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ABSTRACT 
 
The majority of railways internationally are striving to improve their financial 
performance while meeting competition from other modes of transport. A key factor 
in achieving this is by reducing energy consumption, which accounts for a significant 
proportion of all operating costs.  
 
The research undertaken for this Thesis addresses this challenge by applying 
optimization approaches to develop energy-efficient train operation strategies. It 
does this by developing a hybrid optimization approach, which combines global 
optimization techniques, for their "global" optimality properties, with local ones, for 
their faster convergence rate. 
 
Due to the number of control constraints and the number of decision stages involved 
for the control of a typical running train, a ruled-based quasi-global optimal control 
strategy is developed. This means that instead of first optimizing the control strategy 
for each particular running scenario, the Thesis shows how to develop optimized 
parameterized train operational control policies from empirical experience.  
 
The second step to develop the control sequence/strategy is using the control strategy 
generated from the optimized train operational control policies as initial searching 
point(s), then necessary optimality conditions are applied to locate the sub-optimal 
strategy for the vehicle in the particular running scenario.  
 
The proposed hybrid optimization method has been assessed and validated with the 
use of examples. The method shows good potential for significantly improving the 
fuel economy of running trains. The method has also shown significant numerical 
advantages over other conventional optimization methods in solving the optimization 
problem of the optimal/sub-optimal operation of a general running train with a long 
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control horizon. 
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Chapter 1: Introduction 
 
 1.1 Background and Scope of the Research 
 
The rising cost of fuel combined with the need to reduce carbon emissions, have 
served to focus attention on fuel conservation in the railway industry. As a result, 
reducing both energy consumption and signalling delays to trains in railway networks 
are of increasing concern to train operators and manufacturers. 
 
In the UK, which is a medium sized developed country with sophisticated rail 
transport systems, the annual energy consumption for the entire rail transit network 
is around 460 million liters of diesel fuel and 3,000 GWHr of electricity [ATOC, 2007]. 
In China, where transportation systems are still subject to rapid development, and 
rail transportation serves as a primary option for freight and passenger trans port, the 
annual energy consumption for the rail network is more than 22 million tonnes of 
coal equivalent [Li and Wu, 2008] or 30 million tonnes of oil equivalent (calculated 
based on 1.43 kilogram of oil equivalent = 1 kilogram of coal equivalent [SHTA, 
2009]).  
 
As a result, there is great interest among train operators and train manufacturers in 
developing technologies to reduce energy consumption.  
 
With the recent advances in train control systems, there are tools to collect 
information needed to monitor the train’s operation status and therefore improve 
safety. This information then also provides the potential to develop sophisticated 
train operational control algorithms to reduce energy consumption.  
 
In this Thesis, the author will investigate the methods to save energy of the train 
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operations by developing energy-efficient ways to operate the trains based on the 
theory of optimization.  Compared to other more conventional energy-saving 
technologies developed and still under development [Engel, 2001, Miller et al., 2006, 
Nomoto et al., 2005a, Nomoto et al., 2005b, Wen et al., 2007], reducing energy 
consumption through means of developing an optimization train operational control 
strategy has great potential for the following reasons: 
 
1. Firstly, the rapid development of modern computing technologies and modern 
optimization theories and methods offers the potential for applying advanced 
control strategy to control complicated dynamical systems such as rail vehicles in 
real-time.   
 
2. Compared to other existing energy-saving technologies which typically involve 
upgrading existing rolling stock and/or even infrastructure, the reduction of 
energy usage by appropriate driving strategies ensures that existing rolling stock 
operates more energy-efficiently.  It also requires much less investment and 
maintenance costs and therefore poses less risk than other approaches. 
 
3. Unlike most of these more conventional energy-saving technologies, efficient 
driving control strategy is capable of both reducing the energy consumption for a 
rail vehicle to complete a particular running cycle, and ensure the rail vehicles 
improve their performance with regard to meeting different types of constraints 
on route. These include but are not limited to: line speed constraints and running 
time constraints. These have the potential to improve safety and reduce the risk 
of unnecessary signalling which could increase energy consumption for trains 
travelling within the same railway network.  
 
From the control point of view, the development of an energy-efficient driving 
strategy is equal to designing a control strategy that satisfies the control objectives 
with minimized fuel or energy costs. 
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The complexity of a control strategy depends on the process under investigation, for 
the driving control of rail vehicles such control strategies can usually be categorized 
as the control of a nonlinear, nonconvex [Borwein and Lewis, 2006] dynamical 
systems with mixed state/control constraints and pure state constraints (such type of 
constraints are independent of the control of the process, this will be discussed in 
Chapter 2). 
 
The nature of such control problems introduces significant practical difficulties.  
Existing control strategies which are built on either linear-assumption or nonlinear 
but with “convex”/”invex” 1  assumption, does not guarantee a global optimal2 
strategy for more general optimization problems. In addition, global optimization 
techniques which guaranteed global optimality are either inapplicable or unfeasible 
for such energy-efficient train operational control problems due to computational 
difficulties. 
 
As a result of these difficulties, existing energy-efficient train control strategies for 
these rail vehicle systems involve significant simplification of the problem under 
investigation, usually involving (1) approximating the real optimal control problems 
by a simplified or even a set of convex models and/or (2) the application of a set of 
necessary optimality conditions for the approximated models even when the 
“convexity” is absent in the real optimization problem. These kinds of simplifications 
can be problematic especially when there is a strong discrepancy between the 
trajectories predicted and the real situation. In this Thesis the author address es these 
practical difficulties by developing a feasible and improved energy-efficient train 
control strategy for the control of operational trains. 
 
                                                 
1 Invexi ty [Craven and Glover, 1985, Mishra  and Giorgi , 2008] is a  special function property such that certain 
necessary optimality conditions  can become sufficient for objective functions equipped with such property, 
roughly speaking, "invexi ty" can be considered as a “relaxed” version of "convexi ty". 
 
2
 In this  Thesis, the term “optimal” means the solution obtained is  either locally optimal (e.g. satisfying a set of 
necessary optimality conditions , as will be discussed in Chapter 2) or globally optimal (e.g. the minimum of an 
objective (cost) function/functional ), whilst “global optimal” means the solution must be globally optimal . 
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There are wide variations in the types of rail vehicle systems existing in the world and 
this is further complicated by each system having its own characteristics. Therefore 
due to this large range of permutations, this Thesis will focus on the methods 
suitable for developing optimal driving control strategies for diesel-electric inter-city 
rail vehicles. This is done for the following specific reasons: 
 
1. The diesel-electric trains account for a significant proportion of today’s rolling 
stock in the UK and also in many other countries. In addition, its energy 
efficiency could be further improved through hybridization. Due to the 
substantial infrastructure costs and associated engineering risks [Private 
communication with DfT and Hitachi, 2007], in the near future, diesel -electric 
trains, and their hybridized variations, are likely to account for a significant 
proportion of the rolling stock in the world.  As an example, it is expected the 
UK’s next generation inter-city trains will still be diesel-electric trains, although 
they may be enhanced by hybridization. [Private communication with DfT and 
Hitachi, 2007].  
 
2. From a control point of view, due to the complexity of the powertrain, the 
driving control strategies developed for diesel-electric trains, with only minor 
modifications, can easily be applied to many rail vehicle systems with simpler 
powertrain topologies, but the opposite may not hold true.  
 
3. The running cycle for inter-city rail vehicles is characterized by long control 
horizons in contrast to regional rail vehicles.  This means that from a control 
point of view, the inter-city rail vehicles require more computationally efficient 
methods to handle them.  This again shows that the optimized driving control 
strategies developed for inter-city trains could be applied to regional trains with 
minor modifications.  
 
It is for these reasons therefore that, in this Thesis, the scope of investigation has 
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been limited to the development of suitable energy-efficient driving strategies for 
diesel-electric inter-city trains. It is also considered, that the methods developed for 
these control problems could also be applied, with only minor modifications, to the 
control problems of many other rail vehicle systems. As a result, the author believes 
that this Thesis provides a basis for further adaptation and investigation. 
 
1.2 Early Research in the Field 
 
As explained in 1.1, due to the theoretical and practical difficulties of such 
complicated control problems, existing energy-efficient driving strategies have 
usually been over simplified. 
 
This point is illustrated by Liu and Golovitcher [Liu and Golovitcher, 2003] who 
developed optimized driving strategies for rail vehicles. Their approach was based on 
a set of optimality conditions often referred to as Pontryagin’s minimum (or 
maximum, depending on the optimal control problem under consideration) principle 
(PMP). In this work they addressed the running resistance, line-speed constraints, 
gradient, curvature, control output and running time constraints for an operational 
train, and in their approach, the control system within the vehicle is considered 
capable of delivering continuous output. The limitation of their approach is that, the 
Necessary Optimality Conditions (NOC) like PMP does not guarantee a global optimal 
solution for a nonconvex optimal control problem. Furthermore, in order to develop 
their method, they simplified the energy-cost function. This again, placed further 
limits on the rail vehicle systems to allow their model to represent it closely. Howlett 
[Howlett, 2000] and Khmelnitsky [Khmelnitsky, 2000] have also developed similar 
approaches independently. 
 
Howlett and his colleagues also have [Howlett, 1990, 1996, 2000, Howlett and Cheng, 
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1997, Cheng et al., 1999] developed energy-efficient driving strategies for rail 
vehicles where the rail vehicle’s control output is considered as discrete  (which 
means, has finite states, for instance, for power output, it may only take values from 
a finite set like {0, 500 kW, 1000 kW, …}). In their model they have also considered 
constraints induced by line speed, track profile, control output and running time.  
They applied a set of NOC which is usually referred to as Karush–Kuhn–Tucker 
conditions (KKT) to solve their problems. In the final assessment, their approach 
would be more suitable for rail vehicles that are only capable of providing discrete 
control outputs. Due to the application of NOC to a usually nonconvex problem, the 
common problem encountered in applying NOC still exists here. 
 
Franke and his colleagues [Franke, 2000] developed driving strategies for rail vehicles 
based upon dynamic programming. In their approach, the control output and the 
running time have been made discrete (can only take finite values). They have also 
made several key simplifications in their model to improve the numerical efficiency. 
The outcome is that their approach is again limited.  First, the dynamic 
programming is computationally intensive and because of this their approach is only 
suitable for small-medium scale optimal control problems. Secondly, they have made 
simple but crucial simplifications in their model, and consequently may have again 
introduced a large discrepancy between the model and the real vehicle.  The end 
result is a model that lacks more general application. 
 
There are many other algorithms developed for such control problems [Yasunobu 
and Miyamoto, 1985, Mellitt et al, 1987,  Chang and Sim, 1997, Han et al., 1999, 
Wong, 2004], yet these approaches have similar short-comings to the 3 examples 
given.  Chapter 2 will provide a more detailed review of these early works in the 
field.  
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1.3 The Thesis 
                                                                                                                    
1.3.1 Thesis Objectives 
The objective of the research is to develop energy-efficient driving strategies for 
general diesel-electric inter-city rail vehicles in order to enable these vehicles to 
obtain their control objectives with optimized energy consumption (fuel 
tank-to-wheel or wire-to-wheel).  
 
1.3.2 The Approaches 
In this Thesis, the author proposes a hybrid optimization method to develop optimal 
control strategies for specific defined control problems. The hybrid optimization 
method combines the power of NOC and global optimization methods. This hybrid 
optimization method is considered as a balanced approach with the necessary and 
“optimal” trade-off made between global optimality and computational feasibility. 
 
In this Thesis, the problem of optimal control of a running rail vehicle is divided into 
two sub-problems: 
 
1) System Modelling: 
  
The first step to developing an optimal control strategy is to build an accurate model 
that represents the process under investigation. Using only a conventional black-box 
model [Sjöberg, et al, 1995] could result in significant model-errors due to the 
uneven-distribution of the input-output pairs for training of the black-box model, 
whilst errors can be introduced to models built-upon physical principles directly due 
to the inaccuracy of the parameters of these models themselves, or even the 
inaccuracy of the assumptions made when developing these models. 
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To overcome these difficulties, the author first developed a grey-box model [Sjöberg, 
et al, 1995] to represent the rail vehicles. The grey-box model is built around the 
commonly-used empirical model for the rail vehicles, while the parameters of the 
model are trained and improved through measured data points, for control purposes.  
This model is used to generate dense and evenly distributed input-output pairs to 
train a final differentiable model through function approximation methods. Based on 
the simulation results, the differentiable model developed from this process closely 
represents the physical system whilst offering significant numerical advantages over 
simulation models built around the grey-box model. 
 
2) Optimization of the control of the process: 
 
The author proposed a hybrid optimization method for the optimal driving control of 
the rail vehicles. A global optimization method is therefore employed to identify 
possible regions in which optimal control strategies lie, then, NOC methods are 
applied to locate the optimal train control strategy for the particular 
running-scenario under investigation. 
 
Due to the number of control constraints and the number of decision stages involved 
for the control of a typical running train, general global optimization techniques take 
a significant time to converge. This is particularly true for the control of a hybrid rail 
vehicle where multiple sets of state constraints are presented in the system. 
 
Therefore the author developed a ruled-based quasi-global optimal control strategy. 
Instead of calculating a control sequence for each particular running scenario 
through global optimization methods, the method first optimizes parameterized train 
operational control policies developed from empirical experience. These policies are 
trained through a set of pre-defined typical running scenarios of the rail vehicles, and 
the trained train control policies are then used to generate control sequences for 
each particular running scenario. The main advantage of this approach is its very low 
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computation load compared with the application of general global optimization 
methods directly. This procedure is crucial to maintain the problem under 
investigation within a practical scale. 
 
The second step to developing an optimal control strategy is using the control 
strategy generated from the trained policy-set as an initial searching point and 
applying the NOC to locate the sub-optimal strategy for the vehicle in the particular 
running scenario. 
 
There are generally two types of NOC methods which are suitable for such problems, 
one is based on PMP, and the other is based on a general nonlinear programming 
method (NLP). In this Thesis, the two methods are compared and the NLP is chosen 
due to its numerical advantages. 
 
The optimal control strategies developed are evaluated through simulation under 
various conditions, on various routes, with various vehicle configurations and then 
compared to optimal driving control strategies for trains developed based on more 
conventional approaches. 
 
1.3.3 Thesis Contribution 
In a brief summary of 1.3.2, the main original contributions made in this Thesis are: 
 
 A validated train energy simulator has been developed which is suitable for 
energy studies for a wide range of rail vehicles. 
 
 A grey-box to “black-box” procedure has been suggested, to convert a set of 
empirical models of rail vehicles with a set of un-evenly disturbed measurement 
points for a rail vehicle model to a differentiable vehicle model which is suitable 
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for control studies. Such procedures allow both empirical experience and real 
measurements to provide a numerically efficient and accurate rail vehicle model, 
which is suitable to be used to develop a control strategy through optimizations.  
 
 Energy-efficient driving strategies for a diesel-electric rail vehicle have been 
developed using the hybrid optimization method described in 1.3.2. The 
potential of such strategies has been demonstrated through means of energy 
simulation. 
 
 Energy-efficient driving strategies have been proposed for hybridized 
diesel-electric rail vehicles based on the method described in 1.3.2.  
 
 A systematic way to develop a rule-based efficient energy management strategy 
(EMS) for hybrid rail vehicles has been suggested and evaluated. 
 
1.3.4 Thesis Structure 
Chapter 2 gives a brief review and assessment of the optimization methods that 
could potentially be applied to the control problem under investigation.  A review of 
early works in the field has also been included in this Chapter. 
 
Chapter 3 briefly describes the train energy simulator which has been developed. 
Chapter 3 also presents the procedure to develop an accurate, numerically efficient 
and differentiable model to represent the complicated dynamical system of a rail 
vehicle. This model could be applied to solve the control problem under 
investigation. 
 
Chapter 4 describes a method to develop an energy-efficient driving strategy for 
non-hybrid diesel-electric rail vehicles. Several examples have been given to 
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demonstrate the benefits of such a method.  
 
Chapter 5 purposes a method to develop a rule-based Energy Management Strategy 
(EMS) for a hybrid diesel-electric rail vehicle. The method is evaluated by a 
comparison with more sophisticated methods. 
 
Chapter 6 describes a method to develop an energy-efficient driving strategy for 
hybrid diesel-electric rail vehicles. The benefits of such a method are demonstrated 
through means of examples. 
 
Chapter 7 concludes the work and outlines future research. 
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Chapter 2: Methods and Early Works in the Field 
 
The first step to developing an energy efficient (optimized) driving strategy for rail 
vehicles is to choose appropriate optimization methods that can satisfy the strict 
time constraints presented in the scenario for controlling running trains. In this 
Chapter, several optimization methods will be reviewed; many early works in the 
area of optimal control of a running rail vehicle will also be discussed briefly.  
 
2.1 Introduction 
 
As mentioned in Chapter 1, the optimal control of a typical running train can be 
classified as the optimal control of a nonlinear, nonconvex dynamical system. 
 
The dynamical system is used as a way to describe how states change over the course 
of time. The definition of a dynamical system is broad enough to cover a wide range 
of systems. 
 
In this Thesis, two types of dynamical systems that have been influenced by control 
inputs are considered. These are: 
 
 A Discrete-time (Deterministic) Dynamical System with Control: 
 
In this system, the time is packaged into a sequence of specific instants. The 
algorithm denote S as a M-dimension state (real) variable, U as a N-dimension 
control (real) variable, and at any given instant n, the state Sn is evolved into Sn+1 
according to some function f, that is: 
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1 ( , , )n n nS f S U n                                                    (2.1) 
                                                   
 A Continuous-time (Deterministic) Dynamical System with Control: 
 
In such a system, the time is a continuous variable t, and thus, the change of state S 
is governed by: 
 
( , , )S f S U t

                                                      (2.2) 
 
In this Thesis, only the longitudinal motion of the running train (the relative motion 
using rail track as the reference system) is considered, in theory dynamical systems 
governed by this motion should be modelled as continuous-time dynamical systems. 
However in practice, the motion is modelled as a discrete-time dynamical system - 
often determined by numerical efficiency. 
 
When the system is modelled as a discrete-time dynamical system, the optimal 
control model under investigation can be written as: 
 
Find suitable control sequence U0,U1,…UT-1 such that: 
1
,
0
1
0 0
0 1 0 1 1
0 1 0 1 1
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


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 
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 

                           (2.3) 
Where, 0,1,2…T-1 defines the discrete control stages, function F determines the 
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stage cost.  In our case, the cost is the energy consumption and is additive, function 
G determines some terminal cost which is a function of the terminal state. gi and hj 
are the ith and jth inequality and equality constraints of the control problem 
respectively. Ψ defines the terminal state constraints and V0 is the initial state. 
 
When the system is modelled as a continuous-time dynamical system, the optimal 
control model, in general, can be expressed as: 
 
Find suitable control U, such that: 
0
0
:   ( ( ), ( ), ) ( ( ))
 :
( ( ), ( ), )
(0) , ( )
( , , ) 0, 1, 2,3...
( , , ) 0, 1, 2,3...
T
i
j
MIN F S t U t t dt G S T
Subject to
S f S t U t t
S V S T
g S U t i n
h S U t j m



 
 
 

                                   (2.4) 
 
Where, [0,T] defines the control horizon, function F defines the “instant cost”. For 
instance, the instant power supplied to the vehicle system, and the integral of it over 
the entire control horizon is energy consumed for the running cycle under 
consideration. Due to the rapid development of the theory of optimization and 
optimal control, several methods can be used to solve the above optimal control 
problems. In this Chapter, a brief description is given of each of the methods that 
have shown potential to solve our optimal control problems (2.3) or (2.4). 
 
 
 
40 
 
2.2 Nonlinear Programming 
 
Nonlinear programming is a sub-branch of mathematical programming. It aims to 
solve general nonlinear optimization problems, this method is suitable to solve 
problem (2.3). Significant advances have been made since the 1960s and, due to the 
rapid advance of computing techniques, it has been successfully applied to solve a 
wide range of difficult optimization problems. 
 
2.2.1 Introduction to Nonlinear Programming 
 
Considering the following problem: 
 
   
 
                                              (2.5) 
 
 
Where X is a k-dimension vector: XRk , for the typical control problem, where X 
usually comprises both the state information S and the control information U. gi and 
hj are the ith and jth inequality and equality constraints for X respectively, F is the 
function to be minimized, and it is often referred to as the objective function. In our 
optimal control problem, typically this function F maps X, which is a vector consists of 
both state and control of the process under investigation, to the final cost for the 
vehicle which completes the running cycle, e.g. fuel/energy consumptions. 
 
In our problem, in general F and some of the constraints are not linear functions; 
therefore the problem can be usually classified as a nonlinear programming problem.  
According to the theory of nonlinear programming [Sinha, 2006], a set of important 
: ( )
 :
( ) 0, 1,2,...
( ) 0, 1,2,...
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MIN F X
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g X i m
h X j p
 
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optimality conditions for such an optimal control problem is often referred to as KKT 
Optimality Conditions (under differentiability and constraint qualifications): 
 
If X* is a local minimum of the original problem (2.5), then there exists constants μi 
(i=1,2,3,…,m) and λj (j=1,2,3,…,n) such that: 
* * *
1 1
*
*
*
( ) ( ) ( ) 0
( ) 0, 1,2,3,...,
( ) 0, 1,2,3,...,
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i i
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g X i m
 


 
     
 
 
 
 
 
                             (2.6) 
 
Where   denotes the gradient operator.  
 
In general, KKT conditions can be considered as the necessary optimality conditions 
for the optimal control problem (2.5). As a result, there is no guarantee of the global 
optimality of the solutions obtained through applying KKT conditions  (2.6). 
 
However, under suitable conditions, necessary and sufficient conditions for NLP 
problem can be derived [Kuhn and Tucker, 1951, Dorn, 1961]: 
 
For instance: 
 
 
 
(2.7) 
 
 
If F is convex and gi (i=1,2,3,…,m) are convex, then the solution obtained through (2.6) 
: ( )
 :
( ) 0, 1,2,...i
MIN F X
Subject to
g X i m 
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is a global minimum[Kuhn and Tucker, 1951]. 
 
 
2.2.2 Numerical Methods for Solving Problems of Nonlinear Programming 
 
There are many numerical solvers that can be applied to solve various forms of NLP 
problems [Sinha, 2006]. For a general NLP problem, the sequential quadratic 
programming method (SQP) is usually preferable for its fast convergence and 
numerical stability. 
 
2.2.3 The Application of Nonlinear Programming to the Control of Rail Vehicles 
 
NLP has been widely applied to solving real world optimal control problems. For the 
special case of the optimal control of rail vehicles, Howlett and his co-workers’ 
method [Cheng et al., 1999, Cheng and Howlett, 1993, Howlett, 1990, 1996, 2000] 
can be broadly classified as solving the problem within the framework of nonlinear 
programming methods. 
 
In Howlett et al’s approach *Cheng et al., 1999, Cheng and Howlett, 1993, Howlett, 
1990, 1996, 2000], the problem of optimal control of a running train has been 
simplified to that of determining optimal switching points for a set of pre-defined 
control sequences. The control is assumed to takes values from a finite set: 
 
{ , , (1), (2),..., ( )}u B C P P P n                                          (2.8) 
Where B is the braking control/notch, C is coast control/notch, P(1),P(2),…,P(n) are 
power control/notches. 
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Let: 
 
{ , , (1), (2),..., ( )}B C P P P n                                          (2.9) 
In their model, the specific energy or fuel consumption rate, during the power stage, 
is considered as constant value for a given control output, P(1),P(2),…,P(3), whilst 
during the braking or coasting stage, the specific energy/fuel consumption rate is 
considered as 0 [Cheng et al., 1999]. 
 
They consider a piece-wise constant control sequence: [u1,u2,u3,…,up] over the entire 
journey and ui  (i=1,2,3,…,p).  
 
Let d denotes the train’s position, then the corresponding partitions for the control 
sequences are: 
 
0 1 20 ... pd d d d                                                 (2.10) 
Where, d0 and dp are the starting and stopping positions of the train respectively. 
 
Modelling the problem in such a way, given that the control sequence is known 
(through an initial “guess”), means the optimization problem becomes one of 
determining the corresponding partitions: [d0,d1,d2,…,dp] so that the cost (which is 
measured through fuel or energy consumption over the journey) can be minimized.  
 
Howlett et al’s then, based on KKT conditions, develop a set of key equations to 
determine an optimized solution.  
 
Their approach has considered the line speed, track profile and running time 
constraints presented within the running scenario.  One drawback to their approach 
is the way they calculate the energy/fuel consumption which may risk being 
oversimplified. This is because the relationship between control (power at wheel)  
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output is, in general, a function of vehicle velocity. 
 
Due to the method used and the approximations made, there is no guarantee that 
the global optimality of the solution can be obtained for a general rail vehicle system, 
by these approaches. 
 
For instance, Han and his co-researchers [Han et al., 1999] show a simple cruise 
control strategy obtained from a global optimization method called genetic algorithm. 
This shows a better energy-economy than the control strategy developed from 
Howlett’s methods. 
 
 
2.3 Minimum Principle 
 
The Minimum Principle was first introduced by Pontryagin [Pontryagin et al., 1962].  
The development of the Minimum Principle is the next major milestone in 
optimization theory after the classic theory of variational calculus. The Minimum 
Principle provides a set of necessary optimality conditions for optimal control 
problems (2.3) and (2.4), and therefore, in theory, can be applied to solve a wide 
range of difficult optimal control problems. 
 
A brief description of the Minimum Principle for our problem, in one of its simplest 
form3, is given in this section. 
 
 
 
 
                                                 
3 More speci fic forms of minimum principle can be found in [Hartl, et al, 1995, Vinter, 2000]. 
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2.3.1 Minimum Principle for Continuous-time Dynamical Systems 
 
Consider the following optimal control problem: 
 
Find suitable control U such that: 
 
0
0
:  ( ( ), ) ( ( ), ( ), )
 :
( ) ( ( ), ( ), )
(0)
T
MIN J G S T T F S t U t t dt
Subject to
S t f S t U t t
S S
U

 




                              (2.11) 
Where   is the set of admissible controls, and it is assumed F, f, G have as many 
orders of derivatives as needed in their augments. 
 
The Hamiltonian is defined : H: 1 1M N MR R R R R     as: 
 
( ( ), ( ), ( ), ) ( ( ), ( ), ) ( ) ( ( ), ( ), )TH S t U t t t F X t U t t t f S t U t t                   (2.12) 
Where ( )t  is a M-dimension costate variable. 
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Then the necessary conditions for U* to be optimal for problem (2.11) are [Zhang, 
2006]: 
                                                         
*
*
0
( )
( )
( )
( )
(0)
H
t
S t
H
S t
t
S S





 





 
                                                                (2.13) 
*
* *
* * * * *
( )
( )
( ( ), ( ), ( ), )
And for all admissiable ( ) :
 ( ( ), ( ), ( ), ) ( ( ), ( ), ( ), )
G
T
S T
G
H S T U T T T
T
U t
H S t U t t t H S t U t t t


 




 



  
Where, derivates like 
*( )
H
S t


 denotes the partial derivates, in this case, the partial 
derivate of H with respect to S*(t).  
                                                                                                                       
Similar to the case of NLP discussed in 2.1, under the additional set of convexity 
conditions, the Minimum Principle can also bring sufficiency to the optimality of the 
solutions [Hartl et al., 1995]. 
 
However, in general, dynamical systems equipped with these additional analytical 
properties should be considered exceptions rather than the rule.  This is especially 
true for the control of complicated rail vehicle systems. So without the loss of 
generality, both nonlinear programming and minimum principle are viewed as 
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providing necessary optimality conditions throughout this Thesis. 
 
2.3.2 Minimum Principle for Discrete-time Dynamical Systems 
The Minimum Principle for discrete-time dynamical systems can be expressed as the 
following [Sethi and Thompson, 2005]: 
 
Consider the following optimal control problem (again, the initial state is S0): 
 
Find suitable control sequence Uk (k=0,1,2,…,T-1) such that: 
 
1
0
1
:  ( , , ) ( , )
 :
( , , ),   0,1,2,..., 1
T
k k T
k
k k k k
MIN J F S U k G S T
subject to
S S f S U k k T



 
   

                              (2.14) 
Where k , =,0,1,2,3,…,T-1}, function F: 1M NR R R  , 
f: M N MR R R  and g: 1NR R  
 
The Hamiltonian Hk is defined as: 
 
1 1( , , , ) ( , , ) ( , , )k k k k k k k k kH H S U k F S U k f S U k                        (2.15) 
Where, 1k   is the costate variable. 
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Then for every k, if Hk is convex in Uk, the necessary conditions for Uk* (k=0,1,2,…, T-1) 
to be an optimal control for the problem (2.14) are: 
 
1
1
1
*
*
0 0
* * * * *
1 1
And for all admissible :
( , , , ) ( , , , )
0,1,2,..., 1
k
k k
k
k
k k
k
T
T
k
k k k k k k k k
H
S
H
S S
G
S
S S
U
H S U k H S U k
k T
 


 



 

  


 







 
                              (2.16) 
 
Interestingly, the original form of a discrete Minimum Principle requires the problem 
studied to exhibit some additional convexity property. The convexity can be relaxed 
to directional convexity [Holtzman and Halkin, 1966]. The additional convexity 
requirements restrict the applications of discrete Minimum Principle to real world 
optimal control problems due to such convexity it is usually absent in real-world 
optimization problems. Subsequently, an approximate form of discrete Minimum 
Principle was provided by [Mordukhovich and Shvartsman, 2004], which, under 
favourable conditions, including when the resolution of the discretization is 
sufficiently fine, removes the convexity requirements for the discrete Minimum 
Principle. 
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2.3.3 Numerical Methods for Solving Optimal Problems with the Application of 
Minimum Principles 
There are many numerical methods that have developed to solve optimal control 
problems using the Minimum Principle, such as: gradient methods [Gottlieb, 1967, 
Miele, 1980, Chernousko and Lyubushin, 1982], multiple-shooting methods [Stoer 
and Bulirsch, 1983] and pseudo-spectral methods [Benson, 2004, Huntington, 2007].  
One numerical difficulty facing the application of the Minimum Principle is the 
presence of a pure state constraint.  This is when the type of constraints depends 
on the state of process being studied but not control, for instance, constraints written 
in the form of: 
 
( , ) 0g S t                                                         (2.17) 
 
These types of constraints pose both theoretical and practical difficulties because: 
 
1. Firstly, to the best of the author’s  knowledge, there is still no complete proof 
for the Minimum Principle, when both mixed state/control constraints and pure 
state constraints [Hartl et al., 1995] are presenting. There are however several 
partial proofs for more specific cases [Guinn, 1965, Hartl and Sethi, 1985, Hartl  
et al., 1995]. 
 
2. In general, the presence of pure state constraints will introduce discontinuities 
to the costate function. This is problematic, unless there is prior knowledge of 
exactly where the pure state constraints active. In practice, it is difficult to solve 
problems in the presence of pure state constraints. 
 
Besides these limits, the main advantage of the Minimum Principle is that it 
demonstrates when favourable conditions have been met, the Minimum Principle, 
unlike NLP, can obtain a better or even a true optimal solution to our problem. This is 
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because our problem is naturally an optimal control problem type belonging to (2.4) 
unless forced discretization (as a result, it would restrict the “search region” to a 
sub-set of  , and so the possible loss of “optimality”). 
 
2.3.4 The Application of the Minimum Principle to the Control of Rail Vehicles 
The Minimum Principle has found some successful applications when solving optimal 
control problems for the driving of a running train [Liu and Golovitcher, 2003].  
 
In this approach, the optimal control model is expressed as: 
 
The motion of the vehicle is modelled as:  
 
( ) ( ) ( ) ( )f b
dv
u p v u b v r v s X
dt
                                       (2.18) 
Where p, b,r, s are functions of specific traction per mass, specific braking force per 
mass, running resistance per mass, and other force per mass induced through the 
track profile (e.g. gradient).  v is the vehicle velocity, uf and ub are the control 
variables to be determined, and take the value between 0 and 1. 
 
And the “cost” to be minimized is: 
 
0
( ( ) )
TX
f
X
L
J u p v dx
v
                                                (2.19) 
Where L is the Lagrange multiplier to ensure the running time constraints of the 
vehicle can be satisfied, X0 and XT are the initial and terminal position of the journey 
respectively. 
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Then the Hamiltonian can be written as: 
 
( ( ) ( ) ( ) ( ))f f b
L
H u p u p v u b v r v s X
v v

                              (2.20) 
Where,  is the costate variable. 
 
Note in [Liu and Golovitcher, 2003], the instant cost (instant fuel consumption) is 
considered to be proportional to the traction supplied. In their approach, this 
simplification is necessary to obtain the solutions for the optimal control problem. 
 
From this, the relationship between costate variable, vehicle velocity and controls for 
optimal control rules can be derived according to the Minimum Principle, as shown in 
Table 2.1. 
 
Table 2.1: Control rules obtained through minimum principle 
v

 fu  bu  
<0 0 1 
=0 0 vary 
>0 and <1 0 0 
=1 vary 0 
>1 1 0 
 
 
Based on these control rules, an optimal control strategy for a running train can be 
derived [Liu and Golovitcher, 2003]. Similar approach (although more 
computationally intensive) has also been developed by Khmelnitsky independently 
[Khmelnitsky, 2000]. 
 
Besides the limitations of applying necessary optimality conditions to optimal control 
problems where convexity is absent in the practical process, another possible 
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drawback to their approach is that the cost in their model is considered to be a linear 
function of the traction.  This could result in oversimplification for some real -world 
rail vehicle systems [Franke, 2000].  
 
2.4. Dynamic Programming 
 
Unlike the two methods mentioned above, dynamic programming provides sufficient 
conditions for optimality.  
 
Similar to the case of the Minimum Principle, dynamic programming also has two 
forms: one is the discrete dynamic programming which considers optimal control of 
discrete-time dynamical system, and the other is for continuous-time dynamical 
systems. 
 
2. 4.1 Discrete-time Dynamic Programming  
Consider a discrete-time dynamical system: 
 
1 ( , , ),  0,1,2,..., 1k k kS f S U k k T                                      (2.21) 
Where S is the state of the process, U is the control variable, k indexes discrete time, 
T defines the length of the control horizon. 
 
The fundamental theory of dynamic programming is Bellman’s principle of optimality 
[Bellman,1954]: 
 
Principle of Optimality: An optimal policy has the property that whatever the initial 
state and initial decision are, the remaining decisions must constitute an optimal 
policy with regard to the state resulting from the first decision. 
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The principle of optimality is rather straightforward, yet important for dynami c 
programming. For (finite-horizon) discrete-time dynamic programming (DDP), 
Bellman’s principle of optimality implies that an optimal control strategy can be 
obtained by means of solving a sequence of simpler sub-problems recursively 
[Bertsekas, 1995]. Usually this is done first by determining an optimal control 
strategy for the last stage of the horizon of the control, then extending the strategy 
to the last two stages according to the principle of optimality. Then extending the 
strategy again until the optimal control strategy for the whole problem is obtained, 
typically this can be expressed as (here we assume S has finite number of different 
values and the control horizon is finite): 
 
 
 
0 1 1
*
0 0 0 1 1 1 1 1 1
0 0 0 1 1 1 1 1 1
( , ) ( , ) ,..., ( , ) ( )
( , ) ( , ) ... ( , ) ( )
T
T T T T
T T T T
U U U
J MIN F S U F S U F S U G S
MIN F S U MIN F S U MIN F S U G S

  
  
    
    
     
          
(2.22) 
Where J* is the optimal cost for the control problem, function Fi determines the ith 
stage cost, G determines the terminal state cost, the cost is assumed to be additive. 
 
For the optimal control of discrete-time dynamical systems with additive costs under 
investigation, applying DDP can be considered the same as applying a “smart” 
variation of an exhaustive search method. In each stage over the control horizon, 
DDP eliminates a set of unfeasible states/controls pairs that could not satisfy 
Bellman’s principle of optimality, and thus significantly reduces the “samples” 
needed to evaluate an exhaustive search method. 
 
Due to the nature of DDP, the solutions obtained can be considered global optimal 
solutions to the discrete-time control problem under investigation. It should be 
noted, however, there is a distinct difference between the discrete optimal control 
problem and the real problem encountered in the control of a running train 
(continuous in nature) before discretization. 
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Although compared to an exhaustive search method, DDP significantly reduces the 
amount of computation needed to obtain an optimal control strategy. DDP however 
still finds exponential growth in the computation with respect to the dimension of 
the state.  Even with today’s computing hardware, the application of DDP is still 
limited to small to medium scale control problems. This is especially true when the 
optimal control problems involve some stochastic models. 
 
To overcome this problem, many variations of DDP have been developed [Bertsekas 
and Tsitsiklis, 1996, Kaelbling et al, 1996, Kossmann and Stocker, 2000, Rein, 2000, 
Powell, 2007]. These are aimed at using approximation methods for certain 
computationally intensive parts of DDP such as the value functions, the instant cost 
functions, and the dynamical functions to reduce the load of computation. It is found 
that when such approximations are involved, optimality of the solution obtained is 
no longer guaranteed. 
 
2.4.2 Continuous-time Dynamic Programming 
The continuous time dynamic programming guarantees a global optimal control for 
the optimal control model (2.4) in this Chapter: 
 
Using the notion defined in (2.4), first the cost functional Jc is defined as: 
 
0
0( , , ) ( ( ), ( ), ) ( ( ))
T
c
t
J S U t F S t U t t dt G S T                               (2.23) 
Where, 0 [0, ]t T , S defines the initial state. 
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Then the value function V (also referred to as optimal “cost-to-go” function) can be 
defined: 
 
0 0( , ) : inf ( , , )c
U
V S t J S t U                                            (2.24) 
 
Then the optimal control policy can be developed from the following equation 
[Zhang, 2006]: 
 
0 0
0
inf ( ( , , ) ( , , )) 0
 :
( , ) ( )
U
V
V f S U t F S U t
t
Subject to
V S T G S

   


                              (2.25) 
 
Equation (2.25) is often referred to as the Hamilton-Jacob-Bellman (HJB) equation, 
control policies obtained through it can be considered as global optimal control 
solutions to the optimal control problem(2.4). 
 
The corresponding HJB equation presents significant difficulties when used to solve a 
general optimal control problem.  This is because there is a need to solve a 
differential equation involving the limit operator of some function consists of the 
gradient of some unknown value function which may not be differentiable. 
 
To the best of the author’s knowledge, no one has ever solved the complicated 
optimal driving control problem of rail vehicles through solving its corresponding HJB 
equation. 
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2.4.3 The Application of Dynamic Programming to the Control of Rail Vehicles 
Franke and his co-workers have applied DDP to solve the optimal driving control 
problem of a running train: 
 
In their approach, for the total running time, the control output has only finite states. 
They also made a key simplification of the vehicle model: 
 
In their method, the running resistance R of a vehicle encountered is modelled in the 
form of:  
 
2R av b                                                        (2.26) 
Where a, b are constants, v is the vehicle speed.  
 
By doing this, in their model the dynamical function of the rail vehicle can be 
simplified significantly due to the integral of it has an analytical solution (see (2.28)): 
 
In their approach, the dynamical system is defined through the kinetic energy of the 
vehicle: 
 
1
( )t
dE
F aE b s
dS M
                                              (2.27) 
Where E is the kinetic energy of the vehicle, S is the displacement of the vehicle, M is 
the mass of the vehicle, M  is the effective mass of the vehicle when the impact 
of rotation components within the vehicle have been considered, Ft is the 
traction/braking force, a and b define the running resistance R encountered by the 
vehicle, as defined in (2.26), s is the force induced through the track profile (e.g. 
gradient and curvature). 
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The differential equation (2.27) has an analytical solution if Ft and s are considered as 
constant: 
 
0( ) aSt t
F s b aE F s b
E e
a a
                                         (2.28) 
Where, E0 is the initial condition of E. 
 
Then they applied the DDP to solve the optimal control problem, treating  E and the 
running time as the state variables, and Ft as the control variable. They spilt the 
running distance (control horizon) into a finite number of stages, and within each 
stage the force induced through track profile and the speed constraints are 
considered as constant.  
 
They reported significantly improved fuel economy for the vehicles using the control 
rules developed by their approaches under trial tests [Franke, 2000]. 
 
The primary limitation of their approach is, in order to apply DDP, the states/control 
and control horizon have to be discretized to no more than medium scale. Such 
discretization could be problematic for inter-city rail vehicles that encounter various 
types of constraints, and gradients along the route. They represent the 
control/state/running time with a relatively small numbers of discrete values that 
would risk a reduction in the optimality of the solution or even render the method 
inappropriate when applied to realistic control scenarios due to the approximation 
error. 
 
Another limitation of their approach is the inflexible model used for the rail vehicle, 
especially with the simplifications they made in running resistance. 
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2.5 Other Global Optimization Methods 
 
Although dynamic programming provides a possible way to solve optimal control 
problems, with guaranteed optimal solutions, as mentioned in practice the intensive 
computational load required prevents Dynamic Programming from being appl ied to a 
wide range of middle to large scale optimal control problems. 
 
To solve these problems, several weaker yet less computationally intensive global 
optimization methods have been developed, such as genetic algorithms [Kincaid and 
Cheney, 2002, Holland, 1975, Holland, 1992], simulated annealing [Aarts and Korst, 
1988] and pattern search methods [Lewis and Torczon, 1999, Audet and Dennis Jr., 
2000]. 
 
These approaches employ various search algorithms to the solution space and unlike 
some methods briefly introduced above, do not require the optimal control problem 
to exhibit any special analytical properties such as differentiability or convexity. For 
these reasons they are suitable for solving a much wider range of optimization 
problems. Due to their “random” nature, they are less likely to be trapped into local 
extremes unlike the “gradient”-based methods such as PMP or NLP. They could 
therefore be considered as global optimization methods. 
 
The main drawback to these methods is the convergence rate, which is generally slow. 
Even through many optimal control problems it is nearly impossible to obtain a strict 
optimal solution with these global methods due to their very slow convergence rate, 
in practice however, it is still possible to obtain some solution that is sufficiently close 
to the optimal one(s). 
 
There are several successful applications for these global optimization methods when 
applied to the optimal driving control of a running train [Chang and Sim, 1997, Han et 
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al., 1999].  These methods employ genetic algorithms to develop coast-control 
strategies to drive the rail vehicle. As mentioned in Section 2.2, some comparison has 
been made in [Han et al., 1999] between the results obtained through genetic 
algorithms and those obtained through gradient-based optimization methods 
developed by Howlett and his colleagues. These show that better results can be 
obtained through the application of genetic algorithms due to the “global” property 
these methods exhibit. 
 
The problem with these methods is, as discussed, the rate of convergence is usually 
too slow to be applied to real world control problems, and so, may only be used for 
benchmarking purposes unless necessary adjustments have been made. 
 
2.6 Discussion: Suitable Optimization Methods 
 
In this Chapter, several different and widely applied optimization methods that have 
the potential to solve the optimal control problems have been introduced briefly. 
 
It is rather difficult to benchmark these methods because as explained, different 
methods solve different types of problems.  In order to apply these methods to 
solve optimization problems, usually different sets of estimations and 
approximations have been made, so a direct comparison would be of little use. 
 
Considering the types of problems addressed, even with discretization, the problems 
faced are still likely to consist of ~100 stages in the control horizon with large 
numbers of controls and states values.  It will take an unfeasible amount of 
computing resources and memory storage to apply dynamic programming, so this is 
considered as inappropriate for our problem.  
 
Other global optimization methods such as genetic algorithms have some potential 
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to solve large scale optimal control problems, but they have a very low convergence 
rate, so they may not apply to this optimal control problem directly. Whilst necessary 
optimality conditions such as PMP and NLP, have much faster convergence rates, and 
usually have the potential to solve such large scale optimization problems, they are 
more likely to be trapped into local extreme points 
 
Therefore, the question asked is whether there is a way to combine the global 
optimization methods (for they are less likely to be trapped into some weak and local 
extreme points) with local optimization methods such as PMP and NLP (for their fast 
convergence rate). In this way it may be possible to obtain a solution that balances 
both global optimality and computational feasibility. 
 
Indeed, there are some successful applications of such combinations, for instance 
[Wang, 1991, Stützle and Hoos, 1997, Franchini et al, 1998, Ugray et al, 2007], first 
applying global optimization methods to identify some region where a possible 
optimal solution lies, and then applying local optimization methods to locate the 
solution.  This would eliminate the risk of finding a “weak” local extreme when only 
a local optimization method is used.  It would also considerably improve the 
numerical efficiency compared with using a global optimization method alone.  
 
Such a combination has great potential to solve the optimal control problem under 
investigation, and this combination plays a critical role in the method developed in 
this Thesis. This combination will be discussed in more detail in the following 
Chapters. 
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2.7 Conclusion 
 
In this Chapter, several different local and global optimization methods have been 
discussed that can be applied to the optimal control of a running train. Earlier works 
within the area of optimal control of a running train have also been briefly 
introduced. 
 
Due to the nature of the problem targeted in this research, a hybrid optimization 
method, which combines the advantages of global optimization methods and local 
optimization methods, has been proposed as a method offering good potential for 
solving the optimal control problem under investigation. 
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Chapter 3: The Vehicle Model 
 
The next step to establishing an optimal train control strategy is to develop a model 
that represents the practical system with reasonable accuracy, whilst maintaining the 
computational load within practical scales. 
 
For optimal control problems, many efficient numerical methods require information 
of the derivatives of the objective function. This means in general, that requires that 
the model developed is differentiable, even when the analytical properties do not 
show in the practical system where the models were built-upon. The theory of 
approximation shows that certain families of differentiable functions can 
approximate such practical system (not differentiable) with reasonable accuracy. 
 
In this Chapter, the author introduces a procedure to develop such models so that 
they can be used for optimal control purposes. First, the author develops a validated 
grey-box train model (see Section 3.3) based on physical principles, system 
mechanisms and experimental observations. Then, the grey-box model will be used 
to generate dense and evenly distributed input-output pairs to train a function 
network which exhibits the desired differentiable properties and numerical efficiency. 
The trained function network has been shown to represent the validated grey-box 
model closely. 
  
In this Chapter, a train energy simulator, based on the models developed in this 
Chapter, will also be described. The simulator can be used to study various train 
propulsion systems with a high degree of accuracy. 
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3.1 Traditional Vehicle Model for Train Energy Simulation Studies 
 
Two types of passenger inter-city rail vehicles will be studied in this research:  
non-hybrid diesel-electric and hybrid diesel-electric rail vehicles. As their names 
suggest, the main difference between them is their propulsion systems. 
 
Diesel-Electric Rail Vehicle 
 
In the propulsion system of a diesel-electric rail vehicle, the power comes from the 
diesel engine within the system. In its combustion chamber, the diesel engine coverts 
chemical energy to mechanical energy. The mechanical energy will then be 
transferred to a generator through the crankshaft.  The generator converts 
mechanical energy to electric energy, and this energy is then transferred to the 
traction motor. Through the gearbox connection the traction motor drives the wheel, 
as shown in Fig. 3.1. 
 
 
Fig. 3.1: Schematic illustration of the propulsion system for a typical diesel -electric 
rail vehicle. 
 
Hybrid Diesel-Electric Rail Vehicle 
 
The (series)4 hybrid diesel-electric rail vehicle can be regarded as a derivative of the 
traditional diesel-electric rail vehicles. Besides the energy storage device installed in 
the hybrid propulsion system, there is little difference between the two systems’ 
                                                 
4 Series  hybrid powertrain is the favored hybrid powertrain topology for inter-ci ty rail vehicles [Private 
communication with Hitachi , 2006-2007]; this will be discussed in Chapter 5 and Chapter 6. 
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powertrain topologies, as shown in Fig. 3.1 and Fig. 3.2. 
 
The presence of an energy storage device enables regenerative braking, which forces 
the motor to work as a generator and covert kinetic energy to electricity energy and 
store it in the energy storage devices for future usage. 
 
 
 
Fig. 3.2: Schematic illustration of the propulsion system for a typical series hybrid 
diesel-electric rail vehicle. 
 
 
In the following sections, the traditional mathematical models for energy 
simulation/control studies of these types of rail vehicles will be described. 
 
3.1.1 Longitudinal Motion of the Vehicle 
 
Ideal Running Resistance 
 
As schematically illustrated in Fig. 3.3, this requires the one-dimensional equation of 
motion to describe the vehicle dynamics. The vehicle mass is acted upon by a 
tractive effort or a braking effort.  A resistance to motion and loads induced 
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through track profile, results in an equation of motion:  
 
( ) R A G C M
dv
M m T F F F F F
dt
                                        (3.1) 
Where, M is the mass of the rail vehicle, m is the nominal mass which accounts for 
the additional kinetic energy needed for rotating components in the rail vehicle, T is 
the traction or braking force, FR, FA, FG, FC and FM are the rolling, aerodynamic, 
gradient, curve resistance and other sources of mechanical resistance like sliding 
frictions for the rail vehicle respectively. 
 
 
Fig. 3.3: Equation of motion for rail vehicle system. 
 
Normally, the ideal aerodynamic resistance for a rail vehicle, given that there is no 
head, tail or side wind, is that given by [Hucho, 1987, Lukaszewicz, 2001, Lindgreen 
and Sorenson, 2005]: 
 
2
2
A fr
A
C A v
F

                                                     (3.2) 
Where,   is the density of the air, CA is the drag coefficient for the rail vehicle 
studied, Afr the projected front area of the rail vehicle, and v is the vehicle velocity.  
 
72 
 
 
 
The rolling resistance for a rail vehicle can be given by: 
 
R RF C Mg                                                         (3.3) 
Where CR is the rolling coefficient, g is the acceleration of the gravity. 
 
Due to the complicated nature of a rail vehicle system, running resistance including 
aerodynamic resistance, rolling resistance, viscous component of the train mass and 
other friction resistances for rail vehicles are usually determined empirically. For 
instance, in the UK and a majority part of the rest of the world, this running 
resistance for rail vehicles is usually given by an empirical equation, often referred as 
Davis equation [Hay, 1982]: 
 
2( )  r v A Bv Cv                                                    (3.4) 
Where, r is the running resistance of the rail vehicle at speed v, A is the resistance 
term which is independent of speed, C represents the aerodynamic drag, B can be 
represents a viscous component partially dependent of the mass-related rolling 
resistance of the vehicles. [Rochard and Schmid, 2000]. 
 
The gradient induced resistance can be given by: 
 
sinGF Mg a                                                       (3.5) 
Where, sin a  is the sine value of the adjusted5 local gradient. 
 
 
 
                                                 
5 "adjusted" indicates the value has been adjusted for the length of the train. 
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The curve resistance is given by [Lukaszewicz, 2001]: 
 
0.65
55
C C
C
F K Mg
R


                                                (3.6) 
Here, RC is the adjusted local radius, it has been validated for RC >350 m, in this 
model, KC=0.7. 
 
 
Head Wind/Tail Wind 
 
In case the wind speed is not equal to zero, then the aerodynamic drag can be given 
by (pure direct head or tail wind, and ignoring Bv in Davis equation): 
 
2( )
2
A fr w
A
C A v v
F
 
                                                (3.7) 
Where, vw is the wind speed, it can be positive or negative, (positive suggests the 
wind is a direct tail wind while negative suggests it is direct head wind). 
 
 
Vehicle Slippage 
 
Due to the complicated nature of a rail vehicle system, it is quite difficult to ca lculate 
the slippage effect of specific types of rail vehicles under specific route conditions. 
However, the slippage is a relatively important factor for the performance of rail 
vehicles.  Ignoring this factor will introduce a system error to the model.  
 
If the slippage ratio is defined as: 
 
1  w ws
r
V

                                                         (3.8)                
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Where, 
s  is the slippage ratio, w  and wr  are the angular rate and the radius of 
the wheel respectively, V is the vehicle velocity. 
 
According to [Lukaszewicz, 2001] on the slippage of rail vehicles, the slippage ratio 
for the axle studied can be predicted empirically by the traction force acting on the 
axle. For a traction force that is less than 15 kN, the slippage ratio is very low. When 
the force is >15 kN, it is roughly a linear relationship between the slippage ratio and 
the traction force acting on the axle [Lukaszewicz, 2001]. 
 
Lukaszewicz concluded an empirical slippage equation based on experimental data: 
 
1.1 max(( - ) ,0)  
1000
A C
s
T T
                                              (3.9) 
Where, TA is the traction force acted on the axle (kN), TC is the critical force at wheel, 
based on the vehicle he studied, he suggest Tc should be around 15 kN.  
 
According to his study, when the rail vehicle is braking, the slippage ratio is 
insignificant. This may be explained by the relatively small brake force per axle (<15 
kN) [Lukaszewicz, 2001]. 
 
3.1.2 Propulsion Models 
 
Propulsion system models 
 
Within the propulsion system of the train, for energy simulation studies, the 
behaviour of the diesel engine can be modelled by its steady state engine map with a 
reference engine operating curve. 
 
The steady state engine map defines the steady-state fuel consumption (see Fig. 3.4) 
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for an engine at any given engine speed and engine load. 
 
In this Thesis, reference engine operating curve (see Fig. 3.5), is obtained from the 
manufacturer, and define an approximated engine operating curve that specifies, at 
any given engine load demand, the corresponding engine shaft speed. This engine 
shaft speed is what the internal engine control system requires for the engine to 
accelerate or decelerate the engine shaft. 
 
Combining the two maps mentioned above, we can then establish the relationship 
between the power outputs for an engine to the corresponding fuel consumption 
rate. 
 
 
Fig. 3.4: Approximated steady state engine map for a MTU diesel engine installed on 
an inter-city train. The rated power of this engine is 1680 kW [Private communication 
with Hitachi, 2006-2007]. 
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Fig. 3.5: The approximated loading curve of a diesel engine installed on one inter-city 
train under development by Hitachi Ltd. [Private communication with Hitachi, 
2006-2007]. The rated power for this diesel engine is 2000 kW. Note: this loading 
curve is the same for the MTU engine installed on HST inter-city train within its 
operating range. 
 
Mechanical transmission systems such as gearbox can be approximated through its 
efficiency ratio, whilst electric devices like generators, rectifiers, inverters, and 
traction motors can be approximated through their corresponding steady state 
efficiency maps or constant efficiency ratios obtained from manufacturers. Based on 
the engine outputs, the wheel traction can be calculated. These approximations have 
been widely used in train energy simulation studies [Lukaszewicz, 2001, Hillmansen 
and Roberts, 2007, Wen, et al., 2007, Lindgreen and Sorenson, 2005] and optimal 
control studies [Brahma, et al, 2000, Franke, 2000, Lin, et al, 2001, Delprat, et al, 
2004, Koot, et al, 2004, Lin, et al, 2004, He, et al, 2005] for its high numerical 
efficiency and reasonable accuracy. 
 
For a hybrid vehicle, suitable energy-storage devices such as battery [Chu and Braatz, 
2002, Emori, et al., 2002, Mitsuyuki, et al, 2003, Nomoto et al., 2005, Miller, et al, 
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2006+, flywheel *Rohde and Schilke, 1981, Aceves and Smith, 1995, Shin’ichi, et al, 
2002] or supercapacity [Chu and Braatz, 2002, Jeong, et al, 2002, Mastragostino and 
Soavia, 2007] can be modelled through many validated models for these components. 
However, for control and optimization purposes, simplified yet accurate models are 
preferred.  For instance, for battery models, state-of-charge based battery models 
are preferred for the reason that a relationship between charge and battery state can 
be derived conveniently without significant computation.  
 
Battery models based on state-of-charge of battery can be found in [Wiegman, 1999, 
Plett, 2004, Tremblay, 2007]. These models are reasonably accurate whilst also being 
more convenient to develop and efficient to calculate compared to more 
sophisticated battery models [Johnson, 2002, Chen and Rincon-Mora, 2006]. 
 
Propulsion controller models 
 
For diesel-electric rail vehicles, it is assumed there is a driver input based upon a cab 
desk lever with discrete positions for powering and braking the vehicle. These are 
referred to as notches. 
 
An example of these discrete notch positions are described in Table 3.1 and this 
arrangement is common on current UK rolling stock, both old and new. A selected 
power notch represents demand of a (roughly) constant power from the traction 
motors to the wheels and therefore a varying tractive effort dependent upon vehicle 
speed (but capped at low speeds limiting the traction to avoid wheel spin). For this 
reason, it is a direct demand to the traction inverters to deliver power to the motors. 
In the case of a diesel–electric system the propulsion controller module must then 
regulate the diesel engine in order to deliver the required power to the inverter 
terminals (considering also the efficiency of the intervening components). 
 
Fig. 3.6 shows tractive-effort curves of driver notches for a diesel-electric inter-city 
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train under development by Hitachi Rail [Private communication with Hitachi, 
2006-2007]. 
 
Table 3.1: Driver input lever settings 
Notch Setting  Description 
+1 to +5 Powering, +5: maximum allowed power 
(kW) 
0 No traction power, no braking  
-1 to -5 Braking, -5: maximum braking force (kN)  
 
 
Fig. 3.6: Tractive-efforts curves of driver notches for a diesel-electric inter-city train 
under development by Hitachi Rail. Here, PN means Power Notch. The maximum 
tractive effort for this type of vehicle is 357 kN per train (two locomotives). 
 
3.1.3 Driver Models 
 
Based on the model described in previous sections, a train energy simulator can be 
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developed, to study the energy consumption of the vehicle under various conditions, 
for such propose, a driver model is also needed. 
 
As schematically illustrated in Fig. 3.7, the control flow of a rail vehicle is based on 
route/service/time information. The driver makes a control decision, and selects a 
control input; driver notch, this driver notch, acts like a control demand, and will be 
passed to the propulsion system. Then based on this demand, the propulsion system 
generates power to drive the vehicle. 
 
 
Fig. 3.7: Schematic illustration of the driving control flow of the rail vehicle system. 
 
Driving Styles 
 
Currently, three different driving styles are implemented in this simulation model. 
These are the driving styles that are commonly employed by drivers of inter-city rail 
vehicles in the UK and Japan [Private communication with Hitachi, 2006-2007, Private 
communication with train operators, 2007-2010]: 
 
 Manual Speed Holding 
 
The driver first tries to drive the vehicle to a target speed, TV . Once the vehicle 
reaches that target speed, by varying the driver notches the driver then tries to 
find a steady speed near the target speed TV  where the traction exactly 
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matches the resistance encountered by the vehicle.  The driver then holds that 
speed, as shown in Fig. 3.8. This driving style acts like a “manually” controlled 
“cruising”, hence the name. 
 
 Speed-holding  
 
The driver first uses a power notch to accelerate the rail vehicle to a target speed    
TV . Once the vehicle reaches that speed, the driver will switch the driver notch to 
cruise notch. The built-in control device in the train will then automatically 
maintain the speed by varying the engine output.  Fig. 3.9 is an example of this 
control method, where in this case notch 6 is defined as a cruise notch for the 
vehicle. 
 
 Coast-Reacceleration 
 
Again, first the vehicle is fully powered to the target speed, then the driver will 
switch the driver notch to 0, and let the vehicle coast with no power for a given 
duration. The duration can be measured by time, or determined by the 
maximum allowable velocity-changing. If the vehicle velocity is slower than the 
lower bound of the allowable velocity, or if the specifically defined time duration 
for coasting has expired, the driver will re-power the train to accelerate again, 
and repeat the control cycle, as shown in Fig. 3.10. 
 
Running Time 
 
One of the most important control objectives for typical rail vehicles is the specific 
running time for a given journey.  
 
It is generally believed that the running time has a significant impact on the energy 
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consumption of rail vehicles [Thompson, 1990, Lukaszewicz, 2001]. Therefore in 
order to use computer-based simulation to predict/study fuel or energy consumption 
for inter-city trains, the impact of running times has to be considered. 
 
In the model, the running time is controlled by the switch between the excessive 
usage of coasting and the excessive usage of power.  
 
If the vehicle is ahead of the scheduled time (according to real-world timetable), the 
driver will use coasting to slow the vehicle. If the vehicle is behind schedule, the 
driver will drive more aggressively and reduce the coasting. By constantly switching 
the driving mode from aggressive powering to aggressive coasting, the journey time 
can be controlled. 
 
Based on the simulation studies, once this logic is enabled, the journey time can be 
controlled with sufficient accuracy (the error is within ~+/- 1% against the timetable). 
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Fig. 3.8: Manual speed holding. 
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Fig. 3.9: Speed-holding, note notch 6 is cruise notch. 
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Fig. 3.10: Coast-re-acceleration. In this case, the re-acceleration powering notch is 
selected to be 4. 
 
3.2 Simulation Procedure 
 
Based on the models described in Section 3.1, a train-energy simulation model can 
then be developed. 
 
The general procedure for the simulation can be explained as (see also: Fig. 3.11), for 
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the hybrid train case. 
 
During the simulation setup stage, the vehicle specifications have been determined 
and a specific driving function has been selected. 
 
Based on vehicle information such as running times, acceleration, speed and 
displacement, the driving function (e.g. an optimal control strategy or some driving 
strategy described in Section 3.1.3) will make a control decision and pass it to the 
energy demand function.  The energy demand function receives the control 
decision, calculates the total energy demand based on this and other parameters - 
such as auxiliary load and the energy transmission efficiency - then passes the total 
energy demand to the energy management function. 
 
Fig. 3.11: Simulation procedure for hybrid diesel trains. 
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Based on the received energy demand, the charge state of the energy storage device 
(in this case the vehicle is hybrid) and the engine state, the energy management 
function (e.g. an optimized EMS, as will be described in Chapter 5 and 6) then 
calculates the energy demand for the energy storage device (for hybrid) and engines. 
 
The engine, by changing the rotation speed of the engine shaft, tries to supply the 
power to meet the demand, while the energy storage device (for a hybrid train) will 
discharge/charge itself according to the demand.  
 
The energy produced will then be passed to the inverter/motor block.  This block 
calculates the traction, and with the traction calculated, the vehicle function then 
calculates the acceleration, speed, displacement and running time and sends this 
information back to the driving function for the next time step of the simulation.  
 
Based on the method, a simulation program (see also: Fig. 3.12) has been developed, 
this simulation program has also been used to study energy consumption for 
inter-city trains and study the energy management strategies for hybrid inter-city 
trains, the simulation results have been correlated by Hitachi Ltd, the differences 
between the fuel consumptions obtained through simulation and through real-world 
measurements, for the same duty cycle, are within +/- 7%. This project is supported 
by Hitachi Ltd, Japan. 
 
85 
 
 
Fig. 3.12: A train energy simulator has been developed, the simulator is written in 
Matlab/Simulink language. 
  
 
3.3 Improvement of the Simulation Model 
 
In general there are three ways to develop a vehicle model:  
 
(1). Modelling the vehicle dynamics based on the physical principles and/or the 
control mechanism of the system (in the case of rail vehicles, the longitudinal 
dynamic is usually modelled as a set of ordinary differential equations, as 
described in Section 3.1).  When the physical parameters are known a priori, 
this is referred to as white-box model in this Thesis.  The main drawback to this 
modelling method is that the accuracy is sensitive to the physical parameters of 
the model supplied and the accuracy of the system operating mechanism used 
to derive the models. Unknown dynamics presented in a practical engineering 
system are usually very difficult to account for with this method.  
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(2). Black-box model [Sjöberg, et al, 1995]: This is modelling the system without 
any prior knowledge about the physical system, and instead, developing the 
model solely based on observations of the system dynamics (e.g. input-output 
pairs). In these cases, it is necessary to approximate the observations through 
function approximation/regression methods. One main problem with this 
approach is that for a vehicle system, the observations are usually not sufficient 
to develop such model. This is especially a problem when the observations are 
unevenly distributed, and large model-vehicle mismatches can result when the 
observations are insufficient. 
 
(3). A combination of (1) and (2), is often referred to as a grey-box model 
[Sjöberg, et al, 1995]. The underlying nonlinearities of a practical system and the 
parameters are usually known a priori. Whilst, the minor dynamics and/or some 
immeasurable parameters of the model can be adjusted, usually in according 
with observations, this means both the knowledge of the physical principles and 
empirical observations can be included in one model.  This then has greater 
potential to overcome the disadvantages of (1) and (2) and develops a model 
accurately representing the practical system under investigation. 
 
The model described in Section 3.1 and Secton 3.2 can be categorized as a typical 
white-box model. Such model is usually employed in the energy simulation studies of 
rail vehicles [Lukaszewicz, 2001, Private communication with Hitachi, 2006-2007, 
Wen, et al., 2007]. 
 
The accuracy of the simulation model described in earlier sections depends on many 
factors. It is found that the primary source of errors is caused by the inaccuracy of 
parameter estimation [Lukaszewicz, 2001].  
 
For instance, in the case of an energy simulation study, a primary source of errors 
induced by such models seems come from the running resistance estimation 
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[Lukaszewicz, 2001].  The simulation model usually assumes that the running 
resistance (excluding resistance induced through track profile) can be approximated 
by a deterministic 2nd order polynomial. The polynomial structure and the 
parameters estimated have a primary impact on the accuracy of the simulation. 
These models are usually developed through “ideal” tests, e.g. testing running trains 
under no wind, no traction/coasting down conditions [Lukaszewicz, 2001, Private 
communication with Hitachi, 2006-2007, Private communication with train operators, 
2007-2010]. 
 
For an energy simulation study, the primary concern of our model is not whether it 
represents the vehicle running under “ideal” exact conditions, but rather, it 
represents the real-world vehicle under more realistic operating conditions 
reasonable well. This is because optimal control of nonlinear systems is still a 
challenging task even for today’s computing techniques. The vehicle model 
developed should not be overcomplicated, and parameters obtained under ideal 
conditions usually require significant adjustments before being applied to realistic 
conditions. This adjustment can result in making the control problem infeasible due 
to limited computing resources and difficulties of measuring certain dynamics in the 
process (e.g. measuring and/or predicting the head/tail/side wind of a running train 
in a real-time control environment).  
 
As a result, estimating parameters from more realistic conditions maybe favorable 
since a certain degree of adjustment has already been done during the parameter 
estimation stage. 
 
Such adjusted parameters can be obtained by developing a grey-box model based on 
the underlying nonlinearities of the system described in Section 3.1. 
 
As discussed in [Lukaszewicz, 2001], a primary source of error for the longitude 
motion of rail vehicles can be accounted for by means of adjusting the parameters of 
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the running resistance model:  
 
Thus an unknown nonlinearity of the vehicle through a polynomial function of the 
vehicle velocity can be introduced for the first time: 
 
( , )um um TT P v                                                      (3.10) 
Where Tum (kN) is the running resistance of the vehicle induced through the 
unmeasured nonlinearities of the vehicle, Pum is a polynomial function, v is the train 
speed, θT is the parameters of the Pum. 
 
In the parameters of the model, θT is un-set but is applied to adjust the running 
resistance function under investigation, under typical practical conditions, when the 
wind speed is non-zero and the track profile is not flat. 
 
The parameters of models such as the rail-wheel slippage model (3.9) and curve 
model (3.6) can also be adjusted. 
 
When the structure of the model has been determined, along with the majority of its 
parameters, the other parameters of the vehicle model, such as those described 
above, can be estimated based on empirical observations: 
 
The problem with determining these parameters based on N observations is a typical 
optimization problem: 
                                           
 
1
: ( , )
 
N
k k
k w
MIN Y F X
Subject to






                                           (3.11) 
Where F is the model, θ is the parameter vector needed to be determined,   serves 
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as the constraints of θ, which, essentially, places a bound on the impact of these 
immeasurable nonlinearities to the physical system under investigation.  w is the 
weighting factor, Xk and Yk (k=1,2,…,N) are the observed inputs and outputs used to 
train the model.  In this case, the observed inputs are the control signal, the track 
profile, the vehicle velocity at the beginning of the kth measurement. The outputs 
are the running time and the terminal vehicle velocity of the kth measurement. 
 
In general, the problem under investigation is both non-differentiable and nonconvex. 
Therefore, to solve (3.10), a global optimization technique as described in Chapter 3, 
(which does not require the information of the gradient of the objective function), is 
needed.   
 
A Genetic Algorithm (GA) [Houck, et al, 1995, Michalewicz, 1996] is used here to 
solve (3.11): 
 
The idea of GA method is based on genetics and the main principles of evolutionary 
theory: ”survival of the fittest”. This means finding the “fittest” (or optimized) 
solutions/vectors for the objective function by performing a stochastic search 
reinforced with GA operations, such as crossover, mutant and selection, over a 
pre-defined region. Vectors being optimized are often referred to as “chromosomes” 
or “individuals” in GA terminology. 
 
One main advantage of GA is that it has not made any strict pre-assumption of the 
analytical properties of the optimization problems being considered. It can therefore 
be used to solve a wide range of problems.  
 
The implementation of the GA to our problem involves the following stages: 
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 Initialization: 
 
A group of individuals (population) that satisfy initial conditions has been 
generated randomly. 
 
 Selection: 
 
In each iteration (“generation”), the existing individuals are ranked and selected 
based on a pre-defined probability.  The individuals with better “fitness” will 
have a higher probability of being selected to reproduce the next generation, 
while the less fit will have a lower probability.  
To prevent the stochastic search from being trapping in a “local” extreme during 
the selection stage, a certain number of new individuals are randomly generated 
subject to various constraints.  These will also be added to the population to 
produce the successive generations. 
To prevent the GA search from losing the fittest (most “optimal”) solution in the 
selection stage, the fittest individual evaluated will be stored separately. This is 
whether it is in the current generation and is selected to be included in the next 
generation or not. 
 
 The mutation/crossover: 
 
Once individuals have been selected, the GA method will perform a 
“reproduction” circle through “mutation” and “crossover” to search/produce the 
better (more optimal) individuals.  
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The mutation operation 
 
The mutation operation involves the following steps: first, an individual is 
randomly selected from the population, by a pre-defined probability rate. The 
individual will have a probability of changing some of its components, subject to 
a set of pre-defined constraints. In our study, the mutation rate is relatively small. 
The mutation operation can then be considered a “local” search and allow the 
GA search to converge to a “local” extreme rapidly.  
 
The crossover operation 
 
The crossover operation first randomly selects two individuals from the current 
population, and then randomly switches the sections of code stored in these 
individuals, as shown in Fig. 3.13. 
 
 
Fig. 3.13: Crossover operation, in this example, vectors X and Y are crossed after a 
randomly selected position k. 
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 Termination: 
 
For our problem, the terminating condition is defined as: either a fittest solution 
satisfying a pre-determined optimization objective or the number of iterations 
exceeds a pre-defined number. 
 
Fig.3.14 shows the computation flow of this GA method.  
 
 
Fig. 3.14: Computation flow of the GA method used in this study.  
 
By this method, the un-set parameters of model F, even if F is not differentiable or 
even continuous, can be determined. 
 
For the problems under investigation, a set of recommended parameters for the GA 
method is given Table 3.2. 
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Table 3.2: Recommended parameters for GA method 
Population Size ~60 
Initial Population Random or the untrained parameters of 
the model  
Crossover rate 0.8 
Mutation Matlab default 
Maximum Generations ~300 
 
 
3.4 The Validation of the Model 
 
To validate the model developed, the approaches described in Section 3.1 and 3.3 of 
this Thesis have been used to develop a vehicle model for a HST inter-city train. The 
train is a diesel-electric inter-city train that has been operated by UK train operators. 
It is typically operated with two power cars plus an 8 passenger car configuration.  
The detailed parameters of the vehicle are sourced from industrial sources [Private 
communication with Hitachi, 2006-2007, Private communication with train operators, 
2007-2010]. Some configurations for this vehicle will be described in Section 4.3.1. 
For this train, based on the recorded vehicle running cycle, some adjustments are 
needed by changing TC of the vehicle slippage model given by (3.9), the model 
parameter θT for (3.10) and the vehicle braking efforts. 
 
A total of 30 inter-city train running cycles from the measurements of the practical 
system were used to train the parameter, in the form of input-output pairs. The 
inputs are the track profile, control signals, total displacement for the observation 
and the vehicle velocity at the beginning of the observation. The outputs are the 
running time and terminal vehicle velocity. These observations are derived from a 
total of 63 recorded real world running cycles using this type of vehicle on 3 different 
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mainline routes in the UK. 
 
Using the method described in Section 3.3, the parameters of these vehicle models 
are determined and then, 5 sets of HST running cycles are selected that have not 
been used to develop the input-output pairs in the previous step. This allows the 
model to be validated. 
 
As the two examples shown in Fig. 3.15 and Fig. 3.16 respectively, the model 
developed using this procedure agrees closely with the measured data points. And 
based on the computer experiments, the square sum error of the grey-box model is 
~12%-15% less than the white-box models. 
 
The energy consumption and running time differences between the measured and 
simulated cycles, on average, are within +/- 6% and +/- 5% respectively. The 
correlation is good, especially considering the number of uncertainties involved 
during a running cycle and the complexity of the vehicle system under investigation. 
[Private Communication with Hitachi, 2006-2007, Private Communication with train 
operators, 2007-2010]. 
 
 
 
 
 
 
 
 
 
95 
 
 
Fig. 3.15: A recorded HST inter-city vehicle running cycle is used here to validate the 
grey-box model. Given the same control input (notch, where 5 indicates maximum 
traction, -5 indicates maximum braking), simulation based on the grey-box vehicle 
model (labeled “Approximated”) developed in this section agrees with the practical 
system (labeled “OTMR”) closely. The recorded running cycle is obtained from a train 
travelling on Great Western mainline routes which has NOT been used to train the 
parameters of the grey-box model. 
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Fig. 3.16: Another running scenario derived from recorded HST inter-city train 
running cycles has been used to validate the grey-box model. Again, the vehicle 
dynamics predicted by the grey-box model (labeled “Approximated”) agree with the 
practical system (labeled “OTMR”) closely. 
 
 
3.5 A Differentiable Vehicle Model for Control 
 
For the purpose of the control, a computationally efficient and differentiable vehicle 
model is preferable.  A simulation model, where the dynamic of the system is 
usually governed by a set of differential equations can be computationally intensive 
when it is incorporated into an optimal control model. As discussed in Chapter 2 
discretization is usually needed to solve the optimal control problem within a 
practical scale.  This discretization of the vehicle dynamic system will result in 
approximating the original continuous-time dynamical system with a discrete-time 
dynamical system. 
 
For instance, if the equation of the longitudinal motion of a rail vehicle can be given 
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by: 
 
( ) ( )train trainF B g S r vdv
dS Mv
  
                                        (3.12) 
 
Where, v, S are the longitudinal velocity and displacement of the vehicle respectively, 
Ftrain and Btrain are the traction (kN) and braking force (kN) of the vehicle respectively, 
g is the force induced through the track profile (gradient, curvature) and r is the 
running resistance of the vehicle, M is the effective mass of the vehicle. 
 
Then, in order to discretize the control horizon (total journey length) into N segments, 
it is assumed that the length of each segment is ΔS, then the differential equation 
governing the longitudinal motion of the dynamical system becomes: 
 
1 0
0
( ) ( )
S
train trainF B g S r vv v dS
Mv
   
                                   (3.13) 
 
Where, v0 and v1 are the initial and terminal vehicle velocity for the vehicle during 
the segment respectively. 
 
In order to derive an approximated and differentiable model, the integral in the 
above equation is approximated by using a function approximation method with 
reasonable accuracy and complexity.  As a result, the discrete dynamical system can 
represent the vehicle dynamical system closely, while maintaining a high numerical 
efficiency with preferable analytical properties. To develop such an approximated 
model, it is needed to obtain a large number of observations (input-output pairs). 
Then it is necessary to try to fit these observations within a model structure that is 
equipped with preferable analytical properties such as differentiability. 
 
It is not preferable to try to fit some differentiable model to empirical observations 
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directly. Usually due to the insufficiency of empirical observations, the model-plant 
mismatch can be significant. Therefore, an alternative way is used to train the 
grey-box vehicle model described in the previous section, and to generate dense and 
evenly distributed input-output pairs of the vehicle by this trained grey-box model 
first.  Then these input-output pairs generated by this trained grey-box model are 
then fitted to an approximating model that has the desired analytical properties.  
 
Here, the HST inter-city train is used as an example. The validated grey-box model 
described in Section 3.2 is then used to generate 500,000 input-outputs for the 
vehicle motion dynamics. The inputs consist of the track profile, the vehicle initial 
velocity, and the control for the segment. The output could be the vehicle terminal 
velocity, running time or total fuel consumption for the vehicle in the segment. A 
2-layer feed-forward artificial neural network (ANN) [Lawrence, 1994, Gurney, 1997], 
consisting of up to 35 sigmoid nodes (see also: footnote 5 in Section 4.3.1) is then 
fitted to those evenly distributed input-output pairs. As shown in Fig. 3.17 and Fig. 
4.5, the trained neural-networks represent the validated grey-box vehicle model 
closely. 
 
In order to verify the ANN models trained, 100,000 new and randomly generated 
input-output pairs are also obtained from the grey-box vehicle model developed. 
(There is no overlap between these 100,000 input –output pairs with the 500,000 
input-output pairs used to train the ANN model). Based on numerical experiments on 
typical inter-city running cycles, the average error of this approximation is less than 
+/-1% in running time and fuel consumption, and within +/- 2% in vehicle velocity.  
For the problem we considered, compared with calculating the numerical integral 
directly, using the trained ANN to approximate the integral that governs the vehicle 
dynamics it increases the numerical efficiency by roughly 2 higher magnitudes. The 
ANN models, while offer similar approximation accuracy, are also significantly faster 
than approximated models based on finite difference method (see also: Appendix A). 
Chapter 4 will discuss this further.  
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Fig. 3.17: Vehicle velocity predicted by the trained ANN agree with those obtained 
through the validated grey-box vehicle model closely, here control rate is the control 
input, where, 1 indicates maximum traction and -1 indicates maximum braking (for 
running comfort considerations, the maximum braking here is chosen to be 360 kN 
per train). 
 
3.6 Conclusion 
 
In this Chapter, a grey-box vehicle model has been described and validated. It has 
been proven to represent the practical vehicle systems with reasonable accuracy.  
 
The validated grey-box vehicle model can then be used to develop differentiable 
approximated vehicle models for optimal control purposes.  Using these procedures, 
approximated differentiable models can be developed that represent practical 
systems closely, while maintaining high numerical efficiency.  This is a crucial step to 
maintaining the optimal control problem within practical scales. 
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Chapter 4: Optimal Control of Diesel-Electric Inter-City Trains 
Equation Chapter 1 Section 1 
 
In this Chapter, an optimal control strategy suitable for the optimal operational 
control of non-hybrid diesel-electric inter-city trains is proposed. The strategy has 
been used to develop optimal train operational strategies for two types of 
diesel-electric inter-city trains. The benefits of applying the proposed strategies are 
demonstrated by means of examples and case studies. 
 
4.1 Introduction 
 
A primary challenge facing the development of a control strategy for an operational 
train is the limitation of computational time available.  For a typical operational 
train, the current research shows it is subject to many different operational 
constraints such as vehicle speed, vehicle control, and running time. 
  
It is a significant challenge to meet all these constraints. This is especially true when 
the investigated process has many uncertainties. These include: 
 
 The running resistance of a train is not fully known.  An example is the 
commonly employed running resistance model for a train, the Davis equation, 
which could only be regarded as a crude approximation, due to the effects of the 
side-wind and head/tail wind, and the track conditions. The real running 
resistance for a rail vehicle could be considered as an unknown stochastic 
process which is difficult to model and/or verify and could vary from vehicle to 
vehicle.  
 
 Secondly, when a train runs within a complicated rail network, the interaction 
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between different vehicles is another main source of uncertainty. This 
interaction between trains within a rail network usually shows up in the form of 
additional speed constraints applied through signalling.  This can significantly 
affect the control decision for a running train on a fixed route which has a fixed 
time schedule. 
 
For these reasons, open-loop controls, where the control outputs are pre-determined 
and thus independent of the true states of a system are not suitable for the process 
under investigation.  In these situations, closed-loop controls are required, where 
the system receives system states in real-time and then it can adjust the control 
accordingly. 
 
For closed-loop control, one fundamental requirement for a control strategy is its 
ability to find a control decision within strict time constraints. For a typical train, this 
usually means the control strategy must be capable of generating a decision within 
seconds. 
 
Such strict time constraints restrict the choice of control strategies that can be 
applied. A tradeoff is therefore required between optimality and time-efficiency, for a 
train running on a long route where various constraints are applied. This is typical for 
an inter-city train where control has to be updated repeatedly to ensure complicated 
constraints can be satisfied, even with system uncertainties. In practice, this means a 
nonlinear system control problem has to be solved repeatedly. 
 
The process under investigation is time-continuous by nature, however, for a general 
nonlinear system, obtaining an optimal or sub-optimal solution for a time-continuous 
process can be time intensive while not necessarily being beneficial.  This is because 
a time-continuous strategy may require the control output to be changed 
continuously, due to the “inertia” in many parts of the train (e.g. trains with air 
brakes that need time to apply the desired braking levels and the internal 
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combustion engines where their outputs are functions of the engine speed). In these 
cases it means the components installed on the vehicle system might use more time 
working in their “transition state” (the state the internal control 
algorithm/mechanism of the component tries to deliver request outputs. The fact 
that such internal control algorithms are usually considered as confidential in 
industry further complicates the problem) than their steady states. 
 
When the control outputs delivered during the “transition states” account for a 
significant part of all control outputs, significant control errors can occur if the 
“transition states” have not been modelled accurately. This can render the optimal 
control strategy infeasible and/or make it impossible to calculate the dynamics within 
a tight time constraint.  
 
Therefore, in order to avoid the possible risk of complicated and often “ad-hoc” 
dynamics of the “transition state” of the components discretization is favoured.  
 
4.2 The Optimization Methods: Hybrid Optimization 
 
In this research, the control process is divided into a number of decision-making 
stages.  At the beginning of each decision-making stage, the system obtains the 
current states of the system, from its built-In sensors. Then, based on the current 
states of the system, the system generates a control strategy for the vehicle and 
applies it to control the vehicle until the next decision stage begins. At this point a 
new control strategy for the vehicle is generated. 
 
Such a control strategy is common for the control of complicated processes, in order  
to improve time efficiency, in the model a value function grid which stores the “cost” 
of a pre-determined set of system states is usually required to be pre-calculated. For 
an operational vehicle on a fixed schedule, this cost could mean the minimum fuel 
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consumption required for a train that travels from the current state and time (e.g. a 
vector includes current vehicle speed, current vehicle position, remaining time, etc) 
to the terminal state/time (e.g. the position of a train station and the scheduled 
running time for the corresponding journey). Then for real-time control, we only 
need to solve a control problem over a relatively short control horizon and 
approximate the rest based on the data stored in the value function grid.  
 
Therefore this state/time-cost grid could largely determine the control decision made 
and hence the optimality of the control. This is due to a significant proportion of the 
cost which is approximated based on the data stored in the grid.  In general, a 
denser grid gives a more accurate approximation/estimation, however this also 
means more optimal control problems need to be solved off-line. 
 
In practice, for a typical optimal control problem for a running train, a grid usually 
requires tens of thousands of state/time-cost pairs to be stored in order to give an 
approximation of the costs for any given system state/time. This is a time-consuming 
process because to compute each state/time-cost pair, a complicated optimal control 
problem needs to be solved with (typically) long control horizons. 
 
Depending on the process under investigation and the numerical method employed, 
it could take minutes or days to solve one such optimal control problem based on 
today’s main stream computers. This means even to generate a value function grid 
offline, a time-efficient optimization method is required to maintain the optimal 
control problem within practical scales. 
 
As discussed in Chapter 2, optimization algorithms based on necessary optimality 
conditions (NOC) are reasonably numerically efficient at finding a solution (optimal 
or sub-optimal) but they can be trapped in a local extreme instead of global one(s).  
The result of “global optimality” is not guaranteed when the process being controlled 
does not satisfy some additional “convexity” requirements. In contrast global 
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optimization algorithms have the advantage of being less likely to be trapped in local 
extreme, however, usually the convergence rate is slow. 
 
In general, to apply NOC, an initial “guess” is made which serves as a starting point 
for the search. The “quality” of this guess usually has a significant impact on the 
“optimality” of the solution which the method locates. 
 
A good guess means a feasible control that is relatively “close” or “similar” to the 
true optimal control, or a good sub-optimal control, so that a gradient-based search 
can quickly converge on the global optimal solution or a high quality sub-optimal 
solution. 
 
However, in general, making a good enough initial “guess” is non-trivial. This is 
especially true for the control of a complicated and (generally speaking) nonlinear 
nonconvex dynamical system such as an operational train. In many cases, in order to 
generate a simply feasible control sequence that satisfies the constraints presented 
in the process is challenging.  Therefore developing a systemic way of generating a 
“good” initial searching point quickly and efficiently is necessary for our problem.  
 
As mentioned in Chapter 2, many global optimization methods are suitable for these 
applications; therefore, it is right to consider developing an optimization method 
which combines the power of global optimization techniques with “local” 
optimization methods. This is done first, by using the global method to locate a 
possible region where a “good” solution could lie, then applying a local optimization 
method to search this region and identify the solution.  
 
Many researchers have proposed these combinations before, and have found some 
successful applications by means of combining a global optimization method such as 
genetic algorithms, pattern search or simulated annealing with some local search 
methods (e.g. nonlinear programming) to solve complicated optimization problems, 
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specifically, nonconvex optimization problems. See [Gorges-Schleuter, 1989, 
Mühlenbein, 1989, Johnson, 1990, Wang, 1991, Hart, 1994, Franchini, 1996, Stützle 
and Hoos, 1997, Gutmann, 2001, Nieuwoudt and Massoud, 2005, Ugray et al, 2007]. 
 
The author therefore proposes a hybrid optimization method to solve the optimal 
control problem of a running train.  The hybrid optimization consists of two stages 
of optimization: (1) a global-layer optimization used for generating initial searching 
points and (2) a local-layer optimization used to locate the solution based on the 
initial searching points. 
 
4.2.1 Global-layer Optimization 
It is not practical to apply a global optimization algorithm to generate an initial 
control sequence directly in the case of the control of a running train.  The reason, 
as mentioned in section 4.1, is because of the presence of system uncertainty and 
the constraints of a running train which require the control to be discretized into 
many decision stages. The controls must then be repeatedly updated to adjust the 
system uncertainty so that the control constraints can be satisfied and the control 
objectives can be obtained. If global optimization method were applied directly then 
a direct application of global optimization is required to generate an initial searching 
point for the “local” optimization methods applied at the beginning of every decision 
stage. Generally, for a train, this will make the method infeasible. 
 
It is essential to find a “good” initial solution quickly and efficiently so in this Thesis 
the author proposes an alternative method to obtain this initial solution. 
 
In this method we denote the set of all possible control sequences for a particular 
running scenario and for a particular type of running train as CT: 
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Instead of generating initial solutions from CT, an initial solution is generated from a 
policy set PT, where, a policy is a mapping of the system state/time (for a running 
train system state/time could be a vector value which includes the vehicle speed, 
vehicle position, maximum allowed time for the vehicle to complete the journey) to a 
corresponding control output/decision. In this example PT should be carefully chosen 
to be the set consisting of a significant number of feasible policies (“feasibility” here 
means the control sequence can ensure the vehicle satisfies all their constraints, 
including the running time constraints) for the process being studied. 
 
Obviously in theory, searching the solution within a policy set with a limited number 
of possible policies restricts the optimality of the solution.  In practice however, 
such simplified control policy could still generate good results for the case of 
controlling a running train. [Mellitt et al, 1987, Yasunobu and Miyamoto, 1985, Chang 
and Sim, 1997, Han et al., 1999, Lukaszewicz, 2001, Wong, 2004]. The reasons are:  
 
 Usually the policies are carefully chosen and developed based on empirical 
driving experiences. 
 
 Due to the presence of strict constraints for a running train, there are only limited 
regions where CT can be considered as a “feasible” control. The control 
sequences generated from policies in PT could cover a large proportion of the 
options, because based on our definition, a significant proportion of policies in PT 
should be feasible policies that generate feasible control sequences for the 
running trains. 
 
 When the cost or the “quality” of the control is measured by energy consumption, 
then in general the rail vehicle system being controlled demonstrates good 
robustness. This means, similar control sequences usually produce similar costs, 
so when the control sequences generated by PT are relatively dense in CT, then 
the quality of control generated from PT could be sufficiently “optimal” even if 
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the global optimality control sequence is not included in the ones generated by 
policies in PT. 
 
Studies that show the development of simple rule-based driving policies leading to 
improvements in the fuel/energy economy of rail vehicle are [Mellitt et al, 1987, 
Yasunobu and Miyamoto, 1985, Lukaszewicz, 2001]. 
 
In order to generate a policy set PT, the factors that could affect the quality of the 
control significantly need to be identified. An investigation shows that the studies 
and empirical experiences [Private communication with DfT and Hitachi, 2007], 
demonstrate the factors that could significantly impact on the performance of a 
running train: 
 
 The coasting control: many experienced drivers employ coasting control 
efficiently to control the vehicle speed to avoid the application of un-necessary 
braking/power notches. This can result in substantial energy saving, as confirmed 
by many studies [Chang and Sim, 1997, Han et al., 1999, Lukaszewicz, 2001, 
Wong, 2004, Wen, et al, 2007]. 
 
 The control of running time: a typical running train is required to finish a journey 
within a strict time constraint, usually, driving the train faster than necessary. 
This can result in the train having to wait at the station for longer and even 
triggering additional signalling interventions. Driving faster usually means  
significantly more energy consumption, and this has been confirmed by 
[Lukaszewicz, 2001+, as well as by the author’s own investigation based on the 
energy simulation studies of an HST diesel-electric train. Fuel consumptions 
calculated based on the grey-box train simulation model described in Chapter 3 
have been studied, and as shown in Figure 4.1, despite the differences of duty 
cycles, the trends of energy consumption against running time for rail vehicles 
are comparatively similar. 
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Fig. 4.1: Running-time measured against fuel consumption, and calculated based on 
the simulation of the grey-box train model described in Chapter 3. The driving style 
here is a coast re-acceleration driving style described in Section 3.1.3.  The driving 
style is believed to be widely employed by inter-city train drivers both in the UK and 
in Japan [Private communication with Hitachi, 2006-2007, Private communication 
with train operators, 2007-2010]. The running time is adjusted through the method 
described in Section 3.1.3, and the train is the HST diesel-electric train.  All duty 
cycles used to study the energy consumptions are inter-city duty cycles in the UK. 
 
Therefore, we can conclude that the key design philosophy of developing an 
empirical driving policy is:  driving the train as fast as needed but no faster, and 
aggressively employing coasting instead of braking/power notches to control the 
vehicle and to adjust the running time.  
 
The framework for the proposed train operational control policy is written in 
accordance with this design philosophy.  
 
The first step of the policy is to determine if the train runs “faster” than it should, 
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given the current state/time of the running train: 
 
The slack time estimation is represented by a pre-defined function (e.g. a 
neural/fuzzy network or ad-hoc structures), the input to this function is the current 
position of the train, the current velocity of the vehicle, as well as the total remaining 
time for the train to complete the journey to the scheduled timetable. The output of 
this function is the degree of “urgency” of the train, a higher value of “urgency” 
means the train is “late” and thus requires a more aggressive driving style.  A lower 
value of “urgency” means the journey has plenty of slack time and can allow a 
driving style with more coasting to save energy consumption.  
 
Once the “urgency” has been determined, the second level of decision-making is 
based on the “urgency” of the running-time, by selecting one of a set of 
pre-determined driving styles which maps the current state/time to a control 
decision. 
 
A schematic illustration of the proposed policy structure is shown in Fig. 4.2. 
 
Approximation properties of the proposed structure of policy: 
 
It can be seen when the structure of the first level of decision making demonstrates 
good approximation properties (e.g. being dense in C(M,R), where M is a compact 
metric space, and C(M,R) denotes all continuous function f: M→R), then there exists 
at least one specific second level of decision-making which is that the approximation 
properties of the structure can be maintained.  
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Fig. 4.2: Schematic illustration of the purposed policy-based decision-making 
structure. 
 
Obviously, different decision-making structures could be used as well. The reason the 
author chose this specific structure is the convenience for transferring the empirical 
knowledge to the policy-based decision-making structure. 
 
The author has developed five different driving styles (see Fig. 4.2) for the vehicle, 
based on empirical experiences gained from previous studies and from information 
from train operators [Private communication with train operators, 2007-2010]. These 
are: 
 
1. Maximum speed: this driving style always utilizes the maximum allowed power 
output to control the vehicle, hence the train would be run as fast as it is allowed.  
This driving style is suitable for the running trains with little slack time. 
 
2. Coasting driving style: In this driving style, the default target speed for the train is 
the local line speed. While the driver is allowed to coast, the coasting control is 
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restricted to controlling the vehicle speed to reduce braking, for instance, 
slowing down the vehicle before a station stop. 
 
In this driving style the look-ahead distance is the maximum distance for the 
driver to look-ahead to check whether the vehicle speed is required to slow 
down through coasting (e.g. change of line speed or a train station ahead of the 
vehicle), the look-ahead distance is a parameterized factor. 
 
3. Aggressive Coasting driving style: The same as 2 above, except that the usage of 
coasting is more aggressive through means of an elongated look-ahead distance. 
 
4. Coasting and slower speed style: The same as 3 above, except now the target 
speed for the train is slower than line speed, e.g. the target speed is equal to the 
line speed times a slower rate factor, the factor itself is parameterized. 
 
This driving style is suitable for running trains with a lot of slack time. 
 
5. Coasting and slowest speed style: The same as 4 above, except the target speed 
for the train is much lower than the local line speed; this driving style is suitable 
for running trains with a significant amount of slack time. 
 
Fig. 4.3 shows the key factors selected to develop these driving styles. 
 
Fig. 4.4 gives one example of the application of a set of proposed control policy (see 
also: Fig 4.2), comparison has been made between speed profiles generated by 
control strategies obtained from the proposed control policy and one from a 
maximum speed driving style, due to the considerations of slack time, in general, the 
strategy obtained from the proposed policy has controlled the vehicle to travel at a 
slower speed to save energy consumption.  
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Fig. 4.3: Factors such as look-ahead distance, target speed and their interactions with 
line speed, track profiles are crucial to define the 5 driving styles. 
 
Fig. 4.4: Speed profiles generated from the application of a set of proposed control 
policy (labeled “Driving Policy Pack”) and from the direct application of the maximum 
speed driving style (without considering slack time). The inter-city running cycle used 
in this example is from Doncaster to York. In the figure, control rate 1 indicates 
maximum traction, whilst control rate -1 indicates maximum braking (chosen to be 
360 kN, for running comfort considerations). 
 
Each of these styles is parameterized so that the styles can be trained and improved.  
The possible combination of all values for the parameters described together with 
the first layer of the policy form a set of policies to be trained.  
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In our case, the first layer of the policy is a parameterized step function, where its 
inputs are the remaining running distance and approximated slack time 
(approximated slack time is calculated based on the remaining running time minus 
the time needed for the train to complete the remaining journey through applying 
maximum driving style), its outputs are the “urgency” values, based on which driving 
style can be selected, the second layer of the policy are the parameterized driving 
styles, as described earlier. 
 
It needs to be noted that although in theory the universal structure proposed earlier 
could offer good approximation properties (e.g. being dense in C(M,R)), in practice 
one specific decision-making structure described later may or may not maintain such 
properties, depending on the specific structure of the decision-making network. 
 
This is a common problem encountered in the modelling stage of control problems.  
In such cases, empirical experiences have to be used to develop a more 
representative structure for the later stage optimization.  Trade-offs must be made 
between feasibility and accuracy. 
 
Once a parameterized decision-making structure has been chosen, the aim is to 
determine the “optimal” parameters so that an optimized train control policy can be 
obtained. 
 
Since trains are running on fixed routes with fixed running cycles, it is natural to 
consider training the parameterized policies  with these running cycles. This means 
finding the most suitable parameters for them. This then means the cost (usually 
written in the form of energy /fuel consumption and/or emissions) of the trains 
completing a set of pre-selected typical running cycles with generated control 
instructions can be minimized.  
 
Therefore, this can be considered a way to optimize a function which maps a vector 
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consisting of parameters for a driving policy described above (see Fig. 4.2), to a total 
cost measured through the overall energy and/or emission cost for the vehicle to 
complete a set of pre-determined running cycles. 
 
In general, the function under consideration may not be differentiable or even be 
continuous. It can be any type of function depending on the structure of the 
decision-making networks, the vehicle models and the choices of the running cycles. 
Therefore, without the loss of generality, global optimization techniques should be 
considered as the optimization method of choice. In our example, global optimization 
methods such as genetic/evolution algorithms are suitable for such optimization 
problems, where the parameters of the policies, include the parameters of function 
to determine slack time/“urgency”, the target speeds and look-ahead distances (see 
Fig. 4.2 and Fig. 4.3), forms the vector to be optimized. 
 
Once the parameterized policies have been trained by genetic algorithms, then the 
trained policies can be used for the next stage of optimization. 
 
4.2.2 Local-layer Optimization 
 
In the second stage of optimization, the trained parameterized policies are used to 
identify possible regions where the optimal or sub-optimal solutions could be located.  
In this case, one or several initial “guesses” are obtained by means of applying the 
trained parameterized policies to the control scenario of interests in order to 
generate control decision sequences as initial solution(s) or “guesses” for local 
optimization. 
 
Then, using the initial “guess” as initial search points, NOC are applied to locate the 
possible optimal solution of the control problem. 
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As discussed in Chapter 2, there are several local optimization methods based on 
various types of NOC. 
 
In this Thesis, the author proposes nonlinear programming (NLP) as the method of 
choice. The reasons are: 
 
1, NLP problems can be solved efficiently.  There are many efficient and numerically 
stable methods that can solve NLP problems even with the presences of various 
types of constraints. 
 
2, Although the process being controlled is continuous in nature, usually the 
problems have to be descretized. In practice however, such discretizations have 
relatively insignificant impact on the overall optimality of the solution. This will be 
demonstrated by examples in Section 4.4.1. The continuous solution may not be the 
preferred one for the control of the real-world dynamical systems. This is because of 
the continuously varying control output which could be problematic due to the 
“inertia” present in many systems, as explained in Section 4.1. 
 
4.3 Case Studies 
 
In this section, the hybrid optimization method has been applied to develop optimal 
train control strategies for two types of diesel-electric inter-city rail vehicles. One of 
these is HST (Inter-City 125); the other is a prototype Inter-city train under 
development by Hitachi.  
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4.3.1 The Optimal Control of HST Inter-City Train 
HST is an inter-city rail vehicle currently operated by many UK train operators. The 
train has been manufactured since 1970s, and has been subjected to several updates 
of its control and propulsion systems. 
 
The train has a top speed of 200 km/hour, and has a maximum capacity of 476 
passengers with 2 power cars and 8 passenger car configuration. The vehicle is 
diesel-electric powered, and all its traction motors are installed on the power cars. 
 
The basic train configurations are shown in the Table 4.1, and the load configurations 
listed here are considered typical for this type of inter-city train [Private 
communication with train operators, 2007-2010]. 
Table 4.1: Basic configurations of the inter-city train under investigation (HST) 
Train Formation 2 power cars+ 8 passenger cars 
Tare mass: kg 413,850 
Load: kg6 13,000 
Engines 2xMTU 16V 4000 R41, rated at 
1680kw/engine 
Brake Friction brake 
Maximum traction effort: kN 160 
Auxiliary load: kW 20x8 
 
The steady state engine maps (see Fig. 3.4) and approximated engine operating curve 
(see Fig. 3.5), which specify the fuel consumption rates of the engines at any given 
engine load and engine speed, are obtained from the technical reports for customers, 
and these reports are written by the manufacturers of the engines [Private 
communication with Hitachi, 2006-2007]. 
                                                 
6
 In this  Thesis, the load of the vehicle is calculated based upon typical loading scenario (~30% of full load) for the 
type of inter-ci ty rail vehicles under investigation, the data is  obtained from industrial source [Private 
communication with DfT and Hita chi , 2007, Private communication with train operators, 2007-2010]. 
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The specific train configurations, the driver panel configurations, the motor, 
generator and transmission efficiencies are sourced from [Private communication 
with Hitachi, 2006-2007, Private communication with Brush Traction, 2007, Private 
communication with train operators, 2007-2010].   
 
At this stage a simulator for the train can be developed, as described in Chapter 3.  
The parameters of the simulator have been improved further by experimental 
observations, for HST, which, at least partially, corrected some modelling/parameter 
estimating errors. The simulator developed from this has been validated, as discussed 
in Chapter 3. These have then been used to generate trial points to train a 
differentiable approximation function for the control purpose. 
 
The maximum traction for the vehicle is ~160 kN, the detailed traction curve for the 
vehicle studied is obtained from industrial source [Private communication with 
Hitachi, 2006-2007, Private communication with Brush Traction, 2007], subjected to 
agreement of confidentiality. 
 
The Davis equations, for white and grey-box vehicle models of this train, are: 
 
2
2
:
( ) 10.96 73.26 3247
:
( ) 10.96 50.32 1382
W
G
White box
R v v v
Grey box
R v v v

  

  
                                    (4.1) 
 
Where, R (N) is the running resistance term determined by Davis equation, v is the 
vehicle velocity (m/s). 
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In order to control a running train, which is characterised by the presence of gradient, 
curvatures and distance-related constraints such as line speed constraints, the 
running distance has been chosen as the control horizon of our optimal control 
problem. The distance has been discretized evenly into segments, so that each 
segment on the control horizon has a unit length of ΔS. For a typical station to station 
inter-city journey, the value of ΔS is chosen and the whole journey is divided into no 
more than a few hundred segments (which means ΔS=0.2-0.5 km).  This is a 
necessary tradeoff between computational feasibility and optimality.  
 
The inputs for the model are the current vehicle speed, current track profile and the 
control output (traction or brake) when the train is approaching the segment. The 
output of the samples is the terminal train running speed, time used or energy/fuel 
consumed for the vehicle to travel in order to leave the segment. 
  
The simulator is then used to generate dense and evenly distributed input-output 
pairs for training a differentiable “black-box” vehicle model. In order to train such a 
model, a total of 500,000 input-output pairs have been generated through 
simulations.  Depend on the level of accuracies required, a neural network which 
consists of sigmoid nodes (or, reinforced with customized nodes and structures)7 has 
been recommended to approximate the functional relationships between the inputs 
and the outputs, for its “favored” approximation capabilities found through practical 
experiences. 
 
Of course, different approximation structures can be used for such a task as well.  
The main benefits of training a two-layer neural network is the convenience of 
computing the derivatives of such neural networks and/or obtaining good 
approximation properties, which are crucial for the numerical performance of the 
                                                 
7 With some ad-hoc nodes  (see also: Appendix A) speci fically selected to approximate the dynamics  of the 
system to improve numerical  efficiency of the neural network model , for instance, using the approximation 
described in Section 2.4.3 or developing derivative-based approximation to provide baseline estimation, such 
estimation is then reinforced with universal approximation s tructures to improve the accuracy. 
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optimization later on. 2-layer feed-forward neural networks consist of up to 35 
sigmoid nodes have approximated the original function-relationships successfully. 
The trained neural networks have been validated by another set of randomly 
generated input-output pairs,  as shown in Fig. 4.5, strong correlations have been 
found between the simulated and neural-network approximated vehicle speeds, 
running time and fuel consumptions (calculated from a set of 100,000 randomly 
generated testing inputs: vehicle initial speed, control and track profile).  
 
Once the neural network has been trained and verified, a set of parameterized train 
operation policies and a set of representative running scenarios for the vehicle need 
to be defined. These running scenarios are developed from the scheduled running 
cycles obtained from various train operators in the UK. 
 
Then we apply a GA method to optimize the parameters and we store the n best train 
operation policies. The n train operation policies not only offer the optimal  
performance values but also have to satisfy a “distance” criterion defined below:
 
 
 
  , ,  ,  1,2,..., , 1,2,..., :   for any i j i j i n j n                               (4.2) 
 i j w
P P     
Where, P is a parameterized train operational control policy, w is a weighting factor, 
 is the distance criterion.  
 
By placing a “distance” criterion, the problem of storing train operation policies with 
very similar parameter values is avoided: These could lead to producing less diverse 
initial solutions for the local search methods, and so may limit the region of search, 
and therefore “optimality” of the solutions that could be located by the local search 
methods. 
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Fig. 4.5: Good correlations have been found between approximated (by a set of ANN) 
and simulated vehicle speed, running time and fuel costs. 
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Once these optimized train operation policies have been obtained, these policies can 
be applied to any particular running scenario, and then it is possible to calculate the 
corresponding control sequence, vehicle speed sequence, running time and final cost 
(fuel consumption). When the calculated running time violates the corresponding 
running time constraint, a large penalty term is calculated from a penalty function 
that is then added to the total cost. 
 
To ensure that when the train is not “late”, then at least one feasible control 
sequence can be obtained (which means the corresponding running time can satisfy 
the total running time constraint), a “fastest” policy is also added to the policy set.  
The policy always delivers the maximum allowed tractive efforts to the wheels, given 
that the vehicle can still satisfy all its line speed constraints. The 
fastest-running-speed policy gives an approximated lower bound for the running time 
for the vehicle to complete that particular running scenario. When even this “fastest” 
policy cannot satisfy the running time constraint, the train is considered “late”. In 
such cases, the final control output is then generated from this “fastest” policy, and 
the local search stage is skipped. 
 
In this way, if the train is not late, then at least one feasible control sequence can be 
obtained from the n+1 train operation policies. Then m (m<=n+1) best feas ible 
control/speed sequences is used as the initial solutions for the local search stage. 
 
Once we obtained these initial solutions, we can then apply one set of necessary 
optimality conditions to the original problem. 
 
Following this, the total running distance of a given running scenario is selected as 
the control horizon, and this is divided evenly into N segments. Then: 
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The equation of motion is given by: 
 
1( , , , ),   1, 2,...,k k k kv f v U g k k N                                       (4.3) 
Where, in this case, f represents the longitudinal dynamic of the vehicle, using the 
method described earlier in this Section, vk-1 is the initial speed for the vehicle enter 
the kth segment on the control horizon, the length of the segment is S , Uk is the 
control variable, gk is the track profile (gradient, curvatures), vk is final vehicle speed 
when the vehicle is about to leave the current segment.  
 
Similarly, the running time kt  for the vehicle to complete the corresponding 
segment is approximated by G: 
 
1( , , , ),   1,2,...,k k k kt G v U g k k N                                      (4.4) 
The corresponding fuel consumption ke  is approximated by F. F has considered 
auxiliary load and traction demand. The auxiliary load is assumed always to be on 
and stays as a constant value; the value of it is listed in table 4.1. 
 
1( , , , ),   1, 2,...,k k k ke F v U g k k N                                      (4.5) 
 
The total fuel consumption for the vehicle to complete this running scenario is given 
by: 
1
,  1,2,...,
N
total k
k
E e k N

                                             (4.6) 
 
The total running time is: 
1
,  1,2,...,
N
total k
k
T t k N

                                              (4.7) 
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Then the optimization problem becomes: 
 
: totalMIN E  
 
Subject to: 
 
Equation of motion: 
1( , , , ),  1,2,...,k k k kv f v U g k k N   
 
Running time constraint: 
total sT T  
 
Line speed constraints:                                              (4.8) 
1( , ),  1,...., 1k k kv MIN M M k N    
 
Initial speed and terminal speed constraint:                                                                    
0 0, N tmv v v   
 
And the control constraints: 
,  1, 2,...,kU k N   
Where, Mk is the line speed constraint for the kth segment. The track profile and the 
control input remain constant during the segment, the tractive efforts for the vehicle 
is not-increasing over vehicle speed. Under these additional conditions it is obvious 
to see that constraints can ensure the vehicle speed wil l always be below the line 
speed. vtm is a pre-determined terminal speed constraint. UK is the control rate.  It is 
a scalar value which takes its value from [-1,1], when UK <0 indicates the vehicle is in 
braking and when UK >0, that the train is in traction mode. -1 and 1 are the 
corresponding maximum braking and traction figures  at a given vehicle speed 
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respectively. 
 
Then the corresponding KKT conditions for the problem under investigation can be 
obtained: 
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Where, i  (i=1,2,…,N-1), j  (j=1,2,…,N), k (k=1,2,…,N),   and   are multipliers 
for equality/inequality constraints. 
 
As described earlier, the m initial solutions are obtained from the n+1 policies we 
developed. The local optimization problem can then be solved through a number of 
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numerical methods. In this example, sequential quadratic programming (SQP) is used. 
The method is numerically efficient and can solve nonlinear optimization problems 
which consist of hundreds of variables and thousands of constraints in minutes on a 
current main-stream computer. 
 
The overall procedure for developing an optimal train operational control strategy is 
shown in Fig. 4.6. 
 
Fig. 4.6: Overall procedure for developing an optimal train operational control 
strategy. 
 
Some examples of the optimal control strategies obtained from the above method 
are given in Fig. 4.78. See Appendix B for the profiles of the routes studied in this 
Thesis. 
                                                 
8 Note, figures given in case studies in Chapter 4 and Chapter 6 are all obtained through open -loop simulations 
(applying the control  s trategies to the grey-box simulator in an open-loop manner). 
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(a) 
 
(b) 
Fig. 4.7: Examples of the optimal control strategies developed from the hybrid 
optimization method described are: (a) optimal control strategy for a diesel-electric 
HST inter-city train running from Newark Northgate to Doncaster. The length of the 
route journey is 58 km with a running time constraint for this particular scenario of 
1440 sec. (b) Optimal control strategy for a running scenario developed from cycle of 
Leicester to Loughborough, the total journey length is 20 km, and the running time 
constraint is 600 sec. Here engine output power is the total power supplied by the 
engine.  
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Based on the fuel consumptions calculated from the recorded running cycle data 
obtained from various train operators in the UK [Private communication with train 
operators, 2007-2010], the author estimates that the optimal control strategies can 
improve the fuel economy by more than 30%. 
 
4.3.2 The Optimal Control of a Purposed HST2 Inter-City Train 
The design parameters of a proposed diesel-electric train aiming to replace the 
current HST rolling stock in the UK were obtained from an industrial source.  The 
train is slightly larger in size than the current HST train, although the engines installed 
are the same as the ones used for the latest mod of HST, but with a higher rated 
power. 
 
The basic train configurations are shown in the Table 4.2. 
 
The specific train configurations, including, running resistance (see Fig. 4.9), the 
engine maps (see Fig. 3.4 and Fig. 3.5), the driver panel configurations, the motor, 
generator and transmission efficiencies, and typical loads (kg), are all sourced from 
the train designer [Private communication with Hitachi, 2006-2007]. 
 
Table 4.2: Basic configurations of the inter-city train under investigation (HST2) 
Train Formation 2 power cars+ 8 passenger cars 
Tare mass: kg 447,000 
Load: kg 15,000 
Engines 2xMTU 16V 4000 R41, rated at 
2000kw/engine 
Brake Friction brake 
Maximum traction effort: kN 357 
Auxiliary load: kW 25x8 
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Fig. 4.8 gives the running resistance function for this vehicle; the traction curve for 
the vehicle is given in Fig. 3.6. 
 
Fig. 4.8: Running resistance for HST2 train. [Private communication with Hitachi, 
2006-2007]. 
 
A simulation model is then developed according to the specific train 
configurations/control constraints. The simulation model is then used to generate the 
input-output pairs. 
 
Similar to the earlier case, the problem has been discretized evenly in a distinct 
manner and the stages of the control are limited to up to a few hundred in order to 
remain practical. 
 
A total of 500,000 evenly distributed input-output pairs are calculated by means of 
simulation. Customized neural networks have been developed to apply to it.  
 
Trained neural networks have been verified by another set of randomly generated 
input-output pairs. Fig. 4.9 shows the correlations between the inputs-output pairs 
generated by a trained ANN consists of 35 sigmoid nodes, with a set of 100,000 
randomly generated testing input-output pairs. 
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As with the earlier example, the differentiable neural networks are then used to 
represent the dynamics of the dynamical system under investigation.  
 
The problem, again, is solved by SQP.  Fig. 4.10 shows two examples of the optimal 
control strategies for HST2, developed in this section. 
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Fig. 4.9: Good correlations have been found between approximated and simulated 
vehicle speeds, running times and fuel costs for the inter-city vehicle model 
developed from a prototype inter-city rail vehicle built by Hitachi. 
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(a) 
 
(b) 
Fig. 4.10: Optimal control strategies developed from the hybrid optimization method 
are shown:  (a) optimal control strategy for a diesel-electric HST2 inter-city train 
running from Stevenage to Peterborough. The length of the route journey is 78.5 km; 
the running time constraint for this particular running scenario is 1800 sec. (b) 
optimal control strategy for an inter-city train running from Reading to Swindon. The 
total journey length is 67 km, and the running time constraint is 1800 sec. 
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4.4 Comparison and Discussion 
 
Several comparisons will be given in this section to demonstrate the benefits of 
developing train operational control strategies based on the proposed method.  
 
4.4.1 Comparison between Different Mathematical Methods 
 
In this Thesis, the author has proposed a hybrid optimization method which 
combines a global-layer optimization over a set of parameterized train operational 
control policies as well as a local layer of optimization with the set of control 
sequences obtained through the global-layer optimized train operational control 
policies as initial searching points.  
 
To overcome the numerical challenges and practical difficulties encountered when 
attempting to solve the continuous-time optimal control problem, the problem has 
been discretized and approximated by a differentiable model (in the two cases given: 
neural networks). 
 
The method is chosen so that the main concerns of these control problems can be 
addressed completely. 
 
The main benefits of solving this type of optimal control problem in this way are: 
 
 The method makes little prior-assumption about the control process under 
investigation (e.g. convexity or whether it can be fitted by some pre-determined 
models). The only assumption made here is that the process (e.g. the underlying 
vehicle dynamics) can be discretized and approximated by some differentiable 
model with sufficient accuracy. Such an assumption is mild, actually in practice, 
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for the control of a running train, such an assumption is generally true, this is the 
case for all the rail vehicles studied in this Thesis. 
 
 When the underlying dynamics of the vehicle have been discretized either over 
time or over distance (although the author prefers discretize the dynamics over 
distance for the convenience of handling the constraints found), then the global 
layer of optimization can be solved by first defining a set of parameterized 
control policies, then by finding the optimal “policy” by the global optimization 
method. 
 
When the local layer of the optimization problem can be treated as a typical NLP 
problem, well-established efficient and numerically stable methods can then be 
applied to solve the problem efficiently and stably. 
 
 
The efficiencies of this method will be demonstrated in this section:  
 
First, the necessity of introducing a global-layer of optimization is shown 
instead of using some randomly generated control sequences as the initial 
searching points for local search. This is demonstrated by a comparison of the 
numerical performances of the method with a global layer and without. 
 
For these cases which have a global optimization layer, the initial solution is 
generated by the trained vehicle driving policies. The initial solution for the 
compared examples without the global optimization layer is however generated by 
randomly picking one feasible control sequence for the specific running scenario as 
explained earlier. In this example “feasible” means the control sequence must ensure 
the running vehicle satisfies all control and state (line speed) constraints, including 
the running time which must be shorter than the scheduled running time for the 
vehicle.  Depending on the complexity of the problems (e.g. the length of the 
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journey, track profiles, line speed constraints), the process of obtaining a feasible 
control sequence itself could be time-consuming, whilst, in practice, by using our 
method, an initial control sequence can be obtained by some pre-trained control 
policies almost instantly by today’s mainstream computers.  
 
As shown in Fig. 4.11, the difference between methods for the numerical 
performances both with and without any pre-determined global layer of optimization 
is significant. Compared with using just one train operational control strategy 
(calculated from an optimized parameterized policy) as the initial solution for the 
later local optimization method, generating random feasible control sequences as the 
initial solution can take significantly more time yet still cannot reach a desired 
performance level. 
 
Fig. 4.11: A comparison between the numerical performances of a hybrid 
optimization method using a global layer (labeled as “GA-SQP”) which demonstrates 
a significantly better numerical performance with local optimization methods using 
randomized initial solutions (labeled as “SQP”). The objective function is the 
performance function; the value of the function is the total fuel consumption for the 
vehicle to complete a particular running scenario. 
 
When comparing NLP using a control sequence generated through some global 
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optimization method with NLP using a randomly generated control sequence a high 
quality control sequence can be obtained much more quickly with the former. In 
practice, this is especially true when the objective function to be optimized 
demonstrate complicate nonlinear properties: to demonstrate this, Table 4.3 shows 
comparison made between numerical properties of our proposed method with more 
conventional optimization method, in this example, the approximation function 
which calculate vehicle dynamic, corresponding energy cost and running time, is a 
set of complicate feed-forward neural network models consisting of a total of over 
100 sigmoid nodes, on average of a total of 12 experiments for different vehicles 
running on different routes, the hybrid optimization method takes significantly less 
iteration to obtain a similar quality solution, this example demonstrate the benefit of 
the proposed hybrid optimization method in solving very complicate and nonconvex 
optimization problems, comparing to more conventional optimization methods.  
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Table 4.3: A comparison between hybrid optimization methods (GA-SQP) with local 
optimization method only (SQP) 
Running Scenario9 Time ratio (SQP/GA-SQP)10 
GWML #1, HST 466% 
GWML #2, HST 166% 
GWML #1, HST2 140% 
GWML #2, HST2 134% 
ECML #1, HST >1000% 
ECML #2, HST >1000% 
ECML #3, HST >1000% 
ECML #1,HST2 100% 
ECML #2, HST2 256% 
ECML #3, HST2 294% 
MML #1, HST 212% 
MML #1, HST2 >1000% 
 
 
 
 
 
                                                 
9  Running scenarios are obtained from various train operators . All running scenarios are real-world 
station-to-s tation running cycles for inter-ci ty rail  vehicles . In the table, ECML:East Coast Mainline; MML: Midland 
Mainline; GWM: Great Western Mainline, the configurations  of the vehicles are shown in Table 4.1 and Table 4.2. 
 
10
 The comparison is made through the following procedure : fi rs t, the optimized control policies pack generates 
a single “most optimal” solution as the ini tial solution for a given running scenario .   
 
The ini tial solution is then passed to the local optimization cycle (SQP) which is forced to terminate once at least 
50 iterations have been reached and all constraints have been satisfied .  
 
The optimized objective function value is stored, and another local search (SQP) with randomly generated initial 
solutions is then conducted to try to reach the same  performance level  with no more than 500 iterations . If the 
local search fails to find a  solution with comparable performance level , the search is  forced to terminate after 500 
iterations. The numerical solver for SQP is the Matlab build-in SQP numerical solver.  This solver is  capable of 
finding a sequence of solutions that demonstrate s trong local optimality properties  (e.g. gradients ). The time ratio 
is equal to the number of iterations for SQP in order to reach a  performance level that the GA-SQP method can 
reach after ~50 iterations . It is divided by the number of i terations (~50) GA-SQP has  conducted. 
142 
 
The second part of the comparison is made to demonstrate the 
necessity of employing a local optimization layer. Examples of the difference 
in optimality of the generated control sequence are given both with and 
without a local optimization layer. 
 
Here, a total of 16 different inter-city running cycles with different vehicles running 
on different routes have been randomly selected: 
 
All control sequences are generated through the global method described earlier and 
are feasible. This means the constraints are all satisfied (control, state, running time). 
The controls generated are then used as initial solutions for the successive NLP-based 
local optimizations. 
 
The NLP problem is solved with Matlab’s SQP numerical solver. The NLP is forced to 
terminate after 50 iterations. For the sake of an accurate comparison, the fuel 
consumed is calculated based on the fuel maps provided by the manufacturer 
[Private communication with Hitachi, 2006-2007]. The control sequences are applied 
to the more accurate trained simulation model developed earlier (see Chapter 3) to 
check if all constraints are satisfied. For comparison, the fuel consumptions 
generated by the raw control policies from the global optimization stage are 
calculated in the same manner. 
 
Significant amounts of fuel can be saved by adding the local optimization layer for 
this method. On average a total of 32 scenarios were studied with various vehicle 
configurations (HST and HST2), the fuel consumption can be further reduced by ~15% 
by adding an extra local optimization method, which means, the local layer 
contributes roughly half of the improvement of the fuel economy the hybrid 
optimization could offer (as mentioned in Section 4.3.1, ~30+%).  Fig. 4.12 shows 
the fuel economy improvements for HST trains. 
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Fig. 4.12: Fuel economy improvement through comparison between results obtained 
from a hybrid optimization method (GA-SQP) and results obtained from a Global 
method only (GA).  Running scenarios are obtained from various train operators, 
and are all real-world station-to-station running cycles for inter-city rail vehicles. 
  
The two comparisons above prove that by combining a global optimization layer with 
a local one, the efficiency and optimality of the solution can be significantly improved.  
This means the hybrid optimization method proposed can not only improve the 
“optimality” of the solutions, but also ensure the optimization problem is practical. 
 
 
The third part is between the methods used in the local optimization stage, 
compared with the efficiency of solving a discrete problem using NLP. It will be 
demonstrated by means of comparing the results of the method of choice with an 
optimization technique commonly used for such a complicated problem : 
 
In general, discretization will reduce the possibilities of obtaining an optimal solution. 
This is because it usually means the area of search for optimality will be limited to a 
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subset of the set of all possible control sequences. 
 
In practice however, without discretization, solving a nonlinear nonconvex problem 
with various constraints is challenging, both numerically and theoretically. This is 
especially the case with pure state constraints.  The problem with the optimal 
control of a complicated dynamical system such as rail vehicles is that it usually fits 
into the nonlinear, nonconvex category. There are however, ways to work around this 
by means of additional simplifications or assumptions as described in Chapter 2.  
 
In this Thesis the author is aiming to develop optimal operational control strategies 
for general rail vehicles.  In order not to lose the generality, it was decided not to 
make any further prior assumptions or simplifications about the system studied. This 
means the feasible way to solve such a problem without discretization is the 
application of PMP. 
 
When the vehicle is modelled as a continuous-time dynamical system, the equation 
of motion for the vehicle is given as: 
 
 ( ) / ( ) ( ) ( )T T B Bu f v v u f v g S r vdv
dS Mv
  
                                (4.10)
                              
Where S is the displacement, v is the vehicle speed, fT, fB are the maximum traction 
power/braking force at speed v respectively.  Whilst uT and uB are the control 
variables and take value from [0, 1], r(v) is the running resistance, g(S) is the 
resistance induced through track profile, M is the effective mass of the vehicle. 
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And the performance function to be minimized is:  
 
0
( ( ) / )T
S
E T T E
S
F u f v APS L
J dS
v
  
                                     (4.11)
                                  
Where FE is the instant fuel consumption rate for the engine, FE is a function of the 
demanding power for engine-generator-rectifier set, ηE is the efficiency for 
inverter-traction motor set, APS is the auxiliary load, in this model, APS is treated as a 
constant power demand, S0 and ST are the starting and ending positions for the 
vehicle respectively, and L is the Lagrange multiplier for the running time constraint.  
 
The initial speed condition is v(0), the constraints are: 
 
Line speed constraints: 
                                                         
( ) ( )v S V S                                                       (4.12) 
 
Control constraints: 
 
0 1,  0 1T Bu u                                                   (4.13) 
 
Terminal state constraint Tm: 
 
( ( )) 0M TT v S                                                      (4.14) 
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The Hamiltonian is: 
 
 ( ) / ( ) ( ) ( )( ( ) / ) T T B BE T T E u f v v u f v g S r vF u f v APS LH
v Mv


   
         (4.15) 
Where,   is the costate variable. 
 
The model parameters are those trained parameters used in the grey-box simulator 
model. 
 
Using these vehicle models, PMP is applied to a set of 8 running scenarios. These 
running scenarios are developed in according with the timetable obtained from HST 
train operators in the UK, with various set of line speed constraints (in general, with 
slightly relaxed line speed constraints, in the hope of PMP solver can handle such 
pure state constraints properly), all the scenarios are inter-city applications, and the 
numerical method used for PMP is Gauss pseudo-spectral method [Benson, 2004,  
Huntington, 2007].  The method discretizes the original continuous optimal control 
problem at Legendre-Gauss points, and approximates the state through Lagrange 
interpolating polynomials then converts the original continuous optimal control 
problem into discretized NLP problem [Benson, 2004, Huntington, 2007]. 
 
The main advantage of Gauss pseudo-spectral method is it has been shown that the 
KKT conditions of the converted NLP problem is equivalent to the first order 
optimality conditions of the discretized problem [Benson 2004, Huntington, 2007], 
the consistence allows the method returning accurate numerical solutions. 
 
The author tries to solve these optimal control problems using PMP and NLP with the 
numerical solver for PMP being GPOPS/SNOPT.  GPOPS is a standard solver for PMP 
using Gauss pseudo-spectral method [Rao, et al, Undated, Garg, et al, 2009]. GPOPS 
is developed mostly by Dr. Anil V. Rao and his colleagues.  For NLP, the numerical 
solver is SNOPT[Gill, et al, 2002], which is developed by Stanford Business Software 
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Inc., and has found wide-application both in industry and the academic community 
[Bausa and Tsatsaronis, 2001, Jockenhövel, et al, 2003, Stolpe and Svanberg, 2003, 
Poku, et al, 2004, Baek, et al, 2008]. 
 
As predicted, due to the presence of pure state constraints (in this case, the line 
speed which constrains the velocity of the vehicle), not all of our 8 selected scenarios 
can be solved through PMP.  This is because the presence of pure state constraints 
can introduce discontinuities in the costate function. In practice the Gauss 
pseudo-spectral method may converge poorly when one or several discontinuities 
are present.  This problem has been discussed [Benson, 2004], and similar 
numerical difficulties in handling pure state constraints can be found when applying 
other numerical methods for PMP as mentioned in Chapter 2.  
 
Among the 8 chosen scenarios, the PMP/GPOPS has solved 6 successfully. Fig. 4.13 
shows one example of an optimal train operational control strategy obtained by PMP, 
and its comparison with a solution obtained with NLP.  
 
As Table 4.4 shows, there is little, if any at all, benefit of applying PMP when one of 
the most numerically-efficient PMP solver, GPOPS, has been applied. The reason 
behind this is, at least partly, because GPOPS/SNOPT is sensitive to the initial 
condition supplied to it whilst, due to the discretization/approximation approaches  
employed in GPOPS, it is usually very difficult and computational intensive to obtain 
a good initial “guess”. 
 
Other choices available for solving such problem through PMP are the applications of 
indirect methods [Huntington, 2007] mentioned in Section 2.3.3. However, indirect 
methods have their own numerical difficulties for such optimization problems under 
investigation: for instance, the requirement of a good estimation of costate which is 
often non-intuitive; and usually indirect methods are more computationally-intensive 
for general optimization problems.  
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Fig. 4.13: A comparison between solutions obtained from PMP with one from NLP.  
For PMP, the numerical solver is GPOPS/SNOPT, and for NLP, the numerical solver is 
SNOPT, here control rate -1 indicates maximum braking force (chosen to be 360 kN) 
whilst +1 indicates maximum traction power.  
 
Thus it is found that solving the problem without discretization/NLP is not the 
solution. This is particularly true when we consider the problems of solving the 
optimal control problems with pure state constraints and overcoming the practical 
difficulties of applying a continuous, instead of a piece-wise constant control, to a 
practical system which has system “ inertia”. 
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Table 4.4: A comparison of solutions obtained from NLP with solutions obtained 
from PMP 
Running Scenario Fuel Consumption Comparison 
(NLP/PMP)11 
1 +6.7% 
2 -19.0% 
3 +2.1% 
4 -11.2%  
5 -12.9% 
6 -9.3%  
 
 
4.4.2 The Robustness of the Strategies Developed: An Initial Assessment 
 
In the second half of this section, the efficiencies of the control under practical 
conditions will be demonstrated: 
 
As mentioned earlier, the presence of system uncertainties makes it necessary to 
update the control output frequently to ensure that control constraints can be 
satisfied and the control objectives can be achieved. The frequent updating of the 
control also introduces a negative impact on the optimality of the control.  
 
                                                 
11 Method of comparison: (1) PMP problems were solved by the numerical solver GPOPS/SNOPT.  The amount 
of time needed for the problem to converge in GPOPS is  recorded as the reference time for NLP comparison .  
The solution obtained through GPOPS/SNOPT is stored as the solution from PMP.  (2) The corresponding NLP 
problems are solved through the SQP method using the same SNOPT numerical solver. The optimization process 
is ei ther terminated normally when optimality conditions  has been satisfied or forced to terminate after the 
recorded reference time obtained from (1) has expired .  The best i terative solution from SNOPT is then used as 
the solution obtained by NLP. For comparison, the obtained control  strategies from NLP/PMP were then applied 
to the grey-box train model  (see also: Section 3.3) to generate s tate tra jectories and calculate fuel  consumptions . 
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For a typical running train, there can be many sources of uncertainties. Previous 
studies of energy simulation of running trains suggest the prime source can be 
addressed by means of modifying the parameters of the running resistance function 
of the vehicle [Lukaszewicz, 2001]. 
 
In this Section, instead of considering the vehicle’s running resistance as a 
deterministic function of vehicle velocity it is considered as a stochastic term in the 
form of a second order polynomial function of vehicle velocity, where the parameters 
of this function follow some unknown stochastic process. Note that here no prior 
assumption is made of exactly what stochastic process these parameters follow.  
 
The parameterized running resistance function has the form of the Davis equation 
[Hay, 1982], which is a second-order polynomial function of vehicle speed. 
 
To determine the parameters of the function, we first select a set of recorded 
running train journeys from one station to another. Then we divide the total running 
distance into separate and successive sub-divisions, and approximate these 
parameters (of the running resistance model) within each division by minimizing the 
sum of the squares of the errors, based on the measurements within the sub-division. 
To avoid over-fitting, extra constraints are added: each parameter has a lower and an 
upper bound (In our case, 33% and 300% of the values of the un-trained parameters 
respectively).  
 
With the presence of constraints, the problem of finding the optimal parameters 
become a NLP problem and can be solved efficiently through many numerical 
methods [Sinha, 2006]. 
 
Fig. 4.14 shows the accuracy of such kind of estimation. As can be seen, the 
simulator-generated vehicle (HST inter-city train) speed trajectory based on the 
trained, non-deterministic running resistance model agrees with the recorded speed 
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trajectory better, compared with a deterministic running resistance model for the 
entire route. 
 
 
Fig. 4.14: A comparison between a trained vehicle dynamic model using 
route-sensitive running resistance, with a deterministic vehicle dynamic model.  
Given the same recorded control input, it is found that the speed profile generated 
from the non-deterministic (labeled “Stochastic”) vehicle dynamic model agrees with 
the recorded vehicle speed profile closely. This is especially true compared with the 
vehicle speed profile calculated from the deterministic vehicle model  (labeled 
“Determinstic”). 
 
As discussed earlier, the train usually follows a tight time schedule. It is therefore 
possible to make a further assumption which is: despite the control of the train, as 
long as it is a feasible, it should be able to finish a similar distance in a similar time.  
This means that even if the unknown underlying stochastic proces s for these 
parameters of this running resistance function is not time-independent, it can be 
assumed that it is time-independent. 
 
With such an assumption it is possible to consider these parameters obtained as a 
realization of some unknown stochastic process. 
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A closed-loop control, where the control strategies make adjustment based on the 
feedbacks of the system, can now be applied to this process. The real running 
resistance in each sub-division is determined by the corresponding parameters 
trained within this sub-division, whilst running resistance function used in the control 
model is a deterministic equation, so there is a mismatch between the vehicle 
dynamic model used to calculate the optimal train operation strategies and the 
“real-world” vehicle dynamics. 
 
Five recorded inter-city running cycles for HST inter-city train have been considered. 
Each running cycle has been divided by several sub-divisions and the “local” running 
resistances have been trained through the methods described above. 
 
These running cycles are completed by using a closed-loop optimized train 
operational control.  For each running cycle the total running distance has been 
discretized evenly into no more than 200 decision stages.  At the beginning of each 
decision stage (for the problem under investigation, the length of the each decision 
stage is ~0.25-1 km), based on the vehicle’s current state/time (speed, distance, 
running time), a control sequence has been calculated from the hybrid optimization 
method we discussed earlier (based on the deterministic vehicle dynamic models). 
The first few control outputs of this sequence are then applied to control the “train” 
as the reference output, until the train leaves this decision stage. In the experiments, 
the “train” is represented by the train simulation model with non-deterministic 
running resistance. Due to the presence of model-vehicle mismatch, the control 
strategies have to be subjected to frequent updating during the entire journey.  
 
Note that, strictly speaking, due to the constraints of computational load, instead of 
solving an optimal control problem over the entire remaining control horizon, usually 
approximation methods are used for closed-loop controls of dynamical systems. 
However, there are large variety of the approximation methods for such proposes 
and based on the author’s un-published investigations, the overall performance of 
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the control varies significantly depending on the choices and the parameters of these 
methods, the scale of the work involved in a complete and systematic investigation in 
this area is beyond the scope of the current research, therefore, in this Thesis, the 
closed-loop control is achieved by, at the beginning of every decision stage, simply 
calculating an optimal control strategy for the entire remaining control horizon 
through the proposed hybrid optimization method, and then applying the controls 
within the current stage, without the consideration of computational feasibility of 
applying such method in real time, therefore, the results obtaining by our method 
should be roughly considered as a lower bound of the fuel consumption obtained 
through a closed-loop control method.  
 
Fig. 4.15 shows the difference between optimal control strategies obtained based on 
deterministic vehicle dynamic model and stochastic vehicle dynamic model, based on 
non-deterministic resistance calculated (see: Appendix C). 
 
Table 4.5 shows the fuel consumption for the vehicle completing these running cycles.  
Due to the presence of system uncertainties, the fuel consumption of the vehicle is , 
on average, ~5-10% higher than the predicted fuel consumption based on 
deterministic vehicle dynamic models.  However, the fuel consumption for the train 
under this realistic running scenario is still considerably less than the fuel 
consumption of the train driven by a real driver, which is around 4 L/km based on the 
calculation from recorded running cycles on the same route. This data was obtained 
from industrial sources [Private communication with train operators, 2007-2010]. 
 
Therefore, in this initial assessment, the proposed optimal control strategy can be 
seen to be capable of improving the fuel economy of the running train significantly, 
even with the presence of system uncertainty. Of cause there is the potential for 
further fuel economy if the system uncertainties could be completely addressed. 
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Fig. 4.15: Distinctive differences between optimal control strategies obtained based 
on deterministic vehicle dynamic model (labeled “Open-loop” in the figure) and 
stochastic vehicle dynamic model (labeled “Closed-loop” in the figure) can be found. 
Due to the presence of uncertainties, the optimal control strategy for a vehicle with a 
stochastic vehicle dynamic model is  a closed-loop control strategy. This means, the 
control has to be updated periodically once the new measurements of the vehicle 
state/time (displacement/speed/running time) becomes available. 
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Table 4.5: A comparison of the fuel economy of optimal train operations with 
deterministic vehicle dynamics and with stochastic vehicle dynamics (closed-loop 
control) 
Running Scenarios12 Fuel consumption (L/km) 
(calculated based on 
deterministic vehicle 
dynamic model) 
Fuel Consumption (L/km) 
(calculated based on 
improved vehicle dynamic 
model and with 
closed-loop control) 
1 3.05 3.22 
2 3.02 3.22 
3 2.60 2.76 
4 2.02 2.25 
5 1.88 2.27 
 
 
4.5 Evaluation of Energy-efficient Train Control Strategies through Trial 
Runs 
 
To demonstrate the benefits of a train operational control strategy, our research 
group, Future Railway Research Centre (FRRC), at Imperial College London, together 
with a UK inter-city train operator, has conducted operational tests to evaluate the 
potential fuel benefits of applying optimized train control strategies. 
 
Members of FRRC have developed control strategies based on the train model 
described in Chapter 3. This model calculated low-frequency train control strategies 
for particular running scenarios for HST inter-city trains, with the driver then applying 
                                                 
12 All running scenarios are developed based on s tation-to-s tation running cycles on Great Western Mainline. The 
train is  HST (Inter-ci ty 125). 
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these in practice. 
 
Based on the calculated speed and control trajectories, the specific low-frequency 
train control strategies demonstrate exactly where on the route the driver is required 
to accelerate to a stated speed, and exactly where the driver should deploy coasting 
notches, for ease of implementation. The control strategy is low frequency and so it 
is possible for the driver to memorize it. 
 
Initial test results obtained by applying these strategies in real-world duty-cycles are 
encouraging.  The potential benefits are shown based on a set of 10 tested running 
cycles of HST inter-city trains and are significant. Compared to running an average UK 
inter-city train, the train being controlled this way can save up to 18% of fuel while 
guaranteeing arriving on time.  This is especially impressive considering there is 
little additional investment required to apply these strategies which are highly 
simplified and low frequency.  
 
Based on this study, the author is optimistic about the potential benefits that can be 
applied to the train optimal operational control strategies which have been 
developed in this Thesis. However, in order to conduct a validation by applying 
sophisticated and high frequency train control strategies, it requires additional  
investment and co-operation between both train manufacturers and train operators. 
 
Fig. 4.16 shows two trials for this strategy-evaluation study.  In the first trial, the 
train is driven in accordance with the derived optimized train control strategy. In the 
second, the train is operated based on average UK inter-city driver practice. In both 
cases, line speed constraints and running time constraints have been satisfied.  In 
total, 20 trial runs have been included in the evaluation study. 
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Fig. 4.16: Operational test conducted by a UK train operator. Comparison has been 
made between a train driven by the driver following an optimized driving strategy 
and a train operated by an average UK inter-city train driver.  The inter-city duty 
cycle here is Bristol to Reading.  Significant fuel economy improvements have been 
made when the driver operates the train using a simplified low-frequency “optimal” 
train control strategy (labeled “Optimized”), instead of driving the train using a 
traditional approach (labeled “Baseline”).  In the Figure, Notch -5 is the maximum 
braking notch whilst Notch +5 is the maximum power/traction notch.  In both cases, 
line speed constraints and running time constraints have been satisfied.  It can be 
found that the optimized train control strategy allows the driver to deploy less power 
and fewer braking notches, and as a result, this significantly improves the fuel 
economy for the journey. 
 
4.6 Conclusion 
 
In this Chapter, an optimal operational control strategy for general diesel-electric 
inter-city rail vehicles, based on a hybrid optimization method, has been proposed. 
The hybrid optimization method combines a policy-based quasi-global optimization 
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method with a gradient-based local optimization method. 
 
The method has been applied to two different configurations of inter-city trains. The 
case studies show the method significantly improves the fuel economy of the vehicle. 
The improvement for HST inter-city train is expected to be more than 30% compared 
with the train driven by an average UK train driver.  
 
In this Chapter, by using examples, it has been shown that the proposed method has 
numerical advantages over other commonly employed methods for these optimal 
control problems.  The method also shows certain degree of “robustness” as 
demonstrated in a case study using several more realistic scenarios where system 
uncertainties are presented. However, the current research also found that the 
system uncertainties do has an impaction on the performance of the proposed 
method based on deterministic models. 
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Chapter 5: Energy Management Strategies for Series Hybrid 
Trains 
 
In Chapter 4, optimal train operational control strategies for non-hybrid 
diesel-electric inter-city train have been studied.  In this Chapter and in Chapter 6, 
the benefits of applying optimized train operational control strategy for hybridized 
diesel-electric inter-city trains will be investigated. 
 
As has been shown [Wen, et al, 2007], there are problems demonstrating the energy 
benefits of a specific hybrid rail vehicle configuration accurately.  There are many 
reasons for this, such as the driving cycles used and the difficulties of standardization.  
In addition, the capacity of the on-board energy storage device and the EMS that 
governs the energy flow of the hybrid power train can all affect the performance of 
the vehicle. In this Chapter, a hybrid inter-city rail vehicle, which uses a battery as its 
energy storage device, has been studied to obtain a robust energy usage evaluation. 
Real-world vehicle driving cycles are used for this evaluation and two types of EMS 
have been developed to apply to it. The first is an empirical rule-based strategy, with 
parameters that have been trained by a stochastic search algorithm. The second EMS 
is a “global” optimized method based on mathematical programming. This study 
finds that in terms of fuel economy, a relatively simple rule-based EMS can compete 
well with a “global” optimized strategy. It also finds that significant energy benefits 
can be achieved by hybridization. 
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5.1 Introduction 
 
It is widely believed in the railway industry [Private communication with Hitachi, 
2006-2007, Private communication with train operators, 2007-2010], that hybrid rail 
vehicles employing at least one type of on-broad energy storage device have great 
potential to recover kinetic energy while also reducing emissions. 
 
Due to the extensive use of high powered electric traction motors and distributed 
traction units in modern rail vehicles, the series hybrid powertrain is the natural 
choice to demonstrate hybridization for a wide range of rail vehicles. This choice will 
be further explained in Chapter 6. 
 
Evaluating the energy and environmental benefits of this hybridization remains an 
active area of research. However, an accurate evaluation is often difficult to obtain 
for the following reasons: 
 
 As our previous study shows, the energy benefits offered by hybrid solutions are 
sensitive to the driving cycles used for evaluation [Wen, et al, 2007]. 
 
 The EMS that governs the energy flow in the powertrain can affect the 
energy-saving in hybrid rail vehicles. 
 
 Furthermore, the choice and capacity of energy storage devices also affects both 
the energy consumption of the hybrid trains and the EMS itself. 
 
To address these questions, a more systematic way of evaluating the energy benefits 
has been applied in this study: 
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 Representative vehicle driving cycles are selected and used in this study:  
 
In our previous studies of the energy consumption of hybrid rail vehicles [Wen, 
et al, 2007] vehicle driving cycles were calculated based on several commonly 
used driving styles.  In contrast, in this study, real-world vehicle driving cycles 
are used to train energy management strategies to provide a more realistic and 
representative study. 
 
 Energy management strategies that control the energy flow in the hybrid 
powertrain can be broadly categorized into two distinctive classes:  
 
The first type of EMS used is the real-time control strategy, or, as described in 
this research, the “executable” control strategy. This is where the control 
strategy does not need to know the entire vehicle driving cycle a priori.  These 
classes of EMS are applied in a real-time control environment (hence 
“executable”). Examples of these energy management strategies are [Paganelli, 
et al, 2001, Mitsuyuki, et al, 2003, Lin, et al, 2004, Koot, et al, 2004, Scirretta and 
Guzzella, 2004, He, et al, 2005, Nomoto, et al., 2005, Hofman, et al, 2006]. 
 
Another type of EMS is based on “global”13 optimization where there is a need 
to know the entire vehicle driving cycle a priori. This type cannot be applied in a 
real-time control environment but it is used for benchmarking purposes and 
gives indications of a lower bound for the energy consumption for the vehicle 
driving cycle being studied. Examples of these strategies are [Brahma, et al, 
2000, Lin, et al, 2001, Delprat, et al, 2004]. 
 
To provide a more balanced view, two different EMS will be studied in this 
                                                 
13 Note, by “global”, it means that the EMS optimized the power spil t in a  “global” sense. That is, the policy 
knows the load demand for the enti re running cycle a priori.  This “global” is different from the other global  
concepts discussed in other Chapters , where i t means  the global optimality properties .  To distinguish the two 
di fferent concepts, quotation marks are used in this  Chapter when referring to the specific “global” concept . 
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Chapter, one from each classification.  
 
 Hybrid vehicle with different battery capacities: 
 
Different types of energy storage devices such as super-capacity and flywheel 
have been developed. A battery is the type of energy storage device chosen in 
this Chapter.  The reasons for this are: (i)The energy benefits of a type of hybrid 
inter-city train will be studied and in general batteries have a high energy density, 
which is crucial for hybrid inter-city rail vehicles where the typical vehicle speed 
is high (~150km/h) and the vehicle is heavy (>400 tons). (ii) Battery-hybrid 
techniques are relatively mature. Two examples are the battery-hybrid regional 
rail vehicle, KiHa E200, which entered commercial service in Japan in 2007, and 
alternative battery-hybrid inter-city rail vehicle which has been under test in the 
U.K since 2007. [Private communication with Hitachi, 2006-2007, Private 
communication with train operators, 2007-2010]. 
 
The capacity of energy storage devices itself can affect the structure and/or the 
parameters of energy-efficient EMS. In this study, therefore, the energy 
consumptions of similar-configured series hybrid trains with different battery 
capacities have been studied. 
 
This Chapter is organized into the following parts: In section 5.2, the general 
information about the models of the rail vehicles and its components are described. 
In section 5.3, two different EMS and their results are shown and discussed. Initial 
conclusions are then presented in Section 5.4 and 5.5. 
 
5.2 Models of the Vehicle 
 
In this section, the structure of the series hybrid vehicle being studied will be 
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described. The methods used to develop the models of key components of this 
hybrid vehicle will be discussed in Section 5.2.2. 
5.2.1 General Configurations 
In this study, a series hybrid inter-city rail vehicle is considered. The structure for the 
series hybrid investigated is schematically illustrated in Fig. 5.1. For the purposes of 
comparison, other than being “hybridized”, most of the vehic le/component 
parameters and transmission efficiencies of this train are selected to be the same as 
an existing diesel-electric inter-city train, HST or inter-city 125, in the UK. Table 5.1 
shows the general vehicle configurations of the hybrid vehicle and its non-hybrid 
counterpart studied in this Chapter. 
 
 
Fig. 5.1: Architecture of the series hybrid rail vehicle being studied. 
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Table 5.1: Vehicle configurations 
Vehicle Type Diesel Electric Train Hybrid Train 
Train Formation 2 power cars + 8 
passenger cars 
2 power cars + 8 
passenger cars 
Tare Mass 413,850 kg 413,850 kg14 
Load 13,000 kg 13,000 kg 
Engines 2 x MTU 16V 4000, 
Maximum Power: 1680 
kW per engine 
2 x MTU 16V 4000, 
Maximum Power: 1680 
kW per engine 
Battery Rated Capacity15 0 25-250kWhr 
Battery Operating Range16 N/A 20% to 60% SOC 
Maximum Traction 160 kN 160 kN 
Auxiliary Load 20kWx8 20kWx8 
 
5.2.2 Models of the Series Hybrid Powertrain 
 
In this study, the task of the EMS is restricted to assigning the load to battery and 
engine in order to match the actual load demand being determined at the driver 
panel. This means it is not intend to provide a driving strategy that gives advice or 
overrides the driver to control the rail vehicle. The driver will be able to drive the 
train just as he drives a conventional non-hybrid diesel-electric train.  
                                                 
14 In this  Thesis the extra  mass introduced through hybridization is  ignored, the battery mass  account for less 
than 2% of the total  mass of the vehicle [Private communication with Hitachi , 2006-2007], thus  this  simplification 
won’t has a significant impaction on the results obtained, especially considering actually a large proportion of 
running resistance encountered by high speed inter-ci ty trains is  independent of vehicle mass. 
 
15 To extend the battery life and improve energy efficiency, the manufacturer of the hybrid rail vehicle may limit 
the operating region of the battery.  As  a result, the battery operating capaci ty can be signi ficantly less than i ts 
rated capaci ty. Therefore, for clari fication, the term : “battery rated capaci ty” is  emphasized. 
 
16
 In this s tudy, the operating range for all batteries considered is between 20% to 60% SOC. This is  the operating 
range for the two real-world Li -ion s torage battery modules used on hybridized trains [Private communication 
with Hitachi, 2006-2007]. 
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For such a relatively simple task a simple control model can be constructed. Using the 
series hybrid rail vehicle studied, the EMS should govern the interactions between 
the following main components - engine, generator and battery, in the hybrid 
powertrain:  
 
Engine Model: 
 
The engine is assumed to work in its steady state based on a quasi-steady assumption 
[Kolmanovsky, et al, 2000].  The engines ’ complicated internal dynamics and the 
impact of temperature on the engines have been ignored. As mentioned in Chapter 4, 
the engine operates on a pre-defined engine operating curve which is obtained from 
an industrial source [Private communication with Hitachi, 2006-2007]. This engine 
operating curve defines the relationship between the engine speed (rpm) and engine 
load (kW), see Fig. 3.4 and Fig. 3.5. This curve provides the information on how the 
built-in engine control logic will control the engine to meet the load demand. 
 
Based on the engine model described above, the fuel consumption can be calculated 
using a steady state engine fuel consumption map for any given engine load demand. 
This maps the engine speed and engine load to the corresponding engine steady 
state fuel consumption rate.  
 
To develop an EMS, the nonlinear relationship between the engine load and 
corresponding fuel consumption rate is analysed: 
 
: ( )F P F P                                                       (5.1) 
Where F defines the nonlinear map between engine load P and the corresponding 
fuel consumption F(P).  
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For the problem being investigated, the nonlinear relationship can be approximated 
by a 6th order polynomial function. 
 
Battery Model: 
 
In this Chapter, a Li-ion battery is considered as the energy storage device for the 
hybrid train. This class of battery has relatively high power and energy density, as 
well as acceptable life-span and is suitable for a rail vehicle system with distributed 
tractive units [Mitsuyuki, et al, 2003, Private communication with Hitachi, 
2006-2007]. 
 
Depending on the degree of detail, there are many different battery models available, 
however, many of these are over-complicated for the purposes of such kind of 
control studies. [Baert, 1999, Johnson, 2002].  
 
In this Chapter, two validated battery models have been chosen because they 
demonstrate state-of-charge (SOC) as the state variable of the battery, whilst offering 
acceptable degrees of accuracy. This makes them suitable for the purposes of 
designing control strategies. 
 
(1) Hitachi Battery 
 
In this study, an industrially used Lithium-Ion battery module has been chosen as the 
energy storage device for the hybrid rail vehicle studied.  Based on this battery 
module a mathematical model, using equivalent circus methods [Chen and 
Rincon-Mora, 2006, Private communication with Hitachi, 2006-2007], has been 
developed, in their model the battery is considered as a voltage source being 
controlled by current and battery state-of-charge. The battery is assumed to work at 
a constant temperature, and therefore the impact of the dynamics of temperature 
can be ignored. This simplification is made based on the knowledge that the battery 
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module generates relatively insignificant amounts of heat and has efficient thermal 
management/internal-cooling systems to allow the battery module to work at its 
most effective temperature.  This prevents overheating, improves energy efficiency 
and extends the battery life [Emori, et al, 2002, Mitsuyuki, et al, 2003, Private 
communication with Hitachi, 2006-2007]. 
 
The battery module is built from connected unit Li-Ion battery cell, each cell has a 
rated capacity of 3.6Ah and a nominal voltage of 3.6V, the charging/discharging 
characters for the unit battery cell is given in Fig 5.2. The battery modules are used in 
2 types of real world hybrid rail vehicles. [Private communication with Hitachi, 
2006-2007]. 
 
 
Fig. 5.2: Charge/discharge characteristics for Hitachi HEV Cell (25℃). [Emori, et al, 
2002, Private communication with Hitachi, 2006-2007]. 
 
Based on the battery module, a battery model is developed by Hitachi, the model is 
written in Matlab/Simulink language. 
 
This Simulink model can change its capacity. The other input pairs are: the initial 
state-of-charge of the battery and the input power (kW).  The outputs of this 
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Simulink model are the corresponding state-of-charge, battery voltage, and battery 
current. 
 
The battery model has been validated by Hitachi and has been used to study the 
performance of various hybrid rail vehicles under development by Hitachi. [Emori, et 
al, 2002, Private communication with Hitachi, 2006-2007]. 
 
The detailed model parameters of the battery are considered as confidential by the 
industrial source thus not available for publication.  
 
(2) Tremblay’s model 
 
For comparison, in this Thesis, another battery model is considered. This model is 
developed and validated by Tremblay and his colleagues [Tremblay, et al, 2007].  
 
This, again, is based on a Li-Ion battery module which is modelled using the method 
described in [Tremblay, et al, 2007]. In the model only the state-of-charge of the 
battery is treated as the state variable: 
 
In their model, the open-circuit voltage of the battery is given by: 
 
_ 0 exp( )no load
Q
V V K A B q
Q q
   

                                   (5.2)
Where, Vno_load is the open circuit voltage of the battery, Q is the capacity of battery 
in terms of Ah, and q is the battery charge. V0, K, A, B are the parameters of the 
model, to be determined through experiments [Tremblay, et al, 2007].  
 
Then the terminal voltage of the battery can be given by: 
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_Battery no loadV V i R                                                  (5.3) 
Where, VBattery is the terminal voltage, i is the battery current, R is the internal 
resistance, in their model, this resistance is considered as constant. 
 
The battery model has been validated [Tremblay, et al, 2007]. In it the voltage and 
the current output of the battery model developed agree closely with batteries 
tested, as shown in Fig.5.3. 
 
 
Fig. 5.3: Validation of Tremblay’s battery model, despite the discharge current, the 
model shows the batteries have reasonable accuracy.  For more about their 
validation, see [Tremblay, et al, 2007]. 
 
The battery model has been introduced into Matlab Simulink software environment 
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[Tremblay, et al, 2007] as a simulink model, throughout this Thesis, the approximated 
battery model for the Tremblay’s battery model is built upon the Matlab built-in 
Simulink model developed based on Tremblay’s approach. 
 
For evaluation purposes, the battery model is used which has an identical capacity 
(kWhr) to the Hitachi battery module.  The battery’s nominal voltage is calibrated to 
be identical to the Hitachi battery module (which is ~1700V, based on Hitachi’s 
configuration for a battery module with a rated capacity of 100 kWhr). The model 
parameters are then adjusted in accordance with the validated model parameters 
provided in Matlab/Simulink package, which represents the typical Li-ion battery in 
the market. 
 
Also, for extended battery life/thermal management, several operating constraints 
have been imposed on the Hitachi Li-ion battery module: (i) the Hitachi battery 
module has a pre-defined maximum allowed current (900A for a 100 kWhr battery 
module) for all cases; (ii) the charging/discharging power is constrained for Hitachi 
battery module, it is a function of state-of-charge of the battery, it is determined by 
many factors, including thermal management/maintenance cost. This load limit, 
which is always within +/-1700 kW for a battery module with a rated capacity of 100 
kWhr, is significantly less than the maximum allowed charging/discharging power for 
the battery, depending on battery’s state-of-charge, which could be as high as 
+/-3000 kW for the same battery module [Emori, et al, 2002, Mitsuyuki, et al, 2003, 
Private communication with Hitachi, 2006-2007]; (iii) furthermore, the Hitachi 
battery module has a set of state-of-charge constraints, which is between 20% and 
60% of battery’s full capacity. In this Thesis, for comparison, we assume the 
Tremblay’s Li-ion battery “module” have to satisfy these control constraints as well, 
we believe by adding these constraints, it would be more representative for realistic 
hybrid rail vehicle-related applications of Li-ion battery modules. 
 
It should be noted, in this model, one key simplification has made is that the 
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thermal-temperature effects has been ignored, such simplifications are commonly 
made in the area of optimal control studies for hybrid vehicles due to practical 
considerations. This kind of simplifications are partially justified with the 
consideration that battery modules installed on hybrid rail vehicles usually equipped 
with advanced thermal-management/cooling devices. [Private communication with 
Hitachi, 2006-2007]. 
 
Now we obtain two different types of Li-ion battery modules based on two different 
and independently validated battery models, with comparable configurations but 
different characters. 
 
Based on the above models, the discrete-time state equation of battery SOC can be 
derived: 
 
( , ( ))socS G S P B                                                   (5.4)        
Here, Ssoc is the battery state-of-charge, P(B) is the battery charge (or discharge) 
power, ΔSsoc is the change of battery state-of-charge for the time duration Δt, G is the 
function maps Ssoc and P(B) to the ΔSsoc. 
 
In this study, Δt is set to be 5 seconds based on the combination of numerical 
accuracy and computational feasibility of the optimization problem discussed later in 
this Chapter. 
 
Other sub-systems: 
 
Models for generator and electrical/mechanical transmission sub-systems are all 
approximated based on steady state efficiency values and all sourced from [Private 
communication with Hitachi, 2006-2007]. 
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5.3 Energy Management Strategies 
 
Since the hybrid vehicle has more than one power source and its capacity to capture 
the regenerative braking energy is directly affected by the control method used, the 
EMS utilized in the vehicle system plays an important role in determining the overall 
system performance. 
 
In this study, two different energy management strategies have been developed and 
studied - one is essentially an empirical rule-based EMS, the other is developed using 
mathematical programming. 
 
5.3.1 A Rule-based Energy Management Strategy 
Rule-based EMS, designed for hybrid vehicle applications, are commonly used in 
industry because they are easy to implement and often produce acceptable results 
[Chau and Wong, 2002, Mitsuyuki, et al, 2003, Nomoto, et al., 2005, Hofman, et al, 
2006, Private communication with Hitachi, 2006-2007, Wen, et al, 2007]. In this study 
the empirical EMS is developed based on an existing industrial EMS used for a serial 
hybrid rail vehicle application. [Private communication with Hitachi, 2006-2007]. 
 
This EMS uses the load demand received from the driver panel, the vehicle velocity 
and the battery’s state-of-charge as its inputs, it outputs engine load and battery 
discharge/charge. 
 
The EMS aims to find the right balance for the battery/engine operating point for any 
request load demand, between the following often conflicting objectives: 
 
 Operating the engine in its high thermal efficiency region; 
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 Operating the battery in its high energy efficiency region; 
 
 Capturing regenerative braking energy; 
 
 Extending battery life; 
 
When a requested load demand is determined from the driver panel, the EMS splits 
the requested load demand into two parts: the engine-generator-rectifier load17 P(E), 
and the battery load P(B). 
 
When regenerative braking occurs, the EMS simply lets the battery capture as much 
regenerative braking energy as possible. Obviously, this is subject to the battery 
state-of-charge and the maximum allowed current.  
 
This EMS method defines two operating curves and divides the entire driving cycle 
into several successive charge-discharge cycles for the battery, based on the two 
operating curves. 
 
 
 
 
 
 
 
 
 
 
                                                 
17 Note in this Chapter, we introduce a  concept: “Engine-Generator-rectifier” output powe/load or E-G output 
power, this  power is the total output power of the engine -generator-rectifier set, obviously, due to the 
transmission losses/efficiencies of the components, this power should be less than the engine output power, 
which is the mechanical power produced by the engine, see also: Fig. 5.1. 
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The two pre-defined operating curves define the upper and lower limits of the 
state-of-charge at any given vehicle velocity. Whenever the battery state-of-charge 
reach the corresponding control bound, the battery charge sign will change, 
expressed in logic format as: 
 
soc 1
soc 2
IF (S (t) (v(t)) 
    ChargeSign=FALSE;
ELSEIF (S (t) (v(t))
    ChargeSign=TRUE;
f
f


                                            (5.5) 
 
Where, f1(v(t)) and f2(v(t)) are the upper and lower limits of state-of-charge, and are  
functions of the vehicle velocity, v(t). ChargeSign indicates whether the battery is in 
its charge cycle or in its discharge cycle. Only in the charge cycle does the EMS allow 
the battery to be charged by the engine and only in the discharge cycle does the EMS 
allow the battery to discharge itself to supply the traction power and/or auxiliary 
power. Different power spilt ratios have been determined to ensure that during the 
charge/discharge cycles both engine and battery can work relatively efficiently. 
  
The regenerative brake can charge the battery at any time, despite the charge sign, 
given that various other mechanical/electrical control constraints are satisfied, and 
the battery is not fully charged18. 
 
 
 
 
                                                 
18
 This means  the state-of-charge of the s torage battery is  less than the maximum allowed s tate-of-charge for the 
battery for the application. For example, for Li -ion battery used in this s tudy, the maximum allowed 
state-of-charge is 60% SOC. 
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Training the Parameters of the Rule-based Energy Management Strategy 
 
The rule-based control strategy described is obtained directly from industrial sources. 
Its control parameters are determined based on empirical experiences gained from a 
prototype hybrid vehicle with different configurations and therefore the parameters 
are not suitable for this evaluation study. 
 
To apply this EMS to our problem, we introduce a parameter-optimized rule-based 
control strategy based on the frame-structure of an empirical rule-based strategy as 
previously described. The framework remains the same, only the parameters are 
now computed by an optimization method: 
 
Parameterizing the empirical rule-based strategy: 
 
In order to apply optimization techniques, the original empirical EMS has to be 
parameterized. For this specific strategy, a parameter vector X is defined to express 
the EMS: 
 
For any given battery capacity this is defined as: 
 
 f1(v) and f2(v) defines the upper and lower charge limit for the battery against 
vehicle speed respectively, where v(t) is the vehicle velocity at time t, as shown 
in Fig. 5.4. 
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Fig. 5.4: Function f1 and f2 defines the lower and upper bound of SOC for a given 
vehicle speed v. 
 
f1(v) and f2(v), the two curves are fitted by mth order polynomial functions, 
where m is a pre-defined value. 
 
 A function g(p,Ssoc) is defined, here, p is requested traction power (here it means 
the inverter/traction motor input power) and auxiliary load. Whenever discharge 
is possible, at any given requested load p and any given state-of-charge of the 
battery Ssoc, the function g(p,Ssoc) determines the recommended load factor, for 
the case there is no regenerative brake, the battery discharge power P(B)t is 
determined by: 
     
max max( ) ( max(0, ( ) ( ) )) ( ( ), ( )) max(0, ( ) ( ) )
( ) ( ) ( )
t e D soc D
t t
P E P p t P B g p t S t p t P B
P B P E p t
    
 
  (5.6) 
Where, P(E)t denotes engine-generator-rectifier (see Fig. 5.1) load, Pe denotes 
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the maximum power of the engine-generator-rectifier could supply, P(B)Dmax 
defines the maximum allowed discharge power for the battery at time t, in our 
case, it is a function of battery SOC, the value of this function changes relatively 
slow within the operating region of battery, the function value g(p,Ssoc) belong to 
[0,1], t is the time, note that in our cases, Pe>p. 
 
Function g(p,Ssoc) is parameterized by up to n parameters. 
 
 Similarly, function h(p,Ssoc) determines if an engine-charge is possible.  The 
amount of charging power is supplied by the engine at any given SOC of the 
battery and at given load demand. That is  (again, for the case when there is no 
regenerative braking): 
 
max( ) (min( , ( ) ( ) ) ( )) ( ( ), ( )) ( )
( ) ( ) ( )
t e C soc
t t
P E P p t P B p t h p t S t p t
P B P E p t
   
 
           (5.7)
Where, P(B)Cmax is the maximum allowed charge power for the battery at time t, 
which is a function of SOC, and h takes value between [0,1]. 
 
The function is also parameterized, and it is defined by q un-set parameters. 
 
 When regenerative braking occurs, in general, the engine will not charge the 
battery and the battery will therefore take regenerative braking energy from the 
motor. 
 
Together there are total 2*m+n+q+2 parameters to be determined. The 2*m+n+q+2 
dimensional vector X is defined to represent this parameterized strategy. 
 
To optimize this parameterized optimization strategy, a benchmarking function E is 
needed to “evaluate” and “rank” each candidate strategy.  For a single objective 
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problem, that means constructing a mapping from the parameterized strategy space 
to R1. 
 
For this particular optimization problem an optimized vector X is searched for so that 
the fuel consumption for hybrid trains equipped with the strategy determined by X is 
minimized. 
 
For this purpose, a set consisting of several real-world vehicle running cycles19 is 
obtained to be used to train the parameters of the EMS.  
 
All of the running-cycle data were recorded by the on-train monitoring recorder 
(OTMR), which records drivers’ operating history, as well as corresponding vehicle 
acceleration and velocity in a timely manner.  The OTMR is a standard 
event-recording device installed in today’s trains in the UK. 
 
In this study, all the data recorded by the OTMR are assumed to be sufficiently 
accurate and therefore there is no further data-filtering required. 
 
Based on these running cycles, loading cycles which record traction power/braking 
force against time, can be calculated, based on the reference driver control panel and 
the vehicle velocity sourced from industrial sources. [Private communication with 
Hitachi, 2006-2007, Private communication with Brush Traction, 2007].  These 
loading cycles can then be used to evaluate the parameterized strategy X by 
calculating the fuel consumption for completing those loading cycles with the 
strategy being evaluated. One loading cycle calculated included in this optimization 
process is shown in Fig. 5.5. 
                                                 
19 Those vehicle driving cycles are only used for training the parameters of this EMS, and have not been included 
in the energy-evaluation discussed later. 
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Fig. 5.5: Shows one of the vehicle running/loading cycles used to develop an 
optimized EMS. The loading cycle is for an HST inter-city train travelling from Leeds to 
Aberdeen. The total length of the route is 593 km, the total time for this cycle, 
including the time when the train rested in the stations, is 23200 seconds or roughly 
6.5 hours. This running cycle, like the rest in this study, is obtained from UK train 
operators. [Private communication with train operators, 2007-2010], here engine 
output power is the total power supplied by the engine. 
 
The problem can be expressed as a typical optimization problem:  
 
Min ( )E X                                                          (5.8)                                                  
Subject to: X K  
Where, E is the evaluation function that maps the parameterized strategy vector X 
into fuel consumption, K  is a bounded subset of 2 2m n qR     which defines the 
region of search. 
 
In general the function ( )E X  is highly nonlinear and lacks analytical properties 
such as differentiability or convexity. The conventional optimization techniques 
therefore are not suitable for such problems. Here a stochastic search technique is 
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applied: a genetic algorithm (GA) to solve this problem. [Houck, et al, 1995, 
Michalewicz, 1996]. 
 
Fig. 5.6 and Fig. 5.7 shows the GA-trained EMS for the hybridized train (see Table 5.1) 
with a Hitachi battery module at a rated capacity of 100 kWhr. Fig. 5.8 and Fig. 5.9 
gives two example of applying the GA-trained EMS to real-world control scenarios.  
 
Fig. 5.6: For the EMS of the train studied, the storage battery is developed in 
accordance with Hitachi’s battery model described in Section 5.2.2. The capacity of 
the battery is 100 kWhr, the Speed-SOC map defines f1 and f2, for further 
explanations of f1 and f2, see Section 5.3.1 and Fig. 5.4. 
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(a) 
 
(b) 
Fig. 5.7: Load/SOC functions for a trained EMS for the train under investigation: the 
storage battery type and its capacity are the same as shown in Fig. 5.6.  The 
parameters of the Load/SOC functions are obtained based on the method described 
in this section: (a) The load/SOC function h(p(t),Ssoc(t)) for storage battery during 
charge cycle; (b) The load/SOC function g(p(t),Ssoc(t)) for storage battery during 
discharge cycle. Here load means the total requested traction power and auxiliary 
load demand for a running train at any specific time. This load is the total load that 
should be supplied by battery and engine-generator-rectifier together. For more 
explanations about function h and g, see Section 5.3.1. 
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Fig. 5.8: Trained rule-based EMS to apply to a loading scenario derived from an HST 
inter-city train travelling from London to Reading. ‘H-battery’ means the battery 
model is developed based on Hitachi’s Li-Ion battery. ‘M-Battery’ means the battery 
model is developed in accordance with the Tremblay’s validated battery model. 
Capacities for all batteries here are 100 kWhr. Load demand is the total traction 
power (delivering to inverter/motor) and auxiliary load, Braking is braking force, SOC 
is the battery’s state-of-charge and Regen is the regenerative braking power charging 
the battery. 
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Fig. 5.9: Trained rule-based EMS applied to a loading scenario derived from a HST 
inter-city train travelling from Bath Spa to Bristol. Battery capacities here are 200 
kWhr. See the text of Fig. 5.8 for further explanation of the labels listed in the Figure. 
 
5.3.2 A “Global” Optimized Energy Management Strategy 
For comparison, a “global” optimized EMS is developed based on mathematical 
optimization techniques. 
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This EMS requires the information of the vehicle driving cycles  known as a priori, and 
therefore, this strategy is not a real-time control strategy. It is used for evaluation and 
benchmarking only. 
 
The control strategy is aimed at “intelligently” assigning loads to engine and battery, 
this strategy also needs to determine the amount of regenerative energy that 
charges the battery, such that it can ensure the load always matches the load 
demand from the vehicle driving cycle, while minimizing the fuel consumption.  
 
To solve such a problem, the control inputs in our models are chosen to be P1 and P2, 
where P1 governs the energy flow “between” battery and engine: a negative value of 
P1 indicates the engine-generator-rectifier set should deliver -P1 amount of power to 
battery while a positive value indicates the battery should discharge to deliver the 
power to the vehicle (to inverter/motor set). P2 governs the amount of regenerative 
braking power that can charge the battery. 
 
The relationship between vehicle power demand P20, maximum regenerative braking 
power R, and control inputs P1 and P2 is shown in Fig.5.10. 
 
Fig. 5.10: Relationship between the driver power demand P, the regenerative braking 
power R, and the control variables P1 and P2. 
 
                                                 
20 Including both auxiliary load and the traction power required to supply to inverter/traction motor set. 
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The “global” optimized EMS is aimed at minimizing the fuel consumption:  
                        
1 2
1
0 1
( ), ( )
0
Min :  ( ( )) ( ( ) ( ))  
N
e soc E
P t P t
t
J T SOC S N F P t P t ts


                       (5.9) 
 
Subject to: 
 
Battery System Dynamic: 
 
2 1( 1) ( ( ), ( ) ( ))soc socS t G S t P t P t                                       (5.10) 
 
Control Constraints: 
 
1 max0 ( ) ( )P t P t P                                                  (5.11)
20 ( ) ( )P t R t                                                      (5.12) 
min 2 1 max( ( )) ( ) ( ) ( ( ))b soc b socP S t P t P t P S t                                 (5.13) 
 
And state constraints: 
 
min max( 1)socSOC S t SOC                                            (5.14) 
                                                
0,1,2,3... 1t N   
Where t  is the time index, Δts is the unit time duration, Ssoc is the state-of-charge of 
the battery and ΔSsoc is the change of state-of-charge, Pmax is the 
engine-generator-rectifier’s maximum output power at time t, Pbmin and Pbmax are the 
maximum discharge power and maximum charge power for the battery at a given 
state-of-charge. FE and G are the function of fuel consumption rate and battery 
system dynamics respectively, note that FE is a function of the total power supplied 
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by the engine-generator-rectifier set, SOCmin and SOCmax are the minimum and 
maximum state-of-charge allowed for the battery, SOC0 is the initial state-of-charge. 
In this study, SOC0 =SOCmax, the function Te calculates the terminal cost. This cost is 
equal to the amount of fuel needed for the engine to charge the battery to revert it 
to its initial condition (SOC0). The charge power used to calculate Te is the 
recommended charge power for a typical duty cycle. [Private communication with 
Hitachi, 2006-2007]. 
 
Here, all the functions used in approximation are polynomial functions of up to the 
sixth order. Matlab-based experiments show that, when orthogonal basis [Chihara, 
1978] is used, for the problem under consideration, accurate approximation can be 
obtained with polynomials up to ~20th order.  
 
Theoretical justification for the usage of polynomial function is a good approximation 
property for any continuous functions defined over a compact subset of  Rn. 
 
Note that the set of control/state constraints used in this model is derived from the 
following assumptions: 
 
1) The regenerative energy generated by the motor can charge the battery and 
supply the vehicle auxiliary power simultaneously;  
 
2) The fuel consumption rate function F is a strict monotonous increasing function 
in [0, maxP ]. 
 
These assumptions can easily be verified, and applied to the rail vehicles investigated. 
When those assumptions fail to hold, without additional assumptions, it is necessary 
to re-modify and/or add more constraints to ensure the model represents the 
dynamical system investigated. 
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Then the Lagrangian for (5.9)-(5.14) is: 
 
1
1 2 1
0
1 1 max 1 2 2 2
3 2 1 min 2 1 max
{( ( ( ) ( )) + ( ) ( ( 1) ( ( ), ( ) ( )))
( ) ( ( ) ( )) ( ( ) ( )) ( ) ( ) ( ( ) ( ))
( ) ( ( ) ( ) ( ( ))) ( ( ) ( ) ( ( )))
(
N
E soc soc
t
b soc b soc
L F P t P t ts t S t G S t P t P t
t P t P t P P t P t t P t P t R t
t P t P t P S t P t P t P S t
t

 




      
     
    


min max 01) ( ( 1)) ( ( 1))} + ( ( ))soc soc e socSOC S t SOC S t T SOC S N     
     (5.15) 
Where 1( )t , 2 ( )t , 3( )t and ( 1)t   are multipliers for inequality constraints,  
( )t  are the multipliers for equality constraints, including the multipliers, the 
Lagrangian has 6*N unknown variables. 
 
Then the corresponding Karush–Kuhn–Tucker (KKT) necessary optimality conditions 
for (5.9)-(5.14) are: 
 
1
0
( )
L
P t



                                                        (5.16) 
2
0
( )
L
P t



                                                       (5.17) 
2 1( 1) ( ( ), ( ) ( )) 0     soc socS t G S t P t P t                                   (5.18) 
1 max 1( ( ) ( )) ( ( ) ( )) 0    P t P t P P t P t                                    (5.19) 
2 2( ) ( ( ) ( )) 0 P t P t R t                                               (5.20) 
2 1 min 2 1 max( ( ) ( ) ( ( ))) ( ( ) ( ) ( ( ))) 0   b soc b socP t P t P S t P t P t P S t                  (5.21) 
min max( ( 1)) ( ( 1)) 0   soc socSOC S t SOC S t                              (5.22) 
1 1 1 max 1( ) 0,  ( ) ( ( ) ( )) ( ( ) ( )) 0      t t P t P t P P t P t                         (5.23) 
2 2 2 2( ) 0,  ( ) ( ) ( ( ) ( )) 0            t t P t P t R t                              (5.24) 
3 3 2 1 min 2 1 max( ) 0,  ( ) ( ( ) ( ) ( ( ))) ( ( ) ( ) ( ( ))) 0b soc b soct t P t P t P S t P t P t P S t           (5.25) 
min max( 1) 0,  ( 1) ( ( 1)) ( ( 1)) 0  soc soct t SOC S t SOC S t                  (5.26) 
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0,1,2... 1t N   
 
Due to the scale of the problem, in order to find the sequence of  P1(t) and P2(t) which 
satisfyies the KKT conditions, sequential quadratic programming (SQP) [Barclay, et al, 
1997, Gill, et al, 2002] is used. This is where in each iteration the search direction is 
determined by solving (approximated) quadratic programming sub-problems. 
 
As mentioned in previous sections, the time step size (in this case, Δts) used in this 
study is 5 sec. The vehicle driving cycles studied in this Thesis have durations of 
between 10 and 50 minutes. This means the investigated optimization problems will 
be discretized for up to ~600 steps, and have up to ~1200 control variables and up to 
~3000 constraints. Therefore obtaining a numerical solution can be time-consuming, 
however as mentioned before this EMS is for benchmarking purposes, rather than a 
real-time control environment and for this it is not a significant obstacle.  
 
Fig.5.11 shows an optimized control strategy calculated for one real-world vehicle 
driving cycle.  The “globally” optimized control strategy enables the engine always 
to operate in its relatively fuel-efficient region (high-power region for the engine 
being studied) and controls the battery discharge power and battery state-of-charge 
to ensure the battery can capture as much regenerative braking energy as possible. 
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Fig. 5.11: EMS strategy obtained through “global” optimization method described in 
this Section. The type of storage battery here is from Hitachi, with a rated capacity of 
125 kWhr. See the text of Fig. 5.8 for further explanation of the labels listed in the 
Figure. 
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5.4 Results and Discussion 
 
As mentioned in Section 5.3, in this Chapter, several different real-world running 
cycles, for the diesel-electric inter-city rail vehicle HST, have been used.  From these 
driving cycles the corresponding vehicle load and regenerative braking power can be 
calculated. 
 
For evaluation, a total of 35 different vehicle running cycles have been considered, 
which have been obtained from several different train operators in the UK. These 
driving cycles record the operation history for different HST trains, on different 
inter-city routes, driven by different drivers with different signalling conditions. We 
have found they offer a representational operation pattern for the current evaluation 
study.  
 
In this investigation the battery rated capacity is varied from 0 KWHr up to 250 kWhr, 
so that the impaction of the battery capacities can be studied. As mentioned, the 
impact of hybridization on the original diesel electric train’s operation (extra mass 
added due to hybridization) has been ignored (For Hitachi battery modules, the 
additional battery mass accounts for less than 2% of the total mass of the vehicle), 
for high-speed inter-city trains a significant proportion of running resistance is air 
drag.  This is independent of the vehicle mass as long as the aerodynamic properties 
of the vehicles are the same or sufficiently similar. 
 
Based on such simplifications, the load/brake energy calculated using recorded real 
world driving cycles, are assumed to be the same as for the hybrid trains with 
different battery capacities. 
 
A set of different battery capacities are selected, and the dynamic model of the 
battery is modified, as well as the corresponding control constraints.  The 
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corresponding empirical battery management strategy has been developed and 
trained through the method described in Section 5.3.1. Then the corresponding 
energy consumption is calculated for each of the driving cycles. 
 
Fuel consumption was calculated based on the steady engine fuel consumption map 
and models described in Section 5.2.2.  
 
The calculated fuel economy improvement, based on the total energy consumption 
of 35 inter-city loading cycles, with various route, various driving strategies and 
signaling conditions, has been shown in Fig. 5.12.  Despite the EMS used and the 
type of battery storage, the energy benefits show a steady improvement as battery 
capacity increases. The hybridization offers up to ~8% fuel-savings compared with a 
non-hybrid train with comparable configurations, this conclusion is slightly different 
than our previous study [Wen, et al, 2007], mainly because in the previous study, the 
running cycles used for evaluation are artificially defined, and most importantly, in 
our previous study, to maximize the energy efficiency of the system, we proposed an 
new regenerative braking mode: dynamic force braking, whilst in this study, we 
employed real-world vehicle running cycles and realistic regenerative braking modes, 
therefore, the author believe the current research is more representative for 
evaluation of today’s hybrid vehicles, whilst our previous study provided a baseline 
estimation of the maximum potential of hybridization. 
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Fig. 5.12: Fuel consumptions compared with battery rated capacities. In the figure, 
the “HB” means the Hitachi battery model is used whilst “MB” means Tremblay’s 
battery model is considered; “OC” means the EMS is a “global” optimized EMS 
developed in Section 5.3.2 whilst “RB” means the EMS is the trained rule-based EMS 
developed following the method described in Section 5.3.1, the results are calculated 
from driving cycles with various route, control outputs and signaling conditions. 
 
 
Comparing the two energy management strategies, the “opti mal” EMS demonstrates 
roughly 2.5% advantage over the rule-based control strategy in terms of fuel-saving 
compared to the non-hybrid solution.  The advantage seems small especially 
considering the optimal strategy using the loading cycle as a priori. 
 
Possible explanations for this are:  
 
 In this study, the EMS considers only the fuel economy. The inter-city rail vehicles 
predominately operate in a high-power region while today’s diesel engine as well 
as the electrical/mechanical transmission components offer a broad operational 
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region. This is where the energy efficiency remains high and stable (especially 
when the load is relatively high) and the battery being studied has relatively 
weak energy efficiency and relatively high maintenance cost. This combination of 
results in a significantly simplified yet still energy-efficient EMS is achievable 
because one of the key control dimensions that govern the energy “flow” 
between engine and battery can be simplified ( in our proposed EMS: simplified 
to a set of simple rules) without introducing significant impact on the overall 
fuel/energy economy. Therefore, a simple rule-based EMS captures the main 
energy saving factors for this system: Freeing up sufficient battery capacity to 
capture regenerative braking power.  
 
These results are confirmed by our observations, based on a comparison of the 
two EMS. As an example, Fig. 5.13 shows the controls generated by the two EMS, 
over one of the vehicle driving cycles being evaluated. Even though the “global” 
EMS is well scaled, and then trained with SQP-based optimization for 350 
iterations and, the “global” EMS “cheats” by knowing the entire loading cycle a 
priori, the energy consumption difference between the two is still only ~0.5%.  
Despite the differences between the two EMS, they both aim to free enough 
room to capture as much regenerative braking energy as possible. Due to 
knowing the entire loading cycle as  a priori, the “global” EMS is freeing up less 
room for the battery. This allows the battery to operate more efficiently (in 
general, working within medium-high SOC and with relatively low discharging 
current). 
 
 As mentioned before, the optimal strategy developed is based on the KKT 
necessary optimality conditions for local minima.  Therefore unless the system 
itself can satisfy some “convexity” conditions which ensure the solution to be 
globally optimal [Sinha, 2006], in general, the global optimality is not guaranteed. 
For the method we used, the numerical solution itself is sensitive to an initial 
“guess” at the solution which is often non-intuitive.  Therefore it is possible that 
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the strategy we calculated is not strictly optimal in the global sense.  
 
However despite these limitations, the method used to develop the “global” 
optimized EMS is a widely employed method and is accepted as one of the most 
time-efficient for solving general optimization problems for nonlinear problems.  
Even so, it is still time-consuming due to the number of variables and constraints 
involved.  It is therefore found that the results obtained based on this method 
can be roughly considered practical as a lower bound of the fuel/energy 
consumption that could be achieve by a real-time optimal control strategy based 
on the necessary optimality conditions of similar classes21.  At least it is based 
on today’s general computing techniques, although the author does not deny the 
possibility that, with the rapid advance of computing technologies, in the future, 
more sophisticated and computationally intensive optimization methods  
[Bertsekas, 1987, Vinter, 2000] could become feasible for optimization problems 
of this scale. 
 
                                                 
21
 In theory, the numerical method used in developing the “global” optimized EMS may be modified and applied 
to a real-time control framework. The a priori knowledge of the enti re vehicle driving cycle required will then be 
replaced by a  “guess” of the driving cycle, or predictions based on stochastic models. 
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Fig. 5.13: Comparison between the empirical rule-based EMS and the “global” 
optimized EMS on a loading cycle. The storage battery capacity here is 100 kWhr. The 
battery model used is Hitachi’s battery model. See the text of Fig. 5.8 for further 
explanation of the labels listed in the Figure. 
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5.5 Conclusion 
 
In this Chapter, two different EMS have been developed and evaluated for a series 
hybrid inter-city rail vehicle. They are based on real-world driving cycles, taken from 
the energy analysis. A relatively simple rule-based EMS with optimized parameters 
has been found to offer competitive fuel-saving compared with a more 
computationally intensive “global” strategy based on the theory of mathematical 
programming.  This proves the efficiency of the proposed rule-based EMS.  
 
This Chapter also confirms that significant fuel benefits can be achieved by 
hybridization of the inter-city rail vehicles. This is, in general, in line with the 
conclusions from our previous energy simulation study of a different hybrid inter-city 
rail vehicle with different driving cycles and EMS. [Wen, et al, 2007]. 
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Chapter 6: Optimal Control of Hybrid Inter-City Trains 
 
 
In this Chapter, an optimal operational control strategy for hybridized diesel -electric 
inter-city trains is proposed.  The author has divided the complicated problem of 
the optimal operational control of a hybrid train into two sub-problems. The first 
problem is the optimal control of a non-hybrid diesel-electric train with an identical 
train configuration to the hybridized train. The aim is to solve the optimal control 
problem and obtain an optimized train control strategy. The second sub-problem, is, 
based on the optimized train control strategy, calculating the power demand and 
determining the optimized power spilt in order to assign the load to a storage battery 
and engine optimally or sub-optimally. 
 
The method is evaluated by means of case studies. The efficiency of approach is 
demonstrated by comparing it with more computational intensive methods. 
 
6.1 Introduction 
 
Hybrid vehicles are characterized by having more than one type of power source 
installed. Usually, with the configuration of a primary power source (e.g. an ICE 
engine) and a secondary power source such as flywheels, batteries or super 
capacities are used. 
 
In a typical hybrid vehicle configuration, the primary power source provides the 
major source of energy for the vehicle to complete its running cycle.  The secondary 
power source only serves as an energy storage device.  This device captures kinetic 
energy through regenerative braking (usually by means of utilizing electric traction 
motors installed on the vehicle as generators, during braking so that some or all of 
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the kinetic energy, which would otherwise be dissipated as heat, can be recovered).  
Usually, these secondary power sources do not consume energy (e.g. electricity or 
fuel) from external sources, instead, they store the energy converted from the 
vehicle’s own kinetic energy during braking and use it later during the power phase.  
There are however, exceptions, due to the arrival of mode rn energy management 
strategies, in theory, the secondary power source, such as energy storage devices, 
can work as energy buffers, to ensure the overall propulsion system (including all the 
power sources) works in its more energy-efficient state. In these cases, the primary 
power source may charge the energy storage device to achieve high energy efficiency 
in the overall vehicle system.  
 
Modern rail vehicles utilizing electric traction motors supply traction to allow high 
controllability, energy efficiency and improved safety. For these types of specific 
applications, usually the battery is the most practical choice of energy storage device. 
This is due to its high energy density compared with its supercapacitor [Eyer, et al, 
1996, Shukla, et al, 2000] and to its battery storage so that it can supply electric 
energy directly, without the requirement for additional energy converting devices. 
(Modern rail vehicles usually have a large numbers of electric traction motors 
installed not only on power cars, but also on passenger cars to improve controllability 
and energy efficiency. This traction configuration poses a practical challenge to 
employ flywheel systems) [ Private communication with Hitachi, 2006-2007]. 
 
For these reasons, existing hybrid rail vehicles such as those operating in Japan, or 
the hybrid rail vehicles still under evaluation in the UK to replace the current HST 
inter-city rolling stock, all use battery as their energy storage source. Thus in this 
Thesis, the author focus on hybrid rail vehicles equipped with a conventional 
internal combustion engine (ICE) using a battery as the energy storage device. 
 
A vehicle with this configuration is a hybrid electric vehicle (HEV):  
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For such vehicles, there are several existing configurations of their powertrains. 
These configurations usually consist of a primary power source (usually an ICE) with 
an energy storage device as a secondary power source. These are explained below: 
 
Series hybrid 
 
In this configuration, both the energy storage devices (in our case, battery) and ICE 
can supply electric energy to the electric traction motor. The electric traction motor 
is the sole source of traction, as shown in Fig. 6.1. 
 
 
Fig. 6.1: The powertrain topology of a typical series hybrid vehicle. 
 
 
Since all traction power is generated in electric traction motors, there is no additional 
traction device needed. The Engine-Generator sets can be installed on the power cars 
of the rail vehicles only, and the configuration is suitable for vehicles consisting of a 
large number of distributed traction units.  Modern hybrid rail vehicles such as the 
hybrid inter-city rail vehicles currently under development at Hitachi use this 
configuration for the reasons mentioned above. [Private communication with Hitachi, 
2006-2007]. 
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Parallel hybrid 
 
In this configuration, the electric traction motor and the battery are add-ons to the 
vehicle powertrain.  They help the mechanical powertrain during the power phase, 
and receive regenerative energy during the braking phase, as shown in Fig. 6.2. 
 
Fig. 6.2: The powertrain topology of a typical parallel hybrid vehicle. 
 
These configurations are generally used in small HEV vehicles with small numbers of 
traction wheels.  Examples of vehicles in this class are the Honda Insight car [Kelly, 
et al, 2001] and the Honda Hybrid Civic. [Meisel, 2006].  
 
The main advantages of this configuration, compared to the series hybrid 
powertrains, are the absence of generators and possibly smaller size traction motors.  
For rail vehicles with distributed traction units this configuration is not favoured 
because of the associated engineering difficulties of mechanically linking the engines 
to the distributed traction units. 
 
Series-Parallel hybrid 
  
In this configuration, the primary power source (often an ICE) divides its power flows. 
One power flow is supplied to the traction wheels, and the other to the energy 
storage device.  The main purpose of this topology is separating the power 
generated by the primary power source from the power required from the control 
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panel so that a high overall energy-efficiency can be achieved and possibly reduced 
primary power source can be used. The configuration of a powertrain design in this 
class is shown in Fig. 6.3. 
 
Fig. 6.3: The powertrain topology of a typical series-parallel hybrid vehicle. 
 
The main disadvantage of this design is the complexity of the powertrain. This is 
especially an issue for vehicles consisting of a large number of traction units, 
therefore this powertrain topology is un-suitable for modern rail vehicles. 
 
Some of examples of the vehicles in this class are Toyota Pirus, Ford Escape and 
Nissan Tino [Harry, 2003]. 
 
Therefore the most suitable powertrain topology for modern hybrid rail vehicles is 
the series hybrid. This is the powertrain topology chosen by a hybrid inter-city rail 
vehicle currently under development, which aims to replace the current UK HST 
inter-city trains. [Private communication with Hitachi, 2006-2007]. 
 
For these reasons, in this Thesis, the author focuses on hybrid rail vehicles with  
series hybrid powertrains that use a battery as their energy storage devices.  The 
author believes that focusing on this type of configuration could significantly reduce 
the scale of the work, whilst still maintaining a reasonable representation of the 
real-world hybrid rail vehicles. These are relevant today and are likely to be in the 
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foreseeable future. 
 
6.2 The Methods 
 
The main additional challenge to developing an optimal control strategy for a hybrid 
rail vehicle is the extra dimensions of control introduced through hybridizations. 
 
These extra dimensions of control provide more potential for optimization, but also 
introduce more numerical difficulties when solving these problems in a practical way.  
 
For instance, consider the optimal control for a series-hybrid rail vehicle using ICE as 
its primary power source and a battery as its secondary power source, compared to 
its non-hybrid counterpart, there are at least two instead of one control variable that 
needs to be calculated: power supplied by the engine and the power supplied or 
received by the battery.  As a result, there are at least two extra constraints added. 
First there is the state-of-charge of the battery that should not exceed the maximum 
and minimum state-of-charge allowed.  Secondly, there are the constraints that are 
usually the maximum allowed discharge/charge currents for the battery. The 
constraints added to prevent the battery SOC exceed the SOC limits are difficult to 
handle because in general, these constraints should be considered as pure state 
constraints. The presence of these types of constraints, as discussed in earlier 
Chapters, usually introduces significant numerical difficulties for some commonly 
used optimization methods, even without the consideration of the presence of these 
pure state constraints, the additional sets of control variables and constraints 
introduced through hybridizations can significantly increase the difficulties of solving 
the problem within strict time limits. 
 
Therefore, a trade-off between global optimality and computational feasibility must 
be made to ensure the optimization method for the problem under investigation 
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remains practical. 
 
As discussed in Chapter 5, existing optimal control methods for a hybrid electric 
vehicle are usually limited and/or impractical: 
 
1, Many of the existing optimal control methods for hybrid electric vehicles 
need a priori knowledge of the power demand of the vehicle. The power spilt 
ratio is then calculated through optimization methods such as dynamic 
programming [Brahma, et al, 2000, Lin, et al, 2001] and PMP [Delprat, et al, 
2004]. 
 
2, There are some optimal control methods for HEV which do not require a 
priori knowledge of the power demands, and that control the power spilt 
based on rules built upon empirical experiences, [Jalil, et al, 1997, Nomoto, et 
al., 2005, Private communication with Hitachi, 2006-2007], or control the 
power spilt based on power demand predicated on stochastic models. The 
stochastic model itself is developed through some pre-defined running cycles 
for the vehicle studied. [Lin, et al, 2004]. 
 
All these methods are more suitably categorized as an Energy Management Strategy  
(EMS) instead of an optimal driving control strategy. This is because these methods, 
whether applied in the real world control scenario or not, only concentrate on the 
power-spilt dimension of control whilst ignoring the power demand dimension of 
control. 
 
As explained earlier, one of the primary reasons for “ignoring” it is because of the 
significant numerical difficulties when solving a control problem that considers both 
control dimensions for an HEV. 
 
Therefore, simplification must be made to make the problem solvable with today’s 
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computing techniques. 
 
For a series-hybrid rail vehicle, as studied in Chapter 5, one possible simplification 
that can be made is dividing the optimization problem into two stages: 
 
The first stage of optimization  
 
The first stage of optimization treats the hybrid rail vehicle as a single power source 
rail vehicle, and solves the problem using the method discussed in Chapter 4. 
 
Once the solution (power demand trajectory against time or distance) is obtained, 
the second stage of optimization is carried out to determine the power spilt ratio 
against time or distance, depending on the choice of models. 
 
The second stage of optimization 
 
The second layer of optimization determines the optimal power spilt ratio given the 
power demand is known.  The problem is then reduced to an EMS problem and in 
theory many of the methods discussed in Chapter 5 for EMS can be applied to this 
problem. 
 
To ensure an EMS policy can be generated within the time constraints, it is 
recommended that rule-based EMS policies are applied here. 
 
The reasons for this are: 
 
 For series hybrid rail vehicles, the efficiency of the traction motor connected to 
the battery and engine can be, at least roughly, considered un-related to the 
power spilt ratio once a power demand is calculated. 
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This, potentially, significantly simplifies the complexity of an EMS: even if it is 
rule-based and built upon empirical experiences it could still offer very good 
energy efficiency, as shown in Chapter 5. 
 
 A modern ICE installed on the vehicle usually uses an advanced on-broad control 
system to ensure the engine can offer high energy conversion efficiency over a 
wide load range.  This is indeed the case for the engines we studied in this 
Thesis.  For example, the modern German MTU 16V 4000, at its 30% load rate 
can still achieve high energy conversion efficiency: In terms of fuel consumed per 
unit energy (kWhr) generated, it is only ~8% higher than the engine working in 
its most efficient range (load rate: at ~85% of maximum power). [Private 
communication with Hitachi, 2006-2007]. 
 
Meanwhile, in general, the energy storage devices such as the battery are not 
ideal energy storage devices, because there will be energy loss when the battery 
receives or supplies energy. For the battery module used in Hitachi’s next 
generation hybrid inter-city vehicles, the loss is quite significant. In our tests, 
more than 20% of energy is lost during the process when a maximum charge is 
used (The battery with minimum SOC charge to maximum SOC, with maximum 
allowed charging current, then discharge the battery to minimum SOC again, 
with maximum allowed discharge current).  
 
Furthermore, energy storage devices usually have limited lifespans. This is 
especially true of batteries. Commonly used commercial batteries usually only 
have relatively low life cycles [Mitsuyuki, 2003], therefore, for extended battery 
life, usually the battery charge current/SOC is restricted. 
 
As discussed earlier, usually there is very little slack time for the typical running 
cycle of the rail vehicle. Throughout the journey, the engine operates at a high 
load region until braking is applied. These primary calculations, based on the 
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typical operating trains, are shown in Fig. 6.4.  As we can see, the major part of 
the energy is consumed within the high load (usually high energy efficiency) 
region of the engine. 
 
Considering the energy loss during the charging/discharging of the energy 
storage devices, the fuel consumption characters of modern ICEs, and the load 
characters of the typical running cycle for a rail vehicle, using battery as an 
energy buffer, for this specific application, is not significant to the overall fuel 
economy, therefore, it is possible to develop some relatively simple rules to 
governs this dimension of optimization, without significantly reducing overall 
system’s energy-efficiency. 
 
Given such considerations, we expect that a relatively simple rule-based EMS could 
offer comparable energy efficiency compared with these more sophisticated EMS 
developed using complex optimization methods, as discussed in Chapter 5. 
 
In this Chapter, the EMS is developed using the same procedure described in Chapter 
5.  The only difference is the running cycles used to train the parameterized EMS 
should include the power demand trajectory (power against time or distance) 
calculated from the first layer of optimization.  
 
So in summary the overall proposed procedures for developing optimal driving 
control for hybrid rail vehicles are: 
 
Step 1, The process under investigation is discretized, and an accurate and 
differentiable model that closely represents the real process is developed following 
the method described in Chapter 3 and Chapter 4. 
 
Step 2, Treat the hybrid vehicle as a non-hybrid vehicle, and ignore the power spilt. 
Develop an optimal driving control strategy that minimizes the energy consumption  
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(although the cost term could be modified to enable the battery to capture more 
regenerative energy, see also: Appendix D). Follow the same procedure described in 
Chapter 4.  
 
Step 3, Using the methods described in Chapter 4 and Chapter 5, generate 
power-demand cycles that represents the real world loading scenarios, including 
loading scenarios where the trains are controlled optimally. 
 
Step 4, Develop a parameterized EMS, train the EMS following the method described 
in Chapter 5 and use loading cycles calculated in Step 3 as the training cycles. 
 
For any given running scenario, first solve the power demand problem following Step 
2 and then solve the power spilt problem by applying the EMS developed and 
optimized in Step 4. 
 
To demonstrate the benefits of applying this strategy to the control of hybrid rail 
vehicles, these strategies are applied to several hybrid rail vehicles  with 
configurations representing real world rail vehicles. 
 
In order to demonstrate the efficiency of the key simplifications made by dividing the 
original optimal control problem into two sub layers of optimization, the optimality 
of the solutions obtained by our two-layer optimization method is compared with 
solving the optimal control problem as a whole. 
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(a) 
 
(b) 
Fig. 6.4: Engine loading pattern calculated using 122 inter-city daily station-to-station 
running cycles for HST inter-city trains operated by various UK train 
operators.[Private communication with Hitachi, 2006-2007, Private communication 
with train operators, 2007-2010], Here, PN0 represents no traction power demand 
(e.g. vehicle is in coasting or braking mode), PN1-PN5 are Power Notch 1-5, where 
PN5 represents the maximum power output: (a) The Power Notch distribution 
(calculated based on the total time of applying power notch N during all the running 
cycles considered); (b) Corresponding energy consumption, calculated from data 
obtained from industrial sources (power-speed at any given notch, and auxiliary load 
is assumed to be 20 kW per passenger car and is always on. [Private communication 
with Hitachi, 2006-2007, Private communication with train operators, 2007-2010]). 
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6.3 Case studies 
 
In this Section, the proposed optimal control strategies for hybrid trains will be 
applied to two typical hybrid inter-city train studies. One is an inter-city train which 
has similar vehicle configurations to the HST, while the other one has similar 
configurations to HST2 already described in Chapter 4. 
 
6.3.1 The Optimal Control of a Hybrid Rail Vehicle with Similar Configurations to a 
HST Inter-City Train 
 
As discussed in Chapter 4, the HST is an inter-city rail vehicle currently being 
operated by many UK train operators. The train has a top speed of 200 km/hour, and 
has a maximum capacity of 476 passengers. The vehicle is diesel-electric powered 
and all its traction motors are installed on the power cars. 
 
The rail vehicle being studied, besides hybridization, is considered that has identical 
configurations to the HST inter-city train. 
 
General configurations of this hybridized HST train are shown in Table 6.1, for more 
about the configurations of the vehicle, see Section 4.3.1 and 5.2.2. 
 
In this study, the specific train configurations, includes the engine maps, the driver 
panel configurations, the motor, generator and transmission efficiencies and the 
typical vehicle load (kg), are all sourced from the train operators and manufacturers, 
as mentioned in Chapter 4. 
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Table 6.1: Basic configurations of the inter-city train under investigation (HST) 
Train Formation 2 power cars+ 8 passenger cars 
Tare mass: kg 413,850 
Load: kg 13,000 
Engines 2xMTU 16V 4000 R41, rated at 
1680kw/engine 
Brake Friction brake and Regenerative Brake 
Maximum traction effort: kN 160 
Auxiliary load: kW 
Battery Type 
Battery Capacity: kWhr 
20x8 
Li-ion Battery 
25-250 
 
As for the battery installed, two types of battery modules are considered, as 
described in Chapter 5: 
 
Hitachi Battery Model 
 
The first type of battery is developed by Hitachi. The model is based on the battery 
module used as a hybrid application on regional and inter-city rail vehicles and is 
written in the Matlab/Simulink language. The Simulink model is developed based on 
the battery modules developed by Hitachi and is used in 2 types of real world hybrid 
rail vehicles, as described in Chapter 5. The battery model has been validated by 
Hitachi [Emori, et al., 2002, Private communication with Hitachi, 2006-2007]. 
 
Validated Matlab Built-in Battery Model 
 
As described in Chapter 5, for comparison, in this Thesis, we have also considered a 
validated Matlab built-in battery model [Tremblay, et al, 2007] which has served as 
an energy storage device. 
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In this model, the overall rated capacity (kWhr) and nominal voltage of the battery is 
the same as the Hitachi battery. The rest of the parameters  can be calculated based 
on validated model parameters for common Li-ion batteries.  
 
As mentioned in Chapter 5, for extended battery life, we assume the lower and upper 
charging limits for all the batteries studied in this Thesis to be 20% and 60% of the 
rated capacity respectively.  This is 40% of the battery capacity that can be used. See 
Section 5.2.2 for more details about the battery models. 
 
Following the procedure in Chapter 4, a differentiable “black-box” vehicle model is 
then developed to represent the train dynamics: 
 
As shown in Chapters 3 and 4, an improved simulation model is developed for the rail 
vehicle under investigation.  The simulator was then used to generate dense and 
evenly distributed input-output pairs for training a differentiable vehicle model. In 
order to train this model, a total of 500,000 input-output pairs generated by the 
simulation model. Then, customized two-level neural networks have been used to 
approximate the functional relationships between the inputs and the outputs.  
 
These differentiable neural networks developed have been validated, as shown in Fig. 
3.17 and Fig. 4.5.  
 
After this the first layer of optimization can be solved using the procedure discussed 
in Chapter 4. 
 
Then loading cycles are generated using the methods mentioned earlier, based on 
real world running scenarios/cycles. These running scenarios are developed from 
services data obtained from train operators. These data include detailed information 
of the route/time constraints and dwell times required for each station where the  
trains stop. 
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Using these loading cycles, then a parameterized EMS policy described in Chapter 5 
has been developed and trained. The parameters have been trained and improved 
through the use of a genetic algorithm.  The trained EMS is then used to determine 
the specific power spilt from a particular loading cycle at any time during the running 
cycle, based on the load demand.  In our case, the battery’s state-of-charge, the 
current vehicle speed and load demand are the inputs of the EMS, enable the EMS to 
calculate a specific power spilt ratio to assign load to ICE and the storage battery. 
 
Of course, for evaluation proposes, the loading cycles used for evaluation are 
different from the loading cycles used to train the EMS. 
 
At this stage, an optimal driving control strategy for a hybrid rail vehicle under a 
specific running scenario has been developed. 
 
The overall procedure for developing an optimal train operational control strategy for 
a hybrid train is shown in Fig. 6.5. 
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Fig. 6.5: The procedure for developing an optimal train control strategy for a hybrid 
rail vehicle. 
 
Fig. 6.6 and Fig 6.7 below, show the optimal control strategies obtained by the 
described method. As can be seen, despite the type of battery modules installed, the 
battery’s SOC trajectories are relatively similar to each other.  This is mainly due to 
the primary objective of these EMS is to provide enough room for the vehicle to 
capture the energy obtained through the regenerative braking. 
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Fig. 6.6: Optimal control strategies for a hybrid “HST” inter-city train travelling from 
London to Reading. The route length is 58 km, and the scheduled running time for 
this duty cycle is 1560 sec. In the figure, H-Battery is the battery model developed 
and validated by Hitachi. M-Battery is the validated Matlab built-in battery model. 
The batteries have a rated capacity of 100 kWhr. Load demand is the total power 
output (traction power plus auxiliary load). DC is the total battery charge (or 
discharge). Regen is the regenerative power captured by the battery. 
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Fig. 6.7: Optimal control strategies for a hybrid “HST” inter-city train travelling from 
Luton to Leicester. The batteries have a rated capacity of 200 kWhr. The route length 
is 110.5 km, and the running time for this cycle is 2880 sec. See the text of Fig. 6.6 for 
more explanations about the labels listed in the Figure. 
 
6.3.2 The Optimal Control of a Proposed HST2 Hybrid Inter-City Train 
 
From an industrial source, the design parameters of a proposed series-hybrid 
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diesel-electric train which is being considered as replacement for the current HST 
rolling stock in the UK were obtained.  The train is slightly larger in size compared to 
the current HST train, and the engine installed is MTU 16V 4000. 
  
The basic train configurations were shown in the Table 6.2: 
 
Table 6.2: Basic configurations of the inter-city train under investigation (HST2) 
Train Formation 2 power cars+ 8 passenger cars 
Tare mass: kg 447,000 
Load: kg 15,000 
Engines 2xMTU 16V 4000 R41, rated at 
2000kw/engine 
Brake Friction brake 
Maximum traction effort: kN 357 
Auxiliary load: kW 
Battery Type 
Battery Capacity: kWhr 
25x8 
Li-ion Battery 
25-250 
 
The specific train configuration includes the engine maps, the driver panel 
configurations, the typical load, and both the motor and generator efficiencies are 
obtained from the train designer. [Private communication with Hitachi, 2006-2007]. 
 
The train specification is identical to the one described in example 2, given in Chapter 
4. The same neural networks have been used to represent the train dynamics here. 
 
In this example, again, two battery modules are considered, the first one is the 
recommended battery module from the train designer/manufacturer. For 
comparison purposes the battery module based on the Matlab built-in battery model  
[Tremblay, et al, 2007] is also included. 
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The parameterized EMS policy was then trained using the same procedures as for our 
earlier example, in Chapter 5. 
 
Once the EMS has been obtained for any given specific running scenario, the optimal 
control strategy is applied first to generate an “optimized” loading cycle. The EMS 
policy is then applied specifically to determine the power spilt ratio for any given 
time during the cycle. 
 
Fig. 6.8 and Fig. 6.9 show the optimal control strategies obtained for the HST2 hybrid 
train. 
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Fig. 6.8: Optimal control strategies for a hybrid “HST2” inter-city train travelling from 
London to Luton. The route length is 49 km, and the running time for this cycle is 
1500 sec. All batteries here have a rated capacity of 175 kWhr. See the text of Fig. 6.6 
for further explanations of the labels listed in the Figure. 
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Fig. 6.9: Optimal control strategies for a hybrid “HST2” inter-city train travelling from 
York to Darlington. The route length is 71 km, and the scheduled running time for this 
duty cycle is 1740 sec. The batteries have a rated capacity of 50 kWhr. See the text of 
Fig. 6.6 for further explanation of the labels listed in the Figure. 
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6.4 Comparisons and Discussion 
 
Several comparisons will be made in this section.  First, in order to demonstrate the 
efficiency of our methods, a comparison is made between our generated train 
control strategies and those developed by more sophisticated optimization methods.  
Secondly, the impact of battery capacities on the optimal control strategies will be 
discussed and assessed. Finally, the robustness of our optimal control strategies will 
be demonstrated by means of applying them to more realistic running scenarios 
where model-vehicle mismatches occur. 
 
6.4.1 Comparison between Different Optimization Approaches 
As mentioned in Section 6.2, to ensure that the optimal control problem can be 
solved within strict time constraints, the authors have divided the original optimal 
control problem into two sub-problems: 
 
1. Treat the hybrid-train as a non-hybrid train and develop a primary optimal 
control strategy aimed at obtaining the control objectives with minimized 
overall energy consumption. This primary level of problem can be solved 
using the methods described in Chapter 4. 
 
2. For a hybrid rail vehicle, the primary level of solution has to be investigated 
further to determine the power spilt between the primary power source 
(often an ICE), and the secondary power source (often a battery). This 
problem is solved by one or a set of “optimized” rule-based EMS. 
 
Strictly speaking, the solution obtained by this procedure is not, usually optimal. In 
general, there is no guarantee of the degree of the overall “optimality” of the 
solution when the complicated problems are divided into simpler sub-problems and 
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each one is solved “locally”.  However, as has been shown in Chapter 5, due to the 
characters of today’s rail vehicle loading pattern and the characters of today’s ICE and 
electric components, it is possible that our method can still capture the major part of 
the energy-saving whilst significantly reducing the computation load to obtain a 
solution. 
 
To demonstrate this, we picked several different inter-city running cycles for 
investigation, and try to solve the optimal control problem of a running hybrid train 
as a whole (which means, considering the power spilt and power demand problems 
as a whole instead solve them successively as proposed in this Chapter): For each 
running cycle and each rail vehicle configuration, we apply our solutions obtained in 
Section 6.3 and a set of randomly generated feasible control sequences to develop 
initial solutions, then applying NLP to perform the local optimizations: 
 
Similar to the method described in Section 4.3 and Section 6.3, the displacement is 
considered as the control horizon. The total distance is divided into successive 
segments which contain unit length ΔS. 
 
Due to the presence of regenerative braking, the control variables in this 
optimization problem are selected as: the total traction power supplied to 
inverter/motor, P (kW), the braking force, B (kN), the engine-generator-rectifier 
output power P(e) (kW), the obtained regenerative braking power R(kW). Due to 
numerical considerations, the vehicle speed is assumed to be always faster than a 
pre-determined lower vehicle speed bound: vmin, for any practical optimal control 
problems of rail vehicles, this should have little impact on the solution obtained.  
 
Then the equation of motion of the vehicle can be deduced:  
 
1( , , , , ),  1,2,...,k v k k k kv f v P B g k k N                                   (6.1) 
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Where v (m/s) is the vehicle speed, fv is function approximated vehicle dynamic, the 
input is the initial speed, traction power, braking force and track profile of a given 
segment k, the output is the terminal vehicle speed when the vehicle left the kth 
segment. 
 
The running time is given by: 
 
1( , , , ),  1, 2,...,k k k kt T v P g k k N                                        (6.2) 
Where, T is the function approximating the time used for the vehicle to travel 
through the kth segment. 
 
The state-of-charge of the storage battery can be deduced: 
 
1( , ( ) , ),  1, 2,...,k b k k k k kSOC f SOC P e R APS P t k N                      (6.3) 
Where SOC is the state-of-charge of the battery, APS is the auxiliary load, which is 
treated as a constant in this model.  
 
And the additive stage cost can be given by:   
 
( ( ) ) ,  1,2,...,k E k kE F P e t k N                                         (6.4)                              
Where, function FE indicates the specific fuel rate at a given load P(e). 
 
Then the objective function to be minimized is: 
1
( , ) ( ( ) ) ,  1,2,...,
N
total N ini E k k
k
E G SOC SOC F P e t k N

                       (6.5) 
Function G is the terminal cost, SOCini is the initial state-of-charge of the battery. The 
terminal cost G converts the difference between the initial and terminal SOC to a cost 
term, and add it to the overall cost. The initial speed of the vehicle is v0. 
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And besides (6.1) and (6.3), other constraints are: 
 
Control constraints: 
max max0 ,  0 ,  1,2,...,k kP P B B k N                                    (6.6) 
 
State constraints: 
min max ,  1, 2,...,kSOC SOC SOC k N                                   (6.7) 
min 1min( , ),  1,2,...,k k kv v M M k N                                    (6.8) 
N tmv v                                                           (6.9) 
 
Mixed state/control constraints: 
( ) ( ) ( ),  1, 2,...,b k k k k b kD SOC P e R APS P C SOC k N                    (6.10) 
1 1( ) ( ) ( ),  1, 2,...,b k k k k b kD SOC P e R APS P C SOC k N                   (6.11) 
1 ( ),  ( ),  1,2,...,k k k reg k k k k reg kR B v B R B v B k N                        (6.12) 
1( ), ( ),  1, 2,...,k traction k k traction kP T v P T v k N                               (6.13) 
1
N
k S
k
t T

                                                         (6.14) 
Where, Db and Cb define the discharge and charge limit for the battery respectively, 
and ρreg is the regenerative braking efficiency for the vehicle under investigation, 
Ttraction defines the maximum allowed tractive power that can be supplied to the 
inverter/motor set at any given vehicle speed, TS is the scheduled running time for 
the whole journey, vtm is the terminal speed constraint. 
 
The problem contains significantly more constraints and control variables compared 
with the problem in Section 6.3.  This problem is solved using Matlab built-in SQP 
numerical solver and global optimization solver (GA).  Due to the number of 
variables and constraints involved, the Matlab built-in numerical solver takes up to 
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more than a magnitude more time to calculate an iteration compared to calculating 
the simplified problem.  Depending on the scale of the problem, the numerical 
solver also takes significantly more memory storage due to the variables added 
through the extra dimensions of control. 
 
As can be seen from Table 6.3 and Fig. 6.10, despite the difference in controls (e.g: 
load demand and battery charge), battery types, battery capacities, there is little 
difference in the overall fuel/energy consumption between the solution we obtained 
by our method in Section 6.3 and the improved one describe in this section. On 
average, despite of the vehicle configurations, on average, the results only show that 
a ~3.9% improvement can be seen in fuel economy through applying the more 
sophisticated optimization method. Considering the more sophisticated method cost 
significantly more time to compute, therefore these results further justify the key 
trade-off demonstrated in this Chapter: Dividing the original optimization problem 
into two relatively simple sub-problems. 
 
As explained in this Chapter, this is predicted, and our results also further confirm 
and strengthen the initial conclusions defined in Chapter 5. For rail vehicles with 
current components and on typical running cycles, it can seen from these examples 
that the advantage of applying more sophisticated EMS strategies over well-trained 
rule-based EMS is insignificant. 
 
The efficiency of the optimization method used to solve the first sub-problem has 
been demonstrated in Chapter 4.  The efficiency of the EMS developed to solve the 
second sub-problem has been demonstrated in Chapter 5 and in this Chapter.  The 
efficiency of dividing the original optimization problem into two relatively simple 
sub-problems has been demonstrated by this comparison.  Therefore the initial 
conclusions that can be drawn are:  
 
1. The optimization method developed is numerically efficient and suitable 
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using today’s computing techniques. This is especially true when our methods 
are compared with the methods used for solving the optimal control of hybrid 
rail vehicle problems as a whole. This significantly increases the 
computational difficulties. 
 
2. The necessary trade-off made between feasibility and optimality is based 
on the characteristics of modern components installed on rail vehicles 
powertrains and the typical loading pattern for rail vehicles.  In the case 
study, the simplifications made proved only to have an insignificant impact on 
the “optimality” of the solutions. 
 
Table 6.3: Comparison between policy-optimization hybrid methods with full scale 
optimization for HST2 inter-city train 
Battery 
Capacity 
(kWhr) 
100 100 200 200 
Battery Type Hitachi Tremblay Hitachi Tremblay 
Running 
Scenarios 
Fuel saved (Full scale/Policy-based, %) 
1 -1.2% -1.7% -2.2% -1.3% 
2 -2.2% -2.7% -1.7% -1.9% 
3 -6.2% -6.6% -5.2% -4.3% 
4 -5.5% -6.6% -6.9% -9.3% 
5 -0.7% -0.8% -2.4% -3.0% 
6 -0.9% -1.1% -0.8% -2.5% 
7 -6.6% -7.7% -6.3% -9.5% 
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Fig. 6.10: shows an HST2 train travelling from Peterborough to Newark Northgate. 
The battery model used is the Hitachi’s battery model with a rated capacity of 200 
kWhr. The length of the route is 70 km, the running time for this running cycle is 1740 
sec. In this Figure, “Hybrid” indicates that the optimal control strategy is solved by 
the method described in Section 6.3.1, whilst “Full” indicates the method is 
calculated as described in this Section. The difference for the adjusted fuel 
consumption (adjusted for state-of-charge of battery) is less than +/-3%. See the text 
of Fig. 6.6 for further explanation of the labels listed in the Figure. 
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6.4.2 Capacities of Energy Storage Devices and Their Impact on Fuel Economy 
An interesting area worth investigating is when the vehicle has been controlled by 
some optimal control strategy, whether the fuel economy is still sensitive to the 
battery capacity of the hybrid rail vehicle. 
 
Hybridization can be considered as a way to cover the inefficiency of driving control. 
The fuel economy of inefficient driving results in excessive use of braking control. 
This economy can be improved by regenerative braking enabled by hybridizations.  
This is shown in our simulation study [Wen, et al., 2007]. When the train is driven by 
an experienced driver or controlled by some optimized driving strategy, less 
un-necessary braking and thus less regenerative brakes are expected. 
 
However, hybridization also gives more flexibility for the control strategy due to the 
hybridization itself. As a result, more room for optimization is provided. The 
increased battery capacity also means increased instant power for the energy storage 
device which can be taken at any instant time. In general, more energy recovery is 
then enabled by the regenerative braking. 
 
To investigate whether an optimal control strategy can reduce the amount of capacity 
required for a hybrid train to achieve their most energy-efficient/”optimal” fuel 
economy level, the fuel consumption of hybrid vehicles for a set of typical inter-city 
cycles, with different vehicle configurations, different types of battery and different 
(rated) capacities for the battery, were calculated, as shown in Table 6.4. 
 
As can be seen in Table 6.4 and earlier results obtained in Chapter 5, when vehicle 
can be controlled optimally, the fuel economy continues to improve steadily until 
~200 kWhr (rated capacity) is reached.  
 
The initial conclusion from this analysis is: with the typical regenerative braking mode 
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enabled22, optimal control strategies can slightly reduce the “ideal” size (the capacity 
required for the vehicle system to obtain its “optimal” fuel economy level) of the 
energy storage capacity compared with trains driven by non-optimized driving 
strategies.  
 
Table 6.4: Comparison between battery capacity and fuel economy improvements 
compared to non-hybrid trains 
Train Type HST1 HST2 
Battery Type Hitachi Tremblay Hitachi Tremblay 
Battery 
Capacity  
(kWhr) 
 
Fuel Saved (%) 
25 -1.1% -1.2% -2.4% -3.2% 
50 -2.3% -0.9% -4.1% -3.9% 
75 -2.9% -3.1% -4.4% -2.2% 
100 -4.1% -3.8% -4.2% -3.2% 
125 -4.9% -3.4% -5.6% -0.5% 
150 -4.4% -4.6% -5.5% -3.8% 
175 -4.7% -2.7% -5.8% -4.5% 
200 -5.4% -4.6% -5.5% -2.3% 
225 -4.5% -3.2% -6.0% -5.0% 
250 -5.4% -3.7% -4.9% -4.3% 
 
 
 
 
                                                 
22 Al though, when an alternative braking mode (dynamic force braking) proposed in [Wen, et al , 2007] is  enabled, 
the conclusion could have been di fferent, however, this  is beyond the scope of current research. 
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6.4.3 The Robustness of the Optimal Control Strategies Developed: An Initial 
Assessment 
 
To demonstrate the efficiency of our method, a more realistic control scenario is 
considered. 
 
As discussed in Chapter 4, the presence of system uncertainties makes it necessary 
constantly to update the control needed to ensure the control constraints can be 
satisfied and the control objectives can be achieved.  The constant updating of the 
control can also have a negative impact on optimality, especially considering the 
presence of one or more energy storage devices such as a battery.  When our 
control policy is applied to the real-world control scenario, the mismatch between 
the models and the real world dynamics can be significant. 
 
Therefore, similar to the procedure discussed in Chapter 4, instead of considering the 
rail vehicle following some deterministic dynamics, it is considered that there are 
some unknown factors (such as wind speed, wheel-rail contacts, the inaccuracy of 
the sensors) that introduce uncertainties to the rail vehicle dynamics. For such a 
complicated dynamical system, it could be impractical to model these uncertainties, 
for example by trying to apply some stochastic models to this process.  This is 
because: (i) The necessary number of test-samples required to train and validate 
these stochastic models can far exceed the number of observations available. (ii)  
Commonly used stochastic models in the area of control usually demonstrate certain 
“favorable” analytical properties. However, there is little justification to say, these 
special stochastic processes represent the uncertainties shown in the general rail 
vehicle dynamical systems well. This is especially the case when considering that the 
cause of the uncertainties is multi-sourced, and tends to vary from vehicle to vehicle. 
(iii) Besides certain well known stochastic processes that exhibit favorable analytical 
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properties, there are no numerical-efficient ways to develop optimal control 
strategies for processes that exhibit stochastic characteristics.  As mentioned earlier, 
with today’s computing hardware, developing optimal control strategies for even 
nonlinear deterministic dynamical systems can be challenging.  
 
Due to these theoretical and practical constraints, this research is not aiming to solve 
the optimal control problems taking into account the presence of system 
uncertainties. Rather, it is showing how, even with the presence of system 
uncertainties, our method using deterministic models can still offer good 
fuel-economy. 
 
To demonstrate this, similar to our approach described in Chapter 4, recorded 
running cycles have been selected where the system uncertainties are treated as 
unknown running resistance.  This unknown running resistance was estimated using 
the method described in Chapter 4. 
 
By doing this, the efficiency of the optimal control strategy developed under more 
realistic conditions can be evaluated, without having to make any assumptions of 
exactly what kind of uncertainties such trains would encounter. Rather, the running 
resistance scenarios, calculated from recorded running cycles, can be considered as 
realizations that generated by some unknown stochastic process. 
 
Then a closed-loop control was applied (see also: Section 4.4.2).    
 
We consider 5 station-to-station running cycles for this evaluation study, within each 
station-to-station running cycle, the distance has been discretized evenly into up to 
~200 decision stages depending on the length of the distance.  At the beginning of 
each decision stage, based on the vehicle’s current state/time (speed, distance, 
running time, battery state-of-charge), a control sequence has been calculated using 
the methods discussed in this Chapter. The “train” is then controlled by the method 
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described in Section 4.4.2. 
 
Fig. 6.11 shows one example of the closed-loop control sequence which has been 
calculated based on non-deterministic vehicle dynamics (see also: Appendix C). 
 
Table 6.5 shows the adjusted fuel consumption for a set of 5 typical inter-city running 
cycles, using the method described in Chapter 4. With the presence of system 
uncertainties, on average, the fuel economy of the vehicle has been reduced.  The 
fuel consumptions, however, for the train under this realistic running scenario (thus 
model-plant mismatch is presenting, due to the presence of system uncertainties) are 
still considerably less than the fuel consumptions of the non-hybrid vehicles, under 
similar running scenarios with comparable configurations, just without 
“hybridization”.  The fuel economy is still significantly better (~25%) than figures 
obtained from the train operators for trains operating on the same routes, again, 
with comparable train configurations just without hybridization [Private 
communication with Hitachi, 2006-2007, Private communication with train 
operators].  Furthermore, as has been observed, the advantage (demonstrated over 
non-hybrid vehicles) of hybrid vehicles being controlled by our control strategy, has 
not been reduced with the presence of the system uncertainties. 
 
It can be seen that the optimal control strategy developed for hybrid rail vehicles 
improves the fuel economy of the running train even with the presence of system 
uncertainties. 
 
Whether, with or without the consideration of the uncertainties, the hybrid vehicle 
using a 100kWhr battery capacity shows around 5%-10% better fuel economy 
compared to the non-hybrid train being controlled by the respective optimal driving 
strategies developed in this Thesis. 
241 
 
 
Fig. 6.11: A running cycle of the HST inter-city train. The distinctive difference 
between an optimal control strategy based on deterministic vehicle dynamic model 
(labeled “Open-Loop” in the figure) and stochastic vehicle dynamic model (labeled 
“Closed-loop” in the figure) can be found. Due to the presence of uncertainties, the 
fuel consumption has increased compared with the deterministic case. In this Figure, 
the vehicle under consideration is a hybridized HST inter-city train. It is equipped with 
a Hitachi battery module of rated capacity of 100 kWhr. See the text of Fig. 6.6 for 
further explanation of the labels listed in the Figure. 
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Table 6.5: A comparison of the fuel economy of optimal hybrid train (battery 
capacity: 100 kWhr) operations with deterministic vehicle dynamics and with 
stochastic vehicle dynamics (closed-loop control) 
Train 
Type 
Non-Hybrid Hybrid Hybrid 
Battery 
Type 
N/A Hitachi Tremblay Hitachi Tremblay 
Control Open-loop Closed-loop Open-loop Closed-loop 
Running 
Scenarios 
Fuel Consumption (L/km) 
1 3.07 2.91 2.93 2.94 2.74 2.75 
2 3.04 3.06 2.96 2.97 2.97 2.99 
3 2.69 2.50 2.39 2.37 2.18 2.16 
4 2.09 2.08 1.61 1.62 1.80 1.81 
5 1.93 2.86 1.92 1.89 2.75 2.75 
 
6.5 Conclusion 
 
In this Chapter, a hybrid optimal control strategy for a general series -hybrid rail 
vehicle system has been proposed.  The strategy divided the optimal control of 
hybrid trains into two relatively simple sub-problems, solving each sub-problem 
“locally”. 
 
The method has been applied to two different configurations of inter-city trains. The 
case studies show the method can offer good fuel-economy even with system 
uncertainties commonly encountered in the real world rail vehicles. 
 
243 
 
In this Chapter and Chapter 5, using examples, we can also find that although optimal 
control strategies do have an impact on the amount of energy saved with 
hybridization, there is still potential to save more energy through hybridization, even 
when the train is operated “optimally”. Therefore hybridization and the optimal 
control strategy are not interchangeable.  To achieve high fuel economy, it is 
recommended they are combined.  
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Chapter 7: Conclusion 
 
In this Thesis, a hybrid optimization method, combining global optimization 
techniques with local optimization methods, has been developed to solve the 
optimal operational control problems for diesel-electric inter-city rail vehicles. Due to 
its quasi-global optimality properties this method has been shown to have significant 
potential in solving the optimal control problems under investigation with minimal 
additional computational cost, compared to other, more conventional optimization 
methods. 
 
The proposed methods are further developed to solve the more complicated control 
problems of energy-efficient control for hybridized diesel-electric rail vehicles.  Due 
to its complexity, the optimal control problem has been divided into two 
sub-problems which have been solved successively. The benefits have been 
demonstrated by examples. 
 
In this Thesis, the proposed optimization method is suitable for developing advanced 
control algorithms where the train is automatically controlled by a high-performance 
digital computer.  Alternatively, the method can also be used to develop medium to 
low frequency train control strategies for both driver advisory systems or for driver 
training sessions. 
 
The main contributions made in this Thesis will be briefly reviewed in Section 7.1. 
 
The proposed method has been validated in several ways: it has demonstrated its 
potential benefits under more realistic conditions.  This evidence will be reviewed 
and discussed in Section 7.2. 
 
The current research also enables several areas which have potential for further 
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investigations to be identified; these will be discussed in Section 7.3. 
 
7.1 Main Contributions of the Thesis 
 
The main contribution made in this Thesis is that the author has proposed a hybrid 
optimization method and then applies such a method to develop improved 
energy-efficient driving strategies for various types of rail vehicles: 
 
 The main method: 
 
In this Thesis, to overcome the practical difficulties of solving nonlinear, 
nonconvex optimization problems, the author proposed a hybrid optimization 
method in combination with a policy-based global optimization method with 
gradient-based local search method. Throughout this Thesis, such a combination 
has been studied and the benefits of such an approach for complicated optimal 
train operation problems have been quantitatively evaluated. 
 
The main contributions made here are, first: the author introduced hybrid 
optimization approach to the area of “optimal” train operational control, 
secondly, instead of applying global optimization method directly, for improved 
numerical efficiency, the author developed policy-based quasi-global train 
operational control strategies to compute initial solutions/conditions for the 
local search layer of optimization, by doing so, energy-efficiency train operational 
control strategies can be computed within minimum additional computational 
costs compared to using a local search alone with significantly improved degree 
of optimality of the solutions can be located. 
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 Vehicle Modelling: 
 
In this Thesis, in order to solve complicated train operational control problems 
within strict time-constraints, using accurate yet numerically efficient vehicle 
model to represent the practical system under investigation is essential. The 
author has developed a “grey-box” to “black-box” approach to model the vehicle. 
The approach has successfully developed train dynamic models with acceptable 
accuracy, and offers significant computational advantage over models based on 
numerical integral or finite difference approximations.  
 
 The train control strategies: 
 
Energy-efficient train operation strategies for Diesel-electric inter-city trains 
In this Thesis, based on the proposed hybrid optimization method, the author 
developed energy-efficient train operational control methods for Diesel-electric 
inter-city trains, and through means of cases studies, has demonstrated 
significant numerical advantages over energy-efficient train operational control 
strategies developed from more conventional optimization methods, this has 
been demonstrated and discussed in Chapter 4. 
 
A rule-based EMS for Hybrid inter-city trains 
In Chapter 5, the author also proposed a systematic approach to develop 
rule-based EMS for hybrid trains, the approach first proposed a parameterized 
EMS structure, then, based on vehicle configuration analysis and loading 
patterns derived from recorded running cycles of inter-city trains, the parameters 
for the EMS have been determined by global optimization methods, the 
efficiency of such approach has been demonstrated through means of 
comparisons of the fuel economies achieved through EMS developed based on 
the proposed method with these developed from computational-intensive 
mathematical programming techniques.  
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Energy-efficient train operation strategies for Hybrid inter-city trains 
In this Thesis, to overcome the numerical difficulties facing developing 
energy-efficient train operational control strategies for hybrid trains due to the 
extra control dimension introduced through hybridization, based on the loading 
pattern analysis and vehicle configuration analysis, the author proposed a 
two-level optimization method, where divided the original, complicate 
optimization problems into two simplified sub-problems, and solve each 
successively, through the approaches developed in Chapter 4 and Chapter 5. 
Through case studies, the proposed method has demonstrated significant 
improvement in computational efficiency at the expense of only minor loss in 
the degree of optimality of the solutions, compared to more sophisticated 
numerical approaches, this has been discussed in Chapter 6. 
 
 
7.2 Initial Assessment of the Optimal Train Operational Control 
Strategies 
 
In order to evaluate the potential benefits of the optimization method developed in 
this Thesis, several different types of rail vehicle models, based on measurements 
obtained from a variety of industrial sources, have been developed. The energy 
consumption has been calculated by creating and applying the proposed algorithm to 
real-world inter-city running cycles.  Our optimization method has demonstrated 
that it is suitable for solving optimal control problems with a long control horizon of 
more than 100 stages, therefore this method is suitable for solving optimal control 
problems for typical inter-city running cycles. 
 
To conduct a more accurate evaluation, an investigation into the optimal control of 
the running train under realistic conditions has been undertaken.  In this process 
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the system uncertainties are presented and these introduce stochastic characters 
into the dynamical system.  We then applied our method in a closed-loop manner 
to evaluate potential energy-savings due to our strategy under these conditions.  
From our initial investigations, it has been found that even with the presence of 
system uncertainties which are difficult to model, our deterministic-model optimal 
driving control strategies are still capable of achieving good energy-saving 
performances. This initial result has many practical meanings because (i) in the real 
world, system uncertainties in the dynamical system are very difficult or even 
unfeasible to model and are likely to vary from system to system (ii) developing an 
optimal control policy for a complicated stochastic dynamical system would be, in 
general, either unfeasible or very computationally intensive.  This would make it  
impractical.  Our initial investigation indicates that our optimization method based 
on a deterministic model can bring good fuel efficiency to more realistic running 
scenarios. It also brings some practical justification for ignoring the uncertainties 
presented in the dynamical system. 
 
The benefits of the optimal control strategy developed have been shown in Chapter 4 
and Chapter 6.  As can be seen, despite the type of vehicle, the different running 
scenarios, and the configuration of the vehicle, the method developed in this Thesis 
has proven to improve the fuel-economy of the inter-city rail vehicles significantly. 
 
Meanwhile, Future Railway Research Centre (FRRC) at Imperial College London, 
together with a UK inter-city train operator, have also conducted operational tests to 
evaluate the potential fuel benefits of applying optimized train control strategies. 
 
As discussed in Chapter 4, through applying low-frequency train control strategies 
developed based on simulation models described in Chapter 4 in real time, the 
industrial sources report significant improvement of fuel economy for a running train 
compared to operating the trains following typical UK train driver’s practices. 
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Based on the running test, the author is optimistic about the potential of 
improvement in fuel economy of a running train through applying advanced 
energy-efficient train operational control strategies studied in this Thesis. 
 
7.3 Future Research 
 
In this Thesis, the author introduced the hybrid optimisation approach into the 
complicated optimal control problem of developing energy-efficient driving strategies 
for a running train. The research now reported should be viewed as an initial 
investigation to an area of research which has significant potential for further 
investigation. Due to the limitations and the scope of the current research, there are 
many possible extensions:  
 
(1) As mentioned in Section 7.2, the initial evaluation of the train 
operational control strategies developed is positive. The next step is to develop a 
digital-computer controlled train operational control device or driver-advisory 
system. This would use high frequency train control strategies based on the 
methods developed in this Thesis to control the train in real time. 
 
(2) An optimal driving control strategy has been developed in this Thesis, 
aimed mainly at solving the complicated optimal control problems for 
energy-efficient driving of diesel-electric (including hybridized) inter-city rail 
vehicles.  As explained in the earlier Chapters, the method can be applied to a 
wider range of rail vehicles with only minor modifications. This further 
development would be an interesting extension to this work.  
 
(3) In this Thesis, our method is built around deterministic vehicle models. 
The stochastic characters, caused by various system disturbances in the 
dynamical system of a running rail vehicle system have been ignored. Initial 
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investigations indicate that even the vastly simplified train control method can 
bring significant improvement in the fuel economy of a running train; this 
provides some practical justification for such simplification. However, due to the 
rapid development of computing hardware, in the future, there could be some 
potential ways to address the stochastic characters present in the dynamical 
system of a running train.  This is an area that needs further investigation. 
Indeed, there are several methods that have shown potential for addressing the 
present system uncertainties [Michalska and Mayne, 1993, Puterman, 1994, 
Bertsekas and Tsitsiklis, 1996, Sutton and Barto, 1998, Bertsekas, 2005, Valenti, 
2007]: 
 
Stochastic optimal control strategies 
Instead of developing deterministic vehicle models , developing energy-efficient 
train operational control strategies based on stochastic optimizations  techniques, 
where, the dynamics of the vehicle system is represented by suitable stochastic 
models.  
 
The main obstacles facing this approach are, as explained in Chapter 4 and 
Chapter 6, the practical difficulties in developing and validating such stochastic 
models and the theoretical and practical difficulties in developing an optimized 
control strategy for a general stochastic dynamical system. However, the author 
would not deny, especially considering the rapid advancement of the theory and 
approaches in the area of stochastic optimal control and the rapid advancement 
of computing techniques, there could be some possible ways, including possible 
simplifications about the system under investigations, which may lead to develop 
such stochastic train control strategies with improved degree of optimality within 
a practical scale. Thus, this is an area worthy further investigations. 
 
Robust control policies/strategies 
An alternative way to address the model-plant mismatches is first try to construct 
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worst case scenarios for a given running scenario, then develop energy-efficient 
control strategies that not only minimize some performance index such as fuel or 
energy consumption for the trains to complete the given running scenario but 
also ensure such strategies developed should satisfy some additional constraints 
developed from these “worst cases”. For example, if the train’s velocity should 
not be faster than some speed constraints, with the proposed the strategies, 
under even the worst case scenario when the model-plant mismatch is at its 
“maximum”. With the running-test conducted by train operators discussed in 
Chapter 4, the author suggest following this procedure: first developing robust 
train operational control strategy for any particular running scenario through this 
proposed approach, then applying such strategy in real time, with the aid of 
some real-time control method. The author believes this would be the most 
practical option available to address the model-plant mismatches for the train 
control problems under investigation, although, to prove this, it should take 
significant amount of quantitative studies as well as detailed theoretical analysis.  
 
Also, whether the local search layer is necessary for closed-loop control when 
model-plant mismatch is significant? If not, whether robust train operational 
control policies, which could be developed from construct worst case scenarios, 
can offer significant improvement for the cases where model-plant mismatch is 
significant compared to the control policies developed from deterministic models? 
This again, is believed to be a promising area for further study.  
 
Adaptive controller 
Another way to address the model-plant mismatches is to develop an adaptive 
controller: for instance, where the train is either modeled through some 
deterministic or stochastic models, where its  model parameters are subject to 
“improvement” determined by the feedbacks of the system. Although the author 
tends to believe there will be many theoretical and practical difficulties in 
applying an adaptive controller to the complicated problem of “optimally” 
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controlling of an running train, this is, nevertheless, an area need further 
investigations. 
 
(4)        In this Thesis, the author’s main focus is on the numerical approaches 
which are suitable for developing energy-efficient train control strategies. The 
implantation layer, where the proposed approaches are applied in real-time 
control environments, is only briefly discussed. In the examples given in Chapter 
4 and Chapter 6, the author simply solves the optimal control problems 
repeatedly as the train moves along the railroad. The results can only serve as an 
approximated fuel/energy consumption lower bound for the closed-loop control 
environment. In practice, to improve computational efficiency, as explained in 
earlier Chapters, typically the optimization problem should be solved with 
methods involve value function approximations. Based on the unpublished 
primarily investigation conducted by the author, it was found, for the specific 
optimal control problems under investigation, performance/”optimality” of the 
control sequence obtained varies significantly between different value-function 
approximation methods (including the choices of the parameters of the 
approximation methods). The choice of the approximation approaches and the 
parameters of such method play a critical role in determining the performance of 
the closed-loop optimal control strategies. 
 
However, in the area of energy-efficient control of running trainings, there is little 
research in the literature addressing this very important practical problem, the 
author believe this is an area which is in great need of further investigation. 
 
(5)        In this Thesis, the author has proposed a grey-box to black-box modelling 
procedure to develop accurate and numerically efficient models for trains . For 
the cases studied, the proposed method demonstrates its significant numerical 
advantages over more computational intensive methods.  However, the author 
must emphasize, training such models can be time-consuming, whether there is 
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some potential ways to improve this time-consuming modelling procedure, and 
whether such modelling procedures still remain practical when the dynamical 
systems are more complicated than these studied in the limited case studies are 
two questions requiring further investigation. 
 
(6)        In this Thesis, the author proposed a hybrid optimization method to 
solve the complicated nonconvex problem of energy-efficient driving operational 
control for a running train. Through quantitative studies, the author has shown 
the numerical efficiency of the proposed method for the particular problem 
under investigation. The importance of the initial solutions to the local search 
methods is emphasized. The proposed method is promising in solving 
complicated nonconvex optimisation problems for the specific control problems 
under investigations, whether this method is suitable for more general 
optimization problems is an open question, and a systematic way of studying 
optimisation methods of such class, for more general, non-trivial optimization 
problems should be an interesting area of research. 
 
The developments presented above could be extended further although they require 
significant measurement of data, as well as further analysis, investment and in order 
to be rooted in practice, significant co-operation with industry. 
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Appendix A: Some Details about the Vehicle Models 
Developed 
 
 
Customized Neural Networks 
 
For the cases studied in this Thesis, the approximation accuracy of universal neural 
networks can be relatively low when vehicle velocity is low. However, the 
approximation accuracy can be improved: 
 
As mentioned, Franke and his colleagues (see Section 2.4.3) proposed a set of 
simplifications about the vehicle model, the key simplification they made is reducing 
the running resistance R of the vehicle at vehicle speed v, into the following form: 
 
2( )R v a bv   
 
In their model, traction force is also treated as a constant. 
 
With such simplifications, an analytical solution for the differential equation 
governed the longitudinal motion of a typical train, can be obtained, as given in 
Section 2.4.3. 
 
In practice, there are two main sources of error introduced by their model:  
 
(1) For the cases studied in this Thesis, this proposed running resistance model gives 
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rather poor approximation of the real-world running resistance for the trains, the 
model-plant mismatch is significant for the intercity trains we studied. 
 
(2) In general, the maximum traction, for diesel-electric trains, is not constant; 
typically, it should be a function of vehicle velocity. Therefore such approximation 
could either lead to estimation errors or reduce the “optimality” of the solutions 
obtained based on their simplified vehicle models. 
 
However 
 
 If we only use the running resistance model to approximate vehicle running 
resistance at low speed, then good approximation can be obtained. 
 
 Also, considering usually maximum traction for trains at low speed can be 
approximated by a constant value with good accuracy, thus, the problem (2) 
eliminated automatically if we only use this model structure to approximate the 
vehicle dynamics at low velocity.  
 
Thus, we can combine a universal neural network structure with the proposed model 
to develop very accurate and numerically-efficient approximation models: 
 
When the vehicle velocity is low, we using the proposed model to approximate the 
vehicle dynamics; when the vehicle velocity is relatively high, we use the universal 
neural network to approximate the vehicle dynamics. To do this, we need a 
“switcher” function, and an apparent candidate of such “switcher” function is the 
sigmoid function. 
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Finite Difference Method 
 
For a typical running train, when vehicle displacement is chosen as the independent 
variable and vehicle velocity is treated as the dependant variable, then the 
differential equation governs vehicle motion is quite stiff, hence, to improve the 
approximation accuracy, we estimate the vehicle velocity through finite difference 
method where treating the kinetic energy of the vehicle as the dependant variable, 
then, we can obtain:  
 
0 0 0
2
0
( ) ( ) ( )
2
F B
t
T u F v u B R v g S
T S
v v
M
   

 
 
 
Where, M (ton) is the effective mass of the train, R (kN) is the resistance 
approximated by a function of velocity, g (kN) is the resistance induced by track 
profile, uf and ub are control variables take value between 0 and 1, F (kN) is the 
maximum traction, which is a function of vehicle velocity, B (kN) is the maximum 
braking force, T (kN) is the total traction, S (m) is the displacement, v0 and vt (m/s) 
are the initial and terminal vehicle speed whilst S0 is the initial position of the train. 
 
In our case, S is chosen to be around 10 m, this kind of approximation can gives 
very high accuracy, comparable to the accuracy achieved by a customized ANN model, 
however the computational costs for such approximation is significantly higher (for 
the optimal control problems under investigations) than these approximation models 
developed based on customized ANN models, this is based on computing 
experiments conducted on Matlab. 
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Appendix B: Profiles of the Routes for the Scenarios Studied 
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Appendix C: Non-Deterministic Running Resistance 
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Appendix D: Modified Energy/Fuel Consumption 
 
For hybrid trains (see Chapter 6), due to the charging cap for the storage battery, to 
enable the storage battery capture more regenerative braking energy, in general, low 
brake force is preferred, to allow the numerical solver to search for solutions where 
lower braking force is preferred instead of the combination of coasting and higher 
braking force, an additional cost term could be added to the total cost  (in this case 
given: fuel consumption) for the objective function to account for the “regenerative 
loss”, that is: 
 
   ( ) max 0, ( , , )b cr t u g b v v f t                                            
 
Where: r is the regenerative loss at time index t, ub is the braking force, v is the 
current vehicle velocity at time index t, g is the function that estimate the maximum 
possible braking force that the storage battery can capture given the battery capacity 
is known, b is the capacity of the storage battery,   is the approximated 
regenerative efficiency.   is the (constant) estimated regenerative capture rate, the 
value of it should belong to [0,1], the higher the value of this rate, the higher the 
“penalty”/cost to apply high value braking force when vehicle velocity is high, this 
rate is determined empirically, in this Thesis, the value of it is chosen to be ~0.6. fc is 
an approximated constant cost term, which convert overall energy loss (considered 
efficiency of the entire regenerative brake system) into fuel consumption. t is the 
duration of the time index t. 
 
 
 
 
