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Abstract
Let M be an o–minimal expansion of a real closed field. Let G be
a definably compact definably connected abelian n–dimensional group
definable in M. We show the following: the o–minimal fundamental
group of G is isomorphic to Zn; for each k > 0, the k–torsion subgroup
of G is isomorphic to (Z/kZ)n, and the o–minimal cohomology alge-
bra over Q of G is isomorphic to the exterior algebra over Q with n
generators of degree one.
1 Introduction
We work over an o–minimal expansion M of a real closed field, and by defi-
nable we mean definable (with parameters) in M. As it is known o–minimal
structures are generalitations of semialgebraic and subanalytic structures.
We are specially interested in definable groups, that is, groups for which
both the set and the graph of the group operation are definable. The starting
point in the study of definable groups is the work of Pillay in [11], where he
proved that such a group is a topological group equipped with a definable
manifold structure. Because we are working over an expansion of a real
closed field we can suppose that the topology in the group is induced by
that of the ambient space (see Robson’s Theorem in van den Dries [6] p.159,
noting that a topological group is a regular space), and so in this paper
by definable manifold we mean an affine definable manifold. Peterzil and
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Steinhorn introduce in [10] the concept of definably compact (o–minimal
analogue to the semialgebraic complete, see Delfs and Knebusch [4]), and
they prove that definably compact is equivalent to closed and bounded, when
the topology is induced by that of the ambient space. The main result of
this paper concerns definably compact definably connected abelian definable
groups. By the results in [11] definable groups resemble real Lie groups, so
the definable groups we are concern with should resemble tori. However in
[10] an example is given of such a group without infinite definable proper
subgroups. Actually, in the o–minimal context, even in the semialgebraic
one, we do not have a classification theorem of definably compact definably
connected abelian definable groups as we have in the Lie case (see Peterzil
and Starchenko [9] for more results on abelian definable groups). Here we
show that such a definable group has the o–minimal topology of a torus in
the following sense:
Theorem 1.1 (Structure Theorem) Let G be a definably compact defin-
ably connected abelian definable group of dimension n. Then,
(a) the o–minimal fundamental group of G is isomorphic to Zn;
(b) for each k > 0, the k–torsion subgroup of G is isomorphic to (Z/kZ)n,
and
(c) the o–minimal cohomology algebra over Q of G is isomorphic to the
exterior algebra over Q with n generators of degree one.
For the definition of o–minimal fundamental group see Section 2. There,
we also introduce definable covering maps and their groups of definable
covering transformations and prove their basic properties. We then apply
these results to definable groups getting a sufficient condition for a map
to be a definable covering map (Proposition 2.11). We end the section by
proving, for definably connected abelian definable groups, the existence of
some s ≥ 0 satifying (a) and (b) of the Structure Theorem with s instead of
n (Theorem 2.1).
In Section 3 we first consider o–minimal homology studied by Woerheide in
[13] (see also Edmundo and Woerheide [7]), and we adapt a proof of the
Eilenberg–Zilber Theorem to the o–minimal context (Proposition 3.2). Af-
ter defining o–minimal cohomology with coefficients in Q we can then prove
an o–minimal version of the Ku¨nneth Formula for cohomology (Corollary
3.3). With these tools at hand we can follow the classical proofs and equip
the cohomology graded Q–vector space of a definable set with a structure
of graded Q–algebra in a functorial way (Theorem 3.4). When our defin-
able set is a definably connected definable group the o–minimal cohomology
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Q-algebra becomes, in analogy with the Lie case, a free commutative al-
gebra over Q with odd degree generators, i.e., an exterior algebra over Q
(Corollaries 3.5 and 3.6).
In Section 4 we consider definable manifolds and use the existence of the
o–minimal fundamental class of an orientable definable manifold, proved by
Beraducci and Otero in [2], to define the degree of a definable map between
oriented definable manifolds of the same dimension and with the target
manifold definably compact. We then prove properties of degree of the
relevant maps which will be specially useful later for the definable groups
we are interested on (Proposition 4.6).
Finally in Section 5 we first prove an o–minimal version of Poincare´–Hurewitz
Theorem (Theorem 5.1) and then we apply the previous results to prove the
Structure Theorem.
Implicitly, we work over the o–minimal site, which is the analogue of the
semialgebraic site (see [4]), but we shall not mention it. For definitions and
basic results on o–minimal structures we refer to [6]. To simplify notation we
have include superscript def only in the definitions of the definable category,
the philosophy is that each functor applies to the corresponding category.
Some of the proofs are easy adaptations of classical proofs to the definable
category, even if we state so in each relevant case, we have tried to include
most of them to make the paper more readable.
2 Definable covering maps
Given a definable set X and x0 ∈ X, the o–minimal fundamental group
pidef(X,x0) is defined in the usual way except that we use definable paths and
definable homotopies. Berarducci and Otero prove in [1] that pidef(X,x0) is a
finitely presented group. If f :X → Y is a definable continuous map between
definable sets with f(x0) = y0 then the induced map f
pi:pidef(X,x0) →
pidef(Y, y0): [σ] 7→ f
pi([σ]) = [fσ] is a group homomorphism and we have the
usual functorial properties (see definition 2.1 in [1]). We note that if X is
definably connected then pidef(X,x0) ∼= pi
def(X,x1) for any x0, x1 ∈ X, in this
case we write pidef(X) instead of pidef(X,x0). Note also that the o–minimal
fundamental group is invariant under elementary extensions (see proofs of
Theorem 1.1 and Corollary in [1]).
We shall omit the superscript “def”.
The aim of this section is to introduce the notion of definable covering map
and prove the following.
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Theorem 2.1 Let G be a definably connected abelian definable group. Then
there is an s ∈ N such that
(a) the o–minimal fundamental group pi(G) of G is isomorphic to Zs, and
(b) the k–torsion subgroup of G is isomorphic to (Z/kZ)s, for each k > 0.
We begin with three lemmas which follow from the definition of o–minimal
fundamental group exactly as in the classical case.
Lemma 2.2 Let X and Y be definable sets and let x0 ∈ X and y0 ∈ Y .
Then, θ:pi(X,x0) × pi(Y ; y0) → pi(X × Y, (x0, y0)): ([γ], [δ]) 7→ θ([γ], [δ]) =
[(γ, δ)] is a group isomorphism.
Proof. The inverse of θ is (qpi1 , q
pi
2 ): [ρ] 7→ (q
pi
1 [ρ], q
pi
2 [ρ]), where q1 and q2 are
the projections onto X and Y , respectively. 
Lemma 2.3 Let G be a definable group and let 1 denote its neutral element.
Then pi(G, 1) is an abelian group.
Proof. Let k1 be the constant loop at 1, and let e = [k1]. Let m:G ×
G → G be the multiplication in G. By definition of θ (above), we have
[γ] = mpiθ(e, [γ]) = mpiθ([γ], e), for every [γ] ∈ pi(G, 1). Hence, for any
[γ], [δ] ∈ pi(G, 1), [γ] · [δ] = mpiθ([γ], e) ·mpiθ(e, [δ]) = mpiθ(([γ], e) · (e, [δ])) =
mpiθ([γ], [δ]) = mpiθ((e, [δ]) · ([γ], e)) = [δ] · [γ]. 
Lemma 2.4 Let G be a definable group. For each k > 0, consider the
continuous definable map pk:G → G: a 7→ a
k, for each a ∈ G. Then,
(pk)
pi:pi(G, 1) → pi(G, 1) takes [γ] to [γ]k, for each [γ] ∈ pi(G, 1).
Proof. By induction over k. Let m denote the multiplication in G. Then
(pk+1)
pi([γ]) = (m ◦ (idG, pk))
pi([γ]) = mpi([(γ, pk ◦ γ)]). By Lemma 2.2 and
induction hypothesis, mpi([(γ, pk ◦ γ)]) = m
piθ([γ], [γ]k). By the proof of
Lemma 2.3, mpiθ([γ], [γ]k) = [γ] · [γ]k = [γ]k+1. 
The next step is to adapt the concept of covering map to the definable
context and prove both the path lifting and the homotopy lifting properties
of covering maps in the o–minimal context. The classical proofs of these
properties cannot be applied because they make use of the Lebesgue number
which it is not available in the o–minimal setting.
A definably continuous map p:Y → X between definably connected defin-
able sets is a definable covering map if p is onto and there is a finite family
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{Ul: l ∈ L} of definably connected open definable subsets of X such that
X =
⋃
l∈LUl, and for each l ∈ L and for each definably connected compo-
nent V of p−1(Ul), the map p|V :V → Ul is a definable homeomorphism.
Let p:Y → X be a definable covering map and let Z be a definable set
and f :Z → X a definable continuous map. A definable continuous map
f˜ :Z → Y satisfying pf˜ = f is called a lifting of f . Note that both properties
are preserved under elementary extensions.
As in the classical case we obtain the following useful lemma.
Lemma 2.5 (Unicity of liftings) Let p:Y → X be a definable covering map.
Let Z be a definably connected definable set and let f :Z → X be a definable
continuous map. If f˜1 and f˜2 are two liftings of f , then f˜1 = f˜2 provided
there is a z ∈ Z such that f˜1(z) = f˜2(z).
Proof. Both sets {w ∈ Z | f˜1(w) = f˜2(w)} and {w ∈ Z | f˜1(w) 6= f˜2(w)} are
definable and open, the first one is not empty. 
Proposition 2.6 (Path Lifting) Let p:Y → X be a definable covering map.
Let γ be a definable path in X and let y ∈ Y . If p(y) = γ(0), then there is
a unique definable path γ˜ in Y , lifting γ and satisfying γ˜(0) = y.
(The end point γ˜(1) of such γ˜ will be denoted by y ∗ γ.)
Proof. Let X =
⋃
l∈LUl, as in the definition of definable covering map.
Then [0, 1] =
⋃
l∈L γ
−1(Ul), with the γ
−1(Ul)’s open in [0, 1]. Then, by
Lemma 6.3.6 in [6], for each l ∈ L there is a Wl ⊂ [0, 1], open in [0, 1]
such that Wl ⊂ Wl ⊂ γ
−1(Ul) and [0, 1] =
⋃
l∈LWl. Therefore, there are
0 = s0 < s1 < · · · < sr = 1 such that for each i = 0, . . . , r − 1 we have
γ([si, si+1]) ⊂ Ul(i) (and γ(si+1) ∈ Ul(i) ∩ Ul(i+1)). Lift γ1 = γ|[0,s1] to
γ˜1, with γ˜1(0) = y, using the definable homoemorphism p|V 0 :V
0 → Ul(0),
where V 0 is the definable connected component of p−1(Ul(0)) in which y lays.
Repeat the process for each γi+1 = γ|[si,si+1] with γ˜i(si) (intead of y). Patch
the liftings together. Unicity follows (in each step) from Lemma 2.5. 
Proposition 2.7 (Homotopy Lifting) Let p:Y → X be a definable covering
map. Let H: [a, b] × [0, 1] → X be a definable homotopy between definable
paths γ(= H(a,−)) and σ(= H(b,−)) and let γ˜ be a lifting of γ to a definable
path in Y . Then, there is a unique definable homotopy H˜: [a, b]× [0, 1]→ Y
between γ˜ and σ˜, lifting of H, where σ˜ is a lifting of σ to a definable path
in Y .
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Proof. Let X =
⋃
l∈LUl, as in the definition of definable covering map.
Then [a, b] × [0, 1] =
⋃
l∈LH
−1(Ul), with the H
−1(Ul)’s open in [a, b] ×
[0, 1]. Then, by Lemma 6.3.6 in [6], we have that for each l ∈ L there is
a Wl ⊂ [a, b] × [0, 1], open in [a, b] × [0, 1] such that Wl ⊂ Wl ⊂ H
−1(Ul)
and [a, b] × [0, 1] =
⋃
l∈LWl. Now decompose M
2 compatible with the
Wl’s, this cell decomposition induce a cell decomposition (a = t0 < t1 <
· · · < tr = b) of [a, b]. For each two-dimensional cell C and each s ∈ L
such that C ⊂ Ws, we have H(C) ⊂ Us and for any two-dimensional cells
C1 and C2 in [a, b] × [0, 1], and for each s1, s2 ∈ L such that C1 ⊂ Ws1
and C2 ⊂ Ws2 we also have H(C1 ∩ C2) ⊂ Us1 ∩ Us2 . Now we proceed
as above lifting each H|C using the relevant definable homeomorphism and
then patching the liftings together (as in the classical case but working with
the two–dimensional cells instead of rectangles); we start with the closure of
the bottom two–dimensional cell above (t0, t1) and continue with the rest of
the two-dimensional cells above (t0, t1), patching the liftings together; then
we consider the next column of two-dimensional cells above (t1, t2) and we
continue this way until we finish with the whole rectangle.
As above, unicity follows from the Unicity of Liftings (Lemma 2.5). 
Note that if H is a definable homotopy of paths all of them from x to x′ and
γ˜ is a definable path from y to y′ then, by Unicity of Liftings Lemma 2.5,
H˜ is a definable homotopy of paths all of them from y to y′. In particular
if H: γ1 ∼ γ2 then y ∗ γ1 = y ∗ γ2.
Having the above propositions at hand we can conclude, as in the classical
case, with the following corollaries.
Corollary 2.8 Let p:Y → X be a definable covering map and let p(y) = x.
Then, ppi:pi(Y, y)→ pi(X,x) is an injective homomophism.
Proof. Since ppi is a homomorphism, it suffices to prove that ppi is injective.
Let [σ] ∈ pi(Y ) and suppose [pσ] = [kx] (kx constant path at x). Let H: pσ ∼
kx be a definable homotopy with γa = pσ, γb = kx and x = γs(0) = γs(1) =
γb(t) for all (s, t) ∈ [a, b]× [0, 1]. By Homotopy Lifting Proposition 2.7, there
is a unique definable homotopy H˜ of loops at y, H˜:σ ∼ δ. By unicity of the
path lifting (comparing δ and ky) we have [σ] = [ky]. 
Corollary 2.9 Let p:Y → X be a definable covering map and let p(y) = x.
Then the following hold.
(a) Let σ be a loop at x. Then, y ∗ σ = y if and only if [σ] ∈ Im(ppi).
(b) Let σ and σ′ be paths from x to x′(∈ X). Then, y ∗ σ = y ∗ σ′ if and
only if [σ′ · σ−1] ∈ Im(ppi).
Proof. a) If y ∗ σ = y, then [σ˜] ∈ pi(Y, y), and hence [σ] = [pσ˜] = ppi[σ˜]. For
the converse suppose [σ] = ppi[σ1](= [pσ1]), and take H: pσ1 ∼ σ a definable
homotopy of loops at x; by the Homotopy Lifting Proposition 2.7, H lifts
to a unique definable homotopy H˜:σ1 ∼ γ of loops at y with pγ = σ, and
hence y ∗ σ = γ(1) = y.
b) Apply a) to the loop σ′ ·σ−1 and use the unicity of path lifting of Propo-
sition 2.6. 
The next step is to adapt the concept of deck transformations to the de-
finable context and to relate the corresponding group to the o–minimal
fundamental group. Here again we have to pay attention to the definability
condition, except for that the proofs are classical.
Let p:Y → X be a definable covering map. The group of definable covering
transformations is Autdefp (Y/X) = {ϕ:Y → Y | ϕ is a definable homeomor-
phism and pϕ = p}.
We shall omit the superscript “def” and the subscript “p” if they are clear
from the context.
Proposition 2.10 Let p:Y → X be a definable covering map and let p(y) =
x. Suppose ppi(pi(Y, y))C pi(X,x). Then, there is a canonical group isomor-
phism
pi(X,x)/ppi(pi(Y, y)) ∼= Aut(Y/X).
Proof. We first define a group homomorphism ψ:pi(X) → Aut(Y/X), with
ψ([σ]):Y → Y :w 7→ ψ([σ])(w) = ϕ[σ](w), where ϕ[σ] is a definable covering
transformation we proceed to define. Let X =
⋃
l∈LUl and let p
−1(Ul) =⋃
s∈Sl
V ls , as in the definition of definable covering map, where the V
l
s ’s are
the definably connected components of p−1(Ul) . For each l ∈ L and s ∈ Sl
(we shall omit the superscript l), choose ys ∈ Vs, with ys = y if y ∈ Vs and
fix a definable path τs from y to ys. Now, for each w ∈ Vs, uniformily define
a path δs(w) from ys to w and let γs(w) be τs · δs(w) which is a definable
path from y to w. Let y′ = y ∗ σ and define ϕ[σ](w) := y
′ ∗ (p ◦ γs(w)) (=
y ∗ σ · (p ◦ γs(w))).
The rest of the proof follows from the definition and the previous established
properties, as in the classical setting. Firstly, we check that the definition
is independent of the definable path, from y to w, chosen. Let γ and γ′ be
two such paths. Then σ · (p ◦ γ) and σ · (p ◦ γ′) are two definable paths
from x to p(w), by Corollary 2.9 (b) y ∗ σ · (p ◦ γ) = y ∗ σ · (p ◦ γ′) if and
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only if [σ · (p ◦ γ′) · (σ · (p ◦ γ))−1] ∈ Im(ppi). The class of the last loop is
[σ]ppi([γ′ · γ−1])[σ]−1, which belongs to the Image of ppi by the normality
assumption. Note also that by the Homotopy Lifting Proposition 2.7, the
definition is also independent of any σ′ ∈ [σ].
We now show that ψ determines a left action of pi(X) on Y : pi(X) × Y →
Y : ([σ], w) 7→ [σ] · w = ϕ[σ](w). Let [σ], [τ ] ∈ pi(X) and w ∈ Y . Let γ be a
definable path from y to w, then the lifting of τ · (p ◦ γ) at y is a definable
path from y to [τ ] · w, and hence [σ] · ([τ ] · w) = y ∗ σ · (τ · (p ◦ γ)). On
the other hand, the definable paths (σ · τ) · (p ◦ γ) and σ · (τ · (p ◦ γ)) are
definably homotopic and hence their lifts at y have the same end points, by
the Homotopy Lifting Proposition 2.7. The fact that [kx] · w = w is easy.
Having the action, to prove that for each [σ] ∈ pi(X), ϕ[σ] ∈ Aut(Y/X),
suffices to prove continuity of ϕ[σ]. Let w ∈ Y and fix l ∈ L and s ∈ Sl such
that p(w) ∈ Ul and w ∈ V
l
s = V . If [σ] · w ∈ V
l′
s = V
′, it suffices to prove
that [σ] · V ⊂ V ′. Let v ∈ V and let α be a definable path from w to v.
Then [σ] · v = y′ ∗ p ◦ (γ · α), where y′ = y ∗ σ, is the end point of a lifting
of p ◦ α at [σ] · v.
To finish the proof we must show that ψ is onto and it has the desired kernel.
Let ϕ ∈ Aut(Y/X) with ϕ(y) = y′. By the Unicity of Liftings Lemma 2.5,
it suffices to find [σ] ∈ pi(X,x) such that ϕ[σ](y) = y
′. Let γ be a definable
path from y to y′ and let σ be p ◦ γ. Note that by definiton of definable
covering transformation σ is a definable loop at x, and check that this is the
required [σ] ∈ pi(X). Finally, Kerψ = {[σ]:ψ([σ]) = idY } = p
pi(pi(Y )) by
Corollary 2.9 (a). 
We now apply the theory of definable covering maps to definable groups and
obtain the following.
Proposition 2.11 Let H and G be definably connected definable groups.
Let h:H → G be a definable onto homomorphism. Suppose ker h is finite.
Then, h is a definable covering map and ker h ∼= Auth(H/G).
Proof. Firstly, note that h being a definable homomorphism between defin-
able groups is continuous. The fact that h is onto implies that there is a
definable map α:G→ H such that hα = idG. Since α is definable, there is a
definable open subset U of G such that dim(G\U) < dimG and α|U :U → H
is a definable continuous map. Let V = h−1(U) =
⋃
a∈ker hVa, where
Va = aα(U). Note that for a, b ∈ ker h, if a 6= b then Va∩Vb = ∅, so we have
have the open set V as a disjoint finite union of definable open sets Va’s. Note
also that h|Va :Va → U is a definable homeomorphism for each a ∈ ker h.
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On the other hand, since U is large in G, by [11] Lemma 2.4, finitely many
translates of U cover G, G =
⋃
t∈T ztU , say. For each t ∈ T , take yt ∈ H
with h(yt) = zt. Then for each t ∈ T , h
−1(ztU) =
⋃
a∈ker h ytaα(U), and
the union is disjoint, moreover h|ytVa : ytVa → ztU is a definable homoemor-
phism. Now taking the definably connected components we obtain that h is
a definable covering map.
Having h:H → G a definable covering map and homomorphism of groups is
easy to see that its kernel is isomorphic to Aut(H/G). Indeed, let ψ: ker h→
Aut(H/G) be defined as follows: for each a ∈ ker h, ψ(a):H → H is left
multiplicaton by a. Since a is in the kernel of h, ψ(a) is a definable covering
transformation. Furthermore, ψ is an injective homomorphism. We now
show that ψ is onto. Let ϕ ∈ Aut(H/G) and fix z ∈ H, then a = ϕ(z)z−1 is
in the kernel and ϕ(z) = ψ(a)(z). By the Unicity Lemma 2.5 ϕ = ψ(a), as
required. 
Finally we are ready to prove Theorem 2.1.
Proof of Theorem 2.1. We consider, for each k > 0, the map pk:G→ G:x 7→
kx (using additive notation) which is a definable homorphism. Firstly, note
that definably connected abelian groups are divisible (and so the pk’s ho-
morphisms are onto). Indeed, by Strzebonski [12], the torsion subgroups
G[k] = ker pk, k > 0 of G are finite and hence dimG = dim Impk,
for each k > 0; on the other hand G is definably connected, so by [11],
G = dim Impk. We can now apply Proposition 2.11 to conclude that each
pk:G → G is a definable covering map and that G[k] ∼= Autpk(G/G). Fur-
thermore, by Proposition 2.10 we obtain
G[k] ∼= pi(G)/(pk)
pi(pi(G)).
Now note that by Lemma 2.3, the finitely presented group pi(G) = pi(G, 0) is
abelian; and by Lemma 2.4 (using additive notation), we have (pk)
pi(pi(G)) =
kpi(G). To finish the proof it suffices to show that pi(G) ∼= Zs for some s ≥ 0.
For this observe that the finitely generated abelian group pi(G) must be free
abelian because, by Corollary 2.8, the map (pk)
pi:pi(G) → pi(G): [σ] 7→ k[σ]
is injective for each k > 0. 
Corollary 2.12 Let G be a definably connected abelian group. Then, for
each k > 0, the homomorphism pk:G → G:x 7→ kx is a definable covering
map.
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3 O–minimal cohomology
The aim of this section is to introduce the concept of o–minimal cohomol-
ogy of a definable set and to prove that the o–minimal cohomology with
coefficients in Q of a definably connected definable group can be equipped
with a structure of Hopf–algebra which is isomorphic to a finitely generated
exterior algebra over Q.
Firstly, we consider the o–minimal homology theory developed by Woer-
heide in [13] (see also [1] and [7]). Given a definable set X we consider,
for each m ≥ 0, the abelian group Sdefm (X) freely generated by the singu-
lar definable simplexes σ:∆m → X, where ∆m = {(t0, . . . , tm) ∈ M
m+1 |
Σiti = 1, ti ≥ 0} is the standard m-dimensional simplex. The boundary
operator ∂:Sdefm+1(X) → S
def
m (X) (morphism of degree −1) is defined as
in the classical case making Sdef∗ (X) a free chain complex. Also, a defin-
able continuous map f :X → Y induces a chain map f]:S
def
∗ (X) → S
def
∗ (Y )
(i.e. a morphism of degree zero satifying f]∂ = ∂f]). Similarly one defines
the definable singular chain complex of a pair of definable sets Y ⊂ X:
Sdef∗ (X,Y ) = S
def
∗ (X)/S
def
∗ (Y ). The graded group H
def
∗ (X) is defined as the
homology of the chain complex Sdef∗ (X). Similarly H
def
∗ (X,Y ) is the homol-
ogy of Sdef∗ (X,Y ). A definable continuous map f :X → Y induces an homo-
morphism f∗:H
def
∗ (X)→ H
def
∗ (X) of graded groups (via f#). The covariant
functor Hdef∗ satisfies the o–minimal Eilenberg–Steenrod homology axioms
(analogues of the Eilenberg–Steenrod axioms for the category of definable
sets and definable continuous maps). Note that if we consider, for each
m ≥ 0, the functor Sdefm from the category of definable sets (and definable
continuous maps) to the category of abelian groups, by definiton Sdefm (X)
is freely generated by {Sdefm (σ)(id∆m)|σ:∆m → X, definable continuous},
(id∆m ∈ S
def
m (∆m)). This means that the functor S
def
m is free with model the
singleton {∆m} and basis {id∆m}.
We shall omit the superscript “def” if it is clear from the context.
Lemma 3.1 Let X be a definable set and let {X1, . . . ,Xs} be the definably
connected components of X. Then,
(i) H0(X) ∼= Z
s;
(ii) Hm(X) = 0, for each m 6∈ {0, . . . , dimX};
(iii) for each m ≥ 0,Hm(X) ∼=
⊕s
j=1Hm(Xj), and
(iv) for each m ≥ 0,Hm(X) is a finitely generated abelian group.
Proof. It can be easily obtained from the results in [13]. Otherwise, we can
prove it by transfer, as follows. First suppose that X is definably compact.
10
So we can also assume X = Y (M) (resp. Xi = Yj(M) (j = 1, . . . , s) the
realization over M of some piecewise linear closed set Y (Qralg) ⊂ (Qralg)l
(resp. Yj(Q) ⊂ (Q
ralg)l, j = 1, . . . , s), for some l, where Qralg are the real
algebraic numbers. Then, by Proposition 3.2 in [1], Hdefm (X)
∼= Hm(Y (R))
and Hdefm (Xi)
∼= Hm(Yi(R)), for each m ≥ 0 and j = 1, . . . , l (note that
we are using the notation Hm for the classical homology and H
def
m for the
o-minimal one). Then, also note that the lemma is true in the classical
setting.
We reduce the general case to the definably compact case as in the proof
of Theorem 1.1. in [1]. That is, by making use of a semialgebraic homeo-
morphism to a bounded set and a semialgebraic deformation retraction (this
last one by Proposition 2.5 in [4])) to a definably compact set. 
Consider the category K of pairs (X,Y ) of definable sets and pairs of de-
finable continuous maps (f, g): (X,Y ) → (X ′, Y ′). On K we define two
functors to the category of chain complexes and chain maps: S∗(X×Y ) and
S∗(X)⊗ S∗(Y ). We have the following o–minimal version of the Eilenberg–
Zilber Theorem. (Compare with Dold [5] Theorem VI.12.1.)
Proposition 3.2 Let X and Y be definable sets. Then, there are unique
(up to chain homotopy) natural chains maps
Ψ:S∗(X × Y )
←−
→ S∗(X)⊗ S∗(Y ): Φ,
such that Ψ0(σ, τ) = σ ⊗ τ and Φ0(σ ⊗ τ) = (σ, τ) on definable singular
0-simplices σ:∆0 → X and τ :∆0 → Y . Any such chain map is a chain
homotopy equivalence. In fact, each one of ΦΨ and ΨΦ, is natural chain
homotopic to the corresponding identity chain map. Any such chain map is
call an EZ map.
Proof. The only difference with the classical proof is that we have to
show in our definable category that S∗(X × Y ) and S∗(X) ⊗ S∗(Y ) are
free and acyclic with models {(∆p,∆q)}p,q≥0. With that aim we first con-
sider the diagonal map dm ∈ Sm(∆m × ∆m). So that the singleton {dm}
is a basis for Sm(X × Y ), i.e., Sm(X × Y ) is freely generated by {(σ1 ×
σ2)#(dm) | (σ1, σ2): (∆m,∆m) → (X,Y ) definable continuous}. Hence
S∗(X × Y ) is free with models {(∆m,∆m)}m≥0 and a fortiori free with
models {(∆p,∆q)}p,q≥0. Now since ∆p and ∆q are definably contractible,
so is ∆p×∆q and hence the nonzero homology of ∆p×∆q vanish. We have
then proved that the functor S∗(X×Y ) is a free acyclic functor with models
{(∆p,∆q)}p,q≥0. On the other hand, Sp(X) (resp. Sq(X)) is free with basis
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the singleton {id∆p} (resp. {id∆q}), hence Sp(X)⊗ Sq(Y ) is free with basis
{id∆p⊗id∆q}. Therefore, S∗(X)⊗S∗(Y ) is free with models {(∆p,∆q)}p,q≥0.
Now the augmentation chain maps ε:S∗(X)→ Z and ε:S∗(Y )→ Z are chain
equivalences and hence ε ⊗ ε:S∗(X) ⊗ S∗(Y ) → Z ⊗ Z ∼= Z is also a chain
equivalence. Hence, the nonzero homology of S∗(X) ⊗ S∗(Y ) vanish and
we have shown that S∗(X) ⊗ S∗(Y ) is also free and acyclic with models
{(∆p,∆q)}p,q≥0. Now apply the Acyclic Model Theorem to obtain the re-
quired result. 
We observe that the EZ maps are commutative, associative and preserve
units (see [5] Theorem VI.12.1 and its Corollaries for details).
Now we consider two functors “−⊗Q” and “Hom(−,Q)”, from the category
of chain complexes of groups to the category of (co)chain complexes of Q–
vector spaces, in the usual way. Of course, we are interested in those chain
complexes S∗(X), where X is a definable set, and chain maps f#, where
f :X → Y is a definable continuous map. In this case, applying homology we
obtain o–minimal homology with coefficients in Q
Hm(X;Q) = Hm(S∗(X)⊗Q),
and f∗:Hm(X;Q) → Hm(Y ;Q) induced by f# ⊗ id; and o–minimal coho-
mology with coefficients in Q
Hm(X;Q) = H−m(Hom(S∗(X),Q)),
and f∗:Hm(Y ;Q)→ Hm(X;Q) induced byHom(f#,Q)). These o–minimal
homology and cohomology with coefficients in Q satisfy the corresponding
Eilenberg-Steenrod axioms (see VI 7.1 in [5]). We can apply the Univer-
sal Coefficient Theorem and identify Hm(X) ⊗ Q with Hm(X;Q) (and the
corresponding f∗’s), and H
m(X;Q) with Hom(Hm(X),Q) (and f
∗ with
Hom(f∗,Q)) as Q–vector spaces.
We observe that also the o–minimal (co)homology Q-vector space is invariant
under elementary extensions (see proofs of Proposition 3.2 in [1]).
By Q–algebra we mean a commutative associative graded Q–algebra with
unit and all Q–algebra morphism h:
⊕
m≥0Am →
⊕
m≥0A
′
m are such that
hm:Am → A
′
m. We recall that A is commutative if for x ∈ Ap and y ∈
Aq, x · y = (−1)
pq y · x. Next step is to equip the graded Q–vector space
H∗(X;Q)=
⊕
m≥0H
m(X;Q) with a structure of Q–algebra in a functorial
way. With that aim we first prove an o–minimal Ku¨nneth Formula for
cohomology as a corollary of the o–minimal Eilenberg–Zilber Theorem.
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Corollary 3.3 Let X and Y be definable sets. Then, there is a functorial
isomorphism
H∗(X×Y ;Q) ∼= H∗(X;Q)⊗H∗(Y ;Q).
Proof. It is based on homological results except that at some point, we have
to use the natural chain equivalence between S∗(X×Y ) and S∗(X)⊗S∗(Y ),
obtained in Proposition 3.2 (see e.g., [5] Proposition VI.12.16). We give
the steps of the proof (in [5]) for the convenience of the reader. Firstly,
note that we can identify Hom(S∗(X),Q) with HomQ(S∗(X) ⊗ Q,Q) for
any definable set X, so that we can consider the four Q–chain complexes
S∗(X)⊗Q, Q, S∗(Y )⊗Q and Q. On the other hand, H∗(X;Q) andH∗(Y ;Q)
are of finite type (actually, the are finite dimensional Q–vector spaces, by
Lemma 3.1 and the Universal Coefficient Theorem) and hence we have a
natural chain homotopy equivalence Hom(S∗(X),Q)⊗QHom(S∗(Y ),Q)→
Hom(S∗(X)⊗S∗(Y ),Q) (see VI(10.23) in [5]). By the o–minimal Eilenberg–
Zilber Theorem, we can replace S∗(X)⊗S∗(Y ) by S∗(X×Y ) and still obtain
a natural chain homotopy equivalence. Finally, we apply the Ku¨nneth For-
mula for chain complexes and obtain the required functorial isomorphism.

We can now define a product in H∗(X;Q), for X a definable set. Let
d:X → X ×X:x 7→ (x, x) be the diagonal map. Identifying H∗(X ×X ;Q)
with H∗(X;Q) ⊗ H∗(X;Q), through the o–minimal Ku¨nneth Formula for
cohomology (Corollary 3.3), we obtain
d∗:H∗(X;Q)⊗H∗(X;Q)→ H∗(X;Q):x⊗ y 7→ d∗(x⊗ y):= x · y,
where x ∈ Hp(X;Q) and y ∈ Hq(X;Q). The properties of the EZ map
(see Proposition 3.2) imply that the product · is associative, commutative
in the graded sense and has a unit 1 ∈ H0(X;Q). Naturality over the
whole procedure makes also the product structure on H∗(X;Q) functorial.
Therefore, we have proved the following.
Theorem 3.4 Let X be e definable set. Then, the cohomology graded Q–
vector space H∗(X;Q) can be equipped with a structure of Q–algebra. Fur-
thermore, if Y is a definable set, any definable continuous map f :X → Y
induces a Q–algebra morphism f∗:H∗(Y ;Q)→ H∗(X;Q).
A Q–algebra A =
⊕
m≥0Am is a connected Q–algebra if A0
∼= Q; we shall
denote the unit of A (image of 1 ∈ Q) by 1, and
⊕
m>0Am by D
1(A). A
comultiplication in a connected Q–algebra is a morphism µ:A→ A⊗A, such
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that for any x ∈ D1(A), µ(x) = x⊗ 1 + 1⊗ x+ r, with r ∈ D1(A)⊗D1(A).
A connected Q–algebra A equipped with an associative comultiplication µ
is called a Hopf–algebra over Q.
Corollary 3.5 Let G be a definably connected definable group and letm:G×
G→ G denote the multiplication in G. Then H∗(G;Q) can be equipped with
a structure of Hopf–algebra over Q, with comultiplication µ:H∗(G;Q) →
H∗(G;Q)⊗H∗(G;Q) induced by m.
Proof. Firstly, we apply Theorem 3.4 to give H∗(G;Q) a structure of Q–
algebra. Now, sinceG is definably connectedH0(G) ∼= Z, and soH
0(G;Q) ∼=
Q and hence H∗(G;Q) is a connected Q–algebra. Next we identify the
o–minimal cohomology H∗(G×G;Q) with H∗(G;Q) ⊗ H∗(G;Q) via the
Ku¨nneth Formula. Hence, Theorem 3.4 again gives us a Q–algebra mor-
phism µ = m∗:H∗(G;Q) → H∗(G;Q)⊗H∗(G;Q). Now checking that µ is
a comultiplication is standard. Indeed, let x ∈ D1(H∗(G;Q)) and suppose
µ(x) = y⊗1+1⊗z+r with r ∈ D1(H∗(G;Q))⊗D1(H∗(G;Q)), we have to show
that y = z = x. Let e denote the neutral element of G and i: {e} → G the
inclusion map. Then the composition G×{e}
idG×i−→ G×G
m
−→ G takes (a, e)
to a, for each a ∈ G. Then, identifying H∗(G×{e};Q) with H∗(G;Q)⊗ Q
(and H∗(G×G;Q) with H∗(G;Q)⊗H∗(G;Q)) via Ku¨nneth, we can con-
sider that the map (idG×i)
∗:H∗(G;Q)⊗H∗(G;Q) → H∗(G;Q)⊗ Q takes
u⊗w ∈ Hp(G;Q)⊗Hq(G;Q) to u⊗w if u ∈ H0(G;Q) and to 0 otherwise,
therefore, x⊗1 = y⊗1(6= 0). Similarly we obtain x = z via the map i×idG.

Corollary 3.6 Let G be a definably connected group and let m denote the
multiplication on G. Then the Hopf–algebra H∗(G;Q), with comultiplication
m∗ is isomorphic to the exterior algebra
∧
[y1, . . . , yr]Q, with the yi’s of odd
degree and primitive, i.e., m∗(yi) = yi ⊗ 1 + 1⊗ yi, for each i = 1, . . . , r.
Proof. We are over a field of zero characteristic, so the Hopf–Leray Theorem
says that our Hopf–algebra H∗(G;Q) is a free (commutative) Q–algebra.
Moreover, it can be generated as a Q-algebra by a set P of primitive (or
indecomposable) elements (see e.g., [5] VII.10.16 or Brown [3] III.F). Since
Hj(G;Q) = 0 for all j > dimG, and Hj(G;Q) is a finite dimensional Q-
vector space (by Lemma 3.1 and the Universal Coefficient Theorem), the
set P must be finite. For the same reason, P cannot contain elements of
even degree, since x of even degree implies xl 6= 0 for all l ∈ N. Therefore,
H∗(G;Q) ∼=
∧
[y1, . . . , yr]Q. 
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Note that, as a Q-vector space, each Hj(G;Q) is generated by 1 if j = 0, and
by all monomials yi1 ·· · ··yis with 1 ≤ i1 < · · · < il ≤ r and
∑l
s=1 deg(yis) = j
if j > 0. So, if all yi’s are of degree one, the dimension of H
j(G;Q) is
(
r
j
)
.
4 Degree of a definable map
In this section we introduce the notion of degree of a definable map (under
some suitable hypothesis) and we establish its basic properties. The aim is
to prove that for G as in the hypothesis of the Structure Theorem 1.1 the
degree of the map pk:G → G:x → kx, with k > 0, is bounded above by
|p−1k (0)|(= |G[k]|). This is intuitively obvious if we think of the degree of
a (definable covering) map as the number of preimages counted with their
multiplicities. We need some preliminaries.
A definable orientation in a definable manifold X of dimension n is a map
s which assigns to each point p ∈ X a generator s(p) of the local homology
group Hdefn (X,X \ p) which is locally constant in the following sense: for
each point in X there is a definably compact neighbourhood (of the point)
N and a class ζN ∈ H
def
n (X,X \ N) such that for each p ∈ N the natural
homomorphism Hdefn (X,X \N)→ H
def
n (X,X \ p), induced by the inclusion
map (X,X \ N) → (X,X \ p), sends ζN into s(p) (see [2]). Given the
following data: an oriented definable manifold X of dimension n, a definable
orientation s in X, and a definably compact definable set N ⊂ X . Then,
by the proof of Theorem 5.2 in [2], there is a unique relative homology class
ζN ∈ H
def
n (X,X \ N), the fundamental class around N , such that for each
p ∈ N the homomorphism Hdefn (X,X \N)→ H
def
n (X,X \p), induced by the
inclusion map ip: (X,X \N)→ (X,X \p), sends ζN into s(p) (note that the
group Hdefn (X,X \N) does not need to be cyclic). If U is an open definable
subset of X containing N we shall identify ζN with its image through the
excision isomorphism Hdefn (X,X \N)
∼=
→ Hdefn (U,U \N). Note that if N = ∅
then ζN = 0 and that if N1 ⊂ N2 are definably compact definable subsets
of X, then ζN1 is the image of ζN2 through the homomorphism induced by
the inclusion i: (X,X \ N2) → (X,X \ N1). If X is definably compact we
call ζX the fundamental class of X for the given orientation.
We shall omit the superscript “def” if it is clear from the context
Proposition 4.1 Let X be a definably compact oriented definable manifold
of dimension n. Let N be a nonempty definably connected definably compact
subset of X. Then Hn(X,X \N) ∼= Z, and ζN is a generator of Hn(X,X \
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N). Moreover, for any open definable set U with N ⊂ U ⊂ X, we have
Hn(U,U \N) ∼= Z.
Proof. By transfer. We can suppose, as in the proof of Lemma 3.1, that
X = Y (M) and N = A(M) are the realizations over M of some piecewise
linear sets Y (Qralg) and A(Qralg), with Y (Qralg) closed. Since Y (M) is a de-
finable manifold, by Lemmas 4.10 and 4.11 in [1], Y (R) is a homology mani-
fold. On the other hand, the existence of a fundamental class around A(M)
makes the group Hdefn (Y (M), Y (M)\A(M)) nontrivial. Then, by transfer of
homology (see [2] §2), the relative homology groupHn(Y (R), Y (R)\A(R))(∼=
Hdefn (Y (M), Y (M) \ A(M))) is not trivial. Since (Y (R), Y (R) \ A(R)) is a
compact triangulated relative homology manifold of dimension n with A(R)
connected, we have Hn(Y (R), Y (R)\A(R)) ∼= Z (see Munkres [8], Corollary
70.4). Again by transfer of homology, we obtain Hdefn (X,X \N)
∼= Z (Note
that we are using the notation Hn for the classical homology and H
def
n for
the o–minimal one). The last statement is obtained by excision. 
We are now in situation of adapting the classical notion of degree of a map
to the o–minimal context. We follow [5] noting that by Propositon 4.1, we
need the further hypothesis: X is definably compact, to get Hn(X,X \N)
cyclic.
Let f :Y → X be a definable continuous map between oriented definable
manifolds of dimension n, with X definably compact. Let N be a definably
compact definably connected nonempty definable subset of X. Suppose
f−1(N) is definably compact. Consider the image of the fundamental class
around f−1(N), through the map f∗:Hn(Y, Y \ f
−1(N)) → Hn(X,X \N).
By Proposition 4.1, this map takes ζf−1(N) into an integral multiple of ζN ,
this integer is called the degree of f over N and it is denoted by degNf ,
i.e., f∗(ζf−1(N)) = degNf ζN ; if moreover Y is definably compact and X is
definably connected then deg f : = degXf is called the degree of f . Note that
degNf = 0 if f
−1(N) = ∅.
The next lemmas establish some basic properties of the degree. Their proofs
are as in the clasical case, and as usual we include them for completeness.
Lemma 4.2 Let Y and X be oriented definable manifolds of dimension n
with X definably compact. Let V be a definable open subset of Y . Then the
following holds.
(a) Let f :V → X be the inclusion map (between oriented manifolds). Let
N be a nonempty definably connected definably compact definable subset of
V . Then, degNf = 1.
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(b) Let f :Y → X be a definable homeomorphism onto and open subset of
Y . Suppose N is a nonempty definably connected definably compact definable
subset of V such that f−1(N) is definably compact. Then, degNf = ±1.
Proof. (a): The excision isomorphism Hn(X,X \N)
exc
∼= Hn(V, V \X) is the
inverse of f∗:Hn(V, V \ N) → Hn(X,X \ N) and hence f∗(ζN ) = ζN (we
have identified ζN with its image through the excision isomorphism).
(b): Since Hn(X,X \ N) is cyclic, by excision Hn(f(Y ), f(Y ) \ N) is also
cyclic. Therefore, the composition Hn(Y, Y \ f
−1(N))
f∗
∼= Hn(f(Y ), f(Y ) \
N)
i∗∼= Hn(X,X \N) must take ζf−1(N) to ±ζN . 
Lemma 4.3 Let f :Y → X be a definable continuous map between ori-
ented definable manifolds of dimension n, with X definably compact. Let
N ⊂ N1 be definably compact nonempty subsets of X such that N is de-
finably connected and f−1(N) and f−1(N1) are definably compact. Then,
f∗:Hn(Y, Y \ f
−1(N1))→ Hn(X,X \N1) takes ζf−1(N1) into (degNf) ζN1; if
moreover N1 is definably connected then degN f = degN1 f .
Proof. Consider the following commutative diagram
Hn(Y, Y \ f
−1(N))
f∗
→ Hn(X,X \N)
↓ i∗ ↓ j∗
Hn(Y, Y \ f
−1(N1))
f∗
→ Hn(X,X \N1),
where i∗ and j∗ are induced by the respective inclusion maps. Chasing
ζf−1(N) through the diagram gives ζf−1(N) 7→ degNf ζN 7→ degNf ζN1 , re-
spectively ζf−1(N) 7→ ζf−1(N1) 7→ f∗(ζf−1(N1)) 
Corollary 4.4 Let f :Y → X be a definable continuous map between de-
finably compact oriented definable manifolds of dimension n such that X is
definably connected.Then degqf = degf , for any q ∈ X.
Lemma 4.5 Let f :Y → X be a definable continuous map between oriented
definable manifolds of the same dimension such that X is definably compact.
Let N ⊂ X be a definably compact set such that f−1(N) is definably compact.
Suppose Y =
⋃m
λ=1 Yλ such that each Yλ is an open definable subset of Y
and f−1(N) is the disjoint union of the f−1(N) ∩ Yλ’s. Then degNf =∑m
λ=1 degNf
λ, where fλ = f|Yλ:Yλ → X.
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Proof. Firstly, note that the N ′λ = f
−1(N) ∩ Yλ are clopen in f
−1(N) and
hence definably compact, so it makes sense to speak about the fundamental
class around N ′λ. Then observe that if i
λ is the inclusion map (Yλ, Yλ\N
′
λ)→
(Y, Y \ f−1(N)) the the following diagram commutes.
⊕mλ=1Hn(Yλ, Yλ \N
′
λ)
(iλ∗ )−→ Hn(Y, Y \ f
−1(N))
∑m
λ=1 f
λ
∗ ↘ ↓ f∗
Hn(X;X \N).
Now, for each p ∈ f−1(N), consider the maps ⊕mλ=1Hn(Yλ, Yλ \ N
′
λ)
(iλ∗ )→
Hn(Y, Y \ f
−1(N))
i
p
∗→ Hn(Y, Y \ p) and observe that i
p
∗((i
λ
∗ )(ζN ′λ)) = s(p)
(all the components of (ζN ′
λ
) go to zero except the component ζN ′µ which goes
to s(p)). Hence, by unicity of the fundamental class (iλ∗ )(ζN ′λ) = ζf−1(N).
Therefore, by the above diagram, we have (degNf)ζN = f∗(ζf−1(N)) =
f∗((i
λ
∗ )(ζN ′λ)) =
∑m
λ=1 f
λ
∗ (ζN ′λ) = (
∑m
λ=1 degNf
λ)ζN . 
We already know that a definable group carries a structure of definable
manifold. The fact that G is orientable is classical: choose a local orientation
around 0 say, and extend it to the whole group using the operation of the
group (see proof of Corollary 3.4 in [2]). Finally we can prove the following.
Proposition 4.6 Let G be a definably compact definably connected abelian
definable group. For each k > 0, consider the map pk:G → G:x 7→ kx.
Then, G is an orientable definable manifold and for any orientation on G,
we have deg pk ≤ |p
−1
k (0)|, where 0 is the neutral element of G.
Proof. Fix an orientation on G and a k > 0. By Corollary 4.4, deg pk =
deg0pk. Also, by Corollary 2.12, we know that the homomophism pk:G→ G
is a definable covering map. Let G =
⋃
l∈L Ul be as in the definition of
covering map. Fix lo ∈ L such that 0 ∈ Ulo and let Y = p
−1
k (Ulo). Now
consider the map f = (pk)|Y :Y → G. Note that, by excision, deg0pk =
deg0f . On the other hand, if we let Y =
⋃m
λ=1 Yλ with the Yλ’s being
the definably connected components of Y so that fλ = f|Yλ:Y → G is
a homeomorphism onto an open subset of G, namely Ulo . Now the data
f :Y → G, {0} ⊂ G and Y =
⋃m
λ=1 Yλ satisfy the hypothesis of Lemma 4.5,
therefore we can conclude that deg0f =
∑m
λ=1 deg0f
λ. Finally, by Lemma
4.2, deg0f
λ = ±1, for each λ, and hence deg0f ≤ m = |f
−1(0)|. By the
above, this last relation means deg pk ≤ |p
−1
k (0)|. 
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5 Proof of the Structure Theorem
We first prove an o–minimal version of the Poincare´–Hurewitz Theorem.
For a group G, let Gabel denote the abelianization of G, i.e. the quotient of
G by its commutator subgroup.
Theorem 5.1 Let X be a definably connected set. Then, the abelianization
of the o–minimal fundamental pi(X)abel of X is isomorphic to the first o-
minimal homology group H1(X) of X.
Proof. By transfer. As in the proof of Lemma 3.1 we can assume that X
is definably compact and that X = Y (M), the realization over M of some
piecewise linear closed set Y (Qralg) ⊂ (Qralg)l (see proof of Lemma 3.1).
Then, by Proposition 3.2 and Theorem 1.1 in [1], Hdef1 (X)
∼= H1(Y (R))
and pidef (X) ∼= pi(Y (R)). Therefore, by the classical Poincare´–Hurewitz
Theorem, Hdef1 (X)
∼= H1(Y (R)) ∼= pi(Y (R))abel ∼= pi
def(X)abel. 
Consider now a definably connected group G (not necessary abelian). Our
next goal is to compute, for each k > 0, the Hopf–algebra morphism p∗k
induced by the definable continuous map pk:G→ G: a 7→ a
k, for each a ∈ G.
We have all the ingredients to follow exactly the computations in [3] III.F. By
Corollary 3.6, we know that there are elements y1, . . . , yr ∈ H
∗(G;Q) such
that H∗(G;Q) is generated, as a graded Q–vector space, by 1 ∈ H0(G;Q)
and all the monomials yi1 · · · · · yil, where 1 ≤ i1 < · · · < il ≤ r; we say that
such a monomial has length l and write len for length. Moreover, if m is the
multiplication of G, then m∗:H∗(G;Q)⊗H∗(G;Q)→ H∗(G;Q), takes y to
m∗(y) = y ⊗ 1 + 1⊗ y for each y ∈ {y1, . . . , yr}.
Lemma 5.2 Let G be a definably connected group. For each k > 0, consider
the definable continuous map pk:G→ G: a→ a
k, for each a ∈ G. Then, the
map p∗k:H
∗(G;Q)→ H∗(G;Q) sends each monomial x to klen xx.
Proof. Firstly, for y a primitive element of positive degree, which is one of
the generators of H∗(G;Q) as a Hopf–algebra (i.e., y ∈ {y1, . . . , yr}), we
prove that p∗k(y) = ky, by induction on k. Note that, for k = 1, pk is the
identity on G, and pk+1 = m◦(pk×id)◦d, where d:G→ G×G is the diagonal
map in G. Also note that if f, g:G → G are definble continuous maps we
can assume, through the Kunneth identification, that (f × g)∗ = f∗ ⊗ g∗
Then, p∗k+1(y) = (m ◦ (pk × id) ◦ d)
∗(y) = (d∗ ◦ (pk × idG)
∗ ◦ m∗)(y) =
d∗ ◦ (p∗k ⊗ id)(y ⊗ 1 + 1⊗ y) = d
∗(ky ⊗ 1 + 1⊗ y) = ky · 1 + 1 · y = (k + 1)y.
Finally, we get p∗k+1(x) = (k + 1)
len xx, for each k > 0, since p∗k+1 is an
algebra morphism. 
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Proof of the Structure Theorem 1.1:
Let G be a definably connected definably compact abelian group of dimen-
sion n. Let H∗(G;Q) =
∧
[y1, . . . , yr]Q as in Corollary 3.6. Fix an orienta-
tion on G and let ζG ∈ Hn(G) be the fundamental class of G for the given
orientation (see the proof of Corollary 4.6). Since G is definably connected
and definably compact we know, by Proposition 4.1, that ζG is a genera-
tor of the cyclic group Hn(G). Let ωG be the corresponding cohomology
class in Hn(G;Q), so that ωG(ζG) = 1. Now fix a k > 0, and consider the
definable continuous map pk:G → G: a → ka. By definition of degree of
a map we obtain p∗k(ωG) = (deg pk)ωG. Since ωG generates H
n(G;Q), and
0 6= y1 · · · · · yr ∈ H
n(G;Q) we can suppose ωG = y1 · · · · · yr. By Lemma 5.2,
p∗k(ωG) = k
rωG, and so deg pk = k
r.
On the other hand, by Theorem 2.1, there is an s ≥ 0 such that pi(G) ∼= Zs
and (pk)
−1(0) = G[k] ∼= (Z/kZ)s. By Corollary 4.6, deg pk ≤ |(pk)
−1(0)| =
ks, and hence r ≤ s. By Theorem 5.1, (Zs ∼=)pi(G) ∼= H1(G), and hence
Qs ∼= H1(G;Q). SinceH1(G;Q) is a subspace ofH∗(G;Q) (and the elements
of H1(G;Q) cannot be decomposable), among {y1, . . . , yr} must be exactly
s of degree one. Hence s = r and all yi’s must be of degree one. Finally,
observe that ωG = y1 · · · · · yr ∈ H
n(G;Q) to conclude that s = r = n. 
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