The inversion of surface-wave dispersion curve to derive shear-wave velocity profile is a very delicate process dealing with a nonunique problem, which is strongly dependent on the model space parameterization. When independent and reliable information is not available, the selection of most representative models within the ensemble produced by the inversion is often difficult. We implemented a strategy in the inversion of dispersion curves able to investigate the influence of the parameterization of the model space and to select a "best" class of models. We analyzed surface-wave dispersion curves measured at 14 European strong-motion sites within the NERIES ECProject. We focused on the inversion task exploring the model space by means of four distinct parameterization classes composed of layers progressively added over a half-space. The classes differ in the definition of the shear-wave velocity profile; we considered models with uniform velocity as well as models with increasing velocity with depth. At each site and for each model parameterization, we performed an extensive surfacewave inversion (200,100 models for five seeds) using the conditional neighborhood algorithm. We addressed the model evaluation following the corrected Akaike's information criterion (AICc) that combines the concept of misfit to the number of degrees of freedom of the system. The misfit was computed as least-squares estimation between theoretical and observed dispersion curve. The model complexity was accounted in a penalty term by AICc. By applying such inversion strategy on 14 strong-motion sites, we found that the best parameterization of the model space is mostly three to four layers over a half-space; where the shear-wave velocity of the uppermost layers can follow uniform or power-law dependence with depth. The shear-wave velocity profiles derived by inversion agree with shear-wave velocity profiles provided by borehole surveys at approximately 80% of the sites.
INTRODUCTION
Surface-wave methods are commonly used in geotechnical engineering to estimate the shear-wave velocity (V S ) profile, a key parameter for site characterization. Near-surface analyses usually combine passive and active sources recorded by multiple receivers deployed in 1D or 2D array configurations. In an ideal context, surface-wave methods allow deriving a V S profile comparable to the one obtained from borehole methods (Liu et al., 2000; Brown et al., 2002; Xia et al., 2002; Boore and Asten, 2008) at shallow depth. In the last decades, the use of seismic ambient vibrations as a passive source has gained interest in microzonation studies, due to the accessibility and practicability of collecting field data in urban areas. Ambient vibration measurements are typically recorded by a single station or by temporary 2D arrays of seismological stations (Bard et al., 2010) .
The single-station technique is based on the spectral ratio between the horizontal and vertical components of ambient noise (H/V) (Nogoshi and Igarashi, 1971; Nakamura, 1989) . The H/V spectral ratio provides good approximation of the resonance frequency f 0 of soft layers, which is, for 1D structures, closely related to the thickness and the velocity of the soft layers (e.g., Lermo and Chavez-Garcia, 1993; Lachet and Bard, 1994; Haghshenas et al., 2008; Castellaro and Mulargia, 2009) .
The 2D array techniques based on seismic vibration measurements can complement the information on soil structure provided by the H/V ratios. The two main processing techniques of array methods are the frequency-wavenumber (f-k) and the spatial autocorrelation (SPAC) methods. The f-k method provides the propagation characteristics (i.e., apparent surface-wave phase velocity and azimuth) of waves traveling across the array and includes conventional beamforming (Lacoss et al., 1969; Kvaerna and Ringdahl, 1986) and high-resolution f-k (Capon, 1969) . Both f-k estimators perform a grid search in the wavenumber plane (kx, ky) through a sliding time-window analysis of filtered data in narrow frequency bands. The SPAC method, as originally proposed by Aki (1957) , assumes the wavefield is stochastic and stationary both in space and time. Averaged spatial autocorrelation curves, also termed spatially averaged coherency spectra (Asten, 2006a) , are found to be in the form of a Bessel function of zero order (Aki, 1957) , the inversion of which allows us to retrieve the Rayleigh phase velocity. The SPAC methodology has been improved in the modified spatial autocorrelation method (MSPAC) to interpret arrays of irregular 2D geometries (Bettig et al., 2001) . SPAC applied to the three components of the signal (3C-MSPAC) (Okada and Matsushima, 1989; Chouet et al., 1998; Köhler et al., 2007 ) is able to utilize both the Rayleigh and Love wave components in the ambient noise wavefield, providing further constraint on the V S profile. Further improvements in solving the nonlinear system of equations within the SPAC theory and issues on practical methodology are presented by Cho et al. (2006) , Garcia-Jerez et al. (2008) , and Tada et al. (2009) .
The basic assumption of surface-wave methods applied to ambient vibrations is that the microtremors field is predominantly composed of Rayleigh and Love waves. This assumption cannot be fully met in very stiff sites where a low-energetic contribution of surface waves is possible. Moreover, in urban areas, the ambient noise wavefield can be biased by strong cultural activities . Endrun et al. (2010) also observe differences in the spectral peaks and in the location of dominant sources at many European sites (some of them considered in the present study) where measurements were repeated at different times. In spite of the discrepancies observed in spectra, they show that surface-wave dispersion and autocorrelation curves are very consistent and stable in time.
A significant amount of research has also been devoted to the joint estimation of phase-velocity dispersion combining passive and multichannel active techniques (Asten and Boore, 2005; Stephenson et al., 2005; Richwalski et al. 2007; Foti et al., 2011 ). An integrated approach combining active and passive sources may provide a more accurate phase-velocity dispersion curve. Ambient vibration array methods usually give information on surface-wave dispersion at low frequencies (∼ < 5 Hz), whereas active methods based on a multichannel analysis of surface waves (MASW) using simple shot sources can increase the accuracy of the dispersion measurements at higher frequency. A joint inversion of phase-velocity dispersion and the H/V curve is also frequently used in geotechnical applications to retrieve a V S profile (Scherbaum et al., 2003; Parolai et al., 2005; Fäh et al., 2009) , with the H/V curve theoretically related to the Rayleigh wave ellipticity of the fundamental mode (Fäh et al., 2001; Malischewsky and Scherbaum, 2004; Bonnefoy-Claudet et al., 2006; Hobiger et al., 2009) .
The recent Network of Research Infrastructures for European Seismology (NERIES EC-Project), Task JRA4 (www.neries-eu .org) has been focused on geotechnical characterization of European strong-motion sites and broadband stations (Bard et al., 2010) . A goal of the research activity was to develop reliable and low-cost tools based on surface-wave techniques aimed to derive quantitative information on site amplification. One delicate issue related to surface-wave techniques is the inversion of dispersion curves, which is a step independent of the analysis methods and of the sources used for retrieving a dispersion curve. Indeed in the inversion of dispersion curves, one faces a nonlinear and nonunique relation between ground model parameters and observations. An international blind test focused on the inversion of observed and synthetic dispersion curves has shown significant differences in V S profiles obtained by different and independent groups of researchers. A large proportion of these discrepancies may be attributed to the inversion process, especially when independent information on near-surface properties cannot be used as constraint in the inversion. The final results of an inversion are strongly affected -in addition to the performance of the inversion algorithm -by the initial assumptions on the parameterization of the model space (Foti et al., 2009; Renalier et al., 2010; Socco et al., 2010) in terms of number of layers, range of velocities and depths, velocity-depth law, Poisson's ratio, and density allowed within each layer. The goal of an inversion process is not strictly the choice of a single best-fitting model, but the selection of a best set of inverted models matching the field observations. A further difficulty in the inversion process is determining how to select the preferred model among a set of competing models that are almost equivalent in terms of misfit, where misfit indicates the discrepancies between observed and theoretical dispersion.
We address the following issues in this paper: (1) how to explore the influence of the parameterization of the model space, (2) what is the most representative parameterization if any, and (3) how to perform a ranking of the models. We analyze the surface-wave dispersion curves measured at 14 European strong-motion sites within Task JRA4 of NERIES EC-Project (Bard et al., 2010) . We invert the dispersion curves exploring the model space through a multiple-model parameterization (Savvaidis et al., 2009 ) composed of four distinct classes. Many resulting models explain satisfactorily the experimental data related to the nonuniqueness problem of the surface-wave inversion. We adopt corrected Akaike's information criterion (AICc) (Akaike, 1973) to quantitatively rank models produced by the inversions. Following this approach, the models with the lowest value of the Akaike estimator (AICc) are considered as preferred models. We finally compare the V S profile obtained by our inversion strategy with the available information at the strongmotion sites. It should be noted that estimators other than the AICc for model complexity or bias correction are presented by (Anraku, 1999; Kuiper et al., 2011; ) . Further, the AICc could be also adapted for a Bayesian approach (Akaike, 1980; Burnham and Anderson, 2004; van Erven et al., 2008) .
ESTIMATION OF DISPERSION CURVES AT NERIES SITES
Among the NERIES strong-motion stations Endrun and Renalier, 2008; Bard et al., 2010) , we discard four sites where the measurements with active and passive methods provided do not overlap dispersion curves in a large frequency band (as reported in Renalier and Endrun, 2009) . Table 1 gives a description of the selected sites. Table 1 also includes the site classification according to the prescriptions of Eurocode 8 (EC8) building code (CEN, 2004) that is mainly based on the average shear-wave velocity of the topmost 30 m (V S 30). The near-surface V S profiles are derived from available borehole data (downhole or crosshole surveys), except for the three Turkish sites (Bolu, Düzce, and Sakarya) where they are derived from independent MASW measurements (Sandıkkaya et al., 2010) . The sites show a wide range in terms of expected soil condition, bedrock depth, and environmental conditions (six rural sites and eight urban sites). "Shallow" in Table 1 refers to sites with bedrock depth estimated from independent information of less than 30 m, "intermediate" sites with bedrock depth varying from 30 to 100 m, and "deep" sites with a bedrock depth more than 100 m. "Unknown" bedrock depth in Table 1 means that available surveys did not reach the bedrock, indicating that its interface lies deeper than 30 m. The variability of the soil structure among sites is also evidenced by the f 0 deduced by the peak of the observed H/V noise spectral ratios varying from 0.4 to 6 Hz (Table 1) . However, the f 0 estimate is questionable at some stations because no clear peak is found on the H/V curves. The dispersion curves at each site of Table 1 have been measured for Rayleigh and Love waves during the NERIES project combining ambient vibration array measurements and active seismic surveys; f-k and SPAC methods have been used to process the data (Renalier and Endrun, 2009; Endrun et al., 2010) . Ambient vibration arrays consisted of several (from three to four) small 2D arrays of 3C seismological sensors successively deployed adopting a circular geometry. The array aperture was adapted and increased to sample from short to long wavelength ranges, ranging typically from few meters to several hundred meters. Actual array sizes and station placement are given in Picozzi et al. (2007) and in Endrun and Renalier (2008) . Active seismic experiments (MASW) used a simple active source (5 kg hammer) and consisted of a 1D linear configuration of 24 geophones equally spaced between 1 and 5 m, typically using vertical and horizontal 4.5 Hz geophones. In this paper, we do not consider a direct inversion of the autocorrelation curves in the coherency space (Asten et al., 2002 (Asten et al., , 2006a ; Table 1 . List of the sites analyzed in this article. The site classification follows the Eurocode8 prescriptions, in which f 0 shows the resonance frequency, λ min and λ max indicate the minimum and maximum wavelengths given by apparent velocities and frequencies measured directly on the experimental dispersion curves. The association of modes and the difference in percentage (ΔV S 30) between V S 30 from independent information and from inversion are shown. The estimated V S 30 from inversion is computed as average over the 100 best-fitting models (i.e., inverted models at lowest misfit within the best model parameterization).
Soil class (EC8 code)
Site name and Bedrock depth f 0 (Hz)
Class B (360 < V S 30 < 800 m∕s) Figure 1 displays the Rayleigh and Love dispersion curves at the Nestos site, including the dispersion curves theoretically computed from the velocity structure (Dunkin, 1965; Herrmann, 1987) obtained by available refraction and crosshole data. We prefer to show the surface-wave dispersion curves in the frequency-slowness domain; slowness (reciprocal of velocity) gives a better representation than velocity of the near-surface materials that amplify the local ground motions (Brown et al., 2002; Boore and Asten, 2008) . The main discrepancies are observed for the theoretical dispersion curves computed on the crosshole profile (yellow curves in Figure 1a and 1b). The crosshole model provides lower slowness in all analyzed frequency bands; the reason may be lateral variations of velocity in the very topmost layer (the distance between the crosshole location and the center of 2D arrays is about 200 m at this site). The dispersion curve from the refraction model agrees with MASW results approximately in the range of 5-50 Hz (Figure 1a and 1b) . The MASW surveys provide surface-wave information in the high-frequency range (∼ > 5 Hz) due to the limited frequency content of the seismic signal generated by the active source (5 kg hammer) at longer periods. The surface-wave dispersion curves derived from ambient vibration data cover also the low-frequency range (approximately up to 1 Hz), where the active methods do not provide information (Figure 1a and 1b) . At low-frequencies (<2 Hz), the MSPAC Rayleigh curve shows higher slowness than the one derived by the f-k method ( Figure 1a ). A similar difference between f-k and MSPAC is systematically observed in the low-frequencies range at the investigated sites. This is explained in terms of a better resolution at long periods of MSPAC than f-k methods, as already highlighted by many authors using real data and simulations (Ohori et al., 2002; Cho et al., 2004; Wathelet et al., 2008; Claprood and Asten, 2009) . Deviation between f-k and MSPAC Rayleigh wave curves is also observed at about 10 Hz (Figure 1a) , where MSPAC deviates toward lower slowness values, probably indicating a signal contamination caused by body waves or the influence of higher modes (not clearly identified at the Nestos site).
MULTIMODEL PARAMETERIZATION
We invert the surface-wave dispersion curves collected at the strong-motion sites of Table 1 exploring extensively the model space parameterization. We apply the neighborhood algorithm (Sambridge, 1999) as implemented by Wathelet (2008) to solve the nonlinear problem of surfacewave inversion of the experimental curves in a multidimensional parameter space. The neighborhood algorithm is a direct search method using Voronoi cells to investigate the model space and generating iteratively new random models inside the most promising cells.
We evaluate the influence of the parameterization in the inversion analysis through a multimodel parameterization. We consider four distinct classes of parameterizations of the model space. We first use uniform layers with constant velocity over the half-space; this is probably the most simple and diffuse parameterization in the inversion analysis of surface-wave dispersion. We then Figure 1 . Dispersion curves observed at Nestos site for (a) Rayleigh and (b) Love waves. The green curves in (a and b) are obtained from SPAC analysis on ambient vibrations whereas the blue curve is derived from f-k analysis of MASW data. The red curve is the average between conventional beamforming and high-resolution f-k applied on ambient vibrations. The thick black curve in (a and b) show the theoretical dispersion curves computed from V S profiles obtained by refraction data. The yellow curves show both the fundamental (continuous curve) and first higher mode (dashed curve) theoretically computed from the crosshole V S profile. The thin solid, dashed, and dotted curves in (a and c) show the resolution and aliasing curves as defined in Wathelet et al. (2008) for the largest array deployed at this site. The dispersion curves of (c and d) are used in the inversion and are obtained after selection and averaging of the curves in (a and b).
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consider models with gradually increasing ground stiffness with depth; the velocity-depth function follows a power-law or linearlaw dependence. This typology of parameterization is designed for reproducing the compaction of subsoil with depth in sedimentary environments (Ibs-von Seht and Jürgen, 1999; Parolai et al., 2002; Boore et al., 2011) . The last class of parameterization is based on a geometric progression of the layer's thickness to account for the decrease of resolution with depth.
For each class of parameterization, we progressively increase the number of layers over the half-space. The four parameterization groups are indicated as UF, 1PL, 1L, and GP (Table 2 ) and are designed in detail as follows:
• UF -uniform layering allowing a number from one to nine homogeneous layers over the half-space.
• 1PL -a topmost layer composed of five sublayers with the velocity-depth function exhibiting power-law dependence. The V S at depth z is given in the general form V S ðzÞ ¼ V S 0ð1 þ z − z 0 Þ α , where z 0 indicates the depth of the top of the layer (i.e., here, for the topmost layer: z 0 ¼ 0) and V S 0 is the velocity at depth z 0 . There are then three independent parameters for the inversion: z − z 0 , V S 0, and α for this topmost layer, which is overlaying a number from one to eight uniform layers with constant velocity over the half-space.
• 1L -a topmost layer composed of five sublayers with the velocity-depth function following a linear law (i.e., α ¼ 1 in the above equation). The topmost layer is underlaid by one to eight uniform layers over the half-space.
• GP -similar to UF but with a distribution of thickness following a geometrical progression (z i ¼ a ⋅ b i ). z i is the thickness of the ith layer, the parameter a is set to a quarter of the minimum measured wavelength, the parameter b is given by the constraint that the sum of z i for all layers is half of the maximum measured wavelength. This particular distribution of thickness is chosen to increase the penetration depth.
The four parameterization groups define the 1D tabular ground structures used for the theoretical computation of surface-wave dispersion curves. Increasing the number of layers into the UF, 1PL, 1L, and GP parameterizations means increasing the number of degrees of freedom (DOF) describing the model space in the inversion analysis of dispersion curves. The DOF of the model space of the four parameterizations ranges from five to 31 (Table 2) , assuming the DOF as the number of free (adjustable) parameters into the parameter space. The free parameters to consider in the description of each elastic layer are the V S , the compressional velocity V P , and the thickness. We decided to fix the density to 2 g∕cm 3 because of the low sensitivity of surface-wave dispersion to this parameter . The V P profiles are characterized by the same four classes of parameterization as the V S profiles, with the V P values linked to the V S values through the Poisson's ratio. Because we do not have information on the water table depth, we fix the V P interface to be at the same depth as each corresponding V S interface. These assumptions on the V P represent a good compromise for the inversion process to obtain reliable solutions without increasing excessively the number of DOF.
We allow a large range of possible values for the free parameters during the inversion: the search interval of V S ranges from 50 to 2500 m∕s, and from 150 to 3500 m∕s for the half-space. The search interval of V P is from 200 to 5000 m∕s, with the V P ∕V S ratio related to the Poisson's ratio. The Poisson's ratio is not a parameter of the inversion like V P or V S , and it is forced to be inside a specified large range (0.2-0.5) for all layers of the generated models. The thickness limits are defined into the four classes of parameterization by using the measured wavelengths λ from the observed dispersion curves. In the first three parameterization groups, the boundaries of all layers were constrained within the limits λ min∕3 and λ max∕3, where λ min and λ max are the minimum and the maximum measured wavelengths at the investigated sites (see Table 1 ). The rule in estimating the penetration depth of surface waves as λ∕3 is empirically adopted and supported by the results of the NERIES EC-Project (deliverable JRA4-D6). However, the loss of resolution with depth of surface waves is dependent on the structural model and soil properties. The fourth parameterization (GP) is designed to increase the penetration depth more than the UF, 1L, and 1PL classes. The thickness of the first layer is fixed to λ min∕4 and the maximum investigation depth for the deepest layer to λ max∕2.
The tuning parameters of the neighborhood algorithm are the initial number of models n s0 , the number of new models n s , and the number of cells n r . A misfit function is first computed for the initial set of n s0 models. Within the n r cells with the lowest misfit, a total of n s new models are added (n s ∕n r samples generated per cell). The last two steps are repeated N times, resulting in a total of n s0 þ N × Table 2 . DOF associated with each model parameterization. UF, 1PL, 1L, and GP indicate the four parameterization groups described in the text. The last number in the names of model parameterizations indicates the number of uniform layers over the half-space. Example of DOF computation in the 1L_1 case: We have a topmost layer with a linear velocity law described by five free parameters (its total thickness and the V P and V S at the top and at the bottom of this layer) overlaying a uniform layer, which is described by further three free parameters (V P , V S , and thickness). Additional two free parameters are the V P and V S of the half-space. UF_1 GP_1 UF_2 GP_2 UF_3 GP_3 UF_4 GP_4 UF_5 GP_5 UF_6 GP_6 UF_7 GP_7 UF_8 GP_8 UF_9 GP_9   DOF  5  8  11  14  17  20  23  26  29  Model  parameterization   1L_1 1PL_1 1L_2 1PL_2 1L_3 1PL_3 1L_4 1PL_4 1L_5 1PL_5 1L_6 1PL_6 1L_7 1PL_7 1L_8 1PL_8   DOF  10  13  16  19  22  25  28  31 Exploring model space, ranking best models B151 n s models. We use n s0 ¼ 100, n s ¼ 50, n r ¼ 50, and N ¼ 4000 resulting in a total of 200,100 models. We repeat five runs (with five different random seeds) for each set of selected parameterizations to test the robustness of the results. The misfit measure m between observed and theoretical dispersion curves is computed for each inverted model and is defined as
Model parameterization
where x di and x ci are the phase velocity of observed and theoretical dispersion at frequency f i , respectively. The standard deviation is σ i at frequency i, and n f is the total number of samples. During the analysis process, the data are filtered in narrow frequency bands (100-150 frequency bands) fixing the time-window length as 50-80 times the central period of the analyzed frequency band. This choice with an overlap of 5% provided experimental curves averaged over many windows at fixed frequencies, allowing the statistical computation of standard deviations. Figure 2c displays the typical behavior of the misfit with an increasing number of layers in the model space parameterization, and Figure 2a shows that 200,100 inverted models are enough to reach the plateau branch of the misfit trend.
For the sake of simplicity, we do not allow the presence of low-velocity zones (LVZ) in the inversion process except at two sites (Benevento and Korinthos), where borehole data strongly suggest shear-wave velocity reversal in the V S profiles. For all the sites, we deliberately do not introduce constraint from borehole data or from the observed f 0 during the inversion. Borehole data and f 0 from the H/V curves are considered as a priori information, and they are used for comparison with the models resulting from inversion. The Dinver package within the Geopsy tool (www.geopsy.org) is used for the modal surface-wave inversion.
MODEL RANKING BASED ON AKAIKE'S INFORMATION CRITERION
The multimodel parameterization with an extensive inversion produces a large number of models showing similar values of misfit (equation 1 and Figure 2a ). Each parameterization class is then characterized by a different number of DOF (Table 2) describing the model space. For the identification of a best class of fitting models among an ensemble of acceptable models, we use the Akaike information criterion (AIC). Akaike's idea is to relate the Kullback-Leibler information number, which indicates the information lost when an approximating model is used to explain reality, to the maximum likelihood function (Kullback and Leibler, 1951; Akaike, 1973 Akaike, , 1974 Bozdogan, 2000) . The AIC estimator combines the maximized likelihood and the number of free parameters K within the model through the general form
where ln indicates the natural logarithm. The first term of equation 2 is a measure of the lack of fit between the approximating model and the true model representing the reality; the second term of equation 2 penalizes the model complexity. This is consistent with the principle of parsimony that investigates the number of free parameters of possible approximating models to reach the best compromise between bias and variance. Models with a lower value of AIC are considered to be better models. AIC or similar information-theoretic approaches do not require particular assumptions on the experimental data and they are used for problems of model decision in various fields of environmental, hydrology, and numerical analyses (Mutua, 1994; Burnham and Anderson, 2001; Zhao et al., 2008) . A seismic application is presented by Boore and Thompson (2007) , who used AIC in near-surface analysis focusing on the selection of the interface depths from the inversion of seismic traveltimes. Savvaidis et al. Table 2 ). The color scale of curves refers to the number of layers progressively added (from green to red with increasing number of layers). Note that the most complex models (red curves) reach an asymptotic behavior when 200,100 models are produced. (c) Misfit and (d) AICc versus number of layers progressively added in the model parameterization (UF parameterization and the Aigio site).
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(2009) apply AIC in the inversion analysis of a theoretical dispersion curve. In case of least-squares estimation with normally distributed errors and for small sample sizes, Sugiura (1978) and Hurvich and Tsai (1989) propose a corrected version of equation 2 expressed as
where n f is the total number of observations andê 2 is the sum of the estimated residuals for the candidate models divided by n f . In our application,ê 2 corresponds to the misfit m defined by equation 1, n f is the number of samples of the experimental dispersion curves, and K indicates the DOF of each considered model parameterization (listed in Table 2 ).
RESULTS
At each site of Table 1 , we first invert the surface-wave dispersion curves using the four classes of parameterization of the model space. Then we follow the Akaike criterion to extract a best set of fitting models resulting from the inversion. Within each parameterization class, we group the results of the five inversion runs (i.e., five seeds) by computing the AICc value through equation 3. We then plot the evolution of the AICc as a function of the DOF (or in other words, as a function of the number of layers progressively added over the half-space) ( Table 2) . Figure 2b and 2d shows the general trend of AICc when varying the number of inverted models and the number of degrees of freedom, respectively. AICc usually converges toward a clear minimum for a given number of DOF (Figure 2d ). We select as best model parameterization the one showing the minimum of the AICc number (Figure 2d ). Note that the lowest AICc number (equation 3) does not necessarily correspond to the lowest absolute misfit (equation 1). In the following, we show the inversion results according to the best model parameterization selected by the Akaike approach. The models with lower misfit into this best model parameterization are selected as the most representative models. Finally, we compare the best set of models resulting from our inversion strategy with the a priori information (i.e., available V S profiles and H/V noise spectral ratios).
We also compare the V S 30 derived from inversion with the V S 30 estimated by independent information. For simplicity, we group the sites following the EC8 soil classification based on V S 30 values (see Table 1 ). The main aim of our inversion procedure is not the V S 30 estimation, which may be satisfactorily assessed at the selected sites by the observed phase velocity at a given wavelength (Renalier and Endrun, 2009; Bard et al., 2010) or likely by a less intensive inversion. However, the comparison in terms of V S 30 allows us to examine the reliability of the resulting models derived from our inversion strategy, at least for the nearsurface velocity (Moss, 2008) . Our approach provides an acceptable error in the V S 30 estimates (ΔV S 30) inferior to 20% on average (Table 1) .
STIFF SITES (SOIL CLASS B)
Aigio, Norcia, Sakarya, and Sturno are considered stiff sites based on the available information (Table 1) . Following the EC8 code (CEN, 2004) , these sites are soil class B (360 < V S 30 < 800 m∕s). We consider higher modes in the inversion to increase the reliability of the inverted model (Xia et al., 2003) . Energetic higher modes are found on the experimental dispersion curves at all stiff sites and are likely caused by a significant velocity contrast between the shallowest part of the velocity profile and the underlying stiff layers. The best parameterization for the stiff sites is well indicated by the AICc behavior with varying DOF (Figure 3, first column) ; the lowest AICc is for a model space defined by 13 or 14 DOF ( Table 2 ). The inversion results within this best parameterization of the model space (i.e., parameterization with the lowest AICc number) are also shown in Figure 3 . The inversion results provide misfit quite low (<0.4) and fairly acceptable fits between experimental and theoretical dispersion curves for most stiff sites (Figure 3) . The shear-wave slowness profiles resulting from the inversions agree best with the reference borehole profiles in the topmost layers (approximately at a depth <20 m), whereas larger discrepancies are observed at a larger depth (depth >20 m). This could be explained by the lack of estimates of phase velocities at low frequency (i.e., < 2 Hz), related to a poor resolution of the array techniques applied to stiff sites in retrieving reliable information on the wavefield at long periods.
In terms of soil classification, the V S 30 derived by a priori information and the V S 30 inferred by inverted models are within the same EC8 class, with Norcia showing the largest discrepancy on V S 30 (ΔV S 30 of 35%, Table 1 ). At Norcia, the experimental Love wave curve is not adequately fitted by the inversion above 10 Hz (Figure 3 , L0 curve at the second row). The reason of this mismatch at Norcia is unknown. However, surface-wave inversion can provide wrong velocities in cases of departure from the usual assumption of homogeneous 1D layers. Conversely, a borehole survey is indicative of the properties of a subsoil column, and in the presence of lateral heterogeneity of the subsoil it cannot be extrapolated to other areas. The differences between inversion results and a priori information could be also ascribed to wrong mode identification or to the effects of the LVZ (as indicated by the borehole data of Norcia).
In Figure 4 , the measured H/V noise spectral ratios (red curves) are compared to the theoretical Rayleigh wave ellipticities (Dunkin, 1965; Tokimatsu, 1997) of the fundamental mode (black curves). The Rayleigh wave ellipticities are computed for the 100 models with the lowest misfit into the best model parameterization indicated by AICc. At Aigio, Norcia, and Sakarya, the ellipticities reproduce fairly well the resonance at high frequencies (about 6-8 Hz) observed in the H/V spectral ratios. In the low-frequency band (<1 Hz), the H/V spectral ratios do not show a distinct peak but a weak amplification (amplitude level <3) that is not reproduced by theoretical ellitpicity curves. This is consistent with the difficulty in resolving deep layers at stiff sites from surface-wave methods (Arai and Tokimatsu, 2005; Pileggi et al., 2011; Tuan et al., 2011) . Excluding the high-frequency resonance (6-8 Hz), the theoretical ellipticities underestimate the amplitude level of the observed H/V spectral ratio probably related to the contribution of Love or body waves in the horizontal components of the wavefield (Arai and Tokimatsu, 2004) .
SOFT SITES (SOIL CLASS C)
At soft sites (180 < V S 30 < 360 m∕s), the match between experimental and inverted dispersion curves is acceptable (misfit <0.4) in Exploring model space, ranking best models B153 all cases ( Figure 5 ). The reference borehole profiles agree with the inverted profiles, with the large differences observed at Buia. At this site, the experimental dispersion curves are far from the fundamental mode reference curves, and the inversion shown in Figure 5 (second row) is with the Rayleigh curve considered as first higher mode (R1). The inversion of Buia ( Figure 5, second row) indicates a low misfit (about 0.25), but the H/V spectral ratios do not agree with the theoretical ellipticities ( Figure 6 ). The reason of this disagreement is unclear. It may however be related with the complexity of the site, which is situated in a basin of fluvial-glacial deposits with Figure 3 . Results at stiff sites (soil class B). The left panel shows the AICc evolution versus the number of DOF. Each colored curve represents one of the four parameterization classes: green, black, blue, and red curves refer to 1PL, GP, 1L, and UF model parameterizations of Table 2 . The name of the best model parameterization (i.e., lowest AICc) is indicated below the site name. The remaining panels show the inversion results within the best model parameterization: shear-wave slowness profiles and Rayleigh (R) and Love (L) dispersion curves. The fundamental mode is indicated as R0 (L0), the first higher mode as R1 (L1), and the second higher mode as R2 (L2). The color scale gives the misfit; the misfit scale ranges from the minimum misfit (m min ) provided by inversion to m min þ 0.05. The black curves within the V S profiles and within the dispersion curves show the borehole and the input data, respectively. The orange curves show the forward modeled dispersion (fundamental and first higher mode) resulting from the reference profile. B154 irregular configuration, and near the fault surface rupture responsible for the largest earthquakes of the region (Fäh et al., 1993; Aoudia et al., 2000) . Sandron et al. (2011) conclude that the seismic response of Buia site to strong motion can only be partially explained by standard 1D analyses of vertically propagating SHwaves. A mismatch between H/V ratios and ellipticities is also found at the Forlì site; the theoretical spectral peak of the ellipticities at approximately 1 Hz is not observed on H/V spectral ratios (Figure 6 ). The 1-Hz peak is related to a bedrock estimated by the best-fitting models at an approximate depth of 200 m (corresponding to λ max∕3, see Table 1 ), which is outside the resolution capabilities of the array data because our dispersion curves hardly extend below 2 Hz ( Figure 5 ). This lack of resolution is indicated by the unresolved deepest layer of the inverted V S models for Forlì. Models with low misfit values (red in Figure 5 , fourth row) show a very large variability of V S (from 1000 to 3000 m∕s) for the basement.
Bolu and Düzce show very similar H/V curves; and the theoretical ellipticities exhibit lower amplitudes than the H/V curves in the entire frequency band (Figure 6 ). This effect could be related to a low-velocity contrast of the soil structure. The H/V ratios at Nestos and Volvi are characterized by a strong and narrow spectral peak, which frequency agrees very well with the ellipticities of the inverted models (Figure 6 ), and consistently the V S profiles present a strong velocity contrast. Volvi is located in an alluvial basin 6-km long and 200-m deep in northern Greece, and it was selected as a European test site for investigating site effects (http://euroseis.civil.auth.gr/). The Volvi basin is a graben structure filled with recent deposits, and geophysical and geotechnical investigations provided the soil layering (Jongmans et al., 1998) allowing reliable numerical modeling (Beuval et al., 2003; Semblat et al., 2005 ; among many others). The main discrepancy resulting from the inversion at Volvi is on the depth of the basement ( Figure 5 , sixth row): The sediments-to-bedrock interface is reported by the reference borehole at approximately 200 m (Raptakis et al., 2000) , whereas the inverted models yield an interface depth at approximately 130 m deep. The difficulty in resolving the bedrock depth is likely related to a resolution issue caused by very few points of Rayleigh wave dispersion curve below 0.7 Hz with relatively large errors. This frequency corresponds to the f 0 of the site where the energy of vertical motion is vanishing (Fäh et al., 2001) .
Additional effects could bias the interpretation of resonance frequencies and then of the bedrock depth in valley environments. The usual assumption of 1D layered geology (and local 1D resonance) within the surface-wave analysis cannot be completely respected in complex geologic structures like deep alluvial basins. Two-dimensional or 3D resonance effects, including a preferential polarization of the microtremor wavefield, are possible in deep valleys as observed from numerical and experimental studies (Bard and Bouchon, 1985; Roten et al., 2006; Lenti et al., 2009; Claprood et al., 2011) . Chaljub et al. (2009) observe 3D effects in the Volvi basin, comparing numerically simulated earthquake ground motion to experimental data. These authors found an agreement between the f 0 deduced from 3D simulation and the one derived from site-to-reference spectral ratio (with the reference station being installed at a depth of 200 m within the Volvi basin). They found a resulting f 0 showing lower amplitude and shifted toward higher frequency than the f 0 assessed by the 1D transfer function.
VERY SOFT SITES (SOIL CLASS D)
Colfiorito is the only site in Table 1 that belongs to soil class D (V S 30 < 180 m∕s). The site is within a 3-km-wide intramountain alluvial basin in central Italy, with a complex topography of the buried bedrock responsible for 2D-3D effects on seismic ground motion (Di Giulio et al., 2003) . Two locations at Colfiorito (loc1 and loc2, at a distance of about 500 m from one another) are investigated by the NERIES EC-Project (deliverable JRA4-D6). Loc1 and loc2 sites are situated 1000 and 700 m southeast from the available borehole position, respectively. At the first location (loc1) of Colfiorito, a seismic array with very small aperture (about 40 m) was deployed to Figure 4 . The H/V curves at stiff sites (soil class B). The observed H/V noise spectral ratios (red curves) for all stations of the array are compared to the theoretical Rayleigh wave ellipticities of the fundamental mode (black curves) for the 100 best-fitting models (i.e., lowest misfit within the best model space parameterization indicated by AICc estimator).
Exploring model space, ranking best models B155 record ambient vibrations. The results shown in the top panel of Figure 7 are derived for loc1 by considering the surface-wave measurements as fundamental Rayleigh mode (R0) and second higher mode Love waves (L2). Note that the minimum of AICc corresponds with the lowest number of DOF, indicating a simple structure for the site (a single soft layer over the half-space). The best model parameterization indicated by AICc is the one using the geometric progression (GP). Although the GP parameterization is related to a larger investigation depth than the one allowed in the other three parameterization groups (λ max∕2 versus λ max∕3, respectively), the velocity of the bottom basement is not resolved by the inversion (Figure 7) , probably due to the small aperture of the arrays (maximum aperture of about 40 m). The borehole profile available at Colfiorito shows higher shear-wave slowness and a deeper interface than the models resulting from the inversion at the loc1 site (Figure 7) . The discrepancy in V S 30 between borehole and inversion results (150 versus 190 m∕s, Table 1 ) leads to a different EC8 soil classification (from class D to class C). The difference at loc1 site in both velocity (ΔV S 30 of 27%, Table 1) and depth of interface can be explained by taking into account lateral heterogeneities between the available borehole and the position (loc1) of the array. Near the edge of the basin, higher-velocity superficial layers composed of alluvial fans are present (Di Giulio et al., 2006) . The borehole is located approximately in the central part of the basin where the f 0 is 0.9 Hz as computed from H/V ratios of previous experiments, whereas loc1 array is located 600 m away from the southeast edge of the basin edge. Two multiple peaks with similar amplitude can be recognized on the observed H/V curves at the loc1 site (at 0.9 and 1.2 Hz; see Figure 7 ). The former frequency corresponds to the f 0 interpreted by microtremor measurement in proximity of the borehole. The inversion at loc1 is not able to reproduce such complexity related to multiple peaks; the theoretical ellipticity of fundamental Rayleigh wave evaluated from the inverted models shows a peak at an intermediate frequency (approximately 1 Hz, Figure 7 ). At the second location of Colfiorito (loc2), the inversion (in terms of fundamental modes R0 and L0, see Figure 7 ) shows a better agreement for the V S 30 (Table 1 ) but a larger depth of the sediment-to-bedrock interface than the borehole profile (70 m versus 55 m, respectively). Similarly to the loc1 site, the difference in the bedrock depth can be explained in terms of lateral heterogeneity of the geologic structure between the borehole position and the loc2 array position. A deeper bedrock at loc2 provided by inversion is consistent with the different values of f 0 ; 0.7 Hz is computed at loc2 from the H/V curves (Figure 7) , whereas 0.9 Hz was measured at the borehole location.
SITE OF CLASS E
The borehole profile characterizes Knidi as a stiff site (V S 30 of 707 m∕s) with superficial soft sediments of less than 20-m thickness over a very stiff basement, as prescribed by EC8 for soil class E. The inversion at Knidi (Figure 8 the high-frequency portion (f > 20 Hz) of experimental R0 is not matched by the inversion. Nevertheless, the inversion provides V S profile and thickness of the soft layer, which agrees fairly well with the borehole profile. The theoretical ellipticities slightly overestimate the frequency of the strong peak obtained at approximately 6 Hz by the H/V spectral ratios (Figure 8 ). This difference on the f 0 can be linked to a not fully valid 1D assumption within the surface-wave analysis. Figure 8 shows a spatial variability of the H/V curves among the array stations. This array was deployed on a hill very close to the strong-motion site characterized by very shallow bedrock. We suspect that topographic effects and/or local lateral variations of the uppermost layer within the array aperture are responsible for the variability of the H/V measurements.
EFFECTS OF LOW-VELOCITY ZONES
We consider the effects of LVZ only at two sites (Benevento and Korinthos) where the available borehole profiles document layers with a significant decrease in velocity with depth ( Figure 9 ). We perform the inversion with and without LVZ at these two sites. In principle, allowing velocity inversions in the model increases the nonuniqueness associated with the inversion of surface-wave dispersion curves (Wathelet et al., 2005) . LVZs may produce an irregular shape on the observed dispersion curve and the effects could be misinterpreted as higher modes. In addition to the velocity contrast, the effect of an LVZ is related to its depth and thickness. The sensitivity of Rayleigh wave dispersion curves is low for the layers below the LVZ (Cercato et al., 2010) , leading to poor resolution for the layers underlying LVZ. Asten (2006b) shows a successful case in resolving LVZ through a direct-fitting method of the SPAC curves in the coherency space. Hamimu et al. (2011) suggest a joint inversion of Figure 7 . Results at the Colfiorito site (soil class D). The yellow curves show the fundamental (continuous curve) and the first and second higher modes (dashed curve) theoretically computed from the reference V S profile. Graphical schemes for AICc, slowness profiles, and dispersion curves are described in the caption of Figure 3 . The H/V curves are as described in the caption of Figure 4 . Figure 6 . The H/V curves at soft sites (soil class C). The observed H/V noise spectral ratios (red curves) for all stations of the array are compared to the theoretical Rayleigh wave ellipticities of the fundamental mode (black curves) for the 100 best-fitting models (i.e., lowest misfit within the best model space parameterization indicated by AICc estimator).
Exploring model space, ranking best models B157 Figure 9 . Results at Benevento and Korinthos. At both sites, the inversions have been performed with (second and fourth row) and without (first and third row) LVZ. Graphical schemes for AICc, slowness profiles, and dispersion curves are described in the caption of Figure 3 . The H/V curves are as described in the caption of Figure 4 . Figure 8 . Results at the Knidi site (soil class E). Graphical schemes for AICc, slowness profiles, and dispersion curves are described in the caption of Figure 3 . The H/V curves are as described in the caption of Figure 4 .
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Rayleigh and Love wave dispersion curves to improve the accuracy of the estimated V S profiles in presence of an LVZ.
At Benevento, the inversion without LVZ (Figure 9 , first row) leads to a good match between observed and inverted dispersion curves (misfit < 0.25). The theoretical ellipticities also agree well with the H/V spectral ratios at frequencies above 1 Hz (Figure 9 , first row). The V S profile provided by a crosshole survey (Di Giulio et al., 2008) is not matched by the inverted models. The discrepancy in V S 30 (ΔV S 30 of 48%, see Table 1 ) between the reference crosshole model and inverted models is very high (740 versus 383 m∕s, respectively). To account the velocity reversal shown by crosshole data, we repeat the inversion allowing LVZ. We use a parameterization of the model space assuming uniform layers over a halfspace, as indicated by the crosshole profile. All the inversions performed for Benevento, including fundamental modes and LVZ, produce unsatisfactory results with a very high misfit; we therefore perform the inversion considering different modes interpretation. Figure 9 (second row) shows one modeling example where the experimental dispersion curves are assumed to be fundamental Rayleigh mode (R0), first higher Rayleigh mode (R1) and fundamental Love mode (L0). Although in this case, the disagreement in V S 30 decreases (from 740 to 710 m∕s for this inversion, see Table 1 ), the inversion including LVZ still returns a V S profile very different from the crosshole survey and the theoretical ellipticities do not match the observed H/V curves ( Figure 9 , second row). Failure of our inversion considering LVZ is also evidenced by the mismatch on the Love wave fundamental mode above 12 Hz, and this causes a very large misfit (about 2.9). Our inversion strategy at Benevento after the inclusion of LVZ clearly fails related to the complexity of the layered structure. A forward computation of the fundamental Rayleigh and Love mode, using an initial V S model constrained by the crosshole profile, is able to provide theoretical dispersion curves that reasonably agree with the experimental curves (not shown).
At Korinthos, the inversion without LVZ (Figure 9 , third row) shows a large misfit (about 0.9), and the increase in DOF (Figure 9 , third row) does not contribute to decrease the AICc. The lowest AICc is yielded by the simplest model parameterization (i.e., one layer over the half-space; see Table 2 ), but the inverted models do not match the borehole data indicating some problems in the surface-wave inversion of this site. The available downhole and crosshole data present evidence of a more complex layering than a simple soft layer over the half-space. The shape of the experimental Rayleigh wave dispersion curve suggests a possible effect of LVZ between 20 and 40 Hz (Figure 9 ). We repeat the inversion using a model parameterization with uniform layering allowing LVZ (Figure 9 , fourth row). We vary the number of uniform layers in the UF parameterization (from UF_3 to UF_6 of Table 2 ) allowing LVZ in the third V S layer, as indicated by borehole profile. We tested that an inversion with the possibility of LVZ within each layer, although this significantly increases the CPU resource, do not improve the final inverted models of this site. The best parameterization of Korinthos, including LVZ, is clearly indicated by the AICc evolution versus DOF, with a minimum DOF corresponding to five uniform layers (Figure 9 , fourth row). The results show a nice match of the experimental dispersion curves with the theoretical curve (misfit about 0.27). The shear-wave slowness profiles resulting from the inversion indicate a thin LVZ in fairly good agreement with the borehole profiles, although the H/V ratios are still not fit by the theoretical ellipticities.
Thus, we find contrasting results at the two investigated sites: (1) Our inversion strategy fails at Benevento, where we cannot reproduce the borehole velocity profile by modeling with or without a LVZ. It is the inversion without considering a LVZ that returns a better fit in terms of dispersion and H/V curves ( Figure 9 , first row). (2) On the other hand, at Korinthos, the borehole profile has been well-reproduced, and the fit to the measured dispersion curves has improved by including LVZ during the inversion (Figure 9 , fourth row).
DISCUSSION
The inversion of dispersion curves is a nonunique problem and is probably the most difficult step in surface-wave methods aimed at deriving the shear-wave-velocity profile. We propose a strategy through which different parameterizations of the model space can be extensively explored and ranked during the inversion analysis. The goal is quantitative evaluation among reliable model parameterizations that explain satisfactorily the experimental data rather than precise estimation of a single V S profile at a specific site. The final result is not a single optimum model, rather a best set of models derived from the same parameterization class. We invert surface-wave dispersion curves at different European strong-motion sites (in terms of urban/rural environment, stiff/soft sites, shallow/deep bedrock interface), where dispersion curves have been estimated in a broad frequency band (with the wavelengths ranging from 1 m to hundreds of meters; see Table 1 ). We do not consider independent constraints within the inversion process to test our inversion strategy that is first based on a multimodel parameterization and then on an information criterion.
In detail, we adopt four distinct classes of parameterization commonly used for the model space. Of course, the classes of parameterization can be modified or increased in the case of independent information on the geotechnical structure. We evaluate in a quantitative way the best parameterization of the model space according to Akaike's information approach. AICc represents a theoretical compromise between the maximum log likelihood and the number of free parameters and is an effective tool for ranking equivalent models in terms of misfit.
The approach of this paper can be regarded as an improvement of the first step of the inversion strategy proposed by Renalier et al. (2010) , in which they suggest a two-step inversion procedure at sites with strong impedance contrast for orienting the inversion search within the parameter space. The first step estimated a bedrock depth range using the evolution of the minimum misfit and of the corresponding bedrock depth versus the number of homogeneous layers (the UF class of this paper). The second step was a constrained inversion assuming a linear velocity law (1L class) and using the bedrock depth range provided by the inversion within the first step. Renalier et al. (2010) considered a single given parameterization (UF) for investigating the influence of model parameterization, and the selection of the optimum model is based exclusively on the misfit function (equation 1) and on its evolution with number of layers (see Figure 2c) . In this study, we investigate four classes of parameterization searching for the most suitable parameterization (if any) in the inversion process. We compare the performance of the four classes in a quantitative Exploring model space, ranking best models B159 way by combining the misfit to the Akaike's information criterion. We prefer not to introduce any information from independent measurements during the inversion. Of course, additional constraints provided from independent data or extracted from the inversion process itself (following the second step of Renalier et al., 2010) can direct the inversion to more reliable results. Assuming the H/V noise spectral ratios and the V S profiles from borehole data are a priori and independent information, we generally find a good agreement between the velocity structure derived from inversion and the independent information. The V S profiles derived from inversion are generally reliable for analysis of ground-motion estimation. We also find a satisfactory agreement in the V S 30 estimates, with the error (ΔV S 30) increasing for stiffer sites (V S 30 > 650 m∕s) and lower than 20% on average (Figure 10 ). The largest discrepancies in the near-surface V S profiles are observed at the sites of Norcia and Benevento (V S 30 of 35% and of 48% not allowing LVZ); the inversion procedure reproduces the observed dispersion curves but not the borehole profiles (see Figures 3 and 9 ) suggesting some failure in the initial assumptions or an inability of the inversion to match high-contrast LVZs. Both Norcia and Benevento are stiff and deep sites (bedrock depth more than 100 m) with a complex soil structure including thick LVZs as shown by the reference borehole profiles. In principle, the presence of LVZ could be included in our strategy trough ad hoc model parameterization, but this presently has some practical limitation. The presence of LVZ increases drastically the nonuniqueness of the problem, the number of DOF describing the problem, and consequently, the efficiency and time computation of the most popular inversion algorithm. However, the computational time with today's infrastructure is not considered a drawback (Cadet and Savvaidis, 2011) The best parameterizations of the model space according to the Akaike criterion mostly consist in three or four layers over a half-space (Figure 11 ). These layers follow a uniform or a powerlaw velocity-depth function over a half-space (Figure 11 ), corresponding to a number of DOF between 11 and 14 (see Table 2 ). This result is valid for the sites of Table 1 ; studies involving both a larger database and different constraints on the surface-wave inversion are needed to confirm the existence of an optimal class of models in the inversion analysis. The description of the best set of models found from our inversion strategy is given in Appendix A, including also the compressional velocity. The highest V P ∕V S ratios found for few sites (e.g., Buia in Appendix A), which correspond to the maximum V P and Poisson's ratio allowed within the inversion (5000 m∕s and 0.5, respectively), are questionable for the uppermost layers indicating a possible overestimation of the real V P values.
CONCLUSIONS
In this paper, we examined general resolution issues, the lateral heterogeneity of the subsoil, low-velocity layers, and misinterpretation of modes that are all potential sources of bias in the inversion analysis. The inversion strategy based on AICc is not able to resolve the general problems of the surface-wave analysis, and with wrong initial assumptions, increasing the complexity of the model is not useful. Large misfit and an unclear minimum of AICc when varying the DOF can only suggest a failure of the inversion. Conversely, the proposed strategy is effective in selecting a class of models parameterization according to a wellknown and objective criterion of selection. Models with similar misfits are ranked by penalizing the model complexity. Our strategy can be viewed as somewhat automated and can be applied to many sites for investigating and ranking a large number of models. The modern computers can easily supply the computational time and amount of data storage required by our inversion strategy. This strategy has been tested with success on 14 strong-motion sites where specific near-surface characterizations are available. A "standard" inversion, dealing with a limited number of model parameters, could also provide better results at a single site, although both the selection of the starting model parameterization and of the optimum final model usually depends on the interpreter's choice.
Regarding the applicability of the neighborhood algorithm in conjunction with AICc, even if different inversion algorithms can be used in surface-wave inversion, we use the neighborhood Figure 10 . Comparison between V S 30 from independent a priori information and V S 30 derived from inversion. The main outliers from the gray unity line are observed at the Norcia and Benevento sites (see Table 1 ). Figure 11 . The histogram shows the distribution of the best model classes (lowest AICc number) for the NERIES sites of Table 1 . On the x-axis the best model parameterization (Table 2) , on the y-axis the number of occurrences. UF, 1PL, 1L, and GP indicate the four parameterization groups described in the text. The last number in the names of model parameterizations indicates the number of uniform layers over the half-space.
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algorithm because of its feasibility and performance. The improved neighborhood algorithm finalizes the search into the most promising parameter space with a good ability to escape from local minimums. It is based on inequality constraints because the search intervals for the free parameters are not necessarily equal. The two classes of parameterization, UF and GP, are defined by the same number of DOF, although they differ in the search interval of the free parameter thickness. The model parameterization with and without prohibition of LVZ also introduces inequality constraints because the search intervals of free parameters are different in the two cases. From a statistical point of view, the Akaike information criterion is one among others that may be used to correct for the model complexity. It should be noted that any implementation of a information criterion can be included in the proposed inversion approach for exploring the influence of parameterization and for ranking the most representative models. 
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APPENDIX A BEST-FIT MODELS
The best-fit models derived from our inversion strategy are listed in Table A-1 for all the sites of Table 1 , except for Benevento, where we cannot find a consistent solution with the borehole reference data (Figure 9 ). The best-fit model is assumed as the lowest misfit model into the parameterization class selected by the AICc approach (Figures 3, 5, 7, 8, and 9 ; first column).
In Table A -1, the first three lines of the tabulated models are header rows indicating: (1) the site; (2) the parameterization class where the minimum AICc is found; (3) the index of the model at lowest misfit and the corresponding misfit value. The first row without "#" indicates the total number of layers (including half-space). The values of thickness (m), V P (m∕s), and V S (m∕s) are then listed in three columns (the last row with thickness 0 refers to halfspace). Density of each layer was fixed to 2 g∕cm 3 during the inversion.
The uncertainties, in terms of minimum and maximum V S profiles derived from our inversion strategy, are shown in the last table (Table A- 923  60  1142  2457  429  759  798  1188  286  3028  173  199  416  641  651  923  70  1142  2457  438  839  798  1188  286  3028  175  2910  433  681  651  923  80  1142  2457  438  927  798  1188  286  3028  186  3028  446  694  651  923  90  1142  2457  455  1034  798  1188  286  3028  382  3028  451  775  651  923  100  1142  2457  474  1055  798  1188  286  3028  382  3028  451  908  651 
