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0 Introduction
Les varie´te´s de Shimura les plus e´tudie´es sont celles associe´es au groupe GL2, autrement
dit les courbes modulaires. Si Y est une courbe modulaire, on obtient sa compactification de
Baily-Borel j : Y −→ Y ∗ en ajoutant un nombre fini de pointes (car GL2 est de rang semi-
simple 1). Comme Y ∗ est lisse, le complexe d’intersection associe´ a` un syste`me de coefficients
F sur Y est j∗F . Il est possible dans ce cas de calculer la fonction L de j∗F , et il a e´te´ prouve´
dans des travaux d’Eichler, Shimura, Deligne et Ihara (entre autres) qu’elle s’e´crit comme un
produit alterne´ de fonctions L de formes modulaires et de fonctions zeˆta.
La fonction L est un produit de facteurs locaux Lp, ou` p parcourt l’ensemble des nombres
premiers, et ce sont les Lp que l’on calcule. Le cas essentiel est celui ou` Y
∗ et j∗F ont bonne
re´duction en p. Le facteur local Lp ne de´pend alors que des re´ductions modulo p de Y
∗ et
j∗F .
Pour calculer Lp dans le cas des courbes modulaires, il existe deux me´thodes : la me´thode
des congruences, qui ne se ge´ne´ralise pas en dimension supe´rieure, et la comparaison de
la formule des traces d’Arthur-Selberg et de la formule des points fixes de Grothendieck-
Lefschetz. C’est cette deuxie`me me´thode que l’on cherche a` ge´ne´raliser.
Pour une varie´te´ de Shimura ge´ne´rale MK(G,X ), l’application de cette me´thode est plus
de´licate. Un premier pas est le calcul de la trace d’une puissance du morphisme de Frobenius
sur la cohomologie du complexe d’intersection de la compactification de Baily-Borel, ou, ce
qui suffit graˆce a` la formule des traces de Grothendieck-Lefschetz (cf SGA 4 1/2 Rapport),
de la fonction trace de Frobenius de ce complexe.
Brylinski et Labesse ([BL]) ont effectue´ ce calcul pourG = RE/QGL2, avec E une extension
totalement re´elle de Q de degre´ supe´rieur ou e´gal a` 2, et ils en ont de´duit que la fonction L
du complexe d’intersection e´tait bien de la forme attendue.
Pour G = GU(2, 1), le calcul a e´te´ fait par Kottwitz et Rapoport dans l’article [KR] du
livre [LR] (dans ce cas, on peut aussi montrer que la fonction L a` coefficients dans le complexe
d’intersection est un produit alterne´ de fonctions L automorphes, voir l’article de Langlands
et Ramanujan dans le meˆme livre [LR]). Le cas ge´ne´ral d’un groupe de rang 1 a e´te´ traite´
par Rapoport dans son article [R], paru dans le meˆme livre.
Dans cette the`se, nous traitons le cas des groupes unitaires sur Q de rang arbitraire, avec
la restriction suivante : comme on ne dispose pas de compactifications toro¨ıdales des mode`les
entiers, on doit exclure un ensemble fini de nombres premiers.
Du point de vue topologique, le complexe d’intersection peut eˆtre calcule´ en utilisant la
compactification de Borel-Serre re´ductive. Plus pre´cise´ment, Goresky, Harder et MacPher-
son construisent une famille de complexes ponde´re´s sur la compactification de Borel-Serre
re´ductive et montrent que le complexe d’intersection sur la compactification de Baily-Borel
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est l’image directe de deux de ces complexes ponde´re´s par le morphisme naturel de la com-
pactification de Borel-Serre re´ductive sur la compactification de Baily-Borel (cf [GHM]).
On peut de´finir en caracte´ristique finie des complexes ponde´re´s analogues aux images di-
rectes des complexes ponde´re´s de Goresky, Harder et MacPherson.
La me´thode consiste a` remplacer les troncatures par les poids pour les actions des tores
centraux des groupes associe´s aux composantes de bord par les troncatures par les poids de
l’endomorphisme de Frobenius sur les strates de bord. Les premiers, a` notre connaissance, a`
utiliser ce type de me´thode sont Looijenga et Rapoport dans [LR2].
Les deux points cle´ de notre me´thode sont le the´ore`me de Pink calculant les restrictions aux
strates de la compactification de Baily-Borel du prolongement d’un syste`me de coefficients
sur la varie´te´ de Shimura (cf [P2]) et la formule suivante : Si j : U −→ X est l’inclusion d’un
ouvert non vide dans un sche´ma X se´pare´ de type fini sur un corps fini et K un faisceau
pervers pur de poids a sur U , alors
j!∗K = w6aRj∗K.
Dans cette formule, w6a est le tronque´ pour la t-structure (
wD6a(X),wD>a(X)), ou` wD6a(X)
(resp. wD>a(X)) est la sous-cate´gorie pleine de la cate´gorie des complexes mixtes sur X dont
les objets sont les complexes qui ont tous leurs faisceaux de cohomologie perverse de poids
6 a (resp. > a). Cette t-structure est assez inhabituelle ; par exemple, elle est de´ge´ne´re´e et
de coeur nul.
Pour les varie´te´s de Shimura MK(G,X ) conside´re´es dans cette the`se, le the´ore`me de Pink
s’e´crit (cf le corollaire 2.2.2)
i∗Rj∗FKV ≃ FK′RΓ(Γℓ, RΓ(Lie(N), V )).
j est l’inclusion de la varie´te´ de Shimura dans sa compactification de Baily-Borel MK(G,X )∗,
V est une repre´sentation alge´brique du groupe G, FKV est le syste`me de coefficients associe´
a` V , i est l’inclusion d’une strate associe´e a` un parabolique maximal P, N est le radical
unipotent de P et Γℓ est un sous-groupe arithme´tique de la parte line´aire du quotient de Levi
de P.
On peut aussi appliquer ce the´ore`me a` des syste`mes locaux sur les strates de bord de la
compactification de Baily-Borel, ce qui permet, par exemple, siM2 ⊂M1 ⊂MK(G,X)∗ sont
deux strates, de calculer la restriction a` M2 de Ri1∗i∗1Rj∗FKV , ou` i1 est l’inclusion de M1
dans MK(G,X ).
Rappelons que les poids du faisceau lisse FKV sont de´termine´s par le caracte`re central de
V (cf 3.4).
On a vu ci-dessus qu’on disposait d’une formule pour calculer le prolongement interme´diaire.
Supposons par exemple que le caracte`re central de V est trivial, donc que FKV est pur de
poids 0, et notons d la dimension de MK(G,X ). FKV [d] est alors un faisceau pervers pur
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de poids d sur MK(G,X ), et le complexe d’intersection ICV a` coefficients dans V , e´gal par
de´finition a` (j!∗(FKV [d]))[−d], est donne´ par la formule suivante :
ICV = w6dRj∗FKV.
Il s’agit ensuite de calculer le complexe w6dRj∗FKV . La t-structure (wD6d,wD>d) sur la
compactification de Baily-Borel s’obtient en recollant les t-structures analogues sur la varie´te´
de Shimura et les strates du bord. En utilisant cette remarque et le fait que les foncteurs
de troncature w6d et w>d sont triangule´s, on obtient la formule suivante dans le groupe de
Grothendieck (qui est un cas particulier du the´ore`me 4.3.5) :
[ICV ] = [w6dRj∗FKV ] =
∑
16n1<···<nr6n
(−1)r[Rinr∗w>di∗nr . . . Rin1∗w>di∗n1Rj∗FKV ],
ou` ik est l’inclusion de la k-ie`me strate dans M
K(G,X )∗ (on a choisi un ordre total sur les
strates tel que la dimension soit de´croissante).
On peut calculer explicitement les complexes qui apparaissent dans cette somme alterne´e
graˆce a` des applications successives du the´ore`me de Pink. On obtient finalement le the´ore`me
5.2.2 :
[i∗ICV ] =
FKg,{r}
 ∑
S⊂{1,...,r−1}
∑
i∈IS
[
Ind
Kg,{r}
Kpig,S∪{r}
(−1)card(S)RΓ (Γpig,S∪{r}, RΓ(Lie(NS∪{r}), V )>tr ,<ts,s∈S)]
 .
Les notations pre´cises sont explique´es dans 5.2. Disons seulement que i est comme plus haut
l’inclusion d’une strate de bord de la compactification de Baily-Borel, que les ti sont des entiers
qui ne de´pendent que des dimensions des diffe´rentes strates (on peut prendre par exemple
ti e´gal a` l’oppose´ de la codimension de la i-ie`me strate), que S ∪ {r} parcourt un syste`me
d’indices des sous-groupes paraboliques standard dont les strates de bord associe´es dans
la compactification de Borel-Serre re´ductive s’envoient sur la strate de la compactification
de Baily-Borel conside´re´e, que, si PS∪{r} est le sous-groupe parabolique correspondant a`
S∪{r}, alors NS∪{r} est le radical unipotent de PS∪{r} et les Γpig,S∪{r} sont des sous-groupes
arithme´tique de la partie line´aire du quotient de Levi PS∪{r}/NS∪{r} de PS∪{r}, et enfin que
RΓ(Lie(NS∪{r}), V )>tr ,<ts,s∈S est un tronque´ pour les poids de certains tores centraux de
PS∪{r}/NS∪{r}.
Passons en revue les diffe´rentes parties.
Les trois premie`res parties contiennent essentiellement des rappels.
Dans la partie 1, nous introduisons les groupes unitaires GU(p, q) que nous comptons
e´tudier et leurs donne´es de Shimura, puis nous rappelons la de´finition de l’ensemble des points
complexes des varie´te´s de Shimura associe´es et celle de l’ensemble des points complexes des
compactifications de Baily-Borel. En suivant Pink ([P2] 3.7), nous de´finissons une stratifica-
tion du bord des compactifications de Baily-Borel par des varie´te´s de Shimura associe´es a` des
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groupes unitaires plus petits. Enfin, nous rappelons les the´ore`mes d’alge´bricite´ (sur C) pour
les varie´te´s ci-dessus et les the´ore`mes d’existence des mode`les canoniques sur le corps reflex.
Signalons aussi que la section 1.3 contient une liste des sous-groupes paraboliques standard
de GU(p, q), et la section 1.5 un calcul de nature combinatoire sur la compactification de
Baily-Borel, qui sert dans la section 5.2, et pour lequel nous n’avons pas trouve´ de re´fe´rence.
La partie 2 pre´sente la construction des syste`mes de coefficients sur la varie´te´ de Shimura
provenant de repre´sentations du groupe. Nous rappelons d’abord la construction de ces
syste`mes de coefficients sur les points complexes, puis nous expliquons une me´thode, due
a` Pink ([P2] 1), pour montrer que ces syste`mes de coefficients proviennent de faisceaux e´tales
sur les mode`les canoniques. Ensuite, nous e´nonc¸ons le the´ore`me de Pink sur le prolongement
de ces faisceaux e´tales a` la compactification de Baily-Borel.
La partie 3 est consacre´e aux mode`les entiers. Le but est de montrer que, quitte a` inverser
un ensemble fini de nombres premiers, la situation des deux premie`res parties sur le corps
reflex s’e´tend a` l’anneau des entiers de ce corps. Comme les varie´te´s de Shimura conside´re´es
sont PEL, elles ont des mode`les sur l’anneau des entiers du corps reflex ou` on a inverse´ le
discriminant et certains nombres premiers qui de´pendent du niveau. Une fois qu’on a ces
mode`les, la construction de Pink des syste`mes de coefficients e´tales s’e´tend automatiquement
(cf 3.3). En revanche, pour s’assurer que ces syste`mes de coefficients sont bien mixtes (3.4),
pour avoir une compactification de Baily-Borel avec des proprie´te´s convenables (3.2) et pour
que le the´ore`me de Pink reste vrai (3.5), on doit inverser d’autres nombres premiers, sur
lesquels on n’a que tre`s peu d’informations.
La partie 4 est inde´pendante des autres. Dans un premier temps, nous y e´tudions la t-
structure (wD6a(X),wD>a(X)) de´finie plus haut et y montrons la formule pour le prolonge-
ment interme´diaire d’un faisceau pervers purK de poids a sur un ouvert non vide j : U −→ X.
Dans un deuxie`me temps, nous conside´rons des t-structures sur un sche´ma stratifie´ X qui
s’obtiennent en recollant des t-structures (wD6a
′
,wD>a
′
) sur les strates (avec un a′ qui de´pend
de la strate). Graˆce aux proprie´te´s de ces t-structures, nous obtenons si l’ouvert U est re´union
de strates une e´galite´ entre les classes dans le groupe de Grothendieck d’un w6aRj∗K et d’une
somme alterne´e de tronque´s par le poids qui se calculent sur les strates contenues dans X−U
(the´ore`me 4.3.5).
Dans la partie 5, nous appliquons les re´sultats de la partie 4 aux varie´te´s de Shimura. Dans
5.1, nous de´finissons les complexes ponde´re´s et montrons que deux de ces complexes sont
isomorphes au complexe d’intersection. En particulier, a` l’aide du the´ore`me de Pink et du
the´ore`me 4.3.5, nous obtenons une formule explicite, dans le groupe de Grothendieck, pour
la restriction a` une strate de bord de la compactification de Baily-Borel du complexe d’inter-
section (plus ge´ne´ralement, d’un complexe ponde´re´). Graˆce a` cette formule et a` un re´sultat
de Kottwitz ([K2]), nous calculons dans 5.3 la trace d’une puissance de l’endomorphisme de
Frobenius sur la cohomologie d’intersection.
C’est un plaisir de remercier G. Laumon, qui a passe´ beaucoup de temps a` discuter avec
moi, et les rapporteurs de cette the`se, M. Harris et R. Kottwitz, qui a corrige´ ou simplifie´ les
de´monstrations de certains re´sultats de la partie 4.
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1 Varie´te´s de Shimura en caracte´ristique 0
1.1 Quelques notations
SoitG un groupe alge´brique line´aire sur Q. On note S son centre de´ploye´. On appelle espace
syme´trique de G un espace homoge`ne X sous G(R) tel que pour un x ∈ X, le stabilisateur
de x dans G(R) soit de la forme A.K∞, ou` A = S(R)◦ et K∞ est un sous-groupe compact
maximal de G(R) (cette proprie´te´ est alors vraie pour tout x ∈ X). Si Γ est un sous-groupe
arithme´tique de G(Q), on dit que Γ \X est un espace localement syme´trique associe´ a` G.
Pour tout sous-groupe ouvert compact K de G(Af ), on pose
MK(G,X)(C) = G(Q) \ (X ×G(Af )/K).
Si (gi)i∈I est un syste`me de repre´sentants du double quotient G(Q) \G(Af )/K, on a
MK(G,X)(C) =
∐
i∈I
Γi \X,
ou` Γi = G(Q) ∩ giKg−1i est un sous-groupe arithme´tique de G(Q), net si K est net.
En particulier, si K est net, MK(G,X )(C) est une varie´te´ analytique re´elle.
Si K,K′ sont deux sous-groupes ouverts compacts de G(Af ) et g ∈ G(Af ) est tel que
K′ ⊂ gKg−1, on de´finit une application analytique finie e´tale
Tg :M
K′(G,X)(C) −→MK(G,X)(C)
par : pour tous x ∈ X et h ∈ G(Af ),
Tg(G(Q).(x, hK
′)) = G(Q).(x, hgK).
Si Γ,Γ′ sont deux sous-groupes arithme´tiques deG(Q) et γ ∈ G(Q) est tel que Γ′ ⊂ γΓγ−1,
on de´finit une application analytique finie e´tale
Tγ : Γ
′ \X −→ Γ \X
par : pour tout x ∈ X,
Tγ(Γ
′.x) = Γ.γ−1x.
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1.2 Donne´es de Shimura pour certains groupes unitaires
Notation 1.2.1 Pour n ∈ N∗, on note
I = In =
 1 0. . .
0 1
 ∈ GLn(Z)
et
Jn =
 0 1
.
.
.
1 0
 ∈ GLn(Z).
On note S = ResC/RGm le tore de Serre.
On fixe n ∈ N∗, p, q ∈ N avec p+ q = n et p > q. On note Jp,q ou simplement J la matrice
J =
 0 0 Jq0 Ip−q 0
Jq 0 0
 ∈ GLn(Z).
Soit E = Q[i
√
d] (d ∈ N∗ sans facteur carre´) une extension quadratique imaginaire de Q,
dont l’automorphisme non trivial, qui est la conjugaison complexe, sera note´ ; on fixe une
fois pour toutes des injections E ⊂ Q ⊂ C et Q ⊂ Qp pour tout nombre premier p. On
s’inte´resse au groupe alge´brique sur Q, G = GU(p, q), dont les points a` valeurs dans une
Q-alge`bre A sont donne´s par
G(A) = {g ∈ GLn(E ⊗Q A), g∗Jg = c(g)J, c(g) ∈ A×},
avec, si g ∈ GLn(E ⊗Q A), g∗ = tg. Si q = 0, on note aussi GU(p) = GU(p, q).
On a des morphismes de groupes alge´briques sur Q :
c : G −→ Gm et det : G −→ ResE/QGm.
On utilisera aussi les groupes U(p, q) = Ker(c) et SU(p, q) = Ker(c) ∩Ker(det).
Les groupes GU(p, q) et U(p, q) sont re´ductifs, et SU(p, q) est semi-simple.
Fait 1.2.2
(1) Le groupe G est connexe. Le Q-rang semi-simple et le R-rang semi-simple de G sont
tous les deux e´gaux a` q.
(2) Si p > q, G(R) est connexe. Si p = q, G(R) a deux composantes connexes, G(R)+ =
c−1(R+×) et G(R)− = c−1(R−×).
(3) Le groupe de´rive´ de G est Gder = SU(p, q). Il est simplement connexe.
(4) Le quotient G/Gder est isomorphe au tore
H = {(x, λ), xx = λn} ⊂ ResE/QGm ×Gm.
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Introduisons l’espace syme´trique X de G. Pour cela, on a besoin d’un certain sous-groupe
compact maximal deG(R), qu’il est plus facile d’e´crire pour un sous-groupe deG(C) conjugue´
a` G(R). Soit donc
J˜ =
(
Ip 0
0 −Iq
)
,
et
G˜ = GU(J˜) = {g ∈ GLn(R), g∗J˜g = c(g)J˜ , c(g) ∈ R×}.
Soit
u =
 1/
√
2Iq 0 1/
√
2Jq
0 Ip−q 0
1/
√
2Jq 0 −1/
√
2Iq
 .
Alors u = u∗ = u−1 et et J˜ = uJu−1, donc G(R) ≃ G˜ par ϕ : g 7−→ ugu.
On note K˜∞ le sous-groupe compact maximal de G˜ de´fini par
K˜∞ = U(p, 0)(R) ×U(0, q)(R) =
{(
A 0
0 B
)
, A ∈ U(p)(R), B ∈ U(q)(R)
}
.
K∞ = ϕ−1(K˜∞) est un sous-groupe compact maximal de G(R). Soient S = GmIn le centre
de´ploye´ de G et A = S(R)◦ = {λIn, λ ∈ R+×}. On pose
X = G(R)/AK∞ et x0 = AK∞ ∈ X .
Comme AK∞ ⊂ G(R)◦, on a π0(X ) = π0(G(R)), c’est-a`-dire que X est connexe si p > q
et que, si p = q, X a deux composantes connexes (isomorphes) X+ = G(R)+/AK∞ et
X− = G(R)−/AK∞.
On veut de´finir une application G(R)-e´quivariante h : X −→ Hom(S,GR). Comme G(R)
agit transitivement sur X , il suffit de se donner h0 = h(x0) : S −→ GR tel que h0(S(R)) soit
dans le centralisateur de AK∞. On prend
h0 :

S −→ GR
z = a+ ib 7−→
 aIq 0 ibJq0 zIp−q 0
ibJq 0 aIq
 .
Si h˜0 = ϕ ◦ h0, on a
h˜0(z) =
(
zIp 0
0 zIq
)
.
On suppose de´sormais que q > 1 ou q = 0 et p = 1 (si p > 2, GU(p) ne peut pas eˆtre le
groupe d’une donne´e de Shimura, car il est de type compact modulo son centre).
Fait 1.2.3 (G,X , h) est une donne´e de Shimura pure (cf [P1] 2.1).
Si K est un sous-groupe compact ouvert de G(Af ), l’ensemble des points complexes de la
varie´te´ de Shimura associe´e est
MK(G,X )(C) = G(Q) \ (X ×G(Af )/K).
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Proposition 1.2.4 ([P1] 3.3) MK(G,X )(C) a une structure canonique d’espace complexe
normal. Si de plus K est net (cf [P1] 0.6), MK(G,X )(C) est une varie´te´ analytique complexe.
1.3 Sous-groupes paraboliques de GU(p, q)
On note Eij ∈Mn(Z), 1 6 i, j 6 n, les matrices e´le´mentaires : pour tous k, l ∈ {1, . . . , n},
(Eij)kl = δikδjl. Un tore maximal de G = GU(p, q) est le tore T tel que
T(Q) =

 λ1 0 00 . . . 0
0 0 λn
 , λ1, . . . , λn ∈ E×, λ1λn = · · · = λqλp+1 = λq+1λq+1 = · · · = λpλp ∈ Q×
 .
Le sous-tore de´ploye´ maximal S de T ve´rifie
S(Q) =

λ

λ1 0 0 0 0 0 0
0
. . . 0 0 0 0 0
0 0 λq 0 0 0 0
0 0 0 Ip−q 0 0 0
0 0 0 0 λ−1q 0 0
0 0 0 0 0
. . . 0
0 0 0 0 0 0 λ−11

, λ, λ1, . . . , λq ∈ Q×

.
Un parabolique minimal contenant S est le groupe P dont les Q-points sont
P(Q) =

 A ∗ ∗0 B ∗
0 0 C
 , A,C ∈ Bq(E), B ∈ GLp−q(E)
 ∩GU(p, q)(Q),
ou` Bq ⊂ GLq est le groupe des matrices triangulaires supe´rieures.
On dit qu’un sous-groupe parabolique de G est standard s’il contient P. On sait qu’un
sous-groupe parabolique de G est conjugue´ par G(Q) a` un unique sous-groupe parabolique
standard, donc il suffit de de´crire les sous-groupes paraboliques standard. Il sont indexe´s par
les sous-ensembles I ⊂ {1, . . . , q} de la manie`re suivante.
Soit I ⊂ {1, . . . , q}. On e´crit
I − {q} = {q1, . . . , q1 + . . . qr−1}
et on note qr = q − (q1 + · · ·+ qr−1). On pose
PI =

RE/QGLq1 ∗ ∗ ∗ ∗
0
. . . ∗ ∗ ∗
0 0 GU(qr, qr) ∗ ∗
0 0 0
. . . ∗
0 0 0 0 RE/QGLq1
 ∩GU(q, q).
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En particulier, les sous-groupes paraboliques maximaux standard de GU(p, q) sont les
Pr = P{r} =
 RE/QGLr ∗ ∗0 GU(p− r, q − r) ∗
0 0 RE/QGLr
 ∩GU(p, q)
pour r ∈ {1, . . . , q}.
1.4 Compactification de Baily-Borel
1.4.1 Description
Soit (G,X ) la donne´e de Shimura pure de la section 1.2.
On obtient la compactification de Baily-Borel des MK(G,X )(C) en ajoutant a` X des
composantes rationnelles de bord, indexe´es par les sous-groupes paraboliques maximaux de
G, pour former une compactification partielle X ∗, en e´tendant l’action de G(Q) a` X ∗ et en
faisant le double quotient
G(Q) \ (X ∗ ×G(Af )/K).
On suit ici [P1] chapitres 4 et 6 (dont les re´sultats reposent sur ceux de [AMRT]).
Dans [P1] 4.6, Pink introduit pour chaque sous-groupe parabolique maximal (admissible,
mais ici ils le sont tous, car Gad est simple) P de G un morphisme ω : SC −→ PC (note´
ω ◦ h∞ par Pink).
La construction de ce morphisme repose sur celle du morphisme de Harish-Chandra
U1×SL2(R)q −→ Gad(R) de [AMRT] th 2 (ii) p 177-178. Le lemme suivant re´sulte facilement
de la de´finition de ce morphisme.
Lemme 1.4.1.1 Le morphisme de Harish-Chandra est l’image du morphisme
ϕ : U1 × SL2(R) −→ G(R) de´fini par
ϕ
(
u,
(
a1 b1
c1 d1
)
, . . . ,
(
aq bq
cq dq
))
=

a1 0 0 ib1
. . . 0 . .
.
0 aq ibq 0
u 0
0
. . . 0
0 u
0 −icq dq 0
.
.
.
0
. . .
−ic1 0 0 d1

.
Corollaire 1.4.1.2 Pour P = Pr, 1 6 r 6 q, le morphisme SC −→ PC de [P1] 4.6, que
l’on notera ωr, associe a` (z, z
′) = 1⊗ x+ i⊗ y ∈ S(C) = (C ⊗R C)×, avec x = (z + z′)/2 et
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y = (z − z′)/2i, la matrice
ZIr 0 0 0 (1⊗ 1− Z)Jr
0 1⊗ xIq−r 0 i⊗ yJq−r 0
0 0 (1⊗ x+ i⊗ y)Ip−q 0 0
0 i⊗ yJq−r 0 1⊗ xIq−r 0
0 0 0 0 Ir

ou` Z = 1⊗Re(zz′) + i⊗ Im(zz′).
De´finition 1.4.1.3 Soient P un sous-groupe parabolique maximal de G,N son radical unipo-
tent et L = P/N son quotient de Levi. La partie hermitienne Lh de L est le centralisateur
dans L du centre U de N (pour l’action de L sur U de´duite de l’action par conjugaison de
P sur N). Il existe un unique sous-groupe Lℓ de L, appele´ partie line´aire de L, tel que Lh et
Lℓ commutent, que L = LhLℓ et que Lh(R) ∩ Lℓ(R) soit fini (cf [AMRT] p 221-222).
Soient P un sous-groupe parabolique maximal de G et N son radical unipotent. Dans
[P1] 4.7, Pink introduit le plus petit sous-groupe sous-groupe distingue´ QC de PC qui est
de´fini sur Q et contient l’image de ω (Pink note ce sous-groupe P1). Q contient N (d’apre`s
la preuve de [P1] 4.8), et Q/N est, a` un facteur de type compact pre`s et au centre pre`s, la
partie hermitienne de P/L (cf [AMRT] III.4.1). On peut sans rien changer agrandir le centre
de Q/N (cf la remarque (ii) de [P1] 4.11). On utilisera donc la de´finition suivante de Q :
De´finition 1.4.1.4 Soit r ∈ {1, . . . , q}. Si r < q on pose
Qr =

 λIr ∗ ∗0 D ∗
0 0 Ir
 ,D ∈ GU(p− r, q − r), λ = c(D)
 ,
et, si r = q,
Qq =

 λλIq ∗ ∗0 λIp−q ∗
0 0 Iq
 , λ ∈ E∗
 .
Soit P un sous-groupe parabolique maximal de G. Il existe g ∈ G(Q) et r ∈ {1, . . . , q} tels
que P = gPrg
−1. On pose alors Q = gQrg−1 (cette de´finition ne de´pend pas de g, car Qr est
distingue´ dans Pr).
Soit r ∈ {1, . . . , q}. On note Nr le radical unipotent de Pr (qui est aussi celui de Qr) et
Ur le centre de Nr. Construisons l’espace principal homoge`ne sous Qr(R)Ur(C) de [P1] 4.11.
On conside`re l’application Pr(R)-e´quivariante
X = Pr(R)/(Pr(R) ∩AK∞) −→ π0(X )×Hom(SC,Qr,C)
x = g(Pr(R) ∩AK∞) 7−→ ([x], int(g) ◦ ωr) .
L’image de cette application est contenue dans une Qr(R)Ur(C)-orbite (Qr(R)Ur(C) agit
sur π0(X ) par π0(Qr(R)Ur(C)) = π0(Qr(R)) −→ π0(Pr(R))), qu’on note Yr. On note hr :
Yr −→ Hom(Sc,Qr,C) la deuxie`me projection.
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Proposition 1.4.1.5 ([P1] 4.11) (Qr,Yr, hr) est une donne´e de Shimura mixte (cf [P1]
2.1).
(Gr,Xr) = (Qr,Yr)/Nr (cf [P1] 2.9 pour la de´finition du quotient) est donc une donne´e de
Shimura pure. Si r < q, elle est isomorphe a` la donne´e de la section 1.2 pourG = GU(p− r, q − r).
Si r = q, elle est isomorphe a` la donne´e de la section 1.2 pour G = GU(1) = RE/QGm.
De´finition 1.4.1.6 Si 1 6 r < q, on note G′r = Gr. Pour r = q, on note
G′q =

 λIq 0 00 D 0
0 0 Iq
 ,D ∈ GU(p− q), λ = c(D)
 .
On voit G′q comme un sous-groupe de Pq/Nq ; Gq est alors le centre de G′q, et G′q/Gq est
de type compact.
Si P est un sous-groupe parabolique maximal de G de radical unipotent N, il est conjugue´
a` l’un des Pr, donc on peut aussi lui associer une donne´e de Shimura mixte (Q,Y) et une
donne´e de Shimura pure (Q,Y)/N.
De´finition 1.4.1.7 ([P1] 4.11) Une composante rationnelle de bord de (G,X ) est une
donne´e de Shimura mixte (Q,Y) associe´e a` un sous-groupe parabolique maximal de G.
De´finition 1.4.1.8 On pose
X ∗ = X ⊔
∐
(Q,Y)
Y/N,
ou` la somme est sur l’ensemble des composantes rationnelles de bord de (G,X ) et, si (Q,Y)
est une telle composante, N est le radical unipotent de Q et (Q,Y)/N = (Q/N,Y/N).
On munit X ∗ de la topologie de Satake (cf [P1] 6.2).
Remarque 1.4.1.9 Si (Q,Y) et (Q′,Y ′) sont deux composantes de bord, et si on note Z et
Z ′ les sous-ensembles correspondants de X ∗, il re´sulte imme´diatement de la de´finition de la
topologie dans [P1] 6.2 que Z ′ ⊂ Z si et seulement si Q′ ⊂ Q.
De´finition 1.4.1.10 Soit K un sous-groupe ouvert compact de G(Af ). La compactification
de Baily-Borel de MK(G,X )(C) est
MK(G,X )∗(C) = G(Q) \ (X ∗ ×G(Af )/K).
Elle a naturellement une stratification par des espaces localement syme´triques (isomorphes
a` des Γ \ Xr, avec Γ un sous-groupe arithme´tique de Gr(Q)).
The´ore`me 1.4.1.11 ([P1] 6.2, [BB] th 10.4) Il existe une unique structure d’espace analy-
tique complexe normal compact sur MK(G,X )∗(C) dont la restriction a` une strate isomorphe
a` Γ \ Xr est la structure complexe induite par celle de Xr.
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De plus :
Proposition 1.4.1.12 ([P1] 6.2) Soient K′, K des sous-groupes compacts ouverts de G(Af )
et g ∈ G(Af ) tels que K′ ⊂ gKg−1. Le morphisme
Tg :M
K′(G,X )(C) −→MK(G,X )(C)
se prolonge par continuite´ en une application holomorphe finie
MK
′
(G,X )∗(C) −→MK(G,X )∗(C),
qu’on notera T g.
1.4.2 Stratification du bord
De´crivons, en suivant [P2] 3.7, une stratification du bord de MK(G,X )∗(C).
Les (Qr,Yr), 1 6 r 6 q, forment un ensemble de repre´sentants des classes de G(Q)-
conjugaison de composantes de bord de (G,X ). Soient r ∈ {1, . . . , q} et g ∈ G(Af ). Notons
π : Pr −→ Pr/Nr = Gr la projection, KQ = Qr(Af )∩gKg−1 et KG = π(KQ). Le morphisme
holomorphe ir,g :M
KG(Gr,Xr)(C) −→MK(G,X )∗(C) est de´fini par le diagramme suivant :
Gr(Q) \ Xr × (Gr(Af )/KG) [(x, π(h)]
Qr(Q) \ Xr × (Qr(Af )/KQ)
≀
OO
≀

[(x, h)]
_
OO
_

Pr(Q) \ Xr × (Pr(Q)Qr(Af )/KQ)

[(x, h)]
_

G(Q) \ X ∗ × (G(Af )/K) [(x, hg)]
.
Notons HP = gKg
−1 ∩ Pr(Q)Qr(Af ) et Hℓ = gKg−1 ∩ CentPr(Q)(Xr)N(Af ). On fait agir
HP surM
KG(Gr,Xr)(C) par multiplication a` droite sur le deuxie`me facteur dans la troisie`me
ligne du diagramme ci-dessus. Les sous-groupes KQ et Hℓ de HP agissent trivialement. Comme
HP /KQHℓ est fini, ir,g est fini sur son image.
Lemme 1.4.2.1 ([P2] (3.7))
(i) ir,g induit une immersion localement ferme´eM
KG(Gr,Xr)(C)/HP −→MK(G,X )∗(C).
(ii) Si K est net, le groupe fini HP /KQHℓ agit librement sur M
KG(Gr,Xr)(C).
Remarque 1.4.2.2 Si K est net, HP/KQ est un sous-groupe arithme´tique net de (Pr/Qr)(Q).
Or, si r = 1, tous les sous-groupes arithme´tiques de (Pr/Qr)(Q) sont finis ; donc dans ce cas
on a KQ = HP , et le morphisme ir,g est une immersion localement ferme´e.
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Les images des morphismes ir,g forment une partition du bord de M
K(G,X )∗(C), et les
images de ir,g et ir,g′ sont les meˆmes si et seulement si Pr(Q)Qr(Af )gK = Pr(Q)Qr(Af )g
′K.
On a donc obtenu une stratification du bord de la compactification de Baily-Borel par des
quotients de varie´te´s de Shimura par des groupes finis.
On peut re´e´crire d’une manie`re un peu plus simple les de´finitions de HP et Hℓ. On pose,
pour 1 6 r 6 q − 1,
Lℓ,r = L
′
ℓ,r =
 ∗ 0 00 In−2r 0
0 0 ∗

et
L′ℓ,q =
 ∗ 0 00 In−2q 0
0 0 ∗

Lℓ,q =
 ∗ 0 00 SU(p− q) 0
0 0 ∗

(les blocs diagonaux sont carre´s de tailles r, n− 2r, r resp. q, n− 2q, q). Le groupe L′ℓ,r est, au
centre pre`s, la partie line´aire de Lr (cf la de´finition 1.4.1.3).
Lr est produit direct de L
′
ℓ,r et de G
′
r, et produit quasi-direct de Lℓ,r et de Gr. Si 1 6
r 6 q − 1, on a Lℓ,r = L′ℓ,r et de Gr = G′r, et Lr est simplement produit direct de ces deux
sous-groupes.
Lemme 1.4.2.3 Soient P un sous-groupe parabolique maximal de G et g ∈ G(Af ). P est
conjugue´ a` un unique Pr. On note N le radical unipotent de P, L = P/N le quotient de
Levi, Q le sous-groupe distingue´ de´fini par Pink (cf plus haut), Lℓ,L
′
ℓ les sous-groupes de L
obtenus a` partir de Lℓ,r,L
′
ℓ,r par conjugaison, Z la composante de bord de X ∗ associe´e a` P,
HP = gKg
−1 ∩P(Q)Q(Af )
Hℓ = gKg
−1 ∩ CentP(Q)(Z)N(Af ).
Alors, si K est net,
(i) HP = gKg
−1 ∩ L′ℓ(Q)Q(Af ) = gKg−1 ∩ Lℓ(Q)Q(Af ) ;
(ii) Hℓ = gKg
−1 ∩ L′ℓ(Q)N(Af ) = gKg−1 ∩ Lℓ(Q)N(Af ).
De´monstration. On se rame`ne par conjugaison au cas ou` P = Pr. Supposons d’abord
r < q. Alors Pr(Q) = Lℓ,r(Q)Qr(Q) et Qr(Q) ⊂ Qr(Af ), d’ou` (i) (on n’utilise pas dans
ce cas la nettete´ de K). Prouvons (ii). L’image de Hℓ par la projection Pr(Q)Qr(Af ) −→
Pr(Q)Qr(Af )/Lℓ,r(Q)Nr(Af ) ≃ Gr(Af ) est un sous-groupe compact (pour la topologie in-
duite parGr(Af )) deGr(Q), dont les e´le´ments sont nets et agissent trivialement sur Xr, donc
c’est un sous-groupe du centre de Gr(Q) ; comme le centre de Gr est une extension d’un tore
de´ploye´ par un tore de type compact, ce sous-groupe est trivial.
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Traitons le cas r = q, et montrons les premie`res e´galite´ de (i) et (ii). G′q est isomorphe a`
GU(p− q), et Lq ≃ G′q ×L′ℓ,q. De plus, Gq est le centre de G′q. L’image de HP par la projec-
tion Pq(Af ) −→ (Pq/Lℓ,qQq)(Af ) ≃ (G′q/Gq)(Af ) est un sous-groupe net de (Gq/G′q)(Q) ;
comme (Gq/G
′
q)(R) est compact, cette image est triviale, d’ou` (i). Pour (ii), on remarque que
CentPq(Q)(Xq) = Pq(Q), donc l’image de Hℓ dans G′q(Af ) est un sous-groupe arithme´tique
net de G′q(Q), force´ment trivial puisque G′q ≃ GU(p − q). Enfin, on peut remplacer L′ℓ,q(Q)
par Lℓ,q(Q) dans (i) et (ii) car Lℓ,q = L
′
ℓ,q × SU(p − q) (et K est net).

Enfin, on a :
Proposition 1.4.2.4 ([P1] 7.6) Le morphisme ir,g : M
KG(Gr,Xr)(C) −→ MK(G,X )∗(C)
se prolonge en un morphisme fini holomorphe
ir,g :M
KG(Gr,Xr)∗(C) −→MK(G,X )∗(C),
dont l’image est l’adhe´rence de l’image de ir,g.
1.4.3 Alge´bricite´
On donne ici des re´sultats d’alge´bricite´ (sur C) pour les varie´te´s de Shimura et les com-
pactifications de Baily-Borel.
The´ore`me 1.4.3.1 ([BB] th. 10.11, cf aussi [P1] 8.2) Soient (G,X ) une donne´e de Shimura
pure, et K un sous-groupe compact ouvert net de G(Af ). Alors M
K(G,X )∗(C) est l’ensem-
ble des points complexes d’une varie´te´ alge´brique complexe projective normale, qu’on notera
MK(G,X )∗C. De plus, les morphismes T g du paragraphe pre´ce´dent sont alge´briques.
Corollaire 1.4.3.2 ([P1] 9.24) Avec les meˆme hypothe`ses, MK(G,X )(C) est l’ensemble des
points sur C d’une varie´te´ alge´brique complexe quasi-projective lisse, note´e MK(G,X )C, et
les morphismes Tg de´finis plus haut sont alge´briques, ainsi que l’immersion ouverte
MK(G,X )(C) −→MK(G,X )∗(C).
La limite projective M(G,X )C des MK(G,X )C est un sche´ma se´pare´ quasi-compact sur
C, sur lequel G(Af ) agit continuˆment (a` droite), et on a pour tout K
MK(G,X )C =M(G,X )C/K.
Et enfin :
Proposition 1.4.3.3 La stratification de MK(G,X )∗(C) de´finie plus haut est alge´brique,
c’est-a`-dire que les morphismes ir,g sont alge´briques (ce qui implique que les morphismes ir,g
le sont aussi).
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1.5 Combinatoire des strates de la compactification de Baily-Borel
Les re´sultats de ce paragraphe serviront dans la section 5.2.
Soit K ⊂ G(Af ) un sous-groupe ouvert compact net. Pour tout I ⊂ {1, . . . , q} non vide,
soit
PI =
⋂
i∈I
Pi,
et
NI =
∏
i∈I
Ni
le radical unipotent de PI . Les PI sont les sous-groupes paraboliques standard de G. Si
r = max(I), on a Qr ⊂ PI ⊂ Pr, donc PI/Nr est produit quasi-direct de Gr et Pℓ,I , avec
Pℓ,I un sous-groupe parabolique de Lℓ,r. Si r < q, Gr = G
′
r, et PI/Nr est produit direct de
Gr et Pℓ,I ; on note P
′
ℓ,I = Pℓ,I . Si r = q, Gq est le centre de G
′
q ≃ GU(p− q). PI/Nq s’e´crit
P′ℓ,I ×G′q, avec P′ℓ,I un sous-groupe parabolique de L′ℓ,q, et on a Pℓ,I = P′ℓ,I × SU(p− q).
Pour tous g ∈ G(Af ), r ∈ {1, . . . , q} et I ⊂ {1, . . . , q} non vide, on note
Kg,r = (gKg
−1 ∩Qr(Af ))/(gKg−1 ∩Nr(Af ))
Hg,I = gKg
−1 ∩PI(Q)Qmax(I)(Af ) = gKg−1 ∩P′ℓ,I(Q)Qmax(I)(Af )
Kg,I = (gKg
−1 ∩PI(Q)Qmax(I)(Af ))/(gKg−1 ∩Pℓ,I(Q)Nmax(I)(Af )).
Si r = max(I), Kg,r ⊂ Kg,I s’identifient a` des sous-groupes compacts ouverts nets deGr(Af ).
Pour tous g ∈ G(Af ) et r ∈ {1, . . . , q}, on a de´fini dans 1.4.2 un morphisme holomorphe
fini sur son image i : MKg,r(Gr,Xr)(C) −→ MK(G,X )∗(C). L’image de ce morphisme est
un sous-espace localement ferme´ de MK(G,X )∗(C), qui s’identifie a` MKg,{r}(Gr,Xr)(C).
De plus, MKg,r(Gr,Xr)(C) et MKh,r(Gr,Xr)(C) ont la meˆme image dans MK(G,X )∗ si et
seulement si Pr(Q)Qr(Af )gK = Pr(Q)Qr(Af )hK. Si I ⊂ {1, . . . , q} et r = max(I), on a
aussi un morphisme holomorphe fini sur son image MKg,I (Gr,Xr)(C) −→ MK(G,X )∗(C),
le compose´ du reveˆtement e´tale fini T1 : M
Kg,I (Gr,Xr)(C) −→ MKg,{r}(Gr,Xr)(C) et de
l’immersion localement ferme´eMKg,{r}(Gr,Xr)(C) −→MK(G,X )∗(C). Tous ces morphismes
se prolongent aux compactifications de Baily-Borel, et ces prolongements sont des morphismes
finis.
Notation 1.5.1 Soient g, h ∈ G(Af ) et I ⊂ J ⊂ {1, . . . , q} non vides tels que max(I) =
max(J) = r. Si a ∈ L′ℓ,r(Q)Qr(Af ) est tel que Hg,J ⊂ aHh,Ia−1, alors la re´duction modulo
(Pℓ,rNr)(Af ) de a, a ∈ Gr(Af ), ve´rifie Kg,J ⊂ aKh,Ia−1, donc on a un morphisme
Ta :M
Kg,J (Gr,Xr)(C) −→MKh,I (Gr,Xr)(C).
On notera aussi Ta ce morphisme.
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On fixe a ∈ G(Af ), I ⊂ {1, . . . , q} non vide et s > r = max(I). On conside`re l’ensemble E
des diagrammes commutatifs Db,q,g,h,c
MKhg,I∪{s}(Gs,Xs)(C) 
 /
Tc

MKg,I (Gr,Xr)∗(C) MKg,I (Gr,Xr)(C)? _oo
Tq

MKa,{s}(Gs,Xs)(C) MKb,{r}(Gr,Xr)(C) 
 //MK(G,X )∗
avec b, g ∈ G(Af ), q, h ∈ Pr(Q)Qr(Af ) et c ∈ Ps(Q)Qs(Af ) tels que g ∈ bqK et hg ∈ caK.
On munit E de la relation d’e´quivalence suivante : Db,q,g,h,c ∼ Db′,q′,g′,h′,c′ si et seulement si
(i) Pr(Q)Qr(Af )bK = Pr(Q)Qr(Af )b
′K ;
(ii) PI(Q)Qr(Af )gK = PI(Q)Qr(Af )g
′K ;
(iii) PI∪{s}(Q)Qs(Af )hgK = PI∪{s}(Q)Qs(Af )hgK.
La condition (i) signifie que MKb,{r}(Gr,Xr) et MKb′,{r}(Gr,Xr)(C) ont la meˆme image dans
MK(G,X )∗, la condition (ii), qui se re´e´crit
PI(Q)Qr(Af )qHb,{r} = PI(Q)Qr(Af )q′Hb,{s},
implique que l’isomorphisme MKb,{r}(Gr,Xr)(C) ≃ MKb′,{r}(Gr,Xr)(C) donne´ par (i) se
rele`ve (et se prolonge) en un isomorphisme Tγ :M
Kg,I (Gr,Xr)∗(C) ∼−→ MKg′,I (Gr,Xr)∗(C),
avec γ ∈ PI(Q)Qr(Af ), et la condition (iii) que, modulo cet isomorphisme, les images de
MKhg,I∪{s}(Gs,Xs)(C) et MKh′g′,I∪{s}(Gs,Xs)(C) sont les meˆmes. Remarquons enfin que la
condition (iii) implique les conditions (i) et (ii), et que, pour tout Db,q,g,h,c ∈ E , on a
Db,q,g,h,c ∼ Dca,1,ca,1,c.
Proposition 1.5.2 Conside´rons l’application Φ qui a` un e´le´ment Db,q,g,h,c ∈ E associe la
classe de c ∈ Ps(Q)Qs(Af ) dans
PI∪{s}(Q)Qs(Af ) \Ps(Q)Qs(Af )/Ha,{s}.
Alors Φ passe au quotient par ∼ et donne une bijection
E/ ∼ ∼−→ PI∪{s}(Q)Qs(Af ) \Ps(Q)Qs(Af )/Ha,{s}.
De´monstration. Soient D = Db,q,g,h,c,D
′ = Db′,q′,g′,h′,c′ ∈ E . Supposons que D ∼ D′, et
montrons que Φ(D) = Φ(D′). Soient k, k′, l ∈ K et γ ∈ PI∪{s}(Q)Qs(Af ) tels que hg = cak,
h′g′ = c′ak′ et γhgl = h′g′. Alors
c = hgk−1a−1 = γ−1h′g′l−1k−1a−1 = γ−1c′ak′l−1l−1a−1,
avec γ−1 ∈ PI∪{s}(Q)Qs(Af ) et ak′lk−1a−1 = p′−1γp ∈ (aKa−1 ∩ Ps(Q)Qs(Af )) = Ha,{s},
donc Φ(D) = Φ(D′).
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Supposons maintenant que Φ(D) = Φ(D′), et montrons que D ∼ D′. Graˆce au calcul
qu’on vient de faire, on peut remplacer D et D′ par des diagrammes e´quivalents. D’apre`s la
remarque qui pre´ce`de l’e´nonce´ de la proposition, on peut supposer que q = q′ = h = h′ = 1,
b = g = ca et b′ = g′ = c′a. Φ(D) = Φ(D′) s’e´crit
PI∪{s}(Q)Qs(Af )c(aKa−1 ∩Ps(Q)Qs(Af )) = PI∪{s}(Q)Qs(Af )c′(aKa−1 ∩Ps(Q)Qs(Af )),
et ceci implique e´videmment que
PI∪{s}(Q)Qs(Af )caK = PI∪{s}(Q)Qs(Af )c′aK,
c’est-a`-dire que D ∼ D′.
Enfin, pour tout c ∈ L′ℓ,s(Q)Qs(Af ), la classe de c dansPI∪{s}(Q)Qs(Af )\Ps(Q)Qs(Af )/Ha,{s}
est l’image par Φ de Dca,1,ca,1,c ∈ E , donc Φ est surjective.

1.6 Mode`les canoniques
On renvoie a` [P1] chapitre 11 et a` [D] pour la the´orie ge´ne´rale des mode`les canoniques. On
s’inte´ressera ici a` la donne´e de Shimura (G,X ) de´finie dans la section 1.2, c’est-a`-dire que
G = GU(p, q).
1.6.1 Varie´te´ de Shimura
Soit K un sous-groupe ouvert compact net de G(Af ). La the´orie des mode`les canoniques
assure l’existence d’un mode`le de MK(G,X )C sur un corps de nombres F appele´ corps reflex
de (G,X ), c’est-a`-dire d’une varie´te´ alge´brique normale quasi-projective MK(G,X ) sur F
telle que MK(G,X ) ⊗F C ≃ MK(G,X )C (ve´rifiant aussi d’autres proprie´te´s). De plus, tous
les morphismes Tg de la section 1.1 sont de´finis sur F .
Corps reflex et loi de re´ciprocite´
Fait 1.6.1.1 ([D1] 2.6, [P1] 11.1) Soit r : Gm,C −→ SC le morphisme qui a` z ∈ C× associe
(z, 1) = 1⊗ z + 1
2
+ i⊗ z − 1
2i
∈ S(C) = (C⊗R C)×.
Le corps reflex de (G,X ), qu’on notera F , est le corps de de´finition de la classe de conjugaison
de
h0r : Gm,C −→ GC.
Lemme 1.6.1.2 Le corps de reflex de (G,X ) est E si p > q, Q si p = q.
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De´monstration. On e´crit comme avant E = Q[i
√
d], avec d un entier positif sans facteur
carre´. On a, si z ∈ C×,
h0r(z) =

1⊗ z+12 Iq 0 i
√
d⊗ z−1
2i
√
d
Jq
0
(
1⊗ z+12 + i
√
d⊗ z−1
2i
√
d
)
Ip−q 0
i
√
d⊗ z−1
2i
√
d
Jq 0 1⊗ z+12 Iq
 ∈ G(C).
On cherche le plus petit sous-corps F de C tel que h0r(Q
×) soit conjugue´ dans G(C) a` un
sous-groupe de G(Q) ⊂ GLn(E ⊗Q Q).
De´ja`, on a h0r(Q
×) ⊂ GLn(E ⊗Q E), donc F ⊂ E.
De plus, pour tout z ∈ Q×, on a
Tr(h0r(z)) = n
(
1⊗ z + 1
2
)
+ (p − q)
(
i
√
d⊗ z − 1
2i
√
d
)
,
et (z − 1)/2i√d 6∈ Q si z 6= 1, donc, si p > q, h0r(Q×) ne peut pas eˆtre conjugue´ dans
GLn(E ⊗Q C) a` un sous-groupe de GLn(E ⊗Q Q), donc F 6= Q, et finalement F = E.
Supposons maintenant p = q. On a
h0r(z) = 1⊗ z + 1
2
In + i
√
d⊗ z − 1
2i
√
d
Jn.
Jn est conjugue´ dans GLn(C) a`
J ′ =
(
0 iJq
−iJq 0
)
.
Comme le morphisme GU(p, q)(C) −→ GLn(C), 1 ⊗ X + i
√
d ⊗ Y 7−→ X + i√dY , induit
un isomorphisme U(p, q)(C)
∼−→ GLn(C), il existe g ∈ U(p, q)(C) tel que l’image de J ′′ =
g(i
√
d⊗(1/i√d)Jn)g−1 dansGLn(C) soit J ′. De plus, on a c(J ′′) = c(i
√
d⊗(1/i√d)Jn) = −1.
Soit
J ′′′ =
(
0 1⊗ iJq
−1⊗ iJq 0
)
.
J ′′′ ∈ GU(p, q)(C), l’image de J ′′′ dans GLn(C) est J ′, et c(J ′′′) = −1, donc J ′′ = J ′′′. On a
donc montre´ que pour tout z ∈ C×,
gh0r(z)g
−1 =
(
1⊗ 1+z2 Iq 1⊗ z−12 Jq
1⊗ 1−z2 Jq 1⊗ 1+z2 Iq
)
,
donc h0r(Q
×) est conjugue´ dans GU(p, q)(C) a` un sous-groupe de GLn(Q⊗QC), et le corps
reflex est Q. 
Comme MK(G,X )(C) est l’ensemble des points complexes d’une varie´te´ de´finie sur F , le
groupe Gal(F/F ) agit sur π0(M
K(G,X )(C)). On va calculer cette action.
Soit H =G/Gder. On note κ : G −→ H la projection.
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Proposition 1.6.1.3 ([D] 3.3.2) L’application, induite par κ,
π0(M
K(G,X )(C)) −→ π0(H(Q) \H(A)/κ(K))/κ(AK∞)
est bijective.
L’action de Gal(F/F ) sur π0(H(Q) \H(A)/κ(K))/κ(AK∞) se factorise par Gal(F ab/F )
([D] 2.4). On identifie Gal(F
ab
/F ) a` π0(F
× \ A×F ) par l’isomorphisme du corps de classes,
avec la convention suivante ([P1] 11.3) : Si v est une place non archime´dienne de F , ̟v est
une uniformisante de Fv et F
′ est une extension abe´lienne de F non ramifie´e en v, alors le
morphisme
π0(F
× \ A×F )
∼−→ Gal(F ab/F ) −→ Gal(F ′/F )
envoie la composante de l’ide`le (. . . , 1,̟v , 1, . . . ) sur le Frobenius arithme´tique en v.
Proposition 1.6.1.4 ([D] 2.4, 2.5, 2.6) L’action de Gal(F
ab
/F ) ≃ π0(F× \ A×F ) sur
π0(H(Q) \H(A)/κ(K))/κ(AK∞) provient d’un morphisme de groupes alge´briques
λ : ResF/QGm −→ H,
appele´ morphisme de re´ciprocite´, et donne´ par la re`gle suivante : si r′ : Gm,F −→ HF est
le morphisme κh0r (quitte a` changer de point base, ce morphisme est de´fini sur F ), λ est le
compose´ de
ResF/Q(r
′) : ResF/QGm −→ ResF/QHF
et de la norme de H
ResF/QHF −→ H.
Lemme 1.6.1.5 On a
H ≃ {(x, λ), xx = λn} ⊂ ResE/QGm ×Gm,
et
λ(z) = (zpzq, zz).
Corollaire 1.6.1.6 On note λ′ : ResE/QGm −→ G l’application qui envoie z sur zzIq 0 00 zIp−q 0
0 0 Iq
 .
Comme λ = κλ′, l’action de Gal(F ab/F ) ≃ π0(F× \A×F ) sur π0(MK(G,X )(C)) est induite
par l’action de ResE/QGm sur G donne´e par la multiplication a` gauche par λ
′.
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Le syste`me projectif
On a dit que les Tg e´taient de´finis sur F . En particulier, pour K
′ ⊂ K, on a
T1 :M
K′(G,X ) −→MK(G,X ).
Le syste`me projectif des MK(G,X ) est donc de´fini sur F , et on note M(G,X ) sa limite
projective. C’est un F -sche´ma se´pare´ quasi-compact, sur lequel G(Af ) agit continuˆment.
Fait 1.6.1.7 ([P2] 3.4) Si K′ ⊂ K un sous-groupe ouvert distingue´, alors
T1 :M
K′(G,X ) −→MK(G,X )
est un recouvrement e´tale galoisien fini de groupe K/K′.
En conse´quence,
M(G,X ) −→MK(G,X )
est un recouvrement e´tale galoisien profini de groupe K.
1.6.2 Compactification de Baily-Borel
The´ore`me 1.6.2.1 ([P1] 12.3, [P2] 3.7.2)
(1) MK(G,X )∗C a un mode`le MK(G,X )∗ sur F , les T g sont de´finis sur ces mode`les et on
a la proprie´te´ suivante :
(2) Soit (Q,Y) une composante rationnelle de bord de (G,X ) et g ∈ G(Af ). On note N
le radical unipotent de Q, (G′,Z) = (Q,Y)/N, KQ = Q(Af ) ∩ gKg−1, KG l’image de
KQ dans G
′(Af ). Alors le corps reflex de (G′,Z) est celui de (G,X ), c’est-a`-dire F , et
le morphisme (fini sur son image)
MKG(G′,Z)(C) −→MK(G,X )∗(C)
de 1.4.2 vient d’un unique morphisme des mode`les canoniques.
Proposition 1.6.2.2 ([P2] 3.8) Soit K′ ⊂ K un sous-groupe ouvert distingue´. K agit a`
droite sur MK
′
(G,X ) (par les morphismes Tg), et le quotient est
MK
′
(G,X )∗/K =MK(G,X )∗.
Corollaire 1.6.2.3 On note M(G,X )∗ la limite projective sur K des MK(G,X )∗. Le mor-
phisme
M(G,X )∗ −→M(G,X )∗/K ≃MK(G,X )∗
est un K-recouvrement (au sens de [P2] 1.7). La limite projective des morphismes
MKG(G′,Z) −→MK(G,X )∗
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est une immersion (localement ferme´e)
M(G′,Z) −→M(G,X )∗.
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2 Syste`mes de coefficients et leurs
prolongements a` la compactification de
Baily-Borel, d’apre`s Pink
2.1 Varie´te´ de Shimura
2.1.1 Syste`mes locaux sur C a` coefficients dans Qℓ
Espaces localement syme´triques
Soient G un groupe alge´brique line´aire sur Q et X un espace syme´trique de G. On note
comme avant S le centre de´ploye´ de G et A = S(R)◦.
Soit Γ un sous-groupe arithme´tique net de G(Q). Pour tout Γ-module a` gauche discret M ,
on pose
FΓ(M) = Γ \ (M ×X),
ou`, si γ ∈ Γ et (m,x) ∈M ×X,
γ.(m,x) = (γm, γx).
La fle`che e´vidente FΓ(M) −→ Γ \X fait de FΓ(M) un syste`me local (de groupes abe´liens)
sur l’espace localement syme´trique Γ \X (qui est une varie´te´ analytique re´elle).
Il est clair que FΓ est un foncteur exact et fide`le de la cate´gorie ModΓ des Γ-modules a`
gauche dans celle des syste`mes locaux sur Γ \ X. On notera donc FΓ son foncteur de´rive´,
de´fini sur Db(ModΓ). L’isomorphisme canonique H
0(Γ \ X,FΓ(M)) = MΓ s’e´tend en un
isomorphisme fonctoriel
RΓ(Γ \X, )FΓ ≃ RΓ(Γ, ).
Soient g ∈ G(Q) et Γ,Γ′ deux sous-groupes arithme´tiques nets de G(Q) tels que Γ′ ⊂
gΓg−1. On a de´fini dans 1.1 un morphisme analytique re´el{
Tg : Γ
′ \X −→ Γ \X
Γ′x 7−→ Γg−1x .
On note θ le morphisme γ 7−→ g−1γg de Γ′ dans Γ. Le foncteur θ∗ : ModΓ −→ ModΓ′ de
restriction des scalaires via θ est exact, et on note encore θ∗ le foncteur de´rive´ Db(ModΓ) −→
Db(ModΓ′).
Fait 2.1.1.1
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(i) On a un isomorphisme canonique
FΓ′θ∗ ≃ T ∗gFΓ,
donne´, pour un Γ-module M , par
Γ′ \ (M ×X) −→ (Γ \ (M ×X))×Γ\X Γ′ \X
(m,x) 7−→ (m, g−1x, x) .
(ii) Si M est un G(Q)-module et si Γ = Γ′ (donc g normalise Γ) on a un isomorphisme
de Γ-modules M
∼−→ θ∗M,m 7−→ g−1m, et le compose´
RΓ(Γ,M) = RΓ(Γ\X,FΓ(M)) CB−→ RΓ(Γ\X,T ∗gFΓ(M)) ≃ RΓ(Γ\X,FΓ(M)) ≃ RΓ(Γ,M)
est l’endomorphisme de RΓ(Γ,M) provenant de l’endomorphisme γ 7−→ g−1γg de Γ.
Varie´te´s de Shimura
On fixe un nombre premier ℓ. Supposons que (G,X ) est une donne´e de Shimura (pure
ou mixte). Notons RepG(Qℓ) la cate´gorie des repre´sentations alge´briques de G(Qℓ) dans un
Qℓ-espace vectoriel de dimension finie.
Soit K un sous-groupe compact ouvert net de G(Af ). Si V ∈ RepG(Qℓ), on pose
FK(V ) = G(Q) \ V × X × (G(Af )/K),
ou` G(Q) agit sur V × X × (G(Af )/K) de la manie`re suivante : si γ ∈ G(Q), v ∈ V , x ∈ X
et g ∈G(Af ),
γ.(v, x, gK) = (γ.v, γ.x, γgK).
FK(V ) est un syste`me local de Qℓ-espaces vectoriels sur MK(G,X )(C).
Comme plus haut, il est clair que FK est un foncteur exact et fide`le sur RepG(Qℓ). On
notera de la meˆme fac¸on le foncteur de´rive´.
Soient g ∈ G(Af ) et K ′ ⊂ gKg−1 un sous-groupe ouvert, et soit comme avant
Tg :M
K′(G,X )(C) −→ MK(G,X )(C)
(x, hK ′) 7−→ (x, hgK) .
Pour tout V ∈ Db(RepG(Qℓ)), on a un isomorphisme
FK′(V ) ≃ T ∗gFK(V ),
donne´ par
G(Q) \ V × X × (G(Af )/K′) −→ (G(Q) \ V × X × (G(Af )/K)) ×MK(G,X )(C) MK′(G,X )(C)
(v, (x, hK ′)) 7−→ (v, (x, hgK), (x, hK ′)) .
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Remarque 2.1.1.2 On retrouve sur les composantes de MK(G,X )(C) les syste`mes locaux
de´finis plus haut : Fixons g ∈ G(Af ) et posons Γ = gKg−1 ∩ G(Q). On a une immersion
holomorphe
i : Γ \ X −→ MK(G,X )(C)
Γx 7−→ [(x, g)]
dont l’image est une composante connexe de MK(G,X )(C), et qui est un isomorphisme sur
son image. Pour tout V ∈ Db(RepG(Qℓ)), i∗FK(V ) est canoniquement isomorphe a` FΓ(M),
ou` M est V , avec la structure de Γ-module donne´e par l’inclusion Γ ⊂ G(Q) ⊂ G(Qℓ).
2.1.2 Syste`mes locaux sur C a` coefficients dans Zℓ
Soient (G,X ) une donne´e de Shimura, K un sous-groupe ouvert compact net de G(Af )
et V ∈ RepG(Qℓ). On voudrait associer a` V un faisceau FK(V )(Zℓ) de Zℓ-modules sur
MK(G,X )(C). On va rappeler la me´thode de [Ln], p34.
On fait agir G(Af ) sur V via la projection G(Af ) −→ G(Qℓ), et on choisit un Zℓ-re´seau
stable par K de V , qu’on note V (Zℓ). Soit
E =
∐
gK∈G(Af )/K
(g.V (Zℓ)× X × (gK/K)).
On a une application continue surjective E −→ X × (G(Af )/K) qui envoie (g.v, x, gK) sur
(x, gK). Cette application est G(Q)-e´quivariante, pour l’action suivante de G(Q) sur E :
γ.(g.v, x, gK) = (γg.v, γ.x, (γg)K).
On pose
FK(V )(Zℓ) = G(Q) \ E .
FK(V )(Zℓ) −→ G(Q) \ X × (G(Af )/K) = MK(G,X )(C) est un faisceau en Zℓ-modules
localement libre, et on a
FK(V )(Zℓ)⊗Zℓ Qℓ = FK(V ).
De plus, la classe d’isomorphisme de FK(V )(Zℓ) est inde´pendante du choix de V (Zℓ).
Si g ∈G(Af ) et K′ ⊂ gKg−1, on a comme avant un isomorphisme canonique
FK′(V )(Zℓ) ≃ T ∗gFK(V )(Zℓ).
Pour m ∈ N∗, on pose
FK(V )(Z/ℓmZ) = FK(V )(Zℓ)⊗Zℓ Z/ℓmZ.
C’est un faisceau abe´lien de ℓm-torsion sur MK(G,X )(C). Nous montrerons plus loin que ce
faisceau provient d’un faisceau e´tale sur MK(G,X ).
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2.1.3 Rappels sur la construction de Pink
On va introduire rapidement certains faisceaux e´tales, qui sont construits et e´tudie´s dans
les deux premie`res parties de [P2].
Rappel 2.1.3.1 ([P2] 1.1.2) Un groupe topologique Γ est dit de type pro-FP∞ s’il existe
une famille de sous-groupes ouverts distingue´s ∆ de Γ telle que :
– les ∆ sont profinis ;
– pour tout ∆, le groupe discret Γ/∆ est de type FP∞ ;
– Γ = lim←−−
∆
Γ/∆.
Rappelons qu’un groupe discret Γ est dit de type FP∞ si le Z[Γ]-module trivial Z a une
re´solution . . . −→ L1 −→ L0 −→ Z par des Z[Γ]-modules libres de type fini.
Exemple 2.1.3.2 ([P2] 1.1.3) Soient G un groupe line´aire alge´brique sur Q, Γ un sous-
groupe arithme´tique de G(Q) et K un sous-groupe compact de G(Af ) normalise´ par Γ. Alors
Γ est de type FP∞, K est profini (donc de type pro-FP∞) et ΓK est de type pro-FP∞.
Notation 2.1.3.3 ([P2] 1.1,1.2)
• Si Γ est un groupe topologique, on note ModΓ la cate´gorie abe´lienne des Γ-modules a`
gauches discrets sur lesquels l’action de Γ est continue (c’est-a`-dire tels que le stabilisa-
teur d’un point soit un sous-groupe ouvert de Γ). On note Mod′Γ la sous-cate´gorie pleine
de ModΓ engendre´e par les limites inductives de Γ-modules de type fini sur Z.
• Tous les sche´mas et morphismes de sche´mas sont suppose´s quasi-se´pare´s. Si X est un
sche´ma, on note E´tX la cate´gorie des faisceaux abe´liens e´tales sur X.
Lemme 2.1.3.4 ([P2] 1.2) Soient X un sche´ma, Γ un groupe de type pro-FP∞ et F un
faisceau e´tale de Γ-modules a` gauche sur X. Pour tout sous-groupe ∆ de Γ, on note F∆ le
sous-faisceau de F (des ∆-invariants) de´fini par F∆(U) = F(U)∆ pour tout U −→ X e´tale.
Les conditions suivantes sont e´quivalentes :
(1) toutes les fibres de F sont dans ModΓ ;
(2) F = lim−−→
∆
F∆, ou` ∆ parcourt l’ensemble des sous-groupes ouverts distingue´s de Γ ;
(3) (si X est quasi-compact) pour tout U −→ X e´tale de pre´sentation finie, F(U) est dans
ModΓ.
Notation 2.1.3.5 ([P2] 1.2) On note E´tX,Γ la cate´gorie des faisceaux e´tales de Γ-modules
a` gauches sur X satisfaisant les conditions du lemme pre´ce´dent. (Si X est le spectre d’un
corps se´parablement clos, on peut identifier E´tX,Γ et ModΓ.)
De´finition 2.1.3.6 Soit X un sche´ma sur lequel un groupe discret Γ agit a` droite fide`lement.
On dit que l’action de Γ est propre s’il existe un recouvrement de X par des ouverts affines
tel que pour tout ouvert U de ce recouvrement,
card({γ ∈ Γ, U.γ ∩ U 6= ∅}) <∞.
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De´finition 2.1.3.7 ([P2] 1.7) Soit X un sche´ma muni d’une action a` droite d’un groupe Γ
de type pro-FP∞. On suppose qu’il existe une famille de sous-groupes ouverts distingue´s ∆
de Γ telle que :
– pour tout ∆, il existe un recouvrement ouvert affine de X dont chaque ouvert est invariant
par ∆ ; en particulier, le quotient cate´gorique X/∆ existe ;
– X = lim←−−
∆
X/∆ ;
– pour tout ∆, si ∆′ est le noyau de l’action de Γ sur X/∆, alors Γ/∆′ agit proprement
sur X/∆.
Alors le quotient ge´ome´trique de X/Γ existe. On dit que X −→ Y est un Γ-recouvrement.
Notation 2.1.3.8 Si X est un sche´ma et A est un groupe abe´lien, on note AX ou simplement
A le faisceau e´tale constant de fibre A sur X.
De´finition 2.1.3.9 ([P2] 1.8) Soit X
ϕ−→ Y un Γ-recouvrement. Pour un sous-groupe ouvert
distingue´ assez petit ∆ de Γ, on a un diagramme commutatif de morphismes Γ-e´quivariants
X //
ϕ
?
??
??
??
? X/∆
ϕ∆
}}zz
zz
zz
zz
Y
.
Pour un tel ∆, le faisceau ϕ∆∗Z sur Y est muni d’une action a` gauche de Γ : γ ∈ Γ envoie
une section s ∈ ϕ∆∗Z(U) ≃ Zπ0(ϕ−1∆ (U)) sur la section γ.s qui a` V dans π0(ϕ−1∆ (U)) associe
s(V.γ). Les ϕ∆∗Z forment un syste`me inductif de E´tY,Γ, dont la limite est aussi dans E´tY,Γ.
On de´finit alors un foncteur{
λΓ,ϕ :ModΓ −→ E´tY,Γ
M 7−→ M ⊗ lim−−→
∆
ϕ∆∗Z ,
ou` Γ agit sur les deux facteurs. Ce foncteur est exact et commute aux limites inductives.
Lemme 2.1.3.10 ([P2] 1.8) On se place dans la situation de la de´finition ci-dessus. Soit M
un objet de ModΓ ; on va de´crire les fibres de λΓ,ϕ(M). Soient x un point ge´ome´trique de X,
y l’image de x dans Y , Γ1 ⊂ Γ le stabilisateur de x. Le choix de x de´termine une bijection
Γ-e´quivariante ϕ−1(x) ≃ Γ1 \ Γ, d’ou` un isomorphisme de Γ-modules
λΓ,ϕ(M)y ≃M ⊗ IndΓΓ1Z,
ou` Γ1 agit trivialement sur Z.
Proposition 2.1.3.11 ([P2] 1.9.3) Soient X −→ Y un Γ-recouvrement et 1 −→ Γ′ −→
Γ −→ Γ′′ −→ 1 une suite exacte de groupes de type pro-FP∞ tels que Γ′ agisse trivialement
sur X. Alors on a un isomorphisme de foncteurs sur D+(Mod′Γ)
R(Γ′, ) ◦ λΓ,ϕ ≃ λΓ′′,ϕ ◦R(Γ′, ).
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Proposition-de´finition 2.1.3.12 ([P2] 1.10.1) Soit ϕ : X −→ Y un recouvrement e´tale
galoisien de groupe de Galois Γ. Alors λΓ,ϕ(M) est RΓ(Γ, )-acyclique pour tout objet M de
Mod′Γ. On obtient donc un foncteur exact{
µΓ,ϕ :Mod
′
Γ −→ E´tX
M 7−→ Γ(Γ, λΓ,ϕ(M)) .
Pour tout U −→ X e´tale de pre´sentation finie, on a
µΓ,ϕ(M)(U) = lim−−→
∆
{s : π0(ϕ−1∆ (U)) −→M,∀γ ∈ Γ,∀V ∈ π0(ϕ−1∆ (U)), s(V.γ) = γ−1s(V )}.
Proposition 2.1.3.13 ([P2] 1.10.4) Soient ϕ : X −→ Y comme avant, et M un objet de
Mod′Γ. Soit y0 = Spec(k) un point de Y , k une cloˆture se´parable de k, y le point ge´ome´trique
de Y correspondant, x un point ge´ome´trique de X au-dessus de y. Pour tout σ ∈ Gal(k/k),
on note ψ(σ) l’unique e´le´ment de Γ tel que σ.x = x.ψ(σ). Alors
ψ : Gal(k/k) −→ Γ
est un morphisme continu, et la fibre de µΓ,ϕ(M) en y est isomorphe a` M avec l’action de
Gal(k/k) donne´e par σ.m = ψ(σ).m.
Proposition 2.1.3.14 Soient X˜ un sche´ma muni d’une action a` droite d’un groupe Γ de
type pro-FP∞ et Γ′ un sous-groupe ferme´ de Γ. On note ϕ : X˜ −→ X˜/Γ = X, ϕ′ : X˜ −→
X˜/Γ′ = X ′ et f : X ′ −→ X les morphismes e´vidents. On a un morphisme canonique de
foncteurs (provenant de morphismes de changement de base, cf [P1] 1.11.3)
ResΓΓ′f
∗λΓ,ϕ −→ λΓ′,ϕ′ResΓΓ′ .
On suppose que le stabilisateur de tout point ge´ome´trique de X˜ est inclus dans Γ′. Alors :
(i) Le morphisme canonique
f∗RΓ(Γ, )λΓ,ϕ −→ f∗RΓ(Γ′, )ResΓΓ′λΓ,ϕ = RΓ(Γ′, )f∗ResΓΓ′λΓ,ϕ
−→ RΓ(Γ′, )λΓ′,ϕ′ResΓΓ′
(cf [P1] 1.11.4) est un isomorphisme de foncteurs sur D+(Mod′Γ).
(ii) Si de plus Γ′ est d’indice fini dans Γ, alors le morphisme canonique (de´duit du mor-
phisme de (i) par adjonction)
RΓ(Γ, )λΓ,ϕInd
Γ
Γ′ −→ f∗RΓ(Γ′, )λΓ′,ϕ′
est un isomorphisme de foncteurs sur D+(Mod′Γ′).
De´monstration. (i) est [P1] 1.11.5.
(ii) se prouve de la meˆme fac¸on. Soit x˜ un point ge´ome´trique de X˜. Notons x le point
ge´ome´trique de X image de x˜ et Γ1 le stabilisateur de x˜ dans Γ. On a Γ1 ⊂ Γ′ par hypothe`se.
30
On fixe un syste`me de repre´sentants (δi)i∈I de Γ′ \ Γ. Soit M ∈ Mod′Γ. D’apre`s le lemme
2.1.3.10, le choix de x˜ et de (δi) de´termine des isomorphismes(
RΓ
(
Γ, λΓ,ϕInd
Γ
Γ′M
))
x
≃ IndΓΓ′M ⊗ IndΓΓ1Z(
Rf∗RΓ
(
Γ′, λΓ′,ϕ′M
))
x
≃
⊕
i∈I
(
RΓ
(
Γ′, λΓ′,ϕ′(M)
))
ϕ′(x˜δi)
≃
⊕
i∈I
M ⊗ IndΓ′Γ1Z,
et le morphisme
u :
(
RΓ
(
Γ, λΓ,ϕInd
Γ
Γ′M
))
x
−→ (Rf∗RΓ (Γ′, λΓ′,ϕ′M))x
correspond au compose´ du morphisme fonctoriel RΓ(Γ, ) −→ RΓ(Γ′, )ResΓΓ′ de [P1] 1.11.1
et du morphisme
v : IndΓΓ′M ⊗ IndΓΓ1Z −→
⊕
i∈I M ⊗ IndΓ
′
Γ1
Z
f ⊗ g 7−→ ∑i∈I f(δi)⊗ g|Γ′
ou` f ∈ IndΓΓ′M est une fonction f : Γ −→M et g ∈ IndΓΓ1Z est une fonction Γ −→ Z.
Comme tous les foncteurs conside´re´s commutent aux limites inductives, on peut supposer
M de type fini sur Z. Alors on a des isomorphismes canoniques (cf [P1] 1.10.2)
IndΓΓ′M ⊗ IndΓΓ1Z ≃ IndΓΓ1ResΓΓ1IndΓΓ′M⊕
i∈I
M ⊗ IndΓ′Γ1Z ≃
⊕
i∈I
IndΓ
′
Γ1Res
Γ′
Γ1M
et le morphisme v ci-dessus devient(
f : Γ −→ ResΓΓ1IndΓΓ′M
) 7−→∑
i∈I
(fδi : γ
′ 7−→ f(γ′)(δi)).
Comme dans la preuve de [P1] 1.11.5, on peut remplacer M par un complexe M• =
IndΓ
′
{1}A
•. D’apre`s [P1] 1.6.1, les composantes de IndΓΓ1Res
Γ
Γ1
IndΓΓ′M
• sontRΓ(Γ, )-acycliques,
et celles de IndΓ1Γ′Res
Γ′
Γ1
M• sont RΓ(Γ′, )-acycliques, donc le morphisme u devient dans ce
cas(
IndΓΓ1Res
Γ
Γ1Ind
Γ
{1}A
•
)Γ −→ (IndΓΓ1ResΓΓ1IndΓ{1}A•)Γ′ −→
(⊕
i∈I
IndΓ
′
Γ1Res
Γ′
Γ1Ind
Γ′
{1}A
•
)Γ′
.
Or on a (
IndΓΓ1Res
Γ
Γ1Ind
Γ
{1}A
•
)Γ
=
(
ResΓΓ1Ind
Γ
{1}A
•
)Γ1
(⊕
i∈I
IndΓ
′
Γ1Res
Γ′
Γ1Ind
Γ′
{1}A
•
)Γ′
=
(⊕
i∈I
ResΓ
′
Γ1Ind
Γ′
{1}A
•
)Γ1
et u est induit par le morphisme
ResΓΓ1Ind
Γ
{1}A
• −→ ⊕i∈I ResΓ′Γ1IndΓ′{1}A•
(f : Γ −→ A•) 7−→ ∑i∈I(fδi : γ′ 7−→ f(γ′δi))
Ce dernier morphisme est clairement un isomorphisme.

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2.1.4 Syste`mes locaux e´tales sur les mode`les canoniques
Syste`mes locaux provenant de repre´sentations du groupe
Revenons a` la situation de 2.1.1. On fixe donc un nombre premier ℓ, une donne´e de Shimura
(G,X ), un sous-groupe compact ouvert K ⊂ G(Af ) et V ∈ RepG(Qℓ). Soit m ∈ N∗. On veut
construire un faisceau e´tale sur MK(G,X ) qui sur C redonne le faisceau FK(V )(Z/ℓmZ) de
2.1.2. Pour cela, on applique la construction de Pink au K-recouvrement
ϕ :M(G,X ) −→MK(G,X ).
On fait agir K sur V (Qℓ) via
K ⊂ G(Af ) −→ G(Qℓ).
On choisit comme avant un Zℓ-re´seau K-invariant V (Zℓ) de V . Alors V (Z/ℓ
mZ) = V (Zℓ)⊗Zℓ
Z/ℓmZ = V (Zℓ)/ℓ
mV (Zℓ) est dans Mod
′
K et on peut lui appliquer le foncteur µK,ϕ.
Proposition 2.1.4.1 On a un isomorphisme canonique
FK(V )(Z/ℓmZ) ∼−→ µK,ϕV (Z/ℓmZ)(C),
ou` µK,ϕV (Z/ℓ
mZ)(C) est le faisceau en groupes abe´liens sur MK(G,X )(C) provenant du
faisceau e´tale µK,ϕV (Z/ℓ
mZ) sur MK(G,X ).
De´monstration. ([Ln] p 38)
Comme V (Z/ℓmZ) est fini, il existe un sous-groupe ouvert distingue´ K0 de K qui agit
trivialement sur V (Z/ℓmZ). Si on note ϕ0 la projection T1 : M
K0(G,X ) −→ MK(G,X ), on
a
λK,ϕV (Z/ℓ
mZ) = V (Z/ℓmZ)⊗ ϕ0∗Z
et
µK,ϕV (Z/ℓ
mZ) = (V (Z/ℓmZ)⊗ ϕ0∗Z)K/K0 ,
donc
µK,ϕV (Z/ℓ
mZ)(C) = (K/K0) \ V (Z/ℓmZ)×MK0(G,X )(C),
ou` K/K0 agit sur V (Z/ℓ
mZ)×MK0(G,X )(C) par
k.(v, x, gK0) = (k
−1.v, x, gkK0).
On pose
E =
∐
gK∈G(Af )/K
(g.V (Z/ℓmZ)× X × gK/K).
G(Q) agit sur E comme dans 2.1.2, et on a FK(V )(Z/ℓmZ) = G(Q)\E . On conside`re l’appli-
cation de E dans µK,ϕV (Z/ℓmZ)(C), qui a` (g.v, x, gK) associe (v, x, gK0). Cette application
est bien de´finie, car, si on remplace g par gk avec k ∈ K, l’image de
(g.v, x, gkK) = (gkk−1.v, x, gkK)
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qu’on obtient est encore
(k−1.v, x, gkK0) = (v, x, gK0).
De plus, si γ ∈ G(Q), l’image de
γ.(g.v, x, gK) = (γg.v, γ.x, (γg)K)
est
(v, γ.x, γgK0) = (v, x, gK0),
donc E −→ µK,ϕV (Z/ℓmZ)(C) donne
Φ : G(Q) \ E = FK(V )(Z/ℓmZ) −→ µK,ϕV (Z/ℓmZ)(C),
qui est l’isomorphisme cherche´ :
• Φ est un home´omorphisme local ;
• Φ est surjective ;
• Φ est injective : Soient (v, x, g), (v′ , x′, g′) ∈ V (Z/ℓmZ)×X×G(Af ) tels que Φ(g.v, x, gK) =
Φ(g′.v′, x′, g′K). Alors il existe γ ∈ G(Q) et k ∈ K tels que x′ = γ.x, g′ = γgk et
v′ = k−1.v, donc
(g′.v′, x′, g′K) = (γg.v, γ.x, γgK) = (g.v, x, gK).

Notation 2.1.4.2 Le faisceau ℓ-adique
lim←−−−−
m∈N∗
µK,ϕ(V (Z/ℓ
mZ))⊗Qℓ
sur MK(G,X ) sera note´ FKV dans la suite.
Ge´ne´ralisation
Dans la suite, on utilisera des faisceaux ℓ-adiques sur certains quotients de varie´te´s de
Shimura par des groupes finis, qui proviennent de repre´sentations d’un groupe plus grand que
celui de la donne´e. On se place dans la situation suivante : B est un groupe line´aire connexe
sur Q, N0 est son radical unipotent, L = B/N0, G et Gℓ sont deux sous-groupes ferme´s
re´ductifs connexes de L commutant entre eux, d’intersection finie et ve´rifiant L = GGℓ. On
note Q0 l’image inverse GN0 de G dans B. On conside`re une donne´e de Shimura (G,X ).
On suppose que l’action de G(Q) sur X se prolonge en une action de L(Q) telle que Gℓ(Q)
agisse trivialement et on prolonge l’action a` droite de G(Af ) sur M(G,X ) a` L(Q)Q0(Af ) en
faisant agir trivialement Gℓ(Q)N0(Af ).
Enfin, soit K un sous-groupe ouvert compact net de B(Af ) ; on note H = K∩B(Q)Q0(Af ),
Hℓ = K ∩ CentB(Q)(X )N0(Af ), KQ = K ∩Q0(Af ) ⊂ H, KN = K ∩N0(Af ) ⊂ Hℓ et KG =
KQ/KN . Le morphisme quotient
ϕ :M(G,X ) −→M(G,X )/H =M
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est un reveˆtement e´tale profini de groupe H/Hℓ, et H/HℓKQ est fini, doncM est le quotient de
la varie´te´ de ShimuraMKG(G,X ) par un groupe fini. On sait qu’a` tout H-module A ∈Mod′H
on peut associer un complexe de faisceaux e´tales sur M ,
RΓ(H, λH,ϕ(A)) ≃ µH/Hℓ,ϕ(RΓ(Hℓ, A)).
On voudrait, a` partir d’une repre´sentation alge´brique de B(Qℓ) dans un Qℓ-espace vectoriel
de dimension finie (ou d’un complexe borne´ de telles repre´sentations), sur laquelle B(Af ) et
ses sous-groupes agissent comme d’habitude via le morphisme B(Af ) −→ B(Qℓ), construire
un complexe borne´ de faisceaux ℓ-adiques sur M .
Lemme 2.1.4.3 ([P2] 5.2.2) Soient U un groupe alge´brique unipotent connexe sur Q et KU
un sous-groupe ouvert compact de U. Alors, pour tout V ∈ Db(RepU(Qℓ)), le morphisme de
restriction
RΓcont(KU , V ) −→ RΓ(KU ∩U(Q), V )
est un isomorphisme.
Le lemme ci-dessous, qui est une version alge´brique du the´ore`me de van Est, est prouve´
dans [GHM] 24.
Lemme 2.1.4.4 Soient U un groupe alge´brique unipotent connexe sur Q et ΓU un sous-
groupe arithme´tique deU(Q). On noteModU la cate´gorie des limites inductives de repre´sentations
alge´briques rationnelles de dimension finie de U (ou, ce qui revient au meˆme, de Lie(U)), et
AU la Q-alge`bre des polynoˆmes a` coefficients rationnels sur U(Q), qui contient la sous-alge`bre
Q des constantes. Pour tout M , on de´finit une suite exacte
0 −→M u0−→ I0(M) u1−→ I1(M) u2−→ I2(M) u3−→ . . .
par :
• u0 :M −→ I0(M) est l’injection e´vidente M ≃M ⊗Q −→M ⊗AU = I0(M) ;
• pour tout i ∈ N, ui+1 : Ii(M) −→ Ii+1(M) est le morphisme e´vident Ii(M) −→
Coker(ui) −→ Coker(ui)⊗AU = Ii+1(M).
Alors :
(i) Pour tout M ∈ ModU, M ⊗ AU est un objet injectif de ModU et un objet acyclique
pour le foncteur ( )ΓU (invariants par ΓU ).
(ii) Pour tout M ∈ModU, le morphisme suivant est un isomorphisme :
RΓ(Lie(U),M) = RΓ(U(Q),M) ≃ I•(M)U(Q) −→ I•(M)ΓU ≃ RΓ(ΓU ,M).
Corollaire 2.1.4.5 Soit V ∈ Db(RepB(Qℓ)). Alors on a un isomorphisme canonique
RΓ(Hℓ, V ) ≃ RΓ(Hℓ/KN , RΓ(Lie(N0), V )).
Si V ∈ Db(RepB(Qℓ)), RΓ(Lie(N0), V ) ∈ Db(RepL(Qℓ)), donc le corollaire permet de se
ramener au cas B = L. Traitons ce cas.
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Comme K est net, Γℓ = Hℓ est net, et Γℓ ∩G(Q) = {1} (car le stabilisateur dans G(R)
d’un e´le´ment de X est compact modulo le centre de G(R)). Γℓ s’injecte donc dans (L/G)(Q),
et son image est un sous-groupe arithme´tique. On a un autre sous-groupe arithme´tique de
(L/G)(Q), Γ′ℓ = H/KG, et Γℓ s’identifie a` un sous-groupe distingue´ de Γ
′
ℓ (force´ment d’indice
fini). D’apre`s [BS] 11.1, la compactification de Borel-Serre partielle d’un espace syme´trique
de L/G permet de construire une re´solution borne´e L• −→ Z du Z[Γ′ℓ]-module trivial Z
par des Z[Γ′ℓ]-modules libres de type fini (les Li sont donc aussi des Z[Γℓ]-modules libres de
type fini). On fait agir H sur les Li via la projection H −→ Γ′ℓ. Si A est un H-module fini,
alors HomZ[Γℓ](L•, A), ou` H/Γℓ agit par (hΓℓ.f)(x) = hf(h
−1x), est un complexe borne´ de
H/Γℓ-modules finis qui repre´sente l’objet RΓ(Γℓ, A) de D
b(ModH/Γℓ).
De´finition 2.1.4.6 Soit V ∈ RepL(Qℓ). On choisit un re´seau K-invariant Λ ⊂ V . Alors le
syste`me projectif des µH/Γℓ,ϕ(HomZ[Γℓ](L•,Λ/ℓ
mΛ)),m ∈ N∗, avec les morphismes de tran-
sition e´vidents, est un complexe borne´ de faisceaux ℓ-adiques constructibles sur M . On note
FH/ΓℓRΓ(Γℓ, V ) l’objet correspondant de Dbc(M,Qℓ), dont la classe d’isomorphisme ne de´pend
pas du choix de Λ. Cette construction s’e´tend trivialement au cas ou` V est un complexe borne´
de repre´sentations de L(Qℓ), et donne un foncteur triangule´
FH/ΓℓRΓ(Γℓ, ) : Db(RepL(Qℓ)) −→ Dbc(M,Qℓ).
Si on revient au cas ge´ne´ral du de´but de ce paragraphe (L est le quotient de Levi d’un
groupe connexe B), on obtient un foncteur triangule´
FH/HℓRΓ(Hℓ, ) : Db(RepB(Qℓ)) −→ Dbc(M,Qℓ)
V 7−→ FH/HℓRΓ(Hℓ/KN , RΓ(Lie(N0), V )) .
Remarque 2.1.4.7 De meˆme, si A est un Qℓ-espace vectoriel avec une action de H/Hℓ qui
admet un Zℓ-re´seau Λ invariant par H/Hℓ, alors on lui associe le faisceau ℓ-adique lisse sur
M
FH/HℓA = (µH/Hℓ,ϕ(Λ/ℓmΛ))m∈Z,
dont la classe d’isomorphisme ne de´pend pas du choix de Λ.
Par exemple, dans le cas B = L, si V ∈ RepL(Qℓ), on a pour tout i ∈ Z un faisceau
FH/ΓℓH i(Γℓ, V ), qui s’identifie a` H i(FH/ΓℓRΓ(Γℓ, V )) (graˆce a` l’exactitude de µH/Γℓ,ϕ).
La notation FH/Hℓ qu’on vient d’introduire est une ge´ne´ralisation de la notation FK du
paragraphe pre´ce´dent.
2.2 Le the´ore`me de Pink (prolongement des faisceaux sur la
compactification de Baily-Borel)
Soient G = GU(p, q), (G,X ) la donne´e de Shimura pure de´finie dans la section 1.2. On
va e´noncer un re´sultat tre`s le´ge`rement plus ge´ne´ral que celui de Pink (mais qui se prouve
exactement de la meˆme fac¸on), en se plac¸ant dans la situation de la de´finition 2.1.4.6.
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Soient donc B un groupe alge´brique connexe sur Q, N0 son radical unipotent, L = B/N0
son quotient de Levi. On suppose que G s’identifie a` un sous-groupe ferme´ de L, et qu’on a
un sous-groupe re´ductif connexe Gℓ ⊂ L commutant avec G, d’intersection finie avec G, et
tel que L = GGℓ. Enfin, on note Q0 l’image re´ciproque de G dans B (donc G = Q0/N0).
Si G′ est un sous-groupe de L, on notera souvent G′N0 son image re´ciproque dans B. On
suppose qu’on peut prolonger l’action a` droite de G(Af ) sur M(G,X ) a` B(Q)Q0(Af ) en
faisant agir trivialement Gℓ(Q)N0(Af ). Soit K un sous-groupe compact ouvert net de B(Af ).
On note H = K ∩ B(Q)Q0(Af ), Hℓ = K ∩ CentB(Q)(X )N0(Af ), et ϕ le recouvrement e´tale
M˜ = M(G,X ) −→ M = M(G,X )/H, qui est galoisien profini de groupe H/Hℓ. L’action
de B(Q)Q0(Af ) s’e´tend e´videmment a` M(G,X )∗, et on note j l’immersion ouverte M −→
M∗ = M(G,X )∗/H. Dans [P2], Pink a calcule´, pour un H-module de torsion M et dans le
cas B = G, la restriction de Rj∗RΓ(H, λH,ϕM) aux strates de M∗. Nous allons e´noncer ce
the´ore`me dans le cas ou` B n’est plus force´ment e´gal a` G.
Soient P un sous-groupe parabolique maximal de G et (Q,Y) la composante de bord
associe´e. On note comme avant N le radical unipotent de P, LP = P/N le quotient de Levi,
et (G1,X1) = (Q,Y)/N. Soit g ∈ B(Q)Q0(Af ). On pose
KQ = (QN0)(Af ) ∩ gKg−1
KN = (NN0)(Af ) ∩ gKg−1
KG = KQ/KN ⊂ G1(Af )
HP = gKg
−1 ∩ StabB(Q)(X1)(QN0)(Af ) = gKg−1 ∩ (GℓP)(Q)(QN0)(Af )
HP,ℓ = gKg
−1 ∩ CentB(Q)(X1)(NN0)(Af ) = gKg−1 ∩ (GℓLP,ℓ)(Q)(NN0)(Af ),
ou` LP,ℓ est la partie line´aire de LP .
On a un diagramme commutatif :
M˜ =M(G,X )   j˜ //
ϕ

M˜∗ =M(G,X )∗
ϕ

M(G1,X1) = M˜1? _i˜oo
ϕ1

M =M(G,X )/H   j //M∗ =M(G,X )∗/H M(G1,X1)/HP =M1? _ioo
ou` ϕ1 est un recouvrement e´tale galoisien profini de groupe HP /HP,ℓ.
Soit TorModH la sous-cate´gorie pleine de Mod
′
H dont les objets sont les H-modules de
torsion. On note encore λH,ϕ la restriction de λH,ϕ :Mod
′
H −→ E´tM,H a` TorModH.
The´ore`me 2.2.1 (cf [P2] 4.2.1) On note θ : HP −→ H, h 7−→ g−1hg, qui donne θ∗ :
TorModH −→ TorModHP .
On a un isomorphisme canonique de foncteurs D+(TorModH) −→ D+(E´tM1)
i∗Rj∗RΓ(H, )λH,ϕ ≃ RΓ(HP , )λHP ,ϕ1θ∗,
ou, autrement dit,
i∗Rj∗µH/Hℓ,ϕRΓ(Hℓ, ) ≃ µHP /HP,ℓ,ϕ1RΓ(HP,ℓ, )θ∗.
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D+(TorModH)
µH/Hℓ,ϕRΓ(Hℓ, )

θ∗ // D+(TorModHP )
RΓ(HP,ℓ, )// D+(TorModHP /HP,ℓ)
µHP /HP,ℓ,ϕ1

D+(E´tM ) Rj∗
// D+(E´tM∗) i∗
// D+(E´tM1)
Voyons ce que ce the´ore`me donne pour les syste`mes de coefficients de´finis plus haut.
Corollaire 2.2.2 (cf [P2] 5.3.1) Soit V ∈ Db(RepB(Qℓ)), sur lequel on fait comme d’habitude
agir H via le morphisme H ⊂ B(Af ) −→ B(Qℓ). On a construit plus haut (voir la de´finition
2.1.4.6) un complexe de faisceaux ℓ-adiques FH/HℓRΓ(Hℓ, V ) ∈ Dbc(M,Qℓ). De meˆme, en util-
isant cette fois l’inclusion G1 ⊂ LP , on peut associer a` tout complexe V ′ ∈ Db(Rep(PN0)(Qℓ))
un complexe de faisceaux ℓ-adiques FHP /HP,ℓRΓ(HP,ℓ, V ′) ∈ Dbc(M1,Qℓ).
On a des isomorphismes canoniques
i∗Rj∗FH/HℓRΓ(Hℓ, V ) ≃ FHP /HP,ℓRΓ(HP,ℓ, V )
≃ FHP /HP,ℓRΓ(HP,ℓ/KN , RΓ(KN , V ))
≃ FHP /HP,ℓRΓ(HP,ℓ/KN , RΓ(Lie(NN0), V )).
Le corollaire re´sulte du the´ore`me ci-dessus, et des lemmes 2.1.4.3 et 2.1.4.4.
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3 Mode`les entiers
Le but de cette partie est de trouver un ensemble fini de nombres premiers Σ tel que les
varie´te´s et les syste`mes de coefficients sur le corps reflex F des parties 1 et 2 s’e´tendent
(en gardant les meˆmes proprie´te´s) sur l’anneau OF [1/Σ]. Pour la varie´te´ de Shimura elle-
meˆme, Σ est explicite et ne de´pend que du discriminant de E et du niveau (voir la section
3.1). Malheureusement, comme on ne dispose pas de compactifications toro¨ıdales des mode`les
entiers, on doit de`s que l’on veut travailler avec la compactification de Baily-Borel inverser
un certain ensemble d’autres nombres premiers sur lequel on n’a aucune information (a` part
le fait qu’il est fini).
3.1 Varie´te´ de Shimura
(G,X ) est toujours la donne´e de Shimura de´finie dans la section 1.2, et on utilise les
notations du chapitre 1.
Les varie´te´s de Shimura qu’on conside`re ici sont des varie´te´s PEL, c’est-a`-dire qu’elles
s’interpre`tent comme des espaces de modules de varie´te´s abe´liennes avec des polarisations,
des endomorphismes impose´s et des structures de niveau. Cette description modulaire permet
de construire des mode`les des varie´te´s de Shimura sur l’anneau des entiers de son corps reflex,
ou` on a inverse´ certains nombres premiers. La re´fe´rence qu’on utilisera ici est [K2].
3.1.1 Sche´mas abe´liens et structures de niveau
Commenc¸ons par mettre une structure entie`re sur le groupe G. Il en existe une e´vidente :
si A est une Z-alge`bre, on pose
G(A) = {g ∈ GLn(A⊗Z OE), g∗Jp,qg = λJp,q, λ ∈ A×}.
On note D le discriminant de E = Q[
√−d] (donc D = −4d si d 6= 3 mod 4 et D = −d
si d = 3 mod 4). On rappelle qu’on a note´ F le corps reflex de (G,X ) (F = E si p > q et
F = Q si p = q). On pose α =
√−d si d 6= 3 mod 4 et α = (1 +√−d)/2 si d = 3 mod 4 ; on
a donc
OE = Z⊕ Zα = Z[α].
Soit V le E-espace vectoriel Ep+q, muni de la forme hermitienne J de matrice Jp,q dans la
base canonique. On a une forme alterne´e ψ : V × V −→ Q associe´e a` J par la formule
J(v,w) = ψ(v, αw) − αψ(v,w).
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Un calcul simple donne
ψ(v,w) =
{
1√
d
ImJ(v,w) si d 6= 3 mod 4
2√
d
ImJ(v,w) si d = 3 mod 4
En particulier, le OE-re´seau Λ = Op+qE de V est autodual pour ψ.
Notation 3.1.1.1
(1) Si A et B sont deux sche´mas abe´liens sur un sche´ma S, on note HomS(A,B) (ou
Hom(A,B)) le groupe abe´lien des morphismes de A dans B.
(2) Si A −→ S est un sche´ma abe´lien, on note Â −→ S le sche´ma abe´lien dual. Si f :
A −→ B est un morphisme de sche´mas abe´liens sur S, on note f̂ : B̂ −→ Â le morphisme
dual.
(3) Soient A −→ S un sche´ma abe´lien et λ une polarisation de A. On de´finit une involution
ιλ de End(A), dite involution de Rosati associe´e a` λ : si f ∈ End(A), ιλ(f) = λ̂f̂λ.
A A
λ

Â
λ̂
OO
Â
f̂
oo
(4) Soit R un anneau commutatif. La cate´gorie des sche´mas abe´liens sur S a` R-polarisation
pre`s est la cate´gorie additive (et meˆme R-line´aire) dont les objets sont les sche´mas
abe´liens sur S et ou` le groupe des morphismes de A dans B est HomS(A,B) ⊗Z R.
Une R-isoge´nie de A dans B est un isomorphisme dans cette cate´gorie. Comme plus
haut, une R-isoge´nie de A dans Â donne une involution de Rosati sur End(A) ⊗Z R.
(5) Soit π : A −→ S un sche´ma abe´lien, π′ : Â −→ S le sche´ma abe´lien dual et ℓ un
nombre premier inversible sur S. On a une forme biline´aire non de´ge´ne´re´e canonique
R1π∗Qℓ ×R1π′∗Qℓ −→ Qℓ(1)S .
Si λ : A −→ Â est une Q-isoge´nie, elle induit un isomorphisme R1π∗Qℓ ∼−→ R1π′∗Qℓ,
d’ou` une forme alterne´e non de´ge´ne´re´e
R1π∗Qℓ ×R1π∗Qℓ −→ Qℓ(1)S ,
qu’on appellera accouplement de Weil associe´ a` λ.
Notation 3.1.1.2 Pour tout nombre premier ℓ, on note Λℓ = Λ⊗Z Zℓ et
K0,ℓ = {g ∈ G(Qℓ) tq g(Λℓ) = Λℓ} = G(Zℓ).
K0,ℓ est un sous-groupe ouvert compact de G(Qℓ).
Soit Σ un ensemble de nombres premiers. On note
Z[1/Σ] = Z[1/ℓ, ℓ ∈ Σ]
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ZΣ =
∏
ℓ∈Σ
Zℓ
ZΣ =
∏
ℓ 6∈Σ
Zℓ
AfΣ = ZΣ ⊗Z Q
AΣf = Z
Σ ⊗Z Q
KΣ0 =
∏
ℓ 6∈Σ
K0,ℓ.
Si R est un anneau commutatif, on note
R[1/Σ] = R⊗Z Z[1/Σ].
La de´finition des structures de niveau que nous donnons ici est directement inspire´e de celle
de [K2] 5.
De´finition 3.1.1.3 Soit A −→ S un sche´ma abe´lien, avec S connexe, et Σ un ensemble
de nombres premiers inversibles sur S. On se donne une Z[1/Σ]-isoge´nie λ : A −→ Â et un
morphisme d’anneaux i : OE [1/Σ] −→ End(A)⊗Z Z[1/Σ] qui envoie la conjugaison complexe
sur l’involution de Rosati associe´e a` λ. Enfin, soit K un sous-groupe ouvert compact de G(Af )
de la forme K = KΣK
Σ
0 , avec KΣ ⊂ G(AfΣ).
Soit s un point ge´ome´trique de S. Une structure de niveau (K,Σ) sur (A,λ, i) est une
K-orbite η stable par π1(S, s) d’isomorphismes E-line´aires η : H
1(As,AfΣ) −→ V ⊗Q AfΣ
(avec l’action de E sur H1(As,AfΣ) provenant de i) qui envoient l’accouplement de Weil
associe´ a` λ sur un multiple (par un scalaire de Af
×
Σ) de la forme alterne´e ψ. Cette notion est
essentiellement inde´pendante du choix de s.
Remarque 3.1.1.4
(a) On parlera de structure de niveau K si la de´finition de Σ est claire.
(b) Si K ⊂ K0 =
∏
ℓKℓ est un sous-groupe compact ouvert, il existe un Σ fini qui ve´rifie
la condition de la de´finition.
3.1.2 Le proble`me de modules
De´finition 3.1.2.1 Soient Σ un ensemble de nombres premiers qui contient tous les fac-
teurs premiers de D, et K ⊂ G(Af ) un sous-groupe ouvert compact ve´rifiant la condition de
la de´finition 3.1.1.3. On note MKΣ(G,X ) la cate´gorie fibre´e en groupo¨ıdes sur la cate´gorie
Sch/OF [1/Σ] des OF [1/Σ]-sche´mas localement noethe´riens suivante : pour tout OF [1/Σ]-
sche´ma localement noethe´rien S
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(i) les objets de MKΣ(G,X )(S) sont les quadruplets (A,λ, i, η), ou` A −→ S est un sche´ma
abe´lien, λ est une polarisation de A qui est une Z[1/Σ]-isoge´nie, i : OE [1/Σ] −→
End(A)[1/Σ] est un morphisme d’anneaux qui envoie la conjugaison complexe sur l’in-
volution de Rosati associe´e a` λ, et η est la donne´e d’une structure de niveau (K,Σ)
au-dessus de chaque composante connexe de S, ve´rifiant la condition suivante (dite con-
dition du de´terminant) :
det(X1 + αX2, Lie(A)
∗) = (X1 + αX2)p(X1 + αX2)q ∈ Γ(S,OS)[X1,X2]
(ii) les morphismes de (A,λ, i, η) dans (A′, λ′, i′, η′) sont les Z[1/Σ]-isoge´nies A −→ A′
qui commutent a` l’action de OE [1/Σ], envoient λ sur un multiple (par un scalaire de
Z[1/Σ]×) de λ′ et η sur η′.
Remarque 3.1.2.2
(a) Les sche´mas abe´liens qui interviennent dans le proble`me de modules pre´ce´dent sont
force´ment de dimension p+ q (c’est une conse´quence de la condition du de´terminant ou
de l’existence de la structure de niveau).
(b) MKΣ(G,X ) est un champ fppf.
(c) Si S est un sche´ma sur OF [1/Σ], le polynoˆme (X1 +αX2)p(X1 +αX2)q peut bien eˆtre
vu comme un polynoˆme a` coefficients dans Γ(S,OS), car, si p = q (le seul cas ou` F = Q),
ce polynoˆme est a` coefficients dans Z.
Demander que (A, i) ve´rifie la condition du de´terminant revient a` demander que le OS-
module localement libre Lie(A)∗ ⊗ Z[1/Σ], muni de l’action de OE provenant de i, soit
de type (p, q) au sens de [Be] I.2.
(d) Soit p un nombre premier qui ne divise pas D, K ⊂ G(Af ) un sous-groupe compact
ouvert de la forme K = KpK
p, avec Kp ⊂ G(Apf ), et Σ l’ensemble des nombres premiers
diffe´rents de p. Alors MKΣ(G,X ) est le proble`me de modules de [K2] 5, excepte´ que
Kottwitz impose aux sche´mas abe´liens d’eˆtre projectifs (mais on peut tout de meˆme
utiliser les re´sultats de [K2] sur les points du proble`me de modules a` valeurs dans un
corps) et que nous avons remplace´ H1 par H
1 et Lie(A) par Lie(A)∗.
Indiquons la correspondance entre les notations utilise´es ici et celles de [K2] 5 : l’alge`bre
simple B de [K2] est le corps E, le Z(p)-ordre OB est OE ⊗ZZ(p), l’involution * sur B est
la conjugaison complexe, le B-module V est aussi note´ par V ici, la forme alterne´e (., .)
sur V est ψ, le re´seau autodual Λ0 de VQp est Λp. Les symboles G et K
p de´signent les
meˆmes objets que dans [K2], et le h : C −→ G(R) de [K2] est le prolongement e´vident
du h0 : C
× −→ G(R) de la partie I. Le corps reflex (note´ E dans [K2]) est note´ F ici.
Enfin, la base (α1, . . . , αt) du Z(p)-module OB est ici (1, α).
Lemme 3.1.2.3 Pour tout N ∈ N∗, notons
K(N) = {g ∈ G(Af ), (g − 1)(Λ ⊗Z Ẑ) ⊂ N(Λ⊗Z Ẑ)}.
Soit (K,Σ) comme plus haut. S’il existe N > 3 tel que K ⊂ K(N), alors les objets de
MKΣ(G,X ) n’ont pas d’automorphismes non triviaux.
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Proposition 3.1.2.4 Soient Σ1 ⊂ Σ2 des ensembles de nombres premiers (contenant les fac-
teurs premiers de D), et K ⊂ G(Af ) un sous-groupe ouvert compact qui s’e´crit K = KΣ1KΣ10 ,
avec KΣ1 ⊂ G(AfΣ1). On a un 1-morphisme e´vident deMKΣ2(G,X ) dansMKΣ1(G,X )|Sch/OF [1/Σ2] :
soit S un sche´ma localement noethe´rien sur OF [1/Σ2] ; si (A,λ, i, η) est un objet deMKΣ2(G,X )(S),
on lui associe l’objet (A,λ, i, η ′) deMKΣ1(G,X )(S), ou` η′ est obtenue en restreignant les η ∈ η
a` H1(As,AfΣ1).
Ce morphisme est un isomorphisme.
Corollaire 3.1.2.5 Soit (K,Σ) comme dans la de´finition 3.1.2.1 et p 6∈ Σ. (K est bien
suˆr de la forme KpK
p, avec Kp ⊂ G(Apf ).) Alors MKΣ(G,X )|Sch/OF⊗Z(p) est canoniquement
isomorphe au proble`me de modules de [K2] 5.
The´ore`me 3.1.2.6 Avec les notations de la de´finition 3.1.2.1, MKΣ(G,X ) est un champ de
Deligne-Mumford connexe, lisse et de dimension relative pq sur OF [1/Σ]. S’il existe N > 3
tel que K ⊂ K(N), MKΣ(G,X ) est repre´sentable par un espace alge´brique.
The´ore`me 3.1.2.7 Soient (K,Σ) comme dans la de´finition 3.1.2.1. Alors MKΣ(G,X )F est
le mode`le canonique de MK(G,X )(C), autrement dit, MKΣ(G,X )F et MK(G,X ) sont canon-
iquement isomorphes.
De´monstration. On applique [K2] 8, en remarquant que ker1(Q,G) = {1} ([Sh] 5.8).

3.1.3 Changement de niveau
Soient Σ un ensemble de nombres premiers contenant les facteurs premiers de D, g ∈
G(AfΣ), KΣ,K
′
Σ des sous-groupes compacts ouverts de G(AfΣ) tels que K
′
Σ ⊂ gKΣg−1.
Notons K = KΣK
Σ
0 et K
′ = K′ΣK
Σ
0 ; on a K
′ ⊂ gKg−1. On de´finit un 1-morphisme
Tg :MK′Σ (G,X ) −→MKΣ(G,X )
de la manie`re suivante : Soit S un OF [1/Σ]-sche´ma localement noethe´rien, qu’on peut sup-
poser connexe. Si (A,λ, i, η) est un objet deMK′Σ (G,X )(S), la K-orbite de ηg ne de´pend pas
du choix de η ∈ η ; on la note η′, et on pose Tg(A,λ, i, η) = (A,λ, i, η ′).
Proposition 3.1.3.1 On garde les notations ci-dessus. Tg est un morphisme fini e´tale, et sa
restriction a` la fibre ge´ne´rique est le morphisme Tg entre les mode`les canoniques de la section
1.6.
Si K′Σ ⊂ KΣ est un sous-groupe ouvert distingue´, on obtient une action de KΣ/K′Σ = K/K′
sur MK′Σ (G,X ), et le quotient de MK
′
Σ (G,X ) par cette action est MKΣ(G,X ). En fait, T1 :
MK′Σ (G,X ) −→MKΣ(G,X ) est un reveˆtement fini e´tale galoisien de groupe K/K′.
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3.2 Compactification de Baily-Borel
Le but de ce paragraphe est de montrer que, pour (K,Σ) comme plus haut, quitte a` ajouter
a` Σ un nombre fini de nombres premiers, le mode`le entierMKΣ(G,X ) deMK(G,X ) s’e´tend en
un “bon” mode`le de la compactification de Baily-Borel MK(G,X )∗. On veut en particulier
que le mode`le entier de la compactification ait une stratification dont les strates sont les
mode`les entiers des strates de MK(G,X )∗. Pour que cela soit possible, on a besoin du lemme
suivant.
Lemme 3.2.1 Soit (K,Σ) comme plus haut, c’est-a`-dire tel que K = KΣK
Σ
0 , avec K
Σ
0 =
G(ZΣ) et KΣ ⊂G(AfΣ), et tel que Σ contienne les diviseurs premiers du discriminant D de
E. Soit Pr, r ∈ {1, . . . , q} un sous-groupe parabolique maximal standard de G. On rappelle
qu’on a de´fini dans 1.4.1 et 1.4.2 des sous-groupes distingue´s Gr ⊂ G′r et L′ℓ,r ⊂ Lℓ,r du
quotient de Levi Lr = Pr/Nr de Pr tels que Lr soit produit direct de G
′
r et L
′
ℓ,r et produit
quasi-direct de Gr et Lℓ,r, que Gr soit le centre de G
′
r, que L
′
ℓ,r = Lℓ,r et G
′
r = Gr si r 6= q
et que Lℓ,q soit isomorphe a` L
′
ℓ,q × SU(p− q).
(i) Si r < q, on peut trouver un syste`me de repre´sentants du double quotient
Pr(Q)Qr(Af ) \ G(Af )/K dans (Lℓ,rNr)(Af )G(AfΣ). Si r = q, on peut trouver un
syste`me de repre´sentants du double quotient ci-dessus dans Pr(Af )G(AfΣ).
(ii) Soit R un sous-groupe parabolique de P tel que Qr ⊂ R. On note NR le radical
unipotent de R et Rℓ le sous-groupe parabolique de Lℓ,r correspondant a` R (R/Nr est
produit quasi-direct de Rℓ et Gr). Si g ∈ (Lℓ,rNr)(Af )G(AfΣ), et si KG est l’un des
sous-groupes ouverts compact de Gr(Af ) ci-dessous
(gKg−1 ∩Qr(Af ))/(gKg−1 ∩Nr(Af ))
(gKg−1 ∩R(Q)Qr(Af ))/(gKg−1 ∩Rℓ(Q)Nr(Af ))
(gKg−1 ∩NR(Q)Qr(Af ))/(gKg−1 ∩NR(Q)Nr(Af ))
alors KG s’e´crit KG = KG,ΣGr(Z
Σ), avec KG,Σ ⊂ Gr(AfΣ).
Si r = q, cette proprie´te´ reste vraie pour g ∈ Pr(Af )G(AfΣ).
De´monstration.
(i) Pour tout p 6∈ Σ, on a la de´composition d’Iwasawa
G(Qp) = Pr(Qp)Kp.
On en de´duit que
G(AΣf ) = Pr(A
Σ
f )K
Σ
0 ,
donc qu’il existe un syste`me de repre´sentants dans Pr(Af )G(AfΣ) du double quotient
Pr(Q)Qr(Af ) \G(Af )/K. Si r < q, Pr(Af ) = Pℓ,r(Af )Qr(Af ), donc on peut prendre le
syste`me de repre´sentants dans (Pℓ,rNr)(Af )G(AfΣ).
(ii) Soit g ∈ (Lℓ,rNr)(AΣf )G(AfΣ).
Il suffit de montrer que
K1 = (gK
Σ
0 g
−1 ∩Qr(AΣf ))/(gKΣ0 g−1 ∩Nr(AΣf ))
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et
K2 = (gK
Σ
0 g
−1 ∩R(Q)Qr(AΣf ))/(gKΣ0 g−1 ∩Rℓ(Q)Nr(AΣf ))
sont tous les deux e´gaux a` Gr(Z
Σ). Comme K1 ⊂ K2, on va montrer que Gr(ZΣ) ⊂ K1
et K2 ⊂ Gr(ZΣ).
Supposons d’abord que r < q. Alors il suffit de traiter le cas ou` g ∈ (Lℓ,rNr)(AΣf ). Notons
π la projection de Pr(A
Σ
f ) sur Gr(A
Σ
f ) ; alors
K1 = π(gK
Σ
0 g
−1 ∩Qr(AΣf ))
K2 = π(gK
Σ
0 g
−1 ∩R(Q)Qr(AΣf )).
Soit h ∈ Gr(ZΣ). Il existe h′ ∈ Qr(AΣf ) ∩ KΣ0 = Qr(ZΣ) tel que π(h′) = h. Alors
gh′g−1 ∈ gKΣ0 g−1 ∩Qr(AΣf ), et π(gh′g−1) = h (car π(g) = 1). Donc Gr(ZΣ) ⊂ K1.
Soit k ∈ KΣ0 tel que gkg−1 ∈ gKΣ0 g−1 ∩ R(Q)Qr(AΣf ). Alors k ∈ Pr(AΣf ) ∩ KΣ0 (car
g ∈ Pr(AΣf )), donc π(k) = π(gkg−1) ∈ Gr(ZΣ). Donc K2 ⊂ Gr(ZΣ).
Traitons enfin le cas r = q. On peut supposer que g ∈ Pq(AΣf ). K1 est le projete´ sur
Lq(A
Σ
f ) de g(K
Σ
0 ∩ Qq(AΣf ))g−1 = gQq(ZΣ)g−1. Comme Gq est central dans Lq, K1
contient Gq(Z
Σ). D’autre part, on sait que Lq = L
′
ℓ,q ×G′q. Notons π la projection de
Pq sur G
′
q. On a
K2 = (gK
Σ
0 g
−1∩L′ℓ,q(Q)Qq(AΣf ))/(gKΣ0 g−1∩L′ℓ,q(Q)Nq(AΣf )) = π(gKΣ0 g−1∩L′ℓ,q(Q)Qq(AΣf )).
Soit k ∈ KΣ0 tel que gkg−1 ∈ gKΣ0 g−1∩L′ℓ,q(Q)Qq(AΣf ). Alors k ∈ Pq(AΣf ), et π(gkg−1) =
π(g)π(k)π(g)−1 = π(k), car π(k) ∈ Gq(ZΣ) et Gq est le centre de G′q. Donc K2 ⊂
Gq(Z
Σ).

On voudrait de plus que tous les mode`les entiers qui apparaissent soient des espaces
alge´briques. C’est possible graˆce au lemme suivant.
Lemme 3.2.2 Soit (K,Σ) comme dans la de´finition 3.1.1.3. Rappelons qu’on a fixe´ un
syste`me P1, . . . ,Pq de sous-groupes paraboliques maximaux standard de G. Alors il existe un
sous-groupe ouvert compact K′ ⊂ K, un ensemble de nombres premiers Σ′ ⊃ Σ et, pour tout
i ∈ {1, . . . , q}, un syste`me de repre´sentants (gij)i∈Ji du double quotient
Pi(Q)Qi(Af ) \G(Af )/K ′ tels que
(i) Σ′ − Σ est fini ;
(ii) (K′,Σ′) ve´rifie la condition de la de´finition 3.1.1.3 ;
(iii) les gij ve´rifient la condition du (ii) du lemme 3.2.1 ;
(iv) pour tout i ∈ {1, . . . , q}, pour tout j ∈ Ji, le sous-groupe compact ouvert
K′ij = (gijK
′g−1ij ∩Pi(Q)Qi(Af ))/(gijK′g−1ij ∩ Lℓ,i(Q)Ni(Af ))
de Gi(Af ) ve´rifie la condition suivante, qu’on notera (*) : pour tout sous-groupe compact
ouvert KG ⊂ K′ij tel que (KG,Σ′) ve´rifie la condition de la de´finition 3.1.1.3, le champ
MKGΣ′ (Gi,Xi) est repre´sentable par un espace alge´brique.
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En particulier, si R ⊂ Pi est un sous-groupe parabolique de Pi tel que Qi ⊂ R et si KG
est un des sous-groupes ouverts compacts de Gi(Af ) qui sont associe´s a` R comme dans le
lemme 3.2.1, le champ MKGΣ′ (Gi,Xi) est repre´sentable par un espace alge´brique.
De´monstration. Pour tout i ∈ {1, . . . , q} soit (gij)j∈Ji un syste`me de repre´sentants du
double quotient Pi(Q)Qi(Af ) \G(Af )/K ve´rifiant la condition du (i) lemme 3.2.1. Si K′ est
un sous-groupe compact ouvert de K, on note
K′ij = (gijK
′g−1ij ∩Pi(Q)Qi(Af ))/(gijK′g−1ij ∩ Lℓ,i(Q)Ni(Af )).
Si K′ est assez petit, il existe pour tous i, j un entier N > 3 tel que
K′ij ⊂ {g ∈ Gi(Af ) tq (g − 1)(Op+q−2iE ⊗Z Ẑ) ⊂ N(Op+q−2iE ⊗Z Ẑ)}.
Fixons un K′ ⊂ K assez petit au sens ci-dessus et distingue´ dans K. Quitte a` diminuer encore
K′, on peut trouver un ensemble fini Σ0 de nombres premiers tel que K′ = K′Σ0K
Σ0
0 , avec
K′Σ0 ⊂ G(AfΣ0). On pose Σ′ = Σ ∪ Σ0. Pour tous i, j, (K′ij ,Σ′) ve´rifie la condition de la
de´finition 3.1.1.3, et K′ij ve´rifie la condition (*). Pour tout i, on peut choisir un syste`me de
repre´sentants de Pi(Q)Qi(Af ) \G(Af )/K′ dans
⋃
j∈Ji
gijK. Comme K
′ est distingue´ dans K,
ceci finit la de´monstration du lemme.

Remarque 3.2.3 Plus ge´ne´ralement, la me´thode de la preuve ci-dessus permet de montrer
qu’on peut rendre les sous-groupes compacts ouverts des Gi(Af ) associe´s aux strates de
bords aussi petits que l’on veut (en les nombres premiers de Σ) en diminuant K (ce n’est pas
entie`rement e´vident, car le nombre de strates de bord augmente lorsque K diminue).
Soit (K,Σ) comme plus haut ; on suppose que MKΣ(G,X ) est un espace alge´brique. On
pose
ω =
pq∧
ΩMKΣ(G,X )/OF [1/Σ].
C’est un faisceau inversible sur MKΣ(G,X ), et il existe N ∈ N∗ tel que ω⊗N soit tre`s ample
sur la fibre ge´ne´rique MK(G,X ) ([BB] 10.11). On a un morphisme (injectif sur les fibres
ge´ne´riques)
MKΣ(G,X ) −→ P = Proj
⊕
m∈N
ω⊗mN .
De´finition 3.2.4 On note
MKΣ(G,X )∗
l’adhe´rence de l’image de MKΣ(G,X ) dans P , et
j :MKΣ(G,X ) −→MKΣ(G,X )∗
le morphisme e´vident.
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La fibre ge´ne´rique de MKΣ(G,X )∗ est canoniquement isomorphe a` MK(G,X )∗, et la re-
striction de j aux fibres ge´ne´riques est l’immersion ouverte MK(G,X ) −→MK(G,X )∗ (mais
j lui-meˆme n’est pas force´ment une immersion).
Soit (K,Σ) comme plus haut. On suppose que K ve´rifie les meˆmes conditions que le K′ du
lemme 3.2.2. Pour tout i ∈ {1, . . . , q}, soit (gij)j∈Ji un syste`me de repre´sentants du double
quotient Pi(Q)Qi(Af ) \G(Af )/K comme dans le lemme 3.2.2. On a construit dans 1.4.2 des
sous-groupes compacts ouverts Kij ⊂ Gi(Af ) et une stratification
MK(G,X )∗ =MK(G,X ) ⊔
∐
i,j
Mij
telle que Mij s’identifie a` la varie´te´ de Shimura M
Kij (Gi,Xi). De plus, on a choisi les gij
pour que (Kij ,Σ) ve´rifie la condition de la de´finition 3.1.1.3, donc M
Kij (Gi,Xi) a un mode`le
MKijΣ (Gi,Xi) sur OF [1/Σ], qui est un espace alge´brique.
On va de´finir, par re´currence descendante sur i, des sous-espaces alge´briques localement
ferme´s Mij de MKΣ(G,X )∗ dont les fibres ge´ne´riques sont les Mij . Remarquons que, pour
tout i, les Mij sont ferme´s dans
MK(G,X )∗ −
MK(G,X ) ∪ ⋃
i′>i,j′
Mi′j′
 .
Ceci sugge`re une manie`re de faire. Pour tout j ∈ Jq, on prend pour Mqj l’adhe´rence de Mqj
dans MKΣ(G,X )∗ − j(MKΣ(G,X )), munie de la structure re´duite. Soit i ∈ {1, . . . , q − 1}, et
supposons les Mi′j′ de´finis pour tout i′ > i. Alors, pour tout j ∈ Ji, on prend pour Mij
l’adhe´rence (munie de la structure re´duite) de Mij dans
MKΣ(G,X )∗ −
j(MKΣ(G,X )) ∪ ⋃
i′>i,j′
Mi′j′
 .
Proposition 3.2.5 Si on remplace Σ par son union avec un ensemble fini de nombres pre-
miers (ce qui revient a` inverser un nombre fini de nombres premiers sur la base OF [1/Σ]),
alorsMKΣ(G,X )∗ est un sche´ma normal projectif sur OF [1/Σ], j :MKΣ(G,X ) −→MKΣ(G,X )∗
est une immersion ouverte, (Mij) est une stratification du bord MKΣ(G,X )∗ −MKΣ(G,X )
et, pour tous i, j, l’isomorphisme Mij ≃ MKij(Gi,Xi) se prolonge en un isomorphisme
Mij ≃MKijΣ (Gi,Xi).
3.3 Syste`mes de coefficients
Dans ce paragraphe, on va e´tendre les complexes de la de´finition 2.1.4.6 aux mode`les entiers.
On a donc un groupe connexe L qui est produit quasi-direct de deux sous-groupes G et Gℓ
et une donne´e de Shimura (G,X ), et l’action de G(Q) sur X s’e´tend en une action de L(Q)
telle que Gℓ(Q) agisse trivialement. Soit KL ⊂ L(Af ) un sous-groupe ouvert compact net.
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On note H = KL∩L(Q)G(Af ), Γℓ = KL ∩Gℓ(Q). Dans les cas qui nous inte´ressent ici, H/Γℓ
s’identifie a` un sous-groupe ouvert compact de G(Af ), et M(G,X )/H =MH/Γℓ(G,X ).
Soit Σ un ensemble de nombres premiers. On suppose que H/Γℓ s’e´crit Gr(Z
Σ)KΣ, avec
KΣ ⊂ G(AfΣ). Alors (H/Γℓ,Σ) ve´rifie la condition de la de´finition 3.1.1.3, donc le mode`le
entier MH/ΓℓΣ (G,X ) existe.
Proposition 3.3.1 On fixe un nombre premier ℓ ∈ Σ. Alors les complexes de faisceaux
ℓ-adiques lisses FH/ΓℓRΓ(Γℓ, V ) de la de´finition 2.1.4.6 (resp. les faisceaux ℓ-adiques lisses
FH/ΓℓA de la remarque 2.1.4.7) s’e´tendent en des complexes de faisceaux ℓ-adiques lisses
(resp. des faisceaux ℓ-adiques lisses) sur MH/ΓℓΣ (G,X ), qu’on de´signera par les meˆmes nota-
tions.
De´monstration. Notons pr la projection L(Af ) −→ L(Qℓ). Les faisceaux ℓ-adiques lisses sur
MH/Γℓ(G,X ) qu’on cherche a` prolonger sont de´finis par la me´thode de Pink, en utilisant le
syste`me projectif de reveˆtements finis e´tales MH
′/Γ′ℓ(G,X ) −→ MH/Γℓ(G,X ), ou` K′L ⊂ KL,
H′ = K′L∩L(Q)G(Af ) et Γ′ℓ = K′L∩Gℓ(Q). Comme tous les H-modules auxquels on applique
la me´thode de Pink proviennent de pr(H)-modules, on n’utilise en fait que les reveˆtements
MH
′/Γ′ℓ(G,X ) −→ MH/Γℓ(G,X ) tels que K′L ⊃ KL ∩ ker(pr). Or, si K′L ⊃ KL ∩ ker(pr),
H′/Γ′ℓ s’e´crit G(Z
Σ)K′Σ, avec K
′
Σ ⊂ G(AfΣ), donc le reveˆtement fini e´tale MH
′/Γ′ℓ(G,X ) −→
MH/Γℓ(G,X ) s’e´tend en un reveˆtement fini e´tale MH′/Γ′ℓΣ (G,X ) −→MH/ΓℓΣ (G,X ). On peut
donc, en appliquant la me´thode de Pink a` ces reveˆtements, construire des faisceaux lisses
ℓ-adiques sur MH/ΓℓΣ (G,X ) qui prolongent ceux de´ja` construits sur MH/Γℓ(G,X ).

3.4 Poids
On s’inte´resse maintenant aux poids des faisceaux obtenus.
On identifie le groupe des caracte`res de Gm avec Z en faisant correspondre a` m ∈ Z le
caracte`re χm : x 7−→ xm. Soient H un groupe alge´brique, λ : Gm −→ H un cocaracte`re et
ρ : H(Qℓ) −→ GL(V ) une repre´sentation alge´brique de H(Qℓ) dans un Qℓ-espace vectoriel de
dimension finie. Alors la repre´sentation ρ ◦λ de Gm s’e´crit comme une somme de caracte`res :
ρ ◦ w =
⊕
m∈Z
χ⊗amm ,
et les poids de ρ (ou V ) relativement a` λ sont les m tels que am 6= 0. On dit que la
repre´sentation ρ est pure si elle n’a qu’un seul poids. Si λ est un cocaracte`re central deH (c’est
le cas qui nous inte´resse), alors toute repre´sentation de H(Qℓ) est somme de repre´sentations
pures.
Rappelons qu’on a un cocaracte`re central h0 ◦ w : Gm −→ G, λ 7−→ λIn (le cocaracte`re
w : Gm −→ S est l’inclusion R× −→ C× sur les points re´els). Dans la suite, les poids des
repre´sentations de G seront toujours relativement a` ce cocaracte`re. Le re´sultat suivant a e´te´
prouve´ par Pink ([P2] 5.6.2, voir aussi [LR2] 6) :
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Proposition 3.4.1 On suppose ici que L = G. Soient (K,Σ) et ℓ comme ci-dessus. Alors,
quitte a` remplacer Σ par sa re´union avec un ensemble fini de nombres premiers, on a le
re´sultat suivant : pour tout p 6∈ Σ, pour toute repre´sentation alge´brique de G(Qℓ) dans un
Qℓ-espace vectoriel V de dimension finie, si V est pure de poids w, le faisceau lisse FK(V )
sur la re´duction modulo p de MKΣ(G,X ) est pur de poids −w (au sens de [BBD 5]).
Corollaire 3.4.2 On se place dans la situation de la section 3.3, et on prend (KL,Σ) et
ℓ comme ci-dessus. On fixe p 6∈ Σ, et on travaille sur la re´duction modulo p des varie´te´s
de Shimura. Comme L = GGℓ et que G et Gℓ commutent, on peut voir h0 ◦ w comme un
cocaracte`re central de L, et les poids des repre´sentations de L seront pris relativement a` ce
cocaracte`re. Soit V une repre´sentation de L(Qℓ) dans un Qℓ-espace vectoriel de dimension
finie qui est pure de poids w. On note C = FH/ΓℓRΓ(Γℓ, V ), vu comme un complexe de
faisceaux ℓ-adiques sur MH/Γℓ(G,X ). Alors on a un isomorphisme (non canonique)
C ≃
⊕
i∈Z
H i(C)[−i],
et, pour tout i ∈ Z, le faisceau H i(C) = FH/ΓℓH i(Γℓ, V ) est lisse pur de poids −w sur
MH/Γℓ(G,X ).
De´monstration. Notons K = H∩G(Af ). H/KΓℓ est un groupe fini, donc on un reveˆtement
fini e´tale MK(G,X ) −→ MH/Γℓ(G,X ), et l’image inverse de C a` MK(G,X ) est le com-
plexe ℓ-adique associe´ au complexe RΓ(Γℓ, V ) de repre´sentations du groupe re´ductif G(Qℓ).
L’isomorphisme
C ≃
⊕
i∈Z
H i(C)[−i]
est une conse´quence du premier des lemmes ci-dessous, applique´ au morphisme fini e´tale
MK(G,X ) −→MH/Γℓ(G,X ). L’isomorphisme canonique
H i(C) = FH/ΓℓH i(Γℓ, V )
vient de l’exactitude du foncteur FH/Γℓ , et la lissite´ de H i(C) de la proposition 3.3.1. Enfin, le
fait que les H i(C) soient purs de poids −w de´coule de la proposition ci-dessus et du deuxie`me
des lemmes ci-dessous, applique´ a` MK(G,X ) −→MH/Γℓ(G,X ).

Lemme 3.4.3 Soient ϕ : X −→ Y un morphisme fini e´tale entre sche´mas de type fini sur
un corps et K ∈ Dbc(Y,Qℓ). S’il existe un isomorphisme
ϕ∗K ≃
⊕
i∈Z
H i(ϕ∗K)[−i] =
⊕
i∈Z
ϕ∗H i(K)[−i],
alors on a un isomorphisme
K ≃
⊕
i∈Z
H i(K)[−i].
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De´monstration. Supposons que
ϕ∗K ≃
⊕
i∈Z
ϕ∗H i(K)[−i].
Pour tout i ∈ Z, on a un triangle distingue´
τ6i−1K −→ τ6iK −→ H i(K)[−i] +1−→ .
Si on montre que la fle`che de degre´ 1 de ce diagramme est nulle pour tout i ∈ Z, cela
impliquera que l’on a des isomorphismes τ6iK ≃ τ6i−1K ⊕ H i(K)[−i], et la conclusion du
lemme en de´coulera par re´currence sur le cardinal de {i ∈ Z,H i(K) 6= 0}.
Soit donc i ∈ Z. L’image par ϕ∗ de la fle`che de degre´ 1 du triangle distingue´
τ6i−1K −→ τ6iK −→ H i(K)[−i] +1−→
est la fle`che de degre´ 1 du triangle distingue´
τ6i−1ϕ∗K −→ τ6iϕ∗K −→ H i(ϕ∗K)[−i] +1−→ .
Cette dernie`re fle`che est nulle, car l’hypothe`se implique que τ6iϕ
∗K ≃ τ6i−1ϕ∗⊕H i(ϕ∗K)[−i].
D’apre`s le sous-lemme ci-dessous, le morphisme
Ext1(H i(K)[−i], τ6i−1K) −→ Ext1(H i(ϕ∗K)[−i], τ6i−1ϕ∗K)
induit par ϕ∗ est injectif, d’ou` le re´sultat cherche´.

Sous-lemme 3.4.4 Soit ϕ : X −→ Y un morphisme fini e´tale. Alors, pour tous K,L ∈
Dbc(Y,Qℓ) et pour tout k ∈ Z, le morphisme induit par ϕ∗
Extk(K,L) −→ Extk(ϕ∗K,ϕ∗L)
est injectif.
De´monstration. SoientK,L ∈ Dbc(Y,Qℓ) et k ∈ Z. Le morphisme Extk(K,L) −→ Extk(ϕ∗K,ϕ∗L)
est le compose´ du morphisme Extk(K,L) −→ Extk(K,ϕ∗ϕ∗L) provenant du morphisme d’ad-
jonction L −→ ϕ∗ϕ∗L et de l’isomorphisme d’adjonction Extk(K,ϕ∗ϕ∗L) ≃ Extk(ϕ∗K,ϕ∗L).
Or on a le morphisme trace Tr : ϕ∗ϕ∗L −→ L, qui est tel que le compose´
L
adj−→ ϕ∗ϕ∗L Tr−→ L
soit un isomorphisme (puisqu’on a pris des complexes a` coefficients dans Qℓ). Le morphisme
d’adjonction L −→ ϕ∗ϕ∗L identifie donc L a` un facteur direct de ϕ∗ϕ∗L, ce qui implique que
le morphisme Extk(K,L) −→ Extk(K,ϕ∗ϕ∗L) est injectif.

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Lemme 3.4.5 Soit ϕ : X −→ Y un morphisme fini e´tale entre deux sche´mas lisses de type
fini sur un corps fini et F un faisceau ℓ-adique lisse sur Y . Si ϕ∗F est pur de poids w, alors
F est pur de poids w.
De´monstration. Supposons ϕ∗F pur de poids w. D’apre`s [BBD] 4.1.3 et 5.1.14, ϕ∗ϕ∗F est
pur de poids w. Or on a comme dans la preuve du sous-lemme ci-dessus le morphisme trace
Tr : ϕ∗ϕ∗F −→ F , qui est tel que
F adj−→ ϕ∗ϕ∗F Tr−→ F
soit un isomorphisme. F s’identifie donc a` un facteur direct de ϕ∗ϕ∗F , donc, d’apre`s [BBD]
5.3.1, il est pur de poids w.

3.5 The´ore`me de Pink
On se place, comme dans les deux sections ci-dessus, dans la situation de la de´finition
2.1.4.6. Soit Σ un ensemble de nombres premiers. On suppose que (H/Γℓ,Σ) est comme dans
la proposition 3.2.5, dont on utilisera les notations (c’est-a`-dire que MH/ΓℓΣ (G,X ) a une
“bonne” compactification de Baily-Borel). On note j l’immersion ouverte MH/ΓℓΣ (G,X ) −→
MH/ΓℓΣ (G,X )∗.
On fixe ℓ ∈ Σ et on note pr la projection L(Af ) −→ L(Qℓ).
La proposition suivante et son corollaire ont e´te´ montre´s par Wildeshaus dans [W] :
Proposition 3.5.1 Quitte a` remplacer Σ par sa re´union avec un ensemble fini de nombres
premiers, on a le re´sultat suivant : la formation de Rj∗ commute a` tout changement de base
S −→ Spec(OF [1/Σ]), et pour tout KL-moduleM qui provient d’un pr(KL)-module annule´ par
une puissance de ℓ, pour tout q ∈ N, pour toute strate Mij de MH/ΓℓΣ (G,X )∗, la restriction
de Rqj∗FH/ΓℓRΓ(Γℓ,M) a` Mij est un faisceau localement constant.
De´monstration. La premie`re condition et la proprie´te´ cherche´e peuvent eˆtre obtenues pour
un nombre fini de KL-modules en ajoutant a` Σ un nombre fini de nombres premiers, graˆce au
the´ore`me de changement de base ge´ne´rique de Deligne (SGA 4 1/2 Th finitude), cf [W] 3.8.
Notons C la cate´gorie des KL-modules M qui proviennent d’un pr(KL)-module annule´ par
une puissance de ℓ. Si la proprie´te´ cherche´e est vrai pour les objets simples de C, alors elle est
vraie pour tous les objets de C. Or C n’a qu’un nombre fini d’objets simples ([W] 3.7), d’ou`
la proposition.

Comme un faisceau localement constant sur le mode`le canonique d’une varie´te´ de Shimura
a au plus une extension localement constante au mode`le entier, on en de´duit le :
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Corollaire 3.5.2 Dans la situation de la proposition ci-dessus, le the´ore`me 2.2.1 et son
corollaire restent vrais sur les mode`les entiers, a` condition de se restreindre aux H-modules
qui proviennent de KL/(KL ∩G(Aℓf ))-modules annule´s par une puissance de ℓ.
Soit K ⊂ G(Af ) un sous-groupe compact ouvert net. Pour construire les complexes ponde´re´s
sur (la re´duction modulo p de) la compactification de Baily-Borel de MK(G,X ), on utilisera
un certain nombre (fini) de varie´te´s de Shimura :
(i) MK(G,X ) ;
(ii) les strates de bord de MK(G,X )∗, et les reveˆtements finis e´tales de ces strates qui
correspondent aux sous-groupes ouverts compacts du lemme 3.2.1 (ii) ;
(iii) pour toute varie´te´ de Shimura de (ii), les strates de bord de sa compactification de
Baily-Borel, et les reveˆtements de ces strates analogues aux reveˆtements de (ii) ;
(iv) et ainsi de suite.
De´finition 3.5.3 On dira que K est assez petit s’il existe un ensemble fini de nombres
premiers Σ et ℓ ∈ Σ tels que (K,Σ) ve´rifie la condition de la de´finition 3.1.1.3, et que tous
les mode`les entiers des varie´te´s de Shimura e´nume´re´es ci-dessus (ces mode`les existent sur
OF [1/Σ] d’apre`s le lemme 3.2.1) ve´rifient la conclusion du lemme 3.2.2 et que les mode`les
entiers de leurs compactifications de Baily-Borel ve´rifient les conclusions des propositions
3.2.5, 3.4.1 et 3.5.1.
Il est toujours possible de rendre K assez petit dans ce sens (utiliser la remarque 3.2.3).
Si on a un couple (K,Σ) ve´rifiant toutes les conditions ci-dessus et si p est un nombre
premier qui n’appartient pas a` Σ, on peut re´duire toutes les varie´te´s modulo p : on obtient
des mode`les modulo p des varie´te´s et des complexes de faisceaux ℓ-adiques a` faisceaux de co-
homologie lisses purs de poids connus sur les varie´te´s de Shimura, dont les prolongements aux
compactifications de Baily-Borel ve´rifient le corollaire 2.2.2. De plus, d’apre`s la proposition
3.1.2.4, ces objets ne de´pendent pas du choix de Σ. On les notera souvent de la meˆme fac¸on
que les objets sur le corps reflex F (en pre´cisant a` l’avance si l’on est en caracte´ristique 0 ou
p).
Dans la suite, lorsque nous parlerons de la re´duction modulo p de MK(G,X ), nous ferons
toujours re´fe´rence a` la situation ci-dessus.
Remarque 3.5.4 Si l’on disposait de compactifications toro¨ıdales des MKΣ(G,X ) ve´rifiant
les proprie´te´s de [P2] 3.9 et 3.10, alors les re´sultats de [P2] s’e´tendraient automatiquement
aux mode`les entiers (sans qu’il soit besoin d’inverser des nombres premiers supple´mentaires).
Malheureusement, on ne sait construire ces compactifications que si le groupe est GU(1, 1)
(auquel cas les varie´te´s de Shimura associe´es sont des courbes modulaires) ou GU(2, 1) (voir
[L] et le chapitre I de [Be]).
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4 Prolongement interme´diaire des faisceaux
pervers purs
Cette partie est inde´pendante des autres.
On fixe un corps fini Fq et un nombre premier ℓ inversible dans Fq. Tous les sche´mas sont
se´pare´s de type fini sur Fq. Si X est un sche´ma, on note D
b
m(X,Qℓ) la cate´gorie des complexes
ℓ-adiques mixtes sur X (au sens de [BBD] 5.1.5 ; en particulier, les complexes sont a` poids
entiers), munie de la t-structure donne´e par la perversite´ autoduale.
Soient X un sche´ma et j : U −→ X un ouvert non vide de X. Le premier objectif de cette
partie est d’e´crire j!∗K, ou` K est un faisceau pervers pur sur U , comme un certain tronque´
par le poids de Rj∗K (the´ore`me 4.1.4). Le deuxie`me objectif est de calculer la trace d’une
puissance Φ de l’endomorphisme de Frobenius sur la cohomologie de j!∗K en fonction de la
trace de Φ sur la cohomologie de Rj∗K et de complexes de meˆme type supporte´s par X −U
(the´ore`me 4.3.5).
4.1 Troncature par le poids dans Dbm(X,Qℓ)
Proposition 4.1.1 Soit X un sche´ma sur Fq. Pour tout a ∈ Z∪ {±∞}, on note wD6a(X),
ou wD6a s’il n’y a pas d’ambigu¨ıte´ sur X, (resp. wD>a(X) ou wD>a) la sous-cate´gorie pleine
de Dbm(X,Qℓ) dont les objets sont les complexes mixtes K tels que pour tout i ∈ Z, pH iK
soit de poids 6 a (resp. > a). Alors :
(i) wD6a et wD>a sont des sous-cate´gories stables par de´calage et extensions (cf [BBD]
1.2.6) de Dbm(X,Qℓ) (en particulier, ce sont des sous-cate´gories triangule´es).
La dualite´ de Poincare´ e´change wD6a et wD>−a.
Si a < a′, on a wD6a ∩ wD>a′ = 0.
(ii) On a wD6a(1) = wD6a−2 et wD>a(1) = wD>a−2 (ou` (1) est le twist a` la Tate).
(iii) Pour tous K ∈ wD6a et L ∈ wD>a+1, on a RHom(K,L) = 0.
(iv) Pour tout a ∈ Z ∪ {±∞}, (wD6a,wD>a+1) est une t-structure sur Dbm(X,Qℓ).
Cette proposition sera de´montre´e dans la section 4.2.
D’apre`s [BBD] 1.3.3, l’inclusion wD6a ⊂ Dbm(X,Qℓ) (resp. wD>a ⊂ Dbm(X,Qℓ)) admet un
adjoint a` droite (resp. a` gauche), qu’on notera w6a (resp. w>a), et pour tout K ∈ Dbm(X,Qℓ),
il existe un unique morphisme w>a+1K −→ (w6a)K[1] qui fait du triangle suivant un triangle
distingue´
w6aK −→ K −→ w>a+1K −→ (w6aK)[1].
Ce triangle est, a` isomorphisme unique pre`s, l’unique triangle distingue´ A −→ K −→ B +1−→
avec A ∈ wD6a et B ∈ wD>a+1 (toujours d’apre`s [BBD] 1.3.3).
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Comme la dualite´ de Poincare´ e´change wD6a et wD>−a, elle e´change aussi w6a et w>−a.
Remarques 4.1.2
(1) wD6a n’est pas la cate´gorie des complexes mixtes de poids 6 a : un complexe mixte
K est de poids 6 a si et seulement si pH iK est de poids 6 a+ i pour tout i ∈ Z ([BBD]
5.4.1), et cette condition est diffe´rente de la condition qui caracte´rise les objets de wD6a.
(2) Le de´calage de 1 dans la de´finition de la t-structure est ne´cessaire : (wD6a,wD>a) n’est
pas une t-structure.
(3) (wD6a,wD>a+1) est une t-structure quelque peu e´trange : son coeur est nul, et elle ne
donne donc pas lieu a` une the´orie cohomologique inte´ressante. De plus, wD6a et wD>a+1
sont des sous-cate´gories triangule´es de Dbm(X,Qℓ) (en particulier, elles sont stables par
le foncteur [1]), ce qui est inhabituel.
(4) Si K est un faisceau pervers mixte, w6a est simplement le plus grand sous-faisceau
pervers de K de poids 6 a, et w>aK est le plus grand quotient pervers de K de poids
> a ([BBD] 5.3.5).
Beilinson a montre´ dans [B] que le foncteur “re´alisation” ([BBD] 3.1.9) de la cate´gorie
de´rive´e borne´e de la cate´gorie des faisceaux pervers mixtes sur X dans Dbm(X,Qℓ) est
une e´quivalence de cate´gories. Si K ∈ Dbm(X,Qℓ) est repre´sente´ par un complexe C•
de faisceaux pervers mixtes, alors w6aK (resp. w>aK) est repre´sente´ par le complexe
(w6aC
n) (resp. (w>aC
n)).
La proposition suivante donne quelques proprie´te´s des foncteurs w6a et w>a.
Proposition 4.1.3
(i) Pour tout K ∈ Dbm(X,Qℓ), on a w6a(K(1)) = (w6a+2K)(1) et w>a(K(1)) = (w>a+2K)(1).
(ii) Soit K ∈ Dbm(X,Qℓ). L’image par pH i de la fle`che de cobord w>a+1K −→ (w6aK)[1]
est nulle pour tout i ∈ Z, donc la suite exacte longue de cohomologie perverse du triangle
distingue´
w6aK −→ K −→ w>a+1K +1−→
donne des suites exactes courtes de faisceaux pervers
0 −→ pH iw6aK −→ pH iK −→ pH iw>a+1K −→ 0.
(iii) w6a et w>a commutent au foncteur de de´calage [1], et ils envoient les triangles dis-
tingue´s de Dbm(X,Qℓ) sur des triangles distingue´s.
(iv) w6a et w>a envoient la cate´gorie abe´lienne des faisceaux pervers mixtes dans elle-
meˆme, et leurs restrictions a` cette cate´gorie sont des foncteurs exacts. Pour tout K ∈
Dbm(X,Qℓ), pour tout i ∈ Z, on a
w6a(
pH iK) = pH iw6aK
w>a(
pH iK) = pH iw>aK.
(v) Soit f : X −→ Y un morphisme. Si la dimension des fibres de f est infe´rieure ou e´gale
a` d, alors
Rf!(
wD6a(X)) ⊂ wD6a+d(Y )
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Rf∗(wD>a(X)) ⊂ wD>a−d(Y )
f∗(wD6a(Y )) ⊂ wD6a+d(X)
f !(wD>a(Y )) ⊂ wD>a−d(X).
La de´monstration des propositions 4.1.1 et 4.1.3 sera donne´e dans la section 4.2.
The´ore`me 4.1.4 Soient a ∈ Z, X un sche´ma se´pare´ de type fini sur Fq, j : U −→ X
un ouvert non vide de X, et K un faisceau pervers pur de poids a sur U . Alors les fle`ches
canoniques
w>aj!K −→ j!∗K −→ w6aRj∗K
sont des isomorphismes.
Si K est le faisceau constant Qℓ, cette formule est a` rapprocher des formules 4.5.7 et 4.5.9
de l’article [S] de Morihiko Saito.
De´monstration. Il suffit de montrer que la deuxie`me fle`che est un isomorphisme (le cas de
la premie`re fle`che en re´sulte par dualite´).
Cela de´coule des trois points suivants (i est l’inclusion de X − U dans X) :
(1) Un complexe K ∈ Dbm(U,Qℓ) a au plus un prolongement L ∈ Dbm(X,Qℓ) tel que
i∗L ∈ wD6a et i!L ∈ wD>a+1.
En effet, soient L,L′ ∈ Dbm(X,Qℓ). On a un triangle distingue´
RHom(i∗L, i!L′) −→ RHom(L,L′) −→ RHom(j∗L, j∗L′) +1−→ .
Si i∗L ∈ wD6a et i!L ∈ wD>a+1, alors RHom(i∗L, i!L′) = 0 d’apre`s le (iii) de la propo-
sition 4.1.1, donc on a un isomorphisme
RHom(L,L′) ∼−→ RHom(j∗L, j∗L′).
(2) Soit K ∈ Dbm(U,Qℓ). On note L = w6aRj∗K. Alors i∗L ∈ wD6a par le (iv) de la
proposition 4.1.3. De plus, on a un triangle distingue´
L −→ Rj∗K −→ w>a+1Rj∗K +1−→,
d’ou` un isomorphisme
i!w>a+1Rj∗K[−1] ∼−→ i!L.
D’apre`s le (iv) de la proposition 4.1.3, i!L ∈ wD>a+1.
(3) Soit K un faisceau pervers pur de poids a sur U . Alors j!∗K est pervers pur de poids a
sur X par [BBD] 5.4.3, donc, par [BBD] 5.1.14 et 5.4.1, pour tout k ∈ Z, pHki∗j!∗K est
de poids 6 a+ k et pHki!j!∗K est de poids > a+ k. D’apre`s le lemme 4.5.1 de la section
5 a` la fin de cette partie, pHki∗j!∗K = 0 si k > 0 et pHki!j!∗K = 0 si k 6 0, donc, pour
tout k ∈ Z, pHki∗j!∗K est de poids 6 a−1 et pH ik!j!∗K est de poids > a+1. Autrement
dit, i∗j!∗K ∈ wD6a−1 ⊂ wD6a et i!j!∗K ∈ wD>a+1.

54
4.2 Preuve des propositions de la section 4.1
Dans cette section, nous allons prouver les propositions 4.1.1 et 4.1.3 de la section pre´ce´dente.
De´monstration de la proposition 4.1.1.
(i) Il est clair que wD6a et wD>a sont stables par de´calage et que la dualite´ de Poincare´
e´change wD6a et wD>−a.
Pour montrer la stabilite´ par extensions de wD6a (resp. wD>a), il suffit de prouver que la
cate´gorie des faisceaux pervers de poids 6 a (resp. > a) est une sous-cate´gorie e´paisse de
la cate´gorie des faisceaux pervers, c’est-a`-dire stable par noyaux, conoyaux et extensions.
Par dualite´, il suffit de traiter le premier cas. La stabilite´ par noyaux et conoyaux re´sulte
de [BBD] 5.3.1, et la stabilite´ par extensions se prouve facilement a` partir de [BBD] 5.1.9.
Supposons que a < a′. En appliquant la fin de [BBD] 5.1.8 aux objets de cohomologie
perverse, on voit que wD6a ∩ wD>a′ = 0.
(ii) E´vident.
(iii) Voir le premier des lemmes ci-dessous.
(iv) La condition (ii) de [BBD] 1.3.1 est e´vidente. La condition (i) re´sulte du point (iii)
ci-dessus, et la condition (iii) est prouve´e dans le deuxie`me des lemmes ci-dessous.

Lemme 4.2.1 Soient X un sche´ma se´pare´ de type fini sur Fq, K,L ∈ Dbm(X,Qℓ) et a ∈ Z.
On suppose que pour tout i ∈ Z, pH i(K) est de poids 6 a et pH i(L) de poids > a+ 1. Alors
RHom(K,L) = 0.
De´monstration. Pour tout i ∈ Z, on a un triangle distingue´
pτ6i−1L −→ pτ6iL −→ pH iL[−i] +1−→,
d’ou` un triangle distingue´
RHom(K, pτ6i−1L) −→ RHom(K, pτ6iL) −→ RHom(K, pH iL)[−i] +1−→ .
Si on montre le re´sultat pour L pervers, on pourra, graˆce a` ces triangles, en de´duire le re´sultat
pour L quelconque en faisant une re´currence sur le cardinal de {i ∈ Z tq pH iL 6= 0}. On peut
donc supposer L pervers. On se rame`ne de meˆme au cas ou` K est pervers.
Notons F le morphisme de Frobenius ge´ome´trique. D’apre`s [BBD] 5.1.2.5, on a pour tout
i ∈ Z une suite exacte
0 −→ Exti−1(KFq , LFq)F −→ Exti(K,L) −→ Exti(KFq , LFq)F −→ 0.
K est de poids 6 a et L de poids > a+ 1, donc Exti(K
Fq
, L
Fq
) est de poids > i pour tout
i ∈ Z ([BBD] 5.1.15 (i)). On en de´duit que si i > 0, Exti(KFq , LFq ) est de poids > 0, donc
que
Exti(KFq , LFq)F = Ext
i(KFq , LFq )
F = 0
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(comme dans la preuve de [BBD] 5.1.15).
D’autre part, K et L sont pervers (donc K
Fq
et L
Fq
aussi), d’ou` Exti(K
Fq
, L
Fq
) = 0 pour
i < 0.
Finalement, on a obtenu : pour tout i ∈ Z,
Exti(KFq , LFq)F = Ext
i(KFq , LFq)
F = 0.
Les suites exactes ci-dessus impliquent que, pour tout i ∈ Z,
Exti(K,L) = 0,
ce qui est le re´sultat cherche´.

Remarque 4.2.2 Le lemme ci-dessus reste valable, avec la meˆme preuve, pour une perversite´
arbitraire (ve´rifiant les conditions de [BBD] 2.2.1).
Lemme 4.2.3 Soit X un sche´ma se´pare´ de type fini sur Fq. Alors pour tout a ∈ Z et tout
K ∈ Dbm(X,Qℓ), il existe un triangle distingue´ dans Dbm(X,Qℓ)
K1 −→ K −→ K2 +1−→
tel que pour tout i ∈ Z, pH iK1 soit de poids 6 a et pH iK2 de poids > a+ 1.
De´monstration. On fixe a ∈ Z et on raisonne par re´currence sur card({i ∈ Z tq pH iK 6= 0}).
Supposons qu’il existe i ∈ Z tel que K ≃ pH iK[−i]. Alors, d’apre`s [BBD] 5.3.5, il existe
un sous-faisceau pervers L ⊂ pH iK de poids 6 a tel que pH iK/L soit de poids > a + 1. Il
suffit de poser K1 = L[−i] et K2 = (pH iK/L)[−i].
Soit K ∈ Dbm(X,Qℓ) tel que n = card{i ∈ Z tq pH iK 6= 0} > 2. Supposons le lemme
prouve´ pour tous les K ′ ∈ Dbm(X,Qℓ) tels que card{i ∈ Z tq pH iK ′ 6= 0} < n, et montrons-le
pour K. Il suffit de montrer le re´sultat suivant : si on a un triangle distingue´ de Dbm(X,Qℓ)
K ′ −→ K −→ K ′′ +1−→
et que la conclusion du lemme vaut pour K ′ et K ′′, alors elle vaut aussi pour K.
On se donne donc des triangles distingue´s dans Dbm(X,Qℓ)
K ′2
+1
OO
K ′′2
+1
OO
K ′ //
OO
K // K ′′
+1 //
OO
K ′1
OO
K ′′1
OO
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et on suppose que pour tout i ∈ Z, pH iK ′1 et pH iK ′′1 sont de poids 6 a et pH iK ′2 et pH iK ′′2
de poids > a+ 1 ; autrement dit, K ′1 et K
′′
1 sont dans
wD6a et K ′2 et K
′′
2 sont dans
wD>a+1.
D’apre`s le lemme 4.2.1, RHom(K ′′1 ,K
′
2[1]) = 0, donc il existe un unique morphisme K
′′
1 −→
K ′1[1] qui fait commuter le carre´
K ′′1 //

K ′1[1]

K ′′ // K ′[1]
D’apre`s [BBD] 1.1.11, on peut comple´ter le diagramme commutatif en traits pleins pour
obtenir un diagramme dont les lignes et les colonnes sont des triangles distingue´s et dont tous
les carre´s sont commutatifs, sauf le carre´ marque´ −, qui est anticommutatif :
K ′′1 [1] // K
′
1[2]
//___ K1[2] //___
−
K ′′1 [2]
K ′′2 //___
OO
K ′2[1] //___
OO
K2[1] //___
OO


K ′′2 [1]
OO
K ′′ //
OO
K ′[1] //
OO
K[1] //
OO


K ′′[1]
OO
K ′′1
OO
// K ′1[1] //___
OO
K1[1] //___
OO


K ′′1 [1]
OO
Comme wD6a et wD>a+1 sont stables par extensions (proposition 4.1.1 (i)), K1 ∈ wD6a et
K2 ∈ wD>a+1.

De´monstration de la proposition 4.1.3.
(i) Soit K ∈ Dbm(X,Qℓ). On a un triangle distingue´
(w6a+2K)(1) −→ K(1) −→ (w>a+2K)(1) +1−→
avec (w6a+2K)(1) ∈ wD6a et (w>a+2K)(1) ∈ wD>a, d’ou` des isomorphismes canoniques
w6a(K(1)) = (w6a+2K)(1) et w>a(K(1)) = (w>a+2K)(1).
(ii) Soient K ∈ Dbm(X,Qℓ) et i ∈ Z. Comme pH iw>a+1K est de poids > a + 1 et que
pH i+1w6aK est de poids 6 a, la fle`che
pH iw>a+1K −→ pH i+1w6aK est nulle par
[BBD] 5.3.1.
(iii) et (iv) Il suffit de prouver les assertions pour w6a, celles pour w>a en re´sultant par
dualite´.
w6a commute au de´calage parce que
wD6a est invariante par de´calage.
Soit K un faisceau pervers mixte. Si L est le plus grand sous-faisceau pervers de K de
poids 6 a, alors K/L est de poids > a+1 ([BBD] 5.3.5). Donc w6aK = L, et w6aK est
pervers.
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L’exactitude de la restriction de w6a a` la cate´gorie des faisceaux pervers mixtes provient
de la fin de [BBD] 5.3.5 (le fait que les morphismes sont strictement compatibles a` la
filtration par le poids).
Soient K ∈ Dbm(X,Qℓ) et i ∈ Z. D’apre`s (ii), on a une suite exacte de faisceaux pervers
0 −→ pH iw6aK −→ pH iK −→ pH iw>a+1K −→ 0
avec pH iw6aK de poids 6 a et
pH iw>a+1K de poids > a + 1, donc
pH iw6aK =
w6a(
pH iK).
Le fait que w6a envoie les triangles distingue´s sur des triangles distingue´s re´sulte de la
preuve du lemme 4.2.3.
(v) Les inclusions re´sultent de [BBD] 4.2.4 et 5.1.14.
Traitons par exemple le cas de Rf!. Soit K ∈ wD6a(X). Pour tous i, j ∈ Z, pHjK est
de poids 6 a par de´finition de wD6a(X), donc Rf!
pHjK est de poids 6 a par [BBD]
5.1.14, et pH i(Rf!
pHjK) est de poids 6 a + i par [BBD] 5.4.1. Or, par [BBD] 4.2.4,
pH i(Rf!
pHjK) = 0 si i > d, donc pH i(Rf!
pHjK) est de poids 6 a+d pour tous i, j ∈ Z.
En utilisant la suite spectrale
Eij2 =
pH i(Rf!
pHjK) =⇒ pH i+jRf!K,
on voit que pHkRf!K est de poids 6 a+ d pour tout k ∈ Z.

4.3 t-structures recolle´es
Nous utiliserons la notion suivante de stratification :
De´finition 4.3.1 Soit X un sche´ma se´pare´ de type fini sur Fq. Une stratification de X est
une partition finie (Si)06i6n de X par des sous-sche´mas localement ferme´s (les strates) telle
que pour tout i ∈ {0, . . . , n}, Si est ouvert dans X −
⋃
06j<i
Sj.
Soit X un sche´ma muni d’une stratification (Sk)06k6n. Pour tout k ∈ {0, . . . , n}, on note
ik l’inclusion de Sk dans X. U = S0 est un ouvert de X ; on note j = i0 : U −→ X l’inclusion.
La proposition suivante est un cas particulier de [BBD] 1.4.10.
Proposition 4.3.2 Soit a = (a0, . . . , an) ∈ (Z ∪ {±∞})n+1. On note wD6a(X) ou wD6a
(resp. wD>a(X) ou wD>a) la sous-cate´gorie pleine de Dbm(X,Qℓ) dont les objets sont les
complexes mixtes K tels que pour tout k ∈ {0, . . . , n}, i∗kK ∈ wD6ak(Sk) (resp. i!kK ∈
wD>ak(Sk)).
Alors (wD6a,wD>a) est une t-structure sur Dbm(X,Qℓ).
On note aussi wD>(a0,...,an) = wD>(a0−1,...,an−1). Il est e´vident d’apre`s la de´finition de wD6a
et wD>a que ce sont des sous-cate´gories stables par de´calage et extensions de Dbm(X,Qℓ), que
la dualite´ de Poincare´ e´change wD6a et wD>−a, et que
wD6(a0,...,an)(1) = wD6(a0−2,...,an−2)
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wD>(a0,...,an)(1) = wD>(a0−2,...,an−2).
D’apre`s [BBD] 1.3.3, l’inclusion wD6a ⊂ Dbm(X,Qℓ) (resp. wD>a ⊂ Dbm(X,Qℓ)) admet un
adjoint a` droite (resp. a` gauche), qu’on note w6a (resp. w>a). Pour tout K ∈ Dbm(X,Qℓ), il
existe un unique morphisme w>aK −→ (w6aK)[1] tel que le triangle
w6aK −→ K −→ w>aK −→ (w6aK)[1]
soit distingue´.
De plus, a` isomorphisme unique pre`s, il existe un unique triangle distingue´ K ′ −→ K −→
K ′′ +1−→ avec K ′ ∈ wD6a et K ′′ ∈ wD>a.
Enfin, la dualite´ de Poincare´ e´change w6a et w>−a (car elle e´change wD6a et wD>−a).
Lemme 4.3.3 Si a0 = · · · = an = a, alors (wD6a,wD>a) est la t-structure (wD6a(X),wD>a(X))
de la section 4.1.
De´monstration. Soit K ∈ wD6a. D’apre`s le (iv) de la proposition 4.1.3, pour tout k ∈
{0, . . . , n}, i∗kK ∈ wD6a(Sk). Donc K ∈ wD6a. Par dualite´, on a wD>a ⊂ wD>a.
Soit K ∈ wD6a. On a un triangle distingue´
w6aK −→ K −→ w>aK +1−→ .
D’apre`s ce qui pre´ce`de, w6aK ∈ wD6a et w>a ∈ wD>a, donc w6aK = w6aK = K, et
K ∈ wD6a. Par dualite´, on a wD>a ⊂ wD>a.

Proposition 4.3.4 Pour tous a ∈ Z ∪ {±∞} et k ∈ {0, . . . , n}, on note
wk6a = w6(+∞,...,+∞,a,+∞,...,+∞)
wk>a = w>(−∞,...,−∞,a,−∞,...,−∞)
ou`, dans les deux formules, le a est en k-ie`me position (et on commence a` compter a` 0).
(i) On a
w6a = w
n
6an ◦ · · · ◦ w06a0
w>a = w
n
>an ◦ · · · ◦ w0>a0 .
(ii) Soient a ∈ Z ∪ {±∞}, k ∈ {0, . . . , n} et K ∈ Dbm(X,Qℓ). Alors on a des triangles
distingue´s (uniques a` isomorphisme unique pre`s)
wk6aK −→ K −→ Rik∗w>ai∗kK +1−→
ik!w6ai
!
kK −→ K −→ wk>aK +1−→ .
De´monstration.
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(i) Il suffit d’appliquer plusieurs fois [BBD] 1.4.13.1.
(ii) Il suffit de traiter le cas de wk6a (celui de w
k
>a en re´sulte par dualite´). On de´finit
a ∈ (Z ∪ {±∞})n+1 par : ar = +∞ et si r 6= k, et ak = a.
On note L = Rik∗w>ai∗kK ∈ wD>a, et on comple`te le morphisme e´vident K
adj−→
Rik∗i∗kK −→ L en un triangle distingue´ L′ −→ K −→ L
+1−→.
Il suffit de montrer que L ∈ wD>a et que L′ ∈ wD6a. Si r 6= k, i!rL = 0, car i!rRik∗ = 0,
donc i!rL ∈ wD>ar(Sr) (et il est e´vident que i∗rL′ ∈ wD6ar(Sr)). De plus, i∗kL = i!kL =
w>ai
∗
kK ∈ wD>ak(Sk) et on a un triangle distingue´ i∗kL′ −→ i∗kK −→ i∗kL = w>ai∗kK
+1−→,
donc i∗kL
′ ≃ w6ai∗kK ∈ wD6ak(Sk).

The´ore`me 4.3.5 Pour tout a ∈ (Z ∪ {±∞})n+1, pour tout K ∈ wD6a0(U) on a
[w6aRj∗K] =
∑
16n1<···<nr6n
(−1)r[Rinr∗w>anr i∗nr . . . Rin1∗w>an1 i∗n1Rj∗K]
dans le groupe de Grothendieck de Dbm(X,Qℓ).
De´monstration.
D’apre`s la proposition ci-dessus, on a, dans l’anneau des endomorphismes du groupe de
Grothendieck de Dbm(X,Qℓ) :
w6a = w
n
6an ◦ · · · ◦ w06a0 = (1−Rin∗w>ani∗n) ◦ · · · ◦ (1−Ri1∗w>a1i∗1) ◦ (1−Rj∗w>a0j∗).
Le the´ore`me re´sulte de cette e´galite´ et du fait que Rj∗w>a0j∗Rj∗K = 0 (car K ∈ wD6a0(U)).

4.4 Proprie´te´s supple´mentaires des t-structures recolle´es
Proposition 4.4.1
(i) Si K ∈ D6a et L ∈ wD>a, alors RHom(K,L) = 0.
(ii) w6a et w>a commutent au foncteur de de´calage [1], et ils envoient les triangles dis-
tingue´s sur des triangles distingue´s.
Pour tout K ∈ Dbm(X,Qℓ), on a
w6(a0,...,an)(K(1)) = (w6(a0+2,...,an+2)K)(1)
w>(a0,...,an)(K(1)) = (w>(a0+2,...,an+2)K)(1).
(iii) Soit a′ = (a′0, . . . , a
′
n) ∈ (Z ∪ {±∞})n+1 tel que ak 6 a′k pour tout k ∈ {1, . . . , n}.
Alors, pour tous K ∈ wD6a et L ∈ wD>a′, le morphisme canonique
RHom(K,L) −→ RHom(j∗K, j∗L)
est un isomorphisme.
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(iv) Soient f : Y −→ X un morphisme et (S′k)06k6n une stratification de Y telle que,
pour tout k ∈ {0, . . . , n}, f(S′k) ⊂ Sk. On suppose que la dimension des fibres de f est
infe´rieure ou e´gale a` d. Alors
f∗(wD6(a0,...,an)(X)) ⊂ wD6(a0+d,...,an+d)(Y )
f !(wD>(a0,...,an)(X)) ⊂ wD>(a0−d,...,an−d)(Y )
Rf∗(wD>(a0,...,an)(Y )) ⊂ wD>(a0−d,...,an−d)(X)
Rf!(
wD6(a0,...,an)(Y )) ⊂ wD6(a0+d,...,an+d)(X).
De´monstration.
(i) Montrons le re´sultat par re´currence sur n. Si n = 0, c’est le lemme 4.2.1. Soit n > 1,
et supposons le re´sultat vrai pour n′ < n. On note a′ = (a0, . . . , an−1), V =
n−1⋃
k=0
Sk,
Y = Sn = X − V , j1 l’immersion ouverte de V dans X et i l’immersion ferme´e de Sn
dans X. Soient K ∈ wD6a et L ∈ wD>a. On a un triangle distingue´
RHom(i∗K, i!L) −→ RHom(K,L) −→ RHom(j∗1K, j∗1L) +1−→ .
Or j∗1K ∈ wD6a
′
(U), j∗1L ∈ wD>a
′
(U), i∗K ∈ wD6an(Y ) et i!kL ∈ wD>an(Y ), donc,
d’apre`s l’hypothe`se de re´currence,
RHom(j∗1K, j
∗
1L) = RHom(i
∗K, i!L) = 0,
d’ou`
RHom(K,L) = 0.
(ii) w6a et w>a commutent au foncteur de de´calage car
wD6a et wD>a sont stables par
de´calage. Soit K −→ K ′ −→ K ′′ +1−→ un triangle distingue´. D’apre`s [BBD] 1.1.11, on
peut construire un diagramme commutatif dont les lignes et les colonnes sont distingue´es
w6aK //

w6aK
′ //

L
+1 //

K //

K ′ //

K ′′
+1 //

w>aK //
+1

w>aK
′ //
+1

L′
+1 //
+1

Comme wD6a et wD>a sont des sous-cate´gories stables par extensions de Dbm(X,Qℓ),
L ∈ wD6a et L′ ∈ wD>a, donc L = w6aK ′′ et L′ = w>aK ′′.
La dernie`re assertion se prouve exactement comme la proprie´te´ analogue dans le (i) de
la proposition 4.1.3.
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(iii) Notons i l’immersion ferme´e X − U = S1 ∪ · · · ∪ Sn ⊂ X, b = (a1, . . . , an) et b′ =
(a′1, . . . , a
′
n). Soient K ∈ wD6a et L ∈ wD>a
′
. On a un triangle distingue´ canonique
RHom(i∗K, i!L) −→ RHom(K,L) −→ RHom(j∗K, j∗L) +1−→ .
Or i∗K ∈ wD6b(X−U) et i!L ∈ wD>b′(X−U), donc, d’apre`s le point (i), RHom(i∗K, i!L) =
0.
(iv) Il suffit de traiter les cas de f∗ et Rf!, car ceux de f ! et Rf∗ en re´sultent par dualite´.
Pour tout k ∈ {0, . . . , n}, on note i′k l’inclusion S′k ⊂ Y et fk : S′k −→ Sk la restriction de
f . Soit K ∈ wD6a(X). Pour tout k ∈ {0, . . . , n}, i′k∗f∗K = f∗k i∗kK ; i∗kK ∈ wD6ak(Sk)
par la de´finition de wD6a(X), donc, d’apre`s le (iv) de la proposition 4.1.3, f∗k i
∗
kK ∈
wD6a+d(S′k). On a donc bien f
∗K ∈ wD6(a0+d,...,an+d)(Y ).
Soit K ∈ wD6a(Y ). Fixons k ∈ {0, . . . , n}. Comme S′k = f−1(Sk), le diagramme suivant
est carte´sien aux nilpotents pre`s
S′k
i′k //
fk

Y
f

Sk
ik // X
donc, d’apre`s le the´ore`me de changement de base propre, ik
∗Rf!K ≃ Rfk!i′k∗K. Or
i′k
∗K ∈ wD6ak(S′k), donc, d’apre`s le (iv) de la proposition 4.1.3, i∗kRf!K ≃ Rfk!i′k∗K ∈
wD6ak+d(Sk). On a donc bien Rf!K ∈ wD6(a0+d,...,an+d)(X).

La proposition suivante est une reformulation de [BBD] 1.4.14 dans le cas particulier con-
side´re´.
Proposition 4.4.2 Soit a = (a0, . . . , an) ∈ (Z∪{±∞})n+1. On note a′=(a0, a1 + 1, . . . , an + 1).
Alors, pour tout K ∈ wD6a0(U)∩wD>a0(U), w>a′j!K = w6aRj∗K est l’unique prolongement
de K dans wD6a ∩ wD>a′ .
En particulier, si K est pervers pur de poids a sur U , on a
w>(a,a+1,...,a+1)j!K = j!∗K = w6aRj∗K,
et par dualite´ on obtient aussi
w>aj!K = j!∗K = w6(a,a−1,...,a−1)Rj∗K.
(On retrouve le re´sultat du the´ore`me 4.1.4.)
4.5 Quelques lemmes techniques
Ce paragraphe contient quelques lemmes utilise´s dans les preuves des re´sultats des parties
4 et 5.
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Lemme 4.5.1 Soient X un sche´ma se´pare´ de type fini sur Fq et (Sα) une partition finie de
X par des sous-sche´mas localement ferme´s. Pour tout α, on note iα : Sα −→ X l’inclusion.
Alors, pour tout K ∈ Dbc(X,Qℓ), on a
(a) K ∈ pD60c si et seulement si pour tout α, pour tout i > 1, on a pH i(i∗αK) = 0 ;
(b) K ∈ pD>0c si et seulement si pour tout α, pour tout i 6 −1, on a pH i(i!αK) = 0.
De plus, si U est un ouvert de X re´union de strates, si j : U −→ X est l’inclusion et si K
est un faisceau pervers sur U , alors j!∗K est l’unique prolongement L ∈ Dbc(X,Qℓ) de K tel
que : pour tout α tel que Sα ⊂ X − U , on a{
pH i(i∗αL) = 0 pour i > 0
pH i(i!αL) = 0 pour i 6 0
.
De´monstration. Il suffit de montrer (a), car (b) en re´sulte par dualite´. D’apre`s [BBD] 2.2.5,
les i∗α sont t-exacts a` droite, donc, si K ∈ pD60c , on a bien pH i(i∗αK) = 0 pour tout α et pour
i > 1.
Re´ciproquement, soit K ∈ Dbc(X,Qℓ) tel que pour tout α, pour tout i > 1, pH i(i∗αK) = 0.
On sait par [BBD] 2.2.12 qu’un complexe L est dans pD60c si et seulement si pour tout point
x de X, notant ix : x −→ X et dim(x) = dim({x}), on a H i(i∗xL) = 0 pour i < p(2dim(x)).
On va utiliser cette caracte´risation pour montrer que K ∈ pD60c . Soit x un point de X, et soit
α tel que x ∈ Sα. Comme Sα est localement ferme´ dans X, {x}∩Sα est ouvert dans {x}, donc
dim({x} ∩ Sα) = dim({x}) ({x} est irre´ductible), et dim(x) ne change pas si on conside`re x
comme un point de Sα. Comme par hypothe`se i
∗
αK ∈ pD60c (Sα), on a bien H i(i∗xK) = 0 si
i < p(2dim(x)).
Montrons enfin la dernie`re assertion du lemme. U est un ouvert de X re´union de strates,
j : U −→ X est l’inclusion, K est un faisceau pervers sur U . D’apre`s [BBD] 1.4.24 (qui
s’applique par [BBD] 2.2.3 et 2.2.11), on a pH0(i∗αj!∗K) = 0 pour tout α tel que Sα ⊂ X−U .
L’annulation des pH0(i!αj!∗K) s’en de´duit par dualite´.
Soit L ∈ Dbc(X,Qℓ), muni d’un isomorphisme j∗L ≃ K, tel que, pour tout α tel que
Sα ⊂ X − U , on ait pH i(i∗αL) = 0 pour i > 0 et pH i(i!αL) = 0 pour i 6 0. D’apre`s
ce qui pre´ce`de, on sait que L est pervers. En raisonnant par re´currence sur le cardinal de
{α tq Sα ⊂ X − U}, on se rame`ne au cas ou` X − U = Sα est une strate. Notons i = iα. On
a un triangle distingue´
i∗i!L −→ L −→ Rj∗j∗L ≃ Rj∗K +1−→,
d’ou` une suite exacte
pH0(i∗i!L) −→ pH0(L) = L −→ pH0(Rj∗K).
Comme i∗ est t-exact ([BBD] 2.2.6), pH0(i∗i!L) = i∗pH0(i!L) = 0, et le morphisme L −→
pH0(Rj∗K) est injectif. D’autre part, on a un triangle distingue´
j!j
∗L ≃ j!K −→ L −→ i∗i∗L +1−→,
d’ou` une suite exacte
pH0(j!K) −→ L −→ pH0(i∗i∗L) = i∗pH0(i∗L) = 0.
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Le morphisme pH0(j!K) −→ L est donc surjectif, ce qui finit la de´monstration.

Lemme 4.5.2 Soient X un sche´ma de type fini lisse purement de dimension d sur un corps
k de caracte´ristique 0 ou fini et K ∈ Dbc(X,Qℓ). On suppose que les H i(K) sont lisses. Alors,
pour tout i ∈ Z, pH i(K) = H i−d(K)[d].
De´monstration. On montre le re´sultat par re´currence sur le cardinal N(K) de
{i ∈ Z tq H i(K) 6= 0}.
Si N(K) = 1, on a K ≃ H i(K)[−i] pour un i ∈ Z, donc K[i+ d] est pervers, et
pHj(K) =
{
0 si j 6= i+ d
H i(K)[d] si j = i+ d
.
Soit K tel que N(K) > 1, et supposons le re´sultat prouve´ pour tous les L tels que
N(L) < N(K). Soit i = max{k ∈ Z tq Hk(K) 6= 0}. CommeH i(K)[−i] est lisse, on a comme
plus haut
pHj(H i(K)[−i]) =
{
0 si j 6= i+ d
H i(K)[d] si j = i+ d
.
D’autre part, d’apre`s l’hypothe`se de re´currence, on a
pHj(τ6i−1K) = Hj−d(τ6i−1K)[d] =
{
0 si j > i+ d
Hj−d(K)[d] si j < i+ d .
On conclut en utilisant la suite exacte longue de cohomologie perverse du triangle distingue´
τ6i−1K −→ τ6iK ≃ K −→ H i(K)[−i] +1−→ .

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5 Complexes ponde´re´s sur les
compactifications de Baily-Borel
5.1 Complexes ponde´re´s
Dans cette section, on de´finit a` l’aide des foncteurs w6a de 4.3 une famille de complexes
sur la compactification de Baily-Borel, qu’on appellera complexes ponde´re´s, et dont les com-
plexes d’intersection sont des cas particuliers. Ces complexes ponde´re´s sont des analogues en
caracte´ristique finie des complexes ponde´re´s de´finis sur MK(G,X )∗(C) par Goresky, Harder
et MacPherson dans [GHM].
Notation 5.1.1 Soient G un groupe alge´brique sur Q, λ : Gm −→ G un cocaracte`re central,
ℓ un nombre premier et t ∈ Z∪{±∞}. Pour tout V ∈ RepG(Qℓ), on note w<tV (resp. w>tV )
la plus grande sous-repre´sentation de V sur laquelle le poids relativement a` λ est < t (resp.
> t).
Les foncteurs exacts w<t et w>t s’e´tendent trivialement a` la cate´gorie de´rive´e D
b(RepG(Qℓ)).
Pour tout V ∈ Db(RepG(Qℓ)), on a
V = w<tV ⊕ w>tV,
et, pour tout i ∈ Z, H i(w<tV ) = w<tH i(V ) est de poids < t et H i(w>tV ) = w>tH i(V ) de
poids > t.
Lemme 5.1.2 Comme dans le paragraphe 2.1.4, on se place dans la situation suivante :
L est un groupe alge´brique connexe qui est produit quasi-direct de deux sous-groupes Gℓ et
G, (G,X ) est une donne´e de Shimura pure telle que Gℓ(Q) ∩G(Q) agisse trivialement sur
X , KL est un sous-groupe ouvert compact net de L(Af ), et on note H = KL ∩ L(Q)G(Af ),
Γℓ = KL ∩ CentL(Q)(X ). On se place sur les re´ductions modulo p des varie´te´s, ou` le nombre
premier p est comme dans le corollaire 3.4.2. On note d la dimension de MH/Γℓ(G,X ). Alors,
pour tous V ∈ Db(RepL(Qℓ)) et a ∈ Z ∪ {±∞},
w6aFH/ΓℓRΓ(Γℓ, V ) = FH/ΓℓRΓ(Γℓ, w>d−aV )
w>aFH/ΓℓRΓ(Γℓ, V ) = FH/ΓℓRΓ(Γℓ, w<d−aV ).
De´monstration. Notons t = d − a, K = FH/ΓℓRΓ(Γℓ, V ), K1 = FH/ΓℓRΓ(Γℓ, w>tV ) et
K2 = FH/ΓℓRΓ(Γℓ, w<tV ). Comme V = w<tV ⊕w>tV , on a K = K1⊕K2. Il suffit de montrer
que K1 est dans
wD6a(MH/Γℓ(G,X )) et K2 dans wD>a(MH/Γℓ(G,X )). MH/Γℓ(G,X ) est
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lisse et pour tout i ∈ Z, H i(K1) = FH/ΓℓH i(Γℓ, w>tV ) et H i(K2) = FH/ΓℓH i(Γℓ, w<tV ) sont
lisses, donc, d’apre`s le lemme 4.5.2, pour tout i ∈ Z, pH i(K1) = H i−d(K1)[d] et pH i(K2) =
H i−d(K2)[d]. Soit i ∈ Z. D’apre`s le corollaire 3.4.2, H i−d(K1) est de poids 6 −t et H i−d(K2)
est de poids > −t. On en de´duit que pH i(K1) = H i−d(K1)[d] est de poids 6 −t + d = a et
que pH i(K2) = H
i−d(K2)[d] est de poids > −t+ d = a.

On se place maintenant dans la situation de la de´finition 3.5.3, c’est-a`-dire que (G,X ) est la
donne´e de Shimura de la section 1.2 et qu’on a inverse´ assez de nombres premiers pour avoir un
mode`le entier de la compactification de Baily-Borel posse´dant toutes les proprie´te´s souhaita-
bles. On travaille sur les re´ductions modulo p des varie´te´s. On pose M∗ = MK(G,X )∗,
M0 = M
K(G,X ) et, pour tout r ∈ {1, . . . , q}, on note Mr l’union des strates de bord corre-
spondant a` (Qr,Yr). Pour tout r ∈ {0, . . . , q}, dim(Mr) = (p − r)(q − r). (M0,M1, . . . ,Mq)
est une stratification de M∗ (au sens de la de´finition 4.3.1) , et c’est toujours celle qu’on
utilisera dans la suite.
De´finition 5.1.3 Soient t1, . . . , tq ∈ Z ∪ {±∞}. Pour tout r ∈ {1, . . . , q}, on pose ar =
−tr + (p − r)(q − r). On de´finit un foncteur additif triangule´
W>t1,...,>tq : Db(RepG(Qℓ)) −→ Dbm(MK(G,X )∗)
de la manie`re suivante : pour tout m ∈ Z, si V ∈ Db(RepG(Qℓ)) est tel que H i(V ) soit de
poids m pour tout i ∈ Z, alors
W>t1,...,>tq (V ) = w6(−m+pq,−m+a1,...,−m+aq)Rj∗FKV.
De´finition 5.1.4 Soit V ∈ RepG(Qℓ). Comme MK(G,X ) est de dimension pq, FKV [pq] est
un faisceau pervers sur MK(G,X ). On pose
ICKV = (j!∗(FKV [pq]))[−pq].
Proposition 5.1.5
(1) Pour tous t1, . . . , tq ∈ Z∪{±∞} et pour tout V ∈ Db(RepG(Qℓ)), on a un isomorphisme
canonique
D(W>t1,...,>tq(V )) ≃W>s1,...,>sq(V ∗)[2pq](pq),
ou` D est le foncteur dualisant, V ∗ = RHom(V,Qℓ) est la repre´sentation duale de V et
sr = 1− tr + 2r(r − n) pour tout r ∈ {1, . . . , q}.
(2) Notons, pour tout r ∈ {1, . . . , q}, tr = r(r − n) + 1 et sr = r(r − n). Alors, pour tout
V ∈ RepG(Qℓ), on a des isomorphismes canoniques
ICKV ≃W>t1,...,>tq(V ) ∼−→W>s1,...,>sq(V ).
De´monstration.
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(1) On peut supposer que V ∈ RepG(Qℓ) et que V est pure. Notons m le poids de V . V ∗
est alors une repre´sentation de G(Qℓ) de poids −m. On pose a0 = −m+pq et, pour tout
r ∈ {1, . . . , q}, ar = −(tr +m) + (p − r)(q − r). Alors
W>t1,...,>tq(V ) = w6(a0,...,aq)Rj∗FKV,
donc
D(W>t1,...,>tq(V )) = w>(−a0,...,−aq)(j!FKV ∗[2pq](pq))
= (w>(−a0+2pq,...,−aq+2pq)j!FKV ∗)[2pq](pq).
D’apre`s la proposition 4.4.2,
w>(−a0+2pq,...,−aq+2pq)j!FKV ∗ = w6(−a0+2pq,−a1+2pq−1,...,−aq+2pq−1)Rj∗FKV ∗.
Notons b0 = m+ pq et, pour tout r ∈ {1, . . . , q}, br = −(sr −m) + (p − r)(q − r). Alors
b0 = −a0 + 2pq et, pour tout r ∈ {1, . . . , q}, br = −ar − 1 + 2pq. Donc
D(W>t1,...,>tq (V )) = (w6(b0,...,bq)Rj∗FKV ∗)[2pq](pq) =W>s1,...,>sq(V ∗)[2pq](pq).
(2) On peut supposer que V est pure. Soit m son poids. Le faisceau FKV est lisse pur de
poids −m sur M0, qui est lisse de dimension pq, donc le seul faisceau de cohomologie
perverse non nul de FKV est pHpqFKV = FKV [pq], qui est de poids −m+ pq. D’apre`s
la proposition 4.4.2,
ICKV [pq] = j!∗(FKV [pq]) = w6(−m+pq,...,−m+pq)Rj∗FKV [pq]
= w6(−m+pq,−m+pq−1,...,−m+pq−1)Rj∗FKV [pq],
donc
ICKV = w6(−m+pq,...,−m+pq)Rj∗FKV = w6(−m+pq,−m+pq−1,...,−m+pq−1)Rj∗FKV.
Pour conclure, il suffit de remarquer que, pour tout r ∈ {1, . . . , q},
−tr −m+ (p− r)(q − r) = −m+ pq − 1 et −sr −m+ (p− r)(q − r) = −m+ pq.

5.2 Restrictions des complexes ponde´re´s aux strates
On note S = Gm.Ip+q le centre de´ploye´ de G et, pour tout r ∈ {1, . . . , q},
Sr =

 λ2Ir 0 00 λIp−r 0
0 0 Ir
 , λ ∈ Gm

Sr est le centre de´ploye´ de Gr. On note χr le caracte`re de Sr de´fini par
χr
 λ2Ir 0 00 λIp−r 0
0 0 Ir
 = λ.
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On identifie X∗(Sr) a` Z en envoyant χr sur 1, ce qui donne un ordre sur X∗(Sr).
Notation 5.2.1 Soient I ⊂ {1, . . . , q} et V ∈ RepLI(Qℓ), avec LI = PI/NI (cf 1.5).
Si (ti)i∈I ∈ (Z ∪ {±∞})I , on note
V<ti,i∈I
le sous-espace vectoriel de V sur lequel, pour tout i ∈ I, Si agit par des caracte`res < ti.
Comme les Si sont centraux dans LI , V<ti,i∈I est stable par LI(Qℓ).
La de´finition ci-dessus s’e´tend trivialement aux complexes et donne un foncteur exact{
Db(RepLI (Qℓ)) −→ Db(RepLI (Qℓ))
V 7−→ V<ti,i∈I
.
On de´finit de meˆme V>ti,i∈I .
On se place dans la situation de la de´finition 5.1.3.
On utilisera les notations suivantes (qui sont celles de 1.5) : Soit S ⊂ {1, . . . , q} non vide.
On pose
PS =
⋂
s∈S
Ps.
C’est un sous-groupe parabolique standard de G, dont on note NS le radical unipotent et
LS = PS/NS le quotient de Levi. Soit r = max(S). Rappelons (voir la section 1.4) qu’on
a trois sous-groupes distingue´s L′ℓ,r, Lℓ,r et Gr = Qr/Nr de Lr tels que Gr et L
′
ℓ,r soient
d’intersection triviale, que Lr soit produit quasi-direct de Lℓ,r et Gr, que Lℓ,r et L
′
ℓ,r soient
e´gaux si 1 6 r < q, et que Lℓ,q = L
′
ℓ,q × SU(p− q).
On a Qr ⊂ PS ⊂ Pr, donc PS/Nr est produit quasi-direct de Gr et d’un sous-groupe
parabolique Pℓ,S de Lℓ,r. On note P
′
ℓ,S le sous-groupe parabolique correspondant de L
′
ℓ,r, et
Lℓ,S et L
′
ℓ,S les quotients de Levi respectifs de Pℓ,S et P
′
ℓ,S . On a L
′
ℓ,S = Lℓ,S si q 6∈ S, et
Lℓ,S = L
′
ℓ,S × SU(p− q) si q ∈ S.
Pour tout g ∈G(Af ), on pose
Hg,S = gKg
−1 ∩PS(Q)Qr(Af ) = gKg−1 ∩P′ℓ,S(Q)Qr(Af )
Hg,ℓ,S = gKg
−1 ∩ CentPS(Q)(Xr)Nr(Af ) = gKg−1 ∩P′ℓ,S(Q)Nr(Af )
Kg,S = Hg,S/Hg,ℓ,S
Γg,S = Hg,ℓ,S/(gKg
−1 ∩NS(Q)Nr(Af )) = (gKg−1 ∩P′ℓ,S(Q)NS(Af ))/(gKg−1 ∩NS(Af )).
Kg,S s’identifie a` un sous-groupe ouvert compact net de Gr(Af ), et Γg,S a` un sous-groupe
arithme´tique net de L′ℓ,S(Q) (ou de Lℓ,S(Q)).
The´ore`me 5.2.2 Soient t1, . . . , tq ∈ Z et V ∈ Db(RepG(Qℓ)). On suppose que tous les H i(V )
sont purs de meˆme poids m ∈ Z. On fixe r ∈ {1, . . . , q} et g ∈ G(Af ), et on note i l’inclusion
de la strate MKg,{r}(Gr,Xr) dans MK(G,X ). Alors
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[i∗W>t1,...,>tq(V )] =
FKg,{r}
∑
S
∑
i∈IS
[
Ind
Kg,{r}
Kpig,S∪{r}
(−1)card(S)RΓ (Γpig,S∪{r}, RΓ(Lie(NS∪{r}), V )>tr+m,<ts+m,s∈S)]
 ,
ou` S parcourt l’ensemble des sous-ensembles de {1, . . . , r−1}, et, pour tout S ⊂ {1, . . . , r − 1},
on choisit un syste`me de repre´sentants (pi)i∈IS du double quotient
PS∪{r}(Q)Qr(Af ) \Pr(Q)Qr(Af )/Hg,{r}.
Supposons que V est concentre´ en degre´ 0. Alors, si ts = s(s− n) pour tout s ∈ {1, . . . , q},
ou si ts = s(s − n) + 1 pour tout s ∈ {1, . . . , q}, on a ICKV = W>t1,...,>tq(V ) (proposition
5.1.5 (2)). On obtient donc en particulier une formule pour [i∗ICKV ].
De´monstration. Le the´ore`me re´sulte du the´ore`me 4.3.5, de la proposition ci-dessous, et du
(ii) de la proposition 2.1.3.14 (qui permet de remplacer les images directes par des induites).

Rappelons qu’on a note´, pour tout r ∈ {1, . . . , q}, Mr l’union des strates de bord de
MK(G,X )∗ associe´es a` (Qr,Yr). On note ir l’inclusion de Mr dans MK(G,X )∗.
Proposition 5.2.3 Soient r1, . . . , rc ∈ {1, . . . , q} tels que r1 < · · · < rc, a1, . . . , ac ∈ Z ∪
{±∞}, V ∈ Db(RepG(Qℓ)), r ∈ {rc, . . . , q} et g ∈ G(Af ). Pour tout i ∈ {1, . . . , c}, on pose
ti = −ai + (p− ri)(q − ri). On note
L = Rirc∗w>aci
∗
rc . . . Rir1∗w>a1i
∗
r1Rj∗FKV
et i l’inclusion de la strate MKg,{r}(Gr,Xr) dans MK(G,X )∗. Soit
S = {r1, . . . , rc, r}.
Alors on a un isomorphisme canonique
i∗L ≃
⊕
C
LC
ou` C parcourt l’ensemble des doubles classes de PS(Q)Qr(Af ) \ Pr(Q)Qr(Af )/Hg,{r}, et de
plus, si b ∈ Pr(Q)Qr(Af ) est un repre´sentant de la double classe C, on a un isomorphisme
LC ≃ Tb∗FKbg,SRΓ(Γbg,S, RΓ(Lie(NS), V )<t1,...,<tc).
De´monstration. Si r > rc, on pose d = c + 1, rd = r, ad = −∞ et td = +∞ ; si r = rc, on
pose d = c.
On raisonne par re´currence sur d.
Si d = 1, le re´sultat cherche´ est une conse´quence imme´diate du the´ore`me de Pink et du
lemme 5.1.2.
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Supposons donc d > 2, et supposons le re´sultat prouve´ pour tout 1 6 d′ < d. On note
S′ = {r1, . . . , rd−1} = S − {r}.
Calculons d’abord
M = i∗Rird−1∗w>ad−1i
∗
rd−1
. . . Rir1∗w>a1i
∗
r1Rj∗FK(V ).
Pour tout h ∈ G(Af ), soit ih l’inclusion de MKh,{rd−1}(Grd−1 ,Xrd−1) dans MK(G,X )∗. Le
complexe N = Rird−1∗w>ad−1i
∗
rd−1
. . . Rir1∗w>a1i∗r1Rj∗FK(V ) est e´gal a`⊕
h∈Prd−1 (Q)Qrd−1 (Af )\G(Af )/K
Rih∗i∗hN,
donc on a
M =
⊕
h∈Prd−1(Q)Qrd−1 (Af )\G(Af )/K
i∗Rih∗i∗hN.
Soit h ∈ G(Af ). D’apre`s l’hypothe`se de re´currence, on a un isomorphisme
i∗hN ≃
⊕
C′
NC′ ,
ou` C ′ parcourt l’ensemble des doubles classes dans PS′(Q)Qrd−1(Af ) \G(Af )/K, et, si b est
un repre´sentant de C ′,
NC′ ≃ Tb∗FKbh,S′RΓ(Γbh,S′, RΓ(Lie(NS′), V )<t1,...,<td−1).
Fixons b ∈ Prd−1(Q)Qrd−1(Af ) et calculons
i∗Rih∗Tb∗FKbh,S′RΓ(Γbh,S′, RΓ(Lie(NS′), V )<t1,...,<td−1).
On de´finit X par le carre´ carte´sien suivant :
X //

MKbh,S′ (Grd−1 ,Xrd−1)∗
T b

MKg,{r}(Gr,Xr) //MKh,{rd−1}(Grd−1 ,Xrd−1)
ou` M
Kh,{rd−1}(Grd−1 ,Xrd−1) est l’adhe´rence de MKh,{rd−1}(Grd−1 ,Xrd−1) dans MK(G,X )∗.
Alors on a
X ≃
∐
j∈J
M
Kqjbh,S (Gr,Xr),
et le morphismeX −→MKg,{r}(Gr,Xr) est ⊔Tqj , avec (qj)j∈J un syste`me fini (e´ventuellement
vide) de repre´sentants pour une certaine relation d’e´quivalence sur Pr(Q)Qr(Af ), qu’on
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pre´cisera plus tard. Soit q ∈ Pr(Q)Qr(Af ), et calculons la restriction a` la strateMKqbh,S (Gr,Xr)
de MKbh,S′ (Grd−1 ,Xrd−1)∗ du complexe
L′ = FKbh,S′RΓ(Γbh,S′, RΓ(Lie(NS′), V )<t1,...,<td−1).
Notons R le sous-groupe parabolique de Grd−1 correspondant a` Pr, c’est-a`-dire
R = (Qrd−1 ∩ Pr)/Nrd−1 . Soient NR = NS/NS′ le radical unipotent de R, (QR,Y) la
composante rationnelle de bord de (Grd−1 ,Xrd−1) associe´e a`R. On a (QR,Y)/NR = (Gr,Xr),
et la partie line´aire Rℓ de R/NR est telle que Lℓ,S = Lℓ,S′×Rℓ. de plus, on ve´rifie facilement
que
(qKbh,S′q
−1 ∩R(Q)QR(Af ))/(qKbh,S′q−1 ∩Rℓ(Q)NR(Af )) = Kqbh,S,
et que le sous-groupe arithme´tique net
Γ = (qKbh,S′q
−1 ∩Rℓ(Q)NR(Af ))/(qKbh,S′q−1 ∩NR(Af ))
de Rℓ(Q) s’identifie a`
Γqbh,S/Γbh,S′ .
D’autre part, comme l’action de Sr1 , . . . ,Srd−1 sur NR est triviale, on a
RΓ(Lie(NR), RΓ(Lie(NS′ , V )<t1,...,<td−1)) ≃ RΓ(Lie(NS), V )<t1,...,<td−1 .
Finalement, en utilisant le the´ore`me de Pink, on voit que la restriction de L′ a`MKqbh,S (Gr,Xr)
est isomorphe a`
FKqbh,SRΓ(Γqbh,S, RΓ(Lie(NS), V )<t1,...,<td−1).
Il reste a` compter les diagrammes
MKqbh,S (Gr,Xr) //

MKbh,S′ (Grd−1 ,Xr)∗

MKg,{r}(Gr,Xr) //MKh,{rd−1}(Grd−1 ,Xrd−1)
modulo une relation d’e´quivalence convenable. C’est ce qui a e´te´ fait dans la proposition 1.5.2.
La conclusion de cette proposition, combine´e avec les calculs ci-dessus, montre que, si (bi)i∈I
est un syste`me de repre´sentants du double quotient PS(Q)Qr(Af ) \Pr(Q)Qr(Af )/Hg,{r}, on
a un isomorphisme
i∗M ≃
⊕
i∈I
Tbi∗FKbig,SRΓ(Γbig,S , RΓ(Lie(NS), V )<t1,...,<td−1)).
Le re´sultat cherche´ re´sulte alors du lemme 5.1.2.

Remarque 5.2.4 Nous pouvons maintenant rendre plus explicite le rapport entre les com-
plexes ponde´re´s de´finis ici et ceux de [GHM]. Soient t1, . . . , tq ∈ Z ∪ {±∞} et V une
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repre´sentation alge´brique de G, qu’on suppose pure de poids 0 pour simplifier. Pour tout
r ∈ {1, . . . , q}, on note ar = −tr + (p − r)(q − r). Alors, d’apre`s le the´ore`me 4.3.5, on a une
e´galite´ dans le groupe de Grothendieck de Dbm(M
K(G,X )∗,Qℓ)
[W>t1,...,>tqV (Qℓ)] =
∑
16r1<···<rc6q
(−1)c[Rirc∗w>arc i∗rc . . . Rir1∗w>a1i∗r1Rj∗FKV (Qℓ)].
Or, d’apre`s le calcul explicite des
Lr1,...,rc = Rirc∗w>arc i
∗
rc . . . Rir1∗w>ar1 i
∗
r1Rj∗FKV (Qℓ)
qui a e´te´ fait dans la proposition ci-dessus, il existe une manie`re naturelle de relever ces com-
plexes en des complexes sur un mode`le entier MKΣ(G,X )∗, qu’on notera encore Lr1,...,rc . No-
tons Lr1,...,rc(C) le complexe de faisceaux de Qℓ-espaces vectoriels sur M
K(G,X )∗(C) de´duit
du complexe Lr1,...,rc sur MKΣ(G,X )∗. Alors la somme alterne´e∑
16r1<···<rc6q
(−1)c[Lr1,...,rc(C)]
est e´gale a` la classe (dans le groupe de Grothendieck de la cate´gorie de´rive´e de la cate´gorie
des faisceaux de Qℓ-espaces vectoriels surM
K(G,X )∗(C)) de l’image directe par le morphisme
canonique de la compactification de Borel-Serre re´ductive deMK(G,X )(C) surMK(G,X )∗(C)
du complexe ponde´re´ de [GHM] associe´ au profil de poids (t1, . . . , tq) et a` coefficients dans V .
5.3 La formule des traces
5.3.1 Rappels sur un the´ore`me de Kottwitz
Commenc¸ons par fixer quelques notations.
Notation 5.3.1.1 Soient p 6= ℓ deux nombres premiers, q = pk une puissance de p, Fp ⊂ Fq
les corps finis a` p et q e´le´ments, F une cloˆture alge´brique de Fq et X un sche´ma de type
fini sur Fq. On note F l’endomorphisme de Frobenius de X, qui est l’identite´ sur l’espace
topologique sous-jacent et l’e´le´vation a` la puissance q sur les sections du faisceau structural.
Sur X(F), F agit comme la substitution de Frobenius ϕ : x 7−→ xq, donc X(F)F = X(Fq).
Conside´rons maintenant K ∈ Dbc(X,Qℓ). On a alors une correspondance de Frobenius
F ∗ : F ∗K ∼−→ K,
d’ou` un endomorphisme
F ∗ : RΓc(XF,KF) −→ RΓc(XF,KF),
qui est l’inverse de l’endomorphisme que ϕ induit par transport de structure. On note
Tr(F ∗, RΓc(XF,KF)) =
∑
i∈Z
(−1)iTr(F ∗,H ic(XF,KF)).
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Soient x un point ferme´ de X et n = [k(x) : Fq]. Si x est un point ge´ome´trique de X(F)
localise´ en x, c’est un point fixe de Fn, et on note F ∗x l’endomorphisme de Kx induit par Fn.
La classe d’isomorphisme du couple (Kx, F
∗
x ) ne de´pend pas du choix de x, donc la trace
Tr(F ∗x ,Kx) =
∑
i∈Z
(−1)∗Tr(F ∗x ,H i(K)x)
ne de´pend que de x ; on la note Tr(F ∗x ,Kx).
Nous allons e´noncer le re´sultat principal de l’article [K2] pour la donne´e de Shimura (G,X )
de la section 1.2, dans le cas particulier ou` la correspondance de Hecke conside´re´e est l’identite´
(c’est-a`-dire ou`, avec les notations de [K2], g = 1).
The´ore`me 5.3.1.2 On se place dans la situation de la section 3.1 : (K,Σ) est comme
dans la de´finition 3.1.2.1, p est un nombre premier tel que p 6∈ Σ, et on s’inte´resse a` la
re´duction modulo p deMKΣ(G,X ), qu’on notera MK(G,X ) ou simplement M . En particulier,
K = K0,pK
p, avec Kp ⊂ G(Apf ). Soient ℓ ∈ Σ et V ∈ Db(RepG(Qℓ)). On note K = FKV .
Alors, pour tout j ∈ N∗,∑
x∈M(F)Fj
Tr(F ∗x ,Kx) =
∑
(γ0;γ,δ)
c(γ0; γ, δ)Oγ (f
p)TOδ(φ)Tr(γ0, V ).

Il faut encore expliquer toutes les notations. Rappelons qu’on a fixe´ une injection E −→ Qp.
On note ℘ l’ide´al premier deOE au-dessus de p de´termine´ par cette injection, L l’extension non
ramifie´e de degre´ j de E℘, Q
nr
p l’extension non ramifie´e maximale de Qp et σ ∈ Gal(Qnrp /Qp)
l’e´le´ment correspondant au Frobenius arithme´tique x 7−→ xp de F.
Dans la somme, le triplet (γ0; γ, δ) parcourt un syste`me de repre´sentants des classes d’e´quivalence
de triplets forme´s de γ0 ∈ G(Q) semi-simple elliptique dans G(R), de γ = (γv) ∈ G(Apf ) et
de δ ∈ G(L) ve´rifiant les conditions de [K1] 2 (en particulier, pour toute place v 6= p,∞ de Q,
γ0 et γv sont conjugue´s sous G(Qv), et γ0 et Nδ sont conjugue´s sous G(Qp), ou` Nδ ∈ G(Qp)
est la norme de δ, de´finie par Nδ = δ.σ(δ) . . . σd−1(δ), avec d = [L : Qp]), et tels que
α(γ0; γ, δ) = 1,
ou` α est de´fini dans [K1] 2, pour la relation d’e´quivalence suivante : deux triplets (γ0; γ, δ)
et (γ′0; γ
′, δ′) sont e´quivalents si et seulement si γ0 et γ′0 sont conjugue´s sous G(Q), γ et γ
′
sont conjugue´s sous G(Apf ) et δ et δ
′ sont σ-conjugue´s sous G(L) (c’est-a`-dire qu’il existe
x ∈ G(L) tel que δ′ = xδσ(x)−1).
Rappelons qu’on a fixe´ un OE-re´seau autodual Λ = Op+qE de Ep+q. On note K0 le stabil-
isateur dans G(L) du re´seau Λ⊗Z OL.
Soit (γ0; γ, δ) un triplet comme ci-dessus.
On note I0 le centralisateur de γ0 dans G. Dans [K1] 3, Kottwitz montre qu’il existe une
forme inte´rieure I de I0 telle que I(A
p
f ) soit le centralisateur de γ dans G(A
p
f ) et I(Qp) le
centralisateur tordu de δ dans G(L) (c’est-a`-dire l’ensemble des x ∈ G(L) tels que xδ =
δσ(x)).
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On pose
c(γ0; γ, δ) = vol(I(Q) \ I(Af )).
(La de´finition de Kottwitz est c(γ0; γ, δ) = vol(I(Q)\I(Af )).card(ker(ker1(Q, I0)→ ker1(Q,G))),
mais ici, ker1(Q,G) = {1} d’apre`s [Sh] 5.8).
On choisit des mesures de Haar dy et dx sur I(Apf )\G(Apf ) et I(Qp)\G(L). Si g est ψ sont
des fonctions localement constantes a` support compact sur I(Apf ) \G(Apf ) et I(Qp) \G(L),
on pose
Oγ(g) =
∫
I(Apf )\G(Apf )
g(y−1γy)dy
TOδ(ψ) =
∫
I(Qp)\G(L)
ψ(x−1δσ(x))dx.
On note
fp =
1Kp
vol(Kp)
φ =
1K0aK0
vol(K0)
.
Il reste a` expliquer qui est a (cf la fin de [K1] 3). On a de´fini dans 2.1.1 un morphisme
h0r : Gm,C −→ GC
(note´ µh dans [K1], ou` L est note´ F et F est note´ E). Il est conjugue´ par G(C) au morphisme
µ : Gm,C −→ GC, z 7−→
( (
1⊗ z+12 + i⊗ z−12i
)
Ip 0
0
(
1⊗ z+12 − i⊗ z−12i
)
Iq
)
.
L’image de µ arrive dans TC, ou` T est le sous-tore de´ploye´ sur OL maximal du tore diagonal
de GU(p, q), donc on peut prendre
a = µ(̟−1L ),
ou` ̟L est une uniformisante de OL.
Remarque 5.3.1.3 Le sous-groupe compact ouvert K de G(Af ) n’intervient que dans
l’inte´grale orbitale Oγ(f
p).
5.3.2 Formule des traces pour certains tronque´s
On se place dans la situation du paragraphe pre´ce´dent. Le but est maintenant d’e´crire la
formule des traces pour les complexes Rirc∗w>aci∗rc . . . Rir1∗w>a1i
∗
r1Rj∗FKV .
La proposition suivante va nous permettre d’utiliser le the´ore`me 5.3.1.2.
Proposition 5.3.2.1 Soient S ⊂ {1, . . . , r}, r = max(S), g ∈ G(Af ), a ∈ Pr(Q)Qr(Af ) et
W ∈ Db(RepLS(Qℓ)). On note comme ci-dessus
Γag,S = ((ag)K(ag)
−1 ∩PS(Q)Qr(Af ))/((ag)K(ag)−1 ∩ (NSQr)(Af )),
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et soit
K◦ag,S = ((ag)K(ag)
−1 ∩NS(Q)Qr(Af ))/((ag)K(ag)−1 ∩NS(Q)Nr(Af ))
= ((ag)K(ag)−1 ∩ (NSQr)(Af ))/((ag)K(ag)−1 ∩NS(Af )).
On a un reveˆtement e´tale fini
Ta :M
′ =MKag,S(Gr,Xr) −→M =MKg,{r}(Gr,Xr),
et on pose
M◦ =MK
◦
ag,S(Gr,Xr);
on a un reveˆtement e´tale fini
T1 :M
◦ −→M ′.
Enfin, on note
K = FKag,SRΓ(Γag,S,W );
T ∗1K est canoniquement isomorphe a` FK
◦
ag,SRΓ(Γag,S ,W ) (avec K
◦
ag,S agissant sur RΓ(Γag,S,W )
via la repre´sentation de Gr(Qℓ) dans ce complexe).
Alors, pour tout j ∈ N∗, on a∑
x∈M(F)Fj
Tr(F ∗x , (Ta∗K)x) =
1
[Kag,S : K◦ag,S]
∑
x∈M◦(F)Fj
Tr(F ∗x , (T
∗
1K)x).
De´monstration. Comme Ta :M
′ −→M est propre, on a pour tout j ∈ N∗∑
x∈M(F)Fj Tr(F
∗
x , (Tp∗K)x) = Tr(F j∗, RΓc(MF, (Ta∗K)F))
= Tr(F j∗, RΓc(M ′F,KF))
=
∑
x∈M ′(F)Fj Tr(F
∗
x ,Kx)
.
La proposition re´sulte alors du lemme suivant, applique´ a` Gr ⊂ PS/NS .

Lemme 5.3.2.2 On se place dans la situation de la de´finition 2.1.4.6, avecN = 0 : on a donc
G,Gℓ ⊂ L, une donne´e de Shimura (G,X ), un sous-groupe compact ouvert net KL ⊂ L(Af )
et W ∈ Db(RepL(Qℓ)). Notons
K = KL ∩G(Af )
K′ = H/Γℓ = (KL ∩ L(Q)G(Af ))/(KL ∩Gℓ(Q)).
K s’envoie injectivement dans K′, et son image est distingue´e d’indice fini e´gal au cardinal de
H/KΓℓ. On notera aussi [K
′ : K] cet indice. K′ agit sur RΓ(Γℓ,W ) via l’action de H, comme
le quotient H/Γℓ, et K agit sur RΓ(Γℓ,W ) comme sous-groupe de G(Af ), qui agit lui-meˆme
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sur RΓ(Γℓ,W ) parce qu’il commute avec Γℓ. On se place toujours sur les re´ductions modulo
un nombre premier p assez grand. Alors, pour tout j ∈ N∗,∑
x∈MH/Γℓ(G,X )(F)Fj
Tr(F ∗x ,FK
′
RΓ(Γℓ,W )) =
1
[K′ : K]
∑
x∈MK(G,X )(F)Fj
Tr(F ∗x ,FKRΓ(Γℓ,W )).
De´monstration. Fixons j ∈ N∗, et notons X˜ = M(G,X ), X ′ = MH/Γℓ(G,X ), X =
MK(G,X ). On a un diagramme commutatif
X˜
ϕ //
ϕ′   @
@@
@@
@@
@ X
T1

X ′
ou` ϕ et ϕ′ sont les reveˆtements e´vidents. ϕ est un reveˆtement e´tale galoisien profini de groupe
K, et ϕ′ est un reveˆtement e´tale galoisien profini de groupe K′. Soit x′ ∈ X ′(F)F j , et soit
y ∈ X˜(F) tel que x′ = ϕ′(y). Comme x′ est stable par F j, on peut e´crire F j(y) = y.k, avec
k ∈ K′ (uniquement de´termine´). On a deux possibilite´s :
(1) x′ est l’image par T1 d’un e´le´ment de X(F)F
j
, ce qui revient a` demander que k soit
dans K. Alors les [K′ : K] pre´-images de x′ par T1 sont dans X(F)F
j
(ce sont les ϕ(y.l),
pour l ∈ K′/K). De plus, comme FKRΓ(Γℓ,W ) ≃ T ∗1FK
′
RΓ(Γℓ,W ), pour tout x ∈ X(F)
tel que T1(x) = x
′, on a
Tr(F ∗x ,FKRΓ(Γℓ,W )) = Tr(F ∗x′ ,FK
′
RΓ(Γℓ,W )).
On en de´duit que
Tr(F ∗x′ ,FK
′
RΓ(Γℓ,W )) =
1
[K′ : K]
∑
x∈X(F)Fj ,T1(x)=x′
Tr(F ∗x ,FKRΓ(Γℓ,W )).
(2) x′ n’est pas l’image d’un e´le´ment de X(F)F
j
, ce qui revient a` demander que k 6∈ K.
Nous allons montrer que dans ce cas
Tr(F ∗x′ ,FK
′
RΓ(Γℓ,W )) = 0,
ce qui finira la preuve du lemme. On choisit h ∈ H = KL ∩ L(Q)G(Af ) tel que hΓℓ = k.
Comme k 6∈ K, h n’est pas dans ΓℓK. D’apre`s la proposition 2.1.3.13, on a
Tr(F ∗x′ ,FK
′
RΓ(Γℓ,W )) = Tr(k,RΓ(Γℓ,W )) = Tr(h,RΓ(Γℓ,W )).
Il suffit d’appliquer le lemme ci-dessous.

Lemme 5.3.2.3 Soient L un groupe re´ductif connexe, G,Gℓ deux sous-groupes re´ductifs
de L tels que L soit produit quasi-direct de G et Gℓ et KL un sous-groupe ouvert compact
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net de L(Af ). On suppose qu’il existe un sous-groupe distingue´ G
′
ℓ ⊂ Gℓ et un sous-groupe
G′ ⊂ L qui contient G comme un sous-groupe distingue´ tels que Gℓ/G′ℓ et G′/G soient
de type compact et que L soit produit direct de G′ℓ et G
′. On note H = KL ∩ L(Q)G(Af ),
Γℓ = KL ∩Gℓ(Q) et K = KL ∩G(Af ). Γℓ, K et ΓℓK sont des sous-groupes distingue´s de H.
Pour tout W ∈ Db(RepL(Qℓ)), pour tout h ∈ H, si h 6∈ ΓℓK, alors
Tr(h,RΓ(Γℓ,W )) = 0.
De´monstration. Comme KL est net, H = KL ∩ G′ℓ(Q)G(Af ) = KL ∩ Gℓ(Q)G(Af ) et
Γℓ = G
′
ℓ(Q) ∩ KL. Notons Γ′ℓ le projete´ de H sur G′ℓ(Q). C’est un sous-groupe arithme´tique
net de G′ℓ(Q) qui contient Γℓ comme sous-groupe distingue´.
Soient h ∈ H− ΓℓK et W ∈ Db(RepL(Qℓ)). On peut supposer que W ∈ RepL(Qℓ). On e´crit
h = γ.g, avec γ ∈ G′ℓ(Q) et g ∈ G(Af ). Comme h 6∈ ΓℓK, on a γ ∈ Γ′ℓ − Γℓ.
Comme L est produit direct de G′ℓ et G
′, la repre´sentation W de L(Qℓ) est somme directe
de repre´sentations de la forme W1 ⊗W2, avec W1 une repre´sentation de G′ℓ(Qℓ) et W2 une
repre´sentation de G′(Qℓ) ; pour une telle repre´sentation W1 ⊗W2, on a
RΓ(Γℓ,W1 ⊗W2) = RΓ(Γℓ,W1)⊗W2,
et
Tr(h,RΓ(Γℓ,W1 ⊗W2)) = Tr(γ,RΓ(Γℓ,W1)).T r(g,W2).
Il suffit donc de prouver l’e´nonce´ suivant : pour toute repre´sentation W1 de G
′
ℓ(Qℓ), on a
Tr(γ,RΓ(Γℓ,W1)) = 0
Soit Y l’espace syme´trique du groupe G′ℓ. Il a une compactification de Borel-Serre partielle
Y
BS
, sur laquelle tout sous-groupe arithme´tique de G′ℓ(Q) agit proprement, et telle que
Γℓ \ Y BS soit la compactification de Borel-Serre de l’espace localement syme´trique Γℓ \ Y
([BS] 9.3). Notons j : Γℓ \ Y −→ Γℓ \ Y BS l’immersion ouverte. Comme γ normalise Γℓ, on a
une correspondance de Hecke
cγ = (T γ−1 , T 1) : Γℓ \ Y BS × Γℓ \ Y BS −→ Γℓ \ Y BS .
Soit W1 une repre´sentation de Gℓ(Qℓ). On peut lui associer un faisceau de Qℓ-espaces vecto-
riels F = FΓℓW1 sur Γℓ \ Y ve´rifiant
RΓ(Γℓ \ Y,F) = RΓ(Γℓ \ Y BS , Rj∗F) = RΓ(Γℓ,W1),
et la correspondance cγ se rele`ve en une correspondance cohomologique
uγ : T
∗
γ−1Rj∗F −→ T !1Rj∗F = Rj∗F
telle que
Tr(uγ , RΓ(Γℓ \ Y BS , Rj∗F)) = Tr(γ,RΓ(Γℓ,W1)).
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Pour montrer que Tr(γ,RΓ(Γℓ,W1)) = 0, il suffit donc, d’apre`s la formule des traces de
Lefschetz, de montrer que la correspondance de Hecke cγ n’a pas de points fixes dans Γℓ\Y BS .
Supposons que cγ a un point fixe. Il existe alors y ∈ Y BS et δ ∈ Γℓ tels que γ.y = δ.y, c’est-
a`-dire (δ−1γ).y = y. Comme Gℓ(Q) agit proprement sur Y
BS
, δ−1γ est d’ordre fini ; or δ−1γ
est un e´le´ment du sous-groupe arithme´tique net Γ′ℓ de Gℓ(Q), donc δ
−1γ = 1, et γ = δ ∈ Γℓ,
ce qui contredit l’hypothe`se.

Corollaire 5.3.2.4 Soient r1, . . . , rc ∈ {1, . . . , q} tels que r1 < · · · < rc, a1, . . . , ac ∈ Z ∪
{±∞} et V ∈ Db(RepG(Qℓ)). On note
ti = −ai + (p − ri)(q − ri)
pour tout i ∈ {1, . . . , c} et
L = Rirc∗w>aci
∗
rc . . . Rir1∗w>a1i
∗
r1Rj∗FKV.
Enfin, soit j ∈ N∗. Alors
Tr(F j∗, RΓ(MK(G,X )∗F, LF)) =
q∑
s=rc
Ts,
avec, pour tout s ∈ {rc, . . . , q}, Ts de´fini par
Ts =
∑
(γ0;γ,δ)∈Cs,j
c(γ0; γ, δ)χ(L
′
ℓ,S)TOδ(φ
(s)
j )Tr(γ0, RΓ(Lie(NS), V )<t1,...,<tc)
∑
i∈I
Oγ(fgi)vol
(
(giKg
−1
i ∩PS(Af ))/(giKg−1i ∩ (G′sNS)(Af ))
)−1
,
ou`
• S = {r1, . . . , rc, s}.
• Cs,j est l’ensemble d’indices du the´ore`me 5.3.1.2 pour le groupe Gs ; si (γ0; γ, δ) ∈ Cs,j,
c(γ0; γ, δ), Oγ et TOδ(φ
(s)
j ) ont la meˆme signification que dans l’e´nonce´ du the´ore`me
5.3.1.2 ;
• (gi)i∈I est un syste`me de repre´sentants de PS(Af ) \G(Af )/K dans G(Apf ) ;
• pour tout i ∈ I,
fgi =
1 (giKpg−1i ∩NS(Q)Qs(Apf ))/(giKpg−1i ∩NS(Q)Ns(Apf ))
vol((giKpg
−1
i ∩NS(Q)Qs(Apf ))/(giKpg−1i ∩NS(Q)Ns(Apf )))
;
• pour un groupe re´ductif H, χ(H) est de´fini dans [GKM] 7.10 : c’est un re´el qui de´pend du
choix d’une mesure de Haar sur H(Af ) et qui est tel que, si XH est l’espace syme´trique
de H et KH est un sous-groupe ouvert compact de H(Af ),
χ(H(Q) \ (XH ×H(Af )/KH)) = χ(H).vol(KH )−1.
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(Les diverses mesure de Haar utilise´es plus haut doivent bien suˆr eˆtre choisies de manie`re
compatible.)
De´monstration. Rappelons que, pour tout s ∈ {0, . . . , q},Ms est l’union des strates de bord
de MK(G,X )∗ associe´es a` (Qs,Ys) et is est l’inclusion de Ms dans MK(G,X )∗. On sait que
L est a` support dans l’union des Ms, avec rc 6 s 6 q, donc, d’apre`s SGA 4 1/2 Rapport 3.2,
on a
Tr(F j∗, RΓ(MK(G,X )∗F, LF)) =
q∑
s=rc
Ts,
ou`
Ts =
∑
x∈Ms(F)Fj
Tr(F ∗x , Lx).
Fixons s ∈ {rc, . . . , q}. Les propositions 5.2.3 et 5.3.2.1 impliquent le re´sultat suivant :
si (gi)i∈I est un syste`me de repre´sentants de Ps(Q)Qs(Af ) \ G(Af )/K, et si, pour tout
i ∈ I, (pij)j∈Ji est un syste`me de repre´sentants de PS(Q)Qs(Af ) \Ps(Q)Qs(Af )/(giKg−1i ∩
Ps(Q)Qs(Af )), alors
Ts =
∑
i∈I
∑
j∈Ji
1
[Kpijgi,S : K
◦
pijgi,S
]
∑
x∈M
K0
pijgi,S (Gs,Xs)(F)Fj
Tr(F ∗x , L
ij
x ),
ou`
Lij = FK
◦
pijgi,SRΓ(Γpijgi,S, RΓ(Lie(NS), V )<t1,...,<tc).
Rappelons que, pour tout g ∈G(Af ),
Kg,S = (gKg
−1 ∩PS(Q)Qs(Af ))/(gKg−1 ∩Pℓ,S(Q)Ns(Af ))
K◦g,S = (gKg
−1 ∩NS(Q)Qs(Af ))/(gKg−1 ∩NS(Q)Ns(Af ))
Γg,S = (gKg
−1 ∩Pℓ,S(Q)Ns(Af ))/(gKg−1 ∩NS(Q)Ns(Af )).
On voit facilement que (pijgi)i∈I,j∈Ji est un syste`me de repre´sentants de
PS(Q)Qs(Af ) \G(Af )/K, donc la formule ci-dessus se re´e´crit, en changeant les notations :
Soit (gi)i∈I un syste`me de repre´sentants de PS(Q)Qs(Af ) \G(Af )/K. Alors
Ts =
∑
i∈I
1
[Kgi,S : K
◦
gi,S
]
∑
x∈MK
◦
gi,S (Gs,Xs)(F)Fj
Tr(F ∗x , L
i
x),
ou`
Li = FK◦gi,SRΓ(Γg,S, RΓ(Lie(NS), V )<t1,...,<tc).
On utilise ensuite le the´ore`me de Kottwitz (5.3.1.2). Il implique que, pour tout i ∈ I,∑
x∈MK
◦
gi,S (F)F
j
Tr(F ∗x , L
i
x) =
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∑
(γ0;γ,δ)∈Cj,ss
c(γ0; γ, δ)Oγ(fgi)TOδ(φ
(s)
j )Tr(γ0, RΓ(Γgi,S , RΓ(Lie(NS), V )<t1,...,<tc)).
Comme
Tr(γ0, RΓ(Γgi,S , RΓ(Lie(NS), V )<t1,...,<tc)) = χ(Γgi,S)Tr(RΓ(Lie(NS), V )<t1,...,<tc)
et que ni c(γ0; γ, δ) ni TOδ(φ
(s)
j ) ne de´pendent de gi, on obtient
Ts =
∑
(γ0;γ,δ)
c(γ0; γ, δ)TOδ(φ
(s)
j )×
Tr(γ0, RΓ(Lie(NS), V )<t1,...,<tc)
∑
i∈I
1
[Kgi,S : K
◦
gi,S
]
χ(Γgi,S)Oγ(fgi).
Notons, pour tout g ∈ G(Af ),
Γ◦g,S = (gKg
−1 ∩PS(Q)Qs(Af ))/(gKg−1 ∩NS(Q)Qs(Af )).
Alors, pour tout g ∈ G(Af ),
[Kg,S : K
◦
g,S] = [Γ
◦
g,S : Γg,S],
donc
1
[Kg,S : K◦g,S]
χ(Γg,S) = χ(Γ
◦
g,S).
Changeons de notation, et notons (gi)i∈I un syste`me de repre´sentants dans G(A
p
f ) de
PS(Af )\G(Af )/K. Pour tout i ∈ I, soit (pij)j∈Ji un syste`me de repre´sentants dans Pℓ,S(Af )
de
PS(Q)Qs(Af ) \PS(Af )/(giKg−1i ∩PS(Af )) = L′ℓ,S(Q) \ L′ℓ,S(Af )/Kgi,ℓ,S,
ou`
Kgi,ℓ,S = (giKg
−1
i ∩PS(Af ))/(giKg−1i ∩ (G′sNS)(Af )).
Alors (pijgi)i∈I,j∈Ji est un syste`me de repre´sentants de PS(Q)Qs(Af ) \ G(Af )/K, donc,
d’apre`s les calculs ci-dessus,
Ts =
∑
(γ0;γ,δ)
c(γ0; γ, δ)TOδ(φ
(s)
j )Tr(γ0, RΓ(Lie(NS), V )<t1,...,<tc)
∑
i∈I
∑
j∈Ji
χ(Γ◦pijgi,S)Oγ(fpijgi).
Pour tous g ∈ G(Apf ) et p ∈ Pℓ,S(Af ), K◦g,S = K◦pg,S, donc Oγ(fg) = Oγ(fpg). On en de´duit
que ∑
i∈I
∑
j∈Ji
χ(Γ◦pijgi)Oγ(fpijgi) =
∑
i∈I
Oγ(fgi)
∑
j∈Ji
χ(Γ◦pijgi).
Soit Xℓ,S l’espace syme´trique de L
′
ℓ,S. Fixons i ∈ I. Alors
L′ℓ,S(Q) \ (Xℓ,S × L′ℓ,S(Af )/Kgi,ℓ,S) =
∐
j∈Ji
Γ◦pijgi,S \Xℓ,S ,
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donc ∑
j∈Ji
χ(Γ◦pijgi,S) = χ(Lℓ,S(Q) \ (Xℓ,S × Lℓ,S(Af )/Kgi,ℓ,S)) = χ(L′ℓ,S)vol(Kgi,ℓ,S)−1.

5.3.3 Formule des traces pour un complexe ponde´re´
The´ore`me 5.3.3.1 On utilise les notations du corollaire 5.3.2.4.
Soient t1, . . . , tq ∈ Z ∪ {±∞} et V ∈ Db(RepG(Qℓ)). Alors, pour tout j ∈ N∗,
Tr(F j∗, RΓ(MK(G,X )∗F,W>t1,...,>tq(V )F)) =∑
S⊂{1,...,q}
∑
(γ0;γ,δ)∈Cmax(S),j
c(γ0; γ, δ)χ(Lℓ,S)TOδ(φ
(max(S))
j )Tr(γ0, RΓ(Lie(NS), V )>ts,s∈S)
∑
i∈IS
Oγ(fgi)vol
(
(giKg
−1
i ∩PS(Af ))/(giKg−1i ∩ (G′sNS)(Af ))
)−1
,
avec la convention max(∅) = 0, et ou` (gi)i∈IS est un syste`me de repre´sentants du double
quotient PS(Af ) \G(Af )/K dans G(Apf ).
Remarque 5.3.3.2 La somme sur les S ⊂ {1, . . . , q} est en fait une somme sur les sous-
groupes paraboliques standard deG. Le terme pour S = ∅, c’est-a`-dire le terme correspondant
a` G, est celui qui apparaˆıt dans le the´ore`me 5.3.1.2.
De´monstration du the´ore`me. Le the´ore`me re´sulte directement de la de´finition des complexes
ponde´re´s, du corollaire 5.3.2.4, du the´ore`me 4.3.5 et du fait que, pour tout S ⊂ {1, . . . , q} et
pour tout γ0 ∈ Gs(Q),
Tr(γ0, RΓ(Lie(NS), V )>ts,s∈S) =
∑
J⊂S
(−1)card(J)Tr(γ0, RΓ(Lie(NS), V )<tj ,j∈J).

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