In this paper, our objective is to test the statistical hypothesis
Abstract

In
is a known distribution function. In this study, a goodness of fit test statistics for Gumbel distribution based on Kullback-Leibler information is studied. The performance of the test under simple random sampling is investigated using Monte Carlo simulation. The Gumbel parameters are estimated by using several methods of estimation such as maximum likelihood, order statistics, moments, and L-moments. Ten different distributions are considered under the alternative hypothesis. For all the distributions considered, it is found that the test statistics based on estimators found by moment and order statistic methods have the highest power, except for weibull and Lognormal distributions.
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INTRODUCTION
There are many areas of application of Gumbel distribution such as environmental sciences, system reliability and hydrology. In hydrology, for example, the Gumbel distribution may be used to represent the distribution of the minimum level of a river in a particular year based on minimum values for the past few years. It is useful for predicting the occurrence of that an extreme earthquake, flood or other natural disaster. The potential applicability of the Gumbel distribution to represent the distribution of minima relates to extreme value theory which indicates that it is likely to be useful if the distribution of the underlying sample data is of the normal or exponential type. Many studies have been carried out to study goodness of fit tests by using of Kullback-Leibler information. Kinnison (1989) tested the Gumbel distribution using a correlation coefficient type statistic. Arizono and Ohata (1989) proposed a test of normality based on an estimate of the Kullback-Leibler information. Song (2002) presented a general methodology for developing asymptotically distribution-free goodness of fit tests based on the Kullback-Leibler information. Also, he has shown that the tests are omnibus within an extremely large class of nonparametric global alternatives and to have good local power. Ibrahim et al. (2011) found that the goodness of fit test based on Kullback-Leibler information supports the results which indicate that the chi-square test is most powerful under RSS than SRS for some selected order statistics.
In this paper, we introduce a goodness of fit test for Gumbel distribution which is based on the Kullback-Leibler information. We estimate the Gumbel parameters by using several methods of estimation such as maximum likelihood, order statistics, moments and Lmoments. According to Hosking (1990) , L-moments have the theoretical advantages over the conventional moments of being able to characterize a wider range of distributions and, when estimated from a sample, the method is more robust to the presence of outliers in the data. Also, the parameter estimates obtained from L-moments are sometimes more accurate in small samples than the maximum likelihood estimates. We compute the percentage values and the power based on the statistics which involves the Kullback-Leibler information using Monte Carlo simulations. This paper is organized as follows. First, we define the test statistic and the estimators of Gumbel distribution. Then, we write the procedures to calculate the percentage points and the power function of the test statistic under an alternative distribution. In addition, a simulation study is conducted to study the power of the test statistic and we state our conclusions. 
PRELIMINARY NOTES AND METHODS
Test
and its density function is
where α is a location parameter, β is a scale parameter, , 
where m , called window size, is a positive integer 
Many estimators for and α β are considered. The estimators derived are maximum likelihood, order statistics, moments and L-moments. The purpose is to find the estimator which is able to give better power.
Estimators of , α β
We will introduce four different types of estimators for and , (11) and (12) 
The Simulation results are presented in the Tables (1) and (2). 
