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Abstract
We prove a theorem concerning the approximation of bandlimited multivariate functions by deep ReLU networks for
which the curse of the dimensionality is overcome. Our theorem is based on a result by Maurey and on the ability of
deep ReLU networks to approximate Chebyshev polynomials and analytic functions efficiently.
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1. Introduction
The evolution from shallow to deep networks has rev-
olutionized many fields in computer science and engi-
neering including computer vision, speech recognition,
and natural language processing [1].
Shallow networks are approximations f˜W of multi-
variate functions f : Rd → R of the form
f˜W (x) =
W∑
i=1
αiσ(wi · x + θi), (1)
for some activation function σ : R → R, weights
αi, θi ∈ R, wi ∈ Rd and integer W ≥ 1. Each opera-
tion σ(wi · x + θi) is called a unit and the W units in (1)
form a hidden layer.
Deep networks are compositions of shallow networks
and have several hidden layers, and each unit of each
layer performs an operation of the form σ(w · x + θ).
Following Yarotsky [2], we allow connections between
units in non-neighboring layers. We define the depth L
of a network as the number of hidden layers and the size
W as the total number of units. Shallow networks have
depth L = 1 while deep networks usually have depth
L ≫ 1. Deep ReLU networks use the REctifier Linear
Unit activation function σ(x) = max(0, x).
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The theory of approximating functions using shal-
low networks goes back to 1989 when Cybenko showed
that any continuous functions can be approximated by
shallow networks [3], while Hornik, Stinchcombe, and
White proved a similar result for Borel measurable
functions [4]. In the 1990s, the attention shifted to con-
vergence rates1 of approximations by shallow networks
[5, 6, 7, 8]. Standard convergence results for shallow
networks suffer from the curse of dimensionality: for
small dimension d, the size W increases at a reasonable
rate as the accuracy ǫ goes to zero; however, the size W
grows geometrically with the dimension d.
Fast forward to the 2010s and the success of deep net-
works, one of the most important theoretical problems
is to determine why and when deep networks can lessen
or break the curse of dimensionality. One may focus on
a particular set of functions which have a very special
structure (such as compositional or polynomial), and
shows that for this particular set deep networks over-
come the curse of dimensionality [9, 10, 11, 12, 13,
14, 15, 16]. Alternatively one may consider a function
space that is more generic for multivariate approxima-
tion in high dimensions such as Korobov spaces [17],
and prove convergence results for which the curse of di-
mensionality is lessened [18].
In this paper we may consider bandlimited functions
1For a real-valued function f inRd whose smoothness is character-
ized by some integer m ≥ 1, and for some prescribed accuracy ǫ > 0,
one shows that there exists a shallow network f˜W of sizeW = W(d,m)
that satisfies ‖ f − f˜W‖ ≤ ǫ for some norm ‖ · ‖.
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f : B = [0, 1]d → R of the form
f (x) =
∫
Rd
F(w)K(w · x)dw, (2)
suppF(ω) ⊂ [−M,M]d, M ≥ 1, (3)
for some integrable function F : [−M,M]d → C and
analytic kernel K : R → C. In Section 3 we shall
show that for any measure µ such functions can be
approximated to accuracy ǫ in the L2(B, µ)-norm by
deep ReLU networks of depth L = O
(
log22
1
ǫ
)
and size
W = O
(
1
ǫ2
log22
1
ǫ
)
, up to some constants that depend on
F, K, µ and B.
We review properties of deep ReLU networks in
Section 2, providing new proofs of existing results
(Prop. 2.2 and Prop. 2.3), as well as new results
(Prop. 2.4, Prop. 2.5 and Thm. 2.6). We recall a theo-
rem by Maurey (Thm. 3.1) and prove our main theorem
(Thm. 3.2) in Section 3.
2. Approximation properties of deep ReLU net-
works
The ability of deep ReLU networks to implement the
multiplication of two real numbers with an amplitude at
most M was proved by Yarotsky in [2, Prop. 1]. Liang
and Srikant proved a similar result for M = 1 using
networks with rectifier linear as well as binary step units
in [12, Thm. 1]. In the rest of the paper “with accuracy
ǫ” or “bounded” should be understood in the L∞-norm,
unless stated otherwise.
Proposition 2.1 (Multiplication in two dimensions).
For any scalar M ≥ 1, N ≥ 1 and 0 < ǫ < 1, there
is a deep ReLU network ×˜(x1, x2) with inputs (x1, x2) ∈
[−M,M] × [−N,N], that has depth
L = O
(
log2
MN
ǫ
)
(4)
and size
W = O
(
log2
MN
ǫ
)
(5)
such that∥∥∥×˜(x1, x2) − x1x2∥∥∥L∞([−M,M]×[−N,N]) ≤ ǫ. (6)
Equivalently, if the network has depth L = O
(
log2
1
ǫ
)
and size W = O
(
log2
1
ǫ
)
, the approximation error satis-
fies
∥∥∥×˜(x1, x2) − x1x2∥∥∥L∞([−M,M]×[−N,N]) ≤ MNǫ.
We generalize the proposition of Yarotsky to the d-
dimensional case.
Proposition 2.2 (Multiplication in d ≥ 2 dimensions).
For any scalar M ≥ 1 and 0 < ǫ < 1, and any integer
d ≥ 2, there is a deep ReLU network
˜
(x1, . . . , xd) with
inputs (x1, . . . , xd) ∈ [−M,M]d, that has depth
L = O
(
d log2
d
ǫ
+ d2 log2 M
)
(7)
and size
W = O
(
d log2
d
ǫ
+ d2 log2 M
)
(8)
such that∥∥∥∥∥˜(x1, . . . , xd) − x1 . . . xd∥∥∥∥∥
L∞([−M,M]d )
≤ ǫ. (9)
Proof. Let M ≥ 1 and 0 < ǫ < 1 be two scalars and
d ≥ 2 an integer. For any scalar A ≥ 1 and B ≥ 1, let
us call ×˜ the network of Prop. (2.1) that implements the
multiplication xy, x ∈ [−A, A], y ∈ [−B, B], with accu-
racy ABǫ0 for some scalar 0 < ǫ0 < 1 to be determined
later. This network has depth and size O
(
log2
1
ǫ0
)
.
We construct the network ×˜(x1, . . . , xd) that imple-
ments the multiplication x1x2 . . . xd as follows,
y1 = ×˜(x1, x2), |y1| ≤ M
2(1 + ǫ0),
y2 = ×˜ (y1, x3) , |y2| ≤ M
3(1 + ǫ0)
2,
y3 = ×˜ (y2, x4) , |y3| ≤ M
4(1 + ǫ0)
3,
...
...
yd−1 = ×˜ (yd−2, xd) , |yd−1| ≤ M
d(1 + ǫ0)
d−1,
and set
˜
(x1, . . . , xd) = yd−1.
The network
˜
(x1, . . . , xd) has accuracy
|yd−1 − x1 . . . xd | ≤ |yd−1 − yd−2xd | + |xd ||yd−2 − yd−3xd−1|
+ . . . + |xdxd−1 . . . x5||y3 − y2x4|
+ |xdxd−1 . . . x4||y2 − y1x3|
+ |xdxd−1 . . . x3||y1 − x1x2|,
< Md(1 + ǫ0)
d−2ǫ0 + M
d(1 + ǫ0)
d−3ǫ0
+ . . . + Md(1 + ǫ0)
2
+ Md(1 + ǫ0) + M
dǫ0,
< dMd(1 + ǫ0)
dǫ0 (crude estimate).
We choose ǫ0 = ǫ/(dMde) to obtain accuracy ǫ.
The depth and the size of the resulting network is
equal to (d − 1) times the depth and size of the network
2
defined at the beginning of the proof. With accuracy ǫ0
defined above, this gives depth and size
O
(
d log2
dMde
ǫ
)
= O
(
d log2
d
ǫ
+ d2 log2 M
)
. (10)
The proof is complete.
The network of Prop. 2.2 computes x1 . . . xd as well as
all the intermediate products x1 . . . xk, 2 ≤ k ≤ d − 1, to
the same accuracy ǫ. This allows us to prove the follow-
ing result about polynomials2 (similar to [12, Thm. 2]).
Proposition 2.3 (Polynomials). For any scalar M ≥ 1,
C ≥ 0 and 0 < ǫ < 1, any integer n ≥ 2, and any
polynomial pn(x) of degree n with input x ∈ [−M,M]
and of the form
pn(x) =
n∑
k=0
ckx
k, max
0≤k≤n
|ck| ≤ C, (11)
there is a deep ReLU network p˜(x1, . . . , xn) with inputs
(x1, . . . , xn) ∈ [−M,M]n, that has depth
L = O
(
n log2
Cn
ǫ
+ n2 log2 M
)
(12)
and size
W = O
(
n log2
Cn
ǫ
+ n2 log2 M
)
(13)
such that
‖p˜n(x, . . . , x) − pn(x)‖L∞([−M,M]) ≤ ǫ. (14)
Proof. Let M ≥ 1,C ≥ 0 and 0 < ǫ < 1 be three scalars,
n ≥ 2 an integer and consider a polynomial
pn(x) =
n∑
k=0
ckx
k, max
0≤k≤n
|ck| ≤ C. (15)
We construct p˜(x1, . . . , xn) as follows,
p˜n(x1, . . . , xn) = c0 + c1x1 +
n∑
k=2
ckyk−1(x1, . . . , xk),
(16)
where yk−1(x1, . . . , xk) approximates x1 . . . xk with the
network of Prop. 2.2 to accuracy 0 < ǫ0 < 1 to be de-
termined later. (Note that when the inputs are the same
yk−1(x, . . . , x) approximates xk.)
2In the rest of the paper we shall exclude the trivial cases n = 0
and n = 1.
The network p˜(x, . . . , x) has accuracy
| p˜n(x, . . . , x) − pn(x)| ≤ C
n∑
k=2
|yk−1(x, . . . , x) − x
k |,
< nCǫ0.
We choose ǫ0 = ǫ/(Cn) to obtain accuracy ǫ.
The resulting network has depth and size
O
(
n log2
Cn2Mn
ǫ
)
= O
(
n log2
Cn
ǫ
+ n2 log2 M
)
. (17)
The proof is complete.
The Chebyshev polynomials of the first kind play a
central role in approximation theory [20]. They are de-
fined on [−1, 1] via the three-term recurrence relation
Tn(x) = 2xTn−1(x) − Tn−2(x), n ≥ 2, (18)
with T0 = 1 and T1(x) = x. We show next how deep
ReLU networks can efficiently implement Chebyshev
polynomials using the three-term recurrence (18).
Proposition 2.4 (Chebyshev polynomials). For any
scalar 0 < ǫ < 1, any integer n ≥ 2 and any Chebyshev
polynomial Tn(x) of degree n with input x ∈ [−1, 1],
there is a deep ReLU network T˜n(x1, . . . , xn) with inputs
(x1, . . . , xn) ∈ [−1, 1]n, that has depth
L = O
(
n log2
n
ǫ
+ n2
)
(19)
and size
W = O
(
n log2
n
ǫ
+ n2
)
(20)
such that ∥∥∥T˜n(x, . . . , x) − Tn(x)∥∥∥L∞([−1,1]) ≤ ǫ. (21)
Proof. Let 0 < ǫ < 1 be a scalar and n ≥ 2 be an inte-
ger. For any scalar A ≥ 1 and B ≥ 1, let us call ×˜ the
network of Prop. (2.1) that implements the multiplica-
tion xy, x ∈ [−A, A], y ∈ [−B, B], with accuracy ABǫ0
for some scalar 0 < ǫ0 < 1 to be determined later. This
network has depth and size O
(
log2
1
ǫ0
)
.
We construct the network T˜n(x, . . . , x) that approxi-
mates Tn(x) as follows,
T˜0 = 1, |T˜0| ≤ 1,
T˜1(x) = x, |T˜1| ≤ 1,
T˜2(x, x) = 2×˜(x, T˜1) − T˜0, |T˜2| < (1 + ǫ0)
2,
T˜3(x, x, x) = 2×˜(x, T˜2) − T˜1, |T˜3| < 3(1 + ǫ0)
3,
...
...
T˜n(x, . . . , x) = 2×˜(x, T˜n−1) − T˜n−2, |T˜n| < 3
n−2(1 + ǫ0)
n.
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Let us now estimate the accuracy en of the network
T˜n(x, . . . , x), where en = |T˜n(x, . . . , x)− Tn(x)|. We have
en = |2×˜(x, T˜n−1) − T˜n−2 − 2xTn−1 + Tn−2|,
≤ 2|×˜(x, T˜n−1) − xT˜n−1| + 2|x||T˜n−1 − Tn−1| + en−2,
≤ 2ǫ0|T˜n−1| + 2en−1 + en−2,
< 2ǫ03
n−3(1 + ǫ0)
n−1
+ 2en−1 + en−2,
< n4n(1 + ǫ0)
nǫ0 (crude estimate).
We choose ǫ0 = ǫ/(n4ne) to obtain accuracy ǫ.
The depth and the size of the resulting network is
equal to (n + 1) times the depth and size of the network
defined at the beginning of the proof. With accuracy ǫ0
defined above, this gives depth and size
O
(
n log2
n4ne
ǫ
)
= O
(
n log2
n
ǫ
+ n2
)
. (22)
The proof is complete.
Note that we could have proven Prop. 2.4 using
Prop. 2.3 and an estimate of the size C of the coeffi-
cients of the expansion of Tn in the monomial basis (the
leading term grows like 2n−1 while the other terms grow
at most like cn for some c < 4).
Since Prop. 2.4 implements Tn as well as the interme-
diate Tk’s, 0 ≤ k ≤ n−1, to the same accuracy ǫ, we have
the following result about truncated Chebyshev series.
Proposition 2.5 (Truncated Chebyshev series). For any
scalar 0 < ǫ < 1, any integer n ≥ 2, and any truncated
Chebyshev series fn(x) of degree n with input x ∈ [−1, 1]
and of the form
fn(x) =
n∑
k=0
ckTk(x), max
0≤k≤n
|ck| ≤ C, (23)
there is a deep ReLU network f˜n(x1, . . . , xn) with inputs
(x1, . . . , xn) ∈ [−1, 1]n, that has depth
L = O
(
n log2
Cn
ǫ
+ n2
)
(24)
and size
W = O
(
n log2
Cn
ǫ
+ n2
)
(25)
such that ∥∥∥∥ f˜n(x, . . . , x) − fn(x)∥∥∥∥
L∞([−1,1])
≤ ǫ. (26)
Proof. Let C ≥ 0 be a scalar, n ≥ 2 an integer and
consider a truncated Chebyshev series
fn(x) =
n∑
k=0
ckTk(x), max
0≤k≤n
|ck | ≤ C. (27)
We construct f˜ (x1, . . . , xn) as follows,
f˜n(x1, . . . , xn) = c0 + c1x1 +
n∑
k=2
ckT˜k(x1, . . . , xk), (28)
where T˜k approximates Tk with the network of Prop. 2.4
to accuracy 0 < ǫ0 < 1 to be determined later.
The network f˜ (x, . . . , x) has accuracy
| f˜n(x, . . . , x) − fn(x)| ≤ C
n∑
k=2
|T˜k − Tk|,
< nCǫ0.
We choose ǫ0 = ǫ/(Cn) to obtain accuracy ǫ.
The resulting network has depth and size
O
(
n log2
Cn2
ǫ
+ n2
)
= O
(
n log2
Cn
ǫ
+ n2
)
. (29)
The proof is complete.
Chebyshev series lies at the heart of polynomial ap-
proximation. Lipschitz continuous functions f (x) with
input x ∈ [−M,M] have a unique absolutely and uni-
formly convergent (scaled) Chebyshev series and we
write f (x) =
∑∞
k=0 ckTk(x/M) [20, Thm. 3.1]. For ana-
lytic functions, the truncated (scaled) Chebyshev series
fn(x) =
∑n
k=0 ckTk(x/M) are exponentially accurate ap-
proximations [20, Thm. 8.2].
More precisely, let us define
aMs = M
s + s−1
2
, bMs = M
s − s−1
2
, (30)
and the Bernstein s-ellipse scaled to [−M,M],
EMs =
{
x + iy ∈ C :
x2
(aMs )2
+
y2
(bMs )2
= 1
}
. (31)
(It has foci
√
(aMr )2 − (bMr )2 = ±M, semi-major axis
aMs and semi-minor axis b
M
s .) If a function f (x) is an-
alytic in [−M,M] and analytically continuable to the
open Bernstein s-ellipse EMs for some s ≥ 1 where it
satisfies | f (x)| < C f for some C f > 0, then for each
n ≥ 0 the truncated Chebyshev series fn satisfy
‖ fn(x) − f (x)‖L∞([−M,M]) ≤
2C f s−n
s − 1
. (32)
Using Prop. 2.5 and (32) we prove a result about the
approximation of analytic functions by deep ReLU net-
works.
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Theorem 2.6 (Analytic functions). For any scalar 0 <
ǫ < 1 and M ≥ 1, and any analytic function f (x) with
input x ∈ [−M,M] that is analytically continuable to
the open Bernstein s-ellipse EMs for some s > 1 where
it satisfies | f (x)| ≤ C f for some C f > 0, there is a deep
ReLU network f˜ (x1, . . . , xn) with inputs (x1, . . . , xn) ∈
[−M,M]n, that has depth
L = O
 1
log22 s
log22
C f
ǫ
 (33)
and size
W = O
 1
log22 s
log22
C f
ǫ
 (34)
such that ∥∥∥∥ f˜n(x, . . . , x) − f (x)∥∥∥∥
L∞([−M,M])
≤ ǫ. (35)
Proof. Let 0 < ǫ < 1 and M ≥ 1 be two scalars, and f
be an analytic function defined on [−M,M] that is ana-
lytically continuable to the open Bernstein s-ellipse EMs
for some s > 1 where it satisfies | f (x)| ≤ C f for some
C f > 0. We first approximate f by a truncated Cheby-
shev series fn and then approximate fn by a deep ReLU
network f˜n using Prop. 2.5.
Since f is analytic in the open Bernstein s-ellipse EMs
then for any integer n ≥ 2
‖ fn(x) − f (x)‖L∞([−M,M]) ≤
2C f s−n
s − 1
= O
(
C f s
−n
)
. (36)
Therefore if we take n = O
(
1
log2 s
log2
2C f
ǫ
)
then the term
above is bounded by ǫ/2.
Let us now approximate fn(x) by a deep ReLU net-
work f˜n(x, . . . , x). We first write
fn(x) =
n∑
k=0
ckTk
(
x
M
)
, (37)
with
max
0≤k≤n
|ck | = O
(
C f s
)
via [20, Thm. 8.1]. (38)
We then define our network f˜n(x, . . . , x) as in Prop. 2.5
with extra scaling x/M,
f˜n(x, . . . , x) =
n∑
k=0
ckT˜k
(
x
M
, . . . ,
x
M
)
, (39)
where the T˜k’s are computed to accuracy ǫ/2 so that
| f˜n(x, . . . , x) − fn(x)| ≤
ǫ
2
. (40)
This yields
| f˜n(x, . . . , x) − f (x)| ≤ | f˜n(x, . . . , x) − fn(x)|
+ | fn(x) − f (x)|,
≤
ǫ
2
+
ǫ
2
= ǫ.
With n = O
(
1
log2 s
log2
C f
ǫ
)
, the resulting network has
depth and size
O
(
n log2
C f n
ǫ
+ n2
)
= O
(
n2
)
= O
 1
log22 s
log22
C f
ǫ
 .
(41)
The proof is complete.
Let us emphasize that in general the constants s and
C f depend on M. Let us look at two examples, a func-
tion with a singularity on the imaginary axis and an en-
tire function (i.e., a function that is analytic over the
whole complex plane).
A typical example of an analytic function with singu-
larities on the imaginary axis is the Runge-like function
f (x) = 1/(1+ x
2
β2
), β > 1, whose singularities are located
at x = ±iβ. The function f is analytic on the interval
[−M,M] and analytically continuable to the open Bern-
stein s-ellipse EMs with
s(M) =
√
(4M2 − 2)r2 + r4 + 1 + r2 − 1
2Mr
(42)
and r = β+
√
β2 + 1. Since f increases along the imag-
inary axis we may take
C f (M) = f
(
M
s(M) − s(M)−1
2
)
. (43)
The complex exponential f (x) = eix is an entire func-
tion. Hence, any s > 1 works but C f (s,M) must grow
with s and M. As f increases along the imaginary axis
we may choose
C f (s,M) = f
(
M
s − s−1
2
)
= eM
s−s−1
2 . (44)
In this case the network of Thm. 2.6 has depth and size
O
 1
log22 s
(
M
s − s−1
2
+ log2
1
ǫ
)2 . (45)
3. Approximation of bandlimited functions by deep
ReLU networks
A famous theorem of Carathéodory states that if a
point x ∈ Rd lies in the convex hull of a set P then
5
x can be written as the convex combination of at most
d + 1 points in P. Maurey’s theorem [21] is an exten-
sion of Carathéodory’s result to the infinite-dimensional
case. It was used in the context of shallow network ap-
proximations by Barron in 1993 [22].
Theorem 3.1 (Maurey [21]). Let H be a Hilbert space
with norm ‖ · ‖. Suppose there exists G ⊂ H such that
for every g ∈ G, ‖g‖ ≤ b for some b > 0. Then for every
f in the convex hull of G and every integer n ≥ 1, there
is a fn in the convex hull of n points in G and a constant
c > b2 − ‖ f ‖2 such that ‖ f − fn‖
2 ≤ c
n
.
We are now ready to prove our main theorem about
the approximation of bandlimited functions of the form
(2)–(3) by deep ReLU networks.
Theorem 3.2 (Bandlimited functions). Let B = [0, 1]d
and f : B → R be a bandlimited function of the form
f (x) =
∫
Rd
F(w)K(w · x)dw, (46)
suppF(ω) ⊂ [−M,M]d, M ≥ 1, (47)
for some functions F : [−M,M]d → C and K : R → C.
Suppose that K is analytic in t = w · x ∈ [−dM, dM]
and satisfies the assumption of Thm. 2.6 for some s > 1
and CK > 0. Suppose also that K is bounded by some
constant 0 < DK ≤ 1 on the real axis, and that∫
Rd
|F(w)|dw =
∫
[−M,M]d
|F(w)|dw = CF < ∞. (48)
Then, for any measure µ and any scalar 0 < ǫ < 1, there
exists a deep ReLU network f˜ (x) with inputs x ∈ B, that
has depth
L = O
 1
log22 s
log22
CFCK
√
µ(B)
ǫ
 (49)
and size
W = O
 C2Fµ(B)
ǫ2 log22 s
log22
CFCK
√
µ(B)
ǫ
 (50)
such that∥∥∥∥ f˜ (x) − f (x)∥∥∥∥
L2(µ,B)
=
√∫
B
| f˜ (x) − f (x)|2dµ(x) ≤ ǫ.
(51)
Proof. Let F(w) = |F(w)|eiθ(w). We may write
f (x) =
∫
Rd
F(w)K(w · x)dw, (52)
=
∫
Rd
CFe
iθ(w)K(w · x)
|F(w)|
CF
dw. (53)
The integral in (2) represents f (x) as an infinite convex
combination of functions in the set
G(w) = {γeiβK(w · x), |γ| ≤ CF , β ∈ R}. (54)
In other words f (x) is in the closure of the convex hull
of G(w). Since functions in G(w) are bounded in the
L2(µ, B)-norm by CF
√
µ(B) (since DK ≤ 1), Thm. 3.1
tells us that there exists3
fǫ0(x) =
⌈1/ǫ20 ⌉∑
j=1
b jK(w j · x),
⌈1/ǫ20 ⌉∑
j=1
|b j| ≤ CF , (55)
for some 0 < ǫ0 < 1 to be determined later, such that∥∥∥ fǫ0(x) − f (x)∥∥∥L2(µ,B) ≤ CF √µ(B)ǫ0. (56)
We now approximate fǫ0(x) by a deep ReLU network
f˜ (x). Using Thm. 2.6, each K(w j · x) can be approxi-
mated to accuracy ǫ0 using a network K˜(w j · x) of depth
and size
O
 1
log22 s
log22
CK
ǫ0
 . (57)
We define the deep ReLU network f˜ (x) by
f˜ (x) =
⌈1/ǫ20 ⌉∑
j=1
b jK˜(w j · x). (58)
This network has depth L = O
(
1
log22 s
log22
CK
ǫ0
)
and size
W = O
(
1
ǫ20 log
2
2 s
log22
CK
ǫ0
)
, and
| f˜ (x) − fǫ0(x)| ≤
⌈1/ǫ20 ⌉∑
j=1
|b j||K˜(w j · x) − K(w j · x)|,
≤ CFǫ0,
which yields∥∥∥∥ f˜ (x) − fǫ0(x)∥∥∥∥
L2(µ,B)
≤ CF
√
µ(B)ǫ0. (59)
The total approximation error satisfies∥∥∥∥ f˜ (x) − f (x)∥∥∥∥
L2(µ,B)
≤ 2CF
√
µ(B)ǫ0. (60)
We take
ǫ0 =
ǫ
2CF
√
µ(B)
(61)
to complete the proof.
3We use Thm. 3.1 with c = b2 > b2 − ‖ f ‖2, b = CF
√
µ(B) and
‖ · ‖ = ‖ · ‖L2(µ,B).
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Let us end this section with comments on the con-
stants CF , CK and µ(B); we start with CF . If F is a
mollifier then CF = 1, whereas if F is a normal distri-
bution truncated to [−M,M]d then CF < 1. In general,
however, CF might grow algebraically or exponentially
with the dimension d.
We continue withCK . Consider for example the com-
plex exponential kernel K(t) = eit, t ∈ [−dM, dM].
Eq. 44 yields
CK(s, dM) = e
dM s−s
−1
2 , for any s > 1. (62)
The resulting network to approximate a function to ac-
curacy ǫ in the L2(µ, B)-norm with such a kernel has
depth
L = O
 1log22 s
dM s − s−12 + log2 CF
√
µ(B)
ǫ
2
 (63)
and size
W = O
 C2Fµ(B)
ǫ2 log22 s
dM s − s−12 + log2 CF
√
µ(B)
ǫ
2
 .
(64)
We conclude with µ(B). If µ is a probability mea-
sure, then µ(B) ≤ 1 for any compact domain B. If µ
is Lebesgue measure, then µ(B) = 1 for the domain
B = [0, 1]d we considered, but grows exponentially with
the dimension d if B = [0, L]d, L > 1.
4. Discussion
We have proven new upper bounds for the approx-
imation of bandlimited functions of the form (2)–(3),
for which the curse of dimensionality is overcome. Our
proof is based on Maurey’s theorem and on the abil-
ity of deep ReLU networks to approximate Chebyshev
polynomials and analytic functions efficiently.
There are many ways in which this work could be
profitably continued. The space of bandlimited func-
tions is a type of Reproducing kernel Hilbert space
(RKHS) and therefore a possible extension would be
to look at different types of RKHS. One could also re-
lax the bandlimited assumption (3), e.g., to functions F
whose derivatives are rapidly decreasing. In this case,
the kernel K could be approximated on the real line by
Chebyshev polynomials on truncated intervals or Her-
mite polynomials. The latter is another example of clas-
sical orthogonal polynomials, which can be represented
by a three-term recurrence relation similar to (18) and
efficiently implemented by deep ReLU networks.
Let us conclude this paper with a comment on
deep versus shallow networks in the context of paral-
lel computing efficiency. Since the depth L grows like
O
(
log22
1
ǫ
)
in Thm. 3.2, the approximation accuracy for
deep networks can be root-exponentially improved if L
increases. Hence, very deep networks are more efficient
than shallow networks when both parallel computing ef-
ficiency and approximation efficiency are considered.
This is in contrast with the more general case of con-
tinuous functions, the approximation of which via very
deep networks might be less attractive in terms of paral-
lel computing [19].
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