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Abstract
In this paper we propose the R-K type Landweber iteration and investigate the convergence of the method for nonlinear ill-posed
problem F(x) = y where F : H → H is a nonlinear operator between Hilbert space H. Moreover, for perturbed data with noise
level  we prove that the convergence rate is O(2/3) under appropriate conditions. Finally, the numerical performance of this R-K
type Landweber iteration for a nonlinear convolution equation is compared with the Landweber iteration.
© 2006 Elsevier B.V. All rights reserved.
MSC: 32H50; 34K29
Keywords: Ill-posed problems; R-K type Landweber method; Continuous methods
1. Introduction
Let us consider a nonlinear operator equation
F(x) = y, F : H → H (1.1)
in a real Hilbert space H (Eq. (1.1) in a complex Hilbert space can be treated similarly), where F is a nonlinear operator
with domain H with corresponding inner products (·, ·) and norms ‖ · ‖, respectively. Throughout this paper we assume
that y ∈ H are the available approximate data with
‖y − y‖, (1.2)
where  denotes the noise level, that (1.1) has a solution x∗ (which need not be unique) and F possesses a locally
uniformly bounded Fre´chet-derivative F ′(·) in a ball Br(x0) of radius r around x0 ∈ H .
In the theory of ill-posed problems many methods for nonlinear ill-posed problems are known. One of the best
understood regularization theory for nonlinear ill-posed inverse problems is the method of Tikhonov regularization
[5,2]. In contrast to Tikhonov regularization, iteration methods [6,4] produce an approximation to the solution within
every iteration step. Several iteration methods for nonlinear operators were under investigation during the last years.
In the paper of Hanke et al. [4] the well known Landweber iteration for linear ill-posed problems [3] has been extended
to the nonlinear case.
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There have some achievements to the study of the dynamical system up to now. Airapetyan and Ramm [1] have
posed a general approach to continuous analogs of discretemethods and established fairly general convergence theorems
aiming at the following dynamical system:
x˙(t) = (x(t), t), x(0) = x0, (1.3)
where is a nonlinear operator, : H ×[0,+∞) → H . Meanwhile, they constructed the discrete schemes generated
by this continuous process:
xk+1 = xk + (xk, tk), k = 0, 1, 2, . . . . (1.4)
In 2003, Ramm [7] proved the global convergence for ill-posed equations with monotone operators.
In [9], Tautenhahn studied the continuous Landweber method:
x˙(t) = −F ′(x(t))∗[F(x(t)) − y], x(0) = x0 ∈ H . (1.5)
Here x0 ∈ H is some element. (In this case the noise level = 0.)
When the noise level  = 0, a regularized approximation x(T ) of x∗ is obtained by solving the initial value problem:
x(t) := F ′(x(t))∗[y − F(x(t))], 0< tT , x(0) = x0, (1.6)
where T plays the role of the regularization parameter. If we use Euler’s method with a step size r = 1 to discrete (1.6),
we can obtain the usual Landweber iteration:
xk+1 = xk − F ′(xk )∗[F(xk ) − y].
Tautenhahn uses the following assumption to study the convergence of continuous Landweber method:
(A1) In a Ball Br(x0) of radius r around x0 there holds:
‖F(x˜) − F(x) − F ′(x)(x˜ − x)‖‖F(x) − F(x˜)‖, < 1
for all x, x˜ ∈ Br(x0) ⊂ H . This assumption guarantees that for all x, x˜ ∈ Br(x0) there holds
1
1 + ‖F
′(x)(x − x˜)‖‖F(x) − F(x˜)‖ 1
1 − ‖F
′(x)(x − x˜)‖. (1.7)
Proposition 1 in [9] shows that the discrepancy ‖F(x(T )) − y‖ as a function of T is monotone non-increasing.
Furthermore, it shows that the error ‖x(T ) − x∗‖ as a function of T is strong monotonically decreasing as far as
‖F(x(T )) − y‖ holds with  = (1 + )/(1 − ). Hence, it makes sense to choose the regularization parameter
in (1.5) from a discrepancy principle, i.e., T = T ∗ is a solution of the nonlinear equation
h(T ) = ‖F(x(T )) − y‖ − = 0, (1.8)
with >(1 + )/(1 − ).
We also know that under some conditions Eq. (1.8) has a unique solution T ∗ <∞ from Proposition 2 in [2].
In the following two theorems Tautenhahn proved convergence properties of method (1.6) when noise level  = 0
and  = 0, respectively.
Theorem 1.1 (Tautenhahn [9]). Let (1.2) and (A1) be satisﬁed. If (1.1) is solvable in Br(x0), then
x(T ) → x∗ for T → ∞ (1.9)
(convergence for exact data), where x∗ ∈ Br(x0) is a solution of (1.1). Let x† denote the unique solution of minimal
distance to x0, then, if in addition N(F ′(x†)) ⊂ N(F ′(x)) for all x ∈ Br(x0), then x(T ) converges to x†.
In this paper, N(·) denotes the null space of an operator.
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Theorem 1.2 (Tautenhahn [9]). Let (1.2), (A1) and ‖F(x0)−y‖> > 0 be satisﬁed and let x(T ∗) be the solution
of (1.6) where T = T ∗ is chosen from the discrepancy principle (1.8) with >(1 + )/(1 − ). If (1.1) is solvable in
Br(x0), then x(T ∗) → x∗ for  → 0 (convergence), where x∗ ∈ Br(x0) is a solution of (1.1).
Furthermore, on account of the following assumptions (A2)–(A3), Tautenhahn derived stability estimate of the
continuous Landweber method:
‖x(T ∗) − x†‖cE1/(2+1)2/(2+1). (1.10)
(A2) (See [9]) There exists an element  ∈ H and a constant E0 such that
x0 − x† = (F ′(x†)∗F ′(x†)), ‖‖E,
where x† denotes the solution of (1.1)withminimal distance to x0, and a further assumption that restricts the nonlinearity
of F:
(A3) (See [9]) For all x ∈ Br(x0) there exists a linear bounded operator Rx : H → H and a constant C10 such
that
(1) F ′(x) = RxF ′(x∗),
(2) ‖Rx − I‖C1‖x − x∗‖.
Here in the linear case (A3) is satisﬁed with Rx = I and C1 = 0.
In this paper we investigate the Runge–Kutta type Landweber method for nonlinear ill-posed problem F(x) = y
based on the convergent conclusions of continuous Landweber method.
2. R-K type Landweber iteration method
Applying the R-stage Runge–Kutta method to (1.5), we have{
xk+1 = xk +∑Rj=1 bjKj ,
Kj = −F ′(xk +∑Ri=1 aijKi)∗[F(xk +∑Ri=1aijKi) − y], j = 1, 2, . . . , R, k = 0, 1, . . . .
We call it the Runge–Kutta type Landweber method, or the R-K type Landweber method for short. As a special case,
by 2-stage Gauss-type explicit method, we can get
xk+1 = xk − F ′(xk − 12F ′(xk)∗(F (xk) − y))∗[F(xk − 12F ′(xk)∗(F (xk) − y)) − y]. (2.1)
For convenience, one can set
	(x) = x − 12F ′(x)∗(F (x) − y). (2.2)
It is easy to see from F(x∗) = y that 	(x∗) = x∗. Therefore, (2.1) becomes
xk+1 = xk − F ′(	(xk))∗[F(	(xk)) − y]. (2.3)
When the noise level  exists, Eqs. (2.2) and (2.3) become
	(xk ) = xk − 12F ′(xk )∗[F(xk ) − y] (2.4)
and
xk+1 = xk − F ′(	(xk ))∗[F(	(xk )) − y], (2.5)
respectively.
It is obvious that Eqs. (2.4) and (2.5) are similar to the usual Landweber iteration in the form. Therefore, these can
be known as the double iterations, or the inner–outer iteration. This property of similarity supplies to us a certain idea
and foundation.
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(A1) is strong enough to ensure at least local convergence to a solution x∗ of (1.1) in Br/2(x0). It also guarantees
that all iterates xk , 0kk∗, remain in H, which makes iteration (2.3) well deﬁned. Otherwise it would be necessary
to project the iterates onto H.
If y does not belong to the range of F, then the iterates xk of (2.5) cannot converge but still allow a stable
approximation of x∗ provided the iteration is stopped after k∗ = k∗() steps according to a generalized discrepancy
principle, i.e.,
‖y − F(xk∗)‖< ‖y − F(xk )‖, 0kk∗, (2.6)
where  is a positive number depending on  of (A1), i.e.,
>
2(1 + )(3 − 4)
82 − 8+ 1 . (2.7)
In other words, k∗ is one of the ﬁrst indices for which the size of the residual y − F(xk ) has about the order of the
data error.
We know that (A1) allows a characterization of all possible solutions of Eq. (1.1) in Br(x0). Furthermore, we can
learn that (see [4]) if (A1) holds and if x∗ is a solution of (1.1) in Br(x0), then any other solution x˜∗ in Br(x0) fulﬁlls
x∗ − x˜∗ ∈ N(F ′(x∗)) and vice versa.
As in the linear case the Landweber iteration can only converge if problem (1.1) is properly scaled. We assume that
‖F ′(x)‖L. (2.8)
Here x ∈ Br(x0). With this condition and assumption (A1), we can show a certain monotonicity of the iteration error.
However, we introduce the following proposition which is the foundation of the proof of Proposition 2.2 before
proving the monotonicity of the iteration error.
Proposition 2.1. Assume that x∗ is a solution of (1.1) in Br(x0). If (A1) and (2.8) hold, where 0<L< 12 , and
0< <(2 − √2)/4, x ∈ Br/2(x0) ⊂ H , then 	(x) ∈ Br(x0) ⊂ H .
Proof. By (2.2), (2.8) and x ∈ Br/2(x0), one can get
‖	(x) − x0‖2 =
∥∥∥∥x − x0 − 12F ′(x)∗[F(x) − y]
∥∥∥∥
2
= (x − x0, x − x0) + 14 (F
′(x)∗[F(x) − y], F ′(x)∗[F(x) − y])
− (x − x0, F ′(x)∗[F(x) − y])
 r
2
4
+ 1
4
L2‖F(x) − y‖2 + r
2
L‖F(x) − y‖
=
(
r
2
+ L
2
‖F(x) − y‖
)2
.
Here
‖F(x) − y‖ = ‖F(x) − F(x∗)‖ 1
1 − ‖F
′(x)(x − x∗)‖
 L
1 −  [‖x − x0‖ + ‖x0 − x
∗‖]
 L
1 − 
( r
2
+ r
)
= 3L
2(1 − ) r .
The ﬁrst inequality of the above formula is from assumption (A1).
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Therefore,
‖	(x) − x0‖2
[
r
2
+ L
2
· 3L
2(1 − ) r
]2
=
[
r
2
+ 3L
2
4(1 − ) r
]2
and
‖	(x) − x0‖ r2 +
3L2
4(1 − ) r .
From the conditions of Proposition 2.1,
0< <
2 − √2
4
, 0<L<
1
2
.
We can get
‖	(x) − x0‖<r .
That is to say, 	(x) ∈ Br(x0) ⊂ H . This proposition is proved. 
Remark 1. In view of 	(x) ∈ Br(x0), we can conclude that property (A1), (2.8) and (1.7) also hold for 	(x).
Proposition 2.2. Assume that x∗ is a solution of (1.1) inBr(x0), and denote by k∗ the termination index of the iteration
according to the stopping rule (2.6), (2.7) for the case of perturbed data y satisfying (1.2), where > 2(1 + )(3 −
4)/(82 − 8 + 1). If (A1) and (2.8) hold, where 0<L< 12 , and 0< <(2 −
√
2)/4, x ∈ Br/2(x0) ⊂ H , then we
have
‖x∗ − xk+1‖‖x∗ − xk ‖, 0kk∗, (2.9)
and, if = 0,
∞∑
k=0
‖y − F(xk)‖2 <∞. (2.10)
Proof. Let 0kk∗. From (2.5), (A1) and (2.8) we obtain by induction that xk ∈ Br/2(x0). Moreover, it follows from
Proposition 2.1 and Remark 1 that 	(xk ) ∈ Br(x0),
‖F(x∗) − F(	(xk )) − F ′(	(xk ))(x∗ − 	(xk ))‖‖F(x∗) − F(	(xk ))‖,
and
‖F ′(	(xk ))‖L< 12 .
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Next we prove monotonicity of the iteration error.
‖x∗ − xk+1‖2 − ‖x∗ − xk ‖2 = 2(xk − x∗, xk+1 − xk ) + ‖xk+1 − xk ‖2
= 2(xk − x∗,−F ′(	(xk ))∗[F(	(xk )) − y])
+ ‖F ′(	(xk ))∗[F(	(xk )) − y]‖2
= 2(y − F(	(xk )), F ′(	(xk ))(xk − x∗))
+ ‖F ′(	(xk ))∗[F(	(xk )) − y]‖2
= − 2(y − F(	(xk )), F (	(xk )) − F(x∗)
− F ′(	(xk ))(	(xk ) − x∗)) − 2‖y − F(	(xk ))‖2
+ 2(y − F(	(xk )), y − y)
− 2(y − F(	(xk )), F ′(	(xk ))(	(xk ) − xk ))
+ (F (	(xk )) − y, F ′(	(xk ))F ′(	(xk ))∗[F(	(xk )) − y])
2‖y − F(	(xk ))‖‖F(	(xk )) − y‖
− 2‖y − F(	(xk ))‖2
+ 2(y − F(	(xk )), y − y)
+ 2(y − F(	(xk )), F ′(	(xk ))(xk − 	(xk )))
− (F (	(xk )) − y,
[I − F ′(	(xk ))F ′(	(xk ))∗][F(	(xk )) − y])
+ ‖y − F(	(xk ))‖2
2‖y − F(	(xk ))‖ + 2‖y − F(	(xk ))‖2
− 2‖y − F(	(xk ))‖2 + 2‖y − F(	(xk ))‖
+ 2L‖y − F(	(xk ))‖‖	(xk ) − xk ‖
+ ‖y − F(	(xk ))‖2.
Here,
‖	(xk ) − xk ‖2 = 14 (F ′(xk )F ′(xk )∗[F(xk ) − y], F (xk ) − y)
= − 14 ([I − F ′(xk )F ′(xk )∗][F(xk ) − y], F (xk ) − y)
+ 14‖y − F(xk )‖2
 14‖y − F(xk )‖2.
Therefore,
‖	(xk ) − xk ‖ 12‖y − F(xk )‖.
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Since
‖y − F(xk )‖ − ‖y − F(	(xk ))‖‖F(xk ) − F(	(xk ))‖
 1
1 − ‖F
′(	(xk ))(	(xk ) − xk )‖
 1
4(1 − )‖y
 − F(xk )‖, (2.11)
we can get
‖y − F(xk )‖
4(1 − )
3 − 4 ‖y
 − F(	(xk ))‖. (2.12)
Therefore,
‖x∗ − xk+1‖2 − ‖x∗ − xk ‖22(+ 1)‖y − F(	(xk ))‖
+ (2− 1)‖y − F(	(xk ))‖2
+ 2(1 − )
3 − 4 ‖y
 − F(	(xk ))‖2
=
[
8− 1 − 82
3 − 4 ‖y
 − F(	(xk ))‖
+ 2(+ 1)
]
‖y − F(	(xk ))‖.
By virtue of the known conditions:
0< <
2 − √2
4
,
>
2(1 + )(3 − 4)
82 − 8+ 1 .
Since k < k∗, the right-hand side is negative because of (2.6), and we have veriﬁed (2.9). If =0, then we have actually
veriﬁed the sharper inequality
‖x∗ − xk+1‖2 + 1 − 8+ 8
2
3 − 4 ‖y − F(	(xk))‖
2‖x∗ − xk‖2
valid for all k ∈ N0. By induction we obtain
∞∑
k=0
‖y − F(	(xk))‖2 3 − 41 − 8+ 82 ‖x
∗ − x0‖2.
Moreover, it follows from (2.12) that
∞∑
k=0
‖y − F(xk)‖2 16(1 − )
2
(3 − 4)(1 − 8+ 82)‖x
∗ − x0‖2,
and assertion (2.10) follows. 
Theorem 2.3. If (A1) and (1.2) are satisﬁed and if (1.1) is solvable in Br/2(x0), then xk converges to a solution x∗ ∈
Br/2(x0) of (1.1). If x† denotes the unique solution of minimal distance to x0, and if in additionN(F ′(x†)) ⊂ N(F ′(x))
for all x ∈ Br(x0), then xk converges to x†.
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Proof. Let x˜∗ be any solution of (1.1) in Br/2(x0), and put
ek := x˜∗ − xk .
From Proposition 2.2, it follows that ‖ek‖ is monotonically decreasing to some 
0. We show next that ek is a Cauchy
sequence. For jk we choose l with j lk such that
‖y − F(	(xl))‖‖y − F(	(xi))‖, k ij . (2.13)
We have
‖ej − ek‖‖ej − el‖ + ‖el − ek‖ (2.14)
and
‖ej − el‖2 = 2(el − ej , el) + ‖ej‖2 − ‖el‖2,
‖el − ek‖2 = 2(el − ek, el) + ‖ek‖2 − ‖el‖2. (2.15)
For k → ∞, the last two terms on each of the right-hand sides of (2.15) converge to 
2 − 
2 = 0. We now apply (2.3)
and (1.7) to show that (el − ek, el) also tends to zero as k → ∞:
| (el − ek, el) | =
∣∣∣∣∣
l−1∑
i=k
(F ′(	(xi))∗[y − F(	(xi))], el)
∣∣∣∣∣

l−1∑
i=k
| (y − F(	(xi)), F ′(	(xi))(x˜∗ − xl)) |

l−1∑
i=k
‖y − F(	(xi))‖‖F ′(	(xi))[x˜∗ − 	(xi) + 	(xi) − xl]‖
(1 + )
l−1∑
i=k
‖y − F(	(xi))‖[‖y − F(	(xi))‖ + ‖y − F(xl)‖]
+ (1 + )
l−1∑
i=k
‖y − F(	(xi))‖2
2(1 + )
l−1∑
i=k
‖y − F(	(xi))‖2
+ (1 + )
l−1∑
i=k
‖y − F(	(xi))‖‖y − F(xl)‖. (2.16)
Similar to (2.11), we can get
‖y − F(xl)‖ 4(1 − )3 − 4 ‖y − F(	(xl))‖.
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Therefore,
| (el − ek, el) | 2(1 + )
l−1∑
i=k
‖y − F(	(xi))‖2
+ 4(1 + )(1 − )
3 − 4
l−1∑
i=k
‖y − F(	(xi))‖‖y − F(	(xl))‖
 2(1 + )(5 − 6)
3 − 4
l−1∑
i=k
‖y − F(	(xi))‖2, (2.17)
where we have used (2.13) to obtain the last inequality. Similarly, one can show that
| (ej − el, el) |  2(1 + )(5 − 6)3 − 4
j−1∑
i=l
‖y − F(	(xi))‖2.
With these estimates it follows from (2.10) that the right-hand sides of (2.15) go to zero as k → ∞, and we have
shown that ek and thus xk are Cauchy sequences. We denote by x∗ the limit of xk and observe that x∗ is a solution of
(1.1) because the residuals y − F(	(xk)) converge to zero as k → ∞.
We will prove the uniqueness of the solution according to the method of Theorem 2.3 in [4]. 
Our next result shows that this stopping rule renders the R-K type Landweber iteration a regularization method.
Theorem 2.4. Under the assumptions of Theorem 2.3, if y fulﬁlls (1.2) and if the perturbed iteration is stopped with
k∗() according to the discrepancy principle (2.6), (2.7), then
x
k∗() → x∗,  → 0.
Proof. Let n, n = 1, 2, . . . , be a sequence converging to zero as n → ∞, and let yn := yn be a corresponding
sequence of perturbed data. For each pair (n, yn), denote by kn =k∗(n) the corresponding stopping index determined
from the discrepancy principle (2.6), (2.7).
Assume ﬁrst that k is a ﬁnite accumulation point of kn. Without loss of generality we can assume that kn = k for all
n ∈ N . Thus, from the deﬁnition of kn it follows that
‖yn − F(xnk )‖n. (2.18)
Since xk depends continuously on y as k is ﬁxed now, we also have
x
n
k → xk, F (xnk ) → F(xk), n → ∞. (2.19)
Taking the limit in (2.18) yields F(xk) = y. Thus, xk = x∗ by Theorem 2.3, and with (2.19) we obtain
x
n
kn
→ x∗, n → ∞.
It remains to consider the case where kn → ∞, n → ∞. Without loss of generality we assume that kn increases
monotonically with n. Then, for n>m we conclude from Proposition 2.2,
‖xnkn − x∗‖‖x
n
kn−1 − x∗‖
 · · ·
‖xnkm − xkm‖ + ‖xkm − x∗‖. (2.20)
From Theorem 2.3 we deduce that we can ﬁx m so large that the last term on the right-hand side of (2.20) is sufﬁciently
close to zero; now that km is ﬁxed, we can apply (2.19) to conclude that the left-hand side of (2.20) must go to zero as
n → ∞, and the proof is complete. 
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3. Convergence rates
In this section, we will derive the convergence rates of the R-K type Landweber iteration in view of the idea of the
proof of the usual Landweber iteration.
Theorem 3.1. Assume that problem (1.1) has a solution inBr/2(x0), that y satisﬁes (1.2) and that F fulﬁlls (A1), (2.8)
and (A3). If x¯ − x† satisﬁes (A2) with some 0<  12 and ‖‖ sufﬁciently small, then there exists a positive constant
c∗, depending on  only, with
‖x† − xk ‖c∗‖‖(k + 1)−, (3.1)
‖y − F(xk )‖4c∗‖‖(k + 1)−−1/2 (3.2)
for 0k < k∗. Here k∗ is the stopping index of the discrepancy principle (2.6), (2.7). In the case of exact data (= 0),
(3.1) and (3.2) hold for all k0.
Proof. To simplify the notation we put K := F ′(x†) and ek := x† − xk , the error of the kth iterate xk .
We obtain from (2.5) (0k < k∗) that
ek+1 = ek − F ′(	(xk ))∗[y − F(	(xk ))]
= ek + [F ′(x†)∗ − F ′(	(xk ))∗][y − F(	(xk ))]
− F ′(x†)∗[y − F(	(xk ))]
= ek + [F ′(x†)∗ − F ′(	(xk ))∗][y − F(	(xk ))]
− F ′(x†)∗(F (x†) − F(xk ) − F ′(x†)(x† − xk ))
+ F ′(x†)∗(y − y) + F ′(x†)∗[F(	(xk )) − F(xk )]
− F ′(x†)∗F ′(x†)(x† − xk )
= (I − K∗K)ek + K∗(I − R∗	(xk ))[y
 − F(	(xk ))]
− K∗(F (x†) − F(xk ) − F ′(x†)(x† − xk ))
+ K∗(y − y) + K∗(F (	(xk )) − F(xk )). (3.3)
In the following we discuss every item of (3.3) separately.
Firstly, let zt := tx† + (1 − t)xk , 0 t1; we obtain from (A3)(2) that
‖F(x†) − F(xk ) − F ′(x†)(x† − xk )‖ =
∥∥∥∥∥
∫ 1
0
(F ′(zt ) − F ′(x†))(x† − xk ) dt
∥∥∥∥∥

∫ 1
0
‖Rzt − I‖‖F ′(x†)(x† − xk )‖ dt
 C1
2
‖F ′(x†)(x† − xk )‖‖x† − xk ‖
= C1
2
‖Kek‖‖ek‖. (3.4)
Secondly,
‖(I − R∗
	(xk )
)(y − F(	(xk )))‖‖I − R∗	(xk )‖‖y
 − F(	(xk ))‖.
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According to Proposition 2.2, the iteration error decreases monotonically,
‖I − R∗
	(xk )
‖C1‖	(xk ) − x†‖C1‖xk − x†‖. (3.5)
Further, ‖y − F(xk )‖> > 2, and the triangle inequality implies that
‖y − F(xk )‖2‖y − F(xk )‖ − 2
2‖y − F(xk )‖
 2
1 − ‖F
′(x†)(x† − xk )‖. (3.6)
Moreover,
‖y − F(	(xk ))‖ − ‖y − F(xk )‖‖F(xk ) − F(	(xk ))‖
 1
1 − ‖F
′(xk )(xk − 	(xk ))‖
 L
1 − ‖x

k − 	(xk )‖
 L
2(1 − )‖y
 − F(xk )‖
<
1
4(1 − )‖y
 − F(xk )‖.
Hence,
‖y − F(	(xk ))‖
[
1 + 1
4(1 − )
]
‖y − F(xk )‖

(
2
1 − 
)[
1 + 1
4(1 − )
]
‖F ′(x†)(x† − xk )‖
= 5 − 4
2(1 − )2 ‖Kek‖. (3.7)
Therefore, it follows from (3.5) and (3.7) that
‖(I − R∗
	(xk )
)(y − F(	(xk )))‖C1
5 − 4
2(1 − )2 ‖Kek‖‖ek‖. (3.8)
Thirdly, we can get the following inequality from (A1) and (3.6):
‖F(	(xk )) − F(xk )‖
1
1 − ‖F
′(	(xk ))(	(xk ) − xk )‖
 L
2(1 − )‖y
 − F(xk )‖
<
1
4(1 − )‖y
 − F(xk )‖
 1
2(1 − )2 ‖F
′(x†)(x† − xk )‖
= 1
2(1 − )2 ‖Kek‖. (3.9)
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Let
Zk = (I − R∗	(xk ))[y
 − F(	(xk ))]
− (F (x†) − F(xk ) − F ′(x†)(x† − xk ))
+ (F (	(xk )) − F(xk )).
From (3.4), (3.8) and (3.9), we get
‖Zk‖
[
C1
5 − 4
2(1 − )2 ‖ek‖ +
C1
2
‖ek‖ + 12(1 − )2
]
‖Kek‖. (3.10)
Therefore, (3.3) can be rewritten as
ek+1 = (I − K∗K)ek + K∗Zk + K∗(y − y), 0kk∗.
This yields
ek = (I − K∗K)ke0 +
k−1∑
j=0
(I − K∗K)jK∗Zk−j−1 +
⎡
⎣k−1∑
j=0
(I − K∗K)jK∗
⎤
⎦ (y − y), (3.11)
Kek = (I − K∗K)kKe0 +
k−1∑
j=0
(I − K∗K)KK∗Zk−j−1 + [I − (I − K∗K)k](y − y). (3.12)
We now want to show that
‖ej‖c∗‖‖(j + 1)− and ‖Kej‖c∗‖‖(j + 1)−−1/2 (3.13)
hold for all 0kk∗ with
c∗ = 2
(
1 + 1
D()
)
, D() = 16
3 − 302 + 9+ 4
82 − 8+ 1 .
For j =0 (3.13) is always true; for j > 0 the proof is done by induction: we assume that (3.13) is true for all 0j < k
(k < k∗), and we have to verify (3.13) for j = k. Since ‖K‖ 12 < 1 by assumption, we have the following inequalities:∥∥∥∥∥∥
k−1∑
j=0
(I − K∗K)jK∗
∥∥∥∥∥∥ 
√
k, ‖(I − K∗K)k(K∗K)‖(k + 1)−,
‖(I − K∗K)jK∗‖(j + 1)−1/2, ‖(I − K∗K)j (K∗K)‖(j + 1)−1.
With these inequalities and (3.11), we obtain
‖ek‖(k + 1)−‖‖ +
k−1∑
j=0
(j + 1)−1/2‖Zk−j−1‖ +
√
k.
Next we estimate the sum on the right-hand side with emphasis.
Since k − j − 1<k, we can use induction (see (3.13)) and (3.10) to obtain that
‖Zk−j−1‖
[
C1
5 − 4
2(1 − )2 ‖ek−j−1‖ +
C1
2
‖ek−j−1‖ + 12(1 − )2
]
‖Kek−j−1‖

[
C1
5 − 4
2(1 − )2 c∗‖‖(k − j)
− + C1
2
c∗‖‖(k − j)−
+ 1
2(1 − )2
]
c∗‖‖(k − j)−−1/2.
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Furthermore, it follows from 0< < 12 that
‖Zk−j−1‖[ 212 C1c∗‖‖(k − j)− + 2]c∗‖‖(k − j)−−1/2. (3.14)
Therefore,
k−1∑
j=0
(j + 1)−1/2‖Zk−j−1‖

k−1∑
j=0
(j + 1)−1/2
[
21
2
C1c∗‖‖(k − j)− + 2
]
c∗‖‖(k − j)−−1/2
= 21
2
C1c
2∗‖‖2(k + 1)−2
k−1∑
j=0
(
j + 1
k + 1
)−1/2(
k − j
k + 1
)−2−1/2 ( 1
k + 1
)
+ 2c∗‖‖(k + 1)−
k−1∑
j=0
(
j + 1
k + 1
)−1/2(
k − j
k + 1
)−−1/2 ( 1
k + 1
)
. (3.15)
The ﬁrst sum on the right-hand side, denoted by Sk , can be estimated by (h := 1/(2k + 1)):
Sk =
k−1∑
j=0
(
j + 1
k + 1
)−1/2(
k − j
k + 1
)−2−1/2 ( 1
k + 1
)

∫ 1−h
h
S−1/2(1 − S)−2−1/2 ds
=
⎧⎨
⎩
O(1), 0< < 14 ,
O(ln(k + 1)), = 14 ,
O((k + 1)2−1/2), 14 <  12 .
The second sum on the right-hand side, denoted by S˜k , can also be estimated by (h := 1/(2k + 2)):
S˜k =
k−1∑
j=0
(
j + 1
k + 1
)−1/2(
k − j
k + 1
)−−1/2 ( 1
k + 1
)

∫ 1−h
h
S−1/2(1 − S)−−1/2 ds
=
⎧⎨
⎩
O(1), 0< < 12 ,
O(ln(k + 1)), = 12 ,
O((k + 1)−1/2), 12 < 1.
Therefore, it follows that
‖ek‖(k + 1)−‖‖ + [ 212 C1c2∗‖‖2(k + 1)−2
+ 2c∗‖‖(k + 1)−] +
√
k
[1 + C‖‖ + C˜](k + 1)−‖‖ +
√
k. (3.16)
Here, C> 0 and C˜> 0 depend on ‖‖.
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Similarly, one can prove
‖Kek‖(1 + C‖‖ + C˜)(k + 1)−−1/2‖‖ + . (3.17)
Because of (1.7) and (2.6), (2.7) we have
‖y − F(xk )‖‖y − y‖ + ‖y − F(xk )‖
+ 1
1 − ‖F
′(x†)(x† − xk )‖
= + 1
1 − ‖Kek‖
and
‖y − F(xk )‖> >
2(1 + )(3 − 4)
82 − 8+ 1 .
Together with (3.17) this yields
D() := 16
3 − 302 + 9+ 4
82 − 8+ 1 
[1 + C‖‖ + C˜](k + 1)−−1/2‖‖.
Hence,
 1 + C‖‖ + C˜
D()
(k + 1)−−1/2‖‖. (3.18)
Combining these estimates, we arrive at
‖ek‖C2‖‖(k + 1)−,
‖Kek‖C2‖‖(k + 1)−−1/2
with
C2 = (1 + C‖‖ + C˜)
[
1 + 1
D()
]
.
Now, if ‖‖ is sufﬁciently small, namely if C‖‖ + C˜1, then C2c∗, and (3.13) follows for j = k; thus (3.1) has
been veriﬁed. Assertion (3.2) follows from (3.13) by means of (3.6) and (1.7). 
Theorem 3.2. Under the assumptions of Theorem 3.1, we have
k∗C3(‖‖/)2/(2+1)
and
‖x† − xk∗‖C4‖‖1/(2+1)2/(2+1)
with some constants C3, C4 > 0 depending on  only.
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Proof.
ek∗ = (K∗K)k∗ +
⎡
⎣k∗−1∑
j=0
(I − K∗K)jK∗
⎤
⎦ (y − y),
k∗ = (I − K∗K)k+
k∗−1∑
j=0
(I − K∗K)j (K∗K)1/(2−)Z˜k∗−j−1, (3.19)
where
‖Z˜j‖ = ‖Zj‖, j = 0, 1, . . . , k∗ − 1.
‖k∗‖‖(I − K∗K)k‖ +
k∗−1∑
j=0
‖(I − K∗K)j (K∗K)1/(2−)‖‖Z˜k∗−j−1‖
‖‖ +
k∗−1∑
j=0
(j + 1)−1/2‖Zk∗−j−1‖.
As the proof of (3.15) in Theorem (3.1) we get
‖k∗‖‖‖ + (R‖‖ + R˜)‖‖ = (1 + R‖‖ + R˜)‖‖. (3.20)
R> 0 and R˜> 0 depend on ‖‖.
We obtain from (3.19) that
(K∗K)k∗ = ek∗ −
⎡
⎣k∗−1∑
j=0
(I − K∗K)jK∗
⎤
⎦ (y − y).
Therefore,
‖K(K∗K)k∗‖ =
∥∥∥∥∥∥Kek∗ − KK∗
k∗−1∑
j=0
(I − K∗K)j (y − y)
∥∥∥∥∥∥
= ‖Kek∗ − [I − (I − K∗K)k∗ ](y − y)‖.
From (1.7) we have
‖K(K∗K)k∗‖(1 + )‖y − F(xk∗)‖ + 
[(1 + )(1 + ) + 1].
Together with (3.20), the interpolation inequality yields
‖(K∗K)k∗‖C5‖‖1/(2+1)2/(2+1).
C5 > 0 is some constant.
From (3.19) we conclude
‖ek∗‖‖(K∗K)k∗‖ +
√
k∗
C5‖‖1/(2+1)2/(2+1) +
√
k∗. (3.21)
Thus the assertion is proved if k∗ = 0. Otherwise, we apply (3.19) with k = k∗ − 1 to obtain
k∗c∗(‖‖/)2/(2+1). 
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Under the present assumptions, and according to Theorem 3.2, the best possible rate of convergence is
‖x† − x
k∗()‖ = O(2/3).
This rate is attained when = 1 in (A2).
4. A nonlinear ill-posed convolution equation
In the following, we use the nonlinear ill-posed convolution equation to test the feasibility of R-K type Landweber
method in theory, and to validate it by numerical calculation.
Consider the nonlinear ill-posed operator equation
F(x) = y,
where F is a convolution operator:
F : L2[0, 1] → L2[0, 1]
x →
∫ s
0
x(s − t)x(t) dt . (4.1)
The noisy data exist on the right-hand and y satisﬁes
‖y − y‖.
We can ﬁnd that F is Fre´chet-differentiable,
(F ′(x)h)(s) = 2
∫ s
0
x(s − t)h(t) dt ,
(F ′(x)∗y)(s) = 2
∫ 1
s
x(t − s)y(t) dt .
Moreover, F satisﬁes the local property
‖F(x) − F(x˜) − F ′(x)(x − x˜)‖‖F(x) − F(x˜)‖, < 12 ,
x, x˜ ∈ H
and the conditions when the iteration is stopped
‖y − F(xk∗)‖< ‖y − F(xk )‖, 0k∗ <k, (4.2)
where  is a positive number depending on ,
>
2(1 + )(3 − 4)
82 − 8+ 1 .
Then the Landweber iteration is
xk+1(s) = xk (s) + 2
∫ 1
s
xk (t − s)
[
y −
∫ t
0
xk (t − s)xk (s) ds
]
dt . (4.3)
The corresponding R-K type Landweber iterates are as follows:⎧⎨
⎩
xk+1/2(s) = xk (s) +
∫ 1
s
xk (t − s)
[
y − ∫ t0 xk (t − s)xk (s) ds] dt,
xk+1(s) = xk (s) + 2
∫ 1
s
xk+1/2(t − s)
[
y − ∫ t0 xk+1/2(t − s)xk+1/2(s) ds] dt.
(4.4)
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Table 1
The result of the Landweber iteration
 k∗ ‖x∗ − xk∗ ‖ ‖y − F(xk∗ )‖ n T
0.01 14 0.1525100 1.8441e-002 16 0.2030
0.001 > 10 000 16
0.01 18 1.5244e-001 1.9964e-002 32 0.7190
0.001 > 10 000 32
0.01 21 1.4903e-001 1.9873e-002 64 2.2650
0.001 332 1.2818e-001 2.0086e-003 64 116.8280
0.0001 > 10 000 64
Table 2
The result of R-K type Landweber iteration
 k∗ ‖x∗ − xk∗ ‖ ‖y − F(xk∗ )‖ n T
0.01 57 1.1939e-001 1.9958e-002 16 0.2660
0.001 332 7.3990e-002 2.0052e-003 16 10.8130
0.0001 2183 6.8426e-002 2.0098e-004 16 56.4220
0.001 536 9.9979e-002 2.0008e-003 32 40.9530
0.0001 3187 1.0010e-001 2.0099e-004 32 233.5310
For numerical computations, we approximate Y by a ﬁnite-dimensional space Yn. We choose Yn to be the space of
linear splines on a uniform grid of (n+ 1) points in [0,1] vanishing at 0 with the usual bat functions {}i=1,...,n as basis
[8].
We now assume that the exact solution is
x∗(t) = t2
and the initial element is
x0(t) := sin t .
We choose = 2.01, y = 130 t5.
According to the stopping rule (4.2), we can get the following numerical result by using the PC-MATLAB.
Here n, k∗ and xk∗ denote the number of grid, the stopping steps and the approximate solution, respectively. T is
the CPU time, whose unit is second. Comparing Tables 1 and 2, we can conclude that, based on a certain stability,
the convergent rate of the R-K type Landweber iteration is faster than the usual Landweber iteration for the same grid
partition.
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