Bounds on the exponential decay of generalized eigenfunctions of bounded and unbounded selfadjoint Jacobi matrices in ℓ 2 (N) are established. Two cases are considered separately and lead to different results: (i) the case in which the spectral parameter lies in a general gap of the spectrum of the Jacobi matrix and (ii) the case of a lower semibounded Jacobi matrix with values of the spectral parameter below the spectrum. It is demonstrated by examples that both results are sharp.
Introduction
One of the central tools in the spectral theory of differential and finite difference operators, in particular Schrödinger operators and their discrete counterparts, are results on the asymptotic behavior of generalized eigenfunctions. Here we are concerned with establishing such results for unbounded Jacobi matrices and relating them to spectral properties of the associated selfadjoint operators.
In the first part of the paper we consider general unbounded self-adjoint Jacobi matrices J on ℓ 2 (N) and assume that λ ∈ R lies in a spectral gap of J. We will use a "discrete" and rather simple version of a technique introduced in [1] to prove upper bounds on the exponential decay of generalized eigenfunctions of J to λ. The decay bound for eigenfunctions of Schrödinger operators found in [1] improved on longstanding bounds obtained through the so-called CombesThomas method [4] . Our results on exponential decay are stated in Section 2 and proven in Section 3.
While these results are quite general and their proof, due to the discrete one-dimensional setting, quite elementary, the obtained bounds are remarkably sharp in several respects. This will be understood in Section 4, where we will consider two concrete classes of unbounded Jacobi matrices for which the exact asymptotics of generalized eigenfunctions can be obtained.
Combes-Thomas type estimates like the ones proven here are a frequently used tool in the spectral analysis of differential and finite difference operators. Some new applications are given in Sections 5 and 6 below. We also mention a recent paper by J. Breuer [2] , where a similar but weaker estimate for the matrix elements of (J − z) −1 was found and applied to study spectral and dynamical properties of random Jacobi matrices.
Our main application of the results on exponential decay is a criterion for the existence of ℓ 2 -solutions of Ju = λu at (Lebesgue) almost every energy λ in an interval I. This describes types of Jacobi matrices J which coincide on infinitely many growing intervals with a Jacobi matrix J 0 which has I as a spectral gap. Physically, these intervals can be thought of as a series of barriers preventing quantum mechanical transport under the time evolution for the hamiltonian J. Consequences are the absence of absolutely continuous spectrum for J in I and, after adding generic rank-one perturbations, pure point spectrum in I. For discrete and continuous one-dimensional Schrödinger operators results of this kind were first obtained by Kirsch, Molchanov and Pastur in [15, 16] . Subsequently, their ideas have been extended to multi-dimensional Schrödinger operators [7, 20] , as well as to finite difference operators on strips [17] .
We state and prove a general barriers-type criterion for unbounded Jacobi matrices in Section 5. In the final Section 6 we study a specific class of unbounded Jacobi matrices, which give rise to a mobility edge. Their spectrum covers the entire real line, it is purely absolutely continuous outside an interval [−c, c] for some c > 0, and dense pure point in (−c, c). The latter will follow from our criterion in Section 5 together with a Weyl-sequence argument, while the claim on absolute continuity will be a consequence of the general results on the asymptotics of solutions of difference equations in [8] .
Exponential decay bounds for the resolvent
Let ·, · be the inner product in ℓ 2 (N) and denote by e n the canonical basis in ℓ 2 (N). Before we proceed further recall a general result from [18] , going back to [5] and [13] , which says that for any bounded operator A in ℓ 2 (N) with the band matrix a ij = Ae j , e i having the bounded inverse A −1 , the entries b ij of A −1 satisfy the estimates:
for some C > 0 and r ∈ (0, 1). In the proof of this estimate the boundedness of A is used in an essential way. Consider a Jacobi matrix J defined by the difference relations
and boundary condition u(0) = 0, or, in equivalent matrix notation,
Here, the "discrete potential" q n is real and the "weights" λ n are positive for n ∈ N. For later use we also adopt the convention λ 0 = 1. Sometimes it is also convenient to represent J in the form J = SΛ + ΛS * + Q, where Λ (respectively Q) are the diagonal operators given by λ k (respectively q k ) in the canonical basis e n , n ∈ N , and S is the unilateral shift Se n = e n+1 .
Under the assumption
this defines a unique self-adjoint operator on ℓ 2 (N), e.g. [3] , which will also be denoted by J.
The main result of the first part of this paper is an upper bound for the matrix elements of the resolvent of J: Theorem 2.1 Let J * = J and assume that lim inf n→∞ λ n > 0. (a) Let (r, s) be a finite gap in the spectrum of J. Then there exists a constant η > 0 such that for all λ ∈ (r, s) and all n ∈ N,
Suppose that J is bounded from below and denote d = inf σ(J). There exists a constant η > 0 such that for all λ ∈ (−∞, d) and all n ∈ N,
The corresponding result holds if J is bounded above and λ ∈ (sup σ(J), ∞).
In the case lim n→∞ λ n = +∞ the above estimates can be slightly improved. This is the content of the next two results.
Suppose that lim n→∞ λ n = +∞ and let (r, s) be a gap in the spectrum of J. Then for arbitrary ǫ ∈ (0, 1/2) there exists N = N(ǫ) such that
for all λ ∈ (r, s) and for all n > N.
For a Jacobi operator J which is bounded from below and λ below the bottom of the spectrum the estimates given in the above results can be further improved. Indeed, we have Theorem 2.3 Suppose that J = J * associated to the weights λ n and the potential q n is bounded from below by d and lim n→∞ λ n = +∞. Fix ǫ ∈ (0, 1) and complex λ such that ℜλ < d. Then there exists N = N(ǫ, λ) such that
for n > N.
In Section 4 we will demonstrate by examples that the constants in the exponents on the right hand sides of (2.6) and (2.7) are optimal in the sense that 1/2 − ǫ and 1 − ǫ, respectively, can not be replaced by 1/2 + ǫ and 1 + ǫ for any ǫ > 0.
The sequence v defined by v(n) = (J − λ) −1 e 1 , e n is a generalized eigenfunction of J, meaning that it solves (2.1) for n ≥ 2 without satisfying the boundary condition at 0. As J is in the limit point case at +∞, it is (up to constant multiples) the unique generalized eigenfunction which is square-summable. Thus we may understand (2.1) as a bound on the decay of generalized eigenfunctions. As λ ∈ σ(J) (the spectrum of J), v is not an eigenfunction, but the above results also provide bounds on eigenfunctions for perturbations of J: IfJ = J +A, where A is a finite Jacobi matrix, and if u = (u(n)) is an eigenfunction ofJ for an eigenvalue λ ∈ (r, s), then u satisfies the bound given by the right hand side of (2.4). This is obvious as u(n) for large n coincides with the unique ℓ 2 -generalized eigenfunction of J.
We point out two specific features of the exponent on the right of (2.4): It describes the large n asymptotics as well as the asymptotics as λ approaches the spectrum of J. The large n asymptotics, characterized through the sum 1/λ k , generalizes the "Schrödinger case" λ n ≡ 1, where generalized eigenfunctions for λ in a spectral gap decay exponentially in n. As λ approaches a spectral edge of J, that is, either r or s, the constant in front of 1/λ k is proportional to the square root of the distance of λ to the spectrum. This improvement over the original Combes-Thomas method, which merely provides a term which is linear in the distance, is due to the new ideas introduced in [1] . We will comment on this at the end of the proof of Theorem 2.1 in Section 3.
The proofs of Theorems 2.1 to 2.3 allow for several generalizations. As an example, we state the following generalization of Theorem 2.1(a), which will be used in our applications in Section 5. Similar generalizations could be formulated for our other results. 
Here χ A and χ B denote the multiplication operators with the characteristic functions of A and B and · the operator norm. Theorem 2.1 is a special case of Theorem 2.4, where the energy is real (δ = 0), A = {n} and B = {1}. Let ρ(n) := n−1 k=1 1/λ k and, for γ > 0 to be specified later, φ = e −γρ as a multiplication operator in ℓ 2 (N). Then a calculation shows that
is a non-symmetric Jacobi matrix with entries
To determine bounds on the real and imaginary part of A we verify by Taylor expansion that
We conclude that
where λ n ≥ C > 0 uniformly in n was used and error terms refer to norm bounds. In fact, all we will use below are the norm bounds Re A(γ) ≤ C 1 γ 2 and Im A(γ) ≤ C 2 γ with C 1 , C 2 depending only on J.
The following lemma provides the operator theoretic fact behind the improvement of the Combes-Thomas method found in [1] . Extracting from the argument in [1] , this lemma is stated with proof in [19, p. 60 ].
Lemma 3.1 Let T be invertible self-adjoint with
We apply Lemma 3.1 to the operator J − λ + A(γ) = T + iβS, with self-adjoint operators
Applying Lemma 3.1 we know that J − λ + A(γ) is invertible and thus, using (3.7),
We note that | (J − λ) −1 e 1 , e n | = e n (J − λ) −1 e 1 , where on the right we think of e n and e 1 as multiplication operators (and of · as the operator norm). The proof of Theorem 2.1(a) is thereby completed through the estimate
Part (b) follows by simple modifications of the above argument. We are in the case d − = ∞, meaning that there is no restriction on the size of |β|.
The proof of Theorem 2.4 also follows the above lines with only minor changes. The imaginary part of the spectral parameter is included in S by choosing S = (δI + Im A(γ))/(|δ| + Im A(γ) ), and β = |δ| + Im A(γ) . The constant η is modified to be the minimum of
. The calculation (3.10) applies in the same way to χ A (J − (λ + iδ))
give the bound (2.8).
Note that in the above argument crucial use was made of the fact that the real part of A(γ) is smaller than its imaginary part, O(γ 2 ) as compared to O(γ). This is exploited through Lemma 3.1, which can be interpreted as saying that purely imaginary perturbations have a weaker effect on the invertibility of self-adjoint operators than self-adjoint perturbations. In the "classical" Combes-Thomas method only the rougher bound A(γ) = O(γ) is used, yielding merely linear dependence of the exponent in (2.4) on the distance of λ to the spectrum.
Proof of Theorem 2.2
We start with an improved version of Lemma 3.1. Let P + (respectively P − ) be the spectral projection of T corresponding to the positive (respectively negative) part of σ(T ). We have
Lemma 3.3 Let T be invertible self-adjoint with positive
where T 1 := |T |(
). Note that T 1 commutes with P + and P − and T 1 ≥ I. Hence (T + iβS)
, S 1 ≤ 1. Therefore the proof is reduced to the case
and
Using (3.12) and (3.13) we obtain
This completes the proof of Lemma 3.3.
Turning to the proof of Theorem 2.2 we fix ǫ ∈ (0, 1/2). Let 14) with N to be chosen below. For γ > 0 to be specified later, let φ = e −γρ be a multiplication operator in ℓ 2 (N). Then by repeating the calculations given in the proof of Theorem 2.1 we find
We want to determine bounds on the real and imaginary part of A(γ). Note that
where
We apply Lemma 3.3 to the operator J − λ + A(γ) = T + iβS, with self-adjoint operators T = J − λ + Re A(γ) and S = Im A(γ)/ Im A(γ) , and β = Im A(γ) . Using (3.17) and (3.18) we have 19) where ǫ(N) := 2 sup p ψ 1 (p) and δ(N) := 2 sup p (−ψ 2 (p)).
for some positive constants C 1 (J) and C 2 (J) which depend only on J.
Note that the operator T has a spectral gap (r
Evoking the above formulas we obtain 
for some positive constant C 3 (J).
Choosing N so large that r(N) ≤ 4ǫ 2 (C 3 (J)) −1 the above inequalities show that
for ǫ ∈ (0, 1/2). Therefore Lemma 3.3 implies that J − λ + A(γ) is invertible and
Using the last inequalities and repeating the reasoning given at the end of the proof of Theorem 2.1 we get the desired estimate, thus completing the proof of Theorem 2.2
Remark 3.5 The constant η in Theorem 2.1 can be made arbitrary small. In turn the choice of η = 1/2 − ǫ in Theorem 2.2 is optimal as will be shown below in Example 4.1.
Proof of Theorem 2.3
Fix λ such that ℜλ < d and ǫ ∈ (0, 1). Choose N such that
Fix an arbitrary N 1 > N. Now define the sequence ρ(n) by N 1 > N) . By repeating the computation given in the proof of Theorem 2.1 we have
is a finite rank Jacobi operator with entries a k and b k (see the proof of Theorem 2.1), where
Hence for complex µ such that ℜµ < d − Re A(γ) , A − µ is invertible and
for λ fixed as above we have
In turn (3.28) implies that
for any N < n ≤ N 1 . Using inequality (3.27) we obtain
Finally, using the definition of γ as well as (3.24) and (3.26) one can readily check that
Combining the above relations (3.29) and (3.30) and the fact that N 1 was arbitrary completes the proof of Theorem 2.3.
Remark 3.6 Note that the above N = N(ℜλ, ǫ) tends to ∞ as either ℜλ goes to −∞ or ǫ −→ 0. In the interesting region {λ : ℜλ ≈ d} the dependence of N on ℜλ disappears.
Optimality of the decay bounds
In this section we discuss two specific models illustrating that the bounds obtained above are optimal.
Example 4.1 The first model of unbounded Jacobi matrices J concerns Theorem 2.2 and is given by
where (c n ) is a two-periodic sequence (c 1 , c 2 , c 1 , c 2 , . . .) such that c 1 = c 2 and λ n > 0 for all n. Unbounded Jacobi matrices quite frequently fall into one of two extreme cases, namely that either σ ess (J) = R or σ ess (J) = ∅. What makes the class (4.1) interesting is that it is non-trivial in this respect. It can be shown that σ ess (J) = R \ (−|ρ|, |ρ|), where ρ = c 1 − c 2 . In fact, the spectrum of J is purely absolutely continuous in R \ [−|ρ|, |ρ|]. This is proven in [8] and [12] by finding asymptotics of solutions of the equation Ju = λu and using the method of subordinacy (for the a.c. spectrum) for this and related classes of entries. In the same papers it is shown that σ(J) in (−|ρ|, |ρ|) is empty. In other words we have exactly the situation considered in Theorem 2.2, with r = −|ρ| and s = |ρ|. Moreover, in [8] and [12] it was shown that for λ ∈ (r, s) there exists a solution u 1 (n) of the equation 
Remark 4.2
The above solution u 1 is the unique ℓ 2 -generalized eigenfunction to which the bound found in Theorem 2.2 applies. As d n ∼ n −1/2 is subexponential, the decay of u 1 at +∞ is governed by exp − ρ 2 − λ 2 n k=1 (2k) −1 . With η = 2 −1 , the n-dependence of the exponent through the factor n k=1 k −1 = n k=1 1/λ k and (for λ close to the boundary of the essential spectrum) the dependence on the distance of λ to the spectrum given through ρ 2 − λ 2 = (ρ − λ)(λ + ρ) are exactly as found in Theorem 2.2.
The next example we present below illustrates that the estimates of Theorem 2.3 are also sharp.
Example 4.3 Consider the sequences given by
(4.5)
Note that J with entries defined by (4.5) is bounded from above by −I. Fix λ > −1 and ǫ ∈ (0, 1). By the Birkhoff-Adams theorem [6] there exists a basis u ± (n) of solutions of (4.1) with asymptotics given by
Applying Theorem 2.3 (in this case for J bounded from above by (−I)) there exists N such that for n > N we have
by comparing (4.6) and the last estimate we conclude that the value 1 − ǫ in the formula for γ (see the the proof of Theorem 2.3) is optimal.
Problem. In case that J is a bounded Jacobi matrix it is well known (see Theorem 2.3 in [18] ) that the spectrum of J as an operator in l p does not depend on p. However, for unbounded J this result does not apply. Nevertheless, in the case
, where σ p (J) is the spectrum of J considered on the maximal domain in l p . This can be easily seen by applying the Schur test to (J − λ)
−1 e j , e n . Does the opposite inclusion also hold true?
A criterion for the existence of square-integrable solutions
While the results of this section could be stated and proven for general Jacobi matrices, we will for simplicity assume that J is given by (2.1) with zero-diagonal, q n = 0 for all n ∈ N. We will compare J with a second Jacobi matrix J 0 , also with zero-diagonal and weights λ 0 n , n ∈ N. Both weight sequences satisfy (2.3) to guarantee self-adjointness of J and J 0 .
We assume that the weights of J and J 0 coincide on a sequence of increasing intervals: Let x k ∈ N, x 1 < x 2 < x 3 < . . ., ℓ k ∈ N with lim k→∞ ℓ k = ∞ and x k + ℓ k < x k+1 − ℓ k+1 for all k, and assume that
then for almost every E ∈ R \ σ(J 0 ) there exists a non-trivial square-summable generalized eigenfunction of J to E.
Note that (5.2) allows for situations where the distances between centers of barriers x k+1 −x k can grow significantly faster than their size 2ℓ k . This leads to applications where J may contain a lot of spectrum outside the spectrum of J 0 , including entire intervals. However, this spectrum can not be absolutely continuous and will typically be pure point, as follows from the following well-known general result. A proof of (b) for the case of discrete Schrödinger operators (i.e. all λ n = 1), using spectral averaging over the coupling parameter λ, is given in [15] . Due to the limit-point condition (2.3) this proof extends to our setting. Part (a) follows from (b) as the absolutely continuous spectrum is invariant under rank one perturbations.
The remainder of this section will be devoted to the proof of Theorem 5.1. Note first that it suffices to show the existence of a non-trivial square-integrable generalized eigenfunction for almost every E ∈ [α, β], where the compact interval [α, β] is disjoint from σ(J 0 ), as R \ σ(J 0 ) can be exhausted by countably many such intervals.
For E ∈ R, η > 0 and z := E + iη let
be the Weyl-solution, i.e. the unique ℓ 2 -solution of
satisfying the boundary condition u η (0, E) = −1. The m-function is given by m(E + iη) := u η (1, E) and it is known that m(E+iη) → m(E) as η → 0 exists and is non-zero for almost every E ∈ R. For arbitrary z ∈ C let ψ(·, z) and ϕ(·, z) be the solutions of (5.4) with ψ(0, z) = −1, ψ(1, z) = 0, ϕ(0, z) = 0 and ϕ(1, z) = 1. Then
We have pointwise in n and E that ψ(n, E + iη) → ψ(n, E) and ϕ(n, E + iη) → ϕ(n, E) as η → 0. Thus, for almost every E ∈ R,
exists and is a solution of (5.4) with z replaced by E. Theorem 5.1 is proven if we can show that, for a suitable η 0 > 0, 6) as this implies that u(·, E) is square-summable. One has u(1, E) = m(E), thus u(·, E) is also non-trivial for almost every E. In the following we will find bounds for the ℓ 2 -norm of u η separately within the barriers I k and for the intervals between any two given barriers.
To handle the barriers, definel k by rounding down ℓ k /2 to the closest integer and let
Also, write χ k andχ k for the characteristic functions of I k andĨ k . A calculation using (5.1) shows that
We writeχ
Plugging (5.7) into (5.8) yields
where the elementary bound (|a| + |b| + |c| + |d|) 2 ≤ 4(|a| 2 + |b| 2 + |c| 2 + |d| 2 ) was used and we have set a k := sup
We now consider the intervals between barriers. For this let J k be the finite Jacobi matrix found by restricting J to the interval [x k , x k+1 ]. We have, also considered after restricting to
Similar to (5.7) we find
we get from (5.10) that
Given that V k ⊂Ĩ k ∪Ĩ k+1 we can bound the term n∈V k |u η | 2 on the right hand side of (5.12) by two terms of the form (5.9) to arrive at
Here we have also used that
Ultimately, we can bound the ℓ 2 -norm of u η over the entire interval [x k , x k+1 ] by the sums in (5.9) (forĨ k andĨ k+1 ) and in (5.13) to get
(5.14)
Summing over k ≥ K for any given K ∈ N yields
We will now use Before proving Lemma 5.3, we show how it is used to complete the proof of Theorem 5.1. Let E ∈ [α, β] be such that b k (E) → 0 and also m(E + iη) → m(E) ∈ C as η → 0. By Lemma 5.3 and our remarks at the beginning of the proof, this holds for almost every E ∈ [α, β]. There exists k 0 (E) such that b k (E) ≤ 1/32 for all k ≥ k 0 (E). By our general assumptions, any given n ∈ N is not covered by more than two of the intervals [
The crucial fact is that this holds uniformly in η. By (5.5), lim u η (n) = u(n) exists for each of the finitely many n ∈ [1, x K − 1]. Thus the right hand side of (5.18) is uniformly bounded in η ∈ (0, 1]. This concludes the proof of (5.6) and thus of Theorem 5. 
Here we have split the four points in U k into the two pairs to the right and left ofĨ k and applied (2.8) separately. Using the definition of Λ k and thatl k ≤ ℓ k /2, we arrive at
Then k |A k | < ∞ and it follows from the Borel-Cantelli lemma that for almost every
For such E and k we conclude from (5.16) and (5.19) that
Let γ 1 ∈ (0, γ 0 /2) and
With this choice of α k , (5.2) shows the summability of |A k |. Moreover, from (5.21) we get
which tends to 0 as k → ∞ by (5.2). Lemma 5.3 is proven.
6 A class of Jacobi matrices with a mobility edge
As an application of Theorem 5.1 we now provide a class of unbounded Jacobi matrices, which exhibit a transition from spectral regions with purely absolutely continuous spectrum to a region with dense pure point spectrum. Due to the connection of spectral and transport properties this is called a mobility edge in the physics literature. Our example is motivated by classes of bounded Jacobi matrices considered in [21] which exhibit the same behavior. Here, as well as in [21] , a purely absolutely continuous Jacobi matrix is subjected to a slowly oscillating perturbation, which generates regions of dense pure point spectrum. As opposed to the examples in [21] , in our example an additional periodic modulation sequence is needed to open up a gap in the purely absolutely continuous spectrum of the unperturbed unbounded Jacobi matrix with weights n α , 0 < α < 1. Define the weights by
Here ϕ : R → R is twice continuously differentiable and periodic, i.e. ϕ(x + T ) = ϕ(x) for some T > 0 and all x ∈ R. Furthermore 0 ≤ ϕ(x) ≤ 1 for all x, inf ϕ = 0 and sup ϕ = 1. The sequence c n , n ∈ N, is 2-periodic, c n = c 1 for all odd n and c n = c 2 for all even n with c 1 > 0, c 2 > 0 and c 1 = c 2 . Write c := |c 1 − c 2 |.
Theorem 6.1 Let J be the Jacobi matrix on ℓ 2 (N) with zero-diagonal and weights given by (6.1) . Suppose that 0 < α < 1 and 0 < γ < (1 − α)/2. Then We start with the proof of part (a). Denote by J 0 the Jacobi operator with zero diagonal and the weights λ
as n → ∞. . Assume that ϕ(x 0 ) = 0 and consider the sequence
for some M > 0 and 0 < ε < 1−α−γ −γδ. Consider the sequence of intervals
We let β i := 2/∆ i and claim that the sequence {v (i) } ∈ ℓ 2 given by
is a Weyl sequence for J at the point λ:
By definition of v (i) one can verify that
Moreover, observe that the above choice of ∆ i implies
In fact
for some C > 0 and i sufficiently large. Here we have used (6.4). Hence
for some M 1 > 0 and large i.
We find for n i < n <ñ i (the "+"-signs in the following calculation) and forñ i < n < n i +∆ i (the "−"-signs), respectively,
Note that the first term in the last expression vanishes as J 0 u − λu = 0. The only other values of n such that [
give slightly different expressions which do not contribute significantly to (J 0 − λ)v (i) . All this and the bound (6.2) lead to
Combining (6.5), (6.6) and (6.7) we find
for some M 3 > 0 and large i. From (6.3) it follows that β i n
This completes the proof of part (a).
(b) Fix λ ∈ {x ∈ R : |x| > c}. We want to study the behavior of generalized eigenfunctions of Ju = λu. Denote by B n the transfer matrix of J given by
As in our previous works [10, 11, 12] it is of advantage to compute the products B 2n B 2n−1 . We have
where p n , z n ∈ l 1 . Since 0 < γ < (1 − α)/2 and ϕ ′ and ϕ ′′ are bounded, the sequences {ϕ((2n − 2) γ )}, {ϕ((2n − 1) γ )} and {ϕ((2n) γ )} belong to the class D 2 ((2n) α ), see Example 2.1 in [9] . Recall here that for a non-negative weight sequence µ = {µ n } the class D 2 (µ) is defined in [9] as {x ∈ l ∞ : ∆x ∈ l 2 (µ), ∆ 2 x ∈ l 1 (µ)}, where a sequence x = {x n } is in l p (µ) if n |x(n)| p µ(n) < ∞ and ∆ is the forward difference operator, i.e. (∆x) n = x n+1 − x n . It is clear that {n −α } is also in D 2 ((2n) α ). The class D 2 ((2n) α is closed under multiplication and division (by a sequence separated from zero), see Lemma 2.2 in [9] . Therefore we can write (6.8) and (6.9) as where {x n }, {y n } belong to D 2 ((2n) α ), lim x n = lim y n = 0, and {r n }, {s n } ∈ l 1 . By the same arguments 1 λ 2n−1 = (2n) −α t n , 1 λ 2n = (2n) −α w n , (6.12) where {t n }, {w n } ∈ D 2 ((2n) α ), lim t n = lim w n = 1. Using (6.10), (6.11) and (6.12) we obtain B 2n B 2n−1 = −I + (2n) −α V (n) + R(n),
with { R(n) } ∈ l 1 . The matrix V (n) has entries as n → ∞. It follows that lim sup discr V (n) < 0. Thus we have verified all the assumptions to apply Theorem 5.1 of [9] , and in particular the asymptotic formula (5.17) there. This shows that Ju = λu has no subordinated solutions in the sense of [14] . It follows from the results of [14] that J is purely absolutely continuous in R \ [−c, c].
To prove parts (c) and (d), let J 0 be the Jacobi matrix on ℓ 2 (N) with weights λ 0 n = n α +c n . It was shown in [12] that J 0 has at most finitely many spectral points in (−c, c). Thus (−c, c)\σ(J 0 ) is the union of finitely many open intervals U j .
Fix a U j and a compact interval [α, β] ⊂ U j . We will show that J has a non-trivial squaresummable generalized eigenfunction for almost every λ ∈ [α, β]. This implies that the assumptions of Proposition 5. The latter is polynomially growing in k since 1 − α > (1 − α)/2 > γ. This implies that (5.2) holds for all η > 0.
