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Abstract 
Providing information on the influence of different components of road traffic (such as average annual daily traffic – AADT, 
road geometry, road conditions)  on the road safety measured in the number of road accidents victims fosters the development of 
accident prediction modeling. Over the last few years more and more various models and their extensions have been applied 
together with more advanced and allowing in-depth analysis estimation methods such as standard maximum likelihood method 
and MCMC method. The analyses pertain to data set including many different road types very often covering the whole country. 
In addition, detailed studies of selected, strictly defined types of roads or areas (such as highways, big cities etc) have been 
conducted.  
This study presents the influence of metropolitan areas on the results of accident prediction modeling for the whole country. The 
research has been conducted on the example of Norway and its biggest agglomeration and in the same time one of its 20 counties 
– Oslo. The combined analysis of whole country allows us to draw general conclusions. The results of modeling for county Oslo, 
being the most populated Norwegian area are definitely less matching than for the other areas. The aim of this study is to modify 
this model by introducing variable dummy of Oslo to functional forms so that they take into account the influence of big 
agglomerations on the numbers of people injured in car accidents modeled for the whole country and in the same time preserve 
their unique characteristics. The modification improved the matching of the model, especially for sections situated within Oslo 
area. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Organizing Committee. 
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1. Introduction  
The relationship between traffic accidents and traffic conditions has been the subject of research for about 30 
years (Satterthwaite, 1981; Hauer, 1986), mainly in the last 20 years. Researchers have developed many different 
models, types, conditions and functional forms depending on available data, local conditions and purpose.  
Applications of regression based method used to describe a relationship between accident frequency and geometric 
road conditions can be found in Joshua and Garber (1990), Miaou et al. (1992), Miaou (1994) .  Nowadays the 
* Corresponding author. Tel.: +48 71 3205615; fax: +48 71 3280214. 
E-mail address: joanna.kaminska@up.wroc.pl. 
  li   lsevier Ltd. Open access under CC BY-NC-ND licen e.
Selection and/or peer-review under responsibility of the Organizing Committee. 
1877–0428 © 2011 Published by Elsevier Ltd. Open access under CC BY-NC-ND license.
Selection and/or peer-review under responsibility of the Organizing Committee
doi:10.1016/j.sbspro.2011.08.083
Joanna Kaminska / Procedia Social and Behavioral Sciences 20 (2011) 752–760 753
models based on Poisson distribution or its modifications are most widely used. The most popular Poisson models 
extensions are: Poisson lognormal – PLN (Miaou et al., 2005; Lord and Miranda-Moreno, 2008; El-Basoyouny and 
Sayed, 2009b), multivariate Poisson lognormal - MPLN (Ma, Kockelman, 2006; Park, Lord, 2007; Basyouny, 
Sayed, 2009a; Ma et al.,2008), negative binomial – NB (Miaou, 1994; Lord, Park,2008), zero-inflated Poisson – ZIP 
(Li et al.,1999), Conway-Maxwell-Poisson- COM-Poisson (Lord et al.,2008), generalized estimating equations – 
GEE (Wang and Abdel-Aty, 2007; Lord and Persaud, 2000).  
2. Literature review 
Accident prediction modeling can be divided into three groups based on the area they describe: diversified area  
of big acreage that includes both build-up areas (big cities, towns, villages) and unbuilt areas of differentiated road 
structure (the example of such area may be a whole country), urban area and selected sections of highways or rural 
roads. The above issues are widely discussed in literature. Modeling for huge areas was the subject of studies by 
Fridstrom et al. 1995 (four Nordic countries: Denmark, Finland, Norway and Sweden) and Elvik, 2008 (21738 1-km 
sections on national roads in Norway). Studies on urban areas may be found in El-Basyouny, Sayed, 2009 (392 
urban road segments in the city of Vancouver); Greibe, 2003 (142 km urban road in Denmark); Lord, Persaud, 2000 
(868 signalized intersections in central business district of Toronto); Hauer, 1986 (1142 intersections in San 
Francisco). Accident prediction modeling for highways sections have been described, for example in studies of 
Anastasopoulos, Mannering, 2009, Anastasopoulos, Tarko, Mannering, 2008 (5 sections of rural interstate highways 
in Indiana), Milton. Mannering, 1998 (4386km of highway in Washington State). Abdea-Aty and Radwan (2000) 
modeled accident frequencies for a 227 km long section of State Road 50, which is major principal arterial passing 
through Orlando and connecting the east and west coasts of Central Florida. Analysis of the influence of factors 
determining traffic on undesirable events for Poland can be found in Sipa, Mlynczak 2008. The authors analyze the 
131,3 km long section of A4 highway in the Lower Silesia district. The problem of huge differences in accidents 
number in rural and urban areas is visible in all of the above mentioned groups, apart from the research pertaining 
solely to urban road analysis (most often junctions). Abel-Aty and Radwan in their analysis of number of accidents 
on  highways  (2000)  dealt  with  it  by  introducing  variable  that  specifies  the  area  where  the  given  road  section  is  
situated (dummy of urban section: 1 if urban, 0 if otherwise). In studies describing modeling for whole countries, 
such as for 4 Scandinavian countries (Fridstrom et al. 1995) or Norway (Elvik, 2008) the authors did not include 
additional variable that would differentiate urban areas from the remaining ones. 
3. Methodology 
3.1. Model 
The PLN model was used in order to discuss and compare different propositions in this paper. This model was 
chosen because it is easy to estimate and more flexible than negative binomial to handle overdispertion (Lord and 
Mannering, 2010). Poisson lognormal model has limitation, namely it’s adversely affected by small sample size 
(Miaou et al., 2003). The sample set used in this study is large enough (25739 samples) to enable the effective use of 
PLN model. 
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where jX (j=1,…k) are covariates representing certain road geometry, traffic conditions and other sectors 
characteristics, jE  are parameters, iH  denote normal error distributed as ),0(
2VN .
3.2. Estimation method 
The parameters of each functional form in PLN model have been estimated using maximum log likelihood 
method with basic discrete Newton algorithm (Winkelmann, 2008). In this study, LIMDEP package was used to 
estimate all the coefficients.  
3.3. Model comparisons and goodness of fit (GOF) 
To compare the crash prediction models one test based on goodness of fit is not enough (Lord and Park, 2008). 
For the sake of  this analysis five statistical tests were employed: 
x Akaike’s Information Criterion (AIC) 
N
kML
AIC j
2)(ln2 
 (3)
where )(ln jML  is a log-likelihood value of model j, k is the number of parameters and N – the number of 
observations (here 25739 N ).
x Bayesian Information Criteria (BIC) 
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where )( jMD is a deviance of model jM
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where iyˆ is the estimated number of crashes in segment I and iy is the observed number of crashes in segment i.
x Mean squared prediction error (MSPE) 
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The model works better if the tests values are smaller.   
Another evaluation method used here was initially proposed by Hauer and Bamfo (1997) and is known as the 
CURE method.  This graphical method has been used extensively in safety analysis (e.g. Lord and Park, 2008; Lord 
and Persaud, 2000; Wang and Abdel-Aty, 2007) and in many other scientific areas (e.g. Lin at all, 2002) to compare 
models without being dependent on the number of observations. The point of CURE method is a cumulative 
residuals scatter plot for each explanatory variable. The residuals )( ie  represent the difference between the observed 
)( iy  and estimated )ˆ( iy  number of crashes. The closer the residuals oscillate around zero line, the better the model 
fits to the data.  
3.4. Data 
The data used in this study have been disclosed by courtesy of Rune Elvik (The Institute of Transport Economics 
in Oslo). The data refer to 25739 segments on national roads in Norway. For these sections, data on accidents and a 
number of variables associated with the number of accidents were obtained for the period 1993-2000. Sections were 
segmented homogenously and all details about data could be found in Ragnoy and Elvik (2003). Analysis was done 
for number of all noticed crashes (total number of accidents). The data contains 10 explanatory variables describing 
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geometric characteristics, traffic flow and additional information. Based on the literature (Elvik, 2008; Lord, Park, 
2008) and one’s own tests it was assumed that introducing AADT in both product (lnAADT) and exponential 
(AADT divided by 1000) form allows for better matching of the model. Because of the unequal length of the 
segments (from 0,5 to 1 km) and times of measure (from 4 to 8 years) the variable being product of the values of 
those variables was introduced into the model. It is obvious that the number of accidents will increase together with 
length of the segment or duration of the measure. In order to take into consideration both these conjugated features 
one variable (segment length multiplied by time of measure) was introduced. In segments considered there were 
33691 accidents, 1437 (4,26%) of which were fatal. There were 14109 (55%) sections without any crashes. Table 1 
contains summary statistics of the variable of interest.
Table 1 Summary statistics of total number of accidents and traffic variables. 
Variable name Mean Standard       
deviation Minimum Maximum 
Dependent variable
     Total number of accidents
Independent variables
     Average annual daily traffic /1000 (AADT/1000)
     Minimal number of lanes
     Dummy of trunk road
     Speed limit 50 km/h (1=yes, 0=otherwise) 
     Speed limit 60 km/h (1=yes, 0=otherwise)
     Speed limit 70 km/h (1=yes, 0=otherwise)
     Speed limit 80 km/h (1=yes, 0=otherwise)
     Speed limit 90 km/h (1=yes, 0=otherwise)
     Segment length multiply by time of measure (km year)
The natural logarithm of AADT  
     The natural logarithm of  (number of junction + 1)
1,31 
2,35 
2,02 
0,27 
0,06 
0,14 
0,04 
0,71 
0,05 
7,60 
6,98 
0,20 
3,45 
4,89 
0,23 
0,44 
0,24 
0,34 
0,19 
0,45 
0,22 
0,99 
1,16 
0,43 
0
0,01 
1
0
0
0
0
0
0
2
2,08 
0
96 
86,31 
8
1
1
1
1
1
1
8
11,37 
3,37 
  Number of observations 25739 
The data include information on sections of roads situated in the whole area of Norway. The Kingdom of Norway 
is divided into 20 counties: 19 in mainland plus Svalbad. As the data pertain only to mainland, Svalbad was not 
included in table 2 as well. The biggest agglomeration of Norway, Oslo, is situated within county 3, which makes it 
strikingly different from the other counties as far as road structure and number of accidents is concerned. The 
population of country Oslo, and hence the city of Oslo, is 586,86 thousand which amounts to 12,1% of total 
population of Norway. Next in population is the city of Bergen situated in county Hordaland: 256,6 thousand (which 
makes it less than half the population of Oslo). 
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Table 2 Basic statistical information about norwegian counties. 
County 
Area 
[km2]
Population 
density 
person/km2
Road 
density 
km/km2
Person  per 
km of road  
Number of 
accident in 
2010
Norway 384802 16,0 0,288 52 6380
Østfold 4182 65 0,878 74 417
Akershus 4918 109 0,945 115 562
Oslo 454 1293 2,908 445 877
Hedmark 27400 7 0,241 29 271
Oppland 25190 7 0,223 33 255
Buskerud 14911 17 0,276 63 269
Vestfold 2224 104 1,217 85 340
Telemark 15299 11 0,269 41 329
Aust-Agder 9158 12 0,322 37 177
Vest-Agder 7276 23 0,543 43 215
Rogaland 9376 46 0,646 71 435
Hordaland 15440 31 0,437 71 621
Sogn og Fjordane 18623 6 0,285 20 140
Møre mog Romsdal 15114 17 0,421 39 353
Sør-Trøndelag 18856 15 0,277 56 435
Nord-Trøndelag 22415 6 0,238 25 137
Nordland 38460 6 0,231 27 297
Troms Romsa 25870 6 0,209 29 174
Finnmark  48616 2 0,087 17 76 
      The data as per 01.01.2010 taken from http://www.ssb.no/en/ 
4. Results 
Among  the  25739  sectors  that  were  included  in  the  data  collections,  127  were  situated  in  the  city  of  Oslo.  In  
order to include  the specific character of county Oslo which is very much different from the other counties, the 
introduction of another variable that is dummy of Oslo (1 if section is situated in county Oslo, 0 – otherwise) into 
the set of variables was considered. Hauer and Bamfo (1997) said “if the graph of cumulative residuals oscillates 
around 0, ends near 0, and is confined within, say, V2r ,  the  new  explanatory  variable  will  not  be  useful.”  The  
validity of introducing new variable was evaluated by preparing the CURE plot, where the horizontal axis represents 
county number (fig. 1) because of the binary character of the variable dummy of Oslo.  
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Figure1. Cumulative residuals plot with V2r for the total number of accidents in Norway for model 1 and number of county variable. 
 
The graph of cumulative residuals is not confined within V2r  which means that introducing the variable 
describing county is justified. The graph clearly shows that model 1 overestimates (the empirical values are lower 
than the model predicts) the accident count for county 2 (Akershus) and even more underestimates (the empirical 
values that are higher than the model predicts) the accident count for county 3 (Oslo).The evaluation of the 
improvement of matching of the model was done by comparing the results „without” (model 1) and „with” 
additional variable (model 2) that distinguishes county Oslo (table 3). The explanatory variables were chosen on the 
basis of which one can ensure the best fit to empirical data.  
Table 3 Estimated coefficient and goodness of fit measures for total number of crashes prediction models 
 Model 1 Model 2 
Variable name coefficient st. error coefficient st. error 
Constant 
Average annual daily traffic /1000 (AADT/1000) 
Minimal number of lanes 
Dummy of trunk road 
Speed limit 50 km/h (1=yes, 0=otherwise) 
Speed limit 60 km/h (1=yes, 0=otherwise) 
Speed limit 70 km/h (1=yes, 0=otherwise) 
Speed limit 80 km/h (1=yes, 0=otherwise) 
Speed limit 90 km/h (1=yes, 0=otherwise) 
Segment length multiply by time of measure (km year) 
The natural logarithm of AADT  
The natural logarithm of  (number of junction + 1) 
Dummy of Oslo 
Sigma 
 
-8,138 
0,001 
-0,049 
-0,094 
0,471 
0,035 
-0,009 
-0,202 
-0,601 
0,165 
0,924 
0,220 
- 
0,576 
0,142 
0,002 
0,024 
0,018 
0,078 
0,078 
0,082 
0,077 
0,084 
0,008 
0,011 
0,015 
- 
0,008 
-8,142 
-0,009 
-0,033 
-0,080 
0,338 
-0,063 
-0,097 
-0,288 
-0,650 
0,163 
0,937 
0,254 
0,707 
0,553 
0,141 
0,002 
0,025 
0,018 
0,078 
0,077 
0,082 
0,077 
0,084 
0,008 
0,011 
0,015 
0,051 
0,009 
Goodness of fit measures for all sections 
AIC 
BIC 
MAD 
MSPE 
 
Goodness of fit measures for county Oslo sections 
MAD 
MSPE 
 
2,333 
60155 
0,974 
5,249 
 
 
12,84 
453,75 
 
2,328 
60036 
0,964 
4,685 
 
 
12,06 
324,53 
Note: Italics are used for parameters that do not differ from zero in a statistically significant way, based on 95% significant level 
 
The selected goodness of fit measures point to the improvement of the fit between model and empirical data as a 
result of modification of the model. The values of all GOF measures were lower by 0,2% for AIC and BIC to 1,1% 
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for MSPE. As the modification aimed at unification of the model that would improve the exactness of description of 
city of Oslo, only the parameters of fit for the sections of county Oslo were compared (table 3). The area of Oslo is 
characterized by huge variability pertaining to number of accidents for particular sections, measured by the standard 
deviation for 127 sections of the roads (sO=21,27)  compared to  the  whole  country  (s=3,45). The resulting values 
show the improvement in fit in this area (decrease in MAD by 6%, MSPE by 28%). The noticeable improvement of 
fit on CURE plot for number of county (fig.2) and CURE plots for AADT without (model 1) and with (model 2) 
dummy of Oslo variable confirms the validity and usefulness of applying the additional variable in order to 
distinguish the area of such a different characteristics.  
 
 
Figure2. Cumulative residuals plot with V2r for the total number of accidents in Norway for model 2 and number of county variable. 
 
 
Figure3. Cumulative residuals plot with V2r for the total number of accidents in Norway for AADT in a) model 1 and b) model 2. 
 
On the figure 2 can be seen that model modification clearly improve fitting for county 2 and 3. Overestimation 
has been clearly reduced from <-825,82>, to <-322,227> for Akershus (county nr 2) and from <-820,468> to 
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<-436,347> for Oslo (county nr 3). CURE plots made for AADT show  model accurately vastly improvement for 
daily traffic between 10000 and 26000 cars per day. Model 1 (without dummy of Oslo variable) overestimates 
number of car accidents widely (cumulative residuals equal 150 for AADT=1000, and -581 for AADT=26000). In 
effect of model modification – model 2 – can be seen reduce of overestimation (cumulative residuals equal 150 and 
-305 respectively). Overestimation reducing can bee seen in AADT=86300 as well (cumulative residuals equal -531 
for model 1 and -298 for model 2).  
In the considered models the values of coefficients in variables that differ from zero in statistically significant 
way are of the same sign, which confirms the correctness of both models. The differences in values of respective 
coefficients don’t exceed 40%. The biggest discrepancy in the coefficient values is observed for dummy of speed 
limit 50 km/h, which points to much lesser influence of the speed limit 50 km/h on the decreasing the numbers of 
road accidents in Oslo. The statistically significant coefficient for dummy of Oslo confirms the validity of 
introducing such a variable. The positive value of coefficient (0,707) means that in the area of Oslo more road 
accidents are observed than in the remaining area of Norway. The value of the coefficient, according to formula (2) 
means the number of expected accidents in the area of Oslo is two times bigger than in the remaining area of 
country if the remaining independent variables are the same. This conclusion is consistent with intuition and 
statistical data.  
5. Conclusions 
The problem of accident prediction modeling for area so diversified in terms of exposure is really difficult. The 
sections situated in urban areas are characterized by significantly bigger numbers of accidents then rural areas of the 
same values of independent variables. Therefore it was proposed to introduce additional variable (dummy of Oslo) 
into the independent variables. The modified model has proven to be better in terms of matching the data, as 
measured  by  goodness  of  fit  measures  such  as  AIC,  BIC,  MAD  and  MSPE  as  well  as  CURE  plots  done  for  a  
number of country and AADT. The problem requires further research that would take into consideration the type of 
terrain and the population density for each section, unfortunately the author did not have data that would enable such 
extensive study.  
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