Abstract-Lossy source coding under the mean-squared error fidelity criterion is considered. The rate-distortion function can be expressed in closed form only for very special cases, including Gaussian sources. The classical upper and lower bounds look exactly alike, except that the upper bound has the source power (variance) whereas the lower bound has the source entropypower. This pleasing duality of power and entropy-power extends to the case of remote source coding, i.e., the case where the encoder only gets to observe the source through a noisy channel. Bounds are presented both for the centralized and for the distributed case, often referred to as the CEO problem.
I. INTRODUCTION
Consider the lossy compression of a real-valued source X subject to a distortion measure d(x,x). The results presented here concern the special case of the mean-squared error distortion measure, i.e., d(x,x) = (x −x) 2 . If one imposes a maximum acceptable (average) distortion level D, it is natural to ask for the smallest possible rate needed to compress the source to within distortion no larger than D. This is referred to as the rate-distortion problem and its solution is termed the rate-distortion function. This problem has been studied extensively over the years. For precise problem statements, we point to [1] and the references therein.
For the purpose of this paper, we will need the classic notion of entropy-power, defined as follows: Definition 1. Given a random variable X with density f (x), its differential entropy is h(X) = − f (x) log f (x)dx, and its entropy-power is
Throughout the paper, nats are considered the standard unit of information, hence all logarithms are natural.
An interesting side observation is that for the Gaussian source, power and entropy-power are equal. Hence, an alternative definition of entropy-power is to say that it is the power of a Gaussian source that has the same (differential) entropy.
When the distortion measure is the mean-squared error, a classic pair of upper and lower bounds can be found e.g., in [ Theorem 1. The rate-distortion function for a source X subject to mean-squared error distortion can be bounded as follows
. . .
The AWGN CEO problem. X is an arbitrary source with variance (power) σ 2 X and entropy-power Q X . The observation noises N i are Gaussian.
One immediate consequence is that for the special case of a Gaussian source, these two bounds coincide, hence characterizing the full rate-distortion function.
II. REMOTE SOURCE CODING
The results presented in this paper pertain to the so-called remote rate-distortion problem. Figure 1 illustrates a more elaborate problem (to be discussed below), but if we set M = 1, it depicts the standard remote rate-distortion problem. Here, the encoder does not get to observe the source (sequence) X n directly, but rather, that sequence is first passed through a noisy channel. The corresponding remote rate-distortion function is characterized by
where the minimum is over all conditional distributions p(x|z) under which E[d(X,X)] ≤ D. In the present paper, we restrict attention to the special case where the observation channel is simply characterized by an additive (white) Gaussian noise, and thus, the encoder gets to observe
. Throughout this paper, we will refer to this special case of the remote rate-distortion problem as the AWGN remote rate-distortion problem, where AWGN stands for "additive white Gaussian noise," as usual.
Of particular interest to the study presented here is the case where there are multiple parallel noisy versions of the source, all of which are observed by a single centralized encoder. This corresponds to the data compression problem illustrated in Figure 1 , but where all M encoders are merged into a single encoder. Specifically, we now have for i = 1, 2, . . . , M (and k = 1, 2, . . . , n) , where N i (k) are independent Gaussian noises of variance σ 2 Ni , respectively. Then,
is a sufficient statistic for
where σ 2 N is the harmonic mean of the variances, i.e.,
In the present discussion, we are most interested in the special case of the mean-squared error distortion measure under which one can find the classic upper and lower bounds given in Equation (2) above. By analogy, the following upper and lower bounds on the AWGN remote rate-distortion function can be established : Theorem 2. Consider the M-observation remote source coding problem for an arbitrary source X, observed in additive white Gaussian noise, subject to mean-squared error distortion. For
An upper bound to the same rate-distortion function is
A full proof will be provided in [4] . We point out, by analogy to Equation (2) , that in the special case where X is a Gaussian source, and thus, power and entropy-power are equal, these two bounds coincide. III. AWGN CEO PROBLEM The main result of our paper is a corresponding bound for the case of the AWGN CEO problem as defined in [5] and illustrated in Figure 1 . In this problem, there is not just a single centralized encoder gaining access to all M noisy observations. Rather, each of the M noisy observations must be encoded separately, without knowledge of the other observations. Because each encoder can only see a single observation, more bits are required to achieve the same distortion (whose proofs will appear in [4] ) :
Theorem 3. For the M-agent AWGN CEO problem for an arbitrary underlying source X subject to mean-squared error distortion in the special case where all additive noises have the same variance σ 2 N , the sum-rate distortion function is lower bounded by
