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Abstract
In this paper we present new results on exponential consensus for continuous-time nonlinear time varying cooperative networks.
We endow the well known assumption of integral connectivity proposed by Moreau with a remarkable additional feature of being
frozen in state variables, making its direct verification more straightforward. Moreover, we give an estimate of the exponential
rate of convergence towards the agreement space. Finally, the proposed results are validated for representative examples.
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1 Introduction
Many complex systems of interest, both in nature and
engineering, can be modelled as large collections of
interacting subsystems. In recent years, the increased
number of control applications involving formation
flight, sensor networks, swarms, collective behavior of
flocks, etc., has triggered a significative attention of the
scientific community to the consensus, coordination and
synchronization problems of multiple dynamical sys-
tems operating over a network (see e.g. [Murray, 2007]
and references therein). One common feature of the
above problems is to allow every agent to autonomously
converge to a common agreement value about some vari-
ables of interest by only processing local information at
the node and/or information received from neighboor-
ing agents. Both from a theoretical and practical point
of view it is of interest to qualify structural conditions
on the network topology or individual agents dynam-
ics which may guarantee asymptotic convergence to an
agreement state. Although remarkable convergence re-
sults have been formulated for the discrete time (e.g.
[Moreau, 2005]) herein we draw our attention to the
problem of continuous time agreement. A noticeable re-
sult about minimal connectivity assumptions (integral
? A preliminary and partial version of the paper was ac-
cepted to the 2013 Conference on Decision and Control, Flo-
rence, Italy, 2013 [Manfredi & Angeli, 2013]
connectivity) to guarantee convergence to agreement
is given in [Moreau, 2004] in the case of time varying
communication links: the existence of a spanning tree
for the δ-digraph is sufficient for network agreement.
Recently several notions of connectivity have been
formulated in the literature with the aim of en-
suring asymptotic convergence to consensus (i.e.
[Hendrickx & Tsitsiklis, 2013], [Martin & Girard, 2013]),
[Cao et. al, 2011]). In [Cao et. al, 2011] the consensus
is guaranteed for undirected networks (e.g. symmet-
ric interactions) under the infinite integral connectiv-
ity condition: the “infinite integral graph” obtained
by connecting i to j whenever
∫∞
0
aij(τ)dτ = ∞.
In [Hendrickx & Tsitsiklis, 2013] the consensus is
achieved under this same assumption (renamed un-
bounded interactions graph) along with a condition of
cut-balanced interactions. In [Martin & Girard, 2013]
the authors extend the continuous time result in
[Hendrickx & Tsitsiklis, 2013] under the assumption of
infinite integral connectivity (therein named persistent
connectivity) and replacing the cut-balanced interac-
tions assumption by the weaker one of slow divergence
of reciprocal weights: namely, the ratio of reciprocal
weights is at worst slowly diverging to infinity. Addi-
tionally, an explicit bound on the convergence rate to
the consensus is provided. By adopting a similar defini-
tion (namely a “persistent graph” obtained connecting
i to j whenever
∫∞
s
aij(τ)dτ = ∞ for all s ≥ 0), an
alternative link property (arc balance) is proposed in
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[Shi & Johansson, 2013] and strong connectedness is
relaxed to quasi-strong connectedness. Finally, com-
binations of linear/nonlinear agent dynamic and lin-
ear/non linear (state dependent and/or time varying)
interactions are considered in different way in the liter-
ature. In this direction agreement conditions for a class
of both nonlinear time invariant and swithing/time
varying networks are outlined in [Lin et al., 2007],
[Hendrickx & Tsitsiklis, 2013], [Slotine & Wang, 2004],
[Cao & Ren, 2011], [Chopra & Spong, 2007]. Recently
in [Altafini, 2013] it is shown that bipartite consensus
(i.e., the agents agree to a common absolute value) is
achieved if and only if the signed graph of the network
is structurally balanced.
2 Paper Contribution
In this paper we deal with agreement problem under
minimal connectivity assumptions for networks of non-
linear time varying cooperative agents. It is still a chal-
lenging problem from both a theoretical and practical
point of view to find easily checkable condition to assess
agreement of nonlinear time-varying networks. This is
due to the fact that the notion of connectivity becomes
both state-dependent and time-dependent. The inter-
play of these two dimensions typically lends itself to
connectivity conditions that need to be tested along
solutions of the system.
In this respect our contributions are the following.
Firstly, most of the network models considered in
the literature of agreement problems are linear time-
varying (or embedded in such models through the use
of state-dependent weights) or nonlinear time invari-
ant (i.e. [Hendrickx & Tsitsiklis, 2013], [Altafini, 2013],
[Lin et al., 2007]). Only few other approaches (i.e.
[Slotine & Wang, 2004]), to the best of our knowledge,
explicitly consider nonlinear time varying networks.
The latter, however, under instantaneous coupling
conditions. Hereby we deal with nonlinear time vary-
ing monotone networks composed of monotone dy-
namical systems according the definition introduced
in [Smith, 1995], therefore encompassing most of the
agents models normally adopted in first-order consen-
sus. Moreover, both the dynamic at the node (self-
feedback) and the coupling can be time varying and
state dependent (as it often occurs for instance in sensor
robot networks).
Secondly, we propose a way of avoiding the circular ar-
gument by which solutions depend on the connectivity
and the latter is in turn influenced by state evolutions.
This type of circular argument normally makes up for
conditions that can hardly be tested in the case of
time-varying nonlinear agent dynamics and coupling
without explicit apriori knowledge of solutions. Herein
we propose a novel assumption on agent interactions
and graph connectivity (later called: State-Frozen In-
tegral Connectivity). In particular, our condition ex-
tends the use of integral connectivity-type condition
of Moreau [Moreau, 2004] to nonlinear time varying
networks by asking that a spanning tree exists for a
suitably defined averaged graph. This only entails in-
tegrals performed in time on frozen state variables.
Therefore, it enlarges the class of networks for which
consensuability may be a priori and easier assessed
with respect to related conditions in the literature that
have to hold instantaneously ([Slotine & Wang, 2004],
[Hendrickx & Tsitsiklis, 2013], [Martin & Girard, 2013])
or require stronger graph connectivity ([Altafini, 2013])
or are restricted to specific class of nonlinear time in-
variant systems (i.e. [Cao & Ren, 2011]). Finally, for
the described class of systems, we relate State-Frozen
connectivity to a seemingly weaker notion (later called
Equilibrium Integral Connectivity) which may be tested
by considering consensus states alone, and provide an
estimate of the exponential rate of convergence towards
the agreement space.
3 Notation and problem statement
Throughout the paper all vectors are assumed to
be column vectors. To denote vectors we write x =
(x1, . . . , xn) for the column vector x ∈ Rn. |x| denotes
the Euclidean norm of x. Let a compact set K ∈ Rn,
herein we denote diam(K) = sup{|x − y| : x, y ∈ K}.
1 is the vector of all ones and ej is the j-th element
of the canonical basis of Rn, where n should nor-
mally be clear from the context. Given a function
f(t, x) : R × Rn → Rn, piecewise continuous in t and
locally Lipschitz continuous with respect to x, the asso-
ciated system of differential equations x˙(t) = f(t, x(t)),
is named cooperative if for any i ∈ {1, 2, . . . , n}, fi(t, x)
is non-decreasing with respect to xj for all j 6= i. No-
tice that this condition implies monotonicity of the flow
φ(t, x0) with respect to initial conditions, namely, for
all t ≥ 0, it holds φ(t, x1) ≥ φ(t, x2) if x1 ≥ x2 (where
”≥” is meant componentwise), [Smith, 1995].
Let G(N,E) be a weighted directed graph (digraph)
with the set of nodes N = {1, ..., n}, the set of edges
E ⊆ N ×N . A node j is reachable from node i if there
exists a path in a directed graph connecting nodes i and
j, namely there is a finite sequence n1, n2, ..., nk of dis-
tinct nodes such that (ni, ni+1) ∈ E for i = 1, . . . , k − 1
with n1 = i and nk = j. A digraph G(N,E) is quasi-
strongly connected if there exists a node (root or center)
from which any other node is reachable. G(N,E) has a
spanning tree if there exists a spanning tree that is a
subgraph of G. Notice that the condition that G(N,E)
has a spanning tree is equivalent to quasi-strongly con-
nectedness. A directed graph is connected if any two
nodes can be joined by a path. A graph G is called undi-
rected if whenever (ni, nj) ∈ E, (nj , ni) ∈ E as well.
A network is described by a nonlinear dynamical system:
x˙(t) = f(t, x(t)) (1)
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where x(t) ∈ Rn is the state, t ∈ R+ is the time variable
and f is the vector field R+×Rn → Rn. We denote with
F (t, x) = [Fij(t, x)] the Jacobian matrix, when this can
be defined.
We assume: f is locally Lipschitz continuous with respect
to x uniformly in time, viz. for all compacts K ∈ Rn
there exists LK > 0, such that, for all xa, xb ∈ K and
all t ≥ 0 it holds |f(t, xa)− f(t, xb)| ≤ LK |xa − xb|; 1
The assumptions on f , imply the local existence and
the unicity of the system’s solution on some maxi-
mally extended open interval of definition. Fixed an
arbitrary vector x, we define the following quantities:
xM = maxk∈N{xk}; xm = mink∈N{xk}.
4 Main Results
We are now ready to state our main assumptions, which
will guarantee exponential convergence towards a con-
sensus state.
Assumption 1 We assume a cooperative (in the sense
stated above) nonlinear network (1) with f that admits
an agreement equilibrium set, that is:
E = span{1} ⊆ {x ∈ Rn : f(t, x) = 0 ∀ t ∈ R+}.
Definition 2 (Equilibrium interaction graph) We
say that G(N,E) is an equilibrium interaction graph for
(1) if for all compact K ⊆ R, there exist εK > 0 and
sufficiently large TK > 0 so that for any t ≥ 0, ∀x ∈ K,
∀ (j, i) ∈ E it holds:∫ t+TK
t
Fij(τ, x1) dτ ≥ εK. (2)
Definition 3 (State-Frozen interaction graph)
We say that G(N,E) is an interaction graph for (1) if
for all compact K ⊆ R, there exist εK > 0 and suffi-
ciently large TK > 0 so that for any t ≥ 0, ∀xi, xj ∈ K,
∀ (j, i) ∈ E it holds:
sign(xj−xi)
∫ t+TK
t
fi(τ, xi1+ej(xj−xi)) dτ ≥ εK|xj−xi|.
(3)
Assumption 4 (Equilibrium semiglobal Integral
Connectivity)
We say that network (1) fulfills semiglobal Integral Connec-
tivity at equilibrium if it admits a quasi-strongly connected
Equilibrium interaction graph. We denote by Tr ⊆ E and
r ∈ N the associated spanning tree and root node.
Assumption 5 (State-Frozen semiglobal Integral
Connectivity)
1 This holds, for instance, when the Jacobian is uniformly
bounded as a function of time.
We say that the network (1) fulfills State-Frozen semiglobal
Integral Connectivity if it admits a quasi-strongly connected
State-Frozen interaction graph. We denote by Tr ⊆ E and
r ∈ N the associated spanning tree and root node.
Assumption 4 along with local differentiability of f(t, x)
with respect to x in a neighborhood of the equilibrium set
E implies that around any equilibrium, there is an open
region in which the system is contracting on average.
Thanks to the monotonicity assumption, this property
can be extended to the whole space as shown in the
following Lemma 6.
Lemma 6 Given the complex network (1) and assuming
that f(t, x) is differentiable with respect to x in a neigh-
borhood of the equilibrium set with (uniformly in time)
continuous derivatives thenG(N,E) is a State-Frozen in-
teraction graph iff it is an Equilibrium interaction graph.
Proof Let K ⊂ R be an arbitrary compact interval and
(j, i) ∈ E be an arbitrary edge in the Equilibrium in-
teraction graph. We want to show that it is an edge
also in the State-Frozen interaction graph. Let without
loss of generality consider the case xj > xi, so that
sign(xj − xi) = 1. By virtue of monotonicity, for any x˜j
with xi ≤ x˜j ≤ xj we have:
fi(t, xi1 + ej(xj − xi)) ≥ fi(t, xi1 + ej(x˜j − xi)).
Let x˜j be close enough to xi, so as to ensure continuous
differentiability of f with respect to x (uniform in time),
on the segment xi1 + sej(x˜j − xi), s ∈ [0, 1]. By the
fundamental theorem of calculus, the following holds:
fi(τ, xi1+ej(x˜j−xi)) = fi(τ, xi1+ej(x˜j−xi))−fi(τ, xi1)
=
∫ 1
0
Fij(τ, xi1 + sej(x˜j − xi)s) ds(x˜j − xi).
Hence, taking averages over finite intervals of the above
inequality and exchanging the order of integration yields:∫ t+T
t
fi(τ, xi1 + ej(x˜j − xi)) dτ
=
∫ t+T
t
[fi(τ, xi1 + ej(x˜j − xi))− fi(τ, xi1)] dτ
=
∫ 1
0
(∫ t+T
t
Fij(τ, xi1 + sej(x˜j − xi)) dτ
)
ds · (x˜j − xi).
Notice that, by uniform continuity of derivatives there
exists a class K function γK such that for all (i, j):
Fij(τ, xi1 + ej(x˜j − xi)s) ≥ Fij(τ, xi1)− γK(s).
Hence, defining δK := min{1, γ−1K (εK/2T )} yields
TγK(δK) ≤ εK/2, and this can be exploited to derive
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the following bound:
∫ 1
0
(∫ t+T
t
Fij(τ, xi1 + ej(x˜j − xi)s) dτ
)
ds
≥
∫ δK
0
(∫ t+T
t
Fij(τ, xi1 + ej(x˜j − xi)s) dτ
)
ds
≥
∫ δK
0
(∫ t+T
t
Fij(τ, xi1)− γK(s) dτ
)
ds
≥
∫ δK
0
[εK − TγK(s)] ds
≥ δKεK − TγK(δK)δK ≥ δKεK/2 := ε˜K. (4)
Combining the previous inequalities yields:∫ t+T
t
fi(τ, xi1 + ej(xj − xi)) dτ ≥∫ t+T
t
fi(τ, xi1 + ej(x˜j − xi)) dτ ≥ ε˜K,
which proves that (j, i) is an edge for the State-Frozen
interaction graph provided we define ε˜K as in (4) (notice
that this definition is indeed independent of i and j).
Conversely if (3) holds then,∫ t+T
t
Fij(τ, xi1) dτ =
∫ t+T
t
lim
h→0
fi(τ, xi1 + hej)− fi(τ, xi1)
h
dτ
= lim
h→0
∫ t+T
t
fi(τ, xi1 + hej) dτ
h
≥ lim
h→0
εKh
h
= εK.

Remark 7 Notice that if Assumptions 4-5 hold for some
TK, it holds a fortiori for all T˜K > TK (for the same
compact K and same εK). Informally speaking an edge
in the graph from node j to i means that agent j influ-
ences agent i over the considered time horizon. Hence,
existence of a spanning tree guarantees direct or indirect
influence of the root node towards all other nodes (pro-
vided sufficient time is allowed). Notice that, in the light
of Lemma 6, Assumptions 4 and 5 are equivalent. Con-
dition (3) is an assumption of averaged quasi-strongly
connectedness across uniform time intervals: despite its
averaged character (which would more naturally lead to
a test along solutions of (1)), the property is defined on
frozen state variables, making easier its a priori verifi-
cation. On the other side condition (2) is of really sim-
ple verification as it involves to test the condition just
on the equilibrium solution. Notice that Definition 2 only
needs the Jacobian to be defined locally around equilib-
rium states and (accordingly) the subsequent Lemma 6
assumes local differentiability of f (uniform in time).
Let x(t) denote an arbitrary solution of (1). The follow-
ing fact is well-known and we prove it below only for the
sake of completeness:
Lemma 8 The functions xM (t) and xm(t) are (re-
spectively) monotonically non-increasing and non-
decreasing.
Proof Equivalently we show that the set: Mc := {x :
maxi∈N xi ≤ c}, is forward invariant for all c ∈ R. Let x
inMc be arbitrary. SinceMc is convex, its tangent cone
at x is simply given by TCxMc = {z : zi ≤ 0,∀ i : xi =
c} (see Proposition 5.5, [Clarke et al., 1998]). Moreover,
for all i such that xi = c and any t it holds, by coopera-
tivity: fi(t, x) ≤ fi(t, c1) = 0.
Hence f(t, x) ∈ TCxMc. As this holds for all x ∈ Mc
it proves forward invariance of Mc (by Nagumo’s The-
orem - [Blanchini & Miani, 2008]) and monotonicity of
xM (t). A symmetric argument can be used to prove
monotonicity of xm(t) by proving forward invariance of
Nc = {x : mini∈N xi ≥ 0}. 
In what follows we will present the main lemmas which
will allow us later to prove exponential consensus. We
will consider as connectivity assumption the 5 (i.e. State-
Frozen Integral Connectivity), remarking that the re-
sults we are presenting hold as well under assumption 4
by Lemma 6. For sake of presentation we will omit the
explicit depednence of L, ε, T µ from K, with K being a
compact set containing all agents at time instant t = 0.
Lemma 9 Let r ∈ N be the root of the spanning tree as
from Assumption 5. For any x ∈ Rn let x¯ and x denote
the following:
x¯ = xM 1+
(
xr − xM
)
er,
x = xm 1+
(
xr − xm
)
er.
Let x˜(·) and
˜
x(·) denote the solutions of equation (1)
from initial state x¯(t) at time t (viz. x˜(·) = φ(·− t, x¯(t)))
and from initial state x(t), respectively (viz.
˜
x(·) = φ(· −
t, x(t)). If there exist a finite positive integer k¯ and µ > 0
(uniform in t) such that:
x˜M (t+ k¯T ) ≤ xM (t)− µ|xM (t)− x˜r(t)| (5)
and respectively:
˜
xm(t+ k¯T ) ≥ xm(t) + µ|xm(t)−
˜
xr(t)|,
then, similar inequalities hold for the solution x(·), viz.:
xM (t+ k¯T ) ≤ xM (t)− µ|xM (t)− xr(t)| (6)
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and:
xm(t+ k¯T ) ≥ xm(t) + µ|xm(t)− xr(t)|.
Proof Notice that, by construction x¯(t) ≥ x(t). Hence,
by monotonicity, x˜(τ) ≥ x(τ) holds componentwise for
all τ ≥ t and implies x˜M (τ) ≥ xM (τ). In particular,
since x˜M (t) = xM (t) and x˜r(t) = xr(t), it is enough
to prove inequality (5) to guarantee inequality (6). A
symmetric argument applies to x
˜
(·). 
Informally speaking the previous Lemma states that
there exists a worst-case scenario for the initial distri-
bution of agents when it comes to the rate of conver-
gence towards consensus. This is described by the ini-
tial condition x¯ (or x, respectively): a condition in which
all agents have maximum (respectively minimum) value,
except for the root node r.
Lemma 10 Let r ∈ N be the root of the spanning tree as
from Assumption 5. There exists a finite positive integer
k¯ and µ > 0 (uniform in t) such that (6) holds.
Proof Let d(k) : N → N denote the distance in the
spanning tree of node k from the root of the tree in
Assumption 5, which we denote by r. For nodes k with
d(k) = 1 and all τ ∈ [t, t+ 2T ] the following holds:
x˜k(τ)− xM (t) =
∫ τ
t
fk(θ, x˜(θ)) dθ (7)
≤
∫ τ
t
fk(θ, xM (t)1 + (x˜r(θ)− xM (t))er
+ (x˜k(θ)− xM (t))ek) dθ
where the inequality holds from non-decreasingness of
fk with respect to all xis, with i 6= k, and remarking
that for all θ ≥ t, x˜(θ) ≤ x˜M (θ)1 ≤ x˜M (t)1 = xM (t)1.
This last inequality is instrumental for the subsequent
exploitation of Lipschitz continuity of f . Indeed, we may
observe that:∫ τ
t
[fk(θ, xM (t)1 + (x˜r(θ)− xM (t))er (8)
+ (x˜k(θ)− xM (t))ek)
− fk(θ, xM (t)1 + (x˜r(θ)− xM (t))er)] dθ
≤ −L
∫ τ
t
[x˜k(θ)− xM (t)] dθ,
where L is the time independent Lipschitz constant of
fk. Combining inequalities (7) and (8) we see that:
x˜k(τ)− xM (t) ≤∫ τ
t
fk(θ, xM (t)1 + (x˜r(θ)− xM (t))er) dθ
− L
∫ τ
t
[x˜k(θ)− xM (t)] dθ
≤
∫ τ
t
fk(θ, xM (t)1 + (xˆr − xM (t))er) dθ
− L
∫ τ
t
[x˜k(θ)− xM (t)] dθ
where the last inequality is derived considering that xˆr =
maxθ∈[t,t+2T ] x˜r(θ). In particular, thanks to condition
(3) and Assumption 5 applied to the first term of the
latter inequality for τ ∈ [t + T, t + 2T ], (j, i) = (r, k),
xi = xM (t) and xj = xˆr we see that:
x˜k(τ)− xM (t) ≤ −εK(xM (t)− xˆr) (9)
− L
∫ τ
t
[x˜k(θ)− xM (t)] dθ;
(notice in this respect that the subscripts i and j, of xi,
xj in Assumption 5 are merely typographical symbols,
and bear no connection with the edge (j, i) under con-
sideration). By defining ∆(τ) =
∫ τ
t
[x˜k(θ)−xM (t)] dθ we
can recast equation (9) as:
d
dτ
∆(τ) ≤ −εK(xM (t)− xˆr)− L∆(τ),
which holds for all τ ∈ [t+T, t+2T ]. Since ∆(t+T ) ≤ 0,
by a standard comparison principle we see that:
∆(τ) ≤ −εK
L
(xM (t)− xˆr)[1− e−L(τ−T−t)], (10)
which holds for all τ ∈ [t+ T, t+ 2T ]. In particular, for
τ = t+ 2T equation (10) yields:
∆(t+ 2T ) ≤ −εK
L
(xM (t)− xˆr)[1− e−LT ]. (11)
From the mean value theorem it results:
∃t∗ ∈ [t, t+ 2T ] : x˜k(t∗)− xM (t) = ∆(t+ 2T )
2T
. (12)
By Lipschitz continuity of f , convergence of x˜k(t) to
xM (t) is at most exponential (within time t+ 2T ), and
therefore we may infer:
x˜k(t+ 2T )− xM (t) ≤ (x˜k(t∗)− xM (t))e−L(t+2T−t∗)
(13)
≤ (x˜k(t∗)− xM (t))e−2LT .
From (12) and (13) it results:
x˜k(t+ 2T )− xM (t) ≤ ∆(t+ 2T )
2T
e−2LT (14)
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Finally, in order to derive an estimate of how decreasing
is x˜k(t) which is uniform in time we need to observe:
|x˜r(θ)− xM (t)| ≥ |x˜r(θ)− xM (θ)|
≥ e−2LT |x˜r(t)− xM (t)|, ∀θ ∈ [t, τ ].
that along with the folllowing:
|xˆr − xM (t)| = min
θ∈[t,τ ]
|x˜r(θ)− xM (t)|,
yields to:
|xˆr − xM (t)| ≥ e−2LT |x˜r(t)− xM (t)|. (15)
In fact, by combining (11), (14) and (15) we obtain:
x˜k(t+2T )−xM (t) ≤ −εK e
−4LT
2LT
[1−e−LT ] |x˜r(t)−xM (t)|.
(16)
Next we deal with nodes k ∈ N with d(k) = 2. Let j be
such that d(j) = 1 and (j, k) ∈ E. The following holds
for all τ ∈ [t+ 2T, t+ 4T ]:
x˜k(τ)− x˜k(t+ 2T ) =
∫ τ
t+2T
fk(θ, x˜(θ)) dθ
≤
∫ τ
t+2T
fk(θ, xM (t)1 + (x˜j(θ)− xM (t))ej
+ (x˜k(θ)− xM (t))ek) dθ
≤
∫ τ
t+2T
fk(θ, xM (t)1 + (x˜j(θ)− xM (t))ej) dθ
− L
∫ τ
t+2T
[x˜k(θ)− xM (t)] dθ
≤
∫ τ
t+2T
fk(θ, xM (t)1 + (xˆj − xM (t))ej) dθ
− L
∫ τ
t+2T
[x˜k(θ)− xM (t)] dθ
where xˆj = maxθ∈[t+2T,t+4T ] x˜j(θ). In particular then,
for all τ ∈ [t+ 3T, t+ 4T ] we see that:
x˜k(τ)− xM (t) ≤ x˜k(τ)− x˜k(t+ 2T ) (17)
≤ −εK(xM (t)− xˆj)− L
∫ τ
t+2T
[x˜k(θ)− xM (t)] dθ
By defining ∆(τ) =
∫ τ
t+2T
[x˜k(θ) − xM (t)] dθ we can re-
cast equation (17) as:
d
dτ
∆(τ) ≤ −εK(xM (t)− xˆj)− L∆(τ),
which holds for all τ ∈ [t+3T, t+4T ]. Since ∆(t+3T ) ≤
0, by a standard comparison principle we see that:
∆(τ) ≤ −εK
L
(xM (t)− xˆj)[1− e−L(τ−3T−t)], (18)
which holds for all τ ∈ [t+ 3T, t+ 4T ]. In particular, for
τ = t+ 4T equation (18) yields:
∆(t+ 4T ) ≤ −εK
L
(xM (t)− xˆj)[1− e−LT ]. (19)
By applying the mean value theorem and exploiting Lip-
schitz continuity, we get:
x˜k(t+ 4T )− xM (t) ≤ ∆(t+ 4T )
2T
e−2LT (20)
Consequently, in order to derive an estimate of how de-
creasing is x˜k(t) which is uniform in time we need to re-
mark that by uniform Lipschitz continuity and exploit-
ing (16) applied to node j at distance d(j) = 1 from r
we get:
|xˆj − xM (t)| ≥ e−2LT |x˜j(t+ 2T )− xM (t)| (21)
≥ εK e
−6LT
2LT
[1− e−LT ] |x˜r(t)− xM (t)|.
Finally, by combining (19), (20) and (21) we obtain:
x˜k(t+ 4T )− xM (t)
≤ −e−8LT
(
εK[1− e−LT ]
2LT
)2
|x˜r(t)− xM (t)|.
A similar procedure can be used to construct an estimate
of the convergence rate for an arbitrary node at distance
d(k)+1 based on the estimate for nodes at distance d(k).
By induction, for any node k at distance d(k) from the
root, the following inequality holds:
x˜k(t+ 2d(k)T )− xM (t)
≤ −e−(4d(k)LT )
(
εK[1−e−LT ]
2LT
)d(k)
|x˜r(t)− xM (t)|
= −µ(d(k))|x˜r(t)− xM (t)|,
with µ(d(k)) = e−(4d(k)LT )
(
εK[1−e−LT ]
2LT
)d(k)
being a
positive constant for any fixed d(k).
Given the fact that only a finite number of agents are
present, considering monotonicity of xM (t) and, by As-
sumption 5, every agent k having a finite distance from
the root, a uniform estimate of the convergence rate can
be provided letting k¯ := 2(n − 1) and µ = µ(k¯/2) =
µ(n− 1). This concludes the proof of inequality (5) that
by Lemma 9 yields to inequality (6). 
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Theorem 11 Consider the network modeled by equa-
tions (1), if Assumption 5 holds, then the equilibrium set
E is uniformly exponentially stable and x(t) converges
exponentially to an agreement equilibrium state.
Proof We prove the result by a Lyapunov argument.
Consider the function:
V (x) = max
k∈N
xk −min
k∈N
xk.
This is positive definite and radially unbounded with
respect to the equilibrium set E . Moreover, by Lemma 8
it is non-increasing along solutions. From Lemma 9 and
10 more is actually true, in particular there exist a finite
k¯ and positive µ(k¯/2) ∈ (0, 1) such that:
V (x(t+ k¯T ))− V (x(t)) ≤ −µ(k¯/2)V (x(t)). (22)
Inequality (22) proves Exponential Uniform Asymptotic
Stability of the equilibrium set and exponential conver-
gence of V (x) to 0. Moreover, as xM (t) and xm(t) are
monotone and bounded functions of time both of them
are converging and their limits are equal. Therefore,
x(t) approaches asymptotically a single equilibrium that
belongs to E , viz. exponential asymptotic consensus is
achieved. 
5 Representative Examples
In this Section we will discuss illustrative examples show-
ing the merits of the proposed conditions. Firstly we
consider a network composed of 4 agents connected bidi-
rectionally in a ring topology:
x˙i = σ(t+xi)sat(xi+1−xi)+σ(t+xi)sat(xi−1−xi) (23)
for i = 1, 2, 3, 4 with the notation that x0 = x4 and x5 =
x1, while σ(·) is a periodic function represented in Fig.
1-(a) with period T = 2 and sat denotes the standard
symmetric piecewise-linear saturation. By verification of
(2) in Assumption 4 for i = 1, 2, 3, 4, it results:∫ t+T
t
Fii±1(τ, x1) dτ =
∫ t+T
t
σ(τ + x) dτ (24)
=
∫ T
0
σ(τ) dτ ≥ εK,
provided εK :=
∫ T
0
σ(τ) dτ . Similarly, condition (3) in
Assumption 5 may be used to assess consensus: indeed
its verification for i = 1, 2, 3, 4, yields to:
sign(xi±1 − xi)
∫ t+T
t
σ(τ + xi)sat(xi±1 − xi) dτ =
sign(xi±1 − xi)sat(xi±1 − xi)
∫ t+T
t
σ(τ + xi) dτ
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0.2
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Fig. 1. Asymptotic convergence to the consensus state: (a)
σ(χ) (b) dynamic evolution of x.
= |sat(xi±1 − xi)| ·
∫ T
0
σ(τ) dτ ≥ εK|xi±1 − xi|. (25)
provided TK = T , εK := min{1, 1/diam(K)}
∫ T
0
σ(τ) dτ .
From (24) and (25) it appears that all the required As-
sumptions are fulfilled (any node can be taken to be
the root given the ring-topology of the graph of interac-
tions). It is worth pointing out that integration in (24)
and (25) are performed with “frozen” state variables,
greatly simplifying the a priori verification of the con-
ditions guaranteeing asymptotic consensus, (see Fig. 1-
(b) for a simulation). Additionally the verification of the
condition (2) is further simplified just considering the
integration around the equilibrium space.
Now we consider a different class of examples for which
consensus can be assessed by using our conditions. Let
G(N,E) be a quasi-strongly connected directed graph,
with Ni being the set of nodes j such that (j, i) belongs
to E. We consider the following set of equations:
x˙i = −2xi + min
j∈Ni∪{i}
{xj}+ max
j∈Ni∪{i}
{xj}. (26)
More in general, one could allow for a time-varying graph
G(N,E(t)), and introduce time-varying weights as fol-
lows:
x˙i = −αm(t)(xi − min
j∈Ni(t)∪{i}
xj) (27)
− αM (t)(xi − max
j∈Ni(t)∪{i}
xj).
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Verification of the proposed Assumption 5 on equation
(26), for any j ∈ Ni yields:
sign(xj−xi)
∫ t+TK
t
(−2xi+min{xj , xi}+max{xj , xi}) dτ
= sign(xj−xi)
∫ t+TK
t
(−2xi+xi+xj) dτ ≥ εK|xj−xi|,
holding for any 0 < εK ≤ TK. Notice that applica-
tion of condition (2) is not straightforward due to non-
smoothness of the functions fk. Therefore, assumption
4, albeit of more direct verification, is less general than
assumption 5.
6 Discussion
We provide below a comparison of the new conditions
introduced with respect to many interesting ones al-
ready available in the literature. The aim of this Section
is to further remark how the proposed conditions are
independent on the existing conditions, and how their
verification may sometimes be simpler and more direct
even if existing conditions could be also applied.
We start with an interesting assumption A2, pg.5 in
[Lin et al., 2007] named strict sub-tangentiality condi-
tion. It represents the continous-time counterpart of
Moreau’s assumptions and it is used to prove asymp-
totic consensus for uniformly quasi-strongly connected
interaction graphs for nonlinear time-invariant sys-
tems in the presence of switching (in time) topologies.
Reference [Lin et al., 2007] also mentions the corre-
sponding condition for time-varying vector fields but
claims that this is not enough, in general, to guaran-
tee asymptotic consensus. Decoupling state-dependence
from time-dependence (through a switching topology)
is one of the crucial technical ingredients that allow to
guarantee consensus. Cooperativity of the dynamical
system is, however, not required. In the case of cooper-
ative nonlinear networks, with switching topology and
one-dimensional agents’ states, the above mentioned
condition is very similar to the one proposed here (3),
one slight difference being that condition A2 involves
all neighbors configurations of agent i-th while (3) only
considers one neighbor at a time being displaced from
the consensus configuration. As a matter of fact, the
proof in [Lin et al., 2007] borrows heavily Moreau’s ge-
ometric concepts and proof’s structure, pointing out
remarkable challenges presented in the continous-time
case, while the proof herein developed strongly relies
on the flow monotonicity allowed by the considered
scenario of cooperative networks. For this scenario, we
further extend to the time-varying case the above strict
sub-tangentiality-like condition while, by making strict-
ness linear-like, we additionally guarantee exponential
convergence.
Another remarkable condition dealing with a class of
networked nonlinear systems coupled by a matrixD(t) is
proposed in [Qu, 2009]. Specifically, the notion of strict
relative amplitude dominant network (i.e. condition 6.7)
is introduced that, along with the condition of uniform
sequential completeness of D(t) ensures asymptotic
consensus. The proposed notion of connectivity, how-
ever, requires a special kind of network’s equation for
which connectivity coefficients enter in a multiplicative
way. This is not necessary the case in the our approach
and examples (26) and (27) introduced above show that
providing a time-varying linear-like embedding may re-
sult in connectivity conditions which are hard to test a
priori. This will be highlighted later by introducing the
embedding (28). Therefore, the conditions herein pro-
posed may be simpler to test as specifically pointed out
by examples (26) and (27). Finally, exponential conver-
gence is hereby guaranteed.
Finally, the condition (2) has no obvious counterpart
in [Lin et al., 2007] and [Qu, 2009], or in the existing
literature on consensus for nonlinear networks.
Now we are recalling some notable connectivity condi-
tions for first order time varying consensus protocols.
We start with the well-known assumption of integral
connectivity introduced by Moreau ([Moreau, 2004])
states that:
Assumption 12 (Integral-connectivity) The link
weights aij(t) are uniformly bounded and there exist
T > 0 and δ > 0 such that the directed graph obtained by
connecting i to j whenever
∫ t+T
t
aij(τ)dτ > δ for every
t, has a rooted spanning tree.
The presented Assumptions 4 and 5 enlarges the class
of networks for which consensus may be assessed un-
der ”integral connectivity” type condition to nonlinear
time varying monotone systems, with the remarkable
feature of being frozen in state variables, that makes its
direct verification more straightforward. In addition to
[Moreau, 2004], we provide an estimate (albeit conser-
vative) of the exponential rate of convergence towards
the agreement space.
In [Hendrickx & Tsitsiklis, 2013] the following cut-
balanced assumption is presented:
Assumption 13 (Cut-balance) There exists a constant
K ≥ 1 such that for all t, and any nonempty subset S of
{1, ..., n}, it holds:
K−1
∑
i∈S,j /∈S
aji(t) ≤
∑
i∈S,j /∈S
aij(t) ≤ K
∑
i∈S,j /∈S
aji(t)
In [Martin & Girard, 2013] the authors extend the con-
tinuous time result in [Hendrickx & Tsitsiklis, 2013] by
replacing the Assumption 13 with the slow divergence of
reciprocal weights. Let r(t) = maxS 6=∅,S N rS(t), with
rS(t) being the ratio between reciprocal interaction
weights defined as: [
∑
i∈S,j /∈S aij(t)]/[
∑
i∈S,j /∈S aji(t)]
if the denominator is positive; 1 if the numerator and
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denominator are equal to zero; +∞ if the denominator
is zero and the numerator is positive. The Assumption
introduced in [Martin & Girard, 2013] states:
Assumption 14 (slow divergence of reciprocal weights)
For all t ≥ 0, r(t) is finite and the infinite sum∑
p∈N r(tp)
−[n2 ] = +∞
Assumption 14 enables the divergence of reciprocal in-
teraction weights provided this divergence gets slower
and slower as larger is the number of agents.
An alternative link property (arc balance) is proposed
in [Shi & Johansson, 2013] where the graph strong con-
nectivity is relaxed to be quasi strongly connected:
Assumption 15 (arc balance) There exists a constant
K > 1 such that for any two arcs (j, i), (m, k) and t ≥ 0,
it results: K−1aij(t) ≤ akm(t) ≤ Kaij(t).
In [Shi & Johansson, 2013] a relation between 15 and 13
is outlined. Assumption 13 guarantees cluster consensus
rather consensus. The remaining assumptions, except 14
and 15 that also ensure exponential convergence rates,
along with infinite integral connectivity-type assump-
tions (e.g. persistent connectivity, unbounded interac-
tions connectivity) guarantee asymptotic convergence to
consensus. Additionally they consider linear time vary-
ing first order networks (and/or state dependent sys-
tems embedded in such models through the use of state-
dependent weights [Hendrickx & Tsitsiklis, 2013]). Fi-
nally all of them have to hold instantaneously even
though this does not imply interaction graph that is
strongly connected at all times. Differently, Assump-
tions 4 and 5 have simultaneously the features to require
the existence of a spanning tree for a graph defined by
means of a time average of interaction strength per-
formed over all state values (frozen in time) or just
around the equilibrium, and to be applied to nonlinear
time varying monotone systems to assess exponential
consensus.
In [Altafini, 2013] the notion of bipartite consensus
is introduced for signed graph networks in which the
edges can assume also negative weights. Remarkably,
the relation between strong monotonicity property and
bipartite consensus achievement is pointed out. Specif-
ically, any strongly monotone system ([Smith, 1995])
whose Jacobian F (x) is globally -strongly connected
(e.g. the graph obtained by connecting i to j whenever
|F (x)| ≥  is strongly connected) can be turned into a
(nonlinear) Laplacian scheme achieving bipartite con-
sensus. Herein, we assess consensus under quasi-strongly
connectivity property (just the existence of a spanning
tree for a suitable averaged graph is required) for a
larger class of nonlinear time varying (not strongly)
monotone networks.
We remark the different nature of Interaction Graphs
proposed in Definition 2 and 3. The first one has to hold
only on equilibrium states (equilibrium set E) provided
f(t, x) is C1 in a neighborhood of E . The second one,
Definition 3, has to hold for edge (j, i) on all state config-
urations in which all agents except j take the same value
of agent i. Interestingly, they are equivalent as shown
by Lemma 6. This says how the proposed condition are
not stronger than similar conditions formulated along
all solutions, usually considered for nonlinear systems.
Hence, the proposed criteria are different and indepen-
dent of existing conditions. Additionally, they may be
of easier verification even for time-invariant network’s
scenarios. To highlight this feature let consider the rep-
resentative example earlier introduced by system (26).
A standard technique to apply the conditions holding
for linear time-varying protocols is to regard (26) as
embedded in the following linear time-varying system:
x˙i =
∑
j 6=i
aij(t)(xj − xi) (28)
where the coefficients aij(t) are regarded as exogenous
input computed in feedback according to:
aij(t) =

1/card(argmink∈Ni xk(t)),
if j ∈ argmink∈Ni xk(t);
1/card(argmaxk∈Ni xk(t)),
if j ∈ argmaxk∈Ni xk(t);
0, otherwise.
Notice that, according to this embedding, each agent is
(for almost all values of t) connected to at most two of its
neighbours. Therefore, verification of connectivity con-
ditions according to Moreau’s definition is not straight-
forward and might fail, especially for graphs with a large
number of neighbours at each node but a relatively low
number of loops (for instance 0 loops as in the case of
trees). Similar difficulties are encountered with all avail-
able criteria for consensus of time-varying linear net-
works, including the approach proposed in [Qu, 2009].
Indeed, in order to attack this example with embed-
ding techniques, a more subtle embedding must be em-
ployed. The one we proposed is, however, the easiest
and most natural one. Subtangentiality conditions as in
[Lin et al., 2007] apply to system (26), and guarantee
asymptotic consensus, even in the case of time-varying
graphs G(N,E(t)), as this correspond to hypothesis of
switching topology. The fully time-varying set-up, with
time-varying weights as in equation (27), is instead not
covered by [Lin et al., 2007].
Finally the proposed approach can encompass existing
agreement conditions also in the case of simple time-
invariant models. A trivial representative example is the
following:
x˙1(t) = −sat(x1 − x2)
x˙2(t) = −sat(x2 − x1)
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for which “Jacobian-based” conditions are inconclusive
given the apparent loss of connectivity experienced when
operating in the saturated region over the threshold 1,
namely: ∂x˙1∂x2 =
∂x˙2
∂x1
= 0, ∀|x1 − x2| ≥ 1.
7 Conclusions and Future work
This paper introduces conditions for exponential agree-
ment (state frozen integral connectivity and equilibrium
integral connectivity), suitable for nonlinear cooperative
time-varying networks. The conditions extend, to this
nonlinear scenario, the notion of integral connectivity
well known in the literature and have the additional
merit to be frozen in state variables to allow for a priori
simpler verification. Remarkably, the seemingly weaker
notion of equilibrium integral connectivity, only involves
Jacobian connectivity on equilibrium configurations for
networks defined through sufficiently smooth equations.
As a corollary, exponential convergence to the agreement
space is proved and an estimate of the convergence rate
is given. Ongoing work is devoted to assess agreement
conditions for non-monotone networks.
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