Recent advances in selected CI, including the adaptive sampling configuration interaction (ASCI) algorithm and its heat bath extension, have made the ASCI approach competitive with the most accurate techniques available, and hence an increasingly powerful tool in solving quantum Hamiltonians. In this work, we show that a useful paradigm for generating efficient selected CI/exact diagonalization algorithms is driven by fast sorting algorithms, much in the same way iterative diagonalization is based on the paradigm of matrix vector multiplication. We present several new algorithms for all parts of performing a selected CI, which includes new ASCI search, dynamic bit masking, fast orbital rotations, fast diagonal matrix elements, and residue arrays. The algorithms presented here are fast and scalable, and we find that because they are built on fast sorting algorithms they are more efficient than all other approaches we considered. After introducing these techniques we present ASCI results applied to a large range of systems and basis sets in order to demonstrate the types of simulations that can be practically treated at the full-CI level with modern methods and hardware, presenting double-and triple-zeta benchmark data for the G1 dataset. The largest of these calculations is Si2H6 which is a simulation of 34 electrons in 152 orbitals. We also present some preliminary results for fast deterministic perturbation theory simulations that use hash functions to maintain high efficiency for treating large basis sets.
I. INTRODUCTION
Selected configuration interaction techniques (SCI) have seen a recent revival for performing quantum chemistry simulations, especially for treating strongly correlated systems [1] [2] [3] [4] [5] . Much of the recent interest in selected CI was sparked by the demonstration that the adaptive sampling CI method (ASCI) can attain an accuracy comparable to the density matrix renormalization group (DMRG) for Cr 2 with relatively little computational cost [1, 2] . Selected CI techniques can be applied to a wide range of atomic, molecular, and solid state chemical systems. As such, they are a fundamentally different from DMRG, which is often the method of choice for low dimensional solid state systems.
Notable selected CI approaches developed in the last few years include ASCI [1] and the similarly titled adaptive CI approach (ACI) [3] . An integral driven search extension to ASCI, known as heat bath CI (HBCI), was also recently developed [2] . Additionally the classic configuration interaction perturbatively selected iteratively (CIPSI) algorithm has also seen recent advances [3, [6] [7] [8] [9] . The development of the ASCI method [1] also demonstrated a connection between selected CI and the full configuration interaction quantum Monte Carlo (FCIQMC) technique [10] [11] [12] [13] [14] [15] [16] [17] [18] . In contrast to FCIQMC however, the ASCI method utilizes a significantly more computationally efficient deterministic approach for searching Hilbert space, allowing it to produce nearly identical results at significantly reduced cost. Overall, the ASCI method is complementary to and competitive with density matrix renormalization group (DMRG) [1] with regards to accuracy and computational cost. For one-dimensional systems DMRG is the method of choice due to the low entanglement of the wave functions [19] [20] [21] [22] [23] [24] [25] . However, DMRG is not an optimal choice when the entanglement is large, and virtually all chemically relevant systems have large entanglement [22, [26] [27] [28] [29] [30] . This makes ASCI superior for many systems which include 2D and 3D systems, as well as for systems with large basis sets and for simulations of excited states [31, 32] .
The ASCI algorithm of ref. [1] improves upon the perturbative approach of the CIPSI algorithm [6, 7, 9, [33] [34] [35] [36] [37] by introducing approximate search algorithms for finding the important determinants. In the original application of the ASCI algorithm, simulations of up to 48 electrons in 42 orbitals were made [1, 38] . This work describes advances in the methodology that permit simulations with hundreds of orbitals on single workstations. Few other methods are known to provide this level of speed and accuracy. Auxiliary field quantum Monte Carlo (AFQMC) is a competitive method, but it has several limitations that prevent consistent production of chemically accurate numbers [39] [40] [41] . However there is always room to improve AFQMC type techniques with better trial wave functions [42] .
The algorithms developed in this work are fundamentally driven by sorting based algorithms that are relevant to all current selected CI approaches. Our approach addresses the critical issue that selected CI methods are largely based on manipulation of large amounts of data. As such, selected CI methods need to be designed to efficiently process and move data to and from the CPU. Many of the improvements presented here make use of optimized tools and libraries that have not yet made their way into the selected CI literature. We demonstrate here all these newly designed algorithms as extensions to the ASCI formalism. This includes algorithms that allow for different levels of parallelization and computing architectures, such as GPUs. With these ideas, we are able optimize the ASCI algorithm beyond what has been done with previous selected CI approaches.
The different techniques presented in this work are outlined in the sections designated below. After we present these techniques, we apply our algorithm to 55 benchmark molecular systems in the G1 set (Section V).
Before presenting the details of the new algorithms however, we first present some timings and accuracy results to demonstrate their capabilities. Figure 1 presents an overview of the ASCI algorithm. The main components of the algorithm involve building the Hamiltonian, diagonalization, search, and second order perturbation theory (PT2). We break up the wave function construction into a growth and a refinement process. The growth process involves several steps in which the wave function is increased in size and the orbitals are rotated. The refinement process is a set of final steps in which the size of the wave function is kept fixed, but the quality is improved. In the following sections we introduce new algorithms for ASCI, which include approaches for search and Hamiltonian construction. We present several algorithm choices for these components. Our current recommendation is to use the following algorithms for constructing a selected CI: New ASCI search (described in this work), dynamic bit masking for Hamiltonian construction (described in this work), fast orbital rotations (described in this work) and a deterministic PT2 based on sorting, which will be described in a future work. We also introduce the residue arrays algorithm for Hamiltonian construction, which may be more efficient than dynamic bit masking for certain Hamiltonians. In particular, the size of a residue array is determined by the number of electrons being simulated, thus a residue array is more efficient in the limit in which a system has a small number of electrons. To illustrate the current set of algorithms, and to compare them to previously published work, we present a series of timings in Tables I, II, and III. In Table I , we present ASCI timing results for C 2 and Cr 2 . These timings represent a careful simulation of the variational wave function that is designed to generate highly accurate results. More aggressive approximations can lead to much faster FIG. 1 . A flowchart of the ASCI algorithm. The main computational parts are the search, diagonalization, and post processing steps. The growth steps are done in the first set of iterations of ASCI to bring the variational wave function from the Hartree-Fock determinant to a wave function of size N tdets . We grow the wave function, since we find it is slower to perform diagonalizations on a full size but inaccurate wave function. We use the refinement steps when we want to generate a very high accurate variational wave function. During the refinement step we fix the size of the wave function but continue to improve upon it through search/diagonalization iterations.
II. NEW ALGORITHMS AND TIMINGS
calculation of the variational wave function. In Table II we demonstrate the timings for such an aggressive approach in order to make a comparison to HBCI. The timings for the PT2 simulations presented here represent the fastest published timings for deterministic algorithms that we are aware of. Indirect comparisons to stochastic PT2 in Table II demonstrate that stochastic algorithms are only competitive if large stochastic errors are acceptable. Recent papers [43] have suggested that stochastic PT2 is the best way to efficiently simulate large system with selected CI. However, our comparisons to the stochastic method, indicate that it is unclear when this would be true and for which ranges of accuracy. In fact, the errors on stochastic methods get even larger when energy differences are taken, which is important for chemically relevant results. The details of the sorting based deterministic perturbation theory algorithms will be published in a future work, and we hope in that work to provide a detailed analysis to compare with stochastic approaches to perturbation theory.
The timings for ASCI in Table I include the initial SCF calculations, orbital rotations, and extra diagonalization steps that are required after performing an orbital rotation. Additionally after the growth of the wave function we perform sev- [43] . HBCI uses a stochastic algorithm to perform the PT2 for these system sizes. The results here show that HBCI is inefficient in generating a variational wave function, and does not always give accurate PT2 energies, due to its large error bars. In simulations where ASCI and HBCI use the same variational wave function, the deterministic ASCI results will be always be arbitrarily more accurate due to lack of stochastic error. The HBCI results were performed on nodes with 2 Intel Xeon E5-2680 v2 processors of 2.80 GHz. These processors have 20 computational cores per node. The ASCI simulations were performed on a single core of a Intel Xeon E5-2620 v5 processor of 2.10 GHz. We have calculated the equivalent single core time in order to make a comparison to our calculations and we have scaled the ASCI timings to be representative of a 2.8 GHz core. For the PT2 simulations, we truncate the contributions less than 10 −8 , as in Ref. [43] . Orbital rotations and refinement steps were turned off for these ASCI simulations, as these extra steps are not present in HBCI. For a given number of determinants, the ASCI wave functions is better than the HBCI wave functions (as expected), even without the extra steps. An HBCI simulation with stochastic PT2 accurate to 0.1 mHa (with 68% probability) would be 6 and 11 times slower than the ASCI timings presented here for C2(N dets =100000) and F2(N dets =300000), respectively. However, stochastic HBCI calculations with 0.1 mHa accuracy (with 95% probability) for calculating energy differences between two calculations (like an atomization energy), would be 48 and 88 times slower than ASCI.
eral refinement iterations, which includes both search and diagonalization steps, to improve the wave function as much as possible before the PT2. The column labeled 'Main ASCI' incorporates all of these different steps. When using the new ASCI algorithms for Hamiltonian building, orbital rotations, and search, the Hamiltonian diagonalization is now the dominant bottleneck in the limit of large determinants. Performing an accurate search step can be done quickly with the new ASCI search algorithms, and thus is no longer the bottleneck of a simulation.
In Table III we present a comparison to selected CI calculations from previous published works, as well as CIPSI simulations as implemented in the Quantum Package suite for the Cr 2 dimer [44] . We present a comparison to our original ASCI implementation 'old ASCI' (the details of which can be found in Ref. [1] ), which uses a memory efficient but computationally slow PT2 correction. The next sets of results are generated with 'HBCI' and 'ASCI (fast)', which use a less accurate, but faster, search algorithm than ASCI and CIPSI. These results illustrate problems that arise from using an inaccurate search algorithm and generating medium quality variational wave functions. We observe in some situations that low quality wave functions can result in significant non-variational behavior for the perturbation theory correction. Unconverged wave functions can also lead to slow energy convergence from above, as can be seen in comparing HBCI to ASCI results for the C 2 dimer in Table III .
In Table II , we remove the orbital rotations and extra diagonalizaton steps after the growth algorithm in order to make more direct comparisons (in terms of computational timing) to HBCI. In these comparisons HBCI perturbation theory results are generated using a stochastic algorithm in order to TABLE III. A comparison of the current work with the original ASCI results and other selected CI methods. In the original ASCI paper (labled 'old ASCI'), slow but memory-efficient algorithms were used for the PT2. The Cr2 comparisons in the middle columns demonstrate the difference between accurate wave functions (CIPSI and ASCI) and wave functions in which a minimal search algorithm is used such as in HBCI, and 'ASCI (fast)'. For 'ASCI (fast)' the search parameters are turned down significantly so as to be similar to HBCI. Although the energies for HBCI and 'ASCI (fast)' are close to the converged DMRG results, this is because, for these inaccurate wave functions, the energy is converging from below. The HBCI energy for Cr2 will observe significant non-monotonic behavior before converging. The timings for the different algorithms were performed on different computing architectures. The CIPSI simulation was performed on a single core of an Intel Xeon E5-2680v3 processors of 2.5 GHz. The ASCI simulations were performed on a single core of an Intel Xeon E5-2620 v5 processor of 2.10 GHz. The HBCI timings were taken directly from ref. [2] . The timings are meant only to give a semi-quantitative comparison, as the timings for the ASCI includes many extra steps which are not included in the CIPSI and HBCI timings, as discussed in the main text.
treat large basis sets. This is not necessary for ASCI, and all the ASCI simulations presented in this work are completely deterministic. The results presented here show that ASCI generates lower energy variational wave functions than HBCI for the same number of determinants. For example, the C 2 ASCI(N dets =100,000) and F 2 ASCI(N dets =300,000) give comparable variational energies to HBCI but with 42,000 and 95,000 fewer determinants, respectively. This means that the HBCI wave function is missing many important determinants, as evidenced by the more compact ASCI wave function.
It needs to be emphasized that the PT2 comparisons have to be done with care, since the stochastic HBCI results have both systematic bias and stochastic bias, whereas the ASCI algorithm presented here has no stochastic errors. For timing comparisons of the PT2 results, we will consider the C 2 ASCI(N dets =100,000) and F 2 ASCI(N dets =300,000) simulations because they have nearly the same variational energy as the HBCI results. The error bar for stochastic perturbation theory decreases like 1 
√
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, where N samp is the number of samples for computing the stochastic average. For an accuracy of 0.1 mHa, the C 2 and F 2 ASCI perturbation theory timings would be 6 times faster and 11 times faster than HBCI, respectively. This is for a 68% likelyhood that the result is within 0.1 mHa of the actual answer. A more definitive result with a 95% likelihood would be would be 24 and 44 times faster with ASCI than HBCI. To calculate energy differences, such as for calculating atomization energies, another factor of two is needed to make sure the energy difference is 0.1 mHa accurate, for which ASCI would be 48 and 88 times faster than HBCI for these two systems respectively. In these scenarios, the ASCI results would still be more accurate than HBCI, as the ASCI results are calculated without stochastic errors. For an accuracy of 0.01 mHa, the ASCI timings presented are several hundred times faster than the HBCI.
In the case of C 2 , the fully converged ASCI simulation, which we perform with orbital rotations, has an energy of 75.78508(Ha). The results in Table III show slow convergence because these results are calculated with Hartree-Fock orbitals. In comparing to ASCI, these results show how both systematic errors and stochastic errors play a role in the HBCI result. The HBCI F 2 results are significantly non-variational, which is likely due to the large stochastic errors, coupled with a variational wave function that is of only medium quality. We also note that for all ASCI simulations in this work, other than those in Table II , orbital rotations are always included and significantly improve the convergence. Orbital rotations allow ASCI to generate a more compact wave function with fewer determinants. The calculation of the 1-RDM used in orbital rotations in ASCI are calculated for almost no cost (described in Section IV D 1).
We also note here that comparable DMRG simulations use a significant amount of CPU time and memory compared to the results presented here. The largest DMRG calculations in ref. [22] (butadiene: 22e,88o) reportedly used 850 GB of memory, 17 TB of disk space, and over a 1000 CPU hours per sweep with a bond dimension of 3000. Although similar sized systems (and even larger) are presented in this work, we note that DMRG is variational whereas ASCI+PT2 is not. Regardless, both methods produce high level results and can be used to provide validation of each other as they use very different approaches to solving quantum Hamiltonians.
III. THEORETICAL BACKGROUND: SELECTED CI ALGORITHMS
The main idea behind the selected CI approach is to perform diagonalization on a determinant space in which one captures as many important degrees of freedom as possible. This is the principle behind all exact diagonalization and CI techniques, although most methods do not allow for explicit searching for important determinants [35, [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] . Thus in contrast to more traditional CI techniques, the idea of using a selected CI approach is to generate determinants that account for 90% or more of the top contributions to the full CI wave function.
In the ASCI method, as well as in most selected CI methods, a wave function, ψ k , is iteratively improved to reach a desired accuracy. Here we use k to index the current iteration of the algorithm. The search part of the algorithm requires two rules: a selection criterion to determine what part of Hilbert space to search from (pruning) and a ranking criterion to determine the best determinants to include in the improved wave function ψ k+1 . For the algorithms considered here the ranking criterion is derived from a consistency relationship among the coefficients of eigenstates of the Schrödinger equation. The consistency equation is given as follows if we consider an expansion of an eigenstate in terms of its coefficients C i :
where H ij is the Hamiltonian matrix element between the ith and jth determinant, and E is the energy of the eigenstate. If we reinterpret this equation, we can use it to predict a new and better set of determinants for expanding ψ k+1 by taking the LHS as an estimate of the magnitude of the expansion coefficients,
where C k j is the CI expansion coefficient of the jth determinant and E k is the energy of the wave function in the kth iteration. It is useful to think of C k i as the coefficients of an input wave function, and the output coefficients, A i , as an estimate of coefficients of an improved wave function (close to the ground state). Since the goal of selected CI is to include the most important weight determinants in the expansion, we use this equation to define a ranking, where A i is the rank value of the ith determinant. These A i coefficients are related to a first-order perturbation estimate for CI coefficients in many body perturbation theory [6] .
In practice this iterative approach generates all the top contributions to the wave function. Having the top contributions is critical to obtain highly accurate energies, as was recently shown with the ASCI method in combination with second order many body perturbation theory [1] . The perturbation theory energy is calculated with Epstein-Nesbet PT2 which is given as,
To facilitate the following discussion, we introduce the following notation: ψ k is the wave function at the kth iteration of the selected CI algorithm, C i is the coefficient of the ith determinant in the expansion of ψ k , D i is the ith determinant in ψ k , {D} is the set of all determinants in ψ k , {D sd i } is the set of all determinant which are single or double excitations from determinant i. In general, i ∈ {D}, and {D sd } is the set of all determinants which are single and double excitations from {D} (that is {D sd }= i {D sd i }). We describe two determinants which differ by a single or double excitation as connected. The notation we use here is summarized in Table IV .
Symbol Explanation ψ k
The wave function in the current ASCI step Ci
The coefficients of the ith deteminant Di of ψ k Di
The ith determinant in ψ k {C} The set of coefficients in ψ k {D}
The set of determinants in ψ k {D sd } The set of all single and double excitations that are connected to ψ k {D sd i } The set of all single and double excitations that are connected to the determinant Di N tdets Number of determinants in the current wave function. N cdets Core space size, used for pruning in ASCI TABLE IV. A reference to a list of the symbols used in this work.
Introduction to the Computational Challenge
The modern implementations to exact diagonalization and selected CI described in this work are in part focused on calculating Eq. 2 and Eq. 3 efficiently. The main issue for using these equations is that they involve all the elements in {D sd }, which can be extremely large. For general systems of interest a set size of 10 12 and larger is not uncommon. Furthermore, for each element i in {D sd }, all ways in which the Hamiltonian connects from {D} to i must be found. This can becomputationally expensive, especially for wave functions that can have between 10 5 to 10 9 determinants (although recent full CI simulations have recently gone all the way up to 10 12 elements [46] ). The straightforward and slow approach to performing this calculation is as follows: for all i in {D} generate the set {D sd i }. Then, for each element a in {D sd i }, search {D} to find all the elements b such that H ab is non-zero (that is b is singly or doubly connected to a). This approach scales as O((N tdets * N occ * N virt )
2 ), where N occ is the number of occupied orbitals and N virt is the number of virtual orbitals. The asymptotic scaling for N tdets (that is, for a fixed number of orbitals we ignore N occ and N virt ) can be seen as follows: the number of terms in {D sd } is proportional to N tdets , and, for each term, a search over the N tdets determinants of the wave function is needed to find all connections. Constructing the Hamiltonian also requires a similar algorithm, where connections among the elements of {D} need to be found. Improvements to this problem has been studied previously with the introduction of residue trees [56] . For both the search and Hamiltonian construction, we present new algorithms in the modern implementation sections.
CIPSI
A straightforward idea for searching for important determinants is to generate all terms in {D sd }, rank them by Eq. 2, and take the top N tdets of them to form the basis for creating ψ k+1 . This is the approach used in CIPSI and is defined by a single parameter N tdets that determines the number of determinants that are retained in a simulation. No effort is made to Algorithm 1 Generic Search (pruning and ranking) 1: Input ψ k and an initially empty array {V } that will hold information in pairs of (determinant bit string, ranking value) 2: Generate D sd from ψ k .
£ Iterate through i ∈ {D}, and find {D for use in the next iteration prune the search space in such an approach. As demonstrated explicitly in the ASCI approach, this pruning is important for computational efficiency and results in no significant loss in accuracy. For most CIPSI applications the generation of the search space is the most costly step of the calculation. Pruning the search space and approximating the ranking algorithm become critical for going to larger system sizes.
ASCI
The ASCI algorithm, introduced in ref. [1] , allows selected CI approaches to be more computationally efficient in the search algorithm. In ASCI, only a subset of {D sd } are considered for ranking, resulting in a significant increase in efficiency. This is made possible by having a good criterion (using the structure of the wave function) for quickly determining which sets {D sd i } are likely to have highly ranked connections, allowing one to avoid searching unimportant parts of Hilbert space.
The ASCI pruning algorithm uses the magnitude of the {C}. Only connections from the top N cdets determinants in ψ k (where these are ranked by C i value) are considered. Each ASCI algorithm iteration is parametrized by two determinant subspaces: a core space of size N cdets and a target space of size N tdets . This leads to an iterative algorithm with significantly more efficient performance than CIPSI methodologies.
Integral driven search extension of ASCI (Heat Bath)
The speed of the search component of ASCI may be accelerated by sacrificing some accuracy. In the HBCI approach, a new pruning criterion was introduced, using a combination of the wave function coefficients and the Hamiltonian matrix elements. This can be understood as an integral driven search approach in the ASCI formalism. The vast majority of connections in the search step are due to double excitations, whose matrix elements are just the antisymmetrized two-electron integrals, which can be sorted once at the beginning of the algorithm run. The HBCI pruning criterion is as follows: all single excitation and only those double excitations such that c i H ij > are selected for ranking, where is a parameter that replaces N cdets to define the integral driven search algorithm.
In the original heat bath approach [2] , the ranking criterion was replaced by A j = max j (H ij C i ) for the doubles contributions, which essentially allows for the pruning and ranking to occur simulatenously. With this modified ranking criterion, both the denominator and the phase information are ignored. This approximation is less justifiable for more difficult quantum chemistry problems. As shown in Table III , this reduces HBCI's ability to generate a compact wave function for C 2 and Cr 2 . Additionally, as the basis set size is increased, the energy denominator can become large and many determinants can become unimportant due to the involvement of high energy orbitals. Thus, the denominator in Eq. 2 can become increasingly important for pruning Hilbert space. For ASCI, we find that the new search algorithms are sufficiently fast that we do not need to use the approximations in the HBCI formalism. Nevertheless, integral driven search algorithms are compatible with the sorting algorithms presented in this work.
IV. MODERN IMPLEMENTATION
In this section, we present the newest algorithms for ASCI. The selected CI algorithms presented here are extremely efficient on modern computing architectures, with added functionality that allows for scaling to large numbers of electrons and basis sets. This section is organized by first presenting several different algorithms for the critical ASCI functions of determinant search and Hamiltonian build, and then describing how the best of these algorithms can be efficiently implemented. The main parts of the algorithm that we describe here are the Hamiltonian construction step, presented in Section IV B, and the search algorithm, presented in Section IV C. We also briefly discuss the perturbation theory step, but the optimal algorithmic implementations of this will be presented in a future work.
A. Sorting as a paradigm for selected CI
In this section we present evidence for the efficiency of using sorting based algorithms in selected CI on modern computers. We start by first considering both a generic 'search algorithm' and the 'Epstein-Nesbet perturbation theory' algorithm in the limit of unlimited memory. The following results were developed through extensive testing of various libraries such as the standard template library (STL) [57] and Boost [58] . We specifically considered different solutions that can be developed through sorting, hash tables, and search trees.
The idealized unlimited memory algorithm is as follows: Generate {D sd } by going through each i in {D} and retain both i and the connected bit string j ∈ {D sd } in an array. Sort the array based on j and now the elements will be grouped together such that that calculation of Eq. 2 or Eq. 3 can be done with a single pass over the sorted list. We hypothesize that there is no faster way to perform this process than by using a sorting algorithm on modern computing architectures. However, very recent advances with hash tables suggest that such structures might eventually also become competitive, particularly for large basis sets [59] . For realistic algorithms with limited memory, the sorting algorithm can be modified in different ways. We present the most efficient new ASCI search algorithm using this approach in section IV C.
The world of sorting
The dominant bottleneck in many selected CI algorithms is cache inefficiency, that is, an inability to get all of the necessary data to the CPU in a way that computation can occur in an efficient manner. Practical sorting algorithms are developed to be as cache efficient as possible and are thus a natural choice for ASCI. Research on sorting algorithms is an active field with new algorithms being developed to work with modern computing architectures [60] [61] [62] [63] [64] [65] . There have been many significant innovations even within the last few years [66, 67] . Additionally, parallelization of sorting algorithms is quite different on GPUs versus CPUs, and efficient parallelization approaches are only starting to be developed [68, 69] .
Since the selected CI algorithms presented in this work are based on sorting; any developments made in improving sorting algorithms also improves these algorithms. We emphasize that sorting based algorithms allow for easy access to parallelization which include GPU implementations. To demonstrate the efficiency of different sorting algorithms, we present a comparison of different methods in Table V . The STL implementation is a quicksort and PDQ is a pattern defeating quicksort. The Boost sorting algorithm is spreadsort. Spreadsort is a hybrid algorithm that uses a radix sort in most situations. The IPS 4 O algorithm is a sorting algorithm designed to be run in parallel. For our small tests, we found the algorithm to be nearly linear scaling up to 8 cores. Our GPU tests were performed with the Thrust library [70] and the timing results include the time is takes to move the data on and off the GPU.
B. Hamiltonian construction
Constructing the Hamiltonian requires some considerations beyond those required for traditional CI algorithms. At any given step of an iterative selected CI calculation, one has to determine which Hamiltonian matrix elements are nonzero [47] . In a typical active space calculation, all determinants within the active space are present and it is trivial to find the non-zero matrix elements. For a selected CI simulation this is not the case. The tests we present in this section take a list of determinants as input, and output a unique set of matrix coordinates that are the non-zero matrix elements. These matrix elements must be ordered by row to be used in a sparse matrix diagonalization routine. There are two straightforward approaches typically used in Hamiltonian construction that are however computationally inefficient in the limit of large numbers of determinants. These algorithms are presented for completeness in algorithms 2 and 3. The 'double loop' algorithm is fast for wave functions in which few determinants are being considered, since the number of operations scales as O(N 2 tdets ). The 'singles/doubles' algorithm can be efficient when there are not many orbitals or electrons but a lot of determinants retained. In the limit of a large number of either determinants, electrons, or orbitals, these methods can become inefficient.
Hamiltonian Construction: Residue Arrays
An alternative approach to constructing the Hamiltonian uses a data structure called a residue tree. Residue trees are one of the fastest techniques currently in the literature for constructing Hamiltonians [56] . The residue tree is a simple data structure that makes it straightforward to find connections be- Once the tree is finished, go through every residue. All pairs of determinants in a residue list are doubly connected, and have a non-zero Hamiltonian matrix element. 4: Go through the list of Hamiltonian matrix elements and remove any duplicates (Determinant pairs that are singly connected will appear in multiple residues with each other).
tween determinants. The residues that can be generated from a reference determinant is a set of determinants that is generated by removing two electrons in all possible ways from the reference determinant. Each node of a residue tree contains a residue and a list of all the determinants in {D} that can generate the residue. The full residue tree consists of all the distinct residues that can be generated from {D}. The residue tree is created as a tree so that any node in it can queried and found in O(log(N )) time (where N is the number of nodes in the tree). The number of possible residues is approximately N tdets
, where N elec is the number of electrons in the system. In the case of Cr 2 with 48 electrons and N tdets =300,000, the number of residues is on the order of 200 million. For our testing, the residue trees are implemented as red-black trees and related search trees through STL and Boost libraries. After experimenting with residue arrays we realized that the idea of a residue can be made even more efficient with a sorting-based algorithm on such arrays rather than a tree based algorithm.
Residue arrays are very similar to residue trees, but the tree structure is completely removed. Instead, each residue, together with the determinant that generated it, is stored in an unsorted array. After all residues have been generated, the array is sorted by residue. It is then in a form in which all non-zero matrix elements of the Hamiltonian can be generated, exactly as in the case of residue trees. Figure 2 and Table VI provide comparisons of residue arrays to other techniques for finding the non-zero Hamiltonian matrix elements. Figure  2 shows that in our Cr 2 ASCI test, residue arrays are second only to dynamic bit masking (discussed in Section IV B 2).
Hamiltonian Construction: Dynamic Bit Masking
The dynamic bit masking algorithm is based on the property that any two bit strings that are at most doubly connected, differ by at most four orbitals. For a pair of bit strings that are Once all the residues have been generated, sort the array by residues. All residues that are equal will now be adjacent in the array. Pairs of determinants that generate a residue are doubly connected, and have a non-zero Hamiltonian matrix element. 4: Store all connections and then remove any duplicates (Determinant pairs that are singly connected will appear in multiple residues with each other).
Algorithm 6 Hamiltonian Construction: Dynamic Bit Masking 1: Determine the number n of bit masks to use, and set the bit masks. This is done by looking at the occupation of the orbitals given by ψ k . The more orbitals that are close to being 50/50 occupied, the more efficient the dynamic bit masking becomes on increasing n. doubly connected, there exists a set of four orbitals such that we can delete those orbitals and the two quadruply-deleted bit strings will become equivalent. Consider the example strings "111000011" and "111001100". By removing the first four orbitals (right to left ordering), both strings become "11100". Another way of doing this is simply to mask the bits (to zero), instead of deleting them. Either way, we will call the resulting bit string a 'reduced' bit string. Thus by checking all possible ways of removing four orbitals, we can determine if two bit strings are singly or doubly connected. To create an algorithm that is efficient and works for large number of bit strings, we have to expand this example in two essential ways. To compare a large list of reduced bit strings, after deleting the four orbitals in all bit strings, the reduced strings are sorted (which requires O(n log(n)) time), and then a final pass on the reduced strings is performed to look for blocks of adjacent reduced strings that are equal. The final pass can be O(n 2 ) in the limit of dense matrices. For sparse Hamiltonians simulated in this work, this step is essentially linear in the number of determinants. TABLE VI. Timing (in seconds) to construct the Hamiltonian with algorithms 2, 4, 5, 6, described in the text on two test cases: i) ASCI determinants for the Cr2 SVP basis, and ii) a set of determinants that are generated from all singles and doubles of the Hartree-Fock reference for Cr2 SVP. The ASCI test is also plotted in figure 2 . The abbreviations are as follows: DL (Double Loop, algorithm 2), RT (Residue Tree, algorithm 4), RA (Residue Array, algorithm 5), and DB (Dynamic Bit Masking, algorithm 6). NNZ stands for number of non-zero elements, and indicates the sparsity of the Hamiltonian. The number above each group of algorithms indicates the number of determinants used in the test. While still sparse, the singles and doubles test represents a much denser Hamiltonian than typically encountered in an ASCI simulation and it a worse case scenario for dynamic bit masking which takes advantage of Hamiltonian sparsity. Timings for a full Hamiltonian build, which includes the calculation of matrix elements, is presented in Table VII. FIG. 2. A comparison of different techniques to determine the nonzero matrix elements given a set of determinants from a Cr2 ASCI simulation (smaller timings are better). The data is compared in detail in Table VI . Both dynamic bit masking (Algorithm 6) and residue arrays (Algorithm 5) are new algorithms presented in this work and are based on sorting. The double loop algorithm is plotted as a baseline comparison, and is not competitive for large number of determinants.
The second key step is to reduce the number of quadruplets of orbitals to remove. In this current example, we search over all ways to remove four orbitals, of which there are
. Since this number can be quite large this approach would normally be a very slow way of constructing the Hamiltonian. To reduce the number of combinations of orbital removals, we use a coarse graining of the bit string by considering the bit string as non-overlapping substrings. If we break a pair of bit strings into some number m of non-overlapping substrings (regardless of how this is done), at most four substrings can be different if the bit strings are singly or doubly connected. Hence all pairs of determinants, where the remaining m − 4 substrings match, are candidates to have a non-zero matrix element between them. The trade off to this coarse graining is that there will be some false positives, which need to be checked for and removed.
The way in which the bit strings are subdivided can be rep- bit masks that allow one to detect up to two differences between determinants. All bit masks are calculated for three sample determinants. Common entries along a row indicate that those determinants differ in no more than two places. These common entries are shaded in yellow and green to aid the eye.
resented with bit masks. A simple but inefficient approach, as mentioned at the beginning of this section, is to have a bit mask for each orbital. However, it is easy to understand the approach in this limit. We provide a simple example for how bit masking can allow one to efficiently identify determinants that differ by up to two occupancies in figure 3 .
Coarse-graining is most effective when the the orbitals that are closest to being occupied 50% of the time are put on different masks. Thus, one can pre-calculate orbital occupation over all the determinants in ψ k . The "dynamic" part of this bit masking approach is named for this step where we use the wave function information to generate the bit masks. Once the bit masks have been selected, the algorithm proceeds as follows. For all determinants in the determinant list, compute the bitwise AND of the bit string representations of the determinants with the m bit masks. Then, for all possible ways of selecting m − 4 bit masks, create a unique value that is generated by the m − 4 masked values. This can be done in any number of ways. A simple way is to create a combined integer by using shifting and adding operations to move all the masked values into the memory of a large integer. Sort this list of N dets combined integers to find repeated numbers, which correspond to non-zero elements of the Hamiltonian (checking for any false positives). For the tests we used in this work, we generally used 10 bit masks, which correspond to 10 6 = 210 different bit mask subsets. This corresponds to the number of sorting steps needed in the algorithm, which The rest are mostly occupied (blue) or mostly empty (red). For our general Hamiltonian construction algorithms we fixed our calculations to 10 bit masks. Thus, for the Cr2 SVP test, 2 critical orbitals are assigned to each bit mask. Conversely, none of the orbitals in the CISD wave function are near 50% occupation, and therefore the orbitals can be assigned without much concern to the different bit masks.
is one of the main costs. The more bit masks used, the fewer false positives. Timings for a full Hamiltonian build, which includes the calculation of matrix elements, are presented in section IV C.
Hamiltonian Construction: Algorithm comparisons
We summarize our main algorithmic results for the new diagonalization algorithms in figure 2. For these tests, we considered Hamiltonian construction for an all-electron Cr 2 SVP simulation as described in previous work [1] . As noted above, residue arrays and dynamical bit masking are both based on sorting algorithms. We have also tested many other approaches that do not use sorting algorithms, such as the residue tree algorithm [56] . Search trees and hash tables, which are used in every current published implementation of selected CI that we are aware of, were found for the most part to be not competitive in any of our tests. However, recent advances with hash tables and their related benchmarks need to be investigated further [59] .
Orbital rotations and calculating the 2RDM
The dynamical bit masking technique is useful not only for calculating the Hamiltonian, but also for generating the 1-RDM and 2-RDM. In the case of a traditional full CI calculation, the single particle orbitals do not affect the final result. In a SCI simulation, which includes ASCI and HBCI, the single particle orbitals can influence the convergence of a simulation with regards to N tdets . This suggests that single particle orbitals can be optimized and used to improve the energy convergence. In our initial ASCI implementation, we ran an iterative loop around our ASCI simulations, in which we performed orbital rotations using the 1-RDM at each step. At the end of a given ASCI run, the 1-RDM from the final wave function would be used to rotate to the natural orbital basis and the integrals would be recalculated. We would then use the new integrals as input for the next ASCI simulation. For C 2 and Cr 2 , we found this procedure converged quite rapidly and needed fewer than four iterations of this in all the simulations presented here.
In our current implementation we perform orbital rotations after each iteration during the wave function growth phase (see figure 1) . After each diagonalization step in the growth phase, we rotate to the natural orbitals of the current wave function. We then immediately rediagonalize the Hamiltonian. This extra diagonalization step is important, since the expansion coefficients of the wave function are affected by the orbital rotation. After we finish the growth process, we fix the orbitals during the refinement steps.
C. Search Algorithm
Search: new ASCI search
The new ASCI search combines the pruning and ranking steps together such that the information generated in the pruning step is used to accelerate the ranking step. The new algorithm works as follows: generate all possible contributions of interest and store them in an array along with the generating determinant i. For an integral driven search, generate only those {D sd } such that H ij > . For a coefficient driven search, generate all {D sd } from the top N cdets determinants in {D}. Either way, once the pruning is done, sort the array. With the sorted array, it is possible to calculate an approximate ranking of Eq. 2,
The prime on the sum indicates we are only including connections that fit our pruning criteria. For practical cases in which memory is limited, one can sort a partial array (after the maximum number of elements allowed in memory is reached), combine elements with the same bit string representation (that is, carry out a partial sum of Eq. 4), and retain some percentage of the largest terms before continuing with the search. The ranking approximation developed for the HBCI were used in Ref. [2] to reduce the cost of the search in the original ASCI algorithm. With the improved algorithms described here, this approximation is unnecessary (see Tables II and  III) . The accuracy of this new ASCI search is close to that of the original ASCI search algorithm. In the HBCI ranking [71, 72] . The search column is the timing for the ASCI search algorithm. These search timings do not represent the fastest set of parameters that make the search accurate and the timings would change slightly between a coefficient driven search versus an integral driven search. However it is evident that the timing for ASCI search is of the same order of magnitude as the other steps in ASCI and is not the bottleneck of the simulation. There is no reason to avoid using an accurate search algorithm such as the ASCI search.
approximation, Eq. 2 was replaced with max(|C i H ij |), which is too approximate and yields less accurate results. To further improve the computational efficiency of the new ASCI search approach, we speed up the calculation of the diagonal matrix elements, which are generally expensive to calculate and slow down the algorithm significantly (see Section IV D 1). The diagonal matrix elements are required for the denominator of Eq. 2. The algorithm for calculating fast diagonal matrix elements is described in algorithm 8. The new ASCI search algorithm (summarized in algorithm 7), is recommended for all compatible selected CI algorithms. In Table II and III, we present a small number of comparisons of ASCI search to previously published HBCI and CIPSI results. In Table VII , we demonstrate that the new search algorithm is not a bottleneck in terms of computational time and can generally be performed instead of less accurate searches. See also Table V for generic timings of sorting integers.
D. Other algorithmic improvements
In this work thus far, we have presented new algorithms that are efficient for performing the search and Hamiltonian construction. Most implementations of selected CI suffer significant performance penalties as a result of the growth of the data structures involved. In particular, the algorithms described in this work generally require the movement and manipulation of bit strings, which grow in size as more orbitals are included in a simulation. By studying and developing the sorting ap- proaches contained in this work, we have been able to understand how most selected CI methods can benefit from cache efficient techniques. Additionally there are many helper algorithms that can be used in combination with the sorting algorithms described above to improve the over all efficiency.
Fast Diagonal Matrix Elements
During the calculation of the denominator of Eq. 2, the diagonal matrix element of the connection being considered (H ii ) is required. Calculating the diagonal matrix elements is a relatively expensive step because these involve sums over the numbers of both electrons and pairs of electrons. However, because the determinant whose diagonal matrix element is being sought (H ii ) is always a single/double excitation away from a reference determinant, H ref , for which the diagonal element is already known, the new matrix element H ii can be calculated quickly. This is to say that H ref -H ii only involves a small subset of terms, and can be calculated much faster than H ii from scratch. Algorithm 8 describes this protocol. Calculating the array of partial contributions described in algorithm 8 only has to be done once per reference determinant. This overhead turns out to be neglibile, as in either the PT2 or search algorithms, many connections from a reference determinant are considered all at once. Thus the initial overhead is small compared to the number of diagonal matrix elements that need to be calculated for a given reference determinant. and the set of orbitals excited out of (R) 4: Erem = i∈R hii + p(i), E add = i∈A hii + p(i) 5: H kk = Hii − Erem + E add − i∈R,j∈A ii||jj 6: if A, R have two elements from the same spin space then H kk = H kk + R1R1||R2R2 − A1A1||A2A2 − R1R1||A2A2 − R2R2||A1A1 7: else if A, R have two elements from different spin spaces then
Bit string representation
Larger basis sets become more costly for ASCI for several reasons. One of the biggest costs comes from the cost associated with manipulating the larger bit strings associated with the larger basis set. Some of this cost can be mitigated by using more compact bit string representations. We first review the standard bit string representation before introducing selected CI adapted representations.
Standard bit string representations use one bit for each spin orbital. Often these bits will be divided into a spin up string α and a spin down string β. When orbital i is occupied by an α or β electron, its bit will be set to 1 in either the alpha or beta string, respectively. For simplicity and alignment purposes within modern computing architectures, the number of bits is rounded up to the nearest power of 2. As an example the Cr 2 SVP basis set has 42 orbitals [73] . Thus a 64-bit integer would be used for the alpha and beta bit strings, combining to form a 128-bit string to represent the determinant.
Comparisons and manipulations of larger integers take more time because larger blocks of memory must be compared and copied. Relatedly, parallel algorithms in which communication is the bottleneck also benefit from using smaller datatypes. Moreover, because large integers take up more space, fewer of them may be stored in the small cache available on the CPU. Additionally, most modern CPUs only implement 64-bit integer operations in hardware, so there is additional overhead required to perform bit manipulations in the multi-precision libraries that are implemented for handling integer types with greater than 64 bits. While the effect of the size of the representation of bit strings has not been explored in detail previously in the selected CI literature, this issue will occur in other selected CI approaches.
In this work, we consider several different representations as well as an approach using hash functions. The length of these alternative representations (see Table VIII ) can be much shorter than the standard representation. In the standard rep- resentation, 2*(N orbs ) bits are used to represent all possible bit strings with N orbs spatial orbitals, regardless of how many quantum particles there are in the simulation. In the electron representation, rather than specifying whether orbitals are occupied or not, the occupied orbital indices are listed. That is, if orbitals 1, 2, and 10 are occupied, this determinant may be represented by concatenating 1, 2, and 10 in binary. The amount of space required for this is N elec log N orb because the space required to store the maximum orbital index in binary is log N orb and this is required for each electron. We use the convention that α electrons are concatenated before β electrons, and, moreover, that for each spin the electrons are labeled in order from smallest to largest. This thus provides a unique bit string for a given determinant. The number of α and β electrons does not have to be specified in each bit string since this is fixed for a given problem. This representation is best for systems with a small number of electrons but a large number of orbitals.
Another alternative is the difference representation. In this representation, the determinant is specified by a list of the orbitals excited from the Hartree-Fock determinant and the orbitals into which they are excited. That is, if the electrons in orbitals 1 and 3 have been excited to 8 and 9, then the excited determinant is stored by concatenating 1, 3, 8, 9, and 2 in binary, with the final 2 added to specify that the particular determinant has two excitations. This representation is most useful when a large majority of the determinants are only a few excitations away from the Hartree-Fock determinant. Since the space required to store the maximum orbital excited out of and in to are log N elec and log N virt , respectively, the memory requirements for this representation is N dif f (log(N occ ) + log(N virt ). The number of bits needed can be reduced by only working with groups of bit strings that have fixed excitation number at one time. In such a situation, no bits are needed to represent the number of beta excitations, since this would be set by the number of alpha excitations and the total excitation number.
Generalized compression with hash functions
The alternate bit string representations described above will not always reduce to the size of the standard bit string representation. A more generic approach can be considered through hash functions. Hash functions are a 'many to one' map that reduces large data sets into fixed length integers and are widely known for their use in cryptography. However hash functions also have wide usage for non-cryptographic purposes [74, 75] . The compression aspect of a hash function as well as the general property that hash functions are fast to calculate, are what we aim to exploit for enhancing the efficiency of our sorting algorithms. To understand this, it is important to note that for large basis set calculations, we will often make use of bit strings larger than 64 bits in order to represent a determinant. For example there are over 10 36 unique numbers that can be represented with a 128 bit integer. Yet we will only ever consider a very sparse number of determinants in this space. Based on the timings in this paper, we might expect to simulate systems on the order of 10 13 determinants for a large scale PT2 calculation. Thus for purposes for sorting, the question arises whether it is possible to hash (compress) large bit strings, such as 128 and larger, to a smaller size, such as 64 bits, without generating too many collisions. Some collisions are unlikely to effect the overall result, and it is straightforward to quantify how any might be generated. We will present a full benchmarking of hashing for large basis set simulations in future work.
Perturbation Theory
One of the most exciting aspects of the ASCI method is the ability to converge the energy with post processing of the final ASCI wave function, allowing one to produce a wave function that is better than virtually all other approximate CI techniques. One of the main reasons that one might expect perturbation theory to be effective is that selected CI techniques finds all of the most important determinants in the Hilbert space and therefore anything that remains is necessarily small. There are multiple different ways in which the perturbation theory can be applied, including the Epstein-Nesbet perturbation theory that was introduced in Eq. 3.
Recent approaches have tested the use of Monte Carlo sampling of these equations [43, 76] , and have been performed on roughly the same system sizes we presented here. Within the selected CI community, there have been only limited attempts to make fast and scalable deterministic perturbation theory algorithms, since the focus has been on stochastic approaches. However, we find that a deterministic approach will in many cases be faster than a stochastic approach in achieving chemical accuracy. Indeed, if high accuracy is desired, the cost to converge the stochastic error of sampling techniques will likely be higher than that of deterministic approaches. It should also be noted that many of the algorithmic improvements discussed in this work will also improve the stochastic approaches. In future studies we shall present the details of the deterministic PT algorithm we use in this work and a detailed discussion of where it is more efficient than stochastic methods.
V. RESULTS
We present several benchmark studies below in order to provide an overview of what can be done with selected CI today. The algorithms described above have been implemented in our own code [1] and in QChem 5.1 [80] . With the exception of a few instances, the results in this section were generated on a single core with an upper limit of 50 CPU (single core) hours. Many of these calculations were made over the course of developing the methods in these papers.
A. G1 dataset
Tables IX and X present ASCI results on the G1 test set of 55 molecules (all electron), a benchmark set of molecules that has been extensively studied with many different methods [77] [78] [79] [81] [82] [83] [84] . Here we present ASCI benchmark data with both cc-pVDZ and cc-pVTZ basis sets. The molecular geometries were taken from the original G1 set [77, 81, 82] , except for CN and CH 2 triplet where we use the geometries from Feller et. al. [78] . ASCI simulations with different numbers of determinants were performed to demonstrate the convergence with respect to this parameter. Tables IX and X show that nearly all of the molecules are converged to within chemical accuracy for the cc-pVDZ simulations and many are also converged in the cc-pVTZ basis set. These results suggest that cc-pVQZ convergence will be possible for all the G1 molecules in the near future, using only modest computational resources.
We also make comparison of the ASCI results with CCSD(T) [85] and CCSDTQ. Before discussing the full benchmark set, we demonstrate in Figure 5 the convergence of ASCI for the cyanide radical (CN) and compare this with convergence of a set of coupled cluster simulations. The coupled cluster results, for both CCSD and CCSD(T), were performed in QChem 5.1 [80] . As seen in this figure, the ASCI + PT2 results are more accurate than the comparable CCSD(T) results, even for calculations with only 10 3 determinants for the variational wave function. Thus while simulations of fully converged ASCI calculations can take a few hours, small simulations that only take a few minutes (or less) already show similar or better accuracy than CCSD(T).
In the rest of this section we discuss the energies from our simulations that can serve as benchmarks for future methodological developments. Tables IX (cc-pVDZ) and Table X (cc-pVTZ) present the variational energies and the perturbation results from ASCI, as well as comparisons to CCSD(T). Table XII presents atomization energies and makes comparisons of these to values obtained from CCSD(T) and CCS-DTQ.
The results for the cc-pVDZ basis set in Table IX show apparent convergences of the energy to below 1 mHa accuracy for all molecules. It is possible to extrapolate such results when extra accuracy is needed [2] . We note that when the perturbation correction is added to ASCI, neither this nor System E(10 5 ) E(3*10 5 ) E(10 6 ) E(10 5 )+PT2 E(3*10 5 )+PT2 E(10 6 )+PT2 E(CCSD(T)) ASCI-CCSD(T)(mHa) 1 -6) are labeled by the number of determinants, with both variational and perturbation results presented. The best perturbation results (column 6) are compared with CCSD(T) (column 7). Some of the systems have small Hilbert spaces and showed convergence within 1 mHa between the variational and PT2 results, with less than 10 5 determinants (green rows). All geometries are taken from the original G1 set [77] except for CN and CH2 triplet, for which we use the geometries from Ref. [78] . System E(10 5 ) E(3*10 5 ) E(10 6 ) E(10 5 )+PT2 E(3*10 5 )+PT2 E(10 6 )+PT2 E(CCSD(T)) ASCI-CCSD(T)(mHa) TABLE X. Ground state energies of the G1 molecules in a cc-pVTZ basis. The ASCI results are labeled by the number of determinants (columns 1-6), with both variational and perturbation results presented. The best perturbation results (column 6) are compared with CCSD(T).
With the exception of Si2H6, we were able to run PT2 for all systems with at least 3*10 5 determinants within the time limit of our computational resources (see text for details of these).
CCSD(T) is guaranteed to be variational. However, with the exception of Si 2 H 6 , all ASCI PT2 energies are below the CCSD(T) energies. We suggest that the difference between ASCI and CCSD(T) is a good estimate for the error in CCSD(T) energies relative to the full configuration interaction (FCI) result. In general these differences are less than 1 mHa. However Table X shows that for several molecules it can be higher, with the largest difference being for the CN Atoms E(cc-pVDZ) E(cc-pVTZ) Number of ASCI determinant We observe that ASCI+PT2 energies with as few as 1000 determinants are more accurate than the "gold standard" CCSD(T) results. The PT2 contribution is essential for this enhanced accuracy, and should be employed whenever possible. Natural orbital rotations are also found to reduce the error to a great extent, and are recommended at all times.
radical, which has a difference of 4.2 mHa. For many of the molecules, either the Hilbert space is small or the difference between the variational and PT2 estimates is less than 1 mHa for small N tdets , and in these cases we do not require testing of convergence with up to 1 million determinants.
The results for the cc-pVTZ basis set (Table X) indicate that the ground state energies of many of the molecules are also converged in a larger basis set. For molecules not already converged with N dets = 100,000, we were able to run PT2 corrections with 100,000 and 300,000 determinants. The largest calculation made was for Si 2 H 6 with 300,000 determinants, for which extra computing time was needed to converge the simulation. We note that in contrast to results from ASCI in comparing to the cc-pVDZ basis set energies, several CCSD(T) energies lie below the ASCI results. The full significance of this will have to be investigated further with larger determinant calculations in the future. For many systems, the CCSD(T) error is very similar across the basis sets and does not actually get worse when comparing cc-pVDZ to cc-pVTZ.
Another way to understand the convergence errors in ASCI is to look at the size of the PT2 energy corrections. These are shown for the G1 dataset in figure 6 . Within the G1 set, the SO 2 molecule has the largest PT2 correction. We note that while Si 2 H 6 is one of the most time-consuming simulations here, it does not have the largest PT2 correction.
Table XI presents atomic ground state energies for the atoms contained in the G1 set that are obtained from ASCI with cc-pVDZ and cc-pVTZ basis sets. These are combined with the molecular data in Tables IX and X to calculate the atomization energies for the molecules in the G1 set, which are shown in Table XII and compared there to other benchmark simulations. For the cc-pVDZ results (columns 2 and 7), we compare with results from CCSDTQ [78] . These comparisons are necessarily indirect, since different geometries were used between the two sets of results, and the ASCI results are all electron. However the difference in geometries are not so large. Surveying the full set of molecules, we find less than 1 kcal differences between atomization energies. For the cc-pVTZ results (columns 4 and 9), we compare to benchmark complete basis set (CBS) frozen core results [78, 79] . Again the comparison is not direct, but it is clear that the atomization energies are trending in the right direction in comparison to the CBS limit. To demonstrate the similarity of geometries between the different calculations, in Table XIII we present results of ASCI with perturbation corrections for selected molecules using the geometries from Feller et. al. [78] . These can be compared with the corresponding energies from Table IX and X to estimate the energy difference between the two sets of geometries and confirm the similarity.
It is also interesting to compare with recent auxiliary field quantum Monte Carlo results (AFQMC) that are now able to calculate the G1 set [42] . AFQMC is accurate on many of these systems, but loses accuracy in certain situations such as for ionic systems like LiF and NaCl. This is likely due to deficiencies in the current trial wave functions used in AFQMC. See Ref. [42] for more details. Further comparisons between these methods will be interesting in the future. We also note that recent work on DMRG has also added perturbative corrections to that methodology [86, 87] , although it is not clear whether the largest simulations required for the G1 set are feasible with DMRG, even with perturbation theory improvements. Entanglement in chemical systems can be quite large even in systems in which the many body interactions are not necessarily strong, and is thus a problem for efficient simulation with DMRG.
SystemSystem E(10 6 )+PT2 (cc-pVDZ) E(3*10 5 )+PT2 (cc-pVTZ) C2H4 -78. 
VI. CONCLUSIONS
In this work we have presented a number of new algorithms and techniques for performing selected CI simulations and integrated them into an updated ASCI algorithm. These techniques include new ASCI search, dynamic bit masking, fast orbital rotations, and fast diagonal matrix elements. We also presented other techniques, such as residue arrays and alternative bit string representations, which will be important for simulating certain types of Hamiltonians.
Most of the new techniques presented here take advantage of modern sorting techniques that have been designed to be efficient on current computing architectures. Sorting based algorithms provide new avenues for using GPUs and parallel sorting on CPUs. Sorting and hashing techniques can be further combined together, to allow calculations with very large basis sets.
Our results indicate that the resulting algorithms are faster than other previously published selected CI approaches. To make comparison with stochastic approaches to CI such as HBCI, we have presented initial benchmarking calculations for C 2 and F 2 in Table II that show the new ASCI approach is about an order of magnitude faster than HBCI for target accuracies within 0.1 mHa and more than two orders of magnitude faster for target accuracies within 0.01 mHa.
With the ideas presented in this work, we have demonstrated the importance of using modern algorithms and understanding computing architectures for design of efficient selected CI algorithms. The speed and accuracy of these new techniques over a wide range of systems were demonstrated with a full set of ground state calculations for the G1 dataset of small molecules. We presented comparisons to coupled cluster (CCSD(T) and CCSDTQ) and benchmarked the accuracy of this compared to ASCI. This demonstration shows the various convergence properties and the accuracy that can be expected from the latest ASCI approach today. Given the results presented here, it is evident that we are now at a new beginning for modern selected CI simulations and that many hitherto intractable new applications are now within reach. 
