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Abstract
Named entity (NE) recognition has become one of the most fundamental tasks in biomedical knowledge acquisition. In this
paper, we present a two-phase named entity recognizer based on SVMs, which consists of a boundary identiﬁcation phase and a
semantic classiﬁcation phase of named entities. When adapting SVMs to named entity recognition, the multi-class problem and
the unbalanced class distribution problem become very serious in terms of training cost and performance. We try to solve these
problems by separating the NE recognition task into two subtasks, where we use appropriate SVM classiﬁers and relevant features
for each subtask. In addition, by employing a hierarchical classiﬁcation method based on ontology, we eﬀectively solve the multi-
class problem concerning semantic classiﬁcation. The experimental results on the GENIA corpus show that the proposed method is
eﬀective not only in reducing computational cost but also in improving performance. The F-score (b = 1) for the boundary identi-
ﬁcation is 74.8 and the F-score for the semantic classiﬁcation is 66.7.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Automatic knowledge discovery and eﬃcient informa-
tion access is becoming a critical issue in the biomedical
literature. Recently, a huge amount of biomedical infor-
mation has become available in electronic form and the
size of the knowledge repository is rapidly increasing.
For instance, the MEDLINE database [11] contains over
12 million abstracts and many new abstracts are added
monthly. Thus, it is diﬃcult for biomedical researchers
to ﬁnd information of interest from such a vast database
that is continuously updated. This reinforces the necessity
of information extraction based on computational text
processing. As an example, recent information extraction
(IE) of protein–protein and protein–nucleotide interac-
tions from MEDLINE abstracts has received the spot-
light in bioinformatics [10,14,15]. In such biomedical
information extraction systems, recognizing named enti-
ties such as protein, DNA, RNA, and cell names is one
of the most fundamental tasks.
Biomedical named entity recognition (NER) is de-
ﬁned as the task of recognizing and categorizing entity
names in biomedical domains. However, biomedical
NER is a diﬃcult task because of the following charac-
teristics of biomedical named entities [2,16].
1. Open, growing vocabulary: Most new biomedical texts
introduce new terms, such as speciﬁc notations, acro-
nyms, and innovative names for new concepts. Thus,
the rapid increase of biomedical terminology and its
diverse usage are the most critical challenges for bio-
medical IE systems.
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2. Inconsistent naming conventions: Because naming
conventions are not standardized, an entity can be
represented by various spelling forms. For example,
‘‘IL-2’’ has many variants such as ‘‘IL2’’, ‘‘Interleu-
kin 2’’, and ‘‘interleukin-2’’. In addition, some entities
have very long names (e.g., activated B cell lines,
47 kDa sterol regulatory element binding factor), while
some entities are represented by short abbreviations
like EGFR, or EGP receptor (i.e., epidermal growth
factor receptor).
3. Polysemy1 of a NE: Sometimes NEs with the same
orthographical characteristics can be classiﬁed into
diﬀerent semantic classes depending on a given con-
text. For example, ‘‘IL-2’’ is a protein in some con-
texts, but can be a DNA in other contexts.
Many methods are aiming at building robust and
wide-coverage biomedical NER systems. We can classify
previous works into two diﬀerent approaches: a rule-
based approach and a machine learning approach.
Rule-based approaches use hand-built patterns and
domain-speciﬁc heuristic rules to extract named entities
from a text [2,12]. The results of the systems have re-
ported an acceptably low error rate. However, such ap-
proaches face serious knowledge bottlenecks and
domain-porting problems. In addition, they are often
only applicable to fairly narrow domains where hand-
built patterns and rules can be constructed with a rea-
sonable amount of human eﬀort. Whenever they are
adapted to a new domain, labor-intensive work is re-
quired to manually create those patterns or rules.
Although the results have looked promising, they have
diﬃculties in obtaining generality and adaptability.
As an alternative, many machine learning techniques
have been applied to biomedical NER [1,4,8,16,17].
They obtained generality and adaptability by modeling
human knowledge without hand-crafted rules and dic-
tionaries. However, the recognition performance leaves
much to be desired. One reason is the lack of annotated
corpora, although this is somewhat alleviated with the
announcement of GENIA corpus version 3.0p [3]. The
other is the diﬃculty of recognizing biomedical named
entities by general features. Specially, it is diﬃcult to
adapt machine learning approaches to include more
elaborate techniques for handling open vocabulary
problems and inconsistent biomedical NE naming
conventions.
Since it is necessary to explore more evidential fea-
tures to recognize biomedical entities, we need to em-
ploy a more powerful machine learning technique that
can incorporate many more features. SVM is a learning
method that satisﬁes such requirements [6,18]. It is
known to theoretically guarantee a high generality for
unknown examples and achieve a high performance
even with respect to data of high dimensional feature
spaces.
In this paper, we propose a two-phase NER method
based on SVMs, which consists of a NE boundary iden-
tiﬁcation phase and a semantic classiﬁcation phase. By
adopting the two-phase NER method, we can choose
a speciﬁc classiﬁcation method and the features relevant
to each subtask. In addition, we can alleviate the unbal-
anced class distribution problem that a discriminative
learner such as SVM often faces. Furthermore, by sug-
gesting a hierarchical semantic classiﬁcation method
based on ontology, we not only eﬀectively reduce com-
putational complexity, but also improve performance.
In the following sections, we will discuss the named
entity recognizer based on SVMs, describe the proposed
two-phase biomedical named entity recognizer in detail,
present some experimental results, and render a
conclusion.
2. Biomedical NER systems based on SVMs
SVM is a powerful learning method that has been
successfully applied to many NLP tasks. It is known
to robustly handle large feature sets and provide a high
generalization performance. However, when using
SVMs for NER, we are confronted with the multi-class
problem since SVMs are originally designed for binary
classiﬁcation. The larger the number of classes, the more
severe the problem becomes. We can handle the multi-
class problem by using a one-vs-rest method or a pair-
wise method. Both methods construct multi-class SVMs
by combining several binary SVMs [5].
In the one-vs-rest method, the ith SVM is trained
with all of the examples in the ith class as positive exam-
ples and all of the other examples as negative examples.
The ﬁnal output of the N one-vs-rest SVMs is the class
that corresponds to the SVM with the highest output
value.
In the pairwise method, all of the possible pairwise
classiﬁers among N classes are constructed from a train-
ing set, such as ‘‘protein–DNA’’, ‘‘protein–RNA’’,
‘‘protein–cell line,’’ and so on. Each classiﬁer is trained
on only two classes out of all N classes. Thus, in this
method, N(N  1)/2 classiﬁers are required. If we con-
sider 22 semantic classes, 231 pairwise SVMs are needed.
The ﬁnal class can be determined by a voting algorithm
such as the Max Wins algorithm [9]. For example, sup-
pose that a pairwise SVM is trained using ‘‘protein’’
examples as positive examples and ‘‘DNA’’ examples
as negative examples. In this case, if the SVM gives a po-
sitive value with respect to a feature vector of a target
word, the ‘‘protein’’ class gets one vote. Similarly,
we can classify the feature vector using the remaining
1 Polysemy refers to an individual word or phrase that is ambiguous
because it can be used in diﬀerent contexts to express two or more
diﬀerent meanings.
K.-J. Lee et al. / Journal of Biomedical Informatics 37 (2004) 436–447 437
pairwise SVMs and then simply determine the semantic
class to which the most votes are cast as the most likely
class.
Another consideration when applying SVM toNER is
the unbalanced class distribution problem. Since SVM
learning is a kind of discriminative learning that makes
use of both positive and negative examples to learn a
hyperplane for binary classes, a similar number of positive
and negative examples are needed for each semantic class
in order to obtain adequate performance. Unless target
classes are equally distributed, SVMs tend to overﬁt.
In fact, non-entity words are much more frequent
than entity words in some corpora (i.e., the GENIA cor-
pus) and protein names are more frequent than chemical
names. Thus, class distribution in the one-vs-rest meth-
od is more severely unbalanced than the pairwise meth-
od. Thus, it takes much training time and huge resources
to ﬁnd the optimal classiﬁer.
Kazama et al. [8] formulated the named entity recog-
nition task as the classiﬁcation of each word into one of
the classes that represent both the region and the named
entitys semantic class, which we will refer to as a one-
phase model. They employed the simplest B/I/O
notation annotated with a semantic class to combine
boundaries and semantic information. In the notation,
B means that the current word begins a named entity.
I means that the word is in the middle or the end of a
named entity, and O means the word is not a named en-
tity. Thus, for each named entity class C, class B-C and
I-C are generated, respectively. If we have N named en-
tity classes, the B/I/O notation yields 2N + 1 classes,
which will be the target of a classiﬁer.
In thework, they used a pairwisemethod for construct-
ing multi-class SVMs and partitioned the non-entity class
intomultiple classes by using part-of-speech2 (POS) infor-
mation in order to alleviate the unbalanced class distribu-
tion problem. For example, the phrase ‘‘accurate
initiation of transcription by RNA polymerase II’’ can
be represented using B/I/O notation as ‘‘accurate/O-
JJ(adjective) initiation/O-NN(noun) of/O-PP(preposi-
tion) transcription/O-NN(noun) by/O-PP(preposition)
RNA/B-PROTEIN polymerase/I-PROTEIN II/I-
PROTEIN’’.
As a result, the use of POS information is helpful in
reducing the unbalanced class problem because the
training examples become much smaller for each classi-
ﬁer though the number of total classiﬁers becomes much
larger. However, since they integrated recognition and
semantic classiﬁcation into one process, non-entity
words not actually related with semantic classes still
can become target words. Thus, unnecessary training
cost is required because of non-entity classes.
A further complication is that the features needed to
recognize the boundary of a biomedical named entity
and those needed for semantic classiﬁcation of an entity
are diﬀerent. For example, while orthographical charac-
teristics and a POS tag sequence of an entity are strongly
related to boundary identiﬁcation, those are less related
to the semantic classiﬁcation. If a word sequence is a se-
quence of consecutive proper nouns or a word whose
spelling is all capital letters or contains symbols, digits,
Greek letters, or special suﬃxes such as ‘‘nase’’ or
‘‘cin’’, the information can contribute to the boundary
identiﬁcation task. On the contrary, context words are
more useful clues to the semantic classiﬁcation of an en-
tity than recognition. Therefore, we separate the recog-
nition task from the semantic classiﬁcation task and
utilize diﬀerent features that are relevant to each sub-
task. We will refer to this process as the two-phase
model.
Our two-phase model obtains better computational
complexity than the one-phase model and helps to alle-
viate the data sparseness problem. In the model, since
each entity is recognized at the recognition phase and
only identiﬁed entities are classiﬁed later, non-entity
words are excluded at the second phase. Thus, if the N
semantic classes are considered, (N + 1) number of clas-
ses is required in the two-phase model, whereas (2N + 1)
is required in the one-phase model. This process can
remarkably reduce the workload for named entity
recognition.
In particular, when using one-vs-rest SVMs, the num-
ber of classes is very critical in terms of training time and
resources. Let L be the number of training samples and
N be the number of classes. Then, the one-vs-rest
method requires N · O(L) training time. The compli-
cated approach with the B/I/O notation requires
(2N + 1) · O(Lwords), where Lwords is the total number
of words in the training corpus. In contrast, the pro-
posed approach requires (N · O(Lentities)) + O(Lwords),
where Lentities is the number of entities, which is a con-
siderable improvement in terms of the training cost.
Ultimately, the performance of the entity recognizer is
enhanced.
Moreover, because the orthographical characteris-
tics of biomedical named entities are common fea-
tures regardless of a speciﬁc domain, the recognition
module is not sensitive to a change in domain. In
the case of the one-phase NER system, overall
NER modules should be retrained when applied to
a new domain. On the contrary, the NER system
based on the two-phase model is required to retrain
over the semantic classiﬁcation module. If we con-
sider the fact that in general, the recognition module
dominates the overall computational time since all
examples are used for training, we can expect that re-
use of the recognition module will signiﬁcantly reduce
training cost.
2 Part-of-speech tagging involves selecting the most likely sequence
of syntactic categories (determiner, noun, verb, and so on) for the
words in a sentence.
438 K.-J. Lee et al. / Journal of Biomedical Informatics 37 (2004) 436–447
3. Two-phase biomedical NER
3.1. Overview
Fig. 1 provides an example of the proposed method.
First, all sentences of the training examples are POS-
tagged.3 Then, for each word of the training sentences,
the feature vector for recognition and the feature vector
for semantic classiﬁcation are constructed. In the recog-
nition stage, the recognition feature vector is classiﬁed as
either T or O by SVMs and then the region identiﬁed as
T, the ‘‘general transcription factor’’ and ‘‘RNA poly-
merase II’’ are classiﬁed according to Fig. 1 as protein
and DNA class, respectively, in the semantic classiﬁca-
tion stage.
The recognition task can be formulated as the classi-
ﬁcation of each word into one of two classes, T or O,
that represents the region information. T means that
the current word is a part of a named entity and O
means that the word is not included in a named entity.
The TO representation cannot handle consecutive
NEs. However, only a small number of NEs actually ap-
pear consecutively in the training corpus. Thus, we do
not consider such cases. However, this could pose a
problem in another domain.
With the use of the representation, we need only one
binary SVM classiﬁer from the two classes. We con-
struct a feature set with the information of each word
and its surrounding context. For each word, the features
we used are the word itself, its orthographical character-
istics (e.g., all upper case, alphanumeric, etc.), its suﬃx
and its POS. In addition, the words within a window
and their part-of-speeches are used for its contextual
features.
At the semantic classiﬁcation stage, we assign one of
the 22 semantic classes to the recognized entity. At this
time, non-entity words (i.e., O-class words) are ignored
and a hierarchical classiﬁcation method based on ontol-
ogy is conducted to handle the multi-class classiﬁcation.
In addition, we discriminate the feature set with inside
and outside contextual information of the entity for
solving the polysemy problem. In the GENIA corpus,
about 2% of NEs has more than one class.
For inside context features, we consider words,4
which provide clues of the class of an entity. For outside
context features, we choose bigrams of the surrounding
words supporting the meaning of the given entity. Fur-
thermore, in order to correct SVMs recognition errors,
the entity dictionary constructed from the training cor-
pus is utilized. The dictionary is used to check whether
the adjacent words of a recognized entity are included
in the entity because the boundary words of the entity
can be misclassiﬁed as non-entity classes during entity
recognition: this process is described in more detail in
Section 3.3. This post-processing enhances the capability
of the entity recognizer.
3.2. Recognition of named entity
The named entity recognition task is deﬁned as the
classiﬁcation of each word to one of the classes that rep-
resent the region information. As mentioned before, the
region information is encoded with a simple T/O repre-
sentation. By using one SVM classiﬁer, we can deter-
mine the boundaries of NEs.
3.2.1. Features for named entity identiﬁcation
An input of a SVM classiﬁer is the feature represen-
tation of the target word to be classiﬁed. We use a bin-
ary bit-vector representation. The feature vector of a
target word is composed of lexical features, orthograph-
ical and morphological features, POS features, and con-
text features.
3.2.2. Lexical features
Kazama et al. [8] selected the most frequent 10,000
words from the GENIA corpus as lexical features for
the NE recognizer. Although high-frequent words can
eﬀect performance improvement, they often include
unimportant words such as stopwords,5 digits, and
punctuation symbols. For this reason, we use a simple
feature selection method to remove such words. The lex-
ical feature set consists of three term lists: a single-term
list, a functional-term list, and a general-term list.
Fig. 1. NER using two-phase model.
3 GENIA corpus v3.0p provides POS information.
4 The feature vocabulary consists of the NE words in the training
corpus.
5 Stopwords are terms that appear so frequently in text that they
lose their usefulness as NE terms. They are often determiners,
prepositions, to-inﬁnitive, relative-pronoun, and so on, and they can
be determined by a POS tagger.
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Single-term is a single word which can be used as an
entity by itself, such as ‘‘interleukin-2’’, ‘‘astrogen,’’ or
‘‘tamarin’’. The single-term list is very similar to the
core-term6 list proposed by Fukuda et al. [2] except that
it can include terms that have no surface clues.7 Func-
tional terms are devised to describe the function and
characteristics of NEs. They have no surface clues and
consist of all lower case words which frequently appear
in NEs. For example, ‘‘protein’’, ‘‘gene’’, ‘‘factor’’, ‘‘re-
ceptor,’’ and ‘‘promoter’’ are present in the functional-
term list. General terms are all terms that are classiﬁed
neither as single-terms nor function terms. There is no
speciﬁc lexicon for general-terms. It is simply a word list
with a frequency of over three in the corpus. However,
we restricted the size of general terms to 7000.
3.2.3. Orthographical and morphological features
The orthographical features or suﬃx features are used
for those words which occur less than 3 times in the train-
ing corpus in order to alleviate the data sparseness
problem. The features are composed by combining alpha-
numeric stringwith several letters such asGreek or special
symbols and so on. Actually, these features are widely
used in previousworks [1,16].However,we extend the fea-
tures to enhance the discrimination power. Table 1 shows
the orthographical features that can substitute for the
infrequent words, which are related to word normaliza-
tion. For example, the ‘‘CAPS_MIX_DIGIT’’ feature is
used for the words in which upper case letters, digits,
and other symbols are mixed such as ‘‘1,25-(OH)2’’ and
‘‘CAPS_DIGIT’’ is used for words that have a sequence
of capital letters and digits such as ‘‘CD28’’. ‘‘DOT_IDI-
OM’’ is used for idioms including period(s).
However, some words have no surface clues. In this
case, we assume that those words are composed of a
root-and-suﬃx pattern. Suﬃx features are divided into
two types: a hyphen suﬃx and a non-hyphen suﬃx.
We ﬁrst extract hyphen suﬃx candidates from the words
with a hyphen in the training corpus and then select the
hyphen suﬃxes which have more than ﬁve root variants
among the candidates. The following hyphen suﬃxes are
selected in this way:
 -binding: acid-, androgen-, calmodulin-, coli-, cyto-
kine-, . . .
 -induced: acid-, antigen-, cell-, cerulein-, cytokine-,
. . .
Non-hyphen suﬃxes are also selected in a similar way
as hyphen suﬃxes. We ﬁrst select all suﬃxes of 3–5 char-
acters from the words that have no surface clues and are
longer than 6 characters and ﬁlter them if they do not
have more than ﬁve roots. The examples of non-hyphen
suﬃxes are as follows:
 ase: amyl-, anhydr-, autokin-, casp-, collagen-,
decarboxyl-, kin-, . . .
 cin: aclacinomy-, actinomy-, anisomy-, caly-, ciproﬂ-
oxa-, colimy-, . . .
 able: achiev-, activat-, applic-, appreci-, ascrib-,
attain-, . . .
In these examples, ‘‘-ase’’ and ‘‘-cin’’ are frequently
observed in the entity words while ‘‘-able’’ is observed
in the non-entity words.
If a word has surface clues, it is replaced by the cor-
responding features. For example, ‘‘ADP-activated’’ has
the orthographical feature of ‘‘ALL_CAPS_SHORT’’
and a hyphen-suﬃx, ‘‘-activated’’. On the other hand,
if the word is only composed of lowercase letters, we
check whether a non-hyphen suﬃx is available. For
example, ‘‘autokinase’’ can have three suﬃxes: ‘‘-inase’’,
‘‘-nase’’, and ‘‘-ase’’. Among them, ‘‘-inase’’ with the
6 Core terms are characteristic words containing upper case letters,
numerical ﬁgures, or non-alphabetical letters that are frequently
observed. For example, SH, p54, and SAP belong to core terms.
7 Surface clues are capital letters, numerals, and non-alphabetical
letters.
Table 1
Orthographical features
Feature name Example
ALL_CAPS_LONG ARRE/NF-AT
ALL_CAPS_SHORT ERP
ALL_DIGIT 100
ALL_LOWER kinase
ALL_SYMBOL +/
ALPHA_MIX_DIGIT Ala618
CAPS_DIGIT CD28
CAPS_DIGIT_CAPS F774L
CAPS_DIGIT_LOWER AML1a
CAPS_MIX_DIGIT 1,25-(OH)2
CAPS_MIX_LOWER BaL
CAP_PERIOD_END G.A.
CAP_PERIOD_START A.Rickinson
DOT_IDIOM a.m.
FIRST_WORD_LONG Abnormal
FIRST_WORD_SHORT Ig
MIX_ALL_ALPHA_DIGIT STAT5a/b
REAL_NUMBER 0.0291
FIRST_WORD_LONG Abnormal
FIRST_WORD_SHORT Ig
GENE_SEQUENCE AACAAAG
HAS_DOT AT2.5
HAS_GREEK NF-kappa
HAS_UNIT U/ml
INIT_CAP_LONG American
INIT_CAP_SHORT Btk
LOWER_CAPS cAMP
LOWER_CAPS_LOWER c-Jun
LOWER_DIGIT p65
LOWER_DIGIT_LOWER gp91phox
LOWER_MIX_DIGIT 104-bp
ETC_SYM (,),[,],*, + ,...
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longest length is selected as a non-hyphen suﬃx feature.
Words like ‘‘gelantinase’’, ‘‘proteinase’’, ‘‘recombinase’’,
and ‘‘transaminase’’ have the same feature.
3.2.4. POS features
The part-of-speeches of a target word and its context
words represent syntactic characteristics for composing
an entity. For instance, a particular POS tag such as
noun or adjective is frequently used in named entities,
because most NEs appeared in a base-NP (noun phase).
On the contrary, parts-of-speech such as adverb are seen
rarely in NEs. Therefore, we use a POS tag as a feature.
3.2.5. Contextual features
For boundary identiﬁcation, we use neighboring
words and the POS of neighboring words as contextual
features. First, we use four POS features: P2, P1, P1,
P2, where Pi is POS of the word at position i. The two
words to the left and two words to the right of the target
word are considered. Second, we consider the four single
neighboring words. The words are converted to lower
case and stopwords or words that do not contain at least
one alphabetic character are excluded. Context word
features are selected only from the single-term list, the
functional-term list, and the general-term list.
In addition, we consider bigram multi-word expres-
sions. A multi-word expression Ci,j refers to the ordered
sequence of words in the neighboring context where i
and j denote positions relative to the target word. We
use three features, C1,1, C2,1, C1,2. For example, if
the sentence, ‘‘IL-2 gene expression and NF-kappaB
activation through CD28 requires reactive oxygen pro-
duction by 5-lipoxygenase’’ is given and the entity
‘‘NF-kappaB activation’’ is to be classiﬁed, the bigrams,
C1,1, ‘‘and, through’’, C2,1, ‘‘expression, and’’, C1,2,
‘‘through, CD28’’ are used as contextual features.
As a result, the feature vector of a target word used
for entity recognition can be represented with Æsti, fti,
gti, orti, sufi, posi, wki, poski, bi_ctxmn,iæ. Each of the ele-
ments, sti, fti, gti, orti, sufi, and posi is 1 if the target word
is the ith word in the single term vocabulary, functional
term vocabulary, general term vocabulary, word class
(orthographical feature) set, suﬃx set, and POS set
respectively, and is zero, otherwise. The elements, wki,
and poski are 1 if the target word is at position k and
the ith word is in the total vocabulary and POS set
and are 0, otherwise. bi_ctxmn,i is 1 if contextual feature
Cm,n is the ith element of the contextual bigram set and
is 0, otherwise.
3.3. Post-processing by dictionary look-up
After classifying the given instances as T/O classes,
we do post-processing of the recognized entities. In the
process, we scan the recognized entities and examine
the adjacent words of the entities. The entity-word dic-
tionary consists of single words. That is, it contains
the all words which consist of the named entities in
the training corpus. However, currently it was not spec-
iﬁed whether the word frequently occurs at the begin-
ning or ending or inner at a NE. If the POS of an
adjacent word is an adjective, noun, or cardinal, we look
in the dictionary to check whether the word is present or
not. If so, then we include the word into the entity re-
gion. For example, let us assume that ‘‘   and/CCO
c/NNB chain/NNI expression/NNI and/CCO their/
PRPO signaling/NNO pathway/NNB molecules/NNSI
Jak1/NNI,/,O Jak3/NNB,/,O   ’’ is given as the region
identiﬁed. If the word ‘‘signaling’’ adjacent to the left
of the identiﬁed entity ‘‘pathway molecules Jak1’’, has
the POS NN and exists in the dictionary, then we in-
clude the word ‘‘signaling’’ in the entity region. By the
post-processing step, we can correct errors made by a
SVM classiﬁer. Table 2 shows some examples of success-
ful and false corrections. In the table, ‘‘false correction’’
denotes the case where SVM gives a correct recognition
but makes a false correction through postprocessing.
As shown in Fig. 3, post-processing by simple dictio-
nary lookup is eﬀective in improving the performance of
boundary identiﬁcation.
3.4. Semantic classiﬁcation of named entity
The semantic classiﬁcation classiﬁes the identiﬁed
entities into 22 semantic classes. For semantic classiﬁca-
tion of a recognized entity, we use hierarchical multi-
class SVMs based on the GENIA ontology [3].
3.4.1. Hierarchical SVMs for semantic classiﬁcation
We can use the one-vs-rest method or the pairwise
method in order to construct multi-class SVMs for
semantic classiﬁcation. Since the SVM learning is a qua-
dratic optimization program, the training cost per clas-
siﬁer in the one-vs-rest is drastically increased
according to the size of the training examples. On the
other hand, in the pairwise method the training cost
per classiﬁer is much cheaper, but we must train
N(N  1)/2 classiﬁers, whereas N classiﬁers are required
in the one-vs-rest method.
Accordingly, we need to reduce not only the size of
the training examples per classiﬁer but also the number
of classiﬁers necessary for proper training. In this paper,
we tackle the problems by implementing hierarchical
multi-class SVMs based on ontology. For this, we use
ﬁve generic categories and 22 semantic classes8 on the
GENIA ontology as follows:
8 There are 36 distinct semantic classes in the GENIA corpus.
However, we do not consider protein, DNA, and RNAs subclasses in
this research. For example, all of the proteins subclass such as
protein_molecule, protein_family_or_group were regarded as protein.
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 SOURCE: multi_cell, mono_cell, virus, body_part,
tissue, cell_type, cell_component, cell_line, other_
artiﬁcial_source (total 9)
 AMINO_ACID: protein, peptide, amino_acid_
monomer (total 3)
 NUCLEIC_ACID: DNA, RNA, poly_nucleotides,
nucleotide (total 4)
 OTHER_SUBSTANCE: lipid, carbohydrate,
other_organic_compound, inorganic, atom (total 5)
 OTHER: other_name (total 1)
The semantic classes must belong to one of the gener-
ic classes. To construct hierarchical multi-class SVMs,
we group all of the training examples into ﬁve generic
classes, and train the corresponding SVM classiﬁer of
each class by the one-vs-rest method or the pairwise
method. Again, we train sub-classiﬁers under their
superclass. Hence, we can make four diﬀerent hierarchi-
cal multi-class SVMs: ‘‘ont_one_cls_one’’, ‘‘ont_one_cl-
s_pair’’, ‘‘ont_pair_cls_one’’, and ‘‘ont_pair_cls_pair.’’9
First, we classify an instance into one of the
superclasses. Then, we again classify it into one of the
subclasses of the determined superclass and hence we
require at most as many classiﬁers as the number of sub-
classes, which is less than N. Fig. 2 illustrates the hierar-
chical classiﬁcation method. That is, ‘‘AMINO-ACID’’
is ﬁrst selected by generic semantic classiﬁers and then
determined as ‘‘amino_acid_monomer’’ by sub semantic
classiﬁers.
This process results in an eﬀective reduction in SVM
training cost by decreasing the training examples re-
quired for each SVM classiﬁer. Also, it can save evalua-
tion cost by decreasing the number of classiﬁers per
class.
3.4.2. Features for semantic classiﬁcation
For the semantic classiﬁcation task, we use two con-
text features: inside and outside context features.
3.4.3. Inside context features
Inside words of NEs are important to determine their
semantic class. Specially, the inside context words often
include functional terms which play a key role in classi-
ﬁcation. As mentioned before, functional terms, such as
‘‘factor’’, ‘‘receptor,’’ and ‘‘protein’’, are very helpful in
classifying a given entity as protein, and functional
words such as ‘‘gene,’’ ‘‘promoter,’’ and ‘‘motif’’ are
very useful clues for classifying DNA. In general, func-
tional terms are often located to the rightmost of an en-
tity. This is the reason we consider a position that a
word occurred in NEs.
For inside context features, we use positional and
non-positional word features. A positional word feature
Lw,p denotes the word w at position p in the context of a
target entity and p is increased by 1 from the back-end
Table 2
Examples of post-processing
Successful correction False correction
aﬃnity ﬁ binding aﬃnity LPS ﬁ LPS stimulation
rapid proteolytic ﬁ rapid proteolytic degradation NF-kappa B ﬁ factor NF-kappa B
C-terminal 607 amino ﬁ C-terminal 607 amino acids Ca2 + stores ﬁ intracellular Ca2 + stores
signaling modlecules ﬁ intracellular signaling molecules aﬃnity receptors ﬁ high aﬃnity receptors
Fig. 2. Hierarchical classiﬁcation method: training phase and test
phase.
9 ont_one_cls_one: super-classifying by one-vs-rest and sub-classi-
fying by one-vs-rest, ont_one_cls_pair: super-classifying by one-vs-rest
and sub-classifying by pairwise, ont_pair_cls_one: super-classifying by
pairwise and sub-classifying by one-vs-rest, ont_pair_cls_pair: super-
classifying by pairwise and sub-classifying by pairwise.
Fig. 3. Eﬀect of post-processing by dictionary lookup.
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of the entity. As non-positional features, all content
words except stopwords, numbers and punctuation sym-
bols that consist of NEs are used. We make a list of the
non-positional features by collecting words in the range
of the inside context from the training corpus. If a rec-
ognized word is not in the list, we use its orthographical
features instead of the word itself. For example, if the
NE, ‘‘NF-kappa B activation,’’ ‘‘activation, 0,’’ ‘‘B,
1,’’ ‘‘NF-kappa,2’’ are retrieved for inside context fea-
tures. If the word, activation is missing in the vocabu-
lary list, we normalize the word as ‘‘-ation,0’’ using
the suﬃx ‘‘-ation’’. If we consider only positional con-
text features, we will be faced with the data sparseness
problem. By using such non-positional features and
orthographical features, we can achieve an eﬀect of alle-
viating the data sparseness problem.
3.4.4. Outside context features
We consider the four words in the surrounding con-
text of a given entity as the outside context feature.
All words in the surrounding context are converted to
the lower case and stopwords, numbers, and symbols
are removed. In addition, bigram multi-word expres-
sions are used for classﬁcation features. As with recogni-
tion features, the multi-word expression Ci,j refers to the
word bigram in the outside context where i and j denote
the position relative to the target word. We use ﬁve fea-
tures, C1,1, C2,1, C1,2, C2,1, and C1,2.
Accordingly, the feature vector of an recognized en-
tity used for semantic classiﬁcation can be represented
with Æinlwi, insi, ingwi, inorti, lcwi, rcwi, bi_ctxmn,iæ. Each
element inlwi, insi, ingwi, inorti, lcwi, and rcwi is 1 if a
target word of the entity is the ith word in the posi-
tional inside context vocabulary, suﬃx list, non-posi-
tional inside context vocabulary, orthographical
feature (word class) set, left context vocabulary, and
right context vocabulary respectively and is zero, other-
wise. bi_ctxmn,i is 1 if contextual feature Cm,n is the ith
element of the outside contextual bigram set and is 0,
otherwise.
4. Evaluation and discussion
4.1. Experimental environments
Experiments have been conducted on GENIA corpus
(v3.0p) [3], which consists of 2000 MEDLINE abstracts
annotated with Penn Treebank POS tags. We divided
2000 abstracts into 10 collections for 10-fold cross vali-
dation. Each collection contains not only abstracts but
also paper titles. We have implemented our method
using the SVM-light package [7]. Although various
learning parameters can aﬀect the performance of the
resulting classiﬁers, we used the SVM system with linear
kernel and default options.
The performance was evaluated in terms of precision,
recall and Fb = 1. The overall Fb = 1 for two models and
10 collections were calculated by using 10-fold cross val-
idation. The F-score based on recall and precision is de-
ﬁned as follows:
F b ¼ ðb
2 þ 1Þ  recall precision
b2  ðrecallþ precisionÞ : ð1Þ
4.2. Discriminative feature selection
We ﬁrst analyzed the eﬀects of the features described
in Section 3.
4.2.1. Eﬀect of recognition features
Column (A) in Table 310 shows the eﬀect of the non-
lexical features for recognition. The baseline feature set,
pos, consisted only of the POS information of the target
word and its neighboring words in the range from the
left 2 to the right 2. The baseline recognition perfor-
mance is 60.2 (Fb = 1). We also analyzed the recognition
performance of additional feature sets. According to Ta-
ble 3, the orthographical features certainly contributed
to improving the recognition performance (about
+6%). Suﬃx features made a modest positive eﬀect
(about +0.8).
Column (B) in Table 3 shows improvements in per-
formance when adding lexical features to the non-lexical
feature set pos + ort + suf with showing the best perfor-
mance. most_freq(10,000) means that the most frequent
10,000 words are used as lexical features and st + ft + gt
is the lexical feature set composed of single-terms, func-
tional-terms, and general-terms. When all lexical features
including the context feature are used, best recognition
performance is achieved (75.6%).
4.2.2. Eﬀect of semantic classiﬁcation features
We examined the eﬀect of semantic classiﬁcation fea-
tures as well. For this experiment, we assumed that the
Table 3
Eﬀect of each feature set for recognition (training with 1800 abstracts,
test with 200 abstracts): (A) nonlexical feature set (B) lexical feature
set + non-lexical feature set
(A) (B)
Feature set Fb = 1 Feature set Fb = 1
pos 60.2 most_freq(10,000) 72.6 (+5.6)
pos + ort 66.2(+6.0) st + ft + gt 73.2 (+6.2)
pos + ort + suf 67.0(+0.8) st + ft + gt + ctx 75.6 (+8.6)
10 pos, ort, suf, st, ft, gt, and ctx stands for POS, orthographical
feature, suﬃx feature, single-term, functional-term, general-term,
context feature, respectively.
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boundaries of entities have been correctly identiﬁed and
used the one-vs-rest method for constructing multi-class
SVMs.
Column (A) in Table 411 shows the eﬀect of inside
context features for the semantic classiﬁcation. The base
feature set, inlw consisted of only the positional word
features, and results in an F-score of 76.4. As a result,
classiﬁcation using all inside context features shows
the best performance (88.9).
Column (B) in Table 4 shows the performance of the
outside context feature set with the inside context fea-
ture set ‘‘in_best’’ as the best performance. When we
use only the outside context features ‘‘out_ctx_only’’,
the performance of the semantic classiﬁcation was very
low (50.8). This means that the semantic classiﬁcation
is more dependent on the inside context than the outside
context. Another interesting observation is that there
was no signiﬁcant improvement even if various outside
context features are added. Only a 1% improvement is
obtained by considering outside context.
4.3. Performance of recognition
4.3.1. Eﬀect of post-processing by dictionary lookup
Our two-phase model has the problem that recogni-
tion errors are propagated to the semantic classiﬁcation
phrase. For this reason, it is necessary to ensure a high
performance in boundary identiﬁcation by adopting a
method such as post processing of the identiﬁed entities.
In this experiment, we show the change in identiﬁcation
performance according to the training data size. In addi-
tion, we investigate output improvement by post-pro-
cessing using entity dictionary lookup as well. Fig. 3
shows that post-processing by dictionary lookup is eﬀec-
tive in improving the performance of boundary
identiﬁcation.
4.3.2. Recognition performance by four evaluation criteria
We investigated the change in recognition perfor-
mance according to several evaluation criteria. The eval-
uation criteria follows that of Olsson [13]. Table 5 shows
the performance of the recognition according to each
boundary condition of strict, left, right, and sloppy:
strict means that the boundaries of the system and those
of the answer match on both sides, left means the left
boundary of the system and that of the answer match,
right means the right boundary of the system and that
of the answer match, and sloppy means the boundaries
of the system and those of the answer overlap [19]. As
shown in Table 5, we can observe that the identiﬁcation
results of the right region is better than that of the left
(85.7 vs. 83.1), because the diverse use of modiﬁers such
as adjectives or past particles makes left boundary iden-
tiﬁcation diﬃcult. In general, it is very diﬃcult to distin-
guish whether a modiﬁer such as adjective or past
particle is included in a NE or not.
4.4. Performance of semantic classiﬁcation
We examined the performance of semantic classiﬁca-
tion using six kinds of multi-class SVMs. In this experi-
ment, we assumed that boundaries of entities have been
correctly identiﬁed. We analyzed the multi-class SVMs
in terms of F-score, training time, and test time.
Table 6 shows that the proposed hierarchical multi-
class SVMs are better than the simple one-vs-rest
Table 4
The eﬀect of semantic classiﬁcation features(training with 1800 abstracts, test with 200 abstracts, one-vs-rest method): (A) inside context only (B)
inside context + outside context
A B
Feature set Fb = 1 Feature set Fb = 1
inlw 76.4 in_best + lcw 89.0
inlw + ins 82.0 in_best + rcw 88.8
ingw 86.0 in_best + bi_ctx 88.8
ingw + inort 85.5 in_best + lcw + rcw 88.8
inlw + ingw 87.5 in_best + lcw + bi_ctx 88.8
inlw + ingw + inort 88.1 in_best + rcw + bi_ctx 88.8
inlw + ins + ingw 88.8 in_best + lcw + rcw + bi_ctx 88.8
inlw + ins+ingw + inort 88.9 outctx_only 50.8
11 inlw only takes words as positional features, inlw + ins take both
words and their suﬃxes. ingw only takes words as non-positional
features, ingw + inort takes both words and their orthographical
characteristics(word class). lcw, rcw, bi_ctx signify the left outside
context, the right outside context, and the outside multi-word
expression features, respectively.
Table 5
Recognition performance according to evaluation criteria (training
with 1800 abstracts, test with 200 abstracts, 10-fold cross validation)
Evaluation criteria Recognition
Precision Recall Fb = 1
strict 74.4 75.2 74.3
left 82.7 83.5 83.1
right 85.3 86.1 85.7
sloppy 93.9 94.9 94.4
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method or the pairwise method. Among them, ont_
one_cls_pair method, super-classifying by one-vs-rest
method and sub-classifying by pairwise method, showed
the best performance (88.47 Fb = 1).
From the result, we can determine that ont_one_cls_
pair compromises between the one-vs-rest and the pair-
wise method as follows: the use of one-vs-rest in the
super-classiﬁcation can alleviate the unbalanced class
distribution problem by clustering the given classes
and can reduce the test time compared with the whole
pairwise method ‘‘ont_pair_cls_pair’’. Finally, the use
of pairwise method within the sub-classes enables us to
reduce the overall number of classiﬁers to be tested.
4.5. Overall performance of two-phase NER system
Table 7 shows the overall performance of our system
on GENIA corpus version 3.0p for each multi-class
SVMs. The recognition performance is 74.8 (Fb = 1)
and the semantic classiﬁcation performance is 66.7
(Fb = 1) when the post-processing and the ont_one_
cls_pair method are applied.
Fig. 4 shows the performance of each semantic class
in detail. Some NE classes that have much training data,
such as ‘‘protein’’, ‘‘DNA’’, and ‘‘RNA’’ achieved high
performance. In contrast, the NE classes that have very
little training data, such as ‘‘carbohydrate’’ and ‘‘atom’’
achieved very low performance.
In addition, we compared our method with those of
Kazama et al. and Shen et al. For the comparison,12
590 abstracts were taken as the training data and 80 ab-
stracts were selected for the test for the former experi-
ment (A), and 1920 abstracts were taken as the
training data and 80 abstracts were selected for the test
for the latter experiment (B). As mentioned before, Kaz-
ama et al. adopted a one-phase model known as the best
reported system on GENIA corpus Version 1.1. As
shown in Table 8 (A), the accuracy of the proposed
two phase model (Fb = 1 67.4) outperformed the one-
phase model (Fb = 1 54.4) by 13.
Column (B) in Table 8 shows a comparison between
our system and Shen et al.s system. They used HMM
and a rule-based method to handle the nested structure
and the abbreviation. Although the testing data is not
exactly the same as Shen et al.s, the proposed two-phase
model (Fb = 1 70.8) outperformed that of the method
(Fb = 1 66.1) by 4.7. We think that the performance
improvement is caused by utilizing more discriminative
features for each subtask. The SVMs superiority over
other classiﬁers may lead to the performance
improvement.
5. Problems and future works
In the two-phase NE recognition method, recognition
performance is very critical to the overall performance
of the system, because recognition errors are propagated
into the semantic classiﬁcation. For example, although
‘‘intracellular signal transduction’’ is not recognized cor-
rectly by the SVM recognizing classiﬁer, it is classiﬁed
by SVM semantic classiﬁer. Actually, ‘‘intracellular sig-
nal transduction’’ is not an entity. This necessitates
development of a more eﬀective post-processing method
than the dictionary-based method to achieve more accu-
rate recognition result by removing certain words. Cur-
rently, we just consider the adjustment boundaries of
NEs by the post-processing. For example, for ‘‘  hos-
phorylation rapid proteolytic degradation of I kappa
B alpha   ’’ is given, a recognized NE, ‘‘rapid proteo-
lytic’’ is extended to ‘‘rapid proteolytic degradation’’
by post-processing. However, since the correct NE is
‘‘proteolytic degradation’’, the post-processor should
be able to remove the boundary word ‘‘rapid’’.
Moreover, we also need to develop a method for rec-
ognizing not only the nested named entities such as
‘‘ÆPROTEINæÆDNAækappa 3Æ/DNAæ binding factor
Æ/PROTEINæ’’ or ‘‘ÆDNAæÆPROTEINæIgG Fc receptor
Æ/PROTEINæ type IC geneÆ/DNAæ’’ but also acronyms
Table 7
The overall performance of the two-phase NE recognizer (training
with 1800 abstracts, test with 200 abstracts, 10-fold cross validation,
postprocess)
Multi-class SVMs Overall
Precision Recall Fb = 1
Identiﬁcation only 74.4 75.2 74.8
one-vs-rest 66.0 66.5 66.3
pairwise 66.0 66.6 66.3
ont_one_cls_one 66.4 67.0 66.7
ont_one_cls_pair 66.4 67.0 66.7
ont_pair_cls_one 66.2 66.8 66.5
ont_pair_cls_pair 66.2 66.8 66.5
12 We use the same 23 distinct NE classes as two other works but one
class which has no training instance is ignored in our experiment.
Table 6
The semantic classiﬁcation performance for each multi-class SVM
(training with 1800 abstracts, test with 200 abstracts, 10-fold cross
validation)
Multi-class SVMs Semantic classiﬁcation
Train time (min) Test time (s/abst.) Fb = 1
one-vs-rest 35.52 0.130 87.79
pairwise 18.02 1.760 87.83
ont_one_cls_one 27.09 0.045 88.39
ont_one_cls_pair 26.45 0.100 88.47
ont_pair_cls_one 18.48 0.129 88.10
ont_pair_cls_pair 13.99 0.165 88.17
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such as ‘‘TNF’’ (tumor necrosis factor) or ‘‘CFDA’’
(Carboxiﬂuorescein diacetate). Currently, we only con-
sider the longest NEs. In the case of an acronym, we
do not ﬁnd enough evidence to determine their semantic
classes based on the name itself.
6. Conclusion
In this paper, we have proposed a new method of
two-phase biomedical named entity recognition based
on SVMs. In the ﬁrst phase, we seek to identify the
boundaries of each entity with one SVM classiﬁer and
post-process with a simple dictionary look-up for cor-
recting SVM errors. In the second phase, we classify
the identiﬁed entity into its semantic class by using the
hierarchical SVMs. By dividing the task into two sub-
tasks, recognition and semantic classiﬁcation, we could
select more relevant features for each task and adopt
an appropriate classiﬁcation method according to the
task.
This two phase process results in reduction of SVM
training cost and a mitigation of the unbalanced class
distribution problem. Furthermore, we have developed
hierarchical multi-class SVMs using domain knowledge
such as GENIA ontology. These methods contribute to
improving evaluation speed and recognition perfor-
mance. Through experimentation, we have shown that
the proposed two-phase NE recognition method based
on SVMs is eﬀective in improving performance and
reducing training complexity.
Appendix A. Frequent Hyphen Suﬃx List
-acting, -activated, -activating, -activation, -active, -af-
ﬁnity, -associated, -based, -binding, -bound, -box, -cell,
-chain, -containing, -coupled, -deﬁcient, -dependent,
Fig. 4. Performance of each NE class.
Table 8
Comparison with other NER systems (one-vs-rest method): (A) One-phase model, (B) HMM model
NE class (A) (B)
2-phase_svm Kazama et al. (2000) 2-phase_svm Shen et al. (2003)
Overall 68.5/66.4/67.4 56.2/52.8/54.4 71.8/69.8/70.8 66.5/65.7/66.1
Protein 69.3/77.6/73.2 49.2/66.4/56.5 72.2/78.9/75.4 /70.8
DNA 76.2/63.3/69.1 49.6/37.0/42.3 75.6/65.9/70.4 /62.8
RNA 80.6/80.6/80.6 82.1/88.9/85.3 /0.7
Cell type 70.6/74.2/72.3 70.0/75.4/72.6 70.8/77.8/74.1 /78.6
Cell line 69.7/50.2/58.4 60.2/46.3/52.3 75.0/53.7/62.6 /61.0
Lipid 68.8/40.7/51.2 82.7/61.5/70.5 65.2/55.6/60.0 /75.0
Other names 63.2/64.5/63.8 59.3/58.0/58.6 68.9/67.4/68.2 /60.0
446 K.-J. Lee et al. / Journal of Biomedical Informatics 37 (2004) 436–447
-depleted, -derived, -encoded, -encoding, -endothelial,
-enhancer, -erythroid, -exposed, -expressing, -factor,
-family, -fold, -forming, -free, -function, -gene, -helix, -in-
dependent, -induced, -inducer, -inducible, -inducing, -in-
fected, -initiated, -labeled, -linked, -luciferase, -lymphoid,
-macrophage, -mediated, -myb, -negative, -onset, -phase,
-positive, -producing, -promoting, -protein, -proximal,
-reactive, -receptor, -regulated, -regulating, -regulatory,
-related, -resistant, -response,-reponsive, -restricted,
-selectin, -sensitive, -shift, -site, -speciﬁc, -stimulated,
-stimulating, -stimulation, -term, -terminal, -terminus,
-transformed, -treated, -tropic, -tumor, -type.
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