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Abstract 
Fracture mechanics research on the effects of constraint on fracture has predominately 
focused on mechanically loaded structures. However, defects are often located in re-
gions where residual stress may be acting in addition to mechanical loading. The aim of 
this PhD is to examine the combined effects of residual stress and constraint on ductile 
and brittle fracture. 
Initially we carry out a detailed finite element study to evaluate the ability of the J-
Q or J-A2 approaches to describe the stress fields for Ramberg-Osgood (R-0) power 
law materials and for engineering materials whose tensile behaviour is not described 
by a R-0 model. Results are presented for shallow and deep-cracked tension and bend 
geometries, as these are expected to provide the expected range of constraint conditions 
in practice. An alternative approach for evaluating Q is proposed for a R-0 material, 
which, for a given geometry, makes Q dependent only on the strain hardening exponent. 
We also present a finite-element study to examine the ability of a modified J-integral 
to characterise the intensity of the near crack tip fields for a crack in a residual stress field. 
We examine cases where the crack is introduced either progressively or instantaneously 
into a residual stress field. 
The above-mentioned studies are utilised in an experimental and numerical investi-
gation to examine the effects of residual stress and constraint on fracture. This is per-
formed using a 'C shape fracture mechanics specimen. We consider the effects of either 
tensile or compressive residual stress, introduced into the specimen by compressive or 
tensile or mechanical preload respectively Neutron diffraction measurements are per-
formed on the pre-loaded specimens prior to introduction of a crack, and compared with 
predictions of residual stress from finite-element analysis. Fracture toughness testing is 
then performed, and the effects of residual stress and constraint are evaluated using the 
J-Q approach. 
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Chapter 1 
Introduction 
Crack tip constraint refers to the constraint of the plastic zone ahead of the crack tip by 
the surrounding elastic material, resulting in a triaxial stress state at the crack tip. There 
is a direct correlation between the crack tip constraint and the fracture toughness of the 
material — the higher the crack tip constraint, the lower the toughness. For this reason, 
standard fracture mechanics testing procedures specify high constraint specimens such 
as a deep-cracked compact-tension specimen to give a lower bound fracture toughness. 
However utilising such data in an assessment of a component containing a defect often 
results in a overly conservative prediction of the defect tolerance, since it ignores the 
actual crack tip constraint of the component. Much active experimental and numerical 
research has therefore been performed since the late 1980's to examine and quantify 
the effects of constraint on fracture. This has culminated in the provision of approaches 
in structural integrity assessment procedures to account for crack tip constraint and thus 
provide a less-conservative assessment. Much of this work however has focussed on 
defects which are subject to mechanical loading only. 
Defects, however, are commonly located in components in which residual stress acts in 
addition to the mechanical load. Examples of residual stress are welding stress or stress 
arising from mechanical processing of a component. Such stresses are often tri-axial 
and thus may impact both crack tip constraint as well as the crack driving force. Exten-
sive experimental and numerical research has been dedicated to the effect of residual 
stress on crack driving force. However there are only a handful of published numerical 
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studies to examine the combined effects of constraint and residual stress, and published 
experimental studies which specifically addressed this topic were non-existent on com-
mencement of this PhD. 
The aim of this PhD is to progress the understanding of the combined effects of constraint 
and residual stress on fracture. This will be investigated using both numerical and exper-
imental methods. The experimental methods will employ a standard fracture mechanics 
specimen in which a residual stress is introduced by either mechanical pre-compression 
or pre-tension to allow consideration of the effects of either tensile or compressive resid-
ual stress respectively. 
1.1 Objectives 
The objectives of this PhD are as follows: 
1. To carry out a literature review on the approaches for quantifying crack tip con-
straint, and the combined effects of residual stress and constraint on ductile and 
brittle fracture. 
2. To evaluate the ability of the two-parameter J-Q and J-A2 approaches to describe 
crack tip fields for both R-0 power law hardening materials and engineering mate-
rials whose tensile behaviour is not described by the R-0 model. 
3. To evaluate the ability of the J-integral to characterise the crack driving force for a 
crack in a residual stress field. 
4. To carry out an experimental and numerical investigation to examine the combined 
effects of constraint and tensile or compressive residual stress on fracture using a 
fracture mechanics specimen. 
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1.2 Structure of Thesis 
This thesis is structured as follows. A literature review on the effects of constraint and 
residual stress on fracture is given in Chapter 2. In Chapter 3 we present a detailed 
finite-element study to consider the ability of the two-parameter elastic-plastic J-Q and 
J-A2 methods to characterise the cract< tip fields under constraint loss for R-0 power 
law hardening material behaviour and for engineering materials whose tensile behaviour 
is not well described by the R-0 model. This includes our proposal of an alternative 
approach for evaluating Q for a R-0 material, which, for a given geometry, makes Q 
dependent only on the strain hardening exponent. 
Chapter 4 presents a detailed two dimensional finite-element study to examine the abil-
ity of the J-integral to characterise the intensity of the near crack tip fields for a crack 
in a residual stress field. We examine the cases where the crack is introduced either 
progressively or instantaneously into the residual stress field. 
In Chapter 5 we present an experimental and numerical study to examine the combined 
effects of residual stress and constraint on fracture using the two-parameter J-Q ap-
proach. Finally we present our conclusions and suggestions for further work in Chapter 
6. 
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Chapter 2 
Review on the effects of constraint and 
residual stress on fracture 
This chapter provides a review on the effects of constraint and residual stress on duc-
tile and brittle fracture. This begins with an introduction to constraint and the various 
approaches to quantifying constraint. We then consider the effect of residual stress on 
constraint for both ductile and brittle fracture. 
2.1 Introduction 
Fracture of a flawed component is governed by the stresses and deformations in the 
vicinity of the crack tip. Fracture mechanics involves evaluating the intensity of the crack 
tip fields and comparing this with critical values for the material, at which failure occurs. 
There are two approaches which can be utilised, the "global" approach and the "local" 
approach. These two approaches are described below. 
The global approach assumes that the intensity of the crack tip fields are generally con-
trolled by one or two fracture parameters. For example, standard fracture mechanics 
specimens tested according to the recognised standards (eg. ASTM standards) in the 
brittle fracture regime are specified such that they fail at a critical value of stress intensity 
factor, K[c, under mode I loading. If the crack tip stresses in the component are also 
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described by K, then fracture of the component can be taken to occur at the critical 
value obtained from the fracture specimen. This concept is known as similitude and is 
illustrated in Fig. 2.1. In practice however, due to differences in geometry and loading 
between the component and the lab specimen, the component will often fail at a different 
value of the stress intensity factor. This is generally referred to as the 'constraint effect', 
and relates the effects of geometry and loading on the crack tip fields and thus on the 
fracture toughness. The effect of geometry includes the thickness of the component and 
the crack size whilst loading effects relate to whether the crack ligament is loaded in 
either tension or bending or a combination. As an example of the effect of geometry on 
fracture toughness. Fig. 2.2 shows results of fracture toughness tests carried out by Kirk 
et al. [16] on SEN(B) plates from ASTM A515 Grade 70 steel which failed by cleavage. 
All the plates have a width and thickness of 25 mm, but with varying crack depths. It may 
be seen that the apparent fracture toughness, J, increases with reducing crack depth. 
In order to account for the effect of differences in loading and geometry between the 
component and the fracture mechanics specimen, a second parameter is usually re-
quired to describe the intensity of the crack tip fields. The most recognised parameters 
are the T-stress in linear elastic fracture mechanics and the hydrostatic Q-stress and 
A2 parameters in elastic-plastic fracture mechanics. These parameters are reviewed in 
sections 2.2-2.5. 
Specimen 
Component 
Figure 2.1: Concept of similitude in linear elastic fracture mechanics 
The local approach attempts to relate the macroscopic fracture resistance to a number 
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Kirk etal. (1993) 
3 300 
& 
2 0 0 -
I. 
i 
3EN(B)-3PB i_ 
w 
D O 
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B= W 
High toughness steel 
0.0 0.1 0.2 0.3 0.4 .0.5 
a/W 
Figure 2.2: Results of tests carried out on SEN(B) specimens (from Kirk et al. [16]) 
showing the effect of crack depth on the apparent fracture toughness) 
of microstructural variables and continuum properties of the material through the use of 
a micromechanical model of the fracture mechanism. The primary attraction of this ap-
proach is that, in principle, the micromechanical model parameters are dependent only 
on the material properties and are not geometry or load dependent. Thus, once the 
parameters are evaluated for a particular material, usually through a combination of ex-
perimental testing and finite-element analysis, the models can be applied to any structure 
with the same material. On the other hand, the tuning of the micromechanical param-
eters is not a straightforward task and requires substantial validation by experimental 
testing and finite element analysis. Moreover, there are limitations in the micromechani-
cal models which is the subject of ongoing research. The level of complexity of the finite 
element modelling required in the local approach is also considerably greater than that 
required in the global approach. In view of the relative simplicity of the global approach, 
we will use this approach in this work. 
2.2 The Linear elastic K and T-stress parameters 
The early work in fracture mechanics was based on a cracked body with linear elastic 
material behaviour. The first two terms of the crack tip stress fields for a crack in an 
isotropic elastic material under Mode I loading were first presented by Williams [40] as 
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' ' T 0 0 ^ 
0 0 0 
y 0 0 J 
(2.1) 
where Kj is the stress intensity factor in Mode I, fij{9) is a non-dimensional function 
of the angle 6 subtended with the direction parallel to the crack flank, T is the T-stress, 
which is an additional constant stress acting parallel to the crack flank and vT is the out 
of plane stress induced as a result of T. 
Note that the term K j was used by Irwin [15] to describe the intensity of the stress field 
under mode I loading, and is given by 
Kj = Y{a)a°°^/Tm (2.2) 
where a is the crack depth, Y{a) is a non-dimensional function of a, and a°° is the 
applied remote stress. As the crack tip is approached, the first term, which is singular to 
1 / y f , dominates the crack tip stress fields and therefore jf-solutions are based only on 
the first term. 
Yielding in the crack tip region causes a perturbation of the elastic stress fields. There-
fore the linear elastic approach is only valid when the size of the plastic zone at the 
crack tip is small relative to the crack size and the dimensions of the cracked body—this 
is known as small scale yielding. When small scale yielding is exceeded, as generally 
occurs in structural metals, K underestimates the driving force for fracture, thus giving a 
non-conservative assessment of the flawed structure. 
Larsson and Carlsson [18] showed using finite-element analysis of an elastic-plastic 
material under well-contained yielding, that T can have a significant effect on the size 
of the plastic zone, and hence on the crack tip stress fields. They showed that reducing 
T gives a reduction in the out-of plane stress and thus reduced triaxiality, resulting in 
a reduction in the crack tip opening stress. Conversely, they showed that a positive T 
gives an elevated crack tip stress. Thus the crack tip fields under well-contained yielding 
can be fully characterised by both the K and T parameters. 
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Figure 2.3 sliows the effect of T on the cracl^ opening stress distributions (normalised by 
the yield stress, ao), where the value of K is kept fixed. Note that distance from the crack 
tip is normalised by the J-integral (J), which is defined in Section 2.3. It may be seen 
that a negative T causes a downward shift in the crack tip stress distribution. The stress 
distribution for T/ao = 0 corresponds to the small scale yielding stress distribution where 
the plastic zone size is significantly smaller than the crack length and the dimensions of 
the structure. 
Jyy 
Modified Boundary Layer Analysis 
n = W 
- HRR Solution 
Figure 2.3: Effect of T-stress on opening stress distributions ahead of a crack tip (An-
derson [1]) 
Since T is a linear elastic parameter, it is only applicable under conditions of well-
contained plasticity. Thus, under large scale yielding it fails to become a useful parameter 
for describing the crack tip fields. Nevertheless it serves a useful purpose in ranking con-
straint levels in different geometries. Figure 2.4 shows the variation of T-stress with a/W 
for common fracture mechanics specimens, where T has been normalised by Ki/^/Wa 
(these geometries are shown in Appendix A). It can be seen from Fig. 2.4 that speci-
mens which are loaded in tension have lower constraint than those which are subject to 
bending. 
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B= TV(7ra) 
0 SEN(T) 
g DEN(T) 
I I I I I I I I 1 I I I M I M 1 1 I M n I 1 M 1 I I M 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
a / i r 
Figure 2.4: Variation of T with a/W for common fracture mechanics specimens where 
T has been normalised by (Solutions for SEN(B), SEN(T) and DEN(T) taken 
from [1], CS(T) from [17]) 
2.3 The J-integral 
As mentioned in the previous section, the K and T parameters can characterise the 
stress fields under well-contained plasticity They are unable though to characterise the 
response of ductile materials which undergo large scale yielding. A major breakthrough 
in the application of fracture mechanics was the introduction of the J-integral by Rice 
[31], which extends the applicability of fracture mechanics into the large scale yielding 
regime. 
2.3.1 J as an energy release rate 
Rice [31] showed that for a crack in a material which undergoes deformation plasticity 
(i.e. non-linear elastic response) the non-linear potential energy release rate, —dli/dA, 
where H is the potential energy and A is the crack area, is given by a path independent 
line integral defined as 
J = 
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,du (2.3) 
where T is a contour that surrounds the crack tip as shown in Fig. 2.5, W is the strain 
energy density, t and u are the traction and displacement vectors respectively on the 
contour T, ds is a length increment along the contour and the y direction is taken normal 
to the crack line. t 
Figure 2.5: Definition of the J-integral based on an arbitrary contour around the crack tip 
2.3.2 J as a stress intensity parameter 
Rice and Rosengren [32] and Hutchinson [14] independently showed using asymptotic 
analysis that for a crack in a Ramberg-Osgood power law hardening material described 
by 
e a a 
— = 1- a I — 
Go CTQ VCQ 
(2.4) 
where a is the 'yield offset', n is the strain hardening exponent, ctq is a normalising 
stress which is usually related to the yield stress and eo = cro/E where E is the Young's 
Modulus, the near-tip crack stresses are related to J as 
EJ 
1 
71+1 
aij{n, 9) + (non-singular terms) (2.5) 
where In is dependent only on n and on whether the body is undergoing plane stress 
or plane strain deformation, and aij is a dimensionless function of n and 6. Thus J is a 
stress intensity parameter, which describes the amplitude of the stress field in Eq. 2.5. 
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Note that the leading term in eq. 2.5, known as the the HRR field (after Hutchinson, and, 
- 1 
Rice and Rosengren), is singular to r^+i . The non-singular terms were ignored by Rice 
and Rosengren [32] and Hutchinson [14]. 
The analyses by Hutchinson, and. Rice and Rosengren assumed a sharp crack and used 
a small displacement solution. In practice, blunting of the crack tip will lead to a reduction 
of the crack tip stress at the blunted tip. Large strain analyses by McMeeking and Parks 
[22] showed that the region over which blunting affects the crack tip fields is within a 
radius of approx. 25t from the crack tip, where 5t is the crack tip opening displacement, 
as shown schematically in Fig. 2.6. This region is referred to as the 'blunting zone' or 
the 'finite strain region'. If the HRR stress field is similar to the finite-element stress field 
from a large strain analysis over a microstructurally relevant region of 25t to 10( j^, then 
J is sufficient to describe the intensity of the crack tip fields. This is referred to as J-
controlled fracture. The region over which J controls the crack tip fields is referred to as 
the J-dominant region. 
a 
Fin i te s t ra i n 
r e g i o n 
S m a l l s t ra in s o l u t i o n 
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Figure 2.6: Schematic diagram showing the effect of crack tip blunting on the crack tip 
fields 
Subsequent investigations, [eg. Shih and German [36]), showed that the J-dominant 
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region is small for low constraint geometries (tension geometries and shallow-cracked 
bend geometries). The normal stress distributions from finite-element analyses of a 
deep-cracked [a/W = 0.4) SEN(B) geometry and a shallow cracked {ajW = 0.1) l\/l(T) 
geometry are shown in Figs. 2.7(a) and 2.7(b), plotted for increasing levels of J. Note 
that the distance from the crack tip, r , is represented in dimensionless form as r/{J/ao). 
It may be seen from these figures that the HRR field over-predicts the stress fields in 
both cases, being particularly worse for the M(T) geometry. Also the normalised stresses 
reduce with increasing deformation. The implication from these figures is that use of J 
and the associated HRR field may significantly overestimate the crack tip stress field in 
a component in which the remote load is predominantly membrane or for a component 
with a shallow crack under remote bending. This would consequently give an overly 
conservative assessment of the component integrity. 
r I I I 
M(T), a/W = 0.1 SEN(B), a/W = 0.4 
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2.0 3.0 
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r /CJ/ <7 J 
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Figure 2.7: Normal stress distribution for a crack in a power law hardening material, 
n = 10, under increasing load for (a) M(T), a/W = 0.1 and (b) SEN(B), a/W = 0.4 
As mentioned above, the HRR field is the leading term in the elastic-plastic crack tip field 
and is characterised by J . Under low constraint however, it is clear that J is insufficient 
to describe the crack tip fields (see Fig. 2.7). Subsequent effort was focussed on de-
scribing the crack tip fields using J with a second parameter. For example, Betegon and 
Hancock [2] examined the use of T-stress and showed that J-dominance correlated with 
positive T-stress, whereas loss of constraint and thus departure from J-dominance was 
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related to negative T-stress. This can also be seen from Fig. 2.3, where a positive or 
zero T shows good correspondence with the HRR field. An experimental study carried 
out by Hancock et al. [10] also correlated the fracture toughness, Jc with T-stress. Figure 
2.8 shows the measured fracture toughness values given by Hancock et al. [10] for four 
different geometries, a centre cracked plate (CCP), a three point bend (3PB) specimen, 
a surface cracked panel (SCP) and a compact tension specimen (CTS) plotted against 
normalised T stress. The fracture toughness was measured at crack initiation and for 
small amounts of ductile tearing. It can be seen from Fig. 2.8 that the initiation tough-
ness values (for A a = 0) are similar, whereas the toughness values for ductile tearing 
increase significantly with reducing T/ao. The explanation given by Hancock et al. [10] 
for the weak dependence of initiation toughness on T/oq is that the plastic deformation 
was not sufficiently large at initiation to cause a significant loss of constraint in any of the 
geometries. 
J MN/m 
Aa = 400 [im 
Aa = 200 [xm 
Aa = 0 nm 
-1.5 -1.0 
Figure 2.8: Effect of T-stress on fracture toughness (Hancock et al. [10]) 
In the next sections, we consider the hydrostatic Q-stress and A2 parameters for char-
acterising the elastic-plastic stress fields under large scale plasticity. 
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2.4 Hydrostatic Q-stress parameter 
O'Dowd and Shih ([27],[28]), showed using extensive finite element analyses of cracked 
geometries with a power law hardening material, that the difference between the stress 
field from an FE analysis and the HRR field is approximately uniform (/e. independent 
of distance) over a microstructuraily significant region ahead of the crack tip, within the 
sector l^l < 7r/2, i.e. 
O'ij ~ icrij)HRR + Qcro^ij (2.6) 
where o-^ is the stress tensor, Q denotes the amplitude of the uniform difference field 
and ctq is an appropriately defined normalising stress, typically the yield stress. This was 
shown for tension geometries, shallow-cracked bend geometries, and, deep cracked 
bend geometries under low load. Since the difference field in is approx. equal to the 
difference field in ayy, Q represents a hydrostatic shift of the crack tip stress field relative 
to the HRR field. It is therefore referred to as the hydrostatic Q-stress parameter. 
The interpretation of eq. 2.6 is that a positive Q means that the stress field is higher 
than the J-controlled HRR field, and a negative Q means that the stress field is lower 
than the HRR field. Q is therefore a measure of the constraint at the crack tip—the more 
negative Q is, the lower the crack tip constraint. 
Subsequent investigations by O'Dowd and Shih [29] showed that the difference in the 
hydrostatic stress was more uniform when the difference in the stress field from the 
cracked geometry was taken with respect to the stress field from a Small Scale Yielding 
(SSY) analysis of a boundary layer model. This is a model of a region around the crack 
tip in which tractions are applied to the boundary consistent with a remote K-field (T = 
0). The SSY boundary layer analysis is illustrated in Fig. 2.9. The SSY-, T — 0 field is 
compared with the HRR field in Fig. 2.10 together with a representative stress field for a 
low constraint geometry under large deformation. 
The difference between the SSY,T = 0 field and the stress field in the geometry can 
thus be approximated by a uniform stress with amplitude designated by Q, i.e. 
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Plastic zone 
Figure 2.9: Small scale yielding boundary layer model 
(o'ij) — i^ij)sSY-T=0 Q^O (2.7) 
Plots of Q vs. normalised distance are shown in Figs. 2.11 (a) and 2.11 (b) for a shallow 
cracked {a/W = 0.1) M(T) geometry and a deep-cracked {a/W = 0.4) SEN(B) geome-
try. It can be seen that for the M(T) geometry, Q remains approx. uniform with distance, 
even at large loads. However for the deep-cracked SEN(B) case, Q becomes increas-
ingly non-uniform with increasing load. This is due to the effect of the global bending 
stress which impinges on the crack tip fields under large loads. 
For conditions beyond small scale yielding but prior to large scale yielding the Q-stress 
can be related to the T-stress by the expression given by O'Dowd and Shih [29], 
Q = a i ( - ] + 0 2 ( -
.Ob/ 
T 
0-3 1 — 
.0-0 
(2.8) 
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Figure 2.10; Comparison of HRR and SSY; T — 0 stress fields 
where ai, og and 03 are constants which depend on the strain hardening exponent, n. 
The relationship between Q and T is shown graphically in Fig. 2.12 for different values 
of strain hardening exponent, n. 
2.5 The A2 parameter 
Using an asymptotic mathematical analysis, Yang et al. [41] and Yang et al. [42] derived 
the higher order terms in the crack tip fields for a Ramberg-Osgood material. It was 
shown that the first three terms are sufficient to describe the crack-tip fields in the mi-
crostructurally significant region ahead of the crack tip in which the crack tip fields control 
fracture. In a polar coordinate system (r,9) the three term solution for the stress field is 
given by 
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Figure 2.11: Q vs normalised distance for a power law material, n = 10: (a) M(T), 
a/W = 0.1 and (b) SEN(B), ajW = 0.4 
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Figure 2.12: Relationship between Q and T for different values of strain hardening ex-
ponent (O'Dowd and Shih [29]) 
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(2.9) 
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where the angular functions the stress power exponents s and t and the dimen-
sionless integration constant depend only on n. The parameter L in eq. 2,9 is a 
characteristic, normalising length parameter which can be taken as the crack length a, 
the specimen width W, the thickness B or unity (see e.g. Chao et al. [7], Chao and Zhu 
[6]). Note that for a given stress distribution, the value obtained for A2 will depend on the 
choice of characteristic length, L. 
Plane strain mode-/ dimensionless functions In and the exponents, s and t, have 
been tabulated by Chao and Zhang [5]. It may be seen from eq. 2.9 that if Ag = 0 the 
equation reduces to the HRR field. Thus, J describes the amplitude of the HRR field 
and A2 characterises the loss of constraint which results in the reduction from the HRR 
field. 
The physical interpretation of the A2 parameter and the Q-stress is essentially the same, 
in that they both define the departure of the stress field from the HRR field and they are 
both a quantitative measure of the constraint. In fact, the Q-stress can be viewed as 
equivalent to the collective behavior of the second and third terms in Eq. 2.9. However, 
O'Dowd [25] pointed out that the J-Q approach is not limited to power law hardening 
behavior, but also holds for more general constitutive behavior. 
2.6 Introduction to residual stress 
In the previous sections we reviewed the various approaches for quantifying crack-tip 
constraint. The rest of this chapter is focused on a review of the combined effects of 
residual stress and constraint on fracture. 
Residual stress can be classified as short-, medium- or long-range, according to the 
distance over which it decays (R6 [4]). Welding residual stress in piping and pressure 
vessels is generally classified as short-range, having a length-scale effect approximately 
equal to the wall thickness. It is also self-balancing through the wall thickness, and can 
be categorised as secondary, i.e. it does not contribute to the plastic collapse of the 
structure. 
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A review of welding residual stresses in different geometries was carried out by Stacey 
et al. [39] as part of the EU funded Structural Integrity Assessment Procedures for Eu-
ropean Industry (SINTAP) projects. This covers transverse and longitudinal through-
thickness residual stress distributions in a range of geometries of welded joints manu-
factured from ferritic and austenitic steels. This shows that in many cases, the magnitude 
of residual stresses can be up to yield strength. 
2.7 Review of numerical investigations to examine tlie 
effects of residual stress and constraint on fracture 
There are very limited numerical studies to examine the effects of residual stress and 
constraint on fracture. One notable study which will be mentioned here is that by Hill and 
Panontin [12]. Hill and Panontin [12] carried out a finite-element study to examine the 
effect of a representative welding residual stress on constraint in two geometries with 
a double-butt weld: (1) an axially loaded externally cracked pipe with a crack of depth, 
a = 0.3t, where t is the pipe thickness and, (2) a SEN(B) specimen with a = 0.3W 
where W is the width of the specimen. The two geometries are shown in Fig. 2.13. 
Girth weld - 50S mm 
i 
508 iimi 
a/W = 0.3 
=2?mni 13 a/t=0.3 b=t-n 
Section A-.4 
(a) - Stracmre 
W = B = 25mm 
S = 4W 
(b) - Specimen 
Figure 2.13: (a) Axially-loaded externally-cracked pipe and (b) SE(B) specimen used in 
Hill and Panontin [12] study 
An idealised welding residual stress for a symmetrical double butt weld, given in Fig. 
2.7, was introduced into both geometries. Note that for the SEN(B) geometry, the 'axial' 
residual stress in Fig. 2.7 acts in the direction normal to the crack plane. Both the pipe 
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and SEN(B) specimen were modelled as homogenous, i.e. the weld and parent were 
material taken to have the same material properties. 
0 0.2 0.4 0.6 0.8 1 
Distance From the Outer Wall, (Ro-R)/t 
Figure 2.14: Residual stress input in study by Hill and Panontin (Note: cjo = yield stress, 
Rq = outer radius) [12] 
Following introduction of the residual stress, axial tension was applied to the pipe, and 
the SEN(B) was loaded in three point bending. The variation of crack driving force, 
J, with Q, for each geometry is shown in Fig. 2.15, both with and without residual 
stress. Also shown is a J-Q resistance curve, representative of a ferritic steel which 
undergoes cleavage fracture. Note that the intersection of the driving force curve with 
the resistance curve gives the critical J, at which failure is deemed to occur. It can 
be seen that for the pipe geometry, residual stress results in a significant increase in 
constraint, and the critical J is almost a factor of three times lower than the for the pipe 
without residual stress. For the SEN(B) specimen however, which is a high constraint 
geometry, residual stress only has a marginal effect on constraint, thus the reduction in 
critical J is considerably smaller. Thus residual stress appears to have a considerably 
greater effect on constraint and thus on fracture, for a specimen or component which is 
loaded in tension. 
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Figure 2.15; J-Q analysis in study by Hill and Panontin [12]. Note: o-q = yield stress, b • 
width of uncracked ligament 
2,8 Review of experimental investigations to examine 
the effects of residual stress and constraint on frac-
ture 
Although it is desirable to investigate the effects of weld residual stress on fracture by 
testing actual welded joints, this presents a number of problems which makes a system-
atic study difficult to perform. For instance, modelling of weld residual stress is relatively 
complex and thus one cannot accurately determine the distributions of stress and strain 
in a weld which is required to calculate the crack driving force. Moreover some studies 
have shown that when a fracture mechanics specimen is extracted from a component 
containing a weld, the weld residual stress in the fracture mechanics specimen is found 
to be considerably reduced due to relaxation of the restraint provided by the component. 
Recent studies have therefore considered the use of mechanical pre-loading or autoge-
nous welding to introduce a residual stress into a fracture mechanics specimen. Such 
methods have been found to allow a well characterised residual stress distribution to be 
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introduced, thus allowing a systematic investigation to be carried out on the effects of 
residual stress on fracture. This section provides a review of recent investigations. 
2.8.1 Effects of residual stress on brittle fracture 
Modified Compact tension specimen 
Lee et al. [19] introduced a residual stress into a modified compact tension specimen by 
mechanical pre-compression, in order to examine the effect of constraint and residual 
stress on a ferritic steel in the cleavage regime. The pre-compression of the specimens, 
shown in Fig. 2.16, is carried out by applying a compressive load via circular loading 
pins, to plastically deform the specimen and give a region of compressive yield magni-
tude stress ahead of the notch. On unloading, a tensile residual stress is given ahead 
of the notch due to incompatibility of the elastic and plastic regions. The mechanical 
compression was performed at room temperature. 
O 
o 
Figure 2.16: Pre-compression of C(T) specimen in study by Lee et al. [19] 
Following pre-loading, a crack was introduced ahead of the notch in the tensile residual 
stress field and fracture toughness testing was performed. In order to examine the effect 
of constraint, some of the pre-compressed C(T) specimens were loaded conventionally 
by application of the load via the pins, as shown in Fig. 2.17(a) and the remaining pre-
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compressed specimens were loaded by application of uniform displacement to the top 
and bottom edges of the specimen, as shown in Fig. 2,17(b) (the specimens in 2.17(b) 
were referred to as SEN(T)). 
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Figure 2.17; Subsequent loading of pre-compressed C(T) specimen after introduction of 
crack by (a) application of load via pins, and (b) application of tension load on the upper 
and lower edges 
The fracture results were interpreted in terms of the two parameter J-Q approach. The 
SEN(T) specimens which had been pre-compressed were found to have significantly 
lower average fracture toughness, Jc, and a smaller absolute value of Q-stress at frac-
ture, than the non-pre-compressed SEN(T). However, the differences in Jc and Q-stress 
at fracture between the non-precompressed C(T) and the pre-compressed C(T) spec-
imens were significantly smaller. Thus residual stress has a much smaller effect on 
fracture toughness for the high constraint C(T) geometry. This is consistent with the nu-
merical analysis by Hill and Panontin [12], mentioned above, where it was shown that 
the effect of constraint is considerably greater in the pipe geometry, which has similar 
constraint level to the SEN(T) geometry tested by Sherry et al. It is noted that this is the 
only published experimental study which systematically examined the combined effects 
of residual stress and constraint on fracture. 
Modified Edge notcfied bend specimen 
Mirzaee-Sisan et al. [23] also applied mechanical pre-compression to investigate the 
effect of tensile residual stress on cleavage fracture in a ferritic A533B pressure vessel 
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material. They used a modified edge notched bend specimen, as shown in Fig. 2.18. 
250 
15 R=12,5 
50 
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Figure 2.18: Modified edge notched specimen used in study by [23] 
The specimen contains a 12.5 mm circular notch at mid-length and two 'V grooves at 
the ends of the specimens where the in-plane pre-compressive load is applied. Fol-
lowing pre-compression at room temperature, a crack was introduced into the tensile 
residual stress ahead of the circular notch, as shown in Fig. 2.18, to give a/W = 0.3. 
The specimens were then cooled to -150°C, in the lower ductile to brittle transition re-
gion (in the cleavage regime), and the specimens were loaded in three point bending 
to failure. The average fracture toughness of the as-received specimens was given as 
75 M P a v ^ , compared with an average of 80 M P a y ^ for the pre-compressed speci-
mens. Thus residual stress has a small influence on constraint for this geometry; this 
result is expected since a SEN(B) geometry with a/W = 0.3 has relatively high crack tip 
constraint as may be seen from Fig. 2.4. 
2.8.2 Effect of residual stress on ductile fracture 
Mirzaee-Sisan et al. [23] investigated the interaction of residual stress with mechani-
cal loading on ductile fracture in a single edge notch bend specimen, fabricated from 
austenitic 316H stainless steel, shown in Fig. 2.19. 
A tensile residual stress was introduced into the specimen by autogenous welding (or 
edge welding), a process in which the bottom surface (indicated as the "welded edge" in 
Fig. 2.19) is locally melted by passing a welding torch over the surface. 
After introduction of the residual stress, a crack was introduced into the tensile residual 
stress field, on the lower surface, and the specimen was cooled to -150°C to reduce 
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Figure 2.19: Single edge notched bend specimen fabricated from edge-welded 316H 
beam specimen (all dimensions are in millimetres, L = 250 mm) 
the ductility of the material and thus maximise the effect of residual stress. It was then 
loaded in bending to obtain a crack growth resistance ( J - Aa) curve. Both as-received 
and autogenously welded specimens were tested and there was found to be negligible 
difference in the resistance curves. Thus residual stress appears to have little influence 
on ductile fracture in typical pressure vessel materials. 
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2.9 Characterising the crack driving force under resid-
ual stress 
2.9.1 A modified J-integral 
When a cracked body behaves predominately elastically under combined mechanical 
and residual stresses, a fracture assessment can be performed by superimposing the 
stress intensity factors for mechanical and residual stresses. However, beyond the elas-
tic regime, an elastic-plastic fracture parameter such as the J-integral is required. 
Use of the standard definition of J given in Eq. 2.3 leads to a path dependent value in the 
presence of a self-balancing residual stress. Lei [20] therefore presented a a modified J 
definition to give path independence when residual stress is present, given by 
1 +L (""St " 
where is the total strain tensor given by 
= 6%; + (2.11) 
where £m is the mechanical strain which is related to the stress through the constitutive 
law, and e°j is an initial strain which arises due to elastic incompatibility of different parts 
of the structure, e.g. a thermal strain or a plastic strain due to residual stress. A is the 
area enclosed by the contour, T, and W the mechanical strain energy density, defined 
as. 
Id/ = i f*" Oijdk;? (2.12) 
Jo 
When proportional stressing is satisfied, i.e. the crack tip stress increases proportionally 
with strain, then: 
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Thus Eq. 2.10 reduces to 
J = ^ ( w i i . - ^ dX (2.14) 
Commercial finite-element packages such as ABAQUS [13] have the capability to cal-
culate J when e°- is a thermal strain but not for the case of an initial plastic strain due 
to residual stress. An independent post-processor was therefore developed by Lei [20], 
which calculates J in accordance with Eq. 2.10 using results from an ABAQUS analysis. 
2.9.2 Introduction of a crack in a residual stress field 
Calculation of the modified J-integral in Eq. 2.10 entails introduction of the residual 
stress in the uncracked geometry followed by introduction of the crack in the mesh by 
removal of the boundary constraints on the nodes on the modelled crack face. 
In the early work by Lei et al. [21] the boundary constraints on the crack face nodes 
were removed simultaneously in one analysis step, i.e the crack is assumed to form 
instantaneously. In more recent investigations however, eg. Smith et al. [37] and Sherry 
et al. [34], the case is also considered whereby the crack is introduced progressively, 
by removal of one or more nodal boundary constraints per analysis step. This could 
represent crack growth in a residual stress field by mechanisms such as corrosion or 
fatigue crack growth. These two investigations are reviewed below. 
Smith et al. [37] 
Smith et al. [37] carried out a finite-element investigation of a thin rectangular plate con-
taining a slot, as shown in Fig. 2.20a, into which a single pass weld is deposited. Fig. 
2.20b. 
The predicted transverse and longitudinal residual stress distributions in the uncracked 
welded plate, given in Fig. 2.21, may be seen to be above yield and uniform along the 
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Figure 2.20: Rectangular plate modelled by Smith et al. [37] 
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Figure 2.21: Residual stress in uncracked welded plate in study by Smith et al. [37] 
A through-wall crack of length 2a was then introduced along the symmetry plane of the 
plate and centred about the middle of the weld. They modelled the introduction of the 
crack into two ways: (1) simultaneous removal of the boundary constraints on the nodes 
on the crack face and (2) progressive removal of the nodal boundary constraints. The 
crack opening stress distributions are shown in Fig. 2.22 for a crack of length 2a = 
60 mm, from which it may may be seen that the progressive case gives a lower opening 
stress than the simultaneous case. The J-integrai was also calculated and was found 
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to be approx. half of that for the progressive case. They suggested that the reduced 
crack tip opening stress and J value for the progressive case is due to the formation of a 
plastic wake behind the growing crack tip which dissipates elastic strain energy; a plastic 
wake is not formed for a simultaneously introduced crack. 
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Figure 2.22: Crack opening stress distributions for progressive and simultaneous crack 
cases, Smith et al. [37] 
Sherry et al. [34] 
More recently, Sherry et al. [34] considered introduction of a crack in a mechanically 
pre-compressed notched compact tension specimen (Fig. 2.16). A 3D FE analysis 
was performed to predict the residual stress distribution due to pre-compression. The 
transverse stress was above yield magnitude over a distance of approx. 1.5 mm ahead 
of the notch. A crack was then introduced ahead of the notch into the tensile residual 
stress field by either simultaneous or progressive removal of the boundary constraints 
on the crack face nodes. Cracks of lengths 1 mm, 2 mm, 3 mm, 4 mm and 5 mm were 
considered. They found that the opening stress distributions for the progressive and 
simultaneous cracks were similar for the different lengths of crack considered, which is 
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in contrast with the investigation by Smith et al. described above. However, Sherry et 
al. showed that the crack face displacements for the progressive case were somewhat 
lower than for the simultaneous case, as shown in Fig. 2.23, though the differences are 
markedly smaller than the differences reported by Smith et al. 
Sherry et al. also showed that the crack driving force characterised by J was smaller for 
the progressive case by a factor of up to two for a crack of length 2 mm. This result is 
perhaps surprising in view of the fact that the crack tip opening stresses are similar and 
the crack opening displacements are only marginally smaller for the progressive case. 
In view of these apparent anomalies, we will present a study on this issue in Chapter 4. 
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Figure 2.23: Comparison of crack face displacements for progressive and simultane-
ously introduced cracks at the mid-plane of the notched pre-compressed C(T) specimen 
modelled by Sherry et al. [34] 
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Chapter 3 
Finite eiement study to evaluate the 
two-parameter eiastic-plastic J-Q and 
J-A2 constraint approaches. 
In Chapter 2 we presented a review on constraint effects in elastic-plastic fracture and 
discussed that, under conditions of low crack tip constraint, J-dominance is lost and the 
crack tip stress fields are no longer characterised by J alone. Two additional parameters 
were presented which may be used as a second parameter in conjunction with J, in 
order to provide a more accurate prediction of the crack tip fields; the hydrostatic Q 
parameter and the A2 parameter for a power law material. Numerical studies of such 
parameters have generally focused on power law hardening material behaviour which, 
in practice, is often not representative of engineering materials. 
In this chapter, we present a finite element study to evaluate the ability of the J-Q and 
J-A2 (in this chapter the parameter A2 is denoted A) approaches to describe the crack 
tip stress fields for both power law hardening and non-power law hardening materials. 
For the latter we consider two materials; XI00, a low hardening high strength carbon 
steel, and austenitic stainless steel 316H, a high hardening steel. We have focused our 
study on centre cracked tension M(T) and single edge notch bend SEN(B) geometries, 
with a/W of 0.1, 0.4 and 0.7, as these are considered to cover the range of crack tip 
constraint expected in engineering structures. The predictions are compared with the full 
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field finite-element cract< tip stress distributions, with differences quantified using an error 
parameter to provide an evaluation of these two-parameter approaches. We present an 
alternative approach for evaluating Q for a R-0 material, which, for a given geometry, 
maizes Q dependent only on the strain hardening exponent. 
3.1 Conventional evaluation of Q 
The constraint parameter Q is conventionally evaluated at a fixed normalised distance 
ahead of the crack tip, f , given by 
r = r(3/(.//cro) (3.1) 
where rg is the physical distance from the crack tip at which Q is evaluated. Typically 
f is in the range 1 < f < 5, which is the microstructurally significant range over which 
stresses and strains control the fracture process. This can be interpreted in terms of the 
crack tip opening displacement (CTOD), 5t, which is defined in [35] as the relative dis-
placement of the crack faces at a distance from the crack tip at which 45° lines emanating 
from the crack tip intersect with the crack faces. In [35] it was shown that for a power law 
(R-0) material under small scale yielding conditions, the CTOD can be linearly related 
to J/o-Q by 
(3.2) 
o"o 
where d is defined via the HRR field as 
d== (3.3) 
and dn depends only on strain hardening exponent, n, given by 
dn = (3.4) 
where and Uy{n) are dimensionless constants obtained from the HRR field and 
46 
are dependent on n. For materials of interest, d is typically in the range 0.2 < d < 0.7. 
Clearly, by combining eqs. 3.1 and 3.2, we can write that 
'•« = © 13 5) 
Taking an average value for d of 0.5, it follows that if the range of evaluation for Q is over 
the region, 1 < f < 5, in terms of CTOD this is, 25t < t q < 105t (see Fig. 2.6). 
One of the difficulties associated with evaluating Q at the normalised distance f is that 
there will be a dependence on the material parameters eq and a, as discussed in [25]. 
The dependence of Q on so and a for example, is shown in Fig. 3.1 for M(T), a/W — 0.1 
with n = 10. Here Q is evaluated at a distance, tq — 2J/(To, (f = 2), and J is 
normalised by aa^. The dependence of Q on eq and, to a lesser extent on a , complicates 
the compilation of handbook solutions for Q for a R-0 material. Below we propose an 
approach for eliminating the dependence on a and eq- This considerably simplifies the 
tabulation of Q for a given geometry, as Q is then dependent only on n. 
3.2 Alternative definition for constraint parameter Q 
The Ramberg-Osgood (R-0) model (Eq. 2.4) is defined using four parameters, a, eq, 
ctq and n, (note that, by definition, E = gq/eq, and is not an additional parameter in 
the material description). Defining the material model in this ways allows flexibility in the 
choice of material parameters, e.g. ctq can be chosen as the 0.2% flow stress with eq the 
corresponding strain. However, as pointed out in [11] and [25], a R-0 material model is 
fully determined using only three material parameters, so that Eq. 2.4 may be rewritten 
as 
E + #.6) 
Go cq \a"o 
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Figure 3.1: Q vs. J/aaa for a range of values of (a) eo and (b) a, where Q is evaluated 
at the normalised distance, f — 2. 
where the normalising stress and strain, &o and eq respectively, are related to and eo 
by 
<70 =cro/a:^/^" 
eo =6o/a ' / ( " - : ) 
(3.7a) 
(3.7b) 
Note that ao/io = o-q/so = E. Equations 2.4 and 3.6 provide identical representations 
of an R-0 material —if material data are fitted using Eq. 2.4 (in terms of a, eq, ctq). the 
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fit can be equivalently represented as Eq. 3.6, with ctq and eo defined using Eq. 3.7. The 
normalising stress uq can no longer can be identified directly with a particular level of 
inelastic strain, but from Eq. 3.6, it may be seen that if cr < gq, the material response is 
in the linear regime and if cr > ctq, the power law term dominates. 
In an analysis of a material which obeys Eq. 3.6, results will depend only on the power 
law exponent n provided stresses are normalised by ctq and strain quantities by eo. see 
e.g. discussion in [11]. Thus, an appropriate dimensionless distance f may be defined 
as, 
r = rQ/(J/eo^o), (3.8) 
and Eq. 2.7 may be rewritten as 
Cjj = SSY-,T=0 Q^O- (3.9) 
By evaluating Q using the dimensionless distance, f , and normalising J by aeo&o, the 
resultant J-Q plot will be independent of eo and &o and depend only on n (for a given 
geometry). For example, all the lines in Fig. 3.1 collapse onto a single line, as shown 
in Fig. 3.2, when normalised appropriately. A different value for Q will be obtained if 
Eq. 3.9 is used rather than Eq. 2.7, due to the different choice of normalising stress (ao 
rather than ao) and a different choice of dimensionless distance (through eo). This issue 
will be discussed in more detail later. Note that if a = 1, then eo = eo, ^o = o"o-
3.3 Choice of Normalising Distance 
Having defined the normalised distance, f , in Eq. 3.8, an appropriate value of f at which 
Q is evaluated must be chosen. Equation 3.9 indicates that the second term in the J-
Q representation of the crack tip fields is independent of distance and thus the same 
value for Q would be obtained regardless of the position where it is evaluated. However, 
Eq. 3.9 is an approximation and in practice, the value obtained for Q will show some 
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Figure 3.2: variation of Q vs. J/ai^aQ for a range of values of and a, where Q is 
evaluated at the normalised distance, f = 0.004. 
dependence on the distance at which it is evaluated. The value of f should be chosen 
so that the physical distance rg in Eq. 3.8 is at some appropriate fraction of 5t, such that 
Q is evaluated over a microstructurally significant distance. Using eqs. 3.2, 3.3 and 3.8, 
the distance rg can be shown to be related to the crack tip opening displacement, 6t, by 
1 
rq = 
dr, 
(3.10) 
where has been defined in Eq. 3.4. 
In this work we have chosen to evaluate Qata normalised distance, r = 0.004, which 
corresponds to a distance of 45^  for the case of n = 10, a = 1 and eo = 0.002 {i.e. 
io = 0.002). Thus, in terms of the physical distance from the crack tip, Q is evaluated at 
a position 
1 
rq = -^TT 
4 " 
0.004 
dn 
(3.11) 
This is the point at which Q is evaluated for the cases shown in Fig. 3.2. 
It may be noted that if rg is defined using the conventional definition, Eq. 3.5, for low 
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hardening materials the rq-St relationship depends weakly on eo (a 1 /n dependence 
through Eq. 3.3) and choosing f = 2 will generally ensure that Q is evaluated at a 
physically representative distance. However, Eq. 3.11 indicates that for low hardening 
materials, rq/St is more strongly dependent on io (the term (n + l ) / n ^ 1). Thus, to 
ensure that tq falls within the range, 25t < tq < 10^;, limits must be placed on the value 
of £o- The applicable ranges of eo are obtained from Eq. 3.12 and for convenience have 
been grouped into three sets of values of n, i.e. 
2 X 10"^ < 6o < 6 X 10-^ for 3 < /% < 4 
1 . 5 x l O - ^ < 6 o < 4 x l O - ^ for 4 < T i < 7 (3.12) 
1 X 10"^ < So < 3 X 10-^ for n > 7 
As long as n and eo lie within these limits, Q will be evaluated in the range 25t < rg < 
106(, i.e. at a microstructurally significant distance. It is expected that most materials 
commonly encountered in engineering applications will lie within the limits of applicability 
given in Eq. 3.12. if eo is outside these limits, it is recommended that Q is evaluated 
directly from FE analysis with an appropriate definition of the normalising distance. 
In summary, the parameter Q may be determined as the difference between the normal 
stress, (722, from an FE analysis and the value of 0-22 obtained from a SSY boundary 
analysis with T/ao = 0, at a normalised distance of rQ/J/(eo&o) = 0.004. If an R-0 
model is defined using Eq. 2.4 (/.e. in terms of a, eo, ao) Q values may be obtained from 
data of the type presented in Fig. 3.2 with ctq and io defined via Eq. 3.7. 
In previous work, ([27],[28]), Q was evaluated at the distance rQ/( J/cto) = 2. For a = 1, 
eo = E/ao = 500, this distance is equivalent to the distance f = 0.004. However, 
for other materials, the new normalised distance is not equivalent to r/{J/ao) = 2. 
Since Q will have a (weak) dependence on distance, it is expected that there will be 
some differences in Q values evaluated at the new normalised distance and previously 
published values. Furthermore, since a different normalising stress, ao, has been used 
in Eq. 3.9 rather than ao, this will affect the value of Q. This issue is discussed further in 
section 3.6.4. 
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3.4 Evaluation of the constraint parameter, A 
To allow direct comparison of the J-Q and J-A approaches we rewrite the J-A stress 
field in Eq. 2.9 in terms of ao and io, 
+ (3.13) 
(7o \Eo6-o/nry 
w / n r y \L' •' 
J \ ^ n 
ioaolnr J \LJ 
Following the approach in [8], the value of A is determined from a finite-element analysis 
using the 'weight averaging method'. This entails equating the average finite-element 
stress between defined limits, to the integral of Eq. 3.13 between the same limits of f , 
i.e. 
[ apEdf = ( a j - A d f (3.14) 
J fi J Vl 
where is the normal stress field (i.e. normal to the crack plane, 9 = 0) given 
by Eq. 3.13 and is the normal FE stress distribution. In [8], A is evaluated in 
the range, 1 < f < 5. Here we have taken the range to be 0.002 < f < 0.01, which 
is equivalent to the range taken in [8] when n = 10, and a = 1, eo = 0.002 and is 
consistent with the evaluation ofQatf = 0.004. 
By substituting Eq. 3.13 into the right hand side of Eq. 3.14, and evaluating the integrals, 
it follows that the value of A can be determined by solving the quadratic equation 
xA^ -h yA + z = 0 (3.15) 
where x and y and z are given by 
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^ ( 9 
^ — <^22 
J 0.01^+1-0.002^+1 
GoO'oZ' J i + 1 
~ (1) / J \ ' 0.01'+^ - 0.002"+^ 
y ~ '^22 V^o^o-^ s + 1 
-z: = ^ 2 2 ™ ^ ( r f z ) (0 0 1 ^ - 0 . 0 0 2 ; ; ^ ) ^ ^ 
n 
^oS'oInL J J0,002 <^0 
The characteristic length, L, has been taken as the crack length, a, in all calculations. 
For comparison, we have also evaluated ^ by equating the normal J-A stress field in 
Eq. 3.13 to the normal FE stress at r = 0.004, (the same distance at which Q has been 
evaluated). The value of A obtained from the two methods is almost identical. 
3.5 Finite-Element Procedures 
3.5.1 Analyses performed 
Centre cracked panels under tension, designated l\/l(T), and edge cracked bend speci-
mens, designated SEN(B), have been analysed. The dimensions of the M(T) specimens 
are H/W = 2 for a/W — 0.1, and H/W = 4 for a/W = 0.4 and 0.7, where H is 
the total height and W is half the width of the plate. The total span, S, of the SEN(B) 
specimens is 5 = 41'V. The results are expected to be independent of specimen height, 
H/W and S/W and depend only on a/W. The loading for the SEN(B) is applied as 
three point bending with S the distance between the support points. Due to symmetry, 
only a quarter of the M(T) plate and a half of the SEN(B) geometry are modelled, as 
shown in Fig. 3.3. 
The FE analyses were performed using ABAQUS 6.6 [13], with small displacement kine-
matics. The R-0 material analyses were performed using deformation plasticity whereas 
the analyses for XI00 and austenitic 316H test data used incremental plasticity. It was 
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Figure 3.3; Extent of finite element model, indicated by shaded region, for (a) centre-
cracked M(T) plate and (b) edge-cracked bend SEN(B) geometries. 
found, however, that the difference in the results between the two plasticity models is 
negligible for a small displacement formulation. Four noded two dimensional plane strain 
elements (ABAQUS element type CPE4H) were used in all cases. The FE meshes were 
generated with a sharp crack, the crack tip element size ranging from approx. 10"®a to 
in order to provide detailed stress distributions at different deformation levels. 
3.5.2 Evaluation of Error for the Two-Parameter Predictions 
To provide a quantitative measure of how well the J-A or J-Q approach describes the 
crack tip stress distributions, we have defined a dimensionless error parameter e as 
1(722''^ ^ - 0'22 |^G(f 
e = /r i 
rr2 
(3 17) 
/ri 
where 0-22^^ is the finite-element stress, 0-22^ is the J-A or J-Q prediction, and fi and 
7=2 are the limits over which the error is calculated. This parameter gives the average 
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magnitude of the difference between the finite-element stress distribution and the two-
parameter prediction, as a ratio of the average magnitude of the finite-element stress. 
The error e is evaluated over a chosen range of f which in this work has been taken to 
be 0.004 < f < 0.01. 
3.6 Analyses of R-0 Power Law Materials 
In this section we assess the ability of the J-A and J-Q approaches to characterise the 
crack tip stress fields for materials which behave according to the R-0 material model. 
Analyses were performed for two values of strain hardening exponent, n = 5 and n = 10, 
in order to simulate high and moderate hardening materials respectively. The results 
provided can be used for any value of o-q and io but care should be taken in interpreting 
the results if eo Wis outside the applicability limits given in Eq. 3.12. Values of the stress 
power exponents, s and t, the dimensionless integration constant, / „ , and the Mode I 
angular dimensionless stress distributions, are given in Tables 3.1 and 3.2 (the data 
is taken from from [5] except for n = 25 for which the data is obtained by extrapolation). 
Table 3.1; Stress exponents {s and t) and integration constants (/„) for evaluation of A , 
and values of (0-22/^0)say;r=o reference field for evaluation of Q. 
n s t In (o"22/o'0)ssy;T=0;f=4xl0-3 
3 -0.01284 0.22432 5.507 -
5 0.05456 0.27578 5.024 3.85 
7 0.06937 0.26375 4.7654 -
10 0.06977 0.2304 4.540 3.37 
15 0.06093 0.18435 4.334 -
25 0.0458* 0.130* 4.134* — 
* These values are obtained by extrapolation 
3.6.1 Predictions of Normal (<722) Stress Distributions 
Figure 3.4 shows the normal stress distributions, for a shallow-cracked M(T) 
geometry under extensive plasticity, for n = 10. The normalising load, Pq, is the plane 
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Table 3.2; Dimensionless stress values a22 for evaluation of A 
n p^HRR 
"22 ^ 2 ^ 2 
3 1.9407 0.2834 -1.2764 
5 2.2171 0.31&4 -3 .2224 
7 2.3658 0.3205 -5 .0309 
10 2XW69 0.313 -6 .4128 
15 2.6162 0.2975 -7 .8432 
25 2j^W' 0.273* -10.87* 
* These values are obtained by extrapolation 
Strain limit load given in [4], witfi ctq replaced by ao, i.e. 
p 4 5 6 . 
\ /3 
(3.18) 
wtiere B is ttie thict<ness, and b is the width of the ligament = W—a. It can be seen in Fig. 
3.4 that both the J-A and J-Q approaches provide a good prediction of the normal stress 
distribution in the M(T) geometry over the microstructurally significant range 0.002 < f < 
0.01. The J-Q approach gives a somewhat better prediction than the J-A prediction 
(this result is representative of the deep-cracked M(T) cases and the shallow-cracked 
{a/W = 0.1) SEN(B) case). 
6 I ' I ^ 1 • I • : I 
M(T), a/W=0.1, n=10 
° FE 
o_ o O 
P/Pc = 12 
I ' ' ' ' I ' ' ' ' M ' ' ' I 
0.002 0.004 0.006 0.008 0.01 
Figure 3.4: Normal stress distributions ahead of the crack tip for an M(T) geometry, 
a/W = 0.1, n — 10, at a load, P = 1.2fb-
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Results for the deep-cracked SEN(B) geometry are presented in Fig. 3.5 for a normalised 
load of P/pQ = 1.6. Here Pq is the plane strain limit load for an SEN(B) geometry [4], 
with (To replaced by gq, i.e. 
Pn = 
1.40956^6-0 
5 
(&19) 
For this case, both the J-A and J-Q approaches give poor predictions. The result is 
consistent with those presented in [27] and [6]—the poor agreement with the crack tip 
field solutions arises from the fact that the global bending stress impinges on the crack 
tip fields at large deformation. The result in Fig. 3.5 is also representative of the SEN(B) 
ajW — 0.7 case. 
6 -
SEn{B), a / ^ = 0 . 4 , n=lO 
5 - " 
O fE 
P / W . 6 
' ' I ' ' ' ' I ' ' I ' I • 
0,0 0,002 0,004 0,006 0.008 0,01 
Figure 3.5: Normal stress distributions ahead of the crack tip for an SEN(B) geometry, 
ajW — 0,4, n = 10, at a load, P = l,6Po-
Figures 3.6 and 3.7 show the error, e, defined in Eq. 3.17, plotted against the normalised 
load, for the shallow-cracked M(T), and deep-cracked SEN(B) geometries respectively. It 
can be seen from Fig. 3.6 that the error e for the M(T) geometry is less than 5% up to the 
maximum load shown. Similar magnitudes of e were found for the deep-cracked M(T) 
cases, and the shallow-cracked SEN(B). The value of e for the deep-cracked SEN(B) 
case is shown in Fig. 3.7, from which it can be seen that e increases very rapidly beyond 
a load of approx. 1.2fo, due to the effect of the global bending stress on the crack tip 
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field. A similar trend was seen for a/W = 0.7. Thus, the use of the J-A or J-Q approach 
does not significantly extend the applicability of J-based fracture mechanics to deeply 
cracked bend specimens when loads are considerably in excess of the plastic collapse 
load [P > IAPq). 
(D 0.1 
M(T), a / F = 0 . i , n=10 
Figure 3.6: Error, e, vs. normalised load for an M(T) geometry, a/W = 0.1, n = 10. 
SEmB), a/W=OA. n=10 
(D 0.1 
I ' ' • ' I ' ' ' ' I ' ' ' ' I ' ' • ' I 
0.4 0.6 0.8 1.0 1.2 1.4 1.6 
P/P. 
Figure 3.7: Error, e, vs. normalised load for an SEN(B) geometry, a/W = 0.4, n = 10. 
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3.6.2 Prediction of IVIises Equivalent Stress 
In this section, we compare the Mises equivalent stress (ue) distributions predicted by 
the J-Q and J-A approaches for 2D plane strain. 
For the J-A approach, the in-plane stress components, 0-22 and an, and the shear 
stress, ai2, are calculated from Eq. 3.13, where the angular functions and 
are taken from [5] and A is obtained using the procedure described in section 3.4. The 
out-of-plane component, 0-33, is given by 0-33 = 0.5(crn 4- o-gg). The J-Q approach uses 
the equivalent stress based on the SSY analysis. 
The angular variation of equivalent stress is shown in Fig. 3.8 for the shallow-cracked 
M(T), a/W = 0.1, n = 10, for a load of 1.2j%, under large scale plasticity. It may be 
seen that both the J-Q and J-A approaches give reasonable predictions. A similar trend 
was seen for n = 5. 
2 - , 
' M(T). a/F=O.J, n=10 
w 
FE 
J - A 
J-Q 
P/Po=1.2 
1 I ' ' I 
0 30 60 90 120 150 180 
G (degrees) 
Figure 3.8: Angular variation of equivalent mises stress for M(T), a/W = 0.1 at a load 
of 1.2 A). 
3.6.3 Dependence of Q and A on load 
The variation of Q with normalised load is presented for n = 10 and n = 5 in Fig. 3.9 for 
the M(T) and SEN(B) geometries. Similar results were presented in [27]. These show 
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that for the shallow and deep-cracked M(T) geometries and the shallow-cracked SEN(B) 
geometry, Q starts to drop steadily at low load. It may be noted for these geometries 
that the slope of Q vs. load is approximately constant beyond P % LOPq- This slope 
can be used to relate Q to load at high deformation. It may also be seen that there is a 
direct correlation between the value of Q and the level of constraint, and moreover, the 
variation of Q with load is very s imi lar forn = 5 and n = 10. 
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Figure 3.9; Q vs normalised load for a power law material; (a) M(T), a/W = 0.1, n = 
10, (b) SEN(B), a/W = 0.4, n = 10, (c) M(T), a/W = 0.1, n = 5 and (d) SEN(B), 
a/W — 0.4, n = 5 
The dependence of the parameter A on normalised load is presented in Figs. 3.10(a) 
and 3.10(b) for n = 10 and in Figs. 3.10(c) and 3.10(d) for n = 5. At higher load, 
when the power law term in the R-0 material law dominates, the value of A is expected 
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Figure 3.10: A vs normalised load for a power law material: (a) M(T), a/W = 0.1, 
n = 10, (b) SEN(B), a/W = 0.4, n = 10, (c) M(T), a/W = 0.1, n = 5 and (d) SEN(B), 
a/W = 0.4, n = 5 
to reach a constant value (for the same reason the slope of Q versus normalised load 
approaches a constant at high load). 
It may be seen in Fig. 3.10(a) that the value of A becomes constant at P/Po % 0.4 at a 
value of approx. - 0 . 6 but then starts to increase beyond P/Po % 1. This indicates that 
pure power law behavior does not yet dominate in the specimen even at these relatively 
large levels of deformation. This trend is even more evident f o rn = 5 (Figs. 3.10(c) and 
3.10(d)). In contrast to Q, there is no direct correlation between the value of A and the 
constraint level. 
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3.6.4 Discussion of thie Alternative Normalising Distance 
For a R-0 power law material, use of the alternative normalising distance, r = 0.004, 
should give a similar (T22 (normal) stress distribution, as the conventional normalising 
distance, f = 2. This implies that Qao in Eq. 2.7 should be approximately equal to Qao 
in Eq. 3.9. A measure of the difference in the stress fields obtained using the two nor-
malising distances has been obtained by plotting the ratio AS'/AS against normalised 
load, where AS = Qao and AS' = Qao. This ratio has been plotted in Fig. 3.11 for 
the shallow cracked M(T) and deeply cracked SEN(B), representative of, respectively, 
low constraint and high constraint conditions. A value of AS'/AS = 1, indicates that 
the predictions of the stress field given by the two normalisations are identical. For each 
geometry, the error is presented fo rn = 5 and n = 10, and a range of values of eo and 
a. Note that Q is evaluated within the range 2 < r/5t < 10 for all cases. 
For the M(T) geometry, 0.9 < AS'/AS < 1,1 forn = 10, and less than 1.25 for n = 5. 
The range of AS'/AS for the SEN(B), a/W = 0.4, geometry is somewhat larger; at the 
lowest load shown, the lowest value of AS'/AS is 0.7. Note, however, that at this load 
level, (5 — 0, thus AS' and AS are also approx. zero. A more appropriate measure 
of the error at low load is the ratio of the total stress predicted using the alternative and 
conventional normalising distances, which in this case is less than 1%. At the largest 
load shown, P = 1.4Fo. the value of AS'/AS is 1.3. This difference is considered to be 
reasonable in view of the effect of the global bending stress on the crack tip fields at this 
load level as indicated in Fig. 3.2. 
The definition of Q proposed here is based on the normalising stress, ao- If values of 
Q are available based on the normalising stress ao in the standard form of the R-0 law 
(Eq. 2.7), the value of Q obtained using the current normalisation may be estimated as, 
(^0 
(3.20) 
where Qnew indicates the Q value obtained using the current normalisation and {aij)ssY-,T=o 
and {aij)ssY-,T=:o indicate the reference field obtained using ctq and ctq, respectively. Note 
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Figure 3.11: AS'/AS vs. normalised load, P/Po, for (a) M{J),a/W = 0.1 (b) SEN(B), 
ajW — 0.4 geometries. 
that Eq. 3.20 does not include the effect of matching distance on Q and only accounts 
for the effect of normalising stress. Our FE studies show that the maximum difference 
in Q values obtained using either definition is 38%, for both the shallow-cracked M(T) 
and deep-cracked SEN(B) geometries. Note that when calculating Q based on either 
normalisation, the locus of fracture toughness vs. Q should be defined using the same 
normalisation as that used to calculate Q for the component. 
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3.7 Analyses of non-power law materials 
In practice, engineering materials do not behave according to a simple power law. Since 
the J-A approach is based on the R-0 model however, it is necessary to fit the R-0 
model to the material stress strain curve in order to apply the approach. On the other 
hand, the J-Q approach can be applied to any material behaviour. 
In this section we perform finite-element analyses using stress-strain tensile test data for 
two materials, X100 ferritic steel and austenitic 316H stainless steel. The finite-element 
stress distributions obtained from these analyses are then compared with the J-A pre-
diction obtained by performing the analyses using an R-0 model fit to the data, as well 
as the J-Q prediction based on the analyses with the tensile test data. 
The value of A is determined as before, using the weight averaging method in the range 
0.002 < r < 0.01. Q is determined at f = 0.004, with a = 1, such that = 0-0.2 (0.2% 
proof stress) and eo = ^o/E, where E is the Young's Modulus, so eo = oq^/E. 
3.7.1 X100 steel 
XI00 is a high strength, low hardening, ferritic steel used predominantly in oil and gas 
pipeline applications. 
The available stress-strain data give a Young's modulus of 211 GPa and a 0.2% proof 
stress of approx. 640 MPa [26]. Q is determined at r = 0.004, where (Tq = ao.a (0.2% 
proof stress) and io = ^o /E , so io = ctq^/E. The value of {cr22/ao)ssY-,T=o is 3.25. 
Values of A were obtained from the finite-element analyses using a power law descrip-
tion of the material, following the procedures discussed earlier. The values of Q were 
obtained from a finite-element analysis using the tensile test data illustrated in Fig. 3.12, 
The values of A and Q were then inserted into the appropriate equation and the resultant 
stress distribution compared with the finite-element stress distribution obtained using the 
tensile test data. 
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3.7.1.1 R-0 model fits to the tensile test data 
Tensile data for the R-0 modei are unavailable above approx. 8% strain; therefore the 
data were extrapolated based on the trend of the data before 8%. Two R-0 fits were 
made to the data, one to give a good fit in the low strain region and the other at high 
strains. Values of the R-0 parameters for the fits are provided in Table 3.3. The com-
parison between the tensile data and the R-0 model fits are shown in Fig. 3.12. Figure 
3.12(a) shows the fits over the low strain region (up to 5% strain) and Fig. 3.12(b) shows 
the fit over the full range (up to 20% strain). It may be seen that fit A is close to the test 
data up to approx. 5%, while at strain levels above 5%, fit B provides a better fit to the 
data. Note that for both fits, oq/sq — E = 211 GPa. 
Table 3.3; R-0 model fits to X100 tensile test data. 
n (^ 0 £0 
R-0 model fit A 15 667 & i 6 x : m - 3 
R-0 model fit B 25 718 3.41 X 10-^ 
3.7.1.2 Comparison of Q and A predictions for XI00 material 
Figures 3.13 and 3.14 show the normal stress distributions for, respectively, a shallow-
cracked M(T), ajW = 0.1 and a deep-cracked SEN(B), ajW = 0.4, at a load P = 
l.OPo- it may be seen for both cases that the J-Q predictions, obtained using the mate-
rial tensile response, provide closer agreement with the full finite-element solution than 
the J-A predictions, obtained using power law fits (the J-Q predictions (dash lines) are 
almost indistinguishable from the finite element solution (open symbol)). For the M(T) 
specimen, the agreement from the J-A prediction with R-0 fit B provides a closer agree-
ment than that obtained using fit A. This is expected since the low constraint shallow-
cracked M(T) case experiences high strain levels, and thus at high load better agreement 
is obtained for the M(T) geometry using the high-strain fit (fit B). 
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Figure 3.12; True stress-strain curve for X100 steel up to (a) 5% strain (b) 20% strain. 
The high constraint deep-cracked SEN(B) geometry experiences relatively low strain 
apart from very close to the crack tip, as shown in Fig. 3.15. Thus it is expected that 
for the SEN(B) geometry, fit A (the low strain fit) will provide better agreement with the 
finite-element stress fields than fit B over most of the crack tip region. Close to the crack 
tip (f < 0.002), it may be seen in Fig. 3.14 that fit B provides close agreement to the 
finite element prediction. However, this result is of limited significance as finite strain 
effects dominate within this region. Thus, for the SEN(B) geometry at this load level, 
better agreement is obtained over the region of interest using fit A. 
These results emphasise that care is needed in fitting the R-0 law to experimental data 
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Figure 3.13: Normal stress distributions ahead of the crack tip for an M(T) geometry, 
a/W = 0.1, X100 steel, at a load, P = I.OPq-
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Figure 3.14: Normal stress distributions ahead of the crack tip for an SEN(B) geometry, 
a/W = 0.4, XlOO steel, at a load, P = l.OPo-
if one wishes to obtain an accurate prediction of crack tip stresses, and an appropriate 
material fit for one geometry load level or distance may not be appropriate for another. 
(This conclusion applies to a J-Q or J-A approach if the tensile response is fitted with 
an R-0 model.) 
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Figure 3.15: Comparison of equivalent plastic strain in M(T), a/W = 0.1 and SEN(B), 
a/W — 0.4, for XI GO steel 
3.7.2 Austenitic 316H stainless steel 
Austenitic 316H stainless steel is commonly used in high temperature applications due 
to its superior creep properties. Tensile data for this steel at 550° C were obtained from 
[3]. The data terminated at approx. 28% strain, therefore extrapolation of the data was 
carried out based on the trend below 28% strain. The values of Young's modulus and of 
0.2% proof stress are 140 GPa and 170 MPa, respectively. 
3,7.2.1 R-0 model fits to the tensile test data 
Two R-0 models are fitted to the tensile test data, as shown in Fig. 3.16. R-0 fit A gives 
a good fit in the low strain region up to a strain of approx 3%. R-0 fit B was made to the 
tensile data in the high strain region. The corresponding R-0 parameters for the two fits 
are given in Table 3.4. For R-0 fit B, n = 3 and e'o = 5 x 10"^ which is outside the limits 
of validity given in Eq. 3.12 for evaluation using the alternative normalising distance. 
Therefore the A parameter is evaluated using the conventional normalising distance. 
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Figure 3.16: True stress-strain curve for austenitic 316H stainless steel 
n O-Q £o 
R-0 model fit A 7 159 1.13 X 10-3 
R-0 model fit B 3 71 ^ o s x n r * 
Table 3.4: R-0 model fits to austenitic 316H tensile test data 
3.7.2.2 Comparison of Q and A predictions 
Figures 3.17 and 3.18 show the stress distributions for a shallow-cracked M(T) and deep-
cracked SEN(B) geometries, both at a load of P/Pq = 1.1, where again the same value 
of (To and eg is used for all lines. The normalising stress, (Tq, is taken to be the 0.2% 
proof stress, 170 MPa, and the normalising strain, io is eo.2 = 1.21 x 10"^. The best 
prediction from the J-A distribution is obtained using fit A. It may be noted that poorer 
agreement is obtained between the finite-element prediction using the tensile data and 
the prediction using fit B over the whole range of distances and for both geometries. This 
again emphasises the importance of an appropriate R-0 fit to be used in a J-A analysis 
in order to obtain accurate predictions of the stress fields. 
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Figure 3.17: Normal stress distributions ahead of the crack tip for an M(T) geometry, 
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Figure 3.18: Normal stress distributions ahead of the crack tip for an SEN(B) geometry, 
ajW = 0.4, austenitic 316H steel, at a load, P = l.lPo-
3.8 Discussion 
Finite-element analyses of shallow and deep-cracked M(T) and SEN(B) geometries have 
been performed in order to evaluate the ability of the J-Q and J-A approaches to de-
scribe the crack tip fields, for both R-0 power law hardening materials and for two en-
gineering materials representing a typical range of material hardening, whose tensile 
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behaviour is not described by the R-0 model. The constraint parameters are essen-
tially equivalent if they are to be used to provide a constraint-based toughness locus as 
discussed in [28] and [7]. 
The analyses of the R-0 power law materials have shown that both the J-A and J-Q 
approaches give a good prediction of the normal (0-22) stress fields for the shallow and 
deep-cracked M(T) geometries and for the shallow-cracked SEN(B) geometry. Perhaps 
surprisingly, the approximate J-Q approach gave a consistently better prediction than 
the asymptotic J-A approach. However, it should be noted that the J-Q approach re-
quires a numerically calculated reference field, while the J-A approach uses the known 
HRR distribution as a reference field. For the deep-cracked SEN(B) geometry, both ap-
proaches were found to give a poor prediction under high loads, which is due to the fact 
that the global bending stress impinges on the crack tip fields. The effect of the global 
bending stress on the crack tip fields can be accounted for by including an additional 
term in the J-Q or J-A crack tip field equations, as discussed in [43] and [9]. Both the 
J-A and J-Q approaches require either tabulated values of the parameters, J, A and 
Q, or a finite-element analysis to obtain these parameters. If the J-A approach is being 
used, the exponents s, t and the angular stress distributions, must be available. A 
J-Q analysis requires the solution of the small scale yielding {T/ao = 0) solution for the 
material in question. There is a direct correlation between the value of Q and the level 
of constraint, which is not the case for the A parameter. 
We have examined the ability of the J-Q and J-A to characterise the crack tip fields 
for two engineering materials, X100 pipeline steel and austenitic 316H stainless steel, 
which represent a typical range of material hardening behaviour. For both materials, the 
J-Q approach has been found to give close agreement with the finite-element stress 
distribution. The applicability of the J-A distribution, however, is dependent on how well 
an R-0 model can be fitted to the material stress-strain curve. 
In practice, it may not be feasible to tabulate Q values for all materials. Thus the use of 
an R-0 model is attractive, and values of Q for a particular geometry can be tabulated as 
only a function of power law exponent, n, when the normalisation discussed in section 
3.2 is used. 
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In view of the accuracy of the J-Q approach and the ease of application to actual engi-
neering material behaviour we adopt this approach in this PhD. 
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Chapter 4 
Numerical Investigation To Examine 
The Effect of Introducing a Crack in a 
Residual Stress Field 
4.1 Introduction 
In Chapter 2 we presented a modified definition of J which accounts for residual stress. 
The general definition which accounts for non-proportional loading is given by Eq. 2.10, 
i.e. 
J _ I lw5ii-a,j^^nids+ f - ^ ) dA (4.1) 
For proportional loading, this reduces to 
J = n,ds + ^ ( " y ^ ) (4.2) 
We also reviewed work carried out by Smith et al. [37] and Sherry et al. [34], which 
considered the effect of introducing a crack either progressively or instantaneously in 
a residual stress field. Sherry et al. [34] showed that progressive and instantaneous 
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crack cases gave similar crack tip opening stress distributions but the crack opening 
displacement for the progressive case was somewhat smaller than the instantaneous 
case. More interestingly, they showed that the crack driving force, characterised by the 
modified J-integral is up to 40% greater for the instantaneous case. Smith et al. [37] 
however, showed that both the crack tip stress distribution and the crack flank displace-
ments for the progressive case was smaller than for the instantaneous case. Due to 
these anomalies, this issue will be investigated further into this chapter, as it is an im-
portant pre-requisite for the later work presented in this thesis, in which a crack will 
be introduced progressively into a fracture mechanics specimen containing a residual 
stress field. It is worth noting however that this issue also has important ramifications 
for structural assessment of components, since the calculation of the crack driving force 
for a detected crack is conventionally calculated on the assumption that that the crack 
appeared instantaneously into the component. 
We adopt a similar approach as that used in work by Sherry et al. [34]. We focus here on 
a finite-element investigation of a 2D rectangular specimen under plane strain and plane 
stress conditions to examine the effect of the history of crack formation on the crack 
driving force due to residual stress. Finite-element analyses which involve node-release 
or element removal are generally expected to show some mesh sensitivity thus we con-
sider the effect of mesh resolution on the results. The use of a rectangular specimen 
allows meshes of different resolution to be readily generated. 
Following the notation in [34] we consider the introduction of a 'simultaneous' and a 
'progressive' crack in a residual stress field. A 'progressive' crack is one which is intro-
duced in fixed increments of crack extension until the required crack length is achieved, 
whereas a 'simultaneous' crack is one in which a crack of the required length is intro-
duced instantaneously. The crack tip fields and the crack face displacements are com-
pared to examine whether they are affected by the method of crack introduction. The 
definition of the J-integral given in Section 2.9, which accounts for initial plastic strain 
due to residual stress, is assessed to examine its ability to characterise the intensity of 
the crack tip fields. J is calculated using the independent post-processor JMOD devel-
oped by Lei et al. [21], which uses results from an ABAQUS results file. We consider the 
effect of mesh resolution along the crack flank on the results. 
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Figure 4.1: Pre-loading of specimen to introduce a tensile residual stress on the upper 
face (b) Introduction of crack on the upper surface 
The specimen geometry shown in Fig 4.1 (a), is loaded under four point bending. On un-
loading this produces a self-balanced residual stress distribution in the specimen which 
is tensile on the upper surface. A crack of length a/w = 0.2, where a is crack length 
and w is specimen width, is then introduced (see Fig. 4.1(b)) into the specimen either 
instantaneously or progressively. 
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4.2 Finite element procedures 
4.2.1 Finite element mesh 
Symmetry allows for half the geometry to be modelled. The crack tip is located at position 
y = 0, X = 0.2w. 
For the progressive crack, the crack length is increased incrementally by releasing nodes 
along the crack flank. 
Analysis is carried out for four cases of mesh resolution along the crack flank as follows: 
• Case 1: uniform width elements of a /250 along entire crack flank 
• Case 2: uniform width elements of a /500 along entire crack flank 
• Case 3: uniform width elements of a /250 for x < 0.8a and a /1500 for 0.8a < x < 
1.0a 
• Case 4; uniform width elements of a /1000 for x < 0.99a and transition to element 
width of 3 X 10"®a at the crack tip. 
Cases 1 and 2 examine the effect of doubling the mesh density along the crack flank. 
Case 3 examines the effect of increasing the mesh resolution in the vicinity of the crack 
tip. For these 3 cases, rectangular elements were used, with a single node at the crack 
tip, and the elements ahead of the crack tip (x > a) were biased to give a crack tip 
element width of approx. 10"®a. Case 4 considers the effect of using collapsed elements 
at the crack tip, with multiple nodes at the crack tip to allow blunting of the crack tip. 
Figure 4.2 shows the finite-element mesh in the region of the crack tip for this case. For 
all 4 cases, analysis is performed for a simultaneous crack and a progressive crack. 
The finite-element analyses were performed using ABAQUS 6.6. Four-noded two di-
mensional plane strain or plane stress elements have been used. For the plane strain 
analysis, 'hybrid' elements have been used (ABAQUS element type CPE4H) to avoid any 
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numerical difficulties associated with incompressible plasticity; for the plane stress anal-
ysis, standard plane stress elements have been used (ABAQUS element type CPS4). 
The analysis used a small displacement formulation. 
/ / / I \ _ \ _ L /_ /. /. I V I / 
x=a' \ .2 
Crack tip 
Figure 4.2: Finite element mesh (Case 4) in the region of the crack of length a/w = 0.2 
4.2.2 Material Response 
The stress-strain response assumes incremental plasticity with isotropic hardening and 
has the following form, 
for a < ao 
for a > ao 
(4.3) 
e a 
Go CTQ 
EO 
where n is the strain hardening exponent, ctq is a normalising stress and eq = ao/E. In 
this study, analyses have been performed for n of 5 and 10 and q-q/E of 500, represen-
tative of typical engineering steels. The material unloads elastically along the original 
elastic line without hysteresis. 
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4.2.3 Introduction of residual stress field 
The residual stress is introduced into the uncracked body by applying a bending load to 
deform the geometry plastically On removal of this load, a residual stress remains in the 
uncracked body, due to the presence of non-uniform plastic strains. The same load is 
applied for the plane strain and plane stress analyses. The magnitude of the load was 
chosen to give a moment along the symmetry line {y = 0) of l . lMo , where Mq is the 
plane strain limit moment of the un-cracked body, defined as, 
2 
Mo = o-Q (4.4) 
The crack is subsequently introduced by releasing nodes along the symmetry line until 
the required crack length, a/w = 0.2, is achieved. The nodes are released by redefining 
the boundary conditions to remove the boundary constraints from those nodes. For 
the instantaneous crack, all the nodes on the crack face are released simultaneously. 
This is designated below as a 'simultaneous crack'. In the analysis designated as a 
'progressive crack', the crack is introduced by releasing the nodes sequentially, i.e. one 
node per analysis step, followed by a static equilibrium analysis, until a crack length of 
a/w = 0.2 is achieved. For example, for Case 2, this corresponds to increments of crack 
extension of a /500 per analysis step. 
4.3 Results 
4.3.1 Normal a22 stress distributions 
Figure 4.3 shows the residual stress distribution in the uncracked specimen along the 
symmetry line (y = 0) for n = 10 and plane strain. The residual stress distribution may 
be seen to be self-balancing (resultant force and moment is zero) and is tensile on the 
face on which the crack will be introduced. Note that the stresses plotted here and in 
all subsequent plots of stress (and strain) are evaluated at the centroid of the element. 
The uncracked residual stress profile for plane stress and for n = 5 is similar to Fig. 4.3, 
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though the magnitude of the stress is slightly different. 
1.0-
Residual stress, uncracked geometry 
\ 0.0 
Figure 4.3; Residual stress (<722) distribution along the symmetry line {y — 0) in the 
uncracked geometry, for n = 10 and plane strain conditions 
In Fig. 4.4, the stress distributions following introduction of the crack of length a/w — 0.2 
are presented. This figure shows the distributions of normal (0-22) stress ahead of the 
crack tip {x > a) for a material with n = 10 under plane strain conditions. The results 
for the simultaneous and progressive crack analyses are presented in Figs. 4.4(a) and 
4.4(b), respectively for the mesh Cases 1 to 4 described above. It may be seen that mesh 
resolution along the crack flank appears to have a small effect on the stress distributions, 
at distances very local to the crack tip (to a distance of approx. 0.005a as shown in Fig. 
4.4). 
The normal (0-22) stress distributions for simultaneous and progressive cracks are com-
pared in Figs. 4.5(a) and 4.5(b) for plane strain and plane stress conditions, respectively, 
for mesh Case 4. It may be seen the difference between the simultaneous and progres-
sive case are small for both plane strain and plane stress conditions. 
It order to investigate these differences further, two cases were run as follows for mesh 
Case 4, for plane strain, n = 10: 
79 
6.0 
5 . 0 -
4 . 0 -
^ J 
b 
S.O — 
1.0-
0.0-
' ' ' ' I ' ' ' ' I ' ' ' ' I ' ' ' ' I ' ' ' ' 
Normal(o-22)stress, Simultaneous crack 
(n=10, plane strain) 
Case 1 
Case 2 
Case 3 
Case 4 
T I I r-
0.0 0.001 0.002 0.003 0.004 0.005 
r/a 
(a) 
6.0-
5.0-
4.0-
\ 3 . 0 -
b 
2 . 0 -
1 . 0 -
0.0-
Normal(cr:,2) stress, Progressive crack-
(n=10, plane strain) 
\ 
vr*.. ~ ^ . 
Case 1 
Case 2 
Case 3 
Case 4 
0.0 0.001 0.002 0.003 0.004 0.005 
r / a 
(b) 
Figure 4.4; Normal residual stress distributions ahead of the crack of length 
ajw — 0.2 along the symmetry line (y = 0), for n = 10 and plane strain for (a) simulta-
neous and (b) progressive crack 
1. Introduce the crack progressively along 99% of the crack flank and then simulta-
neously release the remaining 1% of the flank nodes. 
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Figure 4.5; Normal residual stress (022!^^) distributions ahead of the crack of length 
ajvj = 0.2 along the symmetry line (y = 0), for n = 10 and (a) plane strain, (b) plane 
stress conditions 
2. Introduce the crack by simultaneous release of 99% of the crack flank nodes fol-
lowed by progressive release of the remaining 1%. 
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It was found that the first of these two cases gave a very similar result to the simulta-
neous crack Case 4 given in Fig. 4.5(a). The second case gave a very similar result 
to the progressive crack Case 4 in Fig. 4.5(a). This confirms that the differences in the 
simultaneous and progressive crack tip distributions given in Figs. 4.4 and 4.5 do not 
have a physical cause but are related to the FE modelling. 
The above analyses were also carried out for plane stress conditions and for a material 
with n — 5. These also showed that the progressive and simultaneous crack cases gave 
similar results. 
4.3.2 Equivalent plastic strain distributions 
Figure 4.6 shows the distributions of equivalent plastic strain ahead of the crack tip for 
plane strain and plane stress conditions for the Case 4 mesh. For plane strain conditions 
(Fig. 4.6(a)), the plastic strain distributions from the simultaneous and progressive crack 
analyses are very similar. For plane stress conditions (Fig. 4.6(b)), the plastic strain 
distribution for the simultaneous crack analysis is significantly higher, though only over a 
small distance from the crack tip. 
Figure 4.7 gives the distributions of equivalent plastic strain along the crack flank {x < a) 
after the crack has been introduced. It is clear for the progressive crack analysis, that 
a significant plastic wake is generated as the crack is introduced progressively into the 
finite-element mesh. The plastic strains along the crack flank are significantly lower 
for the simultaneous crack analysis. Note that for the simultaneous crack analysis, the 
majority of the plastic strain generated along the crack flank was introduced by the me-
chanical deformation, i.e. the additional plastic strain along the crack flank generated by 
introduction of the 'simultaneous crack' is negligible. This is not the case for the progres-
sive crack analysis. As the crack is progressively introduced, a plastic zone is generated 
ahead of the newly introduced 'progressive' crack leading to the resultant plastic wake 
behind the final crack tip position. 
It should also be noted that the magnitude of the plastic strain in the crack wake is 
mesh dependent, with the magnitude of plastic strain increasing with increasing mesh 
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Figure 4.6: Equivalent plastic strain (%) distributions ahead of the crack of length 
a/w = 0.2 along symmetry line (y = 0) for n = 10 and (a) plane strain, (b) plane 
stress conditions. Both analyses are for mesh Case 4. 
density in the crack flank region. Similar behaviour is observed for the plane stress case 
(consistent with Fig. 4.6), though the plastic strains are larger. 
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Figure 4.7: Equivalent plastic strain along the crack face for the crack of length a/w = 
0.2, for n = 10 and plane strain, both analyses are for mesh Case 3. 
4.3.3 Crack face displacements 
The crack face vertical displacements (crack opening displacement) are compared in 
Fig. 4.8 for the progressive and simultaneous crack analyses. The results shown are 
from a plane strain analysis (the same trends were observed under plane stress con-
ditions). Similar opening displacements are obtained for the two cases, with the values 
obtained from the simultaneous crack analysis being slightly higher than those from the 
progressive crack analysis. It may be noted that there is a rather abrupt change in slope 
of the displacement very close to the crack tip for the simultaneous crack analysis. This 
behaviour may be ascribed to the FE modelling of the problem. The same trend in the 
crack opening displacement behaviour has been observed in the work by Sherry et al. 
[34], with the displacements at the mid-plane of a 3D specimen from a simultaneous 
crack analysis up to 20% higher than those from a progressive crack analysis, as shown 
in Fig. 2.23. 
84 
0.0003 I I I : I I I I I [ I I—I—I—p 
Crack face displacement 
0.0002-
0.0001-1 \ ' 
S i m u l t a n e o u s c r a c k 
P r o g r e s s i v e c r a c k 
~ 1 i I I I i I I i I I I 1 I j I I I I 1 — I — 1 1 — 
0,95 a96 &97 &98 &99 10 
x / a 
Figure 4.8: Crack face opening displacement ([/2/a) along the crack flank for the crack 
of length a/w = 0.2, for n = 10 and plane strain 
4.3.4 Results for J-integral 
We next consider the results for the J-integral for the simultaneous and progressive crack 
analyses. 
In Fig. 4.9, the ABAQUS J is compared with J given by both Eqs. 4.1 and 4.2, for 
the simultaneous case. This is given for mesh Case 4 for the first 80 domains, which 
corresponds to a distance of approx. 0.005a from the crack tip. It may be seen that 
the ABAQUS J reaches a peak at the 40^^  domain and reduces thereafter; it continues 
decreasing beyond the 80^^  domain. Thus the ABAQUS J is path dependent. Using the 
modified J, it may be seen that the definition of J (Eq. 4.2), which assumes proportional 
stressing, gives slight path dependency for the first 40 domains and is path indepen-
dent thereafter. However, if non-proportional stressing is accounted for (Eq. 4.1), path-
independence is obtained across all domains. The validity of these results is discussed 
in the next section where we consider the ability of the modified J to characterise the 
crack tip fields. 
For the progressive case, given in Fig. 4.10, it may be seen that the ABAQUS J and 
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Figure 4.9; J vs. domain for the 'simultaneous' crack case, for n = 10 and plane strain 
the modified J calculated using Eq. 4.2 are both path dependent, though the latter 
gives somewhat less path dependency after the 40^^  domain. The modified J calculated 
according to Eq. 4.1 may be seen to be very small but appears to be path independent 
for the first 30 domains. Thereafter, it is path dependent. Thus the modified J does not 
appear to be applicable to the progressive crack. 
4.4 Characterisation of the crack tip fields 
We next examine the ability of the modified J values given in Fig. 4.9 to characterise the 
intensity of the crack tip stress fields for the simultaneous case, given in Fig. 4.5. 
Figure 4.11 shows that the HRR distribution (defined in Section 2.3.2) is in good agree-
ment with the normal stress distribution obtained from the simultaneous crack analysis 
(for mesh Case 4), except very close to the crack tip (r/{J/ao) < 1). Note that the 
J value used here is calculated using Eq. 4.2, though it should be noted that similar 
agreement with the HRR field is obtained when J is calculated using Eq. 4.1. Over the 
physically relevant zone 1 < r / (J /&o) < 5, where a small strain deformation assump-
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Figure 4.10: Comparison of J vs. domain for the 'progressive' cracl< case, for n = 10 
and plane strain 
tion is valid, good agreement is shown between the finite-element distribution and the 
HRR field. It is noted that a similar analysis performed in [21], which used a focused 
mesh at the crack tip, showed much better agreement in the region r / ( J / c t q ) < 1. Thus 
the poor agreement in the region r / ( J/uo) < 1 shown in Fig. 4.11 may be due to mesh 
design. 
The crack tip plastic zone of the introduced simultaneous crack is found to be small, 
which suggests that small scale yielding conditions should hold—note that the maximum 
plastic strain in the uncracked geometry at a; = Q.2w (at the location of the introduced 
crack tip) is 0.3% for the plane strain case, so plasticity due to the initial mechanical 
deformation of the uncracked geometry is limited. Accordingly, the modified J should be 
in close agreement with the elastic value of J for the residual stress. 
The elastic J has been calculated by carrying out a linear elastic finite-element analysis 
in which the uncracked residual stress is applied to the crack face, following the super-
position principle [1]. Figure 4.12 shows the comparison between the elastic J from 
ABAQUS and the modified J for the simultaneous crack, calculated using both Eqs. 4.1 
and 4.2. It may be seen that, beyond the 40'^ '^  domain, ABAQUS J is almost identical 
87 
6.0 
5.0-
4.0-
\ 3 . 0 
b 
2.0 
1.0-
0.0 
"T I I I I I I I I I I I 1 r—I—1—I—I—I—[—I—I—I—r 
Normal HRR vs. FE 
(n = 10, plane strain) 
O FE (simultaneous crack) 
HRR 
I I I I f I I I I I I i I I I I I I I I I I I I I I I I 
r ' ' ' I 
0.0 1.0 2.0 3.0 4.0 5.0 6.0 
J 
Figure 4.11; Comparison of the oracle tip stress field for the simultaneous crack with the 
HRR field, for n = 10 and plane strain 
to the modified J calculated using Eq. 4.2. This compares with a J based on Eq. 4.1 
which is somewhat lower than the ABAQUS elastic J, though it is path independent 
across all domains. It should be noted that for a simultaneously introduced crack, the 
non-proportional stressing associated with introduction of the residual stress and the 
introduction of the crack is accounted for by Eq. 4.2. Since no additional loads are ap-
plied subsequent to introduction of the crack, it is expected that in theory the J values 
obtained using Eqs. 4.1 and 4.2 should identical. 
4.5 Discussion 
We have carried out a finite-element investigation to examine the effect of simultaneous 
versus progressive crack formation in a residual stress field on the crack tip fields, the 
crack face displacements and the J-integral, in a 2D rectangular specimen under plane 
strain and plane stress conditions. It is shown that the opening stress and equivalent 
plastic strain distributions ahead of the crack tip are similar for the simultaneous and pro-
gressive cracks. This contrasts with the study by Smith et a). [37], (reviewed in Section 
2.9.2), which showed that the crack tip stress fields and opening displacements for the 
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Figure 4.12: Comparison of modified J with elastic J for the simultaneous crack, for 
n = 10 and plane strain 
progressive case are considerably lower than for the simultaneous case. This may be 
due to differences in the level of residual stress in the two studies. In the Smith et. al 
study, the uncracked residual stress is uniform over the length of the weld, with a mag-
nitude of 1.2 times the yield stress (see Fig. 2.21), whereas in our study the maximum 
uncracked residual stress is approx. 0.5 times the yield stress and has a large bending 
component over the length of the crack. 
We have also shown in this study that the path independent J value (given by Eq. 4.2) 
for the simultaneous crack is valid as a stress intensity parameter. This is not the case 
for the progressive crack, for which the J value is path dependent. However, since the 
crack tip fields are generally greater for the simultaneous crack, the J value for this case 
can be used to provide a conservative prediction of the crack tip fields for the progressive 
case. 
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Chapter 5 
Experimental and numerical 
investigations on the effect of 
constraint and residual stress on 
brittle fracture 
5.1 Introduction 
In the literature review given in Chapter 2, we presented a study by MIrzaee-Sisan 
et al. [23] (Section 2.8.2) which showed that residual stress has an insignificant effect 
on fracture for a material which fails by ductile fracture. We have therefore focused 
our investigations on the effect of residual stress on brittle fracture. In this chapter we 
present experimental and numerical investigations to examine the effect of constraint 
and residual stress on brittle fracture. The investigations are carried out using a stan-
dard fracture mechanics specimen. As in previous work (presented in Section 2.8) the 
residual stress is introduced into the specimens by mechanical pre-load in order to give 
a well-characterised residual stress distribution, thus allowing a systematic study to be 
performed. Mechanical pre-compression is applied to give a tensile residual stress in the 
region where the crack is introduced. In addition, we also consider the effect of compres-
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sive residual stress, introduced into the specimen by mechanical pre-tension. Neutron 
diffraction measurements are performed on the pre-loaded specimens prior to introduc-
tion of a crack, and compared with predictions of the residual stress from finite-element 
analysis, using tensile properties derived at room temperature. Fracture toughness tests 
are then carried out on the as-received (non-preloaded) and pre-loaded specimens and 
the effect of residual stress on crack driving force and constraint is evaluated. 
5.2 Choice of specimen geometry 
In the FE study carried out by Hill and Panontin [12] (presented in Section 2.7), it was 
shown that residual stress has a profound effect on constraint for the pipe geometry with 
a fully extended circumferential crack, of crack depth ajW = 0.3. Conversely, it was 
shown that residual stress has a small effect on constraint for the the high-constraint 
deep-cracked SEN(B) geometry. This suggests that a relatively low constraint specimen 
should be used in the experimental investigation to demonstrate the influence of residual 
stress on constraint and thus on fracture. It may be seen from the plot of normalised T-
stress in Fig. 2.4 that the the tension geometries (M(T), SEN(T) and DEN(T)) all have 
relatively low constraint. However since we will be introducing the residual stress by 
mechanical preload, we need to generate a bend load across the ligament. This limits 
us to one of the bend geometries (C(T), CS(T) and SEN(B)). In this work we have chosen 
to use a CS(T) specimen (C-ring specimen) with a crack depth of ajW ~ 0.1, which has 
medium-level constraint. 
The geometry of the C-ring specimen extracted is shown in Fig. 5.1. The specimen has 
an outer diameter of 100 mm and a width, W, 23.5 mm. Side grooves with a depth of 
approx 10% of the thickness on each side were introduced to provide high triaxiality at 
the surface and thus promote failure by brittle fracture. Eight specimens were extracted, 
five of which were pre-loaded. 
In addition to the C-ring specimen, we also considered a deep-cracked {ajW = 0.4) 
notched compact tension specimen (see Fig. 2.16) to examine the effect of residual 
stress under high constraint. The material specified for this geometry was austenitic 
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Figure 5.1: Geometry of C-ring specimen 
stainless steel 347 manual metal arc weld. Again we introduced a tensile or compres-
sive residual stress by pre-compression or pre-tension, respectively, of the uncracked 
specimens. The residual stress was measured using neutron diffraction and validated 
by finite element analysis. However, fracture toughness tests on the as-received material 
showed that it was too ductile for residual stress to have an impact on the crack driving 
force. Accordingly this was not pursued further. 
5.3 Specimen material 
The material used in the investigation of the C-ring specimens described above is a high 
strength low alloy tubing steel, designated AISI 4333 M4, with principle element com-
position, 0.34% C, 0.8% Cr, 1.7% Ni and 0.3% Mo. The monotonic stress-strain curve 
for the material, shown in Fig. 5.2(a), was obtained from tests on round bar specimens 
extracted from the tube, which are oriented in the hoop direction. The material may be 
seen to be almost elastic-perfectly plastic with a very high tensile (or compressive) yield 
strength of 1050 MPa and an ultimate tensile strength of 1100 MPa. Figure 5.2(b) gives 
the material cyclic response in the first cycle. This shows a profound Bauschinger effect 
in compression, with a 0.05% compressive proof stress of approx. 300 MPa. 
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Figure 5.2; (a) Uniaxial stress strain curve for AISI4333 M4 steel (b) Stress-strain re-
sponse in compression in first cycle (cyclic data from [38]) 
5.4 Experimental Procedures 
5.4.1 Mechanical Pre-loading 
Pre-loading was carried out on five of the eight specimens, prior to crack introduction, as 
follows: 
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Pre-compression: Three C-ring specimens were pre-compressed using a Tinius Olsen, 
servo-hydraulic testing machine, as shown in Fig. 5.3, at a total displacement (A) rate 
of approx. 0.5 mm/min. A clip gauge was attached to the flat faces of the specimen 
to measure the displacement. A, during pre-compression and pins were inserted in the 
holes to prevent deformation of the holes. The specimens were pre-compressed to a 
total vertical displacement. A , of 2.2 mm to 2.5 mm. 
A/2 
A/2 
(a) (b) 
Figure 5.3: Mechanical pre-compression of a C-ring specimen: (a) Schematic illustration 
(b) Photograph of C-ring specimen undergoing pre-compression 
Pre-tensioning: Two C-ring specimens were pre-tensioned on a 150 kN Instron servo-
electric machine, as shown schematically in Fig. 5.4, at a rate of approx. 0.5 mm/min. 
The specimens were pre-tensioned to a total displacement, A, of 1.9 mm and 2.2 mm. 
Three C-ring specimens did not undergo any mechanical pre-loading, and are referred 
to as "as-received" specimens. 
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(a) (b) 
Figure 5.4: Meclianical pre-tensioning of a C-ring specimen: (a) Scliematic illustration 
(b) Photograph of C-ring specimen undergoing pre-tension 
5.4.2 Neutron diffraction measurements 
Neutron diffraction measurements of the residual stress were performed on one pre-
tensioned specimen and one pre-compressed specimen. A background on the neutron 
diffraction method is given in Appendix B. 
Measurements on the pre-compressed specimen were carried out on the STRESS-
SPEC instrument at the FRM II neutron source in Germany. The measurements were 
performed along two radial lines on the plane of symmetry; one line is on the mid-plane 
and the other is at 2 mm from the side-groove, as indicated in Fig. 5.5. A gauge volume 
of 2 X 2 X 2 mm^ was used. 
Measurements on the pre-tensioned specimen were performed on the POLDI instrument 
at the SINQ neutron source in Switzerland. Measurements were performed along the 
mid-plane only, using a gauge volume of 2 x 2 x 3.8 mm^. 
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Figure 5.5: Locations of the neutron diffraction measurements 
5.4.3 Fracture toughness testing 
Following the pre-loading, a through-thickness crack of depth, a = 2 mm, was sub-
sequently introduced into each specimen on the inner surface, on the radial plane of 
symmetry, as shown in Fig. 5.6, giving a/W = 0.085. The crack was introduced using 
Electro-discharge machining (EDM) with a 0.1 mm diameter wire. 
Inserted 
crack 
Figure 5.6; C-ring with the introduced crack 
96 
After crack introduction, fracture toughness testing was performed on the specimens. 
The specimens were loaded in tension, monotonicaliy, as shown in Fig. 5.4, on a 150 l<N 
servo-electric machine at a total displacement (A) rate of approx. 1 mm/min. A clip 
gauge was attached to the flat faces of the C-rings to record the total displacement. A, 
as indicated in Fig. 5.4. 
5.5 Comparison of neutron diffraction measurements with 
finite-element predictions 
5.5.1 Finite element model 
A three-dimensional (3D) finite-element analysis of the C-ring was performed to simulate 
the pre-loading and predict the residual stress distribution, in order to provide validation 
of the neutron diffraction measurements. The analysis was performed using ABAQUS 
6.6 [13], using 3D, linear, full-integration (C3D8) elements. Due to symmetry, only a 
quarter of the specimen was modelled, with appropriate boundary conditions applied on 
the symmetry planes. The mesh used is shown in Fig. 5.7. The analysis was carried 
out using both isotropic and linear kinematic hardening models. However due to the very 
low hardening behaviour of this material, the two hardening models were found to give 
similar results. It should be noted that the cyclic response for this material is very compli-
cated, as it exhibits elastic-perfect plastic behaviour on loading and strongly non-linear 
hardening behaviour on unloading (see Fig. 5.2(b)). Accordingly it does not conform to 
the classical back-stress models (e.g. Chaboche) which have been successfully used in 
ABAQUS. 
5.5.2 Finite element predictions of pre-loading of specimens 
The measured load-displacement curve during pre-compression of a typical specimen 
is compared in Fig. 5.8 with the prediction from a 3D FE analysis. Excellent agree-
ment may be seen on loading of the specimen. However, on unloading, the initial elastic 
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(b) 
Figure 5.7: 3D Finite-element mesh (b) Detail of side-groove in 3D FE mesh 
slope for the test is slightly higher, and the greater apparent non-linearity in the mea-
sured curve gives a final measured displacement that is slightly lower than predicted 
from FE. This difference in the unloading response is consistent with the action of the 
Bauschinger effect. The pre-tensioned specimen gave similar agreement between the 
FE and experimental results. 
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Figure 5.8: Comparison of measured and FE predictions of load vs. displacement during 
pre-compression of a specimen 
5.5.3 Comparison of neutron diffraction measurements with FE pre-
dictions of residual stress 
Figure 5.9(a) shows the measured residual stress distributions for the pre-compressed 
specimen at mid-plane and at 2 mm from the side-groove. It may be seen that the two 
locations are in good agreement with each other and the maximum stress on the inner 
surface is approx. 600 IVlPa. The measurements are compared in the figure with the 
prediction from a 3D FE analysis at the mid-plane. This shows reasonable agreement in 
the shape of the distribution (note that the FE prediction at 2 mm from the side-groove 
is in close agreement with the FE prediction at the mid-plane). However, the maximum 
predicted stress from FE at the inner surface, approx. 1000 MPa, is considerably higher 
than the measured stress. This is believed to be due to the fact that the FE analysis 
assumes isotropic hardening whereas in reality, the material experiences a profound 
Bauschinger effect. 
For the pre-tensioned specimen, the residual stress was measured at the mid-plane only, 
as shown in Fig. 5.9(b), since the pre-compressed specimen showed close agreement 
between the mid-plane and at 2 mm from the side-groove. 
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Figure 5.9; Comparison of neutron diffraction (ND) measurements of residual stress (in 
hoop direction) with 3D finite element predictions for (a) pre-compressed specimen, and 
(b) pre-tensioned specimen 
5.6 Fracture toughness tests 
The measured load displacement curves from the fracture toughness tests are shown in 
Fig. 5.10. All specimens were observed to undergo brittle fracture, without any apparent 
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ductile crack extension prior to failure. The fracture surfaces of the pre-loaded and as-
received specimens were subsequently examined using scanning electron microscopy 
(SEM), which showed a dimpled appearance (see Fig. 5.11), though on a macroscopic 
scale the surfaces were flat. Thus, although the specimens failed in a macroscopically 
brittle manner, the fracture mechanism is by a ductile mechanism (void growth). Note 
that there was no demarcation in the fracture surface to indicate a change of fracture 
mechanism during the test. However, the fact that there is a drop in load during the 
fracture toughness tests for the as-received and pre-tensioned specimens would suggest 
that crack extension has occurred before failure. 
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Figure 5.10; Measured load-displacement curves from fracture toughness tests 
Figure 5.10 shows that residual stress has a notable effect on the fracture loads. The 
highest fracture loads are for the pre-tensioned specimens, which are somewhat higher 
than for the as-received specimens. This is expected to be due to the effect of the com-
pressive residual stress on the crack face for the pre-tensioned specimens. Conversely, 
the pre-compressed specimens have a lower fracture load than the as-received speci-
mens, which may be attributed to the effect of tensile residual stress on the crack face. 
Inspection of the load-displacement curves in Fig. 5.10 show that the pre-tensioned and 
as-received specimens have similar responses in the linear region. The pre-compressed 
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Figure 5.11: SEIVl of a typical fracture surface 
specimens however have a markedly different response — there is no noticeable region 
of linear elasticity and non-linear response occurs at low load (P < 20 kN). The rea-
son for this behaviour is believed to be as follows. When the pre-compression load is 
applied, it results in a compressive stress on the inner surface of the C-ring and the ma-
terial there will follow the stress-strain response given in Fig. 5.2(a) (but in compression). 
On removal of the pre-compression load, the stress state of the material at the inner sur-
face will reverse from compressive to tensile stress, and will experience the Bauschinger 
effect shown in Fig. 5.2(b). Reloading of the specimen (after crack introduction) will in-
crease the tensile stress and the material will continue to follow the non-linear response. 
This behaviour is shown schematically in Fig. 5.12(a). Note that the dashed lines in this 
figure depict the response of the material following an isotropic hardening rule. 
For comparison, the material response on the inner surface of a pre-tensioned specimen 
is depicted in Fig. 5.12(b). In this case, when the specimen is reloaded it follows the 
elastic-perfect plastic response. 
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Figure 5.12: Schematic diagram illustrating response of the material on the inner surface 
for (a) a pre-compressed specimen, (b) a pre-tensioned specimen 
5.7 FE prediction of the load-displacement curves from 
fracture tests 
The measured load-displacement curves In Fig. 5.10 were compared with predictions 
from the 3D FE analysis. 
As-received specimens 
The measured load-displacement curve for the as-received specimen during the fracture 
toughness test is compared with the FE prediction in Fig. 5.13. Although good agree-
ment is given in the elastic region, it may be seen that at higher loads, FE deviates from 
the measured response. This is believed to be due to damage and crack growth ahead 
of the initial crack tip, which reduces the specimen compliance. 
Pre-loaded specimens 
The measured load displacement curves for the preloaded specimens have also been 
compared with the prediction from the 3D FE analysis. As noted before, there is a consid-
erable difference in the magnitude of the measured and FE prediction of residual stress 
based on isotropic hardening. Accordingly we have input the measured residual stress 
as an initial stress in the FE model using the initial stress (SIGINI) subroutine given in 
ABAQUS. Note that due to measurement uncertainties inherent in the neutron diffraction 
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Figure 5.13: Comparison of measured and FE prediction of load vs. displacement re-
sponse for the as-received specimen containing a 2 mm crack 
method, the residual stress is not exactly self-balancing. Thus minor adjustments were 
made to some of the measured stress values in order to achieve force and moment equi-
librium, though the measurements on the inner surface region were unaltered. Following 
introduction of the residual stress in the first analysis step, a 2 mm crack was introduced 
in the model in the second analysis step by simultaneous release of the nodes on the 
crack face. In the third analysis step, the mechanical load was applied to the C-ring. 
Pre-tensioned specimens 
The FE prediction for the pre-tensioned case is compared with the measured responses 
in Fig. 5.14. The prediction was obtained using the monotonic stress-strain curve in Fig. 
5.2(a) in analysis step 3. Although this effectively ignores the effect of the pre-tension on 
the material constitutive response (due to the Bauschinger effect), it can be seen to give 
reasonable agreement with the measured load-displacement curve in the elastic region, 
for reasons given in Section 5.6. The deviation with the measured response at high load 
is again believed to be due to damage and crack growth ahead of the initial crack tip. 
Pre-compressed specimens 
For the pre-compressed specimen,the FE prediction was initially made using the stress-
104 
120 
Pre-tensioned specimens 
0 . 0 0 . 5 1 . 0 1 . 5 2 . 0 
Total displacement, A (mm) 
Figure 5.14: Comparison of measured load-displacement response for pre-tensioned 
specimens witli prediction using 3D FE analysis 
strain curve in Fig. 5.2(a) in analysis step 3. Once again tfiis ignores any effect of 
pre-load on the material constitutive response. This gives a similar predicted elastic re-
sponse to the FE predictions for the as-received and pre-tensioned specimens. However, 
comparison of the FE prediction with the measured load-displacement curve for the pre-
compressed specimen (see Fig. 5.15) shows poor agreement, as a result of neglecting 
the effect of pre-load on the material constitutive response. Thus, in order to provide an 
accurate FE prediction of the measured load-displacement response for this case, the 
Bauschinger effect must be accounted for and the pre-loading modelled explicitly. 
We have attempted to account for the Bauschinger effect by tuning the stress-strain 
curve in analysis step 3, to try to match the measured load-displacement for the pre-
compressed case. Such a 'tuned' stress-strain curve may be viewed as an average 
response of the material. It is recognised that in reality the response will depend on 
the stress experienced by a given material point. However, the purpose of using the 
averaged response is to provide an estimate of how this may effect the crack driving 
force (presented in the next section). Initially, the tuned stress-strain curve was assumed 
to have the same form as that given in Fig. 5.2(a), i.e. simply scaling down the elastic-
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Figure 5.15: Comparison of measured load-displacement response for pre-compressed 
specimens with prediction using 3D FE analysis 
• ^ Neglect Bauschinger effect by using the stress strain curve in Fig. 5.2(a), ay=1050 MPa 
Ft T A C T 
• ^ Account for Bauschinger effect by scal ing down the stress-strain curve in Fig. 5.2(a) to give 
(Tj,=61 0 MPa 
• ^ Account for Bauschinger effect by using the Ramberg-Osgood material model 
near perfect plastic curve. However it was not possible to obtain a good match to the 
measured curve using this form of curve — Figure 5.15 shows the FE load-displacement 
response obtained by scaling down the stress-strain curve in Fig. 5.2(a) to give a yield 
stress of 610 MPa (designated as "ay = 610 MPa" in Fig. 5.15). Subsequently, the 
Ramberg-Osgood (RO) power law hardening material model given in Eq. 2.4 was used, 
to try to obtain better agreement with the measured load-displacement response. The 
FE prediction based on an RO material model with n = 2, uo = 600 MPa, a = 0.65 and 
E = 138 GPa, shown in Fig, 5.15 as 'RO', may be seen to give excellent agreement 
with the measured response. 
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5.8 Fracture analysis 
In this section we examine the results of the fracture toughness tests to evaluate the 
effects of residual stress on constraint and fracture. The crack driving force is calcu-
lated using either of two approaches, (i) The LEFM j^-based approach based on the 
procedure given in ASTIVI standard E1820, and (ii) The elastic-plastic approach, using 
the modified J integral, together with the Q parameter to quantify constraint. 
5.8.1 LEFM K based approach 
As-received specimen 
According to the ASTIVI E1820 procedure, the onset of crack initiation can be estimated 
by constructing a 5% secant line on the measured load-displacement curve, i.e. a line 
through the origin with a slope equal to 95% of the initial elastic loading slope. The load 
at which the 5% secant line intersects with the measured curve is denoted PQ, and a 
value of stress intensity, KQ may be obtained at this load. Kg can be taken to be the 
fracture toughness, Kc, if the following requirements are satisfied: 
1. 0.45 < o/M/ < 0.55 
2. > 2.5(KQ/(7y)^ 
3. < l . l O f g 
Note that the first requirement applies to a C(T) specimen in which the crack depth is 
taken as the horizontal length which extends from the load line to the crack tip. By 
analogy with the C(T) specimen, the effective crack depth for the C-ring specimen can 
also be viewed to extend from the load line. Thus Og// = 19.5 mm (=17.5 mm+2 mm) 
and Weff = 41 mm, giving aejf/Weff = 0.48. The second requirement ensures that 
the plastic zone is much smaller than the specimen dimensions in order not to invalidate 
LEFM. For the as-received C-ring specimen, the 5% secant line intersects the measured 
load-displacement curve at a load of 76 kN (see Fig. 5.13). Thus PQ = 76 kN. A linear 
elastic 2D FE analysis gives a stress intensity factor, KQ = 105 MPa \/m, at this load. 
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Thus 2.b{KQlay)'^ = 25 mm where o-y is the yield stress, 1050 MPa. This is somewhat 
greater than 5e/ / = 23.8 mm and Ge/y = 19.5 mm. Although both requirements 1 
and 2 of the ASTM standard, given above, are strictly invalidated, for the purpose of 
comparison with the elastic-plastic approach, we have taken FQ to be the critical load, 
Fc, and thus KQ = K^. 
Preloaded specimens 
For the preloaded specimens, a 5% secant was also constructed to give the load for 
crack initiation. The stress intensity factor at this load is the apparent toughness. Km, 
since it does does not take into account the effect of residual stress. In the LEFM regime 
it is possible to linearly superimpose the stress intensity factors from different loadings, 
according to the principle of superposition [1]. Accordingly we can add K for residual 
stress {Kres), to the apparent toughness, Km to give a total K, which is nominally the 
fracture toughness, K^, of the material, i.e. 
Kc = Km + Kres (5.1) 
Kres was calculated as follows. Firstly, J for residual stress was calculated by introducing 
the residual stress distribution measured using neutron diffraction as an initial stress in 
ABAQUS (determination of J is presented in detail in Section 5.8.2.1). For the pre-
compressed specimen, this gives Jres = 5.1 kPa m. The value of Jres is converted to 
Kres using Eq. 5.2, 
= j 3 j r / ( l --;/2) (5.2) 
to give Kres = 34 MPa v m . 
It may be seen from Fig. 5.9 that the measured residual stress for the pre-tension spec-
imen is approx. equal in magnitude but with opposite sign to the pre-compressed spec-
imen, in the inner surface region. Therefore Kres has been taken to be the same value 
but with opposite sign to the precompressed specimen, i.e. Kres = - 3 4 MPa y/m. Note 
that for the pre-compressed specimen, there is no apparent initial elastic slope. How-
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ever it can be seen that there is a marked change in the tangent modulus when the 
load exceeds 60 kN (see Fig. 5.10). Accordingly, PQ has been taken to be 60 kN and 
the toughness, is based on this load. Values of the apparent fracture toughness, 
Km, and Kc are given in Table 5.1. It may be seen from Table 5.1 that the toughness 
values, Kc, for the three cases are similar. Thus residual stress does not have a no-
table effect on constraint. However residual stress does have a considerable effect on 
the fracture loads, with the pre-tensioned specimen giving a 20% higher load than the 
as-received specimen and the pre-compressed specimen giving a 20% lower load than 
the as-received specimen. 
Table 5.1: Average fracture load, Pc, from fracture toughness tests and values of the 
apparent toughness, Km, and actual toughness, Kc 
Specimen Pc ^res Kc 
(kN) (MPa^/m) (IVIPaym) (MPai/m) 
As-received 76 105 0 105 
Pre-tensioned 91 125 -34 91 
Pre-compressed 60 82 +34 116 
5.8.2 Elastic-plastic J-Q analysis 
A fracture analysis of the C-ring specimens has also been performed based on the J-
integral parameter. 
5.8.2.1 Determination of J 
The J-integral is determined using the definition of J given by Eq. 4.2. This is calculated 
using the independent post-processor JMOD developed by Lei et al. [21], which uses 
results from an ABAQUS results file. 
The JMOD post-processor is available only for two-dimensional (2D) elements. Thus J 
was determined using a 2D FE analysis. An effective thickness, B^jf = 23.8 mm was 
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used, which is the square root of the product of the gross thickness, Bt = 27 mm and 
the net thickness, B^et = 21 mm. Using B^j f gives excellent agreement with the dis-
placement, A, from a 3D analysis for the case of external applied load only (no residual 
stress) up to a load of 110 kN, as shown in Fig. 5.16(a) (note that the maximum frac-
ture load of the specimens is 94 kN). We also compared the J-integral from the same 
2D plane strain analysis with the 3D J integral, at a load of 110 kN, as shown in Fig. 
5.16(b). The average J along the 3D crack front was calculated to be within 3% of the 
2D J value. Accordingly we expect that for the case of combined mechanical load plus 
residual stress, J from a 2D plane strain analysis should be similar to the average J 
along the 3D crack front. Note that the 2D FE analysis was performed using 2D linear, 
full integration, plane strain 'hybrid' (CPE4H) elements. 
Introduction of residual stress 
The residual stress measured using neutron diffraction is input into the 2D FE model as 
an initial stress using the SIGINI subroutine provided in ABAQUS. 
Introduction of crack 
Following introduction of the residual stress into the model, the initial crack, a = 2 mm, 
is introduced by simultaneous release of the nodes on the crack face. In reality, crack 
introduction by EDM will be progressive rather than instantaneous as modelled here. 
However in the numerical study presented in Chapter 4, the stress distributions ahead of 
the crack tip for the instantaneously and progressively formed cracks were found to be in 
close agreement for a residual stress level of approx. half the yield stress. This was also 
shown by Sherry et al. [34] for a crack introduced into a yield magnitude residual stress 
in a notched C(T) specimen, as described in Section 2.9.2. Thus the crack driving force 
(characterised by J) for a crack formed instantaneously is expected to characterise the 
progressively formed crack in the C-ring. Following introduction of the crack, mechanical 
loading is applied to the C-ring. The JMOD program provides the total J, i.e. for me-
chanical loading plus residual stress. Note that at zero mechanical load, J for residual 
stress alone, Jres, is 5.1 kPam — this was used in the A'-based approach in Section 
5.8.1. 
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Figure 5.16: Comparison of FE predictions for 3D and 2D plane strain analyses for 
mechanical loading: (a) Load vs. displacement, (b) J along 3D crack front compared 
with J from 2D plane strain analysis for an applied load, P — 110 kN 
5.8.2.2 Determination of Q 
The Q-stress parameter is calculated using the hoop stress (stress normal to the crack), 
i.e. 
111 
('^yy)ssY\T=o Q'^v (5-3) 
at a distance of 2J/a^ ahead of the crack tip, where Oy is the monotonic yield stress, 
1050 MPa. The SSY reference field is calculated using the monotonic stress-strain curve 
in Fig. 5.2(a). 
5.8.2.3 Results of J-Q analysis 
The variation of J with applied load for the as-received and pre-loaded specimens is 
shown in Fig. 5.17. This shows that at a given applied load, the pre-tensioned case gives 
the lowest J, as expected, followed by the as-received, and then the pre-compressed 
case. The toughness, Jc has been taken to be the value of J at the load, Pc, given in 
Table 5.1, since this is deemed to be the point at which crack initiation occurs. This is 
converted to a critical stress intensity factor, K j^ , using Eq. 5.2. Values of Jc and Kj^ 
are given in Table 5.2. It can be seen that the values of Kj^ are similar to the Kc values 
given in 5.1 which suggests that the behaviour is predominately elastic. 
The variation of J with Q for the as-received and pre-loaded specimens is given in Fig. 
5.18. The Q-stress at the values of Jc given in Table 5.2 are also presented in Table 5.2. 
It may be seen that the Q values are relatively similar for the three cases. 
For the pre-compressed case, J was initially calculated using the monotonic stress-strain 
curve given in Fig. 5.2(a). However, as noted from Section 5.7, this gives poor agreement 
with the measured load-displacement. We have also obtained J using the Ramberg-
Osgood fit mentioned in section 5.7 which was tuned to match the measured load-line 
displacement. This gives a considerably higher Jc of 100 kPa m. For comparison, Jc 
has also been calculated by assuming the form of the stress-strain curve given in Fig. 
5.2(a) but with Uy = 610 MPa, as discussed in the previous section. This gives a Jc of 
74 kPa m, which is very similar to the value obtained using the actual monotonic stress-
strain curve since the elastic modulus used in both cases is the same. The reason for 
the significantly higher J for the RO case is that a Young's Modulus of 138 GPa was 
used in the R-0 fit, which compares with the actual Young's Modulus of 200 GPa for the 
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monotonic stress-strain curve. 
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Figure 5.19; J vs. external load for pre-compressed specimen for case where 
Bauschinger effect is neglected ("cr^  = 1050 MPa") and two cases where Bauschinger 
effect is accounted for {"Uy = 610 MPa" and "RO") 
5.9 Discussion 
The fracture analysis in the previous section was performed using two approaches: (i) 
the i f-based approach based on superposition of the apparent toughness, Km, and the 
K for residual stress, and (ii) elastic-plastic analysis based on the J-integral. It may 
be seen from the results presented in Tables 5.1 and 5,2 that the toughness values, 
K j^ , based on the J-integral are similar to the values based on the LEFM approach. 
Thus the behaviour of the specimens at fracture initiation is predominately elastic. This 
is confirmed by inspection of contour plots for equivalent plastic strain at the initiation 
load, which show the plastic zone to be well contained, e.g. Fig. 5.20 shows the plot of 
equivalent plastic strain for the as-received specimen at the initiation load. The reason 
for the limited plasticity may be attributed to the fact that the material has very low work 
hardening, in addition to having a low uniaxial failure strain, 7%. 
The fracture toughness, Jc, and Q values for the as-received and pre-loaded specimens 
are similar. Thus, residual stress does not have an appreciable effect on the crack tip 
constraint. The reason for this may be attributed to the fact that the material fails by a 
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Table 5.2: Average fracture load, Pc from fracture toughness tests and FE calculated 
values of and Q at this load 
Avg. Stress-
Specimen Po strain Jc K j . Q 
(kN) curve (kPa m) ( M P a v ^ ) 
As-received 76 ay = 1050 MPa^ 65 120 -0.50 
Pre-tensioned 91 ay = 1050 MPat 63 118 -0.67 
Pre-compressed 60 ay = 1050 MPa^ 69 123 -0.41 
Pre-compressed 60 ay = 610 MPa^ 74 127 -
Pre-compressed 60 R0§ 100 123 -
• t Neg lec t Bausch inger ef fect by us ing the s t ress st ra in curve in Fig. 5.2(a) , a y = 1050 M P a 
• J A c c o u n t for Bausch inge r ef fect by us ing shape of cu rve in Fig. 5.2(a) w i th ay = 610 M P a 
• §Accoun t for Bausch inge r ef fect by us ing R a m b e r g - O s g o o d mater ia l m o d e l 
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Figure 5.20: Contour plot of equivalent plastic strain in as-received specimen at the 
fracture initiation load 
ductile fracture mechanism (void growth). Previous experimental studies, e.g. Hancock 
et al. [10] (see Section 2.3.2), have shown that the ductile initiation toughness is not 
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dependent on geometry, since the constraint loss at ductile initiation is small. 
The material considered in this study, AISl 4333, has a peculiar cyclic behaviour, whereby 
it behaves in an elastic-perfect plastic manner in the first cycle, and exhibits a strong 
Bauschinger effect in the second cycle. This complicates modelling of the cyclic re-
sponse. However the need to model the Bauschinger effect may not be an issue in this 
case, since the material behaviour at crack initiation is predominately elastic. In gen-
eral however, when constraint loss is significant, plasticity will be more widespread, and 
thus it is important to model the cyclic response in order to accurately quantify the crack 
driving force and constraint loss. 
5.9.1 Estimation of damage due to pre-tension 
In general, the fracture toughness may be affected by either (i) a difference in crack tip 
constraint or (ii) damage to the material. In this case the for the pre-tensioned spec-
imen is similar to the as-received and pre-compressed specimens. In order to check 
that pre-tension has not influenced the fracture toughness by damaging the material, we 
have estimated the material damage using the Rice and Tracey [33] model. This model 
considers a single void in an infinitely large body with rigid-perfectly plastic material be-
haviour, which is subject to a triaxial stress field and an applied plastic strain. Starting 
from an initial average void radius, Rq, Rice and Tracey showed the void radius, i?, at a 
certain amount of accumulated plastic strain is approximated as 
eT 
-R \ r. . . r , . 1 / 3 c r m 
0 
where cr^ is the hydrostatic stress, ay is the yield stress and is the equivalent plastic 
strain. 
The model can be used to estimate the material damage in the C-ring, due to pretension, 
by comparing the value of ln{R/Ro) for a C-ring under pre-tension with a critical value, 
ln{R/Ro)crit, obtained using the uniaxial failure strain. For a uniaxial specimen, the ratio 
a^ /ay is equal to 1/3; substituting this ratio into Eq. 5.4 together with the uniaxial failure 
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strain of 0.07 (see Fig. 5.2(a)) gives ln{R/Rq)critical — 0.02. Tlie pre-tension applied 
to the C-ring is approx, 110 kN; at this load, the ratio of cr^/cr,/ is approx. 0.6 at the 
position of the introduced crack tip, and the equivalent plastic strain Sp at this position is 
approx. 0.5%. Substitution of gp and am/(^y into Eq. 5.4 gives ln{R/Ro) ~ 0.003, which 
is approx. 15% of the critical value. Thus the damage due to pre-tension is relatively 
small and would not be expected to have a notable influence on the fracture toughness. 
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Chapter 6 
Conclusions and Future Work 
6.1 Conclusions 
This PhD has considered the effect of constraint and residual stress on ductile and brittle 
fracture. The conclusions from this work are as follows; 
1. In Chapter 3, we presented an FE study to compare the FE-based J-Q two-
parameter approach with the analytically based J-A approach. The J-Q was 
found to be more robust, particularly for engineering materials whose behaviour 
is not well described by the Ramberg-Osgood law, since tensile data may be used 
directly in the ABAQUS analysis. The analysis was performed for two engineering 
materials, X100 and austenitic stainless steel 316H which are low hardening and 
high hardening materials respectively. The J-Q approach was found to give excel-
lent predictions of the crack tip stress fields for both materials. On the other hand, 
the J-A approach is limited to R-0 power law behaviour, thus the R-0 model must 
first be fitted to the tensile data. Consequently the J-A predictions are dependent 
on the quality of the R-0 fits to the data and care must be taken in fitting over the 
appropriate level of strain level which will be experienced by the cracked structure 
in order to obtain a good prediction. 
We also presented an alternative approach for evaluating Q for a R-0 material, 
which, for a given geometry, makes Q dependent only on the strain hardening 
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exponent. This would help to considerably simplify the creation of a handbook 
compilation of Q. 
2. In Chapter 4 we presented a finite element study to investigate whether the method 
of introducing a crack in a residual stress field affects the crack driving force. We 
considered the case of a rectangular beam specimen, in which the residual stress 
was introduced by mechanical preloading. It was shown that for this case, the 
crack tip stress fields were not affected by whether the crack is introduced instan-
taneously or progressively into the mesh. This is believed to be due to the fact that 
the maximum uncracked residual stress is only approx half the yield stress and has 
a strong bending component over the length of the crack. The progressive crack 
produced a plastic wake behind the crack tip and the crack tip strain distribution at 
the final position of the crack was lower than the distribution for the instantaneous 
crack. The modified J-integral was found to characterise the stress distribution 
for the instantaneously introduced crack. However for the progressive crack the 
J-integral based on non-proportional stressing (Eq. 4.1), was found to be almost 
zero. 
3. In Chapter 5, we presented an experimental and numerical investigation to ex-
amine the effects of residual stress and constraint in a material which fails in a 
macroscopically brittle manner. The geometry investigated was a C-ring specimen 
extracted from a high strength tubing steel, AISI4333. We considered a tensile or 
compressive residual stress introduced into the uncracked C-ring specimen by me-
chanical pre-compression or pre-tension respectively. Residual stress was found 
to have a notable effect on the fracture load, with the pre-tensioned specimen giv-
ing a 20% higher load than the as-received specimen, whilst the pre-compressed 
specimen gave a 20% lower load than the as-received specimen. 
The measured initiation toughness, Jc, for the as-received and pre-loaded speci-
mens were found to be similar. Thus, the effect of residual stress on constraint is 
small, which is confirmed by the fact that the Q-stress for the as-received and pre-
loaded specimens are similar. This is believed to be due to the failure mechanism 
being ductile fracture (void growth). 
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4. Another important issue brought out in this work is the effect of preloading on the 
material constitutive response. In this work the material examined, AISI 4333, was 
found to exhibit a complex cyclic response which does not conform to the classical 
back-stress models (e.g. Chaboche). 
6.2 Future work 
We would recommend that the investigations on the C-rings presented in this thesis 
should be extended as follows: 
1. Cyclic tests should be performed on AISI 4333 to determine cyclic stress-strain 
data at different levels of preload. This data may be used to develop the constitu-
tive response which can be implemented in the ABAQUS analysis, to determine 
the effect of the cyclic response on the results. 
2. Microstructural examinations should be performed on the preloaded specimens to 
quantify the material damage due to pre-loading. 
3. It would useful to compare the measured fracture loads obtained in this study with 
predictions obtained using the R6 assessment procedure, in order to assess the 
level of conservatism in the R6 procedure. 
In general we would suggest that further work on the topic of constraint and resid-
ual stress should be performed as follows: 
4. The investigations on the C-rings should be extended to materials which fail by 
cleavage, since constraint and residual stress appear to have the greatest effect in 
the cleavage regime. In addition, we would suggest that other geometries should 
be considered, such as C(T) or shallow cracked SEN(T) specimens to provide a 
range of constraint conditions seen in typical components. 
5. The investigations performed to date have only considered homogenous mate-
rials. The investigations should be extended to consider weldments containing 
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weld residual stress, since the mismatch between the parent and weld proper-
ties has been shown to have significant effect on the crack tip constraint (see e.g. 
Moltubakk et al. [24] Ranestad et al. [30]). 
6. The study in Chapter 4 should be extended to examine the effect of introducing 
a crack in representative weld residual stress distributions, which are typically of 
yield magnitude. It was noted in Chapter 4, that for the instantaneous crack, the 
J-integral based on non-proportional stressing (Eq. 4.1) was approx. 15% lower 
than J based on proportional stressing (Eq. 4.2). Further investigation should 
explore the reason for this difference. 
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Appendix A 
Geometries of typical fracture 
mechanics specimens 
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Figure A.1; Geometries of typical fracture mechanics specimens 
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Appendix B 
Background on the neutron diffraction 
metliod 
Neutron diffraction is a powerful non-destructive method for measurement of residual 
stress. As neutrons can penetrate several em's below the surface, the technique is able 
to provide residual stress information at these depths. A concise overview of the method 
is given below. 
The neutron diffraction method is dependent on the crystalline nature of metals. The 
atoms in a crystalline solid are arranged in a basic building block known as a unit cell 
which can be repeated by linear translation along the three coordinate axes to form the 
crystal. A crystallographic plane in the crystal may also be defined, which is commonly 
specified in terms of three Miller indices as (hkl) — parallel planes will have identical 
indices. For a crystal structure having a cubic structure, the interplanar spacing, dhki is 
given by 
dhkl = Q - j + /c^ + /^) (B.1) 
where h, k and I are the Miller indices and a is the unit cell edge length. 
Consider a neutron beam of wavelength A incident on two parallel planes which have the 
same h, k and I Miller indices and interplanar spacing, dhu, as shown in Fig. B.I. The 
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scattering angle is then given by Bragg's law as 
nX = 2dhkisin9 TB (B.2) 
where n is an integer, A is the wavelength of the incident neutron beam, 6b is the scat-
tering angle, and dhki is the lattice spacing. It may be seen that the angle is dependent 
on the lattice spacing dhki- Thus the lattice spacing is effectively an in-built strain gauge. 
The normal vector, Q, is aligned with the direction of the measured strain. 
incident beam 
scattered beam 
transmitted beam 
Figure B.1: Schematic drawing illustrating the principle of neutron scattering in a crys-
talline solid 
The lattice elastic strain is calculated using the expression 
^hkl — {dhki d.j-1^1.1)/di^i^i (B.3) 
where d^^i is the lattice spacing in the unstrained material. 
By rotation of the sample relative to the Q-vector, strain components in orthogonal di-
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rections can be obtained. Tlnis is acliieved by mounting the sample on a rotating table. 
Figure B.2 shows the set-up for the neutron diffraction measurements of the C-rings at 
the FRM2 facility in Munich, Germany. Note that the table can also be moved linearly to 
allow measurements of residual stress along a given path. Additionally the movements of 
the table can be programmed to allow automation of the measurement process. Automa-
tion also allows more than one specimen to be measured; thus two C-ring specimens 
are shown in Fig. B.2. 
Detec to r 
\ 
C - r ing s p e c i m e n s 
N e u t r o n 
b e a m s o u r c e 
Ro ta t i ng tab le 
Figure B.2: Neutron diffraction measurements on the C-ring at the FRM2 reactor source 
in Munich, Germany 
It should be noted that in a polycrystalline material, the neutrons are not scattered at 
a precise angle but have a small range of scattering angles centred around a peak 
intensity. A function is fitted to these points to give the peak centre, the most common 
one being the symmetric Gaussian fitting function. 
The elastic stress can then be inferred from the elastic strains, using the generalised 
Hooke's law. For an isotropic material, and negligible shear strains, the mutually orthog-
onal stresses are given by 
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where E and u are the bulk elastic constants. 
It should be noted that elastic strains at a given point in the material are obtained by 
applying the neutron beam over a specified volume enclosing that point. This volume is 
known as the 'gauge' volume. The diffraction measurements provide the average lattice 
spacing within the gauge volume. Consequently the stresses provided at a given point 
will be the averaged stress over the gauge volume enclosing that point. The accuracy of 
the stress at a point will increase with reducing size of gauge volume. 
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