INTRODUCTION AND NOTATIONS
In various recent works (see [ 1, 4, 12, 14] ), the area measure on a finite codimensional manifold of the Wiener space has been constructed. A "Laplace-Beltrami" operator can be defined (see [ 1 I) . In [2] , using the method of the Dirichlet forms and capacities, the existence of a process on a finite codimensional manifold has been established. Expressions for the Ricci curvature have been given by E. Getzler [6] . However, Getzler's formulas are written with infinite dimensional traces and do not take into account the finite codimensionality of the submanifold. In the following, the Ricci curvature of the Wiener submanifolds is given in terms of linite sums. A Weitzenbiick formula is established and used to get estimates for the divergence of a vector field. Following A. B. Cruzeiro [3] , a formula for the density of the action of the flow of the vector field on the submanifold is obtained. (0.
3)
It has been proved in Cl] using the implicit function theorem (see [8(3) ]) that TX does not depend on the map @ used to define V,. Let P, be the operator from H to TX defined by P,v=v-i aik(v@i~v)VcDk. Denote V, = P,V the gradient on V,. See [2] for estimates and for the regularity of V,. Let Replacing (1.9) into (1.8), one gets (1.6).
Let 6 be the divergence operator on X [S(2)]. For a vector field Z on A', i.e., a map from X to H, and a function g: X+ Iw, differentiable, one has i.i
Using (1.6) in the second member of ( To prove' the second equality in (1.14), one remarks that -$deta)=(deta).tr a-1$ ( ) for a differentiable map a: R + G&,(R). Thus
Remark. For a submanifold Vr of codimension one, Remark. -6 VQ, can be considered the "renormalized" trace of V2@ on H; the renormalization is due to the Gaussain measure and assures the convergence, i.e., the exitence, of -6 VO. To define the mean Gaussian curvature, the method is to substract the finite trace of V*cB on the finite dimensional normal subspace to the manifold from the quantity -6 V@. The method which allows one to define the mean Gaussian curvature on a submanifold V, can be extended to other tensors. In fact, for x in V,, define the bilinear form 1, : H x H + H by (see Lemma 1.1)
and for U, u, w, t in H, let (t I rx(uAu)w) = (l,(u, w)l lx(u, t)) -(I,(4 w) I L(u, t)).
(1.27) One verifies immediately, using (1.26), that
(1.28)
For e E H, one has @I rAeA u)w), = C ~ksCV2@s(e, 0) V*@,(e, w) k.s
The trace on T of -v2@,(u, w) v2Qik(e, e)].
(1.29)
is given by
( Of course, since the submanifold V, is of finite codimension n, all the sums in (1.32) are finite.
Remark. For G(x) = u( (x, h)) = u(ft h'(s) dx(s)) where u is a differentiable function on [w, one finds of course R(P,u, P,w) = 0. In fact, V@(x) = Z./(X, h))h and for kl and k2 in H,
On the other hand,
and it is easy to compute that
On the Wiener space, Weitzenbock type formulas have been obtained by E. Getzler [6] .
For h and k in TX, one has (Lemma (1.3))
where I, is defined by (1.26).
The maps (h, k) + V*f(h, k) and (h, k) -+ (l,(h, k) 1 Vf) are symmetric bilinear forms on Hx H; thus, they define elements in H@ H, which we shall denote respectively by V'f and a,(VQk 1 V') V20i = (I,( ., . ProoJ: (proj, m Tr cp I h, 0 h2)HBH = (cp I projTxg Tx(hl 0 h2)) as proj,, T,(hl Oh,) = P,h, @ P,h2. One gets (2.2) from (0.4) since (projTsBTy cp)(h, T h2) = dP,h,, P,J2). 
and ((PxVYf I Rv)2 g) HBH=; (P,V(P,VfIe,)lV(P,Vgle,)). One uses (2.8) into (2.9). On the other hand, one computes (2.5) and (2.3). Writing all the terms, one gets (2.6).
We shall now prove the following theorem Proof:
In fact, one verifies easily that if f,(x) = f(x + Eh), one has V'Jx) = Vf(x + Eh).
From the Cameron-Martin formula (see [ 1, p. 131 ) and using one gets
IhI'] dp(x).
The formula (2.11) follows. where, for the last equality, one uses the integration by parts formula [l, p. 13, Lemma 2.11. Thus
One uses (2.11), and (2.13) follows. As Z= -fcW, this yields (2.12). This yields (2.17).
End of the proof of (2.10). Use (2.17) and (2.6).
III. THE DIVERGENCE OPERATOR ON V, AND FLOWS
Z is a vector field on Y, if Z is a map from V, to T,. In that case, of course P,z(x) =2(x).
Let Z be a vector field (on X or on V,) and let (see [ 1, p. 44451) 6 yE = 62 -(Z I P,V log det(VQi 1 VGi)"'). where (x, h) is the stochastic integral j: h'(s) dx(s).
Prooj
Put g(x)= (x, h) =JA h'(s) dx(s). One has Vg(x)= h and GVg(x) = g(x). On the other hand, V'g=O and from (1.24) zvtg = -$ Cg + (Z, I %)I = -1 t-g + (Z, I h)l> (3-h) where Zr = Ci,k cikyiVQk. One has J' (Vf I P,h) da = jf(x) 6#',h) da = -2 Jfzvt g da, where the last inequality comes from (3.2) and this yields (3.5). Formulas like (3.5) can be generalized using the methods of [S] or [9] . For f: A'-, R, consider the differential equation ProoJ Let k~ H and put f(x) =si k'(s) dx(s)= (x, k); then (3.7) becomes $ (v(t) I k) = (P,,,,h I k). (3.9) Since (3.9) is satisfied for all k E H, one concludes. LEMMA 3.5. If v,(t) E H is the solution of (3.8) with the initial condition v(0) = x E V,, then v(t) E V, for all t, and v,(t) is unique. We shall denote U:(x) the solution of (3.8) such that U:(x) = x.
Proof. We show that for all t, one has @(v(t)) = t, knowing that @(v(O)) = a(x) = 5. One has f @i(V(t))= (Pu,t,hIV@i(v(t)))
The uniqueness of the solution comes immediately from ~(v*(t)lk)=~(v*(r)lk), VkE H. From Lemma (3.5), x + U:(x) defines a map from V, to V,. We note U:* da, the image measure of da through the map iJ).
The following lemma has been inspired from the results obtained by A. B. Cruzeiro [3] Taking the derivative of (3.12) with respect to t, one gets, for the first member of (3.12),
After identification with the derivative with respect to t, of the second member, one gets
Let us show that (3.11) is a solution of the differential equation (3.13). Put J(x)= 6,,(P,h) and h,(x) =log k,(x) and let B(x) = P,h. One can write To prove the existence of the density, we need estimates on the divergence of a vector field. Thus we shall use the Weitzenbock formula (2.10) to get estimates on the divergence of a vector field. As the operator gVt is symmetric with respect to the area measure, one gets I Vt ~vc(P,VfIVf)~da=O. Integrating (3.17) with respect to da and using (3.19), one gets (3.16). Proqf: Use the formula (3.21) and Theorem 3.1.
IV. COVARIANT DIFFERENTIATION AND THE CONNECTION
In the following, we define the covariant differentiation and the connection on I/, and we get an explicit expression for the Christoffel symbols. Remark that formula (1.32) which gives the Ricci Gaussian bilinear form was established without the covariant differentiation, but with the help of the "second fondamental form." Thus, it is interesting to see what is the connection and the covariant differentiation on V,.
First, we shall consider the natural covariant differentiation on the Wiener space. Let Z be a vector field on X, i.e., x --, Z(x) is a map from X to H. We see that 2, is a substitute for the "trace" on T, x T, of the operator I,( ., *). In [8(5) ] the question of the hypoellipticity of a differential operator in v/e was raised, using a different approach.
Geodesics on V<, We shall not consider the case of minimal geodesics, but for anyf: X-, R,fE W,, only the solutions t + u(t) from R to V, of the equation $f(u(t)) + F(u', u')f= 0, (4.21) where u'(t) = d/dt, y(l) E H, and r is given by (4.14). One has u" + rsk, V2@l( u', u') V@,, = 0. 
