In what follows we shall also need to make use of the Julia variation. If f(z) maps |z| <1 onto a domain D with boundary C, and if we map C onto CA, the boundary of a new domain DA, by means of the mapping wA = w-\-tbw, where € is a real parameter and 5w satisfies the requirement that it is everywhere normal to C, then/i(z) will map |z| <1 onto DA, where [3] Putting this into (4) gives the formula g/'(g) (g + f)
for the Julia variation. Since (d/dd)f(eie)=ieief'(eie), *?/'(?) is tangential to C in the positive direction, hence du/2iriÇf'(Ç) is real and positive. Likewise £f (?) is normal to C and directed outward from C and hence 5û)/f/'(D is real and positive or negative as 5co is directed outward or inward.
In (5), the variation Ou must be suitably chosen if/A(z) is to remain in the class S*. This will easily be arranged in the application we wish to make. 
A glance at the variational formulas (2) and (5) shows that the following notation will be useful. Definition 2. Given a functional /, linear in the small, with an associated linear functional Ji as defined by (6), and given/(z) in S* along with a point Zo with |z0| <1, define 
Hence if we apply this variation to the function/(z)
we have the change in J
If the function/(z) maximizes Re}/}, then this variation must have a nonpositive real part for all e, positive or negative. But this means that Ke{i(Q0 -Q2)} =0, which proves the lemma. Since the real part of any quantity is the same as the real part of its complex conjugate, this gives
The right hand side of this equation must be nonpositive for all 0, hence the expression in square brackets must be zero for the extremal function/(z) and for any z0 in the unit circle. But this is equivalent to (9), the desired conclusion of the theorem.
By making further restrictions on the form of R(z) and Q(z) we can obtain the following stronger results. Proof. We first remark that the hypotheses of this theorem are satisfied by the extremal problems which are normally considered.
If i?i(f) is rational, then so is i?i(l/f*)*. As a result, i?(f) is rational and of order at most 2n. Clearly, i?(f) is regular on |f| =1. Since i?(f) = -i?(l/f *)*, any zeros of i?(f) not on | f | = 1 must occur in pairs, conjugate with respect to the unit circle.
In a similar fashion we see that Q(f) is rational, of order at most 2n, and is regular on | f | =1. Now zf'(z)/f(z) = Q(z)/R(z) is regular and nonzero for |z| <1. But also, except for at most a finite number of poles, Q(z)/R(z) is purely imaginary on |z|=l.
Hence by the Schwarz reflection principle, zf'(z)/f(z) is regular and nonzero outside of the unit circle also. Thus all zeros and poles must be on |e| =1 and hence all poles and zeros, not on the unit circle, of R(z) and Q(z) must cancel. We conclude that Q(z)/R(z) is a rational function of order at most 2(n -p), with all of its zeros and poles on | z| = 1, all such zeros arising from zeros of Q(z).
From Theorem 2, f(z) must map the boundary of the unit circle onto a set of radial slits. In particular, the image of the unit circle can have no exterior. The tip of each slit corresponds to a zero of Q(z) on |z| =1 and the point at infinity (between two adjacent slits) corresponds to a simple pole of Q(z)/R(z). Thus there are at most 2(n-p) slits.
Expanding zf'(z)/f(z) according to its poles gives
where each of the m slits gives rise to one term in the sum. Each |k»| =1, each ¿t" is real and positive and ^¿¿" = 2 (since 7r¿u" is the angle between two adjacent slits and the sum of all these angles is 27r). The summation in (11) accounts for all poles, hence the remaining term is a constant, which must be 1 since zf'(z)/f(z) = 1 at z = 0. Here we made use of the fact that the real part of any quantity is the same as the real part of its complex conjugate, and also that Q(?) is purely real on | ? | = 1.
The variation to be used in (12) consists of "hinging" one of the radial slits at some point wo and expanding it out to a wedge from that point out to «. The displacement, e5co, in this case is ±î'e(co -coo) along the portion of one side of the slit from «o to °°, and zero everywhere else, the sign being chosen so that 5w is directed inward. The parameter e must be chosen small enough that the angle of the wedge so formed is less that the angle between the two adjacent rays.
With In closing we note that Theorem 3 can be used to determine the type of problem which can be attacked effectively by means of the variational method. For a given extremal problem, it is usually a simple matter to determine the functional Ii[f, g] and from this to evaluate i?i(f) and Çi(f). Theorem 3 then immediately gives the form of the extremal function.
Any difficulty will usually arise in one of two ways. First, Theorem 3 gives only an upper bound for the number of slits. The accuracy of this number is guaranteed only when it equals one, unless we can tell how many zeros i?(f) has in the interior of the unit circle. Frequently this cannot be done since the coefficients of terms in i?(f) depend on unknown quantities determined by the extremal function itself.
A second difficulty, is that even if we know the exact form of the extremal function, this does not always answer questions we may have about the actual value of the functional for this extremal function, which is often the item of prime interest.
For example, the problem of Marx [4] is similar to the two examples given above. What is asked for is the set of all possible values of log/'(zo) for a fixed Zo and for all /G5*. It can easily be shown with the help of Theorem 3 that the extremal functions in this case have at most two slits. (This result was obtained much earlier by Robinson [5] .) But the conjecture of Marx is that the extremal functions have only one slit, and this result, although already partially proved [5] , does not seem to be obtainable by elementary means from the variational method.
