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Resumen
En esta tesis se presenta un resumen de los trabajos realizados en el marco del docto-
rado en f´ısica con el tema propuesto. Se introduce y utiliza el me´todo de lattice Boltzmann
(LBM) con modelo de colisiones de mu´ltiples tiempos de relajacio´n, consistentes con las
ecuaciones compresibles de Navier-Stokes isote´rmicas a bajos nu´meros de Mach. Se imple-
menta y analizan una variedad de me´todos para imponer condiciones de borde en fronteras
de geometr´ıa regular y arbitraria. Como aporte al LBM se propone un me´todo alterna-
tivo, basado en fundamentos elementales de la meca´nica, para mostrar la validez de los
me´todos cla´sicos de momentum exchange y otras propuestas ad-hoc utilizadas en la eva-
luacio´n de fuerzas en el LBM. Se realiza una serie de pruebas nume´ricas donde se puede
verificar la validez de la propuesta y la necesidad de utilizar me´todos particulares para
evaluar fuerzas sobre cuerpos en movimiento [1]. Se desarrolla e implementa un algoritmo
basado en LBM para analizar problemas de meca´nica de fluidos. Se resuelven problemas
t´ıpicos de verificacio´n, bidimensionales y tridimensionales isote´rmicos a bajos nu´meros de
Mach y Reynolds. Se analizan problemas con movimiento de fronteras arbitrarias y se
implementan refinamiento y movimientos de grilla.
En relacio´n a aplicaciones concretas del LBM, se estudian dos problemas particulares
de intere´s en f´ısica. En uno de ellos se estudia la sedimentacio´n de pequen˜os cristales de
hielo en la atmo´sfera. Un problema de interaccio´n cuerpo r´ıgido - fluido a bajos nu´meros de
Mach y Reynolds. Se analizan cristales con geometr´ıa tipo columnas de seccio´n hexagonal,
evaluando su velocidad de sedimentacio´n para una variedad de taman˜os y relaciones de as-
pecto que lo definen. Los resultados nume´ricos son satisfactorios y comparables con datos
experimentales y modelos teo´ricos disponibles en la literatura [2]. Otro de los problemas
que se analiza, es la determinacio´n del campo de velocidad de un fluido contenido en una
cavidad con fronteras en movimiento prescrito. Se analiza una serie de geometr´ıas con mo-
vimiento, siendo de especial intere´s evaluar el campo de velocidad en re´gimen transitorio.
El objetivo de estas simulaciones es servir de referencia para mediciones experimentales
utilizando un me´todo propuesto en [3] basado en resonancia magne´tica nuclear (RMN).
Este me´todo permite relevar, de manera no invasiva, el campo de velocidad en intervalos
de tiempo pequen˜os.

A mi familia.
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Nomenclatura
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Cap´ıtulo 1
Introduccio´n
En este trabajo se analiza e implementa un me´todo nume´rico para resolver un modelo
que determina, en escalas macrosco´pica, la dina´mica de fluidos compresibles e isote´rmicos
en dominios de geometr´ıa arbitraria. El modelo del fluido que se utiliza es una descripcio´n
en escalas mesosco´picas, consistente a bajos nu´meros de Mach (Ma) con las ecuaciones de
Navier-Stokes (NS).
El modelo de fluido esta´ asociado a la descripcio´n f´ısica del fluido, caracterizada por
variables particulares y ecuaciones diferenciales que determinan su evolucio´n y estado
para todo tiempo. Definido un modelo, puede existir una variedad de me´todos anal´ıticos
y nume´ricos para resolver estas ecuaciones que describen o simulan la dina´mica del fluido.
En este trabajo estamos particularmente interesados en los me´todos nume´ricos; el conjunto
de estos me´todos nume´ricos, utilizados para la simulacio´n de flujos de fluido, se los agrupa
en la literatura dentro de la dina´mica de fluido computacional (CFD).
Es posible realizar una descripcio´n f´ısica del fluido en tres escalas espaciales dife-
rentes: microsco´pica, mesosco´pica y macrosco´pica. En la descripcio´n del fluido en escala
microsco´pica, se considera un volumen macrosco´pico que contiene un gran nu´mero N de
mole´culas. Ignorando efectos cua´nticos, las mole´culas son representadas como part´ıculas
(masa puntual o con un nu´mero pequen˜o de grados de libertad) cuyo movimiento puede
ser descrito por la meca´nica cla´sica. El estado del sistema de part´ıculas esta´ determinado
por la posicio´n y cantidad de movimiento de cada part´ıcula, 2N × d variables describen
el sistema, con d la dimensio´n espacial. Conociendo las fuerzas de interaccio´n entre las
part´ıculas y especificado un punto en el espacio de fases, es posible de las ecuaciones de
movimiento, determinar el estado del sistema para todo tiempo t 1. Resolver este proble-
ma, conocer con precisio´n la posicio´n y velocidad de las N part´ıculas, carece de sentido
pra´ctico. Se obtiene informacio´n detallada que en principio no es necesaria si se quiere
conocer una descripcio´n macrosco´pica del fluido en te´rminos de algu´n observable. Por otro
lado es imposible dada la incapacidad de conocer con precisio´n el estado inicial del siste-
ma. Existen me´todos nume´ricos de dina´mica molecular que resuelven el problema en esta
escala.
La descripcio´n del fluido en escalas macrosco´picas esta´ basado en la hipo´tesis de
continuidad. Un fluido compresible en esta escala, esta´ caracterizado por sus variables
macrosco´picas: densidad ρ, velocidad u, presio´n P , y temperatura T . Las ecuaciones de
Navier-Stokes describen la dina´mica de estas variables y se derivan utilizando argumen-
tos de la meca´nica del continuo [4–7]. Esta es la descripcio´n cla´sica del fluido y la ma´s
1Determinar la dina´mica de un sistema de part´ıculas en R3 implica resolver gran cantidad de ecuaciones
de movimiento, aproximadamente 6 × 1023 para 1 m3 compuesto por un gas a presio´n y temperatura
atmosfe´rica esta´ndar.
1
Cap´ıtulo 1. Introduccio´n
difundida en la literatura. Existe una gran variedad de me´todos nume´ricos para resolver
las ecuaciones que describen la f´ısica del fluido a nivel macrosco´pico. Algunos de los ma´s
utilizados son: me´todo de diferencias finitas (FDM), me´todo de volu´menes finitos (FVM),
me´todos de elementos finitos (FEM), y me´todos espectrales (SM).
La descripcio´n mesosco´pica del fluido es una descripcio´n intermedia entre la microsco´pi-
ca y la macrosco´pica. La descripcio´n es estad´ıstica, no es de intere´s determinar la evolucio´n
de las part´ıculas individuales, las variables que lo describen son funciones de distribucio´n
de densidad de probabilidad que representan una coleccio´n de part´ıculas. La meca´nica
estad´ıstica brinda una conexio´n entre las escalas microsco´pica y macrosco´pica [8, 9]. La
ecuacio´n de Boltzmann (BE) [10–14] es la que describe la evolucio´n de la funcio´n dis-
tribucio´n de densidad de probabilidad de una part´ıcula f(x, ξ, t), con x y ξ la posicio´n
y velocidad de la part´ıcula en el espacio de fases. Si no se consideran fuerzas ma´sicas
externas, la BE es:
∂f
∂t
+ ξ · ∂f
∂x
= Q(f, f) ; x ∈ Γ , ξ ∈ V , t ∈ [0, T ] (1.1)
con Γ ∈ R3 y V ∈ R3 son el dominio fluido y el espacio de las velocidades respectivamente.
Por simplicidad en la notacio´n suele utilizarse f = f(x, ξ, t), con Q(f, f) el operador o
integral de colisiones, y f : R3×R3×R→ R. Para obtener soluciones de la BE, es necesario
resolver el operador de colisiones Q(f, f), un operador integral que contiene informacio´n
de la interaccio´n entre part´ıculas a trave´s de colisiones binarias. Este presenta los ma-
yores inconvenientes cuando se buscan soluciones de la BE [10–13]. El detalle contenido
en Q(f, f) sobre la interaccio´n entre part´ıculas a nivel microsco´pico, no tiene influencia
significativa en la descripcio´n macrosco´pica del fluido [13]. Si no es de intere´s obtener una
descripcio´n detallada de la interaccio´n entre las part´ıculas, es posible encontrar buenos
resultados remplazando el operador de colisiones Q(f, f) por algu´n modelo de colisiones,
C(f). Si se utiliza un modelo de colisiones para representar Q(f, f), la ecuacio´n de evolu-
cio´n de la funcio´n distribucio´n (1.1) es denominada frecuentemente como modelo cine´tico.
Los modelos de colisiones no representan una descripcio´n microsco´pica o individual de las
part´ıculas, brindan una descripcio´n mesosco´pica, representativa de un conjunto de part´ıcu-
las. Como modelo de colisiones es posible utilizar expresiones con menor grado de detalle,
en general ma´s simples, que conservan algunas propiedades del operador de colisiones [13]:
conservar los invariantes de colisiones (A.32) y asegurar que el sistema evolucione hacia el
equilibrio. La primera condicio´n garantiza la recuperacio´n de las ecuaciones macrosco´picas.
Uno de los modelos de colisiones ma´s utilizados y simples, que satisface las restricciones
anteriores, es el BGK. Denominado as´ı por las iniciales de los apellidos: Bhatnagar, Gross
y Krook, quienes lo propusieron [15]
C(f) = −1
τˆ
(f(x, ξ, t)− fM (x, ξ, t)) (1.2)
donde fM (x, ξ, t) = fM es la funcio´n distribucio´n de equilibrio de Maxwell-Boltzmann (ver
ecuacio´n (A.17)), τˆ es un para´metros de relajacio´n. El efecto promedio de las colisiones es
modificar la funcio´n distribucio´n f por una cantidad proporcional a la diferencia entre f
y fM .
En este trabajo se tiene especial intere´s en me´todos nume´ricos para resolver la BE
utilizando algu´n modelo de colisio´n. Estos me´todos nume´ricos utilizan una discretizacio´n
particular de la BE en el tiempo y en el espacio de fases [16, 17], la ecuacio´n discre-
ta obtenida se denomina ecuacio´n de lattice Boltzmann (LBE). La LBE determina la
dina´mica de un conjunto discreto f = {fi : i = 0, . . . , q − 1} de funciones distribucio´n
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de densidad de probabilidad en una grilla espacial regular (lattice). fi = f(x, ξi, t) es
la funcio´n distribucio´n de densidad de probabilidad discreta de una part´ıcula ficticia en
la direccio´n de velocidad ξi, con las ξi formando un conjunto finito Nc ⊂ V (|Nc| = q)
de velocidades discretas. Las velocidades en el conjunto Nc debe tener simetr´ıa suficiente
para brindar consistencia con las ecuaciones de NS, y garantizar invariancia rotacional
(isotrop´ıa) [16, 18].
Los me´todos nume´ricos que utilizan alguna ecuacio´n de evolucio´n discreta de un modelo
cine´tico como la LBE, operando sobre una grilla espacial regular y en un conjunto finito
de velocidades discretas Nc, se denominan de manera general como me´todos de lattice
Boltzmann (LBM)2. El LBM utiliza modelos cine´ticos simplificados que emulan la f´ısica
de los procesos microsco´picos o mesosco´picos, a trave´s del modelo de colisiones, tal que
las cantidades macrosco´picas promedio satisfagan las ecuaciones que describen el fluido en
escala macrosco´pica (ecuaciones de NS).
El LBM surgio´ histo´ricamente como una evolucio´n de los modelos de lattice gas cellular
automata (LGCA) [18–21], las primeras aproximaciones fueron propuestas por McNamara
et al. [22, 23] e Higuera et al. [24] con la intencio´n expl´ıcita de solucionar problemas
de ruido estad´ıstico del LGCA. La idea ba´sica era remplazar los nu´meros booleanos de
ocupacio´n por sus correspondientes promedios en ensamble. Con posterioridad, He et
al. [16] derivaron formalmente la LBE desde la ecuacio´n continua de Boltzmann (1.1),
demostrando que el LBM es independiente del LGCA. En la literatura contempora´nea,
la conexio´n entre el LBM y el LGCA solo se menciona por motivos histo´ricos, siendo
entendido el LBM como una discretizacio´n particular de la BE.
Siguiendo la idea del BGK, la utilizacio´n de operadores de colisiones del tipo relajacio´n
al equilibrio es extensamente utilizada en el LBM, incluso desde las primeras propuesta
[22, 24, 25]. Existen diferentes modelos de colisiones en el LBM, se pueden destacar: LBM-
BGK (o LBM-SRT) [16–18, 26] basado en el modelo BGK o de tiempo de relajacio´n simple
(SRT); LBM-MRT [25, 27–32] donde se utiliza un operador de colisiones con mu´ltiples
tiempos de relajacio´n; y LBM-TRT [33, 34] con dos tiempos de relajacio´n. Siendo los
modelos SRT y TRT casos especiales del LBM-MRT. Otro modelo frecuentemente utilizado
es el Entropic lattice Boltzmann (ELBM) [35, 36]. Los modelos ELBM y LBM-TRT no se
utilizan en e´ste trabajo.
El problema esta´ completamente definido si se especifican condiciones iniciales y de
contorno para resolver la LBE con un modelo de colisiones arbitrario. La aplicacio´n de
condiciones de borde macrosco´picas en el LBM es un procedimiento sutil, deben imponerse
restricciones apropiadas sobre las variables mesosco´picas tal que en el l´ımite macrosco´pico
se recuperen las condiciones correctas en la frontera. T´ıpicamente, el nu´mero requerido de
condiciones sobre las variables mesosco´picas excede al nu´mero de condiciones macrosco´pi-
cas disponibles en el problema de NS. Disponer de un me´todo sistema´tico que permita
imponer condiciones de borde en problemas de fluidos con geometr´ıa arbitraria es un ob-
jetivo que se persiguio´ desde las primeras aplicaciones en el LBM, existe una variedad de
propuestas en la literatura y es un a´rea en la que au´n se continu´a trabajando.
1.1. Configuraciones t´ıpicas de problemas que se analizan
Con motivo de generalizar y unificar la descripcio´n de los problemas de intere´s, en esta
seccio´n se presentan configuraciones t´ıpicas de los problemas de fluido que se analizan en
2Se adoptan las siglas en ingle´s para referenciarlo LBM (lattice Boltzmann method).
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este trabajo. Tambie´n se introducen definiciones y nomenclatura de algunos conjuntos de
nodos de la grilla que sera´n de utilidad en los cap´ıtulos posteriores.
Es necesario hacer una distincio´n entre el dominio f´ısico y el dominio computacional
del problema. El dominio f´ısico es el espacio donde esta´ contenido el fluido que se quiere
analizar. El dominio computacional es el espacio discreto que ocupa la grilla del problema.
Existen problemas donde es posible utilizar, mediante condiciones de borde apropiadas,
un dominio computacional ma´s pequen˜o que el dominio f´ısico. Esta configuracio´n tiene el
objetivo de reducir el costo computacional. Debido a la configuracio´n de grillas cartesianas
uniformes que se utiliza en el LBM, y por simplicidad en la implementacio´n, es poco
frecuente encontrar problemas donde ambos dominios coinciden. Esto es cierto au´n cuando
no existen limitaciones asociadas al costo computacional. De manera general, el dominio
computacional de los problemas que se abordan estara´n formados por un arreglo de grillas
regulares. Cada grilla se trata como un subdominio y se resuelve de manera independiente
con condiciones de borde adecuadas que permiten vincularla con el resto del problema.
En la figura 1.1 se muestran dos esquemas que representan configuraciones de los
problemas de intere´s. El dominio f´ısico es Γ, mientras que el dominio computacional es
Γ∪Ω, compuesto por una grilla uniforme de nodos identificados con coordenadas xA; con
A = (j, k, l) (A = (j, k) en el caso bidimensional) un multi-´ındice de nu´meros enteros
utilizado para identificar un nodo en la grilla. Se denota con ni al nu´mero de nodos de
la grilla para cada una de las tres direcciones ortogonales i = x, y, z. Por simplicidad y
(a) Esquema de un cuerpo cerrado Ω
con bordes ∂Ω inmerso en un dominio
fluido Γ.
(b) Esquema de un dominio fluido Γ
con frontera ∂Ω de geometr´ıa arbitra-
ria.
Figura 1.1: Esquemas de dos configuraciones t´ıpicas de los problemas que se analizan.
Ω no pertenece al dominio f´ısico del problema, el dominio computacional en ambos casos
es Ω ∪ Γ.
claridad, los nodos de la grilla LBM se agrupan en diferentes conjuntos. Los nodos en la
regio´n Ω se denominan nodos so´lidos y pertenecen al conjunto Ns = {xA ∈ Ω}. Los nodos
que pertenecen a la regio´n del fluido Γ se denominan nodos fluido y pertenecen al conjunto
NF = {xA ∈ Γ}.
La evaluacio´n de la LBE ocurre en los nodos xA ∈ NF ; sin embargo, por trabajar con
grillas regulares, es ma´s simple en la implementacio´n tratar todos los nodos del dominio
computacional como nodos fluido. Luego la solucio´n encontrada en los xA ∈ Ns representa
una solucio´n ficticia que no tiene intere´s en el problema. La configuracio´n mejor optimi-
zada computacionalmente en cuanto a utilizacio´n de la memoria se da cuando el dominio
computacional es igual a NF . Existe un subconjunto de nodos en NF que representan
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los nodos de borde Nb del problema y deben tratarse de manera particular para poder
imponer las condiciones de borde.
En el esquema de la figura 1.1a se muestra un cuerpo cerrado Ω inmerso en un dominio
fluido Γ, con ∂Ω y ∂Γ fronteras de geometr´ıa arbitraria y regular respectivamente. En el
esquema de la figura 1.1b se muestra un dominio fluido Γ con fronteras ∂Ω de geometr´ıa
arbitraria, Ω no pertenece al dominio f´ısico del problema. En ambos casos las fronteras
de geometr´ıa regular ∂Γ, son tambie´n fronteras del dominio computacional. La geometr´ıa
de ∂Ω se representa mediante un arreglo de superficies discretas simples como se muestra
de manera esquema´tica en la figura 1.1. Es de utilidad hacer esta distincio´n entre ∂Γ y
∂Ω ya que se utilizan me´todos particulares para imponer condiciones de borde en ambos
tipos de fronteras. Si las fronteras de geometr´ıa regular no pertenecen al dominio f´ısico,
como es el caso de la figura 1.1b, se imponen condiciones de borde ficticias (de periodici-
dad por ejemplo) para poder evolucionar temporalmente sobre toda la grilla del dominio
computacional. Si las fronteras de geometr´ıa regular son fronteras del dominio f´ısico, se
utilizan condiciones de borde Dirichlet de velocidad; si no pertenecen a un frontera f´ısica
se utilizan condiciones de borde Dirichlet de presio´n o condiciones de borde para repre-
sentar fronteras abiertas. Las fronteras de geometr´ıa arbitraria son siempre fronteras del
dominio f´ısico en las implementaciones realizadas, se utilizan u´nicamente condiciones de
borde Dirichlet de velocidad.
Configuraciones como las presentadas en la figura 1.1a pueden ser utilizadas para
modelar problemas de flujo externo, ya que es de intere´s conocer la dina´mica del fluido
que rodea algu´n cuerpo arbitrario. Esta denominacio´n es frecuente en problemas de aero-
dina´mica donde las fronteras del paralelep´ıpedo esta´n en general lejos del cuerpo Ω, las
fronteras ∂Γ son ficticias y deben garantizar continuidad del campo de fluido, ya que el
dominio f´ısico es en general ma´s extenso que el computacional. Existen problemas de flujo
interno de intere´s, donde el dominio fluido esta´ contenido frecuentemente por una frontera
de geometr´ıa arbitraria. Este caso se representa en la figura 1.1b donde el dominio fluido
Γ tiene fronteras ∂Ω de geometr´ıa arbitraria, el dominio computacional es Γ ∪ Ω.
1.2. Contenido y sinopsis de este trabajo
El contenido de esta tesis se puede considerar segmentado en dos partes, una que
introduce los to´picos ma´s relevantes y contribuciones realizadas al LBM, Cap´ıtulos 2-5; y
otra donde se muestran problemas de aplicacio´n analizados con el LBM, Cap´ıtulo 6 y 7.
Estos problemas se analizan utilizando un programa de computadora donde se implementa
un algoritmo basado en el LBM, al que por simplicidad citaremos de aqu´ı en ma´s como
{LBM} .
La organizacio´n de los cap´ıtulos es aproximadamente uniforme, una parte inicial donde
se introduce el contenido principal, y una final donde se analizan casos de prueba con
problemas t´ıpicos de verificacio´n. Esta tesis posee tambie´n una serie de ape´ndices donde
se incluye toda la informacio´n considerada relevante, que por claridad en la presentacio´n,
puede postergarse al final sin afectar el desarrollo de cada cap´ıtulo.
Al final de cada cap´ıtulo, si se considera necesario y relevante, se introduce una sec-
cio´n de comentarios y conclusiones. Por claridad se elige este formato de conclusiones y
comentarios parciales por sobre uno donde se haga una conclusio´n global del trabajo.
Cap´ıtulo 2 - Me´todos de lattice Boltzmann. En este cap´ıtulo se presentan detalles
de una discretizacio´n particular, en el tiempo y en el espacio de fases, de la ecuacio´n de
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Boltzmann (BE). Se incluye una derivacio´n formal, motivada en los trabajos de He et al.
[16, 17], de la ecuacio´n de lattice Boltzmann (LBE) desde la BE utilizando el modelo de
colisiones BGK (LBM-SRT). Se presenta una ecuacio´n generalizada de lattice Boltzmann
[25, 31] que da origen al LBM con mu´ltiples tiempos de relajacio´n (MRT), junto con una
forma cla´sica para obtener los elementos que lo componen [27–32, 37]. Por simplicidad y
sin perder generalidad, en ambos casos se dan detalles solo de un modelo bidimensional
simple (D2Q9), en el ape´ndice C pueden encontrarse detalles adicionales de otros modelos
LBM-MRT implementados. Se presentan modelos cuasi—incompresibles utilizados en el
LBM-BGK [38] y el LBM-MRT [31, 39]. Se propone uno ad-hoc para LBM-MRT que
brinda consistencia con las ecuaciones de Navier-Stokes (NS) incompresibles. Tambie´n se
introducen resultados sobre precisio´n espacial y temporal en el LBM [40–43], as´ı como
comentarios generales sobre consistencia con las ecuaciones de NS [31, 42].
Cap´ıtulo 3 - Condiciones de Borde en el LBM. Se presentan los me´todos de
condiciones de borde utilizados en esta tesis para resolver diferentes problemas de intere´s.
Se implementan y utilizan dos tipos de condiciones de borde: Dirichlet y tipo Sommer-
feld. Para las condiciones de borde de Dirichlet — velocidad o presio´n — se utilizan los
me´todos basados en bounce-back (BB) [44–56]. Adema´s se implementan en {LBM} otros
me´todos de condicio´n de borde denominados de reconstruccio´n [56–58]. Las condiciones de
borde tipo Sommerfeld, se utilizan para representar dominios f´ısicos cuasi-infinitos median-
te dominios computacionales finitos. Se adoptan las propuestas formuladas en variables
macrosco´picas [59–61] para problemas de flujo cuasi—incompresible. Por simplicidad se
diferencia el problema en fronteras de geometr´ıa regular y fronteras de geometr´ıa arbitra-
ria.
Para los me´todos que se presentan en este cap´ıtulo se particularizan detalles sobre
implementacio´n y precisio´n. Se presenta tambie´n una descripcio´n de como se aborda el
problema de condiciones de borde con cuerpos en movimiento [54, 62–64]. Se muestra
un problema de verificacio´n de los me´todos de condiciones de borde implementados. La
verificacio´n es de manera indirecta, se analiza la influencia de los me´todos de condiciones
de borde sobre las fuerzas que el fluido ejerce sobre un arreglo plano de esferas.
Cap´ıtulo 4 - Evaluacio´n de fuerzas en el LBM. El contenido de este cap´ıtu-
lo esta´ basado en el trabajo publicado [1], donde proponemos una derivacio´n formal del
me´todo de momentum exchange (ME). Desde una perspectiva de la meca´nica de fluidos,
se encuentran las expresiones del ME y algunos te´rminos de correccio´n previamente intro-
ducidos ad-hoc en la literatura para la evaluacio´n de fuerzas sobre cuerpos en movimiento.
En particular se encuentra que el ME cla´sico [65] es va´lido u´nicamente para evaluar fuer-
zas del fluido sobre cuerpos esta´ticos. Se muestra que las correcciones propuestas por Wen
et al. [66] y Aidun et al. [62] son adecuadas cuando se evalu´an fuerzas en un marco de
referencia fijo a la grilla LBM. Siendo tambie´n va´lidas las correcciones alternativas de Wen
et al. [67] y Krithivasan et al. [64], formulada en un marco de referencia en movimiento
con la frontera del cuerpo.
Se analizan una serie de problemas de verificacio´n para comprobar el me´todo pro-
puesto. Se evalu´an problemas de sedimentacio´n bidimensionales con resultados conocidos,
sedimentacio´n de un disco circular y una elipse.
Cap´ıtulo 5 - Refinamiento de grilla en el LBM. En este cap´ıtulo se presentan dos
me´todos utilizados ampliamente para refinamiento de grilla en el LBM [52, 68–71]. Hace-
mos especial e´nfasis en el me´todo implementado, denominado multi-dominio. Mostramos
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los detalles de la implementacio´n para los modelos LBM-SRT y LBM-MRT, proponien-
do un algoritmo particular para resolver el problema de refinamiento de grilla cuando se
considera un nu´mero de grillas y niveles de refinamiento arbitrario. Tambie´n se presentan
detalles de un me´todo utilizado para el movimiento de grillas en tiempo de ejecucio´n, esta
estrategia permite reducir el costo computacional en los problemas de sedimentacio´n de
part´ıculas que se analizan en este trabajo. Se presentan una serie de problemas de ve-
rificacio´n. En uno de ellos, problema de Poiseuille 3D, se muestra de manera nume´rica
el orden de convergencia del error de aproximacio´n a la solucio´n exacta para diferentes
esquemas de velocidad. Esto permite comprobar la precisio´n del algoritmo de refinamiento
propuesto. Se analiza tambie´n un problema de sedimentacio´n de una esfera en un ducto
de seccio´n cuadrada. Este problema tiene resultados experimentales conocidos, permite
verificar el algoritmo de refinamiento en problemas t´ıpicos de sedimentacio´n de cuerpos
r´ıgidos e interaccio´n cuerpo r´ıgido - fluido.
Cap´ıtulo 6 - Simulacio´n y ana´lisis nume´rico de la sedimentacio´n de cristales
de hielo en la atmo´sfera. Este cap´ıtulo es un extracto de los me´todos utilizados y
resultados encontrados en el ana´lisis nume´rico de la sedimentacio´n de cristales de hielo en
la atmo´sfera. Los resultados, me´todos y algoritmo propuesto fueron publicados [2]. Este
trabajo es el resultados de una colaboracio´n con el grupo3 de F´ısica de la Atmo´sfera de
la Facultad de Matema´tica, Astronomı´a y F´ısica (FaMAF) de la Universidad Nacional de
Co´rdoba (UNC). El problema de intere´s es uno de interaccio´n cuerpo r´ıgido - fluido, donde
es necesario resolver de manera adecuada la dina´mica del cuerpo y su interaccio´n con el
fluido. Utilizando el LBM se determina la dina´mica de part´ıculas de hielo en la atmo´sfera.
Se analizan cristales de hielo con geometr´ıas tipo columnas de seccio´n hexagonal. En
especial se evalu´a la velocidad de sedimentacio´n de los cristales para una variedad de
taman˜os y relaciones de aspecto que lo definen.
El intere´s principal fue evaluar el LBM como una herramienta nume´rica precisa para
resolver este tipo de problemas. Los resultados nume´ricos obtenidos fueron satisfactorios y
comparables con los datos experimentales y modelos teo´ricos disponibles en la literatura.
Cap´ıtulo 7 - Determinacio´n del campo de velocidad inestacionario de un flui-
do. En este cap´ıtulo analizamos, utilizando el me´todo de lattice Boltzmann (LBM) y un
me´todo de resonancia magne´tica nuclear (RMN) [3], el campo de velocidad inestacionario
de un fluido contenido en una cavidad con fronteras en movimiento prescrito. El contenido
de e´ste cap´ıtulo surge de una colaboracio´n con el grupo de Resonancia Magne´tica Nu-
clear4(RMN) de la FaMAF, UNC. Tenemos especial intere´s en determinar nume´ricamente
el campo de velocidad transitorio para dos fluidos diferentes, agua y 2-propanol (alcohol
isoprop´ılico). Los resultados nume´ricos hallados mediante el LBM tienen el propo´sito de
servir como solucio´n de referencia para verificar el me´todo experimental. Se muestran una
variedad de problemas de verificacio´n con soluciones conocidas, va´lidas en casos particu-
lares del problema de intere´s para comprobar la precisio´n de los resultados obtenidos con
el algoritmo LBM implementado.
Ape´ndice A - La ecuacio´n de Boltzmann En este ape´ndice se introduce notacio´n,
generalidades y se muestra una derivacio´n acotada de la ecuacio´n de Boltzmann (BE). El
objetivo es explicitar algunos resultados relevantes de la teor´ıa de la BE. En especial, el
3Dra. Nesvit Castellano y Dr. Rodrigo Bu¨rguesser
4Lic. Raquel Serial y Dr. Rodolfo Acosta
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problema que modela, los l´ımites de aplicacio´n y las hipo´tesis bajos las cuales se deriva la
BE. Se obtiene la BE desde la ecuacio´n de Liouville, siguiendo un procedimiento esta´ndar
como el propuesto por Grad [14]. Se dice que la derivacio´n es acotada ya que algunos
detalles fundamentales se muestran y utilizan, sin una demostracio´n formal y rigurosa.
Se presenta la conexio´n entre la descripcio´n microsco´pica y macrosco´pica de la dina´mica
de fluido, las ecuaciones macrosco´picas fundamentales y las de conservacio´n (ecuaciones
de Navier-Stokes).
Ape´ndice B - Ana´lisis multi-escala de la LBE. Este ape´ndice esta´ basado en
el me´todo de ana´lisis multi-escala de la LBE, denominado frecuentemente como ana´lisis
multi-escala de Chapmann-Enskog (ChE). Se presenta el me´todo utilizado para compro-
bar consistencia de la LBE con las ecuaciones de Navier-Stokes. Se brindan detalles del
procedimiento, y se explicitan los resultados para dos casos de intere´s, el LBM-SRT y el
LBM-MRT para un esquema de velocidad bidimensional.
Ape´ndice C - Detalles varios del LBM y su implementacio´n en {LBM} . En
este ape´ndice se muestra detalles adicionales del LBM y particularidades menores de la
implementacio´n. Se muestra un detalle de los esquema de velocidad implementados D2Q9,
D3Q15, D3Q19 y D3Q27; se explicitan las direcciones de velocidad discretas, su nomen-
clatura y los coeficientes o pesos de la cuadratura utilizada en el esquema. Tambie´n se
muestran la matriz de colisiones y momentos de equilibrio para los esquemas D3Q15 y
D3Q19 en el LBM-MRT. Adicionalmente se brindan detalles sobre la generalizacio´n de
condiciones de borde Dirichlet de presio´n y velocidad en fronteras de geometr´ıa regular.
Se muestran expresiones para casos particulares de fronteras planas de presio´n y velocidad,
bordes y esquinas convexas.
Ape´ndice D - Problemas adicionales de verificacio´n del algoritmo {LBM} .
En este ape´ndice se muestran algunos problemas adicionales de verificacio´n del algoritmo
implementado, donde por claridad se los introduce en un ape´ndice. Se presentan resultados
de un problema de Poiseuille 2D para verificar la correcta implementacio´n del algoritmo
de refinamiento en problemas bidimensionales, se utilizan tres niveles de refinamiento. Se
muestran resultados del ana´lisis de dos problemas de rotacio´n de cuerpos r´ıgidos en un flujo
de Couette. Se analiza la rotacio´n de una elipse (problema 2D) y un elipsoide (problema
3D). La utilidad de estos casos de verificacio´n es comprobar el algoritmo implementado
en problemas de rotacio´n sin traslacio´n, permitiendo evaluar la correcta implementacio´n
de las ecuaciones de movimiento y su acoplamiento con el problema de fluidos.
Ape´ndice E - Algunos detalles sobre el tratamiento de geometr´ıas arbitrarias.
En este Ape´ndice se introducen algunos detalles y comentarios sobre el tratamiento de
fronteras de geometr´ıa arbitraria no coincidentes con la grilla. Presentamos los me´todos
utilizados para encontrar los conjuntos de nodos necesarios en la implementacio´n de las
condiciones de borde. En todos los casos se utilizan me´todos elementales que lejos esta´n
de ser computacionalmente eficientes.
1.3. Aportes y publicaciones cient´ıficas
Como resultados de este trabajo de tesis surgen diferentes aportes y publicaciones
cient´ıficas, por claridad las diferenciamos en tres categor´ıas: aporte al LBM, aplicaciones
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del LBM y desarrollo de un algoritmo basado en LBM y su implementacio´n en un pro-
grama de computadora. La primera es considerado un aporte directo al LBM, de cara´cter
teo´rico y ba´sico. La segunda son aplicaciones del LBM para resolver problemas particula-
res de meca´nica de fluidos que motivaron parte de este trabajo. Una importante cantidad
de trabajo y tiempo insumido se invirtio´ en desarrollar un algoritmo basado en LBM e
implementarlo en un programa de computadora para resolver los problemas de intere´s.
El algoritmo con los diferentes me´todos implementados fue utilizado para encontrar los
resultados publicados y los que se presentan en este trabajo. Esta parte importante del
trabajo se encuentra parcialmente documentada y no se muestra de manera expl´ıcita en
esta tesis. Se mencionan en esta seccio´n algunas de las caracter´ısticas principales y modelos
implementados en {LBM} .
Se resumen los aportes y contribuciones segu´n los siguientes ı´tem:
• Aporte al LBM: Propuesta alternativa para mostrar la validez de los me´todos cla´sicos
y otros utilizados en el LBM para la evaluacio´n de fuerzas sobre cuerpos en movi-
miento inmersos en un fluido. Este trabajo se encuentra resumido en el Cap´ıtulo 4.
Los resultados encontrados fueron tambie´n publicados:
Juan P. Giovacchini y Omar E. Ortiz. Flow force and torque on submerged bodies in
lattice-boltzmann methods via momentum exchange. Phys. Rev. E, 92:063302, Dec
2015. doi: 10.1103/PhysRevE.92.063302.
• Aplicacio´n del LBM: Simulacio´n y ana´lisis nume´rico de la sedimentacio´n de cristales
de hielo en la atmo´sfera. Este trabajo se encuentra resumido en el Cap´ıtulo 6. Los
resultados encontrados fueron tambie´n publicados:
Juan P. Giovacchini. Sedimentation analysis of small ice crystals by lattice Boltzmann
method. Quarterly Journal of the Royal Meteorological Society. ISSN 1477-870X.
doi:10.1002/qj.3164.
• Aplicacio´n del LBM: Determinacio´n del campo de velocidades inestacionario de un
fluido contenido en una cavidad con fronteras en movimiento prescrito. Este trabajo
se encuentra resumido en el Cap´ıtulo 7. Los resultados encontrados esta´n en proceso
de publicacio´n:
M. R. Serial, E.V. Silletta, J. P. Giovacchini, M. I. Velasco, E.D. Danieli, B. Blu¨mich,
F. Casanova, and R. H. Acosta. Single shot velocity mapping with rewinding of the
velocity encoding with echo-planar imaging. En proceso de publicacio´n.
• Desarrollo de un algoritmo basado en LBM e implementacio´n en un programa de
computadora para analizar problemas de meca´nica de fluidos, {LBM} . Como parte
del trabajo de doctorado, se implemento´ en un programa de computadora — utili-
zando el lenguaje C++ — un algoritmo basado en LBM para resolver problemas de
fluidos isote´rmicos, compresibles y cuasi—incompresibles en dominios bidimensiona-
les (2D) y tridimensionales (3D) de geometr´ıa arbitraria. Se destacan las siguientes
caracter´ısticas generales de {LBM} :
• Esquemas de velocidad D2Q9, D3Q15, D3Q19, y D3Q27.
• Modelos LBM de relajacio´n simple (SRT) y de mu´ltiples tiempos de relajacio´n
(MRT), isote´rmicos, compresibles y cuasi-incompresibles.
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• Me´todos de condiciones de borde para imponer condiciones Dirichlet de presio´n
y velocidad sobre fronteras de geometr´ıa regular aplicables a todos los esquemas
de velocidad. Los me´todos implementados se detallan en la seccio´n 3.2.
• Me´todos de condiciones de borde para imponer condiciones Dirichlet de veloci-
dad en fronteras de geometr´ıa arbitraria esta´ticas y con movimiento prescrito.
Algunos de los me´todos implementados se detallan en la seccio´n 3.3 y 3.4.
• Me´todos de condiciones de borde para modelar fronteras abiertas con condi-
ciones de salida tipo Sommerfeld, condiciones de borde convectivas. El me´todo
utilizado se detalla en la seccio´n 3.5.
• Me´todos de condiciones de borde para modelar fronteras abiertas con condi-
ciones de borde absorbentes o no reflectantes [72, 73]. Dado que no se utiliza
en los problemas presentados, estos me´todos no se incluyen en esta tesis pero
fueron implementaron en {LBM} .
• Diferentes me´todos para la evaluacio´n de fuerzas que el fluido ejerce sobre las
fronteras. Acoplamiento del problema de fluidos con las ecuaciones de movi-
miento de cuerpos r´ıgidos formuladas en quaterniones, necesario para analizar
los problemas de sedimentacio´n de part´ıculas. Los me´todos utilizados se mues-
tran en el cap´ıtulo 4.
• Me´todo de refinamiento de grilla para resolver problemas 2D y 3D en modelos
SRT y MRT, junto con un algoritmo para resolver problemas con grillas en
movimiento prescrito. Se utiliza un me´todo de particio´n de dominio denomina-
do multi-bloque, una discretizacio´n del dominio fluido en mu´ltiples subdominios
regulares. Este me´todo en combinacio´n con refinamiento de grilla nos permite
resolver problemas de meca´nica de fluidos a costo computacional y requeri-
miento de memoria aceptable. Los me´todos implementados se muestran en el
cap´ıtulo 5
Adicional a las publicaciones en revistas que se citan anteriormente, se presento´ y
publico´ un proceeding [74] en el congreso MECOM-2012 donde se muestran algu-
nas aplicaciones para resolver problemas de fluido con fronteras de geometr´ıas no
regulares.
1.4. Sobre la notacio´n utilizada
En esta tesis se utiliza una notacio´n esta´ndar. Los vectores y tensores se denotan de
manera general con s´ımbolos o caracteres en negrita, a y A pueden representan un vector
o un tensor, sin distincio´n. Preferentemente se utilizan letras mayu´sculas para representar
tensores. Las componentes de estas cantidades vectoriales se identifican con un sub´ındice
ai y Ai,j , i, j = 1, . . . , d, con d la dimensio´n del espacio Rd. Se utiliza indistintamente dos
tipos de notaciones para expresar operaciones algebraicas entre vectores y tensores. En
la notacio´n indicial se explicitan todos los ı´ndices y no se utilizan s´ımbolos de sumatoria
(notacio´n de Einstein), esta es impl´ıcita cuando un ı´ndice se repite en la expresio´n. A
continuacio´n se listan algunos ejemplos de referencia:
notacio´n vectorial notacio´n indicial
Producto escalar e = a · b e = aibi
Gradiente c = ∇e ci = ∂ie
Divergencia e = ∇ · a e = ∂iai
Divergencia de un tensor a = ∇ ·A ai = ∂jAi,j
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Esta nomenclatura no es estricta, para indicar productos vectoriales en el espacio Rq
de las q velocidades discretas se utiliza frecuentemente el s´ımbolo de la sumatoria y no la
convencio´n de ı´ndices repetidos que se menciona. Se elige esta notacio´n ya que es la cla´sica
en la literatura.
Se utiliza la notacio´n O para indicar el comportamiento de una funcio´n en el l´ımite
cuando los argumentos tienden a un valor particular.
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Cap´ıtulo 2
Me´todos de lattice Boltzmann
En este cap´ıtulo se presentan detalles de una discretizacio´n particular, en el tiempo y
en el espacio de fases, de la ecuacio´n de Boltzmann (BE). Se incluye una derivacio´n formal
de la ecuacio´n de lattice Boltzmann (LBE) desde la BE utilizando el modelo de colisiones
BGK. Se presenta una ecuacio´n generalizada de lattice Boltzmann que da origen al LBM
con mu´ltiples tiempos de relajacio´n (MRT), junto con una forma cla´sica para obtener los
elementos que lo componen. Por simplicidad y sin perder generalidad, en ambos casos se
dan detalles solo de un modelo bidimensional simple, en el ape´ndice C pueden encontrarse
detalles adicionales de otros modelos LBM implementados.
Se presentan modelos cuasi—incompresibles utilizados en el LBM-BGK y LBM-MRT.
Tambie´n se introducen resultados sobre precisio´n espacial y temporal en el LBM, as´ı como
comentarios generales sobre consistencia con las ecuaciones de Navier-Stokes que se tratan
en el Ape´ndice B.
No es la intencio´n de este cap´ıtulo hacer una revisio´n extensa de los diferentes me´todos
de lattice Boltzmann propuestos en la literatura. Por el contrario, es una presentacio´n
resumida enfatizando caracter´ısticas principales y limitaciones de los me´todos y modelos
que se utilizan en este trabajo.
2.1. Discretizacio´n de la ecuacio´n de Boltzmann
LBM-BGK.
Se presenta una derivacio´n de la LBE a partir de la ecuacio´n de Boltzmann utilizando
el modelo de colisiones BGK (1.2). La discretizacio´n de la BE en el tiempo y en el espacio
de fases que se presenta esta´ motivada en el trabajo de He et al. [16, 17].
De la BE (A.16), utilizando el modelo BGK (1.2) como te´rmino de colisiones, conside-
rando problemas isote´rmicos y en ausencia de fuerzas externas (tales como la gravedad)
se tiene:
Df
Dt
=
∂f
∂t
+ ξ · ∂f
∂x
= −1
τˆ
(f − fM ) (2.1)
donde, por simplicidad en la notacio´n, se utiliza f = f(x, ξ, t) para denotar la funcio´n
distribucio´n de densidad de probabilidad de una part´ıcula, con x y ξ la posicio´n y velocidad
de la part´ıcula en el espacio de fases, y t el tiempo. DDt =
∂
∂t + ξ · ∂∂x es la derivada total
o material a lo largo de una l´ınea caracter´ıstica ξ. Se utiliza sin distincio´n la notacio´n
equivalente: ξ · ∂∂x = ξα ∂∂xα ; α = 0, . . . , d, con d la dimensio´n espacial del problema.
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En la literatura es frecuente presentar el modelo de colisiones BGK como una linealiza-
cio´n del te´rmino de colisiones. Esto no es estrictamente cierto, la no linealidad de C(f) en
el BGK es ma´s fuerte que la del te´rmino de colisiones Q(f, f). Este u´ltimo es cuadra´tico
en f mientras que en C(f), f esta´ contenida en las variables macrosco´picas que definen
fM .
Existen tres discretizaciones en el LBM: temporal, en el espacio f´ısico y en el espacio de
las velocidades. El LBM tiene la particularidad, como se muestra en la pro´xima seccio´n, de
acoplar estas tres discretizaciones dando origen a una ecuacio´n de evolucio´n simple sobre
una grilla cartesiana uniforme.
2.1.1. Discretizacio´n temporal y en el espacio de fases
El te´rmino izquierdo de (2.1) se puede expresar en diferencias utilizando una expansio´n
en Taylor de f(x, ξ, t) a lo largo de una l´ınea caracter´ıstica ξ:
Df
Dt
=
f(x + ξδt, ξ, t+ δt)− f(x, ξ, t)
δt
+O (δt) (2.2)
Despreciando te´rminos O (δt) y remplazando en (2.1) se obtiene:
f (x + ξδt, ξ, t+ δt)− f (x, ξ, t) = −δt
τˆ
(f (x, ξ, t)− fM (x, ξ, t)) (2.3)
donde τ = τˆδt es el tiempo de relajacio´n caracter´ıstico adimensional en unidades δt. La ex-
presio´n (2.3) es una discretizacio´n temporal de la LBE-BGK de precisio´n O (δt). Se puede
notar a partir de (2.3) que la discretizacio´n temporal y espacial no son independientes,
esta´n acopladas a trave´s de ξ.
Un paso esencial para obtener la LBE es no solo discretizar las velocidades ξ, sino
adema´s restringirlas a un conjunto finito Nc ⊂ V de q valores (|Nc| = q). Dado el acopla-
miento espacial y temporal en (2.3), y definido Nc, se forma una configuracio´n espacial
de grilla cartesiana uniforme (lattice), caracter´ıstico del LBM. La eleccio´n del conjunto
de velocidades debe garantizar que una evaluacio´n nume´rica — utilizando una cuadratura
apropiada — de momentos de la funcio´n distribucio´n de equilibrio fM , sea exacta hasta
cierto orden de precisio´n. Adema´s, para asegurar consistencia con las ecuaciones de NS,
debe satisfacer requisitos de simetr´ıa como los presentados en las ecuaciones (B.16). Los
momentos de fM tienen la siguiente forma general:∫
ψ(ξ)fM (x, ξ, t) dξ =
q−1∑
i=0
wiψ (ξi) f
eq
i (x, t) (2.4)
donde wi y ξi son pesos de cuadratura y velocidades discretas respectivamente, y ψ(ξ)
es un polinomio en ξ. En el LBM-SRT se consideran dos aproximaciones equivalentes
para la funcio´n distribucio´n de equilibrio fM w feq, utilizando expansiones en la velocidad
(o nu´mero de Mach1(Ma)) [16], o expansiones en series de Hermite [75]. Ambas apro-
ximaciones brindan consistencia con las ecuaciones de NS, la expansio´n en la velocidad
es ma´s simple, y es el procedimiento que se sigue en este trabajo. De la distribucio´n de
1El nu´mero de Mach (Ma) es una relacio´n entre la velocidad del fluido u = ‖u‖ y la velocidad local del
sonido cs:
Ma =
u
cs
(2.5)
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Maxwell-Boltzmann (A.17) se tiene:
fM w feq =
ρ
(2piRT )d/2
exp
(
− ξ
2
2RT
)(
1 +
ξ · u
RT
+
1
2
(ξ · u)2
(RT )2
− u · u
2RT
)
(2.6)
donde R es la constante del gas ideal, y las cantidades macrosco´picas ρ, u, y T son
la densidad de masa, velocidad y temperatura respectivamente. En (2.6) se desprecian
te´rminos O(Ma3).
La cuadratura nume´rica que se utiliza en (2.4) esta´ relacionada con la funcio´n ψ(ξ)
que se desea integrar con cierta precisio´n. En el caso isote´rmico de intere´s (no se consi-
dera (A.28)), para recuperar las cantidades macrosco´picas y obtener consistencia con las
ecuaciones de NS, se requiere integrar de manera exacta en (2.4) polinomios ψ(ξ) de la
forma:
ψ(ξ) =
{
1 , ξi , ξiξj
ξi , ξiξj , ξiξjξk
(2.7)
La expresio´n (2.7) se ordena de forma particular para enfatizar que la primera fila corres-
ponden a polinomios que deben integrarse desde las expresiones (A.20), (B.17), y (B.21);
mientras que la segunda fila a polinomios en las expresiones (A.21), (B.19), y (B.23) (No-
tar que en el ape´ndice B se presentan expresiones ya discretizadas). Luego, utilizando la
funcio´n distribucio´n de equilibrio (2.6) en (2.4), y considerando los requisitos (2.7) se re-
quiere integrar de manera exacta el producto de polinomios de hasta O (ξ5) ponderados
por una funcio´n exp
(
− ξ22RT
)
.
Por simplicidad se introduce el siguiente cambio de variables:
ξˆ =
ξ√
2RT
(2.8)
y se considera, sin perder generalidad, un problema bidimensional (2D). Es posible expresar
a ψ
(
ξˆ
)
como:
ψ
(
ξˆ
)
= ξˆ i¯xξˆ
j¯
y , i¯, j¯ = 0, 1, 2, 3 (2.9)
Luego de (2.4) y las consideraciones anteriores, las expresiones a resolver son de la forma:
I i¯xI j¯y =
∫
ξˆ i¯x exp
(
−ξˆ2x
)
dξˆx
∫
ξˆj¯y exp
(
−ξˆ2y
)
dξˆy (2.10)
y se resuelven nume´ricamente utilizando cuadraturas de Gauss-Hermite. Para una funcio´n
general f (x), de [76] se tiene:
∞∫
−∞
e−x
2
f (x) dx =
n∑
k=1
wkf (xk) +
n!
√
pi
2n (2n)!
f (2n) (κ) ; −∞ < κ <∞ (2.11)
xk son los ceros del polinomio de Hermite Hn(x), y wk =
2n+1n!
√
pi
(Hn+1(xk))
2 los pesos de la
cuadratura. A partir de (2.11) es posible integrar un polinomio f (x) de hasta orden
2n− 1 de manera exacta. Para el caso de intere´s es suficiente con tomar tres puntos en la
cuadratura, siendo las ra´ıces del polinomio de Hermite H3 (x):
H3 (x) = 8x
3 − 12x = 0 → xk = −
√
3
2
, 0,
√
3
2
, k = 1, 2, 3 (2.12)
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con:
w1 =
√
pi
6
, w2 =
2
√
pi
3
, w3 =
√
pi
6
(2.13)
Utilizando esta cuadratura, una forma discreta de la expresio´n (2.10) es:
I i¯xI j¯y =
3∑
`=1
3∑
k=1
wkw`ξˆ
i¯
xk
ξˆj¯y` (2.14)
con ξˆxk y ξˆy` la ra´ız k y ` del polinomio de Hermite H3(x) (2.12). Con las consideraciones
anteriores sobre ψ (ξ) y feq, es posible escribir la siguiente forma discreta de (2.4):
I =
3∑
k=1
3∑
`=1
wkwl
pi
ξ i¯xkξ
j¯
y`
ρ
[
1 +
(ξk` · u)
RT
+
(ξk` · u)2
2 (RT )2
− u
2
2RT
]
(2.15)
con ξk` = (ξxk , ξy`). En la literatura se reordena la expresio´n (2.15), que involucra la suma
de 3× 3 te´rminos, para formar el siguiente conjunto de q = 9 velocidades discretas:
cγ =
{
(0, 0) , γ = 0
(cos(θγ), sin(θγ)) c , θγ = (γ − 1)pi4 , γ = 1, . . . , q − 1
(2.16)
con c =
√
3RT - denominado frecuentemente como velocidad de grilla - como resultados
de (2.12) y el cambio de variables (2.8). Combinando de igual manera la expresio´n wkw`pi
para los pesos de la cuadratura se tiene:
ωγ =

4
9 γ = 0
1
9 γ = 1, 3, 5, 7
1
36 γ = 2, 4, 6, 8
(2.17)
En la seccio´n C.1 se muestra un esquema del conjunto de velocidades en su forma cla´sica
junto con un resumen de los para´metros que lo caracterizan.
En el LBM el esquema de velocidades se denota frecuentemente como DdQq [77]. Se
elige c = δxδt para mantener la caracter´ıstica de uniformidad de la grilla. δx es la distancia
mı´nima entre dos nodos primeros vecinos. Notar que la grilla espacial es invariante ante
traslaciones cγ . Como se indica en el Cap´ıtulo 1, la coordenada de los nodos de la grilla
cartesiana son denotadas por xA; con A = (j, k, l) (A = (j, k) en el caso bidimensional)
un entero multi-´ındice.
De (2.15) se obtiene una expresio´n denominada funcio´n distribucio´n de equilibrio dis-
cretizada:
feqγ = ωγρ
[
1 +
3 (cγ · u)
c2
+
9 (cγ · u)2
2c4
− 3u · u
2c2
]
(2.18)
con feqγ = feq (cγ ; ρ,u, T ). Notar que f
eq
γ no depende expl´ıcitamente de la posicio´n y el
tiempo, la dependencia es impl´ıcita a trave´s de las variables macrosco´picas. En la litera-
tura, frecuentemente la definicio´n de feqγ no incluye ωγ . Expresiones equivalentes para la
funcio´n distribucio´n de equilibrio se pueden tambie´n encontrar, o elegir, exigiendo que se
recuperen las ecuaciones de NS [77, 78].
Luego, con la discretizacio´n de la velocidad y las consideraciones anteriores, se obtiene
de (2.3) la ecuacio´n de lattice Boltzmann (LBE):
f (xA + cγδt, cγ , t+ δt)− f (xA, cγ , t) = −1
τ
(f (xA, cγ , t)− feq (cγ ; ρ,u, T )) (2.19)
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Las variables f (xA, cγ , t) en las ecuaciones de evolucio´n (2.19), si bien se las denota sin
cambios respecto a las presentadas en (2.3), no son estrictamente las mismas. f (xA, cγ , t)
en la u´ltima ecuacio´n difiere en una constante de las presentadas en (2.3).
Por conveniencia en la evaluacio´n nume´rica de la ecuacio´n (2.19), es frecuente seg-
mentarla en dos partes: por un lado las que involucran variables locales y por otro las no
locales; denominados colisio´n y propagacio´n (o streaming) respectivamente:
fˆγ (xA, t) = fγ (xA, t)− 1
τ
(
fγ (xA, t)− feqγ (ρ,u)
)
(2.20)
fγ (xA + cγδt, t+ δt) = fˆγ (xA, t) (2.21)
donde se denota por simplicidad fγ (xA, t) = f (xA, cγ , t) y se omite la dependencia de
la temperatura T en feqγ por tratarse de un para´metro constante al abordar problemas
isote´rmicos. Como feqγ depende impl´ıcitamente — a trave´s de las cantidades macrosco´picas
— de la posicio´n xA y el tiempo t, es comu´n utilizar una notacio´n equivalente f
eq
γ (xA, t) =
feqγ (ρ,u).
Las variables macrosco´picas de intere´s se obtienen de las siguientes expresiones discre-
tas:
ρ(xA, t) =
∑
γ∈Nq
fγ(xA, t) , (ρu)(xA, t) =
∑
γ∈Nq
cγfγ(xA, t) (2.22)
con Nq = {0, 1, 2, . . . , q−1} un conjunto de ı´ndices que identifica las q velocidades discretas
del esquema LBM. Las expresiones (2.22) no incluyen expl´ıcitamente los factores ωγ de la
cuadratura de integracio´n, esta´n contenidos impl´ıcitamente en fγ(xA, t), dada la definicio´n
de feqγ en (2.18) y las ecuaciones de evolucio´n (2.19).
De la expansio´n multi-escala del ape´ndice B, para encontrar consistencia con las ecua-
ciones de NS, la viscosidad cinema´tica debe satisfacer la siguiente relacio´n (B.39):
ν = c2sδt
(
τ − 1
2
)
(2.23)
Esta expresio´n fija un cota inferior sobre el para´metro de relajacio´n, τ ≥ 0.5 ya que ν < 0
es una condicio´n macrosco´pica inestable. Existe una cota inferior2 sobre τ por problemas
de estabilidad nume´rica del me´todo [79].
Otro resultado del ana´lisis de consistencia con las ecuaciones de NS, es una relacio´n
para la presio´n (B.40):
P = ρc2s = ρRT (2.24)
con cs =
c√
3
. En la literatura es frecuente trabajar con variables adimensionales, en estos
casos c = 1 y cs =
1√
3
. La expresio´n (2.24) es la ecuacio´n de estado para un gas ideal,
como T es constante se la denomina ecuacio´n de estado isote´rmica. cs =
√
dP
dρ =
√
RT es
la velocidad del sonido isote´rmica, que difiere de la definicio´n cla´sica a entrop´ıa constante
[80]; cs isote´rmica es un caso especial del isentro´pico con γ = 1.
En el LBM-BGK la viscosidad volume´trica no es un para´metro libre del problema,
el segundo coeficiente de viscosidad λ = 0 (ver (A.35) y (A.38), en comparacio´n con el
resultado (B.38)). De los resultados mostrados en el ape´ndice B, donde se analiza con-
sistencia del LBM-BGK con las ecuaciones de NS, se realizan diferentes aproximaciones
2En la mayor´ıa de los casos analizados con el LBM-SRT se utiliza τν > 0.53 − 0.58 por problemas de
estabilidad nume´rica. Este l´ımite inferior depende de cada problema que se analiza, el me´todo de condicio´n
de borde influye en el valor mı´nimo.
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despreciando te´rminos O(Ma3) o superior. Estas aproximaciones son consecuentes con la
expresio´n (2.6) para feq. Luego el LBM-BGK resuelve de manera asinto´tica la ecuacio´n
macrosco´pica de NS a bajos Ma.
El procedimiento descrito para encontrar el conjunto de velocidades y pesos discretos
que permiten evaluar con una precisio´n deseada la expresio´n (2.4) puede aplicarse para
encontrar otros esquemas de velocidades. Surgen de manera directa los esquemas D1Q3,
D2Q9 y D3Q27. Otros esquemas adicionales como el D3Q15 y D3Q19 se pueden encontrar
utilizando consideraciones de simetr´ıa [18]. Es posible tambie´n obtener conjuntos de ve-
locidades discretas utilizando argumentos diferentes al de simetr´ıa [75, 81]. En la seccio´n
C.1 se muestran los esquemas de velocidad bidimensionales y tridimensionales utilizados
en e´ste trabajo.
Espaciamiento de grilla δx y paso temporal δt. La expresio´n (2.23) se puede
reescribir en te´rminos del nu´mero de Mach (2.5) y el nu´mero de Reynolds (Re) como:
Ma = Re
δxˆ√
3
(τ − 1
2
) (2.25)
donde el Re se define como:
Re =
UL
ν
(2.26)
una relacio´n entre las fuerzas de inercia y las de origen viscoso. U y L son una velocidad
y longitud caracter´ıstica del problema, y δxˆ ∼ 1N es el espaciamiento no dimensional de
grilla, con N el nu´mero de nodos de grilla en L.
El Ma debe estar acotado a valores bajos tal que se satisfaga una de las hipo´tesis
fundamentales de la derivacio´n. Luego de la relacio´n (2.25), abordar problemas a Re altos
es posible por dos v´ıas: disminuir el valor de τ → 12 , o incrementar el nu´mero de nodos
de grilla. La primera opcio´n tiene un l´ımite inferior por estabilidad nume´rica, dependiente
del modelo LBM y el esquema de velocidad; la segunda opcio´n incrementa notablemente
el costo computacional.
La simulacio´n de flujos de fluido compresibles con el LBM-SRT carece de sentido
pra´ctico. Considerando aire como el gas a modelar, con cs ' 300 ms , ν ' ×10−5 m
2
s y (τ −
1
2) ∼ 1× 10−2, se obtiene δt ' 1× 10−8 y δx ∼ 1µm. En problemas cuasi—incompresibles
como se presenta en secciones siguientes, c es un para´metro del problema, no tiene relacio´n
con la velocidad del sonido y caracteriza la velocidad a la que se transporta informacio´n
entre los nodos lattice. Se elige tal que el nu´mero de Ma de la grilla Ucs . 0.25.
2.1.1.1. Algunas restricciones del modelo LBM-BGK
Si bien el LBM-BGK es uno de los modelos ma´s simples y utilizados, presenta una serie
de problemas y restricciones asociados a la utilizacio´n de un u´nico para´metro de relajacio´n
τ .
Se pueden distinguir dos problemas asociados a la descripcio´n incompleta o limitada
de las ecuaciones de NS. Por un lado el coeficiente de viscosidad volume´trica (o bulk
viscosity), como se muestra en la seccio´n B.2, no es un para´metro del problema ya que
adopta un valor fijo. Por otro lado, cuando se abordan problemas no isote´rmicos donde
es de intere´s recuperar las ecuaciones de energ´ıa, se obtienen restricciones en el nu´mero
de Prandtl (Pr = 1) asociadas al modelo de colisiones BGK. En especial se obtiene un
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valor constante que no concuerda con la BE y con los datos experimentales para gases
mono-ato´micos, Pr ' 23 [12, 13].
Otro inconveniente asociado al modelo LBM-BGK esta´ vinculado a una representacio´n
inexacta de los bordes. Esto es observado cuando se utilizan condiciones de borde del tipo
bounce-back [82, 83]. En especial, la localizacio´n del borde depende de la viscosidad. El
error en la localizacio´n del borde es cuadra´tico en τ (o ν), siendo un problema considerable
en flujo de Stokes o a nu´meros de Reynolds muy bajos. Debido a la falta de precisio´n con
que se determina la posicio´n del borde en el modelo LBM-BGK con condiciones de borde
tipo bounce-back, no es posible alcanzar convergencia de resultados cuando la grilla es
refinada [83]. Este inconveniente es observado tambie´n en el modelo ELBM.
2.1.1.2. Implementacio´n
Existen diferentes estrategias para evolucionar en el algoritmo LBM. La forma cla´sica
presentada en la literatura consiste en recorrer todos los nodos de la grilla, y para cada
direccio´n i ∈ Nq de velocidad discreta evaluar localmente (2.20). Luego mediante (2.21)
transferir en un proceso no local a los nodos primeros vecinos segu´n la direccio´n de ve-
locidad. En {LBM}para el LBM-BGK se realiza un procedimiento inverso, para cada
nodo de la grilla y para toda direccio´n i ∈ Nq de velocidad discreta se evalu´an todas las
variables locales a tiempo t + δt. La transferencia de datos es desde los nodos primeros
vecinos hacia el nodo local.
Como se comenta en la seccio´n 1.1, en los problemas t´ıpicos que se analizan en este
trabajo, el dominio computacional esta´ formado por un arreglo de grillas regulares. Es
posible evaluar las ecuaciones (2.20) y (2.21) sobre los nodos NF , o sobre todos los nodos
de la grilla NF ∪Ns. En general la segunda opcio´n es ma´s simple y eficiente computacio-
nalmente, ya que se evoluciona sobre todos los nodos de cada grilla computacional sin
distincio´n alguna respecto al conjunto que pueda pertenecer. Luego se aplican correccio-
nes sobre algunos nodos particulares, frecuentemente nodos que pertenecen a Nb, para
imponer condiciones de borde u otra condicio´n de intere´s. Este procedimiento es parti-
cularmente simple ya que el algoritmo es expl´ıcito y utiliza variables locales, facilitando
su implementacio´n y paralelizacio´n. La eficiencia computacional se mantiene siempre que
|Nf |  |Nb ∪Ns|, si esto no se cumple es menos costoso evolucionar u´nicamente sobre los
nodos que pertenecen a NF .
2.2. Ecuacio´n generalizada de lattice Boltzmann
LBM-MRT.
Con intencio´n de eliminar los problemas asociados a las restricciones en grados de liber-
tad del LBM-BGK surgieron propuestas que generalizan los modelos de lattice Boltzmann.
La ecuacio´n generalizada de lattice Boltzmann, propuesta inicialmente por d’Humie`res
[25], es introducida como una ecuacio´n de evolucio´n de la dina´mica de un sistema con
un nu´mero finito de momentos de f en espacio y tiempo discretos. Propuestas equiva-
lentes derivan la ecuacio´n generalizada partiendo de una expresio´n en diferencias de la
LBE linealizada [84, 85]. Estas propuestas de modelos pseudo-cine´ticos tienen como ob-
jetivo introducir una descripcio´n generalizada que involucre suficientes para´metros libres,
permitiendo ajustar el modelo y evitar los problemas elementales del LBM-BGK. Los
para´metros libres del modelo son: mu´ltiples tiempos de relajacio´n y coeficientes de ajuste
para determinar la funcio´n de equilibrio, que en algu´n l´ımite de intere´s, brinde consistencia
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con las ecuaciones de NS. La introduccio´n de mu´ltiples tiempos de relajacio´n da origen a
la denominacio´n de e´stos me´todos, MRT (por multiple relaxation times).
Para simplificar la notacio´n se reescribe (2.19) en forma vectorial:
f∗ − f = C (f − f eq) (2.27)
con C una matriz de colisiones del LBM, y las funciones distribucio´n de densidad de
probabilidad se escriben en forma vectorial como:
f ≡ [f0(xA, t), . . . , fq−1(xA, t)]T , f eq ≡
[
feq0 (xA, t), . . . , f
eq
q−1(xA, t)
]T
f∗ ≡ [f0(xA + c0δt, t+ δt), . . . , fq−1(xA + cq−1δt, t+ δt)]T
(2.28)
La expresio´n (2.27) se generaliza considerando C como un operador completo. Luego en
la evolucio´n temporal cada componente de f tiene contribuciones de las dema´s a trave´s de
las colisiones. C debe satisfacer las propiedades del operador Q(f, f) [13] presentadas en
la introduccio´n del cap´ıtulo 1. Si C = 1τ I con I la identidad, se recupera el LBM-BGK.
Si C puede diagonalizarse utilizando M, un arreglo de sus autovectores; (2.27) se puede
expresar como:
f∗ = M−1 [m + S (m−meq)] (2.29)
con S = MCM−1 = diag (s0, . . . , sq−1) una matriz diagonal de autovalores de C, si , i ∈ Nq
son los tiempos o para´metros de relajacio´n. Por simplicidad m = m(xA, t) y m
eq =
meq(xA, t), con:
m(xA, t) ≡Mf(xA, t) , meq(xA, t) ≡Mf eq(xA, t) (2.30)
El modelo de colisiones en el LBM-MRT conserva la caracter´ıstica de relajacio´n al equi-
librio del LBM-BGK, aunque la relajacio´n es ahora en otras variables, m. La matriz de
transformacio´n M, mapea un vector en el espacio V donde viven las f a otro vector en
el espacio de los momentos, M. En el LBM-MRT el proceso de propagacio´n (streaming)
se realiza en el espacio V, mientras que el de colisiones se realiza en el espacio M de los
momentos.
La construccio´n de M se efectu´a tal que sus filas φi formen una base ortogonal utili-
zando combinaciones de ci,j ; i = 0, . . . , q− 1 , j = 1, . . . , d. Esta combinacio´n se segmenta
en dos grupos: los momentos hidrodina´micos derivados de las cantidades conservadas, y
los momentos cine´ticos de las cantidades no conservadas. Los momentos esta´n relacio-
nados con el operador de colisiones, tienen un significado f´ısico, representan cantidades
hidrodina´micas y sus flujos. Algunos para´metros de relajacio´n se relacionan con los coefi-
cientes de transporte de las ecuaciones macrosco´picas, mientras que otros contribuyen con
la estabilidad nume´rica del me´todo. La relacio´n entre los para´metros de relajacio´n y los
coeficientes de transporte se encuentra requiriendo que el modelo sea consistente con las
ecuaciones macrosco´picas de NS, a trave´s de la expansio´n multi-escala de la LBE (como se
muestra en el ape´ndice B). Relaciones para los dema´s para´metros se obtiene siguiendo cri-
terios de estabilidad nume´rica, isotrop´ıa, e invariancia Galileana como presenta Lallemand
et al. [31]. La independencia lineal de los vectores garantiza que M es invertible.
No es una eleccio´n directa decidir cual es la mejor combinacio´n para construir M.
Son necesarias varias componentes, en especial los momentos asociados a las cantidades
macrosco´picas conservadas. Para especificar el resto de las componentes de M existen
diferentes propuestas en la literatura: polinomios de Hermite [27–29, 32] o procedimiento
de Gram-Schmidt [30, 31]. En este trabajo se utiliza exclusivamente el me´todo presentado
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en [30, 31] con algunas variantes en cuanto a la eleccio´n de los para´metros de ajuste
elegidos.
Bouzidi et al. [30] obtiene M siguiendo un procedimiento de Gram-Schmidt utilizando
combinaciones de ci,j o de polinomios de Hermite. La ortogonalizacio´n se realiza siguiendo
un ordenamiento prefijado de los vectores propuestos. Primero se consideran los momentos
conservados, y luego los no conservados en un orden preestablecido.
Por motivos de claridad, en la seccio´n 2.2.1 a continuacio´n, se brindan detalles sobre
el modelo LBM-MRT utilizando un esquema de velocidad D2Q9. Detalles y resultados de
modelos tridimensionales son presentados en el Ape´ndice C.
2.2.1. LBM-MRT esquema de velocidad D2Q9
Se busca M utilizando el me´todo de ortogonalizacio´n de Gram-Schmidt [30]. Inicial-
mente se consideran las cantidades conservadas en el modelo isote´rmico: masa y cantidad
de movimiento. ∑
i∈Nq
fi = φ1,ifi = ρ ; φ1 = (1, 1, 1, 1, 1, 1, 1, 1, 1)∑
i∈Nq
ci,xfi = φ4,ifi ; φˆ4 = (0, c, c, 0,−c,−c,−c, 0, c)∑
i∈Nq
ci,yfi = φ6,ifi ; φˆ6 = (0, 0, c, c, c, 0,−c,−c,−c)
(2.31)
Los momentos asociados forman un conjunto de vectores ortogonales, una base del subes-
pacio hidrodina´mico de la matriz de colisiones para el problema isote´rmico 2D. La conser-
vacio´n de la energ´ıa no se considera de manera expl´ıcita como un momento conservado en
los problemas isote´rmicos. Esta eleccio´n es la ma´s frecuente en la literatura [31], aunque
existen casos donde la energ´ıa se considera expl´ıcitamente como un momento conservado
[86].
Luego en el proceso de ortogonalizacio´n se introducen, en un orden prefijado, otros
momentos relacionados a cantidades no conservadas en el fluido. La eleccio´n de los mo-
mentos no conservados no es u´nica, y el orden en que se consideran es arbitrario. En este
trabajo se utiliza la propuesta de Bouzidi et al. [30], el orden elegido es el siguiente:
φˆ2i = c
2
i,x + c
2
i,y , φˆ2 =
(
0, c2, 2c2, c2, 2c2, c2, 2c2, c2, 2c2
)
φˆ5i = ci,x
(
c2i,x + c
2
i,y
)
, φˆ5 =
(
0, c3, 2c3, 0,−2c3,−c3,−2c3, 0, 2c3)
φˆ7i = ci,y
(
c2i,x + c
2
i,y
)
, φˆ7 =
(
0, 0, 2c3, c3, 2c3, 0,−2c3,−c3,−2c3)
φˆ8i = c
2
i,x − c2i,y , φˆ8 =
(
0, c2, 0,−c2, 0, c2, 0,−c2, 0)
φˆ9i = ci,xci,y , φˆ9 =
(
0, 0, c2, 0,−c2, 0, c2, 0,−c2)
φˆ3i =
(
c2i,x + c
2
i,y
)2
, φˆ3 =
(
0, c4, 4c4, c4, 4c4, c4, 4c4, c4, 4c4
)
(2.32)
Los vectores presentados en (2.32) tienen un significado f´ısico relacionado a los momentos
de fi: φˆ2 con la energ´ıa; φˆ5 y φˆ7 corresponden a flujos de energ´ıa en la direccio´n x e
y respectivamente; φˆ8 y φˆ9 corresponden a componentes en la diagonal del tensor de
tensiones y fuera de esta respectivamente; φˆ3 esta relacionado al cuadrado de la energ´ıa
φˆ2. Para identificar estas cantidades se recomienda ver la seccio´n A.3, donde se muestra
una conexio´n entre la descripcio´n microsco´pica y macrosco´pica de la dina´mica del fluido .
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Siguiendo el procedimiento de Gram-Schmidt en el orden prefijado se obtiene:
M =

φ1
φ2
φ3
φ4
φ5
φ6
φ7
φ8
φ9

=

1 1 1 1 1 1 1 1 1
−4 −1 2 −1 2 −1 2 −1 2
4 −2 1 −2 1 −2 1 −2 1
0 1 1 0 −1 −1 −1 0 1
0 −2 1 0 −1 2 −1 0 1
0 0 1 1 1 0 −1 −1 −1
0 0 1 −2 1 0 −1 2 −1
0 1 0 −1 0 1 0 −1 0
0 0 1 0 −1 0 1 0 −1

(2.33)
El orden de las columnas en M no se corresponde con las expresiones presentadas en
la literatura. Esto se debe al esquema de velocidades adoptado en el modelo D2Q9 (ver
ape´ndice C.1), en especial al ordenamiento elegido para identificar las velocidades discretas.
La disposicio´n de las filas en M sigue el criterio de Lallemand et al. [31].
Las colisiones en el espacio de los momentos producen cambios directos u´nicamente
en las cantidades no conservadas. Aunque los momentos conservados no son afectados de
manera directa por las colisiones, si lo son de manera indirecta a trave´s de cambios en
sus gradientes (momentos de alto orden). El modelo de colisiones presentado en (2.29)
establece que los momentos no conservados relajan de manera lineal a momentos de equi-
librio que deben determinarse. Este comportamiento cumple con uno de los requerimientos
que debe satisfacer el modelo de colisiones. Los momentos de equilibrio deben garantizar
consistencia con las ecuaciones de NS en algu´n l´ımite de intere´s. En este trabajo se utiliza
como momentos de equilibrio una transformacio´n de la funcio´n distribucio´n de equilibrio
al espacio de momentos:
φeq2 =− ρ
[
2c2 − 3 (u2x + u2y)]
φeq3 = c
2ρ
[
c2 − 3 (u2x + u2y)]
φeq5 = − c2ρux
φeq7 = − c2ρuy
φeq8 = ρ
(
u2x − u2y
)
φeq9 = ρuxuy
(2.34)
Esta eleccio´n permite recuperar el LBM-BGK cuando si = 1/τ , i = 1, . . . , q. La eleccio´n
de φˆ2, φˆ8, y φˆ9 junto con los momentos de equilibrio definidos, no es casual, contribuyen de
manera directa en la consistencia del LBM-MRT con las ecuaciones de NS. Una alternativa
para encontrar meq es el procedimiento presentado en [31], donde proponen una forma
base para meq con una serie de para´metros de ajuste a determinar. Estos se obtienen
exigiendo que se satisfagan criterios de dispersio´n, isotropia e invariancia Galileana. La
determinacio´n del LBM-MRT siguiendo este procedimiento es el que mayor cantidad de
para´metros de ajuste posee.
Con un procedimiento equivalente al presentado en esta seccio´n, es posible obtener M
para los modelos D3Q15 y D3Q19. En el Ape´ndice C, secciones C.2 y C.3 se presentan
detalles y resultados adicionales para estos esquemas de velocidad en el LBM-MRT.
Eleccio´n de para´metros de relajacio´n Los para´metros de relajacio´n (s0, . . . , sq−1)
es posible obtenerlos parcialmente desde la expansio´n multi-escala de la LBE (ape´ndice
B), o siguiendo la propuesta de Lallemand et al. [31]. En esta u´ltima, los para´metros de
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relajacio´n se obtienen analizando la dependencia de un vector de onda k con los coeficientes
de transporte. Si se utiliza la expansio´n multi-escala de la LBE, es factible encontrar
relaciones para s8, s9 y s2, relacionados con viscosidad cinema´tica y segundo coeficiente
de viscosidad.
Un rango aceptable para estos para´metros es: 0 < si < 2 , i = 2, 8. s9 = s8 para
forzar isotrop´ıa [31] e identificar los te´rminos asociados a la viscosidad cinema´tica en
las ecuaciones de NS. Este resultado es posible recuperarlo tambie´n desde la expansio´n
multi-escala de la LBE, ver ecuacio´n (B.74) y (B.75). Los tres para´metros restantes s3,
s5, y s7 no esta´n relacionados con los coeficientes de transporte a bajo orden en k, pero
afectan la estabilidad nume´rica del me´todo. Un rango aceptable para e´stos para´metros es:
1 < si < 2 , i = 3, 5, 7. Algunos valores t´ıpicos son: 1.1 ≤ s3 ≤ 1.6, y s5 = s7 = 1.9.
El me´todo presentado por Lallemand et al. [31] utiliza bordes perio´dicos en todas
las direcciones para estimar rangos y valores t´ıpicos en los para´metros del problema. Si
bien presentan una estimacio´n y cotas de utilidad, en casos arbitrarios no necesariamente
representan valores o´ptimos.
2.2.1.1. Implementacio´n
La implementacio´n del LBM-MRT es computacionalmente ma´s costosa que las del
LBM-SRT. La principal diferencia se debe al tratamiento particular del proceso de coli-
siones y propagacio´n. El primero se realiza en el espacio de los momentos y el segundo en
el de las funciones de distribucio´n f . Toda funcio´n de distribucio´n en alguna direccio´n i
particular a tiempo t+ δt, depende de una combinacio´n de las dema´s (ver (2.27) y (2.29))
y de las variables macrosco´picas a tiempo t. Es computacionalmente menos costoso hacer
evaluaciones locales de las colisiones y luego propagar hacia los primeros vecinos en ca-
da direccio´n i. Conocidas las variables macrosco´picas se pueden evaluar los momentos de
equilibrio (2.30) y (2.34). Determinado S con los para´metros de relajacio´n elegidos y obte-
nida una expresio´n para M−1, se pueden encontrar de (2.29)) las funciones de distribucio´n
para propagar a los nodos primeros vecinos.
Los modelos LBM-MRT tienen un costo computacional superior a los LBM-SRT, en
d’Humie`res et al. [37] estiman que pueden ser implementados con un 15-20 % de costo
adicional. En las implementaciones realizadas en este trabajo no se realizan comparaciones
precisas de costo computacional entre los modelos utilizados.
2.3. Esquemas LBM cuasi—incompresible
Los modelos LBM presentados son consistentes con las ecuaciones de NS compresibles.
Cuando es de intere´s analizar problemas de flujo incompresible los modelos presentados
no son adecuados. El LBM es naturalmente compresible, la incompresibilidad se intro-
duce como una hipo´tesis sobre el comportamiento de la densidad del fluido, dando como
resultado modelos cuasi—incompresibles.
En las siguientes secciones se presentan modelos cuasi—incompresibles utilizados en el
LBM-BGK y LBM-MRT.
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2.3.1. LBM-BGK
He et al. [38] proponen correcciones al LBM-BGK para modelar problemas de flujo
cuasi—incompresible. Si se asumen pequen˜as perturbaciones en la densidad:
ρ = ρ0 + δρ (2.35)
con ρ0 una densidad constante y δρ una fluctuacio´n en la densidad O
(
Ma2
)
cuando Ma→
0 [87]. Sustituyendo (2.35) en (2.18) y despreciando te´rminos proporcionales a δρ
(
u
cs
)
,
y δρ
(
u
cs
)2
de orden O (Ma3) o superior, se encuentra una funcio´n de equilibrio discreta
para flujo cuasi—incompresible:
feqγ = ωγ
[
ρ+ ρ0
(
3 (cγ · u)
c2
+
9 (cγ · u)2
2c4
− 3u · u
2c2
)]
(2.36)
Con estas consideraciones, de (2.22) las variables macrosco´picas del problema se pueden
escribir:
ρ(xA, t) =
∑
γ∈Nq
fγ , (ρ0u)(xA, t) =
∑
γ∈Nq
cγfγ (2.37)
Del ana´lisis multi-escala de la LBE para este modelo es posible recuperar las ecuaciones
de Navier-Stokes incompresibles. Siguiendo este procedimiento [38], se obtiene la siguiente
expresio´n para la conservacio´n de la masa:
1
T
∂P ′
∂t′
+
cs
L
∇′ · u′ = 0 (2.38)
con:
P ′ =
P
c2s
; t′ =
t
T
; ∇′ = L∇ ; u′ = u
cs
(2.39)
donde P = pρ0 , L y T son longitudes y tiempos caracter´ısticos del problema respecti-
vamente. En flujo estacionario ∂P∂t = 0, se satisface de manera exacta la condicio´n de
incompresibilidad. En el caso de flujo no estacionario, para mantener la condicio´n de flujo
cuasi—incompresible se requiere:
T  L
cs
(2.40)
esto implica que el primer sumando de (2.38) es despreciable frente a los otros te´rminos.
Esto es, el tiempo T durante el cual ocurre un cambio macrosco´pico, en el rango de
distancia L, debe ser mayor que el tiempo Lcs que toma una perturbacio´n de presio´n en
viajar una distancia L. De las condiciones anteriores, la variacio´n temporal y espacial de la
presio´n debe estar acotada para que las hipo´tesis de cuasi-incompresibilidad sean va´lidas.
2.3.2. LBM-MRT
En el LBM-MRT los momentos de equilibrio no conservados del modelo D2Q9 se obtie-
nen parcialmente de la funcio´n de equilibrio propuesta en (2.36) con algunas correcciones
para garantizar que se recuperan las ecuaciones de Navier-Stokes incompresibles. Siguiendo
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este procedimiento se obtiene:
φeq2 = 2ρc
2 + 3ρ0
(
u21 + u
2
2
)
φeq3 = ρc
4 − 3ρ0c2
(
u21 + u
2
2
)
φeq5 = − c2ρ0u1
φeq7 = − c2ρ0u2
φeq8 = ρ0
(
u21 − u22
)
φeq9 = ρ0u1u2
(2.41)
En este caso los momentos de equilibrio para las cantidades conservadas son:
φeq1 = ρ0
φeq4 = ρ0u1
φeq6 = ρ0u2
(2.42)
Se puede mostrar mediante expansio´n multi-escala que estas expresiones de equilibrio
recuperan la ecuacio´n de NS incompresible. El procedimiento es ide´ntico al presentado
en el ape´ndice B para el caso compresible. Es posible comprobar que los momentos de
equilibrio para los momentos no conservados difieren respecto a los obtenidos utilizando
(2.36). La diferencia esta´ en el signo del primer te´rmino de φeq2 . Esta modificacio´n de signo
permite obtener consistencia con las ecuaciones de NS incompresibles.
Comparando las expresiones de los momentos de equilibrio con las presentada en Du
et al. [39], se observan algunas pequen˜as diferencias en las definiciones, en especial en φeq3 .
Esto no altera las ecuaciones macrosco´picas que se recuperan del modelo propuesto. Los
momentos de equilibrio presentados en Lallemand et al. [31] se obtienen bajo la hipo´tesis
de asumir las fluctuaciones en la densidad desacopladas de las ecuaciones de momento,
esto es similar al modelo cuasi—incompresible presentado por He et al. [38], seccio´n 2.3.1.
Luego el modelo LBM-MRT de Lallemand et al. [31] es uno cuasi—incompresible.
2.4. Precisio´n espacial y temporal
Cuando se habla de precisio´n espacial y temporal en el LBM se hace referencia al
orden de convergencia de algu´n error en la determinacio´n de variables macrosco´picas ante
variaciones en la discretizacio´n espacial y temporal respectivamente. La precisio´n espacial
con que se determinan las variables macrosco´picas ρ y u no es un resultado trivial en el
LBM. No existe una ecuacio´n diferencial parcial (PDE) que satisfaga ρ y u de manera
exacta.
En el LBM se utilizan me´todos anal´ıticos y nume´ricos para verificar la precisio´n es-
pacial y temporal del me´todo. Anal´ıticamente es posible mostrar que ρ y u satisfacen
aproximadamente alguna PDE. Esta idea es presentada por Junk et al. [40, 41] donde
extienden al LBM un ana´lisis asinto´tico (utilizado en ana´lisis nume´rico para evaluar es-
quemas en diferencias) para recuperar te´rminos del error en la aproximacio´n a ρ y u.
Un ana´lisis equivalente es presentado por Sone [10, 88] para la ecuacio´n de Boltzmann.
En [42, 43] tambie´n pueden encontrarse resultados anal´ıticos relevantes sobre precisio´n
del LBM. Junk et al. [40, 41] presentan como resultado relevante: precisio´n temporal de
primer orden, y precisio´n espacial de segundo orden para las variables macrosco´picas. Las
dema´s propuestas citadas coinciden con estas estimaciones.
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Nume´ricamente se muestra la precisio´n espacial evaluando la relacio´n de convergen-
cia de algu´n error, adecuadamente definido (en general alguna funcio´n de la velocidad),
frente a la discretizacio´n espacial. La determinacio´n nume´rica del orden de precisio´n es
extensamente utilizada en el LBM, en especial para verificar el correcto funcionamiento
de los algoritmos. Tambie´n se utiliza para comprobar el orden de precisio´n de los me´todo
para resolver el problema en los bordes, es deseable que sean del mismo orden de precisio´n
que el LBM, tal que no arruine su precisio´n intr´ınseca. En la seccio´n 5.4 se prueba de
manera nume´rica el orden de precisio´n de los me´todos utilizados y algoritmo implementa-
do, {LBM} . Se analiza el problema de Poiseuille 3D con solucio´n anal´ıtica conocida. Se
utiliza el esquema de velocidad D3Q15, D3Q19 y D3Q27 con los modelos LBM-BGK, y
el esquema D3Q15 con el modelo LBM-MRT, en todos los casos los modelos son cuasi—
incompresible. De los resultados presentados se puede observar, como es esperable de los
resultados anal´ıticos, una variacio´n cuadra´tica del error de aproximacio´n a la velocidad.
Luego el LBM brinda un me´todo nume´rico expl´ıcito con precisio´n temporal y espacial
de primer y segundo orden respectivamente, que resuelve de manera asinto´tica a bajos
nu´meros de Ma las ecuaciones de NS compresibles.
2.5. Consistencia del LBM con las ecuaciones de NS
Cuando se trabaja con modelos cine´ticos como el LBM es deseable disponer de un
me´todo sistema´tico que permita verificar consistencia con las ecuaciones de NS. En este
trabajo se tiene intere´s en modelos que representan un comportamiento macrosco´pico
equivalente a las ecuaciones de NS. Es decir, el comportamiento (macrosco´pico) en algu´n
l´ımite particular del LBM es comparable con las ecuaciones de NS. Se dice comparable ya
que no es exacto, como se muestra en el Ape´ndice B.
Para evaluar la consistencia de los modelos cine´ticos con las ecuaciones de NS existen
al menos dos me´todos extensamente utilizados en la literatura. El ma´s empleado es el
me´todo de ana´lisis multi-escala basado3 en el de expansio´n de Chapmann-Enskog (ChE)
[11–13]. El ana´lisis asinto´tico de ChE es un me´todo de perturbacio´n (multi-escala) donde
se analizan las diferentes escalas del problema representadas mediante algu´n para´metro ca-
racter´ıstico. Se utiliza un para´metro proporcional al nu´mero de Knudsen Kn; una relacio´n
entre el camino libre medio entre sucesivas colisiones y una escala espacial caracter´ıstica
del problema. Kn → 0 corresponde a gases densos, Kn → ∞ corresponde a gases donde
no existen interacciones entre las part´ıculas.
El otro me´todo, denominado ana´lisis hidrodina´mico generalizado [31], esta basado en la
ecuacio´n generalizada de lattice Boltzmann [25] construida en el espacio de los momentos
(LBM-MRT). Con e´ste me´todo no se recuperan las ecuaciones macrosco´picas desde el
modelo LBE. Por el contrario se analiza el comportamiento hidrodina´mico de los modos del
operador linealizado de la LBE. Los resultados y restricciones en los para´metros y tiempos
de relajacio´n obtenidos por la expansio´n multi-escala de ChE tambie´n son recuperados por
este me´todo. Adicionalmente, buscando isotropia, invariancia Galileana y estabilidad en
los modelos LBM se obtienen cotas y valores recomendados sobre los dema´s para´metros,
en especial los relacionados a los momentos no conservados.
Una alternativa poco utilizada para evaluar consistencia del LBM con las ecuaciones de
3Se dice que el me´todo esta´ basado en el de Chapmann-Enskog ya que este es utilizado para analizar
soluciones de la ecuacio´n de Boltzmann. El ana´lisis multi-escala utilizado en modelos cine´ticos puede
considerarse una versio´n discreta del me´todo de Chapmann-Enskog.
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NS es presentada por Inamuro et al. [42] donde utilizan un me´todo basado en la expansio´n
S [10].
En el Ape´ndice B se muestra un ana´lisis multi-escala de la LBE utilizando los modelos
de colisiones BGK y MRT. Se muestra consistencia del LBM-BGK y LBM-MRT con las
ecuaciones de NS compresibles; se presentan las hipo´tesis principales, y un procedimiento
detallado para recuperar los resultados de intere´s.
2.6. Comentarios y conclusiones
La dina´mica de las variables en el LBM esta´ determinada por una ecuacio´n de evolucio´n
simple y expl´ıcita, la LBE presentada en (2.19). Se obtiene como una discretizacio´n en
el tiempo y en el espacio de fases de la BE con algu´n operador de colisiones particular.
Dado el nu´mero reducido de velocidades y la vinculacio´n que existe entre las variables, la
LBE se evalu´a en una grilla regular uniforme (lattice). El conjunto de velocidades — un
conjunto pequen˜o en el espacio de fases, dos velocidades y en unas pocas direcciones para
los casos mostrados en este capitulo — tiene la simetr´ıa suficiente para obtener de manera
precisa los momentos hidrodina´micos. Otro ingrediente del LBM es la funcio´n distribucio´n
de equilibrio, debe garantizar los invariantes de colisiones (ecuacio´n (A.32)) y consistencia
con las ecuaciones de NS. La evolucio´n de f se determina mediante una evaluacio´n local
y otra no local de las variables, esto se explicita en las ecuaciones (2.20) y (2.21) que
representan el proceso de colisio´n (local y no lineal) y de distribucio´n o streaming (no
local) respectivamente.
De la seccio´n 2.4, el LBM tiene precisio´n espacial de segundo orden y temporal de
primer orden. La simplicidad y precisio´n del LBM, una ecuacio´n expl´ıcita que contiene
evaluaciones locales y no locales solo con primeros vecinos en cada direccio´n de veloci-
dad, representan una de sus mayores virtudes para competir con los me´todos cla´sicos
(FDM,FVM,FEM,SM) utilizados para resolver el problema de fluidos en su descripcio´n
macrosco´pica. Adema´s las implementaciones de la LBE utilizando te´cnicas de HPC (High
Performance Computing) brinda buenas performance computacionales.
En el estado actual del LBM, no existen motivos para no utilizar de manera casi
exclusiva el LBM-MRT en las implementaciones. La mayor flexibilidad del MRT, una
recuperacio´n completa de las ecuaciones de NS sin restricciones sobre la viscosidad vo-
lume´trica, mejores caracter´ısticas de isotrop´ıa e invariancia Galileana, y un espectro ma´s
amplio de valores permitidos de tiempos de relajacio´n — que incrementan la estabilidad
nume´rica — lo posicionan en ventaja frente a los modelos LBM-SRT. La posibilidad de
elegir un espectro ma´s amplio de tiempos de relajacio´n, en particular para el asociado a la
viscosidad cinema´tica, permiten analizar problemas a un nu´mero de Reynolds (Re) ma´s
alto con un costo computacional (taman˜o de grilla) menor al requerido por el LBM-SRT.
Como se menciona en la seccio´n 2.1.1, al analizar problemas a Re altos con restricciones en
Ma, se obtienen limitaciones computacionales asociadas con el taman˜o de grilla δx. Si Re
se incrementa, es necesario reducir δx para mantener estabilidad nume´rica incrementando
el costo computacional. Estos problemas se solucionan parcialmente utilizando me´todos
de refinamiento de grilla, un arreglo conveniente de grillas con diferente δx como se pre-
sentan en el Cap´ıtulo 5. Otra alternativa es disminuir el tiempo de relajacio´n τ , existiendo
un l´ımite inferior asociado a la estabilidad nume´rica del me´todo. Valores ma´s pequen˜os
de τ permiten incrementar Re para un mismo δx, con el LBM-MRT es posible utilizar
valores ma´s pequen˜os de τ que los factibles con el LBM-SRT por problemas de estabilidad
nume´rica.
27
Cap´ıtulo 2. Me´todos de lattice Boltzmann
Dados los problemas de convergencia que se pueden encontrar al utilizar el LBM-BGK
en combinacio´n con condiciones de borde basadas en bounce-back, es preferible utilizar en
todos los casos el LBM-MRT. Sin embargo, el costo computacional del LBM-MRT es por
construccio´n siempre superior al LBM-SRT.
Ma´s alla´ de las bondades mencionadas del LBM, tiene algunos inconvenientes aso-
ciados que se describen a continuacio´n. Al trabajar con grillas cartesianas uniformes son
necesarias condiciones de borde particulares para imponerlas en fronteras que no coinciden
con la grilla. Si bien existe una variedad de me´todos para tratar fronteras de geometr´ıa
arbitraria y son bien entendidos (algunos de los utilizados se muestran en el Cap´ıtulo 3),
la implementacio´n es laboriosa, en especial cuando se analizan cuerpos en movimiento. El
LBM es naturalmente un problema de evolucio´n, por este motivo no es la eleccio´n ma´s
eficiente si se quieren resolver problemas donde se buscan soluciones estacionarias. Debido
al truncamiento a bajo Ma en la ecuacio´n de equilibrio, y a la consistencia con las ecua-
ciones de NS en el mismo l´ımite, los modelos analizados del LBM resultan ma´s apropiado
para analizar problemas cuasi-incompresibles. La presio´n en el LBM se obtiene desde una
ecuacio´n de estado; mientras que en los me´todos cla´sicos utilizados para resolver el pro-
blema de fluido incompresible en su representacio´n macrosco´pica, la presio´n satisface una
ecuacio´n de Poisson. Esta ecuacio´n tiene cierta dificultad nume´rica y se requieren me´todos
iterativos para resolverla.
Respecto a los esquemas de velocidad, en el caso 3D se implementa el D3Q15, D3Q19,
y D3Q27, siendo el primero el ma´s eficiente computacionalmente con un mı´nimo de 15
variables por nodo. Todos estos esquemas permiten recuperar las ecuaciones de NS; sin
embargo, la forma funcional del error de truncamiento es diferente. Los errores nume´ricos
son menos significativos y tienen mejor caracter´ısticas de estabilidad mientras mayor sea
el nu´mero de velocidades.
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Condiciones de borde
Existen en la literatura diferentes propuestas para imponer condiciones de borde en
el LBM. Desde me´todos simples para imponer condiciones de borde sobre geometr´ıas
regulares, hasta me´todos ma´s generales que permiten tratar geometr´ıas arbitrarias en
movimiento.
El problema de fluidos analizado mediante LBM queda determinado especificando las
variables mesosco´picas en la frontera. Las condiciones de borde en los problemas de fluido
de intere´s deben satisfacer en general alguna restriccio´n sobre las variables macrosco´picas,
adoptar algu´n valor particular prefijado o satisfacer cierto comportamiento (o ecuacio´n
adicional) en la frontera. La imposicio´n de condiciones de borde macrosco´picas en el LBM
es un procedimiento sutil, deben imponerse restricciones sobre las variables mesosco´picas
para recuperar valores correctos en la frontera. T´ıpicamente, el nu´mero de variables en el
problema (fi, i ∈ Nq no especificadas en el borde) excede las condiciones macrosco´picas;
por lo tanto deben imponerse restricciones adicionales. Disponer de un me´todo sistema´tico
que permita imponer condiciones de borde en problemas de fluidos con geometr´ıa arbitraria
es un objetivo que se persiguio´ desde las primeras aplicaciones en el LBM.
En esta tesis se implementan y utilizan dos tipos de condiciones de borde: Dirichlet
y Sommerfeld. En las condiciones de borde tipo Dirichlet se especifica un valor de las
variables macrosco´picas de intere´s - velocidad o presio´n - en la frontera. Las de tipo
Sommerfeld son implementadas para modelar una frontera abierta; estas son utilizadas
para representar un dominio f´ısico cuasi-infinito mediante un dominio computacionales
finito. Son condiciones de borde donde no se impone un valor espec´ıfico de las variables
macrosco´picas, se busca satisfacer alguna ecuacio´n o condicio´n macrosco´pica adicional en
la frontera sin introducir perturbaciones ficticias en el dominio fluido.
Es posible separar los me´todos para imponer condiciones de borde de Dirichlet en al
menos tres tipos: basados en bounce-back (BB) [45–55] , de bordes inmersos [89, 90], y
de reconstruccio´n [56–58]. Siendo los primeros los ma´s utilizados, por simplicidad en la
implementacio´n y por ser la primer propuesta histo´rica para imponer condicio´n de borde
Dirichlet en el LBM.
Existen diferentes propuestas en la literatura para imponer condiciones de borde en
fronteras abiertas. En problemas de flujo cuasi—incompresible es posible dividir las pro-
puestas en dos categor´ıas: las formuladas en variables mesosco´picas [36, 91], y las for-
muladas en variables macrosco´picas [59–62]. En el caso de flujo compresible se utilizan
condiciones de borde absorbentes, o de no reflexio´n para representar fronteras abiertas1.
1En {LBM} se implementaron condiciones de borde absorbentes, no se presentan en este trabajo ya
que no se utilizan para resolver los problemas de intere´s.
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Las condiciones de borde absorbentes imponen caracter´ısticas de continuidad del dominio
f´ısico, absorbiendo las perturbaciones de origen f´ısico o nume´rico sin generar reflexiones
en la frontera. En el LBM se utilizan dos me´todos para modelar fronteras absorbentes:
condiciones de borde formuladas en caracter´ısticas [72, 73], y las denominadas absorbing
layers [92, 93]. Ambos me´todos son extensiones de condiciones de borde utilizadas en me´to-
dos nume´ricos cla´sicos para resolver las ecuaciones de Navier-Stokes o Euler compresibles
[94–96].
En e´ste cap´ıtulo se muestran algunos de los me´todos de condiciones de borde imple-
mentados en {LBM} y utilizados para resolver los problemas de intere´s. En primer lugar
se presentan me´todos para imponer condiciones de borde de Dirichlet en fronteras de
geometr´ıa regular. Luego se presentan los me´todos utilizados en fronteras de geometr´ıa ar-
bitraria no regulares. Por u´ltimo se muestra un me´todo utilizado para imponer condiciones
de borde en fronteras abiertas.
3.1. Definicio´n del problema en la frontera
En esta seccio´n se introducen definiciones y nomenclatura de algunos conjuntos de
nodos del dominio computacional en la regio´n de las fronteras del problema. Se considera
un cuerpo arbitrario que ocupa un espacio Ω con bordes cerrados ∂Ω inmerso en un flujo
de fluido. Inicialmente y sin perder generalidad el cuerpo se considera en reposo. Luego se
relaja esta condicio´n y se presentan detalles para imponer condiciones de borde cuando el
cuerpo tiene movimiento arbitrario.
En la figura 3.1 se muestra un esquema bidimensional del problema con detalles de
una porcio´n de la frontera, este esquema es equivalente al presentado en la figura 1.1a.
Con c´ırculos vac´ıos (◦) se representan nodos dentro de la regio´n Ω, estos se denominan
nodos so´lidos y pertenecen al conjunto Ns = {x ∈ Ω}. Con c´ırculos (•) y cuadrados ()
se representan nodos que pertenecen a la regio´n del fluido Γ, estos nodos pertenecen al
conjunto NF = {x /∈ Ω}. Los nodos  se denominan nodos de borde y pertenecen al
conjunto Nb = {x : ∃ (x + ciδt) ∈ Ω}. Los nodos (•) pertenecen al conjunto Nf = {x :
@ (x + ciδt) ∈ Ω}. Por definicio´n NF = Nb ∪ Nf . Los puntos sobre ∂Ω identificados con
 y denotados como puntos del borde, corresponden a la interseccio´n entre la frontera y
una l´ınea ficticia que une dos nodos primeros vecinos en la direccio´n de alguna velocidad
discreta como se muestra en la figura 3.1. Cada nodo en Nb tiene asociado un conjunto de
direcciones de velocidad, NIb(x) = {i : x + ci¯δt ∈ Ω} con i¯ indicando la direccio´n opuesta
a una velocidad con ı´ndice i.
Si el cuerpo tiene movimiento arbitrario respecto de la grilla, los conjuntos de nodos
dependen del tiempo. Pueden existir geometr´ıas donde el cuerpo es abierto y la frontera
∂Ω definida por una la´mina delgada tal que Ns = {∅}. Salvo casos excepcionales, ∂Ω yace
en alguna posicio´n intermedia entre nodos de la grilla.
Todas las variables mesosco´picas (f) en los nodos de Nf esta´n determinadas a tiempo
t+δt a trave´s de la ecuacio´n de evolucio´n (2.21) (o (2.29) en el MRT). Los nodos en Nb, por
definicio´n tienen algu´n nodo primer vecino en Ω. Estos requieren un tratamiento especial,
no es posible utilizar de manera directa la ecuacio´n de evolucio´n (2.21) (o (2.29) en el
MRT) para las direcciones i ∈ NIb, es necesaria informacio´n en nodos que no pertenecen
a NF . Considerando como ejemplo el nodo F con coordenadas xF ∈ Nb, determinar
fi(xF , t + δt) : i ∈ NIb(xF ) utilizando la ecuacio´n de propagacio´n (2.21) requiere de
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nodos solidos
nodo fluido
punto de borde
nodo de borde
Figura 3.1: Detalle de una regio´n del borde. Se muestra un cuerpo cerrado Ω con bordes
∂Ω inmerso en un fluido. Se presenta un detalle del borde y algunos nodos de intere´s de
la grilla.
informacio´n de un nodo A con xA ∈ Ns. Esta informacio´n es inexistente o ficticia2 en la
mayor´ıa de los casos. Luego se debe disponer de algu´n me´todo que brinde esta informacio´n
de manera adecuada en los nodos de borde. Esto implica, garantizar que se satisfagan en
∂Ω las condiciones macrosco´pica impuestas con una precisio´n aceptable que no degrade la
precisio´n intr´ınseca del LBM (ver seccio´n 2.4). Los me´todos que se utilizan para determinar
este problema en los nodos de borde en el LBM se denominan de manera general como
me´todos de condiciones de borde.
La implementacio´n de una condicio´n de borde en el LBM puede ser pensada, en escala
mesosco´pica, como la introduccio´n de un flujo de fluido artificial en Ω. Este flujo artifi-
cial introduce informacio´n necesaria para evolucionar correctamente en Γ y satisfacer las
condiciones macrosco´pica en ∂Ω. Cuando ∂Ω es una frontera f´ısica del problema, la des-
cripcio´n mesosco´pica del fluido en el LBM permite a las ”part´ıculas” del fluido atravesar
la superficie ∂Ω en ambas direcciones.
3.2. Condiciones de borde Dirichlet en fronteras de geo-
metr´ıa regular
3.2.1. Condiciones de borde bounce-back esta´ndar.
El me´todo para imponer condiciones de borde denominado bounce-back es la primer
propuesta en el LBM para imponer condiciones de borde Dirichlet de no deslizamiento
macrosco´pico en la frontera (velocidad cero en ∂Ω). Es introducido de manera heur´ıstica
en el LGCA (Lattice Gas Cellular Automata) , y analizado por primera vez en el LBM en
[97, 98]. He et al. [44] presentan el me´todo de bounce-back estableciendo sobre un nodo
2Puede existir un valor ficticio en A ya que por motivos de simplicidad en el algoritmo nume´rico puede
evolucionarse (colisio´n + propagacio´n) en todos los nodos del dominio computacional, inclusive sobre los
nodos en Ω.
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x ∈ Nb la siguiente relacio´n:
fi(x, t+ δt) = fˆi¯(x, t) , i ∈ NIb(x) (3.1)
Este me´todo posiciona el borde efectivamente a la mitad de la distancia entre el nodo de
borde x considerado y un nodo so´lido x+ci¯δt ∈ Ω con i ∈ NIb(x). Luego la representacio´n
del borde no es exacta, por este motivo suele denominarse en la literatura como half-way
bounce-back o mid-link bounce-back. Existe una versio´n alternativa del me´todo de bounce-
back, denominada full-way bounce-back, donde la frontera se posiciona sobre un nodo de
borde x; utilizando la siguiente relacio´n:
fi(x, t) = fi¯(x, t) y fˆi(x, t) = fi(x, t) , i ∈ NIb(x) (3.2)
Si quiere imponerse una velocidad macrosco´pica arbitraria uw sobre la frontera ∂Ω, se
utiliza una versio´n modificada de los me´todos anteriores. Ladd [49] adiciona a la expresio´n
(3.1) un te´rmino de correccio´n para satisfacer una velocidad uw en ∂Ω:
fi(x, t+ δt) = fˆi¯(x, t) + 6
ωi
c2
ρ (ci · uw) , i ∈ NIb(x) (3.3)
En rigor la velocidad es impuesta en una posicio´n intermedia entre dos nodos, segu´n la
expresio´n (3.1).
Se puede observar que los me´todos de bounce-back presentados no asumen expresiones
particulares del te´rmino de colisio´n en el LBM. Luego son independientes del operador de
colisiones, pudiendo ser utilizado en el LBM-BGK o el LBM-MRT de manera indistinta
sin tratamiento particular alguno.
La formulacio´n e implementacio´n del me´todo es simple, sin embargo uno de los in-
convenientes que presentan es una velocidad de deslizamiento no nula y dependiente de τ
en el LBM-BGK [44]. Es posible aplicar el me´todo de bounce-back en fronteras de geo-
metr´ıa arbitraria no regular. Esto implica aproximar la frontera ∂Ω por una segmentada,
con la consiguiente pe´rdida de precisio´n, en especial si el espaciamiento de grilla no es
suficientemente pequen˜o.
Implementacio´n: Si se impone velocidad cero sobre la frontera utilizando las expre-
siones (3.2) es posible aplicarla para todas las direcciones de velocidad discretas. Esta es
de las mayores ventaja del me´todo ya que su implementacio´n es la ma´s simple, el algo-
ritmo es independiente de la orientacio´n del borde. Identificado los nodos de borde que
forman el conjunto Nb, la aplicacio´n de (3.2) es directa. La implementacio´n del me´todo
de bounce-back de las expresiones (3.1) y (3.3) es ma´s compleja que la anterior ya que se
requiere identificar la orientacio´n de la frontera para todos los nodos en Nb.
Como se puede observar de la formulacio´n, la imposicio´n del me´todo de bounce-back
es local, no requiere de informacio´n adicional a la contenida en el nodo de borde.
Precisio´n: He et al. [44] muestran que el half-way bounce-back tiene precisio´n de se-
gundo orden para resolver anal´ıticamente problemas conocidos con bordes rectos en el
LBM-BGK. En geometr´ıas ma´s complejas la precisio´n se degrada a primer orden [99]. En
[44, 46, 97, 100] muestran que el full-way bounce-back es de primer orden de precisio´n en
la velocidad.
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3.2.2. Condicio´n de borde de simetr´ıa, fronteras con deslizamiento
Este me´todo proporciona condiciones de simetr´ıa respecto a una frontera regular, o
de manera equivalente velocidad normal a la frontera igual a cero [26]. El fluido es libre
de moverse en la direccio´n tangencial a ∂Ω, sin intercambio de momento con la frontera
en esa direccio´n. Si bien es un me´todo heur´ıstico, se puede considerar equivalente a la
condicio´n de borde de reflexio´n utilizada en la BE [10, 13]. Es posible generalizar de manera
simple esta condicio´n de borde para todos los modelos de velocidad LBM analizados. La
condicio´n de simetr´ıa se impone sobre nodos x ∈ Nb aplicando una reflexio´n de las variables
mesosco´picas fi¯ : i ∈ NIb respecto de la frontera.
Se muestra la imposicio´n de esta condicio´n de borde tomando como ejemplo un pro-
blema 2D, se quiere modelar un ducto horizontal de fluido con paredes sin friccio´n, luego
sobre las fronteras horizontales se impone condicio´n de simetr´ıa. Se analiza el caso de la
pared horizontal inferior utilizando el esquema de velocidad D2Q9 (ver seccio´n C.1). La
condicio´n de simetr´ıa se establece imponiendo sobre el nodo x ∈ Nb:
f2(x, t) = f8(x, t) , f3(x, t) = f7(x, t) , f4(x, t) = f6(x, t) (3.4)
Implementacio´n: Luego del proceso de colisiones y distribucio´n se imponen las con-
diciones de simetr´ıa sobre los nodos de borde con esta propiedad. Es necesario conocer la
direccio´n normal a la frontera para determinar la reflexio´n. La implementacio´n es local,
solo requiere informacio´n contenida en el nodo de borde de intere´s. El procedimiento se
puede generalizar para cualquier modelo de velocidades en el LBM.
3.2.3. Condiciones de borde de presio´n y velocidad - generalizacio´n en
fronteras de geometr´ıa regular
En problemas con fronteras de geometr´ıa regular (2D y 3D) existe en la literatura una
variedad de me´todos para especificar condiciones de borde Dirichlet de velocidad o presio´n.
Las primeras propuestas y contribuciones fueron presentadas por Zou et al. [46], Maier
et al. [47], y Noble et al. [48]; existiendo tambie´n un nu´mero importante de aplicaciones
espec´ıficas [101–103]. En este trabajo se utiliza una formulacio´n para encontrar de forma
sistema´tica ecuaciones adicionales necesarias para determinar el problema en la frontera
cuando se imponen condiciones de borde de presio´n o velocidad. En particular se utiliza
una combinacio´n de los me´todos presentados en [47, 101, 102].
De manera general se considera un problema de fluido 3D simple, donde la geometr´ıa
del dominio computacional esta´ definida por un paralelep´ıpedo regular. Cada superficie
plana de la frontera se debe tratar como un caso particular. Lo mismo sobre los 12 bordes
convexos y las 8 esquinas convexas formadas de la interseccio´n de dos y tres fronteras
regulares (superficies planas) respectivamente. Utilizando una te´cnica de descomposicio´n
de dominio, es posible construir problemas ma´s complejos como superposicio´n de mu´ltiples
dominios computacionales o grillas regulares. En geometr´ıas ma´s generales existen bordes
y esquinas no convexas, estas se pueden tratar en el LBM como un arreglo conveniente de
dominios convexos con condiciones de borde adecuadas.
En un problema isote´rmico de fluido existen dos cantidades macrosco´picas que deben
determinarse o especificarse en la frontera: densidad y velocidad. Como las cantidades
macrosco´picas no son variables dina´micas del problema en el LBM, en las fronteras es
posible especificar simulta´neamente velocidad y densidad del fluido. Si bien esto es factible
en el LBM es una condicio´n incorrecta que sobre restringe el problema macrosco´pico (o de
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NS) [95, 104]. De manera general, en un problema 3D se utilizan dos configuraciones de
condiciones de borde de Dirichlet de presio´n o velocidad: se especifica la densidad y dos
componentes de la velocidad, y se determina la componente de velocidad restante; o se
especifica la velocidad y se determina la densidad. Cuando se imponen estas condiciones en
la frontera estas suelen denominarse en la literatura como superficies o paredes de presio´n
y velocidad respectivamente.
Por claridad, en las secciones siguientes se presenta de manera independiente los me´to-
dos utilizados para imponer condiciones de borde Dirichlet en superficies planas, y en
bordes y esquinas convexas.
3.2.3.1. Superficies planas
Segu´n se explica en la seccio´n 3.1, en cada frontera plana del dominio existe, para cada
nodo x ∈ Nb, un subconjunto de f en las direcciones i ∈ NIb y de taman˜o |NIb| que esta´n
indeterminadas. Espec´ıficamente las asociadas a las velocidades discretas con direccio´n
hacia el interior de Γ. Para cada una de estas variables indeterminadas se propone una
ecuacio´n adicional, utilizando una combinacio´n de cantidades locales conocidas ma´s algu´n
te´rmino de correccio´n q = [qx, qy, qz] a determinar:
fi (x, t) = f
∗
i (x, t) +
ωi
c
ei · q , i ∈ NIb (3.5)
q puede considerarse una cantidad de movimiento adicional para satisfacer las condiciones
macrosco´picas impuestas en la frontera. f∗i (x, t) es un valor local a definir, en la literatura
se utilizan en general tres alternativas:
f∗i (x, t) = fi¯ (x, t) ; f
∗
i (x, t) = fi (x, t− δt) ; f∗i (x, t) = feqi (x, t) (3.6)
En este trabajo se adopta f∗i (x, t) = fi¯ (x, t), con esta eleccio´n se recuperan las condiciones
de borde propuestas por Zou et al. [46] (ver detalles en la seccio´n C.4.4). Si f∗i (x, t) =
fi¯ (x, t), la ecuacio´n (3.5) puede considerarse un me´todo de condicio´n de borde bounce-back
corregido (ver seccio´n 3.2.1). Maier et al. [47] utiliza una expresio´n similar a la presentada
en la ecuacio´n (3.5).
Frontera de velocidad: En una frontera o superficie de velocidad se especifican to-
das las componente de velocidad y se determina la densidad. Utilizando las ecuaciones
macrosco´picas 2.22 para la cantidad de movimiento, y el conjunto de ecuaciones (3.5), es
posible determinar las variables en la frontera. La densidad se obtiene de la ecuacio´n 2.22.
En la seccio´n C.4.1 se muestra en detalle las ecuaciones que se resuelven, y las expresiones
obtenidas para una superficie plana utilizando el esquema D3Q15 cuasi—incompresible.
Frontera de presio´n: En una frontera o superficie de presio´n, al menos dos componen-
tes de la velocidad deben especificarse en problemas 3D (una componente en problemas
2D). La densidad se relaciona con la presio´n a trave´s de la ecuacio´n de estado (2.24).
Utilizando las ecuaciones macrosco´picas 2.22 para la densidad y cantidad de movimiento
segu´n corresponda, y el conjunto de ecuaciones (3.5), es posible determinar las variables
en la frontera. La velocidad desconocida en la frontera se obtiene de la ecuacio´n 2.22 no
considerada en el conjunto de ecuaciones anterior. En la seccio´n C.4.1 se muestra en deta-
lle las ecuaciones que se resuelven, y las expresiones obtenidos para una superficie plana
utilizando el esquema D3Q15 cuasi—incompresible.
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El me´todo utilizando en este trabajo tiene algunas diferencias respecto de las pro-
puestas de Maier et al. [47] y Noble et al. [48]. Cuando en estas propuestas se imponen
condiciones de borde de velocidad, la densidad en la frontera se determina aplicando
bounce-back en cada nodo del borde. Esta evaluacio´n establece un valor inicial de las va-
riables mesosco´picas que luego es corregido con una formulacio´n similar a la (3.5). Esto
garantiza el cumplimiento de las condiciones macrosco´picas impuestas en la frontera. Las
correcciones esta´n propuestas u´nicamente sobre las variables con direcciones de velocidad
hacia el interior del dominio fluido, y que tienen una componente de velocidad tangencial
al borde. Zou et al. [46] trata las condiciones de borde en problemas 3D como Maier et al.
[47], introducen un tratamiento general para fronteras con condiciones de presio´n y velo-
cidad. Existe una diferencia entre ambas propuestas: Maier et al. [47] utiliza bounce-back
cla´sico, mientras que Zou et al. [46] un bounce-back particular para las distribuciones de
no equilibrio (fneq = f − feq).
3.2.3.2. Bordes y esquinas convexas - unio´n de superficies planas
En nodos x ∈ Nb contenidos en los bordes y esquinas convexas existe, adema´s de las
direcciones hacia el interior del fluido, un subconjunto de f en direcciones de velocidad
que deben especificarse de manera particular. Son variables que no contribuyen en la
evaluacio´n de cantidad de movimiento pero deben determinarse con algu´n valor adecuado
ya que intervienen en la evaluacio´n de ρ. Estas direcciones son denominadas en la literatura
como direcciones buried, no se corresponden a direcciones de velocidad hacia el interior
del dominio fluido, en todos los casos de intere´s se presentan de a pares y opuestas dada la
simetr´ıa de los esquemas de velocidad. Existen diferentes propuestas para determinarlas;
en [101] proponen f∗i (x, t) = fi¯ (x, t), mientras que Maier et al. [47]:
fi (x, t) = fi¯ (x, t) =
1
2
(
fˆi (x, t− δt) + fˆi¯ (x, t− δt)
)
(3.7)
Si i es una direcciones buried, fi = fi¯ garantiza un aporte nulo a las ecuaciones de
cantidad de movimiento. Cai et al. [102] propone:
fi (x, t) = f
eq
i (x, t) + θ ; fi¯ (x, t) = f
eq
i¯
(x, t) + θ (3.8)
con
θ =
1
2
(fi (x, t− δt)− feqi (x, t) + fi¯ (x, t− δt)− feqi¯ (x, t)) (3.9)
obtenido de considerar: fi(x, t) + fi¯(x, t) = fi(x, t− δt) + fi¯(x, t− δt)
Utilizando (3.5) en las direcciones hacia el interior del dominio fluido, la expresio´n
(3.8) (u otras de las alternativas presentadas) para las direcciones buried, y las ecuaciones
macrosco´picas (como en la seccio´n 3.2.3.1) es posible determinar las variables en el borde
para imponer condiciones de velocidad y/o presio´n segu´n se requiera. En la seccio´n C.4.2
y C.4.3 se muestra en detalle las ecuaciones que se resuelven, y las expresiones obtenidas
para un borde y esquina convexa utilizando el esquema D3Q15 cuasi—incompresible.
En los bordes y esquinas convexas existe un problema particular con la densidad ρ,
no esta´ determinada de manera correcta para cualquier seleccio´n de fi en las direcciones
buried propuestas en la literatura revisada. Para solucionar este inconveniente, en los
bordes y esquinas convexas con condiciones de velocidad, la densidad es impuesta igual a
la del nodo mas cercano no perteneciente al borde, una solucio´n similar es propuesta por
Zou et al. [46] para tratar bordes convexos.
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3.2.3.3. Implementacio´n y precisio´n
Implementacio´n: La implementacio´n de las condiciones de borde en fronteras de geo-
metr´ıa regular es conceptualmente simple. En problemas 2D puede encontrarse un nu´mero
reducido de ecuaciones que representen todas las restricciones necesarias en las fronteras.
Por el contrario, en problemas 3D no se encuentran, o no existen estas expresiones generales
para todos los esquemas de velocidad. Debe particularizarse cada frontera (tipo y orien-
tacio´n) para todos los esquemas de velocidad de intere´s. Dada la cantidad de ecuaciones
algebraicas que se resuelven, se debe tener especial cuidado en esta implementacio´n.
Para generalizar la determinacio´n de condiciones de borde en esquemas de velocidad
arbitrarios, y para cualquier orientacio´n de los bordes regulares de intere´s, se utiliza en
{LBM}un algoritmo simple en python (SymPy) que resuelve el problema algebraico y lo
escribe como funciones de C++. Esto permite reducir errores involuntarios en las expre-
siones algebraicas y facilita la implementacio´n para cualquier esquema de velocidad. En la
seccio´n C.4 se muestra y detalla un problema particular donde se determina el conjunto
de ecuaciones y variables en las fronteras de intere´s utilizando el esquema D3Q15.
Precisio´n: En la seccio´n 5.4.1.1 se muestran resultados de una verificacio´n nume´rica de
la precisio´n de las condiciones de borde implementadas. Se puede observar de los resultados
que la precisio´n del me´todo de condiciones de borde implementado es de segundo orden
en la velocidad como se requiere, tal que no degrade la precisio´n intr´ınseca del LBM (ver
seccio´n 2.4).
3.3. Condiciones de borde en fronteras de geometr´ıa arbi-
traria no regular
En el LBM existen en la actualidad dos estrategias para representar fronteras de geo-
metr´ıa arbitraria no regular3. Por un lado la que utiliza grillas estructuradas no uniformes
que se ajustan a una geometr´ıa arbitraria [105–108]; por el otro la que utiliza grillas carte-
sianas regulares, donde la frontera de una geometr´ıa arbitraria generalmente no coincide
con la grilla. En este u´ltimo caso la posicio´n de la frontera se ajusta mediante condiciones
de borde particulares. En general se utilizan me´todos de interpolacio´n como los basados
en bounce-back [50–55]; de reconstruccio´n [56–58]; o de bordes inmersos [89, 90].
Las grillas cartesianas uniformes junto con condiciones de borde adecuadas para repre-
sentar fronteras de geometr´ıa arbitraria son las ma´s utilizadas en el LBM. En este trabajo
se utiliza exclusivamente esta configuracio´n. Luego el problema de representar fronteras de
geometr´ıa arbitraria se reduce a encontrar el me´todo de condicio´n de borde que determina
la geometr´ıa con precisio´n suficiente tal que no degrade la precisio´n nume´rica intr´ınseca
del LBM (ver seccio´n 2.4).
No es la intencio´n de este trabajo hacer una revisio´n exhaustiva de los me´todos utiliza-
dos en el LBM para imponer condiciones de borde en fronteras de geometr´ıa arbitraria. Se
presentan algunos de los me´todos utilizados en {LBM} , considerados ma´s relevantes para
resolver los problemas de intere´s. En la seccio´n 3.3.2 se presenta el me´todo de condicio´n
de borde FH-MSL [51, 52], en la seccio´n 3.3.3 el me´todo de BFL [53, 54]. En la seccio´n
3.3.4 se muestra el me´todo Interpolacio´n de Yu [55], y por u´ltimo en la seccio´n 3.3.5 se
presenta el me´todo Extrapolacio´n de Guo-Zheng-Shi [56].
3La representacio´n de fronteras de geometr´ıa arbitraria hace referencia a la imposicio´n de condiciones
de borde Dirichlet de velocidad en las fronteras.
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Antes de presentar los me´todos de condiciones de borde de Dirichlet de velocidad utili-
zados, es conveniente por simplicidad y orden en la presentacio´n, definir algunos para´me-
tros geome´tricos y conjuntos de nodos de utilidad.
3.3.1. Para´metros geome´tricos y conjuntos de nodos de intere´s
Dada una frontera de forma arbitraria, ∂Ω, es necesario determinar: el conjunto Nb y
el conjunto de direcciones asociadas NIb(x) (definidos en la seccio´n 3.1). Para cada x ∈ Nb
y toda direccio´n i¯ : i ∈ NIb(x) se tiene por definicio´n una distancia caracter´ıstica ∆ entre
x y la frontera ∂Ω. Se define xw,¯i(x), un punto en ∂Ω resultado de la interseccio´n entre la
frontera y una recta que pasa por x en la direccio´n de la velocidad discreta i, luego:
∆ =
‖x− xw,¯i(x)‖
ciδt
. (3.10)
donde 0 ≤ ∆ ≤ 1.
Cuando la frontera no tiene movimiento respecto de la grilla, los conjuntos de nodos se
determinan inicialmente y son va´lidos para todo tiempo. Si la frontera se desplaza respecto
de la grilla, la determinacio´n de estos conjuntos se debe hacer para cada paso temporal.
Encontrar estos conjuntos en problemas de geometr´ıa arbitraria con desplazamiento de la
frontera puede ser la tarea computacionalmente ma´s costosa en la evolucio´n nume´rica del
problema de fluido.
Es necesario disponer de algu´n algoritmo que permita encontrar el conjunto de nodos
y para´metros geome´tricos de intere´s para geometr´ıas arbitrarias. En el ape´ndice E se
presenta un me´todo utilizado en {LBM} para encontrar estos conjuntos y para´metros.
Existen nodos de borde x ∈ Nb : @x + ciδt ∈ NF con i ∈ NIb Estos nodos se los
identifica en el conjunto Nbwn . En general, Nbwn 6= {∅} cuando se analiza una geometr´ıa
con bordes convexos y agudos. Si Nbwn 6= {∅} puede ser indicio de una mala discretizacio´n.
La disminucio´n del taman˜o de grilla puede reducir el taman˜o de Nbwn .
3.3.2. Condiciones de borde de FH-MSL
El me´todo de condiciones de borde de FH-MSL es una mejora de la propuesta de Filip-
pova et al. [52] para imponer velocidad en fronteras de geometr´ıa arbitraria. La propuesta
de Filippova et al. [52] fue una de las primeras con una precisio´n de segundo orden en el
LBM-BGK. Presenta problemas de estabilidad nume´rica que fueron mejorados por Mei
et al. [50, 51]. El nombre adoptado (FH-MSL) para denotar este me´todo es un esta´ndar
en la literatura, hace referencia a las iniciales de quienes propusieron el me´todo Filippova
y Ha¨nel (FH) [52], y quienes introdujeron modificaciones para incrementar su estabilidad
Mei, Shyy y Luo (MSL) [50, 51].
La propuesta de Flippova et al. [52] determina fi(x, t+ δt) (fˆi(x− ciδt, t)) con x ∈ Nb
e i ∈ NIb(x) tal que la velocidad en la frontera uw = u(xw,¯i(x), t), linealmente interpolada
en el punto de borde xw,¯i(x), es la correcta.
fˆi(x− ciδt, t) = (1− χ)fˆi¯(x, t) + χgi¯(x− ciδt, t) + 2ωi¯ρ
3
c2
ci¯ · uw (3.11)
donde ρ = ρ(x, t), con:
gi¯(x− ciδt, t) = ωi¯ρ(x, t)
(
1 +
3
c2
ci¯ · ubf +
9
2c4
(ci¯ · u)2 −
3
2c2
u · u
)
(3.12)
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una funcio´n distribucio´n de equilibrio ficticia en el nodo x− ciδt. u = u(x, t) la velocidad
macrosco´pica del fluido en x. Diferentes elecciones de ubf , una velocidad entre uw y u,
modifican el para´metro χ que controla la interpolacio´n (o extrapolacio´n).
Con motivos de mejorar la estabilidad nume´rica del me´todo Mei et al. [50, 51] proponen:
ubf = u(x + ciδt, t), χ =
2∆− 1
τ − 2 , si ∆ <
1
2
, (3.13)
y
ubf = u +
3
2∆
(uw − u), χ = 2∆− 1
τ + 12
, si ∆ ≥ 1
2
, (3.14)
El me´todo FH-MSL tiene ciertas limitaciones en problemas transitorios debido a las
hipo´tesis sobre escalas temporales. Se asume que la escala de tiempo caracter´ıstica del
fluido t¯ es mucho mayor que la escala de tiempo de adveccio´n o propagacio´n de las pertur-
baciones Lc , con L una longitud caracter´ıstica y c la velocidad de grilla. La formulacio´n de
Filippova et al. [52] y las correcciones posteriores utilizan expl´ıcitamente el LBM-BGK,
luego el me´todo FH-MSL no es va´lido para otros operadores de colisiones.
En [74] se muestran resultados de una serie de ensayos nume´ricos t´ıpicos obtenidos
con LBM. Los resultados presentados son obtenidos utilizando el me´todo de condiciones
de borde de esta seccio´n en fronteras de geometr´ıa arbitraria en combinacio´n con el de la
seccio´n 3.2 para las fronteras regulares.
Implementacio´n: Definidos los conjuntos y para´metros de la seccio´n 3.3.1 el me´todo
puede ser utilizado para determinar las variables en los nodos x ∈ Nb. Pueden existir
algunas particularidades en la implementacio´n, el me´todo FH-MSL no puede ser aplicado
sobre los nodos x ∈ Nbwn . Sobre estos nodos es posible implementar me´todos locales como
el de bounce-back (seccio´n 3.2.1) o los presentados por Yang et al. [59]. En {LBM} los
nodos x ∈ Nbwn son tratados utilizando el me´todo de bounce-back. Si Nbwn 6= {∅} se puede
estar aplicando me´todos de condiciones de borde con diferente precisio´n para los nodos
x ∈ Nb. La utilizacio´n de dos me´todos de condiciones de borde con precisio´n diferente
degrada la precisio´n global a la menor de ambas.
Precisio´n: Mei et al. [50, 51] determinan mediante ensayos nume´ricos la precisio´n de
los me´todos propuestos. En [50] muestran que la solucio´n 2D obtenida tiene generalmente
precisio´n (espacial) de segundo orden en la velocidad, y para algunos casos puntuales
precisio´n de segundo orden en el tiempo. En [51] muestran que la solucio´n de problemas
3D (flujo en un canal de seccio´n rectangular y circular), obtenida utilizando el me´todo
de condiciones de borde propuesto, tiene precisio´n espacial de segundo orden. En [59]
muestran, utilizando me´todos anal´ıticos, que el me´todo FH-MSL tiene precisio´n espacial
de primer orden en la velocidad, contradiciendo los casos anteriores. En este trabajo no se
realizan pruebas de precisio´n del me´todo FH-MSL.
3.3.3. Condiciones de borde BFL
Esta condicio´n de borde Dirichlet de velocidad sobre fronteras de geometr´ıa arbitraria
es propuesta por Bouzidi et al. [53]. La denominacio´n BFL hace referencia a las iniciales de
quienes propusieron el me´todo: Bouzidi, Firdaouss, y Lallemand. Es una combinacio´n del
me´todo de bounce-back esta´ndar con interpolacio´n espacial de primer y segundo orden.
38
Cap´ıtulo 3. Condiciones de borde
En este trabajo se utiliza una versio´n de la condicio´n de borde BFL presentada por
Lallemand et al. [54]. Utilizando interpolacio´n espacial de segundo orden, se impone sobre
los nodos x ∈ Nb en las direcciones i ∈ NIb(x) la siguiente funcio´n distribucio´n:
fi(x, t+ δt) = ∆∆1fˆi¯(x, t) +
(
1− 4∆2) fˆi¯(x + ciδt, t)+
+ ∆(∆2)fˆi¯(x + 2ciδt, t) + 6
ωi¯
c2
ρ (ci · uw) , ∆ < 1
2
(3.15)
fi(x, t+ δt) =
1
∆∆1
fˆi¯(x, t) +
∆2
∆
fˆi¯(x + ciδt, t)+
− ∆2
∆1
fˆi¯(x + 2ciδt, t) +
6ωi¯
∆∆1c2
ρ (ci · uw) , ∆ ≥ 1
2
(3.16)
con ∆1 = 2∆ + 1 y ∆2 = 2∆− 1, ∆ definido en (3.10). Se puede observar de (3.16), que
el me´todo se reduce al de bounce-back (3.3) cuando ∆ = 12 .
Las expresiones (3.15) y (3.16) se obtienen aplicando bounce-back en la frontera, posi-
cionada en algu´n lugar arbitrario definido por ∆. La interpolacio´n se utiliza para obtener
el valor de la funcio´n distribucio´n en una direccio´n de intere´s y en una posicio´n de la
grilla definida de manera conveniente (ver detalles en [54]). La definicio´n de esta posicio´n
particular depende de ∆. La interpolacio´n espacial que altera el me´todo de bounce-back
afecta la conservacio´n de la masa, esto es un problema particular y comu´n a todos los
me´todos basados en bounce-back [109, 110].
El te´rmino que contiene la velocidad del borde en las expresiones (3.15) y (3.16) se
obtiene asumiendo una variacio´n lineal de la velocidad en una regio´n cercana al borde [53].
En [54] utilizan un argumento similar, y muestran que se recupera la solucio´n anal´ıtica
exacta del problema de flujo de Couette (variacio´n lineal de la velocidad).
El me´todo no depende del modelo de colisiones utilizado, luego es aplicable al LBM-
BGK y al LBM-MRT.
Implementacio´n: Conocido ∆ y uw, segu´n se detalla en la seccio´n 3.3.1, imponer las
funciones distribucio´n en los bordes definidas por (3.15) y (3.16) es directo. Pueden existir
algunas particularidades en la implementacio´n, el me´todo BFL no puede ser aplicado
sobre los nodos x ∈ Nbwn . Sobre estos nodos se implementan me´todos locales como el de
bounce-back (seccio´n 3.2.1) o los presentados por Yang et al. [59].
Precisio´n: Bouzidi et al. [53] muestra con resultados nume´ricos que el me´todo BFL
tiene precisio´n de segundo orden en la velocidad. Yang et al. [59] verifica de manera
anal´ıtica que el me´todo BFL tiene esta precisio´n en la velocidad y precisio´n de primer
orden en la presio´n.
3.3.4. Condiciones de borde Interpolacio´n de Yu
Yu et al. [55] utilizan una interpolacio´n simple para imponer condiciones de borde de
velocidad utilizando una expresio´n u´nica; no es necesario diferenciar los casos ∆ ≥ 0.5, y
∆ < 0.5 como ocurre con los me´todos presentados en las secciones 3.3.2 y 3.3.3 y en la
mayor´ıa de las propuestas de la literatura basadas en bounce-back.
El me´todo utiliza dos interpolaciones en la imposicio´n de las condiciones de borde.
Con una de ellas se estima una funcio´n distribucio´n sobre la frontera en xw; ∀x ∈ Nb y en
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las direcciones i ∈ NIb(x) se conoce fi¯(x, t), fi¯(x + ci¯δt, t), y fi¯(x + ciδt, t) del proceso de
distribucio´n, v´ıa interpolacio´n se obtiene
fi¯(xw, t) = fi¯(x, t) + ∆ (fi¯(x + ci¯δt, t)− fi¯(x, t)) +
+
∆(∆− 1)
2
(fi¯(x + ci¯δt, t)− 2fi(x, t) + fi(x + ciδt, t)) (3.17)
Utilizando bounce-back en la direccio´n ci¯ en el punto de borde xw (expresio´n (3.2)) con
velocidad uw, es posible encontrar una expresio´n para fi(xw, t):
fi(xw, t) = fi¯(xw, t) + 6
ωi¯
c2
ρ(xB, t) (ci¯ · uw) (3.18)
Luego se pueden determinar fi(x, t) utilizando la siguiente interpolacio´n cuadra´tica:
fi(x, t) = fi(xw, t) +
∆
1 + ∆
(fi(x + ciδt, t)− fi(xw, t)) +
−∆
[
fi(x + 2ciδt, t)
∆ + 2
− fi(x + ciδt, t)
∆ + 1
+
fi(xw, t)
(∆ + 1)(∆ + 2)
]
(3.19)
con (3.18) y (3.19) es posible determinar las variables necesarias para imponer condiciones
de borde de velocidad.
Una de las mayores ventajas de este me´todo es que brinda una expresio´n u´nica, va´lida
para todo ∆. Es necesario determinar la densidad ρ(xw, t) en el punto de borde xw. Se
utilizan dos opciones ρ(xw, t) = ρ(x, t) y una media del valor de densidad en los nodos
primeros vecinos, no se observan diferencias en los resultados entre ambas propuestas. Se
debe tener especial cuidad y verificar que la masa se conserve en los problemas que se
analiza, ambas elecciones para determinar la densidad generan problemas de conservacio´n
de masa que se adicionan a los introducidos por la interpolacio´n intr´ınseca del me´todo. La
validez de este me´todo no depende del modelo de colisiones utilizado, luego es aplicable
al LBM-BGK y al LBM-MRT.
Implementacio´n: La implementacio´n es menos elaborada respecto de las presentadas
en las secciones 3.3.2 y 3.3.3, no es necesario utilizar diferentes expresiones segu´n el valor de
∆. Pueden existir algunas particularidades en la implementacio´n, el me´todo interpolacio´n
de Yu no puede ser aplicado sobre los nodos x ∈ Nbwn . Sobre estos nodos es implementan
me´todos locales como el de bounce-back (seccio´n 3.2.1) o los presentados en [59].
Precisio´n: Yu et al. [55] muestran mediante verificaciones nume´ricas que el me´todo
propuesto tiene precisio´n de segundo orden. Resuelven algunos problemas t´ıpicos obte-
niendo resultados similares a los encontrados con el me´todo de la seccio´n 3.3.2. Mencionan
buenas propiedades de estabilidad sin una demostracio´n expl´ıcita o ana´lisis nume´rico que
valide esta afirmacio´n.
3.3.5. Condiciones de borde Extrapolacio´n de Guo-Zheng-Shi
Este me´todo es presentado por Guo et al. [56] para imponer condiciones de borde en
problemas cuasi—incompresibles en el LBM-BGK. Se basa en la descomposicio´n de la fun-
cio´n distribucio´n segu´n la expresio´n (B.5) propuesta por Chapman-Enskog (ver ape´ndice
B): fi = f
eq
i + f
neq
i .
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Guo et al. [56] proponen para el LBM-BGK y ∀x ∈ Nb en las direcciones i ∈ NIb(x):
fi(x, t+ dt) = f¯
eq
i (x + ci¯δt, t) +
(
1− 1
τ
)
f¯neqi (x + ci¯δt, t) (3.20)
donde f¯eqi (x + ci¯δt, t) es una funcio´n distribucio´n de equilibrio ficticia; para problemas
cuasi—incompresibles se utiliza una expresio´n similar a (2.36):
f¯eqi (x + ci¯δt, t) = ωi
[
ρw + ρ0
(
3 (ci · u˜)
c2
+
9 (ci · u˜)2
2c4
− 3u˜ · u˜
2c2
)]
(3.21)
donde ρw ≡ ρ(x, t), y u˜ es una aproximacio´n de la velocidad en x + ci¯δt que se estima
mediante extrapolacio´n lineal:
u˜ = u˜1 , ∆ ≥ 3
4
(3.22)
u˜ = ∆u˜1 + (1−∆) u˜2 , ∆ < 3
4
(3.23)
con
u˜1 =
u(xw, t) + (∆− 1) u(x, t)
∆
(3.24)
u˜2 =
2u(xw, t) + (∆− 1) u(x + ciδt, t)
1 + ∆
(3.25)
Por motivos de estabilidad nume´rica Guo et al. [56] proponen los l´ımites en ∆ de las
expresiones (3.22) y (3.23). La funcio´n de no equilibrio en (3.20) se aproxima utilizando
las funciones de no equilibrio en los nodos x y x+ciδt con el mismo criterio de extrapolacio´n
que el implementado para la velocidad:
f¯neqi (x + ci¯δt, t) = f
neq
i (x, t) , ∆ ≥
3
4
(3.26)
f¯neqi (x + ci¯δt, t) = ∆f
neq
i (x, t) + (1−∆) fneqi (x + ciδt, t) , ∆ <
3
4
(3.27)
Luego de la ecuacio´n (3.20) quedan definidas las variables en los nodos de borde. Dadas
las hipo´tesis iniciales bajo las que se desarrolla el me´todo presentado, este es aplicable en
la forma expuesta solo a modelos cuasi—incompresibles con operador de colisiones BGK.
Implementacio´n: La implementacio´n es similar a la de las secciones anteriores donde
se utilizan diferentes expresiones en los bordes segu´n valores de ∆. Igual que los me´todos
de las secciones anteriores, el de extrapolacio´n de Guo-Zheng-Shi no puede ser aplicado
sobre los nodos x ∈ Nbwn . Las expresiones (3.25) y (3.27) no pueden ser evaluadas en estos
casos.
Precisio´n: El me´todo tiene precisio´n de segundo orden en la velocidad, en [56] veri-
fican de manera nume´rica esta convergencia del error en la velocidad. El me´todo tiene
caracter´ısticas de estabilidad comparables con las del presentado en la seccio´n 3.3.2.
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3.4. Tratamiento de cuerpos en movimiento
En problemas generales la frontera ∂Ω puede desplazarse con respecto a la grilla LBM,
Ω = Ω(t); luego los conjuntos de nodos utilizados para imponer condiciones de borde en
las fronteras del problema, definidos en las secciones 3.1 y 3.3.1, dependen del tiempo. En
estos casos es necesario determinar, para cada paso temporal, los conjuntos de nodos de
intere´s y los dema´s para´metros utilizados para imponer las condiciones de borde en los
nodos x ∈ Nb. Este procedimiento es computacionalmente costoso, en especial cuando se
consideran fronteras arbitrarias en movimiento. Si el movimiento de la frontera esta´ pres-
crito, puede a priori conocerse para todo tiempo como sera´ la variacio´n de los conjuntos de
nodos. Si el movimiento es arbitrario, resultado por ejemplo de resolver alguna ecuacio´n de
movimiento o deformacio´n de la frontera, es necesario ejecutar para todo paso de tiempo
el procedimiento de bu´squeda y seleccio´n de nodos para determinar a que conjunto per-
tenecen. En el ape´ndice E se muestran detalles de un algoritmo elemental utilizado para
determinar los conjuntos de nodos y dema´s para´metros de intere´s.
Como resultado del desplazamiento de la frontera, nodos que pertenecen al conjunto
fluido a tiempo t pueden formar parte del conjunto de nodos so´lidos a tiempo t + δt y
viceversa. Es decir, un nodo de borde x ∈ NF (t) /∈ NF (t + δt). Lo mismo ocurre para
nodos x ∈ Ns(t) /∈ Ns(t+ δt).
Los nodos x ∈ Ns(t) ∈ NF (t+ δt) requieren un tratamiento especial ya que a tiempo
t+δt son nodos del fluido, y a tiempo t son nodos del so´lido. Es necesario asignar un valor
inicial a las variables del nuevo nodo para poder evolucionar en el problema de fluido.
Existen diferentes propuestas en la literatura para asignar valores iniciales a estos nodos.
Un me´todo pra´ctico y simple es evolucionar sobre todos los nodos (x ∈ (NF ∪ Ns)) de la
grilla como si fuesen todos nodos fluido, luego cuando un nodo cambia de dominio tiene
siempre un valor inicial ficticio asignado. Esta metodolog´ıa se utiliza con frecuencia, elimi-
na la indeterminacio´n del problema en el nodo pero impone valores ficticios que introducen
perturbaciones en el dominio fluido, en especial se pueden observar importantes perturba-
ciones en la presio´n. Otro me´todo simple, consiste en asignar las variables al nuevo nodo
utilizando la funcio´n distribucio´n de equilibrio. En este caso las variables macrosco´picas se
obtienen como valores medios en los nodos primeros vecinos del dominio fluido (x ∈ NF ).
Me´todos ma´s precisos y elaborados para inicializar las variables pueden ser encontrados en
[54, 62–64]. En {LBM} se implementan todos los me´todos mencionados en esta seccio´n.
Para los problemas con movimiento de fronteras que se resuelven se utilizan los propuestos
en [54, 62, 63]. Estos producen resultados similares y se utilizan sin distincio´n. Las pertur-
baciones observadas con estos me´todos en la inicializacio´n son menores a las del me´todo
de evolucio´n simple o asignacio´n de la funcio´n distribucio´n de equilibrio.
3.5. Fronteras abiertas con condicio´n de salida - condicio´n
de borde convectiva
Existen problemas en meca´nica de fluido caracterizados por dominios f´ısicos extensos
o cuasi-infinitos4. Es un desaf´ıo representarlos utilizando un dominio computacional aco-
tado, tan pequen˜o como sea posible (con motivo de reducir el costo computacional), y que
capture la f´ısica del problema de manera precisa. Las condiciones de borde para modelar
fronteras abiertas permiten representar, sin afectar la f´ısica del problema (fluido en el inte-
rior) o degradar la precisio´n intr´ınseca del LBM, un dominio f´ısico extenso o cuasi-infinito
4Comparado con una escala espacial caracter´ıstica del problema
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mediante un dominio computacional finito. Se pueden encontrar diferentes propuestas en
la literatura para tratar fronteras abiertas en el contexto del LBM. Las formulaciones se
diferencian si el modelo del fluido es de flujo cuasi—incompresibles o compresible.
En problemas de flujo cuasi—incompresible es posible dividir las propuestas en dos
categor´ıas: las formuladas en variables mesosco´picas [36, 91], y las formuladas en va-
riables macrosco´picas [59–62]. Las u´ltimas son extensiones de las condiciones de borde
extensamente utilizadas en los me´todos cla´sicos5 de CFD para resolver las ecuaciones de
Navier-Stokes.
En el caso de flujo compresible se utilizan condiciones de borde absorbentes, o de no
reflexio´n para representar fronteras abiertas. Estas permiten tratar de manera particular
los bordes, brindando caracter´ısticas de continuidad del dominio f´ısico, absorbiendo las
perturbaciones de origen f´ısico o nume´rico sin generar reflexiones en la frontera. Perturba-
ciones de origen nume´rico ocurren por inicializaciones no f´ısicas del problema, generando
ondas de presio´n ficticias que se desplazan a la velocidad del sonido local. En el LBM se
utilizan dos me´todos para modelar fronteras absorbentes: condiciones de borde formuladas
en caracter´ısticas [72, 73], y las denominadas absorbing layers [92, 93]. Ambos me´todos
son extensiones de condiciones de borde utilizadas en me´todos nume´ricos cla´sicos para
resolver las ecuaciones de Navier-Stokes o Euler compresibles [94–96]. Es posible utilizar
estos me´todos en problemas cuasi—incompresibles, en especial cuando las perturbaciones
son importantes y quieren eliminarse del dominio fluido en un tiempo relativamente corto.
En este trabajo se tiene especial intere´s en problemas cuasi—incompresibles no es-
tacionarios. En el LBM son analizados [59–62] me´todos tales como: condicio´n de borde
de Newmann simple (NBC), tipo Newmann ”do-nothing condition” (DNC), borde con
tensio´n normal cero (ZNS), y condiciones de borde convectivas (CBC). Yang et al. [61]
muestra que el me´todo CBC brinda los mejores resultados para modelar los problemas de
intere´s, con una precisio´n O(δx2) en problemas estacionarios. Si la distancia desde una
regio´n donde existen gradientes en las variables que definen la dina´mica del fluido (presio´n,
velocidad) hasta una frontera abierta con condicio´n de salida es mayor a alguna longitud
caracter´ıstica (variable para cada problema), la utilizacio´n de uno u otro me´todo para
tratar la frontera con condiciones de salida no influye significativamente en los resultados.
En este trabajo se utiliza el me´todo CBC, las fronteras donde se imponen CBC (∂ΓCBC)
deben satisfacer:
∂φ
∂t
+ v¯n ·∇φ(x, t) = 0 , x ∈ ∂ΩCBC , t ∈ [0, T ] (3.28)
con φ una funcio´n de la velocidad o la presio´n, y v¯ una velocidad de referencia a definir.
∂ΓCBC ∈ ∂Γ es una porcio´n de ∂Γ donde se imponen CBC. n es un vector normal a
∂ΓCBC en la direccio´n saliente a Γ.
3.5.1. CBC en fronteras regulares coincidentes con la grilla
Se considera ∂ΓCBC de geometr´ıa regular coincidentes con la grilla y perpendicular a
alguno de los ejes cartesianos. Se imponen condiciones convectivas para la velocidad u, en
este caso se tienen tantas ecuaciones como la (3.28) como componentes de la velocidad.
Para ∂ΓCBC con vector normal n = (1, 0, 0), de la expresio´n (3.28) escrita en forma discreta
5Me´todos de diferencias finitas (FDM), me´todo de volu´menes finitos (FVM), y me´todo de elementos
finitos (FEM)
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se tiene:
u(x, t+ δt) ≈ u(x, t)− v¯δt
2δx
(u(x− 2δx, t)− 4u(x− δx, t) + 3u(x, t)) , (3.29)
donde la derivada espacial se aproxima por un esquema en diferencias descentrado (back-
ward) de segundo orden, y la derivada temporal por uno de primer orden (forward).
Se debe prescribir v¯ en la ecuacio´n (3.29), para lo cual se pueden encontrar varios cri-
terios en la literatura: en [61] establecen v¯ igual a la velocidad media en ∂ΓCBC ; en [111]
proponen v¯ igual a la velocidad de la corriente libre ‖u∞‖ con alguna condicio´n adicional
para asegurar conservacio´n de la masa en Γ. u∞ es una velocidad uniforme, sin pertur-
baciones, suficientemente lejos de las regiones con presencia de gradientes en las variables
macrosco´picas. Problemas de conservacio´n de la masa son observados y cuantificados en
[61] para algunos casos de prueba t´ıpicos en el contexto del LBM.
Conocida u(x, t+ δt) de la ecuacio´n (3.29) en x ∈ ∂ΓCBC se puede utilizar el me´todo
presentado en la seccio´n 3.2.3 para determinar las variables mesosco´picas en ∂ΓCBC que
satisfacen la CBC en la velocidad. Tambie´n se utilizo´ el me´todo de extrapolacio´n de Guo-
Zheng-Shi de la seccio´n 3.3.5, se obtienen resultados aceptables y comparables con los
obtenidos utilizando el me´todo de la seccio´n 3.2.3.
En la seccio´n 3.6 se resuelve un problema de verificacio´n para comprobar el me´todo
de condiciones de borde y algoritmo implementado en {LBM} . Se obtienen resultados
aceptables utilizando esta condicio´n de borde para diferentes configuraciones del dominio
computacional. Se utiliza v¯ = cte adoptando dos valores particulares: la velocidad media
u¯in y la ma´xima uma´x en la seccio´n de entrada. Con v¯ = u¯in se encuentran inestabilidades
nume´ricas en el borde de salida. Con v¯ = uma´x se obtienen los mejores resultados, sin
problemas de inestabilidad nume´rica y conservacio´n de la masa en l´ımites aceptables. Se
obtienen variaciones de la masa < 1 % en los diferentes problemas analizados.
La desventaja principal de este me´todo, de esperar dada la formulacio´n, es que existen
reflexiones notables6 de las ondas de presio´n en ∂ΓCBC . Cuando estas reflexiones son
importantes, este inconveniente puede solucionarse utilizando condiciones de borde de no
reflexio´n para modelar los bordes abiertos. Se implementan estas condiciones de borde
en {LBM} , se prueba y verifica su funcionamiento en problemas 2D encontrando una
atenuacio´n de las reflexiones como las presentadas en la literatura [72, 73].
3.6. Problema de verificacio´n
En esta seccio´n utilizamos algunos de los me´todos de condicio´n de borde presentados
en este cap´ıtulo para analizar un problema de meca´nica de fluido con resultados conocidos.
Por simplicidad y extensio´n de e´ste trabajo, se presenta un u´nico problema de verificacio´n
3D a bajos nu´meros de Reynolds. En [74] se realizaron evaluaciones de varios problemas
2D. En los cap´ıtulos siguientes se muestran resultados de problemas particulares algo ma´s
complejos, permitiendo verificar el algoritmo utilizado ({LBM} ), y de manera indirecta
los me´todos para imponer condiciones de borde.
Se analiza la influencia de los me´todos de condiciones de borde sobre las fuerzas que
el fluido ejerce sobre un arreglo plano de esferas, perio´dico en la direccio´n transversal al
flujo. La configuracio´n del problema se presenta de manera esquema´tica en la figura 3.2.
6Las reflexiones de las perturbaciones de presio´n son de menor intensidad a las encontradas cuando se
impone presio´n en el borde de salida.
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Se utilizan diferentes configuraciones del dominio computacional a nu´mero de Reynolds
Re = 10. Utilizando el me´todo de momentum exchange (ME) [1] que se presenta en el
Figura 3.2: Esquema de la configuracio´n de un arreglo plano de esferas, perio´dico en la
direccio´n transversal al flujo.
Cap´ıtulo 4, se evalu´a la fuerza de arrastre sobre la esfera (fuerza en la direccio´n del eje x en
la figura 3.2). En las dema´s direcciones las fuerzas son cero en el problema estacionario que
se analiza. Por comparacio´n directa de resultados LBM respecto de los presentados en la
literatura [112] se evalu´an los me´todos de condiciones de borde implementados. Tambie´n
se verifican resultados utilizando el me´todo de CBC de la seccio´n 3.5 para diferentes confi-
guraciones del dominio computacional, en especial se evalu´a la influencia de las variaciones
en la longitud del dominio.
Para comparar resultados en configuraciones que respeten condiciones de similitud, se
evalu´a el coeficiente de resistencia definido como:
CD =
Fx
1
2ρU
2pir2
(3.30)
con Fx la fuerza ejercida por el fluido sobre la esfera en la direccio´n x, y r el radio de la
esfera. La esfera esta´ posicionada en el centro de un canal de seccio´n transversal cuadrada
H ×H, a una distancia H de la seccio´n de entrada, con Hr = 10.
Las diferentes configuraciones esta´n definidas por: una combinacio´n de las condiciones
de borde utilizadas en las fronteras, el modelo LBM y esquema de velocidades, y la longitud
del dominio fluido que se utiliza. Para modelar el arreglo plano de esferas, sobre las paredes
laterales horizontales y verticales se imponen condiciones de simetr´ıa de la seccio´n 3.2.2.
Sobre la seccio´n de entrada se impone velocidad U uniforme y constante; se utiliza el
me´todo de la seccio´n 3.2, que por simplicidad se lo denomina DVP (Dirichlet velocidad-
presio´n). En la seccio´n de salida se utilizan dos me´todos para imponer condiciones de
borde, el me´todo DVP para imponer un valor de presio´n y el me´todo de CBC. Se analiza
una u´nica discretizacio´n del problema siguiendo las recomendaciones presentadas en [112],
con r = 5.5δx. Esto resulta en una discretizacio´n de nx × ny × nz = 165× 55× 55 cuando
L = 3H.
Para el nu´mero de Reynolds del problema, es posible aproximar la expresio´n (3.30)
como:
CD =
24φ
Re
, φ =
Fx
6piµUr
(3.31)
con φ un para´metro de ajuste que contempla cuanto se aparta el problema de uno de Stokes.
Yu et al. [112] realizan una serie de pruebas y determinan un valor medio φaverage ∼ 1.963
con un error del 1.1 %, luego CD ≈ 4.71, (±0.05).
En la tabla 3.1 se muestran los resultados obtenidos para las diferentes configuraciones.
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En la columna BC de la tabla se indican las diferentes condiciones de borde utilizadas.
test Me´todo Modelo CD τ BC L
- Yu et al. [112] D3Q19 4.71 0.7 – –
1 {LBM} D3Q15-BGK 4.724 0.565 BFL 3H
2 ” D3Q15-MRT 4.719 ” ” ”
3 ” D3Q19-BGK 4.714 ” ” ”
4 ” D3Q19-MRT 4.711 ” ” ”
5 ” D3Q27-BGK 4.722 ” ” ”
6 ” ” 4.779 ” MSL ”
7 ” ” 4.687 ” YI+DVP ”
8 ” D3Q19-BGK 5.027 ” BB ”
9 ” ” 5.028 ” A ”
10 ” ” 4.820 0.6 BB ”
11 ” D3Q15-BGK 4.715 ” BFL+CBC ”
12 ” ” 4.715 ” ” 2.5H
13 ” ” 4.714 ” ” 2.0H
14 ” ” 4.712 ” ” 1.8H
15 ” ” 4.703 ” ” 1.6H
16 ” ” 4.656 ” ” 1.4H
Tabla 3.1: Coeficientes de resistencia CD de una esfera a Re = 10 para un arreglo plano
de esferas, perio´dico en la direccio´n transversal al flujo. Resultados obtenidos utilizando
diferentes configuraciones del dominio fluido, modelos LBM y me´todos de condiciones de
borde. BC: condiciones de borde, L: longitud del dominio computacional. Referencias de
BC: BFL: Bouzidi (seccio´n 3.3.3), DVP: Dirichlet velocidad y presio´n (seccio´n 3.2), YI:
Yu interpolacio´n (seccio´n 3.3.4), BB: bounce-back (seccio´n 3.2.1), A: Aidun [62, 113]
Las siglas denotan el me´todo de condicio´n de borde utilizado para representar la frontera
de geometr´ıa arbitraria y la superficie de la esfera. Si existen segundas siglas, denotan que
en la seccio´n de salida se utiliza el me´todo CBC. Si no se explicitan segundas siglas el
me´todo de condicio´n de borde a la salida es el DVP con presio´n impuesta. En la figura
3.3 se muestra la distribucio´n de velocidad para el test 2 de la tabla 3.1.
De la tabla 3.1 se puede observar que los resultados con mayor diferencia respecto
de las referencias, son los obtenidos con me´todo de condiciones de borde bounce-back
(BB) de la seccio´n 3.2.1, y el presentado por [62, 113] denotado con A (por Aidun).
Que existan diferencias apreciables no debe sorprender para la discretizacio´n utilizada,
en ambos casos la geometr´ıa no se representa de manera suave. Los resultados obtenidos
con la combinacio´n de condiciones de borde BFL+CBC brinda resultados aceptables, en
comparacio´n con los obtenidos en [112], para las seis longitudes del dominio computacional.
La analizada con L = 1.6H puede considerarse un l´ımite inferior en la longitud aceptable
del dominio computacional.
Los para´metros y coeficientes de relajacio´n elegido en los casos LBM-MRT (D3Q15
y D3Q19) son los presentados en [37]. En el modelo D3Q19 algunos coeficientes de rela-
jacio´n propuestos en esta referencia brindan inestabilidades para el problema analizado.
En especial el coeficiente de relajacio´n relacionado con el momento m[16] donde se elige
s[16] = 1.7 (s[16] = 1.98 proponen en [37]) para evitar inestabilidades nume´ricas.
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Figura 3.3: Distribucio´n de velocidad en dos secciones ortogonales que atraviesan el
dominio computacional. El resultado que se muestra corresponde al test 2 de la tabla 3.1.
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Cap´ıtulo 4
Evaluacio´n de fuerzas
En meca´nica de fluidos es de gran importancia disponer de un me´todo robusto y preci-
so para determinar las fuerzas1 que un fluido ejerce sobre un cuerpo o frontera de intere´s.
Varios me´todos fueron propuestos en el contexto del LBM, la mayor´ıa se encuentra inclui-
do dentro de las categor´ıas: integracio´n de tensiones (SI) o momentum exchange (ME).
La integracio´n de tensiones esta´ basada en la aproximacio´n hidrodina´mica cla´sica [114–
116]. En el LBM el tensor de tensiones es una variable local, si la frontera del cuerpo no
es coincidente con la grilla, es necesario extrapolar el tensor de tensiones desde los nodos
ma´s cercanos a la superficie. Luego en el SI se obtiene la fuerza total en el cuerpo mediante
integracio´n del tensor de tensiones en toda la superficie. El procedimiento en el ME es ma´s
simple. Introducido por Ladd [49, 117], esta´ basado en una idea heur´ıstica; se obtiene la
fuerza evaluando el intercambio de cantidad de movimiento entre la superficie del cuerpo
y el fluido. El fluido esta´ representado por “part´ıculas” cuya cantidad de movimiento es
simple de escribir en te´rminos de las variables LBM que describen el fluido en la escala
mesosco´pica. Luego la fuerza total es la suma de todas las contribuciones debido al in-
tercambio de cantidad de movimiento, sobre todos los nodos del borde Nb en todas las
direcciones i : i¯ ∈ NIb. En el contexto del LBM, el me´todo SI tiene un costo computacional
superior al ME.
Luego de la propuesta inicial de Ladd [49, 117] existieron contribuciones que mejoraron
el ME. Aidun et al. [62, 113] presentan un me´todo computacionalmente ma´s eficiente e
introduce mejoras para evaluar fuerzas sobre cuerpos con movimiento. Mei et al. [65]
proponen un me´todo para evaluar fuerzas utilizando condiciones de borde en fronteras de
geometr´ıa arbitraria. Encontrando problemas en la evaluacio´n de cuerpos en movimiento,
Wen et al. [67] y Krithivasan et al. [64] basados en el trabajo de Mei et al. [65], presentan
algunas correcciones que mejoran las estimaciones en estos casos.
Todos los me´todos de ME citados fueron espec´ıficamente disen˜ados para el LBM.
Propuestos de manera heur´ıstica, con correcciones ad-hoc para resolver problemas par-
ticulares, fueron implementados y probados para resolver una variedad de problemas en
meca´nica de fluidos computacional. Salvo el trabajo de Caiazzo et al. [118], donde realizan
un ana´lisis ma´s riguroso del ME utilizando expansio´n asinto´tica, los me´todos presentados
no tienen una derivacio´n formal en la literatura.
En este cap´ıtulo proponemos una derivacio´n formal del ME. Desde una perspectiva
de la meca´nica de fluidos, se encuentran las expresiones del ME y algunos te´rminos de
correccio´n previamente introducidos ad-hoc. En particular se encuentra que el ME cla´sico
1Por simplicidad se denota como fuerzas en general, para hacer referencia a la evaluacio´n de fuerza y
torque, sin distincio´n.
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[65] es va´lido u´nicamente para evaluar fuerzas del fluido sobre cuerpos esta´ticos. Se muestra
que las correcciones propuestas en Wen et al. [66] y Aidun et al. [62] son aproximaciones
adecuadas cuando se evalu´an fuerzas en un marco de referencia fijo a la grilla LBM. Siendo
tambie´n va´lidas las correcciones alternativas de Wen et al. [67] y Krithivasan et al. [64],
aproximaciones formuladas en un marco de referencia en movimiento con la frontera del
cuerpo.
El contenido de este cap´ıtulo esta basado en el trabajo presentado en [1].
4.1. Me´todo de momentum exchange
En la propuesta inicial de ME introducida por Ladd [49, 117] modela la superficie del
cuerpo como una la´mina delgada y r´ıgida que hace de interfaz entre dos fluidos. El interior
del cuerpo es considerado tambie´n un fluido y se aplican condiciones de borde a ambos
lados (interior y exterior) de la frontera. Utiliza condiciones de borde midway bounce-back
(seccio´n 3.2.1), y evalu´a las fuerzas considerando el fluido a ambos lados de la frontera.
Aidun et al. [62, 113] introduce algunas mejoras a la propuesta de Ladd, presenta un
me´todo robusto para analizar part´ıculas en suspensio´n con relaciones de densidad solido-
fluido arbitrarias. Excluye la evaluacio´n del fluido en el interior del cuerpo e introduce
una modificacio´n al me´todo de condicio´n de borde midway bounce-back, en la evaluacio´n
de las fuerzas considera u´nicamente el fluido exterior. Adiciona de manera heur´ıstica una
contribucio´n impulsiva debido a los nodos que entran o salen del cuerpo cuando la frontera
tiene movimiento relativo a la grilla.
Basado en la idea de ME, Mei et al. [65] propone un me´todo para evaluar fuerzas
utilizando condiciones de borde en fronteras de geometr´ıa arbitraria. Como en [62], esta
formulacio´n excluye la necesidad de modelar el fluido interno. El me´todo propuesto tiene
problemas de precisio´n en la evaluacio´n de fuerzas cuando la frontera tiene movimiento
relativo a la grilla [66, 116]. Existen algunas propuestas para mejorar este comportamien-
to, Wen et al. [66] presentan una mejora introduciendo te´rminos de fuerza impulsivos.
Estos te´rminos tienen origen en los nodos que son cubiertos y descubiertos cuando la fron-
tera del cuerpo tiene movimiento respecto de la grilla. Estas correcciones generan cierta
controversia, siendo la discusio´n principal las perturbaciones o ”ruido” significativo que
introducen en la evaluacio´n de las fuerzas. Existen aproximaciones para evaluar fuerzas
sobre cuerpos con fronteras en movimiento que no introducen contribuciones impulsivas.
Basados en el trabajo de Mei et al. [65], Wen et al.[67] y Krithivasan et al. [64] proponen
me´todos similares (sin una prueba rigurosa) para evaluar el intercambio de cantidad de
movimiento en la frontera; estas evaluaciones esta´n formuladas en un marco de referencia
que se desplaza con la frontera del cuerpo.
Utilizando el LBM presentado en el Cap´ıtulo 2, con condiciones de borde del Capitulo
3, se resuelve el flujo de fluido alrededor de un cuerpo sumergido en una regio´n del espacio
denotada por Γ. Se considera a Γ como una regio´n fija del espacio respecto a un marco de
referencia inercial. En la Figura 3.1 se muestra un esquema de las regiones de intere´s.
El cuerpo sumergido ocupa una sub-regio´n Ω(t) ⊂ Γ que se considera siempre conte-
nida en Γ. Como se indica en la notacio´n, Ω(t) puede moverse y cambiar de forma. El
movimiento del cuerpo se asume prescrito, Ω es una funcio´n dada del tiempo t. Ω(t) puede
estar determinado por integracio´n de las ecuaciones de movimiento del cuerpo.
Como se muestra en el cap´ıtulo 3, las condiciones de borde pueden ser pensadas como
un flujo artificial dentro de Ω. Este flujo artificial interno puede ser descompuesto en
q flujos, uno para cada direccio´n de velocidad discreta ci. Se utiliza la Figura 3.1 para
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explicar el efecto de estos flujos. Considerando el nodo de borde F y la direccio´n ci desde
A a F , en cada paso de tiempo el rol de las condiciones de borde es remplazar el valor de
fˆi(xA, t), obtenido del proceso de colisiones, por uno nuevo adecuadamente construido tal
que se satisfaga en el borde la condicio´n macrosco´pica requerida. El me´todo de condicio´n de
borde introduce en cada paso de tiempo una cierta cantidad de movimiento en la direccio´n
ci. Se deriva el ME evaluando la cantidad de movimiento que el me´todo de condicio´n de
borde introduce por unidad de tiempo. En este sentido se evalu´a la fuerza que cada flujo
artificial ejerce al flujo de fluido externo. Contabilizando estas contribuciones para cada
direccio´n i se obtiene la fuerza total que el cuerpo sumergido aplica sobre el flujo que lo
rodea. Por principio de accio´n y reaccio´n, la fuerza que el fluido externo ejerce sobre el
cuerpo sumergido es opuesta a la descrita anteriormente.
Ma´s adelante utilizamos el sistema de part´ıculas ficticias asociado a la velocidad ci
que a tiempo t esta´ exactamente dentro de Ω(t). A tiempo t+ δt este sistema se desplaza
una cantidad ciδt. Se denota con Pi,t(t′) al conjunto de nodos asociado al sistema de
part´ıculas a tiempo t′, con Pi,t(t′) su cantidad de movimiento a tiempo t′. Se denota con
N ts al conjunto de nodos en Ω(t).
En las secciones siguientes se introducen algunos resultados de utilidad y luego se
deriva la fuerza y el torque que el fluido ejerce al cuerpo a trave´s de su superficie. Se
abordan casos de cuerpos esta´ticos y en movimiento.
4.1.1. Teorema de transporte de Reynolds
Para futuras referencias en el cap´ıtulo se presenta brevemente el teorema de transporte
de Reynolds. Consideremos primero el caso de un fluido, donde ΩS(t) denota una regio´n
que encierra una porcio´n fija de materia. En este caso la velocidad de la superficie ∂ΩS(t)
en cualquier punto es precisamente la velocidad del fluido en ese punto. Se denota con
η(x, t) una densidad (de volumen) que describe alguna propiedad del fluido (densidad
de masa, densidad de cantidad de movimiento, densidad de momento angular, etc.) La
propiedad extensiva correspondiente es
NS(t) =
∫
ΩS(t)
η(x, t) dx. (4.1)
El teorema de transporte dice que
dNS
dt
=
∫
ΩS(t)
∂η
∂t
dx +
∮
∂ΩS(t)
ηu · nˆ dS. (4.2)
con u denotando la velocidad del fluido, y nˆ es una normal al borde ∂ΩS en direccio´n
saliente a ΩS .
De manera independiente se considera un volumen de control2 ΩC(t) con movimiento
arbitrario, y con v(x, t) se denota la velocidad de un punto en la superficie ∂ΩC(t). En
este caso se tiene:
d
dt
∫
ΩC(t)
η dx =
∫
ΩC(t)
∂η
∂t
dx +
∮
∂ΩC(t)
ηv · nˆ dS. (4.3)
Para algu´n tiempo particular de intere´s se elige a ΩC(t) coincidente con ΩS(t), no nece-
sariamente coincidente para otro tiempo. Esto es ΩC(t) = ΩS(t), esta igualdad puede no
2Regio´n del fluido definida por conveniencia, no necesariamente se mueve con el fluido.
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mantenerse para t′ 6= t. Luego es posible eliminar el primer te´rmino del lado derecho en
(4.2) utilizando (4.3), obteniendo
dNS
dt
=
d
dt
∫
ΩC(t)
η dx +
∮
∂ΩC(t)
η(u− v) · nˆ dS. (4.4)
Notar que u − v es la velocidad del fluido en el punto del borde con respecto al mismo
punto de borde.
Estamos interesados en dos casos particulares. Uno cuando N = P es la cantidad
de movimiento total contenido en ΩS(t), tal que η = ρ(x, t)u(x, t). El otro es cuando
N = H es el momento angular total con respecto a un punto de referencia x0, tal que
η = r(x) × ρ(x, t)u(x, t), con r(x) = x − x0. La evaluacio´n de la ecuacio´n (4.2) o (4.4)
para los casos de cantidad de movimiento y momento angular brindan la fuerza o el torque
aplicado sobre el fluido contenido en ΩS(t) = ΩC(t).
El primer te´rmino del lado derecho en (4.4) representa la variacio´n total de η contenido
en el volumen de control ΩC(t). El segundo te´rmino del lado derecho es una integral de
superficie que evalu´a la cantidad η que fluye del volumen ΩC(t).
4.1.2. Fuerza
La cantidad de movimiento por unidad de tiempo en el i-e´simo sistema de part´ıculas
es:
dPi,t
dt
=
Pi,t(t+ δt)−Pi,t(t)
δt
+O(δt) (4.5)
donde
Pi,t(t
′) = δxd
∑
A∈Pi,t(t′)
cifi(xA, t
′). (4.6)
Despreciando te´rminos O(δt) se tiene:
dPi,t
dt
' δx
d
δt
( ∑
A∈Pi,t(t+δt)
cifi(xA, t+ δt)−
∑
A∈Pi,t(t)
cifi(xA, t)
)
. (4.7)
La expresio´n (4.6) es la componente i de la versio´n discretizada en el sentido del LBM de
la cantidad demovimiento del fluido artificial en un dominio Ω(t).S
4.1.3. Fuerza sobre cuerpos esta´ticos
Se asume en primer lugar el caso de cuerpos esta´ticos, Ω y N ts son constantes en el
tiempo. Como consecuencia del desplazamiento del sistema de part´ıculas de t a t+ δt, el
conjunto de nodos que lo representa se modifica, adicionando nuevos nodos y perdiendo
otros en el desplazamiento. Estos conjuntos se los denota como Gi y Li para los nodos
ganados y perdidos en el desplazamiento. Este desplazamiento se ejemplifica en la Figura
4.1 para el modelo D2Q9 en las direcciones i = 1 y i = 5. El modelo D2Q9 se muestra en
la seccio´n C.1
El primer te´rmino de (4.7) puede ser reescrito utilizando los conjuntos Gi y Li. Para
simplificar notacio´n se define gi = cifi(xA, t + δt), luego el primer te´rmino en (4.7) se
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Figura 4.1: Diagrama esquema´tico de las a´reas ocupadas por Pi,t(t) y Pi,t(t+ δt) para
i = 1, 5. La figura muestra en escala de grises un a´rea proporcional al taman˜o del conjunto
de nodos Gi ganados y Li perdido cuando Pi,t(t) se desplaza una longitud δx en las
direcciones c5 (esquema a) y c1 (esquema b) del modelo D2Q9.
puede expresar: ∑
A∈Pi,t(t+δt)
gi =
∑
A∈Gi
gi −
∑
A∈Li
gi +
∑
A∈Pi,t(t)
gi (4.8)
Remplazando en (4.7) y sumando para los q sistemas se obtiene la aproximacio´n LBM a
la fuerza en el sistema de part´ıculas en Ω
Fc(t) ' δxd
∑
i∈Nq
∑
A∈Pi,t(t)
ci
fi(xA, t+ δt)− fi(xA, t)
δt
+
δxd
δt
∑
i∈Nq
(∑
A∈Gi
gi −
∑
A∈Li
gi
)
(4.9)
Es de intere´s comparar la expresio´n anterior con el teorema de transporte de Rey-
nolds (4.4) aplicado a los flujos artificiales dentro de Ω(t). La fuerza introducida por las
condiciones de borde es una fuerza de restriccio´n sobre el cuerpo tal que lo mantiene en
una posicio´n fija. El primer te´rmino del lado derecho de (4.9) es una aproximacio´n LBM
al te´rmino de volumen en (4.4). El segundo te´rmino en (4.9) esta´ compuesto de la suma
sobre conjuntos de nodos pro´ximos al borde ∂Ω. Esta es la aproximacio´n LBM al te´rmino
en la superficie de (4.4). Como la interaccio´n entre el cuerpo y el fluido que lo rodea ocu-
rre u´nicamente a trave´s de la superficie del cuerpo, estamos interesado u´nicamente en el
segundo te´rmino de (4.9). Por principio de accio´n y reaccio´n, la fuerza que el fluido ejerce
sobre el cuerpo es:
Ff (t) ' δx
d
δt
∑
i∈Nq
(
−
∑
A∈Gi
gi +
∑
A∈Li
gi
)
(4.10)
Notar que A ∈ Li si y solo si existe un nodo B ∈ Gi¯ tal que xA = xB + ciδt. Luego:
Ff (t) ' δx
d
δt
∑
i∈Nq
(
−
∑
A∈Gi
cifi(xA, t+ δt) +
∑
A∈Gi¯
cifi(xA + ciδt, t+ δt)
)
(4.11)
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La anterior se puede reescribir considerando que una suma sobre todos los conjuntos Gi¯ se
puede escribir como una suma sobre todo Gi:
Ff (t) ' −δx
d
δt
∑
i∈Nq
∑
A∈Gi
ci
(
fi(xA, t+ δt) + fi¯(xA + ci¯δt, t+ δt)
)
. (4.12)
Notando que
fi¯(xA + ci¯δt, t+ δt) = fˆi¯(xA, t) ; fi(xA, t+ δt) = fˆi(xA − ciδt, t). (4.13)
La ecuacio´n de la izquierda es el proceso de distribucio´n (streaming) desde un nodo de
borde en la direccio´n hacia Ω a trave´s del borde. La ecuacio´n de la derecha es el proceso
de distribucio´n desde un nodo interno a Ω en la direccio´n saliente a trave´s de la frontera;
este valor de fˆi lo provee el me´todo de condicio´n de borde. El valor de fˆi se obtiene del
proceso de colisio´n. La fuerza que el fluido ejerce sobre el cuerpo sumergido puede ser
escrita como:
Ff (t) ' −δx
d
δt
∑
i∈Nq
∑
A∈Gi
ci
(
fˆi(xA − ciδt, t) + fˆi¯(xA, t)
)
. (4.14)
Se debe tener especial cuidado al comparar la expresio´n (4.14) con las equivalentes presen-
tadas en la literatura, las definiciones del conjunto Gi suelen ser diferentes. La expresio´n
(4.14) es presentada extensivamente en la literatura [62, 65, 66, 116] como me´todo de
momentum exchange para evaluar fuerzas en cuerpos esta´ticos.
4.1.4. Fuerza sobre cuerpos en movimiento
Se derivan dos me´todos para evaluar la fuerza del fluido sobre cuerpos en movimiento.
Utilizando estos me´todos se muestra que las propuestas presentadas en [62, 66] y [64, 67]
son ambas una aproximacio´n adecuada para evaluar la fuerza del fluido sobre cuerpos
en movimiento. La validez y precisio´n de estas propuestas son analizadas en la literatura
u´nicamente v´ıa verificacio´n de resultados nume´ricos.
Cuando el cuerpo sumergido tiene movimiento, la regio´n Ω(t) y el conjunto de nodos
N ts no son constantes. Para movimientos arbitrarios, puede ocurrir que en algu´n tiempo t
el conjunto N t+δts sea el mismo que N ts . De todos modos es de utilidad definir los siguientes
conjuntos de nodos N ts+ y N ts− como:
A ∈ N ts+, si A ∈ N t+δts y A /∈ N ts ,
A ∈ N ts−, si A ∈ N ts y A /∈ N t+δts .
La Figura 4.2 muestra un esquema de una situacio´n t´ıpica cuando el cuerpo tiene movi-
miento arbitrario. En escala de grises se identifican regiones proporcionales a los conjuntos
de intere´s.
La expresio´n (4.8) sigue siendo va´lida en este caso. Sin embargo, a tiempo t + δt es
necesario hacer referencia a la nueva posicio´n del cuerpo3, se reescribe la sumatoria sobre
3Es necesario hacer esta referencia para identificar los te´rminos de borde y los volume´tricos
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Figura 4.2: Diagrama esquema´tico del a´rea ocupada por los nodos P1,t(t) y P1,t(t+ δt).
Las a´reas sombreadas en escala de grises son proporcionales al taman˜o de los conjuntos
de nodos N ts+ y N ts− (esquema a), y G1 y L1 (esquema b) como se definen en el texto.
Pi,t(t) como: ∑
A∈Pi,t(t)
gi =
∑
A∈N t+δts
gi +
∑
A∈N ts−
gi −
∑
A∈N ts+
gi (4.15)
4.1.4.1. Fuerza sobre cuerpos en movimiento: me´todo 1
Para encontrar la expresio´n que buscamos se remplaza (4.15) en (4.8) y este resultado
parcial en (4.7). Luego, sumando sobre i ∈ Nq se obtiene una aproximacio´n a la fuerza del
fluido actuando sobre el cuerpo Ω
Ff (t) ' δx
d
δt
∑
i∈Nq
(
−
∑
A∈Gi
ci
(
fˆi(xA − ciδt, t) + fˆi¯(xA, t)
)
−
∑
A∈N ts−
cifi(xA, t+ δt) +
∑
A∈N ts+
cifi(xA, t+ δt)
)
. (4.16)
Donde igual que antes, se considera la contribucio´n de los te´rminos superficiales en la
evaluacio´n de la fuerza. La ecuacio´n (4.16) tiene un te´rmino principal igual al obtenido
en el caso del cuerpo esta´tico, representando el cambio de cantidad de movimiento de las
part´ıculas a trave´s de la frontera. Adicionalmente se recuperan los dos u´ltimos te´rminos,
estos introducen una cantidad de movimiento asociada a los nodos que entran o salen de
Ω(t) como consecuencia de su desplazamiento. La expresio´n (4.16) es similar a la introdu-
cida en Aidun et al. [62] y Wen et al. [66], extensivamente utilizada en la literatura para
evaluar en el LBM la fuerza que un flujo de fluido ejerce sobre cuerpos en movimiento.
De la derivacio´n de (4.16) se muestra que los te´rminos adicionales de la formulacio´n pro-
puesta son necesarios para obtener la contribucio´n superficial completa en la evaluacio´n
de la fuerza sobre cuerpos en movimiento. En [62] y [66] estos te´rminos adicionales son
introducidos ad-hoc.
Existen diferencias menores entre la expresio´n (4.16) y las introducidas en [62] y [66].
En estas u´ltimas propuestas, para evaluar la fuerza a tiempo t, consideran los nodos que
ingresan o salen de Ω(t) entre t− δt y t (hacia atra´s en el tiempo). En la evaluacio´n de la
expresio´n (4.16) se requiere conocer N ts+ y N ts−, los conjuntos de nodos que entran y salen
de Ω entre t y t + δt (hacia adelante en el tiempo). La determinacio´n de estos conjuntos
es directa si el movimiento del cuerpo esta predeterminado para todo tiempo, en este caso
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la expresio´n (4.16) es expl´ıcita. Si el movimiento del cuerpo se obtiene simulta´neamente
con el fluido, la expresio´n (4.16) es impl´ıcita. En el u´ltimo caso es conveniente utilizar una
aproximacio´n para determinar N ts+ y N ts− tal que la ecuacio´n para la fuerza sea expl´ıcita.
Los resultados que se presentan en este trabajo se obtienen utilizando dos aproxima-
ciones diferentes para encontrar N ts+ y N ts−. La primera aproximacio´n es el procedimiento
propuesto en [62]. La segunda aproximacio´n es ma´s elaborada. Se obtiene N ts+ y N ts− por
aproximacio´n de la regio´n Ω(t + δt), considerando que el movimiento es con la velocidad
conocida en el paso temporal previo. Con esta informacio´n la fuerza puede ser evaluada a
tiempo t y luego se corrige el desplazamiento de Ω desde t a t+ δt. La segunda aproxima-
cio´n es computacionalmente mas costosa, dos desplazamientos de Ω deben ser evaluados
en cada paso de tiempo. Ambas aproximaciones brindan buenos resultados, sin diferencias
apreciables en los casos analizados. Sin embargo, la segunda propuestas se considera una
mejor aproximacio´n, existiendo la posibilidad de ser una representacio´n exacta en algunas
situaciones particulares.
Las variables asociadas a los nodos del conjunto N ts− no tienen valor asignado a tiempo
t ya que estos nodos ingresan a la regio´n del fluido entre t y t+δt. Como se menciona en la
seccio´n 3.4 varios me´todos para inicializar estas variables son propuestos en la literatura.
En los problemas de verificacio´n nume´rica analizados se utiliza el me´todo propuesto por
Lallemand et al. [54].
La evaluacio´n de la fuerza mediante la expresio´n (4.16) presenta perturbaciones (o
ruido) en una frecuencia a la que los nodos entran y salen de Ω. Estas perturbaciones
tienen dos contribuciones. La de menor influencia es debida a una inicializacio´n incorrecta
de las variables en los nodos del borde que salen de Ω e ingresan en el fluido. La principal
fuente de ruido es la naturaleza impulsiva de los te´rminos en (4.16) relacionados con N ts+
y N ts−.
Como observacio´n final, la expresio´n (4.16) no presenta invariancia Galileana. Clausen
et al. [119] proponen una correccio´n para obtener invariancia Galileana en la evaluacio´n
de la fuerza cuando se utiliza el me´todo de Aidun et al. [62], que como se menciono´ ante-
riormente es similar a la ecuacio´n (4.16).
4.1.4.2. Fuerza sobre cuerpos en movimiento: me´todo 2
Wen et al. [67] y Krithivasan et al. [64] presentan un me´todo alternativo ad-hoc pa-
ra evitar el ruido indeseado en la evaluacio´n de fuerzas. Este me´todo se puede obtener
considerando que la derivada temporal de la cantidad de movimiento de las part´ıculas es
independiente del marco de referencia inercial utilizado.
La cantidad de movimiento de un elemento de fluido centrado en x, visto desde un
marco de referencia inercial que se mueve con velocidad v con respecto a la grilla, es escrito
en el LBM como una superposicio´n de q contribuciones de la forma (ci − v)fi(x, t). Para
evaluar (4.5) se elige en cada nodo A ∈ Pi,t(t) un marco de referencia inercial conveniente,
cuya velocidad con respecto a la grilla se denota con v(xA, t). Es conveniente enfatizar
aqu´ı que el flujo de fluido (f) esta´ siempre evaluado en un marco de referencia inercial fijo
a la grilla. Para cada part´ıcula es necesario mantener el mismo marco de referencia en el
lapso de tiempo (t, t+ δt) de la aproximacio´n. Luego, la cantidad de movimiento (que las
condiciones de borde adicionan) por unidad de tiempo del i-e´simo sistema de part´ıculas
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puede escribirse como:
dPˆi,t
dt
' δx
d
δt
( ∑
A∈Pi,t(t+δt)
(
ci − v(xA − ciδt, t)
)
fi(xA, t+ δt)
−
∑
A∈Pi,t(t)
(
ci − v(xA, t)
)
fi(xA, t)
)
. (4.17)
En analog´ıa con (4.8) se puede descomponer el primer sumando de (4.17) como:∑
A∈Pi,t(t+δt)
gˆi =
∑
A∈Pi,t(t)
gˆi +
∑
A∈Gi
gˆi −
∑
A∈Li
gˆi (4.18)
donde gˆi =
(
ci−v(xA−ciδt, t)
)
fi(xA, t+δt). La u´ltima suma sobre Li puede ser expresada
como suma sobre Gi¯, y la primer suma en (4.18) puede ser segmentada como en (4.15). Las
velocidades de los referenciales para los nodos en Li provienen de nodos externos Pi,t(t).
Elegimos v(xA−ciδt, t) = v(xA, t) para A ∈ Li. Utilizando esto en (4.17), sumando sobre
i y manteniendo u´nicamente los te´rminos de superficie se obtiene la fuerza del fluido sobre
el cuerpo:
Ff ' δx
d
δt
∑
i∈Nq
[ ∑
A∈N ts+
gˆi −
∑
A∈N ts−
gˆi −
∑
A∈Gi
((
ci − v(xA − ciδt, t)
)
fi(xA, t+ δt)
− (ci¯ − v(xA − ciδt, t))fi¯(xA − ci¯δt, t+ δt))] (4.19)
Se realiza una eleccio´n espec´ıfica de los referenciales utilizados para los nodos en Pi,t(t)
cercanos al borde. Se adopta v(xA, t) como una velocidad media de los puntos del borde
(ver la Figura 3.1) asociados a xA. Con esta eleccio´n, los primeros dos te´rminos del lado
derecho de (4.19) son despreciables; ambos
∑
i∈Nq cifi y
∑
i∈Nq v(xA − ciδt, t)fi(xA, t +
δt) son una aproximacio´n a ρu (∼ ρv) en el borde. Otros nodos no cercanos al borde
contribuyen en los te´rminos asociados al volumen y no se consideran, luego la eleccio´n del
referencial no es importante en estos nodos. El resultado obtenido es una discretizacio´n
en el sentido del LBM de los te´rminos de superficie en el lado derecho de (4.4).
Ff = −δx
d
δt
∑
i∈Nq
∑
A∈Gi
((
ci − v(xA − ciδt, t)
)
fˆi(xA − ciδt, t)
− (ci¯ − v(xA − ciδt, t))fˆi¯(xA, t)) (4.20)
El me´todo utilizado en [64, 67], en lugar de elegir un u´nico referencial para cada nodo
xA ∈ Pi,t(t) cercano al borde, utiliza diferentes referenciales para cada direccio´n i que
apunta hacia el borde. Esto es una aproximacio´n a (4.20) dada por
Ff = −δx
d
δt
∑
i∈Nq
∑
A∈Gi
((
ci − vA,i(t)
)
fˆi(xA − ciδt, t)−
(
ci¯ − vA,i(t)
)
fˆi¯(xA, t)
)
(4.21)
donde vA,i(t) es la velocidad de los puntos de borde xA en la direccio´n i. Wen et al.
[67] evalu´an nume´ricamente esta aproximacio´n y muestran que la ecuacio´n (4.21) tiene
invariancia Galileana.
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Ambas expresiones (4.16) y (4.20) son va´lidas y correctas, constituyen diferentes apro-
ximaciones de la fuerza ejercida por un flujo de fluido sobre un cuerpo inmerso. La ex-
presio´n (4.20) tiene algunas ventajas. Es computacionalmente ma´s eficiente ya que no es
necesario determinar N ts+ y N ts−. Como resultado el me´todo es siempre expl´ıcito y pre-
senta una notoria reduccio´n del ruido en la evaluacio´n de fuerzas como muestran Wen et
al. [67] para la aproximacio´n (4.21).
Si bien el me´todo presentado fue analizado y pensado en cuerpos cerrados, es posible
generalizar la evaluacio´n de fuerzas en fronteras de cuerpos abiertos. Un caso l´ımite es
aquel donde el cuerpo es una la´mina delgada con sus extremos no conectados. La impo-
sicio´n de las condiciones de borde trata ambas caras de la la´mina como la frontera de un
so´lido. Con la misma idea se puede evaluar la cantidad de movimiento aportado por el
me´todo de condicio´n de borde por unidad de tiempo. Como son solo de intere´s los te´rminos
superficiales en la formulacio´n propuesta, la evaluacio´n de las fuerzas puede realizarse. En
este sentido la expresio´n (4.20) es la ma´s apropiada cuando el cuerpo tiene movimiento.
4.1.5. Torque
La derivacio´n del torque ejercido por el flujo de un fluido sobre un cuerpo es ana´loga
a la de la fuerza. El momento angular por unidad de tiempo introducido por el i-e´simo
flujo artificial es:
dHi,t
dt
=
Hi,t(t+ δt)−Hi,t(t)
δt
+O(δt) (4.22)
donde
Hi,t(t
′) = δxd
∑
A∈Pi,t(t′)
r(xA)× cifi(xA, t′), (4.23)
con r(xA) = xA − x0, y Hi,t(t′) el momento angular del sistema de part´ıculas a tiempo
t′ con respecto a un punto fijo x0. Despreciando te´rminos O(δt) en la ecuacio´n (4.22) se
tiene:
dHi,t
dt
' δx
d
δt
( ∑
A∈Pi,t(t+δt)
r(xA)× cifi(xA, t+ δt)
−
∑
A∈Pi,t(t)
r(xA)× cifi(xA, t)
)
. (4.24)
La expresio´n (4.23) es la componente i de la versio´n discretizada en el sentido del LBM
del momento angular del fluido artificial en Ω(t).
Como se realiza en la seccio´n 4.1.2, primero se aborda el caso de cuerpo esta´tico y
luego se extiende la propuesta a un caso de cuerpo en movimiento.
4.1.6. Torque sobre cuerpos esta´ticos
Utilizando los conjuntos Gi y Li (ver la Figura 4.1) para reescribir el primer te´rminos
de (4.24), y denotando por simplicidad hi = r(xA)× cifi(xA, t+ δt) se tiene:∑
A∈Pi,t(t+δt)
hi =
∑
A∈Pi,t(t)
hi +
∑
A∈Gi
hi −
∑
A∈Li
hi (4.25)
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Insertando en (4.24) y sumando sobre los q sistemas se obtiene una aproximacio´n al torque
en Ω,
Tc(t) ' δxd
∑
i∈Nq
∑
A∈Pi,t(t)
r(xA)× ci fi(xA, t+ δt)− fi(xA, t)
δt
+
δxd
δt
∑
i∈Nq
(∑
A∈Gi
hi −
∑
A∈Li
hi
)
(4.26)
Como en el caso de la fuerza, podemos comparar esta expresio´n con el teorema de trans-
porte de Reynolds (4.4). Manteniendo la aproximacio´n a los te´rminos de superficie, se
obtiene una expresio´n para el torque que el flujo de fluido aplica sobre el cuerpo,
Tf (t) ' δx
d
δt
∑
i∈Nq
(
−
∑
A∈Gi
hi +
∑
A∈Li
hi
)
(4.27)
de la relacio´n entre xA ∈ Li y xB ∈ G i¯ (xA = xB + ciδt), y utilizando (4.13)
Tf ' −δx
d
δt
q−1∑
i=0
∑
A∈Gi
(
r(xA)× ci
(
fˆi(xA − ciδt, t) + fˆi¯(xA, t)
))
(4.28)
Esta expresio´n se utiliza y aparece extensivamente en la literatura [62, 65, 66, 116] como
el me´todo de momentum exchange para evaluar el torque en cuerpos esta´ticos.
4.1.7. Torque sobre cuerpos en movimiento
En esta seccio´n se sigue un procedimiento y razonamiento ana´logo al de la seccio´n 4.1.4.
Se muestran dos derivaciones que brindan me´todos alternativos para evaluar el torque.
Se reescribe el primer te´rmino del lado derecho de (4.25) para obtener la contribucio´n
superficial adecuada cuando el cuerpo se mueve,∑
A∈Pi,t(t)
hi =
∑
A∈N t+δts
hi +
∑
A∈N ts−
hi −
∑
A∈N ts+
hi (4.29)
4.1.7.1. Torque sobre cuerpos en movimiento: me´todo 1
Remplazando (4.29) en (4.25), y desde la ecuacio´n (4.24) sumando sobre los q sistemas
se obtiene una aproximacio´n al torque sobre el cuerpo a tiempo t. Luego el torque que el
flujo de fluido ejerce sobre el cuerpo en movimiento es:
Tf (t) ' −δx
d
δt
∑
i∈Nq
( ∑
A∈N ts−
hi −
∑
A∈N ts+
hi+
∑
A∈Gi
r(xA)× ci
(
fˆi(xA − ciδt, t) + fˆi¯(xA, t)
))
. (4.30)
donde se utiliza la relacio´n de los conjuntos Gi y Li, y las igualdades (4.13).
La expresio´n (4.30) tiene dos contribuciones al torque en Ω(t). La primera es la contri-
bucio´n de los nodos que entran y salen de Ω(t) como consecuencia de su desplazamiento a
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Ω(t + δt). Esta contribucio´n esta´ compuesta por te´rminos impulsivos como ocurre con el
me´todo de la seccio´n 4.1.4. El segundo es la contribucio´n debida al intercambio de cantidad
de movimiento a trave´s de la frontera del cuerpo como consecuencia del desplazamiento
del sistema de part´ıculas desde t a t+ δt.
La expresio´n (4.30) es similar a la presentada en la literatura para evaluar torque
cuando se analizan cuerpos en movimiento. Esta expresio´n introduce naturalmente los
te´rminos de correccio´n adicionados ad-hoc en [62] y [66].
Como en el caso de la fuerza, existe una diferencia entre la propuesta de este trabajo
y la presentada en [62] y [66]. Los me´todos difieren en el tiempo al cual los conjuntos de
nodos N ts+ y N ts− son evaluados. Para evitar una expresio´n impl´ıcita cuando el movimiento
del cuerpo no esta´ especificado, se utilizan me´todos de aproximacio´n ya presentados en la
seccio´n 4.1.4 para determinar estos conjuntos.
Como es de esperar, segu´n ya se introdujo en la evaluacio´n de la fuerza, en e´ste me´todo
se observan perturbaciones en el torque a una frecuencia equivalente al ingreso y salida de
nodos al dominio del cuerpo como consecuencia de su desplazamiento.
4.1.7.2. Torque sobre cuerpos en movimiento: me´todo 2
Como en el caso de la fuerza, se obtiene una derivacio´n alternativa para el torque
considerando la derivada temporal del momento angular para cada part´ıcula en diferentes
marcos de referencia. Los referenciales para evaluar el torque en los nodos de borde son
elegidos con un origen comu´n x0(t) y diferentes velocidades como se realiza en la deriva-
cio´n de (4.20). Se define r(xA, t) = xA − x0(t), donde x0(t) es el origen a tiempo t del
referencial inercial mo´vil. El momento angular por unidad de tiempo en el i-e´simo sistema
de part´ıculas es:
dHˆi,t
dt
' δx
d
δt
( ∑
A∈Pi,t(t+δt)
(r(xA, t+ δt)×
(
ci − v(xA − ciδt, t)
)
fi(xA, t+ δt)
−
∑
A∈Pi,t(t)
r(xA, t)×
(
ci − v(xA, t)
)
fi(xA, t)
)
. (4.31)
con
r(xA, t+ δt) = xA − x0(t)− v(xA − ciδt, t)δt =
= r(xA, t)− ciδt+
(
ci − v(xA − ciδt, t)
)
δt, (4.32)
donde el u´ltimo te´rmino en la 4.32 no contribuye en (4.31) debido al producto vectorial.
Desde la ecuacio´n (4.31), utilizando (4.25) y (4.29), con hi remplazado por hˆi =(
r(xA, t) − ciδt
) × (ci − v(xA − ciδt, t))fi(xA, t + δt), sumando sobre los q sistemas y
considerando te´rminos de la superficie se obtiene una aproximacio´n al torque que el flujo
de fluido ejerce sobre el cuerpo a tiempo t.
Tf (t) ' −δx
d
δt
∑
i∈Nq
( ∑
A∈N ts−
hˆi −
∑
A∈N ts+
hˆi+
+
∑
A∈Gi
[(
r(xA, t)− ciδt
)× (ci − v(xA − ciδt, t))fˆi(xA − ciδt, t)
− r(xA, t)×
(
ci¯ − v(xA − ciδt, t)
)
fˆi¯(xA, t)
])
. (4.33)
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Como ocurre con las fuerzas, los primeros dos te´rminos son despreciables y la ecuacio´n se
convierte en expl´ıcita. Como en el me´todo 2 para la evaluacio´n de la fuerza (seccio´n 4.1.4.2),
en cada nodo xA ∈ Pi,t(t) cercano al borde es posible tomar como aproximacio´n diferentes
referenciales para cada direccio´n i hacia el borde (i : i¯ ∈ NIb(xA)). La aproximacio´n
resultante es:
Tf (t) ' −δx
d
δt
∑
i∈Nq
(∑
A∈Gi
[(
r(xA, t)− ciδt
)× (ci − vA,i(t))fˆi(xA − ciδt, t)
− r(xA, t)×
(
ci¯ − vA,i(t)
)
fˆi¯(xA, t)
])
. (4.34)
donde vA,i(t) es la velocidad de los puntos de borde de xA en la direccio´n i. Notar que la
expresio´n presentada en [64, 67] puede ser obtenida desde (4.34) si el factor
(
r(xA, t)−ciδt
)
en el primer producto cruz es aproximado por r(xA, t).
4.2. Problemas de verificacio´n
En esta seccio´n se comparan los resultados obtenidos de las expresiones derivadas en
la seccio´n 4.1 para evaluar la fuerza y el torque sobre un cuerpo sumergido en un fluido.
Se analizan dos problemas con resultados conocidos, obtenidos con otros me´todos cla´sicos
de la meca´nica de fluido computacional (FEM y FDM).
Se tiene especial intere´s en analizar la dina´mica de dos cuerpos simples en sedimenta-
cio´n en un fluido Newtoniano contenido en un canal vertical. La geometr´ıa de los cuerpos
que se analizan son un disco circular y un disco el´ıptico. La precisio´n en la determinacio´n
de la fuerza y el torque sobre los cuerpos en sedimentacio´n afecta directamente su movi-
miento. Si las fuerzas son evaluadas de manera adecuada, el desplazamiento y rotacio´n de
los cuerpos a lo largo del dominio debe ser comparable con los datos presentados en la
literatura [66, 115, 116, 120].
Para resolver la dina´mica del fluido se utiliza un esquema de velocidad D2Q9, y el LBM-
BGK cuasi—incompresible con τ = 0.6. La densidad del fluido y viscosidad cinema´tica
utilizadas son ρf = 1000
kg
m3
y ν = 1×10−6 m2s respectivamente. El fluido esta´ inicialmente
en reposo y se impone velocidad cero en los bordes horizontales y verticales para todo
tiempo. En los bordes regulares se utiliza el me´todo de condicio´n de borde presentado en
la seccio´n 3.2.3, que para el caso bidimensional es equivalente al me´todo de Zou et al. [46]
(ver seccio´n C.4.4). Sobre la frontera de geometr´ıa no regular se imponen condicio´n de
borde Dirichlet de velocidad, se utiliza el me´todo FH-MSL de la seccio´n 3.3.2. Sobre los
cuerpos actu´a la fuerza de la gravedad g = 9.81 m
s2
, paralela al eje y con direccio´n positiva
segu´n el sistema de coordenadas que se utiliza (ver Figura 4.3).
El movimiento de cada cuerpo se determina por integracio´n de las ecuaciones de movi-
miento de Newton. La fuerza aplicada en cada cuerpo esta dada por: la fuerza del fluido,
el peso y la fuerza de flotacio´n. El torque aplicado solo tiene origen en el generado por el
flujo de fluido. Para integrar en el tiempo se utiliza el esquema nume´rico Euler Forward, de
primer orden de precisio´n como el LBM (ver seccio´n 2.4). Tambie´n se verificaron los resul-
tados con un me´todo de integracio´n de dos pasos (Adams-Bashforth), no se encontraron
diferencias apreciables en los resultados.
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(a) (b)
Figura 4.3: Diagramas esquema´ticos de los problemas de sedimentacio´n de un disco y
una elipse en un canal vertical bidimensionales. Figura A: Esquema del disco circular en
sedimentacio´n. Figura B: Esquema del disco el´ıptico en sedimentacio´n.
4.2.1. Sedimentacio´n de un disco circular
En este problema de verificacio´n se analiza la dina´mica de un disco bidimensional en
sedimentacio´n a lo largo de un canal vertical. En la Figura 4.3a se muestra un esquema del
problema que se analiza. Se evalu´a la dina´mica del disco para dos relaciones de densidad
rρ = ρb/ρf , con ρb y ρf la densidad del cuerpo y del fluido respectivamente.
Las dimensiones del canal vertical son W = 4d y H = 8W ; el dia´metro del disco es
d = 1× 10−3 m. El centro del disco esta´ inicialmente ubicado en (x, y) = (7.6× 10−4, 0) m
con el origen del sistema de coordenadas en 2.5×10−2 m desde el borde horizontal inferior
del canal como se muestra en la Figura 4.3a. Se discretiza el dominio computacional con
nx × ny = 135× 1073 nodos de grilla.
Se evalu´an las performance del me´todo para dos relaciones de densidad rρ = 1.01, y
1.03. En la Figuras 4.4, 4.5 y 4.7, 4.8 se muestra como funcio´n del tiempo la velocidad
horizontal y vertical, la trayectoria del centro del disco, y su rotacio´n angular para rρ = 1.01
y rρ = 1.03 respectivamente.
Cuando el disco es liberado desde la posicio´n inicial a tiempo t = 0 s, comienza su
desplazamiento y rotacio´n a lo largo del canal. Como se puede observar en las Figuras 4.4,
4.5 y 4.7, 4.8, el disco tiene un movimiento inicial transitorio, convergiendo luego a uno
estacionario.
Se comparan resultados utilizando el ME cla´sico (4.14) y (4.28), y el me´todo corre-
gido propuesto dado por (4.16), (4.30) y (4.21), (4.34). En la figura 4.6 se muestra una
comparacio´n de los resultados obtenidos con los presentados por Wen et al. [66] para el
mismo problema4. Los resultados obtenidos con el me´todo corregido tienen una buena
correlacio´n con los presentados en Li et al. [116] (obtenido utilizando LBM con SI), Wen
et al. [66] (obtenido utilizando LBM con una expresio´n similar a (4.16), (4.30)) y Feng
et al. [120] (obtenidos utilizando FEM). Se pueden observar visibles discrepancias en la
determinacio´n de la velocidad horizontal y la posicio´n del disco obtenida con el me´todo
cla´sico y el me´todo corregido. Las mayores diferencias en los resultados entre ambos me´to-
dos se encuentran en el re´gimen transitorio; no se observan diferencias significativas en el
re´gimen estacionario. Observaciones similares son realizadas en [66] y [116].
4Se excluye una comparacio´n de resultados para la evolucio´n del a´ngulo de rotacio´n ya que Wen et al.
[66] no presentan expl´ıcitamente este valor.
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4.2.2. Sedimentacio´n de un disco el´ıptico
En esta seccio´n se presenta un problema similar al anterior, se analiza la dina´mica de
sedimentacio´n de un disco el´ıptico en un fluido Newtoniano contenidos en un canal vertical.
Este problema tiene resultados conocidos, espec´ıficamente tomamos como referencia uno
presentado por [115] donde el autor utiliza LBM con SI para obtener las fuerzas del fluido
sobre el cuerpo.
En la Figura 4.3b se muestra un diagrama esquema´tico de la configuracio´n geome´trica.
El problema esta caracterizado por tres para´metros adimensionales, la relacio´n de aspecto
α = a/b, la relacio´n de bloqueo β = W/a, y la relacio´n de densidad rρ como se definio´ en
la seccio´n 4.2.1; con a y b el eje de mayor y menor longitud de la elipse respectivamente,
y W el ancho del canal vertical.
Xia et al. [115] realizan un ana´lisis exhaustivo de este problema de sedimentacio´n.
Estudian la influencia de los para´metros adimensionales en la dina´mica del cuerpo. Por
simplicidad en este trabajo se analiza el problema con una u´nica relacio´n de bloqueo,
elegida tal que no existan interacciones del cuerpo con las fronteras del canal5. El intere´s
de esta seccio´n es verificar el me´todo propuesto, no brindar una descripcio´n completa del
problema de sedimentacio´n.
Las pruebas nume´ricas se realizan con una u´nica configuracio´n geome´trica. Se utiliza
a = 1× 10−3 m, relacio´n de aspecto α = 2 y relacio´n de bloqueo β = 4.0. Las propiedades
del fluido son las mismas que las utilizadas en el problema de la seccio´n 4.2.1. Inicialmente
el fluido esta´ en reposo, el centro de la elipse posicionada en (x, y) = (0.5W, 0) m, con el
origen del sistema de coordenadas a 4.8× 10−2 m desde la frontera horizontal inferior del
canal vertical. Para eliminar la simetr´ıa del problema se elige una posicio´n angular inicial
θ0 =
pi
4 . Siguiendo lo presentado en [115], se adopta para el canal vertical una altura de
H = 50a y un anchoW = 4a. El dominio se discretiza con una grilla de nx×ny = 135×1676
y se utilizan tres relacio´n de densidad rρ = 1.10, rρ = 1.30 y rρ = 1.50.
En las Figuras 4.9 y 4.10 se muestra la dina´mica de las variables en funcio´n del tiempo
para rρ = 1.10. Se evalu´a el problema de intere´s utilizando los diferentes me´todos presen-
tados. En la Figura 4.10 se presenta la trayectoria completa de la elipse evaluada con: ME
cla´sico (4.14), (4.28) y los me´todos corregidos dados por (4.16), (4.30) y (4.21), (4.34).
Los resultados encontrados con el me´todo corregido tienen una buena correlacio´n con
los de Xia et al. [115]. Se puede apreciar de las Figuras 4.9 y 4.10, que existe una importante
diferencia entre el me´todo ME cla´sico y el corregido, en especial en el re´gimen transitorio
inicial. De la Figura 4.10 se puede observar tambie´n que existe una diferencia en la posicio´n
horizontal final segu´n se obtiene con uno u otro me´todo de evaluacio´n de las fuerzas.
Es posible notar de la Figura 4.9 que los resultados obtenidos utilizando las expresiones
(4.16) y (4.30), que contienen te´rminos impulsivos en la evaluacio´n de las fuerzas, presentan
perturbaciones apreciables. Especialmente se pueden notar con claridad en el detalle donde
se muestran resultados de la velocidad vertical. Estas perturbaciones no se observan cuando
se utilizan las ecuaciones (4.21) y (4.34) que no contienen te´rminos impulsivos.
En las Figuras 4.11 y 4.12 se muestra de forma comparativa la dina´mica de las variables
del problema en funcio´n del tiempo para rρ = 1.10, rρ = 1.30, y rρ = 1.50. El incremento
se rρ aumenta la caracter´ıstica oscilatoria del problema, el comportamiento de las variables
es oscilatorio para rρ = 1.30 y rρ = 1.50.
5Problemas de mu´ltiples cuerpos interactuando, o cuando un cuerpo se aproxima a una frontera del
problema deben tratarse de manera especial. Cuando las fronteras entre si este´n separadas distancias
menores a δx, es necesario utilizar un modelo particular para contemplar la interaccio´n de contacto [121].
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4.3. Comentarios y conclusiones
En este cap´ıtulo se realizo´ una revisio´n del me´todo de momentum exchange (ME) para
evaluar las fuerzas que un flujo de fluido ejerce sobre un cuerpo sumergido, mostrando una
derivacio´n alternativa basada en principios elementales de la meca´nica de fluidos. Para el
caso de cuerpos esta´ticos se recuperan las expresiones cla´sicas presentadas en la literatura.
Se puede observar de la derivacio´n presentada que las expresiones para cuerpos esta´ticos
(ME cla´sico) no son apropiadas para evaluar fuerza y torque sobre cuerpos en movimien-
to. En este sentido, como casos particulares es posible recuperar dos aproximaciones a
los me´todos heur´ısticos propuestos en la literatura para evaluar fuerza y torque sobre
cuerpos en movimiento. Se muestra que estas dos propuestas son va´lidas y constituyen
dos aproximaciones diferentes del mismo problema. Una de ellas, dada por las ecuaciones
(4.21) y (4.34) brinda resultados de fuerzas con menos perturbaciones o ruido y es tambie´n
computacionalmente ma´s eficiente.
El me´todo ME que se propone no utiliza en su derivacio´n ningu´n tratamiento particu-
lar de las fronteras del cuerpo, en principio no existen limitaciones en utilizar los me´todos
disponibles en la literatura para imponer condiciones de borde. Tampoco existen limita-
ciones en el modelo de colisiones utilizado, siendo el me´todo de aplicacio´n general en el
LBM-BGK y LBM-MRT.
En los problemas de verificacio´n se evalu´an las expresiones obtenidas analizando dos
problemas de sedimentacio´n de cuerpos r´ıgidos con resultados conocidos: sedimentacio´n
de un disco circular y un disco el´ıptico en un fluido Newtoniano contenido en un canal
vertical. Los resultados presentados muestran una diferencia apreciable cuando se analizan
cuerpos en movimiento; en especial entre los encontrados con el me´todo de ME corregido en
comparacio´n con el me´todo de ME cla´sico de las ecuaciones (4.14) y (4.28). Los resultados
obtenidos tienen una buena correlacio´n con los presentados por otros autores utilizando
diferentes me´todos de la meca´nica de fluido computacional.
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Figura 4.4: Resultados obtenidos del problema del disco circular en sedimentacio´n (Figu-
ra 4.3a) con rρ = 1.01. El tiempo esta´ expresado en segundos y la velocidad en mil´ımetros
por segundo. En l´ınea de trazos se muestran los resultados obtenidos con (4.14), y (4.28),
con ◦ los obtenidos del me´todo corregido (4.16) y (4.30), y en l´ınea continua los obtenidos
de (4.21), (4.34).
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Figura 4.5: Resultados obtenidos del problema del disco circular en sedimentacio´n (Fi-
gura 4.3a) con rρ = 1.01. El tiempo esta´ expresado en segundos, el espacio en mil´ımetros,
y el a´ngulos en radianes. En l´ınea de trazos se muestran los resultados obtenidos con
(4.14), y (4.28), con ◦ los obtenidos del me´todo corregido (4.16) y (4.30), y en l´ınea
continua los obtenidos de (4.21), (4.34).
66
Cap´ıtulo 4. Evaluacio´n de fuerzas
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 0  0.5  1  1.5  2  2.5  3  3.5  4  4.5  5  5.5  6
ve
lo
ci
da
d 
ho
riz
on
ta
l
tiempo
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 0  0.5  1  1.5  2  2.5  3  3.5  4  4.5  5  5.5  6
ve
lo
ci
da
d 
ve
rti
ca
l
tiempo
 0
 2
 4
 6
 8
 10
 12
 14
 16
 18
 20
 0.75  1  1.25  1.5  1.75  2  2.25
y
x
Figura 4.6: Resultados obtenidos del problema del disco circular en sedimentacio´n (Fi-
gura 4.3a) con rρ = 1.01. El tiempo esta´ expresado en segundos, el espacio en mil´ımetros.
En l´ınea de trazo continuo se presentan los resultados obtenidos con (4.21) y (4.34), con
◦ los resultados extra´ıdos de Wen et al. [66] ([66] no presenta resultados expl´ıcitos de θ).
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Figura 4.7: Resultados obtenidos del problema del disco circular en sedimentacio´n (Figu-
ra 4.3a) con rρ = 1.03. El tiempo esta´ expresado en segundos y la velocidad en mil´ımetros
por segundo. En l´ınea de trazos se muestran los resultados obtenidos con (4.14), y (4.28),
con ◦ los obtenidos del me´todo corregido (4.16) y (4.30), y en l´ınea continua los obtenidos
de (4.21), (4.34).
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Figura 4.8: Resultados obtenidos del problema del disco circular en sedimentacio´n (Fi-
gura 4.3a) con rρ = 1.03. El tiempo esta´ expresado en segundos, el espacio en mil´ımetros,
y el a´ngulos en radianes. En l´ınea de trazos se muestran los resultados obtenidos con
(4.14), y (4.28), con ◦ los obtenidos del me´todo corregido (4.16) y (4.30), y en l´ınea
continua los obtenidos de (4.21), (4.34).
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Figura 4.9: Resultados obtenidos del problema del disco el´ıptico en sedimentacio´n (Figu-
ra 4.3b) con rρ = 1.1. El tiempo esta´ expresado en segundos y la velocidad en mil´ımetros
por segundo. En l´ınea de trazos se muestran los resultados obtenidos con (4.14), y (4.28),
con ◦ los obtenidos del me´todo corregido (4.16) y (4.30), y en l´ınea continua los obtenidos
de (4.21), (4.34).
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Figura 4.10: Resultados obtenidos del problema del disco el´ıptico en sedimentacio´n
(Figura 4.3b) con rρ = 1.1. El tiempo esta´ expresado en segundos, el espacio en mil´ımetros,
y el a´ngulos en radianes. En l´ınea de trazos se muestran los resultados obtenidos con (4.14),
y (4.28), con ◦ los obtenidos del me´todo corregido (4.16) y (4.30), y en l´ınea continua los
obtenidos de (4.21), (4.34).
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Figura 4.11: Comparacio´n de resultados del problema del disco el´ıptico en sedimentacio´n
(Figura 4.3b) con rρ = 1.1, rρ = 1.3 y rρ = 1.5. El tiempo esta´ expresado en segundos y
la velocidad en mil´ımetros por segundo.
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Figura 4.12: Comparacio´n de resultados del problema del disco el´ıptico en sedimentacio´n
(Figura 4.3b) con rρ = 1.1, rρ = 1.3 y rρ = 1.5. El tiempo esta´ expresado en segundos, el
espacio en mil´ımetros, y el a´ngulos en radianes.
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Existen problemas en meca´nica de fluidos que esta´n caracterizados por regiones locali-
zadas donde ocurren gradientes espaciales significativos en las variables macrosco´picas del
fluido. Para resolver adecuadamente estas variaciones espaciales se requieren taman˜os de
grilla acordes a la escala en que estas se producen. La escala ma´s pequen˜a a resolver im-
pone una cota ma´xima sobre el taman˜o de grilla δx a utilizar en el problema, siendo δx la
distancia ma´s pequen˜a entre dos nodos primeros vecinos en una grilla LBM. La utilizacio´n
de una grilla cartesiana de nodos equiespaciados (grilla simple) junto con esta restriccio´n
en δx, impone una condicio´n global en el taman˜o de grilla para satisfacer un requerimiento
local en regiones pequen˜as del dominio. El resultado es en general una grilla en extremo
refinada sobre regiones del dominio que no lo requieren. Esta configuracio´n incrementa
el costo computacional, limitando en muchos casos el taman˜o y tipo de problemas que
pueden resolverse en computadoras esta´ndar y tiempos razonables.
En un problema t´ıpico en el LBM se cubre el dominio computacional con un arreglo
conveniente de grillas. Este puede ser tan simple como una u´nica grilla de taman˜o δx
uniforme, o formar un arreglo complejo de grillas con diferentes δx. Por simplicidad se
considera que el conjunto de nodos en una grilla simple forman siempre un paralelep´ıpedo
ortogonal en problemas tridimensionales (o un recta´ngulo en problemas bidimensionales).
Cuando ocurren variaciones espaciales aproximadamente uniformes en las variables ma-
crosco´picas del fluido, una grilla simple para representar todo el dominio computacional es
una eleccio´n apropiada. Por el contrario, cuando existen grandes variaciones espaciales de
las variables macrosco´picas en pequen˜as regiones del dominio, utilizar un arreglo de grillas
con diferente δx reduce el costo computacional del problema. El me´todo para integrar en
un dominio computacional un conjunto de grillas simples con diferente δx se denomina
me´todo de refinamiento de grilla.
En el LBM existen al menos dos me´todos de refinamiento de grilla1 : me´todo multi-
grilla (MG) [52, 68] y me´todo multi-dominio (MD) (o multi-bloque) [69–71]. En el me´todo
MG, las grillas simples con menor δx esta´n siempre superpuesta sobre otras con mayor
δx. Si consideramos cada taman˜o de grilla como capas o niveles de refinamiento, en el MG
varias capas de grillas pueden superponerse, como se muestra de manera esquema´tica en
la figura 5.1. En el me´todo MD, las grillas con diferente δx esta´n solapadas parcialmente
en un conjunto particular de nodos. Este solapamiento es en una pequen˜a regio´n entre dos
grillas adyacentes con diferente δx. En la figura 5.2 se muestra de manera esquema´tica
una configuracio´n de grillas con el me´todo MD.
1En la literatura es frecuente encontrar me´todos de refinamiento basados en una formulacio´n volume´trica
del LBM, donde los puntos de grilla se consideran centrados en las celdas [122–124].
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En los esquemas de las figuras 5.1 y 5.2 se utilizan tres niveles de refinamiento. Se
denota con ngs a la cantidad de taman˜os de grilla o niveles de refinamiento utilizados, y
con gs = i , i = 0, . . . , ngs − 1 se identifica un nivel de grilla en particular; ngs = 3 en los
esquemas de las figuras 5.1 y 5.2. El sub´ındice i esta´ relacionado al taman˜o de grilla δxi,
incrementos en i indica una reduccio´n en δx.
Al utilizar arreglos de grillas cartesianas uniformes, existe la siguiente relacio´n: δxi+1 =
δxi
rf
entre los taman˜os de grilla en los diferentes niveles de refinamiento, con rf > 1 un
entero denominado factor de refinamiento. rf puede variar entre los diferentes niveles de
refinamiento, en este trabajo se elige un valor u´nico. En los esquemas de las figuras 5.1 y
5.2, rf = 2.
Figura 5.1: Esquema de un dominio bidimensional con una zona central de refinamiento
utilizando el me´todo MG. Izq.: grillas posicionadas segu´n su ubicacio´n en el dominio.
Der.: desglose de las grillas en los diferentes niveles de refinamiento. gs denota el nivel de
refinamiento.
Figura 5.2: Esquema de un dominio bidimensional con una zona central de refinamiento
utilizando el me´todo MD. Izq.: grillas posicionadas segu´n su ubicacio´n en el dominio.
Der.: desglose de las grillas en los diferentes niveles de refinamiento. gs denota el nivel de
refinamiento.
En este trabajo se utiliza e implementa exclusivamente el me´todo MD. Esta eleccio´n
se basa en las mejores performance nume´ricas que presenta [70, 71] y un requerimiento
inferior de memoria para almacenamiento de datos frente al me´todo MG. Como desventaja,
requiere una implementacio´n algo ma´s compleja dada la necesidad de crear una interfaz
para transferencia de datos entre niveles de refinamiento.
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Definido un me´todo de refinamiento, existen diferentes estrategias para establecer el
arreglo de grillas (distribucio´n y taman˜os a utilizar) en el dominio del problema. El me´todo
de refinamiento a priori es la estrategia ma´s elemental. La distribucio´n de las grillas en el
dominio es previa a resolver el problema de fluido y se mantiene esta´tica para todo tiempo.
En problemas no estacionarios, las escalas ma´s pequen˜as a resolver y su posicio´n dentro del
dominio fluido son variables dina´micas del problema. El me´todo de refinamiento a priori
no es la opcio´n ma´s eficiente en estos casos, lo ma´s apropiado es utilizar un me´todo de
refinamiento adaptativo [70, 125], donde es posible modificar la posicio´n y el arreglo de las
grillas en tiempo de ejecucio´n. Tomando algu´n criterio adecuado estos me´todos ajustan
en tiempo de ejecucio´n el δx localmente para resolver las escalas de intere´s.
En este trabajo se implementa una estrategia intermedia entre las dos mencionadas
anteriormente. Se establece una distribucio´n inicial donde queda fijo ngs y la cantidad de
grillas que se utilizan. Sin embargo, se permite un ajuste en la dimensio´n de las grillas
y su posicio´n en el dominio fluido en tiempo de ejecucio´n, la regio´n de refinamiento no
es esta´tica. Se implementa un algoritmo para mover el arreglo de grillas siguiendo algu´n
patro´n de desplazamiento particular. Este algoritmo de desplazamiento es utilizado para
analizar problemas de sedimentacio´n de cuerpos r´ıgidos, donde un conjunto de grillas
siguen al cuerpo r´ıgido en su desplazamiento.
5.1. Me´todo de refinamiento multi-dominio - MD
En un problema de refinamiento utilizando el me´todo MD con ngs niveles de refina-
miento, cada grilla puede considerarse un problema de fluido aislado que se resuelve de
manera independiente con condiciones de borde particulares. En los bordes donde dos
grillas con niveles de refinamiento gs consecutivos se solapan, las condiciones de borde se
imponen utilizando una grilla de interfaz. Son necesarias ngs − 1 interfaces para vincular
los ngs niveles de refinamiento. Estas son grillas LBM esta´ndar con dimensiones apropia-
das posicionadas conveniente. Existe un v´ınculo (o intercambio de informacio´n) entre un
conjunto de nodos particular en los niveles gs = i y gs = i − 1 (i = 1, . . . , ngs − 1) para
reconstruir y fijar condiciones de borde que permiten evolucionar temporalmente en la
solucio´n del problema de fluido.
En las figuras 5.3 y 5.4 se muestran de manera esquema´tica las interfaces que se
utilizan en el problema de la figura 5.2 con ngs = 3. La superposicio´n que genera la
interfaz esta´ definida por el nu´mero de nodos de solapamiento nIi, el mostrado en las
figuras 5.3 y 5.4 es indicativo. En general nIi depende del problema que se analiza, si se
consideran modelos de turbulencia, se requiere una mayor cantidad de nodos en la interfaz
[71].
Para facilitar la implementacio´n del me´todo MD, cada nivel de refinamiento se cons-
truye como un arreglo de mu´ltiples grillas regulares. Cada grilla es un subdominio compu-
tacional independiente o problema aislado con condiciones de borde particulares que lo
vinculan con el resto del problema. Esta configuracio´n es cla´sica en meca´nica de fluidos
computacional (CFD) y se la denomina particio´n de dominio. Se utiliza generalmente para
incrementar la performance nume´rica, permitiendo resolver los mu´ltiples subdominios de
manera independiente utilizando te´cnicas de paralelizacio´n. En el contexto del LBM, esta
estrategia facilita la adicio´n de dominios regulares para formar las interfaces.
Luego es posible distinguir al menos tres tipos de bordes en las diferentes grillas o
subdominios en un problema de refinamiento: bordes con condiciones prescritas, bordes de
solapamiento, y bordes de continuidad. Los bordes con condiciones prescritas constituyen
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Figura 5.3: Detalle del nivel de refinamiento gs = 1 y la interfaz (en escala de grises) que
lo vincula con el gs = 0. Extracto del problema presentado en la figura 5.2. Se muestra
tambie´n una vista desplegada de la interfaz y la grilla. Los nodos se identifican de manera
esquema´tica con el s´ımbolo . El nu´mero de nodos de la interfaz es indicativo.
Figura 5.4: Detalle del nivel de refinamiento gs = 2 y la interfaz (en escala de grises) que
lo vincula con el gs = 1. Extracto del problema presentado en la figura 5.2. Se muestra
tambie´n una vista desplegada de la interfaz y la grilla. Los nodos se identifican de manera
esquema´tica con el s´ımbolo . El nu´mero de nodos de la interfaz es indicativo.
un l´ımite del dominio computacional (o fluido), las variables esta´n prescritas y determina-
das para todo tiempo segu´n las condiciones de borde del Cap´ıtulo 3. Los bordes de solapa-
miento demarcan un l´ımite entre dos niveles de refinamiento, no se dispone de condiciones
de borde prescritas, existe continuidad del dominio fluido, y se tiene una discontinuidad
en la discretizacio´n espacial. Los bordes de continuidad existen por utilizar particio´n de
dominio en un mismo nivel de refinamiento, son la frontera de unio´n entre grillas con el
mismo δx. Sobre estas fronteras existe continuidad del dominio fluido y las condiciones de
borde son de transferencia directa entre las grillas que comparten la frontera.
Definidas las condiciones iniciales del problema, la evolucio´n temporal en los diferentes
niveles de refinamiento — siguiendo un orden jera´rquico que se detalla ma´s adelante —
no puede completarse, los bordes de solapamiento esta´n indeterminados. No es posible
completar el proceso de distribucio´n (streaming - ecuacio´n (2.21)) en los nodos que perte-
necen a estos bordes, dado que por construccio´n, existen direcciones para las cuales no se
dispone de nodos vecinos en el mismo estado temporal.
En la figura 5.5 se muestra un esquema con la configuracio´n de mu´ltiples grillas re-
gulares formando cada nivel de refinamiento del problema presentado en la figura 5.2.
Por claridad las grillas se muestran desplazadas de su posicio´n real. Las grillas en escala
de grises representan grillas de interfaz que deben adicionarse a la configuracio´n de la
figura 5.2. En el nivel de refinamiento gs = i estas se solapan con grillas gs = i − 1,
∀i|i = 1, . . . , ngs − 1.
Cada grilla de la interfaz tiene al menos dos tipos de bordes: bordes de solapamiento
y bordes de continuidad. Los bordes de solapamiento en la interfaz se denominan bordes
libres. Los bordes de continuidad vinculan la grilla de interfaz con el resto de las grillas en
el mismo nivel de refinamiento. Nodos de la interfaz en ambos bordes son utilizados para
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establecer el intercambio de informacio´n entre grillas en diferentes niveles de refinamiento
consecutivos. Al tratar cada grilla como un subdominio computacional, este procedimiento
puede considerarse como la imposicio´n de condiciones de borde sobre estos conjuntos de
nodos.
Figura 5.5: Detalle de las mu´ltiples grillas simples que forman los diferentes niveles de
refinamiento en el problema de la figura 5.2. Izq.: se muestran las mu´ltiples grillas simples
o subdominios computacionales en que se divide cada uno de los niveles de refinamiento.
Der.: se muestra un detalles de las mu´ltiples grillas que forman los niveles de refinamiento
gs = 1 y gs = 2. En tono de grises se muestran las grillas simples que forman la interfaz.
Cada grilla se presenta desplazada de su posicio´n original segu´n se puede observar en
comparacio´n con la figura 5.2. Las flechas en ambos sentidos explicitan el intercambio
de datos a trave´s de condiciones de borde particulares. Las flechas en negro representan
un intercambio entre grillas para un mismo nivel de refinamiento. Las rojas explicitan la
transferencia de datos a trave´s de la interfaz, entre grillas para dos niveles de refinamiento
consecutivos.
Existen diferentes propuestas [52, 70] para abordar estas condiciones de borde, se di-
ferencian segu´n el modelo de colisiones utilizado, LBM-SRT o LBM-MRT. Las propuestas
revisadas reconstruyen las variables necesarias en la interfaz utilizando datos de grillas en
otros niveles de refinamiento adyacentes, tal que se satisfagan ciertas restricciones.
En el me´todo MD, y por construccio´n, pueden existir nodos en la misma posicio´n
espacial en diferentes niveles de refinamiento. Por claridad en la presentacio´n y con motivo
de introducir notacio´n, se definen algunos conjuntos de nodos de intere´s:
• Gkcf : conjunto de nodos en el nivel de refinamiento gs = k, con k = 0, . . . , ngs − 2
que comparten posicio´n espacial con nodos del borde libre de grillas de interfaz
en gs = k + 1. Los nodos que pertenecen a este conjunto se muestran de manera
esquema´tica en la figura 5.5 (izq.) posicionados sobre l´ıneas coloreadas en rojo.
• Gkfc: conjunto de nodos en el borde de solapamiento de las grillas en el nivel de
refinamiento gs = k, con k = 0, . . . , ngs − 2. Comparten posicio´n espacial con nodos
en el borde de continuidad de grillas de interfaz en gs = k + 1.
• Ikcf : conjunto de nodos que pertenecen al borde libre de las grillas de interfaz en
el nivel de refinamiento gs = k, k = 1, . . . , ngs − 1 (por construccio´n las grillas en
gs = 0 no requieren interfaz).
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• Ikfc: conjunto de nodos que pertenecen al borde de continuidad de las grillas de
interfaz en el nivel de refinamiento gs = k, k = 1, . . . , ngs − 1.
De las definiciones anteriores y por construccio´n: Gngs−1cf = {0}, Gngs−1fc = {0}, I0cf =
{0}, y I0fc = {0}.
5.1.1. Evolucio´n temporal
La evolucio´n temporal en el problema de refinamiento debe seguir una secuencia de
operaciones en las diferentes grillas y entre los diferentes niveles de refinamiento, tal que
las variables en los bordes libres y de solapamiento este´n determinadas para todo tiempo.
Del Cap´ıtulo 2, el espaciamiento temporal es proporcional al espacial a trave´s de c. De la
relacio´n δxi+1 =
δxi
rf
entre niveles de refinamiento, y como c es una constante del problema,
se tiene:
δxi+1 =
δxi
rf
, δti+1 =
δti
rf
; i = 0, . . . , ngs − 2 (5.1)
En este trabajo se utiliza rf = 2 como se muestra en las figuras esquema´ticas 5.2 y 5.5.
Puede adoptarse otro valor arbitrario, incluso no ser una constante del problema, con uno
particular para cada nivel de refinamiento. El valor de rf = 2 proporciona el algoritmo
ma´s simple para un problema con ngs niveles de refinamiento.
En la figura 5.6 se introduce un esquema de la evolucio´n temporal de los diferentes
niveles de refinamiento del problema presentado en la figura 5.2. Por simplicidad se muestra
un esquema unidimensional, corte A − A del problema 2D (ver figura 5.2). En la figura
Figura 5.6: Esquema de la evolucio´n temporal de las diferentes escalas de refinamiento
para un problema unidimensional. El esquema es un corte A−A del problema bidimen-
sional presentado en la figura 5.2. A izquierda se muestra un detalle del corte A − A de
la grilla 2D.
5.6 se identifica el tiempo en cada grilla con tkj , donde k indica el nivel de refinamiento y
j el nu´mero de pasos temporales en la grilla desde alguna referencia arbitraria comu´n al
problema. Con δtk se denota el paso temporal del k−e´simo nivel de refinamiento.
Se presenta el detalle de las operaciones necesarias para la evolucio´n temporal de
un problema particular, luego se introduce un algoritmo general con ngs arbitrario. Se
considera todas las grillas inicialmente a tiempo t = t0i , i = 0, 1, 2. En la figura 5.6 se puede
observar el solapamiento de nodos en las diferentes grillas. Se tiene intere´s en evolucionar
temporalmente todas las grillas hasta alcanzar globalmente (en todo el dominio y para
todos los niveles de refinamiento gs = 0, 1, 2) la solucio´n del problema a tiempo t = t
0
1. En
los siguientes ı´tem se detalla el procedimiento de evolucio´n temporal que se sigue:
• Se evoluciona una cantidad δtk en todos los ngs niveles de refinamiento. Este es el
estado temporal que en la figura 5.6 se muestra esquema´ticamente, los niveles de
refinamiento se encuentran a tiempo tk0 + δt
k, k = 0, 1, 2.
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En el estado actual (tk0 + δt
k, k = 0, 1, 2) no es posible evolucionar nuevamente en el
tiempo. El conjunto Gkfc y Ik
′
cf de nodos sobre los bordes de solapamiento y bordes
libres para k = 0, . . . , ngs − 2 y k′ = 1, . . . , ngs − 1 contienen variables indetermina-
das. Estas se obtienen utilizando datos de otros niveles de refinamiento. Se utilizan
me´todos de transferencia que garanticen conservacio´n de las cantidades macrosco´pi-
cas y que no degraden la precisio´n intr´ınseca del LBM. Es necesario diferenciar si la
transferencia de datos es desde la grilla gs = i hacia la gs = i+ 1 o viceversa. Cuan-
do la transferencia de datos se realiza desde la grilla gs = i hacia otra ma´s refinada
gs = i + 1, se utiliza una funcio´n Fcf , en el caso inverso se utiliza una funcio´n Ffc.
Ambas funciones se detallan en secciones posteriores. Los sub´ındices cf y fc hacen
referencia a la direccio´n de transferencia, de una grilla gruesa a otra fina y viceversa.
• El proceso continua desde las grillas en gs = 2. Se diferencian dos casos de intere´s:
cuando los nodos en I2cf coinciden en posicio´n espacial con nodos en G1cf , y cuando
no coinciden. En el primer caso se determinan las variables en nodos que pertenecen
a I2cf mediante interpolacio´n temporal con datos de nodos que pertenecen a G1cf . En
G1cf todas las variables son conocidas a tiempo t10 y t11, se utiliza la funcio´n Fcf sobre
las variables que se interpolan. En el segundo caso (debido al factor de refinamiento
rf ,
{
I2cf
}
>
{
G1cf
}
), las variables en los nodos de intere´s se determinan a tiempo
t21 siguiendo una interpolacio´n espacial. Se utilizan datos de nodos en I2cf a t = t21
establecidos en la interpolacio´n temporal anterior. Luego todas las variables esta´n
determinadas en las grillas gs = 2 a tiempo t = t
2
1. El orden de la interpolacio´n
espacial debe ser tal que no degrade los requisitos sobre las variables conservadas y
precisio´n del LBM.
• Evolucio´n temporal de las grillas en gs = 2, desde t21 a t22 = t11. Ahora las grillas
en gs = 1, 2 esta´n en el mismo estado temporal. Por la evolucio´n, los nodos en I2cf
tienen nuevamente variables indeterminadas.
• Se especifican las variables en G1fc y I2cf . Esto es posible dado el arreglo de grillas
propuesto, las grillas de interfaz facilitan esta interaccio´n. Para todo nodo en G1fc
existe siempre otro en I2fc en la misma posicio´n espacial y con todas sus variables
conocidas. Luego, utilizando la funcio´n Ffc se determinan todas las variable en G1fc.
Se tiene igual que antes dos tipos de nodos en I2cf , los que coinciden en posicio´n
espacial con nodos en G1cf y los que no. Ahora el problema es mas simple, ambos
niveles de refinamiento esta´n al mismo tiempo. Para los nodos del primer tipo, se
utiliza la funcio´n Fcf para determinar sus variables. Para los restantes se especifican
las variables mediante interpolacio´n espacial con valores conocidos en I2cf en t = t22.
• Se determinan las variables en I1cf mediante interpolacio´n temporal utilizando datos
de G0cf , y una interpolacio´n espacial posterior para los nodos restantes en I1cf que no
coinciden en posicio´n espacial con nodos en G0cf . Se sigue el mismo procedimiento
indicado para los nodos en I2cf . Se evolucionan las grillas en el nivel gs = 1 desde
t = t11 a t
1
2 = t
0
1.
• Es posible evolucionar dos pasos temporales sobre las grillas en gs = 2 hasta alcanzar
el tiempo t = t24 = t
0
1. Dado el primer paso, las variables se determinan en I2cf
mediante interpolacio´n temporal y espacial. Luego se evoluciona hasta t = t24. En el
estado actual, es posible conocer las variables de las grillas en todos los niveles de
refinamiento del problema utilizando las funciones de transferencia e interpolacio´n
espacial.
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Para continuar la evolucio´n en el tiempo se repite tantas veces el procedimiento deta-
llado anteriormente hasta alcanzar el tiempo requerido. En la seccio´n 5.1.1.1 se presenta
un algoritmo general para evolucionar temporalmente en un problema con ngs escalas
de refinamiento. Segu´n se puede observar de los procedimientos detallados, es necesario
especificar las funciones Ffc y Fcf utilizadas para transferir informacio´n entre niveles de
refinamiento sucesivos. Tambie´n debe especificarse la interpolacio´n temporal y espacial que
se utiliza. En las secciones siguientes se detallan los me´todos implementados y utilizados.
5.1.1.1. Algoritmo de evolucio´n para ngs niveles de refinamiento.
La evolucio´n temporal para un problema con ngs niveles de refinamiento debe seguir
un orden establecido de operaciones sobre cada una de las grillas. No se encontro´ una
recomendacio´n o algoritmo en la literatura para realizar la evolucio´n temporal sobre un
nu´mero arbitrario ngs. En este trabajo se propone e implementa un algoritmo general que
se considera apropiado.
Es posible identificar dos grupos de operaciones sucesivas a realizar sobre todas las
grillas en los ngs nivel de refinamiento. Estos se denotan como: grupo 1 (g1) y grupo 2
(g2). Las operaciones identificadas con g1 que se aplican a un nivel de refinamiento gs = i
en el proceso de evolucio´n son:
• Evolucio´n temporal: se evalu´an las ecuaciones (2.20) y (2.21) (o sus correspondientes
en LBM-MRT) en todas las grillas del nivel de refinamiento. El proceso de distribu-
cio´n sobre los nodos de borde se realiza en las direcciones factibles.
• Se vinculan las diferentes grillas a trave´s de sus bordes de continuidad cuando co-
rresponda; proceso esquematizado con flechas negras en la figura 5.5. Esto completa
el proceso de distribucio´n en los nodos de los bordes de continuidad que comparten
las grillas.
Las operaciones identificadas con g2 que se aplican a un nivel de refinamiento gs = i son:
• Interpolacio´n temporal (utilizando datos del conjunto Gi−1cf ) y espacial para asignar
valores en los nodos del conjunto Iicf .
• Evolucio´n temporal en todas las grillas: ı´dem g1.
• Transferencia de datos desde la grilla gs = i− 1 utilizando Fcf . Se realiza para todo
nodo que pertenece a Iicf con la misma posicio´n espacial que los nodos que pertenecen
a Gi−1cf . Para los que no satisfacen esta condicio´n se realiza una interpolacio´n espacial
con los ya determinados v´ıa transferencia directa.
• Transferencia de datos hacia las grillas gs = i − 1 utilizando Ffc. Para todo nodo
que pertenece a Gi−1fc que coincide en posicio´n espacial con otro que pertenece a Iifc
se transfieren datos v´ıa Ffc. En este caso no es necesaria una interpolacio´n espacial.
Identificadas y definidas las operaciones (g1 y g2) a realizar sobre las grillas de los
ngs niveles de refinamiento, es necesario establecer el orden en que se aplican. Se propone
una estrategia eficiente para ordenar estas operaciones, recorriendo un a´rbol binario por
derecha. Cada elemento del a´rbol esta´ compuesto por un par ordenado (gs, gX), el primer
componente gs corresponde al nivel de refinamiento, mientras que el segundo gX al tipo
de operacio´n: g1 o g2. Se construye el a´rbol de manera esta´ndar, cada elemento tiene
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dos subelementos (hijos) formados por la escala de refinamiento gs = i − 1 y un tipo de
operacio´n: g2 a izquierda y g1 a derecha. En la figura 5.7 se muestra la mitad derecha de
un a´rbol binario para ngs = 5. En el caso particular que se muestra en la figura 5.7, el
Figura 5.7: Mitad derecha del a´rbol binario propuesto para determinar el orden de
operaciones a seguir en la evolucio´n temporal del problema sobre ngs = 5 niveles de refi-
namiento. El orden correcto de las operaciones g1 y g2 sobre los ngs niveles de refinamiento
se obtiene recorriendo el a´rbol por derecha.
ordenamiento correcto y tipo de operaciones para evolucionar temporalmente en todas las
grillas y los ngs = 5 niveles de refinamiento hasta el tiempo t+ δt
0 es recorriendo el a´rbol
binario por derecha: 4, g1 → 3, g1 → 2, g1 → 1, g1 → 0, g1 → 0, g2 → 1, g2 → 0, g1 →
0, g2→ 2, g2→ 1, g1→ 0, g1→ 0, g2→ 1, g2→ 0, g1→ 0, g2.
5.2. Acoplamiento entre niveles de refinamiento
El acoplamiento entre niveles de refinamiento es el proceso de transferencia de datos
entre grillas en niveles de refinamiento consecutivos, a trave´s de las interfaces. Para dos
nodos que comparten la misma posicio´n espacial y pertenecen a niveles de refinamiento
consecutivos, no es factible realizar una transferencia directa (entre nodos) de todas sus
variables, en especial para las que dependen de para´metros de la grilla. La transferencia
de datos y asignacio´n de variables esta´ basada en la expansio´n (B.5):
f (x, t) = f eq (ρ(x, t),u(x, t)) + fneq (x, t) (5.2)
donde f(x, t) se puede determinar en los nodos de intere´s si se conoce o especifica la
relacio´n que existe para f eq y fneq entre nodos en diferentes niveles de refinamiento.
En esta seccio´n se especifican las relaciones que satisfacen las cantidades macrosco´picas
y las funciones f eq y fneq entre niveles de refinamiento. Se explicita el me´todo de acopla-
miento y las funciones de transferencia Ffc y Fcf . Tambie´n se muestran los esquemas de
interpolacio´n temporal y espacial utilizados.
5.2.1. Requerimiento sobre cantidades macrosco´picas
Para una misma posicio´n espacial, la densidad ρ y cantidad de movimiento ρu (o
velocidad u) del fluido, son independientes del nivel de refinamiento. Luego sobre todo
nodo p ∈ Gicf y pˆ ∈ Ii+1cf (o p ∈ Gifc y pˆ ∈ Ii+1fc ) que compartan coordenadas espaciales x˜
se debe satisfacer:
ρi(x˜, t) = ρi+1(x˜, t) , (ρu)i(x˜, t) = (ρu)i+1(x˜, t) (5.3)
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El requerimiento (5.3) determina impl´ıcitamente restricciones sobre la funcio´n distribucio´n
y momentos de equilibrio f eq (ρ,u) y meq (ρ,u) segu´n se utilice el modelo de colisiones
LBM-SRT o LBM-MRT, esto es:
f eq,i (ρ,u, t)
∣∣
x=x˜
= f eq,i+1 (ρ,u, t)
∣∣
x=x˜
meq,i (ρ,u, t)
∣∣
x=x˜
= meq,i+1 (ρ,u, t)
∣∣
x=x˜
(5.4)
donde el super´ındice i e i+ 1 hacen referencia al nivel de refinamiento.
5.2.2. Requerimiento sobre coeficientes de viscosidad ν y νB
De la expansio´n multi-escala (ver ape´ndice B) se encuentran relaciones que vinculan
los coeficientes de viscosidad ν y νB con para´metros geome´tricos y temporales de la grilla
tal que exista consistencia entre el LBM y NS. En el LBM-MRT la viscosidad cinema´tica
y la volume´trica son para´metros libres que pueden elegirse de manera independiente; en
el LBM-SRT solo ν es un para´metro libre. ν y νB son propiedades f´ısicas del fluido que
no dependen del nivel de refinamiento, νi = νi+1 y νiB = ν
i+1
B . De las relaciones (B.72) y
(B.73) para ν y νB se tiene:(
1
siν
− 0.5
)
δti =
(
1
si+1ν
− 0.5
)
δti+1 (5.5)
(
1
siνB
− 0.5
)
δti =
(
1
si+1νB
− 0.5
)
δti+1 (5.6)
con sν y sνB para´metro de relajacio´n relacionados a la viscosidad cinema´tica y volume´tricas
respectivamente. Los super´ındices i e i + 1 hacen referencia al nivel de refinamiento. La
expresio´n (5.5) es una restriccio´n impl´ıcita sobre el nu´mero de Reynolds Re (2.26) que
caracteriza el problema, un nu´mero adimensional independiente del nivel de refinamiento.
En el LBM-MRT D2Q9 sν = s8 = s9 y sνB = s2, mientras que en el LBM-SRT
es aplicable solamente la restriccio´n (5.5) en ν, ya que νB no es un para´metro libre del
problema (ver seccio´n B.2.2). Como τν =
1
sν
de (5.5) se tiene:
τ i+1ν =
(
τ iν −
1
2
)
rf +
1
2
(5.7)
De (5.7) es posible encontrar cotas en rf . Para el rango estable de τν se obtiene rf ∼ 50
(valor tambie´n propuesto en [52]). Si bien esto es factible, lo esta´ndar en la literatura es
rf = 2. Al incrementar rf crece la cantidad de interpolaciones temporales necesarias para
poder evolucionar en el tiempo. Dupuis et al. [126] presenta un me´todo de refinamiento
alternativo donde no existen limitaciones sobre rf . Para rf = 2 es factible utilizar entre
6 y 7 niveles de refinamiento en un problema LBM-SRT. En el LBM-MRT, la cantidad
de niveles de refinamiento que se pueden utilizar es mayor. Esto ocurre debido a que el τ
mı´nimo por problemas de estabilidad nume´rica es ma´s pequen˜o en el LBM-MRT que en
el LBM-SRT.
5.2.3. Determinacio´n de fneq y mneq
Se aborda de manera independiente la determinacio´n de fneq para los modelos LBM-
SRT, y de mneq para los modelos LBM-MRT. Si bien es posible derivar ambos desde el
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LBM-MRT, con el LBM-SRT como un caso particular del primero, se tratan de manera
independiente por motivos de claridad.
5.2.3.1. LBM-SRT
Si es posible encontrar una expresio´n para fneq(x, t), se determinan completamente f
de (5.2). Siguiendo lo realizado en [126], se aproxima fneq a orden , se utiliza fneq(x, t) ≈
f1(x, t). Del resultado (B.15) se tiene:
f1 = −τνδt
(
∂0t f
0 + ciα∂xαf
0
)
(5.8)
El te´rmino entre pare´ntesis (·) de (5.8) es independiente del nivel de refinamiento, f0 = f eq.
Luego de (5.8) se tiene:
fneq,i =
τ iνrf
τ i+1ν
fneq,i+1 (5.9)
con el super´ındice i indicando el nivel de refinamiento. Las expresiones (5.9) y (5.4) esta-
blecen relaciones para fneq y f eq entre los niveles de refinamiento gs = i y gs = i+ 1; luego
de (5.2) pueden obtenerse las relaciones buscadas.
Conocidas las variables en x, t en el nivel gs = i+ 1 es posible determinar las variables
en gs = i:
f i(x, t) = f eq,i+1(x, t) +
τ iνrf
τ i+1ν
(
f i+1(x, t)− f eq,i+1(x, t)) (5.10)
De igual manera se puede obtener:
f i+1 (x, t) = f eq,i(x, t) +
τ i+1ν
rfτ iν
(
f i(x, t)− f eq,i(x, t)) (5.11)
Las ecuaciones (5.10) y (5.11) son aproximaciones a las expresiones buscadas para las
funciones de transferencia Ffc y Fcf respectivamente.
5.2.3.2. LBM-MRT
Por simplicidad se considera el LBM-MRT utilizando un esquema de velocidades D2Q9.
Se obtienen expresiones que luego pueden generalizarse a otros esquemas de velocidad.
De la seccio´n B.3.2 se obtienen las siguientes aproximaciones, a primer orden en , de
componentes del tensor de tensiones en el fluido:
σx =
1
6
(
1− s2
2
)
m12 +
1
2
(
1− s8
2
)
m18 (5.12)
σy =
1
6
(
1− s2
2
)
m12 −
1
2
(
1− s8
2
)
m18 (5.13)
τxy =
(
1− s9
2
)
m19 (5.14)
σx y σy son componentes de la diagonal del tensor de tensiones, mientras que τxy es la
componente no diagonal.
Dados dos niveles de refinamiento gs = i y gs = i+1, se requiere que las tensiones en el
fluido (expresiones (5.12), (5.13), y (5.14)) sean iguales para nodos que comparten posicio´n
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espacial y pertenecen a niveles de refinamiento diferentes. Estas restricciones determinan:
1
6
(
1− s
i
2
2
)
m1,i2 +
1
2
(
1− s
i
8
2
)
m1,i8 =
1
6
(
1− s
i+1
2
2
)
m1,i+12 +
1
2
(
1− s
i+1
8
2
)
m1,i+18 (5.15)
1
6
(
1− s
i
2
2
)
m1,i2 −
1
2
(
1− s
i
8
2
)
m1,i8 =
1
6
(
1− s
i+1
2
2
)
m1,i+12 −
1
2
(
1− s
i+1
8
2
)
m1,i+18 (5.16)
(
1− s
i
9
2
)
m1,i9 =
(
1− s
i+1
9
2
)
m1,i+19 (5.17)
De la seccio´n B.3.2, en el LBM-MRT y para el esquema D2Q9, s9 = s8 = sν y s2 = sνB .
Combinando las expresiones (5.15), (5.16), y (5.17) junto con las relaciones (5.5) y (5.6)
se obtiene:
m1,i+12 =
si2
si+12 rf
m1,i2 , m
1,i+1
8 =
si8
si+18 rf
m1,i8 , m
1,i+1
9 =
si9
si+19 rf
m1,i9 (5.18)
De la seccio´n B.3.2 se pueden obtener relaciones adicionales para el esquema D2Q9 con-
siderando la expansio´n a orden  para los momentos no conservados. El te´rmino del lado
izquierdo de las ecuaciones (B.48), (B.50), y (B.52) depende de variables macrosco´picas
que son independientes del nivel de refinamiento. Luego se satisfacen las siguientes rela-
ciones en nodos con la misma posicio´n espacial y en diferentes niveles de refinamiento:
si3m
1,i
3
δti
=
si+13 m
1,i+1
3
δti+1
,
si5m
1,i
5
δti
=
si+15 m
1,i+1
5
δti+1
,
si7m
1,i
7
δti
=
si+17 m
1,i+1
7
δti+1
(5.19)
Los para´metros de relajacio´n en (5.19) no esta´n involucrados en la determinacio´n de con-
sistencia del LBM con la ecuacio´n de Navier-Stokes (NS) (ver seccio´n B.3). Estos pueden
tratarse como para´metros arbitrarios, si bien no intervienen en las ecuaciones hidrodina´mi-
cas tienen influencia en la estabilidad nume´rica [31]. Por simplicidad, y siguiendo el criterio
de Chen et al. [127], se consideran estos para´metros de relajacio´n como constantes en todos
los niveles de refinamiento. Con los resultados anteriores es posible escribir las siguientes
relaciones entre mneq,i y mneq,i+1:
mneq,i = T ii+1m
neq,i+1 , mneq,i+1 = T i+1i m
neq,i (5.20)
T ii+1 y T
i+1
i son transformaciones que relacionan los momentos de no equilibrio entre
niveles de refinamiento:
T ii+1 = diag
(
1
rf s
i+1
e
sie
rf 1 rf 1 rf
rf s
i+1
ν
siν
rf s
i+1
ν
siν
)
(5.21)
T i+1i = diag
(
1 s
i
e
rf s
i+1
e
1
rf
1 1rf 1
1
rf
siν
rf s
i+1
ν
siν
rf s
i+1
ν
)
(5.22)
Luego es necesario, igual a lo realizado en el LBM-SRT, determinar las variables f(x, t)
en todos los niveles de refinamiento utilizando me´todos de transferencia apropiados. De
las relaciones obtenidas se encuentran las siguientes ecuaciones para la transferencia de
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variables entre niveles de refinamiento:
f i(x, t) = M−1
[
meq,i+1(x, t) + T ii+1
(
M f i+1(x, t)−meq,i+1(x, t))] (5.23)
f i+1(x, t) = M−1
[
meq,i(x, t) + T i+1i
(
M f i(x, t)−meq,i(x, t))] (5.24)
Chen et al. [127] presenta una propuesta simplificada:
T ii+1 = diag
(
1
rf τ
i
e
τ i+1e
1 1 1 1 1
rf τ
i
ν
τ i+1ν
rf τ
i
ν
τ i+1ν
)
(5.25)
T i+1i = diag
(
1 τ
i+1
e
rf τ ie
1 1 1 1 1 τ
i+1
ν
rf τ iν
τ i+1ν
rf τ iν
)
(5.26)
Notar que los para´metros elegidos de manera arbitraria no esta´n relacionados de manera
directa con la ecuacio´n de NS.
Para otros modelos de LBM-MRT, la obtencio´n de T ii+1 y T
i+1
i sigue el mismo proce-
dimiento al presentado en e´sta seccio´n. En el caso particular del D3Q15 se encuentra:
T ii+1 = diag
(
1
rf s
i+1
e
sie
rf 1 rf 1 rf 1
rf
rf s
i+1
ν
siν
rf s
i+1
ν
siν
rf s
i+1
ν
siν
rf s
i+1
ν
siν
rf s
i+1
ν
siν
rf
) (5.27)
T i+1i = diag
(
1 s
i
e
rf s
i+1
e
1
rf
1 1rf 1
1
rf
1
1
rf
siν
rf s
i+1
ν
siν
rf s
i+1
ν
siν
rf s
i+1
ν
siν
rf s
i+1
ν
siν
rf s
i+1
ν
1
rf
) (5.28)
5.2.4. Acoplamiento entre grillas desde gs = i+ 1 a gs = i
El intere´s en esta seccio´n es la transferencia de datos entre dos niveles de refinamiento,
de gs = i+ 1 a gs = i, que se encuentran en el mismo estado temporal; y para todo nodo
p ∈ Gifc y pˆ ∈ Ii+1fc que comparten la misma posicio´n espacial. Las coordenadas de estos
nodos se identifican con xfc. Este es el acoplamientos ma´s simple, por sus caracter´ısticas
requiere transferencia de datos local, sin interpolaciones alguna.
Las expresiones (5.10) en el LBM-SRT y (5.23) en el LBM-MRT son utilizadas en
la transferencia de datos. Existen diferentes estrategias, la ma´s simple asigna de manera
directa a las variables de la grilla gs = i el resultado de la evaluacio´n de (5.10) o (5.23)
segu´n corresponda. Me´todos ma´s elaborados utilizan alguna estrategia de restriccio´n en la
transferencia de datos. Lagrava et al. [71] presenta un me´todo donde aplican restricciones
en fneq,i+1(x, t), en el LBM-SRT se tiene de manera general:
f i(xfc, t) = f
eq,i+1(xfc, t) +
τ iνrf
τ i+1ν
f˜neq,i+1(xfc, t) (5.29)
f˜neq,i+1(xfc, t) es el resultado de aplicar algu´n me´todo de restriccio´n sobre f
neq,i+1(xfc, t).
El ma´s simple es la ausencia de restriccio´n:
f˜neq,i+1(xfc, t) = f
neq,i+1(xfc, t) (5.30)
Lagrava et al. [71] propone un promedio sobre las q direcciones de velocidad:
f˜neq,i+1j (xfc, t) =
1
q
∑
k∈Nq
fneq,i+1k (xfc + ck, t) , j = 0, . . . , q − 1 (5.31)
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imponiendo un valor constante de f˜neq,i+1(xfc, t) para todas las direcciones de velocidad
discretas. El argumento para aplicar esta restriccio´n en la transferencia es que la solucio´n
del problema en el nivel gs = i + 1 contiene informacio´n que no puede ser resuelta en el
nivel gs = i.
Es posible aplicar en el LBM-MRT los me´todos de restricciones (5.30) y (5.31). Chen
et al. [127] utiliza directamente la expresio´n (5.23) para la transferencia de datos entre
escalas de refinamiento en el LBM-MRT, sin restricciones. En {LBM} se implementan los
me´todos de restriccio´n (5.30) y (5.31). No se obtienen resultados aceptables al utilizar el
me´todo de restriccio´n (5.31). Un problema particular se encuentra al no poder aplicar el
me´todo propuesto en nodos de borde, para ciertas direcciones de velocidad no se dispone
de nodos primeros vecinos. En los resultados presentados no se utilizan restricciones.
5.2.5. Acoplamiento entre grillas desde gs = i a gs = i+ 1
El acoplamiento entre grillas desde un nivel de refinamiento gs = i hacia otro gs = i+1
requiere de un procedimiento ma´s elaborado que el de la seccio´n 5.2.4 anterior. Como se
menciona en secciones anteriores, se tienen dos situaciones diferentes en la evolucio´n tem-
poral: cuando ambos niveles de refinamiento gs = i y gs = i+ 1 se encuentran en el mismo
estado temporal ti+1 = ti, y cuando grillas en gs = i + 1 se encuentran temporalmente
desfasadas una cantidad δti+1 respecto a grillas en gs = i.
Cuando las grillas se encuentran temporalmente desfasadas, la transferencia de datos
entre nodos p ∈ Ii+1cf y pˆ ∈ Gicf con igual coordenada espacial xcf requiere una interpolacio´n
temporal que determine las variables a tiempo ti+1 = ti − δti2 . En el LBM-SRT, sobre
los nodos p ∈ Ii+1cf con coordenadas espaciales xcf se realiza la transferencia de datos
utilizando:
f i+1
(
xcf , t˜
)
= f˜ eq,i(xcf , t˜) +
τ i+1ν
rfτ iν
f˜neq,i(xcf , t˜) (5.32)
con f˜ eq,i(xcf , t˜) = f
eq,i(ρ˜i, u˜i) donde ρ˜i = ρi(xcf , t˜) y u˜
i = ui(xcf , t˜) son cantidades ma-
crosco´picas a tiempo t˜ = ti+1. Las variables con tilde (˜·) son una aproximacio´n a tiempo
t˜ = ti+1. Estas se obtienen v´ıa interpolacio´n temporal con datos en los niveles gs = i a
tiempo ti y ti − δti. La interpolacio´n temporal que se utiliza (ver seccio´n 5.2.6) aproxima
las variables a tiempo t˜ = ti+1 con precisio´n O(δti+1), equivalente al orden de precisio´n
temporal del LBM (ver seccio´n 2.4). Es posible utilizar interpolaciones temporales ma´s
precisas, siendo necesario ma´s de dos estados temporales de las variables que se interpolan.
Cuando las grillas en ambos niveles gs = i y gs = i + 1 se encuentran en el mismo
estado temporal ti+1 = ti, la transferencia de datos entre aquellos nodos p ∈ Ii+1cf y pˆ ∈ Gicf
con igual coordenada xcf se realiza utilizando (5.11) en el LBM-SRT, y (5.24) en el LBM-
MRT. Existen nodos p ∈ Ii+1cf en coordenadas espaciales x¯cf donde no existe pˆ ∈ Gicf .
Sobre estos, la transferencia de datos se obtiene v´ıa interpolacio´n espacial. Se utilizan
valores ya conocidos en los nodos p con coordenadas xcf . En el LBM-SRT se utiliza:
f i+1 (x¯cf , t) = f¯
eq,i(x¯cf , t) +
τ i+1ν
rfτ iν
f¯neq,i(x¯cf , t) (5.33)
f¯ eq,i(x¯cf , t) = f
eq,i
(
ρ¯i+1, u¯i+1
)
, donde ρ¯i+1 = ρi+1(x¯cf , t) y u¯
i+1 = ui+1(x¯cf , t). La barra
sobre las variables indica que son una interpolacio´n espacial en x¯cf utilizando valores
conocidos de las variables en los nodos xcf en la grilla gs = i+ 1.
En todos los casos, las interpolaciones espaciales utilizadas son polinomios unidimen-
sionales de grado 3 y 4, la utilizacio´n de uno u otro depende si es un nodo cercano a una
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esquina o un nodo interno. En la seccio´n 5.2.6 se presentan los me´todos de interpolacio´n
temporal y espacial utilizados. El procedimiento es equivalente en el LBM-MRT, donde se
debe utilizar la expresio´n (5.24) para determinar f i+1.
5.2.6. Interpolacio´n temporal y espacial
El acoplamiento entre grillas desde niveles de refinamiento gs = i a gs = i+1 definido en
la seccio´n 5.2.5 requiere interpolaciones temporales y espaciales. En las secciones siguientes
se presentan los me´todos utilizados en la implementacio´n del algoritmo de refinamiento.
Interpolacio´n temporal Un me´todo de interpolacio´n temporal es necesario para la
transferencia de datos entre nodos p ∈ Ii+1cf y pˆ ∈ Gicf que coinciden en posicio´n espacial.
Las coordenadas espaciales de estos nodos se las denota con xcf . La interpolacio´n temporal
se realiza con valores de las variables en dos estados temporales consecutivos ti y ti−δti en
nodos pˆ ∈ Gicf . Identificando las variables a interpolar con una funcio´n hi(x, t) arbitraria,
y utilizando un esquema O(δti+1) se tiene:
hi+1(xcf , t
i+1) =
1
2
(
hi(xcf , t
i+1 + δti+1) + hi(xcf , t
i+1 − δti+1)) (5.34)
Interpolacio´n espacial Un me´todo de interpolacio´n espacial es necesario para asignar
valores en nodos p ∈ Ii+1cf donde no existe pˆ ∈ Gicf en la misma posicio´n espacial. Las
coordenadas espaciales de estos nodos se las denota con x¯cf . Se identifican las variables a
interpolar con una funcio´n hi+1(x, t) arbitraria en gs = i + 1. Utilizando un esquema en
una dimensio´n y de precisio´n O(δx3) se tiene:
hi+1(x¯cf , t) =
9
16
(
hi+1(x¯cf + δx, t) + h
i+1(x¯cf − δx, t)
)
− 1
16
(
hi+1(x¯cf + 3δx, t) + h
i+1(x¯cf − 3δx, t)
)
(5.35)
donde por simplicidad δx = δxi+1. La interpolacio´n en los bordes de cada grilla se trata
de manera particular. En los bordes es necesario disponer de un esquema descentrado, a
orden O(δx2) se tiene:
hi+1(x¯cf , t) =
3
8
hi+1(x¯cf − δx, t) + 3
4
hi+1(x¯cf + δx, t)− 1
8
hi+1(x¯cf + 3δx, t) (5.36)
La eleccio´n del polinomio interpolador para el esquema centrado y descentrado determina
de manera indirecta los nodos mı´nimos necesarios en la grilla de interfaz.
5.3. Movimiento de grillas
Existen diferentes estrategias para establecer el arreglo de grillas (distribucio´n, ta-
man˜os de grilla y dimensiones a utilizar) en el dominio del problema. En este trabajo
se implementa una estrategia de distribucio´n de grillas que se encuentra en una posicio´n
intermedia entre: el me´todo de refinamiento a priori y el me´todos de refinamiento adapta-
tivo. Se establece una distribucio´n inicial donde queda fijo ngs y la cantidad de grillas que
se utilizan. Sin embargo, se permite un ajuste en la dimensio´n de las grillas y su posicio´n
en el dominio fluido en tiempo de ejecucio´n. La regio´n de refinamiento no es esta´tica.
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Se implementa un algoritmo para mover el arreglo de grillas siguiendo algu´n patro´n de
desplazamiento particular.
Se tiene intere´s en resolver problemas de sedimentacio´n de cuerpos r´ıgidos, en espe-
cial los que se presentan en el Cap´ıtulo 6. Se busca una estrategia para reducir el costo
computacional. Se utiliza un algoritmo elemental donde cada cuerpo r´ıgido esta´ siempre
inmerso completamente en una grilla con el menor δx del problema. Esto garantiza que la
geometr´ıa del cuerpo esta´ siempre definida con la mayor precisio´n geome´trica que garan-
tiza el problema. Por simplicidad, la frontera del cuerpo y la de la grilla no se intersectan,
no existe un cuerpo r´ıgido contenido en dos grillas diferentes del problema. Se propone
un patro´n de desplazamiento particular que reduce el taman˜o de la grilla ma´s finas, no
es necesario un taman˜o adicional para contemplar movimientos del cuerpo r´ıgido en su
interior.
Definida la longitud del dominio computacional en el problema particular de intere´s,
el taman˜o de la grilla ma´s gruesa elegido es el ma´ximo permitido por l´ımite de estabili-
dad nume´rica del LBM en el problema. El taman˜o de la grilla ma´s fina es una relacio´n
de compromiso entre precisio´n y costo computacional. En los problemas del Cap´ıtulo 6,
siguiendo un criterio de precisio´n, se buscan l´ımites superiores en el taman˜o de la grilla
ma´s pequen˜a. Si la relacio´n entre los taman˜os de grilla ma´s gruesa y ma´s fina es mayor
a rf , es necesario adicionar grillas con δx intermedios adecuadamente posicionadas (ver
configuracio´n en las figuras 5.2 y 5.5). Para distinguirlas de las dema´s, denotamos a estas
grillas como grillas de transicio´n. Esta configuracio´n es la que permite introducir la grilla
ma´s fina, vincularla con el resto del problema y poder evolucionar temporalmente.
En el problema de intere´s, la grilla ma´s fina se desplaza siguiendo siempre al cuerpo
r´ıgido mediante movimientos discretos. Las grillas son esta´ticas respecto a un referencial
inercial, lo que se modifica es su distribucio´n y taman˜o para algu´n instante determinado.
El desplazamiento de las grillas se puede considerar como la creacio´n de un nuevo problema
con condiciones iniciales dadas de la solucio´n del problema previo al desplazamiento.
Asumiendo que el cuerpo r´ıgido esta´ contenido en una grilla en gs = i; cuando la
part´ıcula se desplaza una longitud 2δxi = δxi−1 sobre alguno de los ejes coordenados, la
grilla ma´s fina se desplaza esa misma longitud en la direccio´n de desplazamiento del cuerpo
r´ıgido. La eleccio´n de un desplazamiento 2δxi es el desplazamiento mı´nimo para la grilla
gs = i. Con esta eleccio´n, la mayor´ıa de los nodos del nuevo problema pertenecen al mismo
nivel de refinamiento y coinciden en posicio´n espacial con nodos de la distribucio´n de grillas
previa al desplazamiento. Esto garantiza, en la mayor´ıa de los casos, una asignacio´n de
valores directa. Cuando dos nodos coinciden en posicio´n espacial pero pertenecen a grillas
en diferentes niveles de refinamiento, la inicializacio´n de variables se realiza siguiendo el
me´todo presentado en la seccio´n 5.2.4 o 5.2.5 segu´n corresponda. Cuando no existen nodos
en la misma posicio´n espacial se utiliza interpolacio´n espacial como la presentada en la
seccio´n 5.2.6. No se elige un desplazamiento mayor con el objetivo principal de reducir el
nu´mero de nodos a inicializar, y los errores introducidos con esta operacio´n.
Es de intere´s conservar una distribucio´n uniforme de las grillas de transicio´n alrede-
dor de las grillas con δx ma´s pequen˜o. Garantizar una distribucio´n uniforme evita zonas
pequen˜as donde existe una transicio´n brusca en la discretizacio´n del dominio, esto no es
deseable y debe evitarse o minimizarse ya que son regiones caracterizadas por transferencia
de datos utilizando me´todos aproximados.
En este trabajo, en especial para resolver los problemas del Cap´ıtulo 6, se adopta una
estrategia donde las grillas de transicio´n se desplazan y adaptan su taman˜o para mantener
una distribucio´n uniforme alrededor de la grilla ma´s fina. Cuando la grilla en gs = i se
desplaza sobre otra en gs = i − 1 una longitud 2δxi, las grillas en gs = i − 1 alteran su
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taman˜o para adaptarse al desplazamiento de la anterior, sin movimientos de las grillas
en gs = i − 1 sobre las grillas en gs = i − 2 (si existe). Si la grilla gs = i se desplaza
nuevamente sobre otra en gs = i − 1 una longitud 2δxi en la misma direccio´n que la
anterior, las grillas en gs = i− 1 alteran su taman˜o retornando al inicial asignado, para lo
cual deben desplazarse sobre la gs = i−2. Todas las grillas alrededor de la ma´s fina siguen
esta secuencia de redimensionamiento y desplazamiento sobre las dema´s para mantener
una distribucio´n cuasi-uniforme. Esta estrategia reduce los errores por inicializacio´n en los
nodos del nuevo problema, y el costo computacional en el movimiento de grillas.
El algoritmo presentado se puede considerar una estrategia elemental, rudimentaria y
no general para aplicar en problemas arbitrarios. Me´todos ma´s generales son los basados
en refinamiento adaptativo [70, 125], donde en general se propone una distribucio´n inicial
uniforme del taman˜o de grilla en todo el dominio, y luego en tiempo de ejecucio´n, bajo
algu´n criterio adecuadamente definido, se introducen zonas de refinamiento segu´n se re-
quiera. En resumen esto no es ma´s que algu´n me´todo eficiente que determine cual es la
configuracio´n y arreglo de las grillas en el dominio del problema, el resto de la implemen-
tacio´n es equivalente a la presentada y utilizada en {LBM} .
En el algoritmo desarrollado es necesario definir a priori el origen del sistema de coor-
denadas y la extensio´n de todas las grillas. Luego si dos bordes de grilla esta´n solapados
y tienen diferente δx se crea una grilla de interfaz con las dimensiones apropiadas segu´n
sea necesario.
En la seccio´n 6.2.2 se brindan algunos detalles adicionales del algoritmo y estrategia
utilizada para el movimiento de las grillas.
5.4. Problemas de verificacio´n
Se analizan una serie de problemas con el objetivo de verificar el me´todo propuesto y
algoritmo implementado para el refinamiento de grillas. En la seccio´n 5.4.1 se analiza el
problema de Poiseuille 3D utilizando dos configuraciones de refinamiento para diferentes
esquemas de velocidad en el LBM. Este problema tiene solucio´n anal´ıtica conocida desde
las ecuaciones de NS. Utilizando una de las configuraciones se verifica de manera nume´rica
la convergencia del error de aproximacio´n para la velocidad. En la seccio´n 5.4.2 se analiza
el problema de una esfera en sedimentacio´n dentro de un canal de seccio´n cuadrada que
contiene un fluido. Este problema esta´ caracterizado experimentalmente y se conocen
curvas de ajuste que se utilizan como comparacio´n de los resultados nume´ricos. En la
seccio´n D.1 se analizan resultados de un problema de Poiseuille 2D utilizando tres niveles
de refinamiento.
5.4.1. Problema de Poiseuille 3D
El problema de Poiseuille es un problema cla´sico de flujo interno viscoso. Se analiza el
flujo laminar incompresible completamente desarrollado, contenido entre placas paralelas
infinitas en el caso bidimensional (2D) o en un tubo de seccio´n rectangular en el caso
tridimensional (3D). En la figura 5.8 se muestra un esquema de la configuracio´n geome´trica
del problema.
Sobre las paredes se impone velocidad cero, mientras que en las secciones de entrada-
salida se fija una presio´n constante. En estas fronteras de geometr´ıa regular se utilizan
condiciones de borde Dirichlet de presio´n y velocidad presentadas en la seccio´n 3.2.3.
Como resultado del gradiente de presio´n se genera en la seccio´n del tubo un perfil de
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Figura 5.8: Esquema de la geometr´ıa de un problema de Poiseuille 3D.
velocidad particular. Este problema tiene solucio´n anal´ıtica exacta, siendo de utilidad
para comparar con los resultados nume´ricos obtenidos del LBM.
El problema de Poiseuille 3D queda determinado al definir las longitudes l, a, y b junto
con las propiedades del fluido ν y ρ, y los valores de presio´n a la entrada Pin y salida
Pout del canal. En flujo desarrollado incompresible, no existen variaciones en el perfil de
velocidades en la direccio´n de movimiento. El perfil de velocidad en la seccio´n transversal
de un tubo de seccio´n rectangular con gradiente de presio´n impuesto es una solucio´n
anal´ıtica dada por:
u (y, z) = −dp
dx
16a2
µpi3
∞∑
i=1,3,5,...
(−1) i−12
i3
(
1− cosh
(
ipiz
2a
)
cosh
(
ipib
2a
)) cos( ipiy
2a
)
(5.37)
con −a ≤ y ≤ a , −b ≤ z ≤ b, y µ = νρ la viscosidad dina´mica del fluido.
Es deseable que el me´todo de refinamiento implementado conserve las caracter´ısticas
intr´ınsecas de precisio´n del LBM, convergencia del error O(δx2) en la velocidad (ver sec-
cio´n 2.4). En la seccio´n 5.4.1.1 a continuacio´n se realizan pruebas nume´ricas utilizando
el problema de Poiseuille 3D para verificar que el me´todo de refinamiento no degrada la
convergencia del LBM en este problema. En la seccio´n 5.4.1.2 se presentan resultados del
mismo problema utilizando otra configuracio´n de grillas de refinamiento.
5.4.1.1. Test de convergencia
El problema que se resuelve tiene solucio´n anal´ıtica exacta (5.37), luego es posible
definir una medida para estimar el error de aproximacio´n. Como medida del error nume´rico
se considera el error relativo de aproximacio´n a la velocidad ma´xima en el problema de
Poiseuille 3D. De la solucio´n (5.37), la velocidad ma´xima se obtiene en el centro de la
seccio´n transversal del problema. El error relativo se define en la ecuacio´n (5.38), u(y, z)
es la velocidad anal´ıtica exacta de (5.37), y u¯(x, y, z) la aproximacio´n nume´rica obtenida
del LBM. Se adopta el centro de la seccio´n transversal en la regio´n de salida como punto
de evaluacio´n de las velocidades ((x, y, z) = (l, 0, 0)).
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Figura 5.9: Distribucio´n de velocidad en el do-
minio utilizado para resolver el problema de Poi-
seuille 3D. Se muestra un detalle de las grillas uti-
lizadas en el problema.
r =
∣∣∣∣u(0, 0)− u¯(l, 0, 0)u(0, 0)
∣∣∣∣ (5.38)
Se elige a = 0.005 m y b = 0.005 m. Se impone un gradiente de presio´n dpdx = −10132.5 Pam .
Considerando 50 te´rminos de la expresio´n (5.37) se obtiene u(0, 0) = 2.4374 ms en el centro
de la seccio´n. El dominio del problema esta´ formado por dos grillas simples de dimensiones
2a× 2b× l/2. En la figura 5.9 se pueden apreciar las grillas consideradas y la distribucio´n
de velocidad obtenida del LBM-SRT con esquema de velocidad D3Q15 y el menor taman˜o
de grilla.
Se analiza el problema para seis discretizaciones. En la grilla ma´s fina se utiliza: 13×
13×13, 17×17×17, 21×21×21, 25×25×25, y 29×29×29 nodos, evaluando u¯(x) en el
punto medio de la seccio´n de salida. En la figura 5.10 se muestra la convergencia del error
(5.38) para el problema propuesto. Se utiliza el modelo LBM-SRT cuasi—incompresible
con los esquemas de velocidad D3Q15, D3Q19 y D3Q27, y el modelo LBM-MRT para el
esquema de velocidad D3Q15.
De los resultados se puede observar una convergencia de segundo orden del error en la
estimacio´n de la velocidad en el centro de la seccio´n de salida. No se aprecian diferencias
significativas en el error cuando se utiliza el esquema de velocidad D3Q15 y D3Q19. S´ı se
observa, como es esperable, un error inferior al utilizar el esquema D3Q27.
5.4.1.2. Arreglo alternativo de grillas de refinamiento
Se analiza un problema de Poiseuille 3D con la configuracio´n geome´trica y propiedades
del fluido presentadas en la seccio´n 5.4.1.1. Se utilizan dos niveles de refinamiento con una
particio´n de dominios dispuestos como se muestra en la figura 5.11. Se analiza el problema
utilizando el modelo LBM-SRT cuasi—incompresible con esquemas de velocidad D3Q15,
D3Q19, y D3Q27. En la figura 5.12 se muestra la distribucio´n de velocidad obtenida utili-
zando el modelo D3Q15. En la figura 5.12a se muestra en escala de colores la distribucio´n
de velocidad en el dominio del problema. Tambie´n se presentan algunos subdominios que
forman el problema con motivo de observar la distribucio´n interna de velocidades. En la
figura 5.12b se muestra un perfil de velocidad de un corte central (y = 0) en la seccio´n de
salida. Se puede apreciar una buena correlacio´n entre los resultados obtenidos y la solucio´n
exacta. Se observa que la configuracio´n propuesta brinda menor error de aproximacio´n a
la solucio´n exacta que los resultados presentados en la seccio´n anterior.
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Figura 5.10: Convergencia del error (5.38) en funcio´n del espaciamiento de grilla δx en
el problema de Poiseuille 3D. Se utiliza el modelo LBM-SRT cuasi—incompresible con los
esquemas de velocidad D3Q15, D3Q19 y D3Q27, y el modelo LBM-MRT con el esquema
D3Q15.
5.4.2. Sedimentacio´n de una esfera dentro de un ducto de seccio´n cua-
drada
En este problema se evalu´a la velocidad terminal de una esfera en ca´ıda libre en un
fluido viscoso dentro de un tubo de seccio´n cuadrada. En la figura 5.13a se muestra una
configuracio´n esquema´tica del problema. Se evalu´a nume´ricamente la velocidad terminal
vc de la esfera para diferentes relaciones
2r
L , con r el radio de la esfera y L la longitud
de la seccio´n transversal del ducto. El intere´s es cuantificar el efecto de la proximidad
de las paredes del ducto sobre vc. En especial se busca la relacio´n
vc
vT
denominada factor
de correccio´n de pared, con vT la velocidad terminal de la esfera en un dominio infinito,
velocidad de sedimentacio´n libre.
La velocidad terminal de un cuerpo r´ıgido es la velocidad estacionaria que alcanza en
sedimentacio´n cuando las fuerzas ma´sicas se equilibran con las viscosas actuando sobre el
cuerpo. Considerando las fuerzas viscosas como las obtenidas en un problema de Stokes
[5], vT para la esfera es:
vT =
2
9
r2
g
ν
(
ρe
ρf
− 1
)
(5.39)
con ρe la densidad del material de la esfera, ρf y ν la densidad y viscosidad cinema´tica
del fluido.
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(a) Esquema de grillas de refinamiento (b) Esquema de mu´ltiples dominios desple-
gados para las diferentes escalas de refina-
miento
Figura 5.11: Particio´n de dominio del problema de Poiseuille 3D en mu´ltiples dominios
regulares y disposicio´n de la regio´n de refinamiento en la zona central para dos niveles de
refinamiento.
(a) Distribucio´n de velocidad en escala de
colores para un desglose de los mu´ltiples do-
minios utilizados en el problema. Algunos
subdominios fueron eliminados de la figura
para mostrar resultados internos.
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(b) Distribucio´n de velocidad en un corte central
(y = 0) en la seccio´n de salida.
Figura 5.12: Resultados del problema de Poiseuille 3D.
El problema de sedimentacio´n de una esfera en un ducto de seccio´n cuadrada es ana-
lizado por Aidun et al. [62] - utilizando el me´todo de lattice Boltzmann - y experimental-
mente por Miyamura et al. [128]. En [62] utilizan el LBM-SRT con esquema de velocidad
D3Q15 para modelar el fluido, con condiciones de borde y evaluacio´n de fuerzas parti-
culares propuestas en el mismo trabajo. En [128] analizan experimentalmente el efecto
de la proximidad de los bordes sobre vT . Examinan el problema de sedimentacio´n para
diferentes dia´metros de esferas y configuraciones de la seccio´n transversal del ducto.
En este trabajo se analiza el problema para tres configuraciones del dominio fluido, se
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las denota como: test 1, test 2 y test 3. En la configuracio´n test 1 y test 2 se utiliza un
modelo LBM-SRT para diferentes dimensiones y discretizaciones del dominio con taman˜o
de grilla uniforme. En el test 3 se utiliza un modelo LBM-MRT, condiciones de borde
convectivas de la seccio´n 3.5 con refinamiento y movimiento de grilla. El objetivo de
esta configuracio´n es disminuir el costo computacional. Se ensayan las configuraciones
propuestas para verificar resultados en dos rangos diferentes de nu´meros de Reynolds,
uno que contiene los resultados presentados en [62], y el otro los presentados en [128].
Tambie´n se verifica la influencia en los resultados de las diferentes condiciones de borde y
refinamiento de grilla utilizado.
En la configuracio´n test 1 se utiliza un tubo de seccio´n cuadrada de lado L = 50 mm
y longitud H = 20L. Se evalu´a vc para seis dia´metros de esferas (desde r = 5 mm a
r = 17.5 mm), obteniendo relaciones 2rL en el rango 0.2 a 0.7. Se utiliza una discretizacio´n
de 35× 680× 35 nodos de grilla.
En la configuracio´n test 2 se modela el ensayo experimental presentado por Miyamura
et al. [128]. Se elige L = 10 mm y H = 70L, y se evalu´a vc para siete dia´metros de
esferas (r = [0.5, 4] mm) con 2rL en el rango 0.1 a 0.8. En rigor esta configuracio´n es una
aproximacio´n al experimento realizado en [128], la longitud H utilizada es menor a la
del experimento. Se utiliza una discretizacio´n de 31× 2101× 31 nodos de grilla, tambie´n
se realizan ensayos nume´ricos particulares con 51 × 3501 × 51 con motivo de verificar la
influencia de la discretizacio´n en los resultados.
En la configuracio´n test 1 y test 2 se utilizan condiciones de borde Dirichlet (seccio´n
3.2.3) con velocidad cero para todos los bordes y todo tiempo. Sobre la superficie de
la esfera se utiliza el me´todo FH-MSL [51], presentado en la seccio´n 3.3.2. En ambas
configuraciones la esfera se posiciona inicialmente en el centro de la seccio´n transversal, y
a una distancia h = 10L y h = 50L respectivamente desde la superficie horizontal inferior
del dominio fluido. El ensayo consiste en dejar caer libremente la esfera desde su posicio´n
inicial h (ver figura 5.13a) a t = t0 con velocidad inicial cero. Luego, alcanzado el estado
estacionario se evalu´a vc para los casos de intere´s.
En la configuracio´n test 3 se ensaya el problema en el mismo rango de nu´meros de
Reynolds que el test 2. A diferencia del anterior, en este caso se adopta un esquema de
refinamiento y movimiento de grillas (seccio´n 5.3). La regio´n de refinamiento esta´ posicio-
nada como se muestra de forma esquema´tica en la figura 5.13a, desde H1 hasta H1 +H2.
Se consideran cuatro escalas (ngs = 4) de refinamiento, la de menor δx contiene al cuerpo
r´ıgido y se desplaza en combinacio´n con las dema´s siguiendo el movimiento del cuerpo.
Los valores de H y h que brindan resultados aceptables y reducen el costo computacional
se obtienen realizando una serie de ensayos nume´ricos de verificacio´n (no se incluyen en
este trabajo). Se considera resultado aceptable aquel que no se encuentra influenciado por
la relacio´n HL . De las evaluaciones nume´ricas, no se observa influencia en los resultados
para relaciones HL ≥ 12. En la configuracio´n test 3 se adopta L = 0.01m y H = 12L, con
una regio´n de refinamiento de longitud H2 = 2.6L posicionada en H1 = 6L. Se utiliza
una discretizacio´n de 81 × 81 × 81 nodos para la grilla ma´s fina que contiene al cuerpo
r´ıgido en su posicio´n central. A ambos lados de esta grilla y en la direccio´n longitudinal,
se introduce un apilamiento de grillas - dos niveles de refinamiento hacia ambos lados de
L× 0.4L× L - hasta alcanzar la grilla ma´s gruesa.
En el test 3 y para la frontera que define la superficie de la esfera se imponen condiciones
de borde Dirichlet de velocidad utilizando el me´todo BFL [53] de la seccio´n 3.3.3. Sobre las
paredes laterales e inferior del dominio se imponen condiciones de borde de Dirichlet. En
la pared superior horizontal se utilizan condiciones de borde convectivas para representar
un dominio de longitud cuasi-infinita (ver seccio´n 3.5).
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Figura 5.13: Figura A: esquema de la configuracio´n geome´trica del problema. Figura B:
evolucio´n temporal de la velocidad vertical de la esfera para la configuracio´n test 1.
La posicio´n inicial de la esfera es en el centro de la seccio´n transversal a una distancia
h = 7L desde la base del dominio computacional. Se impone como condicio´n inicial una
velocidad homoge´nea u0 sobre todo el dominio fluido. La esfera es liberada en su posi-
cio´n inicial a t = 0 s con velocidad u0, aproximadamente igual y en direccio´n opuesta a
vc. Existen al menos dos motivos principales para analizar el problema en un referencial
con velocidad constante. Por un lado, mantener el cuerpo r´ıgido en una posicio´n aproxi-
madamente constante - relativa al dominio computacional - disminuye el desplazamiento
necesario de las grillas para que el cuerpo r´ıgido permanezca siempre en la regio´n de
refinamiento. Por otro lado, utilizar esta configuracio´n junto con condiciones de borde
convectivas permite reducir notablemente el taman˜o del dominio computacional. El cuer-
po r´ıgido se mantiene en una posicio´n aproximadamente constante, permitiendo adoptar
la relacio´n mı´nima HL apropiada tal que se encuentre siempre en una posicio´n alejado de
los bordes para el tiempo de sedimentacio´n que se modela.
Obtenida vc para las tres configuraciones analizadas, y evaluando la velocidad terminal
vT de la ecuacio´n (5.39), se encuentra el factor de correccio´n de pared (
vc
vT
) para las relacio-
nes 2r/L de intere´s. En las figuras 5.13b, 5.14 y 5.15 se muestran los resultados obtenidos
para las configuraciones test 1, 2, y 3. En la figura 5.13b se muestra la evolucio´n temporal
de la velocidad vertical para las diferentes relaciones 2rL analizadas en la configuracio´n test
1.
En la figura 5.14 se muestran los resultados de ( vcvT ) para las configuraciones test 1
y 2. Por motivos de claridad se presenta en la figura 5.15 los resultados obtenidos para
la configuracio´n test 3. En ambas figuras, y con motivos de contrastar los resultados del
LBM, se introduce el polinomio de ajuste de los datos experimentales presentado en [128].
Los resultados para la configuracio´n test 1 se obtuvieron con el LBM-SRT cuasi—
incompresible y un esquema de velocidad D3Q19 con discretizacio´n 35×545×35. Tambie´n
se realizan evaluaciones del problema utilizando los esquemas D3Q27 y D3Q15 sin observar
diferencias significativas respecto a los obtenidos con el D3Q19. En base a estos resultados
y con motivos de reducir el costo computacional, en el test 2 se utiliza exclusivamente el
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Figura 5.14: Factor de correccio´n de pared vcvT en funcio´n de la relacio´n
2r
L para una
esfera de radio r en sedimentacio´n dentro de un tubo de seccio´n cuadrada. Resultados de
la configuracio´n test 1 y test 2 para diferentes discretizaciones.
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Figura 5.15: Factor de correccio´n de pared vcvT en funcio´n de la relacio´n
2r
L para una
esfera de radio r en sedimentacio´n dentro de un tubo de seccio´n cuadrada. Resultados de
la configuracio´n test 3. Se utiliza el LBM-MRT con un esquema de velocidad D3Q15.
esquema de velocidad D3Q15. En el test 3 se utiliza el modelo LBM-MRT con un esquema
de velocidad D3Q15.
El rango de nu´meros de Reynolds de las simulaciones es de 0.34 ≤ Re ≤ 1.99 para el
test 1, y de 0.0005 ≤ Re ≤ 0.39 para los test 2 y 3, frente a 0.2 ≤ Re ≤ 0.6 en [62] y
0.000241 ≤ Re ≤ 0.699 en [128].
Se puede apreciar de las figuras 5.14 y 5.15 que los resultados obtenidos del LBM, para
todas las configuraciones analizadas, presentan una buena correlacio´n con los datos expe-
rimentales presentados en [128]. Se observa un error de aproximacio´n para el caso 2rL = 0.1
en el test 2 con discretizacio´n 31× 2101× 31. Esta discrepancia se atribuye a una discre-
tizacio´n gruesa de la geometr´ıa, notable especialmente para los taman˜os ma´s pequen˜os de
esferas ya que la discretizacio´n se mantiene constante en cada configuracio´n para todo r
analizado. Para verificar esta afirmacio´n se realizan ensayos nume´ricos de la configuracio´n
test 2 utilizando una discretizacio´n de 51 × 3501 × 51. En la figura 5.14 se muestra el
resultado obtenido para esta discretizacio´n, se puede observar una mejor aproximacio´n a
la curva de ajuste de los resultados experimentales cuando aumenta el nu´mero de puntos
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que describen la geometr´ıa de la esfera. Si la discretizacio´n es incrementada como ocurre
en el test 3, el error de aproximacio´n para 2rL = 0.1 disminuye como es esperable, esto se
puede observar en la figura 5.15. De los resultados presentados, se puede apreciar que los
obtenidos con la configuracio´n test 3, adema´s de presentar una buena correlacio´n con los
obtenidos experimentalmente, son los de menor costo computacional.
Los resultados obtenidos con el algoritmo propuesto presentan una mejor aproximacio´n
a los datos experimentales que los presentados por Aidun et al. [62], donde tambie´n utilizan
el LBM.
5.5. Comentarios y conclusiones
En este cap´ıtulo se muestran detalles del algoritmo implementado y los me´todos nece-
sario para poder aplicar refinamiento de grillas en el LBM. Se identifican las operaciones
necesarias a realizar en el problema de refinamiento para poder evolucionar temporalmente
en mu´ltiples grillas con diferente δx. Se identifica tambie´n un patro´n de operaciones que
se repite siguiendo un orden jera´rquico, basado en esto se propone un algoritmo general
que permite evolucionar temporalmente en ngs niveles de refinamiento. Este es un aporte
original de esta seccio´n, ya que en la literatura se abordan siempre problemas con ngs = 2
o 3 niveles de refinamiento sin mayores detalles del algoritmo general para ngs arbitrario.
De los resultados presentados en la seccio´n 5.4.1, se puede observar que el algoritmo
propuesto brinda una convergencia cuadra´tica en el error de aproximacio´n a la velocidad.
Esto es deseable y se condice con el orden de precisio´n intr´ınseca del LBM y las condiciones
de borde. En rigor, en los problemas de verificacio´n se evalu´a no solamente el me´todo de
refinamiento propuesto, sino que tambie´n el acoplamiento entre: el LBM en el interior del
dominio, los me´todos de condicio´n de borde y el me´todo de refinamiento. Los resultados de
la seccio´n 5.4.2 muestran tambie´n un comportamiento correcto del me´todo refinamiento
implementado, con una buena correlacio´n con los resultados experimentales presentados.
Un tema relevante y de intere´s en meca´nica computacional del que no se hace e´nfasis
en este cap´ıtulo es la posibilidad de paralelizado que brinda la estrategia de particio´n de
dominio implementada. Esto es de especial relevancia en los modelos LBM y esquemas de
velocidad utilizados, donde las evaluaciones son locales o entre primeros vecinos.
Sobre el algoritmo utilizado para el movimiento de grillas, si bien es una propuesta
elemental y rudimentaria de aplicacio´n no general, cumple con los objetivos en los proble-
mas de intere´s. Con lo implementado es posible introducir algu´n algoritmo de refinamiento
adaptativo que determine de manera eficiente cual es la configuracio´n y arreglo de las gri-
llas en el dominio del problema, luego el resto de la implementacio´n es equivalente a la
presentada y utilizada en {LBM} .
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Cap´ıtulo 6
Simulacio´n y ana´lisis nume´rico de
la sedimentacio´n de cristales de
hielo en la atmo´sfera
En este cap´ıtulo se utiliza el me´todo de lattice Boltzmann (LBM) para simular y anali-
zar la sedimentacio´n de pequen˜os cristales de hielo en la atmo´sfera. Se tiene especial intere´s
en evaluar la velocidad terminal de cristales de hielo con geometr´ıa tipo columna de seccio´n
hexagonal. El objetivo principal es evaluar el LBM como una herramienta nume´rica de
utilidad para resolver el problema de sedimentacio´n utilizando una variedad de taman˜os
de cristales de hielo. Se presentan resultados del LBM en comparacio´n con mediciones ex-
perimentales de laboratorio y aproximaciones teo´ricas conocidas. Los resultados nume´ricos
para las configuraciones geome´tricas analizadas muestran una buena correlacio´n con las
estimaciones teo´ricas y resultados experimentales.
El contenido de este cap´ıtulo esta´ basado en un trabajo publicado en [2].
6.1. Sedimentacio´n de cristales de hielo en la atmo´sfera
En la atmo´sfera, espec´ıficamente en nubes, se pueden encontrar cristales de hielo con
una variedad de formas, taman˜os y masas. Las caracter´ısticas de los cristales que se forman
esta´n fuertemente influenciadas por la temperatura [129, 130]. Una clasificacio´n de estos
cristales, con una descripcio´n general de formas, taman˜os y masas puede encontrarse en
Ryan et al. [129], Heymsfield and Iaquinta [130], Magono and Lee [131], Bailey and Hallett
[132], Lindqvist et al. [133], Um and McFarquhar [134].
Ciertos comportamientos de la atmo´sfera y de las nubes esta´n caracterizados por
para´metros relacionados con la dina´mica de las part´ıculas de hielo [135]. Se requiere una
estimacio´n precisa de la velocidad terminal de los cristales para determinar cuantitativa-
mente su evolucio´n en la atmo´sfera. Es necesario conocer la velocidad de sedimentacio´n
para la simulacio´n del ice water path1 y para la determinacio´n de los contornos de las
nubes [136]. Tambie´n es utilizada para el estudio de procesos micro-f´ısicos en nubes y en
modelos del clima [136, 137].
1El contenido de hielo-agua (IWC) se define como la masa de hielo en la nube por unidad de volumen.
La integral vertical de IWC es el ice water path (IWP)
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Para un gran espectro de formas, es deseable disponer de mediciones detalladas y con
cierta exactitud, de la relacio´n entre: la velocidad terminal, la masa y dimensiones carac-
ter´ısticas de los cristales. Una determinacio´n precisa de estas relaciones permite obtener
parametrizaciones confiables de la velocidad terminal de las part´ıculas en la nube; estas
son esenciales para simulaciones confiables de nubes en los modelos de circulacio´n general
(GCMs) de cantidad de precipitacio´n, disipacio´n y propiedades o´pticas de nubes [130, 136].
Si bien existe una variedad de propuestas en la literatura, el problema de sedimentacio´n
de cristales de hielo en la atmo´sfera no ha sido completamente caracterizado [130, 138,
139]. Existen soluciones anal´ıticas que determinan con exactitud la velocidad terminal de
part´ıculas esfe´ricas. Sin embargo, no existe una estimacio´n anal´ıtica precisa para predecir
la velocidad terminal de otras formas que no sean esferas; esto debido a la gran variedad
de formas, taman˜os, masas, y el amplio rango de nu´meros de Reynolds involucrado en
los problemas de sedimentacio´n de cristales de hielo. Diversos trabajos en la literatura
[130, 136, 138–144] proponen esquemas que parametrizan la masa, formas y taman˜os de
los cristales para estimar su velocidad terminal. Tambie´n se puede obtener la velocidad
terminal de las part´ıculas de hielo, mediante estimaciones teo´ricas o experimentales, de
la relacio´n entre el nu´mero de Reynolds (Re) y el Best (o Davis) number (X) [140, 142,
145, 146]. Existe una variedad de trabajos experimentales donde la velocidad terminal, la
masa y el taman˜o de varios tipos de part´ıculas de hielo han sido medidos y caracterizados.
Algunos resultados experimentales, relevados de mediciones de laboratorio y observaciones
de campo en la atmo´sfera, pueden ser encontrados en [137, 145–149].
Las propuestas teo´ricas presentadas en [136, 140–144], han mostrado para una varie-
dad de part´ıculas, buenas aproximaciones a la velocidad terminal de los cristales cuando
Re  1. Sin embargo, Westbrook et al. [150] muestra que en el re´gimen de flujo viscoso
(Re 1) estas formulaciones sobrestiman la velocidad terminal de los cristales. Utilizando
una aproximacio´n y resultados de Westbrook et al. [150] y Hubbard and Douglas [151],
Westbrook [138] brinda una estimacio´n para la relacio´n de sedimentacio´n de pequen˜os cris-
tales de hielo (dimensiones menores a 100µm). Para cristales de hielo tipo columna, estas
estimaciones tienen una buena correlacio´n con resultados experimentales (errores menores
al 20 %). Una revisio´n completa de las principales aproximaciones teo´ricas y resultados
experimentales puede encontrarse en [130, 136, 139, 142–144].
La sedimentacio´n del cristal de hielo en la atmo´sfera es un problema de interaccio´n
cuerpo r´ıgido-fluido e interaccio´n entre cuerpos r´ıgidos. Cada cristal se mueve bajo la accio´n
de su propio peso, fuerzas de flotacio´n, y por la interaccio´n con otros cuerpos r´ıgidos y el
fluido que lo rodea. Dada una caracterizacio´n de la forma, taman˜o y densidad de masa
del cristal, junto con las condiciones atmosfe´ricas, es posible determinar completamente su
comportamiento dina´mico utilizando algu´n me´todo de dina´mica de fluido computacional
que pueda resolver el problema de manera adecuada. Con un me´todo nume´rico preciso es
posible evaluar la velocidad terminal de cristales de hielo para taman˜os, formas y masas de
los que no se disponen datos experimentales. Adema´s, para una forma definida del cristal,
se puede analiza la sensibilidad del problema relacionada a su masa y taman˜o.
En la literatura revisada, y para el rango de longitudes analizadas en e´ste trabajo
(l = 15−80µm), no se encuentran resultados nume´ricos del problema de sedimentacio´n de
intere´s. Sin embargo, existen algunos trabajos que resuelven nume´ricamente el problema
de sedimentacio´n de cristales en la atmo´sfera [152–154]. Hashino et al. [154], utilizando un
software comercial (ANSYS Fluent) basado en el me´todo de volu´menes finitos, estudia el
problema de sedimentacio´n de cristales con forma de columna para l > 600µm.
El me´todo de lattice Boltzmann (LBM) permite resolver, de manera precisa y rela-
tivamente simple, el flujo de fluido en problemas de cuerpo con movimiento arbitrario y
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de geometr´ıas no regular (problemas de interaccio´n cuerpo r´ıgido-fluido). El comporta-
miento de part´ıculas en sedimentacio´n ha sido analizado con el LBM en una variedad de
problemas [49, 62, 113, 115, 117, 155]. En los cap´ıtulos 4 y 5 se muestran resultados de la
sedimentacio´n de algunos cuerpos r´ıgidos de intere´s.
En este cap´ıtulo se utiliza el LBM para analizar el comportamiento dina´mico de cris-
tales de hielo con geometr´ıa de columna (o tipo columna). Se obtiene la velocidad ter-
minal de los cristales para un rango de taman˜os, con longitud caracter´ıstica en el rango
l = 15− 80µm. Los resultados LBM son obtenidos en un re´gimen viscoso (Re 1). Este
es el re´gimen del flujo de fluido en el cual tiene lugar la sedimentacio´n de las part´ıculas
de hielo ma´s pequen˜as en la atmo´sfera. La precisio´n del LBM para resolver estos proble-
mas, es evaluada por comparacio´n con resultados experimentales [137, 146, 148, 149] y
con propuestas teo´ricas conocidas [136, 138, 142–144].
En las seccio´n 6.2 se resuelve, utilizando LBM, la sedimentacio´n de part´ıculas de hielo
en la atmo´sfera. Resultados nume´ricos para geometr´ıas tipo columna se muestran en la
seccio´n 6.2.1, mientras que en la seccio´n 6.4 se presentan tablas con los resultados obtenidos
del LBM. En la seccio´n 6.3 se verifica la convergencia del me´todo implementado con
respecto al taman˜o de grilla. Para finalizar, en la seccio´n 6.5 se presentan comentarios y
conclusiones del cap´ıtulo.
6.2. Sedimentacio´n de cristales de hielo tipo columna
En esta seccio´n se estudia el problema principal de este trabajo, se resuelve y analiza
la sedimentacio´n de cristales de hielo en la atmo´sfera. Se tiene especial intere´s en evaluar,
utilizando el LBM, la velocidad terminal de los cristales de hielo de geometr´ıa tipo columna
de seccio´n hexagonal para cierto rango de taman˜os. Se modela este problema considerando
al cristal como un cuerpo r´ıgido que se mueve por accio´n de su propio peso, fuerzas de
flotacio´n y por interaccio´n con el fluido que lo rodea. No se consideran interacciones entre
cuerpos r´ıgidos, el intere´s es analizar cuerpos r´ıgidos aislados en la atmo´sfera. Luego el
problema de sedimentacio´n de un cristal o part´ıcula en la atmo´sfera, es un problema de
interaccio´n cuerpo r´ıgido-fluido.
La hipo´tesis de cuerpo aislado es una buena aproximacio´n al movimiento de los cristales
de hielo en la atmo´sfera. La concentracio´n de part´ıculas de hielo en cirrus se encuentra t´ıpi-
camente entre 50 y 500 l−1, mientras que las concentraciones ma´ximas en cumulonimbus
alcanza 300 l−1 [156]. Los cristales de hielo de geometr´ıa tipo columna de seccio´n cuasi-
hexagonal y tipo agujas crecen t´ıpicamente en la atmo´sfera en el rango de temperaturas
de −3 a −9 ◦C y −18 a −24 ◦C [129, 131, 132, 138, 157].
En las evaluaciones nume´ricas, los cristales son modelados como columnas de seccio´n
hexagonal. La sedimentacio´n es analizada en un flujo de fluido con 0.006 < Re < 0.4. Este
es aproximadamente el re´gimen de Re en el cual ocurre la sedimentacio´n de las part´ıculas
de hielo ma´s pequen˜as en la atmo´sfera. En la figura 6.1 se muestra un esquema de la
geometr´ıa del cuerpo r´ıgido que representa el cristal de hielo, se denota con l su longitud,
y con a la semi-longitud de su seccio´n transversal. x′, y′, z′ son las coordenadas cartesianas
en un marco de referencia fijo al cuerpo. La orientacio´n espacial del cuerpo r´ıgido con
respecto a un sistema de coordenadas inercial x, y, z fijo en el espacio, esta definida por
los a´ngulos de Euler φ, θ y ψ siguiendo el orden rotacional intr´ınseco z, x, z. Se adopta
l˜ =
√
l2 + (2a)2 como una longitud de referencia, utilizada para evaluar el nu´mero de
Reynolds del problema.
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Figura 6.1: Esquema de la geometr´ıa del cuerpo r´ıgido utilizado para representar los
cristales de hielo de geometr´ıa tipo columna de seccio´n hexagonal. x′, y′, z′ son las coorde-
nadas cartesianas en un marco de referencia solidario con el cuerpo, mientras que x, y, z
es un sistema de coordenadas inercial fijo en el espacio.
Se realizan evaluaciones nume´ricas para una variedad de relaciones de aspecto ar =
l
2a ∈ [1, 3]. La longitud de los cristales analizados esta´ en el rango 15µm ≤ l ≤ 80µm.
Las propiedades del fluido son elegidas como las del aire a una temperatura T = −8 ◦C
con una presio´n atmosfe´rica P = 101325 Pa. Se eligen estas propiedades con intensio´n de
modelar las condiciones de laboratorio utilizadas en Bu¨rgesser et al. [149].
6.2.1. Resultados y discusiones
En las figuras 6.2 y 6.3 se muestra la velocidad terminal vc de las columnas y cristales de
hielo como funcio´n de su longitud. Se muestran lo resultados del LBM en comparacio´n con
resultados experimentales de laboratorio presentados por Kajikawa [137], Jayaweera and
Ryan [146] y Bu¨rgesser et al. [149]. En la figura 6.2, resultados del LBM y experimentales
son presentados para relaciones de aspecto entre 1 y 2; mientras que en la figura 6.3 se
muestran resultados comparativos para relaciones de aspecto entre 2 y 3. En la seccio´n
6.4 se incluyen tablas con los resultados obtenidos del LBM.
Para cada configuracio´n geome´trica (l y ar) de la columna hexagonal se obtuvieron
resultados con dos orientaciones preferenciales, horizontal y vertical ((φ, θ, ψ) = (0, 0, 0) y
(0, pi2 , 0) respectivamente). Se eligen estas orientaciones ya que brindan un l´ımite inferior y
superior en la velocidad terminal. Esta estrategia de simulacio´n es particularmente va´lida
en problemas que no muestran una orientacio´n preferencial de sedimentacio´n. Esta estrate-
gia permite reducir el costo computacional en comparacio´n con la de realizar evaluaciones
para una gran cantidad de orientaciones. Otra estrategia, de costo computacional conside-
rable y que se probo´ inicialmente en este trabajo, es modelar la dina´mica completa para
tiempos suficientemente largos y diferentes orientaciones iniciales. Con ambas estrategias
se puede obtener una aproximacio´n al valor medio de la velocidad de sedimentacio´n. En
especial, la u´ltima brinda una historia de la dina´mica del problema con la posibilidad de
evaluar la existencia de orientaciones preferenciales o arbitrarias.
La densidad de masa del hielo ρice utilizada se elige en el rango de valores presentado
por Ryan et al. [129] para T = −8 ◦C. Es posible tambie´n, obtener una estimacio´n para
la masa de los cristales de las relaciones propuestas por Mitchell [142]. Heymsfield and
Iaquinta [130] proponen ρice = 810 kg m
−3 para cristales de geometr´ıa tipo columna. En
los resultados que se presentan se eligen dos valores definidos para la densidad del hielo,
ρice = 800 kg m
−3 en la mayor´ıa de los casos que se analizan, y ρice = 400 kg m−3 en algunos
casos particulares. El u´ltimo valor de densidad (aproximadamente igual a la densidad de
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masa de los cristales columna huecos) se utiliza para verificar la dependencia de una
velocidad terminal normalizada con la densidad de masa.
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Figura 6.2: Velocidad terminal vc de columnas hexagonales y cristales de hielo de geo-
metr´ıa tipo columnas como una funcio´n de su longitud l. Los resultados corresponden a
ar ∈ [1, 2]. La velocidad esta´ expresada en cm s−1, la longitud en µm. Los resultados LBM
con ρice = 800kg m
−3 se muestran con . Los resultados experimentales se muestran con:
4 para los datos de [149], con ◦ para los datos de [137], y con • para los datos de [146].
Los resultados nume´ricos del LBM son presentados en la seccio´n 6.4.
Como se puede observar en las figuras 6.2 y 6.3, los resultados de vc del LBM con ρice =
800kg m−3 esta´n de acuerdo con las mediciones de laboratorio. Los resultados de Kajikawa
[137], Jayaweera and Ryan [146], Bu¨rgesser et al. [149] presentan cierta dispersio´n como es
esperado de un conjunto de datos experimentales. Sin embargo, un factor importante en
esta dispersio´n de vc, se debe a la dispersio´n en la configuracio´n geome´trica de los cristales.
Esto es, pueden existir diferente valores de ar para un l dado [158], originando la dispersio´n
observada en vc. Las combinaciones utilizadas de ar y l, fueron seleccionadas dentro del
rango de para´metros geome´tricos observados experimentalmente [149]. Para el rango de l y
ar analizados, todos los resultados nume´ricos, a excepcio´n de dos valores particulares que
merecen una aclaracio´n, esta´n contenidos dentro de la dispersio´n de datos experimentales.
En la figura 6.2, dos resultados para l = 50µm con ar = 1.0 en sedimentacio´n horizontal y
vertical se encuentran por fuera de la dispersio´n. Estas diferencias no son un error de las
simulaciones nume´ricas. Los resultados del LBM se corresponden con una configuracio´n
geome´trica que no esta´ contenida en los datos experimentales que se dispone. Cristales de
hielo con esta configuracio´n geome´trica fueron observados en la naturaleza [158], pero no
se observan en los datos experimentales presentados en la figura 6.2.
En los experimentos de laboratorio, la longitud medida l′ de los cristales en sedimenta-
cio´n es una proyeccio´n en el plano vertical de su longitud real. Luego la longitud presentada
puede ser una subestimacio´n de su longitud real l (ver detalles de esta medicio´n en [149]).
Por este motivo, los datos experimentales en las figuras 6.2 y 6.3 pueden presentar una ses-
go hacia la izquierda. Bu¨rgesser et al. [149] presenta diferencias entre los valores medios de
l y l′ de: 25 % para 2a ∈ [5, 15]µm, 17 % para 2a ∈ [15, 25]µm, y 13 % para 2a ∈ [25, 35]µm.
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Figura 6.3: Velocidad terminal vc de columnas hexagonales y cristales de hielo de geo-
metr´ıa tipo columnas como una funcio´n de su longitud l. Los resultados corresponden a
ar ∈ [2, 3]. La velocidad esta´ expresada en cm s−1, la longitud en µm. Los resultados LBM
con ρice = 800kg m
−3 se muestran con . Los resultados experimentales se muestran con:
4 para los datos de [149], y con • para los datos de [146]. Los resultados nume´ricos del
LBM son presentados en la seccio´n 6.4.
En la figura 6.4 se muestra vc, obtenida del LBM en comparacio´n con mediciones de la-
boratorio [149], como una funcio´n de la capacitancia C del cristal. Este para´metro depende
de la geometr´ıa de la part´ıcula, para una columna de seccio´n hexagonal la capacitancia es
[150]:
C = 0.58a
(
1 + 0.95a0.75r
)
(6.1)
Los resultados nume´ricos esta´n en el re´gimen de nu´meros de Reynolds que permiten
comparar con las mediciones presentadas en [149], donde C es la longitud caracter´ıstica
para evaluar el Re. Adoptando C como longitud caracter´ıstica para evaluar el Re, el rango
para los resultados LBM es 0.002 < Re < 0.15.
Se puede observar de la figura 6.4 que la dispersio´n de los resultados LBM se reduce
cuando la capacitancia es utilizada como variable, lo mismo ocurre con los datos experi-
mentales. Se puede notar que los resultados del LBM no esta´n uniformemente distribuidos,
tienen un sesgo hacia la parte inferior de la regio´n que contiene los resultados experimenta-
les. Este puede ser explicado por las diferencias entre l y l′, particularmente para pequen˜os
valores de 2a donde existen los mayores errores en las mediciones. En la figura 6.4 los re-
sultados del LBM para l = 50µm con ar = 1 no se muestran, se ubican por fuera de la
dispersio´n.
En la figura 6.5 se muestra la velocidad terminal normalizada vn obtenida del LBM
en comparacio´n con resultados teo´ricos y experimentales conocidos. Los resultados son
los mismos que se presentaron en las figuras anteriores, pero en este caso se muestran en
una forma normalizada. En la figura 6.5 se incluye tambie´n los resultados LBM obtenidos
para ρice = 400kg m
−3. La velocidad normalizada se evalu´a como propone Westbrook
[138]. Para obtener vn, la velocidad terminal del cristal vc se divide por la velocidad de
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Figura 6.4: Velocidad terminal vc de columnas hexagonales y cristales de hielo de geo-
metr´ıa tipo columnas como una funcio´n de la capacitancia C. La velocidad esta´ expresada
en cm s−1, y C en µm. Los resultados LBM con ρice = 800kg m−3 se muestran con .
Los datos experimentales de [149] son presentados con: 4 para la relaciones de aspecto
entre 1 y 2, y con  para relaciones de aspecto entre 2 y 3. Los resultados nume´ricos del
LBM son presentados en la seccio´n 6.4.
sedimentacio´n vT de una esfera equivalente, de radio r y masa ms igual a la del cristal de
hielo mic.
Westbrook [138], basado en resultados de [151], propone una expresio´n para vc utilizan-
do la solucio´n de Stokes [5] para una esfera en flujo viscoso, (5.39). El radio r de la esfera
es remplazado por un radio hidrodina´mico efectivo, proporcional a la capacitancia C. La
l´ınea continua en la figura 6.5 es la propuesta de Westbrook [138] para vn de columnas
hexagonales con orientacio´n aleatoria. La l´ınea de trazo y punto en la figura 6.5, denotada
como MHKC, corresponde a las propuestas de Khvorostyanov and Curry [136], Mitchell
[142], Mitchell and Heymsfield [143], Khvorostyanov and Curry [144] para cristales co-
lumna con orientacio´n aleatoria. MHKC es la nomenclatura t´ıpica en la literatura para
referirse a estos me´todos, ide´nticos cuando Re < 100 [139]. En la figura 6.5 se muestran
tambie´n algunos resultados experimentales [137, 146, 148].
Los resultados LBM en la figura 6.5 son comparables con los de la propuesta teo´rica
de Westbrook [138] para columnas hexagonales en orientacio´n aleatoria, y se encuentran
por debajo de la propuesta MHKC. Los resultados LBM adquieren un comportamiento
esperado, para las orientaciones horizontal y vertical se ubican por debajo y por arriba
de la propuesta de Westbrook [138]. La diferencia de vn para cristales con orientacio´n
vertical y horizontal se incrementa con ar. Se puede observar de la figura 6.5 que vn es
independiente de la masa para los problemas analizados. Como se menciona anteriormente,
algunos de los datos presentados corresponden a densidad de masa diferentes. Adema´s, se
puede observar que la propuesta MHKC sobrestima vn (vc) para las longitudes analizadas.
En las figuras 6.6 y 6.7 se muestra, como usualmente se presenta en la literatura, la
velocidad terminal para una columna hexagonal con l = 50µm en el rango ar ∈ [1, 3].
Los resultados LBM de las figuras 6.6 y 6.7 fueron obtenidos con ρice = 800kg m
−3 y
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Figura 6.5: Velocidad terminal normalizada vn de columnas hexagonales y cristales de
hielo de geometr´ıa tipo columnas en funcio´n de la relacio´n de aspecto ar. Los resultados
LBM se muestran con  y • para ρice = 800kg m−3 y ρice = 400kg m−3 respectivamente.
Los resultados nume´ricos del LBM son presentados en la seccio´n 6.4. La l´ıneas continuas
muestran la velocidad terminal normalizada propuesta en [138] para una orientacio´n alea-
toria de los cristales. Se utilizan 4 para identificar los resultados experimentales de [148],
 para los de [146], y ◦ para los de [137]. La l´ınea en punto y trazos es la propuesta de
MHKC [136, 142–144] (ver el texto).
ρice = 400kg m
−3 respectivamente. Se reordenan convenientemente para enfatizar, con
una longitud particular del cristal, la variacio´n de la velocidad terminal como una funcio´n
de la relacio´n de aspecto. La longitud adoptada para el cuerpo r´ıgido se elige sin ninguna
razo´n particular.
Como se menciona en la seccio´n 6.1, es posible obtener estimaciones de la velocidad
terminal de las part´ıculas de hielo, utilizando una relacio´n entre el nu´mero de Reynolds
(Re) y el Best (o Davis) number (X) [140, 142, 145, 146]. Es importante notar algunas di-
ferencias entre la aproximacio´n nume´rica de este trabajo y la aproximacio´n Best-Reynolds
frecuentemente utilizada en la literatura para estimar velocidad terminal de cristales de
hielo. Existe una diferencia conceptual entre las dos aproximaciones. Por un lado, la apro-
ximacio´n Best-Reynolds puede ser un buen me´todo pra´ctico que depende de curvas de
ajuste experimental o aproximaciones anal´ıticas. Son necesarias estimaciones para la ma-
sa y a´rea de referencia de las part´ıculas, y en el caso de utilizar estimaciones anal´ıticas, de
una aproximacio´n al coeficiente de resistencia CD. Por otro lado, el me´todo propuesto en
este trabajo es una aproximacio´n de las ecuaciones diferenciales fundamentales que descri-
ben el movimiento del cuerpo r´ıgido y el flujo de fluido. No es necesario realizar estimacio´n
del coeficiente de resistencia, este se puede obtener como un resultado secundario de la
evaluacio´n de fuerzas sobre el cuerpo. La masa es un para´metro de entrada a trave´s de
estimaciones de la densidad de masa del cuerpo r´ıgido. El a´rea es exacta, definida por la
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Figura 6.6: Velocidad terminal vc para columnas de seccio´n hexagonal como una funcio´n
de la relacio´n de aspecto ar. Los resultados LBM corresponden a l = 50µm con ρice =
800kg m−3. La velocidad es expresada en cm s−1.
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Figura 6.7: Velocidad terminal vc para columnas de seccio´n hexagonal como una funcio´n
de la relacio´n de aspecto ar. Los resultados LBM corresponden a l = 50µm con ρice =
400kg m−3. La velocidad es expresada en cm s−1.
geometr´ıa del cuerpo r´ıgido, no son necesaria estimaciones.
Se considera necesario hacer algunas aclaraciones adicionales respecto a la orientacio´n
de las part´ıculas. En este cap´ıtulo se analiza un cuerpo r´ıgido con orientacio´n vertical y ho-
rizontal para obtener un l´ımite superior e inferior en el espectro de velocidades terminales
esperadas para el cuerpo r´ıgido con orientaciones arbitrarias. Esta estrategia tiene sentido
siempre que el cuerpo r´ıgido no tenga una orientacio´n preferencial. Que un cuerpo r´ıgido
tenga orientacio´n preferencial en sedimentacio´n depende fuertemente de la geometr´ıa y
del nu´mero de Reynolds del problema. Para la geometr´ıa tipo columna, de intere´s en este
cap´ıtulo, no es claro en la literatura cual es el l´ımite o rango de nu´meros de Reynolds para
el cual existe una orientacio´n preferencial. Se pueden encontrar ciertas discrepancias entre
los autores. Katz [159], basado en predicciones teo´ricas y observaciones experimentales,
afirma que los cuerpos r´ıgidos con geometr´ıa tipo aguja (columna con ar  1) tienen una
orientacio´n indeterminada cuando Re→ 0. Sin embargo, para un Re pequen˜o y finito (no
especificado) existe un torque que alinea el cuerpo r´ıgido con su eje longitudinal en posicio´n
horizontal. Basado en ensayos experimentales de cilindros en sedimentacio´n, Jayaweera et
al. [160] observan que a nu´meros de Reynolds muy bajos Re < 0.01, los cilindros no mues-
tran una orientacio´n preferencial; los cilindros tienden a caer con las misma orientacio´n
en la que fueron liberados. Mientras que para 0.01 < Re < 0.1 los cilindros se orientan
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para ofrecer ma´xima resistencia; si 2a/L < 1 la orientacio´n es con su eje longitudinal en
posicio´n horizontal. En este rango observan que existe un movimiento oscilatorio previo
a alcanzar un estado estacionario. Bohm [161] afirma que en re´gimen viscoso (Re  1)
la orientacio´n de cuerpos ortotro´picos (cuerpos con al menos tres ejes perpendiculares
de simetr´ıa) en sedimentacio´n, es estable y no tienen una espec´ıfica. Hashino et al. [154]
obtienen resultados nume´ricos de la sedimentacio´n de cristales de hielo tipo columnas he-
xagonales, muestran algunas regiones de inestabilidad en la orientacio´n del cuerpo r´ıgido
para Re > 1. Burgu¨esser et al. [149] observan experimentalmente un comportamiento con
orientaciones arbitrarias para la sedimentacio´n de cristales tipo columnas en un rango de
Re similar a las simulaciones realizadas en este trabajo.
Considerando los comentarios anteriores, y con motivo de reducir el costo computacio-
nal, es que se decide evaluar dos orientaciones, vertical y horizontal con el propo´sito de
estudiar los casos l´ımites en el problema de sedimentacio´n. En el caso que exista una orien-
tacio´n preferencial, es esperable que esta sea horizontal para la geometr´ıa tipo columna
analizada.
6.2.2. Detalles de la implementacio´n
El dominio computacional, una porcio´n acotada del dominio fluido, esta´ representado
por un paralelep´ıpedo de fluido con fronteras regulares. El problema de fluido se analiza
utilizando el LBM-MRT presentado en el Cap´ıtulo 2 con un esquema de velocidad D3Q15
(ver Ape´ndice C). La configuracio´n del modelo, para´metros de relajacio´n, expresiones
de equilibrio y otros para´metros se pueden encontrar en el Ape´ndice C.2 [37]. Como se
analiza en el Cap´ıtulo 3 las fronteras del problema requieren un tratamiento especial
para imponer las condiciones de borde. El cuerpo r´ıgido, que se mueve en el interior del
dominio computacional, esta´ descrito por su geometr´ıa arbitraria segu´n se requiere. En
las fronteras del cuerpo r´ıgido se imponen condiciones de borde Dirichlet de velocidad, se
utiliza el me´todo BFL [53] de la seccio´n 3.3.3. La evaluacio´n de fuerza y torque se realiza
con el me´todo presentado en el Cap´ıtulo 4 para cuerpos en movimiento. El movimiento del
cuerpo r´ıgido esta´ determinado resolviendo las ecuaciones de movimiento de Newton. Las
fuerzas que actu´an sobre el cuerpo esta´n dadas por las fuerzas del flujo de fluido, el propio
peso del cuerpo y las fuerzas de flotacio´n. Para integrar las ecuaciones de movimiento en
el tiempo, se utiliza un esquema nume´rico Forward Euler, de primer orden de precisio´n
temporal como el LBM utilizado.
La dina´mica del fluido es evaluada en un marco de referencia que se desplaza hacia
abajo a una velocidad constante con respecto a un marco de referencia de laboratorio. La
velocidad del referencial se establece igual a una aproximacio´n de la velocidad terminal
esperada de las part´ıculas con respecto a la tierra.
En la figura 6.8a se muestra un esquema del dominio computacional. En la zona central
del dominio se posiciona una regio´n de refinamiento de longitud h. Se utiliza el me´todo
de refinamiento de grilla MD introducido en el Cap´ıtulo 5. La regio´n de refinamiento con-
tiene un arreglo de grillas de diferente δx. El cuerpo r´ıgido permanece, para todo tiempo,
completamente dentro de la regio´n de menor espaciamiento de grilla. En la figura 6.8b se
muestra un esquema de la configuracio´n de grillas. Se muestran tres zonas caracter´ısticas
del dominio computacional: zona inferior, media (donde se encuentra la regio´n de refina-
miento) y superior. Se puede observar que por arriba y debajo de la grilla ma´s fina se
posicionan bloques de grillas. Este arreglo se repite a ambos lados de la grilla ma´s fina,
disminuyendo sucesivamente el taman˜o de grilla hasta alcanzar la grilla ma´s gruesa del
problema. Se utilizan seis niveles de refinamiento a lo largo del eje longitudinal como se
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Figura 6.8: Esquema del dominio computacional utilizado para resolver los problemas de
sedimentacio´n de este cap´ıtulo. Figura A: esquema con los detalles globales de la regio´n de
refinamiento y posicionamiento del cuerpo r´ıgido. Figura B: esquema de la distribucio´n
de grillas utilizada; se muestra tres regiones del dominio computacional, zona inferior,
media (donde se encuentra la regio´n de refinamiento) y superior.
muestra en la figura 6.8b. Las grillas en los extremos del dominio computacional, como se
puede apreciar en el esquema de la figura 6.8b, se utilizan por problemas de estabilidad
nume´rica y precisio´n en los me´todos de condiciones de borde. En especial se encuentran
problemas de precisio´n, si la grilla no es lo suficientemente fina, en la evaluacio´n del esque-
ma nume´rico en diferencias necesario para imponer las condiciones de borde convectivas
de la seccio´n 3.5.
Como se menciona brevemente en el Cap´ıtulo 5, existen al menos dos razones princi-
pales para analizar el problema en un marco de referencia a velocidad constante. Por un
lado, es posible mantener el cuerpo r´ıgido en una posicio´n aproximadamente constante re-
lativa al dominio computacional. Esto reduce el costo computacional en el movimiento de
grillas, es posible mantener la regio´n de refinamiento aproximadamente fija en el tiempo.
Por otro lado, el marco de referencia con velocidad permite reducir la longitud del dominio
computacional ya que no se debe considerar una longitud adicional para contener grandes
desplazamientos del cuerpo r´ıgido. Para mantener el cuerpo r´ıgido siempre contenido en
la grilla ma´s fina, se utiliza el me´todo de desplazamiento de grillas descrito en la seccio´n
5.3.
Como condiciones iniciales, se asigna al fluido en todo el dominio una velocidad ho-
moge´nea u0 en la direccio´n positiva del eje y; luego el fluido esta´ en reposo en un marco
de referencia de laboratorio. El cuerpo r´ıgido que se analiza se libera en su posicio´n inicial
a t = 0 s con velocidad u0 igual a la inicial del fluido. Se adopta esta configuracio´n ya
que, liberar el cuerpo r´ıgido con otra velocidad inicial diferente a la del fluido, introducir´ıa
una discontinuidad en la distribucio´n de velocidad en la vecindad del cuerpo. Esto genera
perturbaciones no f´ısicas que se desplazan por el dominio computacional, retrasando la
convergencia a un estado estacionario. Para t > 0 existe un per´ıodo transitorio para la
dina´mica del fluido y el movimiento del cuerpo, el cual no es de nuestro intere´s. Luego
de un per´ıodo de tiempo ts el problema alcanza un re´gimen estacionario. Si la velocidad
u0 fue elegida correctamente, el cuerpo permanecera´ aproximadamente en una posicio´n
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Figura 6.9: Evolucio´n de la velocidad de descenso para una columna hexagonal de
l = 60µm y ar = 2.8. Las curvas muestran la velocidad de descenso para las columnas
en sedimentacio´n horizontal (l´ınea de trazos) y vertical (l´ınea continua). La velocidad es
expresada en cm s−1 y el tiempo en s.
esta´tica en re´gimen estacionario. En la figura 6.9 se muestra la evolucio´n de la veloci-
dad de descenso para una columna hexagonal en sedimentacio´n vertical y horizontal. El
resultado corresponde a una columna con l = 60µm y ar = 2.8. Se puede observar que
los resultados nume´ricos tienen pequen˜as perturbaciones. Por este motivo, la velocidad
terminal se obtiene como una velocidad media en aproximadamente los u´ltimos 0.1s del
tiempo de simulacio´n. Se realizaron evaluaciones nume´ricas para tiempos ma´s extensos
que los presentados en la figura 6.9, no encontrando diferencias apreciables en la velocidad
terminal obtenida.
Como el dominio computacional es una pequen˜a porcio´n de un dominio fluido cuasi-
infinito, se debe adoptar una configuracio´n, dimensiones y condiciones de borde sobre
el dominio computacional que minimicen la influencia de las fronteras en la dina´mica
del cuerpo r´ıgido que se analiza. Las condiciones de borde impuestas sobre el dominio
computacional son, condicio´n de deslizamiento (seccio´n 3.2.2) en las fronteras verticales,
velocidad constantes u0 en la fronteras horizontal inferior (seccio´n 3.2.3), y condiciones de
borde convectivas (seccio´n 3.5) en la fronteras horizontal superior.
El cuerpo r´ıgido se posiciona inicialmente en el centro de la seccio´n transversal a apro-
ximadamente 7w desde la fronteras horizontal inferior. w es la longitud de los lados de
la seccio´n transversal del dominio computacional (ver figura 6.8a). La presencia de las
fronteras de deslizamiento puede tener una influencia menor, pero no despreciable en la
velocidad de sedimentacio´n que se obtiene nume´ricamente. Para relaciones de bloqueo,
definidas como l˜/w, ma´s grandes que un cierto valor, no son necesarias correcciones adi-
cionales sobre los resultados nume´ricos. Se observa que para relaciones de bloqueo menores
que 5.5 %, la influencia de las paredes es despreciable. Este ma´ximo aceptable de relacio´n
de bloqueo es obtenido evaluando el efecto de interferencia en la sedimentacio´n de una
esfera. Estos efectos de interferencia son cuantificados por la relacio´n entre la vc obteni-
da del LBM y vT obtenida por estimaciones anal´ıticas en un dominio no restringido. Se
obtiene convergencia en los resultados y diferencias menores al 0.5 % entre vc y vT para
l˜/w ≤ 0.055. Se utilizan dominios computacionales que satisfagan la relacio´n Lw ≥ 12. Esta
razo´n mı´nima se encuentra siguiendo el mismo procedimiento descrito anteriormente para
determinar el l˜/w ma´ximo aceptable.
Los resultados presentados fueron obtenidos con relaciones de bloqueo menores al 5.5 %.
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Figura 6.10: Distribucio´n de velocidad en una seccio´n del dominio computacional en el
problema de sedimentacio´n vertical de una columna hexagonal con l = 57µm y ar = 2.6
a t = 0.1 s. Ambas figuras corresponden al mismo problema, la figura de la derecha es un
detalle ampliado de la figura de la izquierda. Las l´ıneas horizontales indican el l´ımite de las
grillas para diferentes niveles de refinamiento. En la figura de la derecha se pueden apreciar
los nodos de borde del problema y con menor definicio´n la geometr´ıa del problema.
Esta configuracio´n permite obtener vn por evaluacio´n nume´rica de vc y con vT obtenida
de la ecuacio´n de Stokes, (5.39).
En la figura 6.10 se muestra un detalle de la distribucio´n de velocidad en una seccio´n
del dominio computacional para el problema de sedimentacio´n vertical de una columna
hexagonal. Los resultados corresponden a una columna hexagonal con l = 57µm y ar = 2.6
para t = 0.1 s. En la figura se pueden apreciar los nodos de borde utilizados en el problema,
y con menor definicio´n, la geometr´ıa discretizada en elementos triangulares de superficie.
6.3. Verificacio´n de convergencia de grilla
Con el objetivo de no incrementar el costo computacional ma´s de lo necesario para
los propo´sitos de este trabajo, se analiza la influencia del espaciamiento de grilla δx en
los resultados nume´ricos del LBM. Como un ejemplo t´ıpico, se analiza el caso de un
cilindro en sedimentacio´n horizontal con ar = 2, l = 50µm y ρice = 650kg m
−3. Se quiere
determinar un valor aceptable de 2a/δx, tal que no existan cambios sustanciales en los
resultados si este para´metro es incrementado. La cantidad 2a/δx define el nu´mero de
nodos en el dia´metro de un cilindro de radio a. En la figura 6.11 se muestra la velocidad
de sedimentacio´n obtenida para diferentes discretizaciones. Para todas las evaluaciones
nume´ricas realizadas en este trabajo, se consideran aceptables discretizaciones en el rango
5.5 < 2aδx < 6.1.
Se elige un cilindro para este ensayo de verificacio´n ya que existen resultados experi-
mentales conocidos, y la geometr´ıa es similar a la de las columnas de seccio´n hexagonal.
Resultados experimentales para la velocidad de sedimentacio´n normalizada vn pueden
ser encontrados en [138], vch ' 2.3cm s−1 (vn ≈ 1.3), para sedimentacio´n horizontal, y
vcv ' 2.65cm s−1 (vn ≈ 1.5) para sedimentacio´n vertical. Del LBM y con 2aδx ≈ 5.5 se
obtiene vch = 2.31cm s
−1 y vcv = 2.64cm s−1.
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Figura 6.11: Velocidad terminal vc como funcio´n de nodos por dia´metro del cilindro.
Los resultados corresponden al problema de sedimentacio´n horizontal de un cilindro con
ar = 2 y l = 50µm.
Si bien la discretizacio´n de la geometr´ıa es gruesa, de los resultados se puede apreciar
que es aceptable para evaluar la velocidad terminal en los casos particulares que se anali-
zan. Esta afirmacio´n no se puede generalizar a otros problemas similares. Para reducir el
costo computacional, siempre es necesario determinar un nu´mero mı´nimo de nodos en la
discretizacio´n de la geometr´ıa. Como alternativa para reducir significativamente el costo
computacional, es posible adoptar una distribucio´n optimizada de las grillas de refina-
miento alrededor del cuerpo.
6.4. Resultados obtenidos del LBM
Se presenta un detalle de los resultados mostrados en las seccio´n 6.2.1. Las tablas 6.1
y 6.2 contienen los resultados para ar ∈ [1, 2] y ar ∈ (2, 3] respectivamente. Los valores
elegidos de l y ar esta´n en el rango de datos medidos en [149].
Los resultados identificados como Test 1 y 20-24 en la tabla 6.1 fueron obtenidos con
ρice = 650kg m
−3 y ρice = 400kg m−3 respectivamente. Los resultados identificados como
Test 20, 21, y 22 se muestran exclusivamente en las figuras 6.7 y 6.5. Los resultados del
Test 1, 23, y 24 son mostrados solamente en la figura 6.5, donde es esperable que los
resultados sean independiente de la masa.
Los resultados identificados como Test 18-21 en la tabla 6.2 fueron obtenidos con ρice =
400kg m−3. Los resultados identificados como Test 18 y 19 se muestran exclusivamente en
las figuras 6.7 y 6.5. Los resultados en Test 20 y 21 son mostrados u´nicamente en la figura
6.5.
6.5. Conclusiones y comentarios
Se utiliza el me´todo de lattice Boltzmann para determinar la dina´mica de cristales
de hielo en la atmo´sfera. Dada una caracterizacio´n de la forma, taman˜o y densidad de
masa de los cristales, junto con las condiciones atmosfe´ricas, es posible determinar su
comportamiento dina´mico. El me´todo nume´rico utilizado brinda buenos resultados de la
velocidad de sedimentacio´n para las geometr´ıas, taman˜os y rango de nu´meros de Reynolds
analizados.
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Test ar l vcv vch vT C
1 2 50 2.30 2.02 1.465 18.83
2 1.5 37.5 2.49 2.28 1.782 16.58
3 1.2 20 0.97 0.90 0.731 10.09
4 1.75 40 2.35 2.06 1.555 16.2
5 1.0 23 1.51 1.45 1.207 13.0
6 1.1 17 0.73 0.69 0.570 9.05
7 1.9 35 1.49 1.32 0.968 13.55
8 1.4 30 1.64 1.53 1.205 13.81
9 1.8 50 3.27 2.88 2.176 19.94
10 1.7 47 3.18 2.80 2.125 19.357
11 1.15 25 1.50 1.39 1.150 12.95
12 1.25 32 2.24 2.04 1.651 15.76
13 1.6 42 2.72 2.46 1.885 17.9
14 1.0 15 0.642 0.637 0.513 8.48
15 1.3 28 1.57 1.49 1.186 13.47
16 1.5 45 3.36 3.09 2.416 19.90
17 1.0 50 7.06 6.93 5.704 28.27
18 1.5 50 4.12 3.82 2.983 22.11
19 2.0 50 2.52 2.81 1.803 18.83
20 1.0 50 3.5 3.47 2.85 28.27
21 1.5 50 2.06 1.92 1.491 22.11
22 2.0 50 1.40 1.26 0.902 18.83
23 1.25 30 0.954 0.893 0.725 14.77
24 1.75 30 0.610 0.555 0.411 12.15
Tabla 6.1: Resultados del LBM para ar ∈ [1, 2]. l y C esta´n expresados en µm,
la velocidad en cm s−1. vcv y vch son la velocidad terminal para las columnas en se-
dimentacio´n vertical y horizontal respectivamente. Todos los resultados son obtenidos
con ρice = 800kg m
−3, excepto los identificados como Test 1 y 20-24, donde se utiliza
ρice = 650kg m
−3 y ρice = 400kg m−3 respectivamente.
Para los cristales con geometr´ıa de columnas hexagonales, los resultados obtenidos del
LBM esta´n completamente dentro de la regio´n de dispersio´n de las mediciones de labora-
torio para rangos de l y ar similares. Cuando la capacitancia (ecu. 6.1, [150]) es utilizada
como una variable, la dispersio´n de los resultados LBM as´ı como la de los resultados ex-
perimentales disminuye notablemente. En este caso puede ser observado un pequen˜o sesgo
de los resultados LBM hacia la parte inferior de la dispersio´n de los datos experimentales.
Este problema puede tener origen en las diferencias encontradas entre la longitud medida
y la real de los cristales.
No es el objetivo de este trabajo obtener una curva de ajuste para la velocidad terminal,
sino que por el contrario, realizar una comparacio´n directa del LBM con los resultados ex-
perimentales y teo´ricos conocidos. Para obtener una curva de ajuste, es necesario disponer
de una mayor cantidad de resultados nume´ricos del LBM.
Por comparacio´n directa, se puede observar que los resultados del LBM en la figura
6.5 son comparables con los de la propuesta teo´rica de Westbrook [138], y esta´n por
debajo de la propuesta MHKC. Los resultados del LBM adquieren un comportamiento
esperado, para las orientaciones horizontal y vertical se ubican por debajo y por arriba
de la propuesta de Westbrook [138], va´lida para columnas hexagonales en orientacio´n
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Test ar l vch vcv vT C
1 2.05 27 0.69 0.80 0.503 10.036
2 2.1 40 1.45 1.72 1.057 14.67
3 2.2 35 1.06 1.22 0.743 11.45
4 2.5 52 1.92 2.25 1.29 17.42
5 2.8 60 2.15 2.56 1.395 18.99
6 2.3 55 2.44 2.83 1.692 19.23
7 2.025 31 0.95 1.07 0.678 11.59
8 2.15 33 0.97 1.12 0.689 11.95
9 2.35 48 1.79 2.12 1.238 16.604
10 2.6 57 2.14 2.57 1.447 18.724
11 2.4 46 1.59 1.87 1.094 15.74
12 2.7 65 2.61 3.17 1.753 20.95
13 3.0 80 3.41 4.07 2.176 24.48
14 2.25 62 3.19 3.71 2.239 21.93
15 2.9 70 2.76 3.31 1.777 21.77
16 2.5 50 1.78 2.08 1.198 16.75
17 3.0 50 1.34 1.61 0.850 15.3
18 3.0 50 0.667 0.806 0.425 15.3
19 2.5 50 0.898 1.04 0.599 16.75
20 2.25 30 0.378 0.436 0.262 10.61
21 2.75 30 0.275 0.328 0.180 9.58
Tabla 6.2: Resultados del LBM para ar ∈ (2, 3]. l y C esta´n expresados en µm,
la velocidad en cm s−1. vcv y vch son la velocidad terminal para las columnas en
sedimentacio´n vertical y horizontal respectivamente. Todos los resultados son obteni-
dos con ρice = 800kg m
−3, excepto los identificados como Test 18-21 donde se utiliza
ρice = 400kg m
−3.
aleatoria. La diferencia entre la velocidad terminal para cristales con orientacio´n vertical
y horizontal se incrementa con ar. Se puede apreciar de la figura 6.5, que la propuesta de
MHKC sobrestima la velocidad terminal de los cristales de hielo para las configuraciones
geome´tricas analizadas.
El me´todo propuesto en este trabajo es una aproximacio´n de las ecuaciones diferenciales
fundamentales que describen el flujo de fluido y el movimiento del cuerpo r´ıgido. No es
necesario realizar estimacio´n del coeficiente de resistencia, este se puede obtener como un
resultado secundario de la evaluacio´n de fuerzas sobre el cuerpo. Utilizando el LBM es
posible modelar la geometr´ıa real de los cristales, no son necesarias aproximaciones como
las propuestas por Bo¨hm [140] y Mitchell [142], utilizadas ampliamente en la literatura.
Como un mensaje final de este cap´ıtulo, se quiere enfatizar que una gran cantidad de
problemas de intere´s en f´ısica de la atmo´sfera pueden ser analizados utilizando el LBM.
Con respecto a las part´ıculas de hielo en sedimentacio´n, es posible estudiar diferentes
geometr´ıas y una variedad de valores de los para´metros que caracterizan el problema. Es
posible obtener una caracterizacio´n estad´ıstica de problemas donde los experimentos de
laboratorio son complejos de realizar. Tambie´n se puede utilizar el LBM para verificar
otros modelos simplificados propuestos, la sensibilidad de los para´metros involucrados,
entre otros.
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Cap´ıtulo 7
Determinacio´n del campo de
velocidad inestacionario en un
problema de flujo interno
En este cap´ıtulo1 se analiza, utilizando el me´todo de lattice Boltzmann (LBM) y un
me´todo de resonancia magne´tica nuclear (RMN) [3], el campo de velocidad inestacionario
de un fluido contenido por una cavidad con fronteras en movimiento prescrito. Se tiene
especial intere´s en conocer el campo de velocidad del fluido en una variedad de problemas.
El me´todo de RMN permite conocer, mediante te´cnicas de medicio´n no invasivas, una
aproximacio´n del campo de velocidad en un fluido. La RMN es utilizada para determinar
el campo de velocidad de un fluido en problemas estacionarios [162, 163]. Serial et al. [3]
proponen un me´todo que tiene como objetivo evaluar la distribucio´n inestacionaria de la
velocidad en un fluido.
No es la intencio´n de este cap´ıtulo discutir el me´todo de RMN utilizado para evaluar el
campo de velocidad en el problema de intere´s (ver [3]). El objetivo es presentar el problema
de fluido, los detalles de la implementacio´n nume´rica junto con los resultados obtenidos
del LBM y su comparacio´n con resultados conocidos y los experimentales de RMN. Se
tiene intere´s en determinar nume´ricamente el campo de velocidad transitorio para dos
fluidos diferentes, agua y 2-propanol (alcohol isoprop´ılico), contenidos en una cavidad con
movimiento prescrito.
Los resultados nume´ricos hallados mediante el LBM tienen el propo´sito de servir co-
mo solucio´n de referencia para verificar el me´todo experimental de RMN. Adema´s estas
simulaciones brindan un detalle de los tiempos caracter´ısticos del problema para las con-
figuraciones analizadas. La comparacio´n cuantitativa no es de utilidad para evaluar la
precisio´n del LBM, en especial por el error de aproximacio´n y la dispersio´n encontrada en
los datos experimentales.
En las secciones siguientes se presenta el problema de intere´s principal y los resultados
encontrados para una serie de problemas de verificacio´n utilizados para comprobar el
algoritmo implementado. Se comprueban los resultados del LBM con soluciones conocidas,
va´lidas en casos particulares del problema de intere´s. Luego se muestran comparaciones
de resultados nume´ricos y experimentales de RMN.
1El contenido de e´ste cap´ıtulo surge de una colaboracio´n con la Lic. Raquel Serial y el Dr. Rodolfo
Acosta. del grupo de Resonancia Magne´tica Nuclear (RMN) de la Facultad de Matema´tica, Astronomı´a y
F´ısica (FaMAF) de la Universidad Nacional de Co´rdoba (UNC).
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7.1. Descripcio´n del problema
En la figura 7.1 se muestra un esquema de la geometr´ıa del problema principal de
intere´s. A izquierda se muestra una vista en perspectiva de la geometr´ıa junto con un
Figura 7.1: Diagrama esquema´tico de la geometr´ıa del problema que se analiza. A izq.:
vista en perspectiva de la geometr´ıa. A der.: detalle de una serie de secciones de intere´s
de la geometr´ıa analizada. Dimensiones expresadas en mm.
detalle de la posicio´n del sistema de ejes coordenados y definicio´n de algunos para´metros
geome´tricos. El fluido esta´ contenido en la regio´n entre dos cilindros conce´ntricos de radio
r1 = 1.5 mm y r2 = 7.9 mm (r1 < r < r2), y longitud L = 63.8 mm. Ambos extremos esta´n
cerrados con dos tapas anulares en z = 0 y z = L (0 < z < L). A derecha en la figura 7.1
se identifican de manera esquema´tica una serie de secciones transversales (z1, . . . , z6).
Como se indica en la figura 7.1, sobre la geometr´ıa se impone una velocidad angular
ω(t) respecto del eje z, luego la velocidad sobre las fronteras esta´ determinada para todo
tiempo. Utilizando el LBM y RMN, se determina el campo de velocidad del fluido para
algu´n ω(t) impuesto. La velocidad angular ω(t), las dimensiones de la cavidad y el fluido
utilizado determinan completamente el campo de velocidad. Para los casos analizados se
verifica una distribucio´n axisime´trica de la velocidad del fluido, es decir u(r, θ, z) = u(r, z);
con r, θ, z un sistema de coordenadas cil´ındricas.
El me´todo de RMN que propone Serial et al. [3] tiene la particularidad de poder obtener
el campo de velocidad del fluido en intervalos de tiempo δtRMN ≈ 80 − 90 × 10−3 s. Las
mediciones son una media espacial y temporal del campo de velocidad en una seccio´n del
dominio fluido cada intervalos δtRMN . En la figura 7.1 se denota con z1RMN , z2RMN , y
δxRMN al l´ımite inferior, superior, y espesor respectivamente de la seccio´n del dominio
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fluido donde se realizan las mediciones experimentales (seccio´n de ana´lisis). Sobre esta
seccio´n, se obtiene una distribucio´n en la direccio´n x de la componente y de la velocidad,
uy. En 7.3 se dan detalles adicionales del me´todo experimental.
La estrategia para verificar la precisio´n del me´todo de RMN propuesto [3], es evaluar
un campo de velocidad inestacionario en un fluido conocido y compararlo con resultados
nume´ricos. Con el objetivo de generar y medir un campo de velocidad inestacionario en el
fluido, mediante la eleccio´n apropiada de ω(t) se impone una velocidad sobre las fronteras
de la cavidad que contienen el fluido (figura 7.1). Se aplican aceleraciones controladas que
generan una distribucio´n de velocidad inestacionaria. En el ensayo experimental se utilizan
dos configuraciones de ω(t):
Configuracio´n 1:
• De t = 0 s a t = 0.8 s se impone aceleracio´n angular constante hasta alcanzar ω =
2 rps.
• De t = 0.8 s a t0 = 5.0 s se mantiene velocidad angular constante: ω = 2 rps.
• De t0 = 5.0 s a t1 se impone aceleracio´n angular constante ω˙ = −3.3 rpss hasta
alcanzar ω = 0 rps.
• Fluido: agua.
Configuracio´n 2:
• De t = 0 s a t = 0.8 s se impone aceleracio´n angular constante hasta alcanzar ω =
2 rps.
• De t = 0.8 s a t0 = 30.0 s se mantiene velocidad angular constante2 : ω = 2 rps.
• De t0 = 30.0 s a t1 se impone aceleracio´n angular constante ω˙ = −3.3 rpss hasta
alcanzar ω = 0 rps.
• Fluido: 2-propanol (alcohol isoprop´ılico).
Para la configuracio´n geome´trica que se analiza, y debido a la viscosidad del fluido, si
ω(t) = ω¯ ∀ t ≥ tˆ = 0.8 existe t > tˆ tal que la distribucio´n de velocidad en el fluido alcanza
un estado estacionario. Luego no existen variaciones temporales en el campo de velocidad
del fluido. A tiempo t = t0 se aplica una aceleracio´n constante hasta detener la rotacio´n
(ω = 0 rps) en t = t1. La aceleracio´n inicial y la desaceleracio´n posterior, producen la
distribucio´n de velocidad inestacionaria de intere´s.
7.2. Problemas de verificacio´n
Antes de comparar los resultados nume´ricos del LBM con los experimentales de RMN,
se analizan una serie de problemas de verificacio´n con el objetivo de comprobar el funcio-
namiento correcto del algoritmo implementado. Los problemas de verificacio´n se eligen tal
que representen soluciones simplificadas del problema de intere´s; o geometr´ıas y configu-
racio´n donde se conocen soluciones en algu´n l´ımite o regio´n particular.
2En las simulaciones nume´ricas se utiliza un tiempo inferior, t0 ≈ 7 s, donde se alcanza un estado
estacionario buscado.
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En la seccio´n 7.2.2 se verifica la convergencia de la solucio´n nume´rica al resultado
anal´ıtico estacionario, una distribucio´n lineal de uθ(r). El fluido de ana´lisis es agua, y
ω(t) es igual al ı´tem 1 de las configuraciones 1 y 2, luego ω(t) = 2 rps constante hasta
finalizar la evaluacio´n nume´rica para t = 12 s. En la seccio´n 7.2.3 se comprueban algunas
soluciones particulares del LBM con resultados de un problema equivalente donde L =∞.
Este problema tiene solucio´n conocida desde la ecuacio´n de Navier-Stokes (NS) escrita en
coordenadas cil´ındricas [4, 5]. En la seccio´n 7.2.4 se analiza un problema con una geometr´ıa
y configuracio´n similar a la del problema de intere´s. Se verifica la distribucio´n de velocidad
en una geometr´ıa que modela una celda electroqu´ımica, donde es de intere´s determinar la
distribucio´n de velocidad en una regio´n acotada del dominio que tiene solucio´n conocida.
7.2.1. Detalles generales de la implementacio´n nume´rica
Los resultados nume´ricos del LBM se obtienen utilizando el LBM-MRT con un esquema
de velocidades D3Q19 (ver seccio´n C.3). Se realizaron verificaciones con el modelo D3Q15,
no se encuentran diferencias apreciables en los resultados, pero se obtuvieron mejores
caracter´ısticas de estabilidad con el D3Q19 para valores pequen˜os de τ . Este es el motivo
principal de su eleccio´n. El dominio computacional esta´ formado por un paralelep´ıpedo
rectangular que contiene completamente la geometr´ıa de la figura 7.1. Por simplicidad,
se evoluciona sobre todos los nodos de la grilla del dominio computacional, nodos que
pertenecen a Ns ∪NF .
Sobre los bordes del paralelep´ıpedo rectangular se imponen condiciones de borde de
periodicidad para evitar problemas de inconsistencia nume´rica. E´stos son bordes y condi-
ciones de borde ficticias que permiten evolucionar en el problema. Sobre las fronteras de
geometr´ıa arbitraria, definida en la figura 7.1, se utilizan condiciones de borde Dirichlet
de velocidad. Mediante condiciones de borde bounce-back (seccio´n 3.2.1), se impone la
velocidad en la frontera segu´n los requisitos detallados en la seccio´n 7.1. Por sus carac-
ter´ısticas, el me´todo de bounce-back define un borde segmentado, posicionado siempre
entre dos nodos de grilla. Se utiliza este me´todo para garantizar conservacio´n de la masa.
Inicialmente se realizaron pruebas con el me´todo BFL de la seccio´n 3.3.3, se descarta su
aplicacio´n por problemas de conservacio´n de masa.
Para el problema con la distribucio´n ω(t) definida en la configuracio´n 1, se utiliza
una discretizacio´n δx = 1.58 × 10−4 m, dando aproximadamente 40 nodos de grilla en la
longitud entre los cilindros conce´ntricos. Se utiliza τ = 0.515 con los dema´s para´metros
detallados en la seccio´n C.3. El paso temporal utilizado es δt = 1, 264× 10−4 s (c = 1.25).
El fluido modelado es agua con ν = 1 × 10−6 m2s y ρ = 1000 kgm3 . Para el problema con
la distribucio´n ω(t) definida en la configuracio´n 2, se modifica c y consecuentemente δt
manteniendo la discretizacio´n δx y τ igual a la configuracio´n 1 anterior. El fluido modelado
es 2-propanol con ν = 3.76× 10−6 m2s y ρ = 850 kgm3 .
Los fluidos que se analizan son incompresibles, se los modela con el LBM cuasi—
incompresible presentado en el Cap´ıtulo 2. Con motivos de reducir los efectos de compre-
sibilidad del LBM, el valor de c esta´ acotado para garantizar que el nu´mero de Mach de
la grilla sea bajo, se adopta un valor < 0.1 en este problema. Es deseable poder utiliza τ
lo ma´s cercano a 0.5 sin encontrar problemas de estabilidad nume´rica. Esto permite incre-
mentar c y reducir los efectos de compresibilidad sin incrementar el costo computacional;
o reducir el nu´mero de nodos de la grilla (ver cap´ıtulo 2, pa´rrafo sobre espaciamiento de
grilla δx y paso temporal δt). Se utiliza una u´nica grilla regular para resolver el problema.
No se considera refinamiento de grilla, utilizarlo podr´ıa ser una estrategia correcta para
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obtener una discretizacio´n ma´s refinada en regiones cercanas a los bordes y reducir el costo
computacional.
Es necesario hacer una aclaracio´n sobre la eleccio´n de un modelo tridimensional pa-
ra resolver el problema de intere´s principal, ya que los resultados encontrados muestran
que es factible utilizar un modelo axisime´trico. Existen dos motivos principales para su
eleccio´n. Uno de los motivos es que se dispone de un modelo tridimensional y no de uno
axisime´trico; el otro es que para resolver el problema de verificacio´n de la seccio´n 7.2.4
es necesario considerar en principio modelos tridimensionales. Estos problemas presentan
inestabilidades en el campo de velocidad [164], y no se ten´ıan certeza iniciales de que
el campo de velocidad fuese axisime´trico. Al momento de abordar el problema algunas
variables como ω(t) no estaban completamente definidas.
7.2.2. Verificacio´n de convergencia al re´gimen estacionario
El objetivo de este problema es verificar que uθ(r) converge a la solucio´n estacionaria de
la ecuacio´n de NS, una distribucio´n lineal en r. En la figura 7.2, se muestra una evolucio´n
temporal de uθ(r) en el plano z = z6 junto con la solucio´n de estado estacionario. Se puede
observar que uθ(r) tiende a la solucio´n estacionaria como es esperable.
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Figura 7.2: Evolucio´n temporal de uθ(r) en el plano z = z6 de la figura 7.1. Se muestra
tambie´n la solucio´n estacionaria de uθ. El tiempo t esta´ expresado en segundos.
En las figuras 7.3 se muestra uθ(r) para algunos planos z1, . . . , z6 detallados en la
figura 7.1. Se presentan resultados para diferentes tiempos en el proceso de evolucio´n. La
posicio´n en z de los planos z1, . . . , z6 se elige de manera arbitraria coincidentes con nodos
de la grilla. Evaluar uθ en los planos transversales al eje z permite verificar la existencia
de una distribucio´n de velocidad en la direccio´n longitudinal. Esta distribucio´n existe por
influencia e interaccio´n del fluido con las tapas anulares que lo contienen entre los cilindros
conce´ntricos del problema.
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Figura 7.3: uθ(r) para diferentes planos de corte, ver esquema del problema presenta-
do en la figura 7.1. Se muestran resultados para diferentes tiempos en la evolucio´n del
problema. El tiempo t esta´ expresado en segundos.
De los resultados de la figura 7.3 se puede apreciar una influencia de las tapas anulares
en la distribucio´n de velocidad. Cuando comienza la rotacio´n, existe una distribucio´n
de velocidad en z, siendo los perfiles de velocidad en la zona central z5 y z6 los menos
influenciados; luego uθ converge asinto´tica a un u´nico perfil de velocidad para todo z. Por
motivos de claridad, en la figura 7.3 se muestra para t = 0.1 s el perfil de velocidades solo
en algunos planos transversales.
7.2.3. Verificacio´n con soluciones 1D
La distribucio´n de velocidad uθ(r) lejos de la influencia de los bordes anulares y para un
rango acotado de tiempo, puede compararse con la solucio´n de un problema de geometr´ıa
equivalente con L = ∞. El plano z6 es el ma´s lejano de la influencia de los extremos,
es esperable que la distribucio´n de uθ(r) no este´ inicialmente influenciada por efectos
tridimensionales.
La velocidad uθ(r) para un problema de geometr´ıa equivalente con L =∞ se obtiene
de la ecuacio´n de NS en coordenadas cil´ındricas, (r, θ, z):
∂uθ
∂t
= ν
{
∂2
∂r2
uθ +
1
r
∂uθ
∂r
− uθ
r2
}
uθ = uθ(r, t) ; uθ(r1, t) = ω(t)r1 ; uθ(r2, t) = ω(t)r2 ; uθ(r, 0) = 0
(7.1)
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Soluciones de (7.1) se encuentran de manera nume´rica utilizando expresiones en diferen-
cias, de segundo orden para las derivadas espaciales y Euler forward para la temporal
[165], equivalente al LBM.
En la figura 7.4 se muestra comparativamente la evolucio´n temporal de uθ en el plano
z = z6 obtenida del LBM y la solucio´n de la ecuacio´n (7.1). Se puede observar de la figura
que los resultados tridimensionales del LBM son comparables con los de la ecuacio´n (7.1)
para t ≤ 0.8. Este comportamiento es esperable dada la distribucio´n de uθ presentada
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Figura 7.4: Evolucio´n temporal de uθ en el plano z = z6. Se muestra uθ obtenida del
LBM y la solucio´n de la ecuacio´n (7.1) identificada como NS1D para t ≤ 4.5 s. El tiempo
t esta´ expresado en segundos.
en la figura 7.3 para t > 0.8 s. La distribucio´n de velocidad en los planos (z1, . . . , z6) ma´s
cercanos a los extremos anulares esta´ fuertemente influenciada por la velocidad impuesta en
la superficie. Para t ≤ 0.8 s existe una variacio´n longitudinal apreciable en la distribucio´n
de uθ(r) para los diferentes planos (z1, . . . , z6) evaluados. Luego, uθ(r) en el plano z6
tiene una influencia despreciable de efectos tridimensionales para un intervalo de tiempo
acotado desde la condicio´n inicial. La solucio´n del LBM es comparable con la obtenida de
la ecuacio´n 7.1 solo en este intervalo de tiempo. La distribucio´n de uθ(r) en los diferentes
planos transversales de intere´s tienden asinto´ticamente a una distribucio´n uniforme como
se muestra en la figura 7.3. Este comportamiento brinda una distribucio´n de velocidad
diferente de la solucio´n 1D, como se puede observar en los resultados presentados para
t = 2.5 s y t = 4.5 s en la figura 7.4.
7.2.4. Simulacio´n de modelos de celdas electroqu´ımicas
Las celdas electroqu´ımicas con una configuracio´n de electrodo rotante (RDE), son
ampliamente utilizadas para caracterizar e investigar el mecanismo y la cine´tica de la
reaccio´n electroqu´ımicas [166]. En la figura 7.5 se muestra la geometr´ıa esquema´tica de
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un modelo de celda electroqu´ımica3. El fluido esta contenido en el volumen definido por
Figura 7.5: Diagrama esquema´tico de la geometr´ıa del problema que se analiza. Vista
en perspectiva de la geometr´ıa.
los dos cilindros conce´ntricos, una tapa anular superior y una circular inferior. El cilindro
central de radio r1 y longitud l posee una velocidad angular ω(t) y modela el electrodo de
la celda; mientras que el cilindro externo de radio r2 y longitud L se mantiene esta´tico en
la configuracio´n mostrada en la figura.
Para extraer informacio´n cuantitativa de los experimentos, es necesario conocer el
flujo de fluido en la celda, en particular la velocidad en una regio´n cercana a la parte
inferior del cilindro central (electrodo). Cuando la distribucio´n de velocidad es conocida
es posible modelar el sistema y determinar las constantes cine´ticas [167–169]. Existen
caracterizaciones experimentales utilizando RMN [162] y nume´ricas [164, 170] del flujo de
fluido en estas celdas electroqu´ımicas. Una aproximacio´n a la velocidad del fluido en la
regio´n de intere´s fue presentada por Cochran [171], quien analiza un modelo simplificado
bajo la hipo´tesis de una celda infinita y un electrodo con r1 →∞ [5].
Utilizando LBM se obtiene nume´ricamente el campo de velocidad del fluido en el mode-
lo de celda electroqu´ımica propuesto. Se tiene especial intere´s en encontrar la distribucio´n
de velocidad sobre el eje de simetr´ıa del problema. En una regio´n acotada, cuando zr1 → 0,
se utiliza la solucio´n propuesta por Cochran para verificar la solucio´n nume´rica del LBM.
Se analiza una geometr´ıa con dimensiones: r1 = 3.05 mm, r2 = 6.7 mm, l = 34 mm,
y L = 45.18 mm. La velocidad de rotacio´n del cilindro central es ω = 5 rps. El nu´mero
de Reynolds del problema es: Re =
ωr21
ν ≈ 96. El fluido esta´ inicialmente en reposo, sobre
el cilindro central se impone una variacio´n lineal de velocidad angular hasta alcanzar
ω = 5 rps para t = 0.1 s. Este criterio de arranque se impone para evitar perturbaciones
indeseadas por problemas de discontinuidad en el campo de velocidad a tiempo t = 0.
En la figura 7.6 se muestra la evolucio´n temporal de la distribucio´n de velocidad uz(z)
obtenida del LBM sobre el eje longitudinal, tambie´n se muestra la solucio´n propuesta
3Se elige este problema de verificacio´n ya que tiene una configuracio´n similar al de la figura 7.1 y solucio´n
conocida en una regio´n acotada del dominio fluido.
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de Cochran [171]. De la figura se observa que la solucio´n del LBM y la de Cochran se
aproximan y son comparables cuando zr1 → 0. Apartado de esta condicio´n, la solucio´n no
se parece a la de Cochran como es esperable, tiene un comportamiento de acuerdo a los
resultados presentados en [164]. En la figura 7.7, se muestra para t = 16 s, la distribucio´n de
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Figura 7.6: Evolucio´n temporal de la velocidad uz(z) sobre el eje longitudinal de simetr´ıa
de la configuracio´n. La direccio´n positiva se detalla en el esquema de la figura 7.5. Los
resultados del LBM se comparan con la solucio´n de Cochran [5, 171], va´lida cuando
z
r1
→ 0. El tiempo esta expresado en segundos.
velocidad en un plano longitudinal que pasa por el eje de simetr´ıa. El patro´n de vo´rtices en
la regio´n anular entre los cilindros, as´ı como la distribucio´n de velocidad entre el cilindro
rotante y la tapa inferior, dependen de la configuracio´n geome´trica, de la velocidad de
rotacio´n, y del fluido que se analiza [164]. La solucio´n encontrada se condice con la forma
esquema´tica de la distribucio´n de vo´rtices presentada en [164].
Detalles particulares de la implementacio´n nume´rica Se adopta una configura-
cio´n del dominio computacional y modelo LBM como la presentada en la seccio´n 7.2.1. Se
utiliza τ = 0.515, con los dema´s para´metros detallados en la seccio´n C.3 para el esquema
D3Q19. El fluido modelado es agua con ν = 1 × 10−6. Se utiliza una discretizacio´n con
δx = 1.973× 10−4[m], resultando aproximadamente en 57 nodos lattice para discretizar la
longitud que une la base del electrodo con la tapa circular inferior.
7.3. Comparacio´n de resultados LBM vs RMN
Utilizando la geometr´ıa propuesta en la figura 7.1 se analiza el campo de velocidad para
las dos configuraciones detalladas en la seccio´n 7.1. Para la configuracio´n 1 y 2, el fluido del
problema es agua y 2-propanol respectivamente, con la distribucio´n de velocidad angular ya
detallada. Se analiza el problema utilizando el LBM y mediciones experimentales RMN.
125
Cap´ıtulo 7. Determinacio´n del campo de velocidad inestacionario en un fluido
Figura 7.7: Distribucio´n de velocidad del fluido sobre un plano longitudinal de simetr´ıa
para t = 16 s. De izquierda a derecha se muestra ‖u‖, uy, y uz. La velocidad esta´ expresada
en ms .
En las secciones 7.3.1 y 7.3.2 se muestran los resultados obtenidos de analizar ambas
configuraciones, 1 y 2 respectivamente.
Generalidades sobre las mediciones experimentales Como se menciona en la
introduccio´n, no es la intencio´n de este trabajo dar detalles del me´todo de RMN utilizado.
En [3], se brindan todos los detalles te´cnicos. Sin embargo, es necesario introducir algunas
generalidades que justifican los criterios adoptados para comparar los resultados nume´ricos
con los experimentales.
Las mediciones experimentales se realizan en una regio´n del espacio (seccio´n de ana´lisis)
de dimensiones 25 × 25 mm en el plano x, y y de dimensio´n 37 mm en la direccio´n z, con
z1RMN = 9.1 mm y z2RMN = 46.1 mm. La geometr´ıa de la cavidad que contiene al fluido
se posiciona centrada en el plano x− y respecto de la regio´n del espacio donde se realizan
las mediciones. Los planos z1RMN y z2RMN se posicionan como se muestra en la figura 7.1.
De las mediciones se obtienen datos en una serie de puntos discretos, 16 en la direccio´n y,
y 32 en la direccio´n x.
El me´todo propuesto en [3] permite relevar el campo de velocidad en la seccio´n de en-
sayo cada intervalos de tiempo δtRMN . Por cada δtRMN se adquieren en serie 5 secuencias
de datos; las dos primeras son de referencia y las tres restantes representan cada compo-
nente de la velocidad, ux, uy, y uz. La velocidad uy de intere´s es completamente relevada
al finalizar la cuarta secuencia de adquisicio´n en el intervalo δtRMN . Como las primeras
secuencias son de referencia y se utilizan para obtener datos en las u´ltimas tres, la veloci-
dad relevada uy tiene influencia de todo el intervalo de tiempo
4δtRMN
5 . Luego, cada valor
experimental relevado en un intervalo de tiempo δtRMN representa aproximadamente una
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Figura 7.8: Evolucio´n temporal de la distribucio´n de velocidad uθ(r) en el plano z = z6.
t > 5 s. El tiempo t esta´ expresado en segundos.
media aritme´tica de la velocidad uy en el espacio definido por un paralelep´ıpedo regular
de lados δxRMN × δyRMN , entre los planos z1RMN y z2RMN . Con δyRMN = 2516 mm, y
δxRMN =
25
32 mm.
El intervalo de tiempo que toma una medicio´n para la configuracio´n 1 es de δtRMN =
80 × 10−3 s, para la configuracio´n 2 es de δtRMN = 90 × 10−3 s. En el primer caso cada
secuencia se releva en δt = 16 × 10−3 s, y en el segundo en δtRMN = 18 × 10−3 s. Con
estas consideraciones, es necesario encontrar una expresio´n equivalente para los resultados
nume´ricos, tal que la comparacio´n con los experimentales tenga validez.
7.3.1. Resultados de la configuracio´n 1
Segu´n la variacio´n de velocidad angular definida en la configuracio´n 1 (seccio´n 7.1),
para t = 5 s se aplica una aceleracio´n angular de ω˙ = −3.3 rpss hasta alcanzar ω = 0 rps en
t = 5.606 s.
En la figura 7.8 se muestra la evolucio´n temporal4, para t > 5 s, de uθ(r) obtenida
del LBM en el plano z6. En las figuras 7.9 se presenta una evolucio´n temporal de uθ(r)
en tiempos discretos para los planos transversales de la figura 7.1. Se puede apreciar que
las condiciones de borde impuestas por las tapas anulares introducen una distribucio´n
longitudinal de velocidad, uθ(r, z).
En los resultados de la figura 7.9 se observan variaciones en los perfiles de velocidad
para los diferentes planos transversales. Para que la comparacio´n de resultados nume´ricos
y experimentales tenga sentido, es necesario encontrar valores nume´ricos siguiendo un pro-
cedimiento similar al experimental, como se menciona en la introduccio´n de esta seccio´n.
De los resultados nume´ricos se obtiene la velocidad uy en la seccio´n de ana´lisis. Luego los
4Observar de la figura 7.8 que se parte de una distribucio´n no estacionaria
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Figura 7.9: Distribucio´n de velocidad uθ(r) para diferentes planos de corte segu´n el
esquema del problema presentado en la figura 7.1. Se muestran resultados a diferentes
tiempos en la evolucio´n del problema. El tiempo t esta´ expresado en segundos. Notar que
existe una diferencia de escalas en las diferentes figuras.
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Figura 7.10: Evolucio´n temporal de la media aritme´tica u¯y de la velocidad uy en la
seccio´n de ana´lisis experimental (ver figura 7.1). El tiempo t esta´ expresado en segundos.
valores nume´ricos que se comparan con los experimentales son una media aritme´tica u¯y de
uy en la seccio´n de ana´lisis o espacio de medicio´n experimental (ver figura 7.1 y definicio´n
en la introduccio´n de la seccio´n 7.3).
En la figura 7.10 se muestra la evolucio´n temporal de u¯y. En la figura 7.11 se muestra la
distribucio´n de velocidad u¯y obtenida del LBM en comparacio´n con los valores experimen-
tales. Se puede ver de la figura 7.11 que existe una diferencia notable entre los resultados
nume´ricos y experimentales. El me´todo experimental tiene errores apreciables en las es-
timaciones de la velocidad. En especial se puede observar un error considerable en los
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Figura 7.11: Comparacio´n de la distribucio´n de velocidad obtenida del LBM y de RMN.
Los resultados LBM corresponden a una media aritme´tica u¯y de la velocidad uy en la
seccio´n de ana´lisis experimental como se explica en el texto. El tiempo t esta´ expresado
en segundos. 130
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bordes donde la velocidad esta´ impuesta5 Tambie´n se encuentra una dispersio´n no menor
en los resultados, esta se incrementa a medida que transcurre el tiempo de medicio´n. El
me´todo experimental tiene la particularidad de acumular error en las mediciones cuando
transcurre el tiempo desde t0 (Ver detalles en [3]).
Luego no es posible utilizar el me´todo experimental para verificar la precisio´n del
LBM dados los errores y dispersio´n observada en las mediciones RMN con el me´todo
propuesto en [3]. Por el contrario, lo resultados nume´ricos se utilizan como una referencia
para verificar el me´todo experimental.
7.3.2. Resultados de la configuracio´n 2
Utilizando la velocidad angular de la configuracio´n 2 (seccio´n 7.1) se analiza el campo
de velocidad del 2-propanol (alcohol isoprop´ılico) en el interior de la cavidad. A la tem-
peratura del ensayo experimental las propiedades del fluido son: ρ2−propanol = 850 Kgm3 ,
ν2−propanol = 3.76× 10−6 m2s .
Segu´n la configuracio´n 2, para t = 30 s en el ensayo experimental se aplica una acelera-
cio´n angular de ω˙ = −3.3 rpss hasta alcanzar ω = 0 rps en t = 30.606 s. Para t = t0 ≥ 7 s la
distribucio´n de velocidad en la seccio´n de ana´lisis es la solucio´n estacionaria del problema.
Luego, para minimizar tiempo de ca´lculo, la distribucio´n ω(t) se ajusta a este valor de t0.
Se evalu´a una velocidad media espacial como se detalla en la seccio´n 7.3.1. En la figura
7.12 se muestra la evolucio´n de la distribucio´n de una media aritme´tica u¯y de la velocidad
en la seccio´n de ana´lisis. Si bien existe una diferencia de tiempos entre los resultados
experimentales y nume´ricos presentados en la figura, este desfasaje temporal esta´ dentro
del intervalo δtRMN y se considera aceptable. Se puede observar de la figura 7.12 que,
como en el caso anterior, existe una diferencia notable entre los resultados nume´ricos y
experimentales. Si bien los errores son menores que los obtenidos para la configuracio´n 1
en la seccio´n 7.3.1, las conclusiones del final de la seccio´n 7.3.1 son tambie´n aplicables a
este caso.
7.3.3. Evolucio´n de la velocidad ma´xima
Se comparan resultados experimentales y del LBM para el decaimiento de la velocidad
ma´xima u¯y,ma´x en la seccio´n de ana´lisis. En la figura 7.13 se muestran los resultados
obtenidos de analizar agua y 2-propanol como se presenta en secciones anteriores. Se
puede observar una dispersio´n significativa en la velocidad ma´xima obtenida del me´todo
experimental. La dispersio´n es mayor para el 2-propanol, y crece con el tiempo cuando
disminuye la velocidad. Los resultados LBM se mantienen siempre dentro de la dispersio´n
de los datos experimentales.
5Al comparar los resultados nume´ricos y experimentales, se debe tener especial cuidado con los valores
experimentales de velocidad obtenidos en la regio´n de los bordes, en particular para el borde r2, en la
etapa de desaceleracio´n. En la desaceleracio´n ocurren cambios importantes de la velocidad en aproxima-
damente 600 ms, mientras que la determinacio´n del campo de velocidad toma 80 ms (y 90 ms en la seccio´n
siguiente). El tiempo de medicio´n es comparativamente significativo respecto al tiempo en que se producen
variaciones de la velocidad, en especial cerca de los bordes. Luego, estas consideraciones se deben contem-
plar en las comparaciones de valores nume´ricos (que corresponden a un instante de tiempo) con resultados
experimentales durante la desaceleracio´n y cerca de los bordes.
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Figura 7.12: Evolucio´n temporal de la media aritme´tica u¯y de la velocidad uy en un
plano que contiene al eje de simetr´ıa longitudinal entre z1RMN y z2RMN . Ver la figura 7.1.
t0 es el tiempo a partir del cual la distribucio´n de velocidad en la seccio´n de ana´lisis es la
estacionaria. Se muestran los resultados experimentales de RMN.
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Figura 7.13: Evolucio´n temporal de la velocidad media ma´xima en la seccio´n de ana´lisis.
Se muestran resultados nume´ricos del LBM y mediciones experimentales de RMN. El
tiempo t esta´ expresado en ms y la velocidad en mms .
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7.4. Comentarios y conclusiones
Se implementa el LBM para resolver el campo de velocidad transitorio en una cavidad
con fronteras en movimiento. El algoritmo LBM implementado esta probado en problemas
similares al analizado, y brinda resultados con una precisio´n aceptable para los casos
de verificacio´n presentados en las seccio´n 7.2. Tambie´n lo hace en otros problemas con
resultados conocidos, como los presentados en los sucesivos cap´ıtulos de este trabajo.
Los problemas de verificacio´n permiten asegurar cierta confiabilidad en los resultados
nume´ricos obtenidos para el problema de intere´s principal.
Se puede apreciar que existen diferencias importantes entre los resultados experimenta-
les y nume´ricos (figuras 7.10 y 7.12). El me´todo experimental tiene errores en la estimacio´n
de la velocidad. En especial se pueden observar errores considerables en los bordes, donde
la velocidad esta´ impuesta. Tambie´n se encuentra una notable dispersio´n en los resultados,
esta se incrementa a medida que transcurre el tiempo de medicio´n como se observa en la
figura 7.13. Es una caracter´ıstica del me´todo experimental la acumulacio´n de errores en
las mediciones a medida que transcurre el tiempo de ensayo (ver detalles en [3]). Luego no
es posible utilizar el me´todo experimental para verificar la precisio´n del LBM dados los
errores y dispersio´n observada.
Como resultado secundario, se verifica que los me´todos de condiciones de borde para
fronteras de geometr´ıa arbitraria basados en bounce-back presentan problemas de con-
servacio´n de la masa. Los mayores cambios en la masa contenida dentro de la geometr´ıa
se observaron en los procesos inestacionarios de aceleracio´n. El me´todo de bounce-back
esta´ndar de la seccio´n 3.2.1 conserva la masa; sin embargo, los me´todos basados en bounce-
back que utilizan alguna interpolacio´n para posicionar el borde de forma arbitraria (seccio´n
3.3.3), violan la conservacio´n de la masa. Esto es especialmente notorio cuando se analizan
y simulan tiempos largos, como ocurre con los problemas de este cap´ıtulo. Este es el moti-
vo principal por el que se elige el me´todo de bounce-back esta´ndar de la seccio´n 3.2.1 para
representar las fronteras. Por sus caracter´ısticas define un borde segmentado, posicionado
siempre entre dos nodos de grilla. Una alternativa puede ser utilizar los me´todos de bordes
inmersos [89, 90] donde declaran conservacio´n de la masa, o formulaciones volume´tricas
como las propuestas por Chen et al. [122, 123]. Estas propuestas no se consideraron en
{LBM} .
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Ape´ndice A
La ecuacio´n de Boltzmann
En e´ste ape´ndice se introduce notacio´n, generalidades y se muestra una derivacio´n
acotada de la ecuacio´n de Boltzmann (BE). El objetivo es explicitar algunos resultados
relevantes de la teor´ıa de la BE. En especial, el problema que modela, los l´ımites de
aplicacio´n y las hipo´tesis bajos las cuales se deriva la BE. Se obtiene la BE desde la
ecuacio´n de Liouville, siguiendo un procedimiento esta´ndar como el propuesto por Grad
[14]. Se dice que la derivacio´n es acotada ya que algunos detalles fundamentales se muestran
y utilizan dando las referencias correspondientes, sin una demostracio´n formal y rigurosa.
Se presenta la conexio´n entre la descripcio´n microsco´pica y macrosco´pica de la dina´mica
de fluido, las ecuaciones macrosco´picas fundamentales y las de conservacio´n.
A.1. Generalidades sobre Meca´nica Estad´ıstica - Descrip-
cio´n microsco´pica
Un volumen macrosco´pico de gas esta´ compuesto por un gran nu´mero de mole´culas
movie´ndose en forma aleatoria. Ignorando efectos cua´nticos, las mole´culas son representa-
das como part´ıculas (masa puntual o con un nu´mero pequen˜o de grados de libertad) cuyo
movimiento puede ser descrito por la meca´nica cla´sica.
Se considera un sistema de N part´ıculas1 que viven en un espacio d−dimensional e
interaccionan entre s´ı, se asume conocida la ley de interaccio´n. La posicio´n de la i−e´sima
part´ıcula y su cantidad de movimiento se distinguen con xi = (xi,1, . . . , xi,d), y pi =
(pi,1, . . . , pi,d) respectivamente.
El estado del sistema de part´ıculas esta´ determinado por 2N × d variables. En te´rmi-
nos del Hamiltoniano H (x,p), es posible obtener las ecuaciones de movimiento de las
part´ıculas:
x˙i =
∂H (x,p)
∂pi
, p˙i = −∂H (x,p)
∂xi
; i = 1, . . . , N (A.1)
A tiempo t el estado del sistema puede ser especificado por un punto en el espacio de
fases de dimensio´n 2N × d. Conociendo las fuerzas de interaccio´n entre las part´ıculas y
especificado un punto en el espacio de fases es posible, utilizando las ec. (A.1), determinar
el estado del sistema de part´ıculas para todo tiempo.
Determinar la dina´mica de un sistema de part´ıculas en R3 implica resolver una gran
cantidad de ecuaciones de movimiento, aproximadamente 6 × 1023 para 1 m3 compuesto
1Valores t´ıpicos de N ∝ 1023.
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por un gas a presio´n y temperatura atmosfe´rica esta´ndar. Resolver este problema (conocer
con precisio´n la posicio´n y velocidad de las N part´ıculas) carece de sentido pra´ctico. Se
obtiene informacio´n detallada que en principio no es necesaria si se quiere conocer una
descripcio´n macrosco´pica del fluido en te´rminos de algu´n observable. Por otro lado es
imposible dada la incapacidad de conocer con precisio´n el estado inicial del sistema. Como
no es de intere´s determinar la evolucio´n de las part´ıculas, se aborda el problema mediante
una descripcio´n estad´ıstica. La meca´nica estad´ıstica brinda una conexio´n entre estas dos
escalas del problema.
Un postulado de la meca´nica estad´ıstica establece que toda propiedad macrosco´pica in-
tensiva de un sistema de part´ıculas puede ser descrita en te´rminos del estado microsco´pico
del sistema. Si se considera un conjunto de observables constante en el tiempo, que caracte-
rizan el estado termodina´mico (macrosco´pico) del sistema, este se encuentra en un estado
de equilibrio macrosco´pico. Existe un gran nu´mero de estados microsco´picos compatibles
con estos valores de observables que determinan el estado macrosco´pico o macro-estado; el
sistema de part´ıculas puede estar en cualquiera de los micro-estados compatibles, tambie´n
denominados micro-estados factibles o permitidos.
Asignando alguna probabilidad a los estados microsco´picos compatibles con un mis-
mo estado macrosco´pico, se los identifica respecto de los no compatibles. Esto genera un
conjunto de puntos en el espacio de fases que representan todos los estados microsco´picos
factibles/compatibles, cada uno con un valor estad´ıstico o de probabilidad asignado. El
estado microsco´pico del sistema es ahora una variable aleatoria, toma valores del con-
junto de puntos factibles en el espacio de fases. Estos representan los diferentes estados
microsco´picos en los que el sistema se puede encontrar.
Esta coleccio´n de ns copias del mismo sistema en micro estados diferentes se la deno-
mina ensamble estad´ıstico o ensamble de Gibbs. Si ns → ∞, estos puntos tienden a un
continuo en el espacio de fases, pudiendo describir su distribucio´n a trave´s de una funcio´n
densidad continua en x y p. Normalizando esta funcio´n densidad se obtiene una distribu-
cio´n de probabilidad en el espacio de fases, FN (x,p, t). Esta es la densidad de probabilidad
de una variable aleatoria (x,p) que toma valores de los infinitos (ns →∞) micro estados
factibles. Luego, FN (x,p, t) dx dp es la probabilidad de encontrar el estado microsco´pico
en un elemento de volumen dx dp centrado en (x,p) a tiempo t.
A.1.1. La ecuacio´n de Liouville
La ecuacio´n de Liouville es una ecuacio´n de movimiento de FN (x,p, t). Determina
la dina´mica de FN (x,p, t) como resultado de la evolucio´n del sistema de part´ıculas en
sus diferentes micro-estados factibles, cada punto del ensamble en el espacio de fases.
Conocido un estado inicial, la trayectoria en el ensamble se obtiene de las ecuaciones de
movimiento (A.1). La evolucio´n del sistema describira´ trayectorias en el espacio de fases
que son cerradas o bien nunca se cruzan [172].
De la variacio´n temporal de FN (x,p, t) a lo largo de la trayectoria del sistema en el
ensamble se obtiene (por simplicidad FN = FN (x,p, t)):
dFN (x,p, t)
d t
=
∂FN
∂t
+
N∑
i=1
(
∂FN
∂xi
· dxi
dt
+
∂FN
∂pi
· dpi
dt
)
(A.2)
Es frecuente escribir la ecuacio´n de Liouville (A.4) utilizando dxidt =
pi
m , y
dpi
dt = Fi, con m
la masa de la part´ıcula, Fi la fuerza actuante sobre la i-e´sima part´ıcula. Si por simplicidad
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no se consideran fuerzas externas2, Fi es la fuerza ejercida sobre la i-e´sima part´ıcula por
las N−1 restantes en el sistema. La fuerza en la i-e´sima part´ıcula producida por la j-e´sima
se deriva del potencial φi,j , funcio´n de ri,j = ‖xi − xj‖.
Fi = −
N∑
j=1
j 6=i
∂φi,j
∂xi
(A.3)
El teorema de Liouville establece:
dFN (x,p, t)
d t
= 0 (A.4)
Luego a lo largo de una trayectoria en el espacio de fases la densidad de probabilidad
permanece constante en el tiempo. Una demostracio´n formal del resultado A.4 se puede
encontrar en [8].
A.2. La ecuacio´n de Boltzmann
En esta seccio´n delineamos una deduccio´n de la ecuacio´n de Boltzmann (BE) siguiendo
parcialmente el procedimiento presentado en [10, 11] y [13] basado en el propuesto por
[14]. Se deriva la BE desde la ecuacio´n de Liouville integrando en una serie de dominios
particulares, excluyendo ciertas regiones del espacio donde ocurren interacciones entre
part´ıculas de intere´s. Se obtiene una serie de ecuaciones no cerradas, una versio´n particular
de las ecuaciones de la jerarqu´ıa BBGKY3.
Con argumentos basados en el comportamiento de la funcio´n distribucio´n de densidad
y tomando l´ımite cuando el nu´mero de part´ıculas en el sistema considerado tiende a infinito
(l´ımite termodina´mico), es posible obtener una ecuacio´n cerrada para la evolucio´n de la
funcio´n distribucio´n F1 de una part´ıcula. Ludwing Boltzmann obtuvo en 1872 una ecuacio´n
cerrada para F1, lleva su nombre y fue derivada siguiendo un procedimiento ad-hoc [11].
Presentamos y describimos algunos detalles mı´nimos para derivar la BE con intencio´n
de explicitar el problema que se resuelve, las variables involucradas y los l´ımites de intere´s
donde es aplicable la BE. Un procedimiento sistema´tico y detallado se puede encontrar en
[10, 11, 13, 88].
A.2.1. Obtencio´n de la ecuacio´n de Boltzmann desde la ecuacio´n de
Liouville.
La ecuacio´n para F1 derivada por Boltzmann es aplicable a un gas o sistemas de
part´ıculas en un l´ımite denominado Boltzmann gas limit (BGL) o Grad-Boltzmann limit
donde:
N →∞ , m→ 0 , σ → 0 , Nσ2 = cte , Nm = cte
σ es un para´metro que caracteriza el alcance de la fuerza interpart´ıculas. El BGL describe
un gas donde existen colisiones (el camino libre medio entre part´ıculas es aproximadamente
2En la pro´xima seccio´n se realiza una distincio´n sobre el te´rmino que se adiciona en la BE en caso de
considerar fuerzas externas.
3Estas siglas hacen referencia a las iniciales de los apellidos (Bogoliubov, Born, H.S.Green, Kirkwood,
y Yvon) en orden alfabe´tico de las personas quienes independientemente las derivaron.
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constante, ∝ 1/Nσ2), a priori un gas imperfecto donde las fuerzas interpart´ıculas tienen
influencia en la evolucio´n de F1. Sin embargo, la descripcio´n es la de un gas perfecto
ya que las propiedades termodina´micas conservan el valor del gas ideal sin contribuciones
apreciables del potencial interpart´ıcula. Este resultado se debe a que en el BGL, el volumen
total asociado al sistema Nσ3 → 0.
Se define la densidad de probabilidad marginal de R part´ıculas como:
FR(k1, . . . ,kR, t) =
∫
FN (k1, . . . ,kR, . . . ,kN , t)
N∏
j=R+1
dkj (A.5)
por simplicidad en la notacio´n se utiliza k = (x,p) para denotar un punto en el espacio
de fases de las N part´ıculas, kj = (xj ,pj) para la j-e´sima part´ıcula. De la definicio´n
A.5, F1(k1, t) dk1 es la probabilidad de encontrar una part´ıcula dentro del volumen dk1
centrado en k1 a tiempo t.
Se introducen dos distribuciones marginales de intere´s, Fσ1 y Fσ2 :
Fσ1 ≡
∫
Ω1
FN
N∏
l=2
dkl , Fσ2 ≡
∫
Ω1,2
FN
N∏
l=3
dkl (A.6)
Ω1 y Ω1,2 se definen teniendo en cuenta la distancia de interaccio´n entre part´ıculas. Con-
siderando x1 fijo, se define el dominio D
r
1, r = (2, 3, . . . , N) como: D
r
1 = {‖xr − x1‖ ≥ σ}.
Luego la fuerza de interaccio´n de la part´ıcula 1 sobre la r (y viceversa) es nula en Dr1. De
esta definicio´n, el dominio de integracio´n en (A.6) es:
Ω1 = D
2
1 ×D31 × · · · ×DN1
Ω1,2 = D
3
1 ×D41 × · · · ×DN1
Se define por conveniencia el complemento de Dri , una esfera S
r
i = {‖xr − xi‖ < σ}
centrada en xi, con normal n
r
i =
xr−xi
‖xr−xi‖ hacia el interior de D
r
i .
Como las part´ıculas se asumen de igual masa, se puede considerar la velocidad de la
part´ıcula ξ como variable en lugar de la cantidad de movimiento p. Luego FR = FR(x, ξ, t),
y un punto en el espacio de fases se representa como k = (x, ξ).
Es necesario definir algunas propiedades de FN (k, t) y realizar aclaraciones sobre su
comportamiento en los l´ımites de integracio´n. FN (k, t) es sime´trica, el valor de la funcio´n
no se modifica ante permutaciones en los argumentos. Se asume FN (k, t) → 0 cuando
k → ±∞. Esta hipo´tesis es intuitiva cuando se considera la cantidad de movimiento,
encontrar part´ıculas con velocidad ξ → ∞ tiene probabilidad cero. En la integracio´n
espacial, ma´s alla´ de los l´ımites de algu´n volumen conveniente, la probabilidad de encontrar
una part´ıcula es tambie´n cero. Si es de intere´s determinar el comportamiento de FR(k, t)
en cercan´ıas de las bordes del volumen que contiene las part´ıculas, puede considerarse un
te´rmino adicional en la ecuacio´n (A.3) que contemple las fuerzas ejercidas por la pared
sobre la i-e´sima part´ıcula. No se consideran estos casos de interaccio´n.
La ecuacio´n de Liouville determina la evolucio´n temporal de FN (x,p, t). Integrando
(A.2) sobre Ω1,Ω1,2, . . . se obtiene la evolucio´n de la densidad de probabilidad marginal
Fσ1 ,Fσ2 , . . . para 1, 2, . . . , R part´ıculas. Este procedimiento brinda un conjunto de ecua-
ciones no cerradas, es decir: Fσ1 depende de Fσ2 , Fσ2 depende de Fσ3 ; y as´ı sucesivamente
se obtiene un conjunto de ecuaciones recursivas. Estas se las denominada jerarqu´ıa de
ecuaciones BBGKY. Siendo de intere´s las primeras dos, en particular se dan detalles sobre
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la obtencio´n de la primera. Se utilizan resultados de la segunda ecuacio´n sin explicitar-
la, los detalles se pueden obtener de [10, 11, 88]. Estos resultados permiten eliminar la
dependencia de Fσ1 con Fσ2 obteniendo la ecuacio´n de Boltzmann.
Abordando los te´rminos por separado al integrar la ecuacio´n (A.2) sobre Ω1, se tiene
para el primer te´rmino: ∫
Ω1
∂FN
∂t
N∏
l=2
dkl =
∂Fσ1
∂t
(A.7)
El segundo te´rmino de (A.2) se lo escribe por conveniencia como:
∫
Ω1
N∑
i=1
∂FN
∂xi
· ξi
N∏
l=2
dxl dξl =
∫
Ω1
∂FN
∂x1
· ξ1
N∏
l=2
dxl dξl+
∫
Ω1
N∑
i=2
∂FN
∂xi
· ξi
N∏
l=2
dxl dξl (A.8)
Ambos te´rminos del lado derecho de (A.8) requieren un tratamiento particular, se los
aborda de manera independiente. Para evaluar el primer te´rmino de (A.8) se debe tener
en cuenta que los l´ımites de integracio´n dependen de x1, variable sobre la cual se toma
derivada de FN . Cada integral sobre D21, D31, . . . , DN1 da como resultado un te´rmino de
borde4, donde por propiedad de simetr´ıa de FN se obtiene:∫
Ω1
∂FN
∂x1
· ξ1
N∏
l=2
dxl dξl = ξ1 ·
∂Fσ1
∂x1
+ (N − 1)
∫
∂S21∀ξ2
Fσ2 ξ1 · n21 dS21 dξ2 (A.9)
n21 es la normal hacia afuera de la superficies S
2
1 de la esfera de radio σ centrada en
x1. El segundo te´rmino de lado derecho de (A.8) se reescribe utilizando el teorema de la
divergencia de Gauss, obteniendo:∫
Ω1
N∑
i=2
∂FN
∂xi
· ξi
N∏
l=2
dxl dξl = −(N − 1)
∫
∂S21∀ξ2
Fσ2 ξ2 · n21 dS21 dξ2 (A.10)
El u´ltimo te´rmino de (A.2) se anula ya que contiene contribuciones del potencial inter-
part´ıculas φ1,2 en regiones del espacio tal que ‖x1−x2‖ ≥ σ, donde por hipo´tesis φ1,2 = 0
(Fi,j = 0). Luego el resultado de integrar la ecuacio´n de Liouville en Ω1 es:
∂Fσ1
∂t
+ ξ1 ·
∂Fσ1
∂x1
= (N − 1)
∫
∂S21∀ξ2
Fσ2 (ξ2 − ξ1) · dS21 dξ2 (A.11)
con dS21 = n
2
1 dS
2
1 y Fσ2 = Fσ2 (x1, ξ1,x2, ξ2, t). La integral de superficie que aparece en
la ecuacio´n (A.11) tiene contribuciones de part´ıculas que comienzas (ξ2 − ξ1) · dS < 0, o
culminan (ξ2 − ξ1) · dS > 0 una colisio´n.
4Se utiliza el siguiente resultado:
d
dα
∫
D(α)
g(x, α) dx =
∫
D(α)
∂g(x, α)
∂α
dx +
∫
∂D(α)
g(x, α)
∂xw
∂α
· nw dS
D(α) es un dominio deformable con α, xw un punto en el borde ∂D(α) de D(α), nw es la normal unitaria
hacia afuera del dominio, con dS un elemento de superficie de ∂D(α). Una demostracio´n de este resultado
puede encontrarse en [10].
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Se reescribe el te´rmino del lado derecho de la ecuacio´n (A.11). Se utiliza como variable
la velocidad relativa entre dos part´ıculas, V = ξ2 − ξ1. La integral sobre la superficie de
la esfera de radio σ centrada en x1 se divide en dos contribuciones: cuando V · dS < 0
se integra sobre una superficie denotada ∂S−, y cuando V · dS > 0 sobre otra denotada
∂S+. Luego la integral puede realizarse sobre un disco de radio σ, perpendicular a V. Un
elemento de a´rea del c´ırculo es da = r dr d, r = [0, σ] y  = [0, 2pi], y se denota con x± =
x±(r, ) para indicar que la part´ıcula esta´ en ∂S+ o ∂S−. En el BGL (Fσ1 ,Fσ2 )→ (F1,F2)
ya que σ → 0:
∂F1
∂t
+ ξ1 ·
∂F1
∂x1
= N
∫ (F2(k1,k+2 , t)−F2(k1,k−2 , t))V da dξ2 (A.12)
con V = ‖V‖, y k±2 = (x±2 , ξ2). El te´rmino del lado derecho de (A.12) se integra sobre
una superficie da, si F2 no diverge, este te´rmino tiene una cota finita de orden Nσ2.
Boltzmann introdujo una hipo´tesis fundamental (que denomino´ stosszahlansatz ) sobre
la distribucio´n de probabilidad conjunta de dos part´ıculas. En la literatura tambie´n se
suele denominar esta hipo´tesis como caos molecular. Si k1 y k2 son fases de dos part´ıculas
que no colisionaron, se asume que no esta´n correlacionadas y su distribucio´n conjunta, por
independencia es:
F2(k1,k−2 , t) = F1(k1, t)F1(k−2 , t) (A.13)
Luego se busca expresar F2 en ∂S+ en te´rminos de F2 en ∂S−, esto permite aplicar la
hipo´tesis de distribucio´n no correlacionada previa a la colisio´n y obtener el lado derecho
de (A.12) en te´rmino de la funcio´n distribucio´n de una part´ıcula evaluada en argumentos
particulares.
Considerando dos part´ıculas en ∂S+ a tiempo t con posicio´n y velocidad (x1, ξ1),
(x+2 , ξ2); estuvieron en ∂S
− con (xˆ1, ξˆ1), (xˆ
−
2 , ξˆ2) a tiempo t− δt, con δt ∼ O
(
σ
‖ξ2−ξ1‖
)
.
Si se consideran colisiones binarias, por conservacio´n de la cantidad de movimiento y
energ´ıa se pueden encontrar expresiones de ξˆ1 y ξˆ2 en te´rminos ξ1, ξ2 y un vector unitario
α [13, 172].
Integrando la ecuacio´n de Liouville sobre Ω1,2 se obtiene una expresio´n en te´rminos
de F2, F3 y la fuerza de interaccio´n entre part´ıculas. No se presentan los detalles de esta
ecuacio´n (ver [10]), el procedimiento es similar al realizado para integrar la ecuacio´n de
Liouville sobre Ω1. Considerando el BGL se obtiene el resultado ma´s relevante de esta
expresio´n, una cota en el error de orden σ al considerar que F2 permanece constante para
colisiones binarias en toda la trayectoria del espacio de fases durante la colisio´n [10, 11].
Luego se puede considerar:
F2(k1,k+2 , t) = F2(xˆ1, ξˆ1, xˆ−2 , ξˆ2, t− δt) = F1(xˆ1, ξˆ1, t− δt)F1(xˆ−2 , ξˆ2, t− δt)
donde se aplica la hipo´tesis de no correlacio´n en F2 previo a la colisio´n. Si sobre una dis-
tancia de orden σ, F1 no presenta variaciones apreciables, en el BGL se puede considerar:
(xˆ−2 , xˆ1, x
−
2 )→ x1, y t− δt→ t. Luego se tiene:
∂f
∂t
+ ξ1 ·
∂f
∂x1
=
1
m
∫ (
f(x1, ξˆ1, t)f(x1, ξˆ2, t)− f(x1, ξ1, t)f(x1, ξ2, t)
)
V da dξ2 (A.14)
donde se define una nueva variable f = f(x, ξ, t) = NmF1(x, ξ, t). f es una densidad de
masa (esperada) en el espacio de fases de una part´ıcula, denominada frecuentemente como
funcio´n distribucio´n de densidad de una part´ıcula. En forma simplificada, obviando en la
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notacio´n la dependencia de f con x1 y t :
∂f
∂t
+ ξ1 ·
∂f
∂x1
=
1
m
∫ (
f(ξˆ1)f(ξˆ2)− f(ξ1)f(ξ2)
)
V da dξ2 (A.15)
ξˆ1, ξˆ2, ξ1 y ξ2 son todas velocidades de pre-colisiones.
La ecuacio´n (A.14), es una versio´n de la ecuacio´n de Boltzmann. Como se puede
observar, (A.14) es una ecuacio´n no lineal integro-diferencial, el lado izquierdo es una
expresio´n diferencial en t y x, con ξ como para´metro. El lado derecho, denominado integral
u operador de colisiones Q(f, f), es un operador integral en ξ, con x y t como para´metros.
Si existe una fuerza externa por unidad de masa G actuando sobre las part´ıculas, se puede
mostrar que se adiciona un te´rmino G · ∂f∂ξ del lado izquierdo de la ecuacio´n (A.14).
En la literatura, generalmente se escribe el te´rmino de colisiones en otras variables. No
es la intencio´n de este ape´ndice dar los detalles para encontrar otras versiones del te´rmino
de colisiones. El objetivo es mostrar la relacio´n funcional con las variables del problema
para resaltar su complejidad. En [11, 13, 88] se puede encontrar una descripcio´n detallada
de las hipo´tesis y procedimientos a seguir para obtener otras versiones del te´rmino de
colisiones.
En forma reducida la ecuacio´n de Boltzmann se puede escribir como:
∂f
∂t
+ ξ · ∂f
∂x
= Q(f, f) (A.16)
donde por simplicidad en la notacio´n se utiliza ξ y x en lugar de ξ1 y x1.
A.2.2. Funcio´n distribucio´n de Maxwell-Boltzmann
La funcio´n distribucio´n de Maxwell-Boltzmann fM es una solucio´n de equilibrio que
satisface Q(fM , fM ) = 0:
fM ≡ ρ
(2piRT )d/2
exp
(
−(ξ − u)
2
2RT
)
(A.17)
donde R es la constante del gas ideal, d la dimensio´n del espacio, y la cantidades ma-
crosco´picas ρ, u, y T son la densidad de masa, velocidad y temperatura respectivamente.
fM es una funcio´n local, depende de variables que pueden ser funcio´n del espacio y el
tiempo.
A.3. Conexio´n entre la descripcio´n microsco´pica y macrosco´pi-
ca de la dina´mica del fluido.
Conocida la funcio´n distribucio´n de una part´ıcula, es posible evaluar cantidades ma-
crosco´picas. De la definicio´n de f , f dx dξ es la masa esperada en un elemento de volumen
dx dξ centrado en el espacio de fases de una part´ıcula, (x, ξ). Integrando f dx dξ en las
velocidades se obtiene la masa esperada en un elemento de volumen dx centrado en x.
Luego la densidad de masa ρ(x, t) del fluido es:
ρ(x, t) =
∫
f(x, ξ, t) dξ , (A.18)
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es decir, el momento de orden cero de f . La cantidad de movimiento de un elemento de
fluido de volumen dx se obtiene del momento de primer orden de f como:
ρ(x, t)u(x, t) =
∫
ξf(x, ξ, t) dξ , (A.19)
o bien
(ρui)(x, t) =
∫
ξif(x, ξ, t) dξ , i = 1, . . . , d
ρui se puede interpretar como flujo de masa en la direccio´n i.
De la ecuacio´n (A.17) se puede probar:
ρ =
∫
f dξ =
∫
fM dξ (A.20)
ρu =
∫
ξf dξ =
∫
ξfM dξ (A.21)
Remplazando (A.17) en (A.20) e integrando se obtiene la igualdad buscada:∫
ρ
(2piRT )d/2
exp
(
−(ξ − u)
2
2RT
)
dξ = ρ (A.22)
resultado de la normalizacio´n de la funcio´n distribucio´n de Maxwell-Boltzmann, con 1
(2piRT )d/2
factor de normalizacio´n. Lo mismo se aplica a (A.21), siendo u la ponderacio´n de ξ con la
funcio´n distribucio´n. (A.20) y (A.21) se puede considerar una restriccio´n obtenida de satis-
facer los invariantes de colisiones en modelos de colisiones del tipo relajacio´n al equilibrio
como el BGK (1.2).
Se introduce una velocidad de intere´s, denominada peculiar velocity, que representa la
velocidad de una part´ıcula relativa a la macrosco´pica u:
ξr = ξ − u (A.23)
Se considera el flujo de cantidad de movimiento. El flujo en la direccio´n i de la componente
j de la cantidad de movimiento es:∫
ξi (ξjf) dξ =
∫
ξiξjf dξ (A.24)
Se puede observar que el flujo de cantidad de movimiento es un tensor sime´trico de segundo
orden. Utilizando la velocidad definida en (A.23), se obtiene de (A.24):∫
ξiξjf dξ =
∫
(ξri + ui)(ξrj + uj)f dξ = ρuiuj +
∫
ξriξrjf dξ (A.25)
donde se utiliza el resultado (A.18), y
∫
ξrif dξ = 0. Existe la contribucio´n de dos te´rminos
en (A.25): el flujo macrosco´pico de cantidad de movimiento y un flujo de momento debi-
do al movimiento aleatorio de las part´ıculas. El u´ltimo te´rmino se relaciona al tensor de
tensiones, esto se deriva de manera directa por comparacio´n con las ecuaciones de conser-
vacio´n cuando e´stas son obtenidas desde la ecuacio´n de Boltzmann. Luego, la componente
i, j del tensor de tensiones es:
Ti,j =
∫
ξriξrjf dξ , i, j = 1, . . . , d (A.26)
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Se realiza un procedimiento ana´logo para la densidad y flujo de energ´ıa. La densidad de
energ´ıa es:
1
2
∫
ξ · ξf dξ = 1
2
ρu · u + 1
2
∫
ξr · ξrf dξ (A.27)
El primer te´rmino de (A.27) tiene el sentido macrosco´pico de densidad de energ´ıa cine´tica,
mientras que el segundo te´rmino se lo identifica como la energ´ıa interna del gas. Se denota
con e a la energ´ıa interna por unidad de masa, luego la densidad de energ´ıa interna ρe es:
ρe =
1
2
∫
ξr · ξrf dξ (A.28)
El flujo de energ´ıa en la direccio´n i es:
1
2
∫
ξiξ · ξf dξ = 1
2
∫
ξriξr · ξrf dξ +
1
2
u · u
∫
ξrif dξ +
1
2
ui
∫
ξr · ξrf dξ+
1
2
uiu · u
∫
f dξ +
∫
ξriξr · uf dξ + ui
∫
ξr · uf dξ (A.29)
Los te´rminos segundo y u´ltimo del lado derecho de (A.29) son cero, luego utilizando (A.28),
(A.26) y (A.18) se tiene:
1
2
∫
ξiξ · ξf dξ = ui
(
1
2
ρu · u + ρe
)
+ ujTi,j + 1
2
∫
ξriξr · ξrf dξ , i, j = 1, . . . , d (A.30)
El primer te´rmino de (A.30) es el flujo de energ´ıa por conveccio´n macrosco´pica, el segundo
se puede interpretar macrosco´picamente como el trabajo realizado por las tensiones de
corte por unidad de tiempo. El tercer te´rmino representa otro tipo de flujo de energ´ıa
denominado frecuentemente como flujo de calor, y se denota como:
qi =
1
2
∫
ξriξr · ξrf dξ , i = 1, . . . , d (A.31)
Igual que en el caso del tensor de tensiones, la identificacio´n de (A.31) con un flujo de
calor es por comparacio´n directa con la ecuacio´n macrosco´pica de conservacio´n.
A.3.1. Ecuaciones de conservacio´n.
Utilizando resultados de la seccio´n A.3 anterior y propiedades del te´rmino de colisiones,
es posible obtener las ecuaciones de conservacio´n macrosco´picas de la masa, cantidad de
movimiento y energ´ıa desde la ecuacio´n de Boltzmann.
El operador de colisiones tiene la siguiente propiedad [11, 13, 88]:∫
Q(f, f)ψj(ξ) dξ = 0 , j = 1, . . . , 5 (A.32)
con ψj(ξ) polinomios en ξ denominados invariantes de colisiones, en particular ψ1(ξ) = 1,
ψ2,3,4(ξ) = ξ1,2,3, y ψ5(ξ) = ξ · ξ.
Considerando la ecuacio´n de Boltzmann (A.14) con fuerzas externas por unidad de
masa G (independientes de ξ) actuando sobre las part´ıculas, junto con el resultado (A.32)
se tiene:
∂
∂t
∫
ψjf dξ +
∂
∂xi
∫
ξiψjf dξ + Gi
∫
ψj
∂f
∂ξi
dξ = 0 , j = 1, . . . , 5 (A.33)
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Tomando de manera sucesiva las funciones ψj(ξ), j = 1, . . . , 5 se obtienen las siguientes
ecuaciones de conservacio´n.
Conservacio´n de la masa: ψ1(ξ) = 1
∂
∂t
ρ+
∂
∂xj
ρuj = 0 (A.34)
con
∫ ∂f
∂ξi
dξ = 0 por propiedad de f .
Conservacio´n de cantidad de movimiento: ψ2,3,4(ξ) = ξ1,2,3
∂
∂t
(ρui) +
∂
∂xj
(ρuiuj + Ti,j)− Giρ = 0 (A.35)
con
∫
ξj
∂f
∂ξi
dξ = − ∫ δi,jf dξ, y δi,j es la funcio´n delta de Kronecker.
Conservacio´n de la energ´ıa: ψ5(ξ) = ξ · ξ
∂
∂t
[
ρ
(
1
2
ujuj + e
)]
+
∂
∂xi
[
ρui
(
1
2
ujuj + e
)
+ ujTi,j + qi
]
− Gjρuj = 0 (A.36)
con
∫
ξ · ξ ∂f∂ξi dξ = −2
∫
ξif dξ.
Las ecuaciones macrosco´picas de conservacio´n (A.34), (A.35), y (A.36) pueden deri-
varse tambie´n utilizando argumentos de la meca´nica del continuo [4–6]. Estas ecuaciones
no determinan completamente todas las variables, en R3 se dispone de 5 ecuaciones y 14
inco´gnitas: ρ, u, Ti,j , e, y q. Para resolverlas es necesario disponer de relaciones constitu-
tivas adicionales para Ti,j y qi en te´rminos de ρ, u y e. Existen dos modelos extensamente
utilizados en meca´nica de fluidos que derivan en conjuntos de ecuaciones denominados:
ecuaciones de Euler y ecuaciones de Navier-Stokes (NS) o Navier-Stokes-Fourier . Las
ecuaciones de Euler modelan un fluido ideal, se obtienen de las ecuaciones de conservacio´n
considerando las siguientes relaciones constitutivas:
Ti,j = Pδi,j , qi = 0 (A.37)
con P la presio´n termodina´mica del fluido. En este modelo, solo la parte isotro´pica del
tensor de tensiones es desigual a cero.
Las ecuaciones de Navier-Stokes modelan un fluido viscoso con conduccio´n te´rmica, se
obtienen de las ecuaciones de conservacio´n con las siguientes relaciones constitutivas:
Ti,j = Pδi,j − µ
(
∂ui
∂xj
+
∂uj
∂xi
)
− λ∂uk
∂xk
δi,j (A.38)
qi = −κ ∂T
∂xi
(A.39)
µ y λ son el primer y segundo coeficiente de viscosidad, κ el coeficiente de conductividad
te´rmica. µ, λ, y κ pueden ser funciones de la densidad y la temperatura. µ recibe tambie´n
el nombre de viscosidad dina´mica. No existe una definicio´n uniforme para denominar a λ.
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White [5] lo denomina viscosidad volume´trica (o bulk viscosity), mientras que Malvern [7]
segundo coeficientes de viscosidad, nomenclatura que se adopta en este trabajo. Malvern
[7] denomina a µB = λ+
2µ
3 como coeficiente de viscosidad volume´trica (o bulk viscosity).
Si se adopta la condicio´n de Stokes [5, 7]: µB = 0.
Cabe destacar que en la descripcio´n microsco´pica las relaciones constitutivas no son
necesarias. De acuerdo a lo presentado en la seccio´n A.3, f(x, ξ, t) contienen la informacio´n
suficiente para determinar las cantidades macrosco´picas: densidad, velocidad, temperatura,
tensor de tensiones y flujo de calor.
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Ana´lisis multi-escala de la LBE
Para resolver la ecuacio´n de Boltzmann (BE) en problemas donde son esperables solu-
ciones diferentes a la de equilibrio se utilizan me´todos de aproximacio´n. En particular, se
utilizan me´todos de perturbacio´n con un para´metro que pueda considerarse pequen˜o en
algu´n l´ımite de intere´s.
Cuando se trabaja con modelos cine´ticos como el me´todo de lattice Boltzmann (LBM)
es deseable disponer de un me´todo sistema´tico que permita verificar consistencia con las
ecuaciones de Navier-Stokes (NS). En este trabajo se tiene especial intere´s en modelos que
representan un comportamiento macrosco´pico equivalente a las ecuaciones de NS. Es decir,
el comportamiento (macrosco´pico) en algu´n l´ımite particular del LBM es comparable con
las ecuaciones de NS. Se dice comparable ya que no es exacto, como se muestra en secciones
siguientes.
En este ape´ndice se presenta un me´todo de ana´lisis multi-escala basado en el de ex-
pansio´n de Chapmann-Enskog (ChE) [11–13] para evaluar la consistencia de los modelos
cine´ticos con las ecuaciones de NS. El ana´lisis asinto´tico de ChE es un me´todo de pertur-
bacio´n (multi-escala) donde se analizan las diferentes escalas del problema representadas
mediante algu´n para´metro caracter´ıstico. Se utiliza un para´metro proporcional al nu´mero
de Knudsen Kn; una relacio´n entre el camino libre medio entre sucesivas colisiones y una
escala espacial caracter´ıstica.
B.1. Definicio´n de para´metros, escalas temporales y espa-
ciales.
La ecuacio´n de NS t´ıpicamente modela adveccio´n y difusio´n en un medio fluido. Los
feno´menos macrosco´picos advectivos se caracterizan por efectos no lineales y de presio´n
tales como propagaciones acu´sticas; los de difusio´n por efectos difusivos lineales tales
como amortiguamiento viscoso. Ambos esta´n contenidos en la descripcio´n microsco´pica
del problema y tienen origen en dos escalas temporales diferentes.
Se introduce un para´metro  para cuantificar las escalas del problema.  se define como
la relacio´n entre una escala microsco´pica y una macrosco´pica caracter´ısticas del problema.
Por definicio´n,  puede considerarse proporcional a Kn.  1 es el l´ımite de intere´s donde
se considera va´lida la descripcio´n hidrodina´mica del movimiento colectivo de part´ıculas
microsco´picas.
Para diferenciar las escalas temporales es u´til analizar el problema como se presenta
en [18, 173, 174]. [18] consideran tres feno´menos que pueden distinguirse respecto a las
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escalas de tiempo en que ocurren: relajacio´n hacia el equilibrio local en escalas temporales
de orden ; procesos de adveccio´n y ondas de sonido en escalas temporales de orden −1;
y procesos de difusio´n en escalas temporales de orden −2.
Se introducen variables auxiliares tal que las escalas de intere´s en estas nuevas variables
sean O(1). Estos me´todos se denominan de ana´lisis o expansio´n multi-escala y es una
herramienta de aproximacio´n sistema´tica para analizar el comportamiento del problema
en escalas dispares. Utilizando tres variables auxiliares:
t1 = t , t2 = 
2t ; x1 = x (B.1)
t1 y x1 son O(1) cuando t y x son aproximadamente −1, mientras que t2 es O(1) cuando
t ∼ −2. Con estas variables auxiliares es posible escribir f(x, t) → f(x1, t1, t2). Las
variables dina´micas del fluido tambie´n dependen de x1, t1 y t2. t1 y t2 no son variables
independientes ya que esta´n relacionadas a trave´s de t, son dos expresiones de la misma
variable t en diferentes escalas.
Con estas relaciones funcionales, la derivada espacial y temporal de las variables
dina´micas del fluido y de f(x1, t1, t2) se expresa de manera general como:
∂
∂t
= 
∂
∂t1
+ 2
∂
∂t2
;
∂
∂x
= 
∂
∂x1
(B.2)
Las expresiones (B.2) se pueden obtener utilizando me´todos esta´ndar de problemas dina´mi-
cos [174, 175].
La introduccio´n de las dos escalas temporales permite la recuperacio´n de las ecuaciones
de NS compresibles. Si se considera solo la primer escala se obtiene la ecuacio´n de Euler
compresible. Considerando u´nicamente la segunda escala temporal, escalas difusivas, se
recupera la ecuacio´n de NS incompresible [40, 57, 59].
El me´todo de ChE [11–13, 88] propone soluciones de la forma:
f(ξ,x, t) =
∞∑
i=0
if i(ξ,x, t) (B.3)
expansiones de la funcio´n distribucio´n alrededor de la distribucio´n de equilibrio, con∫
f i(ξ,x, t)ψj(ξ) dξ = 0 , i = 1, . . . ,∞ , j = 1, . . . , 5 (B.4)
donde ψj(ξ) se define en la seccio´n A.3.1 (ecuacio´n (A.32)); f
0(ξ,x, t) = fM (ξ,x, t). Esta
expresio´n es va´lida tambie´n para el caso discreto reemplazando f i(ξ,x, t) por f ij(x, t) , i =
0, 1, 2, . . . , j ∈ Nq, y f0j (x, t) = feqj (x, t). Es frecuente escribir (B.3) como:
f(ξ,x, t) = feq(ξ,x, t) + fneq(ξ,x, t) (B.5)
con fneq(ξ,x, t) =
∑∞
i=1 
if i(ξ,x, t) denominada funcio´n distribucio´n de no-equilibrio.
B.1.1. Diferentes escalas en la ecuacio´n de lattice Boltzmann.
Por simplicidad se reescribe la ecuacio´n de lattice Boltzmann (LBE), de la expresio´n
(2.27) en forma escalar se tiene:
fi(x + ciδt, t+ δt)− fi(x, t) = −Cij(fj(x, t)− feqj (x, t)) ; i, j = 0, . . . , q − 1. (B.6)
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Expandiendo en Taylor el te´rmino del lado izquierdo de (B.6), despreciando te´rminos
O (δx3, δt3) se obtiene (Notar que fi : (Rd,R)→ R):
fi(x + ciδt, t+ δt) = fi(x, t) + δt [∂tfi(x, t) + ciα∂xαfi(x, t)] +
+
δt2
2
[
∂t∂tfi(x, t) + 2ciα∂t∂xαfi(x, t) + ciαciβ∂xα∂xβfi(x, t)
]
+O (δx3, δt3) (B.7)
con α, β = 1, . . . , d, y cij la j-e´sima componente de la velocidad discreta ci. Por simplicidad
se utiliza la notacio´n:
∂t =
∂
∂t
, ∂xβ =
∂
∂xβ
(B.8)
Introduciendo en (B.7) la expansio´n (B.3) para fi(x, t) = fi, se obtiene:
fi(x + ciδt, t+ δt) = (f
0
i + f
1
i + 
2f2i ) + δt
[
∂t(f
0
i + f
1
i + 
2f2i )+
ciα∂xα(f
0
i + f
1
i + 
2f2i )
]
+
δt2
2
[
∂t∂t(f
0
i + f
1
i + 
2f2i ) + 2ciα∂t∂xα(f
0
i + f
1
i + 
2f2i )+
+ciαciβ∂xα∂xβ (f
0
i + f
1
i + 
2f2i )
]
+O (δx3, δt3) (B.9)
aplicando (B.3) para fi en el te´rmino del lado derecho de (B.6) se tiene:
Cij(f1j (x, t) + 2f2j (x, t) + . . . ) (B.10)
Utilizando el modelo BGK en (B.10), remplazando (B.9) y (B.3) para fi y despreciando
te´rminos O (δx3, δt3) se tiene de (B.6):
δt
[
∂t(f
0
i + f
1
i + 
2f2i ) + ciα∂xα(f
0
i + f
1
i + 
2f2i )
]
+
+
δt2
2
[
∂t∂t(f
0
i + f
1
i + 
2f2i ) + 2ciα∂t∂xα(f
0
i + f
1
i + 
2f2i ) +
+ciαciβ∂xα∂xβ (f
0
i + f
1
i + 
2f2i )
]
+
1
τ
(
f1i + 
2f2i
)
= 0 (B.11)
En la expresio´n (B.11) existen te´rminos donde es necesario evaluar ∂tf
j
i , j = 0, 1, ... Utili-
zando la expresio´n de la derivada temporal introducida en (B.2), y conservando te´rminos
de hasta orden 2 se tiene:
δt
(

(
∂t1f
0
i + ciα∂xαf
0
i
)
+ 2
(
∂t1f
1
i + ∂t2f
0
i + ciα∂xαf
1
i
)
+ · · · )+
+
δt2
2
[
2
(
∂t1∂t1f
0
i + 2ciα∂xα∂t1f
0
i + ciαciβ∂xα∂xβf
0
i
)
+ · · · ]+ 1
τ
(
f1i + 
2f2i
)
= 0
(B.12)
Luego para cada orden de magnitud se debe satisfacer la ecuacio´n (B.12), a orden  se
tiene:
∂t1f
0
i + ciα∂xαf
0
i +
1
τδt
f1i = 0 (B.13)
a orden 2:
∂t1f
1
i + ∂t2f
0
i + ciα∂xαf
1
i +
δt
2
[
∂t1∂t1f
0
i +
+2ciα∂xα∂t1f
0
i + ciαciβ∂xα∂xβf
0
i
]
+
1
τδt
f2i = 0 (B.14)
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De (B.13) se obtiene un resultado utilizado en los cap´ıtulos 3 y 5 que determina el valor
de f1i en funcio´n de f
0
i :
f1i = −τδt
(
∂t1f
0
i + ciα∂xαf
0
i
)
(B.15)
Especial cuidado se debe tener al comparar o utilizar esta expresio´n respecto a las presen-
tadas en la literatura. Al derivar (B.15) surgen naturalmente factores δt ya que se asume
un para´metro del problema sin valor particular asignado. Es frecuente no encontrar este
factor en la literatura ya que usualmente δt = 1.
B.1.2. Algunas propiedades de simetr´ıa del LBM.
Por simetr´ıa en los esquemas de velocidades utilizados en el LBM es posible obtener
las siguientes propiedades: ∑
i∈Nq
wi = 1 ,
∑
i∈Nq
wiciα = 0∑
i∈Nq
wiciαciβ = c
2
sδαβ ,
∑
i∈Nq
wiciαciβciγ = 0∑
i∈Nq
wiciαciβciγciψ = c
4
s (δαβδγψ + δαγδβψ + δαψδβγ)
(B.16)
con c2s =
c√
3
la velocidad del sonido del modelo.
B.2. Ecuaciones de Navier-Stokes desde LBM-BGK
Se obtienen algunos resultados intermedios que se utilizara´n luego para encontrar una
aproximacio´n a las ecuaciones de NS. Se toman momentos de orden cero y primer orden
sobre las expresiones (B.13) y (B.14) a diferentes escalas en .
Momento de orden cero sobre (B.13)
∂t1
∑
i∈Nq
f0i + ∂xα
∑
i∈Nq
ciαf
0
i = −
1
τδt
∑
i∈Nq
f1i (B.17)
Utilizando (B.4) y las ecuaciones de conservacio´n (2.22) se tiene:
∂t1ρ+ ∂xαρuα = 0 (B.18)
una ecuacio´n macrosco´pica de continuidad para la escala temporal t1.
Momento de orden cero sobre (B.14) Tomando momento de orden cero sobre (B.14),
utilizando (B.4) y las ecuaciones de conservacio´n (2.22):
∂t2ρ+
δt
2
∂xα
∂t1ρuα + ∂xβ ∑
i∈Nq
ciαciβf
0
i
 = 0 (B.19)
donde se utiliza el resultado de (B.18):
∂t1∂t1ρ = −∂t1∂xαρuα (B.20)
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Momento de primer orden sobre (B.13)
∂t1
∑
i∈Nq
ciγf
0
i + ∂xα
∑
i∈Nq
ciαciγf
0
i +
1
τδt
∑
i∈Nq
ciγf
1
i = 0 (B.21)
Luego:
∂t1ρuγ + ∂xα
∑
i∈Nq
ciαciγf
0
i = 0 (B.22)
Momento de primer orden sobre (B.14) Tomando momento de primer orden sobre
(B.14), utilizando (B.4) y las ecuaciones de conservacio´n (2.22) se tiene:
∂t2ρuγ + ∂xα
∑
i∈Nq
ciγciαf
1
i +
δt
2
[∂t1∂t1ρuγ+
+2∂xα∂t1
∑
i∈Nq
ciγciαf
0
i + ∂xα∂xβ
∑
i∈Nq
ciγciαciβf
0
i
 = 0 (B.23)
B.2.1. Conservacio´n macrosco´pica de la masa
Se utilizan los resultados parciales obtenidos en la seccio´n anterior para encontrar una
expresio´n a diferentes ordenes en  sobre la conservacio´n de la masa. Se observa de (B.19)
que el te´rmino entre [·] es igual a (B.22), obteniendo:
∂t2ρ = 0 (B.24)
Resultado esperable ya que las variaciones temporales en la densidad ocurren en la escala
temporal advectiva. La variacio´n temporal de la densidad en escalas temporales difusivas
es cero. De (B.2) y el resultado (B.24) se obtiene la ecuacio´n de conservacio´n macrosco´pica
de la masa:
∂tρ+ ∂αρuα = 0 (B.25)
La expresio´n (B.25) es una ecuacio´n de conservacio´n a primer orden en , en la escala
temporal convectiva. Esto implica que en la escala t1 existe un movimiento y transporte
de part´ıculas a nivel microsco´pico tal que se satisface a nivel macrosco´pico la ecuacio´n
de conservacio´n (B.25). En los procesos difusivos existe un movimiento de part´ıculas sin
un aporte neto al transporte de masa macrosco´pico que genere cambios temporales en la
densidad, como se obtiene del resultado (B.24).
B.2.2. Conservacio´n macrosco´pica de cantidad de movimiento
Para recuperar la ecuacio´n de conservacio´n de cantidad de movimiento se utilizan
algunos resultados parciales obtenidos en secciones anteriores. Sumando las expresiones
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(B.23) y (B.22) considerando ordenes  adecuados se obtiene:
∂tρuγ + ∂xα
∑
i∈Nq
ciαciγf
0
i + 
∑
i∈Nq
ciγciαf
1
i +
+
δt
2

∂t1 ∑
i∈Nq
ciαciγf
0
i + ∂xβ
∑
i∈Nq
ciγciαciβf
0
i
 = 0 (B.26)
donde se reescribe (B.23) utilizando (B.22):
∂t1∂t1ρuγ = −∂t1∂xα
∑
i∈Nq
ciαciγf
0
i
y se utiliza la expansio´n multi-escala (B.2).
Para evaluar cada uno de los sumandos dentro de [·] en (B.26) se debe explicitar f0i
(de (2.6)) y encontrar una expresio´n para f1i . Para el primer te´rmino de [·] en (B.26) se
tiene: ∑
i∈Nq
ciαciγf
0
i = c
2
sρδγα + ρuγuα (B.27)
La variacio´n temporal de e´ste te´rmino en (B.26) es:
∂t1
∑
i∈Nq
ciαciγf
0
i = c
2
s∂t1ρδαγ − c2s
(
uα∂xαρδαγ + uγ∂xγρδγα
)
(B.28)
donde se utiliza (B.22) con (B.27) y se descartan te´rminos de O(Ma3). El u´ltimo te´rmino
es:
∂xβ
∑
i∈Nq
ciγciαciβf
0
i = ∂xβ
1
3
c2ρuψ (δγαδβψ + δγβδαψ + δγψδαβ) =
= c2s
(
∂xβ (ρuβ)δγα + ∂xγ (ρuα) + ∂xα(ρuγ)
)
(B.29)
donde, por simetr´ıa del esquema de velocidades en el LBM, el u´nico te´rmino que sobrevive
en la sumatoria es el correspondiente al segundo sumando en la expresio´n discreta para
f0i (
3
c2
ciψuψ).
Para el segundo sumando en [·] en (B.26), utilizando el resultado (B.15), se tiene:∑
i∈Nq
ciγciαf
1
i = −δtτc2sρ
(
∂xαuγ + ∂xγuα
)
(B.30)
Para llegar al resultado (B.30) es necesario realizar varias hipo´tesis sobre las diferentes
expresiones intermedias encontradas al remplazar f1 por la ecuacio´n (B.15) y evaluar la
expresio´n del lado izquierdo de (B.30). De (B.15) y la expresio´n discreta para la funcio´n
de equilibrio se tiene:
∑
i∈Nq
ciγciαf
1
i = −τδt
∂t1 ∑
i∈Nq
ciγciαf
0
i + ∂xβ
∑
i∈Nq
ciγciαciβf
0
i
 (B.31)
El segundo te´rmino del lado derecho de (B.31) ya fue evaluado en (B.29). Para el primer
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te´rmino, remplazando f0i y utilizando propiedades de simetr´ıa se tiene:
∂t1
∑
i∈Nq
ciγciαf
0
i =
∑
i∈Nq
ciγciαwi
(
∂t1ρ+
9
2c4
ciβciψ∂t1(ρuβuψ)−
3
2c2
∂t1(ρuβuβ)
)
(B.32)
Se buscan expresiones para remplazar los te´rminos que contienen derivadas temporales en
la ecuacio´n (B.32). Se utiliza (B.18) para reescribir el primer sumando del lado derecho
de (B.32). El segundo te´rmino de (B.32) se reescribe:
∂t1 (ρuβuψ)
∼= uψ∂t1(ρuβ) + uβ∂t1(ρuψ) (B.33)
donde se considera ∂t1ρ ∼ O(Ma) y se desprecia el te´rmino uβuψ∂t1ρ ∼ O(Ma3). Luego
utilizando (B.27) en (B.22) y remplazando en la anterior se tiene (despreciando nuevamente
te´rminos O(Ma3) ):
ciβciψ∂t1 (ρuβuψ)
∼= −2ciαciψuψ∂xαc2sρ (B.34)
El tercer te´rmino de (B.32) se reescribe como:
∂t1ρuβuβ
∼= 2uβ∂t1 (ρuβ) (B.35)
donde no se considera uβuβ∂t1ρ ∼ O(Ma3). Utilizando el resultado (B.22) en la anterior
y despreciando te´rminos O(Ma3) se tiene:
∂t1ρuβuβ
∼= −2uβ∂xαc2sρδβα (B.36)
Luego (B.32) es:
∂t1
∑
i∈Nq
ciγciαf
0
i = −
∑
i∈Nq
ciγciαwi
(
ρ∂xψuψ +
1
c2s
ciβciψuψ∂xβρ
)
=
− ρc2sδαγ∂xψuψ − c2s
(
uψ∂xψρδγα + uα∂xγρ+ uγ∂xαρ
)
(B.37)
Combinando (B.37) y (B.29) en (B.31) se obtiene el resultado presentado en (B.30).
Remplazando en (B.26) los resultados parciales obtenidos, utilizando (B.2) y reorde-
nando la expresio´n resultante se obtiene la ecuacio´n de Navier-Stokes buscada:
∂t(ρuγ) + ∂xα
[
ρuγuα + c
2
sρδγα − δtc2sρ
(
τ − 1
2
)(
∂xαuγ + ∂xγuα
)]
(B.38)
Se puede apreciar de (B.38), por comparacio´n con la ecuacio´n presentada en (A.35) con
(A.38) que la viscosidad cinema´tica es:
ν =
µ
ρ
= c2sδt
(
τ − 1
2
)
(B.39)
y la presio´n:
P = ρc2s (B.40)
Como resultado adicional, se observa que en el modelo LBM-BGK el segundo coeficiente
de viscosidad no es un para´metro libre del problema ya que λ = 0.
El resultado encontrado muestra que el LBM-BGK resuelve asinto´ticamente la ecuacio´n
macrosco´pica de NS a bajos nu´meros de Ma. Las ecuaciones de conservacio´n encontradas
no son exactas, no se consideran te´rminos de orden iguales o superiores a: O(δx3) y O(δt3)
desde la expansio´n (B.7), O(3) ya que se conservan hasta 2, y O(Ma3).
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La validez del ana´lisis multi-escala de ChE es cuestionada [31]. Este me´todo se basa
en que existen dos escalas espaciales diferentes en el fluido: escalas cine´ticas (del orden
del camino libre entre colisiones) y escalas hidrodina´micas, donde la relacio´n entre ambas
es el nu´mero de Knudsen. En el LBM, las escalas cine´ticas son t´ıpicamente del orden del
espaciamiento de grilla. Luego al modelar el fluido utilizando unos pocos puntos de grilla,
no existe esta separacio´n entre las escalas requerida por el ana´lisis multi-escala de ChE.
B.3. Ecuaciones de Navier-Stokes desde LBM-MRT
En esta seccio´n1 se busca recuperar la ecuacio´n de Navier-Stokes utilizando el modelo
LBM-MRT. El resultado ma´s relevante obtenido mediante la expansio´n multi-escala con
este modelo del operador de colisiones es la recuperacio´n de un te´rmino adicional vinculado
al segundo coeficiente de viscosidad. Luego en el LBM-MRT, a diferencia del LBM-SRT,
el segundo coeficiente de viscosidad es un para´metro libre.
Utilizando el modelo MRT de la seccio´n 2.2 en (B.10), remplazando (B.9) y (B.3) para
fi y despreciando te´rminos O
(
δx3, δt3
)
se tiene de (B.6):
δt
[
∂t(f
0
i + f
1
i + 
2f2i ) + ciα∂xα(f
0
i + f
1
i + 
2f2i )
]
+
+
δt2
2
[
∂t∂t(f
0
i + f
1
i + 
2f2i ) + 2ciα∂t∂xα(f
0
i + f
1
i + 
2f2i ) +
+ciαciβ∂xα∂xβ (f
0
i + f
1
i + 
2f2i )
]
= −
∑
j∈Nq
Cij
(
f1j + 
2f2j
)
(B.41)
con Cij el operador de colisiones del modelo LBM-MRT. Utilizando la expresio´n (B.2) de
la derivada temporal se obtiene a orden :
∂t1f
0
i + ciα∂xαf
0
i = −
1
δt
∑
j∈Nq
Cijf1i (B.42)
en el espacio de los momentos:(
∂t1 + McˆαM
−1∂xα
)
m0 = − 1
δt
Sm1 (B.43)
con mi = Mf i, y cˆα matrices diagonales de la forma: cˆα = diag
(
c0α, c1α, . . . , c(Q−1)α
)
. A
orden 2:
∂t1f
1
i + ∂t2f
0
i + ciα∂xαf
1
i +
δt
2
[
∂t1∂t1f
0
i +
+2ciα∂xα∂t1f
0
i + ciαciβ∂xα∂xβf
0
i
]
=
1
δt
∑
j∈Nq
Cijf2i (B.44)
en el espacio de los momentos:
∂t2m
0 +
(
∂t1 + McˆαM
−1∂xα
)(
m1 − 1
2
Sm1
)
= − 1
δt
Sm2 (B.45)
Por claridad y simplicidad se utiliza el modelo D2Q9 con coordenadas espaciales x e y.
1Las variables y para´metros que se utilizan y no se redefinen en esta seccio´n, fueron presentados en el
cap´ıtulo 2.
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Los otros modelos D3Q15, D3Q19 y D3Q27 no se explicitan pero siguen procedimientos
similares.
Expandiendo (B.43) en componentes se obtiene:
∂t1ρ+ ∂x(ρux) + ∂y(ρuy) = 0 (B.46)
−2c2∂t1ρ− 3∂t1
(
ρu2x + ρu
2
y
)
= −s2
δt
m12 (B.47)
c4∂t1ρ− 3∂t1c2ρ
(
u2x + u
2
y
)− c4∂xρux − c4∂yρuy = −s3
δt
m13 (B.48)
∂t1(ρux) + ∂x
(
ρu2x +
c2
3
ρ
)
+ ∂y(ρuxuy) = 0 (B.49)
−c2∂t1(ρux)−
c2
3
∂xρ
(
3u2x − 3u2y + c2
)
+ c2∂y(ρuxuy) = −s5
δt
m15 (B.50)
∂t1(ρuy) + ∂y
(
ρu2y +
c2
3
ρ
)
+ ∂x(ρuxuy) = 0 (B.51)
−c2∂t1(ρuy) + c2∂x(ρuxuy)−
c2
3
∂yρ
(−3u2x + 3u2y + c2) = −s7δtm17 (B.52)
∂t1
(
ρ
(
u2x − u2y
))
+
2
3
c2∂x(ρux)− 2
3
c2∂y(ρuy) = −s8
δt
m18 (B.53)
∂t1 (ρuxuy) +
1
3
c2∂x(ρuy) +
1
3
c2∂y(ρux) = −s9
δt
m19 (B.54)
Expandiendo (B.45) se obtienen las siguientes expresiones de intere´s:
∂t2ρ = 0 (B.55)
∂t2(ρu1) +
1
6
∂x(m
1
2 + 3m
1
8) + ∂ym
1
9 −
1
12
∂x(s2m
1
2 + 3s8m
1
8)−
1
2
∂y(s9m
1
9) = 0 (B.56)
∂t2(ρu2) +
1
6
∂y(m
1
2 − 3m18) + ∂xm19 −
1
12
∂y(s2m
1
2 − 3s8m18)−
1
2
∂x(s9m
1
9) = 0 (B.57)
B.3.1. Conservacio´n macrosco´pica de la masa
Ana´logamente al resultado obtenido en (B.24) para el modelo SRT, la ecuacio´n (B.55)
implica variacio´n temporal cero de la densidad en la escala temporal difusiva. Luego com-
binando la ecuacio´n (B.46), (B.55) y (B.2) se obtiene una expresio´n de conservacio´n ma-
crosco´pica de la masa:
∂tρ+ ∂αρuα = 0 (B.58)
La expresio´n (B.58) es una ecuacio´n de conservacio´n a primer orden en , en la escala
temporal convectiva. Los mismos comentarios de la seccio´n B.2.1 son aplicables en este
caso.
B.3.2. Conservacio´n macrosco´pica de cantidad de movimiento
Para encontrar las ecuaciones de conservacio´n de la cantidad de movimiento se com-
binan con el orden  adecuado las ecuaciones: (B.49) y (B.56) para la conservacio´n de
cantidad de movimiento en la direccio´n x; y las (B.51) y (B.57) para la conservacio´n de
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cantidad de movimiento en la direccio´n y.
∂t1(ρux) + 
2∂t2(ρux) + ∂x(ρuxux) + c
2
s∂xρ+ ∂y(ρuxuy)+
+ 2
1
6
∂x
(
1− s2
2
)
m12 + 
2 1
2
∂x
(
1− s8
2
)
m18 + 
2∂y
(
1− s9
2
)
m19 = 0 (B.59)
∂t1(ρuy) + 
2∂t2(ρuy) + ∂y (ρuyuy) + c
2
s∂yρ+ ∂x(ρuxuy)+
+ 2
1
6
∂y
(
1− s2
2
)
m12 − 2
1
2
∂y
(
1− s8
2
)
m18 + 
2∂x
(
1− s9
2
)
m19 = 0 (B.60)
De las ecuaciones anteriores son necesarias expresiones para m12,m
1
8, y m
1
9. De (B.47),
(B.53), y (B.54) se tiene:
m12 =
δt
s2
(
2c2∂t1ρ− 3∂t1(ρuxux)− 3∂t1(ρuyuy)
)
(B.61)
m18 = −
δt
s8
(
∂t1(ρuxux)− ∂t1(ρuyuy) + 2c2s∂x(ρux)− 2c2s∂y(ρuy)
)
(B.62)
m19 = −
δt
s9
(
∂t1(ρuxuy) + c
2
s∂x(ρuy) + c
2
s∂y(ρux)
)
(B.63)
Buscando expresiones alternativas para ∂t1(ρuxux), ∂t1(ρuxuy), y ∂t1(ρuyuy), se encuen-
tran las siguientes aproximaciones:
∂t1(ρuxux)
∼= −2uxc2s∂xρ (B.64)
∂t1(ρuyuy)
∼= −2uyc2s∂yρ (B.65)
∂t1(ρuxuy)
∼= −c2s(ux∂yρ+ uy∂xρ) (B.66)
donde se utilizan resultados de los momentos conservados a primer orden en , y se despre-
cian te´rminos O(Ma3) y de alto orden de la forma ux∂x(ρuxux). Remplazando en (B.61)
y operando se obtiene:
m12
∼= − δt
s2
2c2ρ (∂xux + ∂yuy) (B.67)
m18
∼= − δt
s8
2c2sρ (∂xux − ∂yuy) (B.68)
m19
∼= − δt
s9
c2sρ (∂xuy + ∂yux) (B.69)
Luego remplazando estas aproximaciones en (B.59) y (B.60), reordenando y considerando
(B.2) se tiene:
∂t(ρux) + ∂x(ρuxux) + ∂y(ρuxuy) + ∂xc
2
sρ− ∂x
[
δtc2s
(
1
s2
− 1
2
)
ρ (∂xux + ∂yuy)
]
+
− ∂x
[
δtc2s
(
1
s8
− 1
2
)
ρ (∂xux − ∂yuy)
]
− ∂y
[
δtc2s
(
1
s9
− 1
2
)
ρ (∂xuy + ∂yux)
]
= 0
(B.70)
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∂t(ρuy) + ∂x(ρuxuy) + ∂y (ρuyuy) + ∂yc
2
sρ− ∂y
[
δtc2s
(
1
s2
− 1
2
)
ρ (∂xux + ∂yuy)
]
+
− ∂y
[
δtc2s
(
1
s8
− 1
2
)
ρ (∂yuy − ∂xux)
]
− ∂x
[
δtc2s
(
1
s9
− 1
2
)
ρ (∂xuy + ∂yux)
]
= 0
(B.71)
De las ecuaciones anteriores se puede observar que s8 = s9 es necesario para identificarlas
con las de NS. Con esta restriccio´n los coeficientes de viscosidad cinema´tica y volume´trica
son:
ν = δtc2s
(
1
s8
− 1
2
)
= δtc2s
(
1
s9
− 1
2
)
(B.72)
νB =
µB
ρ
= δtc2s
(
1
s2
− 1
2
)
− ν
3
(B.73)
Luego las ecuaciones (B.74) y (B.75) de NS se pueden expresar en la forma cla´sica
como:
∂t(ρux) + ∂x(ρuxux) + ∂y(ρuxuy) + ∂xc
2
sρ
− ∂x
[
µ
(
2∂xux − 2
3
(∂xux + ∂yuy)
)
+ µB(∂xux + ∂yuy)
]
− ∂yµ (∂xuy + ∂yux) = 0 (B.74)
∂t(ρuy) + ∂x(ρuxuy) + ∂y (ρuyuy) + ∂yc
2
sρ
− ∂xµ (∂xuy + ∂yux)
− ∂y
[
µ
(
2∂yuy − 2
3
(∂xux + ∂yuy)
)
+ µB(∂xux + ∂yuy)
]
= 0 (B.75)
La presio´n es igual a la de la ecuacio´n (B.40).
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Ape´ndice C
Detalles varios del LBM y su
implementacio´n en {LBM}
En este ape´ndice se muestran algunos detalles del LBM y de la implementacio´n en
{LBM} que por motivos de claridad y simplicidad no se introducen en los cap´ıtulos prin-
cipales. En la seccio´n C.1 se muestran los esquemas de velocidad utilizados en {LBM} .
En la seccio´n C.2 y C.3 se presentan detalles del modelo LBM-MRT para los esquemas
de velocidad D3Q15 y D3Q19 respectivamente. En la seccio´n C.4 se dan detalles sobre las
condiciones de borde Dirichlet de presio´n y velocidad en fronteras de geometr´ıa regular,
una extensio´n particular del me´todo presentado en la seccio´n 3.2.3.
C.1. Esquemas de velocidad utilizados en {LBM}
El conjunto de velocidades discretas utilizados en el LBM debe tener la cantidad de
velocidades y simetr´ıa suficiente para garantizar consistencia con las ecuaciones de NS.
Los esquemas de velocidades D1Q3, D2Q9, y D3Q27 son bien entendidos desde la deri-
vacio´n presentada en el cap´ıtulo 2 [16], mientras que los esquemas D3Q15 y D3Q19 son
introducidos considerando requisitos de simetr´ıa [18].
No existe un criterio unificado en la literatura para enumerar las velocidades de los
esquemas. En este trabajo se utiliza, para algunos esquemas, una numeracio´n particular
que se detalla a continuacio´n. En la figura C.1 se muestra el esquema de velocidad D2Q9
implementado en {LBM} . Notar que a diferencia de la nomenclatura cla´sica de la litera-
tura, en este caso se utiliza una numeracio´n antihoraria para las velocidades discretas. En
(C.1) se explicitan las direcciones de velocidad discretas, su nomenclatura y los coeficientes
o pesos de la cuadratura utilizada en el esquema.
ei =
ci
c
=

(0, 0) i = 0
(±1, 0), (0,±1) i = 1, 5, 3, 7
(±1,±1), (∓1,±1) i = 2, 6, 4, 8
; wi =

4
9
i = 0
1
9
i = 1, 5, 3, 7
1
36
i = 2, 6, 4, 8
(C.1)
En la figura C.2 se muestra el esquema de velocidad D3Q15. En (C.2) se presentan las
direcciones de velocidad discretas, su nomenclatura y los coeficientes o pesos del esquema.
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Figura C.1: Esquema de velocidad D2Q9 utilizado en {LBM} .
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14
Figura C.2: Esquema de velocidad D3Q15 utilizado en {LBM} .
ei =
ci
c
=

(0, 0, 0) i = 0
(±1, 0, 0), (0,±1, 0), (0, 0,±1) i = 1− 6
(±1,±1,±1), (±1,±1,∓1),
(±1,∓1,±1), (∓1,±1,±1) i = 7− 14
; wi =

2
9
i = 0
1
9
i = 1− 6
1
72
i = 7− 14
(C.2)
En las Figuras C.3 y C.4 se muestran los esquemas de velocidad D3Q19 y D3Q27. En
(C.3) y (C.4) se explicitan las direcciones de velocidad discreta, su nomenclatura y los
coeficientes de cada esquema respectivamente.
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Figura C.3: Esquema de velocidad D3Q19 utilizado en {LBM} .
ei =
ci
c
=

(0, 0, 0) i = 0
(±1, 0, 0), (0,±1, 0), (0, 0,±1) i = 1− 6
(±1,±1, 0), (∓1,±1, 0) i = 7− 10,
(±1, 0,±1), (∓1, 0,±1) i = 11− 14,
(0,±1,±1), (0,∓1,±1) i = 15− 18
; wi =

1
3
i = 0
1
18
i = 1− 6
1
36
i = 7− 18
(C.3)
ei =
ci
c
=

(0, 0, 0) i = 0
(±1, 0, 0), (0,±1, 0), (0, 0,±1) i = 1− 6
(±1,±1, 0), (∓1,±1, 0) i = 7− 10
(±1, 0,±1), (∓1, 0,±1) i = 11− 14
(0,±1,±1), (0,∓1,±1) i = 15− 18
(±1,∓1,±1), (∓1,±1,±1),
(∓1,∓1,±1), (±1,∓1,±1) i = 19− 26
; wi =

8
27
i = 0
2
27
i = 1− 6
1
54
i = 7− 18
1
216
i = 19− 26
(C.4)
C.2. LBM-MRT esquema de velocidad D3Q15
Siguiendo el procedimiento propuesto en [30], de igual manera a lo realizado en la
seccio´n 2.2.1, se obtienen los autovectores de la matriz de colisiones. M se determina
utilizando el me´todo de ortogonalizacio´n de Gram-Schmidt. Los vectores propuestos, que
forman los momentos conservados y no conservados, para la base de la matriz de colisiones
son:
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Figura C.4: Esquema de velocidad D3Q27 utilizado en {LBM} .
φ1i = 1 ,φ1 = (1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1)
φˆ4i = ci,1 , φˆ4 = (0, 1,−1, 0, 0, 0, 0, 1,−1, 1,−1, 1,−1, 1,−1) c
φˆ6i = ci,2 , φˆ6 = (0, 0, 0, 1,−1, 0, 0, 1,−1, 1,−1,−1, 1,−1, 1) c
φˆ8i = ci,3 , φˆ8 = (0, 0, 0, 0, 0, 1,−1, 1,−1,−1, 1, 1,−1,−1, 1) c
φˆ2i = c
2
i,1 + c
2
i,2 + c
2
i,3 , φˆ2 = (0, 1, 1, 1, 1, 1, 1, 3, 3, 3, 3, 3, 3, 3, 3) c
2
φˆ5i = ci,1
(
c2i,1 + c
2
i,2 + c
2
i,3
)
, φˆ5 = (0, 1,−1, 0, 0, 0, 0, 3,−3, 3,−3, 3,−3, 3,−3) c3
φˆ7i = ci,2
(
c2i,1 + c
2
i,2 + c
2
i,3
)
, φˆ7 = (0, 0, 0, 1,−1, 0, 0, 3,−3, 3,−3,−3, 3,−3, 3) c3
φˆ9i = ci,3
(
c2i,1 + c
2
i,2 + c
2
i,3
)
, φˆ9 = (0, 0, 0, 0, 0, 1,−1, 3,−3,−3, 3, 3,−3,−3, 3) c3
φˆ3i =
(
c2i,1 + c
2
i,2 + c
2
i,3
)2
, φˆ3 = (0, 1, 1, 1, 1, 1, 1, 9, 9, 9, 9, 9, 9, 9, 9) c
4
φˆ10i = c
2
i,1 , φˆ10 = (0, 1, 1, 0, 0, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1) c
2
φˆ11i = c
2
i,2 − c2i,3 , φˆ11 = (0, 0, 0, 1, 1,−1,−1, 0, 0, 0, 0, 0, 0, 0, 0) c2
φˆ12i = ci,1ci,2 , φˆ12 = (0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1,−1,−1,−1,−1) c2
φ¯13i = ci,2ci,3 , φ¯13 = (0, 0, 0, 0, 0, 0, 0, 1, 1,−1,−1,−1,−1, 1, 1) c2
φ¯14i = ci,1ci,3 , φ¯14 = (0, 0, 0, 0, 0, 0, 0, 1, 1,−1,−1, 1, 1,−1,−1) c2
φˆ15i = ci,1ci,2ci,3 , φˆ15 = (0, 0, 0, 0, 0, 0, 0, 1,−1,−1, 1,−1, 1, 1,−1) c3
(C.5)
Se obtiene una base ortogonal del procedimiento de Gram-Schmidt, se introducen los
vectores en el orden presentado en (C.5), encontrando:
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φ1 = (1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1)
φ˜4 = (0, 1,−1, 0, 0, 0, 0, 1,−1, 1,−1, 1,−1, 1,−1) c
φ˜6 = (0, 0, 0, 1,−1, 0, 0, 1,−1, 1,−1,−1, 1,−1, 1) c
φ˜8 = (0, 0, 0, 0, 0, 1,−1, 1,−1,−1, 1, 1,−1,−1, 1) c
φ˜2 = (−2,−1,−1,−1,−1,−1,−1, 1, 1, 1, 1, 1, 1, 1, 1) c2
φ˜5 = (0,−4, 4, 0, 0, 0, 0, 1,−1, 1,−1, 1,−1, 1,−1)
5
2
c3
φ˜7 = (0, 0, 0,−4, 4, 0, 0, 1,−1, 1,−1,−1, 1,−1, 1)
5
2
c3
φ˜9 = (0, 0, 0, 0, 0,−4, 4, 1,−1,−1, 1, 1,−1,−1, 1)
5
2
c3
φ˜3 = (16,−4,−4,−4,−4,−4,−4, 1, 1, 1, 1, 1, 1, 1, 1)
15
2
c4
φ˜10 = (0, 2, 2,−1,−1,−1,−1, 0, 0, 0, 0, 0, 0, 0, 0) 3c4
φ˜11 = (0, 0, 0, 1, 1,−1,−1, 0, 0, 0, 0, 0, 0, 0, 0) c2
φ˜12 = (0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1,−1,−1,−1,−1) c2
φ˜13 = (0, 0, 0, 0, 0, 0, 0, 1, 1,−1,−1,−1,−1, 1, 1) c2
φ˜14 = (0, 0, 0, 0, 0, 0, 0, 1, 1,−1,−1, 1, 1,−1,−1) c2
φ˜15 = (0, 0, 0, 0, 0, 0, 0, 1,−1,−1, 1,−1, 1, 1,−1) c3
(C.6)
Multiplicando cada uno de los vectores en (C.6) por una constante escalar, se obtiene
M como se presenta frecuentemente en la literatura [37]:

φ1
φ2
φ3
φ4
φ5
φ6
φ7
φ8
φ9
φ10
φ11
φ12
φ13
φ14
φ15

=

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
−2 −1 −1 −1 −1 −1 −1 1 1 1 1 1 1 1 1
16 −4 −4 −4 −4 −4 −4 1 1 1 1 1 1 1 1
0 1 −1 0 0 0 0 1 −1 1 −1 1 −1 1 −1
0 −4 4 0 0 0 0 1 −1 1 −1 1 −1 1 −1
0 0 0 1 −1 0 0 1 −1 1 −1 −1 1 −1 1
0 0 0 −4 4 0 0 1 −1 1 −1 −1 1 −1 1
0 0 0 0 0 1 −1 1 −1 −1 1 1 −1 −1 1
0 0 0 0 0 −4 4 1 −1 −1 1 1 −1 −1 1
0 2 2 −1 −1 −1 −1 0 0 0 0 0 0 0 0
0 0 0 1 1 −1 −1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 1 1 1 −1 −1 −1 −1
0 0 0 0 0 0 0 1 1 −1 −1 −1 −1 1 1
0 0 0 0 0 0 0 1 1 −1 −1 1 1 −1 −1
0 0 0 0 0 0 0 1 −1 −1 1 −1 1 1 −1

Notar que el orden de las columnas de M en (C.2) no se corresponde con las expresiones
presentadas en [37]. Las diferencias se deben a que el esquema de velocidades D3Q15,
presentado en la seccio´n C.1, no sigue el orden de las velocidades comu´nmente utilizado.
La disposicio´n de las filas en M se realiza de acuerdo al criterio seguido en [37].
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Los momentos de equilibrio se proponen como una transformacio´n al espacio de mo-
mentos de la funcio´n distribucio´n de equilibrio, similar a lo presentado en la seccio´n 2.2.1.
Se consideran algunos para´metros de ajuste, que luego se establecen siguiendo los criterios
presentados en [31, 37]. Los momentos de equilibrio son:
φeq2 =− ρc2 +
1
ρ0
(
j2x + j
2
y + j
2
z
)
φeq3 =weρc
4 +
wej
ρ0
(
j2x + j
2
y + j
2
z
)
c2
φeq5 =−
7
3
jx
φeq7 =−
7
3
jy
φeq9 =−
7
3
jz
φeq10 =
1
ρ0
(
2j2x − j2y − j2z
)
φeq11 =
1
ρ0
(
j2y − j2z
)
φeq12 =
1
ρ0
jxjy
φeq13 =
1
ρ0
jyjz
φeq14 =
1
ρ0
jxjz
φeq15 = 0
(C.7)
donde ji = ρui , i = x, y, z son las componentes de la cantidad de movimiento en la
direccio´n x, y, z respectivamente. Para recuperar el LBM-BGK, we = 1 y wej = −5. En
[37] adoptan we = −1 y wej = 0 para optimizar la isotrop´ıa e invariancia Galileana
del modelo. En (C.7) se utiliza ρ0 para reducir los efectos de compresibilidad, el modelo
es cuasi-incompresible. Los valores t´ıpicos adoptados y las relaciones que cumplen los
diferentes para´metros de relajacio´n del modelo son: s2 = 1.6, s3 = 1.2, s5 = 1.6, s10 =
1
τ ,
y s15 = 1.2; con las relaciones: s7 = s5, s9 = s5, s11 = s10, s12 = s10, s13 = s12, y s14 = s12
C.3. LBM-MRT esquema de velocidad D3Q19
Siguiendo el procedimiento propuesto en [30], de igual manera a lo realizado en la
seccio´n C.2, se obtiene la matriz de colisiones M. Los vectores propuestos son:
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φ1i = 1 ,φ1 = (1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1)
φˆ4i = ci,x , φˆ4 = (0, 1,−1, 0, 0, 0, 0, 1,−1,−1, 1, 1,−1,−1, 1, 0, 0, 0, 0) c
φˆ6i = ci,y , φˆ6 = (0, 0, 0, 1,−1, 0, 0, 1,−1, 1,−1, 0, 0, 0, 0, 1,−1,−1, 1) c
φˆ8i = ci,z , φˆ8 = (0, 0, 0, 0, 0, 1,−1, 0, 0, 0, 0, 1,−1, 1,−1, 1,−1, 1,−1) c
φˆ2i = ‖ci‖2 , φˆ2 = (0, 1, 1, 1, 1, 1, 1, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2) c2
φˆ5i = ci,x‖ci‖2 , φˆ5 = (0, 1,−1, 0, 0, 0, 0, 2,−2,−2, 2, 2,−2,−2, 2, 0, 0, 0, 0) c3
φˆ7i = ci,y‖ci‖2 , φˆ7 = (0, 0, 0, 1,−1, 0, 0, 2,−2, 2,−2, 0, 0, 0, 0, 2,−2,−2, 2) c3
φˆ9i = ci,z‖ci‖2 , φˆ9 = (0, 0, 0, 0, 0, 1,−1, 0, 0, 0, 0, 2,−2, 2,−2, 2,−2, 2,−2) c3
φˆ3i = ‖ci‖4 , φˆ3 = (0, 1, 1, 1, 1, 1, 1, 4, 4, 4, 4, 4, 4, 4, 4, 4, 4, 4, 4) c4
φˆ10i = c
2
i,x , φˆ10 = (0, 1, 1, 0, 0, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0) c
2
φˆ11i = c
2
i,x‖ci‖2 , φˆ11 = (0, 1, 1, 0, 0, 0, 0, 2, 2, 2, 2, 2, 2, 2, 2, 0, 0, 0, 0) c4
φˆ12i = c
2
i,y − c2i,z , φˆ12 = (0, 0, 0, 1, 1,−1,−1, 1, 1, 1, 1,−1,−1,−1,−1, 0, 0, 0, 0) c2
φˆ13i =
(
c2i,y − c2i,z
) ‖ci‖2 , φˆ13 = (0, 0, 0, 1, 1,−1,−1, 2, 2, 2, 2,−2,−2,−2,−2, 0, 0, 0, 0) c4
φˆ14i = ci,xci,y , φˆ14 = (0, 0, 0, 0, 0, 0, 0, 1, 1,−1,−1, 0, 0, 0, 0, 0, 0, 0, 0) c2
φˆ15i = ci,yci,z , φˆ15 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1,−1,−1) c2
φˆ16i = ci,xci,z , φˆ16 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1,−1,−1, 0, 0, 0, 0) c2
φˆ17i = ci,x
(
c2i,y − c2i,z
)
, φˆ17 = (0, 0, 0, 0, 0, 0, 0, 1,−1,−1, 1,−1, 1, 1,−1, 0, 0, 0, 0) c3
φˆ18i = ci,y
(
c2i,z − c2i,x
)
, φˆ18 = (0, 0, 0, 0, 0, 0, 0,−1, 1,−1, 1, 0, 0, 0, 0, 1,−1,−1, 1) c3
φˆ19i = ci,z
(
c2i,x − c2i,y
)
, φˆ19 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1,−1, 1,−1,−1, 1,−1, 1) c3
(C.8)
donde:
‖ci‖2 =
(
c2i,x + c
2
i,y + c
2
i,z
)
(C.9)
Del procedimiento de Gram-Schmidt, y utilizando los vectores (C.8) en el orden presenta-
do, se obtiene la base ortogonal:
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φ1 = (1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1)
φ˜4 = (0, 1,−1, 0, 0, 0, 0, 1,−1,−1, 1, 1,−1,−1, 1, 0, 0, 0, 0) c
φ˜6 = (0, 0, 0, 1,−1, 0, 0, 1,−1, 1,−1, 0, 0, 0, 0, 1,−1,−1, 1) c
φ˜8 = (0, 0, 0, 0, 0, 1,−1, 0, 0, 0, 0, 1,−1, 1,−1, 1,−1, 1,−1) c
φ˜2 = (−30,−11,−11,−11,−11,−11,−11, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8) 19c2
φ˜5 = (0,−4, 4, 0, 0, 0, 0, 1,−1,−1, 1, 1,−1,−1, 1, 0, 0, 0, 0) 5c3
φ˜7 = (0, 0, 0,−4, 4, 0, 0, 1,−1, 1,−1, 0, 0, 0, 0, 1,−1,−1, 1) 5c3
φ˜9 = (0, 0, 0, 0, 0,−4, 4, 0, 0, 0, 0, 1,−1, 1,−1, 1,−1, 1,−1) 5c3
φ˜3 = (12,−4,−4,−4,−4,−4,−4, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1)
21
2
c4
φ˜10 = (0, 2, 2,−1,−1,−1,−1, 1, 1, 1, 1, 1, 1, 1, 1,−2,−2,−2,−2) 3c2
φ˜11 = (0,−4,−4, 2, 2, 2, 2, 1, 1, 1, 1, 1, 1, 1, 1,−2,−2,−2,−2) 9c4
φ˜12 = (0, 0, 0, 1, 1,−1,−1, 1, 1, 1, 1,−1,−1,−1,−1, 0, 0, 0, 0) c2
φ˜13 = (0, 0, 0,−2,−2, 2, 2, 1, 1, 1, 1,−1,−1,−1,−1, 0, 0, 0, 0) c4
φ˜14 = (0, 0, 0, 0, 0, 0, 0, 1, 1,−1,−1, 0, 0, 0, 0, 0, 0, 0, 0) c2
φ˜15 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1,−1,−1) c2
φ˜16 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1,−1,−1, 0, 0, 0, 0) c2
φ˜17 = (0, 0, 0, 0, 0, 0, 0, 1,−1,−1, 1,−1, 1, 1,−1, 0, 0, 0, 0) c3
φ˜18 = (0, 0, 0, 0, 0, 0, 0,−1, 1,−1, 1, 0, 0, 0, 0, 1,−1,−1, 1) c3
φ˜19 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1,−1, 1,−1,−1, 1,−1, 1) c3
(C.10)
Multiplicando los vectores en (C.10) por una constante escalar, se encuentra M como
se presenta frecuentemente en la literatura [37]:
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
φ1
φ2
φ3
φ4
φ5
φ6
φ7
φ8
φ9
φ10
φ11
φ12
φ13
φ14
φ15
φ16
φ17
φ18
φ19

=

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
−30 −11 −11 −11 −11 −11 −11 8 8 8 8 8 8 8 8 8 8 8 8
12 −4 −4 −4 −4 −4 −4 1 1 1 1 1 1 1 1 1 1 1 1
0 1 −1 0 0 0 0 1 −1 −1 1 1 −1 −1 1 0 0 0 0
0 −4 4 0 0 0 0 1 −1 −1 1 1 −1 −1 1 0 0 0 0
0 0 0 1 −1 0 0 1 −1 1 −1 0 0 0 0 1 −1 −1 1
0 0 0 −4 4 0 0 1 −1 1 −1 0 0 0 0 1 −1 −1 1
0 0 0 0 0 1 −1 0 0 0 0 1 −1 1 −1 1 −1 1 −1
0 0 0 0 0 −4 4 0 0 0 0 1 −1 1 −1 1 −1 1 −1
0 2 2 −1 −1 −1 −1 1 1 1 1 1 1 1 1 −2 −2 −2 −2
0 −4 −4 2 2 2 2 1 1 1 1 1 1 1 1 −2 −2 −2 −2
0 0 0 1 1 −1 −1 1 1 1 1 −1 −1 −1 −1 0 0 0 0
0 0 0 −2 −2 2 2 1 1 1 1 −1 −1 −1 −1 0 0 0 0
0 0 0 0 0 0 0 1 1 −1 −1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 −1 −1
0 0 0 0 0 0 0 0 0 0 0 1 1 −1 −1 0 0 0 0
0 0 0 0 0 0 0 1 −1 −1 1 −1 1 1 −1 0 0 0 0
0 0 0 0 0 0 0 −1 1 −1 1 0 0 0 0 1 −1 −1 1
0 0 0 0 0 0 0 0 0 0 0 1 −1 1 −1 −1 1 −1 1

Notar que el orden de las columnas de M en (C.3) no se corresponde con las expresiones
presentadas en [37], y las de la literatura en general. El motivo es el orden y numeracio´n de
las velocidades en el esquema D3Q19 que se utiliza (ver seccio´n C.1), difiere del esta´ndar y
altera las columnas de M. La disposicio´n de las filas en M se realiza de acuerdo al criterio
seguido en [37]. Los momentos de equilibrio se proponen como una transformacio´n al
espacio de momentos de la funcio´n distribucio´n de equilibrio. Adicionalmente se consideran
para´metros de ajuste que luego se establecen siguiendo los criterios presentados en [31, 37].
Los momentos de equilibrio son:
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φeq2 =− 11ρc2 +
19
ρ0
(
j2x + j
2
y + j
2
z
)
φeq3 =wec
4ρ+
wej
ρ0
c2
(
j2x + j
2
y + j
2
z
)
φeq5 =−
2
3
c2jx
φeq7 =−
2
3
c2jy
φeq9 =−
2
3
c2jz
φeq10 =
1
ρ0
(
2j2x − j2y − j2z
)
φeq11 =wxx
c2
ρ0
(
2j2x − j2y − j2z
)
φeq12 =
1
ρ0
(
j2y − j2z
)
φeq13 =wxx
c2
ρ0
(
j2y − j2z
)
φeq14 =
1
ρ0
jxjy
φeq15 =
1
ρ0
jyjz
φeq16 =
1
ρ0
jxjz
φeq17 = 0
φeq18 = 0
φeq19 = 0
(C.11)
Para recuperar el LBM-BGK, we = 3, wej = −112 y wxx = −12 ; en [37] proponen we = 0,
wej = −47563 y wxx = 0 para optimizar la isotrop´ıa e invariancia Galileana del esquema.
En los momentos de equilibrio de (C.7) se utiliza ρ0 para reducir los efectos de compre-
sibilidad, el modelo es cuasi-incompresible. Los valores t´ıpicos adoptados y las relaciones
que cumplen los diferentes para´metros de relajacio´n del modelo son: s2 = 1.19, s3 = 1.4,
s5 = 1.2, s10 =
1
τ , y s17 = 1.98; con las relaciones: s11 = s3, s7 = s5, s9 = s5, s13 = s11,
s14 = s10, s15 = s10, s16 = s10, s18 = s17, y s19 = s17,
C.4. Detalles sobre condiciones de borde Dirichlet de pre-
sio´n y velocidad en fronteras de geometr´ıa regular
En esta seccio´n se muestran algunos detalles particulares sobre las condiciones de
borde presentadas en la seccio´n 3.2.3. Se considera un problema de fluido tridimensional,
la geometr´ıa del dominio computacional es una grilla simple definida por un paralelep´ıpedo
regular. Se quiere encontrar las expresiones para imponer condiciones de borde de presio´n
o velocidad sobre las fronteras del dominio. Cada superficie plana de la frontera se debe
tratar como un caso particular. Lo mismo sobre los 12 bordes convexos y las 8 esquinas
convexas formadas de la interseccio´n de dos y tres fronteras regulares (superficies planas)
respectivamente.
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Se utiliza una combinacio´n de los me´todos presentados en [47, 101, 102] para encon-
trar de forma sistema´tica restricciones adicionales sobre las variables del problema en la
frontera. Por simplicidad se explicitan, utilizando el esquema de velocidad D3Q15 para
un modelo LBM cuasi-incompresible, el problema de condiciones de borde Dirichlet en
las fronteras del problema de intere´s (superficies planas, bordes y esquinas convexas). Es
posible generalizar a todos los esquemas de velocidad utilizados: D2Q9, D3Q19 y D3Q27.
En la figura C.2 se muestra el esquema de velocidad D3Q15. En (C.2) se muestran las
direcciones de velocidad discretas, su nomenclatura y los coeficientes de peso del mode-
lo LBM que se analiza. Por simplicidad en la presentacio´n, se introducen los siguientes
conjuntos de ı´ndices de velocidades:
I+j = {i : ci,j > 0} , I−j = {i : ci,j < 0} , I0j = {i : ci,j = 0} ; j = x, y, z (C.12)
El taman˜o de los conjuntos varia de acuerdo al esquema de velocidad, para el D3Q15 se
tiene:
I+x = [1, 7, 9, 11, 13] ; I
−
x = [2, 8, 10, 12, 14] ; I
0
x = [3, 4, 5, 6]
I+y = [3, 7, 9, 12, 14] ; I
−
y = [4, 8, 10, 11, 13] ; I
0
y = [1, 2, 5, 6]
I+z = [5, 7, 10, 11, 14] ; I
−
z = [6, 8, 9, 12, 13] ; I
0
z = [1, 2, 3, 4]
(C.13)
Las fronteras regulares, bordes y esquinas convexas se identifican con un vector normal
particular con direccio´n hacia el interior del dominio. Para ordenar y facilitar la imple-
mentacio´n en {LBM} estos vectores se numeran segu´n lo presentado en la seccio´n C.5.
Por claridad, en las secciones siguientes se determinan de manera independiente las
condiciones de borde en superficies planas, bordes convexos y esquinas convexas.
C.4.1. Fronteras superficies planas
Se considera una superficie con normal en la direccio´n c1 en el esquema D3Q15. Para el
resto de las superficies el procedimiento es ana´logo. En la figura C.5 se muestra de manera
esquema´tica la superficie plana que se analiza junto con el esquema de velocidades D3Q15.
Como se explica en la seccio´n 3.2.3, la determinacio´n de las fi’s que satisfagan las ecua-
ciones macrosco´picas (2.22) en la frontera es un problema indeterminado. En la literatura
se utilizan ecuaciones adicionales, una combinacio´n de cantidades locales conocidas ma´s
algu´n te´rmino de correccio´n. Para cada fi ∈ I+x se propone una ecuacio´n (3.5) y se adopta
f∗i (x, t) = fi¯ (x, t). Como se muestra en la seccio´n C.4.4 para un caso simple, esta eleccio´n
permite recuperar las condiciones de borde propuestas en [46].
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Figura C.5: Esquema de una frontera plana con normal en la direccio´n c1 hacia el
interior del dominio. A izquierda: esquema D3Q15 en un plano representando la superficie.
A derecha: vista en el plano x−z del esquema de velocidad con la superficie de la frontera
representada en escala de grises.
C.4.1.1. Frontera de velocidad
De las consideraciones anteriores para una superficie de velocidad, el modelo de fluido
cuasi-incompresible y la configuracio´n presentada en la figura C.5, se obtiene:
f1 = f2 +
qx
9c
; f7 = f8 +
1
72c
(qx + qy + qz) ; f9 = f10 − 1
72c
(qx + qy − qz)
f11 = f12 +
1
72c
(qx − qy + qz) ; f13 = f14 + 1
72c
(qx − qy − qz)
ρ0
c
ux = f1 − f10 + f11 − f12 + f13 − f14 − f2 + f7 − f8 + f9
ρ0
c
uy = −f10 − f11 + f12 − f13 + f14 + f3 − f4 + f7 − f8 + f9
ρ0
c
uz = f10 + f11 − f12 − f13 + f14 + f5 − f6 + f7 − f8 − f9
(C.14)
Del sistema de ecuaciones (C.14) se pueden determinar las variables f1, f7, f9, f11, f13, qx,
qy, qz, ρ. Las ecuaciones (C.14) se simplifican notablemente al trabajar con un modelo de
fluido cuasi-incompresible. Las variables buscadas son:
qx = 6ρ0ux ; qy = 18c(f4 − f3) + 18ρ0uy ; qz = 18c(f6 − f5) + 18ρ0uz
f1 = f2 +
2
3c
ρ0ux ; f7 =
1
4
(−f3 + f4 − f5 + f6) + f8 + ρ0
12c
(ux + 3uy + 3uz)
f13 =
1
4
(f3 − f4 + f5 − f6) + f14 + ρ0
12c
(ux − 3uy − 3uz)
f9 =
1
4
(−f3 + f4 + f5 − f6) + f10 + ρ0
12c
(ux + 3uy − 3uz)
f11 =
1
4
(f3 − f4 − f5 + f6) + f12 + ρ0
12c
(ux − 3uy + 3uz) (C.15)
La densidad en la frontera se obtiene de la ecuacio´n 2.22.
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C.4.1.2. Frontera de presio´n
Si la superficie es de presio´n, la densidad se relaciona con la presio´n a trave´s de la
ecuacio´n de estado, al menos dos componentes de la velocidad deben especificarse (una
componente en problemas 2D). Para la superficie con normal en la direccio´n de c1, las
variables a determinar son: f1, f7, f9, f11, f13, qx, qy, qz, ux, y las ecuaciones disponibles:
f1 = f2 +
qx
9c
; f7 = f8 +
1
72c
(qx + qy + qz) ; f10 = f9 − 1
72c
(qx + qy − qz)
f11 = f12 +
1
72c
(qx − qy + qz) ; f13 = f14 + 1
72c
(qx − qy − qz)
ρ = f0 + f1 + f10 + f11 + f12 + f13 + f14 + f2 + f3 + f4 + f5 + f6 + f7 + f8 + f9
ρ0
c
uy = −f10 − f11 + f12 − f13 + f14 + f3 − f4 + f7 − f8 + f9
ρ0
c
uz = f10 + f11 − f12 − f13 + f14 + f5 − f6 + f7 − f8 − f9) (C.16)
Las variables en la frontera que satisfacen la condicio´n de presio´n son:
qx = 6c(−f0 − 2f10 − 2f12 − 2f14 − 2f2 − f3 − f4 − f5 − f6 − 2f8 + ρ)
qy = 18c(f4 − f3) + 18ρ0uy ; qz = 18c(f6 − f5) + 18ρ0uz
f1 = −4
3
(f10 + f12 + f14 + f8)− 2
3
(f0 + f3 + f4 + f5 + f6 − ρ)− 1
3
f2
f13 =
1
6
(−f10 − f12 − f2 + f3 + f5 − f8)− 1
3
(f4 + f6)+
1
12
(−f0 + 10f14 + ρ) + 1
4c
(ρ0uy − ρ0uz)
f7 =
1
6
(−f10 − f12 − f14 − f2 + f4 + f6)− 1
3
(f3 + f5)+
1
12
(−f0 + 10f8 + ρ) + 1
4c
(ρ0uy + ρ0uz)
f9 =
1
6
(f4 + f5 − f8 − f12 − f14 − f2)− 1
3
(f3 + f6)+
1
12
(10f10 − f0 + ρ) + 1
4c
(ρ0uy − ρ0uz)
f11 =
1
6
(f3 + f6 − f8 − f10 − f14 − f2)− 1
3
(f4 + f5)+
1
12
(10f12 − f0 + ρ) + 1
4c
(−ρ0uy + ρ0uz)
La velocidad ux en la frontera se obtiene de la ecuacio´n 2.22. La velocidad desconocida en
la frontera puede ser otra diferente de ux, si este es el caso el sistema de ecuaciones debe
reescribirse.
El procedimiento es ana´logo para una pared plana posicionada segu´n la normal en la
direccio´n de velocidad ci, i = 2, 3, 4, 5, 6.
C.4.2. Frontera bordes convexos - unio´n de dos superficies planas
En la figura C.6 se muestra un diagrama del problema junto con el esquema D3Q15
posicionado en la frontera. Existen al menos dos tipos de bordes convexos de intere´s,
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Figura C.6: Esquema de un borde convexo con normal (1, 1, 0) hacia el interior del do-
minio computacional. Se muestra el esquema D3Q15 posicionado de manera conveniente.
A izquierda: Diagrama del borde convexo representando por la unio´n de dos superficies
planas perpendiculares junto con el esquema D3Q15. A derecha: vista del borde en el
plano x− y en escala de grises.
aquellos donde convergen dos superficies planas con condiciones de velocidad-velocidad
y velocidad-presio´n. Se identifica cada borde con un vector normal hacia el interior del
dominio, ver numeracio´n y direccio´n de las normales en la seccio´n C.5. En la figura C.6 se
muestra un borde con normal en la direccio´n (1, 1, 0).
Luego del proceso de distribucio´n en el LBM, las fi, i ∈ (I+x ∩I+y )∪(I0x∩I+y )∪(I+x ∩I0y )
deben especificarse en el borde tal que satisfagan las ecuaciones macrosco´picas requeridas.
Existen direcciones de velocidad que deben especificarse, en particular las que no con-
tribuyen en la evaluacio´n de cantidad de movimiento (ci, i = 11, 12, 13, 14 en la figura
C.6). Estas direcciones de velocidad son denominadas direcciones buried en la literatura,
se determinan como se presenta en la seccio´n 3.2.3.2.
Utilizando (3.5) en las direcciones ci | i ∈ (I+x ∩ I+y )∪ (I0x ∩ I+y )∪ (I+x ∩ I0y ), la expresio´n
(3.8) (u otras de las alternativas presentadas) para las direcciones buried, y las ecuaciones
macrosco´picas es posible determinar las variables en el borde para imponer condiciones de
velocidad y/o presio´n. Por simplicidad se muestran el caso de bordes de velocidad.
Condiciones de borde velocidad-velocidad en bordes convexos Considerando
un borde con normal (1, 1, 0), se deben determinar las variables: qx, qy, qz, f1, f3, f7, f9,
f11, f12, f13, f14, ρ. Resolviendo el sistema de ecuaciones propuesto se obtiene:
qx = 6ρ0ux ; qy = 6ρ0uy ; qz = 36c(f6− f5) + 30ρ0uz
f1 = f2 +
2
3c
ρ0ux ; f3 = f4 +
2
3c
ρ0uy
f7 =
1
2
(f6− f5) + f8 + ρ0
12c
(ux +uy + 5uz) ; f9 = f10 +
1
2
(f5− f6) + ρ0
12c
(ux +uy − 5uz)
f11 =
1
2
(fold11 + f
old
12 ) +
ρ0
24c
(ux − uy + uz) ; f12 = 1
2
(fold11 + f
old
12 ) +
ρ0
24c
(−ux + uy − uz)
f13 =
1
2
(fold13 + f
old
14 ) +
ρ0
24c
(ux−uy −uz) ; f14 = 1
2
(fold13 + f
old
14 ) +
ρ0
24c
(−ux +uy +uz)
(C.17)
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con foldi = fi(x, t− δt).
C.4.3. Frontera esquinas convexas - unio´n de tres superficies planas
En la figura C.7 se muestra un diagrama del problema junto con el esquema D3Q15
posicionado en una frontera de intere´s. Como se observa, cada esquina se forma por la in-
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Figura C.7: Diagrama de una esquina convexa t´ıpica con normal (1, 1, 1) hacia el interior
del dominio computacional. Se muestra el esquema de velocidad D3Q15 posicionado de
manera conveniente. A izquierda: Diagrama de la esquina convexa representada por la
unio´n de tres superficies planas perpendiculares junto con el esquema de velocidad D3Q15.
A derecha: vista de la frontera en el plano x− y representado en escala de grises.
terseccio´n de tres planos, es necesario considerar las posibles combinaciones de condiciones
de borde para cada una de las superficies.
En la figura C.7 se muestra un borde esquina con vector normal en la direccio´n (1, 1, 1).
Luego del proceso de distribucio´n en el LBM, las fi, i ∈ (I+x ∩ I+y ∩ I+z ) ∪ (I+x ∩ I0y ∩ I0z ) ∪
(I0x∩I+y ∩I0z )∪(I0x∩I0y ∩I+z ) deben especificarse tal que satisfagan las condiciones de borde
macrosco´picas de presio´n y/o velocidad. Por simplicidad se muestran el caso de bordes de
velocidad.
Condiciones de borde de velocidad Cuando las superficies planas que definen una
esquina convexa tienen todas condiciones de borde de velocidad, se tiene una esquina de
velocidad. Las variables a determinar son: qx, qy, qz, f1, f3, f5, f7, f9, f10, f11, f12, f13, f14, ρ.
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Resolviendo el sistema de ecuaciones que define el problema se obtiene:
qx = 6ρ0ux ; qy = 6ρ0uy ; qz = 6ρ0uz
f1 = f2 +
2
3c
ρ0ux ; f3 = f4 +
2
3c
ρ0uy ; f5 = f6 +
2
3c
ρ0uz
f7 = f8 +
1
12c
ρ0(ux + uy + uz)
f9 =
1
2
(fold10 + f
old
9 ) +
ρ0
24c
(ux + uy − uz) ; f10 = 1
2
(fold10 + f
old
9 ) +
ρ0
24c
(−ux − uy + uz)
f11 =
1
2
(fold11 + f
old
12 ) +
ρ0
24c
(ux − uy + uz) ; f12 = 1
2
(fold11 + f
old
12 ) +
ρ0
24c
(−ux + uy − uz)
f13 =
1
2
(fold13 + f
old
14 ) +
ρ0
24c
(ux−uy −uz) ; f14 = 1
2
(fold13 + f
old
14 ) +
ρ0
24c
(−ux +uy +uz)
(C.18)
C.4.4. Comparacio´n con el me´todo de Zou et al. [46]
Se comparan condiciones de borde utilizando el me´todo de Zou et al. [46] y el presentado
en la seccio´n 3.2.3. El objetivo es mostrar que se obtienen las mismas condiciones con ambos
me´todos. Por simplicidad se analiza una frontera horizontal en un problema bidimensional.
Se utiliza un esquema D2Q9, y se encuentran las condiciones de borde sobre la frontera
horizontal inferior del dominio. En la figura C.8 se muestra un esquema del problema en
la frontera inferior:
0
1
3
5
7
24
6 8
Figura C.8: Esquema de una frontera horizontal inferior en un problema bidimensional.
Se muestra el modelo de velocidad D2Q9 utilizado.
Luego de aplicar la distribucio´n (streaming, ecuacio´n (2.21)) de variables en el LBM,
las variables f0 , f1 , f5 , f6 , f7 y f8 esta´n determinadas. Se asume que la velocidad
en la frontera ux y uy es conocida, se tiene una superficie de velocidad. Para resolver
el problema en la frontera es necesario determinar f2 , f3 , f4 y ρ. Se dispone de 3
ecuaciones macrosco´picas en 2D (ecuaciones (2.22)), el problema esta´ indeterminado. En
[46] proponen ecuaciones adicionales asumiendo que la regla de bounce-back es aplicable
a la funcio´n distribucio´n de no equilibrio (fneq) en la direccio´n normal a la superficie de
la frontera. Para el caso que se considera y en el LBM-BGK se tiene:
f3 − feq3 = f7 − feq7 (C.19)
Combinando las dos ecuaciones de cantidad de movimiento (2.22) y la expresio´n (C.19) se
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obtienen las siguientes relaciones en la frontera:
f2 =
1
6c
ρ0uy +
1
2
(
f5 − f1 + ρ0
c
ux
)
+ f6
f3 = f7 +
2
3c
ρ0uy
f4 =
1
6c
ρ0uy +
1
2
(
f1 − f5 − ρ0
c
ux
)
+ f8
(C.20)
Utilizando f∗i (x, t) = fi¯ (x, t) en el me´todo propuesto en la seccio´n 3.2.3.1 se obtiene:
f2 = f6 +
1
36c
(qx + qy)
f3 = f7 +
1
9c
qy
f4 = f8 +
1
36c
(qy − qx)
(C.21)
Combinando con las dos ecuaciones de cantidad de movimiento de (2.22) y las expresiones
(C.21) se obtiene:
qx = 18c (f5 − f1) + 18ρ0ux
qy = 6ρ0uy
f2 =
1
6c
ρ0uy +
1
2
(
f5 − f1 + ρ0
c
ux
)
+ f6
f3 = f7 +
2
3c
ρ0uy
f4 =
1
6c
ρ0uy +
1
2
(
f1 − f5 − ρ0
c
ux
)
+ f8
(C.22)
Se puede observar que las expresiones obtenidas son equivalente a las presentadas en (C.20)
utilizando el me´todo de Zou et al. [46].
C.5. Numeracio´n de superficies, bordes y esquinas del do-
minio en {LBM}
Por conveniencia y simplicidad en la implementacio´n, las superficies, bordes y esquinas
que forman un dominio paralelep´ıpedo regular se numeran segu´n se muestra en la figura
C.9.
La numeracio´n es tambie´n utilizada para identificar vectores normales en la direccio´n
hacia el interior del dominio. La direccio´n de las normales, numeradas segu´n la figura C.9,
se muestra a continuacio´n:
Vectores normales en superficies:
n0 =(1, 0, 0) , n1 = (−1, 0, 0) , n2 = (0, 1, 0)
n3 =(0,−1, 0) , n4 = (0, 0, 1) , n5 = (0, 0,−1)
(C.23)
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super cies bordes esquinas
Figura C.9: Numeracio´n de superficies, bordes y esquinas en un dominio t´ıpico con
geometr´ıa de paralelep´ıpedo regular. De izquierda a derecha se muestran la numeracio´n
de superficies, bordes convexos y esquinas convexas.
Vectores normales en bordes convexos:
n6 =(1, 1, 0) , n7 = (−1, 1, 0) , n8 = (−1,−1, 0)
n9 =(1,−1, 0) , n10 = (1, 0, 1) , n11 = (1, 0,−1)
n12 =(−1, 0,−1) , n13 = (−1, 0, 1) , n14 = (0, 1, 1)
n15 =(0,−1, 1) , n16 = (0,−1,−1) , n17 = (0, 1,−1)
(C.24)
Vectores normales en esquinas convexas:
n18 =(1, 1, 1) , n19 = (−1, 1, 1) , n20 = (−1,−1, 1)
n21 =(1,−1, 1) , n22 = (1, 1,−1) , n23 = (−1, 1,−1)
n24 =(−1,−1,−1) , n25 = (1,−1,−1)
(C.25)
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Problemas adicionales de
verificacio´n del algoritmo {LBM}
Por simplicidad y claridad en la presentacio´n, se introducen en este Ape´ndice una
variedad de problemas adicionales de verificacio´n utilizados para comprobar el funciona-
miento de {LBM} . En la seccio´n D.1 se muestran resultados de un problema de Poiseuille
2D utilizando tres niveles de refinamiento. En la seccio´n D.2 se resuelven problemas de
rotacio´n de una elipse y un elipsoide en un flujo de Couette. La utilidad de estos casos
de verificacio´n es comprobar el algoritmo {LBM} en problemas de rotacio´n sin traslacio´n,
permitiendo evaluar la correcta implementacio´n de las ecuaciones de movimiento y su
acoplamiento con el problema de fluidos.
D.1. Problema de Poiseuille 2D - 3 niveles de refinamiento
Se analiza el problema de Poiseuille 2D utilizando tres niveles de refinamiento para
representar el dominio computacional. Las dimensiones del dominio son L = 0.3m, con
tres subdominios de l = 0.1m, y H = 2a = 0.1m.
El perfil de velocidad del fluido en la seccio´n transversal del canal es una solucio´n
anal´ıtica exacta de la ecuacio´n de Navier-Stokes dada por:
u(y) =
1
2µ
dP
dx
(
y2 − a2) , µ = ν
ρ
(D.1)
Se utiliza una viscosidad cinema´tica ν = 0.09 m
2
s , con una densidad ρ = 1.225
kg
m3
. Se
impone sobre los bordes verticales derecho e izquierdo una presio´n Pout y Pin tal que de
(D.1) se obtiene una velocidad ma´xima de umax = 1.19583 en el centro de la seccio´n.
En la figura D.1 se presenta un desglose de los subdominios utilizados para resolver el
problema. Como se observa se utilizan tres grillas con diferente nivel de refinamiento, y dos
grillas de interfase para la transferencia de datos. En colores se distingue la distribucio´n de
velocidad en el dominio del problema. Por claridad, los subdominios se muestran despla-
zados de su posicio´n global. Los resultados se obtienen del LBM-SRT cuasi-incompresible
con esquema de velocidad D2Q9.
En la figura D.2 se muestran los resultados obtenidos de distribucio´n de velocidad en la
seccio´n, y distribucio´n de presio´n en la longitudinal del ducto 2D. Se muestra la distribucio´n
de velocidad en tres secciones del problema definidas por el borde vertical izquierdo de
cada subdominio. La velocidad se presenta adimensionalizada con la velocidad ma´xima
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Figura D.1: Dominios utilizados en el problema de Poiseuille con tres niveles de refi-
namiento. Por claridad, los subdominios se muestran desplazados de su posicio´n global.
A izq.: dominio con la grilla ma´s gruesa de 20× 20 nodos; al centro: dominio con refina-
miento de grilla intermedio de 39 × 39; a der.: el dominio con grilla ma´s fina de 77 × 77
nodos. A der. e izq. del refinamiento intermedio central se tienen subdominios de interfase
utilizados para la transferencia de datos entre grillas con discretizacio´n 3 × 39 y 3 × 77
respectivamente.
del problema de la ecuacio´n (D.1). Se puede observar que la distribucio´n de velocidad
esta´ de acuerdo con la solucio´n exacta del problema. Lo mismo ocurre con la distribucio´n
de presio´n cuya solucio´n exacta es una distribucio´n lineal, como la obtenida en la figura
D.2. Se puede apreciar de los resultados, que la interfase de las regiones de refinamiento no
introducen perturbaciones en la velocidad ni en la presio´n. Los resultados de distribucio´n
de velocidad en la figura D.2 se muestran sobre las regiones de refinamiento.
D.2. Rotacio´n de una elipse y un elipsoide en un flujo de
Couette
Se analiza la rotacio´n de dos cuerpos r´ıgidos, una elipse y un elipsoide, inmersos en un
flujo de Couette. El objetivo es verificar el algoritmo {LBM} , en particular la interaccio´n
cuerpo r´ıgido - fluido en problemas de rotacio´n pura. Se analizan problemas conocidos,
con resultados nume´ricos presentados en [62] y [176], y solucio´n anal´ıtica propuesta por
[177], va´lida en el l´ımite Re→ 0.
La configuracio´n y geometr´ıa del problema se muestran de manera esquema´tica en la
figura D.3, se presentan dos configuraciones: un elipsoide en D.3a y una elipse en D.3b.
La geometr´ıa del cuerpo r´ıgido esta´ definida por:
x′2
a2
+
y′2
b2
+
z′2
c2
= 1 (D.2)
con a, b y c la longitud de los tres semi-ejes principales, y x′, y′, z′ los ejes coordenados
fijos al cuerpo r´ıgido. La geometr´ıa de la configuracio´n de elipse en la figura D.3b es una
seccio´n de la geometr´ıa dada en (D.2) cuando c→∞.
El dominio en la configuracio´n de la figura D.3a es un prisma rectangular de lados
L,H y W , en la figura D.3b es una seccio´n del anterior con lados L y H. El centroide
del cuerpo r´ıgido se ubica coincidente con el del dominio fluido, con la orientacio´n inicial
requerida segu´n los a´ngulos de Euler φ0, θ0 y ψ0.
Sobre dos caras o lados paralelos - planos o rectas perpendiculares al eje x - se asigna
una velocidad uniforme Uw. La velocidad impuesta tiene la orientacio´n que se muestra en
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Figura D.2: Distribucio´n de velocidad y presio´n adimensionalizadas en el problema de
Poiseuille con tres niveles de refinamiento de grillas. La configuracio´n del problema se
muestra en la figura D.1. Arriba izq.: distribucio´n de velocidad sobre el borde vertical
izquierdo del subdominio con la grilla ma´s gruesa; arriba der.: distribucio´n de velocidad
sobre el borde vertical izquierdo del subdominio central con refinamiento de grilla interme-
dio; abajo izq.: distribucio´n de velocidad sobre el borde vertical izquierdo del subdominio
con grilla ma´s fina; abajo der.: distribucio´n de presio´n en la longitud del ducto 2D.
la figura D.3. Sobre las caras y lados restantes se imponen condiciones de borde perio´dicas.
Sobre la geometr´ıa del cuerpo la condicio´n de borde de velocidad es impuesta utilizando el
me´todo de la seccio´n 3.3.2 [51]. Se consideran iguales la densidad del fluido y la del cuerpo
r´ıgido, dando como resultado fuerzas de flotacio´n nula.
La dina´mica del cuerpo r´ıgido esta´ fuertemente influenciada por el nu´mero de Reynolds
del problema:
Re =
4Ga2
ν
(D.3)
con G = 2UwL la relacio´n de corte, y a es el semi-eje mayor del elipsoide o elipse segu´n
corresponda. La definicio´n de G difiere segu´n [176], [62] y la utilizada en este trabajo.
Estas diferencias deben considerarse al comparar resultados.
La solucio´n anal´ıtica propuesta por [177] en el l´ımite Re → 0 determina la velocidad
de rotacio´n ψ˙ del cuerpo r´ıgido sobre el eje z′:
ψ˙ =
G
a2 + b2
(
a2cos2(ψ) + b2sin2(ψ)
)
(D.4)
donde el a´ngulo de rotacio´n ψ es:
ψ = tan−1
(
b
a
tan
(
abGt
a2 + b2
))
(D.5)
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(a) esquema de un elipsoide en rotacio´n li-
bre inmerso en un flujo de Couette 3D; se
muestra un dominio de lados L,H y W , con
el caso particular a = b = c.
(b) Esquema de una elipse en rotacio´n libre
inmersa en un flujo de Couette 2D; se mues-
tra un dominio rectangular de lados L y H.
Figura D.3: Esquema de las configuraciones utilizada en el problema de rotacio´n y
orientacio´n de un cuerpo r´ıgido inmerso en un flujo de Couette.
Esta solucio´n es va´lida para la rotacio´n de una elipse o elipsoide (2D y 3D) en un flujo
de Couette en el l´ımite Re → 0. Este resultado es utilizado para validar los nume´ricos
obtenidos cuando Re→ 0.
Ecuaciones de movimiento. La orientacio´n espacial del cuerpo r´ıgido se determina
a trave´s de los a´ngulos de Euler φ, θ y ψ siguiendo la secuencia de rotaciones z, x, z. El
movimiento del cuerpo r´ıgido es determinado resolviendo las ecuaciones de movimiento del
so´lido con las rotaciones formuladas en quaterniones [172]. La integracio´n en el tiempo de
las ecuaciones de movimiento se realiza utilizando un esquema nume´rico forward Euler, del
mismo orden de precisio´n temporal que el LBM. En todos los casos analizados las fuerzas
actuantes sobre el cuerpo r´ıgido son fuerzas por su interaccio´n con el fluido obtenidas con
los me´todos presentados en el Cap´ıtulo 4.
D.2.1. Rotacio´n de una elipse en un flujo de Couette
Se determina la rotacio´n de una elipse inmersa en un flujo de Couette con la configu-
racio´n esquema´tica mostrada en la figura D.3b. Se analizan dos problemas a Re = 0.032
y Re = 1.0 para evaluar la convergencia de la solucio´n hacia el resultado anal´ıtico presen-
tado por [177]. En la figura D.4 se muestran los resultados obtenidos del LBM junto con
la solucio´n (D.4) propuesta por [177].
Los resultados presentados se obtienen para una configuracio´n del dominio L = 0.8
[m] y H = 0.4 [m] , con a = 0.02 [m] y b = a2 definiendo la geometr´ıa del cuerpo r´ıgido.
Se impone Uw = 1.0 [m/s] sobre los lados del dominio como se indican en la figura D.3b,
y se elige una viscosidad cinema´tica ν tal que el Re del problema sea el requerido. Para
el problema a Re = 0.032 se discretiza el dominio en 639× 320 puntos de grilla; mientras
que para Re = 1.0 en 835× 412 puntos de grilla.
Los resultados presentados se obtienen utilizando el LBM-SRT cuasi-incompresible
con un esquema de velocidad D2Q9. Se puede observar de la figura D.4 que la solucio´n
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Figura D.4: Rotacio´n de una elipse a bajos nu´meros de Reynolds. Soluciones nume´ricas
obtenidas con el LBM a Re = 0.032 y Re = 1.0. Se muestra la solucio´n anal´ıtica propuesta
por [177]. La configuracio´n del problema corresponde al esquema presentado en la figura
D.3b.
nume´rica converge a la propuesta de [177] para Re → 0. En especial para el resultado
nume´rico a Re = 0.032 no se observan diferencias significativas apreciables con la solucio´n
anal´ıtica. Este resultado junto con los anteriores presentados, permiten validar el algoritmo
utilizado en problemas de rotacio´n bidimensionales a bajos nu´meros de Reynolds.
Para Re = 1.0 se puede apreciar un incremento en el per´ıodo de rotacio´n y una
disminucio´n en el valor mı´nimo de la velocidad de rotacio´n respecto al resultado a Re =
0.032. En ambos problemas se observa un comportamiento perio´dico como el esperado en
el re´gimen de nu´meros de Reynolds bajos analizado.
D.2.2. Rotacio´n de un elipsoide en un flujo de Couette
Se determina la rotacio´n de un elipsoide inmerso en un flujo de Couette con la confi-
guracio´n esquema´tica mostrada en la figura D.3−a. Se analizan dos casos a Re = 0.1 y
Re = 32 para verificar el comportamiento de la solucio´n nume´rica en el l´ımite Re→ 0.
En la figura D.5 se muestran los resultados obtenidos del LBM junto con la solucio´n
anal´ıtica (D.4) propuesta por [177]. Los resultados del problema se obtienen para una
configuracio´n del dominio L = H = W = 0.1 [m] como se presentan en la figura D.3a.
La geometr´ıa del cuerpo r´ıgido esta´ definida por semi-ejes a = 0.025 [m] , b = c = a2 con
orientacio´n inicial φ0 = θ0 = ψ0 = 0
◦ .
Se utiliza una discretizacio´n de 64×64×64 puntos de grilla, y se impone una velocidad
Uw = 1.0 [m/s] sobre las caras laterales definidas por los planos x = 0 y x = L (figura
D.3a).
Los resultados presentados se obtienen utilizando el LBM-SRT cuasi-incompresible con
un esquema de velocidad D3Q19, tambie´n se realizan evaluaciones con el esquema D3Q15.
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Figura D.5: Rotacio´n de un elipsoide a bajos nu´meros de Reynolds. Solucio´n nume´ricas
obtenidas del LBM a Re = 0.1 y Re = 32. Se muestra la solucio´n anal´ıtica propuesta por
[177]. La configuracio´n del problema se muestra de forma esquema´tica en la figura D.3a.
No se aprecian diferencias significativos entre los resultados obtenidos con ambos modelos.
De los resultados se puede apreciar que la solucio´n nume´rica tiende a la solucio´n de [177]
cuando Re→ 0. Los resultados encontrados y el comportamiento de la solucio´n concuerda
con los presentados en [62, 176].
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Ape´ndice E
Algunos detalles sobre el
tratamiento de geometr´ıas
arbitrarias
En este Ape´ndice se introducen algunos detalles y comentarios sobre el tratamiento
de fronteras de geometr´ıa arbitraria. Es de intere´s presentar los me´todos utilizados para
encontrar los conjuntos de nodos necesarios en la implementacio´n de las condiciones de
borde en {LBM} . Se muestran y utilizan me´todos elementales que lejos esta´n de ser
computacionalmente eficientes.
E.1. Tratamiento de fronteras de geometr´ıa arbitraria no
coincidentes con la grilla
Como se presenta en el Cap´ıtulo 3, para implementar condiciones de borde en fronteras
de geometr´ıa arbitraria, es necesario identificar algunos conjuntos de nodos y para´metros
geome´tricos relacionados. En especial son intere´s los nodos del conjunto Nb, y para´metros
geome´tricos definidos en la seccio´n 3.3.1.
Al crear el dominio computacional del problema con el arreglo de grillas necesario,
todos los nodos inicialmente pertenecen a NF . Si la frontera es una superficie plana y
coincide con la posicio´n de los nodos en una de las caras regulares de la grilla, estos
nodos pertenecen a Nb. Esta es una condicio´n simple de asignar ya que, por trabajar en
el LBM con grillas cartesianas regulares, estos nodos se pueden identificar con facilidad.
Para el caso ma´s general de una frontera arbitraria y cerrada (superficie de un cuerpo1)
inmersa en un dominio fluido, no es trivial decidir cuales nodos del dominio computacional
pertenecen a Nb. Luego, es necesario disponer de algu´n me´todo que pueda identificar los
nodos que pertenecen a Nb para fronteras de geometr´ıa y orientacio´n arbitraria, y los
dema´s para´metros geome´tricos necesarios para imponer las condiciones de borde.
La frontera se representa discretizada en segmentos de curvas o superficies simples;
segmentos de rectas en 2D o superficies triangulares en 3D. Esta eleccio´n es arbitraria
y se utiliza por considerarse la ma´s simple. Cada segmento de recta esta´ definido por
las coordenadas de sus puntos o nodos extremos, mientras que la superficie triangular
1Si bien en este ape´ndice se habla de fronteras de geometr´ıa arbitraria de un cuerpo r´ıgido, los me´todos
que se presentan son va´lidos para fronteras arbitrarias abiertas y cerradas no coincidentes con la grilla, y
no necesariamente r´ıgidas.
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esta´ definida por las coordenadas de sus tres ve´rtices o nodos. La discretizacio´n de la
geometr´ıa se puede realizar con cualquier software de pre-proceso de datos utilizado en
meca´nica de fluidos computacional. En este trabajo se utiliza el software GiD2 [178].
Luego cada segmento o superficie discreta tiene una posicio´n conocida en el espacio
y puede relacionarse con la grilla. Es necesario determinar si existe interseccio´n entre la
frontera y un segmento de recta formado por dos nodos de grilla primeros vecinos. Si
existe interseccio´n, cada uno de estos nodos pertenece a Nb o pertenece a Ns; si la frontera
es abierta ambos nodos pertenecen a Nb. Si existe interseccio´n, es posible determinar
de manera simple los para´metros geome´tricos necesarios para imponer las condiciones de
borde (ver seccio´n 3.1 y 3.3.1). En las secciones siguientes se muestran los me´todos simples
utilizados para determinar las intersecciones y conjunto al que pertenecen los nodos de
intere´s.
E.1.1. Determinacio´n de puntos de interseccio´n
Son de intere´s dos tipos bien definidos de interseccio´n geome´trica, interseccio´n entre
dos segmentos de rectas (problema 2D), e interseccio´n entre un plano y un segmento de
recta (problemas 3D).
E.1.1.1. Interseccio´n entre dos segmentos de rectas
Encontrar el punto de interseccio´n entre segmentos de rectas es un problema geome´tri-
co simple que dispone de varios me´todos para solucionarlo. En la literatura [179, 180]
pueden encontrarse una serie de me´todos geome´tricos, desde simples implementaciones
como la que abordamos en este trabajo (pero no eficientes computacionalmente), hasta
implementaciones algo mas complejas pensadas en optimizar performance computaciona-
les.
El problema que se resuelve es encontrar el punto de interseccio´n, si existe, entre dos
segmentos de rectas en el espacio bidimensional. Cada segmento de recta esta´ definido por
las coordenadas de sus nodos o puntos extremos. Se consideran dos segmentos de rectas
ab y cd, donde uno representa un segmento de la frontera y el otro un segmento entre
dos nodos de grilla primeros vecinos. El segmento ab esta´ definido por los nodos a y b con
coordenadas ai y bi, i = 1, 2 respectivamente. Para simplificar el problema se trabaja con
una representacio´n parame´trica de los segmentos. Considerando el segmento ab, cualquier
punto interior se puede escribir como:
p (t) = (1− t) a+ bt ∀ 0 ≤ t ≤ 1 (E.1)
De igual manera para el segmento cd:
q (k) = (1− k) c+ dk ∀ 0 ≤ k ≤ 1 (E.2)
Existe interseccio´n entre los segmentos si se satisface p (t) = q (k) para los l´ımites estable-
cidos en los para´metros t y k. Bajo estas condiciones se encuentra el siguiente sistema de
ecuaciones:
ai − ci = t (ai − bi) + k (di − ci) i = 1, 2 (E.3)
2Este provee como dato de salida un archivo de formato programable conteniendo toda la informacio´n
necesaria de la discretizacio´n elegida junto con una serie de datos adicionales que definen el problema.
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de donde se encuentran expresiones algebraicas para t y k:
k = − c1a2 − c1b2 − b1a2 + a1b2 − c2a1 + c2b1
d1a2 − d1b2 − c1a2 + c1b2 − d2a1 + d2b1 + c2a1 − c2b1
t =
d1a2 − d1c2 − d2a1 − c1a2 + c2a1 + d2c1
d1a2 − d1b2 − c1a2 + c1b2 − d2a1 + d2b1 + c2a1 − c2b1
(E.4)
Luego existe interseccio´n entre los segmentos de rectas si los para´metros t y k se en-
cuentran dentro de los l´ımites definidos en E.1 y E.2 respectivamente. Existe un caso
particular donde no hay solucio´n para los para´metros buscados, cuando el denominador
de las expresiones (E.4) se anula. Esto es:
d1a2 − d1b2 − c1a2 + c1b2 − d2a1 + d2b1 + c2a1 − c2b1 = 0 (E.5)
b2 − a2
b1 − a1 =
d2 − c2
d1 − c1 (E.6)
se observa de E.6 que no existe solucio´n para los para´metros buscados cuando ambos
segmentos son paralelos.
E.1.1.2. Interseccio´n entre un segmento de recta y una superficie triangular
Se quiere encontrar el punto de interseccio´n, si existe, entre un segmento de recta y un
plano definido por una superficie triangular. Este caso ocurre en problemas 3D donde la
frontera arbitraria se discretiza en superficies triangulares de un taman˜o apropiado. Cada
superficie triangular discreta esta´ definida por sus tres ve´rtices, a, b, c. El segmento de
recta esta´ definido por las coordenadas de sus nodos extremos l1 y l2, estos corresponden
a puntos de grilla primeros vecinos. En la figura E.1 se muestra un esquema que representa
el caso de ana´lisis cuando ocurre interseccio´n. En la figura E.1, nˆ = ab × bc es la normal
a
b
c
Figura E.1: Esquema de la interseccio´n entre un segmento de recta l1, l2 y una superficie
triangular definida por sus ve´rtices a, b, c en el espacio. cp es el punto de interseccio´n entre
el segmento de recta y la superficie con vector normal nˆ
al plano, donde ab y bc son vectores desde el ve´rtice a al b y desde el ve´rtice b al c
respectivamente. cp es el punto de interseccio´n entre el plano y el segmento de recta. Si cp
esta´ en el plano:
acp · nˆ = 0 (E.7)
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con acp un vector desde el ve´rtice a al punto de interseccio´n cp. Cualquier punto del
segmento de recta puede escribirse como:
L (t) = (1− t) l1 + l2t ∀ 0 ≤ t ≤ 1 (E.8)
Si el segmento de recta no es paralelo al plano que definen los ve´rtices abc, ∃ t = t¯ tal que
L (t¯) = cp. De E.7 y E.8 se obtiene:∑
i
(ai − (1− t) l1,i − l2,it) nˆi = 0 (E.9)
t¯ =
∑
i (ai − l1,i) nˆi∑
i (l2,i − l1,i) nˆi
(E.10)
t¯ no esta´ definido cuando el plano y la recta son paralelos. Luego es necesario identificar si
cp esta dentro de la superficie triangular. Para verificar esta condicio´n se utiliza el siguiente
cambio de variables (coordenadas de a´rea) referenciado en la figura E.2. Se utilizan tres
a
b
c
cp
Figura E.2: Esquema de coordenadas de a´reas utilizadas para identificar si el punto de
interseccio´n cp se encuentra dentro del tria´ngulo definido por sus ve´rtices a, b, c.
variables que representan una fraccio´n del a´rea del tria´ngulo abc:
α =
‖cpb× cpc‖
2Ar
; β =
‖cpc× cpa‖
2Ar
; γ =
‖cpa× cpb‖
2Ar
(E.11)
con Ar =
1
2‖ab× ac‖ el a´rea del tria´ngulo, ac un vector desde el ve´rtice a al c, cpa, cpb, y
cpc vectores desde el punto de interseccio´n cp a los ve´rtices a, b, y c respectivamente. Si cp
se encuentra en la regio´n de intere´s debe satisfacerse la condicio´n:
γ + α+ β = 1 (E.12)
E.1.1.3. Criterio de bu´squeda
La bu´squeda de los nodos de grilla primeros vecinos que forman el segmento de recta
se realiza en un entorno acotado de la grilla para reducir el costo computacional. Existen
al menos dos niveles de bu´squeda, el primero y ma´s general es identificar en que grilla
esta´ posicionada la frontera de intere´s. Esto es de utilidad en problemas con mu´ltiples
grilla (ver Cap´ıtulo 5). Identificada la grilla continu´a un proceso de bu´squeda acotado en
una regio´n determinada para encontrar los nodos de intere´s.
Para determinar en que grilla o grillas se encuentra la frontera, se utiliza un me´todo
de comparacio´n directa entre dos paralelep´ıpedos regulares, uno es la grilla y el otro el
ma´s pequen˜o que contiene a la frontera. Esta aproximacio´n inicial reduce la bu´squeda a
las posibles grillas donde vive la frontera de intere´s. Esto es una aproximacio´n ya que
186
Ape´ndice E. Algunos detalles sobre el tratamiento de geometr´ıas arbitrarias
la frontera se representa mediante una geometr´ıa de dimensiones mayores o iguales a la
frontera.
Esta representacio´n se puede mejorar para incrementar la precisio´n, incluso se puede
segmentar la frontera por subdominios e identificar en que grillas vive cada regiones de la
frontera. En {LBM} se asume inicialmente que las fronteras de geometr´ıa arbitraria esta´n
siempre contenidas en una u´nica grilla.
Identificadas las grillas el proceso de bu´squeda se reduce notablemente. Luego se de-
terminan los nodos de la grilla que forman cada segmento de recta sobre el que se busca
interseccio´n con la frontera. Para reducir la bu´squeda en este caso, cada segmento de recta
o superficie discreta de la frontera se identifica con una posicio´n de referencia. Como las
grillas y la geometr´ıa de la frontera comparten el mismo sistema de coordenadas global, y
se conoce el δx, es posible identificar el nodo de grilla ma´s cercano al segmento de recta o
superficie considerada. Luego para este nodo se construyen Q segmentos de rectas ficticios
que forma con sus primeros vecinos para cada i ∈ Nq, para cada uno de estos segmentos
se busca interseccio´n con la frontera. El proceso se repite para cada segmento de recta o
superficie discreta de la frontera. Para encontrar todas las intersecciones, el taman˜o de las
discretizaciones debe ser menor que δx.
E.2. Determinacio´n del conjunto de nodos Nb y Ns
De la determinacio´n de los puntos de interseccio´n, entre segmentos de rectas en 2D o
entre segmentos de rectas y superficies planas en 3D, se conocen los nodos primeros vecinos
a la frontera. Si la frontera es abierta, todos los nodos primeros vecinos encontrados son
nodos que pertenecen a Nb, el problema esta´ completamente definido. Estos nodos se
utilizan para imponer las condiciones de borde y obtener las fuerzas que el fluido ejerce
sobre la frontera. Si la frontera es cerrada, es necesario determinar cuales de los nodos
encontrados pertenece a Ns o pertenece a Nb. El caso ma´s simple es cuando todos los
nodos son tratados como nodos fluido, y solo es necesario determinar cuales de los nodos
primeros vecinos a la frontera pertenece a Nb, para aplicar las condiciones de borde y
evaluar correctamente las fuerzas. En caso que no se quiera evolucionar en todos los nodos
de la grilla, el problemas es ma´s elaborado y se deben determinar adicionalmente todos
los nodos que pertenecen a Ns para excluirlos de la evolucio´n.
Se realizan dos aproximaciones para identificar la dependencia de cada nodo en la grilla.
La ma´s simple, basada en una normal de cada segmento de recta o superficie discreta, es
de utilidad u´nicamente para los nodos primeros vecinos a la frontera. Una aproximacio´n
ma´s elaborada, y de utilidad general para encontrar todos los nodos que pertenecen a Ns,
esta´ basada en resultados conocidos del ana´lisis vectorial. En las secciones siguientes se
detallan los me´todos utilizados en problemas 2D y 3D.
Los me´todos que se utilizan no son los ma´s eficientes desde el punto de vista compu-
tacional, pero funcionan correctamente y permitieron resolver los problemas de intere´s en
este trabajo. Este algoritmo es especialmente importante en {LBM} , y debe mejorarse
para incrementar las performance computacionales, en especial en problemas de cuerpos
en movimiento.
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E.2.1. Problemas 2D - curvas cerradas
En la figura E.3 se muestra un esquema del problema 2D que se analiza, una frontera ∂Ω
cerrada e inmersa en un dominio fluido Γ. Se muestra la grilla del dominio computacional
y se utiliza la misma representacio´n de los nodos de la seccio´n 3.1.
Figura E.3: Esquema del problema de una frontera ∂Ω cerrada inmersa en un dominio
fluido Γ. Se muestra la grilla del dominio computacional donde se desea determinar el
conjunto de dependencia de cada nodo de la grilla. Con  se identifican los nodos que
pertenecen a Nb, con ◦ algunos nodos que pertenecen a Ns.
Si todos los nodos de la grilla son tratados como nodos fluido, como es el caso en
{LBM} , se quiere determinar que nodos primeros vecinos a la frontera en la figura E.3
pertenecen a Nb o pertenecen a Ns (si pertenecen a Γ o pertenecen a Ω respectivamente).
Se presenta inicialmente el me´todo basado en el ca´lculo vectorial, derivado del teorema
de Green [181], para determinar el conjunto de dependencia de cada nodo en la grilla en
problemas 2D. Se introduce el me´todo considerando como ejemplo un nodo m arbitrario
primer vecino al borde, luego el me´todo se puede extender a todos los nodos primeros
vecinos, o a todos los nodos de la grilla si es necesario. Se propone un campo vectorial
F (x, y) centrado en m, definido como:
F (x, y) = q
rm
r2m
(E.13)
con
rm = (x− xm) ıˆ+ (y − ym) ˆ ; r2m = (x− xm)2 + (y − ym)2 (E.14)
Como un resultado del teorema de Green y del teorema de la divergencia en el plano
[181], para el campo vectorial E.13 propuesto se tiene:∮
∂Ω
F · nˆds =
{
0 si m ∈ Γ
2qpi si m ∈ Ω (E.15)
Luego, el resultado obtenido de evaluar E.15 nos garantiza que el nodo m esta´ en Γ y
pertenece a Nb. De igual manera se procede para los dema´s nodos primeros vecinos y se
los clasifica como nodos que pertenecen a Nb o que pertenecen a Ns si esta´n en Γ o en
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Ω respectivamente. El procedimiento se puede extender para determinar todos los nodos
que pertenecen a Ns.
La evaluacio´n de E.15 se realiza de manera nume´rica sobre la curva ∂Ω definida a trozos
por segmentos de rectas. Pueden utilizarse varios me´todos nume´ricos para la evaluacio´n
de E.15, dependiendo su eleccio´n de un compromiso entre taman˜o de discretizacio´n de ∂Ω
y costo de evaluacio´n del me´todo nume´rico seleccionado. En principio se adopta el me´todo
del trapecio, brinda una precisio´n aceptable en los casos analizados, siendo fuertemente
dependiente de la discretizacio´n o nu´mero de segmentos que definen ∂Ω.
Este me´todo es efectivo pero computacionalmente costoso. El costo computacional es
especialmente importante cuando se analizan problemas con cuerpos en movimiento, donde
en cada paso temporal es necesario verificar el conjunto Nb. En estos casos se utiliza un
me´todo alternativo basado u´nicamente en datos geome´tricos de los segmentos de rectas
que definen ∂Ω.
Cada nodo primer vecino a ∂Ω con coordenadas xA tiene asociado un segmento de
recta que discretiza ∂Ω. El segmento de recta que se asigna a un nodo xA es el que brinda
el menor valor de ∆ para toda i¯ : i ∈ NIb (ver seccio´n 3.1 y 3.3.1). Cada segmento de
recta en una curva cerrada tiene un vector normal nˆl en direccio´n hacia Γ. Luego un
nodo que pertenece a Nb si nˆl · xA < 0. Para garantizar un funcionamiento efectivo, cada
segmento de recta en ∂Ω debe tener longitud menor a δx, 3δx4 es una eleccio´n apropiada.
Este me´todo tiene menor costo computacional que el anterior, y solo es de utilidad para
los nodos primeros vecinos a la frontera. Estos nodos se los identifica con el me´todo de
la seccio´n E.1.1.1, corresponden a aquellos nodos para los cuales un segmento de recta
que une el nodo de intere´s con otro primer vecino es intersectado por ∂Ω. No es posible
determinar completamente Ns.
E.2.2. Problemas 3D - curvas cerradas
En problemas 3D es posible extender ambos me´todos implementados en la seccio´n
E.2.1 anterior. Considerando el primero de los me´todos, es posible determinar si un nodo
m de la grilla pertenece a Nb o Ns evaluando la siguiente expresio´n:∮
∂Ω
F · nˆ dS =
{
0 si m ∈ Nb
4qpi si m ∈ Ns (E.16)
Este me´todo no se utiliza por el costo computacional en la evaluacio´n nume´rica de la
integral.
El me´todo basado en la normal de cada superficie discreta es el que se utiliza en los
problemas que se resuelven. Es posible obtener un vector normal nˆ en cada elemento
triangular de la superficie, mediante el producto vectorial de dos vectores construidos por
los nodos de los ve´rtices del tria´ngulo en el espacio que define el plano de intere´s. La
direccio´n de la normal queda siempre garantizada con el orden correcto de los ve´rtices del
triangulo que definen el plano. Cada nodo de grilla primer vecino a ∂Ω tiene un elemento
de superficie discreta asociado, el ma´s cercano se determina con ∆. Luego mediante el
producto escalar, como en la seccio´n E.2.1, se puede determinar si el nodo de intere´s
pertenecen a Nb o pertenecen a Ns.
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