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I have analyzed teleseismic body waves from the 2003 Tokachi-oki earthquake (Mw 8.1), and inferred the slip
distribution. Two simple fault models are assumed for estimating the effect of fault geometry on derived slip
distributions. One is a single planar fault with a dip of 20◦ and the other is a compound fault having a shallow
plane with a dip of 5◦ and deeper, landward plane with a dip of 20◦. The compound-fault model is preferable
because it explains the initial part of the observed P-waves better. It is found that the planar fault has one asperity
(patch of large slip) near the hypocenter and the other asperity to the landward side of the hypocenter. The
compound-fault model shares the landward asperity with the planar-fault model, but does not have the asperity
near the hypocenter. The other asperity on the compound fault is found far from the hypocenter. This difference
of the slip distributions suggests the importance of accurate modeling of the fault dip angle when deducing the
slip distribution from teleseismic body waves.
Key words: Tokachi-oki earthquake, inversion analysis, slip distribution, fault geometry, dip angle, teleseismic
body waves.
1. Introduction
Teleseismic body waves are often analyzed for construct-
ing a source model of a subduction-zone earthquake (e.g.,
Lay and Wallace, 1995). A causative fault of a subduction-
zone earthquake (i.e., plate interface) usually dips gently,
and a reverse-slip component is dominant on the fault. This
means that the auxiliary plane dips steeply, and the teleseis-
mic body waves are often radiated near the nodal line. This
is because the seismic ray of teleseismic distances emerge
from a seismic source with a small take-off angle which is
nearly vertical. In such a case, a change in dip angle will
not only alter the polarity of the initial motions but also the
amplitude of the body waves. This suggests that modeling
of the dip angle heavily biases slip distribution on a fault.
It is important to estimate the degree of this bias because
teleseismic body waves are still major data for investigating
the source processes of earthquakes that occur in the region
where few near-source seismological and/or geodetic data
are available.
The 2003 Tokachi-oki earthquake occurred along the
southern Kurile trench (Fig. 1), and provides a good op-
portunity for this estimation because detailed analysis of
aftershock distribution will give much information on the
fault conﬁguration in the near future. However, the depth
of the dip angle is not fully known in the source region so
far. A seismic refraction survey conducted by Iwasaki et
al. (1989) revealed the velocity structure and the shape of
the plate interface in a shallower part (depth < 20 km) of
the source region, but the velocity structure and the shape
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of the plate interface below the depth is not well-known.
Hence, I have assumed two simple source models in this
paper. One is a planar fault which is common in body-wave
analysis and the other is a new compound-fault which is
proposed here. As shown later, different slip distributions
are obtained from these two fault models.
2. Data
Twenty-four broad-band seismograms provided by the
Incorporated Research Institutions for Seismology (IRIS)
are analyzed in this study. Stations whose epicentral dis-
tance ranges from 30 to 90◦ were chosen because the body
waves observed within this range are not heavily contam-
inated by the Earth’s structure such as complexity in the
upper mantle (e.g., Lay and Wallace, 1995). Hence they are
suitable for constructing a fault model. Besides the range
of the epicentral distance, I have also taken account of the
azimuthal coverage so that the azimuthal distribution of the
stations could be as uniform as possible (Fig. 2).
In this study P-waves are modeled. The instrumental
responses were deconvolved from the observed P-waves,
and the deconvolved waveforms were band-pass ﬁltered be-
tween 0.01 and 0.4 Hz. The time length of the data was
taken to be 100 s from the onset of P-waves for all stations.
On the other hand, S-waves are not modeled. Correct
timing of the waveforms is crucial in the inversion of tele-
seismic data (Hartzell and Heaton, 1983). It is not possi-
ble to pick S arrivals as accurately as P arrivals because the
onset of an S-wave is generally emergent and sometimes
contaminated by other seismic signals. Hence, the use of
S-waves which are misidentiﬁed at their onset may bias the
estimated slip distribution.
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Fig. 1. Map showing the one-month aftershock distribution associated with the 2003 Tokachi-oki earthquake (gray circles) and the locations of the
faults assumed in this study. Earthquakes of M > 3 and shallower than 100 km are plotted. The epicenter of the mainshock is displayed with a star.
Dashed and solid bold lines stand for the planar fault and compound fault, respectively. The compound fault has a shallow plane with a dip of 5◦ and





















Fig. 2. Distribution of the stations used in this study plotted on a world map using the equidistant azimuthal projection. The center of the map is the
epicenter of the 2003 Tokachi-oki earthquake. The smaller and larger circles stand for the epicentral distances of 30◦ and 90◦, respectively.
H. HORIKAWA: FAULT GEOMETRY AND SLIP DISTRIBUTION OF THE 2003 TOKACHI-OKI EARTHQUAKE 1013
3. Method
Inversion analysis of waveforms is performed for esti-
mating slip distribution on a fault. The inversion scheme
used in this study was originally developed by Hartzell and
Heaton (1983). In the inversion procedure, a representative
fault with ﬁxed geometry and dimensions is initially cho-
sen. The fault is then divided into small square areas (sub-
faults) of equal size. Rupture over the fault was assumed to
propagate at a constant velocity away from the hypocenter.
For each subfault, Green’s functions generated at all the
stations are joined end to end to form a synthetics matrix
G. This matrix, and similarly arranged observed records d,
form an overdetermined system of linear equations Gm =
d, where m is a solution vector containing the subfault dis-
location weights required to reproduce the observations. An
a priori data covariance matrixCs is applied to this equation
system as a data scaling matrix. This data covariance matrix
is diagonal and normalizes the observed waveforms to share
the same peak amplitude. Thus each record has nearly equal
weight in the inversion. Without this normalization, a least-
squares inversion would ﬁt records of large amplitude very
well and would tend to ignore records of smaller amplitude.
Such a scheme can give biased results when trying to in-
vert for a slip distribution (Hartzell and Heaton, 1983). A
smoothness constraint is additionally imposed on the equa-
tion system by requiring that the Laplacian of slip distribu-
tion be zero for each subfault. In summary, the equation










where S represents the smoothing operator. Here λ is the
weight of the smoothness constraint.
This equation system is solved with a Householder least-
squares inversion scheme (Lawson and Hanson, 1974) that
invokes a positivity constraint on the solution. The positiv-
ity constraint is imposed not only because it is physically
reasonable but also because negative slips lead to destruc-
tive interference between subfaults, producing unstable so-
lutions (Hartzell and Heaton, 1983).
The weight of the smoothness constraint is determined
by performing several preliminary inversions with various
weights. I do not use a mathematical criterion such as
Akaike’s Bayesian Information Criterion for determining
the weight. The goal of this tuning is to apply as much
smoothing as we can without signiﬁcantly perturbing the
overall ﬁt to the observed waveforms. This results in the
simplest possible solution allowed by the observed wave-
forms.
Green’s functions are calculated with ray theory (e.g.,
Lay and Wallace, 1995). The geometrical spreading fac-
tors are calculated with the Jeffreys-Bullen Earth model.
Anelastic attenuation is taken into account with Futterman’s
(1962) Q operator, and a value of 4.0 is assumed for t∗.
The effect of both crustal structures of near-source and near-
station is also incorporated into the Green’s functions. The
near-source velocity structure is assumed to be horizontally
stratiﬁed on the basis of seismic refraction survey by using
ocean-bottom seismometers and explosions near the source
region which were conducted by Iwasaki et al. (1989) (Ta-
Table 1. Velocity structure assumed in the near-source region.
Thickness VP VS ρ
(km) (km/s) (km/s) (g/cm3)
2.0 1.5 0.0 1.0
1.0 1.8 0.55 1.8
1.0 3.0 1.5 2.0
5.0 4.7 2.5 2.1
10.0 5.5 3.2 2.3
5.0 6.8 3.5 2.5
— 7.9 4.6 3.3
VP: P-wave velocity, VS: S-wave velocity, ρ: density.
ble 1).
4. Inversion with a Planar-Fault Model
4.1 Fault model
The fault plane is assumed to have a length of 150 km
and a width of 140 km on the basis of the one-month af-
tershock distribution (Fig. 1). The fault is then divided into
15 subfault elements along strike and 14 elements downdip,
giving each subfault 10 km × 10 km. The epicenter is ﬁxed
at the location preliminarily determined by the Japan Me-
teorological Agency (41.780◦N, 144.078◦E). Incidentally,
the location error does not heavily affect the results in this
study. Here I use teleseismic body waves and do not try
to ﬁt the absolute time in the course of the inversion. As
shown later, I have tried to ﬁnd appropriate values for the
focal mechanism (strike, dip and rake angles), hypocentral
depth and rupture velocity using a grid search. A pair of
parameters that give the least residual error was chosen as
being appropriate. Here the residual error is deﬁned as the
square root of L2 norm of Eq. (1).
4.2 Results
Figure 3(a) shows the estimated slip distribution that
gives the least residual error among the values that were
checked. This slip distribution is obtained from a rupture
velocity of 2.5 km/s, a hypocentral depth of 15 km and a
fault plane with a strike of 230◦, dip of 20◦, and rake of
110◦. The focal mechanism is quite similar to that derived
from the preliminary analysis of static displacement mea-
sured with the GPS array (Geographical Survey Institute,
2003). Two patches of large slip (asperities) appear on the
fault. One is shallow and near the hypocenter and the other
is deep and located to the northwest (landward side) of the
hypocenter. The deeper asperity is larger in both spatial
size and amount of slip than the shallower one. The seis-
mic moment and the moment magnitude are estimated to
be 1.9 × 1021 Nm and 8.1, respectively. The average slip
over the fault is 1.4 m.
The seismic moment rate function is displayed with a
dashed line in Fig. 3(c). The shape of the rate function is
simple and well-approximated with a triangle of a duration
of 60 s. The moment rate function reaches the peak value at
about 24 s.
Comparison of the observed waveforms and synthetic
waveforms is shown in Fig. 4. The derived slip distribu-
tion can explain the observed waveforms well. However, a


























































Fig. 3. Slip distributions obtained from a planar fault (a) and a compound
fault (b). The contours start at 1 m and continue at 1 m intervals.
Regions with slip larger than 3 m are stippled. The hypocenter is shown
with a star, and the dashed line in the panel (b) stands for the hinge line.
(c) Moment rate functions obtained from a planar fault (dashed line) and
a compound fault (solid line).
closer look at the waveforms reveals that the polarities of
the initial part (10–20 s from the onset) of synthetic wave-
forms at the stations GSC, LGU, and SNZO do not match
those of the observed waveforms.
Figure 5 shows contour maps of the residual error when
changing the initially assumed fault parameters of a focal
mechanism, rupture velocity and hypocentral depth. The
contours in Fig. 5(a) are well-approximated with horizon-
tally extended ellipses. This means that the fault strike is
less sensitive than the fault dip in the present analysis. The
contour lines in Fig. 5(b) are also well-approximated with
horizontally extended ellipses. This means that the rake an-
gle is less sensitive than the dip angle in the present anal-
ysis. Accordingly, the dip angle is the most sensitive of
the three parameters. Figure 5(c) shows the results from
various hypocentral depths and a rupture velocity with a
ﬁxed fault geometry. Although neither of the parameters
are well-constrained, hypocentral depth of about 10–15 km
seems preferable, and the preferred rupture velocity ranges
between 2.5 and 3.0 km/s.
As mentioned before, a seismic refraction survey was
conducted just above the source region (Iwasaki et al.,
1989). This seismic survey shows that the dip angle of the
plate interface at the shallower depth (<20 km) is about 5◦.
However, contour maps of residual error (Figs. 5(a) and (b))
show that a single planar fault with shallower dips (5◦–15◦)
yielded a much worse residual than the inversion with the
planar fault of the dip angle of 20◦. Therefore, a single pla-
nar fault with a low dip angle is not plausible.
5. Inversion with a Compound-Fault Model
5.1 Fault model
The compound fault assumed in this section consists of
two planes that have the same strike but different dip angles.
Hence, the fold extends along the strike as shown in Fig. 1.
The dip angle of the shallower part is ﬁxed at 5◦ on the basis
of the seismic refraction survey (Iwasaki et al., 1989) while
the dip angle of the deeper plane varies during the inversion
analysis. The overall dimension (i.e., length and width) of
the compound fault is the same as that of the planar fault
assumed in the previous section.
The inversion analysis with the compound-fault model is
performed in two steps. In the ﬁrst step, inversion analysis
is repeated by ﬁxing the hypocentral depth and rupture ve-
locity and varying the fault geometry as mentioned below.
In the second step, inversion analysis is repeated by ﬁxing
the fault geometry and varying the hypocentral depth and
rupture velocity.
In the ﬁrst step, the location of the fold and the dip
angle of the deeper plane are varied. The location of the
fold and the dip angle that give the least residual error are
ﬁnally adopted. In the repeated inversions, the location of
the fold changes from 40 to 80 km, where the location is
measured from the upper edge of the shallower part of the
compound fault. The interval for changing the location is
set to be 10 km. The dip angle varies from 10 to 40◦ with
5◦ intervals. The adopted values of the location of the fold
and dip angle is 50 km and 20◦, respectively. These values
are used in the second step, where the hypocentral depth
and rupture velocities assumed for the two planes are varied











































































Fig. 4. Comparison of the observed waveforms (top trace), the synthetic waveforms resulting from the planar-fault model (middle trace) and the
synthetic waveforms resulting from the compound-fault model (bottom trace). The origin of the time axis corresponds to the onset of P-wave at each
station. Two numerals below a station code represent the azimuth measured clockwise from north (upper) and peak-to-peak amplitude of the observed











































Fig. 5. Contours of residual error for different fault geometry, rupture velocity, and hypocentral depth. See the text the deﬁnition of residual error.
Circles show the solution that gives the least residual error. (a) Plot against strike and dip angles with ﬁxed rake angle of 110◦, rupture velocity
of 2.5 km/s, and hypocentral depth of 15 km. (b) Plot against strike and rake angles with ﬁxed dip angle of 20◦, rupture velocity of 2.5 km/s, and
hypocentral depth of 15 km. (c) Plot against rupture velocity and hypocentral depth with ﬁxed fault geometry. The strike, dip and rake angles are
230◦, 20◦, 110◦, respectively.
separately, and the intervals are the same as those adopted
in the inversion with a planar fault. A hypocentral depth of
30 km and rupture velocity of 1.5 km/s for the shallower
fault plane and 2.5 km/s for the deeper fault plane yield the
least residual error.
5.2 Results
Figure 3(b) shows the estimated slip distribution. This
slip distribution is obtained when the hypocentral depth, the
location of the hinge line, dip angle of the deeper plane,
rupture velocity of the shallower plane and the rupture ve-
locity of the deeper part are set to be 30 km, 50 km, 20◦, 1.5
km/s and 2.5 km/s, respectively. Two asperities are found
on the compound fault. The major asperity is located in
the downdip (landward side) of the hypocenter, and the mi-
nor asperity is located in the anti-strike direction (northeast)
of the hypocenter. The maximum slips of the major and
minor asperities reach 5 and 3 m, respectively. The seis-
mic moment and the moment magnitude are estimated to
be 1.8 × 1021 Nm and 8.1, respectively. The average slip
over the fault is 1.2 m.
When comparing the slip distribution of the compound-
fault model with that of the planar-fault model, the land-
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Fig. 6. Residual error for the compound-fault model with different fault geometry, rupture velocities assigned on each fault plane, and hypocentral
depth. See the text for the deﬁnition of residual error. (a) Residual distribution for depth variation with ﬁxed fault conﬁguration and rupture velocity.
The arrow means the least residual. (b) Contours against the dip angle of the deeper fault plane and the location of the hinged line with ﬁxed strike
angle (230◦), rupture velocities (1.5 and 2.5 km/s for the shallower and deeper fault plane, respectively), and hypocentral depth (30 km). The closed
circle stands for the least residual. (c) Contours against rupture velocities with ﬁxed hypocentral depth and fault conﬁguration. Rupture velocities of
the shallower fault and the deeper fault are equal to each other along the bold dashed line. The closed circle stands for the least residual.
ward asperity is quite similar to the deeper asperity of
the planar-fault model in location, spatial extent, and slip
amount (Fig. 3(a)). On the other hand, the asperity found
near the hypocenter for the planar-fault model diminishes
in the compound-fault model. The seismic moment and
the average slip of the compound-fault model are slightly
smaller than those of the planar-fault model.
The moment rate function of the compound-fault model
(solid line in Fig. 3(c)) is more complex than that of the
planar-fault model (dashed line in Fig. 3(c)). The moment
rate function of the compound-fault model starts with sim-
ple growth, and reaches a peak value at about 20 s. The
moment rate function then decreases not monotonically but
with two “landings” located at about 28–34 and 50–60 s.
These “landings” come from the minor asperity, which ex-
tends across the hinge line. The rupture velocity of the
deeper part is faster than that of the shallower part. Hence,
the deeper part of the minor asperity contributes the earlier
“landing” and the shallower part contributes the later “land-
ing.”
The synthetic waveforms from the compound-fault
model explain the observed waveforms well (Fig. 4). In
addition, the residual error of the compound-fault model is
smaller than that of the planar-fault model. The initial polar-
ities at stations GSC, LGU, and SNZO are better explained
with the compound-fault model than with the planar-fault
model. Hence, I believe that this compound-fault model is
preferable to the planar-fault model.
Figure 6 shows the residual error for various fault
conﬁgurations, hypocentral depths and rupture velocities.
A hypocentral depth of 30 km gives the least residual
(Fig. 6(a)). The residual changes gradually between 15
and 35 km while the residual rapidly increases outside this
range. Figure 6(b) shows that the residual becomes much
worse as the location of the hinge line becomes deeper and
the dip angle becomes shallower. A faster velocity on the
deeper part and a slower velocity on the shallower part tends
to yields a smaller residual error (Fig. 6(c)).
This distribution of rupture velocity seems reasonable
when we take into consideration that the rigidity along the
plate interface increases with depth (Bilek and Lay, 2000)
and the rupture velocity is empirically found to be close to
the S-wave velocity (Geller, 1976). However, the validity
of the low velocity at the shallower part must be carefully
investigated. The largest slip at the shallower part appears
far from the hypocenter. This means that the slip on the
shallow part mainly contributes to the later part (≈70 s) of
the waveforms (Fig. 4). Since inaccurate modeling of the
near-source velocity structure makes it difﬁcult to model
the later part of the observed waveforms (Wiens, 1987) and
sometimes yields a biased slip distribution (Yoshida, 1992),
the minor asperity on the compound-fault model may be
biased. More accurate modeling of the near-source velocity
structure will be required in order to discuss the validityof
the shallow asperity and the low rupture velocity.
6. Concluding Remarks
I have, here, demonstrated that the fault geometry could
greatly affect the slip distribution of the 2003 Tokachi-oki
earthquake. This suggests that it is important to incorporate
realistic dip variation into a fault model in order to con-
struct a reliable fault model from teleseismic body waves.
We should pay attention to this dependence before charac-
terizing and discussing the nature of the slip distribution of
an earthquake, since the dip angle often varies with depth
(e.g., Hasegawa et al., 1994).
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