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Kurzfassung
Thomas Stoll
Dezentral gesteuerter Aufbau von
Stetigfo¨rderern mittels autonomer
Materialflusselemente
Heutige Materialflusssysteme werden meist fu¨r konkrete Anwendungs-
fa¨lle konzipiert. Es wa¨re jedoch technisch mo¨glich - und wirtschaftlich
interessant - Materialflusssysteme modular auf Basis universell einsetz-
barer autonomer Elemente aufzubauen und somit fu¨r unterschiedliche
Anwendungsfa¨lle einzusetzen. Eines dieser neuen Systeme ist KARIS
(Kleinskaliges Autonomes Redundantes IntralogistikSystem), das auf
der Idee basiert, dass baugleiche Einzelelemente Materialflussaufgaben
u¨bernehmen und diese autonom durchfu¨hren.
Ein Einzelelement kann autonom einen Ladungstra¨ger abholen, trans-
portieren und abgeben. Stehen komplexere Aufgaben an, so schlie-
ßen sich mehrere Einzelelemente zu Funktionsclustern zusammen. Wird
beispielsweise kurzzeitig ein hoher Durchsatz zwischen zwei Punkten
beno¨tigt, verbinden sich die Einzelelemente zu einem Stetigcluster und
bilden somit eine tempora¨re Fo¨rderstrecke zwischen Quelle und Senke.
Der autonome und dezentral gesteuerte Aufbau einer Fo¨rderstrecke
durch KARIS Einzelelemente war Gegenstand der Untersuchungen. In
dieser Arbeit werden dezentrale Algorithmen vorgestellt, mit deren Hil-
fe es mo¨glich ist, eine Fo¨rderstrecke aus KARIS Einzelelementen auf-
zubauen. Es konnte gezeigt werden, dass die vorgestellten dezentralen
Verfahren immer eine Lo¨sung finden, falls eine solche existiert. Die Leis-
tungsfa¨higkeit der Verfahren wurde hinsichtlich der Robustheit, Auf-
wand und Qualita¨t mit Ergebnissen zentraler Algorithmen verglichen.
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Abstract
Thomas Stoll
Decentralized controled build of continuous
conveyors by autonomous material flow
elements
Today’s material handling systems are usually designed for specific app-
lications. It would be technically possible - and economically interesting
- to build material handling systems based on universally deployable mo-
dular elements that can be used for different applications. One of these
new systems is KARIS (small-scale autonomous redundant intralogistics
system), which is based on the idea that identical single elements accept
material handling tasks and perform them autonomously.
A single element can autonomously collect a cargo carrier, transport it
and deliver it. To handle complex tasks, several single elements are able
to form functional clusters together. If, for example, a high throughput
between two points is needed for a short period of time, the single ele-
ments connect themselves to a continuous cluster and form a temporary
conveying line between source and drain.
The fully autonomous and remotely-controlled build of a conveyor line
by KARIS single elements has been subject of this research. Decentra-
lized algorithms are presented enabling the automatic construction of a
conveyor line by KARIS single elements. It has been shown that the pre-
sented decentralized procedure always finds a solution if one exists. The
performance of this method has been compared to central algorithms in
terms of robustness, complexity and quality.
3

1. Einleitung
Heutige Materialflusssysteme werden meist fu¨r spezielle Anwendungs-
fa¨lle konzipiert und eingesetzt. Es wa¨re jedoch technisch mo¨glich - und
wirtschaftlich interessant - Materialflusssysteme modular auf Basis uni-
versal einsetzbarer autonomer Elemente aufzubauen und somit fu¨r un-
terschiedliche Anwendungsfa¨lle einsetzen zu ko¨nnen.
Daru¨ber hinaus wird es fu¨r alle Unternehmen, zunehmend auch fu¨r klei-
ne und mittelgroße Unternehmen (KMU), immer wichtiger, den Auto-
matisierungsgrad in ihren Logistikbereichen zu erho¨hen, um die Wett-
bewerbsfa¨higkeit auch in Hochlohnla¨ndern zu sichern.
Heutige Systeme mu¨ssen die notwendige Materialflusskapazita¨t in allen
Bereichen des Unternehmens in ihrem maximalen Aufkommen vorhal-
ten. A¨nderungen bedu¨rfen meist einer aufwendigen Neuplanung. Frei
gewordene Fo¨rdertechnik kann nur selten wieder verwendet werden. Ei-
ne hohe Systemverfu¨gbarkeit eines Materialflusssystems wird durch die
sehr hohe Einzelverfu¨gbarkeit der einzelnen Systeme und Komponenten
erreicht, was hohe Kosten nach sich zieht. Ein weiterer Kostentreiber ist
die fehlende Serienfertigung bzw. geringe Stu¨ckzahl der Einzelsysteme
eines Materialflusssystems.
Neue Materialflusstechniken mu¨ssen also preiswerter, flexibler, wieder-
verwertbar und einfacher in Betrieb zu nehmen sein. Dies kann z.B.
erreicht werden, wenn:
• die Systemverfu¨gbarkeit nicht mehr u¨ber die hohe Verfu¨gbarkeit
der Einzelkomponenten definiert wird, sondern u¨ber die Redun-
danz der Einzelsysteme,
• die Einzelfertigung durch Massenfertigung ersetzt wird,
• Systeme intelligenter werden und universeller eingesetzt werden
ko¨nnen,
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• der Aufwand fu¨r die Inbetriebnahme durch Plug and Play fa¨hige
Systeme ersetzt werden kann.
Eine der großen Herausforderungen solcher Systeme ist die Steuerung
und ihre daraus resultierende Skalierbarkeit solcher Systeme. Konventio-
nelle Systeme beno¨tigen immer eine zentrale Instanz zur Steuerung und
erfordern ein Eingreifen beim Hinzufu¨gen bzw. Entfernen von Material-
flusselementen. Ebenso ist eine Vielzahl an verteilten Sensoren notwen-
dig, um einem zentralen System die Fa¨higkeit zu geben, den Ist-Zustand
bzw. die globale Sicht zu erfassen und damit u¨berhaupt die Mo¨glichkeit
zu erlangen, eine optimale Lo¨sung bzw. einen Lo¨sungsweg fu¨r ein sol-
ches System zu berechnen. Dies ist bei heutigen Materialflusssystemen
teilweise machbar, da immer nur die Fo¨rderstrecken, Sorter, usw. in ih-
rem Systemzustand u¨berwacht werden mu¨ssen und davon auszugehen
ist, dass diese nicht durch Personen, Materialflusselemente oder andere
Objekte behindert werden.
Fu¨r Systeme, die heute Gegenstand der Forschung sind, entstehen neue
Anforderungen. Das Erlangen einer globalen Sicht ist beispielsweise bei
einem solchen System - wenn u¨berhaupt - nur durch sehr hohen Hard-
wareaufwand realisierbar. Die Konsequenz muss ein Umdenken sein von
konventionellen hierarchisch aufgebauten Steuerungsstrukturen hin zu
dezentral agierenden Systemen, die selbstlernend und leicht skalierbar
sind.
Eines dieser neuen Systeme ist KARIS - Kleinskaliges Autonomes Re-
dundantes IntralogistikSystem (siehe Kapitel 2.1), das auf der Idee ba-
siert, dass baugleiche Einzelelemente Materialflussaufgaben u¨berneh-
men. Ein Einzelelement kann autonom einen Kleinladungstra¨ger (KLT)
abholen, transportieren und wieder abgeben. Stehen komplexere Auf-
gaben an, so schließen sich mehrere Einzelelemente zu Funktionsclus-
tern zusammen. Muss beispielsweise eine Palette transportiert werden,
ko¨nnen mehrere Elemente einen Unstetigcluster (siehe Abb. 2.1) bilden.
Wird hingegen kurzzeitig ein hoher Durchsatz zwischen zwei Punkten
beno¨tigt, verbinden sich die Einzelelemente, die auf der Oberseite mit
einem Fo¨rderantrieb ausgeru¨stet sind, zu einem Stetigcluster und bilden
somit eine tempora¨re Fo¨rderstrecke zwischen den beiden Orten.
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1.1. Forschungsleitende Fragestellungen
Ziel dieser Arbeit ist die Untersuchung der Bildung von Stetigclustern
bei KARIS. Unter anderem ergeben sich hierbei folgende Fragestellun-
gen, die im Laufe der Arbeit beantwortet werden:
1. Kann ein dezentrales Verfahren einen Stetigcluster (Fo¨rderstre-
cke) aufbauen?
Bis heute konnte nicht gezeigt werden, ob es u¨berhaupt mo¨glich
ist, eine Fo¨rderstrecke aus KARIS Einzelelementen aufzubauen,
ohne zentrale Steuerungsstrukturen zu verwenden.
2. Kann ein dezentrales Verfahren immer eine Lo¨sung finden, falls
eine solche existiert?
Ist die Frage 1. mit ja zu beantworten, so ist weiterhin nicht si-
chergestellt ob ein dezentrales Verfahren immer eine Lo¨sung findet,
falls diese vorhanden ist. So ist es durchaus vorstellbar, dass ein
dezentrales Verfahren den Aufbau einstellt, sobald es eine Sackgas-
se erreicht hat, da es nur Teilwissen u¨ber seine Umgebung besitzt.
3. Wie gut ist eine dezentral gefundene Lo¨sung im Vergleich zu der
optimalen, zentral gefundenen Lo¨sung?
Falls ein dezentrales Verfahren immer eine Lo¨sung finden, ist nicht
sicher, dass dies Vorteile bietet und somit konkurrenzfa¨hig zu einer
zentralen Vorgehensweise ist.
1.2. Aufbau der Arbeit
Die Arbeit beginnt mit einem U¨berblick u¨ber neuartige Materialflusssys-
teme aus Industrie und Forschung in Kapitel 2. Nach einem U¨berblick
u¨ber KARIS werden die aktuellen Initiativen aus Forschung und Indus-
trie vorgestellt und mit KARIS verglichen.
Um ein besseres Problemversta¨ndnis zu erhalten, erfolgt in Kapitel 3
die exakte Beschreibung der Problemstellung zum Aufbau eines Ste-
tigclusters. Hierzu werden unter anderem Definitionen der Umgebung,
der Objekte und der mo¨glichen Zustandsu¨berga¨nge formal beschrieben.
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Darauf folgt die formale Beschreibung der Problemstellung fu¨r den Auf-
bau eines Stetigclusters.
Als Grundlage einer dezentral verteilten Wegsuche mit dem Ziel des
Aufbaus der autonomen Konfiguration einer Fo¨rderstrecke, wird auf
verschiedene Algorithmen zuru¨ckgegriffen. In Kapitel 4 werden hierzu
grundlegende Algorithmen zur Wegsuche beschrieben. Die ga¨ngigsten
Verfahren zur Pfadsuche, zur Erkundung, sowie reaktive Verfahren beim
Auftreten unerwarteter Objekte werden vorgestellt.
In Kapitel 5 wird eine Klassifizierung der Algorithmen zum dezentra-
len Aufbau einer Fo¨rderstrecke eingefu¨hrt. Hierbei werden drei Klassen
vorgestellt, in die sich Verfahren zum dezentralen Aufbau eines Stetig-
cluster einteilen lassen.
Im Anschluss daran werden in Kapitel 6 zwei unterschiedliche, neuent-
wickelte Verfahren vorgestellt, die beide eine Fo¨rderstrecke dezentral
aufbauen ko¨nnen. Am Ende der beiden Unterkapitel wird jeweils un-
tersucht, ob die vorgestellten Verfahren immer eine Lo¨sung finden, falls
eine solche existiert.
Zur Bestimmung der Leistungsfa¨higkeit der entwickelten Verfahren war
es notwendig, eine eigene Simulationsumgebung zu entwerfen, welche in
Kapitel 7 vorgestellt wird. Auf das dazugeho¨rige Modell der Simulation,
die Planung der Versuche sowie die Vorgehensweise der Bewertung wird
ebenfalls in Kapitel 7 eingegangen.
Die Bestimmung der Leistungsfa¨higkeit der in Kapitel 6 entworfenen
Verfahren erfolgt in Kapitel 8. Hierzu wird die im vorherigen Kapitel
beschriebene Systematik auf beide Verfahren angewandt. Ein jeweiliges
Fazit gibt einen U¨berblick u¨ber die Leistungsfa¨higkeit der Verfahren.
Abschließend erfolgt in Kapitel 9 eine kurze Zusammenfassung der wich-
tigsten Ergebnisse und der Schlussfolgerungen aus der Arbeit.
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2. Neuartige
Materialflusssysteme aus
Industrie und Forschung
Die großen Probleme heutiger Materialflusssysteme sind deren lange
Installationszeiten und die fehlende Wandlungsfa¨higkeit, wie z.B. die
Mo¨glichkeit sich neuen Produktionsabla¨ufen anzupassen oder mittels
Plug&Play fa¨higer Fo¨rdertechnik innerhalb ku¨rzester Zeit neue Prozess
aufzubauen (Furmans et al. 2009). Um diese Lu¨cke zu fu¨llen, gibt es
inzwischen einige Initiativen aus der Industrie und Forschung, die nach-
folgend vorgestellt werden.
2.1. Das Materialflusssystem KARIS
Abbildung 2.1.: U¨bersicht KARIS
KARIS - Kleinskaliges Autonomes Redundantes IntralogistikSystem -
ist ein neuartiger Ansatz fu¨r hochflexible, dezentral gesteuerte Mate-
rialflusstechnik, bestehend aus autonom agierenden Einzelelementen,
welche sich sta¨ndig a¨ndernden Gegebenheiten, wie z.B. A¨nderungen in
der Umgebung oder unterschiedlichsten Auftra¨gen, dynamisch anpassen
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ko¨nnen (Furmans et al. 2009). Der Ursprung der Idee eines dezentral
gesteuerten Logistiksystems liegt im Leitgedanken ARMARDA (Auto-
nomous Reliable Material Handling System of Aggregated Redundant
Distributed Actuators; Overmeyer et al. 2007), der unter anderem am
Karlsruhe Institut fu¨r Technoligie (KIT) entstand.
Herzstu¨ck von KARIS ist das Einzelelement (EE, siehe Abb. 2.2), wel-
ches aus mehreren Funktionsmodulen aufgebaut ist. Beispielsweise sind
zur dezentralen Steuerung der gleichartig aufgebauten EE unter ande-
rem Module, wie Navigation, Kommunikation oder Lokalisiation inte-
griert. Zur Lokalisation werden Laserscanner verwendet, die eine relati-
ve Ortsbestimmung in unterschiedlichsten Umgebungen gegenu¨ber sta-
tiona¨ren oder mobilen Objekten ermo¨glichen. Somit ko¨nnen beispiels-
weise dynamische Objekte (z.B. Menschen, Stapler,...) erkannt werden,
um diesen selbststa¨ndig auszuweichen und im Fall einer Sicherheits-
verletzung ein Notstop durchzufu¨hren. Nach einer Orientierungsfahrt
in neuen Ra¨umen werden diese Mapping-Daten allen anderen Elemen-
ten mitgeteilt, welche durch Trassen, Sperrfla¨chen oder Sammelstel-
len erga¨nzt werden ko¨nnen. Weiterhin kommen Funktionsmodule zum
Einsatz, wie z.B die Fo¨rdergutidentifikation, der Fahrantrieb oder ein
Human-Machine-Interface zur Interaktion mit dem Benutzer. Ziel ist ein
System, welches ohne Infrastruktur auskommt, indem alle notwendigen
Funktionen in jedem EE bereitgestellt werden.
Durch den gleichartigen Aufbau ko¨nnen Aufgaben jederzeit durch be-
liebige Einzelelemente u¨bernommen und abgearbeitet werden, womit
eine hohe Redundanz des Gesamtsystems erreicht wird, damit verbun-
den eine hohe Systemverfu¨gbarkeit. Stehen ho¨herwertige Aufgaben zur
Bearbeitung an, ko¨nnen sich mehrere EE zu Funktionsclustern zusam-
menschließen.
Bei der Abarbeitung von Auftra¨gen wird hierbei prinzipiell zwischen
drei Funktionsprinzipien unterschieden:
Einzeltransport Im Einzeltranport (siehe Abb 2.1, links) u¨bernimmt
das EE einen Kleinladungstra¨ger an der Quelle und transportiert ihn
zur Senke.
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Unstetigcluster (UC) Durch den Zusammenschluss (siehe Abb 2.1,
Mitte) mehrerer EE ko¨nnen Großladungstra¨ger, von beispielsweise einer
halben bis zu mehreren Europaletten, u¨bernommen, transportiert und
u¨bergeben werden. Der UC besitzt bei der Abarbeitung der Aufgaben
den gleichen Funktionsumfang und Flexibilita¨t wie ein EE.
Stetigcluster (SC) Durch den Zusammenschluss der EE zu einem Ste-
tigfo¨rderer ko¨nnen hohe Durchsa¨tze erreicht werden. Die EE koppeln
sich hierbei aneinander und sind somit in der Lage, Verzweigungen, Zu-
sammenfu¨hrungen und lange Fo¨rderstrecken zu realisieren. Wird der
SC nach Abarbeitung des Auftrages nicht mehr fu¨r Anschlussauftra¨ge
beno¨tigt, kann er spontan aufgelo¨st werden.
Werden die Funkionscluster nach Abarbeitung des Auftrags nicht mehr
beno¨tigt, ko¨nnen sich diese selbsta¨ndig auflo¨sen. Nach Abschluss eines
Auftrags stehen die EE eines Funktionsclusters somit fu¨r neue Aufgaben
zur Verfu¨gung.
Der gesamte Materialfluss (siehe Abb. 2.1, rechts) eines Intralogistiksys-
tems kann somit durch EE oder Funktionscluster abgebildet werden. In
Furmans et al. (2008) und Matzka (2011) wird anhand eines Szenarios
beschrieben, welche Vorteile und Einsparpotentiale sich durch KARIS
ergeben ko¨nnen.
Abbildung 2.2.: KARIS Einzelelement
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2.2. Weitere Initiativen aus der Forschung
Nachfolgend werden die Initiativen zu modularen, hochflexiblen und
intelligent gesteuerten Materialflusssystemen aus der Forschung vorge-
stellt, die a¨hnliche Ideen bzw. Teilideen von KARIS aufgreifen bzw.
bereits umgesetzt haben.
Armarda ARMARDA steht fu¨r Autonomous Reliable Material Hand-
ling Systems of Aggregated Redundant Distributed Actuators (Over-
meyer et al. 2007). Der kollektive Grundgedanke ARMARDA von Fur-
mans, Overmeyer und ten Hompel besteht darin, intralogistische Auf-
gabenstellungen mithilfe autonom agierender Materialflusskomponenten
zu lo¨sen, die dank ihrer Austauschbarkeit eine hohe Redundanz aufwei-
sen. ARMARDA ist einer der Leitgedanken am Institut fu¨r Fo¨rdertech-
nik und Logistiksysteme des KIT, aus dem KARIS als eine der ersten
technischen Auspra¨gungen hervorging.
BInE BInE - Basic Intralogistic Element - ist ein Forschungsprojekt
des Instituts fu¨r Fo¨rdertechnik und Logistiksysteme des KIT und ist ne-
ben KARIS eine weitere technische Auspra¨gung der Idee ARMARDA.
BInE ist ein Fahrzeug, das die Vorteile zweier unterschiedlicher Trans-
portsysteme, des Stetig-, oder Unstetigfo¨rderers, miteinander verknu¨pft
(Baur, Scho¨nung, Stoll und Furmans 2008). Im Betrieb als Stetigfo¨rde-
rer agiert der Topfantrieb (Baur 2008) als Rollenbahn und ist so zum
kontinuierlichen Betrieb mit hohen Durchsatzleistungen geeignet (Mo¨bi-
us 2009). Beim Einsatz als Stetigfo¨rderer setzen sich 4 Hubspindeln auf
dem Boden ab und heben das gesamte Fahrwerk an. Der Topfantrieb
kann so als Fo¨rderantrieb an der Oberseite der Elemente fu¨r den Trans-
port der Ladungstra¨ger genutzt werden.
Wird der Topfantrieb als Fahrantrieb eingesetzt, agiert das Einzelmodul
als Unstetigfo¨rderer und kann beispielsweise im Verbund von vier Fahr-
zeugen selbststa¨ndig eine Palette aufnehmen und transportieren. Ziel
ist, dass die im Fahrzeug integrierte Steuerung und Sensorik die BInE
autonom steuert.
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FlexFo¨rderer Der am KIT entwickelte Flexfo¨rderer (von: flexibles
Fo¨rdersystem) ist ein flexibles Materialflusssystem, das aus baugleichen,
quadratischen Stetigfo¨rderern besteht, welche jeweils mit optischen Sen-
soren, Antriebstechnik, einem RFID-Lesegera¨t und einer Steuereinheit
ausgestattet sind (Mayer 2009). Da das System aus identisch aufge-
bauten, autonomen und dezentral gesteuerten Modulen besteht, wel-
che nicht ortsfest installiert werden mu¨ssen, kann das System be-
darfsabha¨ngig im Raum verschoben werden. Basierend auf der Ver-
bindungsstruktur der Kommunikationsschnittstelle zwischen den Mo-
dulen (Stoll et al. 2008), ko¨nnen diese selbsta¨ndig Topologielandkar-
ten in Form von Routingtabellen erzeugen, Kollisionen oder Deadlocks
vermeiden, selbsta¨ndig Ladungstra¨ger zum na¨chsten Modul transportie-
ren sowie eigensta¨ndig die Einschleusung von Fo¨rdereinheiten regulieren
und fu¨r einen mo¨glichst hohen Durchsatz sorgen (Mayer 2009). A¨hnlich
dem LEGO c©-Prinzip kann somit erstmals Fo¨rdertechnik nach Bedarf
zusammen- und umgesteckt werden, ohne hierfu¨r spezielle Vorkenntnisse
zu besitzen.
Internet der Dinge Das Internet der Dinge (“Internet of Things”)
meint die Idee, physische Objekte in einer Internet a¨hnlichen Struk-
tur abzubilden, um somit den Objekten (“Things”) die Mo¨glichkeit zur
Interaktion zu geben. Die Idee geht zuru¨ck auf Kevin Ashton vom Auto-
ID Center des Massachusetts Institute of Technology (MIT), der 1999
die Idee erstmals beschrieb (Ashton 2009). Am Institut fu¨r Material-
flusslehre (IML) in Dortmund wurde diese Idee weiterentwickelt und
auf dem Bereich der Logistik und Fo¨rdertechnik adaptiert. Laut Bullin-
ger und ten Hompel (2007) meint das Internet der Dinge die Idee, im
Bereich der Logistik mehr Daten als zur Identifikation notwendig sind
auf einem RFID-Tag eines Ladungstra¨ger zu speichern, um es ihm somit
zu ermo¨glichen, selbsta¨ndig einen Weg durch inner- und außerbetriebli-
che Netze zu finden. Je nach Qualita¨t der Informationen, der vorhanden
Sensorik und Aktorik kann somit der Materialfluss eigensta¨ndig durch
intelligente Knoten/Agenten gesteuert werden.
MATVAR MATVAR (Gu¨nthner 2000) - MMaterialflusssysteme fu¨r
variable Fertigungssegmente im dynamischen Produktionsumfeld¨ıst ein
Verbundforschungsprojekt des Programms - Produktion 2000 - dessen
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Zielsetzung unter anderem darin besteht, durch den modularen Auf-
bau des flexiblen Materialflusssystems kleinere und mittlere Unterneh-
men bei der Sicherung einer flexiblen Produktion zu unterstu¨tzen. Da-
bei kommen sowohl Hardware- und Softwarekomponenten zum Einsatz.
Die Topologie des auf einer Elektroha¨ngebahn basierenden Ansatzes ei-
nes dezentral gesteuerten Materialflusssystems ist zentral gespeichert.
Es handelt sich um eine Realisierung der Grundidee des Internets der
Dinge (Bullinger und ten Hompel 2007). Durch den Einsatz einer Kom-
bination aus EHB und Ha¨ngekrane ist jeder Ort im Produktionsumfeld
erreichbar. Die Fahrzeuge der Elektroha¨ngebahn steuern Ha¨ngekrane
an, die sie mit dem Fo¨rdergut zu den gewu¨nschten Zielorten fahren.
Multishuttle Move Das von Dematic und Fraunhofer IML entwickel-
te Multishuttle Move ist eine der ju¨ngsten technischen Auspra¨gungen
des Leitgedanken ARMARDA. Aufbauend auf dem MultiShuttle wurde
das MultiShuttle Move unter anderem mit einem Fahrwerk und einem
Navigationssystem ausgestattet, welches eine Lokalisierung ohne Leitli-
nien oder andere ortsfeste Markierungen ermo¨glicht. Es kann entspre-
chend dem MultiShuttle Lageraufgaben, sowie zusa¨tzlich innerbetrieb-
liche Transportprozesse (z.B. Lagervorzone) u¨bernehmen. Ein Multis-
huttle Move Element ist in der Lage sich frei entlang der Lagergas-
sen und -ebenen zu bewegen, beziehungsweise verbindet diese. (Piazza
2010). Der Betrieb ist auf ra¨umlich abgegrenzten Bereichen beschra¨nkt.
Die Fahrzeit ohne Nachladen betra¨gt bis zu 2,5 Stunden. Das Multis-
huttle Move weist die Abmaße von 1135mm x 706mm x 350mm (LxBxH)
auf, hat eine Eigengewicht von 134 kg und eine Nutzlast von bis zu 40
kg.
2.3. Initiativen aus der Industrie
Nachfolgend werden die Initiativen zu modularen, hochflexiblen und in-
telligent gesteuerten Materialflusssystemen aus der Industrie vorgestellt,
die heute bereits am Markt verfu¨gbar sind und teilweise bereits große
Installationen vorzuweisen haben.
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ADAM ADAM, das vom Hersteller RMT Robotics6 entwickelte auto-
nome Gu¨tertransportsystem steht fu¨r Autonomous Delivery And Ma-
nipulation. Das System ist vornehmlich fu¨r den Einsatz in Produktion
und Lagerhaltung gedacht. Im Gegensatz zu KARIS wird ADAM zen-
tral gesteuert, kann allerdings auch frei navigieren und sich in seiner
Arbeitsumgebung unabha¨ngig bewegen. Den Weg berechnet jedes Ele-
ment jedoch selber und ist in der Lage, sich jeder Umgebung dynamisch
anzupassen. Um die Holonomita¨t (Czichos und Hennecke 2008) des Sys-
tems sicher zu stellen, sitzt der Schwerpunkt sehr niedrig und die auf
einem Polygon mit acht Ecken montierten Ra¨der ko¨nnen zur Gewa¨hr-
leistung eines hohen Freiheitsgrades an Bewegung angesteuert werden.
Ausgestattet mit einem Laser-Messsystem und Bewegungssensoren kann
ADAM durch seine On-Board-Steuerung Objekten selbsta¨ndig auswei-
chen. Eine Aufnahme der Umgebung und Programmierung muss mit
einem Element durchgefu¨hrt werden, welches die Information anschlie-
ßend an die restlichen Elemente verteilt. Die Ho¨chstgeschwindigkeit liegt
bei 1,5 m/s. Die Nutzlast von ADAM betra¨gt 150 kg.
AutoStore Autostore ist ein gassenloses, hochdynamisches und hoch-
dichtes Beha¨lterlagersystem des norwegischen Herstellers Hatteland
Logistics7. Basierend auf der Gro¨ße der Basistransporteinheit (KLT
600x400) wird eine Aluminumkonstruktion (Raster) aufgebaut, welches
die horizontale und vertikal Speicherung von KLT zula¨sst. Auf der Ober-
seite des Rasters fahren Roboter, die jeweils den obersten KLT eines
vertikalen Stapels auslagern bzw. einen neuen Beha¨lter dort einlagern
ko¨nnen. Bei Ausfall eines Roboters ist dieser in der Lage, selbsta¨ndig
einen Ersatz anzufordern, der seine Aufgaben u¨bernimmt. Durch die di-
rekte Aneinanderreihung und Stapelung von KLTs kann eine sehr hohe
Packungsdichte erzielt werden. Zur Anpassung an ra¨umliche Gegeben-
heiten ko¨nnen beispielsweise Stapel ausgelassen werden, um Stu¨tzen zu
umbauen.
Kiva Mobile Fulfillment Das Mobile Fulfillment System von Kiva Sys-
tems8 wird in Distributionszentren zum Kommissionieren von Ware ein-
6http://www.rmtrobotics.com/
7http://www.hatteland.com/
8http://www.kivasystems.com/
15
2. Neuartige Materialflusssysteme aus Industrie und Forschung
gesetzt. Es hat einen weitaus ho¨heren Grad an Flexibilita¨t als kon-
ventionelle Lager-, Fo¨rder- und Kommissioniertechnik (Guizzo 2008).
Mobile Roboter transportieren innerhalb einer Lagerhalle Regaleinhei-
ten zum Kommissionierer. Zur Lokalisation wird eine Kombination aus
Odometrie, optischen Bodenmarken (2-D Barcodes) und Kameras ver-
wendet. Durch optische Erkennung ist eine globale Positionsbestimmung
mo¨glich, wenn der Roboter sich auf einer Bodenmarke befindet. Das
bisher gro¨ßte installierte System umfasst 500 Roboter von Staples in
Chambersburg, Pennsylvania.
2.4. Gegenu¨berstellung der verschiedenen
Materialflusssysteme
In Tabelle 2.1 wird KARIS im Vergleich zu verschiedenen neuartigen
Materialflusssystemen aus Forschung und Industrie dargestellt.
ADAM Kiva MultS. Flex KARIS
Mobile Move Fo¨rderer
Freie Navigation + - + nv +
Infrastrukturfrei - - - + +
Bildung Funktionsclustern - - - - +
Fo¨rder-/Werkzeugaufsa¨tze + - + - + - +
dezentrale Steuerung - - - + +
nv: nicht verfu¨gbar;
Tabelle 2.1.: Gegenu¨berstellung modularer, autonomer Materialfluss-
systeme
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Um ein besseres Versta¨ndnis fu¨r die exakte Problemabgrenzung zu er-
halten, werden nachfolgend die KARIS Umgebung mit ihren Objekten
und deren Einschra¨nkungen, sowie die notwendigen Abbildungsfunktio-
nen beschrieben. Zur Darstellung eines vera¨nderlichen Systems und zur
Beschreibung der daraus resultierenden Zusta¨nde werden aufbauend auf
LaValle (2006) der Zustandsraum, die Zustandsu¨bergangsfunktion und
die Aktionen sowie der dazugeho¨rige Aktionsraum definiert. Im weiteren
werden die Problemstellungen, die sich beim Aufbau einer Fo¨rderstrecke
mittels KARIS ergeben, dargestellt.
3.1. KARIS Umgebung
Zur Beschreibung eines KARIS Systems wird in Definition 1 Φ ein-
gefu¨hrt, die eine konkrete KARIS-Umgebung aller KARIS-Umgebungen
beschreibt.
Definition 1 (KARIS Umgebung). Sei Φ = (Q,S,EE,DH,SH,K,Z,
A, ψ) eine KARIS Umgebung aus allen mo¨glichen KARIS Umgebungen.
K (Karte) Q (Quellen)
S (Senken) EE (Einzelelemente)
DH (Dynamische Hindernisse) SH(Statische Hindernisse)
Z (Zustandsraum) A (Aktionen)
ψ (Zustandsu¨bergangsfunktion)
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Eine KARIS-Umgebung besteht aus folgenden Objekten: der Grundriss
des Einsatzgebiets wird durch eine Karte dargestellt. Quellen, Senken,
und statische Hindernisse sind unbewegliche Objekte. Ihre Position wird
einmalig zu Beginn, im Bezug zur Karte, festgelegt und a¨ndert sich zur
Laufzeit nicht. Einzelelemente und dynamische Hindernisse geho¨ren zur
Gruppe der beweglichen Objekte. Die konkrete Verteilung aller bewegli-
chen Objekte zu einem Zeitpunkt wird durch einen Zustand modelliert.
Die Menge aller mo¨glichen Verteilungen auf der Karte wird dann von
einem Zustandsraum beschrieben. Alle mo¨glichen Interaktionen der be-
weglichen Objekte mit ihrer Umgebung werden im Aktionsraum zusam-
mengefasst und die Zustandsu¨bergangsfunktion wird fu¨r einen konkre-
ten Zustand und eine konkrete Aktion des Folgezustandes berechnet.
Jedes Objekt befindet sich in jedem Zustand auf genau einem Punkt
der Karte. Da wir auch bewegliche Objekte betrachten, ist der Zustand
von entscheidender Bedeutung bei der Bestimmung der momentanen
Position eines Objekts.
Definition 2 (Koordinatenabbildung). Fu¨r alle Objekte O = Q ∪ S ∪
EE∪DH∪SH in Φ existiert die Abbildungsfunktion θ : O×Z → Z×Z.
Sie bildet jedes Objekt o ∈ O in einem Zustand z ∈ Z auf Koordinaten
(x, y) ab.
Unsere Definition erlaubt auch “unsinnige” KARIS-Umgebungen. Zum
Beispiel ko¨nnen sich zwei Objekte zum gleichen Zeitpunkt an der selben
Position aufhalten. In der Praxis wu¨rde das bedeuten, dass man Ein-
zelelemente “stapeln” kann. Im Folgenden sollen daher nur “sinnvolle”
KARIS-Umgebungen betrachtet werden. Hierfu¨r werden Einschra¨nkun-
gen zu den allgemeinen Definitionen formuliert. Das “Stapel”-Problem
ko¨nnen wir somit durch folgende Definition ausschließen:
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Einschra¨nkung 1. Fu¨r alle Objekte O soll weiterhin gelten o, o′ ∈
O : θ(o, z) = θ(o′, z) ⇒ o = o′. Sind zwei Objekte im gleichen Zustand
an der selben Position, handelt es sich um ein- und dasselbe Objekt,
woraus folgt, dass zwei unterschiedliche Objekte nie im gleichen Zustand
an der selben Position sein ko¨nnen.
Da die Position von statischen Objekten einmalig zu Beginn festgelegt
wird und sich danach nicht mehr a¨ndert, ko¨nnen wir den Zustand bei der
Koordinatenabbildung von statischen Objekten vernachla¨ssigen. Daraus
kann direkt Einschra¨nkung 2 abgeleitet werden.
Einschra¨nkung 2. Sei o ∈ SO = Q ∪ S ∪ SH ein statisches Objekt.
Dann gilt θ(o, z) = θ(o, z′) ∀z, z′ ∈ Z. Als Vereinfachung von θ fu¨r
statische Objekte kann angenommen werden θ : SO → Z× Z.
3.1.1. Karte
Das Einsatzgebiet wird durch eine Karte beschrieben. Dazu verwenden
wir einen Gridgraph aus befahrbaren und nicht befahrbaren Feldern,
wobei jedes Feld durch seine Koordinaten beschrieben wird. Auf be-
fahrbahren Feldern kann ein dynamisches Objekt platziert werden, nicht
befahrbare Felder sind immer durch statische Objekte belegt.
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Definition 3 (Karte). Eine Karte K = (BF,NBF ) ist in der KARIS-
Umgebung Φ wie folgt definiert:
• Jedes Feld einer Karte K ist durch sein Koordinatenpaar (x, y) ∈
(Z× Z) definiert
• BF ∈ P(Z× Z) (Befahrbare Felder)
– bf ∈ BF = {bf1, bf2, . . . , bfn} ist ein Koordinatenpaar aus
der Menge der befahrbaren Felder
• NBF ∈ P(Z× Z) (Nicht befahrbare Felder)
– nbf ∈ NBF = {nbf1, nbf2, . . . , nbfn} ist ein Koordinaten-
paar aus der Menge der nicht befahrbaren Felder
In einem Gridgraph gibt es zwei Arten von Nachbarfeldern eines Fel-
des f , und zwar die Menge NFf der acht benachbarten Felder und die
Menge DNFf ⊂ NFf der vier direkten Nachbarn. Diese seien wie folgt
definiert:
Definition 4 (Nachbarschaft). Zwei Felder f, f ′ ∈ Z× Z heißen Nach-
barfelder genau dann, wenn gilt:
f ′ ∈ NFf = {(xf + ∆x, yf + ∆y)|∀∆x, ∀∆y ∈ {−1, 0, 1}∧
(xf + ∆x, yf + ∆y) 6= (xf , yf )}
Zwei Felder f, f ′ ∈ Z×Z heißen direkte Nachbarfelder genau dann, wenn
gilt:
f ′ ∈ DNFf = {(xf + ∆x, yf + ∆y)|∀∆x, ∀∆y ∈ {−1, 0, 1}∧
(xf + ∆x, yf + ∆y) 6= (xf , yf )∧
|∆x|+ |∆y| = 1}
Ein Pfad zwischen zwei Feldern (z.B. der Pfad zwischen einer Quelle
und eine Senke) wird wie folgt definiert:
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Definition 5 (Pfad). Ein Pfad P wird durch eine Menge von befahr-
baren Feldern {p1, p2, . . . , pn} ⊆ BF definiert und hat folgende Eigen-
schaften zu erfu¨llen:
∀pi, pi+1 ∈ P : pi ∈ DNFpi+1
Ein solcher Pfad P = {p1, p2, . . . , pn} zwischen zwei Feldern f, f ′ ∈ Z×Z
existiert genau dann, wenn gilt:
p1 ∈ DNFf ∧ pn ∈ DNFf ′
Ein Pfad existiert zwar nur auf begehbaren Feldern, muss aber nicht
notwendigerweise vollsta¨ndig befahrbar sein. So ist ein Pfad nicht
vollsta¨ndig befahrbar, wenn z.B. Einzelelemente oder dynamische Hin-
dernisse auf ihm platziert sind.
Definition 6 (Blockierter Pfad). Ein Pfad P = {p1, . . . , pn} im Zu-
stand z ∈ Z heißt
• elementblockiert, wenn gilt: ∃ee ∈ EE ∧ ∃pi ∈ P : θ(ee, z) = pi
• hindernisblockiert, wenn gilt: ∃dh ∈ DH ∧ ∃pi ∈ P : θ(dh, z) = pi
• blockiert, wenn er element- oder hindernisblockiert ist
• frei oder vollsta¨ndig befahrbar, wenn er nicht blockiert ist
Eine Karte K muss nicht notwendigerweise sinnvoll sein, deshalb sind
noch folgende Einschra¨nkungen definiert:
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Einschra¨nkung 3. Fu¨r eine Karte K muss gelten:
• BF ∩ NBF = ∅ (ein Feld ist entweder befahrbar oder nicht be-
fahrbar)
• BF,NBF sind endliche Mengen
• BF 6= ∅ ∧NBF 6= ∅
• Fu¨r alle bfi, bfj ∈ BF existiert ein Pfad P zwischen bfi und bfj
oder bfj ∈ DNFbfi
In der Intralogistik bewegen wir uns immer innerhalb eines Betriebs-
gela¨ndes; daher ko¨nnen wir nachfolgende Einschra¨nkung 4 treffen, die
aussagt, dass eine Karte immer von nicht befahrbaren Feldern (i.A.
Wa¨nde, Za¨une,..) umschlossen ist. Voraussetzung dafu¨r ist, dass Ein-
schra¨nkung 3 gilt.
Einschra¨nkung 4. Fu¨r jedes bf ∈ BF existieren immer alle Nachbarn
der Menge NFbf und fu¨r alle nf ∈ NFbf gilt:
• nf ∈ BF oder
• nf ∈ NBF
3.1.2. Quellen und Senken
Quellen und Senken sind Start- bzw. Zielpunkt fu¨r Warenflu¨sse.
Definition 7 (Quellen und Senken). Seien Q alle Quellen und S alle
Senken einer KARIS-Umgebung Φ mit:
• q ∈ Q = {q1, q2, . . . , qm} sei eine Quelle der KARIS-Umgebung Φ.
• s ∈ S = {s1, s2, . . . , sn} sei eine Senke der KARIS-Umgebung Φ.
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Die Position einer Quelle bzw. Senke wird zu Beginn festgelegt und
ist nicht vera¨nderlich, daher wird sie auf nicht befahrbaren Feldern ab-
gebildet. Soll die Position der Quellen bzw. Senken vera¨ndert werden,
wird eine neue KARIS-Umgebung Φ′ erzeugt. Weiterhin mu¨ssen in jeder
KARIS-Umgebung mindestens eine Quelle und eine Senke existieren, die
u¨ber einen zula¨ssigen Pfad verbunden sind.
Einschra¨nkung 5. Fu¨r alle Quellen q ∈ Q und Senken s ∈ S muss
gelten:
• θ(q) ∈ NBF ∧ θ(s) ∈ NBF
• Q 6= ∅ ∧ S 6= ∅
• Fu¨r jede Quelle q ∈ Q existiert ein befahrbares Feld bf ∈ BF so
dass gilt: q ∈ DNFbf
• Fu¨r jede Senke s ∈ S existiert ein befahrbares Feld bf ∈ BF so
dass gilt: s ∈ DNFbf
3.1.3. Einzelelemente
Einzelelemente sind fu¨r den Transport von Gu¨tern bzw. Waren zusta¨ndig
und werden wie folgt definiert:
Definition 8 (Einzelelemente). Seien EE alle Einzelelemente einer
KARIS-Umgebung Φ mit:
• ee ∈ EE = {ee1, ee2, . . . , een} ist ein Einzelelement der KARIS-
Umgebung Φ.
Als bewegliche Objekte du¨rfen Einzelelemente nur auf befahrbaren Fel-
dern platziert werden.
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Einschra¨nkung 6. Fu¨r alle Einzelelemente ee ∈ EE gilt:
• θ(ee, z) ∈ BF
3.1.4. Dynamische Hindernisse
Bei dynamischen Hindernissen handelt es sich um bewegliche Objekte,
die den Betrieb von Einzelelementen sto¨ren. Diese ko¨nnen zum Beispiel
Personen sein, die sich durch das Einsatzgebiet bewegen, oder Paletten,
die befahrbare Felder blockieren.
Definition 9 (Dynamische Hindernisse). Seien DH alle dynamischen
Hindernisse einer KARIS-Umgebung Φ mit:
• dh ∈ DH = {dh1, dh2, . . . , dhn} ist ein dynamisches Hindernis der
KARIS-Umgebung Φ.
Die Bewegungsmuster von dynamischen Hindernissen werden nicht
na¨her spezifiziert. Sie du¨rfen jedoch nur auf befahrbaren Feldern plat-
ziert werden.
Einschra¨nkung 7. Fu¨r alle Dynamische Hindernisse dh ∈ DH gilt:
• θ(dh, z) ∈ BF
3.1.5. Statische Hindernisse
Statische Hindernisse sind alle Objekte, deren Position nicht bzw. nur
in sehr großen Absta¨nden zeitvera¨nderlich sind (dann muss eine neue
Karte erzeugt werden) und die gleichzeitig keine Quellen bzw. Senken
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sind. Statische Hindernisse ko¨nnen z.B. Wa¨nde, Za¨une, fest installierte
Regale oder Produktionsanlagen sein.
Definition 10 (Statische Hindernisse). Seien SH alle statischen Hin-
dernisse einer KARIS-Umgebung Φ mit:
• sh ∈ SH = {sh1, sh2, . . . , shn} ist ein statisches Hindernisse der
KARIS-Umgebung Φ.
Da die Position statischer Hindernisse nicht gea¨ndert wird, befinden sie
sich immer auf einem nicht befahrbaren Feld.
Einschra¨nkung 8. Fu¨r alle statischen Hindernisse sh ∈ SH gilt:
• θ(sh) ∈ NBF
3.1.6. Zustandsraum
Auf einer Karte K existieren nur |BF | Positionen, auf denen sich |EE|
Einzelelemente und |DH| dynamische Hindernisse zu in einem bestimm-
ten Zustand aufhalten ko¨nnen. Somit kann eine endliche Karte durch
einen endlichen Automaten mit
( |BF |
|EE|+|DH|
)
Zusta¨nden beschrieben wer-
den. Der entsprechende Zustandsraum ist wie folgt definiert:
Definition 11 (Zustandsraum). Sei Z ⊆ (Z × Z)|EE|+|DH| der Zu-
standsraum einer KARIS-Umgebung Φ mit:
• z ∈ Z = {z1, z2, . . . , zn} ist ein Zustand der KARIS-Umgebung Φ
• z = ((x, y)ee1 , (x, y)ee2 , . . . , (x, y)een ,
(x, y)dh1 , (x, y)dh2 , . . . , (x, y)dhk)
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Dabei sind die Koordinaten von zwei Positionen in einem Zustand je-
weils paarweise ungleich.
3.1.7. Aktionen
Um den Zustand z ∈ Z zu verlassen, mu¨ssen Einzelelemente oder dyna-
mische Hindernisse Aktionen ausfu¨hren, die im Zustand z gu¨ltig sind.
Die Menge der gu¨ltigen Aktionen fu¨r zwei Zusta¨nde z, z′ ∈ Z mit z 6= z′
muss nicht notwendigerweise disjunkt sein. Zum Beispiel ko¨nnen Be-
wegungsaktionen ha¨ufig auf mehrere Zusta¨nde angewandt werden. So
ergibt sich fu¨r Aktionen folgende Definition:
Definition 12 (Aktionen). Sei ea ∈ EA eine Einzelaktion (Aktion
eines ee) und sei A ⊆ EA|EE|+|DH| die Menge aller Aktionen einer
KARIS-Umgebung Φ mit:
• a ∈ A = {a1, a2, . . . , an} ist eine Aktion der KARIS-Umgebung Φ
• a = (eaee1 , eaee2 , . . . , eaeen , eadh1 , eadh2 , . . . , eadhk)
Dann ist GA(z) ⊆ A die Menge der gu¨ltigen Aktionen im Zustand z.
Jedes Einzelelement ee muss entsprechend einer vordefinierten Strate-
gie τ (Definition 13) entscheiden, welche Einzelaktion ea im Zustand z
sinnvoll und zula¨ssig ist. In der Regel kennt das Einzelelement ee nicht
die Positionen aller Einzelelemente und dynamischen Hindernisse und
kann z nur abscha¨tzen.
Definition 13 (Aktionsabbildung). Sei τ die Entscheidungsfunktion
τ : Z × EE → EA fu¨r eine Einzelaktion ea eines Einzelelements ee in
einem Zustand z.
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3.1.8. Zustandsu¨bergangsfunktion
Die Zustandsu¨bergangsfunktion ermo¨glicht die U¨berfu¨hrung von einem
Zustand z in einen Folgezustand z′ unter Verwendung von Aktion a
Definition 14 (Zustandsu¨bergangsfunktion). Sei ψ : Z × A → Z die
Zustandsu¨bergangsfunktion. So ist ψ(z, a) = z′ mit z, z′ ∈ Z und a ∈
GA.
Eine Bewegung kann durch eine Folge von gu¨ltigen Aktionen beginnend
in einem Anfangszustand z0 ∈ Z wie folgt beschrieben werden:
Definition 15 (Zustandsfolge). Seien pin = (a1, a2, . . . , an) eine Folge
von n Aktionen und z0 ∈ Z ein Anfangszustand. Mit Hilfe der Zu-
standsu¨bergangsfunktion ψ la¨sst sich aus pin und z0 die Zustandsfolge
(z0, z1, . . . , zn) ableiten.
3.2. Problemstellungen
Der Aufbau einer Fo¨rderstrecke fu¨hrt zu mehreren Fragestellungen,
die im Folgenden beschrieben werden. Hierzu sind weitere Definitio-
nen fu¨r Kosten, Optimalita¨t sowie die Definition einer Fo¨rderstrecke
einzufu¨hren.
3.2.1. Bewegungsproblem
Als erstes wird das Bewegungsproblem fu¨r ein Einzelelemente auf ei-
ner beliebigen Karte formuliert. Dazu wird ein Anfangszustand z0 und
ein Endzustand zn definiert. Eine Zustandsfolge ist gu¨ltig, wenn das
Einzelelement die gewu¨nschte Startposition z0 einnimmt und nach der
Aktionsfolge pin den gu¨ltigen Endzustand zn erreicht.
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Problemstellung (Bewegungsproblem). Gesucht: eine gu¨ltige Akti-
onsfolge pin, deren abgeleitete Zustandsfolge (z1, z2, . . . , zn, zn+1) fol-
gende Eigenschaften hat:
• z0 ∈ ZA der erste Zustand ist ein gu¨ltiger Anfangszustand
• zn ∈ ZE der letzte Zustand ist ein gu¨ltiger Endzustand
3.2.2. Kostenfunktion
Meistens werden Pfade mit bestimmten Eigenschaften gesucht, wie zum
Beispiel der ku¨rzeste Weg zwischen der Start- und Endposition. Eine
Mo¨glichkeit zur Bewertung von Aktionsfolgen ist die Bewertung jeder
einzelnen Aktion durch eine Kostenfunktion.
Definition 16 (Kostenfunktion). Sei c(z, a) mit z ∈ Z und a ∈ GA(z)
die Kostenfunktion fu¨r eine Aktion im Zustand z.
Außerdem ko¨nnen Strafkosten definiert werden, falls eine Aktionsfolge
nicht in einem gewu¨nschten Endzustand endet.
Definition 17 (Strafkostenfunktion). Die Funktion
cS(z) =
{
0, z ∈ ZE
∞, z 6∈ ZE
berechnet die Strafkosten fu¨r einen Zustand, der nicht in der Menge der
Endzusta¨nde ZE liegt.
Somit kann die allgemeine Kostenfunktion C, die eine beliebige Akti-
onsfolge bewertet, definiert werden.
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Definition 18 (Allgemeine Kostenfunktion). Die Funktion
C(pin) =
n∑
i=0
c(zi, ai+1) + cS(zn)
berechnet die Kosten fu¨r alle Aktionen der Aktionsfolge pin =
(a1, . . . , an).
Eine Lo¨sung wird als optimal angesehen, wenn folgende Bedingung
erfu¨llt ist:
Definition 19 (Optimalita¨t). Eine Lo¨sung bzw. Aktionsfolge pi heißt
optimal genau dann, wenn gilt:
@pi′ : C(pi′) < C(pi)
Beispiel: Ku¨rzester Pfad
Der zuru¨ckgelegte Pfad eines Einzelelements ee verla¨ngert sich jedes
mal, wenn dieses Einzelelement eine Bewegungsaktion ausfu¨hrt. Damit
kann die Kostenfunktion fu¨r eine Aktion wie folgt definiert werden:
c(z, a) =
{
1 ee fu¨hrt eine Bewegungsaktion aus
0 sonst
Außerdem werden Strafkosten addiert, falls der erste Zustand kein An-
fangszustand ist oder der letzte Zustand kein Endzustand. Damit gilt
auch hier die Aussage: es gibt keinen ku¨rzeren Pfad als pi genau dann,
wenn gilt @pi′ : C(pi′) < C(pi).
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3.2.3. Fo¨rderstrecke
Eine Gruppe von Einzelelementen kann einen Stetigfo¨rderer zwischen
einer Quelle und einer Senke aufbauen. Dazu muss mindestens ein Pfad
zwischen der Quelle und der Senke mit Einzelelementen u¨berdeckt wer-
den.
Definition 20 (Fo¨rderstrecke). Ein Pfad P im Zustand z ∈ Z heißt
Fo¨rderstrecke genau dann, wenn fu¨r alle p ∈ P ein Einzelelement ee ∈
EE existiert, fu¨r das gilt θ(ee, z) = p.
Dies fu¨hrt zur eigentlichen Problemstellung: existiert eine Aktionsfolge
pi fu¨r eine Gruppe von Einzelelementen, um aus einem Anfangszustand
z0 heraus eine Fo¨rderstrecke zwischen einer Quelle q und einer Senke s
aufzubauen?
Problemstellung (Aufbau Fo¨rderstrecke). Sei z0 ∈ Z ein Anfangszu-
stand, q ∈ Q eine Quelle und s ∈ S eine Senke. Suche ein pin so dass in
zn eine Fo¨rderstrecke zwischen s und q existiert.
3.2.4. Entscheidung der Folgeaktion
In der Praxis ist die Berechnung von pi auf großen Karten sehr
aufwa¨ndig. Außerdem ist es nicht sinnvoll, fu¨r jeden Anfangszustand
z0 ∈ Z eine Aktionsfolge pi zu berechnen. Es reicht aus, fu¨r einen Zu-
stand z ∈ Z die Aktion a ∈ GA zu kennen, die am meisten zur Pro-
blemlo¨sung betra¨gt.
KARIS ist jedoch ein dezentrales System, in dem jedes ee ∈ EE
selbststa¨ndig eine Entscheidung treffen muss und nicht notwendigerwei-
se den exakten Zustand des Gesamtsystems kennt. Somit beno¨tigt man
eine mo¨glichst gute Entscheidungsstrategie τ , so dass die Summe der
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Einzelentscheidungen aller Einzelelemente (τ(z0, ee1), τ(z0, ee2), . . . ,
τ(z0, een)) vereinigt mit den Aktionen der dynamischen Hindernisse
(eadh1 , eadh2 , . . . , eadhk) genau so gut oder nur minimal schlechter ist
als die beste Aktion a ∈ GA(z0).
Problemstellung (Entscheidung der Folgeaktion). Sei q ∈ Q eine
Quelle und s ∈ S eine Senke in Φ. Weiterhin existiert mindestens ein
Pfad P zwischen q und s. Gesucht ist eine Entscheidungsfunktion τ ,
die fu¨r einen beliebigen Anfangszustand z0 ∈ Z eine Aktionsfolge pin
erzeugt, so dass in zn eine Fo¨rderstrecke zwischen s und q existiert mit
pin = (a1, a2, . . . , an) wobei jede Aktion a wie folgt aufgebaut ist.
ai = (eaee1 , eaee2 , . . . , eaeen , eadh1 , eadh2 , . . . , eadhk)
= (τ(zi−1, ee1), τ(zi−1, ee2), . . . , τ(zi−1, een), eadh1 , eadh2 , . . . , eadhk)
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4. Grundlegende Algorithmen
zum Aufbau einer
Fo¨rderstrecke
In Kapitel 4 werden Verfahrensweisen und Algorithmen vorgestellt, die
heute in verschiedenen Bereichen der Pfadplanung und der Erkundung
von unbekannten Gebieten, z.B. in der Robotik, Touren- und Routen-
planung oder der Planung von Netzen, verwendet werden. Die im An-
schluss vorgestellten reaktiven Verfahren werden vorwiegend im Bereich
der Robotik eingesetzt.
4.1. Verfahren zur Pfadsuche
Die im Folgenden beschriebenen zentralen Suchalgorithmen liefern stets
den optimalen Pfad zwischen zwei Knoten, sofern dieser existiert. Bei
dem Problem der ku¨rzesten Pfade ist ein gewichteter, gerichteter Graph
G = (V,E) mit einer Gewichtsfunktion w : E → R gegeben. Das Ge-
wicht eines Pfades p = 〈v0, v1, ..., vk〉 ist aus den Einzelgewichten der
Kanten zusammengesetzt, also
w =
k∑
i=1
w(vi-1, vi) .
Das Gewicht des ku¨rzesten Pfades von u nach v sei definiert durch:
δ(u, v) =
{
min
{
w(p) : u
p→ v
}
, kein Pfad von u nach v existiert
∞, sonst
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Die Darstellung der Graphen erfolgt durch Adjazenzlisten. Dabei wird
ein Graph durch das Feld Adj dargestellt, das fu¨r jeden Knoten u ∈ V
eine Liste entha¨lt. Jede dieser Listen Adj[u] entha¨lt alle Knoten v, fu¨r
die eine Kante (u, v) ∈ E existiert. (Cormen, Leiserson, Rivest und Stein
2004)
4.1.1. Tiefensuche
Die Tiefensuche geht man stets so tief in einen Teilgrafen bis dessen
Ende erreicht ist. Dabei werden genau die Kanten des zuletzt entdeck-
ten Knotens untersucht, der noch unentdeckte Kanten entha¨lt. Falls alle
Kanten eines Knotens u untersucht wurden, so kehrt die Suche zuru¨ck
zu dem Knoten von dem aus u erreicht wurde. Dies wird solange fort-
gesetzt, bis alle vom Startknoten aus erreichbaren Kanten verfolgt und
alle Knoten entdeckt wurden. Das Vorga¨ngerattribut pi[v] des Knotens v
wird bei dessen Entdeckung auf den entsprechenden Vorga¨nger gesetzt.
Um den Zustand der Knoten zu markieren, werden diese wa¨hrend der
Suche gefa¨rbt. Jeder anfangs weiß gefa¨rbte Knoten wird grau, sobald er
entdeckt wird, und schwarz, sobald er abgearbeitet wurde. (Cormen et
al. 2004)
Algorithmus 1: Tiefensuche
Eingabe : Graph G
1 forall the Knoten u ∈ V [G] do
// Initialisierung:
2 farbe[u] ← weiss // Knoten ist unbesucht
3 pi[u] ← nil // Knoten hat keinen Vorga¨nger
4 forall the Knoten u ∈ V [G] do
// besuche alle unbesuchten Knoten
5 if farbe[u] = weiss then
6 DFSVisit(u)
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Funktion Tiefensuche - DFSVisit(u)
1 farbe[u] ← grau // Ein weißer Knoten u wurde entdeckt
// Verfolge Kante (u, v)
2 forall the v ∈ Adj[u] do
3 if farbe[v] = weiss then
4 pi[v]← u
// rekursive Abarbeitung weißer Knoten in die
Tiefe
5 DFSVisit(v)
6 farbe[u] ← schwarz // u ist abgearbeitet
4.1.2. Breitensuche
Die Breitensuche erkundet einen Graphen von einem Startknoten s aus-
gehend. Dabei breitet sich die Tiefe der besuchten Knoten gleichma¨ßig
aus. Bevor also ein Knoten mit der Tiefe n+ 1 untersucht wird, werden
zuerst alle Knoten der Tiefe n untersucht. Die Tiefe eines Knotens u, also
die Distanz vom Startknoten s zu u, wird in d[u] gespeichert. Die Menge
der gerade entdeckten grauen Knoten, die die Front zwischen entdeckten
und unentdeckten Knoten bilden, werden in der FiFo-Warteschlange Q
abgelegt. (Cormen et al. 2004)
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Algorithmus 2: Breitensuche
Eingabe : Graph G, Startknoten s
// Initialisierung
1 forall the Knoten u ∈ V [G]− s do
2 farbe[u] ← weiss
3 d[u]←∞
4 pi[u]← nil
// Startknoten wird bearbeitet
5 farbe[s] ← grau; d[s]← 0 ; pi[s]← nil; Q← ∅
6 Enqueue(Q,s)
7 while Q 6= ∅ do
8 u← Dequeue(Q)
// Alle von u erreichbaren unbesuchten Knoten
besuchen
9 forall the v ∈ Adj[u] do
10 if farbe[v] = weiss then
11 farbe[v] ← grau
12 d[v]← d[u] + 1
13 pi[v]← u
// Knoten einer Ebene tiefer werden
eingereiht
14 Enqueue(Q,s)
15 farbe[u] ← schwarz
16 farbe[u] ← schwarz
4.1.3. Bellman-Ford
Der Bellman-Ford-Algorithmus berechnet die ku¨rzesten Pfade von ei-
nem Startknoten aus - auch fu¨r Graphen mit negativen Kantengewich-
ten. Er gibt fu¨r einen gerichteten Graphen G = (V,E) mit einem Start-
knoten s und einer Gewichtsfunktion w : E ← R einen boolschen Wert
zuru¨ck, der zeigt, ob der Graph einen Zyklus mit negativem Gewicht
entha¨lt. Falls dies nicht der Fall ist, bestimmt der Algorithmus die
ku¨rzesten Pfade und ihre Gewichte.
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Der Bellman-Ford-Algorithmus sowie der Dijkstra-Algorithmus benut-
zen beide die Funktionen Initialize-Single-Source(G, s) und Relax(u, v, w).
Mit der Initialisierung werden die Entfernungen aller Knoten - außer
dem Startknoten, dessen Entfernung zu sich selbst Null ist - auf ∞ und
alle Vorga¨nger auf Null gesetzt.
Funktion InitializeSingleSource(G,s)
Eingabe : Graph G, Startknoten s
1 forall the Knoten v ∈ V [G] do
2 d[v]←∞ // Entfernung zum Startknoten
3 pi[v]← Null // Vorga¨ngervariable
4 d[s]← 0 // Startknoten-Startknoten-Entfernung
Durch die Relaxation wird gepru¨ft, ob der bisher gefundene Pfad noch
verbessert werden kann, indem der Weg u¨ber u gewa¨hlt wird. Beim
Bellman-Ford-Algorithmus wird jede Kante mehrmals relaxiert, beim
Dijkstra-Algorithmus lediglich einmal.
Funktion Relax(u, v, w)
Eingabe : Knoten u, Knoten v, Gewichtungsfunktion w
// Weg u¨ber u nach v ist ku¨rzer als bisheriger
1 if d[v] > d[u] + w(u, v) then
2 d[v]← d[u] + w(u, v) // Aktualisierung der Kosten
3 pi[v]← u // Aktualisierung des Vorga¨ngers
Der Bellman-Ford-Algorithmus relaxiert wa¨hrend jedes Durchlaufes alle
Kanten des Graphen. Nach |V |−1 Durchla¨ufen ist gewa¨hrleistet, dass fu¨r
alle von s erreichbaren Knoten die ku¨rzesten Pfade zueinander berechnet
wurden. (Cormen et al. 2004)
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Algorithmus 3: Bellman-Ford
Eingabe : Graph G, Gewichtungsfunktion w, Startknoten s
1 InitializeSingleSource(G, s)
2 for i← 1 to |V [G]| − 1 do
3 forall the Kanten (u, v) ∈ E[G] do
4 Relax(u,v,w)
// Pru¨fung ob Zyklen mit nichtnegativem Gewicht
existieren
5 forall the Kanten (u, v) ∈ E[G] do
6 if d[v] > d[u] + w(u, v) then
7 return Falsch
8 return Wahr
4.1.4. Best-First-Search
Bei dem heuristischen Best-First-Search-Algorithmus handelt es sich um
einen Vorla¨ufer von A* und um eine Variante der Breitensuche. Im Ge-
gensatz zur Breitensuche wird stets der Weg gewa¨hlt, der durch eine
Heuristik am besten bewertet wurde. Der Unterschied zu A* besteht
darin, dass die bisherigen Kosten keine Rolle spielen. Wie bei A* wird
die offene Liste als Priorita¨tswarteschlange implementiert. (La¨mmel und
Cleve 2008)
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Algorithmus 4: Best-First-Search
1 while listOpen 6= Null do
2 v ← listOpen.Dequeue()
3 forall the w ∈ Adj[v] do
4 if w /∈ listOpen then
5 SetHeuristic(w)
6 pi[w]← v
7 listOpen.Enqueue(w)
8 else
// neuer Pfad gu¨nstiger
9 if w.hScore > v.hScore + costsPerMove then
10 pi[w] ← v
11 return Wahr
4.1.5. Dijkstra
Bei dem Dijkstra-Algorithmus handelt es sich um ein uninformiertes
Suchverfahren fu¨r Graphen mit nicht negativ gewichteten Kanten. Da
er stets die Kanten mit der kleinsten kumulierten Distanz verfolgt, la¨sst
er sich den Greedy-Algorithmen zuordnen, obwohl er - im Gegensatz
zu anderen Greedy-Algorithmen, die nicht immer optimale Ergebnisse
liefern - tatsa¨chlich immer die ku¨rzesten Pfade berechnet.
Dijkstra verwaltet die Knoten in der Menge S und der Min-Priorita¨ts-
warteschlange Q. S entha¨lt die Knoten, deren ku¨rzeste Pfade zum Start-
knoten s bereits bestimmt wurden. Der Algorithmus wa¨hlt in jedem
Durchlauf den Knoten mit der geringsten Scha¨tzung aus Q = V −S (Di-
jkstra, Zeile 5). Nachdem dieser Knoten anschließend zu S hinzugefu¨gt
wurde (Dijkstra, Zeile 6), werden alle von ihm ausgehenden Kanten re-
laxiert (Dijkstra, Zeile 8). (Cormen et al. 2004)
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Algorithmus 5: Dijkstra
Eingabe : Graph G, Gewichtungsfunktion w, Startknoten s
// siehe Funktion InitializeSingleSource
1 InitializeSingleSource(G,s)
2 S ← ∅
3 Q← V [G]
4 while Q 6= ∅ do
5 u← ExtractMin(Q)
6 S ← S ∪ {u}
// alle von u ausgehenden Kanten
7 forall the Knoten v ∈ Adj[u] do
// siehe Funktion Relax
8 Relax(u,v,w)
4.1.6. A*
Der Algorithmus A* ist eine Erweiterung des Dijkstra-Algorithmus um
eine Heuristik. Die Berechnung der Pfadkosten fu¨r einen Knoten n er-
folgt durch die Addition der Kosten fu¨r den bisher zuru¨ckgelegten Weg
g(n) und den gescha¨tzten Kosten h(n) zum Ziel.
Fu¨r die Pfadkosten gilt somit:
f(n) = g(n) + h(n).
Die zuru¨ckgelegten Kosten pro Bewegungsschritt ko¨nnen sich je nach
Pfadkosten (Terrain, priorisierte Fla¨chen) oder Bewegungsrichtung
unterscheiden. Die Scha¨tzkosten h(n) sind von der Wahl der Me-
trik abha¨ngig und sollten das Problem stehst unterscha¨tzen. Eine
U¨berscha¨tzung der Kosten kann eine nicht optimalen Pfad zu Folge
haben.
A* legt die noch zu bearbeitenden Knoten in einer sog. “offenen Liste”
ab. Diese Knoten sind noch ungepru¨ft. In der sog. “geschlossenen Liste”
werden die Knoten abgelegt, die bereits vollsta¨ndig bearbeitet wurden.
(Jones 2009)
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Der A*-Algorithmus fu¨gt zu Beginn den Startknoten der offenen Liste
hinzu (A*, Zeile 1). In den anschließenden Iterationen wird jeweils der
Knoten mit den geringsten Pfadkosten f(n) aus der offenen Liste ent-
nommen (A*, Zeile 2). Dieser Knoten wird im folgenden als aktueller
Knoten bezeichnet. Falls er bereits den Zielknoten darstellt, ist der Pfad
gefunden (A*, Zeile 4). Da dieser Knoten in den nun folgenden Schritten
abgearbeitet wird, kann er in die geschlossene Liste verschoben werden
(A*, Zeile 5). Ab (A*, Zeile 6) werden schrittweise alle Nachbarn des
aktuellen Knotens abgearbeitet. Dabei wird zwischen folgenden Situa-
tionen unterschieden:
1. Der Nachbarknoten befindet sich bereits in der geschlossenen Liste
(d.h. er wurde schon abgearbeitet) oder er ist nicht begehbar, weil er
beispielsweise ein Hindernis darstellt. In diesen Situationen kann der
Nachbarknoten ignoriert und zum Na¨chsten u¨bergegangen werden (A*,
Zeile 7).
2. Der Nachbarknoten befindet sich noch nicht in der offenen Liste. Dies
bedeutet, dass dieser Knoten noch nicht entdeckt wurde und noch abge-
arbeitet werden muss. Deshalb wird er in die offene Liste eingefu¨gt(A*,
Zeile 10) und seine gescha¨tzten Kosten h werden aktualisiert (A*, Zeile
11).
3. Der Nachbarknoten befindet sich bereits in der offenen Liste. Somit
wurde er bereits u¨ber einen anderen Pfad entdeckt und seine Scha¨tzkos-
ten wurden bereits berechnet. Nun muss noch u¨berpru¨ft werden, ob es
sich bei dem Weg u¨ber den aktuellen Knoten um einen besseren Pfad
handelt. Diese Bewertung findet u¨ber die bereits zuru¨ckgelegten Kosten
g statt. Falls der Pfad u¨ber den aktuellen Knoten gu¨nstiger ist, werden
das Vorga¨ngerattribut pi des Nachbarknotens auf den aktuellen Knoten
gesetzt (A*, Zeile 14) und die Kosten g aktualisiert (A*, Zeile 15).
Falls der offenen Liste alle Elemente entnommen wurden, ohne den Ziel-
knoten zu finden, ist dieser nicht vom Startknoten aus erreichbar und
der Algorithmus wird beendet (A*, Zeile 16).
Der wesentliche Nachteil des A*-Algorithmus ist dessen hoher Speicher-
verbrauch. Dieser liegt bei O (bd), wobei b den Verzweigungsfaktor und
d die Baumtiefe darstellt. (Hart et al. 1968)
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Algorithmus 6: A*
// Fu¨ge Startknoten der offenen Liste hinzu
1 openList.Enqueue(startNode, 0) while openList 6= ∅ do
// Knoten mit geringsten Pfadkosten
2 currentNode ← openList.RemoveMin()
3 if currentNode = goalNode then
4 return Pfad gefunden
5 closedList.Add(currentNode) // ClossedList
bearbeitet
6 for every neighborNode of currentNode do
7 if neighborNode ∈ closedList or nicht begehbar then
8 ignoriere neighborNode
9 if neighborNode /∈ openList then
10 openList.Enqueue(neighborNode)
11 hScore(neighborNode) ←
Heuristic(neighborNode, goal)
12 if neighborNode ∈ openList then
13 if neighborNode.GScore() ¿
currentNode.GScore() + costsPerMove then
14 pi[neighborNode ] ← currentNode
15 neighborNode.GScore() ←
currentNode.GScore()
16 return Kein Pfad gefunden
4.1.7. IDA* (Iterative-Deepening A*)
IDA* ist ein von Richard E. Korf entwickelter heuristischer Tiefen-
suchalgorithmus (Korf 1985). Um den Speicherbedarf im Vergleich zu
A* zu reduzieren, berechnet IDA* den Suchpfad in kleineren Schrit-
ten. Er verwendet die gleiche Knotenbewertungsfunktion f(n) wie A*.
Anders als beim iterativen Tiefensuchalgorithmus, ist bei ihm jedoch
nicht die Tiefe entscheidend fu¨r weitere Expansionen, sondern der Wert
der Bewertungsfunktion f(n). Sobald diese einen festgelegten Grenz-
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wert u¨berschreitet, wird die Expansion beendet. Dieser Grenzwert liegt
bei den gescha¨tzten Kosten des Startknotens, denn fu¨r den Startknoten
gilt f(n) = h(n), da g(n) = 0. Nun wird die Suche fortgesetzt, bis ei-
ne Lo¨sung unterhalb des Grenzwertes gefunden ist oder bis festgestellt
wird, dass keine Lo¨sung gefunden werden kann. Falls keine Lo¨sung ge-
funden wurde, wird die Grenze um eins erho¨ht und die Suche fortgefu¨hrt.
Durch diese Vorgehensweise wird der Speicherbedarf im Vergleich zu A*
deutlich reduziert.
Hauptvorteil von IDA* gegenu¨ber A* ist der deutlich reduzierte
Speicherbedarf auf O (b · d), durch die redundante Knotenexpansionen
entsteht jedoch ein zeitlicher Mehraufwand.
4.1.8. LPA* (Lifelong Planning A*)
Beim LPA*-Algorithmus handelt es sich um eine inkrementelle A*-
Variante. Er berechnet den gleichen (optimalen) Pfad wie A*, ist jedoch
in vielen Situationen deutlich effizienter (Koenig und Likhachev 2002b).
Anstatt bei einer A¨nderung der Suchumgebung komplett von vorne zu
beginnen, nutzt LPA* die Ergebnisse aus vorherigen Suchdurchla¨ufen.
Zuna¨chst berechnet LPA* einen zu A* identischen Pfad vom Start- zum
Zielknoten. Treten dann A¨nderungen auf, bezieht LPA* den Initialpfad
bei der Neuberechnung wieder mit ein. Um Kostena¨nderungen festzu-
stellen, nutzt der Algorithmus zusa¨tzlich zu den, auch in A* genutzten,
G- und H-Werten die rhs-Werte (Koenig et al. 2004). Diese lassen sich
wie folgt ermitteln:
rhs(s) =
{
0, falls s = sstart
mins′∈Pred(s)(g(s′) + c(s′, s)), sonst
Hierbei bezeichnet 0 < c(s′, s) ≤ ∞ die Kosten fu¨r eine Bewegung
vom Knoten s zum Knoten s′ ∈ Succ(s). Die rhs-Werte sind ein auf
die G-Werte basierender Vorgriff und dadurch potentiell besser infor-
miert als diese. Falls die G-Werte eines Knotens mit dessen rhs-Werten
u¨bereinstimmen, heißt dieser lokal konsistent, ansonsten lokal inkonsis-
tent. Falls sich die Kosten einiger Knoten a¨ndern, macht LPA* nicht
alle Knoten lokal konsistent, sondern nur diejenigen, die fu¨r die Be-
rechnung des ku¨rzesten Pfades von Bedeutung sind. Die Ermittlung der
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relevanten Knoten erfolgt mit Hilfe von Heuristiken. Lokal inkonsisten-
te Knoten - deren g-Werte also aktualisiert werden mu¨ssen - werden in
einer Priorita¨tswarteschlange gehalten. Der Schlu¨ssel der Knoten setzt
sich dabei aus folgendem Vektor zusammen: k(s) = [k1(s); k2(s)] mit
k1(s) = min(g(s), rhs(s)) + h(s, sgoal) und k2(s) = min(g(s), rhs(s)).
Bei der Initialisierung (LPA*, Zeile 1 bis LPA*, Zeile 5) werden alle g-
und rhs-Werte auf ∞ gesetzt, mit Ausnahme des rhs-Werts des Start-
knotens, der auf Null gesetzt wird. Da der Startknoten damit inkonsis-
tent ist, wird er in die Priorita¨tswarteschlange eingefu¨gt (LPA*, Zeile
5). Mit dem ersten Aufruf von ComputeShortestPath() wird durch die
Initialisierung eine zu A* identische Suche durchgefu¨hrt. Anschließend
wartet LPA* auf A¨nderungen der Knotenkosten. Falls eine A¨nderung
auftritt, werden zuerst die Kosten des verursachenden Knotens (LPA*,
Zeile 10) und dann mit Aufruf von UpdateVertex() (LPA*, Zeile 11) die
rhs-Werte und die Schlu¨ssel der beeintra¨chtigten Knoten aktualisiert.
(Koenig et al. 2004)
Algorithmus 7: Lifelong Planning A*
1 U ← ∅ forall the s ∈ S do
2 rhs(s) ← g(s)←∞
3 rhs(sstart) ← 0
4 U.Insert(sstart)
5 CalculateKey(sstart)
6 repeat
7 ComputeShortestPath()
8 Wait for changes in edge costs
9 forall the directed edges (u, v) with changed edge costs do
10 Update the edge cost c(u, v)
11 UpdateVertex(v)
12 until Falsch
ComputeShortestPath() expandiert fortlaufend mit lokal inkonsisten-
ten Knoten in der Reihenfolge ihrer Priorita¨t bis sgoal lokal konsistent
ist und der als na¨chstes zu expandierende Knoten nicht kleiner als der
Schlu¨ssel von sgoal ist. Falls nach der Suche g(sgoal) = ∞ gilt, so exis-
tiert kein Pfad von sstart zu sgoal, ansonsten kann der Pfad von sstart
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zu sgoal zuru¨ckverfolgt werden. Dabei wird bei sgoal begonnen und suk-
zessive ein Vorga¨nger s′ gewa¨hlt, so dass g(s′) + c(s′, s) minimiert wird,
bis sstart erreicht ist. (Koenig et al. 2004)
Funktion ComputeShortestPath
1 while U.TopKey()< CalculateKey(sgoal) or rhs(sgoal 6=
g( sgoal)) do
2 u← U.Pop()
// lokal u¨berkonsistente Knoten
3 if g(u) > rhs(u) then
4 g(u)← rhs(u) // Knoten wird konsistent
5 forall the s ∈ Succ(u) do
6 UpdateVertex(s)
7 else
// lokal unterkonsistente Knoten
8 g(u)←∞ // Knoten wird konsistent oder
u¨berkonsistent
9 forall the s ∈ Succ(u) ∪ u do
10 UpdateVertex(s)
Funktion UpdateVertex(u)
1 if u 6= sstart then
2 rhs(u) ← mins′ ∈Pred(u)(g(s′) + c(s′, u))
3 if u ∈ U then
4 U.Remove(u)
5 if g(u) 6= rhs(u) then
6 U.Insert(u,CalculateKey(u))
Funktion CalculateKey(s)
1 return [ min(g(s), rhs(s))+h(s, sgoal); min(g(s), rhs(s)) ]
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4.1.9. D*
D* wird gleichzeitig auch als Stentz’s Algorithmus (Stentz 1994) be-
zeichnet, es ist die von Tony Stentz auf dynamische Umgebungen ange-
passte Variante von A*. Wie LPA* kann auch D* mit sich a¨ndernden
Umgebungen wa¨hrend oder nach der Expansion umgehen, ohne - wie
dies bei A* der Fall wa¨re - sich selbst von der aktuellen Position aus
neu ausfu¨hren zu mu¨ssen. D* beru¨cksichtigt dynamische A¨nderungen in
Abha¨ngigkeit der neuen Informationen, die sich beispielsweise durch die
Bewegung eines im Wahrnehmungsfeld1 beschra¨nkten Agenten erschlie-
ßen.
D* fu¨hrt die Suche im ersten Schritt ru¨ckwa¨rts mit dem anfangs be-
kannten Wissen u¨ber die Umgebung durch, also vom Ziel- zum Start-
knoten. Dadurch verweist jeder expandierte Knoten auf den na¨chsten
zum Ziel fu¨hrenden Knoten und kennt die Kosten zum Ziel. Die Expan-
sion verla¨uft wie bei A* und der Algorithmus kann ebenso abgebrochen
werden falls die offene Liste leer ist - also kein Pfad existiert - oder
der Startknoten expandiert und somit auch der Pfad gefunden wurde.
Da dem Algorithmus noch nicht alle Hindernisse bekannt sind, bezeich-
net man den in diesem ersten Schritt gefundenen Pfad als optimistisch
optimal.
Falls bei der Verfolgung des Pfades durch neue Umgebungsinformatio-
nen eine Blockade auftritt, werden die Pfadkosten modifiziert, bis wieder
ein (evtl. optimistisch-)optimaler Pfad, um das Hindernis herum gefun-
den ist.
Zur Behandlung auftretender Blockaden werden die Knoten in der offe-
nen Liste wie folgt unterschieden:
• Raise-Knoten: von der Blockade betroffene Knoten die erho¨hte
Pfadkosten u¨bermitteln und dadurch den Pfad um das Hindernis
herum unattraktiv machen.
• Lower-Knoten: Knoten die die Kosten in ihrer Umgebung falls
mo¨glich senken. Diese Knoten verhindern, dass andere Punkte be-
trachtet werden mu¨ssen.
Diese Knoten ermo¨glichen eine ausschließliche Bearbeitung der Knoten,
die wirklich von einer Kostena¨nderung betroffen sind.
1Bereich der durch Agent erkennbar ist.
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Falls eine weitere Blockade auftritt, wird kein Nachbar eine neue Route
zum Ziel finden, weshalb diese ihre Kostenerho¨hung weitergeben.
4.1.10. D*Lite
Beim Algorithmus D*Lite handelt es sich um eine auf LPA* aufbauende
Weiterentwicklung von Koenig und Likhachev (2002a). Er nutzt wie
LPA* eine Priorita¨tswarteschlange zur Verwaltung lokal inkonsistenter
Knoten. Die initialen Kosten jeder Kante betragen zu Beginn eins und
werden zu ∞ falls die Kante nicht traversierbar ist. Im Gegensatz zu
LPA* sucht D*-Lite in umgekehrter Richtung, also vom Zielknoten zum
Startknoten, weshalb die G-Werte keine Start- sondern Zieldistanzen
darstellen.
Beim D*Lite-Algorithmus werden bei einer Pfad-Neuberechnung nur die
Knoten neu berechnet, deren Zieldistanzen sich gea¨ndert haben und die
fu¨r den ku¨rzesten Pfad relevant sind. Die Schwierigkeit besteht beim
D*Lite-Algorithmus darin, diese Knoten effizient zu bestimmen. D*Lite
berechnet wiederholt den Weg zwischen aktuellem Startknoten - z.B.
der aktuellen Roboterposition - und dem Zielknoten.
Falls eine Roboterbewegung entlang des durch D*Lite-ComputeShortest-
Path() berechneten Pfades zu A¨nderungen der Pfadkosten fu¨hrt, werden
ab (D*Lite, Zeile 5) die Priorita¨ten der Kanten neu berechnet und in
der Priorita¨tswarteschlange aktualisiert. Da die Aktualisierung der Prio-
rita¨tswarteschlange - insbesondere bei einer großen Anzahl von enthalte-
nen Elementen - teuer ist, wird versucht eine Neuanordnung zu verhin-
dern, wenn diese nicht zwingend notwendig ist. D*Lite nutzt dafu¨r Prio-
rita¨ten, die untere Schranken fu¨r die von LPA* genutzten Priorita¨ten
der entsprechenden Knoten sind. Hierbei werden folgende Bedingungen
an die Heuristik gestellt (∀s, s′, s′′ ∈ S):
h(s, s′) ≥ 0
h(s, s′) ≥ c∗(s, s′)
h(s, s′′) ≥ h(s, s′) + h(s′, s′′)
Dabei entspricht c∗(s, s′) den Kosten des ku¨rzesten Pfades von s ∈ S zu
s′ ∈ S.
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Nach einer Bewegung vom Knoten s zu einem Knoten s’ und der Er-
kennung einer Kostena¨nderung kann das erste Element der Priorita¨ten
maximal um h(s, s′) verringert worden sein. Um nun die untere Schran-
ke aufrechtzuerhalten muss D*Lite h(s, s′) von dem jeweils ersten Ele-
ment aller Knoten in der Priorita¨tswarteschlange abziehen. Da sich die
Reihenfolge der Priorita¨ten hierdurch nicht a¨ndert, eru¨brigt sich eine
Neusortierung der Priorita¨tswarteschlange.
Algorithmus 8: D*Lite
1 slast ← sstart U ← ∅ km ← 0 forall the s ∈ S do
2 rhs(s) ← g(s)←∞
3 rhs(sgoal) ← 0 U.Insert(sgoal, CalculateKey(sgoal))
ComputeShortestPath() while sstart 6= sgoal do
4 if g(sstart) then
// there is no known path
5 sstart ← arg mins′ ∈ Succ(sstart)(c( sstart,s’)+g(s’)) Move to
sstart Scan graph for changed edge costs if any edge cost
changed then
6 km ← km + h(slast, sstart) slast ← sstart forall the
directed edges (u, v) with changed edge costs do
7 Update the edge cost c(u, v) UpdateVertex(u)
8 ComputeShortestPath()
Wenn nun Priorita¨ten neu berechnet werden, sind deren erste Elemen-
te im Vergleich zu den Elementen in der Priorita¨tswarteschlange um
h(s, s′) zu gering, weshalb bei jeder Kostena¨nderung zum ersten Ele-
ment der Wert von h(s, s′) hinzuaddiert wird (D*Lite-CalculateKeys,
Zeile 1). Falls nach einer Bewegung eine Kostena¨nderung auftritt, wird
dieser Wert jeweils wieder um den aktuellen Wert von h(s, s′) erho¨ht
(D*Lite, Zeile 6). Die Priorita¨tswarteschlange muss somit nicht neu
sortiert werden, allerdings stellen die Priorita¨ten im Vergleich zu de-
nen von LPA* untere Schranken dar. Dies wird durch A¨nderungen
in D*Lite-ComputeShortesstPath() (im Vergleich zu LPA*) kompen-
siert. Noch bevor der Knoten u aus der Priorita¨tswarteschlange geholt
wird, wird dessen Priorita¨t in der Variable kold gespeichert (D*Lite-
48
4.1. Verfahren zur Pfadsuche
ComputeShortestPath(), Zeile 2). Falls diese Priorita¨t kleiner als die
wirkliche Priorita¨t ist, wird mittels D*Lite-CalculateKey(u) der richti-
ge Priorita¨tswert ermittelt und in die Priorita¨tswarteschlange eingefu¨gt
(D*Lite-ComputeShortestPath, Zeile 3; D*Lite-ComputeShortestPath,
Zeile 4). Somit bleibt die Forderung erfu¨llt, dass alle Priorita¨ten unte-
re Schranken der entsprechenden LPA*-Priorita¨ten sind, nachdem sie
um km verringert wurden. Falls kold = D*Lite-CalculateKey(u) gilt, so
expandiert D*Lite-ComputeShortestPath(u) den Knoten u wie LPA*
(D*Lite-ComputeShortestPath, Zeile 5 - D*Lite-ComputeShortestPath,
Zeile 1). (Koenig und Likhachev 2002a)
Funktion D* Lite - ComputeShortestPath
1 while U.TopKey() < CalculateKey(sstart) or rhs(sstart 6=
g( sstart)) do
2 kold ← U.TopKey() ; u← U.Pop()
3 if kold <CalculateKey(u) then
// untere Schranke Priorita¨t ersetzen
4 U.Insert(u, CalculateKey(u))
5 else if g(u) > rhs(u) then
6 g(u)← rhs(u)
7 forall the s ∈ Pred(u) do
8 UpdateVertex(s)
9 else
10 g(u)←∞
11 forall the s ∈ Pred(u) ∪ u do
12 UpdateVertex(s)
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Funktion D* Lite - UpdateVertex(u)
1 if u 6= sstart then
2 rhs(u) ← mins′ ∈Pred(u)(g(s′) + c(s′, u))
3 if u ∈ U then
4 U.Remove(u)
5 if g(u) 6= rhs(u) then
6 U.Insert(u,CalculateKey(u))
Funktion D* Lite - CalculateKey(s)
1 return [ min(g(s), rhs(s))+h(sstart, s) + km;
min(g(s), rhs(s)) ]
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4.2. Erkundungsalgorithmen
Im folgenden Kapitel werden Verfahren zur vollsta¨ndigen Erkundung
einer Umgebung beschrieben. Beginnend mit der Idee der Erkundung
durch Grenzfelder, werden darauf aufbauend drei weitere Strategien
vorgestellt, die zusa¨tzliche Randbedingungen beru¨cksichtigen: Multi-
Robot-Coordination, Kommunikationsreichweite und Kommunikations-
bandbreite.
4.2.1. Frontier based Exploration
Frontier based Exploration ist ein Erkundungsalgorithmus, der selbsta¨ndig
eine Karte der Umgebung erzeugt. (Yamauchi 1997) entwickelten diesen
Algorithmus um komplexe Bu¨rogeba¨ude mit beliebig verteiltem Mobi-
liar zu kartographieren.
Abbildung 4.1.: Transformation von Occupancy Grid zu Grenzregionen
(Quelle: Yamauchi 1997)
Als Grundlage wird ein Occupancy Grid verwendet, in dem jedes Feld
entweder als befahrbar, nicht befahrbar oder unbekannt markiert ist. In
diesem Grid werden danach die Grenzfelder ermittelt. Grenzfelder sind
befahrbare Felder, die an mindestens ein unbekanntes Feld angrenzen.
Benachbarte Grenzfelder werden zu Grenzregionen zusammen gefasst
und markieren so den U¨bergang vom bekannten Kartenteil in den unbe-
kannten Teil. Abb. 4.1 (b) zeigt die Grenzfelder des Grids (a). Grenzre-
gionen mu¨ssen eine Mindestgro¨ße einhalten um in die Auflistung in (c)
u¨bernommen zu werden. Das Fadenkreuz markiert den Schwerpunkt
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einer Region. Der Roboter kann diese Grenzregionen besuchen, die an-
grenzenden unbekannten Felder scannen und mit den neu gewonnenen
Informationen seine Karte erweitern.
Zu Beginn des Algorithmus ist nur die unmittelbare Umgebung des Ro-
boters bekannt. Die na¨chstgelegene erreichbare Grenzregion wird ermit-
telt und ein Pfad zu dieser geplant. Dort angekommen wird die Grenz-
region als besucht markiert, die Umgebung erneut gescannt und die
Grenzregionen werden neu berechnet. Der Roboter wa¨hlt wieder die
na¨chstgelegene erreichbare Grenzregion aus und plant einen Pfad zu
jener Region. Dieser Vorgang wird wiederholt bis alle Grenzregionen
besucht wurden. Abbilung 4.2 visualisiert diesen Prozess in einem Bu¨ro-
geba¨ude.
Abbildung 4.2.: Erkundung eines Bu¨rogeba¨udes (Quelle: Yamauchi
1997)
(Yamauchi 1998) stellen darauf aufbauend eine Multi-Agent Variante
vor, in der jeder Roboter ein lokales Occupancy Grid zur Bestimmung
der Grenzregionen verwendet. Umgebungsscans werden jedoch an alle
Roboter versendet. Dies erlaubt eine unabha¨ngige Pfadplanung fu¨r je-
den Roboter wa¨hrend der globale Erkundungsprozess beschleunigt wird.
Da die Pfadplanung dezentral ist, kann der Erkundungsprozess auch
beim Ausfall eines Roboters abgeschlossen werden. Jedoch wirkt sich
die Dezentralisation nachteilig auf die Effizienz des Algorithmus aus, da
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Grenzregionen von mehreren Robotern gleichzeitig angefahren werden
ko¨nnen.
4.2.2. Coordinated Multi Robot Exploration
Um eine Karte mit einer Gruppe von Robotern effizient zu erkun-
den, mu¨ssen alle Roboter einer gemeinsamen Strategie folgen. Eine
auf Grenzzellen aufbauende Strategie zur Koordinierung vieler Roboter
wurde von (Burgard, Moors, Stachniss und Schneider 2005) vorgestellt.
In dieser Strategie berechnet jeder Roboter die Kosten fu¨r den Weg zu
jedem Grenzfeld sowie dessen Nutzen fu¨r die Gesamtlo¨sung und besucht
das Grenzfeld mit dem besten Kosten-Nutzen Verha¨ltnis. Es wird vor-
ausgesetzt, dass alle Roboter zu jedem Zeitpunkt die gesamte erkunde-
te Karte sowie alle Roboterpositionen mittels Kommunikation abfragen
ko¨nnen. Dazu wird aber eine unbeschra¨nkte Kommunikationsreichweite
beno¨tigt. Eine leicht modifizierte Version kann auch beschra¨nkte Kom-
munikationsreichweiten handhaben.
Die Kosten eines Grenzfelds entsprechen den Kosten des optimalen
Pfads vom Roboter zum Grenzfeld. Durch dynamische Programmie-
rung mittels Value Iteration lassen sich effizient die Kosten fu¨r jedes
Grenzfeld wie folgt errechnen:
1. Initialisierung: Das Feld des Roboters wird mit Null initialisiert
und alle anderen mit ∞.
Vx,y ←
{
0, (x,y) ist Roboterposition
∞, sonst
2. Aktualisierungsschleife: Fu¨r aller Felder (x, y) berechne
Vx,y ← min{Vx+∆x,y+∆y +
√
∆x2 + ∆y2∗
P (occx+∆x,y+∆y)|∆x,∆y ∈ {−1, 0, 1}∧
P (occx+∆x,y+∆y) ∈ [0, occmax]}
Es kann nicht prognostiziert werden, wie viele unbekannte Felder von
einem Grenzfeld aus gescannt werden ko¨nnen, da die Struktur der zu-
grunde liegenden Karte noch nicht bekannt ist. Es ist folglich nicht
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mo¨glich den Nutzen eines Grenzfelds durch den Informationszuwachs
beim Besuch dieses Felds zu berechnen. Es kann jedoch der Nutzen eines
Grenzfelds unter Beru¨cksichtigung aller geplanten Roboterbewegungen
berechnet werden.
Jedes Grenzfeld t hat am Anfang den Initialnutzwert Ut. Sobald ein Ro-
boter ein Grenzfeld t′ auswa¨hlt, wird dessen Nutzwert und der Nutzwert
aller Grenzfelder mit Distanz d zu t′ um den Wert P (d) reduziert.
P (d) =
1−
d
max range
, ifd < max range
0, sonst
Max Range liefert die Sensorreichweite der Roboter. Falls diese zu Be-
ginn noch nicht bekannt ist, kann sie zur Laufzeit approximiert werden.
Sollten sich Hindernisse zwischen t und t′ befinden, liefert P (‖t− t′‖)
Null zuru¨ck.
Unter der Annahme, dass die Grenzfelder t1, . . . tn−1 schon anderen Ro-
botern zugewiesen wurden, wird der Nutzwert U(tn|t1, . . . , tn−1) des
Grenzfelds tn fu¨r den n-ten Roboter mit nachfolgender Gleichung be-
stimmt. Es ist ersichtlich, dass der Nutzen von Grenzfeld tn ab nimmt,
wenn ein Grenzfeld in der Sensorreichweite von tn bereits von einem
anderen Roboter angefahren wird.
U(tn|t1 . . . tn−1) = Utn −
n−1∑
i=1
P (‖tn − ti‖)
Die Zuweisung von Grenzfeldern zu Robotern wird vom Algorithmus 9
durchgefu¨hrt. Die Schleife in Zeile 6 weist allen Robotern sukzessive ein
Grenzfeld zu und aktualisiert die Nutzwerte der restlichen Grenzfelder.
Mit dem Faktor β la¨sst sich die relative Gewichtung zwischen Nutzwert
und Pfadla¨nge bestimmen.
In der Praxis ist das vorgestellte Verfahren ohne Modifikationen nicht
zu realisieren, da es eine unbegrenzte Kommunikationsreichweite vor-
aussetzt. Es kann jedoch gezeigt werden, dass eine leicht modifizierte
Version des Algorithmus auch unter begrenzter Kommunikationsreich-
weite gute Ergebnisse liefert. Dazu muss jeder Roboter die angefahrenen
Grenzfelder der anderen Roboter zwischenspeichern. Sollte der Roboter
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Algorithmus 9: Zielzuweisung in Coordinated Multi-Robot Ex-
ploration (Quelle: (Burgard, Moors, Stachniss und Schneider
2005))
1 Berechne alle Grenzfelder
2 foreach Roboter i do
3 Berechne Pfadkosten V it fu¨r jedes Grenzfeld t
4 end
5 Setze Nutzwert Ut aller Grenzfelder auf 1.
6 while Existiert Roboter ohne Grenzfeld do
7 Wa¨hle Roboter i und Grenzfeld t so dass
(i, t) = argmax(i′,t′)(Ut′ − β ∗ V i′t′ ).
8 Reduziere Nutzwert aller Grenzfelder in Sichtweite von t′
entsprechend ??: Ut′ ← Ut′ − P (‖t− t′‖
9 end
nun die Kommunikationsreichweite der anderen Roboter verlassen, wer-
den diese gespeicherten Grenzfelder in der Nutzwertberechnung heran-
gezogen. Somit ignoriert der Roboter weiterhin Gebiete, die bereits von
einem anderen Roboter erkundet werden. (Burgard et al. 2005)
4.2.3. Erkundung mit verteilter Netzwerkstruktur
(Rooker und Birk 2007) stellen einen alternativen Ansatz zur Erkun-
dung einer Karte durch Roboter mit beschra¨nkter Kommunikations-
reichweite vor. Das Verfahren ist eine Erweiterung von Frontier based
Exploration (4.2.1), in dem alle Roboter zu jedem Zeitpunkt Daten
u¨ber ein Multi-Hop-Netzwerk/footnoteBei einem Multi-Hop-Netzwerk
werden Pakte u¨ber mehrere Zwischenstationen/Roboter weitergeleitet
austauschen ko¨nnen.
In dieser Strategie wa¨hlt eine Fitnessfunktion die beste Gruppenbewe-
gung aus einer Menge von zufa¨llig ausgewa¨hlten, mo¨glichen Bewegungen
zu einem Zeitpunkt t aus. Dazu wird die Konfiguration der Roboter zum
Zeitpunkt t mit
cfgt = {P 1t , P 2t , . . . , Pnt }
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definiert, wobei P it = (x
i
t, y
i
t) die Position des i-ten Roboters zum Zeit-
punkt t beschreibt. Der Konfigurationswechsel
cfg ct = {m1t ,m1t , . . . ,mnt }
beschreibt den U¨bergang von einer Konfiguration cfgt zur Konfiguration
cfgt+1 in der m
i
t als
mit ∈M = {N,NE,E, SE, S, SW,W,NW,R}
definiert ist. R bedeutet in diesem Kontext “keine Bewegung”. Da-
mit existieren fu¨r eine Konfiguration 9n mo¨gliche Folgekonfigurationen,
aus denen k ausgewa¨hlt und von der Fitnessfunktion bewertet wer-
den. Gruppenbewegungen, die mo¨glichst viele Roboter zu ihrem na¨chst-
gelegenen Grenzfeld bewegen, werden besonders gut bewertet. Nicht
durchfu¨hrbare Konfigurationsu¨berga¨nge oder jene, bei denen ein Ro-
boter die Kommunikationsreichweite aller restlichen Roboter verla¨sst
und damit das Multi Hop Netzwerk unterbricht, werden bei der Bewer-
tung ignoriert. Der Zustandsu¨bergang mit dem besten Nutzwert wird
ausgewa¨hlt und die Roboter bewegen sich zu ihren neuen Positionen.
Dabei kann das Verfahren in ein Deadlock geraten, wenn alle weitern
Erkundungsaktionen das Multi-Hop-Netzwerk zwischen den Robotern
zersto¨ren wu¨rden. Abb. 4.3a visualisiert ein Deadlock. In so einer Si-
tuation wird der Erkundungsprozess kurzzeitig unterbrochen und eine
Roboterposition als Treffpunkt aller Roboter vereinbart (Abb. 4.3b).
Der Erkundungprozess wird fortgesetzt sobald alle Roboter diesen Treff-
punkt erreicht haben.
4.2.4. Erkunden mit beschra¨nkter
Datenu¨bertragungsrate
In der Praxis ist nicht nur die Kommunikationsreichweite beschra¨nkt,
sondern auch die Datenu¨bertragungsrate. Eine schnelle Datenu¨bertra-
gung zwischen Robotern ist jedoch fu¨r koordinierte Gruppenaufgaben
notwendig. Pei, Mutka und Xi (2010) schlagen den Einsatz von Relaisro-
botern vor. So ko¨nnen Roboter, die mit der Erkundung beauftragt sind,
einen Videostream u¨ber Relaisroboter zur Basisstation weiterleiten. Da-
zu muss das Kommunikationsnetzwerk wa¨hrend der Videou¨bertragung
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(a) Erkundungsprozess
mit Deadlock (Quelle:
Rooker und Birk
2007)
(b) Deadlock recovery
durch Meeting Points
(Quelle: Rooker und
Birk 2007)
Abbildung 4.3.: Erkundung mit verteilter Netzwerstruktur
aufrecht erhalten werden und bei keinem Relaisroboter darf die beno¨tig-
te Datenu¨bertragungsrate die vorhandene Kapazita¨t u¨berschreiten.
Die Erkundung der ganzen Karte unter Beru¨cksichtigung der oben ge-
nannten Bedingungen ist nur schwer zu lo¨sen. Deshalb wird die Karte
schrittweise erkundet und jeweils eine optimale Lo¨sung fu¨r einen Itera-
tionsschritt gesucht. Jedes dieser Teilprobleme wird wiederum in drei
Unterprobleme aufgeteilt:
• Platzierung der Erkundungsroboter: Wie mu¨ssen nFN Erkun-
dungsroboter (Frontier Nodes) platziert werden, um eine mo¨glichst
große Fla¨che von unbekannten Feldern zu erkunden? Zur Lo¨sung
wird ein Greedy Algorithmus verwendet, da es sich um eine Vari-
ante des NP-schweren Mengenu¨berdeckungsproblems handelt.
• Platzierung der Relaisroboter: Sind nRN = (n − nFN ) Relaisro-
boter (Relay Nodes) ausreichend, um die Daten von nFN Erkun-
dungsrobotern zur Basisstation zu u¨bertragen, und wie mu¨ssen
diese nRN Roboter platziert werden? Das Problem kann auf
das NP-schwere “Steiner Minimum Tree Problem with Minimum
Number of Steiner Points and bounded edge length” reduziert wer-
den und ist damit nur nicht trivial lo¨sbar.
• Positionszuweisung und Pfadgenerierung: Wie ko¨nnen n Roboter
auf nFN Erkundungspositionen und nRN Relaispositionen verteilt
werden, so dass der la¨ngste zuru¨ckgelegte Pfad der Roboter mi-
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nimal ist? Dieses Optimierungsproblem minimiert die Umbauzeit
der Roboter und kann als ’LLinear Bottleneck Assignment Pro-
blem’mmodelliert werden.
Abbildung 4.4.: Erkundungsprozess mit Relaisroboter (Quelle: Pei,
Mutka und Xi 2010)
Diese drei Teilprobleme mu¨ssen fu¨r jeden Iterationsschritt gelo¨st und
so die na¨chsten Ziele fu¨r die Roboter bestimmt werden. Nachdem al-
le Roboter ihre zugewiesenen Positionen erreicht haben, scannen die
Grenzroboter ihre Umgebung und leiten die Daten u¨ber die Relaisro-
boter zur Basisstation. Dieser Vorgang wiederholt sich, bis die gesamte
Karte erkundet wurde. Abb. 4.4 zeigt eine Beispielkonfiguration.
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4.3. Lokal reaktive Verfahren
Es werden nachfolgenden lokale reaktive Verfahren vorgestellt, die beim
Auftreten unerwarteter Hindernisse zum Einsatz kommen ko¨nnen.
4.3.1. Random Walk
Der Random Walk ist eine simple Vorgehensweise bei der Pfadpla-
nung, bei der rein zufallsbasiert ein Pfad erzeugt wird (Re´ve´sz 2005).
Ausgehend von der aktuellen Position wird die nachfolgende Position
rein zufa¨llig bestimmt, wobei z.B. jede der vier Mo¨glichkeiten R =
{links, rechts, oben, unten} im diskreten, zweidimensionalen Raum die-
selbe Wahrscheinlichkeit besitzt, also eine Gleichverteilung mit Pr =
1
4 , r ∈ R zugrunde liegt.
Eine Erweiterung von Random Walk ist der Self-Avoiding Random Walk
(Madras und Slade 1996). Bei dieser Variante werden bereits besuchte
Positionen auf eine Merkliste gesetzt, so dass sie in zuku¨nftigen Itera-
tionen nicht nochmals betrachtet werden mu¨ssen bzw. Pfade sich nicht
kreuzen.
4.3.2. Probabilistic Left or Right
Eine Variante von Random Walk mit erho¨hter Zielstrebigkeit bei der
Wegfindung ist das Verfahren Probabilistic Left or Right. Dabei wer-
den neue Pfadpunkte nicht mehr willku¨rlich bestimmt, sondern es wird
versucht, den Pfad auf direktem Weg von der aktuellen Position aus in
Richtung Ziel aufzubauen. Wird ein Hindernis unmittelbar voraus er-
kannt, so wird dieses mit Wahrscheinlichkeit Plinks links und mit Wahr-
scheinlichkeit Prechts = 1− Plinks rechts umgangen. Anschließend wird
auf direktem Weg weitergefahren.
4.3.3. Genetischer Algorithmus
Genetische Algorithmen sind Optimierungsverfahren. A¨hnlich wie bei
der biologischen Evolution werden aus einer Reihe von Individuen einer
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Population durch wiederholte Kreuzung und Mutation diejenigen aus-
gewa¨hlt, die einer Gu¨tefunktion (Fitnessfunktion) am Besten entspre-
chen. Anschließend wird dieses Verfahren mit der daraus gewonnenen
Population erneut durchgefu¨hrt, so lange bis ein globales oder lokales
Optimum erreicht wird.
Koryakovskiy, Hoai und Lee (2009) verwenden dieses Prinzip dazu, die
Pfadplanung fu¨r z.B. mobile Roboter in Umgebungen mit sich bewe-
genden Hindernissen zu realisieren. Ausgehend von einer Startpopula-
tion der Gro¨ße N , bei der jedes Individuum einem durch 3-Punkte-
Interpolation erzeugten Pfad entspricht (von der aktuellen Position des
Roboters zu einem beliebigen Randpunkt seiner lokalen Karte), wird
durch mehrmalige
• Kreuzung (Teilsegmente zweier Pfade werden getauscht) bzw.
• Mutation (Teilsegmente eines Pfades werden durch zufa¨llig neu
erzeugte Teilsegmente ersetzt)
der besten Pfade derjenige Pfad bestimmt, der die Fitnessfunktion E∗
optimiert. Die Fitness eines Pfades bestimmt sich dabei durch die Sum-
me der Distanz zum zugeho¨rigen Randpunkt, der Anzahl beweglicher
Hindernisse auf dem Pfad sowie der Entfernung zu selbigen.
4.3.4. Potentialfeld
Khatib (1986) beschreibt ein Verfahren bei dem die Bahnplanung bzw.
der Streckenaufbau in einer von Kra¨ften durchsetzten Umgebung, dem
Potentialfeld, erfolgt. Ein anziehendes (attracting) Potential Uatt geht
beispielsweise von einer zu erreichenden Zielposition eines mobilen Ro-
boters aus und erzeugt eine Kraft, die ihn in Richtung dieser Position
bewegt. Hindernisse hingegen repra¨sentieren abstoßende (repelling) Po-
tentiale Urep und erzeugen wiederum Kra¨fte, die den Roboter von ihnen
weg bewegen. Die Summe Upot = Uatt+Urep dieser einzelnen Potentiale
ergibt das gesamte Potentialfeld. Der negative Gradient dieses Potenti-
alfeldes, also die Richtung des steilsten Abstiegs, bewegt den Roboter
schließlich kollisionsfrei zum Ziel. (Park, Jeon und Lee 2001)
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4.3.5. Vector Field Histogram
Von Borenstein und Koren (1991) wird ein Verfahren vorgestellt, bei
dem die Umgebung eines mobilen Roboters in Form eines polaren Hi-
stogramms wahrgenommen wird. Dieses Histogramm repra¨sentiert da-
bei die Ha¨ufigkeitsverteilung aufgetretener Hindernisse, die “Hindernis-
Dichte”. Die Bewegung des Roboters erfolgt schließlich derart, dass auf
dem Weg vom Start zum Ziel vorzugsweise Regionen mit geringer bzw.
geringster Hindernis-Dichte ausgewa¨hlt werden.
Bei der Durchfu¨hrung des Verfahrens wird die Umgebung zuna¨chst kon-
tinuierlich abgetastet und in ein zweidimensionales Grid, das Certainty
Grid (CG), umgewandelt. Jede Zelle dieses Grid entha¨lt einen Wert,
der die Gewissheit, dass sich an dieser Position in der Umgebung des
Roboters ein Hindernis befindet, darstellt. Je o¨fter ein Hindernis bei der
Abtastung erkannt wird, desto ho¨her ist der Wert der entsprechenden
Zelle im CG.
Anschließend erfolgt die Berechnung eines polaren Histogramms aus
dem CG. Dazu wird die Umgebung des Roboters in n gleichwinklige
Sektoren (z.B. n = 180 bei Winkel α = 2◦ und 360◦-Sichtbereich) einge-
teilt und jedem Sektor ein Wert zugewiesen, der seine Hindernis-Dichte
darstellt. Je ho¨her ein Wert im polaren Histogramm ist, desto na¨her be-
findet sich das Hindernis am Roboter. Befahrbare Sektoren sind schließ-
lich genau dann gegeben, wenn ihr Wert einen Schwellenwert (Thres-
hold) im polaren Histogramm unterschreitet.
4.3.6. Nearness Diagram
Das von Minguez und Montano (2004) beschriebene Verfahren Nearness
Diagram baut auf dem Paradigma des situationsbedingten Handelns bei
der verhaltensbasierten Navigation (Arkin 1999) auf, um die Pfadpla-
nung in komplexen Umgebungen durchzufu¨hren. Dazu werden zuna¨chst
verschiedene, potentiell mo¨gliche Situationen definiert, in die der Robo-
ter gelangen kann. In welcher Situation sich ein Roboter dabei befindet,
erfa¨hrt er durch Perzeption - also durch Wahrnehmung z.B. mittels der
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ihm gegebenen Sensorik. Die Umgebung wird dabei a¨hnlich wie beim
Vector Field Histogram (Kapitel 4.3.5) als Diagramm dargestellt, wo-
bei die einzelnen Werte im Diagramm die Relation des Roboters zu den
Hindernissen in seiner Umgebung beschreiben.
Anschließend werden entsprechende Aktionen bzw. Handlungen festge-
legt, die der Roboter in der entsprechenden Situation durchzufu¨hren
hat. Dies geschieht bei Nearness Diagram durch Traversierung eines Ent-
scheidungsbaums: ausgehend von den aktuell durch die Sensorik erfass-
ten Umgebungsdaten wird durch bina¨re Entscheidungsfindung ein Pfad
in diesem Entscheidungsbaum gesucht, der in einer von fu¨nf fest definier-
ten Situationen endet. Diesen Situationen sind entsprechende Aktions-
muster zugeordnet, die die korrespondierenden Steuerbefehle generieren
und den Roboter kollisionsfrei zum Ziel bewegen.
4.3.7. Visibility Graph
Bei Visibility Graph wird die sichtbare Umgebung eines mobilen Robo-
ters in einen Graphen V G = (V,E), transformiert (Rao, Iyengar und
deSaussure 1988). Das Ziel ist es, ein Netz aus kollisionsfreien Pfaden
von der Quelle zur Senke aufzubauen, wobei jeder Pfad einer Kante
(vi, vj) ∈ E mit vi, vj ∈ V aus V G entspricht. Knoten stellen dabei die
Eckpunkte von Hindernissen dar und sind durch Kanten, welche Verbin-
dungslinien u¨ber den Freiraum oder entlang der Konturen bzw. Ra¨nder
der Hindernisse repra¨sentieren, miteinander verbunden. Zusammen mit
der Start- und der Zielposition (die Knoten vs und vz, die u¨ber zwei
zusa¨tzliche Kanten mit V G verbunden sind) ermo¨glicht das Verfahren
schließlich die Ausfu¨hrung einer Navigation Mission - einer Folge von
Knoten vs, v1, ..., vi, vz, die den Roboter von der Start- in die Zielposi-
tion u¨berfu¨hrt.
4.3.8. Bug1 und Bug2
Die Algorithmen “Bug1” und “Bug2” (Lumelsky und Stepanov (1987))
ermo¨glichen eine Pfadplanung in einer unbekannten Umgebung mit Hin-
dernissen in beliebiger Anzahl und Form. Ausgehend von der Startpo-
sition wird ein Pfad auf der direkten Verbindungsgeraden zum Ziel auf-
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gebaut. Erkennt die Sensorik ein Hindernis, wird eine Umgehung des
selbigen je nach Variante unterschiedlich durchgefu¨hrt:
• Variante Bug1 : das Hindernis wird vom Auftrittspunkt aus
vollsta¨ndig umfahren, um so die Stelle entlang der Hindernis-
Kontur mit der ku¨rzesten Entfernung zum Ziel zu finden. An-
schließend wird auf der direkten Verbindungsgeraden von diesem
Punkt, dem Austrittspunkt, aus weiter in Richtung Ziel verfahren.
• Variante Bug2 : das Hindernis wird vom Auftrittspunkt aus so-
lange entlang seines Randes umfahren, bis der Punkt gefunden
wurde, der auf der urspru¨nglichen, direkten Verbindungsgeraden
vom Start zum Ziel liegt (dieser existiert genau dann, wenn die
Verbindungsgerade nicht tangential an der Hinderniskontur liegt).
Dieser markiert den Austrittspunkt, von dem aus weiter auf der
direkten Verbindungsgeraden in Richtung Ziel verfahren wird.
Die Prozedur endet schließlich, wenn das Ziel erreicht wurde oder wenn
erkannt wird, dass es unerreichbar ist.
4.3.9. Best Direction Vector
Aufbauend auf dem in Yang et al. (2010) beschriebenen Konzept soll eine
Idee zur kollisionsfreien Pfadplanung erla¨utert werden, die auf der Wahl
des bestmo¨glichen Richtungsvektors - Best Direction Vector - basiert.
Dabei wird vorausgesetzt, dass sich ein z.B. mobiler Roboter in einem
diskreten, zweidimensionalen Grid bewegt. Von der momentanen Positi-
on ausgehend, werden daraufhin unterschiedliche (Richtungs-)Vektoren
betrachtet, die zur Berechnung der nachfolgenden Pfadposition beno¨tigt
werden:
• Richtungsvektor zum Ziel (RZ): dieser Vektor zeigt von der mo-
mentanen Position aus zur Zielposition.
• Richtungsvektoren zu den Nachbarn (RNi mit 1 ≤ RNi ≤ 8):
diese Vektoren zeigen von der momentanen Position aus zu allen
mo¨glichen, hindernisfreien Nachbarpositionen.
Anschließend werden die Winkel ∠(RZ,RNi) zwischen RZ und allen
RNi berechnet. Die nachfolgende Position bestimmt sich durch den
Richtungsvektor RNi, der den kleinsten Winkel zur RZ besitzt.
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5. Klassifizierung von
Algorithmen zum dezentralen
Aufbau einer Fo¨rdersstrecke
Im vorangegangenen Kapitel 4 wurden verschiedene Verfahren aus den
Bereichen Wegfindung, Erkundung und Reaktivem Verhalten vorge-
stellt, die als Grundlage fu¨r die Entwicklung von Vorgehensweisen zum
dezentralen Aufbau einer Fo¨rderstrecke dienen. Hierbei ergeben sich drei
prinzipielle mo¨gliche Vorgehensweisen, die nachfolgend beschrieben wer-
den.
Der naheliegendste Ansatz dieses Problems ist der direkte Aufbau der
Fo¨rderstrecke, d.h. die Einzelelemente docken nacheinander am Ende
der Fo¨rderstrecke an und bauen so eine Fo¨rderstrecke zwischen Quelle
und Senke auf. Bei Entdeckung von Hindernissen wird eine Neuplanung
durchgefu¨hrt. Nachfolgend wird diese Algorithmenklasse als Progressive
Algorithmen bezeichnet.
Bei genauer Betrachtung stellt sich ha¨ufig heraus, dass komplexe Pro-
bleme als eine Kombination von einfacheren Problemen abgebildet wer-
den ko¨nnen. Der Aufbau einer Fo¨rderstrecke in einer unbekannten Um-
gebung kann in die Teilprobleme “Erkundung der Umgebung” und
“Aufbau einer Fo¨rderstrecke in einer bekannten Umgebung” zerlegt wer-
den. Lo¨sungsansa¨tze, die das Problem in diese zwei Teilprobleme zerle-
gen, werden nachfolgend als Erkundungsalgorithmen klassifiziert. Wenn
nicht die vollsta¨ndige Karte erkundet wird, sondern nur ein gerichteter
Korridor zwischen Quelle und Senke, spricht man von Gerichteten Er-
kundungsalgorithmen. Nachfolgend werden diese drei Klassen genauer
dargestellt.
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5.1. Progressive Algorithmen
Ein Ansatz zur Lo¨sung der Problemstellung ist der direkte Aufbau der
Fo¨rderstrecke. Das erste Einzelelement bewegt sich zur Quelle und plant
von dort die Fo¨rderstrecke mit einem Pfadplanungsalgorithmus (z.B.
A*). Anschließend wird die Fo¨rderstrecke direkt aufgebaut. Somit wird
die Erkundungszeit gleichzeitig als Aufbauzeit genutzt (siehe Abb. 5.1).
Die geplante Fo¨rderstrecke kann in einer Sackgasse enden, da zu Beginn
nur die Position der Quelle, die Position der Senke und die Positionen der
statischen Hindernisse bekannt sind. In solchen Fa¨llen muss ein neuer
Pfad berechnet und die Fo¨rderstrecke entsprechend des neuen Pfads
umgebaut werden.
(a) Karte nicht erkundet. (b) Fo¨rderstrecke wird
direkt aufgebaut,
parallele Erkundung
(Kreis=̂Sichtweite).
(c) Vollsta¨ndige Fo¨rder-
strecke zwischen
Quelle und Senke
aufgebaut.
Abbildung 5.1.: Prinzip: Progressive Algorithmen
Der Hauptvorteil dieser Strategie liegt in der schnellen Gesamtlaufzeit
auf einfachen Karten ohne viele verschachtelte Ga¨nge, da unno¨tige Er-
kundungsbewegungen vermieden werden.
Auf komplexen, labyrinthartigen Karten liefert diese Strategie jedoch
nur sehr schlechte Ergebnisse, da geplante Fo¨rderstrecken ha¨ufiger in
Sackgassen enden. Im schlimmsten Fall muss die Fo¨rderstrecke kom-
plett abgebaut werden. Diese Abbau bzw. Umbauaktionen sind immer
mit einem zusa¨tzlichen Zeit− und Energieaufwand verbunden. Weiter-
hin kann nicht zugesichert werden, dass eine gefundene Lo¨sung eine
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optimale Lo¨sung1 bezu¨glich der La¨nge der Fo¨rderstrecke ist, da ha¨ufig
keine vollsta¨ndige Karte mit allen Hindernissen vorliegt.
5.2. Erkundungsalgorithmen
Erkundungsalgorithmen zerlegen die komplexe Aufgabe in zwei einfa-
chere, beherrschbare Einzelprobleme. So kann das Problem Aufbau ei-
ner Fo¨rderstrecke in einer unbekannten Umgebung in die Teilprobleme
Erkundung der Umgebung und Aufbau einer Fo¨rderstrecke in einer be-
kannten Umgebung zerlegt werden. Abbildung 5.2 zeigt, wie zuerst die
Karte vollsta¨ndig aufgedeckt wird. Erst nachdem ein Einzelelement eine
vollsta¨ndige Karte der Umgebung erlangt hat, plant es die Fo¨rderstre-
cke.
(a) Karte nicht erkundet. (b) Umgebung wird
vollsta¨ndig erkundet
(Kreis=̂Sichtweite).
(c) Vollsta¨ndige Fo¨rder-
strecke zwischen
Quelle und Senke
aufgebaut.
Abbildung 5.2.: Prinzip: Erkundungsalgorithmen
Erkundungsalgorithmen haben einen entscheidenden Vorteil. Auf einer
bekannten Karte kann unter Verwendung eines Pfadplanungalgorithmus
(z.B. A*) immer eine optimale Fo¨rderstrecke geplant und aufgebaut wer-
den, da alle Einflussgro¨ßen bekannt sind und folglich keine Unsicherhei-
1die Lo¨sung kann “optimal” hinsichtlich unterschiedlicher Kriterien sein, z.B.
La¨nge, der Durchlaufgeschwindigkeit, Energieaufwands fu¨r den Transport von
Quelle zu Senke,...
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ten existieren. Diese Strategie verlangt jedoch, dass immer die gesamte
Karte erkundet wird.
5.3. Gerichtete Erkundungsalgorithmen
Zum Aufbau eines optimalen Stetigfo¨rderers zwischen einer Quelle und
einer Senke muss nicht zwingend die gesamte Umgebung erkundet wer-
den, sondern nur der optimale Pfad zwischen Quelle und Senke. Auf
einer partiell erkundeten Karte ist es jedoch nicht notwendigerweise er-
sichtlich, ob ein gefundener Pfad der optimale Pfad ist. Trotzdem ist die
Betrachtung dieser spezielle Klasse der Erkundungsalgorithmen sinn-
voll, da eine minimal schlechteren Lo¨sung der optimalen Lo¨sung vorzu-
ziehen ist, wenn der Aufwand zur Bestimmung der optimalen Lo¨sung
wesentlich gro¨ßer ist als der Aufwand zur Bestimmung der minimal
schlechtere Lo¨sung. In Abbildung 5.3 ist der Ablauf eines Gerichtete
Erkundungsalgorithmen dargestellt. Zuerst erkundet ein Einzelelement
gerichtet die Karte von der Quelle zur Senke. Sobald dieses Einzelele-
ment einen Pfad zwischen Quelle und Senke gefunden hat, plant es eine
optimale Fo¨rderstrecke durch das erkundete Gebiet.
(a) Karte nicht erkundet. (b) Einzelelement
erkundet Kor-
ridor zur Senke
(Kreis=̂Sichtweite).
(c) Vollsta¨ndige Fo¨rder-
strecke zwischen
Quelle und Senke
aufgebaut.
Abbildung 5.3.: Prinzip: Gerichtete Erkundungsalgorithmen
Diese Klasse vereinigt die Vorteile von Progressiven Algorithmen und
Erkundungsalgorithmen. Aufwendige Umbaumaßnahmen, die in Pro-
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gressiven Algorithmen durch Fehlplanungen verursacht werden, ko¨nnen
in den Gerichtete Erkundungsalgorithmen vermieden werden, da Gerich-
tete Erkundungsalgorithmen mit einer partiellen Erkundung der Karte
beginnt. Weiterhin werden viele unno¨tige Erkundungsaktionen vermie-
den, da Gerichtete Erkundungsstrategien den Erkundungsprozess abbre-
chen, sobald sie einen Pfad zwischen Quelle und Senke entdeckt haben.
Dies vermeidet die unno¨tigen Erkundungsaktion, die in den klassischen
Erkundungsalgorithmen zu einem unno¨tigen Mehraufwand fu¨hren.
Jedoch ko¨nnen die Gerichteten Erkundungsstartegien nicht zusichern,
dass die geplante Fo¨rderstrecke eine optimale Fo¨rderstrecke ist, da der
gefundene Pfad zwischen Quelle und Senke nicht notwendigerweise ein
optimaler Pfad zwischen Quelle und Senke ist. Dazu muss die gesamte
Karte erkundet werden.
5.4. Gegenu¨berstellung der einzelnen Klassen
von Algorithmen
Tabelle 5.1 gibt einen U¨berblick u¨ber die Vor- und Nachteile der einzel-
nen Klassen an Algorithmen. Die einzelnen Bewertungskriterien (Auf-
wand, Qualita¨t und Robustheit) werden in Kapitel 7 ausfu¨hrlich be-
schrieben.
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EA GEA PA
Robustheit ++
(Gu¨ltiger Pfad im
Iterrationslimit)
++
(Gu¨ltiger Pfad im
Iterrationslimit)
+-
(Iterrationslimit
kann u¨berschritten
werden)
Aufwand +-
(M = minimal
N = maximal)
+-
(M = lokal optimal
N = hoch)
+
(M = [min,max]
N = 0)
Qualita¨t ++
(Es wird immer der
optimale Pfad ge-
funden.)
+-
(Der aufgebau-
te Pfad ist lokal
optimal.)
-
(Der aufgebaute
Pfad kann erheblich
vom optimalen Pfad
abweichen.)
M = Anzahl beno¨tigte Einzelelementen fu¨r den Aufbau der Fo¨rderstrecke;
N = Anzahl beno¨tigte Einzelelementen fu¨r die Erkundung
Tabelle 5.1.: Gegenu¨berstellung der einzelnen Klassen von Algorithmen
70
6. Algorithmen zur autonomen
Konfiguration von
Fo¨rderstrecken
Die in Kapitel 5 vorgestellte Klassifizierung beschreibt grundlegende
Vorgehensweisen zur Lo¨sung des Problems. In der Praxis macht es je-
doch wenig Sinn, diese spezialisierten Vorgehensweisen zu verwenden,
da diese meist starke Nachteile (siehe Tab. 5.1) in einzelnen Bereichen
aufweisen. Ziel muss es also sein, die Vorteile der einzelnen Klassen zu
kombinieren, bzw. einen ausbalancierten Weg zwischen den verschie-
den Optimierungskriterien (z.B. beno¨tigter Aufbauzeit, verwendete EE,
usw.) zu erreichen. Nachfolgend werden Verfahren vorgestellt die erst-
mals die Problemstellung des dezentralen Aufbaus einer Fo¨rderstrecke
lo¨sen, sollte eine Lo¨sung existieren. Das Ziel der Verfahren ist, die Vor-
teile der einzelnen Klassen (siehe Kapitel 5) zu vereinen. Die Verfahren
werden im Folgenden beschrieben und im Anschluss wird der Beweis
gefu¨hrt, dass die Allgemeingu¨ltigkeit der Verfahren ohne Beschra¨nkung
besteht, d.h. diese stets terminieren und somit immer eine Lo¨sung fin-
den, sollte diese existieren.
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6.1. Partial Build on Directed Exploration
(BonE)
Wie die meisten Verfahren ist auch BonE ein Mischverfahren aus den
vorgestellten Klassen in Kapitel 5. Die Grundidee basiert jedoch auf der
gerichteten Erkundung (Kapitel 5.3), wobei bereits wa¨hrend der Erkun-
dungsphase Teile der Fo¨rderstrecke aufgebaut werden. Dies geschieht
mit dem Wissen, dass Teile des bereits aufgebauten Pfades ru¨ckgebaut
werden mu¨ssen, falls neue Hindernisse erkannt werden und den geplan-
ten Pfad blockieren.
Im Folgenden wird die Funktionsweise des Verfahrens vorgestellt. Dar-
aufhin wird im Detail auf den eigentlichen Algorithmus bzw. die Ent-
scheidungsfunktion τBonE eingegangen und diese hinsichtlich Ihrer All-
gemeingu¨ltigkeit ohne Beschra¨nkung untersucht.
6.1.1. Funktionsweise
Im ersten Schritt berechnet der Auftragsempfa¨nger (Masterelement
eeM ) den ku¨rzesten Pfad PQS zwischen der Quelle und der Senke, wobei
alle unbekannten Felder als befahrbar angenommen werden (Abb. 6.1a).
Fu¨r die Pfadplanung kommt eine erweiterte Variante von A∗ zum Ein-
satz, die als erstes Optimierungskriterium die Pfadla¨nge und als zweites
die Zahl der Richtungswechsel minimiert.
Im na¨chsten Schritt bewegt sich eeM auf die erste Position des zuvor ge-
planten Pfades PQS . Werden auf dem Weg dorthin Hindernisse erkannt,
wird ggf. eine Neuplannung P ′QS von PQS vorgenommen. Anschließend
wird dann der - evtl. gea¨nderte - erste Pfadpunkt von P ′QS angefahren.
Sobald die entsprechende Position neben der Quelle erreicht wurde, for-
dert eeM das erste Workerelement (eeW1) auf dem enferntesten, noch
sichtbaren Punkt des Pfades PQS (bzw. P
′
QS) an (Abb. 6.1b). Jedes
neu positionierte Workerelement eeWi u¨bermittelt dabei erkannte Hin-
dernisse und wiederum den letzten sichtbaren Pfadpunkt in Richtung
der Senke an eeM . Auf letztgenanntem fordert eeM daraufhin weitere
Worker an (Abb. 6.1c, Workerelemente eeW2 und eeW3).
Dieser Vorgang wird solange wiederholt, bis sich ein Workerelement
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eeWi direkt neben der Senke befindet (Abb. 6.1e), die Pfadplanung kei-
ne gu¨ltige Lo¨sung mehr findet oder ein Hindernis PQS blockiert (Abb.
6.1c). Bei letzterem findet eine Neuplanung P ′QS von PQS durch eeM
statt, wobei alle Workerelemente, die sich nicht mehr auf dem neu be-
rechneten P ′QS befinden, aufgefordert werden, sich zu entfernen (Abb.
6.1d). Anschließend wird der Aufbau der geplanten Fo¨rderstrecke mit
P ′QS ab der Position der A¨nderung fortgesetzt (Abb. 6.1e).
Im letzten Schritt (siehe Abb. 6.1f) werden die Lu¨cken zwischen den be-
reits platzierten Workerelementen und dem Masterelement mit weiteren
Workerelementen auf PQS bzw. P
′
QS in Richtung der Senke aufgefu¨llt.
Hierzu fordert jedes Einzelelement, das ein freies Feld als direkten Nach-
barn hat, ein Worker-element an der entsprechenden Position an. Dieser
Vorgang wird sooft wiederholt, bis alle Lu¨cken gefu¨llt sind und damit
die Fo¨rderstrecke vollsta¨ndig aufgebaut wurde.
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(a) Der Auftragsempfa¨nger (Master-
element eeM ) fa¨hrt auf die erste
Position des zuvor geplanten Pfa-
des PQS von der Quelle S0 zur
Senke D0
(b) eeM fordert neue Workerelemen-
te eeWi auf dem jeweils entfern-
testen, noch sichtbaren Punkt des
geplanten Pfades PQS an
(c) Sobald ein Hindernis erkannt wird,
welches PQS blockiert, berechnet
eeM ...
(d) ... einen neuen Pfad P ′QS von
S0 nach D0 und fordert alle nun
falsch platzierten Workerelement
eeWi auf, sich zu entfernen. Dabei
muss er ggf. seine eigene Position
ebenfalls wechseln
(e) Schritte (a)-(d) werden solange
wiederholt, bis ein Workerelement
neben der Senke steht
(f) Anschließend werden weitere Wor-
kerlemente an den freien Stellen
des Pfades PQS angefordert.
Abbildung 6.1.: BonE: Funktionsweise
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6.1.2. Entscheidungsfunktion τBonE
Die Entscheidungsfunktion τBonE stellt die Implementierung des BonE-
Verfahrens dar und wird durch den Algorithmus 10 repra¨sentiert.
Der Algorithmus startet, sobald ein Einzelelement ee einen Auftrag zum
Aufbau einer Fo¨rderstrecke erhalten hat. Dieses Einzelelement wird im
weiteren Verlauf Masterelement bzw. eeM genannt. Alle anderen, zu
diesem Auftrag geho¨renden Einzelelemente sind sogenannte Workerele-
mente, kurz eeWi .
Als Eingabe erha¨lt der Algorithmus die Parameter u¨ber das ausfu¨hren-
de Einzelelement ee, eine Karte K der Umgebung sowie eine Nachrich-
tenliste NL mit eventuell von anderen Einzelelementen empfangenen
Nachrichten. Durch den impliziten Parameter eeM weiß daru¨ber hinaus
jedes Workerelement, wer das Masterelement ist. Anschließend erfolgt
die Abarbeitung der Anweisungen, wobei als erstes die aktuelle Laser-
sicht angefordert und die ggf. neu gewonnen Informationen u¨ber freie
Felder und Hindernisse zu K hinzugefu¨gt werden. Zur besseren Abgren-
zung wird im Folgenden eine Fallunterscheidung zwischen Master- und
Workerelement durchgefu¨hrt.
Ablaufbeschreibung Masterelement (BonE-Masterfunktion)
Sofern sich eeM nicht neben der Quelle auf der ersten Position des
ku¨rzesten Pfades PQS von ihr zur Senke befindet, bewegt es sich
zuna¨chst an diese Stelle (Zeilen 20-21). Dabei fa¨hrt es schrittweise von
Feld zu Feld und fordert nach jeder Bewegungsaktion die Lasersicht
erneut an. Falls dadurch der bereits geplante Pfad PQS durch neu er-
kannte Hindernisse blockiert wird, wird er automatisch neu berechnet
(→ P ′QS). Sollte des Weiteren der Weg zur Quelle, den eeM momentan
entlangfa¨hrt, vollsta¨ndig durch Hindernisse blockiert sein, bricht das
Verfahren an dieser Stelle ab, da keine Fo¨rderstrecke aufgebaut werden
kann.
Sollte eeM die Quelle jedoch an der entsprechenden Position erreichen,
fordert es das erste Workerelement eeWi an (Zeile 23). Durch die U¨ber-
pru¨fung in Zeile 22 wird sichergestellt, dass eeM zu Beginn nur ein ein-
ziges Workerelement anfordert. Anschließend wartet eeM , bis es Nach-
richten von Workerelementen empfa¨ngt.
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Algorithmus 10: Partial Build on Directed Exploration (BonE)
Eingabe : Aktuelles ee, lokale Karte K und Nachrichtenliste
NACHRICHTEN
Implizit : Masterelement eeM und Pfad PQS
Ausgabe : Na¨chste Aktion
// Hole Lasersicht und aktualisiere lokale Karte
1 K ← AktualisiereKarte(K, BerechneLasersicht())
2 if Auftragsempfa¨nger(ee) = TRUE then
3 eeM ← ee // Wird bei Anforderung den
Einzelelementen mitgeteilt
// Aufruf der Master-Funktion, sofern das
momentane Einzelelement der
// Auftragsempfa¨nger ist
4 return MasterFunktion()
5 else
// Bei jedem weiteren Einzelelement handelt es
sich um einen Worker
6 return WorkerFunktion()
Falls eine Nachricht vom Typ ErkannteHindernisse eintrifft, bedeutet
dies, dass ein neu platziertes Workerelement eeWi Informationen u¨ber
ggf. in seiner Umgebung erkannte Hindernisse geschickt hat. Daraufhin
aktualisiert eeM seine eigene Karte K mit diesen Daten (Zeile 3). Im
weiteren Verlauf muss es nun pru¨fen, ob der urspru¨nglich geplante Pfad
PQS noch frei ist oder durch ein neu erkanntes Hindernis blockiert wird
(Zeilen 4-9). Dabei kann der Fall eintreten, dass der Pfad nicht mehr
existiert und somit das gesamte Verfahren ohne eine erfolgreich aufge-
baute Fo¨rderstrecke abgebrochen werden muss. Sofern der Pfad jedoch
existiert, mu¨ssen sich alle evtl. nicht mehr auf diesem Pfad befindlichen
Workerelemente entfernen (Zeilen 8-9).
Nach dieser Prozedur wird inspiziert, ob sich das Workerelement, das
zuletzt Hindernisinformationen geschickt hat, bereits neben der Senke
befindet (Zeilen 10-13). Sollte dies zutreffen, ko¨nnen nun die einzelnen
Teilpfade zwischen den bereits platzierten Workerelementen und dem
Masterelement aufgebaut werden, wobei dies durch die Nachricht ’Er-
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zeugePfad’ angeordnet wird. Andernfalls werden solange neue Worke-
relemente an der letzten sichtbaren Position des gesamten erkundeten
Gebiets entlang des Pfades PQS angefordert (Nachricht LetztePosition),
bis eines davon neben der Senke steht oder erkannt wurde, dass kein Pfad
zur Senke existiert, da es kein weiteres freies Feld mehr gibt, auf dem
ein Workerelement platziert werden kann (Zeilen 15-16).
Wenn ein Weg zur Senke jedoch existiert und die Teilpfade aufgebaut
werden ko¨nnen, empfa¨ngt das Masterelement daraufhin von jedem auf
den einzelnen Pfadpunkten der Teilpfade angeforderten Workerelement
eine Nachricht vom Typ EndPositionErreicht. Wa¨hrend dieser Phase
kann es passieren, dass ein Teilpfad durch ein neu erkanntes Hindernis
blockiert wird, da die Workerelemente nach wie vor Nachrichten vom
Typ ErkannteHindernisse an das Masterelement schicken. In diesem Fall
entfernen sich die entsprechenden, falsch platzierten Einzelelemente und
es wird eine Neuplanung durch eeM durchgefu¨hrt.
Sollte jedoch kein weiteres, bisher unbekanntes Hindernis existieren,
u¨berpru¨ft eeM nach jeder empfangenen Nachricht des Typs EndPosi-
tionErreicht, ob die Anzahl der auf der Karte platzierten Einzelelemen-
te der La¨nge des Pfades PQS entspricht. Da jeder Teilpfad schrittweise
aufgebaut wird, trifft dies zu, sobald alle entsprechenden Zwischenposi-
tionen mit Workerelementen aufgefu¨llt wurden (Zeilen 18-19).
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Funktion Masterfunktion
Eingabe : Aktuelles ee, Karte K und Nachrichtenliste NL
Ausgabe : Na¨chste Aktion
1 PQS ← BerechnePfad(K, Position(QUELLE),
Position(SENKE))
2 if NL(’ErkannteHindernisse’) then
3 Fu¨geHindernisseHinzu(K, NL(’ErkannteHindernisse’))
4 PQSalt ← PQS
5 PQS ← BerechnePfad(K, Position(QUELLE),
Position(SENKE))
6 if PQS = NULL then return Fertig(FALSE)
7 if PQS 6= PQSalt then // Entferne EE, die nicht mehr
auf Pfad
8 forall the eefalsch ∈
FindeAlleFalschPlatziertenEE(PQS, PQSalt) do
9 SendeNachricht(eefalsch, ’EntferneEE’)
10 if SenkeErreicht(K, PQS,
Position(NL(’ErkannteHindernisse’).Absender)) = TRUE
then
11 FordereNeuesEEAn(BestimmeNa¨chstenPfadpunkt())
12 forall the ee 6= eeM do
13 SendeNachricht(ee, ’ErzeugePfad’)
14 else
15 eeneu ← FordereNeuesEEAn(NL(’LetztePosition’))
16 if eeneu = -1 then return Fertig(FALSE)
17 if NL(’EndPositionErreicht’) then
18 if AnzahlEE() = La¨nge(PQS) then
19 return Fertig(TRUE)
20 if Position(eeM) 6= ErstePosition(PQS) then
21 return FahreZuPosition(ErstePosition(PQS))
22 else if AnzahlEE() = 1 then
23 return
FordereNeuesEEAn(BerechneLetztenSichtbarenPfadpunkt(K,
PQS))
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Ablauf beim Workerelement (BonE-Workerfunktion)
Sofern von eeM keine Nachrichten empfangen wurden, schickt das aktu-
elle Workerelement eeWi die durch einen Laserscan erkannten Hinder-
nisse sowie die letztmo¨gliche Position innerhalb des Sichtradius entlang
des Pfades PQS an eeM . Im Anschluss daran ist es zuna¨chst mit der
Abarbeitung seiner Aufgaben fertig (Zeilen 10-11).
Sollte zu einem spa¨teren Zeitpunkt eine Nachricht vom Typ EntferneEE
eintreffen, bedeutet dies, dass das Workerelement nicht mehr auf dem
urspru¨nglich geplanten Pfad PQS steht und sich entfernen muss. Die-
ser Fall kann eintreten, wenn neu erkannte Hindernisse PQS blockieren
(Zeilen 1-2).
Falls eeWi oder ein anderes Workerelement neben der Senke steht,
empfa¨ngt es von eeM eine Nachricht vom Typ ErzeugePfad, wodurch
es aufgefordert wird, den Teilpfad bis zum na¨chsten bereits platzierten
Workerelement eeWi+1 oder bis zur Senke mit weiteren Workerelementen
rekursiv aufzufu¨llen. Im Anschluss daran schickt es an eeM Informatio-
nen u¨ber die erkannten Hindernisse (die ggf. eine Neuplanung erforder-
lich machen) oder meldet ihm, dass es mit dem Anfordern des na¨chsten
Workerelements des Teilpfades fertig ist (Zeilen 3-9).
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Funktion Workerfunktion
Eingabe : Aktuelles ee, Karte K und Nachrichtenliste NL
Implizit : Masterelement eeM und Pfad PQS
Ausgabe : Na¨chste Einzelaktion
1 if NL(’EntferneEE’) then
// Worker steht nicht mehr korrekt und muss sich
entfernen
2 return Entfernen()
3 else if NL(’ErzeugePfad’) then
// Neue Elemente anfordern, um Teilpfade
aufzubauen
4 eeneu ←
FordereNeuesEEAn(BestimmeNa¨chstenPfadpunkt())
5 if eeneu 6= NULL then
6 SendeNachricht(eeneu, ’ErzeugePfad’)
// Schicke dem Masterelement erneut
Hindernisdaten und melde
// ihm, dass ein Zwischenelement angefordert
wurde
7 SendeNachricht(eeM , ’ErkannteHindernisse’,
ExtrahiereHindernisse(K))
8 SendeNachricht(eeM , ’EndPositionErreicht’)
9 return
// Hindernisinformationen an Masterelement senden.
Sofern keine
// Hindernisse erkannt wurden, kann diese Liste auch
leer sein
10 SendeNachricht(eeM , ’ErkannteHindernisse’,
ExtrahiereHindernisse(K))
// Bestimme letzten sichtbaren Pfadpunkt entlang des
vom Master
// berechneten und momentan gu¨ltigen Pfades zur
Senke
11 SendeNachricht(eeM , ’LetztePosition’,
BerechneLetztenSichtbarenPfadpunkt(K, PQS))
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6.1.3. Rahmenbedingungen
Nachfolgend werden die Rahmenbedingungen fu¨r BonE, die zur U¨ber-
pru¨fung der Allgemeingu¨ltigkeit notwendig sind, aufgestellt.
Voraussetzungen
• Eine beliebige KARIS-Umgebung Φ = (Q,S,EE,DH,SH,K,Z,
A, ψ)
• Eine beliebige Quelle q ∈ Q und eine beliebige Senke s ∈ S
• Ein beliebiges Einzelelement ee ∈ EE im Zustand z ∈ Z
Definitionen
• Sobald ein Einzelelement, im Rahmen eines Auftrags, eine Rolle
zugewiesen bekommen hat gilt folgende Notation:
Masterelement (Auftragsempfa¨nger) ⇒ eeM
Workerelemente mit Index i⇒ eeWi
• DHM ⊆ DH ist die Menge der dynamischen Hindernisse die dem
Masterelement eeM bekannt sind
• P ist ein beliebiger, evtl. hindernisblockierter Pfad zwischen eeM
und s
• Die Funktion FindePfad bewertet unbekannte Felder als befahr-
bare Felder.
• EA = {eaMB , eaWA, eaWE , eaWF } ist eine Menge an Einzelakti-
on, wobei gilt:
– eaMB : Masterelement bewegt sich
– eaWA: neues Workerelement wird an einer Position angefor-
dert
– eaWE : ein vorhandenes Worker-Element wird entfernt
– eaWF : ein Workerelement ist mit seiner Abarbeitung fertig
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Zielsetzung
Gesucht ist eine Folge von Aktionen pi = {a1, . . . , an} mit ai =
(. . . , eaeei , . . . ) und eaeei ∈ EA, so dass nach einer endlichen Anzahl
an Zustandsu¨berga¨ngen eine Fo¨rderstrecke zwischen q und s aufgebaut
wird.
6.1.4. U¨berpru¨fung der Allgemeingu¨ltigkeit
Nachfolgend wird die Allgemeingu¨ltigkeit des BonE-Verfahrens bzw. der
dazugeho¨rigen Entscheidungsfunktion τBonE , unter den gegebenen Rah-
menbedingungen aus Kapitel 6.1.3 und der in Kapitel 3 gezeigten Pro-
blemstellung u¨berpru¨ft.
Ein Einzelelement eei ist entweder Master oder Worker, daher muss im
Folgenden eine Fallunterscheidung durchgefu¨hrt werden.
Fall: eei = eeM (Masterelement)
Solange eeM nicht neben der Quelle steht, also eeM /∈ DNFq
gilt, generiert der Algorithmus die Aktion τBonE(eeM , z) = eaMB
(Masterfunktion, Zeilen 20-21). Dabei wird in jedem Zustand anhand
der aktuellen Lasersicht die Menge der dynamischen Hindernisse be-
stimmt und zur Menge der bereits bekannten dynamischen Hindernisse
DHM ⊆ DH des Masterelements eeM hinzugefu¨gt (Algorithmus 10,
Zeile 1).
Da |BF | < ∞ gilt, steht eeM nach endlich vielen Zustandsu¨berga¨ngen
entweder neben q oder es wird ein Endzustand zFehler ∈ Z erreicht, in
dem keine Fo¨rderstrecke zwischen q und s aufgebaut wurde, da q von
der Anfangsposition von eeM aus nicht erreichbar ist.
Falls eeM in einem bestimmten Zustand jedoch neben q steht, also
∃z ∈ Z : eeM ∈ DNFq gilt ⇒ eeM fordert nun sukzessive endlich
viele (da |BF | < ∞) neue Workerelemente eeW0 , . . . , eeWn am Rand
der gesamten bereits erkundeten Fla¨che entlang des ku¨rzesten Pfades
P zu s an, d.h. τBonE(eeM , zi) = eaWA (∀i ∈ {0, . . . , n} und z0 = z)
(Masterfunktion, Zeile 23 und 15).
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Mit jedem neu angeforderten Workerelement eeWi erha¨lt eeM im Zu-
stand zi Informationen u¨ber ggf. erkannte dynamische Hindernisse
DHWi ⊆ DH in der Umgebung von eeWi und fu¨gt diese zu seinen
bereits bekannten Hindernissen DHM hinzu.
Daraufhin kann eeM den bisher geplanten Pfad P erneut auf Gu¨ltig-
keit u¨berpru¨fen und ihn ggf. neu planen, falls er durch ein dynamisches
Hindernis blockiert wird. Dabei gilt:
(a) ∀j ∈ {0, . . . , n} : falls θ(eeWj , zi) /∈ P nach der Neuplanung ⇒
Jedes dieser eeWj wird wieder entfernt (τBonE(eeM , zi) = eaWE
fu¨r alle entsprechenden eeWj in Masterfunktion, Zeilen 8-9)
(b) Sollte in zi gelten, dass s noch nicht entdeckt wurde und das nach-
folgende Workerelement eeWi+1 nicht mehr neu angefordert wer-
den kann, da alle mo¨glichen befahrbaren Felder bereits besucht
wurden oder sa¨mtliche Pfade zu s durch Hindernisse blockiert
werden (der Pfad P existiert dann nicht mehr und die Funktion
BerechneLetztenSichtbarenPfadpunkt liefert NULL zuru¨ck), so ist
zi ein Endzustand, der Algorithmus terminiert (Masterfunktion,
Zeile 16) und es existiert keine Fo¨rderstrecke zwischen q und s.
(c) Da jedes Workerelement eeWi immer am Rand der bereits erkun-
deten Fla¨che platziert wird, bedeutet jedes eeWi fu¨r eeM auto-
matisch einen Zugewinn an Informationen u¨ber freie Felder und
Hindernisse, bei letzterem gilt also |DHM ∪DHWi | > |DHM |
Da |BF | <∞ und nach (c) die Anzahl |DHM | der erkundeten dynami-
schen Hindernisse gegen die Anzahl |DH| aller dynamischen Hindernisse
auf der Karte tendiert, kann geschlussfolgert werden, dass es nach end-
lich vielen Zustandsu¨berga¨ngen ein Workerelement eeWn geben muss,
welches direkter Nachbar von s ist: eeWn ∈ DNFs. Andernfalls wu¨rde
Punkt (b) zutreffen.
Somit wurde ein Pfad von q nach s gefunden, dessen Teilpfade mit weite-
ren Einzelelementen aufgefu¨llt werden mu¨ssen (Masterfunktion, Zeilen
10-13) ⇒ es werden rekursiv fu¨r jeden Teilpfad und jedes darauf neu
angeforderte Workerelement die Aktionen τBonE(ee, z) = eaWA und
τBonE(ee
′, z′) = eaWF mit ee, ee′ ∈ {eeM , eeW0 , eeW1 , . . . , eeWn , . . . }
generiert, wobei eeWij das j. Workerelement des i. Teilpfades ist. Sofern
ein Teilpfad nicht aufgebaut werden kann, weil er durch ein bis dahin un-
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bekanntes dynamisches Hindernis blockiert wird, muss die Fo¨rderstrecke
abgebaut werden (τBonE(eeM , z) = eaWE) und eine Neuplanung durch
eeM durchgefu¨hrt werden.
Andernfalls gibt es nach Aufbau aller Teilpfade einen Endzustand zE ∈
Z, in dem eine Fo¨rderstrecke von q nach s aufgebaut wurde.
Fall: eei = eeWi (Workerelement)
Ein Workerelement eeWi liefert dem Masterelement eeM mittels Lasers-
can Informationen u¨ber dynamische Hindernisse, die sich in seiner Um-
gebung befinden. Anschließend bleibt seine Position entweder fix oder
es wird mittels Nachricht durch eeM angewiesen, sich zu entfernen (z.B.
wenn es nicht mehr auf dem geplanten Pfad steht oder die gesamte
Fo¨rderstrecke wieder abgebaut werden muss).
Die einzigen Aktionen, die eeWi generiert, sind τBonE(eeWi , z) =
eaWF , falls es nur Hindernisdaten sendet oder sich entfernen muss
(Workerfunktion, Zeilen 1-2 und 10) und τBonE(eeWi , z) = eaWA, falls
es fu¨r den Aufbau der Fo¨rderstrecke ein weiteres Workerelement fu¨r
einen Teilpfad anfordern soll (Workerfunktion, Zeilen 3-9). Daru¨ber hin-
aus fu¨hrt es jedoch keine weiteren Operationen durch. Damit unterliegt
die Planung der Fo¨rderstrecke und der etwaige erfolgreiche Aufbau allein
dem Masterelement eeM .
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6.2. Directed Random (dRandom)
Das Verfahren dRandom kann prima¨r zu den Progressiven Algorithmen
geza¨hlt werden, wobei es Komponenten einer Gerichteten Erkundung
entha¨lt. Basis fu¨r den progressiven Aufbau liefert hierbei Probabilistic
Left or Right (Kapitel 4.3.2) als Entscheidungsfunktion beim Auftreten
unbekannter Objekte. Nachfolgend wird die Funktionsweise des Verfah-
rens vorgestellt. Danach wird im Detail auf den eigentlichen Algorith-
mus bzw. die Entscheidungsfunktion τdRandom eingegangen und diese
hinsichtlich Ihrer Allgemeingu¨ltigkeit ohne Beschra¨nkung untersucht.
6.2.1. Funktionsweise
Die allgemeine Funktionsweise des Verfahrens ist in Abbildung 6.2 dar-
gestellt. Zu Beginn des Verfahrens berechnet der Auftragsempfa¨nger ee0
den ku¨rzesten Pfad PS zwischen der Quelle S0 und Senke D0 und be-
wegt sich auf den ersten Pfadpunkt p1. Im Anschluss fordert das jeweils
letzte Element auf der bereits aufgebauten Fo¨rderstrecke ein neues Ele-
ment auf der na¨chsten freien Position auf P an. Also fordert ee0 ee1 an,
ee1 fordert ee2 usw. (siehe Abb. 6.2a).
Bevor een das na¨chste Element een+1 anfordert, u¨berpru¨ft es, ob der
na¨chste Pfadpunkt pn+1 auf PS ein befahrbares Feld bf ist. Ist pn+1
nicht befahrbar, also ein durch ein Hindernis blockiertes Feld, beginnt
die Ausweichstrategie: Zuerst werden sa¨mtliche mo¨gliche Pfade von een
zur Senke S0 berechnet (siehe Abb. 6.2b). Im Anschluss wird zufa¨llig
mit einer festgelegten Verteilung (z.B. 40% links, 60% rechts) auf einem
der zuvor berechneten Pfade die Fo¨rderstrecke weiter aufgebaut (siehe
Abb. 6.2c).
Trifft nun ein Element erneut auf ein Hindernis (siehe Abb. 6.2c) auf dem
neu geplanten Pfad P ′S , beginnt der gleiche Vorgang von vorne. Wird
kein alternativer Pfad, wie im Beispiel unter Abbildung 6.2c zu sehen
ist, gefunden, so wird der Pfad bis zur letzten Verzweigung mit einem
alternativen Pfad ru¨ckgebaut (siehe Abb. 6.2d). Hierbei ist wichtig, dass
alle gesammelten Informationen (Hindernisse,..) von een beim Ru¨ckbau
an een−1 u¨bergeben werden.
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Ab der letzten Verzweigung (siehe Abb. 6.2e) wird dann der alternative
Pfad P ′′S aufgebaut. Dieser Vorgang wird solange wiederholt, bis entwe-
der die Fo¨rderstrecke komplett aufgebaut ist (siehe Abb. 6.2f) oder alle
mo¨glichen Pfade ausprobiert wurden.
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(a) Der Auftragsempfa¨nger ee0 plant
zuna¨chst den ku¨rzesten Pfad PS
und beginnt mit dem Aufbau der
Fo¨rderstrecke von S0 nach D0 auf
P .
(b) Beim Auftreten unerwarteter Hin-
dernisse werden alternative Pfade
P ′S und P
′′
S berechnet. Die Aus-
wahl des alternativen Pfads erfolgt
u¨ber eine zuvor definierte Vertei-
lung zufa¨llig.
(c) Neue Fo¨rderstrecke wird auf P ′S
aufgebaut. Wird wieder ein Hin-
dernis auf P ′S erkannt, wird Schritt
(b) wiederholt. Gibt es keinen al-
ternativen Pfad...
(d) ... wird die Fo¨rderstrecke bis bis
zur letzten Verzweigung (ee11),
mit mindestens einem alternativ
Pfad, ru¨ckgebaut.
(e) Ab dieser Verzweigung wird der al-
ternative Pfad P ′′S aufgebaut.
(f) Schritte (b)-(e) werden solang wie-
derholt bis die Fo¨rderstrecke auf-
gebaut ist bzw. alle mo¨glichen Pfa-
de ausprobiert wurden.
Abbildung 6.2.: dRandom: Funktionsweise
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6.2.2. Entscheidungsfunktion τdRandom
Die Entscheidungsfunktion τdRandom stellt die Implementierung von
dRandom dar und wird durch Algorithmus 11 repra¨sentiert.
Der Algorithmus startet, sobald ein Einzelelement eei einen Auftrag
zum Aufbau einer Fo¨rderstrecke empfangen hat. Des Weiteren wird an-
genommen, dass sich der Auftragsempfa¨nger ee0 neben der vom Auf-
tragssender gewa¨hlten Quelle befindet, und zwar - sofern mo¨glich - an
der Stelle, die sich am na¨hesten zur Senke befindet. Sollte dies nicht
der Fall sein, so bewegt es sich zuna¨chst an diese - oder na¨chst freie -
Position neben der Quelle und beginnt dann mit der Abarbeitung des
eigentlichen Algorithmus. Im Folgenden soll jeweils ein beliebiges Ein-
zelelement betrachtet werden.
Als Eingabe erha¨lt der Algorithmus die Parameter u¨ber das ausfu¨hrende
Einzelelement eei, eine Karte K der Umgebung, eine Nachrichtenliste
NL mit eventuell von anderen Einzelelementen empfangenen Nachrich-
ten, eine implizit gefu¨hrte und anfangs leere Liste GF mit gesperrten
Feldern sowie eine weitere, implizit gefu¨hrte Liste HF mit erkannten
Hindernissen. Die letztgenannte Liste wird dabei nach jedem Lasers-
can automatisch aktualisiert. Anschließend erfolgt die Abarbeitung der
Anweisungen, die in die nachfolgend gelisteten Blo¨cke aufgeteilt ist:
In der Initialisierung (Zeile 1-2) wird auf der u¨bergebenen Karte K ein
Pfad von der aktuellen Position des Einzelelements zur Senke gesucht
(Zeile 1). Dabei ru¨hrt die Tatsache, dass auf einer Karte ohne Hinder-
nisinformationen geplant wird, daher, dass immer erst auf dem global
direkten Pfad gebaut und nur wenn dieser blockiert ist, auf einen loka-
len Pfad zuru¨ckgegriffen werden soll. Anschließend wird ein Laserscan
durchgefu¨hrt und die Karte K mit den eventuell neu gewonnenen Infor-
mationen u¨ber Hindernisse und freie Felder aktualisiert (Zeile 2).
Bei der Nachrichtenverarbeitung (Zeile 3-6) werden empfangene Nach-
richten abgearbeitet. Unterstu¨tzt werden die Nachrichtentypen Erzeuge-
NeuenPfad und FolgeExistierendemPfad, wobei eine Nachricht vom erst-
genannten Typ genau dann eintrifft, wenn das Vorga¨nger-Einzelelement
eei−1 ein Hindernis auf dem urspru¨nglichen Pfad PS erkannt hat und das
jetzige Einzelelement eei somit einen neuen Pfad PS (=̂P
′
S aus 6.2.1) zur
Senke planen muss (Zeile 4). Eine Nachricht vom letztgenannten Typ
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wird empfangen, wenn vom Vorga¨nger-Einzelelement eei−1 kein Hin-
dernis erkannt wurde und somit weiterhin entlang des urspru¨nglichen
Pfades PS aufgebaut werden soll (Zeile 6).
Die Pfadu¨berpru¨fung erfolgt von Zeile 7-13. Sofern kein gu¨ltiger Pfad PS
durch die Funktion FindePfad gefunden oder mittels Nachricht empfan-
gen wurde, erfolgt entweder der Abbruch des Aufbaus der Fo¨rderstrecke
(Zeile 9) oder ein Ru¨ckbau (Zeile 11).
Ru¨ckbau bedeutet dabei, dass das aktuelle Einzelelement eei entfernt
und dessen Position gesperrt, also zu GF hinzugefu¨gt wird, weil von dort
aus kein gu¨ltiger Pfad PS zur Senke mo¨glich ist. Im Anschluss daran wird
auf dem vorhergehenden Einzelelement eei−1 der Algorithmus erneut
gestartet.
Des Weiteren wird solange zuru¨ckgebaut, bis wieder ein Einzelelement
eej (j < i) gefunden wurde, welches in seiner direkten Nachbarschaft ein
freies und nicht gesperrtes Feld besitzt, von dem aus ein Pfad zur Senke
existiert. Hierbei ist es wichtig, die Hindernisse aus HF mit zu beru¨ck-
sichtigen und unbekannte Felder als befahrbar anzunehmen, da sonst
mehrmals in die selbe Sackgasse gebaut wird. Sollte keines gefunden
werden und der Ru¨ckbau bis zum Auftragsempfa¨nger ee0 fortgeschritten
sein, muss das Verfahren abgebrochen werden, da keine Fo¨rderstrecke
von der Quelle zur Senke auf K existieren kann.
Trifft jedoch keine der beiden Bedingungen zu und befindet sich das
aktuelle Einzelelement eei neben der Senke (Zeile 13), so wurde eine
Fo¨rderstrecke erfolgreich aufgebaut.
In Zeile 14-22) wird der na¨chste Pfadpunkt aus PS extrahiert und mit-
tels der Funktion BewertePfadpunkt (Zeile 14) dahingehend u¨berpru¨ft
bzw. evaluiert, ob er durch ein Hindernis blockiert ist. Sollte dies der
Fall sein, ermittelt die Funktion gleichzeitig eine Ausweichposition links
oder rechts von der aktuellen Stelle entsprechend festgelegter Wahr-
scheinlichkeiten. Sollte keine Ausweichmo¨glichkeit bestehen, muss hier
ebenfalls ein Ru¨ckbau erfolgen (Zeile 16). Andernfalls kann ein neues
Einzelelement eeneu = eei+1 auf dem passenden Feld platziert werden
(Zeile 18).
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Algorithmus 11: dRandmon
Eingabe : Aktuelles ee, Karte K und Nachrichtenliste NL
Implizit : Sperrliste GF und Liste mit Hindernissen HF
Ausgabe : Na¨chste Einzelaktion
1 PS ← FindePfad(AktualisiereKarte(K, GF), Position(ee),
Position(SENKE))
2 K ← AktualisiereKarte(K, BerechneLasersicht())
3 if NL(’ErzeugeNeuenPfad’) = TRUE then
4 PS ← FindePfad(AktualisiereKarte(K, GF),
Position(ee), Position(SENKE))
5 else if La¨nge(NL(’FolgeExistierendemPfad’)) 6= 0 then
6 PS ← NL(’FolgeExistierendemPfad’)
7 if PS = NULL then
8 if Auftragsempfa¨nger(ee) = TRUE then
9 return Fertig(FALSE)
10 else
11 return Ru¨ckbau(GF ∪ {Position(ee)})
12 else if La¨nge(PS) = 0 then
13 return Fertig(TRUE)
14 EVAL ← BewertePfadpunkt(K, Position(ee), Pop(PS), GF)
15 if EVAL.Ru¨ckbau() = TRUE then
16 return Ru¨ckbau(GF ∪ {Position(ee)})
17 else
18 eeneu ← FordereNeuesEEAn(EVAL.Na¨chstePosition())
19 if EVAL.HindernisErkanntOderGesperrt() = TRUE then
20 SendeNachricht(eeneu, ’ErzeugeNeuenPfad’, TRUE)
21 else
22 SendeNachricht(eeneu, ’FolgeExistierendemPfad’, PS)
6.2.3. Rahmenbedingungen
Nachfolgend werden die Rahmenbedingungen zur U¨berpru¨fung der All-
gemeingu¨ltigkeit fu¨r dRandom aufgestellt. Die Voraussetzungen und
Zielsetzungen ko¨nnen aus Kapitel 6.1.3 u¨bernommen werden.
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Definitionen
• Sobald ein Einzelelement, im Rahmen eines Auftrags, eine Rolle
zugewiesen bekommen hat gilt folgende Notation:
Auftragsempfa¨nger ⇒ ee0
Weitere Elemente ⇒ eei mit i > 0
• Die Funktion FindePfad bewertet unbekannte Felder als befahr-
bare Felder.
• FF ⊆ BF ist eine Menge von freien Feldern
• GF ⊆ BF ist eine Menge von gesperrten Feldern (Sperrliste)
• PQ ist ein beliebiger, evtl. hindernisblockierter Pfad zwischen ee0
und q
• eine Fo¨rderstrecke PF = {p0, . . . , pi−1} ⊆ BF zwischen q und
eei und ein beliebiger, evtl. hindernisblockierter Pfad PS =
{pi+1, . . . , pn} ⊆ BF zwischen eei und s, wobei gilt:
– falls i = 0 : PF = ∅
– falls i > 0 : eei−1 und eei sind direkte Nachbarn
Das bedeutet, dass eei zwischen den Pfaden PF und PS platziert
ist und sich alle anderen, zu diesem Auftrag geho¨renden Einz-
elemente eej (j < i) auf der unmittelbar an eei anknu¨pfenden
Fo¨rderstrecke PF vor eei befinden.
• eine Menge von Einzelaktionen EA = {eaF , eaR, eaB}, wobei gilt:
– eaF : ein Einzelelement ist mit der Abarbeitung seiner Auf-
gaben fertig und wird zu PF hinzugefu¨gt
– eaR: ein Einzelelement ist mit der Abarbeitung seiner Aufga-
ben fertig , einen Ru¨ckbau der Fo¨rderstrecke wird anfordert
und aus PF entfernt
– eaB : ein Einzelelement sich bewegt und ist anschließend mit
der Abarbeitung seiner Aufgaben fertig
6.2.4. U¨berpru¨fung der Allgemeingu¨ltigkeit
Nachfolgend wird die Allgemeingu¨ltigkeit von dRandmon bzw. der da-
zugeho¨rigen Entscheidungsfunktion τdRandom unter den gegebenen Rah-
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menbedingungen aus Kapitel 6.2.3 und der in Kapitel 3 gezeigten Pro-
blemstellung u¨berpru¨ft.
Da immer nur ein Einzelelement eei zu einem Zeitpunkt aktiv mit der
Abarbeitung des Algorithmus bescha¨ftigt ist, genu¨gt es, die Betrach-
tungen auf dieses zu beschra¨nken. Daraus folgt, dass fu¨r alle ee′ 6= eei
im Zustand z gilt: τdRandom(z, ee
′) = eaIdle. Somit hat jede Akti-
on die Form ak = (eaIdle, . . . , eaIdle, τdRandom(z, eei), eaIdle, . . . , eaIdle)
(k ∈ {1, . . . , n}).
Der Algorithmus bestimmt im Block Initialisierung mittels Laserscan
die Menge der dynamischen Hindernisse DHz ⊆ DH und die Menge der
begehbaren Felder BFz ⊆ BF , die im Zustand z beru¨cksichtigt werden
mu¨ssen. Letztere werden dabei zu FF hinzugefu¨gt: FF = FF ∪ BFz
(Zeilen 1-2).
Es muss zuna¨chst der Fall betrachtet werden, dass der Auftrags-
empfa¨nger nicht neben q auf der ersten Position des ku¨rzesten Pfades
von q nach s steht. Dann gilt eei = ee0 und ee0 berechnet einen Pfad PQ
von seiner Position zu dieser Stelle. Daraufhin muss untersucht werden:
(a) Falls PQ nicht existiert⇒ ee0 hat keine Mo¨glichkeit zur Quelle zu
gelangen ⇒ τdRandom(z, ee0) = eaF , der Algorithmus terminiert
und es wurde keine Fo¨rderstrecke zwischen q und s aufgebaut.
(b) Falls PQ existiert und |PQ| > 0 gilt⇒ ee0 generiert fortlaufend die
Einzelaktion τdRandom(z, ee0) = eaB und bewegt sich entlang PQ,
bis q erreicht wurde und ee0 auf der ersten Position des ku¨rzestens
Pfades von q nach s steht.
Nach jeder Bewegung wird der Pfad PQ anhand der aktuel-
len Hindernisinformationen DHz neu berechnet. Da |BF | < ∞
gilt, wird die Ziel-Position entweder nach endlich vielen Zu-
standsu¨berga¨ngen erreicht oder es tritt Fall (a) ein.
Der Auftragsempfa¨nger befindet sich nun neben q und kann somit mit
der Abarbeitung des Kern-Algorithmus beginnen.
Falls der Pfad PS im aktuellen Zustand z nicht existiert (also weder
durch Berechnung in Zeile 1 noch durch Nachrichtenu¨bermittlung und
anschließender Neuberechnung in Zeile 4), muss Folgendes u¨berpru¨ft
werden:
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• falls eei = ee0 ⇒ es existiert keine Fo¨rderstrecke von q nach
s und der Algorithmus endet somit fu¨r den Auftragsempfa¨nger:
τdRandom(z, eei) = eaF (Zeile 9).
• falls eei 6= ee0 ⇒ pi wird zu GF hinzugefu¨gt, es erfolgt das Ende
des Algorithmus fu¨r eei und ein Ru¨ckbau der Fo¨rderstrecke PF ∪
{pi} ⇒ τdRandom(z, eei) = eaR (Zeile 11).
Falls der Pfad PS existiert und |PS | = 0 gilt, dann befindet sich pi neben
s, PF ∪ {pi} ist eine Fo¨rderstrecke von q nach s und der Algorithmus
endet fu¨r eei ⇒ τdRandom(z, eei) = eaF . Das gesamte Verfahren termi-
niert schließlich mit einer erfolgreich aufgebauten Fo¨rderstrecke (Zeile
13).
Falls |PS | > 0 gilt, dann ist pi+1 die erste Position des Pfades PS bzw.
die Nachfolger-Position von eei. Es mu¨ssen folgende Fa¨lle unterschieden
werden:
• falls ∃dh ∈ DHz : θ(dh, z) = pi+1∨pi+1 ∈ GF ⇒ die nachfolgende
Position pi+1 wird durch ein dynamisches Hindernis blockiert oder
befindet sich in der Menge der gesperrten Felder (Block Bewertung
bzw. Zeile 14). Zu unterscheiden sind dann weitere Fa¨lle:
– falls ∃bf ∈ BFz mit bf 6= pi und ∀dh′ ∈ DHz, dh′ 6= dh :
θ(dh, z) 6= bf und ∀ee′ ∈ EE, ee′ 6= eei : θ(ee′, z) 6= bf
und bf ∈ DNFpi , d.h. es gibt mindestens ein weiteres freies
Feld in der direkten Nachbarschaft von eei, dann wird eei+1
auf bf angefordert und von diesem ein neuer Pfad PS , der
hindernisblockiert sein kann, zwischen bf und s erzeugt. Der
Algorithmus endet damit fu¨r eei ⇒ τdRandom(z, eei) = eaF
(Zeile 19).
– andernfalls wird pi zu GF hinzugefu¨gt, der Algorithmus en-
det fu¨r eei und es erfolgt ein Ru¨ckbau der Fo¨rderstrecke
PF ∪ {pi} ⇒ τdRandom(z, eei) = eaR (Zeile 16).
• falls ∀dh ∈ DHz : θ(dh, z) 6= pi+1 ∧ pi+1 /∈ GF ⇒ die nach-
folgende Position pi+1 ist frei und wird mit einem neuen Ein-
zelelement eei+1 besetzt ⇒ Ende des Algorithmus fu¨r eei ⇒
τdRandom(z, eei) = eaF (Zeile 21).
Fu¨r das aktive Einzelelement eei ergeben sich im Zustand z somit aus-
schließlich die Mo¨glichkeiten, ein neues Einzelelement anzufordern (Ein-
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zelaktion eaF ) oder die bestehende Fo¨rderstrecke abzubauen (Einzelak-
tion eaR). Bei letzterem wird die aktuelle Position pi des Einzelelements
in die Menge der gesperrten Felder eingefu¨gt und ist dadurch nicht mehr
befahrbar. Anschließend ist eei mit seiner Abarbeitung fertig, d.h. es
ko¨nnen keine unendlichen Einzelaktionszyklen entstehen.
Aus dieser Erkenntnis folgt unmittelbar: solange kein gu¨ltiger Pfad PS
zur Senke gefunden wurde bzw. dieser an der Position pi+1 hindernisblo-
ckiert ist und keine Ausweichmo¨glichkeit besteht, nimmt die Kardina-
lita¨t von GF zu, wobei |GF | gegen |FF | tendiert. Da |FF | ≤ |BF | <∞
gilt, bedeutet dies, dass es nach endlich vielen Zustandsu¨berga¨ngen einen
Endzustand zE ∈ Z gibt, in dem entweder
|GF | < |FF |
gilt und eine Fo¨rderstrecke PF von q nach s aufgebaut wurde oder sich
|GF | = |FF |
ergibt, woraus folgt, dass keine gu¨ltige Fo¨rderstrecke von q nach s exis-
tieren kann.
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In Kapitel 6 konnte gezeigt werden, dass die vorgestellten Algorithmen
stets terminieren, solange eine Lo¨sung fu¨r das Problem besteht (sie-
he Kap. 6.1.4 und Kap. 6.2.4). Jedoch kann damit noch keine Aussage
hinsichtlich der Leistungsfa¨higkeit (Anzahl verwendete Elemente, La¨nge
der Fo¨rderstrecke, usw.) der Verfahren getroffen werden. Hierzu wurden
eine Simulationssystem (Kap. 7.1) sowie das dazugeho¨rige Simulations-
modell (Kap. 7.2) aufgebaut. Die durchgefu¨hrten Versuche sowie das
entsprechende Bewertungsverfahren werden im Anschluss vorgestellt.
7.1. KARIS Simulator (KSim)
Zur Untersuchung unterschiedlicher Verhaltensweisen und deren Bewer-
tung wurde die Simulationssoftware KSIM entwickelt. Im Folgenden
werden deren Leistungsfa¨higkeit und Funktionsumfang beschrieben.
7.1.1. Einschra¨nkungen und Vereinfachungen
Folgende Vereinfachungen und Einschra¨nkungen wurden im KARIS Si-
mulator getroffen:
• Der Simulator arbeitet auf einem diskreten, zweidimensionalen
Grid (Karte) in diskreten Zeitschritten (Iterationsschritte).
• Hindernisse befinden sich an Positionen, die zum Simulations-
Zeitpunkt t = 0 fixiert werden und sich danach nicht mehr
vera¨ndern ko¨nnen. Daru¨ber hinaus ko¨nnen Hindernisse auch nicht
verschwinden. Allerdings kennen die Einzelelemente die Positio-
nen der Hindernisse zu Beginn einer Simulation nicht, ko¨nnen sie
aber durch Benutzung des Laserscanners entdecken.
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• Einzelelemente ko¨nnen sich pro Iterationsschritt ho¨chstens ein
Feld weit nach links, rechts, oben oder unten bewegen. Diagonale
Bewegungen oder Bewegungen in sonstige Richtungen sind nicht
mo¨glich.
• Einzelelemente ko¨nnen an beliebigen Positionen erscheinen und
auch wieder verschwinden, ohne dass sie beispielsweise aus der
Karte bewegt werden mu¨ssen.
7.1.2. Aufbau des KARIS Simulators
In Abbildung 7.1 ist der allgemeine Aufbau von KSim dargestellt.
Simulationsprojekt 
Simulationsmodell 
Simulations- 
steuerung 
GUI (Grafische 
Benutzeroberfläche) 
Netzwerkdienst 
Simulations- 
parameter 
Karte 
Simulations- 
ergebnis 
                          
                         Simulationskern 
                          
Plugin A 
Simulations- 
parameter 
Karte 
Abbildung 7.1.: Aufbau von KSim
Die grafische Benutzeroberfla¨che (GUI, siehe Kapitel 7.2) dient zur In-
teraktion mit dem Anwender. Zu diesem Zweck ermo¨glicht es die GUI
Daten fu¨r eine Simulation in Form eines Projekts zu erzeugen, zu ver-
walten und darauf aufbauend eine Simulation durchzufu¨hren. Fu¨r die
Durchfu¨hrung von Simulationen auf entfernten Rechnern steht ein Netz-
werkdienst zur Verfu¨gung, der die verteilte Abarbeitung (mehrere Rech-
ner) von Projekten ermo¨glicht.
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Zu Beginn der Simulation wird der Simulationssteuerung das Simu-
lationsmodell u¨bergeben, in dem die Simulationsparameter definiert
sind. Fu¨r jede Kombination aus Karte, Plugin und Simulationspa-
rameter startet die Simulationssteuerung eine Simulation und spei-
chert das Ergebnis im Simulationsprojekt in den Simulationsergebnis-
sen. Das Simulationprojekt entha¨lt alle Daten und Einstellungen, die
zur Durchfu¨hrung und anschließenden Auswertung von Simulationen
notwendig sind (Karten, Simulationsergebnisse, verwendete Plugin, ver-
wendet Referenz und weitere Einstellungen).
Der Simulationskern (siehe Kapitel 7.1.3) ist fu¨r die Durchfu¨hrung der
Simulation zusta¨ndig, dazu werden eine Karte und eine Liste von Simu-
lationsparametern u¨bergeben. Der Simulationskern la¨dt das gewu¨nsch-
te Plugin und startet die Simulation. Am Ende einer Simulation spei-
chert der Simulationskern das Ergebnis im aktuellen Simulationsprojekt
ab. Der Simulationskern arbeitet auf einem diskreten Zeit- und Karten-
modell. Dies erlaubt eine schnelle und unkomplizierte Implementierung
von Algorithmen. Im Gegensatz zu diskreten Modellen sind kontinuierli-
che Modelle mit einem erheblichen Mehraufwand verbunden - es mu¨ss-
ten mu¨ssten Karten mit Gleichungen bzw. Ungleichungen und Bewe-
gungsaktionen mit Differenzialgleichungen (vergleiche (LaValle 2006))
beschrieben werden.
Das Plugin Interface (siehe 7.1.4) stellt die Schnittstelle zwischen dem
Simulationskern und den Algorithmen dar. Es modelliert z.B. die Sen-
sorik der Einzelelemente sowie die Motoren oder die Kommunikation.
Jeder in einem Plugin implementierte Algorithmus darf die zur Pro-
blemlo¨sung beno¨tigten Informationen nur u¨ber diese Schnittstelle erhe-
ben. Die Plugins sind die Verhaltenbeschreibungen die es zu untersuchen
gilt.
7.1.3. Simulationskern
Im Simulationskern wird jede Simulation in endlich viele Zeitschritte
aufgeteilt und jedes Einzelelement kann einmal pro Zeitschritt mit seiner
Umgebung interagieren. Die mo¨glichen Interaktionen werden im Plugin
Interface definiert. Ein Einzelelement kann z.B. jeden Zeitschritt die
Umgebung mit einem Laserscanner scannen, sich auf ein benachbartes
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Abbildung 7.2.: Hauptfenster der GUI
Kartenfeld bewegen oder Nachrichten an andere Einzelelemente versen-
den. Die Simulation endet sobald alle Einzelelemente signalisieren, dass
sie ihre gewu¨nschte Position erreicht haben und kein Einzelelement eine
weitere Aktion ausfu¨hren will. Einzelelemente, die noch weitere Aktio-
nen ausfu¨hren wollen, werden im Folgenden als aktive Einzelelemente
bezeichnet und Einzelelemente, die ihre gewu¨nschte Position erreicht
haben, als inaktive Einzelelemente gekennzeichnet.
Die Simulation la¨uft im einzelnen wie folgt ab: Zu Beginn jedes Zeit-
schritts wird eine Liste aller aktiven Einzelelemente erstellt. Dann
wird der im Plugin implementierte Algorithmus fu¨r jedes Einzelele-
ment einmal ausgefu¨hrt. Der Algorithmus kann beliebige Berechnungen
ausfu¨hren. Informationen u¨ber die Karte und die Position von Hindernis-
sen sowie anderen Einzelelementen du¨rfen aber ausschließlich u¨ber das
Plugin Interface erhoben und ausgetauscht werden. Nach der vollsta¨ndi-
gen Abarbeitung der Liste werden alle weitergeleiteten Nachrichten den
Empfa¨ngern zugestellt. Sollte ein inaktives Einzelelement eine Nachricht
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empfangen, a¨ndert sich dessen Status zu Aktiv. So kann es im na¨chsten
Zeitschritt auf die Nachricht reagieren. Es werden solange Zeitschritte
nacheinander simuliert, bis alle Einzelelemente dem Simulator signa-
lisieren, dass sie ihre gewu¨nschte Position erreicht haben und folglich
alle Einzelelemente den Status inaktiv haben. Tritt dies ein, endet die
Simulation und der Simulationskern erstellt das Simulationsergebnis.
7.1.4. Plugin Interface
Im Folgenden wird die Schnittstelle (Plugin Interface) mit allen Metho-
den vorgestellt:
Bewegung KSim stellt eine Karte in einem diskreten Grid-Graphen
dar. Auf diesem Grid-Graphen kann sich ein Einzelelement pro Zeit-
schritt maximal ein Feld bewegen. Es sind nur Vorwa¨rts-, Ru¨ckwa¨rts-
oder Seitwa¨rtsbewegungen erlaubt. Diagonale Bewegungen und Bewe-
gungsaktionen auf blockierte Felder sind nicht gestattet.
Abbildung 7.3.: Bewegungsraum eines Elements im Simulator
Lasersicht Ein Einzelelement kann zu jedem Zeitpunkt die unmittel-
bare Umgebung mit den Laserscannern scannen. Dabei wird der Lasers-
canner von zwei Simulationsparametern beeinflusst. Die Lasersichtweite
gibt den maximalen Sichtradius des Kreises an. Innerhalb dieses Kreises
werden alle Felder als belegt, frei oder unbekannt deklariert. Um ein
Feld als freies Feld zu identifizieren muss dieses vollsta¨ndig einsehbar
sein und darf nicht teilweise von einem Hindernis verdeckt werden. Alle
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(a) Vollsta¨ndige Karte (b) Lasersicht eines Ein-
zelelements
Abbildung 7.4.: Lasersicht mit identifizierbaren Objekten
nicht vollsta¨ndig einsehbaren, freien Felder und alle vollsta¨ndig verdeck-
ten Hindernisse werden als unbekannt deklariert. Innerhalb der Laseri-
dentifikationsweite kann der Laserscanner zusa¨tzlich noch erkennen, ob
es sich bei einem gefundenes Hindernis um eine Quelle, eine Senke, ein
Einzelelement oder ein dynamisches Hindernis handelt. Abb. 7.4 zeigt
eine Lasersicht fu¨r eine Lasersichtweite von sieben Feldern und eine La-
seridentifikationsweite von fu¨nf Feldern.
Kommunikation Jedes Einzelelement kann Nachrichten mittels Broad-
cast oder per Punkt-zu-Punkt an andere Einzelelemente versenden. Die
Kommunikationsreichweite gibt die maximale Distanz zwischen zwei
Einzelelementen an, in der ein Austausch der Nachrichten zwischen bei-
den Einzelelementen stattfinden kann. Die Bandbreite beschreibt die
maximale Anzahl an Bytes, die ein Element in einem Zeitschritt senden
darf. Sollte die Nachrichtengro¨ße die verbleibende Sendekapazita¨t u¨ber-
schreiten, wird die Sendeoperation im na¨chsten Zeitschritt fortgesetzt.
Eine Nachricht wird erst nach erfolgreich abgeschlossener Sendeopera-
tion zugestellt.
Gewu¨nschtePositionErreicht Hiermit ko¨nnen Einzelelemente dem Si-
mulator signalisieren, dass sie ihre gewu¨nschte Position erreicht haben
und keine weiteren Aktionen ausfu¨hren wollen. Der Simulator a¨ndert
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den Status dieser Einzelelement auf inaktiv und wird im na¨chsten Zeit-
schritt den Algorithmus fu¨r dieses Einzelelement nicht mehr aufrufen.
Element anfordern/entfernen Mit dieser Aktion kann ein Einzelele-
ment ein neues Einzelelement an einer beliebigen freien Position anfor-
dern oder sich selber von der Karte entfernen. So kann z.B. das Anfor-
dern von zusa¨tzlichen Einzelelementen simuliert werden.
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7.2. Simulationsmodell
Zur Beschreibung des Simulationsmodell werden zuna¨chst die Zusammen-
ha¨nge zwischen den Modellparametern erkla¨rt. Nach der Vorstellung des
Simulationsmodells werden in den Abschnitten 7.2.1, 7.2.2 und 7.2.3 die
Einflussgro¨ßen des Systems und zum Abschluss die Bewertungsbereiche
mit den dazugeho¨rigen Zielgro¨ßen betrachtet.
System 
SIGNALGRÖSSEN 
Karten-Form/Größe 
Hindernis-Deckungsgrad/Verteilung 
Quellen-Senken Position 
Startposition EE 
STÖRGRÖSSEN 
Ressourcen 
Zufallszahlen  
(z.B. Zufällige Startposition EE) 
FEHLERZUSTÄNDE 
Bug 
Datenfehler 
 
ZIELGRÖSSEN 
Robustheit 
Aufwand 
Qualität der Lösung 
STEUERGRÖSSEN 
Lasersichtweite 
Laseridentifikationsweite 
Richtungswechselkosten 
Abbildung 7.5.: Modell des KARIS-Systems
Die Parameter der Einflussgro¨ßen (Steuer-, Signal- und Sto¨rgro¨ßen) wir-
ken auf KARIS ein und beeinflussen die Ergebnisse der Zielgro¨ßen. Ziel-
gro¨ßen sind die gewu¨nschten Ergebnisse des Systems, wa¨hrend Fehler-
zusta¨nde Ergebnisse bei Systemversagen beschreiben.
In Abbildung 7.5 werden die Zusammenha¨nge der Simulationsparameter
fu¨r KARIS, nach Siebertz, van Bebber und Hochkirchen (2010), verdeut-
licht und die wichtigsten Parameter des Systems gezeigt.
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7.2.1. Steuergro¨ßen
Steuergro¨ßen sind Parameter, die innerhalb des Systems liegen. Sie
ko¨nnen eingestellt werden, um die gewu¨nschte Funktionsgu¨te des Sys-
tems zu erreichen.
Lasersichtweite (LaserRange) Die Lasersichtweite (LR) gibt den Ra-
dius des Lasers, also die
”
Sichtweite“ der Elemente an. Sie kann im Be-
reich von 1 bis ∞ Feldern getestet werden. Den Lo¨sungsverfahren wird
also ein Mindestmaß an Lasersichtweite garantiert. Eine sinnvolle Ober-
grenze der Lasersichtweite ist die maximal mo¨gliche Sichtweite in einem
Raum. Sie ist die Diagonale von einer Ecke zur gegenu¨berliegenden des
Raumes.
Laseridentifikationsweite (LaserIdentifyRange) Die Laseridentifika-
tionsweite (LIR) ist die maximale Entfernung, auf die sich KARIS-
Elemente mit den Lasersensoren gegenseitig identifizieren ko¨nnen. Es
muss beru¨cksichtigt werden, dass die Laseridentifikationsweite immer
kleiner oder gleich der Lasersichtweite ist. Außerhalb der Laseridentifi-
kationsweite werden Einzelelemente als Hindernis erkannt.
Richtungswechselkosten (CornerCosts) Die Richtungswechselkosten
(CC) geben die Ho¨he der Strafkosten fu¨r einen Richtungswechsel im
Stetigcluster an. Dadurch sollen u¨berflu¨ssige Richtungswechsel vermie-
den und gleichzeitig mo¨glichst gerade Strecken gefo¨rdert werden. Eine
Normierung der abstrakten Kosten auf das Intervall von null bis zehn
Kosteneinheiten macht die Ergebnisse verschiedener Algorithmen ver-
gleichbar.1
Kommunikationsreichweite Die KARIS Elemente besitzen eine Kom-
munikationseinheit, um Informationen miteinander auszutauschen. Die
Kommunikationsreichweite ist die maximale Reichweite, in der die EE
miteinander kommunizieren ko¨nnen. Sie kann im Bereich von null bis∞
1Keine Strafe bei null Kosteneinheiten, ho¨chste Strafe bei zehn Kosteneinheiten.
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Feldern getestet werden. Als Obergrenze kann, wie bei der Lasersicht-
weite, die 100-prozentige Abdeckung des Raumes angenommen werden.
Bandbreite Die Bandbreite begrenzt den Datenverkehr bezu¨glich der
ausgetauschten Datenmenge (in Bytes) wa¨hrend einer Iteration.
7.2.2. Signalgro¨ßen
Signalgro¨ßen legen den Arbeitsbereich des Systems fest. Ihre Eigenschaf-
ten liegen außerhalb der Systemgrenzen, haben aber Einfluss auf die
Funktionsfa¨higkeit des Systems. Die Signalgro¨ßen ko¨nnen nicht oder nur
unter unverha¨ltnisma¨ßigem Aufwand vera¨ndert werden. Deshalb muss
mit einer Anpassung der Steuergro¨ßen auf sie reagiert werden, um die
Funktionsgu¨te des Systems zu erho¨hen.
Gro¨ße des Simulationsraumes Die Gro¨ße des Simulationsraumes hat
direkten Einfluss auf die Simulationsdauer. Die Angabe der Raumgro¨ße
bezieht sich immer auf die Innenmaße eines Raumes. Als Standardkarte
fu¨r Simulationen wurden Innenraummaße von 40x40 Feldern gewa¨hlt.
Form des Simulationsraumes Der Simulationsraum kann theoretisch
jede beliebige, darstellbare Form annehmen. Der Grundriss des Raumes
ist jedem EE bekannt. Jedes Pfadplanungproblem in einer beliebigen
Raumform kann auf Teilprobleme in rechteckigen Ra¨umen aufgeteilt
werden.
Quellen-Senken Positionierung Vor dem Simulationslauf wird die Po-
sition von Quelle und Senke festgelegt. Zwischen diesen wird der Ste-
tigcluster aufgebaut. Die Positionierung hat einen direkten Einfluss auf
Simulationszeit und Pfadla¨nge. Um eine Vergleichbarkeit fu¨r die Simula-
tionskarten herzustellen, werden einheitliche Quellen-Senken-Positionen
gewa¨hlt. Die Quelle befindet sich immer zentriert am linken Rand des
Simulationsraums. Die Senke wird an der rechten Wand des Raumes
zentriert platziert.
104
7.2. Simulationsmodell
Startposition der Einzelelemente Zu Beginn der Simulation befindet
sich kein Einzelelement auf der Karte. Durch eine Elementequelle kann
die Startposition der EE festgelegt werden. Von dieser Position aus be-
ginnen die EE ihre Aufgabe zu lo¨sen. Fu¨r den Versuchsaufbau wird eine
feste Elementequelle direkt neben der Quelle definiert. Dabei sind die
Felder u¨ber- oder unterhalb der Quelle zu wa¨hlen.
Hindernisdeckungsgrad Hindernisse muss der Algorithmus wa¨hrend
des Stetigclusteraufbaus erst identifizieren. Das Entdecken von Hinder-
nissen auf dem Pfad zwingt ihn zur Neuberechnung des Pfades und hat
damit starken Einfluss auf die Planungsgeschwindigkeit.
Hindernisanordnung Die Hindernisanordnung beschreibt die Struktu-
rierung eines Raumes. Eine starke Strukturierung, z. B. die linienfo¨rmige
Aneinanderreihung von Gegensta¨nden, kann eine schnelle Planungsge-
schwindigkeit bewirken. Dagegen erzeugt eine schwache Struktur der
Hindernisse oftmals Sackgassen, die zu Planungsfehlern im Stetigclus-
teraufbau fu¨hren. Im Zusammenspiel mit dem Deckungsgrad beeinflusst
die Hindernisanordnung die Planungszeit in hohem Maße.
7.2.3. Sto¨rgro¨ßen
Sto¨rgro¨ßen liegen außerhalb des eigentlichen Systems. Ihre Werte
ko¨nnen in Experimenten nicht beeinflusst werden. Man versucht ihren
Einfluss auf die Zielgro¨ßen durch geeignete Einstellungen der Steuer-
gro¨ßen gering zu halten.
Startposition der Einzelelemente Wenn keine Elementequelle in der
Karte vorhanden ist, wird die Startposition fu¨r das erste EE zufa¨llig
vergeben. Das EE muss unterschiedliche Distanzen zur Quelle zuru¨ckle-
gen, um die Pfadplanung zu beginnen. In einer Iteration kann sich ein
EE nur um ein Feld fortbewegen und die Iterationszahl wa¨chst mit der
Distanz zur Quelle.
Bei der Standardkarte ohne Hindernisse mit den Maßen 40x40 Felder
bedeutet dies ein um durchschnittlich 29,5 Iterationen erho¨htes Ergeb-
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nis2. Um jedoch ein verla¨ssliches Ergebnis fu¨r eine Faktoreneinstellung
mit akzeptabler Varianz zu erhalten, mu¨sste jeder Versuch mehrfach
wiederholt werden. Aus diesem Grund wird mit der Elementequelle eine
feste Startposition gewa¨hlt.
Ressourcen Die Ressourcen des Rechners, auf dem die Simulation aus-
gefu¨hrt wird, haben starken Einfluss auf die Laufzeit. Bestimmende Ei-
genschaften ko¨nnen zum Beispiel die Prozessoren, der Speicher oder der
Datenbus sein.
Aber auch das Zeitscheibenprinzip des Betriebssystems la¨sst bspw. keine
vergleichbaren Ergebnisse hinsichtlich der Laufzeit der Verfahren zu.
Zufallszahlen in Lo¨sungsverfahren Einige Verfahren verwenden zu-
fallbasierte Entscheidungen z.B. bei der Wegfindung, was wiederum zu
nicht-deterministischen Ergebnissen fu¨hren kann. Solch ein Verfahren
kann also in zwei Durchla¨ufen zwei unterschiedliche Ergebnisse liefern.
7.2.4. Zielgro¨ßen
Der Algorithmus wird hier in drei unterschiedlichen Bereichen bewertet
werden. In den Bereichen Robustheit, Aufwand und Qualita¨t werden die
Ergebnisse spezifischer Kennwerte analysiert, um eine Aussage u¨ber die
Leistung des Algorithmus zu treffen. Abbildung 7.6 zeigt diese Berei-
che und verdeutlicht ihre Abha¨ngigkeit voneinander. Eine Verbesserung
eines Bereiches kann die Ergebnisse der anderen Bereiche beeinflussen.
2Durchschnittlicher Wegzeit eines EE von der aktuellen Position zu Quelle.
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Robustheit 
Qualität 
 
Aufwand 
   
Abbildung 7.6.: Betrachtungsbereiche der Zielgro¨ßen
Robustheit
Robustheit wird von Liggesmeyer (2009) folgendermaßen definiert:
“Unter Robustheit wird die Eigenschaft einer Betrachtungs-
einheit verstanden, auch in ungewo¨hnlichen Situationen de-
finiert zu arbeiten und sinnvolle Reaktionen durchzufu¨hren.
[...] Ein robustes System ist die Folge der korrekten Um-
setzung einer Spezifikation, die auch fu¨r ungewo¨hnliche Be-
triebssituationen ein bestimmtes Verhalten fordert.”
Eine ungewo¨hnliche Situation kann eine Schwankung der Einflussgro¨ßen,
insbesondere der Signal- und Sto¨rgro¨ßen sein.
Fu¨r das KARIS-Modell wird die Robustheit wie folgt definiert. Sie be-
schreibt die Fa¨higkeit des Algorithmus, eine Lo¨sung innerhalb eines vor-
gegebenen, akzeptierbaren Zeitraums zu finden. Dieser Zeitraum wird
als Anzahl der Iterationen im Verha¨ltnis zur Raumgro¨ße angegeben. Die
absolute Anzahl der Iterationen wird u¨ber einen Multiplikationsfaktor
fu¨r die Raumgro¨ße berechnet.
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ValidPathFound: Wichtigster Kennwert der Robustheit ist ValidPa-
thFound. Er gibt den empirisch ermittelten Wahrscheinlichkeitswert fu¨r
das Finden einer Lo¨sung unter den gegebenen Einflussgro¨ßen an.
Aufwand
Im betriebswirtschaftlichen Sinne entspricht laut Wo¨he und Do¨ring
(2005, S.54 u. S.814f) der Aufwand ...
... “dem Wert aller verbrauchten Leistungen einer Periode,
welcher zu einer Minderung des Reinvermo¨gens fu¨hrt. [...] Im
Rechnungswesen za¨hlen zum Beispiel Personal-, Material-
und Energieaufwand, aber auch Abschreibungen und Ru¨ck-
stellungen dazu.”
Der Aufwand im Sinne der Informatik la¨sst sich durch die Komplexita¨t
eines Algorithmus definieren. Levi und Rembold (2003, Definition 2.2.8)
schreiben:
“Die Komplexita¨t eines Algorithmus oder einer berechenba-
ren Funktion wird definiert durch den Aufwand an Betriebs-
mitteln, der fu¨r die Durchfu¨hrung notwendig ist. Wesentliche
Betriebsmittel sind Laufzeit oder Anzahl an Rechenschritten
n, Speicherplatzbedarf und Gera¨te.”
Die theoretische Informatik spricht von der Laufzeitkomplexita¨t T (n)
mit der Ordnung O(n), welche den asymptotischen Verlauf fu¨r n → ∞
der Funktion klassifiziert (Levi und Rembold 2003, S91f).
Die Beschreibung des Aufwandes kann weiter in die Kategorien Einzel-
elemente-, Zeit- und Kommunikationsaufwand aufgeteilt werden. Zeit
und Kommunikation ko¨nnen als Aufwand im Sinne der Informatik auf-
gefasst werden, wa¨hrend der Einzelelementeeinsatz einen betriebswirt-
schaftlichen Fokus auf den Algorithmus hat.
Gro¨ße Beschreibung Einheit Referenz
ValidPathFound Boolsche Variable. True wenn ein
gu¨ltiger Pfad gefunden wurde, False
sonst.
% 100%
Tabelle 7.1.: Zielgro¨ßen der Robustheit
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Der durch den Elementebedarf erfasste Aufwand im betriebswirtschaft-
lichen Sinne ist ein wichtiger Faktor fu¨r die spa¨tere Dimensionierung
des KARIS-Systems und damit von großem Interesse. Auf eine Be-
trachtung der Laufzeit und des Speicherplatzbedarfs wird im Bewer-
tungsverfahren verzichtet. Es kann davon ausgegangen werden, dass
dem KARIS-System ausreichend Rechner- und Speicherkapazita¨ten zur
Verfu¨gung stehen. Zudem sind die Berechnungszeiten deutlich kleiner
als die Ausfu¨hrungszeiten des KARIS-Systems.3
Die wichtigsten Kenngro¨ßen fu¨r die Bewertung des Aufwands sind:
Gro¨ße Beschreibung Einheit Referenz
∆Elements
%
Prozentuale Abweichung der ver-
wendeten Elemente der Lo¨sung zur
global optimalen Referenz 1.
% Ref1
Iterations Anzahl der durchlaufenen Itera-
tionen (Berechnungsschritte) zur
Lo¨sung des Problems.
# 1
Planning fai-
lures
Anzahl der Planungsfehler wa¨hrend
der Lo¨sung des Problems. Das Ab-
bauen einer bereits erstellten Teil-
strecke des Stetigclusters wird als
ein Planungsfehler gewertet.
# 0
Tabelle 7.2.: Zielgro¨ßen des Aufwands
∆Elements % gibt die prozentuale Abweichung des Elementebedarfs
der Lo¨sung zum Elementebedarf der Referenz 1 (Minimal Path, siehe
Abschnitt 7.3.4) an. Als Maßstab dafu¨r dient die Zielgro¨ße AddedEle-
ments des Algorithmus, welche mit der Referenzpfadla¨nge Path einer
Karte k ins Verha¨ltnis gesetzt wird.4 Es wird gezeigt, wie effizient der
Algorithmus mit Elementen umgeht.
∆ Elementsik% =
Added Elementsik−PathRef1,k
PathRef1,k
3Die Pfadberechnungszeit des Algorithmus liegt bei einigen Millisekunden, wa¨hrend
die Ausfu¨hrungszeit, d. h. die tatsa¨chlichen Fahrzeiten der EE zum Bestimmungs-
ort, einige Sekunden bis Minuten beno¨tigt.
4Path entspricht in den Referenzergebnissen Added elements, da sie keine Planungs-
fehler haben. Fu¨r Referenzen wird Added Elements in den Ergebnissen nicht an-
gegeben, weshalb Path verwendet wird.
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Planning failures beschreibt die absolute Zahl der Pfada¨nderungen,
die ein Algorithmus wa¨hrend eines Durchgangs beno¨tigt hat. Das Ab-
bauen einer bereits erstellten Teilstrecke des Stetigclusters wird als ein
Planungsfehler gewertet.
Iterations Allgemein wird die Iteration als “Vorgang, bei dem ent-
weder eine Funktion wiederholt angewendet wird oder eine Anweisung
bzw. Anweisungsfolge wiederholt durchlaufen wird”, bezeichnet (Levi
und Rembold 2003, S.198). In unserem Fall gibt Iterations an, wie oft
das Lo¨sungsverfahren angewandt werden muss, bis eine gu¨ltige Lo¨sung
erzeugt ist. Das heißt z.B. wie oft der Pfad neugeplant oder u¨berpru¨ft
werden muss. Eine Iteration beinhaltet die Planung des Pfades auf Basis
vorhandener Informationen u¨ber den Raum, die Kommunikation mit an-
deren EE im Umfang der vorgegebenen Bandbreite und Reichweite, die
Bewegung eines EE mit Schrittweite eins auf der Karte, das Anfordern
oder Entfernen eines EE, das Anfordern der Laserinformationen in der
vorgegebenen Lasersichtweite und Laseridentifikationsweite oder einfach
das Warten auf neue Informationen von anderen EE. Die Iteration ist
beendet, wenn alle EE ein Mal den Algorithmus aufgerufen haben, in
der sie eine oder eine Kombination dieser Funktionen durchfu¨hren.
Qualita¨t
Der Begriff Qualita¨t ist nach DIN EN ISO 9000:2005 (2005, Definition
3.1.1 und 3.5.2) des Normenausschuss Qualita¨tsmanagement, Statistik
und Zertifizierungsgrundlagen (NQSZ) der:
“Grad, in dem ein Satz inha¨renter Merkmale Anforderun-
gen erfu¨llt. [...] ’Inha¨rent’ bedeutet im Gegensatz zu ’zuge-
ordnet’ ’einer Einheit innewohnend’, insbesondere als sta¨ndi-
ges Merkmal.
[Ein] Qualita¨tsmerkmal [ist ein] inha¨rentes Merkmal eines
Produkts, Prozesses oder Systems, das sich auf eine Anfor-
derung bezieht.”
Liggesmeyer (2009, S.5f) erkla¨rt dazu, “Qualita¨tsmerkmale stellen Ei-
genschaften einer Funktionseinheit dar, anhand derer ihre Qualita¨t
beschrieben und beurteilt wird, die jedoch keine Aussage u¨ber den
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Grad der Auspra¨gung enthalten. [...] Die konkrete Feststellung der Aus-
pra¨gung geschieht durch die Qualita¨tsmaße.”.
Gro¨ße Beschreibung Einheit Referenz
∆SojournTime
%
Prozentuale Abweichung der resul-
tierenden Durchlaufzeit zur global
minimalen Durchlaufzeit der Refe-
renz 4, welche fu¨r dieses Kriterium
optimale Ergebnisse liefert.
% Ref4
∆ShortestPath % Prozentuale Abweichung von
ku¨rzester gefundener Pfadla¨nge zur
global optimalen Pfadla¨nge.
% Ref1
∆DirectionShifts
%
Prozentuale Abweichung der Rich-
tungswechsel der Lo¨sung zur global
minimalen Anzahl am Richtungs-
wechseln.
% Ref2
Tabelle 7.3.: Zielgro¨ßen der Qualita¨t
Um die Qualita¨t einer Lo¨sung zu beschreiben, ko¨nnen die Optimierungs-
kriterien fu¨r den Pfadaufbau herangezogen werden. Die Pfadla¨nge, die
ku¨rzeste Pfadla¨nge, die Anzahl der Richtungswechsel sowie die Durch-
laufzeit bilden die Grundlage fu¨r die Bewertung. Die Absolutwerte der
Zielgro¨ßen geben nur geringe Auskunft u¨ber die tatsa¨chliche Qualita¨t
der Lo¨sung, weil ihr Ausmaß von vielen Einflussfaktoren abha¨ngig ist,
z. B. von der absoluten Pfadla¨nge5 eines gegebenen Problems.
Aus diesem Grund wird der Vergleich mit den jeweiligen Referenzen als
relative Abweichung der Kennzahlen vom Optimum genutzt.
∆SojournTime % gibt die prozentuale Abweichung der Durchlaufzeit
der Lo¨sung von der optimalen Durchlaufzeit an. Die Durchlaufzeit ha¨ngt
von den beiden Kennwerten ShortestPath und DirectionShifts on Shor-
testPath ab. Als Referenz dient hier Referenz 4 (Minimal reaction time,
siehe Abschnitt 7.3.4), die die Durchlaufzeit optimiert.
∆SojournTimeik% =
SojournTimeik−SojournTimeRef4,k
SojournTimeRef4,k
5Sie ha¨ngt unter anderem von Raumgro¨ße, Hindernisdeckungsgrad und -anordnung
ab.
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∆ShortestPath % gibt an, wie stark der Algorithmus von dem Op-
timierungskriterium Pfadla¨nge abweicht. Werden die ku¨rzesten Pfade
jedes Durchlaufs i verschiedener Karten k miteinander verglichen, so
muss die Pfadla¨nge ins Verha¨ltnis zum globalen Optimum jeder Karte
k gesetzt werden. Zum Vergleich steht Referenz 1 (ShortestPath, siehe
Abschnitt 7.3.4) zur Verfu¨gung.
∆ShortestPathik% =
ShortestPathik−ShortestPathRef1,k
ShortestPathRef1,k
∆DirectionShifts % gibt die prozentuale Abweichung der Lo¨sung zur
minimal no¨tigen Anzahl der Richtungswechsel an. Als Referenzalgorith-
mus der die minimale Anzahl an Richtungswechsel berechnet wird Re-
ferenz 2 (Minimal Shifts, siehe Abschnitt 7.3.4)verwendet.
∆DirectionShiftsik% =
DirectionShiftsik−DirectionShiftsRef2,k
DirectionShiftsRef2,k
7.3. Versuchsplanung
Nachfolgend wird der entwickelte Versuchsplan beschrieben. Hierzu wer-
den die ausgewa¨hlten Einflussgro¨ßen des Systems beschrieben. Kapi-
tel 7.3.2 stellt die Versuchskarten vor. Im Anschluss werden die zu den
Kartensa¨tzen korrespondierenden Versuchspla¨ne erkla¨rt. Abschließend
werden verschiedene Algorithmen vorgestellt, die als Referenz verwen-
det werden.
7.3.1. Auswahl der Faktoren
Faktoren sind die Parameter des Modells, die in den Versuchen be-
trachtet werden sollen. Als Faktoren werden solche Steuer-, Signal- oder
Sto¨rgro¨ßen gewa¨hlt, bei denen eine große Wirkung auf die Zielgro¨ßen
vermutet wird. Im Bewertungsverfahren werden die folgenden Einfluss-
gro¨ßen betrachtet und die Effekte ihrer Einstellungen analysiert:
• Lasersichtweite
• Laseridentifikationsweite
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• Richtungswechselkosten
• Simulationskarten (Hindernisdeckungsgrad und -anordnung)
Mit diesen Faktoren sind vier Gro¨ßen im Fokus, fu¨r die ein bedeutender
Einfluss auf den Stetigclusteraufbau vermutet wird. Die Signalgro¨ßen
Hindernisdeckungsgrad und -anordnung sind Eigenschaften der Simula-
tionskarten.
Alle anderen Parameter werden nicht vera¨ndert, unter ihnen die Steu-
ergro¨ßen Kommunikationsreichweite und Bandbreite aber auch Signal-
gro¨ßen wie die Kartenform und -gro¨ße. Fu¨r sie werden neutrale Einstel-
lungen gewa¨hlt, bei denen sie wenig Einfluss auf die Ergebnisse erwarten
lassen. Die Steuergro¨ßen Kommunikationsweite und Bandbreite, werden
auf den Wert∞ festgelegt, d. h. die Kommunikation wird nicht begrenzt.
Die Signalgro¨ßen Kartengro¨ße und -form werden auf ein Innenraummaß
von 40x40 Felder festgelegt sowie die (Elemente-)Quelle und Senke je-
weils an der linken bzw. rechten Wand mittig platziert.
7.3.2. Versuchskarten
Um aussagekra¨ftige Ergebnisse der Algorithmen zu erhalten, mu¨ssen
diese mit mo¨glichst vielen Karten getestet werden. Dieser Forderung
steht der Zeitaufwand fu¨r die Experimente gegenu¨ber. Tabelle 7.4 zeigt
die beno¨tigten Versuchszeiten fu¨r den Versuchsplan der Referenzkarten
(Abschnitt 7.3.3) mit verschieden hohen Kartenzahlen.
Karten Versuche Zeit6
26 8.850 50 Std.
100 33.000 8 Tage
2.000 660.000 5,3 Mon.
4.200 1,386 Mio. 11,2 Mon.
10.000 3,300 Mio. 2 Jahre 2 Mon.
Tabelle 7.4.: Versuchszeit des Versuchsplans fu¨r Referenzkarten
Da die Versuchzeit bei einer großen Anzahl von Versuchen zeitlich nicht
beherrschbar ist, wurden 26 Referenzkarten (Anhang A.2) entwickelt.
6Simulationszeit fu¨r 26 Karten gemessen auf Intel Core i7 950 (64-Bit), 8 Prozes-
soren a` 3,07GHz, 12GB RAM.; restliche Zeiten prognostiziert
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Ziel ist es mit diesen Karten Vorversuche mit einer hohen Anzahl an
Faktorstufenkombinationen durchzufu¨hren. Danach werden die so er-
mittelten besten Faktoreinstellungen mit einer großen Anzahl an Zu-
fallskarten (Abschnitt 7.3.2) u¨berpru¨ft.
Referenzkarten Mit den Referenzkarten wurden Szenarien entwickelt,
die neben Praxisbeispielen fu¨r KARIS auch besondere Anforderungen
an das Lo¨sungsverfahren testen. Besondere Anforderungen sind z. B.
geringe Sichtweiten der EE im Raum oder eine hohe Anzahl an Sack-
gassen. Die Referenzkarten bieten jedem Algorithmus eine einheitliche
Vergleichsbasis gegenu¨ber allen anderen Algorithmen. Die 26 Referenz-
karten werden in sechs thematische Gruppen eingeteilt:
1. Hindernisklassen
2. Deckungsgrad der Hindernisse
3. Spezielle Eigenschaften
4. Spezielle Hindernisse
5. Prozesse eines Distributionszentrums
Fu¨r eine detaillierte Beschreibung der Referenzkarten siehe Anhang A.2
und Anhang A.1.
Zufallskarten Zur U¨berpru¨fung ob die Ergebnisse aus den Referenz-
karten, welche einen strukturierten bzw. anwendungsbezogenen Aufbau
haben, werden im Anschluss die Ergenisse mit den besten Faktoreinstel-
lungen auf 4200 zufa¨llig generierten Karten durchgefu¨hrt. Die Gro¨ße ist
wie bei den Referenzkarten 40x40 Felder. Ihr Deckungsgrad variiert von
10% bis 40% in Schritten von 5 Prozent. Zusa¨tzlich wurde bei der Kar-
tenerstellung die Wahrscheinlichkeit fu¨r die Zusammenha¨ngigkeit von
Hindernissen auf 6 Stufen vera¨ndert. Sie hat die Abstufung 0, 30, 60,
90, 95 und 99%. Diese Einstellungen gewa¨hrleisten eine hohe Variation
des Kartendesigns fu¨r die Simulation. Jede der resultierenden 42 Kar-
tenvarianten ist 100 Mal in diesem Kartensatz enthalten.
114
7.3. Versuchsplanung
7.3.3. Versuchspla¨ne
Im Folgenden werden die Versuchspla¨ne fu¨r die Referenz- und Zufalls-
karten beschrieben.
Versuchsplan unter Verwendung der Referenzkarten Tabelle 7.5
zeigt den Versuchsplan fu¨r die Referenzkarten. Es werden die Fak-
toren Lasersichtweite, Laseridentifikationsweite und Richtungswechsel-
kosten untersucht. Fu¨r die Ermittlung von Haupteinflussfaktoren sind
mo¨glichst viele Stu¨tzstellen im Versuchsplan wu¨nschenswert. Deshalb
wird eine hohe Faktorstufenzahl gewa¨hlt. Die Effekte der raumbezoge-
nen Einflussgro¨ßen Lasersichtweite und Laseridentifikationsweite werden
mit 10 Faktorstufen u¨berpru¨ft. Die maximale Sichtweite in den Ver-
suchsra¨umen betra¨gt 56 Felder.7 In einem leeren Raum dieser Gro¨ße
erlangt ein EE mit dieser Sichtweite eine globale Sicht des Raum-
es. Als Startwert werden 3,57% (2 Felder) der maximalen Sichtweite
gewa¨hlt. Die Einstellungen von Lasersichtweite und Laseridentifikations-
weite werden also im Bereich von 2 bis 56 Feldern mit einer Schrittwei-
te (Inkrement) von 6 Feldern variiert. Auf dem vorgegebenen Intervall
[0; 10] werden die Richtungswechsel auf sechs Stufen getestet. Da zwi-
schen der Lasersichtweite und der Laseridentifikationsweite eine techni-
sche Abha¨ngigkeit existiert, darf diese nie gro¨ßer als die Lasersichtwei-
te sein. Diese Ungleichung LaserRange ≥ LaserIdentifikationRange
ermo¨glicht es, die Versuchszahl um den Faktor n+12n zu verringern.
Faktor Startwert Inkrement Faktorstufen Endwert
LaserRange 2 6 10 56
LaserIdentifyRange 2 6 10 56
CornerCosts 0 2 6 10
Nebenbedingung: LaserRange ≥ LaserIdentifyRange
Tabelle 7.5.: Faktoreinstellungen fu¨r 40x40 Karten
Versuchsplan unter Verwendung der Zufallskarten Die Einstellungen
fu¨r die Zufallskarten werden auf Basis der Referenzkarten-Ergebnisse
7Diagonale des Raumes.
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ausgewa¨hlt. Es ko¨nnen a priori keine Faktoreinstellungen angegeben
werden. Das Verfahren zur Auswahl der Einstellungen wird in Kapi-
tel 7.4.2 beschrieben.
7.3.4. Referenzalgorithmen
Die zentralen Referenzalgorithmen dienen als Benchmark fu¨r die Gu¨te
(Robustheit, Aufwand, Qualita¨t) der untersuchten Verfahren. Das Ziel
der Untersuchung ist, die Gu¨te der Ergebnisse von dezentralen Lo¨sungs-
verfahren gegenu¨ber zentralen optimalen Lo¨sungsverfahren zu zeigen.
Als Referenz stehen dazu vier zentrale Algorithmen auf Basis des A*-
Algorithms (siehe Kapitel 4.1.6) zur Verfu¨gung, die fu¨r verschiedene
Kriterien optimale Ergebnisse liefern (siehe Tabelle 7.6). Wa¨hrend die
ersten beiden Algorithmen fu¨r nur je ein Kriterium optimale Ergebnis-
se liefern, wird beim dritten Algorithmus aus der Lo¨sungsmenge der
global minimalen Pfadla¨ngen diejenige Lo¨sung gewa¨hlt, welche die ge-
ringste Richtungswechselanzahl besitzt. Der letzte Algorithmus liefert
die optimale Durchlaufzeit des aufgebauten Stetigfo¨rderers.8
Je nach betrachtetem Optimierungskriterium kann ein Ergebnis des de-
zentralen Algorithmus besser sein als eines der zentralen Referenzalgo-
rithmen, jedoch nie besser als das Ergebnis des zentralen Algorithmus
fu¨r das betrachtete Kriterium.
Referenz Optimierungskriterium
Ref1 A* (Optimal Path) Min Pfadla¨nge
Ref2 A* (Minimal Shifts) Min Richtungswechsel
Ref3 A* (Optimal Path, Minimal Shifts) 1. Min Pfadla¨nge
2. Min Richtungswechsel
Ref4 A* (Minimal Reaction Time) Min Durchlaufzeit
Tabelle 7.6.: Referenzalgorithmen
8Unter Verwendung folgender technischer Randbedingungen: Beschleunigung a =
2m/s2, Fo¨rdergeschwindigkeit vmax = 1m/s, die Schaltzeit bleibt unberu¨cksich-
tigt.
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7.4. Bewertungsverfahren
Ziel des Bewertungsverfahrens (siehe Abb. 7.7) ist es, den gesamten
Leistungsbereich, sowie auch das Verhalten bei den Einstellungen der
besten Faktoren zu u¨berpru¨fen.
Referenzkarten mit zugehörigen Einstellungen simulieren 
1. Leistungsbereiche des Algorithmus  
Haupteinflussfaktoren & Effekte 
2. Beste Einstellungen der Faktoren 
für Robustheit, Aufwand, Qualität 
Zufallskarten mit den drei besten Einstellungen der Faktoren 
(für Robustheit, Aufwand, Qualität) simulieren 
3.Prüfung auf Erweiterbarkeit des Gültigkeitsbereichs 
Versuchsergebnisse 
(Referenzkarten) 
Versuchsergebnisse 
(Zufallskarten) 
Bewertung 
Abbildung 7.7.: Ablaufdiagramm des Bewertungsverfahrens
Zu Beginn des Bewertungsverfahrens wird der Algorithmus in den Re-
ferenzkarten (Kapitel 7.3.2) mit dem dazugeho¨rigen Versuchsplan (Ka-
pitel 7.3.3) simuliert. Der erste Bewertungsschritt analysiert die Leis-
tungsfa¨higkeit des Algorithmus im gesamten Einstellungsbereichs der
Faktoren. Dabei liegt die Effektsta¨rke und die Art des Einflusses jedes
Faktors im Fokus der Analyse.
Danach werden die Ergebnisse der Referenzkarten auf optimale Ergeb-
nisse hinsichtlich der einzelnen Leistungsbereiche Robustheit, Aufwand
und Qualita¨t untersucht (2. Beste Faktoreinstellungen, Abbildung 7.7).
Die korrespondierenden Faktoreinstellungen aller drei Bereiche werden
nun mit den Zufallskarten erneut simuliert.
Im dritten und letzten Schritt werden die Ergebnisse der Referenzkar-
ten mit den Ergebnissen der Zufallskarten verglichen. Ziel ist es, eine
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Aussage zu erhalten, in wieweit die Ergebnisse aus den Referenzkarten
auf beliebige Karten erweiterbar sind.
7.4.1. Leistungsbereiche des Algorithmus
Die Versuchsergebnisse aus den Referenzkarten werden einer Analyse
zur Beschreibung der Effekte der Faktoren unterzogen (Abbilung 7.7: 1.
Leistungsbereiche des Algorithmus).
Dafu¨r werden zuna¨chst die arithmetischen Mittelwerte von allen Wie-
derholungen fu¨r jede Faktorstufenkombination berechnet. Zudem wird
der Stufenmittelwert unter Fixierung eines Faktors bei einer Einstel-
lung und der Variation aller anderern Faktoren gebildet. Die Stufen-
mittelwerte der Faktoren Lasersichtweite, Laseridentifikationsweite und
Richtungswechselkosten werden in Tabelle 7.7 zusammen mit dem Ge-
samtmittelwert angegeben.
Faktoren Versuchsumfang ∅ValidPathFound ∅ ∆Elements ∅ ∆SojournTime
LaserRange
2 1.560 92,82% 309,09% 1,040%
8 3.119 99,65% 101,67% 1,310%
14 4.680 99,32% 82,57% 1,560%
20 6.241 99,74% 75,63% 1,660%
26 7.802 99,68% 73,23% 1,220%
32 9.361 99,55% 72,57% 1,470%
38 10.923 99,51% 72,61% 1,480%
44 12.481 99,62% 73,12% 1,440%
50 14.046 99,47% 73,01% 1,410%
56 15.601 99,53% 72,90% 1,400%
LaserIdentifyRange
2 15.604 98,85% 98,51% 1,760%
8 14.041 99,52% 77,73% 1,540%
14 12.483 99,62% 74,75% 1,290%
20 10.921 99,62% 73,27% 1,330%
26 9.361 99,57% 72,86% 1,290%
32 7.800 99,53% 73,00% 1,330%
38 6.242 99,54% 73,26% 1,320%
44 4.680 99,55% 73,28% 1,310%
50 3.122 99,58% 73,06% 1,300%
56 1.560 99,29% 72,57% 1,290%
CornerCosts
0 14.302 99,99% 23,85% 1,39%
2 14.302 99,75% 77,06% 0,81%
4 14.306 99,05% 78,99% 0,75%
6 14.303 99,76% 91,87% 1,44%
8 14.299 98,82% 96,16% 2,00%
10 14.302 99,24% 104,63% 2,18%
Gesamtmittelwert: 85.814 99,43% 78,69% 1,430%
Tabelle 7.7.: Beispiel: Stufenmittelwerte der Hauptzielgro¨ßen
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Abbildung 7.8 zeigt ein Beispiel fu¨r die grafische Auswertung der Er-
gebnisse fu¨r die Hauptzielgro¨ßen ValidPathFound, ∆Elements % und
∆SojournTime %. Sie werden u¨ber die Stufen der Faktoren Lasersicht-
weite, Laseridentifikationsweite und Richtungswechselkosten aufgetra-
gen. Die Mittelwerte jeder Faktorstufenkombination sind in den Grafi-
ken als Punkte aufgetragen. Weiter ist in jedem Graphen ein Boxplot
der Verteilung je Faktorstufe zu sehen. Schließlich wird eine gegla¨ttete
Kurve der Stufenmittelwerte aus Tabelle 7.7 gezeigt. Diese Grafik gibt
einen U¨berblick u¨ber das Verhalten der Zielgro¨ßen bei Vera¨nderung der
Faktoreinstellungen.
Abbildung 7.8.: Beispiel: Hauptzielgro¨ßen
Fu¨r die Beschreibung der Haupteinflussfaktoren und ihrer Effekte ist
zielgro¨ßenweise vorzugehen. Die Haupteinflussgro¨ße einer Zielgro¨ße kann
durch die Grafik bestimmt werden. Ist die Rangfolge der Wichtigkeit
nicht eindeutig erkennbar, kann Tabelle 7.7 herangezogen werden. Fu¨r
die Bestimmung der Effektgro¨ße werden Maximum und Minimum der zu
betrachtenden Zielgro¨ße eines jeden Faktors aus der Tabelle ausgewa¨hlt.
Der Effekt eines Faktors kann durch den Betrag seiner Differenz ange-
geben und eine Rangfolge gebildet werden.
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Unter Nennung von Lage und Wert der globalen und lokalen Optima
im Kurvenverlauf ko¨nnen die einzelnen Kurven der Stufenmittelwerte
beschrieben werden. Das globale Optimum jeder Zielgro¨ße ist in der Ta-
belle fu¨r alle drei Faktoren zu markieren.
Weiterhin ko¨nnen die Boxplots zur Beschreibung der Ergebnisse hinzu-
genommen werden. Große Interquartilsabsta¨nde9 deuten auf eine weite
Streuung der Ergebnisse, die durch Faktoreinstellungen anderer Fakto-
ren verursacht werden, die sogenannten Wechselwirkungen, hin. Kleine
Interquartilsabsta¨nde deuten auf einen geringen Einfluss durch andere
Faktoren hin.
7.4.2. Bestimmung der besten Faktoreinstellungen fu¨r
die Bereiche Robustheit, Aufwand und Qualita¨t
Der zweite Schritt des Bewertungsverfahrens dient der Bestimmung der
Pareto-Grenze und der Festlegung unikriteriell-dominierender Faktor-
einstellungen. Pareto-optimale Ergebnisse werden in der Pareto-Grenze
zusammengefasst. Ein Ergebnis ist Pareto-optimal, wenn keine Zielgro¨ße
verbessert werden kann, ohne eine andere Zielgro¨ße zu verschlechtern
(Hutchison et al. 2008).
Die Zielgro¨ßen Robustheit, Aufwand und Qualita¨t spannen einen drei-
dimensionalen Ergebnisraum auf (sie Abb. 7.9. Die Lage der Ergebnis-
punkte veranschaulicht die Gu¨te der Faktoreinstellungen fu¨r die drei
Zielgro¨ßen. Die Pareto-optimalen Ergebnisse sind grau im Zielgro¨ßen-
raum gezeichnet. Die Optimierungsrichtung fu¨r Aufwand und Qualita¨t
ist der Ursprung (0%), fu¨r Robustheit 100%. Die Auswahl der Pareto-
optimalen Einstellungen wird in Tabelle 7.8 angegeben.
9Interquartilsabstand entspricht Gro¨ße der Box.
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Abbildung 7.9.: Beispiel: 3D-Streudiagramm der Ergebnisse
Nr. Laser LaserIdentify Corner Robustheit Aufwand Qualita¨t
Range Range Costs (ValidPathFound) (∆Elements) (∆SojournTime)
1 2 2 4 92,31% 343,39% 0,328%
2 14 14 0 100,00% 22,53% 1,254%
3 20 20 4 100,00% 73,49% 0,571%
4 26 26 2 99,62% 69,96% 0,955%
5 26 26 4 99,62% 71,94% 0,558%
6 32 2 0 100,00% 18,34% 1,612%
7 32 14 2 99,23% 70,77% 0,677%
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
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.
.
.
35 56 56 2 99,23% 71,67% 0,499%
Tabelle 7.8.: Beispiel: Pareto-optimale Faktoreinstellungen
Zur Festlegung unikriteriell-optimaler Faktoreinstellungen wird aus der
Menge der Pareto-dominanten Ergebnisse hinsichtlich einer Zielgro¨ße
das beste Ergebnis gewa¨hlt.10 Diese Auswahl kann als Gewichtung der
Zielgro¨ße mit 1 und aller anderen Zielgro¨ßen mit 0 angesehen werden,
wie Tabelle 7.9 verdeutlicht.
10Die Faktoreinstellungen werden hier als diskret angesehen. Es ko¨nnen nur die
vorhandenen Faktorstufenwerte gewa¨hlt werden.
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Optimierungsziel Robustheit Aufwand Qualita¨t
Robustheit 1 0 0
Aufwand 0 1 0
Qualita¨t 0 0 1
Tabelle 7.9.: Gewichtung fu¨r unikriteriell-dominierende Ergebnisse
Die hinsichtlich eines Kriteriums optimalen Ergebnisse sind in Tabel-
le 7.8 markiert. Sie sind in Abbildung 7.9 durch graue Symbole gekenn-
zeichnet (Robustheit N, Aufwand  und Qualita¨t •).
Manchmal ist eine eindeutige Wahl nicht sofort ersichtlich, wenn meh-
rere Faktorstufenkombinationen gleiche Ergebnisse haben, wie die Ro-
bustheit in dem Beispiel (vgl. Tabelle 7.8).
Eine Mo¨glichkeit ist nun die Suche nach jenen Faktoreinstellungen aus
der Pareto-Menge, deren Ergebnisse robust11 gegenu¨ber a¨ußeren Ein-
flu¨ssen12 sind, also die Ergebnisstreuung der Zielgro¨ße minimiert wird.
Zur Wahl dieser Kombination kann wieder auf Tabelle 7.7 zuru¨ckgegrif-
fen werden. In der Reihenfolge der aufgestellten Haupteffektrangfolge
werden die Faktorstufen nacheinander festgelegt. Dabei wird anhand
der besten Mittelwerte jede Faktoreinstellung bestimmt. Ist die Faktor-
einstellung nicht Teil der Pareto-Menge, muss eine andere, na¨chstbeste
Faktoreinstellung ausgewa¨hlt werden.
In einigen Fa¨llen hat sich gezeigt, dass kein befriedigender Kompromiss
fu¨r die Faktoreinstellungen gefunden werden kann. Durch die Hinzunah-
me jeweils eines weiteren Optimierungskriteriums ko¨nnen zwei Einstel-
lungen ausgewa¨hlt werden. Dazu wird aus den Einstellungen optimaler
Robustheit ein zweites Kriterium mit optimalem Ergebnis ausgesucht.
Sie werden beide getestet und miteinander verglichen.
7.4.3. Pru¨fung auf Erweiterbarkeit des
Gu¨ltigkeitsbereichs
Die gewa¨hlten unikriteriell-dominierenden Faktoreinstellungen werden
im na¨chsten Schritt in den Zufallskarten getestet. Dieses Experiment hat
11Entwicklung robuster Prozesse, siehe Kleppmann (2006, S.158ff).
12A¨ußere Einflu¨sse sind Signal- und Sto¨rgro¨ßen (siehe Kapitel 7.2.2 und 7.2.3).
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zum Ziel, die erweiterte Gu¨ltigkeit der Ergebnisse auf zufa¨llig gewa¨hlte
Karten zu pru¨fen (Abbildung 7.7: 3. Pru¨fung der Erweiterbarkeit des
Gu¨ltigkeitsbereichs).
Es soll gezeigt werden, ob und wie gut die Testergebnisse der Referenz-
karten durch die Ergebnisse der Zufallskarten besta¨tigt werden ko¨nnen.
Dazu stehen die in den beiden vorangegangenen Abschnitten getroffenen
Aussagen u¨ber die statistischen Maße der gewa¨hlten Faktoreinstellun-
gen zum Vergleich.
Die Ergebnisse der Zufallskarten sind mit ihren Pendants aus den Re-
ferenzkarten zu vergleichen. Sind die Ergebnisse hinsichtlich der drei
Zielgro¨ßen von vergleichbarer Gu¨te, ist eine erweiterte Gu¨ltigkeit der
getroffenen Optimalita¨tsaussagen nahe liegend.
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Abbildung 7.10.: Beispiel: Zielgro¨ßenverteilungen fu¨r optimale Einstel-
lung - Aufwand (Zufallskarten)
Die Analyse wird durch Bildung der Ha¨ufigkeitsverteilungen der Ver-
suchsergebnisse unterstu¨tzt, wie sie in Abbildung 7.10 zu sehen sind.
Fu¨r ValidPathFound (Robustheit) wird die Ha¨ufigkeitsverteilung der
bina¨ren Kennzahl angegeben. Fu¨r ∆Elements% und ∆SojournTime%
werden zusa¨tzlich Boxplot, Quantile, Momente (Mittelwert, etc.) und
das Diagramm der kumulierten Verteilung angegeben. Zuna¨chst wird
der bisher verwendete Mittelwert beider Versuche verglichen. Dazu
kann auch ihr Konfidenzintervall (KI) herangezogen werden. Median
und 99,5%-Quantil ermo¨glichen einen Vergleich, der von Ausreißern un-
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abha¨nigig ist. Gleichzeitig kann mit dem 99,5%-Quantil eine ausreißer-
bereinigte Obergrenze der Zielgro¨ße angegeben werden. Fu¨r die Robust-
heit genu¨gt der Vergleich der Ha¨ufigkeitsverteilung.
Abschließend ko¨nnen die Ergebnisse der Zufallskarten untereinander
verglichen werden. Es soll hinterfragt werden, ob die getroffenen Aussa-
gen u¨ber die Gu¨te der Faktoreinstellungen besta¨tigt werden ko¨nnen. Ist
dies nicht der Fall, mu¨ssen die Faktoreinstellungen als beste Einstellun-
gen im erweiterten Sinne abgelehnt werden.13
13Es ergeben sich z.B. andere Rangfolgen fu¨r die Optimierungskriterien Robustheit,
Aufwand, Qualita¨t als aus den Referenzkarten hervorgeht.
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8. Bestimmung der
Leistungsfa¨higkeit
In Kapitel 8 wird das entwickelte Bewertungsverfahren, welches im vor-
herigen Kapitel 7 vorgestellt wurde auf die beiden beschrieben Verfah-
ren (BonE und dRandom, Kapitel 6) angewandt. Die Ergebnisse geben
einen detaillierten U¨berblick der Leistungsfa¨higkeit der Verfahren im
Vergleich zu zentralen Lo¨sungsverfahren. Zu beru¨cksichtigen ist hierbei
jedoch, dass zentrale Lo¨sungsverfahren in diesem Zusammenhang meist
nicht realisierbar sind, da die Voraussetzung (z.B. globale Sicht, usw.)
nicht bzw. nur zu sehr hohen Kosten zu realisieren wa¨ren.
8.1. Partial Build on Directed Exploration
(BonE)
Basierend auf dem beschrieben Bewertungsverfahren (Kapitel 7.4) wur-
de die Leistungsfa¨higkeit von BonE wie folgt ermittelt.
8.1.1. Bestimmung der Leistungsbereiche
Im ersten Schritt werden die Ergebnisse der Referenzkarten bewertet
(Abb. 7.7: 1. Leistungsbereiche des Algorithmus). Abbildung 8.1 tra¨gt
die drei Hauptzielgro¨ßen fu¨r die untersuchten Faktoren Lasersichtweite,
Laseridentifikationsweite und Richtungswechselkosten auf. Die Mittel-
werte der Faktorstufen sind in Tabelle 8.1 zu finden.
Im Folgenden werden die drei Leistungbereiche Robustheit, Aufwand
und Qualita¨t mit den Hauptzielgro¨ßen ValidPathFound, ∆Elements%
beziehungsweise ∆SojournTime% untersucht.
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Abbildung 8.1.: BonE: Hauptzielgro¨ßen
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Robustheit
Robustheit wird als die Lo¨sung des Pfadfindungsproblems in einer vor-
gegeben, akzeptierbaren Zeit, dem Iterationslimit, definiert. Der Algo-
rithmus kann jedoch in einem ausreichend großen Zeitraum immer eine
Lo¨sung finden. Fu¨r die Robustheit gibt die Zielgro¨ße ValidPathFound
den Anteil erfolgreicher Pfadsuchen an. Die Ergebnisse sind in Abbil-
dung 8.1 (links) zu sehen.
Die Haupteinflussgro¨ße der Robustheit ist mit einem maximalen Effekt
von 99,74% − 92,82% = 6,92% die Lasersichtweite. Sie hat den sta¨rksten
Gesamteinfluss auf die Zielgro¨ße bei den betrachteten Faktoreinstellun-
gen auf das System. Diesem folgt in großem Abstand der Kostenfak-
tor fu¨r Richtungswechsel mit 1,17% und Laseridentifikationsweite mit
0,77%. Der Gesamtmittelwert zeigt fu¨r alle Faktorstufenkombinationen
eine geringe Abweichung von 0,57%.
Der Effekt der Lasersichtweite (LR) beschra¨nkt sich in großem Maße
auf niedrige Sichtweiten.1 Die Robustheit sinkt im Lasersichtbereich von
35,7% bis 100% der maximalen Sichtweite (20-58 Felder) nie unter das
Niveau von 99,47%. BonE zeigt also u¨ber einen weiten Bereich aus-
gezeichnete Robustheit. Das schlechteste Ergebnis wurde erwartungs-
gema¨ß fu¨r 3,6% (2 Felder) Lasersichtweite erzielt, das beste Ergebnis
ergab sich bei einer Lasersichtweite von 20 Feldern, was 35,7% der ma-
ximalen Sichtweite (56 Felder). entspricht. Durch die Boxplots erkennbar
ist die Abweichung der Stufenergebnisse auf dieser Einstellung ebenfalls
am geringesten. Sie steigt danach wieder leicht an.
Fu¨r den Faktor Laseridentifikationsweite (LIR) zeigen sich in der mitt-
leren Spalte der Abbildung keine großen Effekte fu¨r die Robustheit. Die
Wahrscheinlichkeiten bewegen sich im Bereich von 98,85% bis 99,62%
im Mittel. Wie bei der Lasersichtweite gilt auch hier, dass die Wahr-
scheinlichkeiten fu¨r Laseridentifikationsreichweiten in weiten Faktorbe-
reichen auf hohem Niveau verharren. Im Bereich von 14,3% bis 89,3%
(8-50 Felder) Laseridentifikationsweite sinkt sie nie unter 99,52%. An
beiden Enden des Faktorbereichs fa¨llt die Robustheit ab. Fu¨r das obere
Ende der Laseridentifikationswerte kann jedoch angenommen werden,
dass dies ein Effekt auf Grund der Abha¨ngigkeit der Laseridentifikati-
1Vgl. Abbildung 8.1 unten, links.
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onsweite von der Lasersichtweite ist. Mit steigender Laseridentifikations-
weite sinkt der Versuchsumfang fu¨r die Faktorstufen.2 Fu¨r den unteren
Faktorbereich von 3,6% bis 25% (2-14 Feldern) Laseridentifikationsweite
kann festgestellt werden, dass deutlich mehr Ausreißerpunkte vorhanden
sind. Sie werden maßgeblich durch niedrige Lasersichtweiten beeinflusst,
sind also kein direkter Effekt der Laseridentifikationsweite.
Der Faktor Richtungswechelkosten (CC) zeigt kein einheitliches Bild.
Fu¨r Richtungswechselkosten von 0 Einheiten ist das globale Optimum
fu¨r Robustheit in Tabelle 8.1 zu finden, bei dem in allen zugeho¨rigen Fak-
torkombinationen nahezu keine Fehler auftreten (Robustheit 99,99%).
Werden Richtungswechsel nicht bestraft (CC = 0), kann also der Stetig-
cluster in dem vorgegebenen Zeitlimit meist ohne Probleme aufgebaut
werden. Neben dem globalen Maximum existiert bei 6 Kosteneinheiten
ein lokales Maximum. Es liegt mit 99,76% auf etwa gleichem Niveau wie
CC = 2 Kosteneinheiten. Das Ergebnis fu¨r 4 Kosteneinheiten ist dagegen
wieder schlechter.
Aufwand
Der Bereich Aufwand wird durch die Zielgro¨ße ∆ Elements % beschrie-
ben. Sie gibt die prozentuale Abweichung des Elementebedarfs ge-
genu¨ber dem minimal beno¨tigten Bedarf der Referenz 1 (Optimal Path)
an.
Die grafische Analyse des Aufwands in Abbildung 8.1 (mitte) zeigt große
Effekte fu¨r den Faktor Lasersichtweite (Maximaler Effekt: 236,52%). Die
Laseridentifikationsweite hat mit 25,94% einen deutlich geringeren Ein-
fluss auf die Zielgro¨ße des Aufwands. Der Faktor Richtungswechselkos-
ten hat wiederum einen sta¨rkeren Einfluss auf das Ergebnis in einer
Ho¨he von 80,78%.
Die Lasersichtweite beeinflusst in niedrigen Einstellungsbereichen bis
35,7% der maximalen Sichtweite (20 Felder), a¨hnlich wie fu¨r die Ro-
bustheit, die Gu¨te des Ergebnisses am meisten. Fu¨r Lasersichtweiten
u¨ber 35,7% der maximalen Sichtweite (20 Felder) betra¨gt sein Effekt
auf das mittlere Ergebnis nur noch 0,66%. Das Minimum der im Durch-
schnitt beno¨tigten Zusatzelemente liegt bei 57,1% (32 Felder) Lasersicht
2Vgl. die Spalte Anzahl der Tabelle 8.1.
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Faktoren Versuchsumfang ∅ValidPathFound ∅ ∆Elements ∅ ∆SojournTime
LaserRange
2 1.560 92,82% 309,09% 1,040%
8 3.119 99,65% 101,67% 1,310%
14 4.680 99,32% 82,57% 1,560%
20 6.241 99,74% 75,63% 1,660%
26 7.802 99,68% 73,23% 1,220%
32 9.361 99,55% 72,57% 1,470%
38 10.923 99,51% 72,61% 1,480%
44 12.481 99,62% 73,12% 1,440%
50 14.046 99,47% 73,01% 1,410%
56 15.601 99,53% 72,90% 1,400%
LaserIdentifyRange
2 15.604 98,85% 98,51% 1,760%
8 14.041 99,52% 77,73% 1,540%
14 12.483 99,62% 74,75% 1,290%
20 10.921 99,62% 73,27% 1,330%
26 9.361 99,57% 72,86% 1,290%
32 7.800 99,53% 73,00% 1,330%
38 6.242 99,54% 73,26% 1,320%
44 4.680 99,55% 73,28% 1,310%
50 3.122 99,58% 73,06% 1,300%
56 1.560 99,29% 72,57% 1,290%
CornerCosts
0 14.302 99,99% 23,85% 1,39%
2 14.302 99,75% 77,06% 0,81%
4 14.306 99,05% 78,99% 0,75%
6 14.303 99,76% 91,87% 1,44%
8 14.299 98,82% 96,16% 2,00%
10 14.302 99,24% 104,63% 2,18%
Gesamtmittelwert 85.814 99,43% 78,69% 1,430%
Tabelle 8.1.: BonE: Mittelwerte der Zielgro¨ßen fu¨r die Faktorstufen
und betra¨gt 72,57% Zusatzelemente. Die Streuung der Ergebnisse in-
nerhalb der einzelnen Faktorstufen wird durch den Einfluss des Faktors
Richtungswechselkosten verursacht. Ausreißer im unteren Bereich des
Graphen sind ausschließlich auf Kosten fu¨r Richtungswechsel von null
zuru¨ckzufu¨hren.
Die Laseridentifikationsweite hat einen geringen Einfluss auf die Ziel-
gro¨ße. Der Aufwand zeigt einen leicht abnehmenden Trend mit stei-
gender Laseridentifikationsweite. Das Minimum zusa¨tzlicher Elemente
wird dem entsprechend bei 100% Laseridentifikationsweite (56 Felder)
beno¨tigt. Jedoch wird auch schon bei 46,4% (26 Felder) Laseridenti-
fikationsweite ein lokales Optimum mit 72,86% Abweichung des Auf-
wands gefunden. Ab 25% (14 Felder) Laseridentifikationsweite variiert
das mittlere Ergebnis nur noch um ho¨chstens 2,18%. Die Boxplots zeigen
fu¨r die zwei kleinsten Laseridentifikationsweiten einige Ausreißer ober-
halb der Boxen. Sie sind das Ergebnis des Einflusses der Lasersichtweite,
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die ebenfalls auf niedrigem Niveau eingestellt ist.
Mit steigenden Richtungswechselkosten steigt der zusa¨tzliche Elemente-
bedarf in der Gro¨ßenordnung von 23,85% bis 104,63% deutlich an. Mit
einem durchschnittlichen Wert von 23,85% sowie minimaler Abweichun-
gen hat eine Vernachla¨ssigung der Richtungswechselanzahl (CC = 0) das
beste Ergebnis erzeugt. Abbildung 8.1 mitte, oben zeigt fu¨r die Fak-
torstufen eine geringe Streuung der Ergebnisse, sodass die Boxplots
nur einen geringen Interquartilsabstand besitzen. Extreme Ausreißer im
oberen Bereich des Graphen sind auf niedrige Lasersichtweiten3 zuru¨ck-
zufu¨hren.
Qualita¨t
Die Zielgro¨ße dieses Bereichs ist ∆ Sojourn Time %. Sie ist die prozen-
tuale Abweichung der Durchlaufzeit eines Pfades vom optimalen Pfad
der Referenz 4 (Minimal reaction time), die fu¨r die Durchlaufzeit opti-
male Ergebnisse liefert.
Die fu¨r die Qualita¨t maßgebliche Einflussgro¨ße ist erwartungsgema¨ß der
Faktor Richtungswechselkosten. Er beeinflusst die Wahl des Pfades aus
der Menge der Pfadalternativen durch Bestrafung von Richtungswech-
seln. Nach den Richtungswechselkosten (Maximaler Effekt = 1,43%) hat
die Lasersichtweite mit 0,62% den zweitgro¨ßten Einfluss auf das Ergeb-
nis, gefolgt von Laseridentifikationsweite mit 0,47%.
Die Versuchsergebnisse zeigen fu¨r die Lasersichtweite ein unruhiges Ver-
halten. Ein positiver Zusammenhang zwischen zunehmender Lasersicht-
weite und Qualita¨t der Lo¨sung ist nicht ersichtlich. Vielmehr hat un-
ter den untersuchten Einstellungen der niedrigste Wert (2 Felder, 3,6%
der maximalen Lasersichtweite) das beste Ergebnis (1,04%) erzielt. Al-
so jene Einstellung, die die wenigsten Rauminformationen bereitstellt.
Danach steigt die mittlere Stufenabweichung bei 35,7% (20 Felder) La-
sersichtweite auf ihr Maximum von 1,66% an, um bei der na¨chsten un-
tersuchten Faktorstufe auf ein lokales Minimum von 1,22% zu fallen. In
Abbildung 8.1 (unten, rechts) ist in diesem Punkt zudem eine deutlich
geringere Streuung zu erkennen.
3Durch die Abha¨ngigkeiten gilt selbiges fu¨r die Laseridentifikationsweiten.
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Die Erkla¨rung der beschriebenen Effekte kann in den Einstellungen von
Lasersichtweite und Laseridentifikationsweite gefunden werden. Bei der
niedrigsten Einstellung der Lasersichtweite entspricht die Laseridentifi-
kationsweite immer der Lasersichtweite.4 Ein EE, das im Lasersicht-
bereich ist, wird auch als solches erkannt. Wenn die Lasersichtweite
gro¨ßer als die Laseridentifikationsweite ist, identifiziert ein EE ein an-
deres EE, das sich außerhalb der Laseridentifikationsweite befindet, als
Hindernis. So “u¨bersieht” das EE optimale Pfade-Alternativen. Eine
sinkende mittlere Qualita¨t ist die Folge. Fu¨r Laseridentifikationsweiten,
die den Grenzwert der effektiven Lasersichtweite5 u¨berschreiten, verliert
sich dieser Effekt wieder.
Die Laseridentifikationsweite spielt nur in den beiden niedrigsten Fak-
torstufen eine das Ergebnis- beeinflussende Rolle. Bei u¨ber 25% der ma-
ximalen Laseridentifikationsweite (14 Felder) verharrt der Mittelwert
der Abweichung auf nahezu konstantem Niveau von etwa 1,3%. Die auf-
fallend breite Streuung der Ergebnisse bei 3,6% (2 Felder) und 14,3%
(8 Felder) Laseridentifikationsweite ist das Resultat der Wechselwirkung
zwischen Lasersichtweite und Laseridentifkationsweite, die im vorange-
gangenen Absatz erkla¨rt wurde. Ein weiterer großer Anteil an der Streu-
ung des gesamten Faktorbereichs wird jedoch auch durch den Faktor
Richtungswechselkosten verursacht.
Der Faktor Richtungswechselkosten tra¨gt maßgeblich zur Ergebnisqua-
lita¨t bei. Die Durchlaufzeit weicht bei 4 Kosteneinheiten mit 0,71% Ab-
weichung am geringsten vom optimalen Ergebnis ab. Die gegla¨ttete Kur-
ve des Mittelwerts la¨sst in Abbildung 8.1 (oben, rechts) zwischen 2 und
4 Kosteneinheiten das globale Minimum fu¨r die Zielgro¨ße erwarten. Der
Median liegt bei 4 Kosteneinheiten deutlich unterhalb des Mittelwerts,
d. h. die Ergebnisse sind ungleichma¨ßig mit u¨berwiegend besseren Er-
gebnissen verteilt als der Mittelwert bei dieser Einstellung vermuten
la¨sst. Fu¨r Richtungswechselkosten u¨ber 4 Kosteneinheiten steigt die Ab-
weichung der Durchlaufzeit stark an.6 Die Zeitersparnis durch geringe-
4Abha¨ngigkeit der Faktoren: Lasersichtweite ≥ Laseridentifikationsweite.
5Tatsa¨chliche Sichtweite der EE im Raum. Ist der Grenzwert erreicht, hat eine
Erho¨hung der Lasersichtweite nur noch geringen Zusatznutzen.
6Analog kann gesagt werden, dass die Qualita¨t der Fo¨rderstrecke im Sinne der
Durchlaufzeit deutlich sinkt.
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re Richtungswechelzahlen wird durch unverha¨ltnisma¨ßig lange Umwege
aufgehoben bzw. u¨bertroffen. Der Boxplot fu¨r null Kosteneinheiten zeigt
die geringste Streuung, d. h. die Ergebnisse aller Faktorstufenkombina-
tionen sind a¨hnlich. Wenn Richtungswechsel bestraft werden, steigt der
Einfluss der Faktoren Lasersichtweite und Laseridentifikationsweite an.
Auch hier la¨sst sich wieder zeigen, dass gleiche Einstellungen fu¨r Laser-
sichtweite und Laseridentifikationsweite einen positiven Einfluss auf die
Ergebnisse besitzen. Innerhalb einer Richtungswechselkosteneinstellung
erzielen immer diejenigen Faktoreinstellungen die besten Ergebnisse, bei
denen Lasersichtweite und Laseridentifikationsweite a¨hnlich groß sind.7
8.1.2. Bestimmung der besten Faktoreinstellungen fu¨r
die Bereiche Robustheit, Aufwand und Qualita¨t
Nachdem im vorhergehenden Kapitel die Einflussart und -gro¨ße auf die
Zielgro¨ßen beschrieben wurden, werden entsprechend der Vorgehenswei-
se aus Kapitel 7.4.2 die besten Faktoreinstellungen der drei Leistungs-
bereiche bestimmt.
Abbildung 8.2 zeigt die Ergebnisse der Referenzkarten im dreidimensio-
nalen Zielgro¨ßenraum. Die Optimierungsrichtung wird durch Pfeile ne-
ben den Gro¨ßenachsen angezeigt. Graue Punkte sind Pareto-dominante
Ergebnisse unter den untersuchten Einstellungen. Insgesamt 35 Pareto-
dominante Ergebnisse bilden die Pareto-Grenze des Algorithmus BonE.
Die Pareto-optimalen Faktoreinstellungen werden in Tabelle 8.2 ange-
geben.
7Dies la¨sst sich durch einen Vergleich der Ergebnisse und der Faktoreinstellungen
im Datensatz zeigen.
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Nr. Laser LaserIdentify Corner Robustheit Aufwand Qualita¨t
Range Range Costs (ValidPathFound) (∆Eelements) (∆SojournTime)
1 2 2 4 92,31% 343,39% 0,328%
2 14 14 0 100,00% 22,53% 1,254%
3 20 20 4 100,00% 73,49% 0,571%
4 26 26 2 99,62% 69,96% 0,955%
5 26 26 4 99,62% 71,94% 0,558%
6 32 2 0 100,00% 18,34% 1,612%
7 32 14 2 99,23% 70,77% 0,677%
8 32 14 4 98,46% 69,88% 0,595%
9 32 20 0 100,00% 20,26% 1,333%
10 32 32 0 100,00% 20,24% 1,370%
11 32 32 2 100,00% 69,86% 1,066%
12 38 2 0 100,00% 18,41% 1,607%
13 38 20 4 98,85% 70,96% 0,607%
14 38 26 2 99,23% 68,54% 0,921%
15 44 14 0 100,00% 20,30% 1,258%
16 44 14 2 99,62% 72,50% 0,498%
17 44 20 2 100,00% 70,66% 0,865%
18 44 26 2 100,00% 71,77% 0,738%
19 44 38 2 99,62% 71,70% 0,613%
20 44 44 0 100,00% 20,28% 1,296%
21 50 20 2 100,00% 71,75% 0,750%
22 50 20 4 98,85% 71,15% 0,595%
23 50 26 0 100,00% 20,29% 1,296%
24 50 26 2 99,62% 70,44% 0,763%
25 50 26 4 98,46% 69,97% 0,582%
26 50 32 2 100,00% 73,95% 0,483%
27 50 44 2 100,00% 72,89% 0,610%
28 50 50 0 100,00% 20,16% 1,407%
29 50 50 2 100,00% 72,85% 0,610%
30 50 50 4 98,47% 70,19% 0,609%
31 56 14 4 98,85% 71,08% 0,605%
32 56 20 2 99,62% 70,67% 0,753%
33 56 38 0 100,00% 20,29% 1,296%
34 56 38 4 98,85% 71,29% 0,565%
35 56 56 2 99,23% 71,67% 0,499%
Tabelle 8.2.: BonE: Pareto-optimale Faktoreinstellungen
Die besten Ergebnisse hinsichtlich eines Kriteriums aus der Pareto-
Menge sind mit großen Symbolen8 in der Abbildung hervorgehoben und
in der Tabelle grau markiert. Sie sind fu¨r die jeweilige Zielgro¨ße die beste
Entscheidung fu¨r die Einstellung der Einflussgro¨ßen.
8Robustheit N, Aufwand  und Qualita¨t •
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Abbildung 8.2.: BonE: 3D-Streudiagramm der Ergebnisse
Robustheit
Fu¨r die Zielgro¨ße der Robustheit stehen 18 Einstellungen zur Auswahl,
die alle 100% Robustheit erreicht haben. Sie tragen in der Tabelle 8.2
die Nummer 2, 3, 6, 9-12, 15, 17, 18, 20, 21, 23, 26-29 und 33. Betrach-
tet man ausschließlich die Robustheit als Kriterium sind sie alle gleich
gut. Deshalb werden die anderen Kriterien Aufwand und Qualita¨t zur
Auswahl der Faktoreinstellungen herangezogen. Abbildung 8.3 zeigt die
Lage der Ergebnisse fu¨r die Zielgro¨ßen Aufwand und Qualita¨t aufgetra-
gen.
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Abbildung 8.3.: BonE: Optimale Ergebnisse fu¨r Robustheit aus der
Pareto-Menge
Wie sich erkennen la¨sst, teilen sich die Ergebnisse in zwei Gruppen. Die
Gruppe im unteren, rechten Bereich des Graphen hat gute Ergebnisse
fu¨r Aufwand, jedoch schlechte fu¨r Qualita¨t. Diese Punkte haben alle eine
Richtungswechselkosteneinstellung von null Kosteneinheiten gemein. In
der oberen, linken Bildha¨lfte versammeln sich Ergebnisse fu¨r zwei oder
vier Kosteneinheiten.
Unter den hier betrachteten Faktoreinstellungen ist kein Kompro-
miss zwischen den beiden Optimierungskriterien Aufwand und Qualita¨t
mo¨glich. Aus diesem Grund werden hier zwei Einstellungen gewa¨hlt, die
jeweils ein Kriterium neben der Robustheit optimiert. Die Faktoreinstel-
lungen Lasersichtweite LR = 50, Laseridentifikationsweite LIR = 32 und
Richtungswechselkosten CC = 2 (Ergebnis 26 aus Tabelle 8.2) hat die
beste Qualita¨t unter den optimalen Ergebnissen der Robustheit. Die
Qualita¨t dieser Einstellung liegt bei 0,483% und ist die zweitbeste Al-
ternative der Qualita¨t in Tabelle 8.2. Sie liegt nur 0,155 Prozentpunkte
u¨ber dem Optimum. Es beno¨tigt jedoch 73,95% mehr Elemente fu¨r den
Pfadaufbau als die optimale Referenz.
Fu¨r die Optimierung von Robustheit und Aufwand sind die optimalen
Faktoreinstellungen identisch mit der optimalen Einstellung des Auf-
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wands (Ergebnis 6 in Tabelle 8.2). Ihre Einstellungen und Ergebnisse
werden im na¨chsten Abschnitt vorgestellt.
Aufwand
Der Aufwand ist im Ergebnis 6 (Tabelle 8.2) am geringsten un-
ter den untersuchten Faktorstufenkombinationen. Der Algorithmus
beno¨tigt hier nur 18,34% mehr Elemente fu¨r den Pfadaufbau (Zielgro¨ße
∆ Elements %). Die Qualita¨tsabweichung der Pfade steigt jedoch auf
1,612% an. Sie liegt damit u¨berhalb des Stufen- und Gesamtmittelwerts
und nahe des maximal registrierten Mittelwerts fu¨r die Stufe eines Fak-
tors (vgl. Tabelle 8.1). Daraus folgt die optimale Faktorauswahl fu¨r den
Aufwand mit den Einstellungen LR = 32, LIR = 2 und CC = 0.
Qualita¨t
Das beste Ergebnis der Qualita¨t erreichte die Faktorkombination
LR = 2, LIR = 2 und CC = 4. Dieses Ergebnis resultiert aus den Effekten
der Wechselwirkung zwischen Lasersichtweite und der Laseridentifikati-
onsweite. Die Qualita¨t ist bei dieser Einstellung mit 0,328% Abweichung
von der Referenz am besten. Jedoch wird diese Qualita¨t auf Kosten des
Aufwands erreicht, der mit 343,39% den mit Abstand gro¨ßten Wert hat.
Die erzielte Robustheit ist unter den Pareto-dominanten Ergebnissen
ebenfalls am schlechtesten und erreicht nur 92,31%.
Damit sind drei Faktorstufenkombinationen (siehe Tabelle 8.3) be-
stimmt, die fu¨r jeweils eines der drei Leistungsbereiche das beste Er-
gebnis erzielt haben.
Optimierung LaserRange LaserIdentifyRange CornerCosts
1. Robustheit 50 32 2
2. Aufwand9 32 2 0
3. Qualita¨t 2 2 4
Tabelle 8.3.: BonE: Beste Faktoreinstellungen fu¨r ein Optimierungskri-
terium
9Zugleich Alternative fu¨r optimale Robustheit.
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8.1.3. Pru¨fung auf Erweiterbarkeit des
Gu¨ltigkeitsbereichs
In diesem Kapitel soll u¨berpru¨ft werden, ob die getroffenen Aussagen
bezu¨glich der besten Faktoreinstellungen der Bereiche Robustheit, Auf-
wand und Qualita¨t auch auf beliebige Karten (siehe Kapitel 7.3.2) u¨bert-
ragbar sind.
Robustheit
Die optimalen Einstellungen aus der Menge Pareto-optimaler Faktor-
stufenkombinationen besitzen die Ergebnisse 6 und 26 der Tabelle 8.2.
Das Ergebnis 6 ist gleichzeitig optimale Einstellung fu¨r den Aufwand.
Die ausfu¨hrliche Beschreibung ihrer Ergebnisse befindet sich im na¨chs-
ten Abschnitt. Die Abbildungen 8.4 und 8.5 zeigen die Ergebnisse des
Referenzkarten- bzw. des Zufallskartenexperiments fu¨r die Kombination
LR = 50, LIR = 32 und CC = 2.
Der Vergleich beider Abbildungen zeigt, dass bei dieser Einstellung der
Wert fu¨r die Robustheit von 100% auf 93,67% absinkt. Dies kann darauf
hindeuten, dass die zufa¨lligen Karten in der vorgegebenen Zeit schwerer
zu lo¨sen sind.
Der mittlere Aufwand fu¨r diese Einstellung ist mit 73,95% und 67,44%
a¨hnlich. Das Konfidenzintervall des Mittelwerts KI=[52,4;95,5] der
Referenzkarten schließt den Mittelwert der Referenzkarten ein. Auf
Grund der großen Varianz ist das KI jedoch sehr breit. Die Ausreißer-
unabha¨ngigen Lagemaße schließlich zeigen ein ga¨nzlich anderes Bild. In
50% aller Fa¨lle werden in den Referenzkarten 7,45% zusa¨tzliche Ele-
mente beno¨tigt, in den Zufallskarten sind es schon 28,6%. 99,5% aller
Ergebnisse liegen unterhalb von 862,1% respektive 480,4% Abweichung
des Aufwandes. Die weniger extremen Abweichungen spiegeln sich im
niedrigeren Mittelwert wieder.
Fu¨r die Qualita¨t ist ein a¨hnliches Bild zu erkennen. Mittelwert, Median
und 99,5%-Quantil steigen in den Ergebnissen der Zufallskarten deutlich
an. Der Mittelwert der Qualita¨t aus den Zufallskarten ist fast dreimal so
groß (Referenzkarten 0,483%, Zufallskarten 1,311%). Der Median ver-
doppelt sich auf 0,6% und das 99,5%-Quantil vervierfacht sich nahezu
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auf 18,65% Abweichung vom Optimum.
Fu¨r das Optimierungskriterium Robustheit erzielt die gewa¨hlte Einstel-
lung in den Zufallskarten ein schlechteres Ergebnis. Dies ist ein Effekt,
der fu¨r alle Faktoreinstellungen und alle Ergebnisse in den Zufallskarten
festgestellt werden kann, wie die na¨chsten Abschnitte zeigen werden. In
Kapitel 8.1.3 ist zu sehen, dass die hier erzielten Ergebnisse von der
zweiten Alternative fu¨r die Robustheit u¨bertroffen werden. Der Gu¨ltig-
keitsbereich der Ergebnisse dieser Einstellung auf die Zufallskarten kann
nicht erweitert werden. Alle Zielgro¨ßen zeigen deutliche Abweichungen.
Eine allgemeine Aussage u¨ber die Gu¨te der Faktoreinstellungen fu¨r die
Robustheit la¨sst sich jedoch durch die Zufallskarten besta¨tigen.
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Abbildung 8.4.: BonE: Zielgro¨ßenverteilungen fu¨r optimale Einstellung
[LR: 50 — LIR: 32 — CC: 2] - Robustheit (Referenzkar-
ten)
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Abbildung 8.5.: BonE: Zielgro¨ßenverteilungen fu¨r optimale Einstellung
[LR: 50 — LIR: 32 — CC: 2] - Robustheit (Zufallskar-
ten)
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Aufwand
In Tabelle 8.2 ist die optimale Faktoreinstellung fu¨r den Aufwand mit
LR = 32, LIR = 2 und CC = 0 angegeben. Die folgenden Abbildungen 8.6
und 8.7 zeigen die Verteilungen dieser Einstellungen fu¨r die Referenz-
und Zufallskarten.
Die hier getroffenen Einstellungen haben mit 94,6% Robustheit das bes-
te Ergebnis unter den drei untersuchten Einstellungen erzielt. Damit
sinkt die Robustheit um 5,36% zu dem vorherigen Ergebnis (100%).
Die im Fokus liegende Zielgro¨ße des Aufwands, ∆ Elements %, erzielt
auch weiterhin unter allen getesteten Einstellungen das beste Ergebnis.
Der zusa¨tzliche Elementeaufwand steigt jedoch im Mittel von 18,34%
auf 30,05% deutlich an. 99,5% der Karten konnten mit maximal 244,03%
zusa¨tzlichen Elementen gelo¨st werden. Das ist eine Steigerung um 77,3
Prozentpunkte gegenu¨ber den Referenzkarten.
Die Qualita¨t leidet unter dem Fehlen von Richtungswechselkosten. Wie
im Kapitel 8.1.1 schon gesehen werden konnte, sind Qualita¨t und Auf-
wand gegensa¨tzliche Ziele, zwischen denen kein Kompromiss unter den
untersuchten Faktoreinstellungen mo¨glich ist. Im Mittel weicht die ge-
testete Einstellung um 3,43% vom optimalen Ergebnis ab. Das 99,5%-
Quantil liegt bei den Zufallskarten bei 19,2% Abweichung von der opti-
malen Durchlaufzeit, gegenu¨ber vormals 14,1% bei den Referenzkarten.
Somit sinkt die Qualita¨t um 5,1%.
Die Faktoreinstellungen fu¨r das Optimierungskriterium Aufwand zeigen,
trotz schlechterer Ergebnisse bezu¨glich der Referenzkarten, die Gu¨te der
Einstellungen. Unter allen drei Faktoreinstellungen wird fu¨r den Auf-
wand das beste Ergebnis erzielt. Der Gu¨ltigkeitsbereich fu¨r die allge-
meinen Aussagen u¨ber die Gu¨te der Einstellung kann auf Zufallskarten
erweitert werden.
Als Alternative zur Faktoreinstellung fu¨r Robustheit (vorheriger Kapi-
tel) hat sie fu¨r dieses Kriterium das bessere Ergebnis erzielt (Unter-
schied = 0,975%). Im direkten Vergleich zwischen beiden Alternativen
muss spa¨ter entschieden werden welches Optimierungskriterium (Auf-
wand oder Qualita¨t) wichtiger ist.10
10Kapitel 8.1.2 zeigt, dass kein Kompromiss zwischen Aufwand und Qualita¨t mo¨glich
ist.
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Abbildung 8.6.: BonE: Zielgro¨ßenverteilungen fu¨r optimale Einstellung
[LR: 32 — LIR: 2 — CC: 0] - Aufwand (Referenzkarten)
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Abbildung 8.7.: BonE: Zielgro¨ßenverteilungen fu¨r optimale Einstellung
[LR: 32 — LIR: 2 — CC: 0] - Aufwand (Zufallskarten)
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Qualita¨t
Die Faktoreinstellungen fu¨r optimale Qualita¨t aus der Pareto-Menge ist
LR: 2, LIR: 2, CC: 4. Die Ergebnisse aus den Referenzkarten und den
Zufallskarten sind in den Abbildungen 8.8 und 8.9 zu sehen.
Fu¨r die Zielgro¨ße der Robustheit sinkt das Ergebnis von 92,3% auf 87%
weiter ab. Die Akzeptanz einer solchen Robustheit in der Praxis ist frag-
lich.
Der Aufwand fu¨r diese Faktoreinstellung zeigt mit durchschnittlich
418,1% Abweichung den weitaus schlechtesten Wert fu¨r den zusa¨tzlichen
Elementebedarf. Sein Median verschlechtert sich von 257,7% auf 340,6%.
In 99,5% der Ergebnisse kann der Zusatzbedarf auf bis zu 1.395% des
optimalen Bedarfs steigen.
Die Qualita¨t des Pfades sinkt wie fu¨r alle anderen Faktoreinstellungen
ebenfalls. Es fallen insbesondere der Mittelwert und das 95%-Quantil
auf. Im Durchschnitt haben die Stetigcluster des Algorithmus mit dieser
Faktoreinstellung in den Zufallskarten 2,33% schlechtere Durchlaufzei-
ten im Vergleich zum optimalen Pfad. Dies ist eine Verachtfachung zu
den Ergebnissen der Referenzkarten. Im Referenzkartenexperiment wa-
ren es nur 0,328%. In 99,5% aller Fa¨lle weicht die Qualita¨t um ho¨chstens
22,3% (zu 3,9%) vom Optimum ab.
Der Test der Einstellungen in den Zufallskarten hat gezeigt, dass die
Ergebnisse nicht auf sie erweiterbar sind. Alle Zielgro¨ßen sind deutlich
schlechter als in den Referenzkarten. Das Ergebnis des Optimierungskri-
teriums Qualita¨t kann die schlechten Werte fu¨r Robustheit und Qualita¨t
nicht rechtfertigten.
Diese Faktorstufenkombination wird in allen Zielgro¨ßen von den Ein-
stellungen fu¨r die Robustheit dominiert (siehe Kapitel 8.1.3). Bei ihr
ist die Qualita¨t als zweites Kriterium fu¨r die Auswahl der Einstellung
angelegt worden. Ho¨here Lasersichtweiten und Laseridentifikationswei-
ten der Einstellung fu¨hren zu besseren Ergebnissen und besta¨tigen da-
mit die getroffenen Aussagen u¨ber den Einfluss und die Faktoreffekte.
Die gewa¨hlten Einstellungen der Robustheit sind den Einstellungen der
Qualita¨t vorzuziehen.
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Abbildung 8.8.: BonE: Zielgro¨ßenverteilungen fu¨r optimale Einstellung
[LR: 2 — LIR: 2 — CC: 4] - Qualita¨t (Referenzkarten)
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Abbildung 8.9.: BonE: Zielgro¨ßenverteilungen fu¨r optimale Einstellung
[LR: 2 — LIR: 2 — CC: 4] - Qualita¨t (Zufallskarten)
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8.1.4. Fazit
Das BonE Verfahren zeigt fu¨r die untersuchten Faktoreinstellungen, dass
die Leistungsbereiche Aufwand und Qualita¨t strikt gegenla¨ufige Ziele
sind, zwischen denen kein Kompromiss gefunden werden kann (vgl. Ab-
bildung 8.3). Geringer Aufwand geht mit deutlich geringerer Qualita¨t
einher und hohe Qualita¨t des Pfades mit deutlich ho¨herem Aufwand.
Die Robustheit kann unabha¨ngig davon gute bis optimale Ergebnisse
erreichen.
Im Verlauf des Bewertungsverfahrens konnte gezeigt werden, dass der
Algorithmus fu¨r ausgewa¨hlte Faktoreinstellungen 100% Robustheit er-
zielen kann (siehe Kapitel 8.1.2). Im besten Fall hat BonE einen zusa¨tz-
lichen Aufwand an EE von 18,34% gegenu¨ber der optimalen Lo¨sung.
Die Abweichung der Qualita¨t liegt bei 0,27% vom Optimum.
Damit kann der Algorithmus hinsichtlich der einzelnen Betrachtungsbe-
reiche sehr gute bzw. optimale Ergebnisse fu¨r Qualita¨t bzw. Robustheit
und gute Ergebnisse fu¨r den Aufwand erzielen.
In den Zufallskarten erzielen alle getesteten Einstellungen der Faktoren
schlechtere Ergebnisse als in den Referenzkarten. Die Zufallskarten sind
offenbar “schwerer” als die Referenzkarten. Die Aussagen ko¨nnen hin-
sichtlich ihrer Ergebniswerte der Zielgro¨ßen also nicht besta¨tigt werden.
Eine allgemeine Aussage u¨ber die Gu¨te der Faktoreinstellungen la¨sst
sich jedoch bei den Einstellungen fu¨r Robustheit und Aufwand durch
die Zufallskarten besta¨tigen.
Robustheit
Die Robustheit des Algorithmus liegt fu¨r viele Faktoreinstellungen im
optimalen und optimalita¨tsnahen Bereich, wie die Bestimmung der
Pareto-Grenze zeigt. Hiervon haben insgesamt 18 Faktoreinstellungen
100% Robustheit (siehe Tabelle 8.2). Ein Sinken der Robustheit unter
100% ist auf das Iterationslimit zuru¨ckzufu¨hren. BonE findet also in aus-
reichender Zeit immer eine Lo¨sung, sollte ein solche existieren, womit
das Ergebnis aus Kapitel 6.1.4 sich auch in der Simulation wiederspie-
gelt.
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Effekte Generell la¨sst sich aussagen, dass mit steigender Lasersicht-
weite eine ho¨here Robustheit erzielt wird und dass die Laseridentifika-
tionsweite keinen Einfluss auf das Ergebnis hat. Fu¨r steigende Rich-
tungswechselkosten zeigt die Robustheit ein zunehmend schwankendes
Verhalten mit der Tendenz zu sinkender Robustheit.
Den mit Abstand gro¨ßten Einfluss auf das Ergebnis hat die Lasersicht-
weite. Dieser Einfluss beschra¨nkt sich jedoch fast ausschließlich auf eine
Lasersichtweite unter 35,7% (20 Felder) der maximalen Lasersichtwei-
te. Danach ko¨nnen keine nennenswerten Verbesserungen der Robustheit
durch die Erho¨hung der Lasersichtweite erzielt werden. Ab dieser Laser-
sichtweite werden die Effekte des zweitwichtigsten Faktors, Richtungs-
wechselkosten, sichtbar.
Beste Faktoreinstellungen Als beste Faktoreinstellungen dieses Be-
reichs (mit 100% Robustheit) sind die Einstellungen [LR: 50 — LIR: 32
— CC: 2] sowie [LR: 32 — LIR: 2 — CC: 0] gewa¨hlt worden. Ihre
Simulationsergebnisse der Referenzkarten sind [Robustheit: 100% —
Aufwand: 73,95% — Qualita¨t: 0,483%] bzw. [Robustheit: 100% — Auf-
wand: 18,34% — Qualita¨t: 1,611%], wie in Tabelle 8.2 zu sehen ist. Das
erste Ergebnis zeichnet sich durch gute Qualita¨t aus, wa¨hrend das zweite
gleichzeitig das beste Ergebnis des Aufwands repra¨sentiert.
Gu¨ltigkeitsbereich Die Ergebnisse des Experiments mit Zufallskarten
mit diesen Faktoreinstellungen zeigen, dass sich alle Leistungsbereiche
verschlechtert haben. Die getroffenen Aussagen zu den Leistungsbe-
reichen ko¨nnen also nicht direkt auf beliebige Karten (Zufallskarten)
u¨bertragen werden. Unter den beiden gewa¨hlten Einstellungen erzielt
die zweite Variante eine ho¨here Robustheit (93,4% zu 94,6%).
Aufwand
Fu¨r den Aufwand kann der Algorithmus BonE gute Ergebnisse ge-
genu¨ber der Referenz erzielen. Im besten Fall werden nur etwa
20% zusa¨tzliche EE fu¨r den Pfadaufbau verwendet (18,34%, vgl. Tabel-
le 8.2). Ergebnisse in dieser Gro¨ßenordnung sind ausschließlich bei einer
Einstellung von null Kosteneinheiten fu¨r Richtungswechsel zu erreichen.
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Bei ho¨heren Kosten wird ein sprunghafter Anstieg des Aufwands auf ca.
70% registriert.
Effekte Wie in Abbildung 8.1 zu erkennen ist, sinkt der Aufwand mit
steigender Lasersichtweite. Weiterhin la¨sst sich fu¨r die Laseridentifikati-
onsweite kein Einfluss auf die Zielgro¨ße ∆ Elements % feststellen.11 Mit
steigenden Richtungswechselkosten steigt auch der Aufwand des Algo-
rithmus an.
Die Lasersichtweite hat den gro¨ßten Effekt auf das Ergebnis. Wie bei
der Robustheit nimmt auch hier der Nutzen gro¨ßerer Lasersichtweiten
nach etwa 35,7% der maximalen Sichtweite stark ab. Der Faktor Rich-
tungswechselkosten hat einen wichtigen Einfluss auf das Ergebnis des
Aufwands ab dieser Lasersichtweite. Dabei steigt ihre Funktion sprung-
haft zwischen null und zwei Kosteneinheiten an.
Beste Faktoreinstellungen Der geringste Aufwand wurde mit den
Faktoreinstellungen [LR: 32 — LIR: 2 — CC: 0] erreicht. Die Ergebnis-
se sind [Robustheit: 100% — Aufwand: 18,34% — Qualita¨t: 1,611%] mit
optimaler Robustheit, aber schlechter Qualita¨t.
Gu¨ltigkeitsbereich Im Zufallskartenexperiment konnte diese Einstel-
lung ebenfalls das beste Ergebnis hinsichtlich der Leistungsbereiche er-
zielen. Diese Faktoreinstellung ist geeignet fu¨r gute Robustheit und Auf-
wand, wenn auch die Ergebnisse insgesamt unter denen des Referenz-
kartenexperiments liegen.
Qualita¨t
Im Betrachtungsbereich Qualita¨t hat der Algorithmus insgesamt mo-
derate Abweichungen von der Referenz gezeigt. Die besten Faktorein-
stellungen ko¨nnen eine durchschnittliche Abweichung von nur 0,328%
erzielen (vgl. Tabelle 8.2).
11Der vermeindliche Effekt bei niedrigen Laseridentifikationsweiten ist der Effekt der
Lasersichtweite.
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Effekte Die Lasersichtweite la¨sst keinen Trend der Zielgro¨ße erkennen,
wie Abbildung 8.1 zeigt. Der beste Mittelwert liegt bei 3,6% der maxi-
malen Sichtweite entgegen der Annahme, dass gro¨ßere Lasersichtweiten
mehr Rauminformationen liefern und damit zu besseren Pfaden beitra-
gen. Fu¨r den Faktor Richtungswechselkosten hat die Abweichung der
Qualita¨t ein eindeutiges Minimum bei 4 Kosteneinheiten.
Richtungswechselkosten haben den gro¨ßten Effekt auf die Qualita¨t des
Pfades. Die genaue Einstellung der Faktoren hat entscheidenden Ein-
fluss auf die Zielgro¨ße. Der Einfluss der Lasersichtweite liegt an zweiter
Stelle der Effektgro¨ßen. Den kleinsten Effekt hat der Faktor Laseridenti-
fikationsweite. Verbesserungen in der Qualita¨t lassen sich insbesondere
bei kleinen Laseridentifikationsweiten unter 25% registrieren.
Beste Faktoreinstellungen Als beste Faktoreinstellung der Qualita¨t
wurde die Einstellung [LR:2 — LIR:2 — CC:4] identifiziert. Entgegen
der Annahmen u¨ber die Effekte der Lasersichtweite und Laseridentifi-
kationsweite erzielte sie die beste Qualita¨t mit [Robustheit: 92,3% —
Aufwand: 343,39% — Qualita¨t: 0,328%] (vgl. Tabelle 8.2).
Gu¨ltigkeitsbereich Die Experimente mit den Zufallskarten zeigten,
dass die Ergebnisse nicht auf beliebige Karten (Zufallskarten) u¨bert-
ragbar sind. Insbesondere dominiert das Ergebnis der Robustheit (Ka-
pitel 8.1.3) das Ergebnis der Qualita¨t (Kapitel 8.1.3) im Zufallskarten-
experiment in allen Zielgro¨ßen. Die guten Ergebnisse der hier gewa¨hlten
Einstellungen in den Referenzkarten resultieren aus den Wechselwir-
kungen der Faktoren Lasersichtweite und Laseridentifikationsweite.Die
negativen Effekte von niedrigen Lasersichtweiten bzw. Laseridentifikati-
onsweiten zeigen in den Zufallskarten, deren Hindernisse weniger struk-
turiert sind, einen sta¨rkeren Einfluss.
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8.2. dRandom
Basierend auf dem beschriebenen Bewertungsverfahren (Kapitel 7.4)
wurde die Leistungsfa¨higkeit von dRandom wie folgt ermittelt.
8.2.1. Bestimmung der Leistungsbereiche
Im ersten Schritt werden die Ergebnisse der Referenzkarten bewertet
(Abbildung 7.7: 1. Leistungsbereiche des Algorithmus). Abbildung 8.10
tra¨gt die drei Hauptzielgro¨ßen fu¨r die untersuchten Faktoren Lasersicht-
weite, Laseridentifikationsweite und Richtungswechselkosten auf. Die
Mittelwerte der Faktorstufen sind in Tabelle 8.4 zu finden.
Im Folgenden werden die drei Leistungbereiche Robustheit, Aufwand
und Qualita¨t mit den Hauptzielgro¨ßen ValidPathFound, ∆Elements%
beziehungsweise ∆SojournTime% untersucht.
Robustheit
Wie in Abbildung 8.10 (links) ersichtlich, ergibt sich fu¨r alle Steu-
ergro¨ßen, also Lasersichtweite (linke Spalte), Laseridentifikationsweite
(mittlere Spalte) und Richtungswechselkosten (rechte Spalte) ein ma-
ximaler Effekt von 0% auf die Zielgro¨ße Robustheit. Das bedeutet al-
so, dass, unabha¨ngig von den gewa¨hlten Werten der Steuergro¨ßen, die
Wahrscheinlichkeit, einen gu¨ltigen Pfad zu finden, immer gleich groß ist,
na¨mlich 100% (siehe Gesamtmittelwert in der dritten Spalte in Tabelle
8.4).
Aufwand
Wie aus Abbildung 8.10 sowie Tabelle 8.4 ersichtlich, hat die Steuergro¨ße
Lasersichtweite mit einem maximalen Effekt von 55,13% (2 Felder) -
42,69% (32 Felder) = 12,44% den gro¨ßten Einfluss auf den Aufwand.
Ihr folgen mit 45,49% (Kosten von 8) - 42,29% (Kosten von 2) = 3,20%
die Richtungswechselkosten und mit 45,84% (2 Felder) - 43,04% (26 oder
56 Felder) = 2,80% die Laseridentifikationsweite.
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Abbildung 8.10.: dRandom: Hauptzielgro¨ßen
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Faktoren Versuchsumfang ∅ValidPathFound ∅ ∆Elements ∅ ∆SojournTime
LaserRange
2 624 100,00% 55,13% 34,36%
8 1248 100,00% 49,20% 27,26%
14 1872 100,00% 46,33% 22,80%
20 2496 100,00% 45,37% 21,01%
26 3120 100,00% 43,57% 18,36%
32 3744 100,00% 42,69% 16,86%
38 4368 100,00% 43,37% 17,32%
44 4992 100,00% 43,56% 17,42%
50 5616 100,00% 43,52% 17,31%
56 6240 100,00% 42,98% 17,19%
LaserIdentifyRange
2 6240 100,00% 45,84% 21,18%
8 5616 100,00% 44,22% 19,30%
14 4992 100,00% 43,96% 18,65%
20 4368 100,00% 43,53% 17,78%
26 3744 100,00% 43,04% 17,20%
32 3120 100,00% 43,23% 17,15%
38 2496 100,00% 43,54% 17,38%
44 1872 100,00% 43,44% 17,44%
50 1248 100,00% 43,48% 17,46%
56 624 100,00% 43,04% 17,69%
CornerCosts
0 5720 100,00% 44,13% 23,58%
2 5720 100,00% 42,29% 18,22%
4 5720 100,00% 43,58% 16,57%
6 5720 100,00% 44,21% 17,19%
8 5720 100,00% 45,49% 19,00%
10 5720 100,00% 44,47% 17,00%
Gesamtmittelwert 34.320 100,00% 44,03% 18,59%
Tabelle 8.4.: dRandom: Mittelwerte der Zielgro¨ßen fu¨r die Faktorstufen
Die Lasersichtweite beeinflusst die Zielgro¨ße im unteren Einstellungs-
bereich (2-26 Felder) am sta¨rksten. Dies liegt darin, dass bei diesen
Einstellungen zum Teil erst sehr spa¨t erkannt wird, dass z.B. in eine
Sackgasse gebaut wurde und dadurch ein Ru¨ckbau der Fo¨rderstrecke
auch erst sehr viel spa¨ter eintreten kann, wodurch viele zusa¨tzliche Ein-
zelelemente angefordert werden mu¨ssen. Oberhalb davon (32-56 Felder)
variiert die Lasersichweite in einem schmalen Band unter dem mittleren
Ergebnis von 44,03% (vgl. Tabelle 8.4- Zeile Gesamtmittelwert), wobei
ein Minimum des Aufwands von 42,69% bei einer Lasersichtweite von
32 Feldern besteht. Dies liegt daran, dass ab dieser Lasersichtweite eine
Sa¨ttigung des Informationsgewinns aufgrund der Struktur der Karten
(Gro¨ße und Anordnung der Freira¨ume und Hindernisse) entsteht, d.h.
es ko¨nnen trotz ho¨herer Lasersichtweite keine besseren Pfade mit weni-
ger Einzelelementen mehr geplant werden.
Der darauf folgende, leichte Anstieg der Aufwandskurve kann dadurch
erkla¨rt werden, dass mit zunehmender Lasersichtweite auch die Anzahl
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der Versuchsdurchla¨ufe steigt (siehe Tabelle 8.4). Dies hat zur Folge,
dass - aufgrund des zufallsbehafteten Charakters des Verfahrens - die
Wahrscheinlichkeit, viele “schlechte” Entscheidungen vor Hindernissen
zu treffen, zunimmt. Wie in der Grafik durch die vielen Ausreißer und
Stichprobenpunkte oberhalb der Boxen ersichtlich ist, ist genau dies
eingetreten, was den Verlauf der Kurve im oberen Einstellungsbereich
erkla¨rt.
Den geringsten Einfluss auf die Zielgro¨ße hat die Laseridentifikations-
weite. Dies ist darin begru¨ndet, dass fu¨r dRandom die Unterscheidung
zwischen Hindernissen und Einzelelementen unerheblich ist, d.h. die Er-
kenntnis, dass ein Hindernis ein Einzelelement ist, spielt bei der Pfadpla-
nung und der damit einhergehenden Anzahl an zusa¨tzlichen Einzelele-
menten keine Rolle. Die Kurve zeigt somit einen a¨hnlichen, wenn auch
stark gestauchten Verlauf wie bei der Lasersichtweite, wobei bei Lase-
ridentifikationsweiten von 26 und 56 Feldern jeweils ein Optimum von
43,04% besteht. Daru¨ber hinaus entstehen die Unregelma¨ßigkeiten in
den ho¨heren Einstellungsbereichen der Laseridentifikationsweite (32-56
Felder) durch die stark verringerte Versuchsanzahl (vgl. Tabelle 8.4),
wodurch die vielen Ausreißer und Punkte oberhalb der Boxen sta¨rker
ins Gewicht fallen und den Kurvenverlauf nach oben verlagern.
Beim Start des Verfahrens und bei der lokalen Neuplanung eines Pfades,
also bei der Erkennung von Hindernissen spielen die Richtungswechsel-
kosten eine große Rolle. Die Kurve zeigt dabei einen zuna¨chst sinkenden
Verlauf bis zum Optimum von 42,49% bei Kosten von 2, da in diesem
Bereich die maßgebliche Steuergro¨ße fu¨r den Aufwand ausschließlich die
Lasersichtweite ist. Oberhalb davon ist ein ansteigender Trend erkenn-
bar, was sich dadurch erkla¨rt, dass fu¨r die Vermeidung von Richtungs-
wechseln auf den lokalen Pfaden eine ho¨here Anzahl an Einzelelementen
generell in Kauf genommen wird. Das anschließende Absinken der Kurve
bei Kosten von 10 la¨sst sich dabei als Grenzfall in Bezug auf die Struk-
tur der Karten darstellen, d.h. es existieren Karten, auf denen sich A∗
ab Kosten von 10 schneller entscheidet, einen Weg mit weniger Rich-
tungswechseln einzuschlagen, als bei Kosten von 8. Somit werden im
Endeffekt weniger Einzelelemente beno¨tigt.
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Qualita¨t
Die Auswertung der Abbildung 8.10 sowie der Mittelwerte aus Tabelle
8.4 zeigt, dass die Lasersichtweite mit 34,36% (2 Felder) - 16,86% (32
Felder) = 17,50% wiederum den maximalen Effekt auf diese Zielgro¨ße
hat. An zweiter Stelle stehen die Richtungswechselkosten mit 23,58%
(Kosten von 0) - 16,57% (Kosten von 4) = 7,01% und an dritter Stelle
die Laseridentifikationsweite mit 21,18% (2 Felder) - 17,15% (32 Felder)
= 4,03%.
Die Ergebnisse zeigen einen positiven Zusammenhang zwischen zuneh-
mender Lasersichtweite und Qualita¨t der Lo¨sung. So existiert ein Op-
timum der Durchlaufzeit von 42,69% bei einer Lasersichtweite von 32
Feldern. Dies la¨sst sich dadurch erkla¨ren, dass die Fo¨rderstrecke mit stei-
gender Lasersicht la¨nger auf dem global optimalen Pfad aufgebaut wird,
bevor z.B. aufgrund blockierender Hindernisse ein neuer, lokaler Pfad
mit ggf. vielen Ecken bzw. Richtungswechseln (und dadurch ansteigen-
der Durchlaufzeit) geplant werden muss. Im oberen Einstellungsbereich
der Lasersichtweite tritt wie beim Aufwand eine Sa¨ttigung bezu¨glich
des Informationsgewinns ein, weshalb der Wert der Qualita¨t in dieser
Region stagniert.
Auf die Qualita¨t hat die Laseridentifikationsweite nur einen sehr gerin-
gen Einfluss, wobei der Verlauf der Kurve wiederum stark an den der
Lasersichtweite gekoppelt ist (vgl. Aufwand, Kapitel 8.2.1). Ein Mini-
mum der Durchlaufzeit von 17,15% besteht dabei bei einer Laseridenti-
fikationsweite von 32 Feldern.
Die Ergebnisse fu¨r die Richtungswechselkosten sind uneinheitlich: bei
einem Wert von 0 ist wie beim Aufwand die Lasersichtweite die aus-
schlaggebende Gro¨ße, weshalb die Durchlaufzeit dort mit 23,58% einen
Maximalwert hat. Anschließend verla¨uft die Kurve monoton fallend, d.h.
die Qualita¨t der Pfade bzw. der Fo¨rderstrecke verbessert sich bis zu ei-
nem Optimum von 16,57% bei Kosten von 4. Anschließend nimmt der
Wert der Durchlaufzeit wieder zu, was bedeutet, dass sich die Erho¨hung
der Kosten bis zum Wert 8 ausschließlich kontraproduktiv auf die Qua-
lita¨t der Fo¨rderstrecke auswirkt, da sich die Pfade im Mittel nicht mehr
von denen mit der Standardvariante des A∗ geplanten Pfaden unter-
scheiden.
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Dieser Effekt la¨sst sich folgendermaßen begru¨nden: in manchen Szenari-
en (abha¨ngig von der Struktur der Karte, d.h. der Gro¨ße ihrer Korridore
und Ra¨ume) kann die Erho¨hung der Richtungswechselkosten zu einer
Erho¨hung der Durchlaufzeit fu¨hren, da A∗ absichtlich einen Richtungs-
wechsel vermeidet, auch wenn dieser bzgl. der Durchlaufzeit gu¨nstiger
wa¨re, als der richtungswechselfreie Pfad mit ho¨herer Durchlaufzeit. So-
wohl bei Kosten von 6 als auch bei 10 la¨sst sich dieses Verhalten erken-
nen (vgl. Abbildung 8.10), da bei beiden Werten jeweils ein Grenzfall
bzgl. der Struktur der Karten besteht, d.h. bei ersterem werden o¨fter
Richtungswechsel vermieden, obwohl diese sinnvoller wa¨ren und bei letz-
terem werden sehr teure Richtungswechsel vorgenommen, obwohl ein
richtungswechselfreier Pfad gu¨nstiger wa¨re.
8.2.2. Bestimmung der besten Faktoreinstellungen fu¨r
die Bereiche Robustheit, Aufwand und Qualita¨t
Nachdem im vorhergehenden Kapitel die Einflussart und -gro¨ße auf die
Zielgro¨ßen beschrieben wurden, werden entsprechend der Vorgehenswei-
se aus Kapitel 7.4.2 die besten Faktoreinstellungen der drei Leistungs-
bereiche bestimmt.
Abbildung 8.11 zeigt die Ergebnisse der Referenzkarten. Graue Punk-
te sind Pareto-dominante Ergebnisse unter den analysierten Einstellun-
gen. Insgesamt existieren 4 Pareto-dominante Ergebnisse, die die Pareto-
Grenze von dRandom bilden. Die Pareto-optimalen Faktoreinstellungen
sind in Tabelle 8.5 grau markiert.
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Abbildung 8.11.: dRandom: 3D-Streudiagramm der Ergebnisse
Im Streudiagramm (8.11), sind die besten Ergebnisse bezu¨glich eines
Kriteriums aus der Pareto-Menge mit großen Symbolen12 hervorgeho-
ben. Sie sind fu¨r das jeweilige Kriterium die unikriteriell beste Entschei-
dung fu¨r die Faktorstufenauswahl, wobei anzumerken ist, dass fu¨r die
Robustheit mehrere gleichwertige Ergebnisse existieren.
Robustheit
Fu¨r Robustheit kommen die vier Einstellungen 93, 103, 170 und 195
in Frage, die unabha¨ngig von den anderen Bereichen, gleich gut sind.
Werden Qualita¨t und Aufwand als weitere Kriterien zur Optimierung
mit einbezogen, entfallen die Faktoreinstellungen 170 und 195. Bei Wahl
der Einstellung 103 wird der Aufwand mit einem Wert von 36,75% mi-
nimiert. Die Qualita¨t ist dabei bei 19,52%, was 0,93% u¨ber dem durch-
schnittlichen Gesamtwert von 18,59% liegt (vgl. Tabelle 8.4). Mit der
Einstellung [LR: 32 — LIR: 14 — CC: 0] werden also Robustheit und
Aufwand gleichzeitig optimiert.
12Robustheit N, Aufwand  und Qualita¨t •
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Nr. Laser LaserIdentify Corner Robustheit Aufwand Qualita¨t
Range Range Costs (ValidPathFound) (∆Eelements) (∆SojournTime)
91 32 2 0 100,00% 42,88% 21,84%
92 32 2 2 100,00% 41,79% 18,02%
93 32 2 4 100,00% 41,75% 13,50%
94 32 2 6 100,00% 43,29% 15,66%
95 32 2 8 100,00% 46,76% 18,95%
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
101 32 8 8 100,00% 44,66% 16,49%
102 32 8 10 100,00% 43,78% 16,27%
103 32 14 0 100,00% 36,75% 19,52%
104 32 14 2 100,00% 40,13% 16,52%
105 32 14 4 100,00% 41,81% 14,15%
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
168 38 38 10 100,00% 44,05% 15,61%
169 44 2 0 100,00% 46,35% 24,61%
170 44 2 2 100,00% 39,70% 16,26%
171 44 2 4 100,00% 43,01% 15,62%
172 44 2 6 100,00% 44,18% 17,09%
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
193 44 26 0 100,00% 44,54% 23,54%
194 44 26 2 100,00% 40,51% 16,93%
195 44 26 4 100,00% 40,88% 13,63%
196 44 26 6 100,00% 44,65% 15,42%
197 44 26 8 100,00% 45,06% 17,52%
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Tabelle 8.5.: dRandom: Pareto-optimale Faktoreinstellungen
Aufwand und Qualita¨t
Bei Einstellung 93 hingegen wird die Qualita¨t mit 13,50% optimiert
und der Wert des Aufwands ist 41,75%, was 2,28% unter dem durch-
schnittlichen Ergebnis von 44,03% liegt (vgl. wiederum Tabelle 8.4).
Mit der Einstellung [LR: 32 — LIR: 2 — CC: 4] werden also Robustheit
und Qualita¨t gleichzeitig optimiert. Somit ergeben sich die in Tabelle
8.6 zusammengefassten, besten Faktoreinstellungen fu¨r die genannten
Optimierungskriterien.
Optimierung LaserRange LaserIdentifyRange CornerCosts
Robustheit { Aufwand 32 14 0Qualita¨t 32 2 4
Tabelle 8.6.: dRandom: Beste Faktoreinstellungen fu¨r ein Optimierungs-
kriterium
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8.2.3. Pru¨fung auf Erweiterbarkeit des
Gu¨ltigkeitsbereichs
In den folgenden Kapitel soll u¨berpru¨ft werden, ob die ermittelten bes-
ten Faktoreinstellungen der Bereiche Robustheit, Aufwand und Qualita¨t
auch auf beliebige Karten (siehe Kapitel 7.3.2) u¨bertragbar sind.
Robustheit und Aufwand
Fu¨r die gemeinsam betrachteten Bereiche Robustheit und Aufwand ist
die optimale Faktorkombination [LR: 32 — LIR: 14 — CC: 0]. In den
Abbildungen 8.12 und 8.13 sind die Ergebnisse der Experimente Refe-
renzkarten und Zufallskarten fu¨r diese Bereiche dargestellt.
Fu¨r die Zufallskarten hat die Robustheit einen konstanten Wert von
100% hat, d.h. dass dRandom in der vorgegebenen Zeit (Faktorstufe 2
des Iterationslimits) die zufa¨lligen Karten gleichermaßen gut lo¨sen kann
wie die Referenzkarten.
Der Aufwand von 36,70% bei den Referenzkarten und 41,29% bei den
Zufallskarten unterscheidet sich mit 4,59% und zeigt somit ein a¨hnliches
Bild. Das Konfidenzintervall des Mittelwerts KI = [28,6%; 44,8%] beim
Erstgenannten schließt den Mittelwert des Letztgenannten ein. In Be-
zug auf die Ausreißer-unabha¨ngigen Lagemaße ergibt sich in 50% aller
Fa¨lle in den Referenzkarten ein Wert von 19,3% zusa¨tzlicher Einzelele-
mente und bei den Zufallskarten ein Wert von 23,8% - somit stellt sich
eine Differenz von 4,5% ein. 99,5% aller Ergebnisse liegen unterhalb von
176,7% (Referenzkarten) bzw. 228,59% (Zufallskarten) Abweichung vom
Optimum des Aufwands.
A¨hnlich verhalten sich auch die Ergebnisse fu¨r die Qualita¨t. Mittelwert
und Median nehmen bei den Zufallskarten leicht zu. So steigt der Mit-
telwert um 3,0% von 19,5% bei den Referenzkarten auf 22,5% bei den
Zufallskarten an; der Median steigt von 9,9% auf 16,0%. Das 99,5%-
Quantil hingegen nimmt um 3,9% ab (Referenzkarten 121,8%, Zufalls-
karten 117,9%).
Fu¨r das Optimierungskriterium Robustheit erzielt die gewa¨hlte Einstel-
lung in den Zufallskarten dasselbe Ergebnis. Dieser Effekt la¨sst sich fu¨r
alle Faktoreinstellungen und alle Ergebnisse in den Zufallskarten feststel-
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len. Somit la¨sst sich die Aussage u¨ber die Gu¨te von dRandom bezu¨glich
der Zielgro¨ße Robustheit auch auf die Zufallskarten u¨bertragen.
Mittelwert und Median zeigen fu¨r das Optimierungskriterium Aufwand
nur geringfu¨gig schlechtere Werte - so liegen die Abweichungen un-
ter 6,10%. Hinsichtlich des 99,5%-Quantils ergeben sich jedoch weitaus
gro¨ßere Unterschiede, und zwar eine Verschlechterung von 51,8% beim
Aufwand und eine Verbesserung von 3,90% bei der Qualita¨t. Ob dies
in der Praxis einen akzeptablen Kompromiss darstellt, ist fragwu¨rdig.
Somit la¨sst sich eine allgemeine Aussage u¨ber die Gu¨te von dRandom
bezu¨glich der Zielgro¨ße Aufwand nur bedingt auch auf Zufallskarten
u¨bertragen.
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Abbildung 8.12.: dRandom: Zielgro¨ßenverteilungen fu¨r die Einstellung
[LR: 32 — LIR: 14 — CC: 0] - Robustheit und Aufwand
(Referenzkarten)
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Abbildung 8.13.: dRandom: Zielgro¨ßenverteilungen fu¨r optimale Ein-
stellung [LR: 32 — LIR: 14 — CC: 0] - Robustheit und
Aufwand (Zufallskarten)
164
8.2. dRandom
Robustheit und Qualita¨t
Fu¨r die gemeinsam betrachteten Bereiche Robustheit und Qualita¨t er-
gibt sich die optimale Faktorkombination [LR: 32 — LIR: 2 — CC: 4].
In den Abbildungen 8.14 und 8.15 sind die Ergebnisse der Experimente
Referenzkarten und Zufallskarten fu¨r diese Einstellung aufgezeichnet.
Beim Aufwand steigt der Mittelwert von 41,75% bei den Referenzkar-
ten auf 45,23% bei den Zufallskarten an. Daru¨ber hinaus nimmt auch
der Median zu - sein Wert vergro¨ßert sich von 20,45% auf 29,2%, was
eine Differenz von 8,75% ausmacht. Beim Vergleich des 99,5%-Quantils
ergibt sich ebenfalls eine Verschlechterung: so liegen 99,5% der Stich-
proben unterhalb von 174,3% bei den Referenzkarten und 237,49% bei
den Zufallskarten. Dies ergibt somit einen Unterschied von 63,19%.
Die Zielgro¨ße ∆SojournTime% nimmt ebenfalls zu; der Mittelwert der
zusa¨tzlichen Durchlaufzeit steigt um 6,87 Prozentpunkte von 13,5% auf
20,37%, der Median von 4,5% auf 13,4%, also um 8,9%. Bei der Analyse
des 99,5%-Quantils la¨sst sich eine Vergro¨ßerung des Wertes von 84,5%
auf 118,89% erkennen, was einer Zunahme von 34,48% entspricht.
Die betrachtete Kombination der Steuergro¨ßen fu¨r Robustheit und Qua-
lita¨t liefert also schlechtere Ergebnisse als die Kombination, die Ro-
bustheit und Aufwand optimiert. So verschlechtern sich Mittelwert und
Median bei den in diesem Abschnitt betrachteten Werten um bis zu
8,75% beim Aufwand und 8,9% bei der Qualita¨t. Das 99,5%-Quartil
zeigt ebenfalls eine Verschlechterung beim Aufwand (63,19%) und im
Gegensatz zum anderen Einstellungstupel auch keine Verbesserung bei
der Qualita¨t, da sich das Delta der Durchlaufzeit um 34,48% erho¨ht.
Die allgemeinen Aussagen u¨ber die Qualita¨t lassen sich, mit Ausnahme
der Robustheit, die nach wie vor bei 100% liegt, nicht auf Zufallskarten
u¨ber-tragen, da sich eine klare Verschlechterung der Werte einstellt. Das
bedeutet, dass die in Kapitel 8.2.2 gewa¨hlten Steuergro¨ßeneinstellungen
zwar fu¨r die Referenzkarten gu¨ltig sind, dies jedoch keinesfalls auf jede
beliebige Karte zutreffen muss. Dies hat die Notwendigkeit zur Folge,
dass fu¨r jedes Szenario die besten Steuergro¨ßeneinstellungen individuell
ermittelt werden mu¨ssen.
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Abbildung 8.14.: dRandom: Zielgro¨ßenverteilungen fu¨r optimale Ein-
stellung [LR: 32 — LIR: 2 — CC: 4] - Robustheit und
Qualita¨t (Referenzkarten)
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Abbildung 8.15.: dRandom: Zielgro¨ßenverteilungen fu¨r optimale Ein-
stellung [LR: 32 — LIR: 2 — CC: 4] - Robustheit und
Qualita¨t (Zufallskarten)
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8.2.4. Fazit
Das dRandom Verfahren zeigt fu¨r die untersuchten Einstellungen
anna¨hernd proportional verlaufende Werte fu¨r Aufwand und Qualita¨t.
Eine ho¨here Qualita¨t erfordert gleichzeitig einen ho¨heren Aufwand bzw.
geringerer Aufwand erlaubt nur eine geringere Qualita¨t der Pfade. Durch
die Auswertung der Simulationsdaten konnte gezeigt werden, dass im
besten Fall Abweichungen vom Optimum von 36,75% beim Aufwand
und 13,50% bei der Qualita¨t erreicht werden ko¨nnen. Unabha¨ngig da-
von hat die Robustheit immer einen Wert von 100%.
Hinsichtlich der Erweiterbarkeit der Gu¨ltigkeit der getroffenen Aussagen
auf Zufallskarten wurde festgestellt, dass sich grundsa¨tzlich alle betrach-
teten Werte (mit Ausnahme der Robustheit und des 99,5%-Quantils der
Qualita¨t beim Optimierungskriterium Robustheit/Aufwand) verschlech-
tern. Somit lassen sich die Aussagen, abgesehen von der Robustheit, nur
eingeschra¨nkt von den Referenzkarten auf die Zufallskarten u¨bertragen.
Robustheit
dRandom findet in ausreichender Zeit immer eine Lo¨sung. Daher hat
die Robustheit fu¨r alle Faktoreinstellungen einen optimalen Wert von
100%. Das bedeutet, dass die Zielgro¨ße nur durch den Faktor des Ite-
rationslimits beeinflusst wird und unabha¨ngig von Lasersichtweite, La-
seridentifikationsweite und Richtungswechselkosten betrachtet werden
kann. Daru¨ber hinaus entspricht diese Erkenntnis - wie erwartet - den
Ergebnissen der Untersuchung in Kapitel 6.2.4, wo festgestellt wurde,
dass dRandom immer genau dann eine Lo¨sung findet, wenn ein Pfad
von der Quelle zur Senke existiert.
Jede erdenkliche Kombination aus LR, LIR und CC kommt als beste
Faktoreinstellung in Frage. Aus diesem Grund ist es sinnvoll, je nach Be-
darf jeweils eines der beiden anderen Kriterien - also Aufwand oder Qua-
lita¨t - zwecks Optimierung (Reduktion der Anzahl beno¨tigter Einzelele-
mente beim Aufbau und Verminderung der Durchlaufzeit der Fo¨rder-
strecke) in die Betrachtung mit einzubeziehen.
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Aufwand
dRandom liefert fu¨r den Aufwand im Schnitt Ergebnisse von ca. 44%
Abweichung vom Optimum, wobei im besten Fall nur knapp 37% zusa¨tz-
liche Einzelelemente fu¨r den Aufbau der Fo¨rderstrecke beno¨tigt wer-
den. Diese Verschlechterung la¨sst sich dabei durch den zufallsbehafte-
ten Charakter des Verfahrens erkla¨ren: vor jedem Hindernis wird mit
50:50-Wahrscheinlichkeit entweder links oder rechts ausgewichen. So-
fern an dieser Stelle eine “falsche” Entscheidung getroffen wurde (wenn
z.B. in eine Sackgasse weitergebaut wird), kann der Aufwand durch
die erho¨hte Anzahl nicht beno¨tigter Einzelelemente z.T. erheblich an-
steigen. Die Lasersichtweite hat den gro¨ßten Einfluss auf den Aufwand
(siehe Abb. 8.10). So nimmt dieser mit zunehmendem Sichtradius der
Einzelelemente deutlich ab, da eine erho¨hter Sichtradius eine bessere
Planung der Fo¨rderstrecke ermo¨glicht. Da fu¨r dRandom die Unterschei-
dung zwischen Einzelelementen und Hindernissen irrelevant ist, ist die
Steuergro¨ße Laseridentifikationsweite an die Lasersichtweite gekoppelt
und zeigt dadurch einen a¨hnlichen Verlauf hinsichtlich des Aufwands.
Die Richtungswechselkosten spielen erst ab einem Wert von 2 eine Rol-
le, so dass sich - wie erwartet - mit zunehmenden Kosten ein Trend in
Richtung ho¨herer Zahl an zusa¨tzlichen Einzelelementen erkennen la¨sst.
Der geringste Aufwand wurde mit der Faktoreinstellung [LR: 32 —
LIR: 14 — CC: 0] und den Ergebnissen [Robustheit: 100% — Auf-
wand: 36,75% — Qualita¨t: 19,52%] erzielt, wobei die erreichte Qualita¨t
u¨ber dem Durchschnitt liegt und damit schlechter ist.
Qualita¨t
Der Bereich Qualita¨t erzielt im Mittel Abweichungen von knapp 19%
vom Optimum, wobei ein Minimum von ca. 14% durch dRandom er-
reicht werden kann. Dies la¨sst sich dadurch erkla¨ren, dass dRandom ein-
malig aufgebaute Teile der Fo¨rderstrecke (sofern nicht in eine Sackgasse
gefahren wurde) nicht weiter optimiert, selbst wenn ein Umbau/Ru¨ck-
bau eine Verbesserung der Qualita¨t zur Folge ha¨tte. Des Weiteren
ko¨nnen auch schlecht getroffene Entscheidungen bzgl. der Ausweich-
Richtung vor Hindernissen die Qualita¨t negativ beeinflussen.
169
8. Bestimmung der Leistungsfa¨higkeit
Die Lasersichtweite hat den gro¨ßten Effekt auf die Qualita¨t (siehe
Abb. 8.10). Der Verlauf der Kurve bei der Laseridentifikationsweite ist
mit dem der Lasersichtweite vergleichbar, wenn auch stark gestaucht.
Bei den Richtungswechselkosten ergibt sich die Schwierigkeit, dass die
Durchlaufzeiten stark von der Struktur der Karte und den vom Pfadpla-
nungsalgorithmus A∗ berechneten Pfaden abha¨ngen, wodurch sich ein
entsprechender Wert kaum vorhersagen la¨sst.
Die beste Qualita¨t der Fo¨rderstrecke wurde mit der Steuergro¨ßen-
Einstellung [LR: 32 — LIR: 2 — CC: 4] und den Ergebnissen [Robust-
heit: 100% — Aufwand: 41,75% — Qualita¨t: 13,50%] erzielt. Auch hier
liegt der Wert des Aufwandes u¨ber dem Durchschnitt und ist damit
schlechter.
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Motiviert durch immer ku¨rzere Produktlebenszyklen und der damit stei-
genden Anforderung an die Wandlungsfa¨higkeiten von Produktions- und
Logistiksystemen ist KARIS entstanden. KARIS ist ein kleinskaliges au-
tonomes Fo¨rdertechniksystem, welches durch seine redundant einsetzba-
ren Einzelelemente verschiedene fo¨rdertechnische Aufgaben u¨bernehmen
kann. Die Anforderung der Wandlungsfa¨higkeit beinhaltet u.a. einen
schnellen Aufbau bzw. Umbau eines solchen Systems. Dies erfordert,
dass mehr Funktionalita¨t bzw. Intelligenz in die einzelnen Fo¨rdermodu-
le gelegt wird, um somit auf zentrale Steuerungsinstanzen verzichten zu
ko¨nnen. KARIS verzichtet genau auf diese zentralen Strukturen.
Die Mo¨glichkeit, den Aufbau einer Fo¨rderstrecke durch KARIS Einzel-
elemente vollsta¨ndig dezentral gesteuert durchzufu¨hren, war Bestandteil
dieser Arbeit. Hierzu war es no¨tig, die eigentliche Problemstellung (siehe
Kapitel 3) erstmals exakt zu erfassen, um darauf aufbauend Lo¨sungside-
en zu entwickeln und deren Funktion analytisch korrekt zu beschreiben.
Daraus ergaben sich drei prinzipielle Fragestellungen, die im Laufe der
Arbeit beantwortet wurden.
Die erste Fragestellung lautete, “Kann ein dezentrales Verfahren einen
Stetigcluster (Fo¨rderstrecke) aufbauen?”, ist es also u¨berhaupt mo¨glich,
ein Verfahren zu finden, welches vollsta¨ndig dezentral eine Fo¨rderstre-
cke aufbauen kann. In Kapitel 5 wurde hierzu eine Klassifizierung von
Verfahren eingefu¨hrt, nach drei prinzipiellen Vorgehensweisen: 1. Pro-
gressive Algorithmen versuchen den Aufbau einer Fo¨rderstrecke mit ih-
rem lokalen Wissen von Anfang an direkt aufzubauen. Sie akzeptieren
hierbei eine nicht optimale Lo¨sung, im Gegenzug wird keine Zeit fu¨r
eine Erkundungsphase “verschwendet”. 2. Erkundungsalgorithmen hin-
gegen verschaffen sich erst das vollsta¨ndige Wissen (Erkundungsphase)
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und ko¨nnen basierend auf Standardverfahren (z.B. A*) immer eine op-
timale Lo¨sung finden. 3. Gerichtete Erkundungsalgorithmen hingegen
beschra¨nken sich auf die Erkundung zwischen Quelle und Senke. Auf
einer partiell erkundeten Karte ist es jedoch nicht notwendigerweise er-
sichtlich, ob ein gefundener Pfad der optimale Pfad ist.
Basierend auf existierenden Algorithmen zur Wegsuche, der Erkundung
und des progressiven Verhaltens (Kapitel 4) wurden zwei Verfahren mit
unterschiedlichen Ansa¨tzen entwickelt. Bei beiden Verfahren handelt es
sich um Mischverfahren, die jeweils Teile der vorgestellten Klassen ver-
einen. Partial Build on Directed Exploration (BonE, Kapitel 6.1) kom-
biniert die gerichtete Erkundung (Kapitel 5.3) mit einem progressiven
Aufbau (Kapitel 5.1). Ziel ist es, bereits wa¨hrend der Erkundungsphase
Teile der Fo¨rderstrecke aufzubauen. Hierbei wird in Kauf genommen,
dass Teile ru¨ckgebaut werden und nicht zwingend die optimale Lo¨sung
gefunden wird. Directed Random (dRandom, Kapitel 6.2) ist prima¨r den
Progressiven Algorithmen zuzuordnen, wobei Teile einer Gerichteten Er-
kundung verwendet werden. Basis fu¨r den progressiven Aufbau liefert
hierbei Probabilistic Left or Right (Kapitel 4.3.2) als Entscheidungs-
funktion beim Auftreten unbekannter Objekte. Durch die zwei entwi-
ckelten Verfahren konnte also gezeigt werden, dass es Verfahren gibt die
einen dezentralen Aufbau einer Fo¨rderstrecke aus Einzelelementen zu-
lassen.
Die zweite Fragestellung lautete, “Kann ein dezentrales Verfahren im-
mer eine Lo¨sung finden, falls eine solche existiert?”. Kann also eine
Folge von Aktionen pi = {a1, . . . , an} mit ai = (. . . , eaeei , . . . ) und
eaeei ∈ EA gefunden werden, so dass nach einer endlichen Anzahl an Zu-
standsu¨berga¨ngen eine Fo¨rderstrecke zwischen q (Quelle) und s (Senke)
aufgebaut wurde. Wie bereits gezeigt gibt es Verfahren die eine Fo¨rder-
strecke aus KARIS Einzelelementen aufbauen ko¨nnen. Um zu zeigen,
dass es auch Verfahren gibt, die immer eine Lo¨sung finden, falls eine
solche existiert, wurde sowohl fu¨r BonE wie dRandom in Kapitel 6.1.4
und Kapitel 6.2.4 die Allgemeingu¨ltigkeit der Verfahren formal gezeigt.
172
Die dritte Fragestellung lautete, “Wie gut ist eine dezentral gefundene
Lo¨sung im Vergleich zu der optimalen, zentral gefundenen Lo¨sung?”.
Zur Beantwortung dieser Frage wurde eine Simulationsumgebung und
ein Simulationsmodell entwickelt. Im weiteren Schritt musste gekla¨rt
werden, wie man in diesem Zusammenhang “Optimum” versteht: ist
es der ku¨rzeste Weg, die geringste Zeit oder vielleicht die Anzahl der
geringsten Ru¨ckbauten? Hierzu wurden in Kapitel 7.2.4 drei Leistungs-
bereiche fu¨r die Zielgro¨ßen bestimmt: Robustheit, Aufwand und Qua-
lita¨t. Fu¨r alle drei Bereiche wurde jeweils die Kennzahl ermittelt die aus
technischer und logistischer Sicht die einzelnen Bereiche am besten be-
schreibt. So wird Robustheit durch ValidPathFound repra¨sentiert, die
eine Aussage daru¨ber liefert ob in einem Versuch eine Fo¨rderstrecke
aufgebaut werden konnte. Aufwand wird durch ∆Elements%, welches
die Anzahl an eingesetzten Einzelelementen beschreibt und Qualita¨t
wird durch ∆SojournTime% beschrieben. Die im Anschluss folgenden
Versuche wurden nach dem in Kapitel 7.3 beschriebenen Versuchsplan
durchgefu¨hrt. Hierbei war die besondere Herausforderung aussagekra¨fti-
ge Testkarten zu entwickeln.
Beim BonE Verfahren zeigte sich, dass die Leistungsbereiche Aufwand
und Qualita¨t strikt gegenla¨ufige Ziele sind, fu¨r die kein Kompromiss ge-
funden werden kann. Beim Aufwand konnte weiterhin gezeigt werden,
dass man bei der richtigen Parametrierung bis auf 18,34% an die optima-
le Lo¨sung herankommt. Bei der Qualita¨t konnte sogar gezeigt werden,
dass es nur eine Abweichung von 0,27% vom Optimum gab. Das prima¨r
progressive Verfahren dRandom zeigt etwas schlechtere Ergebnisse hin-
sichtlich der Abweichungen vom Optimum beim Aufwand (+36,75%)
und bei der Qualita¨t (+13,50%). Bei beiden Verfahren besta¨tigte sich
die Vermutung, dass eine ho¨here Qualita¨t auch einen ho¨heren Aufwand
erfordert und umgekehrt, was auch beim Vergleich zentraler Lo¨sungen zu
beobachten ist. Ebenso wurde die zuvor durchgefu¨hrte Beweisfu¨hrung
bzgl. der Robustheit eines Algorithmus in den Ergebnissen besta¨tigt
(Kapitel 8.1.4 bzw. Kapitel 8.2.4).
Betrachtet man nun den Aufwand der notwendig ist, um in der Realita¨t
eine zentral bestimmte Lo¨sung zu finden, z.B. Anzahl an Sensoren zur
Erlangung einer globalen Sicht, so ko¨nnen dezentrale Verfahren trotz
ihres etwas schlechteren Abschneidens in Qualita¨t und Aufwand in der
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Realita¨t gu¨nstigere Gesamtkosten erzielen. In der Realita¨t wird es z.B.
nahezu unmo¨glich bzw. preislich nicht vertretbar sein, einen kompletten
Bereich in Echtzeit zu u¨berwachen.
Im Laufe der Arbeit haben sich weiterfu¨hrende Fragestellungen erge-
ben. So konnte gekla¨rt werden, wie der reine Aufbau einer Fo¨rderstre-
cke abla¨uft. Bei der Entwicklung der vorgestellten Verfahren zeigte sich,
dass die dezentral verteilte Koordination der Wegfindung der einzel-
nen Elemente hin zu ihrem Platz auf der Fo¨rderstrecke eine ebenso
interessante Fragestellung ist. Bei der Entwicklung der Versuchskarten
hat sich gezeigt, dass es bis heute keinen sinnvollen Ansatz gibt, um
die Schwere solcher Umgebungskarten zu bestimmen. Um eine weitere
Aussage der realen Kosten bzw. Kostenunterschiede zwischen zentra-
len und dezentralen Systemen zu zeigen, fehlt heute noch ein Verfahren
zur quantitativen Gegenu¨berstellung solcher Systeme. In einem na¨chs-
ten Schritt ko¨nnen die vorgestellten Verfahren von der Simulation in die
Praxis u¨berfu¨hrt werden, um somit ihre Praxistauglichkeit zu bewerten.
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Abku¨rzungsverzeichnis
A Aktionenraum
K Karte
Z Menge aller Zusta¨nde
Φ KARIS Umgebungen
pi Aktionsfolge
ψ Zustandsu¨bergangsfunktion
τ Entscheidungsfunktion
θ Abbildungsfunktion
a Aktion
BF Menge aller befahrbaren Felder
bf befahrbares Feld
C Allgemeine Kostenfunktion
c Kostenfunktion
cS Strafkostenfunktion
DH Menge aller Dynamische Hindernisse
dh Dynamisches Hindernis
DNFf Menge aller direkten Nachbarfelder von f
EA Menge aller Einzelaktionen
ea Einzelaktion
EE Menge aller Einzelelemente
ee Einzelelement
f Feld
GA Menge aller gu¨ltigen Aktionen
NBF Menge aller nicht befahrbaren Felder
nbf nicht befahrbares Feld
nf Nachbarfeld
NFf Menge aller Nachbarfelder von f
O Menge aller Objekte
o Objekt
P Pfad
p Feld eines Pfades
Q Menge aller Quellen
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q Quelle
S Menge aller Senken
s Senke
SH Menge aller Statische Hindernisse
sh Statisches Hindernis
SO Menge aller statischen Objekte
z Zustand
EA Erkundungsalgorithmen
EE Einzelelement
GEA Gerichtete Erkundungsalgorithmen
PA Progressive Algorithmen
SC Stetigcluster
UC Unstetigcluster
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A.1. Einteilung der Hindernisse in Klassen
Nachfolgende werden fu¨r die unterschiedlichen Hindernisklasse typische
Gro¨ßen und typischen Hindernistypen beschrieben.
Hindernisklasse 1
In der Hindernisklasse 1 sind Hindernisse erfasst die nicht dafu¨r be-
stimmt sind die Position zu vera¨ndern. Es handelt sich oft um fest in-
stallierte Gegensta¨nde, die nur unter großem Aufwand vera¨ndert werden
ko¨nnen.
Hindernistyp Real Simulation Bemerkung
[m2] [Felder]
Palettenregal 2x10 = 20 4x20 = 80 2,5 mal Palettentiefe, Re-
galgang = 1,5m breit fu¨r
RBG
Kleinteilelager (Re-
gal)
1x5 = 5 2x10 = 20 Regalgang = 1,5m breit fu¨r
manuelle Entnahme
Blocklager 6x6 = 36 z.B. 9 Paletten = Ein
Blocklager
Maschine klein 3x1,5 = 4,5 6x3 = 18 z.B. Fra¨smaschine, Bohr-
maschine, ..
Maschine groß 6x3 = 18 12x6 = 72 z.B. Presse, ...
Stetigfo¨rderer 1x? 2x? La¨nge variabel
Bu¨ro 5x5 = 25 10x10 = 100
Werkbank, Tisch 2x1,5 = 3 4x3 = 12
Warenaufzug 1x1 bis 3x3 = 9 2x2 bis 6x6 Gro¨ßen unterschiedlich,
nutzungsabha¨ngig
Pfosten, Mu¨llei-
mer,...
0,5x0,5 = 0,25 1x1
Tabelle A.1.: Typische Hindernisse der Klasse 3
Hindernisklasse 2
In der Hindernisklasse 2 sind Hindernisse erfasst die Ihre Position
sta¨ndig vera¨ndern ko¨nnen und in direkte Interaktion mit Einzelelemen-
ten treten ko¨nnen.
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Hindernistyp Real Simulation Bemerkung
[m2] [Felder]
Kleine Fo¨rdermittel 1,5x1 = 1,5 3x2 = 6 Leiterwagen, Hubwagen,
Kommissionierwagen,
Einsortierhilfe, Leiter, etc.
Große Fo¨rdermittel 1,5x2,5 = 3,750 3x5 = 15 Gabelstapler, Ameise, etc.
Personen 0,5x0,5 = 0,25 1x1 = 1
Tabelle A.2.: Typische Hindernisse der Klasse 2
Hindernisklasse 3
In der Hindernisklasse 3 sind Hindernisse erfasst, die ihre Position
vera¨ndern ko¨nnen, jedoch einen Großteil ihrer Zeit nicht bewegt wer-
den.
Hindernistyp Real Simulation Bemerkung
[m2] [Felder]
Karton 0,4x0,3 /
0,4x0,6
1x1 = 1 Normverpackung N4 bzw.
N5 angena¨hert
Kleinladungstra¨ger 0,2x0,3 bis
0,4x06
1x1 = 1 Eurobeha¨lter 200x300 bis
400x600
Europalette 1,2x0,8 = 0,96 2x2 = 4 Fla¨chenverbrauch an-
gena¨hert
Tabelle A.3.: Typische Hindernisse der Klasse 3
Gemessene Deckungsgrade der unterschiedlichen
Klassen
Zur Ermittlung der realen Deckungsgrade in Lagern und Produktion
wurden drei representative Bereich nach Hindernisklassen erfasst. Der
Erfassungsbereich war auf ca. 200mm festgelegt, was dem Erfassungsbe-
reich von KARIS entspricht. Somit wurden beispielsweise von Regalen
nur die Stu¨tzpfosten bzw. bei Tischen nur die Beine erfasst. In der Simu-
lation und bei den Versuchskarten wurde zur Vereinfachung die Drauf-
sicht eines Lager verwendet. Dadurch ergab sich ein durchschnittlicher
Deckungsgrad von 30%.
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Firma KN Firma SE Firma SI
Klasse [m2] [%] [m2] [%] [m2] [%]
Gesamtfla¨che 1470,00 4000,00 2500,00
Klasse 1 12,58 0,86% 82,87 2,07% 80,59 3,22%
Klasse 2 4,38 0,30% 95,70 2,39% 78,67 3,15%
Klasse 3 181,77 12,37% 590,77 14,77% 258,65 10,35%
Gesamt-
dekungsgrad 198,73 13,52% 769,34 19,23% 417,91 16,72%
Tabelle A.4.: Gemessene Deckungsgrade der unterschiedlichen Klassen
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Hindernisklassen
Gruppe: 1. Hindernisklassen
Name: 11 - Klasse 1, Random
Beschreibung: Standardkarte mit großen Hinder-
nissen, Deckungsgrad 30%
Begru¨ndung: Messung des Einflusses von großen
Hindernissen auf das Verhalten der
Algorithmen
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 30%
Hindernisklassen: 1
Gruppe: 1. Hindernisklassen
Name: 12 - Klasse 2, Random
Beschreibung: Standardkarte mit mittelgroßen
Hindernissen, Deckungsgrad 30%
Begru¨ndung: Messung des Einflusses von mittel-
großen Hindernissen auf das Plu-
ginverhalten
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 30%
Hindernisklassen: 2
Gruppe: 1. Hindernisklassen
Name: 13 - Klasse 3, Random
Beschreibung: Standardkarte mit kleinen Hinder-
nissen, Deckungsgrad 30%
Begru¨ndung: Messung des Einflusses von kleinen
Hindernissen auf das Pluginverhal-
ten
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 30%
Hindernisklassen: 3
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Gruppe: 1. Hindernisklassen
Name: 14 - Alle Klassen, Random
Beschreibung: Standardkarte mit allen Hindernis-
klassen, Deckungsgrad 30%
Begru¨ndung: Messung des Einflusses von Hin-
dernissen verschiedener Gro¨ße auf
das Pluginverhalten
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 30%
Hindernisklassen: 1, 2, 3
Deckungsgrade
Gruppe: 2. Deckungsgrade
Name: 21 - Density0
Beschreibung: Leere Standardkarte, Deckungs-
grad 0%
Begru¨ndung: Grundsa¨tzlicher Funktionstest ei-
nes Plugins.
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 0%
Hindernisklassen: n.d.
Gruppe: 2. Deckungsgrade
Name: 22 - Density10
Beschreibung: Standardkarte mit zufa¨llig verteil-
ten Objekten, Deckungsgrad 10%
Begru¨ndung: Messung des Einflusses eines gerin-
gen Deckungsgrades
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 10%
Hindernisklassen: n.d.
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Gruppe: 2. Deckungsgrade
Name: 23 - Density25
Beschreibung: Standardkarte mit zufa¨llig verteil-
ten Objekten, Deckungsgrad 25%
Begru¨ndung: Messung des Einflusses eines leicht
unterdurchschnittlichen Deckungs-
grades
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 25%
Hindernisklassen: n.d.
Gruppe: 2. Deckungsgrade
Name: 24 - Density50
Beschreibung: Standardkarte mit zufa¨llig verteil-
ten Objekten, Deckungsgrad 50%
Begru¨ndung: Messung des Einflusses eines hohen
Deckungsgrades
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 50%
Hindernisklassen: n.d.
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Spezielle Eigenschaften
Gruppe: 3. Spezielle Eigenschaften
Name: 31 - Maximale Distanz
Beschreibung: Standardkarte, horizontal ma¨an-
derfo¨rmig angeordnete Hindernis-
se, la¨ngster Weg, einfacher Pfad
Begru¨ndung: Testet Planungsfa¨higkeit des Algo-
rithmus fu¨r lange Pfade bei einfa-
cher Streckenfu¨hrung
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 28,625%
Hindernisklassen: n.d.
Gruppe: 3. Spezielle Eigenschaften
Name: 32 - Minimale Sicht 1
Beschreibung: Standardkarte, regelma¨ßig ange-
ordnete Quadrate, ku¨rzeste Sicht
in Richtung der Senke
Begru¨ndung: Testet Planungsverhalten eines
Plugins bei stark eingeschra¨nkter
Sichtweite.
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 24,875%
Hindernisklassen: n.d.
Gruppe: 3. Spezielle Eigenschaften
Name: 33 - Minimale Sicht 2
Beschreibung: Standardkarte, regelma¨ßig ange-
ordnete T-Objekte, ku¨rzeste Sicht
in alle Richtungen
Begru¨ndung: Testet Planungsverhalten eines
Plugins bei stark eingeschra¨nkter
Sichtweite.
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 28,438%
Hindernisklassen: n.d.
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Gruppe: 3. Spezielle Eigenschaften
Name: 34 - MinView MaxDistance
Beschreibung: Standardkarte, la¨ngster Weg mit
großer Zahl von Richtungswechseln
Begru¨ndung: Testet der Plugin-Fa¨higkeiten fu¨r
sehr verwinkelte, lange Strecken.
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 30,25%
Hindernisklassen: n.d.
Gruppe: 3. Spezielle Eigenschaften
Name: 35 - Max Error
Beschreibung: Standardkarte, hohe Zahl an Sack-
gassen
Begru¨ndung: Testet das Plugin-Verhalten bei ei-
ner Karte, die hohe Fehlerzahlen
produziert.
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 42,25%
Hindernisklassen: n.d.
Gruppe: 3. Spezielle Eigenschaften
Name: 36 - Labyrinth
Beschreibung: Standardkarte, Labyrinth mit einer
Lo¨sung, mittlere Distanz und An-
zahl von Sackgassen
Begru¨ndung: Testet Plugin-Verhalten in einem
Labyrinth.
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 30,063%
Hindernisklassen: n.d.
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Spezielle Formen
Gruppe: 4. Spezielle Formen
Name: 41 - 1 Wall small
Beschreibung: Standardkarte, eine Wand, zwei
Wege, ein optimaler Pfad
Begru¨ndung: Einfacher Test der Pfadoptimie-
rung eines Plugins
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 04,625%
Hindernisklassen: n.d.
Gruppe: 4. Spezielle Formen
Name: 42 - 2 Walls
Beschreibung: Standardkarte, zwei Wa¨nde, zwei
Wege, ein optimaler Pfad
Begru¨ndung: Test der Pfadoptimierung eines
Plugins, der optimale Pfad a¨ndert
sich nach Erkundung der zweiten
Wand. Mit dieser Karte soll das
Verhalten des Algorithmus bei der
Wahl eines lokalen Optimums ge-
testet werden.
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 09,125%
Hindernisklassen: n.d.
Gruppe: 4. Spezielle Formen
Name: 43 - 3 Walls
Beschreibung: Standardkarte, drei Wa¨nde, ein op-
timaler Pfad
Begru¨ndung: Test der Pfadoptimierung eines
Plugins, der optimale Pfad a¨ndert
sich nach Erkundung der zweiten
Wand. Die dritte Wand verdeckt
die Sicht auf das Ziel, weitere Pla-
nungsunsicherheit.
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 13,625%
Hindernisklassen: n.d.
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A.2. Referenzkarten
Gruppe: 4. Spezielle Formen
Name: 44 - Vertical Lines
Beschreibung: Standardkarte, fu¨nf gleiche, große,
vertikale Hindernisse, zwei Wege,
ein optimaler Pfad
Begru¨ndung: Testet das Plugin auf seine zielge-
richtete Arbeitsweise
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 42,625%
Hindernisklassen: n.d.
Gruppe: 4. Spezielle Formen
Name: 45 - DeadEnds
Beschreibung: Standardkarte, fu¨nf gleiche, große,
horizontale Hindernisse und ein
vertikales Hindernis, vier Sackgas-
sen. Zwei Wege, ein optimaler Pfad
Begru¨ndung: Testet das Plugin bei gleichen
Sackgassen. Verhalten bei wieder-
holter Fehlplanung.
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 45,625%
Hindernisklassen: n.d.
Gruppe: 4. Spezielle Formen
Name: 46 - ConcaveObjects
Beschreibung: Standardkarte, verschiedene kon-
kave Objekte
Begru¨ndung: Hohe Anzahl von Fehlerquellen bei
der Pfadplanung durch konkave
Objekte. Test der Fehlertoleranz
des Plugins.
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 27,313%
Hindernisklassen: n.d.
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A. Anhang
Prozesse
Gruppe: 5. DC-Prozesse
Name: 51 - Wareneingang
Beschreibung: Standardkarte, Gestaltung eines
Wareneingangs mit Entladezone,
Wartebereich, Qualita¨tssicherung,
Retoure, Zwischenlagerung. Aufga-
be: Entladen
Begru¨ndung: Darstellung eines realistischen Sze-
narios fu¨r KARIS
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 33,5%
Hindernisklassen: 1, 2, 3
Gruppe: 5. DC-Prozesse
Name: 52 - Warenausgang
Beschreibung: Standardkarte, Gestaltung eines
Warenausgangs. Aufgabe: Laden
Begru¨ndung: Darstellung eines realistischen Sze-
narios fu¨r KARIS
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 32,125%
Hindernisklassen: 1, 2, 3
Gruppe: 5. DC-Prozesse
Name: 53 - Lagern&Kommissionieren
Beschreibung: Standardkarte, Gestaltung eines
Lagers mit Einlagerung, verschie-
denen Kommissionierkonzepten
und Konsolidierungsbereich.
Aufgabe: Auslagern
Begru¨ndung: Darstellung eines realistischen Sze-
narios fu¨r KARIS
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 39,5%
Hindernisklassen: 1, 2, 3
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A.2. Referenzkarten
Gruppe: 5. DC-Prozesse
Name: 54 - Packen&Konsolidieren
Beschreibung: Standardkarte, Manuelle Auslage-
rung, Konsolidierung, Verpackung.
Aufgabe: Auslagern, Verpacken
u¨berspringen
Begru¨ndung: Darstellung eines realistischen Sze-
narios fu¨r KARIS
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 21,25%
Hindernisklassen: 1, 2, 3
Gruppe: 5. DC-Prozesse
Name: 55 - VA Produktion
Beschreibung: Standardkarte, Gestaltung eines
Value Added Bereich, Produktion.
Aufgabe: Add Value
Begru¨ndung: Darstellung eines realistischen Sze-
narios fu¨r KARIS
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 33,125%
Hindernisklassen: 1, 2, 3
Gruppe: 5. DC-Prozesse
Name: 56 - VA Fliessband
Beschreibung: Standardkarte, Gestaltung eines
Value Added Bereich, Fließband-
fertigung. Aufgabe: Material-
nachfu¨llung
Begru¨ndung: Darstellung eines realistischen Sze-
narios fu¨r KARIS
Gro¨ße: 40 x 40
Q-S-E Position: Q20,1 S20,40 E21,1
Deckungsgrad: 29,375%
Hindernisklassen: 1, 2, 3
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Heutige Materialflusssysteme werden meist für konkrete Anwendungsfälle 
konzipiert. Es wäre jedoch technisch möglich – und wirtschaftlich interessant – 
Materialflusssysteme modular auf Basis universell einsetzbarer autonomer Elemente 
aufzubauen und somit für unterschiedliche Anwendungsfälle einzusetzen. Eines 
dieser neuen Systeme ist KARIS (Kleinskaliges Autonomes Redundantes 
IntralogistikSystem), das auf der Idee basiert, dass baugleiche Einzelelemente 
Materialflussaufgaben übernehmen und diese autonom durchführen.
Ein Einzelelement kann autonom einen Ladungsträger abholen, transportieren 
und abgeben. Stehen komplexere Aufgaben an, so schließen sich mehrere 
Einzelelemente zu Funktionsclustern zusammen. Wird beispielsweise kurzzeitig 
ein hoher Durchsatz zwischen zwei Punkten benötigt, verbinden sich die 
Einzelelemente zu einem Stetigcluster und bilden somit eine temporäre 
Förderstrecke zwischen Quelle und Senke.
Der autonome und dezentral gesteuerte Aufbau einer Förderstrecke durch 
KARIS Einzelelemente war Gegenstand der Untersuchungen. In dieser Arbeit 
werden dezentrale Algorithmen vorgestellt, mit deren Hilfe es möglich ist, 
eine Förderstrecke aus KARIS Einzelelementen aufzubauen. Es konnte gezeigt 
werden, dass die vorgestellten dezentralen Verfahren immer eine Lösung 
finden, falls eine solche existiert. Die Leistungsfähigkeit der Verfahren wurde 
hinsichtlich der Robustheit, Aufwand und Qualität mit Ergebnissen zentraler 
Algorithmen verglichen.
Thomas Stoll
Dezentral gesteuerter Aufbau  
von Stetigförderern mittels  
autonomer Materialflusselemente
