Whether or not the human cardiac system is chaotic has long been a subject of interest in the application of nonlinear time series analysis. The surrogate data method, which identifies an observed time series against three common kinds of hypotheses, does not provide sufficient evidence to confirm the existence of deterministic chaotic dynamics in cardiac time series, such as electrocardiogram data and pulse pressure propagation data. Moreover, these methods fail to exclude all but the most trivial hypothesis of linear noise. We present a recently suggested fourth algorithm for testing the hypotheses of a noise driven periodic orbit to decide whether these signals are consistent with deterministic chaos. Of course, we cannot exclude all other alternatives but our test is certainly stronger than the those applied previously. The algorithmic complexity is used as the discriminating statistic of the surrogate data method. We then perform nonlinear modeling for the short-term prediction between ECG and pulse data to provide further evidence that they conform to deterministic processes. We demonstrate the application of these methods to human electrocardiogram recordings and blood pressure propagation in the fingertip of seven healthy subjects. Our results indicate that bounded aperiodic determinism exists in both ECG and pulse time series. The addition of (the inevitable) dynamic noise means that it is not possible to conclude the underlying system is chaotic.
Introduction
Techniques developed from the domains of nonlinear analysis and chaos theory have been applied to study cardiac systems. Notably, estimation of dynamic invariants from time series has been employed with varying success to characterize the dynamics of a wide variety of electrocardiogram (ECG) signals [Ravelli & Antolini, 1992; Casseleggio & Carana, 1995; Owis et al., 2002] . This work reveals that the ECG has a finite noninteger correlation dimension and positive Lyapunov exponent.
But these invariants, and evidence such as saturation of correlation or the existence of positive Lyapunov exponent, alone do not offer sufficient evidence to confirm the presence of deterministic chaos [Govindan et al., 1998 ].
More significantly, statistical tests for the presence of determinism in ECG data have been proposed in recent years. Govindan et al. applied the surrogate data method and Lyapunov exponents to measure ECG data for several normal and pathological cases [Govindan et al., 1998 ]. They suggest that both the correlation dimension calculated by Grassberger-Procaccia (GP) algorithm [Grassberger & Procaccia, 1983] and Lyapunov exponent [Wolf, 1985] should be treated with suspicion. However, they still adopted them and selected correlation dimension as the test statistic. In [Govindan et al., 1998 ] results are only shown for single data set and one typical surrogate (i.e. no distribution of surrogates is provided). Small et al. [2002] adopted the surrogate data method to determine human ECG recordings during normal rhythm, ventricular tachycardia (VT) and ventricular fibrillation (VF) are not linear process. Zhang et al. applied complexity in conjunction with surrogate data method to VT and VF signals collected from dogs [Zhang et al., 2002] . However, they did not emphasize statistical hypothesis testing and they presented the various transformation of complexity to these abnormal ECG data under the assumption that they were chaotic. But whether VF is chaotic or not is still in debate [Reed et al., 2003] and almost all VF signals used were from animals since acquisition of human VF data are quite difficult [Small et al., 2000] .
Meanwhile, relatively few attempts to determine the presence of determinism in blood pressure propagation (pulse data) are found in the literature. Eyal et al. have investigated the nonlinear properties of the blood pressure signals of hypertensive rats [Eyal et al., 2001] . Pulse measurement is a traditional technique in both traditional Chinese medicine and western medicine. Up to the present pulse measurement is still widely used in modern medicine. But pulse measurement in either western medicine or modern medicine is not as important as pulse measurement 1 (i.e. so-called feeling pulse) in traditional Chinese medicine. It has been the fundamental diagnosis in traditional Chinese medicine (TCM) for centuries [Flaws, 1995] . When feeling the pulse, traditional Chinese medicine practitioners usually put three fingers (the first finger, middle finger, and third finger), like three sensors on the patient's wrist. The diagnosis procedure is more complicated than our measurements on pulse data but they do eventually feel the blood pressure propagation. We have demonstrated that pulse measurements on the fingertip and wrist are indistinguishable [Zhao & Small, 2005] . It is therefore also important to establish whether the activity of pulse pressure propagation observed via pulse data is a deterministic process (and possibly confirm to the deterministic origin of ECG data).
Most results reported in the literature are based on surrogate data methods which test an observed ECG time series against the hypotheses of: (1) independent and identically distributed noise; (2) linearly filtered noise; and (3) a monotonic nonlinear transformation of linearly filtered noise. The three hypotheses are all some forms of linear noise process (despite a possible static nonlinear filter). According to these hypotheses one can confidently reject the hypotheses that the ECG data are linear noise. But one cannot make a decision on whether the ECG or pulse data are periodic waveforms with uncorrelated noise, which are consistent with the deterministic process. Actually ECG data usually exhibit strong periodicities and definite nonlinearity (such as observable QRS complex) during sinus rhythm. So it is natural to not only study whether the ECG and pulse signals of the healthy human are deterministic or consistent with a stochastic process, but to examine whether they are noise driven periodic orbits or pseudo-periodic deterministic chaos.
In the current work we apply a new surrogate data method, pseudo-periodic surrogates (PPS) with the hypotheses of a periodic orbit with uncorrelated noise to both complete ECG and pulse waveform. This method has been outlined by Small et al. [Small et al., 2001; Small & Tse, 2002] . However, these results for ECG data based on the PPS method with GP correlation are limited to a single case, and the PPS algorithm is limited to one noise level. Furthermore, correlation dimension estimates are not applicable to field measurements since about 2% of noise in the data can destroy all nontrivial self-similarity [Kantz & Schreiber, 1998 ]. For uncorrelated noise the correlation dimension estimated from the GP algorithm converges to a constant value [Eckmann & Ruelle, 1992] . In particular, ECG signals that are measured with surface electrodes are usually contaminated with noise. If filters in Fourier space are employed to eliminate the noise, this will also smooth the signal and alter the structure of the QRS complex. So one option is to employ techniques of nonlinear noise reduction, like phase space projection [Schreiber & Kaplan, 1996] to remove noise. Or one may extract the inter-beat interval sequences from the noisy ECG signal and examine the dynamics of the corresponding point process. But different types of surrogates need to be developed to test such point processes. Another significant option, which we use in this paper, is to replace correlation dimension with a more robust test statistic, algorithmic complexity. Algorithmic complexity aims to measure the regularity of the finite specified sequence, which can be employed to search for determinism in otherwise apparently random data. It has been successfully used in studies of electroencephalogram (EEG) [Radhakrishnan & Gangadhar, 1998 ]. In an application with low SNR Zhao and co-workers found that complexity is very robust to the noisy signals, and very sensitive to the intrinsic deterministic dynamics . In addition, algorithmic complexity has the great advantage of small computational cost and is well suited for real-time implementation.
Finally, we employ neural networks with adequate generalization, which are determined by the methods proposed and validated in [Zhao & Small, 2005 , 2006 , to perform the one-step prediction between ECG data and pulse data. The aim is to test the predictability between the two different cardiac time series and confirm that ECG can determine the pulse data.
The Surrogate Data Method
The standard surrogate data method, suggested and implemented by Theiler et al. [1992] has been widely applied in the literature. Before that Grassberger presented the non-trivial modern surrogate data analysis when studying worldwide climatic changes [Grassberger, 1986] . The rationale of surrogate data hypothesis testing is to generate an ensemble of artificial surrogate data (surrogates for short) that preserve certain properties of the original data (i.e. are consistent with some null hypotheses), and destroy others. There are three commonly employed null hypotheses, known as NH0, NH1 and NH2, forming the following hierarchy:
• NH0: The data is independent and identically distributed (i.i.d.) noise.
• NH1: The data is linearly filtered noise.
• NH2: The data is a static monotonic nonlinear transformation of linearly filtered noise.
Three algorithms, known as Algorithm 0, Algorithm 1, and Algorithm 2, produce surrogates which are consistent with corresponding NH0, NH1 and NH2 respectively. There are also other algorithms to generate surrogates to test against the three hypotheses. For the sake of brevity we do not describe the surrogate algorithms. Using an ensemble of surrogates one then applies some test statistic to both the surrogates and the original data. If the test statistic value for the data is different from the ensemble of values estimated for the surrogates, one may reject the given null hypotheses as being a likely origin of the data. If the test statistic value for the data is not distinct from that for the surrogates, one may not reject the null hypotheses. Obviously, the surrogate data method is not to define what the observed data is but it provides a rigorous way to exclude the significant hypothesis with which the data is inconsistent.
However, the three common algorithms only provide statistical hypothesis testing for linearly filtered noise. The two algorithms, Algorithms 1 and 2 are hampered by technical issues related to the Fourier transformation [Schreiber & Schmitz, 2000] . Rapp examined inaccurate spectral calculations and the resulting false positive rejection of the hypothesis, and then presented the solution for spectral calculations [Rapp et al., 2001a] . Another solution to test against NH1 is that one employs an AR model to fit the data and then randomizes the fitting residue to generate surrogates [Grassberger, 1986] .
The pseudo-periodic surrogate algorithm
The PPS algorithm we employ in this paper provides an entirely new surrogate generation algorithm, which can test the null hypotheses that an observed time series is consistent with periodic process with uncorrelated noise. This algorithm can be described as follows [Small et al., 2001 ]:
be a scaler time series of N points. Referring to embedding dimension d e and embedding lag τ we obtain the phase space reconstruction of this time series [Takens, 1981] :
2. Set t = 1 and randomly choose an initial point in the above constructed phase space, s(1). s(1) ∈ {y(i), i = 1, . . . ,Ň }. 3. Set the value of the parameter of probability.
The parameter of probability defines the probability with which the next data point of s (1) to be selected in the surrogate is not y(j + 1) (assumed that y(j) is selected as s (1)). The probability determines the noise radius, ρ that is the deviation of the neighbor from the current point, as presented in the equation below,
According to the set probability, we conversely deduce the value of the noise radius. 4. We then choose a neighbor of s(t) (t = 1), s(r) ∈ {y(i), i = 1, . . . ,Ň } with this set probability, i.e. we choose s(r) in the set area round s(1). By adjusting the noise radius, the PPS algorithm can determine the deviation of the phase space constructed by s(r) from the original phase space. 5. Set s(t + 1) = s(r + 1) and increase t. Repeat the procedure from
Step 3 until i = N .
The vector time series {s(t), t = 1, . . . , N } is a stochastic trajectory on the attractor approximated by {y(i)}Ň i=1 but it is contaminated with dynamic noise [Small et al., 2001] . When the noise radius increases gradually, the dynamic noise introduced by the PPS algorithm will obliterate the fine dynamics and then the strong dynamics. For example, chaotic time series, such as the chaotic Rössler data and chaotic Chua circuit data, can be destroyed by the small noise added by the PPS method while the periodic orbits have to be obliterated by the larger noise. Different dynamics which exists in chaotic and periodic data lead to distinct trends of their surrogates produced via the PPS method with increasing noise radius. Finally, the surrogates generated by the PPS algorithm with much larger noise radius are just random noise. Consequently, the trends of surrogates for chaotic and periodic time series, generated by the PPS algorithm, are distinguishable.
The PPS algorithm has three parameters: the embedding dimension d e , embedding lag τ , and the noise level ρ. The embedding dimension and embedding lag are easily obtained by the False nearest neighbors (FNN) algorithm [Kennel et al., 1992] and second order autocorrelation (SOAC) [Albano et al., 1988] . The most important point is the right selection of the noise level regarding the given hypothesis of periodic orbits with uncorrelated noise. If the value of ρ is too large the generated surrogates are simply temporally uncorrelated random data 2 ; if the ρ is considerably small the surrogates are almost identical to the part of the original data. 3 With a moderate noise radius periodic dynamics can be preserved and the generated surrogates are consistent with periodic orbits with uncorrelated noise. In [Small et al., 2001] it was determined by the maximal number of short segments in a representative surrogate that are identical to the data for n successive data points. This criterion has to introduce a new parameter, n, and how to select the value of n is also open to the problem. So the problem of the PPS algorithm is that one cannot exactly estimate the noise level regarding to the given hypothesis. We just provide a reasonable scope (e.g. 0.3-0.7), which is applicable to produce surrogates consistent with this given hypothesis. Hence, in the current work we emphasize more on the trends of ECG and pulse data, indicated by the PPS method with probabilities from 0 to 1.0 than results obtained by the PPS method with a certain probability.
To apply the surrogate method we must select an appropriate statistic. The usual statistics, Lyapunov exponents and correlation dimension, are rather sensitive to noise and include many parameters that affect not only the computational speed but also the veracity of results. In this paper we employ complexity [Lempel & Ziv, 1976] as the criterion to distinguish between the original data and surrogates, which will be discussed later. For the purposes of comparison with previous published results [Small et al., 2001; Small & Tse, 2002] we also apply the correlation dimension to the surrogates and original data.
The algorithm of complexity
A sequence S of length n is fully specified by S = (s 1 , s 2 , . . . , s n ) where each s i is one of d symbols, s i ∈ B = {b 1 , b 2 , . . . , b d }. For example, for the binary case B = {0, 1} , that is, S only comprises zeros and ones. For the general case, B is an alphabet of d (d ≥ 2) symbols. Let c(n) be the counter of the novel subsequences in the sequence S; P and Q denote two sequences which are substrings of S; P Q is the concatenation of P and Q; and P Q− means that the last digit of the concatenation of P and Q has been deleted. Let v(P Q−) denote the set of all the substrings of P Q−.
The procedure to compute algorithmic complexity of the sequence S = {s i } i=1,2,...,n where s i ∈ B can be described as follows:
Firstly initialize c(n) = 1, P = s 1 and Q = s 2 . So P Q− = s 1 . If Q ∈ v(P Q−), leave P unchanged and update Q = s 2 s 3 ; if Q / ∈ v(P Q−), add one to c(n), update P = s 1 s 2 and Q = s 3 .
Continue the previous step. Let us assume P = s 1 s 2 · · · s j and Q = s j+1 . If Q ∈ v(P Q−), leave P unchanged and update Q = s j+1 s j+2 , and then check whether Q belongs to v(P Q−). Repeat the previous procedure, until Q / ∈ v(P Q−). So c(n) = c(n) + 1. If Q = s j+1 s j+2 · · · s j+k at this time, and then P is updated to P = s 1 s 2 · · · s j s j+1 s j+2 · · · s j+k whereas Q is updated to s j+k+1 . Thus complete the calculation of complexity of c(n) of the sequence S until Q reaches the last string of S = {s i } i=1,2,...,n . Lempel and Ziv [1976] have demonstrated that for a sequence of length n consisting of d symbols
as n → ∞ we generally deduce that c(n) is bounded above by n log d/log n and complexity of a random sequence of length n with an alphabet of d symbols is precisely n log d/log n. Therefore, it is usually more useful to define the normalized complexity as
which is between zero and one (for a random sequence we expect that its normalized complexity is approximately one). In what follows, when we describe complexity, we mean the normalized complexity (2). Consequently, the normalized complexity only has two parameters, the length of the sequence n and the number of symbols d of which the sequence is composed. We found the sensitivity of complexity to the data did not significantly change for different d and n. Here, we make sure that the data points are sufficient to calculate complexity. As for insufficient data size, Rapp et al. provided a new normalization procedure where the normalized complexity is realizable [Rapp et al., 2001b] .
To compute complexity of an experimental time series {x i } we need to adopt some encoding scheme f to convert it to the sequence. In the binary case B = {0, 1} the time series is converted to the sequence of zeros and ones. The standard encoding method is to partition the observed data into d bins in terms of either equal size or equal probability. In this paper the observed data is partitioned into three symbols 0, 1 and 2, where the probability of each symbol occurring is constrained to be equal (i.e. 1/3).
Complexity may be variant for normal cardiac data of different subjects. So are other test statistics, such as correlation dimension estimations and Shannon entropy for different individual normal ECG data. Nevertheless, complexity of such data is distinct from complexity of random noise and periodic data. All the hypotheses employed in this paper are random noise (independently distributed noise) and periodic orbits with uncorrelated noise. Hence, complexity is able to determine whether typical ECG or pulse data satisfies these given hypotheses.
Test for Determinism in Cardiac Data
In this section we present the results obtained by applying the methods described in Sec. 2 to experimental data. Section 3.1 presents the application of PPS method with the algorithmic complexity as the test statistic to both ECG and pulse data. To compare the performance of the algorithmic complexity as the test statistic, we also employed correlation dimension calculated by the Gaussian Kernel Algorithm (GKA) [Yu et al., 2000] as an alternative in Sec. 3.2. Unlike the GP algorithm, the GKA can model the underlying attractor as a deterministic time series obscured by noise.
Application of PPS method
Acquisition of ECG and pulse data of healthy subjects (two female and five male volunteers) was done in the morning. The subjects lay supine on a bed in a quiet and relaxed situation to minimize internal and external influences. None of them received any form of medication. The measurement device was PowerLab 4/25 of ADInstruments. The sampling rate was set to 100 Hz and resolution was 16 bits. Note that we collected each volunteer's surface ECG data and pulse data on the fingertip simultaneously. Due to the fact that the amplitude of ECG data (µV) is greatly different from the amplitude of pulse data (mV) we normalized the measurement data. We employed PPS method with the probability of 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 and 0.9 to generate 50 surrogates for ECG (1000 points) and pulse data (1000 points) of each volunteer, and then calculated complexity of the data and the surrogates. Figure 1 depicts typical PPS data generated for the ECG and pulse data used in this section. We aim to observe the relationship between the data and surrogates for certain probability (noise level) and also focus on the changing trends of complexity of surrogates. Typical results of analysis of one volunteer's ECG and pulse data are presented in Fig. 2 .
The surrogate constructed with the smaller probability would be more similar to the original time series than the surrogates constructed with larger probabilities. However, the surrogate constructed with the very small value of probability usually contains the repeated waveform because such surrogate data infrequently jump from one trajectory to another in the phase space (i.e. they may follow a complete trajectory and then repeat the part of this trajectory). The surrogate therefore constructed with the very small probability contained long-term periodicity. So for both ECG and pulse data the mean complexity of surrogates generated by the PPS algorithm with the probability of 0.1 was lower than complexity of the original one. With increasing noise radius (i.e. increasing probability) the surrogate data more frequently jumped among different trajectories with less repetitions. Complexity of surrogates with the probability of 0.2 or 0.3 was closer to complexity of the original data since these surrogates reproduced all the intercycle dynamics in the data. Certainly, if the probability (noise radius) was too large the surrogates were equivalent to the i.i.d. noise. The moderate range of probability in regard to the hypothesis of periodic orbits in our experiments was between 0.3 and 0.7. In Figs. 2(a) and 2(b) when the probability was larger than 0.3, the complexities of the data began far from the distribution of the surrogates. That is, some fine dynamics other than the periodic structures were destroyed by the PPS algorithm with the noise radius (indicated by the probability of 0.4).
The generated surrogates at this noise level contained periodic structures and the added dynamic noise. We therefore reject this given hypothesis and conclude that the ECG and pulse data are not strictly periodic determinism with dynamic noise. This result indicates that pseudo-periodic deterministic chaos may exist in both ECG and pulse data. When the noise level continues to increase, the periodic structures are then obliterated by larger added noise. Certainly the subsequent generated surrogates were not consistent with periodic orbits with uncorrelated noise, thereby the given hypothesis of periodic orbits with uncorrelated noise is not applicable any more to these surrogates. Tables 1 and 2 summarize results of application of the PPS method to all the seven subjects' ECG and pulse data. In both tables the bold font in each row means that this probability or higher complexity of a subject's data is distinguished from those of the corresponding PPS surrogates. Note that for all the subjects the mean complexity of surrogates is lower than complexity of the original data in the two tables. Consequently, the results obtained in this section are representative and reproducible. Another significant result is Table 1 . Results of application of the PPS method to ECG data for all subjects. c in each row is complexity of each subject's ECG data; c is the mean complexity of 50 surrogates for each case; σ is the standard deviation; c min and cmax represent the minimum and maximum complexity among these surrogates. Table 2 . Results of application of the PPS method to pulse data for all subjects. c in each row is complexity of each subject's pulse data; c is the mean complexity of 50 surrogates for each case; σ means the standard deviation of them; c min and cmax represent the minimum and maximum complexity among these surrogates. that for all cases complexity of ECG data is higher than that of pulse data of the same subject. This is consistent with our later conclusion in Sec. 4 that the ECG data comprise certain deterministic components which the pulse data cannot replicate or do not contain. We will discuss this conclusion at length in Sec. 4.
By way of illustration we demonstrate the application of this algorithm to periodic sine, chaotic Rössler data, and periodic and chaotic Chua circuit data. The period of the sine data is the same as that of the preceding ECG data. We also normalized the four kinds of data. Results for these data sets are illustrated in Figs. 3 and 4 . We observe that the trends of surrogates of ECG and pulse data are consistent with those of chaotic Rössler data and chaotic Chua data, but the trends of the periodic, approximately stable for the probability lower than 0.7, is not. In particular, the complexities of the periodic data are in the middle of the distribution of their surrogates at the probability of 0.5. As expected, we cannot reject the hypotheses that they are a periodic orbit. Consequently, the trends of the surrogates' complexity in Figs. 3 and 4, which change with the probabilities (noise levels), clearly reflect distinction of periodic and chaotic orbits and are the criterion to distinguish chaotic and periodic data. More significantly, the trends of ECG and pulse data indicate that human cardiac data are consistent with deterministic chaos. 
Application of correlation dimension as a test statistic
For comparison of the results in [Small et al., 2001] we apply correlation dimension to the preceding ECG and pulse data and their surrogates. The selected probability of PPS algorithm is 0.4, which means that most surrogates are qualitatively similar to the data. In both cases the hypotheses cannot be rejected with 100% probability, as shown in Fig. 5 . The evidence from correlation dimension to reject the given hypotheses is weak. Note that the behavior of correlation dimension with embedding dimension higher than eight becomes unstable. It seems likely that for high embedding dimension correlation dimension calculated by GKA algorithm fails to converge as expected. Although the GKA algorithm is robust to small dynamic noise [Yu et al., 2000] , the added dynamic noise in some surrogates probably exceeds the maximum noise level the GKA algorithm can tolerate.
This conflict does not mean that the results in Fig. 5 contradict those in [Small et al., 2001] (which was limited to a single specific case). First of all, the ECG data themselves are not comparable. The two data sources (subjects) are different and measured under different situations. Secondly, how to choose the suitable probabilities (noise levels) completely depends on the personal estimation of maximal segments in the surrogates. Therefore, results obtained by the PPS algorithm with a single probability (noise level) may not be adequate to make a decision. Finally, the algorithms to calculate correlation dimension are different. But either correlation dimension estimation algorithm is sensitive to parameters, which are required to calculate it.
Application of cycle shuffled surrogate method
An alternative surrogate generation technique, the cycle shuffled surrogate method, was proposed by Theiler [1995] to test the hypothesis of periodic structures between cycles in a time series with strong periodic components. Instead of shuffling the individual data points in a time series, one shuffles the individual cycles. The surrogates generated by shuffling in this way should destroy any structures with a period longer than the cycle length.
Theiler applied this technique to an epileptic electroencephalogram (EEG).
The application of the cycle shuffled surrogate method to ECG and pulse data is presented in Fig. 6 . We break the cycles at peaks, which are convenient places. The data are the same ECG and pulse data (1000 points) used in Sec. 3.1 plus the successive 1000 point data, and the step size of the data is set to 2 so as to keep the same length of data to calculate as in previous experiments, and to introduce more cycles.
Referring to Fig. 6 we fail to reject the hypothesis that ECG and pulse data are periodic signals. Actually the degree to which the cycle shuffled surrogate method randomizes the data depends on the number of cycles in the data. For this 1000 point data with double numbers of cycles (22 cycles), this approach still cannot completely randomize the cycles, which makes the surrogates retain some deterministic structure. We observe that until the data are extended by 45 cycles this surrogate method can randomize the data to a higher degree. Figure 7 illustrates the relation of ECG data and one typical surrogate. Pulse data and its surrogates are analogous to the contents in this figure.
This method suffers from two drawbacks. (1) One has to identify a convenient place to break the cycles, which inevitably produces discontinuities (at the reassembled points) or non-stationarity in surrogates. (2) How much level the data can be randomized to rely on the number of cycles in the data. One can try to employ more data, if possible, but the longer data makes more difficult to preserve the continuity and stationarity of surrogates. Even for the short data, this is also not possible. In Fig. 8 the surrogates of ECG and pulse data generated by cycle shuffle algorithm are nonstationary and broken at some points. This technique thus appears to be limited to specific time series that have convenient places to break the cycles and abundant cycles without nonstationarity, and therefore is not applicable to general time series. So the cycle shuffled surrogate method lacks generality. 
Prediction Analysis from ECG to Pulse Data
ECG measurement is often used in modern medicine while "feeling pulse" is a routine part of examination during diagnosis in traditional Chinese medicine. By prediction between ECG and pulse data we can model the relationship between these signals and further determine whether there is significant difference between ECG and pulse pressure data other than the signal intensity or whether they can reflect equivalent symptoms. In the previous work we found that pulse measurements on the wrist and fingertip are equivalent [Zhao & Small, 2005] . So the distance between them does not affect pulse propagation through the hand (or contributes little to this pulse propagation rather than pulse intensity). In this section, we extend prediction analysis to model the relationship between ECG and pulse data, and we have found that ECG can determine pulse data. Neural networks with different numbers of neurons are used to make one-step prediction of pulse data from ECG. From a large number of potential modeling regimes, a nearest neighbor technique and a neural network model were found to perform best [Wan, 1994] . The first 3600 data points are used to train the neural networks with the remaining 800 points as the testing set. We adopt the Levenberg-Marquardt training algorithm [Hagan & Menhaj, 1994] . After building models we utilize minimum description length [Zhao & Small, 2006] to determine the optimal model size and thereby ensure adequate generalization. Figure 9 presents the one-step prediction of this optimal model for Subject 1 from ECG to pulse data compared with the original pulse data.
Finally, we apply surrogate data methods to test whether the prediction error is just independently and identically distributed (i.i.d.) noise, i.e. to make sure the ECG data can exactly capture dynamics of the pulse data. The surrogate data methods we employ are the small shuffled surrogate data method [Nakamura & Small, 2005] and the common surrogate data method with the given hypotheses of NH0. We apply complexity and correlation dimension as test statistics to each surrogate data method. The surrogate data method with the hypotheses of NH0 is used to test whether the data is consistent with i.i.d. noise while the small shuffled surrogate data method is designed to determine whether the data is consistent with independently distributed noise, i.e. not necessarily identically distributed noise. The small shuffled surrogate method does not globally randomize the data but does so locally, that is, this method can control how far one data point is moved on average and preserve variable volatility.
In the residuals relatively large amplitudes periodically appear (e.g. corresponding to every peak of the pulse data). Obviously, this residual is not i.i.d. noise and the surrogate data method with the hypotheses of NH0 is not applicable to this residual, but we are not sure whether it is consistent with another random noise, the independently distributed noise. Results of the application of the two surrogate data methods on the model residual are illustrated in Fig. 10 . We can therefore confirm that both ECG and pulse data conform to deterministic processes and the ECG data can replicate the deterministic process of pulse data.
However, we still need to test the causal relationship between ECG and pulse data. Therefore, we repeat the above procedures to predict from pulse data to ECG. But the prediction from pulse data cannot follow ECG. Even if we try more training data, longer training iteration time, and different training algorithms, the prediction is still poor, i.e. the model residuals are not random. Different prediction ability leads to asymmetric prediction errors from ECG to pulse and vice versa. By neural networks' modeling, ECG data can accurately replicate pulse data while pulse data fails to do that. Consequently, we conclude that the ECG data comprises certain deterministic components, which the pulse data cannot replicate or does not contain. Transfer entropy proposed by Schreiber [2000] is used to quantify the exchange of information between two systems in both directions. We also measure transfer entropy between subjects' ECG and pulse data, as illustrated in Fig. 11 . The transfer entropy indicates a stronger flow of information from ECG to pulse signal than vice versa over a significant range of resolution. This result supports the conclusion taken from the preceding prediction analysis.
Although they both stem directly from the human heart, measurements of ECG and pulse depend deterministically on different processes, which in turn depend on distinct influences. These dependencies altogether constitute the two different deterministic processes. So the human ECG data may provide additional information of the human cardiovascular system that the pulse does not. Conversely, pulse measurement ("feeling pulse" in TCM) does not contain additional information not present in the ECG. It is sufficient to measure ECG. Of course, TCM practitioners extract information from many sources when making a diagnosis and this information may not be adequately reflected in electro-mechanical (using a condenser microphone) measurement of pulse at the human fingertip.
Summary and Conclusion
In this paper, seven healthy human ECG and pulse time series have been subjected to a variety of tests designed to describe the determinism in the cardiac system. The PPS method is employed to test ECG and pulse data against the hypotheses of a periodic orbit with uncorrelated noise. A robust nonlinear measure, algorithmic complexity, is employed as the test statistic. Of the alternative test statistics, correlation dimension is also applied to the cardiac time series and their surrogates. However, the algorithmic complexity remains simpler and requires less user adjustable parameters. The experimental results indicate that healthy human ECG and pulse data are both inconsistent with a periodic orbit with uncorrelated noise. Note that we do not deny the possibility that the human ECG and pulse data are generated by a periodic system with correlated stochastic elements. However, by combining results of ECG and pulse data with periodic and chaotic reference data we find that the changing tendency of ECG and pulse pressure signals are both consistent with that of chaotic Rössler and Chua data and significantly different form those of periodic data, which indicates the presence of deterministic chaos in these cardiac data. Certainly these results cannot constitute a definitive proof of chaos in health human cardiac output signals but they are found to be consistent with chaotic dynamics. We have demonstrated the prediction analysis from ECG to pulse data and from pulse to ECG data, which indicates that both ECG and pulse data conform to the deterministic processes. We also conclude that human ECG and pulse data do not exactly conform to the same deterministic process. Meanwhile, the transfer entropy between ECG and pulse quantifies higher exchange of information from ECG to pulse activity, i.e. the information ECG embodies considerably affects or determines the information in pulse than vice versa. That is, ECG data contain more deterministic information than the pulse data, as suggested by the results of prediction. Hence, medical diagnosis may benefit either from measuring ECG as in standard western medicine or using more sensitive data collection devices for pulse measurement.
