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Introduction
The search for new cancer therapies requires costly clinical trials, many of which do not succeed. In particular, the efficacy of new pharmaceuticals must be demonstrated in patient populations, a process that consumes time and resources and frequently does not yield an effective product. 1 Positron emission tomography (PET) combined with x-ray computed tomography (PET/ CT) can aid clinical trials because for many cancers, changes in PET image values such as the standardized uptake value (SUV) can predict therapy efficacy quickly after a treatment is administered. [2] [3] [4] In principle, this allows more efficient discovery of effective treatments through more informed and adaptive trial management.
However, bias in PET images may reduce the predictive power of SUVs, especially if biases are not constant. 5 Sources of bias in SUVs are numerous and well documented, potentially arising from software settings, hardware calibration, clinical protocols, patient variability, and human error. 6 SUVs are computed as shown in Eq. (1), where A is the radioactivity concentration measured in the image, d 0 is the decay-corrected quantity of radioactivity that was injected into the patient, and V is some surrogate for the dose volume, such as body weight E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 2 5 0
The primary instrumentation factors affecting SUV accuracy are biases in A, which is measured by the PET scanner, and in d 0 , which is measured by a dose calibrator. It has been shown that biases due to instrumentation and clinical factors are more stable at single sites versus multicenter consortiums. 7, 8 However, while limiting measurements to a single site may reduce variability in SUVs, it also slows patient accrual and fails to demonstrate generalizability of the method or drug being tested.
Multicenter trials allow faster patient accrual but require more care in controlling biases owing to the differences in instrument characteristics and clinical protocols across sites. The need to control SUV bias has been partially addressed through consensus documents, which provide operating guidelines, [9] [10] [11] and accreditation organizations, which validate instrument performance. [12] [13] [14] Additionally, recent efforts have looked at the dependence of bias on reconstruction settings to find "harmonized" settings that match biases for small lesions. 14, 15 A key area that is still lacking, though, is a characterization of bias stability that is due not to user-selected settings and clinical workflows, but to hardware performance and calibration. While accredited sites undergo periodic quality assurance tests that confirm PET signal accuracy is within a specified range, these tests most often involve measurements of short-lived sources that cannot independently evaluate bias stability of dose calibrators and PET/CT scanners, nor can they separate true changes in measurement bias from variability that arises from the manual preparation of the test object. In contrast, long-lived sources provide very stable signal for calibration tests, up to a decay factor, but have not been widely used before to study longitudinal bias stability across networks of hospitals.
In the present work, we examine the variability of scanner and dose calibrator biases through measurements of longlived sources made at nine hospitals. Two-hundred and thirtysix repeated PET measurements were made an average of 20 days apart using solid epoxy sources uniformly infused with 68 gallium∕ 68 germanium ( 68 Ge). We report the results of a central analysis of scanner and dose calibrator data performed at the University of Washington.
Methods

Calibration Measurements
Calibration stability was assessed with long-lived cross-calibration kits (X-Cal kits) described in detail elsewhere 16, 17 and briefly summarized here. The kits contained two 68 Ge sealed sources, one to be assayed in a dose calibrator and the other to be measured by a PET/CT scanner. The dose calibrator standard contained ∼0.8 MBq (20 μCi) of 68 Ge activity initially and approximated the geometry of a syringe containing a clinical dose of radiotracer [ Fig. 1(a) ]. All dose calibrator standards were calibrated to a well-characterized National Institute of Standard and Technology (NIST) 68 Ge standard. 18 The scanner source, or X-Cal phantom [ Fig. 1(b) ], was cylindrical with an active region 45 mm in diameter by 45 mm in height. The initial activity concentration was ∼250 kBq∕ml (6.8 μCi∕ml) for a total activity of 20 MBq (0.54 mCi). The X-Cal phantom was made from the same batch of epoxy as the dose calibrator source for optimal consistency from the dose calibrator measurement to the scanner measurement.
The X-Cal phantom was imaged with a site's standard whole body oncology protocol. Imaging parameters such as scan duration and x-ray tube voltage therefore varied across sites, but it was verified from image metadata that all sites used the proper nuclide setting ( 68 Ge) for the scans. During the PET scan, the X-Cal phantom was affixed to the bottom of an American College of Radiology (ACR) flood phantom or equivalent (Data Spectrum Corporation, Durham, North Carolina) using a mounting bracket provided with the kits [ Fig. 1(b) ]. The flood phantom was filled with nonradioactive water. The dose calibrator standard was assayed as if it were a patient dose. A conversion factor supplied by NIST allowed either 68 Ge or 18 F calibration settings to be used 18, 19 for the measurement, and sites used 18 F settings to best represent clinical bias. A background radiation reading for the dose calibrator was recorded and subtracted from source assay. The dose calibrator measurement and the PET/CT scan were typically completed on the same day. Dose calibrator assay data and PET images were submitted to the University of Washington Imaging Research Laboratory for analysis. Images were stored in the digital imaging and communication in medicine (DICOM ® ) format. 20 Fused PET and CT images of the phantom assembly are shown in Fig. 2 .
Network
All sites participating in this study (Table 1) were members of the National Cancer Institute's Quantitative Imaging Network (QIN). 21 Data were collected for 19 PET/CT scanners and 16 dose calibrators at the nine sites (some dose calibrators were used for more than one PET/CT scanner). Table 2 shows makes and models of scanners used in this study. One scanner used magnetic resonance imaging as its complementary modality and therefore did not have attenuation data from CT images. For this scanner, a CT image of the phantom from a different scanner was used to generate an attenuation map, which was then used in the reconstruction. Because no magnetic resonance data were used, we will refer to this method as PET/CT, just as for the other scanners of Table 2 . For reconstruction, 10 scanners used three-dimensional (3-D)-ordered subset expectation maximization (OSEM), 22 two of which used time-of-flight data. Three scanners used two-dimensional (2-D) OSEM, of which one used Fourier rebinning from 3-D data. 23 Five scanners used time-of-flight BLOB-OS-TF reconstruction. 24 One used the analytic method of 3-D reprojection. 25 The number of scans per scanner ranged from 3 to 43 (average of 13) and the duration over which scans were performed ranged from 39 to 412 days (average of 232). The average duration between scans for the entire set of data (N ¼ 236) was 20 days. Table 3 shows makes and models of dose calibrators, which were tested in parallel with the scanners. Not all PET/CT scans had dose calibrator measurements accompanying them. A total of 161 dose calibrator measurements were made with an average separation of 24 days between measurements. 
Image Analysis
The signal from each reconstructed image was computed as the mean of voxel values within a region of interest (ROI) in the center of the phantom. ROIs were drawn via an automated algorithm, XCaliper, which was implemented in a plug-in developed at the University of Washington for the OsiriX DICOM ® viewer. 26 XCaliper computes the centroid of the phantom signal and draws a whole-voxel ROI in the phantom's uniform central region based on user-specified maximum ROI dimensions and the voxel dimensions listed in the DICOM ® header. For this study, the maximum ROI size was 15 mm in each dimension. This size was chosen to exclude voxels near the edge of the phantom, where signal intensity is lessened due to partial-voxel effects and finite image resolution. A trans-axial section of an XCaliper ROI, which spans several trans-axial slices, is shown for a representative reconstruction in Fig. 3 . The plug-in reports the mean signal λ within the ROI.
Metrics
The term "recovery coefficient" was originally defined by Hoffman et al. 27 as ". . . the apparent isotope concentration in the image divided by the true isotope concentration. Its value is 1.0 for large objects in which image concentration is equal to the true object concentration." Here we use the central region of the X-Cal phantom to avoid the effects of object size, and instead focus on global bias in SUVs. As shown in Table 4 , the scanner recovery ρ is computed with the XCaliper mean signal and known phantom activity concentration. The dose calibrator recovery r is computed using the 18 F equivalent activity, which is the true 68 Ge activity times a scale factor that accounts for calibrator nuclide dependence. 18, 19 The recovery for the SUV, which we call σ, is computed as the ratio of scanner and dose calibrator recoveries, 28 as suggested by Eq. (1). For the three recovery metrics (ρ, r, and σ) of each scanner-calibrator pair, we characterize measurement repeatability by reporting the relative percent range (maximum value minus minimum, divided by overall mean), the mean and standard deviation, and the largest change seen in successive measurements jΔ max j.
Image Metadata
For each PET/CT scan, the metadata from the DICOM ® images were extracted. The metadata are saved in each image slice produced by the scanners and contain many imaging parameters. The parameters that were deemed relevant for the present study are shown in Table 5 . Of particular note, we computed Pearson correlation coefficients for the factors of rows 1 and 2 with ρ and r, using the appropriate field for a given scanner. Because of their similar function, 11,29-31 we will group together those numbers from rows 1 and 2 of Table 5 , and will refer to them collectively as "image scale factors." Figure 4 shows that scanner recovery ρ was variable in time and between sites. Table 6 shows more characteristics of ρ on a perscanner basis. The average ρ across scanners was 0.924. The standard deviation of ρ ranged from 0.011 to 0.065. The coefficient of variation (COV) for ρ was 3.5%. Six scanners had Φ > 0.1. The average jΔ max j was 0.057. Table 7 shows the statistics of scanner recovery from subsets of scanners in which the make and model are similar. Note that because different instances of scanners are grouped together in Table 7 , differences in average scanner bias can contribute to dispersion metrics, unlike in Table 6 . Figure 5 shows that dose calibrator recovery, like scanner recovery, was prone to vary unpredictably in time. Table 8 shows the statistics across calibrators. Where single dose calibrators have been used for multiple scanners, each instance of a scannercalibrator pair has been included in the table. The average r was 1.01 across all calibrators. Standard deviations of r ranged from 0.004 to 0.048. Three scanners were affected by dose calibrators with Φ > 0.1. The average Φ for dose calibrators was 0.065. The average jΔ max j was 0.051. and is centered on the phantom signal's centroid, which is marked by the plus sign. The ROI includes all voxels that are completely contained in the bounding box. Figure 6 shows that the calculated SUV recovery σ (Table 4) versus time showed no discernible trend. Table 9 shows the values of σ across scanners. Average σ across scanner-calibrator pairs was 0.910. Per-pair standard deviation ranged from 0.0044 to 0.067. The standard deviation and jΔ max j of σ were slightly larger on average than those of ρ and r. Figure 7 shows the recovery for all scanners, ρ, plotted against the recovery from dose calibrators, r. scanners and dose calibrators had recovery values with correlation coefficients r 2 > 0.75. For most pairs, correlation coefficients were below 0.50.
Results
Scanners
Dose Calibrators
Standardized Uptake Values
Image Metadata
For many of the scanners, the scanner recovery ρ was correlated with scale factors from the DICOM ® headers. Table 10 shows the correlation coefficients and COVs for ρ and the image scale factor. Correlations between dose calibrator recovery r and the image scale factor were less significant and are not shown. For General Electric, Philips and Siemens scanners, Fig. 8 shows phantom signal recovery and image scale factors. Each pane shows two scanners for a given manufacturer, representing the largest and smallest magnitude of the correlation in the intramanufacturer dataset for scanners having at least five measurements. It can be seen that correlations (and lack of correlations) were found in all three types of scanners. Figure 9 shows the time series of image scale factors and scanner recovery for scanners having a readable "date of last calibration" field in their DICOMs ® . Data have been rescaled and translated to represent percent changes over time relative to their means. It can be seen that dashed lines (i.e., scanner recalibrations) often fall between changes in (a) the image scale factor. This pattern was not as evident in the scanner recovery data (b), which exhibit more randomness.
No notable changes or trends were seen in the other DICOM ® header fields of Table 5 , which, respectively, characterized scatter fraction, detector deadtime, detected events, and image smoothing. 
Discussion
Scanner Bias
Scanner recovery ρ was consistently below one, with average recovery around 90% of known signal for many scanners as shown in Fig. 4 . Similar bias has been previously observed in well-calibrated scanners when these solid phantoms were used. 17 The likely causes are incorrect modeling in the reconstructions for the scatter and attenuation of photons by the epoxy. 32 The differing physics between the phantom and the patients means that these biases are likely not equal to the biases present in patient scans and we are thus prevented from using this data to predict the bias of clinical SUVs. Still, the contribution of these physical effects is expected to be stable from scan to scan, and therefore scanner stability may be evaluated. Table 6 shows that scanner recovery values were not stable over the course of this study. It was common for scanners to have good stability over some number of successive measurements followed by a larger shift in apparent bias, as shown in Fig. 4 . Changes in scanner bias could be due to a number of factors. Previously, changes to the applied x-ray tube voltage in the CT measurements used for attenuation correction have been shown to affect bias, 32 but that effect was smaller in magnitude than the changes seen here, and changes in the CT voltage are not expected in these data. Corrections for random and scattered counts could also introduce biases that would change as the source decayed; however, these effects would likely vary smoothly with activity, and are unlikely to produce the jagged nonmonotonic behavior shown in Fig. 4 .
A more likely explanation is that scanner bias for these measurements is actually variable even when no user error occurs. The causes of this variability are likely numerous, but Fig. 8 suggests that for some scanners, it is related to the image scale factor.
The reason we have examined the image scale factor is that for many scanners, the sensitivity, which is the ratio of detected events in the reconstructed image to the true number of decays in the object, is determined empirically at regular time intervals. 33 Although we cannot confirm the precise implementation of this process for all scanners in this study, our data suggest that recalibrations affect the image scale factors (Fig. 9) , which in turn affect the bias of image values (Table 10 and Fig. 8 ). We note that recalibration frequently involves short-lived nuclides and manual phantom filling, as well as measurements that are prone to human error. One possible interpretation of our results is that true scanner sensitivity is relatively stable in time, while the measurement of sensitivity is not. In particular, Table 10 shows that the image scale factor is nearly as variable as scanner recovery. Recalibration may, therefore, contribute to bias instead of compensating for it. However, not all scanners showed good correlation between ρ and the image scale factor, and the disparity in the two panes of Fig. 9 suggests that other sources of measurement noise also affect scanner bias. More investigation is needed, but DICOM ® header data appear to have value for quality control in that instability of the scale factor may indicate variable scanner bias. Table 7 shows that for subsets of scanners whose make and model are similar, the COV of recovery is reduced slightly versus the entire scanner population. This is expected, since it was observed that different scanners had different biases on average. However, the intramodel variability shown in Table 7 is still larger than that seen at most single sites, suggesting that even with similar scanners, signal variability will tend to increase when multiple sites are involved.
Dose Calibrator Bias
Dose calibrator biases were generally smaller than scanner bias though they still varied in time and between sites. One possible explanation for this variability is that dose calibrators have a sensitivity adjustment factor that is set by the user and that must be changed depending on the nuclide being assayed. Differences in these settings between sites, as well as human error in changing settings, could be responsible for the variability seen in Fig. 5 and Table 8 . For one of the sites in this study, it was determined (by the site) that an incorrect calibration setting had been used, and data were retrospectively corrected. We note that although the use of 18 F equivalent activity meant sites could use the 18 F calibration setting for their dose calibrators (i.e., their standard clinical settings), it does not ensure that a correct calibration setting will be used. Further, to compute 18 F equivalent activity, we used a single conversion factor of 1.024 for all dose calibrators, and this may contribute to the differences in bias between sites having different models of calibrators. 19 For reasons discussed below, the dose calibrator standards assayed in this study were on the order of 370 kBq (10 μCi), which is ∼1000 times smaller than the quantity that would be injected into patients. The low activity of the standards meant factors such as background radiation or measurement noise would have greater influence on the recovery values calculated for these measurements than they would on patient dose assays. However, we have attempted to compensate for changes in background by recording and subtracting background readings, and we believe the calibrators are linear (that is, accurate) in their readings. Checks of instrument linearity are in fact part of quality control procedures for dose calibrators, though the range of activity levels used may not extend to the low values tested here. 34 Still, the lack of trends in the data does suggest a linearity of the devices over the tested range, as an activity-dependent sensitivity would lead to a time dependence of the biases in this experiment, which was not observed. While the bias and variability in our dose calibrator measurements are not readily attributable to known causes, they are similar to those seen in previous studies of dose calibrators using 68 Ge sources at this activity level 28, 35 and at activity levels closer to clinical values. 36 
Standardized Uptake Value Bias
The formula used to compute SUVs [Eq. (1)] suggests that the ratio of recoveries from the scanner and the dose calibrator should be equal to the recovery of SUVs. Variability of SUV recovery σ, computed as in Table 4 , was higher than that of scanner or dose calibrator measurements as gauged by the standard deviation and jΔ max j. If scanner and dose calibrator biases were highly correlated, SUVs could in principle be stable even with varying biases in both instruments. Significant correlations were not seen in our dataset (Fig. 7) , and σ consequently was not less variable than the scanner or dose calibrator recovery values.
We note that instrument calibration is just one source of SUV variability. The test-retest repeatability of clinical SUVs has been shown to be 10% to 12% in single sites studies with careful quality control. In multicenter studies it may be several times larger, 37 suggesting that the contributions from other sources of variability are significant. Calibration bias is, therefore, one factor of many that should be monitored in clinical trials.
Previous Studies
Our metric σ can be readily compared with results from previous studies that measured SUV bias with 18 F. This is because it is common practice to test scanner and dose calibrator accuracy together in the following way: a dose is assayed in the onsite dose calibrator, injected into a phantom of known volume, and imaged on the PET scanner. The ratio of the computed activity concentration to reconstructed signal is then used to characterize SUV accuracy. Using this method, Scheuermann found that 12% of over 100 scans submitted as part of ACR accreditation had errors >10%. 12 With a similar approach, Fahey reported a 33% COV for signal recovery across a network of hospitals. Geworski found SUV errors near 10% in 5 of 19 scanners. 36 However, using 18 F limits the information obtained on scanner and dose calibrator stability because the observed biases could be due to a number of causes including incorrect decay correction, incomplete dose injection, miscalculation of activity concentration, or real changes in the bias of the scanner or dose calibrator, none of which can be detected individually. Additionally, it has been shown that measurements of PET signal variability across sites can depend on whether long-or short-lived sources are used. 38 The primary advantage of using long-lived sources is that with proper decay corrections the known signal is extremely stable and allows data taken at different time points to be compared. A previous study with long-lived sources showed that the variability of scanner calibration was ∼5% for a single scanner when quality control procedures were in place to catch errors introduced by periodic scanner recalibrations. 33 In the course of that study, several recalibration errors were observed. Using the X-Cal kits of the present study, Doot et al. 28 showed that recalibration introduced changes in scanner bias of ∼10% at a majority of sites in a small (N ¼ 6) network of hospitals.
The present study is consistent with previous reports using aqueous and long-lived phantoms. Figure 4 shows that at any given time point, a scanner is liable to be within some finite range on the axis of signal recovery that spans ∼10% of the signal value. Therefore, a sampling of scanner biases with shortlived nuclides would be expected to show a similar or larger range of biases, as has been observed.
Limitations
Some design features of the sources imposed limitations on our study. We chose to use the same batch of epoxy in the manufacturing of the phantoms and dose calibrator standards, which led to the latter being much lower in activity than a clinical patient dose. While this design choice has intuitive appeal in that comparison of biases between the scanner and dose calibrator has one fewer confounding factor (i.e., it assures that manufacturing variability is minimized between sources), it does constrain the activity of the dose calibrator standard. Because PET scanners cannot handle arbitrarily high coincidence detection rates, the activity concentration of the epoxy was limited. The amount of epoxy that could be used in the dose calibrator standard was also limited by the need to match the source geometry to that of a patient dose in a syringe. The resulting low activity means that our dose calibrator data may not reflect the signal properties of clinical radiotracer doses. Using separate batches of epoxy with higher activity concentration for the dose calibrator standards in future studies would provide measurements closer to the clinical range.
The use of solid epoxy also makes comparison of scanners difficult, as the relationship between bias values in the phantoms and bias in patients is not only unknown but also potentially different for each scanner due different implementations of data corrections for physical effects. The use of an epoxy whose physical properties are similar to human tissues would allow not only comparisons between scanners but also evaluation of clinical SUV bias. We are considering this for future versions of the phantom.
Conclusions
Our phantom images suffered some signal bias due to the epoxy used in their construction, and consequently we have focused on signal stability rather than absolute accuracy. SUV bias from instrument calibration was often stable over successive measurements, and on average had a modest COV of 3.5%. However, over the course of our 14-month study, shifts in bias were apparent for many scanners, and on average SUV recovery varied over an intra-scanner range of 11%. The biases of scanners and dose calibrators were not correlated, and estimated SUV variability was not smaller than the variability of either instrument. Information saved in the DICOM ® headers appears to show that scanner recalibration influences PET scanner bias and potentially contributes to changes in SUV bias. The variability of scale factors saved in the DICOMs ® was nearly as large as that of scanner signal. This supports the conclusion of Lockhart et al. 33 that a long-lived source should be used as in independent check on the calibration process to reduce potential recalibration errors.
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