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Re´sume´. - Soit X une diffusion uniforme´ment elliptique sur IRd, F une fonc-
tion dans H1loc(IR
d) et ν la loi initiale de la diffusion. On montre que si l’inte´grale∫
|∇F |2(x)Uν(x) dx est finie, ou` Uν de´signe le potentiel de la mesure ν, alors F (X)
est un processus de Dirichlet. Si de plus, F appartient a` H2loc(IR
d) et si les inte´grales∫
|∇F |2(x)Uν(x) dx et
∫
|∇fk|
2(x)Uν(x) dx sont finies, pour les de´rive´es faibles fk
de F , alors on peut e´crire une formule d’Itoˆ. En particulier, on de´finit l’inte´grale
progressive
∫
∇F (X) dX et les covariations quadratiques [fk(X), X
k].
1 Introduction
Soit (Xt)t≥0 un processus de diffusion a` valeurs dans IR
d, soit F : IRd → IR une fonc-
tion bore´lienne et Y := F (X). Si F est de classe C2, on sait de´crire le comportement
du processus Y graˆce a` la formule d’Itoˆ, pourvu que les coefficients du ge´ne´rateur
de la diffusion soient suffisamment re´guliers. Dans ce cas Y est une semi-martingale.
Cependant si F ou si les coefficients de la diffusion sont moins re´guliers, le processus
Y n’est plus en ge´ne´ral une semi-martingale. Que peut-on dire de Y ? A-t-on encore
une formule d’Itoˆ ? Pour re´pondre a` ces questions, il faut recourir a` la notion de
processus de Dirichlet, introduite par Fukushima ([2]), qui ge´ne´ralise celle de semi-
martingale.
De´finition 1 : Processus de Dirichlet
Soit S un re´el strictement positif, et (At, 0 ≤ t ≤ S) un processus stochastique.
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On dit que A est un processus de Dirichlet, si on peut trouver une de´composition
At = Mt +Nt de A, telle que
-M est une martingale continue de carre´ inte´grable,
-N est un processus a` variations quadratiques nulles, c’est-a`-dire :
lim
n→+∞
∑
ti∈Dn
(
Nti+1 −Nti
)2
= 0
en probabilite´, ou` Dn de´signe la subdivision dyadique d’ordre n de [0, S].
Supposons donne´e une forme de Dirichlet syme´trique E de domaine D(E) inclus dans
L2(IRd, dx), et (Xt, Pt) le processus de Hunt associe´. On note IPx la loi de X lorsque
X0 = x, IPν la loi de X lorsque la loi de X0 est ν. Alors Fukushima [2] montre que
si u ∈ D(E), et si u˜ est une version quasi-continue de u, la fonctionnelle additive
A
(u)
t := u˜(Xt)−u˜(X0) est un processus de Dirichlet, lorsque la loi µ de X0 est absolu-
ment continue par rapport a` la mesure de Lebesgue. Notons alors A(u) = M (u)+N (u)
sa de´composition en tant que processus de Dirichlet. La partie martingale M (u) est
une martingale sous Px pour quasi tout x, et N
(u) est d’e´nergie nulle au sens ou` :
lim
t→0
1
2t
Em(N
2
t ) = 0 ou` m de´signe la mesure de Lebesgue. En particulier N
(u) est a`
variations quadratiques nulles au sens de´crit ci-dessus par la proprie´te´ de Markov,
sous la mesure IPm. Si de plus la fonction u est dans le domaine L
2 du ge´ne´rateur
de X , alors N (u) est a` variations borne´es et A(u) est une semi-martingale.
Cadre d’e´tude : Soit a(x) = (aij(x))1≤i,j≤d une famille de fonctions mesurables,
localement inte´grables sur IRd, telles que aij = aji pour tous 1 ≤ i, j ≤ d. On note σ
la racine carre´e de a . On suppose de plus qu’il existe une constante λ ≥ 1 telle que
1
λ
d∑
i=1
ξ2i ≤
d∑
i,j=1
aij(x)ξiξj ≤ λ
d∑
i=1
ξ2i , ∀ξ ∈ IR
d, ∀x ∈ Ω.
On note L l’ope´rateur div(a grad), et E la forme de Dirichlet associe´e : (E ,D(E))
est la fermeture dans L2(IRd, dx) de la forme biline´aire, fermable
E(f, g) =
∫
IRd
−Lf(x)g(x)dx =
∫
IRd
σ∇f(x).σ∇g(x)dx
de´finie pour toutes fonctions f et g ∈ C∞c . Sous les hypothe`ses faites sur σ, D(E) =
H1(IRd). Soit (Xt, Pt) le processus de Hunt associe´.
Notations 1 Pour une loi ν donne´e, on e´crira :
νt(x) :=
dPtν
dx
(x) Ptν e´tant absolument continue par rapport a` la
mesure de Lebesgue, pour t > 0.
Uν(x) :=
∫ +∞
0
ds e−sνs(x) lorsque cette inte´grale converge.
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Fo¨llmer et Protter [1] ont de´montre´ que dans le cas ou` X est un mouvement brown-
ien (a = Id), et lorsque F ∈ H1loc, en dimension d, on peut obtenir une formule
d’Itoˆ ge´ne´ralise´e ou` le terme d’ordre 2 est remplace´ par les covariations quadra-
tiques [fk(X), X ] ou` fk =
∂F
∂xk
. Celles-ci sont donne´es comme limites en probabilite´
de sommes de Riemann, pour tout point de de´part en dehors d’un ensemble de ca-
pacite´ nulle.
On montre ici, par un calcul direct, que si F ve´rifie la condition d’inte´grabilite´∫
IRd
dz |∇F (z)|2Uν(z) < +∞ (1)
e´tant donne´e une loi initiale ν, alors Y = F (X) est un processus de Dirichlet. Si de
plus les de´rive´es de F ve´rifient la condition d’inte´grabilite´∫
IRd
dz |∇∂kF (z)|
2Uν(z) < +∞ (2)
on peut alors e´crire une formule d’Itoˆ sous IPν :
F (Xt)− F (X0) =
∫ t
0
∇F (Xs)dXs +
1
2
d∑
k=1
[fk(X), X ]t IPν − p.s. (3)
ou` ∫ t
0
∇F (Xs)dXs := lim
n→+∞
∑
ti∈Dn
∇F (Xti).(Xti+1 −Xti) (4)
et [fk(X), X ]t := lim
n→+∞
∑
ti∈Dn
(fk(Xti+1)− fk(Xti))(X
k
ti+1
−Xkti) (5)
Dn de´signant la suite des subdivisions dyadiques de [0, t], les limites e´tant prises en
probabilite´, sous IPν . On en de´duit une formule d’Itoˆ, sous IPx0 pour quasi tout point
de de´part x0, lorsque F est dans H
2
loc, les limites (4) et (5) existant en probabilite´
sous IPx0 . Comme dans le cas brownien, elles sont obtenues pour quasi tout point
de de´part x0 et non pour tout point de de´part. On insiste cependant sur deux points.
D’une part l’e´galite´ (4) est cette fois une de´finition : X n’est pas une martin-
gale, l’inte´grale (4) n’est donc pas une inte´grale stochastique. En particulier la
de´composition (3) ne correspond pas a` la de´composition donne´e par Fukushima [2]
en somme de martingale et de processus a` variations quadratiques nulles, contraire-
ment au cas brownien. Toutefois on peut encore dire que la covariation [fk(X), X ]t
est a` variations quadratiques nulles. L’inte´grale progressive de´finie par (4) contient
donc une partie martingale et une partie a` variations quadratiques nulles.
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D’autre part la condition d’inte´grabilite´ (1) est la condition minimale requise pour
que F (X) soit un processus de Dirichlet, partant d’une loi ν, puisque le crochet de
la partie martingale est alors
∫ S
0
|σ∇F |2(Xs)ds. Comme dans [5], on note que c’est
le lien entre la re´gularite´ de F et la loi initiale ν qui donne la proprie´te´ de Dirichlet.
Cette de´pendance en ν disparaˆıt, si on demande une inte´grabilite´ plus forte sur F .
En particulier si F ∈ W 1,p pour un p > d ∨ 2, alors la condition (1) est ve´rifie´e
pour toute loi ν (appliquer l’ine´galite´ de Ho¨lder), et on retrouve ainsi un re´sultat de
Rozkosz [6] : Y = F (X) est alors un processus de Dirichlet pour toute loi initiale.
Enfin, on notera que la seule condition (1) est requise pour F dans la premie`re
partie (pour ses de´rive´es e´galement dans la seconde partie) : elle correspond a` la
norme ‖F‖2(x0) de Fo¨llmer et Protter [1] lorsque ν est la mesure de Dirac δx0
en x0. En revanche il n’est pas ne´cessaire d’imposer une condition d’inte´grabilite´
supple´mentaire de type ‖F‖1(x0). Celle-ci apparaˆıt dans [1] au moment de prouver la
convergence des sommes re´trogrades
∑
F (Xti+1)(Xti+1 −Xti). La preuve de Fo¨llmer
et Protter utilise une formule explicite pour le mouvement brownien retourne´ dans
le temps, qui n’existe pas en ge´ne´ral. Ici, on prouve directement la convergence des
sommes (5), sans de´montrer, se´pare´ment, la convergence des sommes progressives
et des sommes re´trogrades.
2 Diffusion elliptique et processus de Dirichlet
2.1 De´finitions et re´sultats
On se place dans le cadre de´crit au paragraphe 1.
Notations 2 : Sauf mention contraire, ν de´signera une mesure de probabilite´, qui
peut charger des ensembles de capacite´ nulle.
(Dn) sera la suite des subdivisions dyadiques de l’intervalle [0, S], S e´tant un re´el
fixe´.
Proposition 1 Soit F une fonction mesurable dans L2(IRd, dx), ve´rifiant (1). Alors
sous IPν, le processus (Yt := F (Xt), 0 ≤ t ≤ S) est un processus de Dirichlet. De
plus on a pour n assez grand :
Eν
∑
ti∈Dn
(
Yti+1 − Yti
)2
≤ C
∫
IRd
dz |∇F (z)|2Uν(z)
ou` C est une constante qui de´pend de λ, d et S.
Il faut d’abord remarquer que le processus (Yt)t>0 est ”bien de´fini” pour les temps
strictement positifs. En effet, si F ve´rifie la condition (1), alors F ∈ H1loc. Ceci re´sulte
de ce que pour tout compact K, inf
x∈K
Uν(x) est atteint et est strictement positif. Par
conse´quent, d’apre`s [2], on peut supposer F quasi-continue . Soient F1 et F2 deux
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versions quasi-continues de F . Pour tout s > 0, Psν est absolument continue par
rapport a` la mesure de Lebesgue, donc ne charge aucun ensemble de capacite´ nulle.
On a alors
IPν (∃ t > s, F1(Xt) 6= F2(Xt)) = 0.
graˆce a` la proprie´te´ de Markov. Ainsi (F (Xt))t>0 est ”bien de´fini”.
En revanche, il faut pouvoir de´finir F (X0) sans ambiguite´ : la mesure ν peut en effet
charger des ensembles de capacite´ nulle, si bien que deux versions quasi-continues de
F peuvent diffe´rer en X0. Comme t 7→ Yt est continu sous IPν pour t > 0, il semble
alors naturel de choisir une version F˜ de F , quasi-continue, de sorte que F˜ soit
de´finie ν presque-suˆrement et F˜ (X0) = Y0 = lim
t→0
F (Xt), la limite e´tant prise dans
L2(IPν). L’ine´galite´ (12) prouve que cette limite existe, puisque la suite (F (Xt))t>0
est de Cauchy en 0 dans L2(IPν). Posons donc :
F˜ (x) := lim
t→0
PtF (x) = lim
t→0
Ex(F (Xt))
Cette limite existe pour quasi tout x, par forte continuite´ du semi-groupe, et aussi
ν presque-suˆrement d’apre`s l’ine´galite´ (12). Plus pre´cise´ment, l’ensemble
A = {x, Ex(F (Xt)) ne converge pas lorsque t tend vers 0}
est de mesure ν nulle et de capacite´ nulle. De plus on a : F˜ (x) = F (x) quasi-partout.
Donc F˜ est quasi-continue et F (Xt) = F˜ (Xt) IPν-p.s. pour tout t > 0. F˜ (X0) est
bien de´finie et il reste a` montrer qu’on a encore lim
t→0
F˜ (Xt) = F˜ (X0) dans L
2(IPν).
Or pour t > 0 et r > 0, on a :
Eν (EXt(F (Xr))− F (Xr))
2 (6)
=
∫
ν(dx) Ex (EXt(F (Xr))− F (Xr))
2
=
∫
ν(dx) Ex (F (Xr+t)− F (Xr))
2 (7)
par la proprie´te´ de Markov. D’apre`s l’ine´galite´ (12), (7) peut eˆtre rendu arbitraire-
ment petit pourvu que r et t soient suffisamment petits. Faisant tendre r vers 0 dans
(6), on en de´duit que pour tout ε > 0 et t petit :
Eν
(
F˜ (Xt)− F˜ (X0)
)2
≤ ε
Ainsi F˜ (Xt) tend vers F˜ (X0) dans L
2(IPν).
De´sormais on notera F , au lieu de F˜ , la version quasi-continue ainsi choisie.
La proposition 1 nous permet de retrouver en particulier un re´sultat de [2] ou`
ν est absolument continue ; dans ce cas, si F appartient a` H1 = D(E), alors
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(F (Xt), 0 ≤ t ≤ S) est un processus de Dirichlet. Ce re´sultat est en fait utilise´
dans la preuve de la proposition.
Ici, Ptν est absolument continue pour tout ν et tout t > 0. Donc (Ys, s ≥ t) est
un processus de Dirichlet pour tout t > 0. De´montrer la proposition 1, c’est donc
controˆler les variations quadratiques de (Ys, s ≤ t) pour tout t petit. Pour cela nous
avons besoin de controˆler les probabilite´s de transition de X .
Lemme 1 : Estime´es d’Aronson et Nash
Sous les hypothe`ses faites sur a, on a : ∃M(λ, d)
1
Mtd/2
exp−
(
M |y − x|2
t
)
≤ pt(x, y) ≤
M
td/2
exp−
(
|y − x|2
Mt
)
Pour la de´monstration on se re´fe´rera a` [7] ( the´ore`mes I.1.15 et I.2 ).

Notations 3 : On pose
pMt (x, y) :=
M
td/2
exp−
(
|y − x|2
Mt
)
νMt (x) :=
dPMt ν
dx
(x)
Notons alors que
∫ S
0
νMt (x) dt ≤ C Uν(x) pour une constante C.
Donnons imme´diatement deux applications de la proposition 1 et de ces estime´es :
Corollaire 1 Si F ∈ W 1,p pour un p > d ∨ 2, alors F (X)est un processus de
Dirichlet pour tout point de de´part x0.
Preuve : Soit x0 ∈ IR
d, et ν la mesure de Dirac en x0, alors d’apre`s les estime´es
gaussiennes, on a pour une certaine constante M :
Uν(x) ≤M
∫ +∞
0
dt
e−t−
|x0−x|
2
Mt
td/2
Conside´rons pour α > 0 et A > 0 les inte´grales :∫ +∞
0
dt
e−t−
α
t
td/2
=
∫ A
0
dt
e−t−
α
t
td/2
+
∫ +∞
A
dt
e−t−
α
t
td/2
Le changement de variable u = α
t
dans la premie`re inte´grale du second membre
donne :
∫ A
0
dt
e−t−
α
t
td/2
≤
∫ A
0
dt
e−
α
t
td/2
≤
1
αd/2−1
∫ +∞
1
A
du ud/2−2e−u (8)
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Par ailleurs, l’ine´galite´ e−x ≤ 1
1+x
, ∀x ≥ 0 donne dans la seconde inte´grale :
∫ +∞
A
dt
e−t−
α
t
td/2
≤
∫ +∞
A
dt
1
1 + α
t
e−t
td/2
≤
1
A+ α
∫ +∞
A
dt
e−t
td/2−1
(9)
Soit q > 1 un entier, en utilisant (8) et (9), puis l’ine´galite´ de Ho¨lder :(∫ +∞
0
dt
e−t−
α
t
td/2
)q
≤ C
((
1
αd/2−1
)q
+
(
1
A + α
)q)
pour une certaine constante C de´pendant de A et de d. Puis en remplac¸ant α par
|x0−x|2
M
, on voit que pour un q ∈]1, d
d−2
[ si d > 2, et q > 1 si d ≤ 2,∫
IRd
dx (Uν(x))q < +∞
Il suffit maintenant d’appliquer l’ine´galite´ de Ho¨lder pour voir que∫
IRd
dx |∇F (x)|2Uν(x) < +∞
lorsque F appartient a` W 1,2p, ou` p = q
q−1
> 1 ∨ d
2
. La proposition 1 permet alors de
conclure.

Corollaire 2 Si F est dans H1loc, alors pour quasi tout point de de´part x0, le pro-
cessus (F (Xt), 0 ≤ t ≤ S) est un processus de Dirichlet sous IPx0 pour tout S > 0.
Preuve : En utilisant les estime´es infe´rieures d’Aronson et Nash, et la proposition
3.6 de [1], on voit qu’on peut trouver une suite de compacts (Km)m≥1 de IR
d, et un
ensemble polaire E1 tels que
lim
m→+∞
IPx0(Xt ∈ Km ∀t ∈ [0, S]) = 1 ∀S > 0
et ∫
IRd
|∇Fm|
2(x) Uδx0(x) < +∞
pour tout x0 /∈ E1, tout m ≥ 1, ou` Fm de´signe la restriction de F a` Km et δx0
la mesure de Dirac en x0. D’apre`s la proposition 1, (Y
m
t := Fm(Xt), 0 ≤ t ≤ S)
est un processus de Dirichlet pour tout m ≥ 1, sous IPx0 pour tout x0 /∈ E1. Sa
de´composition s’e´crit Y m = Mm + Nm, ou` Mm est une martingale sous IPx0 pour
tout x0 /∈ E1 et N
m est un processus a` variations quadratiques nulles sous IPx0 pour
tout x0 /∈ E1.
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D’apre`s [2], on peut aussi de´composer Y = F (X) en M + N ou` M est une mar-
tingale sous IPx0 pour x0 /∈ E2, ou` E2 est un ensemble de capacite´ nulle et N est a`
variations quadratiques nulles sous toute mesure absolument continue. Soient Tm =
inf {t > 0, Xt /∈ Km}, Sn =
∑
ti∈Dn
(Nti+1 − Nti)
2 et Smn =
∑
ti∈Dn
(Nmti+1 − N
m
ti
)2.
Alors pour x0 en dehors de E1 ∪ E2,
IPx0(Sn > ε) ≤ IPx0(Tm ≤ S) + IPx0(S
m
n > ε)
D’ou`
lim sup
n→+∞
IPx0(Sn > ε) ≤ IPx0(Tm ≤ S)
Il reste a` faire tendre m vers +∞ pour avoir le re´sultat.

2.2 De´monstration de la proposition 1
On ne perd pas en ge´ne´ralite´ si on prend S = 1. Estimons les accroissements du
processus Y : pour T et t positifs, on a
Eν(F (XT+t)− F (Xt))
2 =
∫
IRd
ν(dx)
∫
IRd
dz
∫
IRd
dy pt(x, y)pT (y, z) (F (y)− F (z))
2
Par ailleurs, pour toute fonction G de classe C1, on a
G(z)−G(y) =
∫ 1
0
d
dr
G(y + r(z − y)) dr =
∫ 1
0
dr(z − y).∇G(y + r(z − y)) (10)
Soit (Gn)n∈IN une suite de fonctions de classe C
1, telle que
lim
n→+∞
Gn = F dans H
1
loc
En particulier
lim
n→+∞
Gn(Xt) = F (Xt) dans L
2(IPν) ∀t > 0
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et d’apre`s (10), on peut e´crire pour tout t > 0 :
Eν(YT+t − Yt)
2 = lim
n→+∞
Eν(Gn(XT+t)−Gn(Xt))
2
= lim
n→+∞
∫
IRd
ν(dx)
∫
IRd
dz
∫
IRd
dy pt(x, y)pT (y, z)(∫ 1
0
dr(z − y).∇Gn(y + r(z − y))
)2
≤
∫
IRd
ν(dx)
∫
IRd
dz
∫
IRd
dy pt(x, y)pT (y, z)(∫ 1
0
dr lim
n→+∞
(z − y).∇Gn(y + r(z − y))
)2
≤
∫
IRd
ν(dx)
∫
IRd
dz
∫
IRd
dy pt(x, y)pT (y, z)
(∫ 1
0
dr(z − y).∇F (y + r(z − y))
)2
≤
∫
IRd
ν(dx)
∫
IRd
dz
∫
IRd
dy pt(x, y)pT (y, z)|y − z|
2
∫ 1
0
dr |∇F (y + r(z − y))|2
en appliquant Cauchy-Schwarz. Le reste du calcul repose sur les estime´es d’Aronson
et Nash, et des ine´galite´s propres aux probabilite´s de transition gaussiennes :
|y − z|2pT (y, z) ≤ |y − z|
2pMT (y, z) ≤ 2T × 2
d/2C × pM2T (y, z)
pour C = sup
x∈IR+
x exp−
x
2
. Ainsi en renommant la constante,
Eν(YT+t − Yt)
2
≤ CT
∫
IRd
ν(dx)
∫
IRd
dz
∫
IRd
dy pMt (x, y) p
M
2T (y, z)
∫ 1
0
dr |∇F (y + r(z − y))|2
≤ CT
∫
IRd
ν(dx)
∫
IRd
dz
∫
IRd
dy pMt (x, y)
∫ 1
0
dr pM2Tr2(y, z) |∇F (z)|
2
apre`s changement de variable et en notant que pM2T (y,
z−y
r
+ y) = rdpM2Tr2(y, z)
On en de´duit
Eν(YT+t − Yt)
2 ≤ CT
∫
IRd
ν(dx)
∫
IRd
dz |∇F (z)|2
∫ 1
0
dr pMt+2Tr2(x, z) (11)
Lemme 2 Il existe une constante C telle que pour tout s ∈ [t+ 2T, t+ 3T ] on ait :
pMt+2Tr2(x, z) ≤ C
1
T
∫ t+3T
t+2T
ds pMs (x, z) ∀T ≤
t
2
∀r ∈ [0, 1]
9
Preuve : En effet, pour tout s ∈ [t + 2T, t + 3T ], pour tout r ∈ [0, 1], on a l’en-
cadrement :
1 ≤
s
t + 2Tr2
≤
5
2
Donc exp
(
−
|x− z|2
M(t + 2Tr2)
)
≤ exp
(
−
|x− z|2
Ms
)
et
1
(t + 2Tr2)d/2
≤
(
5
2
)d/2
1
sd/2
.
Ce qui donne le re´sultat pour C =
(
5
2
)d/2

En utilisant le lemme 2 et l’ine´galite´ (11), on obtient donc
Eν(YT+t − Yt)
2 ≤ C
∫
IRd
ν(dx)
∫
IRd
dz |∇F (z)|2
∫ t+3T
t+2T
ds pMs (x, z) (12)
pour tout T ≤ t
2
.
On applique maintenant l’ine´galite´ (12) a` la subdivision Dn, pour T = ti − ti−1 et
t = ti−1. La condition ti − ti−1 ≤
ti−1
2
est ve´rifie´e pour i ≥ 3 :
Eν
2n∑
i=3
(
Yti − Yti−1
)2
≤ C
∫
IRd
ν(dx)
∫
IRd
dz |∇F (z)|2
2n∑
i=3
∫ ti+2
ti+1
ds pMs (x, z)
≤ C
∫
IRd
dz |∇F (z)|2
∫ 2
0
ds
∫
IRd
ν(dx)pMs (x, z)
≤ C
∫
IRd
dz |∇F (z)|2 Uν(z)
De plus d’apre`s (12), (Yt)t>0 est une suite de Cauchy dans L
2(IPν) lorsque t tend
vers 0. On peut donc de´finir Y0 := lim
t→0
Yt, dans L
2(IPν). On a alors
lim
n→+∞
Eν(Yt2 − Y0)
2 = 0 (13)
et donc pour n assez grand
Eν (Yt2 − Y0)
2 ≤ C
∫
IRd
dz |∇F (z)|2 Uν(z)
Fin de la preuve : On conclut comme dans [5] : d’apre`s [2], on peut e´crire Yt−Y0 =
Mt +Nt ou` M est une martingale sous IPx0 pour tout point x0, car (Xt, Pt) ve´rifie
la condition d’absolue continuite´ (voir [2], p.208), et Nt est un processus a` varia-
tions quadratiques nulles sous IPµ, pour toute mesure de probabilite´ µ absolument
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continue. On doit donc de´montrer que N est encore a` variations quadratiques nulles
sous IPν . Comme Psν est absolument continue, par la proprie´te´ de Markov, on a :
lim sup
n→+∞
2n∑
i=1
1(ti ≥ s)
(
Nti+1 −Nti
)2
= 0 (14)
en probabilite´, sous IPν , pour tout 0 < s ≤ 1.
De plus d’apre`s (12) et (13), on voit que pour tout ε > 0, on peut choisir s suffisam-
ment petit de manie`re a` obtenir :
lim sup
n→+∞
2n∑
i=1
1(ti+1 ≤ s)
(
Yti+1 − Yti
)2
≤
ε
6
(15)
On sait d’autre part que M est une martingale L2, et que
〈M〉t =
∫ t
0
|σ∇F |2(Xs)ds.
Ainsi
Eν
(
Mti+1 −Mti
)2
= E
(
νti(X0)
∫ ti+1−ti
0
ds |σ∇F |2(Xs)
)
= C
∫
IRd
dx
∫ ti+1−ti
0
ds νti(x)Ps(|∇F |
2)(x)
≤ C
∫
IRd
dx
∫ ti+1−ti
0
ds νti(x)P
M
s (|∇F |
2)(x)
≤ C
∫
IRd
dx
∫ ti+1
ti
ds νMs (x) |∇F |
2(x)
D’ou` l’on de´duit :
lim sup
n→+∞
2n∑
i=1
1(ti+1 ≤ s)
(
Mti+1 −Mti
)2
≤ C
∫
IRd
dx
∫ s
0
du νMu (x) |∇F |
2(x) ≤
ε
6
(16)
pour s assez petit.
De (15) et (16), on de´duit :
lim sup
n→+∞
2n∑
i=1
1(ti+1 ≤ s)
(
Nti+1 −Nti
)2
≤
2ε
3
(17)
11
Regroupant (14) et (17), il vient
lim sup
n→+∞
IPν
(
2n∑
i=1
(
Nti+1 −Nti
)2
≥ a
)
≤ lim sup
n→+∞
IPν
(
2n∑
i=1
1(ti+1 ≤ s)
(
Nti+1 −Nti
)2
≥
a
2
)
≤ lim sup
n→+∞
2
a
Eν
(
2n∑
i=1
1(ti+1 ≤ s)
(
Nti+1 −Nti
)2)
≤
4ε
3a

3 Formule d’Itoˆ
Notations 4 : Par la suite on de´signera par fk (resp. fkl) les de´rive´es faibles ∂kF
(resp. ∂2klF ) d’une fonction F , lorsqu’elles existent.
Dans ce paragraphe, on de´montre une formule d’Itoˆ sous IPν lorsque F et ν sont
lie´es par ∫
dz|∇F (z)|2Uν(z) < +∞ (18)
∫
IRd
dz
d∑
k,l=1
f 2kl(z)Uν(z) < +∞ (19)
Pour cela on de´montre d’abord l’existence des covariations quadratiques [f(X), X ]
lorsque f ve´rifie ∫
dz|∇f(z)|2Uν(z) < +∞ (20)
en montrant la convergence en probabilite´ des sommes∑
ti∈Dn
(
f(Xti+1)− f(Xti)
)
(Xkti+1 −X
k
ti
)
On montre de plus que ces sommes sont domine´es dans L1(IPν) par la norme
de´finie par (20). En seconde partie, on de´finit l’inte´grale progressive
∫ S
0
f(Xs) dXs,
pour toute fonction f satisfaisant (20), comme limite des sommes de Riemann∑
ti∈Dn
f(Xti)(Xti+1 −Xti) en probabilite´, sous IPν .
Le calcul est fait lorsque f est une de´rive´e faible f = ∂kF ou` F ve´rifie (18) et (19)
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L’ide´e est d’estimer dans L1(IPν) les sommes∑
ti∈Dn
(
F (Xti+1)− F (Xti)−∇F (Xti).(Xti+1 −Xti)
)
graˆce encore a` une formule de Taylor, puis de de´duire leur convergence du cas ou` F
est une fonction de classe C2.
3.1 Covariations quadratiques
Proposition 2 Soit f une fonction satisfaisant la condition (20). Alors pour tout
k = 1, . . . , d
[f(X), Xk]S := lim
n→+∞
∑
ti∈Dn
(f(Xti+1)− f(Xti))(X
k
ti+1
−Xkti)
existe en probabilite´ sous IPν.
De plus on a pour n assez grand,
Eν
(∑
ti∈Dn
∣∣∣(f(Xti+1)− f(Xti)) (Xkti+1 −Xkti)∣∣∣
)
≤ C
(∫
dz|∇f(z)|2Uν(z)
)1/2
Preuve : 1) D’apre`s la premie`re partie, on sait qu’on peut trouver une version quasi-
continue de f telle que f(X0) soit ”bien” de´fini. Comme f ve´rifie (18), f(X) est un
processus de Dirichlet d’apre`s la proposition 1 et s’e´crit f(Xt) = M
f
t +N
f
t . M
f est
une martingale sous IPν ; N
f est un processus a` variations quadratiques nulles sous
IPν .
De meˆme, soit Mk +Nk la de´composition de Xk en tant que processus de Dirichlet
local (l’application ek : x 7→ xk appartient a` H
1
loc). M
k est une martingale L2 car
Eν〈M
k〉t =
∫
ν(dx)
∫ t
0
ds Ps(|σ∇ek|
2)(x) < +∞. On a alors
∑
ti∈Dn
(f(Xti+1)− f(Xti))(X
k
ti+1
−Xkti)
=
∑
ti∈Dn
(Mfti+1 −M
f
ti)(M
k
ti+1
−Mkti) +
∑
ti∈Dn
(Mfti+1 −M
f
ti)(N
k
ti+1
−Nkti)
+
∑
ti∈Dn
(Nfti+1 −N
f
ti)(M
k
ti+1
−Mkti) +
∑
ti∈Dn
(Nfti+1 −N
f
ti)(N
k
ti+1
−Nkti)
Chacun des trois derniers termes du membre de droite de l’e´galite´ a une limite nulle,
dans L1(IPν), lorsque n croˆıt inde´finiment en vertu de l’ine´galite´ de Cauchy-Schwarz.
Le premier terme tend vers le crochet 〈Mf ,Mk〉S, dans L
1(IPν).
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2) On montre maintenant l’estimation de ces sommes : d’une part, on a
Eν

∑
ti∈Dn
i≥2
(Xkti+1 −X
k
ti
)2

 = ∑
ti∈Dn
i≥2
∫
IRd
dx νti(x)
∫
IRd
dy pti+1−ti(x, y)(xk − yk)
2
≤ C
∑
ti∈Dn
i≥2
∫
IRd
dx νti(x)
∫
IRd
dy pMti+1−ti(x, y)(xk − yk)
2
avec νti(x) ≤ Cν
M
ti
(x). Puis, si ti ≤ s ≤ ti+1,
pMti (x, y) =
M
t
d/2
i
exp−
(
|x− y|2
Mti
)
≤
(
s
ti
)d/2
M
sd/2
exp−
(
|x− y|2
Ms
)
≤ sup
i>0
(
ti+1
ti
)d/2
M
sd/2
exp−
(
|x− y|2
Ms
)
≤ 2d/2pMs (x, y)
D’ou` νti(x) ≤ C
1
ti+1−ti
∫ ti+1
ti
νMs (x) ds. De plus,∫
IRd
dy pMti+1−ti(x, y)(xk − yk)
2 = C(ti+1 − ti)
D’ou`
Eν

∑
ti∈Dn
i≥2
(Xkti+1 −X
k
ti
)2

 ≤ C ∑
ti∈Dn
i≥2
∫
IRd
dx
∫ ti+1
ti
ds νMs (x)
≤ C
∫
IRd
dx
∫ S
0
ds νMs (x) ≤ C
car
∫
IRd
dx νMs (x) = C ou` C est une autre constante qui ne de´pend que de M et de
la dimension d.
Et comme lim
n→+∞
Eν(X
k
t2 −X
k
0 )
2 = 0, ceci reste vrai si on somme sur toute la subdi-
vison Dn.
D’autre part, on a d’apre`s l’estimation (12)
Eν
(∑
ti∈Dn
(f(Xti+1)− f(Xti))
2
)
≤ C
∫
dz|∇f(z)|2
∫ 2S
0
ds νMs (z) + Eν(f(Xt2)− f(X0))
2
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Comme de plus lim
n→+∞
Eν(f(Xt2)−f(X0))
2 = 0, on peut toujours supposer que pour
n assez grand on a aussi
Eν
(
(f(Xt2)− f(X0))
2
)
≤ C
∫
dz|∇f(z)|2
∫ 2S
0
ds νMs (z)
D’ou` pour n assez grand, en utilisant Cauchy-Schwarz, on de´duit :
Eν
(∑
ti∈Dn
∣∣∣(f(Xti+1)− f(Xti)) (Xkti+1 −Xkti)
∣∣∣
)
≤ Eν
(∑
ti∈Dn
(
f(Xti+1)− f(Xti)
)2) 12 (∑
ti∈Dn
(Xkti+1 −X
k
ti
)2
) 1
2
≤
(
Eν
∑
ti∈Dn
(
f(Xti+1)− f(Xti)
)2) 12 (
Eν
∑
ti∈Dn
(Xkti+1 −X
k
ti
)2
) 1
2
≤ C
(∫
dz|∇f(z)|2
∫ 2S
0
ds νMs (z)
) 1
2
≤ C
(∫
dz|∇f(z)|2Uν(z)
) 1
2

3.2 Inte´grale progressive
Proposition 3 On se donne une fonction F ve´rifiant les conditions (18) et (19)
alors on a l’estimation suivante pour n assez grand :
Eν
(∑
ti∈Dn
∣∣F (Xti+1)− F (Xti)−∇F (Xti).(Xti+1 −Xti)∣∣
)
≤ C
d∑
k,l=1
(∫
IRd
dz f 2kl(z)Uν(z)
) 1
2
D’apre`s la remarque faite a` la proposition 1, F (X0) et ∇F (X0) sont bien de´finis.
Preuve : Pour T ≥ 0 et t > 0, on a :
Eν |F (XT+t)− F (Xt)−∇F (Xt).(XT+t −Xt)|
=
∫∫
dx dy νt(x)pT (x, y) |F (y)− F (x)−∇F (x).(y − x)|
≤ C
∫∫
dx dy νMt (x)p
M
T (x, y) |F (y)− F (x)−∇F (x).(y − x)|
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Pour une fonction G de classe C2, on a
G(y)−G(x)−∇G(x).(y − x) =
∫ 1
0
(y − x). (∇G(x+ r(y − x))−∇G(x))
=
d∑
k,l=1
∫ 1
0
rdr
∫ 1
0
ds (y − x)k (y − x)l gkl(x+ sr(y − x))
Les conditions (18) et (19) impliquent que F appartient a` H2loc. Soit (Gn)n∈IN une
suite de fonctions C2 qui convergent vers F dans H2loc. En passant a` la limite dans
Eν |Gn(XT+t)−Gn(Xt)−∇Gn(Xt).(XT+t −Xt)| ≤
C
d∑
k,l=1
∫∫
dx dy νMt (x)p
M
T (x, y)
∫ 1
0
rdr
∫ 1
0
ds
∣∣∣(y − x)k (y − x)l g(n)kl (x+ sr(y − x))∣∣∣
ou` g
(n)
kl = ∂
2
klGn
On obtient
Eν |F (XT+t)− F (Xt)−∇F (Xt).(XT+t −Xt)| ≤
d∑
k,l=1
∫∫
dx dy νMt (x)p
M
T (x, y)
∫ 1
0
rdr
∫ 1
0
ds |(y − x)k (y − x)l fkl(x+ sr(y − x))|
Dans l’inte´grale en y, on note que
|x− y|k |x− y|l p
M
T (x, y) ≤ CT p
M
2T (x, y)
pour une constante C, et on effectue le changement de variable z = x + sr(y − x).
Il vient : ∫
dy pMT (x, y)|x− y|k |x− y|l |fkl(x+ sr(y − x))|
≤ CT
∫
dz
1
(sr)d
pM2T (x,
z − x
sr
+ x) |fkl(z)|
≤ CT
∫
dz pM2T (sr)2 (x, z) |fkl(z)|
D’ou`
Eν |F (XT+t)− F (Xt)−∇F (Xt).(XT+t −Xt)|
≤ CT
d∑
k,l=1
∫∫
dx dy
∫ 1
0
rdr
∫ 1
0
ds νMt (x)p
M
2T (sr)2 (x, y) |fkl(y)|
≤ CT
d∑
k,l=1
∫∫
ν(dx) dy
∫ 1
0
du
∫ 1
0
dv pM2Tu2+t (x, y) |fkl(y)|
≤ C
d∑
k,l=1
∫
ν(dx)
∫
dy
∫ t+3T
t+2T
ds pMs (x, y) |fkl(y)| (21)
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La dernie`re ine´galite´ re´sulte du lemme 2, pour T ≤ t
2
.
Appliquons (21) a` la subdivision Dn, pour T = ti+1 − ti et t = ti, i ≥ 2 :
Eν

∑
ti∈Dn
i≥2
∣∣F (Xti+1)− F (Xti)−∇F (Xti).(Xti+1 −Xti)∣∣


≤ C
d∑
k,l=1
∫
dy |fkl|(y)
∫ 2S
0
ds νMs (y)
≤ C
d∑
k,l=1
(∫
dy |fkl|
2(y)
∫ 2S
0
ds νMs (y)
)1
2
(∫
dy
∫ 2S
0
ds νMs (y)
)1
2
≤ C
d∑
k,l=1
(∫
dy |fkl|
2(y)
∫ 2S
0
ds νMs (y)
)1
2
Cette ine´galite´ est encore vraie si on somme sur les indices i = 0, 1, pour n assez
grand, car de (21) on de´duit aussi que
lim
n→+∞
Eν |F (Xt2)− F (X0)−∇F (X0).(Xt2 −X0)| = 0. 
On peut maintenant en de´duire le the´ore`me suivant :
The´ore`me 1 Soit F une fonction de L2(dx) qui ve´rifie (18) et (19). Alors,
∫ S
0
∇F (Xs)dXs := lim
n→+∞
∑
ti∈Dn
∇F (Xti).(Xti+1 −Xti) (22)
existe en probabilite´ sous IPν. De plus on a la formule d’Itoˆ
F (XS)− F (X0) =
∫ S
0
∇F (Xs)dXs +
1
2
d∑
k=1
[fk(X), X
k]S IPν − p.s. (23)
Preuve :
1) Comme F ve´rifie (18) et (19), elle appartient a` H2loc. On commence par montrer
que si F est de classe C2c , alors la limite (22) existe sous IPν . Ensuite on approchera
F dans H2loc par une suite (Gp)p∈IN de fonctions C
2
c sur IR
d, et on passera a` la limite
graˆce aux estimations faites pre´ce´demment.
Soit G une fonction de classe C2c sur IR
d. Pour tout x et tout y de IRd, on a :
|G(x+ y)−G(x)−
1
2
(∇G(x).y +∇G(x+ y).y) | ≤ sup
z∈[x,x+y]
|D2G(z)| |y|2
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En appliquant ceci a` x+ y = Xti+1 et x = Xti , et en sommant sur les ti, on obtient
Eν
(∑
ti∈Dn
|G(Xti+1)−G(Xti)−
1
2
(∇G(Xti) +∇G(Xti+1)).(Xti+1 −Xti)|
)
≤ Eν
(∑
ti∈Dn
sup
z∈[Xti ,Xti+1 ]
|D2G(z)| |Xti+1 −Xti |
2
)
≤ Eν
(
sup
ti∈Dn
sup
z∈[Xti ,Xti+1 ]
|D2G(z)|
∑
ti∈Dn
|Xti+1 −Xti |
2
)
D’ou`
lim inf
n→+∞
Eν
(∑
ti∈Dn
|G(Xti+1)−G(Xti)−
1
2
(∇G(Xti) +∇G(Xti+1)).(Xti+1 −Xti)|
)
≤ Eν
(
lim inf
n→+∞
sup
ti∈Dn
sup
z∈[Xti ,Xti+1 ]
|D2G(z)|
∑
ti∈Dn
|Xti+1 −Xti |
2
)
= 0
par continuite´ des trajectoires s 7→ G(Xs) , et parce que
∑
ti∈Dn
|Xti+1−Xti |
2 est borne´
dans L2(IPν).
Comme
lim
n→+∞
1
2
Eν
(∑
ti∈Dn
(∇G(Xti+1)−∇G(Xti)).(Xti+1 −Xti)
)
existe d’apre`s la proposition 2, on en de´duit que
lim
n→+∞
Eν
(∑
ti∈Dn
G(Xti+1)−G(Xti)−∇G(Xti).(Xti+1 −Xti)
)
existe aussi et que ces deux limites sont e´gales. En particulier
lim
n→+∞
(∑
ti∈Dn
∇G(Xti).(Xti+1 −Xti)
)
existe en probabilite´ sous IPν et cette limite, note´e
∫ S
0
G(Xs)dXs est e´gale a`
∫ S
0
G(Xs)dXs = G(XS)−G(X0)−
1
2
d∑
k=1
[gk(X), X
k]S IPν − p.s.
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2) Soit (Gp) une suite de fonctions C
2
c qui converge vers F dans H
2
loc. Alors on a
d’une part
lim
p→+∞
∫
IRd
dz |∇F (z)−∇Gp(z)|
2 Uν(z) = 0 (24)
lim
p→+∞
∫
IRd
dz
d∑
k,l=1
(fkl(z)− g
(p)
kl (z))
2 Uν(z) = 0 (25)
et d’autre part
lim
n→+∞
Eν
(∑
ti∈Dn
Gp(Xti+1)−Gp(Xti)−∇Gp(Xti).(Xti+1 −Xti)
)
=
lim
n→+∞
1
2
Eν
(∑
ti∈Dn
(∇Gp(Xti+1)−∇Gp(Xti)).(Xti+1 −Xti)
)
(26)
Graˆce aux estime´es des propositions 2 et 3, on peut passer a` la limite en p dans (26),
et les e´galite´s (24) et (25) prouvent qu’a` la limite on a
lim
n→+∞
(∑
ti∈Dn
F (Xti+1)− F (Xti)−∇F (Xti).(Xti+1 −Xti)
)
=
lim
n→+∞
1
2
(∑
ti∈Dn
(∇F (Xti+1)−∇F (Xti)).(Xti+1 −Xti)
)
IPν − p.s.
En particulier ∫ S
0
∇F (Xs)dXs := lim
n→+∞
∑
ti∈Dn
∇F (Xti).(Xti+1 −Xti)
existe en probabilite´ sous IPν et on a :
F (XS)− F (X0)−
∫ S
0
∇F (Xs)dXs =
1
2
d∑
k=1
[fk(X), X
k]S IPν − p.s.
ce qui termine la preuve.

Corollaire 3 Soit F une fonction de H2loc. Pour quasi tout point x0,∫ S
0
∇F (Xs)dXs := lim
n→+∞
∑
ti∈Dn
∇F (Xti).(Xti+1 −Xti)
existe en probabilite´ sous IPx0. De plus on a la formule d’Itoˆ
F (Xt)− F (X0) =
∫ S
0
∇F (Xs)dXs +
1
2
d∑
k=1
[fk(X), X
k]S IPx0 − p.s.
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Preuve : En utilisant les arguments du corollaire 2, on peut toujours suppposer que
F est a` support compact et qu’elle ve´rifie (18) et (19) pour ν = δx0 , la mesure de
Dirac en x0, pour quasi tout x0. Alors d’apre`s le the´ore`me 1, la limite
lim
n→+∞
∑
ti∈Dn
∇F (Xti).(Xti+1 −Xti)
existe en probabilite´ sous IPx0 pour quasi tout x0, et on a la formule d’Itoˆ IPx0−p.s..

Corollaire 4 Si F ∈ W 2,p pour un p > d ∨ 2∫ S
0
∇F (Xs)dXs = lim
n→+∞
∑
ti∈Dn
∇F (Xti).(Xti+1 −Xti)
et
d∑
k=1
[fk(X), X
k]t = lim
n→+∞
d∑
k=1
∑
ti∈Dn
(fk(Xti+1)− fk(Xti))(X
k
ti+1
−Xkti)
existent en probabilite´ sous IPx0 pour tout x0. Et on a la formule d’Itoˆ (23).
Preuve : Si F ∈ W 2,p pour un p > d ∨ 2 choisi comme dans le corollaire 1, d’apre`s
l’ine´galite´ de Ho¨lder, les conditions (18) et(19) sont ve´rifie´es pour ν = δx0, pour tout
x0 ∈ IR
d. Ceci donne l’existence de l’inte´grale progressive
∫ S
0
∇F (Xs)dXs comme
limite en probabilite´ des sommes de Riemann
∑
ti∈Dn
∇F (Xti).(Xti+1 −Xti) sous IPx0
pour tout x0, et l’existence des covariations quadratiques [fk(X), X
k]S sous IPx0
pour tout k = 1, . . . , d. Ainsi la formule d’Itoˆ (23) a lieu IPx0 − p.s. pour tout x0.

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