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Circadian clocks exhibit ‘temperature compensation’, meaning that they show only small changes
in period over a broad temperature range. Several clock genes have been implicated in the
temperature-dependent control of period inArabidopsis.We show that blue light is essential for this,
suggesting that the effects of light and temperature interact or converge upon common targets in the
circadian clock. Our data demonstrate that two cryptochrome photoreceptors differentially control
circadian period and sustain rhythmicity across the physiological temperature range. In order to
test the hypothesis that the targets of light regulation are sufﬁcient to mediate temperature
compensation, we constructed a temperature-compensated clock model by adding passive
temperature effects into only the light-sensitive processes in the model. Remarkably, this model
was not only capable of full temperature compensation and consistent with mRNA proﬁles across a
temperature range, but also predicted the temperature-dependent change in the level of LATE
ELONGATEDHYPOCOTYL, a key clock protein. Our analysis provides a systems-level understanding
of period control in the plant circadian oscillator.
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Introduction
The circadian clock is an endogenous 24 h timer, found
throughout nature(McWatters and Devlin, 2011). It allows an
organism to temporally orchestrate metabolic, physiological,
biochemical and developmental processes. A deﬁning feature
of circadian clocks is the remarkable control of the clock’s
pace (the circadian period) over a physiological range of
constant temperatures, which is termed temperature compen-
sation (Dunlap et al, 2003). It is unclear whether, in general,
temperature compensation is owing to speciﬁc molecular
mechanisms that have evolved in order to provide unusually
temperature-dependent or temperature-insensitive regulation.
The obvious alternative is that there are no special molecular
mechanisms but that the clock gene network has evolved so
that the many, milder effects of temperature upon its
components produce an overall balance. This alternative
hypothesis is akin to the idea of Hastings and Sweeney (1957),
where they describe a balance of period-lengthening and
period-shortening effects.
A mathematically coherent characterisation of these
hypotheses is provided by Ruoff’s balance equation (Ruoff
et al, 1997). This applies to any differential equation model of
the clock. It asserts that the overall effect of temperature Ton
period is a sum of terms, one for each of the temperature-
dependent parameters kj, and that each of these terms is a
product of two quantities: a measure of the way in
which the period depends upon the parameter (the para-
meter’s control coefﬁcient Cj) and a measure dj of the way
the parameter depends upon T. We can write this
W¼ Pj Cjdj¼C1d1þ . . . þCsds where W measures the
change in period for a unit change in temperature. Thus, for
temperature compensation a necessary and sufﬁcient condi-
tion isW  0. In the ﬁrst hypothesis above, speciﬁcmolecular
structures have evolved so that some subset of the djs have a
signiﬁcant functional dependence upon T, which makes
the principal contribution to ensure that W  0 (for a more
extensive discussion see the Supplementary Material).
The ‘isoform switch’ mechanism that has been proposed for
theNeurospora clock (Akman et al, 2008) is an example of this.
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The relative amounts of two isoforms of FRQ protein are highly
temperature dependent (Liu et al, 1997; Diernfellner et al,
2007) and in the model (Akman et al, 2008) this provides
special terms dj for the parameters associated with the
production of the two isoforms. In the alternative hypothesis,
rather than evolving the special temperature dependencies dj,
it is the network and its control coefﬁcients Cjthat have
evolved so that W  0. In this scenario, the dj would either
come from standard thermodynamic principles for the way in
which rate constants vary with temperature or would arise
from simple molecular processes. Wewould expect them to be
simple functions of temperature, as opposed to the highly
nonlinear dependencies seen in the isoform switching
example. We will say that systems that satisfy the latter
hypothesis are network balanced. An alternative approach to
temperature compensation in Neurospora proposes that it is
owing to a balance between FRQ degradation and FRQ
synthesis. This an example of such network balancing
(Ruoff et al, 2005). Positions intermediate between these two
hypotheses where both effects have occurred are obviously
possible. In the cyanobacterial KaiABC oscillator, the
period is strongly controlled (large Cj) by an unusually
temperature-insensitive process (small dj). A recent model
argues that other processes with signiﬁcant Cjalso contribute,
and that their effects are network-balanced (Brettschneider
et al, 2010). It is currently unclear how the temperature
compensation of the plant clock works and it would clearly
be interesting to provide strong evidence for or against the
above hypotheses.
The genetic circuit of the Arabidopsis circadian clock, in
commonwith other organisms, comprises several interlocking
feedback loops (Harmer, 2009). A recent mathematical model
proposes a three-loop structure as a framework for analysis
(Pokhilko et al, 2010), though several components have still to
be located within the circuit. One loop, the morning loop,
comprises the morning expressed genes LATE ELONGATED
HYPOCOTYL (LHY) and CIRCADIAN CLOCK ASSOCIATED 1
(CCA1), the PSEUDO-RESPONSE REGULATORs PRR9 and PRR7
and night inhibitor (NI) (Pokhilko et al, 2010). LHY/CCA1
promote PRR7/9 expression, while PRR7 and PRR9 are
transcriptional repressors of CCA1/LHY (Ito et al, 2003; Farre´
et al, 2005; Salome andMcClung, 2005; Nakamichi et al, 2010).
TOC1 is thought to form a second loop, the evening loop, with
GIGANTEA (GI) and other components that are expressed in
the evening (Locke et al, 2006; Martin-Tryon et al, 2007).
A third loop is formed between morning and evening loops.
Several of these genes have been proposed as having
important roles in temperature compensation (Gould et al,
2006; Salome´ et al, 2010). This model has been recently
modiﬁed to add the evening complex (EC), comprised of LUX
(LUX ARRHYTHMO), ELF3 and ELF4 (Pokhilko et al, 2012).
The binding of the EC to the promoters of the target genes PRR9
and LUX suppresses their transcription (Nusinow et al, 2011).
In addition, TOC1 has been changed from an activator to a
repressor (Gendron et al, 2012; Huang et al, 2012; Pokhilko
et al, 2012). Both of the above mentioned mathematical
models are based solely on data from plants grown in standard
laboratory conditions close to 221C. They are able to match
much of the experimental data including altered circadian
phenotypes of mutated components.
In classical studies of temperature compensation, the focus
is on the period of the free-running oscillator, under constant
conditions. In most physiologically relevant situations, the
clock is entrained by daily environmental cycles, comprising
both light and temperature ﬂuctuations. In this work, we
hypothesised that daily cycles of light and temperature should
not disrupt each other’s entrainment effects, and that this
requirement might be most simply satisﬁed if the two signals
acted through the same machinery. The same mechanisms for
temperature input likely function also in temperature com-
pensation, suggesting that the mechanisms of temperature
compensation might in principle be linked to the mechanisms
of light input. Entraining light signals impact the plant
clock mechanism at multiple points. It has previously been
shown that cycles of either red light (RL) or blue light (BL) can
entrain the clock; reducing the ﬂuence rate of either light
quality or mutating the phy or cry photoreceptors lengthens
the circadian period (Somers et al, 1998). At least three classes
of photoreceptor proteins are involved (reviewed in Millar,
2004); the four RL photoreceptors, phytochromes (PHY) A, B,
D and E, the two BL photoreceptors, cryptochromes (CRY) 1
and 2, and the three LOV-domain, F-box proteins in the
ZEITLUPE (ZTL) family (Somers et al, 1998; Kim et al, 2007;
Baudry et al, 2010). The photoreceptors affect multiple
molecular mechanisms, including transcriptional activation
of LHY, CCA1, PRR9 and GI by the phy and cry pathways, and
degradation of PRR proteins by the ZTL family (reviewed
in Harmer (2009)).
Here, we tested the hypothesis that light and temperature
share common input mechanisms to the clock. We do this
by producing a large data set in which temperature and light
quality were varied independently. Outputs included the
scoring of circadian period in wild-type (WT) and Arabidopsis
photoreceptor mutants. We hypothesised that the dominant
temperature effects in the balance equation W¼ Pj Cjdj
discussed above are in the terms Cj corresponding to
parameters of the light input pathways with the djs just
having passive thermodynamic variation. We applied linear
regression and mixed-effects models to period estimates and
identiﬁed signiﬁcant variation in light, genotype, temperature
and marker in our data. Using statistical modelling,
we identiﬁed a strong interaction between temperature and
BL in the control of circadian period. In view of this, we
decided to test the hypothesis that temperature control is not
delivered through dedicated molecular mechanisms as in the
initial hypothesis, but is instead by network balancing through
the BL input pathway. This led to the development of a fully
temperature-compensating model of theArabidopsis circadian
oscillator simply by adding passive temperature effects
through the known BL input pathways within the context of
the Pokhilko et al, 2010 model of the clock. Remarkably, this
model was not only capable of matching multiple non-trivial
features of our data, but could also predict an unexpected and
previously unobserved change in the abundance of a key clock
protein with temperature. This success suggests that our
model captures the salient features of the plant circadian
system, which control temperature compensation, and that
our systems-level approach that considers multiple tempera-
ture-dependent processes in parallel proves a powerful
method to understand the control of period by temperature.
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Results
Temperature compensation requires blue
light and cryptochromes
Previous experiments tested light inputs to the circadian clock
close to 221C. We conducted a large experiment to measure
circadian period under multiple conditions of temperature,
photoreceptor complement and light quality, in order to test
for interactions among these regulators. Multiple, independent
transgenic Arabidopsis lines were prepared in the Columbia
(Col-0) genetic background and in the photoreceptor mutants,
cry1-304 (Mockler et al, 1999), cry2-1 (Guo et al, 1998),
phyA-211 (Nagatani, et al, 1993), phyB-9 (Reed et al, 1994) and
the cry1-304; cry2-1 double mutant. Each contained a
LUCIFERASE (LUC) reporter gene fused to a well-
characterised, circadian-controlled promoter, either from
COLD-CIRCADIAN RHYTHM-RNA BINDING 2 (CCR2, also
known as AtGRP7) or CHLOROPHYL A/B-BINDING
PROTEIN 2 (CAB2, also known as LHCB1*1). After seedlings
were grown in light–dark cycles, circadian rhythms of LUC
reporter gene activity were measured by in vivo imaging under
constant light and temperature conditions. Two seedling
groups weremeasured over 96 h, for at least three independent
transgenic lines in six genotypes and two reporter combina-
tions, in two to three biologically independent experiments, at
three temperatures (12, 17 and 271C) and three light
conditions (RL, BL, and mixed RL and BL, termed R/BL
(Figure 1 and Supplementary Figure 1, 2, 3 and 4).
The rhythmic period of each sample was calculated from the
luminescence time-series data, along with a measure of
rhythm robustness (the relative amplitude error, RAE), using
the Fast Fourier Transform—Non Linear Least Squares
(FFT–NLLS) algorithm (Plautz et al, 1997) (Figure 1B). Under
R/BL at 171C, rhythms were robust with a period of 24–25 h.
The period in WT plants was shorter at 271C and rhythmic
amplitude fell during the experiments (Figure 1A). Their
circadian rhythms at 271C were less robust than at 12 and
171C, and this was reﬂected in higher RAE values (Figure 1B),
consistent with earlier results (Gould et al, 2006). The rhythms
of WT in BL appeared more robust than in RL, with lower
variation in period values (Figure 1B and C).
To identify the sources of variation within the 2748 period
values, we used two statistical models (Pinheiro and Bates,
2000), as described in the Supplementary Methods online. The
whole data set was ﬁrst analysed using the linear mixed-effects
model (Bates and Maechler, 2011) (Supplementary Table 1),
weighting each period value by its associated uncertainty.
Variation between replicated experiments or between
independent transgenic lines was almost negligible
(Supplementary Methods online). The statistical model
including only the experimentally controlled manipulations
(ﬁxed effects, Figure 1D) accounted for almost all variation in
the data, closely replicating the arithmetic means (Figure 1C).
The CAB2 reporter (Supplementary Figure 1) had shorter
period in general than the CCR2 reporter (Figure 1), again
consistent with earlier reports (for example, Eriksson et al,
2003). The periods measured by both reporters showed a strong
interaction between light quality and temperature, which was
analysed separately in the RL and BL data using standard linear
regression (Supplementary Tables 1 and 2). The largest
interaction was between RL and 271C, because the period
lengthened in these conditions whereas in BL and R/BL the
period shortened at this temperature, leaving a 2h period
difference among the light conditions (Figure 1C and D, Supple-
mentary Tables 1 and 2). The long period at 271C is consistent
with a reduced effect of RL on period length, because it tends
towards the long period of plants in constant darkness (DD). The
shortening of period in R/BL at 271C might thus reﬂect mainly
the effect of BL on period (Figure 1C and D).
To identify the photoreceptor pathways responsible for this
temperature-dependent effect, we analysed the phenotypes of
cry1 and cry2mutants under BL. The cry1mutation singularly
had no detectable effect on period at 12 or 171C under BL
relative to WT (Figure 1D) but prevented the shortening of
period at 27 1C, resulting in a long period phenotype (cry1
26.3 h; WT 24.3 h) and a strong statistical interaction (Table I).
This suggests that cry1 is a major photoreceptor involved in
shortening the period at 271C in WTunder BL. Analysis of the
phyA and phyB mutants revealed a series of subtle tempera-
ture-dependent phenotypes (Supplementary Figure 2, Table 1,
Supplementary Tables 1, 2). For the phyA mutant, under
both R/BL and RL there was a subtle shortening of period at
low temperatures and lengthening at high temperatures. In BL,
period in phyA was shorter than WT at 12 and 171C, and
identiﬁed as having a statistical interaction at all temperatures
(Supplementary Figure 2). For phyB, a speciﬁc lengthening in
RL was observed at 271C (phyB 27.5 h; WT 26.6 h). This is
consistent with the lengthening observed in Devlin and Kay
(2000) and the temperature dependence of the phyB ﬂowering
phenotype (Halliday et al, 2003). An interaction with phyB and
BL was also identiﬁed at 17 and 27 1C causing a period
shortening, again matching observations in Devlin and Kay
(2000). The cry2 single mutant had little detectable phenotype
in BL (Supplementary Figures 3 and 4, Table I and Supple-
mentary Tables 1, 2). Both statistical analyses indicated smaller
effects of the crymutations under RL (Supplementary Tables 1
and 2), in line with previous data (Devlin and Kay, 2000).
The cry1 cry2 double mutant had a long period at all
temperatures under BL (Figure 1D) and, most remarkably,
failed to sustain robust rhythms at 271C. Rhythmic amplitude
collapsed by the second cycle (Figure 1A), only 38% of cry1
cry2 mutants (9/24 samples) returned a circadian period
estimate (compared with 42/42 in WT) and those with
estimates had high RAE values (mean 0.8±s.e.m. 0.04, cf.
WT RAE mean 0.5±0.01), indicative of weak rhythms
(Figure 1B). The CAB2 marker gave a very similar result (7/
16 cry1 cry2 samples rhythmic, 44%; Supplementary Figure 1).
The fact that not all samples returned a period would be
consistent with 271C being at or close to the temperature at
which the clock fails in the cry1 cry2 double mutant under BL.
Thus the cry1 cry2 double mutant showed more severe
phenotypes than either single mutant at all temperatures
under BL. The addition of RL in R/BL conditions supported
rhythms at 271C in all the double-mutant samples, but with a
long, 28 h period (Figure 1B and D). To summarise, our data
showed that BL controlled circadian period via cryptochromes
most strongly at 271C, suggesting that temperature effects on
the clock converged with light input pathways. While
temperature-dependent phenotypes were observed for the
phy mutants, the effects were small.
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Temperature does not affect CRY abundance in
Arabidopsis
The temperature dependence of cry-regulated circadian period
could simply reﬂect temperature-speciﬁc variation in crypto-
chrome expression or abundance. The expression proﬁles
of CRY1 and CRY2 mRNA and their cognate proteins were
therefore tested under the conditions described above, using
qRT-PCR and comparative western blotting with native
antibodies against CRY1 and CRY2 (Supplementary
Figure 5). The proﬁles showed evidence of weak circadian
rhythmicity inmRNA levels (Toth et al, 2001) but not in protein
levels. The slight tendency towards lowermRNA levels at 121C
contrasts with a tendency for the proteins to bemore abundant
at 121C. Neither level of molecular data explained the marked
requirement for cry photoreceptor function at 271C, suggesting
that temperature signals converge with light inputs down-
stream of the CRY protein accumulation.
The expression of clock genes change little
with temperature
To extend this analysis, we tested the expression of the
circadian clock-related genes, which are the ultimate targets of
both light and temperature input, using qRT-PCR assays.
Seedlings of WTand the cry1 cry2 double mutant were grown
in the conditions used above for period assays, under constant
BL at 12, 17 and 271C. WT plants showed rhythmic expression
of all the genes across the temperature range (Figure 2). A
phase advance in the mRNA rhythms at 271C relative to lower
temperatures was consistent with the period shortening
observed using reporter genes (Figure 1). Changes in the
mean levels and rhythmic amplitudes of clock gene expression
were remarkably limited. Previous results showed that LHY
transcript levels decreased with increasing temperatures
(Gould et al, 2006). These data were acquired from plants of
the Wassilewskija accession, grown under white light, using a
qRT-PCR primer set that detected only a subset of LHY gene
models, missing the gene model At1g1060.4, that was absent
from earlier genome annotations. Our current data are from
the Col-0 accession and assayed under BL conditions, using
qRT-PCR primers carefully designed to allow the ampliﬁcation
of all the gene models of LHY currently in TAIR 10. A recent
publication illustrates that there are temperature-dependent
changes at least within a subset of splice variation events in
LHY, (James et al, 2012) with spliced transcripts decreasing
with increasing temperature, at least between 20 and 41C. This
temperature-induced alteration in splice variant accumulation
is the most likely explanation for the differences between
the data presented here and the Gould et al (2006) published
data set.
The mean PRR9 mRNA level changed most with tempera-
ture, by a threefold increase from 12 to 271C, consistent with
regulated PRR9 levels having an active role in shortening the
period of WT plants. A smaller, temperature-dependent
increase in TOC1 mRNA and little change in CCA1 or GI
mRNA levels were consistent with earlier results (Gould
et al, 2006).
In contrast to WT, the loss of cry photoreceptors profoundly
altered gene expression levels. The cry1 cry2 double mutant
showed LHYand CCA1mRNA levels at 121C peaking at trough
WT expression levels, with lower fold amplitude (3.2-fold,
compared with WT 4.3-fold). Thus, rhythms in CAB2 and
CCR2 target genes were surprisingly robust in the double
mutants at 121C (Figure 1 and Supplementary Figure 1),
considering the severe molecular effects of mutating the
cryptochrome pathway (Figure 2). Clock gene expression was
arrhythmic in the cry1 cry2 double mutant at 271C, as
expected, with LHY and CCA1 mRNA levels at or below the
WT trough level.
A temperature-compensated model of the
Arabidopsis circadian oscillator
The key observation of the statistical analysis was a strong
coupling between the temperature and light input pathways of
the clock. We decided to test the hypothesis that the effects of
light and temperature converge to control common targets in
the clock. It was impossible to test intuitively whether this
hypothesis was consistent with our data on circadian period
and on molecular regulation, not least because light is known
to affect multiple processes in the clock mechanism. We
therefore asked if there is a realistic, temperature-dependent
mathematical model of the Arabidopsis circadian clock that
Figure 1 Light and temperature responses interact strongly to control circadian period. Transgenic Col-0 WT (black squares), cry1 mutant (white diamonds) and cry1
cry2 double mutant (grey triangles) seedlings carrying the CCR2:LUC reporter gene were entrained under 12L:12D cycles for 7 days, transferred at ZT 0 to 12, 17 or
271C and imaged under constant BL, RL or R/BL. (A) Representative luminescence proﬁles for plants under BL at 12, 17 and 271C. Each trace is normalised to the mean
expression level over the entire time course, error bars indicate s.e. (B) Plot of the circadian period of luminescence in each seedling sample against its RAE, where low
RAE values indicate robust rhythms. Each condition includes 16–50 samples, comprising of three independently transformed transgenic lines per genotype, tested in two
to three independent experiments. (C) Arithmetic mean periods of the data in (B). The cry1 cry2 double mutant at 271C is largely arrhythmic, denoted by a shaded
symbol, though the average period of the weak remaining rhythms is close to WT. Markers are offset to show error bars (1 s.d.). (D) Mean periods from only the ﬁxed
effects of the mixed-effect statistical model (Supplementary Table 1), which capture the variation in the data.
Table I Statistical analysis of the circadian period under BL, using linear
regression
Factors Estimate (h) s.e. P-value
Intercept 25.06 0.16 o2e–16
cry1cry2 0.85 0.25 oo0.05
phya  0.88 0.26 oo0.05
27C  1.9 0.22 o2e–16
CCR2 1.12 0.1 o2e–16
phyb:171C  0.78 0.39 0.05
cry1:271C 1.66 0.39 oo0.05
phyb:271C  1.01 0.38 o0.05
Signiﬁcant main effects and interactions are presented together with corre-
sponding P-values as retrieved by the function lm in R. The intercept term
corresponds to the reference mean period length, that is, the mean period for the
Col-0 WT measured at 121C, using the CABmarker. The estimated effect of each
signiﬁcant factor (second column) can be interpreted as the change, in hours, in
period length relative to the reference mean period.
Temperature compensation by cryptochromes
PD Gould et al
& 2013 EMBO and Macmillan Publishers Limited Molecular Systems Biology 2013 5
can reproduce the data. To test the convergence hypothesis, we
required that the effects of temperature on the clock model
were mediated by changes in the parameters associated with
light inputs. Thus, we sought to match the period and gene
expression results by introducing temperature dependence
into a highly constrained Arabidopsis clock model (Pokhilko
et al, 2010).
Previous Arabidopsis clock models have constrained period
with data produced under standard laboratory conditions,
using a temperature of around 221C (Locke et al, 2005, 2006;
Pokhilko et al, 2010). The period of our recent model (Pokhilko
et al, 2010) simulated in constant light was similar to the period
measured at 271C under BL in WT plants, so we used the
published parameter set (Pokhilko et al, 2010) to represent this
condition (Supplementary Methods). Next, we introduced
temperature dependence into the model. Several parameters
are associated with light inputs into the system. Sensitivity
analysis revealed that only a subset of these had substantial
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Figure 2 Temperature-speciﬁc effects of cry photoreceptors on the expression proﬁles of clock genes are matched in the temperature-dependent model. Measured
(solid lines, left axis) and simulated (dashed lines, right axis) mRNA expression proﬁles of clock genes in WT (black lines) and cry1 cry2 double-mutant plants (blue lines)
under constant BL. Col-0 and cry1 cry2 seedlings were grown in 12L:12D entrainment conditions for 7 days before transferring at ZT0 to constant BL and 12, 17 or 271C.
Groups of seedlings were harvested every 4 h from 72–96 h after transfer. From each tissue, sample total RNA was extracted and assayed by qRT–PCR for the
accumulation of CCA1, LHY, TOC1,GI and PRR9 relative to an internal UBIQUITIN10 (UBQ10) control. Plots represent average relative expression in each genotype for
two biological replicates, error bars indicate s.e. Simulated mRNA expression proﬁles are shown for clock model components LHY/CCA1 (top two rows), PRR9, GI and
TOC1 in the WT and cry1 cry2 double-mutant models under the same conditions. Simulated time series at 271C were normalised to match the average level of the data
at 271C, because component levels in the model are arbitrary; the levels of simulated RNAs at 12 and 171C follow from the model. As phase in LL is not well-deﬁned, the
time of peak simulated LHY/CCA1 was normalised to match the LHY data at 271C; the timing of other simulated proﬁles follows from the model.
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control coefﬁcients for period length (the quantities Ci
introduced above), indicating that they could alter period in
constant light. Two critical period-lengthening parameters
were identiﬁed, associated with LHY transcription and
translation, along with several period-shortening parameters
(Supplementary Table 3). Parameters with a small control
coefﬁcient, Ci, will have little effect on period even if they are
temperature-dependent, because the change in period owing
to temperature effects on this parameter is of the form Cidi (see
the balance equation of Ruoff (1) discussed above). Thus the
temperature effects of such parameters can be safely ignored
and one can legitimately avoid unnecessary complexity, by
only introducing temperature dependence to those parameters
associated with light inputs that have a signiﬁcant control
coefﬁcient.
As a result, seven light-regulated parameters were assumed
to be temperature dependent and the quantitative effect of
temperature on these was assumed to satisfy an Arrhenius
relationship kj¼Aje Ej/RT. These parameters control LHY/
CCA1 transcription, mRNA degradation and LHY protein
translation, degradation of TOC1 protein and its modiﬁed
form (TOC1mod), PRR7 protein degradation and GI transcrip-
tion. The prediction that the parameters associated with
LHY/CCA1 (representing LHY and CCA1) were important in
temperature compensation already has support in the litera-
ture (Gould et al, 2006), suggesting this approach had promise.
Attempts were then made to ﬁt the model to the period and
the mean mRNA expression levels in BL (Figures 1 and 2) for
the three temperatures (12, 17 and 271C), initially for the WT
data. Matching such a complex and information-rich data set
with a model is a difﬁcult task, because the data greatly
constrains the model. Such matching cannot be easily done
without using abstract mathematical understanding of the
temperature-dependent models, and the associated analytical
tools. For example, by using the calculated balance equations,
we could show that this model was capable of reproducing the
observed period lengthening of the WTat lower temperatures
(Supplementary Table 3). Even in the relatively large
parameter set of the Pokhilko et al (2010) model, the small
number of light-sensitive parameters with signiﬁcant control
coefﬁcients and the Arrhenius form of the temperature
dependence provided strong additional constraints on the
parameterisation of our temperature-sensitive clock model. It
was therefore unclear whether the model could ﬁt the
molecular data as well as the circadian periods. Importantly,
because the resulting model is so highly constrained, model
behaviours that were not ﬁtted to data are also constrained,
and thus can be regarded as predictions to test experimentally.
Experimental testing of the temperature-
dependent clock model
Figure 2 shows that the model successfully captured the key
aspects of mRNA expression in WT plants, matching the
amplitude, amplitude changes and relative phases of gene
expression at 12, 17 and 271C. LHY/CCA1 levels remained
nearly constant and mean PRR9 mRNA levels increased with
temperature, as observed.We also observed subtle increases in
TOC1 expression (Figure 2) in the simulation matching
increases in experimental data and Gould et al (2006).
One of the critical features underpinning the success of the
model was its ability to increase the levels of LHYprotein with
temperature, while mean LHY mRNA levels remained rela-
tively constant, as in the data. An increase in LHY translation
rate (parameter p1) with temperature, speciﬁed by the ﬁtting
procedure, resulted in a net increase in LHY protein
(Figure 3A). This result was surprising, because parameter
p1 (and the LHY transcription rate) had the strongest period-
lengthening control coefﬁcients (Supplementary Table 3).
Increasing these parameters alone lengthens period in the
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Figure 3 Predicted and observed temperature effects on LHY protein
abundance. (A) Model simulation of LHY protein expression proﬁles at 121C
(black dotted line) and 271C (grey line) in WT. (B) LHY protein levels from plant
extracts assayed by western blotting. Col-0 seedlings were entrained under
12L:12D cycles for 7 days, before transferring at ZT0 to 12 or 271C in constant
BL. Plant tissue was harvested every 4 h from 72–96 h after transfer. From each
tissue sample, total protein was extracted and assayed by western blotting for the
accumulation of LHY protein. RPN10 was used as loading control. A reference
sample (Ref., containing moderate levels of LHY protein) was loaded onto each
blot to allow normalisation among blots. (C) Quantiﬁcation of LHY protein levels.
Mean LHY protein levels were determined from biological triplicate samples; error
bars, 1 s.e.m. (D) Model simulation of LHY protein expression in the WT at 271C
(black line) and the cry1 cry2 double mutant (dotted line). (E) LHY protein levels
from plant extracts assayed by western blotting. Treated as described in
Figure 2F, for WT at 271C and the cry1 cry2 mutant at 271C. (F) Quantiﬁcation
of LHY protein level WT at 271C (black line) and cry1 cry2 mutant at 271C
(grey line). Protein levels were determined from triplicates, error bars, 1 s.e.m.
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model, yet the circadian period in the plant shortens with
temperature (Figure 1).
To test this prediction, we measured LHY protein levels
through 24 h in BL using western blot analysis. The peak of
LHY protein at both 12 and 271C is consistent with the LHY
mRNA (Figure 2) with the protein peak lagging mRNA
expression peak. Our experimental data matched the predic-
tion, as peak LHY levels were 2.7-fold higher at 271C than at
121C (Figure 3B and C). The rise in PRR9 mRNA expression
levels in the model with increasing temperature was owing to
the increase in LHY protein, rather than any temperature-
dependent increase in the parameters governing PRR9
transcription. LHY has been experimentally shown to activate
PRR9 transcription (Farre´ et al, 2005; Salome et al, 2005) and
this regulation was included in the model (Pokhilko et al,
2010). Thus, our model captured the behaviour of the
Arabidopsis circadian oscillator across a broad temperature
range, and correctly predicted an observed rise in LHYprotein
levels with temperature. This analysis strongly supports our
hypothesis that at a systems level, temperature compensation
is primarily effected through temperature-dependent modula-
tion of light input pathways into the morning loop of the clock.
Using the model to test the temperature-
dependent effects of the cry mutants
Loss of both cryptochromes severely alters light signalling,
resulting in long-period, lower-amplitude oscillations at 121
and 171C and completely abolishing rhythms at 271C (Figures
1 and 2). We therefore tested the extent to which these data
constrain the temperature-dependent model. We made three
assumptions, ﬁrst considering only the same set of light-
dependent parameters as above. Second, the parameter values
must rise with temperature, following the Arrhenius relation-
ships in the model. Third, the loss of photoreceptor activity in
the mutants was assumed to limit the rate of light-dependent
processes, reducing or increasing (depending on the para-
meter) their parameter values relative to WT. No single
parameter change could match the data (Supplementary
Information), consistent with the notion that cryptochromes
affect multiple, relevant processes. The model structure
was sufﬁcient to match the 271C mutant phenotype
(Supplementary Figure 6 and Supplementary Table 4).
The model also predicted that in the cry1 cry2 double-mutant
LHY protein levels at 271C would be low and arrhythmic.
This raises the question of whether the lowprotein levels could
be an outcome of low LHY mRNA levels. Interestingly, the
mathematical model suggests that this is not the case as model
LHYmRNA levels at 271C, though lower than peak WT levels,
are still not nearly as low as the data suggests, Figure 2.
We have analysed whether switching to the more recent
clock model of Pokhilko et al (2012) would lead to improve-
ment of the ﬁts of the mathematical model to data. In
particular, it is natural to ask whether the experimentally
conﬁrmed negative feedback of TOC1 on LHY mRNA would
aid this. We conclude that switching models would lead to
some improvement of the ﬁts (e.g., that of LHYmRNA), but at
the expense of others. The resulting trade-offs are presented
in Table II. Most importantly, an attempt to create a WT
temperature-compensated clock model from Pokhilko et al
(2012) would potentially not be able to capture one of the two
striking features of the WT data at lower temperature: the
increased period and the decreased PRR9 mRNA at the lower
temperature. A detailed description of the analysis to back
up these statements (and those in Table II) is given in the
Supplementary Information (Supplementary Figures 7–11 and
Supplementary Table 6).
The modelling results suggest that CRY1 and CRY2 were
regulating multiple transcription and degradation parameters,
including at least a subset of the model’s seven temperature-
dependent processes, and possibly others (discussed below).
Simulating the temperature-dependent effects
of other clock mutants
To further our tests of the temperature-dependent model,
simulations were carried out for known temperature-compen-
sation mutants. CCA1 and LHY have previously been
identiﬁed as having a role in temperature compensation with
CCA1 functioning at low temperatures and LHY at high
temperatures (Gould et al, 2006). In the Pokhilko model, the
LHY and CCA1 are treated as a single factor called LHY
(Pokhilko et al, 2010). Therefore, we simulated the lhy cca1
double mutant by reducing the translation of LHY to zero. The
simulation identiﬁed that a residual short-period oscillator
was still functional in the double mutant and that the mutant
was still capable of temperature compensation; this seemed
surprising, therefore, we tested the prediction identifying a
close match with experimental data, thus further validating
our model (Supplementary Figure 12A–D). It also predicted
the subtle reduction in rhythm robustness at lower tempera-
tures. Similarly the prr7 prr9 double mutant has been shown to
have a temperature-dependent phenotype (Salome´ et al, 2010),
with period increasing and rhythm robustness decreasing with
a rise in temperature. When the prr7 prr9 double mutant was
simulated by reducing the translation parameters (of PRR7 and
Table II Summary of the ﬁt of the temperature-dependent cry1cry2 mutant model to 271C data and the improvements that can be made by switching the underlying
model structure to that of the (Pokhilko et al (2012)) model
Characteristics Fit of temperature-dependent model at 271C Improvements by switch to Pokhilko et al (2012) model
LHY mRNA and protein mRNA levels are too high compared with data
while protein levels show a good match.
Can be improved at the expense of worse ﬁt for two out of three
following mRNAs: PRR9, TOC1 and GI. Choice of which two
depends on choice of parameters.
PRR9 and TOC1 mRNA Good
GI mRNA Shape is good but levels are too low. Any improvement comes at the expense of the PRR9 mRNA ﬁt.
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PRR9, only) close to zero, a temperature-compensation
phenotype was produced that qualitatively matched that of
the published mutant (Salome´ et al, 2010). The simulation
showed period lengthening with a rise in temperature and a
dampening in rhythm robustness (Supplementary Figure
12E–G). Although temperature-dependent phenotype was
correctly predicted, the model underestimated the absolute
period value byB2.5 h across the temperature range. This is
removed in Supplementary Figure 12G because this under-
estimate follows from the dynamics of the P2010 model that
models 271C in the WTas this also underestimated the period
of the prr7 prr9 mutant.
Discussion
Light and temperature signalling control many plant physio-
logical processes in common, such as growth, germination and
ﬂowering (Penﬁeld, 2008). The circadian system’s unusually
robust control of its rhythmic period is thought to maintain
accurate timing under a range of environmental conditions,
matching the constant period of the Earth’s rotation. Likewise,
circadian period is only modestly affected by the ﬂuence rates
of constant white light used in laboratory studies, until very
dim light levels are reached (Somers et al, 1998). Either red or
blue photoreceptor pathways alone are sufﬁcient to support
similar rhythms (Figure 1), and previously it had been shown
that plants lacking both cryptochromes (Devlin and Kay, 2000)
or all phytochromes retained circadian rhythms in constant
WL (Strasser et al, 2010).
Most recent work on temperature compensation focuses on
the effects of speciﬁcmolecular components. Here, we adopted
a different systems-level approach that produced a tempera-
ture-dependent model of the Arabidopsis clock. The model
was highly constrained by previous data acquired in standard
conditions around 221C and by our initial, information-rich
data set on temperature effects on the circadian period and
mRNA proﬁles of WT plants. This model produced a speciﬁc
non-trivial molecular prediction that was validated. This
validation provides evidence that temperature compensation
in plants is based on the network-balancing model, rather than
relying on unusually temperature-(in)sensitive components.
It should be noted that Arrhenius relations typical
of elementary chemical processes were used to model
the temperature dependence of parameters. However, the
effect is to produce parameters that vary roughly linearly with
temperature, that is, kj¼ k0j þ k1j T. A similar temperature
dependence could be produced by complex molecular
processes, for example, degradation of mRNA could be
increasingly aided at higher temperatures by nonsense-
mediated degradation of splice-defective mRNA. In fact,
evidence at least for temperature regulation of splice-defected
mRNA has been identiﬁed for a number of clock genes (James
et al, 2012) and this may well contribute to the balancing
of transcription rates and mRNA degradation.
Our experimental results showed an unexpected interaction
between light quality and temperature regulation. At warmer
temperatures, we found that BL was essential for maintenance
of period, and that WT plants had a 2h longer period in RL
than BL (Figure 1). Under BL and R/BL, circadian period
decreased in the WT as temperature increased. The tempera-
ture independence of period in the cry1 mutant (Figure 1)
suggests that ‘perfect’ compensation is achievable. Therefore,
there might be an evolutionary advantage in the WT plant’s
controlled change of period, possibly in globally changing the
circadian phase of clock-regulated processes to occur earlier in
the day when temperatures are warmer. Intriguingly, the
desert succulent K. fedtschenkoi also has a clock that oscillates
with a short period (Anderson and Wilkins, 1989). The
long period phenotype in the cry mutants at 271C under
R/BL, therefore, suggests an important role of the cry1 and
cry2 BL receptors in temperature compensation. Crypto-
chromes were absolutely required for robust oscillatory
behaviour at 271C, in a striking parallel with previous work
in Drosophila (Kaushik et al, 2007).
One surprising observationwas that clear circadian rhythms
in the clock outputs CCR2 and CAB2 were observed at 12 and
171C under BL in the cry1 cry2 double mutant (Figure 1). The
molecular rhythms of clock component RNAs were more
strongly affected (Figure 2), though LHY and CCA1 retained
rhythmicity with only slightly lower fold amplitude than in
WT. This is not without precedent, as clear oscillations with
near-normal periods were observed in constant far-red light,
despite major shifts in the levels of clock gene mRNAs
(Wenden et al, 2011). Complex output pathways that include
nonlinear feedback structures can, in general, ﬁlter and
potentially amplify rhythmic signals, and these structures are
present in the control of CCR2 and CAB2. The EPR1
transcription factor, for example, is rhythmically expressed,
controls CAB2 expression and shows autoregulation
(Kuno et al, 2003). The CCR2 RNA-binding protein, likewise,
contributes to the control of CCR2 mRNA levels (Scho¨ning
et al, 2008).
This interaction between light and temperature is unlikely to
be through a direct temperature regulation of photoreceptor
abundance as neither CRY mRNA or protein levels was
dependent on temperature (Supplementary Figure 4). Instead,
our mathematical analysis showed that the gene circuit of the
clock model described previously (Pokhilko et al, 2010) could
support the period control observed in WT plants, with the
major effects of temperaturemediated through a small number
of light-sensitive processes (parameters). However, not only
could we show that control of the model’s period was
achievable in principle, but in practice the predicted deviations
of period across our experimental range closely matched those
we observed in WT. The model was neither designed for
temperature input nor constructed with data from varying
temperature, so this result was not guaranteed. This repre-
sented the more general hypothesis that light-responsive
processes were the most important temperature inputs, which
was suggested by the strong effects of the photoreceptors in
our experimental data. Added justiﬁcation for this hypothesis
comes from the fact that almost all the genes previously
implicated in the control of period by temperature (LHY, CCA1,
GI, PRR9 and PRR7) are light-responsive at either the
transcriptional or, for PRR7, the protein level (Gould et al,
2006; Salome´ et al, 2010). However, in suggesting this
hypothesis, we are not ruling out that other components of
the clock are temperature dependent, indeed we would expect
this to be the case. We are proposing that the balance equation
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W¼ Pj Cjdj is dominated by the effect of the parameters
associated with light input pathways.
The model simulations predicted non-trivial changes in
clock components across our experimental temperature range.
The most notable of these was that LHY protein levels would
increase with rising temperature. Remarkably, we conﬁrmed
this temperature-induced change (Figure 3), which was
consistent with James et al (2012) where similar tempera-
ture-dependent changes where observed between 20 and 41C
(James et al, 2012). The increased LHY protein at 271C is
presumably active, as it correlated with higher levels of its
target gene, PRR9 (Figure 2). This demonstrated that
our model captures essential features of the in vivo tempera-
ture-compensation mechanism in WT plants. It does so
without any unusual temperature-dependent steps, suggesting
that the plant clock is network-balanced.
Model analysis was essential, because no simple molecular
hypothesis accounts for all the data. Increasing LHY levels are
expected to lengthen period: the period shortening of plants
with reduced LHY or CCA1 is well established (Gould et al,
2006) and consistent with this, increasing LHY translation in
themodel-lengthened period (the control coefﬁcient for period
is positive, Supplementary Table 3). However, rising tempera-
ture increased LHY levels in the plants (Figure 3) but shortened
period (Figure 1). This increase in LHY levels at 271C is
consistent with previous experimental evidence that the lhy
mutant has a more severe effect on period at higher
temperatures (Gould et al, 2006), which had seemed
paradoxical. PRR9 overexpression can shorten period but also
reduces LHY and CCA1 mRNA levels in constant light
(Matsushika et al, 2002). The fact that LHY and CCA1 mRNA
levels did not change with temperature (Figure 2) strongly
suggests that another temperature-dependent process abro-
gated the effect of increased PRR9 expression at 271C. Thus
temperature effects on multiple processes were required to
explain the data, in line with the network-balancing hypoth-
esis, and these could only be integrated using the model
analysis.
Our novel data and theoretical analysis strongly support a
notion that light and temperature affect the clock by a common
regulatory pathway, that impacts upon multiple points in the
clock gene network. This convergence may be an important
design principle for clocks to perform robustly over a wide
variety of environments (Edwards et al, 2010). An obvious
justiﬁcation is the strong correlation between daily light and
temperature cycles in the environment, which might drive
such signalling convergence as an operating principle
of environmental sensing. Hence, it might be no surprise that
warm temperature and light pulses have similar resetting
effects on circadian clocks across many organisms (Dunlap
et al, 2003).
Using our temperature-dependent model, we took a
systems-level approach to uncover the mechanism of tem-
perature-dependent arrhythmia in the cry1 cry2 double
mutant. This analysis conﬁrmed that cryptochromes affect
the clock by regulating multiple light/temperature-dependent
parameters, involved in both transcriptional regulation and
protein degradation. The notion that cryptochromes have non-
transcriptional effects on the clock is consistent with the severe
effects of the cry1 cry2 double mutant. In contrast, the most
highly temperature-regulated of the transcriptional targets,
PRR9, can be overexpressed or mutated with only mild effects
(Matsushika et al, 2002; Eriksson et al, 2003). CRYproteins are
not known to interact directly with plant clock proteins except
for the interaction of CRY1 with ZTL reported from assays in
yeast (Jarillo et al, 2001). The known inhibition of COP1
by cryptochromes (reviewed in Lin and Shalitin (2003) could
be introduced as a new temperature-regulated process in a
future, more complex model. For example, a clock protein(s)
might be marked for degradation by COP1-mediated
ubiquitination, in the manner reported for ELF3 (Yu et al,
2008), but in a cry- and temperature-dependent manner.
In view of the recent discovery that TOC1 functions as a
repressor (Gendron et al, 2012; Huang et al, 2012) and the
incorporation of this into a revised model (Pokhilko et al,
2012), it is natural to ask whether the newmodel would enable
an improved ﬁt to the expression data for the cry1 cry2 double
mutant. As discussed above, we note that the analysis
presented in the Supplementary Methods suggests that
although some improvement of the ﬁts can be obtained by
using the later model, this is only at the expense of others.
One observation from our data is that the cry1 cry2 double
mutant was not completely arrhythmic, in fact, 38% of the
samples returned a rhythmic value for their expression of
CCR2. The FFT-NLLS analysis method identiﬁes a minority of
near-circadian periods with high RAE in the ﬂuctuating
expression patterns of all arrhythmic mutants, such as elf3
(Hicks et al, 1996). However, the remaining rhythms could
also be explained from our model. In BL, the cry1 cry2 double
mutant at 12, 17 and 271C is close to a Hopf bifurcation
(see discussion in Supplementary Material). This means that
by small alterations in some of the parameters one can change
the damped oscillations to a sustained oscillation or vice versa.
At 121C, the data and model suggest that there is a relatively
low amplitude limit cycle and therefore sustained oscillations.
At 271C, the model suggests that the system is so close to a
Hopf bifurcation that one should expect to see a mixture of
behaviours for the experimental system.We believe that this is
why we observe that at 271C B40% of cry1 cry2 mutant
samples are still rhythmic and with period lengths clustered
around the WT, rather than a completely arrhythmic
phenotype.
Inevitably, both mathematical models suffer from limita-
tions that arise from lack of knowledge and uncertainty about
speciﬁc connections in the system (Pokhilko et al, 2012). In
particular, the identity and detailedmechanism of the assumed
acute light activation of LHY, PRR9 and GI transcription after
dawn remains to be clariﬁed. In addition, the modelling of the
sequential activation of the transcription of the PRRs by each
other and by LHY/CCA1 protein to reproduce the experimen-
tally observed wave of PRR9, PRR7 and PRR5 (NI) inhibitors is
only partially supported by data (Farre´ et al, 2005) and remains
to be elucidated. The mechanistic details of the inhibition of
LHY/CCA1 by TOC1 are currently unknown. Recent data
suggest the involvement of additional proteins in the regula-
tion of gene expression by LHY and CCA1 (Lau et al, 2011)
and these are not included in these models. Although they are
included in the 2012 model, the exact mechanisms of
the formation of the protein complexes between ELF3 and
ELF4, ELF3 and GI, and between ELF3, ELF4, LUX (EC) and
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their functional signiﬁcance need to be further elucidated. In
the 2012model, it is assumed that post-translational regulation
of ELF3 protein complexes is by different forms of the COP1
ubiquitin E3ligase. The details of this are unknown and the
dynamics of COP1-containing complexes awaits further
elucidation. Improvement of future mathematical models will
rely on improved understanding of interactions as above and
on measurements of the stoichiometry, modiﬁcation,
dynamics and abundance of multiprotein complexes.
The arrhythmia seen in the cry1 cry2 double mutants
observed at 271C has striking parallels in other systems. The
ﬂy cryptochrome (dCRY) mediates temperature signalling
to the clock by interacting with the clock protein Timeless
(Kaushik et al, 2007), leading to Tim degradation, as well as
mediating light signalling via Tim and the F-box protein Jetlag
(Peschel et al, 2009). Cryptochromes of Arabidopsis and
Drosophila are not orthologous, because their protein
sequences derive from different branches of the photolyase
gene family (Cashmore et al, 1999). In mouse, a cry double
mutant causes arrhythmia (van der Horst et al, 1999) but their
role as circadian photoreceptors is controversial. Recently,
Rhodopsin has also been implicated in temperature sensing in
Drosophila (Shen et al, 2011). Thus, cryptochromes and light
sensors have been co-opted across different kingdoms to have
important roles in sensing temperature and sustaining
circadian rhythms, although the molecular mechanisms
through which crys interact with the clock architecture appear
to be unique in plants and animals.
Materials and methods
Plant material
All the mutants used are in the Col-0 background. The mutant alleles
used were cry1-304 (Mockler et al, 1999), cry2-1(Guo et al, 1998),
phyA-211 (Nagatani et al, 1993) and phyB-9 (Reed et al, 1994). The
multiple photoreceptor mutant cry1 cry2 was described previously
(Mockler et al, 1999, 2003). The CCR2:LUCþ transgene was
transformed into both mutant and WT plants using an Agrobacter-
ium-mediated ﬂoral dip method (Davis et al, 2009). For each mutant,
at least three independent lines were characterised.
Growth conditions and rhythm analysis
Seeds were surface-sterilised, kept at 41C for 2–4 days, and grown for
experiments on solid Murashige and Skoog (MS) medium containing
3% sucrose and 1.5% agar (for imaging) or 2% agar (for RNA
samples) at 221C in 12L:12D cycles of white light at 80mmolm 2 s 1,
as described previously (Gould et al, 2009). Seedlings were transferred
to constant conditions at ZT0. Temperature during each experiment
was monitored using Hobo temperature loggers (Onset Computer,
Bourne, MA). The illumination within the cabinet was provided
by either a RL LED array (30mmolm 2 s 1), a BL LED array
(30mmolm 2 s 1) or a R/BL mixed array (20 mmolm 2 s 1 RL,
20mmolm 2 s 1 BL). Luminescence levels of groups of seedlings
(10–20 seedlings) were analysed by low-light imaging as described
previously (Gould et al, 2006), normalising levels to the mean LUC
activity over the whole time course for each group. Time-series data
from imaging assays were analysed as described (Hall and Brown,
2007) using FFT–NLLS (Plautz et al, 1997) through the Biological
Rhythms Analysis Software Suite v3 (Edwards et al, 2010) (available
from www.amillar.org), or through the online BioDare interface
(www.biodare.ed.ac.uk). To avoid light-driven responses and ensure
consistency across all experiments, 96 h of datawere analysed for each
plant starting from ZT12, retaining any rhythm estimates with 15–35 h
period. Arrhythmia was deﬁned as a failure of FFT-NLLS to identify
any period in this range. The raw data are available from the BioDare
database, http://www.biodare.ed.ac.uk, for speciﬁc experimental
IDs see Supplementary Table 7. The data have also been included as
Supplementary Data with this manuscript.
RNA analysis
Plants entrained in 12L:12D for 7 days at 221C were transferred to
constant BL at 12, 17 and 271C. After 72 h in constant conditions,B100
seedlings were harvested every 4 h for the next 24 h and frozen
immediately in liquid nitrogen. Total RNAwas extracted using RNeasy
plant mini kit (Qiagen, Crawley, UK) following the manufacturer’s
instructions. RNA was extracted from two biological repeats. A 1mg
portion of total RNA was reverse transcribed using the QuantiTect
Reverse Transcription Kit (Qiagen) according to the manufacturer’s
instructions. The qRT-PCR reactions were set up using a liquid
handling robot (Freedom Evo; Tecan, Reading, UK) and assayed in a
Lightcycler 480 system (Roche, Burgess Hill, UK). Each 10ml reaction
contained 1ml cDNA (1/5 dilution), 5 ml LightCycler 480 SYBR green
master mix (Roche) and 0.3mM of each gene-speciﬁc primer
(Supplementary Table 5). New primers were designed using Perlpri-
mer (Marshall, 2004). Data were analysed with Roche Lightcycler
480SW 1.5 software, using the 2nd derivativemaximummethod. Each
cDNA sample was assayed in technical triplicate assays. Relative
mRNA levels were obtained from a standard curve during the
qRT–PCR. The relative RNA level for each sample was calculated:
Relative mRNA¼ relative measure of candidate mRNA/relative
measure of UBQ mRNA.
Protein analysis
CRYand LHY proteins were extracted from plants grown as described
above. The extraction and separation methods used are described in
Devlin et al (1992). The CRYproteinswere separated and detectedwith
the native antibodies against CRY1 and CRY2 previously described
(Zeugner et al, 2005), as detailed in the Supplementary Methods
online. More detailed information of LHY protein detection can be
found in the Supplementary Methods online.
Computational methods
Sensitivity analysis and period estimation for simulations were
performed in the Time Series Sensitivity Analysis MATLAB package,
described in Rand (2008) and freely available from http://www2.war-
wick.ac.uk/fac/sci/systemsbiology/software/. Starting parameter
values and model equations were taken from Pokhilko model
(Pokhilko et al, 2010), available from the BioModels database as
BIOMD000273, and from the Plant Systems Modelling repository,
www.plasmo.ed.ac.uk. Some parameter values and model equations
were modiﬁed to replicate experimental data, as described in
the Supplementary Methods online. The models presented here will
be available from the same locations upon publication.
Identifying sources of variation
To determine the possible sources of variation in the present data, we
used both standard linear regression models and linear mixed-effects
models (Pinheiro and Bates, 2000) as described in the Supplementary
Methods online. The estimated period lengths were treated as the
response variable and the different factors studied as the covariates.
The latter were divided into ﬁxed effects (light, temperature, marker
and genotype) and random effects (experimental replicates and lines).
Inference was performed using the functions lm (R Development Core
Team, 2011) and lmer (Bates and Maechler, 2011) implemented in the
open source statistical programming environment R, freely available
from http://www.R-project.org/.
Accession numbers
LHY, At1g01060; CCA1, At2g46830; PRR9, At2g46790; PRR7,
At5g02810; GI, At1g22770; TOC1, At5g61380; CRY1, At4g08920;
CRY2, At1g04400.
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Supplementary information
Supplementary information is available at the Molecular Systems
Biology website (www.nature.com/msb).
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