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Abstract
Let A be a unital commutative associative algebra over a field of characteristic zero, k be a Lie
algebra, and z a vector space, considered as a trivial module of the Lie algebra g := A ⊗ k. In this
paper, we give a description of the cohomology space H2(g, z) in terms of well accessible data asso-
ciated to A and k. We also discuss the topological situation, where A and k are locally convex algebras.
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Introduction
Let A be a unital commutative associative algebra over a field K with 2 ∈ K× and k be a K-Lie algebra.
Then the tensor product g := A⊗ k is a Lie algebra with respect to the bracket
[a⊗ x, a′ ⊗ x′] := aa′ ⊗ [x, x′].
Let z be a vector space, considered as a trivial g-module. The main point of the present paper is to
give a description of the set H2(g, z) of cohomology classes of z-valued 2-cocycles on the Lie algebra g in
terms of data associated to A and k which is as explicit as possible.
We consider z-valued 2-cochains on g as linear functions f : Λ2(g)→ z. Such a function is a 2-cocycle
if and only if it vanishes on the subspace B2(g) of 2-boundaries, which is the image of the linear map
∂ : Λ3(g)→ Λ2(g), x ∧ y ∧ z 7→ [x, y] ∧ z + [y, z] ∧ x+ [z, x] ∧ y.
In view of the Jacobi identity, B2(g) is contained in the subspace Z2(g) of 2-cycles, i.e., the kernel of the
linear map bg : Λ
2(g)→ g, x ∧ y 7→ [x, y]. The quotient space
H2(g) := Z2(g)/B2(g)
1
is the second homology space of g.
A 2-cocycle f is a coboundary if it is of the form f(x, y) = dgℓ(x, y) := −ℓ([x, y]) for some linear map
ℓ : g → z. We write B2(g, z) for the set of 2-coboundaries and Z2(g, z) for the set of 2-cocycles. This
means that a coboundary vanishes on Z2(g). If, conversely, a 2-cocycle vanishes on Z2(g), then there
exists a linear map α : im(bg) = [g, g] → z with f = −b
∗
gα, and any linear extension ℓ of α to all of g
yields f = dgℓ. This leads to the following description of the second z-valued cohomology group
H2(g, z) := Z2(g, z)/B2(g, z) ∼= Lin(H2(g), z) →֒ Lin(Z2(g), z).
From this picture, it is clear that we obtain a good description of H2(g, z) if we have an accessible
description of the space Z2(g) and its subspace B2(g), hence of the quotient space H2(g). Our goal is a
description of this space and the cocycles in terms of accessible data attached to the commutative algebra
A and the Lie algebra k. For a K-vector space V , we identify the second exterior power Λ2(V ), resp., the
second symmetric power S2(V ) with the corresponding subspaces of V ⊗ V . Accordingly, we put
x ∧ y :=
1
2
(x⊗ y − y ⊗ x) ∈ Λ2(V ) and x ∨ y :=
1
2
(x⊗ y + y ⊗ x) ∈ S2(V )
and obtain V ⊗ V = Λ2(V ) ⊕ S2(V ). For the commutative algebra A, we have a natural decomposition
S2(A) ∼= A ∨ 1 ⊕ IA, where IA ⊆ S
2(A) is the kernel of the multiplication map S2(A) → A. The first
step, carried out in Section 2, is to show that by identifying A with A ∨ 1 ⊆ S2(A), we obtain a linear
isomorphism
P = (p1, p2, p3) : Λ
2(g)→ (Λ2(A) ⊗ S2(k))⊕ (A⊗ Λ2(k)) ⊕ (IA ⊗ Λ
2(k)), (1)
restricting to a linear isomorphism
Z2(g)→ (Λ
2(A)⊗ S2(k)) ⊕ (A⊗ Z2(k))⊕ (IA ⊗ Λ
2(k)). (2)
Now each alternating map f : Λ2(g)→ z is represented by three maps
f1 : Λ
2(A) ⊗ S2(k)→ z, f2 : A⊗ Λ
2(k)→ z, and f3 : IA ⊗ Λ
2(k)→ z, (3)
determined by f =
∑3
j=1 fj ◦ pj in the sense of (1). Since two cocycles define the same cohomology
class if and only if they coincide on the subspace Z2(g) of Λ
2(g), any cohomology class [f ] ∈ H2(g, z)
is represented by the triple (f1, f
′
2, f3), where f
′
2 := f2|A⊗Z2(k). Conversely, three linear maps f1, f2 and
f3 as in (3) define a cocycle if and only if f :=
∑3
j=1 fj ◦ pj vanishes on B2(g). The main result of the
present paper is Theorem 3.1 which makes this condition more explicit as follows:
(a) The alternating linear map f˜1 : A × A → Sym
2(k, z) defined by f˜1(a, b)(x, y) := f1(a ∧ b ⊗ x ∨ y)
has values in the set Sym2(k, z)k of invariant symmetric bilinear maps and f1 vanishes on T0(A)⊗ (k∨ k
′),
where
T0(A) := span{ab ∧ c+ bc ∧ a+ ca ∧ b− abc ∧ 1 : a, b, c ∈ A}
and k′ := [k, k] denotes the commutator algebra of k.
(b) For the map f˜2 : A→ Alt
2(k, z) defined by f˜2(a)(x, y) := f2(a ∨ 1⊗ x ∧ y), we have
dk(f˜2(a))(x, y, z) = −f˜2(a)(∂(x ∧ y ∧ z)) = f˜1(a,1)([x, y], z) for all a ∈ A, x, y, z ∈ k,
with the Lie algebra differential dk : C
2(k, z) = Alt2(k, z)→ Z3(k, z).
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(c) f3 vanishes on IA ⊗ (k× k
′).
Note that these conditions imply that the two maps f1 ⊕ f2 and f3 are also cocycles, whereas f1 and
f2 are cocycles if and only if f1 vanishes on (A ∧ 1) ⊗ (k ∨ k
′), which, in view of (b), means that f˜2(A)
vanishes on B2(k), i.e., f˜2 has values in the space Z
2(k, z) of z-valued 2-cocycles on k. Cocycles of the form
f1 ⊕ f2, where f1 and f2 are not cocycles, are called coupled. All coboundaries are of the form f = f2
(f1 = f3 = 0), so that the cohomology class of a coupled cocycle contains only coupled cocycles.
We show that g possesses non-zero coupled 2-cocycles if and only if the image of the universal deriva-
tion dA : A → Ω
1(A) is non-trivial and k possesses a symmetric invariant bilinear form κ for which the
3-cocycle Γ(κ)(x, y, z) := κ([x, y], z) is a non-zero coboundary. The map Γ: Sym2(k)k → Z3(k) is called
the Koszul map (cf. [Kos50], §11; see also [ChE48], p.113). Calling an invariant symmetric bilinear form
κ ∈ Sym2(k)k exact if Γ(κ) is a coboundary, this means that k possesses exact invariant bilinear forms κ
with Γ(κ) non-zero. Note that this is not the case if k is finite-dimensional semisimple, so that there are
no coupled cocycles in this case.
Our approach leads us to an exact sequence of the form
{0} → H2(g/g′)1,3 ⊕ Lin(A,H
2(k))
Φ
−−−−→H2(g)
Ψ
−−−−→Lin((Ω1(A), dA(A)), (Z
3(k)Γ, B
3(k)Γ))→ {0},
which is the main result of Section 4. Here H2(g/g′)1,3 denotes the set of alternating bilinear forms on
g/g′ ∼= A⊗ k/k′ of the form f1 + f3, and for two pairs (X,X
′) and (Y, Y ′) of linear spaces with X ′ ⊆ X
and Y ′ ⊆ Y we write
Lin((X,X ′), (Y, Y ′)) := {f ∈ Lin(X,Y ) : f(X ′) ⊆ Y ′},
so that we have Lin(X,Y ) = Lin((X,0), (Y,0)), and we put Z3(k)Γ := im(Γ) ⊆ Z
3(k) and B3(k)Γ :=
B3(k)∩ im(Γ). From the exact sequence, it follows that a crucial part of the description of H2(g) lies in an
understanding of the spaces Z3(k)Γ and B
3(k)Γ. In an appendix, we show that the map γ : Sym
2(k)k →
H3(k), induced by the Koszul map Γ, is part of an exact sequence
{0} → H2(k)→ H1(k, k∗)→ Sym2(k)k
γ
−−−−→H3(k)→ H2(k, k∗)→ H1(k, Sym2(k)), (4)
which implies that for the space Sym2(k)kex = kerγ of exact invariant forms we have
Sym2(k)kex
∼= H1(k, k∗)/H2(k) and im(γ) ∼= Sym2(k)k/ Sym2(k)kex
∼= Z3(k)Γ/B
3(k)Γ.
In Section 5, we give an example of a non-trivial coupled 2-cocycle and in Section 6 we explain how
our results can be used for the analysis of continuous cocycles if K ∈ {R,C} and A and k are locally
convex spaces with continuous algebra structures. Then g = A⊗k carries the structure of a locally convex
Lie algebra, and we are interested in the space H2c (g, z) of cohomology classes of continuous 2-cocycles
with values in a locally convex space z modulo those coboundaries coming from continuous linear maps
g → z. The main difficulty in applying the algebraic results in the topological context with an infinite
dimensional Lie algebra k is the possible discontinuity of a linear map h : g→ z bounding an algebraically
trivial 2-cocycle.
If k is a finite dimensional semi-simple Lie algebra and A a topological algebra, then the continuous
second cohomology space H2c (g,K) has been determined in [Ma02] as Z
1
c (A,K) ⊗ Sym
2(k,K)k, where
Z1c (A,K) denotes the space of continuous K-valued cyclic 1-cocycles on A (see [KL82] for the algebraic
case). As any exact form vanishes on a semi-simple Lie algebra, there are no coupled cocycles in this
case.
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The main previous contributions to the investigations of H2(g) for g = A ⊗ k and arbitrary k and A
are the articles by Haddi [Ha92] and Zusmanovich [Zus94]. Both offer a description of H2(g) in terms
of (sub- or quotient) spaces. Haddi [Ha92] uses the projection s2 : H2(g) → H2((Λ
∗(g)k, ∂)) of H2(g) to
the homology of the quotient complex of k-coinvariants and computes kernel and cokernel of this map.
The cokernel of s2 is isomorphic to g
′/[g, g′], and the kernel is isomorphic to (A⊗H2(k, k
′))⊕D(A, k, k′),
H2(k, k
′) is the kernel of the projection H2(k) → H2(k/k
′) (the subspace of essential homology), and
D(A, k, k′) is the subspace of H2(g) generated by cycles of the form ax ∧ y + ay ∧ x for x or y ∈ k
′ and
a ∈ A, which lies in Λ2(A) ⊗ S2(k) (in our notation). Furthermore he uses a non-canonical splitting to
identify the homology of the coinvariants H2((Λ
∗(g)k, ∂)) with (Ω
1(A)/dA(A)⊗Bk,k′)⊕ Λ
2(g/g′), where
Bk,k′ is the image of k ∨ k
′ in the space of k-coinvariants of symmetric 2-tensors on k. He thus obtains an
exact sequence
0→ (A⊗H2(k, k
′))⊕D(A, k, k′)→ H2(g)
s2−−−−→
(
Ω1(A)/dA(A)⊗Bk,k′
)
⊕ Λ2(g/g′)→ g′/[g, g′]→ 0.
It is instructive to compare this sequence with our exact cohomology sequence described above.
Zusmanovich [Zus94] uses as extra data a free presentation of k and deduces one of g. He describes the
subspace of essential homologyH2(g, g
′) by the Hopf formula in terms of the presentation. In this way, he
identifies the different terms in the exact sequence given by the 5-term exact sequence of the Hochschild–
Serre spectral sequence for the subalgebra g′ ⊂ g (using non-canonical splittings). His description yields
H2(g) ≃ (A⊗H2(k)) ⊕ (Ω
1(A)/dA(A) ⊗B(k))⊕ (Λ
2(k/k′)⊗ IA)⊕ (S
2(k/k′)⊗ T (A)),
where B(k) is the space of k-coinvariants in S2(k), and T (A) ⊂ Λ2(A) is spanned by the elements ab∧ c+
ca ∧ b+ bc ∧ a for a, b, c ∈ A.
The main advantage of our approach is that is does not require any auxiliary data and provides a
quite explicit description of cocycles representing the different types of cohomology classes. In particular,
this direct approach leads us to the interesting new class of coupled cocycles. In subsequent work, we
plan to use the methods developed in [Ne02] to study global central extensions of Lie groups G whose
Lie algebras are of the form g = A⊗ k defined by coupled Lie algebra cocycles. For algebras of the type
A = C∞c (M,R), i.e., compactly supported smooth functions on a manifold M , this has been carried out
in [MN03] and [Ne04].
Thanks: We are grateful to M. Bordemann for a stimulating email exchange and for pointing out
the relation to the exact sequence (4), part of which is due to him. We also thank the referee for an
extremely valuable report and in particular for pointing out several references and some inaccuracies in
a previous version.
Notation
In the following, we write elements of g = A⊗ k simply as ax := a⊗x to simplify notation. Elements of A
are mostly denoted a, b, c, . . . or a, a′, a′′, . . . and elements of k are denoted x, y, z, . . . or x, x′, x′′, . . .. We
write k′ := [k, k] for the commutator algebra of k and observe that g′ = A⊗ k′ is the commutator algebra
of g.
We also write Cp(g) := Cp(g,K), Zp(g) := Zp(g,K), Bp(g) := Bp(g,K), and Hp(g) := Hp(g,K) for
the spaces of Lie algebra p-cochains, cocycles, coboundaries and cohomology classes with values in the
trivial module K. We write Sym2(k, z) for the space of z-valued symmetric bilinear maps on k and put
Sym2(k) := Sym2(k,K). Accordingly, we write Alt2(k, z) for the set of z-valued alternating bilinear maps.
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1 Several approaches to the universal differential module of A
In this section, we review different constructions of the universal differential module Ω1(A). The rela-
tionship between these constructions will play a crucial role in the following.
An important object attached to the algebra A is its universal differential module Ω1(A). This is an
A-module with a derivation dA : A→ Ω
1(A) which is universal in the sense that for any other A-module
M and any derivation D : A→M , there exists a unique module morphism α : Ω1(A)→M of A-modules
with D = α ◦ dA. From its universal property, it is easy to derive that the universal differential module
is unique up to isomorphism, but there are many realizations, looking at first sight quite differently.
Let µA : A⊗A→ A, a⊗ b 7→ ab denote the multiplication of A. Then µA is an algebra morphism, so
that JA := kerµA is an ideal of the commutative algebra A⊗A. From the A-module structure on A⊗A,
given by a.(b ⊗ c) := ab ⊗ c, we thus derive an A-module structure on the quotient space JA/J
2
A, which
also is a (non-unital) commutative algebra. Let [x] denote the image of x ∈ JA in JA/J
2
A. Then
D : A→ JA/J
2
A, a 7→ [1⊗ a− a⊗ 1]
is a derivation and it is not hard to verify that (JA/J
2
A, D) has the universal property of (Ω
1(A), dA) (cf.
[Bou90], Ch. III, §10.11). We obviously have the direct decomposition A⊗A = (A⊗ 1)⊕ JA, where the
projection onto the subspace JA is given by
p : A⊗A→ JA, a⊗ b 7→ a⊗ b− ab⊗ 1.
This implies that
JA = span{a⊗ b− ab⊗ 1 : a, b ∈ A} = (A⊗ 1).span{1⊗ b− b⊗ 1 : b ∈ A},
and thus
J2A = span{(a⊗ 1)(1⊗ b− b⊗ 1)(1⊗ c− c⊗ 1) : a, b, c ∈ A} (5)
= span{a⊗ bc− ab⊗ c− ac⊗ b+ abc⊗ 1 : a, b, c ∈ A}.
Another way to construct Ω1(A) is by observing that each linear map D : A → M leads to a linear
map D˜ : A⊗A→M,a⊗ b 7→ aDb, and that D is a derivation if and only if
ker D˜ ⊇ {1⊗ ab− a⊗ b− b⊗ a : a, b ∈ A},
which implies that ker D˜ contains the A-submodule
B1(A) := span{c⊗ ab− ca⊗ b− cb⊗ a : a, b, c ∈ A} = span{ab⊗ c+ ac⊗ b− a⊗ bc : a, b, c ∈ A},
of A⊗A. The quotient
HH1(A) := (A⊗A)/B1(A)
is called the first Hochschild homology space of A. From the preceding discussion, it follows that the map
HH1(A)→ Ω
1(A), [a⊗ b] 7→ adA(b) (6)
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is an isomorphism of A-modules because the map D : A→ HH1(A), a 7→ [1⊗ a] is a derivation with the
universal property (cf. [Lo98], Prop. 1.1.10). The link between the description of Ω1(A) as HH1(A) and
JA/J
2
A is given by the commutative diagram
A⊗A
p
−−−−→ JAy y
HH1(A)
ϕ
−−−−→ JA/J
2
A
with the isomorphism ϕ([a⊗ b]) = aD(b) = [a⊗ b− ab⊗ 1]. Note that the commutativity of the diagram
implies that
J2A = p(B1(A)). (7)
Let
T (A) := span{ab ∧ c+ bc ∧ a+ ca ∧ b ∈ Λ2(A) : a, b, c ∈ A}
denote the image of the subspace B1(A) ⊆ A⊗A under the quotient map A⊗A→ Λ
2(A), a⊗ b 7→ a∧ b.
In view of adA(b) + bdA(a) = dA(ab), the image of the subspace of symmetric tensors, which we identify
with S2(A), in Ω1(A) coincides with dA(A), so that (6) immediately shows that the map
Λ2(A)/T (A) ∼= (A⊗A)/(S2(A) +B1(A))→ Ω
1(A)/dA(A), [a ∧ b] 7→ [adA(b)]
induces a linear isomorphism. It is well known that the first cyclic homology space
HC1(A) := Ω
1(A)/dA(A) ∼= HH1(A)/[1⊗A] = Λ
2(A)/T (A)
is of central importance for Lie algebra 2-cocycles on Lie algebras of the form A⊗ k (cf. [KL82]).
Alternating bilinear maps f : A × A → z for which the corresponding map Λ2(A) → z vanishes on
T (A) are called cyclic 1-cocycles, which means that
f(a, bc) + f(b, ca) + f(c, ab) = 0 for a, b, c ∈ A.
From the above, it follows that the space Z1(A, z) of z-valued cyclic 1-cocycles can be identified with
Lin(HC1(A), z) ∼= {L ∈ Lin(Ω
1(A), z) : dA(A) ⊆ kerL}.
We define two trilinear maps
T : A3 → Λ2(A), (a, b, c) 7→
∑
cyc.
ab ∧ c := ab ∧ c+ bc ∧ a+ ca ∧ b
and
T0 : A
3 → Λ2(A), T0(a, b, c) := T (a, b, c)− abc ∧ 1.
We also put T0(A) := span(im(T0)).
Lemma 1.1 The map
γA : Λ
2(A)→ Ω1(A), a ∧ b 7→ adA(b)− bdA(a)
is surjective and ker γA = T0(A).
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Proof. That γA is surjective follows from
γA(a ∧ b+ 1 ∧ ab) = adA(b)− bdA(a) + dA(ab) = 2adA(b).
For the determination of the kernel of γA, we use the realization of Ω
1(A) as JA/J
2
A. In this case,
dA(a) = [1⊗ a− a⊗ 1], so that
γA(a ∧ b) = [a⊗ b − ab⊗ 1− b⊗ a+ ba⊗ 1] = [a⊗ b− b⊗ a].
Therefore the kernel of γA is the intersection Λ
2(A) ∩ J2A, where we consider Λ
2(A) as the subspace of
skew-symmetric tensors in A⊗A.
Writing A⊗A as Λ2(A)⊕ S2(A), the commutativity of the multiplication of A shows that
JA = Λ
2(A)⊕ IA holds for IA := JA ∩ S
2(A). (8)
Since the flip involution is an algebra isomorphism of A⊗A, we have
Λ2(A)Λ2(A) + S2(A)S2(A) ⊆ S2(A) and Λ2(A)S2(A) ⊆ Λ2(A).
This implies that
ker γA = Λ
2(A) ∩ J2A = IA · Λ
2(A),
and that this subspace coincides with the image of J2A under the projection
α : A⊗A→ Λ2(A), a⊗ b 7→ a ∧ b =
1
2
(a⊗ b− b⊗ a).
Finally, this leads with (5) to
ker γA = α(J
2
A) = span{a ∧ bc− ab ∧ c− ac ∧ b+ abc ∧ 1 : a, b, c ∈ A} = T0(A).
2 A decomposition of Λ2(g)
In this section, we turn to the identification of the space B2(g) of 2-coboundaries in Z2(g) in terms of
our threefold direct sum decomposition (2).
From the universal property of Λ2(g), we immediately obtain linear maps
p+ : Λ
2(g)→ Λ2(A) ⊗ S2(k), ax ∧ by 7→ a ∧ b⊗ x ∨ y
and
p− : Λ
2(g)→ S2(A) ⊗ Λ2(k), ax ∧ by 7→ a ∨ b⊗ x ∧ y.
We likewise have linear maps
σ+ : Λ
2(A)⊗ S2(k)→ Λ2(g), a ∧ b⊗ x ∨ y →
1
2
(ax ∧ by + ay ∧ bx)
and
σ− : S
2(A)⊗ Λ2(k)→ Λ2(g), a ∨ b⊗ x ∧ y →
1
2
(ax ∧ by − ay ∧ bx)
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satisfying
p+ ◦ σ+ = id, p− ◦ σ− = id and σ+p+ + σ−p− = idΛ2(g) .
In this sense, we have
Λ2(g) ∼=
(
Λ2(A)⊗ S2(k)
)
⊕
(
S2(A)⊗ Λ2(k)
)
,
and the projections on the two summands are given by p±.
Recall the kernel JA of the multiplication map µA : A⊗A→ A. The map
σA : A→ S
2(A), a 7→ a ∨ 1
is a section of the multiplication map µA, so that we obtain a direct sum decomposition
S2(A) = (A ∨ 1)⊕ IA ∼= A⊕ IA
(cf. (8)). In view of this decomposition, we obtain a linear isomorphism
P = (p1, p2, p3) : Λ
2(g)→ (Λ2(A) ⊗ S2(k))⊕ (A⊗ Λ2(k)) ⊕ (IA ⊗ Λ
2(k)), (9)
where the projections p1, p2, p3 on the three summands are given by
p1(ax ∧ by) = p+(ax ∧ by) = a ∧ b⊗ x ∨ y =
1
2
(ax ∧ by + ay ∧ bx),
p2(ax ∧ by) = ab⊗ x ∧ y, and p3(ax ∧ by) = (a ∨ b− ab ∨ 1)⊗ x ∧ y.
The following lemma provides the decomposition of Z2(g) which is a central tool in the following.
Lemma 2.1 The space Z2(g) is adapted to the direct sum decomposition of Λ
2(g):
P (Z2(g)) = (Λ
2(A) ⊗ S2(k))⊕ (A⊗ Z2(k)) ⊕ (IA ⊗ Λ
2(k)).
Proof. Since bg(ax ∧ by) = ab[x, y] is symmetric in a, b and alternating in x, y, its kernel contains
Λ2(A) ⊗ S2(k). The formula for bg also shows immediately that IA ⊗ Λ
2(k) ⊆ ker bg, so that it remains
to observe that
P (Z2(g)) ∩ (A⊗ Λ
2(k)) = ker bg ∩ (A⊗ Λ
2(k)) = A⊗ Z2(k)
because bg(a ∨ 1⊗ x ∧ y) =
1
2bg(ax ∧ y + x ∧ ay) = a[x, y] = abk(x ∧ y).
In the following, we write ≡ mod B2(g) for congruence of elements of Λ
2(g) modulo B2(g).
Lemma 2.2 For a, b, c ∈ A and x, y, z ∈ k, we have
p1(∂(ax ∧ by ∧ cz)) ≡ p1(abcx ∧ [y, z]) ≡ −p2(∂(ax ∧ by ∧ cz)) mod B2(g).
In particular, (p1 + p2)(B2(g)) ⊆ B2(g).
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Proof. From
∂(ax ∧ by ∧ cz) = ab[x, y] ∧ cz + bc[y, z] ∧ ax+ ac[z, x] ∧ by
∂(cx ∧ ay ∧ bz) = ac[x, y] ∧ bz + ab[y, z] ∧ cx+ bc[z, x] ∧ ay
∂(x ∧ acy ∧ bz) = ac[x, y] ∧ bz + abc[y, z] ∧ x+ b[z, x] ∧ acy
∂(cx ∧ y ∧ abz) = c[x, y] ∧ abz + ab[y, z] ∧ cx+ abc[z, x] ∧ y
∂(bcx ∧ ay ∧ z) = abc[x, y] ∧ z + a[y, z] ∧ bcx+ bc[z, x] ∧ ay
∂(abcx ∧ y ∧ z) = abc[x, y] ∧ z + [y, z] ∧ abcx+ abc[z, x] ∧ y,
we derive
∂(ax ∧ by ∧ cz) + ∂(cx ∧ ay ∧ bz)− ∂(x ∧ acy ∧ bz)− ∂(cx ∧ y ∧ abz)
−∂(bcx ∧ ay ∧ z) + ∂(abcx ∧ y ∧ z)
= ab[x, y] ∧ cz + bc[y, z]∧ ax+ ac[z, x] ∧ by − b[z, x] ∧ acy − c[x, y] ∧ abz − a[y, z] ∧ bcx
−abc[y, z]∧ x+ [y, z] ∧ abcx
= 2ab ∧ c⊗ [x, y] ∨ z + 2bc ∧ a⊗ [y, z] ∨ x+ 2ac ∧ b⊗ [z, x] ∨ y − 2abc ∧ 1⊗ x ∨ [y, z]
= 2p1(∂(ax ∧ by ∧ cz))− 2p1(abcx ∧ [y, z]).
This proves the first congruence.
Note that for a ∈ A and x, y, z ∈ k we have
∂(ax ∧ y ∧ z) = a[x, y] ∧ z + [y, z] ∧ ax+ a[z, x] ∧ y,
which implies that
a[x, y] ∧ z + a[z, x] ∧ y ≡ ax ∧ [y, z] mod B2(g). (10)
Summing over all cyclic permutations of (x, y, z), leads to
2
∑
cyc.
a[x, y] ∧ z ≡
∑
cyc.
ax ∧ [y, z] mod B2(g). (11)
From the relation (10), we get
2p1(abcx ∧ [y, z]) = abc[y, z] ∧ x+ abcx ∧ [y, z] ≡
∑
cyc.
abc[y, z] ∧ x =
∑
cyc.
abc[x, y] ∧ z.
In view of
p2(∂(ax ∧ by ∧ cz)) = p2(ab[x, y] ∧ cz + bc[y, z] ∧ ax+ ca[z, x] ∧ by)
= abc⊗ ([x, y] ∧ z + [y, z] ∧ x+ [z, x] ∧ y)
= abc⊗ ∂(x ∧ y ∧ z), (12)
relation (11) yields
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2p2(∂(ax ∧ by ∧ cz)) =
∑
cyc.
abc[x, y] ∧ z −
∑
cyc.
abcz ∧ [x, y] ≡
∑
cyc.
abc[x, y] ∧ z − 2
∑
cyc.
abc[x, y] ∧ z
= −
∑
cyc.
abc[x, y] ∧ z ≡ −2p1(∂(ax ∧ by ∧ cz)).
In view of the preceding lemma, the projection p1 + p2 of Λ
2(g) onto the subspace
Λ2(A) ⊗ S2(k)⊕A⊗ Λ2(k)
preserves B2(g). This also implies that id−p1 − p2 = p3 preserves B2(g), and we derive that
B2(g) = B2(g) ∩
(
Λ2(A)⊗ S2(k)⊕A⊗ Λ2(k))⊕B2(g) ∩ (IA ⊗ Λ
2(k)).
The following lemma provides refined information.
Lemma 2.3 (1) Λ2(A)⊗k.S2(k)+T0(A)⊗k∨k
′ ⊆ B2(g) and p1(B2(g)) = Λ
2(A)⊗k.S2(k)+T (A)⊗k∨k′.
(2) p2(B2(g)) = A⊗B2(k).
(3) IA ⊗ (k ∧ k
′) = p3(B2(g)) ⊆ B2(g).
Proof. (2) follows immediately from formula (12).
(1) Recall the identifications x∧y = 12 (x⊗y−y⊗x) and x∨y =
1
2 (x⊗y+y⊗x). That Λ
2(A)⊗k.S2(k)
is contained in B2(g) follows immediately from
∂(ax ∧ by ∧ z)− ∂(bx ∧ ay ∧ z)
= ab[x, y] ∧ z + b[y, z] ∧ ax+ a[z, x] ∧ by − ab[x, y] ∧ z − a[y, z] ∧ bx− b[z, x] ∧ ay
= b[y, z] ∧ ax+ a[z, x] ∧ by − a[y, z] ∧ bx− b[z, x] ∧ ay
= 2b ∧ a⊗ [y, z] ∨ x+ 2a ∧ b⊗ [z, x] ∨ y
= 2a ∧ b⊗ ([z, x] ∨ y − [y, z] ∨ x)
= 2a ∧ b⊗ z.(x ∨ y).
Therefore the description of p1(B2(g)) = im(p1 ◦ ∂) follows from
p1(∂(ax ∧ by ∧ cz)) = p1(ab[x, y] ∧ cz + bc[y, z] ∧ ax+ ca[z, x] ∧ by)
= ab ∧ c⊗ [x, y] ∨ z + bc ∧ a⊗ [y, z] ∨ x+ ca ∧ b⊗ [z, x] ∨ y
≡ (ab ∧ c+ bc ∧ a+ ca ∧ b)⊗ [x, y] ∨ z mod Λ2(A) ⊗ k.S2(k)
= T (a, b, c)⊗ [x, y] ∨ z.
In (12), we have seen that
p2(∂(ax ∧ by ∧ cz)) = abc⊗ ∂(x ∧ y ∧ z),
and this implies that
p2(∂(abx ∧ y ∧ cz)) = abc⊗ ∂(x ∧ y ∧ z),
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which leads to
∂(ax ∧ by ∧ cz)− ∂(abx ∧ y ∧ cz) ∈ ker p2.
In view of
T (a, b, c)− T (ab,1, c) = T (a, b, c)− (ab ∧ c+ c ∧ ab+ abc ∧ 1) = T (a, b, c)− abc ∧ 1 = T0(a, b, c)
and Lemma 2.2, the following element is contained in B2(g):
p1(∂(ax ∧ by ∧ cz)− ∂(abx ∧ y ∧ cz)) ∈
(
T (a, b, c)− T (ab,1, c)
)
⊗ [x, y] ∨ z + Λ2(A)⊗ k.S2(k)
⊆ T0(a, b, c)⊗ [x, y] ∨ z +B2(g),
and now Lemma 2.2 implies that T0(A)⊗ k
′ ∨ k ⊆ B2(g).
(3) First we note that
p3(∂(ax ∧ by ∧ z)) = p3(ab[x, y] ∧ z + b[y, z] ∧ ax+ a[z, x] ∧ by)
= (ab ∨ 1− ab ∨ 1)⊗ [x, y] ∧ z + (b ∨ a− ab ∨ 1)⊗ [y, z] ∧ x+ (a ∨ b− ab ∨ 1)⊗ [z, x] ∧ y
= (a ∨ b− ab ∨ 1)⊗ ([y, z] ∧ x+ [z, x] ∧ y). (13)
Since p3 preserves B2(g) (Lemma 2.2), this expression lies in B2(g). Using the same formula for all cyclic
permutations of x, y, z and adding all three terms, we see that
2(a ∨ b− ab ∨ 1)⊗
∑
cyc.
[x, y] ∧ z ∈ B2(g).
This also implies that
(a ∨ b− ab ∨ 1)⊗ [x, y] ∧ z = (a ∨ b− ab ∨ 1)⊗
(∑
cyc.
[x, y] ∧ z − ([y, z] ∧ x+ [z, x] ∧ y)
)
∈ B2(g).
Next we note that IA is spanned by elements of the form a∨ b− ab∨ 1, because a∨ b 7→ a∨ b− ab∨ 1
is the projection of S2(A) onto IA with kernel A ∼= A ∨ 1. Therefore B2(g) contains IA ⊗ k
′ ∧ k. On the
other hand, (13) shows that p3(B2(g)) is clearly contained in IA ⊗ k
′ ∧ k.
Theorem 2.4 With the linear map
F : A⊗ (k⊗ k⊗ k)→ Λ2(g), a⊗ (x⊗ y ⊗ z) 7→ (a ∧ 1⊗ [x, y] ∨ z) + a⊗ ∂(x ∧ y ∧ z)
we get the following description of B2(g):
B2(g) = Λ
2(A)⊗ k.S2(k) + T0(A)⊗ k ∨ k
′ + im(F ) + IA ⊗ (k ∧ k
′).
Proof. The description of the position of B2(g) given in Lemma 2.3 is already quite detailed. It shows
in particular that
B2(g) = (p1 + p2)(B2(g))⊕ p3(B2(g)) = (p1 + p2)(B2(g))⊕ IA ⊗ (k ∩ k
′)
and that (p1 + p2)(B2(g)) contains Λ
2(A)⊗ k.S2(k).
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We know from the proof of Lemma 2.3(1) that, modulo the subspace Λ2(A) ⊗ k.S2(k) ⊆ B2(g), we
have
(p1 + p2)(ax ∧ by ∧ cz) ≡ T (a, b, c)⊗ [x, y] ∨ z + abc⊗ ∂(x ∧ y ∧ z)
= T0(a, b, c)⊗ [x, y] ∨ z + abc ∧ 1⊗ [x, y] ∨ z + abc⊗ ∂(x ∧ y ∧ z)
= T0(a, b, c)⊗ [x, y] ∨ z + F (abc⊗ x⊗ y ⊗ z) ⊆ T0(A)⊗ k ∨ k
′ + im(F ).
Since T0(A) ⊗ k ∨ k
′ ⊆ B2(g) by Lemma 2.3, we also obtain the converse inclusion
im(F ) ⊆ (p1 + p2)(B2(g)) + T0(A)⊗ k ∨ k
′ + Λ2(A)⊗ k.S2(k) ⊆ B2(g).
Now the theorem follows.
3 The description of the 2-cocycles
As explained in the introduction, elements of H2(g, z) can be identified with linear maps f : Z2(g) → z,
vanishing on the subspace B2(g). We further write 2-cocycles as f = f1 + f2 + f3, according to the
decomposition in Lemma 2.1, where
f1 : Λ
2(A)⊗ S2(k)→ z, f2 : A⊗ Λ
2(k)→ z and f3 : IA ⊗ Λ
2(k)→ z.
Here f1 corresponds to an alternating bilinear map f˜1 : A×A→ Sym
2(k, z), f2 to a linear map
f˜2 : A→ Lin(Λ
2(k), z), f˜2(a)(x ∧ y) =
1
2
(f(ax ∧ y)− f(ay ∧ x)),
and f3 to a symmetric bilinear map f˜3 : IA → Alt
2(k, z). The condition, that three such maps f˜1, f˜2, f˜3
combine to a 2-cocycle
f : Λ2(g)→ z, a∧a′⊗x∨x′ +(b∨1)⊗ y ∧ y′+ c⊗ (z ∧ z′) 7→ f˜1(a, a
′)(x, x′)+ f˜2(b)(y, y
′)+ f˜3(c)(z, z
′),
is that f vanishes on B2(g). To make this condition more explicit, we define the Koszul map
Γ: Sym2(k, z)k → Z3(k, z), Γ(κ)(x, y, z) := κ([x, y], z).
That Γ(κ) is alternating follows from
Γ(κ)(x, z, y) = κ([x, z], y) = κ(y, [x, z]) = κ([y, x], z) = −Γ(κ)(x, y, z)
and the fact that the symmetric group S3 is generated by the transpositions (1 2) and (2 3). That the
image of Γ consists of 3-cocycles is well known ([Kos50], §11; [ChE48], p.113).
Recall that for each k-module a, the Lie algebra differential dk : C
p(k, a)→ Cp+1(k, a) is given by
(dkω)(x0, . . . , xp) :=
p∑
j=0
(−1)jxj .ω(x0, . . . , x̂j , . . . , xp)
+
∑
i<j
(−1)i+jω([xi, xj ], x0, . . . , x̂i, . . . , x̂j , . . . , xp), (14)
where x̂j indicates omission of xj .
For the following theorem, we observe that the Lie algebra differential dk : C
2(k, z) = Alt2(k, z) →
Z3(k, z) factors through the surjective map Alt2(k, z)→ Lin(Z2(k), z), whose kernel are the 2-coboundaries.
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Theorem 3.1 (Description of cocycles) The function f = f1+ f2+ f3 as above is a 2-cocycle if and only
if the following conditions are satisfied:
(a) im(f˜1) ⊆ Sym
2(k, z)k.
(b) f˜1(T0(A)) vanishes on k× k
′.
(c) dk(f˜2(a)) = Γ(f˜1(a,1)) for each a ∈ A.
(d) f˜3(IA) vanishes on k× k
′.
Proof. The linear map f is a 2-cocycle if and only if it vanishes on B2(g). In view of Theorem 2.4,
B2(g) is the sum of four subspaces, so that we get four conditions.
Condition (a) means that f vanishes on Λ2(A) ⊗ k.S2(k), and condition (b) that it vanishes on the
subspace T0(A) ⊗ k ∨ k
′.
That f vanishes on the image of F , means that
Γ(f˜1(a,1))(x, y, z) = f˜1(a,1)([x, y], z) = −f˜2(a)(∂(x ∧ y ∧ z)) = (dkf˜2(a))(x, y, z)
for a ∈ A and x, y, z ∈ k, which is (c).
Finally, (d) means that f vanishes on IA ⊗ k ∧ k
′.
Corollary 3.2 f = f1 + f2 + f3 is a cocycle if and only if f1 + f2 and f3 are cocycles.
Corollary 3.3 A function of one of the three types f = fi, i = 1, 2, 3, is a 2-cocycle if and only if the
following conditions are satisfied:
(i = 1) im(f˜1) ⊆ Sym
2(k, z)k and the induced map A×A→ Lin(k ∨ k′, z)k is a cyclic 1-cocycle.
(i = 2) f˜2(A) ⊆ Z
2(k, z).
(i = 3) f˜3(IA) vanishes on k× k
′.
Proof. That f = fi is a 2-cocycle is equivalent to f vanishing on pi(B2(g)), so that Lemma 2.3 leads
to the stated characterizations.
Remark 3.4 A special class of cocycles are those of the form f = f1, vanishing on g× g
′. The cocycles
of the form f = f3 also vanish on the commutator algebra, and the sums of these two types exhaust the
image of the injective pull-back map H2(g/g′, z)1,3 ∼= Alt
2(g/g′, z)1,3 → H
2(g, z), where Alt2(g/g′, z)1,3
denotes the set of all alternating maps vanishing on (A ∨ 1)⊗ (k/k′ ∧ k/k′) ⊆ Λ2(g/g′).
Corollary 3.5 For each cocycle f = f1 + f2 + f3, there exists a decomposition f1 = f
0
1 + f
1
1 , where
f01 (g, g
′) = {0}, im(f˜11 ) ⊆ Sym
2(k, z)k and T0(A) ⊆ ker f˜
1
1 .
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Proof. Conditions (a) and (b) in Theorem 3.1 only refer to the restriction f
1
1 of f1 to the subspace
Λ2(A)⊗ (k∨ k′) of Λ2(A)⊗ S2(k). This has the following interesting consequence. We have a short exact
sequence
{0} → Sym2(k/k′, z)→ Sym2(k, z)k → Lin(k ∨ k′, z)k → {0},
where the surjectivity of the map Sym2(k, z)k → Lin(k ∨ k′, z)k follows from the fact that any symmetric
bilinear extension of an element of Lin(k ∨ k′, z)k is invariant. Any splitting of this sequence extends f
1
1
to an alternating bilinear map f˜11 : A×A→ Sym
2(k, z)k with
f˜11 (a, b)(x, y) = f˜1(a, b)(x, y) for a, b ∈ A, x ∈ k, y ∈ k
′
and such that T0(A) ⊆ ker f˜
1
1 . Then
Γ(f˜11 (a,1)) = Γ(f˜1(a,1)) for a ∈ A,
so that f11 + f2 + f3 also is a cocycle by Theorem 3.1. We conclude that f
0
1 := f1 − f
1
1 is a cocycle
vanishing on g× g′. This proves the assertion.
Proposition 3.6 (Description of coboundaries) A cocycle f = f1 + f2 + f3 is a coboundary if and only
if f1 = f3 = 0 and there exists a linear map ℓ : A→ Lin(k, z) with dgℓ = f2, i.e.,
f˜2(a) = dk(ℓ(a)) for all a ∈ A.
Proof. That f is a coboundary means that it vanishes on Z2(g). According to Lemma 2.1, this
implies that f1 = f3 = 0. Since the bracket map bg : Λ
2(g) → g is alternating in k and symmetric in A,
all coboundaries are of the form f = f2.
A coupled cocycle is a cocycle of the form f1+ f2 for which f1 is not a cocycle. The following theorem
characterizes the pairs (A, k) for which A⊗ k possesses coupled cocycles. In Section 5 below, we shall also
give a concrete example of a Lie algebra k satisfying this condition.
Theorem 3.7 The Lie algebra g = A ⊗ k possesses coupled cocycles if and only if dA(A) 6= {0} and k
possesses a symmetric invariant bilinear form κ for which Γ(κ) ∈ Z3(k) is a non-zero coboundary.
If this is not the case, then each cocycle f ∈ Z2(g) is a sum
f = f1 + f2 + f3 = f
0
1 + f
1
1 + f2 + f3.
of four cocycles, where
(a) f01 vanishes on g× g
′.
(b) f˜11 ∈ Z
1(A, Sym2(k, z)k) is a cyclic 1-cocycle.
(c) f˜2(A) ⊆ Z
2(k, z).
(d) f3 vanishes on g× g
′.
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Proof. First let f = f1 + f2 be a coupled cocycle on g. Then we have Γ(f˜1(A,1)) 6= {0}. Composing
with a suitable linear functional χ : z→ K with
χ ◦ Γ(f˜1(A,1)) = Γ((χ ◦ f1)˜ (A,1)) 6= {0},
we may w.l.o.g. assume that z = K. Then there exists an a ∈ A with
dk(f˜2(a)) = Γ(f˜1(a,1)) 6= 0.
Now κ := f˜1(a,1) ∈ Sym
2(k)k is an invariant symmetric bilinear form for which Γ(κ) is exact and
non-zero. Then a ∧ 1 ∈ T (A) \ T0(A) (Theorem 3.1), so that 0 6= dA(a) in Ω
1(A) (Lemma 1.1).
If, conversely, dA(A) 6= {0} and κ is an invariant symmetric bilinear form on k for which Γ(κ) is a
non-zero coboundary, then we pick η ∈ C2(k) = Alt2(k) with dkη = Γ(κ). We now define linear maps
f˜1 := γA ⊗ κ : Λ
2(A)→ Sym2(k,Ω1(A))k, f˜1(a ∧ b)(x, y) := κ(x, y) · (adA(b)− bdA(a))
and
f˜2 := −dA ⊗ η : A→ C
2(k,Ω1(A)), f˜2(a)(x, y) := −η(x, y) · dA(a).
We claim that the corresponding map f = f1 + f2 is a 2-cocycle by verifying the conditions in
Theorem 3.1. Condition (a) is obviously satisfied, and (b) follows from T0(A) = ker γA (Lemma 1.1).
Further f3 = 0, and (c) follows from
dkf˜2(a) = −(dkη) · dA(a) = −Γ(κ)dA(a) = Γ(f˜1(a,1)).
That f1 is not a cocycle, i.e., that f is coupled, means that f˜1(A∧1)(k× k
′) 6= {0}, which is equivalent
to dA(A) 6= {0} and Γ(κ) = η 6= 0. This completes the proof of the first part of the theorem.
For the second part, we assume that either dA(A) ∼= T0(A)/T (A) vanishes, which means that T0(A) =
T (A), or that for each exact invariant symmetric bilinear form κ on k we have Γ(κ) = 0. Then for each
cocycle f = f01 + f
1
1 + f2 + f3 as in Corollary 3.5, either f˜
1
1 vanishes on T (A) (if dA(A) vanishes) or
f˜2(A) ⊆ Z
2(k, z) (if for all exact forms on k the 3-cocycle Γ(κ) vanishes). Both conditions imply that f11
and f2 are cocycles. Hence the assertion follows from Corollary 3.3.
Corollary 3.8 If H1(k, k∗) = {0}, then g = A⊗ k has no coupled cocycles.
Proof. From the exact sequence in Proposition 7.2 below, it follows that the Koszul map
γ : Sym2(k)k → H3(k), κ 7→ [Γ(κ)]
is injective, and this implies that each exact invariant form vanishes.
The following proposition describes the universal cocycle for g in terms of our threefold direct sum
decomposition.
Proposition 3.9 (A universal cocycle) Let pk : Λ
2(k) → Z2(k) denote a linear projection onto Z2(k).
Then the linear map
f˜u := p1 ⊕ (idA⊗pk)⊕ p3 : Λ
2(g)→ Z2(g)
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maps B2(g) into itself, hence induces a 2-cocycle
fu : Λ2(g)→ H2(g) = Z2(g)/B2(g).
It is universal in the sense that for each space z the map
Lin(H2(g), z)→ H
2(g, z), ϕ 7→ ϕ ◦ fu
is a linear bijection.
Proof. That f˜u is a linear projection onto Z2(g) follows from Lemma 2.1. The remainder follows
from the fact that H2(g, z) → Lin(Z2(g), z), [f ] 7→ f |Z2(g) is injective onto the set of all maps vanishing
on B2(g).
4 The structure of the second cohomology space
In this section, we use the results of the previous section to give a quite explicit description of the space
H2(g) = H2(g,K) in terms of data associated directly to g and A.
Lemma 4.1 Associating with each linear map f˜2 : A→ Z
2(k) the corresponding cocycle f2 ∈ Z
2(g), we
obtain, together with the natural pull-back map H2(g/g′)→ H2(g), an injection
H2(g/g′)1,3 ⊕ Lin(A,H
2(k))
Φ
−−−−→H2(g)
whose image consists of all classes of cocycles of the form f01 + f2 + f3.
Proof. The image of the pull-back map H2(g/g′)1,3 → H
2(g) consists of those cohomology classes
represented by cocycles vanishing on g× g′, which are the cocycles of the form f01 + f3. Since the space
of these cocycles intersects B2(g) trivially, the space H2(g/g′)1,3 injects into H
2(g) (Remark 3.4 and
Prop. 3.6).
Next we recall that the cocycles of the form f = f2 : A ⊗ Λ
2(k) → K correspond to linear maps
f˜2 : A → Z
2(k) (which means that f2 vanishes on A ⊗ B2(k)), and that such a map is a coboundary if
and only if im(f˜2)(A) ⊆ B
2(k), because this implies the existence of a linear map ℓ : A → Lin(k) with
f˜2(a) = dk(ℓ(a)) for all a ∈ A. The latter condition means that f2 vanishes on A ⊗ Z2(k), so that the
cohomology classes correspond to elements in
Lin(A⊗ Z2(k)/(A⊗B2(k)),K) ∼= Lin(A⊗ (Z2(k)/B2(k)),K) ∼= Lin(A⊗H2(k),K) ∼= Lin(A,H
2(k)).
Given a cocycle f = f1 + f2 + f3 in Z
2(g), we obtain the map Γ ◦ f˜1 : Λ
2(A) → Z3(k), whose kernel
contains T0(A), so that it induces a linear map
f ♭ : Ω1(A) ∼= Λ2(A)/T0(A)→ Z
3(k), a · dA(b)− b · dA(a) 7→ Γ(f˜1(a, b)),
mapping the subspace dA(A) ⊆ Ω
1(A) into the subspace B3(k) (Theorem 3.1). In view of
f ♭(dA(a)) = −Γ(f˜1(a,1)) = −dk(f˜2(a)), (15)
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the range of each map Γ ◦ f˜1 lies in the subspace Z
3(k)Γ := im(Γ) ⊆ Z
3(k) and
f ♭(dA(A)) ⊆ B
3(k)Γ := B
3(k) ∩ im(Γ).
We thus obtain a map
Ψ: H2(g)→ Lin((Ω1(A), dA(A)), (Z
3(k)Γ, B
3(k)Γ)), [f ] 7→ Γ ◦ f˜1,
where for pairs (X,X ′) and (Y, Y ′) of linear spaces with X ′ ⊆ X and Y ′ ⊆ Y we write
Lin((X,X ′), (Y, Y ′)) := {f ∈ Lin(X,Y ) : f(X ′) ⊆ Y ′}.
Theorem 4.2 The sequence
{0} → H2(g/g′)1,3 ⊕ Lin(A,H
2(k))
Φ
−−−−→H2(g)
Ψ
−−−−→Lin((Ω1(A), dA(A)), (Z
3(k)Γ, B
3(k)Γ))→ {0}
is exact.
Proof. We have already seen in Lemma 4.1 that Φ is injective.
The kernel of Ψ consists of all cocycles f = f1 + f2 + f3 for which Γ ◦ f˜1 = 0. This is equivalent to
f˜1(Λ
2(A)) vanishing on k ∨ k′, which means that f1 vanishes on g × g
′, i.e., f1 = f
0
1 . We conclude that
kerΨ = imΦ.
To see that Ψ is surjective, let α ∈ Lin((Ω1(A), dA(A)), (Z
3(k)Γ, B
3(k)Γ)) and observe that there exists
a linear map
f ♭ : Ω1(A)→ Sym2(k)k with Γ ◦ f ♭ = α,
and a linear map β : dA(A)→ C
2(k) with
dk(β(dA(a))) = α(dA(a)) for all a ∈ A.
For
f˜1 : Λ
2(A)→ Sym2(k)k, f˜1(a, b) := f
♭(a · dA(b)− b · dA(a)) and f˜2 : A→ C
2(k), a 7→ −β(dA(a)),
we then have
dk(f˜2(a)) = −dk(β(dA(a))) = −α(dA(a)) = −Γ(f
♭(dA(a))) = Γ(f˜1(a,1)),
so that the corresponding maps f1 and f2 sum up to a 2-cocycle f := f1 + f2 satisfying Ψ([f ]) = α.
The quotient Z3(k)Γ/B
3(k)Γ can be identified with the image of the map
γ : Sym2(k)k → H3(k), κ 7→ [Γ(κ)]
discussed in the appendix below. From the exactness of the sequence in Proposition 7.2, it follows that
the space Sym2(k)kex := ker γ of exact invariant bilinear forms satisfies
Sym2(k)kex
∼= H1(k, k∗)/H2(k). (16)
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We also note that for a quadratic Lie algebra, i.e., a finite-dimensional Lie algebra k with an invariant
non-degenerate symmetric bilinear form κ0, the space out(k) := der(k)/ ad k of outer derivations satisfies
H1(k, k∗) ∼= H1(k, k) ∼= der(k)/ ad k = out(k),
and that the subspace H2(k) ⊆ H1(k, k∗) consists of those classes [D] of derivations D which are skew-
symmetric with respect to κ0.
We further have ker Γ ∼= Sym2(k/k′), so that
B3(k)Γ ∼= Sym
2(k)kex/ Sym
2(k/k′) and Z3(k)Γ ∼= Sym
2(k)k/ Sym2(k/k′).
To obtain an explicit description of H2(g), it is therefore necessary to have a good description of the
space Sym2(k)k of invariant quadratic forms on k and its subspace of exact forms.
Problem 4.3 Let k be a finite-dimensional K-Lie algebra. We consider the space S := Sym2(k)k of
invariant symmetric bilinear forms on k.
Let n :=
⋂
{rad(κ) : κ ∈ S} denote the common radical of all invariant symmetric bilinear forms on k.
Fix an element κ ∈ S of maximal rank. Then n ⊆ rad(κ), but is there some κ for which we have equality?
In the following remark, we collect some information that is useful to determine the space Z3(k)Γ.
Remark 4.4 Suppose that (k, κ0) is a quadratic Lie algebra, i.e., κ0 is a non-degenerate invariant sym-
metric bilinear form on k. Then there exists for each invariant symmetric bilinear form κ ∈ Sym(k)k a
uniquely determined endomorphism Aκ ∈ End(k) with
κ(x, y) = κ0(Aκ.x, y) for x, y ∈ k.
Now the invariance of κ implies that Aκ is contained in the centroid
Cent(k) := {A ∈ End(k) : (∀x ∈ k) [A, adx] = 0}.
The centroid of k is an associative subalgebra of End(k) on which transposition A 7→ A⊤ with respect to
κ0 induces a linear anti-automorphism, satisfying
κ0(A.x, y) = κ0(x,A
⊤.y) = κ0(A
⊤.y, x) for all x, y ∈ k.
It follows in particular that for A ∈ Cent(k) the invariant bilinear form κA(x, y) := κ0(A.x, y) is symmetric
if and only if A⊤ = A. This leads to a linear bijection
Cent(k)+ := {A ∈ Cent(k) : A
⊤ = A} → Sym2(k)k, A 7→ κA.
For A⊤ = −A, the invariant form κA is alternating, which implies that κA vanishes on k× k
′, and this
implies that
A(k) ⊆ (k′)⊥ = z(k) and A(k′) = {0}.
Conversely, any A ∈ End(k) with k′ ⊆ kerA and im(A) ⊆ z(k) satisfies A ◦ adx = adx ◦ A = 0 for all
x ∈ k, hence is contained in the centroid. We put
Cent0(k) := {A ∈ End(k) : k
′ ⊆ kerA, im(A) ⊆ z(k)}
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and observe that Cent0(k) E Cent(k) is an ideal of the associative algebra Cent(k) because
Cent0(k) = {A ∈ Cent(k) : A|k′ = 0}
is the kernel of the restriction homomorphism Cent(k)→ End(k′).
If A ∈ Cent0(k), then
κ0(A
⊤.[k, k], k) = κ0([k, k], A.k) ⊆ κ0(k
′, z(k)) = {0},
so that A⊤ ∈ Cent0(k). Hence the ideal Cent0(k) is invariant under transposition. We have already seen
that Cent0(k) contains all skew-symmetric elements of Cent(k), so that the involution induced on the
quotient algebra
Centred(k) := Cent(k)/Cent0(k) →֒ End(k
′)
is trivial, which implies that this algebra is commutative.
We thus have
Cent(k)+ ∼= Sym
2(k)k and Cent0(k)+ := {A ∈ Cent0(k) : A
⊤ = A} ∼= Sym2(k/k′).
Therefore
Z3(k)Γ = im(Γ) ∼= Cent(k)+/Cent0(k)+ ∼= Centred(k)
carries the structure of an associative commutative algebra.
In [MR93], Th. 2.3, Medina and Revoy describe the structure of the associative algebra Cent(k) for a
Lie algebra k whose center Z(k) is contained in k′: The algebra Cent(k) has a decomposition with respect
to orthogonal indecomposable idempotents e1, . . . , er with
∑
i ei = idk, so that k is the direct product of
the ideals ki := eik. Moreover, the algebra Cent(ki) ≃ eiCent(k)ei is a local ring, and we have
Cent(k) =
r⊕
i,j=1
Centij , where Centij := eiCent(k)ej ∼= Lin(kj/k
′
j, Z(ki)), i 6= j,
as linear spaces, and
Cent0(k) =
( r⊕
i=1
Cent0(ki)
)
⊕
(⊕
i6=j
Centij
)
.
If, in addition, k carries a non-degenerate quadratic from κ0, then Th. 2.5 loc.cit. implies that the
decomposition of k as a direct sum of ideals ki is orthogonal and the idempotents ei are symmetric with
respect to κ0. We conclude in particular that
Centred(k) = Cent(k)/Cent0(k) ∼=
r⊕
i=1
Centred(ki).
5 Some examples
In this section we describe some Lie algebras k on which we have invariant bilinear forms κ for which
Γ(κ) is a non-zero coboundary, so that g = A⊗ k has coupled cocycles whenever dA 6= 0.
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5.1 The split oscillator algebra
Let h be the 3-dimensional Heisenberg algebra h with generators x, y and c and the only non-trivial
relation [x, y] = c. Then pass to the extension k = h ⋊ KD of h by a derivation D like for affine Kac–
Moody algebras. Explicitly, we take D(x) = x, D(y) = −y and D(c) = 0 (cf. [MP95], p.98, Ex. 6). We
write d := (0, 1) for the element of k corresponding to D. The Lie algebra k is 4-dimensional, and has an
invariant bilinear symmetric form κ, as any Lie algebra with symmetrizable Cartan matrix (cf. [MP95],
Prop. 4, p. 362). We call k the split oscillator algebra over K.
Remark 5.1 Let us compute the dimensions of the spaces of cochains, cocycles and cohomology spaces:
degree p 0 1 2 3 4
dimCp(k) 1 4 6 4 1
dimHp(k) 1 1 0 1 1
dimBp(k) 0 0 3 3 0
dimZp(k) 1 1 3 4 1
In the preceding table, the dimension of the cohomology spaces is computed as follows: dimH0(k) = 1
by definition. As k/[k, k] = KD, dimH1(k) = 1. By unimodularity, k satisfies Poincare´ duality ([Fu86],
p. 27), so that the dimensions in degree 3 and 4 follow. But the Euler characteristic of a finite dimensional
Lie algebra vanishes [Go55], which implies that H2(k) = {0}.
The dimensions of the boundary spaces are clear in degree 0 and 1. In degree 2, there remain 3
dimensions as the difference of dimC1(k) and dimZ1(k). In the same way, we get the dimensions of Bp(k)
for p = 3, 4. Finally, dimZp(k) is the sum of dimBp(k) and dimHp(k).
Observe that [k, k] = h and [h, h] = Kc, so that k is solvable, but [k, h] = h, so that k is not nilpotent.
We claim that each invariant bilinear form κ is exact, which gives rise to coupled cocycles (in the
sense of Section 3): If 0 6= µ ∈ C4(k), then the fact that k is unimodular implies that all 3-cochains ihµ,
h ∈ k, are 3-cocycles. If h ∈ [k, k] = h, then ihµ is exact, so that iDµ yields a basis of the one-dimensional
space H3(k). Since 0 6= (iDµ)(x, y, c) = µ(D, x, y, c) and for each invariant symmetric bilinear form κ we
have κ([x, y], c) = κ(x, [y, c]) = 0, we see that Γ(κ) ∈ span{ihµ : h ∈ h} = B
3(k). Hence each invariant
symmetric bilinear form is exact.
Remark 5.2 We now turn to the space Sym2(k)k: Any invariant symmetric bilinear form κ satisfies
κ(c, x) = κ([x, y], x) = −κ([y, x], x) = −κ(y, [x, x]) = 0.
κ(c, y) = κ([x, y], y) = κ(x, [y, y]) = 0.
κ(c, c) = κ([x, y], c) = κ(x, [y, c]) = 0.
κ(d, x) = κ(d, [d, x]) = κ([d, d], x) = 0.
κ(d, y) = −κ(d, [d, y]) = −κ([d, d], y) = 0.
κ(d, c) = κ(d, [x, y]) = κ([d, x], y) = κ(x, y).
κ(x, x) = κ(x, [d, x]) = −κ(x, [x, d]) = −κ([x, x], d) = 0.
κ(y, y) = −κ(y, [d, y]) = κ(y, [y, d]) = κ([y, y], d) = 0.
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We immediately conclude that the space of invariant symmetric bilinear forms is at most 2-dimensional
and that each such form κ is determined by κ(d, c) = κ(x, y) and κ(d, d) (note that d is not a commutator).
Let us denote by κ1 the (invariant symmetric bilinear form) with κ1(d, d) = 1 and κ1(x, y) = 0 and κ2
the invariant symmetric bilinear form with κ2(x, y) = κ2(d, c) = 1 and κ2(d, d) = 0. Then κ2 coincides
with the invariant form κ introduced above and κ1, κ2 form a basis of Sym
2(k)k. Combining with the
observation in the preceding remark and Section 4, we get
K2 ∼= Sym2(k)k ∼= Sym2(k)kex
∼= H1(k, k∗) ∼= H1(k, k) ∼= out(k).
For the reduced centroid, we thus get
Centred(k) = Sym
2(k)k / Sym2(k / [k, k]) = K[κ2].
We further get Z3(k)Γ = B
3(k)Γ ∼= K.
For any algebra A, and g = A ⊗ k, the exact sequence in Theorem 4.2 now turns into a sequence of
the form
{0} → H2(g/g′) ∼= Λ2(A)∗
Φ
−−−−→H2(g)→ Lin(Ω1(A), Z3(k)Γ) ∼= Ω
1(A)∗ → {0}.
Therefore the essential part of H2(g) is isomorphic to the dual space of Ω1(A). From the construction in
the proof of Theorem 4.2, it follows that the coupled cocycles correspond to the elements of Ω1(A)∗ not
vanishing on the subspace dA(A).
5.2 Two more classes of examples
Example 5.3 For a Lie algebra g its cotangent bundle T ∗g := g∗ ⋊ g is a Lie algebra with the bracket
[(f, x), (f ′, x′)] := (x.f ′ − x′.f, [x, x′]), where x.f = ad∗ x.f = −f ◦ adx.
A slight generalization is obtained as follows. Suppose that γ : g× g→ g∗ is a Lie algebra 2-cocycle, i.e.,∑
cyc.
ad∗ x.γ(y, z)− γ([x, y], z) = 0.
Then we have another Lie algebra structure on g∗ ⊕ g given by
[(f, x), (f ′, x′)] := (x.f ′ − x′.f + γ(x, x′), [x, x′]).
We write T ∗γ g for the corresponding Lie algebra, a so-called twisted magnetic extension of g.
The symmetric bilinear form given by
κ((f, x), (f ′, x′)) := f(x′) + f ′(x)
satisfies
Γ(κ)((f, x), (f ′, x′), (f ′′, x′′)) = κ((x.f ′ − x′.f + γ(x, x′), [x, x′]), (f ′′, x′′))
= f ′′([x, x′]) + f ′([x′′, x]) + f([x′, x′′]) + γ(x, x′)(x′′)
= γ(x, x′)(x′′) +
∑
cyc.
f([x′, x′′]). (17)
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This implies that κ is invariant if and only if γ˜(x, x′, x′′) := γ(x, x′)(x′′) is alternating, hence an element
of Z3(g) (cf. [Bo97], Lemma 3.1). Let us assume that this is the case and note that Γ(κ) vanishes only if
γ = 0 and g is abelian.
For the alternating bilinear form η((f, x), (f ′, x′)) := f(x′)− f ′(x) we then have
η([(f, x), (f ′, x′)], (f ′′, x′′)) = (x.f ′ − x′.f + γ(x, x′))(x′′)− f ′′([x, x′])
= γ(x, x′)(x′′) + f ′([x′′, x]) + f([x′, x′′])− f ′′([x, x′]), (18)
so that
(dη)((f, x), (f ′, x′), (f ′′, x′′)) = −
∑
cyc.
(
f ′([x′′, x]) + f([x′, x′′])− f ′′([x, x′])
)
−
∑
cyc.
γ(x, x′)(x′′)
= −3γ(x, x′)(x′′)−
∑
cyc.
f([x′, x′′]). (19)
Let q : T ∗γ g→ g denote the canonical projection. Then the preceding calculation shows that Γ(κ) is a
coboundary if and only if [q∗γ˜] ∈ H3(T ∗γ g) vanishes. This is in particular the case for γ = 0.
Example 5.4 In [Pe97], Pelc introduces a family of Lie algebras An, where An is an (n+1)-dimensional
Lie algebra with basis T0, . . . , Tn and commutator relations
[Ti, Tj ] =
{
î− j · Ti+j for i+ j ≤ n
0 otherwise.
Here î ∈ {−1, 0, 1} is chosen such that i− î ∈ 3Z.
Then An is a solvable Lie algebra with commutator algebraA
′
n = span{Ti : i > 0}. Let us assume that
n = 3m for some m ∈ N and that charK = 0. Then A3m carries a non-degenerate invariant symmetric
bilinear form defined by
κ(Ti, Tj) = δi+j,n
(cf. [Pe97]). We claim that κ is exact. Choose a0, . . . , an ∈ K in such a way that ai = αi + β, where
β = −1 and α = 2
n
. Then a0 = −1 and ai = −an−i, and we define a 2-cochain η ∈ C
2(An,K) by
η(Ti, Tj) = aiδj,n−i.
Note that we need ai = −an−i to see that this is well-defined.
Now η([Ti, Tj ], Tk) vanishes if i+ j + k 6= n, and for i+ j + k = n we get
η([Ti, Tj ], Tk) = î− j · ai+j .
With ĵ − k = (j − (n− j − i))̂ = î− j, this leads to
−dη(Ti, Tj, Tk) = î− jai+j + ĵ − kaj+k + k̂ − iak+i = î− j(ai+j − ai − aj) = î− j = κ([Ti, Tj], Tk).
Therefore κ is exact.
Note that for m = 1 we thus obtain the split oscillator algebra.
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Example 5.5 (a) If k = span{x, y, c, d} is the split oscillator algebra from Section 5.1, then k ∼= T ∗g for
the 2-dimensional non-abelian subalgebra g := span{x, d} and Th. 3.2 in [Bo97] implies that (k, κ2) is
isometrically isomorphic to (T ∗g, κ), which provides another argument for the exactness of κ2.
(b) For n = 3m and k = A3m, we observe that the ideal n := span{Tn+1
2
, . . . , Tn} is isotropic and
abelian, so that [Bo97], Thm. 3.2 implies that k ∼= T ∗γ (g) for g := k/n
∼= An−1
2
. Therefore Pelc’s algebras
provide other examples of exact twisted cotangent bundles. Using the canonical basis (Ti)i=0,...,n of k to
define a section g→ k, we obtain
γ(Ti, Tj) =
{
0 for i+ j ≤ n−12
î− j · T ∗n−i−j for i+ j >
n−1
2
In particular, γ is non-zero.
6 The topological setting
In this section, we explain how the algebraic results from the preceding sections can be used in the
topological setting. Actually these applications were our original motivation to study the work of Haddi
and Zusmanovich.
We now assume that K = R or C. Let A be a unital commutative locally convex associative K-algebra
and k a locally convex K-Lie algebra. We endow g = A⊗ k with the projective tensor product topology,
turning it into a locally convex space with the universal property that for each locally convex space z
a bilinear map ϕ : A × k → z is continuous if and only if the corresponding linear map ϕ˜ : A ⊗ k → z is
continuous. Then the Lie bracket on g is continuous because the quadrilinear map
A× k×A× k→ A⊗ k, (a, x, a′, x′) 7→ aa′ ⊗ [x, x′]
is continuous and the continuous quadrilinear maps correspond to the continuous linear maps on
(A⊗ k)⊗ (A⊗ k).
In the topological context, we consider for a locally convex space z the space Z2c (g, z) of continuous
cocycles and the subspace B2c (g, z) of all coboundaries of the form dgℓ, where ℓ : g → z is a continuous
linear map. In the topological context, the relation between the space
H2c (g, z) := Z
2
c (g, z)/B
2
c (g, z)
and the space of all linear maps from
H2,c(g) := Z2(g)/B2(g)→ z
is more complicated than in the algebraic setup ([Ne02b]). To define the topological version of H2(g), we
have to use the closure of B2(g) to obtain a Hausdorff topology on the quotient space. We always have
a natural map
H2c (g, z)→ Lin(H2,c(g), z),
but in general there is no reason for this map to be injective or surjective. Therefore the homology space
is much less interesting in the topological setting, and it often is easier to work directly with cocycles and
coboundaries which is made possible by our results in Section III.
The flip involution on g⊗ g, endowed with the projective tensor product topology, is continuous, so
that the kernel of the quotient map g⊗g→ Λ2(g), x⊗y 7→ x∧y is closed, which leads to a locally convex
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topology on Λ2(g). Further the bracket map bg : Λ
2(g)→ g is continuous because it is induced from the
continuous bracket map, which shows that its kernel Z2(g) is closed.
One easily verifies that the maps p± and σ± from Section 2 are continuous, and likewise that the
maps
A→ A⊗A, a 7→ a⊗ 1 and A→ S2(A), a 7→ a ∨ 1
are continuous. Therefore Lemma 2.1 yields a topological decomposition of the closed subspace Z2(g) of
Λ2(g):
Z2(g) = (Λ
2(A)⊗ S2(k)) ⊕ (A⊗ Z2(k))⊕ (IA ⊗ Λ
2(k)).
This implies that any continuous cocycle f : g× g→ z defines three continuous maps
f1 : Λ
2(A)⊗ S2(k)→ z, f2 : A⊗ Λ
2(k)→ z and f3 : IA ⊗ Λ
2(k)→ z.
Conversely, three such continuous linear maps combine to a continuous 2-cocycle of g if and only if they
satisfy the conditions from Theorem 3.1.
If a continuous cocycle f = f1 + f2 + f3 is contained in B
2
c (g, z), then it vanishes on Z2(g), which
implies f1 = f3 = 0 and that f2 is a continuous coboundary, i.e., there exists a continuous linear map
ℓ : g→ z with
f(ax, by) = f2(ax, by) = f˜2(ab)(x, y) = ℓ(ab[x, y]) for all a, b ∈ A, x, y ∈ k.
Clearly, this implies that f˜2(A) ⊆ B
2
c (k, z). If, conversely, f˜2(A) ⊆ B
2
c (k, z), then there exists a linear map
h : A → Lin(k, z) with dkh(a) = f˜2(a) for all a ∈ A, but it is not clear whether the corresponding map
h˜ : A× k→ z will be continuous. Therefore the exactness condition is quite subtle.
If k is finite-dimensional, then the situation simplifies significantly. Then B2c (k, z) = B
2(k, z) and if
Lin(·, ·) stands for “continuous linear maps”, then
Lin(A⊗ Λ2(k), z) ∼= Λ2(k)∗ ⊗ Lin(A, z),
so that we may consider f2 as a 2-cocycle in Z
2(k,Lin(A, z)). If this map vanishes on B2(k), then there
exists a linear map h : k→ Lin(A, z) with
f2(x, y)(a) = h([x, y])(a), x, y ∈ k, a ∈ A.
Then the map ℓ : A× k→ z, (a, x) 7→ h(x)(a) is continuous and satisfies f2 = −dgℓ. We thus get
B2(k,Lin(A, z)) ∼= B2c (g, z).
We collect the previous remarks in the following theorem which is analoguous to Theorem 4.2. It deter-
mines the structure of the second continuous cohomology space for current algebras. Let us denote by
Ω1c(A) = JA / J
2
A the locally convex module of Ka¨hler differentials for the locally convex commutative
associative algebra A.
Theorem 6.1 Let k be a finite dimensional Lie algebra over K. Then the sequence
{0} → H2c (g/g
′)⊕ Lin(A,H2(k))
Φ
−−−−→H2c (g)
Ψ
−−−−→Lin((Ω1c(A), dA(A)), (Z
3(k)Γ, B
3(k)Γ))→ {0}
is exact.
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Proof. First we note that the short exact sequence 0→ k′ → k→ k/k′ → 0 of finite-dimensional vector
spaces splits. Since g′ = A ⊗ k′ is closed in g, it follows that the short exact sequence 0 → g′ → g →
g/g′ → 0 also splits topologically. As we have observed above, Theorem 3.7 and its corollaries remain
true in the topological setting. For Corollary 3.5, we use the topological splitting of k′ in k. We have
also seen above that the corresponding description of the coboundaries remains valid because k is finite
dimensional. Further, the topological splitting of g′ implies that Lemma 4.1 remains true. This implies
the injectivity of Φ.
That kerΨ = imΦ is shown as in the proof of Theorem 4.2. Finally, the surjectivity of Ψ follows from
the fact that f ♭ and β can be chosen as continuous maps, because of the existence of (continuous) linear
right inverses of surjective linear maps to finite dimensional vector spaces.
Example 6.2 We consider the special case where M is a compact manifold and A = C∞(M,R) the
Fre´chet algebra of all smooth real-valued functions on M . According to [Ma02] or [Co85], the universal
topological differential module of A is given by Ω1c(A)
∼= Ω1(M,R), the space of smooth R-valued 1-forms
on M , and the de Rham-differential d : C∞(M,R) → Ω1(M,R) is a universal continuous derivation. It
follows in particular that the space dA(A) is the space of exact 1-forms, which is non-zero.
Now let k be a finite-dimensional real Lie algebra and
g := A⊗ k ∼= C∞(M, k).
Up to cocycles vanishing on g × g′, all continuous cohomology classes in H2c (g) are then represented by
sums f = f1 + f2, where
f˜1 : A×A→ Sym
2(k)k
is an alternating continuous linear map for which there is a continuous linear map
f ♭1 : Ω
1(M,R)→ Sym2(k)k with f˜1(a, b) = f
♭
1(a · d(b)− b · d(a)),
and
dk(f˜2(a)) = −Γ(f
♭
1(da)) for all a ∈ A.
We interprete the continuous linear map f ♭1 as a Sym
2(k)k-valued current on M . It is a closed current
if and only if it vanishes on exact forms. Typical examples of such currents arise from pairs (ξ, κ), where
ξ : [0, 1]→M is a piecewise smooth path and κ ∈ Sym2(k)kex via
f ♭1(α) :=
(∫
ξ
α
)
· κ,
but these examples satisfy γ ◦ f ♭1 = 0.
7 Appendix: A useful exact sequence
The following section is very much based on information and hints we got from M. Bordemann ([Bo97]).
Definition 7.1 Let k be a Lie algebra and a a k-module. We denote the action as k × a → a by
(x, a) 7→ x.a. On the space Cp(k, a) of a-valued Lie algebra cochains we have a natural action of k
denoted by
(x.ω)(x1, . . . , xp) = x.ω(x1, . . . , xp)−
p∑
i=1
ω(x1, . . . , xi−1, [x, xi], xi+1, . . . , xp).
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For p, q ∈ N0, we consider the injection
T˜p : C
p+q(k, a)→ Cp(k, Cq(k, a)), (T˜pf)(x1, . . . , xp)(y1, . . . , yq) := f(x1, . . . , xp, y1, . . . , yq).
From the action of k on the spaces Cq(k, a), we obtain Lie algebra differentials
d′k : C
p(k, Cq(k, a))→ Cp+1(k, Cq(k, a))
and we also have
d′′k : C
p(k, Cq(k, a))→ Cp(k, Cq+1(k, a)), ω 7→ dk ◦ ω
satisfying on Cp+q(k, a) the identity
T˜p+1 ◦ dk = d
′
k ◦ T˜p + (−1)
p+1d′′k ◦ T˜p+1. (20)
(cf. [HS53], Lemma 1).
Specializing to the trivial module a = K, we obtain in particular the maps
α˜p := T˜p−1 : C
p(k)→ Cp−1(k, C1(k)) = Cp−1(k, k∗),
which, in view of equation (20), commute with the respective Lie algebra differentials because d′′k ◦ T˜p
vanishes on Cp(k,K). Hence they induce linear maps
αp : H
p(k)→ Hp−1(k, k∗), [ω] 7→ [α˜p(ω)].
For the k-module k∗, the subspace dkk
∗ of C1(k, k∗) consists of maps whose associated bilinear map is
alternating. We thus have a well-defined map
S : C1(k, k∗)/B1(k, k∗)→ Sym2(k)
which is a morphism of k-modules. We now obtain maps
β˜p = S ◦ T˜p−1 : C
p(k, k∗)→ Cp−1(k, Sym2(k))
satisfying
β˜p ◦ dk = S ◦ T˜p−1 ◦ dk = S ◦ (d
′
k ◦ T˜p−2) = d
′
k ◦ S ◦ T˜p−2 = d
′
k ◦ β˜p−1. (21)
Hence β˜p induces a linear map
βp : H
p(k, k∗)→ Hp−1(k, Sym2(k)).
From the construction, we immediately get β˜p ◦ α˜p+1 = 0, which leads to βp ◦ αp+1 = 0.
Proposition 7.2 For any Lie algebra k, we obtain with γ(κ) := [Γ(κ)] an exact sequence
{0} → H2(k)
α2−−−−→H1(k, k∗)
β1
−−−−→ Sym2(k)k
γ
−−−−→H3(k)
α3−−−−→H2(k, k∗)
β2
−−−−→H1(k, Sym2(k)).
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Proof. To see that for each cocycle ω ∈ Z1(k, k∗) the symmetric bilinear form β˜1(ω) is invariant, we
note that
β˜1(ω)([x, y], z) = ω([x, y])(z) + ω(z)([x, y]),
and if ω is a cocycle, this can be written as
β˜1(ω)([x, y], z) = (x.ω(y))(z)− (y.ω(x))(z) + ω(z)([x, y]) = ω(y)([z, x]) + ω(x)([y, z]) + ω(z)([x, y]),
showing that this trilinear form is alternating, and hence that β˜1(ω) is invariant.
Exactness in H2(k): We only have to show that α2 is injective. If ω ∈ Z
2(k) satisfies α˜2(ω) = dkη
for some η ∈ k∗, then
ω(x, y) = (dkη)(x)(y) = (x.η)(y) = −η([x, y]),
which implies that ω is a 2-coboundary.
Exactness in H1(k, k∗): Clearly β1 ◦ α2 = 0. If, conversely, β1([ω]) = 0, then ω : k → k
∗ is a linear
map whose associated bilinear form ω˜(x, y) := ω(x)(y) is alternating. In this situation, we have
dω˜(x, y, z) = −ω([x, y])(z)− ω([y, z])(x)− ω([z, x])(y) = −ω([x, y])(z) + ω(x)([y, z]) + ω(y)([z, x])
=
(
− ω([x, y])− y.ω(x) + x.ω(y)
)
(z) = (dkω)(x, y)(z). (22)
We conclude that ω˜ is a cocycle if and only if ω is one, and from that we derive that kerβ1 = imα2.
Exactness in Sym2(k)k: Next we show that γ ◦ β1 = 0. So let ω ∈ Z
1(k, k∗) and write ω˜ = ω+ + ω−,
where ω+ is symmetric and ω− is alternating. Then
Γ(β˜1(ω))(x, y, z) = ω([x, y])(z) + ω(z)([x, y]) = ω(y)([z, x]) + ω(x)([y, z]) + ω(z)([x, y]), (23)
and the closedness of ω also shows that
∑
cyc. ω([x, y])(z) = 2
∑
cyc. ω(x)([y, z]), which leads to
Γ(β˜1(ω))(x, y, z) =
∑
cyc.
ω([x, y])(z)− ω(z)([x, y]) = 2
∑
cyc.
ω−([x, y], z) = −2dkω−(x, y, z).
Hence Γ(β˜1(ω)) is always exact, so that γ ◦ β1 vanishes on the level of cohomology spaces.
To see that ker γ ⊆ imβ1, suppose that κ is an exact invariant bilinear form and η ∈ C
2(k) satisfies
dη = −Γ(κ). Then ω(x)(y) := κ(x, y) + η(x, y) defines a linear map ω : k→ k∗ with
(dkω)(x, y)(z) = (x.ω(y)− y.ω(x)− ω([x, y]))(z)
= ω(y)([z, x]) + ω(x)([y, z])− ω([x, y])(z)
= κ([x, y], z) + η(y, [z, x]) + η(x, [y, z])− η([x, y], z)
= κ([x, y], z) + dkη(x, y, z) = (Γ(κ) + dkη)(x, y, z) = 0. (24)
From the preceding calculation, we also see by putting η = 0, that the linear map κ˜ : k → k∗ defined
by an invariant symmetric bilinear form κ is a 1-cocycle if and only if Γ(κ) vanishes.
Exactness in H3(k): The transfer formula for differentials implies that an alternating trilinear form
ω on k is a 3-cocycle if and only if the corresponding alternating bilinear form α˜3(ω) is a 2-cocycle.
Therefore the image of α3 consists of those cohomology classes having a representing cocycle whose
associated trilinear form is alternating.
For κ ∈ Sym2(k)k, the corresponding 3-cocycle Γ(κ) and the corresponding linear map κ˜ : k → k∗, we
have
α˜3(Γ(κ))(x, y) = κ([x, y], ·) = −(dκ˜)(x)(y)
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because
dκ˜(x, y)(z) = (x.κ˜(y))(z)− (y.κ˜(x))(z) − κ˜([x, y])(z)
= −κ(y, [x, z]) + κ(x, [y, z])− κ([x, y], z) = κ([x, y], z). (25)
We conclude that α˜3(Γ(κ)) is exact, so that α˜3 ◦Γ induces the trivial map α3 ◦ γ : Sym
2(k)k → H2(k, k∗).
Let f ∈ C1(k, k∗) and write f˜(a, b) = f(a)(b). We then have
df(x, y)(z) = (x.f(y)− y.f(x)− f([x, y]))(z) = f(y)([z, x]) + f(x)([y, z])− f([x, y])(z)
= f(y)([z, x])− (y.f˜)(x, z). (26)
This map is alternating in (x, y), and it is alternating in (x, z) if and only if y.f˜ is alternating. Writing
f˜ = f˜+ + f˜− for the decomposition of f˜ into symmetric and alternating components, this is equivalent
to y.f˜+ = 0. We conclude that df(x, y)(z) is alternating if and only if f˜+ is invariant.
To verify the exactness in H3(k), we now assume that ω ∈ Z3(k) satisfies α3(ω) ∈ B
2(k, k∗), i.e.,
α3([ω]) = 0. Then there exists an f ∈ C
1(k, k∗) with α˜3(ω) = dkf , and the preceding paragraph implies
that f˜+ is an invariant symmetric bilinear form on k satisfying
α˜3(ω) = dkf = −Γ(f˜+) + dkf−,
where f = f++f− corresponds to the decomposition f˜ = f˜++ f˜−. We conclude that [α˜3(ω)] = −[Γ(f˜+)],
which implies exactness in H3(k).
Exactness in H2(k, k∗): We claim that kerβ2 = imα3. To verify this claim, pick ω ∈ Z
2(k, k∗) for
which β˜2(ω) is exact, i.e., there exists a symmetric bilinear form κ ∈ Sym
2(k) with β˜2(ω) = dkκ, i.e., for
x, y, z ∈ k we have
ω(x, y)(z) + ω(x, z)(y) = (x.κ)(y, z) = −κ([x, y], z)− κ(y, [x, z]).
Let η˜ ∈ C1(k, k∗) and write η for the corresponding bilinear map on k with η(x, y) = η˜(x)(y). Then
dη˜(x, y)(z) = (x.η˜(y)− y.η˜(x)− η˜([x, y]))(z) = −η(y, [x, z]) + η(x, [y, z])− η([x, y], z).
Therefore
β˜2(dkη˜)(x)(y, z) = η˜(y)([z, x])− η˜([x, y])(z) + η˜(z)([y, x])− η˜([x, z], y)
= 2(η˜+([y, x])(z) + η˜+([z, x])(y)) = 2(x.η+)(y, z), (27)
and this leads to
β˜2(dkη˜) = 2dkη+ = dk(β˜1(η)).
Since β˜1(C
1(k, k∗)) = Sym2(k), we find some η˜ ∈ C1(k, k∗) with β˜1(η˜) = κ, and then
β˜2(ω − dkη) = dkκ− dkη+ = 0,
so that for ω′ := ω − dkη ∈ Z
2(k, k∗) the corresponding trilinear map is alternating. This means that
[ω] = [ω′] ∈ imα3.
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