Spectral analysis and system of fundamental solutions for Timoshenko beams  by Vu, Quoc-Phong et al.
Applied Mathematics Letters 18 (2005) 127–134
www.elsevier.com/locate/aml
Spectral analysis and system of fundamental solutions for
Timoshenko beams✩
Quoc-Phong Vua, Jun-Min Wangb,∗, Gen-Qi Xuc, Siu-Pang Yungd
aDepartment of Mathematics, Ohio University, Athens, OH 45701, USA
bSchool of Computational and Applied Mathematics, University of the Witwatersrand, Johannesburg, South Africa
cDepartment of Mathematics, Tianjin University, Tianjin 300072, China
dDepartment of Mathematics, The University of Hong Kong, Hong Kong, China
Received 1 June 2003; received in revised form 1 August 2004; accepted 1 September 2004
Abstract
We have found a unified method to analyse Timoshenko beams under various boundary conditions that occurred
in practice. Explicit asymptotic expressions for the spectrum are obtained. Our method is very simple but effective
because explicit formulas are obtained for the system of fundamental solutions, which are very useful for other
purposes such as stability analysis. The eigenfunctions are also shown to form an orthogonal basis.
© 2004 Elsevier Ltd. All rights reserved.
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1. Introduction
Many mechanical systems, such as spacecraft or robot arms with flexible links, can be modeled
as coupled elastic and rigid parts. Many future space applications, such as the space station, rely on
lightweight materials and high performance control systems for the requirements of the high precision
pointing and tracking. To achieve precision demands for such systems, one has to take the effect of
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flexible parts into account. The Timoshenko beam model is widely employed to describe such systems;
see [1–3] for example. Two coupled partial differential equations arise in such a model,{
ρwt t(x, t) − K (wx x(x, t) − ϕx(x, t)) = 0, 0 < x < , t > 0,
Iρϕt t(x, t) − EIϕx x(x, t) − K (wx(x, t) − ϕ(x, t)) = 0, 0 < x < , t > 0 (1.1)
where  is the length of a uniform beam, ρ is the mass per unit length, w(x, t) is the deflection of the
beam from its equilibrium and ϕ(x, t) is the total rotatory angle of the beam at the spatial position x
and time t ; see [1,4]. Constants Iρ and EI are the mass moment of inertia and rigidity coefficients of
the cross-section, respectively, and K is the shear modulus of elasticity. Various boundary conditions
will be applied to Eq. (1.1) in applications (see [5]) and our aim in this paper is to treat those that occur
frequently in practice by a unified method. The boundary conditions that we will consider are
(B1) free–free:
{
K (wx(0, t) − ϕ(0, t)) = 0, EIϕx(0, t) = 0,
K (wx(, t) − ϕ(, t)) = 0, EIϕx(, t) = 0,
(B2) built in–free:
{
w(0, t) = 0, ϕ(0, t) = 0,
K (wx(, t) − ϕ(, t)) = 0, EIϕx(, t) = 0,
(B3) hinged–hinged:
{
w(0, t) = 0, EIϕx(0, t) = 0,
w(, t) = 0, EIϕx(, t) = 0,
(B4) built in–built in:
{
w(0, t) = 0, ϕ(0, t) = 0,
w(, t) = 0, ϕ(, t) = 0,
(B5) built in–hinged:
{
w(0, t) = 0, ϕ(0, t) = 0,
w(, t) = 0, EIϕx(, t) = 0.
After making a standard separation of variable argument, one obtains the Timoshenko eigenvalue
equations{
ρλ2w(x) − K (w′′(x) − ϕ′(x)) = 0, 0 < x < ,
Iρλ2ϕ(x) − EIϕ′′(x) − K (w′(x) − ϕ(x)) = 0, 0 < x <  (1.2)
where prime (′) denotes the differentiation with respect to x , λ is the eigenvalue parameter and the
x-dependent portions are still denoted by w and ϕ.
The main purpose of the present paper is to obtain explicit formulas for a fundamental solution of (1.2)
in Section 2. We also obtain explicit representations for the eigenfrequencies as well as the eigenfunctions
in Section 3.
2. Fundamental solutions for Timoshenko equations
The solution formula of the Timoshenko eigenvalue Eq. (1.2) can be obtained via some lengthy, but
elementary, calculations. All verifications can be done simply by direct substitutions and so the details
are skipped. Here is the main theorem of this paper.
Theorem 2.1. Let λ ∈ C. Let (w(x, λ), ϕ(x, λ)) be a solution pair of the Timoshenko eigenvalue Eq.
(1.2) with eigenvalue parameter λ. Set
a := ρ
K
λ2, b := Iρ
EI
λ2 + K
EI
, c := − K
EI
(2.1)
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and denote by µ1 and µ2 the two roots of the quadratic equation
µ2 − (a + b + c)µ + ab = 0. (2.2)
Assume that µ1 = µ2, then w and ϕ are given by
w(x, λ) = w(0)w1(x, λ) + ϕ(0)w2(x, λ) + w′(0)w3(x, λ) + ϕ′(0)w4(x, λ)
and
ϕ(x, λ) = w(0)ϕ1(x, λ) + ϕ(0)ϕ2(x, λ) + w′(0)ϕ3(x, λ) + ϕ′(0)ϕ4(x, λ)
where the fundamental solutions are given by
w1(x, λ) := 1
µ1 − µ2
(
(µ1 − a) cosh √µ2x − (µ2 − a) cosh √µ1x
)
,
ϕ1(x, λ) := ac
µ1 − µ2
(√
µ1
−1
sinh √µ1x − √µ2−1 sinh √µ2x
)
,
w2(x, λ) := b
µ1 − µ2
(√
µ1
−1
sinh √µ1x − √µ2−1 sinh √µ2x
)
,
ϕ2(x, λ) := 1
µ1 − µ2
(
(µ1 − b) cosh √µ2x − (µ2 − b) cosh √µ1x
)
,
w3(x, λ) := 1
µ1 − µ2
(
(µ1 − b)√µ1−1 sinh √µ1x − (µ2 − b)√µ2−1 sinh √µ2x
)
,
ϕ3(x, λ) := c
µ1 − µ2
(
cosh √µ1x − cosh √µ2x
)
,
w4(x, λ) := 1
µ1 − µ2
(
cosh √µ1x − cosh √µ2x
)
,
ϕ4(x, λ) := 1
µ1 − µ2
(
(µ1 − a)√µ1−1 sinh √µ1x − (µ2 − a)√µ2−1 sinh √µ2x
)
.
Remark 2.1. In the case of double roots (that means µ1 = µ2), one can derive the corresponding solution
expressions by taking the limit µ1 → µ2 in the above expressions. The proof of Theorem 2.1 can also be
used to analyse asymptotic behavior of the eigenfrequencies as in Theorem 3.2.
Since the functions (wk(x, λ), ϕk(x, λ)), k = 1, 2, 3, 4, form a fundamental solution set for (1.2) that
satisfy(
w1(0, λ), ϕ1(0, λ),w′1(0, λ), ϕ′1(0, λ)
) = (1, 0, 0, 0),(
w2(0, λ), ϕ2(0, λ),w′2(0, λ), ϕ′2(0, λ)
) = (0, 1, 0, 0),(
w3(0, λ), ϕ3(0, λ),w′3(0, λ), ϕ′3(0, λ)
) = (0, 0, 1, 0),(
w4(0, λ), ϕ4(0, λ),w′4(0, λ), ϕ′4(0, λ)
) = (0, 0, 0, 1)
so the corresponding solution expressions for the inhomogeneous equation can be obtained immediately.
These solution expressions are very useful for the study of feedback stabilization (see for instance [6,7]).
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Theorem 2.2. Let λ ∈ C. Assume that (w, ϕ) is a solution pair of the inhomogeneous Timoshenko
eigenvalue equations with parameter λ:{
ρλ2w(x) − K (w′′(x) − ϕ′(x)) = ρ f1(x), 0 < x < ,
Iρλ2ϕ(x) − EIϕ′′(x) − K (w′(x) − ϕ(x)) = Iρ f2(x), 0 < x < . (2.3)
If µ1 = µ2, then (w, ϕ) are given by
w(x)=w(0)w1(x, λ) + ϕ(0)w2(x, λ) + w′(0)w3(x, λ) + ϕ′(0)w4(x, λ)
+ ρ21
∫ x
0
w3(x − s, λ) f1(s)ds + ρ22
∫ x
0
w4(x − s, λ) f2(s)ds
and
ϕ(x)=w(0)ϕ1(x, λ) + ϕ(0)ϕ2(x, λ) + w′(0)ϕ3(x, λ) + ϕ′(0)ϕ4(x, λ)
+ ρ21
∫ x
0
ϕ3(x − s, λ) f1(s)ds + ρ22
∫ x
0
ϕ4(x − s, λ) f2(s)ds
where ρ1 :=
√
ρ
K , ρ2 :=
√
Iρ
E I and wi , ϕi , i = 1, 2, 3, 4 are defined in Theorem 2.1.
Proof. By direct substitutions, one can verify that the integral terms form a particular solution to
(2.3). 
3. Spectral analysis of Timoshenko beams under various boundary conditions
In this section, we will perform an asymptotic analysis for the eigenfrequencies of Timoshenko beams
under various boundary conditions. We begin with defining the state spaces.
Define the space H := H 1(0, ) × L2(0, ) × H 1(0, ) × L2(0, ) with H k(0, ) (k = 1, 2) being
the usual Sobolev space of order k. For Y1 = [w1, z1, ϕ1, ψ1]T, Y2 = [w2, z2, ϕ2, ψ2]T ∈ H, the inner
product in H is defined by
〈Y1, Y2〉 :=
∫ 
0
K (w′1 − ϕ1)(w′2 − ϕ2)dx +
∫ 
0
ρz1z2dx +
∫ 
0
EIϕ′1ϕ′2dx +
∫ 
0
Iρψ1ψ2dx
+ Kw1(0)w2(0) + E Iϕ1(0)ϕ2(0)
and hence it is easy to see that H is a Hilbert space. Define subspaces ofH by
H2 := {Y = [w, z, ϕ, ψ]T ∈ H | w(0) = 0, ϕ(0) = 0},
H3 := {Y = [w, z, ϕ, ψ]T ∈ H | w(0) = 0}
and we have
H3 = H2 + {ξ [0, 0, 1, 0]T | ξ ∈ C}
and
H = H2 + {ξ [1, 0, 0, 0]T + ζ [0, 0, 1, 0]T | ξ, ζ ∈ C}.
We now consider the Timoshenko beam Eq. (1.1) with each one of the following boundary conditions:
(B1) free–free; (B2) built in–free; (B3) hinged–hinged; (B4) built in–built in and (B5) built in–hinged (for
their physical significance, please refer to [5]).
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SetH1 := H,H4 := H2,H5 := H2; all are subspaces inH. On them we define the linear operator A j
by
A j


w
z
ϕ
ψ

 =


z
K
ρ
(w′′ − ϕ′)
ψ
EI
Iρ
ϕ′′ + K
Iρ
(w′ − ϕ)


, ∀


w
z
ϕ
ψ

 ∈ D(A j), j = 1, 2, 3, 4, 5 (3.1)
with domains
D(A1) = {Y = [w, z, ϕ, ψ]T ∈ H1 | w,ϕ ∈ H 2(0, ), z, ψ ∈ H 1(0, ),
K (w′(x) − ϕ(x))|x=0, = 0, EIϕ′(x)|x=0, = 0}, (3.2)
D(A2) = {Y = [w, z, ϕ, ψ]T ∈ H2 | w,ϕ ∈ H 2(0, ), z, ψ ∈ H 1(0, ),
K (w′() − ϕ()) = 0, EIϕ′() = 0}, (3.3)
D(A3) = {Y = [w, z, ϕ, ψ]T ∈ H3 | w,ϕ ∈ H 2(0, ), z, ψ ∈ H 1(0, ),
z() = w() = 0, EIϕ′(x)|x=0, = 0}, (3.4)
D(A4) = {Y = [w, z, ϕ, ψ]T ∈ H4 | w,ϕ ∈ H 2(0, ), z, ψ ∈ H 1(0, ),
z() = w() = 0, ϕ() = ψ() = 0}, (3.5)
D(A5) = {Y = [w, z, ϕ, ψ]T ∈ H5 | w,ϕ ∈ H 2(0, ), z, ψ ∈ H 1(0, ),
z() = w() = 0, EIϕ′() = 0}. (3.6)
It is clear that each A j with domain D(A j ) is the Timoshenko operator corresponding to boundary
condition (B j), and Eq. (1.1) with boundary condition (B j) becomes the following evolution equation in
H j :
dY (t)
dt
= A j Y (t), t > 0 (3.7)
where Y = [w(·, t), w˙(·, t), ϕ(·, t), ϕ˙(·, t)]T. Under this evolution framework, we immediately have the
following results, whose proofs are straightforward.
Theorem 3.1. Let A j be defined as above. Then
(1) λ = 0 is a double eigenvalue of A1 and the eigenvectors are
Z1 = [0, 0, 1, 0]T, Z2 = [x, 0, 1, 0]T;
λ = ±i√K/Iρ are eigenvalues of A3 and the corresponding eigenvectors are
Ẑ1 = [0, 0, 1, i
√
K/Iρ]T, Ẑ2 = [0, 0, 1,−i
√
K/Iρ]T
and clearly
[0, 0, 1, 0]T = 1
2
Ẑ1 + 12 Ẑ2;
(2) A j is skew adjoint on an invariant subspace with co-dimensional at most 2, and the resolvent of A j
is compact inH j ;
(3) σ (A j) = σp(A j) which consists of isolated eigenvalues with finite multiplicity of A j ;
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(4) σ (A j) is symmetric with respect to the real axis and
σ (A j) = {iηn | n = (0),±1,±2, . . . , η−n = −ηn},
with real ηn > 0 for all n > 0 and limn→∞ ηn = ∞;
(5) all eigenvectors {Ψn(x) | n = ±1,±2, . . .} of A j form an orthogonal basis of H j because of (2),
and hence each A j is an infinitesimal generator of a C0-semigroup of linear operator and the
corresponding solution can be represented as
Y (x, t) =
+∞∑
n=−∞
eiηnt‖Ψn‖−2〈Y (·, 0),Ψn〉Ψn(x).
To consider the eigenvalue problem of A j , assume λ ∈ iR such that the equation (λI −A j )Y = 0 has
a nonzero solution Y = [w, λw, ϕ, λϕ]T ∈ D(A j ). From Theorem 2.1, we have
Y = w(0)Y1(λ) + ϕ(0)Y2(λ) + w′(0)Y3(λ) + ϕ′(0)Y4(λ)
where
Yk(λ) = [wk(x, λ), λwk(x, λ), ϕk(x, λ), λϕk(x, λ)]T, k = 1, 2, 3, 4.
Without loss of generality, let ρ2 = ρ1. Substituting the solution formulas of Theorem 2.1 into the
characteristic determinant of A1, which is given by
D1(λ) =
∣∣∣∣∣∣
0 −1 1
w′1(, λ) − ϕ1(, λ) w′2(, λ) − ϕ2(, λ) w′3(, λ) − ϕ3(, λ)
ϕ′1(, λ) ϕ
′
2(, λ) ϕ
′
3(, λ)
∣∣∣∣∣∣ = 0, (3.8)
of A2, which is given by
D2(λ) =
∣∣∣∣w′3(, λ) − ϕ3(, λ) w′4(, λ) − ϕ4(, λ)ϕ′3(, λ) ϕ′4(, λ)
∣∣∣∣ = 0, (3.9)
of A3, which is given by
D3(λ) =
∣∣∣∣w2(, λ) w3(, λ)ϕ′2(, λ) ϕ′3(, λ)
∣∣∣∣ = 0, (3.10)
of A4, which is given by
D4(λ) =
∣∣∣∣w3(, λ) w4(, λ)ϕ3(, λ) ϕ4(, λ)
∣∣∣∣ = 0, (3.11)
of A5, which is given by
D5(λ) =
∣∣∣∣w3(, λ) w4(, λ)ϕ′3(, λ) ϕ′4(, λ)
∣∣∣∣ = 0, (3.12)
we have the following asymptotic expressions (as |Im λ| → ∞)
D1(λ) = λ2ρ1ρ2 sinh(ρ1λ) sinh(ρ2λ) + O(1),
D2(λ) = cosh(ρ1λ) cosh(ρ2λ) + O
(
1
λ2
)
,
D3(λ) = sinh(ρ1λ) sinh(ρ2λ) + O
(
1
λ2
)
,
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D4(λ) = 1
λ2
[sinh(ρ1λ) sinh(ρ2λ)] + O
(
1
λ4
)
,
D5(λ) = 1
λ
[sinh(ρ1λ) cosh(ρ2λ)] + O
(
1
λ3
)
.
Let
ζn := nπ i

, ξn := 2(n + 1)π i2
and apply Rouché’s theorem; we obtain the following result using the fact that λ ∈ σ (A j) if and only if
D j (λ) = 0.
Theorem 3.2.
σ (A1) =
{
λ(1)n =
ζn
ρ1
+ ε(1)n | n ∈ Z
}
∪
{
λ(2)n =
ζn
ρ2
+ ε(2)n | n ∈ Z
}
∪ {0},
σ (A2) =
{
λ(1)n =
ξn
ρ1
+ ε(1)n | n ∈ Z
}
∪
{
λ(2)n =
ξn
ρ2
+ ε(2)n | n ∈ Z
}
,
σ (A3) =
{
λ(1)n =
ζn
ρ1
+ ε(1)n | n ∈ Z
}
∪
{
λ(2)n =
ζn
ρ2
+ ε(2)n | n ∈ Z
}
,
σ (A4) =
{
λ(1)n =
ζn
ρ1
+ ε(1)n | n ∈ Z
}
∪
{
λ(2)n =
ζn
ρ2
+ ε(2)n | n ∈ Z
}
,
σ (A5) =
{
λ(1)n =
ζn
ρ1
+ ε(1)n | n ∈ Z
}
∪
{
λ(2)n =
ξn
ρ2
+ ε(2)n | n ∈ Z
}
where ε( j )n := O( 1n ) ( j = 1, 2) for |n| large enough.
Remark 3.1. We would also like to note that our results in Theorem 3.2 include those in [8,9] in the
constant coefficient case. Furthermore, our results in Theorems 2.1 and 2.2 can be used together with
suitable boundary feedback controls to achieve feedback stabilities (see [6,7,10] for example).
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