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a b s t r a c t
We examine the influence of the elements of the continued fraction (CF) expansion of
irrational positive a less than 1 on the construction of runs in the digitization of the positive
half line y = ax or, equivalently, on the run-hierarchical structure of the upper mechanical
word with slope a and intercept 0. Special attention is given to the CF elements equal to 1.
We define two complementary equivalence relations on the set of slopes, based on their
CF expansions. A new description of digital lines is presented; we show how to define a
straight line or uppermechanicalwordby two sequences of positive integers fulfilling some
extra conditions. These equivalence relations and this new description enable us to analyze
the construction of digital lines and upper mechanical words. The analysis of suprema of
equivalence classes under one of these relations leads to a result which involves Fibonacci
numbers.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Combinatorics on words and digital geometry are two relatively new intensively growing areas of discrete mathematics.
The first one is about one hundred years old. According to Karhumäki [13], the 1906 paper by Axel Thue (1863–1922) on
repetition-free words is considered as a starting point of mathematical research on words; see also [18]. Digital geometry
is about fifty years old. Its origin is in computer graphics. The mathematical study of different properties of digital images
started in the early 1960s. Azriel Rosenfeld (1931–2004) made pioneering contributions to nearly every area of the field. He
wrote the first textbook on computer vision in 1969; see [9].
One of the problems both domains have in common is a description of characteristic words. It is equivalent to a
description of corresponding digital lines (with the same slope). This problem has received a lot of attention and has been
treated in many different ways, because it has its applications in numerous domains of science. As examples we can cite
mathematics (number theory, combinatorics on words, dynamical systems, digital geometry), computer science (e.g. digital
straightness), astronomy, and crystallography. Because of this diversity of applications, one can find the same, or very
closely related, problems under many different names, e.g., Beatty sequences, Sturmian words, trajectories of rotations,
upper (lower) mechanical words, Christoffel words, chain codes of a line, cutting sequences, billiard words; see [7,22,1].
The interdisciplinary character of results obtained in connection with different descriptions of characteristic words made
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Fig. 1. A CF description according to the hierarchy of runs.
it possible to define independently from digital geometry and combinatorics on words some of the concepts introduced by
the author; see [29], a submitted manuscript.
The history of the problem goes back to 1772, when astronomer Johan III Bernoulli applied the continued fraction (CF)
expansion of a to describe the sequence (bnac)n∈N+ for an irrational a. Some of many excellent sources of information
about different domains of science to which the result was applied, are [8] (section Concluding remarks and the list of
references, which includes even papers on quasicrystals), [24] (the bibliography which is probably complete at least up
to 1972, according to its author), [5,16].
The aimof the present paper is to discuss different aspects of the construction of digital lines and uppermechanicalwords
(Definition 2) with slope a ∈ ]0, 1[ \ Q and intercept 0 according to the hierarchy of runs, runs of runs, etc., as described in
[21]. Our approach is based on CFs and we perform only simple computations on integer numbers. The formulae we use, (6)
for digital lines and (9) for upper mechanical words, have been introduced in two earlier papers by the author.
The run-hierarchical description of lines (6) was first presented in [26]. In this paper and in [27], which is its extended
version, we can find references to many other CF-based methods of descriptions of digital lines.
In [28] the author introduced the run-hierarchical formula (9) for upper mechanical words. In the same paper we can
find a comparison of this method with two other CF-based descriptions of upper mechanical words. One of them is the one
formulated by Bernoulli in 1772, proven by Markov in 1882 and described in [32, p. 67], the second one is the one known as
method by standard sequences, which can be found in [22]. We have shown in [28] that the threemethods are different from
each other. In all of them one can express the length of generated prefixes by means of the denominators (q1, q2, . . .) of the
convergents of the CF-expansion of the slope a of upper mechanical (characteristic) word we describe, but we get different
lengths in each case. For Shallit’s method (by standard sequences) the nth generated prefix of c(a) has length |Xn| = qn,
for Venkov’s method |C1 · · · Cn| = q1 + · · · + qn, and for our method, the nth prefix Pn of the upper mechanical word
s′(a) = 1c(a) has a length qia(n) + qia(n)−1, qia(n)+1, qia(n), or qia(n)+1 + qia(n), depending on the parity of the value ia(n) of the
index jump function (Definition 1 in the present paper) at n and on whether aia(n) is equal to 1 or not; see Corollary 1 in [28].
This means that the hierarchy of runs in Venkov’s method and in the method by standard sequences is different from the
hierarchy of runs defined by Rosenfeld.
Fig. 1 illustrates the run-hierarchical construction of both digital lines as in (6) and upper mechanical words as in (9),
due to the equivalence which will be discussed in Section 2. The line segment run5(1) on Fig. 1 corresponds to the prefix P5
of upper mechanical words s′(a) for all such a that a = [0; 1, 2, 1, 1, 3, 1, 1, a8, a9, . . .], where a8, a9, . . . ∈ N+. Each black
square in the figure represents the letter 1 and each white square represents the letter 0 in the binary word s′(a).
An important issue in the present paper is to clarify the role of elements equal to 1 of the CF expansion of the slope
a ∈ ]0, 1[\Q in the run-hierarchical construction of the digitization of the line y = ax, equivalently, of the uppermechanical
word with slope a and intercept 0. In Section 3, which constitutes the first of the two main topics in this paper, we define
essential 1’s (Definition 6) as those 1’s of the CF expansion of the slope which have influence on the qualitative aspect of the
construction of lines (words). By qualitative aspect wemean that they determine the construction of digitization in terms of
long and short runs on all the digitization levels, i.e., how the runs are arranged. The essential 1’s cause the most frequently
appearing run on the level they decide about to be long; see Section 3.2. Other CF elements (meaning non-essential 1’s and
elements different from 1) take care of the quantitative aspect of the digitization only. By this we mean that they determine
the run length on each digitization level, i.e., how many runsk−1 form one runk for each k ≥ 2; see Section 3.1. The special
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treatment the essential 1’s get in our descriptionmakes our process of forming lines or words for some slopesmore efficient
than in the case of some other similar recursive formulae, as we have shown in [28].
We define two complementary equivalence relations on the set ]0, 1[ \ Q of slopes of digital half lines y = ax (or,
equivalently, of upper mechanical words). One of them is based on the idea of the sequence of length specification (see
Definition 3), the second one is defined by the alreadymentioned index jump function (Definition 1) and can be equivalently
defined by the sequence of the places of essential 1’s (Definitions 6 and 7, Proposition 8).
We consider the problemof existence of least and greatest elements in equivalence classes for both equivalence relations.
The solution is presented in Propositions 2 and 3 (for the relation based on the length of runs) and Theorem5 (for the relation
based on essential 1’s). Theorem 5 shows the connection between the classes defined by the sequences of the places of
essential 1’s and the Fibonacci numbers.
Another problem we solve in this paper is how to construct the slope of a straight line which has a digitization fulfilling
some a priori imposed conditions, in this case, given a short run length on the digitization level k for all k ∈ N+ (i.e., the
sequence of length specification) and the sequence of the places of essential 1’s. The solution of this problem is presented
as Theorem 6, which is a converse of Theorem 1. It shows, given the description of a digitization, how to compute the slope
of the digitized straight line, while Theorem 1 gives a description of the digitization for a given slope.
As we have stated earlier in this introduction, there exist many different CF-based descriptions for both digital lines and
characteristic words. Probably the most commonly used methods are the already mentioned method by Venkov and the
standard-sequences method. None of them reflects the run-hierarchical structure of words by analogy to the hierarchy of
runs as defined by Rosenfeld for digital lines. There are also other placeswherewe can find similar formulae, see for example
[11]. The method presented there is similar to ours, but it does not give any special attention to the CF elements equal to 1,
which causes the run-hierarchical structure not to be reflected either.
The method by standard sequences appears in many different places and forms in the literature. Some good sources to
consult about the subject are [22] and [17, pp. 75, 76, 104, 105]. On pages 104 and 105 in the latter we can find some exer-
cises which show the connections between bothmethods (the one by Shallit and the one by Venkov). In some places we can
see a very strong connection between themethod by standard sequences and the Stern–Brocot algorithm [12, pp. 116–123];
see for example [4,6]. In [4, p. 172] the connection between standardwords and Rauzy’s rules is presented. Compare also [10,
pp. 61–67] with [17, pp. 64–77] to see the similarity between the Stern–Brocot tree and the binary tree of standard pairs.
Bates et al. [3] show the link between Stern–Brocot tree and the Gauss map. Our method expressed by (6) and (9) was
derived from the method by digitization parameters introduced in [25], which, as shown in [27], are strongly connected to
the iterates of the Gauss map. However, in our method we modify the Gauss map each time when the value of the iterate is
larger than 12 , which corresponds to the special treatment which the essential 1’s get in our method.
None of CF-based descriptions of digital lines, even if some of them reflect the hierarchy of runs as defined by Rosenfeld,
gives a special attention to those CF elements of the slope which are equal to 1. Some indications concerning influence of
CF elements equal to 1 on the construction of digital lines can be found in the Ph.D. thesis of J.-P. Reveillès [20, p. 112],
however, his algorithm is written only for rational slopes and the question about the meaning of the CF elements equal to
1 is not treated there. Another place in the literature about digital lines which touches on the problem is the Ph.D. thesis of
P. Stephenson [23, chap. 4]. He does not formulate the question either. The author’s papers [26–28] and the present paper are
probably the only placeswhere the question about the role of the CF elements equal to 1 in the run-hierarchical construction
of digital lines is both formulated and thoroughly answered.
2. Digital lines and upper mechanical words
We discuss the digitization of the positive half lines y = axwhere a ∈ ]0, 1[ is irrational. The standard Rosenfeld digiti-
zation (R-digitization) is replaced by the R′-digitization. The modification is very simple and is basically a vertical shift of
the grid by− 12 (see Fig. 2; the R′-cross in (k, n), denoted CR′(k, n), is shown there). This results in the following arithmetical
description of the digital positive half line lwith equation y = ax as a subset of Z2 (Fig. 3):
DR′(l) = {(k, n) ∈ (N+)2; l ∩ CR′(k, n) 6= ∅} = {(k, dake); k ∈ N+}. (1)
In [26] we presented a description of the construction of digital lines in terms of CFs. In the present paper wewill use this
description to define two equivalence relations on the set of slopes a ∈ ]0, 1[ \ Q of all the digital lines y = ax. The results
hold also for a kind of binary words, namely for upper mechanical words with slope a and intercept 0 (see Definition 2). This
will be shown later in this section.
From now on we assume that the simple CF expansion of a ∈ ]0, 1[ \Q is given, expressed as a = [0; a1, a2, a3, . . .], and
we know the positive integers ak for all k ∈ N+. These are called the elements of the CF. We recall that
[a0; a1, a2, a3, . . .] = a0 + 1
a1 + 1
a2 + 1a3 + · · ·
. (2)
In our case, when a ∈ ]0, 1[ \ Q, we have a0 = bac = 0 and the sequence of the CF elements (a1, a2, . . .) is infinite.
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Fig. 2. A comparison between the R-digitization and the R′-digitization.
We call [a0; a1, a2, . . . , an], for each n ∈ N, the nth convergent of the CF [a0; a1, a2, . . .]. If we define
p0 = a0, p1 = a1a0 + 1, pn = anpn−1 + pn−2 for n ≥ 2 (3)
and
q0 = 1, q1 = a1, qn = anqn−1 + qn−2 for n ≥ 2, (4)
then
[a0; a1, a2, . . . , an] = pnqn for n ∈ N . (5)
All convergents are irreducible [e.g. 14, p. 12]. For more information about CFs see [14].
Our description from [26] was based on our earlier description by digitization parameters from [25] and the following
index jump function.
Definition 1. If a ∈ ]0, 1[ \ Q and a = [0; a1, a2, . . .], then the index jump function ia : N+ → N+ is defined by ia(1) = 1,
ia(2) = 2 and, for k ≥ 2,
ia(k+ 1) = ia(k)+ 1+ δ1(aia(k)),
where δ1(x) =
{
1, x = 1
0, x 6= 1.
Our description of the digitization of y = ax for a ∈ ]0, 1[ \ Q reflects the hierarchy of runs on all the digitization levels.
The term runwas already introduced by Azriel Rosenfeld [21, p. 1265]. For a formal definition of runs and for the definition
of the R′-digitization see [25].
We call runk(j) for k, j ∈ N+ a run of digitization level k. We use the notation runk or in plural runsk, meaning runk(j) for
some j ∈ N+, or, respectively, {runk(i); i ∈ I} where I ∈ P (N+). We also define the length of runk(j) (denoted ‖runk(j)‖) as
its cardinality, i.e., the number of runsk−1 contained in it (for k = 1 it is length in the usual meaning).
Each run1(j) can be identified with a following horizontal subset of Z
2: {(i0 + 1, j), (i0 + 2, j), . . . , (i0 +m, j)}, wherem
is the length of the run. For each a ∈ ]0, 1[ \ Q we have only two possible run lengths: ⌊ 1a⌋ and ⌊ 1a⌋+ 1. All the runs with
one of those lengths always occur alone, i.e., do not have any neighbors of the same length in the sequence (run1(j))j∈N+ ,
while the runs of the other length can appear in sequences.
On each level k for k ≥ 2 we have short runs (Sk) and long runs (Lk), which are composed of the runs of level k− 1. Only
one type of runsk−1 (short or long) can appear in sequences, the second type always occurs singly. The first run on level
k− 1 is the run beginning in (1, 1) and will be referred to as runk−1(1). Each runk(j) is composed of a single runk−1 (in the
beginning or at the end of the runk(j)) and the maximal number (call it m) of main runsk−1 between this single runk−1 and
the next single one (or the previous one if the runk(j) ends with the single runk−1). Then ‖runk(j)‖ = m+ 1.
We use the notation Smk Lk, LkS
m
k , L
m
k Sk and SkL
m
k , when describing the form of digitization runsk+1. For example, S
m
k Lkmeans
that the runk+1 we consider consists ofm short runsk (Sk) and one long runk (Lk) in this order, so it is a runk+1 with the most
frequent element short. The length of such a runk+1, being its cardinality, i.e., the number of runsk contained in it, is then
equal tom+ 1. We will also use the notation ‖Sk+1‖ and ‖Lk+1‖ for the length of the short resp. long runsk+1. We recall the
following theorem describing the digital lines with slope a ∈ ]0, 1[\Q in terms of CFs. This theorem formed our main result
in [26].
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Fig. 3. An R′-digital line y = axwith irrational slope and the corresponding s′(a).
Theorem 1 ([26]; Description by CFs). Let a be irrational and a = [0; a1, a2, . . .]. For the digital straight line with equation
y = ax, we have ‖S1‖ = a1, ‖L1‖ = a1 + 1, and the forms of runsk (form_runk) for k ≥ 2 are as follows:
form_runk =

Smk−1Lk−1 if aia(k) 6= 1 and ia(k) is even
Sk−1Lmk−1 if aia(k) = 1 and ia(k) is even
Lk−1Smk−1 if aia(k) 6= 1 and ia(k) is odd
Lmk−1Sk−1 if aia(k) = 1 and ia(k) is odd ,
(6)
where m = bk − 1 if the runk is short and m = bk if the runk is long. The function ia is defined in Definition 1
and bk = aia(k) + δ1(aia(k))aia(k)+1.
In [28] we derived a recursive CF description of upper mechanical words from Theorem 1. Let us first recall the definition
of those [17, p. 53]:
Definition 2. Given two real numbers α and ρ with 0 ≤ α ≤ 1, we define two infinite words sα,ρ : N→ {0, 1} and
s′α,ρ : N→ {0, 1} by
sα,ρ(n) = bα(n+ 1)+ ρc − bαn+ ρc, s′α,ρ(n) = dα(n+ 1)+ ρe − dαn+ ρe.
The word sα,ρ is the lower mechanical word and s′α,ρ is the upper mechanical word with slope α and intercept ρ. A lower or
upper mechanical word is irrational or rational according to whether its slope is irrational or rational.
In the present paper we deal with the special case when α ∈ ]0, 1[ is irrational and ρ = 0. In this case we will denote
the lower and upper mechanical words by s = s(α) and s′ = s′(α) respectively. We have s0 = s0(α) = bαc = 0 and
s′0 = s′0(α) = dαe = 1 and, because dxe − bxc = 1 for non-integer x and dxe − bxc = 0 only for integers, we have
s = s(α) = 0c(α), s′ = s′(α) = 1c(α) (7)
(meaning 0, resp. 1 concatenated to c(α)). The word c(α) is called the characteristic word of α. For each α ∈ ]0, 1[ \ Q, the
characteristic word associated with α is thus the following infinite word c = c(α) : N+ → {0, 1}:
cn = bα(n+ 1)c − bαnc = dα(n+ 1)e − dαne, n ∈ N+. (8)
The connection between characteristicwords and digital lines is awell-known fact. See for example [17, 2.1.2.Mechanical
words, rotations], [19, chap. 6. Sturmian Sequences] or [15]. In [25] we remarked that the R′-digitization of a line with
equation y = ax, where a ∈ ]0, 1[ \ Q and x > 0, is the subset of Z2 defined by (1). Due to (1), (7) and (8), the sequence
s′0 = 1, s′n = b(n+ 1)ac − bnac for n ∈ N+ describes the R′-digitization of the positive half line y = ax.
Fig. 3 illustrates the correspondence between R′-digital lines and upper and lower mechanical and characteristic words
for a ∈ ]0, 1[ \ Q.
For any a ∈ ]0, 1[ \ Q, the upper mechanical word s′(a), as defined in Definition 2, describes completely the digitization
of the positive half line y = ax and we get the following description of upper mechanical words. Because we have (7), our
results will give a description of both mechanical and characteristic words.
Theorem 2 ([28]; Upper Mechanical Words by CFs). Let a ∈ ]0, 1[ \ Q and a = [0; a1, a2, . . .]. If s′(a) is the upper mechanical
word with slope a and intercept 0 as defined in Definition 2, then s′(a) = limk→∞ Pk, where P1 = S1 = 10a1−1, L1 = 10a1 , and,
for k ≥ 2,
Pk =

Lk = Saia(k)k−1 Lk−1 if aia(k) 6= 1 and ia(k) is even
Sk = Sk−1Laia(k)+1k−1 if aia(k) = 1 and ia(k) is even
Sk = Lk−1S−1+aia(k)k−1 if aia(k) 6= 1 and ia(k) is odd
Lk = L1+aia(k)+1k−1 Sk−1 if aia(k) = 1 and ia(k) is odd,
(9)
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where the function ia is defined in Definition 1. The meaning of the symbols is the following: for k ≥ 1, Pk - Prefix number k,
Sk - Short runk and Lk - Long runk. To make the recursive formula (9) complete, we add that for each k ≥ 2, if Pk = Sk, then Lk
is defined in the same way as Sk, with the only difference that the exponent defined by aia(k) (or by aia(k)+1) is increased by 1. If
Pk = Lk, then Sk is defined in the same way as Lk, with the only difference that the exponent defined by aia(k) (or by aia(k)+1) is
decreased by 1.
We have described in [28] the upper mechanical words s′(a) with slope a ∈ ]0, 1[ \ Q and intercept 0 by an increasing
sequence of prefixes (Pk)k∈N+ . Moreover, the prefix Pk for each k ∈ N+ corresponds to the first run of level k in the digitization
of y = ax, thus we can write Pk = runk(1). This description of words according to the hierarchy of runs on all the levels (i.e.,
runsn for all n ∈ N+) can be helpful for understanding their construction and allows us to define equivalence relations on
the set of upper mechanical words with slope a ∈ ]0, 1[ \ Q and intercept 0. This will be done in Section 3.
Another important fact about characteristic words, which will be used in the sequel, is the following [17, p. 62,
Lemma 2.1.21.]:
Theorem 3. For any a, a′ ∈ ]0, 1[ \ Q, if c(a) = c(a′), then a = a′.
If the R′-digitization of y = a′x is equal to the R′-digitization of y = ax for some a′, a ∈ ]0, 1[ \ Q, then a′ = a.
3. Main topic I: Two equivalence relations on the set of slopes
The description of digital lines in terms of CFs presented in Theorem 1 gives us possibilities of classifications of digital
half lines y = ax (where a ∈ ]0, 1[ \ Q and x > 0), or, equivalently, of upper mechanical words s′(a) with slope a and
intercept 0 (Theorem 2). In this section we will define two equivalence relations on the set of slopes.
3.1. Partition defined by the sequences of length specification
Before we define the equivalence relation based on the sequences of short run length on all the digitization levels, we
recall the following theorem, which, in a slightly different form, we already formulated in [25].
Theorem 4. Let n ∈ N+. For each sequence of natural numbers (b1, b2, . . . , bn) such that b1 ≥ 1 and bi ≥ 2 for 2 ≤ i ≤ n,
one can form Sn (the short digitization run on level n) of all the possible lines y = ax (equivalently, upper mechanical word with
irrational slope and intercept 0) with ‖Sk‖ = bk for k = 1, . . . , n, in exactly m ways, where
m =
{
2n−1 if bn 6= 2
2n−2 if bn = 2 .
The digitizations of all these lines thus fulfill the following condition:
for i = 1, . . . , n, the short run’s length on digitization level i is bi.
Proof. This follows from Theorem 1. The combinatorial idea behind the proof is the following. All the slopes we consider
are of the form [0; b1, c2, . . . , ck] for some k such that n ≤ k ≤ 2n − 1, where for each i ∈ [2, k]Z we have ci = 1 (then,
if i ≤ k − 1, ci+1 = bs − 1 for some s ∈ [2, n]Z), ci = br − 1 for some r ∈ [2, n]Z (if i ≥ 3 and ci−1 = 1), or ci = bp for
some p ∈ [2, n]Z. The problem to solve is thus: in how many ways can we choose which bq for q ∈ [2, n]Z we split into two
elements of CF (into 1 and bq− 1)? Any set with n− 1 elements has 2n−1 different subsets, so 2n−1 is our answer in general.
The exceptions are all the sequences of length specification with bn = 2, because [0; a1, . . . , al, 1, 1] = [0; a1, . . . , al, 2]
for all sequences (aj)j∈[1,l]Z . For the sequences (b1, . . . , bn)with bn = 2 we get only 2n−2 possible forms of S4. 
Later in this paper we will formulate a more general theorem (Theorem 6).
Let us consider the following example.
Example 1. Wewill find all the possible forms of S4 (short run4) for all the lines with the following first four elements of the
sequence of short run length: (b1, b2, b3, b4) = (1, 2, 2, 3). This means that the short run length on level 1 is 1, on level 2 is
2, on level 3 is 2 and on level 4 is 3. Following the construction given in the proof of Theorem 4, we get 8 = 24−1 possible
forms of S4, described by the fourth, fifth, sixth or seventh convergents of the possible slopes, depending on the number of
bi split into 1 and bi − 1 in the part of the CF expansion of the slope describing the first four digitization levels:
(a) p(a)4 /q
(a)
4 = [0; b1, b2, b3, b4] = [0; 1, 2, 2, 3] = 1724
S4 = S23L3 = (L2S2)2(L2S22) = [(S21L1)(S1L1)]2(S21L1)(S1L1)2
(b) p(b)5 /q
(b)
5 = [0; b1, 1, b2 − 1, b3, b4] = [0; 1, 1, 1, 2, 3] = 1727
S4 = L3S23 = (S22L2)(S2L2)2 = (S1L1)2(S1L21)[(S1L1)(S1L21)]2
(c) p(c)5 /q
(c)
5 = [0; b1, b2, 1, b3 − 1, b4] = [0; 1, 2, 1, 1, 3] = 1825
S4 = L3S23 = (L22S2)(L2S2)2 = (S21L1)2(S1L1)[(S21L1)(S1L1)]2
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Fig. 4. Example 1. The 8 possible forms of S4 with the length specification (1, 2, 2, 3).
(d) p(d)6 /q
(d)
6 = [0; b1, 1, b2 − 1, 1, b3 − 1, b4] = [0; 1, 1, 1, 1, 1, 3] = 1829
S4 = S23L3 = (S2L2)2(S2L22) = [(S1L1)(S1L21)]2(S1L1)(S1L21)2
(e) p(e)5 /q
(e)
5 = [0; b1, b2, b3, 1, b4 − 1] = [0; 1, 2, 2, 1, 2] = 1927
S4 = S3L23 = (L2S2)(L2S22)2 = (S21L1)(S1L1)[(S21L1)(S1L1)2]2
(f) p(f )6 /q
(f )
6 = [0; b1, 1, b2 − 1, b3, 1, b4 − 1] = [0; 1, 1, 1, 2, 1, 2] = 1930
S4 = L23S3 = (S22L2)2(S2L2) = [(S1L1)2(S1L21)]2(S1L1)(S1L21)
(g) p(g)6 /q
(g)
6 = [0; b1, b2, 1, b3 − 1, 1, b4 − 1] = [0; 1, 2, 1, 1, 1, 2] = 2129
- gives the max slope (cf. Proposition 3); the 0’s and 1’s as on the picture:
S4 = L23S3 = (L22S2)2(L2S2) = [(S21L1)2(S1L1)]2(S21L1)(S1L1) =
[(1210)2(110)]2(1210)(110) = 11101110110111011101101110110
(h) p(h)7 /q
(h)
7 = [0; b1, 1, b2 − 1, 1, b3 − 1, 1, b4 − 1] = [0; 1, 1, 1, 1, 1, 1, 2] = 2134
- gives the min slope (cf. Proposition 2)
S4 = S3L23 = (S2L2)(S2L22)2 = (S1L1)(S1L21)[(S1L1)(S1L21)2]2.
All the possible forms of S4 for all the lines with the four first elements of the corresponding sequence of short run length
being 1, 2, 2 and 3 are shown on Fig. 4. To put stress on the equivalence between the descriptions of digital lines and upper
mechanical words, we placed in the picture 0’s and 1’s forming the word corresponding to the S4 of one of the lines (g). The
lines are arranged in decreasing order of slopes, the line g has the largest slope, h the least one.
We are going to define an equivalence relation based on quantitative features of digital lines. We will identify all the
lines with the same run length (cardinalities of runs) on all the digitization levels. To get there, we formulate the following
definition.
Definition 3. For any irrational a = [0; a1, a2, . . .], the sequence (bn)n∈N+ , where b1 = a1 and bk = aia(k)+ δ1(aia(k))aia(k)+1
for k ≥ 2 and the function ia : N+ → N+ is defined in Definition 1, will be called the sequence of length specification of the
digital straight line y = ax (equivalently, of the upper mechanical word with slope a and intercept 0).
These sequences will be used to partition the set of all the digital lines y = ax (upper mechanical words) with irrational
slopes a ∈ ]0, 1[ into classes. We can unify all the lines with the same sequence of length specification in an equivalence
class under the following relation.
Definition 4 (Quantitative Identification; by Run-length). We define the following relation∼len⊂ (]0, 1[ \ Q)2: if
a, a′ ∈ ]0, 1[ \ Q, then
a ∼len a′ ⇔ ∀n ∈ N+ b(a)n = b(a
′)
n ,
where
(
b(a)n ; n ∈ N+
)
and
(
b(a
′)
n ; n ∈ N+
)
are the corresponding sequences of length specification in the digitization of
the lines y = ax and y = a′x respectively (equivalently, in the run-hierarchical construction of s′(a) and s′(a′)).
The classification above is based on the short run length on each digitization level. Each digital line y = ax generates its
sequence of length specification. The motivation for the name of the sequence we can find in Theorem 1.
It is clear from Definition 3 that, for each a ∈ ]0, 1[ \ Q, the sequence of length specification corresponding to a has the
following properties: b1 ∈ N+ and, for n ≥ 2, bn ≥ 2. The opposite is also true: all infinite sequences of natural numbers
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greater than or equal to 2 (and the first element possibly equal to 1) generate the digitization of some lines with short run
lengths on each level defined by the elements of the sequence. This means that each sequence (bn)n∈N+ where b1 ≥ 1 and
bi ≥ 2 for all i ≥ 2 is the sequence of length specification for some a ∈ ]0, 1[ \ Q, so it defines one equivalence class in
the set of all digital lines y = ax. How to find the elements of the class, is shown in Theorems 4 and 6 and illustrated with
Example 1.
It follows from Theorem 4 when we let n go to infinity that, for each infinite sequence (bn)n∈N+ such that b1 ∈ N+ and
bi ≥ 2 for i ≥ 2, the class under∼len generated by this sequence has a cardinality of 2ℵ0 , thus of the continuum.
This classification is very easy to dowhenworkingwith CF expansions of the slopes instead of the slopes as real numbers.
It involves only the CF expansion of the slope, forming the sequence of length specification (Definition 3) and a comparison
of integers.
Remark 1. All the lines contained in the same equivalence class under∼len have different index jump functions (see Theo-
rem 6) — if there were two lines with the same index jump function, they would have identical digitization, thus, according
to Theorem 3, they would be the same line.
To be able to formulate some propositions about equivalence classes under∼len, we have to know how to compare two
CFs with each other.
Proposition 1.
[a0; a1, a2, . . .] < [b0; b1, b2, . . .] ⇔ (a0,−a1, a2,−a3, a4,−a5, . . .) lexic.< (b0,−b1, b2,−b3, b4,−b5, . . .).
The second inequality is according to the lexicographical order on sequences.
Proposition 2. For any sequence (a2i+1)i∈N of positive integers, the line with the slope [0; a1, 1, a3, 1, a5, 1, a7, 1, . . .] has the
least slope compared to all the other lines in its equivalence class under∼len.
Proof. According to Definition 3, the line with such a slope belongs to the class defined by (bn)n∈N+ = (a1, 1 + a3, 1 +
a5, 1 + a7, . . .). It follows from Proposition 1, that [0; a1, 1, a3, 1, a5, 1, a7, 1, . . .] < [0; a1, 1 + a3, 1 + a5, 1 + a7, . . .],
because the first difference between the elements occurs on a place with an even number and a2 = 1 < 1 + a3, because
a3 ≥ 1. Generally, for any line belonging to the equivalence class defined by (bn)n∈N+ , the first difference between the
elements of [0; a1, 1, a3, 1, a5, 1, a7, 1, . . .] and the elements of the CF expansion of the slope of this line occurs on a place
with an even number, because it is preceded by a1 which always remains unchanged for all the lines from the class and a
number of pairs (1, ai) of the elements which are the same as for [0; a1, 1, a3, 1, a5, 1, a7, 1, . . .]. This means that the first
difference between the elements of the CF expansions of the slopes will occur on an even place and it will give the inequality
a2i = 1 < 1+ a2i+1 for some i ∈ N+. The first difference between the CF elements on the place with an even index has the
same inequality as the inequality between the CFs, so a2i = 1 < 1+ a2i+1 implies
[0; a1, 1, a3, . . . , 1, a2i−1, 1, a2i+1, 1, a2i+3, . . .] < [0; a1, 1, a3, . . . , 1, a2i−1, 1+ a2i+1, . . .].
The proof is thus complete. 
Proposition 3. For any a1 ∈ N+ and any sequence (a2i)i∈N+ of positive integers such that a2 ≥ 2, the line with the slope[0; a1, a2, 1, a4, 1, a6, 1, . . .] has the largest slope in its equivalence class under∼len.
Proof. The equivalence class of the line with such a slope is defined by the sequence (bn)n∈N+ = (a1, a2, 1+a4, 1+a6, . . .).
Let us take any other line belonging to the same class. If this line has slope [0; a1, 1, a2− 1, . . .], it is clearly a slope which is
less than the slope defined in the statement of the proposition. If the slope is [0; a1, a2, . . .], thenwe use analogous reasoning
as in the proof of Proposition 2 and say that the first difference between the elements of the CF expansion of this slope and
the slope which is supposed to be maximal occurs on a place with an odd number. According to Proposition 1, the first
difference on an odd place gives the opposite direction of the inequality between the CFs compared to the inequality on the
elements on this place. For the slopes defined in the text of the proposition, all a2i+1 for i ∈ N+ are equal to 1, they are thus
minimal, which makes the slopes maximal. 
To summarize, each equivalence class defined by a sequence (bn)n∈N+ , where b1 ∈ N+ and bi ≥ 2 for i ≥ 2, has both
least and largest elements, being [0; b1, 1, bn − 1]∞n=2 and [0; b1, b2, 1, bn − 1]∞n=3 respectively.
3.2. Partition defined by the index jump function
In this sectionwewill present another partition of digital lines into classes. This partitionwill have a qualitative character.
We will identify lines with the same construction (in terms of long and short runs) on all the levels.
As we can see in Theorems 1 and 2, some elements equal to 1 of the CF expansion of the slope play an important role in
the construction of the digitization runs. Analyzing (6) in Theorem 1 we observe that for each level k− 1, where k ≥ 2, the
short run Sk−1 is the most frequent one if aia(k) 6= 1. In the opposite case, when aia(k) = 1, the most frequent one is the long
run Lk−1.
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The parity of the index jump function decides only about the starting point in (1, 1), not about the essential form of the
digitization as a sequence of runs on all the digitization levels. The most important factor for the construction is this if aia(k)
is equal to 1 or different from 1. This gives the qualitative description of runs. FromDefinition 1we can see that the places of
CF elements equal to 1 determine the index jump function. This is the reasonwhywe define the second equivalence relation
on the set of slopes in the following way.
Definition 5 (Qualitative Identification; by Run-Construction). We define the following relation∼con⊂ (]0, 1[ \ Q)2. If
a, a′ ∈ ]0, 1[ \ Q , then
a ∼con a′ ⇔ ia = ia′ ,
where ia and ia′ are the corresponding index jump functions in digitization of the lines y = ax and y = a′x respectively.
The relation∼con is defined on the set of slopes ]0, 1[\Q, i.e., it also partitions the set of all upper mechanical words with
slope a ∈ ]0, 1[ \ Q and intercept 0. It is clearly an equivalence relation. The following proposition justifies the name of the
relation∼con. It follows immediately from Theorem 1.
Proposition 4. If a ∼con a′, then the digitization runs of the lines y = ax and y = a′x have exactly the same construction (with
respect to short and long runs) for all the digitization levels, only run lengths can be different.
In (6) we can see that this construction depends on the places of some elements equal to 1 in the CF expansion of the
slope. We will call those elements essential 1’s. Then we will describe which of the CF elements equal to 1 decide about the
construction of runs on the level they correspond to, i.e., which 1’s are essential (Propositions 5 and 6).
Definition 6. Let a ∈ ]0, 1[ \ Q and a = [0; a1, a2, a3, . . .]. Then
ak is an essential 1⇔ [ ak = 1 ∧ ∃m ≥ 2, k = ia(m) ].
In Proposition 5 we will show that, if a is irrational and a = [0; a1, a2, . . .], then only the ak = 1 (k > 1) which are directly
preceded by an even number (0, 2, 4, . . .) of consecutive 1’s (also with an index greater than 1) are essential.
We will now formulate a definition which we need for the proof of Theorem 5 and for the description of digital lines
presented in Section 4.
Definition 7. Let a = [0; a1, a2, . . .] be irrational. Let J = ∅ if there are no 1’s in the CF expansion of a (except maybe
for a1), J = N+ if there are infinitely many 1’s in the CF expansion of a and J = [1,M]Z for some M ∈ N+ if there are M
essential 1’s in the CF expansion of a. The following sequence (sj)j∈J : s1 = min{k ∈ N+; ak is essential}, and, for n ∈ J \ {1},
sn = min{k > sn−1; ak is essential} (and (si)i∈∅ = ∅ in case J = ∅) we will call the sequence of the places of essential 1’s in
the CF expansion of a.
Proposition 5. Let a = [0; a1, a2, . . .] be irrational and let the interval J be as in Definition 7. The sequence of the places of
essential 1’s in the CF expansion of a is (sj)j∈J , where s1 = min{k ≥ 2; ak = 1} and, for n ∈ J \ {1},
sn = min{k ≥ sn−1 + 2; ak = 1}.
Proof. This follows from Definitions 1, 6 and 7. From Definition 1 we get the following equivalence. Form ≥ 2
aia(m) = 1⇔ ia(m+ 1) = ia(m)+ 2⇔ ia(m)+ 1 /∈ {ia(n)}n∈N+ . (10)
Sequence (ia(n))n∈N+ is thus strictly increasing and the difference between each of its two consecutive elements is equal to
1 or to 2.
From (10) one can see that ak is an essential 1 if and only if ak = 1 (k ≥ 2) and the number k + 1 = ia(m) + 1 does
not belong to the sequence (ia(n))n∈N+ , so (sj)j∈J as defined in Definition 7 is strictly increasing and the difference between
each of its two consecutive elements is at least 2. Moreover, according to Definitions 1 and 6, the index of each essential 1
is greater than or equal to 2. 
Proposition 6. Let a = [0; a1, a2, . . .] be irrational. Then none of asm+1 = 1 for any m ∈ J is essential.
Proof. It follows from (10) that (ia(k))k∈N+ = N+ \ (sm + 1)m∈J , thus, according to Definition 6, all the asm+1 = 1 form ∈ J
are non-essential 1’s. 
Each a ∈ ]0, 1[\Q generates the index jump function ia, which generates the sequence of the places of important 1’s. Each
sequence of important 1’s has some properties, whichwill be formulated in the following proposition.Wewill show that the
opposite is also true, i.e., that each sequence with these properties is a sequence of the essential 1’s for some a ∈ ]0, 1[ \ Q.
Proposition 7. Let a = [0; a1, a2, . . .] be irrational. The corresponding sequence (sj)j∈J of the places of essential 1’s in the CF
expansion of a has the following properties:
• the set J is as follows: J = ∅, J = N+ or J = [1,M]Z for some M ∈ N+, depending on the number of essential 1’s in the CF
expansion of a.
• the sequence (sj)j∈J is a sequence of positive integers such that s1 ≥ 2 and, for k ∈ J \ {1}, sk − sk−1 ≥ 2.
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The opposite is also true, i.e., each sequence (sj)j∈J of positive integers, where J is any index set such that J = ∅, J = N+ or
J = [1,M] for some M ∈ N+ and s1 ≥ 2 and, for k ∈ J \ {1}, sk − sk−1 ≥ 2, is a sequence of the places of essential 1’s for some
a ∈ ]0, 1[ \ Q.
Proof. The first part of the statement follows from Proposition 5. The second part we will prove in Theorem 6. 
Because it is easier to use the sequences of the places of essential 1’s than the index jump function, we will formulate the
following proposition.
Proposition 8. If a, a′ ∈ ]0, 1[ \ Q , then a ∼con a′ iff their corresponding sequences of the places of important 1’s are equal to
each other, i.e.,
a ∼con a′ ⇔
(
s(a)j
)
j∈J
=
(
s(a
′)
k
)
k∈J ′
.
Proof. From Definitions 6 and 7 we can see that the sequences of the places of essential 1’s in the CF expansion of a
are defined by the index jump function corresponding to a, so, if ia = ia′ , then
(
s(a)j
)
j∈J
=
(
s(a
′)
k
)
k∈J ′
, which proves the
implication from the left to the right.
Let us now assume that a and a′ have the same sequences of the places of essential 1’s. We will show that their index
jump functions are also equal to each other.Wewill show that, for each a, the index jump function can be expressed in terms
of the sequence of the places of important 1’s. Let us consider the following function fa : N+ → N+, where a ∈ ]0, 1[ \ Q
and (sj)j∈J is the corresponding sequence of essential 1’s:
fa(k) =

k, 1 ≤ k ≤ s1,
k+ 1, s1 + 1 ≤ k ≤ s2 − 1,
k+ 2, s2 ≤ k ≤ s3 − 2,
k+ 3, s3 − 1 ≤ k ≤ s4 − 3,
...
...
k+m− 1, sm−1 − (m− 3) ≤ k ≤ sm − (m− 1),
k+m, sm − (m− 2) ≤ k ≤ sm+1 −m.
...
...
(11)
If J = ∅, the formula will be reduced to the first line, i.e., fa(k) = k for all k ≥ 1. If J = [1,M]Z, the formula will consist of
the firstM + 1 lines, the last one will describe the values of fa(k) for k ≥ sM −M + 2. It follows from Proposition 7 that we
have for the function defined by (11):
• fa(1) = 1, fa(2) = 2 (because s1 ≥ 2),
• for all the intervals Im = [sm − (m − 2), sm+1 − m]Z we have sm+1 − m − [sm − (m − 2)] = sm+1 − sm − 2 ≥ 0, and,
moreover, p, p+ 1 ∈ Im ⇒ fa(p+ 1)− fa(p) = 1,
• for eachm for which the expressions make sense, we have fa(sm − (m− 1)) = sm − (m− 1)+m− 1 = sm and, for the
next value of the argument, we have fa(sm − (m− 2)) = sm − (m− 2)+m = sm + 2. This means that fa jumps over the
value sm + 1 for eachm ∈ J .
The function fa as defined in (11) and the index jump function ia corresponding to a have the same value for n = 1, are both
increasing on N+ and (fa(k))k∈N+ = N+ \ (sm + 1)m∈J , they have thus the same set of values on N+. This means that fa ≡ ia.
The index jump function can thus be expressed by the sequence of the places of essential 1’s, which proves the implication
from the right to the left. 
We have just shown that one can identify index jump functions with the corresponding sequences of essential 1’s. This
means that the equivalence classes under∼con can also be defined by sequences as described in Proposition 7.
Let us consider the following examples.
Example 2. Let us consider the slopes with the first CF elements as on Fig. 1. We present an illustration of the forming of
the index jump function for those slopes. If a = [0; a1, a2, . . .], where ak ≥ 2 for k = 2, 5, 8, 9, 11, 12, 16, 17, then the
index jump function ia is formed as follows:
a= [0;b11, b2a2,
b3︷︸︸︷
1, 1,
b4a5,
b5︷︸︸︷
1, 1,
b6
a8,
b7a9,
b8︷ ︸︸ ︷
1, a11,
b9
a12,
b10︷︸︸︷
1, 1,
b11︷ ︸︸ ︷
1, a16,
b12a17, . . .]
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ . . .
(ia(k))k∈N+= ( 1, 2, 3, 5, 6, 8, 9, 10, 12, 13, 15, 17, . . .)
In the last row we presented the first twelve elements of the sequence of the values of the index jump function for
these a, so (ia(k))1≤k≤12. The essential 1’s are underlined in the first row. The sequence of the places of essential 1’s is
(sj)j∈J = (3, 6, 10, 13, 15, . . .). The non-essential 1’s are a1, a4, a7, a14. We have also illustrated the sequence of length
specification for these slopes. It is (bn)n∈N+ = (1, a2, 1+ 1, a5, 1+ 1, a8, a9, 1+ a11, a12, 1+ 1, 1+ a16, a17, . . .).
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Example 3. Let a = [0; a1, a2, . . .], where a1 ∈ N+ and an ≥ 2 for all n ≥ 2. Then we have ia(k) = k for each k ∈ N+ and
bk = ak for all k ∈ N+. This means, according to Theorem 1, that for all such lines y = axwe get the following description of
the digitization: ‖S1‖ = a1, ‖L1‖ = a1+ 1; for k ∈ N+: S2k = Sa2k−12k−1 L2k−1, L2k = Sa2k2k−1L2k−1, S2k+1 = L2kSa2k+1−12k , L2k+1 =
L2kS
a2k+1
2k . This pattern is valid for all the slopes without any 1’s (except possibly for a1) in the CF expansion. The sequence of
the places of essential 1’s is (sn)n∈∅ = ∅.
Example 4. Let a = [0; a1, 1, a3, 1, a5, 1, . . .], where a2n+1 ∈ N+ for all n ∈ N (cf. Proposition 2). Then we have ia(1) = 1
and b1 = a1. For k ≥ 2 we have ia(k) = 2k − 2 and bk = a2k−2 + a2k−1 = a2k−1 + 1. The digitization is thus: ‖S1‖ = a1,
‖L1‖ = a1 + 1; for k ≥ 2 : Sk = Sk−1La2k−1k−1 , Lk = Sk−1La2k−1+1k−1 . This pattern is valid for all the slopes with 1’s on all the
even places in the CF expansion. The sequence of the places of essential 1’s is (sn)n∈N+ = (2n)n∈N+ . The class under ∼con
generated by this sequence joins the least elements of all the classes under∼len (see Proposition 2).
Example 5. Let a = [0; a1, a2, 1, a4, 1, a6, 1, a8, . . .], where a1 ∈ N+, a2 ≥ 2 and a2n ∈ N+ for all n ≥ 2 (cf. Proposition 3).
Then we have ia(1) = 1, ia(2) = 2 and ia(k) = 2k − 3 for k ≥ 3, which means that ia(k) is odd for all k 6= 2. Moreover,
b1 = a1, b2 = a2 and bk = a2k−3+a2k−2 = 1+a2k−2 for k ≥ 3. The digitization is thus as follows: ‖S1‖ = a1, ‖L1‖ = a1+1,
S2 = Sa2−11 L1, L2 = Sa21 L1, and for k ≥ 3 we have Sk = La2k−2k−1 Sk−1 and Lk = La2k−2+1k−1 Sk−1. The sequence of the places of
essential 1’s is (sn)n∈N+ = (2n + 1)n∈N+ . The class under ∼con generated by this sequence joins largest elements of all the
classes under∼len (see Proposition 3).
To complete this section, we would like to formulate a qualitative counterpart of Propositions 2 and 3 which were
formulated in Section 3.1 for the quantitative relation ∼len. We describe the solution in Theorem 5, which is one of the
main results in this paper. First we will formulate the following lemma [31, pp. 101–102].
Lemma 1. Let (Fn)n∈N+ denote the Fibonacci sequence, i.e.,
F1 = 1, F2 = 1 and, for n ≥ 3, Fn = Fn−2 + Fn−1 . (12)
If pn/qn for n ∈ N+ denotes the nth convergent of [0; 1 ] = (
√
5− 1)/2, then
pn = Fn, qn = Fn+1. (13)
Proof. We remark first that x = [0; 1 ] is the positive root of the equation x = 1/(1+ x), thus x2+ x−1 = 0, so it is indeed
(
√
5− 1)/2.
For the CF [0; 1 ]we have an = 1 for n ∈ N+, so the formulae (3) and (4) together with (12) give us (13). 
Theorem 5. There exists no equivalence class under∼con with a least element. The infimum is equal to 0 for all the classes.
There exists exactly one class under∼con which has a greatest element. This class is defined by the sequence (sj)j∈N+ = (2j)j∈N+
and the maximum is the Golden Section (
√
5− 1)/2. The following statement describes the suprema of the classes generated by
all the possible sequences of the places of essential 1’s:
∀n ∈ N+ [(∀k ∈ [1, n− 1]Z sk = 2k) ∧ (sn > 2n ∨ |J| = n− 1)]⇒
sup{a ∈ ]0, 1[ \ Q; a ∈ [(sj)j∈J ]∼con} =
F2n−1
F2n
,
where (Fn)n∈N+ is the Fibonacci sequence as defined by (12) and |J| is the cardinality of J .
Proof. To prove the statement about the infimum we remark that in each equivalence class under ∼con there exist slopes
a = [0; a1, a2, . . .]with a1 = 1, slopes with a1 = 2 etc. When a1 tends to infinity, then a = [0; a1, a2, . . .] tends to 0, so we
have no least element in ]0, 1[ \ Q and the infimum is 0 for all classes.
To prove the statement about the supremum, we take J = ∅, J = N+ or J = [1,M]Z for someM ∈ N+ and any sequence
(sj)j∈J of integers such that s1 ≥ 2 and si − si−1 ≥ 2 for all i ∈ J \ {1}, and we consider the class generated by this sequence.
We know, from Propositions 7 and 8, that all the classes under∼con are exactly the classes generated by sequences like this.
If J = ∅, then there is clearly no greatest element in the equivalence class [∅]∼con , because all the slopes [0; 1, a2, . . .]
with an ≥ 2 for n ≥ 2 (which are the only candidates for the position of the maximal element) belong to it and, when a2
tends to infinity, then [0; 1, a2, . . .] tends to 1 (the supremum), which does not belong to ]0, 1[ \ Q. The same reasoning
holds for J 6= ∅ in case when s1 > 2 (i.e., a2 ≥ 2).
If J 6= ∅ and s1 = 2 (i.e., a2 = 1), we consider the only (according to Proposition 1) candidate for a greatest element and
it is [0; 1, 1, 1, a4, . . .]. If s2 > 4 (i.e., a4 ≥ 2), we repeat the same reasoning again. We go on like this, using Proposition 1
about a comparison of CFs.
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The flowchart below analyzes (with respect to largest elements or suprema) all the possible classes generated by all the
possible sets J and all the possible sequences (sj)j∈J as described in Proposition 7:
the candidates for max for any J: [0; 1, a2, . . .]


s1 > 2 or J = ∅
[0; 1, a(n)2 , . . .]
a(n)2 →∞→ 1
no max, sup 1 ?
s1 = 2
the candidates for max: [0; 1, 1, 1, a4, . . .]


s2 > 4 or |J| = 1
[0; 1, 1, 1, a(n)4 , . . .]
a(n)4 →∞→ 23
no max, sup 2/3 ?
s2 = 4
the candidates for max: [0; 1, 1, 1, 1, 1, a6, . . .]


s3 > 6 or |J| = 2
[0; 1, 1, 1, 1, 1, a(n)6 , . . .]
a(n)6 →∞→ 58
no max, sup 5/8 ?
s3 = 6
the candidates for max: [0; 1, 1, 1, 1, 1, 1, 1, a8, . . .]


s4 > 8 or |J| = 3
[0; 1, 1, 1, 1, 1, 1, 1, a(n)8 , . . .]
a(n)8 →∞→ 1321
no max, sup 13/21
?
s4 = 8
the candidates for max: [0; 1, 1, 1, 1, 1, 1, 1, 1, 1, a10, . . .]
· · ·
The rightmostway of the flowchart leads to [0; 1 ] = (√5−1)/2, which is an irrational number. Thismeans that the only
class which has largest element is the class as described in Example 4, generated by the sequence of the places of essential
1’s (sn)n∈N+ = (2n)n∈N+ . The statement about the suprema of all the classes can be derived from the flowchart. It follows
from Lemma 1 that the odd-numbered convergents of the Golden Section [0; 1 ] are 1 = F1F2 , 23 =
F3
F4
, 58 = F5F6 , 1321 =
F7
F8
, . . ..
Moreover, when analyzing the flowchart one can ensure oneself that it covers all the possible classes under∼con. 
Let us summarize the results of this section. We defined two equivalence relations on the set ]0, 1[ \ Q.
Each equivalence class under∼len has both least (Proposition 2) and greatest (Proposition 3) elements. The least elements
of all the classes under∼len belong to the equivalence class under∼con generated by the following sequence of the places of
essential 1’s: (sn)n∈N+ = (2n)n∈N+ (Example 4), so
min{a ∈ ]0, 1[ \ Q; a ∈ [(bn)n∈N+ ]∼len} = [0; b1, 1, bn − 1]∞n=2.
The largest elements of all the classes under∼len belong to the equivalence class under∼con generated by the following
sequence of the places of essential 1’s: (sn)n∈N+ = (2n+ 1)n∈N+ (Example 5), so
max{a ∈ ]0, 1[ \ Q; a ∈ [(bn)n∈N+ ]∼len} = [0; b1, b2, 1, bn − 1]∞n=3.
In Theorem 5 we answered analogous questions about the relation ∼con. No equivalence class under ∼con has a least
element. The infimum in each class is equal to zero. The answer connectedwith greatest elements is muchmore interesting.
The partition of all the irrational numbers from the interval ]0, 1[ into equivalence classes under ∼con gives the sets with
suprema equal to the odd-numbered convergents of the Golden Section, thus with no largest element belonging to the class
(which is a set of irrational numbers). The only exception is the class generated by (sn)n∈N+ = (2n)n∈N+ , which has a greatest
element and it is equal to the Golden Section.
The only class under ∼con which has a greatest element is the class of least elements of all the classes under ∼len (cf.
Proposition 2).
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4. Main topic II: A simple description of digital lines (upper mechanical words) by two sequences of positive integers
In this section we will formulate and prove the converse to Theorem 1, where we have described the construction of
digital positive half lines y = ax, where a ∈ ]0, 1[\Q, using the index jump function. It was a necessary condition for being
digital line y = axwith slope a ∈ ]0, 1[ \Q. Having the slope, we showed the construction of the digital line. Theorem 6will
be formulated in terms of sequences of the places of essential 1’s and proven in terms of CFs. It will show that the condition
formulated in Theorem 1was also sufficient (for each such digitization we can find a slope of the real line which is digitized
according to the described construction). In Theorem 1 it was: given the slope— describe the digitization. Here (Theorem 6):
given the description of the digitization — calculate the slope.
Theorem 6 (Description by Two Sequences of Positive Integers). Each pair ((bn)n∈N+ , (sj)j∈J) of sequences of positive integers
such that
(1) bi ≥ 2 for all i ≥ 2,
(2) J = N+, J = ∅ or J = [1,M]Z for some M ∈ N+, s1 ≥ 2 (if J 6= ∅) and si − si−1 ≥ 2 for all i ∈ J \ {1},
defines exactly one digital line which has following properties: for all n ∈ N+ we have ‖Sn‖ = bn and (sj)j∈J is the sequence of the
places of essential 1’s in the CF expansion of the slope.
Proof. To construct the slope a of this line, we have to find the element of the equivalence class under ∼len defined by
(bn)n∈N+ , which fulfills the additional conditions concerning the places of essential 1’s.
If J = ∅, then a = [0; b1, b2, . . .] is the slope we are looking for.
Let J = N+. To make the following formula, we generalize the method from Theorem 4 and use Definition 6. The slope is
a = [0; a1, a2, a3, . . .], where
∀ 1 ≤ k ≤ s1 − 1 ak = bk,
as1 = 1,
as1+1 = bs1 − 1,
∀ 1 ≤ m(≤ M − 1) k ∈ [sm −m+ 2, sm+1 − (m+ 1)]Z ⇒ ak+m = bk,
asm+1 = 1,
asm+1+1 = bsm+1−m − 1.
We added the restriction m ≤ M − 1 in the last condition on m (in brackets in the formula above), to cover the case when
J = [1,M]Z for someM ∈ N+. IfM = 1, the whole second part of the formula disappears. If J = [1,M]Z for someM ∈ N+,
the formula gets an additional row:
∀ k ∈ N+ k ≥ sM −M + 2 ⇒ ak+M = bk.
According to Theorem 1, the line y = ax for a as described above, has the short run lengths determined by the sequence
(bn)n∈N+ and (sj)j∈J is clearly the sequence of the places of the essential 1’s. Uniqueness follows from Theorem 3 (the same
digitization implies the same slope). 
Each digital line is thus fully determined by two sequences of positive integers. One of them (the sequence of length
specification (bn)n∈N+ ) fulfills the condition bn ≥ 2 for all n ≥ 2. The second one (the sequence (sj)j∈J of the places of the
essential 1’s) fulfills the conditions s1 ≥ 2 and si− si−1 ≥ 2 for all i ∈ J \ {1}. And each digital line gives such two sequences.
We have thus shown equivalence between the set of all digital lines y = ax with a ∈ ]0, 1[ \ Q (equivalently, all up-
per mechanical words with slope a and intercept 0) and the set of all the pairs of sequences of positive integers fulfilling
conditions as described in Theorem 6.
In Sections 3.1 and 3.2 we have described two equivalence relations on the set of slopes ]0, 1[ \ Q. A sequence of length
specification and a sequence of the places of essential 1’s determine together the slope of a line (Theorem 6). This gives us
the following corollary.
Corollary 1. For the two equivalence relations described in Definitions 4 and 5we have the following. For each a′, a ∈ ]0, 1[ \Q
a ∼len a′ ∧ a ∼con a′ ⇒ a = a′.
Each sequence of length specification gives a class of digital lines with bi as short run length on level i for i ∈ N+. Each
such class has the cardinality of the continuum. All the lines which belong to the same class generated by the relation∼len
have different sequences of the places of essential 1’s, so they belong to different classes under∼con. The two relations are
complementary.
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5. Conclusion
As mentioned in the introduction to this paper, there exist many CF-based descriptions of both digital lines and
mechanical words. Our recursive CF description of lines and words with irrational slopes seems to be the only one which
reflects the hierarchy of runs on all levels. The hierarchical structure enables us to analyze abstract properties of lines
(words).
We have defined two complementary equivalence relations on the set of slopes. One of them (quantitative∼len) is based
on run lengths on all the digitization levels and joins all the lines with the same sequence of length specification (bn)n∈N+
in the same class. The second one (qualitative∼con) joins all the lines with the same construction of digitization in terms of
long and short runs on all the digitization levels. We have shown that these two relations are complementary and we have
shown how to construct the slope of the (unique) line with the slope from the intersection [(bn)n∈N+ ]∼len ∩ [(sj)j∈J ]∼con for
any pair of sequences (bn)n∈N+ and (sj)j∈J as described in Theorem 6. We have also found a connection between ∼con and
Fibonacci numbers.
It would be interesting to compare our results to those of [2] and examine the relationship between the symmetry
partners described there and our equivalence relations. This is a possible topic for future research.
Moreover, (11) invites us to ask the following questions:
• for which a ∈ ]0, 1[ \ Q is (k, ia(k)− k+ 1)k∈N+ a digital half line?
• for which a ∈ ]0, 1[ \ Q is (k, ia(k)− k+ 1)k∈N+ a digital half line with irrational slope?
• for which a ∈ ]0, 1[ \ Q are the curves (k, dake)k∈N+ and (k, ia(k) − k + 1)k∈N+ equal to each other, i.e., are the same
digital half line DR′(y = ax, x > 0)?
The last question leads to a fixed-point theorem for Sturmian words (which are irrational, lower or upper, mechanical
words), as presented in the author’s submitted manuscript [30]. The main result there involves very strongly the partition
of the set of slopes by equivalence relation∼len.
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