Abstract. We provide a unique normal form for rank two irregular connections on the Riemann sphere. In fact, we provide a birational model where we introduce apparent singular points and where the bundle has a fixed Birkhoff-Grothendieck decomposition. The essential poles and the apparent poles provide two parabolic structures. The first one only depend on the formal type of the singular points. The latter one determine the connection (accessory parameters). As a consequence, an open set of the corresponding moduli space of connections is canonically identified with an open set of some Hilbert scheme of points on the explicit blow-up of some Hirzebruch surface. This generalizes to the irregular case a description due to Oblezin in the logarithmic case.
Introduction
In this paper, we deal with rank 2 meromorphic connections on the Riemann sphere P 1 = P 1 (C), which consist in the data (E, ∇) of a rank 2 holomorphic vector bundle E, and a meromorphic connection ∇ :
• D is the effective divisor D = ν i=1 n i · [t i ] of poles on P 1 , i.e. t i are distinct points and n i ∈ Z >0 are multiplicities;
• ∇ is a C-linear map satisfying Leibniz rule: for any open set U ⊂ P 1 , we have
for any holomorphic function f on U and section s : U → E.
On any strict open set U ⊂ P 1 , the vector bundle E is trivial, i.e. admits global coordinates Y ∈ C 2 , and in such trivialization, the connection writes
where Ω is the matrix-connection, a two-by-two matrix of meromorphic 1-forms, sections of Ω 1 (D). In a coordinate x : U → C, we have
where P = ν i=1 (x − t i ) ni is the monic polynomial with divisor div(P ) = D| U and a, b, c, d are holomorphic functions on U .
Fix local formal data Λ (see section 2) including the polar locus D. It is the local data of a global meromorphic connection (E, ∇) provided that it satisfies Fuchs relation: the sum of residual eigenvalues equals deg(E), and must therefore be an integer. The moduli space of those Λ-connections up to bundle isomorphisms can be constructed by Geometric Invariant Theory. After fixing convenient weights µ, the moduli space M Λ µ of µ-stable parabolic Λ-connections (E, ∇, l) forms an irreducible quasi-projective variety of dimension 2N where N = deg(D) − 3 (see [4, 5, 6] ). In fact, the role of parabolic data is mainly to avoid bad singularities in the quotient, and are useful only for special choices of Λ; for generic Λ, the parabolic structure is automatically determined by (E, ∇) and can therefore be ommited, so that M Λ µ can be viewed as the moduli space of Λ-connections (E, ∇). In this note, we would like to describe a natural open set of this moduli space in an explicit way, together with an explicit universal family. Natural operations on parabolic connections like twisting by rank one meromorphic connections, or applying convenient birational bundle modifications provide isomorphisms between moduli spaces, usually called canonical transformations. In particular, this has the effect to shift deg(E) by arbitrary integers, and we can assume deg(E) = 1 without loss of generality.
Those connections (E, ∇) with
We can define the apparent map as follows. Consider the sequence of maps
The composition map ϕ ∇ : O(1) → O(n − 2) is a morphism (i.e. is O-linear). By assumption on (E, ∇), ϕ ∇ is not the zero morphism and has therefore n − 3 zeroes counted with multiplicity. It thus defines an element of the linear system |O(n − 3)| and we get a well-defined map
which is called apparent map (see [14, 11, 12] ). In this paper, we generalize to the irregular setting a construction appearing in a paper of Oblezin [14] allowing to define a birational model for M Λ µ : Theorem 1. There is a natural birational map
where Tot stands for the total space, and Sym (n−3) for the (n − 3) th symmetric product.
Precisely, consider the Zariski open subset V ⊂ U ⊂ M Λ µ formed by those connections (E = O ⊕ O(1), ∇) for which the corresponding map ϕ ∇ defined as above has (n − 3) distinct zeroes q 1 , . . . , q (n−3) , all of them distinct from the poles t 1 , . . . , t ν of the connection. Then, for such a connection, we can define a birational bundle transformation
and consider the pushed-forward connection
The new connection (E 0 , ∇ 0 ) has simple poles at q 1 , . . . , q (n−3) with residual eigenvalues 0 and −1 at each pole. One can use automorphisms of E 0 to normalize ∇ 0 in such a way that its restriction to the first factor O ⊂ E 0 is trivial; this normalization is unique up to scalar automorphisms. Once this has been done, the Hukuhara-Levelt-Turrittin splitting subsheaves for each singular point of ∇ 0 are determined modulo (x− t i )
ni by the local formal data Λ. The 0-eigendirection of ∇ 0 at q j corresponds to a point p j ∈ P(E 0 ). On the other hand, P(E 0 ) can be viewed as the fiber-compactification of
As the (−1)-eignedirection is contained in the second factor of E 0 , we deduce that p j ∈ Tot(Ω 1 (D)) and we define the map (3) by setting
The natural projection π :
which is nothing but the apparent map (2) . . , q (n−3) } for which q j = t i and q j = q k for all i, j, k, j = k. This is a consequence of our normal form (9) .
After pushing the Liouville form on Tot(Ω 1 ) via the natural map
, we get a rational 2-form on Tot(Ω 1 (D)) with polar divisor π * D, and which is non degenerate outside |π * D|. This induces a holomorphic symplectic structure on the open set Π −1 (W ) and we expect that it coincides with the natural symplectic structure on M Λ µ (see [8, 1, 5, 6] ). This is checked in the Fuchsian case in section 6.
We think this approach to the moduli space of connections could be useful to describe the total moduli space of connections by studying what is happening when conditions q j = t i and q j = q k are violated. They could be also useful to better understand coalescence of poles t i → t j and degenerescence diagram for Garnier systems. Finally, we hope they can be useful for better understanding isomonodromic deformations, and in particular how to compute general degenerate Garnier systems: so far, we only know the explicit form in one variable case (Painlevé equations) and two variables case (listed in [8, 7] ).
Local normal form and local formal data
Let z be a local coordinate at a pole of ∇, and Y a local trivialization of E. Then we can write
where n := k + 1 is the order of pole, A 0 , A 1 , . . . , A k ∈ gl n (C) are constant matrices, A 0 = 0, and A ∈ gl n (C{z}) is holomorphic. We note [Ω] 
We note that the new negative part only depends on the negative part of M :
.
Logarithmic case n = 1 (and k = 0). Clearly, the eigenvalues θ 1 , θ 2 ∈ C of A 0 are invariant under formal gauge transformation M as above, and it is known that there exists a holomorphic M such that
in the resonant case {θ 1 , θ 2 } = {θ, θ + n}, with n ∈ Z ≥0 . Irregular n > 1 and unramified case. Assume that the leading coefficient A 0 is semi-simple: it has distinct eigenvalues (recall A 0 cannot be scalar). Then, there exists a formal M such that
Moreover, M is unique up to right multiplication by a constant diagonal or anti-diagonal matrix. We note that the formal invariants λ ± can be determined from the negative part [Ω] <0 z=0 of the initial matrix: it suffices to solve
= 0 up to the k + 1 first coefficients. An easy consequence of this normal form is that the connection admits a unique formal decomposition as product of rank 1 connections. Indeed, one can write E = L + ⊕ L − with formal line bundles L ± ⊂ E that are invariant by ∇, and ∇| L ± = d+λ ± . This is the Hukuhara-Levelt-Turrittin splitting in its simplest form.
Remark 2. By a change z = ϕ(z) of coordinate, one can change the normal form, and reduce the difference
However, in this paper, the global coordinate x is fixed, and relatively to it, we have 2k + 2 formal invariants. Isomonodromic deformations appear when we deform the local coordinate (see [10, 3] ).
Irregular n > 1 and ramified case. The leading coefficient A 0 is a non trivial Jordan block: it has a single eigenvalue with multiplicity 2 but is not scalar. In that case, there exists a formal M such that
We have one less formal invariant, namely 2k + 1 instead of 2k + 2. After ramification z = ζ 2 , and applying an elementary transformationỸ
we get an unramified irregular singular point with matrix connection
Therefore, again we have a unique
e. L ± is generated by the "section"
ζ → 1 ±ζ .
Global normal form and explicit definition of Φ
We now consider global rank 2 connections (E, ∇) on P 1 . Denote by x a coordinate on an affine chart of P 1 and by x = ∞ the deleted point. The divisor of poles of ∇ can be written into the form
Let us first make more explicit the construction of ϕ ∇ defined by (1) 
when E = O ⊕ O(1).
In matrix form, the vector bundle O ⊕ O(k) is defined by two charts, one with coordinates (x, Y ) ∈ C × C 2 , and another one with coordinates (x,Ỹ ) satisfying
A connection on O ⊕ O(k) takes the form d + Ω and d +Ω in the respective charts with
, then the matrix connection for ∇ takes the form
ni and A, B, C, D are polynomials of degree
with at least one inequality which is an equality. Then the map ϕ ∇ defined by (1) is here defined by B(x). From now on, we assume that B has degree n − 3, with simple roots q 1 , · · · , q (n−3) , all of them distinct from the poles t i 's. Now, define the birational bundle transformation
in matrix form by setting
We obtain the new matrix connection
and the change of chart is now given bỹ
We note that φ is obtained by applying a positive elementary transformation directed by O(1) over each point x = q i . Finally, we normalize by applying a holomorphic bundle automorphism. Automorphisms take the form
where u, v ∈ C * are constants and F (x) is a polynomial of degree ≤ n − 2. By choosing F = −A, we can kill the (1, 1)-coefficient of the matrix
More geometrically, this means that we can deform the subbundle O in a unique way such that ∇| O is the trivial connection ! The remaining freedom is given by scalar automorphisms (with u = v and F = 0), which commute with everything. Taking into account that
we arrive at the final global normal form
Ci(x)
Di(x) (x−ti) n i + n−3 j=1
The 0-eigendirection of ∇ 2 over x = q j is defined by 1 p j so that we have canonically associated the collection of points {p 1 , . . . , p (n−3) } where p j = (q j , p j ) stands for the point of Tot(Ω 1 (D)) defined by the section p j · dx P (x) at x = q j . The map Φ of the introduction is therefore explicitely defined on the open set V ⊂ M Λ µ of those connections (E, ∇) with E = O ⊕ O(1) with q j = t i and q j = q k , j = k. Indeed, we set Φ(E, ∇) = {p 1 , . . . , p (n−3) } ∈ Sym (n−3) Tot(Ω 1 (D)).
Birationality of Φ
In this section, we want to inverse the map Φ on a Zariski open set. Namely, we now want to prove that, knowing local formal data Λ, i.e. those λ ± defined at each singular point like in section 2, and knowing the position {p 1 , . . . , p (n−3) } of 0-eigendirections of apparent singular points, we can uniquely determine the matrix connection Ω 2 , i.e. the connection (E 2 , ∇ 2 ). If true, we can recover (E, ∇) up to isomorphism by applying an elementary transformation at the 0-eigendirection of each apparent pole q j . Lemma 3. Polynomials C i , D i are determined by the local formal invariants λ ± at t i for i = 1, . . . , ν, ∞.
Proof. For singular points t i , i = ∞, having local normal forms (6) non resonant or (7) (10)Ω = λ
in variable z = x − t i , k + 1 = n i , we pass from this local normal form to the global one (9) by a formal holomorphic gauge transformationỸ = M Y 2 . Therefore, the negative part is given by
as M −1 dM is holomorphic at x = t i , and therefore
We deduce that polynomials C i and D i are determined by
where J k denotes the jet of order k of the power-series at x = t i , and Λ ± defined in (10). Consider now a ramified singular points t i , i = ∞, having local normal form (8)
in variable z = x − t i . A similar discussion shows that the negative part of Ω 2 is given by (11) with
therefore determining C i and D i in terms of formal invariants A i , B i . Finally, the negative part at x = ∞ (⇔ ζ = 0) is given by
where τ i = Res x=ti Di(x) (x−ti) n i dx is the residue of the (2, 2)-coefficient at t i . Note that the trace of residue at x = ∞ has to be 1 + ν i=1 τ i by Fuchs relation for the initial connection ∇ on E = O ⊕ O(1). Again, we can determine C ∞ , D ∞ in terms of local formal invariants λ ± by a formula similar to (12) or (12) .
Remark 4. We have just proved that the principal part of the matrix connection at essential poles t i 's depends only on local formal data Λ. It is independant of the choice of the connection in the moduli space M Λ µ . Moreover, the local Hukuhara-Levelt-Turritti decomposition at poles t i 's is fixed independly of the connection up to order n i − 1 as proved in the following.
± at each singular point t i is determined up to order n i − 1 by the following equation
In particular, it depends only on formal invariants, not of accessory parameters.
Proof. Straightforward computation with the negative part of (9) which is given by (11).
Lemma 6. Coefficients of the polynomialC are determined by the fact that singular points x = q j are not logarithmic (they are apparent).
Proof. For each x = q j , we can write
dx whereĉ j ,d j are holomorphic at x = q j . The singular point x = q j is apparent if, and only if, it disappears after elementary transformation Y 2 = MỸ 2 with
We can check that the new matrix connection is holomorphic if, and only if,
Running over the n − 3 distinct points q j , we get n − 3 independant relations onC(x) which is therefore uniquely determined.
Symplectic structure and Lagrangian fibration
We have identified the open set V ⊂ M Λ µ of those connections (E, ∇) with E = O ⊕ O(1) with q j = t i and q j = q k , j = k, with the open set Π −1 (W ) of Sym (n−3) Tot(Ω 1 (D)), also defined by the same restrictions on q j (see introduction).
On the other hand, this latter space has dimension 2(n − 3) and can be equipped with a meromorphic 2-form ω inducing a symplectic structure on a large open set including Π −1 (W ). Indeed, the natural map which to a (local holomorphic) section y(x) · D) ) with poles along hypersurfaces t i = q j . Finally, the symplectic form induced on V ⊂ M Λ µ via Φ has the explicit expression (14) ω = n−3 j=1 dp j ∧ dq j P (q j )
We expect that this symplectic structure coincides with the natural one constructed for instance in [1] . We check this in the Fuchsian case where everything is known to be explicit.
Link with scalar equation
Our normal form (9) almost looks like a companion matrix. After setting where C(x) is a polynomial of degree ≤ n − 3 and P (x) = x(x − 1) n−3 i=1 (x − t i ). The symplectic form ω 0 = n−3 j=1 dµ j ∧ dλ j in [8, page 47] (here λ j = q j ) coincide up to a sign with the natural symplectic form of our normal form ω = n−3 j=1 dp j ∧ dqj P (qj ) . Starting from Kimura's most degenerate scalar equation (see [8, L(9/2;2) page 37])
