Bifractional Brownian motion (bfBm) is a centered Gaussian process with covariance
Introduction
Classical fractional Brownian motion (fBm) W (h) (t), t ∈ R, with parameter h ∈ (0, 1], a centered Gaussian process with covariance
is so widely known and used that it needs no further recommendations. The remarkable properties of this class of processes are described e.g. in [15, Section 7.2] and in [7, Chapter 4 ].
Houdré and Villa [8] introduced an extension of fBm called bifractional Brownian motion (bfBm) as a centered Gaussian process B (h,k) on R with covariance Usual fBm shows up here when k = 1.
There is one more special case of bfBm directly related to the usual fBm 1 . Consider an anti-symmetrized version of fBm,
It is easy to find its covariance
V (s, t) = (s + t) 2h − |t − s| 2h , s, t ≥ 0.
By comparing this formula with (1.2), we see that bfBm B (1/2,k) , 0 < k < 2, consists, up to a scaling factor, of the two independent versions of V (k/2) , -one for positive, another for negative times.
Houdré and Villa motivate bfBm just by saying that "usual fBm seems to be a valuable model for small increments [of real processes], but it appears to be inadequate for large increments. It is thus very natural to explore the existence of processes which keep some of the properties of fBm but also enlarge our modelling tool kit". Marouby [13] confirmed this deep guess by showing how a family of bfBm's h = 1 2 , k ∈ (0, 1), naturally appears as a limit in Mandelbrot micropulse model (see also [10, Section 14] ). On the other hand, in [11] bfBm was used for proving new probabilistic inequalities.
Initially, Houdré and Villa proved the existence of bfBm on R for 0 < h ≤ 1, 0 < k < 1 .
Later on, Bardina and Es-Sebaiy [2] enlarged the zone of existence. Using an idea of Lei and Nualart [9] , they proved that bfBm exists on R for 0 < h ≤ 1, 0 < k ≤ min 2,
To the moment when we started this work, it was still unknown whether bfBm exists for any other pairs (h, k). We show below in Proposition 3.1 that conditions k ≤ 2 and hk ≤ 1 are necessary for the existence of bfBm on R + .
In the zone h > 1, 0
, which is most difficult for the research, we proceed with spectral analysis and trace a new numerical bound between the zones of existence and non-existence. We are guided by a guess of D.S. Egorov who conjectured that for any fixed h ≥ 1 there exists a positivek(h) < h −1 such that bfBm exists for (h, k) with any k <k(h) and does not exist for any k >k(h).
Existence arguments
For reader's convenience, we briefly recall here (and extend) the key arguments from [8] for the case 0 < k < 1, and those from [2, 9] for the case 1 < k ≤ 2, proving the existence of bfBm.
Case
The arguments of Houdré and Villa actually have nothing to do with fBm or bfBm, as the following statement shows.
Recall that a Bernstein function is a function f : R + → R + which admits the following Lévy-Khintchine representation
where a, b ≥ 0 are constants and µ is a measure on (0, ∞) satisfying the integrability condition min{x, 1}µ(dx) < ∞. Bernstein functions, many examples and their connections to various fields of mathematics are discussed in the monograph [14] . Typical examples are λ → log(1 + λ) and λ → λ k for 0 < k ≤ 1. If 0 < k < 1, the representation (2.1) takes the form
Proposition 2.1 Let Y (t), t ∈ R be a centered process with stationary increments and finite second moments
Then for any Bernstein function f (·) there exists a process with covariance
Remark 2.2 For fBm Y = W (h) we have σ(t) = |t| h , thus Proposition 2.1 used with f (λ) = λ k proves the existence of bfBm with 0 < h, k ≤ 1.
Proof: For f (λ) = a + bλ we simply have
Therefore, the process Y (t) := √ 2 b Y (t) solves the problem. Let now a = b = 0. In view of the formula (2.1), it is sufficient to find a process on R with covariance
for any x > 0. The latter clearly exist along with processes having covariances
Following Lei and Nualart [9] , consider the real Gaussian process
where W is an appropriate uncorrelated Gaussian noise. The process X (k)
is well defined for k ∈ (0, 2). By using (2.2), and analogous formula for K ∈ (1, 2),
it is easy to calculate the covariance
We have
Next, we rescale time by introducing a process
which has the covariance
given by
If hk ≤ 1, consider the usual fBm W (hk) (t), t ∈ R, with covariance from (1.1),
and, for k ∈ (1, 2), obtain bfBm just by adding up the independent processes
For the boundary case k = 2 the integral representation (2.3) does not work but we may simply define X (2) 0 (t), t ≥ 0, as a degenerated random linear process with covariance .4), and obtain
. In another adjacent case k = 1 the bfBm B (h,1) reduces to the classical fBm W (h) . We hesitate to call it a boundary case because it separates not the zones of existence and non-existence but rather two existence zones with different properties.
In the zone 0 < k < 1 the representation (2.5) does not work because the signs in the covariance of X (k) are opposite to the desired ones. In exchange, we have a representation for fBm
with independent processes on the right hand side. This is equivalent to
is a smooth process, it becomes obvious that the local properties of B (h,k) (·) are the same as those of fBm B (hk) (·). We also see that if 0 < k < 1 and B (h,k) (·) exists, then B (hk) (·) exists [6] , which simply means hk ≤ 1. In Proposition 3.1 we show that hk ≤ 1 is necessary for the existence of B (h,k) (·) whatever k is. In the following we prefer to work with a modification of the processes X
The respective covariances are
Then (2.6) becomes 8) or, in the language of covariances,
Necessary conditions
First of all notice that we must distinguish the existence of bfBm on R + and on R. This is very different from the case of usual fBm where condition 0 < h ≤ 1 is necessary and sufficient for the existence in both cases. (·, ·) has the self-similarity property
we may transform bfBm B (h,k) into a stationary process by letting
Stationarity of U (h,k) B
means that its covariance function depends only on the arguments' difference, i.e.
where in our casẽ
By Hölder inequality
hence, the function |R
(·)| must be bounded and must attain its maximum at zero (this is a common property of all stationary processes).
In our case, when τ → +∞, in (3.1) we have the expansions
Therefore, the boundedness ofR(·) implies that both conditions k ≤ 2 and hk ≤ 1 are necessary for the existence of B (h,k) on R + . 
Remark: We do not have an analytic expression for the function k(·). Some values of k(·) are given in Table 5 .1 below.
Proof: a) Assume that bfBm exists on R. Since for its covariance we have R
b) Assume that bfBm exists on R + . Then the stationary process U h,k B
with covarianceR
which is equivalent to
It remains to notice that if (3.4) holds for some value of k, then it holds for any smaller positive value of k, since for any a ∈ (0, 1] we have
Finally, if h > 1 and
Hence, (3.3) fails for k = h −1 . Moreover, by continuity arguments, it also fails for all k that are sufficiently close to h −1 . It follows that k(h) < h −1 .
The covariance criteria given in this section are quite elementary. They take into account only 2-dimensional distributions of the process. In order to get sharper results, we need more refined spectral methods.
Spectral analysis 4.1 Stationary processes, covariances and spectral densities
In addition to the self-similar processes
Notice that U (h)
W is one of the well known versions of fractional OrnsteinUhlenbeck process, see e.g. [3, 4] .
By the definition of X (h,k) , we also have
The covariance functions corresponding to these four stationary processes areR
The basic equality (2.9) transforms into
Let us now pass to spectral representations. Recall that any covariance functionR(·) of a stationary process such thatR ∈ L 2 (R) ∩ L 1 (R) admits a spectral representatioñ
and the non-negative function f (·) is called the spectral density of the corresponding process. We denote f
the spectral densities corresponding to the respective covariance functions defined above.
Notice immediately that relationR
Spectral criterion for the existence of B
(H,K) (hk)
where f (·) is a nonnegative integrable function. It follows that a stationary process U (h,k) B (τ ), τ ∈ R, with covarianceR
(·) exists, and we obtain bfBm by letting
, there exists a non-negative spectral density f such that
By (4.2) it follows that for any u ∈ R
Since the kernel of Fourier transform is trivial, we have 2 f
The criterion of Proposition 4.1 becomes meaningful whenever we have explicit formulae for the involved spectral densities. They are found below in this section.
Spectrum associated to the Lei-Nualart process X
By using the representation (2.3), we obtain
It follows that
where g(v) := e −kv/2 (1 − e −e v ). By applying Fourier transform, we obtaiñ
It follows that f
Now we find g(u)
. By definition
We conclude that
.
Finally, equation (4.3) yields
Spectrum of the fractional Ornstein-Uhlenbeck process
The layout of calculation is very much the same as for the spectrum of LeiNualart process. Recall that fractional Brownian motion, as a process with stationary increments, admits, for h ∈ (0, 1), a spectral representation
where
Therefore,
where g(v) := e −hv e ie v − 1 . By applying Fourier transform, we obtaiñ
Now we find g(u). By definition
where z = h + iu. Notice that the integrals that appear after the integration by parts must be understood as the main value integrals (they are not absolutely converging). We infer that
By using trigonometric formulae sin(πz) = sin(πh + iπu) = sin(πh) cos(iπu) + cos(πh) sin(iπu) = sin(πh) cosh(πu) + i cos(πh) sinh(πu),
we may conclude that
An interesting special case is h = 1/2 where, using a formula 6.1.30 from [1] ,
,
, in accordance with the classical Ornstein-Uhlenbeck covariance functioñ
There is an alternative approach to the computation of the spectral density f (h) W , h = 1/2, due to Barndorff-Nielsen and Perez-Abreu, [3] . Writing
and using Taylor expansion
Computation
According to Proposition 3.2, in order to check the existence of bfBm on R + , one must check for each pair (h, k) with h > 1, 0 < k < h −1 , whether for all u ≥ 0, Our numerical computations show that for every fixed h > 1 there is a positive boundk such that condition (5.1) holds for all k <k and does not hold for all k >k.
More precisely, we went through the range h ∈ (1, 100] with a step 0.01. For every h we went through the range k ∈ (0, h A sample of values ofk(h) is given in Table 5 .1 along with its upper bound k(h). The complete table of values of functionsk(h) and k(h) may be found in [12] . The bound k(h) is rather sharp, especially for large values of h.
The resulting global zone of existence for bfBm {B (h,k) (t), t ≥ 0}, is presentented at Figure 1 . 6 Some boundary cases 6.1 A limiting process for K = 0
Let us consider a limiting behavior of the bfBM covariance function when h > 0 is fixed and k → 0. For τ > 0 we have
We want to find the spectrum corresponding to this limiting covariance 2 . Let
denote the corresponding spectral densities. In order to find the densities f j , we use the classical relation between the differentiation and the Fourier transform,
Since R 1 (τ ) = h(e hτ − e −hτ ) e hτ + e −hτ − hsgn (hτ ) = h(tanh(hτ ) − sgn (hτ )), we have R 1 (u) = tanh −sgn (u/h).
Furthermore, since
we obtain
This is a nice function with finite limit at zero and quadratic decay at infinity.
Next, easy calculation shows that for τ > 0
Hence,
and
The spectral density f 2 (·) is locally nice but it decays like |u| −1 at infinity. Therefore, it is not integrable and corresponds to a generalized Gaussian process.
By summing up, we obtain the spectral density f (u) = f 1 (u) + f 2 (u) = − (2u sinh(πu/2h))
Presence of hyperbolic functions in the computations suggests that there should be some relation of the introduced objects to hyperbolic geometry. This is indeed the case. Cohen and Lifshits studied in [5] many random fields and processes on the hyperbolic space. In particular, they introduced so called quadratic field playing important role in a hyperbolic version of spectral representations. As shown in [5, Section 10.1], being restricted on a geodesic line of the hyperbolic plane, quadratic field generates a centered Gaussian process with stationary increments Z(τ ), τ ∈ R, with the structure function E Z(τ ) 2 = 2 ln cosh(τ /2), tau ∈ R.
Notice by the way that the derivative Z (·) is a stationary process with the spectral density f Z (u) = u 2 sinh(πu)
A similar expression already appeared in (6.1). Let us fix H = 1 and denote B
(1,0) 1 (τ ) a stationary Gaussian process with spectral density (6.1).
Then straightforward calculations show that independent copies of of Z(·) and B 
Case H = 1: integral representation
Very few is known about white noise integral representations of bfBm (for other processes, see e.g. [10, Section 7.3] ). We present here one for the boundary case h = 1, 0 < k < 1. By using (2.2), we have
where W n are independent Gaussian white noises on R + controlled by Lebesgue measure.
