The Porcupine Basin is a Mesozoic failed rift located in the North Atlantic margin, SW of Ireland, in which a postrift phase of extensional faulting and reactivation of synrift faults occurred during the Mid-Late Eocene. Fault zones are known to act as either conduits or barriers for fluid flow and to contribute to overpressure. Yet, little is known about the distribution of fluids and their relation to the tectono-stratigraphic architecture of the Porcupine Basin. One way to tackle this aspect is by assessing seismic (V p ) and petrophysical (e.g., porosity) properties of the basin stratigraphy. Here, we use for the first time in the Porcupine Basin 10-km-longstreamer data to perform traveltime tomography of first arrivals and retrieve the 2D V p structure of the postrift sequence along a~130-km-long EW profile across the northern Porcupine Basin. A new V p -density relationship is derived from the exploration wells tied to the seismic line to estimate density and bulk porosity of the Cenozoic postrift sequence from the tomographic result. The V p model covers the shallowest 4 km of the basin and reveals a steeper vertical velocity gradient in the centre of the basin than in the flanks. This variation together with a relatively thick Neogene and Quaternary sediment accumulation in the centre of the basin suggests higher overburden pressure and compaction compared to the margins, implying fluid flow towards the edges of the basin driven by differential compaction. The V p model also reveals two prominent subvertical low-velocity bodies on the western margin of the basin. The tomographic model in combination with the time-migrated seismic section shows that whereas the first anomaly spatially coincides with the western basin-bounding fault, the second body occurs within the hangingwall of the fault, where no major faulting is observed. Porosity estimates suggest that this latter anomaly indicates pore overpressure of sandier Early-Mid Eocene units. Lithological well control together with fault displacement analysis suggests that the western basin-bounding fault can act as a hydraulic barrier for fluids migrating from the centre of the basin towards its flanks, favouring fluid compartmentalization and overpressure of sandier units of its hangingwall.
| INTRODUCTION
The Porcupine Basin is a triangular-shaped Mesozoic failed rift located offshore south-west of Ireland (Figure 1 ). Given its potential for hosting successful petroleum systems (Croker & Shannon, 1995; Naeth et al., 2005) , the syn-and postrift sequences have been drilled with a number of exploration wells, particularly in the northern part of the basin, providing age and lithological controls (McDonnell & Shannon, 2001; Tate & Dobson, 1988) . Additionally, the large amount of multichannel seismic (MCS) data acquired during the last three decades yielded further insights into the tectono-stratigraphic evolution of the basin (Moore, 1992; Reston et al., 2004; Shannon, Moore, Jacob, & Makris, 1993; Tate & Dobson, 1988) .
In particular, recent results based on the analysis of 2D and 3D MCS data revealed previously unrecognized phases of postrift (i.e., Cretaceous and Cenozoic) normal faulting that involved the reactivation of synrift faults (Saqab, Child, Walsh, & Delogkos, 2016; Worthington & Walsh, 2016) ( Figure 1c ). Normal faulting in sedimentary regions is known to create either conduits or barriers for fluid flow depending on the fault permeability, and contributes to overpressure (e.g., Childs et al., 2002; Haney, Snieder, Sheiman, & Losh, 2005; Hooper, 1991; Manzocchi, Childs, & Walsh, 2010) , favouring the formation and/or reactivation of faulting (Nicholson & Wesson, 1992; Sibson, 2000; Fossen, 2010) . Hence, basin-bounding normal faults in the Porcupine Basin that were mostly active during the basin evolution, in Upper Jurassic times, might play an important role in controlling fluid migration during their growth. Previous studies suggested that postrift normal faulting in the Porcupine Basin allows hydrocarbon migration to the surface F I G U R E 1 (a) Bathymetry map of the Porcupine Basin showing the location of the MCS line used in this study (black line). Only shot gathers along the red section are included to perform the traveltime tomography. The white dots correspond to the three exploration wells used in this study. The blue polygon depicts the location of the 3D seismic data shown in Figure 11 and used by Worthington and Walsh (2016) to assess the reactivation of postrift normal faults. Bathymetry data set is extracted from Amante and Eakins (2009) contributing to the initiation of carbonate seabed mounts (Hovland, Croker, & Martin, 1994; Naeth et al., 2005) . However, this model is still debated (Bailey, Shannon, Walsh, & Unnithan, 2003) , which reflect the rather limited knowledge concerning the distribution of fluids and their linkage with postrift faulting in the Porcupine Basin. In part, this is because of the lack of proper geophysical studies focused on the matter, an issue this paper is designed to address.
An indirect way to infer the presence of fluids is by assessing elastic (e.g., P-wave seismic velocity, V p ) and petrophysical (e.g., porosity, φ) properties associated with the tectono-stratigraphic development of the basin. It is well known that the elastic properties of sedimentary rocks such as V p and density (ρ) are significantly sensitive to fluids (e.g., Castagna, Batzle, & Eastwood, 1985) . A robust estimation of these parameters is possible by combining tomographic methods using active-source seismic data (e.g., Zelt et al., 2004) and empirical relationships derived from exploration wells (e.g., Erickson & Jarrard, 1998) . Previous studies have shown that traveltime tomography of MCS data recorded along long-offset streamer provides good constraints of the shallow V p structure of rifted margins (e.g., Zelt et al., 2004) , mid-ocean ridges (Arnulf, Harding, Kent, Singh, & Crawford, 2014; Canales, Tucholke, Xu, Collins, & DuBois, 2008; Henig, Blackman, Harding, Canales, & Kent, 2012) , and subduction zones (e.g., Ghosal, Singh, & Martin, 2014) . In these studies, the long offset of streamers permits the recording of subseafloor refracted first arrivals and the application of tomographic methods to retrieve V p information up to 4 km of depth (Ghosal et al., 2014) . Most importantly, the dense spatial sampling of MCS data (e.g., source spacing 50 m and receiver spacing 25 m; Zelt et al., 2004) sets the size of the first Fresnel zone at a few hundreds of metres in the shallowest section of the subsurface (e.g., Canales et al., 2008) . This is translated into a high lateral tomographic resolution, which in some cases allows to retrieve lateral velocity variations down to 400 m wide at very shallow levels of the tomographic model (i.e., < 500 m below seafloor; Arnulf et al., 2014) .
In this paper, we present-for the first time in the Porcupine Basin-a tomographic study of the shallow sedimentary structure using long-streamer data to provide new insights into the compaction regime of the basin, fluid migration pathways, and fault-controlled fluid overpressure. We use 10-km-long-streamer data acquired in 2014 across the axis of the North Porcupine Basin (Figure 1 ). This data set is part of a regional MCS survey carried out by the Department of Communications, Climate Actions & Environment of Ireland together with ENI Ireland BV over the Irish Atlantic margin. The data are used to perform traveltime tomography of refracted first arrivals and to complement the tectono-stratigraphic information of the timemigrated MCS section with a two-dimensional V p seismic velocity model. The final V p model obtained is then used to infer density and porosity from new empirical relationships derived from three exploration wells coincident with the MCS line (Figure 1) . The results reveal variations in petrophysical parameters that provide new insights into compaction dynamics and fluid flow across the basin axis.
| GEOLOGICAL AND TECTONIC

SETTING
The Porcupine Basin formed in response to several rifting and subsidence phases during the Late Palaeozoic to Cenozoic, with the most pronounced rift phase occurring during the Mid to Late Jurassic (Naylor & Shannon, 2011) . Extension in the Porcupine Basin led to a dramatic crustal thinning that increases from north-with stretching factors (β) 2.5-to south-β>10-along the basin axis (Prada et al., 2017; Watremez et al., 2016) . According to recent tomographic studies, the increasing crustal thinning is associated with an increasing degree of serpentinization towards the centre of the basin (Prada et al., 2017) , where crustal break-up occurred (O'Reilly, Hauser, Ravaut, Shannon, & Readman, 2006; Reston et al., 2004) .
Lithospheric extension in the Porcupine Basin was then followed by two subsidence events. The earlier one occurred during the Early Cretaceous due to postrift thermal cooling (Tate, White, & Conroy, 1993) . The latter episode occurred after the Early Eocene, following a Palaeocene-Eocene thermal uplift that some authors relate to the Icelandic hotspot activity (Jones, White, & Lovell, 2001; Tate et al., 1993) , whereas others invoke a smallscale convection and plate reorganization model to explain it (Praeg et al., 2005) . Regardless of the process that triggered these events, their combination contributed to the development of up to 8-km-thick postrift sedimentary cover in the Porcupine Basin (O'Reilly et al., 2006; Prada et al., 2017; Watremez et al., 2016) .
The postrift sequence in the Porcupine Basin contains Cretaceous and Cenozoic sediments (Shannon et al., 1993) . From bottom to top, the boundary between the syn-and postrift is represented by a transition sequence formed between the Middle-Late Jurassic synrift stage and the Early Cretaceous postrift period (Moore, 1992) . Above this boundary, Cretaceous sedimentary rocks are mostly marine in origin indicating a transgressive environment associated with significant thermal subsidence (Tate et al., 1993) . During the Late Cretaceous, a~1-km-thick chalk layer was deposited indicating a period of tectonic quiescence. The chalk layer indicates a regional event easily distinguishable in reflection data that, in the Porcupine Basin, marks the Mesozoic-Cenozoic transition (Shannon et al., 1993) . On top of the chalk layer, the Palaeocene and the Early Eocene sediments reveal an abrupt regression followed by regional subsidence from Mid Eocene to Recent (Jones et al., 2001) .
This later episode of subsidence coincides with a new phase of postrift extension involving the reactivation of synrift basin-bounding faults during the Mid-Late Eocene times (Worthington & Walsh, 2016) (Figure 1c ). Besides these reactivated basin-bounding faults, two-layer bounded fault systems can be clearly identified within the postrift sequence, mainly affecting the Palaeocene-Eocene sequence up to the Base Oligocene unconformity (C30) (Bailey et al., 2003) (Figure 1c ). The formation of the deeper system is attributed to gravitational mechanisms caused by slope instabilities (Worthington & Walsh, 2016) , whereas the shallower system is identified as a polygonal fault system related to density instabilities of overpressured and low-density mud-prone sediments (Bailey et al., 2003; Worthington & Walsh, 2016) (Figure 1c ). The analysis of the growth of these systems suggests that they are both coeval with the reactivation of basin-bounding faults during the Mid-Late Eocene (Worthington & Walsh, 2016) .
| DATA AND METHODS
| Long-streamer data acquisition and processing
The MCS data used in this study were acquired along an EW 2D profile across the northern Porcupine Basin (~52.4 o N, Figure 1a ). Since this study focuses on the sedimentary infill of the basin and its margins, we only work with the shot gathers of the central section of the line (~130-km-long red line in Figure 1a ). At the western margin of the basin, the seismic section intersects the area of the 3D seismic data set acquired by Statoil, Stavanger, Norway (1998) and used by Worthington and Walsh (2016) to assess the reactivation of basin-bounding faults.
The MCS data were acquired in 2014 by ENI Ireland, using a 10-km-long 804-channel streamer with a hydrophone interval of 12.5 m, towed at 10 m depth. The source was an array of 44 air guns with a total capacity of 5200 in 3 and operating pressure of 2000 psi, towed at 8 m depth and fired every 25 m. The time sampling rate was 2 ms. The processing workflow applied to obtain the prestack timemigrated section shown in Figure 1 included application of surface-related multiple elimination, Tau-P deconvolution, high-resolution Radon demultiple and Kirchhoff prestack time migration (for further details on the survey and processing steps, the reader is referred to Petroleum Affairs Division of the Department of Communications, Climate Action and Environment of Ireland; www.pad.gov.ie).
The quality of the shot gathers used in this study is significantly improved after removing the swell noise with a broad bandpass filter (3 to 100 Hz) (Figure 2a) . However, some shot gathers are affected by incoherent noise that makes the identification of first arrivals difficult (Figure 2a) . To mitigate this issue and enhance the signal of the first arrival, we have used the waveform of the direct wave at near-offsets to build an operator and convolve it to all traces ( Figure 2b ). Water depths along the central section of the line increase towards the basin axis from 300 m to 600 m allowing the identification of subseafloor first arrivals from 2 km to 10 km offset in most shot gathers (Figure 2c ).
| Data picking
We pick first arrivals using a semiautomatic picking approach based on the statistical kurtosis measure commonly applied in seismology for the automatic detection of P-wave arrival times (e.g., Saragiotis, Hadjileontiadis, & Panas, 2002; Hibert et al., 2014) . Kurtosis is a measure of the symmetry or skewness of a distribution of a given random variable with respect to the normal distribution. For finite-length temporal series such as seismic traces, kurtosis is calculated with the following equation:
where N is the number of samples in a given time window, X the mean of the signal amplitude over these N samples, and x i the amplitude of the i-th sample. In a seismic trace, the signal that precedes the first arrival is normally distributed, which results in a constant kurtosis value ( Figure 2d ). The stronger amplitude of the first arrival perturbs the skewness of this normal distribution, resulting in higher kurtosis values ( Figure 2d ). To locate this abrupt change in amplitude, we sample the seismic trace using a sliding time window that computes the kurtosis measure for each window and builds the kurtosis characteristic function (KCF) along the seismic trace ( Figure 2e ). Then, the gradient of the KCF is computed to select the first maximum as the traveltime of the first arrival ( Figure 2f ). The outcome of this approach depends on the window length and on the sampling step. After testing several parameters, we chose an optimal window length of 0.4 s that slides every 2 ms (i.e., at sampling rate). This approach works particularly well for short-offset traces given that the reflection at the seafloor causes a strong contrast and a dramatic variation in amplitude that are easy to detect with kurtosis. To ensure that the automatic method picks the first arrival in the following traces, we condition the search of the pick within a short time delay from the previously picked traveltime. This restriction is very efficient as long as noise has lower amplitude than the first arrival. However, the amplitude of the first arrival decreases with offset, and strong-amplitude, incoherent noise can remain after processing. In this case, the automatic picker will detect abrupt 62 | EAGE changes in amplitude that correspond to noise rather than to the signal of the first arrival, resulting in erroneous traveltime curves. To overcome this issue, we manually picked 15 shot gathers along the line in order to create a set of benchmark traveltime curves for different sections of the line. Then, the automatic detection of all first arrivals (i.e., near and far-offset) is then restricted within search windows cantered on these benchmark picks (Figure 2e ,f). The length of this window tends to increase with offset, as traveltime variations increase at far-offset. Finally, we manually pick those shot gathers in which the amplitude of first arrivals is not strong enough to be detected by the automatic picker. Overall, we have picked 1225 shot gathers, 678 automatically and 547 manually.
The picking uncertainty is set using a modified version of the method presented by Zelt and Forsyth (1994) . This method computes the energy ratio within a 250-ms window before and after the picked traveltime and then assigns a pick uncertainty, based on a relation between the energy ratio and the pick uncertainty. Zelt and Forsyth (1994) provide such a relation for onshore wide-angle seismic data where noise-and hence pick uncertainties-is much higher than for marine streamer data. In this study, we have modified the uncertainty values from the original relation based on the amplitude of the first arrival. Thus, our picking uncertainties are set between 10 and 30 ms for low-tohigh-energy ratio values, respectively.
To reduce computational costs, we decimate the data by using traveltimes from only one shot gather of four. This results in a source spacing of 100 m, which corresponds approximately to the size of the first Fresnel zone at the seafloor (at~500 m depth), considering a dominant frequency of 40 Hz. As a result, we do not expect this decimation to decrease dramatically the resolution of the results. To ensure data redundancy, no decimation is applied to receiver sampling (12.5 m). Thus, the inverted data set consists of 792,097 first-arrival traveltimes. 
| Traveltime tomography
We use the TOMO2D software presented by Korenaga et al. (2000) and adapted to streamer data to allow both source and receiver to be anywhere in the water layer (Begović, Meléndez, Ranero, & Sallarès, 2017; Meléndez, Korenaga, Sallarès, Miniussi, & Ranero, 2015) . This tomographic tool first computes synthetic traveltimes using ray theory. More specifically, the code combines the graph method (Moser, 1991) and ray-bending refinement (Moser, Eck, & Nolet, 1992) to compute the traveltimes of the shortest ray paths between sources and receivers. Then, the sparse matrix solver LSQR (least-squares QR algorithm; Paige & Saunders, 1982 ) is used to solve the inverse problem and update the P-wave velocity model (Korenaga et al., 2000) . This process is performed iteratively until residual traveltimes between observed and synthetics are minimized. The velocity model is parametrized on a regular grid starting from the seafloor with 50 m node spacing both vertically and horizontally. Velocities in the water layer are not inverted and assumed to be 1.5 km/s. The starting velocity structure of the subsurface (Figure 3a) consists of interval velocities derived from residual moveout analysis (RMO) using Dix equation (Dix, 1955) and from previous tomographic models (Prada et al., 2017) .
Regularization parameters are defined as a set of horizontal and vertical correlation lengths that increase from top to bottom. In this study, a multiscale inversion strategy is employed, following a three-step inversion, in which vertical and horizontal correlation lengths are decreased at each step between 20% and 50% (see Table S1 ), and the final model for each step is used as starting model for the following step. This strategy enables the model to eventually reconstruct small-scale (400-500 m wide) velocity structures through a sequential and stable process that prevents the inversion to be trapped in local minima. No outliers were encountered during the inversion process, and all traveltimes were inverted. The root-mean-square (RMS) of the residuals between observed and synthetic traveltimes decreases from~300 ms to 60 ms for the first step and to 30 and 20 ms for the second and third step, respectively (Figure 4) . Overall the final model shows a good degree of convergence with a final RMS value of the order of the picking uncertainty (i.e.,~20-30 ms), which suggests that the final model sufficiently explains the data without overfitting them. The distribution of residual traveltimes along the profile shows that the convergence is satisfactory for the entire section with some local discrepancies towards the margins of the basin, where the velocity structure is characterized by abrupt variations (Figure 4c ). 
| Well data
We use in this study existing released and unpublished borehole data for three vertical exploration wells that are coincident to the MCS line (Figure 1) . From west to east, Well 1 is located 97 km along the line and~120 m northward of it (Well report 34/19-1 Shell Ireland 1978). Well 2 is located~152 km along the MCS line and~100 m north of it (Well report 35/18-1 AMOCO Ireland 1988). Finally, Well 3 is at~192 km of profile distance and~10 m north of the line (Well report 36/16-1 Chevron Ireland 1979; for further details on the well report, the reader is referred to www.pad.gov.ie). Well 2 was drilled near the depocentre of the postrift sequence, and hence, it only drilled postrift sediments from Early Miocene to Late Cretaceous down to~4 km depth. In contrast, wells 1 and 3 were drilled at the basin margins where the postrift sequence is thinner, reaching 3 and~2.7 km depth, respectively. Consequently, both wells were able to penetrate through the basement and to sample preand synrift successions. In particular, Well 1 drilled through the hangingwall of the western basin-bounding fault zone and is the only well that reports Jurassic synrift sediments along the line (Figures 1 and 5 ). These three exploration wells provide sonic velocity (V p ), bulk density (ρ b ) and porosity (φ) information that are used to test and validate the tomographic result, and infer porosity from our V p model (see section 4.4).
| RESULTS
| V p structure
The final tomographic model shows the V p structure of the Porcupine Basin down to 4 km depth (Figure 3b ).
However, ray coverage information (Figure 3c ) and results from resolution tests indicate limited resolution below~2 km depth in the margins and 2.5-3.5 km within the basin (see section 4.2; Figure 6 ). Hence, tomographic results should not be interpreted below these depths.
To improve the readability of the tomographic result, we compared the preferred velocity model with the prestack time-migrated MCS section ( Figure 5 ). For that, we have converted the tomographic model from depth to twoway time. This combination reveals that the tomographic image retrieved mainly the velocity structure of the postrift sequence of the basin (up to the Upper Cretaceous) and that of the very shallow basement in the margins (Figure 5b) . In the sedimentary basin, V p increases vertically from 1.5 km/s in the shallow unconsolidated sediments tõ 3.5-4.0 km/s at the bottom of the model (Figures 3b and  4b) . Laterally, the vertical V p gradient increases gently towards the centre of the basin (inset in Figure 4b ). In the margins, V p increases vertically from 1.5 km/s at the seafloor to 3.0-3.5 km/s at~1 km depth in the postrift sediments. An abrupt increase from 3.0-3.5 km/s to 5.0-5.5 km/s in less than 0.5 km indicates the transition between postrift sediments and basement rocks (Figure 5b) . Below, the basement displays V p values of 5.0 to 6.0 km/s in agreement with previous tomographic studies on the area (Prada et al., 2017) .
The transition between the basin and the margins is marked by an abrupt lateral velocity contrast (Figure 3b ) that is better defined in the western margin (Figures 3b and  4b ). This later transition is characterized by 1-to 3-km- (Figure 6a ). The time-migrated section reveals that the westernmost anomaly coincides with the location of a major basin-bounding fault zone (Figure 5 ), whereas the eastern low-velocity body at 95-100 km of the tomographic model (Figure 3b ) occurs in the hangingwall of this fault ( Figure 5 ).
| Resolution analysis
We evaluate the resolution of our model using two different approaches (Figure 6b-f) . The first approach assesses whether the anomalies observed in the preferred model between 90 and 100 km of profile distance (red arrows in Figures 3b and 6a ) are real or due to tomographic artefacts, whereas the second approach consists of a checkerboard Figure S2) test to assess the resolution in the entire model (Figure 6f  and S2) .
In the first approach, we consider a synthetic target model that reproduces the velocity variations observed in the preferred model. This way, we consider two prominent 1-km-wide vertical velocity anomalies (20% of the background velocity or up to~0.4 km/s) horizontally separated 1 km away from each other (Figure 6c ). We compute synthetic arrival times using this target model and the real acquisition geometry and invert them using the background model as starting model (Figure 6d ). The result (Figure 6e) shows that the tomographic method is able to reproduce both synthetic anomalies down to~2.0 km depth (i.e., 1.5 km below seafloor). Below this depth, the anomalies are smeared due to low ray coverage.
In the second approach, we follow the strategy from Zelt (1998) . In this case, we test 48 different checkerboard patterns with a maximum velocity perturbation of 5% and six different squared cell sizes (from 0.375 to 2.5 km; Figure S2 ). For each cell size, we test eight different patterns with the following variations: with positive and negative polarization of the velocity perturbation, with and without a 45-degree rotation of the pattern and with and without a horizontal and vertical (i.e., diagonal) shift of half the cell size. We add these checkerboards patterns to the final tomographic model (Figure 3b ) to obtain target models in which we compute synthetic traveltimes. Figure S2 compares the input patterns (top panels for each cell size) with their reconstructions obtained by inverting the synthetic traveltimes (bottom panels). A quantitative comparison can be performed by computing the semblance between the input and the reconstructed patterns following equation 2 in Zelt (1998) . The checkerboard pattern is considered to be well retrieved for a semblance >0.7 (represented as the black iso-contours in Figure S2 ). We then average the semblance values associated with all different patterns for each cell size and combine them in a resolution map that depicts the minimum size resolved in each point of the final velocity model (Figure 6f ). According to this resolution map, we can trust our reconstruction of small anomalies (~500 m) down to~1.5 km depth in the centre of the basin (for distances between 105 and 170 km along the model). Along the margins of the basin, resolution is limited to anomaly sizes~1 km down to 2.5 km depth. Larger anomalies 
| V p uncertainty and sonic log validation
We estimate the posterior uncertainty of the tomographic results related to the choice of the starting model by means of a Monte Carlo analysis (e.g., Korenaga et al., 2000 and references therein). The approach is similar to that followed in Prada et al. (2017) , but in this case, we only test the uncertainty related to the distribution of initial velocity models. An ensemble of 100 uniformly distributed velocity models is created by adding random perturbations of up to 10% to a given reference model, in which V p increases from 1.5 km/s at the top of the model to 5 km/s at the bottom (i.e., 6 km depth) ( Figure S1a) . As a result, the standard deviation of the 100 starting models increases with depth from 0.1 km/s at the top of the model to > 0.2 km/s at the bottom ( Figure S1c) . After inverting the original data set with these 100 starting models, only 90 models successfully converged with an averaged RMS of 24 ms ( Figure S1d ), which is similar to the final RMS of the preferred model in Figure 3b . We compute the standard deviation of the successful final models and take it as a measure of the V p uncertainty related to the starting model. The uncertainty is shown in Figure 7b whereas the average final solution is shown in Figure 7a . The uncertainty distribution reveals that velocities are well constrained within the basin, where the range of variation does not exceed 0.05 km/s (Figure 7b ). Along the margins, and particularly in the basement where ray coverage is limited (Figure 3c ), the range of variation is stronger and can locally reach > 0.3 km/s (Figure 7b ). Standard deviation near Well 1 is 0.15 km/s (Figure 7b ), where closely spaced vertical lowvelocity anomalies cause abrupt lateral velocity variations (Figure 3b) . It is worth noticing that the average final velocity model in Figure 7a shows significant similarities with the preferred model in Figure 3b , such as the low-velocity anomalies near Well 1 or the gentle lateral increase in V p towards the centre of the basin (Figure 7a ). This demonstrates that these features are not dependent on the initial velocity model but they are constrained by the inverted traveltimes. The results of this statistical analysis are then compared to the sonic log of each exploration well (Figure 7c-e) . The 1D V p -depth profiles extracted from the tomographic model at each well location show a good correlation with the sonic logs, which confirms the robustness of the tomographic results. The discrepancies between the smooth tomographic profiles and the high-resolution well data mostly concern deviations in the well data of less than 500 m in size and can therefore be explained by the resolution limits of the traveltime tomography.
| V p -density relationship and porosity from borehole data
In sedimentary rocks, one of the dominant petrophysical parameters that controls seismic velocity is porosity (Erickson & Jarrard, 1998; Gardner, Gardner, & Gregory, 1974) . Therefore, velocity variations in our tomographic model potentially indicate porosity variations that can be linked to fluid distribution across the basin axis. One way to assess porosity from V p is through density using the following expression that is derived from the time-averaged equation extracted from acoustic velocity logs by Gardner (1956, 1958) :
where ρ m is the density of the matrix or grain, ρ f the density of the fluids occupying the pore space, and ρ b bulk density. Thus, to calculate porosity, we first need to infer the twodimensional density structure along the tomographic model (Figure 8 ). For that, we use the bulk density log and sonic log measurements of each of the three exploration wells (Figure 8a) to build the following polynomial V p -ρ b relationship:
This relationship fits the data with an R 2~0 .7 and is valid for V p between 1.8 and~6 km/s. The uncertainties represented by the blue shading and error bars in Figure 8a are estimated by computing the variance of the well data with respect to the relationship within 100-m/s-wide data bins. The two-dimensional density model resulting from the conversion of the V p model using eq. 3 (Figure 8b ) shows increasing density with depth in the basin from 1.8 g/cm 3 to~2.4 g/cm 3 , whereas the basement displays densities of~2.4-2.5 g/cm 3 . Figure 8c -e compares these tomographic density values with density measurements along wells 1 to 3, showing a good general agreement between both values. Again, the discrepancies between the smooth density profiles extracted from the tomographic results and the high-resolution well data are mostly due to the resolution limits of the tomography. We then use the bulk density model to compute porosity variations along the model using equation 2. According to final well reports, ρ m is~2.7 g/cm 3 , which can be attributed to the abundance of limestone in the stratigraphic sequence (McDonnell & Shannon, 2001 ). We choose ρ f =1.025 g/cm 3 assuming that the fluid within the pores is mostly seawater. The resulting porosity model is shown in Figures 9a and 10b and is compared with porosity measurements along wells 1 and 3 in Figure 9b ,c, respectively (Well report 34/19-1 Shell Ireland 1978; Well report 36/16-1 Chevron Ireland 1979; www.pad.gov.ie). The porositydepth profiles derived from the tomography well reproduce the gradient of decreasing porosity with depth within the range of estimated uncertainty, in particular with measurements from Well 1. The small discrepancy between the estimates and the observed porosity down Well 3 can be attributed to the fact that, at these depths (i.e., > 1.5 km), Well 3 sampled basement rocks so that the density of the matrix (ρ m in equation 2) is not representative of limestones anymore as assumed in this study. Despite these variations, this comparison strongly suggests that the tomographic velocity structure is significantly representative of the bulk porosity in the sedimentary basin.
| DISCUSSION
| Differential compaction
The results obtained in this work show that the vertical gradient of V p and porosity display opposite trends in which V p increases with depth (Figure 7c -e), whereas porosity decreases exponentially (Figure 9 ). This trend generally follows the expected evolution of sediment compaction during burial, in which grain rearrangement, pressure solution and cementation processes increase with overburden pressure (e.g., Gardner et al., 1974) . Moreover, the vertical velocity gradient is steeper in the centre of the basin than in the flanks (inset in Figure 5b ), which is consistent with the stratigraphic architecture that reveals a thicker Neogene and Quaternary postrift package in the centre of the basin, implying higher overburden pressure and compaction. This idea is also depicted by the porosity model in Figure 9a which reveals comparatively lower porosity estimates in the flanks than in the centre of the basin at depths between 1.5 and 2 km. This variation in the velocity gradient would be difficult to reconcile with lithological variations, since the lithological content of the postrift sequence is characterized by alternating sequences of sandstone, limestone and clay that are rather continuous laterally (Naylor & Shannon, 1982) . Having a greater loading pressure in the centre of the basin than in the margins implies that fluids occupying pore space are expelled towards lower pressure regions that is upwards towards the surface or laterally towards the flanks of the basin, where overburden pressure is comparatively lower. The lack of apparent postrift normal faulting in the centre of the basin and the high clay content of the Oligocene to Recent sequence (McDonnell & Shannon, 2001) should hamper upward migration of fluids.
In the study area, seismic and well data suggest the presence of prograding deltaic units formed in the Late Palaeocene to the Early Eocene during a period of relative rise of sea level (Naylor & Shannon, 1982) . These units prograde from north to south along the basin axis, whereas others are observed to prograde from both eastern and western margins (McDonnell & Shannon, 2001; Naylor & Shannon, 1982) . Additionally, the lithological sequence from the Early-Mid Eocene reported by wells 1 and 2 reveals layers of sandstone with interbeds of clay (Figure 11a ). All these sandier Paleogene units are continuous across the basin axis (e.g., McDonnell & Shannon, 2001) resulting in potential hydraulic connections for fluids migrating from the centre of the basin towards its flanks (Figure 12 ).
| Fault-controlled fluid overpressure
The tomographic model also reveals smaller-scale lateral variations both in V p and in porosity within the transition zone towards the western margin. The integration of the tectono-stratigraphic interpretation reveals that whereas the westernmost low-velocity body spatially correlates with the western basin-bounding fault zone (Figures 5 and 10) , the easternmost low-velocity body is located~1 km eastwards of the fault and coincident with Well 1 (Figure 10a ), but does not coincide with any major structure (Figure 10 ).
Given that we are only using a two-dimensional tomographic method, we need to consider the three-dimensional influence of structures in our results caused by the feathering of the streamer during the acquisition, particularly at deeper sections of our model, where the velocity is explained by long-offset arrivals. During the acquisition, the streamer presented a feathering of 5-6°resulting in receivers being of the two-dimensional plane by~700 to 900 m for the largest offset (Figure 11b ). However, combining the fault interpretation derived from the 3D seismic volume with the feathering of the streamer, no structures are found near the low-velocity body close to Well 1 that can account for three-dimensional effects on the tomography (Figure 11b ). Hence, in the absence of major faulting and associated three-dimensional effects, we suggest that this low-velocity body arises from fluid overpressure. At these depths, increasing lithostatic pressure is expected to result in decreasing porosity, unless pore pressure counteracts the effect of the overburden pressure and compaction. Within basinal sediments, overpressure typically arises from compaction-related porosity loss and the occlusion of pore throat spaces so that pore fluids depart from hydrostatic pressures, in which they are open to the surface, and instead begin to support the rock column, with a consequent increase in fluid pressure (Swarbrick, Osborne, & Yardley, 2002) . The onset of overpressure, often referred to as the isolation depth or fluid retention depth, is often between 1 km and 2.5 km in sedimentary basins (e.g., Tingay, Hillis, Swarbrick, Morley, & Damit, 2009) , with low permeability rocks reaching their isolation depths at shallower depths than higher permeability/porosity rocks such as sandstones. This can have the effect of high porosity sandstones encased in shales or bounded by faults, developing overpressures and retaining their porosity to greater depths. Interestingly, Well 1 reported sandier sequences from Early-Mid Eocene coinciding with the depth at which we observe the lowest seismic velocity and the highest estimated porosity in the hangingwall of the fault (i.e., Figures 10 and 11a ). Comparing our porosity estimates with reference porosity-depth curves for sands under normal compaction derived from well data of the North Sea (Gluyas & Cade, 1997; Liu & Roaldset, 1994) reveals that the estimated porosities of Early-Mid Eocene sandstone is F I G U R E 1 1 (a) 1D porosity-depth profile from Figure 10b compared with reference porosity-depth curves for sands under normal compaction derived from well data of the North Sea (blue; Liu & Roaldset, 1994; and black; Gluyas & Cade, 1997) . The lithological sequence and gamma ray (GR) information are taken from Well 1. Gamma ray is sensitive to the clay content along the well; hence, higher values of GR indicate a higher clay content of the lithological sequence. (b) Surface map of the Early-Mid Eocene E2 horizon from the 3D seismic data set mentioned in Figure 1a , together with the location of the MCS line and Well 1. The blue lines represent the feathering of the streamer, and the values at the edge of each line show the total amount of deviation with respect to the MCS line. Yellow stars show the corresponding source points. Red lines are normal faults. The lack of normal faulting within the feathering of the streamer near Well 1 suggests that the low-velocity anomalies observed in the hangingwall of the fault zone are not due to threedimensional effects caused by out-of-plane structures 72 | EAGE much higher (~30% higher) than the porosity expected for sands at the same burial depth (Figure 11a ). The best means of maintaining high porosities in these sandier units is by overpressure.
The occurrence of overpressured units implies the existence of hydraulic barriers that prevent lateral fluid migration. One of the key factors controlling the migration of fluids is normal faulting which can act as barriers causing fluid compartmentalization and abrupt across-fault variations in pore pressure (Childs et al., 2002; Grant, Middleton, & Archer, 2014) . Another factor is the presence of clay-enclosed sand units onlapping onto the basin edge, a geometry which is consistent with the presence of thin sand units in the wake, and basinward, of the major bounding faults to the basin. Both of these potential mechanisms for compartmentalizing flow and generating overpressure are inextricably linked to the presence of the fault. EarlyMid Eocene sandstones interbedded with low permeability clay were mainly deposited during a period of subsidence and increasing sedimentation rates after the Early Eocene uplift (Jones et al., 2001) . Soon after, during the MidLate Eocene, and temporally, and perhaps causally, linked to rapid differential subsidence of the basin, a postrift phase of normal faulting occurred which reactivated the western basin-bounding fault (Worthington & Walsh, 2016) .
Fault displacement analysis from Worthington and Walsh (2016) suggest that the maximum throw of this fault was 120 m and took place during the earliest stage of reactivation implying the deformation of already deposited Early-Mid Eocene units. According to the well report and the gamma ray measurements of Well 1, the thickness of clay layers interbedded with sandstone was between 50 and 100 m (Figure 11a ). What this means is that a combination of sequence juxtaposition and clay smearing along the length of the fault (e.g., Childs et al., 2007) could provide the required hydraulic barrier for fluid flow up and out of the basin (e.g., Childs et al., 2002; Grant et al., 2014) . Hence, with increasing lateral fluid flow driven by progressive overburden from the centre of the basin to its flanks, fluids would compartmentalize in porous Early-Mid Eocene sandstone within the hangingwall of this fault, eventually leading to pore overpressure. As with other basins, such as the North Sea, the onset of overpressure occurs at depths of in excess of ca 1 km (Bolås & Hermanrud, 2003; Osborne & Swarbrick, 1997) , with overlying sediments characterized by hydrostatic pore fluid pressures and no pressure compartmentalization.
Interestingly, the velocity model does not show any localized low-velocity bodies in the eastern margin comparable to that of the western margin (Figure 4b ). The map view of Jurassic reactivated basin-bounding faults in the eastern margin reveal that faults have a different architecture than that observed in the western margin, involving the presence of relay zones breached by segments of the NW-SE basin-bounding fault system (Figure 1b) . Breached relay zones are known to allow fluid flow between fault segments, even if fault permeability is low (e.g., Botter, Cardozo, Lecomte, Rotevatn, & Paton, 2017; Manzocchi et al., 2010) . Hence, such structures may therefore have permitted out-of-basin fluid flow, without the generation of fault-related hydraulic barriers and associated compartmentalization in the eastern margin of the Porcupine Basin.
| CONCLUSIONS
The application of traveltime tomography to 10-km-longstreamer data yield a detailed V p image of the shallow postrift and basement structure of the northern Porcupine Basin at~52.4 o N. Converted to density using a new V p -density relationship, derived from exploration wells of the area, the tomographic model then provides estimates of the bulk porosity of the sediments. The vertical velocity and porosity variations depict the expected evolution of sediment compaction during burial. Lateral variations of velocity and porosity across the basin axis, together with a thicker Neogene and Quaternary postrift sequence in the centre of the basin, strongly suggest higher overburden pressure and compaction in the centre of the basin than in the flanks. This implies fluid flow driven by differential compaction towards the margins of the basin.
The model also reveals two major subvertical low-velocity bodies on the transition to the western margin of the basin. These anomalies are within the resolution range of the method and therefore geologically meaningful. The first anomaly spatially coincides with the western basin-bounding fault, whereas the second body occurs within the hangingwall of the fault, where no major faulting is observed.
Our results suggest that the western basin-bounding fault acts as a natural hydraulic barrier preventing fluid flow across and along the fault zone. With increasing fluid flow towards the flanks of the basin, fluids are compartmentalized in sandstones from Early-Mid Eocene resulting in overpressured areas. In contrast, the architecture of the eastern basin-bounding faults involves relay structures that can favour fluid flow preventing fluid compartmentalization and overpressure.
Overall, our results provide variations in petrophysical parameters across the basin axis that allows us to infer overpressured areas within the postrift of the basin that were unrecognized to date. This study demonstrates the potential of quantitative tomography of long-streamer data in providing further understanding on the role that fluids and faults play in sedimentary systems.
