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For the following slightly supercritical surface quasi-geostrophic
equation
∂tθ + u · ∇θ + |D|βθ = 0, u = ∇⊥|D|β−2m(D)θ, β ∈ ]0,1],
where m ∈ C∞(R2 \{0}) is a radial non-decreasing positive function
which roughly has a logarithmic growth near inﬁnity, we apply the
method of nonlocal maximum principle to show the global well-
posedness of smooth solutions.
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1. Introduction
In this article we focus on the following generalized surface quasi-geostrophic (abbr. SQG) equation
⎧⎨⎩
∂tθ + u · ∇θ + |D|βθ = 0, (t, x) ∈R+ ×R2,
u = ∇⊥|D|β−2m(D)θ,
θ(0, x) = θ0(x), x ∈R2,
(1.1)
where β ∈ ]0,1], |D|β  (−)β/2 and m(D) is deﬁned via the Fourier transform
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(2π)2
∫
R2
eix·ζm(ζ ) fˆ (ζ )dζ,
with m(ζ ) =m(|ζ |) a radial non-decreasing function satisfying the following conditions
(i) m ∈ C∞(R2 \ {0}) and m > 0 for all ζ = 0;
(ii) m obeys that for some universal number α ∈ ]0,1[,
|ζ |m′(|ζ |) αm(|ζ |), ∀|ζ | > 0; (1.2)
(iii) m is of the Mikhlin–Hörmander type, that is, a constant C > 0 can be found so that∣∣∂kζm(ζ )∣∣ C |ζ |−km(ζ ), ∀k ∈ {1,2,3,4}, ∀ζ = 0. (1.3)
The system (1.1) is deeply related to the well-known dissipative SQG equation which arises from
the geostrophic study of strongly rotating ﬂuids (cf. [6]), with its form as follows{
∂tθ + u · ∇θ + |D|βθ = 0,
u = ∇⊥|D|−1θ, θ |t=0 = θ0,
(1.4)
where β ∈ ]0,2] and the cases β > 1, β = 1 and β < 1 are called the subcritical, critical and super-
critical cases respectively. Indeed, if we set m(ζ ) = |ζ |1−β (β ∈ ]0,1]), then m satisﬁes the conditions
(i)–(iii), and system (1.1) just corresponds to the critical and supercritical SQG equation.
The SQG equation has recently been intensely studied from mathematical view (cf. a long list of
references in [4]), partially due to its simple form and its analogy with the 3D Navier–Stokes/Euler
equations. Up to now, the subcritical and critical cases have been in a satisfactory situation. It has
been known since [18] and [7] that the SQG equation at the subcritical case β > 1 has the global
smooth solution for suitable initial data. For the subtle critical case β = 1, the global regularity issue
was independently solved by [14] and [2] almost at the same time. Kiselev et al. [14] proved the
global well-posedness for the periodic smooth data from developing an original method, which may
be called a method of nonlocal maximum principle, the idea of which is to show that a family of
suitable moduli of continuity (for the solution) are preserved by the evolution. While from a totally
different direction, Caffarelli et al. [2] established the global regularity of weak solutions by deeply
exploiting the DeGiorgi’s method. We also refer to [15] and [9] for another two delicate and still quite
different proofs of the same issue. However, at the supercritical case whether solutions (for large data)
remain globally regular or not is a remarkable open problem. There are only some partial results, for
instance: the conditional regularity (e.g. [8]), and the eventual regularity of weak solutions (cf. [10,
13]) and so on.
When m ≡ 1 and β ∈ ]0,1[, Eq. (1.1) is referred to as the modiﬁed critical SQG equation, for which
Constantin et al. [5] introduced it and they used the method of [2] to show the global regularity of the
weak solutions. The method of nonlocal maximum principle can also be applied, and this was detailed
in [17]. If we set m = |ζ |α with α ∈ ]0,1[, Eq. (1.1) reduces to a class of generalized supercritical SQG
equation, and the issue of global regularity also remains open.
For Eq. (1.1) with β = 1 and nontrivial multiplier m, Dabkowski et al. [11] ﬁrst made an ad-
vance and they improved the method of nonlocal maximum principle to prove the global existence of
smooth solutions, for the smooth increasing function m that grows slower than log log |ζ | near inﬁnity
(i.e., lim|ζ |→∞m(ζ )/ log log(|ζ |) = 0; note that a more natural condition of type (1.5) is also discussed
in an unpublished version of [11]).
In this note we are inspired by [11] to consider the slightly supercritical SQG equation (1.1) with
β ∈ ]0,1], and by combining the idea of [11] with a reﬁned version of nonlocal maximum principle in
[17] (which roots in [13]), we show the global well-posedness of smooth solutions for Eq. (1.1) with
a logarithmic multiplier (e.g. m(ζ ) = log(2e1/β + |ζ |)). Precisely, our main result reads as follows.
L. Xue, X. Zheng / J. Differential Equations 253 (2012) 795–813 797Theorem 1.1. Let β ∈ ]0,1], θ0 ∈ Hs(R2) with s > 2. Assume that α ∈ ]0, β[ in the condition (ii), and m(ζ ) =
m(|ζ |) is a radial non-decreasing function satisfying the conditions (i)–(iii) and the following growth condition
that
∞∫
e
1
rm(r)
dr = ∞. (1.5)
Then the slightly supercritical SQG equation (1.1) admits a unique global solution θ ∈ C([0,∞[; Hs(R2)) ∩
C∞(]0,∞[ ×R2).
The proof of Theorem 1.1 depends on the elegant method of nonlocal maximum principle (cf. [14]
and [11]). The method is to construct a family of suitable moduli of continuity {ωλ}λ1 (for deﬁnition
see below) with respect to Eq. (1.1), so that if the initial data θ0 strictly has some modulus ωλ , this ωλ
is also strictly obeyed by the solution θ(t, x) for all time t > 0. We always choose ωλ to be Lipshitzian
at zero, thus the preservation of ωλ implies the uniform bound for Lipshitz norm of the solution,
which is a suﬃcient condition for global regularity. Another key property is that
lim
λ→∞ωλ(ξ) = ∞, for ξ > 0, (1.6)
as long as one intends to control all the initial data using the family {ωλ} (otherwise, see Remark 1.2).
For the critical case m ≡ 1 and β = 1, as [14] shows, one can simply choose that ωλ(ξ) = ω(λξ), and
ω is an unbounded function with a double logarithmic growth near inﬁnity. A crucial observation of
[11] is that the unboundedness growth can be traded so that the nonlocal maximum principle can
be adapted to Eq. (1.1) with slightly rougher velocity, where the family of moduli {ωλ} is a more
complicated family satisfying (1.6). However, we know from [17] that the growth condition one can
afford in the critical case {m ≡ 1, β = 1} is indeed a logarithm, by relying on the reﬁned estimates
for the drift term and dissipation term in the possible breakdown scenario (cf. Section 2), hence it
strongly motivates us to slightly improve the result of [11]. We also show that a similar result extends
to the slightly supercritical case for β ∈ ]0,1[.
Remark 1.2. If m(ζ ) = |ζ |1−β with β ∈ ]1/2,1[, m satisﬁes the conditions (i), (ii) with α = 1 − β ∈
]0, β[, (iii), and it clearly does not obey (1.5). Hence the family of moduli (3.7) can only control the
initial data of limited size, more precisely, in order to ensure that (3.10) holds for suﬃciently large λ,
we need that
‖∇θ0‖1−βL∞ ‖θ0‖βL∞  c (1.7)
where c > 0 is a small number depending only on β . Moreover, by modifying the argument in Theo-
rem 1.1, the above criterion also holds for all β ∈ ]0,1[, and we sketch the proof in Appendix A. Note
that this recovers the result in [19] for the supercritical SQG equation.
Remark 1.3. If the dissipation term |D|βθ is replaced by the general term |D|γ θ in the generalized
SQG equation (1.1) with β ∈ ]0,1] and α ∈ ]0,1[, then for γ  α + β , we can also show the global
result for this system. We can use the energy method to treat the case γ > α +β , and we can appeal
to the nonlocal maximum principle method for the case γ = α + β .
Remark 1.4. For the case β ∈ ]0,1[, if we rely on the usual version of nonlocal maximum principle
in [14] (i.e., Ψ ⊥β is not taken into account), Theorem 1.1 can also be obtained, provided that the
scope of α is replaced by α ∈ ]0,min{β,1− β}[ in the condition (ii). By this, Theorem 1.1 can extend
to Eq. (1.1) with more general velocity, e.g. the slightly supercritical porous media equation as a
generalized model of [3].
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of continuity, which play a key role in the main proof. Then we dedicate to the proof of Theorem 1.1
in Section 3. In Appendix A, we show some auxiliary lemmas.
Throughout this paper, C stands for a constant which may be different from line to line, and
sometimes we use X  Y instead of X  CY . We denote Br(x) the disk of R2 centered at x with
radius r.
2. Modulus of continuity
In this section we compile some facts related to the modulus of continuity.
Deﬁnition 2.1. A function ω : [0,∞[→ [0,∞[ is called a modulus of continuity (abbr. MOC) if ω
is continuous on [0,∞[, increasing, concave, and piecewise C2 with one-sided derivatives (maybe
inﬁnite at ξ = 0). We call that a function f has (or obeys) the modulus of continuity ω if | f (x) −
f (y)| ω(|x − y|) for all x, y. We say f strictly obeys the modulus of continuity ω if the inequality
is strict for all x = y.
We ﬁrst consider a special act of the dissipation operator |D|β on a function having MOC.
Lemma 2.2. Let β ∈ ]0,1], f :R2 →R be a smooth function which has the MOC ω but does not strictly have
the MOC ω, and there exist two separate points x, y ∈ R2 such that f (x) − f (y) = ω(ξ) with ξ = |x − y|.
Then,
(1) for x0  (ξ/2,0) and y0  (−ξ/2,0), there exist a unique rotation transform ρ and a unique vector
a ∈R2 so that x= ρx0 − a and y = ρ y0 − a;
(2) we have [−|D|β f ](x) − [−|D|β f ](y) Ψβ(ξ) + Ψ ⊥β (ξ), (2.1)
where
Ψβ(ξ) B
ξ
2∫
0
ω(ξ + 2η) + ω(ξ − 2η) − 2ω(ξ)
η1+β
dη
+ B
∞∫
ξ
2
ω(2η + ξ) − ω(2η − ξ) − 2ω(ξ)
η1+β
dη, (2.2)
and
Ψ ⊥β (ξ)−C0
∫ ∫
B+r0ξ (x0)
2ω(2η) − f˜ (η,μ) + f˜ (−η,μ) − f˜ (η,−μ) + f˜ (−η,−μ)
|x0 − (η,μ)|2+β dη dμ,
(2.3)
with f˜ (z) f (ρz − a) for z ∈R2 and
B+r0ξ (x0)
{
(η,μ) ∈R2; ∣∣x0 − (η,μ)∣∣ r0ξ, μ 0}.
At above B, C0 and r0 are positive constants depending only on β .
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nience we sketch it in Appendix A. Note that both terms Ψβ and Ψ ⊥β are negative.
Next we consider the acting of the operator ∇⊥|D|β−2m(D) occurring in the velocity term on the
function having MOC.
Lemma 2.3. Let f : R2 → R be a smooth function which obeys the MOC ω but does not strictly obey the
MOC ω, and there exist two separate points x, y ∈R2 so that f (x) − f (y) = ω(ξ) with ξ = |x− y|. Suppose
that u = ∇⊥|D|β−2m(D) f (β ∈ ]0,1]) with m(ζ ) = m(|ζ |) a non-decreasing function satisfying conditions
(i)–(iii). Then the following statements hold true.
(1) We have ∣∣u(x) − u(y)∣∣ Ω˜β(ξ),
with
Ω˜β(ξ) = A1
( ξ∫
0
ω(η)m(η−1)
ηβ
dη + ξ
∞∫
ξ
ω(η)m(η−1)
η1+β
dη
)
,
where A1 is a positive constant depending only on the function m and β .
(2) Denote  x−y|x−y| , we have ∣∣(u(x) − u(y)) · ∣∣Ωβ(ξ) (2.4)
with
Ωβ(ξ) = A
(
−ξm(ξ−1)Ψ ⊥β (ξ) + ξ1−βm(ξ−1)ω(ξ) + ξ ∞∫
ξ
ω(η)m(η−1)
η1+β
dη
)
, (2.5)
where Ψ ⊥β is deﬁned by (2.3) and A is a positive constant depending only on m,α,β,C0 .
Proof of Lemma 2.3. (1) Is similar to [11, Lemma 2.4] and we omit the details. We only treat (2). By
virtue of Lemma A.2 below, we ﬁnd that
u(x) − u(y) = p.v.
∫
R2
(x− z)⊥
|x− z| Hβ(x− z) f (z)dz − p.v.
∫
R2
(y − z)⊥
|y − z| Hβ(y − z) f (z)dz,
where Hβ is a radial scalar function satisfying (A.4). We split into several cases. For the difference∣∣∣∣ ∫
|x−z|2ξ
(x− z)⊥
|x− z| Hβ(x− z) f (z)dz −
∫
|y−z|2ξ
(y − z)⊥
|y − z| Hβ(y − z) f (z)dz
∣∣∣∣,
paralleling as treating the corresponding part in (1), we infer that it is bounded by
Cξ
∞∫
ξ
ω(η)m(η−1)
η1+β
dη + Cξ1−βω(ξ)m(ξ−1).
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m((r0ξ)−1) r−α0 m(ξ−1), we get∣∣∣∣ ∫
r0ξ|x−z|2ξ
(x− z)⊥
|x− z| Hβ(x− z) f (z)dz
∣∣∣∣
=
∣∣∣∣ ∫
r0ξ|x−z|2ξ
(x− z)⊥
|x− z| Hβ(x− z)
(
f (z) − f (x))dz∣∣∣∣
 C
2ξ∫
r0ξ
ω(r)m(r−1)
rβ
dr  Cξ1−βm
(
ξ−1
)
ω(ξ).
A similar estimate holds for the corresponding integral with replacing x by y.
Now we consider the contribution of the “dangerous” part, i.e., the integral over Br0ξ (x) and
Br0ξ (y), and we shall really work on the weak form |(u(x) − u(y)) · |. By following the same to-
ken from Lemma 2.2 and denoting e1  (1,0), we have∣∣∣∣ ∫
Br0ξ (x)
(x− z)⊥ · 
|x− z| Hβ(x− z) f (z)dz −
∫
Br0ξ (y)
(y − z)⊥ · 
|y − z| Hβ(y − z) f (z)dz
∣∣∣∣
=
∣∣∣∣ ∫
Br0ξ (x0)
(x0 − z)⊥ · e1
|x0 − z| Hβ(x0 − z) f˜ (z)dz −
∫
Br0ξ (y0)
(y0 − z)⊥ · e1
|y0 − z| Hβ(y0 − z) f˜ (z)dz
∣∣∣∣
=
∣∣∣∣ ∫ ∫
Br0ξ (x0)
Hβ(|x0 − (η,μ)|)μ
|x0 − (η,μ)| f˜ (η,μ)dη dμ −
∫ ∫
Br0ξ (y0)
Hβ(|y0 − (η,μ)|)μ
|y0 − (η,μ)| f˜ (η,μ)dη dμ
∣∣∣∣
=
∣∣∣∣ ∫ ∫
Br0ξ (x0)
Hβ(|x0 − (η,μ)|)μ
|x0 − (η,μ)|
(
f˜ (η,μ) − f˜ (−η,μ))dη dμ∣∣∣∣
=
∣∣∣∣ ∫ ∫
B+r0ξ (x0)
Hβ(|x0 − (η,μ)|)μ
|x0 − (η,μ)|
(
f˜ (η,μ) − f˜ (−η,μ) − f˜ (η,−μ) + f˜ (−η,−μ))dη dμ∣∣∣∣
 C
∫ ∫
B+r0ξ (x0)
m(|x0 − (η,μ)|−1)μ
|x0 − (η,μ)|2+β
∣∣ f˜ (η,μ) − f˜ (−η,μ) − f˜ (η,−μ) + f˜ (−η,−μ)∣∣dη dμ. (2.6)
We claim that the last expression is bounded from above by
−(C/C0)ξm
(
ξ−1
)
Ψ ⊥β (ξ).
Indeed, we ﬁrst notice that
∣∣ f˜ (η,μ) − f˜ (−η,μ) − f˜ (η,−μ) + f˜ (−η,−μ)∣∣
 2ω(2η) − f˜ (η,μ) + f˜ (−η,μ) − f˜ (η,−μ) + f˜ (−η,−μ),
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f˜ (−η,−μ)ω(2η). Second, from (A.1) below, we deduce that for all (η,μ) ∈ B+r0ξ (x0),
m
(∣∣x0 − (η,μ)∣∣−1)μm((r0ξ)−1)(r0ξ)α∣∣x0 − (η,μ)∣∣−αμ
m
(
ξ−1
)
ξα
∣∣x0 − (η,μ)∣∣1−α  ξm(ξ−1).
Therefore, gathering the above estimates yields (2.4). 
As a corollary, we obtain the contribution from the drift term at a special scenario involving MOC.
Corollary 2.4. Under the assumption of Lemma 2.3, we have
∣∣u · ∇ f (x) − u · ∇ f (y)∣∣Ωβ(ξ)ω′(ξ),
with Ωβ given by (2.5).
Proof of Corollary 2.4. Denote  = x−y|x−y| , and v be any unit vector perpendicular to . As shown in
[13, Proposition 2.4], we know that under the scenario described in the assumption,
∂ f (x) = ∂ f (y) = ω′(ξ), ∂v f (x) = ∂v f (y) = 0.
Hence from (2.4), we get
∣∣u · ∇ f (x) − u · ∇ f (y)∣∣= ∣∣(u(x) − u(y)) · ∣∣ω′(ξ)Ωβ(ξ)ω′(ξ). 
3. Proof of Theorem 1.1
We ﬁrst have the following local existence result for the system (1.1).
Proposition 3.1. Let β ∈ ]0,1], m(ζ ) = m(|ζ |) be a non-decreasing function satisfying conditions (i)–(iii)
and θ0 ∈ Hs(R2), s > 2. Then there exists a positive number T depending only on β,m,‖θ0‖Hs so that the
system (1.1) generates a unique solution θ ∈ C([0, T ]; Hs(R2)) ∩ C∞(]0, T ] ×R2). Moreover, the time T can
be continued beyond if one has
∫ T
0 ‖∇θ(t)‖β+2α/(1−α)L∞ dt < ∞.
The proof is quite similar to that in [16,17] (although the direct consequence is only the case
α ∈ ]0,1 − β/2[ in condition (ii)), since from Lemma A.1 we know that m(|ζ |) C max{|ζ |α,1}m(1).
We shall sketch the main points of the proof in Appendix A.
We shall follow the scheme in [14] to show that the evolution of the system (1.1) will preserve
a family of suitable moduli of continuity. The following key lemma states the possible breakdown
scenario.
Lemma 3.2. Let θ ∈ C([0, T ∗[; Hs)∩C∞(]0, T ∗[×R2) be themaximal lifespan solution constructed in Propo-
sition 3.1, and ω be a modulus of continuity satisfying ω(0) = 0, ω′(0+) < ∞ and ω′′(0+) = −∞. Assume
that initially θ0 strictly obeys the MOC ω. Let T∗ > 0 be the ﬁrst time that θ(t) do not strictly have the MOC ω,
then there exists two points x = y ∈R2 so that
θ(T∗, x) − θ(T∗, y) = ω
(|x− y|). (3.1)
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Under this scenario, if we can show that
f ′(T∗) < 0, with f (t) = θ(t, x) − θ(t, y), (3.2)
then it clearly contradicts the deﬁnition of T∗ , and this further implies that ∇θ ∈ L∞([0, T ∗[ × R2).
Combining it with the continuation criterion in Proposition 3.1 yields T ∗ = ∞. Hence, the target is to
show (3.2). Since θ(t, x) (∀t ∈ ]0, T ∗[) solves Eq. (1.1) in the classical sense, we have
f ′(T∗) = −u · ∇θ(T∗, x) + u · ∇θ(T∗, y) − |D|βθ(T∗, x) + |D|βθ(T∗, y).
According to Lemma 2.2 and Corollary 2.4, to prove (3.2), it suﬃces to prove that
Ωβ(ξ)ω
′(ξ) + Ψβ(ξ) + Ψ ⊥β (ξ) < 0, for all ξ = |x− y| > 0, (3.3)
where Ωβ , Ψβ , Ψ ⊥β are deﬁned by (2.5), (2.2) and (2.3), respectively.
Next, motivated by [11,14], we shall construct a family of appropriate moduli of continuity adapted
to the slightly supercritical equation. Let κ ∈ ]0,1[ be a ﬁxed number with its value chosen later, then
for every λ 1, we deﬁne δ = δ(λ) to be the unique solution of the equation
λδm
(
δ−1
)= κ. (3.4)
This can be seen from Lemma A.1 that the function g(r) = rm(r−1) is strictly increasing on ]0,∞[. It
is also obvious to ﬁnd that δ(λ) is a strictly decreasing function about λ and that
δ(λ) → 0+, as λ → ∞ (3.5)
due to g(0+) = 0. Then with δ(λ) (λ 1) at our disposal, we deﬁne a continuous function ωλ satis-
fying that for β = 1,⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ωλ(0) = 0,
ω′λ(ξ) = λ −
λ2
6κ
ξm
(
ξ−1
)(
3+ (1− α) log δ(λ)
ξ
)
, ∀ξ ∈ ]0, δ(λ)],
ω′λ(ξ) =
γ
3ξm(ξ−1)
, ∀ξ ∈ ]δ(λ),∞[,
(3.6)
and that for β ∈ ]0,1[,
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ωλ(0) = 0,
ω′λ(ξ) = λ −
λ2
2κ
δ(λ)1−βξβm
(
ξ−1
)
, ∀ξ ∈ ]0, δ(λ)],
ω′λ(ξ) =
γ
3ξm(ξ−1)
, ∀ξ ∈ ]δ(λ),∞[, (3.7)
where α is the universal number occurring in (1.2) and κ = κ(α,β,m, A), γ = γ (κ,α,β, A) are two
suﬃciently small positive constants to be chosen later.
Now we justify that ωλ is truly a suitable MOC satisfying ω′λ(0+) < ∞ and ω′′λ(0+) = −∞. Since
g(r) = rm(r−1) is strictly increasing on ]0,∞[, if we assume κ m(1), then we have δ(λ) δ(1) 1,
thus by (A.1) it is clear to see that
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{
ξm(ξ−1)(1+ log ξ−1)m(1) ξ1−α(1+ log ξ−1) → 0, as ξ → 0+, β = 1,
ξβm(ξ−1)m(1)ξβ−α → 0, as ξ → 0+, β ∈ ]0,1[,
and hence ω′λ(0+) = λ. Next we consider the concavity property. For ξ ∈ ]0, δ(λ)[, from (1.2) we have
that if β = 1,
ω′′λ(ξ) = −
λ2
6κ
((
m
(
ξ−1
)− ξ−1m′(ξ−1))(3+ (1− α) log δ(λ)
ξ
)
− (1− α)m(ξ−1))
− λ
2
6κ
(
(1− α)m(ξ−1)(3+ (1− α) log δ(λ)
ξ
)
− (1− α)m(ξ−1))
− (1− α)λ
2
12κ
m
(
ξ−1
)(
3+ (1− α) log δ(λ)
ξ
)
, (3.8)
and if β ∈ ]0,1[,
ω′′λ(ξ) = −
λ2
2κ
δ(λ)1−βξβ−1
(
βm
(
ξ−1
)− ξ−1m′(ξ−1))
− (β − α)λ
2
2κ
δ(λ)1−βξβ−1m
(
ξ−1
)
. (3.9)
Notice that from limξ→0+m(ξ−1)m(1), these formulae imply that
ω′′λ(0+)
⎧⎨⎩−
(1−α)λ2
12κ m(1) limξ→0+(3+ (1− α) log δ(λ)ξ ) = −∞, for β = 1,
− (β−α)λ22κ δ(λ)1−βm(1) limξ→0+ ξβ−1 = −∞, for β ∈ ]0,1[.
While for ξ ∈ ]δ(λ),∞[, we get
ω′′λ(ξ) = −
γ
3ξ2(m(ξ−1))2
(
m
(
ξ−1
)− ξ−1m′(ξ−1))− (1− α)γ
3ξ2m(ξ−1)
.
For ξ = δ(λ), from (3.4) we know that for all β ∈ ]0,1],
ω′λ
(
δ(λ)−)= λ − λ2
2κ
δ(λ)m
(
δ(λ)−1
)= λ
2
,
and
ω′λ
(
δ(λ)+)= γ
3δ(λ)m(δ(λ)−1)
= γ λ
3κ
 λ
3
where we have assumed that γ < κ . Hence ωλ is concave on ]0,∞[. Finally, due to the concavity of
ωλ and the fact that ω′λ(ξ) > 0 for all ξ ∈ ]δ(λ),∞[, we know that ωλ is strictly increasing on ]0,∞[.
Next we show that for every θ0 ∈ Hs(R2) with s > 2, θ0 strictly obeys the modulus of continuity
ωλ for suﬃciently large λ. Similarly as in [11, Section 3.2], due to the monotonicity and concavity of
the MOC, it suﬃces to choose ωλ so that
2‖θ0‖L∞ < ωλ
(
2‖θ0‖L∞
‖∇θ ‖ ∞
)
. (3.10)0 L
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ωλ(c0)
c0∫
δ(λ)
γ
3ξm(ξ−1)
dξ =
1/δ(λ)∫
1/c0
γ
3rm(r)
dr → ∞, as λ → ∞,
where the convergence followed from the growth condition (1.5). Hence, if we choose λ suﬃciently
large, (3.10) can be guaranteed by each θ0 ∈ Hs with s > 2, and this leads to the desired result.
Based on the above discussion, we know that for the MOC ωλ with some suﬃciently large λ, the
assumptions in Lemma 3.2 are satisﬁed. Thus to get rid of the possible breakdown scenario, it reduces
to prove that (3.3) holds for this MOC ωλ , that is, we only need to show that for all ξ > 0,
A
(
−Ψ ⊥β,λ(ξ) +
ωλ(ξ)
ξβ
+
∞∫
ξ
ωλ(η)
η1+β
dη
)
ξm
(
ξ−1
)
ω′λ(ξ) + Ψ ⊥β,λ(ξ) + Ψβ,λ(ξ) < 0, (3.11)
where Ψ ⊥β,λ  0 is deﬁned by (2.3) adapted to ωλ and
Ψβ,λ(ξ) = B
ξ
2∫
0
ωλ(ξ + 2η) + ωλ(ξ − 2η) − 2ωλ(ξ)
η1+β
dη
+B
∞∫
ξ
2
ωλ(2η + ξ) − ωλ(2η − ξ) − 2ωλ(ξ)
η1+β
dη.
We shall divide into two cases to check it in the sequel.
Case 1. 0 < ξ  δ(λ), β ∈ ]0,1].
Since for all η > 0, ω′λ(η) < ω′λ(0+) = λ, we know that ωλ(η)  λη, and thus ωλ(ξ)ξβ  λξ1−β 
λδ(λ)1−β , and
δ(λ)∫
ξ
ωλ(η)
η1+β
dη λ
δ(λ)∫
ξ
1
ηβ
dη
{
λ log( δ(λ)
ξ
), for β = 1,
λ
1−β δ(λ)
1−β, for β ∈ ]0,1[,
where we have used the fact δ(λ)  1. According to the integration by parts and the fact that the
function r−αm(r) is non-increasing on ]0,∞[ (cf. Lemma A.1), we get that for β ∈ ]0,1],
∞∫
δ(λ)
ωλ(η)
η1+β
dη = 1
β
ωλ(δ(λ))
δ(λ)β
+ 1
β
∞∫
δ(λ)
γ
3η1+βm(η−1)
dη
 λ
β
δ(λ)1−β + γ
3βδ(λ)αm(δ(λ)−1)
∞∫
δ(λ)
1
η1+β−α
dη
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β
δ(λ)1−β + γ
3β(β − α)δ(λ)βm(δ(λ)−1)
 λ
β
δ(λ)1−β + γ λ
3β(β − α)κ δ(λ)
1−β  2λ
β
δ(λ)1−β, (3.12)
where in the last line we have used (3.4) and the assumption γ  3(β − α)κ . Due to δ(λ) δ(1) 1
(if κ m(1)) and δ(1) κ/m(δ(1)−1) κ/m(1), from (A.1), we also see that
ξm
(
ξ−1
)
m(1)ξ1−α m(1)δ(1)1−α m(1)ακ1−α.
Hence, collecting the above estimates, we obtain that the positive contribution from the drift term is
bounded by
⎧⎪⎪⎨⎪⎪⎩
−Am(1)ακ1−αΨ ⊥β,λ + Aλ2ξm
(
ξ−1
)(
3+ log
(
δ(λ)
ξ
))
, for β = 1,
−Am(1)ακ1−αΨ ⊥β,λ +
2A
β(1− β)λ
2δ(λ)1−βξm
(
ξ−1
)
, for β ∈ ]0,1[.
For the contribution from the dissipation term, by virtue of the Taylor formula and (3.8), (3.9), we
infer that
Ψβ,λ(ξ) B
ξ
2∫
0
ω′′λ(ξ)2η2
η1+β
dη
{
− B(1−α)212κ λ2ξm(ξ−1)(3+ log δ(λ)ξ ), for β = 1,
− B(β−α)8κ λ2δ(λ)1−βξm(ξ−1), for β ∈ ]0,1[.
Therefore, if κ = κ(α,β,m, A, B) is chosen small enough, we have
Am(1)ακ1−α < 1, and
⎧⎪⎪⎨⎪⎪⎩
A <
B(1− α)2
12κ
, for β = 1,
2A
β(1− β) <
B(β − α)
8κ
, for β ∈ ]0,1[,
and they further ensure that (3.11) holds.
Case 2. δ(λ) < ξ < ∞, β ∈ ]0,1].
Similarly as obtaining (3.12), we have
∞∫
ξ
ωλ(η)
η1+β
dη = ωλ(ξ)
βξβ
+ 1
β
∞∫
ξ
γ
3η1+βm(η−1)
dη
 ωλ(ξ)
βξβ
+ γ
3βξαm(ξ−1)
∞∫
ξ
1
η1+β−α
dη
= ωλ(ξ)
β
+ γ
β −1 .βξ 3β(β − α)ξ m(ξ )
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γ
3m(ξ−1)
 Cωλ(ξ), for all ξ > δ(λ), (3.13)
with C > 1 is a number ﬁxed later. For ξ ∈ ]δ(λ), C
C−1 δ(λ)], thanks to (3.4) and the fact that
m(δ(λ)−1) (C/(C − 1))αm(ξ−1), we get
ωλ(ξ)ωλ
(
δ(λ)
)
 λδ(λ)
2
 κ
2m(δ(λ)−1)
 (C − 1)
ακ
2Cαm(ξ−1)
 γ
3m(ξ−1)
where we have used the assumption γ  32C−α(C − 1)ακ and the following estimate
ω
(
δ(λ)
)= δ(λ)∫
0
ω′λ(η)dη ω′λ
(
δ(λ)
)
δ(λ) = λ
2
δ(λ).
For ξ ∈ ] C
C−1 δ(λ),∞[, by virtue of Lemma A.1 and the fact that δ(λ) (1− 1/C)ξ , we see that
ωλ(ξ)
ξ∫
δ(λ)
γ
3ηm(η−1)
dη γ
3ξαm(ξ−1)
ξ∫
δ(λ)
1
η1−α
dη
 γ
3ξαm(ξ−1)
ξ∫
(1−1/C)ξ
1
η1−α
dη C−1 γ
3m(ξ−1)
.
Thus the assertion (3.13) follows. Hence, recalling that ξm(ξ−1)ω′λ(ξ) = γ3 , we know that the contri-
bution from the drift term is bounded by
− Aγ
3
Ψ ⊥β,λ(ξ) +
Aγ
3
(
2
β
+ C
β(β − α)
)
ωλ(ξ)
ξβ
.
On the other hand, from (3.13), we get
ωλ(2ξ) = ωλ(ξ) +
2ξ∫
ξ
γ
3ηm(η−1)
dη
ωλ(ξ) + 1
ξαm(ξ−1)
2ξ∫
ξ
γ
3η1−α
dη
ωλ(ξ) + 2
α − 1
α
γ
3m(ξ−1)
 (1+ cαC)ωλ(ξ),
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α−1
α . Note that cα ∈ ] log2,1[ for α ∈ ]0,1[, thus by choosing C = 1+cα2cα > 1, we see
ωλ(2ξ) ( 32 + cα2 )ωλ(ξ). Combining it with the fact that ωλ(2η + ξ) − ωλ(2η − ξ)ωλ(2ξ), we ﬁnd
Ψβ,λ(ξ)−B
∞∫
ξ
2
(1/2− cα/2)ωλ(ξ)
η1+β
dη = −2
β−1B(1− cα)
β
ωλ(ξ)
ξβ
.
Hence, to guarantee that (3.11) is true, it suﬃces to choose γ = γ (κ,α,β, A, B) small enough so that
Aγ
3
< 1 and
Aγ
3
(
2
β
+ C
β(β − α)
)
<
2β−1B(1− cα)
β
.
Therefore, for the suitable MOC (3.6) and (3.7) with some suﬃciently large λ and some suﬃciently
small κ,γ , the breakdown scenario (3.1) cannot happen, and Theorem 1.1 is proved.
Appendix A
For the function satisfying (1.2), it has the following useful property.
Lemma A.1. Assume that m(r) (r > 0) is a smooth non-decreasing positive function satisfying (1.2) with
α ∈ ]0,1[. Then we have that
m(r) (r/b)αm(b), ∀r  b > 0, (A.1)
and the function rm(r−1) is a strictly increasing function for all r > 0.
Proof of Lemma A.1. Considering g1(r) = r−αm(r) for all r > 0, from (1.2), we have
g′1(r) = r−α−1
(
rm′(r) − αm(r)) 0,
hence (A.1) follows. Similarly, denoting g2(r) = r m(r−1) for r > 0, we have
g′2(r) =m
(
r−1
)− r−1m′(r−1) (1− α)m(r−1)> 0,
thus g2(r) is a strictly increasing function on ]0,∞[. 
Then we show the criterion (1.7) for the supercritical SQG equation with β ∈ ]0,1[.
Justifying criterion (1.7) for 0 < β < 1. We also use the nonlocal maximum principle method. Let
γ ,κ ∈ ]0,1[ be two numbers ﬁxed later, then for λ  1, deﬁne δ(λ) = (κ/λ)1/β , and a continuous
function ωλ as ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ωλ(0) = 0,
ω′λ(ξ) = λ −
λ2
6κ
ξβ
(
3+ β log δ(λ)
ξ
)
, ∀ξ ∈ ]0, δ(λ)],
ω′λ(ξ) =
γ
3ξβ
, ∀ξ ∈ ]δ(λ),∞[.
(A.2)
It can be seen that ωλ is indeed a MOC satisfying that ω′λ(0+) = λ and ω′′λ(0+) = −∞. Moreover,
if θ0 strictly obeys the MOC ωλ , then in order to show that ωλ is also strictly preserved by θ(t), it
suﬃces to prove that for ξ > 0,
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(
−ξβΨ ⊥β,λ(ξ) + ωλ(ξ) + ξ
∞∫
ξ
ωλ(η)
η2
dη
)
ω′λ(ξ) + Ψ ⊥β,λ(ξ) + Ψβ,λ(ξ) < 0, (A.3)
where Ψ ⊥β,λ(ξ), Ψβ,λ(ξ) are respectively given by (2.3), (2.2) adapted to MOC ωλ . For the suitable MOC
(A.2) with some suﬃciently large λ and some suﬃciently small κ = κ(β), γ = γ (β), in a similar way
as obtaining (3.11), we can show that (A.3) holds true for all ξ > 0, and here we omit the details.
Therefore, if the condition (1.7) is satisﬁed for a small positive number c = c(β), this implies that θ0
strictly has the MOC ωλ , and it further leads to the global result. 
The next lemma concerns the kernel estimates of the operator occurred in the expression of u.
Lemma A.2. Let β ∈ ]0,1], Kβ,i(x) be the kernel of the operator ∂i |D|β−2m(D) (i = 1,2) withm(ζ ) =m(|ζ |)
a non-decreasing function satisfying the conditions (i)–(iii). Then we have that for every x = 0 ∈R2 ,
Kβ,i(x) = xi|x|Hβ(x), with
∣∣Hβ(x)∣∣ C |x|−1−βm(|x|−1), (A.4)
and
∣∣∇Kβ,i(x)∣∣ C |x|−2−βm(|x|−1). (A.5)
Proof of Lemma A.2. The proof is similar to that of [11, Lemma 4.1] with suitable modiﬁcations.
Given ψ a smooth radial function supported on {|x|  1} and satisﬁes ψ ≡ 1 on {|x|  1/2}. Let
ψR(·)ψ( ·R ) for R > 0, and Lβ(x) be the radial kernel function of the operator |D|β−2m(D), then for
some R > 0 to be chosen later, we have that
Lβ(x) = C
∫
R2
eix·ζ |ζ |β−2m(|ζ |)dζ = C ∫
R2
ei|x|ζ1 |ζ |β−2m(|ζ |)dζ
= C
∫
R2
ei|x|ζ1ψR(ζ )|ζ |β−2m(ζ )dζ + C
∫
R2
ei|x|ζ1
(
1− ψR(ζ )
)|ζ |β−2m(ζ )dζ
= C
∫
R2
ei|x|ζ1ψR(ζ )|ζ |β−2m(ζ )dζ + C |x|−4
∫
R2
ei|x|ζ1 ∂4ζ1
((
1− ψR(ζ )
)|ζ |β−2m(ζ ))dζ
where in the last line we have used the integration by parts. Thus we see that Kβ,i(x) = ∂i Lβ(x) =
(xi/|x|)Hβ(x) with
Hβ(x) = C
∫
R2
ei|x|ζ1 iζ1ψR(ζ )|ζ |β−2m(ζ )dζ + C |x|−4
∫
R2
ei|x|ζ1 iζ1∂4ζ1
((
1− ψR(ζ )
)|ζ |β−2m(ζ ))dζ
+ C |x|−5
∫
R2
ei|x|ζ1∂4ζ1
((
1− ψR(ζ )
)|ζ |β−2m(ζ ))dζ
 Iβ(x) + IIβ(x) + IIIβ(x).
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∣∣Iβ(x)∣∣ C ∫
BR (0)
|ζ |β−1m(ζ )dζ  C Rβ+1m(R).
For IIβ(x), by (1.3) and Lemma A.1, we obtain
∣∣IIβ(x)∣∣ C |x|−4 ∫
|ζ |R/2
|ζ |β−5m(|ζ |)dζ
 C |x|−4R−αm(R)
∫
|ζ |R/2
|ζ |β+α−5 dζ
 C |x|−4Rβ−3m(R).
For the last term, similarly as above, we get
∣∣IIIβ(x)∣∣ C |x|−5Rβ−4m(R).
Hence, choosing R = |x|−1 leads to the desired estimate (A.4). The bound (A.5) can be obtained in the
same fashion. 
Now we sketch the proof of Proposition 3.1. Before that, we recall some notations from Littlewood–
Paley theory. Choose two nonnegative radial functions χ , ϕ ∈ C∞(R2) (cf. [1]) which are supported
respectively in the disk {ζ ∈R2: |ζ | 43 } and the shell {ζ ∈R2: 34  |ζ | 83 } such that
χ(ζ ) +
∑
q0
ϕ
(
2−qζ
)= 1, ∀ζ ∈R2.
Then for f ∈ S ′(R2), we deﬁne the nonhomogeneous Littlewood–Paley operators
−1 f := χ(D) f ; q f := ϕ
(
2−qD
)
f , ∀q ∈N.
We also have Hs = Bs2,2 with
Bs2,2 
{
f ∈ S ′(R2); ‖ f ‖2Bs2,2  ∑
q−1
22qs‖q f ‖2L2 < ∞
}
.
Proof of Proposition 3.1. We here focus on the a priori estimates, and we claim that for the smooth
solution θ to the system (1.1),
∥∥θ(t)∥∥2Hs + ‖θ‖2L2t Hs+β/2  C‖θ0‖2Hs + C
t∫ (∥∥θ(τ )∥∥2/(1−α)
C˙α+(1−α)β/2 + 1
)∥∥θ(τ )∥∥2Hs dτ , (A.6)0
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Eq. (1.1) yields
∂tqθ + Sq+1u · ∇qθ + |D|βqθ = Fq(u, θ),
with Fq(u, θ) = Sq+1u · ∇qθ − q(u · ∇θ). By the energy method, we ﬁnd
∥∥qθ(t)∥∥2L2 + c2qβ‖qθ‖2L2t L2  ‖qθ0‖2L2 + C
t∫
0
(
2−qβ/2
∥∥Fq(u, θ)(τ )∥∥L2)2 dτ .
Similarly as obtaining (6.2) in [16], we infer that for all α ∈ ]0,1[,
2−qβ/2
∥∥Fq(u, θ)∥∥L2
 C
(‖θ‖2
C˙α+(1−α)β/2 + ‖θ‖2L2
)( ∑
kq−4
2(q−k)(1−β/2) 2βαk/2‖kθ‖L2 +
∑
|k−q|4
2βαk/2‖kθ‖L2
)
,
where we have used ‖−1u‖L∞  ‖−1m(D)θ‖L2 m(1)‖θ‖L2 , and
∥∥m(D)kθ∥∥L∞  Cm(1)2kα‖kθ‖L∞ , ∀k ∈N,
which is from Lemma A.1 and the Bernstein-type inequality (cf. [1, Lemma 2.2]). Thus we get
∑
q∈N
22qs
∥∥qθ(t)∥∥2L2 + c∑
q∈N
22q(s+β/2)‖qθ‖2L2t L2

∑
q∈N
22qs‖qθ0‖2L2 + C
t∫
0
∥∥θ(τ )∥∥2C˙α+(1−α)β/2∩L2∥∥θ(τ )∥∥2Bs+βα/22,2 dτ .
For the low frequency part, it is not hard to see that
∥∥−1θ(t)∥∥2L2  ‖−1θ0‖2L2 + C
t∫
0
∥∥θ(τ )∥∥2Hα∥∥θ(τ )∥∥2L2 dτ .
Combining the above two estimates, and from ‖ · ‖Hs ≈ ‖ · ‖Bs2,2 , we obtain
∥∥θ(t)∥∥2Hs + ‖θ‖2L2t Hs+β/2  C‖θ0‖2Hs + C
t∫
0
∥∥θ(τ )∥∥2C˙α+(1−α)β/2∩L2∥∥θ(τ )∥∥2Hs+βα/2 dτ .
The interpolation inequality and the Young inequality lead to
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t∫
0
∥∥θ(τ )∥∥2C˙α+(1−α)β/2∩L2∥∥θ(τ )∥∥2(1−α)Hs ∥∥θ(τ )∥∥2αHs+β/2 dτ
 C‖θ0‖2Hs + C
t∫
0
∥∥θ(τ )∥∥2/(1−α)
C˙α+(1−α)β/2∩L2
∥∥θ(τ )∥∥2Hs dτ + 12‖θ‖2L2t Hs+β/2 .
This implies (A.6). Furthermore, since ‖θ(t)‖L2∩L∞  ‖θ0‖L2∩L∞ for all t ∈ ]0, T ∗[, and by interpolation,
we also get
∥∥θ(t)∥∥2Hs + ‖θ‖2L2t Hs+β/2  C‖θ0‖2Hs + C1
t∫
0
(∥∥∇θ(τ )∥∥(2α+β−αβ)/(1−α)L∞ + 1)∥∥θ(τ )∥∥2Hs dτ ,
where C1 depends on ‖θ0‖L2∩L∞ . The remaining parts are essentially the same with those in [16,17],
and we omit the details. At last, we remark that using the slightly different program in [12, Theorem
3.1], one can similarly prove Proposition 3.1. 
Finally we ketch the proof of Lemma 2.2.
Proof of Lemma 2.2. We only consider (2). Denoting by Pβh,n(x) the n-dimensional kernel of the op-
erator e−h|D|β , then from [13] we know that for every β ∈ ]0,2[,
Pβh,n(x) > 0,
∫
Pβh,n = 1,
cβh
(|x|2 + h2/β)(n+β)/2  P
β
h,n(x)
Cβh
(|x|2 + h2/β)(n+β)/2 . (A.7)
Thus we have
−|D|β f (x) + |D|β f (y) = lim
h→0
1
h
(Pβh,2 ∗ f (x) −Pβh,2 ∗ f (y) − f (x) + f (y))
= lim
h→0
1
h
(Pβh,2 ∗ f (x) −Pβh,2 ∗ f (y) − ω(ξ)).
We see that
Pβh,2 ∗ f (x) −Pβh,2 ∗ f (y)
=
∫
R2
(Pβh,2(ρx0 − a − z) −Pβh,2(ρ y0 − a − z)) f (z)dz
=
∫ ∫
R2
(Pβh,2(ξ/2− η,μ) −Pβh,2(−ξ/2− η,μ)) f˜ (η,μ)dη dμ
=
∫
R
dμ
∞∫
0
(Pβh,2(ξ/2− η,μ) −Pβh,2(ξ/2+ η,μ))( f˜ (η,μ) − f˜ (−η,μ))dη
=
∫
dμ
∞∫ (Pβh,2(ξ/2− η,μ) −Pβh,2(ξ/2+ η,μ))ω(2η)dη
R 0
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∫
R
dμ
∞∫
0
(
Pβh,2
(
ξ
2
− η,μ
)
−Pβh,2
(
ξ
2
+ η,μ
))(
f˜ (η,μ) − f˜ (−η,μ) − ω(2η))dη
 Ψβ,h(ξ) + Ψ ⊥β,h(ξ).
Similarly as that in [13], we get
lim
h→0
1
h
(
Ψβ,h(ξ) − ω(ξ)
)= Ψβ(ξ).
Now we estimate limh→0 1hΨ
⊥
β,h(ξ)  Ψ ⊥β (ξ). From (A.7) and the fact that h is arbitrarily small,
there exists a small number r0 ∈ ]0, 14 [ depending only on β such that for every z ∈ Br0ξ (x0) ⊂R2, we
have
Pβh,2(x0 − z) −Pβh,2(y0 − z)
1
2
Pβh,2(x0 − z).
Thus we deduce that
Ψ ⊥β (ξ) = lim
h→0
1
h
∫
R
dμ
∞∫
0
(Pβh,2(ξ/2− η,μ) −Pβh,2(ξ/2+ η,μ))( f˜ (η,μ) − f˜ (−η,μ) − ω(2η))dη
 lim
h→0
1
2h
∫ ∫
Br0ξ (x0)
Pβh,2(ξ/2− η,μ)
(
f˜ (η,μ) − f˜ (−η,μ) − ω(2η))dη dμ
 cβ
2
∫ ∫
Br0ξ (x0)
f˜ (η,μ) − f˜ (−η,μ) − ω(2η)
|x0 − (η,μ)|2+β dη dμ
= −cβ
2
∫ ∫
B+r0ξ (x0)
2ω(2η) − f˜ (η,μ) + f˜ (−η,μ) − f˜ (η,−μ) + f˜ (−η,−μ)
|x0 − (η,μ)|2+β dη dμ. (A.8)
Note that although the denominator of (A.8) contains the non-integrable singularity, the whole inte-
gral is still absolutely integrable due to the cancellation in the numerator (cf. [17, Lemma 5.5]). 
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