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ABSTRACT 
Estimation of the probability of occurrence of future flood events at 
a site is frequently required for the design of bridges, culverts, 
dams and other river engineering works. This study considers a method 
for estimating the flood frequency distribution from the physical 
characteristics of the drainage basin for use in Scotland when 
adequate records of river discharge are not available. The data base 
collated includes 3071 station years of annual maximum flood peaks for 
168 high quailty gauging stations and 12 physical charcteristics for 
each drainage basin. A linear regression model is derived which 
expains 91% of the variation in the average magnitude of floods using 
five physical characteristics indexing drainage area, rainfall, stream 
density, soil type and lake storage. This model appears robust over 
the range of basin types and shows no improvement when shrinkage or 
ridge regression is employed. Five physically homogeneous subsets of 
basins are derived using a clustering algorithm (NORMIX) and the same 
five characteristics, with the addition of an index of channel slope. 
For each of subsets 1,3,4 and 5, the individual dimensionless flood 
frequency distributions for each station are not significantly 
different from a single GEV distribution derived for that subset. 
Consequently these subsets are considered to be hydrologically 
homogeneous in addition to their physical homogeneity. Dimensionless 
regional flood frequency distributions are produced for each subset 
which allow the estimated average flood magnitude to be scaled to 
estimate floods of less frequent occurrence. These regional 'growth 
curves' imply a larger return period for a given magnitude flood than 
those from the Natural Environment Research Council Flood Studies 
Report (NERC, 1975). When the floods are described by a lognormal 
model which allows for cross-correlation between stations the 
respective return periods are smaller. 
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Introduction- 
Estimation of future flood conditions at a site is a 
common problem facing engineers in the design of spillways, 
culverts, bridges and other river engineering works. In the 
design process one of the major problems to be resolved is 
the conflict'ýetween safety and economy. Clearly it would 
not be feasible to build every structure to withstand the 
maximum possible flood. Instead a structure is constructed 
in accordance with a design standard such that it will 
safely convey a flow of a given probability of occurrence 
termed a design flood. Morgan (1966) has contested that ".. 
of the various allowances for exceptional conditions which 
they (engineers) make in designing structures, the 
allowances for floods have probably the least chance of 
being used in full. Therefore, while they want to be sure 
that the allowance is adequate, they also want to be 
satisfied that- it is not exaggerated". Where no threat to 
life is posed and all losses caused by failure can be met by 
remedial works and compensation payments, the design 
standard can be calculated as an economic optimum obtained 
from the sum of the expected damage costs associated with a 
structure of a given design and the capital costs of 
providing and maintaining that structure. Nevertheless the 
Institution of Civil Engineers' 1973 statement on social 
responsibility states that the engineer '... should 
recognise the many factors which may defy expression in 
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direct money values, particularly those which arise from 
effects on a community's way of life' (ICE, 1978). In 
practice, most British water authorities have constructed 
tables of design standards for various schemes and 
structures. 
For the design of some projects, such as dam spillways, 
the entire hydrograph of the design flood may be required 
specifying the time distribution of runoff resulting from a 
given rainfall. For the design of other projects, such as 
culverts and bridges, it is sufficient to estimate the 
instantaneous peak flow of a given return period specified 
by the design standard. It is with this latter problem that 
this thesis is concerned. 
The magnitude and frequency of flooding is also of 
interest to the earth scientist investigating the 
relationship between landforms and fluvial processess. In 
particular there has been considerable debate on the 
relative geomorphological effectiveness of flood events 
having different frequencies of occurrence (Wolman and 
Miller, 1960, Baker, 1977 and Acreman, 1983). Many of the 
arguments rest on the accuracy of the return period of each 
event and since most floods occur on stream without 
discharge records, results rely heavily on indirect methods 
of estimation. 
The vast majority of basins for which estimates of flood 
magnitude and frequency are required have inadequate or no 
3 
flow data. ft" has long been recognised that the flooding 
behaviour at any point on the river will reflect the the 
physical characteritics of the basin above that point 
including the properties of the rainfall, geology, soil type 
and geomorphology. Traditionally, the approach used to 
identify the relationships between flooding behaviour and 
basin characteristics has been one of empirical regionalised 
regression. This typically involves deriving a small number 
of indices of the most important characteristics which 
influence flood frequency and to calibrate a simple 
regression model on a set of basins for which good estimates 
of flooding parameters can be derived. A more rigorous 
approach to flood modelling may seek to solve the equations 
of conservation of mass, energy and momentum describing the 
movement of water over and through the soil, in stream and 
in aquifers (Beven and O'Connell, 1982). This type of 
approach is primarily taken by those seeking a full 
understanding of the hydrological processes which lead to 
flooding. Clearly, even if such a model could be 
constructed the number of parameters required to model a 500 
km basin would preclude its use in everyday design 
practice. Models used in decision-making for floodplain 
management do not require this level of sophistication. 
The Natural Environment Research Council Flood Studies 
Report (NERC, 1975) presents a recommended methodology for 
estimating the flood hazard throughout the British Isles. 
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This work has rationalised earlier attempts at flood 
frequency estimation in Britain (e. g. Cole, 1966, Nash & 
Shaw, 1966) and abroad (Benson, 1962). One of the major 
considerations in the Flood Studies Report was to ensure 
that all parameters required for the models could be easily 
derived for any drainage basin in the U. K. from published 
maps. These models were therefore a compromise between 
being physically deterministic and acceptably simple for the 
practicing engineer. For this study a similar philosophy 
was adopted. It was felt that the available models could be 
improved by incorporating recent advances in the 
understanding of the processes in hydrology without 
sacrificing the simplicity of the basic approach to flood 
frequency analysis. 
To ensure that the project was manageable, given the 
constraints of time and financial support, the analyses were 
confined to Scotland. However, for hydrological purposes 
the boundary of the study area was defined as the southern 
watershed of the Rivers Tweed and Esk rather than the 
national boundary between England and Scotland. Only 97 of 
the 532 basins used in the Flood Studies Report were from 
Scotland, suggesting that the models would be biased towards 
the English basins from which the majority of data was 
derived. Furthermore Scottish data were predominantly from 
the larger rivers of the Clyde, Spey, Tweed and Tay, and not 
representative of the wide range of conditions under which 
the model is likely to be used. 
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This project was funded by the Natural Environment 
Research Council via a research studentship. The majority 
of the work was carried out at the University of St. Andrews 
between January 1981 and December 1983. Subsequent analysis 
was performed-at the Forth River Purification Board and at 
the Institute of Hydrology during 1984 and 1985. The study 
presents an examination of the methods for combining the 
experience of flooding behaviour gained from flow records 
and how these findings can be transfered to sites where no 
records exist. The relationships between flood statistics 
and basin characteristic are investigated in a purely 
Scottish context to evaluate and improve the existing 
recommended procedures for flood estimation. 
The procedures adopted for the data collection and 
quality assessment are described in Chapter 1. The data 
consist of records of flood event from continuous flow 
monitoring stations, individuals records of historic floods 
and a set of indices for each basin which describe its 
physical characteritics. Statistics were derived to 
describe the flooding behaviour at chosen gauging stations 
from the available flood record. These statistics include 
measures of the typical size of floods and the variability 
about that value. The methodology used to derive these 
statistics is detailed in Chapter 2. Chapter 3 and 4 
present the analysis of the relationships between the 
statistics and the physical nature of the drainage basins 
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for which they were estimated. In Chapter 3 equations are 
derived to estimate the typical size of floods at a site 
where no or inadequate flow records exist. In Chapter 4 
methods are describe which enables these estimates to be 
combined with estimates of the variability of flood 
magnitude. Chapter 5 contains a discussion of the problems 
which result from the various assumptions made at each stage 
of the modelling process and suggests how some of these 
might be overcome. Chapter 6 provides a summary of the 
findings and suggests possible directions for future 
research. 
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Chapter 1. 
Data collection. 
This chapter describes the collection of a data archive 
used in the analysis presented in the following chapters. 
Section A reviews the procedures employed to measure river 
flows in Scotland and give details of the methods of quality 
assessment and data extraction used. Section B describes 
the choice and measurement of a series of basin variables 
which index the salient physiographical and meteorological 
characteristics influencing the flood hydrology. 
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SECTION A: DISCHARGE DATA 
1.1 INTRODUCTION 
A major part of this project involved the collection, 
quality assessment and processing of river discharge data. 
The types of analysis to be performed required the collation 
of an archive of instantaneous peak discharge measurements 
from a wide variety of basin types throughout Scotland. The 
largest data base available prior to this study was that 
collated by the Institute of Hydrology upon which the 
findings published in the Natural Environment Research 
Council Flood Studies Report (NERC, 1975) are based. In 
Volume IV of that report an average of five flood peaks per 
year of record are listed for the majority of the 1294 
gauging stations investigated. Of these, 105 are within the 
area under study in this report. Data are given for most 
stations from the start of records until September 1.970, or 
up until the date of closure for those stations disbanded 
before that date. Only stations with five or more years of 
record were included, therefore excluding those opened after 
1965. It was decided to use these data as the basis for the 
present archive, to update the records for those stations 
still in operation and add additional data for all newly 
installed stations. To achieve compatibilty, the procedures 
employed to compile the Flood Studies Report archive were 
adopted for the present study. 
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1.2 HISTORICAL BACKGROUND 
The first continuous recordings of river flow in 
Scotland were taken when Glenfield and Kennedy installed a 
water level recorder in a pumping sump at their engineering 
factory in Kilmarnock on 29th September 1913. Despite 
several gaps in the record, this now provides the longest 
flow record for any one site in Scotland. It is only 
surpassed by three sites in England; the longest being the 
Thames at Teddington which has records beginning in 1883. 
Capt. W. N. McClean was the first to establish any kind 
of hydrometric network in Scotland. As far back as 1912 he 
had used the then virtually unknown technique of current 
metering in his discharge measurements of the River Garry in 
Inverness-shire. But it was chiefly in the 1930's that 
McClean expanded his network of rainfall and runoff stations 
throughoutýthe Great Glen. These data were used to estimate 
the hydrological basis of the proposed hydro-electric power 
schemes. He formed his own private organisation called 
'River Flow Records' and from this quarterly and annual 
summaries were published at his own expense for eight 
gauging stations on six rivers (Werritty, 1983). 
McClean's data for the Spey, Ness, Dee and Moriston are 
incorporated into this study. Three of these stations, the 
Ness at Ness Castle Farm (station 11 in this study), the 
Spey at Aberlour (station 17) and the Dee at Woodend 
(station 35) were taken over by the Department of 
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Agriculture and Fisheries for Scotland (DAFS) in the 1.950's. 
This marked the beginnings of the establishment of a 
national gauging network. 
The River Purification Boards (RPB's), which were set up 
in Scotland following the 1948 River Boards Act, were 
chiefly concerned with the monitoring of pollution and it 
was not until the 1960's that the flow measuring stations 
were transfiered to their control. Over 95% of all stations 
are now under the control of the RPB's, whose administrative 
regions, following reorganisation after the Local Government 
(Scotland) Act of 1974, are shown in Figure 1.2.1. A small 
number of stations are operated by other authorities such as 
Tayside Regional Council Water Services Department (TRC), 
industrial concerns such as British Aluminium Company (BACo) 
and the North of Scotland Hydro-Electric Board (NSHEB), 
universities and other research institutions. 
The Highland River Purification Board (HRPH) is at 
present the only authority substantially expanding its basic 
hydrometric network, since it was only established following 
reorganisation in 1975. Apart from in the IIRPB's region, 
most of the principal rivers in Scotland are now gauged. 
Due to financial constraints other RPB's are finding it 
increasingl ;y difficult to operate their present network and 
in some cases have closed stations. New stations have 
tended to be established for flood warning, reservoir 
compensation flow monitoring and pollution surveillance 
12 
rather thaH*to produce long term records for hydrological 
analysis or water resource assessment. At many of these 
stations it is only necessary to measure low flows 
accurately. Consequently the present data base available 
for flood frequency analysis in Scotland in unlikely to be 
rapidly increased in the foreseeable future. 
1.3 TYPES OF GAUGING STATION 
Methods of continuous stream flow gauging can be divided 
into two categories involving either direct or indirect 
discharge measurement. Direct forms of measurement include 
the use of ultra-sonic and electro-magnetic gauging 
apparatus. Ultra-sonic methods rely on the ability to 
detect the change in speed of a sound wave travelling 
through the water caused by the component of the velocity of 
the water in the direction of the sound. Electro-magnetic 
discharge measurement on the other hand is based on the 
principle that when an electrical conductor, in this case 
water, moves relative to a magnetic field, an electrical 
current is induced in the conductor proportional to the rate 
of movement, namely the average velocity of flow (WR), 
1980). At present, methods of direct discharge measurement 
have only been utilised in a few locations in England and 
have not been tried in Scotland, although consideration has 
been given to the measurement of flows in the Caledonian 
canal by ultrasonic techniques (HRPB, 1984). 
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In the absence of this type of equipment, it has become 
standard practise to measure discharge indirectly. River 
level, or stage, is recorded continuously relative to a 
fixed datum. This is then converted to flow via a 
stage/discharge calibration or flow rating curve. 
Derivation of a rating curve typically involves measuring 
the discharge for a wide range of river stages. This is 
discussed more fully in Section 1.6. 
The physical elements, or combination of elements within 
the channel which dictate the form of the rating 
relationship is known as the control. Sectional control 
exists when a local constriction occurs in the cross- 
section, such as a rock bar, or when a downward break of 
slope occurs, for example at the head of a falls. When the 
geometry and roughness of a long channel reach determine the 
relationship, a channel control exists. Sectional controls 
are often only effective at low discharges, and are 
completely submerged by channel control at medium and high 
discharges. Furthermore the reach of channel which acts as 
the control may lengthen as the discharge increases, 
introducing, new features that affect the stage/discharge 
relation. Ideally the gauging site should be chosen in 
order to achieve a stable control such as a rock bar as 
shown in Plate 1.3.1 on the Gifford Water (station 77). 
However, in practice sites are normally a compromise between 
theoretical considerations and agreements for installation 
plate 1.3.1 Rock bar low flow control ( Lennox1ove, station 77) 
Plate 1.3.2 Gravel bar low flow control (Forres, station 15) 
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and access with local landowners and interested parties such 
as angling associations. 
Many gauged river sections, particularly those with an 
unstable control such as a gravel bar (Plate 1.3.2), tend to 
be susceptible to changes in cross-sectional geometry, 
especially during large flood events. This inevitably leads 
to a change in the rating. To combat this problem, an 
artificial control is often built in order to provide the 
basis for a stable rating relationship. Plate 1.3.3 shows a 
typical artificial control designed and used by the Clyde 
River Purification Board (CRPB) on the Luggie Water (station 
144). 
Best results from indirect measurement are achieved by 
building a structure within the channel for which there is a 
theoretical rating relationship determined by the shape of 
the construction. Wilson (1965) has reported that flows can 
be estimated to within 2% using this method, although under 
normal field conditions this accuracy is difficult to 
obtain. 
There are many different designs of structure which 
cover a wide range of situations. The trapezoidal flume is 
primarily designed for use for small streams and it provides 
a high order of accuracy at low flows. Plate 1.3.4 shows a 
typical example installed on the Bog Burn by the Forth River 
Purification Board (FRPB). Weirs are more often employed on 
larger streams and rivers. In particular the Crump weir has 
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Plate 1.3.4 Trapezoidal flume (Cobbinshaw) 
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been widely used since its design in 1952. Plate 1.3.5 
shows an example of a compound Crump weir on the South 
Calder Water (station 136). 
Two different types of structure can be compounded 
together, such as on the West Peffer Burn (station 74) where 
low flows are measured using a trapezoidal flume, whilst a 
Crump weir is also utilised at higher flow (Plate 1.3.6). 
Compounding allows accurate monitoring over a wide range of 
flows, although the dividing walls tend to collect floating 
debris. A flat-vee weir has been recently- developed from 
the original Crump profile to provide the sensitivity at low 
flows without the necessity of compounding. This type of 
structure is used on the Birn's Water (station 78, Plate 
1.3.7), although at this particular site the rating curve 
has not been derived theoretically. A further type of 
structure is the sharp crested weir as used by TRC to 
measure the flow on the Newton Burn (station 41, Plate 
1.3.8). This construction involves another form of 
compounding, again providing good sensitivity over a wide 
range of flows but suffers loss of accuracy when the crest 
is in bad repair and requires frequent dredging in rivers 
with high sediment loads. At some sites it is possible to 
utilise an existing structure, rather than construct a new 
one. For example the FRPB have derived theoretical 
calibration for an old masonary weir to gauge flows on the 
River Almond (station 65, Plate 1.3.9). 
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Plate 1.3.5 Compound Crump weir (Forgewood,, station 136) 
Plate 1.3.6 Compound trapezoidal flume and Crump weir 
(Luffness, station 74) 
Plate 1.3.7 Flat vee weir (Saltoun Hall, station 78) 
I'_ Tp. f. ' 
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Plate 1.3.8 Compound sharp crested weir (Nowton, station 41) 
Plate 1.3.9 Broadcrested weir (Almond weir, station 65). 
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plate 1.4.1 Circular stage chart 
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Structtites tend to be unsightly, costly both to 
construct and to remove, and are often a hinderance to 
navigation or migratory fish. Furthermore, poor 
construction, subsidence and flood damage mean that the 
theoretical rating may not be applicable and a 
stage/discharge relationship requires empirical derivation. 
Consequently most gauged sections in Scotland rely on the 
natural channel as a control. 
1.4 RECORDING WATER LEVEL 
Where measurements of stage must be taken in open water 
and where debris and aquatic vegetation is a constant 
problem, an ultrasonic device or a pressure plate on the bed 
is often used to measure water level; though this is usually 
only a problem in sewers and urban culverts. In contrast to 
this, the conventional design of the river gauging station 
is shown in Figure 1.4.1. The water level in the stilling 
well rises and falls in sympathy with the level in the open 
river with turbulence and slopping dampened down. 
Occasionally, high velocities cause a pressure gradient 
resulting in an artificially low well-level, termed 'draw- 
down'. However this can usually be overcome by adapting the 
mouth of the inlet pipe. Frequent clearing of the inlet 
pipe is required at many stations particularly where the 
stream carries a high suspended sediment load. 
Stage is recorded by the rising and falling of a float 
suspended from a wire attached to the recording instrument. 
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Figuro 1.4.1 Cross-**ctlon of conventionsi, gouging station 
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Water level -recording instruments are of varying types, but 
usually work on one of two basic principles* either 
recording stage graphically on a chart or digitally as a 
code on a tape. The chart recorder possesses a pen which 
draws a trace onto a moving paper chart, rising and falling 
with the 'changing water level. Charts may be circular 
(Plate 1.4.1), single sheets (Plate 1.4.2), or in rolls as 
strip charts, which may last for more than a month (Plate 
1.4.3). Occasionally, when used in conjunction with a 
structure which has a theoretical rating equation, the chart 
may be graduated directly in terms of discharge. Lbarts for 
the Newton Burn (station 41, Plate 1.4.4) are calibrated in 
millions of gallons per day. 
The graphical representation of the hydrograph is 
prefered by many engineers because of the ease of 
interpretation. Malfunctioning of equipment can be readily 
detected and abnormalities such as sharp changes in stage 
caused by the opening and closing of sluice gates (Plate 
1.4.5) or use of pumps for abstractions can be identified. 
However, processing of charts can be very time consuming 
even with the aid of computerised digitising facilities, 
The punch-tape recorder on the other hand records water 
level dire ctly in digital form by periodically punching a 
binary code onto a paper tape. Time between punches can be 
varied according to the rate of response of the rivers but 
is generally every 15 mins. This method has the advantage 
Plate 1.4.2 Single sheet stage chart 
24 
Plots, 1.4.3 Roll stago, chart 
-- _________________ 
--S 
S. 
- 
HEi 
1' 
-4 
Plate 1.4.4 Pro-calibrated chart 
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Plate 1.4.5 Effect on stage of sluice gate operations 
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that the data can be read directly onto a computer via a 
tape translater but the tapes are very difficult to 
interpret manually. 
Punch tape recorders are now being superceded by solid 
state loggers; these can store information electronically 
and can be interrogated directly by telecommunication 
systems. In this case the actual station requires less 
frequent visits and information can be retrieved and 
processed when required. Use of one of each type of 
instrument in parallel has provided many authorities with 
both types of information; the trace commonly providing a 
back-up in case of malfunctioning of the digital recorder. 
1.5 STREAMFLOW GAUGING 
Details of theoretical rating relationships are dealt 
with in full in Ackers et al (1982) and will not be 
considered here. For those stations where a stage/discharge 
relationship cannot be calculated theoretically, the rating 
curve must be estimated. This is normally achieved by 
plotting individually measured discharges against the stages 
at which they were measured and fitting a curve through the 
plotted points. Methods of discharge measurement are 
discussed in many hydrometry texts such as the United States 
Geological Survey manual (Corbett et al, 1957). 
The velocity/area method is the most common technique 
used in which the mean velocity is multiplied by the cross- 
sectional area to give the total discharge at the time of 
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measurement. Velocity is measured using a current meter 
where the speed of rotation of a revolving propeller is 
proportional to the velocity of the stream. The meter is 
often suspended from a cableway which spans the river, or 
hand-held when wading in shallow water. The cross-sectional 
area is calculated by taking a series of depth readings 
across the channel during the gauging. Although the method 
is theoretically sound, a number of practical difficulties 
exist. Some have been discussed by Boulton (1967) such as 
the downstream deflection of the meter in fast flowing water 
when suspended from a cableway, although corrections for 
this and other problems are given in many stream gauging 
manuals ( c. f. WN0,1980). 
A combination of low velocities at low flows and aquatic 
weed growth on many lowland rivers has precluded the use of 
the conventional current meter measurement. An alternative 
technique called RAFT has been developed at the University 
of Lancaster. A perforated pipe is laid on the river bed 
through which compressed air is pumped. The resulting 
pattern of bubbles on the surface is photographed and size 
of the arc is related to discharge. However the pattern may 
be disturbed by wind and validation of the results in trials 
on the River Forth (FRPB, 1984) has been a major problem. 
On turbulent mountain streams with steep gradients, 
where current metering is impracticable, discharge is 
sometimes measured by dilution gauging. This method is 
S 
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performed by adding a chemical solution or tracer of a known 
concentration to the flow and then measuring the dilution of 
the solution downstream, where the chemical is completely 
mixed with the stream water. The discharge is then related 
to the amount of dilution. Chemicals are limited to those 
which are non-toxic to aquatic life, not affected by the 
natural water chemistry of the water and can be simply 
measured, such as sodium chloride, lithium chloride and 
Rhodamine B. Full details are given by Herschy (1978). 
This method has been used in Scotland by several RPB's but 
not at those stations which are used in this study. 
Generally speaking, due to prohibitive costs, the 
building of scale models to estimate discharge has been 
restricted to the calibration of gauging structures. 
However this method was employed by Charlton (1961) to 
calibrate the stage/discharge relationship for a rock 
controlled section of the River Kaduna in Nigeria. 
Since many rivers rise and fall relatively quickly, the 
problem of reaching the site to obtain high discharge 
gaugings leads to poor definition of the upper end of many 
rating curves. Alternative methods of discharge measurement 
include the slope/area method which requires the use of a 
resistance equation, such as the Manning formula, relating 
the average velocity of flow (V), to the hydraulic radius of 
the channel (R), the roughness of the bed (n) and the energy 
slope (S) 
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n 
(1.5.1) 
This technique has the advantage that discharge can be 
calculated retrospectively since trash marks left after a 
high flow often provide a reasonable approximation of the 
peak discharge energy slope. At some remote stations this 
may be the only method of obtaining high level discharge 
measurements. Furthermore, at high flows it is often 
impossible to use conventional methods of measurement such 
as current metering. The Tweed River Purification Board 
(TWRPB) have used a slope/area measurement of the 1962 flood 
to estimate the high flow rating at Peebles (station 81). 
However the accuracy of the results from this method depends 
on many assumptions, such as a straight uniform channel, 
free from trees, bushes and other obstructions and that the 
bed and banks were not subject to erosion or deposition 
during the flood. In these circumstances the roughness 
coefficient is particularly difficult to estimate, although, 
for a rough guide, values for common types of channel are 
given in hydrological text books such as Chow (1959). 
1.6 CALCULATING RATING RELATIONSHIPS 
It is common practice to plot the st 
values on logarithmic paper, since in the 
compound controls, changes in the 
logarithmically plotted rating identify 
over which the individual controls 
age and discharge 
usual situation of 
slope of the 
the range in stage 
are effective. 
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Furthermore, the portion of the rating applicable to each 
control is linearised, simplifying extrapolation and 
interpolation. Once the gauged data have been 
logarithmically transformed the equation can be written in 
the form 
m(H +CK)p (1.6.1) 
where Q is the discharge, H is the stage and m, c-, ý. and P are 
constants. 
A theoretical justification for logarithmically plotting 
the stage/discharge relationship for channel control in a 
natural channel of irregular shape was undertaken by 
Robertson (1962). He argues that if the energy slope and 
roughness coefficient remain constant at different 
discharges, the Manning equation may be approximated by a 
straight line when drawn on graph paper with logarithmic 
axes. Where a natural sectional control exists the 
stage/discharge relationship is similar to that for broad 
crested artificial controls, which is of the same general 
form as (1.6.1). The exponent, commonly will be greater 
than the theoretical value of 1.5, primarily because of the 
increase in velocity and stream width with stage. 
Notwithstanding this, the use of logarithmically transformed 
data has many practical advantages. These include allowing 
the discharge ordinates, which may range over three or more 
orders of magnitude, to be plotted easily on a single plot. 
It also removes much of the curvature of the resulting 
relationship exhibited on standard graph paper. Even so, a 
curvilinear relationship between plotted gauge height (H) 
and discharge (Q) is usually still apparent. For the 
purposes of extrapolating the relation, a value of o/- is 
sought, which when applied to H, will result in a linear 
relation between (H+cýC) and Q. 
Theoretically a natural hysteresis loop exists in the 
true rating curve since river level for a given discharge 
may depend on whether the stage is rising or falling 
(Henderson, 1966). However in practice this loop is rarely 
detectable given the accuracy of most gauging techiques; at 
best current meter gaugings at flood flows are only accurate 
to within 10%. A series of gaugings therefore invariably 
exhibit a scatter when plotted on a graph requiring a curve 
fitting technique to estimate the rating relationship. The 
curve may be fitted by eye or by utilising an optimising 
algorithm such as ordinary least squares, for which the sum 
of squared differences between observed and predicted values 
of discharge is a minimum., Since the likely error in 
gauging is greatest at flood discharges, the logarithmic 
transformation reduces the bias on the values when a curve 
fitting technique is used which gives higher weight to 
points of higher magnitude. 
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1.7 CHOICE-OF STATIONS FOR ANALYSIS 
The basic criteria for inclusion of gauging station 
records in the Flood Studies Report was to have continuous, 
or near continuous, recordings of flows of a specified 
accuracy for at least five years. In order to achieve 
compatibility, in this study the same procedures of quality 
control used in the Flood Studies Report were employed when 
considering additional stations which became available for 
the archive. The grading of stations in the Flood Studies 
Report was performed by dividing the quality of rating 
curves into six grades A-E and Z according to the accuracy 
of definition of the mean annual flood (see Chapter 2). 
These criteria are compatible between open river sections 
and structures (Table 1.7.1). Grade A implies a high 
quality rating, either theoretical or estimated by gauging, 
Al and A2 subdivisions separating excellent from adequate 
stations. Grade B implies a valid extrapolation limited to 
that part of the cross-section which can be adequately 
described by an extension of the upper section of the rating 
curve (Fig. 1.7.1). Grades C and D imply unpredictable 
extrapolation. Grade C includes floodplain flow up to the 
the width of the main channel; any increase in width beyond 
this requires grade D classification. Stations with totally 
unsatisfactory ratings, for example only covering low flows 
or suffering from tidal influence were classified grade E, 
whilst those suffering other problems such as truncation of 
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Flgur* 1.7.1 Categorleation of gouging stations 
Grade River section Gauging structure Other structures 
Al Rating well defined by current meter Rating in modular range and within Weir in good condition and rated 
design limits and specifications by current meter or careful 
modelling 
A2 Rating less -ell defined Rating in nonmodular range using two Weir in good condition rated by 
recorders credible formula 
R Valid extrapolation or a sufficient A Nonmodular range with one recorder. Weir in poor condition. Excessive 
grade rating to level where cross- Extrapolation as for river section silting in channel. Weir sub- 
section geometry and flow conditions merged. Extrapolation as for 
change river section 
C Further extrapolation of 6 grade rating Extrapolation or structure rating be- As for river section 
beyond channel conditions character- yond structure capacity. Limit and 
istic of base rating. Limited to an in. upgrading as for river section 
crease in width equal to main channel 
width. Upgrade to a ir indirect mess- 
urements in this range have been 
made 
D As for C but width offlood plain greater As for river section As for river section 
than width of main channel. Upgrade 
10 C if indirect measurements have 
been made in this range 
E Rejection grade-Low flow rating only*. ra ting relationship not unique owing to tidal i nfluence or persistent back%atcr 
z Rejection based on factors other than rating-Levels only, excessive truncation, persistent malfunction of installation. very 
shon record, reservoir discharge, spring flow 
The station grade listed in this report is the grade corresponding to the mean annual flood. 
Table 1.7.1 Categorisation of gauging stations (after NERC, 1975) 
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peaks, malfunction of equipment or those measuring reservoir 
compensation flow were assigned a grade Z. 
Stations classified as grades E and Z were identified by 
consultation with the operating authority and not considered 
for use in this study. Data were collected for 
classification of the remaining stations (grades A-D) during 
station visits, at which time notes were taken containing 
information on the location, type of structure, details of 
rating and overall quality of the station (Fig. 1.7.2). 
Stations not visited included those disbanded before the 
study commenced or which had undergone substantial change 
since the period of record used. In these cases station 
files were consulted at the Institute of Hydrology and the 
Flood Studies Report classifications were adopted. 
All but four of the grade C Flood Studies Report 
stations were upgraded to category B following calculation 
of the new rating curves which incorporated recent high 
gauging data. Therefore, to obtain the highest quality 
records at the expense of only a few stations, only those of 
grades A and B were used. The geographical position of 
these 168 stations is shown in Figure 1.7.3. and listed in 
Appendix I. 
1.8 EXTRACTION OF FLOOD PEAKS 
The aim of the flow data collection programme was to 
assemble a list of recorded flood peaks for each chosen 
station. For those stations included in the Flood Studies 
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Figure 1.7.3 Geographical location of the gauging stations used In this study 
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Report, a series of flood peaks had been extracted from the 
hydrographs. For the majority of stations this included a 
list of instantaneous independent flood peaks over a certain 
threshold, called the peaks over a threshold (PUT) or 
partial duration series, such that over the period of record 
an average of five peaks per year were recorded. Arbitary 
rules were derived to define the notion of independence. 
Thus when two or more peaks occurred close together in time 
adjacent peaks were only considered to be independent of the 
highest peak if the minimum discharge between the peaks was 
less than two thirds of the earlier value and only if the 
peaks were separated by at least three times the average 
time to rise to a peak. This average time to 
peak was defined as the mean value from five typical flood 
hydrographs in the record. 
The other important flood series extracted for the Flood 
Studies Report was the annual mazimum series constituting 
the highest instantaneous flow in each year of record. In 
order to derive an annual maximum series, whenever the flow 
did not exceed the threshold in any one year the maximum 
peak flow for that year was ilso recorded. In cases where 
the independance rules were difficult to apply, such as 
basins with large lakes wtiicti exhibit very slowly risltiý; 
hydrographs (for example the Kiver Ness at Wess-sitle, 
station 1U), only the annual maximum series was recorded. 
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To avoid re-examination of all the charts, it was 
decided to utilise the Flood Studies Report information as 
it appears in volume IV, without subjecting it to a 
systematic quality checking procedure in addition to the 
original Flood Studies Report quality controls. 
Nevertheless some individual values which appeared to be 
anomalous were checked and re-calculated where necessary. 
Many such anomilies were pointed out by the R. P. B. s. 
The Flood Studies Report utilised the 'water year' which 
runs from October Ist to September 30th. In this study the 
calendar year was employed since this is now the standard 
adopted by the - Scottish hydrometric authorities. 
Notwithstanding this, where the Flood Studies Report data 
did not include a peak for any one calendar year and the 
missing data were not readily available elsewhere, the water 
year was retained. 
Using the above criteria, flood peaks were extracted for 
the entire period of record at all new stations with grades 
A and B and those of similar grade in the Flood Studies 
Report for which the period of record extended beyond that 
in Volume IV. At some stations used in. the flood btudies 
Report, particularly those in Last Lothian, there were so 
few peaks above the original threshold that the thr us ho Id 
was lowered in order to maintain an average of five peaks 
per year. Therefore charts for the entire period of record 
were re-examined. 
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All gaps in the records were noted and all hydrograph 
anomalies were reported to the operating authority, although 
many charts had been annotated by the technicians when 
abnormal traces occurred such as the float sticking, the 
inlet pipe becoming blocked, the well frozen or a faulty pen 
mechanism. A few other common abnormalities were caused by 
substantial abstraction or discharge into the water course 
or operation'of sluice gates or pumping equipment. The Urr 
at Dalbeattie (station 117) appeared to be the only station 
whi ch was significantly affected by tidal influences, 
showing diurnal oscillations. All such peaks and blips were 
truncated and ignored. 
The stage and date of each flood peak were recorded with 
reference to the 'water day' which stirts at 9.00 am. All 
hydrometric authorities follow this convention apart from 
the CRPB whose water day coincides with the calendar day. 
Data from this authority were adjusted to the 9.00 am water 
day. 
1.9 RATING EQUATIONS 
For each station requiring an estimated rating curve, 
all gaugings above and immediately below the POT threshold 
were collected from the relevant gauging authorities. In 
the case of abandoned stations for which no additional 
information was available, the Flood Studies Report rating 
equations were used. For some stations only the rating 
equations, and not the original gaugings, were transfered 
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when responsibility for the station was passed from one 
authority to another. Thus collection of all gauging data 
for a single station required visits to several authorities. 
In most cases the original gauging values were still 
available, although there were inevitable gaps, particularly 
in the older records. 
The different authorities have a variety of procedures 
for calculating rating equations, particularly in terms of 
the inclusion of high flow gaugings when the low-flow 
section of the rating requires re-assessment. In general it 
was found that most stations exhibited a stable high flow 
rating curve whilst the lower part of the curve displayed 
considerable variation over time resulting from weed growth, 
scouring, deposition and other factors. This is 
demonstrated in Plate 1.9.1 which shows all editions of the 
rating curve for the Teviot Water (station 89) plotted 
together (TWRPB, pers comm. ). At all such stations it was 
considered reasonable to estimate one high flow rating curve 
for each station, which would be applicable for the entire 
period of record, by using all gaugings above the threshold. 
high flows estimated by the gauging authorities in the early 
years of a station record are very often based on poorly 
defined rating curves and time does not often permit re- 
processing of past records once the station achieves a more 
reliable rating equation. In these, cases it is expected 
that data quality may be improved by employing the above 
procedure. 
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At some-stations several equations were required even 
for the upper section of the rating due to substantial 
changes in the control. For example the Findhorn at Forres 
(HRPB, station 15) is susceptible to scour and deposition at 
high flows due to its location on a large mobile gravel bar, 
whilst the Almond at Almondell (FRPB, station 68) required 
re-calibration in 1976 following installation of a flat vee 
weir. The rating equation at each site was assumed to take 
the form of Equation (1.6.1). Optimum values of o-c P and 
M were derived using successive substitution of various 
values of D-L to find the best least squares fit to the 
common logarithms of Q and (H+X). 
Where sectional control exists the rating curve should 
theoretically pass through the origin, therefore the 
intercept, Oe-, should be equal to the difference between the 
gauge board zero and the lowest part of the control. 
Nevertheless most rating curves exhibit dog-legs and require 
a separate equation for the upper part of the rating, 
distinguishing it from the lower rating. Therefore C>, ' was 
optimised to reduce curvature of the rating and not fixed at 
zero. 
Within the bounds of the highest and, lowest gauged 
values, estimates of flow from a rating curve usually have a 
standard error less than 10 % of the estimated discharge 
(Dickinson, 1967). However in all but a-few, cases the 
rating curves required extrapolation in order to estimate 
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of the highest stage experienced. Such the discharge 
extrapolations are always subject to error, especially where 
the flow is above bankfull. But the error may be minimised 
by considering the principles which govern the shape of the 
rating curves and estimating the peak discharge by an 
indirect procedure, such as the slope-area method. However, 
as mentioned earlier, this is also subject to considerable 
error. Various techniques are available for high flow 
extrapolation, including flood routing, areal comparison of 
peak runoff rates and the step backwater method (WM0,1980), 
although the most common is the conveyance slope method. 
This procedure is based on equations of steady flow, such as 
the Chezy and Manning formulae where 
K. S' (1.9.1) 
In the Chezy equation conveyance, K, equals CAR' and in 
2/3 
the Manning equation k=L AR Values of A, R, C and n for 
n 
a range of stage values can be estimated in the field. K is 
then plotted on a graph against stage and a smooth curve is 
drawn through the points. For measured discharges, S can be 
found by substitution in Equation (1.9.1), and then graphed 
against stage in the same manner as K. Extrapolation may be 
guided by the knowledge that S tends to become constant at 
high stages. Errors in computing S and K from the graphs 
for a given stage tend to cancel when multiplication is 
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Plate 1.9.1 Variation In the rating relationship for the River Teviot at Hawick 
(station 89) 
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Figure 1.9.1 High flow rating relationship for the River Spey at Boat of Garton 
(station 21) 
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performed. ---Despite its theoretical appeal, construction of 
the graphs requires considerable field work for which most 
Scottish hydrometric agencies do not have time. 
Consequently rating extrapolation tends to be guided by a 
small amount of field data and a high degree of subjective 
assessment. 
One or more high flow rating curves and equations in the 
form of Figure 1.9.1 were constructed for each station. 
These were subsequently used to convert recorded water 
levels at each gauging station into discharge. 
1.10 DATA PROCESSING 
Once the flood peaks had been extracted from the 
hydrographs they were entered on to the St. Andrews DEC 
10/70 computer together with the appropriate rating 
equations. Files for each station were produced containing 
the name of the station and water course, archive number, 
source of data, grade of station, period of record and 
important notes together with the date, stage and discharge 
of each flood peak. Further files were then produced 
summarising information from all stations in a form 
appropriate for analysis. Appendix 2 gives the annual 
maximum series for the 168 stations used in the following 
chapters. Figure 1.10.1 gives an example of the PUT series 
for the River Thurso at Halkirk (station 168). 
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UNIVERSITY OF ST ANDREWS 
GEOGRAPHY DEPARTMENT 
FLOOD FREQUENCY DATA 
STATION NUMBER 
RIVER 
STATION 
GRID REFERENCE 
CATCHMENT AREA 
SOURCE OF DATA 
GRADE 
PERIOD OF RECORD 
SIGNIFICANT GAPS IN RECORD 
97002 
THURSO 
HALKIRK 
ND131595 
: 413 (sq k-m) 
HIGHLAND_RIVER PURIFICATION BOARD 
B 
26: 3: 71-31: 12sG2 
NONE 
PEAKS OVER THRESHOLD OF 51 CUMECS 
DATE STAGE DISCHARGE DATE STAGE DISCHARGE 
25 11 71 1.43 105.4 14 a 79 1.13 64.0 
4 2 72 1.18 69.6 4 10 79 1.07 56.9 
16 2 72 1.03 53.0 le 11 79 1.17 68.5 
21 11 72 1.05 55.0 15 12 79 1.44 107.2 
Is 11 73 1.19 70.2 5 1 so 1.10 60.4 
24 11 73 1.17 67.8 22 1 so 1.14 64.7 
Z 12 73 1.25 78.5 a 2 80 1.01 50.6 
23, 12 73 1.03 52.5 25 3 80 1.08 58.4 
15 2 74 1.19 70.8 9 10 80 1.19 70.3 
27 11 74 1.05 54.5 23 10 80 1.28 82.6 
12 4 75 1.01 51.0 18 11 80 1.16 67.3 
7 1 76 1.43 104.6 24 11 80 1.80 180.4 
26 1 76 1.03 53.0 1 12 80 1.11 61. Z 
26 10 76 1.36 94.7 2 1 al 1.24 77.7 
17 12 76 1.21 72.6 25 3 el 1.20 72.1 
5 1 77 1.1-9 (34.0 21 9 81 1.22 75.1 
21 1 77 1.18 69.6 27 9 al 1.10 59.9 
7 5 77 1. Z4 91.7 4 10 al 1.52 120.4 
15 11 77 1.19 70.8 12 10 81 1.15 66.0 
19 11 77 1.30 65.7 26 11 al 1.19 70.3 
22 11 77 1.35 92.7 31 12 81 1.69 156.3 
4 2 78 1.1-9 62.5 30 1 81 1.43 105.4 
23 2 78 1.51 119.3 25 9 02 1.05 55.0 
15 3 78 1.12 62.0 19 11 82 1.15 66.0 
25 12 78 1.10 60.8 25 11 82 1.10 60.3 
29 7 79 1.27 81.6 a 12 82 1.01 50.5 
31 7 79 1.17, 63.3 21 12 82 1.55 126.6 
24 12 82 1.10 60. Z 
Figure 1.10.1 Peaks over a threshold of 51 curnece for the River Thurso 
at Halkirk (station 168) 
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1.11 HISTORICAL INFORMATION 
Apart from records of continuous flow measurement there 
is also frequent documentation of individual discharge or 
stage values such as rare flood events. The first attempt 
to collate all the records available for the British Isles 
was made by the Institution of Civil Engineers Committee on 
Floods_ in Relation to Reservoir Practice (1933). In their 
Report the maximum peak discharge at each site is recorded 
with its drainage basin area. Various other authors have 
added to this collection to revise the recommended methods 
of design flood estimation e. g. Morgan (1966), Chapman and 
Buchanan (1966) and the Institution of Civil Engineers 
(1960). Most of the hydrometric authorities maintain lists 
of historic flood events. There are also published accounts 
of individual floods (e. g. Wolf, 1956, McEwen, 1981 and 
Metcalfe, 1979). 
Many historical flood events are recorded in'-terms of 
the peak water level as 'flood marks on bridges, walls and 
houses or as specially sited stones. Occasionally in the 
more recent past there is photographic evidence, newspaper 
reports or eye-witness accounts. 
The major difficulty lies'in' converting' recorded' water 
level into discharge (which is'required to assess its full 
hydrological importance). Very- rarely 
-is, 
the,, flood mark, 
close enough to a gauging stationto allow an'extrapolation 
of the rating curve and invariably this extrapolation is 
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extremely tentative. Nevertheless the peak discharge of the 
1829 flood on the Dee at Woodend (station 35) was estimated 
by extrapolating the present rating curve to the peak level 
given in the account of the Great Flood of 1829 by Lauder 
(1830). More often, the peak discharge is, estimated by the 
slope/area method, such as Acreman's (1983) estimate of the 
Ardessie Burn flood of September 1981. Retrospective 
discharge estimation is often impossible due to complete 
changes in the cross-sectional geometry caused by urban 
developmentýsince the flood. Dobbie and Wolf (1953) built a 
scale model from parafin wax to estimate the peak discharges 
of several streams affected by the Lynmouth flood of 1953, 
though this has not been attempted for any Scottish floods. 
There are also numerous floods for which a discharge 
estimate has not been attempted. 
Lauder's monumental account of the 1829 flood also 
contains a series of sketches at various locations on the 
Spey, Findhorn , Nairn and other rivers draining into the 
Moray Firth, showing the peak level reached by the flood, 
e. g. Randolph's Leap in Morayshire (Fig. Here there 
is also a flood stone marking the peak stage where the river 
flows through a steep sided gorge. Some 20 kms upstream the 
Findhorn is gauged by the HRPB at Shenachie (12). A 'rating 
curve' was constructed relating stage at Randolph's Leap to 
discharge at Shenachie using two points. The first of these 
was the flood of September 1981 which left distinct trash 
I.. 
marks within the gorge at'Randolph's Leap and the second, a 
low flow at the time of the visit. This curve was then 
extrapolated to the stage recorded by the flood stone and 
the resulting discharge was recorded for the 1829 flood at 
Shenachie. No major tributaries enter between the two sites 
and the pattern of rainfall appears to be generally similar 
for 1829 and 1981. Despite this the estimated disharge must 
be regarded as very tentative. 
Additional data may also be gleaned indirectly from 
published discharge estimates. For example, the Flood 
Studies Xeport gives peak flow estimates for both Forres and 
Shenachie for the flood of 16th August 1970. Assuming that 
this was the same peak, merely translated down-stream, a 
minimum estimate can be calculated for the intervening area, 
in this case the tributaries of the Divie and the Dorback. 
The specific discharge of 5.31 m2 sec7lkm-2 constitutes tile 
largest recorded in the U. K. flood for a drainage area of 
that size. All available data were collected f. or the 
archive and labelled 'ungauged data'. Appendix 3 lists some 
of the highest ungauged discharge values for their 
respective drainage areas. 
SECTION B: BASIN CHARACTERISTICS 
1.12 INTRODUCTION 
The type and rate of hydrological processes which uccur 
in a drainage basin are ultimately determined by its climate 
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and its physical properties. If these properties could be 
quantified and their relationships with the hydrological 
processes described, the hydrological behaviour of basins 
could be predicted without the need for direct process 
measurement. However it would not be practical or even 
possible to consider all the physical characteristics of a 
drainage basin which have been or could be identified as 
influential. Boulton (1965) lists 13 morphometric indices 
alone which control runoff processes and many more are 
available. Apart from these there are numerous indices of 
climate, soil type and vegetation cover. 
In attempts to model flooding behaviour, the most widely 
used variable is basin area, which is a universal scaling 
parameter and has high correlation with many flood indices. 
Other variables such as slope have also been used to 
estimate mean annual flood (Benson, 1962, Nash and Shaw, 
1966, Lynn, 1971), mainstream length has proved valuable in 
estimating hydrograph lag-time, (Bell and Om Kar, 1969, 
Kennedy and Watt, 1969) and basin geology has been employed 
to estimate base flow indices (Institute of Hydrology, 
1980). Gray (1964) has attempted to group the successful 
variables used in statistical flood studies into five 
classes: size and shape of drainage basin; density and 
distribution of water courses, general land slope, slope of 
channels, and storage. 
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1.13 CHOICE OF CHARACTERISTICS FUR FLOOD FREQULNCY 
ESTIMATION 
The primary objective of this study was to produce a 
simple hydrological basin model to estimate flood statistics 
at ungauged sites. One prerequisite was that the parameters 
should be simple to derive and the model simple to apply for 
design flood estimation by the practising engineer. The 
earth scientist may be more interested in the intrinsic 
relationships between the processes and the physical 
environment. Thus a more complex model may be derived which 
may involve extensive field investigations by experienced 
personnel to achieve a calibration at an ungauged site. 
This may include detailing the hydrological properties of 
the soil, estimating the hydraulic roughness of the stream 
bed and monitoring micro-climatic conditions within the 
basin. 
Part of the philosophy of the Flood Studies Report was$ 
for practical considerations, to ensure that all parameters 
of the model could be easily measured from published mapti. 
The basin characteristics for each drainage basin derived 
for the Flood Studies Report were therefore a compromise 
between those factors which were considered influential and 
those which could be easily derived. 
Those characteristics which were most closely related to 
particular hydrological indices were selected by the use tht 
principal components analysis in the case of the mean annual 
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flood (Newson, 1976) and ridge regression in the case of the 
mean calendar day flood (Flood Studies Report p302). The 
subset listed in the Flood Studies Report are basin area 
(AREA), mainstream length (ML), two measures of mainstream 
slope (S1085 and TAYSLO), stream density (STHFRQ), average 
annual rainfall (SAAR), two measures of extreme rainfall 
(M52D and MID), soil moisture deficit (SMUBAR), lake 
storage (LAKE), urban areas (URBAN) and soil type (SOIL). 
AREA, MSL, S1085, TAYSLO, STNFRQ and LAKE can be measured 
from readily available published maps, whereas the other 
indices required further investigation. Maps of these are 
included in volume V of the Flood Studies Report. Other 
characteristics considered included basin shape, geology, 
dry valley length and percentage forest area. 
Notwithstanding the exclusion of these, the chosen variables 
do appear to provide a set of basic indices of the factors 
controlling the runoff process. Thus rainfall is scaled by 
area, reduced by soil moisture deficit, retained by soil, 
repelled by urban areas, routed by slope and stream density 
and attenuated by lakes. 
As with the discharge data it was decided to utilise 
this considerable archive of basin characteristics as the 
basis for the present study, with an extension to include 
those basin properties of particular relevance to the 
Scottish environment. From these original 12 variables, 
TAYSLO and URBAN were excluded from the data set. URBAN was 
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not measured since very few Scottish basins have 
significantly large urban areas. There is a strong 
correlation between TAYSLO and S1085 (r2 = 0.789) and S1085 
proved -more useful in regression analyses in the Flood 
Studies Report. However, S1085 was found to be 
insignificant in predicting mean annual flood in Scotland 
(see Chapter 3) and therefore an alternative slope variable 
was considered. Average basin slope (AVES) was measured for 
41 basins in Northern Scotland for a pilot study, as time 
did not permit extraction of the data for all 168 basins. 
The remaining nine variables from the Flood Studies Report 
were measured for each of the 168 basins used in the study 
and for several basins recorded in the Flood Studies Report 
which were suspected of being in error. In addition the 
proportion of each basin covered by lakes (termed lochs in 
Scotland) was measured creating the variable LUCH. This 
variable was included because the Flood Studies Report 
variable, LAKE, was unable to account satisfactorily for the 
attenuation of floods by large lakes. In Scotland LUCH 
proved more useful in estimating flood statistics (see 
Chapters 3& 4). 
1.14 DEFINITION AND REASURLKLINT 
The Tektronix 4010 computer and digitising system in thu 
Department of Geography at the Lniversity of St. Andrews was 
used to measure all variables fron the appropriate maps. A 
suite of programs was written to extract the various indiL. vb 
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required. ; During program development emphasis was given to 
user friendliness and the inclusion of error traps to 
provide high quality data. Unless otherwise stated all 
topographic indices were extracted from the first edition 
1: 25,000 scale Ordnance Survey maps series. The scale of 
map is only important for calculating network indices and on 
these maps the perennial streams are most completely and 
conveniently depicted. For some parts of Northern Scotland 
these maps were not available. In such cases the 1: 63,360 
maps were used and the conversion factor in the Flood 
Studies Report (vol. 1, p. 301) was employed 
STMFRQj = 2.80 STMFRQ-O' 
172 (1.14.1) 
: 25,000 1: 63,360 
or alternatively, the second edition 1: 25,000 maps were used 
in conjunction with the conversion factor in the Flood 
Studies Supplementary Report No. 11 (NERC, 1983). 
STMFRQl = 0.05 + 0.74 STMFRQ2 (1.14.2) 
First the watershed for each drainage basin was 
delimited on transparent overlays at the scale required for 
the particular map. Some problems were encountered where 
artificial channels had been excavated uniting two separate 
river systems although in most cases the watershed was still 
easily definable given the high local variability of the 
Scottish terrain. Other difficulties, such as lakes which 
appeared to discharge into two distinct water courses, were 
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refered to--the authority gauging the basin. For example, it 
appears from the published maps that Loch Calder has outlets 
into both the River Thurso and the Forss Water, but field 
inspection failed to reveal the channel into the Forss 
system. The use of many of the river systems of upland 
Scotland for the the generation of hydro-electric power, by 
the NSHEB, involves the transfer of water from one drainage 
basin system to another. Nevertheless, even when the 
aquaducts are full, the discharge amounts to only a small 
percentage of the peak flood discharge at any gauging 
station used in this study. Consequently, for the purposes 
of flood frequency analysis the transfers were ignored and 
the topographical watersheds were used to define the 
drainage basins. 
Basin characteristics AREA, MSL, S1085, AVES, STMFRQ, 
SAAR, M52D, SMDBAR, RSMD, SOIL, LAKE and LOCH were measured 
in the following way: 
AREA. The topographic drainage area above each gauging 
station was available from the operating authorities. A 
random sample were checked using the digitising system, but 
in all cases the values coincided within 5%. 
IISL. Mainstream length is defined as the length of the 
longest stream in the drainage basin as depicted by the blue 
lines on the first edition O. S. 1: 25,000 map. In cases of 
difficulty, at each, junction the branch is taken which 
drains the largest area. The program to measure lengths 
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simulates the use of dividers set at a width of 0.1 km. 
This was undertaken to achieve compatibility with the Flood 
Studies Report data. 
S1085. Mainstream slope in this case is defined as the 
slope in parts per thousand or metres per kilometre between 
two points, 10% and 85% of the distance along the mainstream 
from the gauge. Elevation at these two points was found by 
interpolating between the contour lines. 
AVES. Average basin slope is the mean land slope of the 
entire basin in metres per metre. Mean slope was estimated 
by the 'grid sampling' technique (Viessman et al, 1977). 
This method involves counting the number of intersections of 
the contour lines with both horizontal and vertical grid 
lines within each basin (Figure 1.14.1). The mean land 
slope was found from 
AVES v 
where 
s= V 
and 
contour int. (m) . no. vert. intersections 
total length vert. grid (m) 
(1.14.4) 
contour int. (m) . no. horz. intersections 
h 
total length horz. grid (m) 
Figure 1.1 1.1 Peak level of the 1 829 flood at Randolph's Leap, Morayshirs 
contour lin 
river channe 
gauging 
station ullu 1111, U 
Figure 1.14.1 Information required for the derivation of average basin slops, 
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STMFRQ. Stream frequency is used as a surrogate for 
drainage density since there is a strong correlation between 
the two (Newson, 1976, Fig. 1.14.2) and the former is 
simpler to measure. It is defined as the number of stream 
junctions per unit area, measured by counting the junctions 
on the 1: 25,000 map and dividing by basin area. The gauge 
is also counted as a junction. 
SAAR. Average annual rainfall for the standard period, 
1914-1.950, was estimated for each basin by taking the mean 
of a series of individual point observations randomly 
distributed within the watershed. The number of 
observations varied with the size of the basin but was not 
less than 10. This method was recommended in the Guide to 
the Flood Studies Report (Sutcliffe, 1978) and has the 
advantages of speed and simplicity over many other methods. 
Results for a small sample of basins were compared with 
weighted mean estimates involving digitising the areas 
between successive isohyets. The random sample method 
proved sufficiently accurate. Values were derived using 
Figure 11.3.1. from Vol. V of the Flood Studies Report. 
M52D. The maximum two day rainfall of a five year 
return period was measured for each basin in the same manner 
as SAAR but using Figure 11.3.2. from Vol. V., This index 
was derived in order to test climatic characteristics more 
directly related to high flows. 
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Flgur* 1.14.2 Relationship between drainage density and stream frequency 
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Figure 1.14.3 Winter rain acceptance Potential for SE Scotland (NERC, 1975) 
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SHDBAR. The mean soil moisture deficit was also 
measured using the random point method from Figure 1.4.19. 
SMD is calculated from a water balance between daily 
rainfall and a Penman estimate of actual transpiration, 
assuming a notional basin under 50% short rooted vegetation, 
30% long rooted vegetation and 201 riparian areas and 
estimates of root constants for these three zones. This 
index does appear unrealistic for Scotland, but was adopted 
since no better alternative was available. 
RSMD. The effective maximum one-day rainfall of a five 
year return period is derived from several other indices. 
The 24 hour five year rainfall was calculated from M52D in 
terms of a value derived from the ratio r (145-6U mins/H5-2 
day from Figure 11.3.5) as given in Table 1.6.21 of t lie 
Flood Studies Report. M5-24 was converted to 1,15-1 day by 
dividing by 1.11 and reduced by multiplying by the areal 
reduction factor given in Figure 11.5.1. Subtraction of 
SMDBAR from this value gave RSMD. 
SOIL. The soil index is based on the soil map (Figure 
1.4.18), in the Flood Studies Report, where five classes of 
soil are shown based on their winter rain acceptance 
potential (WRAP). A section of this map is shown in Fig. 
1.14.3. The index for each basin was derived by measuring 
the fraction of the basin within each soil class and 
adopting a weighted mean of these'fractions where 
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SOIL = 0.15 S, + 0.30 S2 + 0.40 S3+0.45 S4 
(1.14.6) 
+ 0.50 S5 
LAKE. This index of lake storage is defined as the 
proportioný of the basin which drains through a lake or 
reservoir. Each tributary was followed in turn until a lake 
or reservoir was encountered which was greater than 1% of 
the contributing area; the contributing areas were then 
summed and divided by the total basin area. 
LOCII. This index of lake storage is defined as the 
proportion of the total drainage basin area covered by lakes 
(lochs) or reservoirs. The surface area of all lochs 
greater than 1% of their contributing area was measured. 
All measures values were summed and the total was divided by 
the total basin area. 
The derived estimates of AVES for the 41 stations and 
the remainder of the indices for all Ib8 stations are given 
in Appendix 4. 
1.15 OTHER VARIABLES 
Apart from those variables mentioned above numerous 
others were considered for analysis. In the Flood Studies 
Report the percentage forest cover extracted from maps 
produced by the Forestry Commission and the Department of 
the Environment was used in regressions with mean annual 
floods for north west England, but. did not prove useful. 
However, forestry activity has expanded particularly quickly 
in Scotland over the past 5U years and more importantly the 
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necessity for pre-afforestation ploughing is increasing. 
Robinson (1980) has demonstrated that pre-afforestation 
drainage of of the entire basin can severely effect the 
hydrological response. Qualifying this for large basins, 
Acreman (1985a) has shown that where afforestation proceeds 
piecemeal the effects on the flood hydrograph are dependent 
on the spatial and temporal distribution of changes in land- 
use and that the influence of drainage may be short lived or 
even reversed. Since the effects vary through time, use of 
the percentage of forest cover within a basin would require 
details of ploughing, planting and growth. Arbitarily to 
choose a map series for estimating forest cover applied over 
the entire period of flow records would not be practical. 
This suggests that afforestation of the basin may be an 
important variable in real-time forecasting, but of little 
value in statistical modelling. ,- 
Other indices which also appear to be influential would 
be equally difficult to quantify,, such as floodplain 
storage. In fact Archer (1980) has suggested that over- 
estimation of mean annual flood by the Flood Studies Report 
recommended model at many stations in the north east of 
England was due to substantial valley storage. McDonald and 
Ledger (1981) have gone some way towards analysing the 
effects of over-bank storage on flooding on the River Nith, 
but information on storage , areas.,, ýis, not -available from 
normal topographic maps and, -would require detailed field 
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surveys along the total length of each river system. Flood 
maps are available for some recent floods but these tend to 
be restricted to urban areas. The problem of indexing 
potential floodplain storage has been approached at the 
Institute of Hydrology (Beran, pers. comm. ) but has yet to 
be fully tested. 
Numerous further indices came to mind which might be 
important in influencing flood statistics such as hydraulic 
roughness. However, the problems of indexing such a 
variable would probably outweigh its usefulness. In the 
absence of quantitative values for these additional physical 
indices, it was considered useful toý keep informal 
subjective notes of a series of individual characteristics 
of each basin which are not common amongst the remainder of 
the data set and may therefore give rise to anomalies in 
modelling. These properties included orientation of the 
basin, configuration of the channel network and geology, 
which were derived from maps, together with channel 
roughness, land-use and floodplain storage which were 
assessed during site visits. 
1.16 SUMMARY 
All available flow measuring stations within the study 
area were graded according to the Flood Studies Report 
criteria. Stations with at least five years of record and 
of Grades A and B numbered 168 and contained a total of 3071 
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years of record. At each station a threshold was chosen 
such that an average of five instantaneous independent peak 
I 
flows above the threshold were recorded. If in any one year 
there were no such peak flows the highest instantaneous 
discharge was recorded. At stations where the rules for 
independence could not be applied the highest instantaneous 
flow in each year was recorded. All available historic 
information on flooding was also collated. 
For each station a series of basin characteristics were 
measured in the form of defined indices AREA, MSL, S1085, 
AVES, STMFRQ, SAAR, M52D, SMDBAR, RSMD, SUlL, LAKE, and LOCH. 
Further information on floodplain storage, afforestation and 
other factors was recorded subjectively for, a-, selection of 
basins. 
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Chapter 2 
Estimating flood statistics from discharge data at a gauged 
site. 
This chapter describes the analysis of the discharge 
I 
data collected to estimate flood statistics at gauged river 
sites. The derived statistics include the mean, coefficient 
of variation and the coefficient of skewness of the annual 
flood series. A statistical distribution is fitted to each 
data series to estimate the magnitude of floods of varying 
recurrence intervals. Some problems associated with 
estimation frora short records, non-stationarity of the data 
and the inclusion of historical information are also 
examined. 
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2.1. INTRODUCTION 
One of the most important problems in applied hydrology 
is to estimate the probability of the future occurrence of 
floods based on the interpretation of past records of 
hydrological events. For the purposes of river engineering, 
there is a need to estimate the magnitude of any specified 
design flood. Each flood peak requires some measure of its 
rarity, so that the designer would know whether a peak flow 
of for example 100 cumecs, is likely to occur once, twice or 
a number of times during the design life of a structure, or 
is not likely to occur at all. This requires an estimate of 
the probability of a particular event, such as a flow of 100 
cumecs, given a conditioning event, in this case the passage 
of time. In flood frequency analysis, this is usually 
achieved by treating a series of peak flows, 
Q(ql, q 21* ....... q n) , as statistical variables. 
All possible 
flows form a population or universe whilst a subset of a 
population is called a sample. The number of occurrences of 
a variable, N(q), plotted against its magnitude is called a 
frequency distribution or histogram (2.1.1a). When the 
number of -occurrences is expressed as a proportion of the 
total it is termed a probability distribution, whose 
ordinates form a probability density function (pdf), f(q), 
(Fig. 2.1.1b). The probability that any randomly drawn flow 
will be les, 6 than a given value is given by the cumulative 
distribution function (cdf) of that population, F(q), (Fig. 
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a Histogram 
(q) 
q 
b Trobability density function 
Fq) 
q 
c Cumulativo distribution function 
Figure 2.1.1 Graphical d*scrlption of statistical data 
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2.1.1c). F(q) is also known as the probability of non- 
exceedence. The recurrence interval, or return period T, of 
an event is related to the probability of non-exceedence, 
F(q), by 
1 
q- F(q) 
For the POT series, Tq is the average period expected 
between events of magnitude q. In terms of the annual 
maximum series, T will be the return period of the event, q, 
as an annual maximum, which will be greater than or equal to 
Tq for the POT series. A flood quantile is an event having 
a stated return period, or probability of being exceeded. 
The true population distributions of the annual maximum 
and POT flood series are not known. For practical purposes 
the population distributions are assumed to be known, 
analytically expressible and to contain a finite number of 
parameters. Development of a flood frequency analysis 
procedure involves choosing a distribution which is 
considered to describe most adequately the attributes of 
available flood series. The exact form of the distribution 
at a particular gauged site , must, then, be - derived by 
estimating the distribution parameters from the sample data. 
The problems associated -, with,,. choosing 
the most 
appropriate distribution and defining itsýexact form arise 
due to inadequate river flow records. Given, a sufficiently 
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large sample the distribution parameters may be estimated 
with great accuracy. However, the smaller the sample the 
less confidence can be placed on the estimates, since it is 
less likely to be representative of the population. If the 
sample data are representative of their population they will 
correspond directly to their observed frequency, for 
example, the largest observation in a period of 10 years 
will have a probability of 0.1 or a return period of 10 
years. However, if the period of record is not 
representative, the estimated 10 year flood may have a true 
return period of, for example, 5 or 100 years. In fact only 
37% of all 10 year samples would be expected to contain the 
true 10 year flood (USGS, 1936). A further 37% would not be 
expected to contain the 10 year flood, whilst 18% would be 
expected to contain 2, and 8%, 3 or more events of this 
magnitude. 
Commonly one or two flood events in the sample 
are considerably larger, or smaller, than the remainder of 
the data and their inclusion or omission'from the analysis 
will considerably alter the parameter estimates. These are 
considered as 'outliers' and may require special treatment 
when estimating the form of the parent distribution. The 
identification and treatment of, outliers is a serious 
problem in flood frequency e"stimation and no single method 
has been shown to be optimal (Hawkins, 1978). Outliers are, 
also a problem in the derivation of such as the 
mean and coeffecient of variation, which do not rely on any 
69 
specific underlying distribution, since standard estimators 
also assume that the sample is representative of the 
population data. 
The following sections discuss some of the procedures 
available for deriving flood statistics from the annual 
maximum data, some of which are based on assumed statistical 
distributions and others which can be termed distribution- 
free. The statistical properties of the POT series are not 
well defined and are not examined here. The problems 
associated with non-stationarity of the data are discussed 
together with the use of historical and regional 
information. The final section describes the procedures 
adopted to estimate the magnitude of the 5,10,20,50 and 
100 year recurrence interval floods at each site* The 
estimates may not be the best estimates of the T year floods 
at individual sites, since they were derived primarily for 
the regional analysis in Chapters 3 and 4* 
2.2 DISTRIBUTION-FREE STATISTICS 
The mean of a set of annual maxima, 7, is a measure of 
central tendency or the expected value, providing an 
indication of the average magnitude of the events involved. 
Division by the mean has been used as a method of 
standardising flood data so that data from different 
stations may be compared directly or combined to produce a 
larger sample (NERC, 1975). The coefficient of variation, 
CV , and the coefficient of skewness, 
Y 
p are dimensionless 
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statistics which are useful for indicating the kind of 
distribution involved without singling out any particular 
f orm. CV is a measure of the spread, or variance, of the 
data, whilstS is a measure of the shape, or symmetry of the 
density function, indicating the relative abundance of data 
of different magnitudes. Estimates of Q, CV and Y of the 
annual maxima can be simply derived from the data. 
The arithmetic mean of a sample of n annual maxima, 
AMAP, is defined as: 
n 
AMAF 
Z 
qi 
n i=l 
(2.2.1) 
This gives an unbiassed estimate of the population mean, 
However, if the data contain one or more outliers the sample 
mean, AMAF, will tend to over- or under-estimate The 
median, MedAF (the middle value when the annual maxima are 
arranged in rank order) provides an alternative measure of 
central tendency which is less influenced by outliers, 
although the estimates are more variable. For each of the 
168 gauged sites in Scotland AMAF and MedAF were calculated 
from the annual maxima. An outlier was defined as any 
annual maximum flood which was larger than three times MedAF 
or where any value is less than the POT threshold, at an 
average of 5 peaks per year. In cases where outliers were 
present 7 was estimated by an empirically derived multiple 
of 11edAF, in this case'l. 052. This figure is the average 
/I 
value of AMAF/MedAF for those data sets which did not 
contain any outliers. The best estimate of BESMAF, is 
1.052.11edAF in samples containing outliers, and AMAF in all 
other cases. 
AMAF, MedAF and BESMAF are given in Appendix 6 for each 
station. BESMAF ranges from 997.7 cumecs at station 45, to 
2.8 cumecs at station 74 and displays a close correlation 
with basin area (r2 = 0.73) although it is influenced by 
other factors (Chapter 3). The spatial distribution of 
BESMAF, divided by basin area, is shown in Figure 2*2*lo 
Each circle is centred on the gauging station whose 
magnitude it is representing. The mean annual flood 
represents the average magnitude of flood events at that 
site. The highest values are associated with the small, 
steep, uplands basins of the Western Highlands. This 
suggests that the relationship between BESHAF and AkEA may 
be non-linear and. therefore, standardisation may be better 
achieved by dividing by the square or cube of the drainage 
area. The lowest values of BESMAF in Scotland are those for 
the lowland, agricultural basins of the central lowlands and 
the east coast. 
The estimated coefficient of variation CVAF, is defined 
as 
CVAF - S/AMAF (2.2.2) 
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Figure 2.2.1 Geographical distribution of BESMAFIAREA 
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where 
s =z II (qj-AYlAF )2] (2.2.3) n-I 
i. e. the standard deviation divided by the mean. This 
statistic was measured for each of the 168 data sets and the 
values are given in Appendix 6. Values range from 1.07 for 
station 15 to 0.09 for station 155, with a mean value of 
0.34. CVAF does not appear to be directly related to the 
physical characteristics of the drainage basin since only 
18% of its variation was explainable in terms the basin 
variables used in Chapter 3. Only SAAR was a significant 
predictor variable. Larger values tended to be associated 
with stations whose records contain outliers and some of the 
lower value with stations below large lochs. This suggests 
that flood attenuation by the storage effect of large lochs 
may constrain the variability of flood magnitude. 
An estimate of the coefficient of skewness, SKAF, can be 
calculated from 
SKAF =U3 /S 
31 
(2.2.4) 
where 
n 
UZ (q AMAF) 3 (2.2.5) 3 n-I 
S 
74 
Small sample estimates of population skew are sub_*-, ct to 
large variance. McCuen (1979a) suggests that at least 60 
years of record are required to produce reliable estimates. 
In an attempt to combat this problem, Hardison (1974) 
produced an isopleth map of log skewness for the U. S. A. 
Water Resources Council (USWRC) published in Bulletin 17A 
(USWRC, 1977). This map (Figure 2.2.2) is based on 2972 
stations each with at least 25 years of record, using cell 
averages of specified size containing 15 or more stations. 
Population skewness, *K , is then estimated at a site by a 
weighted combination of regional skew *6r and the sample skew 
is 
+ (2.2.6) 
where the weight, W, is a function of record length N, 
0 
(n-25) /75 
1 
if N> 25 
if N 25-100 
if N> 100 
(2.2.7) 
However there is no direct means available to measure the 
extent to which the spatial and temporal variability of at- 
site estimates is averaged by con touring. The map itself 
also shows some inexplicable features: the skew (in log 
space) varies from +0.6 to -0.4 across the high prairies 
75 
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Figure 2.2.2 GoographiCal. distribution of log skown*ss for the USA 
(after Hardison, 1974) 
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though there is no topographic barrier or meteorological 
differentiation within this (c. 220 km) distance (Wallis, 
1981). 
Monte Carlo simulation experiments have shown that small 
sample estimates of skewness are both biased (Wallis, et al, 
1974) and bounded (Samuelson 1969). The upper bound has 
been derived by Kirby (1974) as 
(n-2)/(n-1 )2 (2.2.8) 
where n is the number of years of record. In the revised 
USWRC procedure, Bulletin 17B, the weighting method is more 
complex, involving the variance of the estimates, as 
recommended by McCuen (1979b). The map is the same and the 
criticisms remain valid. Furthermore, Landwehr et al (1979) 
state that different contours in log space may be equivalent 
to the same contours in real space thus the construction of 
skew maps may be counter productive. Consequently a similar 
procedure was not adopted in this study. An estimate of the 
skewness, SKAF, was calculated at each site from equation 
(2.2.4) and the values are given in Appendix 6. 
2.3 STATISTICAL DISTRIBUTIONS 
In order to derive a precise relationship between the 
event magnitude and its return period, the form of the 
population distribution function of the annual maxima must 
be defined. Most analyses of flood frequency in Britain 
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have taken the annual maximum flood events at a station to 
be approximated by one of three extreme-value distributions 
defined by Fisher & Tippett (1928). The theoretical 
justification underlying the use of these extremal 
distributions is as follows. Given the maximum of n events 
from N samples (in this case 14 = years of record), as n 
increases, the distribution of the N maxima approaches one 
of three possible limiting or asymptotic forms. A 
systematic study of the three asymptotes was made by von 
Mises (1936). In particular the use of the extreme-value 
type I (EVI) distribution was made popular for flood 
frequency analysis by the work of Cumbel (1958). Working 
primarily with rainfall, Jenkinson (1955) combined the three 
Fisher-Tippett distributions into a single parent 
distribution called the Generalised Extreme-Value (GEV) 
distribution, whose distribution function can be written as 
exp[_[1_k(q_)/. ()1] k0 
F(q) = 
exp [ -exp (- (q-ý) /ok) ]k=0 
(2.3.1) 
with q bounded by g +0(/k from above if k>O and from below 
if k<O. g and cV, are location and scale parameters 
respectively, while the shape parameter k determines which 
extreme-value distribution is represented, i. e. Fisher- 
Tippett types 1,2 and 3 correspond to k=0, k<0 and k> 
0 respectively. There are many other probability 
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distributions that have been proved useful for hydrological 
frequency analysis, but most have only slight theoretical 
basis such as the Pearson distributions (Pearson, 1934) and 
the lognormal distribution (Chow, 1954), full details of 
which are given in the Flood Studies Report. The Log- 
Pearson type 3 distribution (LP III) has been recommended 
for usage in U. S. A. (U. S. Water Resources Council, 1967) 
mainly due to its flexibility, although the validity of its 
application has been severely questioned by Wallis & Wood 
(1984) who examined its robustness using simulation 
experiments. 
The Flood Studies Report describes attempts to choose 
between several different possible distributions on the 
basis of their goodness of fit to data from 31 stations with 
30 or more years of record. The Chi-squared test rejected 
the EV1, GEV and lognormal (LGN) an equal number of times, 
whereas the Kolmogorov-Smirnov test rejected the EVI and LGN 
once and the two parameter gamma (GAM) twice at the 10 % 
level, but did not reject the GEV at any station. It is 
clear that these tests were insensitive given the lengths of 
records available. Other goodness of fit tests based on 
discharge/recurrence interval graph plots, were used by 
Benson (1968) as part of the USWRC investigations, and in the 
Flood Studies Report. But results varied with the test 
employed and the plotting position used between Pearson type 
III (P III) and LP III, which produce widely differing upper 
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quantile estimates. GEV, however, came a close second in 
each case and was therefore adopted for use in the Flood 
Studies Report. 
Due to the paucity of long flow records in Scotland, 
similar analyses were not attempted. Instead an approach 
similar to that proposed by Matalas and Wallis (1972) was 
employed which considers the degree of error in quantile 
estimates imposed by selecting the wrong distribution. This 
involves the notion of robustness. A robust estimator is 
one which gives -consistently good estimates of the 
population quantiles regardless of the true form of the 
distribution. Amongst others, Benson (1962) has described 
the variations which are likely to occur in estimating the 
population quantiles from a small sample of data, since the 
sample may not be representative of the population under 
investigation. Therefore, whilst a' flexible distribution, 
such as LP III, may closely fit the observed data, the 
optimum parameters for that sample may not yield good 
estimates of the population quantiles. Estimation of the 
properties of the population might be better achieved by 
fitting a distribution other than that from which the data 
was sampled, such as one with one or more of the parameters 
constrained e. g. using the EV1 distribution, where k-0, when 
the parent is taken to be GEV. 
To test this hypothesis, simulation experiments were 
performed in conjuction with Donald Sinclair of the 
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Mathematics Institute, University of St. Andrews, to examine 
how quantile estimates derived from small samples of data 
compared with the known population quantiles. To achieve 
this 3500 years of data were generated from each of three 
distributions, GEV, EVI and P III, using the parameters 
obtained by fitting these distributions to a typical long 
historic sequence (in this case station 22). The parameter 
values are given in Table 2.3.1. Each 'world' was divided 
into 100 random samples each of 35 years. To every 35 year 
sample, five distributions were fitted using maximum 
likelihood estimation (Section 2.4), namely EVI, GEV, GAM 
(the two parameter gamma distribution), P III and LP III. 
Table 2.3.2a gives the distributions in rank order of their 
ability to predict floods up to 10 years and floods up to 
100 years based on the median prediction Med, and the root 
mean square error of prediction, RMSE, where 
n 
R =1 
1 0% ]2 (2.3.2) MSE 
n 
(qT(i)-qT(i) 
It can be seen that although GEV has the best median 
prediction of the 100 year GEV flood, its variance from the 
true value is greater than for all the other distributions. 
Likewise, although the P III distribution may be flexible 
enough to fit any data, the GAM distribution, which is 
similar to the P III distribution but with one less 
parameter, provided a more robust estimation of the Pearson 
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Location Scale Shape 
EV1 155.0 60.0 N/A 
GEV 140.0 35.0 -0-21 
P 111 105.0 85.0 0.85 
Table 2.3.1 Parameters of distributions used in the simulation 
experiments. 
(a) n-35 I 
Parent up to 10 year flood over 10 year f lood 
Med RMSE Me d RMSE 
GEV I GAM GAR GEV GAM 
2 GEV logP GEV logP GAM logP logP 
3 P3 
4 EVI EVI P3 EVI 
5 P3 P3 EV1 GEV 
EVI I EVI GEV P3 EVI Evi EV1 
2 GEV P3 GEV P3 
3 P3 GAM 
4 GAM GAM GAM GEV 
5 logp logp logp logp 
P3 I GAM GAM GAM GAM 
2 P3 P3 P3 P3 
3 GEV EV1 EV1 EVI 
4 EV1 GEV logp logp 
5 logp logp GEV GEV 
n-70 
Parent up to 50 year flood over 50 year flood 
Med RUSE Med RMSE 
GEV I GEV GAM P3 logP GEV GAM 
2 GAM P3 logP GAM logP logp 
3 F3 
4 GEV F3 EVI 
5 EVI Evi EVI GEV 
EVI 1 EV1 GEV P3 EV1 GEV EV1 EVI 
2 GEV P3 GEV 
3 P3 P3 
4 logp logp logp logp 
5 GAM GAM GAM GAM 
Table 2.3.2 Rank order of distributions according to their ability t-ý 
estimate the population flood quantiles of three possibli 
worlds. 
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population data. To examine the effects of record length 
the data for EVI and GEV was divided into 50 random samples 
of 70 years and the analysis was repeated. Table 2.3.2b 
shows that even with this length of record the GEV still 
shows a larger variance in its prediction of the 100 year 
event and it would be better to use the GAM distribution. 
On the basis of Monte Carlo experiments, Slack et al (1975) 
noted that in the absence of information about the 
distribution type, more robust results were achieved by 
using the normal distribution than either the EVI, CAM or 
LGN for quantile estimates. 
These results suggest that it is not sufficient, and 
perhaps not useful, to distinguish between possible parent 
distributions on their goodness of fit to individual station 
records of the lengths available. The identification of 
hydrologically homogeneous regions within which the stations 
might have the same parent would allow pooling of the data 
producing a significantly large sample for goodness of fit 
testing. Furthermore this also supports the notion of using 
a regionally averaged flood frequency curve to estimate 
design floods even when data exist at a site. These ideas 
are examined in Chapter 4. If individual station data is 
used a more robust parameter estimation technique may yield 
quantiles closer to those of the parent distribution. This 
is discussed in Section 2.4. 
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Notwithstanding the problems of identifying the form of 
a single parent distribution which adequately describes the 
flood data, recent research has questioned the assumption 
that all annual maxima at a site are derived from the same 
population. In particular it has been suggested that 
different annual maximum floods may be generated by 
different physical mechanisms, with each mechanism related 
to a different parent distribution. Much of the previous 
research concentrated on meteorological data. Thom (1973) 
considered that annual maximum wind speeds in the North 
Atlantic may be classified as coming from either extra- 
tropical cyclones or tropical cyclones, which have separate 
parent distributions. This idea has been applied to other 
meteorological events including temperature and rainfall by 
Tabony (1983). Part of the justification for the use of the 
TCEV two-component distribution for flood frequency analysis 
(Rossi et al,. 1984. ) was that Italian floods appear to arise 
from two independent populations. Most flood events were 
considered to be the result of frontal rainfall, whilst 
outliers were thought to correspond to convective cells in 
association with special meteorological conditions, as 
described by Miro-Granada (1974), which give rise to 
catastrophic events occurring in the 11editerranean. Waylen 
and Woo (19b2) also recognised that in some areas floods may 
be generated by more that one distinct hydrological process. 
Whilst analysing the flood records for the Coquilhalla River 
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in British Columbia, they found physical evidence to 
identify two flood generating mechanisms. Snowmelt and 
rainfall annual floods were individually modelled by an EVI 
distribution (Fig. 2.3.1a & b). These two were then 
compounded in the form 
FT (Qgq) =F1 (Q4q). F 2 (Q, <q) 
(2.3.3) 
to derive a distribution for the annual flood series (Fig. 
2.3.1c). This is in fact numerically equivalent to the 
TCEV, although it is estimated in a different way. 
From the Scottish data it is much more difficult to 
justify this type of division. Examination of the causes of 
events revealed that each arose due to individually discrete 
circumstances, displaying no overall pattern from which it 
was possible to divide the floods into a small number of 
groups unified by a single generating process. Very few 
floods resulted purely from snow-melt, melting most often 
being accompanied by rainfall. Some stations, particularly 
those near the Morayshire coast and in East Lothian, show a 
predominance of summer floods (Fig. 2.3.2a) in contrast to 
the remainder of Scotland where flooding is mainly confined 
to the autumn and winter months (Figure 2.3.2b). 
Regional flood frequency analysis based on a seasonal 
component would therefore also require some measure of its 
spatial variability. The time of occurrence is however not 
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a Spey at Aberlour (station 17) 
b Teviot at Ormiston Mill (station 85) 
------ ---- -- 
Figure 2.3.2 Seasonal distribution of floods In different geographical locations 
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unambiguous proof of a generating mechanism, although many 
of the summer floods result from convective storms, whilst 
those which occur later in the year are mostly the result of 
frontal storms. Analysis of the meteorological conditions 
accompanying each annual flood was beyond the scope of this 
research and it is not known whether sufficient data exist 
to perform adequately a classification in Scotland on the 
basis of physical mechanisms. Furthermore the annual 
maximum floods did not display such a pronounced seasonal 
pattern as the POT data, tending to be distributed more 
evenly throughout the year. This is supported by evidence 
from Chapter 4, since the variability of 
discharge/recurrence interval curves appeared to arise 
primarily from the presence of unusually large or small 
floods in a given data set. It appears that there may be 
more of a continuum of meteorological events in Scotland, 
than in Italy or Canada, and extreme events are more related 
to antecedent basin conditions such as frozen or water- 
logged soils (Werritty and Acreman, 1985). 
Research on American flood data has suggested modelling 
of individual components of the sample without the need for 
division of the data on physical grounds. In most methods 
of flood frequency analysis the smallest observations can 
have a substantial effect on estimates of the higher 
quantiles. It would seem intuitively sensible to separate 
the lower from the upper values since it is the upper 
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quantiles which require estimation. Houghton (1978) has 
suggested that the lowest observations follow the left hand 
tail of a low-skew lognormal distribution and the higher 
observations follow the right-hand tail of a high-skew 
lognormal distribution. This notion led to formulation of 
the Wakeby distribution, which was defined by II. A. Thomas 
Jr. and developed by Houghton. It is contested that 
conventional three parameter distributions lack enough 
kurtosis for any given skew. To allow enough flexibility to 
fit the kurtotic data the Wakeby has five parameters. The 
use of this distribution can also overcome the 'separation 
effect' demonstrated by Matalas et al (1975). They 
discovered that Vithin each hydrological region of the 
U. S. A., as defined in Fig. 2.2.2, values of skewness showed 
greater variance for a given mean value that those derived 
by Monte Carlo experiments (Fig. 2.3.3). This effect could 
not be attributed to small samples sizes of the historical 
flood sequences or to autocorrelation. Wallis et al (1977) 
suggested that the effect could arise due to non- 
stationarity or spatial mixing of populations. If the 
latter is the true cause, the separation effect may be used 
as a guide to the identification of hydrologically 
homogeneous regions. however discontinuous measurement 
error can produce significantly higher variability of sample 
skewness values than the parent population and may be the 
real cause of the separation effect (Potter & Walker 1981). 
89 
t 
ir I1 4) 
4K 
-0 
q te) d 
MGJS -AGP 'PIS 
FIgure 2.3.3 The soperilon Oleet 
to 
.W to 
Lf) 
Tj 
q 
U) 
a 
j0 
0 ci 
ci 
0 
r_ 
to 
E 
(USA data from Matalas at s14 1975). 
90 
Spatial mixing arises due to the definition of regions 
within which the data were not all samples from a single 
distribution. The regions used in the USA are defined in 
terms of geographical location. Chapter 4 describes the 
results of deriving regions within which drainage basins are 
similar in terms of the physical characteristics defined in 
Chapter 1. Those regions with sufficient data did not 
display the separation effect. Those with few data show 
considerable variation (Fig. 4.7.1). The identification of 
more homogeneous hydrological regions may negate the need 
for such a complex distribution. However it has also been 
suggested that individual data sets show the separation 
effect, although this has not been shown to be the case in 
Britain, perhaps due to the paucity of sufficiently long 
records. 
2.4 METHODS OF PARAMETER ESTIMATION 
Once a distribution which is to be fitted to the data 
has been chosen, the parameters of that distribution must be 
estimated. Since the sample data may not be representative 
of the population, accurate parameter estimates may be 
difficult to derive. Various procedures are available for 
parameter estimation and these can be conveniently divided 
into two groups: graphical estimation and analytical 
estimation. 
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In the graphical estimation procedure the n annual 
maxima are plotted as a series of points on an x-y plot. A 
curve is then drawn through the points to estimate the 
population from which the sample was drawn, with the scatter 
around the line assumed to be sampling error. The data are 
usually transformed, or plotted on graph paper with 
transformed axes such that the chosen distribution is 
represented by a straight line or smooth curve (Figure. 
2.4.1). A major drawback of this method is the 
subjectivity with which the line is drawn especially if this 
is performed by eye. A more objective method is to fit the 
line using some form of algorithm such as least-squares, 
allowing the procedure to be computerised. For many 
distributions the transformation will depend on one or more 
of the parameters to be estimated such as with the GEV 
distribution. In this case the data are commonly drawn on 
Gumbel (EVI) paper and a curve is drawn through the points. 
Drawing a curve introduces another degree of freedom, since 
a curvature parameter is now being estimated. Since the 
larger values display more variation both in the x and y 
direction, the population curve may not necessarily pass 
through these points, making it more difficult to estimate 
the form of the parent distribution. The graphical method 
also relies on the derivation of the correct plotting 
position for each point. The simplest assumption is that 
the sample events correspond directly to their observed 
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frequency, ie the maximum event in a series of 10 
independent maxima would have return period of 10 years and 
a frequency of occurence of 0.1. This is known as the 
California method (Lloyd, 1970) and is given by the general 
equation 
F(q )i i 
(2.4.1) 
where m is the rank order of the ith point. However since 
the frequencies zero and unity do not exist for an unlimited 
variate (Gumbel, 1947), the Weibull (1939) plotting position 
is often used 
F(q, ) = 
M' 
n+l 
(2.4.2) 
As previously mentioned, it is not known whether 10 years is 
the true average return period of the largest event. In 
other samples of annual maxima of equal length a similar 
magnitude of flood may occur several times or not at all. 
For the maximum of a series of 10 annual maximum values it 
has been shown (U. S. G. S., 1936) that the true return period 
has a 10% chance of being as low as 5 years and a 10% chance 
of being as high as 100 years. Foster (1936) contended that 
the maximum event is representative of the- maximum in all 
samples of that size and should therefore be plotted at the 
mean of the class interval. In fact Cunnane (1978) has 
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shown that the unbiassed plotting position is the mean value 
of the ith order statistic, i. e. it should be plotted 
against the average of all events with rank size i in an 
asymptotic number of periods, each of n years. This value 
will depend on the whole class of possible events occurring 
with frequencies less than order i, the sample size n and 
the form of the distribution. The Weibull formula is the 
exact plotting position only if the distribution is uniform. 
For the normal distribution an adequate approximation to an 
unbiased plotting formula was derived by Blom (1958) and 
takes the fom 
F(q i) 
mi- 3/8 
n+ 1/4 
(2.4.3) 
For the EVI distribution Gringorten (1963) has suggested an 
approximation sufficient for plotting purposes; 
F(q i) 
mi-0.44 
n+0.12 
(2.4.4) 
This formula was used in constructing Figure 2.4.1. 
Unbiassed plotting positions for the GEV and LP III 
distributions depend not only on rank and sample size, but 
also on the distribution parameters. Srikanthan-and McMahon 
(1981) developed an unbiassed plotting formula for the LP 
III based on different values of sample skewness and Arnell 
et al (in press) have derived an equation for the GEV which 
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varies with the shape parameter k, and record length, n. 
Details of recommended plotting positions for other commonly 
used distributions are given in Chow (1966), Cunnane (1978) 
and Harter (1984). 
The two most commonly used analytical fitting procedures 
are the methods of moments and maximum likelihood, although 
other methods, such as probabilty weighted moments 
(Greenwood et al, 1979) and maximum entropy (Jowitt, 1979), 
have more recently been advocated. 
The method of moments relies on the fact that for all 
common probability distributions, the moments of the 
population are sufficient to determine the parameters of the 
distribution. For a sample Q- jqI, q 2 ..... qnI 
from a 
statistical distribution the rth moment about the origin, is 
n 
mqr (2.4.5) 
rn 
The rth moment about the mean, or the rth central moment is, 
n 
cM --LE(qj-ý)r 
(2.4.6) 
rn 
J=j - 
where 17- M These equations show that the mean is 
equivalent to the first moment about the origin, the 
standard deviation is the square root of the second moment 
about the mean and the skewness is the third moment about 
the mean divided by the cube of the standard deviation 
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(Chow, 1964). As with the CV a nd estimation is 
dependant on the assumption that the sample data is 
representative of the population, so that the moments and 
parameter estimates provide a close approximation to the 
population values. Two moments are sufficient to specify 
the EVI distribution whilst three are needed to specify the 
GEV distribution. In these cases the number of moments 
required equals the number of parameters of the distribution 
since the first moment is related to the location parameter, 
the second moment to the scale parameter and in the the case 
of the GEV distribution the third moment is related to the 
shape parameter. For example, estimates of the EVI 
parameters, ; and v(, can be calculated from; 
'IT 
and 
(2.4.7) 
AA (2.4.8) *9 = AMAF - 0.577 0ý 
Distributions with more parameters, such as LP III and GEV, 
require the estimation of higher moments, with all the 
consequential problems discussed in section 2.2. 
An alternative method for estinating the parameter 
values involves evaluating the maximum likelihood function. 
For a distribution with a probability density function 
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f(Q; a, b ..... ) where a, b,... are the distribution parameters 
to be estimated, the probability of obtaining a member q of 
the observed sample Q, is proportional to f(Q i ; a, b, ----)- 
Furthermore the joint probability, L(Q; a, b.... ), of 
obtaining all n members of the sample, Q, is proportional to 
the product 
n 
ITf(qi; a, b.... (2.4.9) 
i-I 
This is called the likelihood function. The maximum 
likelihood estimates (MLE) of the parameters are defined to 
be those values of a, b....... which maximise (2.4.9). The 
likelihood function for the EVI distribution L(Q/, S, C<), is 
n 
L(Q; S, oo - -Ff -Lexp[-(qi-S)/X-e- 
(q (2.4.10) 
Since the computation of the likelihood function involves 
very large numbers, and many distributions are expressed in 
the exponential form, the natural logarithms of the 
likelihood is often maximised instead, giving: 
n 
-n lnv(- 
Parameters which maximise the log likelihood are determined 
by partially differentiating the log likelihood with respect. 
to each parameter and equating to zero. These expressions 
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can rarely be explicity solved and hence iterative 
procedures are usually necessary. The shape of the 
likelihood function in the neighbourhood of the optimum 
parameter values can be used to provide standard errors 
(estimates of the standard deviation) for the parameter 
values. 
An alternative analytical technique which has received 
much attention recently and has been suggested for use in 
estimating the GEV parameters (Hosking et al, 1985a) is the 
method of probability weighted moments (PWM) developed by 
Greenwood et al (1979). This has been found to be 
particularly useful for fitting the Wakeby distribution 
which has five parameters. PWI4 are defined as 
m i, j, k ý E[Q{F(Q))j 
(1-F( Q)) k1 (2.4.12) 
where i, j, and k are real numbers. If j=k=0 and i is a 
H; O'o 
non-negative integer, then represents the 
conventional moment about the origin of order i. If X is a 
positive integer each point is weighted according to its 
probability of exceedence. Algorithms for estimating the 
distribution parameters for Wakeby and EVI distributions 
from PWM are given by Greenwood et al and that for the GEV 
distribution is given in Hosking et al (1985b). 
To test the validity of this method Landwehr et al 
(1979) estimated the parameters and quantiles of data 
generated from a EVI distribution by MLE, conventional 
moments and PWM in Monte Carlo experiments. PWM produced 
unbiassed estimates from the random data and proved most 
efficient in the case of small samples in terms of the mean 
square error of parameter estimation, but MLE was generally 
the most efficient overall. But for the GEV distribution, 
PWM is slightly more efficient than MLE (Hosking, pers. 
comm. ). When serial correlation was introduced into the 
data in the EVI experiments, all three methods decreased in 
efficiency- but performed equally well. However unlike ML, 
PWM does not require iterative calculations to obtain a 
solution for the EVI or GEV distributions, and is therefore 
particularly advantageous when efficient computing 
facilities are not available, although PWM estimation for 
the TCEV does require an iterative solution. 
It has been shown (hosking et al, 1985a) that given a 
small random sample from a single parent GEV distribution 
the most reliable quantile estimates for fitting a GEV 
distribution to the data can be derived by the method of 
PWM; however it is not known whether the real flood 
sequences are random samples from a single GEV distribution. 
A robust method would give reliable estimates of the parent 
distribution quantiles when fitting a GEV distribution, even 
when that parent was not GEV. For example, the graphical 
method. allows the drawing of any form of curve through the 
data points, unconstrained by, for example, relationships 
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between parameters required by particular distributions. In 
this way the procedure may be considered to be partly 
distribution free, although clearly the plotting position 
is chosen according to a pre-determined distribution. To 
identify the most robust estimation procedure, Monte Carlo 
tests are being performed at the Institute of Hydrology 
(Arnell, pers. comm. ). The GEV distribution is being 
fitted, by a variety of parameter estimation procedures to 
data generated from GEV, WAK, LOGN and TCEV distributions. 
The results will hopefully identify one procedure which will 
give reasonable quantile estimates regardless of the 
population distribution. 
2.5 FLOOD QUANTILES 
Given the estimated parameters and the form Of the 
distribution, the magnitude of a required return period 
event, or flood quantile, can be derived by using the 
inverse of the distribution function. For the GEV 
distribution the inverse is 
q(F) -4 g 
-X ln(-ln F) k-0 
This information may be displayed graphically by 
constructing a discharge recurrence iýterval curve. 
Commonly the individual floods are also plotted on the same 
graph, using the appropriate plotting position, in order to 
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asses the goodness of fit of the model to the observed 
data. The fact that the data do not follow the theoretical 
curve suggests that the fitted model is representing some 
form of average of the data at a given recurrence interval. 
It is therefore important to calculate the reliability of 
the quantile estimates, or how well the individual event 
agrees with the theoretical prediction derived from the 
sampled data. The distribution of the given recurrence 
interval is usually indexed by calculating the variance of 
the quantile. This involves the variances and co-variances 
of the parameter estimates. For the EVI distribution the 
quantile variance is given by 
A ft ft 
varQ Tý varý+ 2y cov(ý, DO + y2 varcK 
(2.5.2) 
An approximation is given by Kaczmarek (1957) 
A 
2 
varQ -! 
ý (1.170+0.196y+l . 099y2) (2.5.3) Tn 
where y= -log(-IogF). In distributions such as the GLV 
Equation (2.5.2) is incomplete, additional terms being 
necessary to introduce the components of variance and 
covariance due to the k parameter. One approximate 
technique which is widely used is to expand the equation 
considered as a function of the estimated parameters in a 
Taylor series. On squaring all terms above the second order 
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can be disregarded and expectations of all remaining terms 
taken. This method was used for the GEV by Jenkinson 
(1969). 
For a graphical display confidence limits are often 
drawn on either side of the fitted line joining all points 
of equal variation. The reliability of any plotted point is 
indicated by the probability on which the limits are based. 
Figure 2.5.1 shows limits drawn at + and - one standard 
deviation from an EVI distribution curve fitted by the 
method of moments. These limits are constructed such that 
68.27 % of the data would be expected to lie within them, 
assuming that the errors are Normally distributed. The most 
important result is that the standard error of the estimated 
quantiles increases with increasing return period (at least 
above the 2 year flood). This has significant consequences 
in modelling since procedures such as multiple regression 
(Chapter 3) assume that the variables are determined without 
error. 
2.6 USE OF HISTORICAL INFORMATION 
On many rivers in Scotland there exist records of large 
floods which occurred prior to the beginning of continuous 
flow measurement; these are termed historical flood events. 
Unfortunately such information is available primarily at 
those sites, and for those events, where human life or 
property was lost, therefore sparsely populated or remote 
basins tend to have fewer records. Nevertheless, since 
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flood frequency analysis is concerned predominantly with 
estimating the return period of these large events, any 
historical information would appear, at first sight, to be 
extremely valuable. Correctly authenticated historical 
information can indeed be used, in some cases, in 
conjunction with modern consecutive records to obtain more 
accurate quantile estimates (Subcommittee of the Joint 
Division Committee of Floods, 1953). 
In China there are numerous monuments marking extreme 
water levels, for example on the Yangtse River there are 
stone sculptures with inscriptions of floods occurring from 
1153 to 1870. The Shui Jing Zhu manuscript records the 
level of the flood of 223 AD on the Yi lie River, and since 
the channel is in rock Chen et al (1975) were able to 
estimate the discharge from the modern rating. However the 
authors stress the necessity of considering changes in 
climate and basin land-use when applying these type of data. 
Furthermore, data of this quality are very rarely available 
and probiems of assessing the correct magnitude and 
frequency of many historic floods makes the use of much data 
unadvisable. 
The problems of evaluating the discharge of historical 
floods are discussed in Cliapter 1. To recap; most 
historical flood data take the form of flood marks on 
bridges, river-side houses and on specially sited stones. 
The peak discharge must invariably be estimated 
( 
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retrospectively. At many sites, particularly where the 
flood waters rose over-bank and into riparian building or 
woodland, it is extremely difficult to employ standard 
hydraulic equations and in some cases the channel cross- 
section will have changed, rendering discharge estimation 
impossible. A further complication arises when the flood 
mark is some distance from the gauging station from which 
data is being analysed, for example the 1829 flood at 
Woodend (see Section 1.11). Data for events which have been 
collected is given in Appendix 3, although few of these 
events are at gauged sites. 
The second major problem lies in estimating the true 
recurrence interval of these extreme floods. Two distinct 
procedures are available for the inclusion of historical 
data, depending on whether the method of distribution 
parameter estimation is graphical or analytical. 
The graphical procedure described in the Flood Studies 
Report incorporates a specific algorithm for including this 
type of data. Two alternative conditions are identified. 
Firstly, where a large flood, which exceeds all others on 
record, has occured before continuous records began, it is 
regarded as the largest in a sample of n+m years, where n 
is the length of continuous record and m is the number of 
years before records began that the event occurred. 
Secondly, when an historical event has been exceeded during 
the period of continuous record, and not before or after, it 
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is regarded as the second largest in a sample of n+m 
years, whilst the more recent event is plotted as the 
largest in n+m years. The major problem occurs when a 
curve is fitted through the points. The nature of the data 
is such that when plotted on probability paper the 
historical events tend to be isolated from the annual maxima 
and, unless great care is taken, these points assume a 
weight greater than should be attributed to them considering 
their likely variance. The curve is, more often than not, 
adjusted to ensure that it passes through these points, even 
at the expense of not passing through data plotted from the 
continuous record. The Flood Studies Report however, 
stresses that, for example, the Louth flood, of 1929, "plots 
so far away from the rest of the points that it is not 
allowed to influence the drawing of an eye guided curve 
unduly. " Interpretation of such a statement emphasises the 
drawbacks of a subjective method even when computerised. 
The Flood Studies Report algorithm was tested using 
simulated data by Hosking et al (1985a). Their results 
implied that little difference in quantile estimates were 
achieved by using the synthetic historical data, for which 
the exact magnitudes were available. Therefore even under 
these favourable conditions ý its usefulness appears 
questionable and is only justifiable "in the case of 
unequivocal a priori evidence that the observed period of 
record departs from what has been experienced in the long 
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term past and froia that which is likely to be experienced in 
the future design period. " 
The method of maximum likelihood is one analytical 
procedure which may be used to estimate distribution 
parameters incorporating historical data. Where n annual 
maxima (q,,..., q ) from the continuous record are below a 
threshold level, t, and M histrical events, hl,..., hM in a 
pre-sample period of H years, are above this value, the 
likelihood function is 
nm 
L =TT f (qi) TTf (h 1) 
1f (x) dx 1 H-M (2.6.1) 
i=I i=l 
10 
where f(x) is the appropriate density function. The 
threshold, t, may be considered as the level above which all 
floods would certainly have been recorded. Results of 
analysis of flood data from the River Avon at Bath by Leese 
(1973), using this procedure, imply that the use of 13 
historical events, determined from flood marks, reduced the 
sample error of the 10 year flood by 8% and the 1000 year 
flood by 18%. 
The Monte Carlo simulation technique has been used by 
flosking (pers. comm. ) to assess the robustness of the 
procedure. Results suggest that historical information 
should only be included if the magnitude of the events is 
known to be within certain confidence limits, which depend 
on the lengths of the continuous and historical records, the 
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distribution being fitted and the return period of the 
design flood to be estimated. As an example, for estimating 
the 100 year flood with n= 10 years, m- 100 years and an 
assumed GEV distribution, historical information has an 
advantageous influence only if it is accurate to within 39%; 
for the 500 year flood it needs to be accurate to within 
31%. This analysis assumed that the n annual maxima from 
the continuous record were measured without error. However 
even direct current meter estimates of large flows are 
rarely within 5% and those values derived by extrapolation 
of the rating curve will be less accurate. Therefore, the 
relative accuracy of the historical and continuous records 
may be of greater importance. This is presently being 
examined at the Institute of Hydrology. 
2.7 TREND AND PERSISTENCE IN THE DATA 
The central assumption underlying the flood frequency 
modelling described in the previous section is that the 
annual maximum flood events at a site are an independent 
random sample from a single fixed population which can be 
described by a known distribution with finite parameters. 
Randomness cannot be proven but can be dismissed by the 
identification of significant non-randow behaviour in the 
data. 
Following a study of erratic boulders in the Jura 
mountains in 1787 de Saussure suggested that the climate of 
northern Europe had changed in the recent geological past. 
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However, Penck and Bruckner (1909) were the first to propose 
a possible sequence of events which entailed a cyclic 
behaviour of cold and mild phases with a periodicity of 
around 100,000 years, which in general form has been backed 
up by a great deal of paleo-environmental research (Coope et 
al 1971). Nevertheless although it may be a mistake to 
assume that the climate will be stable for several thousand 
years this may not be unreasonable for short term 
predictions i. e. in the time-scale of engineering design. 
Lamb (1967,1969,1974) has identified considerable 
fluctuations in a variety of climatic records. Gregory 
(1956) noted the variation in annual rainfalls over much of 
Britain between 1880 and 1950 although Barrett (1966) has 
suggested that the magnitude and frequency of the 
fluctuations varies with geographical position. For example 
Manchester and the Lake District show a 15% increase between 
1900 and 1950 whilst the lee-side of the Pennines 
experienced a decrease in'rainfall for the same period. 
To examine fluctuations in river flows over time 
U. N. E. S. C. O. assembled discharges for rivers throughout the 
world in 1971. Goudie (1972) chose a subset of 30 from the 
Northern hemisphere with long records and examined the 
fluctuations in running 10 year means of monthly average 
flows. The rivers of Northern and Eastern Europe displayed 
consistent behaviour with low flows in 1910-20 and 1940-50 
whilst experiencing high flows in 1930s. 
Much work has been done on possible causes of these 
changes. Mitchell (1968) lists a variety of mechanisms of 
climatic change which display cyclic behaviour of varying 
frequencies. These range from changes resulting from the 
evolution of the sun (periodicity around 10 
6) 
through the 
influence of increased CO, 2 from the burning of fossil fuels 
10-100 years, to atmospheric autovariation, commonly 1-10 
year cycle. Variations in the solar constant have been 
regularly cited as agents of climatic fluctuations with a 
suite of storm term cycles having been identified (Meadows, 
1975) with 11 and 22 year frequency most often quoted, 
although cycles of 80-90 years have also been postulated. 
More specifically the correlation between periods of sunspot 
activity and climatic extremes has received much attention 
(e. g. Wood & Lovett, 1974). 
Research at the University of St. Andrews (McEwen, pers. 
comm. ) has identified significant cyclic behaviour in annual 
rainfall totals by Box Jenkins autocorrelation and Fourier 
analysis. At Braemar in Deeside a 22 year cycle exceeds 2 
standard errors. Other stations in the same area, Ballater, 
Balmoral and Derry Lodge also exhibit this periodicity 
though not at the same significance level. The same pattern 
was not found to be present in a study using 24 hour totals 
above a threshold (employing a threshold which allowed 
around three events per year). Only halmoral appeared to 
show significant cyclic behaviour, again at 22 years. In 
ill 
contrast rainfall records in the Tweed valley do not display 
a similar pattern. At Marchmont House there is no 
significant periodicity of 22 years in either annual or 24 
hour totals. Significant autocorrelation was found at other 
sites nearby, including Duns and Coudenknowes, but 
periodicity varied from site to site. The lack of regional 
consistency may suggest that these results could have 
occurred by chance, since any physical explanation of this 
behaviour would not be so site specific. It would depend 
on the minimum area within which the given climatic change 
would be expected to affect all rainfalls of a given 
duration and intensity. Random samples may show non-random 
attributes by chance, and therefore there is need to test 
the hypothesis at a regional level to ensure that the 
cyclicity is indeed significant. Testing at the 5% level, I 
in 20 independent sites would be expected to show 
significant non-randomness even if all samples were random. 
However the lack of rainfall data within a meteorologically 
homogeneous region precludes such analyses. 
The Flood Studies Report contains the results of tests 
for trend and persistence performed on 28 river records in 
Britain. These tests included Spearman's rank order serial 
correlation which tests for persistence, and two split 
sample tests including the Mann-Whitney U test, which test 
for a progressive change in mean with time. Taking the 28 
CL 
records as1whole it was concluded that they were not free of 
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persistence or trend, -since in the case of both tests 
mentioned more records exceeded the significance levels than 
would be expected from a random sample of 28. With regard 
to individual records, five were in Scotland. Both the 
Irvine at Kilmarnock (station 129 in this study) and the Dee 
at Woodend (35, the same basin as studied by McEwen) show 
strong trend. Unfortunately the longer records are not the 
most reliable and two stations is not conclusive proof, but 
the possibility of non-random behaviour cannot be ruled out. 
Non-random behaviour will most likely increase the 
variability of the results but the precise nature of 
departure from randomness would be required to assess if any 
bias would result. The reasons for such behaviour may be 
manifold since the river flow record is a result of the 
combination of the prevailing climate and the physical 
characteristics of the basin. Acreman (1985a) has suggested 
that, in the long term, re-afforestation of parts of the 
basin may lead to decreased flood magnitude. 1n other 
basins improved drainage, urbanisation and hydro-electric 
development have probably also been contributory factors. 
2.8 BAYESIAN ANALYSIS AND REGIONAL INFORMAT10N 
The best estimates of the magnitude of the T year floods 
at a site with available gauged data may be made by 
including historical information or combining the at a site 
estimates with a regional estimate of the population 
parameters. Bayes' theorem states that a posterior 
113 
probability density function can be derived from the 
regional pdf and the likelihood function of the at a site 
pdf. Stedinger (1983) has shown that if the LOGN is fitted 
to the at a site data a simple formula for the posterior pdf 
may be employed which assumes the regional pdf to take the 
form of a uniform distribution in the case of a non- 
informative prior, or an inverted GAM in the case of an 
informative prior (Wood and Rodriguez-Iturbe, 1975). The 
ideas which led to the concept that at a site estimates can 
be improved by adjusting the individual sample based 
statistics towards a regional mean were first introduced by 
James and Stein in 1961. Given normally distributed data, 
the James-Stein estimator is equivalent to the linear 
empirical Bayes estimator (Efron and Morris, 1975). Kuczera 
(1982) demonstrated improved performance over at a site 
methods in estimating the distribution of the 100 year 
flood. The differences were more pronounced at shorter 
record lengths. The specification of regional average 
parameter estimates is therefore an essential pre-requisite 
to such analysis. 
This research project is conce med with deriving 
regional population estimates by pooling the individual data 
in each given region. Therefore, the procedures adopted are 
not necessarily optimal at individual sites. The 
variability of at a site estimates from a hypothesised 
parent can be tested against that which would be expected by 
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chance, in order to validate the homogeneity of the regions. 
This procedure is described in Chapter 4. 
2.9 PROCEDURES ADOPTED FOR ESTIMATION OF FLOOD QUANTILES 
In order to perform the regional flood frequency 
estimation procedures detailed in Chapter 4, a method of 
standardising the annual maximum data was required to allow 
the comparison and combining of data from different 
stations. The conventional statistical method (for Normally 
distributed data) involves subtracting the mean and dividing 
by the standard deviation. This method was not used, since 
the mean is not the natural location parameter for extremal 
distributions and also it was not possible to estimate the 
standard deviation from basin characteristics (Chapter 3), 
thus precluding flood frequency estimation at the ungauged 
site using a dimensionless growth curve. However the best 
estimate of the mean, BESMAF, did show strong correlation 
with basin characteristics (r 2 =0.91) and this value was 
used in the Flood Studies Report as a standardising factor. 
Programs were written on the DEC 11/780 to standardise 
the data at each station by dividing by BERLAF and to 
perform the flood frequency estimation procedures. At each 
site the GEV distribution parameters were estimated from the 
standardised annual maximum instantaneous flows by the 
methods of maximum likelihood and probability weighted 
moments. To fit the GEV by maximum likelihood the three 
parameters, 59 Cv.. and k were estimated by numerical 
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optimisation. This was achived by minimising the negative 
log-likelihood function (Jenkinson, 1969) 
nn 
-LL =n lnv<(l-k) 
E"- Zjyi 
i=l J=j 
where 
1 q1-g 
yi = --1n(1-- k) 0'. 
(2.9.2) 
One of the most widely used methods of optimisation is the 
secant method which is based on the Newton-Raphson 
procedure. In the trivial example of a uni-modal function 
with one parameter, the minimum can be found by firstly 
evaluating the function F(x) at two points, xa and xb 
(Figure 2.9.1). Since F(x b) is greater than F(x a)t 
lie x min 
must be less than xa, if the reverse is true xmin must be 
greater than xa* The same result is achived by evaluating 
the first derivative F' of xa and xb' 
If F'(xa) >0 xmin < xa 
xmin > xa 
= Xmin = Xa 
The second iteration involves evaluating F(xa) and F'(Xb) at 
an improved estimate of x min' 
Successive steps reduce the 
possible range of x min and 
iterations are terminated when F' 
is sufficiently close to zero. This technique forms the 
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basis of an efficient search technique and does not require 
evaluation of the 2nd derivative of F at each step demanded 
by the full Newton Raphson method (Adby and Dempster, 1974). 
The major problem encountered with the GEV distribution is 
the existence of constraints. 
. 
t+o(/k k>0 q< 
q >ý,, g+o</k k<0 (2.9.3) 
CK >0 
The usual way of dealing with constraints is to convert a 
constrained problem into a new problem in which the original 
constraints cannot be violated. Inequality constraints of 
the form (2.9.3) can be converted to equality constraints by 
the addition of 'slack' variables. The classical method of 
removing equality constraints is due to Lagrange. The 
solution is found by minimising the Lagrangian function 
m 
F (x) +AcW 
(2.9.4) 
i=l 
where X is the function parameters, ci is the ith equality 
constraint and Xi is the ith Lagrangian multiplier. This 
procedure was first extented to allow for inequality 
constraints by Kuhn and Tucker (1951). As an example, for a 
given function F(a, b, c) to be minimised subject to the 
condition / (a, b, c) - 0, there exists a value of the 
Lagrangian multiplier such that 
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dF dý dF dK dF dý 
(2.9.5) 
- +>-= 0 -+ý-m 0 -+%A-. 0 
da da db db dc dc 
at the minimum point. In this case these three equations 
are sufficient to determine the minimum of F(a, b, c). Full 
details of constrained optimisation methods are given in 
Gill and Murray (1974). 
In order to achive the maximum likelihood parameter 
estimates for the GEV at each site the sub-routine E04UAF 
(NAGp 1981) was used. In this routine a sequential 
augmented Lagrangian method is used, the minimisation 
subproblems involved being solved by a quasi-Newton method. 
This routine is intended for functions and constraints which 
have continuous first and second derivatives, although it 
will usually work even if the derivatives have occasional 
discontinuities. Firstly slack parameters are added to 
convert the inequality constraints to equality constraints. 
An augmented Lagrangian function is then constructed 
involving the initial parameter estimates (in this case the 
PWM estimates), a penalty parameter p, and estimates of the 
Lagrange multipliers. The newly defined function is 
minimised, subject to the bounds on the original and slack 
parameters. The new estimates of the parameters, of the 
minimised function, are then used to find new and better 
estimates of these quantities. The process continues for 
several cycles, constructing and minimising a sequence of 
augmented Lagrangian functions with improving approximations 
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to p, to the Lagrange multipliers and to the solution of the 
optimum parameters, until the improvement falls below a 
predetermined threshold. During each cycle, various 
quantities of the augmented function are evaluated. The 
gradient of the function is estimated by finite differences 
at each iteration, thus defining the shape of the function 
in the neighbourhood of the optimum value. The gradient 
should ideally be zero at the optimum value. Values of the 
second derivative can be used to obtain standard errors of 
the parameter estimates. 
The aforementioned program also contained the algorithm 
necessary to estimate the population parameters at each site 
by the method of probability weighted moments. For the GEV 
the probability weighted moments are given by 
Pr = (r+l)-' [g+oifl-(r+l ) -k 
T_I( 1+k) 3A (2.9.6) 
wherePr "MlrO* however these moments do not exist for k4 
-1. For an exact solution of the parameter estimates given 
the moments, an iterative evaluation procedure is required, 
although Hosking et al (1985) give a low order polynomial 
approximation for k, over the range -1/2 to -1/2, which is 
accurate to 0.0009. 
k=7.8590 + 2.9554 C2 (2.9.7) 
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where 
2b 1-b0 ln 2 
3b 2-b0 ln 3 
(2.9.8) 
and br is the sample estimate of k* The parameters and 
A 
c< can then be found from 
(2b 
r-b0 
)k 
71 (1+k)(1-2 -k) 
and 
(2.9.9) 
b+ 0(jr(l+k)-lj A 
For the majority of the data the maximum likelihood 
function was quickly optimised. however, for a few 
stations, particularly those with only 5 -years of record, 
the GEV distribution did not readily fit the data. In these 
cases the likelihood surface was found to be flat in the 
vicinity of the minimum function value yielding high 
standard errors for the parameter estimates. This was 
particularly *true of station 106 (Esk at Netherby), which 
yielded ak parameter estimate of -2.05, and, at the other 
extreme, 13 (Allt Blharaidh at Invermoriston) with kn0.72. 
After several optimisation attempts, at various starting 
values, each of these stations was assigned a set of 
parameter values by the NAG routine,. although'tliese may not 
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have corresponded to the global minimum. At most stations k 
was estimated at between -0.5 and 0.5. 
Few problems were encountered with the method of 
probability weighted moments and each evaluation gave 
realistic results. The largest k value estimates was 0.53 
(station 165) and the smallest -0.56 (station 15) and most 
values were within the range -0.3 - +0.3. Given the 
estimated parameters, the magnitude of the required return 
period events was derived using the inverse distribution 
function given in Equation (2.5.1). Station 106, with k- 
-2.05, clearly produced unrealistic quantile estimates e. g. 
a 100 year flood of 419.01 times its mean. However, most 
values were within the range 1.3 - 4.5 from maximum 
likelihood estimation. Due to the high variability of the 
upper quantiles, owing to parameter estimation from small 
samples, it was not possible to detect by visual inspection 
any strong relationships with basin type. Correlation with 
basin characteristics described in Qiapter, l were poor with 
all quantiles except the (Chapter 3). In Chapter 4 the 
basins are divided into groups according to these 
characteristics and the variability of parameter estimates 
is tested against that which would, be expected by random 
sampling, to eliminate spatial Liixing. The average growth 
curves for each group suggest that basins with large loch 
storage have positve k values, thus the annual floods show 
low variability, whilst the large basins with less storage 
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have highly negative k values implying high variability. 
Small upland basins have k parameters closer to zero. 
Distribution parameter estimates and the inagnitude of the 
corresponding 5,10,20,50 and 100 year floods derived by 
maximum likelihood at given in Appendix 7, whilst those 
derived by the method of probability weighted moments are 
listed in Appendix 8. 
One of the notable features of the Scottish data, though 
potentially difficult to handle, is the existence of 
outliers at the lower end of the distribution. At many 
stations, particularly in East Lothian, the instantaneous 
discharge did not reach the threshold level (at an average 
of five peaks per year) in either 1972 or 1973. Furthermore 
the annual maxima are so low in some cases that they might 
not be regarded as floods at all, and almost certainly arose 
under different environmental 'circumstances than the 
, remainder of the annual maximum 
flood events. In terms of 
extreme value theory, these years do not satisfy the 
assumptions of the model which state that each maxinun 
should be the largest event from a large population. The 
W. R. C. recommended procedure for flood frequency analysis, 
which uses the LP III distribution, contains an algorithm 
for identifying and treating low outliers. However Wallis 
and Wood (1984) suggest that due to the poor overall 
performance of the procedure the influence of this algorithm 
is difficult to assess, but is unlikely to improve 
significantly the confidence limits or bias. 
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2.10 SUMMARY 
The process of flood frequency analysis involves the 
choice of a statistical distribution which can adequately 
describe the behaviour of the available flood data and a 
method of estimating the parameters of that distribution. 
This chapter discusses the problems associated with making 
that choice for the annual maximum flood data in Scotland 
and how these problems are also related to the estimation of 
distribution-free statistics. From the wide array of 
possible distributions the GEV was chosen together with the 
maximum likelihood and probability weighted moments methods 
of parameter estimation. These procedures were then 
computerised to yield estimates of the 5,10 , 20 50 and 
100 year floods at each site. 
Methods for use of historical information and adjusting 
the flood frequency curves towards a regional average 
estimate are available but were not employed since the 
natural sampling variability of the individual site 
estimates was required for the regional analysis in Uiapter 
4. 
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Chapter 3 
Estimating flood statistics from basin characteristics. 
This chapter describes the examination of relationships 
between basin characteristics and flood statistics. The 
primary consideration is for mean annual flood, although 
estimates of other flood statistics are examined. Multiple 
linear regressiom is used in order to produce equations for 
prediction at ungauged sites. The robustness of the model 
is tested using the influence function, Stein estimation and 
ridge regression. 
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INTRODUCTION 
In Chapter 2 methods of estimating flood statistics from 
the annual maximum flood series at a site were discussed. 
Where no 'flow records exist an independent method of 
estimation is required. It has long been recognised that 
the flooding, behaviour at a particular location will be in 
some way dependent on the physical nature of the 
contributing drainage basin and its climatic regime. 
Identification of these relationships has led to the 
practice of estimating quantiles at ungauged sites. The 
best relationships have been found with, Tand most studies 
have concentrated on refining this model. The mean annual 
flood, "ý, is a widely used index of flooding potential at a 
site. In particular it is commonly used in conjunction 
with regional growth curves to estimate design floods of 
less frequent occurrence. The relationship 
. 
between -ý and 
physical chara * cteritics of 
the drainage basin are examined 
3 
in Sections 1-11. Estimation of higher moments, CV and 
skewness, is investigated in Section 3.12. Section 3.13 
describes the analysis of the relationship between the 
estimates of the parameters of the GEV distribution at each 
site. 
3.2 PREVIOUS RESEARCH 
Many studies have attempted -to relate 
the flood 
statistics at a site to the physical characteristics of the 
drainage basin above that point. The obvious scaling 
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influence of the basin area was given dominance in early 
equations for predicting 7, such as Fuller's formula 
0.8 C AREA 
m 
where C is. a regional ly specif ied multiplier. 
This method relies on the identification of 
hydrologically homogeneous regions within which C, and 
therefore all factors influencing T except basin area, are 
constant. Paucity of data precluded Biswas & Fleming 
(1966) from identifying significant regions within Scotland. 
However Cole (1966) derived six such regions for England and 
Wales using an exponent of 0.85 (Fig. 3.2.1a). The 
systematic decrease in C from West to East suggests a strong 
correlation with rainfall, although there is also a tendancy 
for low Q values in areas underlain by, chalk (Fig. 3.2.1b) 
because of the increased role of ground water. A more 
precisely defined single equation applicable to the whole 
country might therefore be expected, tolinclude variables for 
climate and geology in place of regional multipliers. Other 
studies have taken - account of- climate' or further 
morphometric characteristics., Benson (1962) studied 164 
basins ranging in size from 4.25 to 25 000 kmI in the New 
England region of U. S. A., -Using variables for basin area, 
slope, lake storage, 'rainfall intensity, temperature and an 
orographic factor he was able to. account, for 95% of the 
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Figure 3.2.1 R*glonalloation of the mean annual flood In England and WaI** 
(after Cole, 1966Y 
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variation in the 2.33 year flood derived by assuming a 
lognormal distribution (for the EVI distribution the 2.33 
year flood is equivalent to AMAF). In a study of 57 basins 
in Great Britain varying in size from 7.8 to 9900 kM2. Nash 
& Shaw (1966) were able to explain 92% of the variation in -Q 
with just two variables: average annual rainfall (SAAR) and 
basin area (AREA). Converted to S. I. units their equation 
is 
9.65 x 10-8 (AREA) 
0.85 (SAAR) 2.2 (3.2.2) 
The Flood Studies Report (NERC, 1975) produced the most 
comprehensive study of British basins to date. In that 
report trials were performed on three rainfall variables 
(SAAR, RSMD and M52D), two measures of mainstream slope 
(SIO85 and TAYSLO), a soil index (SOIL), stream density 
(STMFRQ), the influence of lake storage (LAKE)l mainstream 
length (MSL), soil moisture deficit (SMDBAR), degree of 
urbanisation (URBAN) and drainage area (AREA). Combinations 
of these variables were used in regression analysis with 7 
estimated from the annual series and from the partial 
duration series. The equation recommended in that report 
has r2=0.911 and SEE - 0.168: 
C (AREA) 0,94 (RSMD) 1.03 (STMFRQ) 0.27 (SOIL) 1.23 (3.2.3) 
(S1085) 0.16 (LAKE+l )-0.85 
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where C is a constant for one of five geographical regions 
varying from 0.0153 for East Anglia to 0.0315 for the South 
West of England, with the Thames, Lee and Essex region 
having its own equation involving the variable URBAN. The 
use of regional multipliers implies that factors which'- 
influence 7 and were not utilised in the analysis may vary 
regionally. This equation has been used as the basis of 
design overseas as well as in Britain (Sutcliffe, 1980). 
However, only 97 of the 532 basins used. in the study were 
from Scotland, suggesting that the model-would be weighted 
towards the English basins from which the majority of data 
were derived. This is evident from the large over or under 
estimation of Tat many Scottish stations. Furthermore the 
Scottish data were predominantly from the larger rivers of 
the Clyde, Spey, Tweed and Tay, and not representative of 
the wide range of conditions under which the model is likely 
to be used. The following sections describe the analysis of 
the relationship between 7 and basin characteristics at 168 
sites in Scotland incorporating a wider range of physical 
conditions than hitherto possible. 
3.3 REGRESSION ANALYSIS 
Multiple regression can be used to analyse the 
relationship between a dependent variable, Y, and a set of k 
independent or predictor variables, X1, X2, X3,49*999990 sN. - 
Linear regression is used for a special class of 
relationships which can be described by straight lines, or 
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generalisations of straight lines to many dimensions. In 
order to produce linear combinations of variables the data 
are often transformed before fitting. The ordinary least 
squares method is the most commonly used procedure. 
Coefficients are estimated for each variable so as to 
minimise the sum of n squared residuals, SSR, where the 
residual, e,, is the difference between observed and 
predicted values of yi. 
nn 
SSR -Z e12 =1 (yi-**i)2 y 
This was achieved using standard statistical packages 
including SPSS (Nie et al, 1975) and GLIN (Baker & Nelder, 
1978). Regression is a statistical technique and does not 
provide proof of causal relationships between any variables. 
It may, however, be used to evaluate correlations inferred 
from a knowledge of the physical environment. Different 
variables can be added or subtracted from the model with 
their contributions monitored by goodness of fit statistics* 
The significance level at which any variable is accepted 
will depend on the requirements of the resulting equations. 
Pratt & Schlaiffer (1984) suggests'inclusion of all likely 
variables despite the possibilityý of regression analysis 
forcing unrealistic coefficients. This may be appropriate 
if the model is purely a research tool for examining the 
relationships between the variables. But as Itoerl & Kennard 
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(1970) point out, '... the least squares estimates often do 
not make sense when put into the context of the physics, 
chemistry and engineering of the process which is generating 
the data'. This is most often due to correlation amongst 
the predictor variables. For engineering purposes the 
requirements of the equation is usually the most efficient 
estimation of the dependent variable. In this case it may 
be appropriate to select a simple model with a few 
significant parameters, since it may not be cost effective 
to use a complex model which requires detailed 
investigations of complex independent variables. 
Correlation amongst variables may not necessarily be a 
disadvantage since one characteristic may be an adequate 
surrogate for several others thus producing a simpler model 
with fewer variables. However the standard errors of the 
coefficients of these variables may be unacceptably high. 
The equations resulting frora-the linear regression are 
in the form: 
b0+bIx1+b2x2bkxk (3.3,2) 
It is common practise to useý theýýcommon logarithms of 
hydrological variables (Gardiner, 1974), since they possess 
a wide range of values e. g. BESMAF,, 6-9 7 997.7, S1085 1.38 - 
117.73 and positive skewness (see Appendix 5). The validity 
of this assumption is examined in section 3.7. When the 
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variables are logarithmically transformed Lquation (3.3.3) 
can then be written in the form 
10 
b0x11x22 
--- xkk 
(3.3.3) 
The standard deviation of the residuals, ej, called the root 
mean square residual, RSMR, is a useful statistic for 
assessing the goodness of fit of various models. When 
comparing the predictive accuracy of models using data not 
employed in their derivation the correct degrees of freedom 
are not available, hence an uncorrected RMSR, RNSR u can 
be 
used, where 
n 
RMSR 
Z 
(ýi 
A 
1)2 uny -Y (3.3.4) 
i=l 
The standard error of the estimated values of y at given 
values Of xl, x21 1009* xn, SEE, can be calculated using the 
variances and covariances of the parameter estimates. This 
quantity varies with the value of each x,, increasing as 
each gets farther away from its mean. When all the xi's 
take their mean values the SEE is also an index of the 
goodness of fit of the model. If the residuals have 
constant variance at each value of xi they are termed 
homoscedastic and the SEE can be estimated from s, where 
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n 
)2) (3.3.5) 6 =J[n-k-1 Z( Yi-Yi J=l 
Overall goodness of fit of various models may also be 
compared using the coefficient of determination, r2 , which 
is the proportion of variation in Y explained by the 
regression. r2 is the ratio of the sum of squares due to 
regression, SSrego to S YYI the sum of squares about the 
mean, 
2_ SS 
reg 
/ Syy (3.3.6) 
where 
n 
ss -7)2 (3.3.7) reg Yi 
and 
Syy (yi-7)2 (3.3.8) 
The significance of r2 and each of the coefficients can be 
tested by evaluating the F ratio of the mean reduction in 
the sum of squared residuals to the 'mean square, 
F= 
SSreg/k (3.3.9) 
SSR/n-k-1 
134 
with degrees of freedom k and n-k-1. If this ratio is 
larger than the value of the F statistic exceeded in random 
sampling with probability cie the null hypothesis that all 
the bi =0 is rejected at significance o( . These statistics 
can be used to monitor the significance of adding new 
variables to the model in various combinations. 
Since 
XB (3.3.10) 
the vector of estimated regression coefficients can be found 
rom 
(X XT )_ 1XTy 
The matrix (X 
T X) is the matrix of raw sum of squares and 
cross-products of the independent variables and XY is the 
vector of cross-products of the independent variables and 
the dependent variables. The elements of (XT X) and of 
(X T Y) can be very large and often vary widely in 
magnitudes, hence the inverse, (XT X)_1, may be difficult 
to compute accurately. To minimise this difficulty the 
matrix F of corrected sums of squares and cross-products is 
often used in place ofthe (XT X) 
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(3.3.12) i(s» 
and 
11 = (s) i(s» 
in place of XT y. Subscripts (s) indicate that x and y ij i 
values have been standardised by subtracting their 
respective means. The corresponding regression equation is: 
(3.3.14) 
In this context B is the vector of estimated partial 
regression coefficients excluding the b term which can be 
0 
derived in a manner similar to (3.3.11) thus 
P- IH (3*3.15) 
To convert Y (S) back to the original units is obtained 
, 
ý/bo 
from 
n 
b0y xb (3.3.16) 
However B can be obtaineý, d'irectiy from (S) 
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t-1 
R (3.3.17) 
where R is the matrix of correlation amongst the independent 
variables and G is the vector of correlations between 
dependent variables and the independent variables. The 
partial regression coefficients can be found from 
b (S)i* sy /S i 
(3.3.18) 
Direct calculation of standardised coefficients is 
preferable since R-lis more easily obtained than P -1 and 
being dimensionless the magnitudes of b(s)i can be used as 
an indication of the relative importance of the 
corresponding xi . An indication of the accuracy of the 
estimators B is given by their standard errors, s bi 
defined as 
sm SEE2 (p-1 bi 
Full details are given in Draper and Smith (1966). 
3.4 INITIAL CALIBRATION 
In the first step of the analysis RMSKu was used to 
compare the Flood Studies Report recommended Equation 
(3.2.3) with those derived from Scottish data. For the 97 
Flood Study' Report stations Equation (3.2.3), with its 
appropriate regional multiplier, yields a RMSR u 
of 0.19U7 
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given the BESMAF values used in that Report. The 97 data 
sets were then used to optimise the coefficients for the 
same six variables, though with a single multiplier. This 
improves the RMSR 
u 
to 0.1713. The Flood Studies Report BESMAF 
values were then replaced by the revised figures. 
Optimisation of the same model using the new data, only 
changed the RMSRu to 0.1706 due to the small adjustments in 
estimates of 
ý with twelve years extra data. The analysis 
was then extended to include all 168 basins available. The 
results showed the same degree of improvement in RMSRu with 
a value of 0.1733 when predicting 7 from Equation (3.2.3) 
compared with 0.1628 obtained from a model with optimum 
coefficients for the same six variables. These results are 
summari'sed in Table 3.4.1. Using these six variables, the 
optimum equation for the Scottish data is 
0.179 (AREA)o *835 (RSMD) 
0.853 (STMFRQ) 0.366 
(SOIL) 2.053 (Sl085) 0,0024 (1+LAKE)- 1.166 
which has r2=0.890 and SEE - 0.166. S1085 was found to 
be the only non significant variable with an F ratio of 
0.002 which is not significant at any level. 
, 
The Flood Studies Report tested three different rainfall 
variables RSMD, SAAR and M52D. It might be expected that 
RSMD would be the most successful at predicting 7 since it 
is theoretically the closest measure to effective flood 
producing rainfall, incorporating a measure of soil moisture 
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No of stations 97 168 
BESMAF values MA FSR MA 
--------------------------------------------------- 
FSR Eq 0.1907 0.1733 
OPT Eq 0.1706 0.1713 0.1628 
Table 3.4.1 RSMR 
u 
for six variable equation from the Flood Studies 
Report (FSR Eq) and an optimised regression equation 
(OPT Eq), using either Flood Studies Report BESMAFs 
(FSR) or revised BESMAFs (MA). 
Var. name coeff. s F ratio r2 SEE Const. 
AREA 0.714 0.034 449.5 0.730 0.256 0.272 
AREA 0.763 0.025 924.9 0.855 0.188 -3.772 
SAAR 1.258 0.106 142.0 
AREA 0.815 0.023 1271.0 0.892 0.164 -4.752 
SAAR 1.560 0.100 242.2 
LCH -0.418 0.056 55.1 
AREA 0.840 0.022 1465.0 0.906 0.153 -3.382 
SAAR 1.309 0.106 151.9 
LCH -0.473 0.054 77.4 
SOIL 1.855 0.372 24.9 
AREA 0.843 0.021 1595.6 0.914 0.147 -2.762 
SAAR 1.085 0.118 85.0 
LCH -0.437 -0.053 69.1 
SOIL 1.750 0.358 23.9 
STHFRQ 0.187 0.049 14.7 
Table 3.5.1. Regression of BESMAF on basin charact eristics. 
LCH - 100. LOCH + I 
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deficit, SMDBAR. However there is only a small spatial and 
temporal variation of SMDBAR in Scotland, perhaps implying 
that R52D might be more appropriate. Nevertheless in 
regression analysis both M52D and RSMD were found to be less 
successful than SAAR. A strong correlation exists between 
all three indices and since ridge regression (Section 3.9) 
showed SAAR to be more stable than RSMD, in contrast to 
findings in the Flood Studies Report, SAAR was adopted for 
use. 
Mainstream length (MSL), which is highly correlated with 
AREA, was found to have low predictive power and was 
therefore unsuitable for use. Notwithstanding this, several 
unusually large BESMF values are associated with peculiarly 
shaped basins and SHAPE (MSL/AREA) provides a crude measure 
of basin shape. However, these basins are not well 
represented in the data and SHAPE was not statistically 
significant in regression. 
Overall the best model for Scotland using variables from 
the Flood Studies Report was: 
0.00299 (AREA)O . 827 (SAAR) 0.978 (STMFRQ) 0.250 (3.4.2) 
(SOIL) 1.477 (I+LAKE)- 1.166 
possessing r2-0.905, SEE - 0.154. 
3.5 NEW VARIABLES 
Residuals from Equation (3.4.2) were examined for each 
basin. Large positive residuals, where the predicted Iq is 
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smaller than BESMAF, displayed no obvious relationship with 
any one particular basin characteristic. However, some of 
these stations were sited within glaciated valleys 
possessing steep valley sides but moderately sloping floors. 
Benson (1962) is often cited as showing that main stream 
slope is closely correlated with tributary slope, whilst 
Strahler (1950) has demonstrated a relationship with valley 
side slope. To test this hypothesis for Scotland, average 
basin slope (AVES) was regressed against S1085 for 41 
stations in the northern highlands. The poor correlation 
between these variables in this type of terrain, r2 
0.0451, is shown in Fig. 3.5.1. AVES was used in 
regression, in place of S1085, with several combinations of 
other variables but proved of insignificant utility in 
estimating T. 
Several of the largest negative residuals were 
associated with basins containing large lakes (termed lochs 
in Scotland), suggesting that LAM does not adequately allow 
for the attenuation of flood peaks by Scottish lochs. This 
problem was investigated in the Flood Studies Report by 
exclusion of all basins with a large proportion of their 
area draining through a lake, but no significant improvement 
was achieved. LAKE essentially describes the position of a 
water body within a basin. Surface area of lakes is a 
closely related variable to the storage parameter used in 
reservoir flood routing (Twort et al, 1974). This variable 
S 
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proved useful in predicting mean annual flood in New England 
(Benson, 1962) and low flow indices in Britain in the Low 
Flows Study Report (Institute of Hydrology, 1980). LOCH, 
proportion of basin area covered by lochs, was used in 
regression analysis utilising several different 
transformations to allow for basins with no loch storage 
including I- LOCH, LOCH +1 and LOCH + 0.1. The most 
convenient transformation is LOCH +1 since it can be 
ignored as a product when no lochs are present. However 
regression produced a coefficient of -15.56. LOCH + 0.1 
yielded the lowest SEE of 0.144 (r 2=0.917) and most 
realistic coefficient of -1.96 but is less attractive when 
lochs are absent. LOCH expressed as a percentage rather 
than a fraction, i. e. 10O. LOCII + 1, provides a good 
compromise with a coefficient of -0.437 and SEE 0.147 (Table 
3.5.1). The recommended five variable equation is: 
0.834 1.085 0.187 0.00173 (AREA) (SAAR) (STMFRQ) (3.5-1) 
(SOIL) 1.750 (100. LOCH+1)-0.437 
with r2=0.914 and SEE - 0.147. Ideally an index of 
storage would describe both the areal extent of the loch and 
the percentage of the basin affected, however no useful 
combination of LAKE and LOCH could be found which was more 
statistically significant than LOCH alone. Other physical 
charcteristics were considered which might be influential. 
Unfortunately, as discussed in Section 1.15, many of these 
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pose problems of indexing, such as hydraulic roughness, 
basin shape and floodplain storage. A major problem exists 
if such a variable is known to be influential at an ungauged 
site where estimates of ý are required. 
3.6 RESIDUALS FROM THE RECOMMENDED MODEL 
To ensure satisfactory results from least squares 
fitting the errors in the Y variables should be 
homoscedastic and free from autocorrelation i. e. 
independently distributed with common variance and mean of 
zero. The residuals, e,, from Equation (3.5.1) were first 
standardised by converting them to their Studentised form ri 
(Weisberg, 1980), where 
vii 
whe re 
TT -1 1/n + (X (3.6.2) 2ý(S) 
-(s) 
l(s)) X(S) 
These ri's were then plotted against each variable to 
observe if systematic trends were exhibited. The plot of ri 
against yi is the most important single diagnostic, though 
all plots displayed a near random pattern with no 
discernable shape. The only possible exception was S1085 
(Fig. 3.6.1) this displayed the strongest correlation with 
r2=0.0387 which is just significant at the 10% level. 
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Slope is obviously an important explanatory variable on some 
basins and was found to be significant in the Flood Studies 
Report, but either these basins are not well represented in 
the data set or the attributes of slope may not be 
adequately specified by S1085 or AVES. Further multiple 
regression was carried out to monitor the improvement on 
prediction of 7 by omitting all basins with S1085 larger 
than a specified threshold value, which decreased at each 
step of the analysis. The procedure was repeated by 
excluding the smallest basins, but no significant 
improvement was achieved at any level in either case. 
The residuals were next examined subjectively, using 
maps, field notes and personal experience of the basin, to 
assess the influence of unmeasured characteristics such as 
land-use and floodplain storage. There was little evidence, 
however, to suggest that over-estimation of in Scotland 
was related to valley storage effects as put forward for the 
Northumbrian area by Archer (1980). Furthermore large 
residuals did not appear to be associated with areas of 
forest cover or arable land-use. 
The use of LOCH had removed the association of large 
negative residuals with basins containing large lochs, but 
it was considered useful to test the robustness of the new 
variable in the same way as S1085. Fig. 3.6.2 shows the 
effect on the SEE of excluding basins with LOCH larger than 
the value shown. The stability of the SEE suggests that the 
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model is well specified for a wide range of LOCH values. In 
fact the residuals for basins with large LOCH, excluded at 
each step, were not significantly worse than when these data 
were included in the optimisation of the model. 
3.7 TRANSFORMATIONS 
Prior to the above rgression analyses both the annual 
maximum flood data and each basin characteristic were 
logarithmically transformed to make them more symmetrically 
distributed. A series of different transfornations were 
applied to the data to test the validity of using 
logarithms. The data were first examined graphically by 
plotting the residuals produced following addition of each 
variable against the next variable to be included. The 
shape of the resulting scatter often indicates the most 
suitable transformation for that variable. Due to the wide 
scatter of points it was difficult to assess a goodness of 
fit of alternative data structures. 
The procedure due to Box & Cox (1964) 
k6 -1 
(3.7.1) 
where 
ý is the geometric mean of X, encompasses different 
powers for different values of 'I, tending to a logarithm as 
'6 tends to zero. By incrementing '6 in a series of trials 
the significance of a whole suite of transformations can be 
tested for each variable. The Low Flow Study Report found 
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-. Figure 3.7.1 r2 for values of ý5 used to transform BESMAF for regression analysis 
No. 8002 90801 3803 83003 21. U16 77001 18002 21018 84015 
AREA 0.833 0.838 0.831 0.836 0.832 0.839 M28 0.832 0.832 0.834 
SAAR 1.147 1.144 1.214 1.127 1.149 1.141 1.140 1.148 1.123 1.151 
LCH (-) 1.961 1.9b8 2.035 1.932 1.929 2.005 1.924 1.969 1.943 1.987 
SOIL 1.556 1.645 1.534 1.471 1.476 1.885 1.53b 1.533 1.519 1.585 
STMFRQ 0.179 0.175 0.169 0.205 0.185 0.169 0.176 0.181 0.190 U. 174 
C (-) 4.976 4.955 5.256 4.930 4.981 4.904 4.916 4.993 4.895 4.998 
Table 3.8.1. Effects on coefficients of excluding each of nine 
basins with l argest residual values. 
LCH - 100. LUC H+I 
(-) signifies negat ive values. 
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that the square root ('6 - 0.5) offered the best 
transformation for predicting base flow indices. For all 
variables r2 increased consistently as Y decreased showing 
that the logarithmic. transformation gives the best fit for 
variables in Equation (3.5.1). This is shown in Fig. 3.7.1 
for variations in *6 for BESMAF against logarithmically 
transformed independent variables. 
3.8 INFLUENCE FUNCTION 
The influence function (Andrews et al, 1972) is a 
further index useful for studying the behaviour of the 
estimates from regression analysis. The procedure monitors 
the variation in the regression coefficients following 
exclusion of specific stations from the data. An empirical 
version of the influence function is obtained by taking the 
difference of the least squares estimate of the coefficient 
from the regression using all data except the ith case and 
the estimate using the full data set. Cook (1977) has 
developed a methodology for eliminating specific cases 
according to its position relative to confidence ellipsoids. 
Table 3.8.1 shows the results of excluding each of nine 
basins with the largest residuals from the analysis. Each 
coefficient, except that for AREA, Varied with the exclusion 
of at least one basin, but that for SOIL was particularly 
variable. This suggests that large residuals Inay result in 
part from poor specification of the soil type index rather 
than merely due to the unique physical characteristics of 
that particular basin. 
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3.9 RIDGE REGRESSION 
In multiple linear regression the problem of 
multicollinearity is encountered when the independent 
variables are linearly related. It is then difficult to 
determine their separate contributions to the variance of 
the dependent variable, and the derived coefficients possess 
large standard errors. Principal components analysis may be 
used to produce an orthogonal data matrix for regression 
analysis (Wong, 1963) but this presents problems in the use 
of the resulting equations. Hoerl (1962) showed 'that the 
instability of the least-squares estimator can be reduced by 
using a procedure known as ridge regression. This involves 
making a small addition, k, to the term on the leading 
diagonal of the correlation matrix 
(R + kI)- 
1G (3.9.1) 
where B (r) contains the ridge estimates of B. The SEE will 
be larger since the ridge estimator is biased and results 
are no longer ordinary least-squares estimates. Instead the 
mean square error of the estimated regression coefficients 
is minimised (Hoerl & Kennard, 1970a, b). Choice of k is 
achieved by inspection of a ridge trace, a plot of k against 
the ridge estimates of the coefficients. Rapid change is 
usually followed by stabilisation. The optimum values are 
taken to be where the trace stabilises, though in practice 
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this will very often be different for each variable making 
the choice very subjective. Choice between two or more 
highly correlated variables measuring a similar 
characteristic can be achieved on the basis of the stability 
of the ridge trace and the standard error of the 
coefficients. Fig. 3.9.1a shows the ridge trace for 11 
variables. MSL was rejected for its instability and SMDBAR 
and RSMD also since their coefficients were not 
significantly different from zero. It is noteworthy that 
several, RSL, M52D and S1085, change sign. Successive 
reductions were made in the number of variables until only 
those five from Equation (3.5.1) remained. Fig. 3.9.1b 
shows that most of the instability had been removed by this 
stage. 
Since the estimates are no longer ordinary least squares 
the SEE is not a valid statistic for testing the 
significance of the ridge coefficients. In this situation a 
procedure which simulates the collection of new data is 
required. A method of cross-validation based on the 
procedure described by Golub et al (1979) was employed in 
which ridge regression was performed on half of the data and 
the derived equations were validated by comparing the 
predicted 7 for the remaining stations with their residual 
values. Data can be split according to many criteria 
(Stone, 1974). The DUPLEX procedure (Snee, 1979) involves 
the division of the data into two groups which cover the 
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same data space and have the same statistical properties. 
Since no single method has been proven to be superior, two 
rather more simple approaches were followed. Firstly by 
using a number of simple random divisions of the data into 
two equal parts and secondly by selecting a set of typical 
basins. In all the analyses, ridge coefficients for any 
value of k were not significantly better than when k-0. 
Coefficients estimated on half of the data were similar to 
whose derived for the entire data set reinforcing the 
robustness of Equation (3-5-1). The graph of RNSR of eight 
representative basins plotted against k is shown in Fig. 
3.9.2. 
3.10 SHRINKAGE 
Another procedure in which cross-validation was also 
employed was to examine whether Stein estimation (Stein, 
1955), ie shrinkage of the coefficients of the fitted 
equation, would be helpful. The model in Equation (3.5.1) 
was fitted to a randomly selected sub set of basins and the 
values for the remaining basins were regressed against the 
values predicted by the fitted model. The slope of this 
regression through the origin is then used to shrink the 
coefficients. If the distribution of residuals of the 
predicted set is the same as for the fitted set the slope of 
the regression line will be 1.0. The average of the slopes 
obtained by 20 random splits of the data was-0.9924 which is 
only marginally significantly different from 1 at the 5% 
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level. Furthermore individual slope values ranged only from 
0.938 to 1.013 (Fig. 3.10.1). Consequently there appears to 
be little justification for shrinkage. 
3.11 REGIONALISATION 
Residuals from Equation (3.5.1) were plotted on a map to 
test for spatial trends. Although some adjacent stations, 
usually on the same river, possessed similar residual 
values, it was not possible to delimit large regions within 
which consistent over- or under-estimation of 7 was taking 
place. The multiplier and each coefficient were then tested 
to determine whether allowing a separate value for each or 
any region produced a significant improvement in goodness of 
fit using the F ratio. Significant variation in the 
multiplier tends to infer that some variables have been 
omitted which vary according to the chosen regions. 
Significantly different coefficients, on the other hand, 
suggests that there is regional inconsistency in 
relationship between that variable and Regionalisation 
was performed in a number of ways including (1) geographical 
regions based on River Purification Board areas, (2) a three 
way division of Scotland into Highlands, Central lowlands 
and Southern Uplands, (3) on the basis of S1085 and (4) 
according to the groups of basins produced on the basis of 
AREA, SAAR, SOIL, LOCH, STRFRQ and S1085 by the clustering 
algorithm in chapter 4. Significant results were obtained 
only in terms of requiring a separate coefficient for AREA 
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in the Highland River Purification Board region. This 
region contains two small mountainous basins not represented 
in any other part of Scotland. When these stations were 
removed from the analysis a separate coefficient was no 
longer significant. Nevertheless a different coefficient 
for AREA was not required for cluster 5 which contains all 
small steep basins. This suggests that the result may have 
been due to the particular variation of basins types in the 
Highland Region which supports the requirement for 
regionalisation on the basis of physical characteristics. 
3.12 REGRESSIONS FOR CV 
The coefficient of variation of the annual maximum 
series, CV, is a futher useful statistic which is 
distribution free. Regressions were performed to examine 
whether the CV could be predicted by basin characteristics. 
The three rainfall indices were the only significant 
variables. The best correlation was with SAAR which 
accounted for 18% of the variation in CVAF, the sample 
estimate of CV. The addition of STMFRQ increases this value 
to 20% but its coefficient is only just significantly 
different from zero (Table 3.12.1). All other variables 
have an F ratio of less than one. These results are similar 
to the findings in the Flood Studies Report; RSMD explained 
9% of the variation in CV, whilst inclusion of STMFRQ and 
S1085 increased this value to 11.4%. In that report there 
was a tendancy for CV to be better correlated with basin 
155 
Var. name coeff. s F ratio r2 SEE Const. 
SAAR -0.539 0.089 36.4 0.18 0.162 1.178 
SAAR -0.661 0.108 37.6 0.18 0.160 1.540 
STMFRQ 0.103 0.051 3.9 
Table 3.12.1. Regression of CV on basin characteristics. 
characteristics as the minimum length of record used was 
increased. Much of the variation in observed CV is due to 
the large sampling variance with short records. 
3.13 REGRESSIONS FOR FLOOD QUANTILES 
Despite the large sampling variance associated with 
estimates of long return period flood events from short 
records, it was considered useful to examine their 
relationships with basin characteristics. Benson (1962) was 
able to explain 96% of the variation in even the 300 year 
flood, in New England. However, it appears that his 
orographic. factor was calculated, at least partially, from 
the residual values of regression on the other independent 
variables. Therefore it is not surprising that a high 
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correlation resulted. In this situation it is difficult to 
envisage how the model can be used for ungauged basins if 
this variable cannot be independently evaluated. For the 
Scottish data estimates of the 5,10,20,50 and 100 year 
floods from fitting the GEV distribution by PWM were 
assembled. They are highly correlated with each other and 
therefore displayed similar relationships to the independent 
variables. Only basin area and rainfall were significant 
with the percentage of the variation explained changing with 
the return period, perhaps in sympathy with the variance of 
the quantile estimates (Table 3.13.1). Both S1085 and 
LOCH produced significant coefficients but possessed 
opposite signs to those expected. Inclusion of these 
Return Period with AREA with AREA and SAAR 
5 51 60 
10 51 59 
20 51 58 
50 50 57 
100 49 55 
Table 3.13.1 Percentage of variation in quantile estimates explained 
by AREA and SAAR 
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variables also led to large fluctuations in the other 
coefficients and their standard errors. These results 
suggest that a multiple regression approach is not suitable 
for deriving a model to estimate floods of large return 
periods. Combining data from a number of hydrologically 
similar basins may yield quantile estimates with smaller 
standard errors, from which a more suitable model for 
estimation at ungauged sites may be formulated. This 
approach is considered in Chapter 4. 
3.14 REGRESSIONS FOR GEV DISTRIBUTION PARAMETERS 
Following the poor correlation between the T year floods 
and basin characteristics regressions were performed on the 
three parameters 91 OC and k, estimated by fitting the GEV 
distribution to each data set by PWM- Parameter k was not 
significantly correlated with any variable. This is not 
unexpected since k is related to the skewness of the data 
which has a very large sampling variance for the record 
lengths used. Both t and 04 showed similar relationships 
with the basin characteristics. AREA explained 49% and 50% 
of the variation in W and 
9 respectively whilst 
inclusion of a SAAR increased these values to 53% and 61%. 
S1085 was the only other significant variable in predicting 
Cw, l , and LOCH was significant in estimating 
g 
using the F 
ratio. However introducing these variables led to large 
variations in the coefficients for AREA and SAAR and 
increased their standard errors. 
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3.15 SUMMARY 
Five variables AREA, SAAR, STMFRQ, SOIL and LOCH are 
shown to have significant influence on estimates of the mean 
annual flood and explain 91% of its variation. LOCH was a 
significant improvement over LAKE, though no suitable 
combination of both was found. A measure of basin slope was 
felt to be important, but use of S1085 and AVES failed to 
produce improved predictions. SOIL is perhaps the most 
unreliable variable used since its coefficient is influenced 
by the inclusion of omission or specific stations. The 
model proved robust overall and shows no significant 
improvement when Stein estimation or ridge regression is 
employed. 
Less success is achieved with predictions of the 
coefficient of variation of floods of higher return periods 
suggesting that growth curves should be used to estimate of 
floods of less frequent occurrence from the mean annual 
flood. SAAR accounts for 18% of the variation in CV with no 
other variables showing significant correlation. Floods of 
return periods 5,10,20,50 and 100 displayed consistent 
relationships with AREA explaining 49-51 % of the variation 
and SAAR increasing this to 55-60 % respectively. 
Regression failed to produce significant correlation with 
GEV distribution parameter k fitted by MI. More success 
was achieved with Oe and 5, estimated in the same way, 
with 53% and 61% of the variation being explained by AREA 
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and SAAR. Problems arose with incluion of certain variables 
in regressions with T year floods and distribution 
parameters. Although LOCH and S1085 appeared significant 
using the F ratio in various regressions, their inclusion 
led to instablity in coefficients of the other parameters. 
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Chapter 4 
Grouping basins by their physical characteristics for regional 
flood frequency analysis. 
This chapter details the procedures used for the 
identification of hydrologically homogeneous regions within 
which a single dimensionless flood frequency distribution is 
applicable for all drainage basins. Regionalisation is 
achieved using a classification algorithm on a set of 
physical characteristics for each basin. The homogeneity of 
the regions is tested to examine whether the average 
distribution of floods differs between regions but is 
similar within each region. A single dimensionless flood 
frequency curve is derived for each cluster and is 
applicable to all cluster memberse 
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4.1 INTRODUCTION 
The investigations reported in Chapter 3 showed that the 
typical size of floods at a given site is related to the 
physical nature-of the drainage basin above that point. 
This enabled an equation to be derived which allows the mean 
annual flood, to be estimated with sufficient accuracy 
for engineering design from indices of the basin 
characteritics derived from maps, without the need for 
discharge data. However, attempts to derive estimators of 
the variability of flood magnitude from the same 
characteristi cs did not give satisfactory results (Section 
3.13). Estimates of ý and CV, together with an assumed 
probability distribution, can be used in the 'frequency 
factor method' to calculate floods of given return periods 
(Chow, 1953). Furthermore no worthwhile relationship 
between individual site estimates of, the GEV parameters or 
flood quantiles and basin characteristics were found. These 
results are most likely due to the large variance of the 
individual estimates of these quantities since the number of 
stations with sufficiently long records to give reliable 
estimates is small. 
To overcome the problem of poor sample estimates from 
short records, longer records are' often synthesised by 
substituting time sampling for spatial sampling. This 
involves combining data from a number of basins whose 
population properties are sufficiently similar and can 
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therefore be 
, considered as random samples 
from that 
population. The combined data can then be treated as a 
single long record from which improved estimates of the 
population parameters can be calculated. The typical 
magnitude of floods is known to vary between basins, so in 
order to estimate the variability of flooding from the 
combined data the'annual maximum series must be standardised 
for magnitude at each station. This can be achieved by 
division by the at-site mean, ý. It can then be 
hypothesised that there exist a small number of basins 
within which the distribution of dimensionless floods is the 
same, so that the average distribution within the region is 
a good estimate of the population distribution at any site. 
More specifically, within a defined hydrologically 
homogeneous region the annual maximum discharge series at 
all sites are identically distributed except for division 
by their respective means. Thus if Fi (q) is the probability 
that an annual flood is less than q at site i, then the 
function 
G(q/Qi) - Fi: (q) for all sites i 
is the same for all sites in the region; G is the 
dimensionless flood frequency distribution, or growth curve. 
Based on this assumption, dimensionless quantiles estimates 
can be calculated for all basins within the region which is 
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particularly useful for ungauged basins and for those with 
few or with very variable data., These estimates can be 
rescaled at the site of interest by multiplying by an 
independent estimate of determined either from a record of 
discharge data or from equation (3.4.2). 
One of the major problems in regional analysis is the 
identification of hydrologically homogeneous sets of basins 
which form a region. Many previous studies (NERC, 1975, 
Beable and McKercher, 1982) considered that these regions 
would be geographically contiguous. However, neighbouring 
basins within a geographical region may be physically and 
hydrologically very different, whereas two similar basins 
may be in different regions with widely differing growth 
curves. Furthermore, discharge records are less likely to 
be independent within a geographical region since adjacent 
basins often experience the same rainfall events. 
An alternative to geographical regionalisation would be 
to group all basins which have similar site estimates of 
flood frequency. However the large variance inherent in 
parameter estimates from short records implies that growth 
curves estimated for individual stations will vary even 
within a hydrologically homogeneous region due to sampling 
fluctuations. These statistical differences preclude the 
identification of regions purely on -the basis of the 
discharge data as this might, for example, assign all 
stations which have recorded unusually large floods, and 
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therefore have steep estimated growth curves, to the same 
group regardless of their true membership. Furthermore it 
would not be possible to allocate an ungauged site to its 
appropriate region unless the regions are geographically 
coherent. 
The existence of statistically significant differences 
between regional distributions is expected to be due to the 
variability of the environmental factors which control the 
hydrological processes. Regionalisation on the basis of the 
physical characteristics of the basins provides a useful 
method of identifying groups of basins which may be 
internally homogeneous with respect to their distributions 
of q/q. The necessary verification of the homogeneity of 
the regions, with respect to their flood frequency 
characteristics, can be carried out by testing that the 
variability of observed discharge data within each region is 
no greater than would be expected by chance sampling. The 
test can be extended to consider whether regions are 
significantly different to each other by testing whether the 
variability is greater than would be expected by chance 
within any regions combined together. 
This chapter is concerned with deriving a series of 
groups of homogeneous basins each with its own growth curve. 
Section 4.2 reviews previous research, Section 4.3 and 4.4 
detail the methods used to identify possible homogeneous 
regions. In Sections 4.5 - 4.8 procedures for testing the 
16) 
i 
homogeneity. are described and the results presented, Section 
4.9 considers the use of alternative distributions to the 
GEV. 
4.2 PREVIOUS RESEARCH 
Dalrymple (1960) devised a homogeneity test, to 
investigate whether growth cuves for individual stations, 
based on the EVI distribution, were significantly different 
from a single growth curve-derived for each hypothesised 
region. The regional curves are derived by averaging the 
ordinates, or the parameters, of the individual standardised 
curves, an approach refered to as the index method. Using 
Dalrymple's test Cole (1966) was able to identify six 
homogeneous regions for England and Wales (Fig. 4.2.1). 
Paucity of data precluded Biswas and Fleming (1966) from 
identifying any significant difference in growth curves 
throughout Scotland employing the same methodology. The 
major disadvantage of this procedure is that short or 
incomplete records are extended using the correlation of 
their available records with values for the same years from 
stations with complete records. This form of correlation 
fails the assumption of independance. , 
The Flood Studies Report considered'that just two GEV 
growth curves (Fig. 4.2.2a) were required for Scotland, one 
for the highlands and another. for the central lowlands and 
southern uplands (Fig. 4.2.2b). These regions were based on 
the geographical distribution of positive and negative 
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residuals from a model used to predict & from basin 
characteristics for the whole of Britain. Presumably the 
behaviour of the residuals is due to either poor model 
specification or to the spatial variation of the factors 
influencing but not used in the model. The curves were 
derived by a graphical procedure for estimating the 
parameters, which included the use of historical 
information. The lower quantiles were estimated by the 
index method whilst derivation of the upper quantiles 
utilised the station year approach. In this latter 
procedure, all available data are combined and then treated 
as a single sample, from which parameters may be estimated. 
I The report does not contain any results of homogeneity tests 
for the-se regions. Using, amongst other procedures, the 
analysis of variance test, Stevens and Lynn (1978) examined 
whether these regions were significantly different from oný 
another. Their results suggested that of the 10 regions 
covering Great Britain only region 2 'does not exhibit much 
similarity with any other region'.,, 
The hypothesis underlying this study is that the use of 
efficient methods of parameter estimation (MLE and PWM) and 
significance testing combined , with the identification of 
more physically based hydrological' regions may produce a 
more precise method of estimation of regional, growth curves 
than has previously proved possible. The use of MLE has the 
advantage of producing the statistics necessary for 
168 
likelihood ratio tests (a) of whether regions are 
homogeneous Wnd (b) of whether regions are significantly 
different. 
4.3 CLASSlFICATIO14 TECHNIQUES 
In order to identify groups of physically similar basins 
a classification technique is required. Cluster analysis 
provides an analytical methodology which is appropriate to 
this multivariate problem. Many clustering algorithms are 
available (Gordon, 1981) but choice relies on the 
satisfactory definition of the similarity between the basins 
to be classified. This is because the process of 
classification involves collecting together basins of a 
similar type whilst separating those which are dissimilar. 
To achieve this a measure of the similarity (or 
dissimilarity) between basins is required. In most 
classification techniques each pair of basins must be 
assigned a single numerical value which depicts the extent 
to which they resemble each other. In this way all relevant 
relationships within the set of variables to be classified 
can be summarised by a matrix containing the proximity 
values between each pair. 
The most commonly used measure of similarity is the 
Euclidean distance coefficient d ip 
p 
d 
ij Wk(xik - Xjk 
)211 
k-1 
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where x ik 
(i=I, , *o, n; k-1 . ..... p) denotes the value of 
the kth variable on the ith object. (w k 
(k-l 
. ..... p)J is a 
set of weights allowing some standardisation or weighting of 
the variables. The Euclidean algorithm is a special case 
(A =2) of Minkowski metrics 
p 
ij 
lWklxik 
- Xjkl (A>O) (4.3.2) 
k-1 
Scaling has been built more directly into the Canberra 
metric (Lance and Williams, 1966) 
P IX 
ik - Xjkl d ij m 
2: 
(x +x 
(4.3.3) 
k-1 ik j k) 
This measure is very sensitive in the region of xikoowxjk 
and may be unreliable for poor sample estimates of the 
variable. Sneath and Sokal (1973) argue that all variables 
should be equally weighted since it is difficult to Justify 
assigning a precise weight. However, in most studies, only 
a subset of all possible variables are used, consequently 
those not selected have effectively been given zero weight. 
Gordon (1981) advocates that variables which describe 
important characteristics will tend to be correlated with 
one another, and thus their effect will be automatically 
weighted. However a large number of irrelevant variables 
are likely to swamp the real differences of interest. Often 
some knowledge of the relative importance of different 
170 
variables is felt intuitively before the study begins and it 
is tempting-to incorporate this into the study. However, as 
Jardine and Sibson (1971) point out, it is all too easy to 
claim added importance for a set of results which are 
intuitively correct and so justify the arbitary weightings. 
It may be that the precise weighting is riot critical in many 
studies as found by Moss (1968), though this cannot be 
assumed to be universally applicable. 
Once the similarity matrix has been constructed a method 
of agglomerating the separate objects into clusters must be 
chosen. Clustering techniques are commonly divided into 
hierarchical and non-hierarchical methods. Many algorithms 
can be adapted to perform either procedure, whilst some are 
specific to one or other type. Both methods begin with each 
of n individual objects, in this case each drainage basin, 
in its own group. For hierarchical methods, in each of n-1 
fusion cycles the two most similar groups are joined 
together to form a new group. This group will take on a new 
value, or set of values, based on its constituent members, 
according to the algoritlim being used. In this way the 
number of groups, g, decreases by one at each step and the 
procedure is said to be hierarchically nested since they are 
constrained such that for each level of grouping g 1'g2 where 
2< gI<92< n', each group in the g2-p artition is wholly 
contained wi thin a single group in the g I- partition. The 
results can be represented by a dendrogram (Figure 4.3.1). 
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The position at which the branches of the ith and jth groups 
join is the lowest level at which they belong to the same 
group. Sectioning the dendogram at any level yields a 
partitioning of the data into g groups. Alternatively the 
procedure may be halted when the next two clusters to be 
joined have a measure of similarity lower that a specified 
critical value. The most widely used algorithin for 
hierarchical clustering is the single link, or nearest 
neighbour method. The similarity between clusters is 
defined as the highest single similarity between two 
individuals, one from each cluster. In other words, the 
parent clusters of the two nearest neighbours are fused. 
Single linkage tends to combine individuals into chains 
(Fig. 4.3.2). 
Complex linkage, or furthest peighbour, combines the two 
clusters with the maximum lowest similarity between any pair 
of individuals from different clusters. This method tends 
to produce spherical clusters. Both of these methods may 
perform poorly however, since the similarity criterion is 
only determined from two individuals and does not measure 
group structure. The average linkage procedure, equivalent 
to the un-weighted pair-group method of Sokal and ftichener 
(1958), forms an early attempt to account for group 
structure. The similarity between clusters is the average 
for all pairs of individuals, one from each cluster. 
Average linkage also tends to produce spherical clusters, 
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resulting from different algorithms 
but the results are more stable than those from complex 
linkage. 
Non-hierarchical methods are not constrained such that 
each group in a given level is wholly contained within a 
single group from the level above. Instead, at each level 
of grouping all individuals are free to join any group in 
order to optimize a stated mathematical criterion. The sum 
of squares method, f or example, aims to agglomerate the n 
individuals into g groups so as to minimise S(g)9 the total 
within-group sum of squares about the g centroids: 
9 
s (g) = 7. sm 
M=l 
(4.3.4) 
where Sm is the within-group sum of squares of the mth 
group 
nmp 
(X 
mik -Z mk 
)2 (4.3.5) 
i-1 k-1 
where the centroid of the mth group, containing nm members, 
has co-ordinates 
m 
Z mk m, 
Z: x mik 
(k-1 ....... p) 
(4.3.6) 
m i=l 
Ward (1963) adapted the sum of squares algorithm into a 
hierarchical procedure. During each step the pair of 
existing groups is amalgamated which leads to the minimum 
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increase in S(g). Van Ness (1973) has demonstrated that use 
of Ward's method and the non-hierarchical sum of squares 
-procedure will often lead to different results since the 
optimal sum of squares at different values of g are not 
necessarily hierarchically nested. 
CLUSTAN (Wishart, 1978), a clustering package developed 
at the University of St. Andrews and now used widely 
throughout the world, contains various sub-routines which 
assign stations to particular clusters according to one of a 
number of possible criteria (which includes all those 
mentioned above). In addition, Subroutine NORMIX fits a set 
of multivariate normal distributions to the data estimating 
the parameters by maximum likelihood (Wolfe, 1970). Every 
individual is assigned a probability of membership to each 
cluster for a given classification. In each cycle, stations 
with a low probability of membership to the cluster to which 
they have previously been assigned are transfered to an 
alternative cluster to which their probabilty of membership 
is highest. The process is usually halted after a specified 
number of cycles or when the likelihood statistic reaches a 
maximum. In order to reach a global rather than one of 
several possible local maxima it is recommended that the 
NORMIX procedure be started from an initial classification 
obtained from Ward's method (Wishart, 1978). A simple 
example of the NORMIX procedure is given in Figure 4.3.3 
for. a single variable and 45 observations. 
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The shaded blocks indicate those individuals to be 
transfered to other clusters to which they have the 
highest probability of membership given a normal 
distribution fitted to each cluster. 
Figure 4.3.3 A simple example of the NORMIX proceedure 
0 variable A 
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Although most basins are unambiguously assigned to a 
single cluster, the specification of a probability of 
membership to each cluster allows the possibility of 
fractional membership of more than one cluster. A further 
advantage of the NORMIX procedure is that it provides a 
formal statistical description of each group, but suffers 
from the fact that the multinormal model may be too 
retrictive for many data sets. The normal distribution is 
plausible for the majority of the variables following 
logarithmic transformation, although this is less true of 
some indices such as SOIL. 
This section shows that the classification procedure 
requires numerous decisions regarding an appropriate measure 
of similarity, correct weightings on each variable and, most 
importantly, an appropriate clustering algorithm. The 
difficulty of defending many of the decisions highlights the 
subjectivity of the classification methodology. 
4.4 CLASSIFICATION PROCEDURES ADOPTED 
To make the data more symmetrically distributedin order 
to fit the multinormal model, each basin characteristic was 
logarithmically transformed. CLUSTAN was used for all 
classification analyses. Clustering was performed using 
several alternative algorithms on more that a dozen 
different combinations' of basin characteristics. This 
allowed comparison of the different variables which describe 
lake storage and rainfall. Several runs failed to yield 
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physically justifiable clusters, though many suggested an 
optimum at either four or five groups. The significance of 
the number of clusters was tested using the 't' statistics 
provided by CLUSTAN for each level of clustering from Ward's 
method, and a likelihood ratio test from NORMIX (Fig. 
4.4.1). In order to examine the hydrological consequences 
of each classification, a GEV distribution was fitted 
separately to the discharge data at each site by HLE and by 
PWM. The ratio of the between cluster variation, VV to the 
within cluster variation, Vw, of the GEV parameters was used 
to select the most appropriate set of clusters where 
M-1 
and 
1m ni 
(4.4.2) 
N-m i-i J-i 
ij 
where 
(4.4.3) 
mni 
E2 (4.4.4) 
i-i J-1 
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15R0CEDURE RLILES 
STOPPING-RULE ONE 
MEAN 1.038 
STII. DEV. 6.393 
REALISED PREDICTED 
DEVIATES CLUSTERS 
11.98 2 
3.76 3 
1.79 4 
0.81 5 
0.68 6 
0.57 7 
0.52 8 
0.34 9 
0.22 10 
0.19 11 
I-'NUUEIIURE COMPLETE 
CPU TIME USED BY THIS PROCEDURE UAS 0.30 SECONDS 
LOGARITHM OF LIKELIHOOD RATIO OF 2 TO I CLUSTERSz2.582349E+01 
CHI-SQUARE WITH 12 DEGREES OF FREEDOM=4.934130E+01 
PROBABILITY OF HULL HYPOTHESIS=1.822922E-06 
LOGARITHM OF LIKELIHOOD RATIO OF 3 TO 2 CLUS7ERS=5.986456E401 
CHI-SQUARE WITH 12 DEGREES OF FREEDOM=1.140277E+02 
PROBABILITY OF NULL HYPOTHESISz?. 528034E-19 
LOGARITHM OF LIKELIHOOD RATIO OF 4 TO 3 CLUSTERSc7.069946EfOO 
CHI-SOUARE WITH 12 DEGREES OF FREEDOMzl. 342448E+01 
PROBABILITY OF NULL HYPOTHESIS=3.389568E-01 
LOGARITHM OF LIKELIHOOD RATIO OF 3 TO 4 CLUSTERS=4.344104E401 
CHI-SOUARE WITH 12 DEGREES OF FREEDOM=8.222768E+01 
PROBABILITY OF NULL HYPOTHESIS-1.54878SE-12 
CPU TIME USED BY THIS PROCEDURE WAS 48.64 SECONDS 
Figure 4.4.1 *t' statistics from Ward's method using and llkllhood ratio$ 
from NORMIX 
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Four Clusters 
Additional 
variables 
PW m 
MLE 
RSMD 
WARD NORMIX 
7.0 4.7 
3.5 1.1 
2.8 1.0 
10.0 7.3 
2.5 1.3 
o. 3 1.1 
Five clusters 
None SAAR 
WARD NORNIX 14ARD NURMIX 
3.9 11.6 16.9 19.5 
1.0 12.9 1.7 16.7 
0.6 6.6 5.6 7. o 
3.4 28.1 19.5 34.3 
0.1 20.2 3.2 22.5 
0.2 4.6 13.9 4.7 
Table 4.4.1. Ratio of between to within cluster variation for a one 
way analysis of variance on each GEV parameter for 
clustering either by Ward's method, or by NORMIX. 
The variables used were AREA, STRFRQ, SOIL, LUCH, 
S1085 plus those specified. 
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and 
M 
Nn (4.4.5) 
G ij is a parameter o( or 
Q for basin j within cluster 
i. Table 4.4.1 shows the value of this ratio for a number 
of alternative sets of clusters. The five clusters obtained 
by NORMIX (last column) were adopted as the best solution. 
This NORMIX solution coincided with the set of clusters 
selected as giving the minimum value of Vw. This set of 
clusters employed the basin characteristics AREA, STNFRQ, 
SOILl LOCH, S1085 and SAAR. Figure 4.4.2 shows the 
dendrogram resulting from Ward's method utilising these same 
characteristics which was used as the starting point for the 
NORMIX procedure. In the NORMIX classification all basins 
containing large lochs are grouped together, all shallow- 
slope lowland basins form a cluster as do small, steep 
upland basins. It is felt that these results provide an 
intuitively reasonable classification. Details of 
membership are given in Table 4.4.2. The number of basins 
in each of the 5 clusters is 11, JJ8,6,16 and 17 
respectively. The imbalance in the membership in each 
cluster is accountable by the fact that most gauges are on 
the larger hydrologically similar rivers of the Spey, Tay, 
Tweed and Clyde, which fall into cluster 2. The 
geographical position of the basins in each cluster is given 
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Figure -4.4.2 Dendrogram from WARD'& method using 8 variables 
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Qus te r tLnabership probability 
No liftIlLiplied by JUUO 
No. 
2 3 4 
2 1 ON 
2 2 985 1: ) 
3 2 802 197 
4 4 1 999 
5 3 21 979 
b 4 1 OU0 
7 2 ()! )5 345 
8 2 1000 
9 4 6 994 
1.0 4 1 ON 
11 4 1 0OU 
12 4 1000 
13 4 1000 
14 2 1 0OU 
15 2 2 998 
16 1 980 20 
17 2 1000 
18 2 1000 
19 2 999 1 
20 2 1000 
21 2 223 776 
22 2 1000 
23 2 997 3 
24 2 996 4 
25 2 993 7 
26 2 1000 
27 1 998 2 
28 1 999 1 
29 2 90 909 
30 1 1000 
31 1 999 1 
32 1 999 1 
33 1 655 345 
34 2 4 996 
35 2 4 995 1 
36 2 1000 
37 2 1000 
38 2 997 3 
39 1 889 108 3 
40 2 949 49 2 
41 3 8 992 
42 2 996 4 
43 3 90 910 
44 3 30 970 
45 2 b 994 
46 2 752 247 
47 1 991 2 8 
48 2 1000 
49 4 1000 
50 2 4 935 60 
51 3 139 660 
52 2 997 3 
53 4 1 "1 1 291 11 527 
54 4 1000 
55 1 813 176 2 10 
56 2 557 443 
Table 4.4.2 Cluster membership 
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1 2 3 4 
57 4 298 4 696 
58 2 997 3 
59 2 999 
60 2 999 
61 4 1 ON 
62 2 9 847 142 2 
63 4 1 999 
64 2 999 1 
65 2 510 490 1 
66 2 985 15 
67 2 999 1 
68 2 999 1 
69 2 1000 
70 2 1000 
71 2 1000 
72 2 1000 
73 2 999 1 
74 3 1000 
75 2 1000 
76 2 1000 
77 2 17 983 
78 2 2 998 
79 5 52 948 
80 2 1000 
81 2 3 996 
82 2 5 993 2 
83 2 1000 
84 2 999 1 
85 2 2 998 
86 2 1000 
87 2 1000 
88 2 996 4 
89 2 1 U00 
90 2 17 982 
91 2 1000 
92 1 1000 
93 5 69 931 
94 2 999 
95 2 5 99U 5 
96 2 999 1 
97 2 1000 
98 2 1000 
99 5 28 972 
100 2 1000 
101 2 1 9b4 15 
102 2 994 6 
103 2 loou 
104 2 1 ouu 
105 5 63 937 
106 2 999 1 
107 2 992 6 
108 2 995 5 
109 2 999 1 
110 2 904 95 
111 2 962 18 
112 2 994 b 
Table 4.4.2 (contd) 
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2 3 4 5 
113 2 921 2 78 
114 2 780 220 
115 2 995 5 
116 2 998 2 
117 2 999 1 
118 4 1000 
119 2 993 7 
120 2 991 9 
121 2 999 
122 2 814 186 
123 2 973 27 
124 2 998 2 
125 2 1000 
126 2 1000 
127 3 2 15 983 
128 2 994 6 
129 2 999 
130 2 1000 
131 5 1 999 
132 2 1000 
133 2 998 2 
134 2 1000 
135 2 999 1 
136 2 995 5 
137 2 977 22 1 
138 2 983 17 
139 5 251 749 
140 2 4 994 2 
141 2 1000 
142 2 999 1 
143 2 1000 
144 2 995 2 3 
145 2 1000 
146 2 889 111 
147 5 223 5 773 
148 3 11 989 
149 2 999 1 
150 2 986 4 lu 
151 2 985 7 8 
152 2 loou 
153 4 1 ON 
154 2 996 4 
155 5 2 998 
156 5 1000 
157 5 1000 
158 5 19 960 
159 5 louo 
160 5 3 997 
161 5 1000 
162 5 1000 
163 5 1000 
164 5 1000 
165 4 1000 
166 2 1000 
167 2 1000 
168 2 1000 
Table 4.4.2 (contd) 
C5. 
409 
Figure 4.4.3 The geographical location of cluster membership 
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in Fig. 4.4.3. The clusters are not in the strict sense 
regions as this term implies a degree of spatial cohesion. 
Geographical position can be thought of as a surrogate for a 
wide variety of variables, some of which are not considered 
here but which might vary regionally. This may account 'for 
the partial success of geographical regionalisation. 
4.5 THE LIKELIHOOD RATIO TEST 
The main questions of interest concern the 
distinctiveness of the discharge data from the various 
clusters, i. e. (1) are there real differences between 
clusters, and (2) are there real similarities within 
clusters? The similarities can be tested by finding whether 
all of the data within a cluster can be described by a 
single GEV distribution and that the variability of 
individual estimates is no greater than would be expected by 
random sampling. The differences can be demonstrated by 
showing that a single GEV distribution can not adequately 
describe the data in combinations of clusters. Although the 
PWM method of estimating the parameters of the GEV 
distribution has been shown to be more robust for small data 
sets, MLE is more flexible in its capacity to test 
hypotheses, e. g. whether two data sets can have common 
values for two of the GEV parameters but distinct values for 
the third, or whether one parameter may be constant over the 
cluster whilst the other parameters are free to vary from 
basin to basin. Note that when the data has been scaled to 
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have a sample mean of unity, there are effectively only two 
degrees of freedom for the GEV parameters, as they are 
constrained by the relation 
1.0 .ý+ o<. [J+T- (J+k)]/k 
(4.5.1) 
The ML procedure to test whether the discharge data from two 
or more individual basins can be combined into a single 
cluster is applied as follows. When the scaled values for 
two data sets (q,, i-l,..., nl; q i-n 1 +1,..., n 1 +n 2) are 
fitted 
separately a total of six parameters are estimated resulting 
in likelihoods L1 
nI^A 
-' 
IT f(qj; gj, oý, kj) (4.5.2) 
i-1 
and L2 
n, +n 2AA^ 
2 TT f (q i; ý2 p ýX2 ,k 2) (4.5.3) 
i-n 1 +1 
where f is the GEV probability density function and 
and k are the maximum likelihood estimates of the 
parameters for the data set J. If it is speculated that the 
data sets are similar and that the two curves could be 
replaced by one regional curve, the data can be combined and 
only three parameters require estimation giving a combined 
likelihood of L 
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n1 +n 2 
3 TT f (q i; ý3' A3k 3) (4.5.4) 
i-1 
The goodness of fit will be worse in the latter case, i. e. 
L3< Ll ,L2 The hypothesis that there is no difference 
between the two data sets would be rejected at significance 
level I if 
-2 In( 
2> (4.5.5) 
L3 
However the situation is complicated further as the GEV 
distribution is bounded by 
S+ W- (4.5.6) 
According to Kendall and Stuart (1961) Volume 2 Section 
24.10, when a parameter provides aý bound for the 
distribution its contribution to the degrees of freedom of 
the likelihood ratio test is doubled. In this case it is a 
function of the parameters that provides the bound, so the 
effect on degrees of freedom is not obvious. 
4.6 THE DISTRIBUTION OF THE LIKELIHOOD RATIO STATISTIC 
The following Monte Carlo experiments were performed in 
conjucntion with Donald Sinclair of the Mathematics 
Institute, University of St. Andrews, to investigate the 
form of the likelihood ratio statistic when applied to the 
GEV distribution. 100 random samples of size 10 were 
generated from a GEV distribution with parameters 0.835, 
19 
0.284 and -0.019 for 'ý , a- and k respectively (see Table 
4.7.2) to give 
I (q, 
j 9 1-1,2 . ..... 
10) , J-1,2 . ..... 100) 
For each sample the likelihood ratio statistic (xj J-1,2, 
. 99.100) was evaluated as follows: 
10 
17 
(4o6o6) 
L2 10 
f (qij; S, 
ýOk) 
AA 
where ýjj, a nd ki are maximum likelihood estimates 
of the GEV parameters for the jth sample (qlj ,q 2j 
q 10j ) and a and k are the maximum likelihood 
estimates of the parameters of a GEV distribution fitted to 
all 1000 observations combined. The empirical distribution 
function (EDF) of x was then obtained from the ranked 100 
values (x (1) 
<x 
(j) *60 
<x 
(100) 
Under the 
-Y 2 
assumption that 2x is distributed as the theoretical 3' 
cumulative distribution function (CDF) can be obtained from 
-X2 tables. The paired values of (CUF, EDF) are displayed 
as curve (a) in Figure 4.6.1a. This curve was compared with 
curves (b) and (c) which were compiled*in the same manner 
but under different assumptions namely, (b) that 1.5x is 
distributed as 'X 
2 
and (c) that 2x is distributed as -X 
2 
22 
(q 
ij 
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(a) nIo 
1.0 
0.5 
LL 
IF 
0.0 
x is the likelihood ratio statistic 
curve (a)-2x -'3 
(b)-l. 5x - -X 22 
(c)-2x - -, P( '2 
Figure 4.6.1 Results of simulation experiments to Investigate the properties of the 
. likelihood ratio test when applied 
to the GEV distribution 
0.0 0.5 1.0 
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(b) n 20 
1.0 
0.5 
LL 
)F 
0.0 
0.0 0.5 1.0 
Figure 4.6.1 (contd) 
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Similar results were obtained when the experiments were 
repeated with samples of size 20 (Figure 4.6.1b). It is 
concluded from these results that for the GEV distribution 
the likelihood ratio statistic is best described when 
2 
treating 1.5x is distributed as 2' which 
is more 
-2 -X 2 
appropriate than treating 2x as 
)ý2 
or -3 
4.7 RESULTS OF THE LIKELIHOOD RATIO TEST 
For each cluster, using MLE, a GEV distribution was 
fitted to the standardised data for the whole cluster 
combined; yielding three parameters, g, OC and k and a 
maximum likelihood value. The parameter estimates and their 
standard errors are shown in Table 4.7.1. Using the 
likelihood ratio test, the likelihood for each cluster 
(utilising all data pooled together) was then compared with 
the product of likelihoods from fitting GEV distributions to 
each individual data set in the cluster. (Much of this work 
was performed by Donald Sinclair. ) The hypothesis of 
interest was whether these common parameters were adequate 
to describe the variation in the data rather than requiring 
a different set of parameters for each basin within the 
cluster (Table 4.7.2). This hypothesis was accepted for 
clusters 1.3 and 4. For clusters 2 and 5, where the 
hypothesis was rejected for the whole cluster, the 
individual members were examined. Taking into account 
statistical differences, even if the hypothesis is true for 
the population, testing at the 5% level, five out of 100 
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Parameter values for the GEV distribution estimated by 
------ MLE ------- ------- PW N -------- 
Cluster oc 9 k ce. 9 k 
1 . 269 . 832 -. 046 . 284 . 830 -. 023 
2 . 284 . 835 -. 019 . 197 . 827 -. 237 
3 . 277 . 866 . 103 . 316 . 870 . 198 4 . 187 . 913 . 124 . 178 . 911 . 086 5 . 222 . 870 -. 004 . 193 . 869 -. 093 
Standard errors for the above parameter estimates 
------ MLE -------- 
Cluster CK k 
1 . 015 . 021 . 040 
2 . 0012 . 0014 . 0043 
3 . 016 . 024 . 042 
4 . 008 . 013 . 029 
5 . 009 . 016 . 025 
Table 4.7.1 GEV parameters and their standard errors for all data 
combined within each cluster 
Cluster n A B C 1.5(A-C) df p Decision re ho 
1 11 69 51 52 25 20 . 18 Accept 
2 118 541 367 260 421 234 . 96E-12 Reject 
3 6 42 38 36 10 10 . 46 Accept 
4 16 -41 -59 -71 45 30 . 04 Accept 
5 17 16 -9 -32 72 32 . 65E-4 Re je ct 
n the number of basins in each cluster 
A log likelihood for GEV with common paraneter values 
B log likelihood for GEV with common k but varying t and X 
C log likelihood for GEV with varying E, , o4 and k. 1.5(A-C) test statistic for the likelihood ratio test of the null 
hypothesis that all stations have common parameters, S, 04. and k. 
p tail area probability of Monte-Carlo null hypothesis distribution. 
df number of degrees of freedom for the test. 
Table 4.7.2 Results of the likelihood ratio tests on the homogeneity 
of the clusters 
Return period (yrs) 
5 10 20 50 100 200 500 1000 
Cluster 
1 1.250 1.470 1.688 1.981 2.210 2.447 2.767 3.019 
2 1.238 1.454 1.671 1.967 2.201 2.446 2.708 3.050 
3 1.251 1.422 1.575 1.756 1.881 1.997 2.137 2.238 
4 1.169 1.280 1.378 1.491 1.569 1.639 1.723 1.780 
5 1.199 1.366 1.528 1.741 1.903 2.068 2.230 2.453 
Table 4.8.1 Dimensionless flood quantiles for the 5 clusters 
using the GEV distribution fitted by maximum likelihood 
195 
basins in the sample would be expected to require individual 
parameter values. In cluster 5 three out of 17 basins 
rejected the hypothesis. For the Binomial (17,0.05) 
distribution the probability of three or more is 0.055. The 
overall rejection of the hypothesis for cluster 5 is 
therefore not so severe as the tail area probability of 0.65 
x 10-4 would suggest, and is due to a small number of badly 
fitting basins rather than a general lack of fit of all 
basins. Cluster 2 has 118 members of which 19 rejected 
common parameter values when only six would be expected* 
However the hypothesis of common k for the whole cluster, 
with g and o4 varying for each station is accepted at the 
5% level. The extreme variability of individual sample 
growth curves suggests that the stations in cluster 2 do not 
have a common parent distribution. However the GEV 
distribution may not be the most appropriate for describing 
the data sets in cluster 2 and the cluster way be 
homogenous under the assumption of an alternative 
distribution which has greater sampling variabilty. A 
further hypothesis might be that cluster 2 does not consist 
of hydrologically homogeneous basins and requires sub- 
division. However the clustering procedure implied that 
such a split , based on the set of physical characteristics 
employed, was not statistically significant. Detailed 
examination of the data for those 30 basins that were badly 
fitted by the common parameter values for cluster 2 revealed 
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that several of them contained one or more abnormally low 
annual maxima from the drought years J. 972 and 1973. These 
flows may not be considered to constitute floods at all 
since they probably result from different physical 
mechanisms and fail the assumptions of the extreme value 
theory (Section 2.4). When the effect of these is 
eliminated the number of badly fitted basins falls to 20. 
Of these only 10 fall in the upper 1% tail of the Nonte- 
Carlo null hypothesis distribution. Like cluster 5, cluster 
2 is influenced by a relatively small number of badly 
fitting basins. 
4.8 THE DERIVED FLOOD FREQUENCY CURVES 
The growth curves for the 5 clusters are displayed 
graphically in Figure 4.8.1 and the growth factors are 
given in Table 4.8-1. Note that they are all less 
steep than the Flood Studies Report curves implying a larger 
recurrence interval for a given discharge. This has arisen 
partly due to the identification of new regions, the use of 
extra stations and a further 12 years of data, and partly to 
the use of an alternative parameter estimation technique, 
which did not employ historical information. This 12 year 
run included two years with particularly low annual maxima 
over much of Scotland which may be strongly cross- 
correlated, introducing increased variability to the 
estimates. Other events may be similarly related since the 
same meteorological condition are often experienced on 
several basins simultaneously. More representative curves 
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Figuire 4.8.1 Growth curves for the 5 clusters produced by NORMIX compared wlth 
those given In the Flood Studies Report 
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may be derived by chosing a sub-set of stations within each 
cluster whose data are uncorrelated with one another. or 
alternatively, employing a procedure which assumes that the 
series ýare cross-correlated. This idea is explored in 
Section 5.4. 
It is noteworthy that clusters 3 and 4 have positive 
values for the k parameter suggesting an upper bound for the 
flood distribution. The implications are considered below. 
The curves for clusters I and 2 are very similar, despite 
the significant improvement in likelihood obtained by 
fitting them separately rather than together. Even if this 
were not the case it would not be appropriate to combine 
them together to produce an average curve applying to both 
as this would have invoked clustering on the basis of the 
discharge data. 
The most important result of the analysis is that 
clusters based entirely on basin characteristics show 
systematic behaviour in their parameter estimates. All 
stations with a large LOCH component appear to be 
distributed as EV3 with a positive k parameter. This 
downward curvature implies that the storage effects of lochs 
lead to a greater attenuation of large floods than those of 
smaller magnitude. However the upper bound on floods invoked 
by the EV3 distribution is perhaps less intuitively 
sensible. Much will depend on the stage/storage relationship 
of the particular loch. However the situation is 
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complicated further since those events, such as localised 
thunder storms, which may result in the annual maximum flood 
on a small basin with little storage, may not result in the 
annual maximum flood on a basin containing a large loch. 
Annual floods in the latter case will more likely result 
from longer duration rainfalls. Consequently the effect of 
LOCH on the flood frequency distribution can not be 
satisfactorily examined by routing the annual maximum floods 
from a basin without loch storage through an imaginary loch. 
The results from basins with a large LOCH element do 
nevertheless suggest that basins with wide flood plains may 
also have their annual maxima distributed as EV3, as though 
the flood plain behaves as an 'ephemeral loch'. Flood plain 
cross-sectional geometry may therefore be very important in 
determining flood frequency characteristics. These results 
were not evident in the work of the Flood Studies Report 
since large LOCH element is not represented on a 
geographical basis. 
The basins in cluster I are located on the better 
drained soils of eýstern Scotland which enjoy a more 
variable soil moisture deficit and are subject to a greater 
proportion of summer storms. The combination of these 
attributes will lead to a large variation in flood magnitude 
expressed in the form of steeper growth curves. 
Clusters 2 and 5 show similar physically justifiable 
behaviour. On small basins rainfall is likely to be more 
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uniform than on large basins. Flood magnitude for basins in 
cluster 5 will therefore tend to increase in direct 
proportion to rainfall, resulting in shallow growth curves. 
On large basins with small loch storage (cluster 2), small 
scale floods may result from isolated floods on sub-basins 
or from low intensity rainfall over a larger area. Larger 
floods result from an increasing number of sub-basins 
responding together. These larger basins therefore possess 
an extra degree of freedom in flood variability, resulting 
in higher CV and steeper growth curves. 
Cluster 3 has perhaps the least well defined attributes 
and consequently the least easily explained regime. 
Nevertheless the purpose of the research was to explore the 
use of classification techniques in flood frequency analysis 
and to suggest means of testing the significance of the 
derived clusters. Application of these techniques to the 
whole of the U. K. may reveal better defined clusters and 
correspondingly more rigid hydrological regimes. 
4.9 USE OF OTHER 8TATISTICAL DlSTRIBUTIONS 
An essential pre-requisite for testing the homogeneity 
of the clusters is the identification of a satisfactory 
frequency distribution which is applicable to cacti 
individual station series. The same clusters may prove 
more, or less, homogeneous if the annual maxima were 
considered to be more adequately described by a distribution 
other than the GEV. Therefore, it may be inappropriate to 
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combine data from stations within the same cluster in order 
to provide sufficient data to test the goodness of fit of 
alternative distributions. An unequivical solution to the 
problem of regional analysis therefore requires independant 
choice of either a distribution or a set of clusters. In 
the remainder of this section it is therefore assumed that 
the derived clusters yield hydrologically homogeneous sets 
of basins. Combining data from all stations within a 
cluster will then allow comparison of the goodness of fit of 
other distributions. The EVI, TCEV and Wakeby distribution 
were tested against the GEV distribution (with Donald 
Sinclair) to investigate whether they offered any 
improvement in goodness of fit. 
Since the EVI is a special case of the GEV (with k- 0) 
these family members can be compared using the likelihood 
ratio test. The GEV gives a significantly better fit in all 
but cluster 1. This cluster has an estimated k parameter 
which is within one standard error of zero and could 
therefore be equally well represented by an EVI distribution 
(Table 4.9.1). The 2-component extreme value distribution 
(TCEV) includes the EVI as a special case permitting these 
to be tested in the same way. In every cluster the 
improvement in fit with the second component is not 
significant. Since the TCEV displays. no significant 
improvement over the'EV1, it follows that it is inferior to 
the GEV. 
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Likelihoods Test statistics 
Cluster Nc. Nr-- GEV EVI TCEV 2(EVI-GEV) 2(EVI-TCEV) 
1 11 218 71 71.5 71.4 0.9 0.12 
2 118 2210 538 728 726 380 3.6 
3 6 178 50 54 53 7.4 0.6 
4 16 230 -41 -33 -35 13.6 2.6 
5 17 232 10 20 17 20 5.6 
Total 168 3068 606 840 832 
Combine d 848 89U 899 
2(Tot-Comb) 484 100 134 
D. F. 12 8 16 1 2 
5% Chi 21 15.5 26 3.84 5.99 
Nc number of stations in each cluster 
Nr number of station years of record in each cluster 
df number of degrees of freedom 
Table 4.9.1 Comparing the goodness-of-fit of the ZVI and TCEV distributions 
to that of the CEV using the likelihood ratio test 
Cluster GEV BY UE GEV 13Y Pwtj WAKE 13 Y 13Y PWM 
1 20 19 12 
2 69 49 31 
3 17 17 1b 
4 12 10 13 
5 10 9 11 
D. F. 13 13 11 
5% POINT 22.4 22.4 19.7 
** denotes a significantly bad fit, at 1%. 
Table 4.9.2 Comparing the goodness-of-fit of the Wakeby distribution 
to that of the GEV using the ? C2 test 
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Unfortunately, maximum likelihood estimates of the 
Wakeby distribution are intractable due to the lack of an 
explicit formula for the density function, precluding 
testing by the likelihood ratio. Its goodness of fit may be 
assessed by other methods such as Kolmogorov-Smirnov, Cramer 
Von-hises and Anderson-Darling, none of which are very 
powerful, or by the 
_X 
statistic. The 5 parameter Wakeby 
distribution was fitted by PWM and compared with the GEV 
fitted in the same way, and by MLE. The GEV is not 
rejected at the 5% level for clusters 1,3,4 or 5, but was 
rejected at all levels by cluster 2 (Table 4.9.2). 
Similarly clusters 1,3,4 and 5 were adequately fitted by 
Wakeby, but again not cluster 2, though it did perform 
better than GEV on cluster 2. For the other four clusters 
the two distributions performed equally well in terms of 
-/k 
, however since Wakeby has two more parameters, when 
corrected for degrees of freedom, GEV is slightly to be 
preferred on the grounds of the goodness of fit test. 
One of the major justifications for using the Wakeby 
distribution is that regional data display the separation 
effect (Matalas et al 1975), i. e. the standard deviation of 
skewness within a region exceeds the value that would be 
implied by the mean skewness for other distributions such as 
the lognormal (as discussed in Section 2.2). Unfortunately, 
similar data is not available for the GEV. Fig. 4.9.1 shows 
that this effect is absent from clusters 1,2 and 3 but is 
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present in clusters 4 and 5. However the paucity of data in 
both clusters 4 and 5 suggests that these results may be 
unreliable. It has been suggested by Potter and Walker 
(1981) that the separation effect can be explained by 
discontinuous measurement error, without the need to invoke 
a mixture of distributions within the region. Indeed, 
cluster 5 encompasses the small quick responding basins, 
similar to those in Wisconsin, which Potter and Walker (1985) 
found exhibited very variable estimates of skewness. This 
is discussed more fully in Section 5.2. 
4.10 SOME THOUGHTS ON CLASSIFICATION 
Many of the problems of classifying drainage basins into 
well defined groups according to their physical 
characteristics are due to lack of available data. The 
clusters arise due to discontinuities in the data space, 
which may be real or may result from chance sampling. If a 
large enough sample was available, there may well exist a 
continuum of basin types covering every combination of 
characteristics. However since there is correlation between 
certain characteristics it seems unlikely that some 
combinations will be represented in reality. Note that it 
is not necessary for the basins used in the clustering 
algorithm to be restricted to those for which discharge data 
is available. A larger sample of basins, containing 
representatives from all the types occurring in the study 
area, would avoid artificial discontinuities in the data 
space. 
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The inab ility of the clustering algorithm to sub-divide 
cluster 2 suggests that it may contain a range of basin 
types which vary systematically across the cluster without 
any discontinuity. Such a range of individuals may possess 
too large a variation in the parameters to be adequately 
represented by single values. The NORMIX procedure does go 
some way to allowing for systematic parameter variation 
permitting a composite parameter estimate to be calculated 
for a basin according to weightings implied by the 
probability of membership of each cluster rather than using 
the parameter value for the cluster to which it is most 
likely to belong. Estimation of the probability of 
membership of each cluster can be achieved on the basis of 
the coefficients of linear combinations of variables 
produced by NORMIX. However the majority of basins can be 
allocated unambiguously by reference to a single variable 
such as LOCH for which cluster 4 has a unique range of 
values for all members. Identification of a single 
controlling variable for each cluster would yield a simple 
method of assignment. Individual basins which are not 
unambiguously assigned to one cluster may be of a type which 
are not well represented in Scotland but may be closely 
allied to basins in England. Clustering on data for all of 
Britain might produce a better defined set of regions. 
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4.11 SUMMARY 
Clustering on the basis of basin characteristics allows 
freedom from many of the intrinsic problems associated with 
deriving regions from the discharge data. However these 
data must be used to test whether the derived clusters are 
able to explain the observed variation in discharge, since 
some of the characteristics used in the clustering may not 
influence the flood frequency relationship implied by the 
curves. 
The NORMIX classification algorithm suggested an optimum 
of 5 clusters for Scotland using the variables AREA, SAAR, 
STMFRQ, SOIL, LOCH and S1085. These clusters form 
physically similar groups of basins which are also 
intuitively similar in their hydrological response. All 
sites within clusters 1,3,4 and 5 are adequately described 
by the single parent GEV distribution derived for that 
cluster. However this is not the case for cluster 2 within 
which the individual site estimates of flood frequency show 
greater variability than would be expected by chance 
sampling. 
For clusters 3,4 and 5 the combined data are more 
adequately described by the GEV distribution than any of the 
EVI, TCEV or the Wakeby distributions. Cluster I may also 
be described by an EVI distribution, whereas cluster 2 is 
p9orly fitted by all four distributions. 
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CHAPTER 5 
Some problems encountered in hydrological modelling 
This chapter is concerned with some of the problems involved 
in the collection and analysis of flood data and in the 
application of hydrological models for design purposes. 
Emphasis is placed on examining the assumptions made at each 
stage of the modelling process. This includes the 
examination of various procedures which may be used to 
analyse the consequences of the data failing to meet these 
assumptions. 
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5.1 INTRODUCTION 
In the preceding chapters the various stages involved in 
analysing the relationships between flood frequency 
behaviour and the physical characteristics of the drainage 
basin have been described. At each stage in the analysis a 
model is chosen which most adequately describes the 
behaviour of the hydrological processes under scrutiny. 
Each model is based on a set of assumptions about the nature 
of the information under analysis. Failure of the data to 
meet these assumptions is likely to lead to errors in the 
results. 
Much current research in hydrology is aimed at 
identifying the consequences of choosing a model whose 
requirements are not satisfied by the available hydrological 
data. This is often achieved by Monte Carlo experiments in 
which simulated error is introduced into synthetic data, for 
which the true model parameters are known. In this chapter 
examples of this type of analysis are examined. Examples of 
other research are also reported which have concentrated on 
real flood data. These investigations have highlighted 
other possible deficiencies in the procedures adopted in 
this study. The final section contains a discussion on the 
consequence of errors in model prediction when applied to 
design problems and how these uncertainties are included in 
the design process. 
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5.2 THE INFLUENCE OF DATA MEASUREMENT ERROR 
The major problem encountered in the collection of flood 
data is establishing a reliable relationship between stage 
and discharge. For gauging structures which have a stable 
theoretical rating relationship problems do not usually 
occur unless the flow overtops the structure, or its shape 
is distorted by damage, subsidence or infilling with 
sediment. Problems for river sections, which require the 
empirical derivation of a rating curve, fall into two linked 
categories, interpolation and extrapolation. Interpolation 
involves estimating the discharge of flows between the 
maximum and minimum measured values, whilst extrapolation 
requires the estimation of flows greater than the largest 
measured. As discussed in section 1.6 interpolation is 
usually achieved by some form of curve fitting through a 
series of measurements of discharge at various stages. 
Extrapolation of a rating curve, can, in principle, be 
achieved by, for example, the conveyance slope method. In 
practice, however, the extrapolated relationship usually 
takes the form of a straight extension of the lower flow 
rating and only occasionally is allowance made for possible 
changes in the rating relationship with stage. Intuitively, 
extrapolated flood discharge estimates would be likely to be 
under-estimated since the cross-section invariably increases 
with stage; rapidly so above bankfull. However, inspection 
of River Purification Board discharge estimates of large 
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floods, before and after high flow gaugings, suggests that 
over-estimation is also quite common. Potter and Walker 
(1985) indexed the uncertainty in extrapolation at each 
station by evaluating a gauging ratio, Gr 
QM/Qo (5.2.1) 
where Qm is the largest directly measured discharge and Q 
is the estimated discharge of the highest observed stage. 
This is rather a crude measure since those stations where 
peak flows are under-estimated will have smaller ratios that 
those where discharge is over-estimated. Furthermore this 
ratio may not be a good indicator of the accuracy of peak 
discharge estimates at some sites. These authors divided 
184 gauging stations in Wisconsin into two equal groups, 
Group I with ratios above 0.713, Group 11 with ratios equal 
to or below this median value. The coefficients of 
skewness of the annual flood series were found to be 
t 
markedly different between the two groups (Figure 5.2.1). 
Those sites with low gauging ratios (I), where there is 
considerable uncertainty in the estimates of the highest 
recorded discharge, have, on the whole, larger and more 
variable estimates of sample skewness than those (II) with 
high gauging ratios. One interpretation is that rating 
equation errors could result in increased variability of 
estimates of sample skewness, and may be responsible for the 
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Figure 5.2.1 Histogram of annual maximum floods for 184 gauging stations In 
Wisconsin divided Into 2 groups according to their gauging ratio* 
( after Potter and Walker, 1985) 
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separation effect (Potter and Walker, 1981) described by 
Matalas et al (1975). These results are complicated by two 
factors however. Firstly, for several stations high skews 
are the result of a single very large flood. Secondly, the 
drainage areas of the low ratio group tend to be smaller 
than those in the high ratio group. Smaller basins produce 
flashier hydrographs, hence it is less likely that a gauging 
crew will catch a high flow. Since basin area appears to be 
a control on flood frequency characteristics, this might 
account for the variation in sample skewness. Nevertheless 
the findings from chapter 4 suggest that small basins would 
be expected to have less skewed annual flood distributions 
that those with a larger drainage area, contrary to the 
results of Potter and Walker (1985). 
5.3 BASIN CHARACTERISTICS 
The basin characteristics described in section 1.12 are 
assumed to index those features of the physical environment 
which give rise to the flood frequency behaviour observed on 
Scottish rivers. Although this may be true in general 
terms, problems exist with the logistics of constructing 
these indices. Furthermore, despite being able to test 
these characteristics against the available data, problems 
may exist when applying the derived models outside of the 
range of conditions previously experienced. The basin 
within which the design flood is required may exhibit 
peculiar characteristics which influence flood frequency, 
but have not been included in the model. 
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Of the five basin characteristics which proved 
significant in estimating &' in the multiple regression 
analysis, SOIL was perhaps the least satisfactory variable 
since its coefficient varied widely with the inclusion and 
exclusion of stations possessing large residuals (Section 
3.7) On the SOIL classification map from the Flood Studies 
Report, most of Scotland is in class 5. In comparison with 
some of the soils in lowland England those within Scotland 
may be considered to be hydrologically similar. However, if 
Scotland is considered separately, a five-fold 
classification may allow the sub-division of class 5. This 
shows how the degree of discrimination in the classification 
process is influenced by the distribution of the variables. 
Basins in Scotland containing proportions of soils from 
classes other than type 5 tend to be situated in the east 
and northeast. In these locations a high percentage of the 
floods occur in the summer months, such as on the Tyne in 
East Lothian and on the lower Spey. SUIL is basically an 
index of winter rain acceptance potential (WRAP) and perhaps 
unsuitable for prediction in some areas. Furthermore, the 
designation of areas into five soil classes appears to be on 
the basis of the dominant, or modal, SOIL type. This 
classification was examined in conjunction with Ronald 
Speirs at the Edinburgh School of Agriculture for two sites 
in central Scotland. Both sites are shown as class 4 on the 
Flood Studies Report map, but in East Lothian only 60% of 
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the soils are actually in that class and the remainder are 
equally divided between classes 1,2 and 3; in Stirlingshire 
55% are in class 4 with the rest largely in class 5. The 
effects of the different proportions of soil types in the 
two areas are likely to be exaggerated by their spatial 
distribution, particularly in relation to runoff 
contributing areas (Hewlett and Hibbert, 1967). In East 
Lothian, for example, the soils with higher WRAP (and hence 
better able to absorb winter rainfall) are largely formed 
over fluvio -glacial deposits or partially sorted tills. 
They occupy the bottoms of valleys and are adjacent to the 
water course within the most important contributing area and 
may therefore result in less dynamic runoff regimes. In 
Stirlingshire, the most important potential contributing 
areas are underlain by low WRAP soils and are therefore 
likely to generate more flashy flow regimes. 
The five broad soil classes could be considerably 
refined by some weighting to show the nature and extent of 
impurities. This may be possible with the availability of 
new land capability maps at a scale of 1: 50,000 which are 
based on slope classes of 3", 7* and 11% Land use will 
also affect the hydrological characteristics of the soil. 
Land under grazed grass often shows signs of direct surface 
runoff in winter, whilst this is virtually never observed on 
ploughed ground due to the increased infiltration capacity. 
On soil type 5 land use may be more homogeneous, usually 
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consisting of rough grazing. However, here the phenomena of 
soil piping (Newson and Gilman, 1980), which has found to be 
to be widespread in peaty upland soils, demonstrates the 
variability of soil moisture movement in such areas. The 
situation is further complicated by land improvement 
schemes, particularly in the form of artificial or improved 
drainage and flood mitigation projects. Even if land- 
use/soil type can be precisely classified, a single index 
may not be applicable for the-entire period of record. 
The influence of afforestation on the hydrological 
system has attracted much attention in recent years (Hollis, 
1979). As discussed in section 1.15, work by Robinson 
(1980) suggests that for small basins, pre-afforestation 
drainage may have a considerable effect on basin response, 
whereas the establishment of the trees tends to return the 
basin to its former condition. Binns (1979), however, has 
suggested that as the trees grow the basin is likely to 
become less responsive than the original muorland. Acreman 
(1985a) has shown that on larger basins the effects of 
piece-meal afforestation complicate the picture. The 
effects of pre-afforestation ground preparation may be more 
important than the influence of an established forest cover. 
Nevertheless neither may have a significant impact on the 
stability of the annual maximum flood series, since the 
effects diminish quickly with time. More importantly, any 
influence of the afforestation process may not be adequately 
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indexed by measuring the area under cultivation. This view 
is supported by the results of a study by Rance (1984), in 
which forested areas were measured from 1: 250,000 maps for 
variety of basins in England, Scotland and Wales. The 
variable FOREST (percentage of basin area under woodland) 
was only significant in estimating Q in south-east England. 
Even here it is likely that FOREST is acting as surrogate 
for other hydrologically more important variables, such as 
soil type, since woodland tends to be situated on the clay- 
with-flints covering parts of the chalk downland. 
One of the most important results of the regional 
analysis in chapter 4 was the systematic behaviour of the 
clusters based on the basin characteristics. In particular, 
all stations with a large LOCH component appear to have 
their annual maximum floods distributed as EV3 with a 
positive k parameter. This result leads to speculation 
about the influence of other physical characteristics such 
as swamps or boggy ground, which may effect flood frequency 
in the same manner as LOCH. Unfortunately Benson (1962) 
found that areas of swamp delineated on older and more 
recent maps varied considerably implying that there are 
logistical problems indexing a SWMIP variable. hence there 
does not appear to be any published results of analysis 
utilising this characteristic. This highlights the problem 
of portability of the model. If the basin for which a 
design flood is required is charcterised by large areas of 
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boggy ground, the model may be inapplicable. In this 
circumstance it may be necessary to use some subjective 
judgement in adjusting the quantile estimates. To include 
this characteristic in the model, not only would a suitable 
index be required, but also a sufficient number of this type 
of basin to allow its influence to be parameterised with 
adequate confidence. 
5.4 REGIONAL ANALYSIS 
In regional flood frequency analysis poor at-site 
estimation of parameters due to short records is overcome by 
combining data from stations which are considered to be 
hydrologically similar. The standardised annual maximum 
series at each site, within a homogeneous region, are 
assumed to be random samples from a single population. If 
this is the case spatial sampling is equivalent to time 
sampling. In chapter 4, five possible hydrologically 
homogeneous clusters or 'regions' were identified on the 
basis of their physical basin characteristics. Records 
within each of these regions were then used to estimate a 
regionally specific growth curve. Two major assumptions 
were made in this procedure. (1) data from different 
drainage basins within the region could be standardised by 
division by the best estimate of their mean, i. e. the flood 
frequency relationship at each site differed only by a scale 
parameter, and (2) the data were independent at each site. 
These assumptions are now considered in more detail. 
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The effects of different methods of standardisation on 
regional growth curves has been examined at the Institute of 
Hydrology by Jones (pers. com. ). This study compared the 
results of standardising by a variety of estimators of the 
population mean when the samples differed by the true mean. 
Sets of simulated data were derived from a truncated EVI 
distribution all with mean of 1.0 but with CV varying from 
0.628 to 0.317 and record lengths of 5 and 11 years. The 
distribution was truncated at zero to ensure that no 
negative values were sampled. Figure 5.4.1. shows the 
estimated growth curves (when the record length is 11 years) 
using a variety of standardisation methodologies. Division 
by the sample mean introduced a consistent downward bias 
into the derived growth curve whereas division by the sample 
median rendered an upward bias. These two curves were 
derived analytically. The effect of division by the 
'Psometimes mean, sometimes weighted median' is more 
complicated. This method is recommended for use in the 
Flood Studies Report and described in section 2.2. Curves 
I produced by this method of standardisation exhibited a 
pronounced dog-leg, biased downward for the low return 
periods, biased upward for the higher return periods. The 
position of the inflexion point migrates to higher return 
periods as the CV is decreased. Division by the sample 
geometric mean shows the least bias compared to division by 
the true mean, but the direction of bias changes with CV, 
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upward with high CV, downward with low CV. This method of 
standardisation also involved a conversion factor which was 
obtained from the theoretical properties of the 
distribution. These later two methods of standardisation 
are represented by two curves which illustrate two separate 
simulation runs. Results from using a gamma distribution in 
place of the EVI were very similar, displaying tile same 
direction of bias. These results suggest that regions with 
high CV may have growth curves which are biased upward, 
whereas the low CV regions may have growth curve which are 
too flat. However, perhaps of greater importance is the 
overall variability in the curves produced by using a sample 
mean rather than the population mean. Notwithstanding this 
problem, it is unreasonable to assume that division by the 
population mean, if known, is an entirely satisfactory 
method of standardising real flood data series. The 
justification for using this statistic appears to be that 
can be estimated to an acceptable degree of accuracy from 
basin characteristics, which is necessary to be able to 
obtain flood quantiles from a standardised regional curve at 
an ungauged site. No theroretical justification has been 
published. The regionalisation methodology developed for 
the TCEV distribution (Rossi et al, 1984) uses the more 
traditional statistical standardisation procedure, 
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qi -Q 
6' 
where (r is the standard deviation of Q. However, the 
problem then arises of how to estimate d' at an ungauged 
site. Furthermore, since flood data are not symmetrically 
distributed, subtraction of the mean is not an intuitively 
obvious improvement. Given the limited lengths of stream 
flow records, assuming that they are similarly distributed 
except for scale may well be be an adequate approximation. 
The second major assumption made in the derivation of 
regional curves is that all annual maxima from each station 
are independent observations. Because of natural storages, 
such as ground water, continuous streamflow at each 
individual site may become serially correlated ise. each 
unit of data does not contain totally new information, but 
some previously obtained information will be repeated. 
However, with the rare exception of two annual maxima 
resulting from the same event, occuring at midnight on 31st 
December, an annual maximum series is unlikely to be 
serially correlated in this way. More probably, climatic 
patterns which result in, for example, a low annual maximum, 
may persist for more than one year. The statistical 
evidence for serial correlation was discussed in Section 
2.7. Lack of independence of the data may also take the 
form of cross-correlation between stations when several 
streams within a region experience the same meteorological 
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conditions. The 'dry years' of 1972 and 1973 in Scotland 
may have resulted in both types of correlation since similar 
information was recorded over a wide area in successive 
years. A region containing m stations may only have the 
equivalent of me independent stations. The question of 
correlation amongst British stream flow records has been 
raised by Reynolds (1980) but little work has been published 
regarding the effects on derived flood statistics. 
Kite (1977) gives an equation for calculating the 
regional information content about the mean annual flood 
given a number of cross correlated annual series whilst 
Stedinger (1983) has extended this to include estimates of 
the variance and skewness. When estimating the regional 
variance, d', of flood data (assuming that they are 
lognormally distributed) the latter author found that 
2 cf 
var 
re2] 
=-[I+(M-1)f2] 
(n-l)m 
where If2 is the average squared correlation between the 
annual series, in is the number of stations each containing n 
years of record. The effective number of stations, me is 
that number which would yield the same sampling variance 
given independent records (i. e. with 72 - 0) as in with an 
average interstation squared correlation -r2 As in e 
becomes large, the right-hand side of (5.4.2) converges to a 
limiting value such that 
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2 -f2 d, 
var[4f'] - (5.4.3) 
n 
Hence an infinite number of correlated records has as much 
information about a2 as 1/72 independent records. Figure 
5.4.2 illustrates the behaviour of me as a function of m 
where all sites have common variance and their records have 
a cross-correlation, r2, of 0.3. 
The effect of cross-correlation on estimates of flood 
quantiles is less well documented. Conover and Benson 
(1963) examined the properties of the largest observation in 
each of m samples containing k events. If these m events 
are ranked from highest to lowest to form a new series, y, p 
i=l, m then the probability that another event y exceeds the 
ith event yi is 
i-i a 
P(Y: ýYi) 
57. 
ml/[(m-a)tk TT m+l/k-J) (5.4.4) 
a=O J-0 
Although this exceedence probability cannot be determined 
analytically when the records are not independent, by 
assuming that it is not related to the distribution of the 
individual station records, Carrigan (1971) has derived the 
exceedence probability by simulating data from a normal 
distribution. The generating model is 
BE (5.4.5) 
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where X is an mxk matrix of generated events and E is an 
mxk matrix of normally distributed random numberswith mean 
of zero and unit variance. B is an mxm principal 
component matrix derived from the interstation correlation 
matrix, R, by 
(5.4.6) 
where E is an mxm matrix of eigenvectors derived from R 
and A is an mxm matrix of which the diagonal elements are 
the square roots of the eigenvalues of R and the off- 
diagonal elements are zero. The exceedence probabilities 
are computed by an approximation of the normal distribution 
from the m. maxima of X. 
- Hosking and Wallis (pers. comm) investigated the 
influence of correlation on flood frequency relationships by 
simulation experiments. Data were generated from a EVI 
distribution with known parameters and then cross- 
correlation was introduced into the samples. After 
standardisation of the data by division by their sample 
means, average quantiles were estimated from fitting EV1 and 
GEV distributions to each sample by the method of 
probability weighted moments (Hosking et al, 1985). Results 
were similar for both distributions* They showed that these 
average standardised quantile estimates were unbiased, but 
that their variance increased with the introduction of 
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correlation. However when the individual samples were un- 
standardised, by multiplication by their sample mean, inuch 
of the variaýion was removed. This suggests that the 
influence of correlation on estimates of the at-site mean 
and quantiles may have opposite and cancelling effects. 
At present there appears to be no published procedure 
for adjusting the parameter estimates of commonly used flood 
distributions to allow for correlation in observed flood 
data. However, for data which are assumed to be normally 
distributed a regional estimate of the scale parameter, (f , 
of the distribution can be made even when the data are 
cross-correlated (Hosking, pers. comm). 
A random vector x, of order n, is said to have an 
m-dimensional multivariate normal distribution with mean 
vector ýA and covariance matrix if its probability 
density function is given by 
f(x) = 121f2l-iexp r_j(x_4)T 2-1 (x_4), (5.4.7) 
In this case 
Z-1 ( (X-4) 
- 
3722) ~/X. (5.4.8) 
(e. g. Kendall and Stuart, 1975, Section 15.10). If all 
elements of x have equal variance 'd2 ) then 
22b 
C52 (5.4.9) 
where P is the population correlation matrix of x, and 
T -1 (X-)4) P (X-H) -6 (5.4.10) 
If n independent observations x 1"**"xn Of x have been made 
it follows that 
n 
T -1 2 (2ij -±) P (2EJ 74-) mr, 
J=1 
If the population mean vector 
estimator R, (5.4.11) becomes 
(5.4.11) 
is replaced by its 
n 
2 (5.4.12) 
67 
Qij-D' P 
m(n-1) 
j=1 
the m degrees of freedom lost corresponding to the m 
elements of 3E. Since a 
-X 2 distribution has mean k it k 
follows that 
n 
[m(n-1) (2, j. _3)T P-1 (2ij 
(5.4.13) 
J=1 
is an unbiased estimator of 62. Usually, in practice, the 
population correlation matrix P is unknown and is replaced 
by the sample correlation matrix K; the corresponding 
estimator Of(12 is then consistent (asymptotically unbiased) 
rather than being unbiased for all sample sizes. 
To apply the above technique to a set of annual flood 
series two further stages are necessary. Firstly the data 
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must be transformed so that they are approximately normally 
distributed, and secondly the estimator (5.4.13) must be 
modified to allow for flood records at different sites being 
of different lengths. 
A logarithmic transformation of annual flood data is 
often adequate to achieve approximate normality. The annual 
maximum floods q ij 
( j=l, ... ni) at each station 
are standardised by division by the geometric mean, 
z ij = ln(qjj/ýj) 
(5.4.14) 
where ýi is the geometric mean of the annual series for the 
ith station 
n 
ITT q ij I 
I/n 
J=l 
(5.4.15) 
Standardisation by the geometric mean ensures that the mean 
of the logarithms of the standardised annual maximum floods 
will be zero. For each year of record (j=l ...... ny) for 
which an estimate of the variance, Cr2' is made (x i -x) 
in 
(5.4.13) can be replaced by the vector of standardised 
logarithmically transformed floods z J, The regional 
estimator is then an average of these values: 
ny 
T (5.4.16) 
=zj R .1j 
J-1 
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where R is the correlation matrix of the log-transformed 
data for stations operating in the jth year, 
_Ej 
is the 
vector containing the logarithms of the standardised annual 
maxima for those stations, ny is the number of years for 
which there was at least one station operating and SI is the 
number of degrees of freedom 
sl = [Z mil-m 
J-1 
(5.4.17) 
where mi is the number of stations operating in the jth 
year. This estimator may be compared with the more usual 
regional estimator 
1mn 
ow 2X ;Ef2 Z ij 
i-i J-1 
which is equivalent to (5.4.16) if the correlation between 
each pair of stations is assumed to be zero. 
Although the previous analyses have assumed that the 
standardised annual maximum flood series can be adequately 
described by the GEV distribution, Chow (1954) has suggested 
on theoretical grounds that the lognormal distribution may 
also suffice. The assumption of lognormality of each of the 
168 Scottish flood series was tested by calculating their 
normal scores. Normal scores are the expected values of the 
ith member of a sample of size n from a normal distribution. 
The test can be examined by plotting the data on normal 
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probability paper using the Blom plotting position (Blom, 
1924). The closer the points lie to a straight line the 
more reasonable it is to accept that they have been sampled 
from a normal distribution. The correlation coefficient of 
the. co-ordinates provides a goodness of fit statistic whose 
significance can be evaluated using the tables derived by 
Looney and Gulledge (1985). This is an adaption of the test 
proposed by Shapiro and Wilk (1965). 
The results of the analysis are shewn in Table 5.4.1. 
Inspection of the individual station plots revealed that 
many displayed non-normal behaviour owing to the presence of 
a single outlier (Figure 5.4.3) rather than due to a general 
lack of fit. Furthermore many of the high outliers are 
correlated since they arose due to the same rainfall event. 
The effect of correlation between sites is to increase the 
variability of the test statistic and to reduce the 
significance of deviations from the null hypothesis. Thus 
the apparent non-normality of the Scottish flood records is 
not as severe as appears at first sight. Consequently we 
consider it justifiable to assume normality of the 
transformed flood series in the remainder of the analysis. 
To investigate the degree to which the annual flood 
series from Scottish gauging stations are cross correlated, 
a correlation matrix R was constructed for each of the 5 
Scottish regions. The (i, j)th element r of R is the 
ij 
Pearson product-moment correlation coefficient between 
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stations i and J, using all years of record for which both 
stations recorded an annual maximum, and provides an 
estimate of the population correlation, pij , between those 
two sites. Table 5.4.2 shows R for region 1. It is 
noteworthy that some pairs of stations appear to be 
negatively correlated; for example r 31,32 ' -9.39. This is 
not intuitively reasonable since the population correlation 
would not be expected to be less than zero. However it is 
likely that all the correlation estimates are also poor due 
to the short records available. Nevertheless, it is 
reasonable to assume that the average sample correlation, 
7=tn(n-1)1-'E r, is a good estimator of the corresponding 
i0j ij 
population quantity 15 
because positive and negative errors 
in the individual estimates will tend to cancel out when 'F 
is calculated. The hypothesis that R is not significantly 
different from the identity matrix can be tested by 
calculating the quantity 
ý= -n' log IRI 
(5.4.19) 
where IRI is the determinant of R and 
n', n- (2m + ll)/6 (5.4.20) 
where n is the number of years of record common to all 
stations and m is the number of stations. If R is the 
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nr L(nd 
No. of Expected no. 
No. of basins of basins Significance 
Cluster basins rejected rejected level of nr 
1 11 2 0.55 0.1 
2 118 18 5.9 0.0001 
3 6 1 0.3 0.26 
4 16 2 0.8 0.19 
5 17 3 0.85 0.05 
Total 168 26 8.4 0.0000 
Table 5.4.1 Testing whether the annual maxima at each station can 
be described by a lognormal distribution 
1.00 0.67 0.67 0.19 -0.02 0.46 0.08 0.07 0.13 0.16 -0.18 
1.00 0.90 0.13 -0.24 0.87 0.76 0.20 0.28 -0.14 0.20 
1.00 0.12 -0.27 0.79 0.67 0.23 0.17 -0.25 0.23 
1.00 0.85 -0.05 -0.02 0.08 0.01 0.34 -0.39 
1.00 -0.39 -0.39 -0.21 -0.26 0.23 -0.53 
1.00 0.98 0.39 0.41 -0.39 0.15 
1.00 0.55 0.60 -0.26 0.27 
1.00 0.39 -0.14 0.42 
1.00 0.27 0.31 
1.00 -0.05 
1.00 
Table 5.4.2 Correlation matrix for cluster I 
Region Period d. F. P 
1 1970-82 55.0 28 0.002 
2 1950-82 71.8 15 <O. OUI 
3 1970-82 2.4 3 0.5u 
4 1970-82 9.5 6 0.15 
5 1970-82 13.7 10 0.19 
Table 5.4.3 Testing whether the correlation matrix for each cluster 
is significantly different from the identity matrix 
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0 
identity matrix then ý has an asymptotic 
-A2 distribution 
with m(ur-l)/2 degrees of freedom (Mardia et al, 1979). For 
this test each element of R must be estimated from the same 
length of record. If m)n the test cannot be used because 
the matrix R is not positive definite. Therefore a standard 
period was choosen for each region such that m, < n. 
Results for the five regions are shewn in Table 5.4.3. 
Regions 1 and 2 reject the null hypothesis at the 5% level. 
On the basis of this test only clusters 3,4 and 5 can be 
considered to have no more correlation than would be expected 
by chance, although the paucity of data may reduce the 
accuracy of these tests. 
The regional variance estimates, 01' 2 and a2, and the 
corresponding flood quantiles i. e. the magnitude of a flood 
of a given probability of execeedence, were calculated for 
the five Scottish regions. The results are given in Table 
5.4.4 along with the growth factors derived for each region 
by fitting the GEV distribution to the data by the method of 
maximum likelihood. The results are also displayed 
graphically in Figure 5.4.4, together with the Flood Study 
Report recommended curves for Scotland. Note that the GEV 
and conventional lognormal models give similar results, 
whilst the alternative model predicts a lower return period 
for an event of a given magnitude. Overall the results 
suggest that if an estimator is used which assumes that 
correlation exists between the stations, the regional growth 
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Region Estimation Return period T 
number method n M 5 10 50 100 1000 
I LOGN 218 11 0.586 1.64 2.12 3.33 3.91 6.11 
1 IDGN 218 11 0.376 1.37 1.62. 2.16 2.40 3.19 
1 GEV 218 11 N/A 1.25 1.47 1.98 2.21 3.02 
2 LOGN 800 24, 0.456 1.47 1.80 2.55 2.89 4.09+ 
2 LOGN 667 19 0.407 1.41 1.69 2.31 2.57 3.52* 
2 LOGN 611 17 0.357 1.35 1.58 2.08 2.29 3.011 
c 
2 LOGN 2213 118 0.372 1.37 1.61 2.15 2.37 3.16 
2 GEV 2213 118 N/A 1.24 1.45 1.97 2.20 3.05 
3 LOGN 178 6 0.355 1.35 1.58 2.07 2.28 3.00 
c 
3 LOGN 178 6 0.355 1.35 1.58 2.07 2.28 2.99 
3 GEV 178 6 N/A 1.25 1.42 1.76 1.88 2.24 
4 LOGN 230 16 0.672 1.76 2.37 3.98 4.77 7.97 
4 LOGN 230 16 0.215 1.20 1.32 1.56 1.65 1.94 
4 GEV 230 16 N/A 1.17 1.28 1.49 1.57 1.78 
5 LOGN 234 17 0.474 1.49 1.84 2.65 3.01 4.33 
5 LOGN 234 17 0.290 1.28 1.45 1.81 1.96 2.45 
5 GEV 234 17 N/A 1.20 1.37 1.74 1.90 2.45 
LOGN lognormal distribution 
LOGN lognormal corrected for correlation 
c 
GEV general ex treme value di stribution 
+ using only stations with at least 26 years of record 
using only stations with at least 28 years of record 
using only stations with at least 30 years of record 
Table 5.4.4 Dimensionless flood quantiles for the five clusters using 
two contrasting lognormal models and the GEV model. 
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Figure 5.4.4 Growth curves for the 5 clusters assuming either lognormal 
or GEV distributions. compared with the Flood Studies Report 
curves 
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Figure 5.4.4 (contd) 
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curves for Scotland are steeper than if the more usual 
estimator is used which assumes the data to be independent. 
In the particLýlar case of the Scottish data'usual methods of 
estimation appear to produce flatter curves than the 
procedure which allows for the presence of correlation, 
although this might not be the case for other regions of 
Britain. 
Several assumptions are made in the application of this 
model which may not be realistic for recorded flood data. 
The distribution of correlations between annual floods 
during different years may not be well described by a single 
average value. Indeed large flood events and droughts may 
show stronger correlation than more average sized events. 
Futhermore the regions may not be applicable for the 
lognormal distribution since their homogeneity was only 
tested for the GEV distribution. Nevertheless the regions 
were derived independently of the discharge data and it is 
reasonable to assume that they are portable. Furthermore it 
is the purpose of this paper to explore the method of 
examining the influence of correlation rather than deriving 
definitive regional curves. 
5.5 RISK ANALYSIS AND DECISION THEORY 
When evaluating the performance of various alternative 
procedures of flood frequency estimation it is important to 
consider how the recommendations are accomodated into flood 
plain management and hydrological design. The design of a 
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structure, such as flood protection worksl is related, not 
only to the magnitude and frequency of possible future 
floods, but also to the economic costs of construction and 
maintenance and of the lives and property of people living 
in the area under threat of inundation. Because the models 
of flood frequency behaviour, and the data on which they are 
based, are not perfect, decision making must allow for 
uncertainties in design. This involves an estimate of the 
risk of failure of the design. Klausner (1972) defines risk 
as ...... the consequential effect of possible uncertain 
outcomes'. Hinimising the risk involves assessing the costs 
and benefits of various strategies of flood management. The 
benefits of a particular scheme are the savings resulting 
from, for example, the building of a flood alleviation 
works. These benefits can be indexed by the difference in 
average annual damages and losses before and after the 
scheme. This involves the use of stage/damage relationships 
which have been derived for a variety of riparian conditions 
and circumstances in Britain by Penning-Rowsell and 
Chatterton (1977). The costs of the scheme include not only 
the initial construction and maintenance costs but may also 
include compensation for lost opportunities resulting from 
building the scheme, such as recreation or agriculture. 
Most forms of analyses involve the notion of pay-off, i. e. 
the net change in wealth as a results of the implementation 
of the scheme, given a particular state of the world, for 
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example that annual maximum floods follow a GEV 
distribution. The loss associated with the particular 
scheme is the difference between the payoff from that scheme 
and the maximum payoff possible under the same state of the 
world. Payoff and loss consider only the monetary value, 
utility on the the other hand is a measure of the perceived 
value of gains or losses and varies with factors such as 
wealth and risk aversion. The selection of a flood 
management strategy may be based on a comparison of the 
utilities or pay-offs of a range of options under different 
states of the world. In this way the uncertainties we have 
about the world can be considered in terms of the economic 
risk. The eventual design may be chosen by assessing the 
payoffs of different schemes including taking no action. 
The optimum economic design will be that with the maximum 
payoff. 
A type 
assessment 
payoff mat 
stategies, 
strategy a 
strategy b 
of Bayesian analysis 
(Winkler and hays, 
rix can be constructed 
given two alternative 
state of the world x 
10,000 
2,000 
is often used in risk 
1975). As an example, a 
to compare two possible 
states of the world. 
state of the world y 
-3,000 
1,000 
Stategy a may involve the installation of flood warning 
system whilst b may be the building of a flood alleviation 
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scheme. State of the world x may be that annual maximum 
floods are distributed lognormally whilst y may mean that 
they are distributed as Pearson type III. In addition the 
probability of each state of the world must be specified : 
assume in this example probabilities of 0.3 and 0.7 for x 
and y respectively. The expected payoffs, EP, of the 
respective schemes is given by 
EP(a) = 10 000 . 0.3 + -3 000 . 0.7 - 900 
EP(b) =2 000 . 0.3 +1 000 . 0.7 = 130 
In this example strategy a maximises the expected ýpay-off, 
and so would be selected. The same analysis could use 
utility in place of payoff. 
In the continuous case, with many possible states of the 
world, 
E(a) = u(a, g) f(9) dG 
u(a, G) is the utility or payoff of scheme a, given 
parameters 0 and f(e) is the probability density function 
of parameters 9 (where each parameter set represents a 
different state of the world). E(a ) is termed the Bayesian 
r isk. 
This form of analysis has been used in the USA for flood 
management strategy selection. Davis et al (1972) applied 
the procedure for the optimum design of a flood levee near 
Tuscon, Arizona. Their risk function took the form 
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u(a, G) = Eo (damages (a)) +annual costs(a)-misc benef its(a) (5.5.2) 
EO(damage(a)) is the average annual damage following 
implementation of scheme a with state of the world 
parameters 9, annual costs (a) include construction and 
maintenance of scheme a, and miscellaneous benefits (a) 
includes increased recreational opportunities. They assumed 
that floods were lognormally distributed with unknown 
parameters, 9, and used the normal gamma distribution to 
define the pdf of these unknown parameters f(O ). A 
slightly different Bayesian approach was put forward by Wood 
and Rodriguez-Iturbe (1975). They computed the average 
annual damages for scheme a using the Bayesian distribution 
of flood magnitudes f(q): which incorporates the effects of 
uncertainty in model parameters, 
EO(damages(a)) = u(a/q) f(q) dq (5.5.3) 
In this case u(a/q) is a function relating flood damage to 
discharge. The strategy selected was that which maximised, 
the net benefits. 
The concept of economic risk analysis can also be 
employed, in a slightly different way, to decide upon the 
use of a variety of flood frequency estimation procedures 
when a scheme has been proposed. Model accuracy is normally 
expressed in terms of the standard error or confidence of 
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the estimated parameters or derived results, but for 
practical purposes this must be translated into a measure of 
the economic costs involved in allowing for the deficiencies 
in the model. In other words, the economic consequences of 
uncertainties in the model must be evaluated. Two models 
which require different input parameters may be compared 
using their uncertainty costs. Suppose the mean annual 
flood at an un-gauged site is required for the design of a 
hydraulic structure. An estimate of Q can be derived from 
basin characteristics using Equation (3.4.7). To be 83% 
sure that the design will be adequate the estimate is 
increased by one standard error, Q (assuming that the 
errors are normally distributed). The economic costs of 
this uncertainty can be characterised as UC the 
construction cost incurred in increasing the size of the 
structure to allow for the likely error in V. An 
alternative procedure may be to install a gauging station to 
collect several years of data from which a more precise 
estimate of T can be achieved. The uncertainty costs 
associated with this estimate, UC2 , will be less than those 
associated with the initial estimate, UC1 * Howevero in a 
strict economic sense, it is only worth installing a gauging 
station and collecting data if the costs of collecting the 
information, Plus any costs incurred whilst waiting for the 
structure to be built, DC, . are less than the difference in 
the uncertainty costs: 
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DC 2< uc 1 -uc 2 
If DC 2 is greater, then the orignal model is more cost 
effective. The evaluation of the worth of additional data 
has been investigated by Davis and Dvoranchik (1971) for the 
least cost design of a bridge to span the Rillito River in 
Arizona. 
This type of least cost argument has been put forward 
for the design of efficient hydrological networks by asking 
such questions as 'are the economic benefits of operating a 
gauging station at this point greater than calibrating a 
model for this site using data from a near-by station V. 
Clearly, the use to which collected data may be put to in 
the future is invariably not known. There is therefore a 
need to archive information for unforseeable future 
requirement. Nevertheless, this line of arguement 
demonstrates that despite the poor performance of some 
predictive models they command an important position in 
engineering design due to ease and low costs of application. 
5.6 MNARY 
At each stage in analysis presented in the previous 
chapters a model is chosen whose assumptions are regarded to 
be reasonable approximations of the available hydrological 
information. When the data fails to meet these assumptions 
the model may produce poor results. Much current research 
is aimed at identifying the likely consequence of making 
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incorrect assumptions. The majority of models assume that 
the raw data, in this case peak instantaneous river 
discharges, are measured without error. However, 
measurement error may lead to, for example, increased 
variability of sample estimates of skewness. Poor sample 
estimates of the mean annual flood result in biased 
estimates of standardised flood quantiles. Correlation 
between station annual maxima may also lead to unreliable 
quantile estimates if a model is used which assumes that the 
data are independent samples. Although the recommended 
model may be poorly specified due to calibration from 
inadequate data about which numerous un-tested assumptions 
have been made, the economic cost of allowing for these 
inadequacies are often less than the cost of collecting 
further information. Furthermore a scheme may be designed 
using a composite estimate based on a variety of possible 
models allowing for the likely errors in each. Employing 
this strategy decisions regarding flood plain management and 
water resources may not be seriously inconvenienced by the 
inadequacies of hydrological models. 
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CHAPTER 6 
Summary and conclusions 
This chapter provides a summary of the aims and achievements 
of the study and reviews the findings and recommendation 
resulting from the analyses presented in the previous 
chapters. Also included are suggestions of possible 
directions for future research. 
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6.1 INTRODUCTION 
The estimated magnitude of a design flood of a specified 
recurrence interval is frequently required at sites where 
few or no direct measurements of river flows are available. 
An independent method of estimation, recommended in the 
Flood Studies Report, involves deriving an estimate of the 
mean annual flood from a specification of the physical 
nature of the basin and then scaling this to the required 
return period using a growth factor appropriate for the 
region concerned. This procedure is divided into two 
separate stages since only the mean annual flood displayed 
significant correlation with the basin characteristics used 
in the Flood Studies Report analyses. It was therefore 
necessary to examine the relationship between the mean and 
floods of less frequent occurrence. This relationship was 
derived separately for geographical regions of Britain 
within which the flood frequency behaviour was deemed to be 
similar. 
This study was aimed at re-examining these relationships 
within Scotland. Firstly to derive more accurate equations 
for estimating a standard flood statistic, and secondly 
redefining the regions to amalgamate more hydrologically 
homogeneous sets of, basins from which to derive regional 
dimensionless flood frequency distributions. 
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6.2 FLOW DATA OOLLECTION 
The data abstracted for the study were the partial 
duration series and the annual series. The partial duration 
series consists of all instantaneous flood peaks above a 
specified threshold refered to as the POT series. The 
annual series consists of only the highest instantaneous 
peak from each year of record. 
All past and present gauging stations were graded A-E or 
Z according to the accuracy with which high flows were 
measured. Stations with grades A and B, numbering 1670 and 
one of grade C, were adopted for this study. The annual 
series was abstracted for each of the 168 stations which met 
the required quality standards up to the end of 1982. This 
provided 3071 station years of record. The POT series was 
collected for the same stations, apart from five with aI 
particularly slow response. The threshold was set such that 
it would be exceeded on average by five floods per year. 
Data for 97 stations within the study area were available up 
to 1970 from the Flood Studies Report. These data were used 
and augmented as necessary. 
For each station the rating relationship was estimated 
using all gaugings, where applicable, up to June 1983. For 
those stations which had been disbanded prior to 1970 the 
Flood Studies Report equations were utilised. For stations 
with a theoretical rating relationship, this was adopted for 
use. 
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This archive provides the largest single source of flood 
peak data available for Scotland and can provide the basis, 
for future studies. 
6.3 INDEXING OF BASIN CHARACTERISTICS 
The physical characteristics of a drainage basin which 
control its flood frequency behaviour can be quantified by 
measuring a series of indices from published maps. Indices 
of the following basin characteristics were available for 
the 97 stations used in the Flood Studies Report: basin 
area (AREA), properties of basin rainfall (SAAR, M52D, 
RSMD), mean soil moisture deficit (SIMBAR), channel slope 
(S1085), soil type (SOIL), and lake storage (LAKE). These 
characteristics were measured for the remaining 71 stations 
using the same criteria specified in the Flood Studies 
Report. In addition, an alternative measure of lake 
storage, the percentage of the basin area covered by lochs 
(LOCH) was calculated for all 168 basins together with 
average overland basin slope (AVES) for 41 basins in 
northern Scotland. These data were used to investigate the 
relationships between flood frequency characteristics and 
the physical nature of the basins. They may however be 
applicable to other studies investigating the influence of 
physical characteristics on hydrological processes. 
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6.4 DERIVATION OF FLOOD STATISTICS 
To index the flood frequency characteristics of gauged 
sites flood statistics were derivedfor each station's data 
using the annual series. The mean, coefficent of variation 
and coefficient of skewness can be readily estimated from 
the sample data and were calculated for each site. 
The sample data were also used to estimate the 
parameters of the GEV distribution at each site. The fitted 
distribution was then used to estimate the magnitude of 
floods of 5,10,20,50 and 100 year return periods. The 
parameters of the GEV distribution were estimated by the 
method of maximum likelihood and by the method of 
probability weighted moments. The resulting estimates are 
not necessarily the optimum at any site, which may be 
achieved by, for example, inclusion of historical data, 
since the sampling variability of the individual site 
estimates was required for the regional analysis. 
There is no general agreement amongst hydrologists as to 
which statistical distribution is most appropriate to 
describe annual maximum floods. The choice of the GEV 
distribution was based partly on its theoretical basis and 
partly since no other distribution has been proven to be 
superior. Future research may demonstrate that an 
alternative distribution is more appropriate. 
6.5 REGRESSION MODELS 
Five indices AREA, SAAR, STMFRQ, SOIL and LOCH were 
shown to have significant influence on the estimates of the 
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mean annual flood, explaining 91% of its variance (Equation 
3.5.1). This model shows a small improvement over that in 
the Flood Studies Report, especially on small basins and for 
those which contain large lochs. However it is difficult to 
envisage how the model could be substantially improved in 
its present form, suggesting that an alternative approach 
may be required. 
Models to estimate the variability of annual floods and 
floods of higher return periods were less accurate. The 
best model uses AREA and SAAR and explains 49-51% of the 
variation in floods of 5,10,20,50 and 100 year return 
periods. These two indices can also be used to estimate the 
GEV parameters, o< and g. with 53% and 61% of their 
variation being explained respectively-To estimate floods of 
high return periods it is therefore recommended to scale an 
estimate of the mean annual flood using the appropriate 
regional growth factors. 
6.6 REGIONALISATION AND REGIONAL GROWTH CURVES 
The classification of drainage basins in terms of their 
hydrological behaviour was achieved by grouping basins with 
similar physical characteristics. The homogeneity of the 
clusters, with respect to their distributions of annual 
floods, was examined by testing whether the variation 
between individual site estimates of flood frequency is 
greater than would be expected by chance sampling from a 
single distribution for each cluster. Clusters ll 3,4 and 
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5 can be treated as hydrologically homogeneous groups of 
basins whereas this was not so for cluster 2. However the 
variabilty of sample estimates of skewness was not greater 
within cluster 2 than would be expected by chance sampling 
from commonly used distributions. 
This method of regionalisation shows an improvement over 
the use of geographical regions, since hydrological 
homogeneity is more likely to reflect proximity in physical 
characteristic space than geographical space. The 
application of this procedure to the whole of the U. K. may 
yield a more precise regional definition. 
Assuming that the five clusters formed hydrologically 
homogeneous regions a single dimensionless flood frequency 
curve was estimated for each cluster by fitting a GEV 
distribution to the pooled data by maximum likelihood and by 
probability weighted moments. The resulting curves are 
considerably shallower than those published in the Flood 
Studies Report. When lognormal distributions were fitted to 
the same data, utilising a method which allows for cross 
correlation between pairs of annual maximum series, steeper 
curves than those from the Flood Studies Report resulted. A 
similar algorithm is not available, for GEV distributed data. 
6.7 FUTURE DIRECTIONS 
Many of the problems encountered in flood frequency 
analysis are the result of insufficient data. Records of 
rainfall are, in the majority of cases, available for longer 
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periods and for more sites. Hence, an alternative procedure 
which could be used for ungauged basins or for those with 
few or inadequate flow data could involve estimating the 
flood frequency distribution from rainfall records via a 
rainfall-runoff model. The approach can be extended by 
characterising the rainfall at a particular site. These 
characteristics may then be used to simulate very long 
records for use in place of historical sequences. 
Various methodologies, using rainfall-runoff models are 
reported in the literature. The Flood Studies Report 
provides recommended combinations of rainfall variables and 
antecedent basin conditions which can be combined with the 
unit hydrograph to produce the flood hydrograph 'of a 
specified return period event. In contrast, Eagleson (1972) 
attempted to define the relationship between the probability 
distributions of rainfall and floods mathematically but was 
forced to use an idealised basin and many oversimplified 
assumptions P 
due to the complexity of' the resulting 
mathematics. 
A third strategy, used by Beven (1985a, 1985b), involves 
simulating a sequence of rainfall events from the 
distributions of rainfall variability, i. e. storm intensity 
and duration, and from this estimating a flow sequence from 
which the annual maximum flood series can be derived for 
conventional flood frequency analysis. This methodology 
used a physically based rainfall-runoff model developed by 
255 
Beven and Kirkby (1979) which relies on distributed soil 
moisture accounting within defined hillslope segments. The 
hillslope is envisaged as a system of stores or reservoirs 
modelling surface interception, depression storage, near 
surface soil storage and deep soil storage (Figure 6.6.1). 
Specific processes are modelled by interaction between the 
storage elements e. g. saturation excess overland flow occurs 
when rain falls on a full near- surface store. The major 
disadvantage of this model lies in identifying the sub- 
surface flow paths on which the division of the hillslopes 
is based. 
Physically based models attempt to take account of the 
actual spatial configuration of hydrological variables over 
a basin, whereas models based upon the probability 
distributed principle consider only the frequency of 
occurrence of variables. A more recent model, based on the 
probability distributed principle, has been developed by 
Moore (1985). Soil moisture storage at a point in the basin 
is represented by a single reservoir or store characterised 
by its capacity, c. The amount of water in the store is 
increased by rainfall, P, and decreased by evaporation, E. 
When rain falls on a full store, representing a saturated 
soil, direct runoff, q, occurs. The basin is made up of 
many stores of differing capacity, and c can be considered 
as a random variable with p. d. f. f(c) (Figure 6.7.2a). As 
an example consider a basin which has become saturated after 
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a prolonged wet period so that all the stores are full. 
After a time the stores are reduced by E to give the profile 
in Figure 6.7.2b If rainfall P now falls evenly over the 
basin the water level rises to profile AWW' in Figure 
6.7-2c. The shaded triangular area indicates the volume of 
direct runoff. The total volume is obtained by weighting 
the runoff from each store by the probability of its 
occurrence. On small upland basins where base flow does not 
form a significant part of the flood hydrograph it may be 
considered as a constant. On other basins leakage may be 
allowed from the stores which can supply the base flow 
component. 
The distribution of soil store capacities appears to be 
related to the distribution of slopes within the basin 
(Moore, pers. comm. ) but as yet the precise relationship has 
not been defined. It has been speculated that the 
distribution of slopes within many basins may be 
exponential, making definition very easy since only one 
parameter, the mean slope, would require evaluation. This 
topic is presently under research at the Institute of 
Hydrology. 
Once the effective rainfall or input runoff has been 
defined it must be routed to the basin outlet. 'The problem 
is more what to route than how to route' (Cordova and 
Rodriguez-Iturbe, 1983). A unit hydrograph could be used 
(Moore, pers. comm. ), with the parameters derived from the 
path lengths of hypothetical drops of water landing randomly 
on the basin. Morris (pers. comm. ) has suggested that his 
digital terrain model would estimate the path length for 
each droplet to the nearest channel and then the. length of 
the channel to the basin outlet. The channel network has 
also been used to define the Geomorphic unit hydrograph 
(Rodriguez-Iturbe and Valdes, 1979 and Rodriguez-Iturbe et 
. 
al, 1982). However it seems rather simplistic to assume 
that only the form of the channel network governs the 
dimensions of the unit hydrograph. Nevertheless drainage 
density is strongly related to soil type and average annual 
rainfall and so may be thought of partly as a surrogate for 
these values. 
A major advantage of using a rainfall-runoff model to 
derive a flood frequency relationship is that the influence 
of particular basin characteristics may be built into the 
model. For example the flood frequency distribution of a 
basin with a large lake storage element may be derived by 
routing the hydrograph from a lake-free basin through a 
simulated lake. Likewi; e the effects of flood plain storage 
storage may be assessed. This overcomes the problem of the 
representative number of basins of each type required for 
regression and regional analysis. Furthermore the influence 
of land use changes such as urbanisation and afforestation 
may be examined. 
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6.6 SUMMARY 
This thesis contains an analysis of the methodology used 
to define one of the procedures for estimating flood 
quantiles at an ungauged site recommended in the Natural 
Environment Research Council Flood Studies Report* The 
findings can be summarised as follows: 
(1) An improved regression model for estimating the mean 
annual flood from physical basin characteristics has been 
developed which is applicable to all basins within Scotland. 
(2) No satisfactory relationship was found between physical 
basin characteristics and the CV of annual floods, the flood 
quantiles of 5,10,20,50 and 100 year return periods, or 
the parameters of the GEV distribution. 
(3) Using cluster analysis, five groups of hydrologically 
similar basins where identified on the basis of their 
physical characteristics. These groups may be used as the 
basis for the regional analysis of a wide range of 
hydrological variables from floods to water resources 
evaluation. 
(4) A growth curve, for scaling the mean annual flood to 
estimate flood of less frequent occurrence, has been 
produced for each group by pooling all available data. 
These curves identify the type of hydrological behaviour 
expected in each region but are not recommended for wide 
spread application. 
(5) An alternative method of estimating the growth curves 
was applied, which specifically allows for the cross- 
correlation between the data for different stations* The 
difference in the estimated curves for each region 
demonstrates the likely influence of cross-correlation, but 
the resulting curves possess large standard errors. 
260 
REFERENCES 
Ackers, P., White, W. R., Perkins, J. A. and Harrison, A. J. M. (1978) 
Weirs and flumes for flow measurement, 
John Wiley, London. 
Acreman, M. C. (1983) The significance of the flood of September 81 on the 
Ardessie Burn, Wester Ross, Scot. Geog. Mag. 
100,2,150-161. 
Acreman, M. C. (1985a) The effects of afforestation on the flood 
hydrology of the upper Ettrick valley. 
Scottish Forestry, 39,2,89-99. 
Acreman, M. C. (1985b) Predicting mean annual flood from basin 
characteristics in Scotland. hydrol. Sci. J., 30,1, 
37-49. 
Adby, P. R. & Dempster, M. A. H. (1974) Introduction to optimization methods, 
Chapman and liall, London. 
Andrews, D. F., Bickel, P., Hampel, F., Huber, P., Rogers, W. & 
Tukey, J. W. (1972) Robust Estimation of Location: 
Survey and Advances. Princeton University Press, 
Princeton, New Jersey. 
Archer, D. R. (1980) A catchment approach to flood estimation. Proc. 
Instn. Wat. Engrs. Scient. 35,275-289. 
Arnell, N. W., Beran, M. A. & Hosking, J. R. M. (1985) An unbiassed 
plotting position for the Ceneralised Extreme 
value distribution, J. Hydrol. (in press). 
Baker, V. R. (1977) Stream channel response to floods with examples 
from Central Texas, Geol. Soc. Am. Bull. 88,1057-1071. 
261 
Baker, R. J. & Nelder, J. A. (1978) Generalised Linear Interactive 
Modelling. Rothamsted Experimental Station, 
Harpenden, Herts. 
Barrett, E. C. (1966) Regional variations of rainfall trends in northern 
England, 1900-1959, Trans. Inst. Brit. Geog. 38,41-58. 
Beable, M. E. & McKercher, A. I. (1982) Regional flood estimation in 
New Zealand, National Wat. & Soil Conserv. Orgn. 
Wat. & Soil Tech. Publ. no. 20. 
Bell, F. C. & Songthara Om Kar (1969) (liaracteristic response times in 
design flood estimation, J. Hydrol. b, 173-196. 
Benson, M. A. (1959) Cbannel slope factor in flood frequency analysis. 
J. Hydraul. Div. ASCE 85 (HY4), 
Benson, M. A. (1960) Characteristics of frequancy curves based on a 
theoretical 1,000 year record, U. S. G. S., Wat. 
Supp. Pap. 1543-A. 
Benson, M. A. (1962) Factors influencing the occurrence of floods in 
a humid region of diverse terrain. U. S. C. S. 
Wat. Suppl. Pap. 1580-B. 
Benson, M. A. (1968) Uniform flood frequency estimating methods for 
Federal Agencies,. Wat. Resour. Res. 4,891-908. 
Beven, K. J. (1985a) Towards use of catchment geomorphology in flood 
frequency predictions, Earth Surf. Process 
Landf. (in press). 
Beven, K. J. (1985b) Runoff production and flood frequency in catchments 
of order n: an alternative approach, Js Hydrol. 
(in press). 
Beven, K. J. & Kirkby, M. J. (1979) A physically-based variable 
contributing model of basin hydrology, Hydrol. 
Sci. Bull., 24,1,43-69. 
Beven, K. J. & O'Connel, P. E. (1982) On the role of physically-based 
distributed modelling in hydrology, Institute of 
Hydrology Report No. 81. 
Binns, W. O. (1979) The hydrological impact of afforstation in Great 
Britain. In: Hollis, G. E. (Ed. ) Man's impact on 
the Hydrological Cycle in the United Kingdom. 
Geo Abstracts Ltd, Norwich. 
Biswas, A. K. & Fleming, G. (1966) Floods in Scotland : Magnitude 
and frequency. Wat. & Wat. Engnr., 70, 
246-252. 
Blom, G. (1958) Statistical estimates and transformed Beta variables, 
Wiley, New York, 68-75 & 143-146. 
Boulton, A. G. (1965) Morphometric analysis of river basin characteristics 
Tech. Note 2, Wat. Resour. Board, Reading. 
Boulton, A. G. (1967) Surface water survey and modernisation, 
Proc. I. C. E. (Hydrol. Grp). 
Box, G. E. P. (1949) A general distribution theory for a class of 
likelihood criteria. Biometrika, 36,317-346* 
Box, G. E. P. & Cox, D. R. (1964) An analysis of transformations. 
A Roy. Statist. Son. Ser. 8, no. 2,211-252. 
Carrigan, P. H., Jr., (1971) A flood-frequency relation based on 
regional record maximat U*S. G. S* Prof. Pap. 434-F. 
Chapman, E. J. K. & Buchanan, R. W. (1966) Frequency of floods of 'normal 
maximum' intensity in upland areas of Britain. 
in: River Flood Hydrology, Inst. Civ, Engrs, 
London, 65-86. 
263 
Charlton, J. A. (1961) Model calibration of a rough gauging weir on 
the Kaduna River, Nigeria. Brit. Ilydro-mech. 
Res. Assc., Research Report 703. 
Chen, J. Q., Ye, Y-Y. & Tan, W-Y. (1975) The important role of historical 
flood data in the estimation of spillway design 
floods, Scienta Sinica, XXVIII, 5,669-680. 
Chow, V. T. (1951) A general formula for hydrologic frequency analysis, 
Trans. Am. Geophy. Union 32,2,231-237. 
Chow, V. T. (1954) The log-probability law and its engineering application, 
Proc. Am. Soc. Civ. Engrs. , 80,536,1-25. 
Chow, V. T. (1959) Open channel hydraulics, 
McGraw-Hill, New York. 
Chow, V. T. (1964) Handbook of applied hydrology, 
McGraw-Hill, New York. 
Cole, G. (1966) An application of the regional analysis of flood 
flows, in: River Flood hydrology, Instit. Civ. 
Engrs, London, 39-57. 
Conover, W. J. & Benson, M. A. (1963) Long term flood frequency based 
on extremes of short term records, U. S. G. S. 
Prof. Pap. 450-E. 
Cook, R. D. (1977) Detection of influencial observations in linear 
regression, Technometrics, 19,15-18. 
Coope, G. R., Morgan, A. & Osborne, P. J. (1971) Fossil Coleoptera as 
indicators of climatic fluctuations during the 
Last Glaciation in Britain, Palaeogeog., PalaeoclimaL. 
Palaeoecology, 10,87-101. 
264 
Corbett, D. M. et al (1957) Stream gauging procedure. U. S. G. S. Wat. 
Supp. Pap. 888. 
Cordova, J. R. & Rodriguez-Iturbe (1983) Geomorphoclimatic estimation 
of extreme flow probabilities, J. Hydrol., 65, 
159-173. 
Cunnane, C. (1978) Unbiased plotting positions -A review. 
J. Hydrol., 37,205-222. 
Dalrymple, T. (1960) Flood frequency analysis. 
U. S. G. S. Wat. Supp. Pap. 1543-A. 
Davis, D. R. & Dvoranchik, W. M. (1971) Evaluation of the worth of 
additional data. Wat. Resour. bull., 7,4,700-707. 
Davis, D. R., Kisiel, C. C., & Duckstein, L. (1972) baysian decision 
theory applied to design in hydrology. 
Wat. Resour. Res. 5,1,33-41. 
Dickinson, W. T. (1967) Accuracy of discharge determination. 
Hydrol. Paper 20. Colorado State Univ. 
Fort Collins. 
Dobbie, C. R. & Wolfe, P. O. (1953) The Lynmouth flood of August 1952, 
Proc. Inst. Civ. Engrs, Pt. 111,2. 
Draper, N. R. & Smith, li. (1966) Applied Regression Analysis. 
John Wiley, New York. 
Eagleson, P. S. (1972) Dynamics of flood frequency, 
Wat. Resour. Res., 5,878-898. 
Efron, B. & Morris, C. (1975) Stein's estimation rule and its competitors- 
an empirical Bayes approach, J. Am. Stat. Soc, 
68,117-124. 
265 
Fisher, R. A. & Tippett, L. H. C. (1928) Limiting forms of the 
frequency distribution of the largest or 
smallest member of a sample. Proc. Camb. 
Phil. Soc., 24,180-190. 
Forth River Purification Board (1984) An applied study and review of 
R. A. F. T. (the Rising Air Float Technique), 
Forth River Purification Board Internal Report. 
Foster, H. A. (1924) Theoretical frequency curves and their application 
to engineering problems. Trans. Am. Soc. Civ. 
Engrs., 87,142-173. 
Foster, H. A. (1936) Methods of estimating floods. 
U. S. G. S. Wat. Supp. Pap. 771. 
Gardiner, V. (1974) Drainage basin morphometry. Brit. Geomorph. 
Resch. Grp. Tech. Bull., 14. 
Gill, P. E. & Murray, W. (Eds. 1974) Numerical methods for constrained 
minimization. Academic Press, New York. 
Golub, G. H., Heath, M., & Wahba, G. (1979) Generalised cross validation 
as a method for choosing a good ridge parameter, 
Technometrics, 21,215-224. 
Gordon, A. D. (1981) Classification , Methods for the exploratory analysis 
of multivariate data. Chapman and Hall, London. 
Goudie, A. S. (1972) The concept of Post-Glacial progressive desiccation, 
Res. Pap. No. 4, Sch. Geog. Oxford Univ. 
Gray, D. M. (1964) Physiographic characteristics and the runoff pattern. 
Proc. Hydrol. Symp. National Res. Counc. Canada, 
No. 4,147-166. 
266 
Greenwood, J. A., Landwehr, J. M., Matalas, N. C. & Wallis, J. R. (1979) 
Probability weighted moments: definition and 
relation to parameters of several distributions 
expressible in inverse form. Wat. Resour. Res., 
15,1049-1054. 
Gregory, S. (1956) Regional variations in the trend of annual rainfall 
over the British Isles, Geogr. J. 122,346-352. 
Gringorten, 1.1. (1963) A plotting rule for extreme probability paper. 
J. Geophys. Res., 68,813-814. 
Gumbel, E. J. (1941) The return period of flood flows, 
Annals Hath. Stat. XII, 163-190. 
Gumbel, E. J. (1945) Floods estimated by probability methods, 
Eng. News-Record, 134,97. 
Gumbel, E. J. (1958) Statistics of extremes % Columbia University Press. 
New York. 
Hardison, C. H. (1974) Generalised skew coefficients of annual floods 
in the U. S. A. and their application, 
Wat. Resour. Res., 10,4,745-752. 
Harter, H. L. (1984) Another look at plotting positions, 
Co=un. Statist. Theor. Nath., 
_13,13,1613-1633. 
Henderson, F. M. (1966) Open channel flow, 
MacMillan & Co., New York. 
Herschy, R. W. (Ed. 1978) Hydrometry, principles and practices, 
John Wiley, London. 
Hawkins, D. M. (1978) Identification of outliers. Gapman & Hall, 
London. 
267 
Hewlett, J. D. and Hibbert, A. R. (190) Factors affecting the response 
of small watersheds to precipitation in humid 
areas. In: Sopper, W. E. and Lull, W. H. (Edss) 
Forest hydrology, Pergamon, Oxford, 275-290. 
Highland River Purification Board (1984) Ninth annual report, 1983, 
Highland River Purification Board, Dingwall. 
Hoerl, A. E. (1962) Application of ridge analysis to regression problems. 
Chem. Engng. Progr. 55,69-78. 
Hoerl, A. E. & Kennard, R. W. (1970) Ridge regression: biased estimation 
for nonorthogonal problems. Technometrics, 12, 
56-68. 
Hollis, G. E. (Ed, 1979) Man's impact on the hydrological cycle in the 
United Kingdom. Geo Abstracts Ltd, Norwich. 
Ifosking, J. R. M. (1984) Testing whether the shape parameter is zero in 
the generalised extreme-value distribution. 
Biometrika, 71,367-374. 
Hosking, J. R. M., Wallis, J. R. & Wood, E. F. (1985a) An appraisal of the 
regional flood frequency procedure in the U. K. 
Flood Studies Report,. Hydrol. Sci. J., 30,1,85-89. 
Hosking, J. R. M., Wallis, J. R. & Wood, E. F. (1985b) Estimation of the 
generalised extreme-value distribution by the 
method of probability weighted moments. 
Wat. Resour. Res. (in press). 
Houghton, J. C. (1978) Birth of a parent: the Wakeby distribution for 
modelling flood flows, Wat. Resour. Res., 14,6, 
1105-1110. 
268 
Institution of Civil Engineers (1933) Interim Report of the Conunittee 
on floods in relation to reservoir practice, 
I. C. E. London. 
Institution of Civil Engineers, Research Committee, Sub-committee on 
Rainfall and Runoff, (1960) Floods in the British 
Isles. p Proc. Instut. Civ. Engrs., 15,119-144. 
Institution of Civil Engineers (1978) Floods and Reservoir Safetyp 
Institution of Civil Engineers, London. 
Institute of Hydrology (1980) Low Flows Study Report. 
Institute of Hydrology, Wallingford, Oxon. 
Institute of Hydrology (1983) A conversion factor for stream frequency 
derived from Second Series 1: 25,000 scale maps. 
Flood Studies Supplementary Report 
Jardine, N. & Sibson, R. (1971) Mathematical taxonomy, 
Wiley, London. 
Jenkinson, A. F. (1955) The frequency distribution of the annual maximum 
(or minimum) of meteorological elements. Quart. 
R. Met. Soc., 81,158-171. 
Jenkinson, A. F. (1969) Estimation of maximum floods, 
Tech. Note No. 98, World Met. Org., Geneva. 
Johnson, F. G., Jarvis, RM. & Reynolds, G. (1981) Discussion of Papers 
7-10, in: Flood Studies Report - Five years on, p. 119, 
Institution of Civil Engineers, London. 
Jowitt, P. W. (1980) The Extreme value type 1 distribution and the 
theory of maximum entropy, J. Hydrol., 42,23-38. 
Kaczmarek, Z. (1975) Efficiency of the estimation of floods with a given 
269 
return period, I. A. S. H. Toronto, 3,145-149. 
Kendall, M. G. & Stuart, A. (1961) The Advanced Theory of Statistics 
Second Edition, Griffin. 
Kennedy, R. J. & Watt, W. E. (1969) The relationship between lag time 
and the physical characteristics of the drainage 
basins in Southern Ontario, I. A. S. H., Symp, 
Floods and their computation, Leningrad, 
Intern. Assoc. Sci. Hydrol., 85,866-874. 
Kirby, W. (1974) Algebraic boundness of sample statistics. 
Wat. Resour. Res. 10,4,745-752. 
Kite, G. W. (1977) Frequency and risk analysis in hydrology. 
Wat. Resour. Publ. Fort Collins, Colorado. 
Klausner, R. F. (1972) Evaluation of risk in marine capital investment. 
Eng. Econ. 14,4,183-214. 
Kuczera, G. (1982) Combining site-specific and regional information: 
an empirical Bayes approach, Wat. Resour. Res. 
18,2,306-314. 
Khun, H. W. & Tucker, A. W. (1951) Non-linear programming, 
Proc. Berkeley Symp. Math. Statist. & Prob. 
Univ. Calif., U. S. A. 
Lamb, H. H. (1967) Britain's changing climate, 
Geograph. J. 133,445-468. 
Lamb, H. H. (1969) Climatic fluctuations. In: Flohn, H. (Ed) World survey 
of climatology, vol 2, Amsterdam, 173-249. 
Lamb, H. H. (1974) The current trend in world climate, Climatic kes. Unit, 
Res. Publ. 3. 
270 
Lance, G. N. & Williams, W. T. (1966) Computer programs for hierarchical 
polythetic classification (similarity analysis), 
Computer J., 9,60-64. 
Landwehr, J. M., Matalas, N. C. & Wallis, J. R. (1978) Some comparisons 
of statistics in real and log space, Wat. Resour. 
Res., 14,5,902-920. 
Landwehr, J. M., Matalas, N. C. & Wallis, J. R. (1979) Probability 
weighted moments compared with some traditional 
techniques for estimating the Gumbel parameters 
and quantiles. Wat. Resour. Res. 15,5,1055-1064. 
Landwehr, J. M., Matalas, N. C. & Wallis, J. R. (1984) Note on the 
application of the James-Stein estimator in 
regional hydrologic studies, Wat. Resour. Res., 
20,11,1630-1638. 
Langbein, W. B. (1947) Topographic characteristics of drainage basins. 
U. S. G. S. Water Supply Paper 968-C 125-157. 
Lauder, T. D., Sir (1830) An account of the great flood of 1829 in the 
province of Moray and the adjoining districts, 
Adam Black, Edinburgh. 
Leese, M. N. (1973) The use of censored data in estimating T-year floods 
Proc. UNESCO /WA) /IAHS Symp. Design 
of Wat. Resour. Projects with inadequate data, 
Madrid, Vol 1, b5-247. 
Lloyd, E. H. (1970) Return periods in the presence of persistence. 
J. hydrol. vol 18,3.291-298 
Looney, S. W. & Gulledge, T. R., Jr. (1985) Use of the correlation 
271 
coefficient with normal probability plots, 
The American Statistician, 39,1,75-79. 
Lynn, M. A. (1971) Flood estimation for ungauged catchments, Trans. 
Instit. Engrs. Irel., 96,154-176. 
Mardia, K. V., Kent, J. T. & Bibby, J. H. (1979) Multivariate analysis. 
Academic Press, London. 
Matalas, N. C., Slack, J. R. & Wallis, J. R. (1975) Regional skew in 
search of a parent. Wat. Resour. Res., 11,815-826. 
Matalas, N. C. & Wallis, J. R. (1972) An approach to formulating 
strategies for flood frequency analysis. 
Proc. Intern. Symp. Uncertainties in Hydrological 
and water resources systems. 3,940-961. 
Univ. Arizona, Tuscon. 
McDonald, A. T. & Ledger, D. (1981) Flood area modelling from an elementary 
data base, J. Hydrol., 53, b5-94. 
McCuen, R. R. (1979a) Map skew ??, Am. Soc. Civ. Engrs., 105, WR2, 
2b9-274. 
McCuen, R. H. (1979b) Statistical teminology: definitions and 
interpretations for flood peak estimation, 
Wat. Resour. Bull. 15,4,1106-1113. 
McEwen, L. J. (1981) An assessment of the geomorphic Impact and 
significance of the flash flood occurring on 
4th_August 1978 on the Allt Mor, Glenmore, 
Inverness-shire, M. A. dissertation, Dept. 
Geography, Univ. St. Andrews, Unpubl. 
I 
McMahon, T. A. & Srikanthan, R. (1981) Log Pearson III distribution 
272 
is it applicable to flood frequency analysis 
of Australian streams, J. Hydrol., 15,139-152. 
Meadows, A. J. (1975) A hundred years of controversy over sunspots and 
weather, Nature, 256,95-97. 
Metcalfe, M. J. (1979) The flood at Berryscaur, 13th June, 1979, 
M. A. dissertation Dept. Geography, Univ. 
St. Andrews, Unpubl. 
Miro-Granada y Gelabert, J. (1974) Les crue catastrophiques sur la 
Medirerranee occidentale, in: Flash Floods, 
I. A. H. S. Publicat. No. 112. 
mises, R. von (1936) La distribution de la plus grande de n valeurs, 
Revue mathematique de I'Union Interbalkanique, 
Athens, 7,7,141-160. 
Mitchell, J. M. (ed, 1968) Causes of climatic change, Meterolog. 
Monogr. 8. 
Moore, R. J. (1985) The probability-distributed principle and runoff 
production at point and basin scales. Hydrol. 
Sci. J., 30,2,273-297- 
Morgan, H. D. (1966) Estimation of design floods in Scotland and Wales, 
in: River Flood hydrology, Instit. Civ. Engrs., 
London, 59-64. 
Moss, W. W. (1968) Experiments with various techniques of numerical 
taxonomy, Syst. Zool., 17,31-47. 
Nash, J. E. & Shaw, B. L. (1966) Flood frequency as a function of 
catchment characteristics, in: River Flood 
hydrology, Instit. Civ. Engrs., London, 115-136. 
Natural Environment Research Council (1975) Flood Studies Report, 
273 
Volumes I-V, NERC, London. 
Ness, J. W. van (1973) Admissible clustering procedures, 
Biometrika, 60,422-424. 
Newson, M. (1976) Mapwork for flood studies, Part II Analysis of 
indices and re-mapping, Institute of hydrology, 
Report No. 25. 
Newson, M. D. & Gilman, K. (1980) Soil pipes and pipeflow: a hydrological 
study in upland Wales. Brit. Geomorph. Res. Grp. 
Monograph 1. 
Nie, H. N., Hull, C. H., Jenkins, J. G., Steinbrenner, K. & Bent, D. H. (1975) 
Statistical Package for Social Sciences, 2nd Edn. 
McGraw-Hill, New York. 
Numerical Algorithms Group (1982) Fortran library manual, Volume 3, 
E04 Minimising or maximising a function, Oxford. 
Pearson, K. (1934) Tables for the Incomplete Camma function 
Cambridge Univ. Press. 
Penck, A. & Bruckner, E. (1909) Die Alpen in Eiszeitalten, Tauchnitz, 
Leipzig. 
Penning-Rowsell, E. & Chatterton, J. (1977) The benefits of flood 
alleviation: A manual of assessment techniques. 
Saxon House', England. 
Potter, K. W. & Walker, - J. F. (1981) A, model of discontinuous measurement 
error and its effect on the probability distribution 
of flood discharge measurement. Wat. Resour. Res. 17, 
5,1505-1509. 
Potter, K. W. & Walker, J. F. (1985) An empirical study of flood measurement 
274 
error. Wat. Resour. Res. 21,3,403-406o 
Pratt, J. W. & Schlaiffer, R. (1984) On the nature and discovery of 
structure. J. Am. Statist. Soc. 79,388,9-29. 
Rance, J. (1984) The effects of forest on flood flows in Britain. 
Unpubl. MSc. Dissertation, Dept of Civil 
Engineering, University of Newcastle-upon-Tyne. 
Rossi, F. Fiorentino, M. & Versace, P. (1984) Two component 
extreme-value distribution for flood frequency 
analysis, Wat. Resour. Res., 20,7,847-856. 
Robertson, A. I. G. S. (1962) Logarithmic plotting of stage-discharge 
observations. Tech. Note 3, Wat. Resour. 
Board, Reading. 
Robinson, M. (1980) The effects of pre-af forestation drainage on the 
stream flow and water quality of a small 
upland stream, Institute of hydrology 
Report No. 73. 
Rodriguez-Iturbe, I. & Valdes, J., (1979) The geomorphological 
structure of hydrologic response, Wat. Resour. 
Res., 15,1409-1420. 
Rodriguez-Iturbe, I., Gonzalez, M. -&, Bras, R. L. (1982) A 
geomorphoclimatic theory of the instantaneous 
unit. hydrograph, Wat. Resour. Res., 5,112-128. 
Reynolds, G. (1980) Statistical independence of extreme values of 
rainfall. and runoff, North of Scotland 
Hydro-electric Board Internal Report. 
Samuelson, P. A. (1968)'How deviant can you be 7 
275 
J. Am. Statist. Soc. vol. 63,1522-1525. 
Shapiro, S. S. & Wilk, M. B. (1965) An analysis of variance test for 
Normality (complete samples). Biometrika, 52, 
591-611. 
Slack, J. R., Wallis, J. R. & Matalas, N. C. (1975) On the value of 
information to flood frequency analysis, Wat. 
Resour. Res., 11,5,629-647. 
Sneath, P. H. A. & Sokal, R. R. (1973) Numerical taxonomy, 
Freeman, San Fran., Calif. 
Snee, R. D. (1977) Validation of regression models: methods and examples. 
Technometrics 19,415-428. 
Sokal, R. R. & Michener, C. D. (1958) A statistical method for 
evaluating systematic relationships, Univ. 
Kansas Sc. Bull., 38,1409-1438. 
Srikanthan, R. & MObhon, T. A. (1981) Log Pearson III distribution- 
an empirically derived plotting position, 
Hydrol. 52,161-163. 
Stein, C. (1955) Inadmissibility of the usual estimator for the mean 
of the multivariate normal distribution. In : Proc. 
3rd Berkeley Symposium, vol. 1 197-206. 
Stevens, N. J. & Lynn, P. P. (1978) Regional growth curves, 
Institute of Hydrology, Report No. 52. 
Stedinger, J. (1983) Estimating a regional flood frequency distribution, 
Wat. Resour. Res., 19,2,503-510. 
Stone, M. (1974) Cross-validatory choice and assessment of 
statistical predictions, J. Roy. Statist, Soc. 
276 
111-147 
Strahler, A. N. (1950) Equilibrium theory of slopes approached by frequency 
distribution analysis. Am. J. Sci. 248, 
_ 
800-814. 
Sutcliffe, J. V. (1978) A guide to the Flood Studies Report, 
Institute of Hydrology, Wallingford. 
Sutcliffe, J. V. (1980) Use of the Flood Studies Report overseas. 
In: Floods Studies Report -5 Years On, 7-10 
Institution of Civil Engineers, London. 
Tabony, R. C. (1983) Extreme value analysis in meteorology. 
Met. Mag., 112,77-98. 
Thom, H. C. S. (1973)-Distributions of extreme winds over oceans. 
J. Waterways, Harb. and Coast. Engr. A. S. C. E. 
99,1-17. 
Twort, A. C., Hoather, R. C. & Law, F. M. (1974) Water Supply, 
2nd Edition, 60-64. Edward Arnold, London. 
United States Geological Survey (1936) Floods in the United States. 
U. S. G. S. Wat. Supp. Pap. 771. 
United States Water Resources Council (1967) A uniform technique for 
detemining flood flow frequencies, bull. 15, 
W. R. C. Washington, D. C. 
United States Water Resources Council (1977) Guidelines for determining 
flood frequency information, Bull. 17A, W. R. C. 
Washington, D. C. 
Wallis, J. R. (1973) Eureka I It fits a Pearson Type 3 distribution, 
Wat. Resour. Res., 9,2,281-289. 
Wallis, J. R. (1982) Risk and uncertainty in the evaluation of flood 
277 
events for the design of hydrologic structures, 
in: Proc. Eventi Hydrol. Extremi. Pieri e Siccita 
Scuola de Gestioni delli Risorse Idrichi, Erice, 
Italy: 
Wallis, J. R., Matalas, N. C., & Slack, J. R. (1974) Just a momentl 
Wat. Resour. Res., 10,2,211-219. 
Wallis, J. R., Matalas, N. C. & Slack, J. R. (1977) Apparant regional 
skew, Wat. Resour. Res., 13,1,159-182. 
Wallis, J. R. & Wood, E. F. (1984) Relative accuracy of Log Pearson III 
procedures, unpubl. manu. Inst. Hydrol. 
Waylen, P., & Woo, M. (1982) Prediction of annual floods generated 
by mixed processes. Wat. Resour. Res., 18, 
1283-1286. 
Ward, J. H. (1963) Heirarchical grouping to optimize an objective 
function J. Am. Statist. Assoc., 58,236-244. 
Weibull, W. (1939) A statistical theory of strength of materials, 
Ing. Vet. Handl., 151, Stockholm. 
Weisberg, S. (1980) Applied linear regression. 
Wiley, New York. 
Weissman, W., Knapp, J. W. 0 Lewis, G. L. & flarbaugh, T. E. (1971) Introduction 
to Hydrology, 95-96. Harper & Row, New York, 
Werritty, A. (1983) Early Scottish hydrometric stations; the W. M. 
McClean collection, Scot. Geog. Nag. 99,48-49. 
Werritty, A. & Acreman, M. C. (1985) The flood hazard in Scotland, 
in: Harrison, S. J. (Ed) Climatic hazards in 
Scotland, Geo Books, Norwich. 
278 
Wilson, J. K. C. (1965) Measurement of surface water flows, 
Proc. I. C. E. Hydrol. Grp. 
Winkler, R. L. & hays, W. L. (1975) Statistics: Probability, inference 
and decision. holt, Rhinehart and Winston, New York. 
Wishart, D. (1978) Clustan User Manual, 3rd Edn., keport No. 47, 
Program Library Unit, Edinburgh University* 
wolf, P. O. (1952) Forecast and records of floods in Glen Cannich 
in 1947, J. Instit. Wat. Engrs., 6,298-324. 
Wolfe, J. H. (1970) Pattern Clustering by Mulftivariate Nixture 
Analysis, Wltivar. Behav. Res., 5,329-350. 
Wolman, M. G. & Miller, J. P. (1960) Magnitude and frequency of forces in 
geomorphic processes, J. Geol, 68,54-74. 
Wong, S. T. (1963) A multivariate statistical model for predicting mean 
annual floods in New England. Ann. Asc. Am. Geog. 
53,298-311. 
Wood, C. A. & Lovett, R. R. (1974) Rainfall, drought and the solar cycle, 
Nature, 252,594-596. 
Wood, E. F. & Rodriguez-Iturbe, I. (1975a) Baysian inference and decision 
making for extreme hydrological events. Wat. Res. 
Res. 11 533-542. 
Wood, E. F. & Rodriguez-Iturbe, I. (1975b) A baysian approach to analysing 
uncertainty among flood frequency models. Wat. Res. 
Res. 11 839-843. 
Wood, T. R. (1981) River management, in: Lewin, J. (Ed. ) British Rivers, 
Allen & Unwins 
World Meteorological Organization (1980) Manual on stream gauging, 
Operational Hydrology Report No. 13, W. M. O., 
Geneva, 2 Volse 
279 
c: 
M cn V) u v3 rAwww: aww wwww Lßi w üj LLI Ua (4 Da L&j 
cn 
C) u 
--4 1. ý --1 -4 -4 NN .( -4 N 04 14 -4 W 
Co 4u======== -0 <=<= OQ %Z _9 <<<<<<<<<<<=< 
CIO z 0 
ý-4 
E-4 
Cc 
z 
0-4 
C-) 
W 
z 
ý-4 
E-4 
z 
0 
u 
cw 
NN 
-4 ri " 10 cn IT t14 m c4 N CNJ N r4 N. N :0 rq 
00 vo 20 m ul 0 r-J 0N1? NN lio 00 r-i NN 20 :0 20 '30 CO %. 0 NNm -- 10 -4 
0 .... .. Cý A -. vl 00 -- 30 -. ýo MO :0 30 -t 30 .... .. 0.. rq .... M 00 .. 914 .. 20 
UNr, 3 ýN Ln .. c4 .. -- N -- ýD C) .... .... rý .. r4 
NN rý- N --4 c4 c4 -- 0- r4 --4 r4 -- 
Q) -4 -. ( .4.. N .(NN -4 r-2 -- -4 jh r4 -4 --4 NN -* N --K -W --4 -- --4 -- .. 1 --4 NN --4 -- -4 N 
-. .. -t .... -4 -4 -« -. .. -4 -4 .. -4 -. --4 
CD C) .. -4 -4 .... rl M -4 
-4 (n In -4 -14 -4 0 cm 41) -4 cm rn ein 0 rm 1 rm (fi cm 1 cm 
011111 cn cn 1 ri ri 11 cn m tn C-1 111m 
ct 
-t 1 
%l 
ein m fm 
,t ---) (D 11 0% 11 CD ch 
1 00 20 1111 --4 ci c-i 1 CY% 111 
"ti C) 4'% Lf) ul C, 1 t" C% cn LM C> KM VI 00 -4 -4 Cý4 Ul VN LM M Lr% Ch rý rlý M 
0 V-% -. -. t r, -. r, r4 -. -. Zo -. -. LM KM A .... .. 6m Z ein -. r% 
0 o .... C, 4 .... cn CD .. JD rý .... .. 00 CO ý> .. t. 0 r4 .. "0 
.. rý 0 -4 0, % 0, % (2% :0 VO 00 .... .. oh ý4 . 30 .. t 
(3 en .... .... .... .... .. 0, % CD 0 -. rm (A -- .. 30 A 0.. 
<q 'DO N (14 0% 0 0% %0 -4 -4 r- IM rl C, 4 --4 --4 CO cq r. 4 le e4 -4 .4 e4 c9 rq -4 
-( CD -< 00 r-, " rý výI 0 rý CD 0% 00 CY% cn 0 CY% " ýo r4 --4 00 l 6"% r. 
m 't CO %D CO 6-'ý -4 -4 0 
Co C, 4 CD ýo 001 c% CD N 'm ýo rn 00 N el 00 (> %M C% -4 e J% t %0%0 g% C) 0 rio '? 0 r, 
04 cr, (Z: > -. 4 -. 1 C) Lr% ý, 0 et -4 -t rn V) 0e (D CY% fm -4 tt% CD% CY% C%j r4 t ýT WN rn 7 Cq p C-) r, cn -4 t" t0 LM CN%o r, zo 00 00 00 .4 3% 't 0 00 00 JO 0 '? r4 V'% rm t .40 CY% CY% CD 00 Lr% 00 00 &A C-4 IT ce) -4 r- r, 4 -( 0% r, 00 LM 00 't - uo jo rý ri Zm 0 cyý r4 0 30 ým %0 
ON ee (n Ln V'l -e 0t %D ýo -7 cn 00 0 ý« C»4 00 rý --4 CY% *M 0 r- CY% (D V% rý 't (y% -4 00 rý vt 
LD 
N-4 ýN ZZ rA w CD C) 1.2 
93 
F-4 E- 1 6-4 2wi 
tn (n )-4 -4 9 c4 = b. -4 Cd 
til b. -4 #-4 2 tn 
to t--4 N-4 b-4 ýý Z=Zu= 04 :0 
s4 9 
p4 
Cd ;ý=Ze 
ýi 
A 
0 
LKI 
1A ýi 
6.4 
p- 
w4 od 
41 
cn 1--4 u<==42 CA CLI =o= =>-4: 3 tag C<) -zog 
125 
1g21 
Z (n f34 v3 < h4 Dd QH=u<Q . &. < b-4 14 < 
in 
(n tn ej E-4 v) 
)-4 s4 P64 064 cw 
E-4 <ZZ< P4 u4 WM< (4 WV 41 
r4 cn ". t rm -4 -( rl -4 rý -4 rl ND --4 N cl -4 N rm e vt 0 r-. :0 (A 0 --4 r-4 rm -4 m- r4 rm 
OCDCDODOOC%CDCDCY*.. D(7%-ý%o%ooooocy., 000000000000000 
" rn ci en en cn t -1 tn %0 ýo ,0m r% r% r, m 00 40 jo 00 (0 :0 CO 00 00 CY% 3% CY% 00 -n -m --« 
ý. -4 - 1- - -4 --4 -W -« -9 
rý Co 0% CD r4 CM 7A %D P% CO (n 0 -, « r4 rm 47 bm %D r, % 10 e% 0 -4 N. rm -3 
-4 -. ( -( --4 -4 -4 --9 -4 --4 f4 e4 e4 ry r4 e4 r4 N" r4 m rm ri fm cm 
28C 
_^q = ;: q pq co == PQ A cq :41: 0 A4 04 P4 04 04 04 P4 04 
1%4 11ý4 u 
!ý4 
2ý nýl 014 
w :4N >4 -14 : ýd -: 4 3'- >9ý :, 4 >4 -34 ad :4 :4 
zz V) F-4 E-4 E-4 E-4 F-4 HH E-4 E-4 F-4 F-4 E-4 E-4 E-4 ý4 6-ý E- 44 ýx4 ; zý ; Lt ý14 ý74 44 44 ý14 44 U4 
-4 ý -, -, -< (14 -4 " --1 -4 C-4 ==<====<=4 11 <== Sie <<=== 
r4 cq . 14 rq N )0 N CN :0N j% N rli cn m jo 0 00 cn M rý c4 00 00 CD rm C, 3 -- 00 CD M C, 4 -. jo r4 r, zo oo 
'JO .. -. r- -. 00 en rn rn CM cm r- -- -. r- 00 30 cý4 -M .. r- JO Cj .. 00 .... .. 
-- CýI N CIJ .. -4 .. 00 00 00 MO 00 rn .. CI) C, 4 -. .... --c ýo N .. -- -4 r4 .. tý, j cý4 C-4 
71.7! 
1 en -- (11 V'l un tr% cq Vý .. rn 1 rn c, 1 -( -. ( 1 --c (n ýn c" .. 4 1n .4 (n 
e4 1 Lm 1111 -4 1 DD 1 Ln 111 jo cn 111n 'm 1 cn 1 
r- Le) 1 rý r, -n% %0 ci -t rn 1t1 Z% r, 00 V. % "01 r- > 0 1 r, 01 -4 .4C, 4 
r-i -- r- (3-. Dt -t r-i C'4 Ln LeN Ln -4 rZ ch t -. t Lei r-, 0% CD tr% A Ji -4 .. LA -4 0 %0 %D 
.. C> 0 .... .. CD .... .... ..:. .. rý. .. C> r- (D -- e .... .. 
CD 0% 00 rý CD C) 0 c> rý 30 o -4 CO 
-4 -l( -4 -4 cli N -4 -4 -4 -4 ci C, 4 -4 r, -4 00 -4 rq c% .<N -4 N 00 N ci -< C'4 -( (1 g-% (q CN rl 
C) ei LM 10 00 rý LM Lr) 0% 00 r, 't (: "0 rlý 00 e 10 %0 %D 17 r4 CD rý ri 0 -4 (D %0 " r4 _A %D %0 
-Z 00 0 LM Lf) i- CD V-1 in \o A r-. 'D 0 v-i ö C) 0 --4 00 C) c-i pý, 'm 0 -4 --0 0% Lt) LM rn -w 00 CT% ON j% cyý --4 ýo \o LM Ln cn kn -t -e 't ýo , ý% -4 t -A --1 C-4 00 rý 0 cy-. c) - c) r' 00 %0 ýo r4 Co cn _T tn r- 0 zo C> Lri r- -t 0 in cq CO C, 1 Cl% -t <n t CI, 4 c, ) c-i 00 ul -0 Lm Lm tt r4 ý. 0 cn a% -t rq --4 00 c-i Co oo rý t" -e cy% Co D r4 r- en Ln -t 0 (n u, % Cy% Lm r4 oo 00 %D c) -4 km 00 
e rý cn en IT -4 1-4 CD eli c9 -4 0% CVI rq r, C) rq CIN C% r, - C rý 00 C% rlý :0 rý rý Lr) -4 (D C) C, 4 CD 0 (D CD CD C) 0 C) C) (D C) 0 lz C) CD Z0 CD ZZZ0Z cn zn ZMZ cn ZH F-4 1-4 E-4 F-4 
Z zz Z zz Z zz Z zz ZZ zz ZZZZZ ZZ-- ZZZZZZZZZZ 
:4 cý E-4 
C4 1-4 0-4 
11 C4 zw 
Ul 44 Cd 
ý4 zz 1-ý 
ý3 E-4 ý-4 Ex, U3 W 
ý-4 t-4 0-4 C4 z0000 
04 ý3 0 C4 1-4 ý3 ý-4 0 6.4 
:0 .4w6 04 z= E-4 
6 
E-4 t4 C4 
23 
xz -I u> C-) L) WW OW4 Q= P4 0 EZI Z 0-4 ý14 00Ut. D zU 
z- t-4 E-4 H E- 
!ý 
ý4 E-4 ,S -3 04 F-4 !! Qzm '- -2 1-4 F.., :4a !ýZZ C) rn Z En jZW C4 J )-4 1-4 1-4 ý 
_3 
ý 
-4 -4 0 E4 -ýc -C4 1-4 =0B0 ý-4 W -: 
4 Z 
,c 
1-4 0 1-4 ý0 
04 
ý2 
ýr4 zU OJ 04 PQ A4 u : 3: ; X4 124 Ci < 
c4 
ui 
F-4 
< 
10 000 j5 Z 
ýs 
b-4c) ZZ=Z --ZU=Z 41 ZZ1 E-4 N-4 = cý 2: 
-1 
0 E- j :. 0 C) - E- 0 
>ý cw Z (n <<1<ýý> to ww 0-3 uZmZu uj ý-4 Z E-4 4 &4 im >--4 rm [-. f «12 <= 
< 
312 
<<<< 
%_d 
--4 N en -e --4 -4 NMr LM e rý 00 0e cl v% rý -4 Nt cJ -4 U) -< m ri tri oo «N cm t in CD CD CD CD (D CD 0 CD CD (D CD CD CD -4 -4 -4 CD --( CD CD CD CD CD CD c) o CD CD -4 CD 0 CD CD CD C) C) CD CD 0 C) CD CD CD CD CD CD CD C) (D 0 00 CD CD CD CD QO (D CD C) CD IC) CD 0 CD (D CD CD CD r-4 r, 1 N eN t Ln tn Le) Le) Ln Ln u) vi tm tn tn u) Lt) %m eo %m e. r, eo oo mm ao c% c% o% cy% cy% b--4 -4 
Z tr% 1.0 rý Co C% C) -4 r4 en 't tm e r, 00 (> 0 -4 r4 ri 't A ý. 0 r' no 0, % (D -c N cm ýr LM ýD M. OD w rl cn C, 1 rn cm tttttttt ýe e Ln Ln Lri LA v) vi V) Ln Ln Ln %0 0 0 4D 0e 'm %0 ýo z4 
281 
4=4 co :Q=====4 co = :4== OQ = co CQ CQ co ro 
A4 com :Q gn 4 
ZI. : 3: : it :c -3: -3 ýk ýLd 44 : 14 ýZ4 ý14 OW : Z4 U4 : 74 cn (A E-4 F4 E-4 E-4 4 E-4 I- E-4 E-4 E- E-4 p E-4 6-4 
-4 C-4 -4 -4 -4 -4 " --c C14 -. 4 C14 "" -4 C4 = <C -: 4 -: 4 4= ;Q== .4 CQ A :0 1ý -4 4 -4 -, 4 -121 -t -C an --c 4 . 1c 4=-, 4 ;Q 
N Co r4 C-4 jo IM Co en fli 
00 00 00 .. OD rq c9 1-4 rý4 10 00 ri . 11 . 11 ri ri r4 ci ri en ri M cn cli n cn 00 cli -. cn CO 00 00 0 -. -. DO 00 :0M 00 c" JO DO 30 30 -M CM 00 JO rm CO cn 30 30 
-4 Irl JO .... .. e rý 00 .... .... DO 00 ZO .. CO .... 
C»4 rg CY% Cý, j tr% LM rý, C, 1 %0 r- 
-c cn .. 4 en Cl C> -4 rl .... .. (n 
cn c, ) ci 11 Lm cn 11 cn en cm (n ri r- cn cn cn cn o ri cn - -4 o cm rm 1 
11 oo Ln N cn cn (n r- 00 111111 en 1111 CI) cl 11 en en ri 11 Co 
111 LA -t -14 --4 -4 c2 JT% CM 1 ri 11 10 rý 11 00 rý t11 r4 rn ýo 
C-4 cn "e.. -. '. o £D D 0 Ul tNZ ýo %o\M Ln 00 ýo ý. 0 CYN c%, ) rý rl' 
CD ýD r', rý. ý. 0 -. N CD CD .... .... e %0 .... "0 Z rý .... 
Ln -4 CD %D --4 -4 -. -. -. -. C> -4 --4 CD ýo M -. Z% C% =Z-. -. 0% CD -. -. -. (D -c 
N -4 C, 4 <yý -4 -4 C% cm -4 -4 t14 -1 -4 N -4 -4 rn -4 -_C ". d -4 C, 4 
N c" -JO 00 -4 (7% %0 mý 00 Co cm 0 r- -t A CD rý 0 r- 0% e 00 Vý N- C% r- -t 0 20 -t 0 -t 
rl N r- ýo -c 00 rý -4 r, NM CD (3% rn --4 :0r, CN r- Ln r', 00 C') (n CD %0 't V) A Cl IT cn 't 
r, P. %0 %0 rý Co ýD Ln rý 10 cli 140 -e cli cn en (N c cn - -c c-) t" 0 -( -t , cq rn Lr) -« " Ln rq 
00 0% Le) rn -4 0% 0 -t r- Co ci -0 JO JD r4 CO m 0% "> v-) C-4 t (3% r, CS r4 --4 00 7e 00 
r4 ri " cn (: 110 Uli %0 Lr% :0 ýD tr% CD Z% mo C) CY% zo cn t4 r- ýo -e rn C) --4 CD vi Zo r, rn e4 00 
(N ri (n ri vi 't _T vlý 't C) 10 CN rq 't ýe r, 00 Ln le A 't Le) cr, C, 4 cq r4 rn r, 00 N IZ = r4 
E-4 F--4 E-4 E-4 F-4 E-4 
C) 
.4u ý4 0ý C) 0mW !50 rA x :4 P-4 Cý u W 04 0 E-4 > ý: D : 11. =: z tn 9wz- cw cc C) u 14 nd :4 E-4 0-4 ýn cn 00ý0 C-ý D E- C) F- -4 E-4 CL, w 
0- ý3 C4 wz >4 
>4 W E--f nd 1-4 ý4 = [--4 = tn mz V) z0 
w F-4 z 000 05 ýj wu cn wQ -1: 0=0= fr4 !jZ E--4 t-4 Ul ý--4 ý-4 L. ) :Q U3 0o E-4 261 0-4 
ý-4 cn 44 :: ý 2ý w ýý -4 z *4 1,4 :ý ý4 0z :4Hw zý 
,c 
ý41 
-, 
4 >4 
24 
g cký wW 04 93 w 
.400 
C& =ýun. =Wz 
04 V) = ý4 V) 44 04 0zQ 04 
W 3: E4 :4 
F- E-4 Cd f1d w -114 W C4 < ca :4 E-4 Cd ca Cd W :4 
: ýd : ý4 t4 L4 :c E-4 w E-4 w 0.1 ig 
Pr4 En W : 1: < E-4 w 
: 2c 
-"? 
< al 
uP E-4 :r 
110 W==w C) WMW0 IM = t-4 0000 C) CO 1-1 1-4 00W 
:rg8 
Aj (4 E-4 E-4 W ýL4 w .3 44 z ý-4 E-4 wwW t4 1--4 Ww U3 z 
1-4 
ý41 :3 04 44 PW C4 Www E-4 >ww> 
0M 00 >4 0-4 ýý 1-4 04 
29 
ý4S4 
wwai! 3: E-4 C4 &4 w 
ý901 IE-41 
1-4 ýA 3: :4WZ E-4 04 F-4 =U en :. 4 1-4 W E-4 E-4 E-4 .4W :4 1-4 -. 4 
0 
1-0 
1.0 rý 00 N -4 cq en 10 r" -( -4 cq en tf) %-D fl- 00 CYN 0 -4 C14 M Ln 10 1ý1 00 as C) %0 Ln r-. 0 C) o0 C) 0o00 (D 00 C) 0 C> CD C) 0 -4 -C -4 -4 -q --( -q -4 -4 N C14 " Cj eq cn 
(DOOOO C: >Oooow coo 0 OCD 000000000000 000000 
cy% oN (7, m (D o00 CD c> ---- -( --( q -4 --4 -q -4 -4 .q -4 -4 .. ( -4 -4 -4 - -4 -4 -4 -4 
v-. ( cq "N"NNNN"NNNNNNNNN"N"NNNNNNN 
z ON 0 -4 C'4 cn T %n 'D r- 00 m0 -4 C'4 en -. 1 ul '0 f- 00 ON 0 -. 4 " cn I Lr% ýo P- CO ch C) -. 4 " oO 00 CO 00 00 00 00 CO 00 00 M ON M (7% aI% c% (n (ON ON C7% 000 
-4 -( P-4 9w 
282 
CQ ==== 
PQ 12n ZQ = mq = zn === 94 pq M===== OQ 
ý2 
===== :q _m ýý %ýý% 2ý ý g! % 21 'ýý l% gý % 
101d4 
1; 32 Intli % 
1-141 2, %%% 2-2 % 221 j%B%ýý! r14 24 
N -4 N r9 -4 -4 -4 ., 4 N CN -4 --1 -4 -4 <=<9 >o =======<<<= 
r14 cli 0 -4 en cli 0% 0% zo en en CM cm (" c, ý 00 rý m"0 -4 00 cn --4 cli tr% rn tn ri (n CO CO 0 ýo -- 00 DO 00 rl CO DO cl 30 ---- 00 cn 00 r- c4 (ýJ 00 -. MI DD 'DO 00 4D 00 00 20 en CO 
.... .. -- N -- Cm -- .. ZO .... 30 .. 20 <3% .. 00 .... 00 00 .. C-4 UO ýjo .. -t cý CD 00 CO 00 cq -. Z% g% .. -- -- CY% 0% r4 N CYN CO 00 DO .. :0 0-, Co 
t4 
Z r4 00 .( MI 0 -2 4 ri CD ri rl mn r4 cn 1 CN En 1 rl -4 1 (n cm 111111 20 ul cn r4 V) ri cn rý Ze cn 11 vý 11 Ln 1e rl 1-. .jv1 Ln V. ý 'm tf. % r, 'm Ul 0 r, 0 r' S 0% r, .. ý, 0 00.. .. 0 r- ri Lr% 0 cq r, r- DO 11, '-, JO A fi ul un r) 0 
cq jý Z 00 r, .. 
c% -4 z U) CD 
.i --( -4 N rý -4 r-i --C r4 -( -. ( --4 (N -4 -1 r4 ýý -K -( r*q 
_T -li *lo 00 (: --( 't jo A -4 CY% 0 Ul IT o tq cl O'N rý 30 (DN rý c% 0 CD ýc CYN Le) oo e 0-, (3-, v) . -4 rn CY% --( Ul LA CD -0 t tn rq t cr% crN --i T Ln c7% (2-, zo Ln -4 0 -« rq " ýo CD rn LNn C-4 r- 7 00 C, 4 C, 4 ri r, - r- r, - r-. oo x oo -4 cy% r-ý cy% iD rýý 'm Ln aý tN, rn Ntt ri r, 0tt ýn rý. ýn , fý '-, r- C) L', l'- ---- -t -ý 00 OD r4 -t t4 C) r- en vý 00 v-i -4 Um r- px cr, Ln r, t c9 -4 A ') C"4 ZY% --4 crN CY% tý. c% C-4 00 t r4 Ln Ne -4 jo .x CY% " c> t ZO -, CD i vý CD rn q c:, rý r) 
,0N(: cn -t ý2 -4 0 CD CA ýo 00 CY% 00 CO LA ýr - cq c4 Ln Lr) C-1 cn fi mt Ln C-1 zo cr% rZ JD r, E--4 E- F--4 : :f >d >4 >. 4 X cn XXXXXXxx cn Co cn cn C/2 v2 u2 cn cn cn ýn v2 u2 v2 u2 ZZZZZZZZZZZZZZZZZZZZZ :ZZZZZZZZZZZZZ 
z E-4 1-4 0zu4 o4 ý4 z p"=, C4 F-4 0 fA X EZ3 = 1- -4 1-4 0Qw ; -ý 0 in 0 
>4 
ý 
:4ý ýý 
0 E-4 z0 -3 ý4 ý-4 izd Zý 1-4 ZZý 
z ca 
0zz C) 0 F-I z :3 43 wzz co -4 u ad uj ad 0=a :m ýý = :t=z ý-q C4 tn V) .4u :4 zQ cz .4= -4 0 -:: ý = -: ý <4 -3 w==2WH >4 U) 14 U Dj :4 "4 C4 W Qz -14 E-4 :ý ýý >-' n ý-4 ý-4 .40, CM => : 3,: -: 4 = J-4 -J 0-4 :4W E-4 W0 :4W Cd :: d 0-1 C4 8 ý-4 W ý-4 0 -ct :5U P-4 1-4 P-4 2"I 1) =wz C4 u= 04 = 44 ýL. 4: 1 im z <c 04 C4 Z. La ý. d ý. 4 ý4 fn = :0 
ZD r4 r4 
E-4 
9 :c 
10 zww 2 C) Z (D CZ ul w b-4 = <ZZ 92, W LLI LZJ Z< h-4 Z F-4 M -1 b4 9m ý4 ZZZHH Z) E-4 u &- -ý J>i: >34 >4 0 N-4 cn 1-14 cn Z S-4 s4 s4 s4 4 4. -4 =) <<'. ' = leý . --1: ) < r4 u E--f w -2 w< cn J : 3: <a 1--4 < ýj u 9. -4 
C, 4 t --1 -4 rn -4 cn ýr LA C-4 cn t Le) 0 -4 -4 r4 cn -4 r4 tm e Ln 0 rý 0, % N -4 L-4 cn t Lr% 'm r, 1-4 0 CD (n CD 0 -4 CD (D CD CD 000 CD CD 0 CD CD (D 00 CD 0o0 CD CD c) o c) (D 00 CD Co 00 00 CD CD CD 0 CD CD CD 0 CD CD C) 00 0 CD 00 CD CD ci CD CD CD Jo CD 0 C) (D (Z (Z CD X4 -4 --( r' rý r, m 00 00 j% 9% CA CY% CY% (D CD -( -4 C-4 rn cm cn (n ri rn (1 rn -1 't 't ee -t i S. -4 r-4 NN pl r, rý. rý r, r_ rý rý r-, r, rý 00 00 Co jo 00 30 00 00 Co 00 00 Co 00 00 00 00 io 00 Co 00 Z 
Z En -t V% "0 r, 00 0% CD -4 N cn tA IM rý JO cy% CD -< N c, ) -2 u) 'm r-. oo vý CD --4 N ri t Ul %0 w CD CD 00 C) CD CD -4 -4 -4 -t -4 -« -4 -4 --( -4 (N r4 C, 4 N eN ci r4 NN r4 rn en rn cn c-i c-i en 124 ý« --4 -4 -4 -4 --t -< --1 -4 --4 -4 -4 ýý -. ( -4 -( --. ( --4 --c -4 --1 1. -t --i - -4 -4 -4 -« -4 -4 --4 -( --4 -4 
283 
A= cn cn == ýQ = :4= po an = zn = 7) = 02 = nq =4w=== ul gn === L.. &4 CL, PL4 Clý o4 ýZ Ir'44 IC144 
z 
-4 -4 -4 C, 4 -4 "' IN CN 
.<-. 4 = co C13 go -4 go 1ý4 . 94 4 -< -: 4 ml = -ý4 
-t -4 N IM -1 t -4 ýi -4 r- 00 r-4 r-i 
ri cn -1 zo (" In -4 Co zo en cli 0 r- M ao m rn N-- 00 C, 4 00 
zo DO CO .. 10 VO 'DO CM -. -. 00 cn 00 Mý rn .. JO JO -. -. " cn cn 20 'M rJ -. ZO .. 
.... .. N-. .. -. 10 DO ZO -. JO .. 00 00 N .. ri .. r4 c4 r- oo zo .... . C. 4 .. C. 4 00 vl CO -_C 00 Co c, 4 .... .. 'JO .. 00 -- -- -4 --4 CO '20 LM -4 .... .. rj .. 4 
.. .< Z% C) CD .. CO -. JO C% -- -. .... .... alt (n CY% -4 .. GýýZG CD cn --t .. -4 -- -. -4 -( . 'n .. ( --4 --4 -4 .... .. CD CD r) (n -. ( .. -4 1 rn --i M en CD (D --4 (D C, 1 cn 11C, 1 --4 rm 00 ch 1 en 1 C-4 rn cl m in 11 mc% 1 fi 1 
ý. 0 "0 cn en m IT 1 00 "0 ýo 00 1 (n 11 en Le) rý r, - 1 zo %0 (1) ýo -e 
'M 0 4D e, 0 o r, - 'M -. -. 10 zr r, rl V't Ln 0e0 rý 0 'M r', rý- Ln .... r- 
cn 0 7: lý lý ý: lý Lr% -. (Z 
CD 00 ZD -. -. -. -- r- 00 0% 1,0 120 00 00 .. ýo 
--4 -4 N r4 C-4 -4 -. < nN --( cn --i cýi - ---( cli r4 -4 .. ( --4 -4 --4 --4 --4 --4 --c -< -, i r4 C-4 ON c4 
,t ch t 0, % -0 00 (DN Ln rn Lr% cn rý t 00 -< 
N rl Z rý (> -4 'M rl CD , t UM CD -( ei --i oo LA CD r»4 %0 C, 4 (n N ýo cq ýo -4 cn C, 1 rý cl ., cy-, .i CD ID 0% r4 c--i -t, -4 --4 a, r Co CD ý. o D cý 
10 't 10 ýo "0 LM rý rý r- ý. 0 r_ r_ rý r- -e Lrl ý DO 00 --c cý zo zo -4 ý c-i ýo rý ao u, Lri Ln rn C% (D Ln CY% el-i Ln 00 C% e --4 ýo 0 ýo 00 Ln 0 -t u, % -( ýo cn o cn 0-, 0 ý, 0 rý -c 0, % -4 ri --4 
-4 -4 r_ ult ri Cn LM CO Ln 00 10 Lrb 10 m CY% CO , v) -t -t ým rn -T c; % -0 0 u-, y, -4 c-) m 't 1.0 r, 1.0 r*_ IM ýlo IM 10 IM vi r, - r- rl -t cn ri --4 -4 c, 4 -4 --c -4 -4 cýJ 00 rý -ý 
< 
: 
CD Z0 
sZ4 zý 
mw2: w r4 ýN rz4 Mm CD cn 104 -8 h4 0wZuZ0 c4 . ýI gz zzne-4 =zz H4 : 
ul- 
ý5 ý--4 x e-4 , 
ýý 9=, u0:: w Ei 0 41 -3 uu >z4 < 
LD < 
Z S-4 Z 75 
La 
s<: 
221-. 4 ý 
cn W ra to W 1. -4 h--4 ui = tu -2 1-4 Z 41 WZ ý-4 >4 m2 E-4 
ýw 
E.. o 
ý3 F. 4 9Z ýi 0Z E-4 N=u :5Q (Z E-4 F-4 ji 
I 
ra od 
E-4 h-4 
Z0ýu 
>-d M :5 E-4 04 ý2 :>5 -2 mH546 c4 u> -3 > Z) CD czi ý2d > -2 ý] Z< U= 
du 
00 0% -1 N cn t ul %D DO (: CD cn LM %Z Ch '10 -. ( r4 rn 't --4 IN --i rm 1? LM -4 N -( -< C, 4 r14 
1-4 CD CD -4 -4 -1 --t -4 -4 -( -4 t-4 cýI r4 rýJ c, 4 CD C) CD CD CD CD Z0 CD CD CD 0 CD 0 (D CD CD CD CD CD C) CD CD CD CD C) 0000 CD CD 00 CD CD C) CD CD CD 00 20 DO 20 00 00 CD 0 CD 0 
>< tittit -1 t -t -t -t -T -t --t -t -t ul Ln vi Lm ýo 'm r, 0% Z% c2" o . -4 r 'm 0 rý )--4 oo mo oo m oo oo oo oo oo oo oo Co m Co Co M 00 00 ZO DO DO DO 00 :0 00 00 0% ON CY'% cyý (n C% m 
Z r- 00 IM rý- 00 (> 0n IT V', %0 rý M c*I C --4 -4 CM 't U'% ýo r- 00 
til ri , ', tttttt5tt ZT tr% A Ln A 
V-1 Lri V. ) Lr) ýn vi ZO 'm 'm Z 'Z e ýo ý-0 0 
284 
APPENDIX 2 ANNUAL 11 
1 HELMSDALE 
120.6 1T4.6 131.4 
2 CARRON 
145.1 134.0 214.2 
3 OYKEL 
T22-T 252.1 350.5 
4 CASSLEY 
T5.8 TT. 5 89.5 
5 TIRRY 
56.6 62.4 44.4 
6 SHIN 
64.4 57.0 70.0 
7 CONON 
239.7 506.2 379.1 
345.0 
8 ALNESS 
66.9 39.8 89.8 
9 BEAULY 
567.7 321.5 299.4 
238.6 274.9 599.7 
10 NESS 
271.6 417.4 359.0 
11 NESS 
382.1 311.3 540.5 
260.4 444.3 300.0 
532.0 305.6 339.6 
277.1 261.5 379.2 
12 MORISTON 
277.3 204.2 386.6 
432.1 181.1 245.1 
13 ALLT BHLARAIDH 
21.5 14.2 16.7 
AXIMUM DISCHARGE DATA 
at KILPHEDIR 
238.3 166.6 232.9 
at SGODACHAIL 
142.1 331.4 181.7 
at EASTER TURNAIG 
425.7 485.9 
at DUCHALLY 
72.7 96.8 57.9 
at RHIAN BRIDGE 
91.9 110.9 82.1 
at LAIRG 
92.6 49.2 51.1 
at MOY BRIDGE 
402.3 474.8 356.2 
at ALNESS 
69.3 49.4 77.6 
at ERCHLESS 
310.9 343.2 297.8 
at NESS-SIDE 
310.6 347.5 391.0 
at NESS CASTLE FAR 
489.6 342.4 452.8 
396.2 376.4 333.9 
350.9 348.1 370.7 
at INVERMORISTON 
278.0 284.7 409.0 
317.1 236.9 
at INVERMORISTON 
15.0 23.2 11.8 
(m3 sec-1) 
1975-1982 
267.6 152.9 
1974-1982 
274.2 389.5 249.4 
1978-1982 
1950-1958 
72.7 98.7 57.9 
1951-1958 
80.9 42.8 
1951-1956 
1946-1956 
306.6 322.9 312.0 295.9 
1974-1982 
111.4 197.3 83.9 
1950-1962 
326.9 316.1 218.0 279.9 
1973-1982 
435.2 353.3 379.3 324.7 
M 1930-1962 
370.7 594.3 498.1 433.0 
229.2 311.3 373.6 393.4 
348.1 393.4 350.9 259.0 
1930-1944 
557.5 209.2 364.9 266.3 
1954-1960 
21.5 
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14 FINDHORN at SHENACHIE 1961-1982 
185.8 265.6 125.7 114.7 138.5 340.1 175.9 163.8 166.4 471.7 
159.8 147.1 1-80-1 167.8 183.6 165.7 141.7 297.1 263.9 263.9 
484.8 237.7 
15 FINDHORN at FORRES 1959-1982 
139.7 391.4 252.1 367.5 240.3 16 9.4 236.4 688.4 284.1 348.7 
246.1 2327.8 243.4 211.0 253.1 230.0 286.7 216.4 165.9 421.3 
286.7 425.3 782.0 753.8 
16 LOSSIE at SHERIFF MILLS 1959-1982 
29.7 73.1 32.8 42.1 43.4 45.3 46.6 73.7 28.6 87.4 
22.3 91.8 19.7 30.5 30.9 15.3 22.0 24.6 27.4 33.8 
20.5 41.0 74.6 34.6 
17 SPEY at ABERLOUR 1939-1982 
3T3.6 46T. 0 418.6 293.4 252.9 456.9 418.6 377.7 418.6 478.7 
296.3 760.2 404.3 296.3 440.5 429.4 322.7 843.1 798.2 597.2 
347.5 744.3 411.4 527.4 448.0 274.0 407.9 658.3 282.2 366.9 
191.7 1241.8 390.5 397.. 4 211.6 388.7 357.1 412.1 287.2 673.0 
380.3 281.4 823.8 486.6 
18 SPEY at KINRARA 1952-1982 
89.8 109.1 202.2 
283.5 85.6 105.5 
102.0 104.3 242.5 
143.7 
19 SPEY 
67.7 99.7 121.3 
205.2 67.7 74.4 
96.9 79.1 
20 AVON 
146.3 212.3 116.7 
118.0 387.8 80.7 
214.8 144.6 114.2 
at RUTHVEN BRIDGE 
115.1 120.3 91.6 
93.3 223.3 108.2 
at DELNASHAUGH 
109.1 80.7 
165.7 111.6 
98.3 102.8 
1952-1973 
80.7 72.9 
123.4 108.2 
1952-1982 
127.4 
134.4 
104.3 
94.2 
107.2 
138.8 
131.5 
196.2 
103.4 
115.1 
182.6 234.6 163.9 182.6 334.0 323.5 305.7 218.3 435.7 184.4 
212.4 189.8 123.5 224.4 323.5 167.2 129.0 99.0 420.1 143.6 
265.3 123.2 242.8 158.0 297.0 128.6 221.4 138.4 177.5 521.3 
324.9 
21 SPEY at BOAT OF GARTEN 1952-1982 
105.5 129.9 238.4 187.3 250.8 157.8 137.4 108.0 163.9 165.0 
320.4 113.1 120.9 135.5 410.8 189.5 177.5 111.4 168.1 131.8 
109.7 120.9 294.7 208.6 142.9 128.7 233.2 206.8 122.6 236.0 
156.5 
22 SPEY at BO AT 01 BRIG 1953-19 82 
494.5 464.1 340.6 776.8 695.9 682.9 371.8 705.7 426.8 504.5 
467.5 337.1 464.1 574.5 319.6 497.8 255.0 929.8 368.4 392.5 
333.6 358.0 338.2 350.3 279.7 610.9 369.8 297.8 690.1 489.4 
APPENDIX 2 (c4 
23 SPEY 
TT-9 109.6 
44.3 65.3 
51.0 161.3 
24 TROMIE 
12T. 2 36.2 
43.5 2T. 2 
25 DULNAIN 
73.1 80.6 
105.1 62.2 
64.8 68.7 
80.0 
26 SPEY 
180.4 237.8 
373.4 182.9 
165.2 206.1 
208.8 
27 DEVERON 
145.7 113.9 
167.9 93.1 
109.4 126.9 
28 DEVERON 
251.2 263.5 
137.6 92.6 
274.8 278.1 
29 ISLA 
46.1 49.7 
29.6 15.5 
57.7 34.7 
30 YTHAN 
49.9 60.3 
65.9 114.6 
61.0 35.9 
52.8 48.0 
44.6 55.2 
31 UGIE 
65.4 53.9 
48.3 28.3 
32 DON 
285.6 95.8 
124.6 142.9 
)ntd) 
114.8 
77.9 
102.1 
76.0 
45.5 
83.7 
53.5 
78.4 
336.5 
185.5 
335.1 
124.5 
84. o 
146.1 
201.3 
123.3 
67.5 
31.7 
4o. 3 
48.3 
48.8 
46.1 
44.0 
73.2 
io4.8 
280.3 
at INVERTRUIM 
103.0 77.9 45.2 
256.9 121.8 125.5 
80.9 74.9 158.9 
at TROMIE BRIDGE 
83.3 93.1 155.1 
47.2 128.5 37.9 
at BALNAAN BRIDGE 
65.4 104.5 98.1 
70.6 124.4 71.8 
77.9 68.0 66.0 
at GRANTOWN 
267.4 345.0 286.5 
208.8 487.5 240.4 
260.1 211.9 170.0 
at AVOCHIE 
102.8 89.5 130.1 
71.5 85.9 102.0 
at MUIRESK 
167.3 334.6 266.2 
129.7 234.3 308.9 
at GRANGE 
48.1 71.8 98.2 
33.9 36.6 48.3 
at ARDLETHAN 
41.2 47.7 82.7 
44.6 71.1 51.1 
54.6 40.7 59.7 
55.2 31.9 30.7 
at INVERUGIE 
33.4 32.5 31.8 
at PARKHILL 
80.2 '118.8 ý94.8 
1953-1982 
75.3 60.6 86.3 220.1 
87.7 89.2 93.6 90.6 
231.6 83.6 123.7 93.6 
1953-1970 
32.6 63.3 153.6 115.3 
30.6 25.9 
1952-1982 
71.2 54.2 103.9 66.7 
80.6 62.8 109.7 69.6 
102.7 88.3 86.8 96.6 
1952-1982 
227.2 160.1 333.7 227.2 
219.2 150.2 364.9 180.4 
187.5 221.9 215.8 357.5 
1960-1982 
128.5 128.5 143.4 110.5 
133.5 73.5 124.9 91.0 
1961-1982 
230.2 390.2 186.3 350.3 
140.8 251.2 175.5 247.8 
1961-1982 
44.2 126.7 38.7 77.9 
36.6 70.2 43.9 55.4 
1940-1982 
58.4 52.2 49.4 29.1 
38.4 84.5 56.5 49.9 
51.1 52.8 66.6 54.0 
36.9 41.2 75.5 102.2 
1971-1982 
35.7 88.1 85.8 46.4 
1970-1982 
265.4 128.1 152.1 135.4 
ILO I 
287 
APPENDIX 2 (contd) 
33 DON 
98.2 86.6 75.6 
132.0 212.0 
34 DON 
92.5 68.5 148.3 
35 DEE 
551.8 499.2 606.8 
448.0 585.1 281.4 
j86.6 1020.0 292.8 
401.3 449.1 530.5 
509.6 288.7 223.6 
234.3 568.9 683.0 
36 DEE 
204.0 570.1 573.0 
37 DEE 
242.1 248.5 392.7 
38 GIRNOCK 
19.5 9.2 22.6 
19.5 29.6 
39 EDEN 
47.7 31.3 36.8 
55.8 40.1 42.7 
40 ISLA 
53.8 48.1 62.3 
46.7 75.9 44.7 
31.1 26.9 40.2 
41 NEWTON 
7.1 5.3 10.0 
13.1 6.5 14.6 
7.4 5.7 9.3 
4.1 7.6 3.8 
42 TAY 
602.8 760.4 1008.4 
1072.4 627.9 581.3 
566.1 618.5 1050.2 
1032.2 
at HAUGHTON 
116.1 90.1 197.4 
at ALFORD 
96.4 97.0 120.7 
at WOODEND 
401.3 481.9 463.9 
253.7 302.5 458.9 
247.7 396.7 335.2 
396.7 214.1 222.3 
489.2 543.4 201.9 
at PARK BRIDGE 
597.7 487.4 558.5 
at POLHOLLICK 
271.9 178.0 311.6 
at LITTLE MILL 
6.3 23.0 19.8 
at KEMBACK 
25.9 31.0 18.1 
34.4 58.9 
at FORTER 
71.3 54.6 36.5 
45.3 99.1 39.6 
28.9 38.9 32.0 
at NEWTON 
5.4 5.4 11.7 
10.2 5.0 6.8 
4.5 9.7 9.5 
at CAPUTH 
874.8 904.6 781.3 
923.4 1072.4 912.1 
1461.5 621.6 609.1 
1971-1982 
122.9 121.9 133.0 100.0 
1974-1982 
71.1 107.7 188.5 
1930-1982 
1134.0 423.9 439.3 487.0 
411.6 505.4 618.1 311.6 
458.9 356.0 373.9 510.6 
507.5 286.3 178.9 236.6 
475.1 358.8 474.2 464.4 
1973-1982 
525'. 5 287.8 739.1 840.7 
1976-1982 
397.0 
1970-1981 
21.9 13.0 18.2 12.0 
1968-1982 
43.2 21.7 41.8 71.2 
1948-1975 
62.3 46.7 53.8 42.5 
45.3 46.7 56.6 67.9 
46.7 39.1 
1950-1982 
8.1 7.6 7.0 5.8 
5.7 10.6 4.3 5.8 
7.1 5.5 5.9 8.2 
1952-1982 
631.1 746.7 676.2 806.0 
669.7 673.0 686.1 674.6 
973.3 887.4 566.1 824.6 
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43 INZION 
3.0 9.0 5.5 
4.7 6.5 6.8 
10.5 6.5 6.5 
5.3 8.4 4.4 
10.4 3.7 6.1 
5.4 7.0 9.9 
44 HELGAM 
10.1 19.6 14.8 
15.5 15.4 16.6 
15.4 15.4 15.7 
16.3 17.1 10.4 
18.4 
45 TAY 
954.2 1224.4 1162.9 
1091.7 672.6 1091.7 
747.2 1361.7 1196.7 
46 TAY 
334.6 373.1 439.7 
522.3 256.0 215.3 
249.6 254.9 559.9 
453.5 
47 DEAN WATER 
31.6 37.0 30.2 
25.1 16.3 31.4 
27.3 26.6 25.5 
48 ISLA 
106.1 106.4 116.7 
130.2 
49 TAY 
167.3 203.2 143.1 
50 ALMOND 
62.6 142.2 130.0 
51 MUCKLE BURN 
9.1 5.8 14.4 
9.9 10.9 9.9 
9.2 7.1 14.0 
52 BRAAN 
95.4 144.8 205.0 
at LOCH OF LINTRATHAN 1927-1982 
9.1 5.6 7.9 6.6 3.9 6.5 5.1 
8.3 5.1 6.4 5.7 3.6 6.9 7.0 
5.6 4.8 10.2 3.0 4.3 9.3 5.5 
7.3 6.7 9.6 7.6 9.3 3.4 6.1 
5.6 5.9 7.0 2.4 2.9 6.9 7.3 
6.3 5.9 5.9 
at LOCH OF LINTRATHAN 1927-1967 
16.3 15.9 15.7 14.5 10.5 15.8 15.5 
22.6 25.2 14.4 15.2 9.8 15.7 15.3 
15.2 9.3 15.8 10.3 14.5 9.7 18.4 
20.6 21.4 16.7 21.1 9.5 10.2 12.2 
at BALLATHIE 1953-1982 
1010.7 1045.0 856.1 1104.1 1054.4 966.8 1270.3 
1184.4 1066.8 852.9 769.7 843.4 772.9 843.4 
677.4 760.1 1169.0 1119.6 706.7 1122.7 1230.5 
at PITNACREE 1952-1982 
581.9 493.9 373.1 237.2 251.7 243.4 256.0 
327.1 445.6 416.8 266.8 273.4 223.1 272.3 
241.3 258.7 266.4 461.3 495.1 229.4 320.5 
at COOKSTON 1954-1982 
28.7 42.0 25.1 26.7 35.0 27.1 33.5 
31.9 23.1 26.6 28.0 20.9 28.0 15.0 
30.2 34.0 34.6 34.7 61.8 66.5 
at WESTER CARDEAN 1972-1982 
78.6 102.0 68.8 119.3 67.3 80.2 124.7 
at KENMORE 1974-1982 
172.6 201.3 247.9 143.1 162.1 167.3 
at ALMONDBANK 1973-1982 
60.3 133.6 136.0 79.1 77.4 121.8 68.9 
at EAST MILL FARM 1950-1972 
3.9 6.9 11.3 11.0 9.3 7.9 4.5 
11.3 4.2 6.8 7.1 11.3 4.8 5.1 
at BALLINLOAN 1976-1981 
141.8 66.8 174.5 
289 
APPENDIX 2 (contd) 
53 EARN 
273.3 282.7 202.3 
154.3 208.2 217.1 
165.2 170.3 244.5 
165.5 145.3 193.7 
54 EARN 
46.7 53.5 47.3 
45.0 63.7 55.0 
55 EARN 
181.3 300.0 230.5 
56 RUCHILL WATER 
144.3 83.3 137.8 
70.5 163.1 171.2 
106.0 258.4 148.3 
57 CARRON 
55.8 38.2 45.2 
61.9 51.7 56.4 
58 AVON 
42.0 35.1 39.2 
57.6 77.5 
59 ALLAN WATER 
86.1 47.3 54.6 
68.1 80.2 65.0 
85.3 77.4 56.2 
60 DEVON 
41.9 43.9 36.6 
41.6 38.0 44.5 
61 TEITH 
198.7 191.5 139.3 
191.5 195.1 168.8 
170.5 226.5 204.1 
62 ALLAN WATER 
78.7 58.2 110.9 
73.7 
63 LENY 
104.1 78.9 69.3 
64 ALMOND 
90.8 104.8 55.9 
112.5 124.8 154.8 
166.8 116.0 91.8 
at KINKELL BRIDGE 
202.3 198.3 207.2 
192.5 209.2 177.7 
173.0 135.8 243.9 
163.4 
at ABERUCHILL 
37.0 56.9 62.9 
64.2 47.2 
at FORTEVIOT BRIDG 
145.9 189.0 230.5 
at CULTYBRAGGAN 
108.1 114.8 87.9 
241.8 164.5 283.3 
at HEADSWOOD 
38.0 39.0 48.3 
53.6 
at POLMONTHILL 
34.5 43.8 39.2 
at KINBUCK 
64.4 79.5 54.6 
73.5 68.4 47.0 
78.3 63.2 
at GLENOCHIL 
30.4 52.9 57.0 
38.5 
at BRIDGE OF TEITH 
193.3 232.2 189.7 
150.5 198.7 148.9 
162.1 155.8 150.5 
at BRIDGE OF ALLAN 
67.9 65.6 79.9 
at ANIE 
82.4 110.5 115.9 
at CRAIGIE HALL 
74.9 89.8 97.8 
124.2 75.3 65.9 
80.4 156.5 157.2 
1949-1982 
216.1 191.5 193.4 179.9 
197.5 198.6 204.3 223.0 
174.0 152.7 174.6 237.6 
1956-1970 
78.0 58.5 43.5 67.8 
E 1973 1982 
283.5 198.5 289.6 196.9 
1960-1982 
103.8 130.2 193.1 120.5 
164.5 132.1 115.9 131.4 
1969-1982 
47.3 53.6 45.9 45.3 
1971-1982 
51.0 69.2 60.8 58.7 
1958-1982 
49.8 68.1 89.1 54.6 
99.0 58.5 54.6 65.6 
1957-1970 
45.7 22.7 42.2 41.6 
1957-1982 
128.3 158.7 172.3 218.9 
156.4 179.2 226.5 116.3 
1972-1982 
110.2 96.4 67.9 91.9 
1974-1982 
64.8 83.2 76.0 
1957-1984 
119.0 72.6 129.4 137.4 
20.9 81.7 76.6 93.1 
88.7 152.6 
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65 ALMOND at AL MOND WE IR 1961-1982 
13.5 16.5 16.7 11.7 18.3 16.9 17.8 20.6 32.6 18.8 
12.0 13.1 6.2 10.7 8.4 15.5 27.3 11.2 13.4 12.3 
32.1 29.3 
66 BREICH WA TER at BR EICH WE IR 1962-1979 
29.5 29.5 19.6 32.3 39.4 39.4 34.0 39.4 40.7 21.7 
20.8 7.3 20.8 18.3 8.3 46.0 37.5 30.6 
67 NORTH ESK at DALMORE W EIR 1962-1983 
23.0 21.9 18.2 27.5 39.5 16.7 24.1 29.9 26.9 18.7 
11.2 9.6 14.8 17.2 15.7 18.7 17.2 20.3 27.5 22.7 
24.9 17.2 
68 ALMOND at AL MONDELL 1962-1984 
114.5 92.3 53.1 97.6 107.6 105.3 84.2 137.0 95.3 52.7 
50.6 24.2 77.5 54.8 60.7 165.8 63.8 63.8 81.8 112.7 
115.7 52.7 115.7 
69 WATER OF LEITH at MU RRAYFIE LD 1962-1984 
33.2 33.0 11.0 27.3 41.0 24.6 27.0 31.7 23.2 18.1 
15.8 9.4 18.8 20.8 18.3 32.4 21.9 15.8 30.8 34.1 
33.9 23.2 40.8 
70 ESK at MU SSELBURGH 1962-1982 
72.0 67.7 38.1 75.0 97.0 46.9 73.9 64.8 63.1 55.5 
36.1 15.6 49.0 63.1 60.5 65.2 52.1 60.5 81.5 80.9 
84.8 
71 SOUTH ESK at PR ESTONHOLM 1964-1983 
10.4 28.7 46.4 18.0 22.9 12.3 16.9 26.9 7.0 7.0 
11.2 16.9 11.8 16.4 15.5 17.8 25.4 21.0 30.4 25.4 
72 NORTH ESK at DA LKEITH PALACE 1963-1982 
36.0 23.2 38.6 75.6 24.4 40.3 43.9 36.4 28.9 17.0 
11.8 23.2 25.2 25.2 35.1 26.0 30.9 52.4 48.3 54.1 
73 TYNE at EAST LINT ON 1959-1982 
23.6 29.2 26.8 47.4 74.6 47.4 63.2 113.0 66.1 69.0 
47.7 31.3 57.6 27.2 7.6 31.3 52.5 54.3 49.4 42.7 
48.5 44.9 71.0 96.9 
74 PEFFER WEST at LUFFNESS 1966-1982 
2.6 3.4 3.9 1.8 2.6 2.3 1.8 o. 6 1.8 2.0 
4.3 4.9 3.4 3.9 2.8 6.9 4. o 
75 TYNE at SP ILMERSFORD 1962-1982 
30.0 38.0 27.0 40.9 51.7 37.2 43.8 22.5 20.9 30.7 
20.0 4.8 13.8 38.0 49.6 34.6 29.5 25.8 31.2 47.0 
44.4 
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76 BIEL WATER 
4.5 1.1 1T. 8 
22.4 
77 GIFFORD WATER 
1.7 14.8 9.3 
6o. 2 
78 BIRNS WATER 
16.2 25.3 12.6 
9.1 2.2 12.9 
32.8 
79 FRUID WATER 
21.1 20.7 21.1 
17.6 13.0 14.5 
80 WHITEADDER WAT 
18.4 15.8 18.4 
81 TWEED 
1079.0 204.4 283.6 
115.3 175.3 140.9 
138.5 136.0 96.5 
167.3 105.1 189.1 
82 TWEED 
200.0 120.2 133.9 
60.8 99.3 149.1 
109.1 146.1 
83 TWEED 
682.9 497.9 497.9 
388.3 249.9 467.0 
510.4 
84 ETTRICK WATER 
184.8 240.6 227.3 
113.6 267.7 207.5 
316.2 
85 TEVIOT 
168.2 464.2 462.1 
210.8 270.6 251.5 
549.2 357.6 
at BELTON HOUSE 
12-T 15.8 13.5 
at LENNOXLOVE 
21.3 12.3 8.4 
at SALTOUN HALL 
28.2 45.6 26.4 
22.5 8.5 23.6 
at FRUID 
16.7 18.4 22.7 
19.1 28.9 
ER at HUNGRY SNOUT 
15.8 18.4 26.3 
at PEEBLES 
86.7 305.8 610.9 
234.5 186.0 157.5 
141.7 106.0 176.0 
186.6 
at LYNE FORD 
129.3 103.8 137.7 
132.7 62.2 121.2 
at BOLESIDE 
366.1 438.2 473.4 
339.7 223.7 1156.0 
at LINDEAN 
140.8 209.1 245.7 
159.4 235.6 373.2 
at ORMISTON MILL 
288.8 249.9 269.0 
240.6 245.2 185.5 
1972-1982 
17.2 6.9 18.2 30.8 
1973-1983 
13.1 15.3 30.4 26.6 
1962-1982 
33.6 12.6 17.8 18.4 
23.1 20.5 20.6 21.5 
1948-1962 
20.5 24.7 13.0 12.4 
1958-1967 
15.8 23.7 63.1 21.1 
1949-1982 
113.8 228.6 120.7 138.8 
190.9 189.5 178.9 125.9 
165.0 81.6 213.0 162.8 
1961-1982 
112.7 74.1 108.2 82.6 
140.5 105.6 118.6 98.6 
1962-1982 
296.5 355.4 262.4 209.3 
526.2 383.4 248.5 692.6 
1962-1982 
205.8 172.0 495.2 151.6 
345.8 226.3 142.3 361.3 
1961-1982 
397.5 397.5 178.8 251.5 
325.0 261.0 326.8 205.0 
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86 TWEED 
723.6 497.9 1175.4 
573.3 526.5 634.7 
505.0 1556.8 829.2 
87 TWEED 
527.0 5T9.9 398-T 
396.1 412.1 822.3 
480.1 408.9 23T. 2 
448.7 283.9 892.0 
88 YARROW WATER 
85.8 61.6 96.5 
68.0 90.7 85.8 
89 TEVIOT 
206.8 240.3 181.7 
171.6 199.4 147.4 
90 GALA WATER 
62.1 72.4 63.0 
23.8 37.1 50.9 
91 LEADER 
72.6 55.9 65.0 
71.6 76.2 48.4 
92 EYE 
34.8 30.2 21.3 
38.9 20.3 32.1 
93 ETTRICK 
44.5 48.1 51.0 
54.1 153.2 84.9 
94 LYNE 
37.0 51.0 21.7 
24.3 29.5 26.4 
95 MANOR WATER 
23.4 18.2 14.7 
21.7 13.7 28.7 
96 YARROW 
39.3 39.2 41.5 
100.5 60.1 37.9 
97 TWEED 
664.1 329.3 725.1 
456.3 637-0 1649.5 
at NORHAM 
1182.2 626.9 743.1 
519.3 637.4 414.0 
at DRYBURGH 
357.2 444.6 616.6 
516.5 652.3 614.5 
402.4 467.7 383.5 
558.3 
at PHILLIPHAUGH 
83.9 88.7 44.9 
37.3 205.2 141.7 
at HAWICK 
230.1 180.0 208.7 
165.1 310.4 199.4 
at GALASHIELS 
34.8 49.8 34.3 
37.3 51.5 47.7 
at EARLSTON 
52.6 50.0 34.6 
53.3 59.7 117.6 
at EYEMOUTH MILL 
23.5 24.1 4.4 
61.7 56.6 
at BROCKHOPERIG 
35.4 41.1 59.8 
48.1 59.0 68.5 
at LYNE STATION 
19.6 9.8 22.2 
35.7 
at CADEMUIR 
24.4 10.3 23.9 
26.1 
at GORDON ARMS 
34.5 53.3 18.8 
58.4 60.1 
at SPROUSTON 
232.1 659.3 662.4 
1960-1982 
956.4 937.8 820.4 709.8 
553.4 516.9 751.5 720.8 
1949-1982 
310.2 967.9 384.0 429.0 
483.7 570.1 546.7 383.5 
276.2 402.4 1174.1 527.7 
1963-1982 
58.9 46.6 44.0 37.3 
78.0 59.0 100.1 201.5 
1964-1982 
160.3 178.3 124.1 201.2 
195.8 136.4 236.1 
1964-1982 
36.5 43.0 25.0 21.0 
36.4 47.0 70.7 
1967-1982 
21.4 67.3 53.5 69.6 
1968-1982 
47.5 52.3 31.6 32.9 
1966-1982 
77.9 24.0 69.4 74.0 
44.5 
1969-1982 
24.8 19.1 29.5 24.5 
1969-1982 
24.2 12.3 33.4 24.7 
1968-1982 
79.0 68.3 30.6 141.4 
1970-1982 
524.2 1407.7 804.6 738.5 
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98 WHITEADDER WAT 
79.0 133.9 88.6 
108.8 190.0 265.9 
99 TIMA WATER 
19.2 38.8 42.3 
100 ALE WATER 
15.8 25.1 37.1 
101 BLACKADDER 
26.9 23.3 3T. 5 
102 YARROW 
23-0 31.9 23.5 
41.3 32.2 42.6 
103 JED 
54.8 33.9 59.7 
90.5 
104 MEGGET WATER 
33.8 57.0 32.8 
37.5 41.9 43.0 
105 TILL 
299.6 104.4 79.1 
148.0 82.2 122.4 
106 ESK 
757.2 579.5 571.2 
107 LIDDEL 
199-7 192.1 214.1 
108 ESK 
372.5 559.8 324.8 
179.7 282.4 344.9 
109 ANNAN 
454.3 268.4 307.4 
474-0 308.5 285.7 
110 KINNEL 
63.6 60.3 43.9 
163.2 112.3 84.6 
ER at HUTTON CASTLE 
29.8 117.3 82.3 
at DEEPHOPE 
54.2 71.8 52.8 
at ANCRUM 
25.2 68.7 40.9 
at MOUTH BRIDGE 
48.8 59.5 36.5 
at CRAIG DOUGLAS 
42.6 17.3 70.1 
30.6 
at JEDBURGH 
59.7 56.6 40.6 
at HENDERLAND 
66.3 21.2 58.2 
42.4 
at ETAL 
83.6 70.1 70.1 
90.0 
at NETHERBY 
1061.0 976.5 585.4 
at ROWANBURNFOOT 
269.4 205.5 220.9 
at CANONBIE 
496.0 594.7 456.3 
320.5 636.0 386.7 
at BRYDEKIRK 
257.4 250.6 260.9 
256.1 306.5 390.2 
at REDHALL 
49.2 47.8 81.5 
61.4 60.6 139.9 
1970-1982 
92.0 177.3 160.9 91.9 
1973-1982 
48.4 37.2 50.3 64.5 
1973-1982 
40.0 29.6 56.7 80.6 
1974-1982 
34.2 40.9 92.8 
1969-1982 
41.6 18.9 113.3 67.0 
1972-1982 
51.4 73.9 36.7 75.0 
1969-1982 
59.4 40.2 72.1 58.8 
1956-1969 
80.4 122.4 83.6 67.0 
1962-1969 
1058.0 741.7 
1974-1982 
21T. 0 230.7 268.4 
1963-1982 
301.2 349.4 309.7 329.2 
356.2 299.0 428.3 557.0 
1967-1982 
150.5 263.6 256.3 214.5 
1967-1982 
48.4 45.9 68.4 66.6 
294 
APPENDIX 2 (contd) 
111 KINNEL at BRIDGEMUIR 1979-1983 
126.7 122.6 198.7 198.6 53.4 
112 NITH at FRIAR'S CARSE 1958-1983 
293.8 396.0 396.0 447.6 456.9 589.4 354.5 476.9 365.7 640.5 
444.5 354.5 388.8 347.0 298.7 557.2 498.6 470.3 380.1 424.4 
660.6 460.7 416.7 335.0 457.4 694.0 
113 NITH at HALL BRIDGE 1960-1982 
71.3 73.8 138.1 70.8 75.8 58.9 79.9 72.3 61.0 60.0 
65.2 45.0 66.2 53.6 116.9 62.5 53.6 96.2 55.3 61.9 
60.0 68.8 86.3 
114 SCAR at CAPENOCH 1963-1983 
129.8 163.4 120.0 171.2 160.0 119.2 116.8 137.3 94.7 130.7 
89.3 154.9 173.8 139.2 136.8 200.4 142.8 141.8 126.6 144.8 
219.8 
115 CLUDEN at FIDDLER'S FORD 1964-1982 
109.3 101.9 98.7 151.4 97.9 136.8 99.5 70.9 126.2 70.9 
135.1 119.4 85.5 271.0 106.0 128.9 93.2 108.5 198.3 
116 NITH at DRUMANRIG 1968-1983 
247.9 240.6 278.5 245.1 224.8 353.8 343.9 318.9 257.8 294.7 
429.3 311.4 313.0 269.9 317.9 421.1 
117 URR at DALBEATTIE 1964-1982 
82.2 62.6 77.1 89.0 75.4 87.3 81-8 91.9 78.0 79.7 
99.4 72.3 66.1 111.1 80.5 87.7 74.5 103.1 114.3 
118 FULLAUGH BURN at DIVERSION WORKS 1962-1970 
10.4 16.0 12.0 15.5 16.3 12.3 12.3 13.5 11.4 
119 CREE at NEWTON STEWART 1964-1982 
204.3 169.4 244.6 307.6 182.4 186.2 181.4 144.3 269.7 169.1 
255.5 186.2 162.4 319.3 155.5 221.5 349.9 697.1 397.4 
120 LUCE at AIRYHEMMING 1967-1982 
150.4 153.7 112.7 161.9 161.4 121.9 185.6 136.4 144.7 122.7 
185.4 94.4 141.0 150.6 181.6 122.2 
121 WATER OF GIRVAN at ROBSTONE 1964-1982 
81.7 70.5 92.5 101.8 97.4 74.0 76.3 79.3 72.2 74.0 
99.3 92.5 64.2 120.1 71.7 93.7 89.2 101.1 116.2 
122 GARNOCK at DALRY 1960-1970 
51.2 82.7 54.6 42.4 47.0 61.1 48.2 54.6 54.8 53.2 
69.7 
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123 AYR 
198.1 76.0 -92.8 
116.4 273.1 119.3 
124 LUGAR WATER 
112.9 124.9 107.0 
106.3 
125 IRVINE 
154.4 241.0 306.5 
157.4 
126 AYR 
188.0 317.9 257.8 
127 LUGTON WATER 
38.5 21.7 30.4 
128 GARNOCK 
315.3 82.8 161.8 
129 IRVINE 
65.5 64.8 40.0 
65.5 69.7 64.1 
56.6 69.7 52.6 
71.1 84.6 81.9 
108.8 98.8 74-T 
81.9 58.2 101.5 
91.5 64.1 55.0 
130 KELVIN 
98.3 94.1 90.1 
60.4 68.5 78.7 
68.3 91.0 64.5 
73.6 80.6 65.1 
131 CALDER WATER 
15.4 14.0 15.6 
16.8 16.3 15.8 
132 CLYDE 
279.8 254.5 256.4 
466.7 243.2 360.4 
197.8 241.3 514.8 
at CATRINE 1970-1982 
129.7 292.0 240.5 88.1 208.7 213.0 113.6 
at LANGHOLM 1972-1982 
129.4 80.8 190.2 124.9 123.3 168.3 198.4 
at SHREWALTON 1972-1982 
158.9 144.2 211.5 271.2 375.5 241.0 287.3 
at MAINHOLM 1976-1982 
235.6 292.4 365.8 329.9 
at EGLINTON CASTLE 1978-1983 
34.0 25.0 21.3 
at KILWINNING 1978-1983 
228.1 110.8 131.6 
at KILMARNOCK 1914-1981 
55.0 73.7 64.1 101.5 66.9 74.0 72.6 
62.7 71.8 69.7 62.7 63.4 141.0 74.7 
51.0 63.4 70.4 64.8 69.0 53.4 62.7 
53.4 96.7 95.7 89.4 84.6 66.2 82.4 
65.5 81.9 55.0 90.4 227.0 86.2 54.2 
128.8 85.7 N/A 62.7 91.0 51.0 59.0 
NIA 74.7 84.8 83.4 98.5 
at KILLERMONT 1948-1982 
105.6 76.4 98.3 128.2 77.5 79.9 69.6 
107.1 114.9 80.6 68.3 87.2 91.8 80.6 
65.8 53.9 57.3 91.0 76.4 86.5 72.3 
77.0 77.0 
at KJIRSHIEL 1953-1965 
24.7 22.1 16.8 16.0 21.0 27.6 35.8 
at HAZELBANK 1956-1982 
190.9 232.0 287.7 476.2 273.9 316.1 324.3 
167.3 281.7 264.1 192.6 235.7 293.7 269.9 
192.6 268.0 271.9 314.0 
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133 CLYDE 
187.0 199.3 195.2 
373.4 193.1 276.4 
137.7 178.9 367.8 
134 CLYDE 
358.8 291.4 344.5 
563.5 485.1 409.6 
291.4 661.4 361.1 
135 KELVIN 
12.3 9.8 11.3 
15.2 11.9 17.0 
18.1 21.0 23.4 
136 SOUTH CALDER 
21.8 51.3 19.8 
11.8 15.8 24.5 
137 ROTTEN CALDER 
28.7 35.7 30.8 
51.5 28.3 33.6 
138 NETHAN 
42.0 45.0 34.8 
80.5 37.1 53.0 
139 GRYFE 
71.9 117.8 70.6 
93.3 91.7 74.4 
140 WHITE CART WAT 
101.2 116.6 161.2 
179.2 91.3 100.6 
141 CLYDE 
497.2 384.7 386.5 
203.6 389.5 319.2 
322.9 
142 AVON 
142.2 192.4 321.5 
163.7 151.4 164.9 
143 KELVIN 
57.9 66.6 66.6 
47.9 44.1 47.4 
61.7 48.6 51.9 
49.4 53.4 53.1 
at SILLS OF CLYDE 
134.2 144.8 214.2 
115.7 180.9 175.0 
189.0 191.1 182.9 
at BLAIRSTON 
354.0 354.0 505.7 
295.9 417.0 234.1 
472.3 373.1 490.2 
at BRIDGEND 
11.5 13.6 17.2 
17.6 12.2 11.5 
18.4 20.5 17.8 
at FORGEWOOD 
30.1 15.4 39.5 
22.7 21.3 21.8 
at REDLEES 
44.0 23.4 29.5 
24.1 23.0 38.1 
at KIRKMUIRHILL 
59.2 25.8 31.2 
39.5 46.0 49.7 
at CRAIGEND 
64.5 88.6 73.1 
98.1 69.3 147.5 
ER at HAWKHEAD 
111.1 108.4 126.7 
132.7 127.4 117.3 
at DALDOWIE 
549.8 460.9 429.3 
326.5 633.7 365.7 
at FAIRHOLM 
204.7 171.5 149.2 
268.1 210.8 189.1 
at DRYFIELD 
63.0 68.0 54.6 
52.3 63.6 63.8 
41.9 41.3 38.1 
47.1 52.9 48.7 
1956-1982 
410.8 218.6 220.8 245.5 
125.6 157.7 231.9 187.0 
250.2 
1956-1982 
523.9 523.9 426.9 419.5 
295.9 223.4 382.8 309.6 
495.4 
1957-1982 
14.9 11.2 16.3 20.3 
13.1 19.0 11.9 16.9 
1965-1982 
19.4 13.3 9.9 15.0 
28.5 26.1 
1967-1982 
23.4 27.7 29.6 34.1 
1967-1982 
25.8 37.6 32.1 36.7 
1964-1982 
82.7 79.9 74.4 66.9 
69.3 81.3 106.7 
1964-1982 
114.5 72.0 98.7 93.1 
118.0 128.9 114.5 
1963-1983 
321.0 406.0 217.4 284.4 
472.0 411.4 509.2 530.1 
1964-1982 
215.1 102.0 154.8 168.2 
158.2 217.3 221.5 
1947-1982 
66.6 76.4 46-7 60.0 
58.2 50.3 61.4 69.7 
39.7 53.2 39.3 49.1 
297 
APPENDIX 2 (contd) 
144 LUGGIE WATER 
25.1 18.6 20.9 
34.7 23.3 '29.5 
145 CLYDE 
208.9 220.7 160.6 
251.9 281.3 281.3 
146 NORTH CALDER 
28.2 15.9 24.4 
17.5 29.2 18.7 
147 GLAZERT WATER 
70.8 62.2 76.2 
58.0 48.7 61.3 
148 BOTHLIN BURN 
11.8 5.9 7.4 
149 LUGGIE WATER 
31.0 17.8 20.3 
150 ALLANDER WATER 
40.3 30.1 39.0 
151 CANDER WATER 
14.6 18.5 60.9 
152 CLYDE 
286.4 254.0 252.6 
153 LEVEN 
92.2 104.0 98.9 
154 ENDRICK 
106.3 134.7 122.1 
148.2 113.6 130.2 
155 FALLOCH 
169.5 135.3 135.3 
150.2 145.8 
156 LUSS 
54.1 48.4 82.2 
157 LITTLE EACHAIG 
91.6 31.4 54.0 
56.2 121.8 46.6 
at CONDORRAT 
8.7 10.6 23.0 
21.4 
at TULLIFORD MILL 
201.9 121.0 276.4 
323.8 
at CALDER PARK 
38.3 29.1 32.1 
20.6 31.7 27.3 
at MILTON OF CAMPS 
34.7 38.7 53.3 
53.3 
at AUCHENGEICH 
12.2 13.5 12.0 
at OXGANG 
29.9 31.6 25.1 
at MILNGAVIE 
31.1 31.7 34.9 
at CANDERMILL 
17.8 22.2 14.0 
at CAMBUSNETHAN 
203.9 251.2 332.0 
at LINNBRANE 
117.7 110.8 92.2 
at GAIDREW 
112.3 109.6 116.4 
134.7 133.2 119.2 
at GLEN FALLOCH 
155.7 133.2 153.5 
at LUSS 
67.8 73.9 80.9 
at DALINLONGART 
33.5 68.3 46.6 
59.1 38.6 
1969-1982 
12.2 12.8 23.0 27.0 
1969-1982 
239.8 167.4 467.8 242.2 
1963-1982 
30.4 31.1 23.6 17.8 
28.4 25.7 36.3 34.0 
IE 1969-1982 
50.2 59.7 75.3 70.8 
1974-1982 
9.4 11.6 10.2 
1974-1982 
39.3 51.7 34.1 
1973-1982 
23.3 28.7 41.5 34.2 
1976-1983 
17.0 29.2 
1956-1964 
479.9 280.8 357.8 
1964-1971 
97.3 112.6 
1964-1982 
136.3 117.8 122.8 81.7 
110.3 149.9 133.6 
1971-1982 
153.5 179.1 150.2 154.6 
1976-1982 
69.4 
1968-1982 
27.3 56.9 49.9 41.0 
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158 EACHAIG at ECKFORD 1968-1982 
92.3 94.2 91.7 84.0 72.9 78.7 90.0 82.8 80.8 79.1 
105.9 95.2 76.6 87.8 81.5 
159 ALLT UAI NE at INTAKE 1951-1972 
10.9 6.9 11.3 7.6 7.6 9.5 8.9 9.3 8.1 6.7 
8.9 9.8 6.9 8.1 10.5 10.1 10.6 7.5 9.8 7.8 
6.2 5.4 
160 ORCHY at GLEN ORCHY 1977-1982 
225.5 467.1 607.9 385.0 430.4 287.7 
161 STRAE at GLEN STRAE 1977-1983 
91.5 88.2 54.2 64.3 54.9 41.3 60.2 
162 LOCHY at INVERLOCHY 1979-1984 
227.4 140.6 144.2 91.5 111.2 442.3 
163 NEVIS at ACHREOCH 1957-1962 
38.9 52.6 30.1 38.9 45.5 37.3 
164 ALLT LEA CHDACH at INTAKE 1939-1974 
5.0 4.7 5.9 6.2 8.5 7.8 9.5 5.3 8.9 8.7 
7.1 8.2 6.1 4.3 13.3 5.1 N/A 7.0 6.5 6.2 
5.8 5.5 6.1 6.8 4.3 5.4 5.4 5.1 12.0 8.5 
8.8 6.3 7.0 6.7 5.7 6.4 
165 EWE at POOLEWE 1970-1982 
40.2 106.8 90.4 104.8 139.4 102.9 125.5 112.7 130.0 110.7 
101.0 134.7 134.7 
166 HALLADAL E at HALLADALE 1975-1982 
62.9 85.9 116.4 119.7 124.8 141.0 230.8 110.1 
167 NAVER at APIGILL 1978-1982 
153.7 101.3 149.8 291.3 215.7 
168 THURSO at HALKIRK 1972-1982 
69.6 70.2 70.8 51.0 104.6 91.7 119.3 107.2 180.4 156.3 
126.6 
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APPEhDIX 3 HISTORICAL DATA 
River Site Date AREA Qmax Qunit Reference 
km 2 m33-1 m3s-lkm -2 
SCOTTISH DATA 
Findhorn Shenachie 1829 417.0 1050.0 2.518 
Dulnain Balnaan Bridge 1829 271.0 500.0 1.838 
Dee Cairnton 8.1829 1370.0 1900.0 1.387 HERC (1975) 
Ness 1849 1792.8 1699.2 0.948 ICE (1960) 
Dee 1872 805.4 793.0 0.985 
Gala Water 1881 194.3 193.9 0.996 
Tweed 1881 1465.0 875.1 0.597 
Dee Cairnton 1881 1370.0 481.0 0.351 NERC (1975) 
Dee Glenlochar Br. 1872 805.4 793.0 0.985 Chapman 
& Buchanan (1966) 
Dee Cairnton 9.05-13 1370.0 317.0 0.231 
4.10.20 1370.0 1133.0 0.827 
Garry 1932 348.0 297.4 0.855 ICE (1960) 
Moriston 20.12-36 391.1 467.3 1.195 
Dee 24.01-37 1367.9 1132.8 0.828 
Cannich 20.11.47 128.1 433.3 3.383 
Loch Mullardoch 20.11.47 126.9 433.3 3.414 Morgan (1966) 
Gala Water Galashiels 1948 207.0 200.0 0.966 
Tyne Stobshiel 12.08.48 4.1 40.8 9.864 ICE (1960) 
Spott Burn 12.08.48 13.4 47.6 3.563 
Hoorfoot 12.08.48 29.1 66.4 2.282 
Lyon 25-12.49 161.4 324.3 2.010 
Finglas 16.02-50 39.1 56.6 1.448 
Garry 17.02-50 657.6 591.9 0.900 
Polharrow Burn 6.09-50 59.5 254.9 4.284 Chapman 
& Buchanan (1966) 
Earlston Dam 6.09-50 372.3 708.0 1.902 
Isla 5.11.51 70.8 71.4 1.008 ICE (1960) 
Tromie 25.06-53 32.9 0.99.1 3.016 
Tromie 25. o6.53 147.1 99.1 0.674 
Spey 3.07-56 2638.6 764.6 0.290 
Allt Lair1g nan Lunn 11.02-62 6.8 18.1 2.666 Chapman 
& Buchanan (1966) 
Loch Awe 11.02.62 797.0 1076.2 1.350 
Lyon 11.02.62 161.5 324.3 2.008 
Beauly Erchless 21.02.62 841.8 608.9 0.723 Morgan (1966) 
Allt Flor 4.08-78 16.4 58.0 3.54 McEwen (1980) 
Caldwell Burn 13.06.80 5.8 189.0 32-59 Werritty 
& Metcalfe (1984) 
Nethy Nethybridge 6.8o 101.0 195.0 1.931 NERPB 
Dorback Burn 6.80 18.6 70.0 3.790 Werritty 
Ardessie Burn 25-09-81 13.5 65.0 4.815 Acreman (1983) 
Hermitage Water 26-07-83 35.9 165.0 4.596 
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River Site Date 
ENGLISH DATA 
Redaven 1917 
West Lynn 15-08-52 
West Lynn Tributary 15-08-52 
East Lynn 15.08.52 
Lynn 15-08-52 
Hoaroak Water 15-08-52 
Farley Water 15-08-52 
Oare Water 15-08-52 
Badgeworthy Water 15-08-52 
Claughton Beck Bowland F. 8.08.67 
AREA Qoiax Qunit Reference 
23 -1 35-1 -2 km w8m. km 
4.0 110.4 27-56 ICE (1960) 
6.2 98.6 15.920 
8.1 115.6 14.3 
22.8 252.1 11.062 
12.5 128.9 10.3 
51.3 217.5 4.238 
76.0 436.1 5.741 
77.6 416.3 5.366 
101.0 651.4 6.448 
8.1 148.7 16.46 
17.0 286.0 16.83 
8.1 137.9 16.96 
19.5 48.7 2.50 
25.3 97.7 3.863 
2.3 66.6 29.90 
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APPENDIX 4 BASIN CHARACTERISTICS 
No AREk- MSL S1085 STMF SAAR M52D SMD RSMD SOIL LAKE LOCH AVES 
1 2001 551.4 49.6 2.63 2.34 1105 65.3 6.5 28.2 0.500 0.345 0.021 
2 3002 241.0 28.3 12-57 2.21 1750 88.7 4.5 52.2 0.500 0.029 0.002 
3 3003 331.0 28.6 8.96 3.62 2014 93.9 2.1 56.9 0.500 0.000 0.006 
4 3801 72.3 16.6 16.02 0.54 2628153.0 1.0 71.7 0.500 0.324 0.027 107.9 
5 3803 64.0 17.6 11.04 0.37 1347 67.5 3.0 39.3 0.500 0.146 0.005 45.7 
6 3901 495.0 42.5 0.77 0.80 1514 79.3 2.5 58.2 0.500 0.944 0.081 71.8 
7 4001 971.0 52.6 6.70 0.91 1758 82.3 3.5 6o. 8 0.483 0.449 0.028 11.8 
8 4003 201.0 41.7 13-01 1.79 1283 72.7 8.5 37.8 0.500 0.425 0.015 
9 5901 850.0 61.7 3.79 1.20 2139101.0 4.0 56.0 0.495 0.518 0.035 169.6 
10 6007 1839.0 106.7 2.17 1.20 1802 81.1 4.9 54.3 0.412 0.916 0.053 
11 6901 1790.0 104.6 2.17 1.23 1824 81.3 4.9 54.4 0.425 0.938 0.054 132.1 
12 6903 391.0 46.4 4.32 1.27 2321108.0 2.6 80.8 0.493 0.352 0.042 160.9 
13 6906 27.5 11.8 33.27 0.76 1689 75-0 5.0 63.5 0.500 0.000 0.052 82.0 
14 7001 417.0 47.3 9.30 0.90 1337 79.9 5.7 57.1 0.500 0.165 0.002 92.6 
15 7002 782.0 92.2 5.71 0.72 1202 72.9 7.6 50.7 0.429 0.088 0.003 75.3 
16 7003 216.0 32.6 10.90 0.63 864 71.5 8.8 47.1 0.366 0.000 0.000 49.8 
17 8001 2640.0 136.9 1.74 0.98 1168 71.6 5.4 49.6 0.462 0.051 0.005 98.1 
18 8002 1010.0 64.4 2.36 1.18 1364 76.8 5.0 53.2 0.494 0.066 0.014 107.5 
19 8903 534.0 47.2 3.07 1.24 1448 71.6 5.0 59.8 0.499 0.022 0.018 105.4 
20 8004 544.0 59.1 10.55 1.44 1119 73.9 5.8 53.4 0.449 0.000 0.000 101.5 
21 8005 1270.0 80.2 2.25 1.02 1311 72.0 5.0 46.4 0.407 0.106 0.010 107.6 
22 8006 2850.0 151.0 1.83 1.00 1153 71.2 5.5 43.9 0.459 0.047 0.005 98.2 
23 8007 401.0 37.3 3.58 1.19 1491 76.7 5.0 50.5 0.500 0.014 0.023 104.9 
24 8008 130.0 22.7 9.89 2.61 1460 79.6 5.0 52.2 0.500 0.415 0.011 134.9 
25 8009 272.0 37.4 9.94 0.49 1101 65.0 5.4 51.0 0.458 0.000 0.000 73.3 
26 8010 1750.0 95.1 2.17 0.86 1237 71.4 5.1 45.8 0.471 0.077 0.008 97.7 
27 9001 442.0 34.1 5.42 1.11 997 76.3 7.0 48.6 0.351 0.000 0.000 80.7 
28 9002 956.0 64.7 2.92 0.44 940 71.6 8.5 45.1 0.364 0.000 0.000 63.4 
29 9003 176.0 24.3 3.41 1.69 978 68.810.1 37.0 0.394 0.017 0.002 
30 10001 488.0 41.7 3.48 0.38 881 72.5 9.0 42.6 0.308 0-000 0.000 36.3 
31 10002 325.0 36.3 2.80 0.44 823 54-711.0 25.7 0.365 0.000 0.000 
32 11001 1273.0 119.4 3.41 0.94 950 66.9 6.7 36.4 0.345 0.000 0.000 
33 11002 787.0 96.0 4.12 1.22 1001 68.2 6.2 37.9 0.374 0.000 0.000 
34 11003 507.0 63.9 5.01 1.56 1073 71.4 6.0 40.9 0.405 0.000 0.000 
35 12001 1370.0 116.3 3.94 0.47 1146 71.1 5.2 52.2 0.433 0.052 0.004 124.4 
36 12002 1844.0 119.4 3.81 1.68 1034 70.6 5.7 39.6 0.447 0-039 0-003 
37 12003 690.0 58.8 5.94 2.26 1164 74.6 5.3 55.7 0.461 0.029 0.001 
38 12004 30.3 10.0 18-74 1.31 946 67.0 5.1 41.4 0.466 0.000 0.000 
39 14001 307.0 38.2 2.93 0.63 845 54.410.4 27.0 0.383 0.038 0.002 
40 15001 70.7 23.4 13-12 0.91 1427 90.4 5.0 58.2 0.497 0.000 0.000 159.7 
41 15002 15.4 11.4 24.91 0.45 1288 72.5 5.0 54.0 0.500 0.000 0.000 127.9 
42 15003 3210.0 98.3 1.52 1.18 1648 87.2 3.5 55.4 0.488 0.425 0.027 135.6 
43 15004 24.7 11.7 13.55 0.61 1107 74.2 5.0 53.1 0.471 0-000 0.000 117.5 
44 15005 40.9 16.7 14.82 0.37 1166 69.7 5.0 51.8 0.486 0.000 0.000 114.9 
45 15006 4590.0 109.9 1.38 0.96 1471 78.8 4.0 52.0 0.437 0.324 0.020 107.8 
46 15007 1150.0 71.3 2.33 1.47 1946 99.4 2.6 60.2 0.494 0.551 0.030 139.6 
47 15008 177.0 22.5 3.31 0.39 879 61.0 7.2 47.4 0.374 0.000 0.000 43.4 
48 15010 367.0 48.3 10.24 1.94 1149 75.6 7.3 42.9 0.440 0.206 0.004 
49 15016 601.0 64.5 1.63 1.01 2027106.7 2.8 60.6 0.484 0.948 0.044 
50 15013 175.0 46.8 8.65 1.85 1615 82.7 3.8 51.7 0.424 0.000 0.000 
51 15809 16.5 9.4 28-37 0.60 1211 90.6 5.0 55.0 0.450 0.000 0.000 107.8 
52 15017 197.0 27.6 5.31 1.85 1428 88.6 4.8 52.1 0.455 0.297 0.010 
53 16001 591.0 49.2 2.19 0.95 1608 81.0 3.9 52.2 0.430 0.012 0.024 127.9 
54 16002 177.0 24.7 6.53 1.03 1859 89.0 3.0 57.6 0.443 0.724 0.058 147.8 
55 16004 782.0 64.7 1.77 1.08 1596 88.0 2.9 56.1 0.411 0.205 0.018 
56 16802 99.5 20.8 23.46 1.84 2059 96.6 30'0 58.8 0.483 0.000 0.000 121.5 
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No AREA MSL S1085 STMF SAAR H52D SMD RSMD SOIL LAKE LOCH AVES 
57 17001 122.3 26.4 11.46 1.01 1500 79.3 4.1 49.6 0.465 0.282 0.029 
58 17005 195.0 38.8 4.61 1.03 1004 60.1 5.9 35.1 0.457 0.02T 0.005 
59 18001 161.0 24.2 16-70 1.12 1381 77.3 4.2 50.9 0.443 0.078 0.003 
60 18002 181.0 35.9 10-35 1.64 1273 76.5 5.4 53.3 0.436 0.149 0.003 
61 18003 518.0 50.5 2.61 2.30 1997 96.6 2.6 60.4 0.491 0.319 0.049 
62 18005 209.5 31.4 2.55 1.01 1333 74.6 4.1 46.1 0.434 o. o6o 0.002 
63 18018 190.0 37.8 3.56 1.32 2030105.8 2.0 64.1 0.499 0.962 0.038 
64 19001 369.0 44.6 4.87 0.75 914 63.3 7.7 36.4 0.459 0.040 0.005 
65 19002 43.8 17.9 5.06 1.07 1062 65.9 5.8 41.3 0.450 0.000 0.000 
66 19003 51.8 18.6 7.75 1.27 980 57.5 5.4 55.9 0.477 0.000 0.000 
67 19004 81.6 23.8 8.67 1.43 1003 66.5 6.2 41.2 0.431 0.096 0.005 
68 19005 229.0 30.2 5.49 1.02 968 65.5 6.0 39.9 0.462 0.065 0.008 
69 19006 107.0 31.7 9.50 1.24 935 63.4 9.0 36.1 0.469 0.248 0.017 
70 19007 362.0 45.0 8.22 1.25 891 59.6 8.6 33.1 0.432 0.120 0.006 
71 19008 112.0 20.9 16-38 1.61 921 59.5 7.8 34.6 0.416 0.279 0.004 
72 19802 137.0 16.1 11-53 1.40 969 57.1 8.4 31.0 0.432 0.057 0.016 
73 20001 307.0 31.9 6.03 0.64 759 65.610.6 35.9 0.428 0.015 0.000 
74 20002 26.2 7.5 1.56 0.15 643 52-513.0 27.4 0.450 0.000 0.000 
75 20003 161.0 12.6 18.99 0.56 762 68.1 9.8 39.1 0.426 0.000 0.000 
76 20006 51.8 20.9 15.65 1.56 754 64.412.5 34.1 0.420 0.085 0.003 
77 20007 64.0 17.5 11-18 1.75 826 66.812.0 34.8 0.392 0.082 0.002 
78 20801 93.0 12.1 19.86 0.71 806 71.4 9.4 42.1 0.415 0.000 0.000 
79 21001 23.7 7.1 27-32 3.76 1755 94.0 1.4 64.2 0.467 0.000 0.000 
80 21002 45.6 13.5 15-05 1.49 884 89.611.0 53.9 0.500 0.857 0.020 
81 21003 694.0 42.6 3.95 1.71 1252 70.7 6.3 41.2 0.412 0.056 0.001 
82 21005 373.0 35.9 4.68 1.89 1364 70.7 3.9 44.0 0.415 0.089 0.001 
83 21006 1500.0 75.2 2.43 1.82 1270 75.0 4.2 45.0 0.432 0.037 0.003 
84 21007 499.0 52.9 3.90 2.17 1455 77.1 3.4 48.2 0.474 0.226 0.007 
85 21008 1110.0 48.5 3.81 1.44 1046 64.4 4.7 38.5 0.408 0.033 0. '002 
86 21009 4390.0 140.3 1.62 1.41 1024 69.4 6.3 38.2 0.419 0.046 0.001 
87 21010'2080.0 89.8 2.24 1.60 1167 79.7 5.4 46.6 0.430 0.081 0.002 
88 21011 233.0 37.8 5.38 2.41 1488 83.1 3.8 52.6 0.460 0.481 0.014 
89 21012 323.0 22.4 10-17 2.11 1262 70.0 3.4 44.4 0.437 0.010 0.001 
90 21013 207.0 38.4 6.28 1.26 975 84.3 7.1 52.1 0.402 0.000 0.000 
91 21015 239.0 29.3 9.47 1.13 836 63.0 7.9 34.9 0.489 0.000 0.000 
92 21016 119.0 35.4 7.01 1.31 797 61.612.1 30.6 0.294 0.000 0.000 
93 21017 37.5 10.9 18.66 3.49 1881 87.5 3.0 57.1 0.500 0.000 0.000 
94 21018 175.0 29.4 5.90 2.13 930 58.8 7.1 33.2 0.412 0.069 0.004 
95 21019 61.6 13.7 12.65 2.78 logo 64.8 6.6 38.2 0.400 0.000 0.000 
96 21020 155.0 20.6 7.70 3.83 1269 69.9 2.3 44.9 0.472 0.723 0.021 
97 21021 3330.0 113.0 1.61 1.50 1087 66.7 6.1 36.3 0.422 0.065 0.002 
98 21022 503.0 48.8 5.39 1.14 736 67.212.1 32.9 0.417 0.097 0.003 
99 21023 31.0 9.2 10-33 4.87 1727 88.3 1.9 59.7 0.500 0.000 0.000 
100 21024 174.0 46.0 5.30 1.40 965 62.3 3.1 39.8 0.450 0.175 0.009 
101 21025 159.0 34.0 5.02 0.81 947 77-011.9 40.3 0.430 0.000 0.000 
102 21026 116.0 18.2 9.52 4.16 1475 81.8 2.3 53.1 0.471 0.966 0.029 
103 21031 648.0 66.1 3.39 1.45 838 65.2 9.2 35.9 o. 424 0.019 0.000 
104 21802 139.0 32.8 5.36 1.55 892 63.3 7.2 36.6 0.441 0.000 0.000 
105 21804 56.2 11.2 14.17 5.23 1720 94.0 2.2 61.2 0.443 0.000 0.000 
106 77001 842.0 61.0 3.83 2.29 1502 73.3 2.6 46.9 0.465 0.000 0.000 
107 77003 319.0 43.4 4.15 3.64 1386,80.3 3.5 50.6 0.473 0.000 0.000 
108 77011 495.0 55.5 3.72 2.11 1550 75.2 2.4 47.7 0.467 0.000 0.000 
109 78003 925.0 75.2 3.26 2.41 1394 71.3 3.1 43.5 0.435 0.008 0.001 
110 78004 76.1 24.2 10.60 2.25 1510 70.6 1.8 47.0 0.464 0.000 0.000 
111 78005 229.0 31.6 8.61 2.72 1538 74.5 2.8 47.4 0.463 0.000 0.000 
112 79002 799.0 72.2 3.23 2.68 1598 77.1 2.8 47.8 0.457 0.039 0.001 
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No AREA MSL S1085 STMF SAAR M52D SMD RSMD SOIL LAKE LOCH AVES 
113 79003 155.0 24.8 5.22 1.97 1692 78.7 3.0 50.3 0.481 0.076 0.006 
114 79004 142.0 24.8 13.08 3.86 1700 81.2 3.0 52.1 0.478 0.000 0.000 
115 79005 238.0 38.5 5.37 2.26 1407 81.3 3.0 52.4 0.460 0.046 0.002 
116 79006 471.0 53.0 3.48 2.37 1459 75.7 2.8 47.7 0.475 0.025 0.002 
117 80001 199.0 33.4 6.70 1.73 1321 80.6 3.0 52.4 0.481 0.000 0.000 
118 80801 18.2 7.9 17.52 3.03 2127 64.7 3.0 41.4 0.500 0.601 0.083 
119 81002 370.0 29.0 8.09 2.97 1715 85.7 3.0 54.0 0.500 0.084 0.010 
120 81003 171.0 28.9 7.38 3.41 1370 68.9 3.8 42.7 0.465 0.110 0.004 
121 82001 246.0 49.5 7.38 1.81 1435 71.7 4.0 44.8 0.471 0.095 0.013 
122 83002 88.8 17.8 20-54 2.32 1742 77.3 3.0 49.7 0.468 0.000 0.000 
123 83003 166.3 33.4 3.91 1.10 1290 66.1 3.7 40.9 0.499 0.000 0.000 
124 83004 181.0 31.0 6.73 1.12 1242 65.2 3.2 41.5 0.481 0.000 0.000 
125 83005 380.6 41.6 5.26 1.01 1230 62.5 4.2 38.4 0.464 0.023 0.002 
126 83006 574.0 61.9 3.15 1.01 1106 69.9 4.3 42.5 0.479 0.000 0.000 
127 8300T 54.0 24.8 4.89 0.61 1264 61.9 3.6 39.6 0.433 0.050 0.002 
128 83009 183.8 25.5 8.68 1.91 1523 70.0 2.9 44.1 0.475 0.116 0.004 
129 83802 218.0 24.8 8.22 1.09 1254 64.8 4.6 40.0 0.465 0.000 0.000 
1`30 84001 334.0 27.7 12.02 0.96 1245 64.6 3.2 40.9 0.459 0.014 0.003 
131 84002 12.4 6.4 28.50 2.34 2329111.0 3.0 72.6 0.500 0.000 0.000 
132 84003 1090.0 80.7 1.64 1.13 1262 71.5 3.0 44.4 0.452 0.066 0.003 
133 84004 742.0 65.0 1.74 1.13 1339 74.1 2.9 46.5 0.449 0.097 0.004 
134 84005 1710.0 105.2 2.92 1.11 1222 69.0 3.1 42.1 o. 457 0.056 0.002 
135 84006 63.7 13.2 35-16 1.11 1331 62.2 3.6 39.9 0.453 0.000 0.000 
136 84007 93.0 21.0 6.92 1.13 982 50.4 3.0 32.7 0.476 0.000 0.000 
137 84008 51.3 18.9 13.45 1.05 1175 66.3 3.0 43.9 0.447 0.000 0.000 
138 84009 66.0 20.2 10-70 1.04 1146 61.0 3.2 39.0 o. 482 o. 148 0.004 
139 84011 71.0 22.4 9.54 3.13 1729 75.0 3.0 48.4 0.463 0.000 0.000 
140 84012 234.0 31.1 6.19 1.06 1264 65.8 3.0 42.2 0.437 0.070 0.016 
141 84013 1903.0 112.8 2.79 1.09 1204 68.6 3.2 41.6 0.452 0.052 0.003 
142 84014 266.0 36.9 5.22 1.22 1295 67.7 3.0 43.3 0.471 0.085 0.003 
143 84015 235.0 16.9 26.81 1.03 1261 64.7 3.2 41.2 0.465 0.000 0.000 
144 84016 33.9 8.4 12-74 1.92 1086 62.5 5.0 39.8 0.450 0.000 0.000 
145 84018 932.6 79.4 1.78 1.13 1174 62.6 2.8 37.7 0.449 0.071 0.003 
146 84019 130.0 28.8 6.97 0.60 loll 62.9 4.2 40.2 0.460 0.024 0.012 
147 84020 51.8 13.2 3.25 3.12 1513 79.8 2.8 52.2 0.480 0.000 0.000 
148 84023 35.7 11.8 2.15 1.01 1013 56.0 3.1 37.4 0.450 0.150 0.010 
149 84025 87.6 19.7 6.82 1.61 1052 59.5 3.0 38.7 0.451 0.061 0.004 
150 84026 32.8 14.1 19.83 1.80 1418 71.5 2.7 46.2 0.484 0.176 0.016 
151 84029 24.5 10.7 12-55 1.91 1093 56.4 3.0 37.1 0.453 0.000 0.000 
152 84806 1261.0 92.5 3.16 1.41 1126 70.6 2.7 44.2 0.453 0.057 0.004 
153 85001 784.3 61.4 3.39 2.70 2168 95.3 2.1 62.8 0.480 0.993 0.102 
154 85002 220.0 34.9 8.73 1.89 14781 09.0 3.0 55.9 0.441 0.131 0.004 
155 85003 80.3 12.9 26-30 4.33 27001 36.1 1.6 84.3 0.500 0.000 0.000 
156 85004 35.3 10.1 17.40 9.82 23001 03.0 2.0 63.0 0.496 0.000 0.000 
157 86001 30.8 28.0 8.71 5.73 28001 02.2 1.9 65.0 0.500 0.000 0.000 
158 86002 139.9 25.8 3.61 6.83 23761 08.9 1.8 68. o 0.500 0.694 0.031 
159 87801 3.1 1.7 94-56 4.47 34541 38.0 1.0108.9 0-500 0.000 0.000 230.9 
160 89803 251.2 31.5 4.55 5.17 27821 31.9 1.5 80.8 0.500 0.569 0.011 
161 89804 36.2 12.2 11-15 9.03 27381 25.0 1.5 79.5 0.500 0.000 0.000 
162 89805 47.7 14.9 10.40 7.40 25801 23.0 1.6 77.2 0.500 0.078 0.004 
163 90801 46.6 13.0 30.61 2.63 29611 55.0 1.0 87.7 0.500 0.000 0.000 301.5 
164 91802 6.5 3.71 17-73 3.09 23751 34.0 1.0 75.1 0.450 0.000 0.000 275.9 
165 94001 441.0 52.9 6.40 4.41, 22491 07.5 1.0 66.2 0.500 0.908 0.080 
166 96001 205.0 24.3 13-58 3.52 1076 59.6 5.1 34.1 0.500 0.071 0.016 
167 96002 477.0 49.4 ? -54 4.09 1276 68.7 3.0 39.9 0.500 0.638 0.024 168 97002 413.0 51.9 5.19 1.97 1240 63.4 7.0 34.2 0.493 0-115 0.013 
APPENDIX 5 HISTOGRAMS OF BASIN CHARACTERISTICS 
HISTOCRAM OF AREA 
304 
400 Ill 
400 - SCIO 29 
ar)o - 1206 10 
1200 - 1600 "n 
160C, - 2000 6 
2000 - 2400 1 
2400 - 2800 1 
2800 - 3200 1 
3200 - 3600 2 
3600 - 4000 0 
4000 - 4400 1 
4400 - 4800 1 
4800 - cl 
"' UNIT(S) SCALE. 1 ASTERISK REPRESENTS 2, ýý 
HISTOGRAM OF LOG(AREA) 
1.2 1 
I. 2 1.8 0 
1.8 2.4 1 
2.4 3.0 4 
3.0 3.6 13 
3.6 - 4, 17 
4.2 - 4.8 is 
4.8 - 5#4 34 
5,4 - 6#0 27 
6.0 - 6.6 22 6.6 - 7.21 19 
7. -- - 7.8 9 7.8 - 6 
SCALE. 1 ASTERISK REPRESENTS 1.00 UNIT(S) 
HISTOCRAM OF MSL 
12 le 
12 - 24 35 
'14 2 - 36 40 
36 - 48 23 
48 - 60 16 
60 - 72 1-ý 
72 - 84 6 
84 - 96 5 
96 - 108 4 
108 - 120 6 
120 - 132 0 
132 - 144 2 
144 - I 
SCALE: I ASTER ISK REPRESENTS 1.00 UNIT(S) 
HISTOCRAM OF LOG(MSL) 
004 0 
Cl. 4 0.8 1 * 
018 112 0 
1.2 1.6 1 * 
1.6 2.0 2 * 
2.. 0 2.4 9 
. 2.4 2.8 17 
2.8 - 3.2 27 3.2 - 3.6 37 
3.6 - 4.0 35 
4.0 - 4.4 411 
4.4 - 4#8 15 
4.8 - 3 
SCALE: I ASTE RISK REPRESENTS 1.0t) UNIT(S) 
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HISTOGRAM OF RSMD 
- 24 0 
24 - 32 6 
32 - 40 40 
40 - 48 47 
48-- 56 42 
56 - 64 18 
64 - 72 6 
72 - so 4 
SO - as 4 
88 - 96 
96 - 104 0 
104 - 112 1 
112 - 0 
SCALE: 1 ASTERISK REPRESENTS 1.00 UNIT(S) 
HISTOGRAM OF LOG(RSMD) 
- 3.36 4 
3.36 - 3.48 2 
3.48 - 3.60 17 
3,60 - 3,72 31 
3.72 - 3.84 30 
3.84 - 3,96 34 
3.96 - 4908 25 
4.08 - 4.20 14 
4.21. ) - 4.32 4 
4.32 - 4.44 5 
4.44 - 4s, 56 1 
4#56 - 4.68 0 
4.68 - 1 
SCALE: I ASTERISK REPRESENTS 1. ()() UNIT(S) 
HISTOCRAM OF M52D 
50 0 
SO I- 60 13 60 - 70 54 
70 - 80 53 
80 - 90 
90 - 100 9 
100 - 110 9 
110 - 120 
1420 - 130 
130 - 140 4 
140 - 150 0 
I'so - 160 
160 - 0 
SCALE, 1 ASTERISK REPRESENTS J. 
Ci8 UNIT(S) 
HISTOGRAM OF LOGN52D) 
- 4.0 3 4#0 - 4.1 11 
4.1 - 4.2 33 
4#2 - 4,3 44 
4.3 - 4#4 36 
4.4 - 4.5 14 
4.5 - 4.6 9 
4#6 - 4.7 9 
4.7 - 4.8 1 
4.8 - 4#9 4 
4.9 - 5.0 - ** 
5.0 5.1 2 
5.1 0 
SCALE. I ASTERISK REPRESENTS 1.00 UNIT(S) 
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HISTOCRAM OF LAKE+l 
- 1.04 85 
1.04 - 1.12 41 
1.121 - 1.20 8 
1.28 5 *** 
1.28 - 1.36 7 
1,36 - 1.44 3 
1.44 - 1.52 3 
1.52, - 1.60 2 
1.60 - 1.68 - * 
1.68 - 1.76 3 
1.76 - 1.84 0 
1.84 - 1.92 3 
1.92 - 6 
SCALE: I ASTERISK REPRESENTS 
1.70 UNIT(S) 
HISTOCRAM OF LOG(LAKE+l) 
0.06 98 
i 
0.06 - 0.12 28 
0.12 - C). 18 8 
0.18 - 0.24 4 
0.2-1 - 0.30 7 **** 0.30 - 0.36 4 ** 
0.36 - 0.42 3 
0.4ý 0.48 3 
0.48 0.54 
0.54 0.60 
0.60 0,66 3 
0.66 - 0.7ý 6 
0.721 - c) 
SCALE. I ASTERISK REPRESENTS 1.96 UNIT(S) 
HISTOCRAM OF LOCH+l 
- 1.008 120 
1-008 - 1.016 16 
1.016 1.024 11 
1.024 1.032 8 
1.032 1.040 2 
1.040 1.048 
1.048 1.056 4 
1-056 1,064 1 
1.064 - 1.072 0 
1.072 - 1.080 0 
1.080 - 1.088 3 
1.088 - 1.096 
1.096 - 
SCALE. I ASTERISK REPRESENTS 2-40 UNIT(S) 
HISTOGRAM OF LOG(LOCH+I) 
0.008 12c) 
0.008 - 0.016 16 ******* 
0.016 - 0.024 12 ***** 0.024 0.032 7 
0.032 0.040 " * 
0.040 0.048 3 * 
0. (148 0.056 3 * 
0.056 0.064 1 
0.064 0.072 0 
0.012 - 0.080 3 * 
0,080 - 0.088 0 
0.088 - 0.096 C) 
0.096 - 1 
SCALE- I ASTERISK REPRESENTS ý-. 40 UNIT(S) 
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HISTOGRAM OF SOIL 
- 0.28 
0.218 - 0.30 
0.30 - 0.32 
'Z - Oý34 0.3. 
0.34 - 0.36 
0.36 - 0.38 
0.38 - 0.40 
0.42 0.44 
0044 - 0046 
0.46 - 0.48 
0.48 0.50 
0.510 
0 
0 
2 
5 ***** 
4 
14 
23 
34 
33 
SCALE,. L ASTERISK REPRESENTS 1.02 UNIT(S) 
HISTOCRAM OF LOG(SOIL) 
0 
4 
-1-00 --(). 9z; 3 
-0-95 --0.90 5 
-0090 --0*85 17 
-0.85 --0180 28 
-0-80 --0.75 47 
-0.75 --0.7() 28 
-0.70 --0.65 33 
-0.65 - 0 
SCALE- I ASTERISK REPRESENTS 1.00 UNIT(S) 
HISTOCRAM OF SMDBAR 
2 3 44 
3 4 25 
4 5 25 
6 18 
6 7 10 
7 9 
8 7 
9 10 3 
10 11 5 
11 12 2 
I ') 4 
SCALE* I ASTERISK REPRESENTS 1.00 UNIT(S) 
HISTOCRAM OF LOG(SMDBAR) 
0.2 0.4 1 
0.4 0.6 6 
0.6 008 7 
0.8 Ito 10 
1.0 Is2 40 
ls4 16 
1.4 - 1,6 13 
1.6 - 1.8 30 
1.8 - 210 15 
2.0 - 2.2 11 
292 - 21.4 8 
2.4 -6 
SCALE: I ASTERISK REPRESENTS 1.00 UNIT(S) 
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HISTOGRAM OF STMFRQ 
308 
- 0.8 23 
0.8 - 1*6 73 
1.6 - 2.4 38 
2.4 3.2 13 
3.2 4.0 8 
4.0 4*8 5 
4s8 5*6 3 
5.6 6.4 1 
6.4 7#ý 
7.2 8.0 1 
8.0 B, 8 0 
8.8 9.6 1 
9.6 1 
SCALE: I ASTER ISK REPRESENTS 1.46 UNIT(S) 
HISTOGRAM OF LOG(STMFRQ) 
--1.6 1 * 
-1.6 --1.2 0 
-1.2 --0.8 6 
-0.8 --0,4 12 
-0.4 - 000 16 
0.0 - 0.4 57 
0.4 - 0.8 33 
0.8 - 1.2 22 
1. " - 1.6 14 
1#6 - 2.0 4 
-. 0 - -1.4 3 *** 
2.4 2.8 0 
-. 8 0 
SCALE: 1 ASTERISK REPRESENTS 1.14 UNIT(S) 
HISTOCRAM OF S1085 
10 116 
10 20 39 
30 a 
30 40 3 
40 - ! Z; 0 0 
50 - 60 0 
60 - 70 0 
70 - 80 0 
so - 90 0 
90 - 100 1 
100 - 110 0 
110 - 120 1 
1--0 - 0 
SCALE: I ASTERISK REPRESENTS 2.32 UNIT(S) 
HISTOCRAM OF LOG(SIO85) 
- 0.0 1 
000 - 0.4 1 
0.4 - 0.8 16 
0.8 - 112 21 1.2 - 1.6 26 
1.6 - 2.0 32 2.0 - -2.4 28 
2.4 - 2.8 22 
2.8 - 3.2 10 
302 - 3.6 9 
3.6 - 4.0 0 
4.0 - 4.4 0 
4.4 - 2 ** 
SCALE., I ASTERISK REPRESENTS 1.00 UNIT(S) 
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HISTOCRAM OF SAAR 
750 2 
750 - 1000 32 
1000 - 1250 41 
1250 - 1500 43 
1500 - 1750 
1750 - 2-000 a 
'000 - 2250 8 
11250 - 2500 5 
2500 - 21750 4 2750 - 3000 3 
3000 - K50 0 
3-250 - 3500 1 
3500 - 0 
SCALE: 1 ASTERISK REPRESENTS 1.00 UNIT(S) 
HISTOGRAM OF LOG(SAAR) 
- 6.60 1 
6.60 - 6.75 11 
6,75 -6.90 "1 
6,90 - 7.05 26 7.05 - 7.20 37 
7 "0 .2 - 7.35 29 7,35 - 7,50 17 
7,50 - 7,65 9 7965 - 7.80 9 
7*80 - 7#95 6 
. 7,95 - 8.10 l solo - 8125 l 
8025 - 0 
SCALEt I ASTER ISK REPRESENTS I. CiO UNIT(S) 
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APPENDIX 6 DISTRIBUTION-FREE STATISTICS 
No n llaxQ AMAF MedAF BESNAF BESNAF/A fliaxQ/ A 
CVAF SKAF 
1 8 267.6 185.6 170.6 165.6 0.34 0.49 0.29 0.315 
2 9 389.5 229.1 214.2 229.1 0.95 1.62 0.39 0.561 
3 5 722.7 447.4 425.7 447.4 1.35 2.18 o. 4o o. 633 
4 9 98.7 76.6 72.7 76.6 1.06 1.37 0.19 0.079 
5 8 110.9 65.7 60.0 65.7 1.03 1.73 0.34 0.266 
6 6 92.6 64.1 60.7 64.1 0.13 0.19 0.25 0.937 
7 11 506.2 358.2 345.0 358.2 0.37 0.52 0.22 0.585 
8 9 197.3 87.3 77.6 87.3 0.43 0.98 0.53 1.552 
9 13 599.7 338.0 310.9 327.0 0.38 0.71 0.34 1.539 
10 10 435.2 359.0 356.1 359.0 0.20 0.24 0.14 0.134 
11 33 594.3 374.2 370.7 374.2 0.21 0.33 0.23 0.679 
12 14 557.5 325.8 313.6 325.8 0.83 1.43 0.33 0.919 
13 7 23.2 17.7 16.7 17.7 0.64 0.84 0.25 0.016 
14 22 484.8 220.1 178.0 220.1 0.53 1.16 0.46 1.479 
15 24 2327.8 415.3 268.6 282.5 0.36 2.98 1.07 3.557 
16 24 91.8 41.3 33.3 35.0 0.16 0.41 0.54 1.067 
17 44 1241.8 457.6 409.6 430.9 0.16 0.47 0.44 1.728 
18 31 387.8 145.3 118.0 124.1 0.14 0.38 0.46 1.913 
19 22 223.3 107.7 101.6 107.7 0.20 0.42 0.36 1.865 
20 31 521.3 232.3 212.4 232.3 0.43 0 96 0.44 1.050 
21 31 410.8 176.9 157.8 176.9 0.14 0 32 0.40 1.506 
22 30 929.8 472.9 445.5 468.6 0.16 0.33 0.35 0.952 
23 30 256.9 106.2 89.9 106.2 0.26 0.64 0.49 1.517 
24 16 155.1 73.4 55.3 73.4 0.56 1.19 0.61 0.632 
25 31 124.4 80.3 77.9 80.3 0.30 0.46 0.22 0.658 
26 31 487.5 249.5 221.9 249.5 0.14 0.28 0.32 1.068 
27 23 167.9 114.2 113.9 114.2 0.26 0.38 0.22 0.079 
28 22 390.2 228.9 241.1 228.9 0.24 0.41 0.35 0.138 
29 22 126.7 52.9 47.1 49.5 0.28 0.72 0.47 1.334 
30 43 114.6 54.1 51.1 54.1 0.11 0.23 0.32 1.537 
31 12 88.1 51.9 47.4 51.9 0.16 0.27 0.41 0.565 
32 13 285.6 154.5 128.1 154.5 0.12 0.22 0.47 1.022 
33 12 212.0 123.8 119.0 123.8 0.16 0.27 0.34 1.087 
34 9 188.5 110.1 97.0 110.1 0.22 0.37 0.35 0.950 
35 53 1134.0 432.6 439.3 462.1 0.34 0.83 0.41 1.677 
36 10 840.7 538.4 564.3 593.6 0.32 0.46 0.35 0.306 
37 7 397.0 291.7 271.9 291.7 0.42 0.58 0.26 0.179 
38 12 29.6 17.9 19.5 17.9 0.59 0.98 0.37 0.199 
39 15 71.2 40.0 40.1 42.2 0.14 0.23 0.36 0.508 
40 26 99.1 49.4 46.7 49.4 0.70 1.40 0.32 1.202 
41 33 14.6 7.4 7.0 7.4 0.48 0.95 0.35 0.934 
42 31 1461.5 803.1 760.4 803.1 0.25 0.46 0.26 1.111 
43 56 10.5 6.3 6.4 6.7 0.27 0.43 0.32 0.210 
44 41 25.2 15.3 15.5 15.3 0.37 0.62 0.25 0.305 
45 30 1361.7 997.7 049.7 997.7 0.22 0.30 0.20 0.155 
46 31 581.9 341.7 273.4 341.7 0.30 0.51 0.33 0.694 
47 29 66.5 31.2 28.7 31.2 0.18 0.38 0.35 1.844 
48 ll 130.2 100.0 106.1 100.0 0.27 0.35 0.23 0.255 
49 8 247.9 167.1 153.5 167.1 0.28 0.41 0.19 0.915 
50 10 142.2 101.8 100.5 101.8 0.58 0.81 0.34 0.017 
51 23 14.4 8.5 9.1 9.6 0.58 0.87 0.36 0.170 
52 6 205.0 138.1 143.3 136.1 0.70 1.04 0.37 0.154 
53 34 282.7 196.1 195.6 196.1 0.33 0.48 0.17 0.627 
54 15 78.0 55.1 55.0 55.1 0.31 0.44 0.20 0.216 
55 10 300.0 224.6 214.5 224.6 0.29 0.3b 0.23 1.066 
56 23 263.3 146.7 132.1 146.7 1.47 2.85 0.37 0.318 
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57 14 61.9 47.8 46.6 47.8 0.39 0.51 0.15 0.043 
58 12 77.5 50.7 47.4 50.7 0.26 0.40 0.28 0.524 
59 25 99.0 68.9 68.1 68.9 0.43 0.61 0.21 0.397 
60 14 57.0 40.0 38.0 40.0 0.22 0.31 0.20 0.291 
61 26 232.2 177.9 175.8 177.9 0.34 o. 45 0.17 0.002 
62 11 110.9 81.9 78.7 81.9 0.39 0.53 0.22 0.483 
63 9 115.9 87.2 82.4 87.2 0.46 0.61 0.21 0.462 
64 26 166.8 102.7 95.5 100.4 0.27 0.45 0.34 0.010 
65 21 32.1 16.7 15.5 16.7 0.38 0.73 0.43 0.895 
66 18 46.0 28.6 30.1 31.6 0.61 0.89 0.39 0.404 
67 21 39.5 21.2 20.3 21.2 0.26 0.48 0.32 0.743 
68 21 137.0 76.1 69.3 76.1 0.33 0.60 0.39 0.367 
69 20 41.0 24.8 24.7 24.8 0.23 0.38 0.35 0.005 
70 21 97.0 62.1 63.1 66.4 0.18 0.27 0.30 0.522 
71 19 46.4 19.1 16.9 17.8 0.16 0.41 0.49 1.075 
72 20 75.6 34.8 33.0 34.7 0.25 0.55 0.43 0.970 
73 24 113.0 51.0 48.1 50.6 0.16 0.37 0.46 0.714 
74 17 6.9 3.1 2.8 2.9 0.11 0.26 0.48 0.753 
75 21 51.7 32.3 31.2 32.8 0.20 0.32 0.37 0.383 
76 11 30.8 14.6 15.8 16.6 0.32 0.59 0.57 0.144 
77 10 30.4 15.3 14.0 14.7 0.23 0.47 0.82 1.612 
78 21 45.6 20.7 20.6 21.7 0.23 o-49 o-47 0.489 
79 15 28.9 19.0 19.1 19.0 0.80 1.22 0.24 0.328 
80 10 63.1 23.7 18.4 19.4 0.42 1.38 0.60 2.383 
81 34 1079.0 203.9 166.2 174.8 0.25 1.55 0.88 3.841 
82 22 200.0 115.7 115.7 115.7 0.31 0.54 0.27 0.412 
83 21 1156.0 441.2 388.3 408.5 0.27 0.77 0.48 1.840 
84 21 495.2 239.1 226.3 239.1 0.48 0.99 0.39 1.061 
85 22 549.2 298.0 265.0 298.0 0.27 0.49 0.34 0.900 
86 23 1556.8 744.0 709.8 746.7 0.17 0.35 0.36 1.414 
87 34 1174.1 510.5 458.2 482.0 0.23 0.56 0.39 1.558 
88 20 205.2 85.8 81.0 85.8 0.37 0.88 0.56 1.467 
89 19 310.4 193.3 195.8 193.3 0.60 0.96 0.22 0.851 
90 19 72.4 44.4 43.0 45.2 0.22 0.35 0.34 0.338 
91 16 117.6 60.6 57.8 60.8 0.25 0.49 0.35 0.837 
92 15 61.7 34.1 32.1 33.8 0.28 0.52 0.45 0.151 
93 17 153.2 61.0 54.1 61.0 1.63 4.09 0.47 1.964 
94 14 51.0 26.8 24.6 25.9 0.15 0.29 0.37 0.850 
95 14 33.4 21.5 23.6 21.5 0.35 0.54 0.31 0.160 
96 15 141.4 58.7 53.3 58.7 0.38 0.91 0.54 1.391 
97 13 1649.5 776.7 664.1 698.6 0.21 0.50 0.54 1.238 
98 13 265.9 124.4 108.8 114.4 0.23 0.53 0.49 0.821 
99 10 71.8 50.1 49.4 50.1 1.62 2.32 0.31 0.271 
100 10 80.6 42.0 38.6 42.0 0.24 0.46 0.49 0.667 
101 9 92.8 44.5 37.5 44.5 0.28 0.58 0.47 1.398 
102 14 113.3 42.6 36.8 38.7 0.33 0.98 0.61 1.583 
103 11 90.5 57.5 56.6 57.5 0.41 0.65 0.30 0.370 
104 13 72.1 48.5 43.0 48.5 0.86 1.28 0.31 0.032 
105 14 299.6 107.3 83.6 87.9 0.14 0.46 0.56 2.536 
106 8 1061.0 791.3 749.5 791.3 0.94 1.26 0.27 0.251 
107 9 269.4 224.2 217.0 224.2 0.70 0.84 0.12 0.760 
108 20 636.0 402.0 364.4 402.0 0.81 1.28 0.30 0.553 
109 16 474.0 297.9 276.8 297.9 0.32 0.51 0.28 0.846 
110 16 163.2 74.8 62.5 74.8 0.98 2.14 0.47 1.453 
111 5 198.7 140.0 126.7 133.3 0.58 0.87 0.26 0.313 
112 26 694.0 446.4 434.5 446.4 0.56 0.87 0.24 0.822 
312 
APPENDIX 6 (contd) 
113 23 138.1 71.9 66.2 71.9 0.46 0.89 0.29 1.749 
114 20 219.8 147.2 140.5 147.2 1.04 1.55 0.22 0.606 
115 19 271.0 121.5 108.5 121.5 0.51 1.14 0.38 1.922 
116 16 429.3 304.3 303.1 304.3 0.65 0.91 0.20 0.755 
117 19 114.3 84.9 81.8 84.9 0.43 0.57 0.17 0.610 
118 8 16.3 13.0 12.7 13.0 0.71 0.90 o. 16 0.293 
119 19 697.1 252.8 204.3 214.9 0.58 1.88 0.51 2.282 
120 16 185.6 145.4 147.6 145.4 0.85 1.09 0.18 0.074 
121 19 120.1 87.8 89.2 87.8 0.36 0.49 0.18 0.446 
122 11 82.7 56.3 54.6 56.3 0.63 0.93 0.20 1.194 
123 12 292.0 171.3 161.6 171.3 1.03 1.76 0.45 0.381 
124 11 198.4 133.9 124.9 133.9 0.74 1.10 0.28 0.650 
125 10 375.5 235.2 241.0 235.2 0.62 0.99 0.32 0.423 
126 7 365.8 283.9 292.4 283.9 0.49 0.64 0.21 0.260 
127 6 38.5 28.5 27.7 28.5 0.53 0.71 0.25 0.292 
128 6 315.3 171.7 146.7 171.7 0.93 1.72 0.50 0.734 
129 66 227.0 76.6 70.1 73.7 0.34 1.04 0.39 1.972 
130 35 128.2 81.6 78.7 81.6 0.24 0.38 0.20 0.764 
131 13 35.8 19.8 16.8 19.8 1.60 2.89 0.32 1.403 
132 27 514.8 284.0 269.9 283.9 0.26 0.47 0.30 1.312 
133 27 410.8 210.5 191.1 210.5 0.28 0.55 0.35 1.361 
134 27 661.4 402.4 382.8 402.4 0.24 0.39 0.26 0.383 
135 26 23.4 15.5 15.8 15.5 0.24 0.37 0.24 0.263 
136 18 51.3 22-T 21.5 22.7 0.24 0.55 0.45 1.353 
137 16 51.5 31.6 29.6 31.6 0.62 1.00 0.25 1.115 
138 16 80.5 42.3 38.5 42.3 0.64 1.22 0.33 1.325 
139 19 147.5 85.4 79.9 85.4 1.20 2.08 0.24 1.603 
140 19 179.2 116.5 114.5 116.5 0.50 0.76 0.21 0.848 
141 19 635.0 435.4 444.7 435.4 0.23 0.33 0.27 0.133 
142 19 321.5 187.7 171.5 187.7 0.71 1.21 0.26 0.990 
143 36 76.4 54.3 53.0 54.3 0.23 0.33 0.18 0.259 
144 14 34.7 20.8 22.2 20.8 0.61 1.02 0.36 0.043 
145 14 467.8 248.2 241.0 248.2 0.27 0.50 0.34 1.112 
146 20 38.3 27.0 28.3 2T. 0 0.21 0.29 0.24 0.200 
147 14 76.2 58.1 58.9 58.1 1.12 1.47 0.22 0.247 
148 9 13.5 10.4 11.6 10.4 0.29 0.38 0.24 0.711 
149 9 51.7 31.2 31.0 31.2 0.36 0.59 0.33 0.655 
150 10 41.5 33.5 33.0 33.5 1.02 1.27 0.17 0.139 
151 8 60.9 24.3 18.1 19.1 0.78 2.49 0.64 1.877 
152 9 479.9 299.8 280.8 299.8 0.24 0.38 0.27 1.185 
153 8 117.7 103.2 101.5 103.2 0.13 0.15 0.09 0.229 
154 19 149.9 122.8 122.1 122.8 0.56 0.68 0.13 0.480 
155 12 179.1 151.3 151.9 151.3 1.88 2.23 0.09 0-5o6 
156 7 82.2 68.1 69.4 68.1 1.93 2.33 0.19 0.455 
157 15 121.8 54.9 49.9 54.9 1.78 3.95 0.45 1.506 
158 15 105.9 86.2 84.0 86.2 0.62 0.76 0.10 0.550 
159 22 11.3 8.6 8.5 8.9 2.86 3.61 0.19 0.072 
160 6 607.9 400.6 407.7 400.6 1.59 2.42 0.34 0.212 
161 7 91.5 64.9 60.2 64.9 1.79 2.53 0.28 0.450 
162 5 227.4 143.0 140.6 143.0 3.00 4.77 0.36 0.864 
163 6 52.6 40.5 38.9 40.5 0.87 1.13 0.19 0.332 
164 35 13.3 6.9 6.3 6.9 1.06 2.06 0.34 0.386 
165 13 139.4 110.3 110.7 110.3 0.25 0.32 0.24 1.413 
166 8 230.8 124.0 118.1 124.0 0.60 1.13 0.40 1.163 
167 5 291.3 182.4 153.7 182.4 0.38 0.61 0.40 0.527 
168 11 180.4 104.3 104.6 104.3 0.25 0.44 0.38 0.542 
314 
APPENDIX 7 (contd) 
57 0.14 0.95 0.31 1.00 1.12 1.18 1.23 1.28 1.30 
58 0.19 0.85 ý -0.21 0.92 1.18 1.39 1.62 1.98 2.30 59 0.18 0.91- 0.11 0.98 1.16 1.27 1.36 1.48 1.55 
60 0.21 0.94 0.36 1.01 1.18 1.26 1.32 1.37 1.41 
61 0.17 0.95 0.35 1.01 1.15 1.21 1.26 1.31 1.34 
62 0.17 0.90 0.02 0.96 1.15 1.27 1.39 1.53 1.64 
63 0.15 0.90 -0-11 0.95 1.14 1.28 1.42 1.62 1.78 
64 0.34 0.90 0.36 1.01 1.29 1.42 1.52 1.61 1.66 
65 0.31 0.80 -0.06 0.92 1.29 1.55 1.81 2.16 2.44 
66 0.42 0.92 0.55 1.06 1.34 1.46 1.53 1.59 1.61 
67 0.27 0.87 0.09 0.96 1.24 1.42 1.57 1.75 1.88 
68 0.35 0.85 0.16 0.97 1.31 1.50 1.66 1.85 1.97 
69 0.34 0.89 0.35 1.01 1.29 1.43 1.53 1.63 1.68 
70 0.31 0.91 0.41 1.02 1.26 1.37 1.45 1.52 1.56 
71 0.35 0.78 -0-05 0.91 1.33 1.62 1.91 2.30 2.60 
72 0.33 0.81 0.00 0.93 1.30 1.54 1.78 2.08 2.30 
73 0.39 0.81 0.10 0.95 1.36 1.60 1.82 2.09 2.27 
74 0.39 0.80 0.08 0.94 1.36 1.61 1.84 2.12 2.31 
75 0.39 0.91 0.51 1.05- 1.33 1.44 1.52 1.58 1.61 
76 0.53 0.80 0.25 0.98 1.47 1.72 1.92 2.13 2.26 
77 0.46 0.63 -0-19 0.80 1.43 1.92 2.46 3.29 4.01 
78 0.42 0.81 0.15 0.96 1.38 1.62 1.83 2.06 2.22 
79 0.22 0.90 0.17 0.98 1.19 1.31 1.41 1.53 1.60 
80 0.20 0.50 0.10 0.57 0.78 0.90 1.01 1.15 1.24 
81 0.24 0.68 -0-39 0.77 1.18 1.56 2.05 2.92 3.81 
82 0.25 0.89 0.17 0.98 1.23 1.36 1.48 1.61 1.69 
83 0.28 0.77 -0.22 0.88 1.26 1.58 1.93 2.47 2.96 84 0.27 0.81 -0.11 0.91 1.25 1.50 1.76 2.13 2.43 85 0.23 0.83 -0.14 0.92 1.22 1.45 1.69 2.04 2.34 
86 0.21 0.82 -0.23 0.90 1.20 1.45 1.73 2.17 2.56 87 0.25 0.82 -0.12 0.91 1.23 1.47 1.72 2.08 2.37 88 0.29 0.72 -0-32 0.83 1.28 1.69 2.16 3.02 3.83 89 0.18 0.91 0.07 0.97 1.17 1.29 1.39 1.53 1.62 
90 0.30 0.87 0.17 0.97 1.26 1.43 1.57 1.72 1.82 
91 0.30 0.86 0.12 0.97 1.28 1.46 1.62 1.80 1.92 
92 0.42 0.85 0.28 1.00 1.37 1.56 1.71 1.86 1.95 
93 0.29 0.79 -0-17 0.90 1.29 1.58 1.90 2.38 2.79 94 0.30 0.85 0.09 0.96 1.28 1.47 1.64 1.84 1.99 
95 0.31 0.91 0.37 1.01 1.26 1.38 1.47 1.55 1.60 
96 0.33 0.75 -0.16 0.87 1.31 1.65 2.01 2.54 2.99 
97 0.35 0.76 -0.10 0.89 1.33 1.65 1.98 2.45 2.83 
98 0.38 0.79 0.04 0.93 1.35 1.62 1.87 2.19 2.41 
99 0.31 0.92 o. 42 1.02 1.26 1.37 1.44 1.51 1.55 
100 0.35 0.77 -0-09 0.89 1.32 1.63 1.95 2.40 2.76 
101 0.25 0.77 -0-30 0.87 1.24 1.56 1.95 2.59 3.20 
102 0.30 0.69 -0-37 0.81 1.29 1.74 2.31 3.32 4.35 103 0.26 0.88 0.14 0.97 1.23 1.38 1.50 1.65 1.75 
104 0.30 0.91 0.36 1.01 1.26 1.37 1.46 1.54 1.58 
105 0.14 0.74 -0-73 0.80 1.12 1.53 2.21 3.82 5.99 106 0.07 0.75 -2.05 0.79 1.44 4.08 15.45 100.48 419.01 107 0.08 0.94 -0.20 0.97 1.08 1.16 1.25 1.40 1.52 108 0.25 0.87 0.10 0.96 1.23 1.39 1.53 1.70 1.82 
109 0.23 0.88 0.07 0.97 1.21 1.36 1.50 1.66 1.78 
110 0.18 0.74 -0.67 0.81 1.19 1.66 2.40 4.05 6.18 
ill 0.88 0.28 0.99 0.55 0.96 1.07 1.12 1.15 1.16 
112 0.18 0.89 -0.04 0.96 1.17 1.31 1.45 1.64 1.79 
315 
APPENDIX 7 (contd) 
113 0.17 0.87 -o. 16 0.93 1.16 1.33 1.52 1.80 2.04 
114 0.19 0.91 0.08 0.98 1.18 1.30 1.41 1.55 1.64 
115 0.21 0.83' -0-19 0.91 1.20 1.43 1.68 2.07 2.40 
116 0.14 0.91 -0.08 0.96 1.13 1.26 1.39 1.56 1.70 
117 0.14 0.93 0.07 0.98 1.12 1.21 1.29 1.39 1.46 
118 0.13 0.93 0.10 0.98 1.12 1.20 1.27 1.36 1.42 
119 0.18 0.74 -0-58 0.82 1.17 1.58 2.17 3.40 4.87 
120 0.19 0.95 0.43 1.01 1.16 1.22 1.26 1.30 1.32 
121 0.15 0.92 0.07 0.98 1.13 1.23 1.32 1.43 1.51 
122 0.13 0.91 -0-13 0.96 1.12 1.24 1.37 1.56 1.72 
123 0.30 0.76 -0.23 0.87 1.30 1.65 2.05 2.67 3.22 
124 0.21 0.88 0.00 0.95 1.19 1.35 1.50 1.69 1.83 
125 0.25 0.86 0.02 0.95 1.23 1.41 1.59 1.81 1.97 
126 0.22 0.96 0.61 1.04 1.18 1.24 1.27 1.30 1.31 
127 0.19 0.90 0.07 0.97 1.17 1.30 1.41 1.55 1.65 
128 0.29 0.74 -0-31 0.85 1.29 1.67 2.14 2.91 3.66 
129 0.19 0.86 -0-13 0.93 1.18 1.36 1.55 1.83 2.06 
130 0.16 0.91' 0.05 0.97 1.15 1.26 1.37 1.49 1.59 
131 0.13 0.83 -0-56 0.88 1.12 1.40 1.79 2.61 3.56 
132 0.20 0.86 -0.10 0.94 1.19 1.37 1.56 1.83 2.04 
133 0.22 0.84 -0-13 0.92 1.21 1.43 1.65 1.98 2.26 
134 0.23 0.89 0.12 0.97 1.21 1.35 1.47 1.61 1.70 
135 0.21 0.91 0.17 0.98 1.19 1.30 1.40 1.51 1.58 
136 0.29 0.79 -0-13 0.90 1.27 1.55 1.85 2.27 2.62 
137 0.16 0.88 -0.20 0.93 1.15 1.32 1.51 1.81 2.07 
138 0.22 0.85 -0.12 0.93 1.20 1.41 1.62 1.92 2.17 
139 0.11 0.87 -0.44 0.92 1.11 1.31 1.57 2.05 2.57 
140 0.18 0.92 0.10 0.98 1.16 1.27 1.37 1.49 1.57 
141 0.26 0.90 0.25 0.99 1.23 1.35 1.44 1.55 1.61 
142 0.21 0.89 0.05 0.97 1.19 1.34 1.47 1.63 1.75 
143 0.16 0.93 0.20 0.99 1.14 1.23 1.30 1.38 1.42 
144 0.35 0. '88 0.32 1.01 1.30 1.45 1.56 1.67 1.73 
145 0.26 0.86 0.02 0.95 1.24 1.43 1.61 1.83 2.00 
146 0.23 0.92 0.33 1.00 1.20 1.29 1.36 1.43 1.47 
147 0.24 0.96 0.61 1.04 1.20 1.25 1.29 1.32 1.33 
148 0.26 0.98 0.81 1.06 1.21 1.25 1.27 1.29 1.29 
149 0.30 0.83 0.02 0.94 1.27 1.49 1.69 1.95 2.14 
150 0.18 0.97 0.58 1.03 1.15 1.19 1.22 1.25 1.26 
151 0.20 0.50 0.10 0.57 0.78 0.90 1.01 1.15 1.24 
152 0.17 0.88ý -0.14 0.94 1.16 1.33 1.51 1.77 1.99 
153 0.08 0.97 0.19 0.99 1.07 1.11 1.15 1.19 1.21 
154 0.14 0.97 0.45 1.01 1.12 1.16 1.19 1.22 1.23 
155 0.07 0.96 0.11 0.99 1.07 1.11 1.15 1.20 1.23 
156 0.23 0.96 1.02, 1.03 1.14 1.17 1.18 1.18 1.19 
157 0.26 0.79- -0-'21 0.89 1.24 1.53 1.86 2.35 2.79 
158 0.08 0.96 0: 08 0.99 1.08 1.13 1.18 1.24 1.28 
159 0.20 0.95 0.44 1.02 1.17 1.23 1.28 1.32 1.34 
160 0.29 0.88 0.23 0.99 1.25 1.40 1.51 1.63 1.71 
161 0.22 0.88 0.03 0.96 1.20 1.35 1.49 1.67 1.81 
162 0.21 0.63 -0-77 0.72 1.24 1.92 3.07 5.91 9.84 163 0.16 0.93 0.18 0.99 1.14 1.22 1.30 1.37 1.43 
164 0.19 0.86 -0-15 0.93 1.18 1.36 1.56 1.85 2.10 165 0.25 0.99 0.92 1.07 1.19 1.23 1.24 1.25 1.26 
166 0.27 0.83 -0-05 . 
0-93 1.25 1.48 1.70 2.00 2.23 
167 0.28 0.82 -0.06 '0.93 1.26 1.49 1.72 2.03 2.27 168 0.29 0.83 0.02 0.94 1.27 1.48 1.68 1.94 2.14 
316 
APPENDIX 8 GENERAL EXTREME VALUE DISTRIBUTION: PROBABILITY WEIGHTED 
MOMENTS 
No OIC k 2 5 10 20 50 100 
1 0.29 0.85 0.06 0.95 1.26 1.46 1.64 1.86 2.02 
2 0.32 0.79 -0-07 0.91 1.30 1.58 1.86 2.24 2.55 
3 0.35 0.78 -0-03 0.91 1.33 1.61 1.89 2.25 2.54 
4 0.22 0.90 0.17 0.98 1.20 1.32 1.42 1.54 1.62 
5 0.33 0.83 0.07 0.95 1.30 1.52 1.71 1.96 2.13 
6 0.23 0.85 -0-08 0.93 1.21 1.41 1.62 1.89 2.12 
7 0.21 0.88 0.00 0.96 1.19 1.34 1.49 1.68 1.82 
8 0.31 0.73 -0.24 0.84 1.28 1.65 2.06 2.72 3.32 
9 0.19 0.83 -0.26 0.90 1.17 1.40 1.67 2.10 2.49 
10 0-18 0.93 0.26 1.00 1.16 1.24 1.31 1.38 1.42 
11 0.20 0.89 0.03 0.96 1.18 1.32 1.46 1.62 1.15 
12 0.26 0.83 -0-09 0.92 1.24 1.47 1.70 2.02 2.28 
13 0.29 0.88 0.21 0.98 1.25 1.40 1.52 1.66 1.74 
14 0.25 0.76 -0.29 0.86 1.22 1.54 1.92 2.54 3.12 
15 0.24 0.58 -0-56 0.67 1.13 1.64 2.36 3.86 5.62 
16 0.34 0.72 -0.20 0.85 1.31 1.68 2.09 2.71 3.25 
17 0.26 0.78 -0.21 0.88 1.24 1.53 1.85 2.34 2.78 
18 0.23 0.77 -0-31 0.86 1.20 1.51 1.88 2.50 3.10 
19 0.21 0.83 -0.20 0.91 1.20 1.43 1.68 2.07 2.41 
20 0.31 0.78 -0-11 0.90 1.29 1.58 1.89 2.32 2.67 
21 0.24 0.79 -0.22 0.89 1.22 1.49 1.80 2.28 2.71 
22 0.26 0.82 -0.11 0.92 1.24 1.47 1.72 2.07 2.36 
23 0.28 0.75 -0.23 0.86 1.26 1.59 1.96 2.54 3.07 
24 0.44 0.69 -0.12 0.85 1.41 1.82 2.25 2.87 3.38 
25 0.19 0.89 -0.01 0.96 1.17 1.31 1.45 1.63 1.77 
26 0.23 0.84 -0-13 0.92 1.21 1.43 1.66 1.98 2-ý5 
27 0.24 0.91 0.23 0.99 1.21 1.32 1.41 1.51 1.57 
28 0.34 0.86 0.19 0.98 1.31 1.49 1.64 1.80 1.91 
29 0.31 0.76 -0.16 0.88 1.29 1.60 1.94 2.44 2.86 
30 0.22 0.85 -0.12 0.93 1.20 1.40 1.62 1.92 2.17 
31 0.32 0.78 -0-09 0.90 1.30 1.59 1.88 2.29 2.61 
32 0.29 0.75 -0.22 0.86 1.27 1.59 1.96 2.53 3.04 
33 0.24 0.82 -0.14 0.91 1.23 1.46 1.72 2.09 2.40 
34 0.26 0.81 -0-13 0.91 1.24 1.50 1.76 2.14 2.46 
35 0.31 0.83 0.02 0.94 1.28 1.51 1.72 1.99 2.19 
36 0.37 0.87 0.29 1.00 1.32 1.48 1.61 1.73 1.81 
37 0.30 0.86 0.12 0.97 1.27 1.44 1.60 1.78 1.90 
38 0.40 0.87 0.32 1.01 1.34 1.51 1.63 1.76 1.83 
39 0.32 0.83 0.05 0.95 1.29 1.51 1.71 1.96 2.14 
40 0.24 0.85 -0-07 0.93 1.22 1.43 1.63 1.91 2.13 
41 0.27 0.82 -0.08 0.92 1.25 1.48 1.72 2.04 2.30 
42 0.20 0.87 -0-07 0.95 1.18 1.35 1.52 1.75 1.93 
43 0.30 0.87 0.18 0.98 1.27 1.43 1.57 1.72 1.82 
44 0.23 0.90 0.19, 0.99 1.21 1.33 1.43 1.55 1.62 
45 0.22 0.93 0.33 1.00 1.19 1.28 1.34 1.41 1.45 
46 0.24 0.83 -0.12 0.92 1.22 1.45 1.68 2.02 2.30 
47 0.21 0.84 -0-15 0.92 1.20 1.41 1.64 1.96 2.24 
48 0.27 0.91 0.31 1.00 1.23 1.34 1.43 1.52 1.57 
49 0.18 0.89 -0.05 0.95 1.16 1.31 1.45 1.64 1.79 
50 0.35 0.86 0.20 0.98 1.31 1.49 1.63 1.80 1.90 
51 0.35 0.85 0.18 0.98 1.31 1.50 1.66 1.84 1.95 
52 0.40 0.84 0.21 0.98 1.36 1.56 1.73 1.91 2.03 
53 0.16 0.92 0.09 0.98 1.14 1.25 1.34 1.45 1.53 
54 0.24 0.89 0.11 0.97 1.22 1.37 1.49 1.65 1.75 
55 0.27 0.81 -0-11 0.91 1.25 1.50 1.75 2.11 2.41 
56 0.20 0.90 0.12 0.98 1.18 1.31 1.41 1.54 1.62 
317 
APPENDIX 8 (contd) 
57 0.18 0.93 0.21 0.99 1.15 1.24 1.32 1.40 1.45 
58 0.25 0.85 -0.02 0.94 1.23 1.42 1.60 1.85 2.03 
59 0.20 0.90 0.09 0.97 1-18 1.31 1.42 1.56 1.65 
60 0.22 0.92 0.29 1.00 1.19 1.29 1.37 1.45 1.49 
61 0.19 0.93 0.23 0.99 1.16 1.25 1.33 1.41 1.45 
62 0.21 0.88 0.02 0.96 1.19 1.35 1.49 1.68 1.82 
63 0.21 0.88 0.03 0.96 1.20 1.35 1.49 1.66 1.79 
64 0.33 0.86 0.17 0.98 1.29 1.47 1.62 1.79 1.90 
65 0.31 0.78 -0.10 0.90 1.29 1.58 1.87 2.28 2.62 
66 0.43 0.87 0.38 1.02 1.36 1.52 1.64 1.74 1.80 
67 0.27 0.85 0.04 0.95 1.25 1.44 1.62 1.84 2.00 
68 0.36 0.83 0.11 0.96 1.32 1.54 1.73 1.95 2.11 
69 0.35 0.86 0.24 0.99 1.31 1.48 1.62 1.76 1.85 
70 0.32 0.90 0.37 1.01 1.27 1.40 1.48 1.57 1.61 
71 0.37 0.77 -0.04 0.91 1.35 1.65 1.95 2.35 2.66 
72 0.33 0.79 -0.06 0.91 1.30 1.58 1.85 2.22 2.51 
73 0.39 0.79 0.04 0.93 1.35 1.63 1.88 2.20 2.43 
74 0.39 0.78 0.01 0.92 1.36 1.65 1.92 2.27 2.53 
75 o. 4o 0.87 0.33 1.01 1.34 1.50 1.62 1.74 1.81 
76 0.55 0.77 0.17 0.96 1.49 1.78 2.03 2.31 2.50 
77 0.43 0.59 -0.28 0.76 1.39 1.93 2.57 3.61 4.58 
78 0.43 0.80 0.11 0.95 1.38 1.64 1.87 2.14 2.32 
79 0.25 0.89 0.14 0.98 1.22 1.36 1.49 1.63 1.72 
80 O-IT 0.72 -0-52 0.79 1.11 1.45 1.92 2.88 3.97 
81 0.22 0.66 -0.49 0.75 1.16 1.58 2.16 3.29 4.54 
82 0.27 0.89 0.20 0.99 1.24 1.37 1.49 1.61 1.69 
83 0.30 0.77 -0-17 0.88 1.28 1.59 1.92 2.42 2.84 
84 0.29 0.80 -0.10 0.91 1.27 1.53 1.80 2.17 2.48 
85 0.25 0.82 -0.10 0.92 1.24 1.47 1.71 2.04 2.32 
86 0.23 0.81 -0-19 0.90 1.22 1.46 1-74 2.15 2.51 
87 0.24 0.81 -0.18 0.90 1.23 1.48 1.76 2.19 2.55 
88 -0-33 0.72 -0.22 0.85 1.30 1.67 2.08 2.72 3.30 89 0.20 0.90 0.07 0.97 1.18 1.32 1.44 1.58 1.69 
90 0.31 0.84 0.08 0.96 1.28 1.48 1.66 1.88 2.04 
91 0.30 0.85 0.09 0.96 1.27 1.46 1.63 1.83 1.98 
92 0.41 0.80 0.09 0.95 1.37 1.63 1.86 2.13 2.32 
93 0.28 0.78 -0-19 0.88 1.26 1.56 1.89 2.38 2.81 
94 0.29 0.82 -0.04 0.93 1.27 1.50 1.73 2.03 2.27 
95 0.34 0.89 0.31 1.00 1.29 1.43 1.54 1.65 1.71 
96 0.33 0.73 -0.20 0.85 1.31 1.68 2.08 2.70 3.25 
97 0.35 0.74 -0.16 0.87 1.32 1.67 2.05 2.60 3.08 
98 0.36 0.75 -0-10 0.89 1.34 1.67 2.00 2.47 2.85 
99 0.33 0.87 0.24 0.99 1.29 1.45 1.58 1.71 1.80 
100 0.38 0.74 -0.09 0.88 1.35 1.69 2.04 2.52 2.92 
101 0.28 0.75 -0.24 0.86 1.26 1.60 1.98 2.60 3.16 
102 0.33 0.69 -0.26 0.82 1.30 1.71 2.19 2.95 3.66 
103 0.29 0.85 0.08 0.96 1.26 1.45 1.62 1.83 1.97 
104 0.31 0.87 0.17 0.98 1.28 1.44 1.59 1.75 1.85 
105 0.18 0.74 -0.47 0.81 1.14 1.47 1.91 2.77 3.71 
106 0.27 0.86 0.06 0.96 1.24 1.42 1.59 1.79 1.93 
107 0.14 0.92 0.04 0.98 1.13 1.23 1.33 1.44 1.53 
108 0.25 0.85 -0.04 0.94 1.23 1.43 1.62 1.89 2.09 
109 0.21 0.86 -0.09 0.94 1.20 1.38 1.58 1.84 2.06 
110 0.24 0.76 -0-32 0.85 1.21 1.54 1.93 2.59 3. ý4 
ill 0.34 0.88 0.28 1.00 1.41 1.63 1.78 1.95 2.04 
112 0.20 0.88 -0.04 0.95 1.18 1.34 1.49 1.70 1.86 
