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Abstract
A common goal in many research areas is to reconstruct an unknown signal x from noisy linear
measurements. Approximate message passing (AMP) is a class of low-complexity algorithms that can
be used for efficiently solving such high-dimensional regression tasks. Often, it is the case that side
information (SI) is available during reconstruction. For this reason, a novel algorithmic framework
that incorporates SI into AMP, referred to as approximate message passing with side information
(AMP-SI), has been recently introduced. In this work, we provide rigorous performance guarantees
for AMP-SI when there are statistical dependencies between the signal and SI pairs and the entries of
the measurement matrix are independent and identically distributed (i.i.d.) Gaussian. The AMP-SI
performance is shown to be provably tracked by a scalar iteration referred to as state evolution (SE).
Moreover, we provide numerical examples that demonstrate empirically that the SE can predict the
AMP-SI mean square error accurately.
1 Introduction
High-dimensional linear regression is a well-studied model used in many applications including com-
pressed sensing [2], imaging [3], and machine learning and statistics [4]. The unknown signal x ∈ Rn is
viewed through the linear model:
y = Ax+w, (1)
where y ∈ Rm are the measurements, A ∈ Rm×n is a known measurement matrix, and w ∈ Rm
is measurement noise. The goal is to estimate the unknown signal x having knowledge only of the
noisy measurements y and the measurement matrix A. When the problem is under-determined (i.e.,
m < n), in order for reconstruction to be successful, it is necessary to exploit structural or probabilistic
characteristics of the input signal x. Often a prior distribution on the input signal x is assumed, and in
this case approximate message passing (AMP) algorithms [2] can be used for the reconstruction task.
AMP [2, 5] is a class of low-complexity algorithms that can be used for efficiently solving high-
dimensional regression tasks (1). AMP works by iteratively generating estimates of the unknown input
vector, x, using a possibly non-linear denoiser function tailored to any prior knowledge about x. One
favorable feature of AMP is that under some technical conditions on the measurement matrix A and
signal x, the observations at each iteration of the algorithm are almost surely equal in distribution
to x plus independent and identically distributed (i.i.d.) Gaussian noise in the large system limit, i.e.,
m,n→∞ with m/n→ δ ∈ (0,∞).
AMPwith Side Information (AMP-SI): In information theory [6], when different communication
systems share side information (SI), overall communication can become more efficient. Recently [7, 8],
an algorithmic framework dubbed AMP-SI was introduced that incorporates SI into AMP for high-
dimensional regression tasks (1). AMP-SI has been empirically demonstrated to have good reconstruction
quality and is easy to use. For example, it has been proposed to use AMP-SI for channel estimation in
emerging millimeter wave communication systems [9], where the time dynamics of the channel structure
allow previous channel estimates to be used as SI when estimating the current channel structure [8].
∗A subset of this work has been presented at the IEEE International Symposium on Information Theory, July 2019 [1].
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In this work, we model the observed SI, denoted by x˜ ∈ Rn, as depending statistically on the unknown
signal x through some joint probability density function (pdf), f(X, X˜). AMP-SI uses a conditional
denoiser, gt : R
2n → Rn, to incorporate SI,
gt(a,b) = E[X|X+ λtN (0, In) = a, X˜ = b], (2)
where N (µ,Σ) is a Gaussian random vector with mean vector µ and Σ, and In denotes an identity
matrix of size n×n. The constant λt used in (2) is determined by the state evolution introduced below.
The AMP-SI algorithm iteratively updates estimates of the input signal x: let x0 = 0, the all-zeros
vector, then
rt = y −Axt + r
t−1
δ
[div gt−1(x
t−1 +AT rt−1, x˜)], (3)
xt+1 = gt(x
t +AT rt, x˜), (4)
where xt ∈ Rn is the estimate of x at iteration t, the measurement rate is δ = m/n, and rt is the residual
or unexplained part of the measurements. The term xt + AT rt is known as pseudo data and in the
non-SI case has been proved to be equal in distribution to the input x plus white Gaussian noise in the
large system limit. For a differential function, g : R2n → Rn, we let div g(a,b) be the divergence of the
function with respect to (w.r.t.) the first argument, namely, we use
div g(a,b) =
n∑
i=1
∂gi
∂ai
(a,b). (5)
The AMP-SI algorithm (3)–(4) uses the conditional denoiser (2).
State Evolution (SE): It has been proven that the performance of AMP, as measured, for example,
by the normalized squared ℓ2-error
1
n ||xt − x||22 between the estimate xt and true signal x, can be
accurately predicted by a scalar recursion referred as SE [10, 11]. SE analyses require that the matrix
A be i.i.d. Gaussian and various assumptions on the elements of the signal. The SE equation for
AMP-SI is as follows. Assume the entries of the noise w are i.i.d. ∼ f(W ) with σ2w = E[W 2], and let
λ20 = σ
2
w + limm ||x||2/m. Note that λ20 is the initial variance of the difference between the pseudo-data
at iteration t = 0, i.e. x0 +AT r0 = ATy, and signal x,
λ2t = σ
2
w + limm
1
m
EZ
[||gt−1(x+ λt−1Z, x˜)− x||2] , (6)
where Z ∼ N (0, In). In particular, the value of λt defined above is used to define the conditional denoiser
in (2) to be used in the AMP-SI algorithm in (3)–(4).
Considering AMP-SI (3)-(4), however, we cannot directly apply the existing AMP theoretical re-
sults [10,11], as the conditional denoiser in (2) is not a separable denoiser, in that its output at any index
i may depend on all other indices of the input. Even when the signal and SI pair, (x, x˜), is sampled i.i.d.
from the joint pdf f(X, X˜), each entry of the signal x is generated according to a different conditional
density depending on the corresponding SI x˜i, and therefore the signal x now has independent, but not
identically distributed entries. The usual results [10, 11] require that the same denoiser be applied to
each entry of the pseudo-data. Therefore, even in the case of an i.i.d. distributed signal and SI pair, the
theoretical results in [10, 11] do not apply, because different scalar denoisers are needed for each index.
Recent results [12], however, extend the asymptotic SE analysis to a larger class of possible denoisers,
allowing, for example, each element of the input to use a different non-linear denoiser as is the case in
AMP-SI. We employ these results to rigorously relate the SE presented in (6) to the AMP-SI algorithm
in (3)-(4).
Related Work: While integrating SI into reconstruction algorithms is not new, AMP-SI introduces
a unified framework within AMP supporting arbitrary signal and SI dependencies. Prior work using SI
has been either heuristic, limited to specific applications, or outside the AMP framework.
For example, Wang and Liang [13] integrate SI into AMP for a specific signal prior density, but the
method is difficult to apply to other signal models. Ziniel and Schniter [14] develop an AMP-based
reconstruction algorithm for a time-varying signal model based on Markov processes for the support
and amplitude. This signal model is easily incorporated into the AMP-SI framework as discussed in the
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analysis of the birth-death-drift model of [7, 8]. Manoel et al. implement an AMP-based algorithm in
which the input signal is repeatedly reconstructed in a streaming fashion, and information from past
reconstruction attempts is aggregated into a prior, thus improving ongoing reconstruction results [15].
This reconstruction scheme resembles that of AMP-SI, in particular when the Bernoulli-Gaussian model
is used (see Section 3.1).
Contribution and Outline: Ma et al. [8] use numerical experiments to show that SE (6) accurately
tracks the performance of AMP-SI (3)-(4), as was shown rigorously for standard AMP, and they con-
jecture that rigorous theoretical guarantees can be given for AMP-SI as well. In this work, we analyze
AMP-SI performance when the input signal and SI are drawn according to a general pdf f(X, X˜) obeying
some finite moment conditions, the AMP-SI denoiser (2) is uniformly Lipschitz, and the measurement
matrix A is i.i.d. Gaussian.
In Section 2, we provide the main results. Examples for various signal and SI models, and numerical
experiments comparing the empirical performance of AMP-SI and the SE predictions, are provided in
Section 3. The technical proofs of our main results are given in Sections 4 and 5.
Notation: Throughout the work we will use bold symbols to indicate vectors and non-bold to indicate
scalars. Capital letters will indicate random variables (RVs), and lowercase letters their realizations. For
example, X˜ is a random vector of SI, x˜ is a realization, and x˜i is the i
th entry of the realization.
With a slight abuse of notation we also use bold, capital letters to indicate random matrices, like the
measurement matrixA. We let ||·|| denote the Euclidean norm, and p= denotes convergence in probability.
The expectation EZ represents the expected value w.r.t. Z.
2 Main Results
Our main results provide AMP-SI performance guarantees when considering pseudo-Lipschitz loss func-
tions, defined below.
Definition 2.1. Pseudo-Lipschitz functions [12]: For k ∈ N>0 and any n,m ∈ N>0, a function
φ : Rn → Rm is pseudo-Lipschitz of order k, or PL(k), if there exists a constant L, referred to as the
pseudo-Lipschitz constant of φ, such that for x,y ∈ Rn,
||φ(x) − φ(y)||√
m
≤ L
(
1 +
( ||x||√
n
)k−1
+
( ||y||√
n
)k−1) ||x− y||√
n
.
For k = 1, this definition coincides with the standard definition of a Lipschitz function.
A sequence (in n) of PL(k) functions {φn}n∈N>0 is called uniformly pseudo-Lipschitz of order k, or
uniformly PL(k), if, denoting by Ln the pseudo-Lipschitz constant of φn, we have Ln < ∞ for each n
and lim supn→∞ Ln <∞. We refer to a function as uniformly Lipschitz if it is uniformly PL(1).
Throughout the work we will use the following result about pseudo-Lipschitz functions. Its proof can
be found in Appendix A.
Lemma 2.0.1. For any PL(k) function φ : Rn → Rm with PL constant L > 0, there exists a constant
L′ = max{2L, ||φ(0)||/√m} > 0 where 0 ∈ Rn is a vector of zeroes, such that for x ∈ Rn,
||φ(x)||√
m
≤ L′
(
1 +
( ||x||√
n
)k)
.
In Section 2.1 we present theoretical results for the simplified situation where the signal and the SI
have i.i.d. entries, meaning that separable denoisers can be used. Though the separable denoiser is a
simplified version of the main result, we believe that stating this case will elucidate the main technical
pieces used in the more general non-separable case. In Section 2.2 we provide theoretical analysis of the
general signal and SI model using non-separable denoisers in the AMP-SI iteration.
2.1 Separable denoiser
In the case of (x, x˜) sampled i.i.d. from the joint pdf f(X, X˜), the conditional denoiser of AMP-SI (2) is
separable. Define ηt : R
2 → R as
ηt(a, b) = E[X |X + λtN (0, 1) = a, X˜ = b], (7)
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and the AMP-SI algorithm in (3)-(4) simplifies to
rt = y −Axt + r
t−1
δ
n∑
i=1
η′t−1([x
t−1 +AT rt−1]i, x˜i), (8)
xt+1i = ηt([x
t +AT rt]i, x˜i), for i = 1, 2, . . . , n, (9)
where the derivative η′t(s, ·) = ∂∂sηt(s, ·). We highlight that the difference between these equations and
the standard (no SI) AMP equations is that the denoiser used in AMP-SI incorporates the SI. Owing
to x no longer being i.i.d., the conditional denoiser (7) depends on the index i, meaning that different
scalar denoisers will be used at different indices, based on different SI values at different indices. For the
denoiser in (7), the SE is as follows: let λ20 = σ
2
w + E[X
2]/δ and for t ≥ 1,
λ2t = σ
2
w +
1
δ
E
[
(ηt−1(X + λt−1Z, X˜)−X)2
]
, (10)
where (X, X˜) ∼ f(X, X˜) are independent of Z ∼ N (0, 1).
The following result characterizes the asymptotic performance of separable AMP in (8)-(9) when the
performance is measured with pseudo-Lipschitz loss.
Theorem 2.1. For any PL(2) functions, φ : R2 → R and ψ : R3 → R, define sequences of functions,
φm : R
2m → R and ψn : R3n → R, as follows: for vectors a,b ∈ Rm and x,y, x˜ ∈ Rn,
φm (a,b) :=
1
m
m∑
i=1
φ (ai, bi) , and ψn (x,y, x˜) :=
1
n
n∑
i=1
ψ (xi, yi, x˜i) . (11)
Then the functions in (11) are uniformly PL(2). Next, assume the following:
(A1) The measurement matrix A has i.i.d. Gaussian entries with mean 0 and variance 1/m.
(A2) The noise w is i.i.d. ∼ f(W ) with finite E[W 2].
(A3) The signal and SI pair (x, x˜) are sampled i.i.d. from f(X, X˜) with finite E[X2] and finite E[X˜2].
(A4) For t ≥ 0, the denoisers ηt(·, ·) defined in (7) are Lipschitz continuous: for scalars a1, a2, b1, b2,
and a constant L > 0, |ηt(a1, b1)− ηt(a2, b2)| ≤ L||(a1, b1)− (a2, b2)||.
Then, we have the following asymptotic results for the functions defined in (11),
lim
m
φm
(
rt,w
) p
= lim
m
E
[
φm
(
W +
√
λ2t − σ2w Z1,W
)]
,
lim
n
ψn
(
xt +AT rt,x, x˜
) p
= lim
n
E
[
ψn
(
X+ λtZ2,X, X˜
)]
,
(12)
where Z1 ∼ N (0, Im), Z2 ∼ N (0, In) and both Z1 and Z2 are independent of W ∼ i.i.d. f(W ) and
(X, X˜) ∼ i.i.d. f(X, X˜). The signal estimate xt and residual rt are defined in the AMP-SI recursion (8)-
(9), and λt in the SE (10).
Section 4 contains the proof of Theorem 2.1. The proof follows from Berthier et al. [12, Theorem
14] and the strong law of large numbers (SLLN). The main details involve showing that assumptions
(A1) − (A4) allow us to apply [12, Theorem 14]. We also note that by employing different aspects
of AMP theory, for example [16] or by generalizing [11], we could get almost sure convergence in the
asymptotics of Theorem 2.1 given in (12); however we instead use the Berthier et al. [12, Theorem 14]
result as it extends to the more general non-separable case studied in the next section.
We now show how Theorem 2.1 can be used to relate the SE to the output of the AMP-SI recursion (8)-
(9), by considering a few interesting pseudo-Lipschitz loss functions.
Corollary 2.1.1. Let assumptions (A1) − (A4) be true. Then letting ψ1 : R3 → R be the function
ψ1(x, y, z) = (x− y)2, for λ2t defined in (10), it follows by Theorem 2.1,
lim
n→∞
1
n
||xt +AT rt − x||2 p= λ2t .
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Similarly, if ψ2 : R3 → R is defined as ψ2(x, y, z) = (ηt(x, z)− y)2, then by Theorem 2.1,
lim
n→∞
1
n
||xt+1 − x||2 p= δ(λ2t+1 − σ2w).
Proof. It is straightforward to show that ψ1 and ψ2 are both PL(2), and thus Theorem 2.1 can be
applied. Showing ψ2 is PL(2) uses that ηt is Lipschitz by assumption (A4).
2.2 Non-separable denoiser
We now generalize Theorem 2.1 to the case of general (non-i.i.d.) dependencies between the signal and
SI pair, which calls for the AMP algorithm using the non-separable AMP-SI denoiser of (2).
Theorem 2.2. For any sequences of order k uniformly pseudo-Lipschitz functions, κm : R
2m → R and
νn : R
3n → R, assume the following.
(B1) The measurement matrix A has i.i.d. Gaussian entries with mean 0 and variance 1/m.
(B2) For each t, the sequence (in n) of denoisers gt(·, ·) defined in (2) are uniformly Lipschitz.
(B3) The signal x and SI pair x˜ are sampled from a joint pdf f(X, X˜) such that, elementwise, there are
finite fourth moments E[X4i ] <∞ and E[X˜4i ] <∞, and equal second moments, E[X2i ] = E[X2j ] and
E[X˜2i ] = E[X˜
2
j ], for all i, j ∈ {1, 2, . . . , n}. Moreover, Cov(X2i , X2j ) → 0 and Cov(X˜2i , X˜2j ) → 0,
when |i− j| → ∞.
(B4) The noise w is i.i.d. ∼ f(W ) with finite second moment, E[W 2].
(B5) For any iterations s, t ∈ N and for any 2× 2 covariance matrix Σ, the following limits exist,
lim
n→∞
1
n
EZ
[
xT gt(x + Z, x˜)
]
<∞,
lim
n→∞
1
n
EZ,Z′
[
gt(x+ Z, x˜)
T gs(x+ Z
′, x˜)
]
<∞,
where (Z,Z′) ∼ N(0,Σ⊗In), with ⊗ denoting the tensor product,1 and gt, gs are denoisers defined
in (2) at iteration t and s, respectively.
Then,
lim
m
κm
(
rt,w
) p
= lim
m
EZ1
[
κm
(
w +
√
λ2t − σ2w Z1,w
)]
,
lim
n
νn
(
xt +AT rt,x, x˜
) p
= lim
n
EZ2 [νn (x+ λtZ2,x, x˜)] ,
(13)
where Z1,Z2 are independent, standard Gaussian vectors. The signal estimate x
t and residual rt are
defined in the AMP-SI recursion (3)–(4), and λt in the SE (6).
Section 5 contains the proof of Theorem 2.2. Theorem 2.2 can be used to relate the SE to the
output of the AMP-SI recursion (3)–(4), which is easily seen by considering a few specific uniformly
pseudo-Lipschitz loss functions.
Corollary 2.2.1. Under assumptions (B1) − (B5), letting ν1n : R3n → R be defined as ν1n(x,y, z) =
1
n ||x− y||2, then by Theorem 2.2,
lim
n→∞
1
n
||xt +AT rt − x||2 p= λ2t ,
where λ2t is defined in (6). Under an additional assumption on the denoiser gt defined in (2), namely for
0 ∈ Rn, the all-zeros vector, assuming ||gt(0,0)||/√n ≤ C for some constant C > 0 that does not depend
on n, then similarly considering ν2n : R
3n → R defined as ν2n(x,y, z) = 1n ||gt(x, z)−y||2, by Theorem 2.2,
lim
n→∞
1
n
||xt+1 − x||2 p= δ(λ2t+1 − σ2w).
1The tensor product of matrices A ∈ Rm×n and B ∈ Rp×q, denoted A⊗B ∈ Rmp×nq , equals


A11B A12B . . .
A21B A22B . . .
..
.
..
.
. . .


.
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Proof. It is straightforward to show that ν1n and ν
2
n are both uniformly PL(2) functions, and thus Theo-
rem 2.2 can be applied. We show this result in detail for ν2n(x,y, z) =
1
n ||gt(x, z)− y||2 in Appendix A,
and the result for ν1n follows similarly.
Remark 2.2.1. Note that the assumption ||gt(0,0)||/√n ≤ C with C not depending on n in Corol-
lary 2.2.1 is not a terribly restrictive one. For example, notice that if [gt(0,0)]i = [gt(0,0)]j = C for
all i, j ∈ {1, 2, . . . , n}, with C not growing with n, then the assumption would be true and this is a
property we could reasonably expect from denoisers. Similarly, if maxi∈{1,2,...,n}[gt(0,0)]i ≤ C, then the
assumption would hold.
3 Examples
In this section, we consider some example signal and SI models to show how to derive the conditional
denoiser in (2), use it to construct the AMP-SI algorithm and SE, and then apply the theoretical
guarantees of Theorem 2.1 or Theorem 2.2.
3.1 Separable Case (Theorem 2.1)
Before we get to the examples, we state a lemma showing that functions with bounded derivatives are
Lipschitz.
Lemma 3.0.1. A function φ : R2 → R having bounded derivatives, 0 < D1,D2 <∞,∣∣∣ ∂
∂x
φ(x, y)
∣∣∣ ≤ D1 and ∣∣∣ ∂
∂y
φ(x, y)
∣∣∣ ≤ D2,
is Lipschitz continuous (i.e. pseudo-Lipschitz of order 1) with Lipschitz constant
√
2(D21 + D
2
2).
Proof. By the triangle inequality,
|φ(x1, y1)− φ(x2, y2)| ≤ |φ(x1, y1)− φ(x1, y2)|+|φ(x1, y2)− φ(x2, y2)|≤ D2|y1 − y2|+D1|x1 − x2|.
Then using the Cauchy-Schwarz property,
|φ(x1, y1)− φ(x2, y2)| ≤
√
D
2
2 + D
2
1
√
(y1 − y2)2 + (x1 − x2)2 =
√
2(D22 + D
2
1)
||(x1, y1)− (x2, y2)||√
2
.
3.1.1 Gaussian-Gaussian Signal and SI
In this model, referred to as the GG model henceforth, the signal has i.i.d. Gaussian entries with zero
mean and finite variance σ2x, and we have access to SI in the form of the signal with additive white
Gaussian noise (AWGN). In particular, the signal, x, and SI, x˜, are related by
x˜ = x+N (0, σ2I). (14)
As was shown in [8], in this case, the AMP-SI denoiser (7) equals
ηt(a, b) = E
[
X
∣∣∣X + λtZ = a, X˜ = b] = σ2xσ2a+ σ2xλ2t b
σ2x(σ
2 + λ2t ) + σ
2λ2t
, (15)
where we highlight that ηt(a, b) is linear in a and b, because all related RVs are jointly Gaussian. Then
the SE (10) can be computed as
λ2t = σ
2
w +
1
δ
[
σ2xσ
2λ2t−1
σ2x(σ
2 + λ2t−1) + σ
2λ2t−1
]
. (16)
We note that as a result of Lemma 3.0.1, because∣∣∣ ∂
∂a
ηt(a, b)
∣∣∣ = ∣∣∣ σ2xσ2
σ2x(σ
2 + λ2t ) + σ
2λ2t
∣∣∣ ≤ 1 and ∣∣∣ ∂
∂b
ηt(a, b)
∣∣∣ = ∣∣∣ σ2xλ2t
σ2x(σ
2 + λ2t ) + σ
2λ2t
∣∣∣ ≤ 1,
the denoiser is pseudo-Lipschitz, the assumptions (A1)− (A4) are satisfied in the GG case, and we can
apply Theorem 2.1.
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3.1.2 Bernoulli-Gaussian Signal and SI
The Bernoulli-Gaussian (BG) model reflects a scenario in which one wishes to recover a sparse signal
and has access to SI in the form of the signal with AWGN as in (14). In the BG model, each entry of
the signal is independently generated according to xi ∼ ǫN (0, 1) + (1− ǫ)δ0, where δ0 is the Dirac delta
function at 0. In words, the entries of the signal independently take the value 0 with probability 1 − ǫ
and are N (0, 1) with probability ǫ. In this case, originally studied in [8], the AMP-SI denoiser (7) equals
ηt(a, b) = E
[
X
∣∣∣X + λtZ = a, X˜ = b] = P (X 6= 0|a, b)E [X |a, b,X 6= 0]
= P (X 6= 0|a, b)
(
σ2a+ λ2t b
σ2 + λ2t + σ
2λ2t
)
,
(17)
where
P (X 6= 0|a, b) = (1 + Ta,b)−1 , (18)
and letting ρτ2(x) be the zero-mean Gaussian density with variance τ
2 evaluated at x and defining
νt := σ
2λ2t (σ
2 + λ2t + σ
2λ2t ),
Ta,b :=
(1− ǫ)ρλ2t (a)ρσ2 (b)
ǫρ1+σ2(b)ρ σ2
1+σ2
+λ2t
(
b
1+σ2 − a
) = (1− ǫ
ǫ
)√
σ2 + λ2t + σ
2λ2t
λ2tσ
2
exp
{ −(σ2a+ λ2t−1b)2
2σ2λ2t−1(σ
2 + λ2t + σ
2λ2t )
}
=
(
1− ǫ
ǫ
)(
νt
√
2π
λ2tσ
2
)
ρνt
(
σ2a+ λ2t b
)
.
(19)
Then the SE in (10) can be computed as
λ2t = σ
2
w +
1
δ
E
( σ2(X + λt−1Z) + λ2t−1X˜
(1 + TX+λt−1Z,X˜)(σ
2 + λ2t−1 + σ
2λ2t−1)
−X
)2 . (20)
As before, we use Lemma 3.0.1 to show that the denoiser defined in (17) and (18) is Lipschitz continuous,
and so assumptions (A1)−(A4) are also satisfied in the BG case. Therefore, we can apply Theorem 2.1.
The technical work showing the bounds∣∣∣ ∂
∂a
ηt(a, b)
∣∣∣ ≤ 1 + 2(1− ǫ)
σwǫ
and
∣∣∣ ∂
∂a
ηt(a, b)
∣∣∣ ≤ 1 + 2(1− ǫ)
σǫ
,
as needed to apply Lemma 3.0.1, can be found in Appendix B.
3.1.3 Numerical Results
We conclude Section 3.1 with numerical results for scenarios where the signal, x, and SI, x˜, are both
i.i.d., and separable denoisers are appropriate. We will see that the empirical mean square error (MSE)
performance of AMP-SI is well-tracked by SE predictions.
Fig. 1 presents results for the GG scenario. In this example, the signal variance σ2x = 1, the mea-
surement noise variance σ2w = 0.01, and the variance of AWGN in the SI σ
2 = 0.04. Our empirical MSE
results are averaged over 10 trials of GG signal recovery. The three panels of the figure contrast different
signal lengths. For smaller n, there is a gap between the empirical MSE and the SE prediction, but the
gap shrinks as n is increased. Overall, the empirical MSE tracks the SE prediction nicely, especially for
larger n.
Fig. 2 presents results for the BG scenario. We again averaged over 10 trials for the empirical results.
The signal length n = 10000, m = 3000, the measurement noise variance σ2w = 0.01, and ǫ = 0.2, where
20% of the entries of the signal are nonzero. We consider several variances of AWGN in the SI, σ2 = 0.04,
σ2 = 0.25, and σ2 = 1. Again, SE can predict the MSE achieved by AMP-SI at every iteration.
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Figure 1: Empirical MSE performance of AMP-SI and SE prediction. (GG model, δ = 0.3, σx = 1,
σw = 0.1, and σ = 0.2.)
2 4 6 8 10
Iteration
-25
-20
-15
-10
-5
0
5
M
SE
 (d
b)
AMP-SI Empirical with =0.2
AMP-SI Empirical with =0.5
AMP-SI Empirical with =1
SE Prediction
Figure 2: Empirical MSE performance of AMP-SI and SE prediction. (BG model, n = 10000, m = 3000,
ǫ = 0.2, σw = 0.1.)
3.2 Non-Separable Case (Theorem 2.2)
First we provide a non-separable extension of Lemma 3.0.1.
Lemma 3.0.2. A function f : R2K → R for finite K, having bounded partial derivatives, 0 < Dk,D′k <
∞, where k = 1, 2, ...,K, ∣∣∣ ∂
∂xk
f(x,y)
∣∣∣ ≤ Dk and ∣∣∣ ∂
∂yk
f(x,y)
∣∣∣ ≤ D′k,
is Lipschitz continuous (i.e. pseudo-Lipschitz of order 1) with Lipschitz constant
√
2K
∑K
k=1(D
2
k + D
′2
k ).
Proof. Using the Triangle Inequality,
|f(x1,y1)− f(x2,y2)|= |f(x1,y1)− f(x1,y2) + f(x1,y2)− f(x2,y2)|
≤ |f(x1,y1)− f(x1,y2)|+|f(x1,y2)− f(x2,y2)|≤
K∑
k=1
(
D
′
k
∣∣∣[y1]k − [y2]k∣∣∣ + Dk∣∣∣[x1]k − [x2]k∣∣∣) .
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Then, by Cauchy-Schwarz,
|f(x1,y1)− f(x2,y2)|2 ≤
K∑
k′=1
(D2k′ + D
′2
k′)
K∑
k=1
(
([y1]k − [y2]k)2 + ([x1]k − [x2]k)2
)
= 2K
K∑
k=1
(D2k + D
′2
k )
[
||(x1,y1)− (x2,y2)||2
2K
]
.
3.2.1 Block-sparse signal model with AWGN SI
In this model, we assume that the signal vector x can be represented by L i.i.d. sections or blocks with
K entries per block, where K is finite and fixed, i.e., n = L×K. Among the K elements in a group, one
is non-zero, taking the value one, and the others are all zeros. We denote a single block ℓ of the signal
x as x(ℓ), i.e. x(ℓ) ∈ RK contains the K elements in block ℓ.
Such block-sparse signals are used in sparse superposition codes (SPARCs), which, among other
applications, have been studied as codes for both the AWGN channel and the unsourced random access
channel. Joseph and Barron [17] introduced SPARCs as an encoding scheme for the AWGN channel and
showed that the maximum likelihood decoder is achievable at rates approaching the channel capacity,
and then a series of works [18, 19], introduced and rigorously analyzed a computationally-efficient AMP
decoder, showing that it can achieve the AWGN capacity asymptotically for SPARCs. More recently,
SPARCs have been studied in the context of the unsourced random access channel [20, 21], where they
have also been shown to achieve the channel capacity [22].
We assume that the SI blocks, x˜(ℓ) for ℓ = 1, 2, . . . , L, are of the form:
x˜(ℓ) = x(ℓ) +N (0, σ2IK). (21)
In this case, the AMP-SI denoiser is separable only across the blocks. Within each block ℓ, we define a
conditional distribution denoiser, gℓt : R
2K → RK , as follows,
gℓt (a,b) = E
[
X(ℓ)
∣∣∣X(ℓ) + λtZ1 = a, X˜(ℓ) = b] = E [X(ℓ)∣∣∣X(ℓ) + λtZ1 = a,X(ℓ) + σZ2 = b] , (22)
where Z1 ∼ N (0, IK) is independent of Z2 ∼ N (0, IK). Then the overall signal denoiser is given by
gt : R
2n → Rn, defined as
gt(x,y) = (g
1
t (x(1),y(1)), g
2
t (x(2),y(2)), . . . , g
L
t (x(L),y(L))). (23)
We provide a closed form for the blockwise conditional distribution denoiser given in (22) in the following
lemma.
Lemma 3.0.3. The blockwise denoiser defined in (22) has a closed form as a ratio of exponentials. For
index i = 1, 2, . . . ,K,
[gℓt(a,b)]i =
exp
{
(ai/λ
2
t ) + (bi/σ
2)
}∑K
k=1 exp {(ak/λ2t ) + (bk/σ2)}
. (24)
The proof of Lemma 3.0.3 can be found in Appendix B and involves computing the expectation given
in (22).
We now want to prove that we can apply Theorem 2.2, so we will show that assumptions (B1)-(B5)
hold in this case. We first show (B2), namely that the denoisers in (23) are uniformly Lipschitz, with
the following lemma.
Lemma 3.0.4. The denoising function gt defined in (23) is Lipschitz (i.e. pseudo-Lipschitz of order 1)
with Lipschitz constant
√
2K
(
1
σ2w
+ 1σ2
)
. Therefore gt is uniformly Lipschitz, since the Lipschitz constant
does not depend on n.
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The proof of Lemma 3.0.4 can be found in Appendix B.
Next, we show that (B5) is satisfied. Assumption (B5) requires that the following limits exist and
are finite:
lim
n→∞
1
n
EZ[x
T gt(x+ Z, x˜)] and lim
n→∞
1
n
EZ,Z′
[
gt(x+ Z, x˜)
T , gs(x+ Z
′, x˜)
]
, (25)
where (Z,Z′) ∼ N (0,Σ⊗ In).
Lemma 3.0.5. The limits in (25) exist and are finite.
The proof of Lemma 3.0.5 can be found in Appendix B. It relies on arguing that the SLLN can be
applied over the blocks, which are independent, and showing that the expectations that are the limiting
values are finite. Therefore, (B1)− (B5) are satisfied in the block-sparse signal model and we can apply
Theorem 2.2.
Finally, we will derive the SE (6) for the block-sparse signal model. Recall,
λ2t = σ
2
w + lim
m
1
m
EZ
[||gt−1(x+ λt−1Z, x˜)− x||2]
= σ2w + lim
L
1
δL
L∑
ℓ=1
1
K
K∑
k=1
EZ
[
([gℓt−1(x(ℓ) + λt−1Z(ℓ), x˜(ℓ))]k − [x(ℓ)]k)2
]
.
Plugging in the explicit form of the denoiser given in Lemma 3.0.3, we find,
λ2t = σ
2
w +
1
δ
lim
L
1
LK
L∑
ℓ=1
EZ
 K∑
k=1
(
exp
(
([x(ℓ) + λt−1Z(ℓ)]k/λ
2
t−1) + ([x˜(ℓ)]k/σ
2)
)∑K
i=1 exp
(
([x(ℓ) + λt−1Z(ℓ)]i/λ
2
t−1) + ([x˜(ℓ)]i/σ
2)
) − [x(ℓ)]k
)2 .
Since within any section ℓ = 1, 2, . . . , L, each element k = 1, 2, . . . ,K is equally likely to be the non-zero
element, we assume without loss of generality (WLOG) that [x(ℓ)]1 = 1 and [x(ℓ)]2 = [x(ℓ)]3 = . . . =
[x(ℓ)]K = 0. We can then simplify the above,
λ2t = σ
2
w +
1
δ
lim
L
1
LK
L∑
ℓ=1
EZ

 exp
(
1+λt−1[Z(ℓ)]1
λ2
t−1
+
[x˜(ℓ)]1
σ2
)
exp
(
1+λt−1 [Z(ℓ)]1
λ2
t−1
+
[x˜(ℓ)]1
σ2
)
+
∑K
i=2 exp
(
λt−1[Z(ℓ)]i
λ2
t−1
+
[x˜(ℓ)]i
σ2
) − 1
2

+
1
δ
lim
L
1
LK
L∑
ℓ=1
EZ
 K∑
k=2
 exp
(
λt−1[Z(ℓ)]k
λ2
t−1
+
[x˜(ℓ)]k
σ2
)
exp
(
1+λt−1[Z(ℓ)]1
λ2
t−1
+
[x˜(ℓ)]1
σ2
)
+
∑K
i=2 exp
(
λt−1 [Z(ℓ)]i
λ2
t−1
+
[x˜(ℓ)]i
σ2
)
2
 .
Our last simplification uses the fact that x˜(ℓ) = x(ℓ) + z˜(ℓ) = x(ℓ) +N (0, σ2IK). Therefore,
λ2t = σ
2
w +
1
δ
lim
L
1
LK
L∑
ℓ=1
EZ

 exp
(
1+λt−1[Z(ℓ)]1
λ2
t−1
+
1+[z˜(ℓ)]1
σ2
)
exp
(
1+λt−1 [Z(ℓ)]1
λ2
t−1
+
1+[z˜(ℓ)]1
σ2
)
+
∑K
i=2 exp
(
λt−1[Z(ℓ)]i
λ2
t−1
+
[z˜(ℓ)]i
σ2
) − 1
2

+
1
δ
lim
L
1
LK
L∑
ℓ=1
EZ
 K∑
k=2
 exp
(
λt−1[Z(ℓ)]k
λ2t
+
[z˜(ℓ)]k
σ2
)
exp
(
1+λt−1[Z(ℓ)]1
λ2
t−1
+
1+[z˜(ℓ)]1
σ2
)
+
∑K
i=2 exp
(
λt−1[Z(ℓ)]i
λ2
t−1
+
[z˜(ℓ)]i
σ2
)
2
 .
From the above, we note that each sum over ℓ is a sum of i.i.d. RVs (where the randomness is w.r.t.
realizations from a RV Z˜), and appealing to the SLLN gives
λ2t = σ
2
w +
1
δK
E
Z,Z˜

 exp
(
1+λt−1[Z(1)]1
λ2
t−1
+
1+[Z˜(1)]1
σ2
)
exp
(
1+λt−1[Z(1)]1
λ2
t−1
+
1+[Z˜(1)]1
σ2
)
+
∑K
i=2 exp
(
λt−1[Z(1)]i
λ2
t−1
+
[Z˜(1)]i
σ2
) − 1

2
+
1
δK
E
Z,Z˜
 K∑
k=2
 exp
(
λt−1[Z(1)]k
λ2
t−1
+
[Z˜(1)]k
σ2
)
exp
(
1+λt−1[Z(1)]1
λ2
t−1
+
1+[Z˜(1)]1
σ2
)
+
∑K
i=2 exp
(
λt−1 [Z(1)]i
λ2
t−1
+
[Z˜(1)]i
σ2
)

2 ,
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where we have used the fact that the RVs were i.i.d. over ℓ, and therefore the expectation is the same
irrespective of ℓ so we have chosen to take the expectation for section ℓ = 1, denoted on the vectors by
Z(1) and Z˜(1).
3.2.2 Numerical Results
We now provide concrete numerical examples where the blockwise denoiser defined in (24) is used inside
AMP-SI to estimate x. We also contrast these numerical results with those produced by usingK different
scalar denoisers in each section for pair (X(ℓ), X˜(ℓ)). The scalar denoisers will be modeled as pairwise
i.i.d., or to be more specific, we treat each entry of x, xi, as Bernoulli with probability 1/K and the SI,
x˜, as x plus AWGN. In this case, the separable denoiser is
ηt(a, b) = E
[
X
∣∣∣X + λtZ = a, X˜ = b] = P (X = 1|a, b) = ρλ2t (a− 1)ρσ2(b− 1), (26)
where we again assume ρτ2(x) to be the zero-mean Gaussian density with variance τ
2 evaluated at x.
It can be seen in Fig. 3 that the MSE achieved by the blockwise denoiser of (24) is smaller than that
achieved by the separable denoisers in (26), where we average the empirical MSE results over 10 trials.
In addition, the three panels of the figure compare different block lengths K. For small K, there is a
gap between the MSE achieved by the blockwise denoiser and the separable denoisers; the gap increases
as K is increased.
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Figure 3: Empirical MSE performance of AMP-SI with blockwise denoisers and separable denoisers.
(n = 8000, δ = 0.3, σ2w = 0.04, and σ
2 = 0.08.)
4 Proof of Theorem 2.1
Recall that in this case we assume that (x, x˜) are sampled i.i.d. from the joint pdf f(X, X˜), and the
conditional denoiser of AMP-SI is given in (7) for the AMP algorithm in (8)-(9). In this case, the
simplified SE is given in (10).
The proof proceeds in three steps. First we show that the functions defined in (11) are uniformly
PL(2) when φ and ψ are PL(2). This is a straightforward application of Cauchy-Schwarz.
In the second and third steps, the aim is show that the asymptotic results given in (12) are true. In
the second step, we show that our assumptions (A1)-(A4) will allow us to make an appeal to Berthier
et al. [12, Theorem 14], which provides a relationship between a general SE and the AMP algorithm
when the denoiser is non-separable. Finally, in the third step we apply the Berthier et al. [12, Theorem
14] result and argue that the SLLN allows us to include the SI.
4.1 Step 1
In step 1, our goal is to show that the functions defined in (11) are uniformly PL(2) when φ and ψ are
PL(2). We show the result for φ, and the result for ψ follows similarly.
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First, by the fact that φ is PL(2) ,
|φm(a, a˜)− φm(b, b˜)| ≤ 1
m
m∑
i=1
|φ(ai, a˜i)− φ(bi, b˜i)|
≤ L
m
m∑
i=1
[
1 +
||(ai, a˜i)||√
2
+
||(bi, b˜i)||√
2
] ||(ai, a˜i)− (bi, b˜i)||√
2
.
Next we apply Cauchy-Schwarz:
|φm(a, a˜)− φm(b, b˜)|2 ≤ L
2
m
m∑
i=1
[
1 +
||(ai, a˜i)||√
2
+
||(bi, b˜i)||√
2
]2 ||(a, a˜)− (b, b˜)||2
2m
≤ 3L2
[
1 +
||(a, a˜)||2
2m
+
||(b, b˜)||2
2m
] ||(a, a˜)− (b, b˜)||2
2m
.
In the final inequality in the above, we have used Cauchy-Schwarz in the following way: for any r > 0
and a1, a2, . . . , am scalars, (|a1|+ |a2|+ . . . |am|)r ≤ mr−1(|a1|r + |a2|r + . . . |am|r). Namely,
1
m
m∑
i=1
[
1 +
||(ai, a˜i)||√
2
+
||(bi, b˜i)||√
2
]2
≤ 3
m∑
i=1
[ 1
m
+
||(ai, a˜i)||2
2m
+
||(bi, b˜i)||2
2m
]
= 3
(
1 +
m∑
i=1
a2i + a˜
2
i
2m
+
m∑
i=1
b2i + b˜
2
i
2m
)
.
Finally, we note that this implies that the function φm is uniformly PL(2) as well. Namely, we have the
upper bound,
|φm(a, a˜)− φm(b, b˜)|≤
√
3L
[
1 +
||(a, a˜)||√
2m
+
||(b, b˜)||√
2m
] ||(a, a˜)− (b, b˜)||√
2m
.
4.2 Step 2
In this step, we show that our assumptions (A1)-(A4) will allow us to use Berthier et al. [12, Theorem
14] to relate the SE equations to the AMP algorithm. We first restate [12, Theorem 14] for convenience,
as it relates to the general AMP algorithm in (3)-(4) and SE (6). Then we use the fact that the AMP
algorithm (8)-(9) and SE (10) studied by Theorem 2.1, which uses the denoiser ηt defined in (7), is a
special case of the more general setting. First we note that to apply [12, Theorem 14], it is enough if
one’s problem satisfies the following assumptions:
(C1) The measurement matrix A has Gaussian entries with i.i.d. mean 0 and variance 1/m.
(C2) Define a sequence of denoisers η˜tn : R
n → Rn to be those that apply the denoiser gt defined in (2) as
follows: η˜tn(x) := gt(x, x˜). For each t, the sequence (in n) of denoisers η˜
t
n(·) is uniformly Lipschitz.
(C3) ||x||22/n converges to a constant as n→∞.
(C4) The limit σw = limm→∞ ||w||2/√m is finite.
(C5) For any iterations s, t ∈ N and for any 2× 2 covariance matrix Σ, the following limits exist,
lim
n→∞
1
n
EZ[x
T η˜tn(x + Z)] <∞,
lim
n→∞
1
n
EZ,Z′
[
η˜tn(x+ Z)
T η˜sn(x+ Z
′)
]
<∞,
where (Z,Z′) ∼ N(0,Σ⊗ In), with ⊗ denoting the tensor product.
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Theorem 4.1. [12, Theorem 14] Under the assumptions (C1)− (C5), for any sequences of uniformly
pseudo-Lipschitz functions ρm : R
m × Rm → R and γn : Rn × Rn → R,
lim
m
(ρm(r
t,w)− EZ1 [ρm(w +
√
λ2t − σ2w Z1,w)]) p= 0,
lim
n
(
γn(x
t +AT rt,x)− EZ2 [γn(x+ λtZ2,x)]
) p
= 0,
where Z1 ∼ N (0, Im), Z2 ∼ N (0, In), xt and rt are defined in the AMP-SI recursion(3)-(4), and λt is
defined in the SE (6).
We now want to apply Theorem 4.1, but have it relate to the AMP algorithm in (8)-(9) and SE
in (10) studied by Theorem 2.1, which uses the denoiser ηt defined in (7). To do this, we note that the
sequence of denoisers η˜tn(·) used in assumptions (C2) and (C5) will be those that apply the denoiser ηt
in (7) entrywise to its vector inputs. Specifically,
η˜tn(x) := ηt(x, x˜). (27)
Now we would like to show that assumptions (A1)-(A4) demonstrate (C1)-(C5) (for η˜tn defined in
(27)) in order to apply Theorem 4.1. First we remind the reader of the strong law, a tool that we will
use throughout.
Theorem 4.2. Strong Law of Large Numbers (SLLN) [23]: Let X1, X2, ... be a sequence of i.i.d.
RVs with finite mean µ. Then
P
(
lim
n→∞
1
n
(X1 +X2 + ...+Xn) = µ
)
= 1. (28)
In words, the partial averages 1n (X1 +X2 + ...+Xn) converge almost surely to µ <∞.
Now we demonstrate that our assumptions (A1) − (A4) stated in Section 2 are enough to satisfy
the assumptions (C1)− (C5) needed to apply Theorem 4.1.
Assumptions (A1) and (C1) are identical. In what follows, we will show that (C2) follows from
(A4), (C4) follows from (A2), and (C3) follows from (A3). Finally we show that (C5) follows from
(A3) and (A4).
First consider assumption (C2). The non-separable denoiser η˜tn(x) = ηt(x, x˜) applies the AMP-SI
denoiser defined in (2) entrywise to its vector inputs. From (A4), {ηt(·, ·)}t≥0 are Lipschitz continuous.
Thus, for length-n vectors x1,x2, and fixed SI x˜,
||η˜tn(x1)− η˜tn(x2)||2 =
n∑
i=1
(ηt([x1]i, x˜i)− ηt([x2]i, x˜i))2
≤
n∑
i=1
L2
2
([x1]i − [x2]i)2 = L
2
2
||x1 − x2||2,
and so ||η˜tn(x1) − η˜tn(x2)||/
√
n ≤ L||x1 − x2||/
√
2n. The Lipschitz constant does not depend on n, so
η˜tn(·) is uniformly Lipschitz.
Now consider assumption (C4). From (A2), the measurement noisew in (1) has i.i.d. entries∼ f(W )
with zero-mean and finite E[W 2] for W ∼ f(W ). Then applying the SLLN (Definition 4.2),
lim
m→∞
1
m
||w||22 = limm→∞
1
m
m∑
i=1
w2i = σ
2
w = E[W
2] <∞.
The proof of (C3) follows similarly using the SLLN and the finiteness of E[X2] assumed in (A3).
We now show that (C5) is met. Recall Z ∼ N (0, σ2zIn). Define yi := xiEZ [ηt(xi + Zi, x˜i)] for
i = 1, 2, . . . , n. By assumption (A3), the signal and SI (x, x˜) are sampled i.i.d. from the joint density
f(X, X˜). It follows that y1, y2, . . . , yn are also i.i.d., so by Theorem 4.2 if E[Xηt(X +Z, X˜)] <∞ where
Z ∼ N (0, σ2z) is independent of (X, X˜) ∼ f(X, X˜), then
lim
n→∞
1
n
n∑
i=1
xiEZ [ηt(xi + Zi, x˜i)] = E[Xηt(X + Z, X˜)].
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We now show that E[Xηt(X + Z, X˜)] < ∞. First note that (A4) assumes that ηt(·, ·) is Lipschitz, and
therefore by Lemma 2.0.1, for constant L′ = max{2L, |ηt(0, 0)|} > 0,
|ηt(a1, b1)| ≤ L′
(
1 +
1√
2
||(a1, b1)||
)
≤ L′(1 + |a1|+ |b1|). (29)
Now using (29) and the triangle inequality,
E[Xηt(X + Z, X˜)] ≤ L′E[|X |(1 + |X + Z|+ |X˜|)]
≤ L′(E|X |+ E[X2] + E|X |E|Z|+ E|XX˜|).
(30)
Finally, by assumption (A3) we have that E[X2] and E[X˜2] are finite. Moreover, E[|XX˜|] is also finite
since E[|XX˜|] ≤ (E[X2])1/2(E[X˜2])1/2 by Hölder’s inequality. Noting that for any random variable, Y , we
have |Y |r ≤ 1+ |Y |k for 1 ≤ r ≤ k, meaning E[|Y |r] < 1+E[|Y |k], the boundedness of E[Xηt(X+Z, X˜)]
follows from (30) with assumption (A3).
The proof of the second equation in (C5) follows similarly to the proof of the first equation in (C5).
Recall (Z,Z ′) ∼ N(0,Σ ⊗ In). Define yi := EZ,Z′ [ηt(xi + Zi, x˜i)ηs(xi + Z ′i, x˜i)] for i = 1, 2, . . . , n.
By assumption (A3), the signal and SI (X, X˜) are sampled i.i.d. from the joint density f(X, X˜). It
follows that y1, y2, . . . , yn are also i.i.d., so by Theorem 4.2 if E[ηt(X + Z, X˜)ηs(X + Z
′, X˜)] <∞ where
Z ∼ N (0, σ2z) and Z ′ ∼ N (0, σ2z′), independent of (X, X˜) ∼ f(X, X˜), then
lim
n→∞
1
n
n∑
i=1
EZ,Z′ [ηt(xi + Zi, x˜i)ηs(xi + Z
′
i, x˜i)] = E[ηt(X + Z, X˜)ηs(X + Z
′, X˜)].
We will now show that E[ηt(X + Z, X˜)ηs(X + Z
′, X˜)] <∞. Using the bound (29),
E[ηt(X + Z, X˜)ηs(X + Z
′, X˜)] ≤ E[|ηt(X + Z, X˜)||ηs(X + Z ′, X˜)|]
≤ L′2E[(1 + |X + Z|+ |X˜|)(1 + |X + Z ′|+ |X˜|)].
Then using the triangle inequality,
E
[
(1 + |X + Z|+ |X˜|)(1 + |X + Z ′|+ |X˜|)
]
≤ E
[
(1 + |X |+ |Z|+ |X˜ |)(1 + |X |+ |Z ′|+ |X˜|)
]
= 1 + 2E [|X |] + 2E[|X˜ |] + 2E[|X ||X˜|] + E[X2] + E[X˜2]
+ E[|X ||Z ′|] + E[|X ||Z|] + E[|X˜ ||Z ′|] + E[|X˜ ||Z|] + E|Z|+ E[|Z ′|] + E [|Z||Z ′|]
= 1 + 2E[|X |] + 2E[|X˜|] + 2E[|XX˜|] + E[X2] + E[X˜2]
+ E[|Z ′|](1 + E[|X |] + E[|X˜|]) + E[|Z|](1 + E[|X |] + E[|X˜ |]) + E [|ZZ ′|] .
The above is finite. This follows since E[|Z ′|] and E[|Z|] are finite, as (Z,Z ′) are Gaussian RVs
with finite variance. Moreover, E[|ZZ ′|] is finite since according to Hölder’s inequality, E[|ZZ ′|] ≤
(E[Z2])1/2(E[Z ′2])1/2. Similarly, all expectations involving |X |, |X˜| or their products or squares are finite
by assumption (A3).
We have therefore shown that (C1)-(C5) follows from assumptions (A1)-(A4).
4.3 Step 3
Now that we have justified (C1)− (C5), we make an appeal to Theorem 4.1 and the SLLN in order to
finally prove (12). The first result in (12), namely the asymptotic result for φm uniformly PL(2), follows
almost immediately by applying Theorem 4.1 using ρm = φm. Namely, by Theorem 4.1,
lim
m
(φm(r
t,w)− EZ1 [φm(w +
√
λ2t − σ2w Z1,w)]) p= 0
since φm is to be uniformly PL(2) as was shown in Step 1 above. Note that in the above, Z1 ∼ N (0, Im)
is independent of w.
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To complete the proof, we will finally prove that
lim
m
EZ1 [φm(w +
√
λ2t − σ2w Z1,w)] a.s.= E[φ(W +
√
λ2t − σ2w Z1,W )], (31)
where W ∼ f(W ) is independent of Z1 standard Gaussian. Noticing that
lim
m
EZ1 [φm(w +
√
λ2t − σ2w Z1,w)] = lim
m
1
m
m∑
i=1
EZ1 [φ(wi +
√
λ2t − σ2w [Z1]i, wi)],
the result follows by the SLLN (Theorem 4.2) since the terms in the sum are i.i.d., if we are able to show
that E[φ(W +
√
λ2t − σ2w Z1,W )] is finite. By Lemma 2.0.1 it can be shown that if φ : R2 → R is PL(2),
then there is a constant L′ = max{2L, |φ(0)|} > 0 such that for all x ∈ R2 : |φ(x)| ≤ L′(1 + ||x||2/2).
Using this,
|φ(W +
√
λ2t − σ2w Z1,W )| ≤ L′(1 +
1
2
||(W +
√
λ2t − σ2w Z1,W )||2)
≤ L′(1 + 3
2
W 2 + (λ2t − σ2w)Z21 ),
(32)
where we have used the property that for any a1, a2 scalars and any r > 0, (|a1|+ |a2|)r ≤ 2r−1(|a1|r +
|a2|r). Thus,
||(W +
√
λ2t − σ2w Z1,W )||2 = (W +
√
λ2t − σ2w Z1)2 +W 2 ≤ 3W 2 + 2(λ2t − σ2w)Z21 .
Now we have shown using (32),
E|φ(W +
√
λ2t − σ2w Z1,W )|≤ L′(1 +
3
2
E[W 2] + (λ2t − σ2w)E[Z21 ]) <∞,
where the final inequality uses the boundedness of the moments of the noise in assumption (A2).
The second result of (12) requires a bit more care as it is not immediate that the function γn : R
2n →
R, defined as γn(a,b) := ψn(a,b, x˜) for a sequence of SI {x˜}n, is uniformly PL(2) as needed to apply
Theorem 4.1. The next step of the proof deals with carefully handling this issue. We note that once we
have shown that
lim
n
(ψn(x
t +AT rt,x, x˜)− EZ2 [ψn(x+ λtZ2,x, x˜)]) p= 0, (33)
then the last step showing that
lim
n
EZ2 [ψn(x+ λtZ2,x, x˜)] = E[ψ(X + λtZ2, X, X˜)],
follows by the SLLN along with Assumption (A3) as in (31) - (32).
However, the function γn is not obviously uniformly PL(2) since an upper bound on |ψn(a, a˜, x˜) −
ψn(b, b˜, x˜)| necessarily has an ||x˜||/√n factor, and therefore the use of Theorem 4.1 to give result (33)
needs to be justified in more detail. However, this is mainly a technicality as ||x˜||/√n is bounded by a
constant (independent of n) with high probability.
To show (33), we would like to show that for any ǫ > 0,
P
(∣∣∣ψn(xt +AT rt,x, x˜)− EZ2 [ψn(x+ λtZ2,x, x˜)]∣∣∣ > ǫ)→ 0, (34)
as n→∞. Define a pair of events Tn(ǫ) and Bn(C) as
Tn(ǫ) :=
{∣∣∣ψn(xt +AT rt,x, x˜)− EZ2 [ψn(x+ λtZ2,x, x˜)]∣∣∣ > ǫ},
and for constant C > 0 independent of n,
Bn(C) :=
{
x˜ ∈ Rn : 1√
n
||x˜|| < C
}
.
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Then demonstrating (34) means showing, for any ǫ > 0, that limn P (Tn(ǫ)) = 0. Note that,
P (Tn(ǫ)) = P (Tn(ǫ) and Bn(C)) + P (Tn(ǫ) and not Bn(C)) ≤ P (Tn(ǫ)|Bn(C)) + P (not Bn(C)). (35)
Considering (35), we argue that the first term on the right side approaches 0 as n grows due to
Theorem 4.1. First notice that, in the notation just introduced, Theorem 4.1 implies that as n grows,
P
(
Tn(ǫ)
∣∣∣Bp(C) for all integers p)→ 0, (36)
where we note that there is a slight technicality relating to the fact that we must now justify the
conditions needed for the proof, namely, (C1)-(C5), in the conditional probability space. For the
moment, we assume that (36) is true. By (36), we find that the first term on the right side of (35)
approaches 0 as n → ∞ gets large since Tn(ǫ) conditional on Bn(C) is independent of Bp(C) for p 6= n,
and so
P
(
Tn(ǫ)
∣∣∣Bn(C)) = P(Tn(ǫ) ∣∣∣Bp(C) for all integers p).
Next, by choosing C large enough, the second probability in (35), namely P (not Bn(C)) goes to zero
by the SLLN as ||x˜||2/n concentrates to the elementwise squared expectation of the SI, namely E[X˜2].
Now we argue that it is straightforward to justify the conditions (C1)-(C5) in the conditional
probability space, leading to the result in (36). Using that x˜ is independent of the random elements A
and w, this requires arguing that (C3) and (C5) are true, conditional on Bp(C) for all integers p. We
give a sketch of how to justify (C3) and (C5) in the conditional probability space.
First consider (C3). We argue that (C3) holds by demonstrating that
P
(∣∣∣ 1
n
||x||2 − const
∣∣∣ ≥ ǫ ∣∣∣Bp(C) for all integers p)→ 0.
As above, we notice that ||x||2/n is independent of Bp(C) for p 6= n when we condition on Bn(C), and
therefore
P
(∣∣∣ 1
n
||x||2 − const
∣∣∣ ≥ ǫ ∣∣∣Bp(C) for all integers p) = P(∣∣∣ 1
n
||x||2 − const
∣∣∣ ≥ ǫ ∣∣∣Bn(C)).
Now we note that
P
(∣∣∣ 1
n
||x||2 − const
∣∣∣ ≥ ǫ ∣∣∣Bn(C)) = P
(∣∣∣ 1n ||x||2 − const∣∣∣ ≥ ǫ;Bn(C))
P
(
Bn(C)
)
≤
P
(∣∣∣ 1n ||x||2 − const∣∣∣ ≥ ǫ)
P
(
Bn(C)
) .
(37)
As we argued earlier, P (not Bn(C)) → 0 by the SLLN and therefore P (Bn(C)) → 1. So for some N0,
we have, say, P (Bn(C)) > 1/2 for all n > N0. Then the above goes to 0 since (unconditionally) ||x||2/n
concentrates on a constant by the SLLN as argued in Section 4.2.
Finally, the same strategy can work to prove (C5). We would like to show, for example, that
P
(∣∣∣ 1
n
n∑
i=1
EZ[xiη˜
t
n(xi + Zi)]− const
∣∣∣ ≥ ǫ ∣∣∣Bp(C) for all integers p)→ 0.
Noticing that 1n
∑n
i=1 EZ[xiη˜
t
n(xi+Zi)] =
1
n
∑n
i=1 EZ[xiη
t
n(xi+Zi, x˜i)] is independent of Bp(C) for p 6= n
when we condition on Bn(C), we therefore have that
P
(∣∣∣ 1
n
n∑
i=1
EZ[xiη˜
t
n(xi + Zi)]− const
∣∣∣ ≥ ǫ ∣∣∣Bp(C) for all integers p)
= P
(∣∣∣ 1
n
n∑
i=1
EZ[xiη˜
t
n(xi + Zi)]− const
∣∣∣ ≥ ǫ ∣∣∣Bn(C)).
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As in (37),
P
(∣∣∣ 1
n
n∑
i=1
EZ[xiη˜
t
n(xi + Zi)]− const
∣∣∣ ≥ ǫ ∣∣∣Bn(C)) ≤ P
(∣∣∣ 1n∑ni=1 EZ[xiη˜tn(xi + Zi)]− const∣∣∣ ≥ ǫ)
P
(
Bn(C)
) ,
and the result follows by what was previously shown in Section 4.2.
5 Proof of Theorem 2.2
In this section, we prove Theorem 2.2. Again, we use Berthier et al. [12, Theorem 14], restated above in
Theorem 4.1. The proof follows similarly to that of Theorem 2.1 given in Section 4. The main difference
is carefully handling the fact that allowing a general joint distribution for (x, x˜) means that there are
now (possibly) non-trivial dependencies between the elements of x and x˜. Before we get to the proof,
we state and prove a lemma that provides a weak law of large numbers when the elements of the sum
are dependent [24].
Lemma 5.0.1. Let X1, X2, ... be a sequence of RVs, each having the same mean µ, with Var(Xi) ≤ c <
∞, and Cov(Xi, Xj)→ 0 when |i− j| → ∞. Then
lim
n→∞
P
(∣∣∣∣ 1n(X1 +X2 + ...+Xn)− µ
∣∣∣∣ ≥ ǫ) = 0. (38)
In words, the partial averages 1n (X1 +X2 + ...+Xn) converge in probability to µ <∞.
Proof. Denote Sn := X1 + X2 + ... + Xn. For any fixed n, consider all pairs 1 ≤ i, j ≤ n such that
|i − j| > ⌊√n⌋ and denote a set pairs(n) = {(i, j) : 1 ≤ i, j ≤ n and |i − j| > ⌊√n⌋}. Then let
ε(n) := max(i,j)∈pairs(n) |Cov(Xi, Xj)|. Then we know that limn→∞ ǫ(n) = 0. Thus, for any fixed n,
labeling n0 = ⌊√n⌋,
Var (Sn) =
n∑
i=1
Var(xi) + 2
n∑
i=1
n∑
j=i+1
Cov(Xi, Xj) ≤ nc+ 2
n∑
i=1
n∑
j=i+1
Cov(Xi, Xj)
≤ nc+ 2
n∑
i=1
i+n0∑
j=i+1
Cov(Xi, Xj) + 2
n∑
i=1
n∑
j=i+1+n0
Cov(Xi, Xj) ≤ nc+ 2nn0c+ 2n2ε(n),
(39)
where the final inequality follows Cauchy-Schwarz as follows: |Cov(Xi, Xj)| ≤
√
Var(Xi)Var(Xj) ≤ c.
Therefore,
Var
(Sn
n
)
=
1
n2
Var(Sn) ≤ c
n
+
2c√
n
+ 2ε(n). (40)
Since ε(n) goes to 0 with n, we see that Var(Sn/n)→ 0 as n→∞. Then by Chebyshev’s inequality,
lim
n→∞
P
(∣∣∣Sn
n
− µ
∣∣∣ > ǫ) ≤ lim
n→∞
1
ǫ2
Var
(Sn
n
)
= 0.
To begin the proof, we demonstrate that our assumptions (B1)−(B5) stated in Section 2 are enough
to satisfy the technical conditions (C1)− (C5) needed to apply Theorem 4.1. First, assumptions (B1)
and (B5) are identical to (C1), and (C5), respectively.
Next consider assumption (C2). The sequence of non-separable denoisers η˜tn(x) are those that apply
the denoiser gt defined in (2) as follows: η˜
t
n(x) := gt(x, x˜). From (B2), we know that {gt(x, x˜)}t≥0 are
uniformly Lipschitz continuous, for length-n vectors x1,x2, and fixed SI x˜,
||gt(x1, x˜)− gt(x2, x˜)||2
n
≤ L2 ||(x1, x˜)− (x2, x˜)||
2
2n
= L2
||x1 − x2||2
2n
,
17
for a constant L > 0 that does not depend on n. Therefore,
||η˜tn(x1)− η˜tn(x2)||2
n
=
||gt(x1, x˜)− gt(x2, x˜)||2
n
≤ L2 ||x1 − x2||
2
2n
=
L2
2
||x1 − x2||2
n
.
The Lipschitz constant L2/2 does not depend on n, so η˜tn(·) is uniformly Lipschitz.
Next we show that assumption (C3) can be met. From assumption (B3), each entry of the signal
has the same finite second moment, which we will call E[X21 ]. Moreover, each entry i ∈ {1, 2, . . . , n} has
finite variance Var(X2i ) since Var(X
2
i ) = E(X
4
i ) − [E(X2i )]2 < ∞ and [E(X2i )]2 ≤ E(X4i ) < ∞ where
the first inequality follows by Jensen’s Inequality and the second by assumption. Then applying Lemma
5.0.1,
lim
n→∞
1
n
||x||22 = lim
n→∞
1
n
n∑
i=1
x2i
p
= E[X21 ],
where we have used that Cov(X2i , X
2
j )→ 0 as |i− j| → ∞.
Next, consider the assumption (C4). From (B4), the noise w sampled i.i.d. from ∼ f(W ) with finite
E[W 2]. Therefore, by SLLN,
lim
m→∞
1
m
||w||22 = limm→∞
1
m
m∑
i=1
w2i = σ
2
w <∞.
Therefore, the technical conditions (C1)− (C5) are satisfied and we may apply Theorem 4.1. Now,
the first result in (13), namely the asymptotic result for κm, a uniformly pseudo-Lipschitz function,
follows immediately by applying Theorem 4.1 using ρm = κm.
We consider the second result in (13), namely the asymptotic result for νn uniformly pseudo-Lipschitz:
we want to show
lim
n
νn(x
t +AT rt,x, x˜)
p
= lim
n
EZ2 [νn(x+ λtZ2,x, x˜)] .
We note that applying Theorem 4.1 using γn : R
2n → R defined as γn(a,b) := νn(a,b, x˜) for a sequence
of SI {x˜}n would give the desired result, however it is not immediately obvious that such a function γn is
uniformly PL(k) as needed to apply Theorem 4.1 even under the assumption that νn is PL(k). Justifying
that we can still apply Theorem 4.1 to the function γn follows similarly to the same step in the proof
in Section 4.3. Namely, the problem lies in the fact that an upperbound on ||γn(a,b) − γn(a˜, b˜)||/
√
2n
necessarily has an (||x˜||/√n)k−1 factor meaning that it is not obviously uniformly pseudo-Lipschitz. We
deal with this by showing that (||x˜||/√n)k−1 is bounded by a constant, independent of n, with high
probability.
Define events T ′n(ǫ) and B′n(C′) as follows,
T ′n(ǫ) := {|νn(xt +AT rt,x, x˜)− EZ2 [νn(x+ λtZ2,x, x˜)]|> ǫ},
and for constant C′ > 0 independent of n,
B′n(C′) := {x˜ ∈ Rn :
(||x˜||/√n)k−1 < C′}.
Then to prove the second result in (13), we would like to prove that limn→∞ P (T ′n(ǫ)) = 0 for any ǫ > 0.
Again, as in (35), we have an upper bound on P (T ′n(ǫ)) given by
P (T ′n(ǫ)) ≤ P (T ′n(ǫ) | B′n(C′)) + P (not B′n(C′)). (41)
Now considering (41), the first term on the right side approaches 0 as n grows by Theorem 4.1. To see
this, notice that, in the notation just introduced, Theorem 4.1 implies that as n grows,
P
(
T ′n(ǫ)
∣∣∣B′p(C′) for all integers p)→ 0. (42)
As in the proof in Section 4.3, in order for the above to be true, we must additionally justify the conditions
needed for the proof, namely, (C1)-(C5), in the conditional probability space. We assume that (42) is
true for now.
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Now we use this to show that the probability in (41) goes to 0. The first term, P (T ′n(ǫ) | B′n(C′)),
approaches 0 as n gets large due to the fact that T ′n(ǫ) is independent of B′p(C′) for p 6= n, when
conditioning on B′p(C′), or in other words,
P
(
T ′n(ǫ)
∣∣∣B′p(C′) for all integers p) = P(T ′n(ǫ) ∣∣∣B′n(C′)).
Next, by choosing C′ large enough, the second probability, P (not B′n(C′)), goes to zero by Lemma 5.0.1,
because (||x˜||2/n)(k−1)/2 concentrates to (E[X˜21 ])(k−1)/2 using the assumptions in (B3) and arguments
like that justifying (C3) above.
Now we deal with the fact that we need to justify the assumptions for the proof(C1)-(C5), in the
conditional probability space. This is done in a manner largely similar to what was done in the proof in
Section 4.3. First, since x˜ is independent of A and w, so is the conditioning event B′p(C′) for all integers
p. Therefore, the arguments justifying (C1), (C2), and (C4) remain the same so in what follows we
only consider (C3) and (C5). Now we give a sketch of how to justify (C3) and (C5) in the conditional
probability space.
First consider (C3). Notice that ||x||2/n is independent of B′p(C′) for p 6= n when we condition on
B′n(C′), and therefore
P
(∣∣∣ 1
n
||x||2 − const
∣∣∣ ≥ ǫ ∣∣∣B′p(C′) for all integers p) = P(∣∣∣ 1
n
||x||2 − const
∣∣∣ ≥ ǫ ∣∣∣B′n(C′)).
Then, as in (37),
P
(∣∣∣ 1
n
||x||2 − const
∣∣∣ ≥ ǫ ∣∣∣B′n(C′)) ≤ P
(∣∣∣ 1n ||x||2 − const∣∣∣ ≥ ǫ)
P
(
B′n(C′)
) . (43)
As we argued earlier, P (not B′n(C′)) → 0 by Lemma 5.0.1 and therefore P (B′n(C′)) → 1. Then the
above (43) converges to zero, because ||x||2/n converges in probability (unconditionally) to a constant,
as shown by Lemma 5.0.1.
Finally, we sketch how to show the first result in (C5). In particular, we need to show
P
(∣∣∣ 1
n
EZ[x
T η˜tn(x+ Z)]− const
∣∣∣ > ǫ ∣∣∣B′p(C′) for all integers p)→ 0.
Noticing that 1nEZ[x
T η˜tn(x + Z)] =
1
nEZ[x
T gt(x + Z, x˜)] is independent of B′p(C′) for p 6= n when we
condition on B′n(C′), we have
P
(∣∣∣ 1
n
EZ[x
T η˜tn(x+ Z)]− const
∣∣∣ > ǫ ∣∣∣B′p(C′) for all integers p)
= P
(∣∣∣ 1
n
EZ[x
T η˜tn(x+ Z)]− const
∣∣∣ > ǫ ∣∣∣B′n(C′)).
As in (43), we can upper bound this as follows:
P
(∣∣∣ 1
n
EZ[x
T η˜tn(x+ Z)]− const
∣∣∣ > ǫ ∣∣∣B′n(C′)) ≤ P
(∣∣∣ 1nEZ[xT η˜tn(x+ Z)]− const∣∣∣ > ǫ)
P
(
B′n(C′)
) ,
and from (B5), the limit limn→∞
1
nEZ[x
T η˜tn(x+Z)] exists and is finite, so that P
(∣∣∣ 1nEZ[xT η˜tn(x+Z)]−
const
∣∣∣ > ǫ)→ 0.
6 Conclusion
In this paper, we prove that under various technical conditions, approximate message passing using side
information (AMP-SI), as quantified by uniformly pseudo-Lipschitz loss, can be characterized by a state
evolution (SE) when the signal and SI have either i.i.d. or non-i.i.d. entries. Our technical conditions
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require the measurement matrix to be i.i.d. Gaussian, and the joint distribution of the input signal and
SI should satisfy some finite moment constraints.
The main difficulty is to establish that Bayes AMP-SI denoisers are uniformly Lipschitz when also
conditioning on the SI. When the signal and SI have i.i.d. entries, the Bayes AMP-SI denoiser is sep-
arable and, in certain cases, Lipschitz continuous. As illustrative examples, we provided conditional
denoisers for the AMP-SI algorithm and its corresponding SE in two signal and SI models: the Gaussian
signal/Gaussian noise model and Bernoulli-Gaussian signal/Gaussian noise model. When there exist
dependencies between the signal and SI pair, the Bayes AMP-SI denoiser is non-separable, but in many
cases remains uniformly Lipschitz, as we demonstrate for the block-sparse signal model.
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A Various Technical Results
A.1 Proof of Lemma 2.0.1
Proof. Letting 0 ∈ Rn denote the all-zero vector, then a ∈ Rm defined as a := φ(0) is a constant vector.
Using the Cauchy-Schwarz inequality, it can be seen that,
1
m
(||φ(x)|| − ||a||)2 ≤ 1
m
||φ(x) − φ(0)||2 .
Therefore, by Definition 2.1 there exists some constant L > 0 such that
1√
m
(
||φ(x)|| − ||a||
)
≤ 1√
m
∣∣∣||φ(x)|| − ||a||∣∣∣ ≤ 1√
m
||φ(x) − φ(0)|| ≤ L
(
1 +
( ||x||√
n
)k−1) ||x||√
n
.
Rearranging, we find
||φ(x)||√
m
≤ L
(
1 +
( ||x||√
n
)k−1) ||x||√
n
+
||a||√
m
≤ L
( ||x||√
n
)
+ L
( ||x||√
n
)k
+
||a||√
m
.
From the bound just above, letting L′ = max{2L, ||a||/√m}, we consider two cases. First, if ||x||/√n ≤ 1,
then
||φ(x)||√
m
≤ L
( ||x||√
n
)
+ L
( ||x||√
n
)k
+
||a||√
m
≤ L
(
1 +
( ||x||√
n
)k)
+
||a||√
m
≤ L′
(
1 +
( ||x||√
n
)k)
,
giving the desired result. Next, if ||x||/√n > 1 we find the same bound:
||φ(x)||√
m
≤ L
( ||x||√
n
)
+ L
( ||x||√
n
)k
+
||a||√
m
≤ 2L
( ||x||√
n
)k
+
||a||√
m
≤ L′
(
1 +
( ||x||√
n
)k)
.
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A.2 Technical Details for the Proof of Corollary 2.2.1
Here we aim to show that ν2n(x,y, z) =
1
n ||gt(x, z)− y||2 is a uniformly PL(2) function. Recall that this
means we want to demonstrate the following upper bound,
|ν2n(x,y, z) − ν2n(x˜, y˜, z˜)| ≤ L
(
1 +
||(x,y, z)||√
3n
+
||(x˜, y˜, z˜)||√
3n
) ||(x,y, z) − (x˜, y˜, z˜)||√
3n
,
where L > 0 is a positive constant that does not depend on n.
We first note,
|ν2n(x,y, z) − ν2n(x˜, y˜, z˜)| =
1
n
∣∣||gt(x, z) − y||2 − ||gt(x˜, z˜)− y˜||2∣∣
=
1
n
∣∣∣∣∣
n∑
i=1
(
([gt(x, z)]i − yi)2 − ([gt(x˜, z˜)]i − y˜i)2
)∣∣∣∣∣ ≤ 1n
n∑
i=1
∣∣∣([gt(x, z)]i − yi)2 − ([gt(x˜, z˜)]i − y˜i)2∣∣∣
=
1
n
n∑
i=1
∣∣∣ ([gt(x, z)]i − yi) + ([gt(x˜, z˜)]i − y˜i) ∣∣∣ ∣∣∣ ([gt(x, z)]i − yi)− ([gt(x˜, z˜)]i − y˜i) ∣∣∣.
(44)
By Cauchy-Schwarz, (|a1|+ |a2|)r ≤ 2r−1(|a1|r + |a2|r) for any r > 0, and thus( n∑
i=1
∣∣∣ ([gt(x, z)]i − yi) + ([gt(x˜, z˜)]i − y˜i)∣∣∣ ∣∣∣ ([gt(x, z)]i − [gt(x˜, z˜)]i)− (yi − y˜i)∣∣∣)2
≤
[ n∑
i=1
(([gt(x, z)]i − yi) + ([gt(x˜, z˜)]i − y˜i))2
][ n∑
j=1
(([gt(x, z)]j − [gt(x˜, z˜)]j)− (yj − y˜j))2
]
≤
[
4
n∑
i=1
(
([gt(x, z)]
2
i + y
2
i ) + ([gt(x˜, z˜)]
2
i + y˜
2
i )
) ][
2
n∑
j=1
(
([gt(x, z)]j − [gt(x˜, z˜)]j)2 + (yj − y˜j)2
) ]
= 8
(||gt(x, z)||2 + ||gt(x˜, z˜)||2 + ||y||2 + ||y˜||2) (||gt(x, z)− gt(x˜, z˜)||2 + ||y − y˜||2) .
(45)
Plugging (45) into (44), we have shown
|ν2n(x,y, z) − ν2n(x˜, y˜, z˜)|2
≤ 8
( ||gt(x, z)||2
n
+
||gt(x˜, z˜)||2
n
+
||y||2
n
+
||y˜||2
n
)( ||gt(x, z) − gt(x˜, z˜)||2
n
+
||y − y˜||2
n
)
.
(46)
Now recall by assumption (B2) that the sequence of denoisers gt(·, ·) is uniformly Lipschitz in n, meaning
(per Definition 2.1) that there exists a positive constant L′ > 0 that does not depend on n such that,
||gt(x, z) − gt(x˜, z˜)||√
n
≤ L′ ||(x, z) − (x˜, z˜)||√
2n
, (47)
and, moreover, by Lemma 2.0.1 with L′′ = max{2L′, ||gt(0,0)||/√n}, along with Cauchy-Schwarz,
||gt(x, z)||√
n
≤ L′′
(
1 +
||(x, z)||√
2n
)
=⇒ ||gt(x, z)||
2
n
≤ 2L′′2
(
1 +
||(x, z)||2
2n
)
. (48)
First, using (47) to bound the second term on the right side of (46) gives,
|ν2n(x,y, z) − ν2n(x˜, y˜, z˜)|2
≤ 8max{1, L′2}
( ||gt(x, z)||2
n
+
||gt(x˜, z˜)||2
n
+
||y||2
n
+
||y˜||2
n
)( ||(x, z) − (x˜, z˜)||2
2n
+
||y − y˜||2
n
)
≤ 24max{1, L′2}
( ||gt(x, z)||2
n
+
||gt(x˜, z˜)||2
n
+
||y||2
n
+
||y˜||2
n
) ||(x,y, z) − (x˜, y˜, z˜)||2
3n
.
(49)
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Next, we use (48) to bound the first term on the right side of (49) to give the desired result:
|ν2n(x,y, z) − ν2n(x˜, y˜, z˜)|2
≤ 24max{1, L′2}
(
2L′′2
(
1 +
||(x, z)||2
2n
)
+ 2L′′2
(
1 +
||(x˜, z˜)||2
2n
)
+
||y||2
n
+
||y˜||2
n
) ||(x,y, z) − (x˜, y˜, z˜)||2
3n
≤ 72max{1, L′2}max{1, 2L′′2}
(
1 +
||(x,y, z)||2
3n
+
||(x˜, y˜, z˜)||2
3n
) ||(x,y, z) − (x˜, y˜, z˜)||2
3n
.
(50)
Finally, (50) implies
|ν2n(x,y, z) − ν2n(x˜, y˜, z˜)|
≤ 6
√
2max{1, L′}max{1,
√
2L′′}
(
1 +
||(x,y, z)||2
3n
+
||(x˜, y˜, z˜)||2
3n
)1/2 ||(x,y, z) − (x˜, y˜, z˜)||√
3n
≤ 6√2max{1, L′}max{1,√2L′′}
(
1 +
||(x,y, z)||√
3n
+
||(x˜, y˜, z˜)||√
3n
) ||(x,y, z) − (x˜, y˜, z˜)||√
3n
,
giving the desired result since 6
√
2max{1, L′}max{1,√2L′′} > 0 is a constant not depending on n. We
note that this uses the fact that L′′ = max{2L′, ||gt(0,0)||/√n}, and by assumption ||gt(0,0)||/√n ≤ C
where C > 0 is some constant not depending on n.
B Technical Proofs used in Examples
B.1 Technical Details of the Bernoulli-Gaussian Example
We study the partial derivatives of the denoiser given in (17) in order to use Lemma 3.0.1 to show that
the denoiser is Lipschitz.
Denote
fa,b :=
σ2a+ λ2t b
σ2 + λ2t + σ
2λ2t
. (51)
Combining (18), (19) and (51), we find ηt(a, b) = (1 + Ta,b)
−1fa,b. Then,∣∣∣∂ηt(a, b)
∂a
∣∣∣ = ∣∣∣ 1
1 + Ta,b
[∂fa,b
∂a
]
− fa,b
(1 + Ta,b)2
[∂Ta,b
∂a
]∣∣∣
≤ (1 + 2Ta,b)
(1 + Ta,b)2
∣∣∣∂fa,b
∂a
∣∣∣+ 1
(1 + Ta,b)2
∣∣∣∂(Ta,bfa,b)
∂a
∣∣∣. (52)
Now we show upper bounds for the two terms of (52) separately. For the first term,
∂fa,b
∂a ≤ 1, and
(1 + 2Ta,b)
(1 + Ta,b)2
∣∣∣∂fa,b
∂a
∣∣∣ ≤ 1.
Consider the second term of (52). First we note that
1
(1 + Ta,b)2
∣∣∣Ta,b[ ∂
∂a
fa,b
]
+ fa,b
[ ∂
∂a
Ta,b
]∣∣∣ ≤ ∣∣∣ ∂
∂a
[
Ta,bfa,b
]∣∣∣.
Then from (19) and (51),
Ta,bfa,b =
(1− ǫ
ǫ
)√
2π(σ2a+ λ2t b)ρνt(σ
2a+ λ2t b),
then using that ∂∂xρτ2(x) = − xτ2ρτ2(x), we have∣∣∣ ∂
∂a
[
Ta,bfa,b
]∣∣∣ = (1− ǫ
ǫ
)√
2π
∣∣∣σ2ρνt(σ2a+ λ2t b)− σ2(σ2a+ λ2t b)2νt ρνt(σ2a+ λ2t b)
∣∣∣
=
(1− ǫ
ǫ
)√2πσ2
νt
ρνt(σ
2a+ λ2t b)
∣∣∣νt − (σ2a+ λ2t b)2∣∣∣. (53)
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To upper bound the above, we use exp{−x} ≤ 11+x when x ≥ 0, and so
ρτ2(x) =
1√
2πτ2
exp
{−x2
2τ2
}
≤
√
2
π
( τ
2τ2 + x2
)
.
Using this in (53), we find∣∣∣ ∂
∂a
[
Ta,bfa,b
]∣∣∣ ≤ 2σ2√
νt
(1− ǫ
ǫ
) |νt − (σ2a+ λ2t b)2|
2νt + (σ2a+ λ2t b)
2
≤ 2σ
2
√
νt
(1− ǫ
ǫ
)
≤ 2(1− ǫ)
σwǫ
, (54)
where in the final inequality we use λt ≥ σw by (20), and
σ2√
νt
=
σ
λt
√
σ2 + λ2t + σ
2λ2t
=
1
λt
√
1 +
λ2t
σ2 + λ
2
t
≤ 1
λt
. (55)
Using the above in (52), we have ∣∣∣ ∂
∂a
ηt(a, b)
∣∣∣ ≤ 1 + 2(1− ǫ)
σwǫ
.
As in (52), we can show∣∣∣ ∂
∂b
ηt(a, b)
∣∣∣ ≤ (1 + 2Ta,b)
(1 + Ta,b)2
∣∣∣[ ∂
∂b
fa,b
]∣∣∣+ 1
(1 + Ta,b)2
∣∣∣Ta,b[ ∂
∂b
fa,b
]
+
[ ∂
∂b
Ta,b
]
fa,b
∣∣∣.
Then,
(1 + 2Ta,b)
(1 + Ta,b)2
∣∣∣ ∂
∂b
fa,b
∣∣∣ ≤ 1,
and a bound as in (53) - (54) gives
1
(1 + Ta,b)2
∣∣∣Ta,b[ ∂
∂b
fa,b
]
+ fa,b
[ ∂
∂b
Ta,b
]∣∣∣ ≤ ∣∣∣ ∂
∂b
[
Ta,bfa,b
]∣∣∣ ≤ 2λ2t√
νt
(1− ǫ
ǫ
) |νt − (σ2a+ λ2t b)2|
2νt + (σ2a+ λ2t b)
2
≤ 2λ
2
t√
νt
(1− ǫ
ǫ
)
≤ 2(1− ǫ)
σǫ
.
B.2 Technical Details of the Block-sparse Signal Model Example
In this section, we include the proofs of various lemmas that were used in presenting the example related
to block-sparse signals.
Proof of Lemma 3.0.3. We would like to study the expectation E[Xi
∣∣∣X(ℓ) + λtZ1 = a,X(ℓ) + σZ2 = b],
where X(ℓ) is a K-length vector with a single non-zero value equal to one and i ∈ {1, 2, . . . ,K} is an
index. Moreover, Z1,Z2 are independent, K-length random vectors with standard Gaussian entries.
Since we only consider a single section ℓ ∈ {1, 2, . . . , L} throughout this appendix, we drop the explicit
ℓ subscript on X(ℓ), writing simply X. Then we have,
E
[
Xi
∣∣∣X+ λtZ1 = a,X+ σZ2 = b] = P (Xi = 1, Xj = 0; j ∈ ℓ, j 6= i |X+ λtZ1 = a,X+ σZ2 = b)
=
P (Xi = 1, Xj = 0; j ∈ ℓ, j 6= i)P (X+ λtZ1 = a,X+ σZ2 = b |Xi = 1, Xj = 0; j ∈ ℓ, j 6= i)
P (X+ λtZ1 = a,X+ σZ2 = b)
=
( 1
K
)P (X+ λtZ1 = a,X+ σZ2 = b |Xi = 1, Xj = 0; j ∈ ℓ, j 6= i)
P (X+ λtZ1 = a,X+ σZ2 = b)
.
(56)
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WLOG, we assume that i = 1, i.e., it is the first element in section ℓ and j ∈ {2, 3, . . . ,K}. Now we
simplify the two remaining probabilities in (56). First note that
P (X+ λtZ1 = a,X+ σZ2 = b |X1 = 1, X2 = X3 = . . . = XK = 0)
= P (λtZ1 = a− [1, 0, . . . , 0]T , σZ2 = b− [1, 0, . . . , 0]T )
= P
(
Z11 =
a1 − 1
λt
)
P
(
Z21 =
b1 − 1
σ
) K∏
j=2
P
(
Z1j =
aj
λt
)
P
(
Z2j =
bj
σ
)
=
(
1
2πλtσ
)K
exp
(−λ2t − σ2
2λ2tσ
2
)
exp
(
−
K∑
j=1
( a2j
2λ2t
+
b2j
2σ2
))
exp
(
a1
λ2t
+
b1
σ2
)
.
(57)
Similarly, we have
P (X+ λtZ1 = a,X+ σZ2 = b)
=
K∑
k=1
P (Xk = 1, Xj = 0; j ∈ ℓ, j 6= k)P (X+ λtZ1 = a,X+ σZ2 = b |Xk = 1, Xj = 0; j ∈ ℓ, j 6= k)
=
1
K
(
1
2πλtσ
)K
exp
(−λ2t − σ2
2λ2tσ
2
)
exp
(
−
K∑
j=1
( a2j
2λ2t
+
b2j
2σ2
)) K∑
k=1
exp
(
ak
λ2t
+
bk
σ2
)
.
(58)
Thus, combining (56)-(58), we find the desired result.
Proof of Lemma 3.0.4. We will now appeal to Lemma 3.0.2 in order to show that the blockwise denoiser
given in (22) is Lipschitz. First, consider the partials w.r.t. a,∣∣∣∣ ∂∂ai [gℓt (a,b)]j
∣∣∣∣ = ∣∣∣ ∂∂ai
( exp ((aj/λ2t ) + (bj/σ2))∑K
k=1 exp ((ak/λ
2
t ) + (bk/σ
2))
)∣∣∣
=
1
λ2t
( exp ((aj/λ2t ) + (bj/σ2))∑K
k=1 exp ((ak/λ
2
t ) + (bk/σ
2))
)∣∣∣∑Kk=1 exp ((ak/λ2t ) + (bk/σ2)) I{i = j} − exp ((ai/λ2t ) + (bi/σ2))∑K
k=1 exp ((ak/λ
2
t ) + (bk/σ
2))
∣∣∣.
We will show that
exp
(
(aj/λ
2
t ) + (bj/σ
2)
)∑K
k=1 exp ((ak/λ
2
t ) + (bk/σ
2))
∣∣∣∑Kk=1 exp ((ak/λ2t ) + (bk/σ2)) I{i = j} − exp ((ai/λ2t ) + (bi/σ2))∑K
k=1 exp ((ak/λ
2
t ) + (bk/σ
2))
∣∣∣ ≤ 1,
(59)
in which case ∣∣∣∣ ∂∂ai [gℓt(a,b)]j
∣∣∣∣ ≤ 1λ2t ≤ 1σ2w .
Now we show (59). First note that (59) is obviously true if i 6= j, because
exp
(
(aj/λ
2
t ) + (bj/σ
2)
)
exp
(
(ai/λ
2
t ) + (bi/σ
2)
)(∑K
k=1 exp ((ak/λ
2
t ) + (bk/σ
2))
)2 ≤ 1,
so we consider the case i = j. Then,
exp
(
(ai/λ
2
t ) + (bi/σ
2)
)∑K
k=1 exp ((ak/λ
2
t ) + (bk/σ
2))
∣∣∣∑Kk=1 exp ((ak/λ2t ) + (bk/σ2))− exp ((ai/λ2t ) + (bi/σ2))∑K
k=1 exp ((ak/λ
2
t ) + (bk/σ
2))
∣∣∣
=
exp
(
(ai/λ
2
t ) + (bi/σ
2)
)∑
k 6=i exp
(
(ak/λ
2
t ) + (bk/σ
2)
)(
exp ((ai/λ2t ) + (bi/σ
2)) +
∑
k 6=i exp ((ak/λ
2
t ) + (bk/σ
2))
)2 .
The above is upper bounded by 1 since the numerator is positive.
We note that the bound
∣∣∣ ∂∂bi [gℓt(a,b)]j ∣∣∣ ≤ 1σ2 can be shown similarly.
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Now applying Lemma 3.0.2, we have shown that [gℓt (a,b)]j is Lipschitz with constant
√
2K2
σ4w
+ 2K
2
σ4 .
Therefore, for any index j ∈ {1, 2, . . . ,K} and ℓ ∈ {1, 2, . . . , L},
∣∣∣[gℓt (a,b)]j − [gℓt (a˜, b˜)]j∣∣∣2 ≤ 2K2( 1σ4w + 1σ4
) ||(a,b) − (a˜, b˜)||2
2K
= K
( 1
σ4w
+
1
σ4
)
||(a,b) − (a˜, b˜)||2. (60)
Now considering the denoiser in (23), we have
||gt(x,y) − gt(x,y)||2=
L∑
ℓ=1
K∑
k=1
∣∣∣[gℓt (x(ℓ),y(ℓ))]k − [gℓt(x˜(ℓ), y˜(ℓ))]k∣∣∣2
≤
L∑
ℓ=1
K∑
k=1
K
( 1
σ4w
+
1
σ4
)
||(x(ℓ),y(ℓ))− (x˜(ℓ), y˜(ℓ))||2= K2
( 1
σ4w
+
1
σ4
)
||(x,y) − (x˜, y˜)||2.
Therefore, we have the desired result:
||gt(x,y) − gt(x,y)||√
n
≤
√
2K
( 1
σ2w
+
1
σ2
) ||(x,y) − (x˜, y˜)||√
2n
.
Proof of Lemma 3.0.5. We first study limn→∞
1
nEZ[x
T gt(x+Z, x˜)]. Note that we have used the notation
x(ℓ) to denote the ℓ
th block of x. Recall that x(ℓ) is a K-length vector, and we let [x(ℓ)]k denote its k
th
entry for k ∈ {1, 2, . . . ,K}. First, using the closed-form value of the blockwise denoisers given in Lemma
3.0.3, namely
[gℓt (a,b)]k =
exp
(
(ak/λ
2
t ) + (bk/σ
2)
)∑K
i=1 exp ((ai/λ
2
t ) + (bi/σ
2))
,
we have
lim
n→∞
1
n
EZ[x
T gt(x+ Z, x˜)] = lim
n→∞
1
n
L∑
ℓ=1
K∑
k=1
EZ
{
[x(ℓ)]k[g
ℓ
t (x+ Z, x˜)]k
}
= lim
n→∞
1
n
L∑
ℓ=1
K∑
k=1
EZ
[
[x(ℓ)]k exp
(
([x(ℓ) + Z(ℓ)]k/λ
2
t ) + ([x˜(ℓ)]k/σ
2)
)∑K
i=1 exp
(
([x(ℓ) + Z(ℓ)]i/λ
2
t ) + ([x˜(ℓ)]i/σ
2)
) ]
= lim
L→∞
1
L
L∑
ℓ=1
1
K
EZ
[∑K
k=1[x(ℓ)]k exp
(
([x(ℓ) + Z(ℓ)]k/λ
2
t ) + ([x˜(ℓ)]k/σ
2)
)∑K
i=1 exp
(
([x(ℓ) + Z(ℓ)]i/λ
2
t ) + ([x˜(ℓ)]i/σ
2)
) ] .
(61)
Now we consider the expectation
EZ
[∑K
k=1[x(ℓ)]k exp
(
([x(ℓ) + Z(ℓ)]k/λ
2
t ) + ([x˜(ℓ)]k/σ
2)
)∑K
i=1 exp
(
([x(ℓ) + Z(ℓ)]i/λ
2
t ) + ([x˜(ℓ)]i/σ
2)
) ] .
We note that the K-length vector x(ℓ) has a single non-zero value taking the value one. WLOG assume
that [x(ℓ)]1 = 1 and [x(ℓ)]2 = [x(ℓ)]3 = . . . [x(ℓ)]K = 0. Then,
EZ
[∑K
k=1[x(ℓ)]k exp
(
([x(ℓ) + Z(ℓ)]k/λ
2
t ) + ([x˜(ℓ)]k/σ
2)
)∑K
i=1 exp
(
([x(ℓ) + Z(ℓ)]i/λ
2
t ) + ([x˜(ℓ)]i/σ
2)
) ]
= EZ
[
exp
(
(1/λ2t ) + ([Z(ℓ)]1/λ
2
t ) + ([x˜(ℓ)]1/σ
2)
)
exp
(
(1/λ2t ) + ([Z(ℓ)]1/λ
2
t ) + ([x˜(ℓ)]1/σ
2)
)
+
∑K
i=2 exp
(
([Z(ℓ)]i/λ
2
t ) + ([x˜(ℓ)]i/σ
2)
)]
= EZ
[
exp
(
(1/λ2t ) + ([Z(ℓ)]1/λ
2
t ) + (1/σ
2) + ([z˜(ℓ)]1/σ
2)
)
exp
(
(1/λ2t ) + ([Z(ℓ)]1/λ
2
t ) + (1/σ
2) + ([z˜(ℓ)]1/σ2)
)
+
∑K
i=2 exp
(
([Z(ℓ)]i/λ
2
t ) + ([z˜(ℓ)]i/σ
2)
)] ,
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where in the last step we have used that in our model, x˜ = x+ z˜ = x+N (0, σ2In). Now define the RV
(where the randomness is w.r.t. realizations from a RV Z˜),
Yℓ :=
1
K
EZ
[
exp
(
(1/λ2t ) + ([Z(ℓ)]1/λ
2
t ) + (1/σ
2) + ([z˜(ℓ)]1/σ
2)
)
exp
(
(1/λ2t ) + ([Z(ℓ)]1/λ
2
t ) + (1/σ
2) + ([z˜(ℓ)]1/σ2)
)
+
∑K
i=2 exp
(
([Z(ℓ)]i/λ
2
t ) + ([z˜(ℓ)]i/σ
2)
)] .
Plugging this into (61),
lim
n→∞
1
n
EZ[x
T gt(x + Z, x˜)] = lim
L→∞
1
L
L∑
ℓ=1
Yℓ = EZ˜[Y1].
We can show that the above limit exists using the SLLN (stated in Thm 4.2), since the Yℓ are i.i.d. for
ℓ = 1, 2, . . . , L with expectation E
Z˜
[Y1]. It is not hard to show that EZ˜[Y1] <∞.
The second equation in (B5) can be shown similarly,
lim
n→∞
1
n
EZ,Z′
[
gt(x+ Z, x˜)
T gs(x+ Z
′, x˜)
]
= lim
n→∞
1
n
L∑
ℓ=1
K∑
k=1
EZ,Z′
[
[gℓt(x+ Z, x˜)]k[g
ℓ
s(x+ Z
′, x˜)]k
]
= lim
n→∞
1
n
L∑
ℓ=1
K∑
k=1
EZ,Z′
 exp (([x(ℓ) + Z(ℓ)]k/λ2t ) + ([x˜(ℓ)]k/σ2)) exp
(
([x(ℓ) + Z
′
(ℓ)]k/λ
2
t ) + ([x˜(ℓ)]k/σ
2)
)
∑K
i=1 exp
(
([x(ℓ) + Z(ℓ)]i/λ
2
t ) + ([x˜(ℓ)]i/σ
2)
)∑K
j=1 exp
(
([x(ℓ) + Z
′
(ℓ)]j/λ
2
t ) + ([x˜(ℓ)]j/σ
2)
)

= lim
L→∞
1
L
L∑
ℓ=1
1
K
EZ,Z′
 ∑Kk=1 exp (([x(ℓ) + Z(ℓ)]k/λ2t ) + ([x˜(ℓ)]k/σ2)) exp
(
([x(ℓ) + Z
′
(ℓ)]k/λ
2
t ) + ([x˜(ℓ)]k/σ
2)
)
∑K
i=1 exp
(
([x(ℓ) + Z(ℓ)]i/λ
2
t ) + ([x˜(ℓ)]i/σ
2)
)∑K
j=1 exp
(
([x(ℓ) + Z
′
(ℓ)]j/λ
2
t ) + ([x˜(ℓ)]j/σ
2)
)
 .
(62)
Again, we assume WLOG that [x(ℓ)]1 = 1 and [x(ℓ)]2 = [x(ℓ)]3 = . . . [x(ℓ)]K = 0. Consider the numerator
inside the expectation on the right side of (62). We have
K∑
k=1
exp
(
[x(ℓ) + Z(ℓ)]k
λ2t
+
[x˜(ℓ)]k
σ2
)
exp
(
[x(ℓ) + Z
′
(ℓ)]k
λ2t
+
[x˜(ℓ)]k
σ2
)
= exp
(
1 + [Z(ℓ)]1
λ2t
+
1 + [Z′(ℓ)]1
λ2t
+
2[x˜(ℓ)]1
σ2
)
+
K∑
k=2
exp
(
[Z(ℓ)]k
λ2t
+
[Z′(ℓ)]k
λ2t
+
2[x˜(ℓ)]k
σ2
)
= exp
(
1 + [Z(ℓ)]1
λ2t
+
1 + [Z′(ℓ)]1
λ2t
+
2(1 + [z˜(ℓ)]1)
σ2
)
+
K∑
k=2
exp
(
[Z(ℓ)]k
λ2t
+
[Z′(ℓ)]k
λ2t
+
2[z˜(ℓ)]k
σ2
)
,
(63)
where in the last step we have used that in our model, x˜ = x + z˜ = x + N (0, σ2I). Similarly for the
denominator in (62),
K∑
i=1
exp
(
[x(ℓ) + Z(ℓ)]i
λ2t
+
[x˜(ℓ)]i
σ2
) K∑
j=1
exp
(
[x(ℓ) + Z
′
(ℓ)]j
λ2t
+
[x˜(ℓ)]j
σ2
)
=
(
exp
(
1 + [Z(ℓ)]1
λ2t
+
1 + [Z˜(ℓ)]1
σ2
)
+
K∑
i=2
exp
(
[Z(ℓ)]i
λ2t
+
[z˜(ℓ)]i
σ2
))
×exp(1 + [Z′(ℓ)]1
λ2t
+
1 + [z˜(ℓ)]1
σ2
)
+
K∑
j=2
exp
(
[Z′(ℓ)]j
λ2t
+
[z˜(ℓ)]j
σ2
) .
(64)
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Plugging (63) and (64) into (62),
lim
n→∞
1
n
EZ,Z′
[
gt(x+ Z, x˜)
T gs(x+ Z
′, x˜)
]
= lim
L→∞
1
LK
L∑
ℓ=1
EZ,Z′
 e
1+[Z(ℓ)]1
λ2
t
+
1+[Z′
(ℓ)
]1
λ2
t
+
2(1+[Z˜(ℓ)]1)
σ2 +
∑K
k=2 e
[Z(ℓ)]k
λ2
t
+
[Z′
(ℓ)
]k
λ2
t
+
2[Z˜(ℓ)]k
σ2[
e
1+[Z(ℓ)]1
λ2
t
+
1+[Z˜(ℓ)]1
σ2 +
∑K
i=2 e
[Z(ℓ)]i
λ2
t
+
[Z˜(ℓ)]i
σ2
][
e
1+[Z′
(ℓ)
]1
λ2
t
+
1+[Z˜(ℓ)]1
σ2 +
∑K
j=2 e
[Z′
(ℓ)
]j
λ2
t
+
[Z˜(ℓ)]j
σ2
]
 ,
(65)
and as before we define a RV
Wℓ :=
1
K
EZ,Z′
 e
1+[Z(ℓ)]1
λ2
t
+
1+[Z′
(ℓ)
]1
λ2
t
+
2(1+[Z˜(ℓ)]1)
σ2 +
∑K
k=2 e
[Z(ℓ)]k
λ2
t
+
[Z′
(ℓ)
]k
λ2
t
+
2[Z˜(ℓ)]k
σ2[
e
1+[Z(ℓ)]1
λ2
t
+
1+[Z˜(ℓ)]1
σ2 +
∑K
i=2 e
[Z(ℓ)]i
λ2
t
+
[Z˜ℓ]i
σ2
][
e
1+[Z′
(ℓ)
]1
λ2
t
+
1+[Z˜(ℓ)l ]1
σ2 +
∑K
j=2 e
[Z′
(ℓ)
]j
λ2
t
+
[Z˜(ℓ)]j
σ2
]
 ,
where the randomness is w.r.t. Z˜. Then, from (65),
lim
n→∞
1
n
EZ,Z′
[
gt(x+ Z, x˜)
T gs(x+ Z
′, x˜)
]
= lim
L→∞
1
L
L∑
ℓ=1
Wℓ = EZ˜[W1].
We can show that the above limit holds due to the SLLN since Wℓ are i.i.d. for ℓ = 1, 2, . . . , L having
expectation E
Z˜
[W1]. It is not hard to show that EZ˜[W1] <∞.
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