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Abstract
A considerable amount of machine learning algo-
rithms take instance-feature matrices as their in-
puts. As such, they cannot directly analyze time
series data due to its temporal nature, usually un-
equal lengths, and complex properties. This is a
great pity since many of these algorithms are effec-
tive, robust, efficient, and easy to use. In this pa-
per, we bridge this gap by proposing an efficient
representation learning framework that is able to
convert a set of time series with equal or unequal
lengths to a matrix format. In particular, we guar-
antee that the pairwise similarities between time
series are well preserved after the transformation.
The learned feature representation is particularly
suitable to the class of learning problems that are
sensitive to data similarities. Given a set of n time
series, we first construct an n×n partially observed
similarity matrix by randomly samplingO(n log n)
pairs of time series and computing their pairwise
similarities. We then propose an extremely effi-
cient algorithm that solves a highly non-convex and
NP-hard problem to learn new features based on
the partially observed similarity matrix. We use
the learned features to conduct experiments on both
data classification and clustering tasks. Our exten-
sive experimental results demonstrate that the pro-
posed framework is both effective and efficient.
1 Introduction
Modeling time series data is an important but challenging
task. It is considered by [Yang and Wu, 2006] as one of the 10
most challenging problems in data mining. Although time se-
ries analysis has attracted increasing attention in recent years,
the models that analyze time series data are still much fewer
than the models developed for static data. The latter cate-
gory of models, which usually take instance-feature matrices
as their inputs, cannot directly analyze time series data due
to its temporal nature, usually unequal lengths, and complex
properties [La¨ngkvist et al., 2014]. This is a great pity since
many static models are effective, robust, efficient, and easy
to use. Introducing them to time series analysis can greatly
enhance the development of this domain.
In this work, we bridge this gap by proposing an efficient
unsupervised representation learning framework that is able
to convert a set of time series data with equal or unequal
lengths to a matrix format. In particular, the pairwise simi-
larities between the raw time series data are well preserved
after the transformation. Therefore, the learned feature repre-
sentation is particularly suitable to the similarity-based mod-
els in a variety of learning problems such as data clustering,
classification, and learning to rank. Notably, the proposed
framework is flexible to any time series distance or similar-
ity measures such as Mikowski distance, cross-correlation,
Kullback-Leibler divergence, dynamic time warping (DTW)
similarity, and short time series (STS) distance. In this work,
we use DTW similarity by default since it is known as the
best measure for time series problems in a wide variety of
domains [Rakthanmanon et al., 2013].
Given a total of n time series, our first step is to gen-
erate an n × n similarity matrix A with Aij equaling to
the DTW similarity between the time series i and j. How-
ever, computing all the pairwise similarities requires to call
the DTW algorithm O(n2) times, which can be very time-
consuming when n is large. As a concrete example, gen-
erating a full similarity matrix when n = 150, 000 takes
more than 28 hours on an Intel Xeon 2.40 GHz processor
with 256 GB of main memory. In order to significantly re-
duce the running time, we follow the setting of matrix com-
pletion [Sun and Luo, 2015] by assuming that the similar-
ity matrix A is of low-rank. This is a very natural as-
sumption since DTW algorithm captures the co-movements
of time series, which has shown to be driven by only a
small number of latent factors [Stock and Watson, 2005;
Basu and Michailidis, 2015]. According to the theory of ma-
trix completion, only O(n log n) randomly sampled entries
are needed to perfectly recover an n×n low-rank matrix. This
allows us to only sample O(n log n) pairs of time series to
generate a partially observed similarity matrix A˜. In this way,
the time spent on generating similarity matrix is significantly
reduced by a factor of O(n/ log n), a number that scales al-
most linearly with respect to n. When n = 150, 000, it only
takes about 3 minutes to construct a partially observed sim-
ilarity matrix with [20n log n] observed entries,1 more than
1Since this similarity matrix is symmetric, we only need to call
the DTW algorithm about [10n logn] times to generate this matrix.
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500 times faster than generating a full similarity matrix.
Given the generated partially observed similarity matrix A˜,
our second step learns a new feature representation for n time
series such that their pairwise DTW similarities can be well
approximated by the inner products of new features. To this
end, we solve a symmetric matrix factorization problem to
factorize A˜, i.e., learning a feature representation X ∈ Rn×d
such that PΩ(A˜) ≈ PΩ(XX>), where PΩ is a matrix pro-
jection operator defined on the observed entry set Ω. Despite
its relatively simple formulation, this optimization problem
is hard to solve since it is highly non-convex and NP-hard.
To address this challenge, we propose a very efficient exact
cyclic coordinate descent algorithm. By wisely updating vari-
ables and taking the advantage of sparse observed entries in
A˜, the proposed algorithm incurs a very low computational
cost, and thus can learn new feature representations in an ex-
tremely efficient way.
To evaluate the performance of the learned feature repre-
sentation, we use more than 10 real-world data sets to con-
duct experiments on data classification and clustering tasks.
Our results show that classical static models that are fed with
our learned features outperform the state-of-the-art time se-
ries classification and clustering algorithms in both accuracy
and computational efficiency. In summary, our main contri-
butions of this work are two-fold:
1. We bridge the gap between time series data and a great
amount of static models by learning a new feature rep-
resentation of time series. The learned feature represen-
tation preserves the pairwise similarities of the raw time
series data, and is general enough to be applied to a va-
riety of learning problems.
2. We propose the first, to the best of our knowledge, op-
timization parameter free algorithm to solve symmetric
matrix factorization problem on a partially observed ma-
trix. The proposed algorithm is highly efficient and con-
verges at a very fast rate.
2 Related Work
In this section, we review the existing work on learning fea-
ture representations for time series data. Among them, a
family of methods use a set of derived features to represent
time series. For instance, [Nanopoulos et al., 2001] proposed
to use the mean, standard deviation, kurtosis, and skewness
of time series to represent control chart patterns. The au-
thors in [Wang et al., 2006] introduced a set of features such
as trend, seasonality, serial correlation, chaos, nonlinearity,
and self-similarity to partition different types of time series.
[Deng et al., 2013] used some easy to compute features such
as mean, standard deviation and slope temporal importance
curves to guide time series classification. In order to auto-
mate the selection of features for time series classification,
the authors in [Fulcher and Jones, 2014] proposed a greedy
forward method that can automatically select features from
thousands of choices. Besides, several techniques have been
proposed to represent time series by a certain types of trans-
formation, such as discrete Fourier transformation [Falout-
sos et al., 1994], discrete wavelet transformation [Chan and
Fu, 1999], piecewise aggregate approximation [Keogh et al.,
2001], and symbolic aggregate approximation [Lin et al.,
2007]. In addition, deep learning models such as Elman re-
current neural network [Elman, 1990] and long short-term
memory [Schmidhuber, 2015] are capable of modeling com-
plex structures of time series data and learn a layer of feature
representations. Due to their outstanding performance on a
number of applications, they have become increasingly pop-
ular in recent years.
Despite the remarkable progress, the feature represen-
tations learned by these algorithms are usually problem-
specific, and are not general enough for applications in multi-
ple domains. Besides, the learned features cannot preserve
similarities of the raw time series data, thus they are not
suitable to the problems that are sensitive to the data sim-
ilarity. These limitations inspire us to propose a problem-
independent and similarity preserving representation learning
framework for time series data.
3 Similarity Preserving Representation
Learning for Time Series Analysis
In this section, we first present a general approach of our sim-
ilarity preserving time series representation learning frame-
work. We then propose an extremely efficient algorithm that
is significantly faster than a naive implementation.
3.1 Problem Definition and General Framework
Given a set of n time series T = {T1, · · · , Tn} with equal
or unequal lengths, our goal is to convert them to a matrix
X ∈ Rn×d such that the time series similarities are well pre-
served after the transformation. Specifically, we aim to learn
a mapping function f : T → Rd that satisfies
S(Ti, Tj) ≈ 〈f(Ti), f(Tj)〉 ∀i, j ∈ [n], (1)
where 〈·, ·〉 stands for the inner product, one of the most com-
monly used similarity measure in analyzing static data. S(·, ·)
denotes the pairwise time series similarity that can be com-
puted by a number of functions. In this work, we use dynamic
time warping (DTW) algorithm to measure the similarity by
default. By warping sequences non-linearly in the time di-
mension, the DTW algorithm can calculate an optimal match
between two given temporal sequences with equal or unequal
lengths. Due to its superior performance, DTW has been
successfully applied to a variety of applications, including
computer animation [Mu¨ller, 2007], surveillance [Sempena
et al., 2011], gesture recognition [Celebi et al., 2013], sig-
nature matching [Efrat et al., 2007], protein sequence align-
ment [Vial et al., 2009], and speech recognition [Muda et al.,
2010].
Normally, DTW algorithm outputs a pairwise distance be-
tween two temporal sequences, thus we need to convert it to a
similarity score. Since the inner product space can be induced
from the normed space using 〈x, y〉 = (‖x‖2 + ‖y‖2 − ‖x−
y‖2)/2 [Adams, 2004], we generate the DTW similarity by
S(Ti, Tj)=
DTW(Ti, 0)2+DTW(Tj , 0)2−DTW(Ti, Tj)2
2
,
where 0 denotes the length one time series with entry 0. We
note that the similarity computed via the above equation is a
more robust choice than some other similarity measures such
as the reciprocal of distance. This is because when two time
series are almost identical, their DTW distance is close to 0
and thus its reciprocal tends to infinity.
In order to learn the matrix X, an intuitive idea is to factor-
ize the similarity matrix A ∈ Rn×n where Aij = S(Ti, Tj).
In more detail, this idea consists of two steps, i.e., a similarity
matrix construction step and a symmetric matrix factorization
step. In the first step, it constructs a similarity matrix A as
follows
Aij =
 [b
2
i + b
2
j −DTW2(Ti, Tj)]/2, if i < j
(b2i + b
2
j )/2, if i = j
Aji if i > j,
(2)
where bi = DTW(Ti, 0), i = 1, · · ·, n. In the second step,
it learns an optimal data-feature matrix X by solving the fol-
lowing optimization problem
min
X=(x1,··· ,xn)
n∑
i=1
n∑
j=i+1
‖Aij − 〈xi,xj〉‖2, (3)
which can be further expressed in a matrix form
min
X∈Rn×d
‖A−XX>‖2F . (4)
The problems (3) and (4) can be solved by performing eigen-
decomposition on A, i.e.,
X = Q1:n,1:d ×
√
Λ1:d,1:d ,
where A = QΛQ> and the notation Q1:k,1:r represents the
sub-matrix of Q that includes its first k rows and the first r
columns.
Although the inner products of the learned data points
x1, · · · ,xn can well approximate the DTW similarities of the
raw time series, the idea described above is not practical since
both two steps are painfully slow when n is large. In order to
generate a n× n similarity matrix, we need to call the DTW
algorithm O(n2) times.2 In addition, a naive implementation
of eigen-decomposition takes O(n3) time. Although we can
reduce this cost by only computing the d largest eigenval-
ues and the corresponding eigenvectors, it is still computa-
tional intensive with a large n. As a concrete example, when
n = 150, 000 and the length of time series is 30, it takes more
than 28 hours to generate the similarity matrix and more than
3 days to compute its 30 largest eigenvalues on an Intel Xeon
2.40 GHz processor with 256 GB of main memory.
3.2 A Parameter-free Scalable Algorithm
In this subsection, we propose an extremely efficient ap-
proach that significantly reduces the computational costs of
both steps while learns the new feature representation with a
high precision. In addition to efficiency, another nice prop-
erty is that the proposed approach is optimization parameter
free, that is, the user does not need to decide any optimization
parameter such as step length or learning rate.
2Indeed, we need to call the DTW algorithm at least n(n+1)/2
times to generate full similarity matrix A. This number is achieved
when we pre-compute all the bi, i = 1, · · ·, n.
To significantly improve the efficiency of the first step,
we make the key observation that the similarity matrix A
should be of low-rank. This is due to the fact that the
DTW algorithm measures the level of co-movement be-
tween time series, which has shown to be dictated by only
a small number of latent factors [Stock and Watson, 2005;
Basu and Michailidis, 2015]. Indeed, we can verify the low-
rankness in another way. Since the matrix A is a special case
of Wigner random matrix, the gaps between its consecutive
eigenvalues should not be small [Marcˇenko and Pastur, 1967].
This implies the low-rank property since most of its energy is
concentrated in its top eigenvalues [Erdo˝s et al., 2009].
Based on the theory of matrix completion [Sun and Luo,
2015], only O(n log n) randomly sampled entries are needed
to perfectly recover an n×n low-rank matrix. Thus, we don’t
need to compute all the pairwise DTW similarities. Instead,
we randomly sample onlyO(n log n) pairs of time series, and
then compute the DTW similarities only within the selected
pairs. In other words, we generate a partially observed simi-
larity matrix A˜ with O(n log n) observed entries as
A˜ij =
{
S(Ti, Tj) if Ωij = 1
unobserved if Ωij = 0,
(5)
where Ω ∈ {0, 1}n×n is a binary matrix indicating the indices
of sampled pairs. In this way, the running time of the first
step is significantly reduced by a factor ofO(n/ log n). Since
this factor scales almost linearly with n, we can greatly save
the running time when n is large. For instance, when n =
150, 000, it only takes 194 seconds to construct a partially
observed similarity matrix with [20n log n] observed entries,
more than 500 times faster than generating a full similarity
matrix.
Given the partially observed similarity matrix A˜, our sec-
ond step aims to learn a new feature representation matrix X.
Instead of first completing the full similarity matrix A and
then factorize it, we propose an efficient symmetric factoriza-
tion algorithm that is able to directly factorize the partially
observed similarity matrix A˜, i.e., find a X ∈ Rn×d that
minimizes the following optimization problem
min
X∈Rn×d
‖PΩ (A˜ −XXT )‖2F , (6)
where PΩ : Rn×n → Rn×n is a projection operator defined
as
[PΩ (B)]ij =
{
Bij if Ωij = 1
0 if Ωij = 0.
(7)
The objective function (6) does not have a regularization
term since it already bounds the Frobenius norm of X. De-
spite its relatively simple formulation, solving problem (6) is
non-trivial since its objective function is highly non-convex
and the problem is NP-hard. To address this issue, we pro-
pose a very efficient optimization algorithm that solves prob-
lem (6) based on exact cyclic coordinate descent (CD). Al-
though [Ge et al., 2016] shows that the symmetric matrix
factorization problem can be solved via (stochastic) gradient
descent algorithm as well, our proposed coordinate descent
algorithm has the following two advantages: (i) for each iter-
ation, our CD algorithm directly updates each coordinate to
the optimum. Thus, we do not need to decide any optimiza-
tion parameter; and (ii) by directly updating coordinates to
the optimums using the most up-to-date information, our CD
algorithm is highly efficient and converges at a very fast rate.
At each iteration of the exact cyclic CD method, all vari-
ables but one are fixed, and that variable is updated to its
optimal value. One of the main strengths of our algorithm
is its capacity to update variables in an extremely efficient
way. Besides, the proposed algorithm takes the advantage of
sparse observed entries in A˜ to further reduce the computa-
tional cost. To be precise, our algorithm consists of two loops
that iterate over all the entries of X to update their values. The
outer loop of the algorithm traverses through each column of
X by assuming all the other columns known and fixed. At the
i-th iteration, it optimizes the i-th column X1:n,i by minimiz-
ing the following subproblem
‖R− PΩ(X1:n,iXT1:n,i)‖2F , (8)
where R is the residual matrix defined as R = PΩ(A˜ −∑
j 6=i X1:n,jX
T
1:n,j).
In the inner loop, the proposed algorithm iterates over
each coordinate of the selected column and updates its value.
Specifically, when updating the j-th entry Xji, we solve the
following optimization problem
min
Xji
‖R− PΩ(X1:n,iXT1:n,i)‖2F
⇐⇒ min
Xji
‖R‖2F−2〈R, PΩ(X1:n,iXT1:n,i)〉
+ ‖PΩ(X1:n,iXT1:n,i)‖2F
⇐⇒ min
Xji
X4ji + 2(
∑
k∈Ωj , k 6=j
X2ki − Rjj)X2ji
− 4(
∑
k∈Ωj , k 6=j
XkiRjk)Xji + C
⇐⇒ min
Xji
ψ(Xji) = X
4
ji + 2pX
2
ji + 4qXji + C,
(9)
where Ωi, i = 1,· · ·, n contains the indices of the observed
entries in the i-th row of matrix A˜. C is a constant that is in-
dependent of Xji. Since the ψ(Xji) is a fourth-degree poly-
nomial function, Xji, as will be shown later, can be updated
in a very efficiently way. Algorithm 1 describes the detailed
steps of the proposed exact cyclic CD algorithm.
The proposed algorithm incurs a very low computational
cost in each iteration. Lines 7-11 of the algorithm can be
computed in O(n log n) operations. This is because the
costs of computing p and q are only proportional to the
cardinality of Ωj . Besides, the derivative ∇ψ(Xji) is a
third-degree polynomial, thus its roots can be computed in
closed form. By using Cardano’s method [Cardano and
Witmer, 1993], the optimal solution of Xji can be calcu-
lated in a constant time given the computed p and q. Like-
wise, lines 6 and 12 of the algorithm also take O(n log n)
time since matrix R can be updated by only considering
the observed entries. To sum up, the proposed algorithm
has a per-iteration cost of O(dn log n), significantly faster
than the recent matrix factorization algorithms that take at
Algorithm 1 Efficient Exact Cyclic Coordinate Descent Al-
gorithm for Solving the Optimization Problem (6)
1: Inputs:
• A˜ ∈ Rn×n: partially observed similarity matrix
• Ωi, i = 1,· · ·, n: indices of the observed entries in
the i-th row of matrix A˜
• I: number of iterations
• d: dimension of features
2: Initializations:
• X(0) ← 0n×d
• R← PΩ(A˜−X(0)X(0)>) = PΩ(A˜)
3: for t = 1, · · · , I do
4: X(t) ← X(t−1)
5: for i = 1, · · · , d do
6: R← R + PΩ(X(t)1:n,iX(t)>1:n,i)
7: for j = 1, · · ·n do
8: p←∑k∈Ωj X(t)2ki −X(t)2ji − Rjj
9: q ← −∑k∈Ωj X(t)ki Rjk + X(t)ji Rjj
10: X(t)ji ← argmin{X4ji + 2pX2ji + 4qXji}
11: end for
12: R← R− PΩ(X(t)1:n,iX(t)>1:n,i)
13: end for
14: end for
15: Output: X(I)
least O(dn2) time in each iteration [Vandaele et al., 2015;
Yu et al., 2012].
In addition to a low per-iteration cost, we also expect that
the proposed algorithm yields a fast convergence. This is be-
cause our algorithm always uses the newest information to
update variables and each variable is updated to the optimum
in a single step. This hypothesis is verified by a convergence
test conducted on the UCR Non-Invasive Fetal ECG Thorax1
testbed [Chen et al., 2015]. This testbed contains a total of
3, 765 time series with a length of 750. In this test, we gen-
erate a full similarity matrix A by computing the DTW sim-
ilarities between all the time series pairs, and then randomly
sample [20n log n] of its entries to generate a partially ob-
served matrix A˜. We call the proposed algorithm to factorize
matrix A˜ by setting d = 30. To measure the performance
of the proposed method, we compute two error rates, i.e., the
observed error ‖PΩ(A˜ −XXT )‖F /‖PΩ(A˜)‖F and the un-
derlying true error ‖A −XXT ‖F /‖A‖F , at each iteration.
Figure 1 shows how they converge as a function of time. This
figure clearly demonstrates that the proposed exact cyclic CD
algorithm converges very fast – it only takes 1 second and 8
iterations to converge. Besides, the construction accuracy is
also very encouraging. The observed error and the underly-
ing true error rates are close to each other and both of them
are only about 0.1%. This result not only indicates that the
inner products of the learned features well approximate the
pairwise DTW similarities of the raw time series, but also
Figure 1: Two error rates as a function of CPU time on UCR Non-
Invasive Fetal ECG Thorax1 data set
verifies that we can learn accurate enough features by only
computing a small portion of pairwise similarities. In addi-
tion, this test validates the low-rank assumption. It shows that
a 3, 765×3, 765 DTW similarity matrix can be accurately ap-
proximated by a rank 30 matrix.
4 Experiments
In this section, we evaluate the proposed framework, i.e.,
Similarity PreservIng RepresentAtion Learning (SPIRAL for
short), on both classification and clustering tasks. For both
tasks, we learn new feature representations by setting the
number of features d = 30, the number of iterations I = 20,
and the sample size |Ω| = [20n log n]. We then fed the
learned features into some static models and compare them
with the state-of-the-art time series classification and clus-
tering algorithms. In our experiments, we set a same DTW
window size min(40, [average time series length/10]) for
all the DTW-related algorithms evaluated here. Although
we can improve the DTW performance by tuning a problem-
dependent warping window size [Mueen and Keogh, 2016],
we skip this step in our experiments to ensure that the supe-
rior performance is achieved by the proposed representation
learning framework instead of tuning the DTW algorithm. All
the results were obtained on a Linux server with an Intel Xeon
2.40 GHz CPU and 256 GB of main memory.
4.1 Classification Task
Six real-world time series data sets are used in our classifica-
tion analysis. As a research institute, we have partnered with
one of the world’s largest online brokers on a challenge prob-
lem of predicting its clients’ propensity of trading options.
We are provided with a historical records data of 64, 523 sam-
pled clients with the lengths of the time series range from 1
month to 67 months. The data contains 76 dynamic attributes
with none of them related to option trading. Given this data,
our task is to predict whether the clients will trade options in
the next 3 months. Besides, we also conduct experiments on 5
benchmark data sets, i.e., FordA, ECG5000, PhalangesOutli-
nesCorrect (POC), ItalyPowerDemand (IPD), and HandOut-
lines (HO), from the UCR Time Series Repository [Chen et
al., 2015]. The data sets used in our experiments have widely
Table 1: Statistics of classification data sets
Data sets # training # testing length oftime series time series time series
Online Broker 51,618 12,905 1 – 67
ECG5000 1,320 3,601 500
FordA 1,320 3,601 500
POC 1,800 858 80
IPD 67 1,029 24
HO 370 1,000 2,709
Table 2: Average AUC Scores of the classification algorithms
Data sets SPIRAL SPIRAL NN LSTM
-XGB -LR -DTW
Online Broker 0.84 0.83 0.76 0.79
ECG5000 0.91 0.85 0.76 0.76
FordA 0.73 0.66 0.56 0.59
POC 0.77 0.66 0.68 0.66
IPD 0.94 0.97 0.95 0.91
HO 0.87 0.81 0.77 0.61
varying sizes and encompass multiple domains such as fi-
nance, healthcare, and manufacture. Table 1 summarizes the
statistics of these data sets.
Given the feature representations learned by the proposed
SPIRAL framework, we fed them into the algorithms of
XGBoost [Chen and Guestrin, 2016] and `2-regularized lo-
gistic regression that is implemented in LibLinear [Fan et
al., 2008]. These approaches, denoted as SPIRAL-XGB and
SPIRAL-LR, respectively, are compared with the state-of-the-
art time series classification algorithms NN-DTW [Wang et
al., 2013] and Long Short-Term Memory (LSTM) [Schmidhu-
ber, 2015]. For the XGBoost algorithm, we use the default
parameters specified in its source code. The parameter of lo-
gistic regression is determined by a 5-fold cross validation.
We use AUC (area under the ROC Curve) to measure the
classification performance. All the experiments in this study
are repeated five times, and the AUCs averaged over the five
trials are reported in Table 2. From this table, we first observe
that XGBoost and logistic regression algorithms that are fed
with our learned features outperform the two baseline algo-
rithms on all the data sets. In particular, the method SPIRAL-
XGB yields the best performance on five out of six data sets,
and the method SPIRAL-LR performs the best on the other
data set. More encouragingly, SPIRAL-LR can achieve bet-
ter classification performance than NN-DTW and LSTM on
almost all the data sets. This verifies that the feature repre-
sentation learned by the proposed method is powerful – even
classical models such as logistic regression can achieve satis-
factory performance on it.
On the other hand, although LSTM has been successfully
applied to a number of sequence prediction tasks, it fails to
deliver strong performance in our empirical study. We con-
jecture that this is because the data sets are not large enough
for LSTM to model complex structures. Besides, NN-DTW
is usually a very strong baseline that is considered as hard-
to-beat in the literature [Xi et al., 2006; Wang et al., 2013;
Mueen and Keogh, 2016]. However, it also yields an over-
all worse performance than SPIRAL-LR and SPIRAL-XGB.
One possible reason is that NN-DTW uses 1-nearest neighbor
classifier, thus is sensitive to noises and outliers. This obser-
vation shows another advantage of the proposed method: by
learning a feature representation instead of directly develop-
ing a time series model, our method is more flexible and can
exploit the strengths of different learning algorithms.
In addition to the superior performance, SPIRAL-LR and
SPIRAL-XGB are very efficient as well. They have a signifi-
cantly lower running time than that of the baseline algorithms.
For example, it takes NN-DTW more than 2 days to classify
the FordA data set while the running time for SPIRAL-LR
and SPIRAL-XGB is only about 5 minutes.
4.2 Clustering Task
Similar to time series classification, time series clustering is
also an important task that has found numerous applications.
To further test our learned features on the clustering task, we
conduct experiments on another 7 UCR time series data sets.
Since data clustering is an unsupervised learning task, we
merge their training and testing sets together. Statistics of
these data sets are summarized in Table 3.
We fed the features learned by the proposed framework
into the kMeans algorithm as our clustering method, and
compare it to the state-of-the-art time series clustering algo-
rithm k-Shape [Paparrizos and Gravano, 2015], which has
been shown to outperform many state-of-the-art partitional,
hierarchical, and spectral clustering approaches. Besides, we
also compare our method with clustering algorithms kMeans-
DTW and CLDS [Li and Prakash, 2011] since our ideas are
similar in some respects. kMeans-DTW is a popular time se-
ries clustering algorithm that uses DTW algorithm to measure
pairwise distances between data points. Although it looks
similar to the idea of our SPIRAL-kMeans that also utilizes
the DTW and kMeans algorithms, it is less desirable than
SPIRAL-kMeans mainly because: (i) kMeans-DTW suffers
from a very high computational cost since it needs to compute
the pairwise DTW distances between all the time series and
all the cluster centers at each iteration; and (ii) the DTW dis-
tance does not satisfy the triangle inequality, thus can make
the cluster centers computed by averaging multiple time se-
ries drift out of the cluster [Niennattrakul and Ratanama-
hatana, 2007]. By designing an efficient algorithm that only
needs to call the DTW function O(n log n) times and by em-
bedding time series data to the Euclidean space while preserv-
ing their original similarities, the proposed method SPIRAL
successfully addresses both these issues. Similar to the idea
of representation learning presented in this paper, CLDS also
learns a new feature representation of the time series data,
and then partition the learned representation via an EM-like
algorithm.
In this study, we use the normalized mutual information
(NMI for short) to measure the coherence between the in-
ferred clustering and the ground truth categorization. NMI
scales from 0 to 1, and a higher NMI value implies a bet-
ter partition. Each experiment is repeated five times, and the
performance averaged over the five trials is reported in Ta-
Table 3: Statistics of clustering data sets
Data sets number of length of number oftime series time series clusters
Swedish Leaf 1,125 128 15
Cricket X 780 300 12
uWGLX 4,478 315 8
50words 905 270 50
SLC 9,236 1,024 3
SC 600 60 6
ED 16,637 96 7
Table 4: Average NMI Scores of all the clustering algorithms.
N/A indicates that the clustering task cannot be completed
due to memory limitations..
Data sets SPIRAL k-Shape CLDS kMeans
-kMeans -DTW
Swedish Leaf 0.61 0.56 0.60 0.50
Cricket X 0.32 0.31 0.26 0.22
uWGLX 0.47 0.38 0.28 0.32
50words 0.68 0.50 0.56 0.53
SLC 0.60 0.56 0.41 N/A
SC 0.80 0.78 0.51 0.70
ED 0.35 0.23 0.2 0.24
ble 4. Compared to all the baseline algorithms, our clustering
method SPIRAL-kMeans yields the best performance on all
the seven data sets, indicating that it delivers the state-of-the-
art performance. In addition, SPIRAL-kMeans has a signifi-
cantly lower running time than all the baseline clustering al-
gorithms evaluated here. For instance, clustering the ED data
set takes k-Shape, CLDS, and kMeans-DTW 20, 57, and 114
minutes, respectively. As a comparison, our clustering algo-
rithm SPIRAL-kMeans only spends one minute and a half to
partition the ED data set.
We finally note that kMeans is just one choice of cluster-
ing algorithms that can take our learned features as the in-
put. By replacing it with some more advanced clustering al-
gorithms, it is expected to achieve an even better clustering
performance.
5 Conclusions
In this paper, we propose a similarity preserving representa-
tion learning framework for time series analysis. Given a set
of n time series, the key idea is to first generate a partially ob-
served similarity matrix withO(n log n) observed DTW sim-
ilarities, and then factorize this matrix to learn a new feature
representation. To this end, we propose the first optimization
parameter free algorithm for factorizing partially-observed
symmetric matrix. The proposed algorithm updates variables
via exact cyclic coordinate descent, and incurs a very low
computational cost in each iteration. The feature representa-
tion learned by the proposed framework preserves the DTW
similarities of the raw time series data, and is general enough
to be applied to a variety of learning problems. Our empirical
studies on both classification and clustering tasks verify the
effectiveness and efficiency of the proposed method.
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