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Abstract. We measure the large-scale cross-correlation of quasars with the Lyα forest ab-
sorption, using over 164,000 quasars from Data Release 11 of the SDSS-III Baryon Oscillation
Spectroscopic Survey. We extend the previous study of roughly 60,000 quasars from Data
Release 9 to larger separations, allowing a measurement of the Baryonic Acoustic Oscillation
(BAO) scale along the line of sight c/(H(z = 2.36) rs) = 9.0±0.3 and across the line of sight
DA(z = 2.36) / rs = 10.8± 0.4, consistent with CMB and other BAO data. Using the best
fit value of the sound horizon from Planck data (rs = 147.49 Mpc), we can translate these
results to a measurement of the Hubble parameter of H(z = 2.36) = 226 ± 8 km s−1 Mpc−1
and of the angular diameter distance of DA(z = 2.36) = 1590 ± 60 Mpc. The measured
cross-correlation function and an update of the code to fit the BAO scale (baofit) are made
publicly available.
Keywords: large-scale structure: redshift surveys — large-scale structure: Lyman alpha
forest — cosmology: dark energy
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1 Introduction
Fifteen years ago, two independent studies of the luminosity distance of type Ia supernovae
([1],[2]) showed that the Universe was undergoing an accelerated expansion. In order to
explain such an unintuitive result, different authors have suggested the need for a cosmological
constant in Einstein’s equations of general relativity, more profound modifications of the
gravitational theory, or the presence of a new energy component usually referred to as dark
energy.
Following this discovery, different cosmological probes have provided a wealth of new
data, allowing us to constrain the cosmological parameters of the model at a few-percent
level. The simplest possible solution, a flat universe with a cosmological constant, is able
to explain all current data [3], and ongoing and future cosmological surveys will continue to
reduce the errorbars of these measurements and place even more stringent constraints on the
models.
There are different observational probes that can measure the history of the accelerated
expansion (see [4] for a review). One is the measurement of the Baryon Acoustic Oscillation
(BAO) scale on the clustering of any tracer of the density field, which can be used as a cosmic
ruler to study the geometry of the Universe [5]. This technique has gained considerable
attention during the last decade, and the list of BAO measurements is rapidly increasing.
In theory, any tracer of the large-scale matter distribution can be used to measure BAO.
Even though the first measurements came from the clustering of low redshift galaxies (Sloan
Digital Sky Survey [6] at 0.2 < z < 0.4, Two-degree-Field Galaxy Redshift Survey [7] at
0.1 < z < 0.2), and the tightest constraints are obtained from intermediate redshift galaxy
surveys (WiggleZ Dark Enery Survey [8] at 0.4 < z < 0.8, Baryon Oscillation Spectroscopic
Survey [9] at 0.4 < z < 0.7), there are also a variety of undergoing or planned surveys
that aim to measure BAO at higher redshift from the clustering of x-ray sources (eROSITA
[10]), 21cm emission (Canadian Hydrogen Intensity Mapping Experiment 1, Baryon Acoustic
Oscillation Broadband and Broad-beam Array [11]), Lyα emitting galaxies (Hobby-Eberly
Telescope Dark Energy Experiment [12], Dark Energy Spectroscopic Instrument [13]) and
quasars (Extended Baryon Oscillation Spectroscopic Survey [14]).
The spatial distribution of neutral hydrogen, as traced by the Lyman-α forest (Lyα
forest) can also be used to measure BAO. The first measurement of the three-dimensional
large-scale structure of Lyα absorption was presented in [15], using over 14,000 spectra from
the first year of BOSS. This study was extended using approximately 50,000 quasar spectra
from the ninth data release of SDSS (DR9, [16]), and the first detections of the BAO at
z = 2.4 were presented in [17], [18] and [19].
Using the same set of spectra, [20] presented an analysis of the large scale cross-
correlation of quasars and the Lyα absorption. In this analysis the cross-correlation was
1http://chime.phas.ubc.ca/
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clearly detected up to separations of r ∼ 70h−1 Mpc, and was accurately described by a lin-
ear bias and redshift-space distortion theory for comoving separations r > 15h−1 Mpc. Their
measurement of the quasar bias of bq = 3.64± 0.14 was fully consistent with measurements
of the quasar auto-correlation function at the same redshift, e.g., [21].
In this paper, we use over 164,000 quasars from the eleventh data release of SDSS
(DR11, which will be publicly released at the end of 2014 together with DR12) to extend
the measurement of the cross-correlation to larger separations, and we present an accurate
determination of the BAO scale in cross-correlation at high-redshift (z ∼ 2.4).
Throughout, we use the fiducial cosmology (Ωm = 0.27, ωb = 0.0227, h = 0.7, σ8 = 0.8,
ns = 0.97) that was used in the previous Lyα BAO measurements ([17], [18], [19]). We
use the publicly available code CAMB [22] to compute the comoving distance to the sound
horizon at the redshift at which baryon-drag optical depth equals unity, zdrag = 1059.97, and
obtain a value of rs = 149.72 Mpc. Some previous BAO studies have used the equations from
[23] to compute the value of rs, resulting in a few percent difference with respect to the value
computed with CAMB, as discussed in [3].
We start by introducing our data sample in section 2. In section 3 we present our
measurement of the quasar-Lyα cross-correlation and summarize our analysis method. In
section 4 we describe our fits of the BAO scale, present our main results, and test possible
systematic effects. In section 5 we compare our results with previous BAO measurements at
similar redshifts.
2 Data Sample
In this section we describe the data set used in this study, and present a series of references
for further details.
The eleventh Data Release (DR11) of the SDSS-III Collaboration ( [24], [25], [26], [27],
[28], [29] ) contains all spectra obtained during the first four years of the Baryon Oscillation
Spectroscopic Survey (BOSS, [30]), including spectra of 238,978 visually confirmed quasars.
The quasar target selection used in BOSS is summarized in [31], and combines different
targeting methods described in [32], [33], and [34].
In this study we measure the cross-correlation of two tracers of the underlying density
field: the number density of quasars and the Lyα absorption along a set of lines of sight. We
will use the term “quasar sample” to refer to the quasars used as tracers of the density field,
and the term “Lyα sample” to refer to those quasar lines of sight where the Lyα absorption
is measured.
2.1 Quasar sample
We use a preliminary version of the DR11Q quasar catalog, an updated version of the DR9Q
catalog presented in [35]. This catalog contains a total of 238,978 visually confirmed quasars,
distributed in an area of 8976 square degrees in two disconnected parts of the sky: the South
Galactic Cap (SGC) and the North Galactic Cap (NGC). To avoid repeated observations of
the same object, we only use quasars in the catalog that have the SPECPRIMARY flag [30].
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The performance of the BOSS spectrograph rapidly deteriorates at wavelengths bluer
than λ ∼ 3650 A˚, corresponding to a Lyα absorption of z = 2; this wavelength sets the lower
limit in the redshift range used in this study. Since the number of identified quasars drops
rapidly at high redshift, we restrict our quasar sample to those with redshifts in the range
2.0 ≤ zq ≤ 3.5. This redshift constraint reduces the number of quasars used as tracers of the
density field to 164,017. In this paper we use the Z VI redshift estimate from [35].
2.2 Lyα sample
Not all spectra from the quasar sample are included in our Lyα sample. We first drop the
spectra from quasars with a redshift lower than zq = 2.15, since only a small part of their
Lyα forest can be observed with the BOSS spectrograph. This choice reduces the number of
spectra to 153,496.
During the visual inspection, Broad Absorption Line quasars (BAL) are identified [35].
We discard any spectra from BAL quasars, reducing the number of spectra to 136,431. We
finally exclude spectra with less than 150 pixels covering the Lyα forest, further reducing
the number of spectra used in the Lyα sample to 130,825. We use the same definition
of the Lyα forest as in [36], which contains all pixels in the rest-frame wavelength range
1040 A˚ ≤ λrest ≤ 1200 A˚.
In the left panel of figure 1 we show the redshift distribution of objects in the quasar
sample (red in the NGC, blue in the SGC) and the distribution of these quasars that have
spectra included in the Lyα sample (green in the NGC, purple in the SGC).
We use an updated (DR11) version of the Damped Lyman α system (DLA) catalogue
from [37], based on DLA profile recognition as described in [38], to mask the central part of
DLA in the spectra (up to a transmitted flux fraction of F < 0.8), and correct the rest of
the spectra using the inferred Voigt profile.
We correct the noise estimate from the pipeline using the method described in [17].
Following the same reference, we rebin our spectra by averaging the flux over three adjacent
pipeline pixels. These new pixels have a width of 210 km s−1, ∼ 2 h−1 Mpc at the redshift
of interest, much smaller than the minimum separation in which we are interested (r >
40h−1 Mpc), and smaller than the width of the BAO peak (∆r ∼ 25h−1 Mpc). We will use
the term “pixel” to refer to these rebinned pixels.
2.3 Independent sub-samples
In section 3 we explain the method to estimate the covariance matrix of our measurement.
To reduce the required computing time, the survey is split into 66 sub-samples with a similar
number of quasars and combine the measurement of each sub-sample assuming that they are
independent. The right panel of figure 1 shows the different sub-samples, 51 of them in the
north galactic cap (NGC) and 15 in the south (SGC).
These sub-samples are also used in section 4 to compute bootstrap errors on the best
fit parameters. Since we are interested in scales smaller than 150h−1 Mpc and the typical
area of these sub-samples is roughly (800h−1 Mpc)2 (140 deg2 at z = 2.4), the assumption
that the sub-samples are independent is justified.
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Figure 1: Left panel: Redshift distribution of the 164,017 quasars used as density tracers
(red in NGC, blue in SGC), and of the 130,825 quasars with Lyα spectra (green in NGC,
purple in SGC). Right panel: DR11 footprint in J2000 equatorial coordinates with the 66
sub-samples indicated in different colors.
3 Cross-correlation
In this section we briefly describe the method used to measure the cross-correlation and its
covariance matrix, referring the reader to previous publications for a detailed explanation
([39], [20]), and present the measured cross-correlation.
3.1 Continuum fitting
The first step necessary to estimate the Lya transmitted flux fraction F (λ) = e−τ(λ) from a
set of pixels with flux f(λ) is estimating the quasar continuum, Cq(λ),
F (λ) =
f(λ)
Cq(λ)
. (3.1)
Among various approaches for the determination of the continuum available in the
literature, we use Method 2 in [17], which is also being used for the analysis of the BAO
Lya autocorrelation for DR11 [36]. This method assumes that all quasars have the same
continuum C¯(λrest), except for a linear multiplicative function that varies for each quasar:
Cq(λ) = (aq + bqλ)C¯(λrest) , (3.2)
where aq and bq are fitted to match an assumed probability distribution function (PDF), as
explained in [17].
The construction of the continuum is a critical step for those Lyα studies focused on
the line of sight power spectrum or in the flux PDF, where errors in the continuum fitting
can systematically bias the results. In three dimensional clustering measurements of Lyα
absorption, one would expect that the continuum fitting errors in different lines of sight are
uncorrelated, getting rid of any potential bias in the measurement. However, as noted by [15],
if the continuum of each quasar is rescaled in order to match an external mean transmission
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or flux PDF, the errors in the continuum fitting will be correlated with large scale density
fluctuations. We discuss this issue further in section 3.4.
In section 4 (table 1) we present an alternative analysis using a different method to fit
the continua, based on the Principal Component Analysis (PCA) presented in [40], and show
that the measurement of the BAO scale is in very good agreement with our fiducial analysis.
3.2 From flux to δF
Using the continua described above, we now measure the mean transmitted flux fraction
F¯ (z), also known as the “mean transmission”. The redshift of absorption z is related to the
observed wavelength λ by the Lyα transition line λα = 1216 A˚ = λ/(1 + z) . We measure
the mean transmission as a function of redshift, in Nz = 300 bins between 1.9 ≤ z ≤ 3.4,
F¯ (z) =
〈
f(λ)
Cq(λ)
〉
, (3.3)
where the average is computed over all pixels in each redshift bin. The Lyα absorption
fluctuation is then defined as
δF =
f
CqF¯
− 1 . (3.4)
As noted in [17], there are sharp features in the measurement of the mean transmission
due to imperfections in the calibration vector of the BOSS data reduction pipeline. We do
not expect this error to bias our results on the quasar-Lyα cross-correlation because it should
be corrected when the quasar spectra are divided by the measured mean transmission, and
any residual errors are not expected to correlate with the quasar detection efficiency that
varies across the BOSS survey area.
3.3 Estimator and covariance matrix
We estimate the cross-correlation ξA between quasars and Lyα absorption, in a bin rA,
employing the same method that was used in previous analyses of cross-correlations in BOSS
([39], [20]):
ξˆA =
∑
i∈Awi δFi∑
i∈Awi
, (3.5)
where the sum is over all pixels i that are at a separation ri in bin A from a quasar, and where
the weights wi are computed independently at each pixel from the pipeline noise variance
and assuming a model for the intrinsic Lyα absorption variance (equation 3.10 in [39]).
The covariance matrix of the correlation measurements in two bins A and B, C˜AB, is
too large to be computed using resampling techniques or from synthetic data sets. Instead
we use an analytical estimate similar to the method used in Lyα auto-correlation analyses
([15],[36]), which was first applied to cross-correlations studies in [39] :
C˜AB ≡
〈
ξˆAξˆB
〉
−
〈
ξˆA
〉〈
ξˆB
〉
=
∑
i∈A
∑
j∈B wi wj C
F
ij∑
i∈Awi
∑
j∈B wj
, (3.6)
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where CFij = 〈δFiδFj〉 is the correlation of the Lyman alpha fluctuations δF measured in
pixels i and j, separated in redshift space by rij , and includes both the cosmological signal
and the contribution from instrumental noise when i = j. In this study, we further simplify
the calculation by ignoring the correlation among Lyα pixels in different lines of sight.
This method assumes Gaussian errors and ignores the contribution from cosmic variance,
a reasonable approximation given the large volume of the survey and its sparse sampling. We
also assume that the variance in the quasar density field is dominated by shot noise, which
is justified on the same grounds. It is useful to examine these assumptions in Fourier space
(see appendix B for an extended discussion on this). The variance in the measurement of
the cross-power spectrum PqF (k) for a single Fourier mode k can be approximated by :
var (PqF (k)) = PqF (k)
2 +
(
Pqq(k) + n
−1
q
) (
PFF (k) + P
1D(kµ) n−1eff
)
, (3.7)
where nq is the quasar density, Pqq the quasar auto-power spectrum, PFF the Lyα auto-power
spectrum, P 1D the line of sight Lyα power spectrum and neff the effective density of Lyα
lines of sight as defined in [41]. Ignoring cosmic variance is equivalent to removing the term
P 2qF , while assuming that quasars are shot-noise dominated is equivalent to removing the
Pqq term. These approximations are supported by the analysis of the various terms in this
equation presented in B.
We use 16 bins of constant width 10h−1 Mpc in transverse separation r⊥, up to a
maximum separation of r⊥ < 160h−1 Mpc. Since r‖ can be positive (pixel behind the quasar)
or negative (pixel in front of the quasar) we use 32 bins in r‖ with the limits −160h−1 Mpc <
r‖ < 160h−1 Mpc. We use a single bin in redshift, ranging from 2.0 < z < 3.4. Other BAO
studies that measure the correlation in multipoles, or grids defined in the (r =
√
r2‖ + r
2
⊥,
µ = r‖/r) plane, use narrower bins in order to better resolve the BAO peak. Coarser bins can
be used in studies where the correlation is measured in the (r‖,r⊥) plane, since each point
corresponds to a different value of r. For instance, we cover 48 different values of r in the
range 90h−1 Mpc < r < 120h−1 Mpc.
As discussed in ??, the cross-correlations and their covariance matrices are measured
in 66 sub-samples (shown in figure 1), ξˆα and C˜α. Assuming that these are independent, the
optimal way to combine them is:
C˜−1 =
∑
α
C˜−1α , ξˆ = C˜
∑
α
C˜−1α ξˆα . (3.8)
When measuring the correlation in one of the sub-samples we only use Lyα pixels from
spectra in that given part of the sky. However, we cross-correlate the absorption in these
pixels not only with quasars from the sub-sample, but also with quasars in the neighboring
sub-samples. We are therefore not losing any interesting quasar-pixel pairs, at the expense
of adding a small correlation between the different measurements.
3.4 Measured cross-correlation
The quasar-Lyα cross-correlation that is obtained with the method just described is plotted
in the left panel of figure 2. The model that we use to fit its functional form has two
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Figure 2: Left panel: Observed quasar-Lyα cross-correlation, r2ξ(r‖, r⊥), as a function of
line of sight (r‖) and transverse (r⊥) separations. Mid panel: Cosmological contribution to
the best fit model (see next section). Right panel: contribution of the broadband distortion
to the best fit model. The fit to the observed cross-correlation is the sum of the middle and
right panels. As discussed in the text, the asymetric nature of the broadband distortion can
be explained by the continuum fitting method.
components: first, the theoretical cross-correlation function in the absence of systematics,
and second, a broadband function that models systematic distortions that are introduced
into the measurement. This will be described in detail in section 4, but it is useful to discuss
now the general reason to fit a model with these two terms.
The middle panel in figure 2 shows the cosmological component of the best fit model, and
the right panel is the broadband distortion part. The fit to the observed cross-correlation
is the sum of the functions in the middle and right panels. The shape of the broadband
distortion and its asymetric nature can be explained by our method to determine the quasar
continuum, which involves fitting a multiplicative function aq + bqλ to each spectrum to
match an assumed PDF of the transmission F . This effectively removes large-scale power
in the observed Lyα forest: roughly speaking, the mean value and the gradient of the large-
scale density fluctuations over the line of sight of each Lyα spectrum are removed by the
continuum fitting operation.
The distortion effect that this introduces on three-dimensional correlation measurements
was first discussed in the context of the Lyα auto-correlation in Appendix A of [15]. The
corresponding distortion on the cross-correlation was considered in [39], where it was modeled
and computed in terms of the quasar redshift distribution and the interval of the observed
Lyα forest spectra. This expected distortion, plotted in figure 17 of [39], is a strong function
of r⊥ and a weaker function of r‖, and is asymetric under a sign change of r‖ because the
average quasar redshift is higher than the average Lyα pixel redshift.
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An analytical prescription to correct for this distortion in the fitted theoretical model
was presented in [39], valid for the simpler continuum fitting method that was used there.
This was crucial for that work and in [20], where the goal was to accurately measure the full
shape of the cross-correlation to obtain the bias and redshift distortion parameters.
In this paper, our goal is to measure the position of the BAO peak without any depen-
dence on possible systematics in our modeling of the broadband shape of the cross-correlation.
We therefore decide not to apply any correction to the theoretical model. Instead, a broad-
band term is added to the cross-correlation with enough free parameters to absorb a generic
smooth distortion, as explained in section 4. This approach, also used in the recent BAO
measurements from the Lyα auto-correlation ([17], [18], [19]), relies on the narrowness of
the BAO peak, which decouples its position from the broadband shape. Unfortunately, this
degrades our ability to measure the bias and redshift distortion parameters because they are
affected by the broadband model.
4 Fitting the BAO Scale
In this section we describe the method used to measure the scale of the Baryon Acoustic
Oscillations (BAO) from the measured cross-correlations, and present our main results. We
conclude with a detailed analysis of possible sources of systematic errors.
4.1 BAO model
We adapted the publicly available fitting code baofit [19] to work with cross-correlations.
The code can be downloaded from the URL in footnote 2, together with the measured cross-
correlation and its covariance matrix, as described in appendix A.
A detailed description of the fitting code can be found in [19]; here we only summarize
the main points and highlight the differences between fitting the Lyα auto-correlation and
the quasar-Lyα cross-correlation.
We model the measured cross-correlation ξ(r‖, r⊥) as a sum of the cosmological cor-
relation ξcosmo and a broadband distortion term ξbb due primarily to continuum fitting (as
discussed in section 3.4)
ξ(r‖, r⊥) = ξcosmo(r‖, r⊥, α‖, α⊥) + ξbb(r‖, r⊥) . (4.1)
The quantity ξcosmo is described as a sum of two terms
ξcosmo(r‖, r⊥) = ξsmooth(r‖, r⊥) + apeak · ξpeak(r‖α‖, r⊥α⊥) , (4.2)
where apeak controls the amplitude of the BAO peak. The correct ξcosmo in the Cold Dark
Matter standard model is obtained only for apeak = 1, which we use in all of our analyses
except when we want to test the consistency of our results with the prediction for the peak
amplitude (row labeled AMP in table 1).
2http://darkmatter.ps.uci.edu/baofit/
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The main goal of this study is to measure the scale of BAO relative to the fiducial
cosmological model, along the line of sight α‖ and across the line of sight α⊥:
α‖ =
[DH(z¯)/rs]
[DH(z¯)/rs]fid
, α⊥ =
[DA(z¯)/rs]
[DA(z¯)/rs]fid
, (4.3)
where rs is the sound horizon, DH(z) = c/H(z) is the Hubble distance, and DA(z) the
comoving angular diameter distance. The mean redshift of our measurement is z¯ = 2.36.
The scale factors (α‖,α⊥) only appear in the peak part of the correlation, to ensure that
no information comes from the broadband shape. A detailed description of the decomposition
of the cosmological signal into a peak and a smooth component can be found in [19].
4.1.1 Theoretical model for the cross-correlation
We model the cosmological correlation ξcosmo(r) as the 3D Fourier transform of the cross-
power spectrum PqF (k):
PqF (k) = bq
[
1 + βqµ
2
k
]
bF
[
1 + βFµ
2
k
]
P (k) , (4.4)
where bq is the linear bias of quasars, bF the linear bias of Lyα forest, and βq and βF the
redshift space distortion parameters for quasars and Lyα forest. The matter power spectrum
is P (k), which includes the non-linear broadening of the peak [19] and µk is the cosine of the
angle between the Fourier mode vector k and the line of sight.
Following [20] we leave two of the four bias parameters free (bq and βF ) and derive the
other two from them, using the well-constrained combination bF (1 + βF ) = −0.336 ± 0.03
[15] and the Kaiser relation bqβq = f(Ωm) [42], where f(Ωm) is the logarithmic growth
rate of structure. Note that the same relation does not apply to the Lyα forest (e.g., [15]).
These values of the bias parameters are defined at z = 2.25, and we translate them to our
mean redshift z¯ = 2.36 assuming that only bF evolves with redshift, following (bF (z)g(z))
2 ∝
(1 + z)3.8, where g(z) is the linear growth factor (as discussed in [15]).
4.1.2 Quasar redshift errors
Determining precise quasar redshifts is a difficult task. As noted in [20], quasar redshift errors
have two main effects on the cross-correlation: a) the r.m.s. in the quasar redshift estimates
(σz ∼ 500 km s−1) smooths the cross-correlation along the line of sight (with an equivalent
effect on the quasar auto-correlation, [21]); b) a systematic offset in the BOSS redshift
estimates shifts the cross-correlation along the line of sight by a non-negligible amount ∆z ∼
−180 km s−1 (see [20]).
Since we restrict our analysis to large separations (r > 40h−1 Mpc), we do not expect
quasar redshift errors to have a significant impact on our fits. We leave ∆z as a free parameter
in all our fits, presenting our results after marginalizing over it. We do not include an explicit
σz parameter since it would be highly degenerate with the non-linear broadening model.
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βF bq apeak α α‖ α⊥ χ2 (d.o.f)
FID 1.09± 0.29 3.02± 0.22 - - 1.042± 0.034 0.930± 0.036 426.4 (420)
ISO 1.09± 0.30 3.00± 0.22 - 0.988± 0.022 - - 429.5 (421)
NW 1.13± 0.34 2.71± 0.21 - - - - 448.5 (422)
AMP 1.14± 0.32 3.02± 0.22 1.15± 0.24 - 1.041± 0.033 0.933± 0.035 426.0 (419)
PCA 1.54± 0.42 3.14± 0.22 - - 1.052± 0.035 0.922± 0.044 474.7 (420)
Table 1: Best fit parameters for different analyses : fiducial BAO fit (FID), istropic BAO
fit (ISO), non-BAO fit (NW), fit with free amplitude (AMP) and using a continuum fitting
method based on a Principal Component Analysis (PCA, [40]).
4.1.3 Broadband distortion
All BAO analyses to date have used a broadband model that parameterizes each multipole
as a function of r, or a parameterization as a function of (r,µ) as in [18]. However, the
shape of the distortion discussed in section 3.4 that is introduced into the cross-correlation
by the continuum fitting operation is better separated in terms of the (r‖, r⊥) coordinates, as
inferred from the analysis that was presented in [39] (see their figure 17). In this figure, one
can see that the distortion decreases rapidly with r⊥, and it has a non-trivial r‖ dependence.
Therefore, we use the following parameterization for the broadband distortion model:
ξbb(r‖, r⊥) =
imax∑
i=imin
jmax∑
j=jmin
bij r
i
‖ r
j
⊥ , (4.5)
where the sums are understood to be over consecutive integers, and they go from imin = 0
to imax = 2, and from jmin = −3 to jmax = 1 in our fiducial analysis. The dependence of our
results on the broadband distortion model is discussed in section 4.3.
4.2 BAO fits
Our fiducial BAO fit is performed over the separation range 40h−1 Mpc < r < 180h−1 Mpc
using a broadband model with (imin = 0, imax = 2, jmin = −3, jmax = 1). The total number
of bins included is 440, and the number of free parameters is 20: α‖, α⊥, βF , bq, ∆z and the
15 parameters bij in our broadband distortion model. In table 1 we present the best fit values
for our fiducial analysis, and for a series of illustrative alternative analyses: an isotropic BAO
analysis (ISO) imposing α ≡ α‖ = α⊥; a no-wiggles fit (NW) with apeak = 0; a fit allowing
the amplitude of the peak apeak to vary (AMP); and a fit using a different method to fit the
continua based on a Principal Component Analysis (PCA, [40]).
The BAO peak position is significantly measured to an accuracy better than ∼ 4% both
along and across the line of sight directions. The measured amplitude of the BAO peak is
consistent with the expected in our fiducial model.
In figure 3 we present the main result of this paper: the value of ∆χ2 as a function of
(α‖,α⊥) for our fiducial BAO analysis, fully marginalized over the other 18 free parameters.
The solid contours correspond to ∆χ2 = 2.27, 5.99 and 11.62, equivalent to likelihood con-
tours of 68%, 95% and 99.7% for a Gaussian likelihood. The fiducial model is consistent at
the ∼ 1.5σ level.
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Figure 3: ∆χ2 as a function of α‖,α⊥ (defined in equation 4.3) in our fiducial analysis,
after marginalizing over the remaining 18 parameters. The solid contours correspond to
∆χ2 = 2.27, 5.99 and 11.62, equivalent to Gaussian probabilities of 68%, 95% and 99.7%.
The fiducial model is consistent at the ∼ 1.5σ level.
We can translate our measurement of (α‖,α⊥) to a measurement of the Hubble pa-
rameter and the angular diameter distance at our mean redshift z = 2.36, up to a factor
rs:
c/(H(z = 2.36) rs) = 9.0± 0.3 , DA(z = 2.36) / rs = 10.8± 0.4 . (4.6)
Using the best fit value of the sound horizon from the Planck collaboration (rs =
147.49 Mpc) [3] 3, we can present the results as:
H(z = 2.36) = 226± 8 km s−1 Mpc−1 DA(z = 2.36) = 1590± 60 Mpc . (4.7)
4.3 Systematic tests
Table 2 presents the dependence of our results on the broadband model for our fiducial
analysis. We start by presenting the results in the absence of any broadband distortion term
(NO BB row), and we increasingly add more free parameters to our model in an attempt to
remove the distortion caused by the continuum fitting method (see Figure 17 of [39]). Adding
a single constant (BB 0) does not improve the fit, but adding a r−1⊥ term reduces the best
fit χ2 by 30. The goodness of fit keeps improving while adding new free parameters, until
it saturates close to our fiducial model (BB 7), after which adding new parameters does not
improve the fit much. The BAO results are very insensitive to the chosen broadband function
form for all models with more than 6 free parameters (BB 4 - BB 14), and even the model
with only 2 free parameters gives very similar results.
3Table 2, column with 68% limits for Planck+WP.
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Model Nbb βF bq α‖ α⊥ χ2 Prob
NO BB (-) 0 2.85± 0.62 2.75± 0.16 1.049± 0.039 0.902± 0.048 0.056
BB 0 (0, 0, 0, 0) 1 2.87± 0.62 2.75± 0.16 1.050± 0.039 0.902± 0.048 0.054
BB 1 (0, 0, -1, 0) 2 1.55± 0.30 2.73± 0.16 1.038± 0.039 0.921± 0.041 0.255
BB 2 (0, 1, -1, 0) 4 1.51± 0.29 2.75± 0.16 1.039± 0.038 0.921± 0.040 0.254
BB 3 (0, 2, -1, 0) 6 1.22± 0.25 2.94± 0.18 1.047± 0.036 0.916± 0.040 0.318
BB 4 (0, 2, -2, 0) 9 0.91± 0.22 3.11± 0.20 1.044± 0.035 0.927± 0.037 0.350
BB 5 (0, 2, -2, 1) 12 0.95± 0.23 3.14± 0.21 1.043± 0.034 0.933± 0.036 0.397
BB 6 (0, 2, -3, 0) 12 0.94± 0.24 3.05± 0.22 1.047± 0.035 0.924± 0.037 0.381
BB 7 (0, 2, -3, 1) 15 1.09± 0.29 3.02± 0.22 1.042± 0.034 0.930± 0.036 0.404
BB 8 (0, 3, -2, 1) 16 0.88± 0.22 3.14± 0.21 1.043± 0.033 0.932± 0.036 0.467
BB 9 (0, 3, -3, 1) 20 1.01± 0.27 3.01± 0.22 1.042± 0.034 0.929± 0.036 0.463
BB 10 (-1, 3, -2, 1) 20 0.89± 0.22 3.14± 0.21 1.045± 0.033 0.931± 0.036 0.443
BB 11 (0, 4, -2, 1) 20 0.74± 0.18 3.23± 0.26 1.052± 0.034 0.930± 0.035 0.525
BB 12 (0, 5, -2, 1) 24 0.80± 0.23 3.17± 0.27 1.051± 0.034 0.932± 0.035 0.517
BB 13 (0, 4, -2, 2) 25 0.75± 0.21 3.15± 0.28 1.052± 0.034 0.923± 0.035 0.514
BB 14 (0, 4, -3, 1) 25 0.90± 0.27 3.03± 0.28 1.047± 0.035 0.929± 0.036 0.513
Table 2: Best fit parameters for different broadband distortion models, defined by their
values of (imin,imax,jmin,jmax) in equation 4.5. Nbb is the total of free parameters of the
broadband distortion model. The last column shows the probability inferred from the χ2
value in the fit and the number of degrees of freedom (different in each row). The first row
(NO BB) shows the results for a fit without distortion, and row BB 7 corresponds to our
fiducial model.
Table 3 presents the dependence on the separation range over which the cross-correlation
is fitted, when the maximum separation is modified from the fiducial value of 180h−1 Mpc
to 170h−1 Mpc (RMAX 170) or to 190h−1 Mpc (RMAX 190), and the minimum separation
from 40h−1 Mpc to 30h−1 Mpc (RMIN 30) or to 50h−1 Mpc (RMIN 50). The last three rows
show the results of restricting the range of the angle cosine µ = r‖/r to ‖µ‖ < 0.8 (MU 08),
‖µ‖ < 0.9 (MU 09), or ‖µ‖ < 0.95 (MU 095). The results in this table show that the BAO
measurement in general has little dependence on the fitting range. The broadband distortion
is most important for separations near the line of sight (i.e., ‖µ‖ near one), but the removal
of this most contaminated part does not significantly alter the BAO peak position that is
obtained, except in the MU 095 case where the position that is obtained shifts to a value
closer to the expected one in our fiducial model by nearly 1σ.
4.4 Test of the covariance matrix
In table 1 we can see that the χ2 value in our fiducial fit is good, in the sense that it
is compatible with being drawn from a χ2 distribution with mean equal to the degrees of
freedom in the problem, i.e., the number of bins used in the fit (440) minus the number of
free parameters (20).
In order to test our estimate of the covariance matrix, we examine the distribution
of χ2 for its different eigenmodes. The results of this test are compared to a zero-mean
Gaussian with variance (440 − 20)/440 in figure 4. The agreement supports the validity of
our covariance matrix.
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βF bq α‖ α⊥ χ2 (d.o.f)
FID 1.09± 0.29 3.02± 0.22 1.042± 0.034 0.930± 0.036 426.4 (420)
RMAX 170 1.07± 0.28 3.07± 0.22 1.046± 0.034 0.926± 0.036 397.4 (394)
RMAX 190 1.05± 0.27 3.04± 0.22 1.042± 0.034 0.929± 0.036 438.3 (436)
RMIN 30 1.03± 0.21 2.85± 0.14 1.043± 0.035 0.930± 0.038 443.5 (430)
RMIN 50 1.65± 0.71 3.01± 0.34 1.044± 0.034 0.923± 0.038 407 (406)
MU 08 2.26± 2.0 2.61± 0.38 1.025± 0.088 0.937± 0.055 257.1 (244)
MU 09 1.39± 0.89 2.73± 0.41 1.023± 0.054 0.938± 0.041 306.7 (302)
MU 095 0.88± 0.32 3.13± 0.27 1.009± 0.041 0.949± 0.037 353.6 (344)
Table 3: Best fit parameters for the fiducial analysis (FID), and different fitting ranges (in
h−1 Mpc). The last rows show the results when using only bins that are far from the line of
sight, with |µ| < 0.8 (MU 08), |µ| < 0.9 (MU 09) and |µ| < 0.95 (MU 095).
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Figure 4: Histogram of χ2 values for the different eigenmodes of the covariance matrix,
compared to a zero-mean Gaussian with variance (440 − 20)/440, where 440 is the number
of bins in the fit, and 20 is the number of free parameters. The agreement between the
distributions supports the validity of our covariance matrix.
4.5 Alternative uncertainty estimates of the BAO scales
The error on the fitted parameters reported so far have been computed from the second
derivatives of the log-likelihood function at its maximum, assuming this likelihood function
to be Gaussian at 1σ. The BAO scale uncertainties in the fiducial analysis obtained in this
way are 0.034 for α‖ and 0.036 for α⊥. An alternative error estimate can be computed
from the full likelihood surface in figure 3, without assuming a Gaussian likelihood. The
uncertainties obtained in the fiducial analysis are then 0.032 for α‖ and 0.036 for α⊥, in good
agreement with the previous ones.
Both these estimates rely on the accuracy of the covariance matrix that we have com-
puted as described in section 3. We test this by computing an alternative bootstrap error on
the BAO scale parameters, that does not rely on our covariance matrix. We generate 1,000
bootstrap realizations of the survey [43], combining the measurements from the 66 different
sub-samples. The fitting analysis is done for each realization, and the uncertainties on α‖
and α⊥ are computed from their distribution of best fit values. The resulting uncertainties
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on the BAO scales are 0.031 on α‖ and 0.036 on α⊥, in excellent agreement with the previous
estimates.
4.6 Visualizing the BAO Peak
Even though we do not use multipoles anywhere in our analysis, we present here a fit of
the multipoles from the measured cross-correlation in order to better see the BAO peak in
the data. We start by constructing a multipole expansion of our measured cross-correlation,
ξ(r‖, r⊥), using a linear least-squares fit to:
ξ(r, µ) =
∑
l
Ll(µ)ξl(r) , (4.8)
where r =
√
r2‖ + r
2
⊥ and µ = r‖/r, Ll(x) is the Legendre polynomial of order l and ξl(r) are
the multipoles we wish to measure.
In figure 2 we show the measured cross-correlation, as a function of line of sight (r‖)
and transverse (r⊥) separation, together with our best fit model. From the right panel of the
figure, one can see that the best fit model of the broadband distortion is asymmetric with
respect to r‖ = 0. Therefore we expect a net non-zero contribution from odd multipoles. For
the purpose of visualization, however, we only fit the monopole (l = 0) and the quadrupole
(l = 2), since these two multipoles contain most of the cosmological infomation. We use
36 equidistant interpolation points separated by 4h−1 Mpc and ranging from 40h−1 Mpc to
180h−1 Mpc.
Our estimates of the multipoles at different separations are highly correlated. In order
to improve the visualization of the BAO peak, we apply a correction to the multipoles based
on the analysis presented in [19]. We start by examining the eigenmodes of the covariance
matrix and identify a particular mode being essentially a DC offset of the monopole, and
therefore responsible for much of the correlations between separations. We then project out
the mode from the data and its covariance matrix, and refit for the distortion while keeping
all other parameters fixed from the baseline best fit.
Figure 5 shows the resulting monopole and quadrupole of the quasar-Lyα cross-correlation,
expressed as the transverse correlation, ξ(r, µ = 0) = ξ0(r) − ξ2(r)/2 (left panel), and the
parallel correlation ξ(r, µ = 1) = ξ0(r) + ξ2(r). We superimpose a fit with all parameters
fixed from the 2D BAO fit except for the distortion. The solid black curve shows the best
fit, the red dashed curve is the BAO-only part (with parameters fixed from the 2D fit), and
the green dotted curve shows the distortion, which is parabolic after r2 weighting. Since the
Lyα fluctuation is defined in equation 3.4 as a transmission fluctuation, positive values of δF
reflect negative density fluctuations, implying a negative value for the bias factor bF . This
explains why the BAO feature in the quasar-Lyα cross-correlation appears as a dip instead
of a peak, as seen in figure 5.
The orange curve in figure 5 shows the predicted cross-correlation for our fiducial cos-
mological model with α‖ = α⊥ = 1, and an amplitude determined by a quasar bias factor
bq = 3.64 and a Lyα redshift distortion parameter βF = 1.1, as measured in [20]. The fact
that this model is consistent with the best fit that is obtained here to the DR11 data proves
that our result is consistent with that obtained in [20] using the DR9 data, and that the
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Figure 5: Transverse (left) and parallel (right) correlations, defined as ξ(r, µ = 0) = ξ0(r)−
ξ2(r)/2 and ξ(r, µ = 1) = ξ0(r) + ξ2(r), after projecting out the mode responsible for most
of the correlation between separations. The best fit theory is shown in a solid black curve,
its BAO-only part in a red dashed curve and the distortion in a dotted green curve. The
orange dot-dashed curve shows the cosmological signal for our fiducial cosmology (α = 1),
using a quasar bias of bq = 3.64 and a Lyα redshift-space distortion parameter βF = 1.1,
as measured in [20]. All datapoints and lines are weighted by r2 and are plotted after the
projection (see text for details).
different values that are obtained in our fit for bq and βF are caused by our addition of an
arbitrary broadband function, with parameters that are degenerate with bq and βF . The
amplitude of the BAO dip, as visualized in figure 5, is consistent with our expectation. This
is seen also in the model AMP in table 1, where the parameter apeak has a best fit value
that is consistent with unity. A model with a suppressed BAO peak (model NW in table 1)
has a χ2 that is worse than our fiducial model by 20, although we warn that this is not to
be directly interpreted as a statistical significance of a BAO detection because our likelihood
function is not necessarily Gaussian. In any case, our interest here lies in the statistical
constraint obtained on the BAO scale, rather than the significance of the BAO detection in
the quasar-Lyα cross-correlation only.
5 Discussion & Conclusions
We have presented a measurement of the quasar - Lyα cross-correlation using approximately
164,000 quasars from the eleventh Data Release (DR11) of SDSS. We are able to measure
the BAO scale along and across the line of sight (α‖, α⊥) with an uncertainty of 3.4% and
3.6% respectively. The measurement is in agreement with our fiducial cosmology well within
the 95% confidence level.
We have checked the robustness of our measurement under changes of broadband mod-
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els, separation range used, and different error estimates. As discussed in section 3.4, we are
not particularly careful in our treatment of the non-BAO part of the cross-correlation. How-
ever, the best fit values for the bias parameters of both quasars and Lyα forest are roughly
consistent with previous analyses, with rather large uncertainties since we only use large
separations to measure the BAO scale.
In table 4 we compare the results with other BAO measurements at the same redshift
from the Lyα auto-correlation measured with DR9 ([17], [18]). We also present our results
when using only data from DR10. Assuming that the uncertainties in these BAO measure-
ments scale with the inverse of the square root of the survey area, we can extrapolate them
from DR9 to DR11, using
√
ADR11/ADR9 = 1.60. We show these extrapolations in the last
two rows of table 4.
Analysis Probe Data Release α α‖ α⊥
Busca 2013 Auto DR9 1.01± 0.03 - -
Slosar 2013 Auto DR9 0.98± 0.020 0.99± 0.035 0.98± 0.070
This work Cross DR10 1.00± 0.027 1.06± 0.038 0.91± 0.041
This work Cross DR11 0.99± 0.022 1.04± 0.034 0.93± 0.036
Busca 2013 Auto to DR11 ±0.019 - -
Slosar 2013 Auto to DR11 ±0.013 ±0.022 ±0.046
Table 4: Comparison of different BAO analysis at z ∼ 2.4 from BOSS, from the auto-
correlation in DR9 (Busca 2013 [17], Slosar 2013 [18]), and from this work. We show our
results when using only DR10 data and when including DR11 data. In the last two rows we
extrapolate the uncertainties of previous work to DR11, assuming that these scale with the
inverse of the square root of the survey area.
The errors on the BAO scale (α‖,α⊥) from our DR10 analysis are considerably smaller
than those reported in [44]. An extensive comparison of the two analyses within the BOSS
Lyα working group concluded that the discrepancy can be explained by the differences in
the analysis. While [44] uses only the monopole and the quadrupole to fit the BAO scale, in
this analysis we use the full 2D contours of the cross-correlation function.
In the absence of any broadband distortion of ξ(r‖, r⊥) (or with a distortion that is a-
priori known), we find that essentially all of the BAO signal is contained within the monopole
ξ0(r) and quadrupole ξ2(r). However, when broadband distortion is present, as in our anal-
ysis, it contributes significantly to multipoles other than the monopole and quadrupole, and
leads to correlated uncertainties between distortion and BAO parameters and corresponding
parameter degeneracies. As a result, we find that the unknown broadband distortion pa-
rameters can be determined more precisely with a fit to the full ξ(r‖, r⊥) (or, equivalently,
a larger set of multipoles) instead of a fit to only the monopole and quadrupole. Similarly,
we find that a fit to ξ(r‖, r⊥) yields a more precise determination of the BAO parameters
by helping to break the degeneracy between distortion and BAO parameters. The actual
improvement we find is a factor of 1.2 in α‖ and a factor of 1.3 in α⊥. [36] found that a
similar improvement is also seen when measuring BAO from the Lyα auto-correlation func-
tion, although a detailed study on mock data sets revealed a large scatter in the gain from
realization to realization.
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5.1 Lyα auto-correlation vs. quasar-Lyα cross-correlation
In appendix B we present a Fisher matrix projection comparing the relative strength of
measuring BAO with the Lyα auto-correlation and with the quasar-Lyα cross-correlation.
In a BOSS-like survey, both probes should measure the transverse BAO scale with similar
uncertainties, while the Lyα auto-correlation should be able to measure the line of sight scale
∼ 40% better than the cross-correlation with quasars.
The measurement of BAO from the Lyα auto-correlation in DR9 was presented in [17]
and [18]. Most of the difference between the uncertainties in these results can be explained
by the looser data cuts used in [18], that included lines with DLAs and that defined their
Lyα forest with a wider wavelength range. In this analysis we used data cuts similar to those
in [18], and therefore we compare here our uncertainties with those from [18] extrapolated
to DR11 (see table 4).
Our measurement of α‖ is ∼ 55% worse than the results from the Lyα auto-correlation
of [18] extrapolated to DR11, in good agreement with the prediction of ∼ 40% computed
in the appendix. The Fisher forecast formalism predicted similar uncertainties in α⊥, and
we find that our measurement is ∼ 20% better than the extrapolated results from the auto-
correlation.
In the same appendix we also show that on the scales of interest for BAO measurements
(k > 0.05hMpc−1) cosmic variance is not the dominant contribution to our error budget.
Assuming that the shot noise in the quasar density field is uncorrelated with the small scale
fluctuations in the Lyα absorption and with the instrumental noise, we can then combine
both BAO measurements as if they were independent.
In figure 6 we compare the contours on (α‖,α⊥) from the Lyα auto-correlation func-
tion from DR9 ([18] in blue, generated from the files in http://darkmatter.ps.uci.edu/
baofit/), and compare it to our measurement from the cross-correlation function from DR11
(red) and the sum of their χ2 surfaces (in black), assuming they are independent. We com-
pare these constraints with the 68% and 95% confidence limits obtained from the Planck
results [3] in an open ΛCDM cosmology, shown in green. 4 Note that by allowing for space
curvature, the Planck constraints on the distance and expansion rate at our mean redshift
z = 2.36 are much less restrictive compared to a flat model.
We have shown that adding the cross-correlation of Lyα and quasars to the auto-
correlation of Lyα can certainly improve the constraints on BAO scales at high redshfit.
A detailed analysis of the cosmological implications of the measurements of the Lyα auto-
correlation and the quasar-Lyα cross-correlation will be presented in a future publication,
which will include the DR11 results from the Lyα auto-correlation, together with a more
complete examination of potential correlations between the two measurements.
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Figure 6: Contours of ∆χ2 = 2.27 and 5.99, corresponding to Gaussian confidence levels
of 68% and 95%, from the Lyα auto-correlation analysis from DR9 ([18], in blue), from
the cross-correlation from DR11 (this work, in red) and from the joint analysis (in black).
The green contours show the 68% and 95% contours for the regions of this parameter space
allowed by the Planck results [3] in an open ΛCDM cosmology.
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A Public Access to Data and Code
The baofit software used in this paper is publicly available at https://github.com/deepzot/
baofit/. The measured cross-correlation function and its covariance matrix, and the in-
structions to reproduce the BAO constraints presented in this paper, can be downloaded
from http://darkmatter.ps.uci.edu/baofit/, together with the likehood surface used to
generate Figure 3. The software is written in C++ and uses MINUIT [45] for likelihood
minimization.
B Fisher Matrix Forecasts
The goal of this appendix is to compare the expected accuracy with which one should be able
to measure the BAO scale from a BOSS-like survey using the Lyα auto-correlation function
and the quasar-Lyα cross-correlation.
Instead of undertaking a full forecast of the uncertainty on the BAO scale, we will do a
simpler comparison and evaluate the signal to noise ratio (S/N) that one should obtain for
a certain Fourier mode k. This is a fair comparison, since the uncertainty on the BAO scale
should be proportional to the uncertainty on the power spectrum over the relevant BAO
scales.
B.1 Auto-correlation
We start by computing the expected signal to noise ratio in the auto-correlation of Lyα and
in the auto-correlation of quasars. On large scales, the signal in the auto-correlation can be
described with a simple linear bias model with the Kaiser model to account for redshift space
distortions:
PA(k) = b
2
A
(
1 + βAµ
2
)2
P (k) , (B.1)
where bA and βA are the linear bias parameter of the tracer A and its redshift space distortion
parameter, P (k) is the matter power spectrum, and µ is the cosine of the angle between the
Fourier mode k and the line of sight.
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The accuracy with which one can measure the quasar power spectrum PA(k) in a given
bin centered at (k,µ) can be quantified by the signal to noise ratio (S/N),(
S
N
)2
A
= Nk
P 2A(k)
var[PA(k)]
, (B.2)
where Nk is the number of modes in the bin. Since we only care about relative performance
in this appendix, we will drop any Nk and will plot signal to noise ratio per mode.
For a sample of point-like sources (for instance quasars), the variance of its measured
power spectrum can be approximated by
var [PA(k)] = 2
(
PA(k) + n
−1
A
)2
, (B.3)
with nA the number density of systems.
Since the Lyα forest is not a discrete point sampling of the underlying matter density
field, but rather a non-linear transformation of a continuous sampling along discrete lines
of sight, we need to use a slightly different approach. [46] computed the expected S/N in
the measurement of PFF (k) in a spectroscopic survey, and highlighted the importance of the
“ aliasing term ” due to the sparse sampling of the universe. Here we use the formalism
from [41] that combines both the noise term and the aliasing term defining a noise-weighted
density of lines of sight per unit area neff ,
var[PFF (k)] = 2
(
PFF (k) + P
1D(kµ) n−1eff
)2
, (B.4)
where P 1D(kµ) is the one-dimensional flux power spectrum.
B.2 Cross-correlation
The cross correlation between the Lyα absorption and the quasar density field can be defined
as
〈δF (k) δq(k′)〉 = (2pi)3δD(k + k′) PqF (k) . (B.5)
Again, in the linear regime we can relate the cross-correlation power spectrum with the linear
power spectrum P (k) using the linear bias parameters defined above,
PqF (k) = bq
(
1 + βqµ
2
)
bF
(
1 + βFµ
2
)
P (k) . (B.6)
[41] showed that the variance in the measurement of the cross-correlation can be approxi-
mated by
var (PqF (k)) = PqF (k)
2 +
(
Pqq(k) + n
−1
q
) (
PFF (k) + P
1D(kµ) n−1eff
)
. (B.7)
In this approximation, the expected S/N in a bin of (k,µk) can be approximated by(
S
N
)2
Fg
= Nk
P 2qF (k)
PqF (k)2 +
(
Pqq(k) + n
−1
q
) (
PFF (k) + P 1D(kµ) n
−1
eff
) . (B.8)
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B.3 Forecast for a BOSS-like survey
Here we quantify the previous results for the case of a spectroscopic survey with properties
similar to the BOSS survey. The BOSS survey has an area of A = 104 deg2, and if we restrict
the analysis to the redshift range 2 < z < 3, the total volume of the survey is roughly
V = 40(h−1 Gpc)3. The quasar density in the BOSS survey is roughly nq = 160000/V ∼
4 × 10−6(h−1 Mpc)−3, and we assume a quasar bias of bq = 3.6 ([20],[21]). The effective
density of lines of sight for BOSS is estimated in [41] to be neff ≈ 10−3(h−1 Mpc)−2, and
we assume the values for the Lyα biases of bF = −0.15 and βF = 1.2, both compatible with
the 1D measurement of [47] and the 3D clustering from [15]. We compute the power spectra
at our fiducial redshfit of zc = 2.36.
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Figure 7: Study of the signal to noise ratio in different analyses: auto-correlation of Lyα
(top left), auto-correlation of quasars (top right) and their cross-correlation (bottom left).
The red solid lines show the signal, the green dashed lines the “shot noise” level and the
dotted blue lines their sum, for different values of µ (increasing from lower to upper lines).
The bottom-right panel shows the expected (S/N)2 per mode for the Lyα auto-correlation
(dashed green), quasar auto-correlation (solid red) and cross-correlation (dotted blue).
In figure 7 we compare the signal and the different noise contributions for the different
analyses: Lyα auto-correlation (top left), quasar auto-correlation (top right) and quasar-
Lyα cross-correlation (bottom left). In the bottom-right panel we compare the expected
– 23 –
signal to noise ratio (squared) per mode for the three different analyses, and for different
values of µk. We can see that the S/N of the quasar-Lyα cross-correlation is much higher
than the quasar auto-correlation, and that for transverse modes (lower lines) is as high as
the Lyα auto-correlation. It is also clear from the figure that on scales relevant for BAO
(k > 0.05hMpc−1), we are in the noise-dominated regime, and therefore cosmic variance is
at best a secondary contribution to the the error budget.
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