In 1999, Romaguera and Schellekens introduced the theory of dual complexity spaces as a part of the development of a mathematical (topological) foundation for the complexity analysis of programs and algorithms [S. Romaguera, M.P. Schellekens, Quasi-metric properties of complexity spaces, Topology Appl. 98 (1999) 311-322]. In this work we extend the theory of dual complexity spaces to the case that the complexity functions are valued on an ordered normed monoid. We show that the complexity space of an ordered normed monoid inherits the ordered normed structure. Moreover, the order structure allows us to prove some topological and quasi-metric properties of the new dual complexity spaces. In particular, we show that these complexity spaces are, under certain conditions, Hausdorff and satisfy a kind of completeness. Finally, we develop a connection of our new approach with Interval Analysis.
(i) d(x, y) = d( y, x) = 0 ⇔ x = y; (ii) d(x,
z) d(x, y) + d( y, z).
We will also consider extended quasi-metrics. They satisfy the two above axioms, except that we allow d(x, y) = +∞ whenever x = y. Let us recall that a sequence (x n ) n∈N in a(n extended) quasi-metric space (X, d) is right K -Cauchy provided that for each ε > 0 there is n 0 ∈ N such that d(x m , x n ) < ε for all m n n 0 . (X, d) is said to be right K -sequentially complete if every right K -Cauchy sequence is convergent with respect to τ (d) . Right K -sequential completeness is an appropriate notion of (extended) quasi-metric completeness in the study of functions spaces and hyperspaces (see, for instance, [11, 12] ). Some computational interpretation of right K -sequential completeness has been given in [17] .
Each (extended) quasi-metric d on a nonempty set X induces a T 0 topology τ (d)
A norm on a monoid (X, +) is a function · : X → R + such that for all x, y ∈ X :
A normed monoid is a pair (X, · ) where X is an abelian cancellative monoid and · is a norm on X.
As usual a partial order (or simply an order) on a nonempty set X is a reflexive, antisymmetric and transitive binary relation on X . A nonempty set X equipped with an order is said to be an ordered set. An ordered set (X, ) is said to be linear if, for all x, y ∈ X , either x y or y x. If a binary relation on a set X only satisfies reflexivity and transitivity, we will call it a preorder.
Let us recall that a nonnegative real valued function f defined on an ordered set (X, ) is called order-preserving if x y implies f (x) f (y).
In [22] , Schellekens introduced the (quasi-metric) complexity space as a part of the development of a topological foundation for the complexity analysis of programs and algorithms. In particular, he presented some applications of this theory to the complexity analysis of Divide & Conquer algorithms. More concretely, he gave a novel proof, based on fixed point arguments, of the well known fact that the mergesort algorithm has optimal asymptotic average running time.
Later on, Romaguera and Schellekens [19] introduced the so-called dual complexity space in order to obtain a more robust mathematical structure for the complexity analysis of programs and algorithms. In the same reference they studied several quasi-metric properties of the complexity space, such as Smyth completeness and total boundedness, via the analysis of its dual. Recall that the dual complexity space is the pair (C * , d C * ), where
A motivation for the use of the dual complexity space is given by the fact that Romaguera and Schellekens proved that the complexity analysis of algorithms can be carried out by means of techniques based on the dual complexity space when the considered complexity measure is the running time of computing. Thus, the intuition behind the complexity distance between two functions f , g ∈ C * is that d C * ( f , g) measures the relative progress made in lowering the complexity by replacing any program Q with complexity function f by any program P with complexity function g. Therefore, if f = g, the condition d C * ( f , g) = 0 can be interpreted as f is "more efficient" than g.
Furthermore, the dual complexity space has another advantage with respect to the original one. In the dual context, and contrary to the case of the complexity space, there is a minimum which corresponds to the minimum of semantic domains. Let us recall that the minimum plays a central role in domain theory in order to model in a suitable way the mathematical meaning of recursive definitions of procedures. Furthermore, the dual complexity space admits a more robust mathematical structure than the original complexity space. In particular, the dual complexity space has a cancellative abelian monoid structure while that the complexity space is only a semigroup without neutral element. However, the use of the complexity distance d C * presents a handicap. Indeed, if we have the condition d C * ( f , g) = 0 then it is not possible to establish which complexity function of both, f or g, is more efficient.
Motivated by this disadvantage Romaguera, Sánchez-Pérez and Valero introduced in [17, 18] a slight modification of the "complexity distance" d C * . In particular the new complexity distance was constructed on C * as follows:
where C * denotes the natural pointwise order, i.e. f C * g ⇔ f (n) g(n) for all n ∈ ω. The space (C * , e C * ) is called the extended dual complexity space.
The complexity distance e C * (an extended quasi-metric) can be also used for the analysis of the relative progress made in lowering the complexity (running time of computing) when an algorithm is replaced by another one and, in addition, it is a useful tool for the quantitative analysis of algorithms (see [17] for a deeper discussion). Moreover, this new complexity distance was also applied to the measurement of distances between infinite words over the decimal alphabet and some advantages of these computational techniques with respect to the ones provided by the classical Baire metric were discussed in [17] . Besides all these advantages, the new complexity distance e C * has rich quasi-metric properties such as Hausdorffness and right K -sequential completeness.
In this paper, motivated in part by the methods of successive approximations in interval computation, we generalize the construction presented in [17] to the case that the complexity functions are valued on an ordered normed monoid. We give conditions under which these new complexity spaces are Hausdorff and right K -sequentially complete in Section 2.2. Section 2.3 is devoted to present a connection of the developed theory with Interval Analysis. In particular we show the correctness of iterative schemes to solve systems of equations in Interval Analysis via interval valued complexity functions.
A related work on generalized complexity spaces can be found in [20] .
Generalized dual complexity spaces

Ordered normed monoids
In this subsection we introduce the basic tools of the theory that we will develop. In the literature it is well known that a monoid can be endowed with a natural preorder which is generated by a submonoid [13] . In particular if we consider a monoid X and a submonoid M of X , then a preorder M can be defined in the following way:
However, under more restrictive assumptions the natural preorder M is in fact an order. Notice that if there exists z ∈ M such that y = x + z, then, by the cancellativity of X , z is the unique element in X satisfying the preceding equality.
On the other hand, and following [18] , given a normed monoid (X, · ) we can construct a bicomplete extended quasi-
In the following result, whose easy proof we omit, we give a technique for generating a bicomplete extended quasi-metric from a norm by means of a slight modification of the preceding one.
Proposition 2. Let (X, · ) be a normed monoid and let M be a strict submonoid of X . Then the function d
The method introduced in the preceding proposition will play a central role for our purpose of constructing an extension of the dual complexity space to a more general context.
The following are two interesting examples of this type of structures.
Example 3.
Define the function · S : R + → R + as x S = x. It is clear that R + is a strict cancellative abelian monoid. Moreover, it follows easily that x y ⇔ x R + y for all x, y ∈ R + , where we denote by the usual order on the set of real numbers. Obviously · S is a norm and, thus, the extended quasi-metric induced by · S on R + is given by
, is the Sorgenfrey topology on R + . Example 4. It is well known that the set I(R) of all nonempty compact intervals of the real line plays a relevant role in the theory of computation and in applied mathematics (see Section 2.3). Following [16] On the other hand, the set I(R) is ordered under the inclusion order
The former order is key to guarantee the finite convergence of iterative numerical processes (see [16] for a detailed discussion). It is not hard to see that the order
We can construct an extended quasi-metric via Proposition 2 on I(R). Define the norm
Then the extended bicomplete quasi-metric on I(R) induced by · I(R) is given by
otherwise.
In [16] a metric topology is introduced in I(R) to give stopping criterias for iterative computations when a program obtains successively refined approximations to a desired result. More concretely the set I(R) becomes a metric space endowed with the Moore metric
According to [1] we can equip the set I(R) with a quasi-metric d I(R) : I(R) × I(R) → R + which is defined as follows:
. This quasi-metric was introduced by Acióly and Bedregal in order to replace the Moore topology τ (D I(R) ) by another one which has the continuous functions as the monotonic ones. In fact, the main properties of the quasi-metric d I(R) are that the topology τ (d I(R) ) coincides with the Scott topology on I(R) and that
Next we show that from a numerical computation point of view the use of our extended quasi-metric d · I(R) presents some advantages with respect the use of the Moore metric D I(R) and the quasi-metric d I(R) . Indeed, let us consider a sequence of intervals generated by an iteration procedure in such a way that each interval represents an approximation to the real number π. For Motivated by the preceding examples, in the sequel we will say that (X, M, M , · ) is an ordered normed monoid if (X, · ) is a normed monoid and M is a strict submonoid of X which induces on X the order M . If X = M, we will only write (X, X , · ).
The extension of the dual complexity space
The extended dual complexity space introduced by Romaguera, Sánchez-Pérez and Valero (see Section 1) can be formulated in terms of ordered normed monoids.
Consider the ordered normed monoid (R + , R + , · S ) introduced in Example 3. The extended dual complexity space, such as it has been pointed out in Section 1, is the set C * endowed with the complexity distance (extended quasi-metric) e C * . Obviously C * is a strict cancellative abelian monoid endowed with the usual pointwise sum operation, and the natural order
It is easy to check that · C * is a norm on C * (see [17] ). Therefore the extended dual complexity space can be seen as the ordered normed monoid (C * , C * , · C * ), where e C * is exactly the extended quasi-metric on C * induced by the norm · C * .
It is clear that the set C * inherits the strict cancellative abelian structure from the monoid R + . Moreover the norm · C * is induced by the norm · S on R + , and the order C * is generated by the order
for all n ∈ ω. So it seems natural to consider that the extended dual complexity space (C * , e C * ) has as a base structure the ordered normed monoid (R + , R + , · S ). Motivated by this fact we construct a general dual complexity space from ordered normed monoids which allows us to recuperate as a particular case the extended dual complexity space (C * , e C * ).
Let (X, M, M , · ) be an ordered normed monoid. Define
If for each f , g ∈ C * X we define f + g in the natural way, then it is easy to see that (C * X , +) has a cancellative abelian monoid structure with C * M as a strict submonoid. Moreover · C * X is a norm on C * X , where
From the order M we can define an order C * M on C * X as follows:
Thus, by Proposition 2, a bicomplete extended quasi-metric
From now on we will say that (
) is the extended dual complexity space of the ordered normed monoid (X, M, M , · ).
Remark 5. Note that the extended quasi-metric structure of the extended dual complexity space
) can be also derived directly from the extended quasi-metric structure of the ordered normed monoid (X,
In [17] the extended dual complexity space (C * , e C * ) has been shown to be Hausdorff. However, this is not true in general for the extended dual complexity space associated to an ordered normed monoid. 
Observe that the topology induced by the complexity distance d C * , which has been introduced in Section 1, is T 0 but not T 1 . Now, we study under which conditions we can preserve the Hausdorffness in our more general context. Order-convex quasi-metric spaces were considered by Schellekens [21] and Romaguera and Schellekens [19, 20] in order to obtain an appropriate structure for the development of a consistent theory of the complexity analysis of programs and algorithms. Next we adapt the notion of order-convex quasi-metric space to the ordered normed monoid case. 
Examples of convex ordered normed monoids are given in Examples 3 and 4. We omit the proof of the following easy but useful result. 
Whence there exist h n , t n ∈ C * M such that
Then from the linearity of
On the other hand, by the cancellativity of (X, +) we have that t j (k) = h j (k) + z. Hence, by the convexity of · , we
Example 6 shows that the convexity of the norm in the preceding result cannot be omitted. In the next example we show that the linearity of the order induced by the strict submonoid cannot be omitted either.
Example 13. Let X = {(x, y) ∈ R 2 : x 0, y > 0} ∪ {(0, 0)} endowed with the usual sum + on R 2 . Then the pair (X, X ) is an ordered set but it is not linear. On the other hand, (X, +) has a strict cancellative monoid structure. Consider the norm q defined on X as q ((x, y) 
) convergent to f and g, and thus (C * X , · C * X ) is not Hausdorff.
As we have mentioned previously, the extended dual complexity space (C * , e C * ) is right K-sequentially complete. In the rest of this subsection we give conditions under which the new complexity structures satisfy the right K-sequential completeness.
We will say that an ordered normed monoid (X, M, M , · ) is meet complete provided that each lower bounded subset A of X has an infimum z A ∈ X with respect to the order M and z A = inf a∈ A a . The ordered normed monoids given in Examples 3 and 4 are meet complete. The extended dual complexity space (C * , C * , · C * ) is another example of ordered normed monoid which is meet complete. Let (X, M, M , · ) be a meet complete convex ordered normed monoid. Then (C * ( f m , f n ) < ε for all m n n 0 . Consequently, it is clear that ( f n ) n∈N is decreasing eventually so the result follows from Theorem 14. 2
In the case that the strict monoid M coincides with the whole monoid X then we obtain from the preceding result the right K -sequential completeness of the extended dual complexity space (
Corollary 16. Let (X, X , · ) be a meet complete convex ordered normed monoid. Then the extended quasi-metric space
is right K -sequentially complete.
A connection with Interval Analysis
In 1959, R. Moore introduced the Interval Analysis as a new branch of applied mathematics [16] . In this new approach the intervals of real numbers are considered as a new kind of numbers in such a way that each interval can be seen as an approximation of the real numbers that it contains. Thus if one considers a fixed real number and an interval containing it, then the left and the right endpoints of the interval can be considered as a lower and upper bound of the real number, respectively. In the last decades it has been possible to develop efficient automatic control techniques of the errors in numerical computation that arise, from uncertain initial data or as a consequence of rounding (or truncation) operations, during the computation from the interval approach proposed by Moore (see [16] and the references in there for a detailed discussion). Since Moore's theory was introduced, the interval mathematics has become very important as a mathematical foundation of processes that arise in a natural way in several fields of computation as Denotational Semantics [23, 7, 8] , Measurement Domain Theory [15, 14] and Exact Computation [2] [3] [4] [5] [6] 8] .
In numerical analysis the methods for finding upper and lower bounds on solutions to operators equations play a central role. The Interval Analysis approach has provided many tests for the existence of solutions and the convergence of iterative methods for systems of equations, as for instance differential equations and integral equations (see [16] ). All these tests are based on two simple but useful results which can be enunciated as follows: Propositions 17 and 18 are key to obtain an appropriate interval version of the Picard iteration method and the Newton method, respectively. In both methods the interval X represents an approximation of the solution of the equations system in such a way that the endpoints of X are an upper and lower bound sufficiently near to the solution of the problem. Note that this is the typical case of those problems in which we only can know the solution under a certain level of uncertainty because all the coefficients of the equations are given by empirical measures. Moreover, each interval X n represents a successive approximation of the solution, which is provided by the iteration n of the method and gives an upper and lower bound of the solution with more accuracy than the approximations associated to the preceding steps of the process. 
Proof. For each n ∈ N, let a n and b n be the left and right endpoints of X n , respectively. Define f n :
).
, where we denote by a, b the left and right endpoints of X , respectively. Then g is a lower bound of ( f n ) n∈N , since X I(R) 0 X n for all n ∈ N. Thus g C *
I(R)
f n for all n ∈ N. By Theorem 14 we have that the sequence ( On the other hand, the fact that Proof. Since X ⊆ X n for all n ∈ N we have that Y n = ∅ for all n ∈ N. Furthermore, by construction the sequence (Y n ) n∈N is decreasing in (I(R), I(R) 0 ) and it has as a lower bound the interval X. Applying Proposition 19 we obtain the desired conclusion. 2
Note that in the preceding result the lower bound X represents an approximation of the solution of the problem, and that the solution given by the iterative process contains it.
Of course Proposition 19 and Corollary 20 establish the basis for a whole range of applications of quantitative asymmetric "metric" tools to Interval Analysis.
Observe that, contrary to the case of (I(R) Recently in [15] , K. Martin has established the correctness of the bisection method via techniques based on asymmetric topology (measurements, fixed point theory and interval numbers). We end the paper showing the correctness of the mentioned method using Proposition 19. 
