Rational B\'ezier Curves Approximated by Bernstein-Jacobi Hybrid
  Polynomial Curves by Shi, Mao
Rational Be´zier Curves Approximated by
Bernstein-Jacobi Hybrid Polynomial Curves
Mao Shia
aSchool of Mathematics and Information Science of Shaanxi Normal University, Xian
710062, China
Abstract
In this paper, we propose a linear method for C(r,s) approximation of rational
Be´zier curve with arbitrary degree polynomial curve. Based on weighted
least-squares, the problem be converted to an approximation between two
polynomial curves. Then applying Bernstein-Jacobi hybrid polynomials, we
obtain the resulting curve. In order to reduce error, degree reduction method
for Be´zier curve is used. A error bound between rational Be´zier curve and
Be´zier curve is presented. Finally, some examples and figures were offered to
demonstrate the efficiency, simplicity, and stability of our methods.
Keywords: Rational Be´zier curves; Jacobi polynomials; Polynomial
approximation; Weighted least-squares method; Degree reduction method
1. Introduction
Rational Be´zier curve is an important tools for Computer-Aided Design
(CAD) to present conic precisely, but its calculus is complex or may not exist
for high degree forms, so many CAD systems only use polynomial expres-
sions to deal with parametric curves [1]. Therefore, it is certainly worthy
researching how to approximate rational Be´zier curves by polynomial para-
metric curves.
∗Email: shimao@snnu.edu.cn
Preprint submitted to Elsevier May 2, 2019
ar
X
iv
:1
60
5.
04
15
6v
1 
 [c
s.C
G]
  1
3 M
ay
 20
16
Many authors have studied the field since 1991. Sederberg and Kaki-
moto [2] first presented the hybrid algorithm for polynomial approximation
of rational curve. Hereafter, Wang and Sederberg[3] analyzed its convergence
condition and put forward a recursive algorithm. Lee and Park [4] converted
the problem to control points approximation of two Be´zier curves. Using dual
constrained Bernstein polynomials and Chebyshev polynomials, Lewanowicz
etc.[5] derived a polynomial curve approximating a rational Be´zier curve with
endpoints constraints in the L2-norm and exploited their recursive proper-
ties. Shi and Deng [6] introduced weighted least squares approximation to
the field. Hu and Xu [7] proposed a reparameterization-based method for
polynomial approximating rational Be´zier curves.
The degree reduction of Be´zier curve is of particular importance in the
field of CAD [8]. It was mainly used in data exchange, data compression and
data comparsion [9]. Jacobi polynomials are a key tool for degree reduction
of Be´zier curve, which have been studied by many researchers [10, 11, 12,
13, 14, 15]. The main ideas of this method are first converting Bernstein
polynomials to Jacobi Polynomials, then truncating the highest coefficient
or using least squares to obtain the best approximation. Finally converting
back the Jacobi series to Bernstein form for getting the solutions.
In this paper, we direclty apply Jacobi polynomials to achieve polynomial
approximation of rational Be´zier curves with C(r,s)- continuity. To avoid cal-
culus of rational Be´zier curves, we convert the problem to an approximation
problem of two polynomial curves by weighted least-squares, and we find that
if using the degree reduction method, the error between rational Be´zier curve
and be´zier curve sometimes can be reduced. Through numerical examples,
we also show that our method is feasible and effective.
The paper is structured as follows. Section 2 presents some basic concepts
and properties regarding the problem of the constrained Be´zier approxima-
tion of a rational Be´zier curve. Section 3 brings a complete solution to the
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problem formulated in the L2 norm. Section 4 presents some numerical ex-
amples to verify the accuracy and effectiveness of the method.
2. Preliminary
Given a rational Be´zier curve of degree n
x(t) =
p(t)
ω(t)
=
n∑
i=0
ωipiB
n
i (t)
n∑
i=0
ωiBni (t)
=
n∑
i=0
PiB
n
i (t)
n∑
i=0
ωiBni (t)
(1)
where pi are called control points, B
n
i (t) are Bernstein basis of degree n,
ωi > 0 are weights and Pi = ωipi, the following curve
y˜(t) =
r∑
i=0
qiB
m
i (t)+t
r+1(1−t)s+1
m−(r+s+2)∑
j=0
q˜jJ
(r+1,s+1)
j (2t− 1) +
m∑
i=m−s
qiB
m
i (t),
(2)
is called a Bernstein-Jacobi hybrid curve approximation to the rational Be´zier
curve x(t) in L2 norm, if they satisfy weighted least squares
min d =
∫ 1
0
ρ(t) ‖x(t)− y˜(t)‖2dt, (3)
where ρ(t) > 0, J
(r+1,s+1)
j (2t − 1) are Jacobi polynomial, qi are constrained
control points and q˜j are Jacobi control points.
For the derivation of our polynomial method, we need the following
properties[9, 16, 17].
1. The definite integral of Bernstein basis is∫ 1
0
Bni (t) =
1
n+ 1
. (4)
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2. Let M = m − (r + s + 2) and k = 0, ...,M . The weighted Jacobi
polynomial can be represented in Bernstein forms as
tα+1(1− t)β+1J (r+1,s+1)k (2t− 1)
=

k∑
i=0
(−1)k+i (
k+r+1
i )(
k+s+1
k−i )
(ki)
Bki (t), α = β = −1,
k∑
i=0
M+i−k∑
j=i
(−1)k+i (
k+r+1
i )(
k+s+1
k−i )(
M−k
j−i )
( mr+j+1)
Bmr+j+1(t), α = r > −1, β = s > −1,
(5)
3. Let f(t) =
m∑
i=0
fiB
m
i (t) and g(t) =
n∑
j=0
gjB
n
j (t) are the two Bernstein
polynomial functions of degree m and n with coefficients fi and gj.
Their product is a degree m+ n polynomial
f(t)g(t) =
m+n∑
i=0
DiB
m+n
i (t), (6)
where
Di =
min(m,i)∑
j=max(0,i−n)
(mj )(
n
i−j)
(m+ni )
fjgi−j. (7)
3. Polynomial approximation of rational curves
We need two-step to solve equation (2). One is for constrained control
points of the approximation Be´zier curve, the other is for unconstrained
control points.
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3.1. Constrained conditions of the approximation curve
Theorem 1. Given a rational Be´zier curve x(t) and a polynomial curve y˜(t)
as in equations (1) and (2), if the following
qr =
1
ω0
(
m
r
) {(n
r
)
∆rP0−
r−1∑
i=0
[(
m
i
)(
n
r − i
)
ωr−iqi + (−1)r+i
(
m+ n
r
)(
r
i
)
C0i
]} (8)
qm−s =
(−1)s
ωn
(
m
s
) {(n
s
)
∆sPn−s −
s∑
i=1
[(
m
s− i
)(
n
i
)
ωn−iqm−s+i − (−1)s+i
(
m+ n
s
)(
s
i
)
C1m+n−s+i
]}
(9)
is true, where 0 < r + s < min(m,n), C0i =
∑i
j=0
(mj )(
n
i−j)
(m+ni )
ωi−jqj and
C1m+n−s+i =
∑m
j=m−s+i
(mj )(
n
s+j−m−i)
(m+ns−i )
ωm+n−s+i−jqj, then we call x(t) and y˜(t)
satisfy C(r,s)-continuity.
Proof. From equations (1), (6) and (7), we obtain
n∑
i=0
PiB
n
i (t) =
m∑
j=0
qjB
m
j (t)
n∑
i=0
ωiB
n
i (t)
=
m+n∑
i=0
CiB
m+n
i (t),
where
Ci =
min(m,i)∑
j=max(0,i−n)
(
m
j
)(
n
i−j
)(
m+n
i
) ωi−jqj. (10)
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Differentiating above equation and letting t = 0 yield(
n
r
)
∆rP0 =
(
m+ n
r
)
∆rC00. (11)
Here ∆rC00 can be rewritten as
∆rC00 = (E − I)rC00 =
r−1∑
i=0
(−1)r+i
(
r
i
)
C0i +C
0
r. (12)
Since 0 < r+ s < min(m,n), we can obtain the following result by equation
(10)
C0k =
k∑
j=0
(
m
j
)(
n
r−j
)(
m+n
r
) ωr−jqj
=
r−1∑
j=0
(
m
j
)(
n
r−j
)(
m+n
r
) ωr−jqj + (mr )(m+n
r
)ω0qr. (13)
Finally, bring equations (12) and (13) into equation (11), which establish the
formula (8).
Similarly, we can prove the formula (9) as t = 1.
3.2. Unconstrained control points of the approximation curve
Differentiating equation (3) with respect to q˜k yields the following equa-
tion:
∂d
∂q˜k
= 2
∫ 1
0
ρ(t)tr+1(1− t)s+1 (x(t)− y˜(t)) J (r+1,s+1)k (2t− 1)dt = 0.
Let
ρ(t) =
ω(t)
ts+1(1− t)r+1 ,
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we obtain ∫ 1
0
(P(t)− ω(t)y˜(t))J (r+1,s+1)k (2t− 1)dt = 0.
Substituting equation (2) into the above equation gives
∫ 1
0
P(t)J
(r+1,s+1)
k (2t− 1)dt−
∫ 1
0
ω(t)J
(r+1,s+1)
k (2t− 1)
m∑
i=0
QiB
m
i (t)dt
=
∫ 1
0
tr+1(1− t)s+1ω(t)J (r+1,s+1)k (2t− 1)
m−(r+s+2)∑
j=0
q˜jJ
(r+1,s+1)
j (2t− 1)dt,
k = 0, ...,m− (r + s+ 2)
(14)
where
Qi =
{
qi i = 0, ..., r and i = m− s, ...,m,
0 others.
For more detailed expressions, the first item of the equation (14) can be
rewritten as using equations (4), (5) and (6)
∫ 1
0
P(t)J
(r+1,s+1)
k (2t− 1)dt =
∫ 1
0
n∑
i=0
PiB
n
i (t) ·
k∑
j=0
AiB
k
i (t)dt
=
1
n+ k + 1
m+k∑
i=0
 min(k,i)∑
j=max(0,i−n)
(
k
j
)(
n
i−j
)(
k+n
i
) AjPi−j
,
k = 0, ..,m− (r + s+ 2).
Similarly, the second item of equation (14) can be rewritten as
7
∫ 1
0
J
(r+1,s+1)
k (2t− 1)ω(t)
m∑
i=0
QiB
m
i (t)dt
=
∫ 1
0
k∑
j=0
AiB
k
i (t)·
m+n∑
i=0
C˜iB
m+n
i (t)dt
=
1
m+ n+ k + 1
m+n+k∑
i=0
 min(k,i)∑
j=max(0,i−m−n)
(
k
j
)(
m+n
i−j
)(
m+n+k
i
) AjC˜i−j
,
k = 0, ..,m− (r + s+ 2),
where
C˜i =
min(m,i)∑
j=max(0,i−n)
(
m
j
)(
n
i−j
)(
m+n
i
) Qjωi−j,
and for the left-hand side of equation (14), we have
∫ 1
0
ts+1(1− t)r+1
n∑
i=0
ωiB
n
i (t)
k∑
i=0
AiB
k
i (t)
m−(r+s+2)∑
j=0
q˜jJ
(r+1,s+1)
j (2t− 1)dt
=
∫ 1
0
ts+1(1− t)r+1
m−(r+s+2)∑
j=0
q˜jJ
(r+1,s+1)
j (2t− 1)
n+k∑
i=0
MiB
n+k
i (t)dt
=
m−(r+s+2)∑
j=0
n+k∑
i=0
Miq˜j
∫ 1
0
ts+1(1− t)r+1J (r+1,s+1)j (2t− 1)Bn+ki (t)dt
=
m−(r+s+2)∑
j=0
n+k∑
i=0
j∑
l=0
(−1)j+l(j+r+1
l
)(
j+s+1
j−l
)(
n+k
i
)
(n+ k + r + s+ j + 3)
(
n+k+r+s+j+2
i+s+l+1
)Miq˜j,
k = 0, ..,m− (r + s+ 2).
Since the Bernstein polynomials be linearly independent, the solution of lin-
ear system (14) is unique.
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3.3. Further Approximation
When the weights ωi = 1 (i = 0, ..., n) and the degree m(< n) in equation
(3), the polynomial approximation of rational Be´zier curves degenerate into
degree reduction of Be´zier curves. We use this method to obtain smaller
approximation error sometimes. That is, rational Be´zier curves firstly ap-
proximated by Jacobi polynomial curves with a higher degree m′, then we
reduce the the Jacobi polynomial curves to degree m, where n < m < m′.
The method can be summarized as the following algorithm:
Algorithm 1.
Step 1: Compute {q}ri=0 and {q}mi=m−s using equation (8) and (9).
Step 2: Compute a Jacobi curve of degree m′ using equation (14).
Step 3: Reduce the Jacobi curve to degree m using equation (14).
Step 4: Convert Jacobi curve to Be´zier curve using equation (5), we
obtain
y(t) =
m∑
i=0
qiB
m
i (t), (15)
where qi were given by equations (5), (8) and (9).
3.4. Error estimation
Here, we present and prove a bound on the magnitude of the rational
Be´zier curve approximated by Be´zier curve. A simple lemma was used as
following [18].
Lemma 1. If ak ∈ R, bk > 0 and ck > 0, 1 ≤ k ≤ n, then∑
akck∑
bkck
6 max
k
ak
bk
Theorem 2. For the rational Be´zier curve and Be´zier curve respectively
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defined by (1) and (15), we have
‖x(t)− y(t)‖ 6 max
i
min(n,i)∑
j=max(0,i−m)
kij ‖pj − qi−j‖
min(n,i)∑
j=max(0,i−m)
kij
6 max
i
max
j
‖pj − qi−j‖
where
kij =
(
n
j
)(
m
i− j
)
ωj.
Proof.
‖x(t)− y(t)‖
=
∥∥∥∥∥∥∥∥
n∑
i=0
ωipiB
n
i (t)−
n∑
i=0
ωiB
n
i (t)
m∑
j=0
qjB
m
j (t)
n∑
i=0
ωiBni (t)
∥∥∥∥∥∥∥∥
6
m+n∑
i=0
min(n,i)∑
j=max(0,i−m)
(nj)(
m
i−j)
(m+ni )
ωj ‖pj − qi−j‖Bm+ni (t)
m+n∑
i=0
min(n,i)∑
j=max(0,i−m)
(nj)(
m
i−j)
(m+ni )
ωjB
m+n
i (t)
6 max
i
min(n,i)∑
j=max(0,i−m)
(
n
j
)(
m
i−j
)
ωj ‖pj − qi−j‖
min(n,i)∑
j=max(0,i−m)
(
n
j
)(
m
i−j
)
ωj
6 max
i
max
j
‖pj − qi−j‖ ,
which is completed the proof.
4. Numerical examples
In this section, we provide two examples of application of the discussed
methods. For each example, we give the Hausdoff distance.
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Figure 1: The photomicrograph
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Figure 2: The photomicrograph
Example 1. (Also Example 3 in [5, 7])The given curve is a rational Be´zier
curve of degree 9 with the control points (17, 12), (32, 34), (−23, 24), (33, 62),
(−23, 15), (25, 3), (30,−2), (−5,−8), (−5, 15), (11, 8) and the associated
weights 1, 2, 3, 6, 4, 5, 3, 4, 2, 1. We find a 10-degree Bzier curve satisfying
C(0,0)-continuity with the given curve. The approximation errors under the
Hausdorff distance from our method, Hu’s method, Lewanowicz’s method are
0.2424, 0.246726, and 0.317210, respectively. The resulting curves are shown
in the Fig. 1 and the corresponding error distance curves are illustrated in
the right-hand side of Fig. 2.
Example 2. (Also Example 3 in [7]) The given curve is a rational be´zier
curve of degree 8 with the control points (0, 0), (0, 2), (2, 10), (4, 6), (6, 6),
(11, 16), (8, 1), (9, 1), (10, 0) and the associated weights 1, 2, 3, 9, 12, 20, 30, 4, 1.
We find a 5-degree Be´zier curve satisfying C(1,1)-continuity with the given
curve. The approximation errors under the Huasdorff distance from our
method and Hu’s method respectively are 0.4982 and 0.560612. The result-
ing curve of our method is shown in the Fig. 3 and the corresponding error
distance curve is illustrated int the Fig. 4.
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Figure 3: The photomicrograph of Fig. 1
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