Abstract-Until recently, known fault attacks against (non-CRT) exponentiation-based cryptosystems were supposed to be of rather theoretical nature, as they require a precise fault injection, e.g., a bit flip. However, Schmidt and Herbst (FDTC 2008) reported practical fault-attacks against RSA in standard mode using low-cost equipment. Although their attacks were described against RSA, they readily extend to any other exponentiation-based cryptosystem. This paper describes an efficient method to prevent those new attacks.
I. INTRODUCTION
It is well understood that the use of a strong cryptosystem is not enough to guarantee the security. Indeed, if not properly implemented, secret information can be recovered.
In particular, cryptographic implementations should resist against fault attacks [1] . Among them, we quote a special type of attacks against RSA [2] , which we refer to as skipping attacks, that were reported by Herbst and Schmidt [3] .
The basic operation in RSA is the evaluation of a modular exponentiation, say y = x d mod N . A faster way to compute this exponentiation is to rely on the Chinese remainder theorem (CRT) [4] . However, our main focus will be on the secure evaluation of non-CRT (a.k.a. standard) exponentiations. There are several reasons not to consider CRT implementations. One of them is the key management or infrastructure: the format and the size are different. Another reason is security: CRT implementations of RSA are very sensitive to fault attacks [1] , [5] .
Shamir provided an elegant countermeasure against fault attacks [6] (see also [7] ). When applied to RSA in standard mode for the evaluation of y = x d mod N , the countermeasure is:
1) Compute y = x d mod rN for a (small) random integer r; 2) Compute z = x d mod r; 3) Check whether y ≡ z (mod r), and
• if so, output y = y mod N ;
• if not, return error. Typically, r is a 64-bit integer. The correctness of Shamir's method follows from the Chinese remainder theorem. When the calculations are correct, it is obvious that y ≡ y (mod N ) and y ≡ z (mod r). In the presence of random faults, the probability that y ≡ z (mod r) is about 1/r. When r is a 64-bit value, this means that a random fault is undetected with probability of roughly 2 −64 . Larger values for r imply a higher detection probability at the expense of more demanding computations.
Vigilant [8] proposed an alternative solution. For the evaluation of y = x d mod N in standard mode, it goes as follows:
2 ), and
• if not, return error. In Step 1), CRT denotes an application of the Chinese remainder theorem; namely the so-obtained X satisfies X ≡ x (mod N ) and X ≡ 1 + r (mod r 2 ). Hence, we have y ≡ x d (mod N ) and y ≡ (1 + r) d (mod r 2 ) when the computations are not faulty. The correctness of Step 3) stems from the binomial theorem. We have d ≡ 1+dr (mod r 2 ) and thus y ≡ 1+dr (mod r 2 ) when the computations are not faulty. The probability that a random fault is undetected is expected to be about 1/r 2 . As a result, a 32-bit value for r in Vigilant's method should provide the same security level as a 64-bit value for r in Shamir's method.
Vigilant's method presents a couple of advantages over Shamir's method. Specifically, it trades the exponentiation z = x d mod r against the multiplication 1 + dr mod r 2 , which is much faster. We note however that the evaluation of z in Shamir's method can be sped up as x d mod ordr(x) mod r (where ord r (x) denotes the order of x as an element in (Z/rZ) × ), provided that this value (or a multiple thereof) is known.
Although offering protection against fault attacksand so against skipping attacks, Shamir's method and its variants when applied to RSA result in larger moduli for the computation. More generally, when applied to a group exponentiation, Shamir's method and its variants imply handling larger elements and somewhat expensive operations (see for example [9] for an application to elliptic curve groups). This may in turn incur important performance losses. Other methods are known to protect RSA (numerous countermeasures are reviewed in [10] ), but they all come with shortcomings or limitations.
There is therefore a need for an improved solution that provides protection against skipping attacks. This paper provides such a solution. We give a generic description so that it can be applied to any exponentiation-based cryptosystem in any algebraic group, including on elliptic curves, regardless of the underlying exponentiation algorithm.
The rest of this paper is organized as follows. In the next section, we review skipping attacks. In Section III, we present an efficient method to thwart the attacks and detail some implementations. Finally, we conclude in Section IV.
II. SKIPPING ATTACKS
Known fault attacks against exponentiation-based cryptosystems assume pretty strong fault models (see [11] , [12] for recent surveys). One exception are the skipping attacks due to Schmidt and Herbst against RSA. In this section, we describe their attacks when the exponentiation is performed with the square-and-multiply algorithm. We however stress that the attacks are applicable also to other exponentiation algorithms.
Let G denote a multiplicatively written group with identity element 1. For RSA, G is the multiplicative group of integers modulo N ; i.e., (Z/N Z)
× . The square-and-multiply algorithm proceeds as follows:
Algorithm 1 Square-and-multiply Require:
The attack assumes that the adversary manages to skip a squaring operation. This fault model is motivated by the possibilities of glitch and spike attacks, as used for example in [13] . This fault model is also validated in [3] .
Suppose for example that the squaring at iteration j in the for-loop of Algorithm 1 is skipped. As a result, the output, denoted byŷ j , will be faulty and given by:
The attack then retrieves the value of exponent d in a bit-by-bit fashion, starting from the least significant bit, as:
It is straightforward to adapt the described skipping attack to make it work against other exponentiation algorithms.
A more sophisticated skipping attack was mounted against ECDSA in [14] . We present hereafter a slight variant that applies to any DSA-like signature scheme. Let G = g denote a (large) group of prime order n, generated by an element g. Let also y = g d for some secret exponent d ∈ Z/nZ. Finally, let F : G → Z be some public function mapping elements from G to integers and h : {0, 1} * → Z/nZ be a hash function. The signature σ on a message m ∈ {0, 1} * is given by the pair (r, s) with
• r = F (z) mod n where z = g k with k is chosen at random in (Z/nZ) × , and
The validity of signature σ = (r, s) is checked by verifying whether F (g u1 y u2 ) ≡ r (mod n) where u 1 = h(m)/s mod n and u 2 = r/s mod n.
As an illustration, suppose again that the square-andmultiply (Alg. 1) is used for exponentiation. Let k = (k t−1 , . . . , k 0 ) 2 denote the binary expansion of k andk its least significant part (i.e.,k = (k j , . . . , k 0 ) 2 for some j t − 1). If the squaring at iteration j is skipped during the computation of z = g k then the corresponding faulty signature will be given byσ = (r,ŝ) wherer = F (ẑ) mod n withẑ
Note that since n is a large prime (and thus is odd), square roots exist and are unique in G. The main observation is that, lettingû 1 = h(m)/ŝ mod n andû 2 =r/ŝ mod n, one recovers z = g
The attack therefore consists in testing for all possiblek ∈ {0, 1} j whether
(mod n) with z = gû 1 yû 2 holds. If so, the correspondingk is a candidate value for the least significant part of k. Collecting sufficiently many such values from multiple faulty signatures then allows one to recover the private signing exponent d through lattice reduction [15] , [16] .
III. AN EFFICIENT PREVENTION METHOD
As described in the previous section, an exponentiation algorithm has to evaluate, on input an element x in a group G and an exponent d, y = x d . The idea consists in evaluating, in parallel with y = x d , the value of f = d · 1 or a derived value thereof. The evaluations are performed using the same exponentiation algorithm by "gluing" together the group operations underlying the computation of y and f . In this context, "gluing" means that the two group operations appear as an atomic operation, so as to ensure that a perturbation to one operation also perturbs the other. Further, we note that such a behavior can be emulated; see an example at the end of this section. This models the fact that a perturbation will likely affect operations that are performed close in time.
The computation of f may be carried out over the integers, or for better efficiency, over the integers modulo Ω (where typically Ω is a 64-bit value). The computation is assumed to be error-free if f is equal to d (when calculated over the integers) or if f is equal to d modulo Ω. More generally, the computation of f may be computed in any group G where the computations are fast. The first case corresponds to G = Z + and the second case to G = (Z/ΩZ) + (namely, the additive group of integers and the additive group of integers modulo Ω). The correctness can also be checked "on-thefly", e.g., after the computation of one or several words of exponent d.
We describe below several applications of the method when applied to the square-and-multiply algorithm.
Algorithm 2 Square-and-multiply protected against skipping attacks (I) Require:
The implementation given in Algorithm 2 evaluates f over the integers; R 0 is the temporary variable used to compute y = x d while T 0 is used to compute f = d · 1. Algorithm 3 shows how to evaluate f over the integers modulo Ω.
A variant of Algorithm 3 is to computed = d mod Ω at the beginning of the algorithm and then to replace the final check with T 0 =d, i.e., without the (mod Ω). More generally, it is also possible to pre-compute some value Algorithm 3 Square-and-multiply protected against skipping attacks (II) Require:
if (d i = 1) then 6:
return error 9: return R 0 depending on d, sayd = G(d), and then check whether G(T 0 ) =d for some function G.
It is worthwhile noting that the operations on (R 0 , T 0 ) are performed in an atomic way. Such a behaviour can be emulated by "gluing" together the operations. This is important as otherwise a skipping attack on R 0 may remain undetected. In order to glue the operations, an additional register A is used together with two random elements r, r ∈ {0, 1} |A| . Random elements may be chosen once for all at the beginning of the exponentiation or dynamically whenever a glued multiplication is evaluated. Furthermore, for improved efficiency, random elements r and r can be derived from shorter random seeds. In the following algorithm, an overlined element viewed as a bitstring (e.g., T 0 ) means the two's complement and ⊕ denotes the exclusive-OR operator applied to two elements viewed as bitstrings.
Algorithm 4 Example of glued multiplication
It is easily verified that if one of the above instructions in the glued multiplication is skipped this will result in a random value for R 0 or in an incorrect value for T 0 . In the first case, the returned faulty value for R 0 will appear random and so the final output of the exponentiation algorithm will be of no use for the attacker. In the second case, the incorrect value for T 0 will be detected at the end of the exponentiation.
A similar algorithm can be designed for the squaring. Likewise, we can design similar algorithms wherein T 0 + T 1 (resp. 2 · T 0 ) is computed modulo Ω. There are of course numerous possible ways of implementing the gluing as long as the skipping of one or several continuous operations results in a loss of consistency.
IV. CONCLUSION
This paper presented an efficient method for preventing skipping attacks. The overhead induced by the countermeasure is minimal and does not impact the overall performance of the computation. It is generic and applies to any exponentiation algorithm.
