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Abstract
During 1993 and 1995 LEP was run at 3 energies near the Z
0
peak in order to
give improved measurements of the mass and width of the resonance. During
1994, LEP operated only at the Z
0
peak. In total DELPHI accumulated data
corresponding to an integrated luminosity of approximately 116 pb
 1
. Analyses
of the hadronic cross-sections and of the cross-sections and forward-backward
asymmetries in the leptonic channels used the most precise evaluations of the
LEP energies. In the dimuon channel, events with a photon radiated from
the initial state have been used to probe the cross-sections and asymmetries
down to PETRA energies. Model independent ts to all DELPHI lineshape
and asymmetry data from 1990 to 1995 have been carried out giving values of
the resonance parameters:
M
Z
= 91:1863  0:0028 GeV
,
Z
= 2:4876  0:0041 GeV

0
= 41:578  0:069 nb
R
l
= 20:730  0:060
A
0
FB
= 0:0187  0:0019:
These values are signicantly more precise than those previously published.
The results are interpreted in terms of the Standard Model.
(Accepted by E. Phys. J. C)
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11 Introduction
This paper reports on analyses of the fermion-antifermion pair production cross-
sections and the leptonic forward{backward asymmetries with the DELPHI data taken
during the LEP energy scans of 1993 and 1995, and in 1994 when LEP operated at a
single energy near the Z
0
peak. In 1993 and 1995 LEP operated at the peak energy and
at 1:76 GeV above and below (the so{called \peak2"points). Before the scans with
carefully monitored energies commenced, data were taken at the peak (the \pre{scan"
points). Combining these data with DELPHI results from previous years, allowed values
of the Z
0
resonance parameters to be determined with signicantly smaller uncertainties
than those previously published by DELPHI [1,2]. Lineshape and asymmetry measure-
ments, such as those reported here, constitute major inputs to the tests of the Standard
Model and to the determination of its parameters.
This paper is organised as follows. In section 2 we give a brief account of the LEP
energy determinations. In section 3 the principal components of the DELPHI detector
which are relevant for this analysis are presented, and in section 4 the determinations
of the luminosity are described. In section 5 the measurements of the hadronic cross-
sections are described, and in sections 6, 7 and 8 the cross-sections and forward{backward
asymmetries in the leptonic channels are presented. The 
+

 
events with a hard initial
state photon have been analysed to give measurements of the cross-sections and forward
backward asymmetries at centre-of-mass energies between 20 and 87 GeV, and these
results are presented in section 9. In section 10 the ts to the data reported here, and
all previous DELPHI lineshape and asymmetry data are described and in section 11 the
results are interpreted within the framework of the Standard Model. Section 12 contains
a summary of the results.
2 Determination of the LEP Energies
Since 1993 the energies of the LEP beams have been routinely measured by resonant
depolarization [3] performed typically at the end of a physics ll. Table 1 shows the
integrated luminosity for each year and the number of lls where the energy was directly
measured at the end. Given that the measurements could not be done for every ll and
that they had not been performed under the conditions used for data taking (separated
beams and special orbit tuning) a model of the energy behaviour was necessary to provide
the experimental energy. This model has to account for the variation of energy during a
ll for the calibrated lls and between lls for the lls which were not calibrated at the
end. The model has been developed by the Working Group on LEP Energy [4,5] and
a le is provided with the estimate for the LEP centre-of-mass energy at the DELPHI
interaction point every 15 minutes during a ll, which typically lasted several hours. This
is in turn converted to an average energy per cassette of raw DELPHI data.
The model comprises all known sources of variation of the LEP transverse magnetic
eld, changes of the size of the LEP ring and accelerator eects which can aect the
centre-of-mass energies.
The understanding of tidal deformations of the LEP ring is well established. The
puzzling variations of the LEP energy over a period of weeks which were rst observed in
1993 are now controlled and corrected for by the system of Beam Orbit Monitors of LEP
and understood in term of geological stresses of the LEP tunnel due to the pressure of the
water table and of the eect of the weight of Lake Geneva on the earth surrounding the
LEP ring. In 1995 new Nuclear Magnetic Resonance probes were installed in two dipoles
2in the LEP tunnel allowing for the rst time a direct monitoring of the magnetic eld
seen by the beam. Also in 1995 resonant depolarization measurements were attempted
routinely at the end of each physics ll. The 6 lls calibrated both at the beginning and
at the end showed an unsuspected drift of the beam energy, typically of a few MeV. This
eect was also monitored continously with the NMR probes. The understanding of the
energy behaviour of the LEP beams was greatly improved by the ensuing studies. The
temperature dependence of the dipole eld was studied in great detail in the laboratory
indicating a non-linear behaviour more complex than expected. A uctuating parasitic
current of typical magnitude 1A was detected on the beam pipe: a series of experiments
identied the source as the leakage from the tracks of a nearby railway line.
In 1993 and 1994 LEP worked in pretzel mode with 8 bunches per beam
1
while in
1995 LEP operated with 4 trains of up to 4 bunches each separated by less than 70m. In
this latter mode of operation the unwanted collisions on either side of each interaction
point were avoided by separating the beams in the vertical plane. This vertical separation
caused a nite vertical dispersion
2
of opposite sign for each beam. In such situation if the
two opposite beams cross with a nite vertical oset a systematic shift of the centre-of-
mass energy can occur. These eects have been foreseen and measures taken to maintain
them at negligible levels [5]. In 1995, in parallel with the energy scan, LEP started
the commissioning of the rst complement of Superconductive Radiofrequency Cavities
installed to increase the LEP energy. A new model of the RF corrections was developed
accordingly; the RF corrections to the centre-of-mass energies in DELPHI are of the order
of 1 MeV with a total uncertainty well below 1 MeV [5].
The model was built in a way that the knowledge accumulated in 1995 could be fed
back and used to estimate the energy also for 1994 and 1993 [5]. The energies for the
bulk of the data collected at the peak in 1994 are known with an accuracy comparable to
those of the scan data of 1993 and 1995, due to the relatively high number of calibrations
performed. There are datasets collected either before the start of the scan in 1993 and
1995 or in special accelerator conditions at the end of 1994 where the determination of
the energy was more dicult due to incomplete records of the accelerator conditions. For
these periods an overall centre-of-mass energy uncertainty, typically around 20 MeV, was
estimated. For earlier years, when the amount of information recorded was small, the
published analysis [6] and its conservatively estimated uncertainties are still adequate.
The various contributions to the uncertainties on the energy estimates are correlated at
dierent levels between years and energy points. In general high correlation between the
energy points translates into important uncertainty contributions toM
Z
whereas low level
of correlation between o-peak points contributes to the uncertainty on ,
Z
. The most
important uncertainty on M
Z
(varying from  2:5 MeV for 1993 to  1 MeV in 1995)
comes from the uncertainty on the modelling of the energy rise during a ll. The largest
uncertainty contribution for ,
Z
( 1 MeV) comes from the ll to ll normalization.
The net eect of the LEP energy uncertainties and their correlations is to give system-
atic uncertainties, common between the LEP experiments, of 1:8 MeV on the mass and
1:1 MeV on the width of the resonance, when data from all years and all experiments
are combined. The rms energy spread of the beams has been determined [5] empirically
to be about 55 MeV and all cross-sections reported here have been corrected for this
eect.
1
The unwanted collisions in the middle of the LEP circular sections were avoided by setting the beams into a pretzel-like
oscillation in the horizontal plane.
2
Spatial ordering of particles according to their momentum.
33 The DELPHI Detector
A detailed description of the DELPHI apparatus and its performance can be found in
refs. [7,8]. For the present analysis the following parts of the detector are relevant:
 for the measurement of charged particles the Microvertex Detector (VD), the Inner
Detector (ID), the Time Projection Chamber (TPC), the Outer Detector(OD) and
the Forward Chambers A and B (FCA and FCB). For the 1995 running a lengthened
Inner Detector was installed. The polar angle
3
coverage was thereby extended from
23

<  < 157

to 15

<  < 165

with a corresponding increase in forward tracking
eciency;
 for the measurement of electromagnetic energy the High-density Projection Chamber
(HPC) and the Forward Electromagnetic Calorimeter (FEMC); these detectors were
also used for identifying minimum ionizing particles;
 for the measurement of the hadronic energy and muon identication the Hadron
Calorimeter (HCAL), which covered both the barrel and endcap regions;
 for muon identication the barrel (MUB) and endcap (MUF), and from the latter
part of 1994 onwards, the newly installed and commissioned surround muon cham-
bers (SMC), which complete the polar coverage between barrel and endcap;
 for the trigger, besides the detectors mentioned above, the barrel Time of Flight
counters (TOF), the endcap scintillators (HOF) and a scintillator layer embedded
in the HPC;
 for the measurement of luminosity (Section 4) the Small Angle Tagger (SAT) and
the Very Small Angle Tagger (VSAT) were used in 1993. For the 1994 and later
running the SAT was replaced by the Small Angle TIle Calorimeter (STIC).
Data were only accepted for the dierent measurements when the parts of the detector
crucial to them were operating eciently. Details of the requirements are given in the
relevant sections.
The response of the detector to physics processes was modelled using the simulation
program DELSIM [8], which incorporates the resolution, granularity and eciency of
the detector components. The event generators chosen for each process are described
in the relevant sections of this paper. Simulated data were passed through the same
reconstruction and analysis chains as the real data.
4 Determination of the Luminosity
The absolute measurement of the luminosity in 1993 was based on the SAT calorimeter,
but the relative luminosity at the o-peak points was taken from the VSAT data, thus
making a signicant reduction in the statistical uncertainties on the cross-sections. For
the 1994 and 1995 running the STIC replaced the SAT.
4.1 The SAT Measurement
The SAT luminosity measurement was based on the observation of small angle Bhabha
scattering in calorimeters consisting of lead sheets and plastic scintillating bres, covering
the polar angle range from 43 to 135 mrad. The ducial volume was accurately dened
3
The DELPHI coordinate system has the z-axis aligned along the electron beam direction, the x-axis points toward the
centre of LEP and the y-axis is vertical. R is used to measure the radius in the (x; y) plane. The polar angle  is measured
with respect to the z-axis and the azimuthal angle  is about z.
4by a precisely machined tungsten mask in front of one of the calorimeters. Due to the
narrow width of the transition region from 0 to 85% energy deposition, about 100 m, a
simple energy cut corresponds to the geometrical region covered by the mask. A second
mask (the \ mask") covered the junction in the vertical plane of the two halves of the
masked calorimeter.
For the 1993 running the SAT was equipped with a tracker consisting of 2 planes of
silicon strips in front of the calorimeter opposite the masked calorimeter. The use of the
tracker data allowed a considerable reduction in the systematic uncertainty due to the
denition of the ducial region in the unmasked calorimeter.
The SAT Bhabha trigger required a coincidence of coplanar energy deposits of greater
than 12 GeV, and was measured to have an eciency of 100% with a statistical uncer-
tainty of 0:01%.
The analysis of the SAT data followed closely those described in refs. [1] and [2]. The
event selection criteria which dened the experimental acceptance were:
1. Acoplanarity angle, dened by the beam axis and the showers in each calorimeter,
less than 20

.
2. Radial position of the shower in the masked calorimeter less than 31.25 cm.
3. Radial position of the shower in the unmasked calorimeter greater than 12.50 cm.
4. The minimum of the energies in the masked and the unmasked calorimeter greater
than 65% of the beam energy.
5. The fraction of the energy of the shower in the masked calorimeter which is in the
rst readout ring (behind the ring mask) less than 65%.
6. Azimuthal position in the masked calorimetermore than 8

from the vertical junction
between the calorimeter half-barrels.
The theoretical visible cross-section was evaluated using the Monte Carlo event genera-
tor BHLUMI V4.02 [9]; the intervening material and the detector response were simulated
using the GEANT package [10]. The authors of BHLUMI V4.02 have estimated the the-
oretical uncertainty for a luminometer of similar geometrical acceptance to the SAT at
0:16%. However the SAT analysis uses a combination of acceptance masks, selections
on positions of charged particle tracks and on energy. By varying these selections it was
checked that the theoretical QED cross-section was stable within the estimated uncer-
tainty. Including the O() electroweak corrections, the theoretical uncertainty on the
visible Bhabha cross-section was taken to be 0:17%.
The systematic uncertainty of the SAT luminositymeasurement arises principally from
the geometrical denition of the masks, the acceptance selections and the sensitivity to the
LEP interaction point and beam tilts. As a result of improved energy calibration of the
calorimeters the sensitivity to the minimum energy required is much reduced compared
to previous analyses [1,2]. The energy distributions (after requiring E=E
BEAM
> 0:65
in the opposite calorimeter) and the minimum energy distribution relative to the beam
energy after the nal energy calibration are shown in Figures 1(a-c). The luminosity
changes by less than 0.1% for variations of the minimum energy cut between the trigger
threshold at 0.3 to within 4 standard deviations of the elastic scattering peak at 0.85 as
shown in Figure 1(d). Backgrounds arise from e
+
e
 
! () events and from accidental
coincidences of o-momentum electrons. The latter was measured using a delayed Bhabha
trigger. The e
+
e
 
! () background was evaluated using an event generator [11]. The
total systematic uncertainty on the luminositywas estimated to be0:29%, the individual
contributions to which are shown in Table 2.
54.2 The VSAT Measurement
The VSAT is a tungsten-silicon calorimeter which consists of four modules located
at 7.7 m from the DELPHI interaction point, behind the superconducting quadrupoles
(SCQ). Due to the defocusing eect of the SCQ the angular coverage for particles of the
beam energy is between 5 and 6.5 mrad in polar angle and approximately 45

in azimuthal
angle. The VSAT trigger for Bhabha events requires coincident energy depositions in
opposite modules of at least 20 GeV; a delayed Bhabha trigger was used to determine
the accidental rate.
For 1994 and 1995 data, the VSAT luminosity was used to check the run to run
stability of the STIC measurement, while for 1993 data the VSAT luminosity was used,
as in 1991, to determine the relative point-to-point luminosity in the energy scan.
There were three major improvements with respect to 1991 analysis. First, there was
a considerable improvement in the simulation, done using the fast simulation program
(FASTSIM) described in ref. [1]:
 High statistics extensive simulations of dierent beam conditions were performed to
evaluate the dependence of the Bhabha accepted cross-section on the beam parame-
ter variations and extract the corresponding coecients, which are needed to correct
the luminosity determination with the procedure described in detail in ref. [1].
 Compared with the simulations performed for the analysis of 1991 data, ner and
more extended variations of the beam parameters were explored.
 Both BABAMC [12] and BHLUMI [13] generators were used (the comparison be-
tween the two computations was found to be very good in the VSAT angular region).
 Each FASTSIM run had larger statistics.
 Finally, dierent geometrical positions of the four VSAT calorimeters with respect
to the beam pipe were tested, within the uncertainty of the survey measurements.
The second improvement was a better understanding of the alignment of the detector with
respect to the beam pipe, which is particularly important in the LEP plane (x; z plane).
This was obtained by a careful study of the shape of the distributions of the impact points
of the two Bhabha electrons on the detector; these distributions were parameterized
in terms of a few relevant parameters quite sensitive to the detector alignment. The
dependence of these parameters on the variations of the beam spot coordinates was
compared between real and simulated data; the alignment which best tted the data was
determined with its uncertainty by adjusting the simulated (x; z) positions of the four
VSAT calorimeters with respect to the beam pipe.
The third improvement was the use of a restricted ducial volume, which had a smaller
acceptance than the large ducial volume used in 1991 analysis (about 78%) but required
a considerably smaller correction for the variation of the beam parameters and had a
much reduced systematic uncertainty. Two types of events were rejected in the restricted
acceptance that had previously been accepted. The rst consisted of events in which at
least one of the two electrons had an impact point on the detector close to the outer ring
of the acceptance (radial distance from the nominal beam axis greater than 7.8 cm). Due
to the residual uncertainty in the alignment of the detector with respect to the beam
pipe, described above, cutting out these events reduced the corresponding systematic
uncertainty at the o-peak points by about a factor 6. In the 1991 data this systematic
uncertainty was much smaller because of the smaller spread in the average values of the
beam spot x-coordinates and was negligible compared with the other sources of systematic
uncertainty. The second selection excluded events in which both electrons were close to
the inner edge of the acceptance by requiring that the sum of the absolute values of the
6x-coordinates (distances from the beam axis in the horizontal plane) of the impact points
of the two electrons be above a given cut. The cut was chosen at the minimum value
for which stability in the luminosity determination was obtained. The corresponding
uncertainty in the luminosity of the o-peak points was about 0:02%.
Table 3 summarizes the various contributions to the uncertainty for the energy point
at peak+2 (the uncertainties are slightly smaller at peak-2 and at the pre-scan point).
As for the 1991 data, the uncertainty due to uncertainties in the correction factors
consisted of a part which was almost uncorrelated between dierent energy points and of a
part which was strongly correlated. The latter, for 1993 data, was about 0:06% and was
added quadratically to the VSAT statistical uncertainty at the Z
0
peak (0:05%) to give
the normalization uncertainty to the SAT absolute luminosity. The other uncorrelated
systematic uncertainties were convoluted quadratically with the statistical uncertainty at
each energy point.
4.3 The STIC Measurement
A second generation luminometer, the STIC (Small Angle TIle Calorimeter) [14], was
installed in the DELPHI detector before the 1994 LEP run. It consisted of 2 lead scin-
tillator sampling calorimeters, located at  220 cm from the interaction point, providing
a full angular coverage in the region between 29 and 185 mrad with respect to the beam
line. The scintillating tiles were arranged in towers projecting to the interaction point
with 10 radial rings and 16 azimuthal sectors. The absence of cracks pointing to the inter-
action region and the scheme of light collection provided a very uniform energy response
and an excellent energy resolution ((E)=E ' 2:7% on the Bhabha peak as shown in
Figure 2). The uniformity of the energy response and the segmentation of the detector
allowed a reconstruction of the radial centre of a shower with a resolution which, at the
border between towers, was about 250 m. The way the detector was mechanically
assembled resulted in a knowledge of the scintillating tile positions of better than 50
m. Monte Carlo simulations showed that this translates into an eective knowledge of
the tower positions of 20 m.
The major improvements with respect to the previous DELPHI luminometer (SAT)
can be summarized as follows:
1. The excellent energy resolution allowed for an easy separation of Bhabha scattering
events from the background due to o momentum particles from beam-gas interac-
tions.
2. The accuracy in the denition of the internal geometry of the detector, the absence
of discontinuities and the good spatial resolution allow a very precise denition of
the geometrical acceptance.
During the 1994 data taking STIC worked well, apart from 3 dead tetrodes during
the rst 5 pb
 1
, of which only one had an inuence on the luminosity measurement. A
correction for this eect contributes negligibly to the nal systematic uncertainty.
The luminosity was measured with the same \mask technique" used by the SAT. A
high precision tungsten mask pointing at the interaction region, with a total thickness of
17 radiation lengths, covered the inner 35 mmof the acceptance of one of the calorimeters.
Therefore a cut on the energy of the reconstructed shower translates into a very sharp cut
on the inner radius, with an absolute precision of20 m, as determined by the deviations
from circularity of the edge of the mask, which was measured with an accuracy of 1 m.
The smearing due to the transition region of the tungsten edge was measured to be 20
7m in a test beam, by using a silicon microstrip detector to dene the incoming particle.
This is negligible compared to the smearing due to multiple scattering in the beampipe.
The excellent position resolution in the region between two towers means that STIC
can provide an independent luminosity determination, entirely based on the reconstructed
position of the showers. This was used as a cross-check of the results, as well as for a
useful study of the luminosity measurement at LEP II when the mask is not used.
The trigger was based on the same scheme as for the SAT: the analog sum of the
signals from 45

azimuthal sectors, each overlapping 22.5

with the neighbouring one,
were considered and a coincidence of energy depositions coplanar with the beam in both
calorimeters larger than about 9 GeV was required. A prescaled single arm trigger was
used to monitor possible trigger ineciencies, which were found to be smaller than 2
10
 4
.
In the selection of the Bhabha events only the most energetic clusters on both sides
were used.
To remove the background due to o-momentum particles the following cuts were
applied:
1. On each side the energy of the cluster was required to be larger than 65% of the
beam energy.
2. The acoplanarity between the 2 clusters was required to be less than 20

.
The eect of the energy cut is shown in Figure 3.
A special trigger, requiring a coincidence between the signal from one arm and the
delayed signal (t = 89 s, corresponding to one LEP orbit period) from the other,
measured the residual background due to o-momentum particles This measurement
showed that it was smaller than 2 10
 4
.
To accept radiative Bhabha events, as well as to avoid a strong sensitivity of the
accepted cross-section to the beam parameters, the standard technique of an asymmetric
acceptance was used.
The following cuts were applied to dene the geometrical acceptance:
1. The radial position of the reconstructed cluster was required to be below 25 cm on
the tungsten ring side.
2. The radial position of the reconstructed cluster was required to be between 8.2 and
28 cm on the opposite side.
Due to the presence of the tungsten ring, the side with the narrow acceptance was al-
ways the same. The variation of the acceptance was equal to 0.1% per mm of longitudinal
displacement of the interaction point, while the sensitivity to the transverse position of
the interaction point (IP) and to tilts and acollinearities of the beams was much smaller.
Selected collinear Bhabha events allowed a measurement of the average position of the
interaction point, on a ll by ll basis, by minimizing the distance of closest approach
of the trajectories joining the reconstructed impact points on the calorimeter faces. The
typical statistical accuracy for the longitudinal position of interaction point was approx-
imatively 150 m, using the data from a single ll. A cross-check was performed with
the measurement done by the DELPHI tracking system. The dierence between the
two determinations of the longitudinal position of the interaction point had a standard
deviation of 200 m.
An accurate estimation of the Bhabha cross-section accepted inside the luminometer
was obtained by means of a full simulation of the detector, based on the GEANT [10]
program. The simulated events were analysed in the same way as the real data.
8The event generator BHLUMI 4.03 [13], which includes the complete O(), the full
leading logs at O(
2
) and the  Z interference terms was used. The theoretical precision
in the calculated cross-section was estimated [15] to be 0.06%.
The total accepted cross-section was estimated to be 54.829  0.010 nb at a centre-
of-mass energy of 91:250 GeV.
The contribution of the process e
+
e
 
!  in the selected sample of Bhabha was
calculated to be 0.05%.
A detailed list of the contributions to the systematic uncertainty is given in Table 4.
The uncertainty related to the position of the interaction point takes into account the fact
that the distance between the two STIC front faces was measured with an accuracy better
than 250 m. It also takes into account the largest observed variation in temperature
measured by the probes located around the STIC modules.
The overall uncertainty is evaluated to be 0.09%, which is better than the design goal
of the STIC luminometer. This systematic uncertainty is common to the 1994 and 1995
measurements.
During 1995 the STIC trigger had to be modied in order to cope with the bunch
train running of LEP. A correct timing signal for the calorimeter ADC's was made by
a coincidence of the wagon gate and the signals coming from the Veto system, which
consists of 64 trapezoidal scintillation counters assembled into 2 planes and put in front
of the calorimeter.
No wagon assignment was available in 411 out of the 1.6 million Bhabha events taken
in 1995 due to ineciencies of the Veto, and therefore the energy in the STIC was slightly
underestimated. In 1.6% of the cases, due to noise in the Veto, the wagon assignment
was ambiguous, but the energy in the STIC could be easily corrected oine.
Therefore the contribution of the bunch train operation of LEP to the systematics of
the luminosity measurement is negligible.
5 Hadronic Cross-sections
As in previous analyses [1,2] the event selection was based on charged particles only,
having momentum greater than 0.4 GeV/c and polar angle, , between 20

and 160

. In
order to retain only well measured tracks, those shorter than 30 cm or with momentum
resolution larger than 100% were rejected. Events were retained if their charged multi-
plicity,N
ch
, was above 4, and if the total energy of the charged particles, E
ch
, was greater
than 12% of the centre-of-mass energy. Bhabha events with multiple reinteractions in the
detector material were removed by requiring events with less than 11 charged particles
to have E
rad
(=
q
(E
2
f
+ E
2
b
)) less than 0:90
p
s=2, where E
f;b
stands for the total energy
deposit in the forward and backward electromagnetic calorimeters (FEMC).
The present analysis diers from the previous ones when selecting the tracks with
respect to their origin. The determination of the primary vertex of each event was
improved, thus allowing the tracks to be selected with tighter cuts: the impact parameter
with respect to the vertex position was required to be less than 2 cm in R and less than 4
cm/sin in z. A large fraction of the tracks originating from secondary interactions could
be eliminated in this way and the residual background from low multiplicity leptonic
events could be reduced by up to 50%. As another benet from the new track selection,
the simulation reproduced the real data more accurately and the systematic uncertainty
on the selection eciency was reduced from 0.11% to 0.09%. For those events where
the vertex search did not converge, the tracks were selected with respect to the average
9position of the beam spot. About 3% of the events were accepted in this way in 1993
and 1995, and about 4% in 1994.
The trigger eciency was derived from a comparison of independent trigger compo-
nents based on signals from the tracking detectors, calorimeters or scintillators of the
experiment. The eciency found was higher than 99.99% at all energy points.
The hadronic nal states were used to check the stability of the charged particles
detectors used for the analysis. The quality of these detectors was estimated for each
run from the mean number of tracks and the mean charged energy per event in each
detector. Runs where these quantities showed highly abnormal values were discarded
from the analysis.
A total of 2,650,000 events was selected over the three years.
The selection eciency was found from Monte Carlo simulations based on the JET-
SET 7.3 generator [16] tuned to DELPHI data [17]. The simulation was carried out for
those events in which the generated annihilation energy was greater than 0.1
p
s. This cut
was introduced explicitly into the tting procedure used to extract the Z
0
parameters and
was estimated to have a negligible eect on the systematic uncertainties. Since the ex-
perimental acceptance is zero below this cut, the determination of the Z
0
parameters was
therefore insensitive to the theoretical description of the spectrum of low mass hadronic
resonances.
The selection eciency determined from the simulation was corrected for instabilities
of the tracking detectors and for detection and tracking ineciencies in the forward region
not included in the simulation. These corrections are shown in Table 5 for each energy
point.
The corrected selection eciency was found to be about 94.8% on the resonance peak
in 1993 and 1994. It is largest at peak energies and is smaller by (0.044  0.015)% at
89.4 GeV and by (0.027  0.015)% at 93.0 GeV because of the variation of N
ch
and
E
ch
=
p
s with the collision energy. It was about 0.5% larger in 1995, mainly because of
the extension of the acceptance of the Inner Detector in the forward region. The total
systematic uncertainty on the 1993 and 1995 selection eciencies amounts to  0.09%,
out of which 0.07% are common to other years. The systematic uncertainty is  0.10%
in 1994, with a part common to previous years amounting to 0.08%. As an example, the
dierent contributions to the systematic uncertainties obtained in 1995 are reported in
Table 6.
The inuence of the bunch train operation of the LEP collider on the response of
the tracking and luminosity detectors, as well as on the track reconstruction eciency,
was investigated. The cross-sections corresponding to each bunch number were extracted.
The values obtained, relative to the total cross-section at each collision energy in 1995 are
shown in Figure 4. No signicant variation of the cross-sections with the bunch number
was observed.
The 
+

 
and e
+
e
 
backgrounds were evaluated from simulations based respectively
on the KORALZ [18] and on the BABAMC [12] generators, and by inspection of distri-
butions sensitive to the residual contaminations (see ref. [1]). These distributions showed
that the simulated backgrounds were underestimating the observed ones. The magnitude
of each simulated background was then rescaled in order to achieve agreement between
the simulated and the real distributions. The 
+

 
background was found to be about
(0.4  0.03)% at all energies. The e
+
e
 
background was typically (0.07  0.02)% at 89.4
GeV and (0.03  0.01)% at 91.2, 91.3 and 93.0 GeV. The two-photon collision background
was estimated to be 16  3 pb from Monte Carlo simulations based on the TWOGAM
generator [19], accounting for all three components of the process (i.e. QCD, QPM and
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VDM). The systematic uncertainties related to the residual backgrounds are summarised
in Table 6.
In Figure 5, the events selected in 1994 at the peak energy are compared to simulated
samples of the qq signal and of all relevant backgrounds. The charged multiplicity is
shown as well as two background sensitive distributions; the acollinearity between the
momenta of both event hemispheres, and the Major value. The Major M is dened as
M = max
~n
M
P
i
j~p
i
 ~n
M
j
P
i
j~p
i
j
where ~p
i
is the momentum vector of charged particle i and ~n
M
is the direction which
maximizes the momentum sum transverse to the thrust axis. Above the cut values the
combined signal and background distributions reproduce the data adequately .
The selection eciencies and residual backgrounds found at peak energies are sum-
marised in Tables 11, 12 and 13. The hadronic cross-sections measured in 1993, 1994 and
1995 are given in Table 7. Data from a short period in 1994 when the beam energy was
signicantly dierent have been treated separately.
6 Cross-sections and Forward-Backward Asymme-
tries in the e
+
e
 
Channel
6.1 Selection Criteria
Two dierent methods were used for event selection, as described in ref. [2]. Only the
barrel region of DELPHI was used for this analysis. In each method, both the electron
and the positron were required to be within the range 44

<  < 136

, where  was the
polar angle of the particle with respect to the direction of the electron beam, and the
acollinearity was required to be smaller than 10

. Due to the inuence of the t-channel
contribution to e
+
e
 
scattering, the barrel angular region is the most sensitive to the
electroweak parameters.
Runs were excluded where the luminometers had problems, where the hadronic anal-
ysis indicated severe problems in the data taking, and where the beam energy was ab-
normal.
6.1.1 Method 1
This method largely relies on the energy measured in the HPC. Due to the presence of
about 0.7 radiation length of material in front of the HPC, electrons have a high probabil-
ity to radiate before reaching the calorimeter. To obtain the complete reconstruction of
the electromagnetic energy, clusters were constructed in the calorimeter by selecting the
two most energetic electromagnetic showers in opposite hemispheres and adding to these
showers the energy released in the electromagnetic calorimeter in a cone of half-angle
5

around the shower direction, or having a transverse energy, with respect to the most
energetic shower, smaller than 0.2 GeV. Charged particles were selected by requiring:
 momentum greater than 1:5 GeV=c;
 impact parameter to the average interaction point smaller than 5 cm both in the
radial and in the beam direction;
 track length greater than 30 cm.
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The association between the charged particle track and the electromagnetic shower was
not explicitly required. The direction of the charged particle track or, in case it was
missing, the direction dened by the electromagnetic shower centroid and the mean beam
position, was used as the fermion direction. Events were divided into two hemispheres
dened by the plane perpendicular to the most energetic electromagnetic cluster direction.
In order to recover information about tracks which could have deteriorated in the region
after the VD, an algorithm was developed to reconstruct \track segments", independently
from the global track search, by using hits in the three VD layers. Events were accepted
if they fullled one of these two sets of requirements:
 two energy clusters in opposite hemispheres, at least one with energy above 30 GeV,
the other above 25 GeV;
 no more than 4 charged particles and, for topologies with more than two tracks in
one hemisphere: total electromagnetic energy greater than 70 GeV;
 for topologies with less than two tracks: VD hits compatible with one charged track
segment per hemisphere;
or
 one energy cluster with energy above 40 GeV;
 one charged particle in each hemisphere;
 no energy deposited beyond the rst 1.5 interaction lengths of the Hadron Calorime-
ter.
The energy cuts quoted were used at the peak energy and were scaled according to the
event centre-of-mass energy at the other scan points. To avoid the region in polar and
azimuthal angle where poor eciency is expected for electromagnetic energy (and track)
reconstruction, both fermions were required to be outside the polar range 88

<  < 92

and at least one was required to be outside 0:7

in  from the HPC gaps between
modules.
The selection eciency was estimated by using events generated with the BABAMC
[12] program to be (89:340:10)%, (89:570:10)% and (89:770:10)% in the 1993, 1994
and 1995 data respectively. The loss of events was mainly due to the azimuthal ducial
cuts. The selection eciency was found to be independent of the centre-of-mass energy,
within the uncertainties of the Monte Carlo generation.
The main background was due to 
+

 
events and was estimated by using simulated

+

 
events, produced with the KORALZ [18] generator. In the  acceptance region, the
percentage of 
+

 
events passing the selection cuts was (1:38 0:04)%, (1:18 0:05)%,
and (1:24 0:04)% in 1993, 1994 and 1995 runs respectively, with negligible dependence
on the centre-of-mass energy.
6.1.2 Method 2
In this method, e
+
e
 
events were selected with two almost independent sets of exper-
imental cuts, chosen in such a way as to minimize the correlations between the two sets.
As in method 1, a cut in polar angle at 90  2

was applied. In one set (selection A),
events were accepted if they had :
 at least two track segments in opposite hemispheres seen by the VD and no more
than four in total; events with 2 track segments in each hemisphere were excluded
to reject photon conversions;
 two high energy electromagnetic clusters observed in the HPC, at least one with
energy above 75% of the beam energy and another above 55% .
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In the second set (selection B), events were accepted if they had:
 at least 2 charged particle tracks, of momentum greater than 1:5 GeV=c and distance
of closest approach to the nominal vertex position less than 5 cm, seen by the
DELPHI tracking system (except VD) with acollinearity less than 10

, and no more
than four tracks in total; the 2-versus-2 track topology was excluded;
 the quadratic sum of the momenta of the highest momentum charged particles in
each hemisphere greater than 0:99
p
s=2;
 the ionization, as measured by the TPC, of all tracks in the event compatible with
the electron hypothesis;
 no energy observed in the last three layers of HCAL associated to the impact points
of the two highest momentum charged particles;
 the OD hit pattern associated to the impact points of the tracks compatible with
the pattern of a particle showering in or before the OD, or giving back-scattering
from the calorimeter;
 no hit in the muon chambers associated to the tracks.
Considering the selections A and B as independent, the eciency of each of them and
the overall eciency of the \OR" of the two could be easily computed by a comparison
of the number of events selected by each one separately or by both simultaneously. To
get a correct result, the contribution of background events passing the cuts had rst
to be subtracted. The presence of background in the sample of selected events had
two consequences. First, it increased the number of selected events, second it biased
the estimate of the selection eciency towards smaller values. Using 
+

 
simulated
events the background in the \OR" of the selections was estimated to be (1:10 0:04)%,
(0:830:04)% and (0:850:04)% in 1993, 1994 and 1995 runs respectively. In 1994, as an
example, it was (0:490:03)% for selection A only, (0:530:03)% for selection B only, and
(0:050:01)% for the \AND" of the two selections. After the background correction, the
overall eciency of the two selections was measured to be (97:820:07)%, (96:950:06)%
and (97:420:08)% in 1993, 1994 and 1995 runs respectively. The simulated e
+
e
 
events
were used to estimate and remove the bias caused by the correlation between the two
selections due to the detector structure or to the kinematics of the events. The bias on the
combined eciency was found to be 0:1%. The stability in the estimated total number
of events with respect to variations of the cuts is shown in Figure 6. The stability was
found to be better than 0:20%.
In both methods the measured eciencies did not include the loss due to the exclusion
of the polar angle region around 90

.
6.2 Measurement of the Cross-section
Totals of 24,286, 41,290 and 20,833 events were selected with Method 2 in 1993, 1994
and 1995 data respectively. A correction was applied for the 2

polar angle ducial cut
around 90

. It was computed at the dierent energies by using the program TOPAZ0
[20] and checked with ALIBABA [21]. No signicant dierence was found between the
two generators. The total cross-sections obtained with the two selection methods were
compatible and the arithmetic average of the two results was used. Since the two samples
are highly correlated, there was no reduction in the statistical uncertainty. In order to t
the results with the ZFITTER [22] package, the t-channel contribution had to be removed
from the measured cross-sections and asymmetries. This subtraction was computed using
the ALIBABA program. Recent studies [23] indicate that the theoretical uncertainty on
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this subtraction, averaged over the dierent energies, amounts to 1:1 pb and 0:3 pb on
the forward and backward cross-sections respectively.
In addition, a correction was applied because ZFITTER only allows a limit on the
polar angle of one of the two nal state fermions, the other being constrained by the
collinearity requirement. This correction was calculated using TOPAZ0, and the theo-
retical uncertainty on the correction was estimated to have a mean value of 0:15% of the
s-channel cross-section.
After the subtraction of the t-channel contribution and the correction for the polar
angle denition by the electron only, the cross-sections given in Table 8 were obtained.
The uncertainties quoted are statistical only. Apart from the luminosity, systematic
uncertainties arise from the event selection, acceptance denition and from the t-channel
and background subtractions. The systematic uncertainties are shown in Tables 11, 12
and 13 for the dierent run periods. Of the total systematic uncertainties, 82% are
assumed to be correlated between the dierent years.
As a cross-check, in this analysis, and in the other leptonic analyses, for each running
period the stability of the cross-section versus time was investigated by calculating cross-
sections for each LEP ll. In addition, for the 1995 run period where LEP was operated
in bunch train mode the stability versus the bunch number was studied. No evidence of
any systematic dependence was found.
6.3 Measurement of the Forward-Backward Asymmetries
In the samples of events selected with the two methods described above, the charge
of the event was dened as positive when the positron was in the forward hemisphere,
negative in the opposite case. The method used to determine the charge was similar to
the one used for the analysis of the 1992 data [2]. In the e
+
e
 
! e
+
e
 
events, in addition
to the canonical charge denition from reconstructed tracks, it is possible to look at the
eects of the magnetic eld bending on the impact position of HPC clusters. It is then
possible to correlate the sign of the bending with the sign of the event charge, allowing a
high redundancy on the charge determination. The percentage of events with two charged
particles of the same sign was about 2% of the two-track events. The use of the bending to
determine the charge of those events and the charge of the events with more or less than
two tracks, avoids possible hemisphere dependent biases. The measured event charge was
compared with the generated one in Monte Carlo events, showing a discrepancy in 0:4%
of the events, with no evidence of systematic hemisphere bias.
The forward-backward asymmetries were determined with a counting method using
the same samples of events considered for the cross-section determination and are given
in Table 8 with their statistical uncertainties. Systematic uncertainties arise because
of charge confusion, forward-backward acceptance dierences and t-channel subtraction.
They are shown in Tables 11, 12 and 13 for the dierent run periods.
7 Cross-sections and Forward-Backward Asymme-
tries in the 
+

 
Channel
7.1 Selection Criteria
The same selection criteria were applied for all periods of data taking 1993 - 1995,
with minor dierences to account for year-to-year changes in detector performance.
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The following kinematic, topological and muon identication cuts were applied to
obtain a sample of e
+
e
 
! 
+

 
events with high eciency and small remaining back-
ground:
 The two most energetic charged particles were required to have momenta P
1
; P
2
> 5
GeV=c. These were dened as the candidate tracks for the subsequent selection;
 To suppress 
+

 
contamination the event variable P
rad
, dened as
q
(P
2
1
+ P
2
2
),
was required to exceed 0:87
p
s=2;
 The acollinearity of the two candidate tracks was required to be less than 20

;
 In events where the two candidate tracks were of opposite charge, the negative
particle was required to lie within the polar angle interval 20

  160

for the cross-
section measurement. (In the rare occurence of both tracks having the same charge, a
unique 
 
candidate was dened by comparing the assigned momentumuncertainties
of both tracks. The charge of the track with the smaller momentumuncertainty was
taken as correct.) This was extended to 11

 169

for the asymmetry determination;
 Both candidate tracks had to be identied as muons, requiring an associated hit in
the muon chambers (MUB, MUF and, from the latter part of 1994 onwards, the
SMC) or energy depositions in the HCAL, the HPC or the FEMC consistent with a
minimum ionizing particle. Furthermore the calorimeters were used to reject Bhabha
events and tracks from hadrons;
 To reduce the background from cosmic rays, at least one candidate track was required
to originate from close to the beam spot at the perigee in the transverse plane. The
cut applied depended on the detectors participating in the track reconstruction, but
was 0:1 cm for the majority of cases. A cut was also placed on the axial separation
of the two tracks at this point.
For the asymmetry analysis of the 1993 pre-scan period, problems with the Forward
Chambers A necessitated restricting the polar interval to 18

  162

. In all years, events
lying within 2

of the six TPC azimuthal sector boundaries were excluded from the asym-
metry measurement, as there was evidence of possible bias in these regions. Furthermore
the  0:5% of events in which the charge assignment was the same sign for both tracks
were discarded in the asymmetry analysis.
Runs in which relevant components of the DELPHI detector were not adequately
operational were excluded from the analysis. For the cross-section analysis this involved
a combination of the TPC, the HCAL and the muon chambers. In addition, runs were
excluded where the luminometers had problems, where the hadronic analysis indicated
severe problems in the data taking, and where the beam energy was abnormal. As the
analysis of the forward-backward asymmetry is less dependent on knowledge of detector
eciencies, a looser run selection was used here. Only runs in which the TPC was not
fully operational were excluded, although in 1993 further requirements were placed on
the muon identication detectors to eliminate a possible detector bias.
Tables 11, 12 and 13 show the number of events remaining for the analyses after all
cuts for the dierent run periods.
7.2 Measurement of the Cross-section
7.2.1 Determination of selection eciencies
As far as possible, corrections were determined from the data, using input from sim-
ulations only for the studies of correlations and for small corrections. This is possible
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because of the distinctive back-to-back event topology of 
+

 
events, and because the
DELPHI trigger only requires single tracks.
The important contributions to the selection eciency which can be determined pri-
marily from the data are the following:
 Trigger eciency
This was measured by comparing independent subtriggers. The event eciency was
> 99:5% for all years.
 Muon identication eciency
The principal method used a restricted event sample with negligible 
+

 
and B-
habha background. The event eciency was found to be > 99% throughout the
acceptance, except between the barrel and the forward regions for the data collected
before the installation of the SMC.
 Tracking eciency
A loss of  3% near the sector boundaries of the TPC was determined from the
azimuthal distribution of events. Away from these boundaries an eciency of >
99:5% was calculated by use of an event sample with one identied muon track plus
a hit in the muon chambers in the opposite hemisphere.
These eciencies were measured and then combined in polar angle bins to account for
angular correlations. Systematic uncertainties were assigned from comparison of various
tracking detectors and from the statistical precision of the measurements.
Further losses, such as those due to vertex cuts and background vetoes were measured
through a combination of data and simulations. The loss due to the P
rad
cut was studied
with a variety of event generators and found to be < 0:1%.
The total selection eciencies for the dierent running periods are given in Tables 11,
12 and 13. These are with respect to events within the polar, momentumand acollinearity
acceptance stated above. Uncertainties in the detector implementation of this acceptance
are included in the assigned uncertainty. Figure 7 shows the behaviour of the selection
eciency as a function of the polar angle for the 1994 running period.
7.2.2 Determination of residual backgrounds
The residual contamination from 
+

 
events was determined by tting the relative
contribution of 
+

 
and 
+

 
events in discriminant variables. The best sensitivity was
obtained by tting in P
rad
, as illustrated in Figure 8. The residual 
+

 
contamination
was found to be  1%.
The background from cosmic muons was determined from data, by counting the num-
ber of events failing the impact parameter cuts and interpolating to the region within the
cuts. This gave a contamination of  0:1%. Cross-checks using detectors with timing
and directional information, such as the RICH, conrmed this result.
Contamination from other backgrounds, such as from two-photon processes and from
Bhabha events was found to be of order 0:01% and therefore negligible in the measure-
ment.
The background estimates for the three years are summarised in Tables 11, 12 and 13.
7.2.3 Results
The resulting cross-sections after subtraction of backgrounds and correction for ine-
ciencies are given in Table 9. These numbers are given within the phase space dened by
a cut of 5 GeV=c on the momentum of the outgoing particles, an acollinearity cut of 20

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and a restriction of the polar angle of the negatively charged muon to 20

  160

. The
systematic uncertainty does not include the uncertainty due to luminosity measurement.
The dierential cross-sections combined for all years 93 - 95 are shown in Figure 9.
7.3 Measurement of the Forward-Backward Asymmetry
The forward-backward asymmetry was calculated using an unbinned maximum likeli-
hood t to the lowest order form of the angular distribution. In such a t the result is
insensitive to knowledge of the selection eciencies, provided that these are the same for
events with forward going negative muons and backward going negative muons.
In order to bias the asymmetry measured using the likelihood method, it is necessary
to suer from forward-backward asymmetric and charge asymmetric eciencies. To test
the assumption of symmetry, the detector asymmetry, A
det
, was determined for each
running period. This is dened as follows:
A
det
=

 
fwd

+
bwd
  
 
bwd

+
fwd

 
fwd

+
bwd
+ 
 
bwd

+
fwd
; (1)
where 
+ 
fwd
and 
+ 
bwd
are the eciencies to reconstruct a 
+
/
 
in the forward or backward
hemisphere of the detector respectively. Evidence of non-zero detector asymmetry was
found around the azimuthal TPC sector boundaries, and in the very forward region during
the 1993 pre-scan. With these regions excluded, A
det
was found to be compatible with
zero for all periods. For each data set the statistical uncertainty on this conclusion was
assigned as the systematic uncertainty. This dominated other uncertainties, but was still
small compared to the statistical uncertainty. Figure 10 shows the detector asymmetry
as a function of the polar angle for the running period of 1994.
Further sources of systematic uncertainties that have been considered include the
biases induced by 
+

 
, cosmic and Bhabha contamination, possible uncertainties in the
measurement of the polar angle, a charge dependence of the momentum determination,
and the exclusion of events with at least one misassigned charge. The eect of neglecting
higher order terms in the form of the angular distributions was investigated and found
to be small.
The stability of the forward-backward asymmetry against time was tested by calcu-
lating its value separately for each LEP ll. Also the asymmetry was determined in bins
of the polar angle, to look for any residual systematic eects. These checks showed no
problems.
The forward-backward asymmetries and the assigned systematic uncertainties are giv-
en in Table 9 within the phase space dened by a cut of 5 GeV on the momentum of the
outgoing particles and an acollinearity cut of 20

.
8 Cross-sections and Forward-Backward Asymme-
tries in the 
+

 
Channel
8.1 Selection criteria
The selection of 
+

 
events in the barrel region of the detector from the 1993-1995
data was similar to that described in ref. [2]. In addition, the analysis has been extended
to include data in the forward regions of the detector and for the rst time with DELPHI
data the 
+

 
cross-section has been measured in the polar angle range 20

<  < 160

.
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The same selection criteria were applied to the entire sample, with minor dierences to
account for year-to-year changes in detector performance.
Events were required to be of low multiplicity and to have high thrust, in order to
remove background from qq nal states. Further kinematic restrictions were imposed to
remove the backgrounds from e
+
e
 
, 
+

 
and four-fermion nal states. For the barrel
selection the thrust axis, computed using charged particle momenta, was required to
lie in the polar angle interval 43

<  < 137

. Events were also rejected if the highest
momentum charged particles in each event hemisphere were both in the polar angle range
88

<  < 92

. The following topological and kinematic cuts were applied:
 The number of well reconstructed charged particle tracks per event,N
ch
, was required
to be in the range 2  N
ch
 6;
 The event thrust was required to exceed 0.996;
 To suppress 
+

 
contamination, the event variable P
rad
(see section 7.1) was re-
quired to satisfy P
rad
<
p
s=2;
 To suppress e
+
e
 
contamination, the event variable E
rad
, dened as
q
(E
2
1
+ E
2
2
),
where E
1
and E
2
are the energies in the electromagnetic calorimeters within a cone
of half-angle 30

around the thrust direction in each hemisphere, was required to
satisfy E
rad
<
p
s=2;
 To suppress four-fermion nal states, the total charged and neutral energy, E
vis
, was
required to exceed 8
p
s=91:2 GeV;
Additional cuts were imposed on those events with N
ch
= 2 to reduce further the back-
grounds from Bhabha scattering and cosmic muons. The former were most eectively
removed by requiring that the acollinearity angle exceed 0:5

and the latter were almost
entirely eliminated with tight cuts on the track impact parameters with respect to the
beam collision point in the R    plane.
For the 1993 data, in order to avoid a possible selection eciency bias due to poor
modelling of the electron momentum spectrum, the P
rad
cut was only applied to those
events which satised a very loose 
+

 
event selection based on muon chamber and
calorimeter information. In the absence of this cut, the e
+
e
 
background was removed
by imposing harder E
rad
cuts: E
rad
< 0:9
p
s=2 and E
rad
< 0:6
p
s=2 for those events
in which the track of the highest momentum particle in either thrust hemisphere passed
close (1:5

) to one of the 24 azimuthal boundary planes between adjacent HPC modules.
For the 1995 data, in order to avoid biases due to imperfect modelling of the E
rad
distribution, events were required to satisfy E
rad
< 0:95
p
s=2 if the highest momentum
charged particle in each event hemisphere passed more than 0:3

from the nearest HPC
azimuthal boundary. For events in which only one of these highest momentum charged
particles passed more than 0:3

from the nearest HPC azimuthal boundary this require-
ment was tightened to
p
s=3. Due to improvements in the Vertex Detector and Inner
Detector performance in 1995 the impact parameter cuts were much more eective in
removing the cosmic muon background.
Events in the forward region were selected by requiring that the thrust axis fell in the
polar angle ranges 20

<  < 43

or 137

<  < 160

. The majority of the cuts used
in the barrel event selection were also employed in the forward region, but with several
signicant changes in order to suppress background, especially from Bhabha scattering:
 To suppress four-fermion background
4
, E
vis
was required to exceed 12
p
s=91:2 GeV;
4
The four-fermion background is the set of four-fermion nal states which are not included as part of the radiative
corrections to the ZFITTER cross-section for the 
+

 
nal state; the dominant contribution to this background arises
from two-photon collision processes.
18
 The Bhabha background was severely limited by restricting the acollinearity angle
between the tracks in opposite thrust hemispheres to be greater than 1

over most
of the angular range, or 2

in the polar angle range 35

<  < 43

or 137

<  <
145

. For events with more than two charged particle tracks the acollinearity was
determined using the vector sum of the charged particle momenta in each thrust
hemisphere;
 To restrict further the Bhabha background, harder E
rad
cuts were imposed: E
rad
<
0:8
p
s=2, or E
rad
< 0:6
p
s=2 if the thrust axis was in the range 35

<  < 43

or
137

<  < 145

. In these ranges of angles the electromagnetic calorimetry was
relatively poor.
For the analysis of the 1995 data in the forward region the E
rad
and P
rad
requirements
were altered. If the highest momentum charged particle in each event hemisphere extrap-
olated to within the acceptance of the FEMC, the E
rad
cut was 0:85
p
s=2. If only one
of these tracks extrapolated to the FEMC then the cut was tightened to 0:4
p
s=2. The
P
rad
cut was reduced to 0:9
p
s=2 in both cases.
A run selection was applied to exclude runs from the analysis in which the relevant
components of the DELPHI detector were not adequately operational. For the cross-
section analysis this involved a combination of the TPC and the HPC. In addition, runs
were excluded where the luminometers had problems, where the hadronic analysis indi-
cated severe problems in the data taking, and where the beam energy was abnormal. For
the asymmetry analysis the requirements on the luminometer performance were dropped.
Tables 11, 12 and 13 show the number of events remaining in each year after the
application of the selection criteria.
8.2 Measurement of the Cross-section
8.2.1 Determination of selection eciencies
The determination of the event selection eciency for 
+

 
is highly dependent on
Monte Carlo simulation (using the KORALZ program [18]) because the selection criteria
are based on the use of a number of global event variables such as E
rad
and P
rad
. This con-
trasts with the e
+
e
 
and 
+

 
analyses which treat the reconstruction and identication
of each lepton independently. Consequently, the event reconstruction and identication
eciencies do not factorize. The trigger eciency can, however, be determined from the
experimental data by comparing independent subtriggers, and in all years it exceeded
99:9%.
The quality of the Monte Carlo modelling of the 
+

 
events was monitored by com-
paring distributions of experimental data and simulated data (including residual back-
ground contributions) in all of the topological and kinematic variables used for the event
selection. Figures 11 and 12 show such comparisons for the event thrust distribution
and for the radial energy variable, E
rad
. A small discrepancy in the modelling of the
reconstruction eciency for tracks close to the six azimuthal TPC boundary planes was
observed and a small correction (< 1:0%) was applied to the event selection eciency.
The combined event selection eciency for the barrel and forward regions was deter-
mined by simulation to be in the range 62%   64% for the three running periods . The
trigger and selection eciencies for the dierent running periods are given in Tables 11,
12 and 13.
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8.2.2 Determination of residual backgrounds
The main backgrounds in the selection of 
+

 
arise from qq, e
+
e
 
, 
+

 
and four-
fermion nal states. Each contribution was determined by Monte Carlo simulation. For
the qq and 
+

 
backgrounds the JETSET 7.3 [16] and DYMU3 [24] generators were
used respectively. The two-photon backgrounds were simulated using the TWOGAM [19]
and BDK [25] generators. The residual level of the Bhabha background was studied using
two Monte Carlo generators: BABAMC [12] and BHWIDE [26]. It was found that the
BHWIDE generator predicted about 1 pb more background than BABAMC in terms of
the accepted cross-section. This resulted in about 0.001 increase in the observed forward-
backward asymmetry. Since BHWIDE is expected to be more precise, its prediction
was used to subtract the residual background, and half the dierence between the two
generators was added to the systematic uncertainty on the cross-section and forward-
backward asymmetry.
Various discriminating variables were used to check that the experimental data and
simulated data were consistent. For example, the E
rad
distribution (see Figure 12) is
sensistive to the e
+
e
 
background whereas the P
rad
distribution is sensitive to the 
+

 
background.
The only other signicant residual background, from cosmic muons, was determined
from the experimental data using the technique applied in the 
+

 
event selection (see
section 7.2.2) based on impact parameter distributions.
The backgrounds for the dierent running periods were quite similar but with some
variation due to the change of cuts after 1993. As an illustration of typical magnitudes, the
1995 background levels were as follows. The four-fermion background was estimated to be
2:64 0:32 pb, that due to qq events (1:10 0:15)% and that due to 
+

 
events (0:25
0:05)% at all energies. The cosmic muon background was estimated to be 0:2 0:1 pb at
all energies and the e
+
e
 
background to be 7:80:9 pb, 11:21:2 pb and 7:60:9 pb, at
the centre-of-mass energies of 89:4 GeV, 91:2 GeV and 93:0 GeV respectively. The total
background at the Z peak was 2:9% of the selected event sample. Tables 11, 12 and 13
show the various background estimates for the dierent running periods.
8.2.3 Results
The resulting cross-sections after subtraction of backgrounds and correction for inef-
ciencies are given in Table 10. These numbers are given fully corrected for the eects
of kinematic and acceptance cuts. A comparison of the  -pair invariant mass spectrum
revealed a discrepancy between the KORALZ and ZFITTER [22] programs at low values
of the  -pair invariant mass. The former program
5
, used to compute the event selection
eciency, was found to be in error in this small mass region. Consequently a smal-
l correction, amounting to 4:5 pb, was applied to the measured cross-sections at each
centre-of-mass energy for each year.
The systematic uncertainty due to selections and backgrounds is estimated to be
0:6% for all running periods, in addition to the systematic uncertainty on the lumi-
nosity. The dierential cross-sections for 1995 are shown in Figure 13.
8.3 Measurement of Forward-Backward Asymmetry
The forward-backward asymmetry was calculated using an unbinned maximum likeli-
hood t to the lowest order form of the angular distribution. As remarked in section 7.3,
5
The version 3.8 of KORALZ was used for the simulation. The small discrepancy has been corrected in later versions.
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such a t is expected to be insensitive to knowledge of the event selection eciencies.
The t was performed on the events in which the numbers of tracks in each hemisphere
were 1{1, 1{3 and 3{3 in the polar angle range 20

<  < 160

. For the 1995 data
an alternative toplogical selection was studied in which 1{N events were used in the t
(N=1,..5). The results were found to be consistent with those obtained with the standard
topological selection.
Systematic uncertainties arise from the e
+
e
 
subtraction, from charge confusion and
from neglect of radiative corrections which alter the lowest order angular distribution. A
small additive correction (less than 0.003 in magnitude) has to be made to the measured
asymmetry to account for biases introduced by the selection cuts. These biases arise
from initial state radiation and from the  dependence of the  polarization. The precise
value of this correction depends on the cuts used, which varied from year to year and
between the barrel and forward region, and was determined by Monte Carlo simulation.
The uncertainty on the correction of 0:0009 was dominated by Monte Carlo statistics.
The overall systematic uncertainties are estimated to be 0:005, 0:002 and 0:002 at
centre-of-mass energies of 89.4 GeV, 91.2 GeV and 93.0 GeV respectively. The forward-
backward asymmetries measured in each running period appear in Table 10.
Table 14 gives for the dierent years the correlation coecients between the systematic
uncertainties in the cross-section determinations in the hadronic and leptonic channels.
The systematic uncertainties in the luminosity determination are not included. Simi-
larly, Table 15 gives the correlation coecients of the systematic uncertainties in the
determinations of the leptonic forward-backward asymmetries.
9 Cross-sections and Forward-Backward Asymme-
tries in the 
+

 
Channel with Initial State Ra-
diation
Experimental results from studies of events collected at LEP1 in the channel e
+
e
 
!

+

 

ISR
, with 
ISR
being a photon radiated from the initial state, have been used to
probe the cross-sections and forward-backward asymmetries in the energy region between
LEP1 and TRISTAN and down to PETRA energies. Similar measurements have been
performed previously by DELPHI [27] with the data taken between 1991 and 1994, and by
other experiments [28]. In this section the analysis of the data taken in 1995 is presented.
By adding these data to those taken between 1991 and 1994, cross-sections and forward-
backward asymmetries were determined as well as the helicity cross-section ratio

LL
+
RR

RL
+
LR
where the two subscripts stand for the helicities of the incoming e
 
and outgoing 
 
respectively. The theoretical background to these analyses is explained in refs. [27] and
[29].
For the simulation studies about 220,000 dimuon events were generated with the DY-
MU3 program [24] at the same 3 energies as the data, about 103,000 
+

 
events were
generated with the KORALZ program [18] and about 25,000 e
+
e
 
! e
+
e
 

+

 
events
were generated with the FERMISV program [30]. All generated events were passed
through the detector simulation program DELSIM [8] and the same event reconstruction
program as the data.
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9.1 Selection of events
The selection of dimuon events with Initial State Radiation (ISR) from the data taken
in 1995 was performed as described in ref. [27]. First a sample of dimuon events with or
without photon production was selected for normalisation purposes. From this sample
the events with ISR were then extracted. For the calculation of the cross-sections, the
same selection procedure was applied to the 220,000 simulated dimuon events.
To select the sample of dimuon events allowing for possible photon emission, the events
had to contain two charged particles of momentum greater than 10 GeV, both of which
were identied as muons either by the muon chambers, by the hadron calorimeter or
by the electromagnetic calorimeters. Both particles had to come from the interaction
region, which was dened as jzj less than 4.5 cm and R less than 1.5 cm . The variable
P
rad
=
q
P
2
1
+ P
2
2
, where P
1
and P
2
are the momenta of the two muons, had to exceed
0:3
p
s=2. Events with more than 5 charged particle tracks were rejected.
To reduce the 
+

 
background, three criteria were introduced. Firstly, if the a-
collinearity angle between the two muons was larger than 1

, the event was rejected if
the energy deposited in the hadron calorimeter was larger than a cuto value dependent
on the polar angle (see [1]). Secondly, if the event had more than 2 charged particle
tracks, either the acollinearity angle between the two muons had to be less than 1

or
both muons had to have at least one associated hit in the muon chambers. Thirdly, in
the procedure to separate ISR from Final State Radiation (FSR) events, a variable E

was introduced, which was dened as:
E

= E
0

  E
00

; (2)
where
E
0

=
p
s  E

+
  E

 
(3)
and
E
00

=
j sin (

+
+ 

 
)j
j sin (

+
+ 

 
)j+ sin 

+
+ sin 

 
p
s : (4)
In these formulae, 

+
and 

 
are the polar angles, and E

+
and E

 
the energies of the
muons; the variable E
00

is an approximation to the energy of an ISR photon emitted in
the direction of one of the beams. This variable is also eective in rejecting tau events
[27] and only events with E

< 25 GeV were retained.
Because the selection eciencies could not be estimated reliably at low polar angles,
the cross-sections were determined with samples of events with the 
 
polar angle in the
region 20

 

 
 160

. For the measurement of the forward-backward asymmetries
however, the likelihood t method is not aected by the selection eciencies if these are
forward-backward symmetric (see section 7.3). Therefore, for these measurements the 
 
polar angle region was extended to 11

 

 
 169

.
After this selection of dimuon events, data runs were rejected if the parts of the
DELPHI detector used in the analysis were not fully operational. The total number of
dimuons available for the asymmetry analysis in the 1995 data amounted to 29,104. The
total number of dimuons selected for the cross-section analysis was 22,389. From the
220,000 simulated 
+

 
events, 183,318 remained after the dimuon selection in the polar
angle region 20

 

 
 160

. The tau background was estimated with the simulated

+

 
events to be 0.20%. The background from two-photon events was also estimated
with simulated events, and found to be less than 0.1% for the channel e
+
e
 
! e
+
e
 

+

 
.
No simulated events for the channel e
+
e
 
! e
+
e
 

+

 
, were found to satisfy the dimuon
selection criteria. The cosmic ray background was estimated from the data, by relaxing
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the denition of the interaction region [1] and counting the number of additional events
accepted in the data sample. It was found to amount to 0.43%.
To extract the events with ISR from the dimuon sample the same procedure was used
as for the analysis of the 1991-1994 data [27]. To ensure a high purity of the selected
sample for all eective annihilation energies (
p
s
0
), the selection criteria were taken to be
dierent in each
p
s
0
interval. Two sets of selections were used depending on whether or
not a photon was detected in the electromagnetic calorimeters close to one of the muons.
For the eective annihilation energy
p
s
0
, or equivalently the 
+

 
invariant mass
M

, the following expression was used:
p
s
0
=M

=
q
s  2E
00

p
s : (5)
The justication for this procedure is explained in [31]. The analysis was restricted to
the
p
s
0
region between 20 and 87 GeV.
In the 1995 data sample, 100 ISR events were selected for the cross-section calculation,
and 124 for the asymmetry and helicity cross-section ratio calculation. From the 183,318
simulated dimuons , 980 ISR events were selected for the cross-section calculations.
The eciency of the selection procedure and the contamination by FSR events were
studied with a sample of about 146,000 simulated radiative muon events generated by
DYMU3 with  invariant mass M

< 88 GeV. The resulting eciency and the purity
with respect to FSR events are displayed as a function of
p
s
0
in Figure 14. The purity of
the sample is near 90% over the whole energy interval. In this Figure the values obtained
in ref. [27] for the data taken between 1991 and 1994 are also shown. The purity of the
1995 sample is the same within uncertainties as the purity of the previous sample. The
selection eciency for the 1995 data is however lower than the eciencies obtained for
the 1991-1994 data.
The cosmic ray background was checked using the sample of ISR events selected for
the cross-section calculation. No additional events were found when the cuts on the
interaction region denition were relaxed.
The background from e
+
e
 
! 
+

 
events was estimated from the sample of simulated

+

 
events. No events were found to satisfy the ISR selection criteria.
The background from two-photon processes was estimated from simulated events. It
was found that the channel e
+
e
 
! e
+
e
 

+

 
contributed a background of 4.7%, mainly
concentrated at low values of
p
s
0
.
9.2 Cross-sections
For the calculation of the cross-sections the polar angle of the 
 
was required to be
in the range 20

 

 
 160

. A total of 100 events was selected from the 1995 data,
and 980 events from the simulated sample.
The ratio of the averages of the observed to the Standard Model Improved Born [32]
cross-sections inside a given
p
s
0
interval is given by
< 
obs
IB
(
p
s
0
) >
< 
SM
IB
(
p
s
0
) >
=
N
obs
(
p
s
0
) N
norm
sim
N
sim
(
p
s
0
) N
norm
obs
; (6)
where
p
s
0
is the mean eective annihilation energy in the interval. The quantities
N
obs
(
p
s
0
) and N
sim
(
p
s
0
) represent the numbers of ISR events reconstructed in a giv-
en
p
s
0
interval in the data and in the simulated sample respectively. The quantities
N
norm
obs
and N
norm
sim
represent the total number of dimuon events selected in the real and
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simulated data samples. In each
p
s
0
interval, the normalisation of the ISR sample to
the full dimuon sample was calculated separately for the on-peak and o-peak data, after
which the results were averaged. The number N
obs
(
p
s
0
) was corrected for the two-photon
background, and the number N
norm
obs
was also corrected for the background arising from
cosmic ray and tau events. The other backgrounds were too small to justify a correction.
It was veried that the selection eciency for ISR events was the same for the observed
data and the simulation.
Table 16 shows the number of ISR events selected in the 1995 data and in the simulated
samples, as well as the cross-section ratio calculated with formula (6) as a function of
p
s
0
,
up to an energy of 87 GeV. In determining these values, only statistical uncertainties
were taken into account. The main source of systematic uncertainties was the modelling
of the muon momenta in the simulation. To reduce these eects to a negligible size, the
muon momenta were smeared in the simulation to match the resolution observed in the
data.
Figure 15 shows the ratios between the observed and theoretical Improved Born cross-
sections as a function of the eective annihilation energy for the 1995 data. In this
Figure the cross-section ratios obtained from the analysis of the 1992-1994 data are
also shown. The cross-section ratios from the two samples agree well. Consequently
a weighted average was made of the numbers obtained from the two samples. The result
of this procedure is shown in Table 16.
The observed cross-sections were calculated bymultiplying the cross-section ratios with
the Improved Born cross-sections predicted by the SM. The theoretical Improved Born
cross-sections, 
SM
IB
(
p
s
0
), were obtained from the DYMU3 program. The parameters used
in this calculation were M
Z
= 91:25 GeV=c
2
, ,
Z
= 2:562 GeV=c
2
, and sin
2

W
= 0:2296,
which were the default values used by DELPHI for the generation of 
+

 
events. The
results are independent of these assumed parameters. The observed cross-sections are
displayed in Figure 16, together with the cross-sections for the reaction e
+
e
 
! 
+

 
obtained near the Z
0
peak [1,2] and those obtained at PEP, PETRA, and TRISTAN [33].
The published values were corrected for initial state radiation to obtain Improved Born
values.
9.3 Asymmetries and helicity cross-sections
For the estimation of the forward-backward asymmetries, the polar angle of the 
 
was required to be in the range 11

 

 
 169

. A total of 124 events was selected
from the 1995 data. The distribution of these events as a function of
p
s
0
is shown in
Table 17.
For events which are not produced in the e
+
e
 
c.m. frame, the angle between the 
 
and the e
 
beam direction in the 
 

+
rest frame is given by [34]:
cos 

=
sin
1
2
(

+
  

 
)
sin
1
2
(

+
+ 

 
)
; (7)
where 

+
and 

 
are the polar angles of the 
+
and the 
 
with respect to the e
 
beam
axis in the laboratory frame.
In each
p
s
0
interval the cos 

distribution for the 1995 data was compared to the
distribution obtained for the 1991-94 data and was found to be the same within uncer-
tainties. It was checked that the contamination of the 1995 sample by FSR events was
the same as that found for the 1991-94 sample. Therefore the cos 

distributions from
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the 1991-94 sample could be added to that obtained from the 1995 sample. In total there
were 523 events.
In each
p
s
0
interval, the asymmetryA
FB
was then obtained by performing a maximum
likelihood t of the raw cos 

distribution to an expression of the form
dN
d cos 

= C[P
isr
(1+cos
2


+
8
3
A
FB
cos 

)+P
fsr
(1+cos
2


)+P

(1+cos
2


+
8
3
A

FB
cos 

)];
(8)
where the term P
isr
represents the purity of the sample, which on average amounts to 90%,
P
fsr
and P

are the contamination by FSR and  events and A

FB
is the asymmetry for
these  events (see Table 17). For the FSR events the asymmetry is taken to be zero,
since this refers to the Z
0
peak. Formula (8) does not include radiative corrections. Since
the asymmetries determined in this analysis are Improved Born asymmetries, and ISR is
explicitly allowed for, only the electro-weak corrections should be considered. These are
small compared to the experimental precision and modify the asymmetry by at most 0.02
in the energy region between 40 and 88 GeV. It was checked on simulated events that
the selection eciency for each cos 

bin was compatible with that of the corresponding
  cos 

bin.
These tted asymmetries are shown in Table 17, and are displayed in Figure 17 togeth-
er with the SM prediction for the Improved Born asymmetry. Figure 17 also shows the
asymmetries measured by DELPHI near the Z
0
peak (see [1,2]), after correction to Im-
proved Born values. The SM Improved Born asymmetry was calculated with the DYMU3
program with the parameters mentioned in Section 9.2. The only source of systematic
uncertainty on the asymmetry, (A
FB
)
fit
sys
, which was considered was that resulting from
the uncertainty on the purity. The values of this uncertainty are shown in Table 17.
The helicity cross-sections ~

+
and ~

 
and their ratio (see [29]) were determined as
follows. The raw cos 

distribution in each
p
s
0
interval was corrected for selection inef-
ciencies in the same way as described in [27]. This procedure relies on the fact that the
distribution in j cos 

j is symmetric and of the form 1 + cos
2


. The cos 

distributions
were then corrected for the contamination by FSR and  events by subtracting a distri-
bution obtained from simulated events. Next, in each bin of the cos 

distribution the
corrected content was multiplied by a weight factor:
F

= A (1 B cos 

); (9)
where
A =
2
C
M
(3 + C
2
M
)
; B =
3 + C
2
M
2C
2
M
(10)
and C
M
= cos 

max
, where 

max
denes the angular range studied. These weighted con-
tents were summed for all cos 

bins between  0:8 and +0:8 for
p
s
0
below 65 GeV, and
between  0:9 and +0:9 for the other
p
s
0
values. The C
M
limits were chosen depending
on the statistics in each
p
s
0
interval. The values of and statistical uncertainties on ~

+
and
~

 
were derived from the weighted sums. The uncertainty on the purity of the sample
was taken into account in the systematic uncertainty. The numbers obtained are given
as a function of
p
s
0
in Table 17, together with the predictions of the Standard Model.
The present measurements are in agreement with these predictions.
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10 Fits to the Data
Fits to the data on the hadronic and leptonic cross-sections and the leptonic forward-
backward asymmetries reported here, and to all the previously published DELPHI data
[1,2] have been made. Full account was taken of the LEP energy uncertainties and
their point-to-point and year-to-year correlations [5]. Allowance was also made for the
correlations from year to year of the systematic uncertainties in the measured cross-
sections and asymmetries.
10.1 Model-Independent Fits
Before QED radiative corrections, it is possible to write the cross-section for e
+
e
 
!
hadrons, (s), in an almost model-independent form as
(s) = 
0
s,
2
Z
(s M
2
Z
)
2
+ (s
2
=M
2
Z
),
2
Z
;
where M
Z
and ,
Z
are the Z
0
mass and width respectively and 
0
can be expressed in
terms of the hadronic and electronic partial widths, ,
had
and ,
e
, as

0
=
12,
e
,
had
M
2
Z
,
2
Z
:
The leptonic partial widths, ,
f
, can be written in terms of eective vector and axial-vector
coupling constants, g
V
f
and g
A
f
, as
,
f
=
G
F
M
3
Z
6
p
2
(g
2
V
f
+ g
2
A
f
)(1 + 
QED
f
);
where 
(QED)
f
accounts for nal state photonic corrections.
In order to t the hadronic and leptonic cross-sections and the leptonic forward-
backward asymmetries, the parameters M
Z
, ,
Z
, 
0
, R
f
and A
0
FB
f
were chosen. The
parameters R
f
and A
0
FB
f
are dened as
R
f
=
,
had
,
f
and
A
0
FB
f
= 3
g
V
e
g
A
e
(g
2
V
e
+ g
2
A
e
)
g
V
f
g
A
f
(g
2
V
f
+ g
2
A
f
)
:
This set of parameters was chosen because they have small correlations between them
and are therefore preferred for combining results from the dierent LEP experiments. To
lowest order the forward-backward asymmetry in the reaction e
+
e
 
! f
+
f
 
at
p
s = M
Z
is given by A
0
FB
f
and its variation away from the peak is mainly proportional to g
A
e
g
A
f
.
For the purpose of future comparisons and averaging of the lineshape results of the
LEP experiments, an estimate of the uncertainties of the tted parameters due to several
common sources of uncertainty was obtained.
The LEP energy uncertainty represents one of the most important sources of uncer-
tainty common to the dierent LEP experiments. An estimate of the LEP energy related
contribution to the tted parameter uncertainties was performed by comparing t re-
sults with the nominal LEP energy uncertainties, with t results obtained with these
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uncertainties scaled by 5%. The LEP energy related uncertainties on M
Z
and ,
Z
are
1.6 MeV and 1.2 MeV resepectively, which represent a considerable proportion of the
total uncertainties. The signicant uncertainties on the tted parameters which are due
to the LEP energy uncertainty are given in Tables 18 and 19. The uncertainties on R
e
and its correlations also include the eect of the energy and M
Z
dependence of the s-t
interference contribution, which was subtracted to get the s-channel only numbers for
the e
+
e
 
channel. As a cross-check of the energy calibration, the Z boson mass was
determined independently for three dierent LEP calibration periods, namely 1990-1992,
1993-1994 and 1995. Technically this was done in a special t with additional M
Z
pa-
rameters M
90 92
Z
, M
93 94
Z
and M
95
Z
. The results were M
90 92
Z
= 91:1883  0:0084 GeV,
M
93 94
Z
= 91:1824 0:0043 GeV and M
95
Z
= 91:1894 0:0038 GeV. All the tted masses
are consistent with each other within the uncertainties.
The computation of the luminosity in each LEP experiment relies on the theoreti-
cal prediction of the low angle Bhabha scattering cross-section. For the conditions of
the DELPHI STIC determination, the uncertainty due to missing higher order terms is
estimated [15] to be 0:06%, which can be considered as common to the other LEP ex-
periments. This uncertainty translates into an uncertainty of 25 pb on 
0
, the hadronic
pole cross-section.
Relatively poor theoretical knowledge also inuences the wide angle e
+
e
 
channel
measurements through the procedure of the t-channel subtraction, which is performed in
order to get the s-channel only numbers suitable for the ts. According to reference [23]
theoretical uncertainties of 1.1 pb on the forward and 0.3 pb on the backward cross-
sections may be assumed. The correlations between the uncertainties on the forward
and backward cross-sections, and between the above and below peak energy points were
varied between +1 and  1 in order to estimate the uncertainties in R
e
and A
0
FB
e
due to
this source. The estimates shown in Table 20 were obtained.
The program ZFITTER [22] was used to determine the parameters from ts to the
experimental data. The theoretical formalism of ZFITTER takes account of the most
up-to-date knowledge of initial and nal state QED eects. According to the recom-
mendation of the LEP Electroweak Working Group, A
0
FB
f
is dened in terms of the real
parts of the couplings, whereas the leptonic partial widths are dened in terms of their
magnitudes. The dierences are insignicant with present experimental uncertainties,
but are in any case correctly taken into account in the ts. Corrections arising from
 exchange and hadronic -Z interference are calculated within the framework of the
Standard Model.
The uncertainties in the theoretical calculation used to extract the t parameters
have been discussed in a recent report [35]. Uncertainties which are relevant to the t
procedure applied in this paper arise from QED and electroweak corrections and from
residual dependences of the Model Independent ts on Standard Model parameters. An
estimation of the theoretical uncertainties was performed by comparing the TOPAZ0 [20]
and ZFITTER [22] calculations with dierent input Standard Model parameters and
program options. Uncertainties of 0.3 MeV and 0.2 MeV were found on M
Z
and ,
Z
respectively, with the main contribution coming from the QED eect of initial state pair
production.
Carrying out a 9-parameter t, allowing independent couplings for the three lepton
species, the parameters shown in Table 21 were obtained. The 
2
=DF of this t was
177=168. The correlation coecients for the parameters of this t are given in Table 22.
The uncertainty on ,
Z
includes a contribution of 0:2 MeV, common to all LEP ex-
periments, due to the uncertainty of 1 MeV on the LEP centre-of-mass energy spread.
27
The ts reported here were made with a LEP energy error matrix specic to DELPHI.
However it was checked that using an average LEP energy error matrix, appropriate
for combining all LEP experiments results, the changes in the tted parameters were
insignicant.
Since the parameters are in good agreement with lepton universality, a 5-parameter t
assuming avour independence of the couplings was performed. The resulting parameters
are also given in Table 21. The 
2
=DF of this t was 183=172. The correlation coecients
of the parameters of this t are given in Table 23. Here R
l
is dened for the Z
0
decay into
a pair of massless charged leptons and is treated consistently throughout. The results of
the 9-parameter and 5-parameter ts are in good agreement with those published by the
other LEP collaborations [36{38].
In Figure 18 the result of the 5-parameter t is shown together with the DELPHI data
on the hadronic cross-sections. In Figure 19 and Figure 20 respectively are shown the
DELPHI data on leptonic cross-sections and forward-backward asymmetries, compared
to the results of the 5-parameter t. All the leptonic data shown are corrected for the
acollinearity and momentumcuts and extrapolated to the full solid angle where necessary.
From the results of the preceeding ts the following parameters can be derived:
,
e
= 83:54  0:27 MeV
,

= 84:48  0:40 MeV
,

= 83:71  0:58 MeV
from the 9-parameter ts and
,
l
= 83:85  0:17 MeV
,
inv
= 498:1  3:2 MeV
,
had
= 1:7381  0:0040 GeV:
from the 5-parameter ts, where ,
inv
is the partial width for decay into invisible particles.
11 Interpretation of the Results
Assuming the Minimal Standard Model value for ,

=,
l
:
,

=,
l
= 1:991  0:001
(where the central value is evaluated for M
Z
= 91:1867 GeV, m
t
= 174:1 GeV [39,40],
m
H
= 150 GeV and the uncertainty quoted accounts for a variation of m
t
in the range
m
t
= 174:1  5:4 GeV and a variation of m
H
in the range 90 < m
H
(GeV) < 300), and
using our result:
,
inv
=,
l
= 5:941  0:033
the number of light neutrino species can be deduced. The result is:
N

= 2:984  0:017:
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Within the context of the Minimal Standard Model, a t has been made to the DEL-
PHI data, leaving the values of the top mass m
t
and the strong coupling constant 
s
(M
2
Z
)
as free parameters. The results are:
m
t
= 178
+16+8
 15 5
GeV

s
(M
2
Z
) = 0:109  0:006  0:001:
The central values were obtained assuming a Higgs boson mass m
H
of 150 GeV, and the
second uncertainty corresponds to the variation of m
H
in the range 90 < m
H
(GeV) <
300. For the QED coupling constant, the hadronic contribution 
(5)
had
(M
2
Z
) = 0:02804 
0:00065 was taken from [41], and the leptonic contribution was accounted for in the
ZFITTER program up to third order according to [42]. The value of m
t
is consistent
with direct measurements [39,40], and the value of 
s
(M
2
Z
) is in agreement with other
determinations [43].
The partial widths for the Z decay into leptons, and the lepton forward-backward
asymmetries can be combined to determine the magnitudes of the eective vector and
axial-vector couplings. As dened above the asymmetries depend upon the ratio g
V
l
=g
A
l
whereas the leptonic partial widths depend upon (g
2
V
l
+ g
2
A
l
). The following values are
obtained:
g
2
V
l
= (1:58  0:16) 10
 3
g
2
A
l
= 0:2507  0:0005:
The leptonic vector and axial-vector couplings correspond to a value of the weakmixing
angle of
sin
2

lept
eff
= 0:2302  0:0010:
It is of interest to consider to what extent the measured values of the total and partial
widths allow for the possibility of decays of the Z
0
into yet unknown particles. If such par-
ticles are \invisible" this can be deduced in a straightforward manner from the comparison
of the measured value of ,
inv
to its Standard Model prediction. Whether the new particles
are visible or invisible, they will contribute to the measured value of ,
Z
. Confronting the
measured values of ,
inv
and ,
Z
with their Standard Model predictions allows a deriva-
tion of upper limits on the extra partial widths (,
new
inv
and ,
new
Z
) related to new physics.
The Standard Model predictions were computed for m
t
= 174:1  5:4 GeV [39,40],

s
(M
2
Z
) = 0:118  0:003 [43], (M
2
Z
)
 1
= 128:896  0:090 [41] and M
H
= 150
+150
 60
GeV.
The following values were obtained:
,
new
inv
=  3:5 3:2 MeV
,
new
Z
=  6:7
+4:8
 5:1
MeV;
leading to the following 95% condence level limits, if ,
new
inv
and ,
new
Z
are allowed only
positive values:
,
new
inv
< 4:4 MeV
,
new
Z
< 6:0 MeV:
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The above limits assume that that the Standard Model predictions for loop corrections
are valid. However virtual eects from new physics could make this assumption unreliable.
It has been suggested in ref. [44], that one can base an almost model-independent estimate
of the partial width, ,
new
, for decays into unknown particles on the assumption that the
cross-section and asymmetry measurements in the e
+
e
 
and 
+

 
channels are reliable,
that is these modes are unlikely to be contaminated by decays involving new particles.
The analysis is done within the formalism of [45], so that no specic assumptions are
made about loop corrections. The value of m
t
is needed to evaluate the b

b vertex, with
the other vertex corrections assumed to behave normally.
Using the results of Section 10.1, we obtain for ,
new
and ,
had
(the part of ,
new
leading
to visible decays into hadronic nal states):
,
new
=  5:3 4:8 MeV
,
had
=  3:0 6:2 MeV:
If only positive values of ,
new
are allowed, a limit ,
new
< 6:6 MeV is obtained at the 95%
condence level.
12 Summary
DELPHI data from the LEP energy scans of 1993 and 1995 with precise monitoring
of the beam energies, and those from a high statistics run in 1994 have been analysed
in conjunction with data from previous years. The parameters of the Z
0
resonance have
been determined with signicantly improved precision compared to previous DELPHI
publications. The analysis of 
+

 
events with hard initial state photon observed in
1995 has been presented. When combined with published DELPHI measurements from
data of previous years, results on the cross-sections and forward backward asymmetries
for
p
s in the range 20-87 GeV have been obtained. All observations are consistent with
the expectations of the Standard Model.
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Year Peak{2 cal. lls Peak cal. lls Peak+2 cal. lls
1993 10 pb
 1
13=38(35%) 20 pb
 1
1=57(2%) 10 pb
 1
11=31(45%)
1994 60 pb
 1
11=167(8%)
1995 10 pb
 1
14=22(69%) 20 pb
 1
1=14(6%) 10 pb
 1
13=23(65%)
Table 1: Luminosities and calibration runs per year and per energy point for the data
collected in 1993-1995. The integrated luminosities are approximate, since the analyses
of dierent channels required dierent selections of runs. The two values in the calibrated
lls columns express the number of lls with at least one successful calibration divided
by the total number of lls and the other shows the percentage of calibrated integrated
luminosity.
Source of systematics Contribution to
L
L
(%)
Ring mask radius 0.02
 mask acceptance 0.03
Unmasked acceptance borders 0.14
Interaction point < z > 0.10
Interaction point < x; y > plus tilt 0.05
Energy cut 0.10
Data behind -mask 0.11
Less than 65% of energy in inner ring 0.01
Trigger eciency 0.01
O-momentum background 0.01
Monte Carlo statistics 0.04
Total experimental 0.24
Total theoretical 0.17
Total systematic uncertainty 0.29
Table 2: Contributions to the systematic uncertainty on the SAT absolute luminosity
measurement.
Source of systematics Contribution to
L
L
(%)
uncert. in correction factors (uncorrelated part) 0.020
cut at the outer ring 0.015
cut at the inner edge 0.020
uncert. in measured parameters 0.015
energy cut 0.015
trigger eciency and Bhabha selection 0.010
statistical uncertainty 0.050
Table 3: Contributions to the uncertainty of the VSAT luminosity measurement at the
\peak+2" point.
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Source of systematics Contribution to
L
L
(%)
IP position 0.06
Mask technique 0.04
MC statistics 0.03
R
in
A
cut 0.02
R
out
cut 0.02
Acoplanarity cut 0.01
Energy cut 0.03
Background subtraction 0.02
Trigger ineciency 0.02
Total experimental 0.09
Total theoretical 0.06
Table 4: Contributions to the systematic uncertainty of the STIC luminosity measure-
ment.
year Collision Detector Forward
energy instabilities ineciencies
(GeV) (%) (%)
1993 89.431 -0.010  0.005 -0.16  0.05
91.187 -0.010  0.005 -0.16  0.05
91.303 -0.11  0.02 -0.16  0.05
93.015 -0.010  0.005 -0.16  0.05
1994 91.200 -0.040  0.010 -0.18  0.07
91.204 -0.019  0.010 -0.18  0.07
1995 89.438 -0.005  0.002 -0.10  0.04
91.278 -0.003  0.002 -0.10  0.04
91.292 -0.006  0.002 -0.10  0.04
92.965 -0.004  0.002 -0.10  0.04
Table 5: Corrections to the selection eciencies for hadronic events due to detector
instabilities and to detection and track reconstruction ineciencies in the forward region
not included in the Monte Carlo simulation. The uncertainties quoted are systematic.
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Collision energy (GeV) 89.438 91.278 91.292 92.965
Monte Carlo statistics 0.02 0.02 0.02 0.02
forward ineciency 0.04 0.04 0.04 0.04
o-peak eciency correction 0.02 - - 0.02
cut variations 0.08 0.08 0.08 0.08
total uncertainty on sel. e. 0.09 0.09 0.09 0.09

+

 
background 0.03 0.03 0.03 0.03
e
+
e
 
background 0.02 0.01 0.01 0.01
 collision background 0.03 0.01 0.01 0.02
total uncertainty 0.10 0.10 0.10 0.10
Table 6: Breakdown of the systematic uncertainties (in per-cent) on the 1995 hadronic
cross-sections related to the knowledge of the selection eciency and of the residual
backgrounds.
year Collision energy Cross-section
(GeV) (nb)
1993 89.431 9.868  0.035
91.187 30.351  0.060
91.303

30.424  0.098
93.015 13.893  0.041
1994 91.200 30.466  0.034
91.204 30.417  0.152
1995 89.438 9.930  0.038
91.279 30.631  0.105
91.292

30.650  0.075
92.965 14.348  0.045
Table 7: DELPHI hadronic cross-sections measured from 1993 to 1995. In this table and
tables 8-10, data taken during the \pre-scan" operation are indicated with

. The uncer-
tainties quoted are statistical. They do not include overall normalisation uncertainties
coming from eciencies and backgrounds ( 0.10% in 1993 and 1995, and  0.11 % in
1994) and from the absolute luminosity ( 0.29% in 1993 and  0.11% in 1994 and 1995).
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year Collision energy Cross-section A
e
FB
(GeV) (nb)
1993 89.430 0:299  0:008  0:129  0:028
91.186 0:902  0:011 0:026  0:012
91.303

0:916  0:014  0:020  0:016
93.014 0:397  0:007 0:085  0:017
1994 91.201 0:909  0:005  0:001  0:006
1995 89.438 0:302  0:009  0:136  0:030
91.278 0:928  0:017 0:009  0:018
91.292

0:908  0:012 0:000  0:013
92.965 0:433  0:007 0:101  0:017
Table 8: DELPHI cross-sections and forward-backward asymmetries measured in the
e
+
e
 
channel. The results refer to the polar angle range 44

<  < 136

. The cut on
acollinearity given in the text applies to both sets of results which refer to the s-channel
only. The uncertainties quoted are statistical. The systematic uncertainties are listed in
Tables 11, 12 and 13.
year Collision energy Cross-section A

FB
(GeV) (nb)
1993 89.431 0:427  0:007  0:141  0:015
91.187 1:324  0:012  0:007  0:008
91.302

1:354  0:017 0:016  0:013
93.015 0:617  0:008 0:104  0:012
1994 91.200 1:331  0:006 0:007  0:004
1995 89.438 0:436  0:007  0:154  0:016
91.279 1:359  0:018 0:020  0:012
91.292

1:351  0:013 0:000  0:008
92.965 0:649  0:009 0:086  0:012
Table 9: DELPHI cross-sections and forward-backward asymmetries measured in the

+

 
channel. The cross-sections are for the polar angle range 20

<  < 160

and the
asymmetries refer to the full solid angle. The cuts on momenta and acollinearity given
in the text apply to both sets of results. The uncertainties quoted are statistical. The
systematic uncertainties are listed in Tables 11, 12 and 13.
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year Collision energy Cross-section A

FB
(GeV) (nb)
1993 89.431 0:470  0:009  0:156  0:020
91.187 1:477  0:015  0:007  0:011
91.303

1:502  0:021 0:002  0:017
93.015 0:665  0:011 0:110  0:016
1994 91.200 1:479  0:007 0:015  0:005
1995 89.438 0:494  0:010  0:126  0:019
91.278 1:465  0:023  0:006  0:015
91.292

1:461  0:017 0:018  0:011
92.965 0:696  0:011 0:121  0:015
Table 10: DELPHI cross-sections and forward-backward asymmetries measured in the

+

 
channel. The cross-sections and asymmetries refer to the full solid angle and the
cuts on momenta and acollinearity given in the text are corrected for. The uncertainties
quoted are statistical. The systematic uncertainties are listed in Tables 11, 12 and 13.
Hadrons e
+
e
 

+

 

+

 
Cross-section
 acceptance (

) 0-180 44-136 20-160 20-160
Selected events 682,262 24,286 28,888 21,920
Selection eciency (%) 94:84  0:09 97:82  0:07 93:89  0:26 61:99  0:36
Trigger eciency (%) > 99:99 > 99:99 99:88  0:01 99:98  0:01

+

 
background (%) 0:38  0:03 1:10  0:04 1:10  0:11 {
qq background (%) { { { 0:84  0:15
e
+
e
 
+ 
+

 
bkgd. (%) 0:04  0:01 { { 1:60  0:17
Two-photon bkgd. (pb) 16  3 { { 1:9 0:5
?
Cosmic ray bkgd. (%) { { 0:11  0:03 0:11  0:05
Tot. syst. uncert .(%) 0:10 0:46
y
0:28 0:60
Asymmetry A
f
FB
 acceptance (

) { 44-136 11-169 20-160
Selected events 24,286 27,492 16,091
Tot. syst. uncert. { 0:0026
y
0:0009 0:0020
Table 11: Summary of event samples, angular acceptances, eciencies (within the accep-
tances for e
+
e
 
and 
+

 
) , backgrounds and systematic uncertainties in the hadronic
and leptonic cross-sections, and the leptonic forward-backward asymmetries for the 1993
data. The values refer to the Z
0
peak and may dier at other energies. The e
+
e
 
data
refer specically to analysis method 2. The total systematic uncertainty of 0:29% in
the luminosity is not included in the above numbers for the cross-sections.
y
Includes the uncertainty due to the t-channel subtraction.
?
Includes the relevant four-fermion nal state background.
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Hadrons e
+
e
 

+

 

+

 
Cross-section
 acceptance (

) 0-180 44-136 20-160 20-160
Selected events 1,310,243 41,290 56,856 38,317
Selection eciency (%) 94:79  0:10 96:95  0:06 95:27  0:25 63:79  0:36
Trigger eciency (%) > 99:99 > 99:99 99:73  0:01 99:98  0:01

+

 
background (%) 0:41  0:03 0:83  0:04 1:14  0:06 {
qq background (%) { { { 0:92  0:10
e
+
e
 
+ 
+

 
bkgd. (%) 0:04  0:01 { { 2:07  0:20
Two-photon bkgd. (pb) 16  3 { { 1:9 0:2
?
Cosmic ray bkgd. (%) { { 0:07  0:02 0:11  0:05
Tot. syst. uncert. (%) 0:11 0:52
y
0:26 0:60
Asymmetry A
f
FB
 acceptance (

) { 44-136 11-169 20-160
Selected events 41,290 58,532 26,479
Tot. syst. uncert. { 0:0021
y
0:0005 0:0020
Table 12: Summary of event samples, angular acceptances, eciencies (within the accep-
tances for e
+
e
 
and 
+

 
), backgrounds and systematic uncertainties in the hadronic and
leptonic cross-sections, and the leptonic forward-backward asymmetries for the 1994 data.
The e
+
e
 
data refer specically to analysis method 2. The total systematic uncertainty
of 0:14% in the luminosity is not included in the above numbers for the cross-sections.
y
Includes the uncertainty due to the t-channel subtraction.
?
Includes the relevant four-fermion nal state background.
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Hadrons e
+
e
 

+

 

+

 
Cross-section
 acceptance (

) 0-180 44-136 20-160 20-160
Selected events 659,331 20,833 26,211 18,787
Selection eciency (%) 95:34  0:09 97:42  0:08 94:40  0:26 62:00  0:36
Trigger eciency (%) > 99:99 > 99:99 99:74  0:01 99:98  0:01

+

 
background (%) 0:38  0:03 0:85  0:04 1:22  0:10 {
qq background (%) { { { 1:10  0:15
e
+
e
 
+ 
+

 
bkgd. (%) 0:02  0:01 { { 1:49  0:13
Two-photon bkgd. (pb) 16  3 { { 2:64  0:32
?
Cosmic ray bkgd. (%) { { 0:09  0:03 0:02  0:01
Tot. syst. uncert. (%) 0:10 0:52
y
0:28 0:60
Asymmetry A
f
FB
 acceptance (

) { 44-136 11-169 20-160
Selected events 20,833 29,143 19,551
Tot. syst. uncert. { 0:0020
y
0:0011 0:0020
Table 13: Summary of event samples, angular acceptances, eciencies (within the accep-
tances for e
+
e
 
and 
+

 
), backgrounds and systematic uncertainties in the hadronic
and leptonic cross-sections, and the leptonic forward-backward asymmetries for the 1995
data. The values refer to the Z
0
peak and may dier at other energies. The e
+
e
 
data
refer specically to analysis method 2. The total systematic uncertainty of 0:14% in
the luminosity is not included in the above numbers.
y
Includes the uncertainty due to the t-channel subtraction.
?
Includes the relevant four-fermion nal state background.
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q   q Syst. Uncert. (%) 1990 1991 1992 1993 1994 1995
1990 0.40 1.00 0.28 0.12 0.16 0.16 0.16
1991 0.20 0.28 1.00 0.25 0.32 0.32 0.32
1992 0.13 0.12 0.25 1.00 0.49 0.49 0.49
1993 0.10 0.16 0.32 0.49 1.00 0.64 0.64
1994 0.10 0.16 0.32 0.49 0.64 1.00 0.64
1995 0.10 0.16 0.32 0.49 0.64 0.64 1.00
e
+
e
 
Syst. Uncert. (%) 1990 1991 1992 1993 1994 1995
1990 0.80 1.00 0.63 0.36 0.40 0.40 0.40
1991 0.50 0.63 1.00 0.57 0.65 0.65 0.65
1992 0.59 0.36 0.57 1.00 0.55 0.55 0.55
1993 0.52 0.40 0.65 0.55 1.00 0.62 0.62
1994 0.52 0.40 0.65 0.55 0.62 1.00 0.62
1995 0.52 0.40 0.65 0.55 0.62 0.62 1.00

+

 
Syst. Uncert. (%) 1990 1991 1992 1993 1994 1995
1990 0.80 1.00 0.63 0.50 0.16 0.18 0.17
1991 0.50 0.63 1.00 0.80 0.26 0.29 0.27
1992 0.40 0.50 0.80 1.00 0.32 0.36 0.33
1993 0.31 0.16 0.26 0.32 1.00 0.46 0.43
1994 0.28 0.18 0.29 0.36 0.46 1.00 0.48
1995 0.30 0.17 0.27 0.33 0.43 0.48 1.00

+

 
Syst. Uncert. (%) 1990 1991 1992 1993 1994 1995
1990 1.20 1.00 0.63 0.31 0.31 0.31 0.31
1991 0.75 0.63 1.00 0.49 0.49 0.49 0.49
1992 0.60 0.31 0.49 1.00 0.61 0.61 0.61
1993 0.60 0.31 0.49 0.61 1.00 0.61 0.61
1994 0.60 0.31 0.49 0.61 0.61 1.00 0.61
1995 0.60 0.31 0.49 0.61 0.61 0.61 1.00
Table 14: The systematic uncertainties due to selection eciencies and background sub-
tractions and their correlation coecients between years in the measurements of hadronic
and leptonic cross-sections. All numbers refer to measurements at the Z
0
peak and, in
the e
+
e
 
case, the uncertainties apply to the s-channel. The systematic uncertainties due
to the luminosity determination are not included.
40
e
+
e
 
Syst. Uncert. 1990 1991 1992 1993 1994 1995
1990 0.0030 1.00 0.67 0.44 0.34 0.41 0.41
1991 0.0020 0.67 1.00 0.67 0.51 0.61 0.61
1992 0.0030 0.44 0.67 1.00 0.34 0.41 0.41
1993 0.0025 0.34 0.51 0.34 1.00 0.49 0.49
1994 0.0021 0.41 0.61 0.41 0.49 1.00 0.58
1995 0.0021 0.41 0.61 0.41 0.49 0.58 1.00

+

 
Syst. Uncert. 1990 1991 1992 1993 1994 1995
1990 0.0050 1.00 0.60 0.20 0.06 0.10 0.03
1991 0.0030 0.60 1.00 0.33 0.09 0.17 0.06
1992 0.0010 0.20 0.33 1.00 0.28 0.50 0.17
1993 0.0009 0.06 0.09 0.28 1.00 0.56 0.19
1994 0.0005 0.10 0.17 0.50 0.56 1.00 0.33
1995 0.0015 0.03 0.06 0.17 0.19 0.33 1.00

+

 
Syst. Uncert. 1990 1991 1992 1993 1994 1995
1990 0.0050 1.00 0.40 0.12 0.23 0.23 0.23
1991 0.0020 0.40 1.00 0.29 0.56 0.56 0.56
1992 0.0017 0.12 0.29 1.00 0.66 0.66 0.66
1993 0.0020 0.23 0.56 0.66 1.00 0.56 0.56
1994 0.0020 0.23 0.56 0.66 0.56 1.00 0.56
1995 0.0020 0.23 0.56 0.66 0.56 0.56 1.00
Table 15: The systematic uncertainties in the measurements of leptonic forward-backward
asymmetries and their correlation coecients between years. All numbers refer to mea-
surements at the Z
0
peak, and in the e
+
e
 
case the uncertainties apply to the s-channel.
p
s
0
[GeV] 24-38 38-45 45-52 52-59 59-66 66-73 73-80 80-84 84-87
N
95
obs
2 9 2 5 5 7 11 16 43
N
95
sim
14 44 27 47 33 45 108 193 466
< 
obs
IB
> = < 
SM
IB
> 0.92 1.56 0.59 1.04 0.83 1.15 0.95 0.82 0.97
1995 1.03 0.62 0.59 .59 0.68 0.52 0.31 0.20 0.15
< 
obs
IB
> = < 
SM
IB
> 1.14 0.99 1.01 0.76 0.56 1.05 0.93 0.90 1.11
1992-1995 0.49 0.23 0.33 0.21 0.18 0.23 0.14 0.11 0.06
<
p
s
0
> [GeV] 33.6 41.7 47.5 55.6 62.1 70.2 77.4 82.5 85.8

SM
IB
[pb] 86.6 56.5 43.9 32.9 27.6 24.9 29.6 49.8 106.1

obs
IB
[pb](92-95) 98.7 55.9 44.3 25.0 15.5 26.1 27.5 44.8 117.8
(
obs
IB
) [pb](92-95) 42:4 13:0 14:5 6:9 5:0 5:7 4:1 5:5 6:4
Table 16: Numbers of ISR events found in the 1995 data (N
95
obs
) and simulated samples
(N
95
sim
) for dierent
p
s
0
intervals; rows 3 and 4 show the ratios of the average measured
cross-sections to the Born cross-section calculation described in the text for 1995, and
their uncertainties. Rows 5 and 6 give the cross-section ratio and uncertainty for the
data taken in 1992 to 1995. Row 7 gives the mean measured eective annihilation energy
<
p
s
0
> in the interval, and row 8 gives within each energy interval 
SM
IB
, the mean
Improved Born cross-section expected in the Standard Model, obtained from the DYMU3
program. Rows 9 and 10 give the resulting measured cross-section 
obs
IB
with its uncertainty
(
obs
IB
)
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p
s
0
[GeV] 20-50 50-65 65-80 80-84 84-87
N
95
F
9 6 4 4 17
N
95
B
6 8 19 17 34
P

0.10 0.07 0.01 0. 0.
A

FB
[%] -49. -24. -75.
<
p
s
0
> [GeV] 42.5 58.9 74.4 82.4 85.9
A
fit
FB
corr [%] 14:3  14:4  37:4  15:6  68:2  7:0  63:3  8:4  45:3 6:2
(A
FB
)
fit
sys
[%] 0:4 0:6 0:7 0:6 0:3
~

+
=~

 
1.54  0.55 0.34  0.17 0.09  0.05 0.10  0.06 0.23  0.05

sys
0.05 0.01 0.01 0.01 0.01
(~

+
=~

 
)
SM
0.68 0.36 0.04 0.07 0.25
Table 17: N
95
F
; N
95
B
: observed number of ISR events in the forward and backward hemi-
spheres for the 1995 data; P

: contamination by  events; A

FB
: asymmetry for 
events as determined from simulated data; <
p
s
0
>: the mean measured eective an-
nihilation energy in the interval; A
fit
FB
corr: the asymmetry with statistical uncertainty
calculated with a maximum likelihood t, corrected for FSR and  contamination, with
systematic uncertainty (A
FB
)
fit
sys
, based on the data from 1991 to 1995; ~

+
=~

 
: the
helicity component ratio with its statistical uncertainty based on the data from 1991 to
1995; 
sys
: the systematic uncertainty on the above helicity component ratio; (~

+
=~

 
)
SM
:
SM prediction for the helicity component ratio.
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M
Z
,
Z

0
R
e
M
Z
0:0016
2
{
,
Z
 (0:0005)
2
0:0012
2
{

0
 (0:0025)
2
 (0:0024)
2
0:0093
2
{
R
e
0:0014
2
0:0000
2
0:0042
2
0:0159
2
Table 18: Covariance matrix of the uncertainties on the Model-Independent parameters,
due to the uncertainties in the LEP energies.
A
0
FB
e
A
0
FB

A
0
FB

A
0
FB
e
0:0004
2
{
A
0
FB

 (0:0003)
2
0:0003
2
{
A
0
FB

 (0:0003)
2
0:0003
2
0:0003
2
Table 19: Covariance matrix of the uncertainties on the lepton forward asymmetries, due
to the uncertainties in the LEP energies.
R
e
A
0
FB
e
R
e
0:025
2
{
A
0
FB
e
 (0:0058)
2
0:0016
2
Table 20: Covariance matrix of the uncertainties on R
e
and A
0
FB
e
, due to the theoretical
uncertainties in the QED t-channel subtraction.
Parameter Value (9-par) Value (5-par)
M
Z
(GeV) 91.1864  0.0028 91.1863  0.0028
,
Z
(GeV) 2.4876  0.0041 2.4876  0.0041

0
(nb) 41.578  0.069 41.578  0.069
R
e
20.88  0.12 {
R

20.65  0.08 {
R

20.84  0.13 {
R
l
{ 20.730  0.060
A
0
FB
e
0.0171  0.0049 {
A
0
FB

0.0165  0.0025 {
A
0
FB

0.0241  0.0037 {
A
0
FB
{ 0.0187  0.0019
Table 21: The results of the 9-parameter and 5-parameter ts to all DELPHI data on
hadronic and leptonic cross-sections and leptonic forward-backward asymmetries.
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,
Z

0
R
e
R

R

A
0
FB
e
A
0
FB

A
0
FB

M
Z
0.05 -0.07 0.06 0.00 0.00 0.06 0.06 0.04
,
Z
{ -0.27 0.00 -0.01 0.00 0.00 0.01 0.00

0
{ 0.12 0.19 0.11 -0.01 0.00 0.00
R
e
{ 0.05 0.03 -0.11 0.03 0.02
R

{ 0.05 0.00 0.01 0.00
R

{ 0.00 0.00 0.01
A
0
FB
e
{ -0.02 -0.02
A
0
FB

{ 0.01
Table 22: The correlation coecients for the parameters of the 9-parameter t.
,
Z

0
R
l
A
0
FB
M
Z
0.05 -0.07 0.03 0.10
,
Z
{ -0.27 -0.01 0.01

0
{ 0.24 -0.01
R
l
{ 0.00
Table 23: The correlation coecients for the parameters of the 5-parameter t.
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Figure 1: (a), (b) The relative energy distributions for the 1993 data in the two SAT
calorimeters separately and (c) the relative minimumenergy distribution for data (points)
and simulated data (histograms) after all other event selection criteria have been applied.
(d) The variation of the measured luminosity with respect to the placement of the mini-
mum energy cut. The luminosity change is dened to be zero at the standard cut of 65%
of the beam energy, indicated by the arrow.
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Figure 4: Hadronic cross-section per bunch divided by the total hadronic cross-section at
each collision energy in 1995. A fourth bunch was used only during the \prescan" period.
47
0
200
400
600
800
1000
1200
x 10 2
0 10 20 30 40
Charged multiplicity
(a) (b)
(c)
Ev
en
ts
/b
in
0
500
1000
1500
2000
2500
3000
0 0.05 0.1 0.15 0.2
Major
Ev
en
ts
/b
in
0
500
1000
1500
2000
2500
3000
0 5 10 15 20
Acollinearity (degrees)
Ev
en
ts
/b
in
Figure 5: Distribution of (a) the charged multiplicity, (b) the major value of the trans-
verse momentum with respect to the event thrust axis and (c) the acollinearity between
the momenta of both event hemispheres, for hadronic events at the peak energy. The
multiplicity distribution is shown for events satisfying all other selection criteria with the
dashed vertical line showing the charged multiplicity cut. The acollinearity and the major
distributions are restricted to selected events with charged multiplicity 5 and 6. Points
with error bars represent the data. The white areas show the predictions of the JETSET
model. The shaded areas show the contributions from the main background processes
visible on these distributions: 
+

 
pairs (light grey), e
+
e
 
pairs (medium grey) and

+

 
pairs (dark grey).
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Figure 6: Total number of e
+
e
 
events estimated by method 2 at the scan energies, as
a function of some of the cut variables: a) energy of the most energetic electromagnetic
cluster, normalized to the beam energy, b) energy of the second most energetic electro-
magnetic cluster, normalized to the beam energy, c) quadratic sum of the momenta of the
two highest momentum charged particles, normalized to
p
2 times the beam energy. The
circles give the estimated number of events after eciency correction (the statistical un-
certainty is shown - the numbers of events and the statistical uncertainties are correlated
between successive values of the cut variables), the squares after background subtraction
and the triangles after correlation correction. The chosen cut value is indicated with an
arrow.
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Figure 7: The total selection eciency in 1994 for events e
+
e
 
! 
+

 
versus the cosine
of the polar angle for the faster muon.
Figure 8: Distribution of the event variable P
rad
for data from the 1994 runing period
(points) and the tted Monte Carlo. The unshaded area is the contribution from 
+

 
,
and the shaded area is the contribution from 
+

 
. The arrow indicates the cut applied
in the nal event selection.
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Figure 9: Dierential cross-sections of the reaction e
+
e
 
! 
+

 
combined for the years
1993 to 1995. The curves are ts to the data points assuming the lowest order form of
the dierential cross-section.
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Figure 10: Muon detection asymmetry A
det
versus the polar angle as determined for
the 1994 running period, both as an absolute quantity, and normalized by its statistical
uncertainty, A
det
.
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Figure 11: The distribution of the thrust variable for events selected as 
+

 
in 1994. The
points are for the data, the open area is for simulated 
+

 
events and the cross-hatched
areas represent the simulated background from all sources. Only events with Thrust >
0.996 are retained. The plot shows that the data are well reproduced by the simulation.
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Figure 12: The distribution of the E
rad
variable in events selected as 
+

 
candidates in
1994. The points are for the data, the open area is for simulated 
+

 
events and the
hatched areas represent the simulated backgrounds. Only events with E
rad
<
p
s=2 are
retained. The plot shows that the data are well reproduced by the simulation.
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Figure 13: Dierential cross-sections in the 
+

 
channel as measured at the three energy
values in 1995. The curves are ts to the lowest order form of the angular distribution.
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Figure 14: (a) Eciency for the selection of ISR events and (b) purity of the ISR sample
with regard to FSR events, based on simulated radiative muon events, for the 1991-1994
data [27] (black dots) and for the data taken in 1995 (stars).
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Figure 15: Ratio of measured to SM Improved Born 
+

 
cross-sections as a function of
the eective annihilation energy.
57
DELPHI
Figure 16: Cross-sections in the Improved Born Approximation for 
+

 
as measured
in the analysis of DELPHI data from 1992 to 1995 (black circles), at the Z
0
peak (open
circles), and at PEP, PETRA and TRISTAN. The curve shows the SM prediction.
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Figure 17: Improved Born 
+

 
asymmetry as a function of the eective annihilation en-
ergy. The black squares show the measurements made by DELPHI below
p
s = 87 GeV,
using the likelihood t method described in the text. The open circles show the measure-
ments made by DELPHI at the Z
0
peak. The curve shows the SM prediction.
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Figure 18: Hadronic cross-sections from 1990, 1991, 1992, 1993, 1994 and 1995 data. The
uncertainties shown are statistical only. In (a) the data are shown together with a curve
representing the result of the 5-parameter t described in Section 10. Plot (b) shows the
dierence of the measurements from the best t values; for clarity only the data from
1992, 1993, 1994 and 1995 are shown.
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Figure 19: Cross-sections in the (a) e
+
e
 
, (b) 
+

 
and (c) 
+

 
channels; for e
+
e
 
the t-channel contribution has been subtracted.
The cross-sections are corrected for the acollinearity and momentum cuts and extrapolated to the full solid angle. Only statistical
uncertainties are shown. The lower plots show the dierences between the measured points and the best t values; for clarity only the
1992, 1993, 1994 and 1995 data are shown. The curves represent the results of the 5{parameter t described in Section 10.
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Figure 20: Forward{backward asymmetries in the (a) e
+
e
 
, (b) 
+

 
and (c) 
+

 
channels. The asymmetries are corrected for the
acollinearity and momentum cuts and extrapolated to the full solid angle. The lower plots show the dierences between the measured
points and the best t values; for clarity only the 1992, 1993, 1994 and 1995 data are shown. The curves represent the results of the
5{parameter t described in Section 10.
