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REGULARITY AND H-POLYNOMIALS OF MONOMIAL IDEALS
TAKAYUKI HIBI AND KAZUNORI MATSUDA
ABSTRACT. Let S=K[x1, . . . ,xn] denote the polynomial ring in n variables over a field K
with each degxi = 1 and I⊂ S a homogeneous ideal of Swith dimS/I= d. The Hilbert se-
ries of S/I is of the form hS/I(λ )/(1−λ )
d, where hS/I(λ ) = h0+h1λ +h2λ
2+ · · ·+hsλ
s
with hs 6= 0 is the h-polynomial of S/I. It is known that, when S/I is Cohen–Macaulay,
one has reg(S/I)= deghS/I(λ ), where reg(S/I) is the (Castelnuovo–Mumford) regularity
of S/I. In the present paper, given arbitrary integers r and s with r≥ 1 and s≥ 1, a mono-
mial ideal I of S = K[x1, . . . ,xn] with n≫ 0 for which reg(S/I) = r and deghS/I(λ ) = s
will be constructed. Furthermore, we give a class of edge ideals I⊂ S of Cameron–Walker
graphs with reg(S/I) = deghS/I(λ ) for which S/I is not Cohen–Macaulay.
INTRODUCTION
Let S= K[x1, . . . ,xn] denote the polynomial ring in n variables over a field K with each
degxi = 1 and I ⊂ S a homogeneous ideal of S with dimS/I = d. The Hilbert series
HS/I(λ ) of S/I is of the form HS/I(λ ) = (h0+h1λ +h2λ
2+ · · ·+hsλ
s)/(1−λ )d, where
each hi ∈ Z ([2, Proposition 4.4.1]). We say that hS/I(λ ) = h0+h1λ +h2λ
2+ · · ·+hsλ
s
with hs 6= 0 is the h-polynomial of S/I. Let reg(S/I) denote the (Castelnuovo–Mumford )
regularity [2, p. 168] of S/I. A well-known fact (e.g., [3, Lemma 2.5]) is that, when S/I
is Cohen–Macaulay, one has
reg(S/I) = deghS/I(λ ).
Its converse is false. The following example was found by Ju¨rgen Herzog. Let I ⊂
S= K[x1,x2,x3,x4] be the monomial ideal (x
3
2,x
2
2x3,x2x
2
3,x
3
3,x
2
1,x1x2,x1x3,x1x4), which is
strongly stable ([7, p. 103]). Then dimS/I= 1, depthS/I= 0, reg(S/I)= 2 and hS/I(λ ) =
1+3λ +2λ 2. At this stage, it is reasonable to discover a natural class of monomial ideals
I ⊂ S= K[x1, . . . ,xn] for which S/I is not Cohen–Macaulay with reg(S/I) = deghS/I(λ ).
Furthermore, one cannot escape from the temptation to present the following
Conjecture 0.1. Given arbitrary integers r and s with r ≥ 1 and s ≥ 1, there exists
a strongly stable ideal I of S = K[x1, . . . ,xn] with n ≫ 0 for which reg(S/I) = r and
deghS/I(λ ) = s.
It follows from [2, Lemma 4.1.3] that if I has a pure resolution ([2, p. 153]), then
deghS/I(λ )− reg(S/I) = dimS/I−depthS/I.
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As a result, when 1≤ r≤ s, a desired ideal can be found in the class of squarefree lexseg-
ment ideals ([1], [7, p. 124]).
The purpose of the present paper is to give an affirmative answer to a weak version of
Conjecture 0.1, that is to say, a monomial ideal I of S=K[x1, . . . ,xn] for which reg(S/I)=
r and deghS/I(λ ) = s will be constructed.
Theorem 0.2. Given arbitrary integers r and s with r ≥ 1 and s≥ 1, there exists a mono-
mial ideal I of S= K[x1, . . . ,xn] with n≫ 0 for which reg(S/I) = r and deghS/I(λ ) = s.
When r> s, a basic process in order to obtain a required ideal of Theorem 0.2 is to find
a monomial ideal I = IN ⊂ S with reg(S/I) = N+1 and deghS/I(λ ) = 1 for an arbitrary
integer N > 0. A proof of Theorem 0.2 will be achieved in Section 1.
On the other hand, in Section 2, we give a class of edge ideals I⊂ S of Cameron–Walker
graphs ([8]) with reg(S/I) = deghS/I(λ ) for which S/I is not Cohen–Macaulay.
1. PROOF OF THEOREM 0.2
Before giving a proof of Theorem 0.2, several lemmata will be prepared. Let, as be-
fore, S = K[x1, . . . ,xn] denote the polynomial ring in n variables over a field K with each
degxi = 1. Lemma 1.1 below follows immediately from the definition of regularity in
terms of graded Betti numbers ([7, p. 48]).
Lemma 1.1. Let I ⊂ S be a proper homogeneous ideal. Then reg(S/I) = reg(I)−1.
Lemma 1.2 ([9, Lemma 3.2]). Let S1=K[x1, . . . ,xm] and S2=K[y1, . . . ,yn] be polynomial
rings over a field K. Let I1 be a nonzero homogeneous ideal of S1 and I2 that of S2. Write S
for S1⊗K S2 = K[x1, . . . ,xm,y1, . . . ,yn] and regard I1+ I2 and I1I2 as homogeneous ideals
of S. Then
(1) reg(I1I2) = reg(I1)+ reg(I2) ;
(2) reg(I1+ I2) = reg(I1)+ reg(I2)−1 ;
(3) reg(S/(I1+ I2)) = reg(S1/I1)+ reg(S2/I2).
Lemma 1.3 ([6, Lemma 2.10]). Let I⊂ S be a monomial ideal and xi a variable of S which
appears in a monomial belonging to the unique minimal system of monomial generators
of I. Then
reg(I)≤max{ reg(I : (x))+1, reg(I+(x))}.
In the first step of a proof of Theorem 0.2, given integers 1 ≤ r ≤ s, we construct a
monomial ideal I ⊂ S with reg(S/I) = r and hS/I(λ ) = s. As was mensioned in Introduc-
tion, a desired ideal I can be found in the class of squarefree lexsegment ideals.
Let <lex denote the lexicographic order ([7, p. 24]) on S = K[x1, . . . ,xn] induced from
x1> x2> · · ·> xn. A monomial ideal I⊂ S is called squarefree lexsegment if I is generated
by squarefree monomials and if, for all squarefree monomials u ∈ I and for all squarefree
monomials v ∈ S with degu= degv and u<lex v, one has v ∈ I.
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Fix integers r and s with 1≤ r ≤ s and consider the squarefree lexsegment ideal
Ir,s = (u1u2 · · ·urur+1,u1u2 · · ·urur+2, . . . ,u1u2 · · ·urus+1)
of the polynomial ring K[u1, . . . ,us+1] in (s+1) variables over a field K.
Proposition 1.4. One has
(1) reg(K[u1, . . . ,us+1]/Ir,s) = r ;
(2) HK[u1,...,us+1]/Ir,s(λ ) =
1+λ + · · ·+λ r−1+λ r(1−λ )s−r
(1−λ )s
.
Thus, in particular, deghK[u1,...,us+1]/Ir,s(λ ) = s.
Proof. (1) Since Ir,s = (u1u2 · · ·ur)(ur+1, . . . ,us+1), it follows from Lemma 1.2 (1) that
reg(Ir,s) = r+1. Hence Lemma 1.1 says that reg(K[u1, . . . ,us+1]/Ir,s) = r, as desired.
(2) Let u= u1u2 · · ·ur. Then Ir,s+(u) = (u) and Ir,s : (u) = (ur+1, . . . ,us+1). Thus the
short exact sequence
0→
K[u1, . . . ,us+1]
Ir,s : (u)
(−r)
×u
−−→
K[u1, . . . ,us+1]
Ir,s
→
K[u1, . . . ,us+1]
Ir,s+(u)
→ 0,
yields
HK[u1,...,us+1]/Ir,s(λ ) = HK[u1,...,us+1]/(u)(λ )+λ
r ·HK[u1,...,us+1]/(ur+1,...,us+1)(λ )
=
1+λ + · · ·+λ r−1
(1−λ )s
+
λ r
(1−λ )r
=
1+λ + · · ·+λ r−1+λ r(1−λ )s−r
(1−λ )s
,
as required. 
Proposition 1.4 guarantees that, when 1≤ r ≤ s, Conjecture 0.1 is true.
Now, in the second step of a proof of Theorem 0.2, we turn to the discussion of finding
a desired monomial ideal for 1≤ s< r.
Let n≥ 2 and
Sn = K[x,y1, . . . ,yn,z1, . . . ,zn+1]
the polynomial ring in 2(n+1) variables over a field K. We then introduce the monomial
ideals In,Jn,Kn and Ln defined as follows:
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In = (xy1y2 · · ·yn,xz1z2 · · ·zn+1)+
n−2
∑
i=1
(y1, . . . ,yi,yi+1 · · ·yn)(zi)
+(y1, . . . ,yn)(zn−1,zn,zn+1),
Jn = (xz1z2 · · ·zn+1)+
n−1
∑
i=1
(zi, . . . ,zn+1)(yi),
Kn = (xy1y2 · · ·yn−1)+
n−2
∑
i=1
(y1, . . . ,yi,yi+1 · · ·yn−1)(zi),
Ln =
n−1
∑
i=1
(zi, . . . ,zn)(yi).
Remark 1.5. One has
(1) In+(yn) = (yn)+ Jn ;
(2) In : (yn) = (zn−1,zn,zn+1)+Kn ;
(3) Jn+(zn+1) = (zn+1)+Ln ;
(4) Jn : (zn+1) = (xz1z2 · · ·zn)+(y1, . . . ,yn−1) ;
(5) Kn+(yn−1) = (yn−1)+∑
n−2
i=1 (y1, . . . ,yi)(zi) if n≥ 3 ;
(6) Kn : (yn−1) = (zn−2)+Kn−1 if n≥ 3 ;
(7) Ln can be regarded as the edge ideal ([7, p. 156]) of the Ferrers graph associated
with the partition (n−1,n−1,n−2, . . . ,2,1) and ∑n−2i=1 (y1, . . . ,yi)(zi) appearing
in (5) can be regarded as that with the partition (n− 2,n− 1, . . .,2,1)), see [4].
By using [4, Theorem 2.1], one has
reg(Ln) = reg
(
n−2
∑
i=1
(y1, . . . ,yi)(zi)
)
= 2,
HK[y1,...,yn−1,z1,...,zn]/Ln(λ ) =
1+(n−1)λ − (n−1)λ 2
(1−λ )n
,
H
K[y1,...,yn−2,z1,...,zn−2]/∑
n−2
i=1 (y1,...,yi)(zi)
(λ ) =
1+(n−2)λ
(1−λ )n−2
.
Lemma 1.6. One has
(1) reg(Jn) = n+2 ;
(2) HK[x,y1,...,yn−1,z1,...,zn+1]/Jn(λ ) =
1+nλ − (n−2)λ 2+λ 3+ · · ·+λ n+1
(1−λ )n+1
.
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Proof. (1) Since xz1z2 · · ·zn+1 belongs to the unique minimal system of monomial gener-
ators of Jn, it follows that n+2 ≤ reg(Jn). We claim reg(Jn) ≤ n+2. By using Lemma
1.2 (2) together with Remark 1.5 (3) and (7), one has
reg(Jn+(zn+1)) = reg((zn+1)+Ln)) = reg(Ln) = 2.
Furthermore, Lemma 1.2 (2) together with Remark 1.5 (4) says that reg(Jn : (zn+1)) =
n+1. Hence, reg(Jn)≤ n+2 follows from Lemma 1.3.
(2) Let T = K[x,y1, . . . ,yn−1,z1, . . . ,zn+1] and consider the short exact sequence
0→
T
Jn : (zn+1)
(−1)
×zn+1
−−−−→
T
Jn
→
T
Jn+(zn+1)
→ 0.
Remark 1.5 (3) and (7) yield
HT/Jn+(zn+1)(λ ) = HT/(zn+1)+Ln(λ )
= HK[y1,...,yn−1,z1,...,zn]/Ln(λ ) ·
1
(1−λ )
=
1+(n−1)λ − (n−1)λ 2
(1−λ )n+1
.
Furthermore, Remark 1.5 (4) yeilds
HT/Jn:(zn+1)(λ ) = HT/(xz1z2···zn)+(y1,...,yn−1)(λ )
= HK[x,z1,...,zn]/(xz1z2···zn)(λ ) ·
1
(1−λ )
=
1+λ + · · ·+λ n
(1−λ )n+1
.
Hence
HT/Jn(λ ) = HT/Jn+(zn+1)(λ )+λ ·HT/Jn:(zn+1)(λ )
=
1+nλ − (n−2)λ 2+λ 3+ · · ·+λ n+1
(1−λ )n+1
,
as desired. 
Lemma 1.7. One has
(1) reg(Kn) = n;
(2) HK[x,y1,...,yn−1,z1,...,zn−2]/Kn(λ ) =
1+∑n−1i=1 (n− i)λ
i
(1−λ )n−1
.
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Proof. Since xy1y2 · · ·yn−1 belongs to the unique minimal system of monomial generators
of Jn, one has n≤ reg(Kn). We claim reg(Kn)≤ n and (2) by using induction on n. Since
K2 = (xy1), each of the assertion is trivial for n = 2. Let n > 2. Lemma 1.2 (2) together
with Remark 1.5 (5) and (7) guarantees that
reg(Kn+(yn−1)) = reg
(
(yn−1)+
n−2
∑
i=1
(y1, . . . ,yi)(zi)
)
= 2.
Moreover, by virtue of Lemma 1.2 (2), Remark 1.5 (6) as well as the induction hypothesis,
it follows that
reg(Kn : (yn−1)) = reg((zn−2)+Kn−1) = reg(Kn−1) = n−1.
Hence, Lemma 1.3 says that reg(Kn)≤ n.
Now, consider the short exact sequence
0→
T ′
Kn : (yn−1)
(−1)
×yn−1
−−−−→
T ′
Kn
→
T ′
Kn+(yn−1)
→ 0,
where T ′ = K[x,y1, . . . ,yn−1,z1, . . . ,zn−2]. It follows from Remark 1.5 (5) and (7) that
HT ′/Kn+(yn−1)(λ ) = HT ′/(yn−1)+∑n−2i=1 (y1,...,yi)(zi)
(λ )
= H
K[y1,...,yn−2,z1,...,zn−2]/∑
n−2
i=1 (y1,...,yi)(zi)
(λ ) ·
1
1−λ
=
1+(n−2)λ
(1−λ )n−1
.
Furthermore, Remark 1.5 (6) as well as the induction hypothesis guarantees that
HT ′/Kn:(yn−1)(λ ) = KT ′/(zn−2)+Kn−1(λ )
= HK[x,y1,...,yn−2,z1,...,zn−3]/Kn−1(λ ) ·
1
1−λ
=
1+∑n−2i=1 (n−1− i)λ
i
(1−λ )n−1
.
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Hence, one has
HT ′/Kn(λ ) = HT ′/Kn+(yn−1)(λ )+λ ·HT ′/Kn:(yn−1)(λ )
=
1+(n−2)λ +λ +λ ·∑n−2i=1 (n−1− i)λ
i
(1−λ )n−1
=
1+(n−1)λ +∑n−2i=1 (n−1− i)λ
i+1
(1−λ )n−1
=
1+(n−1)λ +∑n−1i=2 (n− i)λ
i
(1−λ )n−1
=
1+∑n−1i=1 (n− i)λ
i
(1−λ )n−1
,
as desired. 
The monomial ideal In plays an important role in our proof of Theorem 0.2.
Proposition 1.8. One has
(1) reg(Sn/In) = n+1 ;
(2) HSn/In(λ ) =
1+(n+1)λ
(1−λ )n+1
.
Thus, in particular, deghSn/In(λ ) = 1.
Proof. (1) By virtue of Lemma 1.1, it is sufficient to show that reg(In) = n+ 2. Since
xz1z2 · · ·zn+1 belongs to the unique minimal system of monomial generators of In, one has
n+ 2 ≤ reg(In). We claim reg(In) ≤ n+ 2. It follows from Lemma 1.2 (2), Remark 1.5
(1) together with Lemma 1.6 (1) that
reg(In+(yn)) = reg((yn)+ Jn) = reg(Jn) = n+2.
By using Lemma 1.2 (2), Remark 1.5 (2) together with Lemma 1.7 (1), one has
reg(In : (yn)) = reg((zn−1,zn,zn+1)+Kn) = reg(Kn) = n.
Hence Lemma 1.3 says that reg(In)≤ n+2, as desired.
(2) Considering the short exact sequence
0→
Sn
In : (yn)
(−1)
×yn
−−−→
Sn
In
→
Sn
In+(yn)
→ 0.
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Remark 1.5 (1) together with Lemma 1.6 (2) yields
HSn/In+(yn)(λ ) = HSn/(yn)+Jn(λ )
= HK[x,y1,...,yn−1,z1,...,zn+1]/Jn(λ )
=
1+nλ − (n−2)λ 2+λ 3+ · · ·+λ n+1
(1−λ )n+1
.
Furthermore, Remark 1.5 (2) together with Lemma 1.7 (2) yields
HSn/In:(yn)(λ ) = HSn/(zn−1,zn,zn+1)+Kn(λ )
= HK[x,y1,...,yn−1,z1,...,zn−2]/Kn(λ ) ·
1
1−λ
=
1+∑n−1i=1 (n− i)λ
i
(1−λ )n
.
It then follows that
HSn/In(λ ) = HSn/In+(yn)(λ )+λ ·HSn/In:(yn)(λ )
=
1+nλ − (n−2)λ 2+λ 3+ · · ·+λ n+1
(1−λ )n+1
+
t+∑n−1i=1 (n− i)λ
i+1
(1−λ )n
=
1+nλ − (n−2)λ 2+λ 3+ · · ·+λ n+1+λ (1−λ )+(1−λ )∑n−1i=1 (n− i)λ
i+1
(1−λ )n+1
=
1+(n+1)λ − (n−1)λ 2+∑ni=2λ
i+1+∑n−1i=1 (n− i)λ
i+1−∑n−1i=1 (n− i)λ
i+2
(1−λ )n+1
=
1+(n+1)λ − (n−1)λ 2+∑ni=2λ
i+1+∑n−1i=1 (n− i)λ
i+1−∑ni=2(n− i+1)λ
i+1
(1−λ )n+1
=
1+(n+1)λ − (n−1)λ 2+∑ni=2λ
i+1+(n−1)λ 2−∑ni=2λ
i+1
(1−λ )n+1
=
1+(n+1)λ
(1−λ )n+1
,
as required. 
We are now in the position to finish a proof of Theorem 0.2.
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Proof. (Proof of Theorem 0.2.) Let r and s be positive integers with r,s≥ 1. By virtue of
Proposition 1.4, only the case of r > s ≥ 1 will be discussed. Let S1 = K[x,y1,z1,z2] and
I1 = (xy1,xz1z2,y1z1,y1z2). It then follows that reg(S1/I1) = 2 and HS1/I1(λ ) =
1+2λ
(1−λ )2
.
By virtue of this example and of Proposition 1.8, one has
reg(Sr−s/Ir−s) = r− s+1, HSr−s/Ir−s(λ ) =
1+(r− s+1)λ
(1−λ )r−s+1
.
Let S = Sr−s⊗K K[u1, . . . ,us] and I = Ir−s+(u1u2 · · ·us). Lemma 1.2 (3) together with
Proposition 1.4 yields
reg(S/I) = r− s+1+ s−1= r
and
HS/I(λ ) =
{1+(r− s+1)λ}(1+λ + · · ·+λ s−1)
(1−λ )r
.
Hence deghS/I(λ ) = s and I is a desired monomial ideal. 
2. EXAMPLES
The purpose of this section is to give a class of edge ideals I ⊂ S of Cameron–Walker
graphs ([8]) with reg(S/I) = deghS/I(λ ) for which S/I is not Cohen–Macaulay.
Let G be a finite simple graph on the vertex set [n] = {1, . . . ,n} and E(G) its edge set.
(A finite graph is called simple if it possesses no loop and no multiple edge.) The edge
ideal I(G) of G is the monomial ideal of S = K[x1, . . . .xn] generated by those quadratic
monomials xix j with {i, j} ∈ E(G):
I(G) = (xix j : {i, j} ∈ E(G))⊂ S.
In general, it is quite difficult to compute the regularity of an edge ideal. However, one
can compute reg(I(G)) easily if G is a Cameron–Walker graph. The notion of Cameron-
Walker graph was introduced by [5]. We refer the reader to [8, p. 258] for a classification
of Cameron–Walker graphs.
Example 2.1. Fix m ≥ 1 and write G1m for the star triangle joining m triangles at one
common vertex. Then S/I(G1m) is Cohen–Macaulay if and only if m = 1 ([8, Theorem
1.3]). Hence
• If m= 2k, then reg(S/I(G1m)) = 2k > 2k−1= deghS/I(G1m)(λ ).
• If m= 2k+1, then reg(S/I(G1m)) = deghS/I(G1m)(λ ) = 2k+1.
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Example 2.2. Fix m≥ 1 and write G2m for the graph drawn below on the vertex set [2m+
3]:
G2m =
2m+3
2m+2
2m+1
1 
rrrrrrrrrrrr
2

⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧
❄❄
· · ·
2m
▲▲▲▲▲▲▲▲▲▲▲▲
2m−1

❄❄❄❄❄❄❄❄❄❄❄❄ ⑧⑧
Then [8, Theorem 1.3] says that G2m is not Cohen–Macaulay if m≥ 2. However,
reg(S/I(G2m)) = deghS/I(G2m)(λ ) = m+1.
On the other hand, this graph is of interest from the viewpoint of h-vector (h0,h1, . . . ,hs),
which is the sequence of coefficients of h-polynomial. It is known [10, Theorem 4.4]
that the h-vector of Gorenstein ring is symmetric, but the converse is false. A routine
computation shows that
hS/I(G2m)
(λ ) = (1+λ )m+1+λ (1−λ )m−1.
Hence h-vector of S/I(G2m) is symmetric if m is odd, but not necessary unimodal. For
example, the h-vector of S/I(G23) is (1,5,4,5,1), which is not unimodal. In general, the
h-vector of S/I(G2m) is not unimodal if m= 4k+3.
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