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ON THE INTERNAL APPROACH TO DIFFERENTIAL
EQUATIONS
3. INFINITESIMAL SYMMETRIES
VERONIKA CHRASTINOVA´ AND VA´CLAV TRYHUK
Abstract. The geometrical theory of partial differential equations in the
absolute sense, without any additional structures, is developed. In partic-
ular the symmetries need not preserve the hierarchy of independent and
dependent variables. The order of derivatives can be changed and the
article is devoted to the higher–order infinitesimal symmetries which pro-
vide a simplifying ”linear aproximation” of general groups of higher–order
symmetries. The classical Lie’s approach is appropriately adapted.
1. Preface
If the invertible higher–order transformations of differential equations are ac-
cepted as a reasonable subject, the common Lie–Cartan’s methods are insuffi-
cient for complete solution of the symmetry problem. We recall that even the
structure of all higher–order symmetries of the trivial (empty) systems of differ-
ential equations (that is, of the infinite–order jet spaces without any differential
constraits) is unknown [1, 2, 3]. The same can be said for the ”linearized theory”
of the higher–order infinitesimal transformations treated in this article.
Let us outline the core of the subject. We start with surfaces
w1 = w1(x1, . . . , xn), . . . , w
m = wm(x1, . . . , xn)
lying in the space Rm+n with coordinates x1, . . . , xn, w
1, . . . , wm. The higher–
order transformations are defined by formulae
x¯i =Wi(··, xi′ , w
j′
I , ··), w¯
j =W j(··, xi′ , w
j′
I , ··)
(i, i′ = 1, . . . , n; j, j′ = 1, . . . ,m)
(1.1)
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where the given smooth functions Wi,W
j depend on the independent variables
x1, . . . , xn and a finite number of jet variables
wjI =
∂|I|wj
∂xI
=
∂i1+···+irwj
∂xi1 · · · ∂xir
(j = 1, . . . ,m; i1, . . . , ir = 1, . . . , n; r = 0, 1, . . . ).
The resulting surface
w¯1 = w¯1(x¯1, . . . , x¯n), . . . , w¯
m = w¯m(x¯1, . . . , x¯n)
again lying in Rm+n appears as follows. We put
x¯i =Wi(··, xi′ ,
∂|I|wj
′
∂xI
(x1, . . . , xn), ··) = x¯i(x1, . . . , xn) (1.2)
and assuming
det
(
∂x¯i
∂xi′
)
= det (Di′Wi) 6= 0 (Di =
∂
∂xi
+
∑
wjIi
∂
∂wjI
), (1.3)
there exists the smooth inversion xi = xi(x¯1, . . . , x¯n) of the implicit function
system (1.2) where i = 1, . . . , n. This provides the result
w¯j = w¯j(x¯1, . . . , x¯n) =W
j(··, xi′ (x¯1, . . . , x¯n),
∂|I|wj
′
∂xI
(··, xi(x¯1, . . . , x¯n), ··), ··).
One can also obtain certain prolongation formulae
w¯jI =
∂|I|w¯j
∂x¯I
=W jI (··, xi′ , w
j′
I′ , ··) (j, I as above)
for the derivatives by resolving the recurrence∑
W jIi′ Di′Wi =
∑
DiW
j
I . (1.4)
Functions Wi satisfying (1.3) and W
j may be arbitrary here. It is however not
easy to describe all invertible transformations (1.1) and even more, to investigate
the higher–order symmetries of differential equations. So we recall the ancient
infinitesimal version
x¯i = xi + εzi(··, xi′ , w
j′
I , ··), w¯
j = wj + εzj(··, xi′ , w
j′
I , ··)
of formulae (1.1) with a ”small parameter ε”. Then the invertibility mod ε2
is trivially ensured by the change of ε into −ε. Alas, if we pass to rigorous
exposition, quite other difficulties not occuring in the classical finite–dimensional
theory appear.
Let us introduce the infinite–dimensional space M(m,n) with coordinates
xi, w
j
I (j = 1, . . . ,m; I = i1 · · · ir; i, i1, . . . , ir = 1, . . . , n; r = 0, 1, . . . ) (1.5)
(I may be permuted) supplied with the module Ω(m,n) of contact forms
ω =
∑
ajIω
j
I (finite sum, ω
j
I = dw
j
I −
∑
wjIidxi). (1.6)
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We are interested in the vector fields
Z =
∑
zi
∂
∂xi
+
∑
zjI
∂
∂wjI
(infinite sum, arbitrary coefficients) (1.7)
such that LZΩ(m,n) ⊂ Ω(m,n) holds true for the Lie derivative LZ . (Roughly
saying, the contact forms are preserved after infinitesimal Z–shifts.) The inclu-
sion is equivalent to the congruence
LZω
j
I = Z⌋dω
j
I + dω
j
I(Z) = Z⌋
∑
dxi ∧ ω
j
Ii + dω
j
I(Z)
∼= 0 (mod Ω(m,n))
which immediately gives the recurrence condition
ωjIi(Z) = Diω
j
I(Z) hence z
j
Ii = Diz
j
I −
∑
wjIi′Dizi′ , (1.8)
this is the infinitesimal version of clumsy formulae (1.4). With this preparation,
we can eventually turn to the main topic.
The vector fields Z satisfying LZΩ(m,n) ⊂ Ω(m,n) are called generalized
(or Lie–Ba¨cklund) infinitesimal symmetries of the jet space M(m,n) in actual
literature. However such Z need not generate any Lie group which is in contra-
diction with the congenial classical point of view. So we prefer the shorter term
variation Z in this case [4]. The infinitesimal symmetries ensure the existence
of a true Lie group in our conception.
An infinitely prolonged system of differential equations
Di1 · · ·Dirf
k = 0 (k = 1, . . . ,K; i1, . . . , ir = 1, . . . , n; r = 0, 1, . . . ) (1.9)
can be regarded as a subspace M ⊂ M(m,n). This is the external approach,
the reasonings are firmly localized in the ambient space M(m,n). Every vector
field Z tangent to M admits the natural restriction Y to M. If Z tangent to M
is moreover a variation in the ambient space, we speak of external variation Y
of differential equations. Let Ω be the restriction of module Ω(m,n) to M. If
Z is a variation then clearly LY Ω ⊂ Ω and conversely, a vector field Y on M
satisfying LY Ω ⊂ Ω can always be extended to a variation Z (use the recurrence
(1.8) restricted to M). So we may speak of internal variation Y of differential
equations as well and there is no essential distinction between external and inter-
nal concepts. Quite analogously, the infinitesimal symmetry Z tangent moreover
to M leads to external infinitesimal symmetry Y of differential equations. Let
however Y be a vector field on M such that LY Ω ⊂ Ω and let Y generate a Lie
group on M. Then we speak of internal infinitesimal symmetry. Such Y can
always be extended into a variation Z but this extension need not generate a Lie
group on the ambient space, i.e., Y need not be the external symmetry.
We are interested in the internal theory in this article. For this aim, the
space M equipped with module Ω will be characterized without any use of the
localization in the ambient space M(m,n).
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2. Fundamental concepts
Though we develop [4, 5, 6], the exposition is made selfcontained. All fun-
damental concepts are of the global nature, however, we deal with the local
theory, that is, the definition domains are not discussed. No advanced tech-
nical tools are needed. We deal with modules of differential forms and vector
fields together with the elementary algebra. The existence of bases of various
modules to appear is tacitly postulated. A certain novelty lies in the use of the
infinite–dimensional manifolds, however, they are of a classical nature without
any functional analysis and norm estimates.
Let M be a smoth manifold modelled on R∞, that is, there are coordinates
hi :M→ R (i = 1, 2, . . . ) and the structural algebra F of functions f :M→ R
expressible as the smooth composite f = f(h1, . . . , hm(f)) in terms of coordi-
nates. Then Φ denotes the F–module of differential forms ϕ =
∑
f idgi (finite
sum with f i, gi ∈ F) and T denotes the F–module of vector fields Z. They are
regarded as F–linear functions on F–module Φ, i.e., we have F–linear functions
ϕ(Z) = Z⌋ϕ =
∑
f idgi(Z) =
∑
f iZgi ∈ F (Z ∈ T fixed)
of variable ϕ ∈ Φ.
If ϕ1, ϕ2, . . . is a basis of F–module Φ, then the values z
i = ϕi(Z) can be
arbitrarily prescribed which is denoted by
Z =
∑
zj
∂
∂ϕj
(infinite sum, zj = ϕj(Z)) . (2.1)
If in particular ϕj = dhj are differentials of coordinates, the well–known series
Z = (
∑
zj
∂
∂dhj
=)
∑
zj
∂
∂hj
(infinite sum, zj = Zhj)
(abbreviation of notation) appears as a particular subcase.
Definition 2.1. A submodule Ω ⊂ Φ of a finite codimension n = n(Ω) is called
a diffiety if there exists filtration Ω∗ : Ω0 ⊂ Ω1 ⊂ · · · ⊂ Ω = ∪Ωl by finite–
dimensional submodules Ωl ⊂ Ω (l = 0, 1 . . . ) satisfying
LHΩl ⊂ Ωl+1 (all l), Ωl + LHΩl = Ωl+1 (l large enough), (2.2)
the so–called good filtration. Here H = H(Ω) ⊂ T is the submodule of all vector
fields Z such that Ω(Z) = 0.
Diffieties Ω exactly correspond to the infinitely prolonged general systems of
partial differential equations in the absolute sense, i.e., without any additional
structure. They realize the ancient E. Cartan’s dream of the autonomous and
coordinate–free theory in surprisingly simple and clear manner.
The technical concept of dependent variables can be related to the choice of
the filtration (2.2), see examples below and also the discussion in [4] for the
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particular case n = n(Ω) = 1. The technical concept of independent variables
provides the link to the contact forms.
Definition 2.2. Functions x1, . . . , xn ∈ F (n = n(Ω)) are called independent
variables for the diffiety Ω if differentials dx1, . . . , dxn together with Ω generate
the module Φ.
It follows that every form ϕ ∈ Φ admits a unique representation
ϕ =
∑
f idxi + ω (f
i ∈ F , ω ∈ Ω). (2.3)
The vector fields D1, . . . , Dn ∈ H uniquely defined by ϕ(Di) = f
i are called
total derivatives to the independent variables x1, . . . , xn. If in particular ϕ = df
(f ∈ F), formula (2.3) provides the well–known contact forms
df −
∑
f idxi = ωf ∈ Ω (f
i = Dif = df(Di)) (2.4)
of the diffiety Ω.
Definition 2.3. A vector field Z ∈ T is a variation of diffiety Ω if LZΩ ⊂ Ω. If
Z moreover generates a Lie group, we speak of infinitesimal symmetry.
Vector fields will be represented by series (2.1) and appropriate choice of the
forms ϕj will simplify the calculation of variations due to the following lemma.
Lemma 2.1. A vector field Z ∈ T is a variation of diffiety Ω if and only if
(LDiω)(Z) = Diω(Z) (i = 1, . . . , n; ω ∈ Ω). (2.5)
In fact only forms ω of a basis of Ω are sufficient.
Proof. If ω ∈ Ω then dω ∼=
∑
dxi∧ωi (mod Ω∧Ω) for appropriate forms ωi ∈ Φ,
however we infer that ωi = LDiω ∈ Ω. If Z ∈ T is a vector field, then
LZω = Z⌋dω + dω(Z) ∼= −
∑
ωi(Z)dxi +
∑
Diω(Z)dxi (mod Ω)
by applying (2.4) to the function f = ω(Z) which implies (2.5). The last asser-
tion of Lemma 2.1 is trivial. 
Infinitesimal symmetries cause more difficulties. We can state the following
general result [7, Lemma 5.4, Theorems 5.6 and 11.1] without proof. In examples
to follow, simplified arguments will be enough.
Lemma 2.2. Let Γ ⊂ Ω be a finite–dimensional submodule of diffiety Ω such
that Ω = Γ + LHΓ + L
2
HΓ + · · · and Z be a variation of Ω. Then Z generates
a Lie group (i.e., Z is the infinitesimal symmetry of Ω) if and only if
Lk+1Z Γ ⊂ Γ + LZΓ + · · ·+ L
k
ZΓ (2.6)
for appropriate k large enough.
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Recalling good filtration (2.2), one can choose Γ = Ωl with l large enough. We
have introduced all fundamental concepts and technical tools for the subsequent
exposition, however, three Remarks are still necessary for better clarity.
Remark 1. Lemma 2.1 replaces the vague condition LZΩ ⊂ Ω for the variation
Z with more effective condition (2.5). Though it is quite simple, the condition
(LDω)(Z) = Dω(Z) (ω ∈ Ω, D ∈ H) (2.7)
clearly equivalent to (2.5) is still better. Paradoxically, it is only latently occuring
in actual literature and we can refer to the ambitious exposition [8, p. 107–
113] which rests on rather special mechanism of ”ℓϕ–linearization”. The rule
(2.7) involves this mechanism as a particular subcase when ω = ωf ∈ Ω is
a contact form and Z = Z is the evolutionary operator satisfying the additional
requirement Zxi = 0 (i = 1, . . . , n). It is also highly interesting to compare
diffieties and symmetries [8] with our definitions 2.1–2.3.
Remark 2. The distinction between variations and infinitesimal symmetries is
neglected in actual literature. For instance, clearly H ⊂ V ar where V ar is the
module of all variations, however, the factormodule Sym = V ar/H introduced in
[8, pp. 9, 107] is a confusing object in this respect since the class [Z] ∈ Sym may
involve both the true variations and the true infinitesimal symmetries. Moreover
the frequent use of the evolutionary operator Z ∈ [Z] is not a lucky measure since
Z need not be the ”best possible” element of the class [Z] in the sense that only
appropriate improvement Z+D ∈ [Z] (D ∈ H) may ensure a true Lie group.
Remark 3. If the underlying spaceM is of a finite dimension, the above theory
simplifies. The Frobenius theorem can be applied to the submodule Ω ⊂ Φ and
such a diffiety Ω represents a system of partial differential equations where the
solution depends on a finite number of constants.
3. One independent variable
The particular case n = n(Ω) = 1 of ordinary differential equations was treated
in [4]. Then all variations can be determined by a mere linear algebra but no
finite algorithm is as yet available for the totality of all infinitesimal symmetries
except the systems of m equations with m+ 1 unknown functions at most. We
discuss the differential equation
d2u
dx2
= F (x, u, v,
du
dx
,
dv
dx
,
d2v
dx2
) (u = u(x), v = v(x)) (3.1)
as a transparent example here.
Passing to the diffiety, let us introduce the space M with coordinates
x, u0, u1, vr (r = 0, 1, . . .)
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and diffiety Ω with the basis
α0 = du0 − u1dx, α1 = du1 − Fdx, βr = dvr − vr+1dx (r = 0, 1, . . . ) (3.2)
where F = F (x, u0, v0, u1, v1, v2). The total derivative
D =
∂
∂x
+ u1
∂
∂u0
+ F
∂
∂u1
+
∑
vr+1
∂
∂vr
∈ H
clearly satisfies LDα0 = α1 and
LDα1 = dF −DFdx = Fu0α0 + Fv0β0 + Fu1α1 + Fv1β1 + Fv2β2, (3.3)
moreover LDβr = βr+1. The order–preserving filtration Ω∗ consists of submod-
ules Ωl ⊂ Ω (l = 0, 1, . . . ) generated by the forms αr, βr where r ≤ l.
3.1. The direct approach to variations. Using (2.5) with n = 1 andD1 = D,
we conclude that Z is a variation if and only if α1(Z) = Dα0(Z) and
Dα1(Z) = Fu0α0(Z) + Fv0β0(Z) + Fu1α1(Z) + Fv1β1(Z) + Fv2β2(Z),
moreover βr+1(Z) = Dβr(Z). Assuming the development
Z = z
∂
∂x
+ z0
∂
∂u0
+ z1
∂
∂u1
+
∑
zr
∂
∂vr
(z = Zx, zr = αr(Z), zr = βr(Z))
of the kind (2.1), we have the recurrences z1 = Dz0, zr+1 = Dzr (r = 0, 1, . . .)
together with the crucial requirement
D2z0 = Fu0z
0 + Fv0z0 + Fu1Dz
0 + Fv1Dz0 + Fv2D
2z0 (3.4)
for the initial coefficients z0 and z
0 (coefficient z is arbitrary). It is not easy to
resolve equation (3.4) where the functions z0, z
0 depend on finite but uncertain
number of coordinates.
3.2. Better approach. We introduce the alternative basis πr (r = 0, 1, . . .) of
diffiety Ω such that LDπr = πr+1, the standard basis [4]. Then Z is a variation
if and only if πr+1(Z) = Dπr(Z) and therefore the formula
Z = z
∂
∂x
+
∑
Drp
∂
∂πr
(p = π0(Z) hence D
rp = πr(Z)) (3.5)
with arbitrary functions z and p provides all variations Z. (Some ”degenerate
cases” are omitted here, see below.)
In order to obtain the standard basis, identity (3.3) will be reduced. Clearly
LD(α1 − Fv2β1) = Fu0α0 + Fv0β0 + Fu1α1 + (Fv1 −DFv2 )β1.
Denoting α = α1 − Fv2β1, the form α1 can be replaced with α in the original
basis (3.2) and identity (3.3) simplifies as
LDα = Fu0α0 + Fv0β0 + Fu1α+Aβ1 (A = Fv1 + Fu1Fv2 −DFv2).
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The last summand can be deleted as well. Clearly
LD(α −Aβ0) = Fu0α0 + (Fv0 −DA)β0 + Fu1α,
LDα0 = α1 = α+ Fv2β1 hence LD(α0 − Fv2β0) = α−DFv2β0.
Denoting β = α − Aβ0, γ = α0 − Fv2β0, both forms α and α0 can be replaced
with β and γ. We have the basis
β = α−Aβ0, γ = α0 − Fv2β0, βr (r = 0, 1, . . . ) (3.6)
satisfying
LDβ = Fu0(γ + Fv2β0) + Fu1(β +Aβ0) + (Fv0 −DA)β0 = Fu0γ + Fu1β +Bβ0,
LDγ = α−DFv2β0 = β +Aβ0 −DFv2β0 = β + Cβ0
with certain coefficients B and C. Finally
LD(Cβ −Bγ) = DCβ −DBγ + CLDβ −BLDγ =Mβ +Nγ
with certain M,N. We are done.
3.3. The controllable subcase. In general
det
(
C −B
M N
)
6= 0.
Then we have the standard basis
π0 = Cβ −Bγ, π1 = LDπ0 =Mβ +Nγ, πr = L
r
Dπ0 (r = 2, 3, . . . ).
Indeed, the forms β, γ are linear combinations of π0, π1. Either B 6= 0 or C 6= 0
therefore β0 can be expressed in terms of β, γ,LDβ,LDγ and therefore in terms
of π0, . . . , π4. Then the forms βr = L
r
Dβ0 are involved, too.
3.4. On the noncontrollable subcase. If B = C = 0 identically then dβ =
dγ ∼= 0 (mod β, γ) and F = D2G for appropriate G = G(x, u0, v0). If either
B 6= 0 or C 6= 0 but det
(
C −B
M N
)
= 0 then the form Cβ −Bγ is a multiple
of a total differential and F = DG where G = G(x, u0, v0, u1, v1). We refer to [4]
for this ”degenerate” case.
3.5. Towards the infinitesimal symmetries. While variations were obtained
in full generality, the additional requirements of Lemma 2.2 cannot be completely
analyzed in full generality here due to a limited space. We may refer to [4] for the
”simple” function F = F (v1). So we shall deal with analogous ”easier” function.
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3.6. Survey of explicit formulae. Let us suppose F = u0v1 from now on. In
the direct approach, equation (3.4) simplifies as
D2z0 = v1z
0 + u0Dz0 (D =
∂
∂x
+ u1
∂
∂u0
+ u0v1
∂
∂u1
+
∑
vr+1
∂
∂vr
). (3.7)
We shall soon state the explicit solution.
Turning to the standard basis, one can see that
α = α1, β = α1 − u0β0, γ = α0, π0 = u0β + u1γ, π1 = 2u1β + 2u0v1γ.
This implies
∆β = 2u0v1π0 − u1π1,∆γ = −2u1π0 + u0π1 (∆ = 2u
2
0v1 − 2u
2
1)
and therefore
∆α0 = −2u1π0 + u0π1, u0∆β0 = ∆α1 − 2u0v1π0 + u1π1.
So we have the solution
z0 = α0(Z) =
1
∆
(−2u1p+ u0Dp),
z0 = β0(Z) =
1
u0
Dz0 −
2v1
∆
p+
u1
u0∆
Dp
(3.8)
of equation (3.7) with arbitrary function p. As yet we have dealt with variations
only.
3.7. The realm of true symmetries. Let us consider variations Z such that
moreover
LZπ0 = λπ0 (3.9)
for an appropriate factor λ ∈ F . In more detail, we have the requirement
Z⌋dπ0 + dp = λπ0 (p = π0(Z))
where
dπ0 = dx ∧ π1 + α0 ∧ β + u0(−α0 ∧ β0) + α1 ∧ γ = dx ∧ π1 + 2u0β0 ∧ γ,
dp = Dp dx+ pu0α0 + pu1α1 +
∑
pvrβr.
We insert α0 = γ, α1 = β + u0β0 in order to use the advantageous intermediate
basis (3.6). Then (3.9) is expressed by the identity
(2u1z + pu1)β + (2u0v1z + pu0)γ + (−2u0c+ u0pu1 + pu0)β0+
+pv1β1 + pv2β2 + · · · = λ(u0β + u1γ)
where c = γ(Z) = α0(Z) = z
0. The conditions
2u1z + pu1 = λu0, 2u0v1z + pu0 = λu1 (3.10)
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determine z and the useless factor λ in terms of function p. Function p is sub-
jected to the remaining conditions
−2u0c+ u0pu1 + pv0 = 0, pv1 = pv2 = · · · = 0.
It follows that p = p(x, u0, u1, v0) and inserting (3.8) for c, only one differential
equation
u20(px + u1pu0) + 2u
2
1(pv0 + u1pu1) = 2u0u1p (3.11)
for this function appears. Some particular solutions can be explicitly found.
Remark 4. In fact we have obtained all the infinitesimal symmetries Z and
the reasons are as follows. In one direction, one can observe that only the forms
ω = λπ0 (λ 6= 0) have the property that the family ω,LDω,L
2
Dω, . . . generates
the diffiety Ω. Since every infinitesimal symmetry Z preserves this property, it
does satisfy (3.9). In the opposite direction, (3.9) means that the vector field Z
preserves the Pfaffian equation π0 = 0 and therefore preserves the adjoint space
to this equation. This is a finite–dimensional space and therefore Z generates
a Lie group. (We recall that the adjoint space consists of the most economical
family of functions such that the equation π0 = 0 can be expressed in terms of
these functions. In our case, three functions
u0
u1
, u0v0 − u1 lnu0, 2x− u0u1
are enough. It follows that vector fields Z generate the Lie contact group pre-
serving the equation π0 = 0 in three–dimensional underlying space.)
3.8. On the evolutionary operators. Assuming z = 0 in equations (3.10),
then the resulting conditions pu1 = λu0, pu0 = λu1 imply p = p(x, u0u1, v0) and
equation (3.11) admits only trivial solution p = 0 of this kind. It follows that
the evolutional operators generating a group do not exist.
4. Several independent variables
For the partial differential equations, the simplified requirements on the vari-
ations can be found as well, however, they remain complicated so that no general
existence or non–existence results are actually available. The finite algorithm
can be found only for the higher–order symmetries of (roughly saying) m equa-
tions with m+ 1 unknown functions at most. The differential equation
∂u
∂xn
= F (x1, . . . , xn, u, v,
∂u
∂x1
, . . . ,
∂u
∂xn−1
,
∂v
∂x1
, . . . ,
∂v
∂xn
)
where u = u(x1, . . . , xn), v = v(x1, . . . , xn) may serve for an example. We
however suppose n = 2 for technical reasons.
Let us introduce space M with coordinates
x, y, ur, vrs (r, s = 0, 1, . . . ),
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diffiety Ω with the basis
αr = dur−ur+1dx−D
r
yFdy, βrs = dvrs− vr+1,sdx− vr,s+1dy (r, s = 0, 1, . . . )
where F = F (x, y, u0, v00, u1, v10, v01) and the total derivatives
Dx =
∂
∂x
+
∑
ur+1
∂
∂ur
+
∑
vr+1,s
∂
∂vrs
,
Dy =
∂
∂y
+
∑
DrxF
∂
∂ur
+
∑
vr,s+1
∂
∂vrs
.
Identities LDxαr = αr+1,
LDyα0 = Fu0α0 + Fv00β00 + Fu1α1 + Fv10β10 + Fv01β01 (4.1)
and
LDyαr = LDyL
r
Dx
α0 = L
r
Dx
LDyα0, LDxβrs = βr+1,s, LDyβrs = βr,s+1
are obvious.
In order to simplify the notation, we abbreviate
u = u0, v = v00, vx = v10, vy = v01, α = α0, β = β00, βx = β10, βy = β01
from now on.
4.1. Towards the variations. We suppose
Z = z1
∂
∂x
+ z2
∂
∂y
+
∑
zr
∂
∂αr
+
∑
zrs
∂
∂βrs
(zr = αr(Z), zrs = βrs(Z))
in the direct approach. Identity (4.1) immediately gives the requirement
Dyz0 = Fuz0 + Fvz00 + Fu1Dxz0 + FvxDxz00 + FvyDyz00
for the initial terms z0 = α(Z) and z00 = β(Z) of the recurrences
zr+1 = Dxzr, zr+1,s = Dxzrs, zr,s+1 = Dyzrs.
Passing to the better approach, identity (4.1) is simplified as
LDyγ = Fuγ +Aβ +Bβx + Fu1LDxγ (γ = α− Fvyβ) (4.2)
where
A = Fv + FuFvy −DyFvy + Fu1DxFvy , B = Fvx + Fu1Fvy .
The forms αr can be replaced with γr = L
r
Dx
γ (r = 0, 1, . . . ) in the original
basis of Ω. So we obtain
Z = z1
∂
∂x
+ z2
∂
∂y
+
∑
cr
∂
∂γr
+
∑
zrs
∂
∂βrs
(cr = γr(Z)) (4.3)
together with the recurrence cr+1 = Dxcr (r = 0, 1, . . . ) and the requirement
Dyc0 = Fuc0 +Az00 +BDxz00 + FvxDxc0 (4.4)
for the initial terms c0 and z00. Alas, the existence of a solution is still ambigous.
Explicit solution can be found if A 6= 0 but B = 0 identically.
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4.2. Infinitesimal symmetries. Variations Z such that moreover
LZβ = λ
1β + λ2γ, LZγ = µ
1β + µ2γ (4.5)
are just the infinitesimal symmetries. In more detail, let us abbreviate b = z00 =
β(Z), c = c0 = γ(Z). Then
LZβ = Z⌋dβ + db, LZγ = Z⌋dγ + dc
should be inserted into (4.5) with
dβ = dx ∧ βx + dy ∧ βy,
dγ = dα− Fvydβ − dFvy ∧ β
= dx ∧ γ1 + dy ∧ LDyγ − (Fvyuα+ Fvyu1α1 + Fvyvxβx + Fvyvyβy) ∧ β
and
db ∼= bu1α1 + bvxβx + bvyβy + (·), dc
∼= cu1α1 + cvxβx + cvyβy + (·)
(mod β, γ) where (·) denotes the higher–order summands. The final result follows
by a mere routine. By looking at the isolated terms (·), one can infer that b, c
depend only on the lower–order variables x, y, u, v, u1, vx, vy. So the requirement
(4.4) is reduced to a finite dimension. Moreover
z1 + bvx = z
2 + bvy = bu1 = 0
easily follows from the first equation (4.5) and the second equation implies
bFvyvy + cvy = 0,
z1 + z2Fu1 + bFvyu1 + cu1 = 0,
−z1Fvy + z
2Fux + bFvyvx + cvx = 0.
(4.6)
It follows that the symmetries are subjected to very strong additional require-
ments, however, they are of the classical finite–dimensional nature. Assuming
z1 = z2 = 0, then Z = Z becomes the evolutional operator and the system (4.6)
is compatible: the Frobenius theorem comfortably applies.
Remark 5. Variations Z preserving the Pfaffian system β = γ = 0 preserve the
adjoint variables and therefore generate a group. The converse assertion will be
mentioned in broader context later on.
5. Trivial differential equations
We recall the space M = M(m,n) with jet coordinates (1.5), the diffiety
Ω = Ω(m,n) of the forms (1.6) and the total derivatives Di in (1.3). They
correspond to the trivial (empty) system (1.9). The variations
Z =
∑
ziDi +
∑
zjI
∂
∂wjI
(zi = Zxi, z
j
I = ω
j
I(Z)) (5.1)
are given by the formulae
zjI = ω
j
I(Z) = DIω
j(Z) = DIz
j (I = i1 · · · ir, DI = Di1 · · ·Dir ) (5.2)
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already stated in (1.8).
We recall the triviality
df =
∑ ∂f
∂xi
dxi +
∑ ∂f
∂wjI
dwjI =
∑
Difdxi +
∑ ∂f
∂ωjI
ωjI (f ∈ F) (5.3)
which implies the equalities ∂f/∂wjI = ∂f/∂ω
j
I. The inclusion LZΩ ⊂ Ω is
clearly equivalent to LZH ⊂ H whence the rules
LZDi = [Z,Di] = −Dizi ·Di, LZLDi − LDiLZ = −Dizi · LDi ,
LZω
j
Ii = LZLDiω
j
I = LDiLZω
j
I −Diziω
j
Ii
(5.4)
easily follow. If Ω(m,n)l ⊂ Ω(m,n) is the submodule generated by all forms ω
j
I
(j = 1, . . . ,m; I = i1 · · · ir; |I| = r ≤ l) then Ω∗ : Ω(m,n)0 ⊂ Ω(m,n)1 ⊂ · · · ⊂
Ω(m,n) is a good ”order–preserving” filtration.
Theorem 5.1 (Lie–Ba¨cklund). Let m > 1 and Z be a variation such that
LZΩ(m,n)l ⊂ Ω(m,n)l for appropriate l. Then the inclusion is satisfied for
all l = 0, 1, . . . and Z is the infinitesimal point symmetry in the sense that
all functions Zxi, Zw
j (i = 1, . . . , n; j = 1, . . . ,m ) depend only on coordinates
x1, . . . , xn, w
1, . . . , wm.
Proof. Abbreviating Ωl = Ω(m,n)l for now, we assume LZΩl ⊂ Ωl with a certain
l. Then LZΩl+1 ⊂ Ωl+1 follows by applying (5.4) to the equality Ωl+1 = Ωl +
LHΩl. Let l > 0 and ω ∈ Ωl−1. Then LDiω ∈ Ωl hence LZLDiω ∈ Ωl and (5.4)
implies LDiLZω ∈ Ωl whence LZω ∈ Ωl−1 and LZΩl−1 ⊂ Ωl−1. So we may
assume LZΩ0 ⊂ Ω0. In more detail
LZω
j = Z⌋dωj + dωj(Z) =
∑
λjkω
k (j = 1, . . . ,m)
where dωj =
∑
dxi∧ω
j
i . Applying moreover (5.3) to the functions f = ω
j(Z) =
zj, one can directly obtain the identities
zi +
∑ ∂zj
∂wji
= 0,
∂zj
∂wki
= 0 (j 6= k),
∂zj
∂wkI
= 0 (i = 1, . . . , n; j, k = 1, . . . ,m; |I| > 1).
Since m > 1, we infer that
zi = zi(··, xi′ , w
j′ , ··), zj = −
∑
ziw
j
i + F
j(··, xi′ , w
j′ , ··)
for appropriate functions F j and therefore
Zwj = dwj(Z) = ωj(Z) +
∑
wji dxi(Z) = z
j +
∑
wji zi = F
j .
This concludes the proof. 
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Remark 6. The original Lie–Ba¨cklund theorem concerns the symmetries of the
finite–order jet spaces. It was rigorously proved much later and we refer to the
extensive discussion [8, pp. 66–80]. Alas, this rather tedious method fails for
the diffieties where we refer to short tricky proof [3].
The above result for the infinitesimal symmetries can be completed as follows.
Theorem 5.2. All infinitesimal symmetries of diffieties Ω(1, n) are only the
classical Lie contact transformations.
Proof. Lemma 2.2 can be applied with module Γ = Ω(1, n) which is generated
by single form ω1. It follows that all forms
ω1,LZω
1,L2Zω
1, . . .
must be of a limited order and this is possible if and only if LZω
1 = λω1. 
Remark 7. We note on this occasion that the classical ”wave mechanism” of
Lie’s contact transformations of diffiety Ω(1, n) can be generalized to obtain
many higher–order symmetries of diffieties Ω(m,n) where m > 1 [9, 10]. They
destroy the order–preserving filtration Ω(m,n)∗.
Let us conclude with the infinitesimal symmetries Z such that
L2ZΩ(m,n)0 ⊂ Ω(m,n)0 + LZΩ(m,n)0 ⊂ Ω(m,n)1. (5.5)
Alas, even this ”simple” symmetry problem cannot be resolved in full generality
here. So we suppose m = 2 and the more explicit condition
LZπ = λπ, LZω
2 =
∑
µjωj +
∑
λiLDiπ (π = ω
1 + aω2) (5.6)
where j = 1, 2 and a is a given function. Requirement (5.3) is satisfied since
LZLDiπ = LDiLZπ −DiziLDiπ = Diλπ + (λ−Dizi)LDiπ ∈ Ω(2, n)1
by applying (5.4).
Passing to the symmetry problem, the obvious identities
LZπ = LZω
1 + aLZω
2 + Zaω2, LDiπ = ω
1
i + aω
2
i +Diaω
2
LZω
j = Z⌋
∑
dxi ∧ ω
j
i + dz
j, dzj =
∑
Diz
jdxi +
∑
∂zj
∂ωk
I
ωkI
directly give the following result. The coefficients zj = zj(··, xi′ , w
j′ , wj
′
i′ , ··) are
of the first order at most and satisfy the conditions
Dz1 + aDz2 = Za, Diz
1 = aDiz
2, zi = Diz
2
where
D = a
∂
∂w1
−
∂
∂w2
, Di = a
∂
∂w1i
−
∂
∂w2i
, Za =
∑
ziDia+
∑
DIz
j ∂a
∂wjI
.
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Explicit solution with λi 6= 0 could be stated in the particular case when
a = a(x1, . . . , xn). In any case, we conclude that the higher–order symmetries of
trivial equations are highly nontrivial.
6. Further perspectives
We have employed only elementary tools as yet. The general theory however
rests on more advanced principles.
6.1. The Lie–Poisson bracket. A variation Z of diffiety Ω is determined if
the initial terms of certain recurrences, namely some functions ω(Z) with special
ω ∈ Ω, are known. It follows that the familiar identity
ω([X,Y ]) = Xω(Y )− Y ω(X)− dω (X,Y )
= LY ω(X)− LXω(Y ) + dω (X,Y )
(6.1)
determines the bracket [X,Y ] in terms of variationsX,Y. If in particularX = X,
Y = Y are the evolutional symmetries (hence Xxi = Yxi = 0) and ω = ωf =
df −
∑
Difdxi is a contact form, we obtain the triviality
[X,Y]f = ωf ([X,Y]) = Xωf(Y) −Yωf(X)
= ωYf (X)− ωXf (Y) = XYf −YXf.
However, nontrivial interpretation is possible [8]. Denoting
{F,G} = XF −YG (F = ωf(X), G = ωf (Y)), (6.2)
we have the higher–order Poisson bracket {·}. The sense of the construction lies
in the schema
X↔ ωf (X), Y↔ ωf (Y), [X,Y]↔ {ωf(X), ωf (Y)}
which means that the Lie bracket of vector fields corresponds to the Poisson
bracket of (families of) certain functions. Using (6.1), analogous ”bracket” can
be introduced for general variations X,Y and forms ω ∈ Ω as well.
6.2. The role of involutivity [5, 11]. Let Ωl ⊂ Ω be a term of a good filtration
Ω∗ of a diffiety Ω and x1, . . . , xn be ”not too special” independent variables. We
introduce the following construction.
1: Let ω1, . . . , ωσ1 ∈ Ωl be a maximal family such that
LD1ω
1, . . . ,LD1ω
σ1
are linearly independent forms mod Ωl.
2: Let ωσ1+1, . . . , ωσ1+σ2 ∈ Ωl be a maximal family such that
LD2ω
σ1+1, . . . ,LD2ω
σ1+σ2
are linearly independent forms mod Ωl and the previous LD1ω
1, . . . ,LD1ω
σ1 .
...
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n− 1: Let ωσ1+···σn−2+1, . . . , ωσ1+···σn−1 ∈ Ωl be a maximal family such that
LDn−1ω
σ1+···σn−2+1, . . . ,LDn−1ω
σ1+···σn−1
are linearly independent forms mod Ωl and the previous LD1ω
1, . . . ,LDn−2ω
σ1+···+σn−2 .
n : Let ωσ1+···σn−1+1, . . . , ωσ1+···σn ∈ Ωl be a maximal family such that
LDnω
σ1+···σn−1+1, . . . ,LDnω
σ1+···σn
are linearly independent forms mod Ωl and the previous LD1ω
1, . . . ,LDn−1ω
σ1+···+σn−1 .
The involutivity theorem reads: denoting
ωjr1···rn = L
r1
D1
· · · LrnDnω
j,
and assuming l large enough, then the forms
ωjr1···rn (j = 1, . . . , σ1), ω
j
0r2···rn
(j = σ1 + 1, . . . , σ2), . . .
ωj0···0rn−1rn (j = σn−2 + 1, . . . , σn−1), ω
j
0···0rn
(j = σn−1 + 1, . . . , σn)
(6.3)
where r1, . . . , rn = 1, 2, . . . are linearly independent. It follows that together
with a basis of Ωl they provide a basis of total diffiety Ω. The result is of a fun-
damental importance. Variations Z are determined by certain values ω(Z) where
ω ∈ Ω. If ω ∈ Ωl, these functions ω(Z) are subjected to a certain finite number
of requirements arising from the differential equations under consideration. As-
suming ω /∈ Ωl, it is sufficient to consider only forms (6.3) of the basis and they
are subjected only to the recurrences
ωjr1+1,r2···rn(Z) = D1ω
j
r1,···rn(Z), . . . , ω
j
r1···rn−1,rn+1
(Z) = Dnω
j
r1,···rn(Z).
It should be however noted that this deep achievement does not much affect the
earthly practice of routine calculations.
6.3. Adjustment of ordinary differential equations. The case of one in-
dependent variable and one total derivative D = D1 is simple [4, 5]. If Ω∗ is
a good filtration, the forms ω ∈ Ω are organized into several ramified strings.
Ω0 Ω1 Ω2
❘ ❘❣ ❘ · · ·
❘
✯
❘
ω LDω L
2
Dω
❘❣ ❘ · · ·✯
Figure 1a)
Ω1 Ω2
π10
❘ ❘ ❘ ❘ ❘ · · ·
π20 ❘ ❘ ❘ ❘ · · ·
R
▼
Figure 1b)
After an appropriate change of lower–order terms, the strings become rectified
and this provides the standard basis. If there is only one string, it does not
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change after any symmetry [4, Theorem 26]. We have omitted some ”noncon-
trollability” submodules R ⊂ Ω of a finite dimension here.
6.4. Adjustment of partial differential equations. The arrangements are
not so easy (see [5]) and we can mention only the case of two independent
variables. If Ω∗ is a good filtration, the forms ω ∈ Ω are organized into two–
dimensional sheets which may be ramified. The sheets can be made flat and
each of them then consists of a finite family of overlapping infinite ”triangles”.
We present the case of only one ramified sheet and the corresponding adjust-
ment with two overlapping triangles. In this particular case, the symmetries Z
preserve the vertices β, γ.
❥ ❥ ❥ · · ·
❥ ✲
✲ · · ·
❣ ❣
❥ ❥
✲
LD1
LD2
❥ ❥ ❥ · · ·
❥ ✲
✲ · · ·
Figure 2a)
β❧
γ❧
■
✛
LZ
❥
❝
❥
❝✟✯❍❥
❝✟✯❍❥
✲ ❥ · · ·
LD1LD2 = LD2LD1
Figure 2b)
We omit the proof which rests on Lemma 2.2 and also the mention of the sepa-
rated ”noncontrability” submodules R ⊂ Ω consisting of strings.
6.5. Isospectral solutions and solitons. We briefly reinterpret the calcula-
tion [12] of the KdV–hierarchy in order to point out some general aspects. The
original problem reads: let
vxx + (λ+ q(x, t))v = 0 (λ ∈ R, v = v(x, t)) (6.4)
be the eigenvalue problem depending on a parameter t and our task is to deter-
mine such evolution equations
vt = P (P = A(λ; ··, qr , ··)v +B(λ; ··, qr, ··)vx) (qr =
∂rq
∂xr
) (6.5)
that the compatibility conditions of the system (6.4, 6.5) are of the special kind
qt = Q(··, qr, ··). (6.6)
The eigenvalue λ is preserved and does not affect the evolution of the function q.
The reinterpretation is as follows. We start with the ordinary differential
equation
d2v
dx2
+ (λ + q)v = 0 (λ ∈ R, v = v(x), q = q(x))
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with two unknown functions. In terms of diffieties, we have space M with
coordinates x, λ, v, vx, q0, q1, . . . and the module Ω with the basis
dλ, α = dv − vxdx, αx = dvx + (λ+ q0)vdx, βr = dqr − qr+1dx (r = 0, 1, . . . ).
Our task is to determine variations Z such that
Zx = 0 (Z = Z is the evolutional operator), Zλ = 0, Zq = Q(··, qr, ··). (6.7)
Roughly saying, function q is ”autonomous” in the evolution. Quite general
variations Z can be determined with the use of the standard basis
π0 = α, π1 = LDπ0 = α1, π2 = LDπ1 = −(λ+ q)α− v(dλ+ β0), . . .
where
D =
∂
∂x
+ vx
∂
∂v
− (λ+ q)
∂
∂vx
+
∑
qr+1
∂
∂qr
is the total derivative. Assuming moreover Zx = Zλ = 0, we obtain
Z =
∑
DrP
∂
∂πr
(P = π0(Z) = α(Z) = Zv)
where P may be an arbitrary function. Then
D2P = π2(Z) = −(λ+ q)Zv − vZq = −(λ+ q)P − vQ
and the last requirement (6.7) is expressed by
Q(··, qr, ··) = −
1
v
(D2P + (λ+ q)P ) (6.8)
which provides very strong additional conditions on the function P. First of all,
we infer that
Pvv = Pvvx = Pvxvx = 0
by looking at the higher–order term D2P in (6.8). So we may suppose
P = A(λ; ··, qr, ··)v +B(λ; ··, qr , ··)vx + C(λ; ··, qr, ··).
Substitution into (6.8) then yields
2DA+D2B = 0, C = 0
and finally
Q(··, qr, ··) =
1
2
D3B + 2(λ+ q0)DB + q1B (D =
∑
qr+1
∂
∂qr
). (6.9)
It is not easy to discuss this equation in full generality, however, there are par-
ticular solutions
B = B0(··, qr , ··)λ
n + · · ·+Bn−1(··, qr , ··)λ+Bn(··, qr, ··)
for any n = 0, 1, . . . . We recall the final result [12]
B0 = 1, B1 = −
1
2
q0, B2 =
1
8
(q2 + 3q
2
0), . . .
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which moreover provides the famous KdV–hierarchy
Zq = Q = (q1 =) qx, (q2 + 3q
2
0)x, (q4 + 5q
2
1 + 10qq2 + 10q
3
0)xx, . . .
as the final result.
The reinterpretation of the problem indicates some delicate features of the
theory which were not yet discussed in actual literature and incorporate the
original problem in much broather context. Analogous approach can be applied
to nonlinear and partial differential equations.
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