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Abstract
This article develops p-values for evaluating means of normal populations that make
use of indirect or prior information. A p-value of this type is based on a biased test
statistic that is optimal on average with respect to a probability distribution that
encodes indirect information about the mean parameter, resulting in a smaller p-value
if the indirect information is accurate. In a variety of multiparameter settings, we
show how to adaptively estimate the indirect information for each mean parameter
while still maintaining uniformity of the p-values under their null hypotheses. This
is done using a linking model through which indirect information about the mean of
one population may be obtained from the data of other populations. Importantly, the
linking model does not need to be correct to maintain the uniformity of the p-values
under their null hypotheses. This methodology is illustrated in several data analysis
scenarios, including small area inference, spatially arranged populations, interactions
in linear regression, and generalized linear models.
Keywords: Bayes, empirical Bayes, frequentist, hierarchical model, hypothesis test,
multiple testing, multilevel model, small area estimation.
1 Introduction
Many statistical procedures are built upon the evaluation of evidence that one or more
unknown scalar quantities are not equal to some null value, say zero. A controversial yet
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ubiquitous measure of evidence that a scalar θ is not zero is the p-value, a function of the
data that is uniformly distributed on (0, 1) if θ = 0. One way to construct a p-value is with
a collection of tests that, for each value of α ∈ (0, 1), includes a single test with type I error
rate equal to α. Given such a collection, the p-value can be defined as the smallest value
of α for which the corresponding test rejects H, assuming the tests satisfy a monotonicity
property (Dickhaus, 2014). As such, a p-value will likely be small if the true value of θ is
one for which the corresponding tests have a high probability of rejecting H.
If indirect or prior information about θ is available, then tests may be constructed that
have high power at values of θ that are likely, at the expense of having lower power elsewhere.
If the indirect information is accurate, then a p-value derived from such tests will generally be
smaller than a standard p-value that does not make use of the information. In this article,
p-values are developed that correspond to optimal tests when the indirect information is
summarized with a probability distribution over θ. Specifically, it is shown that if the
direct information about θ is from data Y ∼ N(θ, σ2), and the indirect information about
θ is encoded with a normal distribution pi, then the test statistic with optimal power on
average with respect to pi may be derived analytically, and the corresponding p-value may
be expressed very simply as 1 − |Φ(Y/σ + 2µσ/τ 2) − Φ(−Y/σ)|, where µ and τ 2 are the
mean and variance of pi, and Φ is the standard normal cumulative distribution function. A
similar p-value for the case that σ2 is estimated from data is also derived. These p-values
are uniformly distributed if θ = 0, regardless of the values of µ and τ 2.
We refer to such a p-value as being “frequentist, assisted by Bayes”, or FAB. It is fre-
quentist in the sense that it has guaranteed sampling properties (uniformity under the null
distribution), and it is Bayesian in the sense that the corresponding tests maximize expected
power, on average across θ-values with respect to a probability distribution. The basic idea of
using a Bayesian criteria to select a frequentist procedure goes back at least to Pratt (1963),
who constructed a confidence interval for a normal mean that has minimum expected width
with respect to a distribution over the possible values of the mean. In fact, the FAB p-value
may alternatively be derived by finding the smallest α for which Pratt’s 1 − α confidence
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interval does not contain zero. Related to this, Good and Crook (1974) compared Bayes
factors to a variety of other statistics for evaluating equiprobability of multinomial proba-
bilities, and referred to the use of such statistics and consideration of average power as a
“Bayes/non-Bayes compromise” (see also Good (1992) for other such compromises). More
recently, Servin and Stephens (2007) used a Bayes factor to evaluate a global test of associa-
tion between a phenotypic outcome and several genetic markers. A null distribution for their
global test is obtained via permutation, as in this case the null hypothesis corresponds to an
exchangeability assumption. Going the other direction, Wakefield (2009) and Benjamin and
Berger (2019) study how standard p-value criteria should be modified in order to produce
inferences that resemble those that would be obtained using Bayes factors.
In addition to their use for measuring evidence, p-values are also used as inputs into
statistical decision procedures that control various frequentist error rates. For example,
rejecting the hypothesis that θ = 0 whenever the p-value is below some threshold α is a
procedure that of course maintains a false rejection rate of α. In multiparameter analyses,
p-values are often combined in ways to evaluate a global hypothesis (Birnbaum, 1954; Heard
and Rubin-Delanchy, 2018), to adaptively estimate a threshold that maintains control of the
false discovery rate (Benjamini and Hochberg, 1995), or to maintain such a false discovery
rate among multiple groups of hypotheses (Barber and Ramdas, 2017). Frequentist multi-
parameter inference procedures such as these take as their input a list of p-values, typically
without specifying how the p-values are constructed. In contrast, the focus of this article
is on how, in multiparameter scenarios, adaptive FAB p-values that are smaller on average
than standard p-values may be constructed by sharing information across an entire dataset.
Specifically, while the FAB p-value can be as small as half the usual p-value derived from a
uniformly most powerful unbiased (UMPU) test, to realize this gain the indirect information
needs to be in accord with the actual value of θ. Scenarios where such accordance can be ob-
tained statistically include multiparameter problems where the parameters are believed to be
similar to one another in some way. For example, if the data consist of independent samples
from each of several groups, then the indirect information for the parameter of one group
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may be inferred from the data of the others using a model for across-group heterogeneity of
the parameters, which we refer to as a linking model. If the linking model is precise then
the FAB p-values will be smaller than the UMPU p-values, on average across groups. If the
linking model is diffuse, then the FAB p-values will be similar to the UMPU p-values, as the
latter are a special case of the former. Importantly, the resulting FAB p-values are adaptive
in that the parameters of the linking model are estimated from the data, and robust in the
sense that the uniformity of the p-values under their null hypotheses does not depend on the
linking model being correct.
This basic strategy of using indirect information and a linking model to choose a statisti-
cal procedure with frequentist guarantees was also used in Yu and Hoff (2018), Hoff and Yu
(2019) and Burris and Hoff (2019) to obtain adaptive versions of Pratt’s confidence interval
for multiparameter settings. This approach is also similar to the “optimal discovery proce-
dure” described in Storey (2007), in which data from multiple experiments are combined to
form an empirically estimated significance threshold, which is then individually applied to
each experiment. Related to these approaches, Gru¨nwald et al. (2019) developed a so-called
“s-value” that can be viewed as being derived from a Bayes factor but has frequentist guar-
antees for sequential testing. Another recently-developed evidence measure at the interface
of Bayes and frequentist perspectives is the “skeptical p-value” (Held, 2018), which combines
information from an original study with that from a replication study.
The FAB p-value is derived and studied in Section 2. Section 3 of this article illustrates
how adaptive FAB p-values may be constructed in two data analysis scenarios in which there
is independent direct data for each parameter. These include small area inference using the
Fay-Herriot model (Fay and Herriot, 1979), and inference for a sequence of means using
data from a hidden Markov process. The methodology is extended in Section 4 to situations
where the direct data for each parameter may be dependent, such as estimates of linear
regression coefficients. Additionally, an asymptotic FAB p-value is developed for vectors of
asymptotically normal estimators (such as maximum likelihood estimators of parameters in
generalized linear models). A discussion follows in Section 5.
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2 FAB p-values
2.1 Bayes-optimal tests and p-values
Consider performing a level-α test of H : θ = 0 based on the observation of Y ∼ N(θ, σ2),
with σ2 known. Suppose additionally that indirect information about θ is available, via prior
knowledge or data independent of Y , that is encoded with a distribution having density pi.
The average power of a test function f : R→ [0, 1] with respect to pi is given by∫
E[f(Y )|θ]pi(θ) dθ =
∫ ∫
f(y)p(y|θ)pi(θ) dy dθ
=
∫
f(y)
(∫
p(y|θ)pi(θ) dθ
)
dy
=
∫
f(y) ppi(y) dy, (1)
where p(y|θ) is the N(θ, σ2) density and ppi is the marginal density of Y under pi.
According to our indirect information, the level-α test that has the highest probability
of rejecting H is the function fpi that maximizes (1) among all functions f : R→ [0, 1] that
satisfy E[f(Y )|θ] = α when θ = 0. The corresponding test has a frequentist type I error rate
of α, but it is also the Bayes-optimal level-α test if pi is viewed as a prior density. As such,
we describe this test as being “frequentist, assisted by Bayes”, or FAB.
By the Neyman-Pearson lemma, the FAB test is to reject H if ppi(Y )/p0(Y ) exceeds its
upper α quantile under H, where p0(y) is the N(0, σ
2) null density. If pi is a normal density,
then the test has a simple analytic form.
Theorem 1. The level-α FAB test of H corresponding to a N(µ, τ 2) distribution for θ rejects
when |Y +µσ2/τ 2| > c, where c is the solution to [Φ(c+µσ/τ 2) +Φ(c−µσ/τ 2)]/2 = 1−α/2
and Φ is the standard normal cumulative distribution function.
Proof. If Y |θ ∼ N(θ, σ2) and θ ∼ N(µ, τ 2) then the marginal distribution of Y is N(µ, σ2 +
τ 2). The likelihood ratio is then
ppi(y)
p0(y)
= exp(−[(y2 − 2µy + µ2)/(σ2 + τ 2)− y2/σ2]/2).
Some algebra shows that this is monotonically increasing in |y + µσ2/τ 2|.
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Different prior distributions for θ typically lead to different Bayes-optimal test statistics.
However, one particular prior distribution, used in an example in Section 4, leads to the
same test statistic as a normal prior distribution.
Corollary 1. The level-α FAB test of H when the prior distribution for θ is a mixture
of a N(µ, τ 2) distribution with a point-mass at zero is the same as the test when the prior
distribution is N(µ, τ 2).
Proof. Let pw(y) be the marginal density of Y under the mixture prior distribution with
weight w on the normal component. Then pw(y) = wppi(y) + (1 − w)p0(y), where ppi and
p0 are as in the proof of Theorem 1. The likelihood ratio is [wppi(y) + (1 − w)p0(y)]/p0(y),
which simplifies to wppi(y)/p0(y) + 1 − w. This is monotonically increasing in ppi(y)/p0(y),
the likelihood ratio when w = 1, and so the tests are the same.
The FAB p-value function is the function that maps potential values y of Y to the smallest
value of α such that the FAB level-α test rejects when Y = y. It is also the probability
that |Y + µσ2/τ 2| > |y + µσ2/τ 2| when Y ∼ N(0, σ2) (see, for example, Dickhaus (2014,
Chapter 2)). The functional form of the FAB p-value is quite simple, and is easily derived
using this latter characterization.
Theorem 2. The FAB p-value function may be written as 1 − |Φ([y + 2a]/σ) − Φ(−y/σ)|
where a = µσ2/τ 2, or as p(z, b) = 1− |Φ(z + b)− Φ(−z)|, where z = y/σ and b = 2µσ/τ 2.
Proof. The p-value is
Pr(|Y + µσ2/τ 2| > |y + µσ2/τ 2|) = Pr(|Z + b/2| > |z + b/2|)
= Pr(Z + b/2 < −|z + b/2|) + Pr(Z + b/2 > |z + b/2|)
= Φ(−|z + b/2| − b/2) + 1− Φ(|z + b/2| − b/2).
First suppose z + b/2 > 0. In this case, the p-value is
Φ(−z − b) + 1− Φ(z) = 1− Φ(z + b) + Φ(−z).
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Figure 1: FAB and UMPU p-value functions, for values of b ranging from 0 to 4 from right
to left. The one-sided p-value function 1 − Φ(z) is given in gray. The figure on the right
includes horizontal dashed lines at log .10, log .05, log .025 and log .01.
Note that z + b/2 > 0 implies z + b > −z, and so the p-value can be written 1− |Φ(z + b)−
Φ(−z)|. Now suppose z + b/2 < 0, so that the p-value is
Φ(z) + 1− Φ(−z − b) = 1− Φ(−z) + Φ(z + b).
In this case, z+ b < −z so the p-value may be written as 1−|Φ(−z)−Φ(z+ b)|, which is the
same as in the case z + b/2 > 0. So in either case, the p-value is 1− |Φ(z + b)−Φ(−z)|.
Note that the standard p-value based on the UMPU test statistic |Z| can be written as
p(Z, 0) = 1− |Φ(Z)− Φ(−Z)|, and so is a special case of the FAB p-value with µ = 0. For
non-zero µ, if the indirect information is accurate in the sense that θ and µ are of the same
sign, then Y and 2a (or Z and b) will likely have the same sign, making it probable that the
absolute difference |Φ(Z + b)− Φ(−Z)| is larger than |Φ(Z)− Φ(−Z)|, thereby making the
FAB p-value smaller than the UMPU p-value. However, if the sign of µ does not match that
of θ, then this absolute difference will likely be smaller than |Φ(Z) − Φ(−Z)|, making the
FAB p-value larger than the UMPU p-value. This can be made more precise as follows:
Theorem 3. Let Z ∼ N(θ, 1). Then
Pr(p(Z, b) < p(Z, 0)|θ) > Φ(sign(b)× θ).
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Proof. If b is positive then Z > 0 implies p(Z, b) < p(Z, 0), so Pr(p(Z, b) < p(Z, 0)|θ) >
Pr(Z > 0|θ) = Φ(θ). Similarly, if b is negative then Pr(p(Z, b) < p(Z, 0)|θ) > Φ(−θ).
Combining these gives the result.
Figure 1 plots the UMPU and FAB p-value functions for a variety of values of b. The
FAB p-value functions are symmetric around −b/2 = −µσ/τ 2, and so if µ is positive these
p-values will be lower than the UMPU p-value if z is positive, an can even be lower for a
range of negative z-values. This is to be expected - the FAB p-value will be lower if z and µ
match, but can be higher otherwise. Like the UMPU p-value, for each finite value of b the
FAB p-value decreases to zero as |z| increases. As shown in the right-side panel of Figure
1, for large |z| the FAB p-value can be as small as half of the UMPU p-value, if zµ > 0.
For example, for the non-zero values of b shown in the figure, when the UMPU p-value is
.10, the FAB p-values are close to .05. However, the ratio of the FAB p-value to the UMPU
p-value can be unboundedly large if there is a mismatch between the data and the indirect
information (that is, if zµ < 0). These comments are summarized as follows:
Theorem 4. Let p(z, b) = 1 − |Φ(z + b) − Φ(−z)|. Then p(z, 0) is the UMPU p-value
function, and for b > 0,
1. limz→∞ p(z, b)/p(z, 0) = 1/2;
2. limz→−∞ p(z, b)/p(z, 0) =∞.
Proof. For positive z and b the ratio of the p-values is
p(z, b)/p(z, 0) =
1− Φ(z + b) + Φ(−z)
1− Φ(z) + Φ(−z)
=
1− Φ(z + b) + Φ(−z)
2Φ(−z)
=
1
2
(
1 +
1− Φ(z + b)
1− Φ(z)
)
,
which converges to 1/2 as z →∞ by L’Hoˆpital’s rule. For z < −b/2 < 0 the ratio is
1 + Φ(z + b)− Φ(−z)
1 + Φ(z)− Φ(−z) =
1
2
Φ(z + b) + Φ(z)
Φ(z)
=
1
2
(
1 +
Φ(z + b)
Φ(z)
)
,
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which diverges to infinity as z → −∞.
The FAB p-value is based on a test that has better performance on one side of the real
line than the other, suggesting a relationship to a one-sided test. Indeed, one-sided p-values
are limiting cases of FAB p-values.
Theorem 5.
1. limb→∞ p(z, b) = 1− Φ(z);
2. limb→−∞ p(z, b) = Φ(z).
In other words, for large positive b the FAB p-value approximates the p-value from the UMP
tests of H : θ < 0 versus K : θ > 0, and vice versa for large negative b.
2.2 Null and alternative distributions of FAB p-values
Like UMPU p-values, FAB p-values are uniformly distributed under the null hypothesis.
Theorem 6. Let Z ∼ N(0, 1). Then for any b ∈ R, Pr(1− |Φ(Z + b)− Φ(−Z)| ≤ u) = u.
Proof. This is guaranteed by the fact that the p-value is the probability of obtaining a value
of |Z + b/2| as or more extreme than the one observed, and that the null distribution of
the test statistic is continuous (Dickhaus, 2014, Chapter 2). Alternatively, the result can be
shown directly as follows: Since the FAB p-value function p(z, b) is symmetrically decreasing
from z = −b/2, the probability that p(Z, b) is less than u is the probability that Z lies
outside the interval (−b/2− c,−b/2 + c), where c > 0 satisfies p(−b/2 + c, b) = u. Plugging
this into the p-value function gives
u = 1− |Φ(b/2 + c)− Φ(b/2− c)|
= 1− Φ(b/2 + c) + Φ(b/2− c)
= Φ(−b/2− c) + [1− Φ(−b/2 + c)],
and so the probability that Z lies outside of (−b/2− c,−b/2 + c), and the probability that
p(Z, b) < u, is u.
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Figure 2: Densities of p-values for b ∈ {0, .25, .5, .75, 1}, and θ = 1 (left) and θ = −1 (right).
The density corresponding to b = 0 (the UMPU p-value) is displayed with a thick gray line.
The CDF and density of the FAB p-value under non-zero values of θ may be of use for
power calculations and theoretical study. To find these quantities, recall that the FAB p-
value function is symmetric around −b/2, and so each possible value u of the p-value other
than 1 is achieved by two values of z, say zl and zh, which satisfy zl < −b/2 < zh. These
values are the solutions to the equations
Φ(zh + b)− Φ(−zh) = 1− u (2)
Φ(−zl)− Φ(zl + b) = 1− u. (3)
Since the p-value is monotonically increasing on z < −b/2 and decreasing on z > −b/2, the
p-value will be less that u if z < zl or z > zh. Now let U = p(Z, b) where Z ∼ N(θ, 1). Then
the probability that U ≤ u is the probability that Z < zl or Z > zh, which is
FU(u) = Pr(U ≤ u) = Φ(zl − θ) + 1− Φ(zh − θ).
Note that zl and zh are functions of u, and can be computed with a zero-finding algorithm.
Taking the derivative of FU gives the density of U ,
fU(u) =
dFU(u)
du
= φ(zl − θ)dzl
du
− φ(zh − θ)dzh
du
,
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where φ is the standard normal density. The derivatives on the right side of the equation
can be found by implicit differentiation of (2) and (3), giving
fU(u) =
φ(zl − θ)
φ(−zl) + φ(zl + b) +
φ(zh − θ)
φ(−zh) + φ(zh + b) .
Functions for computing the CDF and density of U = p(Z, b) are available in the supple-
mentary material for this article.
Figure 2 displays the density of p(Z, b) for various values of b and under various alternative
values of θ. If b and θ are both positive (or are both negative) then the FAB p-value density
is more concentrated on small values than the density of the UMPU p-value. However, if
there is a mismatch between θ and b then the FAB p-value is expected to be larger.
2.3 FAB p-values from t-statistics
In most applications the value of σ2 is unknown and must be estimated from the data. For
example, suppose Y1, . . . , Yn ∼ i.i.d. N(θ, σ2) with σ2 unknown and let S be the sample
standard deviation. If θ = 0 and n is large then T =
√
nY¯ /S will be approximately
standard normal and 1−|Φ(T +b)−Φ(T )| will be approximately uniform. If the sample size
is insufficient to justify this approximation, then a tn−1 null distribution should be used for
construction of the p-value. Like the standard normal null distribution, t distributions are
continuous and symmetric about zero, and a p-value function may be defined as in the normal
case. In fact, such a function may be similarly defined for any continuous null distribution
that is symmetric about zero.
Theorem 7. Let T ∼ F , where F is the CDF of any continuous distribution that is sym-
metric about zero. Then for any b ∈ R, Pr(1− |F (T + b)− F (−T )| < u) = u.
The proof is the same as that of Theorems 2 and 6 but with Φ replaced by F .
Suppose that we have a normal estimator θˆ of θ, so that θˆ ∼ N(θ, σ2), where θ and
σ2 are both unknown. Suppose additionally that we have an estimator σˆ2 of σ2 for which
νσˆ2/σ2 ∼ χ2ν , and that is independent of θˆ. Then θˆ/σˆ ∼ tν if θ = 0. Considering the form
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of the FAB p-value in the known-variance case, it seems reasonable to use as a p-value
1− |Fν(θˆ/σˆ + 2µσ˜/τ 2)− Fν(−θˆ/σˆ)|, (4)
where Fν is the CDF of the tν distribution, µ and τ
2 are the mean and variance of a
distribution describing the indirect information about θ, and σ˜ is a prior guess as to the
value of σ. This p-value is uniformly distributed under the null distribution θˆ/σˆ ∼ tν
regardless of the values of µ, τ 2 and σ˜. Furthermore, this p-value is easy to calculate and is
numerically stable insofar as the CDF of the t-distribution may be calculated.
However, this p-value function does not correspond exactly to a Bayes-optimal test.
Letting T = θˆ/σˆ, a Bayes-optimal level-α test of H : θ = 0 is one that rejects when the
ratio ppi(T )/p0(T ) exceeds its 1 − α quantile under the null distribution, where p0 is the
tν density function and ppi is the marginal density of T under a prior distribution for θ
and σ2. To see the difficulty in using a formally Bayes-optimal test to construct a p-value
function in this case, consider a N(µ, τ 2) prior distribution for θ and an arbitrary prior
distribution for σ2. Marginally over the prior distribution for θ but conditional on σ2,
we have θˆ ∼ N(µ, σ2 + τ 2), and the resulting marginal distribution for T = θˆ/σˆ is that
cT has a non-central t-distribution with ν degrees of freedom and noncentrality parameter
µ/
√
σ2 + τ 2, where c =
√
σ2/
√
σ2 + τ 2. Let ppi(t|σ2) denote the corresponding density for
T . The marginal density ppi(t), needed to construct the Bayes-optimal test, is obtained by
integrating ppi(t|σ2) with respect to the prior distribution for σ2. To obtain the corresponding
p-value, we would first have to compute ppi(t)/p0(t) where t is the observed value of θˆ/σˆ, and
then compute the probability of obtaining a more extreme value under the null hypothesis,
that is, Pr(ppi(T )/p0(T ) > ppi(t)/p0(t)) where T ∼ tν . Calculation of such a p-value would
be numerically intensive: It would require two nested levels of numerical integration - one to
compute ppi(t) and one to compute the CDF of ppi(t)/p0(t). Additionally, the integrals require
evaluation of the non-central t-distribution, numerical approximation of which is often poor.
For these reasons, the p-value function (4) is recommended unless there is a strong desire for
a more formal incorporation of specific prior information about σ2.
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3 Adaptive p-values from independent normal data
3.1 FAB p-values via indirect information
In this section the utility of the FAB p-value is broadened by the development of statistical
methods with which indirect information may be summarized and incorporated into the p-
value. Generalizing the approach taken by Yu and Hoff (2018) and Burris and Hoff (2019)
in the context of confidence interval construction, the proposed method is to use a statistical
model to relate a parameter θ of interest to other data that are available, in which case the
indirect information itself may be stochastic. This does not affect the uniformity of the FAB
p-value, as long as the summary of the indirect information is statistically independent of
the direct information.
Corollary 2. Let Z and b be independent random variables with Z ∼ N(0, 1). Then Pr(1−
|Φ(Z + b)− Φ(−Z)| < u) = u.
Proof. By independence, the conditional probability given b that the p-value is less that u
is equal to u for each b, and so it equal to u marginally over values of b as well.
Specifically, we develop adaptive FAB p-values in multiparameter settings, where indirect
information about a given parameter is derived from the direct information about other
parameters. To start, suppose a data vector Y with uncorrelated elements will be sampled
from a multivariate normal population, so that the sampling model for the data is
Y ∼ Np(θ,Σ), (5)
where θ ∈ Rp is unknown and for now we assume Σ = diag(σ21, . . . , σ2p) is known. For each
j = 1, . . . , p we will construct a FAB p-value p(Yj/σj, bj) = 1− |Φ(Yj/σj + bj)−Φ(−Yj/σj)|,
where Yj is the jth element of Y and bj is independent of Yj, so that p(Yj/σj, bj) is uniformly
distributed under the null hypothesis Hj : θj = 0.
Indirect information about θj that is independent of Yj may be derived from the other
entries of Y . To facilitate generalization to the correlated case considered in the next section,
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we write these elements as G>j Y , where Gj is the p × (p − 1) matrix obtained by deleting
the jth column from the p × p identity matrix. Then G>j Y ∼ Np−1(G>j θ,G>j ΣGj), and
G>j Y is statistically independent of Yj. By Corollary 2, a p-value p(Yj/σj, bj) is uniformly
distributed under Hj for any statistic bj that is a function of G
>
j Y .
While G>j Y doesn’t contain direct information about θj, it does contain information
about G>j θ, and so G
>
j Y can be used to provide information about θj if there are re-
lationships among the entries of θ. Consider a Gaussian linking model to describe these
relationships, of the form
θ ∼ Np(µ,Ψ). (6)
Straightforward linear algebra shows that the conditional distribution of θ given G>j Y is
Np(m,V) where
V = [Ψ−1 + Gj(G>j ΣGj)
−1G>j ]
−1 (7)
m = V[Ψ−1µ+ Gj(G>j ΣGj)
−1G>j Y ]. (8)
In some cases the following alternative formulas for m and V will be easier to compute:
V = Ψ−ΨGj[G>j (Ψ + Σ)Gj]−1G>j Ψ
m = µ+ ΨGj[G
>
j (Ψ + Σ)Gj]
−1G>j (Y − µ).
To the extent that the linking model is believed, the conditional distribution of θj given
G>j Y is therefore θj|G>j Y ∼ N(mj, vj,j), where mj and vj,j denote elements j and {j, j} of
m and V respectively. This distribution quantifies the indirect information about θj: It is the
distribution of θj conditional on the data G
>
j Y that is independent of Yj under the sampling
model (5), which in turn provides indirect information about θj via the relationships among
the elements of θ based on the linking model (6).
Even if the linking model is not believed, it may still be used as a way to construct a
data-adaptive p-value that will be uniformly distributed if Hj is true, as long as mj and vj,j
are statistically independent of Yj under the sampling model (5). The performance of such
a p-value under alternatives to Hj will depend on the extent to which the linking model is a
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good representation of the heterogeneity of the elements of θ. The accuracy of this represen-
tation may be improved by estimating µ and Ψ from the data itself. In the applications we
consider, µ and Ψ will depend on some lower dimensional parameter, say γ. This parameter
may be estimated using hierarchical modeling methods, as the sampling model for the in-
direct information, G>j Y ∼ Np−1(G>j θ,G>j ΣGj), together with the induced linking model
G>j θ ∼ Np−1(G>j µγ ,G>j ΨγGj) constitute a Gaussian mixed effects model. For example,
the maximum likelihood estimator of γ based on data independent of Yj is the maximizer in
γ of the density of the marginal distribution of G>j Y , G
>
j Y ∼ Np−1(G>j µγ ,G>j [Σ+Ψγ ]Gj).
Now we are in a position to apply the results of the previous section. By Theorem 1 the
Bayes-optimal test of Hj given the indirect information G
>
j Y rejects when |Yj/σj+mjσj/vj,j|
is large, and by Theorem 2 the Bayes-optimal p-value is given by p(Yj/σj, bj) where bj =
2mjσj/vj,j. However, as mj and vj,j depend on the unknown parameter γ via µγ and
Ψγ , we instead use estimates m˜j and v˜j,j based on µγ˜ and Ψγ˜ , where γ˜ is obtained from
G>j Y . Since G
>
j Y is independent of Yj, b˜j = 2m˜jσj/v˜j,j is also independent of Yj and so
1− |Φ(Yj/σj + b˜j)− Φ(−Yj/σj)| is uniformly distributed if θj = 0 by Corollary 2.
If σ2j is not known but a high-precision estimator is available, then the value of the
estimator can be plugged into the formula for the FAB p-value. Alternatively, if an estimator
σˆ2j is available that is independent of Yj and for which νσˆ
2
j/σ
2
j ∼ χ2ν , then by Theorem 7
the p-value 1 − |Fν(Yj/σˆj + b˜j) − Fν(−Yj/σˆj)| is uniformly distributed if θj = 0 and b˜j is
independent of Yj/σˆj, where Fν is the CDF of the t-distribution with ν degrees of freedom.
Based on the discussion at the end of Section 2, we use b˜j = 2m˜jσ˜j/v˜j,j, where m˜j and v˜j,j
are estimated from G>j Y as described in the previous paragraph. Note that an additional
estimator σ˜j of σj is also required, which must be independent of Yj/σˆj for exact uniformity
of the p-value to be maintained when θj = 0. Availability of such an estimator will depend
on the particular application. For example, if estimates of the σk’s for which k 6= j are also
available, then σ˜2j may be based on them.
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3.2 Example: Small area inference with the Fay-Herriot model
The 2002 Educational Longitudinal Study gathered data on a sample of U.S. high schools
and their students. From each participating school, a small sample of 10th grade students
were selected and given a survey and a standardized reading exam. For p = 684 schools the
sample size was 2 students or more, and among these the median school-level sample size
was 21 and the maximum sample size was 50. In this section we use adaptive FAB p-values
to evaluate for each school the evidence that their school-specific mean score on the reading
exam deviates from a particular national average value.
Let Y¯j and σˆ
2
j be the sample mean and variance of the nj reading test scores of students
sampled from school j. A Gaussian within-school sampling model implies that the vector Y¯
of school-specific sample means is normally distributed, with
Y¯ ∼ Np(θ, diag(σ21/n1, . . . , σ2p/np)), (9)
where θ ∈ Rp is the vector of “true” school-specific means, meaning that θj is the average
exam score had all students in school j participated in the study. The sampling model also
implies that (nj − 1)σˆ2j/σ2j ∼ χ2nj−1, independently for j = 1, . . . , p and independent of Y¯ .
In this numerical illustration we construct p-values for evaluating the hypothesis that
θj is equal to 50, a score that corresponds to the intended national average on the exam.
Assuming the Gaussian within-school sampling model, the statistic Tj =
√
nj(Y¯j − 50)/σˆj
has a tnj−1 distribution under the null hypothesis Hj : θj = 50. Letting νj = nj − 1, the
p-value 1− |Fνj(Tj + b˜j)−Fνj(−Tj)| will be uniformly distributed under the null hypothesis
as long as b˜j is independent of Tj. The usual UMPU p-value based on Tj is obtained by
setting b˜j = 0. An adaptive FAB p-value for each school j can be constructed by setting
b˜j to a value that utilizes indirect information from schools other than j. We do this via a
Gaussian linking model for the θj’s of the form
θ ∼ Np(Xβ, τ 2I), (10)
where X is a p×q matrix of observed school-level characteristics, and β and τ 2 are unknown.
For these data, the characteristics xj of school j includes a numeric measure of the number of
16
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Figure 3: Results from the ELS analysis. The left panel plots direct estimates of school-level
means versus the indirect estimates. The middle and right panels plot the FAB and UMPU
p-values.
students in school j who participated in a free lunch program, the total enrollment of school
j, and seven indicator variables that encode three categorical variables: school type (public,
Catholic, or other private), region of the country (West, Midwest, South and East), and
urbanicity (urban, suburban, rural). Together, a sampling model such as (9) and a linking
model such as (10) are sometimes referred to as a Fay-Herriot model (Fay and Herriot,
1979), a linear mixed-effects model that is often used in the small area estimation literature
to obtain stable estimates for each of many groups or “areas” by sharing information across
groups (Ghosh and Rao, 1994). Here we are only using the linking model to obtain a value
of b˜j with which the FAB p-value for group j is constructed. Validity of the linking model is
not necessary for the FAB p-value to be uniformly distributed under the null hypothesis Hj.
Based on the discussion in Section 3.1, we set b˜j = 2(β˜
>
xj − 50)(σ˜/√nj)/τ˜ 2, where β˜,
τ˜ 2 and σ˜2 are the MLEs obtained by fitting the the Fay-Herriot hierarchical model (with a
common within-school variance) to the data from schools other than j. Since b˜j is statistically
independent of the sample from school j, the FAB p-value 1 − |Fνj(Tj + b˜j) − Fνj(−Tj)| is
uniformly distributed if θj = 50, even if the linking model is incorrect. Figure 3 describes
some aspects of this data analysis. The left-most panel plots the direct estimate Y¯j of
17
each θj versus the indirect estimate m˜j obtained from the Fay-Herriot model. The positive
correlation between these two estimates suggests that the indirect information can be of use
for school-level inference. The middle panel of the figure plots the FAB p-values versus the
UMPU p-values corresponding to UMPU t-tests applied to each school individually. The
FAB p-value is smaller than the UMPU p-value for 529 out of 684 schools (77%). Of more
interest might be the small p-values, displayed in the right-most panel of the figure. There
were 316 FAB p-values and 295 UMPU p-values less than 0.05, for a difference of 21 schools.
3.3 Example: Spatial linking models
In this subsection we perform a small numerical simulation study that is meant to mimic the
search for signals along a one-dimensional lattice, such as a chromosome. Let Y ∼ Np(θ, I)
and suppose the true θ is a realization of a discrete Markov chain taking values in {−1, 0, 1}
and with transition probability matrix
P =

.975 .025 .000
.010 .990 .010
.000 .025 .975
 .
Figure 4 displays one realization of such a process for p = 1000.
For each j ∈ {1, . . . , p} we construct a FAB p-value from Y to evaluate Hj : θj = 0 using
the (incorrect) linking model θ ∼ Np(µ1,Ψ) where µ is a scalar, 1 is a p-dimensional vector
of ones, and Ψ is the covariance matrix of a conditional autoregressive process, so that the
conditional distribution of θj given the other elements of θ is N(β0 + β1(θj−1 + θj+1), τ 2) for
some values of β0, β1 and τ
2. To construct a FAB p-value for Hj, the procedure is to
1. obtain estimates γ˜ = (µ˜, β˜0, β˜1, τ˜
2) of the parameters γ = (µ, β0, β1, τ
2) of the Gaussian
autoregressive linking model, using G>j Y as data;
2. compute plug-in estimates m˜j, v˜j,j of the conditional mean and variance mj, vj,j of θj
given G>j Y , using γ˜ and Equations 7 and 8;
3. compute the FAB p-value p(Yj, b˜j) = 1− |Φ(Yj + b˜j)− Φ(−Yj)|, where b˜j = 2m˜j/v˜j,j.
18
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Figure 4: A realization of θ (blue line) and Y (gray dots) from the hidden Markov model.
Further computational details are available in the supplementary material for this article.
Computing the FAB p-value for each of the 1000 hypotheses is somewhat time consuming,
as the autoregressive model in step 1 is fit separately for each j ∈ {1, . . . , 1000}, each time
without Yj to ensure that b˜j is independent of Yj. One faster alternative is to break the vector
Y into contiguous subvectors, and then construct the FAB p-values in one subvector using
linking model parameters estimated from the remainder of the subvector. Such an approach
will maintain the uniformity of the FAB p-values under Hj, but will not make optimal use of
the information in G>j Y . Another option would be to fit the autoregressive model once using
the entire Y -vector, and use the resulting linking model parameter estimate γ˜ to construct
each p-value. However, since in this case Yj is used to obtain the common γ˜, the value of
b˜j will depend slightly on Yj, violating the sufficient condition for p(Yj, b˜j) to be uniformly
distributed under Hj. However, as this linking model has a small number of parameters
relative to p, we might expect the influence of Yj on b˜j to be slight. We investigate this claim
numerically in the simulation study that follows.
One-hundred θ-vectors were simulated from the discrete Markov chain described above,
and from each a single observed data vector Y ∼ Np(θ, I) was simulated. For each Y -vector
and each index j, three p-values for evaluating Hj : θj = 0 were computed: the adaptive
19
FAB p-value described in steps 1, 2 and 3 above; an “approximate” adaptive FAB p-value
that estimates the parameters of the linking model only once for each simulated Y -vector;
and the usual p-value p(Yj, 0) based on the UMPU test of Hj : θj = 0. For each simulated
data vector and each type of p-value, we computed the number of discoveries (rejected
null hypotheses) and the false discovery proportion (FDP) using the Benjiamini-Hochberg
procedure (Benjamini and Hochberg, 1995) with a false discovery rate (FDR) controlled to
be less than 0.2.
We first compare each of the three p-value procedures in terms of FDR control. On
average across datasets, the number of “true positives” (θj’s unequal to zero) was about
426 out of 1000. Therefore, the Benjamini-Hochberg (BH) procedure using the UMPU p-
values should attain an actual FDR of about 0.426 × 0.2 ≈ 0.085. Modulo Monte Carlo
error, this is what was observed - the FDP based on the UMPU p-values was 0.087 on
average across the 100 datasets. The average FDP using the FAB and approximate FAB
procedures was 0.088 and 0.089, respectively - very similar to that of the UMPU procedure
and well below the target FDR. We note that control using the Benjamini-Hochberg (BH)
procedure is guaranteed for the UMPU p-values since they are statistically independent. In
contrast, the FAB p-values are dependent since, for example, the p-values for θj and θj+1 are
both functions of Yj and Yj+1 (the indirect information for Yj includes Yj+1 and vice versa).
This leads to positive dependence among spatially proximal FAB p-values. However, several
theoretical results have been obtained showing that for some types of positive dependence
the BH procedure maintains the target FDR (Benjamini and Yekutieli, 2001; Sarkar, 2002),
or does so asymptotically in p (Clarke and Hall, 2009). While the conditions for these results
are not met exactly for the example scenario presented here, these theoretical results and
the empirical results for this example (that the actual FDP in the example is less than half
the target FDR) suggest that a bigger issue is the conservatism of the BH procedure.
Some of the results relating to power are displayed in Figure 5. The first panel plots
the fraction of true positives discovered using the exact FAB procedure, versus the fraction
discovered by the UMPU procedure. The proportion discovered by the FAB approach was
20
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Figure 5: Some results from the simulation study. The panel on the left plots the fraction
of true positives discovered by the FAB procedure relative to the UMPU procedure for each
of the 1000 simulated datasets. The panel on the right displays the distribution of the
approximate FAB p-values corresponding to true nulls.
as high or higher for all 1000 simulated datasets. On average across datasets, the mean
proportion of true positives that were discovered was 0.013 for the UMPU procedure and
0.061 for the FAB procedure, well over a four-fold improvement.
Finally, we note that the approximate FAB procedure performed nearly identically to the
exact FAB procedure. Recall that the only difference between the two procedures is that
for each j, the parameter γ of the linking model was estimated using all elements of Y for
the approximate procedure, and all but the jth element of Y for the exact procedure. Since
(p − 1)/p is quite close to one in this case, the two estimators are nearly the same and we
would therefore expect the p-values to be very similar. In particular, since the FAB p-values
are uniformly distributed for j’s such that θj = 0, we expect the corresponding approximate
FAB p-values to be nearly uniformly distributed as well. This is confirmed in the second
panel of Figure 5, which plots a histogram of the approximate FAB p-values for the true null
hypotheses, across all iterations of the simulation study.
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4 Adaptive p-values from dependent data
4.1 Data with known covariance
In many applications the elements of the data vector Y will be correlated. Examples include
the case that Y is a vector of estimates of linear regression coefficients from a non-orthogonal
design matrix, and situations where the elements of Y correspond to measurements that are
spatially or temporally related. In such cases, FAB p-values that are marginally uniform
under their null hypotheses may be obtained as in the previous section by generalizing the
form of the indirect information used to construct the p-value for each hypothesis.
Specifically, consider constructing a p-value for Hj : θj = 0 based on the model Y ∼
Np(θ,Σ) where Σ is not necessarily diagonal. In this subsection we consider the case that
Σ is known - cases where it is unknown are considered in the following two subsections. As
before, we refer to Yj/σj as the direct information for θj. Indirect information about θj that
is independent of Yj may be based upon an appropriate linear transformation of Y . Let Gj
be any p× (p− 1) matrix whose columns form a basis for the null space of the jth column of
Σ. Then G>j Y ∼ Np−1(G>j θ,G>j ΣGj), and is statistically independent of Yj. By Corollary
2, a p-value p(Yj/σj, b˜j) = 1 − |Φ(Yj/σj + b˜j) − Φ(−Yj/σj)| is uniformly distributed under
Hj for any statistic b˜j that is a function of G
>
j Y .
As before, while G>j Y doesn’t provide direct information about θj, it does provide in-
formation about G>j θ and so it can be used to provide information about θj if there are
relationships among the entries of θ. If such relationships can be encoded in a linking model
θ ∼ Np(µ,Ψ), then a FAB p-value for Hj may be constructed exactly as in the previous
section, modulo the more general form of the indirect information G>j Y where Gj depends
on Σ. In particular, the conditional expectation and variance of θj given G
>
j Y under the
linking model may still be obtained from Equations 7 and 8. Additionally, if reasonable
values of µ and Σ are not known in advance, then they may be estimated from the indirect
information G>j Y and the resulting FAB p-value will still be uniform under Hj.
In practice it is rare that the covariance of Y will be completely known. However, if it
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is known sufficiently to decorrelate Y then FAB p-values may be obtained that are exactly
uniform under their null hypotheses. Otherwise, if Σ may be consistently estimated, then
FAB p-values may be constructed that are asymptotically uniform. In this case, we can also
replace the normality assumption for Y with asymptotic normality. We illustrate procedures
for these two scenarios in the following subsections.
4.2 Data with known correlation
Here we show how to construct FAB p-values for regression coefficients of a normal lin-
ear regression model, a case where the correlations among the direct estimates are known.
Construction of FAB p-values in other cases of known correlation is similar.
We use essentialy the same method of data splitting as was used in Hoff and Yu (2019) in
the context of confidence interval construction. Suppose we wish to construct p-values for the
elements of β ∈ Rp in the linear regression model Y ∼ Nn(Xβ, σ2I), where X ∈ Rn×p is an
observed design matrix and β ∈ Rp and σ2 ∈ R+ are unknown. Our sampling model is based
on the probability distribution of the ordinary least-squares (OLS) regression estimator,
βˆ ∼ Np(β, σ2(X>X)−1), with βˆ being independent of the usual unbiased estimator σˆ2 of σ2,
for which νσˆ2/σ2 ∼ χ2ν , where ν = n−p. The direct estimate for a particular coefficient βj is
βˆj ∼ N(βj, hj,jσ2) where hj,j = (X>X)−1j,j , and so Tj = βˆj/[h1/2j,j σˆ] ∼ tν under Hj : βj = 0. To
find the indirect information, let Gj be a p×(p−1) matrix whose columns span the null space
of the jth column of (X>X)−1, so that G>j βˆ is independent of βˆj. Letting Fν denote the CDF
of a t-distribution with ν degrees of freedom, the distribution of 1− |Fν(Tj + b˜j)−Fν(−Tj)|
will then be uniformly distributed under Hj : βj = 0 for any scalar function b˜j of G
>
j βˆ.
A value of b˜j may be obtained from a linking model for β. The marginal distribution of
G>j βˆ under the linking model β ∼ N(µ,Ψ) is G>j βˆ ∼ Np−1(G>j µ,G>j [Ψ+σ2(X>X)−1]Gj).
If µ and Ψ are sufficiently structured then marginal maximum likelihood estimates µ˜, Ψ˜, σ˜2
may be obtained from this marginal model for G>j βˆ. These estimates may then be used to
obtain estimates m˜j and v˜j,j of the conditional mean mj and variance vj,j of βj given the
indirect information. Since m˜j, v˜j,j and σ˜
2 are obtained from G>j βˆ, they are independent of
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βˆj (and σˆ
2), and so the FAB p-value 1−|F (Tj+2m˜jσ˜/v˜j,j)−F (−Tj)| is uniformly distributed
under Hj.
This methodology can also be applied in cases where there is only a linking model for a
subset of parameters. For example, consider the linear regression model
Y ∼ Nn(Wα+ Xβ, σ2I)
where W and X are observed design matrices. If interest is primarily in β and a reasonable
linking model relating α to β is not available, then FAB p-values for β alone may be obtained
as just described, except noting that βˆ ∼ Np(β, σ2Ω) where Ω is the appropriate submatrix
of ([WX]>[WX])−1. Letting Gj be an orthogonal basis for the null space of the jth column
of Ω, we can obtain an estimated conditional distribution for βj using a linking model
β ∼ Np(µ,Ψ) and the indirect information G>j βˆ. Specifically, G>j βˆ is independent of βˆj, and
so the indirect information about βj is then given by G
>
j βˆ ∼ Np−1(G>j µ,G>j [Ψ + σ2Ω]Gj).
As a numerical illustration we perform an analysis of another aspect of the 2002 Educa-
tional Longitudinal Study dataset. Let Yi be the test score of student i, si be a numerical
measure of their socioeconomic status (SES) and let vi be a three-dimensional vector indi-
cating the sex, parents’ education, and status as a native English speaker of student i. Also,
let gi ∈ {0, 1}p be the binary vector indicating in which of p = 684 schools student i is
enrolled. Let wi = (gi,vi) ∈ Rp+3 and let xi = sigi ∈ Rp. The linear regression model
Yi = α
>wi + β
>xi + i
can be used to evaluate the evidence for each school that SES is related to test score,
controlling for effects of vi, by obtaining p-values for each element of β. Note that the
entries of βˆ, the OLS estimator of β, are correlated with each other because of the presence
of the covariate vi.
We compute indirect information for testing each βj using G
>
j βˆ and an exchangeable
linking model β ∼ Np(µ1, τ 2I). The model for the indirect information is thus G>j βˆ ∼
Np−1(µG>j 1, σ
2G>j ΩGj + τ
2I). From this model we obtain marginal maximum likelihood
estimates (µ˜, τ˜ 2, σ˜2) of (µ, τ 2, σ2) that are statistically independent of Tj. We then compute
the FAB p-value 1− |F (Tj + 2µ˜jσ˜/τ˜)− F (−Tj)|, which is uniformly distributed if βj = 0.
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Some results of this analysis are plotted in Figure 6. The first panel plots the direct
OLS estimate βˆj for each school j versus its estimated precision (σˆ
2ωj,j)
−1/2 (the reciprocal
of the standard error). While the variability of the βˆj’s around their average value (given
by a horizontal black line) is large, the variability is highest among estimates corresponding
to schools with low sample sizes (and hence low precision). This suggests that much of the
observed variability among the elements of βˆ is due to within-school sampling variability,
and that the heterogeneity of the actual βj’s is much lower. An informal assessment of this is
made with the two gray curves in the plot, which are at the across-school average of the βˆj’s
plus and minus 1.96 times the standard error (the reciprocal of the horizontal coordinate of
the plot). Indeed, most of the OLS estimates fall within the standard errors of the overall
average. Nevertheless, an F -test of the global null hypotheses of no across-school variation
in βj’s has a p-value of less that 10
−4, suggesting non-zero across-school variation.
The middle panel of Figure 6 plots the UMPU p-values versus the FAB p-values for
evaluating Hj : βj = 0 for each school j. The unfamiliar pattern is due to the fact that,
while there is evidence of across-school variability, the variation is centered around a positive
value that is relatively far from zero. As a result, the FAB p-values have adaptively become
nearly one-sided, with values close to half those of the UMPU p-values for the βˆj’s that are
positive. This leads to many more “small” FAB p-values than small UMPU p-values, as
shown in the right-most plot in the figure. For example, there are 245 FAB p-values less
than 0.05, but only 188 UMPU p-values below this level.
There may be some concern that since the FAB p-values in this case are nearly the same
as one-sided p-values, their power to detect evidence that a given parameter is less than zero
is drastically reduced. While this is true, there is not much evidence in the data that any of
the βj’s are actually less than zero. For example, there was only one p-value smaller than
0.05 that corresponded to a negative value of βˆj (a p-value of 0.04). The data suggest that
the βj’s have a small amount of variation around a positive value, a data feature to which
the FAB p-value procedure has adapted.
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Figure 6: Evaluation of school-specific associations between SES and standardized test per-
formance. The left panel plots OLS estimates versus their precision. The middle and right-
most panels plot UMPU and FAB p-values.
4.3 Asymptotically uniform null p-values
In the preceding linear regression example, adaptive FAB p-values with exactly uniform null
distributions are available because the covariance of the observed data vector is known up to
a scalar. For each element of the data vector, this permits construction of an independent
vector of indirect information. In cases where the covariance is not sufficiently known to
permit this decorrelation, an independent vector of indirect information may not be available.
However, if a consistent estimator of the covariance is available then it is possible to construct
approximate adaptive FAB p-values with null distributions that are asymptotically uniform.
Asymptotically uniform null p-values are also available in cases where the direct information
is only asymptotically normally distributed. This may be the case if, for example, the direct
estimates consist of regression coefficient estimates from a generalized linear model.
Consider the general case where the data available include a consistent and asymptotically
normal estimator θˆ of θ, so that
√
n(θˆ − θ) d→ Np(0,Σ) as n → ∞, and a consistent
estimator Σˆ of Σ. The standard Wald p-value for θj that is asymptotically uniform under
Hj : θj = 0 can be written as 1 − |Φ(Zˆj) − Φ(−Zˆj)|, where Zˆj =
√
nθˆj/σˆj. The proposed
approximate FAB p-value for θˆj is 1 − |Φ(Zˆj + b˜j) − Φ(−Zˆj)|, where b˜j is obtained from
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indirect information about θj that is asymptotically independent of the direct information
θˆj. This indirect information about θj can be constructed as follows: Define the function
Γ : Rp → Rp×(p−1) so that Γ(s) is a p× (p− 1) matrix whose columns form an orthonormal
basis for the null space of s. Specifically, define Γ(s) so that the basis is obtained by Gram-
Schmidt orthogonalization of the collection of vectors in Rp consisting of s and the standard
basis vectors {ek : k ∈ {1, . . . , p} \ {j}}. This construction implies that Γ is a continuous
function of s. Now let Gˆj = Γ(σˆj), where σˆj is the jth column of Σˆ. By the continuous
mapping theorem, Gˆj is a consistent estimator of Gj = Γ(σj), where σj is the jth column
of the true covariance matrix Σ. The indirect information about θj can be derived from
Gˆ>j θˆ. This random vector will not be exactly independent of the direct estimate θˆj because
Gˆj is not exactly equal to Gj and θˆ might not be exactly normally distributed, but Gˆ
>
j θˆ
should be approximately independent of θˆj for large n, since Gˆj is converging to Gj, G
>
j θˆ
is asymptotically uncorrelated with θˆj and both are asymptotically normal. The following
result shows that indeed Gˆ>j θˆ is uncorrelated with and independent of θˆj in an asymptotic
sense.
Theorem 8. Let Σˆ
p→ Σ and √n(θˆ − θ) d→ E, where E ∼ Np(0,Σ). Then as n→∞,
1. Cor[Gˆ>j θˆ, θˆj]→ 0;
2. Pr({√nGˆ>j (θˆ − θ) ∈ A} ∩ {
√
n(θˆj − θj) ∈ B})→ Pr(G>E ∈ A)× Pr(Ej ∈ B),
where Gj = Γ(σj), Gˆj = Γ(σˆj), and A ⊂ Rn−1 and B ⊂ R are measurable sets.
Proof. Let Hˆj be the p× p matrix obtained by binding the jth standard basis vector to Gˆj,
and define Hj analogously. Since Γ is continuous we have that Gˆj
p→ Gj and also Hˆj p→ Hj.
Both results then follow by Slutsky’s theorem, since Hˆ>j
√
n(θˆ − θ) d→ H>j E = (G>j E Ej),
and G>j E is independent of Ej.
Now we construct a class of p-value functions that make use of the indirect information
and are asymptotically uniform under each null hypothesis. Consider the p-value function
1 − |Φ(Zˆj + σˆjf(Gˆ>j θˆ, Gˆj)/
√
n) − Φ(−Zˆj)| where f : Rp−1 × Rp×(p−1) → R is a contin-
uous function. For example, f could be a function that, when input (G>j θ,Gj), returns
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E[θj|G>j θ]/V[θj|G>j θ] based on a linking model G>j θ ∼ Np−1(G>j θ,G>j ΨGj). Since neither
Gj nor θ are known, we use plug-in estimates Gˆ
>
j θˆ and Gˆj.
An asymptotic analysis of this FAB p-value where θ is fixed for all sample sizes is not par-
ticularly interesting. In this case, f(Gˆ>j θˆ, Gˆj) converges to f(G
>
j θ,Gj) by the continuous
mapping theorem, and so the FAB adjustment b˜j = σˆjf(Gˆ
>
j θˆ, Gˆj)/
√
n will converge to zero
and so too the difference between the FAB and UMPU p-values. More interesting is to con-
sider a sequence of θ-values that decrease in magnitude with n, say θ = θ0/
√
n when the sam-
ple size is n. Now recall that f(G>j θ,Gj) returns a plug-in estimate of E[θj|G>j θ]/V[θj|G>j θ]
under the linking model G>j θ ∼ Np−1(G>j θ,G>j ΨGj). It is natural to use a function f that
is scale equivariant, which implies that f satisfies f(cG>θ,G) = f(G>θ,G)/c for positive
scalars c. In this case, we have f(Gˆ>j θˆ, Gˆj)/
√
n = f(Gˆ>j (
√
nθˆ), Gˆj). Now
√
nθˆ is approxi-
mately distributed as Np(θ0,Σ), while Gˆj converges in probability to Gj, so multiplication
of
√
nθˆ by Gˆj gives an indirect information vector that is asymptotically independent of the
direct estimate θˆj, and so the resulting p-value will be asymptotically uniformly distributed
if θ0j = 0. This is summarized as follows:
Theorem 9. Let Σˆ
p→ Σ and θˆ d= Y /√n + op(1/
√
n), where Y ∼ Np(θ0,Σ). Then as
n→∞,
1− |Φ(Zˆj + σˆjf(Gˆ>j θˆ, Gˆj)/
√
n)−Φ(−Zˆj)| d→ 1− |Φ(Zj +σjf(G>j Y ,Gj))−Φ(−Zj)|, (11)
where Zˆj =
√
nθˆj/σˆj, Zj = Yj/σj, and f : Rp−1 × Rp×(p−1) → R is a continuous function
that satisfies f(ca,B) = f(a,B)/c for c > 0. The right side of (11) is uniformly distributed
if θ0j = 0.
Proof. The p-value function p(z, b) = 1−|Φ(z+b)−Φ(−z)| is continuous in z and b, and so by
the continuous mapping theorem it suffices to show that Zˆj
d→ Zj and σˆjf(Gˆ>j θˆ, Gˆj)/
√
n
d→
σjf(G
>
j Y ,Gj). The former convergence follows from the assumptions and Slutsky’s the-
orem. For the latter, note that by the equivariance of f , we have that f(Gˆ>j θˆ, Gˆj)/
√
n
is equal to f(Gˆ>j (
√
nθˆ), Gˆj) which converges to f(G
>
j Y ,Gj) by the continuous mapping
theorem and that Gˆ>j (
√
nθˆ)
d→ G>j Y (which follows from the consistency of Gˆj for Gj and
Slutsky’s theorem).
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We evaluate this result empirically in a simulation study with p = 30 and four sample
sizes n ∈ {200, 400, 800, 1600}. For each sample size n, 5000 binary vectors Y ∈ {0, 1}n
were constructed with elements simulated as Yi ∼ binary(eθ>xi/(1 + eθ>xi), independently
for i = 1, . . . , n. The p-dimensional vector of regression coefficients θ had 15 elements equal
to 3/
√
n and 15 elements equal to zero, and the elements of each xi ∈ Rp were simulated
independently from a standard normal distribution. For each simulated Y vector, the MLE θˆ
was obtained, along with an estimate Σˆ/n of its variance based on the observed information
matrix. For each estimated coefficient θˆj, a Z-statistic Zˆj =
√
nθˆj/σˆj was computed and
used to construct both a Wald and FAB p-value. The FAB p-value was constructed using
a linking model where θ is an i.i.d. sample from a mixture of a N(µ, τ 2) distribution and
a point-mass at zero. For each j, the parameters µ, τ 2 and the mixture proportions were
estimated using marginal maximum likelihood and the indirect information Gˆ>j θˆ. The FAB
p-value under this linking model is 1− |Φ(Zˆj + 2σˆjµ˜j/[
√
nτ˜ 2j ])− Φ(−Zˆj)|, where µ˜j and τ˜ 2j
are estimated from the linking model using Gˆ>j θˆ.
Some results are shown in Figure 7. The first column of the figure shows histograms
of the Wald and FAB p-values corresponding to non-null coefficient values. As can be
seen, the FAB p-values tend to be smaller, consistently across the four sample sizes. For
example, the fraction of non-null FAB p-values below 0.05 was 0.4, 0.42, 0.43 and 0.44 for
n ∈ {200, 400, 800, 1600} as compared to 0.29, 0.31, 0.32 and 0.32 for the Wald p-values.
The second and third columns of the figure plot histograms of the p-values corresponding
to zero coefficient values. Neither the Wald nor the FAB null p-values are exactly uniformly
distributed, however the uniformity of these distributions increases with n. Interestingly,
the shape of the null p-value distributions is slightly different for the smaller sample sizes,
although near zero the shapes are similar. For example, the fraction of null FAB p-values
below 0.05 was 0.06, 0.06, 0.05 and 0.05 for n ∈ {200, 400, 800, 1600} as compared to 0.07,
0.06, 0.05 and 0.05 for the Wald p-values.
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5 Discussion
The FAB p-value is derived from a test statistic that has optimal average power with respect
to a probability distribution over the possible values of the mean of a normal distribution.
Ideally, this probability distribution over the normal mean should represent prior or indirect
information. However, regardless of the distribution used to construct it, the FAB p-value is
uniformly distributed under the null hypotheses.
In multiparameter settings, indirect information about one parameter may be derived
from data on the other parameters, and then used to construct an adaptive FAB p-value.
One way to do this is with a linking model that relates the parameters to each other. A
Gaussian linking model is convenient, in terms of both the estimation of the parameters in
the linking model, and the simplicity of the FAB p-value when the indirect information is in
the form of a normal distribution. However, other linking models could certainly be used,
which would yield different optimal test statistics and different p-value functions.
Related to this, an interesting question is the extent to which a FAB p-value based on
a Gaussian linking model has good performance on average with respect to a non-Gaussian
linking model. It seems plausible that in many scenarios, even if the true values of the param-
eters are better represented by a non-Gaussian linking model, adaptive p-values constructed
using a Gaussian linking model will at least perform better than the UMPU p-values, on
average across the parameters (this was the case for the example in Section 3.3, which used
a misspecified linking model). To see why, consider the simplest case where the direct data
for parameter θj is Zj ∼ N(θj, 1). By Theorem 3, the probability that the FAB p-value
is smaller than the UMPU p-value is at least Φ(sign(b˜j) × θj), where b˜j is two times the
ratio of the expected value of θj to its variance, as estimated from the linking model. So
roughly speaking, as long as the linking model is good enough so that Φ(sign(b˜j) × θj) is
greater than 1/2 on average across θj’s, then a majority of the adaptive FAB p-values should
be lower than the corresponding UMPU p-values. The most challenging case for the FAB
procedure is perhaps when the θj’s are unrelated and centered around zero. However, if the
linking model contains the mean-zero normal distributions with covariance proportional to
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the identity matrix (as it did in each example presented in this article), then the lack of
structure among the θj’s should be reflected in the estimates of the parameters in the linking
model. In this case, the values of the b˜j’s should be close to zero and the FAB p-values will
be approximately the same as the UMPU p-values.
This article has focused on constructing adaptive FAB p-values in a variety of multipa-
rameter settings, rather than recommending how they might be used. In some settings, such
as the analysis of the ELS data presented in Sections 3.2 and 4.2, it is the school-specific
p-values themselves that may be of interest, as the faculty of a given school are presumably
primarily concerned with, for example, the relationship between SES and test scores in their
own school rather than what this relationship is on average across schools. In other settings
it may be of more interest to use the p-values as inputs into other procedures that maintain
global error rates. In such cases, it must be remembered that the adaptive FAB p-values
are dependent by construction, and so procedures that rely on independent p-values must
be used with caution. However, for most scenarios we expect that this dependence among
FAB p-values will be positive dependence of some sort, in which case results of Clarke and
Hall (2009) suggest that target error rates will still be approximately maintained for some
popular procedures designed for independent p-values. Alternatively, FAB p-values could be
used as inputs into procedures that accommodate, and even make use of, the dependence
among p-values (Efron, 2007; Romano et al., 2008; Sun and Cai, 2009; Fan et al., 2012).
Replication materials, additional numerical examples and software to compute FAB p-
values for parameters in linear and generalized linear models are available at https://
pdhoff.github.io/FABInference
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Figure 7: Distributions of approximate p-values from the simulation study. The first column
displays distributions of Wald and FAB p-values for non-null parameters. The second and
third columns display distributions of p-values for null parameters.
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