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Zusammenfassung
Thermodynamische und magnetische Messungen zeigen, dass das Vortexgitter
von Hoch-Tc-Kupratsupraleitern einen Schmelzübergang in eine ﬂüssige Phase
beim Überschreiten einer Schmelztemperatur Tm > Tc aufweist. Es ist davon
auszugehen, dass dieser Phasenübergang nicht auf das Vortex-Gitter von Hoch-
Tc-Supraleitern beschränkt ist, sondern dass er auch in Niedrig-Tc-Supraleitern
auftritt. Allerdings konnte in diesen Stoﬀen jenes Phänomen noch nicht eindeu-
tig nachgewiesen werden. In dieser Arbeit diskutieren wir etablierte Theorien des
Vortex-Gitters zur Berechnung der Schmelzentropie und des damit verbundenen
Magnetisierungssprungs. Für eine Anzahl von gebräuchlichen Niedrig-Tc-Supra-
leitern werten wir die erhaltenen Formeln mit Literaturwerten für die Material-
parameter numerisch aus, um eine Aussage über die benötigte Messgenauigkeit
zur Detektion des Vortexgitter-Schmelzens zu machen. Um unsere Vorhersagen
bezüglich der magnetischen und thermischen Signatur des Vortex-Gitter-Schmel-
zens zu überprüfen, haben wir A.C.-Magnetisierungs-Messungen und thermische
Messungen an einer Nb3Sn-Probe durchgeführt, welche in früheren Messungen an-
derer Autoren Anzeichen eines Vortexgitter-Schmelzens gezeigt hat. Dabei zeigt
sich eine Doppelspitzen-Struktur im Imaginärteil der magnetischen Suszeptibili-
tät, welche durch das Anwachsen des kritischen Stroms in der „Peak-Effect“-Re-
gion dieser Probe erklärt werden kann, und welche zu einer stark temperatur-
abhängigen magnetischen Selbsterwärmung der Probe im A.C.-Magnetfeld führt.
Wir zeigen, wie die „Vortexgitter-Schüttel“-Methode durch ebendiese Selbster-
wärmung Artefakte ähnlich der Schmelzsignatur in Wärmekapazitäts-Messungen
verursachen kann, und wie man diese Artefakte in der Analyse mittels einer Pha-
senkorrektur des Messsignals wieder entfernt. Schließlich beschreiben wir eine
neuartige Wärmekapazitäts-Messmethode, welche auf dem Prinzip eines thermi-




Thermodynamic and magnetic measurements show that the vortex lattice of high-
Tc cuprate superconductors undergoes a melting transition into a vortex liquid
phase, when the temperature exceeds a melting temperature Tm < Tc. It is to be
expected that this phase transition is not an exclusive property of the vortex lat-
tice of high-Tc superconductors, but it should be displayed by the vortex lattice
of low-Tc superconductors as well. Nevertheless, an unequivocal conﬁrmation of
this phenomenon is still missing in such compounds. In this work we review esta-
blished theories of the vortex lattice to predict the vortex lattice melting entropy
and the associated magnetization discontinuities. For a number of common low-Tc
superconductors we evaluate the obtained formulas numerically using literature
values for material properties in order to make a judgment on the resolution re-
quirements for the experimental detection of a vortex lattice melting. In order
to test our predictions for the thermal and magnetic signature of vortex lattice
melting we performed AC magnetization and thermal measurements on a sample
of Nb3Sn for which signs of a vortex lattice melting transition have been reported
by other authors in the past. The measurements reveal a double-peak structure
in the imaginary part of the magnetic susceptibility, which can be explained by
the increase of the critical current in the “peak eﬀect region” of this sample,
and which cause a strongly temperature dependent self heating of this sample
inside an AC magnetic ﬁeld. We show how the “vortex lattice shaking” method
employed in heat capacity measurements may cause melting like artifacts in heat
capacity measurements due to the aforementioned self heating, and demonstra-
te how these artifacts can be removed in the analysis by a phase correction of
the measurement data. Finally, we describe a novel method for heat capacity
measurements based on a thermal oscillator approach, with superior statistical
properties as compared to more traditional measurement techniques.
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1. Introduction
The ﬁeld of low temperature physics was initiated by Kamerlingh Onnes when
he successfully liqueﬁed Helium and achieved temperatures below 4K [1]. One of
his ﬁrst discoveries in this temperature region was the superconductivity of mer-
cury, which was detected as the disappearance of resistance in this metal below
a critical temperature of Tc = 4.2K [2–4]. Once other laboratories succeeded in
liquefying helium as well, many other metals were discovered to show the same
property. One of the ﬁrst applications envisioned for superconductivity was that
of superconducting electro magnets, which could hold their ﬁeld indeﬁnitely long
without a continuous energy source due to the absence of resistive losses. In 1933
Meissner and Ochsenfeld discovered that elemental superconductors expel mag-
netic ﬁelds from their interior [5]. This showed that the superconducting state
is independent of a material’s magnetic history, which allows for the treatment
of superconductivity as a thermodynamic state of matter and explains why su-
perconductivity breaks down in suﬃciently high magnetic ﬁelds, rendering the
materials known at the time of little use for the construction of high ﬁeld su-
perconducting magnets. The superconducting state found an electromagnetic
description in the equations by London and London [6] soon after in 1935. The
London equations show that the magnetic ﬁelds are conﬁned to a surface layer
with a characteristic thickness called the London penetration depth λL. High
ﬁeld superconducting magnets were deemed unfeasible until it was discovered
that some alloys allowed the magnetic ﬁeld to penetrate the superconductor par-
tially, even though it was expelled due to the Meissner Ochsenfeld eﬀect in the
elemental parent compounds. Better understanding of this type of mixed state
came in 1950 when Ginzburg and Landau developed a phenomenological theory
of superconductivity that allowed for the description of the spatial variation of
the electronic system in the superconductor [7], which allowed Abrikosov to for-
mulate his theory of the mixed state [8] in the type II superconductors, showing
that these superconductors are penetrated by a lattice of magnetic ﬂux quanta
(vortices) allowing them to resist much higher magnetic ﬁelds. Four years later
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Matthias et al. discovered the type II superconductor Nb3Sn which is still the
high performance superconductor used in most high ﬁeld magnets today. The
understanding of the microscopic origin of the Ginzburg-Landau theory was ad-
vanced after the discovery of the isotope eﬀect in mercury by Reynolds et al. [9]
and independently by Maxwell [10], which lead Fröhlich to the insight that su-
perconductivity must be caused by phonon mediated electron interaction [11].
Cooper discovered that an arbitrarily small attraction of electrons would lead to
the collapse of the metallic ground state of a material [12]. Together with Bardeen
and Schrieﬀer they devised the theory of the BCS ground state [13, 14], which
was later used by Gor’kov to justify the theoretical treatment by Ginzburg and
Landau, for materials close to the superconducting phase transition [15,16]. The
BCS theory and its extensions are the accepted theories of how superconductivity
works at the microscopic level. Due to theoretical arguments it was thought that
the critical temperature of the A-15 class of superconductors with a maximum Tc
of 23K was close to the upper limit for such a phononic interaction. Therefore it
came as a surprise when in 1986 Bednorz and Müller announced their discovery of
the high temperature superconductivity in the Ba–La–Cu–O cuprate system [17].
After this discovery a range of high temperature cuprates were discovered, many
of which have critical temperatures above the atmospheric pressure boiling point
of liquid nitrogen (TLN
2
= 77.36K.) Based on this and other discoveries [18,19] it
is now believed that the interaction, which leads to the binding of electrons into
so called Cooper pairs does not necessarily need to be based on phonons alone.
As in all type II superconductors the current carrying capability of the cuprates
is inﬂuenced by the vortex dynamics of the superconductor. An ideal type II su-
perconductor would turn resistive with the appearance of vortices, which would
move freely under the eﬀects of the Lorenz force and dissipate energy. The reason
for this not to happen is vortex pinning – the trapping of vortices to perturba-
tions in the crystal lattice, which renders them immobile unless the transported
current is very high or the temperature is close to Tc. In that case the vortices
start to creep, which leads to a ﬁnite resistance [20]. The pinning also causes
a hysteresis in the magnetization and hinders the formation of a regular vortex
lattice – a perfectly periodic arrangement of vortices, which can be observed in
high purity single crystalline samples. In cuprate superconductors, this lattice
shows a ﬁrst order melting transition into a “liquid” state at a melting tempera-
ture Tm < Tc [21–23], an eﬀect that seems to be suppressed in samples of lower
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purity where pinning centers drive the transition to be glass-like. A deeper un-
derstanding of the eﬀects of pinning is very much desirable as they can enhance
jc considerably. In certain cases, and for reasons that are not fully understood,
some superconductors show a strong increase of jc just before the transition to
the normal state, thus breaking the trend of decreasing critical current with in-
creasing temperature. This is called the peak effect. It was ﬁrst discovered in Nb
alloys by Berlincourt et al. [24].
One early explanation for the peak eﬀect was given by Pippard [25]. His model
describes a weakening of the vortex-vortex interaction leading to an attachment
of the individual vortices to more pinning sites as they can adjust more freely.
This picture is incompatible with the existence of a perfectly ordered rigid vortex
lattice inside the peak eﬀect region of the magnetic phase diagram.
Quite surprisingly in a report by Lortz et al [26], the occurrence of a vortex-
related ﬁrst-order transition in the peak eﬀect region of Nb3Sn was reported,
resembling the melting transition of a perfectly ordered vortex lattice. In this
work we attempted to reproduce these measurement, and discuss the more general
question whether low-Tc superconductors show a measurable melting entropy
according to established theories for the vortex lattice melting transition, and it
turns out that this entropy can be very small.
Furthermore we discuss the magnetic signature of a ﬁrst order vortex lattice
melting transition and the appearance of multiple maxima of the AC magnetic
susceptibility in superconductors showing a “peak eﬀect”.
We present measurements on a Nb3Sn single crystal of both the AC magnetic
susceptibility and the heat capacity, where we demonstrate how the strongly
varying AC magnetic susceptibility in the peak eﬀect region of the Nb3Sn sample
can lead to melting-like artifacts in heat capacity measurements if an auxiliary
vortex “shaking” ﬁeld is used as in the measurements performed in Ref. [26].
Because of the smallness of the expected thermal signatures we suggest a novel
measurement technique that may improve the accuracy of current calorimetric
techniques in the future. It is based on a thermal LC oscillator circuit, and




Superconductivity is a low temperature phenomenon with numerous eﬀects on
various material properties, e.g. the resistivity, heat capacity and magnetization.
For the sake of brevity we will not proceed with the theory of superconductivity
in its historical order, but we will start with the London equations, continue with
a description at the microscopic level using the Bardeen-Cooper-Schrieﬀer (BCS)
model, and sketch the Ginzburg-Landau theory as well as the macroscopic eﬀects
subsequently. For a more thorough treatment we refer to Tinkham’s monograph
[27], which we follow here with certain adjustments, most notably the conversion
of the equations to SI units.
2.1. London equations
In 1911 Kammerlingh-Onnes discovered the disappearance of the electrical re-
sistance of mercury at a temperature of Tc = 4.19K [2–4] and coined the term
superconductivity for this phenomenon. Due to the disappearance of the resis-
tance in a superconductor and Ohm’s law R = U/I = 0 the potential diﬀerence
between any two points of the superconductor is zero, and together with Fara-
day’s law U = −dΦB
dt
= 0 one ﬁnds that the magnetic ﬂux ΦB through an area
enclosed by any contour within a superconductor must be constant. If super-
conductivity would only signify perfect conductivity, it could not be described
as a thermodynamic phase of matter as the energy density of the magnetic ﬁeld
could be “frozen” at its value upon the start of perfect conductivity, and the
thermodynamic state would thus not be path independent. In 1933 this mystery
was resolved when Meissner and Ochsenfeld discovered that tin and lead ex-
pelled magnetic ﬁelds upon entering the superconducting state [5], which shows
that superconductivity corresponds to a thermodynamic phase of matter. The
uniqueness of this thermodynamic state made it possible to use an eﬀective ther-
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modynamic treatment using the Landau theory of phase transitions, which we
will discuss in section 2.3.
The mathematical description for the magnetic ﬁeld and the electrical currents
in the presence of a ﬁeld-expelling superconductor was given by the London
















where E and H describe the electric and magnetic ﬁeld on microscopic scales,
respectively, js is the superconducting current density, and m⋆, ns and e⋆ are
eﬀective mass, density and charge of the charge carriers involved. Substituting




We see that λ is a measure of the depth, over which the magnetic ﬁeld decays
at the interface between vacuum and a superconductor. It is called magnetic
penetration depth and depends on the material parameters of the superconductor
at hand. Eq. (2.1) describes the movement of superconducting charge carriers
without resistive friction. Using this fact we can derive from the classical de-
scription of current as moving charge carriers j = nse⋆vs, and the velocity due to
the canonical momentum vs =
1
m⋆
(p− e⋆A) the average kinetic energy density

















Bardeen, Cooper and Schrieﬀer created the foundations of the modern theory
of superconductivity in 1951 using a novel microscopic model for a system of
correlated electrons, whose main features have been conﬁrmed for most super-
conductors. Due to the Pauli exclusion principle that forbids electrons to be in
the same quantum mechanical state, electrons in crystals form the Fermi sphere,
i.e. they occupy all electronic states up to an energy called the Fermi energy εf .
The key to understanding superconductivity is the fact ﬁrst shown by Cooper [12]
that this sphere is unstable under arbitrarily weak attractive interactions between
electrons. If there is such an interaction, the Fermi sphere collapses and the elec-
trons form bound bosonic pair states – so called Cooper pairs.
The starting point of the BCS theory is the theory of a free electron gas inside
a conductor. The vacuum state |∅〉 is the ﬁlled Fermi sphere to which electron
states are added or removed by creation and annihilation operators. The opera-
tor c†~k,σ creates an electron with momentum
~k and spin z-component σ while c~k,σ
annihilates this state. We assume that there is an attractive interaction between
the electrons of momenta ~k and ~k′ described by a matrix V~k,~k′ , which is symmet-
ric under particle exchange. This interaction stems usually (but not necessarily)
from a polarization of the crystal lattice, i.e. an electron passing through the lat-
tice will attract nearby nuclei and leave a wake of positive charge behind. This
























where µ = EF is the chemical potential which is approximately equal to the
Fermi energy, and V~k,~k′ is a potential that only depends on the diﬀerence
~k − ~k′
and will be chosen at a later point in this treatment. As an ansatz for the ground












By minimizing the expectation value of H one ﬁnds that the value of the param-























with ∆k as a parameter depending on the choice of the potential V~k,~k′ . We choose




−V if |ξk| < ~ωD ∧ |ξ′k| < ~ωD
0 otherwise.
(2.13)
where ωD is the Debye frequency of the superconductor. This simple potential
is motivated by the idea that the electrons can only bind if phonons exist with
energies comparable to the deviation of the electron energy with respect to the
Fermi energy. The result is an energy gap that is also independent of k except




∆ if |ξk| ≤ ~ωD
0 if |ξk| > ~ωD.
(2.14)
The energy gap ∆ = 2~ωDe−1/N(0)V opens up around the Fermi energy inside
which there are no electron states which can be occupied. (This is valid if
N(0)V ≪ 1, where N(0) is the density of states at the Fermi level.) The electrons
are bound in pairs which need a minimal energy of 2∆ to break apart. If this
energy is not reached this leads to a vanishing electrical resistivity, because scat-
tering cannot take place as there are no available target electron states to scatter
to. The BCS treatment allows one to calculate the expected critical temperature
from the Debye frequency ωD
kBTc ≈ 1.14~ωDe−1/N(0)V . (2.15)
We see that the critical temperature increases if the density of states at the Fermi
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level is large.
One can calculate the resulting electronic speciﬁc heat from the occupation statis-
tics for the electron states around the gap. In the low temperature limit when
T < Tc/10, the speciﬁc heat follows an exponential given by the occupation

























which simpliﬁes further as T → 0 to [27]
c
γTc
≈ 8.5e−1.44TcT . (2.17)
We see that while the electronic speciﬁc heat in normal conducting metals is




electronic speciﬁc heat in the superconducting state has a completely diﬀerent
temperature dependence. Since the electronic entropy needs to be continuous at




2.3. Ginzburg Landau theory
The Ginzburg-Landau theory was developed as a macroscopic theory before the
microscopic BCS theory had been established. It has been shown by Gor’kov
[15, 16] to be an approximation of the BCS theory close to Tc, and is better
suited for the description of spatially varying phenomena in superconductors.
Using a complex order parameter ψ of which the absolute value squared is the
cooper pair density |ψ|2 = n we can expand the free energy F (ψ) as a Taylor
series in n up to second order. An term representing the interaction with the
vector potential A accounts for the energy associated with electrical currents,
17
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and the term µ0H
2
2
represents the magnetic ﬁeld energy density


















We choose the coeﬃcient β(T ) ≈ const, to be positive, and α(T ) temperature
dependent and approximately linear around the critical temperature, α ≈ a(T −
Tc). This makes α positive above Tc in the absence of currents and ensures a
minimum at |ψ| = 0. Thus, we see that the free energy favors a cooper pair
density of 0 above Tc. Below Tc the energy minimum is reached for a Cooper pair
density |ψ|2 = − α(T )
2β(T )
.
By identifying the energy density containing A in Eq. (2.19) with the kinetic
energy from Eq. (2.6) one obtains the eﬀective penetration depth in terms of








Here we identiﬁed e⋆ and m⋆ with the charge and the mass of a Cooper pair,
hence e⋆ = 2e and m⋆ = 2m, where m is the eﬀective mass of the electrons in the
conduction band.
Using the penetration depth one can express α and β in terms of parameters that
are accessible to measurement.












Here Hc(T ) is the thermodynamical critical ﬁeld above which the cost to expel
the magnetic ﬁeld is locally higher then the gain to form cooper pairs. So far
we have used the assumption that |ψ|2 varies weakly in space, which is often a
good assumption, but which breaks down in two cases: In the presence of thermal
ﬂuctuations and in the so called type II superconductors in the mixed state (see.
Section 3.1).
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2.4. The Ginzburg Landau Differential Equations
In oder to describe eﬀects of a spatially varying magnetic ﬁeld we assume that
the free energy given by Eq. (2.19) is minimal for a given ψ0(~r). For this it is










Using the calculus of variations this condition can be rewritten as a system of
diﬀerential equations:







ψ = 0, (2.24)
j = curlH =
e⋆~
2m⋆i







|ψ|2 (~∇φ− e⋆A) = e⋆ |ψ|2 vs, (2.26)
where φ is the phase of ψ. These equations are the Ginzburg Landau Differen-






Furthermore, when ﬁelds are absent ψ can be chosen to be real and to be nor-
















in one dimension. Here Φ0 =
h
2e
is the quantum mechanical flux quantum, and
the parameter ξ(T ) is called the coherence length. The f 3 term is only of the
same order of magnitude as f if f is close to 1. Once f has dropped appreciably
(e.g. close to the vortex core as described in the next section) the solution to
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Eq.(2.28) is an exponential with a characteristic decay length ξ(T ). Thus ξ
can be interpreted as the length scale on which the wave function ψ can vary
signiﬁcantly.
When the order parameter is allowed to ﬂuctuate, more states become available
to the system, and thus the entropy increases considerably. A measure of the tem-










where the term in the brackets is on the order of the ratio of the thermal energy
at the phase transition, Etherm = kBTc, and the condensation energy VcorrEB =
Vcorrµ0H
2/2 of a coherence volume Vco =
4
3
πξ3. If the temperature is close enough
to Tc, ﬂuctuations of the order parameter cause the heat capacity to diverge. One
can show that the heat capacity must diverge in the Ginzburg-Landau model as
1/
√
T − Tc upon reaching the critical temperature.
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3.1. Type II Superconductors
Having derived the two fundamental length scales λ and ξ we can ﬁnd an explana-
tion how the magnetic ﬁeld may penetrate the superconductors microscopically
in certain materials – called type II superconductors – while it is completely
screened in other materials (type I superconductors). As we have seen, the for-
mation of Cooper pairs produces a net energy gain due to the binding energy, by
contrast, the expulsion of the magnetic ﬁeld by the Meissner eﬀect costs energy.
The two eﬀects happen on diﬀerent length scales: the magnetic ﬁeld is expelled
on the length scale λeff while ψ changes on the length scale ξ. These length scales
are material dependent and can vary strongly between diﬀerent compounds. If
ξ ≫ λeff the energy gain from forming Cooper pairs may exceed the loss from
the ﬁeld expulsion at the boundary surface between normal and superconduct-






If thisGinzburg Landau parameter exceeds κcrit = 1/
√
2 the formation of a bound-
ary surface produces an energy gain. This was ﬁrst predicted and analytically
discussed by Abrikosov [8]. In the case of a type II superconductor with κ > κcrit





is permitted to penetrate the superconductor in small regions, thus lowering the
diamagnetic response of the superconductor.
This ﬁeld penetration takes place in form of superconducting vortices, the shape
of |ψ(r)| and the microscopic magnetic ﬁeld distribution of which we will discuss
21
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in the following. The association of an energy gain with a boundary leads to
a maximization of the surface area. This is realized by distributing the ﬂux
through the superconductor in the form of individual vortices. As the current
inside the superconductor is associated with a phase gradient due to Eq. (2.26)
and the phase needs to be continuous, the circular super current around the vortex
core is quantized such that the magnetic ﬂux through the core has a minimum
magnitude of Φ0. On a closed curve around such a core the superconducting wave
function changes its phase by 2π. To do so in a continuous manner it needs to
be zero in the center of the vortex.
The radial dependence of |ψ| can be approximated by [27]
|ψ(r)| ≈ |ψ∞| tanh r
ξ
. (3.3)
The current around the vortex core can be approximately described by the dif-
ferential equation [27]:




where δ(r) is a two dimensional delta function in the x, y-plane and zˆ is the unit










where K0 is a zeroth order Hankel function of imaginary argument. The shapes
of |ψ( r)| and H(r) are displayed in Fig. 3.1. This solution is only valid for r ≫ ξ
as Eqs. (3.4) and (3.3) neglect the extent of the vortex core.
The vortices ﬁll the superconductor homogeneously in order to minimize the
macroscopic ﬁeld gradients.The number of vortices is given by the magnetic ﬂux
density B via NΦ0 =
∫
BdA, (where A is the area perpendicular to the ﬁeld.)







the vortex cores start to overlap and the superconductivity breaks down.
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Figure 3.1.: Microscopic magnetic ﬁeld and superconducting wave function for a
single vortex in the high κ approximation (adapted from Ref. [27])
Superconducting vortices behave as magnetic dipoles and repel each other, there-
fore when the crystal is in thermal equilibrium the vortices will arrange themselves
in a lattice in order to maximize the distance between each other. The geom-
etry of this lattice is determined as follows: In high ﬁelds |ψ|2 will be reduced
enough so that it is justiﬁed to drop the non-linear term β |ψ|2 ψ from Eq. (2.24)













If there exists an optimal vortex distribution with a minimal energy it is natural
to assume that it will show a periodicity. Let H be along the z-axis and we chose
the electromagnetic gauge such that Ay = Hx, then the solutions of Eq. (3.7)











the solution is periodic in the y-direction, and with Cn+ν = Cn for some ν it
is also periodic in the x-direction. Abrikosov showed that the geometry of the
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where 〈. . . 〉 denotes the average value. The more peaked and less smooth ψ(r) is,
the larger βA becomes. The solution given by Eq. (3.8) has a minimal free energy
if the value of βA is minimal. For triangular lattices βA ≈ 1.16, while for square
lattices βA ≈ 1.18 and thus the vortices form usually a triangular lattice, although
the energy diﬀerence is very small and changes from the triangular to the square
lattice have been reported in the literature as well [29]. A visualization of such a
lattice can be obtained by various techniques that are sensitive to magnetic ﬁelds
or electronic conductivity. A picture of a lattice in NbSe2 that was obtained using
a scanning tunneling microscope (STM) technique is shown in Fig. 3.2
24
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Figure 3.2.: Vortex lattice in NbSe2 observed with STM at 1.8K in a ﬁeld of 1T
from Ref. [30]. The lattice has a triangular geometry as discussed in
the text.
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3.2. Vortex shaking
If there are defects in the crystal lattice of a superconductor, the phonons in-
volved in the Cooper pairing mechanism are disturbed by the defect site, and
the energy gain due to the formation of the superconducting state decreases at
such a place. A vortex with a low Cooper pair density |ψ|2 in the vortex core
that resides at such a defect is in a lower energy state than a vortex in the pure
bulk where it takes more energy to suppress the formation of Cooper pairs. It
will cost energy to move the vortex out of this position, even when the external
ﬁeld conﬁguration changes – the vortex becomes pinned. Due to this pinning,
type II superconductors generally show hysteresis when the temperature or the
magnetic ﬁeld are reduced below an irreversibility line in the magnetic phase
diagram and the pinning gets strong enough to prevent the vortices from ther-
mal depinning. In conventional low-Tc superconductors this irreversibility line is
virtually indistinguishable from Hc2(T ). However in high-Tc superconductors the
two lines have been shown to be clearly separate. It has been observed in mag-
netic torque experiments that this irreversibility line can sometimes be shifted
towards lower ﬁelds and temperatures by applying a small, oscillating magnetic
ﬁeld in addition to the main ﬁeld [32]. The explanation of this vortex shaking
eﬀect was given by Brandt and Mikitik using an extension of the Bean model.
After a magnetic ﬁeld is applied to a type II superconductor which shows hys-
teresis, non-equilibrium currents form on the surface causing a non-equilibrium
magnetization. When an AC magnetic ﬁeld is applied perpendicular to the main
magnetic ﬁeld, the two ﬁelds sum up, and the vortices are forced to tilt. However,
the vortices cannot tilt freely due to the Bean critical currents on the surface of
the superconductor. When a vortex tilts, the currents surrounding it must shift
as well, but if there is a prevailing non-equilibrium current the shift is not sym-
metric for the two directions of the AC magnetic ﬁeld. The most simple case for
this discussion is when the main ﬁeld, the surface currents and the shaking ﬁeld
are all perpendicular to each other inside a thin slab of superconductor. This
case is depicted in Fig. 3.3. A thin strip with thickness d, width w, and a critical
current density jc is placed inside a ﬁeld Bz normal to the strip. We assume
that there is a sheet current due to magnetization hysteresis along the sides of
the strip with a magnitude J = jd. The critical sheet current beyond which the
vortices can move freely is Jc = jcd. We discuss the behaviour of a vortex in
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Figure 3.3.: Conﬁguration sketch of transversal vortex lattice “shaking” (taken
from Ref. [31]). The top panel shows an inﬁnite strip geometry with
a thickness d and a width w, with an indication of the direction of
the irreversibility current density J and the direction of the main
magnetic ﬁeld H as well as the “shaking” magnetic ﬁeld H0. On the
lower left panel a vortex in a short slab is depicted for consecutive
half cycles of the shaking ﬁeld walking further to the right with every
half cycle by turning around the circled swivel points. The lower
right panel depicts the current proﬁle in the slab for the alternating
ﬁeld directions and for an intermediate situation where the arrow
indicates the movement of the current inversion front.
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a slab of this strip as depicted in Fig. 3.3. If an oscillating ﬁeld of magnitude
Hac(t) = H0 cosωt is applied in the x-direction, where
H0 >Hp(J), (3.10)
Hp(J) = (Jc − |J |) /2, (3.11)
(3.12)
the vortex tilts to align with the magnetic ﬁeld. This is shown for times t =
n/ω, n = 0, 1, 2, 3 in Fig. 3.3 together with the asymmetric Bean-currents form-
ing on the surface of the slab. When the swivel point, around which the vortex is
turning, is calculated one ﬁnds it for each half cycle in the alternating positions
z+ = −z− = J2jc , (3.13)




[H −Hp (J)] . (3.14)
This causes the vortex to “walk” against the ﬁeld gradient towards the center
of the superconductor until the magnetization is in the thermodynamic (quasi-)
equilibrium. Brandt and Mikitik have analyzed this model numerically [31], and




0.6386ωd (2H − Jc) . (3.15)
This model can be further extended to include shaking ﬁelds with arbitrary ori-
entation [33]. In every case the shaking ﬁeld causes the current distribution to
equilibrate as soon as the minimum ﬁeld of H ≈ Jc is exceeded which is necessary
to penetrate the superconductor completely, otherwise a fraction of the vortices
does not move and remains in place.
3.3. Observation of vortex lattice melting
It was predicted in 1988 that a vortex lattice might undergo a ﬁrst-order “melting”
transition [34, 35] and turn into a “liquid” at suﬃciently high temperatures, but
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well below the transition to superconductivity. This prediction was subsequently
invoked to explain the sudden onset of damping of mechanical oscillators bearing
a superconducting sample in a magnetic ﬁeld [36,37], hysteresis in the resistivity
[38], and neutron-scattering data [21]. The ﬁrst microscopic detection of vortex
lattice melting was done by Lee et al. using muon spin rotation studies [39]. The
theoretical properties of vortex matter were discussed exhaustively [28, 40, 41],
but the existence of a true ﬁrst-order transition has been of speculative nature
until the ﬁrst strong thermodynamic evidence for it was found in magnetization
measurements on Bi2Sr2CaCu2O8 [42, 43]. The measurement of the associated
latent heat through speciﬁc-heat measurements on YBa2Cu3O7 followed soon
after [22,23]. Data of one of these measurements is shown in Fig. 3.4. In the cp/T
vs. T representation a small peak below the superconducting transition indicates
a ﬁrst order phase transition with an associated latent heat. Thermodynamic
consistency with magnetization data [44] was demonstrated [22,45] subsequently.
It became clear that high-quality crystals are necessary in order to clearly observe
the ﬁrst-order behaviour, because defects such as twinning boundaries have been
shown to drive the transition to glass-like [46]. Many experimental reports in the
literature indeed describe second-order or glass-like transitions, the exact nature
of which is inﬂuenced by the details of vortex pinning in a given sample. Although
the nature of the high-temperature (“liquid”) phase is essentially unexplored and
no direct experimental proofs for the existence of vortices as distinct entities
in this phase are available, we will call the phase transition under discussion
hereafter “melting transition”.
All conﬁrmed measurements of ﬁrst-order melting transitions have been made on
layered cuprates [22, 23, 42–45, 47–53], and they are now theoretically fairly well
understood [35, 54, 55]. Following the same theoretical arguments, a tempera-
ture-driven phase transition of the vortex lattice should, in principle, also occur
in suﬃciently clean low-temperature superconductors. However, there are only
very few reports on measurements of thermodynamic quantities in the context
of vortex-lattice melting in such compounds. For Nb and Nb3Sn, for example,
attempts have been made to measure the melting entropy directly [26, 56], and
the absence of a related signal in very pure Nb has led to reﬂections about the
complete absence of vortex-lattice melting in this compound [56]. Nb3Sn seems
to be the only low Tc superconductor with a report of ﬁrst-order like features in
thermodynamic quantities [26], which still awaits an independent experimental
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Figure 3.4.: Peaks in the speciﬁc heat due to the melting of the vortex lattice
in an untwinned YBa2Cu3O7− δ single crystal in diﬀerent external
magnetic ﬁelds in parallel to the c-axis. Adapted from Ref. [47].
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conﬁrmation, however.
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4. Thermodynamics of vortex-lattice melting
In order to quantitatively understand experimental results in the context of vor-
tex lattice melting we derive here explicit estimates for the expected discontinu-
ities in entropy and in magnetization for various type II superconductors. These
estimates are based on established theoretical work in the literature about the
location of the conjectured vortex-lattice melting lines in the magnetic phase di-
agram, on Richard’s rule [57] to estimate the melting entropy per particle, on the
use of the correct “single-vortex length” [58], and on taking the enhancement of
the resulting conﬁgurational entropy by the strong temperature dependence of
relevant model parameters near the upper critical ﬁeld into account [54,55]. We
conclude that a measurement of the melting entropy and a related discontinuity in
the magnetization, if they exist in conventional superconductors, should be feasi-
ble on selected compounds using state-of the art techniques provided that vortex
pinning is weak enough. The results have been published by us in Ref. [59].
4.1. Basic melting theory
4.1.1. The melting lines
The assumptions of the simplest theory about the melting of the vortex lattice are
very similar to a basic melting theory for solids. In 1910, Lindemann introduced
a melting criterion [60], based on the idea that melting occurs as soon as the
thermal mean-square displacement 〈u2th〉1/2 of the atoms in a lattice reaches a
certain fraction of the lattice constant a, i.e., 〈u2th〉1/2 ≈ cLa with the Lindemann
number cL < 1. This heuristic argument has proved to be reliable, although
the value for cL may vary widely for diﬀerent crystal systems. Corresponding
quantitative calculations for the vortex-lattice melting lines Bm(T ) (by comparing
a calculated 〈u2th〉1/2 for vortices with the mean vortex distance a0 =
√
Φ0/B) lead
to an implicit equation [35,61]
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with tm = Tm/Tc0 the reduced melting temperature Tm for B = Bm with respect
to the critical temperature Tc0 in zero magnetic ﬁeld, b = B/Bc2(T ) the reduced
magnetic induction B with respect to the temperature dependent upper-critical
ﬁeld Bc2(T ), and f(b) a model-dependent function (see below). The Ginzburg
number Gi is a measure for the width of the ﬂuctuation region in zero magnetic
ﬁeld around Tc0 (see Section 2.4). We consider here an anisotropic uniaxial case
in which the external magnetic ﬁeld is applied along the crystal direction with

















where µ0 = 4π10−7Vs/Am is the permeability of the vacuum, kB = 1.38 ·
10−23 J/K is the Boltzmann constant, κ is the Ginzburg-Landau parameter for
B ‖ c, ε < 1 is the anisotropy parameter, here deﬁned as the ratio of Bc2 in the c-
direction and in a direction perpendicular to it, ξ is the coherence length relevant
for B ‖ c (i.e., the “in-plane coherence length”), and Bc(0) and Bc2GL(0) are the
thermodynamic and the upper-critical ﬁelds within the Ginzburg-Landau theory,
respectively, linearly extrapolated from Tc0 to T = 0 K. The assumption of a
linear Bc2(T ) does not account for experimentally determined values of Bc2(0)
that are often given in the literature, however, and it will not lead to an accurate
estimate of the melting lines over the full range of temperatures. Therefore we
will assume in the following a relationship of the form





with Bc2GL(0) = 2Bc2(0). The empiric formula (4.3) can be made asymptotically
correct for low and high ﬁelds by modifying the parameter Bc2(0). Any deviation
from the simple Eq. (4.3) in a given material can be accounted for, if necessary,
by replacing the term 1− t2m in Eq. (4.1) by an appropriate formula [35,61].
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The function f(b) in Eq. (4.1) has been ﬁrst calculated by Houghton, Pelcovits




1− b + 1
)
/(1− b). (4.4)
In their original work, a linear Bc2(T ) was assumed, which we have replaced in
Eq. (4.1) by Eq. (4.3). Mikitik and Brandt calculated f(b), again for κ≫ 1,





1 + (1 + c(b))2 − 1
c(b)(1 + c(b))
, (4.5)
valid for all values of b throughout the mixed state, with c(b) =
√
βA(1− b)/2 and
βA = 1.16 the Abrikosov number. The functions f(b) from Eqs. (4.4) and (4.5)
only slightly diﬀer between the two approaches. The quantities f(b)(1− b)3/2
vary only slowly with b between ≈2.66 for b = 0 and ≈1.73 for b = 1.
In order to be able to brieﬂy discuss also the important case of an arbitrary κ, it






with the shear modulus c66. To interpret Eq. (4.6) we consider the result of
Brandt [62] within a theory of weak collective pinning,












which was computed for all values of κ > 1/
√
2 and b throughout the mixed state.
The Eq. (4.6) together with Eq. (4.7) asymptotically coincides in the limit b→ 0
with the Houghton, Pelcovits and Sudbø formula (Eqs. (4.1) and (4.4)) for A
≈ 15 and with that of Mikitik and Brandt (Eq. (4.5)) for A ≈ 17, and in the
limit b→ 1 within the same approaches for A ≈ 33 and A ≈ 31, respectively, if
the Volume a30ε in Eq. (4.6) is replaced in this limit by V0 from Eq. (4.14), see
below.
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The Eqs. (4.6) and (4.7) show in a very transparent way that for a given Tm and
κ→ 1/√2 (i.e., when approaching the type-I limit with c66 → 0), the magnetic-
ﬂux density Bm(T ) approaches zero because a0 → ∞. In terms of the external
magnetic ﬁeld H, the melting ﬁeld Hm(T ) aligns with the lower-critical ﬁeld
Hc1(T ) over a wide range of temperatures. In an alternative interpretation of this
limit, a κ→ 1/√2 leads to a decrease of the Lindemann number to an eﬀective
value c˜L = cL(1− 1/2κ2)1/2, or, in terms of the Ginzburg number in Eq. (4.1), to
an increase of Gi to an eﬀective G˜i = Gi(1− 1/2κ2)−2.
In the following we will nevertheless use the melting lines obtained by Mikitik and
Brandt [61] for κ≫ 1 because they are explicitly valid for all values of b and Gi
and also allow for a temperature dependence of the upper-critical ﬁeld according
to Eq. (4.3). We choose cL = 0.20 [63], and we will ignore for the moment any
possible renormalization of Gi for the limit κ→ 1/√2, which would only aﬀect
Nb and CaC6 listed in table 4.1.
4.1.2. Distance of Bm from the fluctuation region around Bc2
In Fig. 4.1 we illustrate that besides cL it is mainly the Ginzburg number Gi
(which can vary in diﬀerent superconductors by orders of magnitude, see table
4.1) that determines the distance of the melting line from Bc2(T ). For most
conventional superconductors to be discussed below Gi is small and the melting
lines will therefore be close to the upper-critical ﬁeld. However, even in isotropic
superconductorsGi can be large enough so that a vortex-lattice melting transition
distinct from Bc2(T ) might be observed in principle. For this case we have to
additionally address the question whether Bm(T ) is located outside the critical-
ﬂuctuation region around Bc2(T ) or not. For the case b→ 1, which is of interest
here, Mikitik and Brandt [61] have estimated the diﬀerence







The width of the critical-ﬂuctuation region in a magnetic ﬁeld on the temperature
scale, on the other hand, has been estimated to [64]
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∣∣∣∣∣ δT fluct = 2Bc2(0)t2Gi1/3(1− t2)2/3, (4.10)
where we have again made use of Eq. (4.3). The melting line is outside the critical
region if δB > δBfluct, or
t < 0.361/cL (4.11)
which is always fulﬁlled for reasonable values of cL, notably independently of the
value of Gi. A tighter condition, δB > nδBfluct with n > 1, will modify this
criterion to t < 0.361n−3/4/cL, but we may note that a clear ﬁrst-order transition
has been observed in YBa2Cu3O7 up to t ≈ 0.98 [49].
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4.1.3. Discontinuities in entropy and in magnetization
To obtain the melting entropies, we make use of Richard’s rule [57] for crystal
lattices, in which the conﬁgurational melting entropy per particle is assumed to
be a constant multiple (or fraction) of kB. With the volume V0 occupied by one
particle we then have
∆s0V0 = ηkB, (4.12)
where ∆s0 is the conﬁgurational melting entropy per volume and η is an unknown
and yet to be determined constant (see below).
To obtain the elementary volume V0 for vortices that is relevant for counting the
total number of degrees of freedom in the system, it is essential to use the correct
“single-vortex length” L0. This length has often been erroneously taken as the
zero-temperature coherence length ξ [26, 56], thereby vastly underestimating it








which diverges as B approaches the upper-critical ﬁeld and therefore leads to a
substantial reduction of ∆s0 in materials in which the melting lines are located
very close to Bc2(T ).
It turned out that the entropy obtained from applying Richard’s rule alone con-
siderably underestimates the measured entropy changes ∆s upon vortex-lattice
melting both in YBa2Cu3O7 and in Bi2Sr2CaCu2O8 [54, 55]. Taking the marked
temperature dependence of thermodynamic quantities into account, Dodgson et
al. arrive at an enhancement of ∆s0 of the form [55]
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∆s =
[
1− b˜+ (2b˜− t2)t2
]
(1− t2 − b˜)(1− t2) ∆s0 (4.15)
with b˜ = B/Bc2(0). Although calculated in the London approximation, Eq. (4.15)
contains corrections to account for the suppression of the order parameter around
the vortex cores in the high-ﬁeld limit b→ 1. This enhancement of ∆s0 may be
particularly relevant for superconductors with small Gi where Bc2(T )−Bm(T )
is expected to be small, because it diverges at Bc2(T ) as (1− b)−1 and therefore
overcompensates the reduction of ∆s0 due to the diverging elementary vortex
volume V0, and also partly moderates the eﬀect of the reduction of c66 on ∆s0
as Bm(T ) approaches Bc2(T ), see Eqs. (4.14) and (4.7). While the Bm(T ) line
of YBa2Cu3O7 itself is, to some extent, also modiﬁed by the arguments raised in
Ref. [55] because it is located very far from Bc2(T ) in this particular compound,
the Bm(T ) in conventional superconductors with small Gi that are under discus-
sion here must remain very close to Bc2(T ). However, we state that even small
errors in estimating Bm(T ) may result in substantial uncertainties in ∆s (and
therefore in ∆M) because these quantities sensitively depend on (1− b). In this
sense, the corresponding quantities calculated in the remainder of this chapter
have to be taken as order-of-magnitude estimates, rather than as exact results.
In the context of vortex-lattice melting, the constant η in Eq. (4.12) has been
estimated to ≈ 0.16 [54] for YBa2Cu3O7. At the ﬁrst order melting transition the
heat capacity ideally diverges in the form of a delta function. We saw in Fig. 3.4
that for real measurements this delta function becomes a ﬁnite peak on top of the
heat capacity curve where ∆s corresponds to the area of this peak in the cp(T )/T
vs. T representation. Using the data of Fig. 3.4 we have recalculated Bm(T ) and
∆s for this compound according to the above rules (Eqs. (4.1), (4.5), (4.12) and
(4.15)) with the material parameters from table 4.1 and cL = 0.20, and we obtain
the best ﬁt to the ∆s data from Ref. [49] for H ‖ c with η = 0.077 (see Fig. 4.2).
To further justify this rather small value, we can use a crude estimate taken to
explain ∆s in Bi2Sr2CaCu2O8 in Ref. [42], Tm∆s = c66c
2
L, which, in combination
with Eqs. (4.12) and (4.14), yields the correct melting line of Eq. (4.6) with
η = 1/A. For b → 0 , we then have η ≈ 0.06 and for b→ 1, η ≈ 0.03. It is
possible, however, that η assumes entirely diﬀerent values in materials with lower
Gi, and we therefore do not further specify the value of η in our calculations.
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Figure 4.2.: Melting entropy ∆s and melting line Bm(T ) of YBa2Cu3O7, calcu-
lated from the parameters given in table 4.1 and Eqs. (4.1), 4.5, 4.12
and 4.15. The ∆s-data ﬁt best for η = 0.077.
The resulting discontinuities in magnetizations can ﬁnally be derived from the
Clausius-Clapeyron equation,
∆s = −∆M dBm
dT
(4.16)
with ∆M > 0, i.e., M increases when crossing Bm(T ) from the solid to the
“liquid” phase.
It is interesting to note that in the limit κ→ 1/√2 (i.e., when approaching the
type-I limit), c66 in Eq. (4.7) vanishes even if the vortex density remains high in
large magnetic ﬁelds, and so must the discontinuities in s and in M which are
related to this energy scale. However, as long as κ > 1/
√
2, both ∆s and ∆M
remain ﬁnite even in isotropic superconductors with ε = 1 because Bm(T ) seems
to stay outside the ﬂuctuation region deﬁned by Eq. (4.9) around Bc2(T ).
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Figure 4.3.: Expected melting lines Bm(T ) for various type-II superconductors,
calculated from Eqs. (4.1) and (4.5) with cL = 0.20 and the material
parameters given in table 4.1 (solid lines). The Bc2(T )-lines (dotted
lines) have been plotted only for SmFeAsOxF1-x, Rb3C60, MgB2, and
Ba(FexCo1-x)2As2 for which they appear distinct from Bm(T ) in this
representation.
4.2. Application to real materials
In order to estimate the order of magnitude of the discontinuities in entropy ∆s
and in magnetization ∆M in real superconductors, we have compiled literature
values of relevant material parameters for a number of superconductors of con-
temporary interest (see Table 4.1). We have then calculated the melting lines
Bm(T ) according to Eqs. (4.1) and (4.5) with cL = 0.20 (see Fig. 4.3).
In the Figs. 4.5-4.7 we have plotted the expected values for ∆s and ∆M (where
we tentatively took the enhancement from Eq. (4.15) into account, but ignoring a
possible inﬂuence on Bm and ∆s for the limit κ→ 1/
√
2), together with δT and
δB, the distances of the melting lines from Bc2(T ) in T and in B, respectively.
In Fig. 4.8, we also show a corresponding calculation for ∆s vs. T without the
factor from Eq. (4.15) for comparison with Fig. 4.5a, to illustrate the impact of












































Table 4.1.: Literature values for relevant material parameters of various type-II superconductors
Substance Tc0 [K] Bc2(0) [T] κ ε Gi References
SmFeAsOxF1-x 55 60 99 0.125 1.66 · 10−2 [65]
YBa2Cu3O7 92 120 65 0.125 4.96 · 10−3 [47, 66,67]
Rb3C60 29 44 90 1 6.70 · 10−5 [68]
MgB2 39.0 3.1 11 0.097 4.08 · 10−5 [69, 70]
Ba(Fe1-xCox)2As2 22 50 66 0.666 2.16 · 10−5 [71]
KxBa1-xBiO3 34.0 30 36 1 3.46 · 10−6 [72]
Nb3Sn 18.3 24.5 34 1 9.77 · 10−7 [73, 74]
V3Si 16.9 23.5 22 1 1.52 ·10−7 [73,75,76]
LuNi2B2C 16.6 9.0 13 0.75 8.31 · 10−8 [77–79]
NbSe2 7.16 5.3 11 0.31 7.88 · 10−8 [80, 81]
CaC6 11.5 0.3 2.1 0.37 3.35 · 10−9 [82, 83]
Nb 9.22 0.416 2.2 1 2.56 · 10−10 [84, 85]
4
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Figure 4.4.: Vortex-lattice melting entropies ∆s/η for various type-II supercon-
ductors at the Bm(T ) shown in Fig. 4.3, a) as a function of T and b)
as a function of B.
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Figure 4.5.: a) Discontinuities ∆M/η in magnetization at the Bm(T ) of the ma-
terials under discussion, a) as a function of T and b) as a function
of B. To convert the given ∆M values from SI into cgs units, the
corresponding SI-values have to be multiplied with 10−3 to obtain
∆M , and with 4π10−3 to obtain 4π∆M in Gauss.
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Figure 4.6.: Distances δT of the melting temperatures Tm from Tc2 in experiments
with ﬁxed magnetic-ﬂux density B.






















Figure 4.7.: Diﬀerence δB= Bc2(T )−Bm(T ) in experiments with constant tem-
perature T .
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Figure 4.8.: Vortex-lattice melting entropies ∆s/η calculated as in Fig. 4.5a, but
without the enhancement given by Eq. (4.15) taken into account.
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Figure 4.9.: a) Normalized heat capacity data of Nb b) Small angle neutron
scattering (SANS) data on the same sample (both reproduced from
Ref. [56])
4.2.1. Resolvability in heat capacity and magnetization measurements
As expected, the discontinuities in ∆s and ∆M are largest in compounds with
a high critical temperature Tc0 and a large Gi. The maximum possible values
for the discontinuities ∆s vary by more than two orders of magnitude between
the diﬀerent substances, and they are commonly attained around approximately
B ≈ Bc2(0)/2 (see Fig. 4.4b). The smallest ∆s and ∆M values can be expected
in low-Tc0, low-Gi materials such as Nb and CaC6. Moreover, the latter materials
show also low κ values on the order of unity, and they may therefore suﬀer from
an additional reduction of ∆s and ∆M as discussed above.
Nevertheless, even with a conservative estimate η ≈ 0.03 and taking a reduc-
tion of the form 1 − 1/2κ2 into account, we obtain for the maximum possible
∆s in Nb ≈ 16 mJ/Km3, which should still be within reach of state-to the art
calorimeters [56]. In this context we would like to mention that in Ref. [56], a
marked narrowing of the expected ﬂuctuation peak in the heat-capacity C(T,B)
data of Nb near Tc2(B) has been observed (see Fig. 4.9a), with a C(T,B) that
clearly exceeds the Thouless theoretical prediction [86] to explain the ﬂuctuation
contribution to the heat capacity, and notably in a ﬁeld range where we ﬁnd
∆s to be maximum (around B ≈ 200mT, see Fig. 4.4b). A clear drop a few
mK below Tc2(B) of the diﬀracted intensity in corresponding small-angle neu-
tron scattering (SANS) experiments (see Fig. 4.9b, a quantity which is related
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to the magnetization M [56]), might be closely related to that anomalous be-
havior because both thermodynamic quantities M and C can be derived from
the same Gibb’s potential G(T,H). The narrowing and enhancement of the heat
capacity beyond standard expectations have been explained in Ref. [56] as possi-
bly stemming from either ﬂuctuation contributions that are not accounted for in
Thouless’ original theory, or from a coupling of the vortex system to the crystal
lattice, while the sharp drop in intensity (i.e., the sudden increase in M with
increasing T ) remained unexplained. It is conceivable that the observed heat-
capacity contribution in excess to standard ﬂuctuation theory is, along with the
increase in M , in fact related to the missing vortex-melting entropy. A rough
estimate of the excess entropy based on the C(T,B) data presented in Ref. [56]
is at least in line with the order of magnitude that we have calculated for ∆s.
For Nb3Sn, distinct peaks in C(T,B) have been reported to occur in certain range
of magnetic ﬁelds and for temperatures T near Tc2(B) [26], which appeared only
with the aid of an additional externally applied “shaking” magnetic ﬁeld. Such
“shaking” techniques have been very successful to reveal the ∆M in YBa2Cu3O7
[87] because they help the vortex lattice to come to an equilibrium state as
discussed in Section 3.2. The related magnetocaloric experiments on Nb3Sn yield
an estimate of ∆s ≈ 2mJ/g-at K ≈ 180 J/Km3 in B = 7T, while the published
C(T,B) data suggest a ∆s ≈ 0.3 mJ/g-at K ≈ 27 J/Km3 in B = 6T [26].
Inspecting our Fig. 4.4b we estimate that under these conditions and with η ≈
0.06, ∆s ≈ 4 J/Km3 at most, which is much smaller than what has been reported
in Ref. [26]. We have to state, however, that Nb3Sn shows a particularly strong
“peak-eﬀect” near Tc2(B) that becomes even more pronounced upon “vortex-
shaking”, with a very sharp onset as T is increased towards Tc2(B) [88]. This
peak-eﬀect is believed to be a manifestation of enhanced vortex pinning right
below the upper critical ﬁeld, and the vortex lattice is therefore expected to
be prone to disorder and non-equilibrium eﬀects as well as artifacts in the heat
capacity measurements as described in Section 6.4.2.
The order-of magnitude estimates that we have calculated for the magnetization
discontinuities, ∆M/η ≈ 10A ·m−1 to 150A ·m−1 (with η ≈ 0.06, 4π∆M ≈
8mG to 110mG in cgs units) are small, but should still be within the sensitivity
speciﬁcations of commercial SQUID magnetometers. Nevertheless, unlike the
heat capacity which is a measure of a bulk property of the vortex lattice (i.e.,
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probing the total magnetic ﬂux density B), the magnetizationM very is sensitive
to tiny variations in B because µ0M = B− µ0H and usually |µ0M | ≪ B. While
non-equilibrium eﬀects due to vortex pinning may change the total ﬂux density
B only slightly, they can have disastrous consequences on attempts to measure
the tiny equilibrium ∆M < |M | ≪ B/µ0.
4.2.2. Hindrances to experimental detection
In the above approach to obtain reasonable estimates for the expected melting
entropies ∆s and the associated discontinuities in magnetization ∆M we have
deliberately ignored vortex pinning, although such an eﬀect, if strong enough,
can make a reliable measurement impossible because thermodynamic equilibrium
is not reached on laboratory time scales. In addition, strong pinning makes
the identiﬁcation of the thermodynamic melting line Bm(T ) very diﬃcult [89].
Moreover, we have not considered other possible peculiarities in the B-T phase
diagrams, such as a dimensional crossover as observed in the cuprates [90], which
would aﬀect the occurrence of a ﬁrst-order melting transition of the vortex lattice
as well. We have also made assumptions that should be further backed up by
theory. It should in particular be clariﬁed to what extent the enhancement of
the conﬁgurational entropy ∆s0 near Bc2(T ) in Eq. (4.15) is really applicable
in conventional superconductors. Without such an enhancement (see Fig. 4.8)
both the expected ∆s and ∆M can be signiﬁcantly smaller (by up to two orders
of magnitude) than the above estimates (see Fig. 4.5) and may fall beyond the
detection limit of an experiment.
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Flux line lattice melting
a b s t r a c t
The first-order nature of the vortex-lattice melting transition in copper-based layered high-Tc supercon-
ductors is well established. The associated discontinuities in magnetization have been extensively stud-
ied, for example, in YBa2Cu3O7 [1,2] and Bi2Sr2CaCu2O8 [3], while the respective latent heats have been
systematically investigated only in YBa2Cu3O7 and related compounds [4–13]. The apparent absence of
such signatures in conventional superconductors such as Nb raises the question whether or not the con-
cept of vortex-lattice melting is applicable at all in such materials [14]. Based on available literature to
describe the vortex-state and using the Lindemann criterion, we estimate quantitatively the order of
magnitude for the expected latent heats of melting and the associated discontinuities in magnetization,
respectively, as functions of a few known material parameters. It turns out that both thermodynamic




, but they are small
and may often be beyond the available experimental resolution.
 2012 Elsevier B.V. All rights reserved.
1. Introduction
In 1957 Abrikosov wrote his seminal work [15] on two dis-
tinctly different types of superconductors. He predicted that in
so-called type II superconductors, an external magnetic field
penetrates a superconductor in form of magnetic flux lines which
arrange themselves in a regular lattice, each one carrying one mag-
netic flux quantum U0 = 2.07  1015 Vs. It was conjectured later
that this lattice might undergo some kind of first-order ‘‘melting’’
transition [16,17] and turn into a ‘‘liquid’’ at sufficiently high tem-
peratures, but well below the transition to superconductivity. This
prediction was subsequently invoked to explain the sudden onset
of damping of mechanical oscillators bearing a superconducting
sample in a magnetic field [18,19], hysteresis in the resistivity
[20] and neutron-scattering data [21]. The theoretical properties
of vortex matter were discussed exhaustively [22–24], but the
existence of a true first-order transition has been of speculative
nature until the first strong thermodynamic evidence for it was
found in magnetization measurements on Bi2Sr2CaCu2O8 [3,25].
The measurement of the associated latent heat through specific-
heat measurements on YBa2Cu3O7 followed soon after [4,10], and
thermodynamic consistency with magnetization data [1] was dem-
onstrated [2,4]. It became clear that high-quality crystals are nec-
essary in order to clearly observe the first-order behaviour,
because defects such as twinning boundaries have been shown to
suppress the transition and render it to second order [10], presum-
ably because they lead to a glass-like phase [26]. Many experimen-
tal reports in the literature indeed describe second-order or glass-
like transitions, the exact nature of which is influenced by the
details of vortex pinning in a given sample. Although the nature
of the high-temperature (‘‘liquid’’) phase is essentially unexplored
and no direct experimental proofs for the existence of vortices as
distinct entities in this phase are available, we will call the phase
transition under discussion hereafter ‘‘melting transition’’.
All confirmed measurements of first-order melting transitions
have been made on layered cuprates [1–8,10,11,25,27,28], and
they are now theoretically fairly well understood [17,29,30]. Fol-
lowing the same theoretical arguments, a temperature-driven
phase transition of the vortex lattice should, in principle, also occur
in sufficiently clean low-temperature superconductors. However,
there are only very few reports on measurements of thermody-
namic quantities in the context of vortex-lattice melting in such
compounds. For Nb and Nb3Sn, for example, attempts have been
made to measure the melting entropy directly [14,31], and the
absence of a related signal in very pure Nb has led to reflections
about the complete absence of vortex-lattice melting in this
compound [14]. Nb3Sn seems to be the only low Tc superconductor
with a report of first-order like features in thermodynamic
quantities [31], which still awaits an independent experimental
confirmation, however.
In order to quantitatively understand such experimental
results we derive here explicit estimates for the expected
discontinuities in entropy and in magnetization for various
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type-II superconductors. These estimates are based on established
theoretical work in the literature about the location of the conjec-
tured vortex-lattice melting lines in the magnetic phase diagram,
on Richard’s rule [32] to estimate the melting entropy per particle,
on the use of the correct ‘‘single-vortex length’’ [33], and on taking
the enhancement of the resulting configurational entropy by the
strong temperature dependence of relevant model parameters near
the upper critical field into account [29,30]. We conclude that a
measurement of the melting entropy and a related discontinuity
in the magnetization, if they exist in conventional superconduc-
tors, should be feasible on selected compounds using state-of the
art techniques provided that vortex pinning is weak enough.
2. Basic melting theory
2.1. The melting lines
The assumptions of the simplest theory about the melting of the
vortex lattice are very similar to a basic melting theory for solids.
In 1910, Lindemann introduced a melting criterion [34], based on
the idea that melting occurs as soon as the thermal mean-square
displacements hu2thi1=2 of the atoms in a lattice reaches a certain
fraction of the lattice constant a, i.e., hu2thi1=2  cLa with the Linde-
mann number cL < 1. This heuristic argument has proved to be reli-
able, although the value for cL may vary widely for different crystal
systems. Corresponding quantitative calculations for the vortex-
lattice melting lines Bm(T) (by comparing a calculated hu2thi1=2 for
vortices with the mean vortex distance a0 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
U0=B











with tm = Tm/Tc0 the reduced melting temperature Tm for B = Bm
with respect to the critical temperature Tc0 in zero magnetic field,
b = B/Bc2(T) the reduced magnetic induction B with respect to the
temperature dependent upper-critical field Bc2(T), and f(b) a mod-
el-dependent function (see below). The Ginzburg number Gi is a
measure for the width of the fluctuation region in zero magnetic
field around Tc0. We consider here a uniaxial case in which the
external magnetic field is applied along the crystal direction with

















where l0 = 4p  107 Vs/Am is the permeability of the vacuum,
kB = 1.38  1023 J/K is the Boltzmann constant, j is the Ginz-
burg–Landau parameter for B//c, e < 1 is the anisotropy parameter,
here defined as the ratio of Bc2 in the c-direction and in a direction
perpendicular to it, n is the coherence length relevant for B//c (i.e.,
the ‘‘in-plane coherence length’’), and Bc(0) and Bc2GL(0) are the
thermodynamic and the upper-critical fields within the Ginzburg–
Landau theory, respectively, linearly extrapolated from Tc0 to
T = 0 K. The assumption of a linear Bc2(T) does not account for
experimentally determined values of Bc2(0) that are often given in
the literature, however, and it will not lead to an accurate estimate
of the melting lines over the full range of temperatures. Therefore
we will assume in the following a relationship of the form
Bc2ðTÞ ¼ Bc2ð0Þð1 ðT=Tc0Þ2Þ ð3Þ
with Bc2GL(0) = 2Bc2(0). The empiric formula (3) can be made
asymptotically correct for low and high fields by modifying the
parameter Bc2(0). Any deviation from the simple Eq. (3) in a given
material can be accounted for, if necessary, by replacing the term
1 t2m in Eq. (1) by an appropriate formula [17,35].
The function f(b) in Eq. (1) has been first calculated by Hough-






In their original work, a linear Bc2(T) was assumed, which we have
replaced in Eq. (1) by Eq. (3). Mikitik and Brandt calculated f(b),







cðbÞð1þ cðbÞÞ ; ð5Þ





=2 and bA = 1.16 the Abrikosov number. The func-
tions f(b) from Eqs. (4) and (5) only slightly differ between the two
approaches. The quantities f(b)(1  b)3/2 vary only slowly with b be-
tween 2.66 for b = 0 and 1.73 for b = 1.
In order to be able to briefly discuss also the important case of
an arbitrary j, it is instructive to consider a simplified version of
Eq. (1),
kBTm ¼ Ac66c2La30e; ð6Þ
with the shear modulus c66. To interpret Eq. (6) we consider the re-









ð1 0:58bþ 0:29b2Þ; ð7Þ





the mixed state. The Eq. (6) together with Eq. (7) asymptotically
coincides in the limit b? 0 with the Houghton, Pelcovits and Sudbø
formula (Eqs. (1) and (4)) for A  15 and with that of Mikitik and
Brandt (Eq. (5)) for A  17, and in the limit b? 1 within the same
approaches for A  33 and A  31, respectively, if the Volume a30e
in Eq. (6) is replaced in this limit by V0 from Eq. (14), see below.
The Eqs. (6) and (7) show in a very transparent way that for a




(i.e., when approaching the type-I limit
with c66? 0), the magnetic-flux density Bm(T) approaches zero
because a0?1. In terms of the external magnetic field H, the
melting field Hm(T) aligns with the lower-critical field Hc1(T) over
a wide range of temperatures. In an alternative interpretation of




leads to a decrease of the Lindemann num-
ber to an effective value ~cL ¼ cLð1 1=2j2Þ1=2, or, in terms of the
Ginzburg number in Eq. (1), to an increase of Gi to an effective
~Gi ¼ Gið1 1=2j2Þ2.
In the following we will nevertheless use the melting lines ob-
tained by Mikitik and Brandt [35] for j 1 because they are
explicitly valid for all values of b and Gi and also allow for a tem-
perature dependence of the upper-critical field according to Eq.
(3). We choose cL = 0.20 [37], and we will ignore for the moment





would only affect Nb and CaC6 listed in Table 1.
2.2. Distance of Bm from the fluctuation region around Bc2
In Fig. 1 we illustrate that besides cL it is mainly the Ginzburg
number Gi (which can vary in different superconductors by orders
of magnitude, see Table 1) that determines the distance of the
melting line from Bc2(T). For most conventional superconductors
to be discussed below Gi is small and the melting lines will there-
fore be close to the upper-critical field. However, even in isotropic
superconductors Gi can be large enough so that a vortex-lattice
melting transition distinct from Bc2(T) might be observed in princi-
ple. For this case we have to additionally address the question
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whether Bm(T) is located outside the critical-fluctuation region
around Bc2(T) or not. For the case b? 1, which is of interest here,
Mikitik and Brandt [35] have estimated the difference




The width of the critical-fluctuation region in a magnetic field on
the temperature scale, on the other hand, has been estimated to
[38]









dT fluct ¼ 2Bc2ð0Þt2Gi1=3ð1 t2Þ2=3 ð10Þ
where we have again made use of Eq. (3). The melting line is outside
the critical region if dB > dBfluct, or
t < 0:361=cL; ð11Þ
which is always fulfilled for reasonable values of cL, notably indepen-
dently of the value of Gi. A tighter condition, dB > ndBfluct with n > 1,
will modify this criterion to t < 0.361n3/4/cL,, but we may note that
a clear first-order transition has been observed in YBa2Cu3O7 up to
t  0.98 [7].
2.3. Discontinuities in entropy and in magnetization
To obtain the melting entropies, we make use of Richard’s rule
[32] for crystal lattices, in which the configurational melting entro-
py per particle is assumed to be a constant multiple (or fraction) of
kB. With the volume V0 occupied by one particle we then have
Ds0V0 ¼ gkB; ð12Þ
where Ds0 is the configurational melting entropy per volume and g
is an unknown and yet to be determined constant (see below).
To obtain the elementary volume V0 for vortices that is relevant
for counting the total number of degrees of freedom in the system,
it is essential to use the correct ‘‘single-vortex length’’ L0. This
length has often been erroneously taken as the zero-temperature
coherence length n [14,31], thereby vastly underestimating it and










which diverges as B approaches the upper-critical field and there-
fore leads to a substantial reduction of Ds0 in materials in which
the melting lines are located very close to Bc2(T).
It turned out that the entropy obtained from applying Richard’s
rule alone considerably underestimates the measured entropy
changes Ds upon vortex-lattice melting both in YBa2Cu3O7 and in
Bi2Sr2CaCu2O8 [29,30]. Taking the marked temperature depen-
dence of thermodynamic quantities into account, Dodgson et al. ar-
rive at an enhancement of Ds0 of the form [30]
Ds ¼ ½1
~bþ ð2~b t2Þt2
ð1 t2  ~bÞð1 t2Þ
Ds0 ð15Þ
with ~b ¼ B=Bc2ð0Þ. Although calculated in the London approxima-
tion, Eq. (15) contains corrections to account for the suppression
of the order parameter around the vortex cores in the high-field
limit b? 1. This enhancement of Ds0 may be particularly relevant
for superconductors with small Gi where Bc2(T)  Bm(T) is expected
to be small, because it diverges at Bc2(T) as (1  b)1 and therefore
overcompensates the reduction of Ds0 due to the diverging elemen-
tary vortex volume V0, and also partly moderates the effect of the
reduction of c66 on Ds0 as Bm(T) approaches Bc2(T), see Eqs. (14)
and (7). While the Bm(T) line of YBa2Cu3O7 itself is, to some extent,
also modified by the arguments raised in Ref. [30] because it is lo-
cated very far from Bc2(T) in this particular compound, the Bm(T) in
conventional superconductors with small Gi that are under discus-
sion here must remain very close to Bc2(T). However, we state that
even small errors in estimating Bm(T) may result in substantial
Table 1





j e Gi References
SmFeAsOxF1x 55 60 99 0.125 1.66  102 [39]
YBa2Cu3O7 92 120 65 0.125 4.96  103 [5,40,41]
Rb3C60 29 44 90 1 6.70  105 [42]
MgB2 39.0 3.1 11 0.097 4.08  105 [43,44]
Ba(Fe1xCox)2As2 22 50 66 0.666 2.16  105 [45]
KxBa1xBiO3 34.0 30 36 1 3.46  106 [46]
Nb3Sn 18.3 24.5 34 1 9.77  107 [47,48]
V3Si 16.9 23.5 22 1 1.52  107 [47,49,50]
LuNi2B2C 16.6 9.0 13 0.75 8.31  108 [51–53]
NbSe2 7.16 5.3 11 0.31 7.88  108 [54,55]
CaC6 11.5 0.3 2.1 0.37 3.35  109 [56,57]
Nb 9.22 0.416 2.2 1 2.56  1010 [58,59]
Fig. 1. Melting lines (according to Ref. [35] with cL = 0.20) for different values of Gi.
Fig. 2. Melting entropy Ds and melting line Bm(T) of YBa2Cu3O7, calculated from the
parameters given in Table 1 and Eqs. (1), (5), (12), and (15). The Ds -data fit best for
g = 0.077.
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uncertainties in Ds (and therefore in DM) because these quantities
sensitively depend on (1  b). In this sense, the corresponding
quantities calculated in the remainder of this paper have to be taken
as order-of-magnitude estimates, rather than as exact results.
In the context of vortex-lattice melting, the constant g in Eq.
(12) has been estimated to 0.16 [29] for YBa2Cu3O7. To be consis-
tent within our formalism, we have recalculated Bm(T) and Ds for
this compound according to the above rules (Eqs. (1), (5), (12),
and (15)) with the material parameters from Table 1 and
cL = 0.20, and we obtain the best fit to the Ds data from Ref. [7]
for H//c with g = 0.077 (see Fig. 2). To further justify this rather
small value, we can use a crude estimate taken to explain Ds in
Bi2Sr2CaCu2O8 in Ref. [3], TmDs ¼ c66c2L , which, in combination with
Eqs. (12) and (14), yields the correct melting line of Eq. (6) with
g = 1/A. For b? 0, we then have g  0.06 and for b? 1, g  0.03.
It is possible, however, that g assumes entirely different values in
materials with lower Gi, and we therefore do not further specify
the value of g in our calculations.
The resulting discontinuities in magnetizations can finally be
derived from the Clausius–Clapeyron equation,
Ds ¼ DM dBm
dT
ð16Þ
with DM > 0 i.e., M increases when crossing Bm(T) from the solid to
the ‘‘liquid’’ phase.





approaching the type-I limit), c66 in Eq. (7) vanishes even if the vor-
tex density remains high in large magnetic fields, and so must the
discontinuities in s and inM which are related to this energy scale.




, both Ds and DM remain finite even
in isotropic superconductors with e = 1 because Bm(T) seems to stay
outside the fluctuation region defined by Eq. (9) around Bc2(T).
3. Application to real materials
In order to estimate the order of magnitude of the discontinu-
ities in entropy Ds and in magnetization DM in real superconduc-
Fig. 3. Expected melting lines Bm(T) for various type-II superconductors, calculated
from Eqs. (1) and (5) with cL = 0.20 and the material parameters given in Table 1
(solid lines). The Bc2(T)-lines (dotted lines) have been plotted only for SmFeAsOx-
F1x, Rb3C60, MgB2, and Ba(FexCo1x)2As2 for which they appear distinct from Bm(T)
in this representation.
Fig. 4. Vortex-lattice melting entropies Ds/g for various type-II superconductors at
the Bm(T) shown in Fig. 2, (a) as a function of T and (b) as a function of B.
Fig. 5. Discontinuities DM/g in magnetization at the Bm(T) of the materials under
discussion, (a) as a function of T and (b) as a function of B.. To convert the given DM
values from SI into cgs unit, the corresponding SI-values have to be multiplied with
103 to obtain DM, and with 4p103 to obtain 4p DM in Gauss.
Fig. 6. Distances dT of the melting temperatures Tm from Tc2 in experiments with
fixed magnetic-flux density B.
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tors, we have compiled literature values of relevant material
parameters for a number of superconductors of contemporary
interest (see Table 1). We have then calculated the melting lines
Bm(T) according to Eqs. (1) and (5) with cL = 0.20 (see Fig. 3).
In Figs. 4–7 we have plotted the expected values for Ds and DM
(where we tentatively took the enhancement from Eq. (15) into ac-





), together with dT and dB, the distances of the melting
lines from Bc2(T) in T and in B, respectively. In Fig. 8, we also show
a corresponding calculation for Ds Vs. T without the factor from
Eq. (15) for comparison with Fig. 4a, to illustrate the impact of this
correction on the order of magnitude ofDs.
4. Concluding discussion
As expected, the discontinuities in Ds and DM are largest in
compounds with a high critical temperature Tc0 and a large Gi.
The maximum possible values for the discontinuities Ds vary by
more than two orders of magnitude between the different sub-
stances, and they are commonly attained around approximately
B  Bc2(0)/2 (see Fig. 4b). The smallestDs andDM values can be ex-
pected in low-Tc0, low-Gimaterials such as Nb and CaC6. Moreover,
the latter materials show also low j values of the order of unity,
and they may therefore suffer from an additional reduction of Ds
and DM as discussed above.
Nevertheless, even with a conservative estimate g  0.03 and
taking a reduction of the form 1  1/2j2 into account, we obtain
for the maximum possible Ds in Nb  16 mJ/Km3, which should
still be within reach of state-to the art calorimeters [14]. In this
context we would like to mention that in Ref. [14], a marked
narrowing of the expected fluctuation peak in the heat-capacity
C(T,B) data of Nb near Tc2(B) has been observed, with a C(T,B) that
clearly exceeds the Thouless theoretical prediction [60] to explain
the fluctuation contribution to the heat capacity, and notably in a
field range where we find Ds to be maximum (around B  200 mT,
see Fig. 4b). A clear drop a few mK below Tc2(B) of the diffracted
intensity in corresponding small-angle neutron scattering (SANS)
experiments (a quantity which is related to the magnetization M
[14]), might be closely related to that anomalous behaviour be-
cause both thermodynamic quantitiesM and C can be derived from
the same Gibb’s potential G(T,H). The narrowing and enhancement
of the heat capacity beyond standard expectations have been ex-
plained in Ref. [14] as possibly stemming from either fluctuation
contributions that are not accounted for in Thouless’ original the-
ory, or from a coupling of the vortex system to the crystal lattice,
while the sharp drop in intensity (i.e., the sudden increase in M
with increasing T) remained unexplained. It is conceivable that
the observed heat-capacity contribution in excess to standard fluc-
tuation theory is, along with the increase inM, in fact related to the
missing vortex-melting entropy. A rough estimate of the excess en-
tropy based on the C(T,B) data presented in Ref. [14] is in line with
the order of magnitude that we have calculated forDs.
For Nb3Sn, distinct peaks in C(T,B) have been reported to occur
in certain range of magnetic fields and for temperatures T near
Tc2(B) [31], which appeared only with the aid of an additional
externally applied ‘‘shaking’’ magnetic field. Such ‘‘shaking’’ tech-
niques have been very successful to reveal the DM in YBa2Cu3O7
[61] because they help the vortex lattice to come to an equilibrium
state [62]. The related magnetocaloric experiments on Nb3Sn yield
an estimate of Ds  2 mJ/g-at K  180 J/Km3 in B = 7T, while the
published C(T,B) data suggest a Ds  0.3 mJ/g-at K  27 J/Km3 in
B = 6T [31]. Inspecting our Fig. 4b we estimate that under these
conditions and with g  0.06, Ds  4 J/Km3 at most, which is much
smaller than what has been reported in Ref. [31]. We have to state,
however, that Nb3Sn shows a particularly strong ‘‘peak-effect’’ near
Tc2(B) that becomes even more pronounced upon ‘‘vortex-shaking’’,
with a very sharp onset as T is increased towards Tc2(B) [63]. This
peak-effect is believed to be a manifestation of enhanced vortex
pinning right below the upper-critical field, and the vortex lattice
is therefore expected to be prone to disorder and non-equilibrium
effects.
We finally want to state that the order-of magnitude estimates
that we have calculated for the magnetization discontinuities, DM/
g  10–150 A/m (with g  0.06, 4pDM  8 mG to 0.11 G in cgs
units) are small, but should still be within the sensitivity specifica-
tions of commercial SQUID magnetometers. Nevertheless, unlike
the heat capacity which is a measure of a bulk property of the
vortex lattice (i.e., probing the total magnetic flux density B), the
magnetization M very is sensitive to tiny variations in B because
l0M = B – l0H and usually |l0M| B. While non-equilibrium ef-
fects due to vortex pinning may change the total flux density B only
slightly, they can have disastrous consequences on attempts to
measure the tiny equilibrium DM < |M| B/l0.
In the above approach to obtain reasonable estimates for the ex-
pected melting entropies Ds and the associated discontinuities in
magnetization DM we have deliberately ignored vortex pinning,
although such an effect, if strong enough, can make a reliable mea-
surement impossible because thermodynamic equilibrium is not
reached on laboratory time scales. In addition, strong pinning
makes the identification of the thermodynamic melting line
Bm(T) very difficult [64]. Moreover, we have not considered other
possible peculiarities in the B–T phase diagrams, such as a dimen-
sional crossover as observed in the cuprates [65], which would af-
fect the occurrence of a first-order melting transition of the vortex
lattice as well. We have also made assumptions that should be fur-
ther backed up by theory. It should in particular be clarified to
Fig. 7. Difference dB = Bc2(T)  Bm(T) in experiments with constant temperature T.
Fig. 8. Vortex-lattice melting entropies Ds/g calculated as in Fig. 4a, but without
the enhancement given by Eq. (15) taken into account.
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what extent the enhancement of the configurational entropy Ds0
near Bc2(T) in Eq. (15) is really applicable in conventional supercon-
ductors. Without such an enhancement (see Fig. 8) both the ex-
pected Ds and DM can be significantly smaller (by up to two
orders of magnitude) than the above estimates (see Fig. 4) and
may fall beyond the detection limit of an experiment. Nevertheless
we believe that our considerations may serve as guideline for
searching signatures of a vortex-lattice melting transition in
conventional and novel superconductors, and for estimating the
correct order of magnitude to be expected for the related thermo-
dynamic quantities.
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5. The AC calorimeter
In order to measure the signature of the vortex lattice melting in the speciﬁc heat,
we employed the AC calorimeter technique pioneered by Corbino [91, 92], more
speciﬁcally an improved version ﬁrst described by Sullvian and Seidel [93]. The
latter work describes the application of Corbino’s AC calorimetry technique [91]
optimized for low temperature measurements. The main advantages are the high
precision exceeding previous techniques by an order of magnitude, and the fact
that it is a steady state measurement, which allows one to measure the variation
of the heat capacity at a quasi-constant temperature as a function of an external
parameter like the magnetic ﬁeld. For a topical review of the AC calorimetry
technique, the reader is referred to Ref. [94].
5.1. Challenges
As we have demonstrated in Chapter 4 the thermodynamic signature of vor-
tex lattice melting is fairly weak in certain low temperature superconductors,
especially if the enhancement due to ﬂuctuations turns out to be smaller than
predicted by the theory of Dodgson et al. [55]. Furthermore, the vortex melting
transition is predicted to be only a few millikelvin away from the transition to the
superconducting state for many substances. This poses two challenges for samples
of milligram size: achieving a speciﬁc heat resolution better than approximately
1mJ ·K−1 and at least a 20mK temperature accuracy at temperatures ≈ 10K,
so that the melting signature can be clearly distinguished from the transition to
the superconducing state.
5.2. Principle of AC calorimetry
An AC calorimeter consists of a sample holding platform, which is equipped with
an electrical heater of resistance R and a deﬁned heat link k to a thermal bath,
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temperature stabilized at temperature Tbath. A thermometer is attached to the
platform continuously monitoring the temperature (see Fig. 5.1).
If we assume the sample to be in perfect thermal contact with the sample plat-
form (and therefore forming a unit of common heat capacity C), the diﬀerential
equation describing the temperature T (t) under the inﬂuence of a varying heating
power P (t) is
T˙ (t) =
P (t)− k(T (t)− Tbath)
C
. (5.1)
A sinusoidal voltage U = U0 cos
ω
2
t applied to the heater with resistance R results




. We can then rewrite

















The solution is the real part of













The last term describes how the temperature approaches the steady state solution
given an initial deviation ∆T0 from it at t = 0. After a time given by some large
multiple of τ0 =
C
k
, this term becomes negligible and the temperature oscillates
around the temperature 〈T 〉 = P0
k
+ Tbath with an amplitude and a phase shift












If the heat link k is known, one can thus calculate the heat capacity from the
temperature measurement, either through the amplitude T0 or through the phase
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Figure 5.1.: Working principle of the AC calorimeter: A sample platform
equipped with a thermometer and a heater is connected to a heat
bath by a heat link. The platform is heated sinusoidally with power
P (t). The heat capacity of the platform and the attached sample
can be determined from the amplitude and the phase shift of the
resulting temperature oscillation.
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− k2 = −k tan δ
ω
. (5.7)








Since a knowledge of the heat link is not required in Eq. (5.8) and Eq. (5.9), this
method seems to be preferable at ﬁrst sight. However the phase is much more
sensitive to an imperfect thermal coupling of the sample to the thermometer
(as shown by Sullivan and Seidel in Ref. [93]) which may therefore produce a
measurement of poorer quality than using Eq. (5.7) with a known calibrated
heat link k. The amplitude and phase error can be characterized by a ﬁnite
equilibration time τ [93]. Using the error term Eqs. (5.5) and (5.6) become:
|T0| = P0√









Because our measurements are in a frequency region where k ≪ ωC the argument
of the arccot function of Eq. (5.11) is close to 0 and therefore at the point of the
largest slope of the arccot function, making the phase much more susceptible to
error then the temperature amplitude.
5.3. Vortex lattice shaking effects
When measuring thermodynamic eﬀects of the vortex matter, sample dependent
vortex pinning usually prevents the system from reaching the thermodynamic
equilibrium. In order to alleviate the eﬀects of pinning Willemin et al. used a
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vortex shaking method in magnetic torque measurements [32], i.e. the application
of a small oscillating magnetic ﬁeld in addition to the main magnetic ﬁeld (see
section 3.2).
Whether the vortex shaking technique is helpful in heat capacity measurements
depends to a large extent on the amount of self heating that it induces in a sample.
While the AC technique is by design immune to artifacts from temperature oﬀsets
caused by a constant or slowly varying self heating power, a strong dependence
of the self heating power on the temperature will produce artifacts if the data
analysis is done according to (5.7). With the added heating power of the magnetic
shaking, Equation (5.1) becomes
T˙ (t) =
P (t)− k(T (t)− Tbath) + Ps(T (t))
C
, (5.12)
where Ps(T (t)) is the magnetic heating power in the “shaking” ﬁeld according to
Eq. (6.14). If we assume that Ps(T ) is a smooth function of T , we can approximate
it linearly around our measurement temperature Tm,
Ps(T (t)) ≈ Ps0 + dPS(T )dT
∣∣∣∣∣
Tm
(T (t)− Tm) . (5.13)
Inserting in (5.12) yields
T˙ (t) =

















The constant term will only produce an oﬀset in the temperature solution T (t)
(which needs to be measured), but does not produce any diﬀerent result in the
evaluation of the heat capacity. On the other hand, it is important to realize that
we can reproduce the old form of the diﬀerential equation (5.1) by redeﬁning k




Since the heat link does not aﬀect Eq. (5.8) we could in principle still calculate
the heat capacity using the phase, but Eq. (5.7) will produce false results if the
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Figure 5.2.: From left to right: Model 6000 control unit for the PPMS cryostat
(middle) and the 19 inch rack for additional electronic devices in-
cluding the controlling computer
thermal link is not corrected according to Eq. ( 5.16). This is particularly relevant
if dPs(T )/dT depends on temperature.
5.4. Device setup in a PPMS
5.4.1. PPMS
For cryogenic measurements of heat capacities a good temperature control and
high vacuum conditions are imperative. A Physical Properties Measurement Sys-
tem (PPMS, Quantum Design) served as the base platform for our experiments
(see Fig. 5.2). This cryostat oﬀers measurement options for a number of diﬀer-
ent physical properties of materials, like electric resistance, Hall eﬀect, magnetic
susceptibility, and the Seebeck eﬀect. This top loader design deviates from most
standard designs by the fact that the main electrical leads to the sample space are
connected with a plug on the bottom of the sample chamber. The cryostat uses a
layer design, with a super-insulated vacuum on the outside, followed by a liquid
nitrogen shield, and an internal liquid helium vessel. The temperature is PID sta-
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Figure 5.3: The AC magnetiza-
tion setup. The
main coil C super-
imposes an alternat-
ing magnetic ﬁeld on
top of the main ﬁeld.
The pickup coils A
and B are wound
in the opposite sense
and cancel each oth-
ers signal unless a
sample S is present.
Moving the sample
between coil A and
B changes the polar-
ity of the sample.
bilized, and the system reaches its minimum temperature of about Tmin ≈ 1.8K
within 90 minutes, if only the standard sample pucks are used. The temperature
stability depends on the temperature set point and is ≈ 5mK at cryogenic tem-
peratures, with occasional stronger ﬂuctuations of up to ≈ 20mK. The PPMS
is equipped with a superconducting magnet that allows for magnetic ﬁelds up
to 9T, and ﬁeld ramping rates up to 20mT · s−1. The vacuum system is imple-
mented with a cryopump using activated charcoal at liquid helium temperatures
to reach high vacuum conditions within about 15 minutes. The temperature, the
magnetic ﬁeld as well as the pressure can be computer controlled using commands
on a GPIB bus.
AC magnetization option
The PPMS is equipped with an AC magnetization option. It is used to measure
the alternating current magnetic susceptibility of a sample. The measurement
principle is depicted in Fig. 5.3. In addition to the main ﬁeld of the PPMS
an AC magnetic ﬁeld is superimposed using a primary coil C. Inside the main
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coil there are two secondary counter-wound pickup coils A and B. If there is no
sample present, the induced e.m.f. in these two coils ideally cancels completely.
When a sample is moved through the two coils the respective coil’s inductance
changes according to L′ = µL where µ is the eﬀective magnetic permittivity of
the sample. The coils are not matched anymore, and a non-zero total voltage
is induced. When the sample is moved from coil A to coil B the signal changes
polarity, and thus the diﬀerential signal can be used to cancel any oﬀset noise.
The coil setup is calibrated by factory, and the PPMS software automatically











is not always equal to the DC susceptibility χDC = M/H, which should be kept
in mind when interpreting the measurement data.
5.4.2. AC calorimetry pucks
Custom measurement pucks were constructed for AC calorimetry experiments
that also allow for additional shaking fields parallel and transverse to the main
magnetic ﬁeld direction (see Section 3.2). A drawing of such a measurement puck
with the main components exposed is shown in Fig. 5.4.
Body
The main body of the pucks is made of a Beryllium-Copper (Berylco 25) alloy with
a particularly low magnetic susceptibility, which was well suited for machining
in the workshop of the Physics Institute of the University of Zürich. Its ther-
mal conductivity is similar to that of low grade copper. The surfaces were gold
plated to prevent the typical corrosion of copper alloys. A relatively high mass
of approximately 30 g acts as a heat reservoir and buﬀers thermal ﬂuctuations of
the cryostat. Thermal contact of the puck with the cryostat is accomplished in
64
5.4 Device setup in a PPMS
Figure 5.4.: Explosion drawing of the puck for parallel shaking
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the same way as for the commercial PPMS pucks, namely by twelve very tightly
ﬁtting metal segments.
Electrical contacts
Electrical contacts to the puck are realized using the internal PPMS leads ac-
cessible via the Lemo B314 sample space connector of the PPMS. Inside the
sample space a plug (made of twelve pin sockets encased in a holder made of
spun ﬁberglass epoxy) is mounted to a printed circuit board (PCB). The PCB is
providing soldering pads for the attachment of wires to all electrical components
of the puck. The plug assembly is attached to the base with a screw held in place
by a spacer. A Berylco pin is used for keying to ensure matching pins on each
assembly.
Suspension ring
The sample platform is suspended inside a Berylco ring on top of the puck with
nylon threads. The ring holds a second PCB with a thickness of 25 µm. It is
glued in using GE 7031 varnish to ensure good thermal and mechanical contact
and is inaccessible from the outside, allowing for mechanical protection of the
contacts. In addition to the electrical wiring a heat link can be provided by
gluing additional metal wires in between the thermal bath ring and the sample
platform to optimize the oscillation frequency for a given temperature range.
Sample platform
The sample platform was made of a sapphire disk with diameter of 4.9mm and a
thickness of 100 µm. A 1 kΩ size 0201 SMD resistor for heating and a Cernox CX-
1050-BC resistance thermometer are attached to the disk with GE 7031 varnish.
The electrical contacts to these elements to the suspension ring PCB are made
of 30 µm thick manganin wire. The resulting weak heat link ensures that the
internal equilibration time of the sample platform is always much smaller than
the time constant for the equilibration with the thermal bath.
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Figure 5.5.: Drawing of the assembled puck for shaking with ﬁeld perpendicular
to main ﬁeld
Shaking coil
The two fabricated pucks allow for an electrical shaking ﬁeld either in parallel
or perpendicular to the applied external ﬁeld. The parallel shaking coil has
approximately 1000 turns and is wound on a base made of POM plastic. The
perpendicular coil is made of Vespel plastic, has 700 turns and is glued into place
by potting it with Stycast epoxy, in order to prevent vibrations due to the torque
of the crossed magnetic ﬁelds. A sketch of the puck without wiring is displayed
in Fig. 5.5.
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Radiation shield
A 2mm thick lid made of Berylco is shielding the sample from thermal radiation in
case of the parallel shaking puck, whereas the same shielding is accomplished with
a piece of aluminum foil in case of the perpendicular shaking puck. Additionally
the bevel insert of the PPMS is used to prevent a direct path for thermal radiation
from the room temperature ﬂange.
5.4.3. Measuring electronics design
Heat capacity measurements are subject to noise of numerous sources. Some of
this noise stems from thermal ﬂuctuations of the measurement puck and the sam-
ple platform, induced by thermal radiation, gas ﬂows the high vacuum chamber,
and mechanical tension producing heat or changing thermal conductivities.
The puck is designed to mitigate these eﬀects by enclosing the sample inside the
measurement puck, and by buﬀering external eﬀects through a fairly large heat
capacity. Another source of measurement noise is of electronic nature. Thermal
EMFs from contacts at diﬀerent temperatures, electrical interference and intrinsic
component noise degrades the signal quality. In order to reduce this noise, a
number of measures were taken.
Wheatstone bridge
As the AC calorimetry method is measuring temperature oscillations around
a base temperature, this type of measurement is facilitated by a Wheatstone
bridge setup. This makes the corresponding voltage signal bipolar around zero
with respect to a reference value. As a reference we use a computer controlled
M-602 resistance decade (Orbit controls). The device was retroﬁtted with a BNC
connector instead of the banana plugs in order to reduce noise. The main relay
switchboard was encased in a 5mm thick copper box, to reduce electrical noise
and also to dampen temperature swings of the reference resistors. We have added
an adjustable parallel capacitor to compensate diﬀerences in the cables capacities.
The choice of the external reference resistor breaks the usual fully diﬀerential
balanced design for this type of setup, but it keeps all reference resistors under
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stable room temperature conditions, and thus the thermometer resistance is the
only unknown quantity.
Lock in amplifier
The diﬀerential signal of the Wheatstone Bridge is measured using a Signal Re-
covery 7280 Lock in Ampliﬁer running at 45 kHz. It uses a low pass ﬁlter with
a time constant of approximately 20ms for integration. This removes slow drifts
from thermal voltages, audio frequencies and eﬀectively all types of 1/f -noise
from the measurement signal. Because of the large integration time the band-
width of the signal is reduced to 500Hz and therefore only the noise components
within this frequency window are relevant.
kHz preamplifier
Part of the signal noise is due to electrical interference. Techniques for a reduction
of the eﬀects of interference are shielding, diﬀerential design and early ampliﬁca-
tion. The result of our eﬀorts is an ampliﬁer which is plugged directly into the
PPMS. Its aluminum casing completes the shield with the PPMS dewar. Thus all
wires from the sample to the preampliﬁer have a 4π sr metal shielding enclosure.
After a high pass ﬁlter with a corner frequency of 16Hz the signal passes into a
fully diﬀerential ampliﬁer with a ﬁxed gain of 100. Then it is high pass ﬁltered
again, since the DC voltage oﬀset from the previous stage was already strongly
ampliﬁed. A second stage with a gain of 10 feeds into a voltage controlled voltage
source (VCVS) low pass ﬁlter design, which is conﬁgured as a 2-pole Butterworth
ﬁlter. The total gain of the setup at the measurement carrier frequency of 45 kHz
is G = 419. The purpose of ﬁltering is conditioning the signal for the input stage
of the lock in ampliﬁer, and it has a negligible eﬀect on noise cancellation. The
lock in technique by itself will do the actual frequency ﬁltering with a very high
Q-factor, but only when the input stage is not driven into overload. The eﬀect of
the ampliﬁer is a reduction of the relative noise stemming from electromagnetic
pick up on the cable to the lock in ampliﬁer by the factor G.
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5.4.4. Computer control
The computer control is done entirely through the GPIB bus. All programming
was done in the programming language python, using the pyvisa module, and
the National Instruments visa library. The programs are platform independent
and run on Windows or Linux.
Typical measurement sequence
1. set appropriate heating amplitude
2. wait for PPMS status “temperature stable”
3. wait for 100 seconds for the sample to reach thermal equilibrium
4. run subroutine to equilibrate the Wheatstone bridge
5. start acquisition of 8000 data points with the lock in ampliﬁer
6. make auxiliary measurements until data acquisition is completed
7. set next PPMS temperature
8. download lock in data
9. get readings from all other devices
10. write readings to ﬁle
11. calculate next heating amplitude
12. go to 1
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6. Measurements on Nb3Sn
6.1. History and properties of Nb3Sn
The high ﬁeld superconductor Nb3Sn with a critical temperature of Tc = 18.05K
was discovered in 1954 by Matthias et al. [95], one year after V3Si (the ﬁrst
compound of the A-15 crystal class) shown to be superconducting with a Tc =
16.9K. This class of materials held the record (Tc = 23K for Nb3Ge) for the
highest critical temperature of any superconductor before the discovery of the
high temperature cuprate superconductors by Müller and Bednorz in 1986.
A-15 superconductors are generally formed in a A3B stoichiometry, where the A
atoms represent the transition metal elements Ti, Zr, V, Nb, Ta, Cr, and Mo,
while the B atoms are mostly from periodic groups IIIB and IVB. The A-atoms
form chains along the crystallographic axes of the cubic crystal lattice depicted
in Fig. 6.1. These chains are one dimensional structures and thus produce a
divergence of the density of states at the Fermi level in the form of van Hoove
singularities, resulting in the high critical temperature according to Eq. (2.15).
If the chains are disturbed by radiation induced defects or alloying, Tc generally
decreases.
In addition to the transition to the superconducting state many A-15 compounds
undergo a martensitic transition at a temperature Tm > Tc. The crystal stretches
in one of the three main axes turning the crystal structure into orthorhombic.
Whether this transition takes place or not depends on the crystal specimen at
hand even for one particular material. The eﬀect of the changed crystal lattice
symmetry on the superconducting properties is not completely understood, but
the transition temperature to the superconducting state seems to stay within a
range of a few Kelvin, regardless of the appearance of the martensitic transition.
For an in-depth discussion of the A-15 compounds the reader is referred to the
review by Dew-Hughes [96]. Today, superconducting solenoids made of Nb3Sn
are still the dominant choice for high ﬁeld magnet applications, for example in
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Figure 6.1.: The Nb3Sn sample which was studied and its unit cell. The camera
facing side of the sample is in the (1 1 0) lattice direction. The
thickness is about 0.4mm.
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the planned ITER fusion reactor, due to the high critical current densities of
jc ≈ 7× 108A/m2 which this material provides. [97]
6.2. A Nb3Sn crystal showing a peak effect near Hc2
The sample of Nb3Sn, which was examined by us, is a single crystal with the di-
mensions of 3.6mm(long side)×1.3mm×0.4mm and with a mass ofm ≈ 11.9mg.
The ﬂat surface depicted in Fig. 6.1 is in the crystallographic [1 1 0] direc-
tion which will generally be the direction in which we apply the main magnetic
ﬁeld unless otherwise stated. The sample was grown by Toyota et al. using
the chemical vapor deposition technique by Harnak and Berman [98] with some
modiﬁcations [99]. It was cut using spark erosion and further characterized in
Refs. [100, 101], where it was shown by x-ray measurements to have a marten-
sitic transformation temperature of Tm = 38.84K. Adesso et al. measured the
AC magnetic susceptibility on the sample [102], where a single peak was found
near Tc(H) in magnetic ﬁelds µ0H = 5T and 9T, which disappeared for ﬁelds of
µ0H = 13T and above. This is a manifestation of the peak effect.
The peak eﬀect in superconductors was ﬁrst discovered in 1961, when both Berlin-
court et al. and LeBlanc and Little found a strong increase of the critical-current
density near the upper critical ﬁeld Hc2 [24,25]. Pippard explained this behavior
by a “softening” of the vortex lattice at elevated temperatures [25]. With in-
creasing temperature T , the shear modulus vanishes as (Tc − T )2 near the critical
temperature Tc(H), while the pinning interactions vary linearly with (T − Tc),
thereby leading to an enhanced vortex pinning in a certain narrow range of tem-
peratures near Tc. The peak eﬀect in Nb3Sn has attracted much interest, because
of the importance to achieve high critical-current densities in Nb3Sn for technical
applications.
Further studies on the nature of the peak eﬀect in this crystal were communicated
by Lortz et al. [103], who studied the DC magnetization, and found a noticeable
hysteresis in the peak eﬀect region. Additionally, Lortz et al. revealed a small
peak in the speciﬁc heat right before the transition to the normal state by using
speciﬁc heat measurements with an applied vortex lattice “shaking” ﬁeld [26] (see
Section 3.2). This peak was interpreted as a sign of vortex lattice melting inside
the peak eﬀect region. Finally Reibelt et al. [88] showed that a small AC magnetic
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Figure 6.2.: Temperature sweeps R(T ) for µ0H = 3T, ﬁxed frequency f = 1kHz,
Im = 5mA, but diﬀerent amplitudes of the oscillating magnetic ﬁeld
H0. A dip in the resistivity before the transition to the normal state
appears as soon as a threshold amplitude of the “shaking” ﬁeld H0
is exceeded. Tp marks the center of the dip in resistance. Adapted
from Reibelt et al. [88].
“shaking” ﬁeld can also reveal the peak eﬀect in resistivity measurements, as
shown in Fig. 6.2.
6.3. AC Magnetization measurements
We performed a systematic investigation of the AC magnetic susceptibility of
the Nb3Sn sample described in the last section in order to reﬁne the results that
were reported in Ref. [102]. To summarize; the peak eﬀect manifests itself in a
single, distinct peak in the real part χ′(T ) of the AC magnetic susceptibility as a
function of temperature T in external magnetic ﬁelds above µ0H ≈ 3T, the size
of which continuously increases with increasing magnetic ﬁeld H (see Fig. 6.5
left column in Section 6.3.6). In the imaginary part χ′′ (T ) of the AC magnetic
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susceptibility, on the other hand, a single peak initially grows with increasing H
up to a well-deﬁned value, and then splits into two sharp peaks which separate
when H is further increased (see Fig. 6.5 left column in Section 6.3.6). We explain
this surprising behavior by a ﬂux-creep model and the Bean critical-state model,
and taking into account the enhancement of the critical-current density in the
peak-eﬀect region near Tc, which we will explain in the following Sections 6.3.1 –
6.3.6.
6.3.1. AC magnetic susceptibility
The strong intrinsic ﬁeld expulsion of superconductors and the fact that remnant
screening currents do not decay through resistive losses makes superconductors
ideally suited for magnetization measurements. The magnetic susceptibility χ is
deﬁned by the auxiliary Maxwell equation connecting the magnetic ﬂux density
B, the magnetic ﬁeld H, and the magnetization response M of the sample
B = µ0(H + M) (6.1)
= µ0(1 + χ)H (6.2)
In general χ is a second order tensor unless M and H are aligned and if M(M)
is not linear, one can deﬁne a diﬀerential susceptibility χ = dM/dH.
For the following discussion we will treat χ as a scalar, which is justiﬁed for
isotropic substances. For type I superconductors χ = −1 due to the Meissner-
Ochsenfeld eﬀect, but in type II superconductors M is generally history de-
pendent due to ﬂux pinning (see Section 3.2) and the hysteretic nature of the
screening currents. In this case χ is commonly deﬁned as a frequency dependent
complex quantity
χ(ω) = χ′(ω) + iχ′′(ω), (6.3)
i.e. using a periodic excitation of the form H(t) = H0 cosωt, where ω is the
ﬁeld’s angular frequency, we can express Eq. (6.2) as the real part of a complex
susceptibility relation
ℜ{B0 exp iωt} = ℜ{µ0(1 + χ(ω))H0 exp iωt} , (6.4)
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thereby taking into account both the amplitude diﬀerence and the phase shift of
B(t) and µ0H(t) in one complex parameter χ(ω).
6.3.2. Demagnetization
The Eq. (6.1) is correct microscopically, but superconducting bodies inﬂuence the
magnetic ﬁeld which they are placed in, and therefore the external magnetic ﬁeld
Hext and the microscopic Hi ﬁeld diﬀer from each other. This can be described
by using an additional demagnetization ﬁeld HD ∼ M, e.g.
Hi = Hext −HD (6.5)





with D the real-valued demagnetization factor, which depends on the sample ge-
ometry. For the magnetization, which is measured by an apparatus, the apparent















⇒ χmeas = χ (1−Dχmeas) . (6.10)
Therefore, one can calculate the actual magnetic susceptibility χ from the mea-
sured magnetic susceptibility χmeas, if the demagnetization factor D for the sam-




By construction, this relationship also holds when both χ and χmeas are complex
numbers with real and imaginary parts χ′ and χ′′, respectively [104].
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6.3.3. Magnetic heating







dV − µ0MdH. (6.12)
When the magnetic ﬁeld H is cycled in the presence of a material with χ′′ 6= 0
the change of the free energy density ∆f in the material per cycle is given by the
enclosed area of the M(H) curve. The M(H) relationship of the form given in




M(H) dH = µ0πχ
′′H20 . (6.13)
This energy is transferred to the sample with the frequency given by the exciting






where P is the dissipated power and f = ω/2π is the excitation frequency [105].
6.3.4. Modeling the AC magnetic susceptibility
The existence of a functional relationship between the real and the imaginary
part of the AC magnetic susceptibility of superconductors is well known, and
explained by a number of theories [106] three of which we will present here.
Resistive model
In the “resistive model” considered by Geshkenbein et al. [107], one assumes the
sample to be homogeneously resistive with resistivity ρ. The magnetic response
of the sample is then caused by eddy currents. Accordingly the in-phase response
χ′ increases monotonically with ω, but the out-of-phase response is largest when
the skin-penetration depth according to the skin eﬀect is on the order of the
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sample dimensions. For an inﬁnite slab of thickness d, resistivity ρ, and the
probing AC magnetic ﬁeld in parallel to the surface of the slab, the resulting
AC magnetic susceptibility is given by [107]
χ′ =
sinh u+ sin u
u (cosh u+ cosu)
, (6.15a)
χ′′ =
sinh u− sin u









where ω = 2πf is the angular frequency of the ac magnetic ﬁeld. Both χ′ and
χ′′ are uniquely determined by the dimensionless parameter u, and as such ful-
ﬁll a universal relationship χ′′(χ′) for all Ohmic slabs of this geometry. This
relationship is represented by the green line in Fig. 6.3.
Critical-state model
The resistive model works well for high temperature type II superconductors
which stay resistive for a large portion of their phase diagram, but it does not
describe the hysteresis eﬀects in superconductors that show zero DC resistance
but still have a certain hysteresis due to vortex pinning. A successful model to
quantitatively explain the magnetic hysteresis in type II superconductors was
introduced by Bean in 1964 [108]. The model assumes that magnetic ﬂux enters
a superconductor from the outside, thereby inducing a shielding surface current
with critical-current density jc. When the external magnetic ﬁeld is reduced or
reversed, corresponding surface currents with magnitude jc but with opposite
orientation develop from the surface. The corresponding magnetic susceptibility
derived from this model, again for an inﬁnite slab parallel to the AC magnetic
excitation ﬁeld, takes the form [109]
χ′ = −1 + H0
jcd























with H⋆ = jcd/2. Using Eqs. (6.16) we can express χ′′ as a function of χ′, thereby




(χ′ + 1) , for χ′ < −1
2
(6.17a)




χ′2, for χ′ > −1
2
(6.17b)
This relationship is depicted in Fig. 6.3 as a red line.
Flux-creep model
Brandt noticed that the resistive model and the Bean model can be interpolated
using a ﬂux-creep model with a non Ohmic power-law dependence of the electric
ﬁeld E on the current density j [110,111], i.e.,
E∼[j/jc (B)]n, (6.18)
where jc (B) is the ﬁeld-dependent critical-current density and n a creep expo-
nent. Eq. (6.18) reproduces Ohms law for n = 1, and Bean’s critical-state model
corresponds to a sudden onset of resistive behaviour for n → ∞ and j = jc(B).
While the complex χ is independent of the amplitude of the probing ﬁeld H0
for the resistive model and independent of the frequency of the probing ﬁeld ω
in the Bean model, one can show with a scaling argument that in the case of
ﬂux creep χ′ and χ′′ only depend on a parameter u ∼ ω
Bn−1
and the geometry of
the sample [110], as a consequence the graph of χ′′(χ′) is universal for a given
geometry and only depends on the exponent n.
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Figure 6.3.: Real part χ′ and imaginary part χ′′ calculated for an inﬁnite slab
in a purely resistive model and according to Bean’s critical state
model [109]
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6.3.5. AC magnetic susceptibility in the peak effect region
Without any peak eﬀect near Tc, the critical-current density jc(T ) would decrease
monotonically with increasing temperature T and vanishes at T = Tc. As a
result, the real part χ′ of the magnetic susceptibility also monotonically increases
with T before reaching zero at Tc (see Fig. 6.4a, left panel). In the Bean model




for χ′m = −0.375 (Fig. 6.4a, right panel). For diﬀerent geometries and creep
exponents, diﬀerent values χ′′m are assumed for slightly diﬀerent values of χ
′
m
(e.g., χ′′m ≈ 0.32 for χ′m ≈ 0.36 as numerically estimated by Brandt for a ﬁnite
rectangular bar with a height-to-width ratio of 1 and a creep exponent of n = 3
[111], or χ′′m ≈ 0.417 for χ′m ≈ 0.417 in the resistive model for a slab geometry.)
If the sample displays a peak eﬀect near Tc, however, the critical-current density
increases sharply before dropping to zero at the transition to the normal state.
This causes a sudden decrease in χ′(T ), i.e., a peak in |χ′′ (T )| (Figs. 6.4b and
6.4c). Depending on the magnitude of this peak (i.e., the pinning strength in the
peak-eﬀect region), this will either lead to a single peak in the imaginary part
χ′′(T ) of the susceptibility if |χ′| ≤ |χ′m| (Fig. 6.4b), or to a double-peak structure
as soon as |χ′| > |χ′m| in the peak eﬀect region (Fig. 6.4c). The height of these
double peaks corresponds to χ′′m (Fig. 6.4c, left panel.)
This remains qualitatively correct even if other models to calculate the AC mag-
netic susceptibility are used, as long as χ′′ is a single-valued function of χ′ with a
single maximum at some intermediate value of χ′m as sketched in the right panel
of Fig. 6.4a.
6.3.6. AC magnetic susceptibility of Nb3Sn
To test our scenario we have performed a systematic study of the AC mag-
netic susceptibility on the Nb3Sn sample in external magnetic ﬁelds ranging from
zero up to µ0H = 9T in steps of 1.5T, with excitation amplitudes µ0H0 =
0.5mT, 1.0mT, 1.5mT, and 17.0mT, frequencies f = 200Hz and f = 1kHz, and
in a temperature range between T = 4K and Tc = 18.2K. These measurements
were done using the ACMS option of a PPMS as described in Section 5.4.1.
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Figure 6.4.: Left panels: Real and imaginary parts of the AC magnetic suscep-
tibility for a superconductor displaying a peak eﬀect. Right panels:
corresponding χ′′ vs. χ′ representations. Arrows indicate an experi-
ment with increasing temperature, for a): a type II superconductor
without peak eﬀect; b): a type II superconductor with a weak peak
eﬀect, producing single peaks in both real and imaginary parts of
the ac magnetic susceptibility; c): a type II superconductor showing
a strong peak eﬀect, leading to a single peak in the real part but a
double-peak structure in the imaginary part.
82
6.3 AC Magnetization measurements
Figure 6.5.: Left panels: AC magnetic susceptibility data of a Nb3Sn single crys-
tal. The magnetic ﬁeld µ0H = 3.0T corresponds to case b) in
Fig. 6.4, and the data taken in µ0H = 4.5T and above to case c)
from Fig. 6.4. Right panels: Corresponding χ′′(χ′) representations,
together with interpolating spline ﬁts to guide the eye.
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Representative magnetic-susceptibility data of this study are shown in Figs. 6.5.
The measured complex AC magnetic susceptibility χmeas-raw-data were corrected
according to Eq. (6.11). The factor D ≈ 0.66 for our crystal was obtained from
corresponding AC magnetic susceptibility measurements taken in zero external
magnetic ﬁeld at T = 4K with µ0H0 = 1.7mT and assuming complete magnetic-
ﬂux expulsion, i.e., χ′ = −1. This value for D is in reasonable agreement with
the geometry of the crystal for which we can estimate D ≈ 0.6−0.8 as calculated
for a rectangular prism [112]. Our results for the real part of the AC magnetic
susceptibility agree well with the results of Adesso et al. [102]. Above µ0H ≈ 3T ,
a peak in χ′(T ) starts to form close to Tc, indicating the increase of the critical-
current density due to the peak eﬀect (Figs. 6.5, left panels). A corresponding
single peak in the imaginary part χ′′(T ) appears along with this peak in χ′(T )
and grows with H up to µ0H = 4.5T, beyond which it is indeed splitting into
two peaks (left panels of Figs. 6.5b - 6.5d.) In the right panels of Fig. 6.5 we have
plotted the corresponding χ′′ vs. χ′ representations. While the results show a
negligible dependence on the frequency, there is a considerable dependence on the
amplitude as is evident in the data taken in µ0H = 9T and shown in Fig. 6.6.
The overall behavior of χ′′(χ′) outside the peak-eﬀect region can be quite well
explained by a universal χ′′(χ′) relationship, particularly for µ0H = 3T. In the
narrow peak-eﬀect region for µ0H = 4.5T and above, however, this relationship
does not hold exactly, and χ′′(χ′) becomes multi-valued. We can attribute this
behavior to the fact that the two regimes inside and outside the peak-eﬀect region
belong to two diﬀerent categories, i.e. diﬀerent creep exponents n. In Fig. 6.7
we show the quantity jcd as deduced from the χ′(T ) data within the Bean model
and using Eqs. (6.16a) and (6.16c).
Published detailed calculations of and values by Brandt [111] for various sample
geometries and creep exponents n had been normalized to −1 in the limit T → 0
using a constant factor instead of applying Eq. (6.11) [111, 113]. To directly
compare our measurements with these calculations, we have therefore normalized
our χ′ and χ′′ data in the same way, i.e., by multiplying χmeas with (1−D). The
resulting data for χ′′(χ′) outside the peak eﬀect region reasonably well follows
an interpolation by Brandt [111] for a ﬁnite bar geometry with a creep exponent
n = 5 (see Fig. 6.8). Therefore, the Nb3Sn crystal must be in a ﬂux-creep
regime below the peak eﬀect region, which is also suggested by the investigations
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Figure 6.6.: Amplitude dependence of the AC magnetic susceptibility of the
Nb3Sn sample in µ0H = 9T. With growing amplitude of the excita-
tion ﬁeld H0, the peak eﬀect becomes more and more pronounced.
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Figure 6.7.: jcd as calculated according to Eqs. (6.16a) and (6.16c) from the χ′(T )
data displayed in Fig. 6.5 for various external magnetic ﬁelds. The
peak eﬀect increases jc by an order of magnitude.
of Reibelt et al. on the same sample [88], where the appearance of a ﬁnite
resistance in an external AC magnetic-excitation ﬁeld was observed. Once the
excitation was removed the resistance dropped again to zero, a behavior which
is characteristic for the ﬂux-creep regime [114, 115]. In the peak-eﬀect region,
by contrast, the χ′′(χ′) data are closer to the prediction of the Bean model (see
again Figs. 6.8), and are reasonably well approximated by a large creep exponent
n = 51 for a ﬁnite bar geometry.
We note here that similar multiple peaks in the pendulum data of several type II
superconductors [116, 117] have been explained by D’Anna et al. within the
critical-state model of Bean for a non-monotonous jc(T ) [116], and our measure-
ments of χ′′(T ) partially support this scenario also for Nb3Sn. In Section 6.4.2
we will show that this peculiar double-peak structure in χ′′(T ) can also manifest
itself in thermal data by the presence of an associated dissipated power according
to Eq. (6.14).
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Figure 6.8.: Theoretical expectations for χ′′(χ′) from interpolations according to
Brandt [111] for a ﬁnite-bar geometry with creep exponents ranging
from n = 3 to n = 51. Only the data for µ0H0 = 1.5mT are shown
here for clarity, together with an interpolating spline ﬁt with arrows
to visualize the sequence of the data points.
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6.4. Heat capacity measurements
In order to detect a possible vortex lattice melting transition, as claimed by Lortz
et al. to occur in the same Nb3Sn sample [26], we performed a systematic study of
the heat capacity in magnetic ﬁelds µ0H = 0T to 9T. Because the vortex lattice
melting transition is of ﬁrst order, the heat capacity should ideally diverge at the
melting temperature Tm(H). Due to the non-ideality of the system, a somewhat
broadened peak of ﬁnite height is expected to appear, the area of which in a
c/T vs. T representation corresponds to the expected melting entropy ∆s (see
Fig. 3.4).
6.4.1. Heat capacity measurements without vortex shaking
Since it was reported that the melting transition was not detectable in heat ca-
pacity measurements without vortex “shaking” [26], we performed similar heat
capacity measurements for magnetic ﬁelds µ0H = 0T, 3T, 6T, 9T, the results
of which are depicted in Fig. 6.9. We can conﬁrm that no sign of a ﬁrst order
transition can be detected within the instrumental limits, neither at the tem-
peratures reported for the melting transition [26] nor at the onset of the peak
eﬀect region as determined by our AC magnetic susceptibility measurements (see
Section 6.3). The sample shows a very narrow transition to the superconducting
state ∆T (0T) < 0.02K and ∆T (9T) < 0.5K, indicating a high crystal qual-
ity. In the absence of magnetic ﬁelds, the speciﬁc heat discontinuity between
the speciﬁc heat of the superconducting state cs and that of the normal state cn,
(cs − cn)/cn ≈ 1.33, which is comparable to the literature value of 1.5 [118] and
close to the prediction 1.43 of Eq. (2.18). To evaluate cn a phononic T 3 term was
subtracted. The resulting upper critical ﬁeld Hc2(T ) is linear in T , as indicated
by the blue line in the phase diagram depicted in Fig. 6.10. The location of the
single and double peaks in the χ′′ data from the previous section is included in the
same phase diagram, as well as complementary data from Reibelt et al. showing
the peak in DC magnetic hysteresis curves and the center of the peak eﬀect in
the resistivity data Tp (see Fig. 6.2).
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Figure 6.9.: Heat capacity of the Nb3Sn crystal, measured without vortex lattice
“shaking”. The speciﬁc heat discontinuity associated with the tran-
sition to the superconducting state as given by Eq. (2.18) is clearly
visible, and shifts with increasing magnetic ﬁeld linearly to lower
temperatures, as expected.
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Figure 6.10.: Phase diagram of Nb3Sn including the “artiﬁcial peak in cp” as dis-
cussed in Section 6.4.2, the peaks in χ′′, the center of the hysteresis
loop in DC magnetic susceptibility measurements, the transition
to the superconducting state at the upper critical ﬁeld Hc2, and
the center temperature of the peak eﬀect Tp in resistance measure-
ments [88] (see Fig. 6.2).
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6.4.2. Heat capacity measurements with vortex lattice “shaking”
We performed an AC calorimetry experiment in magnetic ﬁelds µ0H = 0T to 9T
with an additional “shaking” ﬁeld Hac perpendicular to the main ﬁeld, which has
been predicted bring the vortex system faster to equilibrium (see Section 3.2).
For low “shaking” ﬁeld amplitudes (µ0H0 . 1mT) the measured heat capacity
is identical to that without “shaking”, but once Hac exceeds a ﬁeld dependent
threshold value µ0H0 ≈ 4mT, a peak appears in the calculated heat capacity
data calculated according to Eq. (5.7) together with a strong increase of the
heat capacity at the transition to the superconducting state. An example of this
behaviour is shown in Fig. 6.11. The location of these peak-like structures in the
magnetic phase diagram is indicated in Fig. 6.10, and turns out to lie close to the
two χ′′ peaks in the double peak region of the AC magnetic susceptibility. At a
ﬁrst glance this might be taken as a support for successful detection of a melting
entropy analogous to that measured in Ref. [26], but from the analysis data of
Chapter 4 using a width at the base of the peak of 60mK we would expect a peak
height of ≈ 2 µJ ·K−1 about ≈ 30mK away from the transition. to the normal
state. Not only is the measured peak an order of magnitude higher than expected,
but it also depends linearly on the “shaking” ﬁeld frequency and it increases
strongly when the amplitude of the “shaking” ﬁeld is increased without any sign
of saturation. Furthermore, a close inspection of the heat capacity data reveals
that the data points are further apart in temperature below the peak than on the
peak itself. To understand the origin of these sharp peaks in the heat capacity, we
refer to Section 5.2 in which we showed that the strongly temperature dependent
self-heating power, dPs/dT , aﬀects AC calorimetry data according to Eqs. (6.14)
and (5.7). We have therefore measured the corresponding heating power in the
calorimeter described in Chapter 5 using an excitation ﬁeld µ0H0 ≈ 6.5mT in
µ0H = 6T for various frequencies f . The results of these measurements are
shown in Fig. 6.12 and compared with simulated data according to Eq. (6.14).
As the magnetic susceptibility could not be measured in such a large excitation
ﬁeld, we have extrapolated the expected heating power from the measured χmeas-
raw-data with µ0H0 ≈ 1.7mT and f = 200Hz using Eq. (6.14), and we reach a
reasonable agreement with the measured heating powers.
The strong variation dPs/dT becomes indeed of the same order of magnitude as
the heat link k, and leads to an eﬀective keff as described in Eq. (5.16). If the
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Figure 6.11.: Artiﬁcial peak like structure in the heat capacity data calculated
according to Eq. (5.7), for measurements on Nb3Sn sample using
vortex lattice shaking. The height of the peak depends linearly on
the “shaking” frequency.



















  50 Hz
  20 Hz
simulated
data
Figure 6.12.: Measured dissipative self-heating power in a Nb3Sn crystal exposed
to a superimposed AC magnetic ﬁeld with µ0H ≈ 6.5mT in µ0H =
6T (solid lines). Corresponding simulated data (dashed lines) were
obtained by extrapolation from AC magnetic susceptibility data
taken with µ0H0 ≈ 1.7mT using a B-spline ﬁt through the sampling
points indicated by crosses in the simulated data for f = 300Hz,
and using Eq. (6.14).
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heat capacity is then calculated using Eq. (5.7) the unadjusted k will produce
artifacts. We expect peaks in regions with large negative dPs/dT and dips in
regions with large positive dPs/dT . A positive dPs/dT can on the other hand
also lead to a runway of the temperature, thereby skipping the temperature region
where a dip in the heat capacity would otherwise be measured. Therefore, such
dips may escape detection, because the corresponding data points are skipped.
This interpretation is also in line with our observation that the data-point density
below these artiﬁcial peaks is much lower than usual.
If we want to take the self heating into account it is possible to calculate the
heat capacity from the amplitude and the phase data of the temperature signal
alone using Eq. (5.8), for which we do not need to know keff as this information
is already contained in the phase.
To circumvent the problem that the phase is subject to large errors, we model the
unknown ﬁnite internal equilibrium time τ to be linear in T (see Section 6.3), and
adjust this linear function to a measurement without vortex shaking in such a
way that the true physical heat link k(T ) calculated using Eq. (5.9) becomes ﬁeld
independent, because the thermal conductivity of copper should show a negligible
ﬁeld dependence below the maximum ﬁeld µ0H = 9T (see Fig. 6.13).
After applying the correction to the measurement data with “shaking” employed,
the heat capacity artifacts almost completely disappear (see Fig. 6.14), verifying
our assumption that they are due to the “shaking” induced self heating of the
sample.
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Figure 6.13.: The heat link k calculated using Eq. (5.9) before and after a correc-
tion of the phase and the amplitude of the temperature signal for a
ﬁnite internal equilibrium time τ(T ).
Figure 6.14.: Heat capacity of Nb3Sn, as calculated from the same data as in
Fig. 6.11 and using Eq. (5.8) after a phase correction as described
in the text. The ﬁrst order like peak at 13.9K has almost completely
disappeared.
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a b s t r a c t
We performed a systematic study of the ac magnetic-susceptibility on a Nb3Sn single crystal which dis-
plays a strong peak effect near the upper critical field Hc2. In external magnetic fields above l0H  3 T, the
peak effect manifests itself in a single, distinct peak in the real part v0(T) of the ac susceptibility as a func-
tion of temperature T, the size of which continuously increases with increasing magnetic field H. In the
imaginary part v00ðTÞ of the ac susceptibility, on the other hand, a single peak initially grows with increas-
ing H up to a well-defined value, and then splits into two sharp peaks which separate when H is further
increased. We explain this surprising behavior by a flux-creep model and taking into account the
enhancement of the critical-current density in the peak-effect region near Tc in which Bean’s critical-state
model seems to apply. Outside this region, the crystal is clearly in a flux-creep regime with finite creep
exponent n.
 2013 Elsevier B.V. All rights reserved.
1. Introduction
The peak effect in superconductors was first discovered in 1961,
when both Berlincourt et al. and LeBlanc and Little found a strong
increase of the critical-current density near the upper critical field
Hc2 [1,2]. Pippard explained this behavior by a ‘‘softening’’ of the
vortex lattice at elevated temperatures [3]. With increasing tem-
perature T, the shear modulus vanishes as (Tc  T)
2 near the critical
temperature Tc(H), while the pinning interactions vary linearlywith
(T  Tc), thereby leading to an enhanced vortex pinning in a certain
narrow range of temperatures near Tc. In 2006 Adesso et al. [4]mea-
sured for the first time a corresponding peak effect in the supercon-
ductor Nb3Sn. This work was performed on the same single crystal
that is under study here, and it has attracted much interest because
of the importance to achieve high critical-current densities in Nb3-
Sn for technical applications. Further studies on the nature of the
peak effect in this crystal were communicated by Lortz et al. [5]
who studied the dc magnetization and the specific heat in the peak
effect region, and by Reibelt et al. [6] who showed that an additional
small ac magnetic ‘‘shaking’’ field can reveal the peak effect in resis-
tivity measurements as well.
2. Modelling the ac susceptibility
In ac magnetic-susceptibility measurements a sample is subject
to a small oscillating magnetic excitation field with amplitude Hac
and frequency f, and the magnetic response of the sample is
determined from the induced e.m.f. in a secondary pick-up coil.
Both the in-phase response (real part) and the out-of-phase
response (imaginary part) of the recorded signal are of interest.
Type I superconductors are in the Meissner state and therefore
expel the applied magnetic field completely. The ac magnetic-
susceptibility v ¼ v0 þ iv00 then has no imaginary part (i.e. no dissi-
pative losses), and the real part is v0 = 1. Type II superconductors
in the mixed state, on the other hand, do not expel the magnetic
field completely, and they can show considerable magnetic hyster-
esis due to vortex pinning. Therefore, |v0| < 1 and v00 > 0 as soon as
H > Hc1, with Hc1 the lower critical field. The hysteretic losses are





where P is the dissipated power and V the sample volume [7].
2.1. Resistive model
For a sample showing Ohmic behavior, the ac magnetic losses
stem from the resistive losses of the induced electrical eddy cur-
rents. They reach a maximum when the skin penetration depth is
of the order of the magnitude of the sample size. For an infinite
slab of thickness d, resistivity q, and the probing ac magnetic field
Hac(t) in parallel to the surface of the slab, the resulting ac mag-
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where x = 2pf is the angular frequency of the ac magnetic field.
Both v0 and v00 are uniquely determined by the dimensionless
parameter u, are independent of the amplitude Hac, and as such ful-
fill a universal relationship v00ðv0Þ for all Ohmic slabs of this
geometry.
2.2. Critical-state model
A successful model to quantitatively explain the magnetic hys-
teresis in type II superconductors was introduced by Bean in 1964
[9]. The model assumes that magnetic flux enters a superconductor
from the outside, thereby inducing a shielding surface current with
critical-current density jc. When the external magnetic field is re-
duced or reversed, corresponding surface currents with magnitude
jc but with opposite orientation develop from the surface. The cor-
responding magnetic susceptibility derived from this model, again

























; Hac > H
 ð3dÞ
with H⁄ = jcd/2. Using Eqs. (3a)–(3d) we can express v
00 as a func-




















Brandt [12] noticed that the resistive model and the Bean model
discussed above can be interpolated using a flux-creep model with
a non Ohmic power-law dependence of the electric field E on the







Fig. 1. Left panels: Real and imaginary parts of the ac magnetic-susceptibility for a superconductor displaying a peak effect. Right panels: corresponding v00 vs. v0
representations. Arrows indicate an experiment with increasing temperature, for (a) a type II superconductor without peak effect; (b) a type II superconductor with a weak
peak effect, producing single peaks in both real and imaginary parts of the ac susceptibility; (c) a type II superconductor showing a strong peak effect, leading to a single peak
in the real part but a double-peak structure in the imaginary part.
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where jc(B) is the field-dependent critical-current density and n the
creep exponent. Eq. (5) reproduces Ohms law for n = 1, and Bean’s
critical-state model corresponds to a sudden onset of resistive
behavior for n?1. It turns out that for a given finite exponent n,
v00ðv0Þ again obeys a universal relationship, independent of excita-
tion frequency f and amplitude Hac , since both quantities are
contained in a dimensionless parameter that determines both v0
and v00 [11]. However, these susceptibilities can, in general, not be
expressed in an analytical form for arbitrary n and sample geome-
tries, and we will therefore rely in the following on the calculations
for bar-shaped samples from Ref. [11].
3. Ac susceptibility in the peak-effect region of Nb3Sn
Without any peak effect near Tc, the critical-current density jc(T)
decreases monotonically with increasing temperature T and
vanishes at T = Tc. As a result, the real part v
0 of the magnetic sus-
ceptibility also monotonically increases with T before reaching
zero at Tc (see Fig. 1a, left panel). In the Bean model with a slab




for v0m ¼ 0:375 (Fig. 1a, right panel). For different geometries
and finite creep exponents, different values v00m are assumed for
slightly different values of v00m (e.g., v
00
m  0:417 for v
0
m  0:417
in the resistive model for a slab geometry, or v00m  0:32 for
v0m  0:36 as numerically estimated by Brandt for a finite rectan-
gular bar with a height-to-width ratio of 1 and a creep exponent of
n = 3 [12]).
If the sample displays a peak effect near Tc, however, the criti-
cal-current density increases sharply before dropping to zero at
the transition to the normal state [1–3]. This causes a sudden de-
crease in v0ðTÞ, i.e., a peak in jv0ðTÞj (Fig. 1b and c). Depending on
the magnitude of this peak which is determined by the pinning





Fig. 2. Left panels: Ac magnetic-susceptibility data of a Nb3Sn single crystal. The magnetic field l0H = 3.0 T corresponds to case (b) in Fig. 1, and the data taken in l0H = 4.5 T
and above to case (c) from Fig. 1. Right panels: Corresponding v00ðv0Þ representations, together with interpolating spline fits to guide the eye.
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probing ac magnetic field, this will either lead to a single peak in
the imaginary part v00ðTÞ of the susceptibility if jv0j 6 v0m
 
(Fig. 1b), or to a double-peak structure as soon as jv0j > v0m
  in
the peak effect region (Fig. 1c). The height of these double peaks
corresponds to v00m (Fig. 1c, left panel).
This is the main result of our paper. It remains qualitatively
correct even if other models to calculate the ac susceptibility are
used, as long as v00 is a single-valued function of v0 with a single
maximum at some intermediate value of v0m as sketched in the
right panel of Fig. 1a.
To test our scenario we have performed a systematic study of
the ac magnetic susceptibility in external magnetic fields ranging
from zero up to l0H = 9 T in steps of 1.5 T, with excitation ampli-
tudes l0Hac = 0.5 mT, 1.0 mT, 1.5 mT, and 17.0 mT, frequencies
f = 200 Hz and f = 1 kHz, and in a temperature range between
T = 4 K and Tc = 18.2 K. These measurements were done using the
ACMS option of a Physical Properties Measurement System (Quan-
tum Design). The Nb3Sn crystal was of rectangular shape with
dimensions 3  1.3  0.4 mm3.
The measured complex ac-susceptibility vmeas-raw-data must,





with D the real-valued demagnetization factor, where both v and
vmeas are complex numbers with real and imaginary parts v
0 and
v00, respectively [13]. The factor D  0.66 for our crystal was ob-
tained from corresponding ac-susceptibility measurements taken
in zero external magnetic field at T = 4 K with l0Hac = 1.7 mT and
assuming complete magnetic-flux expulsion, i.e., v0 = 1. This value
for D is in reasonable agreement with the geometry of the crystal
for which we can estimate D  0.6–0.8 as calculated for a rectangu-
lar prism [14].
Published detailed calculations of v0 and v00 values by Brandt
[12] for various sample geometries and creep exponents n had
been normalized to v0 = 1 in the limit Hac? 0 but rather using
a constant factor instead of applying Eq. (6) [12,15]. To directly
compare our measurements with these calculations, we had there-
fore to normalize our v0 and v00 data in the same way, i.e., by mul-
tiplying vmeas with (1  D).
Representative susceptibility data of this study are shown in
Fig. 2. Our results for the ac magnetic susceptibility show negligi-
ble dependence on frequency, and the real part agrees well with
the results of Adesso et al. [4]. Above l0H  3 T, a peak in v
0(T)
starts to form close to Tc, indicating the increase of the critical-cur-
rent density due to the peak effect (Fig. 2, left panels). A corre-
sponding single peak in the imaginary part v00ðTÞ appears along
with this peak in v0(T) and grows with H up to l0H  4.5 T, beyond
which it is indeed splitting into two peaks (left panels of Fig. 2b–d.)
In the right panels of Fig. 2 we have plotted the corresponding v00
vs. v0 representations. To compare these data with theoretical pre-





Fig. 3. Theoretical expectations for v00ðv0Þ from interpolations according to Brandt
[12] for a finite-bar geometry with creep exponents ranging from n = 3 to n = 51.
Only the data for l0Hac = 1.5 mT are shown here for clarity, together with an
interpolating spline fit with arrows to visualize the sequence of the data points.
Fig. 4. Measured dissipative self-heating power in a Nb3Sn crystal exposed to a
superimposed ac magnetic field with l0Hac  6.5 mT (solid lines) in l0H = 6 T.
Corresponding simulated data (dashed lines) were obtained by extrapolation from
ac-susceptibility data taken with l0Hac  1.7 mT using a B-spline fit through the
sampling points indicated by crosses in the simulated data for f = 300 Hz, and using
Eq. (1).
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have plotted v00 vs. v0 for l0Hac  1.5 mT in a separate graph for
clarity (Fig. 3a–d).
The overall behavior of v00ðv0Þ in the peak-effect region can be
quite well explained by a universal v00ðv0Þ relationship, particularly
for l0H  3 T. In the narrow peak-effect region for l0H  4.5 T and
above, however, this relationship does not hold exactly, and v00ðv0Þ
becomes multi-valued (see right panels of Figs. 2 and 3). We can
attribute this behavior to the fact that the two regimes inside
and outside the peak-effect region belong to two different catego-
ries, i.e. different creep exponents n. The Nb3Sn crystal must be in a
flux-creep regime below the peak effect region, which is suggested
by the investigations of Reibelt et al. on the same sample [6], in
which the appearance of a finite measurable resistance for l0-
Hac > 0.3 mT and f > 1 kHz was observed. Once the excitation was
removed, the resistance dropped again to zero, a behavior which
is characteristic for the flux-creep regime [16,17]. This interpreta-
tion is supported by the fact that v00ðv0Þ outside the peak effect re-
gion reasonably well follows an interpolation by Brandt [12] for a
finite-bar geometry with a creep exponent ranging from n  5 in
l0H = 3 T to n  11 in l0H = 7.5 T (see Fig. 3, dash-dotted and
dashed lines). In the peak-effect region, by contrast, the v00ðv0Þ data
are very close to the prediction of the Bean model with a large
exponent n  51 (see again Fig. 3, solid line [12]).
We note here that similar multiple peaks in the pendulum data
of several type II superconductors [18,19] have been explained by
D’Anna et al. within the critical-state model of Bean for a non-
monotonous jcðTÞ [18], and our measurements of v
00ðTÞ partially
support this scenario also for Nb3Sn.
Finally we briefly show that the peculiar double-peak structure
in v00ðTÞ can also manifest itself in thermal data by the presence of
an associated dissipated power according to Eq. (1). We have mea-
sured the corresponding heating power in a homebuilt calorimeter
using an excitation field l0Hac > 6.5 mT in l0H > 6 T for various fre-
quencies f. The results of these measurements are shown in Fig. 4.
As the magnetic susceptibility could not be measured in such a
large excitation field, we have extrapolated the expected heating
power from the measured vmeas-raw-data with l0Hac  1.7 mT
and f = 200 Hz using Eq. (1), and we reach a reasonable agreement
with the measured heating powers. It must be noted here that the
strong variation of the magnetic-heating power with temperature
in the peak-effect region ought to be considered in thermal exper-
iments using a simultaneous ‘‘vortex-shaking’’ field in order to pre-
vent artifacts in the resulting heat-capacity data.
4. Conclusion
We have shown that the ac magnetic-susceptibility data of a
Nb3Sn sample displaying a peak effect near Tc can be well
explained using a flux-creep model with a varying creep exponent
n. While an n ranging from 5 to 11 fits our data outside the peak-
effect region reasonably well, a large exponent n  51 which is
close to Bean’s critical-state model (i.e., n?1) applies within
the narrow peak-effect region near Tc. Since the value of the creep
exponent does not alter the qualitative behavior of the v00ðv0Þ rela-
tionship (with a single maximum at some intermediate value of v0m
between 1 and 0), a single peak in the critical-current density al-
ways produces a single peak in the real part v0(T) of the ac mag-
netic-susceptibility, which is accompanied by either a single peak
in the imaginary part v00ðTÞ (for jv0j 6 v0m
 ) or a double peak (for
jv0j > v0m
  in the peak effect region), respectively. Depending on
the magnitude of the critical-current density in the peak-effect re-
gion, the sample geometry and the probing ac magnetic field, sin-
gle or double peaks in v00ðTÞ may occur that are nevertheless
manifestations of the same underlying physical phenomenon.
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In Chapter 4 we have discussed the expected melting entropy of the vortex lattice
in common low temperature superconductors. We saw that in certain cases the
melting entropy might not be within the resolution limits of todays measurement
equipment. Therefore we have decided to explore a radically diﬀerent experimen-
tal design that has the potential to surpass the accuracy of current methods by
orders of magnitude.
Calorimetry is an old ﬁeld in experimental physics, and numerous experimental
techniques have been developed for the accurate measurement of heat capacities
[94,119,120] which we discuss in Chapter 5. The frequently used AC calorimetry
technique invented by Corbino [91, 92] and modiﬁed by Sullivan and Seidel [93],
for example, measures a heat capacity by monitoring the temperature amplitude
of a sample that is subject to an oscillating heating power, or, although less
common, by measuring an oscillating heat current produced by a Peltier element
[121, 122]. Such AC techniques have numerous advantages over other methods,
e.g., heat-pulse, diﬀerential-thermal-analysis [123] or relaxation techniques [94,
119, 120]. A certain robustness to noise and the possibility to use very small
temperature amplitudes stems from the fact that the signal of interest can be
separated from the instrumental noise by using a frequency selective ﬁlter, such as
a lock-in ampliﬁer. To increase the total accuracy even further, the duration of a
measurement tm can be increased at will, and the resulting statistical uncertainty
decreases as t−1/2m (see Section 7.5).
If a calorimeter could be built where the heat capacity is related to the frequency
instead of the amplitude of an oscillation one would retain most of the advantages
of the conventional AC techniques, but the statistical uncertainty would decrease
much more rapidly [124], i.e., as t−3/2m . Therefore, the accuracy of such a method
would be mainly limited by the stability of the oscillator components, rather than
by statistical constraints.
In the following we describe the realization of an oscillating thermo-electrical
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Figure 7.1.: An electrical inductor Le is connected to a Peltier element that sep-
arates a heat capacity Ct from a thermal bath T . Changes in the
electrical current Ie induce a temperature diﬀerence ∆T = LeI˙e/α
(where α denotes the Seebeck coeﬃcient) across the Peltier element
that counteracts the variation in the ﬂow of heat I˙t.
circuit using Peltier elements which makes an electrical inductor to eﬀectively act
as a “thermal inductor“. The heat capacity can be calculated from the measured
resonance frequency of the circuit, and its statistical uncertainty drops according
to t−3/2m as expected.
7.1. Operating principle of a thermo-electrical oscillator
It is known that the ﬂow of heat Qt (with a corresponding heat current It = Q˙t)
between entities with a certain heat capacity Ct through links with a ﬁnite ther-
mal conductivity can be mapped onto the ﬂow of charge Qe (with the electrical
current Ie = Q˙e) in electrical circuits that is composed of capacitors Ce and re-
sistors, respectively, where the temperature T in the thermal case corresponds to
the electrostatic potential V in the equivalent electrical circuit. The diﬀerential
equations describing the time evolution of Qt (t) or Qe (t), respectively, are of
ﬁrst order in time t. However, a simple thermal analogue of an electrical induc-
tor involving a higher derivative Q¨t = I˙t does not exist, although the inclusion
of terms including I˙t is justiﬁed in certain rare cases [125–128]. Therefore it
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is impossible to realize autonomously oscillating thermal circuits by using only
standard thermal elements.
In our experiment we connect an electrical inductor Le to a Peltier element as
shown in Fig. 7.1. If the heat current It through the Peltier element to the
thermal bath varies with time, an associated electrical current Ie in the circuit
changes according to ΠI˙e = I˙t , where Π is the Peltier coeﬃcient of the Peltier
element. It induces a voltage drop LeI˙e across the inductor that opposes the
changes in the heat current It through the Peltier element via the Seebeck eﬀect,
i.e., a resulting additional temperature diﬀerence ∆T = LeI˙e/α (where α denotes
the Seebeck coeﬃcient) across the Peltier element is imposed that counteracts









However, as a consequence of the signiﬁcant losses produced by the non-zero
thermal conductivity and electrical resistance of the Peltier element, the idealized
element shown in Fig. 7.1 allows in general only for an over-damped variation of
the heat current. This obstacle can be avoided by including an ampliﬁer with a
suitable gain in the electrical circuit, and autonomous oscillations can eventually
be achieved in this way. In the ideal case of a stationary oscillation with constant
amplitude where all losses are exactly compensated by the amplifying element,
the electrical circuit behaves like a simple LC circuit with thermal inductance




















and with resonance frequency ω2 = 1/LtCt = 1/LeCe. Therefore, the heat





notably without any need to quantify the thermal and electrical losses in the
Peltier element. To the best of our knowledge, the correspondences between an
Le and a thermal analogue Lt, or Ct and a Ce as expressed in Eqs. (7.1) and (7.2),
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respectively, are novel and have also never been exploited in any calorimetric
technique.
7.2. Simulation using the LT-Spice software
LT-SPICE by the company Linear Technology is a software from the SPICE
(Simulation Program with Integrated Circuit Emphasis) family. It allows for the
simulation of electrical circuits using solvers for non-linear diﬀerential equations,
adding typical eﬀects like electrical noise. A plethora of models for commercially
available electrical components is available on-line so most conceivable circuits
can be tested digitally before production. We have chosen to simulate the inter-
play of electrical circuits and ”thermal circuits“ using electrical substitute circuits
for the latter in order to simulate possible thermal oscillators before building
them.
For the simulation of thermo-electrical circuits a model is split into a thermal
and an electrical part, set up with the respective electrical and thermal simu-
lation components, and then the thermal components are simulated along with
the electrical ones. To connect the electrical and the thermal part of the circuit
without unnecessary interference one can construct gateways between the two
circuits using virtual current and voltage sources. The most important virtual
components of the LT-SPICE software for this type of simulation are the ”volt-
age dependent current source“, the ”arbitrary current source“, and the ”voltage
dependent voltage source“.
For the simulation, the thermal system is set up as an electrical equivalent system.
Heat capacities are replaced by electrical capacities that are grounded on one
side; heat links are replaced by resistors, and thermal bathes are replaced by
voltage sources. The main electro thermal eﬀects that need to be accounted for
in an electro thermal simulation are resistive heating, the Peltier eﬀect and the
Seebeck eﬀect. Resistive heating can be simulated using an arbitrary current






7.3 Experimental setup for a thermal LC oscillator
This current source is inserted between the ground and the non grounded side of
a heat capacity. Seebeck voltages are set up as voltage controlled voltage sources.
Using the Seebeck coeﬃcient as a proportionality factor between the ”thermal
voltage“ representing the temperature and the electrical voltage,
Ue = SUT . (7.5)
Finally a Peltier eﬀect is simulated by an arbitrary current source where a thermal
current is proportional to an electrical current,
IT = ΠIe. (7.6)
In Fig. 7.2 the full simulation of a system of two Peltier elements with a heat
capacity in the center is shown. One Peltier element is used to exploit the Peltier
eﬀect, where the source impedance of the rest of the system is much lower than
that of the Peltier element, and a second Peltier element is used for a temperature
measurement using a high impedance operational ampliﬁer. Therefore the Peltier
eﬀect and the resistive heating is simulated only on the input side, and the Seebeck
eﬀect is simulated on the output side.
7.3. Experimental setup for a thermal LC oscillator
The actual circuit shown in Fig. 7.3 contains two Peltier elements (MPC-D701,
Micropelt Inc.) based on Bi2Te3, with lateral dimensions of ≈ 3.5mm and a
thickness of ≈ 1mm. While the left element acts, together with the sample to be
measured, as the equivalent electrical capacitance as described above, the right
element is used to compensate for thermal and electrical losses and to maintain a
constant amplitude of the temperature oscillation. For this purpose, the voltage
across the right element is ampliﬁed and then fed onto the electrical contacts of
the left element. To achieve a stable oscillation of the desired amplitude, the
gain of the ampliﬁer can be controlled using a voltage-controlled gain ampliﬁer
(AD630, Analog Devices). An additional clamp with Schottky diodes (BAT43)
and two potentiometers forms a nonlinear resistor that reduces the gain at large
oscillation amplitudes and therefore forces the circuit to self-stabilize.
For a design heat capacity Ct ≈ 20mJ/K to be measured near room temperature
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Figure 7.2.: A SPICE simulation of a sample sandwiched between two Peltier
elements. On the left side the Peltier element that drives the thermal
currents is simulated by a VCVS (voltage controlled voltage source)
E1 to simulate the Seebeck eﬀect, a resistor R1 to represent the
internal electrical resistance, and two arbitrary current sources B1
and B2 to simulate the resistive heating and the Peltier eﬀect. In
the middle, the capacity C1 and the resistor R2 represent the heat
capacity of the sample and a thermal link, respectively. On the
right side a sensing Peltier element is simulated by a VCVS E2 only,
because the electrical currents extracted from it are negligible. The
electrical input and output ports are marked as IN and OUT.
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Figure 7.3.: Circuit diagram showing the Peltier element system, the Gyrator to
mimic a large electrical inductance, and the ampliﬁer to compensate
for thermal and electrical losses (see text). The voltage VG controls
the gain of the ampliﬁer. The two Peltier elements have the same
polarity, and the sample is attached to their “top side“. The measured
signal is tapped at Vout. For the simulation, the parts marked with
PPMS are replaced by the circuit in Fig. 7.2.
(which corresponds to 2.87 · 10−4mol of a Dulong-Petit solid), and using α ≈
29mV/K and Π ≈ αT ≈ 8.4W/A for the used Peltier elements, the equivalent
electrical capacitance becomes Ce ≈ 82mF. Depending on the heat capacities
and the thermal conductivities involved in the thermal part of the system, the
frequency of the temperature oscillation must be small enough to allow for a quasi-
stationary thermal equilibrium. If we choose f = ω/2π ≈ 0.18Hz we need an
inductance Le ≈ 10H which would require impractically large passive elements.
Therefore we replaced the inductance by a gyrator, the circuit diagram of which
is also shown in Fig. 7.3. The eﬀective induction of the gyrator is given by [129]
Le = (RP+RG1)RG2Cgyr, where the internal resistance RP ≈ 6.5Ω of the Peltier
element has to be included here. With RG1 = 1Ω , RG2 = 200 kΩ and Cgyr =
6.8µF we indeed obtain Le ≈ 10H. The gyrator circuit was simulated in LT-
SPICE as described in Section 7.2 before being built to ensure that autonomous
oscillations are possible, and to study the eﬀects of the non-linear diode stage
for the amplitude stabilization. Results of the simulation and a display of actual
measurement data of the oscillator is shown in Fig. 7.4.
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

(a) LT-Spice schematic of the gyrator circuit including adjustments for parasitic capacitance
and inductance





































(b) Simulation results: The round trip gain is overunity and causes the oscillations to grow
out of random fluctuations until appreciable diode current starts to flow in the diode clamp,
reducing the gain to 1 and thus stabilizing the amplitude.
















(c) Measured oscillations of the LC-circuit. The solid line is a least-squares fit to a sinusoidal
variation of ∆T in time around an offset value that is caused by heat dissipated in the Peltier
elements.













































Figure 7.5.: a) Measured frequency of the oscillator b) magnetic moment of
the sample measured in a magnetic properties measurement system
(Quantum Design) illustrating the Curie point of the sample and c)
heat capacity of a Gd sample, as functions of temperature. Crosses
represent the data that we obtained by the present thermal LC-
method, while circles denote the values from a measurements on the
same sample using a commercial heat capacity system (see text).
7.4. Test measurements
A test sample (45.2mg or 2.87 · 10−4mol of gadolinium with 99.99% purity
that had been previously annealed at T = 1123K in vacuum to reduce lattice
strains [130]) was sandwiched between the two Peltier elements and placed into
a commercial PPMS system (Physical Property Measurement System, Quantum
Design) for control of the base temperature. The gain of the ampliﬁer was chosen
in a way to achieve temperature oscillations with an amplitude of the order of
0.2K. For each data point, the oscillating voltage was read out during 1200 s
with a 10Hz-triggered Keithley 2001 Multimeter in equal time intervals of 0.1 s
(see Fig. 7.4c), and the resulting data were then least-squares ﬁtted to obtain the
oscillation frequency (see Fig. 7.5a). To compensate for the heat capacity of the
empty system (≈ 15% of the total heat capacity), corresponding measurements
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have been done without the sample installed. The resulting values of the heat
capacity are shown in Fig. 7.5c, together with heat-capacity data obtained on the
same sample using the commercial heat-capacity option of the PPMS system and
with temperature steps of ≈ 0.5K. While the heat-capacity data using our ther-
mal LC- method are neither smoothed nor further averaged, the PPMS data were
averaged over 6 individual measurements. The data-acquisition time for each of
the LC- method data points was 1200 s, while collecting an averaged PPMS data
point took about one hour of time, and the temperature amplitudes for both
techniques were comparable, 0.3K to 0.5K). The transition of the Gd sample to
the ferromagnetic state takes place at the Curie temperature TC ≈ 290K, which
is visible in the DC magnetization measurement data which was measured on a
MPMS SQUID magnetometer (Magnetic Property Measurement System, Quan-
tum Design), and the absolute values for the heat capacity agree well with the
PPMS data (see Fig. 7.5b and c).
7.5. Accuracy considerations
The statistics behind the problem of estimating the amplitude A, the frequency
ω and the phase ϕ of an oscillation A sin(ωt + ϕ) out of a set of N samples of
ﬁnite length T has been analyzed in detail in Ref. [124]. Assuming a white noise
with variance σ2, the resulting relative standard deviation σA/A in the amplitude








In a conventional AC technique to measure heat capacities, the relative standard
deviation in the heat capacity Ct from the mean value is proportional to the
respective standard deviation in the measured amplitude A of a temperature
oscillation [91], and therefore the statistical uncertainty in Ct decreases with
t−1/2m where tm = NT is the total time to take such a measurement (in all other
conventional methods, the statistical uncertainty also decreases as N−1/2, where
N is the number of measurements to calculate the average of a data point).







































Figure 7.6.: a) Amplitudes and b) frequencies for a selected data point to-
gether with the respective standard deviations from the Levenberg-
Marquardt ﬁt, as functions of measurement time tm. c) The respec-
tive relative standard deviations on a log-log scale to illustrate the
power-law behavior discussed in the text. Solid lines are ﬁts accord-
ing to N−1/2 for σA/A and to N−3/2 for the σω/ω data, respectively.










i.e., it decreases with N−3/2 (or t−3/2m ) for large N . As the heat capacity in our
technique is proportional to ω−2 (see Eq. 7.3), the relative standard deviation
σCt/Ct ≈ 2 · σω/ω also decreases with N in the same fashion. In Fig. 7.6 we
show the amplitudes and the frequencies for a selected data point, together with
the respective relative standard deviations, as functions of the measurement time
tm which is proportional to the number of oscillation cycles N . The standard
deviations σA and σω have been taken from a standard Levenberg-Marquardt
routine used for least-squares ﬁtting the experimental data. The σA/A data
decrease relatively slowly with N−1/2 , while the σω/ω data (and along with
them σCt/Ct ) drop much faster with N
−3/2 as expected.
109
CHAPTER 7. THERMO-ELECTRICAL OSCILLATORS
Therefore, very high accuracies for Ct can, in principle, be achieved in a compara-
bly very short measuring time. For example, to reduce the statistical uncertainty
in Ct by a factor of 10, conventional methods require a 100 times longer duration
of a measurement, while the thermal LC method needs only a ≈ 5 times longer
data acquisition time. As both σA/A and σω/ω are proportional to the same
quantity σ/A, there is no hidden drawback in the equation 7.8 that would put
this tremendous statistical advantage into perspective. However, in order to tap
the full potential of this technique it is essential that the oscillation frequency
ω is suﬃciently stable during the time of the measurement so that the poten-
tially minuscule statistical uncertainty is not impaired by extrinsic ﬂuctuations,
e.g., by an insuﬃcient stabilization of the temperature of the sample or by an
unwanted variability in the electronic circuit. While a Levenberg-Marquardt ﬁt
always ﬁnds some least-squares minimum, with a σω that decreases for increasing
tm, the actual oscillator frequency can be unstable in such a way that repeated
measurements under identical experimental conditions lead to diﬀerent results for
the ﬁtted parameters. The quantity σω can therefore not be readily interpreted
as the true measurement error of ω.
A standard measure for the stability of an oscillator is provided by the Allan
deviation σy [131], which is described in the next section. Assuming white noise
in the oscillator frequency ω, for example, σy is expected to drop as τ−1/2, where
τ denotes the time over which the frequency is observed. At large observation
times σy can saturate or even increase again as soon as other sources of noise
(Flicker noise, random-walk noise) become dominant [132]. In our demonstra-
tion experiment, no special care has been taken to minimize extrinsic sources
for variations in ω. Such sources of error are the decisive factors that are limit-
ing the maximum achievable accuracy in the present thermal LC technique but
they are to a large extent controllable, while the intrinsic statistical uncertainty




7.5.1. Oscillator noise theory
Phase noise
While the naive treatment of an oscillator signal as a sinusoid plus some white
noise ε of the form
v(t) = V0 sin (ω0t+ φ) + ε (t) (7.9)
is instructive, and will also be realized on suﬃciently short intervals if the noise
introduced between the oscillator setup and the voltmeter dominates, it does
not capture large classes of common oscillator noise scenarios, in which noise is
included in the feedback loop. For example if we have a wheel spinning around a
pivot point with a marker somewhere along the edge, we can regard the vertical
position of this marker as an oscillation. If this wheel gets random kicks, turning
it faster or slower, or even just moving it by some random angle, this oscillator
noise is not well described by an additive contribution to the vertical position,
because the amplitude cannot change. In order to describe this type of phase
noise one splits the noise into the amplitude noise α(t) and the phase noise φ(t)
contribution,
v(t) = V0 (1 + α(t)) sin (ω0t+ φ(t)) |α(t)| ≪ 1, |φ(t)| ≪ 1. (7.10)
All autonomous oscillators have a nonlinear element that counteracts the unavoid-
able energy losses due to electrical resistance or friction. Therefore the amplitude
tends to stay very stable after some settling time. For most noise discussions one
only restricts oneself to the zero crossings of oscillators, due to the fact that for
a typical quartz oscillator the frequency is in the MHz range, and noise eﬀects
manifest themselves only over very long time-spans (e.g. several days), making
a signiﬁcant data reduction necessary. To this end the phase noise is written in





as well as the fractional-frequency ﬂuctuation
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The advantage of this approach is that with an accurate time signal at hand on
can count the time necessary for some ﬁxed number of cycles and obtain x(t) or
an average y(t) for a given interval. The temporal development of this parameter
can then be recorded over large time spans. To specify the frequency stability
of an oscillator one may be tempted to measure the variance or the standard
deviation of y(t), but it has been shown that even with high precision oscillators
these parameters actually diverge for long term measurements under common
noise conditions. In order to mitigate this problem, Allan developed a modiﬁed
version of the statistical variance with an explicit time dependence [131].
The Allan variance
In 1966 Allan proposed to use the two-sample variance as a measure of frequency
stability. The two-sample variance is deﬁned as the expectation value of the









where the bar denotes a time average, and k is a sample index such that the time
diﬀerence between adjacent samples is τ = tk+1− tk. Since theoretic expectation
values are not accessible experimentally, an experimental Allan Variance (AVAR)
is calculated as a simple average:
σ2y(τ) =
1
2 (M − 1)
M−1∑
k=1
(yk+1 − yk)2 , (7.14a)
or expressed using xk = x(tk),
σ2y(τ) =
1
2τ (N − 1)
N−2∑
k=1
(xk+2 − 2xk+1 + xk)2 , (7.14b)
where M is the number of considered y samples and therefore (M − 1) is the
number of considered pairs, just as N is the number of x samples considered
and (N − 2) is the number of x-triplets. As with the normal variance there is






The overlapping Allan variance
An improvement over the AVAR can be achieved, if the time between recorded
samples ∆t is smaller than τ , which is almost always the case as one is generally
interested in how σ2y depends on τ . One usually calculates σ
2
y for all multiples of
∆t. So only for the minimum τ = ∆t we are not oversampling. If we calculate
the AVAR for a τ = n∆t we can start at any of the ﬁrst n − 1 samples of our
set and get a similar result. These results are statistically correlated because the
intervals that are used overlap, but nonetheless averaging these results produces
an AVAR that is much more smooth for large values of τ . This new AVAR is
called overlapping Allan variance
σ2y(τ) =
1











or if x(t) was measured,
σ2y(τ) =
1
2n2∆t2 (N − 2n)
N−2n−1∑
k=0
(xk+2n − 2xk+n + xk)2 . (7.15b)
The modified Allan variance
The AVAR has become the ﬁgure of choice for most time metrology applications,
because it is easy to calculate and easy to measure, but it is by no means the
only way to measure the frequency stability of an oscillator. A number of other
parameters can be calculated that have a higher discriminatory power for diﬀerent
types of oscillator noise. A thorough treatment of this is given in Ref. [132]. For
us it suﬃces to introduce one more ﬁgure: the modified Allan variance (MVAR)
by Allan and Barnes [133]. It is calculated as
modσ2y(n∆t) =
1

































The square root of the MVAR is the modified Allan deviation (MDEV). The
main advantage of the MVAR is the power to distinguish between noise types on
short time scales as we will describe in the next section. It’s main disadvantage
is the fact that its runtime scales as O(M2), and it may therefore take a long
time to calculate. This can be improved if the inner averages are calculated
using convolutions with rectangle functions, which can be calculated very fast
in Fourier space using the convolution theorem and the Fast Fourier Transform
(FFT) algorithm.
Noise characterization
Every electronic circuit has noise characteristics that are dominated by frequency
independent white noise at high frequencies and some 1/fα-noise that dominates
the low frequency range with a coeﬃcient α varying with the circuit details and
the parameter measured. The exact reason why every electronic measurement
system seems to show this behaviour is still under investigation, although in
particular cases the noise sources have been modeled successfully. For the phase
noise φ(t) this holds true as well. Diﬀerent noise processes have been identiﬁed
in the literature [132,134] and they lead to diﬀerent power laws in the one-sided
power spectral density (PSD) of the phase noise as well as the AVAR and the
MVAR. We see in Table 7.1 that the MVAR is able to distinguish between white
phase noise and ﬂicker phase noise, while the AVAR is not. Furthermore, in
many cases one can see on what time scale which type of noise dominates from
the slope in a log-log plot of σ2y vs. τ as shown in Fig. 7.7 for a process containing
















































































Figure 7.7.: Power law behaviour of the AVAR and the MVAR, for an oscillator
that contains diﬀerent noise sources dominating on diﬀerent time
scales. The distinguishing power between the two types of phase
noise makes the MVAR preferable.
Table 7.1.: Power law behaviour of diﬀerent noise types
noise type PSDφ AVAR MVAR
white phase const. ∼ τ−2 ∼ τ−3
ﬂicker phase ∼ f−1 ∼ τ−2 ∼ τ−2
white frequency ∼ f−2 ∼ τ−1 ∼ τ−1
ﬂicker frequency ∼ f−3 const. const.
random walk frequency ∼ f−4 ∼ τ 1 ∼ τ 1
(linear frequency drift) ∼ τ 2 ∼ τ 2
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7.5.2. Noise of the electro thermal oscillator
From oscillator data taken with our electro thermal oscillator over a timespan of
409 300 s, (which is about 4 days and 7 hours,) we can determine the overlapping
ADEV and MDEV of the oscillator for diﬀerent time intervals τ as shown in
Fig. 7.8. We see that a minimum noise contribution is reached for a timespan of
about one hour. Longer measurements will not improve the measurement results
due to the intrinsic frequency instability of the oscillator. If we compare this to
the previous discussion of the Levenberg-Marquardt ﬁt in Fig. 7.6 which uses a
Jacobian approximation as the Hessian of a least squares objective function, to
determine the uncertainty of the ﬁt parameters, we have to keep in mind that
the ﬁt does only determine how much the sum of squared diﬀerences between the
ﬁt function and the data changes with varying ﬁt parameters in a local neigh-
borhood. If this sum increases quickly, the ﬁt parameters are assumed to be
ﬁtted with a high certainty. Usually this can be translated to a maximum like-
lihood result as expressed in Eqs. (7.7) and (7.8), but the proof of this requires
that the errors are small and of the type of Eq. (7.9), which they are not, as
we have just discussed. Therefore, even though the measurement performance of
the thermal LC oscillator is very good as the measurements in Fig. 7.5 show, the
Levenberg-Marquardt result must not be trusted beyond the accuracy allowed
for by the minimum ADEV. When determining the accuracy of actual measured
heat capacity values, the reader is advised to determine the noise from the actual







Figure 7.8.: AVAR and MVAR of the electro thermal oscillator. The τ−1 depen-
dences show that the measurement is mostly dominated by white
frequency noise. The initial diﬀerence in slope between the MVAR
and the AVAR alludes to minor contributions of white phase noise
for very short time intervals. The long term behavior is dominated
by frequency drift as the τ 2 contribution indicates.
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7.6. Improvements of the oscillator:Extension to low
temperatures
After the measurements which were described in the previous sections, the oscil-
lator set-up was further improved to enhance the low temperature performance.
The main disadvantage of the LC oscillator setup described in Section 7.3 is
the limited temperature range inside which the oscillator can be operated. The
asymmetric shift in heating response to an electrical current that is caused by
the resistive heating of the Peltier element is becoming larger with lower temper-
ature as the Peltier coeﬃcient decreases with temperature. The thermal current
through a Peltier element with an internal resistance R and a temperature dif-
ference ∆T = 0K, which is subjected to an electrical current Ie is
It = ΠIe +RI
2
e . (7.17)
When the Peltier coeﬃcient decreases at lower temperatures, the resistive heating
becomes more dominant, producing an oﬀset in the response It(Ie) for an Ie signal
that is symmetric around zero, and is limiting the amplitude of It to |It| < Π24R .
To reduce these resistive eﬀects we have changed the ampliﬁer circuit to allow
for an electrical oﬀset current.
A further necessary improvement for the operation at low temperatures is a mod-
iﬁcation of the diode clamp. In the current conﬁguration the thermal oscillations
are limited to a minimum amplitude of 20mK, because the diodes limit the output
oscillation at a voltage of 120mV below which the non-linearity is too low to pre-
vent the oscillation from decaying. To achieve diode action at lower temperature
amplitudes, the Seebeck signal needs to be ampliﬁed, but this in turn produces
larger round trip gains and thus would fail to produce smaller oscillations. The
solution to this problem is an adjustable damping stage. The corresponding elec-
trical circuit is displayed in Fig. 7.9. Two potentiometers on the same axis serve
to adjust the ampliﬁcation and the damping at the same time, ideally making the
expansion/compression of the voltage signal in the diode stage adjustable orthog-
onally to the total gain. The amplitude achievable with this compression stage is
≈ 0.7mK. The present version of the LC circuit oscillator ampliﬁer also contains
a switch to control the gyrator resistor which allows one to choose the oscillation
frequency. The complete circuit diagram of the improved oscillator ampliﬁer is
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Figure 7.9.: Adjustment circuit for the diode clipping. The adjustable gain of the
central stage is reduced as soon as the corner voltage of the diodes
is reached. The ﬁrst and the last stage counteract each other. When
the ﬁrst stage has a gain of G the last stage has a gain of 1/G,
hence only the voltage amplitude of the diode stage and therefore
the clipping level is changed by the 50k potentiometers, but not the
total gain.
shown in appendix section A.1. Using these improvements, oscillations could be
produced down to about T = 120K. Since the Peltier elements are not designed
for low temperature operations, however, useful measurements could only be per-
formed down to about T = 190K, below which the Peltier response shows strong
irregularities of unknown origin.
7.6.1. A thermal phase shift oscillator
The thermal oscillator described in Sections 7.3 and 7.4 is limited in the useful
temperature range by the poor low-temperature performance of the Peltier ele-
ments. It is possible to use a diﬀerent oscillator design for the realization of an
electro thermal oscillator at cryogenic temperatures that does not rely on the use
of Peltier elements.
Replacing the Peltier elements
Replacing the Peltier elements poses three challenges that need to be met:
1. An output voltage needs to be generated which changes linearly with the
sample temperature
2. The sample should be heated with a heating power proportional to the
inﬂowing current
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3. The sample must cool under the inﬂuence of a reverse current
The ﬁrst point is trivially solved using a resistive temperature sensor and a current
source. The second point can be fulﬁlled by using a square rooter circuit. Such
a circuit can be build in a number of ways, we have chosen to use an operational
ampliﬁer to functionally invert a four quadrant ampliﬁer with connected inputs.
The third point is solved by adding a permanent current oﬀset to a heating
resistor. If no voltage is applied, the sample will heat up to some temperature
oﬀset from a thermal bath to which it is connected through a heat link. Positive
and negative voltages produce either a heating through added heating current,
or to a cooling through the heat link by reducing the oﬀset heat. The SPICE
simulation of the setup is displayed in Fig. 7.10.
7.6.2. The electrical Phase Shift Oscillator (PSO)
The device described in Section 7.6.1 now acts as an electrical low pass unit.
The LC-oscillator design requires a gyrator designed for fairly large currents,
a large capacitor, a power ampliﬁer and large heat sinks. To circumvent these
requirements we employed a phase shift oscillator (PSO) design for this new
oscillator. PSOs are based on the phase shifting properties of cascaded low pass
ﬁlters. First order low pass ﬁlters can shift the phase of an input signal by up
to 90◦. Behind the low pass ﬁlter, an ampliﬁer equalizes the low pass losses and
provides a low impedance output for the next low pass stage. Chaining three of
these low passes together provides for a frequency dependent phase shift of up to
270◦. To complete the round trip phase to 360◦, in order to meet the Barkhausen
criterion for stable autonomous oscillation, it is followed by a 180◦ inverter stage,
again with a diode clamp to produce the non-linearity required to stabilize the
amplitude. If the loop is closed this oscillator already oscillates autonomously.
7.6.3. Performance of the thermal PSO
The electrical PSO described in Section 7.6.2 becomes a measuring device for heat
capacity by connecting the previously described thermo electrical low pass unit
between the output and the input of the PSO. This device produces autonomous




























































































































CHAPTER 7. THERMO-ELECTRICAL OSCILLATORS
at any temperature where the resistive thermometer works. We show the results
of corresponding test measurements in Fig. 7.11a, showing the general eﬃcacy
of the setup by demonstrating a frequency jump of the oscillation due to the
heat capacity change of a Nb3Sn sample at its transition to the superconducting
state. Unfortunately, the accuracy that is achieved is severely limited by the so
called Leeson eﬀect: Any ampliﬁer noise of an oscillator circuit becomes low pass
ﬁltered and ampliﬁed through temporal integration [134]. In our case the result-
ing low frequency noise is so strong that it swamps the oscillation signal unless
unreasonably high amplitudes are used (see Fig. 7.11b). Therefore, we have not
yet achieved accuracies that are comparable or even better than the traditional
low temperature heat capacity measurement techniques, but nonetheless it may
be possible that thermal oscillators surpass traditional methods in accuracy once
the noise sources are better understood and controlled.
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(a) The oscillator frequency can be used to detect the superconducting phase
transition of a Nb
3
Sn sample. The drop in the heat capacity at Tc = 17.5K
(bath temperature) causes an increase in the oscillator frequency.










(b) The Leeson effect causes low frequency noise which dominates the mea-
sured signal for small amplitudes.
Figure 7.11.: Measurements on Nb3Sn using the phase shift oscillator for low
temperature measurements
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LC-circuit calorimetry
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We present a new type of calorimeter in which we couple an unknown heat capacity with the aid of
Peltier elements to an electrical circuit. The use of an electrical inductance and an amplifier in the
circuit allows us to achieve autonomous oscillations, and the measurement of the corresponding reso-
nance frequency makes it possible to accurately measure the heat capacity with an intrinsic statistical
uncertainty that decreases as ∼ t−3/2m with measuring time tm, as opposed to a corresponding uncer-
tainty ∼ t−1/2m in the conventional alternating current method to measure heat capacities. We have
built a demonstration experiment to show the feasibility of the new technique, and we have tested
it on a gadolinium sample at its transition to the ferromagnetic state. © 2011 American Institute of
Physics. [doi:10.1063/1.3632116]
I. INTRODUCTION
Calorimetry is an old field in experimental physics, and
numerous experimental techniques have been developed for
the accurate measurement of heat capacities.1 The frequently
used ac technique invented by Corbino2 and modified by Sul-
livan and Seidel,3 for example, measures the heat capacity by
monitoring the temperature amplitude of a sample that is sub-
ject to an oscillating heating power, or, although less common,
by measuring an oscillating heat current produced by a Peltier
element.4 Such ac techniques have numerous advantages over
other methods, e.g., heat-pulse, differential thermal analysis,5
or relaxation techniques.1 A certain robustness to noise and
the possibility to use very small temperature amplitudes stem
from the fact that the signal of interest can be separated from
the instrumental noise by using a frequency selective filter,
such as a lock-in amplifier. To increase the total accuracy even
further, the duration of a measurement tm can be increased
at will, and the resulting statistical uncertainty decreases as
t−1/2m .
If a calorimeter could be built where the heat capacity is
related to the frequency instead of the amplitude of an oscil-
lation, one would retain most of the advantages of the con-
ventional ac techniques, but the statistical uncertainty would
decrease much more rapidly,6 i.e., as t−3/2m . Therefore, the ac-
curacy of such a method would be mainly limited by the sta-
bility of the oscillator components, rather than by statistical
constraints.
In the following, we describe the realization of an oscil-
lating thermo-electrical circuit using Peltier elements which
makes an electrical inductor to effectively act as a “thermal
inductor.” The heat capacity can be calculated from the mea-
sured resonance frequency of the circuit, and its statistical un-
certainty drops according to t−3/2m as expected.
II. OPERATING PRINCIPLE OF THE
THERMO-ELECTRICAL OSCILLATOR
It is known that the flow of heat Qt (with a corresponding
heat current It = ˙Qt) between entities with a certain heat ca-
pacity Ct through links with a finite thermal conductivity can
be mapped onto the flow of charge Qe (with the electrical cur-
rent Ie = ˙Qe) in electrical circuits that is composed of capaci-
tors Ce and resistors, respectively, where the temperature T in
the thermal case corresponds to the electrostatic potential V
in the equivalent electrical circuit. The differential equations
describing the time evolution of Qt (t) or Qe (t), respectively,
are of first order in time t . However, a simple thermal analog
of an electrical inductor involving a higher derivative ¨Qt = ˙It
does not exist, although the inclusion of terms including ˙It
is justified in certain rare cases.7 Therefore, it is impossible
to realize autonomously oscillating thermal circuits by using
only standard thermal elements.
In our experiment, we connect an electrical inductor Le
to a Peltier element as shown in Fig. 1. If the heat current
It through the Peltier element to the thermal bath varies with
time, an associated electrical current Ie in the circuit changes
according to ˙Ie = ˙It, where is the Peltier coefficient of the
Peltier element. It induces a voltage drop Le ˙Ie across the in-
ductor that opposes the changes in the heat current It through
the Peltier element via the Seebeck effect, i.e., a resulting ad-
ditional temperature difference T = Le ˙Ie/α (where α de-
notes the Seebeck coefficient) across the Peltier element is
imposed that counteracts the variation in the flow of heat, ˙It.







However, as a consequence of the significant losses produced
by the non-zero thermal conductivity and electrical resistance
of the Peltier element, the idealized element shown in Fig. 1
allows in general only for an overdamped variation of the heat
current. This obstacle can be avoided by including an am-
plifier with a suitable gain in the electrical circuit, and au-
tonomous oscillations can eventually be achieved in this way.
In the ideal case of a stationary oscillation with constant am-
plitude where all losses are exactly compensated by the am-
plifying element, the electrical circuit behaves like a simple
LC-circuit with thermal inductance L t and the heat capacity
Ct, or with an electrical inductance Le and an equivalent elec-
0034-6748/2011/82(9)/094901/5/$30.00 © 2011 American Institute of Physics82, 094901-1
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FIG. 1. (Color online) An electrical inductor Le is connected to a Peltier ele-
ment that separates the heat capacity Ct from a thermal bath T . Changes in the
electrical current Ie induce a temperature difference T = Le ˙Ie/α (where α
denotes the Seebeck coefficient) across the Peltier element that counteracts


















and with resonance frequency ω2 = 1/L tCt = 1/LeCe.






notably without any need to quantify the thermal and electri-
cal losses in the Peltier element. To the best of our knowledge,
the correspondences between an Le and a thermal analog L t,
or a Ct and a Ce as expressed in Eqs. (1) and (2), respectively,
are novel and have also never been exploited in any calorimet-
ric technique.
III. EXPERIMENTAL SETUP
We have chosen the circuit shown in Fig. 2 containing
two Peltier elements (MPC-D701, Micropelt Inc.) based on
Bi2Te3, with lateral dimensions of ≈3.5 mm and a thickness
of≈1 mm. While the left element acts, together with the sam-
ple to be measured, as the equivalent electrical capacitance as
described above, the right element is used to compensate for
thermal and electrical losses and to maintain a constant ampli-
tude of the temperature oscillation. For this purpose, the volt-
age across the right element is amplified and then fed onto
the electrical contacts of the left element. To achieve a sta-
ble oscillation of the desired amplitude, the gain of the ampli-
fier can be controlled using a voltage-controlled gain amplifier
(AD630, Analog Devices). An additional clamp with Schot-
FIG. 2. Circuit diagram showing the Peltier element system, the Gyrator to
mimic a large electrical inductance, and the amplifier to compensate for ther-
mal and electrical losses (see text). The voltage VG controls the gain of the
amplifier. The two Peltier elements have the same polarity, and the sample is
attached to their “top side.” The measured signal is tapped at Vout.
tky diodes (BAT43) and two potentiometers forms a nonlinear
resistor that reduces the gain at large oscillation amplitudes
and, therefore, forces the circuit to self-stabilize.
For a design heat capacity Ct ≈ 20 mJ/K to be mea-
sured near room temperature (which corresponds to 2.87
× 10−4 mol of a Dulong-Petit solid), and using α
≈ 29 mV/K and  ≈ αT ≈ 8.4 W/A for the used Peltier
elements, the equivalent electrical capacitance becomes
Ce ≈ 82 mF. Depending on the heat capacities and the
thermal conductivities involved in the thermal part of the
system, the frequency of the temperature oscillation must
be small enough to allow for a quasi-stationary thermal
equilibrium. If we choose f = ω/2π ≈ 0.18 Hz, we need
an inductance Le ≈ 10 H which would require impractically
large passive elements. Therefore, we replaced the inductance
by a gyrator, the circuit diagram of which is also shown in
Fig. 2. The effective induction of the gyrator is given by
Ref. 8 Le = (RP + RG1)RG2Cgyr, where the internal resis-
tance RP ≈ 6.5 of the Peltier element has to be included
here. With RG1 = 1, RG2 = 200 k, and Cgyr = 6.8μF,
we indeed obtain Le ≈ 10 H.
IV. TEST MEASUREMENTS
A test sample (45.2 mg or 2.87× 10−4 mol of gadolin-
ium with 99.99% purity that had been previously annealed at
T = 1123 K in vacuum to reduce lattice strains)9 was sand-
wiched between the two Peltier elements and placed into a
commercial physical property measurement system (PPMS,
Quantum Design) for control of the base temperature. The
gain of the amplifier was chosen in a way to achieve tem-
perature oscillations with an amplitude of the order of 0.2 K.
For each data point, the oscillating voltage was read out dur-
ing 1200 s with a 10 Hz-triggered Keithley 2001 multimeter
in equal time intervals of 0.1 s (see Fig. 3), and the result-
ing data were then least-squares fitted to obtain the oscillation
frequency (see Fig. 4(a)). To compensate for the heat capacity
of the empty system (≈15% of the total heat capacity), cor-
responding measurements have been done without the sample
installed. The resulting values of the heat capacity are shown
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FIG. 3. (Color online) Thermal oscillations of the LC-circuit. The solid line is a least-squares fit to a sinusoidal variation of T in time around an offset value
that is caused by lost heat dissipated in the Peltier elements.
in Fig. 4(b), together with the heat-capacity data obtained on
the same sample using the commercial heat-capacity option
of the PPMS system and with temperature steps of ≈0.5 K.
While the heat-capacity data using our thermal LC-method
are neither smoothed nor further averaged, the PPMS data
were averaged over six individual measurements. The data-
acquisition time for each of the LC-method data points was
1200 s, while collecting an averaged PPMS data point took
about one hour of time, and the temperature amplitudes for
both techniques were comparable (0.3 K–0.5 K). The transi-
(a)
(b)
FIG. 4. (Color online) (a) Measured frequency of the oscillator and (b) heat
capacity of a Gd sample, as functions of temperature. Crosses represent the
data that we obtained by the present thermal LC-method, while circles denote
the values from the measurements on the same sample using a commercial
heat-capacity system (see text).
tion of the Gd sample to the ferromagnetic state takes place
at the Curie temperature TC ≈ 290 K, and the absolute val-
ues for the heat capacity agree well with the PPMS data (see
Fig. 4(b)).
V. ACCURACY CONSIDERATIONS
The accuracy of any heat-capacity measurement is lim-
ited by systematic and statistical uncertainties. Sources of sys-
tematic errors (such as finite instrumental resolution, limited
accuracy by a large background signal, and errors in the tem-
perature calibration) are common to all techniques for mea-
suring the heat capacity, and we shall not further discuss these
shortcomings here. The main advantage of the present thermal
LC-circuit technique is that it significantly reduces the statis-
tical uncertainty with increasing measuring time.
The statistics behind the problem of estimating the am-
plitude A, the frequency ω, and the phase ϕ of an oscillation
A sin(ωt + ϕ) out of a set of N samples of finite length T has
been analyzed in detail in Ref. 6. Assuming a white noise with
variance σ 2, the resulting relative standard deviation σA/A in
the amplitude A from a measurement of N oscillation cycles








In a conventional ac technique to measure heat capac-
ities, the relative standard deviation in the heat capacity Ct
from the mean value is proportional to the respective stan-
dard deviation in the measured amplitude A of a temperature
oscillation,2 and therefore, the statistical uncertainty in Ct de-
creases with t−1/2m where tm = N T is the total time to take
such a measurement (in all other conventional methods, the
statistical uncertainty also decreases as N−1/2, where N is the
number of measurements to calculate the average of a data
point).
The corresponding relative standard deviation σω/ω in








N (N 2 − 1)
, (5)
i.e., it decreases with N−3/2 (or t−3/2m ) for large N . As the
heat capacity in our technique is proportional to ω−2 (see
Eq. (3)), the relative standard deviation σCt/Ct ≈ 2σω/ω also
decreases with N in the same fashion. In Fig. 5, we show
the amplitudes and the frequencies for a selected data point,
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FIG. 5. (Color online) (a) Amplitudes and (b) frequencies for a selected data
point together with the respective standard deviations from the Levenberg-
Marquardt fit, as functions of measurement time tm. (c) The respective rela-
tive standard deviations on a log-log scale to illustrate the power-law behavior
are discussed in the text. Solid lines are fits according to t−1/2 for σA/A and
to t−3/2 for the σω/ω data, respectively. (d) The overlapping Allan devia-
tion σy , plotted against the observation time τ . The solid line illustrates the
approximate τ−1/2 dependence of σy (see text).
together with the respective relative standard deviations, as
functions of the measurement time tm which is proportional
to the number of oscillation cycles N . The standard devia-
tions σA and σω have been taken from a standard Levenberg-
Marquardt routine used for least-squares fitting the experi-
mental data. The σA/A data decrease relatively slowly with
N−1/2, while the σω/ω data (and along with them σCt/Ct )
drop much faster with N−3/2 as expected. Therefore, very
high accuracies for Ct can, in principle, be achieved in a com-
parably very short measuring time. For example, to reduce
the statistical uncertainty in Ct by a factor of 10, conventional
methods require 100 times longer duration of a measurement,
while the thermal LC method needs only ≈5 times longer
data acquisition time. As both σA/A and σω/ω are propor-
tional to the same quantity σ/A, there is no hidden drawback
in the Eq. (5) that would put this tremendous statistical advan-
tage into perspective.
However, in order to tap the full potential of this tech-
nique, it is essential that the oscillation frequency ω is suffi-
ciently stable during the time of the measurement so that the
potentially minuscule statistical uncertainty is not impaired
by extrinsic fluctuations, e.g., by an insufficient stabilization
of the temperature of the sample or by an unwanted variabil-
ity in the electronic circuit. While a Levenberg-Marquardt fit
always finds some least-squares minimum, with a σω that de-
creases for increasing tm, the actual oscillator frequency can
be unstable in such a way that repeated measurements un-
der identical experimental conditions lead to different results
for the fitted parameters. The quantity σω, therefore, cannot
be readily interpreted as the true measurement error of ω. A
standard measure for the stability of an oscillator is provided
by the Allan deviation σy .10 Assuming white noise in the os-
cillator frequency ω, for example, σy is expected to drop as
τ−1/2, where τ denotes the time over which the frequency
is observed. At large observation times, σy can saturate or
even increase again as soon as other sources of noise (Flicker
noise, random-walk noise) become dominant.11 In Fig. 5(d),
we have plotted the overlapping Allan deviation as a function
of observation time τ on a log-log scale. While σy initially
drops approximately with τ−1/2, it saturates in our experiment
around σy ≈ 4× 10−6 for τ ≈ 1000 s and increases for larger
values of τ . In this sense, we interpret the minimum in σy as
an estimate for the achievable uncertainty in ω for a given
set of experimental data, while the σω/ω values from Eq. (5)
and shown in Fig. 5(c) represent the statistical uncertainty as-
suming a perfectly stable frequency with white noise only in
the temperature amplitude. In our demonstration experiment,
no special care has been taken to minimize extrinsic sources
for variations in ω. Such sources of error are the decisive fac-
tors that are limiting the maximum achievable accuracy in the
present thermal LC technique, but they are to a large extent
controllable, while the intrinsic statistical uncertainty should
play a significantly less important role than in conventional
techniques to measure heat capacities.
VI. CONCLUSIONS
We have described a method where the heat capac-
ity is coupled to an electrical circuit with the aid of the
Peltier elements, which makes an electrical inductor to ef-
fectively act as a “thermal inductor.” The use of an am-
plifier in the circuit allows us to achieve autonomous os-
cillations, and the measurement of the corresponding res-
onance frequency makes it possible to calculate the heat
capacity. While the statistical uncertainty in conventional
techniques to measure heat capacities scales according to
t−1/2m with measuring time tm, the respective uncertainty in
the present thermal LC technique decreases significantly
faster, i.e., with t−3/2m , and is ultimately limited by the sta-
bility of the thermal and electronic components used in the
experiment.
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8. Conclusions
We have discussed the vortex-lattice melting in conventional low-Tc supercon-
ductors and derived numeric results for the expected melting entropies and mag-
netization discontinuities. As expected, the discontinuities in ∆s and ∆M are
largest in compounds with a high critical temperature Tc0 and a large Gi. The
maximum possible values for the discontinuities ∆s vary by more than two orders
of magnitude between the diﬀerent substances, and they are commonly attained
around approximately B ≈ Bc2(0)/2. The smallest ∆s and ∆M values can be
expected in low-Tc, low-Gi materials such as Nb and CaC6. Moreover, the latter
materials show also low κ values on the order of unity, and they may therefore
suﬀer from an additional reduction of ∆s and ∆M .
In order to test our predictions for the melting signatures in the heat capacity and
the magnetization we have performed measurements on a Nb3Sn single crystal
for which evidence of a possible vortex lattice melting transition was reported by
Lortz et al. [26]. We have shown that the AC magnetic susceptibility data of the
Nb3Sn sample displaying a peak eﬀect near Tc can be well explained using a ﬂux-
creep model with a varying creep exponent. While n ≈ 5 ﬁts our data outside
the peak-eﬀect region reasonably well, a larger exponent n ≈ 51, i.e. a scenario
closer to Bean’s critical-state model applies within the narrow peak-eﬀect region
near Tc.
Depending on the magnitude of the critical-current density in the peak-eﬀect
region, the sample geometry and the probing AC magnetic ﬁeld, single or dou-
ble peaks in χ′′(T ) may occur that are nevertheless manifestations of the same
underlying physical phenomenon.
We have also performed measurements of the heat capacity on Nb3Sn which show
no detectable sign of vortex lattice melting in magnetic ﬁelds between 0T and 9T
for plain AC calorimetric measurements. In order to minimize non-equilibrium
eﬀects we performed heat capacity measurements using a vortex lattice “shak-
ing” technique with various shaking amplitudes and frequencies. We ﬁnd that the
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strong variation of the magnetic self heating with temperature, which is induced
by this vortex lattice “shaking” method in conjunction with the magnetic sus-
ceptibility anomalies in the peak eﬀect region, severely aﬀects the heat capacity
measurements and can produce melting-like artifacts. These artifacts essentially
disappear, as soon as the phase of the temperature signal is correctly taken into
account in the analysis. We conclude that the strong variation of the magnetic-
heating power with temperature in the peak-eﬀect region must be taken into
account in thermal experiments using a simultaneous “vortex-shaking” ﬁeld, in
order to prevent the occurence of artifacts in the resulting heat-capacity data.
In order to reach the high sensitivity that is necessary to detect the small value of
∆s, we have described a calorimetry technique in which a heat capacity is coupled
to an electrical circuit with the aid of Peltier elements, which makes an electrical
inductor to eﬀectively act as a “thermal inductor“. The use of an ampliﬁer in the
circuit allows us to achieve autonomous oscillations, and the measurement of the
corresponding resonance frequency makes it possible to calculate the heat capac-
ity. While the statistical uncertainty in conventional techniques to measure heat
capacities scales according to t−1/2m with measuring time tm, the respective uncer-
tainty in the presented thermal ”LC technique“ decreases signiﬁcantly faster, i.e.,
with t−3/2m , and is ultimately limited by the stability of the thermal and electronic
components used in the experiment. While we have demonstrated the principal
feasibility of using a thermal oscillator technique at low temperatures more work
will be necessary to bring this technique to the same level of accuracy as the
established AC calorimetry technique by Sullivan and Seidel.
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A. Amplifier Devices and Circuit Diagrams
A.1. LCCC amplifier
A.1.1. Device
Figure A.1.: The LCCC oscillator ampliﬁer device. Controls in the upper row
from left to right: Gyrator resistance, coupling switch, diode stage
voltage expansion, diode stage gain, output gain, power button.
Connectors in the lower row from left to right: PPMS sample
space connector, ampliﬁed input, diode stage voltage, output volt-
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APPENDIX A. AMPLIFIER DEVICES AND CIRCUIT DIAGRAMS
A.2. Main Measurement Circuit
A.2.1. KHz-Amplifier
KHz-Amplifier Device
Figure A.4.: The open half Wheatstone bridge KHz ampliﬁer box. Sensitive sig-
nals for the resistance decade and the input and output are carried in
BNC/LEMO cables and connected to the side ports. Unused pins
are passed through the ampliﬁer unaltered to allow for auxiliary
measurements. The aluminum box provides for a 4π sr shielding.
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A.2 Main Measurement Circuit
KHz-Amplifier Schematic





Figure B.1.: Closed measurement puck used for the application of a shaking ﬁeld
in parallel to the main ﬁeld for heat capacity measurements
155
APPENDIX B. MEASUREMENT PUCKS
Figure B.2.: The same puck as in Fig. B.1 with radiation shield removed, showing
the suspended measurement platform.
Figure B.3.: PPMS puck for LC-oscillator measurements. The large copper block
on top is used as a thermal bath, and is attached to the base using
a dove tail sliding mechanism and copper braid wire to provide for
good thermal contact. Below are the sandwiched Peltier elements.
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