Abstract -An upper bound B 1 is given for the information capacity of the Poisson channel with marginally stationary random noise intensity and causal feedback. The capacity is shown to converge to B 1 in the limit of longer and longer communication intervals for a class of random noise intensities including the case in which the noise intensity is nontime-varying. An upper bound B 1 on the capacity is also established for the Poisson channel with marginally stationary noise and no feedback. In this case also, for a class of random noise intensities including nontime-varying noise intensity, B. 1 is found to be the capacity of the channel without feedback in the limit of longer and longer communication intervals. The fractional difference between B 1 and B 1 is considered as a means to quantify the improvement afforded by feedback. Also, certain nonstandard encoder constraints are addressed and the importance of the encoder intensity peak constraint to the channel capacity problem is explored. Poisson-type point processes; Information capacity, Direct-detection optical channel
I. INTRODUCTION
The Poisson channel is an additive noise channel with output Y = X + Nt where N={Nt )Ot<T is the channel noise and X={Xt )o<,<r is the transmitted signal into which is encoded the message 0={Ot }o<,<r. X is sometimes viewed as the output of the channel encoder. All processes in the channel model are defined on a common probability space (f2,F ,P). We write F' for the natural history of 0, FN for the natural history of N, etc.
Poisson-type point processes [61 are a class of simple point processes in which the compensator takes the form f a. db (8 0 where a, is some nonnegative predictable process (the intensity of the point process) and b (i) is a deterministic nonnegative right-continuous and nondecreasing function. In the Poisson channel (often called the Poisson-type point process channel) both X and N are Poisson-type point processes. We shall only consider Poisson-type point processes with b (t) -I. The noise N in the Poisson channel is given to be directed by the H-predictable noise intensity At where H is a history such that FN C H for all t E [0,T] . X is given to be directed by the Fl-FY-predictable encoding intensity Xt . Then the channel output Y = X + N is also a Poisson-type point process directed by the intensity qt = Xt + At where ih is predictable with respect to the global history FO-H,,F y . In the Poisson channel model, the message 0 is encoded into the channel encoder output Xj indirectly via the encoding intensity xt = Xt (0,Y). Ft0 Fty-predictability of Xt allows for nonanticipative message encoding and causal, noiseless, instantaneous feedback.
The augmented noise history H is introduced into the channel model so that the whole class of Poisson-type point processes with integrating function b (t)-= t can be considered as models for the channel noise. In particular, renewal processes, self-exciting processes and doubly stochastic Poisson processes fall into this class [7] . For instance, N is a doubly stochastic Poisson process for Ht
FrT FN (suitably completed).
In the absence of constraints on the encoder output, the information capacity of the Poisson channel is infinite. A peak constraint 0 < Xt -c is generally imposed on the encoder intensity [1] To define channel capacity let pe, py, and pay be the marginal and joint measures induced Using an obvious notation, the conditional mutual .ie 10 information [5] in 0 and Y given a trajectory of the noise intensity is IT [, y A E In-a 1A t.By , dp-xrA . Distributioni
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The channel information capacity is
where the suprema are taken over all admissible message processes, 0, and all admissible channel encodings, X. The class of admissible message processes is generally taken to be all jointly measurable real-valued processes with index set [0,T]. A further comment on admissibility of messages and encodings for the Poisson channel can be found in [2] .
We shall assume that the message and noise are independent. Specifically, it is assumed that the histories H and F* are independent. This assumption has the essential consequence that the average mutual information in the channel is upper-bounded by the expected conditional information given the path of the noise intensity. Independence of the histories H and FO also implies that, in the no-feedback case, Xt and At are independent processes.
The capacity of the Poisson channel has been previously treated for cases in which the noise intensity is a real constant At = X [2] , [3] and for cases in which the noise intensity is a deterministic function of time At = X(t ) [1] . Applications of and further references to the Poisson channel model are given in [4] . We refer to [1] for motivation for treating the channel noise intensity as a stochastic process. According to Proposition 3,
III. CHANNEL CAPACITY
In this section we give capacity results for the Poisson channel with and without feedback. For clarity, we content ourselves with treating marginally stationary noise intensities; that is, noise intensities having a common marginal distribution F(x) = P {Ag <z) for all t E [O,T] . However, the results and their proofs given below extend in a natural way to nonstationary noise intensities. Also, we only impose a peak constraint on the encoder intensity. Using the method of Davis [3] , the extension to encoder intensities both peak-and average-constrained is obvious. We also note that the results given here for a constant peak constraint on the encoder intensity can be adjusted to apply to a time-varying peak constraint by simple function approximation of the peak constraint as in [I] .
Theorem 4: Let the noise process Nt in a Poisson channel have marginally stationary noise intensity A, with marginal distribution F(t) = P {A, <z } and suppose A t is independent of the message process O . Suppose the encoder output intensity Xt is peak-constrained, 0 < X, s e and require X, to be F"-F Y-adapted so that causal feedback is possible. Then
C <BI =_-E [C(At)]
where +z /c-zXI+
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Proof: By Proposition 1
From [1] , for nonrandom noise intensity X(I ), we have
so, for marginally stationary At,
Theorem 5 Consider the Poisson channel presented in Theorem 4 but now restrict the encoding intensity to be F-adapted so that no feedback is allowed. Then 
40o(c)i + PE[00Ock]]
The function qo(z ) -1-0 o(c ) is maximum at z =0 and z =c (for any value of A 0 .) Thus c C is maximized for Q (i )=k by the probability measure 
The proof is complete. Proof: There exists a sequence of message processes {0(m)} [2] 
T-o
This together with Theorem 5 proves the result.
Efficient communication through the Poisson channel requires that the encoder be "tuned" to the channel; i.e., that the encoder be adjusted in accordance with the amount of noise present. This requires knowledge of the channel noise intensity. In cases where the noise intensity is random the state of the noise intensity process is unknown to the sender. An encoding scheme incorporating feedback is then needed whereby the sender makes a feedback-based estimate of the noise intensity and then adjusts the encoding process to agree with that estimate. Without feedback the capacity cannot exceed B. 1 < B . The next theorem states that C --Bf as T -. oo if causal feedback is allowed. 
IV. IMPROVEMENT AFFORDED BY FEEDBACK
For Poisson channels with nonrandom noise intensity B = B, 1 consistent with the fact that causal feedback does not increase channel capacity in this case [1] . For stochastic noise intensity, however, B 1 
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This means that, while causal feedback offers some improvement in the case of stochastic noise intensity, the improvement may never be very large. In particular, in the cases where B and B 3 1 are the channel capacities, the improvement afforded by feedback never exceeds 1.63% of that achievable without feedback. An analytic expression is obtained for the above supremum by way of the following series of lemmas. W.l.o.g. we take c =1.
Lemma 8: Let Db be the set of all bounded nonnegative random variables. Then Then L p r D 4 . Write B 1 (L) and B, 1 (L) for B 1 and B, 1 evaluated, respectively, for a marginally stationary noise intensity whose marginal distribution is that of the r.v. L. We have
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Thus, for all X large enough, h (p ,X) is decreasing in X. Then, for f large enough,
so that, as 6 ---co,
This completes the proof. 
Noting th,.t D 2 C Db, we get the desired result.
B, 1 may be written B,, =E[h(p.ma,L)]
where, by (2), p ,. is obtained from
pma is a function of E and P. Its partial derivatives with respect to f and 6 can also be obtained from can be shown to approach its supremum over (ff,) : 0 < e < 1, P > 0} as e --0 with = (e e)-1. Proof.
P,-(l-)-ip(+e P.
Ce)
Using ln(l+z) = z-z 2 /2+o (x 2 ) the desired result follows.
Theorem 12: Proof: By the preceding lemmas,
Thus all that remains to be shown is that Inpo + epo -e /2 -1. (4) The proof is complete.
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V. ENCODER OUTPUT CONSTRAINTS
The usual type of constraint imposed on the encoder in determining the capacity of the Poisson channel is a peak constraint [1] , [2] , [3]:
or an average constraint 11], [3] :
0
In this paper, also, we have used primarily a peak constraint on encoder output intensity. This emphasis in favor of a peak constraint is now given some justification.
(3) and (4) are constraints on the intensity (and compensator) of the encoder output. One might rather consider constraints imposed directly upon the output X of the encoder. We write P, to signify the class of conditionally Poisson processes. For X r P, we have [4, p. 407] 
Var [X,] = Var [A, ] + E [A, ]
where A, is the compensator of Xt. Thus for X E P, the constraint Var [XT] < P is equivalent to the pair of constraints on the encoder compensator: 
0:_ Var [XTI S P
To exclude a constraint the corresponding argument of C(,,') is set to oo; C(oo,',',-) is the channel capacity with no peak constraint on the encoder intensity, etc. A subscript is used (T,,) to indicate that, for the encoder output X, we require X E P,. Using this notation, We now show, for At = X, that c(oo,oo,oo,P ) = 00.
The proof uses several lemmas. 
Lemma 16: C(e ,ko, V,oo) = Cp ,(c ,ko,oo,oo) for all V> 0. The above approach shows as well that C(oo,ko, V ,P) = o for all k 0 > 0, V> 0, P > 0.
To further indicate the importance of the peak constraint, recall the following capacity result from [1] : let the noise intensity be nonrandom and suppose 0 < Xt < c (t) where e (t) is chosen freely subject only to T T0 for some given P > 0. Then C = P/c. f this encoder constraint is reformulated to eliminate the peak constraint; i.e. the similar, but weaker, constraint T 1fx t dt < P is imposed, then the capacity is infinite.
Thus, it appears that a peak constraint on the encoder intensity or its equivalent for the encoder compensator is needed -at least for the group of constraints considered here -to give a well-posed capacity problem.
-16-VI. SUMMARY Significant differences exist between Poisson channels with nonrandom noise intensity and those with stochastic noise intensity. In the nonrandom case it is known [1] , [2] that causal feedback does not increase channel capacity. By contrast, we have shown that causal feedback does increase capacity (though it seems by only a small amount) when the noise intensity is random. Also, expressions are available [1] for the channel capacity in the nonrandom case for T < 0o while, for stochastic noise intensity and T < oo, only least upper bounds have so far been obtained. These differences arise out of the simplification of the expression for average mutual information that is possible in the case of nonrandom noise intensity. In the case of nonrandom noise intensity A, = X(t ), the expression for the channel information 
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