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The most exciting phrase to hear in science,
the one that heralds new discoveries, is not
“Eureka!” but “That’s funny...”.
–Isaac Asimov
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Resumen
Las redes de sensores inala´mbricos son una tecnolog´ıa prometedora que
conlleva necesidades espec´ıficas al respecto de gestio´n de recursos energe´ticos.
En este proyecto se ha afrontado el disen˜o de estrategias de transmisio´n se-
lectiva para redes de sensores inala´mbricos utilizando secuencias de mensajes
caracterizados por importancias con dependencia estad´ıstica entre importan-
cias de mensajes consecutivos, modelando las decisiones del nodo mediante
un Proceso de Decisio´n de Markov. Se ha observado el comportamiento se-
lectivo o´ptimo segu´n dicho modelo para distribuciones simples, identificando
patrones repetidos para energ´ıa alta y deduciendo la expresio´n teo´rica para
dicha tendencia asinto´tica.
Se ha aplicado dicho modelo a dos situaciones distintas: importancias
consecutivas con dependencia estad´ıstica que se transmiten o descartan e im-
portancias independientes sobre las que la decisio´n es transmitir o acumular
en el nodo. Finalmente, se ha tratado de proponer soluciones subo´ptimas
eficientes, implementables con informacio´n estad´ıstica incompleta y se ha
comparado la eficiencia de estas estrategias frente a la o´ptima y frente a
nodos no selectivos.
Palabras clave: Redes de sensores inala´mbricos, transmisio´n selectiva,
censura, Procesos de Decisio´n de Markov, programacio´n estoca´stica, optimi-
zacio´n energe´tica.
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Abstract
Wireless sensor networks are a promising technology that entails specific
needs regarding energetic resources management. In this proyect, the design
of selective transmision strategies has been addressed in the context of nodes
in a sensor network which receive messages characterized by a measure of
its importance or utility to the network, considering there is statistical de-
pendence between consecutive importances, and modelling the node decision
by means of a Markov Decision Process. The optimal selective behaviour on
this model has been observed for simple distributions of importances, iden-
tifying patterns for high energy and deriving a theoretical expresion for that
asymptotic tendency.
Two different cases have been studied with this model: statistical depen-
dence between importances of messages arriving to the node which are either
transmitted or discarted and independent importances that are transmitted
or accumulated in the node. Finally, we have tried to propose suboptimal ef-
ficient solutions, which are easy to implement on real nodes with incomplete
statistical information, comparing the behaviour of this suboptimal strategies
with the optimal one and not selective nodes.
Keywords: Wireless sensor networks, selective transmission, censoring,
Markov Decision Processes, energetic optimization, stochastic programming.
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Cap´ıtulo 1
Introduccio´n
En los u´ltimos an˜os, las redes de sensores inala´mbricos (en adelante WSN,
por sus siglas en ingle´s) han atra´ıdo un gran intere´s en distintas a´reas de in-
vestigacio´n debido al elevado nu´mero de aplicaciones para las que pueden ser
empleadas y a los retos que suponen en cuanto a comunicaciones y procesado
de sen˜al. Como se vera´ a lo largo de este cap´ıtulo, una de las principales
restricciones en este tipo de redes de sensores es a nivel de disponibilidad de
energ´ıa en los nodos, existiendo un considerable esfuerzo en cuanto a inves-
tigacio´n en la actualidad encaminado a reducir el consumo energe´tico de los
mismos.
A continuacio´n se realiza un breve resumen sobre el funcionamiento, apli-
caciones y principales limitaciones energe´ticas de las WSN, a modo de con-
texto.
1.1. Redes de sensores inala´mbricos
Las WSN se componen de cientos y hasta miles de nodos, consistentes en
un sistema sensor, capaz de realizar medidas de uno o varios para´metros de
intere´s (e.g: temperatura, humedad, movimiento), una unidad de procesado,
que, en general, puede llevar a cabo algu´n tipo de preprocesado sobre los
datos medidos, un mo´dulo de comunicaciones inala´mbrico, que suele ser un
transmisor de radiofrecuencia y habitualmente una bater´ıa para proporcio-
nar energ´ıa al nodo. Por sus caracter´ısticas, estos nodos tienen un coste de
fabricacio´n bajo, lo que permite distribuir grandes cantidades de ellos sobre
la zona de intere´s con el objetivo de llevar a cabo medidas precisas y coor-
dinadas [3]. Sin embargo, este tipo de redes ad-hoc presentan un conjunto
de limitaciones particulares que hacen necesario el disen˜o de mecanismos de
comunicacio´n y algoritmos espec´ıficos.
La utilidad de este tipo de redes viene dada por la simplicidad de des-
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pliegue, reducido coste y alta capacidad de medida, frente a los sistemas de
sensores tradicionales, centralizados y limitados en sus posibilidades de dis-
persio´n por la necesidad de estar conectados al centro de procesado. Esta
capacidad de medida local sobre regiones amplias es una ventaja importan-
te respecto a los sistemas de sensores tradicionales en un cierto nu´mero de
aplicaciones de las que ma´s adelante se proporcionan algunos ejemplos.
La topolog´ıa habitual en este tipo de redes consiste en un nodo gateway
o sumidero que recolecta toda la informacio´n de la red y un conjunto de
nodos sensores distribuidos densamente a lo largo del a´rea de intere´s, que a
menudo comprende zonas de cierta extensio´n. Esta amplitud geogra´fica es
especialmente comu´n en escenarios en los que los que es u´til que los sensores
sean alimentados con bater´ıas [4], el tipo de red de sensores al que se refiere
el mecanismo de transmisio´n selectiva planteado en este proyecto. Adema´s,
en este tipo de situaciones los sensores suelen estar distribuidos de forma
ma´s o menos aleatoria, debido a que son colocados sin planificacio´n a lo
largo de la zona a monitorizar (e.g: arrojados desde un avio´n sobre una zona
boscosa o de actividad volca´nica) y a que los fallos y agotamiento de bater´ıa
en algunos de los sensores modifican la topolog´ıa de la red de forma no
previsible [5]. En ocasiones, los elementos de la red incorporan alguna fuente
de energ´ıa secundaria, capaz de recargar la bater´ıa utilizando energ´ıa presente
en el entorno del sensor, como energ´ıa solar, vibraciones aleatorias o energ´ıa
te´rmica [6].
1.2. Tipos y aplicaciones
Las WSN tienen distintas caracter´ısticas y criterios de disen˜o en funcio´n
de la aplicacio´n para la que se utilizan, el a´rea sobre la que se distribuyen y
otros factores. Por ejemplo, una red de sensores utilizada para proveer a una
vivienda de capacidades inteligentes podr´ıa conectarse a la red ele´ctrica para
la obtencio´n de energ´ıa (y, quiza´s, tambie´n para comunicacio´n entre nodos)
con lo que la gestio´n de la energ´ıa dejar´ıa de ser una restriccio´n importante.
Una posible clasificacio´n, atendiendo al ambiente sobre el que se extiende
la red, podr´ıa diferenciar redes terrestres, subterra´neas, subacua´ticas, multi-
media y mo´viles [7].
Como se ha comentado, este proyecto se refiere a un modelo de optimiza-
cio´n energe´tica mediante la transmisio´n selectiva de mensajes en nodos con
recursos energe´ticos limitados, por lo que su principal campo de aplicacio´n
son redes de sensores alimentados por bater´ıas. Por lo tanto, de entre los
tipos de redes de sensores presentados anteriormente, ser´ıa aplicable princi-
palmente a redes terrestres, subterra´neas y subacua´ticas.
A continuacio´n se presenta una seleccio´n de aplicaciones de las redes de
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sensores en la que se enfatiza aquellos casos de uso que mejor se adaptan al
mecanismo de transmisio´n selectiva propuesto.
1.2.1. Monitorizacio´n de estructuras
Los accidentes provocados por estructuras que se derrumban debido a la
fatiga de los materiales con los que esta´n construidos o a la antigu¨edad de las
mismas son bastante comunes y problema´ticos en la actualidad en edificios,
puentes, presas y barcos. Sin embargo, el enfoque actual para el control de
estos desperfectos se reduce a inspecciones visuales perio´dicas, lo que resulta
costoso. La automatizacio´n de la monitorizacio´n de salud estructural (SHM,
por sus siglas en ingle´s) es un campo de investigacio´n abierto actualmente,
en el que se plantea la utilizacio´n de galgas estensome´tricas, acelero´metros,
sensores de desplazamiento, esfuerzo y vibracio´n para detectar problemas es-
tructurales midiendo la respuesta de la construccio´n ante est´ımulos naturales
(e.g. un terremoto o un viento fuerte) o artificiales [5].
Los sistemas SHM actuales esta´n basados a menudo en sensores cablea-
dos, lo que implica un alto coste para el cableado y suministro de energ´ıa a
los sensores [8]. Frente a las limitaciones de estos sistemas de medida, una
WSN es capaz de proporcionar medidas estructurales a un menor coste, per-
mitiendo colocar sensores en a´reas que ser´ıan inaccesibles para dispositivos
cableados, facilitando la incorporacio´n de un nu´mero mayor de sensores, lo
que incrementa la capacidad de localizacio´n del dan˜o, y minimizando la ne-
cesidad de parada de la actividad normal de la estructura para desplegarla
[5].
1.2.2. Agricultura de precisio´n
Los sistemas de control de cultivos actuales se basan en la suposicio´n de
homogeneidad sobre las condiciones del suelo en las parcelas. Sin embargo,
sobre cultivos amplios esta condicio´n puede ser una simplificacio´n excesiva, y
una red de sensores inala´mbricos proporciona medidas de alta precisio´n sobre
humedad del suelo, acidez, contenido de nutrientes, tipo de suelo y otros
factores [4], que pueden servir para incrementar la eficiencia en el empleo de
irrigacio´n, pesticidas o fertilizantes y afectar a la calidad y cantidad de la
produccio´n.
1.2.3. Monitorizacio´n ambiental
Las caracter´ısticas de las redes de sensores las hacen perfectas para llevar
a cabo monitorizacio´n de desastres naturales como incendios forestales o con-
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trol de erupciones volca´nicas. En estos casos, el reducido coste de los sensores
permite desplegar multitud de ellos sobre el a´rea de intere´s, y su capacidad de
organizacio´n automa´tica y no necesidad de cableado simplifican y abaratan
el despliegue. Tambie´n se ha propuesto su utilizacio´n para monitorizacio´n del
agua de r´ıos o lagos, control de ha´bitat de forma no invasiva y monitorizacio´n
de ganado [4].
1.2.4. Exploracio´n planetaria
Recientemente se ha propuesto la utilizacio´n de WSN para exploracio´n es-
pacial, en concreto con el objetivo de proporcionar medidas sobre superficies
planetarias. En este sentido, las redes de sensores proporcionan la ventaja
de ser capaces de recopilar informacio´n detallada y heteroge´nea sobre am-
plias regiones durante periodos de tiempo prolongados; algo que resulta muy
complicado de conseguir con los me´todos de exploracio´n espacial actuales [9].
1.3. Restricciones energe´ticas
Ya se ha explicado que uno de los problemas fundamentales a los que se
enfrenta una red de sensores es la enorme restriccio´n en la energ´ıa disponible
por los nodos. Generalmente, no es factible recargar los nodos por la canti-
dad de los mismos y a que en ocasiones se situ´an en lugares no fa´cilmente
accesibles. Adema´s, el fallo de determinados nodos (justamente aquellos ma´s
sometidos a necesidades de retransmisio´n de medidas generadas por otros
nodos) puede causar el fragmentamiento prematuro de la red, lo que llevar´ıa
a una reduccio´n de su efectividad. Aunque se investiga en recarga median-
te energ´ıas ambientes [6], el taman˜o de los nodos es un factor limitante y
complica este tipo de mejoras.
El mayor gasto energe´tico de los nodos ocurre, en general, en la radio
utilizada para transmitir y recibir mensajes [10]. Obviamente, este consumo
viene condicionado por factores como la tasa binaria, el tipo de modulacio´n
y los para´metros de la modulacio´n utilizada, la eficiencia de la antena y el
amplificador utilizados, la distancia al nodo receptor, el tipo de canal (presen-
cia de obsta´culos, visio´n directa, multitrayecto) y la sensibilidad del receptor.
Adema´s, se da la circunstancia de que, debido a los componentes electro´nicos
presentes en el mo´dulo radio, especialmente el amplificador y osciladores, el
consumo energe´tico del mo´dulo de comunicaciones es considerable incluso en
los instantes en los que no se realiza una transmisio´n o recepcio´n.
Un problema adicional del sistema de comunicaciones radica en que, de-
bido a que la eficiencia del amplificador, en el que como se ha visto existe
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un consumo energe´tico alto, puede disminuir al reducir la potencia de trans-
misio´n, es posible que no disminuya el gasto energe´tico total en el nodo al
transmitir con una menor potencia. Adema´s, una mayor potencia implica
una mejor estimacio´n de la distancia a nodos adyacentes, lo que supone una
ventaja importante en el disen˜o de algoritmos de enrutado y decisiones de
funcionamiento en niveles superiores [10]. Por u´ltimo, reducir la potencia de
transmisio´n disminuye las interferencias que causa el nodo sobre transmisio-
nes de nodos cercanos, incrementando la eficiencia a nivel de enlace.
Una solucio´n planteada para reducir el consumo de energ´ıa es planificar
un apagado y encendido del transmisor, el receptor o ambos, de modo que
el nodo cambie de estado de forma inteligente en funcio´n de sus propias
caracter´ısticas y las de la red. Cuando se diesen determinadas circunstancias,
podr´ıa entrar en un estado de letargo, apagando ambos.
Es importante evitar en el nodo, en la medida de lo posible, los elemen-
tos electro´nicos de eficiencia baja, como transformadores de voltaje, lo que
implica que todo el sistema funcione con el mismo nivel de tensio´n.
Finalmente, existen ciertos algoritmos a alto nivel espec´ıficos, que tratan
de optimizar el gasto energe´tico de la red mediante planificacio´n inteligente
de las transmisiones de los nodos, algo que se detallara´ en el cap´ıtulo 2.
1.4. Motivacio´n y objetivos del proyecto
El objetivo principal del proyecto es ampliar el modelo desarrollado pre-
viamente en [1] por sus autores, que propone una estrategia de transmisio´n
selectiva basada en criterios estad´ısticos para WSN alimentados con bater´ıa
y que carecen de fuentes alternativas de energ´ıa o de recarga de dicha bater´ıa.
En particular, se incorporara´ la posibilidad de dependencia estad´ıstica
entre los mensajes que llegan al nodo; y se resolvera´ la estrategia de trans-
misio´n o´ptima para este nuevo modelo. Tambie´n, se resolvera´ de forma in-
dependiente parte del desarrollo expuesto en dicho art´ıculo, obteniendo los
mismos resultados.
Se observara´, de forma teo´rica y en simulacio´n, el comportamiento del
nodo segu´n el modelo para la estrategia o´ptima y se tratara´ de proponer al-
ternativas subo´ptimas simples y eficientes que sean implementables en nodos
reales con informacio´n estad´ıstica incompleta.
1.5. Estructura del documento
El resto del documento se estructurara´ de la siguiente manera:
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En el pro´ximo cap´ıtulo se presentan las te´cnicas de ahorro energe´tico a
alto nivel existentes en la bibliograf´ıa, poniendo en relacio´n estos mecanismos
con el que nos ocupa.
Posteriormente, en el cap´ıtulo tercero, se llevara´ a cabo la exposicio´n del
modelo teo´rico planteado y el ana´lisis exacto de las decisiones de transmisio´n
o´ptimas de los nodos para casos sencillos; se observara´ la evolucio´n de estas
decisiones para valores altos de energ´ıa, y se derivara´n expresiones teo´ricas
para la tendencia observada.
El cuarto cap´ıtulo versara´ sobre el disen˜o de esquemas simples implemen-
tables en nodos reales que estimen los estad´ısticos necesarios utilizando las
observaciones estad´ısticas de las que disponen y simulaciones de nodo aislado
y de red con estos algoritmos.
Por u´ltimo, en el quinto cap´ıtulo se hara´ un ana´lisis cr´ıtico de los resul-
tados obtenidos y se presentara´n las posibles l´ıneas de trabajo futuro.
Cap´ıtulo 2
Estado del arte
Como ya se ha explicado, un aspecto cr´ıtico en el disen˜o de WSN es la
optimizacio´n de la energ´ıa utilizada por los nodos de la red. Existen distintos
enfoques que tratan de afrontar este problema, muchos de los cuales esta´n
abiertos au´n a futuros desarrollos. Ya se ha comentado tambie´n co´mo este
aspecto es tenido en cuenta a la hora de seleccionar protocolos de comuni-
cacio´n, mecanismos de acceso al medio y componentes de los nodos, como
pueden ser procesadores, amplificadores o antenas. Adema´s, es posible intro-
ducir algoritmos de control que apagan los elementos del nodo que no esta´n
en utilizacio´n y pueden llevar a cabo decisiones inteligentes de letargo sobre
algunos nodos, para mejorar el tiempo de vida de la red. Cabe tambie´n des-
tacar que las operaciones de procesado, que solo implican gasto energe´tico en
el microprocesador, son mucho ma´s eficientes en general que las de recepcio´n
y transmisio´n, por lo que resulta oportuno dotar de cierta inteligencia a los
nodos sensores, de modo que estos puedan optimizar la cantidad de conexio-
nes inala´mbricas necesarias y el volumen de datos a transmitir al nodo final
de la red.
Por esta razo´n, existen enfoques de nivel superior que pueden coexistir
con los aspectos ba´sicos de disen˜o de los nodos para incrementar el tiempo de
vida de la red. En el resto de este apartado veremos ejemplos particularmen-
te relacionados con este trabajo: la transmisio´n selectiva de mensajes, y los
mecanismos de “Data Aggregation”, entre los que podemos considerar la acu-
mulacio´n de mensajes. Por u´ltimo, se expondra´n algunos ejemplos existentes
en la bibliograf´ıa de modelado de WSN mediante Procesos de Decisio´n de
Markov, que ponen de manifiesto la conveniencia de este tipo de modelado.
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2.1. Transmisio´n selectiva
Un mecanismo propuesto por varios autores para mejorar el rendimiento
energe´tico es la transmisio´n selectiva de datos; de manera que los nodos ser´ıan
capaces de valorar las medidas que toman y elegir mediante algu´n tipo de
estrategia si transmitir o no estas medidas.
Esta perspectiva encaja perfectamente en el concepto teo´rico de WSN:
los nodos esta´n dotados de una cierta inteligencia, por lo que son capaces de
determinar cuales de las medidas que toman compensan el gasto energe´tico
de ser transmitidas, y, sin embargo, esta´n enormemente limitados en ener-
g´ıa, siendo la transmisio´n y recepcio´n inala´mbrica de datos la actividad que
ma´s energ´ıa consume; por lo que descartar datos en un instante de tiempo
determinado puede permitir transmitir ma´s adelante datos ma´s u´tiles.
Estas estrategias selectivas son a menudo denominadas en la bibliograf´ıa
como algoritmos de“censura”(censoring) de medidas. La idea se basa en la no
transmisio´n de datos de determinados sensores debido a la escasa informacio´n
que aportan, a su reducida fiabilidad o a otras caracter´ısticas relativas a la
medida. As´ı, en [20] se propone un modelo de control de blancos en el que
los nodos seleccionan si enviar o no las medidas que toman en funcio´n de
la propia medida y de los costes energe´ticos del nodo. En este art´ıculo, se
supone observaciones independientes entre los nodos de la red.
Por su parte, [11] explora tambie´n el caso de control de blancos, y concluye
que, ante costes de toma de medidas bajos y costes de transmisio´n altos,
utilizar estrategias de censura en funcio´n de la informacio´n que se espera que
aporten permite obtener una mayor informacio´n mutua, bajo restriccio´n de
gasto energe´tico medio constante, que llevar a cabo letargo en algunos nodos.
En este art´ıculo, se propone finalmente el empleo conjunto de estrategias de
censura y apagado selectivo para obtener una informacio´n mutua alta para
cualquier perfil energe´tico.
Relacionado de forma ma´s directa con este trabajo, ya se ha explicado que
se pretende aqu´ı extender ideas desarrolladas en algunos trabajos anteriores.
Concretamente, en [1] y [2] se propone un sistema de maximizacio´n local de
la utilidad de los nodos de la red mediante transmisio´n selectiva en funcio´n
de la importancia del mensaje y la energ´ıa del nodo.
El modelo teo´rico considerado en estos art´ıculos supone la existencia de
una me´trica que cuantifica la importancia de los mensajes que recibe cada
nodo de la red de sensores, ya sea generados en el propio nodo o recibidos de
nodos jera´rquicamente dependientes de este en la topolog´ıa de la red. Esta
importancia podr´ıa ser establecida por el protocolo de enrutado o la capa de
aplicacio´n, refirie´ndose a la urgencia, relevancia, utilidad o fiabilidad de la
medida.
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Por razones de simplicidad, se supone que este valor de importancia es
estrictamente mayor que cero, reservando el valor cero para instantes de
tiempo en los que no se genera ni recibe ningu´n mensaje. En [1] se supone
que el nodo solamente dispone de informacio´n sobre su nivel de energ´ıa, la
importancia del mensaje actual, y la energ´ıa gastada en transmitir, recibir y
generar mensajes. Sobre este modelo, es posible derivar el comportamiento
o´ptimo del nodo, es decir, aquel que maximiza la utilidad esperada de la
bater´ıa. En concreto, la optimizacio´n de la utilidad del nodo lleva a comparar
la importancia del mensaje, definida anteriormente, con la diferencia entre la
utilidad media futura en caso de transmitir (gastando relativamente mucha
energ´ıa) y la utilidad media futura en caso de no transmitir (gastando menos
energ´ıa).
As´ı, el comportamiento o´ptimo del nodo tiende a una decisio´n de um-
bral sobre el valor de importancia, independiente de la energ´ıa disponible,
para valores altos de energ´ıa. Este efecto se observa en un cierto nu´mero de
distribuciones y se obtiene su expresio´n teo´rica. Esta tendencia asinto´tica es
aprovechada para proponer una estrategia simplificada para los nodos: dada
la limitacio´n en capacidad de co´mputo y memoria de los nodos de la red de
sensores, la conveniencia de definir una estrategia que dependa u´nicamente
de unos pocos estad´ısticos de la distribucio´n de importancias fa´cilmente es-
timables, y que los nodos son provistos inicialmente de energ´ıas suficientes
para muchas transmisiones, es razonable sustituir el comportamiento o´ptimo
por una decisio´n de umbral constante que sera´ suficientemente efectiva para
casi toda la vida u´til del nodo.
En [2] se extiende el modelo considerado, an˜adiendo informacio´n referente
al estado de la red: la utilidad que obtiene la red de un determinado mensaje
se hace depender, adema´s de de la propia decisio´n de transmisio´n o no trans-
misio´n del nodo, de un ı´ndice relativo a la probabilidad de que ese mensaje
termine de ser retransmitido a lo largo de la red hasta llegar al sumidero.
Experimentalmente, se observa como el comportamiento de la red se aproxi-
ma al o´ptimo en el caso en el que el ı´ndice anterior se ocupa u´nicamente del
salto siguiente al nodo actual, en lugar de tener un alcance global. Debido a
que este algoritmo es ma´s acorde con las necesidades de simplicidad y poca
sobrecarga a nivel de enlace necesarios en una red de sensores, se propone la
utilizacio´n del mismo en lugar de ı´ndices que evidencien la probabilidad de
que el mensaje transmitido por el nodo llegue al sumidero o nodo final de la
red.
Para la caracterizacio´n matema´tica, se denomina c0 al coste, que puede
ser determinista o estoca´stico, de recibir o realizar la medida de un dato, y c1
al coste, tambie´n determinista o estoca´stico, de recibir o realizar la medida
y adema´s enviar el dato. Estos costes energe´ticos dependen, en general, de
z y, por tanto, de x. Esta terminolog´ıa no es compatible con la utilizada
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en cap´ıtulos posteriores, en los que se utilizan las definiciones energe´ticas
presentadas en 3.3.
El valor de importancia del mensaje actual en el nodo se expresa como x y
z es un vector que incluye toda la informacio´n disponible en el nodo en cada
instante de tiempo, incluyendo el valor de importancia x y cualquier conoci-
miento adicional. Por u´ltimo, Q(z) representa el ı´ndice de e´xito introducido
en [2]; es decir, adaptando su valor desde dicho art´ıculo, Q(z) = E{q|z},
siendo q = 1 si el mensaje es retransmitido correctamente hasta el gateway
y q = 0 en caso contrario. Tambie´n, se ha utilizado la notacio´n (y)+ que se
define como (y)+ = yu(y), donde la funcio´n u(y) representa el escalo´n de
Heaviside, incluyendo u(0) = 1.
La razo´n por la que se considera en este art´ıculo un coste c0 que representa
al mismo tiempo el coste que supone la recepcio´n de un mensaje desde otro
nodo y el correspondiente a la generacio´n de un mensaje en el propio nodo es
que de esta manera se evita que los nodos se comporten de forma ego´ısta; es
decir, que la solucio´n o´ptima obtenida de este modo no favorece la transmisio´n
de los mensajes generados en el propio nodo frente a la retransmisio´n de otros
de la red. Aun suponiendo que ambos costes sean diferentes, lo que parece
probable en un escenario real, es posible utilizar como c0 la media, ponderada
por las probabilidades de recepcio´n de otro nodo y de generacio´n en el nodo,
entre ambos valores.
Definiendo µ(e, z) = E{λ(e − c0,k)|z} − E{λ(e − c1,k)|z}, donde λ(e) re-
presenta la utilidad promedio del nodo para energ´ıa e, tenemos que µ(e, z)
cumple el papel de umbral de transmisio´n; i.e: se transmitira´ el mensaje si
Q(z)xk ≥ µ(e, z) y no se transmitira´ en caso contrario. Aunque no se demues-
tra que µ(e, z) converja a un valor constante para valores altos de energ´ıa, se
proporciona una expresio´n teo´rica para su l´ımite en caso de que este exista,
apoyando esta expresio´n en un conjunto de simulaciones sobre distintas dis-
tribuciones de probabilidad en las que se observa esta convergencia. De esa
manera, en caso de existir, el l´ımite sera´ igual a
l´ım
e→∞
µ(e, z) = (E{c1|z} − E{c0|z})χ (2.1)
Donde χ es la solucio´n de:
E{c0}χ = E{(xQ(z)− (E{c1|z} − E{c0|z})χ)+} (2.2)
Adema´s, si en todos los instantes temporales se cumple que c1 > c0, esta
solucio´n para χ es u´nica. En estas expresiones y las que siguen, se ha utilizado
la letra χ en lugar de τ , utilizada en el art´ıculo, debido a que τ es empleada
en apartados posteriores con otro significado.
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Para poder aplicar esta expresio´n, que depende u´nicamente de ciertos
estad´ısticos referidos a la distribucio´n de importancias que llegan al nodo,
se utiliza una versio´n iterativa de la misma, que es posible actualizar de
forma ma´quina utilizando estimaciones de los distintos para´metros. En [1]
se utilizan, para las magnitudes estad´ısticas dependientes de la distribucio´n
de importancias que llegan al nodo, estimadores parame´tricos basados en
distribuciones de importancia con la forma de distribuciones Gamma.
En [2] se utiliza, sin embargo, una fo´rmula basada en aproximaciones
estoca´sticas (2.3) para estimar χ, lo que permite obtener el umbral de 2.1.
χk = (1− 1
k
)χk−1 +
1
kE{c0}(xkQ(zk)−∆(zk)χk−1)
+ (2.3)
En do´nde ∆(z) = E{c1|z}−E{c0|z}. Es razonable suponer que este coste
energe´tico no dependa de z (salvo en diferenciar x = 0, es decir, no recepcio´n
ni generacio´n de mensaje, del resto), por lo que, en el caso de que E{c0|x > 0}
y E{c1|x > 0} no sean conocidos, puede estimarse a partir de los datos de
forma simple mediante un cociente entre costes en cada instante y nu´mero
total de instantes en los que se transmite o no se transmite; o bien mediante
alguna estrategia adaptativa, para tener en cuenta variaciones de la red. Con
respecto a xk = 0, en dichos art´ıculos se propone la definicio´n de un coste
cI para esos instantes, sin diferenciar transmisio´n de no transmisio´n, al no
existir dato.
Para estimar Qk(zk) en [2], se consideran una serie de simplificaciones y
se emplea para su estimacio´n la ecuacio´n
Qk(zk, w, b) = P (qk = 1|xk, w, b) = (1 + exp[−w(xk − b)])−1 (2.4)
En pro´ximos apartados de este proyecto se extiende dicho modelo para
el caso en el que las importancias de mensajes consecutivos esta´n de algu´n
modo relacionadas.
2.2. Agregacio´n de Datos
Los mecanismos de agregacio´n de datos (DA, por sus siglas en ingle´s)
comprenden un conjunto de te´cnicas cuyo objetivo es la reduccio´n del gasto
energe´tico en comunicaciones combinando de alguna manera datos provenien-
tes de distintos nodos y datos consecutivos del mismo nodo. Esta perspectiva
implica un cambio de paradigma respecto a las redes tradicionales: frente a
los mecanismos habituales en redes de comunicaciones, que ponen e´nfasis en
la generacio´n de rutas de alta capacidad entre nodos cualesquiera, en una
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WSN la principal preocupacio´n es encontrar rutas eficientes en energ´ıa para
los datos que conecten un amplio nu´mero de nodos origen con un u´nico nodo
destino o un reducido grupo de ellos, facilitando en la medida de lo posible
la eliminacio´n de redundancia en los propios nodos y la minimizacio´n del
nu´mero de transmisiones [17].
Este concepto de agregacio´n ha sido utilizado con definiciones algo am-
biguas en la bibliograf´ıa, y sera´ utilizado en este proyecto con el significado
amplio anterior, atendiendo a la terminolog´ıa definida en [16]. De forma es-
quema´tica, en DA se incluye cualquier algoritmo que (1) acumule un deter-
minado conjunto de datos generados en el propio nodo o recibidos de otros
nodos, (2) aplique una funcio´n de agregacio´n sobre estos datos y (3) env´ıe
los datos agregados sobre una u´nica conexio´n inala´mbrica a otro nodo con
el objetivo de comunicarlos al nodo final de la red. La forma concreta de
esta funcio´n de agregacio´n es completamente dependiente de la aplicacio´n,
pudiendo concretarse en concatenacio´n de los datos, promediado (e.g: si se
trata de medir temperatura, pueden promediarse las medidas de sensores
cercanos en el agregador, reduciendo la resolucio´n de medida a cambio de
mejorar la eficiencia energe´tica de transmisio´n y obtener medidas con menos
error), suma de algu´n para´metro (e.g: para determinar el nu´mero total de
nodos en una regio´n), extraccio´n de valor mı´nimo o ma´ximo, etc.
En la bibliograf´ıa existen frecuentes ejemplos de aplicacio´n de este tipo de
estrategias, a menudo aplicadas sobre tipos de redes concretas. En [15] pode-
mos encontrar varios ejemplos, en los que la red toma decisiones distribuidas
en base a las observaciones.
Una posible clasificacio´n de los algoritmos de DA existentes en el esta-
do del arte, atendiendo a la estructura de la red, diferencia algoritmos no
estructurados, algoritmos basados en estructura y mixtos [16]. En principio,
los algoritmos no estructurados son ma´s coherentes con la topolog´ıa ad-hoc
y a menudo aleatoria de una WSN, mientras que los basados en estructura
conllevan la generacio´n de rutas fijas o variables entre los nodos de la red y
el sumidero.
2.3. Acumulacio´n de mensajes
Dentro de las estrategias de DA, un caso particular de relevancia es la
idea de acumulacio´n de mensajes en un nodo para su transmisio´n conjunta.
En este caso, el ahorro energe´tico es consecuencia u´nicamente de la mejora
de eficiencia en las transmisiones debido a la reduccio´n de conexiones y la
consecuente disminucio´n de colisiones en el medio, y menor sobrecarga para
cabeceras y comprobacio´n de errores. En definitiva, se obtiene un incremento
en el tiempo de vida de la red mediante una disminucio´n de la cantidad de
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conexiones que es necesario establecer entre los nodos, existiendo a cambio
un cierto retardo en la transmisio´n de los mensajes hasta el punto final de la
red.
Entre las ventajas de esta forma de funcio´n de agregacio´n esta´n la simpli-
cidad de procesado y la no necesidad de temporizadores y procesado adicional
para garantizar la precisio´n de los datos. Tambie´n, esta simplificacio´n evita
problemas a nivel seguridad e integridad, dado que el nodo no necesita acce-
der al valor de los datos que recibe de otros nodos para procesarlos. A cambio,
el incremento de eficiencia esta´ en cierta medida limitado frente a funciones
de agregacio´n ma´s complejas y adaptadas a la aplicacio´n particular.
2.4. Modelado de WSN mediante Procesos
de Decisio´n de Markov
Los Procesos de Decisio´n de Markov (en adelante MDP, por sus siglas en
ingle´s), cuya estructura y caracter´ısticas se explican con detalle ma´s adelante,
y las cadenas de Markov han sido utilizados en varios trabajos recientes con
el objetivo de modelar distintos aspectos relativos a WSN. Esta metodolog´ıa
permite incluir de una manera simple decisiones inteligentes sobre distintos
aspectos de los nodos con el objetivo de optimizar diversos objetivos.
Por ejemplo, en [12] se presenta un sistema que busca la optimizacio´n
de distintos para´metros de funcionamiento del nodo (voltaje, frecuencia de
toma de medidas) de forma dina´mica en funcio´n de las condiciones de la red
mediante MDPs para permitir ajuste automa´tico sin necesidad de personal
experto que seleccione dichos para´metros en funcio´n de la aplicacio´n. De
modo similar, en [13] se propone un modelo de seleccio´n dina´mica del grado
de compresio´n sobre los datos para minimizar la distorsio´n media de los datos
enviados bajo restricciones de energ´ıa en nodos capaces de obtener energ´ıa del
ambiente, basado igualmente en MDPs. Tambie´n, [14] establece un modelo
markoviano para los nodos de una WSN, planteando aspectos energe´ticos, de
fiabilidad y de retardo extremo a extremo de la red.
En [2], se pone en relacio´n el modelo de transmisio´n selectiva que ya se
ha presentado con la formulacio´n propia de MDPs.
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Cap´ıtulo 3
Ana´lisis teo´rico
Una vez presentadas las te´cnicas de reduccio´n del consumo energe´tico ha-
bituales en la bibliograf´ıa, y visto que los MDPs constituyen una herramienta
matema´tica natural y utilizada habitualmente para modelar aspectos relati-
vos a redes de sensores inala´mbricos; se tratara´, en el presente cap´ıtulo, de
dar respuesta desde un punto de vista teo´rico al problema de optimizacio´n
que se plantea en este proyecto. En esquema, se busca la optimizacio´n local
de la utilidad de los nodos de una red de sensores considerando que el nodo
puede tomar decisiones sobre la transmisio´n o no de mensajes en el momento
en que estos son generados por el sistema sensor del nodo o recibidos de otro
nodo para ser retransmitidos, dada una determinada me´trica que cuantifica
la utilidad para la red de los distintos mensajes y unos determinados gastos
energe´ticos dependientes de la decisio´n del nodo. La idea es, por tanto, muy
similar a la realizada en [1] y [2] por sus respectivos autores, aunque an˜a-
diendo la consideracio´n de que existe una dependencia estad´ıstica entre los
mensajes consecutivos que llegan al nodo.
El resto del cap´ıtulo se estructurara´ de la siguiente manera: en primer
lugar se presentara´n los Procesos de Decisio´n de Markov, a continuacio´n se
pondra´ en relacio´n el problema de optimizacio´n presentado con este modelo
estad´ıstico. Sobre este modelo, se establecera´n una serie de simplificaciones
y suposiciones acerca de la estructura de las distribuciones estad´ısticas in-
volucradas, con la idea de obtener expresiones manejables. En el siguiente
punto se analizara´n las expresiones teo´ricas sobre casos particulares simples,
de modo que se vea co´mo la estrategia o´ptima depende de las distribuciones
de importancia y de energ´ıas consumidas por el nodo. Por u´ltimo se pro-
pondra´n estrategias subo´ptimas simples que dependen u´nicamente de unos
pocos estad´ısticos de las distribuciones de importancia y de costes energe´ticos
involucradas.
15
16 CAP´ITULO 3. ANA´LISIS TEO´RICO
3.1. Procesos de Decisio´n de Markov
Los MDPs son un tipo de modelado matema´tico consistente en un siste-
ma caracterizado por un conjunto de estados (s ∈ S) que atraviesa a lo largo
de distintos puntos de decisio´n temporales (llamados e´pocas), una serie de
acciones disponibles en cada estado (d ∈ D(s)), probabilidades de transicio´n
dependientes del estado y la accio´n seleccionada (p(s′|s, d), donde s′ repre-
senta el estado en el instante siguiente) y recompensas dependientes tambie´n
del estado y la accio´n seleccionada (r(s, d)).
Generalmente se considera que las decisiones son markovianas, tambie´n
llamadas sin memoria; es decir, que la eleccio´n de la accio´n en un momento
dado depende u´nicamente del estado actual y no de la historia de estados
atravesados por el sistema en instantes anteriores. El conjunto de posibles
estados puede ser finito o infinito y puede considerarse horizonte finito (lo
que significa que a partir de un instante determinado ya no existen ma´s
transiciones entre estados ni recompensas) o infinito. Se definira´ la funcio´n
de valor, dependiente de la pol´ıtica de acciones (pi) y el estado actual (sk),
como:
Vpi(sk) = r(sk, pi(sk)) +
∑
sk+1∈S
p(sk+1|sk, pi(sk))Vpi(sk+1)
= r(sk, pi(sk)) + E{Vpi(sk+1)|sk, pi(sk)}
(3.1)
Donde k representa el instante de decisio´n actual y, por tanto, k + 1 el
instante pro´ximo. La nomenclatura pi(sk) representa la accio´n correspondien-
te al estado sk segu´n la pol´ıtica de acciones pi. En ocasiones, para MDPs de
horizonte infinito, se define una funcio´n de valor con un factor de descuento
sobre las recompensas futuras, de modo que e´sta converja a un valor finito.
Sin embargo, esto no sera´ necesario para el caso que nos ocupa.
Una vez definida la funcio´n de valor, se definira´ la pol´ıtica o´ptima pi∗ como
aquella constituida por la accio´n en cada estado que maximiza la funcio´n de
valor para ese estado.
Es posible encontrar la pol´ıtica o´ptima markoviana de un problema dado
a partir de la ecuacio´n de Bellman, que proporciona una expresio´n para la
funcio´n de valor de la pol´ıtica o´ptima, que denominamos V ∗, y que tiene la
forma siguiente
V ∗(sk) = ma´x
d∈D(sk)
{r(sk, dk) +
∑
sk+1∈S
p(sk+1|sk, dk)V ∗(sk+1)}
= ma´x
d∈D(sk)
{r(sk, dk) + E{V ∗(sk+1)|sk, dk}}
(3.2)
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De este modo, para cada estado sk, la accio´n (o acciones) o´ptima sera´ el
argumento o conjunto de argumentos que maximizan la expresio´n anterior.
Conviene resaltar, por su relevancia en apartados posteriores, la idea de
que una vez seleccionada una pol´ıtica pi determinada, que especificara´ una
accio´n concreta para cada estado del MDP, e´ste se ve reducido a una cadena
de Markov.
3.2. Planteamiento del problema
En nuestro caso, utilizaremos un MDP para simular las posibles accio-
nes de transmisio´n o no transmisio´n de los mensajes, buscando maximizar la
importancia total de cada nodo, esto es, la suma total de las importancias
de los mensajes efectivamente transmitidos durante la vida u´til del nodo:
E{∑Ti=1 xidi}, donde T representa el tiempo de vida del nodo (que sera´ tam-
bie´n aleatorio), xi los valores de importancia sucesivos que existen en el nodo,
di = 1 si el mensaje es transmitido y di = 0 si el mensaje no es transmitido;
magnitudes que sera´n explicadas con detalle posteriormente. Se trata, por
tanto, de un enfoque puramente local; que, sin embargo, como se vera´ en
apartados posteriores, conlleva un comportamiento razonablemente bueno
para la red manteniendo un modelado sencillo y que no requiere una alta
carga computacional ni un conocimiento detallado sobre la red.
Aunque de forma general es posible incorporar a la informacio´n utilizada
por el nodo ciertos para´metros de red, de forma similar a lo realizado en [2]
al definir un ı´ndice de e´xito en la retransmisio´n del mensaje en el caso de
tomar la decisio´n de transmitir; en este proyecto nos limitaremos al caso en
el que el nodo solamente dispone de informacio´n acerca de la importancia de
los mensajes que recibe o genera, la propia energ´ıa de la que dispone y los
costes energe´ticos que acarrea cada una de las actividades del nodo.
El conjunto de posibles estados del sistema representara´ la situacio´n en la
que se encuentra el nodo en cada activacio´n del mismo, en la que puede ser
que reciba o genere un mensaje; estara´ compuesto por la energ´ıa disponible
en el nodo en ese instante y la importancia del mensaje concreto existente
en el nodo, en caso de existir alguno. Las definiciones formales del estado se
presentan en el apartado 3.3, dado que sera´n ligeramente distintas para los
dos casos que se plantean en el proyecto.
En el caso general, en el que las importancias de los mensajes en el nodo
siguen una distribucio´n estad´ıstica continua y la energ´ıa que gasta el nodo en
cada instante es aleatoria y con funcio´n de probabilidad tambie´n continua,
el conjunto de estados posibles sera´ infinito y no numerable. El conjunto
de acciones posible sera´, en general, binario e independiente del estado, ya
que correspondera´ simplemente con transmitir o no transmitir el mensaje,
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decisiones que se representara´n respectivamente como dk = 1 y dk = 0. Las
u´nicas salvedades a esta decisio´n binaria sera´n aquellos estados en los que
no se recibe ni genera mensaje (en los que no existe mensaje que transmitir)
y aquellos en los que el nodo no disponga de energ´ıa para transmitir, en los
que el nodo no tomara´ decisiones (i.e: sera´n estados finales del MDP). Por su
parte, las recompensas asociadas a cada estado y accio´n se correspondera´n
con la importancia del mensaje si este es transmitido con e´xito o cero en caso
contrario.
3.3. Estacionariedad y otras simplificaciones
A partir de este punto, se van a considerar dos escenarios distintos para
los que es posible aplicar el modelo teo´rico basado en MDPs presentado. En
el primero de estos escenarios, estudiado en detalle en 3.3.1, se considerara´
que el nodo sensor recibe mediciones consecutivas que son estad´ısticamente
dependientes. Pese a que el trabajo desarrollado en investigaciones previas
con este modelo de importancias de mensajes [1] supon´ıa que las importan-
cias de mensajes consecutivos eran independientes, se sabe que las redes de
sensores, por su topolog´ıa y naturaleza de las mediciones que llevan a cabo,
esta´n sujetas a una gran correlacio´n estad´ıstica espacial y temporal; esto es,
entre medidas de nodos adyacentes y medidas consecutivas del mismo nodo
[18]. Por lo tanto, es lo´gico suponer que las importancias de los mensajes que
llegan a un nodo dado, generados en el propio nodo en instantes sucesivos
o recibidos de distintos nodos sensores cercanos, este´n sujetas a correlacio´n
temporal y espacial, respectivamente.
Por otra parte, al presentar el MDP considerado, se ha mantenido la gene-
ralidad suficiente como para poder aplicar el mismo modelo a otro escenario
diferente, en particular, uno basado en acumulacio´n de mensajes (3.3.2): si
se considera que el nodo tiene disponible una pequen˜a memoria interna y es
capaz de almacenar mensajes para su posterior transmisio´n sobre una u´nica
conexio´n, podr´ıa considerarse que la importancia total existente en el nodo
es equivalente a la suma de las importancias de los mensajes almacenados,
con un cierto valor de descuento que se utiliza para penalizar el retardo en la
transmisio´n de los mensajes. En este caso, se considerara´ que las importancias
aisladas que llegan al nodo son independientes, y la dependencia estad´ıstica
entre importancias consecutivas sera´ consecuencia de la acumulacio´n. Por su
parte, las posibles decisiones ante la recepcio´n de un mensaje sera´n transmi-
tir todos los mensajes acumulados (dk = 1) o acumular el mensaje recibido
con el resto, sin realizar transmisio´n (dk = 0).
De cara al ana´lisis posterior, se aplicara´n una serie de simplificaciones
sobre el modelo general planteado en 3.2. Estas simplificaciones se explicara´n
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por separado para los dos casos considerados.
3.3.1. Importancias estad´ısticamente dependientes
En este caso, se considera que el estado esta´ definido como sk = (ek, x
′
k, Ik),
donde x′k es estrictamente mayor que cero e Ik es un indicador de estado acti-
vo; es decir, Ik = 1 implica que existe mensaje en el nodo en k e Ik = 0 implica
que el instante k es un estado inactivo. As´ı, la importancia del mensaje que
exista en el nodo en el instante k podra´ escribirse como xk = x
′
kIk.
La primera simplificacio´n que se aplica es suponer que tanto la funcio´n
de probabilidad de las importancias que recibe el nodo como la de los costes
energe´ticos no var´ıan con el tiempo; i.e: son estacionarios. Tambie´n, se supone
que la distribucio´n de importancias que llega al nodo es independiente de la
energ´ıa disponible en el nodo y de los costes energe´ticos.
Una consideracio´n adicional que se ha realizado es suponer que los esta-
dos inactivos esta´n distribuidos de forma regular a lo largo de las e´pocas que
atraviesa el nodo, por lo que la probabilidad de Ik+1 = 0 (correspondiente al
estado inactivo) es la misma independientemente del estado sk, denomina´n-
dose a esta probabilidad de que no se genere ni reciba ningu´n mensaje en el
nodo en un instante determinado pidle.
Las probabilidades de transicio´n entre estados, considerando independen-
cia tal y como se ha explicado, pueden ser descompuestas en un te´rmino para
x′k+1, otro para ek+1 y otro para Ik+1. Aplicando todas estas suposiciones, es
posible expresar la probabilidad de transicio´n entre estados como
p(sk+1|sk, dk) = pe(ek+1|sk, dk)p′X(x′k+1|sk, dk)
(δ(Ik+1)pidle + δ(1− Ik+1)(1− pidle))
(3.3)
Aplicando que la importancia de los mensajes futuros no depende de la
energ´ıa disponible por el nodo en el instante actual, y suponiendo que las
decisiones del nodo no afectan a la sucesio´n de importancias de los mensa-
jes que llegan al mismo, para el te´rmino p′X(x
′
k+1|ek, x′k, Ik, dk) definido en la
ecuacio´n (3.3), es suficiente con definir una distribucio´n para la importan-
cia en un instante dado condicionada al valor de importancia en el instante
anterior, quedando p′X(x
′
k+1|ek, x′k, Ik, dk) = p′X(x′k+1|x′k, Ik).
En cuanto a la distribucio´n energe´tica, se consideran tres costes distintos,
todos ellos aleatorios, independientes entre s´ı y estacionarios: en primer lugar,
se define cidle,k como el coste energe´tico de mantener el nodo activo en un
instante (e´poca, segu´n la terminolog´ıa anterior) aunque no se reciba ni genere
ningu´n dato, crx,k se correspondera´ con el coste de recibir o generar un dato,
y ctx,k con el gasto energe´tico de retransmitir el dato generado o recibido.
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Adicionalmente, se supone que estos costes son independientes del estado
del nodo, es decir, que no dependen de la energ´ıa disponible en el nodo en
dicho instante ni, en el caso de crx,k y ctx,k, del valor de importancia del dato
recibido o transmitido.
Es posible expresar el conjunto de decisiones posibles en funcio´n del estado
de forma rigurosa, definiendo los costes c1,k = cidle,k + crx,k + ctx,k y c0,k =
cidle,k + crx,k, como se detalla en la siguiente ecuacio´n
D(sk) = D(ek, xk) =

{} si ek < (mı´n{cidle}+ mı´n{crx}+ mı´n{ctx})
{idle} si Ik = 0,
ek ≥ (mı´n{cidle}+ mı´n{crx}+ mı´n{ctx})
{0, 1} resto de casos
(3.4)
Donde Ik = 0 es equivalente a xk = 0.
Podremos concretar, tambie´n, el te´rmino pe(ek+1|sk, dk) de la ecuacio´n
(3.3), de la siguiente manera:
pe(ek+1|sk, dk) =

pcidle(ek − ek+1|ek) si dk = idle
pc0(ek − ek+1|ek) si dk = 0
pc1(ek − ek+1|ek) si dk = 1
(3.5)
Donde pcidle , pc0 y pc1 representan, respectivamente, las funciones de den-
sidad de probabilidad estacionarias de las variables cidle, c0 y c1. Dado que
los costes son aleatorios, el nodo no tiene posibilidad de conocer a priori si
dispone o no de suficiente energ´ıa para transmitir, por lo que aun en el caso
de que el nodo tome la decisio´n dk = 1, es posible que agote su energ´ıa antes
de transmitir de manera exitosa el dato, algo que tendra´ sus consecuencias
a continuacio´n al definir la recompensa obtenida por el nodo. Adema´s, un
nodo con informacio´n incompleta sobre sus costes energe´ticos podr´ıa no ser
consciente de cual es el mı´nimo de cada uno de ellos, por lo que su espacio
de decisiones se ver´ıa modificado ligeramente. En este caso, dado que s´ı es
posible acotar inferiormente todos los costes energe´ticos definidos por cero,
bastar´ıa con considerar que el mı´nimo de cidle, crx y ctx es cero.
Al respecto de la recompensa, recordando que xk = x
′
kIk, podemos de-
finir para los estados activos r(ek, x
′
k, Ik = 1, dk, c1,k) = xkdku(ek − c1,k).
As´ı, la recompensa dependiente de estado y accio´n a utilizar en el MDP
cuando Ik = 1 sera´ la recompensa esperada por el nodo despue´s de reci-
bir o generar un dato y tomar la decisio´n sobre su transmisio´n, quedando
r(ek, x
′
k, Ik = 1, dk) = E{r(ek, x′k, Ik = 1, dk, c1,k)|ek, xk, dk} = E{xkdku(ek −
c1,k)|ek, xk, dk} = xkdkE{u(ek − c1,k)|ek} = xkdkFc1(ek), donde Fc1 repre-
senta la funcio´n de distribucio´n de la variable aleatoria c1. Lo´gicamente, en
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los estados inactivos la recompensa sera´ cero, con lo que podemos definir la
recompensa que obtiene el nodo en funcio´n de estado y accio´n como
r(ek, xk, dk) =
{
xkdkFc1(ek) si Ik = 1
0 si Ik = 0
(3.6)
En apartados posteriores, all´ı donde las distribuciones de importancias
consideradas lo han permitido, se ha simplificado la notacio´n utilizando xk en
lugar de x′k, Ik. Sin embargo, para el caso general y la demostracio´n teo´rica,
conviene el uso del estado compuesto por x′k e Ik, dado que esto permite
mantener de forma rigurosa en el MDP la posibilidad de correlacio´n entre
importancias, aun cuando entre ellas exista un estado inactivo.
3.3.2. Acumulacio´n de mensajes en el nodo
En este caso, el estado se define de una forma ligeramente modificada.
Al considerar acumulacio´n de mensajes, es necesario definir dos magnitudes
distintas: por un lado, xk representara´ la importancia agregada (aplicando el
factor de descuento γ que se detalla a continuacio´n) de todos los mensajes
acumulados en el nodo y x˜k representara´ la importancia del mensaje recibido
en el nodo en el instante k. As´ı, podemos representar el estado del nodo como
sk = (ek, xk, Ik), donde Ik es, de nuevo, un indicador de estado activo que
valdra´ Ik = 1 si x˜k > 0 e Ik = 0 si x˜k = 0.
En primer lugar, se mantienen las mismas consideraciones de estaciona-
riedad e independencia que se establec´ıan en el apartado 3.3.1. Adema´s, se
supone que la secuencia de importancias x˜ no esta´ sujeta a dependencia es-
tad´ıstica entre instantes consecutivos, con lo que
p(sk+1|sk, dk) = pe(ek+1|sk, dk)pX(xk+1|sk, dk)
(δ(Ik+1)pidle + δ(1− Ik+1)(1− pidle))
(3.7)
El factor γ sirve para penalizar el retardo de acumulacio´n de mensajes en
el nodo, de modo que
xk+1 =
{
x˜k+1 si dk = 1
x˜k+1 + γxk si dk = 0 o dk = idle
(3.8)
Y, consecuentemente,
pX(xk+1) =
{
pX˜(xk+1) si dk = 1
pX˜(xk+1 − γxk|xk) si dk = 0 o dk = idle
(3.9)
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Con γ ∈ [0, 1) y siendo x˜k+1 la importancia del mensaje que llega al
nodo en el instante k + 1, xk la importancia acumulada, segu´n el factor de
descuento γ, de todos los mensajes pendientes de transmisio´n en el nodo en
el instante k y pX˜ la funcio´n de densidad de probabilidad de x˜, estacionaria
e independiente del instante anterior. Se considera que x0 = 0; es decir,
al comienzo de su vida u´til, la importancia acumulada en el nodo es nula,
al no existir datos almacenados. Este factor de descuento γ, que no esta´
fijado por los para´metros de funcionamiento del nodo y sera´, por lo tanto, un
para´metro libre, es necesario para generar una comparacio´n que lleve a una
decisio´n sobre dk dependiente de sk.
Para las transiciones energe´ticas se utiliza la misma definicio´n anterior
(3.5). Lo mismo ocurre con el espacio de decisiones ((3.4)). Por u´ltimo, la
recompensa que obtiene el nodo en funcio´n de estado y accio´n sera´ (3.6).
Para dicha equivalencia en todas estas ecuaciones, es necesario recalcar que
la definicio´n de Ik se ha modificado levemente en este apartado (refirie´ndose
a x˜k en lugar de a xk).
Justificacio´n del modelo y caracter´ısticas del para´metro
La agregacio´n descontada de importancias busca penalizar la importancia
de los mensajes que se acumulan en el nodo, de modo que el MDP converja,
y la solucio´n obtenida cumpla una serie de caracter´ısticas: los mensajes de
mayor importancia tienen un menor retardo medio y cada valor de gamma
(para una distribucio´n de importancia dada) se asocia a un retardo medio
determinado y a una determinada ganancia en tiempo de vida del nodo. Por
una mera cuestio´n de notacio´n, se ha seleccionado aplicar el factor γ anterior
no solo en los instantes en los que el nodo recibe efectivamente un mensaje
si no tambie´n en los estados inactivos (x˜k = 0) del mismo.
La idea que subyace detra´s de este modelo es la definicio´n de un para´-
metro simple que permita seleccionar un grado de acumulacio´n de mensajes
para su posterior transmisio´n conjunta. Ya se ha comentado que el para´me-
tro γ definido var´ıa en el intervalo [0, 1); valores ma´s altos de γ implican
menos transmisiones para el comportamiento o´ptimo (un mayor nu´mero de
mensajes transmitidos en cada conexio´n), lo que implica un ahorro de ener-
g´ıa y conlleva un mayor tiempo de vida para el nodo. A cambio, el retardo
que sufrira´n los mensajes en el nodo sera´ tambie´n ma´s importante. El l´ımite
inferior para γ, cuando este para´metro vale cero, equivale conceptualmente al
modelo desarrollado en [1] y [2]. Esto implica que existe un l´ımite superior a
la proporcio´n de conexiones por nu´mero de mensajes recibidos obtenida me-
diante el para´metro γ. En otras palabras, a medida que el valor de γ tiende a
cero, el nodo considera cada vez menos relevantes los mensajes que acumula,
hasta que, para γ = 0, el nodo no diferencia entre acumular mensajes y des-
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cartarlos; transmitir con ma´s frecuencia que la correspondiente a ese valor
l´ımite es, a todos los efectos, perjudicar la utilidad promedio del nodo.
A pesar del hecho de que existen otros sistemas alternativos que podr´ıan
plantearse (i.e: la recompensa del nodo podr´ıa ser la importancia del mensaje
sin aplicar el factor γ si el retardo que sufre es menor que una cierta cantidad
y cero en otro caso); el presentado incluye la penalizacio´n por retardo de una
forma simple y natural, permite un modelado basado en MDPs y es local,
por lo que puede ser implementado en los nodos de forma independiente.
Aunque es de esperar que la energ´ıa gastada para transmitir un mensaje
se incremente con el nu´mero de mensajes transmitidos juntos, por simplicidad
se ha considerado que la energ´ıa que gasta el nodo al transmitir es indepen-
diente del nu´mero de mensajes transmitidos. Podr´ıa argumentarse que esta
decisio´n supone una pe´rdida de eficiencia importante para el mecanismo di-
sen˜ado, aunque, en primer lugar, al existir problemas de sincronizacio´n entre
nodos y ser habitualmente el canal de transmisio´n un canal compartido que
emplea te´cnicas de acceso al medio por contienda, gran parte de la energ´ıa
es empleada en resolucio´n de colisiones por parte del protocolo de acceso al
medio, algo que mejorara´ enormemente al reducir la probabilidad de trans-
misio´n de los nodos. Adema´s, este modelo simple es suficiente para acotar las
mejoras potenciales alcanzadas aplicando esta idea de agregacio´n de datos
y transmisio´n conjunta. Por u´ltimo, es posible que en determinadas aplica-
ciones sea posible aprovechar la redundancia espacial y temporal de la red
para combinar estos mensajes en uno solo o un conjunto ma´s reducido de
mensajes, con lo que la eficiencia de transmisio´n se incrementar´ıa y la situa-
cio´n ser´ıa ma´s parecida a la planteada en el modelo (ver apartado 2.2 en el
cap´ıtulo 2).
En resumen, se reaprovecha la formulacio´n anterior para disen˜ar un al-
goritmo que sirva para definir los instantes de comienzo y finalizacio´n del
proceso de acumulacio´n de mensajes en los nodos en base a la solucio´n del
MDP ya presentado, dada una medida de importancia de los mensajes que
llegan al mismo y un para´metro libre que se relaciona con los requisitos de
retardo de la red. El modelo considerado presupone la creacio´n previa de un
enrutado en a´rbol o en cluster desde cada uno de los nodos hasta el gateway.
Dadas las condiciones de estacionariedad que se imponen sobre las dis-
tribuciones de importancia en los nodos a la hora de encontrar resoluciones
expl´ıcitas del MDP, estas rutas debera´n ser esta´ticas, por lo que no se podra´
combinar esta te´cnica con algoritmos de seleccio´n dina´mica de agregadores
del tipo de LEACH [19]. Este algoritmo podr´ıa ser incluido u´nicamente en
los nodos agregadores o tambie´n en los nodos hoja.
Por u´ltimo, podr´ıa pensarse que, segu´n este sistema, mensajes urgen-
tes con valores de importancia alta que se situ´en entre estados inactivos o
mensajes de importancia muy baja podr´ıan quedar bloqueados en el nodo
24 CAP´ITULO 3. ANA´LISIS TEO´RICO
debido a multiplicaciones sucesivas por γ; aunque, en primer lugar, una se-
leccio´n cuidadosa de γ y una asignacio´n correcta de valores de importancia
a los mensajes reducir´ıa la magnitud de este problema. Adema´s, ser´ıa po-
sible modificar el sistema incluyendo un para´metro adicional que disparase
la transmisio´n de mensajes si el nodo recibe uno cuya importancia aislada
supere un determinado umbral.
3.4. Estudio de pol´ıticas de transmisio´n o´pti-
mas para casos simples
A continuacio´n se lleva a cabo un ana´lisis exacto sobre distribuciones de
importancias sencillas para ambos escenarios.
3.4.1. Importancias estad´ısticamente dependientes
Para llevar a cabo la optimizacio´n de la pol´ıtica del nodo para cada estado,
debemos considerar por separado los tres tipos de estados definidos en funcio´n
del conjunto de decisiones posibles. Para el caso de los estados finales del nodo
y aquellos en los que no hay mensaje que transmitir, la solucio´n es trivial.
En el resto de estados, aplicando la ecuacio´n de Bellman (3.2), tenemos:
V ∗(ek, x′k, Ik = 1) = ma´x
dk∈{0,1}
{r(ek, xk, dk) + E{V ∗(ek+1, x′k+1, Ik+1)|ek, x′k, Ik, dk}}
= ma´x
dk∈{0,1}
{xkFc1,k(ek) + V1(ek, xk), V0(ek, xk)}
(3.10)
Donde se define V1(ek, xk) = E{V ∗(ek − c1,k, x′k+1, Ik+1)|ek, xk, dk = 1},
V0(ek, xk) = E{V ∗(ek − c0,k, x′k+1, Ik+1)|ek, xk, dk = 0}. En las expresiones de
V1(ek, xk) y V0(ek, xk) no se incluye la dependencia con Ik = 1, dado que esta
esta´ impl´ıcita en el hecho de que la decisio´n sea dk = 0 o dk = 1. Por esta
misma razo´n, recordando que Ik = 1 implica xk = x
′
kIk = x
′
k, se ha utilizado
xk en lugar de x
′
k para la definicio´n de estas magnitudes.
Eliminando la dependencia con dk de los te´rminos V1 y V0, dado que en
las energ´ıas esta dependencia se concreta en la utilizacio´n de c1,k y c0,k, y
la sucesio´n de importancias es independiente de las decisiones (como se vio
en 3.3.1), obtenemos V1 = E{V ∗(ek − c1,k, xk+1)|ek, xk} y V0 = E{V ∗(ek −
c0,k, xk+1)|ek}.
Por lo tanto, partiendo de la ecuacio´n (3.10), si definimos:
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µ(ek, xk) =
V0(ek, xk)− V1(ek, xk)
Fc1,k(ek)
(3.11)
Podemos expresar la decisio´n en el instante k como:
dk =
{
1 si xk ≥ µ(ek, xk)
0 si xk < µ(ek, xk)
(3.12)
Para este caso, se han seleccionado varias distribuciones de importancia
definidas en base a su dependencia con el instante anterior. Se han conside-
rado distribuciones condicionales uniformes, debido a la mayor simplicidad
de realizar simulaciones nume´ricas de este tipo de distribuciones. Las distri-
buciones concretas analizadas en este apartado, se expresan todas ellas en
funcio´n de xk = x
′
kIk. Un ejemplo de distribucio´n que utiliza el estado com-
pleto sk = (ek, x
′
k, Ik) puede verse en el cap´ıtulo siguiente, en el apartado
4.1.5.
Distribucio´n condicional uniforme
La primera distribucio´n considerada es la siguiente, definida en te´rminos
condicionales.
p(xk+1|xk) = pidleδ(xk+1) + (1− pidle)p′(xk+1|xk) (3.13)
Teniendo que:
p′(xk+1|xk) =

U(0, 7) si xk = 0
U(0, 2) si 0 < xk ≤ 1
U(5, 7) si xk ≥ 6
U(xk − 1, xk + 1) resto de casos
(3.14)
Adema´s, consideramos que las energ´ıas gastadas en caso de transmitir y
no transmitir son deterministas, realizando la simulacio´n para varios valores
de las mismas. Denotamos E1 = cidle+crx+ctx a la energ´ıa gastada en caso de
transmitir, E0 = cidle+ crx a la correspondiente a no transmitir y Eidle = cidle
a la energ´ıa gastada en los instantes en los que no existen mensajes que
procesar.
Para simular nume´ricamente esta distribucio´n, se ha discretizado el eje
de importancias de forma uniforme, considerando un nu´mero suficiente de
puntos en el intervalo (0, 7). De este modo, E{V ∗(ek+1, x′k+1, Ik+1|ek, x′k, Ik =
1, dk)}, necesaria para calcular µ(ek, xk) para los casos dk = 0 y dk = 1, podra´
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ser estimada como la media aritme´tica de los valores concretos de V ∗ sobre
este muestreo discreto de las importancias continuas reales.
Los niveles de energ´ıas tambie´n se han considerado discretos, aunque en
este caso la simulacio´n obtenida es exacta, dado que las energ´ıas empleadas
en transmitir o no transmitir han sido consideradas deterministas.
Figura 3.1: Evolucio´n del umbral de transmisio´n con la energ´ıa para E1 = 6,
E0 = 2, Eidle = 1 y pidle = 0,2
Para esta distribucio´n, la decisio´n de transmisio´n o no transmisio´n o´ptima
es una decisio´n de umbral para todos los niveles de energ´ıa, es decir: dk = 1
si xk ≥ µ′(ek) y dk = 0 en caso contrario. En la figura 3.1 se observa la
evolucio´n de este umbral. Para niveles bajos de energ´ıa, el umbral es muy
oscilante, aunque la magnitud de la oscilacio´n se reduce asinto´ticamente con
la energ´ıa hasta converger a un valor de umbral constante.
Analizando en detalle los valores de energ´ıa cercanos a cero, se aprecia
como, para valores inferiores a E1 el umbral no esta´ definido (no hay suficiente
energ´ıa como para transmitir, por lo que la u´nica decisio´n posible es no
transmitir). Cuando la energ´ıa disponible alcanza E1, el umbral se situ´a en
el valor mı´nimo de importancia de mensaje, lo que es lo´gico, ya que en este
punto tanto transmitir como no transmitir gastan la energ´ıa suficiente como
para agotar la capacidad de transmisio´n del nodo. Cabe resaltar que, de la
expresio´n de importancias condicionadas anterior se puede deducir que:
E{xk+1|xk} =

(1− pidle) si xk ≤ 1
6(1− pidle) si xk ≥ 6
xk(1− pidle) resto de casos
(3.15)
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Figura 3.2: Comparacio´n del umbral para varios valores de los para´metros,
todos ellos con pidle = 0
Por tanto, cuando ek = E1 +E0, se da la circunstancia de que transmitir
agota la posibilidad de transmisio´n del nodo, y la esperanza de las importan-
cias futuras se reduce a la esperanza de la importancia en el instante siguiente
(vista en (3.15)). Esto es as´ı ya que al no transmitir llegamos al caso anterior,
con energ´ıa ek = E1, en el que siempre transmitiremos. Esta esperanza solo
es superior a la importancia actual para el caso en el que xk < (1−pidle). Por
esta razo´n, el valor del umbral es µ′(E1 +E0) = (1−pidle). A partir de ah´ı, el
valor del umbral en funcio´n de la energ´ıa se incrementa gradualmente, al au-
mentar el nu´mero de puntos de decisio´n que podemos esperar por un mensaje
mejor que el actual. Esta tendencia se mantiene hasta que nos aproximamos
a ek = 2E1, ya que, en este punto, transmitir implica disponer de energ´ıa
suficiente para realizar dos transmisiones, mientras que esperar implica reali-
zar u´nicamente una transmisio´n (aunque pudiendo seleccionar una mejor que
la actual), razo´n por la que el umbral vuelve a disminuir aunque sin llegar
al mı´nimo. Esta periodicidad se mantiene de ah´ı en adelante reduciendo su
amplitud, tendiendo, como ya se ha explicado a un umbral constante. Dicha
tendencia asinto´tica se explicara´ ma´s en detalle en apartados posteriores.
Como es lo´gico, en los casos extremos, E1 ≤ E0 implicara´ que siempre se
transmitira´n los mensajes, independientemente de su importancia, mientras
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que E0 = 0, con E1 6= 0 implicara´ que so´lo se transmitan mensajes de la
ma´xima importancia posible, ya que esperar no supone ningu´n coste.
Figura 3.3: Comparacio´n del umbral para varios valores de pidle, para E1 = 6,
E0 = 2 y Eidle = 1
Adicionalmente, en la figura 3.3 se puede ver como la velocidad de con-
vergencia al umbral asinto´tico aumenta para valores mayores de pidle, y como
un incremento en la frecuencia de estados inactivos disminuye el umbral
asinto´tico. Respecto al primer efecto, es consecuencia de la definicio´n de de-
pendencia estad´ıstica considerada solo respecto al instante anterior y de la
probabilidad de estado inactivo independiente del valor de importancia, ya
que esto provoca que un estado inactivo elimine la dependencia estad´ıstica de
las importancias de los instantes futuros respecto al instante actual (compor-
ta´ndose desde ese punto segu´n la distribucio´n l´ımite explicada posteriormente
en 3.4.1). En distribuciones en las que la dependencia estad´ıstica se especi-
fique en relacio´n a varios instantes previos o en las que la probabilidad de
transicio´n al estado inactivo dependa de la importancia en el instante k (i.e:
eliminando la suposicio´n de homogeneidad independiente de las importancias
de los mensajes para los estados inactivos) probablemente no se dar´ıa este
hecho. La disminucio´n del valor del umbral asinto´tico para mayor frecuencia
de estados inactivos es consecuencia de que los estados inactivos suponen un
coste energe´tico para el nodo (para Eidle > 0, aunque en general sera´ bajo)
sin aportar ninguna recompensa.
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Distribucio´n de importancias l´ımite
Para el caso que nos ocupa en este apartado, es decir, cuando existe
dependencia estad´ıstica entre los mensajes consecutivos que llegan al nodo,
dentro del MDP que se propone para modelar las decisiones de transmisio´n
del nodo, es evidente que la importancia del mensaje actual en el nodo no
depende de las decisiones tomadas por este previamente. Una consecuencia de
este hecho es que los valores sucesivos de importancia atraviesan una sucesio´n
de estados definidos por unas probabilidades de transicio´n y sobre los que no
es posible definir acciones; o lo que es lo mismo, una cadena de Markov. Este
hecho implica que, si la energ´ıa disponible en el nodo es suficientemente alta y
todos los estados de la cadena de Markov son recurrentes (es decir, el tiempo
de retorno a ese estado siempre es finito), entonces la cadena de Markov sera´
indivisible [21] y terminara´ convergiendo a una distribucio´n estacionaria en
la que ningu´n estado tendra´ una probabilidad de aparicio´n nula.
En definitiva, para cualquier valor de importancia dado en el instante
k = 0, en una cadena de Markov recurrente se tiene que:
l´ım
i→∞
p(x′k+iIk+i|x′k, Ik) = pX∞(x) (3.16)
Teniendo en cuenta que la probabilidad de estado inactivo es constante
e independiente del estado, tendremos que pX∞(x) = δ(x)pidle + pX′∞(x)(1−
pidle). En estas expresiones, pX∞ representa la funcio´n de densidad de proba-
bilidad l´ımite para x y pX′∞ la de x
′.
Dado que el modelado que se utiliza aqu´ı pretende caracterizar la rela-
cio´n entre importancias consecutivas en mensajes generados o recibidos por
el nodo, es lo´gico suponer que, en general, los distintos valores de impor-
tancia sean recurrentes y exista una distribucio´n de importancias l´ımite, que
se correspondera´ precisamente con las probabilidades a priori de generar o
recibir mensajes con un determinado valor de importancia en el nodo. Todas
las distribuciones de importancia condicionales empleadas en este cap´ıtulo
cumplen esta propiedad.
Por ejemplo, la distribucio´n l´ımite de la distribucio´n presentada en el
apartado 3.4.1, con pidle = 0,2, se corresponde con la figura 3.4.
Se presenta aqu´ı otra distribucio´n condicional uniforme, definida de la
siguiente manera.
p(xk+1|xk) =

1/2 para xk+1 ∈ (0, xk + 1) ∪ (4 + xk, 5), 0 i.o.c. si xk ≤ 1
1/2 para xk+1 ∈ (0, xk − 4) ∪ (xk − 1, 5), 0 i.o.c. si xk ≥ 4
1/2 para xk+1 ∈ (xk − 1, xk + 1), 0 i.o.c. i.o.c.
(3.17)
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Figura 3.4: Distribucio´n l´ımite de importancias para pidle = 0,2 (se presen-
ta solo para xk > 0, dado que pidle es independiente del estado tendremos
p∞(xk = 0) = 0,2)
Esta distribucio´n cumple una caracter´ıstica muy interesante que se apro-
vechara´ en el apartado 3.5.2: su distribucio´n estacionaria es uniforme entre
0 y 5. Este hecho no se ha demostrado de forma teo´rica. Sin embargo, puede
argumentarse que, debido a la homogeneidad con la que son seleccionados
los valores en la definicio´n de las probabilidades de transicio´n entre valores
de importancia, el tiempo medio de retorno a cada estado sea el mismo; da´n-
dose la circunstancia de que este tiempo medio de retorno es inversamente
proporcional a la probabilidad estacionaria [21]. Adema´s, se ha comprobado
mediante simulacio´n que efectivamente se da el caso.
Costes energe´ticos estoca´sticos
Al incluir costes no deterministas, existe una diferencia notable entre lo
que sucede para el caso de importancias independientes y el caso de impor-
tancias dependientes. Ya se ha visto que con costes deterministas el com-
portamiento o´ptimo en niveles sucesivos de energ´ıa se corresponde con un
umbral oscilante con el que comparar xk que tiende, a medida que ek →∞ a
un valor constante, al menos para las distribuciones consideradas. Se utilizara´
ahora la distribucio´n de energ´ıa pc1(c1) =
1
3
(δ(c1− 5) + δ(c1− 6) + δ(c1− 7)),
pc0(c0) =
1
3
(δ(c0 − 1) + δ(c0 − 2) + δ(c0 − 3)) y pcidle(cidle) = δ(cidle − 1); con
pidle = 0,2.
Como se ve en la figura 3.5, esta aleatoriedad en los costes no cambia
demasiado la distribucio´n para el caso de importancias independientes; sin
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Figura 3.5: Costes energe´ticos deterministas frente a estoca´sticos, con la mis-
ma media, para la distribucio´n condicional presentada al comienzo de 3.4.1
(izquierda) y para una distribucio´n independiente uniforme U(0,7) (derecha)
embargo, la oscilacio´n en el caso de importancias dependientes es mucho ma´s
amortiguada, con un valor de umbral que asciende hasta el valor asinto´tico
en lugar de oscilar en torno a este. Tambie´n, resulta interesante el hecho de
que el umbral asinto´tico se mantiene en el mismo valor que en el caso anterior
en ambos casos.
Distribucio´n con decisio´n o´ptima no de umbral para energ´ıa baja
Generalizando en cierto modo la distribucio´n presentada al comienzo de
este apartado, se ha generado una distribucio´n condicionalmente uniforme
cuyo rango de variacio´n cambia senoidalmente. Es decir, para valores de xk
definidos en [0,7], p′X(xk+1|xk > 0, xk+1 > 0) = U(a(xk)− 1, a(xk) + 1) donde
a(xk) = 3,5 + 2,5 sin(2pixk).
Se ha mantenido la definicio´n de probabilidad de estado inactivo homo-
ge´nea, y como transicio´n desde el estado inactivo, se ha seleccionado una
distribucio´n uniforme U(0, 7). A pesar de ser una distribucio´n de transicio´n
aparentemente cao´tica, en la figura 3.6 se puede observar como tiene una
distribucio´n asinto´tica perfectamente definida (lo que es lo´gico, ya que se
corresponde a una cadena de Markov indivisible).
Ma´s au´n, si representamos la pol´ıtica de transmisio´n o´ptima para esta
distribucio´n (3.7), comprobamos como para valores de energ´ıa bajos la pol´ı-
tica o´ptima de transmisio´n esta´ compuesta por regiones de transmisio´n y no
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Figura 3.6: Distribucio´n l´ımite para p′X(xk+1|xk > 0, xk+1 > 0) = U(a(xk)−
1, a(xk)+1) con a(xk)3,5+2,5 sin(2pixk) , pidle = 0,1 y pX(xk+1|xk = 0, xk+1 >
0) distribuido como U(0,7)
Figura 3.7: Decisio´n o´ptima segu´n ek (eje x en la figura) y xk (eje y en la
figura). La regio´n blanca corresponde a estados en los que la decisio´n o´ptima
es transmitir y la negra a estados en los que la decisio´n o´ptima es no transmitir
transmisio´n distribuidas de manera relativamente arbitraria, pero la tenden-
cia asinto´tica se mantiene, siendo para valores altos de energ´ıa la pol´ıtica de
transmisio´n o´ptima una de umbral constante, igual que en el caso anterior.
Distribuciones no uniformes
Adema´s de los resultados incluidos, se han llevado a cabo simulaciones pa-
ra otras distribuciones no uniformes con mecanismos de discretizacio´n ana´lo-
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gos a los anteriores. Estas simulaciones no revisten mayor intere´s, dado que
no se han observado comportamientos que difieran significativamente de los
previos. A modo de ejemplo, utilizando la funcio´n de probabilidad de transi-
cio´n
p′X(xk+1|xk) =
{
2
7−xk − 2(7−xk)2xk+1 si 0 ≤ xk+1 ≤ 7− xk
0 resto de casos
(3.18)
Es decir, una distribucio´n triangular con ma´ximo en cero y mı´nimo en
7 − xk, an˜adiendo, como en casos anteriores, una probabilidad de estado
inactivo uniforme e igual a pidle = 0,1 y transicio´n uniforme U(0,7) desde el
estado inactivo. Para este caso obtenemos una decisio´n o´ptima de umbral.
Figura 3.8: Umbral o´ptimo en funcio´n de la energ´ıa para distribucio´n trian-
gular segu´n la ecuacio´n (3.18) con pidle = 0,1, E1 = 6, E0 = 2, Eidle = 1
3.4.2. Acumulacio´n de mensajes en el nodo
En este caso, el te´rmino V1 de la expresio´n de la pol´ıtica o´ptima segu´n
la ecuacio´n (3.10) se reduce a V1 = E{V ∗(ek − c1,k, xk+1, Ik+1)|ek, xk, dk =
1} = E{V ∗(ek− c1,k, x˜k+1, Ik+1)|ek}. V0, por su parte, queda V0 = E{V ∗(ek−
c0,k, xk+1, Ik+1)|ek, xk, dk = 0} = E{V ∗(ek − c0,k, x˜k+1 + γxk), Ik+1|ek, xk}.
Y, con estos nuevos valores de V1 y V0, podemos reaprovechar el umbral
definido en (3.11).
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Distribucio´n uniforme
Por razones ana´logas a las del apartado previo, se considera una distribu-
cio´n de importancia para x˜k uniforme. Considerar una distribucio´n uniforme
tiene la ventaja nume´rica adicional de restringir los valores posibles de im-
portancia en el nodo (variable aleatoria xk), dado que
∞∑
i=0
γixi ≤ ma´x(xk)
∞∑
i=0
γi =
ma´x(xk)
1− γ (3.19)
Condicio´n que se cumple para toda distribucio´n estad´ıstica de importan-
cias acotada.
Figura 3.9: Comparacio´n de comportamiento o´ptimo para distribucio´n uni-
forme U(0,5), E1 = 4, E0 = 1 y pidle = 0 para varios valores de γ
Se observa como la evolucio´n del umbral en funcio´n de γ es la esperada
y como, tambie´n para este caso, existe una tendencia asinto´tica a un umbral
constante para niveles altos de energ´ıa.
Comparando distintos valores de pidle volvemos a encontrar el mismo tipo
de comportamiento que en el apartado anterior.
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Figura 3.10: Comparacio´n de comportamiento o´ptimo para distribucio´n uni-
forme U(0,5), E1 = 6, E0 = 2, Eidle = 1 y γ = 0,8 para varios valores de
pidle
3.5. Deduccio´n de expresiones generales para
umbrales asinto´ticos
En los apartados anteriores se observo´ el hecho de que la pol´ıtica de
transmisio´n o´ptima converge en todas las distribuciones consideradas, para
niveles altos de energ´ıa, a una decisio´n basada en umbral en la que el umbral
no depende del valor de energ´ıa. Es decir, parece cumplirse que, para los
estados activos, l´ım
e→∞
µ(e, x) = µ(x), tal que existe una constante τ ∗ u´nica,
que coincide con el punto en el que µ(x) = x, y sobre la que puede definirse
una decisio´n de umbral independiente de la energ´ıa. As´ı, tenemos que:
l´ım
ek→∞
dk(ek, xk) = dk(xk) =
{
1 si xk ≥ τ ∗
0 si xk < τ
∗ (3.20)
Aunque esta tendencia asinto´tica no ha podido demostrarse de forma teo´-
rica, todas las simulaciones llevadas a cabo, conjuntamente con los resultados
previos en [1] y [2] parecen indicar que este sea el caso. En estos papers, se
obten´ıa una expresio´n para el umbral asinto´tico, aplicable siempre que el
umbral converja a un valor constante, aunque sin demostrar que este sea
efectivamente el caso para cualquier distribucio´n de importancias.
En este trabajo se tomara´ un enfoque ligeramente distinto (aunque, co-
mo se vera´, ba´sicamente equivalente) que consistira´ en encontrar el valor al
que converge el umbral o´ptimo constante independiente de la energ´ıa para
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valores altos de energ´ıa. Utilizando nomenclatura de MDPs, dado el conjunto
de estrategias piτ (s) = u(x − τ) con τ ∈ [mı´n(x),ma´x(x)], que sera´ un sub-
conjunto de todas las estrategias markovianas y deterministas que podr´ıan
seleccionarse, se buscara´ una estrategia piτ∗(s) = u(x− τ ∗), tal que, a partir
de algu´n valor de energ´ıa e′, E{Vτ∗(e, x, I = 1)|e} ≥ E{Vτ (e, x, I = 1)|e}∀τ ∈
[mı´n(x),ma´x(x)], e > e′.
Resulta obvio que, en caso de que la pol´ıtica de transmisio´n o´ptima con-
verja a una decisio´n de umbral constante a medida que la energ´ıa disponible
tiende a infinito, este umbral asinto´tico coincidira´ con el umbral o´ptimo cons-
tante anterior para valores altos de energ´ıa; ya que si ese umbral asinto´tico
existe, a medida que ek → ∞, el comportamiento o´ptimo no constante del
nodo en los valores de energ´ıa pro´ximos a cero sera´ cada vez ma´s despreciable
frente a la regio´n de umbral constante y ambas estrategias sera´n equivalentes.
Por tanto, para todas las distribuciones en las que se cumpla esta pro-
piedad de umbral o´ptimo convergente, sustituir el umbral o´ptimo por su
tendencia para valores altos de energ´ıa no empeorara´ mucho el comporta-
miento o´ptimo del nodo, suponiendo que este este´ cargado al comienzo con
energ´ıa suficiente para un nu´mero alto de transmisiones, reduciendo de forma
importante, a cambio, la informacio´n necesaria y la capacidad de co´mputo
requerida. Tambie´n, au´n cuando en algu´n caso particular no existiese esta
tendencia (aunque los resultados experimentales parecen indicar que siempre
existira´), sustituir esta pol´ıtica o´ptima por una decisio´n de umbral depen-
diente u´nicamente de x es una simplificacio´n razonable del funcionamiento
selectivo del nodo que, como veremos, permite deducir expresiones relativa-
mente sencillas que dependen u´nicamente de unos pocos estad´ısticos relativos
a los costes energe´ticos y distribucio´n de importancias en el nodo.
A continuacio´n se deducira´n de forma teo´rica las expresiones para este
umbral o´ptimo constante para ek tendiendo a infinito, para el caso de im-
portancias independientes, importancias consecutivas relacionadas estad´ısti-
camente e importancias estad´ısticamente independientes que se acumulan en
el nodo.
3.5.1. Importancias independientes
Como paso previo a deducir las expresiones correspondientes a los casos
de importancias estad´ısticamente dependientes que constituyen el nu´cleo de
este trabajo, se deducira´ aplicando la ecuacio´n de Bellman la expresio´n de
la pol´ıtica o´ptima independiente del valor de energ´ıa e para el caso de im-
portancias sucesivas independientes presentado en [1]. El objetivo es, por un
lado, demostrar la validez del modelo, corroborando que proporciona resul-
tados equivalentes a los desarrollados previamente, y por el otro, sentar una
serie de conceptos que simplificara´n la deduccio´n posterior.
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En primer lugar, el modelado de los estados, probabilidades de transicio´n
y decisiones, es equivalente al presentado en 3.3.1, con la salvedad de que
la componente de la probabilidad de transicio´n referida a x′k+1 se simplifica,
ya que p′X(x
′
k+1|x′k, I ′k) = p′X(x′k+1), debido a la independencia entre impor-
tancias consecutivas. Esto implica que, en este caso, se podr´ıa simplificar la
notacio´n utilizando xk = x
′
kIk, aunque se empleara´ la definicio´n general de
estado sk = (ek, x
′
k, Ik) con el objetivo de proporcionar expresiones generales
reutilizables en apartados posteriores. Con la definicio´n de decisio´n depen-
diente solo de x′k definida anteriormente, tendremos que, en los estados en
los que se recibe o genera mensaje, dk = u(x
′
k − τ ∗) = u(xk − τ ∗).
Dado que el modelo planteado es un MDP de horizonte finito, y las recom-
pensas en todos los estados son u´nicamente los valores de importancia que
son efectivamente transmitidos, la funcio´n de valor modificada Vτ∗(ek, x
′
k, Ik)
podra´ escribirse como
Vτ∗(ek, x
′
k, Ik) =

x′k + E{
∑T1
i=1(xk+iu(xk+i − τ ∗))|ek} si dk = 1
E{∑T0i=1(xk+iu(xk+i − τ ∗))|ek} si dk = 0
E{∑Tidlei=1 (xk+iu(xk+i − τ ∗))|ek} si dk = idle
(3.21)
Siendo T1, T0 y Tidle variables aleatorias dependientes de la energ´ıa del
nodo en el instante k, ek, que representan el nu´mero de e´pocas que trans-
curren desde k + 1 hasta que el nodo se queda sin energ´ıa (i.e: el tiempo
de vida medido en e´pocas desde k + 1), si este transmite o no transmite el
mensaje correspondiente al instante k o se encuentra en un estado inactivo,
respectivamente.
Podemos redefinir los te´rminos V1(ek, xk) y V0(ek, xk) definidos en (3.10)
para el caso de importancias independientes eliminando la dependencia de la
esperanza con x′k, Ik y refirie´ndolos a la pol´ıtica de umbral constante o´ptima,
en lugar de a la pol´ıtica o´ptima (como era el caso previamente).
V1(ek) = E{V ∗τ (ek − c1,k, xk+1)|ek} = E{
T1∑
i=1
(xk+iu(xk+i − τ ∗))|ek} (3.22)
V0(ek) = E{V ∗τ (ek − c0,k, xk+1)|ek} = E{
T0∑
i=1
(xk+iu(xk+i − τ ∗))|ek} (3.23)
Volviendo a la ecuacio´n del umbral 3.11, es posible cancelar los primeros
te´rminos de la resta V0(ek)− V1(ek) dado que son equivalentes
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l´ım
ex→∞
µ(ek, xk) =
V0(ek)− V1(ek)
Fc1,k(ek)
= E{
T0∑
i=T1+1
xk+iu(xk+i − τ ∗)|ek} (3.24)
Donde se ha aplicado que Fc1,k(ek) → 1 cuando ek → ∞. Para que la
u´ltima igualdad sea cierta de forma estricta, es necesario adoptar la conven-
cio´n de que
∑b
i=a pi = −
∑a
i=b pi, ya que, aunque en general el tiempo de
vida transmitiendo en el instante k actual sera´ inferior al tiempo de vida no
transmitiendo, es posible que en algu´n caso concreto, el valor de la variable
aleatoria T1 adopte un valor superior a T0.
Es posible simplificar la expresio´n de µ(ek, xk), partiendo de (3.24) y
operando de la siguiente manera
l´ım
ek→∞
µ(ek, xk) = E{
T0∑
i=T1+1
(xk+iu(xk+i − τ ∗))}
= E{
T0∑
i=T1+1
E{xk+iu(xk+i − τ ∗)|T0, T1}}
≈ E{
T0∑
i=T1+1
E{xu(x− τ ∗)}}
(3.25)
Donde, en la u´ltima expresio´n, se ha aproximado que el conocimiento
de los tiempos de vida T0 y T1 de la red no modifica la decisio´n de umbral
o´ptima. Este hecho no es estrictamente cierto, dado que conocer el tiempo de
vida proporciona cierta informacio´n sobre los valores futuros de importancias
y energ´ıas gastados; sin embargo, en general la informacio´n que aporte este
hecho sera´ pra´cticamente despreciable en los casos ma´s probables (cuando
los valores de T0 y T1 se acerquen a su valor medio) y solo proporcionara´
informacio´n en los casos extremos, que son mucho menos probables.
Debido a la esperanza interna y a la suposicio´n de estacionariedad, es
posible extraer los T1 − T0 sumandos, quedando l´ımek→∞ µ(ek, xk) = E{T1 −
T0}E{xu(x− τ ∗)}
El te´rmino E{T1−T0} puede reducirse en el caso l´ımite a l´ımek→∞ E{T1−
T0} = E{ek−c1,k}E{c} −
E{ek−c0,k}
E{c} =
E{c1,k}−E{c0,k}
E{c} , donde E{c} representa el coste
energe´tico medio en cada e´poca. En definitiva, el tiempo de vida medio del
nodo en e´pocas es la energ´ıa de la que dispone entre el gasto energe´tico en
cada e´poca. Una forma alternativa de deducir el valor del l´ımite de µ(ek, xk)
es considerar E{∑T0i=T1+1 E{xu(x − τ ∗)}} como un proceso de Markov con
recompensas, en el que la energ´ıa disponible por el nodo har´ıa el papel equi-
valente a la variable temporal. Operando en base a lo que se conoce como
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Renewal Theory (generalizacio´n de los procesos de Poisson habituales en mo-
delos de Markov en tiempo continuo) [22], obtendr´ıamos el mismo resultado.
Sobre E{xu(x − τ ∗)} se ha aplicado que los costes y distribuciones de
importancia son estacionarios y por tanto puede eliminarse el sub´ındice k en
la esperanza. El te´rmino E{c}, expresado en funcio´n de los costes definidos
previamente corresponde a
E{c} = E{cidle,k+(1−pidle)(c0,k+ptxc1,k)} = E{cidle}+(1−pidle)(E{c0}+ptxE{c1})
(3.26)
Donde pidle fue definida previamente como la probabilidad de estado inac-
tivo y ptx es la probabilidad de transmisio´n, es decir
ptx = p(x
′ ≤ τ ∗) = FX′(τ ∗) (3.27)
Siendo FX′(τ
∗) el valor de la funcio´n de distribucio´n de x′ en τ ∗. La
expresio´n resultante para l´ım
ek→∞
µ(ek, xk) no depende de xk, por lo que el
umbral o´ptimo constante cuando ek →∞, que se correspondera´ con el punto
en el que τ ∗ = µ(ek, xk = τ ∗), sera´:
τ ∗ =
E{ctx}
E{c} E{xu(x− τ
∗)} (3.28)
Esta u´ltima expresio´n, que da una solucio´n impl´ıcita para el umbral o´pti-
mo, se corresponde con la deducida en [1]. Para una discusio´n ma´s detallada
sobre la equivalencia entre ambas expresiones, ve´ase ape´ndice A.
Tasa de recompensas y ganancia de transmisor selectivo
Estas expresiones pueden relacionarse con la tasa de recompensas y la
ganancia de transmisor selectivo definidas en [1]. Esto se debe al hecho de
que una estrategia de transmisio´n basada en umbral constante (y por tan-
to, la estrategia o´ptima para valores altos de energ´ıa, en caso de que esta
converja a un valor de umbral constante, como se ha explicado) provoca que
la utilidad esperada del nodo V (ek, x
′
k, Ik) crezca de forma lineal. Esto nos
permite definir una magnitud, que en [1] se denomina tasa de recompensas
(r), cuyo valor, segu´n la terminolog´ıa empleada aqu´ı, es
r = l´ım
ek→∞
E{V (ek, x′k, Ik)|ek}
ek
= ek
E{xu(x− τ)}
E{c}
1
ek
=
E{xu(x− τ)}
E{c} (3.29)
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Aplicando un razonamiento ana´logo al que nos permitio´ obtener la ecua-
cio´n (3.28) a partir de (3.25). Esta tasa de recompensas representa la utili-
dad que obtiene el nodo selectivo de cada unidad energe´tica que consume.
La existencia de este l´ımite puede servir, asimismo, de demostracio´n de dicha
tendencia lineal para la utilidad.
Consecuentemente, la tasa de recompensas para el umbral o´ptimo sera´ la
tasa de recompensas o´ptima, y vendra´ dada por
ropt =
E{xu(x− τ ∗)}
E{c} (3.30)
No´tese que tanto en r como en ropt, E{c} depende del umbral τ a trave´s
de ptx
Esta magnitud nos permite definir la ganancia del transmisor selectivo
como el cociente entre la tasa de recompensas o´ptima y la tasa de recompen-
sas del transmisor no selectivo, que sera´ la tasa de recompensas con τ = 0:
r0 =
E{x}
E{cidle}pidle+E{c1}(1−pidle)
As´ı:
G =
ropt
r0
(3.31)
Ambas cantidades se definen aqu´ı dado que sera´n empleadas posterior-
mente en este proyecto.
3.5.2. Importancias estad´ısticamente dependientes
En este caso, las expresiones para los te´rminos V1 y V0 se complican
ligeramente debido a la dependencia con xk, quedando:
V1(ek, xk) = E{V ∗τ (ek − c1,k, x′k+1, Ik+1)|ek, xk, dk = 1}
= E{
T1∑
i=1
(xk+iu(xk+i − τ ∗))|ek, x′k, Ik}
(3.32)
V0(ek, xk) = E{V ∗τ (ek − c0,k, x′k+1, Ik+1)|ek, xk, dk = 0}
= E{
T0∑
i=1
(xk+iu(xk+i − τ ∗))|ek, x′k, Ik}
(3.33)
Donde, recordemos, la condicio´n Ik = 1 no se incluye de forma expl´ıcita
en aquellas expresiones en las que se condiciona a la decisio´n dk = 1 o dk = 0,
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respectivamente, dado que estas decisiones solo se definen en estados activos.
Podemos anular parte de los sumandos igual que en el caso anterior, quedando
l´ım
ex→∞
µ(ek, xk) =
V0(ek, xk)− V1(ek, xk)
Fc1(ek)
= E{
T0∑
i=T1+1
xk+iu(xk+i − τ ∗)|ek, x′k, Ik}
(3.34)
En esta expresio´n, suponiendo que la cadena de Markov correspondiente
a la importancia de los mensajes sucesivos que llegan al nodo es indivisible,
la dependencia de µ(ek, xk) con x
′
k, Ik se reduce asinto´ticamente para valores
altos de energ´ıa, ya que los valores de x′ considerados esta´n ma´s alejados
del instante actual, hasta converger a la distribucio´n l´ımite de la cadena
de Markov, dejando por tanto de depender de x′k e Ik. Una vez hecha esta
consideracio´n, la expresio´n previa es completamente equivalente a la obtenida
en el caso de importancias independientes, quedando la misma expresio´n para
el umbral.
l´ım
ek→∞
µ(ek, xk) = E{
T0∑
i=T1+1
xiu(xi − τ ∗)} ≈ E{ctx}E{c} E{xku(xk − τ
∗)} (3.35)
Comparacio´n con importancias independientes
Figura 3.11: Comparacio´n del valor del umbral en funcio´n de la energ´ıa para
distribuciones asinto´ticas iguales con y sin dependencia estad´ıstica, con E1 =
4, E0 = 1 y pidle = 0
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Se ha visto como la expresio´n para el umbral o´ptimo constante para valo-
res de energ´ıa tendiendo a infinito coincide en el caso de importancias estad´ıs-
ticamente independientes y en el de dependencia estad´ıstica entre importan-
cias consecutivas; sin ma´s que utilizar la distribucio´n de importancias l´ımite
ignorando la dependencia entre importancias consecutivas para el caso de de-
pendencia estad´ıstica. Este efecto tambie´n se ha visto de forma experimental,
mediante simulaciones, en las que se aprecia como la tendencia presentada
existe, aunque la velocidad de convergencia al umbral asinto´tico es ma´s lenta
en te´rminos de energ´ıa.
En particular, en la figura 3.11 se puede ver gra´ficamente una comparacio´n
entre el umbral para el caso de importancias distribuidas con la distribucio´n
presentada en el apartado 3.4.1 (i.e: distribucio´n l´ımite uniforme, pero con
dependencia estad´ıstica entre importancias consecutivas segu´n una determi-
nada forma compuesta por distribuciones tambie´n uniformes) y para el caso
de importancias distribuidas de forma uniforme sin dependencia estad´ıstica
entre mensajes consecutivos. Efectivamente, considerando para´metros iguales
para la distribucio´n uniforme asinto´tica y la distribucio´n uniforme indepen-
diente, se observa como ambos umbrales convergen al mismo valor, aunque
el independiente lo hace para un valor de energ´ıa considerablemente inferior.
Si definimos el punto de convergencia del umbral al umbral asinto´tico
como el primer valor de energ´ıa para el se cumple que para todo valor de
energ´ıa superior a este la desviacio´n relativa entre el umbral en dicho valor
de energ´ıa y el asinto´tico es inferior al 5 %, entonces, para los para´metros
especificados en la figura, tenemos que el umbral alcanza su valor asinto´tico
para ek = 55 para el caso de importancias dependientes estad´ısticamente
segu´n la funcio´n de transicio´n expuesta en dicho apartado; y ek = 19 para el
caso de importancias independientes distribuidas de forma uniforme.
3.5.3. Acumulacio´n de mensajes en el nodo
En este caso, el razonamiento inicial es ana´logo al del apartado anterior,
definiendo V1 y V0.
V1(ek) = E{
T1∑
i=1
xk+iu(xk+i − τ ∗)|ek, dk = 1} (3.36)
V0(ek, xk) = E{
T0∑
i=1
xk+iu(xk+i − τ ∗)|ek, xk, dk = 0} (3.37)
Dado que las importancias se acumulan en el nodo si no se transmite (V0)
y no afectan a la importancia futura al ser transmitidas definitivamente (V1),
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el primer sumatorio no depende de xk. Utilizando que xk+1 = γxk(1− dk) +
x˜k+1, si definimos j como el nu´mero de instantes temporales (contados desde
k, k incluido) que transcurren hasta transmitir por primera vez segu´n una
estrategia de umbral constante τ si en el instante k no transmitimos (por
lo que sera´ una variable aleatoria con densidad de probabilidad discreta y
dependiente de xk y τ), podremos descomponer V0 (suponiendo que existe la
suficiente energ´ıa, algo que se cumplira´ para valores altos de ek) como:
V0(ek, xk) = E{γjxk +
j−1∑
i=0
γj−i−1x˜k+i|xk}+ V ′0(ek, xk) (3.38)
Donde se ha definido V ′0(ek, xk) = E{E{
∑T0
i=j+1 xk+iu(xk+i−τ ∗)|ek, xk, j, dk+j =
1}|ek, xk}. Sobre V ′0 hacemos un cambio de variable a una nueva variable i′
definida como i′ = i−j, quedando V ′0(ek, xk) = E{E{
∑T0−j
i′=1 xk+i′+ju(xk+i′+j−
τ ∗)|ek, xk, j, dk+j = 1}|ek, xk}. Operando e introduciendo T ′0 = T0 − j, que
sera´ una nueva variable aleatoria que se define como el tiempo de vida de
la red medido desde el instante k + j + 1, para el caso en el que no se
transmite durante los j − 1 instantes temporales posteriores al instante k y
se transmite por primera vez en el instante k + j, llegamos a V ′0(ek, xk) =
E{E{∑T ′0i′=1 xk+i′+ju(xk+i′+j − τ ∗)|ek, xk, j, dk+j = 1}|ek, xk}. En este punto,
es posible realizar un desplazamiento de j instantes temporales sobre las va-
riables xk+i′+j y, consecuentemente, sobre dk+j, debido a la suposicio´n de
estacionariedad. Este desplazamiento es u´til dado que permite obtener un
sumatorio en V0 ide´ntico al de V1 (salvo en nu´mero de te´rminos del sumato-
rio, en un caso hasta T ′0 y en otro hasta T1), que podemos cancelar, igual que
en el caso de importancias independientes. As´ı, retomando la expresio´n del
umbral:
µ(ek, xk) = E{γj|xk, τ ∗}xk + E{
j∑
i=1
γj−ix˜k+i|xk}−
E{E{
T1∑
i=T ′0+1
xk+idk+i|ek, xk, dk = 1, j}|ek, xk}
(3.39)
Cancelando los sumatorios correspondientes a T1 y T
′
0 en la zona en la que
son equivalentes. De la misma manera que en los casos previos, la dependen-
cia del u´ltimo sumatorio de la ecuacio´n (3.39) con dk (y, por tanto, con j) se
reduce a medida que ek aumenta, siendo despreciable en el caso asinto´tico.
Utilizando, ana´logamente a lo razonado en el apartado anterior, la aproxi-
macio´n E{∑T1i=T ′0+1 xk+iu(xk+i − τ ∗)} ≈ E{(T1 − T ′0)|ek, xk}E{xu(x − τ ∗)},
podemos dar una expresio´n para la diferencia entre T1 y T
′
0 en el l´ımite,
utilizando el mismo razonamiento:
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l´ım
ek→∞
E{T1 − T ′0|xk} =
E{(ek − c1)− (ek − c0 −
∑j−1
i=1 ck+i − c1)|xk}
E{c}
=
E{c0}+ E{
∑j−1
i=1 ck+i|xk}
E{c}
(3.40)
Dado que, para T ′0, en el instante k no transmitimos, en el instante k + j
transmitimos, y el resto se distribuira´n entre no transmisiones y estados inac-
tivos. Se observa que la expresio´n obtenida, y por tanto (3.39), no dependen
de ek. Finalmente, obtenemos la siguiente expresio´n para el umbral
l´ım
ek→∞
µ(ek, xk) ≈ E{γj|xk}xk + E{
j∑
i=1
γj−ix˜k+i|xk}
−E{∆c|xk}
E{c} E{xu(x− τ
∗)} = µ(xk)
(3.41)
definiendo:
E{∆c|xk} = E{c0}+ E{
j−1∑
i=1
ck+i|xk} (3.42)
En la expresio´n (3.41), se han eliminado los sub´ındices del factor E{xu(x−
τ ∗)}, bajo la consideracio´n de que si la distribucio´n de probabilidad de x˜ es
estacionaria y el umbral es constante, x sera´ tambie´n estacionaria y, adema´s,
convergera´ a una distribucio´n l´ımite de importancias en el nodo dentro de la
cadena de Markov que se forma al fijar una pol´ıtica de transmisio´n.
Comportamiento asinto´tico con xk
Resulta u´til en este punto observar la tendencia de la expresio´n anterior
para valores altos de xk. Como se vera´, µ(xk) tiende a una recta oblicua en
este caso, y este hecho sera´ usado para proponer ma´s adelante un umbral
subo´ptimo ma´s sencillo de calcular.
En primer lugar, podemos simplificar algunos de los te´rminos de la expre-
sio´n para µ(xk) hallada en (3.41). A medida que xk →∞, si no transmitimos
en el instante k, el comportamiento o´ptimo sera´ transmitir en el siguiente
estado no inactivo (si xk es alto, no transmitirlo en el instante actual implica
que en instantes siguientes superara´ el umbral y la estrategia o´ptima seguira´
siendo transmitirlo; esta simplificacio´n solo es va´lida para γ > 0). Por tanto,
los j−1 estados intermedios sera´n todos ellos estados inactivos, y la variable
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aleatoria j se comportara´ segu´n una distribucio´n geome´trica de para´metro
p = 1 − pidle (correspondie´ndose con el e´xito de la distribucio´n geome´trica
el primer instante de tiempo desde k en el que llega un mensaje al nodo).
Bajo esta suposicio´n, adema´s, en el sumatorio que aparece en la ecuacio´n
(3.41) referido a x˜k+i, todos los te´rminos sera´n cero al corresponderse con
estados inactivos, salvo el u´ltimo de ellos, que sabemos que sera´ distinto de
cero: l´ımxk→∞ E{
∑j
i=1 γ
j−ix˜k+i|xk} = E{x˜|x˜ > 0}.
Dado que la densidad de probabilidad de una distribucio´n geome´tri-
ca es conocida, podemos calcular E{γj} como E{γj} = ∑∞k=1 pj(k)γk =∑∞
k=1 p
k+1
idle (1− pidle)γk = 1−pidlepidle
∑∞
k=1(γpidle)
k = γ 1−pidle
1−γpidle .
Por u´ltimo, aplicando que todos los estados intermedios sera´n inactivos,
E{∆c|xk} = E{c0}+E{
∑j−1
i=1 ck+i|xk} = E{c0}+E{(j−1)}E{cidle}. Tambie´n,
dado que j se distribuye de una forma conocida en este caso: E{j − 1} =
1
1−pidle − 1 =
pidle
1−pidle , quedando finalmente E{∆c|xk} = E{c0}+
pidle
1−pidleE{cidle}
Con estos valores, demostraremos que existe esta as´ıntota oblicua y cal-
cularemos su pendiente mediante el l´ımite
l´ım
xk→∞
µ(xk)
xk
= E{γj}+ E{x˜|x˜ > 0}
xk
−
E{c0}+ pidle1−pidle E{cidle}
E{c} E{xu(x− τ ∗)}
xk
= E{γj}
(3.43)
Figura 3.12: Comportamiento de xk frente a µ(xk) y la as´ıntota de µ(xk) para
E1 = 6, E0 = 2, Eidle = 1, pidle = 0,3, γ = 0,6 y x˜ ∼ U(0, 5)
Por otro lado, para calcular el punto de corte con el eje y de la as´ıntota,
calcularemos el siguiente l´ımite
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l´ım
xk→∞
µ(xk)−E{γj}xk = E{x˜|x˜ > 0}−
E{c0}+ pidle1−pidleE{cidle}
E{c} E{xu(x− τ
∗)}
(3.44)
Aplicando todo lo anterior, se obtiene la siguiente expresio´n para la as´ın-
tota:
r(xk) = γ
1− pidle
1− γpidlexk + E{x˜|x˜ > 0}
− E{c0}+
pidle
1−pidleE{cidle}
E{c} E{xu(x− τ
∗)}
(3.45)
Umbral o´ptimo y alternativa simplificada
Al margen de esta tendencia asinto´tica, la expresio´n (3.41) puede evaluar-
se en xk = τ
∗, con lo que obtendremos una expresio´n para el umbral o´ptimo
constante.
τ ∗ = µ(xk = τ ∗) = E{γj|xk = τ ∗}τ ∗ + E{
j∑
i=1
γj−ix˜i|xk = τ ∗}
− E{∆c|xk = τ
∗}
E{c|τ ∗} E{xu(x− µ
∗)|τ ∗}
(3.46)
Donde se ha hecho expl´ıcita la dependencia del coste energe´tico medio y
la esperanza de xu(x− τ ∗) con τ ∗, el umbral o´ptimo sobre xk.
Reorganizando esta expresio´n:
τ ∗ =
E{∑ji=1 γj−ix˜i|xk = τ ∗} − E{∆c|xk=τ∗}E{c|τ∗} E{xu(x− τ ∗)|τ ∗}
1− E{γj|τ ∗} (3.47)
Aunque, con informacio´n completa, podr´ıan deducirse las expresiones de
los para´metros anteriores, que dependen u´nicamente de la distribucio´n de
importancias de los mensajes que llegan al nodo; la relacio´n entre estos pa-
ra´metros es compleja, y en algunos casos depende de la distribucio´n l´ımite
de x, que depende de una forma no intuitiva de γ.
Una posible simplificacio´n sobre esta u´ltima expresio´n podr´ıa ser supo-
ner que el umbral se encuentra sobre la as´ıntota que acabamos de deducir.
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Esta simplificacio´n subestima el umbral o´ptimo, aunque el sesgo es pequen˜o
para valores de γ altos. Adema´s, experimentalmente, para las distribuciones
analizadas, se observa como la evolucio´n del comportamiento del nodo para
valores de umbral constante inferiores al o´ptimo es relativamente plana, con
lo que podr´ıa compensar la simplificacio´n en el nu´mero de te´rminos a estimar.
Este umbral subo´ptimo propuesto, se corresponde con la interseccio´n entre
la recta xk = xk y la recta sobre xk definida por
r(xk, τ) = γ
1− pidle
1− γpidlexk + E{x˜|x˜ > 0}
− (1− pidle)E{c0}+ pidleE{cidle}
(1− pidle)E{c|τ} E{xu(x− τ)|τ}
(3.48)
No´tese que esta segunda recta tendra´ la misma pendiente que la as´ıntota,
y se correspondera´ con la as´ıntota para r(xk, τ
∗). Sin embargo, en general,
no se cumplira´ que r(xk = τ
∗, τ ∗) = τ ∗ (tal y como suced´ıa con el valor de
µ(xk), para el que µ(xk = τ
∗) = τ ∗). En su lugar, parece lo´gico pensar que
existira´ algu´n τˆ tal que r(xk = τˆ , τˆ) = τˆ , y esta sera´ la solucio´n aproximada
que utilizaremos como estimacio´n subo´ptima del umbral o´ptimo constante.
La expresio´n directa, aunque impl´ıcita, de este umbral subo´ptimo sera´:
τˆ =
E{x˜} − (1−pidle)E{c0}+pidleE{cidle}
(1−pidle)E{c|τˆ} E{xu(x− τˆ)|τˆ}
1− γef (3.49)
Donde γef = γ
1−pidle
1−γpidle . Esta expresio´n parece tener una u´nica solucio´n
en el intervalo (0, τ ∗). Una discusio´n ma´s detallada puede encontrarse en el
ape´ndice B.
Estudio cr´ıtico del umbral propuesto
Adema´s del hecho de que el umbral subo´ptimo al que se pretende con-
verger se encuentra en el intervalo (r(τ ∗), τ ∗) explicado en el ape´ndice B, es
posible establecer una cota para el error entre el umbral propuesto y el o´ptimo
en base a unos pocos para´metros caracter´ısticos del nodo y las importancias.
La cota que se presenta es en principio va´lida para γ = 0, ya que utiliza
la expresio´n o´ptima para el umbral del transmisor selectivo sin acumulacio´n,
que, como ya se ha comentado, es conceptualmente ide´ntico a la acumulacio´n
de mensajes para dicho γ. Esta cota sera´ va´lida para todo el rango de valores
de γ si el error es efectivamente ma´ximo en γ = 0, algo que parece ser el
caso en simulacio´n. Adema´s, es lo´gico pensar que el error del estimador sea
ma´ximo en γ = 0, ya que la simplificacio´n que se ha realizado puede verse
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Figura 3.13: Comparacio´n entre umbral o´ptimo y estimado (izquierda) y sus
tasas de recompensas (derecha) para distribucio´n exponencial de para´metro
λ = 2 y con E1 = 6, E0 = 2, Eidle = 1 y pidle = 0,2
como suponer que, si xk = τ
∗, entonces xkγi = xk = τ ∗, donde i es el nu´mero
de instantes temporales hasta transmitir. Esta simplificacio´n es ma´s erro´nea
cuanto menor sea el valor de γ.
En primer lugar, el umbral subo´ptimo τˆ siempre sera´ inferior al o´ptimo
(ver ape´ndice B). De modo que err = |τ ∗ − τˆ | = τ ∗ − τˆ . Utilizando que
τˆ ∈ (r(τ ∗), τ ∗), tenemos que err ≤ τ ∗ − r(τ ∗) = τ ∗ − τ ∗γef − E{x˜|x˜ >
0}+ (E{c0}+ pidle1−pidleE{cidle})
E{xu(x−τ∗)}
E{c} .
Para γ = 0, podemos simplificar esta expresio´n, llegando a
err ≤ τ ∗ − E{x˜|x˜ > 0}+ (E{c0}+ pidle
1− pidleE{cidle})
E{x˜u(x˜− τ ∗)}
E{c} (3.50)
Donde se ha sustituido x por x˜ dado que ambas variables son equivalentes
si γ = 0.
La expresio´n para el umbral o´ptimo para γ = 0 es conocida, ya que como
se ha dicho coincide con el del transmisor selectivo. As´ı, partiendo de (3.50),
sustituyendo τ ∗ por su valor segu´n (3.28), y utilizando la magnitud ropt de-
finida en (3.30), obtenemos err = |τ ∗ − τˆ | ≤ (E{c1} − E{c0})ropt − E{x˜|x˜ >
0}+ (E{c0}+ pidle1−pidleE{cidle})ropt =
pidleE{cidle}+(1−pidle)E{c1}
1−pidle ropt − E{x˜|x˜ > 0}.
Sobre esta u´ltima expresio´n, sacando factor comu´n, aplicando que E{x˜|x˜ >
0} = E{x˜}(1−pidle), que r0 = E{x}E{cidle}pidle+E{c1}(1−pidle) y la definicio´n de ganan-
cia segu´n (3.31), tenemos err = |τ ∗−τˆ | ≤ pidleE{cidle}+(1−pidle)E{c1}
1−pidle (ropt − r0) =
pidleE{cidle}+(1−pidle)E{c1}
1−pidle r0(G− 1) = E{x˜|x˜ > 0}(G− 1).
Finalmente, queda una expresio´n simple sobre la que es posible aplicar la
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cota para la ganancia derivada en [1]: G ≤
√
E{x˜2|x˜>0}
E{x˜|x˜>0}
1+ρ√
ρ
.
err ≤ E{x˜|x˜ > 0}(
√
E{x˜2|x˜ > 0}
E{x˜|x˜ > 0}
1 + ρ√
ρ
− 1) (3.51)
Donde ρ = (1−pidle)E{ctx}
(1−pidle)E{crx}+E{cidle} . Simplificando, esto implica que cuando
ρ → ∞ la cota del error crecera´ como err ∼ √E{x˜2}√ρ para pidle = 0. En
general, queda claro que la cota del error se incrementa con la ganancia, y por
tanto con el cociente entre la energ´ıa empleada en instantes en los que existe
transmisio´n y aquellos en los que no existe transmisio´n. Dado que en ciertos
tipos comunes de redes se espera que el coste de transmitir sea considerable-
mente superior al de no transmitir (i.e: un ρ elevado), el umbral estimado
definido podr´ıa no ser suficientemente preciso en estas implementaciones.
En la figura 3.13 puede verse la evolucio´n del umbral o´ptimo y el estimado
para un conjunto de para´metros t´ıpico y una distribucio´n de importancias
exponencial, en funcio´n de gamma.
Figura 3.14: Comportamiento de xk frente a µ(xk) y l´ımxk→∞ µ(xk) para
E1 = 75, E0 = 2, Eidle = 1, pidle = 0,3, γ = 0,6 y x˜ ∼ U(0, 5)
Tambie´n resulta problema´tico que la estimacio´n del umbral caiga por
debajo del umbral o´ptimo para el caso l´ımite (µ∗(γ = 0)), dado que esto
significa que el algoritmo disen˜ado proporciona una utilidad inferior a la de
un mecanismo de transmisio´n selectiva simple, como el desarrollado en [1],
para dichos casos.
Podr´ıa proponerse un umbral alternativo que incorporase para γ cercano a
cero la expresio´n para el umbral o´ptimo disponible en este caso. Sin embargo,
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en las simulaciones llevadas a cabo se ve como el error cometido en la estima-
cio´n es razonablemente bajo para los para´metros utilizados, especialmente
para valores de γ elevados. Adema´s, para las distribuciones de importancias
que se han probado, la evolucio´n de la utilidad del nodo en funcio´n del umbral
es relativamente plana para umbrales algo por debajo del o´ptimo, aunque no
puede garantizarse que esto sea as´ı para todas las distribuciones ni que sea
suficientemente relevante para valores de ρ elevados.
Pese a las limitaciones planteadas para el umbral empleado, se considera
que sus caracter´ısticas generales y, especialmente, la expresio´n comparativa-
mente simple del mismo respecto al o´ptimo, hacen de e´l una opcio´n valida
sobre la que se hara´ un estudio ma´s detallado en el pro´ximo cap´ıtulo.
Cap´ıtulo 4
Modelado pra´ctico
Sobre la base del modelo teo´rico desarrollado en el cap´ıtulo anterior, se
presentara´ aqu´ı un ana´lisis detallado en base a simulaciones en Matlab, con el
objetivo de respaldar las conclusiones teo´ricas previas, mostrar la efectividad
del sistema, exponer los problemas que existen y resaltar ciertas caracter´ıs-
ticas de importancia.
Para ello, en primer lugar, se considerara´ el primer escenario de los dos
analizados teo´ricamente: dependencia estad´ıstica entre las importancias de
los mensajes consecutivos que llegan al nodo, consecuencia de la correlacio´n
espacial y temporal inherente a la red. Sobre este escenario, se propondra´
un estimador para el umbral asinto´tico derivado en el apartado anterior y se
llevara´n a cabo dos tipos de simulaciones.
El primer tipo considerara´ la existencia de un u´nico nodo, sobre el que
se evaluara´ el mecanismo de transmisio´n selectiva. Se comparara´ la eficacia
del nodo en distintas configuraciones, diferenciando umbral o´ptimo, umbral
constante y nodo no selectivo, resaltando los para´metros de funcionamiento
relevantes. A continuacio´n, se planteara´n configuraciones de red simples con
el objetivo de observar el funcionamiento del mecanismo descrito en redes
compuestas por varios nodos.
Por u´ltimo, se repetira´ el mismo procedimiento para el caso de acumu-
lacio´n de mensajes en el nodo, proponiendo un estimador para el umbral
subo´ptimo para el que se ha derivado una expresio´n teo´rica en el apartado
anterior, y realizando simulaciones de nodo aislado y red.
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4.1. Importancias estad´ısticamente dependien-
tes
Ya se ha observado que, para el caso en el que un nodo recibe mensajes con
importancias estad´ısticamente dependientes, el umbral constante asinto´tico
converge al mismo valor que en el caso en el que estas importancias no esta´n
correladas, para distribuciones de importancia l´ımite equivalentes.
A continuacio´n se presenta el algoritmo utilizado para estimar las dis-
tintas magnitudes estad´ısticas de intere´s, las simulaciones llevadas a cabo
para respaldar el disen˜o y la comparacio´n de la eficiencia de este sistema
con el caso en el que no se considera relacio´n estad´ıstica entre importancias
consecutivas y con nodos no selectivos.
4.1.1. Estimador del umbral
La expresio´n obtenida para el umbral en este caso es equivalente a la
obtenida en los art´ıculos anteriores que exploraban este modelo ([1], [2]); y
puede, de hecho, ser reducida a la expresio´n (2.1) sin ma´s que llevar a cabo
ciertas manipulaciones (ver ape´ndice A). Por esta razo´n, puede emplearse
como estimador la expresio´n (2.3), derivada en [2].
Con respecto a la estimacio´n de las energ´ıas, se ha tratado de proponer
un algoritmo que converja ra´pidamente al principio, manteniendo para el
resto de la vida u´til del nodo una pequen˜a capacidad de adaptacio´n que
favorezca la robustez del comportamiento selectivo del nodo ante cambios en
los perfiles energe´ticos, manteniendo a la vez una baja carga computacional
y unos requisitos de almacenamiento reducidos. Por estas razones, se han
empleado las expresiones
c1k =

c1k−1 si dk−1 = 0 o dk−1 = idle
(1− 1
k1
c1k−1 + (
1
k1
)(ek − ek−1) si dk−1 = 1, k1 < 100
0,99c1k−1 + 0,01(ek − ek−1) si dk−1 = 1, k1 ≥ 100
(4.1a)
c0k =

c0k−1 si dk−1 = 1 o dk−1 = idle
(1− 1
k2
)c0k−1 +
1
k2
(ek − ek−1) si dk−1 = 0, k2 < 100
0,99c0k−1 + 0,01(ek − ek−1) si dk−1 = 0, k2 ≥ 100
(4.1b)
cidlek =

cidlek−1 si dk−1 = 0 o dk−1 = 1
(1− 1
k3
)cidlek−1 +
1
k3
(ek − ek−1) si dk−1 = idle, k3 < 100
0,99cidlek−1 + 0,01(ek − ek−1) si dk−1 = idle, k3 ≥ 100
(4.1c)
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Donde k1, k2 y k3 representan el nu´mero de estados de transmisio´n, re-
cepcio´n e inactivos, respectivamente, desde el comienzo de la vida del nodo.
Aprovechando este ı´ndice k3, se ha estimado pidle como el nu´mero de esta-
dos inactivos desde el comienzo del funcionamiento del nodo dividido por el
nu´mero total de estados pasados, es decir: pidle =
k3
k
.
Las distribuciones energe´ticas y relaciones entre los distintos costes ener-
ge´ticos dependera´n completamente de la aplicacio´n; aunque en general el
nodo dispondra´ de un nivel de energ´ıa bajo. Por ejemplo, para redes esta´-
ticas y densas, se tendra´ que ctx ≈ crx, mientras que para redes mo´viles
sobre canales con desvanecimiento, ctx >> crx [1]. En simulaciones posterio-
res se adoptara´n como valores de compromiso las energ´ıas constantes E1 = 4,
E0 = 1, Eidle = 0, y un total de energ´ıa en el nodo de E = 10000 unidades
energe´ticas (salvo en donde se indique lo contrario).
4.1.2. Comparacio´n para distribucio´n asinto´ticamente
uniforme
En lo que resta de este apartado, se adoptara´ la siguiente terminolog´ıa
para referirse a las diferentes estrategias de transmisio´n que se comparan:
se denominara´ NS a la estrategia de transmisio´n no selectiva, Opt. ind. a
la estrategia de transmisio´n o´ptima para importancias independientes, Opt.
dep. a la estrategia o´ptima correspondiente a importancias estad´ısticamente
dependientes, CO a la estrategia de umbral constante o´ptima y EO al esti-
mador ma´quina presentado en 4.1.1. Para ma´s detalle y como referencia, en
el ape´ndice C se presenta una tabla con todos los tipos de nodos comparados
en este cap´ıtulo.
De cara a evaluar la velocidad de convergencia de la estimacio´n del umbral
en el nodo, se ha empleado la distribucio´n
p(xk+1|xk) =

1
a
para xk+1 ∈ (0, xk − 5 + a/2) ∪ (xk − a/2, 5) si xk + a2 > 5
1
a
para xk+1 ∈ (0, xk + a/2) ∪ (xk − a/2 + 5, 5) si xk − a2 < 0
1
a
para xk+1 ∈ (xk − a/2, xk + a/2) i.o.c.
(4.2)
Para todo k > 0 y con p0 ∼ U(0, 5). Esta distribucio´n, con a = 2, es equi-
valente a la ya presentada en el apartado 3.4.1. Es decir, una distribucio´n de
importancias asinto´ticamente uniforme, que se define a partir de su relacio´n
condicional, tambie´n uniforme, con la importancia en el instante anterior.
Por simplicidad, se ha considerado que pidle = 0, y los perfiles energe´ticos
constantes presentados anteriormente.
En la figura 4.1 se muestra la comparacio´n entre la utilidad total del
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Figura 4.1: Comparacio´n de recompensas y tiempos de vida para distintos
umbrales para E = 2000, E1 = 4, E0 = 1, pidle = 0 y x segu´n (4.2) con a = 2
nodo y el nu´mero de instantes temporales de duracio´n de la bater´ıa para
distintas estrategias: nodo no selectivo (NS), estrategia o´ptima teniendo en
cuenta la relacio´n estad´ıstica entre instantes consecutivos (Opt. dep.), es-
trategia o´ptima sin tener en cuenta esta relacio´n (Opt. ind.), estrategia de
umbral constante o´ptima (CO) y, por u´ltimo, estimador presentado en el
punto anterior (EO).
4.1.3. Magnitud de la dependencia estad´ıstica
Aunque la expresio´n para el umbral constante asinto´tico sea equivalente
en los casos de importancias dependientes e independientes, la estimacio´n de
los para´metros necesarios s´ı se ve deteriorada debido a la dependencia esta-
d´ıstica. Esto es as´ı porque al existir dependencia entre las importancias de
datos consecutivos, es necesario disponer de un mayor nu´mero de valores de
importancia para estimar con precisio´n los estad´ısticos referidos a la distri-
bucio´n l´ımite necesarios. En la gra´fica 4.2 se puede ver este efecto sobre la
distribucio´n de importancias presentada en la ecuacio´n (4.2), que para a = 2
es equivalente a la presentada en 3.4.1, y para a = 5 se corresponde con una
distribucio´n uniforme sin dependencia estad´ıstica.
No´tese que en la figura 4.2, y en algunas de las siguientes, el eje x esta´
rotulado en te´rminos de energ´ıa en el nodo, estando a la izquierda el valor
de energ´ıa ma´s bajo (final de la vida u´til del nodo) y a la derecha la carga
ma´xima de la bater´ıa. Esto implica que tanto en esta figura como en todas
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Figura 4.2: Comparacio´n entre valor de a y tiempo de convergencia
las dema´s que esta´n expresadas en funcio´n de la energ´ıa de esta manera, la
evolucio´n temporal ha de verse de derecha a izquierda.
a Correlacio´n Recompensa (± error) Tiempo de vida (± error)
5 0 7509.2 ± 13.7 3776 ± 6.1
2 0.3421 7498.4 ± 21.6 3793.0 ± 18.4
1 0.510 7542.9 ± 57.4 3765.3 ± 24.5
0.5 0.603 7412.5 ± 123.4 3715.7 ± 64.4
Tabla 4.1: Correlacio´n entre xk y xk+1, recompensa total y tiempo de vida
en funcio´n de a para energ´ıas definidas anteriormente, para estrategia EO
Valores de a ∈ (0, 5] proporcionan distintos valores de correlacio´n entre
importancias consecutivas y, consecuentemente, afectan al tiempo de con-
vergencia y caracter´ısticas del nodo. El mayor error que existe para valores
de a inferiores es consecuencia de la mayor lentitud con la que oscila entre
importancias alejadas la distribucio´n de importancias en ese caso. Se puede
observar como valores inferiores de a proporcionan mayor variabilidad en las
caracter´ısticas del nodo, degradando ligeramente su utilidad promedio.
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4.1.4. Perfiles de energ´ıa
En este punto, se comparara´ la evolucio´n del umbral y las caracter´ısticas
de recompensa total y tiempo de vida del nodo en funcio´n del cociente entre
energ´ıa gastada en estados que incluyen transmisio´n y aquellos que no lo
incluyen. En lo que prosigue, se considera pidle = 0, y se dan distintos valores
para el cociente E1/E0.
E1/E0 Recompensa (± error) Ganancia Tiempo de vida medio
1 25036 ± 112.8 1.00 10000
2 13361 ± 119.6 1.06 5787
4 7503 ± 146.8 1.20 3758
6 5353 ± 37.1 1.28 2990
8 4231 ± 20.2 1.35 2531
50 821 ± 4.2 1.64 1036
Tabla 4.2: Recompensa total media, ganancia y tiempo de vida para EO
en funcio´n de E1/E0 para x segu´n (4.2) con a = 2, promediados para 10
iteraciones
La ganancia en utilidad de la estrategia EO, definida previamente como
el cociente entre la utilidad que proporciona el algoritmo selectivo respecto a
la utilidad de un nodo no selectivo en las mismas circunstancias, aumenta a
medida que aumenta la proporcio´n entre el gasto energe´tico con transmisio´n
y sin transmisio´n, como se observa en la tabla 4.2 y de forma coherente con
los resultados obtenidos para distribuciones de importancias independientes
[1].
Figura 4.3: Comparacio´n de umbral en funcio´n de E1/E0, pidle = 0, x segu´n
(4.2) con a = 2
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Teniendo en cuenta que el tiempo de vida de un nodo NS sera´ simplemente
E/E1 = 10000/E1 (para pidle = 0), se observa que aunque el mecanismo
propuesto busca en principio maximizar la utilidad del nodo, este proporciona
una mejora muy relevante en el tiempo de vida del nodo, en especial, de nuevo,
para valores altos de energ´ıa de transmisio´n.
Al respecto del umbral, como se preve´ıa, valores ma´s elevados de coste
energe´tico de transmisio´n respecto al de recepcio´n, provocan que el nodo sea
ma´s selectivo en los mensajes que retransmite. Tambie´n, en 4.3 se observa co-
mo valores ma´s altos del cociente E1/E0 empeoran el tiempo de convergencia
del estimador.
4.1.5. Estados inactivos
En este punto, se propone una distribucio´n de importancias distinta a
las empleadas hasta ahora con un doble objetivo. En primer lugar, porque
resulta conveniente, de cara a realizar simulaciones de red con distribuciones
de importancia condicionales realistas, utilizar un modelo ma´s gene´rico que
las importancias condicionalmente uniformes anteriores. Por esta razo´n, se
ha seleccionado un modelo de importancias lognormal.
Tambie´n, con el objetivo de demostrar que el mecanismo propuesto fun-
ciona aun cuando se modifique el modelo para evitar que un estado inactivo
rompa la dependencia estad´ıstica entre importancias consecutivas (lo que s´ı
sucede con las distribuciones de importancias empleadas hasta el momento),
se diferenciara´ xk de x
′
k, de modo que la dependencia estad´ıstica no se anule
con un estado inactivo.
Por estas razones, se propone una distribucio´n del tipo[
x′k
x′k−1
]
∼ lnN (µx, σ2x)
Con µx = µx
[
1
1
]
y σ2x = σ
2
x
[
1 ρx
ρx 1
]
De forma matema´tica, la importancia xk estara´ distribuida segu´n pX(xk) =
δ(xk)pidle + pX′(x
′
k)(1− pidle)∀k > 0.
Donde x′k se generara´ de acuerdo a
x′k = exp(ρx(log(x
′
k−1)− µx) +
√
1− ρ2xnk + µx) (4.3)
Con nk ∼ N (0, σ2x) para todo k > 0 y x0 ∼ logN (µx, σ2x).
Se aprecia una variabilidad alta para el umbral, consecuencia de la alta
correlacio´n considerada. Au´n as´ı, a largo plazo el funcionamiento del nodo es
razonable.
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Figura 4.4: Comparacio´n de umbral para EO en funcio´n de estados inactivos,
E1 = 6, E0 = 2, Eidle = 1, lognormal con ρx = 0.6, σ
2
x = 0.8, µx = 0
pidle Recompensa (ganancia) Tiempo de vida
0 3053.5 (1.22) 2760.2
0.2 2857.8 (1.19) 3110.7
0.4 2584.3 (1.14) 3632.1
0.6 2184.9 (1.09) 4373.0
0.8 1563.1 (1.04) 5656.8
Tabla 4.3: Recompensa total y tiempo de vida en funcio´n de pidle, promedia-
dos para 20 iteraciones, para EO, con E1 = 6, E0 = 2, Eidle = 1, E = 10000
En este apartado, se han modificado los valores de energ´ıa empleados,
utilizando E1 = 6, E0 = 2, Eidle = 1. As´ı, en la tabla 4.1.5 se observa como
la recompensa total que obtiene el nodo se ve degradada por efecto de este
gasto energe´tico en estados inactivos. A su vez, el tiempo de vida del nodo
mejora, dado que el coste energe´tico en estados inactivos es inferior a E0. Si
se hubiese empleado Eidle = 0, se apreciar´ıa un incremento au´n mayor en el
tiempo de vida y no se habr´ıa observado esa degradacio´n en la importancia
total obtenida por el nodo.
4.1.6. Energ´ıas estoca´sticas
A pesar de que las simulaciones previas han sido realizadas con energ´ıas
deterministas, el modelo general desarrollado es va´lido para energ´ıas estoca´s-
ticas. Se incluye en 4.5 una comparacio´n de la evolucio´n del umbral segu´n EO
para perfil energe´tico determinista e incluyendo esta variabilidad aleatoria de
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Figura 4.5: Comparacio´n de umbral entre energ´ıas deterministas y aleatorias.
Distribucio´n lognormal con ρx = 0.4, E{c1} = 6, E{c0} = 2, E{cidle} = 1,
pidle = 0.2.
la energ´ıa gastada por el nodo en cada estado. En dicha gra´fica, siguiendo
el modelo planteado en [2], se considerara´n energ´ıas distribuidas segu´n una
densidad de probabilidad chi-cuadrado no central de un grado de libertad,
fijando el otro para´metro libre de la distribucio´n para que la media de la
misma coincida con el valor deseado de energ´ıa media para cada uno de los
costes E1, E0 y Eidle. El pequen˜o rizado que se observa en la estimacio´n es
consecuencia del algoritmo adaptativo empleado para estimar dichos valores
de energ´ıa.
4.1.7. Red
A lo largo de este apartado, se mostrara´n distintos ejemplos simulados de
redes de sensores con relacio´n estad´ıstica entre medidas consecutivas proce-
sadas por cada nodo. Ya se ha explicado que esta relacio´n estad´ıstica puede
ser consecuencia de la correlacio´n temporal entre medidas tomadas por el
nodo o bien de la correlacio´n espacial entre medidas de nodos cercanos que
sean procesadas por un mismo nodo relay. En general, ambos efectos se dara´n
de forma simultanea, aunque la relevancia de cada uno de ellos dependera´
de las caracter´ısticas de la red; siendo la correlacio´n espacial ma´s relevante
en redes de sensores densas o que miden magnitudes con gradientes bajos y
la correlacio´n temporal ma´s importante cuando los sensores toman medidas
consecutivas con una frecuencia elevada o la magnitud a medir cambia de
forma lenta.
Supondremos que los nodos se activan perio´dicamente con la misma pe-
riodicidad. Por simplicidad, se activara´ un u´nico nodo en cada e´poca, y se
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considerara´ que la misma termina cuando el mensaje llega al nodo ra´ız o es
desechado por algu´n nodo intermedio. El resto de nodos, que no participan
en la transmisio´n, se considerara´n en estado inactivo.
Para el tiempo de vida de la red se ha usado como definicio´n el rango de
e´pocas en las que al menos un 10 % de los sensores esta´n activos.
Respecto a las importancias, se utilizara´ el perfil lognormal presentado en
el apartado 4.1.5. Se considerara´ que las importancias consecutivas generadas
en un mismo nodo esta´n sujetas a dependencia estad´ıstica, segu´n el perfil
anterior. Se seleccionara´ un valor de ρx elevado, dado que, segu´n el modelo
de simulacio´n propuesto, cada nodo se activara´, en media, una vez cada N
instantes de funcionamiento de la red, siendo N el nu´mero de nodos de la
misma, con lo que generalmente transcurrira´n varios instantes de tiempo
entre cada importancia que genere cada nodo. Las energ´ıas se considerara´n
aleatorias, distribuidas segu´n el modelo presentado en 4.1.6, con promedios
E1 = 6, E0 = 2 y Eidle = 1.
Red en cadena
El primer caso de red considerado consiste en 5 nodos colocados en cadena,
con el gateway de la red conectado al u´ltimo de ellos. Se considerara´ ρx = 0.5.
Tipo de nodos NS EO
Tiempo de vida medio 1621.3 3293.2
Recompensa total media 2533.9 3403.4
Mensajes procesados (Imp. media) 1646.8 (1.53) 1256.6 (2.70)
Tabla 4.4: Tiempo de vida, recompensa y nu´mero de mensajes procesados
para nodos no selectivos y nodos EO, promediados para 5 iteraciones, con
energ´ıas estoca´sticas
Topolog´ıa aleatoria
A efectos de generar una topolog´ıa de red ma´s compleja, se ha creado un
a´rbol de enrutado esta´tico de forma aleatoria. El sumidero se correspondera´
con la ra´ız del a´rbol y el resto de nodos se considerara´n ide´nticos en cuanto
a caracter´ısticas energe´ticas. Se considerara´ tambie´n que la distribuciones
de costes energe´ticos y de importancias son las mismas en todos los nodos.
Se numerara´n los nodos, de manera que el nodo cero sera´ el sumidero (que
supondremos con energ´ıa infinita) y los nodos 1 a N los sensores de la red.
Cada nodo k seleccionara´ a su nodo padre de forma aleatoria entre los nodos
con un identificador inferior al propio. La decisio´n de incluir un a´rbol de
enrutado esta´tico en lugar de implementar algu´n algoritmo de enrutado, que
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se toma por simplicidad, restringira´ en cierta medida las conclusiones que se
puedan extraer. Se considerara´ ρx = 0.8.
Debido a la alta variabilidad de las caracter´ısticas principales de la red
en funcio´n de la topolog´ıa, se ha optado por fijar esta mediante el algoritmo
aleatorio anterior y realizar la comparacio´n sobre varias iteraciones de la
misma, con nodos no selectivos (NS) y nodos con el estimador presentado en
este apartado (EO).
Figura 4.6: Ejemplo de topolog´ıa con 50 nodos
Tipo de nodos NS EO
Tiempo de vida medio 6281.4 6731
Recompensa total media 7580.2 7732.5
Mensajes procesados (Imp. media) 5091.2 (1.48) 4081.8 (1.89)
Tabla 4.5: Tiempo de vida, recompensa y nu´mero de mensajes procesados
para nodos no selectivos y nodos EO, promediados para 5 iteraciones, con
energ´ıas estoca´sticas
Las mejoras que se obtienen en el caso de red para el algoritmo selectivo
son inferiores a lo esperado; sin embargo, son semejantes a las que se obtienen
(en el mismo co´digo, dichos resultados no se incluyen dado que eran pra´cti-
camente ide´nticos) sin considerar dependencia estad´ıstica entre importancias
consecutivas, lo que lleva a pensar que la razo´n para la escasa ventaja que
proporciona el algoritmo selectivo en este caso es consecuencia de la forma
simplificada de simular la red de sensores; en particular, el enrutado esta´tico,
que provoca que gran parte de los nodos no lleguen a agotar su bater´ıa.
4.2. Acumulacio´n de mensajes
Con respecto al modelo en el que llegan al nodo mensajes con importan-
cias independientes, pero las decisiones del nodo son transmitir o acumular,
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se ha obtenido una expresio´n implementable subo´ptima para el umbral en
este caso en el apartado anterior.
A lo largo de este apartado, se llevara´ a cabo un ana´lisis de las caracter´ıs-
ticas del modelo propuesto, el umbral subo´ptimo planteado y una te´cnica de
estimacio´n ma´quina de este u´ltimo umbral. Para ello, primero se presentara´
la te´cnica de estimacio´n no parame´trica. A continuacio´n, sobre un u´nico no-
do, se observara´n las implicaciones del modelo en sus tres vertientes (umbral
o´ptimo, umbral subo´ptimo y estimador ma´quina) al respecto del para´metro
para el que se maximiza (utilidad media), caracter´ısticas de relevancia (nu´-
mero medio de mensajes transmitidos en cada conexio´n, nu´mero ma´ximo de
mensajes en el nodo, etc) y compromisos t´ıpicos que surgen de la operacio´n
de agregacio´n de mensajes (retardo, ganancia en tiempo de vida). Por u´ltimo,
se expondra´n varios posibles disen˜os de redes de sensores, y se observara´ el
funcionamiento del mecanismo disen˜ado tambie´n en este caso.
A lo largo de todo el apartado (al igual que en la figura 3.13 del cap´ıtulo
3) se han empleado te´cnicas distintas para determinar el umbral o´ptimo y
subo´ptimo. Para el caso del umbral o´ptimo, se ha determinado mediante
Monte Carlo el umbral o´ptimo constante, sobre un muestreado de los posibles
valores de umbral, promediando para 10 iteraciones, cada una de ellas para
una energ´ıa inicial de E = 15000. La u´nica excepcio´n es el caso γ = 0, para
el que se ha aprovechado la expresio´n derivada en [1], ya que, como ya se
ha explicado, este caso es conceptualmente ide´ntico al desarrollado en este
art´ıculo.
En el caso del umbral subo´ptimo, para aquellos apartados en los que se
necesitaba el valor concreto, se ha utilizado el propio estimador desarrollado
que se presenta en el apartado 4.2.1
4.2.1. Estimador del umbral subo´ptimo
En este punto, es necesario encontrar una expresio´n que estime el umbral
subo´ptimo definido en (3.49). Para ello, se seguira´ un procedimiento similar
al visto anteriormente. La expresio´n de la que disponemos complica aplicar de
forma directa algu´n me´todo de aproximacio´n estoca´stica debido al cociente
entre dos magnitudes que dependen del umbral (E{xu(x−τ)} y E{c}). Por lo
que se manipulara´ la expresio´n (3.49) para obtener una ecuacio´n alternativa,
similar en cierto modo a (2.3), en la que la dependencia impl´ıcita con τ se
encuentra exclusivamente en sumas y restas.
Multiplicando a ambos lados de la ecuacio´n (3.49) por E{c}, sustituyendo
esta magnitud por su valor, segu´n (3.26), y reordenando para que todos los
te´rminos que dependen impl´ıcitamente de τ este´n al mismo lado, obtenemos
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τEtx =
Etx + (E{c1} − E{c0})(1− pidle)ptx
1− γef E{x˜|x˜ > 0}
− Etx
(1− pidle)(1− γef)E{xu(x− τ)} − τ(1− pidle)(E{c1} − E{c0})ptx
(4.4)
Donde se ha definido Etx = E{cidle}pidle+E{c0}(1−pidle) y γef = γ 1−pidle1−γpidle .
Notando que ptx(1−pidle) = E{u(x−τ)} obtenemos una ecuacio´n sobre la
que es posible definir un me´todo recursivo de estimacio´n de tipo aproximacio´n
estoca´stica, utilizando, en lugar de las esperanzas que dependen de x y τ , las
observaciones del valor de x y sustituyendo el valor desconocido de τ por la
estimacio´n en el instante anterior τk−1:
τk = (1− 1
k + α
)τk−1 + (
Etx + (E{c1} − E{c0})u(xk − τk−1)
1− γef E{x˜|x˜ > 0}
− Etx
(1− pidle)(1− γef)xku(xk − τk−1)
− τk−1(E{c1} − E{c0})u(xk − τk−1)) 1
(k + α)Etx
(4.5)
Donde α = 50 + 1
1−γ es un para´metro que afecta a la velocidad de con-
vergencia, especialmente reduciendo la sobrestimacio´n al comienzo de la vida
u´til del nodo para valores de γ cercanos a 1. Este para´metro no modifica las
condiciones de convergencia.
Para la estimacio´n de la esperanza de las energ´ıas gastadas en cada tipo
de estado, se han reutilizado las expresiones (4.1); de la misma manera, la es-
timacio´n de pidle se ha realizado igual que en el apartado anterior, pidle =
k3
k
.
Como valor inicial para el umbral, se ha considerado τ0 = 0. En estas expre-
siones y las que siguen, k1, k2 y k3 representan lo mismo que en el apartado
anterior: nu´mero de estados de transmisio´n, no transmisio´n e inactivos, res-
pectivamente, desde el comienzo de la vida u´til del nodo.
Por u´ltimo, para este estimador es necesario estimar E{x˜|x˜ > 0}, para
lo que se utilizara´ un algoritmo similar a lo anterior. Denominamos mk a la
estimacio´n en el instante k de dicha esperanza (no´tese que la magnitud a
estimar es la esperanza dado x˜ > 0), definiendo:
mk =

mk−1 si dk = idle
(1− 1
k1+k2
)mk−1 + 1k1+k2 x˜k si dk = 1
o dk = 0
(4.6)
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4.2.2. Nodo aislado
Para el caso de acumulacio´n, desde aqu´ı hasta el final de este cap´ıtulo,
las estrategias que se comparara´n sera´n: estrategia no selectiva (NS), estra-
tegia de umbral constante o´ptimo (COA), estrategia de umbral constante
subo´ptimo, segu´n la expresio´n (3.49) (CSA) y estimador ma´quina del umbral
subo´ptimo (ESA). Se recuerda, de nuevo, que en el ape´ndice C se presenta
una tabla con todos los tipos de nodos que se comparan en este cap´ıtulo.
En primer lugar, se ha llevado a cabo un ana´lisis de la variacio´n de las
caracter´ısticas fundamentales del nodo en funcio´n del para´metro libre del
modelo: γ.
Utilidad media del nodo
El para´metro ma´s lo´gico para comparar es la utilidad media, dado que es
para el que se ha disen˜ado la estrategia o´ptima e intentado disen˜ar estrategias
alternativas implementables. Por esta razo´n, se comparara´ la utilidad media
de nodo con umbral o´ptimo, con umbral estimado y con estimador ma´quina.
Utilidad media descontada (± std error)
γ COA CSA ESA
0 5951.1 ± 25.2 5892.9 ± 31.7 5941.5 ± 37.7
0.1 6037.1 ± 35.8 5996.7 ± 36.5 5966.0 ± 34.1
0.5 6467.2 ± 37.3 6446.0 ± 35.4 6452.4 ± 25.9
0.7 6972.2 ± 20.3 6921.4 ± 26.8 6959.6 ± 42.4
0.9 8470.7 ± 28.2 8412.2 ± 30.9 8328.9 ± 25.9
Tabla 4.6: Utilidad media del nodo para distribucio´n de importancias expo-
nencial, promediada para 10 iteraciones, E = 15000
Utilidad media descontada (± std error)
γ COA CSA ESA
0 5437.2 ± 10.2 5411.6 ± 14.0 5423.1 ± 16.1
0.1 5510.3 ± 12.5 5460.3 ± 13.4 5474.0 ± 15.0
0.5 5902.4 ± 11.9 5880.4 ± 15.2 5880.8 ± 14.1
0.7 6500.9 ± 17.6 6454.0 ± 14.2 6448.8 ± 20.1
0.9 8208.0 ± 21.6 8192.0 ± 12.3 8122.4 ± 19.4
Tabla 4.7: Utilidad media del nodo para distribucio´n de importancias unifor-
me, promediada sobre 10 iteraciones, E = 15000
Es posible diferenciar en este punto la utilidad media descontada y la
utilidad media total del nodo. La utilidad media descontada se refiere a la
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magnitud de importancia de mensajes agregada despue´s de aplicar el factor
de descuento γ en cada iteracio´n que el mensaje permanece en el nodo. La
utilidad media total, por su parte, consiste en la suma de la importancia
original de los mensajes procesados por el nodo, por lo que esta´ directamente
relacionada con el tiempo de vida del nodo, dado que en el modelo conside-
rado en este apartado los mensajes se acumulan en lugar de ser descartados
y, por lo tanto, todos ellos son eventualmente retransmitidos al siguiente no-
do. Las simulaciones anteriores se refieren a la utilidad descontada. En estas
simulaciones se han empleado los para´metros E = 15000, E1 = 6, E0 = 2,
Eidle = 1, pidle = 0,2.
Podr´ıa parecer extran˜o el hecho de que el estimador propuesto (ESA)
proporcione en ocasiones una utilidad superior a la de utilizar de forma cons-
tante el umbral subo´ptimo (CSA). Sin embargo, esto es debido al hecho ya
comentado de que el estimador empleado tiene una cierta sobreoscilacio´n al
principio, lo que provoca que para un cierto rango de la vida del nodo, el
umbral estimado segu´n dicho estimador se encuentra ma´s cerca del umbral
o´ptimo que el umbral subo´ptimo al que tiende.
Comparando las dos tablas previas, se concluye que las caracter´ısticas de
utilidad son semejantes para distribuciones distintas, aunque no ide´nticas.
Nu´mero de mensajes transmitidos
No total de transmisiones
(No medio de mensajes transmitidos por tx)
γ COA CSA ESA
0 2112 (2.16) 2413 (1.68) 2399 (1.70)
0.1 2099 (2.19) 2393 (1.71) 2360 (1.74)
0.5 1926 (2.56) 2172 (2.07) 2162 (2.10)
0.7 1697 (3.13) 1929 (2.54) 1922 (2.54)
0.9 1227 (5.02) 1339 (4.43) 1365 (4.35)
Tabla 4.8: Comparacio´n entre el nu´mero total de transmisiones para distri-
bucio´n de importancias exponencial, E = 15000
Uno de los aspectos importantes del sistema desarrollado es la distribu-
cio´n que sigue el nu´mero de mensajes transmitidos de forma conjunta. Esto
es as´ı por dos razones: en primer lugar porque el nu´mero de mensajes trans-
mitidos juntos tiene cierto impacto en los recursos energe´ticos empleados por
el nodo para su transmisio´n. Aunque este efecto fue considerado despreciable
en apartados anteriores, podr´ıa darse el caso de que para un nu´mero grande
de mensajes transmitidos conjuntamente sea problema´tico, como de hecho se
vera´ al tratar redes. En las tablas 4.8,4.9 se observa que, como es lo´gico, a
medida que γ aumenta, tambie´n lo hace esta magnitud.
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No total de transmisiones
(No medio de mensajes transmitidos por tx)
γ τ ∗ τˆ Estimador
0 2248 (1.92) 2373 (1.74) 2329 (1.80)
0.1 2202 (1.99) 2327 (1.80) 2296 (1.85)
0.5 2023 (2.33) 2094 (2.20) 2061 (2.28)
0.7 1808 (2.82) 1817 (2.78) 1825 (2.78)
0.9 1270 (4.78) 1263 (4.79) 1329 (4.52)
Tabla 4.9: Comparacio´n entre el nu´mero total de transmisiones para distri-
bucio´n de importancias uniforme, E = 15000
Figura 4.7: Densidad de probabilidad del nu´mero de mensajes transmitidos
en cada transmisio´n para E1 = 6, E0 = 2, Eidle = 1 y pidle = 0,2, con
x˜ ∼ U(0, 4), γ = 0,7 y estrategia CSA
El otro problema se debe a la necesidad de que el nodo disponga de una
memoria interna en la que almacenar mensajes, que sera´ finita. Por tanto, un
nu´mero muy grande de mensajes acumulados en el nodo (aunque en media
sean pocos) puede provocar la necesidad de que el nodo descarte mensajes
antiguos o poco importantes para hacer sitio a los nuevos. En 4.7 se muestra
la distribucio´n concreta de importancias transmitidas para el caso de γ = 0,7.
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Para este caso, bastar´ıa con que el nodo dispusiese de una memoria capaz
de almacenar en torno a 15 mensajes para que la probabilidad de que la
memoria se llenase fuese muy baja. Sin embargo, para valores de γ superiores
y, especialmente, para el caso de redes formadas por varios sensores aplicando
este tipo de agregaciones sera´ ma´s problema´tico.
Relacio´n con para´metros de nodo
(a) Uniforme (b) Exponencial
Figura 4.8: Tiempo de vida en funcio´n de γ para distribucio´n de importancias
uniforme y exponencial con pidle = 0, E = 10000
Se puede observar la evolucio´n segu´n γ de para´metros que sera´n intere-
santes para el funcionamiento de la red, para algunas distribuciones de im-
portancias. Por un lado, es beneficioso mejorar el tiempo de vida del nodo,
esto es, el nu´mero de e´pocas o puntos de decisio´n que el nodo puede llevar
a cabo hasta agotar su bater´ıa. Tambie´n, dado que estamos acumulando un
cierto nu´mero de mensajes con el objetivo de transmitirlos de forma conjunta,
conviene relacionar con lo anterior el retardo que sufren los mensajes como
consecuencia del procesado presentado.
Intuitivamente se ve que valores altos de γ incrementan el tiempo de vida
y el retardo medio y viceversa.
El tiempo de vida para el caso pidle = 0 var´ıa entre [
E
E1
, E
E0
). Valores ma´s
altos de γ implican un menor nu´mero de transmisiones. El valor ma´ximo de
tiempo de vida, coincidente con γ = 1, es un caso l´ımite, que implicar´ıa que
todos los instantes de vida del nodo son de no transmisio´n (o inactivos, en
su caso), lo que implica que el nodo no llega a transmitir ningu´n mensaje.
En definitiva, esta ganancia en tiempo de vida implica una degradacio´n en
la respuesta temporal de la red, imponiendo un cierto retardo de tra´nsito en
cada nodo a los mensajes que se generan o reciben por el mismo. La ventaja
del sistema propuesto basado en importancias, sin embargo, consiste en que
el retardo medio sufrido por los mensajes importantes es considerablemente
inferior al retardo medio en el resto de casos, con lo que los datos urgentes
llegara´n al sumidero en un tiempo significativamente inferior, permitiendo
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(a) Uniforme (b) Exponencial
Figura 4.9: Retardo medio y retardo para el 5 % de mensajes ma´s importantes
en funcio´n de γ para distribucio´n de importancias uniforme y exponencial con
pidle = 0
al nodo un gasto mayor de energ´ıa en estos casos que compensara´ con una
menor cantidad de conexiones para la transmisio´n de los mensajes no tan
relevantes (ver 4.9).
Comparando los casos de distribucio´n uniforme y exponencial, se ve que
la evolucio´n de los para´metros de la red es coherente, aunque no ide´ntica. Es
decir, un valor de γ no puede ser relacionado de forma un´ıvoca con un valor
de retardo o tiempo de vida para distintos juegos de para´metros y tipos de
distribuciones de importancias.
Perfiles de energ´ıa
E1/E0 G(ESA)(G(COA)) Umbral CSA Umbral COA
2 1.15 (1.16) 2.1 2.2
3 1.31 (1.32) 2.81 2.9
4 1.44 (1.44) 3.19 3.5
6 1.64 (1.66) 3.63 4.1
8 1.79 (1.81) 3.88 4.6
50 2.48 (2.77) 4.75 6.2
Tabla 4.10: Ganancia para ESA y COA y comparacio´n entre umbral o´ptimo
y subo´ptimo para distintos valores de E1/E0, pidle = 0, γ = 0,6 y x˜ segu´n
distribucio´n exponencial
Al igual que sucede para el caso de transmisor selectivo, la ganancia en
utilidad del nodo segu´n la estrategia de acumulacio´n de mensajes, se incre-
menta a medida que lo hace el cociente E1/E0. Sin embargo, en este caso,
nos encontramos con el problema ya adelantado en el apartado 3.5.3, al aco-
tar el error de estimacio´n del umbral: la distancia entre el umbral o´ptimo y
el subo´ptimo para el que se ha derivado una expresio´n implementable tam-
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bie´n se incrementa con E1/E0, y, consecuentemente, la ganancia en utilidad
tambie´n se ve degradada.
Estados inactivos
pidle G(ESA)(G(COA)) Umbral CSA Umbral COA
0 1.44 (1.45) 2.58 2.9
0.2 1.36 (1.40) 2.21 2.5
0.4 1.29 (1.33) 1.83 2.3
0.6 1.20 (1.26) 1.38 1.8
0.8 1.11 (1.15) 0.87 1.2
Tabla 4.11: Ganancia para ESA y COA y comparacio´n entre umbral o´ptimo
y subo´ptimo para distintos valores de pidle, γ = 0,6, distribucio´n de impor-
tancias x˜ exponencial
(a) Umbral segu´n COA (b) Umbral segu´n CSA
Figura 4.10: Comparacio´n entre umbral segu´n COA y umbral segu´n CSA
para distintos para´metros. E1 = 6, E0 = 2, Eidle = 1, x˜ ∼ U(0, 4)
Con respecto a la evolucio´n del sistema en funcio´n de la probabilidad
de estado inactivo, podemos comprobar como el error de estimacio´n, para
los para´metros empleados, permanece ma´s o menos constante para distintos
valores de pidle. En general, aunque no se ha demostrado, se observa como
el error de estimacio´n permanece constante o disminuye al incrementar la
probabilidad de estado inactivo.
Tambie´n, de forma similar, de nuevo, a los resultados previos obtenidos
para el transmisor selectivo, la ganancia en utilidad disminuye al incremen-
tarse la probabilidad de estado inactivo. Este u´ltimo hecho es consecuencia de
que E{cidle} > 0. Si el gasto energe´tico en estados inactivos fuese nulo, estos
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no afectar´ıan al valor del umbral, aunque s´ı degradar´ıan la utilidad media y
provocar´ıan un mayor retardo medio para la transmisio´n de los mensajes.
Se puede observar como el umbral subo´ptimo empleado evoluciona de
manera similar al o´ptimo ante variaciones de pidle y γ. Ya se ha comentado
que γ = 1 reduce a cero la diferencia entre ambos umbrales, y, de nuevo,
γ = 0 proporciona el error ma´ximo para cada valor de pidle.
Aplicacio´n de umbral selectivo a acumulacio´n de mensajes
El umbral para el que se ha conseguido una expresio´n implementable
se encuentra lejos del o´ptimo para ciertos para´metros y, especialmente, por
debajo del o´ptimo para γ = 0. Adema´s, la utilidad descontada que se ha
empleado como criterio a maximizar a lo largo de este apartado es una mag-
nitud ligeramente artificial. Por estas razones, parece lo´gico preguntarse si no
podr´ıa proponerse algu´n tipo de umbral alternativo, obviando el criterio de
maximizacio´n de la utilidad descontada, que permitiese, con la mı´nima can-
tidad de cambios sobre el modelo, cierta capacidad de variacio´n controlada
en las caracter´ısticas del nodo, manteniendo un mı´nimo de utilidad dado por
la utilidad del transmisor selectivo y solucionando el problema de solucio´n
no o´ptima para γ = 0 que existe para el umbral subo´ptimo estudiado hasta
ahora.
(a) Tiempo de vida (b) Recompensa
Figura 4.11: Comparacio´n entre tiempo de vida y recompensa en funcio´n de γ
para varias distribuciones y para nodos ESA y EO. E1 = 4, E0 = 1, pidle = 0,
E{x˜|x˜ > 0} = 2 para todas las distribuciones
Siguiendo este razonamiento, se ha considerado la posibilidad de reutilizar
el umbral o´ptimo del transmisor selectivo (2.1) (es decir, un nodo de tipo
EO, segu´n la terminolog´ıa aplicada en este apartado), utilizando como valor
de importancia la importancia acumulada segu´n el factor de descuento γ
presentada en (3.8), i.e: considerando como x˜k la importancia individual del
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dato recibido o generado en k, pero empleando xk segu´n la definicio´n (3.8)
para la decisio´n de transmisio´n o no transmisio´n, y acumulando en lugar de
descartar en el caso de no transmitir. La idea busca extender un modelo ya
probado y funcional, de modo que el nodo no pierda informacio´n, descartando
mensajes, si no que retrase y economice en energ´ıa la transmisio´n de estos.
Figura 4.12: Comparacio´n entre umbral para COA, umbral para CSA y um-
bral para EO con acumulacio´n en funcio´n de γ. E1 = 4, E0 = 1, pidle = 0,
x˜ ∼ U(0, 4)
Se observa en 4.12 como esta expresio´n proporciona un umbral que var´ıa
muy poco en el rango de γ, creciendo levemente. La utilidad, por su parte,
(4.11(a)) se incrementa de forma casi lineal con γ, evitando el problema
de que esta caiga por debajo de la del transmisor selectivo para γ = 0,
como ocurr´ıa en el umbral subo´ptimo que se ha podido estimar de forma
ma´quina. Adema´s, se evita la tendencia asinto´tica del nu´mero de mensajes
transmitidos.
De hecho, la evolucio´n del tiempo de vida, tal como vemos en 4.11(b), y,
por lo tanto, del nu´mero medio de mensajes transmitidos en cada transmi-
sio´n y del retardo medio que sufren los mensajes, es opuesta a la del umbral
o´ptimo. Es decir, mientras que el umbral o´ptimo provoca que el tiempo de
vida aumente, al existir una menor proporcio´n de transmisiones, la estrate-
gia de transmisio´n que se propone en este apartado incrementa el nu´mero
de transmisiones de forma aproximadamente lineal con γ. Esta caracter´ıstica
tiene sentido interpretada en el contexto de menor penalizacio´n en el retar-
do de las importancias sobre umbral aproximadamente plano y no invalida
necesariamente la utilizacio´n de este umbral.
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Dependencia estad´ıstica entre medidas que se acumulan
Aunque en la demostracio´n teo´rica nos limitamos, en el caso de acumu-
lacio´n de mensajes en el nodo, a la consideracio´n de que estos eran inde-
pendientes entre s´ı, se plantea, para finalizar este apartado, la posibilidad de
incluir dicha dependencia estad´ıstica sin modificar el modelo. Es fa´cil prever
que, al menos, perderemos algo de eficiencia al incluir esta consideracio´n no
prevista en el modelo teo´rico.
(a) Tiempo de vida (b) Recompensa
Figura 4.13: Comparacio´n de tiempo de vida y recompensa en funcio´n de
γ para nodos ESA y EO con acumulacio´n, sobre distribuciones con y sin
dependencia estad´ıstica. E1 = 4, E0 = 1, pidle = 0, distribuciones lognormales
con E{x˜|x˜ > 0} = 2
Como valores de importancia se han utilizado lognormales generadas se-
gu´n el modelo de correlacio´n 4.1.5, an˜adiendo la acumulacio´n de mensajes
penalizando por el factor γ. La comparacio´n se ha llevado a cabo para las dos
estrategias de acumulacio´n implementadas: estrategia subo´ptima que trata
de aproximar el umbral o´ptimo en te´rminos de utilidad descontada y genera-
lizacio´n de umbral selectivo presentado en el apartado anterior 4.1 incluyendo
acumulacio´n con factor de descuento. Utilizando lognormales de para´metros
µx = 0, σ
2
x = 1.37 (de modo que se tenga E{x˜|x˜ > 0} ≈ 2) y ρx = 0.8 (para
los casos con dependencia) y ρx = 0 (para los casos sin dependencia que se
incluyen como referencia).
Analizando 4.13, se aprecia como las versiones con dependencia estad´ısti-
ca tienen una mayor variabilidad, que se traduce en un comportamiento con
γ ma´s ruidoso. Tambie´n, esta variabilidad es mucho ma´s apreciable en la im-
portancia total del nodo que el tiempo de vida, valor que permanece mucho
ma´s estable. Por u´ltimo, es llamativo que la degradacio´n del comportamiento
del sistema sea inferior en el umbral que trata de estimar el comportamiento
o´ptimo (ESA) que en el umbral EO aplicado a acumulacio´n. Una posible
explicacio´n a este comportamiento podr´ıa venir dada por una mayor variabi-
lidad del comportamiento del nodo en funcio´n del umbral cuanto ma´s alejado
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se encuentre el umbral del o´ptimo, lo que es coherente con el hecho de que, en
el umbral o´ptimo, la tasa de variacio´n de la recompensa (derivada) es nula.
En cualquier caso, parece posible concluir que, si fuese necesario, cualquie-
ra de ambos algoritmos podr´ıa ser empleado en nodos sujetos a dependencia
estad´ıstica sin consecuencias importantes, ma´s alla´ de una degradacio´n de la
utilidad descontada y tiempo de vida obtenidos. De forma coincidente, tam-
bie´n, con los resultados teo´ricos previos, esta degradacio´n parece reducirse
hasta pra´cticamente anularse en γ = 0.
4.2.3. Red
En este apartado, se han reutilizado algunas de las topolog´ıas presentadas
anteriormente. Se han simulado, igual que en el caso de dependencia esta-
d´ıstica entre importancias, dos casos: red en cadena y topolog´ıa aleatoria. Se
han reutilizado las suposiciones y decisiones de enrutado de dicho apartado.
En las simulaciones de red que siguen, solo se utilizan nodos que implementan
el estimador del umbral subo´ptimo (ESA).
Red en cadena
Tipo de nodos T. vida Recompensa No mensajes
NS 1621.3 2533.9 1621.3
EO (select.) 3293.2 3403.4 1256.6
ESA (γ = 0) 3052.1 3327.7 3049.6
ESA (γ = 0,4) 3378.8 3942.3 3271.3
ESA (γ = 0,6) 3679.4 4293.8 3676.5
ESA (γ = 0,8) 4132.4 5053.6 4125.2
ESA (γ = 0,9) 4867.3 6559.6 4853.1
Tabla 4.12: Tiempo de vida, recompensa y nu´mero de mensajes procesados
para nodos no selectivos, nodos selectivos y nodos ESA con distinto gamma,
promediados para 5 iteraciones, con energ´ıas estoca´sticas
Como distribucio´n de importancias generadas en cada nodo, x˜ se han em-
pleado lognormales de para´metros µ = 0 y σ2 = 0.8, de modo que se realizara´
una comparacio´n entre lo obtenido aqu´ı y los resultados para el estimador
selectivo simple con dependencia estad´ıstica entre medidas (que, como se vio,
proporcionaba resultados pra´cticamente ide´nticos al caso de no dependencia
estad´ıstica entre medidas). Las energ´ıas se considerara´n aleatorias, distribui-
das segu´n el modelo presentado en 4.1.6, con promedios E1 = 6, E0 = 2 y
Eidle = 1.
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Tipo de nodos Ret. ma´ximo No msg. tx. 1er nodo
NS 0 1
EO (previo) 0 1
ESA (γ = 0) 1.42 2.33
ESA (γ = 0,4) 1.50 3.03
ESA (γ = 0,6) 1.74 3.64
ESA (γ = 0,8) 2.27 4.66
ESA (γ = 0,9) 3.06 6.08
Tabla 4.13: Retardo medio de la ruta ma´s larga y nu´mero medio de mensajes
transmitidos por el primer nodo para nodos no selectivos, nodos selectivos y
nodos ESA con distinto gamma, promediados para 5 iteraciones, con energ´ıas
estoca´sticas
En la tabla 4.12 puede observar como el para´metro γ permite seleccionar
en cierta medida las caracter´ısticas del sistema. Comparando las tablas 4.12
y 4.13 se comprueba la problema´tica a nivel retardo de mensajes que surge al
obtener un mejor tiempo de vida. Resulta interesante la comparacio´n entre
los casos EO y ESA con γ = 0; se observa como ESA se comporta algo peor
en te´rminos de utilidad y tiempo de vida (ya que el estimador ESA no es
exacto y cae por debajo del umbral o´ptimo). El mayor nu´mero de mensajes
procesados por ESA es consecuencia del hecho de que en el paradigma de
acumulacio´n planteado los mensajes no son descartados (como era el caso en
transmisio´n selectiva) si no acumulados, con lo que todos son transmitidos
eventualmente.
Figura 4.14: Evolucio´n del umbral para los 5 nodos en cadena, γ = 0,6
La evolucio´n de los umbrales en este caso es bastante estable (4.14), sur-
giendo umbrales de transmisio´n ma´s altos en los nodos ma´s cercanos al su-
midero, debido a la progresiva acumulacio´n de mensajes e importancias en
los nodos previos.
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Red aleatoria
Por u´ltimo, sobre distribuciones de importancia uniforme y exponencial
independientes en los nodos, se comparara´ la recompensa obtenida de una red
de topolog´ıa aleatoria compuesta de 50 nodos, considerando que los nodos son
no selectivos (NS), transmisores selectivos (EO) y nodos acumuladores con
distintos valores de γ. De nuevo, los resultados obtenidos en este apartado
deben ser examinados con una perspectiva cr´ıtica debido a la simplicidad del
modelo de red empleado.
Tipo de nodos No de mensajes Tiempo de vida Recompensa
NS 5628 5628 11232
EO (previo) 4573 9619 15616
ESA (γ = 0) 9651 9678 15670
ESA (γ = 0,4) 10366 10379 17455
ESA (γ = 0,6) 11511 11527 19671
ESA (γ = 0,8) 15376 15402 26779
ESA (γ = 0,9) 20451 20463 37114
Tabla 4.14: Nu´mero medio de mensajes, tiempo de vida y recompensa des-
contada para topolog´ıa de 50 nodos, promediados para 5 iteraciones, con
energ´ıas estoca´sticas
Resulta llamativo que el nodo ESA con γ = 0 proporcione una utilidad
mayor en este caso que el EO. Este hecho, que se ha comprobado en varias
topolog´ıas y para varios tipos de distribuciones de importancia puede estar
relacionado con una mejor convergencia del estimador planteado en ESA para
esas topolog´ıas concreta de red consideradas, y evidencia, una vez ma´s, que
el umbral subo´ptimo propuesto funciona de una manera bastante eficaz.
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Cap´ıtulo 5
Conclusiones y trabajo futuro
Se exponen a continuacio´n las principales cuestiones resueltas en este
trabajo, haciendo e´nfasis en las aplicaciones y posibilidades de ampliacio´n de
lo propuesto aqu´ı. Las conclusiones se desglosan en los dos casos de aplicacio´n
considerados: mensajes con importancias sujetas a dependencia estad´ıstica y
mensajes con importancias independientes que se acumulan en el nodo.
5.1. Conclusiones
En primer lugar, se ha comprobado como los MDPs proporcionan un
modelo va´lido y manejable de los compromisos energe´ticos existentes en los
nodos de una red de sensores, lo que permite modelar las decisiones del nodo
obteniendo una visio´n detallada de las distintas estrategias.
5.1.1. Importancias estad´ısticamente dependientes
Sobre el primer modelo, importancias estad´ısticamente dependientes, se
ha visto que la estrategia de transmisio´n o´ptima difiere ligeramente con res-
pecto al caso en el que se supone independencia estad´ıstica, modificando la
forma de oscilacio´n del umbral para valores bajos de energ´ıa e incluso, pa-
ra determinadas distribuciones, provocando que la decisio´n o´ptima no sea
una de umbral, si no que este´ compuesta de regiones de transmisio´n y no
transmisio´n ma´s complejas sobre los posibles valores de importancia.
Au´n as´ı, la tendencia para valores altos de energ´ıa es ide´ntica a la del caso
de importancias independientes, lo que sirve como refuerzo de la validez del
modelo de transmisio´n selectiva propuesto en [1]. Se ha observado tambie´n
que tanto el tiempo de convergencia del estimador como la energ´ıa de con-
vergencia del umbral constante asinto´tico (el mı´nimo valor de energ´ıa para
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el que el umbral constante es una buena aproximacio´n del comportamiento
o´ptimo) empeoran al considerar dependencia estad´ıstica, aunque estos efecto
no son relevantes salvo que la correlacio´n alcance valores muy altos.
En resumen, se puede extender dicho modelo de transmisio´n selectiva a
nodos sometidos a secuencias de mensajes cuyas importancias esta´n correla-
das de alguna manera arbitraria sin cambios.
5.1.2. Acumulacio´n de mensajes
Al respecto del segundo de los casos considerados: importancias que se
acumulan en el nodo para su posterior transmisio´n conjunta, en lugar de ser
descartadas, se ha visto el comportamiento o´ptimo, observando la misma ten-
dencia que en apartados anteriores, y obteniendo una expresio´n para dicha
tendencia asinto´tica. En este caso, se ha encontrado el problema adicional de
la dependencia compleja de la expresio´n obtenida con la distribucio´n asinto´ti-
ca de importancias almacenadas en el nodo, lo que ha llevado a la necesidad
de proponer una expresio´n alternativa ma´s simple. Se ha visto como este
umbral subo´ptimo proporciona resultados superiores al comportamiento no
selectivo.
El error de estimacio´n del umbral subo´ptimo planteado (ESA) es muy
problema´tico para valores de γ cercanos a cero, ya que, para estos casos,
se da la circunstancia de que el umbral subo´ptimo propuesto cae por deba-
jo del umbral o´ptimo para γ = 0; es decir, el nodo obtendr´ıa una utilidad
mejor desechando por completo los mensajes que almacena y transmitiendo
segu´n un algoritmo selectivo simple como el de [1]. Una forma de mejorar la
precisio´n de la estimacio´n del umbral podr´ıa ser incluir la expresio´n o´ptima
para γ = 0 para valores de γ bajos, que conocemos de forma exacta ya que
coincide con la expresio´n para el caso de importancias independientes. Sin
embargo, esto conlleva el problema adicional de determinar co´mo combinar
ambos estimadores o conmutar entre ellos. Sin un tratamiento cuidadoso de
esta transicio´n, que probablemente requiere la aplicacio´n de informacio´n so-
bre el nodo o las secuencias de importancias, podr´ıa darse el caso de una
evolucio´n no mono´tona de τ con γ, lo que implicar´ıa que las caracter´ısticas
de utilidad descontada, retardo, tiempo de vida, etc del nodo podr´ıan evo-
lucionar tambie´n de forma no mono´tona. En definitiva, esto podr´ıa restar
validez al para´metro propuesto, al no variar las caracter´ısticas del nodo de
la misma manera en todo el rango del para´metro.
Au´n as´ı, se ha comprobado que la estrategia de acumulacio´n o´ptima per-
mite obtener mejores valores de utilidad y de nu´mero de mensajes transmiti-
dos que las estrategias de transmisio´n selectiva pura, manteniendo una mayor
utilidad y tiempo de vida que los nodos no selectivos y permitiendo un ajuste
del grado de concentracio´n de mensajes mediante el para´metro libre; y que
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la simplificacio´n propuesta para el umbral proporciona resultados razonable-
mente buenos para gran parte del rango de valores posibles del para´metro
γ.
La pendiente de la variacio´n de los para´metros del nodo con γ no es
constante, dependiendo, por tanto, la sensibilidad de los mismos de γ y de
las caracter´ısticas del nodo y la distribucio´n de importancias. En particular,
para valores altos de γ la variacio´n es muy abrupta, tendiendo, por ejemplo,
el nu´mero medio de mensajes transmitidos a infinito; lo que desaconseja la
utilizacio´n de valores de γ cercanos a uno.
La principal ventaja de un me´todo de acumulacio´n de mensajes como el
planteado, basado en valores de importancia, radica en que es posible mante-
ner un retardo medio en los mensajes relativamente alto, dado que au´n en ese
caso, se garantiza una transmisio´n ra´pida de los mensajes con importancias
elevadas. La recepcio´n o generacio´n de un mensaje cuya importancia asociada
es superior a las habituales segu´n la distribucio´n de valores de importancia,
desencadena la transmisio´n de todos los mensajes de baja importancia que
se encuentran almacenados en ese momento en el nodo.
Al margen de este umbral o´ptimo, es posible reutilizar el umbral selectivo
simple EO sobre el modelo de acumulacio´n, lo que implica renunciar a maxi-
mizar la utilidad descontada del nodo. Pese a ello, proporciona un algoritmo
de transmisio´n que evita al tiempo la tendencia asinto´tica para valores de
γ altos y los problemas de estimacio´n para valores de γ bajos previamente
explicados. Adema´s, la variacio´n del tiempo de vida, retardo y nu´mero medio
de mensajes transmitidos del nodo se invierte, disminuyendo todos ellos a me-
dida que γ aumenta. Esto no invalida necesariamente el modelo; al contrario,
el hecho de que el valor del umbral se mantenga aproximadamente constante
y ocurra una mayor proporcio´n de transmisiones respecto a no transmisiones
en el nodo puede ser u´til, ya que esas transmisiones adicionales se refieren
a agregaciones descontadas de mensajes consecutivos cuya utilidad conjunta
para el nodo es comparable a la de los mensajes individuales que el algoritmo
considera suficientemente importantes para su transmisio´n (importancia su-
perior al umbral). La variacio´n de todos los para´metros es mucho ma´s lineal
en todo el rango de valores de γ que en el caso anterior; aunque, por la misma
razo´n, la capacidad de seleccio´n en la acumulacio´n de mensajes tambie´n es
menor.
Por u´ltimo, las simulaciones realizadas parecen indicar que cualquiera
de los dos estimadores (ESA y EO con acumulacio´n) puede ser empleado
sobre secuencias de importancias sujetas a dependencia estad´ıstica y que se
acumulan, aunque a cambio de una degradacio´n y una mayor variabilidad en
las caracter´ısticas del nodo.
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5.2. L´ıneas de trabajo futuro
5.2.1. Variaciones de los dos modelos considerados
En futuros trabajos, para el modelo de dependencia estad´ıstica entre im-
portancias de mensajes consecutivos, podr´ıa plantearse la inclusio´n de un
para´metro ana´logo a Q(z), presentado en la ecuacio´n (2.2), que incorporase
a la estrategia algo de conocimiento sobre las condiciones del resto de la red.
Sobre el segundo modelo, podr´ıa ser u´til acotar la variacio´n de algu´n
para´metro del nodo (retardo medio, utilidad descontada, etc) segu´n el valor
de γ o alguna transformacio´n de γ. De esta manera, el disen˜o ser´ıa ma´s
atractivo, al ser posible caracterizar a priori cuestiones relativas al nodo segu´n
el para´metro libre.
Otra posible extensio´n de lo propuesto aqu´ı es la consideracio´n de se-
cuencias de importancias estad´ısticamente dependientes sobre las que reali-
zar acumulacio´n en el modelo teo´rico. Es decir, tratar de resolver de forma
teo´rica la segunda estrategia propuesta en este proyecto (umbral dado en
(3.47)) sobre un modelo con importancias consecutivas sujetas a dependen-
cia estad´ıstica como el planteado en la primera estrategia. Asumiendo que se
emplee el mismo umbral subo´ptimo, el te´rmino E{x˜} en la expresio´n (3.49)
depender´ıa estad´ısticamente del valor de importancia x˜k, con lo que la esti-
macio´n en este caso mejorar´ıa recurriendo, por ejemplo, a un estimador lineal
de dicha esperanza dado xk, la esperanza a priori de x˜, el nu´mero medio de
instantes de activacio´n entre recepcio´n de datos (dependiente de pidle) y la
correlacio´n lineal entre valores consecutivos de importancia.
Relacionado con esto, otra forma de extender el modelo podr´ıa ser com-
binar los dos tipos de acciones propuestas. Es decir, crear un nuevo modelo
de decisiones en el que cada vez que recibe un mensaje el nodo pueda descar-
tarlo, acumularlo o transmitirlo (junto con el resto de mensajes acumulados,
en su caso). Para que este modelo fuese funcional, ser´ıa necesario incluir al-
guna penalizacio´n por acumulacio´n de mensajes; bien sea en cuanto a coste
energe´tico del nodo debido al almacenamiento de mensajes (uso de memoria,
procesado), o bien, caracterizando el sobrecoste energe´tico de transmitir ca-
da mensaje adicional dentro de un grupo de mensajes transmitidos de forma
conjunta. Sin esta penalizacio´n energe´tica de la acumulacio´n, la decisio´n o´p-
tima segu´n este modelo alternativo ser´ıa equivalente al caso de acumulacio´n
contemplado en este trabajo.
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5.2.2. Simulaciones de red
Las simulaciones de red llevadas a cabo en este trabajo son muy simplis-
tas, debido al enrutado esta´tico, no simulacio´n de algoritmos de control y
suposicio´n de activacio´n de un u´nico nodo en cada instante de decisio´n. Ser´ıa
conveniente extender dichas simulaciones a redes ma´s realistas, probablemen-
te empleado una herramienta distinta a Matlab. Adema´s, para el apartado
de utilizacio´n del umbral selectivo simple (EO) para el caso de acumulacio´n
no se han realizado simulaciones de red.
Una consideracio´n de modelo que posiblemente no sea cierta en una red
de sensores es la de que la probabilidad de estado inactivo es independien-
te de la importancia previa en el nodo. En particular, en el modelo de red
considerado en este trabajo dicha suposicio´n no se cumple. Por simplicidad,
supongamos que el mismo nodo genera dos mensajes en instantes de tiempo
consecutivos. Si el primer dato es reenviado al siguiente nodo y su importan-
cia es muy elevada, lo ma´s probable es que el siguiente dato generado tambie´n
tenga una importancia elevada (suponiendo correlacio´n positiva entre impor-
tancias consecutivas). Esto implica que la probabilidad de estado inactivo del
nodo que recibe los mensajes es inferior en el segundo instante de tiempo, ya
que la probabilidad de que el dato recibido del nodo anterior en ese instante
supere el umbral es mayor al ser elevada la importancia del primer mensaje y
existir dependencia estad´ıstica entre ambos. Aunque las simulaciones de red
son simplistas y limitadas, no se ha observado una degradacio´n de las carac-
ter´ısticas de la red al considerar correlacio´n. Parece lo´gico pensar, de todos
modos, que las mismas conclusiones sean aplicables a este caso, al menos para
dependencia estad´ıstica entre importancias de mensajes consecutivos, y tal
vez ser´ıa conveniente extender el modelo y la demostracio´n a esta situacio´n.
5.2.3. Aspectos pra´cticos de implementacio´n
De forma general y para los dos casos considerados, la implementacio´n
pra´ctica de este tipo de estrategias en nodos reales trae consigo una serie
de problemas tanto a la hora de estimar los para´metros de energ´ıas como
debido a que cada activacio´n del nodo puede conllevar la recepcio´n de varios
mensajes [23]. El modelo de acumulacio´n de mensajes es bastante interesante
en una situacio´n de este tipo, sin ma´s que sumar las importancias de todos
los mensajes recibidos y generados en cada activacio´n del nodo (e´poca) y
utilizar esa magnitud conjunta como medida de importancia x˜.
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APE´NDICES

Ape´ndice A
Equivalencia entre expresio´n
derivada para umbral asinto´tico
y desarrollos previos
La expresio´n obtenida en este trabajo para el umbral o´ptimo constante de
transmisio´n en los casos de importancias independientes e importancias con
dependencia estad´ıstica (3.5.1, 3.5.2) se corresponde con la expresio´n (3.28).
Por su parte, en [2], se propone la expresio´n (2.1) explicada al introducir el
estado del arte.
Ambas expresiones son equivalente si se establecen las mismas suposicio-
nes sobre ellas. En primer lugar, en este trabajo se ha considerado que z
esta´ compuesto u´nicamente por el valor de importancia x. Adema´s, no se ha
hecho uso de Q(z), por lo que se considera que Q(z) = 1.
Con respecto a los costes energe´ticos, en (2.1) se consideran costes c1 y c0
dependientes de z. Sin embargo, en el propio art´ıculo se establece en apar-
tados posteriores la simplificacio´n de costes independientes de z. Poniendo
estos costes en relacio´n con la nomenclatura utilizada aqu´ı, c1(x > 0) = c1,
c0(x > 0) = c0 y c1(x = 0) = c0(x = 0) = cidle. As´ı, las ecuaciones (2.1)
y (2.2) pueden reescribirse, para x > 0 y adaptando la terminolog´ıa a la
habitual en el resto del documento, como
l´ım
e→∞
µ(e, x) = (E{c1} − E{c0})χ (A.1)
(E{c0}(1− pidle) + E{cidle}pidle)χ = E{(x− (E{c1} − E{c0})χ)+} (A.2)
Sustituyendo el valor de χ dado por (A.1) en (A.2) (a ambos lados de la
ecuacio´n), y notando que el l´ımite cuando µ(e, x) es la variable τ que se ha
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definido (bajo suposicio´n de convergencia y dado que la expresio´n no depende
de x) obtenemos (E{c0}(1− pidle) +E{cidle}pidle) τE{c1}−E{c0} = E{(x− τ)+} =
E{xu(x− τ)} − τE{u(x− µ)} = E{xu(x− τ)} − τptx(1− pidle).
Reorganizando, tenemos
(E{cidle}pidle + E{c0}(1− pidle) + (E{c1} − E{c0})ptx(1− pidle))τ
= (E{c1} − E{c0})E{xu(x− τ)}
(A.3)
El te´rmino que multiplica a τ en la parte izquierda de la ecuacio´n (A.3)
se corresponde con E{c}, tal como esta´ definida en (3.26). Finalmente, sin
ma´s que despejar τ en (A.3), obtenemos (3.28).
Ape´ndice B
Demostracio´n de existencia de
umbral subo´ptimo propuesto
La expresio´n presentada en (3.49) para el umbral subo´ptimo propuesto
en el caso de acumulacio´n no garantiza a priori la existencia de una solucio´n.
Aunque para valores de γ → 1 la as´ıntota se aproxima a la expresio´n real
del umbral o´ptimo, esto no significa que para todos los casos vaya a existir
un punto que sea solucio´n de la ecuacio´n propuesta, ni que este sea u´nico, ni
que, en caso de existir, este´ realmente cerca del umbral o´ptimo. Aunque no
se ha logrado demostrar que la solucio´n de la expresio´n dada sea u´nica, se
han obtenido ciertos resultados al respecto, que se presentan a continuacio´n.
B.1. Existencia de solucio´n
En primer lugar, es claro que el rango de las posibles soluciones esta´
acotado por el recorrido de la parte derecha de la ecuacio´n (3.49). El cociente
E{xu(x−τˆ)|τˆ}
E{c|τˆ} esta´ acotado inferiormente por cero ya que el denominador es
estrictamente positivo si c0,k, c1,k > 0∀k y pidle < 1 y el numerador es cero o
positivo si xk ≥ 0∀k. Adema´s, se cumple que
E{xu(x− τ ∗)|τ ∗}
E{c|τ ∗} ≥
E{xu(x− τ)|τ}
E{c|τ} (B.1)
Siendo τ ∗ el umbral o´ptimo y ∀τ ∈ [0,∞). Para demostrar este hecho
basta tener en cuenta que τ ∗ maximiza la recompensa obtenida por el nodo
en toda su vida u´til y que esto es equivalente a maximizar el cociente entre
la recompensa media obtenida en cada e´poca y la energ´ıa media gastada en
cada e´poca.
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Como consecuencia de esto, aplicando esas cotas en la parte derecha de
la ecuacio´n (3.49), obtenemos que
τˆ ∈
(
E{x˜|x˜ > 0} − (1−pidle)E{c0}+pidleE{cidle}
(1−pidle)E{c|τ∗} E{xu(x− τ ∗)}
1− γef ,
E{x˜}
1− γef
)
(B.2)
Recordemos que γef = γ
1−pidle
1−γpidle .
Adema´s, utilizando la recta r(xk, τ) definida en (3.48), el punto τˆ cumple
que τˆ = r(xk = τˆ , τˆ).
Por simplicidad, denotamos de aqu´ı en adelante r(τ) = r(xk = τ, τ).
Sabemos que r(τ ∗) < τ ∗, dado que τ ∗ = µ(xk = τ ∗, τ ∗) y µ(xk = τ ∗, τ ∗) >
r(τ ∗). Para τ = 0, partiendo de (3.48), y utilizando que E{x˜|x˜ > 0} =
E{x˜}
1−pidle tenemos: r(τ = 0) = E{x˜|x˜ > 0} −
pidleE{cidle}+(1−pidle)E{c0}
(1−pidle)E{c|τ=0} E{xu(x)} =
E{x˜}
1−pidle −
(pidleE{cidle}+(1−pidle)E{c0})E{x˜}
(1−pidle)((1−pidle)E{c1}+pidleE{cidle}) =
E{x˜}
1−pidle
(
(E{c1}−E{c0})
(1−pidle)E{c1}+pidleE{cidle}
)
.
Esta u´ltima expresio´n es mayor o igual que cero si E{c1} ≥ E{c0}, con la
igualdad da´ndose si y solo si E{c1} = E{c0}. De ese modo, si E{c1} > E{c0},
como r(τ = 0) > 0 y r(τ ∗) < τ ∗, se concluye, por continuidad, que existe al
menos un umbral τˆ que cumple las condiciones en el intervalo (0, τ ∗).
En definitiva, se ha demostrado la existencia de al menos un punto que
cumple la ecuacio´n planteada en el intervalo (r(τ ∗), τ ∗) y la no existencia de
soluciones menores que r(τ ∗). Sin embargo, no se ha podido demostrar que
no exista alguna otra solucio´n a la ecuacio´n dentro del intervalo
(
τ ∗, E{x˜}
1−γef
)
.
Aunque se han realizado ciertos esfuerzos de cara a demostrar que la solucio´n
es u´nica al menos dentro del intervalo (r(τ ∗), τ ∗), no se ha llegado a resultados
concluyentes.
Por u´ltimo, resulta conveniente comentar que en todos los resultados si-
mulados en el cap´ıtulo 4 se ha observado convergencia a la solucio´n existente
en el intervalo (r(τ ∗), τ ∗), encontra´ndose el umbral para todos los casos muy
pro´ximo al punto r(τ ∗). Este hecho tiene relacio´n con la evolucio´n casi plana
de la utilidad del nodo en el entorno del umbral, con lo que r(τˆ) ≈ r(τ ∗).
Ape´ndice C
Tipos de nodos
Denominacio´n Descripcio´n Fo´rmula
NS Nodo no selectivo que transmite todos los
mensajes que genera
dk = 1 si
Ik = 1
Opt. ind. Nodo que utiliza el umbral o´ptimo variable con
la energ´ıa que no tiene en cuenta la
dependencia estad´ıstica; i.e: utiliza u´nicamente
la distribucio´n asinto´tica de importancias
(3.12) sin
dependen-
cia de xk en
V1, V0
Opt. dep. Nodo que utiliza el umbral o´ptimo variable con
la energ´ıa que s´ı tiene en cuenta la forma
concreta de dependencia estad´ıstica entre
importancias consecutivas
(3.12)
CO Nodo con umbral constante igual al umbral
o´ptimo constante para valores altos de energ´ıa
para transmisor selectivo
τ que
cumple
(3.28)
EO Nodo que implementa el estimador del umbral
constante asinto´tico para transmisor selectivo
(2.3)
COA Nodo que utiliza un umbral constante igual al
umbral o´ptimo constante para valores altos de
energ´ıa para acumulacio´n
τ que
cumple
(3.47)
CSA Nodo que utiliza un umbral constante igual al
umbral subo´ptimo constante para valores altos
de energ´ıa propuesto para acumulacio´n
τ que
cumple
(3.49)
ESA Nodo que implementa el estimador del umbral
subo´ptimo constante para valores altos de
energ´ıa propuesto para acumulacio´n
(4.5)
Tabla C.1: Resumen de tipos de nodos empleados en las simulaciones, su
descripcio´n y fo´rmula a la que se refieren
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