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RESUMO
Para resumir os dados de uma série de observações costuma-se 
apresentá-los de duas maneiras equivalentes:
1. n ---------  m----------  s .d .;
2. n ---------  m   s .e .m
ou,
1’. n ---------  m ±  s .d .;
2’. n    m ±  s .e .m .
onde:
m representa a média, s .d.  o desvio padrão e s . e . m .  o erro padrão 
da média.
Em ambos os casos, o número n de observações deverá ser indi­
cado a fim  de obter os valores t  de Student nas tabelas de estatística, 
necessário para o cálculo do intervalo de confiança da média. Nos 
trabalhos mais recentes, há uma preferência em favor do erro padrão, 
que substitui o antigo erro provável da média.
MODERN TENDENCY IN THE PRECISE NUMERICAL PRESENTATION OF
OBSERVATION DATA
SUMMARY
To summarize the data of a series of observations it is customary 
to present them  in either of two equivalent manners:
1. n ----------  m-----------  s .d . ;
2. n ----------  m   s . e . m .
or,
1’ n ----------  m ±  s . d . ;
2’. n  ---------  m ±  s . e . m . ,
where,
m stands for the mean, s .d . for the standard deviation, and s .e .m .  
for the standard error of the mean.
In both ways the number n of observations should be indicated 
in order to obtain the values of Student’s t in the statistical tables, 
necessary for the calculation of the confidence intervals of the mean. 
In the most recent papers there is preference in favor of the standard 
error, which replaces the old probable error of the mean.
Nenhum pesquisador consciencioso baseia suas conclusões expe­
rim entais numa só observação ou experiência. Devido à variabili­
dade natural inerente à maioria dos fenômenos observados, procura-se 
repetir a observação o maior número de vezes possível, a fim de se 
poder obter uma média realmente representativa do fenômeno estu­
dado (Experimentum unum, experimentum nulum).
Daí surge um conjunto de dados, geralmente anotados num bor­
rador, que é guardado para futuras interpretações ou novas manipu­
lações numéricas. No decorrer do trabalho aparecem novas séries 
de observações, que terão o mesmo destino: arquivo ou publicação.
Devido à escassez de espaço, as revistas especializadas, nas quais 
são feitas as publicações de trabalho científicos, não aceitam mais 
tabelas completas contendo todos os dados originais observados; estes 
devem ficar arquivados com os autores, constando no texto do tra ­
balho apenas o resumo das tabelas, contendo os resultados de cada 
grupo de observações, representados pelas respectivas médias aritmé­
ticas, que substituem de maneira concisa o valor do conjunto de ele­
mentos de cada grupo; e um segundo parâmetro, que mede a varia­
ção observada nos valores dos dados.
Esta maneira de proceder, relacionada à repetição de observa­
ções, data de Gauss, que publicou em 1809, em apêndice a um tra ­
balho seu referente ao cálculo das trajetórias dos astros, a famosa 
lei de distribuição dos erros de observação, que traz o seu nome. Gauss 
deduziu a expressão dessa lei baseando-se na hipótese de que o valor 
mais provável de uma grandeza é a média aritmética de suas obser­
vações, supostas independentes.
Trata-se de uma função exponencial, de expoente quadrático, 
contendo duas constantes paramétricas — a “média aritm ética” mu  
(¡x) da população hipotética, da qual o grupo de observações é inter­
pretado como sendo uma amostra casualizada — e um segundo parâ­
metro, denominado “medida de precisão” (h), ligado à variabilidade
dos dados. Devido às propriedades algébricas que goza, esta distribui­
ção, hoje denominada “normal”, é a base da maioria dos métodos 
estatísticos modernos empregados nos trabalhos experimentais, mé­
todos estes devidos a R. A. Fisher.
Por influência principalmente de autores ingleses, a medida da 
precisão “h” de Gauss foi substituida pelo desvio padrão sigma (cr) 
— “standard deviation” dos referidos autores —, que mede a distân­
cia dos dois pontos de inflexão da curva de Gauss ao pé da ordenada 
máxima, cuja abscissa é a média da distribuição. Existe entre “h” e 
sigma a seguinte relação:
1
h = -----
j / 2
Durante muito tempo, era usual, principalmente em astronomia 
e em física, expressar o resultado de um grupo de observações pela 
sua média aritm ética “m ” acrescida ou diminuída de seu desvio pro­
vável “d .p r.” :
m db d.pr
O desvio provável delimita na distribuição normal uma faixa cen­
tral, compreendendo a média aritmética, de probabilidade igual a 
1/2, a área total delimitada pela distribuição normal inteira sendo 
igual a 1.
O cálculo do desvio provável depende do cálculo do desvio padrão: 
d .pr  = (0,6745) (d.p. )
O conceito de desvio padrão, introduzido pelos estatísticos Ingle­
ses, especialmente Karl Pearson, por ser de interpretação geométrica 
mais intuitiva, acabou prevalecendo: é definido como sendo a média 
quadrática dos quadrados dos desvios das observações em relação à 
média da população hipotética. Esta sendo, em geral desconhecida, 
deve-se compensar sua substituição pela estimativa “m” da média 
aritm ética do grupo (ou amostra) mediante o chamado fator de cor­
reção de Bessel, igual a n /  (n-1), onde “n” é o número de dados obser­
vados. Sem esta correção, a estimativa do desvio padrão da popula­
ção hipotética seria defeituosamente menor que a real. O fator (n-1), 
que aparece em denominador, representa os “graus de liberdade” intro­
duzidos por Fisher, em estatística, por analogia a um outro conceito 
de restrição, existente em mecânica. A restrição referente ao pro­
blema estatístico, que nos interessa aqui, prende-se à determinação da 
média aritmética dos dados da amostra, obtida por meio da equação:
nx = Soma de todos os valores observados de “x”, 
ou, simbolicamente,
nx = Sx.
Equação semelhante nos dá a estimativa “s2” do quadrado do desvio 
padrão, denominada “variância”, expressa em função dos desvios do 
valor de cada dado de observação “x” em relação à média aritmé­
tica “x” de todos os dados da amostra:
(n-1) s2 = S (x-x2).
O cálculo da média aritmética “m”, também representada habi­
tualmente por “x” (“x” com barra), é muito simples: é o quociente 
da soma de todos os dados de observação pelo número delas. Quanto 
à  estimativa do desvio padrão, o cálculo é mais trabalhoso; dispondo- 
se de máquina de calcular, é preferível obter-se a soma dos quadrados 
de desvios por meio da identidade algébrica:
S (x-x)2 = Sx2 -   -
n
na qual,
T = Sx
é a soma de todos os valores observados de “x” ; S (x-x)2, a soma de 
quadrados de desvios em relação à média aritmética das observações; 
e Sx2, a soma dos quadrados de cada observação. A parcela T2/n  é 
o chamado termo de correção para a média.
A média aritm ética varia de am ostra para amostra e admite, 
assim, um desvio padrão próprio que, para evitar confusão com o 
desvio padrão dos dados originais, se denomina “erro padrão da mé­
dia” ( e . p . m. ) .  Relaciona-se ao desvio padrão pela expressão:
d.p.  
e . p . m.  = —
V n
isto é,
] /  S (x-x)2e . p . m.  = /   ,
)' n (n-1)
fórmula esta na qual os símbolos presentes têm os significados men­
cionados acima.
Embora ainda se encontre em trabalhos e tabelas físicas a apre­
sentação de resultados de observação em termos de média e erro 
provável, a tendência moderna, particularmente em biologia, é apre­
sentá-los em termos de média e desvio padrão, ou média e erro padrão 
da média:
1) n ------------ m ------------- d.p.
2) n ------------ m --------------e . p .m.
ou então:
1’) n -------------m ±  d.p.
2’) n -------------m ±  e . p . m.
-  — "
Em qualquer dos casos, convém indicar explicitamente o número 
“n” de observação de cada grupo, dado fundamental para se poder 
proceder certos testes de significância de interesse estatístico. A este 
respeito, a segunda maneira de apresentar os resultados de observa­
ção, mencionando-se diretamente o erro padrão da média, tem a van­
tagem de perm itir calcular rapidamente o chamado “intervalo de con­
fiança” com o grau de probabilidade que for desejado. P ara isto, 
soma-se ou subtrai-se o erro padrão da média ( e . p . m. )  multiplicado
pelo valor de “t ” lido nas tabelas de distribuição de “Student”, cor­
respondente à probabilidade desejada, e ao número de graus de liber­
dade (g. l .  = n-1) utilizado no cálculo do desvio padrão. Assim, por 
exemplo, se,
n = 12 
m = 5,60
e . p . m.  = 0,26,
o intervalo de confiança de probabilidade igual a 95% estará com­
preendido entre os limites:
U  = 5,60 -  (2,201) (0,26) = 5,03
L2 = 5,60 + (2,201) (0,26) = 6,17,
onde t  = 2,201 é o valor de “t ”, com 11 (=  n-1) graus de liberdade, 
correspondente à probabilidade de 95% (ou à sua probabilidade com­
plementar igual a 5%) das tabelas. O intervalo de confiança esten- 
de-se, portanto, de
5,03 a 6,17.
Isto significa que há 95% de probabilidade de que a verdadeira média 
da população hipotética da qual a média 5,60 da amostra é urna esti­
mativa, esteja dentro do intervalo de confiança calculado, e apenas 
5% de probabilidade que esteja fora dele.
Consultando 72 números recentes (1971-1972) da revista Science, 
publicação oficial da American Association for the Advancement of 
Science, verifica-se que das tabelas e gráficos lá constantes, as prefe­
rências foram:
59 vezes a favor de S.D.  (Standard Deviation)
154 vezes a favor de S .E.M.  (Standard E rror of the Mean).
Acentua-se, portanto, a preferencia a favor do erro padrão da média, 
em substituição ao erro provável adotado antigamente pelos físicos e 
astrônomos, na apresentação de dados de observação. O erro prová­
vel delimita o intervalo de probabilidade 50%; o erro padrão, o inter­
valo de probabilidade 68,26%; há entre eles a mesma relação men­
cionada a propósito do desvio provável e desvio padrão, isto é : e . pr. = 
(0,6745) ( e . p .m. ) . .
Das outras estatísticas de interesse computacional, constam expli­
citamente em tabelas e gráficos:
Mediana ----   5 vezes
Intervalo interquartil   1 vez
Variância --------------------------  1 vez
“Range” ----------------------------  19 vezes
Apesar de seu interesse em diversas operações estatísticas, o 
número “n” de observações consta explicitamente apenas 49 vezes, 
contra um total de 213 para desvio padrão e erro padrão da média. 
A variância consta uma vez, e os quadros de análise da variância, 
5 vezes.
Em resumo : Desejando-se apresentar de maneira concisa os da­
dos de uma série de observações, pode-se fazê-lo de duas maneiras 
equivalentes:
1) n -------------m -------------- d.p.
2) n -------------m -------------- e . p .m.
ou então:
1’) n -------------m ± d . p .
2’) n -------------m ±  e . p .m.
Em ambas, deve constar o número “n” de observações feitas, dado 
fundamental para se obter o valor de “t ” nas tabelas de “Student”, 
necessário para o cálculo dos intervalos de confiança das respectivas 
médias. Nos trabalhos recentes nota-se preferência a favor do erro 
padrão da média, como medida da variabilidade dos dados. Entre a 
estimativa do desvio padrão e do correspondente erro padrão da média 
existe a relação:
d . p. = ( e .p .m.  ) j /  n.
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