A generalization of the Sturm Comparison Theorem is given to nonselfadjoint second order linear systems. In addition, a theorem, involving the existence of a solution with strictly positive components, is proven. Counterexamples are given to show that the theorems are false without the stated assumptions.
Introduction. Consider the vector differential equations (1) x" + A(t)x = 0 and (2) y" + B(t)y = 0
where A(t) -(«,/(/)) and B(t) -(bl}(t)) are continuous n X n matrices. A number ß is a conjugate point of a, a < ß, relative to (1) if (1) has a nontrivial solution vanishing at a and ß. If no nontrivial solution of (1) vanishes twice in an interval /. then (1) is disconjugate on /. Paralleling the work of Morse [9] for selfadjoint systems, in [2] we gave a generalization of the Sturm Comparison Theorem for nonselfadjoint systems. In particular, we showed that if blt(t) > a:j(t) > 0, 1 *s i, j =£ n, with bIJ(t) > at](t) at some point /, t E [a, ß] (where ß is the first conjugate point of a relative to (1)), then the first conjugate point of a relative to (2) is less than the first conjugate point of a relative to (1) . Later, in [4] it was shown that with the additional assumption that A(t) and B(t) be symmetric, the strict inequality b/J(t) > atJ(t) can be relaxed to hold only along the diagonal elements, i.e. b,,(t) > au(t). The purpose of our first theorem is to show that this result holds without the symmetry assumption on A(t) and B(t). Furthermore, we give a simple example to show that not only the comparison theorem established here but also those established in [2 and 4] are all false without the nonnegativity assumption on the elements of the coefficient matrices. This should eliminate any doubt about the importance of the nonnegativity assumption made in the earlier works [1] [2] [3] [4] [5] [6] .
In [1] it was shown that if (1) is disconjugate on [a, oo) and if A(t) is a symmetric matrix with nonnegative elements, which is irreducible at some point in [a, oo), then (1) has a solution which vanishes at a and all of whose components are strictly positive on (a, oo). This result was later established [6] without the symmetry condition. In both proofs the existence of a nontrivial solution with nonnegative components followed independent of the irreducibility condition. In this paper, we
give an example, which is somewhat surprising, to show that a solution with strictly positive components may not exist without the irreducibility assumption. However, our second theorem shows that in the selfadjoint case such a solution does exist without the irreducibility condition on the coefficient matrix.
As in [4], the proofs of both of our theorems make use of induction on the order of the coefficient matrices. For the convenience of the reader, we point out that several of the results which were proven earlier and are used here have been stated in a unified manner in [4].
Theorems and examples. Theorem 1. Assume that a and ß are the first conjugate points of a relative to (1) and (2), respectively. Suppose that btJ(t) > a¡ (t) > 0, 1 < i,j < n, with bu(t) > an(t) for some t E (a, a). Then ß < a.
Proof. Since b¡Át) > a:j(t) > 0, it follows (see [10] ) that ß =s a. We shall show that it is impossible to have ß = a. Assume, on the contrary, that ß = a. There exists (see [2] ) a nontrivial solution u(t) = col(«,,_w")
of (1) with «,(/) 3*0, !</'<«, for t E (a, a) such that u(a) = u(a) = 0. We consider two cases. Case 1. Assume that w,(r) > 0 for all t, t E (a, b), and for all i, i = 1.n. There exists a nontrivial solution w(t) = co1(h',,_wn) such that (3) w" + Br(t)w = 0, w(a) = w(a) = 0, and w;(/) > 0, 1 * i' < n, for all / in (a, a), where BT denotes the transpose of the matrix B. This follows from [2] and the fact (see [5] ) that a = ß is also the first conjugate point of a relative to (3). Now, multiplying u" + A(t)u = 0 by wT(t) and (3) by -uT(t). and adding, we have wTu" -uTw" = uTBTw -wTAu.
Therefore, since uTBTw = wTBu.
(wTu' -uTw')' -wT(B -A)u.
Integrating from a to a, we obtain
r which is a contradiction, since it is easy to verify that bn(t) -au(t) > 0, wfs) > 0, and u,(s) > 0, 1 < i < n, imply
Case 2. Assume that at least one component of u(t) vanishes on (a, a). By Lemma 1 of [1] , if a component u,(t) of «(/) vanishes at one point of (a, a) then u,(t) = 0 on [a, a]. By renumbering, if necessary, the components of u(l) and the n equations of the system in (1), we may assume that Uj(t) > 0 for/ = 1.k, and uf(t) = 0 for j -k + 1,...,«. As in [7] , we partition A(t) as
where M is Â: X k, O is (N -k) X k, N is k X (n -k), and N is (n -k) X (n -k).
Let us write u(t) as "(') = fi(0 Ô where u(t) consists of the first k components of u(t) and 0 consists of n -k zero elements. We note that (4) û" + M(t)u = 0
and that all the elements of 0(t ) are zero. Clearly, a is a conjugate point of a relative to (4). We note that the conjugate points of a relative to (4) are the same as those relative to (5) where x" + C(t)x = 0,
C(t) = M(t) 0
By the comparison theorem in [10] , if y is the first conjugate point of a relative to (5) then y s* a. On the other hand, a is a conjugate point of a relative to (5) . Therefore, a must be the first conjugate point of a relative to (5) and, hence, relative to (4). Now, we partition the matrix B as
where M(t) is k X k, etc. By the induction hypothesis, if y is the first conjugate point of a relative toy" + M(t)u = 0, then y < a. Using an argument similar to the one given above and using the intermediary matrix
it follows that the first conjugate point ß of a relative to (2) satisfies the inequality ß < y < a; contradicting ß = a. This completes the proof. '
The following example shows that not only the preceding theorem, but also the comparison theorems established earlier (see [2 and 4]) For the selfadjoint and nonselfadjoint systems are all false without the nonnegativity assumption.
Example \. Let A(t) and B(t) in (1) and (2) is disconjugate on [a, oo), then it has a solution u(t) = col(w,(/),... ,un(t)) such that u(a) -0 and «,(/) > 0 for i = \,...,n, and t £ (a, oo).
Proof. Our proof is by induction on the family of n X n continuous symmetric matrices with nonnegative elements on [a, oo). The assertion of the theorem is obviously true for n = 1. Assume that it holds for all such k X k matrices, 1 < k < n. We want to show that it holds for the n X n matrix A(t) in (1). There exists (see Theorem 4 of [1] , or Theorem 3.2 of [6] ) a nontrivial solution u(t) = col(w,,. ..,«") of (1) such that u(a) -0 and ut(t) » 0, i= 1,...,«; / s= a. Assume that some component uit) of u(t) vanishes at some point in (a, oo). Then, by Lemma 1 of [1] , Uj(t) = 0 on [a, oo). Let D be a matrix obtained by rearranging the columns of the n X n identity matrix such that the first, say, k components of Du(t) are strictly positive on (a, oo), while the remaining n -k components are identically zero. We note that the permutation matrix D has the property that D~{ -DT. Thus, we have (6) z" + B(t)z = 0 where B(t) = DADTand z = Du. Clearly, B(t) is a symmetric matrix with nonnegative elements. Let z(t) = col(<f>(t),0), where <j>(t) consists of the positive components of z(t). Hence, substituting in (6), we may write (6) as
Since 0 + ST<p + Í/-0 = 0, it follows that ST = 0 = 5. Thus, we may rewrite the preceding system as where R and Í/ are symmetric. It is easy to see that (8) x" + B(t)x = 0 is disconjugate on [a, oo). Using the comparison theorem in [10] and the intermediary matrix (q0o) it follows that v" + Uv = 0 is disconjugate on [a, oo) (see the proof of Theorem 1). Therefore, by our induction hypothesis, there exists a solution 4>(t) satisfying <f>" + U¡¡> = 0, <p(a) = 0, and <f>(f) > 0 for t > a. The vector \p(t) = col(<¡>(')» ^(0) is a solution of (8) , which vanishes at a and has strictly positive components on (a, oo). Hence DTip is the desired solution of (1).
The following example shows that the preceding theorem is false for the nonselfadjoint case.
Example 2. Let A(t) = The general solution of (10) is v(t) = c,''/2 + c2/1/2ln /. Therefore, if we assume the existence of two distinct numbers a and b; a, b s* 1, satisfying x(a) -x(b) -0. then we must have v(t) =0. Now, a repetition of this argument shows that u(t) =0. This shows that ( 1 ) is disconjugate on [ 1. oo ).
Next, we wish to show that ( 1 ) does not have any solution y( t ) such that r( 1 ) = 0 and y(t) > 0 for all t, t > 1. Suppose that such a solution y(t) exists. If we let y(t) -col(w(0. v(t)), then the preceding argument and the fact that v(\) = 0 imply that v(t) = c2?l/2ln /, c2 > 0. Since u" = -((l/4r )u + v), we have u"(t) < 0 for all /, / > 1. Therefore, we must have u'(t) > 0 for ; > 1. On the other hand.
u'(t) -u'(\)-f'u"(s)ds < ('-v(s)ds --cA'sX/2\nsds.
