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a b s t r a c t
We consider approximation of weighted integrals of functions
with infinitely many variables in the worst case deterministic and
randomized settings. We assume that the integrands f belong
to a weighted quasi-reproducing kernel Hilbert space, where the
weights have product form and satisfy γj = O(j−β) for β > 1.
The cost of computing f (x) depends on the number Act(x) of active
coordinates in x and is equal to $(Act(x)), where $ is a given
cost function. We prove, in particular, that if the corresponding
univariate problem admits algorithms with errors O

n−κ/2

,
where n is the number of function evaluations, then the∞-variate
problem is polynomially tractable with the tractability exponent
bounded from above by max(2/κ, 2/(β − 1)) for all cost functions
satisfying $(d) = O(ek·d), for any k ≥ 0. This bound is sharp in
the worst case setting if β and κ are chosen as large as possible and
$(d) is at least linear in d. The problem isweakly tractable even for a
larger class of cost functions including $(d) = O

ee
k·d
. Moreover,
our proofs are constructive.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
There are many results dealing with multivariate functions, where the number d of variables is
arbitrary, but finite; see e.g., [11,12] and the papers cited therein.
In this paper, we consider the complexity and tractability of approximating integrals of functions
with an infinite number of variables. Such problems were considered in [14,20] for Feynman–Kac
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type of integrals. More recently, there has been a stream of papers, see [1–4,6,8,9], that consider
approximation of more general integrals, and the present paper is an addition to that stream.
Approximation of functions from a rather large class of spaces has very recently been considered
in [22,23], and the results provide optimal algorithms for general weights.
We adopt here the computational model introduced in [6] for weighted Hilbert spaces generated
by arbitrary reproducing kernels that have an anchor. Due to generality of the kernels, some of these
spaces are only quasi-reproducing kernel Hilbert spaces which means that function evaluation f (x)
might be discontinuous for some points x. However, we restrict our attention to product weights
γ = {γj}∞j=1; results for general weight will be reported in a separate paper. It is well known that for
the integration problem to be continuous, we have to assume that
∑∞
j=1 γj < ∞; hence γj = o(j−1)
provided this sequence is non-increasing. In this paper, we make a stronger assumption that
γj = O

j−β

for β > 1 (1)
since, as will be explained later, (1) is necessary for positive results of this paper to hold.
We consider both deterministic and randomized algorithms with their errors defined in the
standard ways. That is, for a deterministic algorithm the error is defined as the worst case error with
respect to the unit ball of the function space (worst case deterministic setting). For a randomized
algorithm the error is defined as the worst case expected error, where the expectation is with respect
to all random parameters used and the worst case error is again taken with respect to the unit ball
(worst case randomized setting). The reason for combining both settings in one paper is that our proof
techniques for the deterministic setting can be easily adopted for the randomized setting.
We begin the discussion with the deterministic setting. Algorithms use a finite number of function
samples and are of the form
Qn(f ) =
n−
j=1
f (xj) · aj.
However, since function evaluations might be discontinuous, any sampling point xj has finitely many
active coordinates, where a coordinate is active if it differs form the anchor of the space. Denoting the
number of active coordinates of a point x by Act(x), we measure the cost ofQn by
cost(Qn) =
n−
j=1
$

Act(xj)

where $ : {0, 1, . . .} → [1,∞) is a given cost function. In a number of papers cited above it is assumed
that $(d) is polynomial or even linear in d. As in [6,22,23], we consider a general class of cost functions
by assuming only that
$(d) ≤ $(d+ 1) for all d.
Having defined the error and the cost, we are ready to introduce the concepts of complexity and
tractability. By ε-complexity, compwor(ε), we mean the smallest cost among all algorithms whose
errors do not exceed the error demand ε > 0. Then weak tractability means that the complexity is
not exponential in 1/ε. Polynomial tractabilitymeans that
compwor(ε) ≤ C · ε−p
for some non-negative values C and p. The infimum of all such p is called the exponent of tractability
and is denoted by pwor.
Themain focus of the paper is the polynomial tractability. It is easy to extend results from [6] to our
more general spaces and to conclude that the integration problem cannot be polynomially tractable
if the weights γj = Θ

j−1 · ln−α(1+ j) regardless of how large α is. That is why assumption (1),
i.e., that γj = O

j−β

for β > 1, is necessary.
One of the main results of the present paper can be stated as follows. Our class of ∞-variate
functions is build as an infinite sum of weighted tensor products of a reproducing kernel Hilbert space
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H of scalar functions. Suppose that for any n, there is an algorithm An using n function values that
approximates the integral of f ∈ H with error bounded from above by
c · (n+ 1)−κ/2 · ‖f ‖H , (2)
where c, κ > 0. Then using Smolyak’s construction [16,19] and combining it with the changing
dimension algorithm from [6], we are able to construct an algorithm QCDε whose worst case error
and cost are respectively upper bounded by
ε1−o(1) and C · ε−max

2
κ ,
2
β−1

−o(1)
,
where o(1) are positive functions that go to zero as ε → 0+. This holds for any cost function $
satisfying
$(d) = O ek·d (3)
for any k ≥ 0. This means that we have polynomial tractability for a very big range of cost functions
with the tractability exponent bounded by
pwor ≤ max

2
κ
,
2
β − 1

.
Moreover, if we additionally have
$(d) = Ω(d+ 1) (4)
and β and κ are the largest exponents satisfying (1) and (2), respectively, then using the lower bound
from [6],1 we conclude that
pwor = max

2
κ
,
2
β − 1

.
We have weak tractability even for a wider class of cost functions. Indeed, the problem is weakly
tractable as long as
$(d) = O

ee
k·d
.
We have analogous results for the randomized setting except that the algorithms Qn are
randomized. This gives a larger value of κ and, hence, a smaller bound on the tractability exponent
pran. However, we do not have non-trivial lower bounds for pran.
We illustrate this difference between the two settings by considering the classical integration
problem of approximating
I(f ) =
∫
[0,1]∞
f (x) dx := lim
d→∞
∫
[0,1]d
f (x1, . . . , xd, 0, 0, . . .) d(x1, . . . , xd),
where the initial space of scalar functions H is the reproducing kernel Hilbert space with the Wiener
kernel K(x, y) = min(x, y) and x, y ∈ D = [0, 1]. Then we can take quadratures based on piecewise
linear interpolation forQn in the deterministic setting, and the classical Monte Carlo algorithms with
an appropriate variance reduction in the randomized setting. This results in
pwor = max

1,
2
β − 1

and pran ≤ max

2
3
,
2
β − 1

as long as $ satisfies (3) and (4). Hence pran < pwor if β > 3.
1 Although the lower bound in [6] was proven for a special kernel K , its proof is trivially applicable for the more general class
of kernels considered in the current paper.
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2. Basic definitions
We provide in this section basic concepts pertaining to this paper. As for the worst case setting, we
follow the model assumptions from [6].
2.1. Spaces of∞-variate functions
We begin with scalar functions. Let D be a Borel measurable subset of R and let F be a separable
reproducing kernel Hilbert space of functions defined on D whose reproducing kernel is denoted by
KF . We assume that there exists a point a ∈ D, called the anchor, for which
KF (a, ·) ≡ 1.
Let H be the subspace of F orthogonal to 1. It is also a reproducing kernel Hilbert space whose kernel
K is given by
K(x, y) = KF (x, y)− 1.
Clearly, all functions from H vanish at a.
We are ready to define the space F of∞-variate functions. LetD be the set of infinite sequences
x = [x1, x2, . . .]with xi ∈ D. For a given finite subset u ⊂ N+ = {1, 2, . . .}, let
Ku(x, y) :=
∏
j∈u
K(xj, yj) with K∅ ≡ 1.
Moreover, let
Hu = H(Ku)
be the reproducing kernel Hilbert space whose kernel equals Ku. Of course, H∅ is the space of constant
functions. Although functions fromH(Ku) are defined overD , they depend only on the active variables
whose indices are listed in u.
Let {γu}|u|<∞ be a given family of non-negative numbers, called weights, and let
U := {u : γu > 0}.
Consider next the following pre-Hilbert space H∞ that is spanned by spaces H(Ku) for u ∈ U, and
endowed with the inner-product−
u∈U
fu,
−
u∈U
gu

:=
−
u∈U
γ−1u · ⟨fu, gu⟩H(Ku) .
Finally the space F is the completion of H∞ with respect to the inner-product above.
Note that H(Ku) are orthogonal subspaces of F . Hence
F =

u∈U
H(Ku)
and any function f ∈ F has the unique representation
f =
−
u∈U
fu with fu ∈ H(Ku).
The space F is a reproducing kernel Hilbert space iff−
u∈U
γu · Ku(x, x) <∞ for all x ∈ D, (5)
and then
K(x, y) :=
−
u∈U
γu · Ku(x, y)
is the kernel of F .
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On the other hand, if (5) does not hold, then the function evaluation, Lx(f ) = f (x), may not be well
defined or continuous for some points x. However, it is well defined and continuous for points x that
have only finitely many coordinates different from a. In particular, for given x ∈ D and u ∈ U, let
[x; u] be the point y = [y1, y2, . . .] ∈ D with yj = xj if j ∈ u and yj = a otherwise. Then
|f (x; u)| ≤ ‖f ‖F · ‖L[x;u]‖ with ‖L[x;u]‖ =
[ −
v⊆u,v∈U
γu · Kv(x, x)
]1/2
<∞.
Here, for the simplicity of notation, we write f (x; u) instead of f ([x; u]). The algorithms proposed in
this paper use function values at such points only.
2.2. Weighted integration
Let ρ be a probability density function on D. Without loss of generality, we assume that supp(ρ) =
D. We are interested in approximating ρ∞ weighted integrals overD given by
I(f ) = lim
d→∞
∫
Dd
f (x1, . . . , xd, a, a, . . .) ·
d∏
k=1
ρ(xk) d(x1, . . . , xd).
Actually, we could consider different probability density functions ρj for different variables xj; the
choice we have made is for the simplicity of presentation only.
We need to assume that this integration operator is continuous. This is equivalent to
‖I‖2 =
−
u∈U
γu · C |u|0 <∞, where C0 :=
∫
D
∫
D
K(x, y) · ρ(x) · ρ(y) dx dy <∞. (6)
We assume throughout this paper that C0 is positive since otherwise the problem is trivial. Indeed, if
C0 = 0 then I(f ) = f (a) for all f ∈ F .
2.3. Algorithms, their errors and costs
We consider the following class of randomized algorithms to approximate I(f ),
Qn(f ) =
n−
i=1
f (ti; ui) · ai(ti; ui) (7)
where the points [ti; ui] and the coefficients ai(ti; ui) may be selected randomly with given
distributions. We assume without loss of generality, see, e.g., [10], thatQn(f ) is measurable for every
f . For more discussion on the randomized setting we refer the reader to, e.g., [10,13,15,18].
The error ofQn in the randomized setting is given by
eran(Qn;F ) :=

sup
‖f ‖F ≤1
E(|I(f )−Qn(f )|2)
1/2
,
where E denotes the corresponding expectation. That is, the expectation is taken with respect to
all random parameters involved in the construction of Qn(f ). Note that deterministic algorithms,
i.e., those with deterministically chosen points [ti, ui] and coefficients ai(ti, ui), are very special
examples of randomized algorithms. For them, the error reduces to
eran(Qn;F ) = ewor(Qn;F ) := sup
‖f ‖F ≤1
|I(f )−Qn(f )|.
Following [6], we assume that the cost of evaluating f at the point [x; u] is given by
$(|u|) for a given cost function $ : N0 = {0, 1, 2, . . .} → [1,∞).
Throughout the paper we assume that $ is monotonic, i.e.,
$(d1) ≤ $(d2) if d1 < d2.
Examples of such functions include $(d) = (d+ 1)k, $(d) = ek·d, and $(d) = eek·d .
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The cost ofQn in the randomized setting is formally defined as
costran(Qn) = sup
‖f ‖F ≤1
E

n−
i=1
$(|ui|)

.
Note that the algorithms constructed later in Section 3 choose the sets ui deterministically and
independently of f . Their cost reduces to
costran(Qn) = cost(Qn) =
n−
i=1
$(|ui|).
2.4. Complexity and tractability
For a given error demand ε ∈ (0, 1), the ε-complexity is the smallest cost among all algorithms
with errors not exceeding ε, i.e.,
compsett(ε;F ) := inf cost(Qn) : esett(Qn;F ) ≤ ε ,
where sett=wor if the infimum is with respect to deterministic algorithms only, or sett= ran if the
infimum is with respect to randomized algorithms.
Following, e.g., [11], we say that the problem is weakly tractable if
lim
ε→0 ε · ln

compsett(ε;F ) = 0.
We say that the problem is polynomially tractable if there are constants c, p ≥ 0 such that
compsett(ε;F ) ≤ c · ε−p for all ε ∈ (0, 1). (8)
The smallest (or infimum of) p for which (8) holds is called the exponent of tractability and is denoted
by
psett := inf

p : sup
ε∈(0,1)
εp · compsett(ε;F ) <∞

,
where, as before, sett ∈ {wor, ran}.
2.5. Product weights
In the rest of the paper, we assume that the weights γu have a product form, i.e.,
γu =
∏
j∈u
γj
for a given sequence γ = {γj}j≥1 of positive numbers, and that γ∅ = 1. Then the set U consists of all
u ⊂ N+. We assume without loss of generality that
γj ≥ γj+1 for all j ≥ 1.
Note that now
‖I‖2 =
∞∏
j=1
(1+ γj · C0)
and (6) is now equivalent to
∞−
j=1
γj <∞.
For u ∈ U and fu ∈ Hu we let
Iu(fu) :=
∫
D|u|
fu(x; u)
∏
j∈u
ρ(xj) dxj.
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Finally, we define
decayγ := sup

t ≥ 0 : lim
j→∞ γj · j
t = 0

or, equivalently, decayγ := sup

t ≥ 0 :∑∞j=1 γ 1/tj <∞. For instance, the decay of the sequence
γ = {j−β}∞j=1 equals decayγ = β . Throughout this paper we assume that
decayγ > 1. (9)
As explained in the Introduction, this is a necessary condition for polynomial tractability.
3. Changing dimension algorithms
In this section, we consider changing dimension algorithms which use evaluation points [ti; ui]
with different sets ui of active coordinates. They were introduced in [6] in the deterministic worst
case setting.
We construct and then analyze the error and cost of specially constructed algorithm QCDε which,
depending on the setting,will be either deterministic or randomized. To do this, we need the following
assumption: there are positive c, C, κ , non-negative α1, and α2 ∈ [0, 1], such that, for each u ≠ ∅ and
n ≥ 1, there are algorithms Qn,u using n values of fu ∈ Hu with
E
|Iu(fu)− Qn,u(fu)|2 ≤ c · C |u|
(n+ 1)κ ·

1+ ln(n+ 1)
(|u| − 1)α2
α1·(|u|−1)α2
· ‖fu‖2Hu for all fu ∈ Hu, (10)
where the expression in the largest parentheses is assumed to be 1 for |u| = 1. We stress that α1
and/or α2 could be zero. As we shall see in Section 3.1, this assumption holds as long as the weighted
integral

D f (x) · ρ(x) dx is continuous in the space H , i.e., when C0 <∞.
Letting, in addition, c ≥ 1 and C ≥ C0 we have that (10) holds also for n = 0 with Q0,u ≡ 0. Hence
E
|Iu(fu)− Qn,u(fu)|2 ≤ γu · c · C |u|
(n+ 1)κ ·

1+ ln(n+ 1)
(|u| − 1)α2
α1·(|u|−1)α2
· ‖fu‖2F for n ≥ 0.
Note that condition (10) is formally stated for randomized setting. It simplifies in the deterministic
setting since we may drop then the expectation operator.
The algorithmQCDε is constructed based on the algorithms Qn,u as follows. Define
L(k; γ) :=
∞−
j=1
γ kj and Lk :=
−
u≠∅
γ ku =
∞∏
j=1
(1+ γ kj )− 1. (11)
Note that
L(k; γ), Lk <∞ for all k > 1decayγ
.
Consider next
α0 ∈

0, 1− 1
decayγ

.
Since decayγ > 1, we have 1− α0 > 1/decayγ and, therefore, L1−α0 <∞.
Finally,
QCDε (f ) := f (a)+
−
u≠∅
Qnu,u(fu), (12)
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where
nu = nu(ε, α0) :=

0 if γ α0u · L1−α0 · c · C |u| ≤ ε2,
γ α0u · L1−α0 · c · C |u| · ε−2
1/κ
otherwise.
(13)
Note that nu, and consequently the sets ui in (7), are chosen deterministically and independently of
f . Moreover, for any ε > 0, there are only finitely many u for which nu ≥ 1. This means that all
but finitely many components Qnu,u(fu) are zero. In addition, the algorithm Q
CD
ε is deterministic if all
algorithms Qnu,u are deterministic too.
We now estimate the cost ofQCDε . Note that the algorithm uses values of some of the components
fu and not of the whole function f . However, as shown in [7], we can evaluate fu by computing at most
2|u| values of f at points with no more than |u| active coordinates. Hence the cost of evaluating fu is
bounded by 2|u| · $(|u|). This is why we have
cost(QCDε ) ≤ $(0)+
−
|u|≥1
2|u| · $(|u|) · nu ≤ $(0)+
∞−
ℓ=1
2ℓ · $(ℓ) ·
−
|u|=ℓ
nu.
Define
d(ε) := max

ℓ : c · Cℓ · L1−α0 ·
ℓ∏
j=1
γ
α0
j > ε
2

. (14)
Since γu ≤∏|u|j=1 γj for any u, by definition (13) we have
nu = 0 if |u| > d(ε).
Hence d(ε) is the largest number of active variables used by the algorithmQCDε and
cost(QCDε ) ≤ $(0)+ $(d(ε)) ·
d(ε)−
ℓ=1
2ℓ ·
−
|u|=ℓ
nu.
Using the same arguments as in [6,22], one can show the following lemma.
Lemma 1. We have
d(ε) = O

ln(1/ε)
ln(ln(1/ε))

= o (ln(1/ε)) .
Proof. We sketch the proof for completeness. Since decayγ > 0, there are b > 0 and t ∈ (0, decayγ)
for which γj ≤ b · j−t for all j. Hence∏d(ε)j=1 γ α0j ≤ bd(ε)·α0/[d(ε)!]t·α0 and, from definition (14), we get
that
d(ε)! <
[
c · L1−α0 · (C · bα0)d(ε)
ε2
]1/(t·α0)
.
Then the inequality d(ε)! ≥ (d(ε)/e)d(ε) from Stirling’s formula completes the proof. 
We now estimate the sum of nu. Consider first the case of
κ < decayγ − 1.
Then we can choose the parameter α0 so that
κ
decayγ
< α0 < 1− 1decayγ
. (15)
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This guarantees that
L(α0/κ; γ) =
∞−
j=1
γ
α0/κ
j <∞
and, consequently, that−
|u|=ℓ
nu ≤

L1−α0 · c · Cℓ · ε−2·
1/κ ·−
|u|=ℓ
γ α0/κu
≤ L1−α0 · c · Cℓ · ε−21/κ · 1ℓ! ·
[ ∞−
j=1
γ
α0/κ
j
]ℓ
= L1−α0 · c · Cℓ · ε−21/κ · 1ℓ! · [L(α0/κ; γ)]ℓ .
Therefore,
cost(QCDε ) ≤ $(0)+
$(d(ε))
ε2/κ
· (c · L1−α0)1/κ · e2·C
1/κ ·L(α0/κ;γ).
When κ ≥ decayγ − 1, we can replace it by κ ′ = decayγ − 1− δ in all the steps and definitions of the
algorithmQCDε . This results in
cost(QCDε ) ≤ $(0)+ O

$(d(ε))
ε2/(min(κ,decayγ−1−δ))

.
We now analyze the error ofQCDε . For any f =
∑
u fu with fu ∈ Hu, we have
∑
u ‖fu‖2F = ‖f ‖2F and,
by (10) and (13),
E
|I(f )−QCDε (f )|2 = E
−
u≠∅

Iu(fu)− Qnu,u(fu)

2
≤ ‖f ‖2F ·
−
u≠∅
γu · c · C |u|
(nu + 1)κ ·

1+ ln(1+ nu)
(|u| − 1)α2
α1·(|u|−1)α2
= ‖f ‖2F ·
−
u≠∅
γ 1−α0u ·
γ α0u · c · C |u|
(nu + 1)κ ·

1+ ln(1+ nu)
(|u| − 1)α2
α1·(|u|−1)α2
≤ ‖f ‖2F · ε2 · B(ε),
where
B(ε) := max
u:nu≥1

1+ ln(1+ nu)
(|u| − 1)α2
α1·(|u|−1)α2
.
We claim that
B(ε) = ε−o(1) as ε→ 0.
Indeed, for any uwith nu ≥ 1, the expression under the maximum can be rewritten as
ε−power(u,nu) with power(u, nu) = α1 · (|u| − 1)
α2
ln(1/ε)
· ln

1+ ln(1+ nu)
(|u| − 1)α2

.
Denote by x the fraction (|u| − 1)α2/ ln(1/ε). Then for some c¯
power(u, nu) ≤ α1 · x · ln(1+ c¯/x).
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Since |u| ≤ d(ε) = o(ln(1/ε)), the maximal value of x tends to zero with ε → 0 and so does
x · ln(1+ c¯/x), which implies that
max
u:nu≥1
power(u, nu) = o(1),
as needed. Thus the error ofQCDε is bounded from above by ε
1−o(1).
We summarize our analysis in the following theorem.
Theorem 1. Let (9) and (10) hold with κ < decayγ − 1. For any α0 satisfying (15), the algorithm QCDε
given by (12) has the following properties. The error satisfies
eran(QCDε ;F ) ≤ ε1−o(1), as ε→ 0,
and the cost satisfies
cost(QCDε ) ≤ $(0)+
$(d(ε))
ε2/κ
· [c · L1−α0 ]1/κ · e2·C
1/κ ·L(α0/κ;γ)
with
d(ε) = o(ln(1/ε))
and L1−α0 , L(α0/κ; γ) given by (11).
Since the number d(ε) of active variables used byQCDε is so small, we have the following corollary.
Corollary 1. Let (9) and (10) hold. Then we have polynomial tractability with the tractability exponent
psett ≤ max

2
κ
,
2
decayγ − 1

even for $(d) = O ek·d with k ≥ 0 and c < 2. Furthermore, we have weak tractability even for
$(d) = O

ee
k·d
with k ≥ 0 and c < 2.
This corollary and a lower bound on the tractability exponent from [6, Sec. 3.3] yield the following
result for the worst case setting.
Theorem 2. Let (9) hold. Suppose also that (10) holds in the worst case setting with the exponent κ , and
that κ is the largest exponent for u = {1} in (10). Then the worst case exponent of tractability is equal to
pwor = max

2
κ
,
2
decayγ − 1

for any cost function $ satisfying $(d) = Ω(d+ 1) and $(d) = O(ek·d).
Suppose now that decayγ = ∞ or, more precisely,
γj ≤ cγ · r j for r ∈ (0, 1). (16)
Then γu ≤ c |u|γ · r |u|·(|u|+1)/2 which implies that
d(ε) = O

ln(1/ε)

.
As before
cost(QCDε ) = O

$(d(ε))
ε2/κ

which yields the following corollary.
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Corollary 2. Let (16) and (10) hold. Then we have polynomial tractability with the tractability exponent
psett ≤ 2
κ
even for $(d) = O ek·dc  with k ≥ 0 and c < 2. In addition, if κ is largest possible in (10) for u = {1}
then
pwor = 2
κ
.
Furthermore, we have weak tractability even for $(d) = O

ee
k·dc 
for k ≥ 0 and c < 2.
3.1. Condition (10) holds for non-negative kernels
For non-negative kernels K , assumption (10) is always satisfied in the randomized setting with
C = C0, κ = 1, and α1 = α2 = 0, where, as before,
C0 =
∫
D
∫
D
K(x, y) · ρ(x) · ρ(y) dx dy.
Indeed, for u ≠ ∅we have
C |u|0 = ‖Iu‖2Hu
and from a recent result of Hinrichs [5], there are randomized algorithms An using n function samples
and whose errors in the randomized setting are bounded by
eran(An;Hu) ≤

π
2
‖Iu‖Hu · n−1/2.
Hence we always have
pran ≤ max

2,
2
decayγ − 1

.
The exponent 2 cannot be improved without additional assumptions as illustrated by the following
simple example.
Example 1. Consider D = [0,∞),
K(x, y) = ∞−
j=1
a2j · 1j(x) · 1j(y), and ρ(x) = ∞−
j=1
rj · 1j(x),
where 1j is the characteristic function of [j − 1, j). We will later choose the parameters so that the
values aj · rj are decreasing. The functions aj · 1j(·) form a complete orthonormal system inH = H(K).
Let eran(n;H) denote the smallest worst case error in the randomized setting among all randomized
algorithms An that use n function evaluations. This error is lower bounded by the minimal average
case error
eavg(n;µ) = inf
An
eavg(An;µ), eavg(An;µ) =
∫
H E(|I(f )−Q(f )|
2) µ( df )
1/2
with respect to any probability measure µwith support in the unit ball ofH .
Consider µ that is concentrated on functions
f (x) =
2n−
j=1
fj · aj · 1j(x)
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with [f1, . . . , f2n] uniformly distributed on the unit sphere in R2n. Since µ is orthogonally invariant
(see [17]), the average error of algorithms that use n function evaluations is minimized by
An(f ) =
∫
D
−
j∈J
fj · aj · 1j(x) ·ρ(x) dx =−
j∈J
fj · aj · rj.
Here J is a subset of {1, . . . , 2n} of cardinality n. Since E(fj · fi) = δi,j/(2n), the square of the average
case error ofAn satisfies
[eavg(An;µ)]2 = E
−
j∉J
f 2j · a2j · r2j

≥ [a2n · r2n]2 · 12 .
This shows that eran(n;H) ≥ a2n · r2n/√2. Since C0 = ∑∞j=1 a2j · r2j needs to be finite, we take
aj · rj =
√
j · (ln(j+ 1))1/2+δ−1 for any δ > 0. However, then
eran(n;H) ≥ 1
2 · √n · ln1/2+δ(2n+ 1) .
3.2. Condition (10) under stronger assumptions
If the integration problem satisfies additional assumptions, (10) might hold with larger value of κ
and, hence, smaller psett. Indeed, consider the following operator
W : H → H given byW (f )(x) =
∫
D
f (y) · K(y, x) · ρ(y) dy.
We assume that W is compact and denote its eigenvalues by λ1 ≥ λ2 ≥ λ3 ≥ · · ·. We also suppose
that they have positive decay, i.e., decayλ > 0. It is known and easy to verify (see, e.g., [22]) that then
the operator
Wu : Hu → Hu given byWu(f ) =
∫
D|u|
f (y) · Ku(y, x) · ρu(y) dy
has the eigenvalues λu,j bounded by
λu,j ≤ [L(1/q;λ)]|u|/q · j−1/q for any q > 1decayλ
,
where L(1/q;λ) =∑∞n=1 λ1/qn .
We know from [21, Prop. 3] that (10) holds in the randomized setting with
C = [L(1/q;λ)]1/q, κ = q+ 1
q
, α1 = δ, α2 = 0 for any q > 1decayλ
.
Here α1 can be arbitrarily small since, instead of the logarithmic term in (10), we have a (ln(ln(n +
e)))(q+1)/q term. Hence (10) holds with a suitable c = c(δ), depending on δ, and
pran ≤ max

2
decayλ + 1
,
2
decayγ − 1

.
We illustrate this result for the classical integration problem.
Example 2. Let D = [0, 1], ρ(x) = 1, and K(x, y) = min(x, y). It is well known that then decayλ = 2
and, hence,
pran ≤ max

2
3
,
2
decayγ − 1

.
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3.3. Condition (10) and Smolyak’s construction
In this section, we show how Smolyak’s construction [16] can be used to derive algorithms Qu,n
satisfying (10). For that purpose, we will use results from [19].
Suppose that, for the integration problem over the space H of scalar functions, there exists a
sequence of algorithms (deterministic or randomized) {Ai}∞i=0 such that
esett(Ai;H) ≤ C · qi for all i ≥ 0, where C ≥ 0 and q < 1,
E

(Ai(f )− Ai−1(f ))2
 ≤ E · q2·i for all i ≥ 1, where E ≥ 0,
and
Ai uses at most F0 · (F i1 − 1) function values, where F0 > 0 and F1 > 1.
Theorem 1 of [19] provides algorithms Qn,u that for any u ≠ ∅ satisfy (10) with
κ = 2 · ln(1/q)
ln(F1)
.
These algorithms are deterministic if Ais are deterministic. Otherwise they are randomized.2
We illustrate this by the classical integration problem form Example 2.
Example 3. LetD, ρ, and K be as in Example 2. It iswell known that (deterministic) quadratures based
on piecewise linear interpolation satisfy the above assumptions with κ = 2. Hence
pwor = max

1,
2
decayγ − 1

.
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