Despite the fact that facial expressions of emotion have signal value, there is surprisingly little research examining how that signal can be detected under various conditions, because most judgment studies utilize full-face, frontal views. We remedy this by obtaining judgments of frontal and profile views of the same expressions displayed by the same expressors. We predicted that recognition accuracy when viewing faces in profile would be lower than when judging the same faces from the front. Contrarily, there were no differences in recognition accuracy as a function of view, suggesting that emotions are judged equally well regardless of from what angle they are viewed.
emotion labels to portray the emotion displayed. To date, there is evidence for the universal recognition of anger, contempt, disgust, fear, happiness, sadness, and surprise at above chance levels.
To the extent that emotional expressions have signal value, it is worth exploring how well that signal can be detected under various conditions. If faces are part of an evolved signal system that aids in adaptation and survival, they should be reliably decoded at various angles, not just head on in full-face view. After all, if a person displayed intense fear when confronting a life-threatening object, decoding that expression only from the front would mean that the decoder is in the same line of vision as the threatening object. Of course there are times when decoders are in the line of sight of the emotion elicitor, and, even when they are not, expressors can turn to face others while displaying expressions. But the ability to decode expressions accurately from multiple views increases the potential social signal value of the expression by reducing the need for expressors to turn to face decoders, allowing decoders to obtain information about the expressor's emotional and motivational states more rapidly and efficiently.
But facial expressions may not be judged as accurately when viewed from the side at a right angle (in profile) compared to full-face, frontal views because of reduced signal clarity (Matsumoto, Olide, Schug, Willingham, & Callan, 2009; O'Sullivan, 1982) . Profile views provide less visibility to the surface area of the face, where morphological changes can occur and where appearance changes are more visible. The landmark wrinkle patterns produced by the movements of the facial musculature that are familiar in full-face, frontal expressions may not be as apparent in profile (e.g., whites above and around the eyes are harder to detect). And most interactions are likely to occur relatively more frequently face-to-face rather than in profile; observers are likely to be more familiar, practiced, and proficient in judging faces from the front compared to the side. Thus, one may expect that while facial expressions of emotion viewed in profiles are judged reliably at rates exceeding chance, their accuracy rates should be lower than that of full-face, frontal expressions.
Unfortunately, to date, only one study has examined possible differences in emotion recognition between full-face, frontal views of emotional expressions and nonfrontal views.
1 Kleck and Mendolia (1990) had expressors view two positive and two negative emotion-eliciting stimuli, and expressions were selected for use in a judgment task on the basis of two coders' global, qualitative categorizations of the expressions as happiness or disgust. The expressions were shown to observers who judged whether the expression was positive, negative, or neutral. There were no differences in recognition accuracy as a function of view angle.
In the current study, we extend these findings by examining a wider range of expressions (seven), utilizing a greater number of emotion categories as response alternatives (nine), and by employing a different method of validating the stimuli (directed facial action followed by facial measurement). Full-face, frontal expressions and the corresponding hemiface profiles of the same expression of each expresser were judged by naïve observers using a fixed-choice judgment task involving a range of emotion-label alternatives. We hypothesized that recognition accuracy would be worse for expressions viewed in profile compared to frontal views.
Method

Participants
Participants were 993 university undergraduates (211 males, 782 females; mean age ϭ 22.5 years) participating in partial fulfillment of class requirements. They were divided into four groups of observers (n ϭ 210, 232, 322, and 229, for Groups 1 through 4, respectively), each group judging one of the four stimulus sets described in the next section. None of the observers judged more than one set.
Facial Stimuli
Expressers were professional actors from six ethnic groupsEuropean, Asian, Hispanic, African, Middle Eastern, and South and Southeast Asian-who were compensated. They were provided with photograph examples of anger, contempt, disgust, fear, happiness, sadness, and surprise from the Japanese and Caucasian Facial Expressions of Emotion set (JACFEE; Matsumoto & Ekman, 1988) and were asked to practice making those faces prior to coming to a photo shoot. At the shoot, they were given Directed Facial Action instructions (DFA; Ekman, 2007) to move specific facial muscles corresponding to those that were theoretically and empirically related to emotion signaling (Darwin, 1872; Ekman, 1999) . Three shots of each expression were taken simultaneously by synchronized, high resolution, highspeed digital cameras from different angles from the expresser's frontal straightaway: 0 degrees, in which a full-face, frontal shot was obtained; 45 degrees, in which a three-quarter view of the face was obtained; and 90 degrees, in which a profile shot of the expresser's left hemiface was obtained. In this study, the full-face, frontal expressions (frontal) and the hemiface profiles (profile) of each expresser were used.
Two stimulus sets with frontal views were then selected such that each expresser contributed one expression of two different emotions to each set. The six ethnic groups were equally represented in each of the emotions, and males and females were equally represented in each of the ethnicities to the extent possible. Sets 1 and 2 initially included 91 and 84 expressions, respectively. The expressions were coded using the Facial Action Coding System (FACS; Ekman & Friesen, 1978) by two coders independently (reliability ϭ .86). The FACS coded expressions were chosen for testing in this study only if they met the following criteria: (a) they had to include only the FACS Action Units (AUs) that were associated with prototypic expressions of emotion and no other extraneous AUs; (b) a profile view of the face existed (some profile shots did not exist for some frontal expressions because of technical difficulties); (c) for contempt expressions only, the side on which contempt was expressed was the side on which the profile shot was taken. These procedures ensured that the expressions corresponded to those portrayed in stimuli used in original judgment studies supporting the universality of emotion recognition (Ekman, 1972 (Ekman, , 1993 Ekman, Sorenson, & Friesen, 1969) ; to descriptions of the these expressions in Unmasking the Face (Ekman & Friesen, 1975) ; to the stimuli in Pictures of Facial Affect (Ekman & Friesen, 1976) (Matsumoto & Ekman, 1988) ; and to the facial configurations identified as emotion signals in Ekman and Friesen's EMFACS coding system (Matsumoto, Ekman, & Fridlund, 1991) . The AUs considered to comprise the prototypic emotional expressions were as follows: (2007) presented observers with frontal, left-angle, and right-angle views of facial expressions, and reported that angry expressions were decoded more accurately from the front, whereas fearful expressions were more accurately decoded at an angle. This study did not involve profile expressions, however, and thus will not be mentioned further.
and the Japanese and Caucasian Facial Expressions of Emotion
2 All of the AUs have different appearance changes in profile compared to frontal views. Raising the inner corners of the brow (AU 1), for example, can be seen in both frontal and profile. But the "omega" wrinkle in the middle of the forehead with AU 1 or AU 1 ϩ 4 can only be seen clearly from the front. The whites above and around the eyes are more clearly seen from the front, highlighting the actions of AUs 5 and 7 in frontal views, but not so for profile views. Lip stretching (AU 20) produces a wide, horizontal stretch of the lips in frontal views, which is diminished in profile views.
These procedures resulted in a final pool of stimuli that included two different sets of frontal images. Set 1 Frontal included 69 images, consisting of 11 anger, 11 contempt, 7 disgust, 11 fear, 10 happiness, 8 sadness, and 11 surprise. Set 2 Frontal included 60 images, consisting of 4 anger, 8 contempt, 7 disgust, 12 fear, 6 happiness, 12 sadness, and 11 surprise.
3 Two additional sets of stimuli were created using the corresponding profile views of each of the images in the two frontal expression sets. Thus, there were a total of four stimulus sets (Set 1 Frontal and Set 2 Frontal, and Set 1 Profile and Set 2 Profile), both profile sets including the same expressions as those in both frontal sets, respectively, but from profile view (see Figure 1 for examples).
Judgment Tasks and Procedures
Data were collected using an online data collection system, and observers participated individually. To minimize demand characteristics, observers judged only one of the four sets; thus, view was a between-subjects factor. Groups 1 and 2 viewed Set 1 Frontal and Set 1 Profile, while Groups 3 and 4 viewed Set 2 Frontal and Set 2 Profile, respectively. Within each set, expressions were presented in different random orders. Each expression appeared on the screen and remained until the participant judged the expression and clicked to the next one. While each was presented, participants completed a fixed-choice task in which they judged the emotion portrayed by selecting a label from the following list: anger, contempt, disgust, fear, happiness, sadness, surprise, and neutral. An "other" alternative was also provided. Participation ended when all expressions were judged for a set.
Results
We computed confusion matrices for each set of stimuli. Table  1 presents the confusion matrix averaged across all expressions within each emotion across both sets separately for frontal and profile views. The recognition rates for the frontal faces were comparable to those previously reported using similar stimuli (e.g., Biehl et al., 1997) . Surprisingly, the mean accuracy rates for the profile views also appeared very comparable.
Response classification chi-squares were computed separately for each expression; all were statistically significant. To examine differences between frontal and profile views, we computed differences in proportion tests (McNemar, 1949) , comparing the frontal and profile views on the intended emotion response label, expression by expression. As can be seen from Table 2 , across all expressions (129), half (65) produced nonsignificant results. Of the remainder, 35 produced significant results, indicating that the frontal view was judged more accurately than the profile view, but 29 produced significant results indicating the opposite. On the level of specific emotions, contempt, disgust, sadness, and surprise had slightly more expressions that were recognized more accurately in frontal views, but anger, fear, and happiness had slightly more expressions that were recognized more accurately in profile views. These findings indicated that some expressors were more easily judged in one view than the other; overall, however, there appeared to be no reliable differences in recognition accuracy as a function of view. This interpretation also matches the averaged accuracy rates in the confusion matrix presented in Table 1 .
We also tested for view differences by transforming the nominal judgment data for each expression into accuracy scores (1 ϭ intended emotion label, 0 for all others) and averaging across all expressions separately for each stimulus set and emotion. We then computed a mixed two-way ANOVA on these averaged accuracy 3 There were unequal numbers of stimuli for different emotions because of expression-level differences in the DFA performances. For example, some expressors activated AU 6 when performing the unilateral AU 12 or 14 for contempt. Some activated AUs 4 or 7 when performing AU 9 for disgust. Some did not activate AUs 6 or 7 when performing AU 12 for happiness. These individual differences in performance led to differential exclusion of certain expressions from the stimulus set, which consequently resulted in unbalanced numbers of stimuli across emotions and sets. scores using view (frontal v. profile) and emotion as factors separately for Sets 1 and 2. For both sets, the two-way ANOVA was significant, F(6, 2640) ϭ 3.37, p Ͻ .01, p 2 ϭ .008; and F(6, 3294) ϭ 4.16, p Ͻ .001, p 2 ϭ .008. Simple-effects analyses of view produced significant differences for anger and sadness in Set 1, and disgust and happiness in Set 2 (see Table 3 ). These effects, however, were associated with negligible effect sizes ( p 2 ranging from .015 to .021), as were the two significant two-ways. For all intents and purposes, therefore, we interpreted these findings as indicating no overall differences in recognition accuracy rates between the views.
Post-Hoc Analyses
We aggregated accuracy scores across the expressions within each expressor ethnicity and computed mixed two-way Expressor Ethnicity x View ANOVAs separately for each emotion and the two sets of data. Of the 14 analyses (7 emotions ϫ 2 sets of data), 11 produced statistically significant Expressor Ethnicity x View interactions, and three produced marginally significant interactions. The effect sizes associated with these effects, however, were negligible (mean p 2 ϭ .015, range ϭ .004 to .043). We thus interpreted these findings as indicating no differences in judgment accuracies by view as function expressor ethnicity.
We also aggregated scores across expressions within each expressor gender and computed mixed three-way Expressor Gender x View x Judge Gender ANOVAs separately for each emotion and the two sets of data. Each of these analyses produced three effects involving an interaction between gender and view: Expressor Gender x View, Judge Gender x View, and Expressor Gender x Judge Gender x View. Across the 42 effects obtained (3 effects per analysis ϫ 7 emotions ϫ 2 sets of data), only six were statistically significant and associated with negligible effect sizes (mean p 2 across emotions and sets ϭ .015, .002, and .001, for the three types of effects, respectively). We interpreted these findings as indicating no differences in judgment accuracies by view as function expressor or judge gender.
Discussion
Emotion recognition accuracy did not differ as a function of angle of viewing; profile views of facial expressions of emotion were recognized at comparable levels to full-face, frontal views of the very same expressions. These findings occurred when examining differences expression by expression, and when transforming judgments into accuracy scores and computing these across expressions within emotions. There were no reliable ethnicity or gender differences. Given the relatively large number of stimuli and sample sizes, the findings appear to be quite stable. While differences did indeed emerge, these differences were not reliable across expressors but appeared to represent individual differences in the expressors. Given that the recognition accuracy rates were comparable to those obtained with other similar stimuli, the findings were not likely due to sampling bias. 4 The lack of differences in emotion recognition accuracy rates for these expressions as a function of viewing angle speaks to the adaptive, social signal value of these expressions. These findings suggest that emotional expressions can be decoded rapidly because expressors do not need to turn toward decoders in order for their expressions to be decoded. Decoding facial expressions, therefore, is reliable and efficient. This makes sense given that their function is to communicate important information about the environment and the expressor's internal states, intentions, and motivations. Because, in real life, faces are dynamic, individuals need to be able to read emotions quickly and efficiently, even given minimal stimulus input, thereby sharing important information. Although the decreased signal value afforded by profile views, because of the limited surface area of the face, would suggest that recognition rates should be lower than full-face frontal views, this was not the case. These findings open the door to a number of interesting future research possibilities examining the effects of other aspects of the viewing context on emotion judgments. For instance, Kappas, Hess, Barr, and Kleck (1994) examined the effect of vertical viewing angle on emotion judgments. They created stimuli (real and schematic faces) that differed in the vertical angle to the face. Faces seen from below were perceived as more positive and less negative, while faces seen from above appeared more negative and less positive. Certainly, future research can follow up on this interesting and important line of research. While one study, conducted over three decades ago, examined the effect of viewing distance (Ekman, Brattesani, O'Sullivan, & Friesen, 1979) , other studies like it can examine the degree to which facial expressions of emotion can be recognized at a distance. And, to our knowledge, no studies have examined the effect of facial hair, glasses, or head and face coverings (e.g., burkhas) on the recognition of emotion in faces. This is curious especially given the fact that the clean-cut, well-shaven faces of men is a product of some (not all) modern cultures and is probably a relatively recent trend in our evolutionary history. It may be that emotion recognition accuracy rates differ for males with facial hair, and, given that most arguments about the importance of facial expressions of emotion are rooted in evolutionary theory, it would be very interesting to examine if emotions can be reliably judged in stimuli of men with facial hair.
These results also raise interesting questions about the nature of the decoding process from profile views. There is evidence to suggest that face perception and recognition is neurologically localized and organized differently than object perception, and that face recognition is holistic rather than featural (Farah, Wilson, Drain, & Tanaka, 1998) . Moreover, expression recognition appears to occur in different areas of the brain than face recognition, and different emotions may utilize different brain regions (Calder & Young, 2005) . This work suggests that profile decoding may also be localized and occur as a configural whole rather than as featural components, a speculation that can be tested in future research.
Future research can also examine the nature of the individual differences we observed; some people are more easily recognized from the front, others from the side. We speculate that these differences are driven by differences in facial physiognomies. That is, the structure of some faces would make the appearance changes that occur when facial expressions are produced more pronounced when viewed from the front; other facial structures, however, may make those appearance changes more pronounced from the side. These physiognomies may include the degree of protrusion of the brow ridge or chin and the structure of the eyelids. Future research may endeavor to measure such cues and vary them systematically in order to determine how they influence emotion signaling from different angles.
The current study was not conducted without limitations, most notably concerning the artificial nature of the stimuli. Although the expressions matched the facial configurations previous research has demonstrated to be produced when emotions are elicited (Matsumoto, Keltner, Shiota, Frank, & O'Sullivan, 2008) , spontaneously produced expressions involve extraneous muscle movements and are produced in a dynamic situation that unfolds across time, all of which decreases signal clarity (Hess & Blairy, 2001; Matsumoto et al., 2009; Naab & Russell, 2007; Wagner, 1990; Wagner, Lewis, Ramsay, & Krediet, 1992; Wagner, MacDonald, & Manstead, 1986) . Whether profile views of spontaneous expressions with noise are judged equally well as frontal views is an interesting and important question for future research to address.
