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Embedding mapping-class groups of orientable
surfaces with one boundary component
Llu´ıs Bacardit∗
Abstract
Let Sg,1,p be an orientable surface of genus g with one boundary
component and p punctures. Let Mg,1,p be the mapping-class group of
Sg,1,p relative to the boundary. We construct homomorphisms Mg,1,p →
Mg′,1,(b−1), where g
′ ≥ 0 and b ≥ 1. We proof that the constructed homo-
morphisms Mg,1,p → Mg′,1,(b−1) are injective. One of these embeddings
for g = 0 is classic.
2000Mathematics Subject Classification. Primary: 20F34; Secondary: 20E05,
20E36, 57M99.
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1 General Notation
Let N denote the set of finite cardinals, {0, 1, 2, . . .}.
Throughout, we fix elements g, p of N.
Given two sets A and B, we denote by A∨B the disjoint union of A and B.
Let G be a multiplicative group. For elements a, b of G, we write a := a−1,
ab := bab, [a] := {ag | g ∈ G}, the conjugacy class of a in G. We let Aut(G)
denote the group of all automorphisms of G, acting on G on the right with
exponent notation.
An ordering of a set will mean a total ordering for the set.
We will make frequent use of sequences, usually with vector notation. We
shall use the language of sequences to introduce indexed symbols and to realize
free monoids. Formally, we define a sequence as a set endowed with a specified
∗The research was funded by Conseil Re´gional de Bourgogne and the MIC (Spain) through
Project MTM2008-01550.
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listing of its elements. Thus a sequence has an underlying set; with vector no-
tation, the coordinates are the elements of (the underlying set of) the sequence.
For two sequences A, B, their concatenation will be denoted A ∨ B. By a se-
quence A in a given set X , we mean a sequence endowed with a specified map of
sets A→ X ; to avoid extra notation, we shall use the same symbol to denote an
element of A and its image in X even when the map is not injective. We often
treat A as an element in the free monoid on X with concatenation as binary
operation, and then the elements of A are its atomic factors.
Let i, j ∈ Z. We write
[i↑j] :=
{
(i, i+ 1, . . . , j − 1, j) ∈ Zj−i+1 if i ≤ j,
() ∈ Z0 if i > j.
Also, [i↑∞[ : = (i, i + 1, i + 2, . . .). We define [j↓i] to be the reverse of the
sequence [i↑j], (j, j − 1, . . . , i+ 1, i).
Let v be a symbol. For each k ∈ Z, we let vk denote the ordered pair (v, k).
We let
v[i↑j] :=
{
(vi, vi+1, · · · , vj−1, vj) if i ≤ j,
() if i > j.
Also, v[i↑∞[ := (vi, vi+1, vi+2, . . .). We define v[j↓i] to be the reverse of the se-
quence v[i↑j].
Suppose there is specified a set-map v[i↑j] → A. We treat the elements of
v[i↑j] as elements of A (possibly with repetitions), and, we say that v[i↑j] is a
sequence in A.
If v[i↑j] is a sequence in a multiplicative group G, we let
Πv[i↑j] :=
{
vivi+1 · · · vj−1vj ∈ G if i ≤ j,
1 ∈ G if i > j.
Πv[j↓i] :=
{
vjvj−1 · · · vi+1vi ∈ G if j ≥ i,
1 ∈ G if j < i.
Let F be the free group on a set X . Consider an element w of F and a
sequence a[1↑k] in X ∨ X. If Πa[1↑k] = w in F , we say that a[1↑k] is a monoid
expression for w in X ∨ X of length k. We say that a[1↑k] is reduced if, for all
j ∈ [1↑(k − 1)], aj+1 6= aj in X ∨X . Each element of F has a unique reduced
expression, called the normal form. Suppose that a[1↑k] is the normal form for
w. We define the length of w to be |w| := k.
For p an element of N ∪ {∞}, p 6= 0, let Cp be the cyclic group of order p
with multiplicative notation. For q ∈ N, let C∗qp denote the free product of q
copies of Cp.
2
2 Introduction and main results
Recall g, p are elements of N. Let b be an element of N, b ≥ 1. Let Sg,b,p be an
orientable surface of genus g with b boundary components and p punctures.
Let Σg,b,p be the rank 2g + b − 1 + p free group with generating set
x[1↑g] ∨ y[1↑g] ∨ z[1↑(b−1)] ∨ t[1↑p]. We view Σg,b,p as a presentation of π1(Sg,b,p, ∗),
the fundamental group of Sg,b,p based at a point ∗ in the b-th boundary com-
ponent. In addition, for every l ∈ [1↑(b − 1)], zl represents a loop around the
l-th boundary component; for every k ∈ [1↑p], tk represents a loop around the
k-th puncture, and (Πi∈[1↑g][xi, yi]Πz[1↑(b−1)]Πt[1↑p])
−1 represents a loop around
the b-th boundary component. Note that, if p = 0, there is no puncture in
Sg,b,p = Sg,b,0, t[1↑p] is the empty sequence, and Πt[1↑p] = 1.
Let AMg,b,p denote the subgroup of Aut(Σg,b,p ∗ 〈e[1↑(b−1)] | 〉) consisting of all
the automorphisms of Σg,b,p ∗ 〈e[1↑(b−1)] | 〉 which map Σg,b,p to itself and respect
the sets
{Πi∈[1↑g][xi, yi]Πz[1↑(b−1)]Πt[1↑p]}, {z
e1
1 }, {z
e2
2 }, . . . , {z
e(b−1)
(b−1) }, {[ tk]}k∈[1↑p].
We call AMg,b,p the algebraic mapping-class group of a surface of genus g
with b boundary components and p punctures, Sg,b,p.
For b = 0, the (orientation-preserving) mapping-class group of Sg,0,p, denoted
Mg,0,p, is defined as the group of orientation-preserving homeomorphisms of
Sg,0,p modulo isotopy. Let f be a homeomorphism of Sg,0,b, then f induces an
automorphism of π1(Sg,0,p) which respects the set of conjugacy classes of t[1↑p].
Since f is not forced to fix the base point of π1(Sg,0,p), the isotopy class of
f defines an automorphism of π1(Sg,0,p) up to conjugation, hence an element
of Out(π1(Sg,0,p)). By the Dehn-Nielsen-Baer theorem, this correspondence is
an isomorphism onto the subgroup of Out(π1(Sg,0,p)) which respects the set of
conjugacy classes of t[1↑p], [11, Theorem 3.6], [12, Theorem 2.9.A]. In particular,
Mg,0,p ≤ Out(π1(S)).
If b ≥ 1, that is, Sg,b,p has non-empty boundary; we restrict ourselves to
homeomorphisms and isotopies of Sg,b,p which fix the boundary pointwise. These
homeomorphisms preserve the orientation of Sg,b,p. In this case, we take the base
point of Sg,b,p in the b-th boundary component of Sg,b,p. We convert a boundary
component of Sg,b,p into a puncture by identifying via a homeomorphism the
boundary component with the boundary of a once punctured disc. If b ≥ 1, by
converting all the boundary components into punctures we can deduce Mg,b,p ≃
AMg,b,p from the Dehn-Nielsen-Baer theorem, [10, Theorem 9.6]. See [10] for a
background on algebraic mapping-class groups, with some changes of notation.
From now on, we will deal with AMg,b,p and, mostly, in the case b = 1.
For p ≥ 1 and q ∈ [1↑p], we denote by AMg,b,q⊥(p−q) the subgroup of
AMg,1,p consisting of all the automorphisms which respect the sets {[ tk]}k∈[1↑q]
and {[ tk]}k∈[(q+1)↑p]. Let N be the normal closure in Σg,b,p of t[(q+1)↑p]. No-
tice Σg,b,q ≃ Σg,b,p/N . We say that we have eliminated the last (p − q)
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punctures. Since N is AMg,b,q⊥(p−q)-invariant, we can define a homomorphism
AMg,b,q⊥(p−q) → AMg,b,q which eliminates the last (p − q) punctures, see [10,
Section 11].
Suppose b ≥ 2. Let φ ∈ AMg,b,p and l ∈ [1↑(b−1)]. Since (z
el
l )
φ = z ell , we see
z φl = z
wl
l for some wl ∈ Σg,b,p ∗〈e[1↑(b−1)] | 〉. Since φ maps Σg,b,p to itself and zl ∈
Σg,b,p, we see wl ∈ Σg,b,p. Since elzlel = z
el
l = (z
el
l )
φ = eφl z
φ
l e
φ
l = e
φ
l (wlzlwl)e
φ
l ,
we see (eφl el)zl(ele
φ
l ) = wlzlwl and e
φ
l el ∈ wl〈zl〉. Hence, e
φ
l ∈ wl〈zl〉el.
In Mg,b,p, the difference between a puncture and a boundary component is
that the Dehn twist with respect to a loop around a puncture is trivial in Mg,b,p
and the Dehn twist with respect to a loop around a boundary component is
not trivial in Mg,b,p. In AMg,b,p, this fact is capturated by the fact that for
l ∈ [1↑(b− 1)] the map{
el 7→ zlel,
a 7→ a, a ∈ x[1↑g] ∨ y[1↑g] ∨ t[1↑p] ∨ z[1↑(b−1)] ∨ e[1↑(l−1)] ∨ e[(l+1)↑(b−1)].
defines an element of AMg,b,p. We can see el as an arc from the base point in
the b-th boundary component to a point in the l-th boundary component.
Consider the homomorphism Σg,b,p ∗ 〈e[1↑(b−1)]〉 → Σg,b−1,p+1 ∗ 〈e[1↑(b−2)]〉
such that e(b−1) 7→ 1, z(b−1) 7→ tp+1 and identifies all the other genera-
tors. This homomorphism corresponds to converting the (b − 1)-th bound-
ary component to a puncture. This homomorphism induces a homomorphism
AMg,b,p → AMg,b−1,p⊥1 which forgets eb−1, see [10, Section 9].
For g = 0, b = 1 and p ≥ 1, AM0,1,p is isomorphic to the p-string braid group.
We have AM0,1,p = 〈σ[1↑(p−1)]〉, where for all i ∈ [1↑(p− 1)], σi ∈ Aut(Σ0,1,p) is
defined by
(2.0.1) σi :=


ti 7→ ti+1,
ti+1 7→ t
ti+1
i ,
tk 7→ tk if k ∈ [1↑(i− 1)] ∨ [(i+ 2)↑p].
Let d ∈ N, d ≥ 2.
Let Σg,1,p(d) denote the group 〈x[1↑g] ∨ y[1↑g] ∨ τ[1↑p] | τ
d
1 , τ
d
2 , . . . , τ
d
p 〉. Hence,
Σg,1,p(d) ≃ Σg,1,0 ∗ C
∗p
d . Notice Σg,1,p(d) = Σg,1,p, if p = 0.
Let AMg,1,p(d) denote the group of all automorphisms of Σg,1,p(d) that respect
the sets
{Πi∈[1↑g][xi, yi]Πτ[1↑p]}, {[τk]}k∈[1↑p].
Let P[1↑p] be a set of p interior points of Sg,1,0. For each k ∈ [1↑p], let D(Pk)
be an open disc in the interior of Sg,1,0 and centered at Pk. For each k ∈ [1↑p],
let Dk be a copy of the closed disc {z ∈ C | |z| ≤ 1}. We define
Sg,1,p(d) := ((Sg,1,0 − ∨k∈[1↑p]D(Pk)) ∨ (∨k∈[1↑p]Dk))/ ∼
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where ∼ is the following identification. For every k ∈ [1↑p], we identify the
boundary of D(Pk), denoted ∂D(Pk), with a copy of S
1 = {z ∈ C | |z| = 1},
and the boundary of Dk, denoted ∂Dk, with another copy of S
1. We define
fk : ∂Dk → ∂D(Pk), z 7→ z
d. Now, ∼ is defined by identifying z and fk(z) for
every z ∈ ∂Dk and every k ∈ [1↑p].
It can be seen that Σg,1,p(d) is the fundamental group of Sg,1,p(d).
By analogy, AMg,1,p(d) will be called the (algebraic) mapping class group of
Sg,1,p(d).
Since the elements of AMg,1,p respect the set {[ tk]}k∈[1↑p], the natural homo-
morphism Σg,1,p → Σg,1,p(d) induces a natural homomorphism
ψ : AMg,1,p → AMg,1,p(d).
If p = 0, then Σg,1,p = Σg,1,p(d) and ψ is the identity.
2.1 Theorem. The homomorphism ψ : AMg,1,p → AMg,1,p(d) is injective for all
p ∈ N.
Let κ : Sg′,b,0 → Sg,1,0 be an index m ∈ N branched regular cover with p
branching points in the interior of Sg,1,0 which lift to q points in Sg′,b,0. Notice
that q = 0 if and only if p = 0. Let κ′ : Sg′,b,q → Sg,1,p be the corresponding
unbranched cover. We identify Σg′,b,q = π1(Sg′,b,q, ∗ˆ) with κ
′
∗(Σg′,b,q), where ∗ˆ
is a point in the b-th boundary component of Sg′,b,q. Notice that Σg′,b,q is a
normal subgroup of Σg,1,p of index m. We set G := Σg,1,p/Σg′,b,q the group of
deck transformations.
We put ̺ = Πi∈[1↑g][xi, yi]Πt[1↑p]Σg′,b,q ∈ G. Let c be the order of ̺ in G.
Since ̺c = 1 in G, we see that (Πi∈[1↑g][xi, yi]Πt[1↑p])
c ∈ Σg′,b,q. Notice that
(Πi∈[1↑g][xi, yi]Πt[1↑p])
−c represents a loop around the b-th boundary component.
We take a basis xˆ[1↑g′] ∨ yˆ[1↑g′] ∨ zˆ[1↑(b−1)] ∨ tˆ[1↑q] of Σg′,b,q = π1(Sg′,b,q, ∗ˆ) such that
Πi∈[1↑g′][xˆi, yˆi]Πzˆ[1↑(b−1)]Πtˆ[1↑q] = (Πi∈[1↑g][xi, yi]Πt[1↑p])
c.
Recall G has cardinality m. The subgroup 〈̺〉 ≤ G has index b = m/c. For
every l ∈ [1↑(b− 1)], let wl ∈ Σg,1,p − Σg′,b,q such that
zˆl = wl(Πi∈[1↑g][xi, yi]Πt[1↑p])
−cwl.
We put ρl = wlΣg′,b,q ∈ G. Then G = 〈̺〉ρ1 ∨ 〈̺〉ρ2 · · · ∨ 〈̺〉ρ(b−1) ∨ 〈̺〉. That
is, the boundary components of Sg′,b,p are image by deck transformations of the
b-th boundary component.
For every k ∈ [1↑p] we put ̺k = tkΣg′,b,q ∈ G. Let dk be the order of ̺k in
G. Since tk corresponds to a branching point, tk /∈ Σg′,b,q and dk ≥ 2. Since
̺dkk = 1 in G, we see that t
dk
k ∈ Σg′,b,q. Notice that t
dk
k represents a loop around
a lift of the k-th puncture of Sg,1,p. The subgroup 〈̺k〉 has index mk = m/dk
in G. Hence, G = 〈̺k〉ρ1,k ∨ 〈̺k〉ρ2,k · · · ∨ 〈̺k〉ρmk ,k, where ρi,k = ui,kΣg′,b,q ∈ G
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for all i ∈ [1↑mk]. Notice that (t
dk
k )
u1,k , (tdkk )
u2,k , . . . , (tdkk )
umk,k represent loops
around the mk lifts of the k-th puncture. We choose u1,k, u2,k, . . . , umk,k such
that {(tdkk )
u1,k , (tdkk )
u2,k , . . . , (tdkk )
umk,k} ⊆ {tˆ1, tˆ2, . . . , tˆq}. Then
{tˆ1, tˆ2, . . . , tˆq} =
∨
k∈[1↑p]
{(tdkk )
u1,k , (tdkk )
u2,k , . . . , (tdkk )
umk,k}.
Suppose, now, that Σg′,b,q is AMg,1,p-invariant. It is easy to see that
d1 = dk ≥ 2 for all k ∈ [1↑p]. Let d = d1. Every φ ∈ AMg,1,p induces an auto-
morphisms of Σg′,b,q by restriction. Hence, we have a homomorphism AMg,1,p →
Aut(Σg′,b,q) given by restriction. Since, in Σg,1,p, Πi∈[1↑g′][xˆi, yˆi]Πzˆ[1↑(b−1)]Πtˆ[1↑q] =
(Πi∈[1↑g][xi, yi]Πt[1↑p])
c, zˆl is conjugate to (Πi∈[1↑g][xi, yi]Πt[1↑p])
−c for all l ∈
[1↑(b − 1)], and tˆk is conjugate to t
d
j , where j ∈ [1↑p], for all k ∈ [1↑q], we
have that the image of the homomorphism AMg,1,p → Aut(Σg′,b,q) lies inside
AMg′,1,(b−1)⊥q.
Since Σg′,b,q is AMg,1,p-invariant, every homeomorphism of Sg,1,p lifts to a
homeomorphism of Sg′,b,q which fixes the b-th boundary component pointwise,
but this lift may not fix the first (b− 1) boundary components pointwise. If we
convert the first (b − 1) boundary components of Sg′,b,p into punctures, this is
not a problem. If we want to conserve the first (b − 1) boundary components,
we have to restrict ourselves to homeomorphisms of Sg,1,p whose lifts fixe the
boundaries pointwise. Algebraically, if we want to have a homomorphism inside
AMg′,b,q we have to define the image of eˆ[1↑(b−1)]. To do this, we need to restrict
ourselves to the following subgroup of AMg,1,p (since Σg′,b,q is AMg,1,p-invariant,
every element of AMg,1,p induces an automorphism of G = Σg,1,p/Σg′,b,q).
AM
G
g,1,p := {φ ∈ AMg,1,p | φ induces the identity of G}.
2.2 Theorem. With the above notation, if Σg′,b,q is AMg,1,p-invariant and
(g, p, d) 6= (0, 2, 2) then the composition
(2.2.1) AMg,1,p → AMg′,1,(b−1)⊥q → AMg′,1,(b−1)
where the first homomorphism is given by restriction and the second homomor-
phism is given by eliminating the last q punctures, is injective.
Theorem 2.2 gives an algebraic proof of the following theorem, which is an
analog for surfaces with one boundary component of a theorem of Birman and
Hilden [4, Theorem 2] (the hypothesis that κ′∗(Σg′,b,q) is AMg,1,p-invariant can
be removed, but then we need extra notation).
2.3 Theorem. Let κ : Sg′,b,0 → Sg,1,0 be a finite index regular cover with p
branching points in Sg,1,0. Let fˆ be an homeomorphism of Sg′,b,0 which fixes
the b-th boundary component pointwise and preserves the fibers of κ : Sg′,b,0 →
Sg,1,0. Then fˆ induces an homeomorphism f of Sg,1,0 such that κfˆ = fκ. Let
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κ′ : Sg′,b,q → Sg,1,p be the corresponding unbranched cover. Suppose κ
′
∗(Σg′,b,q)
is AMg,1,p-invariant and (g, p) 6= (0, 2). If fˆ is isotopic to the identity relative
to the b-th boundary component, then f is isotopic to the identity relative to the
boundary.
Proof. (using Theorem 2.2). It is a general fact that if fˆ preserves the fibers
of κ : Sg′,b,0 → Sg,1,0, then fˆ induces an homeomorphism f of Sg,1,0 such that
κfˆ = fκ. In particular, f sends branching points to branching points.
Let κ′ : Sg′,b,q → Sg,1,p be the corresponding unbranched cover. We identify
Σg′,b,q and κ
′
∗(Σg′,b,q). Since f sends branching points to branching points, f
restricts to a homeomorphism g of Sg,1,p. Since Σg′,b,q is AMg,1,p-invariant, there
are induced automorphisms g∗ ∈ AMg,1,p and fˆ∗ ∈ AMg′,1,(b−1) such that g∗ 7→ fˆ∗
by the composition (2.2.1). If fˆ is isotopic to the identity relative to the b-th
boundary component, then fˆ∗ = 1. Hence, by Theorem 2.2 g∗ = 1. Then g
is isotopic to the identity relative to the boundary. Then f is isotopic to the
identity relative to the boundary.
3 Examples
We fix g, p such that (g, p) 6= (0, 2). Let Sˆ be the universal cover of Sg,1,p. The
fundamental group of Sg,1,p, denoted Σg,1,p, acts on Sˆ. Let H be a subgroup of
Σg,1,p of index m ∈ N. Suppose H is AMg,1,p-invariant. The quotient space Sˆ/H
is an orientable surface, denoted Sg′,b,q. We identify the fundamental group of
Sg′,b,q, denoted Σg′,b,q, with H . The cover Sˆ → Sg,1,p induces a cover Sg′,b,q →
Sg,1,p with group of deck transformation G := Σg,1,p/Σg′,b,q. If tk /∈ Σg′,b,q for
all k ∈ [1↑p], then the corresponding cover Sg′,b,0 → Sg,1,0 has p branching
points in Sg,1,0 which lift to q points in Sg′,b,0. By Theorem 2.2, we have an
embedding AMg,1,p →֒ AMg′,1,(b−1). By choosing an appropriated basis of H , we
can compute elements in the image of this embedding from elements of AMg,1,p.
The first example is classical. In the second example, we give a basis of H
and compute elements in the image of the embedding.
Example 1. Let H be the kernel of the homomorphism Σ0,1,p → 〈τ | τ
2〉
such that tk 7→ τ for all k ∈ [1↑p]. It is standard to see that H is a free group
of rank 2p− 1 with basis t21, t1t2, t1t3, . . . , t1tp, t1t2, t1t3, . . . , t1tp. It is easy to see
that H is invariant by the generators of AM0,1,p given in (2.0.1). For k ∈ [1↑p],
notice that ̺k = tkH has order 2 in G := Σ0,1,p/H ≃ C2. Hence, 〈̺k〉 has index 1
in G and the k-th puncture in Sg,1,p lifts to one puncture in Sg′,b,q. Thus, q = p.
(a). If p is even, then Πt[1↑p] ∈ H and ̺ = Πt[1↑p]H has order 1 in G. Hence, 〈̺〉
has index 2 in G and we have b = 2. Since Σg′,b,q has rank 2g
′ + b − 1 + q
and H has rank 2p− 1, we have 2g′+2− 1+ p = 2p− 1 and g′ = (p− 2)/2.
Hence, AM0,1,p →֒ AM(p−2)/2,1,1, if p is even.
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(b). If p is odd, then Πt[1↑p] /∈ H and ̺ = Πt[1↑p]H has order 2 in G. Hence, 〈̺〉
has index 1 in G and b = 1. Since Σg′,b,q has rank 2g
′+ b− 1+ q and H has
rank 2p− 1, we have 2g′ + 1 − 1 + p = 2p− 1 and g′ = (p− 1)/2. Hence,
AM0,1,p →֒ AM(p−1)/2,1,0, if p is odd.
Example 2. Let Σ1,1,0 = 〈x, y | 〉. LetH be the kernel of the homomorphism
Σ1,1,0 → 〈τ1 | τ
2
1 〉 × 〈τ2 | τ
2
2 〉 such that x 7→ τ1, y 7→ τ2. It is standard to see that
H is a free group of rank 5. It can be shown that H is a characteristic subgroup
of Σ1,1,0. Notice that ̺ = x yxyH has order 1 in G := Σ1,1,0/H ≃ C2 × C2.
Hence, 〈̺〉 has index 4 in G and b = 4. We have p = 0 and q = 0. Since Σg′,b,q
has rank 2g′ + b − 1 + q and H has rank 5, we have 2g′ + 4 − 1 + 0 = 5 and
g′ = 1. Hence, AM1,1,0 →֒ AM1,1,3. We take the following basis of Σ1,1,3: xˆ =
x2, yˆ = y2, tˆ1 = (y xyx)
x y2x2y2 , tˆ2 = (y xyx)
y, tˆ3 = (y xyx)
xy. It is well-known
that AM1,1,0 = 〈α, β | αβα = βαβ〉, where
α :=
{
x 7→ yx,
y 7→ y,
β :=
{
x 7→ x,
y 7→ xy.
A straightforward computation shows that the image of α and β in AM1,1,3,
denoted αˆ and βˆ, are
αˆ :=


xˆ 7→ yˆ−1xˆyˆtˆ2tˆ3tˆ
−1
2 yˆ
−1,
yˆ 7→ yˆ,
tˆ1 7→ tˆ
tˆ−12 yˆ
−1xˆ−1yˆ−1xˆyˆtˆ2 tˆ3 tˆ
−1
2
3 ,
tˆ2 7→ tˆ2,
tˆ3 7→ tˆ
tˆ2 tˆ3
1 ,
β :=


xˆ 7→ xˆ,
yˆ 7→ xˆyˆtˆ2,
tˆ1 7→ tˆ
yˆ−1xˆ−1yˆtˆ−12 yˆxˆyˆtˆ2
1 ,
tˆ2 7→ tˆ3,
tˆ3 7→ tˆ
yˆ−1xˆyˆtˆ2 tˆ3
2 .
Example 3. Let F3 := 〈a[1↑3] | 〉. Let H be the kernel of the homomorphism
F3 → 〈τ1 | τ
2
1 〉 × 〈τ2 | τ
2
2 〉 × 〈τ3 | τ
2
3 〉 such that ak 7→ τk for all k ∈ [1↑3]. It is
standard to see that H is a free group of rank 17. It can be shown that H is a
characteristic subgroup of F3.
(a). We identify Σ0,1,3 and F3 by putting ak ↔ tk for all k ∈ [1↑3]. Notice that
̺ = t1t2t3H has order 2 in G := Σ0,1,3/H ≃ C2 × C2 × C2. Hence, 〈̺〉 has
index 4 in G and b = 4. On the other hand, for all k ∈ [1↑3], ̺k = tkH has
order 2 in G. Hence, for all k ∈ [1↑3], 〈̺k〉 has index 4 in G and the k-th
puncture in S0,1,3 lifts to 4 punctures in Sg′,b,q. Thus, q = 12. Since Σg′,b,q
has rank 2g′ + b− 1 + q and H has rank 17, we have 2g′ + 4− 1 + 12 = 17
and g′ = 1. Hence, AM0,1,3 →֒ AM1,1,3.
(b). We identify Σ1,1,1 and F3 by putting a1 ↔ x1, a2 ↔ y1 and a3 ↔ t1. Notice
that ̺ = [x1, y1]t1H has order 2 in G := Σ1,1,1/H ≃ C2×C2×C2. Hence, 〈̺〉
has index 4 in G and b = 4. On the other hand, ̺1 = t1H has order 2 in G.
Hence, 〈̺1〉 has index 4 in G and the puncture in S1,1,1 lifts to 4 punctures
in Sg′,b,q. Thus, q = 4. Since Σg′,b,q has rank 2g
′+ b− 1+ q and H has rank
17, we have 2g′ + 4− 1 + 4 = 17 and g′ = 5. Hence, AM1,1,1 →֒ AM5,1,3.
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4 Proofs of Theorem 2.1 and Theorem 2.2
4.1 Definition. An element of Σg,1,p is said to be t-squarefree if, in its reduced
expression, no two consecutive terms in t[1↑p] ∨ t[1↑p] are equal; for example:
x1x1t2t3 is t-squarefree; x1t2t2y1 is non-t-squarefree.
To proof Theorem 2.1 we need the following theorem.
4.2 Theorem. For every φ ∈ AMg,1,p, the elements of x
φ
[1↑g] ∨ y
φ
[1↑g] ∨ t
φ
[1↑p] are
t-squarefree.
Proof. (of Theorem 2.1) If p = 0, then ψ is the identity and nothing needs to
be said.
Suppose p ≥ 1. Let a ∈ x[1↑g]∨y[1↑g]∨ t[1↑p]. If φ is an element of the kernel of
ψ : AMg,1,p → AMg,1,p(d), then a
φ and a have the same image in Σg,1,p(d). On the
other hand, by Theorem 4.2, aφ is t-squarefree. Hence, aφ has the same normal
form in Σg,1,p as in Σg,1,p(d). Thus, a
φ = a.
Let Nd be the normal closure of t
d
1, t
d
2, . . . , t
d
p in Σg,1,p. Then
Σg,1,p/Nd = Σg,1,p(d) = 〈x[1↑g] ∨ y[1↑g] ∨ τ[1↑p] | τ
d
1 , τ
d
2 , . . . , τ
d
p 〉.
Let H ≤ Σg,1,p be a normal subgroup of finite index such that Nd ≤ H . Notice
H/Nd ≤ Σg,1,p(d). We set
AMg,1,p(H) = {φ ∈ AMg,1,p | H
φ = H},
and
AMg,1,p(d)(H/Nd) = {φ˜ ∈ AMg,1,p(d) | (H/Nd)
φ˜ = H/Nd}.
4.3 Proposition. With the above notation suppose (g, p, d) 6= (0, 2, 2). Let
φ ∈ AMg,1,p(H). Then ψ(φ) ∈ AMg,1,p(d)(H/Nd). If ψ(φ)|H/Nd = 1, then φ = 1.
Proof. Since Nd and H are φ-invariant, the restriction of ψ(φ) ∈ AMg,1,p(d) to
H/Nd is an element of Aut(H/Nd). Hence, ψ(φ) ∈ AMg,1,p(d)(H/Nd).
Since H has finite index in Σg,1,p, there exists r ∈ Z, r 6= 0, such that
(Πi∈[1↑g][xi, yi]Πt[1↑p])
r ∈ H.
Fix k ∈ [1↑p]. Since H is normal in Σg,1,p, we see
tk(Πi∈[1↑g][xi, yi]Πt[1↑p])
rtk ∈ H.
If ψ(φ)|H/Nd = 1, in Σg,1,p(d),
τ k(Πi∈[1↑g][xi, yi]Πτ[1↑p])
rτk
=(τ k(Πi∈[1↑g][xi, yi]Πτ[1↑p])
rτk)
ψ(φ)
=τ
ψ(φ)
k (Πi∈[1↑g][xi, yi]Πτ[1↑p])
rτ
ψ(φ)
k .
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Hence, in Σg,1,p(d), τ
ψ(φ)
k τ k commutes with (Πi∈[1↑g][xi, yi]Πτ[1↑p])
r. Then
τ
ψ(φ)
k τ k ∈ 〈Πi∈[1↑g][xi, yi]Πτ[1↑p]〉, and,
(4.3.1) τ
ψ(φ)
k = (Πi∈[1↑g][xi, yi]Πτ[1↑p])
r′τk,
for some r′ ∈ Z. Recall [τ
ψ(φ)
k ] = [τk′ ], for some k
′ ∈ [1↑p]. If (g, p) 6= (0, 1), and
if (g, p, d) 6= (0, 2, 2), then (4.3.1) implies r′ = 0 and τ
ψ(φ)
k = τk.
Recall Σg,1,p(d) = Σg,1,0∗C
∗p
d . Fix a ∈ x[1↑g]∨y[1↑g]. Since H has finite index in
Σg,1,p, there exists s ∈ Z such that a
s ∈ H . If ψ(φ)|H/Nd = 1, then (a
s)ψ(φ) = as,
and, aψ(φ) = a.
Since Σg,1,p(d) = Σg,1,0 ∗C
∗p
d , a
ψ(φ) = a for all a ∈ x[1↑g]∨y[1↑g], and, τ
ψ(φ)
k = τk
for all k ∈ [1↑p], we see ψ(φ) = 1. By Theorem 2.1, φ = 1.
4.4 Lemma. With the notation above Theorem 2.2, if Σg′,b,q is AMg,1,p-invariant
then the normal closure of td1, t
d
2, . . . , t
d
p in Σg,1,p equals the normal closure of
tˆ1, tˆ2, · · · , tˆq in Σg′,b,q.
Proof. Recall
(4.4.1) {tˆ1, tˆ2, . . . , tˆq} =
∨
k∈[1↑p]
{(tdk)
u1,k , (tdk)
u2,k , . . . , (tdk)
um/d,k}.
By (4.4.1), the normal closure of tˆ1, tˆ2, · · · , tˆq in Σg′,b,q is a subgroup of the
normal closure of td1, t
d
2, . . . t
d
p in Σg,1,p.
Let k ∈ [1↑p] and w ∈ Σg,1,p. By (4.4.1), it is enough to proof (t
d
k)
w = (tdk)
uj,kv
for some j ∈ [1↑(m/d)] and v ∈ Σg′,b,q. Recall G = Σg,1,p/Σg′,b,q, ̺k = tkΣg′,b,q ∈
G and G = 〈̺k〉ρ1,k ∨ 〈̺k〉ρ2,k · · · ∨ 〈̺k〉ρm/d,k, where ρj,k = uj,kΣg′,b,q ∈ G for all
j ∈ [1↑(m/d)]. Let j ∈ [1↑(m/d)] such that wΣg′,b,q ∈ 〈̺k〉ρj,k. Let r ∈ [1↑d]
such that wΣg′,b,q = ̺
r
kρj,k = t
r
kuj,kΣg′,b,q. Then w = t
r
kuj,kv, for some v ∈ Σg′,b,q
and (tdkk )
w = (tdkk )
trkuj,kv = (tdkk )
uj,kv.
Proof. (of Theorem 2.2) Recall Nd is the normal closure in Σg,1,p of t
d
1, t
d
2, . . . , t
d
p.
By Lemma 4.4, Nd is the normal closure in Σg′,b,q of tˆ1, tˆ2, · · · , tˆq. Hence, Σg′,b,0 =
Σg′,b,q/Nd. We identify Σg′,b,0 with Σg′,1,b−1 by identifying zk with tk for all
k ∈ [1↑(b − 1)]. Hence, Σg′,1,(b−1) = Σg′,b,q/Nd. Since Σg,1,p(d) = Σg,1,p/Nd, the
natural homomorphism Σg,1,p → Σg,1,p(d) restricts to the natural homomorphism
Σg′,b,q → Σg′,1,(b−1).
Let φ ∈ AMg,1,p. Since ψ : AMg,1,p → AMg,1,p(d) is given by the natural
homomorphism Σg,1,p → Σg,1,p(d), we see ψ(φ) : Σg,1,p(d) → Σg,1,p(d) completes the
following commutative square
Σg,1,p
φ
−→ Σg,1,p
↓ ↓
Σg,1,p(d)
ψ(φ)
−→ Σg,1,p(d)
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where the vertical arrows are the natural homomorphisms. Since Σg′,1,(b−1) =
Σg′,b,q/Nd and Σg′,b,q is AMg,1,p-invariant, by Proposition 4.3, there exists the
restriction ψ(φ)|Σg′,1,(b−1) : Σg′,1,(b−1) → Σg′,1,(b−1). Notice ψ(φ)|Σg′,1,(b−1) :
Σg′,1,(b−1) → Σg′,1,(b−1) completes the following commutative square
Σg′,b,q
φ|Σ
g′,b,q
−→ Σg′,b,q
↓ ↓
Σg′,1,(b−1)
ψ(φ)|Σ
g′ ,1,(b−1)
−→ Σg′,1,(b−1)
where the vertical arrows are the natural homomorphisms. Since the second
homomorphism of (2.2.1) is given by eliminating the last q punctures; that is,
by the natural homomorphism Σg′,b,q → Σg′,1,(b−1), in the composition of (2.2.1)
we have
φ 7→ φ|Σg′,b,q 7→ ψ(φ)|Σg′,1,(b−1) .
By Proposition 4.3, if ψ(φ)|Σg′,1,(b−1) = 1, then φ = 1.
The rest of the paper is dedicated to proof Theorem 4.2. The proof is similar
to [3, 7.6 Corollary]. Notice Theorem 4.2 is trivial if p = 0.
5 McCool’s Groupoid
For the rest of the paper we suppose p ≥ 1.
Let n := 2g + p, and, let Fn be the free group on X , where X is a set with n
elements.
5.1 Notation. Let w ∈ Fn. In this section we will denote by [w] the cyclic word
of w.
5.2 Definitions. Let T be a set of words and cyclic words of Fn. Suppose the
elements of T are reduced and cyclically reduced, respectively. We define the
Whitehead graph of T as the graph with vertex set X ∨X, and, one edge from
a ∈ X ∨X to b ∈ X ∨X for every subword ab which appears in w or [u], where
w and [u] are elemets of T . We say that a is the initial vertex and b is the
terminal vertex of the edges corresponding to the subword ab. Repetitions have
to be considered. For example, since the subword ab appears twice in abab, the
Whitehead graph of {abab} has 2 edges from a to b (and one edge from b to a).
Notice that the cyclic word [a] produces an edge from a to a in the Whitehead
graph.
We say that T is a surface word set if the Whitehead graph of T is an oriented
segment, that is, the Whitehead graph of T is connected with exactly 2n − 1
edges, every vertex but one is the initial vertex of exactly one edge, and, every
vertex but one is the terminal vertex of exactly one edge.
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5.3 Example. Let F4 := 〈a, b, c, d | 〉.
(i). Let T := {adcb, [ db], [ca]}. The Whitehead graph of T is
a→ c→ b→ d→ c→ a→ d→ b.
Hence, T is a surface word set.
(ii). Let T := {adcb, db, [ca]}. The Whitehead graph of T is
a→ c→ b d→ c→ a→ d→ b.
Hence, T is not a surface word set.
(iii). Let T := {adcb, dc, [ db], [ca]}. The Whitehead graph of T is
a→ c→ b→ d⇒ c→ a→ d→ b.
Hence, T is not a surface word set.
We illustrate the following remarks with examples in F4 = 〈a, b, c, d | 〉.
5.4 Remarks. Let T be a surface word set.
(i) The Whitehead graph of T defines a sequence a[1↑2n] with underling set
X ∨ X such that for all i ∈ [1↑(2n − 1)], the Whitehead graph of T has
exactly one edge with initial vertex ai and terminal vertex ai+1, equiva-
lently, aiai+1 is a subword of exactly one element of T . We say that a[1↑2n]
is the associated sequence of T .
In Example 5.3(i), the associated sequence of T is (a, c, b, d, c, a, d, b).
(ii) We can recover T from the associated sequence of T . The process to
recover T from its associated sequence is the invers process to construct
the Whitehead graph. We give two examples below. From this process, it
is easy to see that T has exactly one word, and, all other elements of T
are cyclic words.
In F4, from the sequence (a, b, c, d, a, b, c, d) we have the surface word set
{abcd abcd}, and, from the sequence (a, b, c, d, d, c, b, a) we have the surface
word set {a, [ba], [cb ], [dc], [ d ]}.
(iii) Let p be the cardinality of T minus one. We say that T is a (g, p)-surface
word set, where g = (n − p)/2. By induction on n, it can be seen that
n ≥ p and n− p is even. Hence, g ∈ N.
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5.5 Definition. Let φ ∈ Aut(Fn).
We say that φ is a type-1 Nielsen automorphism if φ restricts to a permutation
of X ∨X.
We say that φ is a type-2 Nielsen automorphism if there exists a, b ∈ X ∨X
such that a 6= b, b and
φ :=
{
a 7→ ab,
c 7→ c for all c ∈ X, c 6= a±1.
We denote φ by (a 7→ ab) or (a 7→ ba).
5.6 Definition. Let Gg,p be the groupoid with objects (g, p)-surface word sets,
and, given T1, T2 two (g, p)-surface word sets
Hom(T1, T2) := {φ ∈ Aut(Fn) | T
φ
1 = T2},
where T φ1 := {w
φ, [uφ] | w, [u] ∈ T1}. Here, w
φ is reduced and [uφ] is cyclically
reduced. Hence, [v] = [uφ] means that v and uφ are conjugated.
We say that (T1, T2, φ) ∈ Hom(T1, T2) is a type-1 Nielsen of Gg,p if φ is a
type-1 Nielsen automorphism. Similarly, for type-2 Nielsen automorphisms. We
say that (T1, T2, φ) ∈ Hom(T1, T2) is a Nielsen if it is either a type-1 Nielsen or
a type-2 Nielsen.
We illustrate the following remarks with examples in F4 = 〈a, b, c, d | 〉.
5.7 Remark. Let (T1, T2, φ) be a Nielsen of Gg,p.
(i) If (T1, T2, φ) is a type-1 Nielsen, then the associated sequence of T2 is
obtained from the associated sequence of T1 by applying the permutation
φ to every element of the sequence.
In F4, let T1 = {ad bc, [ ab], [ cd]}. Notice the associated sequence of T1
is (a, b, c, d, b, a, d, c). If φ : = (a 7→ b, b 7→ c, c 7→ a, d 7→ d), then the
associated sequence of T2 is (b, c, a, d, c, b, d, a).
(ii) Suppose (T1, T2, φ) is a type-2 Nielsen. Then φ = (ai 7→ bai) for some
i ∈ [1↑2n], b ∈ X ∨X such that ai 6= b, b. Since in the Whitehead graph of
T there are exactly 2n− 1 edges, there exists w ∈ T1 or [u] ∈ T1 such that
applying φ to w or [u] produces a cancellation. If the cancellation appears
from he subword ai−1ai, then b = ai−1. If the cancellation appears from the
subword aiai+1, then b = ai+1. Hence, either φ = (ai 7→ ai−1ai) for some
i ∈ [2↑2n], ai 6= ai−1; or φ = (ai 7→ aiai+1) for some i ∈ [1↑(2n− 1)], ai 6=
ai+1. In the former case the associated sequence of T2 is obtained from
the associated sequence of T1 by moving ai from immediately after ai−1 to
immediately before ai−1. In the later case the associated sequence of T2 is
obtained from the associated sequence of T1 by moving ai from immediately
before ai+1 to immediately after ai+1.
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In F4, let T1 = {abcd abcd}. Notice the associated sequence of T1 is
(a, b, c, d, a, b, c, d). If φ : = (b 7→ ab), then the associated sequence
of T2 is (a, c, d, b, a, b, c, d). In fact (abcd abcd)
(b7→ab) = ab acdbcd. If
φ := (a 7→ ab), then the associated sequence of T2 is (b, c, d, a, b, a, c, d).
In fact (abcd abcd)(a 7→ab) = babcd a cd.
5.8 Remark. It is easy to see {Πi∈[1↑g][xi, yi]Πj∈[1↑p]tj , [ t1], [ t2], . . . , [ tp]} is a
(g, p)-surface word set of Σg,1,p. Its associated sequence is
(x1, y1, x1, y1, x2, y2, x2, y2, . . . , xg, yg, xg, yg, t1, t1, t2, t2, . . . , tp, tp).
We say that {Πi∈[1↑g][xi, yi]Πj∈[1↑p]tj , [ t1], [ t2], . . . , [ tp]} is the standard (g, p)-
surface word set of Σg,1,p.
5.9 Remark. AMg,1,p = Hom(T, T ), where T is the standard (g, p)-surface
word set of Σg,1,p.
5.10 Theorem (McCool [15],[9]). Gg,p is generated by Nielsen elements.
6 Ends of free group
Let n := 2g + p and Fn is the free group on X , where |X| = n.
6.1 Notation. Let a[1↑k] be the normal form for w ∈ Fn; in particular, w =
Πa[1↑k]. The set of elements of Fn whose normal forms have a[1↑k] as an initial
segment is denoted (w⋆); and, the set of elements of Fn whose normal forms
have a[1↑k] as a terminal segment is denoted (⋆w). The elements of (w⋆) are said
to begin with w, and the elements of (⋆w) are said to end with w.
6.2 Review. An end of Fn is a sequence a[1↑∞[ in X ∨ X such that, for each
i ∈ [1↑∞[ , ai+1 6= ai. We represent a[1↑∞[ as a formal right-infinite reduced
product, a1a2 · · · or Πa[1↑∞[.
We denote the set of ends of Fn by ∂Fn.
For each w ∈ Fn, we define the shadow of w in ∂Fn to be
(w◭) := {a[1↑∞[ ∈ ∂Fn | Πa[1↑|w| ] = w}.
Thus, for example, (1◭) = ∂Fn.
6.3 Definition. Let T be a surface word set. We now give ∂Fn an ordering,
<T , with respect to T as follows. Let a[1↑2n] be the associated sequence of T .
Recall a[1↑2n] is a listing of the elements of X ∨X . For each w ∈ Fn, we assign
an ordering, <T , to a partition of (w◭) into 2n or 2n− 1 subsets, depending as
w = 1 or w 6= 1, as follows. We set
(a1◭) <T (a2◭) <T (a3◭) <T · · · <T (a2n−1◭) <T (a2n◭).
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If i ∈ [1↑n] and w ∈ (⋆ai), then we set
(wai+1◭) <T (wai+2◭) <T (wai+3◭) <T · · ·
· · · <T (wa2n−1◭) <T (wa2n◭) <T (wa1◭) <T (wa2◭) <T (wa3◭) <T · · ·
· · · <T (wai−2◭) <T (wai−1◭).
Hence, for each w ∈ Fn, we have an ordering <T of a partition of (w◭) into 2n
or 2n− 1 subsets.
If b[1↑∞[ and c[1↑∞[ are two different ends, then there exists i ∈ N such that
b[1↑i] = c[1↑i] and bi+1 6= ci+1. Let w = Πb[1↑i] = Πc[1↑i] in Fn. Then b[1↑∞[ and
c[1↑∞[ lie in (w◭), but lie in different elements of the partition of (w◭) into 2n
or 2n−1 subsets. We then order b[1↑∞[ and c[1↑∞[ using the order of the elements
of the partition of (w◭) that they belong to. This completes the definition of
the ordering <T of ∂Fn.
Let w be the non-cyclic element of T . We remark that in (∂Fn, <T ) the
smallest element is w∞ and the largest element is w∞.
For example, in F4 = 〈a, b, c, d | 〉 we take T = {ad bc, [ab], [cd]}. The asso-
ciated sequence of T is (a, b, c, d, b, a, d, c). In (∂F4, <T ), the smallest element is
(ad bc)∞, and, the largest element is (cbda)∞.
6.4 Notation. We denote by < the order on ∂Σg,1,p with respect to the standard
(g, p)-surface word set of Σg,1,p.
6.5 Review. Let Sˆ be the universal cover of Sg,1,p. Suppose Sg,1,p has negative
Euler characteristic, that is, 2g + p ≥ 2. Then Sˆ can be identified with the
hyperbolic plane. Let ∂Sˆ be the boundary of Sˆ. It is well-known that ∂Sˆ can
be identified with R ∨ {∞}. Let ∗ be the point in ∂Sˆ corresponding to ∞ by
this identification. The identification between ∂Sˆ and R ∨ {∞} restricts to an
identification between ∂Sˆ − {∗} and R. By work of Nielsen-Thurston [5], [16],
there is an action of Mg,1,p on ∂Sˆ with a fixed point, which we can suppose to
be ∗ ∈ ∂Sˆ. Hence, an action of Mg,1,p on R. By [16], this action preserves the
usual order of R. Remark 5.9 and Proposition 6.6 give the analog statement for
AMg,1,p and ∂Σg,1,p.
Let φ ∈ Aut(Fn). It is proved in [5] that (Πa[1↑∞[)
φ = limk→∞(Πa[1↑k])
φ
defines a map ∂Fn → ∂Fn, which we still denote by φ.
6.6 Proposition. Let T1, T2 be surface word sets of Fn and (T1, T2, φ) ∈
Hom(T1, T2). Then φ : (∂Fn,≤T1)→ (∂Fn,≤T2) respects the orderings.
Proof. By Theorem 5.10, we can restrict ourselves to the case where (T1, T2, φ)
is a Nielsen.
By Remark 5.7(i), the result is clear if (T1, T2, φ) is a type-1 Nielsen. Hence,
we suppose (T1, T2, φ) is a type-2 Nielsen.
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Let a[1↑2n] be the associated sequence of T1. Then either φ = (ai 7→ ai−1ai)
for some i ∈ [2↑2n], ai 6= ai−1, or, φ = (ai 7→ aiai+1) for some i ∈ [1↑(2n − 1)],
ai 6= ai+1.
Suppose φ = (ai 7→ ai−1ai) for some i ∈ [2↑2n], ai 6= ai−1.
The following correspondence by the action of (ai 7→ ai−1ai) is clear.
(ai 7→ ai−1ai)
(⋆ aiai−1) −→ (⋆ ai),
[(⋆ ai−1)− (⋆ aiai−1)] −→ (⋆ ai−1),
(⋆ ai) −→ (⋆ ai),
(⋆ ak) −→ (⋆ ak), ak 6= a
±1
i−1, a
±1
i ,
(⋆ ai−1) −→ (⋆ ai−1),
(⋆ ai) −→ (⋆ aiai−1).
The following correspondence by the action of (ai 7→ ai−1ai) is clear.
(ai 7→ ai−1ai)
(ai−1 ◭) −→ (ai−1 ◭)− (ai−1ai ◭),
(ai ◭) −→ (ai−1ai ◭),
(ak ◭) −→ (ak ◭), ak 6= a
±1
i−1, a
±1
i ,
(ai−1ai ◭) −→ (ai ◭),
[(ai−1 ◭)− (ai−1ai ◭)] −→ (ai−1 ◭),
(ai ◭) −→ (ai ◭).
From the first row of the first table and the second table we deduce the
following table.
(ai 7→ ai−1ai)
(⋆ aiai−1)(ai−1 ◭) −→ (⋆ ai)[(ai−1 ◭)− (ai−1ai ◭)],
(⋆ aiai−1)(ai ◭) −→ (⋆ ai)(ai−1ai ◭),
(⋆ aiai−1)(ak ◭) −→ (⋆ ai)(ak ◭), ak 6= a
±1
i−1, a
±1
i ,
(⋆ aiai−1)(ai ◭) −→ (⋆ ai)(ai ◭).
Notice the cases (⋆aiai−1)(ai−1ai ◭) and (⋆aiai−1)[(ai−1 ◭)− (ai−1ai ◭)] do
not have to be considered since they are not in reduced form.
Let e, f ∈ ∂Fn such that e = (waiai−1)e
′, f = (waiai−1)f
′ and the first letter
of e′ is different from the first letter of f′. Let j ∈ [1↑2n] such that aj = ai−1. By
the third table, e(ai 7→ai−1ai) = (uai)e
′′, f(ai 7→ai−1ai) = (uai)f
′′ in reduced form. Let
b[1↑2n] be the associated sequence of T2. Recall b[1↑2n] is obtained from a[1↑2n] by
moving ai from immediately after ai−1 to immediately before aj = ai−1. There
are two cases according to j < i− 1 or i− 1 < j.
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If j < i− 1, then
b[1↑(j−1)] = a[1↑(j−1)],
bj = ai,
b[(j+1)↑i] = a[j↑(i−1)],
b[(i+1)↑2n] = a[(i+1)↑2n].
The partition with respect to a[1↑2n] of (aj ◭) = (ai−1 ◭) is (aj+1 ◭),
(aj+2 ◭), . . . , (ai−1 ◭),(ai ◭), (ai+1 ◭), . . . , (a2n ◭), (a1 ◭), (a2 ◭), . . . , (aj−1 ◭).
The partition with respect to b[1↑2n] of (ai ◭) is (aj ◭), (aj+1 ◭), . . . , (ai−1 ◭),
(ai+1 ◭), (ai+2 ◭), . . . , (a2n ◭), (a1 ◭), (a2 ◭), . . . , (aj−1 ◭). By the third table,
(ai 7→ ai−1ai)
(waiai−1)(aj+1 ◭) −→ (uai)(aj+1 ◭),
(waiai−1)(aj+2 ◭) −→ (uai)(aj+2 ◭),
...
(waiai−1)(ai−2 ◭) −→ (uai)(ai−2 ◭),
(waiai−1)(ai−1 ◭) −→ (uai)[(ai−1 ◭)− (ai−1ai ◭)],
(waiai−1)(ai ◭) −→ (uai)(ai−1ai ◭),
(waiai−1)(ai+1 ◭) −→ (uai)(ai+1 ◭),
...
(waiai−1)(a2n ◭) −→ (uai)(a2n ◭),
(waiai−1)(a1 ◭) −→ (uai)(a1 ◭),
(waiai−1)(a2 ◭) −→ (uai)(a2 ◭),
...
(waiai−1)(aj−1 ◭) −→ (uai)(aj−1 ◭).
Since aj = ai−1, the first column is ordered with respect to T1. On the other
hand, aj = ai−1 implies that the partition of (uai)(ai−1 ◭) with respect to T2
ends with (uai)(ai−1ai ◭). Then, the second column of this table is ordered with
respect to T2. Hence, if (waiai−1)e
′ <T1 (waiai−1)f
′ then (uai)e
′′ <T2 (uai)f
′′.
If i− 1 < j, then
b[1↑(i−1)] = a[1↑(i−1)]
b[i↑(j−2)] = a[(i+1)↑(j−1)]
bj−1 = ai
b[j↑2n] = a[j↑2n]
The partition with respect to a[1↑2n] of (aj ◭) = (ai−1 ◭) is (aj+1 ◭),
(aj+2 ◭), . . . , (a2n ◭),(a1 ◭), (a2 ◭), . . . , (ai−1 ◭), (ai ◭), (ai+1 ◭), . . . , (aj−1 ◭).
The partition with respect to b[1↑2n] of (ai ◭) is (aj ◭), (aj+1 ◭), . . . , (a2n ◭),
(a1 ◭), (a2 ◭), . . . , (ai−1 ◭), (ai+1 ◭), (ai+2 ◭), . . . , (aj−1 ◭). By the third table,
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(ai 7→ ai−1ai)
(waiai−1)(aj+1 ◭) −→ (uai)(aj+1 ◭),
(waiai−1)(aj+2 ◭) −→ (uai)(aj+2 ◭),
...
(waiai−1)(a2n ◭) −→ (uai)(a2n ◭),
(waiai−1)(a1 ◭) −→ (uai)(a1 ◭),
(waiai−1)(a2 ◭) −→ (uai)(a2 ◭),
...
(waiai−1)(ai−2 ◭) −→ (uai)(ai−2 ◭),
(waiai−1)(ai−1 ◭) −→ (uai)[(ai−1 ◭)− (ai−1ai ◭)],
(waiai−1)(ai ◭) −→ (uai)(ai−1ai ◭),
(waiai−1)(ai+1 ◭) −→ (uai)(ai+1 ◭),
...
(waiai−1)(aj−1 ◭) −→ (uai)(aj−1 ◭).
Since aj = ai−1, the first column is ordered with respect to T1. On the other
hand, aj = ai−1 implies that the partition of (uai)(ai−1 ◭) with respect to T2
ends with (uai)(ai−1ai ◭). Then, the second column of this table is ordered with
respect to T2. Hence, if (waiai−1)e
′ <T1 (waiai−1)f
′ then (uai)e
′′ <T2 (uai)f
′′.
For every row of the first table, there is a case which needs to be considered.
Similarly, in all these cases, it can be shown that if e <T1 f, then e
(ai 7→ai−1ai) <T2
f(ai 7→ai−1ai).
The case φ = (ai 7→ aiai+1) for some i ∈ [1↑(2n−1)], ai 6= ai+1, is similar.
7 t-squarefreeness
Recall 2g + p = n and Σg,1,p is the free group on x[1↑g] ∨ y[1↑g] ∨ t[1↑p].
The following definition extends Definition 4.1 to Σg,1,p ∪ ∂Σg,1,p.
7.1 Definition. An element of Σg,1,p ∪ ∂Σg,1,p is said to be t-squarefree if, in its
reduced expression, no two consecutive terms in t[1↑p] ∨ t[1↑p] are equal.
7.2 Notation. In the standard surface word set, we denote
z1 = Πi∈[1↑g][xi, yi]Πt[1↑p] and z1 = Πt[p↓1]Πi∈[g↓1][yi, xi].
From the last comment of Definition 6.3, the smallest element of (∂Σg,1,p, <)
is z∞1 and the largest element of (∂Σg,1,p, <) is z
∞
1 . We denote by min(∂Σg,1,p) =
z∞1 and max(∂Σg,1,p) = z
∞
1 these facts.
Given two ends e, f ∈ ∂Σg,1,p, we write
[e↑f] := {g ∈ ∂Σg,1,p | e ≤ g ≤ f}.
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7.3 Lemma. Let k0 ∈ [1↑p], w ∈ Σg,1,p − (⋆tk0) − (⋆tk0) and i0 ∈ [1↑g]. Then,
in (∂Σg,1,p,≤), the following hold:
(i). wtk0w(z
∞
1 ) ≤ wtk0((Πt[k0↑p]Πi∈[1↑g][xi, yi]Πt[1↑(k0−1)])
∞) = min(wtk0tk0 ◭);
(ii). max(wtk0tk0 ◭) < min(wtk0tk0 ◭);
(iii). max(wtk0tk0 ◭) = wtk0((Πt[k0↓1]Πi∈[g↓1][yi, xi]Πt[p↓(k0+1)])
∞) ≤ wtk0w(z
∞
1 );
(iv). (wtk0tk0 ◭) ∪ (wtk0tk0 ◭) ⊆ [wtk0w(z
∞
1 )↑wtk0w(z
∞
1 )];
(v). If 2g + p ≥ 3, then one of the following holds:
(a) tp(z
∞
1 ) > wtk0w(z
∞
1 );
(b) tp(z
∞
1 ) < wtk0w(z
∞
1 );
and, hence, tp(z
∞
1 ) /∈ [wtk0w(z
∞
1 )↑wtk0w(z
∞
1 )];
(vi). If a ∈ {xi0 , xi0 , yi0, yi0}, then one of the following holds:
(a). a(z∞1 ) > wtk0w(z
∞
1 );
(b). a(z∞1 ) < wtk0w(z
∞
1 );
and, hence, a(z∞1 ) /∈ [wtk0w(z
∞
1 )↑wtk0w(z
∞
1 )].
Proof. Recall < is the ordering with respect to sequence the
(x1, y1, x1, y1, x2, y2, x2, y2, · · · , xg, yg, xg, yg, t1, t1, t2, t2, · · · , tp, tp).
(i). It is straightforward to see that
wtk0((Πt[k0↑p]Πi∈[1↑g][xi, yi]Πt[1↑(k0−1)])
∞) = min(wtk0tk0 ◭).
Let a ∈ X ∨X be such that w((Πi∈[1↑g][xi, yi]Πt[1↑p])
∞) ∈ (a ◭). Note a 6= tk0.
If a 6= tk0 , then (wtk0a ◭) < (wtk0tk0 ◭), and we have
wtk0w(z
∞
1 ) = wtk0w((Πi∈[1↑g][xi, yi]Πt[1↑p])
∞) < min(wtk0tk0).
If a = tk0, then w is completely canceled in w((Πi∈[1↑g][xi, yi]Πt[1↑p])
∞), and,
moreover,
wtk0w(z
∞
1 ) = wtk0w((Πi∈[1↑g][xi, yi]Πt[1↑p])
∞)
= wtk0((Πt[k0↑p]Πi∈[1↑g][xi, yi]Πt[1↑k0−1])
∞)
= min(wtk0tk0 ◭).
(ii). It is clear.
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(iii). It is straightforward to see that
wtk0((Πt[k0↓1]Πi∈[g↓1][yi, xi]Πt[p↓(k0−1)])
∞) = max(wtk0tk0 ◭).
Let a ∈ X ∨X be such that w((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞) ∈ (a ◭). Note a 6= tk0.
If a 6= tk0, then (wtk0tk0 ◭) < (wtk0a ◭), and we have
max(wtk0tk0 ◭) < wtk0w((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞) = wtk0w(z
∞
1 ).
If a = tk0 , then w is completely canceled in w((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞), and,
moreover,
wtk0w(z
∞
1 ) = wtk0w((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞)
= wtk0((Πt[k0↓1]Πi∈[g↓1][yi, xi]Πt[p↓(k0+1)])
∞)
= max(wtk0tk0 ◭).
(iv). Follows from (i)-(iii).
(v). By (i)-(iii),
wtk0w((Πi∈[1↑g][xi, yi]Πt[1↑p])
∞) < wtk0w((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞).
Case 1. w = 1. Since (tpx1 ◭) ∪ (tpt1 ◭) > (tk0tp ◭), we see
tp(z
∞
1 ) = tp((Πi∈[1↑g][xi, yi]Πt[1↑p])
∞) > tk0((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞) = tk0(z
∞
1 ).
Thus, (a) holds.
Case 2. w /∈ (tp⋆) ∪ {1}. Since (tp ◭) > (wtk0 ◭), we see
tp(z
∞
1 ) = tp((Πi∈[1↑g][xi, yi]Πt[1↑p])
∞)
> wtk0w((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞) = wtk0w(z
∞
1 ).
Thus, (a) holds.
Case 3. w ∈ (tptp⋆). Since (tpx1 ◭) ∪ (tpt1 ◭) > (wtk0 ◭), we see
tp(z
∞
1 ) = tp((Πi∈[1↑g][xi, yi]Πt[1↑p])
∞)
> wtk0w((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞) = wtk0w(z
∞
1 ).
Thus, (a) holds.
Case 4. w ∈ (tp⋆)− (tptp⋆).
Here,
wtk0w(z
∞
1 ) = wtk0w((Π[1↑g][xi, yi]Πt[1↑p])
∞) ∈ (wtk0 ◭) ⊂ (tp ◭)− (tptp ◭).
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Hence,
tp((Πi∈[1↑g][xi, yi]Πt[1↑p])
∞) = min((tp ◭)− (tptp ◭))
≤ wtk0w((Πi∈[1↑g][xi, yi]Πt[1↑p])
∞).
To prove (b) holds, it remains to show that
tp((Πi∈[1↑g][xi, yi]Πt[1↑p])
∞) 6= wtk0w((Πi∈[1↑g][xi, yi]Πt[1↑p])
∞),
that is, (Πi∈[1↑g][xi, yi]Πt[1↑p])
∞ 6= tpwtk0w((Πi∈[1↑g][xi, yi]Πt[1↑p])
∞), that is,
tpwtk0w /∈ 〈Πi∈[1↑g][xi, yi]Πt[1↑p]〉. We can write w = tpu where u /∈ (tp⋆). Then
tpwtk0w = utk0utp, in normal form. Thus it suffices to show
utk0utp /∈ 〈Πi∈[1↑g][xi, yi]Πt[1↑p]〉.
If u = 1, then utk0utp /∈ 〈Πi∈[1↑g][xi, yi]Πt[1↑p]〉, since 2g + p ≥ 3.
If u 6= 1, then utk0utp /∈ 〈Πi∈[1↑g][xi, yi]Πt[1↑p]〉, since utk0utp does not lie in
the submonoid of Σg,1,p generated by Πi∈[1↑g][xi, yi]Πt[1↑p], nor in the submonoid
generated by Πt[p↓1]Πi∈[g↓1][yi, xi].
In all four cases (v) holds.
(vi). Let a ∈ {xi0 , xi0, yi0, yi0}.
Case 1. w = 1. Since (a ◭) < (tk0 ◭), we see
a(z∞1 ) = a((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞) < tk0((Πi∈[1↑g][xi, yi]Πt[1↑p])
∞) = tk0(z
∞
1 ).
Thus, (b) holds.
Case 2. w /∈ (a⋆) ∪ {1}.
If (a ◭) > (w ◭), then (a ◭) > (w ◭) ⊃ (wtk0 ◭) and
a(z∞1 ) = a((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞)
> wtk0w((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞) = wtk0w(z
∞
1 ).
Thus, (a) holds.
If (a ◭) < (w ◭), then (a ◭) < (w ◭) ⊃ (wtk0 ◭) and
a(z∞1 ) = a((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞)
< wtk0w((Πi∈[1↑g][xi, yi]Πt[1↑p])
∞) = wtk0w(z
∞
1 ).
Thus, (b) holds.
Case 3. w ∈ (atp⋆).
Since a((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞) = max(atp ◭), we see
a(z∞1 ) = a((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞)
≥ wtk0w((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞) = wtk0w(z
∞
1 ).
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To prove (a) holds, it remains to show that
a((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞) 6= wtk0w((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞),
that is, ((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞) 6= awtk0w((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞), that is
awtk0w /∈ 〈Πt[p↓1]Πi∈[g↓1][yi, xi]n〉. We can write w = atpu where u /∈ (tp⋆). Then
awtk0w = tputk0utpa, in normal form. Thus it suffices to show that
tputk0utpa /∈ 〈Πt[p↓1]Πi∈[g↓1][yi, xi]〉,
which is clear since tputk0utpa does not lie in the submonoid of Σg,1,p generated
by Πt[p↓1]Πi∈[g↓1][yi, xi], nor in the submonoid generated by Πi∈[1↑g][xi, yi]Πt[1↑p].
Case 4. w ∈ (a⋆)− (atp⋆), |w| ≥ 2.
If (atp ◭) > (w ◭), then (atp ◭) > (w ◭) ⊃ (wtk0 ◭) and
a(z∞1 ) = a((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞)
> wtk0w((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞) = wtk0w(z
∞
1 ).
Thus, (a) holds.
If (atp ◭) < (w ◭), then (atp ◭) < (w ◭) ⊃ (wtk0 ◭) and
a(z∞1 ) = a((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞)
< wtk0w((Πi∈[1↑g][xi, yi]Πt[1↑p])
∞) = wtk0w(z
∞
1 ).
Thus, (b) holds.
Case 5. w = a.
Since a(z∞1 ) = max(atp ◭), (atp ◭) ⊃ (atpygxg ◭) and (atpygxg ◭) >
(atk0atp ◭), we see
a(z∞1 ) = a((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞)
> wtk0w((Πt[p↓1]Πi∈[g↓1][yi, xi])
∞) = wtk0w(z
∞
1 ).
Thus, (a) holds.
In all five cases (vi) holds.
7.4 Theorem. If 2g + p ≥ 3 then, for each φ ∈ AMg,1,p,
(i). t
φ
p (z
∞
1 ) is a t-squarefree end,
(ii). for every i0 ∈ [1↑g] and every a ∈ {xi0 , xi0, yi0 , yi0}, a
φ(z∞1 ) is a t-
squarefree end.
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Proof. (i). Recall z1 = Πi∈[1↑g][xi, yi]Πt[1↑p] and z1 = Πt[p↓1]Πi∈[g↓1][yi, xi]. Let us
∪[t][1↑p] denote
⋃
k∈[1↑p][tk]. By Lemma 7.3(v), tp(z
∞
1 ) does not lie in
⋃
u∈∪[t][1↑p]
[(u(z∞1 ))↑(u(z
∞
1 ))](=
p⋃
k=1
⋃
w∈Σg,1,p−(⋆tk)−(⋆tk)
[(wtkw(z
∞
1 ))↑(wtkw(z
∞
1 ))]).
Notice that φ permutes the elements of each of the following sets:
∪[t][1↑p]; {z
∞
1 }; {z
∞
1 }; and
⋃
u∈[t][1↑p]
[u(z∞1 )↑u(z
∞
1 )].
Hence, (tp(z
∞
1 ))
φ does not lie in
⋃
u∈[t][1↑p]
[u(z∞1 )↑u(z
∞
1 )]. By Lemma 7.3(iv),
⋃
u∈[t][1↑p]
[u(z∞1 )↑u(z
∞
1 )] ⊇
p⋃
k=1
⋃
w∈Σg,1,p−(⋆tk)−(⋆tk)
((wtktk ◭) ∪ (wtktk ◭)).
Hence, (tp(z
∞
1 ))
φ does not lie in the right-hand side set either, and, hence,
(tp(z
∞
1 ))
φ is a t-squarefree end. Since (tp(z
∞
1 ))
φ = t
φ
p(z
∞
1 ), the desired result
holds.
(ii). The same proof as (i) using Lemma 7.3(vi) instead of Lemma 7.3(v).
Proof. (of Theorem 4.2) Recall (2.0.1). AM0,1,2 = 〈σ1〉, and
t
AM0,1,2
2 = {t
σ2m1
2 , t
σ2m+11
2 | m ∈ Z} = {t
(t1t2)m
2 , t
(t1t2)m
1 | m ∈ Z}
Thus, every element of t
AM0,1,2
2 is t-squarefree.
Suppose, now, 2g + p ≥ 3. Let i0 ∈ [1↑g] and a ∈ {xi0 , yi0}. By The-
orem 7.4(ii), aφ(z∞1 ) = a
φ((Πt[p↓1]Π[x, y][g↓1])
∞) is a t-squarefree end. Hence,
either aφ is t-squarefree or aφ = utktkv in normal form, and tkv is canceled in
aφ(z∞1 ) = utktkv(z
∞
1 ); moreover utk, tkv are t-squarefree. By Theorem 7.4(ii),
aφ(z∞1 ) = a
φ((Πt[p↓1]Π[x, y][g↓1])
∞)
is a t-squarefree end. Hence, aφ 6= vtktku.
Since φ permutes
⋃
k∈[1↑p][tk], we can write t
φ
p = t
wp
ppi , where π is a permutation
of [1↑p] and wp ∈ Σg,1,p − (tppi⋆)− (tppi⋆). It is not difficult to see that
t
φ
p(z
∞
1 ) = wptppiwp((Πi∈[1↑g][xi, yi]Πt[1↑p])
∞) ∈ (wp ◭).
By Theorem 7.4(i), t
φ
p(z
∞
1 ) is a t-squarefree end. Hence, wp is t-squarefree.
Since wp is t-squarefree, t
φ
p = wptpwp is also t-squarefree. Hence, t
φ
p is t-
squarefree.
Suppose, now, 2g + p ≥ 2. Let k ∈ [1↑p]. Since tk is in the AMg,1,p-orbit of
tp, t
φ
k is t-squarefree for all φ ∈ AMg,1,p.
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