Abstract. We investigate local spacing problems along curves via smooth maps. Moreover we provide explicit formulas for the nearest neighbor spacing distribution function of torsion points on elliptic curves over R, and of rational points on the unit circle.
Introduction and statement of results
The statistics of local spacings measure the fine structure of sequences of real numbers in a more subtle way than the classical uniform distribution. Their study was initiated by physicists (see for example [7] and [24] ), in order to understand the spectra of high energies. This notion has received a great deal of attention in areas such as mathematical physics, analysis, probability and number theory (see [1] - [6] , [8] - [10] , [12] - [20] ). For most cases considered so far, the problem can be interpreted in terms of the distribution of a given sequence of points which lie on a straight line. There are, however, many important sequences of points which lie on a curve rather than a straight line. Interesting examples arising naturally, which will be considered below, are torsion points on elliptic curves over R and rational points on the unit circle. In [25] the last author raised the problem of spacing distribution along curves, and showed under certain conditions how spacing distribution functions along a curve can be obtained from local data. In this paper, motivated by the two examples mentioned above, we first study how the spacing distribution function deforms via smooth maps between curves. In particular this explains how the spacing distribution function of a sequence of points on a curve can be obtained from a known distribution on a segment via a parametrization. Next, we provide explicit formulas for the nearest neighbor spacing distribution function of torsion points on elliptic curves over R and of rational points on the unit circle.
Let I = [a, b] be an interval with length l(I) = b − a and C ⊂ R k a curve with parametrization f : I −→ C, where f is continuous, piecewise continuously differentiable, and f does not vanish in I. Suppose F = (F Q ) Q∈N is a sequence of sets on I, F Q = {t 
Each set M Q cuts the curve C in finitely many arcs. For any positive real number λ we consider the proportion G C,M Q (λ) of such arcs whose length is at least λ times the average. The nearest neighbor spacing distribution function
for any λ ≥ 0. For more notation and terminology the reader is referred to the beginning of Section 2 below. Theorem 1. Let C, I, f, M , F be as above. Suppose that F is uniformly distributed on I and for any subinterval J of I, the functions G J,F Q converge pointwise as Q → ∞ to a continuous function H F which is independent of J. Then the nearest neighbor spacing distribution function G C,M of M on C exists and is continuous. More specifically, for any λ ≥ 0,
A more general theorem will be proved in Section 2. In order to apply Theorem 1 in practice, if a curve and a particular sequence of sets of points on it are given, one needs to find a convenient parametrization of the curve in such a way that the corresponding sequence of points has a known local spacing distribution function on the interval, or the distribution function can be found by known methods.
One such example is provided by torsion points on an elliptic curve over R. Elliptic curves have been studied for a long time. For a presentation of various aspects of the theory see [21] . Let E be an elliptic curve defined over R, given by the equation
where g 2 , g 3 ∈ R and g The set E(R) of real points of E has a natural group structure which makes E(R) an abelian group. Recall that there is a complex analytic isomorphism of complex Lie groups (see [21] )
where Λ is a lattice in C associated to E(C), and ℘(z) is the Weierstrass ℘-function associated to Λ. Here E(R) may have one or two connected components. The unbounded one E U (R) is isomorphic under exp to S 1 R/Z as real Lie groups. Identifying R/Z with [0, 1), this gives us in turn a C ∞ map φ : [0, 1) −→ E U (R) such that φ(0) = O is the point at infinity and for any t ∈ [0, 1), any integer n,
Theorem 2. Let E be the elliptic curve defined over R. For any Q ≥ 1, let M Q be the set of torsion points of order less than or equal to Q on E U (R) and M = (M Q ) Q∈N . Then for any finite connected subarc C of E U (R), the nearest neighbor spacing distribution function of M on C exists and is given by
for any λ > 0, where
1 − a + a log a :
Corollary 1. For any elliptic curve E over R and any point P ∈ E U (R), P = O, the limit G E,P (λ) = lim
exists and is given by
This corollary says that the nearest neighbor distribution function of torsion points around any point P on any elliptic curve E defined over R, is independent of the point P . Moreover, the fact that G E,P (λ) = 1 on the entire interval [0, It is closer to, from this point of view, for instance, the distribution of zeros of the Riemann Zeta function, where one also has a well known repulsion phenomenon, than to the distribution of a randomly chosen sequence of points, where such repulsion phenomenon is not present.
These comments also apply to our second example, concerning rational points on the unit circle. Pythagorean triangles and their connection to rational points on the unit circle are of course well understood. Our aim here is to see how these points are distributed along the circle. The unit circle
1+t 2 , under which the rational points of S 1 (omitting (−1, 0)) are exactly those of the form (see [11] )
Write any non-zero rational number t = a/q in reduced form, i.e., a, q ∈ Z, q > 0 and gcd(a, q) = 1. We take the corresponding rational point P = (
q 2 +a 2 ) on the unit circle and denote H(P ) = q 2 + a 2 . This is closely related to the height of P , which equals to H(P )/2 when a, q are both odd and H(P ) otherwise (see [21] ). Consider the sequence M = (M Q ) Q∈N defined by
The union of the sets M Q consists of all the rational points on S 1 −{(−1, 0)}. The nearest neighbor spacing distribution function of M on S 1 is explicitly determined in the next theorem.
Theorem 3. For any arc C of the unit circle S 1 − {(±1, 0)}, the nearest neighbor spacing distribution function of M exists, is continuous and is independent of the arc C. Specifically,
One sees from Corollary 1 and Theorem 3 that torsion points on an elliptic curve are locally distributed like the rational points on the unit circle.
The situation changes dramatically if one considers rational points on the elliptic curve. By the Mordell-Weil theorem the group of rational points on an elliptic curve defined over Q is finitely generated. Combining this with classical results on the fractional parts of linear forms (see [22] [23]), it follows that rational points on an elliptic curve do not have a limiting nearest neighbor spacing distribution function.
Proof of theorem 1
We will derive Theorem 1 from a more general result. For the sake of completeness we first recall some notation and terminology from [25] .
Let C be a piecewise smooth, compact curve in R k . For any arc J on C we denote by l(J ) the length of J . Given a finite sequence U of points on C, U = {u n ∈ C : 1 ≤ n ≤ N }, and any arc J on C, let µ C,U (J ) denote the proportion of points from U which belong to J ,
We say that M is uniformly distributed along C provided that
and call ρ C,M (J ) the density of M on J . If ρ C,M (J ) is defined for any arc J on C, then we say that M has a density along C. Our definition of local spacing distribution differs slightly from that of [25] , but they are the same once the limit Q → ∞ is taken. Let C be a connected, piecewise smooth, compact curve in R k and let U = {u n ∈ C : 1 ≤ n ≤ N } be a finite sequence of consecutive points u 1 , u 2 , . . . , u N on C. Let J be a connected arc of C. Denote U (J ) = {1 ≤ j ≤ N : u j ∈ J }. Let h ≥ 1 be an integer. For any real numbers λ 1 , . . . , λ h ≥ 0, let λ = (λ 1 , . . . , λ h ) and define
Let now M = (M Q ) Q∈N be a sequence of finite sequences M Q = {P Q,n ∈ C : 1 ≤ n ≤ N Q } of consecutive points on the curve C, such that N Q → ∞ as Q → ∞. We say that M has an h-spacing distribution function G J ,M on a subarc J ⊂ C provided that the sequence of functions (G J ,M Q ) Q∈N is pointwise convergent to G J ,M . We need one more definition: 
Suppose further that both φ, ψ are continuous, piecewise continuously differentiable and the functions
do not vanish in I. Let F = (F Q ) Q∈N be a sequence of sets where
We have the following result: 
where the limit is taken over partitions π :
is the i-th arc of C, ρ is the density function and l(J i ) is the length of the arc J i .
Proof of Theorem 4. Let λ = (λ 1 , . . . , λ h ), λ i ≥ 0. We need to study the behavior of the quantity
For this purpose, we make a partition of I,
and denote
Moreover, for i = 0, 1, . . . , L − 1 denote
It is easy to see that 
By the inequalities above and the definition, we have
Taking (4) into account we have
By our assumptions,
Since the h-spacing distribution function G J i ,M Q (λ) exists and is continuous, we have
and
for any partition π of I. Our next goal is to prove that lim Q→∞ G D,N Q (λ) exists by manipulating the lower bound L π (λ) and upper bound U π (λ) for different partitions π. Since the h-spacing distribution function G C,M of M is uniformly continuous along C, for any > 0, there is a δ > 0, such that when x = (x 1 , . . . , x h ), y = (y 1 , . . . , y h ), x i , y i ≥ 0 and ||x − y|| R h < δ, then
U π (λ), the limit exists and N has an h-spacing distribution function on D.
In order to prove that this function is continuous, observe that
The first two terms on the right side tend to 0 as δ(π) → 0, and
By similar argument we see that
and Theorem 4 is proved. Under the assumption that the sequence is uniformly distributed, i.e., the density function ρ identically equals to 1, we have a stronger result. 
Proof of Corollary 2. For any subinterval
We use same notations as in the proof of Theorem 1. It is easy to see that, since ρ C,M ≡ 1, we still have the inequality
for any partition π of I , where
,
Following the same argument as in Theorem 1, we see that
exists, is continuous and G D,N (λ) can be written explicitly as in (6) .
To prove that this function is uniformly continuous along D, first note that the h-spacing distribution function G C,M of M is uniformly continuous along C, for any > 0, there is a δ > 0, such that when x = (x 1 , . . . , x h ), y = (y 1 , . . . , y h ), x i , y i ≥ 0 and ||x − y|| R h < δ, then
for any subinterval I ⊂ I and any partition π of I . Also,
Here the first two terms on the right side tend to 0 as δ(π) → 0, we have
Therefore the h-spacing distribution function G D,N (λ) is uniformly continuous along D and Corollary 2 is proved.
Proof of Theorem 1.
For the nearest neighbor spacing distribution function we have h = 1. Since F is uniformly distributed on I and obvious by the assumption, the nearest neighbor spacing distribution function G of F is uniformly continuous along I, by Corollary 2, the function G C,M of M on C is also uniformly continuous along C and can be written explicitly as
for any λ ≥ 0. This completes the proof of Theorem 1.
torsion points on elliptic curves
We will compute for any h ≥ 1 the h-spacing distribution function associated to the set of torsion points on the given elliptic curve E defined over R. For any Q ∈ N, denote by F Q (I) the set of Farey fractions of order Q from I, that is
and order increasingly its elements γ
The number N Q (I) of elements of F Q (I) satisfies (see [1] )
The sequence
is exactly the set of torsion points on C with order less than or equal to Q. Let
According to [1] , G C,M Q converges as Q → ∞ to a continuous function, hence by Theorem 1, the h-spacing distribution function
exists and is continuous. To make things more precise, let T be the Farey triangle
and consider, for each (x, y) ∈ R 2 , the sequence (L i (x, y)) i≥0 defined by L 0 (x, y) = x, L 1 (x, y) = y and then recursively, for i ≥ 2,
Consider as well the map Φ h : T −→ (0, ∞) h given by , y) , . . . , 1 L h−1 (x, y)L h (x, y) .
To each λ = (λ i , . . . , λ h ), λ i ≥ 0, we associate a set B λ = h i=1 (λ i , +∞) ⊂ (0, ∞) h , and define the following subset of T :
Theorem 1 of [1] states that the h-spacing distribution function of F Q (I) on I is given by G I,F (λ) = 2 · Area( Ω B λ ). For any a = (a 1 , . . . , a h ), a i ≥ 0, denote As for the case h = 1, it is known (see [1] ) that 1 − a + a log a : Clearly, for any point P ∈ E U (R), P = O, the local density around P is where
