Quadtrees, transforms and image coding by Martin, Ralph Robert & Anguh, M. M.
This is an Open Access document downloaded from ORCA, Cardiff University's institutional
repository: http://orca.cf.ac.uk/63662/
This is the author’s version of a work that was submitted to / accepted for publication.
Citation for final published version:
Martin, Ralph Robert and Anguh, M. M. 1991. Quadtrees, transforms and image coding. Computer
Graphics Forum 10 , pp. 91-96. file 
Publishers page: 
Please note: 
Changes made as a result of publishing processes such as copy-editing, formatting and page
numbers may not be reflected in this version. For the definitive version of this publication, please
refer to the published source. You are advised to consult the publisher’s version if you wish to cite
this paper.
This version is being made available in accordance with publisher policies. See 
http://orca.cf.ac.uk/policies.html for usage policies. Copyright and moral rights for publications
made available in ORCA are retained by the copyright holders.
Quadtrees, Transforms and Image Coding
R. R. Martin & M. M. Anguh
Department of Computing Mathematics,
University of Wales College of Cardiﬀ
Revised 23 April 1991
Abstract
Transforms and quadtrees are both methods of representing information in an
image in terms of the presence of information at diﬀering length scales. This paper
presents a mathematical relationship between these two approaches to describing
images in the particular case when Walsh transforms are used. Furthermore, both
methods have been used for the compression of images for transmission. This pa-
per notes that under certain circumstances, quadtree compression produces identical
results to Walsh transform coding, but requires less computational eﬀort to do so.
Remarks are also made about the diﬀerences between these approaches.
1 Introduction
Images represented as an array of pixels typically take up large amounts of storage, and
hence large times to transmit over computer communication links. Thus, various meth-
ods have been investigated for the compression of such images. Whilst general purpose
compression schemes such as Huﬀmann coding have been used, other methods take note
of the fact that an image is a two-dimensional array containing structured information
rather than random values. The idea of area coherence is thus used to lead to compres-
sion techniques speciﬁcally for image data. Two particular approaches are those based on
transforms, and on the quadtree. However, both of these techniques basically represent
the information in the image in terms of its components at diﬀerent length (or area) scales.
It is thus natural to seek if there is some connection between these representations.
The ﬁrst result of this paper is to show a mathematical relationship that exists between
the components of the Walsh transform of an image, and the values stored in nodes of a
particular method of representing image data as a quadtree.
Secondly, the Walsh transform is a typical transform, and gives similar results to other
transform methods when used for lossy image compression (when some loss of information
is acceptable in producing the compressed image). Using our ﬁrst result, we show that if
Walsh transform coding is performed in a certain way, its usage leads to identical results
to the given quadtree method, in that the reconstructed image in each case is the same.
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However, the quadtree method for compression is faster than Walsh (and other) transform
based methods, and hence, in principle, quadtree methods should be used in preference to
transform methods when appropriate circumstances arise.
1.1 Walsh Transforms
Perhaps the most well known transform is the Fourier transform, the discrete version of
which is deﬁned in one dimension by the sum
F (u) =
1
N
N−1∑
x=0
f(x)e−2piiux/N , (1)
where u takes values 0, 1, . . . , N − 1. Each transform value F (u) is a weighted sum of the
original f(x) values. (Here and throughout the paper we will assume N to be a power of
2, such that N = 2n.)
The discrete Walsh transform can also be thought of as computing similar weighted
sums, where we now have
W (u) =
1
N
N−1∑
x=0
f(x)
n−1∏
i=0
(−1)bi(x)bn−1−i(u), (2)
and bk(r) is the kth bit in the binary representation of r, b0 being the least signiﬁcant bit.
Despite the complicated appearance of the above formulation, the weighting factors in the
case of the Walsh transform are considerably simpler than those in the Fourier transform,
just being either +1 or −1. These weighting factors for N = 4 are shown in Table 1. The
set of weighting factors will in future be referred to as the kernel of the transform.
u \ x 0 1 2 3
0 +1 +1 +1 +1
1 +1 +1 -1 -1
2 +1 -1 +1 -1
3 +1 -1 -1 +1
Table 1: The Walsh weighting functions for N = 4
Exactly the same weighting factors can be used to compute the inverse Walsh transform,
apart from a factor of 1/N , so
f(x) =
N−1∑
x=0
W (u)
n−1∏
i=0
(−1)bi(x)bn−1−i(u). (3)
The Walsh Transform of a two-dimensional array of data can be deﬁned in an analogous
manner as
W (u, v) =
1
N
N−1∑
x=0
N−1∑
y=0
f(x, y)
n−1∏
i=0
(−1)bi(x)bn−1−i(u)
n−1∏
j=0
(−1)bj(y)bn−1−j(v). (4)
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There is now a factor of 1/N in the inverse transform as well as the forward transform.
1.2 Quadtrees and Binary Trees
We will begin by considering two-dimensional data, and its representation by quadtrees.
We will then look at binary trees as the one-dimensional analogue of quadtrees. A thorough
account of quadtrees and their applications can be found in the pair of books by Samet
[12, 13].
Consider an image of size N × N pixels, N = 2n. A quadtree can be recursively
computed by Algorithm 1.
Algorithm 1
1 Create a node, called the root node, which represents the whole image.
2 Set the region of interest to be the whole image. Set the current node to be the root
node.
3.1 If the region of interest is a single colour, set the current node to contain that colour.
3.2.1 Otherwise, split the region of interest into four sub-regions by dividing it in half
vertically and horizontally.
3.2.2 Represent each of these new regions by a child node of the current node.
3.2.3 Set each of these sub-regions to be the region of interest in turn, and their node to be
the current node, returning to Step 3.1 each time.
Note that the recursion stops when single pixels are reached if not before, as these are
guaranteed to be a single colour. Note also that in practice, the quadtree would be gen-
erated bottom up, not top down as the algorithm suggests. It can be seen that all the
nodes of the quadtree are either terminal nodes, which store a single colour representing
some square part of the image of size 2j × 2j pixels for some j, 0 ≤ j ≤ n, or they are
non-terminal nodes, which have four children representing each of their quadrants.
We will also be interested in a variation of the basic quadtree above, where each of
the non-terminal nodes also stores data. In particular, at each non-terminal node let us
store the average value of the colours stored at each of its children. This will be discussed
further later.
The one-dimensional analogue of the quadtree is a particular type of binary tree. Given
an array of data, each node is either a non-terminal node with two children representing
the left and right halves of a given segment of the array, or a terminal node indicating that
all of the values in the given segment are equal. From now on, any reference to a binary
tree will mean this type of tree. Again, we can also give the non-terminal nodes average
values as above.
3
2 Image Coding for Transmission
Both quadtrees and various transforms have been used for image compression. We will
ﬁrstly review the methods used in each case, and then using the results of the previous sec-
tion, we will show that under certain circumstances, both approaches can lead to identical
results. However, both approaches are not equally eﬃcient in producing these results.
In both cases of image coding, the basic idea is that we have some computer network or
other communication link of limited bandwidth, and that we wish to reduce the amount of
information to be transmitted in order to reduce transmission times and/or transmission
costs. Image compression techniques can be classiﬁed into two categories — those (lossless)
from which the image can be perfectly reconstructed, and those (lossy) which discard
some information. In the latter case the objective is to produce an image which after
reconstruction appears as close as possible to the original as far as the human eye is
concerned. We may be prepared to accept a small amount of degradation in the image
if the savings are great enough. In what follows, we shall generally consider lossy image
compression techniques.
2.1 Transform Coding of Images
A good introduction to the use of transforms for image encoding may be found in Gonzalez
& Wintz [5], while a fuller treatment may be found in the book devoted to the subject by
Clarke [2]. A summary of the main idea is presented below.
Given a two-dimensional image of size N ×N , it is ﬁrst subdivided into a set of smaller
subimages, each of size M × M , where for the purposes of this paper M will also be
assumed to be a power of 2. Each of these subimages is then encoded and transmitted
independently of the other subimages. The purpose of dividing into subimages is to best
allow for large variations between diﬀerent regions of the image.
Let us start by considering a one-dimensional image. Let us divide it into pairs of
pixels, and for each pair, compute the Walsh transform independently for each pair. Thus,
if our original image is xi, xi+1 for i = 0, 2, . . . , N − 2, after performing the transform we
have ui, ui+1 for i = 0, 2, . . . , N − 2, where
ui =
xi + xi+1
2
, ui+1 =
xi − xi+1
2
, i = 0, 2, . . . , N − 2. (5)
In this case, if we assume the xi are varying slowly across the image in general, the ui
for even i are just the average of the corresponding pair xi, xi+1, and will thus be about
the same size as either xi or xi+1. On the other hand, the ui+1 values are the diﬀerences
between the pixel values in a pair, and on the assumption that the pixel values are changing
fairly slowly, we would expect normally the ui+1 values to be rather smaller than xi or xi+1.
Thus, for each pair, we transmit the ui values for even i with as many bits as we would
use for the xi values, while we transmit the ui+1 values for even i with a reduced number of
bits, thus compressing the data. For many pairs, we will still be able to reconstruct xi and
xi+1 exactly, and only in the neighbourhood of edges, for example, where there is a large
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diﬀerence between xi and xi+1 will there be an error. This error will not be cumulative,
however, and will only aﬀect a given pair.
Indeed, we can even transmit the ui+1 values for even i with zero bits, in other words,
not transmit them at all. In this case, on reconstruction, each pair of pixels xi and xi+1 will
just be recreated as equal values, each equal to the previous average of the pair. Whilst
this will be a degradation of the image, it will nevertheless be a recognisable and usable
one in most cases.
Returning to the general case, we now compute an M ×M Walsh Transform for each
subimage. Generalising the above observations, we expect the lowest frequency Walsh
components to be largest, and the higher frequency ones to be smaller. Thus, again, the
higher frequency components are transmitted with a reduced number of bits, or are simply
not transmitted at all.
In practice, the Walsh Transform does not have to be used, but any other similar
transform such as the Fourier or Hotelling Transform can also be used. It is found that the
relative advantages of using one type of transform over another are quite small. To give
an idea of the ﬁdelity of transform encoding, Gonzalez & Wintz [5] give an example of an
image broken into 16×16 pixel subimages, where the 128 higher frequency components are
simply discarded, and on reconstruction, each of the types of transform mentioned above
give mean square errors in the reconstructed pixel values of between 1
3
% and 1
2
%.
2.2 Quadtree Coding of Images
Various authors have proposed the use of quadtrees [7, 9, 14] or bintrees [6, 8] for trans-
mission of images, particularly in the context of improving user interaction over low-speed
transmission links. Here, the image is stored in quadtree form, except that at a non-
terminal node of the quadtree we store the average value of its children. A quadtree for
an N × N image, N = 2n, will in general have nodes at n + 1 levels. Thus, assuming
there are some terminal nodes at this lowest level, the quadtree down to this lowest level
represents the image at full resolution. However, if we omit the nodes at the lowest level,
and make their parents into new terminal nodes, we now have a new image with resolution
N/2 × N/2, where the new “pixels” at the lower resolution are the average of the four
corresponding neighbouring pixels at higher resolution. Obviously, this process can be
repeated to produce further images with resolution N/4×N/4, N/8×N/8 and so on by
discarding successive levels of the quadtree upwards.1
The way in which this technique is usually used is to transmit the tree in breadth-ﬁrst
order: ﬁrst the root node is transmitted, then all of its children, then all of their children,
and so on. In this way, the user sees an image in which the whole screen is always an
approximation to the desired image, but with increasingly higher resolution, until ﬁnally
the lowest level nodes have arrived and the image is presented at full resolution. The
important thing to note is that this can be very useful for rapid interaction. The user may
be able to decide after just a few levels of the quadtree have been transmitted that he does
1Other rules such as maximum, median, and so on may also be used instead of averaging in constructing
the parent’s value from the child values in generalised versions of this process.
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not want to see any more of this image, but perhaps move on to the next one. A relatively
small amount of transmitted information is required in such cases compared to the total
image size. The disadvantage is that if the image is ﬁnally desired at full resolution,
the transmission of all the intermediate nodes in the tree as well as the terminal nodes
will roughly increase the transmission time by a factor of 11
3
. This can be reduced by
intelligently reusing information already gained from each previous level, and indeed [6, 8]
mainly concern themselves with this issue. However, for many applications most images,
and perhaps all, will not need to be viewed at full resolution, giving an overall saving.
Alternatively, after seeing the image at low resolution, the user may interactively decide
that he only needs a certain part of the image at higher resolution [7].
Note that for some other applications, quadtrees may be used for image compression in
a rather diﬀerent way. Here, no values are calculated or transmitted for the non-terminal
nodes of the tree, but only values for the terminal nodes, plus suﬃcient information to
determine where the nodes are in the tree [1, 3, 4, 7, 11, 15]. Here, it is hoped that
the coherence of the image (i.e. large areas of a single colour) will mean that not all
of the terminal nodes are at the lowest possible level of the tree, and that the reduced
number of node values to be transmitted (compared to the number of pixels) will more
than compensate for the added information which indicates the positions in the tree. This
method as described is a lossless compression method, and the image can be perfectly
reconstructed. (Depending on the source of the image, neighbours having almost equal
rather than exactly equal values may be much more likely. In this case, it is possible
when constructing the initial quadtree to combine neighbours if their values are equal to
within some tolerance, rather than require them to be absolutely equal. The method then
becomes a lossy one.)
Finally, we can also use a combination of the two previous approaches (for example,
see [10]). We can discard terminal nodes at the lowest level (or several lowest levels),
again making their parents into terminal nodes with values equal to the average of their
children. However, averages are not calculated for the interior nodes of the quadtree, this
time. We now have a quadtree corresponding to an image of reduced resolution, and a
correspondingly lower amount of data to be transmitted. In this case, the averaging process
has discarded information, and it is not possible to perfectly reconstruct the original image.
It is this method that we will wish to compare directly with the transform approach.
3 Relation Between Transforms and Trees
3.1 Theory
Let us consider a one dimensional array of, say four, data values, a, b, c and d from left to
right. Let us also consider the Walsh transform and the binary tree which represent that
data. To start oﬀ, let us assume that the binary tree is a complete tree, i.e. all terminal
nodes are at the lowest possible level. Let us denote the root node in the tree as Tree(0, 1),
the nodes at the next level as Tree(1, 1) and Tree(1, 2) going from left to right, and the
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a b c
(a+b) / 2
d
(c+d) / 2
(a+b+c+d)/4Tree(0,1)
Tree(1,1) Tree(1,2)
Tree(2,1) Tree(2,2) Tree(2,3) Tree(2,4)
nodes at the lowest level as Tree(2, 1), Tree(2, 2), Tree(2, 3) and Tree(2, 4), as shown in
Figure 1.
Figure 1: Binary Tree Representation
Using the information in Table 1, we can see that
W (0) =
a+ b+ c+ d
4
= Tree(0, 1), (6)
W (1) =
a+ b− c− d
4
=
1
2
(Tree(1, 1)− Tree(1, 2)) , (7)
W (2) =
a− b+ c− d
4
=
1
4
(Tree(2, 1)− Tree(2, 2) + Tree(2, 3)− Tree(2, 4)) , (8)
W (3) =
a− b− c+ d
4
=
1
4
(Tree(2, 1)− Tree(2, 2)− Tree(2, 3) + Tree(2, 4)) . (9)
Note that W (0) only depends on the information at the root level of the tree, whilst
W (1) only depends on information at level 1, and ﬁnally W (2) and W (3) both depend on
information at level 2.
This observation can be generalised to an array of N = 2n values:
Theorem 1 Given an array of data represented by a complete binary tree Tree(i, k), its
Walsh transform coefficients W (2i−1) to W (2i − 1) depend only on the values Tree(i, 1),
Tree(i, 2), . . . , T ree(i, 2i), all at level i of the tree, for i = 1, . . . , n.
To see this, consider Equation 2. The sign of the kernel can be −1 if and only if both
bn−1−i(u) = 1 and bi(x) = 1 for some i. Let the binary representation of u have α leading
zeros when expressed as an n-bit binary number. Then bn−1−i(u) = bi(v) where v is the
binary number obtained by writing the bits of u in reverse order. Thus, the lowest 1 bit
is in position α in v. As we increase x, bi(x)bi(v) can only change sign whenever the αth
or higher order bits of x change. Thus, for a value of u with α leading zeros, the runs of
7
+1 or −1 values in the kernel must be 2α long, and they also start when the αth bit of x
changes. This corresponds exactly, however, to how the information is grouped within the
binary tree.
Let us now suppose that the binary tree is no longer a complete tree. Let us suppose
that in computing W (k) we need the value of Tree(l,m) for some l and m, but that
node Tree(l,m) does not exist. If this is the case, it is because node Tree(l,m) has the
same value as its parent, Tree(l−1, ⌊m/2⌋), and the parent node has not been subdivided2.
Thus, we can just use the value Tree(l−1, ⌊m/2⌋) in our computation instead. (In practice
the parent node may not exist either, whereupon this process can be repeated, as often as
necessary).
Theorem 2 Given an array of data represented by any binary tree Tree(i, k), Walsh trans-
form coefficients W (2i−1) to W (2i−1) only depend upon the tree at levels i and above, and
do not depend on lower levels of the tree.
Finally, let us take the same argument one step further. Again consider the array with
four data values, its binary tree and its Walsh transform. If we look at successive pairs
of values in the kernel corresponding to W (2) and W (3), we see that they have opposite
signs, i.e. ([+1][−1])([+1][−1]) for W (2), and ([+1][−1])([−1][+1]) for W (3). Now, let us
suppose that the binary tree representation of this data has no nodes at the lowest level.
This means that a = b and c = d, and hence W (2) = 0 = W (3). Going back to W (1), in
its kernel, if we now take the data values two at a time, again, a (the only) successive pair
has opposite signs, i.e. ([+1 + 1][−1− 1]). If we now suppose that the binary tree has no
nodes either at the lowest level, or the next level up (in this case, just at the root node),
then a = b = c = d, and so the above property of the kernel means that W (1) = 0 as well.
Again, this argument can be generalised for N = 2n values.
Theorem 3 Given an array of N = 2n data values represented by a binary tree Tree(i, k),
if levels j to n inclusive of the binary tree are all empty, then W (u) = 0 for u ≥ 2j−1.
The justiﬁcation for this follows a similar line of reasoning as above. The last N/2 values
of u have a most signiﬁcant bit of 1, and when u is bit-reversed to give v, this becomes the
least signiﬁcant bit of v. Thus, as successive pairs of values of x have one value with the
least signiﬁcant bit as 0, and the other as 1, while the other bits are the same, the kernel
must take on both possible signs within a pair. Now take the previous N/4 values of u.
Their most signiﬁcant bit is 0, but their next most signiﬁcant bit is 1. The same reversal
argument now leads us to deduce that adjacent pairs of kernel values have the same sign,
but two consecutive pairs starting with an even pair have opposite signs. This argument
can be extended to appropriately sized blocks for all values of u by considering the number
of leading zeros in u.
In fact, the same argument also shows that the following stronger form of Theorem 2
equivalent to Theorem 1 exists:
2The notation ⌊x⌋ means the largest integer less than or equal to x.
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Theorem 4 Given an array of data represented by a binary tree Tree(i, k), the Walsh
transform coefficients W (2i−1) to W (2i − 1) only depend upon the data in the tree at level
i.
Any data at a higher level in the tree can not aﬀect these coeﬃcients as the alternating
signs in the kernel will ensure its eﬀect cancels out.
As an aside, it should be noted that the above arguments do not directly give an
eﬃcient method of computing the Walsh transform of data held in the form of a tree. Such
procedures are currently the subject of further research.
Let us now consider the extension of the above ideas to two dimensions. Standard
results in transform theory show that a two-dimensional Walsh transform for an N × N
array can be computed by ﬁrst taking the one-dimensional Walsh transform of each row of
the input data to produce a new array, and then taking a one-dimensional Walsh transform
of each column of that array to produce the desired two-dimensional Walsh transform. Now,
if we consider the two-dimensional data stored in the form of a quadtree, it is quite clear
that if the quadtree has no nodes below a given level, the corresponding binary tree for a
row of data will have the same depth, and so each of the row transforms will have zeros
for the corresponding higher components. When we come to process the data column-
wise, the row transforms have not mixed any of the data between one row and the next,
and so we can also deduce that there may be zeros resulting in the higher components of
each column transform depending on the depth of the quadtree. Finally, taking the two
directions together, we can deduce the following:
Theorem 5 Given an array of N ×N , N = 2n data points represented in quadtree form
with averages at non-terminal nodes, if levels j to n inclusive of the quadtree tree are all
empty, then W (u, v) = 0 whenever u ≥ 2j−1 or v ≥ 2j−1.
Thus, for example, if the lowest level of the quadtree is missing, only the lowest 1/4 Walsh
transform components will be present.
3.2 Application to Image Coding
In their original paper on quadtree methods for image transmission, Sloan & Tanimoto [14]
noted that both the quadtree and transform methods have the “preﬁx property”, which
is that “truncating the series at any point gives an approximation to the original image”.
However, using the results above, we can now go further, and state that under certain
conditions these two approaches produce exactly the same results.
Theorem 6 If an array of N × N , N = 2n data points is represented in quadtree form,
there will in general be nodes at levels 0 to n. Let us produce a lossy compressed version
of the data by removing all nodes at levels j to n, in each case making parent nodes of
removed children take on the average value of their removed children. Let us also represent
the data by its Walsh transform, and discard all values of W (u, v) whenever u ≥ 2j−1 or
v ≥ 2j−1. On taking the inverse Walsh transform the result represents the same data as
the compressed quadtree.
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Thus, in this special case, transform and quadtree image compression techniques do exactly
the same thing, in that the restored image regenerated from these truncated representations
will be identical.
The above relation between trees and transforms also helps us to justify how the trans-
form coding method works. If we consider the quadtree representation of the data, we
normally expect there to be relatively few terminal nodes at the lowest possible level.
Keeping the explanation to one-dimension for simplicity, every pair of “missing” nodes at
the lowest level will represent a contribution of 0 when the sum for W (u) is computed for
u = N/2 to u = N − 1; similar results are true for missing nodes at higher levels. It is
readily apparent that many missing nodes at the lowest level will cause W (u) for u = N/2
to u = N −1 to be relatively smaller in size, as asserted previously. In fact, even if pairs of
nodes are present, we may expect them often to contain almost equal values, whereupon
the adjacent +1 and −1 values in the kernel will lead to only a small contribution being
made to the appropriate W (u) values.
3.3 Efficiency
As pointed out by Knowlton [8], tree and transform encoding methods do not have the
same eﬃciency. A binary tree representation of N data values has at most 2N − 1 nodes,
and can be constructed in O(N) time. On the other hand, whilst the Walsh transform has
N values, a naive computation of the Walsh transform takes O(N2) time, and even using
the Fast Walsh Transform algorithm (a variant on the Fast Fourier Transform, see [5] for
an implementation) takes O(N logN) time.
In two dimensions, for an N × N array of data, a complete quadtree has ⌊4N2/3⌋
nodes, and can be constructed in O(N2) time, whilst a two-dimensional Walsh transform
can be computed from 2N one-dimensional Walsh transforms as mentioned previously,
taking time O(N2 logN).
In practice, as we have observed, the whole input image is not normally subjected to
a single Walsh transform when transform coding methods are used, but rather is divided
into subimages of size M ×M , which are then transformed independently. Thus, the total
amount of work performed is O(N2 logM). Typically, M might be 16, and can be con-
sidered to be a small constant independent of N . Thus, in fact, with this modiﬁcation
to the basic idea, both coding methods are now O(N2). However, the added complexity
involved in computing the transforms and the constant factor of log2 M result in imple-
mentations of the transform method taking several times as long. Similar remarks also
apply to reconstructing the image from its compressed form.
4 Conclusions
Quadtrees and Walsh transforms have both been used for image compression purposes.
This paper shows that under certain modes of use, they both produce exactly the same
result in terms of the image regenerated on decompression. Although in principle both
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methods have O(N2) running time for compression and decompression of an N ×N image
(assuming transform coding ﬁrst splits the image up into ﬁxed size blocks), the quadtree
method is inherently much simpler and more straightforward in terms of the computations
involved, and it thus runs several times faster.
Nevertheless, it should perhaps be remarked that both methods still have their own
peculiar advantages. The transform methods do oﬀer some additional ﬂexibility. Rather
than just throwing away a rigid number of coeﬃcients which make the method the same
as the quadtree method, we are at liberty to discard any number of high frequency com-
ponents, or to transmit these components with a lower number of bits. Doing this means
that some of the high frequency information in the image is kept; it is distributed across
the whole image.
On the other hand, with quadtrees, rather than averaging all the nodes below a given
level of the quadtree, we can retain those in certain areas of the image to give extra detail
in a particular region of interest. In this case, we are again keeping some high frequency
information, but this time it is concentrated in particular areas we choose. This is obviously
useful when interactively viewing pictures.
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