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Probabilistic grammars  acting as information sources are considered and 
concepts from information theory defined by other authors are partly redefined. 
A specific probabil ity ass ignment for maximiz ing the rate of a language source 
is found. Further,  the problem of coding a language source is treated. 
1. INTRODUCTION 
Probabilistic grammars acting as generators (information sources) have 
been investigated by several authors (Grenander, 1967; Hutchins, 1972; 
Booth and Thompson, 1973; Soule, 1974; and others). 
In Section 2, we discuss how information sources may be described by 
formal grammars, and we consider the problem of finite derivation length. 
Several different definitions of the information rate are introduced in 
Section 3, one being a correction to Soule's definition. We prove that these 
definitions are equivalent and that the rate is upper bounded by the capacity, 
as defined by Kuich (1970). 
In Section 4, we consider a specific probability assignment on the produc- 
tions and show that this assignment maximizes th  rate and that the maximum 
is equal to the capacity of the language. 
Finally, efficient coding procedures for context free languages are 
considered. We describe a method by which a sentence of length l is always 
encoded using approximately lC  + binary symbols, where C + is the capacity 
of the source. 
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2. BASIC CONCEPTS 
We shall adopt the notation of Kuich (1970) and Soule (1974) with a few 
extensions and clarifications. In particular, if L is a context free language 
generated by an unambiguous, reduced grammar G with start symbol s and 
probability assignment p, we write L(G, s, p). 
I f  A is the first moment matrix of L(G, s, p) and R(A) its spectral radius, the 
mean derivation length and mean sentence length, MSL(G, s, p), are finite iff 
p < 1 (Hutchins, 1972; Booth and Thompson, 1973). 
The case p = 1 was not discussed in detail by Booth and Thompson, but 
Grenander (1967, cited by Soule, 1974) and Hutchins state that in this case 
the probability of finite derivation, PFD(G, s, p), is equal to one. This state- 
ment is not always true as shown by Theorem 2.1 below. We need a definition 
from the theory of branching processes (Harris, 1963). 
DEFINITION 2.1. A final class of nonterminals in a probabilistic grammar 
is a class in which every nonterminal with probability 1 produces exactly one 
nonterminal in the class (and possibly other nonterminals). 
THEOREra 2.1. I f  p < 1, PFD = 1. I f  p = 1 and (G, s, p) has no final 
classes, PFD =- 1. I f  p = 1 and there is at least one final class in (G, s, p) then 
PFD < 1 . I fp  > 1, PFD < 1. 
Proof. Using the approach of Booth and Thompson (1973) the problem 
of finite derivation is converted into the extinction problem for a branching 
process with a number of types equal to the number of nonterminals in G 
(Harris, 1963, Chap. 2). Theorem II.10.1 of Harris now shows that PFD = 1 
iff p ~ 1 and there are no final classes. I f  a final class exists, the submatrix of 
A having only rows and columns corresponding to this final class is a stochastic 
matrix. Thus p(A) ~ 1 if a final class exists and the proof is complete. | 
Note. Since we assume G to be reduced, a final class will occur only if 
some productions have been assigned probability zero. 
When probabilistic grammars are used as models of information sources, 
it is desirable that the strings generated by the source are potentially infinite. 
Since most grammars generate arbitrarily long sentences, it is possible to 
model a source using the original probabilistic grammar. However, it is often 
more convenient o consider the closure of the language, L+, and we shall 
assume that L+ is also unambiguous (Soule, 1974). 
The closure can be formed by the addition of a new start symbol, S +, and 
two productions: S+ -+ SS  +, S + --, S (Kuich, 1970). I f  this modified gram- 
270 JUSTESEN AND LARSEN 
mar G + is regarded as a probabilistic grammar, we should assign probabilities 
to the extra productions. I f  P(S  + --~ S) ~-- 3 > O, we obtain on the average 
only 1/3 sentences from L. If, on the other hand P(S  + --~ S) --~ O, {S +} is a 
final class. 
Therefore, we prefer to define L + as a finite sequence of sentences from L 
but do not associate a probability with starting a new sentence or terminating 
the string at the end of a sentence. This procedure was followed by Kuich 
(1970, Sects. 6 and 7) and Soule (1974). 
3. THE INFORMATION RATE OF PROBABILISTIC GRAMMARS 
We shall extend the classical treatment of finite state Markov sources 
(Shannon, 1948; Gallager, 1968) to include sources that generate sentences 
from context free grammars. Such sources would clearly be appropriate 
models of situations where computer programs are transmitted or stored, and 
there are other interesting applications. As shown by Kuich (1970) in 
Sections 6 and 7 these sources are modeled by Markov chains with an infinite 
number of states. There is no single obvious way of defining the concept of 
information rate for such sources. The main difficulty is the variation in 
sentence length which makes it difficult to obtain reasonable sample spaces. 
We shall follow the approaches known from Soule (1974) and an alternative 
definition based on prefixes rather than sentences. Whenever these rates are 
defined for unambiguous L and L +, they have the same value. 
Then the information rates are compared to the capacity defined by 
Kuich (1970). We show that this capacity is an upper bound on the rate, and 
that the capacity is achieved if all strings of a given length have the same 
probability. 
DEFINITION 3.1 (Soule 1974). The sentential entropy of L(G, s,p) is 
Hs(a, s, p) = --~ P(w) log P(w). 
w~L(G,s,~) 
DEFINITION 3.2 (Shannon, 1948, Appendix 4). I f  G is reduced and 
L(G, s, p) does not contain the null string, and if MSL(G, s, p) is finite, we 
define the rate of L+(G, s, p) by 
R+(G, s, p) = Hs(G, s, p) /MSL(G, s, p). 
This definition describes the language as a source that generates symbols from 
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a countably infinite alphabet (of sentences in L). Each symbol a has a length 
]a I  that is a positive integer. It is a well-known problem (Gallager, 1968) 
to assign probabilities to the symbols in such a way that the entropy is 
maximized for a given finite MSL. This maximum is achieved by choosing 
e(,~) = o,x~<, ,~ eL(C ,  , ,p) ,  (3.1) 
where ~ and x are positive numbers atisflTing 
ax ia l  = 1 
c~EL 
and 
L ~ i ~xxl"l = MSL.  
ee l  
Let F(z) be the structure generating function for L (Kuich, 1970): 
F(~) = }; ~(z) ~ .  
Conditions (3.2) and (3.3) can be expressed as 
= 1IF(x) 
MSL - xF'(x) /F(x) .  
Hs(G, s, p) = - -~  ~xl< log a:xrol 
a~L 
= -- log ~ Z =u(l) x z --  log x Z ~u(l) lx* 
t j 
= - - log  ~- -  logx • MSL  
and thus 
R+(G, s, p) = -- log x - -  log o~/MSL 
f (x)  log F(x) 







F+(z) = 1 --F(~)" 
The maximum of R+(G, s, p) is --log r, where r is the minimal positive 
singularity of the structure generating function for L+: 
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Thus, the maximal rate as defined by Definition 3.1 equals the capacity, 
C+(G, s), of L+ (Kuich, 1970). This was shown also by Kuich (Sect. 7) using 
a generalization of the method for maximizing the entropy of a finite state 
Markov source (Shannon, 1948), but his assignment is only valid for an 
r-positive dependency matrix that implies F(r) = 1. As Example 4.1 will 
show, PFD < 1 if the assignment is applied for F(r) < 1. Further the 
infinite Markov source is required to be unifilar. A much more convenient 
requirement is unambiguity of the language. We postpone the question of 
existence of a proper assignment toSection 4. 
The next definition of R + will be based directly on the probability of the 
long strings in L +. We define 
and 
Q+(l) = {a eL+(G, s) It a i = l} 
P~+ = E P(a). 
a~O+lt) 
In general, Q+(l) is not a sample space since 
P~+ < 1. 
It was assumed by Soule (1974) that 
lim sup P~+ = 1. 
This quantity is easily calculated by noting that P~+ is the/th step transition 
probability from the starting state back to this state in the infinite Markov 
chain modeling the source. A theorem for Markov chains (Feller, 1957, p. 361) 
now shows that 
lim sup Pz + = d/MSL 
l~oe 
which is 0 for infinite MSL. The period d of the source is the gcd of the 
possible lengths of strings in L(G, s). 
For notational convenience we use the d finition 
P~(a) = p(a)/p~+, if Pz + > 0 
= 0, if Pz + = 0. 
Note that Lemma 3.3 of Soule (1974) uses P(t) = P~(t) but his definition of 
R(G, s) does not. We are now in a position to give a new definition of the 
information rate. 
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DEF IN IT ION 3 .3 .  
q~(G, s, p) = --l im sup 1 ~ 7 E Pz(~)log Pz(~). 
THEOREM 3.1. q~(G, s, p) = R+(G, s, p) whenever MSL(G, s, p) is finite. 
The proof uses the lemma below and follows Soule (1974) avoiding the error 
P~(a) = P(a). 
Let fow be the number of occurrences of the sentence w in the string (r. 
Then we have 
LEMMA 3.1. 
lim sup(l/l) ~ P~(a)L ~ = P(w)/MSL. 
l-)co a~O+(t ) 
Proof (due to C. Thommesen, University of Aalborg). In the sequel we 
shall need several generating functions: 
v(z) = 
v~(z)  - -  
u (~)  = 
• PzzZ; P~ = P((~ eL  ^ [ cr J = l) 
/= i  
v(~)  - e (w)  ~1~ 
O9 
Z P~ +z~ + 1 
/=1 
Gi(w, z) ~ E gi~ z~; g~:~ = E iP(e) 
l= l  ae O+(~) :fcrw=i 
o(w, z) = ~ g#; g, = Z P(~)fo~. 
I=1 a~O+(t) 
The generating function 
j= l  
describes the sequence bj = ~2o~c, P(cr), where Cj = {a e Q+(j) ]f~w = i A 
consists of n + i sentences from L}. Now 
~0 n=O 
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and it is easily seen that 
i=0  i=0  n=O 
i) (p(~) .jwj)~vw(~), ~ 
= ~ raP(w) zl~l(P(w) zIVl + Vw(z)).~-i 
= P(w)zlWI ~_. mV(z)m-1 
m=l  
P(w) zlwZ 
(1 - -  V (z ) )  2" 
It  follows from the definition of U(z) that 
u(z) = 1/(1 - v(z), 
and thus 
G(z) = P(w) zI~l V(z)2. 
Let d be the period of the source. Then 
and thus 
1 1 gt if d]l  7 Z P~(a)fow = 7p--" ~ 
aeO+(D 
= 0 if d¢l  
lim sup Z Pt(cOf~w = lira 1_ g._~a 
l.-,~, n--,~ nd P+a',~ aeO+(1) 
I f  MSL  is finite, we recall that 
lim P,,+ = lim sup Pt + = d/MSL 
ll-->co l~c~ 
and consequently using (3.5) 
1 1 g,~a 1 MSL d e P(w) 
lim ~ ~ ~ = 2 - -7 -  P(~) ~ = ~SL"  
(3.5) 
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Proof of Theorem. 
~b = --lim sup(l//) 
aeO+(D 
P~(a)(log P(a) -- log Pa+) 
= --lim sup(l//) ~, Pz(a) log P(a) 
l+m ae O+( D 
since log Pa+/I vanishes as l goes to infinity through the values of l for which 
Q+(l) is nonempty. 
Since 
I-[ P(w)'o  
weL(G,s) 
we have 
~b = - -Z logP(w) limsup(1//) Z Pz(~)f~w 
l-~oo 
w~L(G,s) c;eO+(~) 
and using Lemma 3.1 
q5 = --(1/MSL) ~ P(w) log P(w) 
weL(G,s) 
= Hs(G, s, p)/MSL(G, s,p). | 
Note that for any particular I such that Q+(l) is nonempty 
-y ,  log 
a~O+(l) 
is the entropy of a random variable. Thus, this value is maximized by letting 
all strings have the same probability, which gives 
1 
~(G, s, p) ~< limz+~ sup ~ log l Q+(1)[ = C+( G, s), 
where } Q+(l)l is the number of strings in Q+(1). 
Definition 3.3 may be used to extend the concept of information rate to the 
case of infinite MSL, and we shall let R + denote the rate in both cases. As 
pointed out by Soule (1974), R+ can also be calculated as a limiting value of 
the quantity defined by Definition 3.2 when the probability assignment 
approaches the limiting vector for which MSL becomes infinite. Of course, 
this gives the same value for R +. 
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For infinite MSL  a rate R(G, s, p) can be defined as in Definition 3.3 where 
only sentences of length l of the language L are considered. This rate is always 
less than or equal to the capacity, C(G, s), of L. 
The rate defined in this section can of course be used for ordinary finite 
state !Viarkov sources. 
EXAMPLE 3.1. A unifilar, finite state Markov source (Gallager, 1968) 
with k states all in the same ergodic set may be modeled as an unambiguous 
regular language by splitting a state S into an initial and final node. The 
strings of L+(G, S) are identical to the strings of the original source except 
that we require that they start and end in state S. 
The entropy H is calculated by definition 3.2 (Soule, 1974): 
k 
H : R+(G, s,p) --~ (es(I --  A)-'~)/(es(I - -  A) - l l )  = ~ %~i, (*) 
i=l  
where e+ is a vector with 1 on the place corresponding to S and 0 elsewhere, 
I is the identity matrix, A : (a/j) is the first moment matrix, 1 is a vector 
with all ones, and g : (6{) is the vector of entropies of the nonterminals. The 
vector v : (v{) is defined by (*). 
The transition matrix of the Markov source is II : (p{~.), where 
PiJ = aij j =/= S 
= 1 -- ~ air j = S. 
It is easy to show that vi ,  i ---- 1,..., k, are the stationary distribution for the 
Markov chain so the entropy calculated by (*) is the ordinary entropy of 
finite state Markov sources. 
In the usual definition of the rate of a discrete source (Gallager, 1968) the 
entropy is calculated over the set of all strings of a particular length and with 
arbitrary starting point. As mentioned before the language source is described 
by a Markov chain with an infinite number of states. Let T ~ (ti) denote the 
set of states in this chain. We shall assume initially that the chain is ergodic 
(Feller, 1957). The periodic case is treated easily by standard techniques 
(Feller) and the discussion can be extended to the (nonergodic) case of 
infinite MSL. Proceeding through the states from the starting state and 
back again corresponds to a derivation where only one terminal is generated 
each time a state is left. Now the states fall into two classes. The first type of 
states corresponds to a nonterminal being rewritten and usually wili lead to 
more states. The transition probabilities PiJ for this state are the probabilities 
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assigned to the productions for the nonterminal. The second type corresponds 
to productions that have adjacent terminals and where we have not yet 
reached the next nonterminal. This type of state leads to a single state. 
Let Pi be the stationary probability of the state ti . 
DEFINITION 3.4. 
~+(G, s,p) = - -E  -P¢ E piji°gPiJ " 
t ie r  t j~T 
Thus ~+ is the ordinary information rate of an ergodic Markov chain. 
THEOREM 3.2. ~+(G, s, p) = R+(G, s, p). 
Pro@ By Eq. (2.2.30) of Gallager (1968), 
co 
Hs = - -  ~,, P(w)  log P(w)  = - -  ~, ~, P(tw, , t~+,) log P(t~,+, [ tw), 
w~L wEL /=0  
where t~., indicates the state after the ith step from the starting state, two, 
in the derivation of w and P(t~+ I I t@ = 1 when the derivation of w is 
completed. Since each state can only occur in one derivation and only at one 
point in that derivation, we may drop the subscript w: 
Hs = --• P(ti) E PiJ log PiJ . 
t i tj 
Here P(ti) is the probability of reaching state i in the derivation of a word 
fromL. From the theory of Markov chains (Feller, 1957) it is known that 
P(t,) = P~ MSL, 
and thus, 
Hs = MSL-~+ 
and the proof is complete. | 
By collecting the Pi corresponding to the states where the same nonterminal 
is rewritten we may express ~+ as a finite sum: 
~+ = E P(A~) EP~J logp~j, 
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where P(A~), the probability of being in states where the nonterminal _d i is 
rewritten, is found as 
P(A~) = (es(I -- A)-leA,)/(es(I - -  A)-lw) 
using tile notation of example 3.1, together with w as the vector of w~-'s, the 
expected number of terminals produced by a single rewriting of the non- 
terminal Aj. Note that the P(Ai)'s do not sum to 1 if w~ > 1 for some j. 
This procedure gives the most convenient way of obtaining the exact value of 
N+ even if MSL is infinite since in that case the Pi are all zero, but P(A~) are 
defined and may be determined from an invariant measure on the chain 
(Feller, 1957) or simply as the limit as p approaches the distribution for 
infinite MSL (p(A) approaches 1 from below). 
4. GRAMMARS THAT ACHIEVE CAPACITY 
In this section we explore a certain probability assignment that always 
makes the grammar achieve the capacity of the language. 
Assume that the nonterminal alphabet is Vz¢ ----- {&l 1 ~< i ~ k} and call 
the structure generating function of Ai y~(z) and that of the language 
L(G, A I ,p )  F(z) -= ya(z). 
For productions of the form 
A~ ---> 13 (4.1) 
we will consider the following probability assignment 
k 
1 1-[ yj(r)1~aJ, (4.2) 
P = Yi(r) J=l 
where t(fl) is the number of terminals in the string fl, f~Aj as usual denotes the 
number of occurrences of _//j in 13, and r is the minimal positive singularity 
of F+(z) = F(z)/(1 --  F(z)). 
Note that this assignment corresponds closely to the assignment of 
probabilities for maximizing the rate of a IVIarkov source with known structure 
(Shannon, 1948). Further, it is equivalent to the technique used by Kuich 
(1970) in Section 7 (see Examples 4.1 and 4.2). 
LEMMA 4.1. The assignment (4.2) produces a proper probabilistic grammar 
with PFD(G, A1 , P) ---- 1. 
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Proof. F(r)-~ y l ( r )~1 since otherwise F+(z) would have a positive 
singularity z < r. With Kuich's notation we haveyl(r) = Ml(y~(r),... , yl~(r); r) 
so every yi(r) in M1 must be finite. Continuing this argument we see that yi(r) 
is positive and finite for all i. Summing yi(r)p~ of all productions pj: Ai -+ fij 
having Ai as left-hand side yields the structure generating function yi(z) 
evaluated at z = r so the probabilities pj of productions with A i as left-hand 
side sum to 1. Thus (4.2) produces aproper probabilistic grammar (Definition 
1l of Booth and Thompson, 1973). With this assignment a word of length 1 
in L(G, s, p) has probability rZ/F(r), if G is unambiguous, which shows that 
1 1 
P(a) -- F(r) ~ u(l)r z -- F(r) F(r) = 1 
~EL(G,s) 




With assignment (4.2) 
p(A) < 1, if C(C, s) < C+(G, s) 
p(A) = 1, if c(a,  s) = C+(G, s). 
first moment matrix A can be expressed in terms of 
3gi(yl ,..., Yk; z) when assignment (4.2) is used: 
A = (aij) = I yi(r) ty~(r) mlJl ' 
where 
aMi(yl(z),..., yk(z); z) ] 
mij 
~Y3' J z=r " 
Thus det (A --  hi) = det(M -- hi), so that the eigenvalues of A and M = (mij) 
are identical. Lemma 4.1 and Theorem 2.1 assure that no eigenvalue is 
greater than 1. Lemma 4 of Kuich (1970) shows that l~I has eigenvalue 1 iff 
c(a, ,) = C+(G, s). | 
Now we can prove 
THEOREM 4.1. The probability assignment (4.2) for productions of the form 
(4.1) makes the grammar (G, A1, p) with unambiguous L(G, A1) and L+(G, A1) 
achieve capacity. 
Proof. By Lemma 4.1 the assignment (4.2) is a well-behaved one. 
643/z9/3-7 
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The assignment (4.2) is the same assignment as (3.1) with x = r. Eq. (3.2') 
gives ~ = 1IF(r). Since R+ for infinite MSL  can be calculated as the limiting 
value of Hs(G, s, p ) /MSL(G,  s, p) we have from (3.4) that in case of assignment 
(4.2): 
R+(G, A1,  p) = l im(--log x + logF(x)/MSL) 
= --log r = C+(G, Aa) 
since by Lemma 4.2 either limx~rF(x) = I or lim~+r MSL  = ~.  | 
EXAMPLE 4.1. Consider the language L~ treated by Kuich (1970) in 
Example 3: 
p: S --~ aS ~ 
1 - -p :  S--~b. 
For this language, Soule (1974) states that capacity cannot be achieved. 
However the capacity of G~ + calculated by Kuich is wrong for n > 2. He 
notes that the structure generating function f~(z) must satisfy 
zf .n(z)  @ z - - fn (z )  = 0 
and concludes thatf~(1/2) = 1. However, the maximum off . (z)  on the real 
axis occurs at z = z 0 = (1/n)(n - -  1) (n-1)/n andfn(zo) -~ (n - -  1) -1/~ < 1 for 
n > 2, so that C+(G~, S)  = C(G~, S), the capacity of G~ (and sincef2(z0) --  1, 
this holds for n = 2, too). The capacity can be achieved by assignment (4.2) 
which gives p = 1In as calculated by Soule (1974). 
Assignment (4.2) assigns probability rt/F(r) to a sentence of L with length L 
This only agrees with Kuich's assignment ifF(r) = 1 which is equivalent to 
the statement in his Theorem 8 that it only applies to an r-positive depen- 
dency matrix. I f  we try to apply Kuich's assignment forF(r) < 1 we encounter 
troubles as the following example ofL~, n = 3 will show. 
The only right-eigenvector t  the adjacency matrix is 
a, = ~i(q(e-z -t- 1 + (~ --  1)(--2) i) + c2(i(a - -  1) - -  c 0, 
where the states are labeled with the number i of unreplaced S and ~ = 2-1/a. 
The vector {ai} is required to be positive for all i which shows that q = 0. 
Now the probability assignment by Shannon (1948) and Kuich is 
i (~- -1 )  4 -~- -2  1 i (a - -1 )  4 - . - -2  
Pi i+2 - -  rai+z = ra 2 
a ,  i (~  - -  1 )  - -  ~ 3 i (a  - -  1 )  - -  
ra, i (~- -  l ) - - *  2 i (a - -1 ) - -  
P i+ i i - -  =r~- i  i (~- - l ) - - I  --  3 i (~- - l ) - - I  ai+l 
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which is dependent on the number of unreplaced S in the sentential form. 
However, for this grammar p = ½ by assignment (4.2) gives infinite MDL and 
li+m P i = -~- = P. 
EXAMPLE 4.2. The grammar G 
1 - -p :  S- - -*aSb 
p: S - - *c  
was treated by Kuich in Example 5. For this we have 
c+(G, s )  = - log( ( (5 ) .=  - 1)/2) = - log  
and F(r)  = r/(1 - -  r 2) ~ 1. Assignment (4.2) gives 
1 - -F  2 
p - -  r = 1 - - r  2 = r and 1 - -p  =r  2 
r 
which agree with Poo(C) = r and Po2(a) = r 2 calculated by Kuich. 
The left-eigenvectors to the dependency matrix corresponding to eigenvalue 
1/r can be found as solutions to a set of difference quations. I f a state xi in the 
infinite digraph corresponds to a sentential form with nonterminals Ai l  , 
Aq ,..., AiN and a nonterminal A is about to be rewritten, then 
N 
ai = I7t Y i j  
j=l 
are solutions for all i >~ 2 where a nonterminal is rewritten since the difference 
equation for ai then reduces to the recursion formula for the structure 
generating function for the nonterminal A. For i = 1 where the start symbol 
A 1 is rewritten the difference quation is 
a t = ~ rt(W~)at + Y(r),  
J 
where wj is a string of terminals, the sum is over all productions A~ --+ wj, 
and Y(r)  accounts for productions for A 1 involving nonterminals. Y(r)  can be 
found from the recursion formula for AI: 
= + 
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Thus, it follows that a 1 = ya(r) is a solution to the difference quation if 
and only ifyl(r ) = 1. Since {a~} in this case is the unique eigenvector for the 
dependency matrix, it defines Kuich's probability assignment and it is 
easily seen that this assignment is exactly assignment (4.2). From Example 4.1, 
it is seen that assignment (4.2) and Kuich's assignment thus agrees if and only 
ifyl(r ) = 1. 
5. APPLICATIONS 
Theorem 3.2 demonstrates that the problem of coding a formal language 
defined by a probabilistic grammar can be reduced to the problem of coding 
of a discrete stationary source. Gallager (1968) proves that such a coding for 
a source with rate R is possible and that about nR binary symbols are needed 
to represent a string of length n for n large. This may be accomplished by a 
fixed length code in such a way that slightly more than R symbols are used 
and the probability of encoding failure is small (Theorem 3.5.3 of Gallager). 
Alternatively, a variable length encoding may be used such that all source 
sequences can be encoded using on the average R binary digits per source 
letter (Gallager, Theorem 3.5.2). When the probabilistic grammar is used to 
model certain observed relative frequencies (Booth and Thompson, 1973), 
these are the relevant coding theorems. 
However, our emphasis on the probability assignment hat achieves 
capacity has been motivated by the fact that probabilities often are not known 
or cannot be assigned in a meaningful way. It would be desirable to be able to 
encode any codeword of length n using approximately nC + binary symbols for 
n sufficiently large. The probability assignment derived in Section 4 can serve 
in establishing such a coding procedure. 
Assume that the grammar G(s, p) achieves the capacity C + of L + and 
consider a variable length coding procedure for the corresponding Markov 
source. We encode m letters at a time by calculating all possible sequences of 
length m from a particular state and determining their probabilities. An 
optimum variable length prefix code (Gallager, 1968) is used to encode each 
sequence using approximately --log2p binary symbols to encode a string with 
probability p. When the entire word cr has been encoded, the length of the 
encoded sequence is approximately 
M.  = - -E  l°g2 P(cr,) = - - log 2 l-[ P(a~) = --log~ P(a), 
where a i are the segments of length m of the word a. 
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Now for a grammar achieving capacity we have 
e(~)  =/~l / (F ( r ) )% 
where k~ is the number of words from L in ~. Thus, the approximate number 
of binary symbols used for encoding e is 
Mo ----= --log 2 P(a) = --I a ! log2 r q- k~ log2F(r ) = 't a ] C+ + ko logzF(r). 
I fF(r)  -~ 1 we have 
lvL = I ~I c+. 
If F(r) < 1 the last term is negative and thus some encoded sequences are 
somewhat shorter. Thus, all words in L + of length l may be encoded as strings 
of approximately equal length in spite of the fact that a variable length 
encoding procedure is used for its segments. Here, of course, it is assumed 
that m is small compared to 1 (see Example 5.1). 
EXAMPLE 5.1. Consider a class of rectangular pictures that are subdivided 
into rectangles of two different shapes (q and r) but of arbitrary size. Such a 
picture may be described by a graph where each rectangle is represented by a 
branch (Duijvestinj, 1962). If we assume that the graph is a series-parallel 
network, the pictures may be obtained by successive splitting of rectangles 
by vertical or horizontal lines. 
We may describe the series-parallel network in prefix notation by the 
grammar 
P --~ pSS I pSP '  I q ] r P '  --+ pSS I pSP '  
S --+ sPP 1 sPS' ] q ] r S'  --+ sPP [ sPS', 
where I separates different right-hand sides for the same left-hand side. The 
start symbol is S or P. 
The capacity of the language is 
with 
C+ = log(2 + (2) 1/2) 
yp(r) = y,( , , )  = 1 and yp,(r) = y~,( , )  = (2)i/2 _ 1. 
The capacity is achieved by the assignment [1 --(2)1/2/2, 3(2)1/2/2- 2, 
1 - (2)1/2/2, 1 - (2)1/2/2] for the rewriting of P or S and [(2)1/~/2, 1- (2)1/2/21 
64312o13-8 
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for the rewriting of P '  or S'. I f  the primed nonterminals are always rewritten 
before the unprimed ones, the derivations using m productions (producing m 
terminals) have probability Pl = (1 --  (2)1/2/2)% 
pz = (1 --  (2)1/2/2)~-x(3(2)~/2/2 --  2), 
or Pa = (1 - -  (2)1/2/2)~-1(2)1/2/2 since (3(2)1/2/2 --  2)(2)1/~/2 = (1 --  (2)1/~/2) =. 
Thus, if m terminals are encoded at a time we may use codewords of length 
[--log2pl], [--log~p2], or [--log2pa]. For m = 7 we obtain codewords of 
length 13, 14, or 12 and the words of length 14 and 12 are used equally often. 
Figure 1 shows an example of a picture together with the corresponding 
graph and the string in the language. The string has length 21 and if seven 
terminals are encoded at a time the codeword has approximately 3 • 13 = 39 
binary symbols. The best obtainable is 21 • C + = 37,2 and a random string 





FIG. 1. A picture with corresponding graph and string. 
Note that although the grammar is unambiguous, there are ambiguities in 
the representation f pictures whenever vertical and horizontal lines intersect. 
Thus, the entropy of the picture source may be less than the entropy of the 
language. 
EXAMPLE 5.2. If the language La of Example 4.1 is encoded by the 
procedure described above, a word ~ of length l will be encoded using approxi- 
mately 
--log2 P(~) = --log2((1/3)'/a(2/3)2'/a) 
/(log2 3 - -  2/3) 
l • 0.918 = IC + binary symbols. 
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A nontypical sequence of 1/3 a's will be encoded using 
--log~((1/3)z/a) = l" 0.528 binary symbols 
but this is compensated for by a short sequence for the rest of the word: 
--log2((2/3)~/~) = I .  0.390 binary symbols. 
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