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Abstract
Fractures significantly control the groundwater flow and solute transport in geological
settings of low-permeable rocks. Fractures also affect seismic wave propagation. For
instance, they can create a directional dependence of seismic velocity with respect to their
orientations, known as seismic anisotropy. Seismic radial anisotropy as used here is the
difference between the velocity of a vertically polarized S-wave (SV) and one polarized
horizontally (SH). In this thesis, seismic radial anisotropy was used to evaluate its
usefulness for correlating with near-surface fractures. The seismic radial anisotropy
models were obtained at two sites from dispersion analyses of the Rayleigh waves, with
vertical polarization, and Love waves, with horizontal polarization, using the
Multichannel Analysis of Surface Waves (MASW) method. The seismic radial
anisotropies at these two sites in different geological settings (one metamorphic-igneous
bedrock and the other sedimentary), shows a strong correlation of seismic radial
anisotropy with near surface fractures, and hence, can be used to characterize nearsurface fractures.

xv

1 Introduction
Understanding fluid flow in geologic environments has been an important topic in
hydrology and environmental geology. Fluid flow studies for the understanding of
subsurface hydrology have been applied to natural systems for the purposes of improving
public well-being and optimal design of infrastructures. Fractures or fractured rocks have
a huge impact on fluid flow and solute transport. Subsurface fracture networks affect the
hydraulic properties like hydraulic conductivity, especially in low permeable crystalline
rocks (Adler and Thovert 1999, Faybishenko et al. 2000, Haneberg et al. 1999, Wood and
Norrell 1996, Heath 1983). Identifying subsurface fracture system are critical when
modeling fluid flow, solute transport, and site selection for groundwater pumping wells in
aquifers (Castaing et al. 2002, Elmo and Stead 2010, Merrien-Soukatchoff et al. 2012). In
the petroleum industry, subsurface fracture systems are the most efficient avenue for
hydrocarbon migration (Aydin 2000). Studies also show that by characterizing natural
fracture system, the hydraulic-fracturing process can be optimized (Gale et al. 2007). In
the past few decades, with the increasing interest in more complex and unconventional
reservoirs, fracture characterization has drawn a significant attention in the oil and gas
industry (Laubach et al. 2000). Overall, identifying subsurface fracture is an important
topic and can be beneficial in hydrology, environmental geology, and the petroleum
industry.
Due to the complexities of natural fracture systems, fracture characterization is a
challenging task. There are several geophysical methods widely used for subsurface

1

fracture characterization, such as ground penetrating radar (GPR) (Olsson et al. 1992,
Dorn et al. 2012), very low frequency (VLF) (Ganerød et al. 2006, Reynolds 2011,
Paterson and Ronka 1971) and seismic methods, including refraction and reflection
seismic methods, Vertical seismic profile (VSP) (Reynolds 2011, Ganerød et al. 2006,
Lynn et al. 1995) and well-log data (Hornby et al. 2003).
Olsson et al. (1992) and Dorn et al. (2012) used Ground-Penetrating Radar (GPR) to
identify fractures. Compared to other geophysical methods, GPR provides higher
resolution and has higher reliability. GPR has the advantage to map potential permeable
fractures and fracture zones away from boreholes, even with widths in the range of
millimeters (Dorn et al. 2012, Olsson et al. 1992). However, the pitfall of the GPR
method is the limited depth of investigation. Usually, the depth of penetration is up to
around 50 feet (ft) (15.24 meter (m)), but it can be just a few centimeters in some
materials with high conductivity (Daniels 2004). Due to this limitation, GPR is not
practical if a fractured bedrock is located in the deeper subsurface.
Very Low Frequency (VLF) electromagnetic surveying is a rapid and cheap tool to detect
water-bearing fractures by mapping electric conductivity (Ganerød et al. 2006, Reynolds
2011, Olsson et al. 1992). The limitation of VLF is its dependency on the coverage of the
distant transmitter in the survey area. The transmitter is often one that is used for military
communications; therefore, it has its geographical limitation. In addition, VLF can only
identify fractures zones but provide no further detailed information.

2

Seismic methods have also been used to study fractures. The seismic wave velocity in
fracture zones can be directional. In other words, seismic wave velocity might vary
depending on the orientations of the fractures. Seismic anisotropy is used to describe this
direction dependence of the seismic wave velocity (Thomsen 1986). Seismic P-wave
anisotropy has been used to characterize fractures in oil and gas reservoirs via some
methodologies such as Amplitude-Variation with Offset and Azimuth (AVOA) (Hall and
Kendall 2003), Velocity Versus Azimuth (VVAZ) (Crampin et al. 1980) and well-log
data (Hornby et al. 2003); these methods take advantage of the difference in velocity
depending on the direction of the P-wave propagation. There are also studies of S-wave
anisotropy based on the polarization of the S-wave in an anisotropic medium where Swave splits into two polarized shear waves (Vecsey et al. 2008, Aki and Richards 1980),
and studies that make use of the variation of the S-wave velocity with azimuth
(Azimuthal anisotropy) (Gupta et al. 2016, Li 1997, DeVault et al. 2002, Mueller 1991,
Lynn and Thomsen 1990, Martin and Davis 1987).
Some studies assume an isotropic subsurface model is a simplified approximation;
however, in many geological settings, rocks exhibit anisotropy. From generalized
Hooke’s law, in isotropic media, the stiffness matrix has two independent elements, but
for anisotropic media, it has twenty-one independent elements. Transverse isotropy (TI)
assumes symmetry condition to the anisotropic material, and hence the independent
components of the stiffness matrix reduce to five. For many anisotropic media, transverse
isotropy (TI) is a simplified way for general applications. There are three types of
transverse isotropy, Vertical Transverse Isotropy (VTI), Horizontal Transverse Isotropy
3

(HTI) and Tilted Transverse Isotropy (TTI). VTI models are used to describe anisotropy
in horizontal layers, such as shale or fractures parallel to the surface. Most of the
hydrocarbon reservoirs showed VTI characteristics. HTI models are associated with those
fractures that are vertical due to the dominance of regional stress. TTI models are usually
applied to the dipped formation.
VTI is commonly observed in sedimentary basins; it can describe the vertical and lateral
velocity variations, and it is widely used in many geophysical applications (Thomsen
1986, Xie and Liu 2015, Tsvankin and Grechka 2006, Gei et al. 2011). In groundwater
flow modeling, shallow fracture zones usually provide great lateral continuity (Singhal
and Gupta 2010). Those fractures, which are often parallel to the bedding planes, have
shown to exert a strong influence on groundwater flow studies at both local and regional
scales. In general, the parallel fractures provide a better pathway for flow compared to the
fractures perpendicular to the bedding planes (Singhal and Gupta 2010, Swanson et al.
2006, Swanson 2007, Michalski and Britton 1997). Therefore, the VTI model seems to be
suitable to study near-surface fractures for hydrological studies.
Due to the suitability of VTI for the study of surface fractures, the difference between the
vertically polarized S-wave velocity (VSV) and the horizontally polarized S-wave velocity
(VSH) is used in this thesis Surface waves are chosen for the approach used here.
Rayleigh wave velocity is mainly affected by the velocity of SV waves (VSV), whereas
Love wave velocity is mainly affected by the velocity of SH waves (VSH). Seismic radial
anisotropy can be quantified by the radial anisotropy parameter ξ
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𝜉𝜉 = (𝑉𝑉𝑆𝑆𝑆𝑆 − 𝑉𝑉𝑆𝑆𝑆𝑆 )/ 𝑉𝑉𝑆𝑆

(1)

Where 𝑉𝑉𝑠𝑠 is the isotropic component and can be represented by the Voigt average

(Dziewonski and Anderson 1981, Tomar et al. 2017) :
2
2
𝑉𝑉𝑠𝑠 = �(2𝑉𝑉𝑆𝑆𝑆𝑆
+ 𝑉𝑉𝑆𝑆𝑆𝑆
)/3

(2)

Seismic radial anisotropy has long been a research topic in the crust and upper mantle
(Anderson 1961, Ekström and Dziewonski 1998, Nakanishi and Anderson 1983, Schlue
and Knopoff 1977). For the near surface application, Safani et al. (2005) identified the
radial anisotropy below the near surface. Dal Moro and Ferigo (2011) showed that shearwave anisotropy for shallow layers could be detected. Tomar et al. (2017) obtained a
significant negative radial anisotropy in the shallow zone caused by vertical cracks. Gao
et al. (2017) used radial anisotropy to detected groundwater flow. Overall, seismic radial
anisotropy has drawn more attention in the near-surface application. Therefore, the aim of
this research is to show that seismic radial anisotropy can be one of the promising
attributes to identify subsurface fractures.
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2 Geology
In this research, a total of six seismic lines were processed and interpreted, collected from
two different sites near five different wells. One of the sites is located at Forestry Service
East (FSE) well field near Mirror Lake, New Hampshire, in which two seismic lines close
to two logged wells are acquired. The other site is located the in Hannahville Indian
Community, Michigan, which included four seismic lines near three different logged
wells.

2.1 Mirror Lake, New Hampshire
Unconsolidated glacial deposits cover the surface of the Mirror Lake, New Hampshire,
area, that typically ranging from 0 to 15 m thick, but in some areas are up to 50 m thick
(Johnson and Dunstan 1998, Ellefsen et al. 2002). The bedrock near the FSE well field is
pelitic schist of sillimanite-grade metamorphism (Lyons et al. 1997) which was assigned
to lower and upper parts of the Rangeley Formation, from the Silurian period (423-428
Ma) (Ellefsen et al. 2002, Johnson and Dunstan 1998). Granitoids, pegmatites, and
diabase later intruded it. The Concord Granite was intruded in the Late Devonian (370365 Ma) (Armstrong and Boudette 1984) and included fingers and dikes, which are both
parallel and crosscut the foliation of the schist. The bedrock and these granite intrusions
were subsequently intruded by pegmatite in the Late Devonian (Ellefsen et al. 2002).
During the Middle Jurassic through Early Cretaceous age (190-95 Ma), pegmatites and
aplites intruded into the metasedimentary rock and granitoids (Olson 1942, McHone
1984, Ellefsen et al. 2002). Based on observations in the wells nearby, fracture apertures
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vary from 0.005 mm to 26.6 mm, but 90 percent of the apertures is less than 3 mm.
Fracture length ranges from 1.0 m to 24 m. From the well-log report of the 15 index
boreholes in this study field, 73 percent of the fractures were found in granitoids and 23
percent in schist (Johnson and Dunstan 1998).

2.2 Hannahville Indian Community, Michigan
The Hannahville Indian community is mostly located in Menominee County, Michigan,
approximately 13 miles west of Escanaba, Michigan. The near surface geology is mainly
composed of five aquifer units in sedimentary units. The surface layer is Quaternary
glacial deposits that are mainly fine-grained including mixtures of clay, silt, sand, and
gravel. According to Vanlier (1963), the thickness of the glacial deposit is around 0 - 200
ft (0 - 60.96 m). Underneath the glacier deposit is Middle Ordovician Upper limestone
bedrock unit that is composed of Trenton and Black River Limestone formation. This
formation consists of limestone, dolomite, and shale, its thickness is usually around 0 300 ft (0 - 91.44 m). The next layer that is Middle limestones and sandstones aquifer unit
belong to early Ordovician Prairie du Chien group containing limestone, dolomite,
sandstone, along with sandy and shaley dolomite. The Prairie du Chien group is an
important water-bearing unit in this area. Beneath this formation, the next group is
defined as Lower sandstone aquifer, which is mainly Cambrian Franconia Sandstone and
Dresbach Sandstone. This layer, which is also water-bearing, contains pink, gray and
white sandstones whose thickness is around 50 - 200 ft (15.24 - 60.96 m). The base is
Precambrian rocks, consisting of varieties of crystalline, metamorphic and sedimentary
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rocks like granite, schist, marble and iron formation; this Precambrian Rock aquifer
group is mainly contained dark gray-green schist. Based on the geophysical logs, Bayless
et al. (2013) classified the lithostratigraphic of the sub-glacial sedimentary units based on
the physical and mineral properties into four units including shale and carbonate rock
unit, upper carbonate rock unit, carbonate rock and glauconitic sandstone unit, and lower
carbonate rock unit. The fractures identified by Bayless et al. (2013) are mostly located in
the upper 50 ft (15.24 m) of the carbonate rock and glauconitic sandstone unit, which is
around 160 - 300 ft (48.77 - 91.44 m) below the surface in this area. There is no preferred
dipping direction of the fractures, most of them are less than 20 degrees. Only a few of
high angle fractures (dips more than 60 degrees) are identified in that report.
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3 Multichannel Analysis of Surface Waves
Understanding the elastic properties of subsurface materials is important to engineering
and environmental studies. The shear modulus or rigidity of the near surface is a crucial
parameter, which can be calculated from the S-wave velocity and density. Multichannel
Analysis of Surface Waves (MASW) is a widely used in the near-surface studies to
estimate VSV and VSH from the Rayleigh and Love waves, respectively (Xia et al. 2012,
Xia et al. 1999). MASW has a lower frequency range and usually targets shallower
subsurface compared to the other conventional seismic techniques (Park et al. 2007). The
standard MASW method usually includes three steps: (1) field data acquisition; (2)
estimation of dispersion curve from either phase or group velocity image; (3) dispersion
curve inversion to obtain the 1D or 2D VS velocity profile.
In the standard MASW, the source type can be either active source or passive; and the
data acquisition usually includes a 24-channel seismic recorder with low-frequency (e.g.
4.5 Hz are always recommended) receivers (geophones) aligned on the surface (Figure
1). The source is positioned on either side of the array.

9

Figure 1. A scheme of conventional MASW data acquisition. Here, as the SH wave
oscillates parallel to the fracture network, SH wave is faster, and hence ahead of the SV
wave.
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In the next step, the dispersion curve can be obtained from either phase or group velocity
images. This step is most critical in the MASW survey, and many methods have been
developed to obtain the phase and group velocities. For the group velocity, some methods
include multiple filter analysis (MFA) (Herrmann 1973), wavelet transform
(Holschneider et al. 2005, Kulesh et al. 2005), modified S-transform and slant stacking
(Askari and Hejazi 2015), and sparse S-transform (Dolatabadi et al. 2017, Dokht
Dolatabadi Esfahani et al. 2018). For the phase velocity, Fourier phase spectrum analysis
(Sato 1955), frequency-wavenumber (f-k) transform (Yilmaz 1987), tau-p transform
(McMechan and Yedlin 1981), phase-shift (Park et al. 1998), High-resolution Linear
Radon Transform (HRLRT) (Luo et al. 2008), and generalized S-transform (Askari and
Ferguson 2012).
In areas such as the ones used in this study (Mirror Lake and Hannaville), where there is
a high S-wave velocity contrast between the subsoil and bedrock, it can be challenging to
obtain the accurate dispersion curve at low frequencies due to a sudden change of the
phase velocity (Casto et al. 2010, Casto et al. 2009, Khaheshi Banab and Motazedian
2010). In the rest of this section, the general approach used in the present study will be
described with brief justifications; later sections will provide more details.
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First, the phase shift method (Park et al. 1998) was applied for the phase velocity
dispersion curve imaging, which transforms the data into frequency-velocity (f-v)
domain; however, no distinguishable dispersion curves at the low frequency was
observed (Figure 2a & 2c). The HRLRT (Luo et al. 2008) was also implemented (Figure
2b & 2d). From all the datasets in this study, it was observed that HRLRT yields more
distinguishable dispersion curves compared to the phase shift method (Figure 2), and
therefore HRLRT method was used for this study for dispersion curve estimation. With
the data transformed into the f-v domain, different modes of dispersion curve can be
picked from phase velocity image with the higher values indicated.
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Figure 2. Comparison of phase shift and HRLRT method for phase velocity imaging from
Line 3 dataset with both Love wave and Rayleigh wave. (a) Love wave with phase shift
method. (b) Love wave with high-resolution LRT method. (c) Rayleigh wave with phase
shift method. (d) Rayleigh wave with high-resolution LRT method. Warm colors
represent higher values. From both Love and Rayleigh wave dataset, high-resolution LRT
have more information on low frequency (<10Hz).
After obtaining the dispersion curves from either phase or group velocity image, which in
this thesis phase velocity is used, the final step of data inversion was performed to obtain
an S-wave velocity model. In the inversion, an S-wave velocity model was obtained
13

which gives phase or group velocities that minimize the difference between phase or
group velocities predicted from the model, and the observed phase or group velocities
from step 2 (data processing). There are several inversion approaches including the
linearized (Nolet 1981, Tarantola 1987) and direct search methods (Sen and Stoffa 1991,
Lomax and Snieder 1994, Wathelet 2008). Linearized inversion usually gives acceptable
results if the initial velocity model, which is updated through the inversion, is close to the
real subsurface velocity model. In other words, the optimality of the final results highly
depends on the initial velocity model (Goldberg et al. 1989). On the other hand, the direct
search method provides acceptable non-unique multiple solutions which converge
towards the global minimum. In this research, an open software package called Dinver,
from geopsy.org, was used to apply inversion in this study (Wathelet 2008). The software
is based on the enhanced neighborhood algorithm, which is one of the direct search
methods and could provide an efficient search and ensure the solution converged towards
a global solution.

3.1 High-resolution Linear Radon Transform
The high-resolution Linear Radon Transform is based on the standard Linear Radon
Transform (LRT) (Yilmaz 1987) and Least-Square Linear Radon Transform (Yilmaz and
Taner 1994).
The standard Linear Radon Transform is a plane-wave decomposition obtained by
summation over amplitudes from a data to which linear-moved-out has applied. The
standard Linear Radon Transform is expressed by
14

𝒅𝒅 = 𝑳𝑳𝑳𝑳

(3)

𝒎𝒎𝒂𝒂𝒂𝒂𝒂𝒂 = 𝑳𝑳𝑻𝑻 𝒅𝒅 (4)
where 𝑳𝑳 = 𝑒𝑒 𝑖𝑖𝑖𝑖𝑖𝑖2𝑝𝑝𝑝𝑝 is the forward LRT operator, 𝒅𝒅 is the shot gather, 𝒎𝒎 represent the

Radon panel and 𝒎𝒎𝒂𝒂𝒂𝒂𝒂𝒂 indicate a low-resolution Radon panel using the transpose or

adjoint operator 𝑳𝑳𝑻𝑻 . The standard LRT method usually suffer from loss of resolution
(Trad et al. 2003). Least-Square LRT is improved by adding an objective function

(Equation 5) to minimize the error found in the least-square solution (Equation 6) and is
stabilized with a damping parameter 𝜆𝜆 (Equation 7) (Yilmaz and Taner 1994).
𝐽𝐽 = ‖𝒅𝒅 − 𝑳𝑳𝑳𝑳‖2

𝒎𝒎 = (𝑳𝑳𝑻𝑻 𝑳𝑳)−𝟏𝟏 𝑳𝑳𝑻𝑻 𝒅𝒅

𝒎𝒎 = (𝑳𝑳𝑻𝑻 𝑳𝑳 + 𝜆𝜆𝑰𝑰)−𝟏𝟏 𝑳𝑳𝑻𝑻 𝒅𝒅

(5)

(6)
(7)

Least-Square LRT can separate signal and noise better since it provides better
reconstruction and resolution in the Radon domain (Schonewille and Duijndam 2001).
The pitfall of least-square LRT is an increase in the amplitude of aliased events in the
Radon domain, which degrades signal periodicity and causes some problems such as
body-wave suppression (Marfurt et al. 1996). To address this pitfall, the high-resolution
Linear Radon Transform (Luo et al. 2008) incorporates a weighted preconditioned
conjugate gradient (CG) to perform high-resolution Linear Radon Transform (equation 8)
and the objective function (equation 9) is minimized with respect to equation (10) (Trad
et al. 2002),
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𝒅𝒅 = 𝑳𝑳𝑾𝑾−𝟏𝟏
𝒎𝒎 𝑾𝑾𝒎𝒎 𝒎𝒎

(8)

𝟐𝟐

𝟐𝟐
𝐽𝐽 = �𝑾𝑾𝒅𝒅 (𝒅𝒅 − 𝑳𝑳𝑾𝑾−𝟏𝟏
𝒎𝒎 𝑾𝑾𝒎𝒎 𝒎𝒎)� + 𝜆𝜆‖𝑾𝑾𝒎𝒎 𝒎𝒎‖

−𝟏𝟏
−𝟏𝟏 𝑻𝑻 𝑻𝑻
𝑻𝑻 𝑻𝑻
�𝑾𝑾−𝟏𝟏
𝒎𝒎 𝑳𝑳 𝑾𝑾𝒅𝒅 𝑾𝑾𝒅𝒅 𝑳𝑳𝑾𝑾𝒎𝒎 + 𝜆𝜆𝑰𝑰�𝑾𝑾𝒎𝒎 𝒎𝒎 = 𝑾𝑾𝒎𝒎 𝑳𝑳 𝑾𝑾𝒅𝒅 𝑾𝑾𝒅𝒅 𝒅𝒅

(9)
(10)

where 𝑰𝑰 is an identity matrix, 𝑾𝑾𝒅𝒅 is the data weight, and 𝑾𝑾𝒎𝒎 is the weighting factor
matrix. The solution is obtained by using 𝑾𝑾𝒅𝒅 and 𝑾𝑾𝒎𝒎 of i-th iteration of the CG

algorithm. By including the weighting matrix into the calculation, the data constraint is
relaxed for noisy data. The HRLRT significantly increases the resolution of dispersion
curves at the low frequencies and provides more distinguishable trends of different modes
(Xia et al. 2003, Luo et al. 2007).

3.2 Enhanced Neighborhood Algorithm
The Rayleigh and Love wave inversions are performed in order to obtain for the shear
wave velocity profiles from dispersion curves identified in the images that had been
obtained using HRLRT. The inversion method is based on the Neighborhood algorithm.
Neighborhood algorithm is a stochastic direct-search method, similar to Genetic
Algorithms (GA) (Lomax and Snieder 1994, Nagai et al. 2005) and Simulated Annealing
(SA) (Sen and Stoffa 1991, Ryden and Park 2006, Beaty et al. 2002), to solve a
multidimensional parameter space problems with acceptable models fitting in the
constraint. In the original Neighborhood algorithm, parameters are scaled to 0 to 1 at the
beginning of the inversion but in Enhanced Neighborhood algorithm, a dynamic scaling
is proposed by Wathelet (2008), where the parameters are scaled along the corresponding
16

axis, by defining the area along the active region. For the surface wave inversion, the
main parameters are the P-wave and S-wave velocity, density, and thickness of layers.
First, the Neighborhood Algorithm generates 𝒏𝒏𝒔𝒔𝒔𝒔 random samples (similar to standard
Markov Chain Monte-Carlo method) in the parameter space and then computes

dispersion curves for all these models. A range for all the chosen parameters is defined
from all the 𝒏𝒏𝒔𝒔𝒔𝒔 random models generated in the beginning. The algorithm compares the
computed dispersion curves with the observed one (obtained in step 2) via a misfit
function (equation 11) (Wathelet et al. 2004),

𝒏𝒏

𝑭𝑭
𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎 = �∑𝒊𝒊=𝟎𝟎

(𝒙𝒙𝒅𝒅𝒅𝒅 −𝒙𝒙𝒄𝒄𝒄𝒄 )𝟐𝟐
𝝈𝝈𝟐𝟐𝒊𝒊 𝒏𝒏𝑭𝑭

,

(11)

where 𝒙𝒙𝒅𝒅𝒅𝒅 is the phase velocity of the picked dispersion curve and 𝒙𝒙𝒄𝒄𝒊𝒊 are the phase

velocity of the calculated theoretical curve from the inversion model at the frequency 𝒇𝒇𝒊𝒊 ,

𝒏𝒏𝑭𝑭 is the number of the frequency samples considered and the 𝝈𝝈 is the uncertainty of the

frequency samples considered. The method is iterative where the improvement in those
𝒏𝒏𝑟𝑟 models are made by performing the uniform random walk in the Voronoi cell of the
models to generate 𝒏𝒏𝑠𝑠 new models in each iteration. This inversion processing will

continue generating new models within the range of last improved models until the
iteration reaches its maximum number or new models cannot minimize the objective
function further. Compared to other stochastic search methods like GA and SA, the
tuning parameters in the neighborhood algorithm are fewer and should achieve better
results (Sambridge 1999). Compare to linearized inversion, neighborhood algorithm
provides several non-unique solutions close to the true model.
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4 Seismic Radial Anisotropy
Since 1960, many studies have noted seismic anisotropy in the Earth’s crust and upper
mantle, (Anderson 1961, Aki 1963, McEvilly 1964). The anisotropy in the mantle is
caused by the orientation of olivine, the seismic velocity parallel to a axis of the olivine is
greater than that perpendicular (Christensen and Lundquist 1982, Montagner and
Anderson 1989). By analyzing the anisotropy in the upper mantle, its deformation and
flow patterns can be characterized (Montagner 2007, Becker et al. 2008). Several
mechanisms have been proposed to explain the anisotropy in the crust including aligned
faults, layering, fractures, and crystals. Fine layering within sedimentary or magmatic
rocks, or highly foliation of metamorphic rocks, can create the radial anisotropy. For
example, Jaxybulatov et al. (2014) used the radial anisotropy to characterize the
horizontal layering of magmatic intrusions. Godfrey et al. (2000) observed that the schist
layer in the crust with appropriate orientation could yield considerable anisotropic
behavior in the crust. Preferred mineral or lattice orientation in sedimentary rocks is also
one of the mechanism causing seismic anisotropy (Valcke et al. 2006). In Xie et al.
(2013), they believed in the shallow crust underlying Tibet there are vertical cracks or
faults that cause negative anisotropy. Structural weaknesses such as aligned open
fractures can also lead to radial anisotropy (Bates and Phillips 2000).
Other than crust and upper mantle studies, seismic radial anisotropy has also been used in
the near-surface studies. Safani et al. (2005) found that the shear-wave velocities obtained
from the Love and Rayleigh waves had different velocities at similar depths, which
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indicates the anisotropic behavior in shallow sediments. Dal Moro and Ferigo (2011)
observed the radial anisotropy in shallow layers. Socco et al. (2011) compared the Swave velocities model obtained from the Scholte and Love waves and concluded possible
subsurface anisotropy. Tomar et al. (2017) also performed their studies based on Scholte
and Love wave and obtained subsurface shear wave velocities profiles up to 600 m.
Tomar et al. (2017) noted two layers with radial anisotropy, where the shallowed layer
had significant negative radial anisotropy and the deeper layer with positive radial
anisotropy. For a recent application, Gao et al. (2017) used the radial anisotropy to detect
groundwater flow.
Seismic radial anisotropy as used here is the difference between the vertically polarized
S-wave velocity (VSV) and the horizontally polarized S-wave velocity (VSH). Because the
Rayleigh wave is affected by the vertically polarized SV wave and the Love wave by the
horizontally polarized SH wave, the estimated S-wave velocities from the separate
dispersion analyses of the Rayleigh waves and the Love waves can be used to estimate
the radial anisotropy. The radial anisotropy parameter ξ can quantify seismic radial
anisotropy in equation (1) (Anderson 1961). In this research, the seismic radial anisotropy
is apparently correlated with near-surface fractures.
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5 Data Acquisition
Six different seismic lines were conducted from two different area (Table 1). Twentyfour 3-component 4.5 Hz geophones with Geode® recording systems recorded data from
vertical and transverse components to obtain Rayleigh and Love waves (inline
component data was not used). All the data was recorded for 2 s with a 0.125 ms sample
rate. An active source, Betsy M3 Seisgun®, was used, barreled in a hole around 0.2 m
depth and backfilled with wet soil. Studies have shown that Betsy gun is a good active
source for near-surface study (Miller et al. 1994, Miller et al. 1986).

Table 1. List of detail information about each line
Name

Location

Nearest well

Geophone
interval (m)

Total length (m)

Line 1

Mirror Lake, NH

FSE 8

3.5

80.5

Line 2

Mirror Lake, NH

FSE 11

3.5

80.5

Line 3

Hannahville, MI

Community 1 &2

3.5

80.5

Line 4

Hannahville, MI

Community 1 &2

4

92

Line 5

Hannahville, MI

Casino 5

3.5

80.5

Line 6

Hannahville, MI

Casino 5

4

92
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At Mirror Lake, the geophone interval used was 3.5 m with a total length of 80.5m. The
centers of two lines were close to wells FSE8 and FSE11 (Figure 3), enabling a
comparison between our radial anisotropy results with log data.

Figure 3. Research site near Mirror Lake, NH. Figure modified from Day-Lewis et al.
(2006). (a) FSE well field near Mirror Lake, NH. (b) Well location from the site, we have
two lines (1) and (2) in this location. (c) Satellite image from google maps.
At the Hannahville Indian Community, two lines were located near a pair of wells:
community 1 (38-25 CO1) and community 2 (38-25 CO2). The geophone interval in Line
3 was 3.5 m with a total length of 80.5 m and geophone interval in Line 4 was 4 m with
total length 92 m. While the target of the maximum depth of investigation in both lines
was 100 m, the geophone intervals were chosen due to accommodate surface obstacles
and limitations. We specifically deployed two lines in different directions in order to
investigate azimuthal anisotropy (different velocities in different horizontal directions).
Two additional lines were deployed near well Casino 5 (38-25 C5). In Line 5, the
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geophone interval was 3.5 m with a total length of 80.5 m and Line 6 geophone interval 4
m with a total length of 92 m (Figure 4).

Figure 4. Research site in Hannahville Indian Community, MI. (a) Research location of
Hannahville Indian Community, MI. (b) Two different sites in Hannahville Indian
Community, MI, the locations are about 3.5 miles apart from each other. (c) Line 3 and
22

Line 4 near well community 1 and community 2 (white dots in the figure) located in
45°39'27"N, 87°20'44"W. (d) Line 5 and Line 6 near well Casino 5 (white dot in the
figure) located in 45°41'58"N, 87°20'18"W.
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6 Data Processing
The same general processing steps of stacking, denoising, muting, low-pass filtering, and
f-k filtering were applied to both data sets. Nonetheless, estimation of dispersion curves
from data obtained at the Mirror Lake site was more challenging than at the Hannahville
Indian Community site, which can be explained with respect to the differences in the
geologic structure at the sites. The geology of Mirror Lake, NH is more heterogeneous,
and modal energy is transferred from one mode to another mode at different offsets
(O’Neill and Matsuoka 2005), restricting the observation of some modes only over
limited offset ranges. In order to detect a specific mode (e.g., fundamental or higher
modes), windowing of the traces over a limited range of receivers in which the modal
energy of that mode is available was conducted. This enabled the dispersion curves of
different modes to be estimated at Mirror Lake. For the data processing, MATLAB with
CREWES MATLAB Toolbox, SeisLab for MATLAB toolbox and SegyMAT MATLAB
toolbox were used. In this section, a processing overview will be presented for Mirror
Lake Line 1 first, followed by variations applicable to the other lines; other specific
details are presented in Appendix A.

24

6.1 Mirror Lake, New Hampshire
6.1.1 Data Processing for Line 1
Seismic data were analyzed from the vertical component and transverse components.
Rayleigh waves were assumed to be recorded on the vertical component and Love waves
on the transverse component. The general processing workflow is shown in Table 2.

Table 2. General data processing workflow used in this study.
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6.1.1.1 Rayleigh Wave
First, for every line of acquisition, five shots from the shotgun source were available. All
the shots were stacked to improve the signal to noise ratio (Figure 5a). After stacking, the
data were trace-normalized to remove the distance-dependent amplitude decay (Figure
6a). After normalization, very noisy traces were removed. Since our study is focused on
the surface wave, the data were top-muted to remove the body waves. The data were also
bottom-muted to remove the scattered noise arriving after the surface waves (Figure 6b).
Because body waves have higher frequencies than surface waves, a low pass filter (0-80
Hz) was applied (Figure 7) to further attenuate the body waves. The f-k filters were also
applied (Figure 8) (Askari and Siahkoohi 2008) for body wave removal. To save the
computational time in the next step, the data were resampled from 0.125 ms sample rate
to 2 ms. Then, the high-resolution Linear Radon transform was used to identify the
dispersion curve (Luo et al. 2008). Dispersion curve was manually picked from the part
with higher spectrum in the phase velocity image. By trial and error, the optimum
iteration number was obtained to better separate the fundamental mode and higher
modes. As in the Mirror Lake data the energy of fundamental mode tends to jump from
one mode to higher modes, the energy of fundamental and higher modes might be
dominant at some specific offsets (O’Neill and Matsuoka 2005, Askari and Hejazi 2015).
Based on the observation, this phenomenon was more troublesome in the Rayleigh wave
data than in the Love wave data. Hence, windowing to the Rayleigh wave datasets were
applied where each window uses encompasses specific offset range. The fundamental
mode of the Rayleigh wave data was observable from the 1st to 10th geophones. The first
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higher mode was noticeable from the 4th to 17th geophones and the second higher mode
from the 7th to 16th geophones (Figure 9).

Figure 5. Line 1 Rayleigh wave analysis from Mirror Lake. (a) Seismic record of the
gather after stacking vertical components from five shots; the seismic traces show that the
energy decreases rapidly with time and distance. (b) Phase velocity image before
additional processing; in this figure, it is difficult to assign dispersion curves because the
modes overlap.
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Figure 6. (a) Line 1 Rayleigh wave normalized seismic trace with top and down muting
to preserve the surface wave only. The seismic data was preserved within two red lines.
The body waves were muted from the top and the noise from the bottom is also muted.
(b) Line 1 Rayleigh wave data after applied muting.
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Figure 7. Line 1 Rayleigh wave data comparison before (a) and after (c) applying a low
pass filter (0 - 80 Hz). The f-x spectrum before (b) and after (d) applying filter.
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Figure 8. Line 1 Rayleigh wave data comparison before (a) and after (c) applying an f-k
filter. The f-k spectrum before (b) and after (d) applying filter. The red polygon in (b)
highlights the surface waves within the f-k domain which the f-k filter is designed to
preserve.
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Figure 9. Line 1 Rayleigh wave with the obtained dispersion curve from different
windowing. (a) Fundamental mode (From 1st to 10th geophones) (b) First higher mode
(From 4th to 17th geophones) and (c) Second higher mode (From 7th to 16th geophones).
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6.1.1.2 Love wave
For the Love wave data, the same processing workflow including stacking (Figure 10),
normalizing the traces (Figure 11a), muting (Figure 11b), low pass filter (0 – 80 Hz)
(Figure 12), and f-k filters (Figure 13) was followed.
However, the only windowing applied was to remove the last few traces to remove the
noisy data, enabling identification of fundamental and first higher modes from 1st to 17th
geophone offset (Figure 14).

Figure 10. Line 1 Love wave analysis from Mirror Lake (a) Seismic record of the gather
after stacking transverse components from five shots; the seismic traces show that the
energy decreases rapidly with time and distance. (b) Phase velocity image before
additional processing; all the modes are stacked together and it is hard to identify separate
modes.

32

Figure 11. (a) Line 1 Love wave normalized seismic trace with top and down muting to
preserve the surface wave only. The seismic data was preserved within two red lines. The
body waves were muted from the top and the noise from the bottom is also muted. In the
Love wave dataset, the bad trace was also removed. (b) Line 1 Love wave data after
applied muting.
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Figure 12. Line 1 Love wave data comparison before (a) and after (c) applying a low pass
filter (0 - 80 Hz). The f-x spectrum before (b) and after (d) applying filter.
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Figure 13. Line 1 Love wave data comparison before (a) and after (c) applying an f-k filter.
The f-k spectrum before (b) and after (d) applying filter. The red polygon in (b) highlights
the surface waves within the f-k domain which the f-k filter is designed to preserve.
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Figure 14. Dispersion curves for Line 1 Love wave with fundamental and first higher mode
from 1st to 17th geophones.
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6.1.2 Data Processing for Line 2
Data processing for Line 2 is similar to Line 1, and individual steps are not repeated here
(some details are found in Appendix A). The windows applied to obtained dispersion
curves for the Rayleigh wave are as follows: The fundamental mode was found from the
1st to 9th geophones; the first higher mode 7th to 18th geophone; and the second higher
mode from the 1st to 24th geophones (Figure 15). For the Love wave data, the
fundamental mode, first higher mode and second higher mode were obtained from 1st to
15th geophones (Figure 16).
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Figure 15. Line 2 Rayleigh wave with the obtained dispersion curve from different
windowing. (a) Fundamental mode (From 1st to 9th geophones), (b) First higher mode
(From 7th to 18th geophones) and (c) Second higher mode (From 1st to 24th geophones).
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Figure 16. Dispersion curve for Line 2 Love wave with fundamental and first higher mode
from 1st to 15th geophones.

6.2 Hannahville Indian Community, Michigan
Since the geology of the Hannahville Indian Community, Michigan, consists of layered
sedimentary rocks, it was easier to obtain different dispersion curves. For this dataset, the
same workflow in Table 1 was used; however, windowing was not required as different
modes were distinguishable for all offset ranges except for the Love wave data of Line 6.
However, the “Mode Kissing” phenomenon was observed in this dataset (Gao et al. 2016,
Xia et al. 2012). Mode Kissing phenomenon is when two different modes nearly meet at
some frequencies, it is commonly seen in near-surface models and usually occurs in low
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frequencies between the fundamental mode and first higher mode. It is also noted that the
fundamental mode energy is relatively low, which by increasing the iterations in HRLRT,
the fundamental mode almost disappears and almost impossible to identify. Therefore, a
lower iteration number was used during the HRLRT to provide better observe the
dispersion curves of low energy modes. The processing detail will be in Appendix A.
6.2.1 Data Processing for Line 3
For Line 3, the fundamental and first higher modes of the Rayleigh waves (Figure 17)
and fundamental and first higher modes of the Love waves were obtained (Figure 18). In
this dataset, it was difficult to pick the dispersion curve at the higher frequency since the
dispersion curve was not distinguishable.
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Figure 17. Dispersion curve for Line 3 Rayleigh wave with the fundamental and first higher
mode.
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Figure 18. Dispersion curve for Line 3 Love wave with the fundamental and first higher
mode.
6.2.2 Data Processing for Line 4
For the Line 4 dataset, the fundamental and first higher modes of the Rayleigh wave
(Figure 19) and fundamental and first higher modes of the Love waves were obtained
(Figure 20). It is noted that the energy from the fundamental mode in both Rayleigh wave
and Love wave are low. In this case, although increasing the iteration number in HRLRT
yields a better resolution of higher modes, the fundamental mode is completely
attenuated, which consequently might end up with wrong modal identification. In this
dataset, the dispersion curve at higher frequencies was difficult to trace (>25 Hz).
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Figure 19. Dispersion curve for Line 4 Rayleigh wave with the fundamental and first higher
mode.
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Figure 20. Dispersion curve for Line 4 Love wave with the fundamental and first higher
mode.
6.2.3 Data Processing for Line 5
For Line 5, the fundamental and first higher modes of the Rayleigh waves (Figure 21)
and fundamental, first higher and second higher modes of the Love waves were obtained
(Figure 22).
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Figure 21. Dispersion curve for Line 5 Rayleigh wave with the fundamental and first higher
mode.
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Figure 22. Dispersion curve for Line 5 Love wave with the fundamental, first higher mode
and second higher mode.
6.2.4 Data Processing for Line 6
For Line 6, the fundamental and first higher modes of the Rayleigh waves (Figure 23)
and the fundamental and first higher modes of the Love waves (Figure 24) were obtained.
For the Rayleigh waves, the dispersion curve was quite distinguishable and by increasing
the iteration number, the dispersion curve does not disappear and it was decided to
proceed with higher iteration number to get more reliable dispersion curve. In addition,
the dispersion curve up to 80 Hz was traced, unlike the other lines. For the Love wave
data, however, it is hard to obtain the fundamental and first higher modes in the same
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window. Like the approach followed in the Mirror Lake dataset, different windowing was
applied to capture the fundamental and first higher modes (Figure 10 & 17). The
fundamental mode was distinguishable from 1st to 11th geophones and the first higher
mode from first to 20th geophones.

Figure 23. Dispersion curve for Line 6 Rayleigh wave with fundamental, first higher mode
and second higher mode.
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Figure 24. Dispersion curve for Line 6 Love wave with fundamental and first higher
mode from different windowing. (a) Fundamental mode (From 1st to 11th geophones) and
(b) First higher mode (From 1st to 20th geophones).
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7 Data Inversion
After getting dispersion curve of all the lines, data inversion was performed to obtain the
subsurface horizontally polarized and vertically polarized S-wave velocity profile from
Love and Rayleigh waves. As mentioned in the earlier chapter, the Dinver software was
used to apply inversion in this study. In the data inversion, the parameter range was
defined, which include number of layers, layer thickness, and P and S-wave velocity.
Amongst them, range of the S-wave velocity is critical part of inversion. In this section, a
detailed explanation was provided to show how these parameters are defined.

7.1 Define number of layers
The length of the geophone array could usually provide the similar length of the depth of
investigation. In these datasets, since the geophone array have total length are at least
80.5 m, it was targeted to have S-wave velocity profile up to the depth of 80 meters.
To determine the suitable number of layers in this study, the inversion was performed
with considering different number of layers from two to fifteen and evaluate the models
from the misfit value. It was noticed that with the increase of the layer number, the misfit
value decreased, the theoretical dispersion curve calculated from the inversion results will
be closer to the observed dispersion curve (Figure 25). It was also noted that after the
number of layers exceeds eight, the misfit value reaches a plateau and didn’t have
significant improvement. Therefore, I considered 8 layers for the inversion processing to
have reliable results and also to save on the computational time. To determine the
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iteration number of the inversion, it was observed from all the dataset that after reaching
10,000 models (200 iterations) the solutions will converge (Figure 26). However, 25,000
models (500 iterations) were generated in each inversion to make sure the solutions
converged to the global solution close to the true model.

Figure 25. To define the layer number, note that after reach layer number of 8 the minimum
misfit doesn’t have significant improvement.
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Figure 26. During the inversion process, the minimum misfit reaches to solution after
generated 10000 models.

7.2 Layer Thickness
With the number of layers determined, having proper layer thickness in each layer is the
next step. To define the layer thickness, the joint inversion on Rayleigh and Love wave
was performed, considering the subsurface as isotropic medium to get thickness
information of each layer. To avoid the bias on the data, the inversion was run 20 times
with different initial models, with each layer in 5-15 meter range. To prevent bias on a
single solution, the weighted average of the inversion results was calculated. With 20
inversion results, the weighted average with a weighted vector was calculated via
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equation (12) based on misfit value and define the thickness of each layer, where 𝑚𝑚𝑖𝑖 is

the misfit value of each inversion results.

w𝑖𝑖 =
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With the number of layers and the layer thickness defined from joint inversion of each
lines, the inversion of Love wave and Rayleigh wave was performed.

7.3 Inversion of Love wave and Rayleigh wave
Since the inversion was based on neighborhood algorithm, the final result is usually
checked with running the same inversion several times and observe if the results
converge to the same trend (Wathelet et al. 2004). To make sure the results are reliable,
the inversion (Love and Rayleigh wave inversion in each lines) was done 20 times while
each being started with different random seeds. The following figures (Figure 27-44)
have shown the inversion result of each lines and the horizontal and vertical S-wave
velocity profile.
The velocity profiles from Line 1 dataset is shown in Figure 27, in this dataset, the
Rayleigh wave result has smaller variation than Love wave data. Since in this dataset,
three different modes in Rayleigh wave are incorporated into inversion (Figure 28) which
have more constrained since the only fundamental and first higher modes are used in
Love wave dataset (Figure 29). Also noted that with the increase of the depth the range of
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the possible solution is wider, the reason is the limited low-frequency data gave us the
low resolution in the deeper layers.
The velocity profiles from Line 2 dataset is shown in Figure 30. In this dataset, both
Rayleigh wave (Figure 31) and Love wave (Figure 32) data incorporated fundamental
mode, first and second higher modes into dispersion curve inversion. Overall the Love
wave inversion result is more coverage than Rayleigh wave dataset, Safani et al. (2005)
also noted that Love wave inversion shown more stability and sensitivity than Rayleigh
wave inversion with a simple fundamental mode dominated model and in this dataset
Love wave inversion seems more stable in joint inversion as well. Again, in this dataset
low-frequency data is lacked therefore in the deeper layer shows more uncertainty.
The velocity profiles from Line 3 dataset is shown in Figure 33. In this dataset both
Rayleigh wave (Figure 34) and Love wave (Figure 35) data incorporated fundamental
mode and first higher mode into dispersion curve inversion. The solutions of both Love
wave and Rayleigh wave inversion are within a small range up to around 50 m (The 6th
layer) and after this, the uncertainty of the solutions increased. The vertical resolution
might be good up to this point.
The velocity profiles from Line 4 dataset is shown in Figure 36. In this dataset both
Rayleigh wave (Figure 37) and Love wave (Figure 38) data incorporated fundamental
mode and first higher mode into dispersion curve inversion. Horizontal shear wave
velocity from Love wave up to 60 m is more converged toward a solution while the
vertical shear wave velocity from Rayleigh wave have more uncertainty. The Love wave
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dispersion curves have more low-frequency data (<10 Hz) which provide more vertical
resolution than Rayleigh wave.
The velocity profiles from Line 5 dataset is shown in Figure 39. In this dataset Rayleigh
wave (Figure 40) data incorporated fundamental and first higher modes into dispersion
curve inversion and Love wave (Figure 41) data incorporated fundamental mode, first
higher mode and second higher mode into dispersion curve inversion. In this dataset, the
Love wave inversion result seems to have smaller uncertainty than Rayleigh wave data in
the deeper depths since second higher modes are included in the Love wave dataset.
The velocity profiles from Line 6 dataset is shown in Figure 42. In this dataset Rayleigh
wave (Figure 43) data incorporated fundamental mode, first higher mode and second
higher mode into dispersion curve inversion. Love wave (Figure 44) data incorporated
fundamental mode and first higher mode into dispersion curve inversion. The variation of
the solutions increased after around 40 m (the 5th layer). From the 6th layer, the velocities
below are within the same range between Love wave and Rayleigh wave dataset.
Although in this dataset Rayleigh wave inversion included second higher mode but since
both Love wave and Rayleigh wave data are lacked of low-frequency data (< 10Hz) the
vertical resolution in this line is limited.
Overall, in general, from all the dataset the results are more stable from Love wave
dataset than Rayleigh wave dataset except for Line 1 since more modes in Rayleigh wave
dataset is used for dispersion curve inversion it provides more constraint to the inversion.
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With the increased of the depth, the inversion results might be more unreliable since the
limitation of the low-frequency data and reached the limitation of the vertical resolution.

Figure 27. Inversion results of Line 1. The dot lines are all result from 20 different
inversions, the solid black line is the weighted average of all the results.
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Figure 28. Comparison of the observed curve (solid lines) and the calculated theoretical
curves (dash lines) of Line 1 Rayleigh wave from the twenty models shown in Figure 29.
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Figure 29. Comparison of the observed curve (solid lines) and the calculated theoretical
curves (dash lines) of Line 1 Love wave from the twenty models shown in Figure 29.

57

Figure 30. Inversion results of Line 2. The dot lines are all result from 20 different
inversions, the solid black line is the weighted average of all the results.

58

Figure 31. Comparison of the observed curve (solid lines) and the calculated theoretical
curves (dash lines) of Line 2 Rayleigh wave from the twenty models shown in Figure 32.
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Figure 32. Comparison of the observed curve (solid lines) and the calculated theoretical
curves (dash lines) of Line 2 Love wave.
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Figure 33. Inversion results of Line 3. The dot lines are all result from 20 different
inversions, the solid black line is the weighted average of all the results.
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Figure 34. Comparison of the observed curve (solid lines) and the calculated theoretical
curves (dash lines) of Line 3 Rayleigh wave from the twenty models shown in Figure 35.
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Figure 35. Comparison of the observed curve (solid lines) and the calculated theoretical
curves (dash lines) of Line 3 Love wave from the twenty models shown in Figure 35.
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Figure 36. Inversion results of Line 4. The dot lines are all result from 20 different
inversions, the solid black line is the weighted average of all the results.
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Figure 37. Comparison of the observed curve (solid lines) and the calculated theoretical
curves (dash lines) of Line 4 Rayleigh wave from the twenty models shown in Figure 38.
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Figure 38. Comparison of the observed curve (solid lines) and the calculated theoretical
curves (dash lines) of Line 4 Love wave from the twenty models shown in Figure 38.
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Figure 39. Inversion results of Line 5. The dot lines are all result from 20 different
inversions, the solid black line is the weighted average of all the results.
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Figure 40. Comparison of the observed curve (solid lines) and the calculated theoretical
curves (dash lines) of Line 5 Rayleigh wave from the twenty models shown in Figure 41.
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Figure 41. Comparison of the observed curve (solid lines) and the calculated theoretical
curves (dash lines) of Line 5 Love wave from the twenty models shown in Figure 41.
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Figure 42. Inversion results of Line 6. The dot lines are all result from 20 different
inversions, the solid black line is the weighted average of all the results.
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Figure 43. Comparison of the observed curve (solid lines) and the calculated theoretical
curves (dash lines) of Line 6 Rayleigh wave from the twenty models shown in Figure 44.
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Figure 44. Comparison of the observed curve (solid lines) and the calculated theoretical
curves (dash lines) of Line 6 Love wave from the twenty models shown in Figure 44.
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8 Results and Discussion
8.1 Radial Anisotropy
After obtaining the VSV and VSH profile inverted from Rayleigh and Love waves, the
radical anisotropy parameter ξ was obtained from equation (1). From the previous 20
inversion results of VSV and VSH profiles each, 400 possible radial anisotropy parameter ξ
was obtained in each line. For those 400 possible radial anisotropy models, the mean
value and 95% confidence interval based on t distribution was calculated and compared
with the fracture location from well log data close to each lines (Table 1). From the lab
result, Dande et al. (2018) found that a dry fractured model creates about 22% anisotropy
in shear wave and fluid substitution does not have a significant effect on S-wave
anisotropy. Wei et al. (2018) used different synthetic models of different fracture density
and found that for high-density fractured models (> 10%), anisotropy is above 12-18%.
Therefore, 0.2 (20%) as a cutoff value of the radial anisotropy parameter was used to
determine a proxy of the fracture presence, which means if the absolute value of the
radial anisotropy parameter is greater than 0.2, there will be higher possibility to observe
fractures. From the 400 results of radial anisotropy parameter ξ in each line, the
probability of fracture existence of each zones was calculated with the cutoff value of
20%.
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In the following figures, the subsurface velocity profile, radial anisotropy parameter,
fracture location from log data and the probability of fracture presence in each Line were
presented (Figure 45-50).
8.1.1 Mirror Lake, New Hampshire
In the Mirror Lake, New Hampshire dataset, the bedrock is highly fractured from 20 - 50
m. As a result, the high values of radial anisotropy are expected from 20-50 m down the
hole. It was also noted that high correlation between fracture locations and the radial
anisotropy profiles was observed from the wells. However, since the bedrocks in Mirror
Lake is mainly formed by schist, which has been observed have contributions on
anisotropy and can cause as much as 45% anisotropy (Godfrey et al. 2000), some of the
high anisotropy behavior might not be purely caused by fracture but partially be caused
by schist.

8.1.1.1 Result of Line 1
Figure 45 shows the result of Line 1. In Figure 45a, the S-wave velocity increases rapidly
at the depth around 22 m, which be the boundary between bedrock and the soil layer.
Comparison of the radial anisotropy parameter shown in Figure 45b and the fracture
location map from well FSE 8 (Figure 45c) shows a strong correlation. Note that at the
depth between 50-60 m there is no fracture according to well data, however a strong
radial anisotropy was observed for the inversion result. According to Johnson and
Dunstan (1998), at this depth, there is a schist layer that is inherently anisotropic due to
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foliation. In the probability map (Figure 45d), in the highly fractured area the probability
of fracture presence is also high, this matched the prediction with the fracture locations
and provided a valid prediction of fractured zones.

Figure 45. Result of Line 1 includes (a) VSV and VSH profile, (b) Radial anisotropy
parameter ξ, (c) fracture location obtained from well FSE 8 and (d) the probability map of
fracture presence.

8.1.1.2 Result of Line 2
Figure 46 shows the results of Line 2. From Figure 46a it is noted that the boundary
between bedrock and the soil layer is around 22 m. Comparison of the radial anisotropy
parameter shown in Figure 46b and the fracture location map from well FSE 11 (Figure
46c) also shows a strong correlation. At the depth between 20 – 30 m, it shown high
anisotropy whereas only one fracture was found in the location; but from the geological
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report, this zone appeared to be schist layer, high anisotropy could be due to the foliation.
The highly fractured area from 35 to 50 m also shown high radial anisotropy.

Figure 46. Result of Line 2 includes (a) VSV and VSH profile, (b) Radial anisotropy
parameter ξ, (c) fracture location obtained from well FSE 11 and (d) the probability map
of fracture presence.
8.1.2 Hannahville Indian Community, Michigan
In the Hannahville Indian Community, Michigan dataset, the seismic data was collected
at two separate sites. Line 3 and Line 4 are close to community well 1 and 2; whereas,
Line 5 and Line 6 are close to the well, casino 5. From community wells 1 and 2, the
highly fractured area is near 40 - 70 m. In this area, high correlation between radial
anisotropy and the fracture location was observed. However, there are no fracture
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location information of the well Casino 5 is available from the surface to the depth of 88
m.

8.1.2.1 Result of Line 3 and 4
The results of Lines 3 and 4 are shown in Figure 47 and 48, respectively. The results of
Line 3 show a high negative radial anisotropy from 7 m (Figure 47b). Since the shorten
wavelength are more sensitive to the surface layer (Xia et al. 1999), the dispersion curve
obtained from the Line 3 dataset are only limited to low frequencies (<20 Hz). As short
wavelengths are not available in this data, the inversion results are valid for the depths
above 15 m. Overall the radial anisotropy parameter and the fracture location (Figure 47
c and d) from the two wells in this site are highly correlated. The probability map (Figure
47e) is also shown high correlation with the fracture location.
The results from Line 4 are shown in Figure 48. In this line, after 12 m, VSH and VSV are
significantly different (Figure 48a). From 30-60 m, high radial anisotropy (Figure 48b) is
notable, which matches the fracture location from the well data (Figure 48 c and d). The
fracture probability map (Figure 48e) shows a high correlation with the highly fractured
areas.
Overall, these two lines show the same trend: the subsurface velocity are in the same
range, negative anisotropy parameter and high anisotropy in highly fractured area.
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Figure 47. Result of Line 3 includes (a) VSV and VSH profile, (b) Radial anisotropy
parameter ξ, (c) fracture location obtained from well community 1, (d) fracture location
obtained from well community 2 and (e) the probability map of fracture presence.
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Figure 48. Result of Line 4 includes (a) VSV and VSH profile, (b) Radial anisotropy
parameter ξ, (c) fracture location obtained from well community 1, (d) fracture location
obtained from well community 2 and (e) the probability map of fracture presence.

8.1.2.2 Result of Line 5 and 6
The results of Line 5 and Line 6 are shown in Figure 49 and 50 respectively. Lines 5 and
6 were close to well Casino 5, however, in well Casino 5 there is no fracture location
information from the surface until the depth of 88 m. In the inversion result, an eightlayer model up to 80 m is obtained. For Line 5, a high positive radial anisotropy from 2633 m is observed (Figure 49b). The probability map also shows high probability in this
zone (Figure 49d). For Line 6, from 12-34 m, radial anisotropy is high and positive
(Figure 50b), the probability map also indicates that this zone might be highly fractured.
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Figure 49. Result of Line 5 includes (a) VSV and VSH profile, (b) Radial anisotropy
parameter ξ, (c) fracture location obtained from well Casino 5 and (d) the probability map
of fracture presence
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Figure 50. Result of Line 6 includes (a) VSV and VSH profile, (b) Radial anisotropy
parameter ξ, (c) fracture location obtained from well Casino 5 and (d) the probability map
of fracture presence

8.2 Sensitivity analysis
To better predict the fracture probability and understand a proper cutoff value of radial
anisotropy parameter. A sensitivity analysis is performed to present how the probability
change when choosing different cutoff values since in different geological setting, the
cutoff value for predicting the probability of fracture presence can be different due to the
material elastic property. Dande et al. (2018) observed that the anisotropy is about 4% for
the solid model, therefore, for the sensitivity analysis a sensitivity test of cutoff value was
conducted from 0.05 to 0.6 with an increment of 0.05. The results are shown in Figure
51-56.
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In the Mirror Lake, New Hampshire, the results of Line 1 (Figure 51) indicated that from
22 to 74 m, the probability of fracture presence are high with any cutoff value less than
0.45, which matched the fracture location from the well data. When the cutoff value is
0.45 or more the probability of fracture is less than 50% at all locations within the Line 1.
The result of Line 2 (Figure 52) shown that in the highly fractured area (35 - 52 m) also
have the high probability of fracture occurrence, which was highly fractured from the
well data. Noted when cutoff value is 0.45 and more the probability of fracture is less
than 50% at most of the locations within Line 2.
The result of Hannahville Indian Community, Michigan dataset are shown in Figure 5356. The fracture location data from community well 1 and 2 shows that from 40-65 m are
highly fractured. The probability result from Line 3 (Figure 53) and Line 4 (Figure 54)
also suggest the same. The cutoff range from 0.15-0.4 in this area could provide valid
prediction of the fracture probability.
For the result of Line 5 and Line 6 (Figure 55 & 56), since the fracture location is not
available until 88 m, it is unable to compare the result. However, from both datasets it
shown that from 20-35m the probability of fracture occurrence is high, and the result are
consistent with different cutoff values.
From the sensitivity analysis, cutoff value from 0.15 to 0.3 seems to be appropriate value
to calculate the fracture probabilities for the Mirror Lake dataset. For the Hannahville
Indian Community dataset, the probabilities calculated from cutoff value 0.15 to 0.4
matched the fracture locations from the well data near the lines.
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Figure 51. Probability of fracture occurrence with different cutoff values of Line 1
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Figure 52. Probability of fracture occurrence with different cutoff values of Line 2
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Figure 53. Probability of fracture occurrence with different cutoff values of Line 3
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Figure 54. Probability of fracture occurrence with different cutoff values of Line 4
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Figure 55. Probability of fracture occurrence with different cutoff values of Line 5
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Figure 56. Probability of fracture occurrence with different cutoff values of Line 6

9 Conclusion
In this research, from the field data acquired in two locations with different geological
settings, high correlations between near-surface fractures and radial anisotropy are
notable. These findings suggest that radial anisotropy has a potential to be used as a
strong attribute for the near-surface fracture identification.
From the processing and inversion aspects of the data, it was noted that in an area with
highly heterogeneous bedrock, applying different windowing is useful to identify
different dispersion modes. It is possible to obtain the S-wave velocity models of deeper
zones by combining the higher modes into the joint inversion. Different cutoff values of
radial anisotropy parameter can be used to obtain a better understanding of fracture
density and better prediction of highly fractured zones. It was also noted that different
material might have different elastic properties; therefore, more field and lab tests should
be conducted in the future to better correlate fracture and the radial anisotropy.
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A

Data processing detail view in each line

In section 6 the detail of the data processing of Line 1 was presented; the detail data
processing step for Lines 2 - 6 is listed here.

A.1

Data Processing for Line 2

As mentioned earlier, data processing for Line 2 followed the flow chart in Table 2 for
our data processing. In the Rayleigh wave data, windowing was applied to better identify
different modes and for the Love wave data, final few traces were excluded to have better
distinguishable modes.
A.1.1

Rayleigh Wave

For the Rayleigh wave data, the same processing workflow was followed including
stacking (Figure A.1), normalizing the traces (Figure A.2a), muting (Figure A.2b), low
pass filter (Figure A.3), and f-k filter (Figure A.4). After these, windowing was applied In
Line 2 Rayleigh wave data, the fundamental mode of the Rayleigh wave data is
observable from the 1st to 9th geophones. The first higher mode was observable from 7th
to 18th geophone and the second higher mode from the 1st to 24th geophones (Figure 15).
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Figure A.1. Line 2 Rayleigh wave analysis from Mirror Lake. (a) Seismic record of the
gather after stacking vertical components from five shots. (b) Phase velocity image
before additional processing; in this figure it is difficult to identify any continuous trend
of the dispersion curves
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Figure A.2. (a) Line 2 Rayleigh wave normalized seismic trace with top and down muting
to preserve the surface wave only. The seismic data was preserved within two red lines.
The body waves were muted from the top and the noise from the bottom is also muted.
(b) Line 2 Rayleigh wave data after applied muting.

101

Figure A.3. Line 2 Rayleigh wave data comparison before (a) and after (c) applying a low
pass filter (0 - 80 Hz). The f-x spectrum before (b) and after (d) applying filter.
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Figure A.4. Line 2 Rayleigh wave data comparison before (a) and after (c) applying an fk filter. The f-k spectrum before (b) and after (d) applying filter. The red polygon in (b)
highlights the surface waves within the f-k domain which the f-k filter is designed to
preserve.
A.1.2

Love wave

For the Love wave data, the same processing workflow was followed including stacking
(Figure A.5), normalizing the traces (Figure A.6a), muting (Figure A.6b), low pass filter
(Figure A.7), and f-k filter (Figure A.8).
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For the Love wave data, windowing was not necessary, but also final few traces were
excluded. Fundamental mode, first higher mode and second higher mode was obtained
from 1st to 15th geophones (Figure 16).

Figure A.5. Line 2 Love wave analysis from Mirror Lake. (a) Seismic record of the
gather after stacking transverse components from five shots. (b) Phase velocity image
before additional processing; in this figure, it is difficult to identify any continuous trend
of the dispersion curves.
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Figure A.6. Line 2 Love wave normalized seismic trace with top and down muting to
preserve the surface wave only. The seismic data was preserved within two red lines. The
body waves were muted from the top and the noise from the bottom is also muted. One
noisy trace is also removed. (b) Line 2 Love wave data after applied muting.
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Figure A.7. Line 2 Love wave data comparison before (a) and after (c) applying a low
pass filter (0 - 80 Hz). The f-x spectrum before (b) and after (d) applying filter.
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Figure A.8. Line 2 Love wave data comparison before (a) and after (c) applying an f-k
filter. The f-k spectrum before (b) and after (d) applying filter. The red polygon in (b)
highlights the surface waves within the f-k domain which the f-k filter is designed to
preserve.

A.2

Data Processing for Line 3

Data processing of Line 3 follow the same flowchart in Table 2, however, in this dataset
windowing is not needed to obtain different modes.
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A.2.1

Rayleigh Wave

For the Rayleigh wave data, the same processing workflow was followed including
stacking (Figure A.9), normalizing the traces (Figure A.10a), muting (Figure A.10b), low
pass filter (Figure A.11), and f-k filter (Figure A.12). After these, fundamental and first
higher modes of the Rayleigh waves were obtained (Figure 17).

Figure A.9. (a) Line 3 Rayleigh wave seismic record and (b) the phase velocity before
any processing.
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Figure A.10. (a) Line 3 Rayleigh wave normalized seismic trace with top and down
muting to preserve the surface wave only. The seismic data was preserved within two red
lines. The body waves were muted from the top and the noise from the bottom is also
muted. (b) Line 3 Rayleigh wave data after applied muting.
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Figure A.11. Line 3 Rayleigh wave data comparison before (a) and after (c) applying a
low pass filter (0 - 80 Hz). The f-x spectrum before (b) and after (d) applying filter.
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Figure A.12. Line 3 Rayleigh wave data comparison before (a) and after (c) applying an
f-k filter. The f-k spectrum before (b) and after (d) applying filter. The red polygon in (b)
highlights the surface waves within the f-k domain which the f-k filter is designed to
preserve.
A.2.2

Love wave

For the Love wave data, same processing workflow was followed including stacking
(Figure A.13), normalizing the traces (Figure A.14a), muting (Figure A.14b), low pass
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filter (Figure A.15), and f-k filter (Figure A.16). For the Love wave dataset, fundamental
and first higher modes were obtained (Figure 18).

Figure A.13. (a) Line 3 Love wave seismic record and (b) the phase velocity before any
processing.
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Figure A.14. (a) Line 3 Love wave normalized seismic trace with top and down muting to
preserve the surface wave only. The seismic data was preserved within two red lines. The
body waves were muted from the top and the noise from the bottom is also muted. (b)
Line 3 Love wave data after applied muting.
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Figure A.15. Line 3 Love wave comparison before (a) and after (c) applying a low pass
filter (0 - 80 Hz). The f-x spectrum before (b) and after (d) applying filter.
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Figure A.16. Line 3 Love wave data comparison before (a) and after (c) applying an f-k
filter. The f-k spectrum before (b) and after (d) applying filter. The red polygon in (b)
highlights the surface waves within the f-k domain which the f-k filter is designed to
preserve.

A.3

Data Processing for Line 4

Data processing of Line 4 follows the same flowchart in Table 2. In this dataset, three bad
traces were removed in the shot record. In this dataset, windowing is not needed to obtain
different modes.
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A.3.1

Rayleigh Wave

For the Rayleigh wave data, the same processing workflow was followed including
stacking (Figure A.17), normalizing the traces (Figure A.18a), muting (Figure A.18b),
low pass filter (Figure A.19), and f-k filter (Figure A.20). In this dataset, fundamental
mode and first higher mode was obtained (Figure 19).

Figure A.17. (a) Line 4 Rayleigh wave seismic record. (b) The phase velocity before any
processing.
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Figure A.18. (a) Line 4 Rayleigh wave normalized seismic trace with top and down
muting to preserve the surface wave only. The seismic data was preserved within two red
lines. The body waves were muted from the top and the noise from the bottom is also
muted. Three noisy traces were removed from this dataset. (b) Line 4 Rayleigh wave data
after applied muting.
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Figure A.19. Line 4 Rayleigh wave data comparison before (a) and after (c) applying a
low pass filter (0 - 80 Hz). The f-x spectrum before (b) and after (d) applying filter.
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Figure A.20. Line 4 Rayleigh wave data comparison before (a) and after (c) applying an
f-k filter. The f-k spectrum before (b) and after (d) applying filter. The red polygon in (b)
highlights the surface waves within the f-k domain which the f-k filter is designed to
preserve.
A.3.2

Love wave

For the Love wave data, same processing workflow was followed including stacking
(Figure A.21), normalizing the traces (Figure A.22a), muting (Figure A.22b), and low
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pass (Figure A.23) and f-k filters (Figure A.24). Fundamental and first higher modes of
the Love waves was obtained in this dataset (Figure 20).

Figure A.21. (a) Line 4 Love wave seismic record and (b) the phase velocity before any
processing.
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Figure A.22. (a) Line 4 Love wave normalized seismic trace with top and down muting to
preserve the surface wave only. The seismic data was preserved within two red lines. The
body waves were muted from the top and the noise from the bottom is also muted. Three
noisy traces were removed from this dataset. (b) Line 4 Love wave data after applied
muting.
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Figure A.23. Line 4 Love wave data comparison before (a) and after (c) applying a low
pass filter (0 - 80 Hz). The f-x spectrum before (b) and after (d) applying filter.
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Figure A.24. Line 4 Love wave data comparison before (a) and after (c) applying an f-k
filter. The f-k spectrum before (b) and after (d) applying filter. The red polygon in (b)
highlights the surface waves within the f-k domain which the f-k filter is designed to
preserve.

A.4

Data Processing for Line 5

Data processing of Line 5 follows the same flowchart in Table 2. In this dataset, two bad
traces were removed in the shot record.
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A.4.1

Rayleigh Wave

For the Rayleigh wave data, the same processing workflow was followed including
stacking (Figure A.25), normalizing the traces (Figure A.25a), muting (Figure A.25b),
low pass filter (Figure A.26), and f-k filters (Figure A.27). However, before normalizing
the data some data from the bottom was removed since during the data acquisition there
were some distributions. In Line 5 Rayleigh wave data, fundamental mode, first and
second higher modes were obtained (Figure 21).

Figure A.25. (a) Line 5 Rayleigh wave seismic record and (b) the phase velocity before
any processing.

124

Figure A.26. (a) Line 5 Rayleigh wave normalized seismic trace with top and down
muting to preserve the surface wave only. The seismic data was preserved within two red
lines. The body waves were muted from the top and the noise from the bottom is also
muted. Two noisy traces were removed from this dataset. (b) Line 5 Rayleigh wave data
after applied muting.
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Figure A.27. Line 5 Rayleigh wave comparison before (a) and after (c) applying a low
pass filter (0 - 80 Hz). The f-x spectrum before (b) and after (d) applying filter.
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Figure A.28. Line 5 Rayleigh wave data comparison before (a) and after (c) applying an
f-k filter. The f-k spectrum before (b) and after (d) applying filter. The red polygon in (b)
highlights the surface waves within the f-k domain which the f-k filter is designed to
preserve.
A.4.2

Love wave

For the Love wave data, the same processing workflow was followed including stacking
(Figure A.29), normalizing the traces (Figure A.30a), muting (Figure A.30b), low pass
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filter, and (Figure A.31) and f-k filter (Figure A.32). Different windowing wasn’t applied
in this dataset and obtained fundament, first higher and second higher modes (Figure 22).

Figure A.29. (a) Line 5 Love wave seismic record and (b) the phase velocity before any
processing.
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Figure A.30. (a) Line 5 Love wave normalized seismic trace with top and down muting to
preserve the surface wave only. The seismic data was preserved within two red lines. The
body waves were muted from the top and the noise from the bottom is also muted. Two
noisy traces were removed from this dataset. (b) Line 5 Love wave data after applied
muting.
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Figure A.31. Line 5 Love wave data comparison before (a) and after (c) applying a low
pass filter (0 - 80 Hz). The f-x spectrum before (b) and after (d) applying filter.
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Figure A.32. Line 5 Love wave data comparison before (a) and after (c) applying an f-k
filter. The f-k spectrum before (b) and after (d) applying filter. The red polygon in (b)
highlights the surface waves within the f-k domain which the f-k filter is designed to
preserve.

A.5

Data Processing for Line 6

Data processing for Line 6 followed the flow chart in Table 2 for data processing. In the
Rayleigh wave data, windowing was not. For Love wave data, windowing was applied to
better identify different modes.
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A.5.1

Rayleigh Wave

For the Rayleigh wave data, same processing workflow was followed including stacking
(Figure A.33), normalizing the traces (Figure A.34a), muting (Figure A.34b), and low
pass and (Figure A.35) and f-k filter (Figure A.36). In Line 6 Rayleigh wave data,
fundamental mode, first and second higher mode was obtained (Figure 23).

Figure A.33. (a) Line 6 Rayleigh wave seismic record. (b) The phase velocity before any
processing.
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Figure A.34. (a) Line 6 Rayleigh wave normalized seismic trace with top and down
muting to preserve the surface wave only. The seismic data was preserved within two red
lines. The body waves were muted from the top and the noise from the bottom is also
muted. Two noisy traces were removed from this dataset. (b) Line 6 Rayleigh wave data
after applied muting.
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Figure A.35. Comparison before (a) and after (c) applying a low pass filter (0 - 80 Hz).
The f-x spectrum before (b) and after (d) applying filter.
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Figure A.36. Line 6 Rayleigh wave data comparison before (a) and after (c) applying an
f-k filter. The f-k spectrum before (b) and after (d) applying filter. The red polygon in (b)
highlights the surface waves within the f-k domain which the f-k filter is designed to
preserve.
A.5.2

Love wave

For the Love wave data, same processing workflow was followed including stacking
(Figure A.37), normalizing the traces (Figure A.38a), muting (Figure A.38b), and low
pass and (Figure A.39) and f-k filters (Figure A.40). After all the processing step, the
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modes are still not distinguishable, different windowing was applied to obtain
fundamental mode and first higher mode (Figure 24).

Figure A.37. (a) Line 6 Love wave seismic record and (b) the phase velocity before any
processing.
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Figure A.38. (a) Line 6 Love wave normalized seismic trace with top and down muting to
preserve the surface wave only. The seismic data was preserved within two red lines. The
body waves were muted from the top and the noise from the bottom is also muted. Two
noisy traces were removed from this dataset. (b) Line 6 Love wave data after applied
muting.
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Figure A.39. Line 6 Love wave data comparison before (a) and after (c) applying a low
pass filter (0 - 80 Hz). The f-x spectrum before (b) and after (d) applying filter.
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Figure A.40. Line 6 Love wave data comparison before (a) and after (c) applying an f-k
filter. The f-k spectrum before (b) and after (d) applying filter. The red polygon in (b)
highlights the surface waves within the f-k domain which the f-k filter is designed to
preserve.
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