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HYPERBOLICITY OF SEMIGROUPS AND FOURIER
MULTIPLIERS
YURI LATUSHKIN AND ROMAN SHVIDKOY
Abstract. We present a characterization of hyperbolicity for strongly
continuous semigroups on Banach spaces in terms of Fourier mul-
tiplier properties of the resolvent of the generator. Hyperbolicity
with respect to classical solutions is also considered. Our approach
unifies and simplifies the M. Kaashoek– S. Verduyn Lunel theory
and multiplier-type results previously obtained by S. Clark, M.
Hieber, S. Montgomery-Smith, F. Ra¨biger, T. Randolph, and L.
Weis.
1. Introduction
Suppose X is a complex Banach space and T = (Tt)t≥0 is a strongly
continuous semigroup of operators on X . Let A denote its infinitesimal
generator.
An autonomous version of a well-known result that goes back to O.
Perron says the following: a homogeneous differential equation u˙ = Au
admits exponential dichotomy on R if and only if the inhomogeneous
equation u˙ = Au+ f has a unique mild solution u ∈ F (R;X) for each
f ∈ F (R;X), see [DK] or [LZ], and [CL], and the literature therein.
Here F (R;X) is a space ofX-valued functions, for instance, F (R;X) =
Lp(R;X), 1 ≤ p < ∞. The exponential dichotomy for u˙ = Au means
that the semigroup generated by A is hyperbolic, that is, condition
σ(Tt) ∩ {|z| = 1} = ∅, t 6= 0, holds for the spectrum σ(·).
Passing, formally, to the Fourier transforms in the equation u˙ =
Au + f we have that the solution u is given by u = Mf , where M :
f 7→ [R(i·;A)fˆ ]∨, R(λ;A) is the resolvent operator, and ∧,∨ are the
Fourier transforms. Thus, heuristically, the above-mentioned Perron-
type theorem could be reformulated to state that the hyperbolicity of
the semigroup is equivalent to the fact that the function s 7→ R(is;A)
is a Fourier multiplier on Lp(R;X), 1 ≤ p <∞, see, e.g., [A, H1] for the
definition of Fourier multipliers. One of the objectives of the current
paper is to systematically study the connections of hyperbolicity and
Lp-Fourier multiplier properties of the resolvent.
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The use of Fourier multipliers for stability and hyperbolicity for
strongly continuous semigroups has a fairly long history. To put our
paper in this context, we briefly review relevant results. Probably, the
first Fourier multiplier type result was obtained in the important pa-
per [KVL] by M. Kaashoek and S. Verduyn Lunel. These authors used
scalar functions (“matrix elements” of the resolvent) defined by
rρ(s, x, x
∗) = 〈x∗, R(ρ+ is;A)x〉, ρ ∈ R, s ∈ R, x ∈ X, x ∈ X∗.
They proved that T is hyperbolic if and only if the following two con-
ditions holds:
(i) |〈rρ,Φ〉| ≤ K‖x‖‖x
∗‖‖Φˇ‖L1 for some K > 0, ρ0 > 0 and all ρ with
|ρ| < ρ0 and all Φ ∈ S, the Schwartz class of scalar functions on
R;
(ii) the Ce´saro integral
G0x =
1
2π
(C, 1)
∫
R
R(is;A)xds
=
1
2π
lim
N→∞
1
N
∫ N
0
∫ l
−l
R(is, A)xdsdl
converges for all x ∈ X .
Remark, that one of the results of the current paper (Theorem 2.7)
shows that condition (ii), in fact, follows from (i).
L. Weis in [W2] used Fourier multiplier properties of the resolvent on
Besov spaces to give an alternative proof of the fact that the supremum
ωα(T) of the growth bounds of “α–smooth” solutions Ttx are majorated
by the boundedness abscissa s0(A) of the resolvent. Remark, that in
Section 3 of the present paper we derive a formula (Theorem 3.6) for
ωα(T) in terms of Fourier multipliers on Lp. Moreover, in Sections 4
and 5 we use Fourier multipliers to study an analogue of dichotomy
(hyperbolicity) for the smooth solutions.
A similar formula for ω0(T) in terms of the resolvent of the generator
was obtained in [CLRM], see also [LMS] and formula (5.20) in [CL].
Formally, Fourier multipliers have not been used in [LMS] and [CLRM].
The hyperbolicity of T was characterized in [LMS] and [CLRM], see
also [CL], in terms of the invertibility of generator Γ of the evolution
semigroup {Et} defined on Lp(R;X) as (E
tf)(τ) = etAf(τ − t). How-
ever, a simple calculation (see Remark 2.2 below) shows that Γ−1 =
−M . Thus, formula (5.20) in [CL] for the growth bound of T is, in fact,
a Fourier multiplier result that is generalized in Theorem 3.6 below.
Via completely different approach based on an explicit use of Fourier
multipliers, M. Hieber [H2] gave a characterization of uniform stability
for T in terms of Fourier multiplier properties of the resolvent. Also,
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he proved a formula for ω0(T) that is contained in Theorem 3.6 when
α = 0. An important ingredient of his proof was the use of well-known
Datko-van Neerven Theorem saying that T is uniformly stable if and
only if the convolution with T is a bounded operator on Lp(R;X).
Since the resolvent is the Fourier transform ofT, the Fourier multipliers
characterization of uniform stability follows.
Among other things, this result with a different proof was given
in [LR], where Datko-van Neerven Theorem was also used. In fact,
Theorem 3.6 was proved in [LR] for α = 0 or α = 1. Also, a spec-
tral mapping theorem from [LMS] was explained in [LR] using Fourier
multipliers instead of evolution semigroups. In addition, a particular
case of Theorem 4.1 of the current paper (with a different proof) was
established in [LR]. Thus, in the present paper we use new technique
to “tie the ends”, and give a universal treatment for the results in
[KVL, CLRM, H2, LR] in a more general context.
Acknowledgment. Yuri Latushkin was supported by the Summer
Research Fellowship and by the Research Board of the University of
Missouri. He thanks S. Verduyn Lunel for fruitful discussions during
his visit to Amsterdam; without these discussions this paper would
has not been written. Roman Shvidkoy was partially supported by the
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2. Characterization of hyperbolicity
Let us fix some notation:
• T =(Tt)t≥0 is a strongly continuous semigroup on a Banach space
X with the generator A;
• L(X) – the set of bounded linear operators on X ;
• R(λ,A) = R(λ) is the resolvent of A;
• ω0 = ω0(T) denotes the growth bound of T, i.e. ω0(T) = inf{ω ∈
R : ‖Tt‖ ≤Mωe
ωt};
• s0(A) denotes the abscissa of uniform boundedness of the resol-
vent, i.e. s0(A) = inf {s ∈ R : sup{‖R(λ)‖ : Reλ > s} <∞};
• rρ(s, x, x
∗) = rρ(s) = 〈x
∗, R(is + ρ)x〉 ; s ∈ R, x ∈ X , x∗ ∈ X∗,
ρ ∈ R;
• f̂(t) =
∫
R
f(s)e−istds; fˇ(t) = 1
2π
∫
R
f(s)eistds;
• S stands for the class of Schwartz functions;
• 〈r,Φ〉 denotes the value of a distribution r on Φ ∈ S.
Definition 2.1. We say that the semigroup T is hyperbolic if there is
a bounded projection P on X, called splitting, such that PTt = TtP for
all t > 0 and there exist positive numbers ω and M such that
1. ‖Ttx‖ ≤ Ke
−ωt‖x‖, for all t > 0 and x ∈ ImP ,
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2. ‖Ttx‖ ≥ Ke
ωt‖x‖, for all t < 0 and x ∈ KerP .
The semigroup T is called uniformly exponentially stable if P = I.
In other words, conditions 1 and 2 say that (Tt)t≥0 is uniformly
exponentially stable on ImP ; all the Tt’s are invertible on KerP and
the semigroup (T−t)t≥0 is uniformly exponentially stable there.
Definition 2.2. The function
G(t) =
{
TtP, t > 0
−Tt(I − P ), t < 0
is called the Green’s function corresponding to the hyperbolic semigroup
T.
Definition 2.1 allows an equivalent reformulation in terms of spectral
properties of T. Namely, T is hyperbolic if and only if the unit circle T
lies in the resolvent set of Tt for one/all t (see [EN, Proposition V.1.15]).
Let us recall the following inversion result.
Lemma 2.3. Suppose ρ > s0(A) and x ∈ X, then
Ft(x) =
1
2πi
(C, 1)
∫
Re λ=ρ
eλtR(λ)xdλ, t ∈ R,
where Ft is defined as
Ft(x) =

Ttx, t > 0
1
2
x, t = 0
0, t < 0
.
In particular, rˇρ(t, x, x
∗) = e−ρt〈x∗, Ft(x)〉.
The proof can be found in [vN, Theorem 1.3.3]. See also Corollary
3.5.
Below we establish some algebraic properties of the distributions rˇρ
for small |ρ| without any additional assumptions on s0(A). The reader
will easily recognize the semigroup properties, in the case s0(A) < 0.
In order to be able to threat rρ’s as distributions and to justify some
computations, we assume that the function s 7→ ‖R(is)‖ is bounded
on R, though the proofs below require merely that this function grows
not faster then a power of |s|.
Lemma 2.4. If τ > 0, then
rˇ0(t− τ, Tτx, x
∗) = rˇ0(t, x, x
∗)− 〈x∗, Ttx〉χ[0,τ ](t), t ∈ R.
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Proof. Let us take arbitrary Φ ∈ S. Then
〈rˇ0(· − τ, Tτx, x
∗),Φ〉 = 〈rˇ0(·, Tτx, x
∗),Φ(·+ τ)〉
= 〈r0(·, Tτx, x
∗), e−iτ ·Φˇ〉 =
∫ +∞
−∞
〈x∗, R(is)e−isτTτx〉Φˇ(s)ds.
Note that
e−isτR(is)Tτx = R(is)x−
∫ τ
0
Trx · e
−isrdr.(1)
Continuing the line of equalities, we obtain:
〈rˇ0(· − τ, Tτx, x
∗),Φ〉 =
∫ +∞
−∞
〈x∗, R(is)x〉Φˇ(s)ds
−
∫ +∞
−∞
〈
x∗,
∫ τ
0
Tre
−isrxdr
〉
Φˇ(s)ds = 〈rˇ0,Φ〉
−
∫ τ
0
〈x∗, Trx〉Φ(r)dr = 〈rˇ0 − 〈x
∗, T·x〉χ[0,τ ](·),Φ〉.
Lemma 2.5. rˇ0(t, Tτx, x
∗) = rˇ0(t, x, T
∗
τ x
∗), τ > 0, t ∈ R.
The proof is obvious.
Lemma 2.6. rˇ0(t) = e
ρtrˇρ(t) for all ρ with |ρ| < ρ0 and t ∈ R.
Proof. We choose ρ0 such that sup{‖R(is + ρ)‖ : s ∈ R, |ρ| < ρ0} is
finite. Suppose Φ ∈ S has compact support. Then Φˇ is an entire
function. Moreover,
lim
α→∞
Φˇ(α + iβ) = 0,(2)
uniformly for all β from some finite interval [a, b]. It is an immediate
consequence of the following equality:
Φˇ(α + iβ) =
∫
R
eβxΦ(x)eiαxdx = −
1
iα
∫
R
[βeβxΦ(x) + eβxΦ′(x)]eiαxdx.
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Now using Cauchy’s theorem and (2) we get
〈rˇρ,Φ〉 = 〈rρ, Φˇ〉 =
∫
R
〈x∗, R(is+ ρ)x〉Φˇ(s)ds
=
∫
R
〈x∗, R(i(s− iρ))x〉Φˇ(s)ds =
∫
R−iρ
〈x∗, R(iλ)x〉Φˇ(λ+ iρ)dλ
=
∫
R
〈x∗, R(is)x〉Φˇ(s+ iρ)ds
+ 2i lim
α→±∞
∫ ρ
0
〈x∗, R(i(α + iβ))x〉Φˇ(α + i(β + ρ))dβ
=
∫
R
〈x∗, R(is)x〉Φˇ(s+ iρ)ds = 〈r0, Φˇ(·+ iρ)〉
= 〈rˇ0, e
−ρ·Φ〉,
and the result follows.
Now we are in a position to prove our main theorem. Let us denote
by Mρ the operator acting by the rule
Mρ : f 7→ [R(i ·+ρ)fˆ ]
∨.
Recall that a function m ∈ L∞(R;L(X)) is called a Fourier multiplier
on Lp(R;X) if the operator M : f 7→ [m(·)fˆ ]
∨ is a bounded operator
on Lp(R;X). Let L1,∞(R;X) denote the weak-L1 space with values
in X (see, e.g., [T, 1.18.6]), that is, the set of all X-valued strongly
continuous functions f with the finite norm
‖f‖L1,∞ := sup
σ>0
{
σmes
(
{s ∈ R : ‖f(s)‖ ≥ σ}
)
<∞
}
.
Note that L1,∞(R;X) ⊂ L1(R;X).
Theorem 2.7. For a strongly continuous semigroup T on X the fol-
lowing conditions are equivalent:
1) T is hyperbolic;
2) R(i·) is a Fourier multiplier on Lp(R, X) for some/all p, 1 ≤ p <
∞;
3) There exists a ρ0 > 0 such that for all ρ with |ρ| < ρ0, Mρ maps
L1(R, X) into L1,∞(R, X);
4) There exists a ρ0 > 0 such that for all ρ with |ρ| < ρ0 and all
Φ ∈ S we have |〈rρ,Φ〉| ≤ Kρ‖x‖‖x
∗‖‖Φˇ‖1.
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Furthermore, if one of these properties holds, then for every t ∈ R and
x ∈ X the integral
G(t)x =
1
2π
(C, 1)
∫
R
R(is)xeistds
converges and represents the Green’s function of T. Moreover, M0f =
G ∗ f for f ∈ L1(R, X), and the splitting projection is given by the
formula
P =
1
2
I +G(0).(3)
Proof. 1)⇒4). This is a part of Theorem 0.2 from [KVL].
4)⇒2). It follows from 4) that rˇρ ∈ L∞, |ρ| < ρ0 and ‖rˇρ‖∞ ≤
Kρ‖x‖‖x
∗‖. By Lemma 2.6, rˇ0(t) = e
−ρtrˇ−ρ(t) a.e. and rˇ0(t) = e
ρtrˇρ(t)
a.e. for some ρ > 0. So, |rˇ0(t)| ≤ e
−ρ|t|K‖x‖‖x∗‖ a.e. for every x ∈ X
and x∗ ∈ X∗, where K = max{Kρ, K−ρ}. Now let us fix p, 1 ≤ p <∞,
and consider a function Φ =
∑n
k=1 xk ⊗ Φk, where Φk ∈ S and {Φk}
have disjoint supports. Then ‖Φ‖pLp =
∑n
k=1 ‖xk‖
p‖Φk‖
p
Lp
. So, we get
the following estimates:
‖M0(Φ)‖
p
Lp
=
∫
R
‖M0(Φ)(t)‖
pdt =
1
2π
∫
R
∥∥∥∥∫
R
R(is)Φˆ(s)eistds
∥∥∥∥p dt
=
1
2π
∫
R
sup
‖x∗‖≤1
∣∣∣∣∣
n∑
k=1
∫
R
r0(s, xk, x
∗)Φˆk(s)e
istds
∣∣∣∣∣
p
dt
=
1
2π
∫
R
sup
‖x∗‖≤1
∣∣∣∣∣
n∑
k=1
∫
R
rˇ0(τ, xk, x
∗)Φk(t− τ)dτ
∣∣∣∣∣
p
dt
≤ Kp
∫
R
(
n∑
k=1
∫
R
e−ρ|τ |‖xk‖|Φk(t− τ)|dτ
)p
dt
= Kp
∫
R
(∫
R
e−ρ|τ |
(
n∑
k=1
‖xk‖|Φk(t− τ)|
)
dτ
)p
dt
≤ CρK
p
∫
R
∫
R
e−ρ|τ |
(
n∑
k=1
‖xk‖|Φk(t− τ)|
)p
dτdt
= CρK
p
∫
R
e−ρ|τ |
∫
R
(
n∑
k=1
‖xk‖|Φk(t− τ)|
)p
dtdτ
= CρK
p
∫
R
e−ρ|τ |
n∑
k=1
‖xk‖
p‖Φk‖
p
Lp
dτ = C ′ρK
p‖Φ‖pLp.
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Since the functions Φ are dense in Lp(R, X), the proof of 4)⇒2) is
finished.
2)⇒1). Suppose 2) holds for some p, 1 ≤ p < ∞. Then, by the
transference principle (see, for example, [SW, Thm. VII.3.8]), {R(ik+
iξ)}k∈Z is a multiplier in Lp(T, X) for all ξ ∈ R, where T is the unit
circle. So, using results from [LMS, Theorem 2.3] or [LR, Theorem 1],
we conclude that e2πiξ ∈ ρ(T2π) for all ξ ∈ R. Thus, T ⊂ ρ(T2π) and
hence T is hyperbolic.
This completes the proof of 1)⇔2)⇔4).
2)⇒3). It is easy to see using the resolvent identity, that there exists
a ρ0 > 0 such that R(i ·+ρ) is a L1(R, X)-multiplier for all ρ such that
|ρ| < ρ0.
3)⇒4). Without loss of generality, assume ρ = 0. Denote
µ = sup
0≤τ≤1
‖Tτ‖
and fix x ∈ X , x∗ ∈ X∗, ‖x‖ = ‖x∗‖ = 1. Let us take a function
Φ ∈ S. By condition 3) we have
‖M0(Φˇ⊗ x)‖1,∞ ≤ K‖Φˆ‖1.
So, mes{τ : ‖M0(Φˆ⊗ x)(τ)‖ > 2K‖Φˆ‖1} ≤
1
2
. This implies that there
is a τ , −1 < τ < 0, such that
‖M0(Φˇ⊗ x)(τ)‖ ≤ 2K‖Φˆ‖1.
Let us apply the functional T ∗−τx
∗ to the left-hand side of the inequality.
Then we have:
|
1
2π
< T ∗−τx
∗, [R · Φ⊗ x]∨(τ) > | ≤ 2µKC‖Φˆ‖1.
By Lemma 2.4 and 2.5 the expression under the absolute value sign is
equal to
rˇ0(·, x, T
∗
−τx
∗) ∗ Φˇ(τ) = 〈rˇ0(·, T−τx, x
∗), Φˇ(τ − ·)〉
= 〈rˇ0(·+ τ, T−τx, x
∗), Φˆ〉 = 〈rˇ0(·, x, x
∗), Φˆ〉 −
∫ −τ
0
〈x∗, Ttx〉Φˆ(t)dt.
By the triangle inequality, we have
|〈r0(·, x, x
∗),Φ〉| ≤ 2Kµ‖Φˆ‖1 + µ‖Φˆ‖1 ≤ 3Kµ‖Φˇ‖1,
which is what we wanted.
Now we turn to the second part of the theorem. First, we prove an
auxiliary Feje´r-type lemma (probably, well-known).
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Lemma 2.8. If f ∈ L1(R, X), then the integral
1
2π
(C, 1)
∫
R
fˆ(s)eistds
converges to f(t) a.e. Moreover,
f =
1
2π
L1 − lim
N→∞
1
N
∫ N
0
∫ ℓ
−ℓ
fˆ(s)eis·ds.
Proof.
1
2π
1
N
∫ N
0
∫ ℓ
−ℓ
fˆ(s)eistds =
1
2π
∫ N
−N
fˆ(s)eist
(
1−
|s|
N
)
ds
=
1
2π
∫ N
−N
∫ +∞
−∞
f(r)eisrdr · eist
(
1−
|s|
N
)
ds
=
∫ +∞
−∞
f(r)
1
2π
∫ N
−N
eis(t−r)
(
1−
|s|
N
)
dsdr.
The inner integral is equal toKN(t−r) =
1
πN(t−r)2
[1−cosN(t−r)]. One
can easily check that KN is a positive kernel in L1, that is, (KN ∗ f)(·)
tends to f(·) a.e. and in L1 as N →∞.
Suppose f ∈ L1(R). Then by 2) we have thatM0(f⊗x) ∈ L1(R, X).
By Lemma 2.8, there is a τ ∈ (−1, 0) such that
M0(f ⊗ x)(τ) =
1
2π
(C, 1)
∫
R
R(is)xfˆ(s)eisτds.
Let us apply the operator T−τ . Then using (1) we obtain:
T−τ ([Rfˆ ⊗ x]
∨(τ)) =
1
2π
(C, 1)
∫
R
R(is)T−τxe
isτ fˆ(s)ds
=
1
2π
(C, 1)
∫
R
[
R(is)xfˆ(s)
−
∫ −τ
0
Trxe
−isrdr · fˆ(s)
]
ds.
Since
f(−r) = L1 − lim
N→∞
1
2π
1
N
∫ N
0
∫ ℓ
−ℓ
fˆ(s)e−isrdsdℓ
and V ϕ =
∫ −τ
0
Trx · ϕ(r)dr is a bounded linear operator from L1(R)
to X , we conclude that the (C, 1)-integral of the second summand
converges and equals
∫ −τ
0
Trx · f(−r)dr. This means, in particular,
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that 1
2π
(C, 1)
∫
R
R(is)xfˆ (s)ds converges. Let us denote it by G(0, f).
Also let
G(t, f) = G(0, f(· − t)) =
1
2π
(C, 1)
∫
R
R(is)xfˆ(s)eistds
for f ∈ L1, t ∈ R, x ∈ X . Now we introduce the following operators:
StN(f, x) =
1
2π
1
N
∫ N
0
∫ ℓ
−ℓ
R(is)xfˆ(s)eistdsdℓ;
I tN(x) =
1
2π
1
N
∫ N
0
∫ ℓ
−ℓ
R(is)xeistdsdℓ.(4)
It is easy to see that ‖StN(f, x)‖ ≤ CN‖f‖L1‖x‖. On the other hand,
we have just proved that G(t, f)x = limN→∞ S
t
N(f, x) exists for all
f ∈ L1, x ∈ X . So, by the boundedness principle for bilinear operators,
‖StN‖ ≤ C, where C does not depend on N and t.
Let fǫ, ǫ > 0, be a kernel in L1(R), that is, fǫ ∗ Φ→ Φ as ǫ→ 0 for
each Φ ∈ L1(R). Then I
t
N(x) = limǫ→0 S
t
N(fǫ, x) and hence, ‖I
t
N‖ ≤ C.
Let us show that G(t)x = limN→∞ I
t
N(x) exists for all x ∈ D(A
2).
This will be enough to prove that G(t)x exists for all x ∈ X . Fix
x ∈ D(A2) and notice that
I tN (x) =
1
2π
1
N
N∫
0
ℓ∫
−ℓ
R(is)xeistdsdℓ
=
1
2π
1
N
1∫
0
ℓ∫
−ℓ
R(is)xeistdsdℓ+
1
2π
1
N
N∫
1
∫
|s|≤1
R(is)xeistdsdℓ
+
1
2π
1
N
N∫
1
∫
1≤|s|≤ℓ
R(is)xeistdsdℓ
=
1
2π
1
N
1∫
0
ℓ∫
−ℓ
R(is)xeistdsdℓ+
1
2π
N − 1
N
∫
|s|≤1
R(is)xeistds
+
1
2π
1
N
∫ N
1
∫
1≤|s|≤ℓ
[
−
R(is)A2x
s2
+
x
is
−
Ax
s2
]
eistdsdℓ.
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So,
lim
N→∞
I tN(x) =
1
2π
∫
|s|≤1
R(is)xeistds
−
1
2π
∫
|s|≥1
[
Ax
s2
+
R(is)A2x
s2
]
eistds(5)
+
x
2πi
∫ +∞
t
sin(s)
s
ds · χR\{0}(t).
Finally, it is only left to verify that G(t) is indeed the Green’s func-
tion. Let us prove the first equality in Definition 2.2, the second one
being analogous. We have
TτPx =
1
2
Tτx+
1
2π
(C, 1)
∫
R
R(is)xTτxds
=
1
2
Tτx+
1
2π
(C, 1)
∫
R
R(is)xeistds
−
1
2π
(C, 1)
∫
R
∫ τ
0
Trxe
−isrdr · eisτds
= G(τ)x+
1
2
Tτx−
1
2
Tτx = G(τ)x,
where we use the ordinary Feje´r’s theorem.
It follows from the above that G(τ) is an exponentially decaying
function. So, f 7→ G ∗ f is a bounded operator on L1. On the other
hand, M0Φ = G ∗ Φ for all Φ ∈ S. Hence, M0f = G ∗ f for all f ∈ L1.
The proof of (3) can be found in [KVL].
Corollary 2.9 ([G, H]). Suppose X is a Hilbert space. Then the semi-
group T is hyperbolic if and only if the resolvent R(λ,A) is bounded in
some strip containing the imaginary axes.
Remark 2.10. Condition 3) can be considerably weakened in the fol-
lowing way. Suppose F is a space of functions on R with the following
property: for any f ∈ F there is a t ∈ [−1, 0] such that |f(t)| ≤ c‖f‖F .
Many quasi-normed function spaces have this property, for example,
Lq,r(R), Hp(R), C0(R), or any function lattice with ‖χ[−1,0]‖ 6= 0. De-
note by F (X) the space of all strongly measurable functions f with
values in X such that ‖f(·)‖ ∈ F . Our proof shows that it is enough
to require that Mρ maps L1(R, X) into F (X) (see also the proof of
Theorem 3.1).
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Remark 2.11. Recall that the generator Γ of the evolution semigroup
(Et)t≥0, defined on Lp(R, X) by (E
tf)(s) = Ttf(s− t), is the closure of
the operator −d/dt+A on the domain D(−d/dt)∩D(A). It is known,
see [CL, Thm.2.39], that T is hyperbolic if and only if the operator Γ
is invertible on one/all Lp(R, X), 1 ≤ p <∞. This result immediately
implies that conditions 1) and 2) in Theorem 2.7 are equivalent. Indeed,
if x ∈ D(A) and Φ ∈ S, then Γ(Φ ⊗ x) = −Φ′ ⊗ x + Φ ⊗ Ax. Using
elementary properties of Fourier transform, we have that
M0Γ(Φ⊗ x) = −Φ⊗ x, x ∈ D(A)
and
ΓM0(Φ⊗ x) = −Φ⊗ x, x ∈ X ,
and the result follows.
It is worth noting that in the special case s0(A) < 0, by Lemma 2.3,
the splitting projection turns into the identity and our theorem gives
the characterization of uniform exponential stability observed in [LR].
There is a Mikhlin-type sufficient condition due to M. Hieber [H1]
for an operator-valued symbol to be L1-multiplier. Applied to the
resolvent it yields the following: if there exists a δ > 3
4
such that
sup{|s|δ‖R(is)‖} <∞, then R(i·) is a multiplier.
Yet another condition for operator-valued symbol to be a multiplier
is recently developed in [W1]. It works if X is a UMD-space and says
that if the families {R(is)}s∈R and {sR
2(is)}s∈R are R-bounded, then
R(i·) is a multiplier.
3. Extension to the case α > 0
It turns out that many arguments from Section 2 work in a more gen-
eral situation, when the resolvent multiplier is restricted to Lp(R, Xα),
where Xα is the domain of the fractional power (A−ω)
α, endowed with
the norm ‖x‖α = ‖(A− ω)
αx‖. In this section we show that R(i ·+ρ)
is a multiplier from Lp(R, Xα) to Lp(R, X) for small values of ρ if and
only if the following modified Kaashoek - Verduyn Lunel inequality
holds: |〈rρ,Φ〉| ≤ K‖x‖α‖x
∗‖‖Φˆ‖L1. Also in this case G(t)x exists for
all x ∈ Xα and is exponentially decaying as |t| → ∞. As a by-product
of this results we obtain the following relationship between the frac-
tional growth bound ωα(T) and its spectral analogue sα(A) (see (10)
for the definitions): ωα(T) is the infimum of all ω > sα(A) such that
R(i ·+ω) is a multiplier from Lp(R, Xα) to Lp(R, X). In the particular
case, when X is a Hilbert space, the latter condition will be shown to
hold for all ω > sα(A). So, sα(A) = ωα, which gives a different proof
of G. Weiss’s [Ws] result for arbitrary α ≥ 0, also obtained by L. Weis
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and V. Wrobel in [WW]. The main result in this section is an extension
of Theorem 2.7 to the case of arbitrary α > 0. To be more precise,
we treat only conditions 2)-4), as hyperbolicity is ambiguous in this
situation and therefore it is postponed to the next section.
One can notice that most of the proof of Theorem 2.7 work for all α >
0 if one replaces all X-norms by Xα-norms. However, the “some/all”
part of condition 2), being an easy consequence of results in [LMS] and
the spectral characterization of hyperbolicity in case α = 0, requires
some additional duality argument.
Before we state our main theorem, let us recall the notion of frac-
tional power of A. Suppose ω > max{ω0 +3, 3}. Denote A−ω by Aω.
Let γ be the path consisting of two rays Γ1 = {−1+ te
iθ : t ∈ [0,+∞)}
and Γ2 = {−1− te
iθ : t ∈ [0,+∞)} going upwards. We assume that θ,
θ < π
6
, is small enough to ensure the inequality ‖R(µ+ω)‖ ≤ C 1
1+|µ|
in
the sector generated by γ. For any α > 0 we define Aαω as the inverse
to the operator A−αω acting on X by the rule
A−αω (x) =
1
2πi
∫
γ
µ−αR(µ+ ω)xdµ.
Let us denote by Xα the domain of A
α
ω endowed with the norm ‖x‖α =
‖(A − ω)αx‖. Then Xα is a Banach space and it does not depend
on the particular choice of ω, ω > ω0, see [EN] for more information
concerning fractional powers.
Theorem 3.1. Assume that there exists a ρ0 > 0 such that
sup
{
‖R(λ)‖
1 + |λ|α
: |Reλ| < ρ0
}
<∞.(6)
Then the following conditions are equivalent:
1) R(i ·+ρ) is a multiplier from Lp(R, Xα) to Lp(R, X), for some/all
p, 1 ≤ p <∞, and all ρ, |ρ| < ρ0;
2) R(i · +ρ) is a multiplier from Lp(R, Xα) to E(X), for some p,
1 ≤ p < ∞, and all ρ, |ρ| < ρ0, where E is a rearrangement
invariant quasi-Banach lattice;
3) R(i·+ρ) is a multiplier from L1(R, Xα) to F (X) for all ρ, |ρ| < ρ0,
where F is some rearrangement invariant quasi-Banach lattice;
4) |〈rρ,Φ〉| ≤ K‖x‖α‖x
∗‖‖Φˆ‖L1 for all Φ ∈ S, x ∈ Xα, x
∗ ∈ X∗ and
|ρ| < ρ0.
If one of these conditions holds, then the integral
G(t)x =
1
2π
(C, 1)
∫
R
R(is)xeistds
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converges for all x ∈ Xα, and ‖G(t)x‖ ≤ K‖x‖αe
−ρ|t| for all ρ, 0 <
ρ < ρ0. Moreover, M0f = G ∗ f for f ∈ L1(R, X).
Proof. 1)⇒2) is evident.
2)⇒3). Assume for simplicity that ρ = 0. First we claim that M0
maps Lp(R, Xα) into L∞(R, X). To prove this, let us take an arbitrary
function Φ of the form
∑n
i=1Φixi , where xi ∈ Xα and Φi ∈ S. Then,
by condition 2),
‖M0(Φ)‖E(X) ≤ K‖Φ‖Lp(R,Xα).
It implies that for every n ∈ Z there exists a t ∈ [n, n+ 1] such that
‖[RΦˆ]∨(t)‖X ≤
2K
ϕ(1)
‖Φ‖Lp(R,Xα),
where ϕ is the characteristic function of E. For any fixed τ ∈ [0, 2],
let us apply the operator Tτ to the right-hand side of this inequality.
Then we get
‖
1
2π
∫
R
TτR(is)Φˆ(s)e
istds‖ ≤ C‖Φ‖Lp(R,Xα).
Now using equality (1) we obtain the following
1
2π
∫
R
TτR(is)Φˆ(s)e
istds =
1
2π
∫
R
R(is)Φˆ(s)eis(t+τ)ds
−
1
2π
∫
R
∫ τ
0
TrΦˆ(s)e
is(τ−r)drds
= M0(Φ)(t + τ)−
1
2π
∫ τ
0
TrΦ(τ − r)dr.
Thus, ‖M0(Φ)(t + τ)‖X ≤ C˜‖Φ‖Lp(R,Xα). By the choice of τ and t we
have the same inequality on the whole real line. Since τ was chosen
arbitrary, the claim is proved.
Let us observe that the boundedness of M0 is equivalent to the fact
that R(i·)A−αω is an Lp(R, X)− L∞(R, X) multiplier.
Denote by X⊙ the sun dual to X on which the dual semigroup is
strongly continuous (see [EN]). One can easily check, by duality, that
for a test function Φ =
∑n
i=1Φix
⊙
i one has∥∥∥[R⊙(A⊙)−αΦˆ]∨∥∥∥
Lq(R,X⊙)
≤ C˜‖Φ‖L1(R,X⊙),
where 1
p
+ 1
q
= 1 and A⊙ is the generator of the sun dual semigroup.
In other words, M⊙0 maps L1(R, X
⊙
α ) into Lq(R, X
⊙).
HYPERBOLICITY OF SEMIGROUPS AND FOURIER MULTIPLIERS 15
By what we just proved,M⊙0 is bounded from L1(R, X
⊙
α ) to L∞(R, X
⊙),
and again by duality, M0 maps L1(R, Xα) into L∞(R, X), which proves
condition 3) with F = L∞.
The proofs of all other implications are completely analogous to those
of Theorem 2.7.
Let us now turn to the second part of our theorem. Although
its proof is also essentially the same, some comments will be in or-
der. By Lemma 3.2, proved below, assumption (6) is equivalent to
sup {‖R(λ)‖Xα→X : |Reλ| < ρ0} < ∞. So, the operators S
t
N , intro-
duced in (4), are bounded from Xα × L1(R) to X . Uniform bounded-
ness follows from the fact that lim
N→∞
StN(x, f) exists for all x ∈ Xα and
f ∈ L1(R) by Lemma 2.8. Consequently, ‖I
t
N‖Xα→X ≤ C. Formula (5)
still makes sense for all x ∈ Xα+2, because then A
2x ∈ Xα and all the
integrals converge absolutely. So, G(t)x exists for all x ∈ Xα, and it is
continuous in t, t 6= 0.
Since 〈x∗, G(t)x〉 = rˇ0(t, x, x
∗), by condition 3) and Lemma 2.6
we have that |〈x∗, G(t)x〉| ≤ Ke−ρ|t|‖x‖α‖x
∗‖ almost everywhere and
hence, by the continuity of G(t)x, for all t ∈ R. Thus, ‖G(t)x‖X ≤
Ke−ρ|t|‖x‖α and the proof is finished.
Lemma 3.2. Let S = {λ ∈ C : a < Reλ < b}, a, b ∈ R, be a subset of
ρ(A), where a ∈ R, b ∈ R. Then conditions
sup
{
‖R(λ)‖
1 + |λ|α
: λ ∈ S
}
<∞ and sup
{
‖R(λ)A−αω ‖ : λ ∈ S
}
<∞
are equivalent.
Proof. Since b is finite, there are constants c > 0 and ϕ0, 0 < ϕ0 < π
such that |µ− eiϕ| > |µ|+ c for all µ ∈ γ and ϕ0 < |ϕ| < π − ϕ0. Pick
N > 1 large enough to satisfy ω
N
< c
2
and such that whenever λ ∈ S
and |λ| > N , then ϕ0 < | arg λ| < π − ϕ0 and λ does not belong to
the sector bounded by the contour |λ|γ. For all such λ we have
|µ+
ω
|λ|
− ei arg λ| > |µ|+
c
2
.(7)
Let us consider the following integral:
Iλ =
∫
γ
µ−α
µ+ ω − λ
dµ, λ ∈ S, |λ| > N.
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By the choice ofN , the integrand does not have singular points between
γ and |λ|γ. By the Cauchy Theorem, we have
Iλ =
∫
|λ|γ
µ−α
µ+ ω − λ
dµ =
1
|λ|α
∫
γ
µ−α
µ+ ω
|λ|
− ei arg λ
dµ.
Inequality (7) implies that the absolute value of the last integral is
bounded from above by a constant that does not depend on λ, whenever
λ ∈ S, |λ| > N . The analogous estimate from below follows from
geometric considerations. Thus,
d1
|λ|α
≤ |Iλ| ≤
d2
|λ|α
,(8)
for some positive d1 and d2.
Suppose x ∈ X . Then
R(λ)A−αω x =
1
2πi
∫
γ
µ−αR(λ)R(µ+ ω)xdµ
=
1
2πi
IλR(λ)x−
1
2πi
∫
γ
µ−α
µ+ ω − λ
R(µ+ ω)xdµ.
Let us notice that |µ + ω − λ| ≥ K(|µ| + 1) for some K > 0 and all
µ ∈ γ, λ ∈ S, |λ| > N , whereas ‖R(µ+ ω)‖ ≤ C 1
1+|µ|
. Consequently,∥∥∥∥∫
γ
µ−α
µ+ ω − λ
R(µ+ ω)xdµ
∥∥∥∥ ≤ Kα‖x‖.
In combination with (8) this gives the following estimates:∥∥R(λ)A−αω x∥∥ ≥ d1‖R(λ)x‖|λ| −Kα‖x‖,∥∥R(λ)A−αω x∥∥ ≤ d2‖R(λ)x‖|λ| +Kα‖x‖,
for all λ ∈ S, |λ| > N and x ∈ X , which proves the lemma.
Remark 3.3. In view of Lemma 3.2, assumption (6) in Theorem 3.1, in
fact, follows from condition 1) or 3).
Remark 3.4. Just as in the proof of Theorem 2.7 one can show the
following identities:
G(t) = TtP , t > 0(9)
G(t)T−t = −(I − P ), t < 0
on Xα, where P is defined as
1
2
I +G(0).
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Let us now recall the definition of the fractional growth bound ωα(T)
and its spectral counterpart sα(A): ωα(T) is the infimum of all ω ∈ R
such that ‖Ttx‖ ≤ Mωe
ωt‖x‖α, for some Mω > 0 and all x ∈ Xα and
t ≥ 0, and
sα(A) = inf
{
s : sup
{
‖R(λ)‖
1 + | Imλ|α
: Reλ > s
}
<∞
}
.(10)
As another consequence of Lemma 3.2 we get the following inversion
formula (see [vN] for the case α = 0).
Corollary 3.5. Let x ∈ Xα and h > sα(A). If Ft is defined as in
Lemma 2.3, then
Ft(x) =
1
2πi
(C, 1)
∫
Reλ=h
eλtR(λ)xdλ
for all t ∈ R.
Proof. If h ≥ ω, then our statement is the ordinary inversion formula
(see Lemma 2.3). Otherwise, by the resolvent identity, we have
R(u+ iv)x = (1− (u− ω)R(u+ iv))A−αω R(ω + iv)A
α
ωx,
for all u, h ≤ u ≤ ω. So, in view of Lemma 3.2, lim
v→∞
R(u + iv)x = 0
uniformly in u ∈ [h, ω]. Then, by the Cauchy Theorem, we get
1
2πi
(C, 1)
∫
Reλ=h
eλtR(λ)xdλ =
1
2πi
(C, 1)
∫
Reλ=ω
eλtR(λ)xdλ
= Ft(x).
Let us recall the inequality ωα(T) ≥ sα(A) (see [Ws]). Now suppose
ω > sα(A) and R(i · +ω) is a multiplier from Lp(R, Xα) to Lp(R, X).
One can easily notice that the implication 1)⇒4) of Theorem 3.1 was
proved individually for every ρ. Thus,
|〈rω,Φ〉| ≤ |〈rˇω, Φˆ〉| ≤ K‖x‖α‖x
∗‖‖Φˆ‖L1 .
However, by Corollary 3.5, rˇω(t) = e
−ωt〈x∗, Ttx〉, t > 0, which implies
‖Ttx‖ ≤ e
ωt‖x‖α. So, ωα(T) ≤ ω.
On the other hand, if ω > ωα(T), then ‖e
−ωtTt‖Xα→X is exponen-
tially decaying. Consequently, the operator Mω, being a convolution
with the kernel e−ωtTt, maps Lp(R, Xα) into Lp(R, X) as a bounded
operator. Thus, we have proved the following result.
Theorem 3.6. For any C0-semigroup T on a Banach space X, ωα(T)
is the infimum over all ω > sα(A) such that R(i · +ω) is a multiplier
from Lp(R, Xα) to Lp(R, X), for some p, 1 ≤ p <∞.
18 YURI LATUSHKIN AND ROMAN SHVIDKOY
Corollary 3.7 ([Ws, WW]). If X is a Hilbert space, then ωα(T) =
sα(A) for any strongly continuous semigroup T and α ≥ 0.
There are many results about properties of the constants ωα(T), sα(A)
and relations between them. We refer the reader to paper [WW] for a
detailed exposition of the subject.
We conclude this section by proving an α-analogue of Perron’s The-
orem, cf. [LR]. Let us recall the classical result: a C0-semigroup T
with generator A is hyperbolic if and only if for every g ∈ Lp(R, X)
the following integral equation
u(θ) = Tθ−τu(τ) +
∫ θ
τ
Tθ−sg(s)ds, θ ≥ τ ,(11)
has unique solution in Lp(R, X) (see, e.g. [CL, Theorem 4.33]).
In case of arbitrary α ≥ 0, we are looking for a necessary and suffi-
cient condition on T, which provides existence and uniqueness of solu-
tion to (11) in Lp(R, X) for any given g ∈ Lp(R, Xα). It turns out that
the multiplier property of R(is) is the condition we need.
Theorem 3.8. Suppose iR ⊂ ρ(A). Then the following assertions are
equivalent:
1) R(i·) is a multiplier from Lp(R, Xα) to Lp(R, X);
2) for every g ∈ Lp(R, Xα) there exists a unique solution of (11)
belonging to Lp(R, X).
Before we prove the theorem let us state one auxiliary fact, see [MRS]
or [CL, Prop.4.32].
Lemma 3.9. A function u is a solution of (11) if and only if u ∈ D(Γ)
and Γu = −g, where Γ is the generator of the associated evolution
semigroup.
Proof. 2) ⇒ 1). Denote by L the linear operator that maps g ∈
Lp(R, Xα) to the corresponding solution of (11). By the Closed Graph
Theorem, L is bounded. We prove that actually L = M0. Indeed, by
Lemma 3.9, Lg ∈ D(Γ) and ΓLg = −g, for every g ∈ Lp(R, Xα). On
the other hand, a straightforward computation shows that if g is a C∞-
function with compact support, then M0g ∈ D(Γ) and ΓM0g = −g.
Thus, Γ(M0g − Lg) = 0. However, if Γu = 0 for some u ∈ D(Γ), then
again by Lemma 3.9, u is a solution of (11) corresponding to g = 0.
By the uniqueness, we get u = 0. So, M0g = Lg on a dense subspace
of Lp(R, Xα) and boundedness of M0 is proved.
1) ⇒ 2). Suppose M0 is bounded from Lp(R, Xα) to Lp(R, X). For
a fixed C∞-function g having compact support, we show that u =M0g
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solves (11). Indeed, using (1), we get
u(θ)− Tθ−τu(τ) =
∫
R
R(is)gˆ(s)eisθds−
∫
R
R(is)Tθ−τ gˆ(s)e
isτds
=
∫ θ−τ
0
Tr
∫
R
eis(θ−r)gˆ(s)dsdr
=
∫ θ−τ
0
Trg(θ − r)dr =
∫ θ
τ
Tθ−rg(r)dr,
which is precisely (11).
Now suppose g is an arbitrary function from Lp(R, Xα). Let us ap-
proximate g by functions (gn) of considered type. Then un = M0gn
converge to u = M0g in Lp(R, X) and, without loss of generality,
pointwise on a set E ⊂ R with mes{R\E} = 0. Thus, (11) is true
for u, g and all θ and τ from E. To get (11) for all θ and τ , we will
modify u on the set R\E. To this end, let us take a decreasing se-
quence (τn) ⊂ E such that lim τn = −∞. Observe that the functions
fn(θ) = Tθ−τnu(τn) +
∫ θ
τn
Tθ−sg(s)ds defined for θ ≥ τn are continuous.
Since u = fn = fm on (+∞,max(τn, τm)] ∩ E, we get fn = fm every-
where in the half-line (+∞,max(τn, τm)]. Put u˜ to be fn on (+∞, τn].
By the above, u˜ is a well-defined function on all R. Obviously, u = u˜
on E. Let us show that u˜ satisfies (11). Indeed, for any θ ≥ τ and
τ > τn we have
Tθ−τ u˜(τ) +
∫ θ
τ
Tθ−sg(s)ds = Tθ−τ [Tτ−τnu(τn) +
∫ τ
τn
Tτ−sg(s)ds]
+
∫ θ
τ
Tθ−sg(s)ds
= Tθ−τnu(τn) +
∫ θ
τn
Tτ−sg(s)ds = u˜(θ).
Clearly, assertion 1) in Theorem 3.8 is weaker than condition 1) in
Theorem 3.1. We do not know if they are equivalent. In case α = 0,
though, we can apply the resolvent identity to argue that if R(i·) is a
multiplier, then R(i ·+ρ) is also a multiplier for small values of ρ. So,
by Theorem 2.7, this is equivalent to hyperbolicity of the semigroup T,
and our statement turns into classical Perron’s Theorem.
4. An α-analogue of hyperbolicity
We begin with a discrete version of Theorem 3.1 in the spirit of [LR,
Theorem 5]. Denote by Rg T the range of an operator T .
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Theorem 4.1. Suppose iZ ⊂ ρ(A). Then the following conditions are
equivalent:
1) Xα ⊂ Rg(I − T2π);
2) The sum (C, 1)
∑
k∈ZR(ik)x exists in X-norm for all x ∈ Xα;
3) {R(ik)}k∈Z is a multiplier from Lp(T, Xα) to Lp(T, X) for some/all
1 ≤ p <∞;
4) {R(ik)}k∈Z is a multiplier from L1(T, Xα) to F (T, X), where F
is some quasi-normed function lattice;
5) There exists a constant K > 0 such that
|〈r0,Φ〉| = |
∑
k∈Z
r0(k, x, x
∗)Φ(k)| ≤ K‖x‖α‖x
∗‖‖Φˇ‖L1(T)
holds for all x ∈ Xα , x
∗ ∈ X∗, and Φ ∈ C∞(T).
Proof. 1)⇔2). Note that
1
2π
R(ik)(I − T2π)x =
1
2π
∫ 2π
0
e−iktTtxdt,
for all x ∈ X . So,
1
2π
(C, 1)
∑
k∈Z
R(ik)(I − T2π)x =
1
2
(I + T2π)x.
Thus, 1) implies 2).
Now assume 1). Denote S = 1
2π
(C, 1)
∑
k∈ZR(ik)x. Then
(
1
2
I + S)(I − T2π)x = (I − T2π)(
1
2
I + S)x = x,(12)
for all x ∈ Xα, and 1) follows.
Following [LR] we denote by K the operator of convolution with the
semigroup, i.e.
Kf(t) =
∫ 2π
0
Tsf((t− s)[mod 2π])ds.
Clearly, K is bounded on Lp(T, X) for all 1 ≤ p <∞ and α > 0. Now
we define the discrete multiplier operator L by the rule
Lf(θ) =
∑
k∈Z
R(ik)fˆ(k)eikθ, θ ∈ [0, 2π],
where f is a trigonometric polynomial. One can check the identity
K = L(I − T2π) = (I − T2π)L.(13)
By the assumption and the spectral mapping theorem for the point
spectrum the operator (I−T2π) is one-to-one. Suppose 1) holds. Then
(I − T2π) has the left inverse U1 := (I − T2π)
−1
left defined on Xα. By
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the Closed Graph Theorem U1 is bounded as an operator from Xα to
X . Then (13) says that KU1 = L on trigonometric polynomials with
values in Xα. So, L maps Lp(T, Xα) into Lp(T, X) for all 1 ≤ p < ∞,
which is what is stated in 3).
If the assertion in 3) is true only for some p, then as in the proof
of Theorem 3.1, LA−αω maps Lp(T, X) into L∞(T, X). By duality,
(LA−αω )
∗ maps L1(T, X
⊙) into Lq(T, X
⊙) and hence into L∞(T, X
⊙).
So, LA−αω is a bounded operator from L1(T, X) to L∞(T, X), which
proves 4) with F = L∞(T, X).
Assume 4). Then for every f ∈ C∞(T, X) there is a θ ∈ [0, 2π] such
that ∥∥∥∥∥∑
k∈Z
R(ik)fˆ(k)eikθ
∥∥∥∥∥ ≤ K‖f‖1.
Applying Tθ in the above inequality and using (1) we have:∥∥∥∥∥∑
k∈Z
R(ik)fˆ(k)
∥∥∥∥∥ ≤ K ′‖f‖1.
In particular, for f = Φˇ⊗ x the last inequality yields 5).
If 5) holds, then taking Φ =
∑N
n=1Φn⊗xn, with Φn ∈ C∞(T) having
disjoint supports we get the following estimates
‖LΦ‖1 =
1
2π
∫ 2π
0
sup
‖x∗‖=1
∣∣∣∣∣
N∑
n=1
∑
k∈Z
r0(k, xn, x
∗)Φˆn(k)e
ikθ
∣∣∣∣∣ dθ
≤
N∑
n=1
1
2π
∫ 2π
0
sup
‖x∗‖=1
|〈r0, Φ̂(·+ θ)|dθ
≤
N∑
n=1
‖xn‖α‖Φn‖1 = ‖Φ‖1.
So, we proved 3).
Finally, similarly to the proof of convergence of the (C, 1)-integral
in Theorem 3.1, we can show that 2) follows from L1-boundedness of
LA−αω .
In Theorem 2.7 we have proved that conditions 2) through 4), involv-
ing multipliers, are equivalent to the hyperbolicity of the semigroup,
that is, to a spectral property of T. A natural question is to see if the
multipliers-type conditions 2) through 4) in Theorem 3.1 are equivalent
to a spectral property that could be formulated in terms of T acting
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on the Banach space X , and not in terms of a space of X-valued func-
tions. Theorem 4.1 suggests that each of the conditions 2) through 4)
in Theorem 3.1 implies that the inclusion Xα ⊂ Rg(zI − T2π) holds
for all z from some annulus A containing T. It turns out that this
inclusion alone is not equivalent to any of the conditions in Theorem
3.1. Below we will find the needed complement, but let us first make
some observations.
Assume that S is some strip containing the imaginary axes and
S ⊂ ρ(A). Suppose also that Xα ⊂ Rg(zI − T2π) for all z from
some annulus A containing T. By the Point Spectrum Mapping The-
orem (zI − T2π) is one-to-one. Thus, the left inverse operator Uz =
(zI − T2π)
−1
left : Xα → X exists and is bounded by the Closed Graph
Theorem. The family U = {Uz}z∈A obeys the resolvent identity on
vectors from X2α. However, to prove analyticity, first of all one needs
uniform boundedness of U. And that is the condition we are looking
for.
Theorem 4.2. Suppose there is a strip S such that iR ⊂ S ⊂ ρ(A).
Then any of the equivalent conditions of Theorem 3.1 holds if and only
if there exists an annulus A containing T such that Xα ⊂ Rg(zI−T2π)
for all z ∈ A, and sup{‖Uz‖Xα→X : z ∈ A} <∞.
Proof. Suppose that Mρ maps Lp(R, Xα) into Lp(R, X) for |ρ| < 2ρ0.
By the Uniform Boundedness Principle Mρ are uniformly bounded for
all |ρ| < ρ0. Then, by transference, {R(i(k + ξ) + ρ}k∈Z is a multiplier
uniformly in ξ ∈ [0, 1) and |ρ| < ρ0. In view of just proved Theorem
4.1 we get Xα ⊂ Rg(zI − T2π) for all z from some open annulus A
containing T. In order to show uniform boundedness of U, let us look
at identity (12) first. It shows, in particular, that U1 =
1
2
+ S. Just
like in the second part of the proof of Theorem 2.7, one can estimate
‖S‖Xα→X by the multiplier norm of {R(ik)}. Rescaling gives the same
conclusion for all Uz. Since norms of the corresponding multipliers are
uniformly bounded, the desired result is proved.
Now let us prove the converse statement.
Clearly, the family U = {Uz}z∈A obeys the resolvent identity on
vectors from X2α. Since, in addition, it is bounded, the mapping z →
Uz is strongly continuous on vectors from X2α and, hence, on all Xα.
Again by the resolvent identity, Uz is strongly analytic on X2α. Since
for any x ∈ Xα, Uzx is the uniform limit of a sequence Uzxn with
xn ∈ X2α, Uzx is analytic.
It suffices to show that the integral G(t)x = (C, 1)
∫
R
R(is)xeistds
converges for all x ∈ Xα and there exists a β > 0 such that ‖G(t)x‖ ≤
Ke−β|t| ‖x‖α.
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So, let us fix x ∈ Xα and t ∈ R. Then for any s ∈ R, x = (e
2πis −
T2π)Ue2piisx. Thus
R(is)xeist = R(is)(I − e−2πisT2π)Ue2piisxe
iste2πis
= e(2π+t)is
∫ 2π
0
e−risTrUe2piisxdr.
From this we get
G(t)x = lim
N→∞
∫ 2π
0
Tr
∫ N
−N
Ue2piisxe
(2π+t−r)is(1−
|s|
N
)dsdr
= lim
N→∞
∫ 2π
0
Tr
∫ 1
0
Ue2piisxe
(2π+t−r)is
N∑
n=−N
e(t−r)in(1−
|s+ n|
N
)dsdr
= lim
N→∞
∫ 2π
0
Tr
∫ 1
0
Ue2piisxe
(2π+t−r)is
N∑
n=−N
e(t−r)in(1−
|n|
N
)dsdr
= lim
N→∞
∫ 2π
0
Tr
∫ 1
0
Ue2piisxe
(2π+t−r)isFN(−r + tmod2π)dsdr,
where FN is the Feje´r kernel. Passing to limit inside the integral we
get
G(t) =
1
2
[
T2π
∫ 1
0
Ue2piisxe
istds+
∫ 1
0
Ue2piisxe
is(2π+t)ds
]
=
1
2
[
T2π
1
2πi
∫
T
ztUzxdz +
1
2πi
∫
T
z2π+tUzxdz
]
,
if t = 0mod 2π. And
G(t) = Ttmod 2π
∫ 1
0
Ue2piisxe
(2π+t−tmod 2π)isds
= Ttmod 2π
1
2πi
∫
T
z2π+t−tmod 2πUzxdz,
otherwise. In either case, replacing T by (1 + ε)T, if t < 0, or by
(1− ε)T, otherwise, we get the desired exponential decay.
5. Strong α-hyperbolicity
In this section we introduce yet another notion of α-hyperbolicity for
strongly continuous semigroups. The spectral property we considered
in the previous section, though strong enough, fails to produce any
splitting projection, which is so natural in the case α > 0. Therefore,
we investigate a notion of strong α-hyperbolicity, in which we force
such a projection to exist.
24 YURI LATUSHKIN AND ROMAN SHVIDKOY
Definition 5.1. A C0-semigroup T = (Tt)t≥0 is said to be strongly α-
hyperbolic if there exists a projection P on X, called splitting, such
that PTt = TtP , t ≥ 0 and the following two conditions hold:
1. ωα(T|ImP ) < 0;
2. the restriction of T on KerP is a group, and ωα(T
−1|KerP ) < 0,
where T−1 = (T−t|KerP )t≥0.
The function G(t) defined as in Definition 2.2 is called the Green’s
function corresponding to the α-hyperbolic semigroup T.
It is an immediate consequence of the definition that Green’s function
exponentially decays at infinity on vectors from Xα.
Now we prove an analogue of Theorem 2.7 for α-hyperbolic semi-
groups.
Theorem 5.2. A semigroup T is α-hyperbolic if and only if one of the
equivalent conditions of Theorem 3.1 is satisfied and the operator
G(t)x =
1
2π
(C, 1)
∫
R
R(is)xeistds
has a continuous extension to all of X for each t ∈ R.
If this is the case, G(t) represents the Green’s function. Furthermore,
the splitting projection is unique and given by
P =
1
2
I +G(0).(14)
Proof. Let us prove necessity.
If T is α-hyperbolic, then there is a splitting projection P . Suppose
x ∈ (ImP )α. Then by Corollary 3.5 applied to the semigroup T|ImP ,
we have Ft(x) = G(t)x. In particular, Px = x =
1
2
x + G(0)x. On
the other hand, if x ∈ (KerP )α, then by the same reason, F˜t(x) =
1
2π
(C, 1)
∫
R
R(is,−A)xeistds = −G(−t)x, where F˜t(x) is defined by
F˜t(x) =

T−tx, t > 0
1
2
x, t = 0
0, t < 0
.
So, Px = 0 = 1
2
x+G(0)x. Since Xα = (ImP )α+(KerP )α is dense in
X , this shows that G(t) continuously extends to all of X and equality
(14) is true. The uniqueness of P follows automatically from (14).
Since the (Xα → X)-norm of G(t) is exponentially decreasing and
M0(Φ) = G ∗ Φ for all Φ ∈ S, M0 is bounded from L1(R, Xα) to
L1(R, X). To show boundedness of Mρ, it is enough to notice that if
T is α-hyperbolic, then the scaled semigroup eρ·T is also α-hyperbolic,
for small values of ρ.
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Now we prove sufficiency.
Let us introduce the operator P = 1
2
I + G(0). Since Theorem 2.7
is valid, and hence formulas (9) in Remark 3.4 are true, the norm of
Tt on P (Xα) is exponentially decaying. Consequently, by the ordinary
inversion formula for Laplace transform, we get G(0)x = 1
2
x, for all
x ∈ P (Xα). This implies P
2 = P on all X , in view of the continuity
of P . So, P is a projection.
Obviously, PTt = TtP . On the other hand, since P (Xα) = (ImP )α,
we have ωα(T|ImP ) < 0 and condition 1 of Definition 5.1 is proved.
To show invertibility of Tt on Im(I − P ), we apply formula (9). It
implies that ‖G(t)‖‖T−tx‖ ≥ ‖x‖, for x in Im(I − P ), and hence,
T−t|Im(I−P ) is invertible. Another application of (9) and the second
part of Theorem 2.7 proves condition 2 in Definition 5.1.
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