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Abstract
Abstract: The Standard Model (SM) of Particle Physics is currently our best
understanding of the laws of nature. At the same time it cannot account for a
variety of phenomena, and has a series of shortcomings regarding its own structure.
Beyond the Standard Model physics aims to address these issues, where Grand
Unified Theories (GUTs) provide a solution to some of questions regarding the
structure, which in turn address some of the phenomenological problems present in
the SM.
In the following thesis we explore the phenomenology of GUTs, along with their
valid parameter spaces and experimental signatures. This is done within an extra
dimensional scenario, where we look at 5D and 6D models, within flat and warped
contexts. In this work we have ruled out a series of models and explored the use
of unification metrics to guide model building via renormalisation group equation
analysis within different regimes. To achieve this we have employed a variety of
numerical and evolutionary algorithms.
Keywords: Grand Unified Theory, orbifold, M4 × S1/Z2,M4 × T 1/Z2, extra
dimensions, SO(11), SU(5), SU(5) × U(1), 4D, 5D, 6D, renormalisation group
equations, unification, differential evolution, AdS5, Randal Sundrum.
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Chapter 1
The Standard Model
1.1 The Legacy of the Standard Model
The Standard Model (SM) of particle physics [4–6] has been for the past 50 years
or so, the most accurate description of the fundamental laws of nature via its de-
scription of the strong and electroweak interactions, that has been validated by
experiment over and over again. Furthermore, in July 2012 the ATLAS and CMS
[7, 8] experiments at the LHC discovered the Higgs boson, and measured its mass
mH = 125.10± 0.14 GeV [9], further confirming the validity of the SM.
Even though the SM has been enormously successful in explaining a lot of fea-
tures of the universe, it still has a series of shortcomings and cannot accurately
account for a variety of phenomena (see Ref. [10] for a detailed overview). These
range from lacking an explanation as to why gravity is so much weaker than the
other fundamental forces [11–14], to producing a realistic value for the cosmolog-
ical constant [15]. Amongst the series of problems, the SM does not account for
neutrino masses, cannot account for the strong CP problem [16], or describe the
matter antimatter asymmetry in the universe [17], and struggles to provide a phe-
nomenologically viable dark matter candidate or a source for dark energy. These
shortcomings have in turn pointed towards the need of physics Beyond the Standard
Model (BSM). Throughout this thesis we will be looking at how we formulate and
scrutinise certain BSM theories.
In the following chapter we will review the structure of the SM and then come
back to answer some of the shortcomings, within the context of Grand Unified
Theories (GUTs).
The following section will summarise the matter constituents of the SM, its
gauge groups, how the matter representations transform under the various Lie alge-
bras, and how the Weyl basis relates to the Dirac basis post electroweak symmetry
breaking. The review is based mostly on Chapters 87-89 from [18].
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1.2 Poincaré and Lorentz Algebras
The Poincaré group consists of the symmetries of special relativity, i.e. translations
aµ and Lorentz transformations Λ
µ
ν . These, in turn act on space-time coordinates
xµ as
xµ → x′µ = Λµνxν + aµ, (1.1)
where the metric tensor (ηµν = diag(+,−,−,−)) is invariant under Lorentz trans-
formation ΛT ηΛ = η. The Lorentz matrices can have a determinant of detΛ = ±1,
which separates them into two classes, the ones which are connected to the identity
matrix (detΛ = +1 ) and the ones which are not (detΛ = −1). The ones that are
not connected contain discrete actions (i.e. non-continuous discrete transformations
such as partity, time reversal or charge conjugation P, T,C), whilst the connected
ones form a continuous group named the proper orthochronous group SO↑+(3, 1).
In this section we will be discussing the latter. To this extent, the generators of
the Poincaré algebra consist of the Lorentz generators Mµν and the translational
generators P σ that obey the commutation relations
[Pµ, P ν ] = 0,
[Mµν , P σ] = i (Pµηνσ − P νηµσ) ,
[Mµν ,Mρσ] = i (Mµσηνρ +Mνρηµσ −Mµρηνσ −Mνρηνρ) .
(1.2)
Locally the proper orthochronous group is isomorphic to
SO↑+(3, 1) ' SU(2)⊕ SU(2), (1.3)
which in turn allows us to write the Lorentz generators in terms of two SU(2)
commutative algebras with generators Ai, Bi, where
[Ai, Aj ] = iεijkAk, [Bi, Bj ] = iεijkBk, [Ai, Bj ] = 0. (1.4)
Simultaneously we can define the Lorentz rotation generators Ji, and the Lorentz
boost generators Ki, with respect to Mµν
Ji =
1
2
εijkMj , Ki =M0,i (1.5)
which in conjunction with the isomorphism relates the generator sets as linear
combinations
Ai =
1
2
(Ji + iKi) , Bi =
1
2
(Ji − iKi) , (1.6)
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where ~J = ~A + ~B can be interpreted as physical spin. We also note that one can
find the homeomorphism
SO↑+(3, 1) ' SL(2,C) (1.7)
by noting that we can construct a mapping between a 4-vector X = xµeµ and a
2×2 matrix x˜ = xµσµ where xµ are the Minkowski coordinates and eµ are the basis
vectors, and σµ are the the Pauli sigma matrices along with the identity matrix
σµ = {1, σi}. Writing these out explicitly we have
X = xµe
µ = (x0, x1, x2, x3), x˜ = xµσ
µ =
(
x0 + x3 x1 − ix2
x1 + ix2 x0 − x3
)
. (1.8)
The two constructs transform under SO↑+(3, 1) and SL(2,C) as
X→ ΛX, x˜→ Nx˜N †, (1.9)
where N is a general SL(2,C) matrix parametrising the transformation.
The magnitude of the 4-vector |X|2 = x20 − x21 − x22 − x23 is invariant under
SO↑+(3, 1) transformations. Similarly, the determinant det x˜ = x20 − x21 − x22 − x23 is
also invariant under the SL(2,C) mapping. Therefore we have induced a mapping
between SO↑+(3, 1) and SL(2,C), where the map is 2 to 1 since identical ± choices
in N result in the same correspondence to the specific Λ. In addition, since SL(2,C)
is simply connected, it acts as the universal covering group for SO↑+(3, 1).
1.2.1 Representations of SL(2,C)
We now list the relevant representations of SL(2,C) to our discussion, and how
they behave under a specific transformation N .
• The fundamental representation
ψ′α = N
β
α ψβ, (1.10)
where α, β = 1, 2. The fundamental ψα is referred to as a left-handed (LH)
Weyl spinor.
• The conjugate representation
χ′α˙ = (N
β˙
α˙ )
∗χβ˙, (1.11)
where α˙, β˙ = 1, 2. The conjugate χβ˙ is referred to as a right-handed (RH)
Weyl spinor.
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• The fundamental and the conjugate representations have respective con-
travariant representations
ψ′α = ψβ
(
N−1
) α
β
, χ′α˙ = χβ˙
(
N∗−1
) α˙
β˙
. (1.12)
The contravariant representation is related to the fundamental/conjugate via
the SL(2,C) invariant tensor
εαβ = εα˙β˙ =
(
0 1
−1 0
)
= −εαβ = −εα˙β˙, (1.13)
which acts to raise/lower representation indices
ψα = εαβψβ, χ
α˙ = εα˙β˙χβ˙. (1.14)
similar to the metric tensor ηµν acting on 4-vector indices. Note that transforma-
tions that involve both SO↑+(3, 1) and SL(2,C) indices will in general involve the
construct
(σµ)α˙α ≡ εαβεα˙β˙ (σµ)ββ˙ = (12,−~σ) . (1.15)
Along the same line of thought, one can find a representation for the Lorentz
generators by defining the antisymmetric tensors
(σµν) βα ≡
i
4
(σµσν − σνσµ) βα ,
(σµν) β˙α˙ ≡
i
4
(σµσν − σνσµ)α˙
β˙
,
(1.16)
which can be shown that satisfy the Lorentz algebra[
σµν , σλρ
]
= i
(
ηµρσνλ + ηνλσµρ − ηµλσνρ − ηνρσµλ
)
. (1.17)
Furthermore the σµν , σµν tensors are self-dual and anti-self dual which in turn halves
the components via the identities
σµν =
1
2i
εµνρσσρσ, σ
µν = − 1
2i
εµνρσσρσ. (1.18)
Therefore we can parametrise a Lorentz transformation as Λ = exp
(− i2ωµνσµν),
where ωµν is the infinitesimal transformation parameter, under which the spinors
transform as
ψα → exp
(
− i
2
ωµνσ
µν
) β
α
ψβ,
χα˙ → exp
(
− i
2
ωµνσ
µν
)α˙
β˙
χβ˙.
(1.19)
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1.3 The Standard Model - Introduction
The SM of elementary particle physics is our current best theory that describes
the real world. It is formulated along the lines of invariant symmetries present
in nature, and more specifically how conserved quantities can be modelled in a
Lagrangian formalism via the use of continuous or discrete symmetries. The SM
is constructed under the assumptions of Poincaré invariance, along with invariance
under an internal gauge symmetry, the form of which is dictated by the Coleman-
Mandula theorem [19]. By constructing a theory based on these principles, the SM
can accommodate, and accurately describe our experimental observations of nature.
The SM marries together the Glashow-Weinberg-Salam electroweak model [5,
20, 21] with quantum chromodynamics (QCD). In its unbroken phase, it consists
of the Poincaré invariant gauge theory with the internal gauge group
SU(3)C × SU(2)L × U(1)Y ≡ GSM. (1.20)
SU(3)C is the QCD gauge group, where the C index stands for colour, SU(2)L is
the weak gauge group, where L stands for left denoting weak isospin, and U(1)Y
is the hypercharge group, where Y denotes the namesake’s charge. The SM then
undergoes electroweak (EW) symmetry breaking which causes the gauge group to
break down to
SU(3)C × SU(2)L × U(1)Y → SU(3)C × U(1)EM, (1.21)
where U(1)EM is identified as the electromagnetic (EM) U(1) gauge group. This
in turn is referred to as the “broken phase” which we will discuss at length in the
following section/s.
The matter content of the SM consists of 3 copies of LH Weyl fields, their RH
counterparts obtained via Hermitian conjugation, a complex scalar field known
as the Higgs boson, which is responsible for EW symmetry breaking, and the
corresponding massless gauge bosons. The fields, number of copies, nomencla-
ture and their representations under the SM gauge group GSM are summarised in
Tabs. 1.1, 1.2.
We will build up the SM over the next couple of sections, where we will grad-
ually introduce the various elements, along with explaining electroweak symmetry
breaking and how the weak gauge bosons acquire mass.
6 Chapter 1. The Standard Model
Field Copies Field Name Spin 0 Spin 12 GSM rep.
q 3 (gens.) LH quark doublet - (uL, dL) (3,2,+16)
u 3 (gens.) LH up-type anti-quark - uL (3, 1,−23)
d 3 (gens.) LH down-type anti-quark - dL (3, 1,+13)
` 3 (gens.) LH lepton doublet - (νeL, eL) (1,2,−12)
e 3 (gens.) LH anti-electron - eL (1, 1,+1)
ϕ 1 complex Higgs doublet (ϕ±, ϕ0) - (1,2,−12)
Table 1.1: Table summarising the matter fields in the SM, where the columns
contain the name of the field, the nomenclature, the notation for the spin 1/2
components, and the charges under the SM gauge group GSM = SU(3)C×SU(2)L×
U(1)Y . The RH version of the fields is obtained via Hermitian conjugation.
Field Field Name Spin 1 GSM rep.
Ga Gluons Ga (8, 1, 0)
W a W bosons W±,W 0 (1,3, 0)
B B boson B (1, 1, 0)
Table 1.2: Table summarising the gauge fields in the SM, where the columns contain
the name of the field, the nomenclature, the notation for the spin 1 components,
and the charges under the SM gauge group GSM = SU(3)C × SU(2)L × U(1)Y .
1.4 The Standard Model - Gauge and Higgs Sector
In the following section we will review the electroweak component of the SM denoted
by the gauge group product SU(2)L × U(1)Y . This will be followed by explaining
EW symmetry breaking via the introduction of a (2,+1) ∼ SU(2)L × U(1)Y com-
plex scalar field. This is the aforementioned Higgs field, and it acquires a vacuum
expectation value (VEV) that causes the spontaneous breaking SU(2)L×U(1)Y →
U(1)EM.
First off, we have the covariant derivative that acts on the ith component (i =
1, 2) of Higgs field SU(2)L doublet ϕi as
(Dµϕ)i = ∂µϕi − i
[
g2W
a
µT
a + g1BµY
] j
i
ϕj , (1.22)
where T a are the SU(2)L generators, Y is the hypercharge generator, W aµ are the
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SU(2)L gauge fields, Bµ is the hypercharge field, and g2, g1 are the SU(2)L, U(1)Y
gauge couplings. The i, j indices refer to the representation indices for the gauge
group generators, where T a = 12σ
a, Y = −1212. Therefore the explicit form of the
gauge components is
g2W
a
µT
a + g1BµY =
1
2
(
g2W
3
µ − g1Bµ g2(W 1µ − iW 2µ)
g2(W
1
µ + iW
2
µ) −g2W 3µ − g1Bµ
)
. (1.23)
In the SM, the Higgs potential V (ϕ) consists of a quadratic, and a quartic
interaction which are chosen such that the Higgs field acquires a non-zero VEV.
The form of the Higgs potential is
V (ϕ) =
1
4
λ
(
ϕ†ϕ− 1
2
ν2
)2
, (1.24)
where λ is the quartic coupling, and ν is the Higgs field VEV. Note that the ∼ λν4
term is a constant and doesn’t affect the equations of motion. This form of the
potential ensures a non-zero VEV, which in turn triggers EW symmetry breaking.
According to the breaking chain SU(2)L×U(1)Y → U(1)EM, only one of the gauge
fields remains massless (corresponding to the unbroken U(1) symmetry), whilst the
others acquire a tree level mass dictated by the Higgs VEV.
Using the gauge freedom associated with SU(2)L, we can perform a global gauge
transformation to bring the VEV entirely into the 1st component. Similarly, using
the U(1)Y invariance we can further make it purely real, such that
〈0|ϕ(x) |0〉 = 1√
2
(
ν
0
)
. (1.25)
Under this choice we can parametrise the Higgs field as
ϕ(x) =
(
ν + ϕ1
ϕ2
)
=
1√
2
(
((ν +H(x)) exp (−iχ1(x)/ν)
χ2(x) exp (−iχ3(x)/ν)
)
, (1.26)
where χi, i = 1, 2, 3 are the real scalar components absorbed by the newly massive
gauge bosons that provide their longitudinal modes, and H(x) is the remaining
real propagating scalar degree of freedom. Under the choice of the unitary gauge
χi(x) = 0, Eqn. (1.26) becomes
ϕ(x) =
(
ν +H(x)
0
)
. (1.27)
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To this extent, the kinetic term −(Dµϕ)†Dµϕ makes the connection between the
covariant derivative and the VEV, giving a mass basis for the gauge matrix in
Eqn. (1.23), which is expressed as
− 1
8
(
ν2 0
)( g2W 3µ − g1Bµ g2(W 1µ − iW 2µ)
g2(W
1
µ + iW
2
µ) −g2W 3µ − g1Bµ
)2(
ν2
0
)
. (1.28)
By diagonalising the above, we obtain the mass eigenstates for the fields. This can
be done analytically by defining the weak mixing angle (also known as the Weinberg
angle)
θW ≡ atan
(
g1
g2
)
, (1.29)
and by defining the mass eigenstate fields
W± ≡ 1
2
(
W 1µ ∓ iW 2µ
)
, Zµ ≡ cos θWW 3µ − sin θWBµ, Aµ ≡ sin θWW 3µ + cos θWBµ.
(1.30)
Putting this all together gives us the mass eigenstate form of the gauge boson
Lagrangian
L = −1
8
g22ν
2
(
1 0
) 1cos θW Zµ √2W+µ√
2W+µ . . .
2(1
0
)
= −M2WW+µW−µ −
1
2
M2ZZ
µZµ,
(1.31)
where MW = g2ν/2 and MZ = MW / cos θW are the identified W± boson and
Z0 boson masses. The observed masses of the W±, Z0 therefore set the elec-
troweak breaking scale. The most recent experimental measurements of these are
MW± = 80.4 GeV and MZ0 = 91.4 GeV [22]. This in turn sets the Weinberg angle
at the EW scale as sin2 θW = 0.223. Note that if we introduce a renormalisation
scheme, e.g. MS, the loop corrected gauge couplings become dependent on the
renormalisation scale µ. In MS, at µ =MZ , the Weinberg angle is sin2 θW = 0.2312
[22], and the VEV takes the value ν = 246 GeV.
We note that the mass matrix does not involve any mass terms for the newly
defined Aµ field, since it is the gauge field that transforms under the remaining
unbroken U(1)EM symmetry, which is identified as the EM gauge group.
Coming back to the Higgs field post EW symmetry breaking, we can write out
the potential in Eqn. (1.24) in terms of the remaining scalar degree of freedom
H(x), which gives us
V (ϕ) =
1
4
λν2H2 +
1
4
λνH3 +
1
16
λH4. (1.32)
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By reading off the H2 term’s coefficient we get the mass term for the Higgs field
m2 = 12λν
2. The most recent measured experimental value for the mass of the
Higgs boson is mH = 125.9 GeV [22]. The kinetic term for the Higgs field remains
unchanged, with ϕ→ H, and its couplings to the W±, Z0 become
L = −1
2
∂µH∂µH −
(
M2WW
+µW−µ +
1
2
M2ZZ
µZµ
)(
1 + ν−1H
)2
. (1.33)
Before symmetry breaking, the gauge fields have their kinetic terms dictated by the
usual field strength tensors for a non-abelian/abelian gauge field
L = −1
4
W aµνW aµν −
1
4
BµνBµν , (1.34)
where Bµν = ∂µBν − ∂νBµ and W aµν = ∂µW aν − ∂νW aµ + ig2fabcW bµW cν . Post EW-
symmetry breaking, in ourW±, Z0 basis, the gauge kinetic terms are now expressed
as
L = −1
4
FµνFµν − 1
4
ZµνZµν −D†µW−νDµW+ν +D†µW−νDνW+µ
+ ie (Fµν + cot θWZ
µν)W+µ W
−
ν
− 1
2
(
e2
sin2 θW
)(
W+µW−µ W
+νW−ν −W+µW+µ W−νW−ν
)
.
(1.35)
where we have defined the EM coupling constant
e = g2 sin θW =
g1g2√
g21 + g
2
2
, (1.36)
the field strength tensors Fµν = ∂µAν − ∂νAµ, Zµν = ∂µZν − ∂νZµ, and
Dµ = ∂µ − ie (Aµ + cot θWZµ).
Note that by assigning EM charge Q = +1 to the W+µ field the post-symmetry
breaking Lagrangians exhibit manifest EM invariance. Similarly we note that the
choice of the unitary gauge for the Higgs field hides the underlying SU(2)L×U(1)Y
gauge invariance.
Lastly, the QCD gauge sector consists of the traditional terms associated with a
non-abelian gauge theory, where the gauge group is SU(3). QCD remains unbroken
post EW symmetry breaking. The Lagrangian for the gauge sector consists of the
invariant construct formed by the gluon strength tensor Gµν ,
L = −1
2
Tr (GµνG
µν) = −1
4
GaµνG
aµν , (1.37)
where Gµν = GaµνT
a, and T a are the generators of SU(3). The gluon field strength
tensor components are defined as
Gaµν = ∂µG
a
µ − ∂νGaµ + gf bcaGbµGcν , (1.38)
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where Gaµ are the gluon gauge fields that transform as the adjoint 8 representation
under SU(3)C , and fabc are the totally antisymmetric SU(3) structure constants
defined by the generator commutation relationships
[T a, T b] = ifabcT c. (1.39)
Lastly we note that in order to have a consistent quantisation of non-abelian
gauge theories, we require gauge fixing. This is done by introducing two complex
Grassman-valued scalar fields c, c which are referred to as ghosts and have the
Lagrangian
LGhost = ∂µcaDacµ cc = ∂µca
(
δac∂µ + gf
abcAbµ
)
cc. (1.40)
The ghost fields do not represent physical states, but rather act as a tool, re-
moving unphysical degrees of freedom from virtual gauge bosons.
1.5 The Standard Model - Lepton Sector
Leptons are spin 1/2 particles that transform as singlets under the SU(3)C QCD
gauge group. There are 6 types (flavours) of leptons, which are grouped into three
families/generations. Namely these are the electron and the electron neutrino e, νe,
the muon and the muon neutrino µ, νµ and the tau and tau neutrino τ , ντ . The SM
treats them as 3 copies of the same GSM representation.
A lepton family is described by the corresponding electron and neutrino. Refer-
ring back to Tab. 1.1, we now introduce two LHWeyl fields `, e in the representations
` ∼ (2,−12) and e ∼ (1,+1) of SU(2)L × U(1)Y . Note that the bar is part of the
nomenclature of the field, and does not denote any type of conjugation.
The covariant derivative acts on the fields as
(Dµl)i = ∂µ`i − ig2W aµ (T a) ji `j − ig1
(
−1
2
)
Bµ`i, (1.41)
Dµe = ∂µe− ig1(+1)Bµe, (1.42)
where i = 1, 2 is a SU(2) index. This in turn gives us the kinetic terms in the
Lagrangian
L = i`†iσµ(Dµ`)i + ie†σµDµe. (1.43)
We note that, with the available fields, we cannot write down any gauge-invariant
mass terms for the doublet or singlet, since none of the product representation
combinations
(2,−1
2
)⊗ (2,−1
2
), (2,−1
2
)⊗ (1,+1), (1,+1)⊗ (1,+1), (1.44)
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provide us with a gauge singlet in their deconstructed form whilst maintaining a
chiral theory. Fortunately, we can couple the Higgs to the lepton fields, and more
specifically use its VEV to impart masses by writing down a Yukawa coupling of
the form
L = −yεijϕi`je+ h.c. , (1.45)
where y is the Yukawa coupling constant. We note that the above con-
struction is gauge invariant since the product contains a singlet representation
(2,−12)⊗ (2,−12)⊗ (1,+1) = (1, 0)⊕ (3, 0). We also note that this term is unique
within the context of a gauge invariant renormalisable theory.
Going to the unitary gauge, in which ϕ1 → (ν +H)/
√
2, ϕ2 → 0, and denoting
the SU(2) components of ` as ` =
(
νe
e
)
, our Lagrangian now becomes
L = − 1√
2
y(ν +H)(ee+ e†e†).
≡ − 1√
2
y(ν +H)EE .
(1.46)
Note that we rely on context to distinguish the field e from the EM coupling constant
e. In the last line of the above, we have introduced a Dirac field definition for our
electron, post symmetry breaking, namely
E ≡
(
e
e†
)
. (1.47)
We also note that the electron acquires a mass dictated by the VEV and Yukawa
coupling of me = yν/
√
2. Reading the mass terms in the Lagrangian, we can see
that the neutrino has remained massless, which can now be described by a Majorana
field
N ≡
(
νe
ν†e
)
. (1.48)
The above is also used in conjuncture with the LH projection operator PL =
1
2(1 − γ5), which acting on N gives NL ≡ PLN =
(
νe
0
)
in the 4-component
notation. With this in mind, we can now move on to the form of the covariant
derivative and look at the EM generator and what charges the fields possess under
the unbroken U(1)EM. More specifically we look at the terms that are responsible
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for the construction of Aµ, namely
g2W
3
µT
3 + g1BµY =
e
sin θW
(sin θWAµ + cos θWZµ)T
3
+
e
cos θW
(cos θWAµ − sin θWZµ)Y
= e(T 3 + Y )Aµ + e(cot θWT
3 − tan θWY )Zµ.
(1.49)
Recalling that Aµ is identified as the field corresponding to the surviving U(1)EM
symmetry, with e > 0 as the EM coupling constant, we identify the electric charge
generator Q as
Q = T 3 + Y. (1.50)
Working within the representations T 3 = 12σ
3, Y = −1212, the LH Weyl fields νe, e, e
have the corresponding charges
T 3νe = +
1
2
νe, T
3e = −1
2
e, T 3e = 0,
Y νe = −1
2
νe, Y e = −1
2
e, Y e = +e.
(1.51)
Post-symmetry breaking, the fields have their EM charges as multiples of e dictated
by the action of the charge generator in Eqn. (1.50) as
Qνe = 0, Qe = −e, Qe = +e. (1.52)
Therefore we have recovered what we expected the charges to be for the neutrino
and electron, i.e. a neutral particle and a charged particle with charge e. Moving
on, in terms of the covariant derivative component action on the 4-component Dirac
fields E ,NL, this can now be expressed as
(g2W
3
µT
3 + g1BµY )E =
[
−eAµ + e
sin θW cos θW
(
−1
2
PL + sin
2 θW
)
Zµ
]
E , (1.53)
(g2W
3
µT
3 + g1BµY )NL = e
sin θW cos θW
(
+
1
2
)
ZµNL. (1.54)
Furthermore, we can look at the conserved currents in the broken phase of the SM.
Writing down the mass basis definition
g2W
1
µT
1 + g2W
2
µT
2 =
g2√
2
(
0 W+µ
W−µ 0
)
, (1.55)
which taken along with the Dirac field definitions and the EM invariant, provides
us with the gauge field couplings to the lepton currents
L = 1√
2
g2W
+
µ J
−µ +
1√
2
g2W
−
µ J
+µ +
e
sin θW cos θW
ZµJ
µ
Z + eAµJ
µ
EM. (1.56)
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In the above we have defined the leptonic currents as
J+µ ≡ ELγµNL, J−µ ≡ NLγµEL, JµZ ≡ Jµ3 − sin2 θWJµEM,
Jµ3 ≡
1
2
NLγµNL − 1
2
ELγµEL, JµEM ≡ −EγµE .
(1.57)
Similarly, we can extend our construct to include interactions of multiple gener-
ations by promoting the fields and the respective Yukawa terms with a generational
index I = 1, 2, 3. The kinetic term for the fields now reads
L = i`†iI σµν (Dν) ji `jI + ie†iI σµν (Dν) ji ejI . (1.58)
Similarly, the Yukawa terms now become
L = −εijϕi`jIyIJeJ + h.c. , (1.59)
where yIJ is a complex 3×3 matrix in flavour space, and we sum over the repeated
flavour indices. Note that we can perform independent unitary transformations on
`, e as `I → LIJ`J and eI → EIJeJ , which can be chosen such that we diagonalise
the Yukawa matrix LT yE, along with making the components purely real. In turn
this leaves us with the real diagonal form of the Yukawa yI which gives the different
masses for the 3 generations of leptons.
The most recent experimental masses for the leptons are me = 0.51 MeV,
mµ = 105.65 MeV, mτ = 1.77 GeV [22]. We also note, experimentally neutrinos
have small masses of the order O(eV). The SM can be modified to accommodate
small neutrino masses, by introducing a Majorana neutrino which provides the basis
for the seesaw mechanism. This in turn introduces mixing between the neutrino
families via the PMNS matrix [23, 24].
1.6 The Standard Model - Quark Sector
Lastly, we have the quarks, which are spin 1/2 particles that transform as triplets
3,3 under the SU(3)C QCD gauge group. There are 6 different types of quarks
(flavours), which come as 3 copies of the same fields, grouped into 3 generations.
These are the up and down quarks u, d, the charm and strange quarks c, s, and the
top and bottom quarks t, b.
Similar to what we have done in the leptonic section, we will look at only one
generation of quarks and then extend our discussion to encompass the entire flavour
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sector. In line with Tab. 1.1, we introduce the LH spinor Weyl fields q, u, d which
transform under the SM gauge group as
q ∼ (3,2,+1
6
), u ∼ (3, 1,−2
3
), d ∼ (3, 1,+1
3
). (1.60)
Similar to the leptons, the u, d bars are part of the nomenclature of the field and do
not denote any type of conjugation. The covariant derivatives acting on the fields
are then expressed as
(Dµq)αi = ∂µqαi − ig3Gaµ (T a3 ) βα qβi − ig2W aµ (T a2 ) ji qβj − ig1
(
+
1
6
)
Bµqαi, (1.61)
(Dµu)
α = ∂µu
α − ig3Gaµ
(
T a
3
)α
β
uβ − ig1
(
−2
3
)
Bµu
α, (1.62)
(
Dµd
)α
= ∂µd
α − ig3Gaµ
(
T a
3
)α
β
d
β − ig1
(
+
1
3
)
Bµu
α, (1.63)
where T a3 , T
a
3
are the SU(3)C generators in the 3,3 representations, T a2 are the
SU(2) generators in the doublet representation, i, j are SU(2) indices, and α, β are
SU(3) indices. With this in mind, the kinetic terms for the q, u, d fields consist of
L = iq†αiσµ (Dµq)αi + iu†ασµ (Dµu)α + id
†
ασ
µ
(
Dµd
)α
. (1.64)
Again, we note, that we cannot write a gauge invariant mass term that involves the
3 quark fields since their various products do not contain any singlets. Fortunately,
the Higgs field ϕ ∼ (1,2,−12) comes to the rescue, since it, and its complex conjugate
ϕ† ∼ (1,2,+12), can be used to build Yukawa couplings which contain gauge singlets
as part of their decomposition
(1,2,−1
2
)⊗ (3,2,+1
6
)⊗ (3, 1,+1
3
) = (1, 1, 0)⊕ . . . , (1.65)
(1,2,+
1
2
)⊗ (3,2,+1
6
)⊗ (3, 1,−2
3
) = (1, 1, 0)⊕ . . . . (1.66)
Therefore we introduce the following Yukawa mass terms
L = −y′εijϕiqαjdα − y′′ϕ†iqαiuα + h.c. , (1.67)
where y′, y′′ are the Yukawa coupling constants. We note that these are the only
possible terms whilst keeping the Lagrangian renormalisable.
We now want to look at the broken phase of the SM. Therefore we switch to the
unitary gauge, where the Higgs field transforms as ϕ1 → 1√2(ν + H), ϕ2 → 0 and
the real scalar Higgs is denoted by H. Furthermore, by assigning notations to the
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components of the SU(2) quark doublet as q =
(
u
d
)
, the Lagrangian in Eqn. (1.67)
becomes
L = − 1√
2
y′(ν +H)
(
dαd
α
+ d
†
αd
†α
)
− 1√
2
y′′(ν +H)
(
uαu
α + u†αu
†α
)
= − 1√
2
y′(ν +H)DαDα − 1√
2
y′′(ν +H)UαUα.
(1.68)
In the above we have introduced the Dirac fields for the up and down quark fields
Dα ≡
(
dα
d
†
α
)
, Uα ≡
(
uα
u†α
)
, (1.69)
which post EW symmetry breaking acquire masses dictated by the Higgs VEV and
the Yukawa couplings
md =
y′ν√
2
, mu =
y′′ν√
2
. (1.70)
Looking now at the charge generator Q = T3+ Y , one finds that the u, u, d, d fields
have the EM charges
Qu =
(
+
2
3
)
u, Qd =
(
−1
3
)
d, Qu =
(
−2
3
)
u, Qd =
(
+
1
3
)
d. (1.71)
Similarly, we have recovered what we expected in terms of the quarks and their
charges. Analogous to the lepton sector, we can express the covariant derivative
action in terms of the 4-component fields as(
g2W
3
µT
3 + g1BµY
)U = [+2
3
eAµ +
e
sin θW cos θW
(
1
2
PL − 2
3
sin2 θW
)
Zµ
]
U ,
(1.72)(
g2W
3
µT
3 + g1BµY
)D = [−1
3
eAµ +
e
sin θW cos θW
(
−1
2
PL +
1
3
sin2 θW
)
Zµ
]
D.
(1.73)
Using the above, along with the explicit form of the covariant derivative from
Eqn. (1.55), the kinetic terms in Eqn. (1.64) are recast in terms of the SM quark
currents as
L = 1√
2
g2W
+
µ J
−µ +
1√
2
g2W
−
µ J
+µ +
e
sin θW cos θW
ZµJ
µ
Z + eAµJ
µ
EM. (1.74)
In the above we have defined the SM charged quark currents as
J+µ ≡ DLγµUL, J−µ ≡ ULγµDL, JµZ ≡ Jµ3 − sin2 θWJµEM,
Jµ3 ≡
1
2
ULγµUL − 1
2
DLγµDL, JµEM ≡ +
2
3
UγµU − 1
3
DγµD.
(1.75)
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where the L subscript indicates the inclusion of the LH projection operator PL.
After having established the action for a single quark generation, we can now
incorporate the full flavour structure of the theory by promoting the fields with a
generational index qαiI , uαI , d
α
I where I = 1, 2, 3. The kinetic term for the quark
fields now reads
L = iq†αiIσµ (Dµ) βjαi qβjI + iu†αIσµ (Dµ)αβ uβI + id
†
αIσ
µ (Dµ)
α
β d
β
I , (1.76)
where the summation over the repeated generational index is implied. Similarly the
Yukawa terms now become
L = −y′IJεijϕiqαjIdαJ − y′′IJϕ†iqαiIuαJ + h.c. , (1.77)
where y′IJ , y
′′
IJ are complex 3 × 3 matrices in flavour space. Analogous to the
leptonic case, we can perform independent unitary transformations on the fields
dI → DIJdJ , dI → DIJdJ , uI → UIJuJ , uI → U IJuJ , which can be chosen such
that they diagonalise and rotate out the complex eigenvalue phases of the Yukawa
matrices via the constructs DT y′D,UT y′′U .
Within this framework, the generations of quarks acquire masses dictated by
the Higgs VEV and the real Yukawa eigenvalues mdI = y
′
Iν
√
2,muI = y
′′
I ν
√
2. In
contrast to the leptonic case, we have an additional complication arising in the
kinetic term, which picks up a unitary matrix V via the charged currents
J+µ = DLI
(
V †
)
IJ
γµULJ , J−µ = ULIVIJγµDLK , (1.78)
V ≡ U †D is the Cabbibo-Kobayashi-Maskawa (CKM) matrix [25, 26] and it arises in
the quark case, since now we are dealing with two Yukawa terms in the Lagrangian.
By performing additional independent phase rotations, the CKM matrix can be
brought into a form where the first row and column become real, eliminating 5 of
the 9 complex parameters. The remaining 4 consist of θ1, θ2, θ3, δ where they appear
in the CKM matrix as
V =

c1 c1c3 c1c3
−c1c2 c1c2c3 − c2c3eiδ c1c2c3 + c2c3eiδ
−c1c2 c1c2c3 + c2c3eiδ c1c2c3 − c2c3eiδ
 , (1.79)
and we have defined the shorthand cos θi = ci and sin θi = si. The experimentally
measured values of the angles are sin θ1 = 0.224, sin θ2 = 0.041, sin θ3 = 0.016,
δ = 40◦ [22], where θ1 is known as the Cabibbo angle and δ is often referred to as
the CP violating phase.
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1.7 Shortcomings of the SM
We now come back to the questions that we left open at the start of the chapter. In
particular, we look at the Hierarchy problem and the related “naturalness” problem.
The naturalness problem, can be stated as “why is there such a large mass gap
between the Planck scale and the electroweak scale?”. This manifests itself explicitly
in the SM via the radiative corrections received by the Higgs field, which in turn
constitutes the source of the technical Hierarchy problem. More specifically, the
dominant one loop corrections to the Higgs propagator come from top quarks t via
the Feynman diagram in Eqn. (1.80).
H H
+ H
t¯
t
H (1.80)
If we consider the cut-off scale ΛP ∼ 1018GeV at which the SM is no longer valid
due to quantum gravitational effects coming into play, along with a momentum
cutoff regularisation scheme, the one loop Feynman contribution in Eqn. (1.80),
amounts to a radiatively corrected Higgs mass
m2Higgs = µ
2 − yt
8pi2
Λ2P . (1.81)
This is the manifestation of the hierarchy problem. More specifically, why is
there such a large discrepancy between the EW scale associated with the Higgs
mass mHiggs ∼ 102GeV, and the Planck scale ΛP ∼ 1018GeV. In particular, we now
have to deal with a fine tuning problem as a direct consequence. In order to get the
right Higgs mass of mHiggs ∼ 125GeV, we have to fine tune the mass parameter µ
in Eqn. (1.81) to a precision of 36 digits. This fine tuning is in no way naturally
compelling. This in turn hints at the idea that there is more physics beyond the
SM.
Similarly there are questions regarding the structure of the SM itself, such as
why did the universe choose the particular quark and lepton multiplet structure,
why do quarks and leptons have their specific charges, and why are forces just
partially unified? In addition one asks what is the origin of the 28 free parameters
in the SM?
Some of these problems can be addressed within the context of Grand Unified
Theories (GUTs). The main idea is that the SM gauge group is not the most
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fundamental one, but is part of a larger gauge group which unifies all three forces.
The following section will focus on explaining the hurdles related with implementing
a grand unified theory, the need of an additional mechanism to overcome these
hurdles and a brief mention on an attempt at incorporating conformal symmetry
as said mechanism.
1.8 Grand Unification, and Hierarchies
1.8.1 The Gildener Problem
Grand Unified Theories are founded on the idea that the SM gauge group
GSM = SU(3)C × SU(2)L × U(1)Y is a subset of a larger gauge group G, where
the SM representations arise from the breaking of more fundamental representa-
tions that transform under G. As a consequence of the gauge breaking G → GSM
we have the associated heavy bosons which mediate interactions between all the
unified representations of the particles. Due to phenomenological considerations,
such as the bosons inducing baryon number violating processes, it follows that they
must have a large mass in comparison with the electroweak scale. Therefore we need
to establish a mass hierarchy between the GUT scale, at which these heavy bosons
become kinematically available, and the electroweak scale. Naively one thinks of
being able to artificially adjust parameters in the Lagrangian to set these scales,
but there are some associated issues.
The Gildener problem [13] states that one cannot establish an arbitrarily high
mass hierarchy via the naive adjustment of the parameters of the bare Lagrangian
in a non supersymmetric theory. It follows that within the context of naturalness,
the hierarchy has an upper bound imposed by the radiative corrections. We will
now present the original set-up in Ref. [13], and then move on to apply it to a
realistic construct to see how it comes into effect.
Consider a theory based on O(N) gauge group, that possesses two real scalar
fields that transform as the fundamental representation, i.e. as n dimensional vec-
tors ~χ, ~η, that cause two symmetry breaking stages O(N)→ O(N−1)→ O(N−2).
To this extent we write down the most general potential allowed by the symmetries,
V (~χ, ~η) = −1
2
m21(~χ)
2 − 1
2
m22(~η)
2 +
1
4
f1[(~χ)
2]2 +
1
4
f2[(~η)
2]2
+
1
2
f3(~χ)
2(~η)2 +
1
4
f4(~χ · ~η)2.
(1.82)
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This is accompanied by the fields couplings to the gauge fields via
Lkin = (Dµχi)(Dµχi) + (Dµηi)(Dµηi), (1.83)
where Dµ = ∂µ + igAaµT
a is the covariant derivative defined by the O(N) gauge
coupling g, the group generators T a, and the gauge field Aaµ which transforms as
the adjoint representation. The ~χ and ~η acquire VEVs and provide the vector
bosons with a mass term, where the n2 − (n − 1)2 “heavy” bosons MH and the
(n− 1)2 − (n− 2)2 “light” bosons ML are associated with the O(N)→ O(N − 1),
and O(N − 1)→ O(N − 2) breakings. The masses are expressed as
M2H = g
2(~χm)
2, M2L = g
2(~ηm)
2, (1.84)
where ~χm, ~ηm are the two vector’s VEVs. To this extent, we can define the afore-
mentioned hierarchy as
H2 ≡M2H/M2L. (1.85)
By examining the dependence of the potential on the contact term f3, one finds
that the hierarchy is bounded by the precision to which the coupling can be specified
with respect to the gauge coupling, as
H < O(α−1/2), (1.86)
where α−1 = 4pi/g2. To see how this argument unfolds, we construct a SU(5) GUT
model and examine the contact terms in the potential to see how the bound comes
into effect.
1.8.2 A non Supersymmetric SU(5) GUT
In the following we follow Ref. [18] in building an SU(5) GUT that incorporates
the SM gauge group. Recalling from Tab. 1.1, under the SM gauge group GSM =
SU(3)C × SU(2)L × U(1)Y the LH matter SM fields transform as
u ∼ (3, 1,−2
3
), d ∼ (3, 1,+1
3
), e ∼ (1, 1,+1),
q =
(
u
d
)
∼ (3,2,+1
6
), ` =
(
νe
e
)
∼ (1,2,−1
2
).
(1.87)
The RH counterparts are obtained via Hermitian conjugation.
From a Lie algebra point of view, we require a group that has rank greater or
equal to the SM gauge group (rank 4). To this extent, the minimal extension is the
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SU(5) group. Within this framework, we require SU(5) representations that can
host the SM matter fields. Following Georgi [27], under GSM the 5 representation
of SU(5) decomposes as
5 ∼ (3, 1,+1
3
)⊕ (1,2,−1
2
) = d⊕ `. (1.88)
We still need a representation to host the rest of the matter fields. If we look
at the next to minimal set of representations, we see that the antisymmetric 10
representation decomposes under the SM as
10 ∼ (3¯, 1,−2
3
)⊕ (3,2, 1
6
)⊕ (1, 1, 1) = u¯⊕ q ⊕ e¯. (1.89)
Therefore we can host all the LH SM fields in the 5⊕ 10 representations of SU(5).
Equivalently, the Hermitian conjugate 5 ⊕ 10 provides the embedding for the RH
fields.
The SU(5) gauge bosons transform under the adjoint representation 24, which
decomposes under GSM as
24 ∼ (8, 1, 0)⊕ (1,3, 0)⊕ (1, 1, 0)⊕ (3,2,−5
6
)⊕ (3¯,2, 5
6
). (1.90)
We identify (8, 1, 0) as the SU(3)C gluons Ga, (1,3, 0) are SU(2)L bosons W a,
(1, 1, 0) as the hypercharge field B, and (3,2,−56), (3¯,2, 56) as the X1, X2 gauge
bosons associated with the coset SU(5)/GSM.
To better understand how the SM representations fit inside the SU(5) ones we
can look at the explicit matrix forms. We have the LH Weyl fermionic matter
representations
ψi = 5¯ =
(
d¯r d¯b d¯g e −νe
)
,
χij = −χji = 10 =

0 u¯g −u¯b ur dr
−u¯g 0 u¯r ub db
u¯b −u¯r 0 ug dg
−ur −ub −ug 0 e¯
−dr −db −dg −e¯ 0

,
(1.91)
where the r, g, b indices refer to the QCD colour index. Similarly, looking at the
gauge boson structure we have in a block diagram notation
AaT a =
G−
1
3
cB13 X
X† W +
1
2
cB12
 , (1.92)
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where c is a normalisation constant, and G ∈ M3×3(C), W ∈ M2×2(C) and
X ∈ M2×3(C) are the corresponding block matrices in the adjoint representa-
tion corresponding to the aforementioned fields transforming under the SU(5)/GSM
coset.
Therefore we can build a SU(5) invariant Lagrangian via the gauge covariant
derivative Dµ = ∂µ − ig5AaµT a, and the SU(5) fields, that has the form
L = iψ†i σ¯µ(Dµψ)i +
1
2
i(χ†)ij σ¯µ(Dµχ)ij , (1.93)
where g5 is the SU(5) gauge coupling, and Aaµ are the corresponding gauge fields
the generators T a.
We now want to break SU(5) → GSM, and subsequently, GSM → SU(3)C ×
U(1)EM. The breaking of SU(5) is implemented by coupling a SU(5) scalar field
Φ ∼ 24, to the gauge covariant derivative. Φ acquires a VEV V dictated by the
structure
〈Φ〉 = diag
(
−1
3
,−1
3
,−1
3
,+
1
2
,+
1
2
)
V. (1.94)
This in turn breaks the SU(5) gauge symmetry down to the SM gauge group,
causing the X bosons to become massive, where they acquire a mass
MX =
5
6
√
2
g5V ≡ Cg5V, (1.95)
where we have defined the constant C. Note that we still require a Higgs field H
that transforms as (1,2,−12) ∼ GSM in order to achieve EW symmetry breaking.
The smallest SU(5) representation that can host it is the 5¯, which has the explicit
form
H i = (φr, φb, φg, ϕ−, ϕ0). (1.96)
We identify the SM Higgs doublet components ϕ−, ϕ0, and the introduced coloured
Higgs states that can have potentially dangerous phenomenological consequences
(see the following chapter). Coupling this field to the gauge fields and matter
representations in order to impart the appropriate quark and lepton masses, we
obtain the full SU(5) GUT Lagrangian
LH = (DµH i)†(DµHi)− yH iψjχij − 1
8
y′′εijklmH†i χjkχlm + h.c. , (1.97)
where εijklm is the antisymmetric SU(5) invariant tensor, and we have introduced
the Yukawa couplings y, y′′. Note that the Yukawas are promoted to matrices in
generation space when taking into account the two additional families.
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We still require a scalar potential for Φ,H, such that the fields acquire the
required VEVs and reproduce the SM Higgs sector. The most general renormalisable
potential consistent with gauge invariance that can be written down has the form
V (Φ,H) = −1
2
m2ΦTrΦ
2 +
1
4
λ1TrΦ
4 +
1
4
λ2
(
TrΦ2
)2
(1.98a)
+m2H(H
†H) +
1
4
κ1(H
†H)2 − 1
2
κ2(H
†Φ2H). (1.98b)
The potential consists of the mass couplings mΦ,MH , quartic self interactions
λ1, λ2, κ1, and the contact coupling κ2.
With the model in place, we now turn to analysing it from the perspective
of the Gildener problem. Since we are trying to establish an arbitrarily large mass
hierarchy, we require a separation of the mass scales dictated by the VEVs of the two
scalar fields 〈H〉  〈φ〉. Therefore we have a two stage gauge symmetry breaking,
where the first consists of Φ acquiring a VEV V through the minimisation of the
potential in Eqn. (1.98a), resulting in
V 2 =
36
7λ1 + 30λ2
m2Φ ≡ C−1λ m2Φ. (1.99)
Post symmetry breaking the contact term “drives down” the Higgs mass term in
Eqn. (1.98b) causing it to become negative. Therefore the Higgs potential now
develops a non trivial minimum away from 0 dictated by the corrected mass term
m2ϕ = m
2
H −
1
8
κ2V
2, (1.100)
and the SU(5) Higgs quartic self coupling κ1.
More specifically, after the H field induces EW symmetry breaking, the W±, Z0
bosons become massive. The mass of the W± bosons is specified by M2W = g
2
5ν
2,
where ν2 = m2ϕ/
√
κ1. For a qualitative approximation, we identify g5 evaluated
at the EW scale as the EM coupling e. Similarly, we assume its RGE evolution
from the GUT scale is negligible, with g5|µ=MGUT ∼ e. The hierarchy H defined in
Eqn. (1.85) is determined by the W,X boson masses. In the current SU(5) model
this becomes
H2 = M
2
X
M2W
=
C2e2C−1λ m
2
Φ
e2
m2ϕ
κ1
≡ C
2κ1
Cλ
m2H
m2Φ
− κ2
8
. (1.101)
Requiring a theory in which we maintain perturbative control of our couplings, and
where the tree level terms are a good approximation of the potential dominating
over the loop corrections, implies that the tree level approximation for the potential
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V is only valid for a range of coupling constants κ, λ within the [α2, 1] interval. If
κ, λ < α2 the loop gauge corrections become the dominant terms in the potential
approximation, or if κ, λ > 1 we lose perturbative control of the theory. Here we
have considered α ∼ e2 as a qualitative approximation of α−1 = 4pi/g2.
The hierarchy in Eqn. (1.101) can be arbitrarily extended depending on how
closely we approach the limit κ2 → 8Cλm2H/m2Φ. To examine the behaviour of the
dependency of H as a function of κ2 as it approaches the boundary parametrise κ2
as
κ2 = 8Cλ
m2H
m2Φ
−∆κ2. (1.102)
In line with the precision to which we can specify couplings inside the potential V
up to which the tree level approximation still holds, the ∆κ2 term will in turn have
an intrinsic effective lower bound ∆κ(e) dictated by the gauge coupling corrections
∆κ2 > ∆κ
(e)
2 . (1.103)
To specify this term to a larger degree of accuracy, one needs to take into account
loop corrections contributing to the HHΦΦ term, since the tree level becomes
subdominant. Therefore requiring a larger hierarchy, has the consequence that the
tree level diagram in Fig. 1.1a no longer serves as a good approximation to the
potential, causing loop corrections, such as the one in Fig. 1.1b, to become the
leading effect.
H
H Φ
Φ
(a) Tree level diagram of the
contact interaction HHΦΦ,
where the coupling strength is
∼ κ2.
X
X
H
H Φ
Φ
(b) One Loop diagram that contributes to the
effective HHΦΦ interaction, arising from the
heavy X bosonic contribution.
Figure 1.1: Diagrams contributing to the one loop effective HHΦΦ interaction.
Therefore, if we want to establish a mass hierarchy via this process, we have to
go to the one loop approximation and repeat the entire process, only to run into the
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same issue again via the two loop terms. The argument repeats itself ad infinitum.
Going with the presumption that this degree of fine tuning is unnatural, we can
only push the hierarchy up to the value allowed by the effective lower bound of
the contact term, which depending on the various valid regions for κ,∆κ ∈ [α2, 1]
provides an upper bound
H2 = C2 κ1
∆κ2
< C2
κ1
∆κ(e)
< O(α−1). (1.104)
This is in essence the Gildener problem [13], one cannot establish a naturally
occurring, arbitrarily large mass hierarchy in the context of gauge group symmetry
breaking due to the loop corrections playing a role on how precise the contact terms
can be specified before the relevant approximations break down.
While on the topic of hierarchies, even if one finds some sort of unknown mech-
anism to break the symmetry and establish the desired mass hierarchy, we are then
left with an even more serious issue. The theory now suffers from, what is referred to
as, the “real Hierarchy problem” [28]. This comprises of the fact that the Higgs now
receives massive corrections from the heavy X bosons, which cannot be eliminated
via renormalisation.
We will now look at radiative symmetry breaking as a potential solution to the
Gildener problem, and examine why it is attractive but ultimately fails in solving
it. We then turn our attention to how the Gildener problem can be resolved by
postulating a supersymmetric GUT theory.
1.8.3 The Effective Action and Conformal Symmetry
We now follow Ref. [29] in constructing the effective action as a parallel to different
quantities in thermodynamics. We note that in thermodynamics one defines the
Gibbs free energy G of a system with a magnetisation M in an external magnetic
field H as the Legendre transform of the Helmholtz free energy F defined via the
partition function Z. More precisely
Z(H) = exp(−βF (H)) ⇒ G = F +MH where M ≡ ∂F/∂H. (1.105)
One can take into account the thermal fluctuations via the Gibbs free energy
(for no external magnetic field, i.e. H = 0), and predict the favoured ground state
of the system by finding the minimum free Gibbs potential (i.e. ∂G/∂M = 0).
One can show (see Sec. 9.3 in Ref. [29]) that there exists a correspondence
between the correlation functions of a statistical system and those of a related
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quantum field, where the thermal fluctuations are replaced by quantum fluctuations.
Due to this parallel, one can find the vacuum configuration in a quantum field theory
(QFT) by examining the Gibbs free energy analogue. We start off with the partition
function equivalent in a QFT, i.e. a generating functional of the form
Z(J) = exp(−iE(J)) =
∫
Dφ exp
{
i
∫
d4x (L+ Jφ)
}
, (1.106)
where
∫
d4xL is the classical action for a scalar field φ, J is the classical current
source term, Dφ is the path integral measure that denotes integration over all config-
urations of φ. We also define the classical field φcl analogous to the thermodynamic
case as
δ
δJ(x)
E(J) = −〈φ〉 = −φcl. (1.107)
Therefore, we generate an effective action Γeff via the Legendre transform
Γeff(φ) = −E(J)−
∫
d4yJ(y)φcl(y). (1.108)
For J(x) = 0 (i.e. no exterior source), we can find the preferred vacuum state
(lowest energy state) of the field theory by minimising Γeff. Implicitly, since Γeff only
depends on the classical field, minimising the effective action gives us the possible
VEVs of φ.
Moreover, one can write the effective action as a derivative expansion as
Γeff =
∫
d4x[−Veff(φ) + 1
2
(∂µφ)
2Z(φ)] + . . . (1.109)
where we dropped the classic subscript for φ, and we have introduced the effective
potential Veff(φ) and Z(φ) which are ordinary functions of φ (i.e. not functionals).
Furthermore, since we are interested only in translationally invariant VEVs (φ →
φ+ δφ), the effective action becomes
Γeff = −(V T ) · Veff. (1.110)
V T is the 4 dimensional volume in the considered hyperspace. Therefore the min-
imisation of Γeff now reduces to finding the root of ∂Veff/∂φ = 0. In other words,
one can find the VEV of the theory by examining the effective potential.
Let us now compute the effective action. We start off by expanding E(J) in
Eqn. (1.106), around the classical field as φ(x) = φcl(x) + η(x) for infinitesimal
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variations in η(x), which takes the form∫
d4x(L+ Jφ) =
∫
d4x(L|φ=φcl + Jφcl) +
∫
d4x η(x)
(
δL
δφ
+ J
)∣∣∣∣
φ=φcl
+
1
2
∫
d4xd4y
(
η(x)
δ2L
∂φ∂φ
η(y)
)∣∣∣∣
φ=φcl
+ . . . ,
(1.111)
We note that the second term in the expansion is 0 due to the classical field equation
arising from Eqn. (1.106), i.e.
δL
δφ
∣∣∣∣
φ=φcl
+ J = 0. (1.112)
Similarly, substituting the expansion for E(J) from Eqn. (1.111) into Eqn. (1.108)
we see that the effective action Γeff is a pure function of φcl where
Γeff =
(∫
d4xL+ 1
2
∫
d4xd4y
(
η(x)
δ2L
∂φ∂φ
η(y)
)
+ . . .
)∣∣∣∣
φ=φcl
. (1.113)
Examining the form of the expansion we can now understand how the higher
order terms contribute to choosing the right vacuum state. Solving the second
integral in the above via functional determinant methods, one finds it gives an
explicit contribution of
i
2
log det
(
− δ
2L
δφδφ
)
. (1.114)
Following Itzkinson and Zuber [30], if one expresses the above as a trace over the
logarithm of the corresponding Green’s functions GF (x, y) and second derivative of
the potential V ′′(φcl(x)) associated with the functional derivative of L, we can then
expand the logarithm and write the trace explicitly as
i
∞∑
n=1
(−1)n
2n
∫
d4z1 . . . d
4zn[GF (z1 − z2)V ′′(φ(z2))] . . . [GF (zn − z1)V ′′(φ(z1))].
(1.115)
To help us understand what this means, we substitute the results in a concrete
potential. Consider a pure real scalar theory with a quartic interaction of the form
λφ4. Using Feynman diagrams to represent the terms in the above sum, we get
the series of polygon graphs as shown in Fig. 1.2, where the dots at the vertex
intersections correspond to the coupling strength associated with V ′′(φ).
Therefore the functional determinant is formed by the sum of all the 1 loop
contributions with n propagators and n vertices. Similarly higher order terms in
the effective action expansion will be comprised of 2 loop graphs and beyond. This
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z1
,
z1
z2
,
z3
z1
z2 , z3
z1
z2
z4
. . .
Figure 1.2: First order loop corrections in the φ4 theory, where the diagrams
correspond to the n = 1, 2, 3, 4 terms in the functional logarithm expansion in
Eqn. (1.115).
is in a graphical sense, the statement that the effective action contains information
about the quantum fluctuations of the system.
Furthermore, one can show that in the case of the φ4 theory (see e.g. Ref. [31]),
that this loop expansion is equivalent to a power series expansion of a dimensionless
parameter a multiplying the Lagrangian L that induces the transformation
L(φ, ∂µφ)→ 1
a
L(φ, ∂µφ). (1.116)
This in turn can be made invariant by imposing that φ transforms under a confor-
mal symmetry as φ → a−1φ. Looking back at our procedure, it was this implied
invariance that allowed us to expand around the classical field and survey the VEVs
of the theory.
1.8.4 Scalar QED and Radiatively Induced SSB
Let us now look at a particular φ4 scalar QED theory considered by the authors in
Ref. [31] and compute the effective potential. Consider the Lagrangian
L = −1
4
FµνF
µν + (Dµφ)† (Dµφ)− λ
4!
φ4, (1.117)
consisting of a massless charged scalar field coupled to a gauge field Aµ via the
covariant derivative Dµ = ∂µ − ieAµ. Choosing a regularisation scheme, in this
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case dimensional regularisation, and working in the Landau gauge, one can find the
effective one loop potential
Veff(φ) =
λ
4!
φ4 +
(
5λ2
1152pi2
+
3e4
64pi2
)
φ4
(
ln
φ2
M2
− 25
6
)
, (1.118)
where M is an arbitrary renormalisation scale. Diagrammatically this consists of
incorporating the diagrammatic corrections V (1)(λ2), V (1)(e4) to the tree level 4
point vertex V (0)(λ) as shown in Eqn. (1.119). For the purposes of our discussion
and convenience, we choose M as the VEV of the scalar field M = 〈φ〉.
φ
φ φ
φ
+
φ
φ
φ
φ φ
φ
+
Aµ
Aµ
φ
φ φ
φ
(1.119)
If we consider the regime of λ ∼ e4 to produce a non-trivial VEV (i.e. where the
1 loop gauge coupling is of the same order of magnitude of the tree level quartic
interaction), the λ2 contribution becomes negligible, and the effective potential
develops a minimum at 〈φ〉 away from the origin. This new minimum in turn leads
to a determination of λ in terms of e with λ = 33
8pi2
e4. From the effective potential
point of view we have traded a dimensionless parameter λ for a dimensional one 〈φ〉.
This is a direct consequence of eliminating the arbitrariness of the renormalisation
scale via its association with the minimum; if kept arbitrary we would have a
determination of the VEV in terms of M . Substituting everything back in, we have
the full form of the effective potential
Veff =
3e4
64pi2
φ4
(
log
φ2
〈φ〉2 −
1
2
)
. (1.120)
Taking the second derivative one finds that after spontaneous symmetry breaking
(SSB) φ has acquired a mass given by
m2φ =
∂2V
∂φ2
∣∣∣∣
φ=〈φ〉
=
3e4
8pi2
〈φ〉2 . (1.121)
Along with the scalar, the additional would-be Goldstone bosons associated with
symmetry breaking are “swallowed” up by the gauge field to give a mass to the
vector boson m2V = e
2 〈φ〉2. Therefore, the Coleman-Weinberg mechanism provides
us with a symmetry breaking mechanism in a classically conformal invariant theory,
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that provides a mass scale (which is typically small) determined by the coupling
constants of the theory.
We note that we cannot incorporate this into the SM as a stand-alone mecha-
nism. When Coleman and Weinberg applied it to the SM without the presence of
heavy quarks or additional families in [31] (i.e. just with u, d, e−), the authors got
a prediction for the Higgs mass of the order of O(10GeV). This gets a lot worse
when adding in the heavy quarks, namely the top which drives the squared Higgs
mass negative.
Note that the computation in Ref. [31] was done in the Landau gauge, which
raises the question of gauge dependence. It follows that physically measurable
quantities such as the existence of a non-trivial minimum, and its magnitude are
gauge independent (see Refs. [32–34]).
1.8.5 Conformal Symmetry doesn’t work
In lieu of evading the ever higher LHC bounds on supersymmetry, we initially tried
to see if we could incorporate a different mechanism within a GUT that would cir-
cumvent or solve the Gildener problem. We looked at conformal symmetry breaking
(see Secs. 1.8.3, 1.8.4) and how it can generate small effective scales. Unfortunately
the Gildner problem cannot be solved via the introduction of conformal symmetry;
because we are essentially breaking from an enlarged gauge group G to a subset G˜
we do not have any residual or implicit symmetry to protect our parameters from
the discussed issues (see Ref. [13]). Even more, this mechanism generates the real
hierarchy problem, not having anything to protect it from the large mass contri-
butions. We will in turn revisit the idea of effective potentials in a later Chapter,
within the context of the Hosotani mechanism, which avoids the Gildener problem
entirely by not possessing the traditional coupled VEV structure.
1.8.6 Supersymmetric SU(5)
We now look at a supersymmetric SU(5) GUT model and examine how it gets
around the Gildener issue. Supersymmetry is the only non-trivial extension of the
space-time Poincare symmetry, via the introduction of a graded algebra. It follows
that every field has a supersymmetric partner that has the same relevant coupling
strengths to the other fields.
Therefore, if one tries to establish an arbitrarily high mass hierarchy, one runs
into the same issue we had before, but with the addition that we now have a super-
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partner fields associated with the loop diagrams. Considering the gauge corrections
arising to the Feynman diagram in Fig. 1.1a, we now have two diagrams corre-
sponding to the boson X and the superpartner X˜. The contributions from the two
cancel out due to the negative sign associated with the fermionic superpartner
X
X
H
H Φ
Φ
+
X˜
X˜
H
H Φ
Φ
' 0,
(1.122)
therefore allowing us to establish the desired mass hierarchy. Since we have this
cancellation present we can establish an arbitrarily large mass hierarchy since the
tree level term remains a good approximation to the effective potential. By intro-
ducing the superpartner X˜, Eqn. (1.101) picks up a negative contribution to the
denominator that sets it to ∼ 0 allowing the hierarchy to be established reliably via
the specificity of κ1, κ2 in the supersymmetric SU(5) version.
Furthermore, SUSY also sorts out the “real Hierarchy problem” since the super-
partner loop diagrams cancel the ones arising from the massive boson contributions.
Supersymmetry is therefore a recipe for a successful GUT that doesn’t suffer
from the Gildener problem. The following chapters will be based around examining
how one builds a SUSY theory, along with a class of supersymmetric models based
on extra dimensional (5D, 6D) orbifold models [35–39]. These models are attractive
for a few reasons: they provide SUSY breaking mass parameters via string theory
arguments involved in the compactification, one can achieve suppression of proton
decay processes via embedding the problematic matter representations into the
bulks or UV branes, and possess the ability of hosting family symmetries that also
arise from string theory like models. The idea behind this will be to establish an
understanding on how the GUTs are built and broken on the orbifolds, and then
examine their low energy predictions on the IR brane that can lead to a viable SM
spectra. The next chapter will review SUSY and its relation with the SM.
Chapter 2
Supersymmetry and the MSSM
The following chapter will examine the construction of supersymmetric theories via
the introduction of graded algebras, and introduces a prescription on how to build
representations and invariant constructs within the context of the various gradings.
We then move on to introducing the Minimal Supersymmetric Model, and review
how it reproduces the SM in the low energy limit, along with the phenomenology
of the new fields. This chapter is mostly based on Refs. [40, 41].
2.1 Graded Algebra
The “no-go Coleman - Mandula theorem” [19] states that the most general symme-
try allowed by the S-matrix in a quantum field theory, is Poincaré with an internal
gauge symmetry that cannot mix different spins. Therefore if we want to enlarge
the space-time algebra we require a generator Q that acts heuristically asQ |boson〉 ∼ |fermion〉 ,Q |fermion〉 ∼ |boson〉 . (2.1)
This in turn can be accomplished by introducing a graded algebra. A graded alge-
bra is a generalisation of a Lie algebra, where given the Lie algebra with generators
Oa ([Oa, Ob] = iCeabOe), a graded algebra derived from it is defined by
OaOb − (−1)ηaηbObOa = iCeabOe, (2.2)
where Ceab are invariant tensors of the graded algebra, and η
a are the gradings where
ηa = 0 if Oa is a “bosonic generator”, and ηa = 1 if Oa is a “fermionic generator”.
A supersymmetric (SUSY) algebra, is a grading of the Poincaré algebra, where
• “Bosonic generators” are defined by the Poincaré translation and boost gen-
erators Pµ,Mµν .
• “Fermionic generators” are defined by newly introduced spinor generators,
QAα , Q
A
α˙ , where A = 1, . . . ,N where N is a constant that will determine the
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nature of our supersymmetric theory, and α, α˙ are spinorial indices associated
with SL(2,C). We refer to N > 1 as extended SUSY algebras. We will see
that these generators have the effect of changing a fermion into a boson and
vice-versa.
In order to build a full SUSY theory we will need the full set of commutation
relations between the bosonic and fermionic generators. Since we started with a
Poincaré algebra we already have the ones involving Pµ,Mµν , and still require[
Qα,M
µν
]
,
[
Qα, P
µ
]
,
{
Qα, Qβ
}
,
{
Qα, Qβ˙
}
,
[
Qα, Ti
]
, (2.3)
where the last commutation relation encompasses the relation of the fermionic gen-
erators with the internal gauge symmetry generators Ti.
The first relation can be derived by looking at how Qα transforms since it caries
a spinorial index, and therefore transforms under SL(2,C) which is determined by
the group’s generators σµν . Similarly, due to the homeomorphism to the proper
orthochronous group, Qα transforms under the Lorentz group. Together, in their
infinitesimal limits these are
Qα →
(
1− i
2
ωµνσ
µν
) β
α
Qβ,
Qα →
(
1+
i
2
ωµνM
µν
)
Qα
(
1− i
2
ωρσM
ρσ
)
.
(2.4)
Equating the transformations with one another results in the commutation rela-
tionship, [
Qα,M
µν
]
= (σµν) βα Qβ, (2.5)
where similarly we can get the Q
α˙
relationships by analysing its different transfor-
mations [
Q
α˙
,Mµν
]
= (σµν)α˙
β˙
Q
β˙
. (2.6)
In order to derive [Qα, Pµ], we note that since we want to impose that the
transformation has to be linear in Q, the only sensible way of writing a term that
also incorporates the free indices α, µ is[
Qα, P
µ
]
= c (σµ)α˙αQα. (2.7)
Equivalently, for the Hermitean conjugate, we have
[
Q
α˙
, Pµ
]
= c∗ (σµ)αα˙Q
α˙
. The
value of c is then set by looking at the Jacobi identify for Pµ, P ν , Qα which in turn
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requires |c|2 = 0, resulting in[
Qα, P
µ
]
=
[
Q
α˙
, Pµ
]
= 0. (2.8)
Carrying out analogous arguments, one can show that the remaining anticommu-
tation relations are {
Qα, Qβ
}
= 0,
{
Qα, Qβ˙
}
= 0, (2.9){
Qα, Qβ˙
}
= 2 (σµ)αβ˙ Pµ. (2.10)
Examining the last relation we notice that the combined action of QαQβ˙ ∼ Pµ has
the effect of a translation,
QαQβ˙ |B〉 → |B(xµ + cµ)〉 , (2.11)
where |B〉 denotes a bosonic state. Lastly
[
Qα, Ti
]
vanishes due to the Coleman-
Mandula theorem [19], with the exception of an U(1) algebra automorphism, which
is referred to as R-symmetry under which the fermionic generators transform as
Qα → exp(iλ)Qα.
2.2 Representations of the Poincaré Group
We now want to examine the Casimirs of the graded algebra (to which we will refer
to as the “super-algebra”), since they will label the irreducible representations of the
theory, and denote the conserved quantities. We recall, that within the Poincaré
algebra, the rotation group defined by generators Ji ([Ji, Jj ] = iεijkJk) has the
Casimir J2,
J2 =
3∑
i=1
J2i . (2.12)
We recall that it commutes with all Ji’s, and labels irreducible representations by
the j(j + 1) eigenvalues of J2 along with the J3 eigenvalue j3 = −j, . . . , j as |j, j3〉.
The rest of the Casimirs of the Poincaré algebra are defined by the translation
vectors Pµ and the Pauli-Lyublanski pseudo-vector Wµ (that describes generalised
spin Wµ = 12εµνσρP
µMµν),
C1 = P
µPµ, C2 =W
µWµ. (2.13)
We now label Poincaré multiplets by the C1, C2 eigenvalues m2, ω as |m,ω〉, where
m2 is identified as the invariant mass. In addition the states carry the eigenvalue
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of Pµ, pµ as a label. Note that Wµ doesn’t form a subalgebra, but provides a
convenient way of expressing the C2 Casimir.
Since massive particles have rotations as part of their little group, their 4-
momentum can be written as pµ = (m, 0, 0, 0) (in the centre of mass frame). This
implies that Wµ takes the form Wµ = (0,−mJ1,mJ2,mJ3). I.e. in terms of the
Casimirs labelling the representations, we have C1 = m2 , and C2 = −m2j(j + 1).
Therefore, massive particles are irreducible representation of the Poincaré group
labeled by
|m, j; pµ, j3〉 . (2.14)
Similarly, for massless particles, the 4-momentum has the general expression
pµ = (|~p|, ~p). This in turn implies that Wµ has eigenvalues of the form λpµ, where
λ = ~j · ~p/|~p| is identified as helicity. Therefore massless particles are irreducible
representations of the Poincaré group labeled by
|pµ, λ〉 . (2.15)
In addition if we require the theory to be CPT invariant, it forces λ to be integer
or half integer (λ = 0, 1/2, 1, . . .), where we perform the common identifications
λ = 0 : Scalars, λ = 1/2 : Fermions,
λ = 1 : Bosons, λ = 3/2 : Gravitinos, λ = 2 : Gravitons.
(2.16)
2.3 Representations of the N = 1 SUSY Algebra
We will now look at representations of the super-Poincaré algebra for the case of
N = 1. It can be shown that C1 = PµPν is still a good Casimir, but C2 = WµWµ
is not, since it does not commute with the spinorial generators Qα, Qα˙. To fix this
we can define a new Casimir C˜2 associated with superspin, which is constructed by
“super” version of the Pauli-Lyublanski vector
Bµ ≡Wµ − 1
4
Qα˙ (σµ)
α˙β Qβ. (2.17)
Bµ is then used to form Cµν ≡ BµPν − BνPµ which is in turn used to define the
new superspin quadratic Casimir
C˜2 ≡ CµνCµν . (2.18)
We are now equipped to label and deal with irreducible states of the super-
Poincaré algebra, which we will refer to as supermultiplets. By construction the
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supermultiplet will consist of bosons and fermions, where the Qα, Qα˙ generators will
be responsible for switching between them, acting as raising/lowering operators. By
examining how the fermion number operator (−)F (which as the name denotes acts
on a state depending on its bosonic (−)F |B〉 = |B〉 and fermionic (−)F |F 〉 = − |F 〉
nature) acts on the components of a supermultiplet, one can show that the number
of bosons nB and the number of fermions nF contained within the supermultiplet,
are equal
nB = nF . (2.19)
With this in mind we move on to looking at how we can form massless/massive
supermultiplets.
2.3.1 Massless Supermultiplet
Analogous to the Poincaré case, a massless particle has a Pµ eigenvalue of pµ =
(E, 0, 0, E) (where we’ve chosen the simplifying case of a pure z direction compo-
nent). Similarly to the Poincaré case, the supersymmetric version of the Casimir
eigenvalues are C1 = C˜2 = 0. To get a better understanding of what a supermulti-
plet entails, we examine the
{
Qα, Qβ˙
}
algebra (expressed in the chiral representa-
tion where σµ = (σ0 = 12, σ1, σ2, σ3)) acting on a massless particle{
Qα, Qβ˙
}
|pµ, λ〉 = 2 (σµ)αβ˙ Pµ |pµ, λ〉 = 2E(σ0 + σ3)αβ˙ |pµ, λ〉
= 4E
(
1 0
0 0
)
αβ˙
|pµ, λ〉 ,
(2.20)
where α = 1, 2, and β˙ = 1˙, 2˙. Therefore in this representation looking at the Q2
component we have
{
Q2, Q2˙
}
= 0, or equivalently 〈pµ, λ|
{
Q2, Q2˙
}
|pµ, λ〉 = 0.
Therefore
Q2˙ |pµ, λ〉 = Q2 |pµ, λ〉 = 0, (∀)λ. (2.21)
Similarly, inspecting the 1, 1˙ component
{
Q1, Q1˙
}
= 4E, which implies that there
exists a unique state |pµ,Λ〉 such that Q1 |pµ,Λ〉 = 0. The latter, in conjunction
with CPT implies that Q1˙ |pµ,−Λ〉 = 0.
To see effect that Qα, Q
α˙
have on helicity we look at the eigenvalue of
W0(Q |pµ, λ〉), where the 0th component of Wµ is the only non-trivial one due to
the pµ eigenvalue. To this extent we have, the commutation relation[
Wµ, Q
α˙
]
= −1
2
εµνρσP
ν (σρσ)α˙
β˙
Q
β˙
, (2.22)
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along with the eigenvalue relation W0 |pµ, λ〉 = λp0 |pµ, λ〉. Taking these together,
we find in particular, the action of Q
2˙
on the helicity eigenvalue λ of a state
W0
(
Q
2˙ |pµ, λ〉
)
=
([
W0, Q
2˙
]
+Q
2˙
W0
)
|pµ, λ〉 =
(
λ− 1
2
)
p0
(
Q
2˙ |pµ, λ〉
)
. (2.23)
Therefore Q
2˙ ≡ −Q1˙ has the effect of reducing the helicity of a state by 1/2. The
normalised state with a lowered helicity eigenvalue is then∣∣∣∣pµ, λ− 12
〉
=
1√
4E
Q1˙ |pµ, λ〉 . (2.24)
Furthermore, one can show that Q1˙
∣∣pµ, λ− 12〉 = 0. Since we have shown that
the latter is unique, it implies that there are no other states in the supermultiplet.
Therefore Q1˙ acts as the lowering (−) operator. Similarly one can show that the
Q1 operator acts as the raising (+) operator, where
|pµ, λ〉 = 1√
4E
Q1
∣∣∣∣pµ, λ− 12
〉
. (2.25)
Analogously we have Q1 |pµ, λ〉 = 0, which in conjunction with the previous results
show that a massless supermultiplet contains only two helicity states (in addition
to their CPT conjugates). I.e. a “bosonic” state (corresponding to the λ helicity)
and a “fermionic” state (corresponding to the λ− 12 helicity)
|pµ,±λ〉 ,
∣∣∣∣pµ,±(λ− 12
)〉
. (2.26)
This is what we identify within the clasic supermultiplets present throughout the
literature within the N = 1 formulations, where we have listed the common repre-
sentations in Tab. 2.1
2.3.2 Massive Supermultiplet
For the massive case, in the centre of mass frame we have the Pµ eigenvalue pµ =
(m, 0, 0, 0), which has the associated Casimirs
C1 = PµP
µ, C˜2 = CµνC
µν = 2m4Y iYi. (2.27)
Y i denotes the super-spin vector, which obeys the Lie algebra [Yi, Yj ] = iεijkYk,
and is defined by
Yi = Ji − 1
4m2
Qα˙ (σi)
α˙β Qβ =
1
m
Bi. (2.28)
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λ = 0 λ = 1/2
Squark q˜ Quark q
Slepton l˜ Lepton l
Higgs h Higgsino h˜
λ = 1/2 λ = 1
Bino B˜ U(1)Y field Bµ
Winos W˜ W±µ weak bosons
Gluinos G˜ SU(3)C gluons Gµ
λ = 3/2 λ = 2
Gravitino ψµ Graviton σµν
Table 2.1: Examples of common massless supermultiplets consisting of the two
different helicity states along with their notation and name.
Analogous to J2, the squared superspin vector has eigenvalues y(y+1) correspond-
ing to YiY i. To this extent we label the massive supermultiplet representations as
|m, y〉, along with the original pµ and j3 eigenvalues. Analogous to the massless
case we now look at how the spinor generator algebra acts on a state |m, y〉{
Qα, Qβ˙
}
|m, y〉 = 2m (σ0)
αβ˙
|m, y〉 = 2m
(
1 0
0 1
)
αβ˙
|m, y〉 . (2.29)
Similar to what we did previously, we suppose that |Ω〉 is the lowest state with
Q1, Q2 annihilating it. Therefore if we look at the action of the superspin vector on
|Ω〉, we get
Yi |Ω〉 = Ji |Ω〉 − 1
4m2
Qα˙ (σi)
α˙β Qβ |Ω〉 = Ji |Ω〉 . (2.30)
Therefore the lowest state for a given m and y is
|Ω〉 = ∣∣m, y = j; pµ, j3〉 . (2.31)
Similar to what we did in the massless case, we can derive the rest of the states
present in the SUSY multiplet via the action of Q
1˙
, Q
2˙
, by defining the normalised
ladder operators
a†1 |j3〉 ≡
1√
2m
Q
1˙ |j3〉 =
∣∣∣∣j3 − 12
〉
, a†2 |j3〉 ≡
1√
2m
Q
2˙ |j3〉 =
∣∣∣∣j3 + 12
〉
. (2.32)
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The relevant commutation relations are now
[
J2, Q
α˙
]
= 34Q
α˙ − (σi)α˙
β˙
Q
β˙
Ji[
J3, a
†
1a
†
2
]
=
[
J2, a†1a
†
2
]
= 0
. (2.33)
Depending on the y eigenvalue, we have two cases
• y = 0. For this case the supermultiplet consists of 3 states, where
|Ω〉 = |m, j = 0; pµ, j3 = 0〉 ,
a†1,2 |Ω〉 =
∣∣∣∣m, j = 12; pµ, j3 = ±12
〉
,
a†1a
†
2 |Ω〉 = |m, j = 0; pµ, j3 = 0〉 ≡
∣∣Ω′〉 .
(2.34)
Note that |Ω〉 is annihilated by ai, whereas |Ω′〉 is annihilated by a†i . Further-
more, since under a parity transformation we have the interchange Q ↔ Q,
this implies |Ω〉 ↔ |Ω′〉. To this extent the linear combinations |±〉 = |Ω〉±|Ω′〉
have a defined parity, where |+〉 is called a scalar and |−〉 a pseudoscalar.
• y 6= 0. In this case we have a number of 4y + 4 states consisting of 2y + 2
fermionic states with j = y+ 12 , 2y fermionic states with j = y− 12 , and 4y+2
bosonic states with j = y
2 · |m, j = y; pµ, j3〉 ,
1 ·
∣∣∣∣m, j = y + 12; pµ, j3
〉
,
1 ·
∣∣∣∣m, j = y − 12; pµ, j3
〉
,
(2.35)
where j3 = −j, . . . ,+j, and the values for y,m are fixed.
2.4 Extended Supersymmetry
We will now briefly look at extended supersymmetric algebras, which will be referred
back to in the next chapter where we will explore 5-dimensional N = 1 models,
which are equivalent to 4-dimensional N = 2 models.
In Sec. 2.1 when we introduced the spinorial generators we saw that in its most
general form the graded Poincaré algebra contains an additional label A = 1, . . . ,N
corresponding to the rank of N . Generalising from the N = 1 case we get the new
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anticommutation relations for the extended SUSY spinor generators{
QAα , Qβ˙B
}
= 2 (σµ)αβ˙ Pµδ
A
B,{
QAα , Q
B
β
}
= εαβZ
AB,
{
Q
A
α˙ , Q
B
β˙
}
= εα˙β˙
(
Z†
)AB
,
(2.36)
where εαβ = εα˙β˙ =
(
0 1
−1 0
)
, and ZAB = −ZBA are the antisymmetric central
charges that commute with all the generators of the graded algebra[
ZAB, Pµ
]
=
[
ZAB,Mµν
]
=
[
ZAB, QAα
]
=
[
ZAB, ZCD
]
=
[
ZAB, Ta
]
= 0. (2.37)
Analogous to the N = 1 case we want to see if we have the same algebra auto-
morphism caused by the spinorial generators with respect to the internal symmetry
generators. Suppose we have a theory that possesses an internal symmetry group
G with a Lie algebra
[
Ta, Tb
]
= ifabcTc. We then define the R-symmetry, H as
a subgroup of G, H ⊂ G, which is determined by the generators of the internal
symmetry group that don’t commute with the spinorial generators. To this extent
H is defined by the non-trivial elements of the algebra automorphism[
QAα , Ta
]
= (Sα)
A
B Q
B
α , (2.38)
where (Sα)
A
B is a structure constant determined by the central charges Z
AB. If the
eigenvalues of ZAB are all 0 then the R-symmetryH = U(N), otherwiseH ⊂ U(N),
where we’ve denoted N ≡ N .
2.4.1 Massless Representations of N > 1 SUSY
Finding a representation for the massless N > 1 super-Poincaré algebra is now
completely analogous to what we did in the N = 1 case, with an additional com-
plexity introduced by the central charges. Starting off with the pµ = (E, 0, 0, E)
eigenvalue for a massless particle, we now look at the effect of
{
QAα , Qβ˙B
}
acting
on an arbitrary state
{
QAα , Qβ˙B
}
|pµ, λ〉 = 4E
(
1 0
0 0
)
αβ˙
δAB |pµ, λ〉 . (2.39)
Therefore the QA1 , Q
A
2 operators act as annihilation operators with Q
A
2 |pµ, λ〉 =
QA1 |pµ, λ〉 = 0. Furthermore we can derive the values of the antisymmetric central
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State Helicity Number of States
|Ω〉 λ0
(
N
1
)
(aA)† |Ω〉 λ0 + 1
2
(
N
2
)
(aB)†(aA)† |Ω〉 λ0 + 1
(
N
3
)
...
...
...
(aN )†(aN−1)† . . . (a1)† |Ω〉 λ0 + N
2
(
N
N
)
Table 2.2: The available states in a supermultiplet where the left column denotes
how the state is obtained via applying successive raising operators, the middle
column denotes the helicity of the obtained states, and the right column contains
the number of states of equivalent helicity.
charges ZAB by looking at the action of
{
QA1 , Q
B
2
}
, i.e.{
QA1 , Q
B
2
}
|pµ, λ〉 = ε12ZAB |pµ, λ〉 ,
= QA1 Q
B
2 |pµ, λ〉+QB2 QA1 |pµ, λ〉 = 0.
(2.40)
Since ε12 6= 0, it follows that ZAB = 0, (∀)A,B. Therefore the R symmetry of the
theory is U(N).
Analogously to the N = 1 case we now define a number of N creation and
annihilation operators {aA}
(aA)† ≡ Q
A
1
2
√
E
, aA ≡ Q
A
1˙
2
√
E
, (2.41)
which obey the algebra
{
aA, a†B
}
= δAB. Similar to how we have constructed our
representations so far, we postulate the existence of the lowest state |Ω〉, which in
turns allows us to construct our algebra representation by applying the correspond-
ing (aA)† operators to produce the states in Tab. 2.2.
Therefore the total number of states within the supermultiplet is given by
N∑
k=1
(
N
k
)
= 2N .
With a bit of foresight we now look at the N = 2 massless representations (which
will show up later on when projecting from 5D,N = 1 down to 4D).
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A N = 2 vector multiplet is defined by λ0 = 0, and contains the helicity states
λ = 0
λ =
1
2
λ =
1
2
λ = 1
a†1
a†2
a†2
a†1

, (2.42)
where we have denoted the raising operators a†1, a
†
2 used to obtain the states. The
N = 2 vector supermultiplet can be decomposed in terms of N = 1 multiplets,
namely a N = 1 vector supermultiplet consisting of the (λ = 1/2, λ = 1) states,
where the λ = 1/2 is the one obtained via a†2, and another chiral super multiplet
consisting of the remaining states (λ = 0, λ = 1/2).
Similarly, a N = 2 hypermultiplet is defined by λ0 = −12 , and contains the
helicity states 
λ = −1
2
λ = 0 λ = 0
λ =
1
2
a†1
a†2
a†2
a†1

. (2.43)
Similarly this decomposes under the N = 1 sub-algebra into a chiral supermultiplet
consisting of the (λ = 0, λ = 1/2) states, where the λ = 1/2 is obtained via a†2, and
a anti-chiral supermultiplet consisting of the remaining states (λ = 0, λ = −1/2)
2.5 Superspace and Superfields
So far we have derived representations of the super-Poincaré group, where we saw
how multiple particle states fit inside a supermultiplet. With this, we now want to
derive a field theory that describes their interaction via a dimensionless action. To
this extent we require objects Φ(X) which:
• are functions of the superspace coordinate X corresponding to the super-
Poincaré group.
• transform under the super-Poincaré group.
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2.5.1 Groups and Cosets
To derive the form of the super-space we look at how one derives Minkowski space
from group theory arguments, such that we can then apply it to the super-Poincaré
group.
Starting off, every continuous group G defines a manifold MG via its set of
parameters {αa}. I.e. there exists a mapping Λ : G → MG between a group
element g = exp (iαaT a) and the set of parameters {αa} such that
g = exp (iαaT
a)
Λ−→ {αa} , (2.44)
where Ta are the group generators. From this mapping we see that
rankG = dimMG.
To get a better intuition on how we build up the Minkowski manifold, we now
look at a series of examples involving continuous groups and cosets:
• G = U(1) : has elements defined by g = exp (iα11), where the parameter
α ∈ [0, 2pi]. Therefore the corresponding manifold MU(1) is defined by {α}
and has the topology of a circle (or equivalently a 1-sphere)
MU(1) = S1. (2.45)
• G = SU(2) : has 3 generators corresponding to the Pauli Matrices {σa}, a =
1, 2, 3, and has a group element representation of the from g =
(
α β
−β∗ α∗
)
,
where α, β ∈ C and |α|2 + |β|2 = 1. By writing the two complex parameters
in terms of their real and imaginary parts, α = x1 + ix2, β = x3 + ix4,
where xi ∈ R, i = 1, 2, 3, 4, the determinant constraint becomes
4∑
i=1
x2i = 1.
Therefore the corresponding manifold has the topology of a 3-sphere
MSU(2) = S3. (2.46)
Moving on, for coset groups of the form G/H, where H is a subgroup of G,
g ∈ G and h ∈ H, we identify the group element g with that of the coset g · h as
g ∼ g · h (∀)h ∈ H. (2.47)
Similarly looking at a couple of examples
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• G = U1(1) × U2(1); H = U1(1) : we have the group elements g =
exp (i(α1Q1 + α2Q2)), and similarly h = exp (iβQ1). Performing the iden-
tification for the coset (U1(1)× U2(1))/U2(1)
g · h = exp (i((α1 + β)Q1 + α2Q2)) ∼ exp (i(α1Q1 + α2Q2)) = g, (∀)β.
(2.48)
Therefore α2 is the only parameter containing any effective information. The
identification has an element of the form exp(iα2Q2), which implies G/H =
U2(1). Therefore the coset has a corresponding manifold with topology of a
1-sphere
M(U1(1)×U2(1))/U2(1) = S1. (2.49)
• G = SU(2); H = U(1) : we first identify the isomorphisms G/H =
SU(2)/U(1) ' SU(2)/SO(2). Therefore we have the group elements g =(
α β
−β∗ α∗
)
and h =
(
exp(iγ) 0
0 exp(−iγ)
)
, where γ ∈ [0, 2pi]. Performing
the identification g ∼ g · h restricts us to those values of for which α ∈ R.
Imposing the determinant constraint we get (Re{β})2 + (Im{β})2 + α = 1.
Therefore the coset manifold has the topology of a 2-sphere
MSU(2)/U(1) = S2. (2.50)
Minkowski space is the corresponding manifold of the translational group R1,3
which can be thought of as resulting from the coset of the Poincaré group and the
Lorentz group, (R1,3oSL(2,C))/SL(2,C), where o stands for the semi-direct group
product. In terms of the group parameters we have {ωµν , aµ} / {ωµν} = {aµ}.
Analogously to the Minkowski case, the N = 1 superspace is defined as the coset
super-Poincaré / Lorentz =
{
ωµν , aµ, θα, θα˙
}
/ {ωµν} ∼ {aµ, θα, θα˙} . (2.51)
A general group element of the super-Poincaré algebra is expressed as
g = exp
(
i
(
ωµνMµν + a
µPµ + θ
αQα + θα˙Q
α˙
))
, (2.52)
where θα, θα˙ are Grassmann variables, that have the effect of reducing the anticom-
mutation relation
{
Qα, Qβ˙
}
= 2 (σµ)αβ˙ Pµ to a commutation relation[
θαQα, θ
β˙
Qβ˙
]
= 2θα (σµ)αβ˙ θ
β˙
Pµ. (2.53)
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2.5.2 Scalar Superfield
We will now look at the simplest case of a scalar superfield. In the case of a
Poincaré scalar field, ϕ is a function of spacetime coordinates xµ, transforms under
the Poincaré group, and in particular under translations Pµ. More specifically, we
can treat ϕ as an operator, which transforms under the Pµ by an amount aµ as
ϕ→ exp (−iaµPµ)ϕ exp (iaµPµ) . (2.54)
We can also approach this from another point of view, namely treating ϕ(xµ) as a
Hilbert vector in a function space F , which evolves under translations as
ϕ(xµ)→ exp (−iaµPµ)ϕ(xµ) ≡ ϕ(xµ − aµ), (2.55)
where Pµ is some representation of Pµ acting on F . Therefore Pµ = −i∂µ.
Performing an expansion in aµ and comparing the two transformations up to
O(aµ) we can determine the variation in the scalar field δϕ under a small change
in aµ
i [ϕ, aµP
µ] = −iaµPµ = −a∂µϕ = δϕ. (2.56)
Analogously, we can apply the same argument for the superfield case. A general
scalar superfield S has to transform under the super-Poincaré algebra, and must
be a function of super-space coordinates S(xµ, θα˙, θα˙). Similarly we treat S as an
operator transforming under the super-Poincaré algebra. More specifically, the su-
perfield transforms under the spinorial generators Qα, Qα˙ by inifinitesimal amounts
δxµ, δθα = α, δθα˙ = α˙, as
S → exp (−i (Q+ Q))S exp (i (Q+ Q)) . (2.57)
Analogously S(xµ, θα, θα˙) is a operator acting on Hilbert space, which transforms
as,
S(xµ, θα, θα˙)→ exp
(−i (Q+ Q))S(xµ, θα, θα˙),
= S(xµ + δxµ, θα + α, θα˙ + α˙),
(2.58)
where Q,Q are representations of the spinorial generators. Since the spinorial gen-
erators have the additional effect of a translation, one can show that the variational
amount δxµ induced by Q,Q is determined by,
δxµ = −ic(σµθ) + ic∗(θσµ), (2.59)
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where c is a constant set by [Q,Q].
Putting all of this together, the representations for Pµ,Qα,Qα˙ have the explicit
form
Qα = −i ∂
∂θα
− c (σµ)αβ˙ θ
β˙ ∂
∂xµ
, (2.60)
Qα˙ = +i ∂
∂θ
α˙
+ c∗θβ (σµ)βα˙
∂
∂xµ
, (2.61)
Pµ = −i∂µ. (2.62)
Therefore if we compare the two transformation laws, the variation of the su-
perfield induced by the infinitesimal variation corresponding to Pµ, Qα, Qα˙, is de-
termined by
i
[
S, Q+ Q
]
= i
(
Q+ Q)S = δS. (2.63)
With this information we can look at how supermultiplets fit within the super-
field formulation. For a general superfield S(xµ, θα, θα˙), we can perform a Taylor
expansion in θα, θα˙
S(xµ, θα, θα˙) = ϕ(x
µ) + θψ(xµ) + θχ(xµ) + θθM(xµ) +
(
θσµθ
)
Vµ(x
µ)
+ (θθ) θλ(xµ) +
(
θθ
)
θρ(xµ) + (θθ)
(
θθ
)
D(xµ),
(2.64)
where the O(θ3) terms vanish since {θα, θβ} = 0 for α = β. Under a supersymmetric
transformation the various components of S transform as dictated by Eqn. (2.63),
e.g. δϕ = ψ + χ.
We note that the number of bosons and fermions in a superfield are equal (iden-
tified by the powers of θ and θ), but are too many to be identified as the super-
multiplets. This is due to the fact that in general the superfield is a reducible
supersymmetric representation. The supermultiplets are obtained by imposing re-
strictions on generic superfields S, which in turn define the types of superfields:
• Chiral superfield Φ, defined by Dα˙Φ = 0.
• Anti-Chiral superfield Φ, defined by DαΦ = 0.
• Vector superfield V defined by V † = V .
• Linear superfield L defined by DαDαL = 0 and L = L†.
All the above are determined via the covariant derivatives Dα,Dα˙ which are
defined as
Dα ≡ ∂α + i (σµ)αβ˙ θ
β˙
∂µ, (2.65)
Dα˙ ≡ −∂α˙ − iθβ (σµ)βα˙ ∂µ. (2.66)
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The forms of the constraints are related to constructing SUSY invariants and pre-
serving their structure. E.g. the Dα˙Φ = 0 condition, is equivalent to the statement
that if we parallel transport Φ via the covariant derivative across superspace, this
leaves Φ unchanged. We can find the components of the superfields by looking at
these conditions and how they compare with the superfield variations. For conve-
nience we define
yµ ≡ xµ + i (θσµθ) . (2.67)
Looking at the chiral superfield, if Φ = Φ(y, θ, θ), then the Dα˙Φ = 0 condition
reduces to
Dα˙Φ = −∂α˙Φ−




:0
∂Φ
∂yµ
∂yµ
∂θ
α˙
− iθβ(σµ)βα˙∂µΦ (2.68)
= −∂α˙Φ = 0, (2.69)
which a posteriori justifies our definition of yµ. Therefore Φ has no dependence on
the θ Grassman variable, and only depends on yµ, θ. Using the explicit form arising
from the Taylor expansion one finds the components of the chiral superfield
Φ(yµ, θα) = ϕ(yµ) +
√
2θψ(yµ) + θθF (yµ), (2.70)
where ϕ represents a scalar field, ψ a fermionic field and F is an auxiliary field, the
purpose of which will be explained later on. Note that we have the same number
of bosons and fermions in the superfield, with nB = 4 (represented by the complex
φ, and F ), and nF = 4 (represented by the complex ψα). E.g. when we introduce
the Higgs fields, and matter supermultiplets in the minimal supersymmetric model
(MSSM), the ϕ represents the scalar degrees of freedom, i.e. the squarks, sleptons,
and the Higgs bosons, and ψα represent the fermion partners, i.e. the quarks,
leptons and Higgsinos.
Recasting Φ in terms of xµ, we have
Φ(xµ, θα, θ
α˙
) = ϕ(x) +
√
2θψ(yµ) + θθF (yµ) + iθσµθ∂µϕ(x)
− i√
2
(θθ) ∂µψ(x)σ
µθ − 1
4
(θθ)
(
θθ
)
∂µ∂
µϕ(x).
(2.71)
Under a supersymmetric transformation δΦ, the components’ variations are ex-
pressed as
δϕ =
√
2ψ, δψ = i
√
2σµ∂µϕ+
√
2F,
δF = i
√
2σµ∂µψ.
(2.72)
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Note that δF is a total derivative term, which implies that the F term is invariant
under a supersymmetry transformation, which will allow us to build an invariant
object L(Φ).
Regarding chiral superfields one can show a couple of useful things. The product
of chiral superfields is a chiral superfield, and in general any holomorphic function
f(Φ) (does not depend on conjugate terms of the form Φ∗) of a chiral superfield
is also chiral. If Φ is chiral, then Φ† = Φ is antichiral. Φ†Φ and Φ† + Φ are real
superfields but are neither chiral nor anti-chiral.
2.6 Vector Superfields
A vector superfield is defined by the hermiticity constraint V (xµ, θ, θ) =
V †(xµ, θ, θ), and takes the general form
V (x, θ,θ) = C(x) + iθχ(x)− iθχ(x) + i
2
θθ (M(x) + iN(x))− i
2
θθ (M(x)− iN(x))
+ θσµθVµ(x) + iθθθ
(
−iλ(x) + i
2
σµ∂µχ(x)
)
− iθθθ
(
iλ(x)− i
2
σµ∂µχ(x)
)
+
1
2
(θθ)(θθ)
(
D − 1
2
∂µ∂
µC
)
.
(2.73)
Again we have the same number of bosonic and fermionic components with nB = 8
(represented by C,M,N,D, Vµ) and nF = 8 (represented by χα, ψα).
As a caveat we note that we can form a vector superfield from a chiral superfield
Λ via the construct i(Λ − Λ†). The constructed vector superfield then has its
components determined by the Λ’s which have the explicit form
C = i(ϕ− ϕ†), χ(x) =
√
2ψ,
1
2
(M + iN) = F,
Vµ = −∂µ(ϕ+ ϕ†), λ = D = 0.
(2.74)
Using the vector construct, we can now define the generalised gauge transformation
V → V − i
2
(Λ− Λ†). (2.75)
The reason behind this becomes clear when we recall that a vector field transforms
under an abelian gauge transformation as Vµ → Vµ + ∂µ, and examine the vector
component of our generalised gauge transform
Vµ → Vµ + ∂µ(Re(ϕ)) ≡ Vµ − 1
2
∂µ(ϕ+ ϕ
†). (2.76)
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We can gauge away certain components of V via the “gauge choice” associated
with the parametric freedom of ϕ,ψ, F . One such gauge is the Wess Zumino (WZ)
gauge, which aims to set C = χ = M = N = 0. A vector superfield in the WZ
gauge has the form
VWZ(x, θ, θ) = (θσ
µθ)Vµ(x) + (θθ)(θλ(x)) + (θθ)(θλ(x)) +
1
2
(θθ)(θθ)D(x). (2.77)
Similarly, when we build the MSSM we will identify the Vµ as the SM gauge bosons
γ,W±, Z0, Gµ and the λ, λ as the corresponding gauginos.
With these tools we are almost ready to build a supersymmetric theory that will
in some limit resemble the structure of the SM, but we still require gauge invariant
constructs and field strength tensors.
2.6.1 Abelian Superfield Field Strength
Given a non-supersymmetric theory, let us consider the case of a complex scalar field
ϕ coupled to a abelian U(1) gauge field Vµ via the covariant derivative contained
in the Lagrangian
LϕVµ = (Dµϕ)†(Dµϕ). (2.78)
The covariant derivative is defined as Dµ = ∂µ − iqVµ, where q is the scalar field’s
charge under the U(1) gauge symmetry. Under a local gauge transformation α(x)
the fields transform as
ϕ(x)→ exp(iqα(x))ϕ(x), (2.79)
Vµ(x)→ Vµ + ∂µα(x). (2.80)
Associated with Vµ we have the field strength tensor which is defined as
Fµν = ∂µVν − ∂νVµ. (2.81)
We now want to construct a supersymmetric analogue using our previously de-
fined superfields. We saw earlier that we can induce a gauge transformation for
a vector superfield V via the chiral superfield Λ construct V → V − i2(Λ − Λ†).
Analogous to the non-SUSY case, under our imposed generalised gauge transform,
we can impose that Φ transforms as Φ → exp(iqΛ)Φ, which in turn results in the
gauge invariant
Φ† exp(2qV )Φ. (2.82)
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Similarly the supersymmetric field strength analogue is defined as
Wα ≡ −1
4
(DD)DαV, (2.83)
which, in addition to being invariant under the generalised SUSY gauge transfor-
mations, is chiral. In the Wess-Zumino gauge the components of Wα are expressed
in terms of the yµ = xµ + iθσµθ super-coordinate as
Wα(y, θ) = λα(y) + θαD(y) + (σ
µνθ)αFµν − i(θθ)(σµ)αβ˙∂µλ
β˙
(y). (2.84)
2.6.2 Non-abelian Superfield Field Strength
We now want to generalise the above to the non-abelian case. Instead of the U(1)
symmetry, we now have a non-abelian gauge group defined by a Lie algebra spanned
by hermitian generators T a [
T a, T b
]
= ifabcTc. (2.85)
In the non-abelian case the gauge fields have an additional set of degrees of freedom,
which have an index associated with the generators of the Lie algebra
Λ = ΛaT
a, V = VaT
a. (2.86)
Analogous to what we did in the abelian case, we want to keep the construct
analogous to Φ† exp(2qV )Φ invariant under the super-gauge transformation Φ →
exp(iqΛ)Φ. Due to the non-commutative nature of Λ, V , the generalised gauge
transformation induces a non-linear transformation law V → V ′ defined by the
gauge invariant
exp
(
2qV ′
)
= exp
(
iqΛ†
)
exp(2qV ) exp(−iqΛ)
= exp
(
iqΛ† + 2qV +
1
2
[
iqΛ†, 2qV
]
+ . . .
)
exp(−iqΛ)
= exp
(
2qV + iq(Λ† − Λ) + 1
2
[
iqΛ†, 2qV
]
− 1
2
[
iqΛ†, 2qV
]
+ . . .
)
= exp
(
2qV − iq(Λ− Λ†)− iq2
[
V,Λ + Λ†
]
+ . . .
)
.
(2.87)
where we’ve used the Baker-Campbell-Hausdorff expansion for matrix exponentials
[42]. Therefore the induced gauge transformation has the form
V → V − i
2
(Λ− Λ†)− iq
2
[
V,Λ + Λ†
]
+ . . . . (2.88)
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Similarly, the field strength is determined by the analogous invariance argu-
ments. In the non-SUSY theory the field strength transformed as the adjoint
Fµν → UFµνU−1. The explicit supersymmetric form is then
Wα ≡ − 1
8q
(DD) (exp(−2qV )Dα exp(2qV )) . (2.89)
Analogous to the abelian case, in the Wess-Zumino gauge, the supersymmetric field
strength can be expressed in terms of the super-coordinate yµ as
W aα(y, θ) = λ
a
α(y) + θαD
a(y) + (σµνθ)αF
a
µν(y)− i(θθ)(σµ)αβ˙Dµλ
aβ˙
(y), (2.90)
where F aµν , and Dµλ
a
are the classic field strength, and gauge covariant derivative.
These are identical to the non-SUSY case and are defined as F aµν ≡ ∂µV aν − ∂νV aµ +
qfabcV
b
µV
c
ν , and Dµλ
a
= ∂µλ
a
+ qV bµλ
c
fabc respectively.
2.7 4D, N = 1 SUSY
We now have all the tools in place to be able to write a supersymmetric theory in 4
dimensions, which will resemble the SM. Using our N = 1 SUSY representations we
now need to build Lagrangians that are invariant under the SUSY transformation,
i.e. the Lagrangian L will have to be an object that under a supersymmetric
transformation has a variation δL that is a total derivative.
The simplest construction comes from using chiral superfields. To be able
to find objects formed by superfields that transform as total derivatives we note
that a general scalar superfield S as shown in Eqn. (2.64) contains the “D-term”
∼ (θθ) (θθ)D(xµ). The D(xµ) field transforms under the supersymmetric transfor-
mation in Eqn. (2.63) as
δD =
i
2
∂µ
(
εσµλ− ρσµε) , (2.91)
where ,  are the SUSY transformation parameters, and ρ, λ are the fields contained
in S corresponding to the ∼ (θθ) θ,∼ (θθ) θ terms.
Secondly we recall from Eqn. (2.72) that a chiral superfield Φ contains the “F-
term” ∼ (θθ)F (x), which also transforms as a total derivative
δF = i
√
2εσµ∂µψ. (2.92)
We can now use chiral superfields as the building blocks of our Lagrangian. Recall-
ing that any holomorphic function of chiral superfields results in a chiral superfield,
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and that a real function of a chiral superfield results in a general scalar superfield,
the most general Lagrangian that we can form using a chiral superfield Φ consists
of
L = K
(
Φ,Φ†
) ∣∣∣∣
D
+
(
W (Φ)
∣∣∣∣
F
+ h.c.
)
. (2.93)
The
∣∣∣∣
D
and
∣∣∣∣
F
evaluation refer to keeping only the D-terms and F-terms of the
corresponding constructs. The real function K (known as the Kähler potential), is
a function of Φ,Φ†, andW (known as the superpotential) is a holomorphic function
of Φ.
We now have an object that satisfies our SUSY transformation requirement. Our
proto-Lagrangian now needs further refinement such that it will be renormalisable
and possess mass dimension 4. To this extent the mass dimension of the superfield
is the same as its scalar component [Φ] = [ϕ], which can be seen from the Taylor
expansion in θ. In the usual fashion the scalar and fermionic components have mass
dimensions
[ϕ] = 1, [ψ] =
3
2
. (2.94)
For the Talor expansion Φ ∼ ϕ + √2θψ + θθF to be consistent with the scalar
and fermion’s mass dimensions, it follows that [θ] = −12 , and [F ] = 2. Therefore
looking at the D (∼ θ4) and F (∼ θ2) terms of K,W , the renormalisability and
mass dimension constraints require
[K] ≤ 2, [W ] ≤ 3. (2.95)
Putting all of this together results in the most general expression for the Kähler
potential and superpotential that can be built with only chiral superfields. This
Lagrangian is known as the Wess-Zumino model [43]
L = Φ†Φ
∣∣∣∣
D
+
((
α+ λΦ+
m
2
Φ2 +
g
3
Φ3
) ∣∣∣∣
F
+ h.c.
)
, (2.96)
where α, λ,m, g are coupling constants with appropriate mass dimensions. In terms
of the bosonic and fermionic components, the breakdown of the Wess-Zumino model
consists of
L = (∂µϕ∗∂µϕ− iψσµ∂µψ + F ∗F )
+
((
∂W
∂ϕ
F + h.c.
)
− 1
2
(
∂2W
∂ϕ2
ψψ + h.c.
))
,
(2.97)
where the first line corresponds to the D-term of Φ†Φ, and the 2nd line to the
F-Term of the super-potential which is obtained via a Taylor expansion around
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ϕ
ψ¯
ψ
ϕ∼ g g ∼ ϕ
ϕ
ϕ
∼ g2
Figure 2.1: Scalar 1 loop corrections arising from the fermionic and scalar contri-
butions.
Φ = ϕ. We note that the Lagrangian for the F auxiliary field does not contain
any derivative terms (∼ ∂µF ). Therefore the F field is not a propagating degree of
freedom, and can be eliminated via the equations of motion (F ∗+ ∂W/∂ϕ = 0 and
its complex conjugate) and substituted into the Lagrangian (replacing the F ∗F and
((∂W/∂ϕ)F + h.c.) terms), contributing to the scalar potential of ϕ as
VF (ϕ) = −
∣∣∣∣∂W∂ϕ
∣∣∣∣2 . (2.98)
After eliminating the F field, from the form of the potential we note two main
ideas:
• The masses of the scalar and the fermion are identical since their mass terms
are dictated by the quadratic term of the superpotential and the 2nd derivative
mφ = mψ ∼ m ∼ ∂
2W
∂ϕ2
. (2.99)
• The Yukawa coupling and the scalar self coupling are completely determined
by the coefficient g
yψϕ ∼ g(ϕψψ), λϕ ∼ g2|ϕ4|. (2.100)
In essence, this is the source of the SUSY cancellations present in the MSSM
(shown in Fig. 2.1) which with an appropriate SUSY breaking scale solve the
Hierarchy problem in the SM (see Sec. 2.8.1).
We now need to introduce vector fields. Starting with the abelian case, recalling
from Sec. 2.6.1, we can introduce a vector field V such that the construct
K = Φ† exp(2qV )Φ, (2.101)
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is invariant under the general gauge transformation V → V − i2
(
Λ− Λ†). Note
that this will now replace the Kähler potential in the WZ model since Φ†Φ is not
invariant under the gauge transform. Similarly in the WZ gauge we include the D-
term of the Kähler potential, which in terms of fermionic and bosonic components
is expressed as(
Φ† exp(2qV )Φ
) ∣∣∣∣
D
= ∂µϕ∗∂µϕ+ iψσµ∂µψ + F ∗F
+ qV µ
(
ψσµψ + iϕ
∗∂µϕ− iϕ∂µϕ∗
)
+
√
2q
(
ϕλψ + ϕ∗λψ
)
+ q (D + qVµV
µ) |ϕ|2
. (2.102)
We still require a kinetic term for V , which is provided by the Wα construct
from Sec. 2.6.1. Similarly to a non-SUSY theory the field strength term analogue
is introduced via the superpotential W and has the form
Wkin = f(Φ) (WαW
α + h.c.) , (2.103)
where f is called the gauge kinetic function. The Lagrangian is renormalisable if
f(Φ) is a constant. In the WZ gauge the F-term is included in the Lagrangian,
which in terms of fermionic and bosonic components is expressed as
WαW
α
∣∣∣∣
F
+ h.c. = 2D2 − FµνFµν − iλσµ∂µλ. (2.104)
For QED f(Φ) is chosen as f = 1/4.
Lastly, a U(1) invariant SUSY theory admits an additional gauge invariant linear
term in V called the Fayet-Iliopoulos (FI) term [44]
LFI = ξV
∣∣∣∣
D
=
1
2
ξD, (2.105)
where the ξ term is a constant. Note that this term cannot appear in non-abelian
theories since it would not form a gauge invariant object. The FI term in turn
contributes to determining the auxiliary D field via the equations of motion. The
D field is then eliminated and provides an additional negative contribution to the
scalar potential
VD(ϕ) = −1
8
(
ξ + 2q|ϕ|2)2 . (2.106)
We can summarise all of the above in a very neat fashion by writing the action
as a super-space integral. Recalling that super-Minkowski was determined by the
coset of super-Poincare and Lorentz we can write an invariant action S based on
the supercoordinates xµ, θ, θ. Additionally, we recall that Grassman variables obey∫
d2θ(θθ) = 1,
∫
d2θ
∫
d2θ(θθ)(θθ) = 1, (2.107)
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which in turn provides us with a compact way of expressing the F and D terms.
Putting all of this together, the most general action in superspace can be written
as
S
[
K
(
Φ†i , exp(2qV ),Φi
)
;W (Φi), f(Φi), ξ
]
=
∫
d4x
∫
d4θ (K + ξD)
+
∫
d4x
∫
d2θ (W + fWαW
α + h.c.) .
(2.108)
In the case of a non-abelian theory the above action no longer admits the FI
term, and in addition requires an extra trace for the gauge field strength to keep it
gauge invariant
WαW
α → Tr (WαWα) . (2.109)
2.8 The Minimal Supersymmetric Model (MSSM)
We are now prepared to write a minimal supersymmetric model which will contain
the SM. Therefore we want to write a SU(3)C × SU(2)L × U(1)Y invariant theory
that will then break down to SU(3)C × U(1)EM. To this extent we will introduce:
• Abelian and non-abelian vector superfields corresponding to each of the un-
broken gauge groups, which will contain the SM gauge bosons, along with
their fermionic superpartners, i.e. the gauginos.
• Chiral superfields that will include 3 generations of quarks and leptons along
with their superpartners, squarks and sleptons.
• To achieve SU(2)L × U(1)Y → U(1)EM breaking we require two chiral su-
perfields which contain two scalar Higgs fields with opposite hypercharges (in
order to avoid a gauge anomaly) along with the fermionic superpartners, the
higgsinos.
• Finally, since supersymmetry is not a symmetry of the IR (since we do not
observe degenerate mass SUSY partners for the SM fields), if it is present
in nature it must be broken at a scale between the IR (∼ 91GeV ) and
UV (∼ MPl ∼ 1018GeV) that is consistent with our current experimental
knowledge.
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Superfield Component Names Spin 12 Spin 1 GSM rep.
Gˆa Gluinos, gluons G˜a Ga (8, 1, 0)
Wˆα Winos, W bosons W˜±, W˜ 0 W±,W 0 (1,3, 0)
Bˆ Binos, B boson B˜ B (1, 1, 0)
Table 2.3: Table summarising the gauge fields in the MSSM, where the columns
contain the name of the containing superfield, the nomenclature of the components,
the notations for the spin 1/2, 1 components, and their charges under the SM gauge
group GSM = SU(3)C × SU(2)L × U(1)Y .
Superfield Copies Component Names Spin 0 Spin 12 GSM rep.
Q 3 (fams.) LH u, d s/quarks (u˜L, d˜L) (uL, dL) (3,2, 16)
u 3 (fams.) RH u s/quarks u˜∗R u
†
R (3, 1,−23)
d 3 (fams.) RH d s/quarks d˜∗R d
†
R (3, 1,
1
3)
L 3 (fams.) LH s/leptons (ν˜L, e˜L) (νL, eL) (1,2,−12)
e 3 (fams.) RH s/leptons e˜∗R e
†
R (1, 1, 1)
Hu 1 u-type Higgs/inos (H
†
u,H0u) (H˜
†
u, H˜0u) (1,2,
1
2)
Hd 1 d-type Higgs/inos (H
†
d,H
0
d) (H˜
†
d, H˜
0
d) (1,2,−12)
Table 2.4: Table summarising the matter fields in the MSSM, where the columns
contain the name of the containing superfield, the number of copies of the superfield,
the nomenclature of the components, the notations for the spin 0, 1/2 components,
and their charges under the SM gauge group GSM.
The gauge interactions are expressed via the D term of the Kähler potential,
where we list the breakdown of the vector superfields in terms of spin and GSM
representations in Tab. 2.3.
The superpotential of the MSSM consists of
WMSSM = uyuQHu − dydQHd − eyeLHd + µHuHd, (2.110)
where we have suppressed the various indices (family, spin, colour, weak isospin),
yu, yd, ye are 3× 3 Yukawa matrices in family space, µ is the SUSY analogue of the
Higgs mass, Hu,Hd are Higgs chiral superfields, Q, u, d are the quark doublet, up
type and down type quark superfields, and L, e are the lepton doublet and electron
singlet superfields. The breakdown of the superfields in terms of spin and GSM
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representations is outlined in Tab. 2.4.
We note that in contrast to the SM, the MSSM has two Higgs chiral supermul-
tiplets which are introduced in order to avoid a gauge anomaly. In addition, due to
the structure of the superpotential, we require a hypercharge Y = 1/2 chiral Higgs
such that u type quarks can acquire masses, and another hypercharge Y = −1/2
chiral Higgs such that d type quarks can acquire masses.
Going back to the terms in the potential, we now look at the explicit statement
of the indices. The uyuQHu term consists of
uia (yu)
j
i Qjαa (Hu)β ε
αβ, (2.111)
where i = 1, 2, 3 is the family index, a is the colour index, α, β are weak isospin in-
dices, and εαβ is the SU(2) invariant anti-symmetric symbol. The dydQHd, eyeLHd
terms have an analogous structure, and the µHuHd holomorphic term is written
out as
µ(Hu)α(Hd)βε
αβ. (2.112)
We also note, since the superpotential must be holomorphic in chiral superfields
(i.e. doesn’t admit terms of the form Φ† as specified in Eqn. (2.93)), Higgs terms of
the form H∗uHu and H∗dHd are forbidden. Furthermore, the holomorphic argument
also sets the need for two Higgs fields since we cannot use just one Higgs field (as
we would in the SM) to simultaneously impart masses to all the fermionic matter
fields without resorting to a term involving a conjugate, e.g. uQH∗d .
Regarding the Yukawa couplings, we note that post symmetry breaking in the
MSSM, during which both Hu,Hd acquire VEVs, the Higgs fields are responsible
for the masses of the various quarks, leptons and bosons along with the mixing
angles in the CKM matrix.
If we look only at the 3rd generation, and assume the model is flavour diagonal to
avoid the phenomenologically dangerous flavour changing neutral currents (FCNCs)
(see Ref. [45]) with the Yukawas being 0 apart from the components relating to the
top, bottom and tau yu ' (yu)3,3 ≡ yt; yd ' (yd)3,3 ≡ yb; ye ' (ye)3,3 ≡ yτ , we can
write out the MSSM superpotential in terms of the constituent SU(2)L fields
Q3 = (t, b), L3 = (ντ , τ), Hu = (H
+
u ,H
0
u), Hd = (H
+
d ,H
0
d)
u3 = t, d3 = b, e3 = τ .
(2.113)
2.8. The Minimal Supersymmetric Model (MSSM) 57
In the unbroken gauge eigenbasis the superpotential is then expressed as
WMSSM = yt
(
ttH0u − tbH+u
)− yb (btH−d − bbH0d)− yτ (τντH−d − ττH0d)
+ µ
(
H+u H
−
d −H0uH0d
)
.
(2.114)
Breaking the superpotential down in terms of the constituent bosonic and
fermionic fields, we note that the Yukawa interactions will also specify the cou-
plings between the Higgs fields, fermions and their superpartners. The Lagrangian
terms have the general form Hq˜q,Hl˜l which are O(y1) with respect to the Yukawas,
and result from the ∂2W/∂ϕ2 terms. In addition the |∂W/∂ϕ|2 scalar potential will
contribute with 4 point interactions of the form q˜∗q˜H∗H, and q˜∗Lq˜Lq˜
∗
Rq˜R which are
O(y2). We note that all these couplings are dimensionless; the dimensionful cou-
plings are specified by the µ term which provide higgsino and Higgs squared mass
terms
LHiggs = µ
(
H˜+u H˜
−
d − H˜0uH˜0d
)
+ c.c.
+ |µ|2 (|H0u|2 + |H+u |2 + |H0d |2 + |H−d |2) . (2.115)
We note that this potential is flat with the minimum lying at 0, i.e. we cannot
achieve electro-weak symmetry breaking (EWSB) in the current state. This will
be solved later on when we introduce soft-SUSY breaking terms which will trigger
EWSB in addition to breaking supersymmetry. Finally we note that ∂W/∂H term
combines the µ with the Yukawa couplings to yield the cubic scalar couplings
Lφ3 =µ∗
(
u˜yuu˜(H
0
d)
∗ + d˜ydd˜(H0u)
∗ + e˜yee˜(H0u)
∗
+ u˜yud˜(H
−
d )
∗ + d˜ydu˜(H+u )
∗ + e˜yeν˜(H+u )
∗
)
+ c.c. ,
(2.116)
which determine the mixing of squarks, and sleptons.
One last closing remark before we move on to SUSY breaking, the MSSM is
minimal in the sense that we haven’t included any baryon (B) or lepton (L) violating
terms. The most general such superpotential has the form
W∆L=1 =
1
2
λijkLiLjek + λ
′ijkLiQjdk + µ′iLiHu. (2.117)
W∆B=1 =
1
2
λ′′ijkuidjdk. (2.118)
These in turn contribute to proton decay via diagrams of the form shown in
Fig. 2.2.
This issue is dealt with in the MSSM by introducing matter parity defined via
the U(1) automorphism mentioned in Sec. 2.1, which is a discrete symmetry that
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Figure 2.2: SUSY scalar B-L violating term contributing to the dimension 6 Feyn-
man diagram for proton decay.
gives fields values based on their B − L numbers
PM = (−1)3(B−L). (2.119)
This can be recast in terms of the field’s spin s as PR = (−1)3(B−L)+2s, which is
known as R-parity. This in turn has the effect of eliminating the B,L violating
terms.
2.8.1 Soft SUSY Breaking in the MSSM
The supersymmetric theory has all been set up, we now only need to break su-
persymmetry and induce EWSB. We want to introduce terms that break SUSY
explicitly, which for the aims of this discussion will have positive mass dimension
terms also known as soft SUSY breaking mass terms. The most general soft SUSY
breaking Lagrangian has the form
Lsoft =−
(
1
2
Maλaλ
a +
1
6
aijkφiφjφk +
1
2
bijφiφj + t
iφi
)
+ c.c.
− (m2)ij(φj)∗φi,
(2.120)
Lmaybe-soft =− 1
2
cjki (φ
i)∗φjφk + c.c., (2.121)
where the terms consist of gaugino masses Ma for each of the gauge groups, scalar
masses (m2)ij , b
ij , trilinear scalar couplings aijk, cijk, and tadpole couplings ti. Note
that including fermionic soft breaking mass terms such as L = −12mijψiψj+c.c. are
neglected since it would be redundant; the fields and couplings can be reabsorbed
into a redifinition of the superpotential and the terms (m2)ij , c
jk
i . The Lagrangian
in Eqn. (2.121) contains the general inclusion of the non-holomorphic scalar cubed
couplings, which gets its namesake from the problematic nature associated with
it. This consists of the possibility of the formally soft cijk terms causing quadratic
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divergences, when the theory contains chiral supermultiplets that transform as sin-
glets under any of the internal gauge symmetries. We note that this does not apply
to the MSSM, since it does not contain any gauge singlet chiral supermultiplets.
Moreover, the Lagrangian in Eqn. (2.121) is usually ignored, leaving Eqn. (2.120)
as the general form of the soft supersymmetry breaking Lagrangian.
Following this general prescription, the MSSM soft SUSY breaking Lagrangian
consists of
LMSSMsoft =−
1
2
(
M3g˜g˜ +M2W˜W˜ +M1B˜B˜ + c.c.
)
−
(
u˜auQ˜Hu − d˜adQ˜Hd − e˜aeL˜Hd + c.c.
)
−
(
Q˜†m2QQ˜+ L˜
†m2LL˜+ u˜m
2
uu˜
†
+ d˜m2dd˜
†
+ e˜m2e e˜
†
)
− (m2HuH∗uHu +m2HdH∗dHd + (bHuHd + c.c.)) ,
(2.122)
where M1,M2,M3 (∼ Maλaλa) are the wino, bino and gluino terms; au, ad, ae
(∼ aijkφiφjφk) are the trilinear couplings which are 3× 3 matrices in family space
with mass dimension [au] = M1 and have a 1-1 correspondence to the Yukawa
matrices; m2Q,m
2
L,m
2
u,m
2
d
,m2e (∼ (m2)ij(φj)∗φi) are the quark and lepton SUSY
breaking matrices which are 3 × 3 complex hermitian matrices; and m2Hu ,m2Hd
(∼ (m2)ij(φj)∗φi), b (∼ bijφiφj) are Higgs soft breaking masses. In total these
amount to 105 masses, phases and mixing angles that are not present in the SM
Lagrangian [46].
Note, if we follow a naturalness argument we can infer the soft SUSY break-
ing scale msoft (i.e. the scale of the soft parameters) by looking at the radiative
corrections to the Higgs mass
∆m2H ∼ m2soft ln
ΛUV
msoft
, (2.123)
where ΛUV is the cutoff scale at which our formalism breaks down and some new
physics becomes relevant. Taking this cutoff as the Planck scale (at which we
expect quantum gravity to play a significant role) ΛUV ∼MPl ∼ 1018GeV, in order
for SUSY to be relevant to the Hierarchy problem we require m2soft ∼ (TeV)2.
So far we have introduced soft breaking masses that facilitate the breaking of
supersymmetry. We now look at how this affects EW symmetry breaking. Including
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the soft breaking masses the two Higgs doublet model has the structure
VHiggs =
(|µ|2 +m2Hu) (|H0u|2 + |H+u |2)+ (|µ|2 +m2Hd) (|H0d |2 + |H−u |2)
+
[
b
(
H+u H
−
d −H0uH0d
)]
+
1
8
(
g2 + g′2
) (|H0u|2 + |H+u |2 − |H0d |2 − |H−d |2)+ 12g2|H+u H0d +H0uH−d |2,
(2.124)
where g, g′ are the SU(2)L and U(1)Y gauge couplings. The last line of terms arises
from the kinetic part ofWαWα terms, more specifically the auxiliary D-fields, which
in the non-abelian case have the generalised form 12
∑
aD
aDa = 12
∑
g2a(φT
aφ)2.
The Higgs fields are the only scalar fields that develop a VEV, since the other scalar
terms in the potential involving squarks and sleptons have large positive squared
masses leading to trivial vacuums for the respective fields.
Using the gauge freedom associated with SU(2)L we can rotate away a compo-
nent of the VEV for one of the scalars, in this case H+u = 0 at the minimum of the
potential, which in turn implies that H−d = 0. Therefore we are left with the scalar
potential
V =
(|µ|2 +m2Hu) |H0u|2 + (|µ|2 +m2Hd) |H0d |2 − (bH0uH0d + c.c.)
+
1
8
(
g2 + g′2
) (|H0u|2 − |H0d |2) . (2.125)
We can further simplify the b term by noting that we can reabsorb its complex
phase into the definition of H0u,H
0
d , which in turn allows us to take b as being
real, b ∈ R with b ≥ 0. Therefore, to develop a non-trivial minimum for the
potential V we require that the product 〈H0u〉〈H0d〉 be both real and positive, or
equivalently that 〈H0u〉 and 〈H0u〉 have opposite phases. This can be done via a
gauge transformation associated with the U(1)Y gauge freedom. In addition, we
need to bound the potential from below, which in turn places the constraint on the
soft-SUSY breaking masses
2b < 2|µ2|+m2Hu +m2Hd . (2.126)
The holomorphic b term is now bounded from above, but to ensure the non-trivial
minimum away from H0u = H
0
d = 0 we also require
b2 >
(|µ|2 +m2Hu) (|µ|2 +m2Hd) . (2.127)
With the constraints in place, we can now look at how EWSB works in the
MSSM. First, we define the VEVs of the Higgs fields as
νu ≡ 〈H0u〉, νd ≡ 〈H0d〉. (2.128)
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The two VEVs work together to set the electroweak scale via the mass of the Z0
boson as
ν2u + ν
2
d = ν
2 =
2m2Z
g2 + g′2
∼ (174GeV)2 . (2.129)
Note that we are using a slightly different convention than in Sec. 1.4, where in
this case the definition of ν has the factor of 1/
√
2 absorbed into its definition. A
traditional parametrisation involves the ratio of the two VEVs, which is defined as
tanβ =
νu
νd
. (2.130)
Furthermore, since νu, νd ∈ R, we can make the identification νu = ν sinβ, νd =
ν cosβ, which implies that β ∈ [0, pi/2]. The minimum of the potential is determined
by simultaneously solving the tadpole equations
∂V
∂H0u
=
∂V
∂H0d
= 0, (2.131)
which when expressed in the aforementioned parametrisation becomem2Hu + |µ|2 − b cotβ −
1
2m
2
Z cos 2β = 0,
m2Hd + |µ|2 − b tanβ − 12m2Z cos 2β = 0.
(2.132)
As long as we are consistent with the parameter choices and bound constraints
on b, the two tadpole equations have a solution. To make this consistent with SM
experimental observations, we can recast the above, such thatm2Z and tanβ become
output parameters, dependent on the input parameters m2Hu ,m
2
Hu
, µ, b, as
sin 2β =
2b
m2Hu +m
2
Hd
+ 2|µ|2 , m
2
Z =
|m2Hd −m2Hd |√
1− sin(2β) −m
2
Hu −m2Hd − 2|µ|2.
(2.133)
This recasting gives us a more intuitive feel of the required values for
m2Hu ,m
2
Hu
, µ, b to obtain a valid SM spectrum, and allows us to check if our param-
eter choices produce a valid Z0 mass. In addition these equations highlight an issue
with the MSSM, also known as the “µ problem”. Namely, we have a mismatch in
scales arising from the nature of µ which originates from a SUSY invariant term as-
sociated with high energies, whereas m2Hu ,m
2
Hu
are soft-SUSY breaking parameters
which should be of the order O(TeV). Even with some mechanism that relates µ to
the SUSY breaking scale there is still quite a bit of fine-tuning required to produce
the right SM masses. We can see this expanding Eqn. (2.133) for large values of
tanβ
m2Z = −2(m2Hu + |µ|2) +
2
tan2 β
(m2Hd −m2Hu) +O
(
1
tan4 β
)
. (2.134)
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We note in order to get the right Z0 mass, we require a small amount of fine tuning
(∼ 10%). Namely we need m2
H0d
to be larger than m2H0u and to conspire in such a
way that their difference weighted by 2/ tan2 β partly cancels with 2(m2Hu + |µ|2)
to obtain m2Z , all whilst maintaining mHu ,mHu , µ, b > O(TeV). This mismatch
between EW parameters and the new physics occurring at the TeV scale is known
as “the little hierarchy problem”.
This effect becomes even worse when looking at the 1 loop calculation of the
Higgs mass where we need to keep the top squarks light (which have their mass
dictated by the overall scale of soft-SUSY breaking) which in turn feed into the
running of m2Hu . One needs to include the loop corrections to the Higgs potential.
Namely at one and two loop, the potential receives corrections ∆V of the form
[47, 48] which in turn provide the corrected tadpole equations
∂V
∂Hu
+
∂∆V
∂Hu
= 0,
∂V
∂Hd
+
∂∆V
∂Hd
= 0. (2.135)
These in turn provide corrections to m2Hu ,m
2
Hu
,
m2Hu → m2Hu +
1
2νu
∂∆V
∂νu
, (2.136)
m2Hd → m2Hd +
1
2νd
∂∆V
∂νd
. (2.137)
which in turn further complexify our fine-tuning problem.
2.8.2 Mass Spectrum of the MSSM - Higgs Sector
We now move on to the mass spectrum of the various fields present in the MSSM,
where we start our discussion with the Higgs sector. The Higgs fields in the MSSM
are two complex SU(2)L doublets, which consist of 8 real scalar degrees of freedom,
which after EWSB form or contribute to the following mass eigenstates:
• G0, G± which are “swallowed up” by the Z0,W± and become longitudinal
modes of the now massive gauge bosons.
• h0,H0 which are CP-even neutral scalars (where by convention h0 is the lighter
one).
• A0 which is a CP-odd neutral pseudo-scalar.
• H+,H− which are charged Q = +1 and Q = −1 scalars.
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The mass eigenstates can be expressed in terms of the gauge eigenstate fields
(H0u,H
0
d) in a diagonal basis(
H0u
H0d
)
=
(
νu
νd
)
+
1√
2
Rα
(
h0
H0
)
+
i√
2
Rβ0
(
G0
A0
)
, (2.138)
(
H+u
(H−d )
∗
)
= Rβ±
(
G+
H+
)
, (2.139)
where by convention G−,H− are defined as G− = (G+)∗,H− = (H+)∗. The Rγ
matrices (γ ∈ {α, β0, β±}) are orthogonal rotation matrices
Rα =
(
cosα sinα
− sinα cosα
)
, Rβ0 =
(
sinβ0 cosβ0
− cosβ0 sinβ0
)
, Rβ± =
(
sinβ± cosβ±
− cosβ± sinβ±
)
,
(2.140)
which are chosen such that the quadratic terms in the Higgs potential have diagonal
masses
V =
1
2
m2h0(h
0)2 +
1
2
m2H0(H
0)2 +
1
2
m2G0(G
0)2 +
1
2
m2A0(A
0)2
+m2G± |G+|2 +m2H± |H+|2 + . . . .
(2.141)
The various accompanying tree level masses are determined by the VEVs νu, νd that
minimise the potential (which reduce β = β0 = β± and m2G0 = m
2
G± = 0 in line
with the longitudinal mode absorption), and are
m2A0 =
2b
sin(2β)
= 2|µ|2 +m2Hu +m2Hd , (2.142)
m2h0,H0 =
1
2
(
m2A0 +m
2
Z ∓
√(
m2
A0
−m2Z
)2
+ 4m2Zm
2
A0
sin2(2β)
)
, (2.143)
m2H± = m
2
A0 +m
2
W . (2.144)
The mixing angles α, β (by convention α is taken as negative) are then determined
by the equations
sin 2α
sin 2β
= −m
2
H0 +m
2
h0
m2
H0
−m2
h0
,
tan 2α
tan 2β
=
m2A0 +m
2
Z0
m2
A0
−m2
Z0
. (2.145)
In addition the Higgs mass receives corrections at 1 loop, which are dominated
by top quark/squark loops of the form
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∆(m2h0) =
h0
t¯
t
h0 + h
0
t˜
t˜
h0 + h
0
t˜
h0 .
(2.146)
Note that in order for SUSY to be relevant to the hierarchy problem and in line
with naturalness we require that the stops t˜ be light such that the fine tuning in
Eqn. (2.146) is minimal. This has been a bit more worrisome with the LHC limits
pushing the stop masses ever higher [49].
Within the MSSM, the quark masses and the mixing angles in the CKM matrix
are determined by the Yukawa couplings in the super-potential, along with tanβ
parameter determining the up-type and down-type VEVs. At tree level, the masses
of the 3rd generation of fermions are
mt = yt sinβ, mb = yb cosβ, mτ = yτ cosβ. (2.147)
The Higgs couplings in the MSSM are similar to the ones present in the SM with
an additional complexity introduced by the dependency on α, β. In addition to the
SM couplings, the bosonic MSSM Higgs couplings have the additional terms
h0W+W−, h0Z0Z0, Z0H0A0, W±H0H∓ ∼ sin(β − α), (2.148)
H0W+W−, H0Z0Z0, Z0h0A0, W±h0H∓ ∼ cos(β − α), (2.149)
where the fermionic couplings have the accompanying factors
h0bb, h0τ+τ− ∼ sin(β − α)− tanβ cos(β − α), (2.150)
h0tt ∼ sin(β − α) + cotβ cos(β − α), (2.151)
H0bb, H0τ+τ− ∼ cos(β − α) + tanβ sin(β − α), (2.152)
H0tt ∼ cos(β − α)− cotβ cos(β − α), (2.153)
A0bb, A0τ+τ− ∼ tanβ, (2.154)
A0tt ∼ cotβ. (2.155)
In the “decoupling limit” mA0  mZ0 (in which we push the SUSY scale up with
respect to the EW scale) α tends to (β−pi/2), where we can express the cosine and
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sine terms as
cos(β − α) = sin(2β) cos(2β) m
2
Z
m2
A0
+O
(
m4Z0
m4
A0
)
, (2.156)
sin(β − α) = 1−O
(
m4Z0
m4
A0
)
. (2.157)
In the decoupling limit the lighter h0 Higgs approaches the same couplings as those
present in the SM. These couplings will be modified at one loop, but are not suffi-
cient to cause a sizeable deviation from the SM-like couplings of the Higgs.
2.8.3 Mass Spectrum of the MSSM - Neutralinos & Charginos
Post electroweak symmetry breaking, the gauginos mix with the higgsinos that
possess the same quantum numbers to form mass eigenstates, namely charginos
and neutralinos. The charginos are Q = ±1 mass eigenstates that result from the
mixing of the charged higgsinos H˜+u , H˜
−
d with the corresponding winos W˜
+, W˜−.
The neutralinos result from the mixing of the neutral higgsinos H˜0u, H˜
0
d with the
neutral gauginos W˜ 0, B˜.
To this extent, we label the neutralino states as N˜0i , where i =
1, 2, 3, 4, and the chargino states as C˜+1 , C˜
−
2 , where we adopt the convention
mN˜1 < mN˜2 < mN˜3 < mN˜4 and mC˜1 < mC˜2 . N˜1 is usually assumed to be the
lightest supersymmetric particle (LSP) which makes it the most likely MSSM par-
ticle to be a suitable dark matter candidate when working under the assumption of
R-parity conservation.
Starting with the neutralinos, in the gauge eigenstate basis
ψ0 =
(
B˜, W˜ 0, H˜0d , H˜
0
u
)
, the Lagrangian containing the masses is expressed
as
LmN˜ = −
1
2
(ψ0)TMN˜ψ
0 + c.c., (2.158)
where MN˜ is the mass matrix
MN˜ =

M1 0 −g′vd/
√
2 g′vu/
√
2
0 M2 gvd/
√
2 gvu/
√
2
−g′vd/
√
2 gvd/
√
2 0 −µ
g′vu/
√
2 −gvu/
√
2 −µ 0
 . (2.159)
M1,M2 originate from the soft-SUSY breaking gaugino terms, the µ’s originate
from the higgsino terms, and the g, g′ terms come from the Higgs-higgsino-gaugino
couplings where the Higgs fields are replaced by their respective VEVs. We can also
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express this in the mass eigenstate basis by diagonalising MN˜ . This can be done
via a unitary matrix N , which provides our new basis N˜i = Nijψ0j such that the
mass matrix now reads
N∗MN˜N
−1 =

mN˜1 0 0 0
0 mN˜2 0 0
0 0 mN˜3 0
0 0 0 mN˜4
 . (2.160)
The diagonal values are the eigenvalues of MN˜ , where mN˜1 ,mN˜2 ,mN˜3 ,mN˜4 ∈ R.
Note that the convention is to take µ ∈ R+ (this is to avoid possible phenomeno-
logical complications) along with M1,M2, b, 〈H˜0u〉, 〈H˜0d〉 ∈ R+. Note that sign(µ) is
undetermined at tree level.
A particular scenario which is relevant to our work, involves the case in which we
have a supersymmetric grand unified theory (GUT), in which the gaugino masses
are set by a common parameter at the GUT scale (∼ 1016(GeV))
M1
g21
=
M2
g22
=
M3
g23
=
m1/2
g2U
. (2.161)
m1/2 is the unified gaugino mass and gU is the unified gauge coupling. The renor-
malisation group equations (RGEs) of the MSSM then evolve each of the gaugino
masses down to the EW scale such that one has the approximate prediction
M1 ' 5
3
tan2 θWM2 ∼ 0.5M2. (2.162)
In this scenario EW symmetry breaking effects can be viewed as small perturbations
to the neutralino mass matrix. More specifically M1,M2, µ are going to dominate
the neutralino masses, and the terms arising from EW symmetry breaking will be
small. Under the assumption that
m2Z  |µ±M1|, |µ±M2|, (2.163)
the neutralino masses are approximated, to a 1st order expansion in mZ/|µ±M1,2|,
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as
mN˜1 =M1 −
m2Z sin
2 θW (M1 + µ sin 2β)
µ2 −M21
+O
((
m2Z
µ2 −M21
)2)
, (2.164)
mN˜2 =M2 +
m2W (M2 + µ sin 2β)
µ2 −M22
+O
((
m2Z
µ2 −M22
)2)
, (2.165)
mN˜3 =|µ|+
m2Z(sign(µ)− sin 2β)
(
µ+M1 cos
2 θW +M2 sin
2 θW
)
2(µ+M1)(µ+M2)
+O
((
m2Z
2(µ+M1)(µ+M2)
)2)
,
(2.166)
mN˜4 =|µ|+
m2Z(sign(µ) + sin 2β)
(
µ−M1 cos2 θW −M2 sin2 θW
)
2(µ−M1)(µ−M2)
+O
((
m2Z
2(µ−M1)(µ−M2)
)2)
.
(2.167)
Again, in this limit the neutralino masses are dominated by the SUSY terms, which
makes the mass eigenstates nearly “bino-like” (N˜1 ' B˜), “wino-like” (N˜2 ' W˜ 0),
and “higgsino-like” (N˜3, N˜4 ' (H˜0u ± H˜0d)/
√
2). Within this scenario the bino-like
neutralino emerges as the LSP (as long as |µ| &M1).
Moving on to the charginos, in the gauge-eigenstate basis
ψ± = (W˜±, H˜+u , W˜−, H˜
−
d ), the Lagrangian containing the chargino mass terms
consists of
Lψ± = −
1
2
(ψ±)TMC˜ψ
± + c.c., (2.168)
where MC˜ is a 4× 4 matrix that can be expressed in block form
MC˜ =
(
0 XT
X 0
)
where X =
(
M2 gνu
gνd µ
)
=
(
M2
√
2 sinβmW√
2 cosβmW µ
)
.
(2.169)
Similarly to what we did in the neutralino case, we can rotate to the mass eigenstate
basis via two unitary 2× 2 matrices U, V such that(
C˜+1
C˜+2
)
= V
(
W˜+
H˜+u
)
,
(
C˜−1
C˜−2
)
= U
(
W˜−
H˜−d
)
. (2.170)
Note that the rotation matrix for the (+)-ve charged LH fermions is different from
the one used for the (−)-ve charged LH fermions, and are chosen such that
U∗XV −1 =
(
mC˜1 0
0 mC˜2
)
. (2.171)
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The two mass entries mC˜1 ,mC˜2 are real and positive, where their analytical form is
m2
C˜1
,m2
C˜2
=
1
2
[
(|M2|2 + |µ|2 + 2m2W )
∓
√
(|M2|2 + |µ|2 + 2m2W )2 − 4|µM2 −m2W sin 2β|2
]
.
(2.172)
Similarly, in the case of a unified gaugino mass, in the EW limit, the charginos
become “wino-like” (C˜±1 ∼ W˜±) and “higgsino-like” (C˜±2 ∼ H˜+u , H˜−d ) where the
masses are
m2
C˜1
=M2 − m
2
W (M2 + µ sin 2β)
µ2 −M22
+O
((
m2W
µ2 −M22
)2)
, (2.173)
m2
C˜2
= |µ|+ sign(µ)m
2
W (µ+M2 sin 2β)
µ2 −M22
+O
((
m2W
µ2 −M22
)2)
. (2.174)
We note that the C˜1 chargino is nearly degenerate in mass with the N˜2 neutralino,
where the loop corrections to the masses can have a significant effect [50–52]. Lastly,
we mention the gluino which is an 8 coloured fermionic octet under SU(3)C , which
does not mix with any other particle in the MSSM. In the case of unified gaugino
masses the gluino SUSY breaking parameter is related to the wino and bino mass
parameters as
M3 =
αS
α
sin2 θWM2 =
3
5
αS
α
cos2 θWM1. (2.175)
The above is valid at any RG scale, and in particular it implies a rough TeV
prediction for the mass ratios of M3 : M2 : M1 ∼ 6 : 2 : 1. This in turn gives
us a reasonable justification to suppose that the gluino is much heavier than the
other neutralinos/charginos. Note that due to the Dynkin index associated with
the 8 representation under QCD, the RGE flow of the gluino mass can be quite
considerable at one loop, with small corrections (∼ 1 − 2%) arising at two loop
[53–55].
2.8.4 Mass Spectrum of the MSSM - Squarks and sleptons
The quark and lepton masses in the MSSM are determined by the Yukawa interac-
tions in the superpotential, and have the additional dependency on tanβ = νu/νd
due to the different Higgs VEVs. The masses of the up-type, down-type quarks and
electron-type leptons are
mu = yu
ν√
2
sinβ, md = yd
ν√
2
cosβ, me = ye
ν√
2
cosβ. (2.176)
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We note that in the MSSM neutrinos are massless, which can be addressed by
introducing additional fields.
We now move on to the scalar superpartners. There is a potential problem, in
the fact that within the context of the full family structure of the MSSM, any scalars
that possess the same quantum numbers can mix. More specifically with arbitrary
soft SUSY breaking terms, the mass eigenstate basis is determined by diagonalising
the three matrices corresponding to the 6 dimensional gauge eigenstates of the
up-type and down-type squarks, charged sleptons and the 3 dimensional matrix
corresponding to the sneutrino gauge eigenstates
(u˜L, c˜L, t˜L, u˜R, c˜R, t˜R), (d˜L, s˜L, b˜L, d˜R, s˜R, b˜R),
(e˜L, µ˜L, τ˜L, e˜R, µ˜R, τ˜R), (ν˜e, ν˜µ, ν˜τ ).
(2.177)
Fortunately, the mixing angles present in the superscalar partner sector are pre-
dicted to be small under the flavour-blind soft hypothesis. The flavour-blind soft
hypothesis effectively states that supersymmetry breaking is “universal”, i.e. the
limit in which the squark and slepton soft SUSY squared mass matrices are flavour
blind, each proportional to the identity matrix
m2Q = m
2
Q13, m
2
u = m
2
u13, m
2
d
= m2
d
13, m
2
L = m
2
L13, m
2
e = m
2
e13.
(2.178)
In addition if we require that the trilinear scalar cubed couplings au,ad,ae are
each proportional to their corresponding Yukawa matrix
au = Au0yu, ad = Ad0yd, ae = Ae0ye, (2.179)
then we also avoid the dangerous FCNCs present in SUSY models mentioned earlier,
along with controlling the smallness of the mixing angles of the scalar superpartners.
Under the flavour blind hypothesis, we can now focus on the mass spectrum
of the scalar particles. In addition to the squared soft-SUSY breaking masses, the
scalar superpartners receive various contributions from either F terms of the MSSM
superpotential or D terms of the Kähler potential. One of these corrections, that is
universal for the scalars in discussion, is the contribution arising from the D term of
the SU(2)L × U(1)Y scalar quartic interactions (∼ 12
∑
aD
aDa = 12
∑
g2a(φT
aφ)2).
This term arises post symmetry breaking after the Higgs fields have acquired their
respective VEVs, and has the form
∆φ =
1
2
(
T3φg
2 − Yφg′2
) (
ν2d − ν2u
)
=
(
T3φ −Qq sin2 θW
)
cos 2βm2Z . (2.180)
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The corrections are determined by the field’s third component of the weak isospin
T3, and hypercharge Y . Equivalently, we can express this in terms of T3, the EM
charge Q and the Weinberg angle sin θW .
We will now look at the top squark and highlight the contributions arising from
the various supersymmetric contributions. First off we have squared terms in the
potential of the form t˜∗Lt˜L and t˜
∗
Rt˜R whose coefficients are determined by the soft
SUSY breaking masses and the afformentioned D term contributions
t˜∗Lt˜L : m
2
Q3 +∆u˜L , (2.181)
t˜∗Rt˜R : m
2
u3 +∆u˜R . (2.182)
Secondly, each one of the terms receives contributions of m2t arising from the F
terms of the Yukawa terms ∼
∣∣∣∣∂W∂t˜∗L
∣∣∣∣2 , ∣∣∣∣∂W∂t˜∗R
∣∣∣∣2
t˜∗Lt˜L : m
2
Q3 +∆u˜L +m
2
t , (2.183)
t˜∗Rt˜R : m
2
u3 +∆u˜R +m
2
t . (2.184)
Thirdly, we have F term contributions arising from the ∼
∣∣∣∣ ∂W∂H0u
∣∣∣∣2 , ∣∣∣∣ ∂W∂H0d
∣∣∣∣2 terms,
which provide mixing terms of the form t˜∗Lt˜R, t˜
∗
Rt˜L, which post EW symmetry break-
ing have the explicit form
t˜∗Lt˜R : −µνyt cosβ, (2.185)
t˜∗Rt˜L : −µ∗νyt cosβ. (2.186)
Lastly, the off diagonal terms receive contributions from the cubic scalar couplings
arising from the trilinear soft SUSY breaking terms ∼ u˜auQ˜Hu, which post sym-
metry breaking contribute to the mixing terms
t˜∗Lt˜R : −µνyt cosβ + νa∗t sinβ, (2.187)
t˜∗Rt˜L : −µ∗νyt cosβ + νat sinβ. (2.188)
Putting all of this together, the stop mass Lagrangian is given in the gauge eigen-
basis by
Lt˜L,t˜R = −(t˜∗L, t˜∗R)
(
m2Q3 +∆u˜L +m
2
t ν(a
∗
t sinβ − µyt cosβ)
ν(at sinβ − µ∗yt cosβ) m2u3 +∆u˜R +m2t
)(
t˜L
t˜R
)
,
(2.189)
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which can be rotated in the mass eigenbasis ∼ (t˜∗1, t˜∗2) by diagonalising the hermitian
mass matrix.
Along the same lines, we can perform an analogous set of calculations to obtain
the sbottom and the stau mass Lagrangian in the gauge eigenbasis
Lb˜L,b˜R = −(b˜
∗
L, b˜
∗
R)
(
m2Q3 +∆d˜L ν(a
∗
b cosβ − µyb sinβ)
ν(ab cosβ − µ∗yb sinβ) m2d3 +∆u˜R
)(
b˜L
b˜R
)
,
(2.190)
Lτ˜L,τ˜R = −(τ˜∗L, τ˜∗R)
(
m2L3 +∆e˜L ν(a
∗
τ cosβ − µyτ sinβ)
ν(aτ cosβ − µ∗yτ sinβ) m2e3 +∆e˜R
)(
τ˜L
τ˜R
)
,
(2.191)
which can be brought to the mass eigenbasis ∼ (b˜∗1, b˜∗2),∼ (τ˜∗1 , τ˜∗2 ) by diagonalising
the mass matrices.
2.9 SUSY in GUTs
Having now reviewed the construction and particularities of the MSSM, we move
on to explore how supersymmetry fits within grand unified theories, and look at
how extra dimensional mechanisms can provide us with a structure and origin for
the various soft SUSY breaking masses.
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Chapter 3
Orbifolds and Scherk-Schwarz
breaking
The following chapter will look at a class of models known as orbifold grand uni-
fied theories (GUTs), along with their phenomenology in a variety of minimal and
non-minimal settings. The chapter comprises of a series of sections reviewing the
formalism used in extra dimensional GUTs, and how to build realistic models with
the use of Scherk-Schwarz mechanism. We then examine the minimal SU(5) mod-
els, rule them out, and proceed by extending them with an additional scalar field
in the same gauge group or alternatively in a SU(5) × U(1) model. Finally we
comment on the implications of a so called “natural” supersymmetry scenario, and
look at higher dimensional alternatives.
3.1 Introduction
By formulating a supersymmetric GUT, we are now able to achieve gauge coupling
and representation unification, along with solving the aforementioned Gildener hi-
erarchy problem [13]. Therefore, for the remainder of this chapter, we choose to
promote our theories to being supersymmetric.
Even though SUSY provides us with a mechanism to explain our GUT hierarchy
(i.e. why are the W± and Z0 bosons so much more lighter than the X bosons
introduced by unification mW  mX), we still need a mechanism to sort out the
doublet-triplet splitting (2−3) problem. The 2−3 problem effectively asks: “Since
all of our Higgs fields are now contained in one single representation of the larger
gauge group in question (e.g. SU(5)), how do we split the representation into a
heavy coloured triplet and light weak doublet, such that proton decay is suppressed
[56], [57]?” E.g. given the H5 as the 5 representation of SU(5), how can we achieve
the mass split
H5 = (φ
r, φg, φb︸ ︷︷ ︸
Heavy
, φ+, φ0︸ ︷︷ ︸
Light
)? (3.1)
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In a 4 dimensional formalism there are some mechanisms on the market [58] -
[59], which in general require a complicated or rather cumbersome Higgs sector,
which can make them less desirable and to an extreme even unsatisfactory.
This issue can instead be approached from the point of view of theories with
small compactified extra dimensions. In this class of models, heavy Kaluza - Klein
modes naturally arise due to the compactified manifold [60]. Appropriate quantum
number choices can then lead to a natural mechanism for 2− 3 splitting (as long as
the reader accepts the premise that small extra dimensions are naturally occurring,
but haven’t yet been observed).
Furthermore, if supersymmetry is indeed a symmetry of the real world, it must
be broken in order for it to correspond with our observations of nature. In addition
to providing us with 2 − 3 splitting, this class of models has another attractive
feature, in that it can provide our theory with soft SUSY breaking masses via the
Scherk-Schwarz (SS) mechanism [61], [62].
The work in this section will be based on Barbieri, Hall, and Nomura’s model
[63], [64], along with Nevzorov’s E6 inspired model [65], which we later modify to
accommodate an additional singlet along with the Scherk-Schwarz mechanism.
The broad questions that we will be asking are: What spectrum does Barbieri,
Hall and Nomura’s original minimal model [63] produce? Is it ruled out by the LHC
or dark matter constraints? If so, can we modify it to be viable along the lines of a
next to minimal extension, such that it predicts the observed low energy spectrum
of the SM?
Overall, we want to explore the idea of obtaining a “naturally” broken super-
symmetry arising from the formalism, and asking if we are going to be able to see
it at the TeV scale, with SUSY still being relevant to the hierarchy problem [66],
[67].
3.2 Extra Dimensions, Compactifications, and SS
Twists
In the following sections we will review the extra dimensional formalism along with
the SS mechanism, by following the work in [68]. Note that in this chapter we
are working within the context of a flat extra dimensional scenario, i.e. we are
ignoring the tension of the branes and their potential implications. Here we are not
considering a warped space-time as one would in a Randall-Sundrum model [69],
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which will be the focus of the following chapters.
We start by working in D = d+4 dimensions, where the d extra dimensions are
spatial dimensions. We suppose the dimensionless action
SD =
∫
dDz L[φ(zµ)], (3.2)
where z are the space-time coordinates, L is the D dimensional Lagrangian depen-
dent on generic fields φ. We now say a theory is compactified, if it is defined on a
space which is a direct product of the form M4 × C, where M4 is the usual flat
Minkowski space-time and C is a compactified space. The product form of our
defining space implies that we can “split” our description of the action in terms of
the coordinates as
zM = (xµ, ym) =
xµ, µ = 0, 1, 2, 3 describes M4ym, m = 1, . . . , d describes C , (3.3)
where the index M runs over both µ and m.
To connect this to our observable reality we have to obtain a 4D Lagrangian
from our D dimensional action SD in the low energy limit. Since we can split our
description in terms of the coordinates of the non compact and the compact space,
this is naturally achieved by integrating out the ym coordinates leading to the 4D
Lagrangian
L4 =
∫
ddy LD[φ(xµ, ym)]. (3.4)
Let us now look at the compact space and see what consequences its presence
has on how we define our theory. We will reduce our discussion to just one extra
dimension with coordinate y. In general, a compact manifold C is written out in
terms of a non-compact manifold M, which is “modded” out by a discrete group
G, i.e. C =M/G. What we mean by this, is that the discrete group G acts freely
on the manifold M via some operators τg as
τg :M→M, g ∈ G, (3.5)
where the τg’s live in the representation space of G. The compact space is then
obtained by identifying points y with points acted on by τg, which in turn define
the same “orbit”
y ≡ τg(y). (3.6)
The identification must in turn be reflected by the physicality of our theory. I.e.
the physics should no longer be dependent on individual points in y, but rather on
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the orbits. In terms of the Lagrangian this becomes
LD[φ(xµ, y)] = LD[φ(xµ, τg(y))]. (3.7)
As a consequence of this restriction, we now have a constraint on how the fields
must behave. Since we have essentially connected two points in our manifold, the
fields defined on it will now have to satisfy some sort of periodicity constraint. We
have a choice in what constraint the fields have to obey, where they can satisfy
either
• A sufficient condition: φ(xµ, τg(y)) = φ(xµ, y).
• A necessary and sufficient condition: φ(xµ, τg(y)) = Tgφ(xµ, y), where Tg
is a representation of G acting on field space.
We observe in the case of the latter that for the trivial choice Tg = 1 we recover
the 1st case which is referred to as ordinary compactification. The non-trivial choice
Tg 6= 1 is referred to as Scherk-Schwarz compactification.
In our formalism we will be working in D = 5 (i.e. d = 1 corresponding to y).
We will be using the SS compactification and define our compact space in its initial
phase as a circle C = S1. We will see that the decomposition of the space in terms
of a non-compact × a compact space is defined byM = R1, modded out by G = Z
corresponding to the translational identification.
The action of the infinite discrete group modulo Z, is given by the operators τn,
acting on elements y ∈ R1 by mapping them onto
τn(y) = y + 2npiR, n ∈ Z, (3.8)
where R is the unit length in our operator action, which is identified as the radius
of the circle S1. If we now perform the identification y = τn(y), diagrammatically
we have taken the real number line R1 and “curled” it up, as shown in Fig. 3.1.
In terms of the definition domain, post identification, it has become [y, y + 2piR].
Note that without any loss of generality we have chosen n = 1 to reflect the trans-
formation corresponding to the Z generator 2piR, and to eliminate the unnecessary
redundancy caused by n. I.e. going around the circle once is equivalent to going
around the circle n times in terms of the actual length of the circle.
Therefore the only generator of Z, τ = 2piR will correspond to the only inde-
pendent twist T , acting on fields φ as
φ(xµ, τ(y)) = φ(xµ, y + 2piR) = Tφ(xµ, y). (3.9)
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y y + 2piR
τ
R1
y + 2piR
y
Figure 3.1: Identifying the circle S1 as the manifold R1/Z where the identification
is performed by modding out the real number line R via the action of the Z modulo
group.
Since the other operators are equivalent to the action of τ applied n times τn,
the other elements defined by τn are given by
φ(xµ, τn(y)) = φ(x
µ, y + 2npiR) = (T )nφ(xµ, y). (3.10)
In principle, we now have the necessary tools to write down a theory defined on
M4×S1. Even though this can produce stand-alone models, it has some problems,
mainly the chirality problem [70]. Since our definition domain is a 5D space, the
Lorentz algebra will be affected accordingly, making the Dirac spinor the fundamen-
tal spinorial representation, as opposed to the Weyl spinor. The chirality problem
is then essentially overcoming the difficulties imposed by having to project the 5D
Dirac spinors to the corresponding SM fermions in 4D [70].
This problem can be overcome, if we further mod out our circle into an interval.
This is referred to as an orbifold compactification. We will now proceed to define it
in an analogous manner to the Scherk-Schwarz compactification.
We start off with a compact manifold C, and introduce the discrete group H,
which acts non-freely on C, where by non-freely we mean that some of the trans-
formations acting on C have fixed points in C. It acts via the operators ξh as
ξh : C → C, h ∈ H, (3.11)
where ξh lives in the representation space of H. Similarly to what we did in the
SS case, we now identify points in y ∈ C that differ by an amount dictated by the
action of ξh as
y ≡ ξh(y). (3.12)
78 Chapter 3. Orbifolds and Scherk-Schwarz breaking
Analogous to the SS case, this identification must reflect itself in the physicality
of our system via the Lagrangian. To this extent we choose a necessary and sufficient
condition, such that the fields φ obey
φ(xµ, ξh(y)) = Zhφ(x
µ, y), (3.13)
where Zh is a representation of H acting on field space.
The resulting manifold O = C/H is no longer smooth, due to the non-free action
ofH, but now has fixed points, which are singularities (i.e at these points the tangent
spaces are not well defined, and are identified with themselves). We refer to O as
an orbifold.
Let us now proceed to “orbifold our circle”. In our case we start off with the
circle as the compact space C = S1, and mod it out by a Z2 symmetry, which
results in the O = S1/Z2 orbifold.
The action of the Z2 group is given by the unique non-trivial operator ξ, acting
on y ∈ S1 as
ξ(y) = −y. (3.14)
We note that ξ2 = 1, which is what we would expect as a result arising from
a reflection. Depicting this diagrammatically, we are folding the circle in half as
shown in Fig. 3.2. By performing the Z2 identification we get the two fixed points
at y = 0, piR, and are left with the fundamental domain y ∈ [0, piR].
y = 0 Z2 Z2
y = 0 y = +piR
Figure 3.2: Modding S1 by Z2 is done by identifying the opposite ends of the circle
together resulting in the interval with fixed points at y = 0, y = piR
It is now worthwhile to pause before we move on to the field implications and
anticipate our set-up. Our full space-time set up is now defined by the direct product
M4×S1/Z2. Within this construct, the fixed points correspond to a 4D manifold,
also known as 4D branes. Our observable universe will consist of a brane, where
we expect to retrieve the SM at low energies. Therefore we will have to “project”
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down the 5D theory to the 4D branes, and see how the full UV theory defines our
IR limits.
Back to the case at hand. Analogous to the SS compactification, the Z2 action
is now reflected on the fields via the identification condition
φ(xµ, ξ(y)) = φ(xµ, (−y)) = Zφ(xµ, y). (3.15)
Z has eigenvalues ±1 in some diagonal space, with Z2 = 1. Along with the transla-
tion T , we now need to see how the two isometries T,Z affect each other. On this
note, we can always think of G,H as subgroups of a larger discrete group J , where
in general the operators do not commute
τg · ξh(y) 6= ξh · τg(y). (3.16)
In essence, the above states that J is not necessarily the direct product of G and
H, J 6= G⊗H. Since we can think of both T,Z as being subgroups of J , it implies
they have to obey some consistency condition. More specifically, T has to obey
it since Z is already constrained within the larger group action by Z2 = 1. This
condition can be understood by looking at it from a diagrammatic point of view, in
which definition domain [0, 4piR] is depicted as a circle as shown in Figs. 3.3a, 3.3b.
Note that this is the same as the modded interval, where we have performed the
re-parametrisation R→ 4R.
The consistency condition on the fields can be seen as originating from the
following geometrical argument. Starting at a point y, we apply a translation-
reflection-translation to it, resulting in the −y identification, which is equivalent to
performing the ξ(y) action. In terms of operators this is expressed as τξτ(y) = ξ(y),
and we can view it diagrammatically by following the arrow flow shown in Fig. 3.3a.
Similarly, we can get a similar effect if we start off with a point y and apply a
reflection-translation-reflection, resulting in the y−2piR identification, which is the
same as τ−1(y). In terms of operators this is expressed as ξτξ(y) = τ−1(y) and we
can view it diagrammatically by following the arrow flow shown in Fig. 3.3b.
Therefore the fields defined on S1/Z2, will also have to obey similar constraints
via the general form of Z, T . To this extent, to have a consistent field picture we
require
TZT = Z ↔ ZTZ = T−1. (3.17)
Pausing our discussion for a second, it is worthwhile noting that if we look at
the Fig. 3.3b, we notice that the combined transformation of τξ takes any point −y
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y
y + 2piR
τ
ξξ
−(y + 2piR)
−y
0
piR
2piR
3piR
(a) Geometrical arrow flow according to
the actions τξτ(y) equivalent to ξ(y), tak-
ing y to −y.
y
y − 2piR
τ
ξξ
−y + 2piR
−y
τ−1
0
piR
2piR
3piR
(b) Geometrical arrow flow according to
the actions ξτξ(y) equivalent to τ−1(y) ,
taking y to y − 2piR.
Figure 3.3: The two different ways of identifying y with −y within S1/Z2. The red
lines represent translation τ by 2piR, the blue lines represent a reflection ξ around
0. The dotted grey lines represent the equivalent reflection/inverse translation that
produces the same identification. Note that the open ended interval symbols at 0
denote this as just a depiction of the [0, 4piR] interval, with the end points not being
identified with each other.
and sends it to −y+2piR, which can be viewed as a “vertical” reflection about piR.
To that extent we can define a new reflection Z′2 defined by
ξ′ = τξ ↔ Z ′ = TZ, (3.18)
where the consistency condition in Eqn. (3.17), now reduces to (Z ′)2 = 1. This
freedom in redefinition implies that we have an equivalent picture to the S1/Z2
orbifold, i.e. the doubly modded real number line R1/Z2 × Z′2. In terms of fields,
this equivalence translates to the ability to change from the Z, T “eigenvalue basis”
to the Z,Z ′ one depending on the situation.
Coming back to our discussion, to get a better intuition on what the constraint in
Eqn. (3.17) entails, we write it out in a more detailed fashion. Since T corresponds
to an operator expressing the local/global symmetry defined by G, and given that
the action of the symmetry has a representation defined by its generators λa, we
can write T as an exponentiated matrix
T = exp(2piiβaλa). (3.19)
βa are the symmetry parameters, and λa is an appropriately sized Hermitian matrix
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(λa)† = λa. With the form of the above, we can rewrite the consistency condition
for infinitesimal transformations. Keeping only the terms up to O(β2), Eqn. (3.17)
now becomes
{βaλa, Z} = 0. (3.20)
Effectively, we have recovered the fact that the two generators do not necessarily
commute τg · ξh(y) 6= ξh · τg(y), in terms of field space values. That is to say, in
general T,Z do not commute.
We will now think a bit ahead and anticipate our models by looking at a theory
that possesses a global SU(2) symmetry, which contains fields φ transform under
SU(2) as doublets ∼ 2. In this case, since Z2 = 12, we will have two choices for
the form of Z acting on the SU(2) space, namely Z = σ3 or Z = ±12 (where σi is
the ith Pauli sigma matrix).
If we choose Z = ±1 we then get a singular solution to Eqn. (3.17), i.e. T = ±1,
which is a special case when Z and T do commute. In this case we recover the trivial
orbifolding.
Going along the path of the non-trivial choice of Z = σ3, the general solution for
T satisfying Eqn. (3.20) takes the form T = exp
(
2pii(β1σ1 + β2σ2 + β3σ3)
)
. The
latter has a singular solution for the parameter choice (β3 = 1/2, β1,2 = 0), reduc-
ing T = exp
(
ipiσ3
)
= 1, which again brings us to the trivial case where [T,Z] = 0.
Within the context of the non-trivial choice, we can use the residual SU(2) sym-
metry and rotate away the σ1 direction component (β1, β2) → (0, α), leaving us
with
Z = σ3, T = exp
(
2piiασ2
)
. (3.21)
The form of the above then determine how the different eigenvalues are assigned
to the fields, and subsequently how these will affect our theory.
We now have the necessary tools to deal with the fields isometry assignments in
the 5D formalism. We now move on to looking at how this impacts a supersym-
metric theory, and the implication when taking the limit of a 4D action.
3.3 5DN = 1 SUSY to 4DN = 1
In this section, we introduce a 5D supersymmetric Lagrangian and look at how it
reduces to its corresponding 4D action. Formulating the 5D N = 1 SUSY theory
is based on the formalism introduced by Mirabelli and Peskin in [71]. As we briefly
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mentioned in the previous chapter, the irreducible SUSY representations that we
will be using are
• Hypermultiplets H , which consists of the complex scalars Ai, i = 1, 2 and
a Dirac spinor Ψ:
H = (Ai,Ψ). (3.22)
Note that Ψ can transform as a doublet under SU(2)R [72], the residual 5D
N = 1 symmetry that we introduced in the previous chapter.
• Vector multiplets V , which consist of gauginos λi, i = 1, 2, the 5D gauge
fields AM , M = 0, 1, 2, 3, 5, and a real scalar Σ which transform under the
adjoint representation of the gauge group
V = (AM , λ
i,Σ). (3.23)
λi transforms as a doublet under SU(2)R [71], where λi are symplectic Majo-
rana spinors which have the form
λi =
 λiL
ijλjL
 , λjL ≡ −iσ2(λjL)∗, (3.24)
where λiL is a left handed Weyl spinor.
This is within the context of 5D space-time defined on theM4×S1/Z2 manifold,
with a flat extra dimension that has the metric ηMN = diag(1,−1,−1,−1,−1). We
work in the chiral representation, under which we list the following useful matrices
γM = {γµ, γ5}, γ5 =
(
−i 0
0 i
)
⊗ I2,
σµ = (1, ~σ), σµ = (1,−~σ).
(3.25)
We start off with a 5D on-shell vector multiplet V which is extended to off-
shell, by adding a SU(2)R triplet of real valued auxiliary fields Xa, a = 1, 2, 3. The
members of the multiplet are written out as matrices in the adjoint representation.
Similarly, we extend the hypermultipletH by adding a complex doublet of auxiliary
fields F i, i = 1, 2, giving us the off-shell fields
Von-shell ∼ (AM ,Σ, λi) → Voff-shell ∼ (AM ,Σ, λi, Xa), (3.26)
Hon-shell ∼ (Ai,Ψ) → Hoff-shell ∼ (Ai,Ψ, F i). (3.27)
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The fields obey the supersymmetry transformation relations as presented in [68].
With the building blocks in place, we now need to ask how the SUSY fields behave
in our S1/Z2 orbifolded setup. In the S1/Z2 orbifold case, we recall that we have
two fixed points at y = 0, piR, which have attached two 4D branes. We will identify
the y = 0 brane as the infrared (IR) brane which should contain in a low energy
limit the SM.
Since we are dealing with an extra compactified dimension, from a kinetic point
of view the theory will allow only certain momenta (analogous to wave-modes in a
box) known as Kaluza - Klein (KK) momenta. The types of modes that we end
up with, are also tied in with the isometries of the system, more specifically the
reflection ξ and translation τ symmetries involved in orbifolding S1/Z2. Further-
more, it will turn out that since we require “massless” (also known as 0 modes)
and “massive” modes in our theory, we will want to assign the corresponding field
eigenvalues accordingly.
In line with this train of thought, we think slightly ahead and assign the modes
for the fields that we want to be massless a Z = +1 eigenvalue and the massive
modes Z = −1. This is our educated guess since the two assignments correspond
to Dirichlet and von Neumann boundary conditions, of which only the first can
produce 0 modes. Note that this has to be done in accordance with respecting the
consistency conditions between Z, T as dictated by Eqn. (3.17). In the first stage
we will talk about gauge preserving assignments and then move on to non-trivial
gauge breaking structures.
In line with what we did earlier, recall that we have a non-trivial choice of
Z = σ3 as the reflection acting on the SU(2)R subspace. We start off by considering
the vector multiplet and its components. With this choice of Z, the eigenvalue
assignments for the fields (and the parameters) is
Z = +1 : AM , λ1L, X
3; ξ1L,
Z = −1 : A5,Σ, λ2L, X1,2; ξ2L,
(3.28)
where ξi, i = 1, 2 are the corresponding 5D N = 1 supersymmetry parameters,
which are Symplectic Majorana spinors.
We now look at how the supersymmetric transformation behaves on the y = 0
brane. Since this is the future SM-like brane, we want it to possess “massless”
modes. To this extent, we require that the fields that we wish to have 0 modes on
the IR brane, have a Z = +1 parity assignment. Therefore ξ1L will correspond to
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the N = 1 supersymmetric parameter that will preserve the Z assignments in the
reduced 4D, N = 1 SUSY transformation.
We pause now for a second and look at what impact the Z assignment has on
the supersymmetry of the system. If we count the number of degrees of freedom in
a 5D,N = 1 SUSY theory, we see that it has the same number as two 4D,N = 1
SUSY theories. What we are doing implicitly by assigning a Z = ±1 eigenvalue
to the supersymmetric parameters, is effectively reducing from the 4 dimensional
point of view N = 2 SUSY (which is equivalent to a 5D,N = 1 SUSY) to a single
allowed N = 1 SUSY on the brane via the Z parity assignment in the orbifolding
procedure.
After orbifolding, the states on the y = 0 brane will obey the reduced supersym-
metric transformation, as shown in [68], of which we highlight
δξX
3 = (ξ1L)
†σµDµ − i(ξ1L)†D5λ
2
L + h.c.
δξ(∂5Σ) = −i(ξ2L)†D5λ
2
L + h.c.
→ δξ(X3 − ∂5Σ) = ξ1LσµDµλ1L. (3.29)
We note that the combinedX3−∂5Σ term transforms as a total derivative, which
can be used to write a SUSY invariant theory as discussed in the previous chapter.
Even though Σ has a parity assignment of −1, because of the derivative ∂5Σ, the
X3−∂5Σ term transforms along with the supersymmetric brane parameter ξ1L. The
N = 1 “projected” vector multiplet is given on the brane in the Wess-Zumino gauge
by
(Aµ, λ1L, D) where, D = X
3 − ∂5Σ. (3.30)
This is what we expected, since the 4D gauge components that “survive” on the
brane and transform under the 4D N = 1 SUSY, are the ones with the Z = +1
assignment.
Similarly with the hypermultiplet, starting of with the on shell version H =
(Ai,Ψ, F i), we give the components the following parity assignments
Z = +1 : A1, ψL, F
1; ξ1L,
Z = −1 : A2, ψR, F 2; ξ2L,
(3.31)
where ψL, ψR are the components of the Dirac spinor Ψ. Analogous to the vector
case, the hypermultiplet has a supersymmetry projection on the y = 0 brane gener-
ated by ξ1L, where the components obey the reduced supersymmetric transformation
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as shown in [68]. Similarly we highlight
δξF
1 = i
√
2(ξ1L)
†σµ∂µψL +
√
2(ξ1L)
†∂5ψR
δξ(∂5A
2) =
√
2(ξ1L)
†∂5ψR
→ ∂ξ(F 1 − ∂5A2) = i√2(ξ1L)†σµ∂µψL,
(3.32)
which transforms as a total derivative. Therefore the off-shell chiral supermultiplet
on the y = 0 brane is formed by the N = 2→ N = 1 projection, where
A = (A1, ψL, F ) with, F = F 1 − ∂5A2. (3.33)
We now have everything that we need in order to build a 5D theory and to
project it down to the resulting 4D N = 1 limit. To this extent, we start with a
generic 5 dimensional action which has the form
S =
∫
d4xdy
L5 + ∑
i=1,2
δ(y − yi)L4i
 , (3.34)
where L5 is the 5D bulk Lagrangian, and L4i, i = 1, 2 are 4D Lagrangians confined
to the y = 0, piR branes.
3.3.1 Gauge Lagrangian
The 5D gauge Lagrangian that we are using, is the standard 5D N = 1 one used in
the super Yang-Mills action
L5 = Tr
{
−1
2
F 2MN + (DMΣ)2 + iλγMDMλ+ (Xa)2 − λ[Σ, λ]
}
, (3.35)
where the last term is the commutator between the λ,Σ fields, where
Tr
[
tAtB
]
= δAB/2 and tA are gauge group generators.
In line with our supersymmetric transformation and our Z assignments, coupling
the above to a hypermultiplet results in the 5D action. The N = 2 → N = 1
identification determines the corresponding brane Lagrangian, which will have the
standard form corresponding to a 4D chiral multiplet coupled to a N = 1 gauge
multiplet. For more detail we refer the reader to [68].
3.3.2 Matter Lagrangian
We note that we can now write a superpotential W that can connect the bulk and
brane matter fields via the interaction of chiral superfields on the y = 0 brane
W =W (Φ0,A), (3.36)
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where Φ0 denotes any general 4D chiral superfield. The most general Lagrangian,
for the bulk hypermultiplet H components, ignoring the gauge couplings, is given
by
L5 = |∂MAi|2 + iψγM∂Mψ + |F i|2. (3.37)
The projected brane Lagrangian involving matter interaction is then given by
the F-term of the superpotential W , as
L4 = F 1 ∂W
∂A1
+ h.c. = (F 1 − ∂5A2) ∂W
∂A2
+ h.c. . (3.38)
Integrating out the auxiliary field F 1 leaves us with the full 5D action
S =
∫
d4xdy
{
|∂MAi|2 + iψγM∂Mψ − δ(y)
[
(∂5A
2 ∂W
∂A1
+ h.c.) +
∣∣∣∣ ∂W∂A1
∣∣∣∣2
]}
,
(3.39)
where we note the δ(y) term confining the superpotential terms to the brane. We
will introduce the contact terms between the hypermultiplets and the gauge fields
via the covariant derivative in the next section.
3.4 Breaking Symmetries
In the following section we will continue our review and see how the translational
and reflection isometries built into the theory can be used to break supersymmetry,
and gauge symmetry. This can in turn be used to build a GUT model that breaks
down to give us a SM like theory at low energies.
3.4.1 SUSY Breaking
Let’s now start and build the model presented in [73], where we start off by con-
sidering the simpler case when gauge symmetry is unaffected.
Consider a vector multiplet V = (AM , λi,Σ) and two Higgs matter hypermul-
tiplets H = (Hai ,Ψ
a) , a = 1, 2. Since the Higgs hypermultiplets have the same
quantum numbers they transform under an accidental SU(2)H flavour symmetry.
The 5D SUSY action will then be invariant under the SU(2)R×SU(2)H symmetry
as dictated by the Lagrangian
L5 = 1
g2
Tr
{
−1
2
F 2MN + (DMΣ)2 + iλiγMDMλi − λi[Σ, λi]
+|DMHai |2 +Ψa(iγMDM − Σ)Ψa − (i
√
2(Hai )
†λiΨa + h.c.)
−(Hai )†Σ2Hai −
g
2
(
(Hai )
†~σjiT
AHaj
)2}
.
(3.40)
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We draw attention to the following term
Lint = −
(
i
√
2(Hai )
†λiΨa + h.c.
)
. (3.41)
The above allows us to read off the transformation rules for the fields. Requiring
invariance under SU(2)R × SU(2)H the gauginos transform as λi ∼ (2R, 1H), the
Dirac field transforms as Ψa ∼ (1R,2H), and the Higgs doublet Hai ∼ (2R,2H),
where the subscripts R,H refer to the SU(2)R residual 5D N = 1 and SU(2)H
Higgs flavour symmetries. Recalling from the previous section that we can choose
the reflection form as the non-trivial Z = σ3, this choice gives our fields the following
parity assignments
Z = +1 : λ1L, Vµ; H
1
1 , ψ
1
R; H
2
2 , ψ
2
L,
Z = −1 : λ2L, V5,Σ; H12 , ψ1L; H21 , ψ2R.
(3.42)
Under this parity assignment, the Z = ±1 fields will decompose into KK modes
along the extra dimension y. The wave-profile, and implicitly the 4D masses of the
modes are determined by the assignments as
φ˘+ = φ
(0) +
√
2
∞∑
n=1
cos
ny
R
φ
(n)
+ , (3.43)
φ˘− =
√
2
∞∑
n=1
sin
ny
R
φ
(n)
− , (3.44)
where we have denoted 5D fields generically as φ˘±, φ(0) are the massless 4D modes,
and φ(n)± are the various KK modes. We will review how these wave modes arise in
detail in Chapter 4.
The parity operator acting on the fields, can be written out as the direct product
between the individual operators acting on the SU(2)R, and the SU(2)H subspaces
as
Z = ±(σ3)R ⊗ (σ3)H ⊗ iγ5, (3.45)
where iγ5 acts on the spinor indices of the representations, and does not affect spin
0, 1 fields. With this form of Z, since T has to obey the consistency constraints
specified in Eqn. (3.20), under the SU(2)R × SU(2)H subspace product, the form
of T becomes
T = e2piiασ
2 ⊗ e−2piiγσ2 . (3.46)
α is the symmetry parameter corresponding to the SU(2)R symmetry, and γ the one
corresponding to SU(2)H . Note that we have introduced a − sign for the SU(2)H
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parametrisation, which is a convention that will prepare us for soft SUSY breaking
masses. This is allowed since the fields in our discussion transform as doublets 2
under SU(2), and since the conjugate representation is equivalent 2 = 2.
Therefore under T , fields φ, have to obey boundary conditions dictated by
Eqn. (3.9). To illustrate the argument we consider the action dictated by the
SU(2)R field space, where the extension to SU(2)R×SU(2)H is trivial. The bound-
ary condition now takes the explicit form
φ(xµ, y + 2piR) = e2piiασ
2
φ(xµ, y). (3.47)
The above admits the trivial solution
φ(xµ, y + 2piR) = eiασ
2y/Rφ˘(xµ, y), (3.48)
where we have introduced φ˘(xµ, y + 2piR) = φ˘(xµ, y) which is a periodic field in y,
and R is the compactification radius. φ˘ can be in turn expanded into KK modes
according to each of the fields’ Z assignments according to Eqns. (3.43), (3.44).
Putting all this together, and extending it to SU(2)R × SU(2)H , we get the
following solutions for our fields(
λ1
λ2
)
= eiασ
2y/R
(
λ˘1
λ˘2
)
,
(
Ψ1
Ψ2
)
= e−iγσ
2y/R
(
Ψ˘1
Ψ˘2
)
,
(
H11 H
1
2
H21 H
2
2
)
= eiασ
2y/R
(
H˘11 H˘
1
2
H˘21 H˘
2
2
)
e−iγσ
2y/R,
(3.49)
where the accompanying α and/or γ factors are dictated according to the fields’
transformation law under SU(2)R × SU(2)H .
Plugging in the above solutions into the Lagrangian specified in Eqn. (3.40), the
∂5 derivative acts on the boundary conditions, giving us the effective 4D soft SUSY
breaking masses as shown in [63]
LSUSY =−
1
2
α
R
(λ
1(0)
L λ
1(0)
L + h.c.)
−
(
α2
R2
+
γ2
R2
)
(|hu|2 + |hd|2) + 2αγ
R2
(huhd + h.c.)
− γ
R
(ψhψh + h.c.),
(3.50)
where we have labeled the 0 modes of our solutions as hu = H
1(0)
1 , hd = H
2(0)
2 , ψh =
ψ
2(0)
L , ψh = ψ
1(0)
R . We note that, this effective mass that was generated via the
non-trivial Scherk-Schwarz compactification, is a shift in the mass modes induced
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by the twist T . This is explicitly manifested if we look at how the non zero modes
behave when plugged in the same ∂5 kinetic term (see [68] for more details).
To summarise, the Scherk-Schwarz twist provides us with soft SUSY breaking
masses via the kinetic terms in the Lagrangian. Before we move on to matter
fields we now take a look on how one can achieve gauge symmetry breaking via the
orbifolding action.
3.4.2 Gauge Breaking
We now look at the more complicated case, when the orbifolding action can affect
the structure of gauge group being projected on the branes. This mechanism allows
us to break a gauge group G to a subgroup H on the brane via the Z2 projection.
In this more general context, we extend the definition of the parity assignment
acting on the fields with a non-trivial gauge structure as
AAM (x
µ,−y) = αMΛABABM (xµ, y), (3.51)
Ψ(xµ,−y) = λR ⊗ (iγ5)Ψ(xµ,−y), (3.52)
where αM = ±1 are the previously mentioned parity assignments, ΛAB is an ap-
propriately sized square matrix that obeys Λ2 = 1, with eigenvalues ±1 (since we
need to maintain Z2φ→ φ), and λR is a hermitian matrix acting on the represen-
tation space of the field Ψ. Note that in the previous section we have implicitly
assumed this generalised form of Z, but we worked under the assumption of the
trivial structure where Λ = 1, λR = 1.
Since we want the bulk action to remain invariant under this assignment, we
require that the field strength tensor FAMN obeys the same transformation rule as
AAM under the action of Z2, namely F
A
MN → αMΛABFBMN . If we require that the
field strength tensor construct FAMN (F
A)MN remain invariant, then Λ has to satisfy
fABC = ΛAA
′
ΛBB
′
ΛCC
′
fA
′B′C′ , (3.53)
where fABC are the structure constants of the gauge group. The above just states
that the Z2 action on the Lie algebra must be an automorphism (i.e. a transfor-
mation of the form TA → ΛAA′TA′ that preserves the structure constants).
Now, since Λ has eigenvalues ±1, it can be written in a diagonal basis as ΛAA′ =
δAA
′
ηA
′
, where ηA
′
= ±1. In this basis, the above condition can be restated as
fABC = ηAηBηCfABC , (3.54)
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where we are not summing over repeated indices. Therefore we are free to choose
whatever parity assignment we want for our fields, via the choice in the ηA’s, as
long as it obeys the above constraint. This choice can be gauge preserving or gauge
breaking. Note that setting all ηA’s to 1 recovers the trivial case of Λ = 1, λR = 1,
thus maintaining gauge structure.
We can make our life easier, and choose the ηA’s such that the generators in
the adjoint representation TA are naturally split into unbroken T a and broken
generators T aˆ.
• Unbroken generators: where the set of ηa = +1 corresponds to T as such
that the surviving gauge group has the associated generators H = {T a}.
More explicitly, ηa = +1 implies that T a transforms as T a → δaa′ηa′T a′ = T a.
I.e under this assignment, the η choices obey the automorphism constraint,
and the subgroup H has its gauge structure preserved.
• Broken generators: where the set of ηaˆ = −1 corresponds to T aˆs such
that the broken group has the associated generators K = G /H = {T aˆ}.
Again the ηaˆ = −1 choice implies that T aˆ transforms as T aˆ → −T aˆ. More
explicitly, the η assignment does not obey the automorphism constraint, and
the modded out group contains the broken generators.
For example, suppose our gauge group is G = SU(2), and we choose the ηa, ηaˆ
assignment under the constraint of Eqn. (3.54), such that a = {1, 2, 3}; aˆ = {∅}.
I.e. this choice implies that we have no gauge breaking. If instead we would have
chosen a = {3}; aˆ = {1, 2}, then the gauge group SU(2) would be broken down to
U(1) via the action of the algebra automorphism.
The η assignment will also impact the fields that live in the gauge representation
space. Since we require the bulk action be invariant, we also require the coupling
igΨγMAAMT
AΨ, (3.55)
to remain invariant. It can be shown that, in order for the above to maintain gauge
invariance under the surviving gauge group, the λR matrix present in the fermionic
assignment in Eqn. (3.52), must satisfy
{λR, T aˆR} = 0, [λR, T aR] = 0. (3.56)
We can see that our choice in Λ, expressed via the choice in the η assignments,
has also split our representation into two implicit subspaces, with the Z parity
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assignment dictated by the above anticommutation and commutation relations.
Furthermore, for rank preserving gauge breaking, it can be shown that orbifold
breaking via the Lie algebra automorphism is restricted for the special unitary
SU(N) and special orthogonal SO(N) groups as
SU(p+ q)→ SU(p)⊗ SU(q)⊗ U(1),
SO(p+ q)→ SO(p)⊗ SO(q), where p or q even,
SO(2n)→ SU(n)⊗ U(1).
(3.57)
For example, let us look at our SU(5) model. If we choose Λ such that T a ∈ GSM
and T aˆ ∈ SU(5)/GSM (which is a valid assignment from the point of view of the Lie
algebra automorphism of the surviving SM gauge group SU(3)C×SU(2)L×U(1)Y ),
we have a consistent λR given as λR = diag(+1,+1,+1,−1,−1). This effectively
states that the fundamental 5 ∼ SU(5) representation, splits under the Z2 action
into 3 ⊕ 2 under GSM. Since the surviving gauge group fields are able to have
0 modes, the model can then use the Higgs mechanism to undergo the usual SM
electro-weak breaking. Furthermore since the projected out modes have Z = −1
the fields will have corresponding KK modes dictated by the decomposition in
Eqn. (3.44) where ∼ sin ny
R
, n ≥ 1. When integrating out the 5th dimension
to obtain the 4D theory, these modes acquire a naturally effective heavy mass of
O(1/R) via the action ∂5 derivative.
We noted in the Sec. 3.2, that we can combine our Z and T action to form
another Z ′, thus giving us the equivalent orbifold relationship between S1/Z2 and
R1/Z2 ×Z′2. The same argument that we presented here for the Z2 and the gauge
structure breaking, can be followed in the same manner in the equivalent case of the
R1/Z2 × Z′2 orbifold, but with the Z′2 reflection having the gauge breaking effect
instead of Z2, which now has a trivial action on the gauge structure.
The reason we bring this up, is because we can express Z, T more easily since
changing from one picture to another is equivalent with switching a “basis” between
(Z, T ) and (Z,Z ′). If we now take Z = diag(+,+,+,+,+) and Z ′ as the required
SU(5)→ GSM breaking assignment, switching to the (Z, T ) gives us the equivalent
gauge breaking form
Z ∼ diag(+,+,+,+,+), T ∼ diag(−,−,−,+,+). (3.58)
By switching we have essentially transferred the gauge group breaking to our
T action via the basis reinterpretation. The reason we do this, is to highlight
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the situation when the SU(2)R × SU(2)H is implemented as a local symmetry. If
this is the case it can be shown that the Scherk-Schwarz mechanism is the same
as Hosotani breaking (or Wilson line breaking) [74–76]. In this case, the gauge
breaking is expressed via the holonomy classes of the system, which are tied in with
the translational symmetry. In essence we use the representation in Eqn. (3.58),
since one can switch to the Hosotani picture where it can be easier to interpret its
effect on gauge group representations. To summarise this section, the actions of our
isometries acting on field space are defined by
Z = ±(σ3)R ⊗ (σ3)H ⊗ diag(+,+,+,+,+), (3.59)
T = e2piiασ
2 ⊗ e−2piiγσ2 ⊗ diag(−,−,−,+,+). (3.60)
Due to the non-trivial nature of Scherk-Schwarz and orbifold compactification, in
the model present in [63] the above will have the effect of breaking the 4D effective
N = 2 SUSY down to N = 1, along with the Higgs flavour symmetry present
in the bulk . Furthermore on the y = 0 brane the gauge structure is broken by
restricting the gauge transformations allowed on the brane, where the only fields
that transform under the surviving gauge group have 0 modes.
3.5 Fermionic Matter: Brane vs. Bulk
We are now just one puzzle piece away from being able to explore the model in [63],
and further extend it via extra scalars/a gauge group extension. We now move on
to fermionic matter in this category of models. We have a choice of where to put
these fields dictated by Eqn. (3.34), either in the bulk as hypermultiplets via the 5D
Lagrangian L5, or on the brane as chiral multiplets via the 4D brane Lagrangians
L4i. Their placement will impact the number of required multiplets to get the low
energy SM fields. Not to lose track of what we are trying to do here, we are trying
to recover the SM gauge structure and field content post identification on the IR
brane at y = 0.
We start off with the simplest fermionic matter placement, brane matter. In
this case we can just use the usual N = 1 chiral multiplets from an ordinary SU(5)
SUSY model. This comes with the embedding of the supersymmetric SM fields
U,D,Q,L,E within the 10 ∼ SU(5) representation T10 ∼ 10 ⊃ {Q,U,E} and the
5 ∼ SU(5) representation as F5 ∼ 5 ⊃ {D,L}. By putting these fields on the brane
they are now coupled to the Z2 chiral projection of the Higgs hypermultiplets via
the bulk superpotential W .
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We note that, when projecting the bulk matter hypermultiplets on the brane,
we form two chiral multiplets defined by the Z = ±1 eigenvalues. To maintain
gauge invariance in the bulk as dictated by the Lagrangian in Eqn. (3.40), the
components of the hypermultiplet must transform appropriately. More specifically
the components contained in the Z = +1 chiral multiplet will transform as the
fundamental of the group, where the Z = −1 one will transform as the conjugate,
which we denote with a superscript c. E.g for an arbitrary matter hypermultiplet
A = (Ai,Ψa), within the context of the SU(5) gauge structure, the Z2 identification
produces the 4D chiral multiplets
A = (A1, ψAR) ∼ 5, Ac = (A2, ψAL ) ∼ 5. (3.61)
Therefore, using the usual SU(5) superfield prescription, the IR brane La-
grangian is expressed in term of the superspace action as
SMatter =
∫
d4x dy δ(y)
∫ d2θ 3∑
j,k=1
(y1)jkT10jT10kH
c
5 + (y2)jkT10jF5kH5 + h.c.
 ,
(3.62)
where H5 = (H11 , ψ
1
R),H5 = (H
2
2 , ψ
2
L), and we have introduced 3 generations of
matter denoted by the j, k indices.
After the SS and orbifolding mechanisms perform their various attributes, the
H5,H5 suffer gauge breaking and automatically acquire a 2− 3 splitting. The rest
of the model’s phenomenology is then analogous to the usual supersymetric SU(5)
GUT.
If on the other hand, we put our matter fields as components of bulk hypermulti-
plets, we run into a small issue. Since all the bulk hypermultiplets will automatically
undergo the 2− 3 splitting induced by the T action, putting just one of the chiral
analogs T10,F5, would suffer from having some of the states in the SM spectrum
projected out. This means that we will not be able to recover the correct 0 mode
spectrum in order to recreate the SM.
In order to get around this, we put in two copies of each of the SU(5) fermionic
matter hypermultiplet, where we assign them opposite Z assignments with respect
to each other. I.e. we introduce 4 matter hypermultiplets T10 = {T10, T c10},T ′10 =
{T ′10, T ′c10},F5 = {F5, F c5},F ′5 = {F5, F c5}, to which we assign the Z assignments
{T10, T c10} → {(+)T10, (−)T c10},
{T ′10, T ′c10} → {(−)T ′10, (+)T ′c10}.
(3.63)
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The assignments for F5,F
′
5
are analogous. With these assignments layed out, we
have now fully described the model introduced in [63].
However with this matter placement we have another added complexity in the
sense that now, the individual hypermultiplets transform under the residual SU(2)R
symmetry. Note that we assume a trivial flavour action on T ,F . After orbifolding,
the non-trivial SS conditions will provide us with squark soft SUSY breaking masses
via the kinetic part of the Lagrangian in Eqn. (3.40), along with a contribution to
the trilinear squark coupling A0 via the ∂5Q2 term in Eqn. (3.39).
3.6 Models
We now want to examine the full UV model, and see if the resulting spectrum
matches the 4D SM along with ensuring that it is phenomenologically consistent
with the current experimental observation. This is done by fully specifying the low
scale model encapsulating the SM that would result from a UV SUSY theory, along
with its renormalisation group equations (RGEs). We then connect to the high
scale UV model to the IR one by imposing gauge coupling unification along with
the soft SUSY breaking masses dictated by the SS mechanism, which are then run
down from the GUT scale to the IR scale via the RGEs. Throughout this chapter,
we refer to gauge coupling unification and the soft SUSY breaking masses at the
GUT scale, as high scale boundary conditions. We will now go through all the bits
and pieces that we have laid out and summarise them here for convenience.
The first model we consider is the SU(5) GUT in 5D, compactified on the S1/Z2
orbifold, presented in [63]. The 4D model that we obtain post SS breaking and
orbifolding will consist of the MSSM. The matter content of the model consists of
a vector hypermultiplet V = (AM , λi,Σ), and two Higgs hypermultiplets H a =
(Ha,Ψa), a = 1, 2. The 5D action is invariant under the afforementioned SU(2)R×
SU(2)H symmetry where the fields have the representations λi ∼ (2R, 1H), Ψa ∼
(1R,2H), Hai ∼ (2R,2H). The extra dimension is compactified at a scale MGUT =
1/R = 1016 GeV to break both the SU(5) symmetry and the supersymmetry. The
form of the T,Z actions is the one specified earlier, namely
Z = (σ3)R ⊗ (σ3)H ⊗ diag(+,+,+,+,+), (3.64)
T = e2piiασ
2 ⊗−e2piiγσ2 ⊗ diag(+,+,+,−,−), (3.65)
where the final matrix is acting on the SU(5) space. Note that in the above T
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has an explicit minus sign in front of the flavour action, in contrast to Eqn. (3.60),
which is compensated by the diagonal gauge matrix.
The ∂5 derivative acts on the boundary conditions giving us effective 4D soft
SUSY breaking terms [63] of the form
LSUSY =−
1
2
α
R
(λ
1(0)
L λ
1(0)
L + h.c.)−
(
α2
R2
+
γ2
R2
)
(|hu|2 + |hd|2) + 2αγ
R2
(huhd + h.c.)
− γ
R
(ψhψh + h.c.), (3.66)
where we’ve labeled the zero-modes as hu = H
1(0)
1 , hd = H
2(0)
2 , ψh = ψ
2(0)
L ,
ψh = ψ
1(0)
R . From the point of view of the MSSM, the SS twists have gener-
ated universal gaugino breaking terms (m0 = αˆ), and holomorphic Higgs terms
(m2Hu = m
2
Hd
= αˆ2, µ = γˆ, µB = −2αˆγˆ) via the αˆ ≡ α/R, γˆ ≡ γ/R parameters
controlling the SU(2)R × SU(2)H breaking.
As previously discussed, we may still choose where to place our fermionic matter
fields. We may either keep them restricted to the y = 0 brane or allow them to
propagate in the 5D bulk. Restricting them to the brane results in the MSSM at
low energies with supersymmetry breaking masses given by
m1/2 = αˆ, µ = γˆ,
m2hu,hd = αˆ
2, µB = −2αˆγˆ, (3.67)
and
m2
q˜,u˜,d˜,l˜,e˜
= 0, A0 = −αˆ, (3.68)
where the above are defined at the compactification scale (∼ MGUT). Note that
with the brane matter placement the trilinear A0 still gets a contribution from the
∂5H
2(dW/dH1) term in Eqn. (3.39).
If we instead place the fermionic matter in the bulk, we gain extra contributions
to A0 and the squark soft SUSY breaking masses which arise from their non-trivial
transformation under the SU(2)R symmetry. The higgs and gaugino soft breaking
masses remain the same as shown in Eqn. (3.67), but now have
m2
q˜,u˜,d˜,l˜,e˜
=αˆ2, A0 =− 3αˆ. (3.69)
3.6.1 Methodology
The RGE running is performed using the FlexibleSUSY [v.2.0.1] [77, 78] spectrum
generator which uses numerical routines generated by SOFTSUSY [79, 80] and with
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two-loop RGEs provided by SARAH [v.4.12.2] [81–84]. SARAH also provides the
electroweak tadpole conditions.
In principle, the electroweak tadpole equations could set our final low energy ob-
servables, the ratio of vacuum expectation values (VEVs) of the two Higgs doublets,
tanβ, and the Z-boson mass. However, for technical reasons it is easier to assign
these values at the low scale. To this extent we temporarily relax some of our high
scale relations between the soft SUSY breaking parameters and the model inputs.
We choose to allow our choice of tanβ to fix γˆ and leave µB unfixed. At the end
of the process we check if µB = −2αˆγˆ as required by SS compactification. We will
refer to this as the “Scherk-Schwarz condition”. Due to the uncertainties arising
from the RGE running, we insist that the Scherk-Schwarz condition is obeyed with
95% confidence. This is reflected via a χ2SS contribution as
χ2SS =
((
µB
µ + 2αˆ
)
− 0
)2
σ2c
, (3.70)
where σ2c = (µB)
2σ2µ/µ
4 + σ2µB/µ
2 is the combined uncertainty on the constraint
arising from the RGE running uncertainties in µ, µB. The σµ, σµB uncertainties
are taken in line with the 95% confidence bound. We stress that in principle, this
is no different than forcing the relation at high energies and searching for values of
tanβ that satisfy the tadpole equations.
To explore the parameter space we employ a ‘seeded random walk’ scanning
algorithm. The scanning procedure consists of two stages to minimize computing
time and explore relevant sections of the subspace.
Stage 1: This stage is a random sampling of the parameter space. Here we
define our parameter space, and then define the relevant limits of each parame-
ter. After this the algorithm picks a random point within the bounds and then
runs FlexibleSUSY with the point’s parameters to check if the conditions produce
EWSB, and does not output non-perturbative runnings and tachyons. If the point
produces a valid electroweak spectrum we keep it. We stop when we deem that
we’ve “populated” the phase space (somewhere around 5000 - 10000 points).
Stage 2: Now, after we have populated the phase space we want to inspect re-
gions that come close or satisfy the imposed experimental bounds and constraints.
To this extent we define and evaluate the χ2i ’s associated with the constraints (ex-
cluding the SS condition), which are then added together to form a global χ2 mea-
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sure
χ2 =
n∑
i=1
χ2i . (3.71)
Following this we then deem what points are phenomenologically relevant, by
inspecting if they come close to satisfying our required constraints, with ‘closeness’
being defined by the global χ2 value. If the point is deemed as relevant, then the
scan performs a random walk around the point, until it finds another one with a
smaller χ2 value. This is repeated until we find a point that agrees with the required
constraints (if it exists). The search is abandoned if computation time exceeds a
preset limit. This provides us with points that are theoretically well behaved but
may still be experimentally excluded. We therefore then must check LHC and Dark
Matter constraints.
We apply LHC bounds and constraints from the ATLAS and CMS collabora-
tions:
1. We insist on a Higgs mass in the range 123 ≤ mH ≤ 127GeV, where we’ve as-
sumed a 2GeV theoretical uncertainty dominates those from the experimental
measurement [85, 86].
2. We require a gluino mass mg˜ ≥ 2TeV [87, 88].
3. We require a lightest neutralino and chargino masses to be outside the exclu-
sion contour provided by Fig. 13 of Ref. [89], which in particular combines
the exclusions from [90, 91].
4. The stop quark mt˜ should be heavier than 1TeV [49].
5. Any extra gauge boson must have mass mZ′ ≥ 2.4TeV [92].
For scenarios that pass the LHC constraints and satisfy the Scherk-Schwarz
constraint, we apply constraints on the Dark Matter relic density. We use the
measurement from Planck [93],
Ωch
2 = 0.1157± 0.0023, (3.72)
and include a further 10% uncertainty arising from the mass difference from Mi-
crOmegas [94–96] and FlexibleSUSY. We therefore accept points with a Dark Mat-
ter relic density smaller than Ωch2 = 0.1275 to allow for the possibility of other
sources of Dark Matter.
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3.6.2 Barbieri, Hall and Nomura SU(5): Brane and Bulk
We start off by considering the aforementioned minimal SU(5) flat extra dimen-
sional model which will result in the minimal supersymmetric model at low energies
(MSSM). When considering fermionic matter on the brane, we will have soft SUSY
breaking masses and couplings resulting from the SS and orbifolding procedure as
per the original model. Reiterating for convenience, in the case of brane fermionic
matter, from the perspective of the MSSM, the soft SUSY breaking masses are
given at the GUT scale by
m1/2 = αˆ ≡ α/R,
m2hu,hd = αˆ
2, m2
q˜,u˜,d˜,l˜,e˜
= 0, A0 = −αˆ,
µ = γˆ ≡ γ/R, µB = −2αˆγˆ,
(3.73)
where we take the GUT scale MGUT as the compactification scale MGUT = 1/R =
1016 GeV. Similarly, for the bulk case, we have the high scale soft SUSY breaking
masses
m1/2 = αˆ ≡ α/R,
m2hu,hd = αˆ
2, m2
q˜,u˜,d˜,l˜,e˜
= αˆ2, A0 = −3αˆ,
µ = γˆ ≡ γ/R, µB = −2αˆγˆ.
(3.74)
As pointed out in the original paper, the model has a fine tunning problem. Note
that all the presented masses are given at the GUT scale 1/R ∼ 1016GeV. In order
for supersymmetry to be a relevant solution to the hierarchy problem, the effective
parameters αˆ, γˆ which dictate the scale at which supersymmetry is broken, must be
of the same order of the weak scale. Therefore the SS twist α, γ parameters must be
of the order of O(10−13). We end up with a “natural” (in the sense that SS twists
provide an organising principle in introducing soft SUSY masses) supersymmetry
falling out of the theory, but it comes at the cost of introducing the question of
why are the parameters so small, and can they be dictated by a more UV complete
theory such as string theory.
Throughout this chapter we will therefore restrict ourselves to models with a
reasonably low supersymmetry breaking scale so that the hierarchy problem itself
is not an issue. Therefore we make the restriction that αˆ be less than 104 GeV.
Similarly, we allow tanβ to vary from 1 to 40. Once our low energy scenarios
are generated in FlexibleSUSY we then confront them with the Scherk-Schwarz
condition and the experimental constraints outlined in the previous section.
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Figure 3.4: Points from the Barbieri, Hall and Nomura SU(5) model with brane
fermionic matter. Circles denote points that have passed the experimental con-
straints and have the desired Higgs mass, triangles show points that obey the
Scherk-Schwarz constraint. Fainter points in the background fail these constraints
but are otherwise well behaved. The x axis represents the soft SUSY scale pa-
rameter αˆ, the y axis shows the corresponding value for tanβ and the colour axis
represent the value of the Higgs mass.
Recalling that we have allowed tanβ to fix γˆ, our only input parameters are αˆ
and tanβ. We show generated scenarios in the αˆ-tanβ plane in Figs. 3.4 and 3.5.
The colour bar represents the mass of the lightest Higgs boson which we would like
to identify with the discovered 125GeV resonance. Points denoted with a circle
have passed the LHC and DM constraints, and have the desired Higgs mass. In
contrast, points that pass the Scherk-Schwarz constraint are denoted by triangles.
The fainter points in the background are points that fail these constraints (but are
otherwise well behaved). Fig. 3.4 shows scenarios where the matter is kept on the
y = 0 brane, while Fig. 3.5 allows matter to propagate in the bulk.
From the two cases we can see that the subset of points corresponding to the cor-
rect Higgs mass and LHC/DM constraints do not overlap with the ones obeying the
SS constraint. In essence, the Scherk-Schwarz condition prohibits a heavy enough
lightest Higgs boson. However, we note that the Higgs boson mass is not too far
from its measured value, particularly when matter is allowed to propagate in the
bulk, which warrants exploration in next to minimal scenarios. We also note that
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Figure 3.5: Points from the Barbieri, Hall and Nomura SU(5) Model with bulk
matter. We use the same conventions for the points as in Fig. 3.4.
the points with acceptable Higgs mass allow lower tanβ as αˆ is increased, so there
may still be room for agreement with the SS constraint in theories of High Scale or
Split Supersymmetry which allow higher values of αˆ (see for example Ref. [97]).
It is difficult to provide a definitive explanation of why the Scherk-Schwarz condi-
tion requires such a low value of tanβ, since tanβ is a low energy parameter arising
from electroweak symmetry breaking involving parameters that are evolved from
the high scale. Nevertheless we can obtain some insights into the patterns arising in
Figs. 3.4, 3.5, by examining the leading order tadpole equations. When analysing
these, we temporarily make the assumption that the supersymmetry breaking pa-
rameters do not evolve between the UV and IR. Then m2Hu , m
2
Hd
, µ and µB keep
their values in terms of αˆ and γˆ seen in Eqn. (3.67). Plugging these into the
leading-order tadpoles gives
αˆ2 + γˆ2 − 2αˆγˆ 1
tanβ
− 1
8
ν2(g21 + g
2
2)
1− tan2 β
1 + tan2 β
= 0, (3.75)
αˆ2 + γˆ2 − 2αˆγˆ tanβ + 1
8
ν2(g21 + g
2
2)
1− tan2 β
1 + tan2 β
= 0. (3.76)
The sum of these has a solution tanβ = αˆ/γˆ, while the difference leads to αˆ = γˆ.
Therefore at leading order and with no running, we would always expect tanβ = 1.
Clearly the supersymmetry breaking parameters do run, and our tadpole equations
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are taken beyond leading order,
∂V
∂φi
+
∂∆V
∂φi
= 0, (3.77)
where the corrections are stated in [98]. The actual results deviate from this
expectation, but this provides a rough justification for why the Scherk-Schwarz
boundary conditions lead to a low value of tanβ.
3.6.3 SU(5) with an additional scalar
This subsection will explore our extension of the original model via a next to min-
imal approach. Since we have seen that the Higgs masses produced by the points
that obey the SS constraint are not sufficiently large enough in the basic SU(5)
model, we move on to a next to minimal extension. This will comprise of introduc-
ing a SU(5) scalar singlet that couples to the Higgs field, resulting in a general low
energy NMSSM rather than the MSSM.
Again, we have two ways of introducing the scalar, either as a chiral multiplet
scalar singlet on the brane S = (s, ψs), or as a hypermultipletS = {si,ΨS} coupled
to the Higgs fields. Note that we will only couple the scalar to the Higgs and to
itself, which results in 4 cases when considering brane/bulk fermionic matter.
The most general next to minimal superpotential that will result in either of the
scalar/matter combinations at the low energy, has the form
W =WHiggs-Fermions + µHuHd + λHuHdS +
1
3
κS3 + LS +
1
2
MSS
2, (3.78)
where λ, κ, L,MS are constants. Note that we have kept an explicit µHuHd term in
favour of the traditional Z3 invariant NMSSM, since the model produces an effective
µ via the ∂5 derivative, resulting in Z3 violating terms. Using a shift symmetry we
now set the linear term to L = 0 and MS = 0, not to be confused with m2S the soft
SUSY breaking mass for the scalar superfield.
We also note that our holomorphic terms arise as a combination of the Scherk-
Schwarz SU(2)H flavour breaking along with a component arising from the VEV
of S
µeff = µ+
1√
2
λ 〈S〉 , (3.79)
µBeff = µB +
1√
2
Tλ 〈S〉+ 1
2
κλ 〈S〉2 , (3.80)
where Tλ is the trilinear coupling arising from the λHuHdS term in the superpoten-
tial. Furthermore, we assume that the only soft SUSY breaking masses and mass
102 Chapter 3. Orbifolds and Scherk-Schwarz breaking
terms arise from the Scherk-Schwarz mechanism, therefore extending our parameter
space by λ, κ.
We first introduce our scalar S as a brane confined chiral supermultiplet along
with the same type of matter. Computing the soft breaking masses and trilinears,
we get the following soft SUSY breaking masses
m1/2 = αˆ,
m2hu,hd = αˆ
2, m2
q˜,u˜,d˜,l˜,e˜
= 0, A0 = −αˆ,
µ = γˆ, µB = −2αˆγˆ,
m2S = 0, Tλ = −2λαˆ, Tκ = 0.
(3.81)
Similarly for a brane chiral multiplet S, and bulk fermions we have
m1/2 = αˆ,
m2hu,hd = αˆ
2, m2
q˜,u˜,d˜,l˜,e˜
= αˆ2, A0 = −3αˆ,
µ = γˆ, µB = −2αˆγˆ,
m2S = 0, Tλ = −2λαˆ, Tκ = 0.
(3.82)
The results of the parameter scans in the above cases are given in Figs. 3.6, 3.7.
Note that we are using the same convention for the points as in the previous figures.
Figure 3.6: Points for the SU(5) model with an additional scalar S on the brane,
and brane matter. We use the same conventions for the points as in Fig. 3.4.
In the case of the brane scalar S we see that both the fermionic matter placements
produce an appropriate low energy SM spectrum with the appropriate Higgs mass,
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Figure 3.7: Points for the SU(5) model with an additional scalar S on the brane,
and bulk matter. We use the same conventions for the points as in Fig. 3.4.
with the main difference being in the range of tanβ values that the model allows
for EWSB.
It is interesting to note that all the SM like Higgs points reside in a region where
αˆ is roughly greater than 2TeV, with fairly high tanβ values, which is to say that
if SUSY is broken via SS as per this set of models it will ’naturally’ fall in the
O(1− 10)TeV scale.
Similar to what happened in the “vanilla” SU(5) case, the points that pass the
SS constraint do not overlap or are in a close region to those which pass Higgs and
LHC constraints. This is a recurrent theme that we’ll see all through the chapter,
namley the points that would originate from the SS breaking of SU(2)H , SU(2)R,
can’t seem to produce a large enough Higgs mass and/or pass LHC constraints.
This is much clearer and stronger in the brane/brane case than the brane/bulk one.
The closeness in the second case is where a closer look is needed with regard to
the points obeying the SS constraint. What could be happening is that we’ve been
overly conservative with our error estimates for µ, µB, where their relaxation would
result in an overlap. For example, the maximum Higgs mass for the Scherk-Schwarz
points is mH ≈ 116.9GeV, which is close enough to provide some doubt.
Alternatively, we can try a bulk scalar placement, where we introduce the SU(5)
singlet hypermultipletS = {si,Ψs},Ψs = (ψsL, ψsR), i = 1, 2, which transforms non-
trivially under the SU(2)R residual supersymmetry. Analogous to what we have
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done so far, we assign the following Z parities to the hypermultiplet
Z = +1 : s1, ψsL, (3.83)
Z = −1 : s2, ψsR. (3.84)
The assignment then projects the S chiral multiplet with its corresponding 0
modes, which are then coupled in the same way as shown in Eqn. (3.78). Further-
more under T , the fields transform as(
s1
s2
)
= eiασ
2y/R
(
s˘1
s˘2
)
. (3.85)
Due to this transformation the ∂5 term will in turn produce a soft SUSY breaking
mass for the scalar m2S . Therefore, in the case of a bulk scalar hypermultiplet S
and brane fermionic matter we have the following soft SUSY breaking masses
m1/2 = αˆ,
m2hu,hd = αˆ
2, m2
q˜,u˜,d˜,l˜,e˜
= 0, A0 = −αˆ,
µ = γˆ, µB = −2αˆγˆ,
m2S = αˆ
2, Tλ = −3λαˆ, Tκ = −καˆ.
(3.86)
Similarly in the case of a bulk scalar hypermultiplet S , and bulk fermionic
matter:
m1/2 = αˆ,
m2hu,hd = αˆ
2, m2
q˜,u˜,d˜,l˜,e˜
= αˆ2, A0 = −3αˆ,
µ = γˆ, µB = −2αˆγˆ,
m2S = αˆ
2, Tλ = −3λαˆ, Tκ = −καˆ.
(3.87)
Performing the same analysis as before and running the constraints we obtain the
plots in Figs. 3.8, 3.9. Again the story seems to repeat itself similar to the brane
scalar S. Unfortunately, the same applies as the previous case when comparing the
two constraints, the points in the different regions do not overlap. The gap is much
more pronounced for brane matter than bulk matter, where the gap looks almost
absent in Fig. 3.9. To be clear that there is indeed no overlap in this latter case,
we have also plotted the data of Fig. 3.9 as 2αˆ + µB/µ against mH , with tanβ as
the point’s colour in Fig. 3.10. The SS condition is exactly realised for points at
2αˆ+ µB/µ = 0 and the spread of points around this value is due to uncertainties.
One can clearly see that these points have no overlap with the correct Higgs mass
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region. Even when we artificially inflate our uncertainties by a factor of 10 (not
shown), we do not find an overlap, though the Higgs mass becomes significantly
better. So unfortunately once again we cannot reconcile this model and Scherk-
Schwarz breaking with the Higgs mass and experimental constraints.
Figure 3.8: Points for the SU(5) model with an additional bulk scalarS , and brane
matter. We use the same conventions for the points as in Fig. 3.4.
We also consider a more similar version of the Z3 invariant NMSSM, namely
W =WHiggs-Fermions(µ = 0) + λHuHdS +
1
3
κS3 + LS +
1
2
MSS
2. (3.88)
To avoid breaking the Z3 symmetry, we assume trivial Higgs flavour symmetry
breaking by setting γˆ = 0. In other words the low energy µ, µB terms are purely
determined by the scalar VEV as
µeff =
1√
2
λ 〈S〉 , (3.89)
µBeff =
1√
2
Tλ 〈S〉+ 1
2
κλ 〈S〉2 . (3.90)
Since we have set γˆ = 0, the Scherk-Schwarz constraint is effectively absent and
electroweak symmetry breaking proceeds just like in the NMSSM with freedom to
choose tanβ. However, this has extremely constrained supersymmetry breaking
parameters since αˆ is the only input at high energies.
Unfortunately, we now find that we are unable to simultaneously satisfy this
restrictive high scale boundary condition and the electroweak tadpole constraints,
irrespective of our choice of brane/bulk scalars or brane/bulk fermions. The model
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Figure 3.9: Points for the SU(5) model with an additional bulk scalar S , and bulk
matter. We use the same conventions for the points as in Fig. 3.4.
Figure 3.10: Points for the SU(5) model with an additional bulk scalar S , and
bulk matter. We use the same conventions for the points as in Fig. 3.4, but this
time we have plotted the deviation from the Scherk-Schwarz condition vs. the Higgs
mass mH .
is too constrained and is not viable. One could imagine introducing an additional
scalar mass MS and associated BMS to increase the freedom of the model, possibly
allowing the correct pattern of electroweak symmetry breaking, but this is beyond
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the philosophy of our study because it introduces additional supersymmetry break-
ing by hand, separate from the SS mechanism.
Since the explored non-trivial extensions have failed to produce an acceptable
spectrum in line with the SS high scale constraints, we now move on to the next level
of complexity where we extend our GUT group with an additional U(1) symmetry.
This in turn will provide us with the freedom of potentially embedding the model
inside a higher dimensional SO(10) or E6 model. The infrared theory will now be
that of the UMSSM, and come with its own particularities as we will see in the next
section.
3.6.4 SU(5)× U(1) via SO(10) and E6
Moving on to the low energy modified UMSSM, the superpotential is identical to
the one in Eqn. (3.78), with the added complexity of the low energy gauge group
being extended to GSM×U(1). With this extension we now break the U(1) group at
the SUSY scale via the brane scalar (projected or placed), prior to which we assign
our fields appropriate charges that correspond to either a E6 or a SO(10) inspired
breaking chain. Again, this is in line with the idea of further UV completion.
Starting with the E6 charge assignment, the 5D bulk gauge structure is assumed
to be SU(5) × U(1)N . Analogously to what we have done so far, leaving our Z, T
unchanged we now break the bulk gauge group on the brane down to GSM×U(1)N ,
resulting in the aforementioned UMSSM-like low energy theory. The E6 inspired
charges under the U(1)N gauge group are [65]
Qq =
1√
40
, Ql =
2√
40
, Qd =
2√
40
, Qu =
1√
40
, Qe =
1√
40
,
QHd = −
3√
40
, QHu = −
2√
40
, QS =
5√
40
.
(3.91)
From the point of view of the high scale boundary conditions, everything remains
the same as the SU(5) model with an extra scalar, with the same scalar/matter
brane/bulk combinations and soft SUSY breaking masses. The difference in the
spectra will come from the presence of the extra U(1)N which will modify the
structure of the RGEs. In addition, the breaking of U(1)N will produce a Z ′ boson,
where we exclude points that violate the ATLAS exotics bounds [92].
We employ the same scanning technique as in the previous sections, starting
with the scalar as a brane chiral multiplet S, and brane/bulk fermionic matter
which provide the spectra in Figs. 3.11, 3.12.
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Figure 3.11: Points for the SU(5) × U(1) model with the additional scalar S and
fermions both on the brane. We use the same conventions for the points as in
Fig. 3.4.
Figure 3.12: Points for the SU(5)×U(1) model with the additional scalar S on the
brane and fermions in the bulk. We use the same conventions for the points as in
Fig. 3.4.
Similar to what we saw in the previous case the scan produces a multitude of
regions that pass LHC/DM constraints, but again the ones passing the SS con-
straint do not overlap. This is more pronounced for the brane/brane placement,
but are closer for the brane/bulk case, unfortunately being excluded by the LHC
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constraints.
Moving on to the bulk scalar S , performing the scan with brane/bulk matter
we get the spectra of Figs. 3.13, 3.14.
Figure 3.13: Points for the SU(5)× U(1)N model with the additional scalar S in
the bulk and fermions on the brane. We use the same conventions for the points as
in Fig. 3.4.
Figure 3.14: Points for the SU(5)× U(1) model with the additional scalar S and
fermions both in the bulk. We use the same conventions for the points as in Fig. 3.4.
Again the story repeats itself, similar to the UMSSM with brane scalar S. The
two constraint regions do not overlap, with the difference that now the points seem
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to favour a lower value for tanβ. Similarly, we implemented a version of the UMSSM
without the holomorphic µ term by trivialising the Higgs flavour breaking with
γˆ = 0. Unfortunately none of the possible scenarios produce EWSB.
The setting of our U(1) charges need not follow the pattern of E6, as the U(1)
may be of some completely different origin. Another case that we look at is consid-
ering U(1)X as a remnant of SO(10), in which case the charge assignments would
be [99]
Qq = −1, Ql = 3. Qd = 1, Qu = 3, Qe = −5,
QHd = −2, QHu = 2, QS = 10.
(3.92)
For this charge assignment none of the possible bulk/brane combinations, with
our without a non-trivial holomorphic term µ produce EWSB.
3.6.5 An E6 Model
The keen observer might have already noticed that this modified UMSSM isn’t really
the proper low scale energy remnant of an E6 model, but rather a restricted subset
of the usual fields. If this was the case, it would imply that part of the traditionally
low energy spectrum had been lifted if we are to believe that the UMSSM with
the previously mentioned U(1)N charges originates from a more complete E6 UV
theory.
To put this into context, a low energy model denoted as the E6SSM, which can
originate from an E6 orbifold GUT, as presented in [65, 100–103], has the general
form of the superpotential
WE6SSM =WMSSM(µ = 0) + λHuHdS + λαβS(H
d
α)(H
u
β ) + κijS(DiDj)
+ f˜αβSα(H
d
βHu) + fαβSα(HdH
u
β ) + g
D
ij (QiL4)Dj
+ hEiαe
c
i (H
d
α) + µLL4L4,
(3.93)
where α, β = 1, 2, 3 and i, j = 1, 2 are different generation indices. Applying the SS
high scale boundary conditions to the model presented [65], where we have placed
the 27,27 in the bulk, provides the soft SUSY breaking masses
m1/2 = αˆ,
m2hu,hd = αˆ
2, m2
q˜,u˜,d˜,l˜,e˜
= αˆ2, A0 = −3αˆ,
m2S = αˆ
2, Tξ = −3ξαˆ,
m2
Huα ,H
d
β ,Di,Dj ,Sα,L4,L4
= αˆ2,
(3.94)
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where ξ ∈ {λ, κij , λαβ, f˜αβ, fαβ, gDij , hEiα}. During our scans we let µL vary indepen-
dently, and set the values of m2Hd , m
2
Hu
, m2S during EWSB. We would then have
to check for a new Scherk-Schwarz condition to make sure the full boundary condi-
tions are obeyed. Unfortunately, even without enforcing this new Scherk-Schwarz
condition, we find that the boundary conditions on the other parameters at the
high scale are so restrictive that we can find no valid low energy scenarios.
We note that the implementation of this model is somewhat different from those
described earlier because the Higgs bosons themselves are in the 27 and 27. There-
fore the SU(2)H symmetry should be enlarged to encompass the full 27 and 27.
However, here we have taken the simplest route, ignoring this enlarged symmetry
and allowing the holomorphic µLL4L4 term to arise from some another unknown
mechanism altogether (that is, allowing it to vary). It is possible that a more
non-minimal implementation, where the 27 and 27 symmetry is fully incorporated
would have more success in producing a viable phenomenology, but this is beyond
the scope of this work.
3.7 Conclusions
In this chapter we have examined models of Scherk-Schwarz orbifold compactifi-
cation. In these scenarios, the extra dimension of a 5D space is given periodic
boundary conditions and rolled-up to a radius R ∼ 1/MGUT; the space is folded
to provide an orbifold with fixed points in the standard fashion. Scherk-Schwarz
compactification differs from standard orbifold compactification in that it allows
non-trivial transformations of the fields under the orbifolding symmetries. This
Scherk-Schwarz orbifolding allows for the breaking of both supersymmetry and the
GUT symmetry.
We apply this compactification to several models of Grand Unification, including
SU(5) unification, SU(5) with an additional singlet, SU(5) × U(1), and an E6
inspired model, all with several variations. The Scherk-Schwarz mechanism provides
severe constraints on the supersymmetry breaking parameters at the unification
scale. We apply these constraints and use Renormalisation Group equations to
evolve the theory down to the electroweak scale, where they are confronted with
low energy constraints from the LHC, the Dark Matter relic density and the Higgs
mass.
We find that these boundary conditions are very difficult to combine with a
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125GeV Higgs boson. Generally, these models prefer a lighter Higgs boson and
rather low tanβ, and despite an exhaustive scan and variations in the models we
were unable to find parameter choices which simultaneously obeyed all low scale
measurement constraints. In cases where the Higgs mass was in the correct range,
for example in the SU(5) models with an extra singlet when an effective Higgs-
higgsino mass term was entirely generated by the Scherk-Schwarz breaking, the
models were ruled out by other low energy constraints such as LHC chargino ex-
clusions.
Although we studied several models with lots of variations, this work does not
claim to rule out the Scherk-Schwarz compactification in general. One could imag-
ine having more complicated gauge groups and extra-dimensional geometry which
would change the unification constraints on the supersymmetry breaking masses.
Indeed, we saw in the implementation of the E6 gauge group that one has additional
freedom in allowing an alternative treatment of the large representations that now
include the Higgs. However, we are confident in making the claim that Scherk-
Schwarz compactification of SU(5) models, SU(5) models with an extra singlet,
and SU(5)×U(1) models where the extra dimension is compactified on S1/Z2 are
not compatible with electroweak scale observations.
3.7.1 Back to the Gildener Problem
In lieu of the various pitfalls and problems associated with supersymmetry, we
now turn our attention to another class of extra dimensional GUT models that
solves the Gildener problem and eliminates the need for supersymmetry. This class
involves radiative symmetry breaking via the Hosotani mechanism, which bypasses
the Gildener problem by not requiring an interconnected VEV structure to achieve
the multiple gauge symmetry breakdowns. The latter are in turn implemented by
the extra dimensional parity assignments, along with the non-trivial holonomies
associated with the Wilson line phases in the extra dimension/s. These are in turn
identified as the Higgs field. In the following chapters we will review the Hosotani
mechanism, along with examining in more detail the extra dimensional equations
of motion, after which we proceed to examine a 6D SO(11) model that recreates
the SM at low energies.
Chapter 4
The Hosotani Mechanism
The following chapter will look at how non-trivial holonomies arising within the
context of an extra dimensional orbifolded theory can induce spontaneous symmetry
breaking via the Hosotani mechanism. The chapter is based on Refs. [104–108].
4.1 Introduction
Defining a quantum field theory (QFT), with an underlying space-time resulting
as a direct product between Minkowski space and a multiply connected manifold
introduces new subtleties and complexities. Among them, is that one can impose
boundary conditions to affect the symmetry of the theory. In the previous chapter
we introduced gauge breaking via orbifolding, but one aspect we did not touch on
was that we can project out degrees of freedom in the theory via Wilson lines asso-
ciated with the non-simply connected manifolds. It turns out, this can be achieved
when the effective potential associated with the Wilson line phases, acquires a global
minimum at a non-trivial configuration.
4.2 Orbifolds, Boundary Conditions & the Hosotani
Mechanism
Similar to the previous chapter we will be working with the 5D compactified space-
timeM4 × (S1/Z2), described by the coordinates (xµ, y). Under the compactifica-
tion, S1 has a radius R, and we perform the identifications
S1 : y → y + 2piR, (4.1)
Z2 : y → −y, (4.2)
which restricts y to the fundamental domain y ∈ [0, piR]. We now want to build
a generic Lagrangian by requiring it be single valued, and gauge invariant on
M4 × (S1/Z2).
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Suppose we have an internal gauge group G. Under a gauge transformation, the
periodicity of S1 requires that each field must return to its original value (up to a
global transformation in G) after a full rotation. We refer to this as the S1 boundary
condition, and denote its matrix form as U . Under this boundary condition, a gauge
field AM transforms as
U : AM (x
µ, y + 2piR) = UAM (x
µ, y)U †. (4.3)
Similarly, the Z2 orbifolding is specified by the P0, P1 parity matrices, which de-
scribe a reflection around y = 0, and y = piR respectively. The AM gauge fields
transform as:
P0 :
Aµ(xµ,−y) = P0Aµ(xµ, y)P
†
0
Ay(x
µ,−y) = −P0Ay(xµ, y)P †0
, (4.4)
P1 :
Aµ(xµ, piR− y) = P1Aµ(xµ, piR+ y)P
†
1
Ay(x
µ, piR− y) = −P1Ay(xµ, piR+ y)P †1
. (4.5)
Note that the (−) signs accompanying the Ay component transformations arise
from requiring that we simultaneously maintain gauge covariance in both the Fµ5
and Fµν via the 5D action
S =
∫
d4xdyTr
[
−1
4
FµνF
µν − 1
2
Fµ5F
µ5
]
. (4.6)
Moving on to Z2, since a repeated transform must bring back a generic field φ
to its original value, it follows that P0 must be an element of the centre of the
group G (the elements of the centre of an arbitrary group G, commute with all the
elements of G). For SU(N) the centre is denoted as Z(SU(N)), and consists of
Z(SU(N)) =
{
eiθ1N
∣∣∣ θ = 2kpi
N
, k = 0, . . . , N − 1
}
. (4.7)
Therefore we can set P 20 = 1 with P
†
0 = P0, where the analogous argument can
be made for P1. We note that not all U,P0, P1 are independent of each other. Since
a reflection around piR (piR+y → piR−y) is equivalent to a reflection around y = 0
followed by a translation by 2piR ((piR + y) → −(piR + y) → piR − y), it follows
that in field space
U = P0P1. (4.8)
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For the rest of this discussion, we will specify the reflection conditions and then
derive the S1 condition.
So far we have specified the boundary conditions for a general gauge field. Mov-
ing on to scalars and fermions, a generic scalar field φ transforms under the bound-
ary conditions as 
φ(x,−y) = ±Tφ[P0]φ(x, y)
φ(x, piR− y) = ±eipiβφTφ[P1]φ(x, piR+ y)
φ(x, y + 2piR) = eipiβφTφ[U ]φ(x, y)
, (4.9)
where we note that the P0 does not have a phase factor due to the consistency
condition and the freedom of absorbing it into P1’s phase, and Tφ[P0], Tφ[P1], Tφ[U ]
are appropriate representation matrices in field space, where Tφ[U ] = Tφ[P0]Tφ[P1].
To be more explicit about what we mean by “appropriate representations”, below
we have the examples of a scalar that transforms under the fundamental and the
adjoint of the gauge group G, and the respective forms for Tφ[U ]
φ ∈ fundamental of G ⇒ Tφ[U ]φ is Uφ, (4.10)
φ ∈ adjoint of G ⇒ Tφ[U ]φ is UφU †. (4.11)
Furthermore, if we impose that P 2i = 1, it follows that the gauge phase factor
eipiβφ must be either +1 or −1 (i.e. βφ = 0, 1).
Similarly for the Dirac fields, gauge invariance of the kinetic term in the 5D
Dirac action, demands:
ψ(x,−y) = ±Tψ[P0]γ5ψ(x, y)
ψ(x, piR− y) = ±eipiβψTψ[P1]γ5ψ(x, piR+ y)
ψ(x, y + 2piR) = eipiβψTψ[U ]γ5ψ(x, y)
. (4.12)
Similarly requiring that P 2i = 1 the phase factors reduce to ±1, i.e. βψ = 0, 1. We
note that the γ5 matrices arise in the reflection conditions as a consequence of the
5D action, which contains γ5 as part of the Lorentz algebra
S =
∫
d4xdy
(
iψDMΓMψ
)
=
∫
d4xdy
(
iψDµψ − ψγ5∂5ψ + igψA5γ5ψ
)
,
(4.13)
where ΓM = {γµ,−iγ5}. At a first glance, the fact that the phases have naturally
been trivialised is a bit worrisome since the premise of the previous chapter was that
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within SS Higgs breaking the phase parameter was free to take any value dictated by
the UV complete theory. The subtlety comes from the non-commutative nature of
the flavour or multiplet structure we previously encountered. I.e. if we have several
multiplets in the same gauge group, e.g. say φA (where A is an arbitrary flavour
index), then the generalised twisting including flavour space, takes the following
form for the S1 condition
φA(x, y + 2piR) =
{
exp(ipiβFM)
}A
B
Tφ[U ]φ
B(x, y), (4.14)
where M is a matrix in flavour space. In this SS case, if we assign a non-trivial
breaking to the Z2 parity relating to flavour space, and if M anti-commutes with
the Z2 assignment, then βF can take any value.
4.3 Residual Gauge Invariance of the Boundary Condi-
tions
In the previous chapter we mentioned briefly that the theory possesses some residual
gauge invariance on the branes after gauge symmetry breaking. This is determined
fully by the specified boundary conditions (P0, P1, U, β). Under a general gauge
transformation Ω(x, y), generic boson, fermion and scalar fields transform as
AM → A′M = ΩAMΩ† −
i
g
Ω∂MΩ
†, (4.15)
φ→ φ′ = Tφ[Ω]φ, (4.16)
ψ → ψ′ = Tψ[Ω]ψ. (4.17)
The gauge transformation also affects the boundary conditions, producing a new
set. Leaving the fermions and the scalars aside for a second, the new gauge fields
A′M now obey
A′M (x, y + 2piR) = U
′A′M (x, y)(U
′)† − i
g
U ′∂M (U ′)†, (4.18)(
A′µ(x,−y)
A′y(x,−y)
)
= P ′0
(
A′µ(x, y)
−A′y(x, y)
)
(P ′0)
† − i
g
P ′0
(
∂µ
−∂y
)
(P ′0)
†, (4.19)
(
A′µ(x, piR− y)
A′y(x, piR− y)
)
= P ′1
(
A′µ(x, piR+ y)
−A′y(x, piR+ y)
)
(P ′1)
† − i
g
P ′1
(
∂µ
−∂y
)
(P ′1)
†, (4.20)
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where the new set of boundary conditions (U ′, P ′0, P ′1) are related to the old set via
the gauge transformations
U ′ = Ω(x, y + 2piR)UΩ†(x, y), (4.21)
P ′0 = Ω(x,−y)P0Ω†(x, y), (4.22)
P ′1 = Ω(x, piR− y)P1Ω†(x, piR+ y). (4.23)
Analogously, the gauge transformed fermionic and scalar fields ψ′, φ′ satisfy sim-
ilar conditions to their previous ones. E.g. the gauge transformed scalar fields obey
φ′(x, y + 2piR) = eipiβφTφ[U ′]φ′(x, y).
With this being said, the residual gauge invariance in the theory is given by the
subset of gauge transformations that preserve boundary conditions and implicitly
the structure of the theory. I.e. the theory has a residual symmetry defined by
Ω ∈ GR, where the Ω’s satisfy the preservation requirements
U ′ = U, P ′0 = P0, P
′
1 = P1, (4.24)
or equivalently
Ω(x, y + 2piR)U = UΩ(x, y),
Ω(x,−y)P0 = P0Ω(x, y),
Ω(x, piR− y)P1 = P1Ω(x, piR+ y).
(4.25)
In general, the residual gauge symmetry GR will differ from the physical sym-
metry of the theory since it may change due to radiative corrections arising from
the Hosotani mechanism. This will be covered in detail in the following sections.
4.4 Wilson Line Phases
The following section will look at how Wilson lines can cause symmetry breaking
within the context of a non simply connected manifold. Before that, we review the
geometrical significance of gauge invariance, along with how holonomies affect KK
spectra.
4.4.1 Geometry of Gauge Invariance
Suppose we want to build a U(1) gauge invariant theory containing fermions that
transform non-trivially under the gauge group. Suppose we have a Dirac field ψ(x).
Therefore we want the theory to be invariant under a local phase rotation
ψ → eiα(x)ψ(x), (4.26)
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where α(x) varies at each point in space-time. We can easily write down a mass
term mψψ that is invariant under this transformation, but the theory falls apart
when we try introducing a derivative in the nµ direction. E.g. suppose we define
the usual derivative construct where
nµ∂µψ = lim
→0
1

[ψ(n+ x)− ψ(x)] . (4.27)
With the form of the above, the difference in the square brackets no longer has a
simple transformation law under ψ → eiα(x)ψ(x) and loses any geometrical signifi-
cance.
Therefore we need to introduce a factor that compensates for the difference from
one point to another. To this extent, we introduce a scalar quantity U(y, x), that
depends on two points in space time y, x. Furthermore, we require that under a
local gauge transform at x, y it has the transformation law
U(y, x)→ eiα(y)U(y, x)e−iα(x). (4.28)
Along these lines we define U(y, y) = 1 and can further request that U(y, x) consists
of a pure phase term U(y, x) = exp(iφ(y, x)).
With this new quantity we can now define a derivative that has a geometrical
interpretation, namely the covariant derivative
nµDµψ = lim
→0
1

[ψ(x+ n)− U(x+ n, x)ψ(x)] . (4.29)
We can in turn Taylor expand U(x+ n, x) in powers of , and take the → 0 limit
for the infinitesimal displacement
U(x+ n, x) = 1− ienµAµ(x) +O(2). (4.30)
In the above we have introduced an arbitrary constant e, and the coefficient of the
nµ displacement Aµ(x), which we identify as the vector field (or similarly the affine
connection). Plugging this in the limit in Eqn. (4.29) gives us the well known form
of the covariant derivative
Dµψ = ∂µψ + ieAµψ. (4.31)
Furthermore, since the comparator U(y, x) transforms as dictated by Eqn. (4.28),
plugging in the Taylor expansions, the transformation law for the vector field follows
Aµ → Aµ − 1
e
∂µα(x). (4.32)
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To complete the construction of the Lagrangian we still need a kinetic term
for Aµ. One way of doing this, which gives us some geometric insight into
what this term represents, is to use the comparator. First off, we notice that
U †(x, y) = U(y, x), which can in turn be used to parametrise a comparator between
an infinitesimal separation  in the nµ direction as
U(x+ n, x) = exp
{−inµAµ(x+ n/2) +O(3)} . (4.33)
For the purposes of illustration we will now look at a two dimensional (space
dimensions) case, which we denote as the (1ˆ, 2ˆ) plane. We now consider the following
construct, where we go around a square in the (1ˆ, 2ˆ) plane in increments of  as
shown in Fig. 4.1. With this in mind, we now define U(x) as the product of the
x+ 2ˆ x+ 1ˆ + 2ˆ
x+ 1ˆx
Figure 4.1: Wilson loop U(x) around a square of size  in {1ˆ, 2ˆ}, where we start
off at x and consecutively make  increments in the 1ˆ and 2ˆ dimensions to form a
square along the flow of the arrows.
four comparators around the square
U(x) ≡ U(x, x+ 2ˆ)
· U(x+ 2ˆ, x+ 2ˆ + 1ˆ)
· U(x+ 2ˆ + 1ˆ, x+ 1ˆ)
· U(x+ 1ˆ, x).
(4.34)
Under the U(1) gauge transformation, U(x) is by construction invariant, since
the end of each comparator will cancel out with its adjacent one. Therefore U(x)
can serve as an appropriate ansatz for our search of a kinetic invariant construct
120 Chapter 4. The Hosotani Mechanism
for Aµ. Introducing the Taylor expansions for the comparators and keeping terms
up to O() gives us the infinitesimal form of
U(x) = 1− 2e[∂1A2(x)− ∂2A1(x)] +O(3). (4.35)
Since U(x) is invariant under the underlying U(1), the structure F12 =
[∂1A2(x) − ∂2A1(x)] is locally invariant. Therefore we can identify Fµν as the
familiar electromagnetic field strength.
We note that U is not trivial, in the sense that it differs from unity by a term
proportional to the field strength and the area of the square. This is in turn a
particular case of a more general conclusion, that the comparator between two
points x, y at finite separation depends on the path. To get to this conclusion,
we can perform the inverse argument, by starting off with the connection Aµ and
imposing the transformation law Aµ → Aµ − 1e∂µα(x) under the U(1). We now
construct the comparator W (z, y) as a function of Aµ around a path P running
from y → z as
W (z, y) = exp
{
−ie
∫
P
dxµAµ(x)
}
. (4.36)
We refer to this construct as a Wilson line. If P is a closed path, we then obtain
a Wilson loop
W (y, y) = exp
{
−ie
∮
P
dxµAµ(x)
}
, (4.37)
which, similar to the comparator square, is by construction gauge invariant.
We can now move on to the non-abelian case. Promoting our gauge field to the
non-abelian case introduces a couple of complexities. Namely, suppose we have a
gauge group G with V (x) an appropriate representation matrix of the symmetry
group, under which the fermionic field ψ, and the gauge field Aµ(x) = Aaµ(x)t
a (ti
are the generators of G) transform as
ψ(x)→V (x)ψ(x), (4.38)
Aµ(x)→V (x)Aµ(x)V †(x) + i
2g
V (x)(∂µV
†(x)). (4.39)
Therefore, the comparator, and by extension the Wilson line W (y, x), are now
promoted to a matrix structure and transform as
W (y, x)→ V (y)W (y, x)V †(x). (4.40)
To make the mathematics consistent, one further needs to parametrise the path
in the Wilson line P via a parameter s ∈ [0, 1] where s = 0 is at y, and s = 1 is
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at z. Furthermore we have to introduce path ordering P{} such that the Wilson
line is now defined as the power series expansion of the exponential, with the gauge
matrices in each term ordered such that the higher value of s stands to the left.
The Wilson line is then written as
W (z, y) = P
{
exp
[
ig
∫ 1
0
ds
dxµ
ds
Aaµ(x(s))t
a
]}
. (4.41)
As for the Wilson loop, in addition, we now have to trace over it to maintain gauge
invariance
W (y, y)→ TrW (y, y). (4.42)
4.4.2 Wilson Line Phases on Multiply Connected Manifolds
Within the context of gauge theories, non-simply connected manifolds can have
an extra complexity associated with their behaviour, namely that the theory can
develop multiple degrees of freedom associated with a Wilson line around a non-
contractable loop.
Throughout this review we will be working in a regime of vanishing field strength,
〈Fµν〉 = 0, which is analogous to 〈Aµ〉 = − igV †∂µV . A vanishing field strength is
not equivalent to a non-trivial Wilson line configuration.
Firstly we look at how a non-trivial holonomy can affect the spectrum of a
theory. Suppose that we have a theory defined on a manifold resulting from the
direct product of Minkowski space-time and a circle of radius R, M4 × S1. We
denote the extra dimensional spatial coordinate as y ∈ [0, 2piR]. Similarly, we
impose an internal gauge group G = SU(2). For simplicity’s sake, we take the
gauge field to lie purely in the 3rd isospin direction
A(y) = A3(y)
1
2
τ3. (4.43)
Without any loss of generality, by gauge transforming, we can turn A3 into a con-
stant A3(y)→ 〈A3〉 (see [105]).
Holonomy T , measures the extent to which parallel transport across a smooth
manifold changes a geometrical quantity. With a constant background field, holon-
omy is non-trivial and expressed as
T = exp
(
i
∮
S1
dy〈A3〉1
2
τ3
)
= exp
(
i〈A3〉piRτ3) , (4.44)
where τ3 = 12σ
3, and σ3 is the 3rd Pauli matrix. Since we now have a non-trivial
holonomy, or equivalently a non-trivial transport function, this in turn affects the
122 Chapter 4. The Hosotani Mechanism
5D equation of motion. More specifically, it acts through the modification of the y
covariant derivative as
DyDyφ→ (∂y − i1
2
〈A3〉τ3)2φ. (4.45)
This in turn affects the 4D tower Kaluza-Klein (KK) decomposition, where we recall
that φ can be decomposed into a tower of KK modes as ∼ φ(n) exp(iny/R). The
covariant derivative modification results in a mass shift for the modes
mn =
∣∣∣∣ nR − 12〈A3〉τ3
∣∣∣∣ . (4.46)
Similarly the gauge fields are affected, and the allowed 0 modes become massive.
One can argue, that if we gauge away 〈A3〉 via a gauge transform of the form
U(y) = exp
(
− i
2
〈A3〉τ3y
)
, (4.47)
which in turn produces a simple mode equation
DMDMφ = −∂2yφ = m2KKφ, (4.48)
that the fields no longer incur the shift in their KK modes. In this case, we note
that the fields are subject to periodic boundary conditions that transform under
the gauge transformation. With the modified boundary conditions, φ now obeys
φ(y + 2piR) = exp
(−ipi〈A3〉τ3R)φ(y = 0). (4.49)
This in turn affects the KK mode decomposition as
φ(n)(y) = exp
{
i
(
n
R
− 1
2
〈A3〉τ3
)
y
}
, (4.50)
where we have recovered the mode mass shift. Therefore, the non-trivial holonomy
represents physical degrees of freedom that cannot be gauged away. The difference
in the orbifold case is that the holonomy is represented via the Wilson line, which
allows for non-smooth manifolds. We refer to these as non-integrable Wilson line
phases of WU .
Let us now consider a Wilson line along a non-contractable loop of S1/Z2 from
y → y + 2piR:
W (x, y) = P exp
{
ig
∫ 2piR
y
dy′Ay(x, y′)
}
. (4.51)
The first consequence of the Wilson line being along a non-contractable loop, is
that W (x, y) no longer transforms covariantly, according to Eqn. (4.40).
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Rather, in the orbifold case, this is replaced by the construction WU which
transforms as
W (x, y)U → Ω(x, y)W (x, y)UΩ†(x, y), (4.52)
which can be derived using the relations in Eqn. (4.25). The expectation values
of the Wilson line phases are now determined at the quantum level such that the
effective potential for the lines is minimised.
On the M4 × S1/Z2 orbifold, the Wilson line phases correspond to the x, y
independent “0 modes” of Ay. Given the generators λa/2 of the gauge group, we
define the anti-commuting set HW as
HW =
{
λaˆ
2
∣∣∣ {λaˆ, P0} = {λaˆ, P1} = 0} . (4.53)
where P0, P1 are the reflection matrices defined by the Z2 action, and aˆ just denotes
the simultaneously anticommuting generators. The anti-commuting gauge compo-
nents of Ay that are specified by the above are the “0 modes” that can acquire
an expectation value, breaking or restoring the gauge symmetry imposed by the
boundary conditions. This depends on the effective potential associated with the
respective Ay modes, which is determined by the matter content of the theory. The
Wilson line phases associated with Ay are defined as
{
θaˆ = gpiRAaˆy, aˆ ∈ HW
}
.
4.4.3 Caveat
Our theory is specified by boundary conditions which can be quite arbitrary. As
we will see the Hosotani mechanism ensures that certain theories with different
boundary conditions can be physically equivalent.
Since an arbitrary gauge choice should not affect the physics, we want to make
sure that our theory is gauge independent. To this extent, we say that two sets
of boundary conditions (U,P0, P1) and (U ′, P ′0, P ′1), which are related by a gauge
transformation Ω, are equivalent if
∂MU
′ = 0, ∂MP ′0 = 0, ∂MP
′
1 = 0, (4.54)
(P ′0)
† = P0, (P ′1)
† = P1. (4.55)
The first row effectively states, that the new gauge fields A′M determined by the Ω
transform, obey the same boundary conditions as the previous ones, i.e. without
the pure gauge component. The second row states the requirement that the new
boundary conditions maintain hermiticity. Whenever we have two sets of boundary
124 Chapter 4. The Hosotani Mechanism
conditions that are equivalent we write (U,P0, P1) ∼ (U ′, P ′0, P ′1). The entire set
of equivalence relationships define the equivalence class of the respective boundary
conditions.
For example, suppose that we have a SU(2) theory with the explicit boundary
conditions (U,P0, P1) = (1, τ3, τ3), and we perform a gauge transformation along
the 1st isospin direction τ1 by an amount α. This in turn produces a new set of
equivalent boundary conditions that can be shown to take the form
(1, τ3, τ3) ∼ (eiατ3 , τ3, eiατ1τ3). (4.56)
Clearly the two boundary conditions are different, but the physics are guaranteed
to be the same due to the Hosotani mechanism.
4.5 The Hosotani Mechanism
The Hosotani Mechanism [74–76] is present in gauge theories defined on multiply
connected manifolds, and consists of 5 parts:
1. Wilson line phases θaˆ along non-contractable loops become physical degrees of
freedom. The Wilson line phases are determined by the boundary conditions
and cannot be gauged away. They yield vanishing field strengths such that
they appear as degenerate vacua at the classical level.
2. In general the degeneracy is lifted by radiative corrections which are deter-
mined by the matter content via the effective potential Veff. The effective
potential for Wilson line phases has a non-trivial dependence on θaˆ. The
physical vacuum of the theory is given by the θ configuration that minimises
Veff.
3. If the effective potential is minimised at a non-trivial configuration of Wilson
line phases then the gauge symmetry is either spontaneously broken or re-
stored by radiative corrections. Non-vanishing expectation values of the Wil-
son line phases “give masses” to the gauge fields in lower dimensions (some
matter fields also acquire masses).
4. A non-trivial minimum also implies that the extra dimensional components of
the gauge fields become massive. The masses of which are given by ∂2Veff/∂θ2a.
5. Two sets of boundary conditions are physically equivalent if they can be re-
lated via a gauge transformation such that Eqns. (4.54), (4.55) are satisfied.
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The physical symmetry of the theory is determined by the combination of the
boundary conditions and the expectation values of Wilson line phases.
With the Hosotani mechanism outlined, let’s look at a how the physical sym-
metry of the theory is established. Again, we are working with a theory defined
onM4×S1/Z2, with an arbitrary set of boundary conditions (U,P0, P1). Suppose
that the effective potential is minimised at a non-trivial minimum set by the Wilson
line phases θa with the parametrisation
〈Ay〉 = 1
2pigR
∑
a
θaλ
a, a ∈ HW , (4.57)
where g is the 5D gauge coupling, R is the size of the extra dimension. Note that
form in Eqn. (4.57), is just a parametrisation of the general form of 〈Ay〉, namely
− igV †∂µV . The associated Wilson line is then defined as
W ≡ exp {i2pigR〈Ay〉} = exp
{
i
∑
a
θaλ
a
}
. (4.58)
We can now use the residual gauge symmetry of the theory to bring 〈Ay〉 → 0 via
a gauge transformation Ω = V , whose explicit general form is
Ω(y; γ) = exp
i( y2piR + γ) ∑
a∈HW
θaλ
a
 , (4.59)
where γ is an arbitrary constant. Along these lines we introduce the notation
Ω(y; γ) = S
( y
2piR
+ γ
)
, (4.60)
where S(z) is defined as
S(z) = exp
iz ∑
a∈HW
θaλ
a
 . (4.61)
Note that W = S(1). One can check that after performing the Ω transform, we
indeed have a vanishing 〈Ay〉. Therefore, Veff is now minimised at a trivial configu-
ration. But, by performing the gauge transformation we also change the boundary
conditions to
P sym0 ≡ P ′0Ω(−y; γ)P0Ω†(y, γ) = S(γ)P0S†(γ), (4.62)
P sym1 ≡ P ′1Ω(piR− y; γ)P0Ω†(piR+ y, γ) = S(γ)WP1S†(γ), (4.63)
U sym ≡ U ′Ω(y + 2piR; γ)UΩ†(y, γ) =WU. (4.64)
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One can check that the new boundary conditions satisfy the relations in
Eqns. (4.54), (4.55), which imply the equivalence relation
(U,P0, P1, β) ∼ (U sym, P sym0 , P sym1 , β), (4.65)
where β is the phase accompanying the fermionic transformation that is stated for
completeness.
Since the new gauge rotates out our VEV, this results in a trivial Wilson line
configuration 〈W 〉. Therefore the physical symmetry of the theory Hsym, is fully
specified by the boundary conditions, and more specifically, it is spanned by the
generators λa which simultaneously commute with (U sym, P sym0 , P
sym
1 ) as
Hsym =
{
λa
2
∣∣∣ [λa, P sym0 ] = [λa, P sym1 ] = 0} . (4.66)
Hsym is the surviving unbroken symmetry of the theory. We also note that even
though P sym0 , P
sym
1 depend on γ, Hsym does not.
Therefore, if we have a boundary condition equivalence, the Hosotani mechanism
ensures that the different theories have the same physical symmetry. As we will see
later on, this is partly due to the non-trivial dependence of the effective potential
on the boundary conditions and the Wilson lines.
4.6 Orbifolds in SU(5) Gauge Theory
Analogous to what we did in the Scherk-Schwartz discussion, we suppose that we
have gauge bosons AM (x, y) that live in the 5D bulk space-time obeying a SU(5)
gauge symmetry which we break down to GSM via a non-trivial Z2 assignment,
acting as an algebra automorphism.
The SU(5) → GSM breaking can be achieved at the classical level via two Z2
parity assignments
C1 :

P0 = ±diag(+,+,+,+,+),
P1 = ±diag(+,+,+,−,−),
U = diag(+,+,+,−,−),
(4.67)
C2 :

P0 = ±diag(+,+,+,−,−),
P1 = ±diag(+,+,+,−,−),
U = diag(+,+,+,+,+).
(4.68)
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If we assume the assignments in C1, there are no 0 modes for Ay. The SU(5)
gauge symmetry is fully broken by the orbifold condition at y = piR, and no
Hosotani breaking occurs since the Wilson line configuration is trivial. I.e. HW
is empty since there aren’t any generators λa ∈ SU(5) that simultaneously anti
commute with the reflection matrices {P0, λa} = {P1, λa} = 0.
In C2, the boundary conditions still cause the breaking SU(5)→ GSM, but HW
is no longer empty. In this case the Wilson line phases are determined by
HW =
{
λa
2
; a = 13 ∼ 24
}
, (4.69)
where the generators correspond to the coset SU(5)/GSM. Note that the coset in
C1 is the same, but the generators do not simultaneously anti-commute with the
forms of P0, P1 from C1.
Therefore in the 2nd case, the 0 modes of Aay where (a ∈ HW ) give non trivial
Wilson line phases. As we will see in the next section quantum effects will give
Aay finite masses via the respective effective potential Veff(A
a
y). As prescribed by
the Hosotani mechanism, this in turn results in a physical symmetry Hsym different
from the GSM dictated by the boundary conditions.
4.7 Effective Potentials
We will now quickly go over the important attributes of computing the effective
potential in the background field method. We start off with a pure Yang-Mills 5D
theory which is described by the Lagrangian
Lgauge = −1
2
Tr
(
FMNF
MN
)− 1
α
Tr
(
F 2[A]
)− Tr(η δF [A]
δAM
DMη
)
, (4.70)
where α is the gauge fixing parameter that for the rest of the discussion is set to 1,
F [A] is the gauge fixing condition and η, η are ghost fields. Extending the above,
we add matter fields via the Lagrangian
Lmatter = iψγMDMψ + |DMφ|2 − V [φ, ψ], (4.71)
where φ, ψ are generic matter scalar and fermion fields, DM ≡ ∂M + igΓaAaM is the
5D covariant derivative, and V [φ, ψ] is an arbitrary interaction potential.
With the Lagrangians established, we move on to the schematic of the compu-
tation of the effective potential for AM . We split AM into a background field A0M
that satisfies the classical equations of motion, and the quantum fluctuation AqM .
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Aaˆy
ψ¯
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Aa,aˆM
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η,φ
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aˆ
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Aa,aˆM
Aaˆy
Figure 4.2: One loop contributions to Veff(Aaˆy) arising from fermions ψ, boson cou-
plings Aa,aˆM , scalars φ, and ghosts η. The hat index aˆ ∈ HW denotes the gauge
components that transform under the broken coset, where the rest denote the ones
transforming under the gauge symmetry imposed by [λa, P0] = [λa, P1]
At the same time, AqM is the variable of integration in the path-integral formalism.
With the split in place, we choose the gauge fixing condition
F [A] = DM (A0)AqM = ∂MAqM + ig[A0M , AqM ] = 0. (4.72)
Note that our theory still possesses a residual gauge invariance Ω, under which the
newly defined classical and quantum fields transform as
A0M → A′0M = ΩA0MΩ† −
i
g
Ω∂MΩ
†, (4.73)
AqM → A′qM = ΩAqMΩ†, (4.74)
ψ → ψ′ = Tψ[Ω]ψ, (4.75)
φ→ φ′ = Tφ[Ω]φ. (4.76)
By integrating out the fields AqM , η, η, ψ, φ we can find the one loop effective po-
tential for Aay. This is equivalent to computing the generic loop corrections corre-
sponding to the Feynman diagrams shown in Fig. 4.2.
On the same note, one can show that the effective potential of Veff[A0] depends
on the boundary condition parameters
Veff[A
0] = Veff[A
0;P0, P1, U, β]. (4.77)
Therefore, if we perform a residual gauge transformation ∼ Ω, that has the
effect of transforming (P0, P1, U) to the gauge equivalent set (P ′0, P ′1, U ′) defined
4.7. Effective Potentials 129
by Eqns. (4.54), (4.55), one can check that the action remains invariant. More
specifically the effective potential Veff[A0y] is also invariant, where
Veff[A
0;P0, P1, U, β] = Veff[A
′0;P ′0, P
′
1, U
′, β]. (4.78)
We saw in the previous section, that we can choose a gauge transformation Ω
such that we bring 〈A〉 → 0. Recalling that A0 = 〈A〉, and that Ω has the effect of
changing the boundary conditions to (P sym0 , P
sym
1 , U
sym), one can show that
Veff[〈A〉;P0, P1, U, β] = Veff[〈A〉 = 0;P sym0 , P sym1 , U sym, β]. (4.79)
The above allows to switch from viewing the problem as a theory possessing a set
of imposed boundary conditions with a non-trivial VEV, to an equivalent scenario
where the theory possesses a trivial Wilson line configuration with the physical
symmetry fully specified by (P sym0 , P
sym
1 , U
sym).
Coming back to our SU(5) example, let us see how the mechanism works in the
2nd case C2 when we have a non-trivial Wilson line configuration. The Wilson lines
are given by the SU(5)/GSM coset HW = {λa2 , a = 13 ∼ 24}, where we parametrise
the corresponding extra dimensional modes A0y as
A0y =
1
2piR
(
0 Θ
Θ† 0
)
. (4.80)
g24 = g
2/piR is the 4D gauge coupling, and Θ is a 3×2 complex matrix parametrising
the gauge transformation under the broken coset.
Note that the particular matrix structure of A0y and implicitly of Θ, is in line
with the generic form specified in Eqn. (4.57) which states the form for a vanishing
field strength. Θ possesses 8+3+1 degrees of freedom, corresponding to the residual
GSM symmetry groups, which come in the form of 6 complex variables. Under the
residual gauge symmetry, Θ transforms as
Θ→ Θ′ = eiαΩ3ΘΩ†2, (4.81)
where eiα ∈ U(1),Ω2 ∈ SU(2),Ω3 ∈ SU(3). We can use this gauge freedom to
simplify the form of Θ. Using the residual gauge invariance, we can bring Θ into a
“diagonal” form
Θ =

α γ
0 β
0 0
 , α, γ ∈ C, β ∈ R. (4.82)
Furthermore, under a GSM transformation we can form two subgroup invariants,
namely
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• SU(2)× U(1) invariant: ΘΘ† GSM−−−→ Ω3ΘΘ†Ω†3.
• SU(3)× U(1) invariant: Θ†Θ GSM−−−→ Ω2Θ†ΘΩ†2.
Using the diagonal form of θ, the two invariants take the form
ΘΘ† =

|α|2 + |γ|2 βγ 0
βγ∗ β2 0
0 0 0
 , Θ†Θ =
(
|α|2 γα∗
γ∗α β2 + |γ|2
)
. (4.83)
The above have the eigenvalues 0, λ+, λ−, and λ+, λ−, where one finds
λ± =
1
2
(
β2 + |α|2 + |γ|2 ±
√
(β2 + |α|2 + |γ|2)− 4|α|2β2
)
. (4.84)
With this in mind, we note that the effective potential Veff(Aay) depends on θ
according to the invariant constructs ΘΘ† and Θ†Θ. Therefore Veff(Aay) is a function
of the eigenvalues Veff(λ+, λ−). Furthermore since λ± depend only on the absolute
value of the parameters, we can further simplify the situation via the parameter
choice
α = a ∈ R, β = b ∈ R, γ = 0, (4.85)
such that λ± = a2, b2. Putting this all toghether, we evaluate Veff with a Θ param-
eter choice of the form
Θ =

a 0
0 b
0 0
 , (4.86)
and we adopt the convention Veff(a, b) that refers to the eigenvalue dependency
Veff(
√
λ+,
√
λ−).
4.8 Non-SUSY SU(5) Theory
To find the Wilson line configuration we now need to compute Veff and then find
the minimum of the potential. To this extent we remind ourselves that the shape
of the potential is determined by the matter content of the theory. One can then
show, that the generic form of an effective potential for the Wilson lines in a theory
that contains in addition to the bulk gauge bosons, scalar bulk fields, and fermions
is given as
Veff(a, b) =− C
{
NA [f5(a) + f5(b)]
+NB [f5(a+ b) + f5(a− b)] + 3
2
[f5(2a) + f5(2b)]
}
.
(4.87)
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In the above C = 3
64pi7R5
, the NA, NB constants are determined by the number of
scalar and fermion bulk fields, and the f5 functions are related to the KK decom-
position as
fD(x) =
∞∑
m=1
cosmpix
mD
= fD(x+ 2) = fD(−x),
fD(0) = ζR(D), fD(1) = −(1− 21−D)ζR(D),
(4.88)
where ζR is the Riemann zeta function and D = 5. Note that fD is equivalent to
the polylogarithm sum
fD(x) =
1
2
(
LiD
(
e−ipix
)
+ LiD
(
eipix
))
, (4.89)
where the polylogarithm Lis is defined for a arbitrary complex order s and variable
z as
Lis(z) =
∞∑
k=1
zk
ks
. (4.90)
Within the SU(5) model, the constants are given by the number of massless scalar
fields N5h in the 5 representation, and the number of massless fermion fields N
5
f , N
10
f
in the 5,10 representations
NA ≡ 3 +N5h − 2N5f − 2N10f , (4.91)
NB ≡ 3− 2N10f . (4.92)
To highlight how the matter content of the theory impacts the Wilson line con-
figuration via the effective potential, we consider the case of brane matter (i.e.
Nh = 1, N
5
f = N
10
f = 0 which is equivalent to NA = 4, NB = 3), and bulk matter
(i.e. Nh = 1, N5f = N
10
f = 3 which is equivalent to NA = −8, NB = −3), where
the Higgs field lives in the bulk. The two cases are sufficient in recreating the SM
spectrum, see e.g. Refs. [63, 64].
We plot the effective potential for the two cases in Fig. 4.3. For the brane case,
Veff(a, b) has a trivial global minimum at (0, 0), i.e. we have no dynamical symmetry
breaking via the Hosotani mechanism. In contrast for the bulk case Veff(a, b) has a
non-trivial global minimum at (1, 1), i.e. we have dynamical symmetry breaking.
Therefore the presence of bulk fermions changes the physical symmetry of the theory
when we’re considering boundary conditions as in C2. Note that since the potential
is periodic, it exhibits degenerate global minima which provide equivalent physical
scenarios.
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Figure 4.3: Effective potential contour plots for the cases of bulk and fermionic
brane matter. The color bar represents the value of the potential Veff(a, b), and the
x, y axis represent the Wilson line phases a, b. Note that the potential is periodic,
where in the case of bulk matter the global minimum lies at a non-trivial point
away from the origin, whereas in the brane matter case the minimum is trivial.
For the brane matter case, since we have a trivial minimum at (0, 0)⇒ 〈Ay〉 = 0,
this means that the physical symmetry of the theory is the one imposed by the
boundary conditions (P0, P1, U), namely GSM. Even though we do not have any
spontaneous symetry breaking via the Hosotani mechanism, the extra dimensional
gauge components Aay(a = 13 ∼ 24) still have 0 modes, and acquire a common mass
MA via the second derivative of the effective potential
M2A = (gR)
2∂
2Veff(a, b)
∂a2
∣∣∣∣
a=b=0
=
3g24
4pi4R2
ζR(3). (4.93)
Note that if we took the partial derivative with respect to b, we would obtain the
same result since Veff(a, b) = Veff(b, a). Therefore the 0 modes of Aay have acquired a
large mass O(g4R ) generated via loop corrections. Even though the fermions do not
acquire masses directly via the Hosotani mechanism or via the Higgs mechanism,
their masses can be subject to large radiative corrections from Aay, which implies a
large degree of fine tuning.
In the second case of bulk fermions we have seen that the potential develops a
non-trivial minimum at (1, 1). Therefore the Wilson lines develop non-vanishing
4.8. Non-SUSY SU(5) Theory 133
VEVs. More explicitly, (a, b) = (1, 1) corresponds to the Θ matrix structure
Θ =

1 0
0 1
0 0
 ⇒ wˆ = 2piR〈Ay〉 = pi

0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
1 0 0 0 0
0 1 0 0 0

, (4.94)
which corresponds to the Wilson line
W = eiwˆ = diag(−,−,+,−,−). (4.95)
As we have previously discussed, we want to gauge transform to the trivial VEV
configuration such that the theory is now fully specified by the boundary conditions.
This gauge is known as the twisted gauge. To bring 〈Ay〉 → 0, we perform a gauge
transformation of the form
Ω(y) = exp
{
i
y
2piR
wˆ
}
. (4.96)
This in turn provides us with the new boundary conditions specified via the trans-
formation laws in Eqns. (4.62), (4.63), which have the explicit forms
P sm0 = S(γ)P0S
†(γ)
∣∣∣
γ=0
= P0 = diag(−,−,−,+,+),
P sym1 = S(γ)WP1S
†(γ)
∣∣∣
γ=0
=WP1 = diag(+,+,−,−,−).
(4.97)
Since the physical symmetry of the theory is now fully encapsulated by
Hsym = {λa, [λa, P sym0 ] = [λa, P sym1 ] = 0}, one needs to find the simultaneously com-
muting generators with the forms specified in Eqns. (4.97). Performing the latter,
one finds that the Hosotani mechanism has caused the SU(3) group to sponta-
neously break down to SU(2) × U(1), resulting in the Hsym = SU(2) × SU(2) ×
U(1)× U(1) physical symmetry of the theory.
4.8.1 Equivalence Classes
The Hosotani mechanism also guarantees that theories within the same equivalence
class have the same physical symmetry.
We can generate some equivalence relations by acting on the SU(2) invariant
subspace of the exemplified relations. One can then check that these boundary
conditions are indeed related via appropriate residual gauge transformations. We
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now proceed to list the following boundary conditions that correspond to the same
equivalence class
BC1 : P0 = (−,−,−,+,+), P1 = (−,−,−,+,+), U = (+,+,+,+,+),
G
(1)
BC = SU(3)× SU(2)× U(1),
(4.98)
BC2 : P0 = (−,−,−,+,+), P1 = (−,+,−,+,−), U = (+,−,+,+,−),
G
(2)
BC = SU(2)× [U(1)]3,
(4.99)
BC3 : P0 = (−,−,−,+,+), P1 = (+,+,−,−,−), U = (−,−,+,−,−),
G
(3)
BC = [SU(2)]
2 × [U(1)]2,
(4.100)
BC4 : P0 = (−,−,−,+,+), U = P0P1,
P1 =

− cospip 0 0 −i sinpip 0
0 − cos pq 0 0 −i sinpiq
0 0 −1 0 0
i sinpip 0 0 cospip 0
0 i sinpiq 0 0 cospiq

,
G
(4)
BC = [U(1)]
3,
(4.101)
where G(i)BC denotes the residual gauge invariance of the theory.
We saw in the previous section that the matter content of the theory can result
in different physical symmetries post Hosotani breaking. Namely for brane matter
case, the resulting physical symmetry wasHsym = G(1)BC, whereas for the bulk matter
case we had Hsym = G(3)BC. Since the cases are part of an equivalence class, as long
as the matter content is identical between them, the physical picture remains the
same.
Let’s look at BC(2), where according to G(2)BC, we have 3 + 1 + 1 + 1 degrees of
freedom, which are reflected in the Wilson lines via A0y ∈ SU(5)/G(2)BC
A0y =
1
2gR
(
0 Θ
Θ 0
)
, Θ =

α 0
0 β
γ 0
 , α, β, γ ∈ C. (4.102)
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By using the residual gauge symmetry, we can simplify the above to the parameter
choice α = a, β = b, γ = 0. Note that is the same form for Θ as we had in the
exemplified case.
We can now find the explicit form for the effective potential. With the same
matter content one can prove that the current effective potential is equivalent to
the previous one shifted by
V BC2eff (a, b) = V
BC1
eff (a, b− 1). (4.103)
Completely analogous for BC3, we have 3 + 3 + 1 + 1 degrees of freedom corre-
sponding to the explicit form
A0y =
1
2gR

0 Θ
0
Θ† 0
 , Θ =
(
α δ
γ β
)
, α, β, δ, γ ∈ C, (4.104)
which can be simplified to the parameter choice α = a, β = b, γ = δ = 0. Similarly,
due to the equivalence class, the change in boundary conditions, can now be traced
to a shift relating to the effective potential to the one in BC1 as
V BC3eff (a, b) = V
BC1
eff (a− 1, b− 1). (4.105)
Therefore we can see on an intuitive level how the Hosotani mechanism operates,
in the sense that the potential for equivalent boundary conditions is identical but
shifted to account for either the breaking or enhancing of the symmetry.
We can go a step further with this exercise and look at the most general condi-
tions in this equivalence class, namely BC4. Note that al the previously discussed
ones are subcases of the latter. Completely analogous we have the same form for Θ
with a, b, and where the effective potential shift is now
V BC4eff (a, b) ≡ V (p,q)eff (a, b) = V BC1eff (a− p, b− q). (4.106)
The global minimum is located at (a, b) = (p, q) for brane matter, and at (a, b) =
(p − 1, q − 1) for bulk matter. We can showcase the generality of the Hosotani
mechanism by bringing the non-trivial Wilson line configuration to 〈Ay〉 → 0 via a
gauge transformation Ω(y; p, q) of the form
Ω(y; p, q) = exp
{
i
y
2R
(pλ13 + qλ19)
}
. (4.107)
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In the case of brane matter, the gauge transformation Ω(y; p, q) brings 〈Ay〉 → 0
and gives us the physical boundary conditions and symmetry of the theory
P sym0 = diag(−,−,−,+,+), (4.108)
P sym1 = diag(−,−,−,+,+), (4.109)
U sym = diag(+,+,+,+,+), (4.110)
∴ Hsym = SU(3)× SU(2)× U(1). (4.111)
Similarly in the case of bulk matter, the gauge transformation Ω(y; p− 1, q − 1)
brings 〈Ay〉 → 0 and gives us the physical boundary conditions and symmetry of
the theory:
P sym0 = diag(−,−,−,+,+), (4.112)
P sym1 = diag(+,+,−,−,−), (4.113)
U sym = diag(−,−,+,−,−), (4.114)
∴ Hsym = SU(2)× SU(2)× U(1)× U(1). (4.115)
In both cases the physical symmetry of the theory is independent of (p, q), further
emphasising the equivalence conditions and their relation to the Hosotani mecha-
nism. Therefore the matter content and the boundary condition equivalence class
specify the physical symmetry of the theory.
4.9 Conclusions
Throughout this chapter we have reviewed the concepts and the implementation
behind the Hosotani mechanism. We have seen that the non-simply connected
nature of orbifolds can manifest itself in non-trivial ways via Wilson lines, which
depending on the matter content and placement of the theory can have non-trivial
configurations. This can impact the physical symmetry via the effective potential
causing either a dynamical breakdown or a restoration of the symmetry. We have
also seen that some of the arbitrariness of the boundary conditions is eliminated
via the different theory analogues specified by the equivalence classes within the
Hosotani mechanism.
In preparation of the phenomenological exploration of a realistic orbifold GUT
model that incorporates the Hosotani mechanism, the next chapter will review the
equations of motion for fields defined within the context of flat and warped extra
dimensional models.
Chapter 5
Flat & Warped Extra
Dimensions
The following chapter reviews the Bessel equation, and how this relates to fermionic
and bosonic equations of motion (EOM) in 5D warped space time backgrounds
AdS5. In doing so we will review how the EOMs arise in flat dimensional models,
and how we can assign consistent parity assignments to the various fields defined
in these scenarios. We then review how to write the EOMs and the 4D decomposi-
tions in terms of basis functions dependent on the boundary conditions within the
flat/warped extra dimension.
5.1 Extra Dimensions: Equations of Motion
The following section will review the equations of motion (EOMs) for fields defined
within the context of a flat and a warped extra dimension. We start off with the
simpler case of the flat extra dimension to get an intuitive understanding of what is
going on, and then move on to the warped case. The following is based on [109–114].
5.1.1 Fermions in a Flat Extra Dimension
Whenever we deal with D > 4 space-time dimensions the Clifford algebra of the
corresponding Lorentz group representation automatically includes the traditional
γ5 (to exemplify and simplify our discussion we will be working with D = 4 + 1
where 4 refers to the usual Minkowski space-time dimensions). The inclusion of γ5
in the Lorentz algebra implies that the simplest irreducible representation that we
can formulate in the 5D space, that then breaks consistently under the 4D Lorentz
subgroup, is (0, 12)⊕(12 , 0) i.e. a Dirac spinor Ψ(x, y). This is due to the extension of
the Clifford algebra which prohibits defining a “γ5 analogue”. In turn the theory no
longer possess representations of definite chirality (see Ref [40]). Therefore, when
we will build our 5D theory, we are forced to use Dirac spinors rather than Weyl
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as the fundamental building blocks. This constitutes a problem in recovering a 4D
chiral theory which is solved by orbifolding.
We start by looking at the flat extra dimensional case for a theory defined on
the M4 × S1/Z orbifold (M4 is the 4D Minkowski spacetime, and S1/Z2 is the
modded circular extra dimension). The minimal 5D Lagrangian consists of a bulk
gauge field AM (x, y) coupled to a spinor field Ψ(x, y), and has the general form
S =
∫
d5x
(
i
2
(
ΨΓM∂MΨ− ∂MΨΓMΨ
)−mΨΨ) , (5.1)
whereM ∈ {0, 1, 2, 3, 5} is the index accounting for both the Minkowski coordinates
µ ∈ {0, 1, 2, 3} and the extra dimensional coordinate y = 5.
Under the 4D Lorentz subgroup, the Dirac field Ψ =
(
χα
ψ
α˙
)
∼
(
χL
ψR
)
de-
composes into two Weyl spinors χL, ψR where a˙, a denote RH /LH fields, with
(ψa)
† = ψ†a˙. With a bit of foresight, we prepare the introduction of the boundary
conditions on the interval by rewriting the Lagrangian in it’s symmetric form
S =
∫
d5x
(
−iχ σµ∂µχ− iψσµ∂µψ + 1
2
(
ψ
↔
∂ 5χ− χ
↔
∂ 5ψ
)
+m(ψχ+ χψ)
)
,
(5.2)
where ψ
↔
∂ 5χ = ψ∂5χ − (∂5ψ)χ. Performing the variation of the 5D action, and
imposing that δS = 0, we get the 5D bulk equations of motion for the 4D Weyl
spinors
− iσµ∂µχ(x, y)− ∂5ψ(x, y) +mψ(x, y) = 0,
− iσ∂µψ(x, y) + ∂5χ(x, y) +mχ(x, y) = 0.
(5.3)
With the respective equations of motion now in place, we want to see what
are the possible boundary conditions that are consistent with the action and the
orbifold. We will find that the two Weyl spinors χ, ψ are going to be fully specified
by a single boundary condition rather than the naive assumption of two separate
ones.
We look at the variation of the action containing derivatives along the extra
dimension. After integrating by parts along with the extra dimension, we have the
consistency condition
δS =
∫
d4x
(−δψχ+ ψδχ+ δχψ − χδψ) ∣∣∣∣L
0
= 0, (5.4)
where we have imposed the 0 variation requirement at both ends of the extra dimen-
sional interval 0, L. The simplest boundary condition that can be written down,
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consists of setting one of the spinors to vanish at the end points. E.g. if we wanted
to impose this for ψ, the analytical form is
ψ(y = 0) = ψ(y = L) = 0, (5.5)
which is equivalent to specifying Dirichlet (D) boundary conditions at the ends of
the interval. By imposing this we automatically insure that δψ
∣∣
0,L
= 0. Therefore
if we look at the bulk equations of motion, we note that we have effectively ensured
the boundary conditions for χ
(∂5 +m)χ
∣∣∣∣L
0
= 0. (5.6)
In the massless limit m → 0 the above becomes ∂5χ
∣∣
0,L
= 0, which is a von
Neumann (N) boundary condition.
Summing this all up, if one imposes a (±) boundary condition (Dirichlet / von
Neumann) on the LH/ RH projection χ/ψ, then the other will have the opposite
sign (∓) (von Neumann / Dirichlet) as a result.
We now come back to the bulk equations of motion. The 5D Dirac spinors can
be written out in terms of their 4D Weyl decompositions as wave modes with the
extra dimensional component factorised out,
χ(x, y) =
∞∑
n=0
gn(y)χn(x), (5.7)
ψ(x, y) =
∞∑
n=0
fn(y)ψn(x). (5.8)
The χn(x), ψn(x) are the 4D towers of fermions that are present in the effective
4D theory, and as such will obey the 4D Dirac equation with a corresponding mass
mn to be determined shortly,
− iσµ∂µχn(x) +mnψn(x) = 0, (5.9)
− iσµ∂µψn(x) +mnχn(x) = 0. (5.10)
Plugging all of this in the bulk equations of motion in Eqns. (5.3) we get the
corresponding mode equations,
∂gn(y)
∂y
+mgn(y)−mnfn = 0, (5.11)
∂fn(y)
∂y
−mfn(y) +mngn = 0, (5.12)
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which can be combined into two second order wave equations,
∂2gn(y)
∂y2
+ (m2n −m2)gn = 0, (5.13)
∂2fn(y)
∂y2
+ (m2n −m2)fn = 0. (5.14)
Eqns. (5.13), (5.14) have a set of solutions determined by ωn = (m2n −m2), which
have the general form
fn(y) = Cn sin
(
m2n −m2
) 1
2 y +Dn cos
(
m2n −m2
) 1
2 , (5.15)
gn(y) = An sin
(
m2n −m2
) 1
2 y +Bn cos
(
m2n −m2
) 1
2 . (5.16)
Plugging in the general solution in the original 1st order equations, we find the
relationship between the coefficients
mCn − (m2n −m2)
1
2Dn −mnAn = 0, (5.17)
(m2n −m2)
1
2Cn +mDn −mnBn = 0. (5.18)
After we have imposed the corresponding boundary conditions, the values of the
remaining coefficients are determined by the wave-mode normalisation conditions∫ L
0 fn(y)dy = 1.
Taking the m→ 0 limit along with plugging in the forms of the general solutions
in the original ODEs along with evaluating them at the boundaries (0, L), gives us
the mass quantisation condition for a flat extra dimension
m2n =
n2
L2
. (5.19)
Furthermore, once we impose the boundary conditions on either the LH χ or
RH component ψ, the other is fully determined. E.g. imposing that the LH com-
ponent transforms under Z2 as Z2(χ) → (+)χ, determines the RH component’s
transformation as Z2(ψ) → (−)ψ. With this choice of boundary conditions, the
general solutions reduce to either a sine or a cosine, leaving us with the fermion
tower equations
χ(x, y) =
∞∑
n=0
Bn cos
ny
L
χn(x), (5.20)
ψ(x, y) =
∞∑
n=1
Cn sin
ny
L
ψn(y). (5.21)
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As previously mentioned, this allows for a trivial 0 mode for the LH component
(i.e. a massless mode), while the RH component starts at n = 1 inducing the mass
separation of ∼ 1/L. In essence, orbifolding has allowed us to obtain a chiral theory
from an intrinsically non-chiral one.
5.1.2 Fermions in a Warped Extra Dimension
First off, we introduce the AdS5 metric and the general form of an action written
within this background. The AdS5 metric that satisfies Einstein’s equations, has
the general form
ds2 = e−2σηµνdxµdxν + dy2, (5.22)
where σ = k|y| is the warp factor, 1/k is the AdS5 curvature radius, ηµν =
diag(−,+,+,+) is the 4D Minkowski space-time metric, and xµ are the 4D co-
ordinates along with y which is the 5th dimensional coordinate. This can be recast
in terms of the conformal coordinate z, which is defined as
z = eky, (5.23)
under the equivalent domain z ∈ [1, zL] ≡ [1, ekL]. Using the conformal coordinate
form, the AdS5 metric takes the form
ds2 =
1
z2
(
ηµνdx
µdxν +
dz2
k2
)
. (5.24)
Preparing our AdS5 action, we note that in contrast with the flat extra dimensional
case, the fermionic warped action has an additional piece consisting of the spin-
connection, which is manifest via the covariant derivative
DµΨ =
(
∂µ +
1
4z
γµγ5
)
Ψ. (5.25)
γµ, γ5 are the usual 4D Dirac matrices in the chiral representation, and D5Ψ = ∂5Ψ.
In addition we have another complexity arising from the gamma matrices in warped
space ΓM required to form a 5D Lorentz invariant with the covariant derivative DM .
These are related to their 4D counterparts via the vielbeins eMa ,
ΓM = eMa γ
a, (5.26)
which relate the flat space metric to the curved AdS5 metric via eMa η
abeNb = g
MN .
One can show that the vielbeins can be expressed as eMa = δ
M
a /z [109]. With this in
142 Chapter 5. Flat & Warped Extra Dimensions
mind we move on to writing down the symmetric action for a 5D fermion in warped
space. The most general expression is
S =
∫
d5x
√
g
(
i
2
ΨΓMDMΨ− i
2
DMΨΓ
MΨ−mΨΨ
)
. (5.27)
where we’ve introduced a 5D mass term m, and the action is weighted by the
metric determinant
√
g = 1/(z)5. Plugging in the explicit forms of the vielbeins,
and expressing everything in terms of the conformal coordinate, we get the form of
the action
S =
∫
d5x
(
1
z
)4
Ψ
(
i/∂ + iγ5k
(
∂z − 2
z
)
− c
z
k
)
Ψ, (5.28)
where we’ve introduced c = m/k, and ∂5 = ∂y = kz∂z. To derive the equations
of motion for ψ, χ, we can perform an analogy to the flat dimensional case, and
rewrite the action in terms of the Weyl components
S =
∫
d5x
1
z4
(
−iχ σµ∂µχ− iψσµ∂µψ + k
2
(
ψ
↔
∂ z˜χ− χ
↔
∂ z˜ψ
)
+
c
z
k(ψχ+ χψ)
)
,
(5.29)
where ∂z˜ = ∂z − 2/z. Note that this time around we have the conformal coordinate
z present in the mass term, which will get an additional contribution from the
2/z arising from the extra dimensional derivative. Performing the variation of the
action we get the warped AdS5 bulk equations of motion
− iσµ∂µχ(x, z)− k∂zψ(x, z) + kc+ 2
z
ψ(x, y) = 0,
− iσ∂µψ(x, z) + k∂zχ(x, z) + kc− 2
z
χ(x, z) = 0.
(5.30)
Analogous to the flat dimensional case we expand the bulk fields as a sum of 4D
eigenmodes,
χ(x, z) =
∞∑
n=1
gn(z)χ(x), ψ(x, z) =
∞∑
n=1
fn(z)ψ(x), (5.31)
which in turn will satisfy the corresponding 4D Dirac equations of motion,
− iσµ∂µχn(x) +mnψn(x) = 0,
− iσµ∂µψn(x) +mnχn(x) = 0.
(5.32)
Substituting in the eigenmode decomposition into the bulk equations of motion
we get our profile equations for the LH, and RH towers,
∂fn(z)
∂z
+
mn
k
gn − c− 2
z
fn = 0,
∂gn(z)
∂z
− mn
k
fn +
c+ 2
z
gn = 0.
(5.33)
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We now take the 2nd derivative, perform the corresponding substitutions and in
turn decouple the two into Bessel equations (see Appendix A.1 for an overview).
These in turn can be written in the standard form of Eqn. (A.16) as
∂2fn
∂z2
+
1− 2 · 52
z
∂fn
∂z
+
{(mn
k
· 1 · z1−1
)2
+
(
5
2
)2 − 1 · (c− 12)2
z2
}
fn = 0,
∂2gn
∂z2
+
1− 2 · 52
z
∂gn
∂z
+
{(mn
k
· 1 · z1−1
)2
+
(
5
2
)2 − 1 · (c+ 12)2
z2
}
gn = 0.
(5.34)
Therefore the above admit the general solutions
fn(z) = z
5/2
[
AnJ(c− 1
2
)
(mn
k
z
)
+BnY(c− 1
2
)
(mn
k
z
)]
, (5.35)
gn(z) = z
5/2
[
CnJ(c+ 1
2
)
(mn
k
z
)
+DnY(c+ 1
2
)
(mn
k
z
)]
. (5.36)
We note that by performing the c − 1/2 → c + 1/2 transformation for gn we
recover fn, and therefore only focus on the latter. We can reparametrize fn as
fn(z) =
z5/2
Nn
[
J(c− 1
2
)(λnz) + b(c− 1
2
)(λn)Y(c− 1
2
)(λnz)
]
, (5.37)
where we’ve introduced the notation λn = mn/k, and we’ve traded An, Bn in favour
of the normalisation constants Nn and b(c− 1
2
)(λn). In this form, Nn is now fully
determined by the extra dimensional normalisation condition
∫
dz
z χnχm = δnm as,
N2n =
∫ zL
1
dzz2
[
J(c− 1
2
)(λnz) + b(c− 1
2
)(λn)Y(c− 1
2
)(λnz)
]2
. (5.38)
Similarly, the form of b(c− 1
2
)(λn) is determined by the boundary conditions at z =
1, zL. For example, suppose that ψ obeys Dirichlet boundary conditions at both
ends of the interval. This implies fn = 0
∣∣
z=1,zL
, and more specifically b(c− 1
2
)(λn) at
z = 1 takes the form
b(c− 1
2
)(λn) = −
J(c− 1
2
)(λn)
Y(c− 1
2
)(λn)
. (5.39)
Plugging it all back into fn and requiring fn = 0
∣∣
z=zL
, we now get the quantisation
condition for λn
Y(c− 1
2
)(λn)J(c− 1
2
)(λnzL)− Y(c− 1
2
)(λnzL)J(c− 1
2
)(λn) = 0. (5.40)
The above therefore determines the mass spectrum for ψ. The mass quantisation
of the KK towers is therefore determined by the zeros of Eqn. (5.40), where the
nth mode has a mass mn = λnk. Similarly, for a fermion obeying a von Neumann
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boundary condition, the above holds with the only difference arising in b(c− 1
2
)(λn)
which now becomes
b(c− 1
2
)(λn) = −
(c− 12)J(c− 12 )(λn) + λnJ
′
(c− 1
2
)
(λn)
(c− 12)Y(c− 12 )(λn) + λnY
′
(c− 1
2
)
(λn)
. (5.41)
We can approach the entire problem in a similar, more efficient way, along the
lines outlined by the method in [115]. We start off by performing the redefinition
Ψˆ = z−2Ψ, which allows us to rewrite the AdS5 fermion action as
S =
∫
d4x
∫ zL
1
dz
k
(
χˆ ψˆ
)(−kDz−(c) σµ∂µ
σµ∂µ −kDz+(c)
)(
χˆ
ψˆ
)
, (5.42)
where we have expressed everything in terms of the chiral representation of γ5, and
we’ve defined Dz±(c) = ± ddz + cz . The bulk equations of motion now take the form
−kDz−(c)ψˆ(x, z) + σµ∂µχˆ(x, z) = 0, (5.43)
−kDz+(c)χˆ(x, z) + σµ∂µψˆ(x, z) = 0. (5.44)
After plugging in the appropriate 4D Dirac decomposition relationships, we obtain
the analogous 1st order coupled equations of motion
Dz−(c)fˆn(z) =
mn
k
gˆn(z), (5.45)
Dz+(c)gˆn(z) =
mn
k
fˆn(z), (5.46)
where in contrast to Eqns. (5.33), the factor of −2/z is missing due to our field
redefinition. The above can be treated as a set of coupled eigenvalue equations with
boundary conditions at z = 1, zL. We can postulate a basis function ansatz based
on their ± boundary conditions at zL, and then choose the appropriate functions
based on the actual fields in the theory and their concrete transformation properties
under Z2. The ansatz can be formulated based on the form of the solutions that
we’ve previously derived. Namely we define the auxiliary function
Fα,β(u, v) = Jα(u)Yβ(v)− Yα(u)Jβ(v), (5.47)
that is the foundation of our ansatz. To this extent we define 4 basis functions cor-
responding to LH/RH spinors that obey either von Neumann or Dirichlet boundary
conditions. Depending on the handedness of the fermionic field, we label functions
that obey von Neumann boundary conditions as CL,R, and Dirichlet as SL,R. The
5.2. Stepping Stones 145
basis functions are then defined in line with the authors in [115], and have the form
CL(z;λ, c) = (+)
pi
2
λ
√
zzLFc+ 1
2
,c− 1
2
(λz, λzL),
SL(z;λ, c) = (−)pi
2
λ
√
zzLFc+ 1
2
,c+ 1
2
(λz, λzL),
CR(z;λ, c) = (−)pi
2
λ
√
zzLFc− 1
2
,c+ 1
2
(λz, λzL),
SR(z;λ, c) = (−)pi
2
λ
√
zzLFc− 1
2
,c− 1
2
(λz, λzL).
(5.48)
It can be shown that the ansatz solutions, at z = zL, obey the relations
CL(z) = CR(z) = 1
∣∣∣∣
z=zL
, SL(z) = SR(z) = 0
∣∣∣∣
z=zL
, (5.49)
and transform under the action of the covariant derivative as
Dz+(c)
(
CL
SL
)
= λn
(
SR
CR
)
, Dz−(c)
(
CR
SR
)
= λn
(
SL
CL
)
. (5.50)
We note, that this is effectively the formalised version of the previously derived
general solution with the boundary conditions at zL automatically incorporated,
and adapted for the different boundary conditions corresponding to either LH/ RH
modes. Lastly we note, that the explicit power of z in this derivation is different,
since we have absorbed a factor of z2 in our redefinition of the fields.
5.2 Stepping Stones
We now have all the necessary tools in order to analyse the 6D SO(11) GHGUT
presented in [116, 117]. This will entail exploring and enlarging the viable parameter
space via evolutionary algorithms. We will then examine the Higgs and exotic
phenomenology of the model, along with checking the consistency between the UV
to the IR phases of the theory via renormalisation group equation runnings within
4D and 5D approximations.
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Chapter 6
SO(11) GHGUT - The Model
The following chapter is a review of the model presented in Refs. [116, 117]. We will
briefly look at the torus compactification, and move on to examine the 6D hybrid
space time of the model, consisting of extra warped and flat dimensions.
We then proceed to discuss the overall layout of the model consisting of the
matter content and placement within the branes or bulk, the symmetry breaking
mechanisms and the determination of the effective potential via the various extra
dimensional equations of motion. We finish off by highlighting the relevant relations
for our analysis in Chapter 7.
6.1 6D Orbifold Compactification
In the following section we will briefly review the construction of the T 2/Z2 orbifold,
following the prescription outlined in [73]. We start off with our extra dimensional
space. With two extra dimensions, the simplest obtainable compactification is a
torus T 2. The torus can be described by a complex variable z ∈ C as
z = x5 + ix6, (6.1)
where x5, x6 are the coordinates along the two ~e1, ~e2 directions.
To form the torus, analogous to the circle, we can compactify two dimensions,
by identifying points under the two corresponding translations T1,T2 associated
with ~e1, ~e2. Under the two, we identify a point z1 with z2 as
z1 → z2 = z1 +m~e1 + n~e2, (6.2)
wherem,n,∈ N. We can now “unfold” the torus, making it topologically equivalent
with a rectangular lattice with the ends identified with each other. To this extent,
we normalise the unit vectors to
|~e1| = 2piR5, |~e2| = 2piiR6, (6.3)
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where R5, R6 are the radii of the torus (see Fig. 6.1a).
~e1
~e2
z = 0 z = 2piR5
z = 2piiR6 z = 2piR5 + 2piiR6
z1
m~e1
n~e2
(a) Rectangular lattice view of the torus T 2,
where the edges and corners are identified
with each other. The length of each side is
given by the respective unit vectors |~e1| =
2piR5, |~e2| = 2piiR6. A torus identification
z1 → z1+m~e1+n~e2 is equivalent with the red
rod identifying itself where the translations
correspond to m,n integral lattice transla-
tions.
~e1
~e2
z = 0
x5 = piR5
x6 = ipiR6
(b) The Z2 identification of the T 1 torus re-
sults in the T 1/Z2 orbifold. The identifi-
cation is performed by “folding” the lattice
along the two directions ~e1, ~e2 in line with the
complex identification z → −z. The result-
ing manifold is equivalent to a pillow (dark
shaded grey area) with fixed points denoted
by the red squares.
Figure 6.1: Diagrammatic views of the torus as a lattice, and the orbifolding pro-
cedure resulting in T 2/Z2.
To form the T 2/Z2 orbifold, we perform the Z2 identification
z1 → −z2, (6.4)
or equivalently in the (x5, x6) plane x5 → −x5, x6 → −x6. The orbifolding proce-
dure is shown diagrammatically in Fig. 6.1b, and it transforms our lattice into a
“pillow” with fixed points at
{z = 0, z = piR5, z = ipiR6, z = piR5 + ipiR6} . (6.5)
Similar to the 5D case, we impose consistency conditions between the transla-
tions and reflections. These in turn carry over to the fields, and define how they
transform. This is specified by the forms of the translational and reflection matrices
U1, U2, Z, as
U1Z = ZU
−1
1 , U2Z = ZU
−1
2 , U1U2 = U2U1. (6.6)
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Analogous to the 5D case, since Z2 is a reflection, we require Z2 = 1. We note that
we can break down the reflection in terms of the x5, x6 coordinates, and can combine
them with each of the translational directions to form reflections around the mid
points. Therefore we can form four parity transformations Pj , j = 0, 1, 2, 3, linked
by a consistency constraint. This in turn allows us to treat the two dimensions
separately, which will prove useful as we will see in the next section.
6.2 6D Spacetime and Gauge Symmetry
The model we are going to explore in this Chapter was introduced in [116], and is
formulated on a hybrid 6D compactified space. The 6D space-time in the model is
described by the generalised Randall-Sundrum metric [117, 118]
ds2 = e−2σ(y)(ηµνdxµdxν + dν2) + dy2, (6.7)
which is defined in terms of the two compactified coordinates ν, y, the warp factor
along the 5th dimension e−2σ(y), and the flat 4D Minkowski space-time metric
ηµν = diag(−1,+1,+1,+1). The two compactified coordinates are identified as the
Electroweak (EW) coordinate y ∈ [0, L5], and the GUT coordinate ν ∈ [0, 2piR6].
Note that both compactified dimensions are defined on the circle S1, where L5, R6
are the respective radii. We further note that L5 has factor of 2pi absorbed into its
definition.
The warp factor σ(y) = k|y| is subject to the periodic boundary conditions and
obeys the end interval conditions
σ(y) = σ(−y) = σ(y + 2L5), (6.8)
where we have introduced the AdS5 curvature k.
We identify two spacetime points via a Z2 transformation as (xµ, y, ν) →
(xµ,−y,−ν), under which the defining manifold of the theory has the topology
of theM4× (T 2/Z2) orbifold. This space-time has two fixed points at y = {0, L5},
with an anti-de-Sitter bulk and a cosmological constant of Λ = −10k2. At the fixed
points, we have 5D branes with a M4 × S1 topology. We depict the orbifold in
Fig. 6.2, along with the various gauge breaking assignments.
We can rewrite the metric in terms of the conformal coordinate z defined as
z = eky, (6.9)
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M4 × S1
M4 × S1
〈Φ〉
SO(11)→ SU(5)
GPS ∩GSM
SO(11)
0 L5
y
Figure 6.2: M4 × (T 2/Z2) orbifold with 5D branes with a M4 × S1 topology
at y = 0, L5. y corresponds to the warped coordinate, and the 5D branes have
the extra dimensional flat coordinate corresponding to ν ∈ [0, 2piR6]. The blue
labels represent the SO(11) symmetry in the 6D bulk, the same manifest UV brane
symmetry, and with the effective Pati-Salam (PS) projection that results from the
parity assignments intersection GPS ∼ SO(6)× SO(4) = SO(10)∩ SO(7)× SO(4).
The red labels represent the 5D SO(11) spinor scalar field Φ32 that breaks the UV
brane symmetry down to SU(5) via a Higgs mechanism, which in turn project the
IR brane PS symmetry down to the SM.
where z has the definition domain of z ∈ [1, zL] defined by zL = ekL5 . In terms of
the conformal coordinate, the 6D metric now becomes
ds2 =
1
z2
(
ηµνdx
µdxν + dν2 +
dz2
k2
)
. (6.10)
In terms of the new compactified coordinates z, ν, we have two associated mass
scales
mKK5 =
pik
zL − 1 , mKK6 =
1
R6
, (6.11)
which are defined in terms of the 1st non-zero solution of the photon tower and the
1st non-zero mass mode along the GUT coordinate. Since mKK5 is associated with
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the EW scale, it will be of the order a few TeV, and mKK6 will define the GUT scale
MGUT. The mass scales for the different fields will be set by their various parity
assignments along either z or ν. Throughout this work we assume that there is a
large mass gap between the two with mKK6  mKK5 , where for a rough qualitative
measure we take MGUT ∼ 1016 GeV.
Moving on to the parity transformations, on the T 2/Z2 orbifold, we can define
four reflections Pj , j = {0, 1, 2, 3}. We note that out of the four, only three are
independent, where they obey the consistency constraint
P3 = P2P0P1 = P1P0P2. (6.12)
In addition, in line with the authors in Ref. [116], we adopt the following sim-
plification,
P0 = P1, P2 = P3, (6.13)
which is introduced to avoid the presence of light exotic fermions. Note that this
was an issue with an early attempt at formulating a SO(11) model in a AdS5
background[115].
The forms of orbifold boundary conditions Pj act to reduce the SO(11) gauge
symmetry as
SO(11)
P0=P1−−−−→ SO(4)× SO(7), (6.14)
SO(11)
P2=P3−−−−→ SO(10). (6.15)
The explicit form of the parity assignment acting on the vector representation of
SO(11) is
P vec0 = P
vec
1 = diag(14,−17), P vec2 = P vec3 = diag(110,−11). (6.16)
Similarly from of the parity transformations acting on the spinorial representations
P spj is expressed as the outer products
P sp0 = P
sp
1 = 12 ⊗ σ3 ⊗ 18, P sp2 = P sp3 = 116 ⊗ σ3. (6.17)
Note that in order to achieve the desired symmetry breaking pattern, the forms
of Pi are chosen such that the surviving gauge symmetry is dictated by [T a, Pi] =
{T aˆ, Pi} = 0, where T a represent the generators of the unbroken symmetry and
T aˆ represent the broken generators. To find the spinorial forms of P spj , one needs
the appropriate generator representations T asp which analogously define the same
relations [T asp, P
sp
i ] = {T aˆsp, P spi } = 0.
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A useful tool that we will use to inspect the symmetry breaking, consists of the
5D, and 6D translations U5, and U6 which are related to the parity transformations
via the consistency conditions
U5 = P0P1 = P3P2, U6 = P2P0 = P3P1. (6.18)
6.3 Matter Content
The matter content of the model consists of 6D and 5D fields. The following sec-
tion will be an overview of what fields are present in the model along with their
transformation rules and decompositions under the different boundary conditions
specified by the isometries.
6.3.1 6D Fields
Starting of with the SO(11) bulk gauge bosons AM (x, y, ν), they transform under
Pj as the adjoint representation, as
Aµ
Ay
Aν
 (x, yj − y, νj − ν) = P vecj

Aµ
Ay
Aν
 (x, yj + y, νj + ν)(P vecj )−1. (6.19)
Next, we have a set of SO(11) bulk Dirac spinors in the 32 spinorial represen-
tation Ψα32(x, y, ν) where α = {1, 2, 3, 4} corresponds to a generational index. The
index corresponds to two subsets α = {1, 2, 3} and α = {4}, which contain the three
generations of the SM quarks and leptons, with the latter being introduced to ensure
6D anomaly cancellation, and will show up phenomenologically as a “dark fermion
multiplet”. Note that this is analogous to its namesake counterpart presented in
the SO(5)× U(1) gauge-Higgs unification model in [119].
The Ψα32(x, y, ν) spinor fields transform under the boundary conditions Pj as
Ψα32(x, yj − y, νj − ν) = ηαj (−iγ5γ6)P spj Ψα32(x, yj + y, νj + ν)
≡ ηαj (γ)P spj Ψα32(x, yj + y, νj + ν)
= ηαj (γ
5
4Dγ
7
6D)P
sp
j Ψ
α
32(x, yj + y, νj + ν)
= ηαj (γ
7
6Dγ
5
4D)P
sp
j Ψ
α
32(x, yj + y, νj + ν),
(6.20)
where ηαj = ±1 are the parity assignments that are used to ensure anomaly can-
cellation, γa, a = {1, . . . , 6} are the 6D Dirac matrices, which satisfy the Clifford
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algebra anticommutation relations related to the 6D flat Minkowski metric as
{γa, γb} = 2ηab = 2diag(−11,15), (6.21)
and we have introduced γ54D = 12 ⊗ σ3 ⊗ 12 , γ76D = 14 ⊗ σ3 which determine the
parity even/odd decomposition eigenmodes.
To ensure anomaly cancellation, we have η1,2j = −1, η3j = +1, and η40,2 = −η41,3 =
1, which leads to the parity assignment for 4D LH and RH modes in Ref. [116]. This
assignment corresponds to the “Weyl condition”, which translates to ±1 eigenvalues
corresponding to γ76D for α = 1, 2 and α = 3, 4 respectively. These resulting fields
are referred to as “6D Weyl fields” which is a bit improper since for D = d+4, d ≥ 1
the lowest irreducible representation for the Lorentz algebra is no longer the chiral
Weyl spinor but rather the Dirac spinor. This is due to the automatic inclusion of
γ5 in the Lorentz algebra for d ≥ 1. In other words all bulk fields need to come
as Dirac rather than Weyl, but for all intents and purposes we can treat them as
“bulk Weyl” after we’ve made the γ76D identification. To this extent, the SO(11)
Dirac spinor representation Ψ32 decomposes under SO(10) and has the following
γ(±) decomposition
Ψ32D =
(
ψ16D
ψ16D
)
, γ(+) :
(
ψ16D
0
)
∼

16L
16R
0
0
 , γ(−) :
(
0
ψ16D
)
∼

0
0
16R
16L
 .
(6.22)
Next off, we have the 6D SO(11) vector 11 bulk Dirac fermions
Ψβ11(x, y, ν),Ψ
′β
11(x, y, ν), where β = 1, 2, 3 is a generational index. Under the afore-
mentioned boundary conditions the vector fields transform as
Ψ
(′)β
11 (x, yj − y, νj − ν) = η(
′)β
j (−iγ5γ6)P vecj Ψ(
′)β
11 (x, yj + y, νj + ν), (6.23)
where the η parity assignments are ηβ0,1 = −ηβ2,3 = −1 for Ψβ11, and similarly
η
′β
0,1 = −η
′β
2,3 = −1 for Ψ
′β
11. Under SO(10), the SO(11) vector representation 11
decomposes as
11
SO(10)∼ 10⊕ 1. (6.24)
Note that these fields are introduced to ensure that the mass degeneracy between
the various fermionic fields arising from the GUT structure is lifted (which will be
achieved via brane interactions between the 6D bulk fields and brane confined 5D
fields), along with ensuring the 6D anomaly cancellation.
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6.3.2 5D Fields
In addition to the 6D bulk fields we have 5D fields, which are confined on the 5D UV
brane at y = 0. First off, we have the SO(11) scalar Φ32(x, ν) in the 32 spinorial
representation, which transforms only under P sp0,2, since it is confined on the UV
brane on which the parity assignment associated with the GUT direction acts on.
The form of the transformation is
Φ32(x, νj − ν) = ηjP spj Φ32(x, νj + ν), (6.25)
where the η assignments are η0 = −η2 = −1.
Note that the role of the Φ32 field is to introduce the SO(11)→ SU(5) breaking
on the UV brane by developing a non-trivial VEV along the SU(5) direction. This
in turn will reduce GPS → GSM on the IR brane via the introduction of effective
Dirichlet boundaries. We will review this in further detail in a following section.
Finally, we have the SO(11) brane symplectic Majorana fermions χβ1(x, ν), where
β = 1, 2, 3 is a generational index. The fields transform under the aforementioned
boundary conditions as
χβ1(x, νj − ν) = (−iγ5γ6)χβ1(x, νj + ν). (6.26)
In addition χβ1 satisfy the 5D symplectic Majorana condition χ
C = χ˜, χ˜ ≡ iγχ
where γ ≡ γ54Dγ6.
Note that the purpose of χβ1 is to implement the extra dimensional see-saw
mechanism presented in [117].
6.4 Parity Assignments
In the following section we review the field parity assignments relevant for our
analysis. For a complete listing of the fields’ parity assignments see Tabs.1-4 in
Ref. [116]. Out of them we mention the component decomposition under GPS that
have 0 modes related to the 6th dimension and/or the 5th.
6.4.1 Gauge Fields
The boundary conditions are chosen such that (P0, P2) = (P1, P3), and the transla-
tional parity assignments U5,6 are defined by the consistency conditions as
U5 = P1P0 = P3P2 = P
2
0 = 1, and U6 = P2P0 = P3P1. (6.27)
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Since U5 = 1 is trivial, the 0 modes along the 5th dimension are fully specified
by the P0, P2 parity assignments, where the eigenvalues correspond to either von
Neumann (N) or Dirichlet (D) boundary conditions. For the 6th dimension, since
U6 = P2P0 we can check if a component has 0 modes by inspecting if the product
U6 is even or odd.
E.g. suppose we have a set fields that we attribute the following assignments
(+,+), (−,+), (−,−) under (P0, P2) = (P1, P3). Then:
• (+,+) has 0 modes in both directions since both parity assignments are (+).
• (−,+) doesn’t have a 0 mode along the 6th dimension since P2P0 = P3P1 =
(−)× (+) = (−), and does not have a 0 mode along the 5th dimension since
it has mixed boundary conditions (P0, P2) = (P1, P3) ∼ D,N .
• (−,−) has 0 modes along the 6th dimension since P2P0 = P3P1 = (−)×(−) =
(+) but does not have any along the 5th dimension since it has Dirichlet
boundary conditions (P0, P2) = (P1, P3) ∼ D,D.
Under the boundary conditions specified in Sec. 6.2, the following gauge fields
have 0 modes along the 5th and 6th dimensions. Note that this is in the absence
of brane mass terms. The final towers are fully determined after Φ32 acquires a
VEV and causes SO(11) → SU(5) symmetry breaking on the UV brane. We list
the gauge fields in terms of their xµ, y, ν components, that arise from the various
gauge decompositions originating from the original SO(11) gauge bosons.
• Aµ components: Under GPS = SU(4)C × SU(2)L × SU(2)R, the following
decompositions have 0 modes:
(1,3,1), (1,1,3), (15,1,1). (6.28)
Note that in the original paper the authors have chosen to label GPS as
SU(2)L × SU(2)R × SU(4)C , which under our convention translates as the
right-permutation of the original notation.
• Ay components: Under GPS, the following components have 0 modes:
(1,2,2). (6.29)
The above is identified as the Higgs that results from the Hosotani mech-
anism. It is responsible for the GSM → SU(3)C × U(1)EM EW symmetry
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breaking. Within the Hosotani breaking mechanism, the Higgs corresponds
to the Wilson line phase in the extra dimension which has its gauge symme-
try determined by the coset (SO(11)/GPS) ∼ (SO(5)/SO(4)). The (1,2,2)
representation transforms under the coset symmetry as a SU(2) isodoublet.
Note that throughout this report we refer to the warped component as either
Ay or Az, where the latter corresponds to the conformal coordinate notation.
• Aν components: Under GPS, the (1,2,2) field has 0 modes for both the 6th
and 5th dimension. Note that even though this is identical to the Ay compo-
nent in terms of the gauge group behaviour, it gains a large mass correction
from its coupling to the brane VEV 〈Φ32〉. This in turn gives the Aν compo-
nents masses of order O(MGUT), leaving only the Ay field to be identified as
the Higgs.
6.4.2 Spinor Fields
Moving on to the spinor fields. Under ηαj γP
sp
j , for α = 1, 2, 3, 4 and j = 0, 1, 2, 3
the spinor fields have a set of parity assignments dictated by(
P sp2 P
sp
3
P sp0 P
sp
1
)
, (6.30)
where the matrix placement is just a choice in notation and has no intrinsic structure
or symmetry. The transformation laws under Z2 are determined by the values of
ηαj along with (P
sp
0 , P
sp
2 ) = (P
sp
1 , P
sp
3 ). These discriminate between α = 1, 2, 3 and
α = 4, giving the P˜j “effective projections”
For α = 1, 2, 3
(
P˜2 P˜2
P˜0 P˜0
)
where P˜2 = η
α
j γP2 P˜0 = η
α
j γP0, (6.31)
For α = 4
(
P˜2 −P˜2
P˜0 −P˜0
)
where P˜2 = η
4
0γP2 P˜0 = η
4
0γP0. (6.32)
Since the combination of Pi’s reduce the SO(11) down to GPS on the IR brane,
the ±1 parity assignments determine the GPS spinorial decomposition, which will
in turn provide the parity assignment for the fields under the GSM decomposition.
E.g. for the γ(+) assignment, the decomposition of Ψ32 Dirac spinor under
SO(11)→ SO(10)→ GPS → GSM breaking chain follows
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32D →
(
16D
16D
)
γ(+)∼

16L
16R
0
0
→


(4,2, 1)L
⊕
(4, 1,2)L


(4,2, 1)R
⊕
(4, 1,2)R

0
0

→


(1,2,−12) =
(
ν
e
)
L
⊕
(3,2, 16) =
(
u
d
)
L

⊕

(3, 1, 13)
⊕
(3, 1,−23)
 =
(
dˆ
uˆ
)
L
⊕
(1, 1, 1)
⊕
(1, 1, 0)
 =
(
eˆ
νˆ
)
L

...

(6.33)
Following the above chain, by inspecting how the ηαj γP
sp
j act on the Pati-Salam
subspace, we get the same parity assignment for the SM subspace as the Pati-Salam
states. E.g. in the above (4,2, 1)L has a (+)ve assignment under P0, P1, P2, P3,
which implies
(
ν
e
)
L
,
(
u
d
)
L
have (+)ve assignments under P0, P1, P2, P3. Similarly,
(4, 1,2)L has a (−)ve assignment under P0, P1, and a (+)ve assignment under P2, P3
which implies
(
dˆ
uˆ
)
L
,
(
eˆ
νˆ
)
L
have (−) under P0, P1, and (+) under P2, P3.
Note that the RH spinors have the opposite assignments to the ones assigned to
the LH spinors, since ∂5, ∂6 transform as −∂5,−∂6 under the corresponding parity
transforms (see Chap. 5).
To check if a decomposition has 0 modes along either the 5th or the 6th di-
mension we employ a similar method that we used to determine the gauge field
decompositions. We have an additional complexity arising from the addition of the
η’s, where we have to check for the y direction by multiplying the effective parity
assignments instead of the raw assignments, since they no longer trivially commute.
E.g. suppose we have a set of fields which have the “effective” assignments(
+ +
+ +
)
,
(
− −
− −
)
,
(
+ +
− −
)
and
(
− +
− +
)
, then:
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•
(
+ +
+ +
)
has 0 modes along the 5th dimension, and the 6th.
•
(
− −
− −
)
has 0 modes along the 6th dimension, and does not have 0 modes
along the 5th dimension since it has Dirichlet boundary conditions.
•
(
+ +
− −
)
has 0 modes along the 5th dimension since (+) · (+) = (−) · (−) =
(+), and does not have 0 modes along the 6th dimension since (+) · (−) =
(+) · (−) = (−).
•
(
− +
− +
)
does not have 0 modes along the 5th dimension since (−) · (+) =
(−) · (+) = (−), but has 0 modes along the 6th dimension since (−) · (−) =
(+) · (+) = (+).
Under the aforementioned boundary conditions the following GPS components
have 0 modes along both the 5th and 6th dimensions (a priori to the brane inter-
actions) that originate from the Ψα32 fields
(4,2, 1)L,R, (4, 1,2)L,R, (6.34)
where for α = 1, 2, 3.
Similarly, the following components have 0 modes along the 6th dimension but
not along the 5th (i.e. mass ∼ O(mKK5))
(4,2, 1)L,R, (4, 1,2)L,R, (6.35)
where the above are all contained in Ψ432.
6.4.3 Vector Fields
The Ψβ11,Ψ
′β
11 Dirac vector fermions have the parity assignments η
β
j γP
vec
j , and
η′j
βγP vecj . Again we have the effective projections P˜j defined via P
vec
0 = P
vec
1 , P
vec
2 =
P vec3 and the η assignments,
For Ψβ11, β = 1, 2, 3 (P˜0, P˜2) where P˜0 = η
β
0 γP
vec
0 , P˜2 = η
β
2 γP
vec
2 ,
(6.36)
For Ψ′β11, β = 1, 2, 3 (P˜
′
0, P˜
′
2) where P˜
′
0 = η
′β
0 γP
vec
0 , P˜
′
2 = η
′β
2 γP
vec
2 .
(6.37)
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Completely analogous to the spinorial case the right handed assignments have
the signs flipped, and if we wanted to check which decomposition has 0 modes along
the 5th and/or 6th dimension, we perform the same check as with the gauge fields.
Under the aforementioned boundary conditions the following GPS components
of Ψβ11,Ψ
′β
11 have 0 modes along the 5th and 6th dimensions (a priori to brane
interactions):
(6, 1, 1)
(+)
R , (6, 1, 1)
(−)
L ⊂ Ψβ11, (6.38)
(1,2,2)
(+)
L , (1,2,2)
(−)
R , (1, 1, 1)
(+)
R , (1, 1, 1)
(−)
L ⊂ Ψ′β11. (6.39)
Note that the ± sign in the headers of the parity tables refer to the γ(±) eigenmodes.
6.5 Lagrangians
The matter fields interact via a set of bulk and brane Lagrangians. In the following
section we review the structure of the theory and highlight the relevant interactions.
6.5.1 Bulk Lagrangian
We start off with the gauge sector, which has the usual form for a Yang-Mills theory,
accompanied by a gauge fixing term and a ghost Lagrangian
SGaugeBulk =
∫
d6x
√− detG
{
−Tr
(
1
4
FMNFMN +
1
2ξ
(fgf)
2 + Lghost
)}
, (6.40)
where
√−detG = 1
kz6
is expressed in terms of the conformal coordinate z = eky,
where M,N = {0, 1, 2, 3, 5, 6}, and FMN ≡ ∂MAN − ∂NAM − ig[AM , AN ].
Using the background gauge method, the gauge field AM is split into a classical
and a quantum component as AM = AcM + A
q
M which are used to compute the
effective potential for the Wilson line phases. In addition, in line with the authors
in [116], we use the following gauge fixing and ghost terms
fgf = z
2
(
ηµνDcµAq +Dc6Aq6 + ξk2z2Dcz
(
Aqz
z2
))
, (6.41)
Lgf = c
(
ηµνDcµDc+qν +Dc6Dc+q6 + ξk2z2LDcz
1
z2
Dc+qz
)
c. (6.42)
ξ is the gauge fixing parameter, ηµν = diag(−1, 1, 1, 1) is the 4D Minkowski metric
and we have defined
DcMB = ∂MB − ig[AcM , B],
Dc+qM B = ∂MB − ig[AM , B],
where B ∈
{
Aqµ,
1
z2
Aqz, A
q
6, c
}
. (6.43)
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Moving on to the fermionic fields, the general action for a 6D Dirac fermion is
given by
S =
∫
d6x
√−detG Ψ [D(c)M + ickγ6]Ψ, (6.44)
where the covariant derivative is dependent on the vielbeins eMa , the spin connection
ωMbc, and the bulk mass parameter c, and has the explicit form
D(c) = γaeMa
(
∂M +
1
8
ωMbc[γ
b, γc]− igAM
)
− cσ′(y). (6.45)
Plugging in the fermionic fields Ψα32(x, y, ν),Ψ
β
11(x, y, ν) andΨ
′β
11(x, y, ν) we have
the resulting action
SFermBulk =
∫
d6x
√−detG
{
4∑
α=1
Ψα32D(cΨα32)Ψα32+
3∑
β=1
Ψβ11D(cΨβ11)Ψ
β
11 +
3∑
β=1
Ψ′β11D(cΨ′β11)Ψ
′β
11
 ,
(6.46)
where we’ve introduced the bulk mass parameters cΨα32 , cΨβ11
, c
Ψ′β11
corresponding to
the Dirac fermions in their respective representation along with the generational
index. Using the explicit form of the vielbeins, the covariant derivative becomes
D(c) = z
(
γµDµ + γ
6D6 − 5
2z
σ′γ5 + σ′γ5Dz + i
c
z
σ′γ6
)
. (6.47)
To more conveniently discuss the fermion mass spectra, we redefine our fields to
absorb powers of z as
Ψˇ ≡ 1
z5/2
Ψ. (6.48)
Plugging in the explicit form of
√−detG, along with the above field redefinition
and the explicit form of the covariant derivative from Eqn. (6.47) into Eqn. (6.46)
gives the simplified version of the fermion action
SFermBulk =
∫
d4x
∫ 2piR6
0
dν
∫ zL
1
dz
k
[
Ψˇ
α
32
(
γµDµ + γ
6D6 + σ
′γ5Dz + i
cΨα32
z
σ′γ6
)
Ψˇα32
+Ψˇ
β
11
(
γµDµ + γ
6D6 + σ
′γ5Dz + i
c
Ψβ11
z
σ′γ6
)
Ψˇβ11
+Ψˇ
′β
11
(
γµDµ + γ
6D6 + σ
′γ5Dz + i
c
Ψ′β11
z
σ′γ6
)
Ψˇ′β11
]
.
(6.49)
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6.5.2 Brane Lagrangians
The physical symmetry of the low energy theory on the IR brane is shaped by
the parity assignments, along with the Planck brane interactions between the Φ32
scalar field and the bulk gauge bosons which in turn affect the various mode de-
compositions. In addition we have the interactions between the brane symplectic
Majorana fermions that aim to recreate the neutrino spectrum. To this extent we
now review the UV brane actions, which either consists of couplings between the
5D fields or between 5D and 6D fields.
First off, we have the action of the 5D spinor scalar Φ32(x, ν) which is confined
to the 5D UV brane. Since the UV brane possesses a manifest SO(11) invariance,
the action for Φ32(x, ν) consists of the usual Higgs-like scalar potential
SBraneScalar =
∫
d6xδ(y)
{
−(DµΦ32)†(DµΦ32)− (DνΦ32)†(DνΦ32)
−λ(Φ†32Φ32 − |w|2)2
}
,
(6.50)
where |w| is the quartic coupling strength, and λ is the quadratic coupling strength.
We want to break the SO(11) gauge symmetry down to SU(5) such that we
induce ’effective Dirichlet’ boundary conditions for bulk fields. This has the con-
sequence of preventing the fields that transform under the broken set of genera-
tors from having 0 modes on the IR brane. The physical symmetry on the IR
brane will be dictated by the generators contained in both SU(5) and GPS, i.e.
SU(5) ∩GPS = GSM . Note that this is valid in the pre-Hosotani breaking phase.
To this extent one can break SO(10)→ SU(5) via 1+5 ∼ SU(5)×U(1)Z which
is contained in (4,1,2) ∼ GPS. This in turn is contained in 16 ∼ SO(10) which
finally, is contained in 32 ∼ SO(11). This has a spinorial decomposition under
SO(10) that goes as 32 → 16 ⊕ 16. To this extent the VEV structure of the
Φ32(x, ν) Higgs mechanism is
〈Φ32〉 =
(
〈Φ16〉
〈Φ16〉
)
, 〈Φ16〉 =

04
04
ν4
04
 , ν4 =

0
0
0
w
 , and 〈Φ16〉 = 0. (6.51)
Since we are working with a complex Higgs field, we want to introduce couplings
between the scalar field and the bulk fermions, which also will entail couplings
involving the conjugate representation of Φ. These entail couplings of the form
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(Γaξa)
∗, where ξa stands for a field in a generic spinorial representation, and Γa
is the matrix representation of the SO(11) Clifford algebra
{
Γa,Γb
}
= 2δab132.
Regarding the Clifford algebra, we note that we can define the conjugate Gamma
matrices, and the R matrix as
(Γa)∗ = (−1)a+1Γa = −RΓaR, (6.52)
R = Γ2Γ4Γ6Γ8Γ10 = −σ2 ⊗ σ3 ⊗ σ2 ⊗ σ3 ⊗ σ2 ≡ −Rˆ⊗ σ2. (6.53)
To this extent we introduce the ‘R transformed’ spinor scalar field Φ˜32:
Φ˜32 ≡ iRΦ∗32 =
(
−RˆΦ∗
16
RˆΦ∗16
)
, (6.54)
which in turn has the VEV structure
Rˆ〈Φ˜16〉 =

04
04
04
ν˜4
 , ν˜4 =

0
0
w∗
0
 and Rˆ〈Φ∗16〉 = 0. (6.55)
On the same 5D brane, we have the brane symplectic Majorana fermions
χβ1(x, ν), β = {1, 2, 3}, which are introduced to produce the 6D seesaw mechanism
[117]. Their self interaction is given as
SbraneMajorana =
∫
d6xδ(y)
{
1
2
χβ1 (γ
µ∂µ + γ
6∂ν)χ
β
1 −
1
2
Mββ
′
χβ1χ
β
′
1
}
, (6.56)
where Mββ
′
is a constant matrix.
Finally, we have the Lagrangians that specify the coupling between the bulk 6D
fermions and the 5D fields on the SO(11) brane which as previously mentioned,
induce the effective Dirichlet boundary conditions, and lift the mass degeneracy of
the quark and lepton sector on the IR brane. To this extent, the action consists of
SbraneΨΦχ =
∫
d6x
√−detG · δ(y)
{
8∑
i=1
Li
}
, (6.57)
which contains all the allowed couplings between Φ32,Ψ32,Ψ11 which are consistent
with gauge symmetry, parity assignments and keeping the action dimensionless. We
will now list the interactions.
For i = {3, 6} we have vector-vector interactions of the form
Li = −2ξββ
′
i (Ψ
i
11)
β(Ψi11)
β
′
, (6.58)
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where ξββ
′
i = {µββ
′
11 , µ
′ββ′
11 } are dimensionless couplings, and Ψi11 = {Ψ11,Ψ′11}.
Next up, for i = {1, 2, 4, 5} up we have spinor - scalar - vector interactions of
the form
Li = −ζαβi (Ψi32)αΓaΦi32(Ψi11)βa − (ζαβi )∗(Ψi11)βa(Φi32)†Γa(Ψi32)α, (6.59)
where ζαβi = {καβ, κ˜αβ, κ′αβ, κ˜′αβ} are couplings with mass dimensionM−1 , Ψi11 =
{Ψ11,Ψ11,Ψ′11,Ψ′11} , Ψi32 = {Ψ32,Ψ32,Ψ32,Ψ32}, Φi32 = {Φ32, Φ˜32,Φ32, Φ˜32}.
The i index specifies the field from each set, e.g. for i = 1 we have the term
καβ(Ψ32)
αΓaΦ32(Ψ11)
β
a .
Finally for i = {7, 8} we have the Majorana - scalar - spinor interactions
Li = −ιαβχ1β(Φi32)†(Ψ32)α − (ιαβi )∗(Ψ32)αΦi32χβ1, (6.60)
where ιαβ = {κ˜αβ1 , καβ1 } are couplings with mass dimension M−1, and Φi32 =
{Φ˜32,Φ32}.
We have mentioned that these couplings are responsible for lifting the mass
degeneracy which comes as a consequence of the gauge unification. The lifting
is due to the couplings on the SO(11) brane, which show up in the equations of
motion via a δ(y) function which indicates their confinement to the brane. The
brane interactions affect the boundary conditions at y = 0, which in turn show
up in the mass equations that determine the effective masses of the 0 mode in the
twisted gauge (will be covered in the Higgs section).
We now move on to describing the full symmetry breaking mechanism along with
how the VEV 〈Φ32〉 changes the physical spectrum on the IR brane by inducing
large masses to the components of SO(11)/SU(5).
6.6 Symmetry Breaking
The model’s symmetry breaking consists of 3 stages which act to break SO(11)
down to SU(3)C × U(1)EM on the IR brane. They act in the following order:
1) Symmetry breaking via orbifold parity assignments, which reduces the SO(11)
gauge symmetry to GPS on the IR brane.
2) Symmetry breaking via 5D brane interactions between the bulk gauge fields
and 〈Φ32〉, which reduce the SO(11) symmetry down to SU(5) on the UV
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brane. This in turn alters boundary conditions from von Neumann to effec-
tive Dirichlet which restricts the 0 mode spectrum on the IR brane to the
intersection SU(5) ∩GPS = GSM.
3) Hosotani breaking which acts as the electroweak symmetry breaking mecha-
nism, reducing GSM down to SU(3)C × U(1)EM.
6.6.1 Orbifold Breaking
As previously mentioned in Sec. 6.2, we have two parity assignments, which break
the SO(11) gauge symmetry down to two subgroups (corresponding to the maximal
subalgebras) as
P0 = P1 break SO(11)→ SO(10), (6.61)
P2 = P3 break SO(11)→ SO(7)× SO(4). (6.62)
The 5D brane at y = 0 possesses the intact full SO(11) symmetry, where the
brane at y = L5 has its symmetry dictated by the intersection of the breaking
assignments SO(10) ∩ SO(7) × SO(4) = SO(6) × SO(4) ' GPS (in effect due to
consistency conditions of the two translations). The Venn diagram of the common
symmetry group generator intersections is presented in Fig. 6.3.
The unbroken generators lie within the blue shaded region in Fig. 6.3 and are
fully determined by GPS generators. The broken generators are contained in the
white regions. These consist of
SO(11)/SO(10) =

SO(11)/ (SO(10) ∪ (SO(7)× SO(4)))
⊕
SO(7)× SO(4)/GPS
 '

SO(5)/SO(4)
⊕
SO(7)/SO(6)
 ,
(6.63)
SO(10)/GPS. (6.64)
In terms of the GPS components of the SO(11) adjoint representation 55, the
parity assignments clasifiy the components as either broken or unbroken as follows
Broken: (6, 1, 1) ∼ SO(7)/SO(6),
(1,2,2) ∼ SO(5)/SO(4),
(6,2,2) ∼ SO(10)/GPS,
(6.65)
Unbroken: (1,3, 1)⊕ (1, 1,3),⊕(15, 1, 1) ∼ GPS. (6.66)
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SO(11)
SO(10) SO(7)× SO(4)
SO(5)/SO(4)
SO(7)/SO(6)
GPS
Figure 6.3: SO(11) breaking diagram depicting the maximal subgroups SO(10)
and SO(7) × SO(4), their intersection SO(10) ∩ SO(7) × SO(4) = SU(4)C ×
SU(2)L×SU(2)R ≡ GPS highlighted in blue, and the different cosets SO(7)/SO(6),
SO(5)/SO(4) originating from the subgroup breaking.
The broken representations have parity assignments (−,+), (−,−), (+,−) for
the Aµ components whereas the unbroken ones have (+,+). Note that the Aν , Ay
components have opposite signs with respect to their Aµ counterparts under the Z2
transformations.
6.6.2 Brane gauge breaking via 〈Φ32〉
The purpose of the second stage of symmetry breaking is to reduce the Pati-Salam
symmetry down to the SM on the IR brane. This consists of introducing a Higgs
mechanism on the 5D UV brane and giving the 5D scalar field Φ32(x, ν) a VEV
along the SU(5) direction, which in term achieves the SO(11) → SU(5) breaking
on the UV brane. The breaking induces heavy masses on the UV brane, effectively
inducing Dirichlet boundary conditions for the SO(11)/SU(5) bulk gauge bosons
on the UV brane. This in turn affects the KK decomposition of the IR brane,
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reducing the 0 mode spectrum to the intersection SU(5) ∩GSM.
SO(11)
SO(10) SO(7)× SO(4)
SO(5)/SO(4)
SO(7)/SO(6)
GPS/GSM
∼ O(MGUT)
GSM
SU(5)
∼ O(MKK5)
∼ Massless
Figure 6.4: SO(11) breaking diagram after the introduction of the SU(5) UV brane
breaking. Fields invariant under GSM (represented as the green shaded region) have
massless modes, those corresponding to the coset GPS/GSM have masses of order
O(MKK5) (represented as the blue shaded region), and all the rest have masses of
order O(MGUT) (represented as the white region).
We can express the parity assignments for the gauge fields AM along the z
coordinate in terms of von Neumann (N) and Dirichlet (D) boundary conditions,
as
N :
∂
∂z
Aµ =
∂
∂z
(
1
z2
Az
)
=
∂
∂z
Aν = 0, (6.67)
D : Aµ = Az = Aν = 0, (6.68)
which are valid at z = 1, z = zL.
The VEV on the UV 5D brane induces mass terms of the form |gAµ〈Φ32〉2|,
and |gAν〈Φ32〉2| along the SU(5) direction which gives mass to all SO(11)/SU(5)
5D gauge bosons, to the Aµ, Aν components. Writing the bulk equation of motion
for either of the gauge field components, we see that the breaking induces a δ(y)
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function weighted by the VEV component w of 〈Φ32〉{
D(µ, y, ν)− g
2w2
2
δ(y)
}
Aµ−(1− 1
ξ
)∂µ(∂
νAν+∂νAν) =
(∑
Interaction Terms
)
,
(6.69)
where D(µ, y, ν) = ∂µ∂µ + eσ(y) ∂∂y
(
e−3σ(y) ∂∂y
)
+ ∂
2
∂ν2
.
Suppose we have an even parity assignment for some Aaµ component,
Aaµ(x,−y,−ν) = (+)Aaµ(x, y, ν). (6.70)
Under this parity assignment it follows that the ν component Aaν has odd parity, and
∂νAaν has even parity. With this in mind, we now want to find the A
a
µ component
behaviour close to y = 0 (due to our introduction of the δ(y)). This is done by
integrating Eqn. (6.69) along dy from [−, ], and taking the limit  → 0. This
results in the new modified boundary condition at y = 0
lim
→0
∂Aaµ
∂y
∣∣∣∣
y=
=
g2w2
4
Aaµ
∣∣∣∣
y=0
. (6.71)
Equivalently in terms of the conformal coordinate, as we approach z = 1 from the
positive direction, the above becomes
(
∂
∂z
−w)Aaµ = 0
∣∣∣∣
z=1+
, w =
g2w2
4k
. (6.72)
Since the mass dimensions of g, w are [g] =M−1, [w] =M3/2, where g is a 6D gauge
coupling, it implies in terms of natural scales that g ∼ √R6/k · g4D. Similarly
w is the VEV of a 5D field confined on M4 × S1, with its scale being set as
w ∼ 1/(R3/26 ). Therefore w is dimensionless and is of order O((MGUT)2/k2). In the
regime MGUT  k, w then acts as the infinite limit in which the above effectively
recreates a Dirichlet condition [109, 120, 121].
Therefore, by introducing the VEV 〈Φ32〉 we have effectively modified the Aaµ
gauge field component from a von Neumann boundary condition to an effective
Dirichlet condition (denoted as Deff). As a consequence the corresponding gauge
components, when projected to the 4D IR brane, no longer have a massless 0 mode
but have a low lying mode dictated by the z coordinate of the order O(MKK5).
In terms of the Aµ components that interest us, we have induced an effective
breaking that gives masses of the order O(MKK5) to fields with gauge components
transforming under the coset GPS/GSM. After this process, the only gauge fields
with allowed 0 modes for the µ components are those which are invariant under
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GSM (see Fig. 6.4 for a diagrammatic summary on the broken groups and their
mass scales).
In terms of the Aν components that interest us, we’ve given effective Dirichlet
conditions to the fields invariant under SO(5)/SO(4) which will no longer have a
massless 0 mode along the z dimension. This in turn has the effect that the IR Higgs
field will be fully identified as the Az component arising from Hosotani breaking.
6.6.3 Hosotani EW Breaking
The last stage of symmetry breaking, consisting of GSM → SU(3)C × U(1)EM, as
reviewed in Chapter 1, is induced by the Hosotani mechanism [122–124], and more
specifically by the Az component (1,2,2) ∼ GPS. From the point of view of the
gauge symmetry it behaves as the traditional Higgs SU(2)L iso-doublet since it
possesses non-trivial quantum numbers under the Pati-Salam group [125]. Note
that the Aν component with the same quantum numbers does not factor in the
Hosotani mechanism due to its different boundary conditions (see Tab. 5 in [116])
and due to the radiative corrections it receives.
The Aa,11z ∈ SO(5)/SO(4) components are physical degrees of freedom which
cannot be gauged away. The full 6D KK expansion for Aa,11z , a = {1, 2, 3, 4} is that
of a scalar field (see Ref. [112] for details) with (+,+) boundary conditions
Aa,11z =
1√
2piR6
(
uH(z) · φa(0)H (x) +
∞∑
n=1
φ
a(n)
H h
(+,+)
n (z)
)
, (6.73)
where uH(z) =
√
3
k(z3L−1)
z2. h(+,+)n (z) are the basis functions expressed in terms
of Bessel functions (see Appendix A.2 in [116]), which obey the orthonormality
conditions ∫ zL
1
dz
k
z
hn(z)hl(z) = δnl. (6.74)
φ
a(0)
H is identified as the EW Higgs doublet, where φ
1,2,3(0)
H are the degrees of freedom
absorbed by the W±, Z0 bosons and φ4(0)H plays the role of the dynamical Higgs.
The symmetry breaking is radiatively determined via the corresponding Wilson
line’s non-trivial effective potential Veff(θH).
Using the residual gauge invariance on the brane we can now perform a gauge
transformation that has the effect of inducing 〈θH〉 = 0. This in turn transforms the
boundary conditions Pi → P˜i, which reflects the physical symmetry of the theory via
the simultaneously commuting generators T a and the modified boundary conditions
P˜i.
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To this extent, we perform the gauge transform Ω(y) that has the effect of rotat-
ing the Wilson line phase θH expectation value to 〈θH〉 → 0, along with inducing
the new boundary conditions
Pi → ΩPiΩ†. (6.75)
Ω is quantified as (see Ref. [115])
Ω(y) = exp
[
i
gθHfH√
4piR6
∫ L
y
dyu˜H(y)T
4,11
]
= exp {iθH(z)T4,11} , (6.76)
where T4,11 is the corresponding SO(11) generator, u˜H(y) = kzuH(z), fH =√
6
g
√
2piR6k
z3L−1
and θH(z) = θH
z3L−z3
z3L−1
, for z ∈ [1, zL]. We refer to this as the twisted
gauge, under which the new boundary condition matrices become
P˜j = exp
{
2piiθHT
4,11
}
Pj , j = 0, 2, (6.77)
P˜k = Pk, k = 0, 2. (6.78)
Therefore, P˜0,2 = P˜1,3 act nontrivially on the 4 − 11 subspace via the θH expo-
nentiated matrix, where the boundary conditions for the vector subspace have the
explicit form,
P˜ vec0 =

 cos θH − sin θH
− sin θH − cos θH
 acting on the 4-11 subspace
13 acting on the 1, 2, 3 subspace
−16 acting on the 5, …, 10 subspace
(6.79)
P˜ vec2 =

 cos θH − sin θH
− sin θH − cos θH
 acting on the 4-11 subspace
19 otherwise
. (6.80)
Similarly, these are expressed in the spinorial representation as
P˜ sp0 =
(
± cos θH2 −i sin θH2
i sin θH2 ∓ cos θH2
)
, P˜ sp2 =
(
cos θH2 ∓i sin θH2
±i sin θH2 − cos θH2
)
, acting on
ψψˆ ,
(6.81)
where
(
ψ
ψˆ
)
refers to the SO(10) spinor decomposition 16 under GPS, and the upper
signs of (±), (∓) in the explicit forms act on the ψ components, where the lower
signs act on ψˆ.
170 Chapter 6. SO(11) GHGUT - The Model
6.7 EOMs, Veff(θH) & the Parameter Space
The following section will review the relevant fields to our analysis (those that
possess 6D n = 0 modes), along with highlighting some of the equations of motion
to showcase how the UV brane dynamics impact the spectrum decomposition on
the IR brane. We finish off by enumerating the relevant towers that contribute to
the Higgs effective potential.
6.7.1 Boson Equations of Motion
We now review the equations of motion for some of the relevant GSM towers, and
how they relate to the post electroweak breaking SU(3)C ×U(1)EM via the twisted
gauge imposed via the Hosotani mechanism. Throughout this subsection we will
only be looking at fields that have 6D n = 0 modes. To this extent we ignore the
GUT coordinate y in their decomposition. For a full treatment we refer the reader
to the original discussion in Ref. [116].
First off, the gauge fields AM are expressed under the twisted gauge as,
A˜M = Ω(z)AMΩ
−1(z) +
i
g
Ω(z)∂MΩ
−1(z), (6.82)
where Ω(z) = exp (iθH(z)T4,11). In essence the twisted gauge has the effect of
mixing the {k, 4} (for k 6= 4), {k, 11} (for k 6= 11), and {4, 11} subspaces, via the
Wilson line phase θH as
Ak,4M = cos θH(z)A˜
k,4
M − sin θH(z)A˜k,11M , for k 6= 4, 11
Ak,11M = sin θH(z)A˜
k,4
M + cos θH(z)A˜
k,11
M , for k 6= 4, 11
A4,11z = A˜
4,11
z −
√
2
g
∂zθH(z) = A˜
4,11
z +
3
√
2
g
z2
z3L − 1
θH
. (6.83)
Since the surviving symmetry is given in terms of the broken groups SU(3)C ×
U(1)EM, we want to look at that subset of gauge fields, along with the coset
SU(2)L × U(1)Y /U(1)EM required to get the W±, Z0 tower equations.
The W± tower originates from AaLµ , a = 1, 2 where A1Lµ =
1
2(A
2,3
µ +A
1,4
µ ), A2Lµ =
1
2(A
3,1
µ + A
2,4
µ ) (see Appendix A in Ref. [115]). We only look at a = 1 since the
2nd set of equations are completely identical, showcasing the degeneracy between
W+,W−. Expressing this in the twisted gauge, we have
A1Lµ = A˜
2,3
µ + cos θH(z)A˜
1,4
µ − sin θH(z)A˜1,11µ . (6.84)
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Plugging the above into the respective boundary condition equation, provides us
with one of the 3 equations necessary to determine the masses. Therefore we need to
look at the two other fields that involve the sub-components. By symmetry, another
comes from theWR tower originating from AaRµ , a = 1, 2 where A
1R
µ =
1
2(A
2,3
µ −A1,4µ ),
A2Rµ =
1
2(A
3,1
µ −A2,4µ ). Writing A1Rµ in terms of the twisted gauge we have,
A1Rµ = A˜
2,3
µ + cos θH(z)A˜
1,4
µ + sin θH(z)A˜
1,11
µ . (6.85)
Examining the two EOMs, we see that A˜1,4µ , A˜
1,11
µ mix together to form A1,11 in the
twisted gauge,
A1,11µ = sin θH(z)A˜
1,4
µ + cos θH(z)A˜
1,11
µ . (6.86)
Therefore we have the 3 EOMs required to deduce the A˜2,3µ , A˜
1,4
µ , A˜
1,11
µ component
EOMs in the twisted gauge. Since we are only interested in 0 modes along the ν
dimension, the boundary conditions along the z axis are determined by the parity
assignments, and are
∂
∂z
A1Lµ = 0
∣∣∣∣
z=1+
,
(
∂
∂z
−w
)
A1Rµ = 0
∣∣∣∣
z=1+
, A1,11µ = 0. (6.87)
Plugging in the expressions for the twisted gauge, we can therefore express the
fields as
A˜2,3µ = α2,3C(z;λ)Aµ(x), A˜
1,4
µ = α1,4C(z;λ)Aµ(x), A˜
1,11
µ = α1,11S(z;λ)Aµ(x),
(6.88)
where the basis functions C(z;λ), S(z;λ) are defined in Appendix B.4. Plugging in
the corresponding forms in their boundary conditions, we get the mass equation
2C ′(1;λ)
(
S(1;λ)C ′(1;λ) + λ sin2 θH
)−wC(1;λ) (2S(1;λ)C(1;λ) + λ sin2 θH) = 0.
(6.89)
Since we are working in the regime where w  (mKK5)3/2, the 2nd term dom-
inates. In this limit, we identify the parenthesis as the tower equation for W+
(since SU(2)L is affected by the Hosotani breaking), and the prefactor as the tower
equation for the WR tower
W+ : 2S(1;λW )C(1;λW ) + λW sin
2 θH = 0, (6.90)
W 1R : C(1;λWR) = 0. (6.91)
After we have found the dynamical value for θH , we numerically find the nth roots
λn of the above, which gives us the mass towers for each of the fields mn = kλn.
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Similarly, the same set of equations applies for W−,W 2R. Analogously we can per-
form the same arguments for the Z0, photon γ and ZR towers which are determined
by
A3Lµ , B
Y
µ =
√
3
5
A3Rµ −
√
2
5
A0Cµ , Cµ =
√
2
5
A3Rµ +
√
3
5
A0Cµ , (6.92)
which is due to the breaking chain SU(4)C ×SU(2)R → SU(3)C ×U(1)Y . E.g. the
hypercharge field BYµ consists of the 3rd normalised SU(2)R generator and the 0th
normalised SU(4)C field A0Cµ =
1√
3
(A5,6µ +A
7,8
µ +A
9,10
µ ).
Performing the same analysis as before, one finds the tower equations
γ : C ′(1;λγ) = 0, (6.93)
Z0 : 5S(1;λZ0)C(1;λZ0) + 4λZ0 sin
2 θH = 0, (6.94)
ZR : C(1;λZR) = 0. (6.95)
Regarding the µ component, there are a couple of other towers that are noteworthy,
namely the A4,11µ , gluon Gµ, and the X-gluon Xµ ∼ GPS/GSM towers,
A4,11µ : S(1;λA4,11) = 0, (6.96)
Gµ : C
′(1, λG) = 0, (6.97)
Xµ : C(1, λX) = 0. (6.98)
Note that the gluon tower has the same solution as the photon tower, which is a
reflection of the surviving gauge symmetry, SU(3)C × U(1)EM.
Similarly we note that the z gauge component towers have a similar behaviour
where we mention Aa,4z , A
a,11
z , a = 1, 2, 3 which are absorbed by the W±, Z0 towers
via the Hosotani breaking mechanism. We also note that the Higgs tower A4,11z has
solutions identical to its A4,11µ counterpart, and A
a,b
z , 1 ≤ a < b ≤ 3, Aj,kz , 5 ≤ j <
k ≤ 10 which have modes given by C ′(1, λ) = 0.
Finally we ignore the ν components due to their loop corrections of order
O(1/(gR6)) which make them irrelevant to our analysis.
Out of all the aforementioned tower equations, the ones that are relevant to
our analysis (i.e. have masses ∼ MKK5 , see Appendix B.5 for discussion), are
the photon, gluon, and W±, Z0 towers. The only contributions to the effective
potential come from the W±, Z0 towers (since they are the only ones with explicit
θH contributions). In line with the authors in Ref. [116], we rewrite the Z equation
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to showcase the dependence of the Weinberg angle at the GUT scale, as
W± : 2S(1;λW )C(1;λW ) + λW sin2 θH = 0, (6.99)
Z0 : 2S(1;λZ)C(1;λZ) +
1
cos2 θW
∣∣∣∣
MGUT
λZ sin
2 θH = 0. (6.100)
cos θW
∣∣
MGUT
= 1 − 38 , is the SU(5) prediction for the Weinberg angle. For the
purposes of exploring the phase space we set the Weinberg angle to its electroweak
value of (sin2 θW )EW = 0.2312. We will then proceed to analyse the RGE runnings
to see if this value is consistent with the above GUT prediction for the valid points
in parameter space.
To summarise, the bosonic sector contributions to the effective potential Veff(θH)
come from,
W± : 2S(1;λW )C(1;λW ) + λW sin2 θH = 0,
Z0 : 2S(1;λZ)C(1;λZ) +
1
1− (sin2 θW )EW
λZ sin
2 θH = 0.
(6.101)
To this extent, the free parameters in the theory that contribute to the parameter
space consist of
{k, zL} , (6.102)
where we note the implicit Bessel function dependence on the warp factor zL, and
the mass spectra being determined by the AdS curvature k.
Note that we also have the z component towers Aa,4z , A
a,11
z , which are absorbed
by the massive modes and have a contribution of,
S(1;λ)C ′(1;λ) + λ sin2 θH = 0. (6.103)
Throughout this paper we’ll be working in the Rξ = 0 gauge (see Ref. [116]) which
will set their contribution to the effective potential to 0. Note, this is a sign that
the z components are absorbed by the massive towers.
6.7.2 Fermion Equations of Motion
In line with the authors in Ref. [116], we will be assuming that the theory is flavour
diagonal and will only be working with the 3rd generation of matter. To this extent,
the bulk SO(11) fermion masses are relabelled as
c
Ψβ32
= c0, cΨβ11
= c1, cΨ′β11
= c2, cΨ432 = c
′
0, (6.104)
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where we assume the 3rd generation is present, along with the others providing
negligible contributions. In addition for the neutrino sector we set the neutrino mass
matrix to a diagonal constant Mββ
′
= M13, and only look at the 3rd generation.
Note that we will only be presenting the tower equation derivation in a schematic
fashion, and refer the reader to Refs. [115, 116] for more details on a complete
overview, since this is beyond the scope of this work.
The SM fields result as a superposition of the eigenstates originating from the
various fields with the same QEM charge assignment.
We look at the simplest example, i.e the up type quark (QEM = +2/3). The
SM field results from the equations of motion of u ⊂ (4,2, 1) ∼ GPS and u′ ⊂
(4, 1,2) ∼ GPS which are obtained by identifying the corresponding QEM = +2/3
sub-representations of the respective γ76D = +1 assignments. In this case the EOMs
are purely determined by the bulk action, and are expressed as
− iδ
(
u†+L
u′†+L
)
:
(
−kDˆ−(c0) + i∂ν
)(uˇ+R
uˇ′+R
)
+ σµ∂µ
(
uˇ+L
uˇ′+L
)
= 0, (6.105)
− iδ
(
u†+R
u′†+R
)
: σµ∂µ
(
uˇ+R
uˇ′+R
)
+
(
−kDˆ+(c0) + i∂ν
)(uˇ+L
uˇ′+L
)
= 0, (6.106)
where Dˆ±(c0) = ±(∂z + iθH(z)T4,11) + c0/z is the conformal derivative acting on
the 4, 11 spinorial subspace. Note that we are working with the “z redefined” fields,
which contain the absorbed z factor u = 1/(z(5/2))uˇ.
With our choice of the twisted gauge Ω, the fields are expressed as u˜, u˜′, where(
uˇ
uˇ′
)
=
(
cos 12θH(z) −i sin 12θH(z)
−i sin 12θH(z) cos 12θH(z)
)(
˜ˇu
˜ˇu′
)
. (6.107)
Applying the corresponding parity boundary conditions for the LH and RH fields
uˇL, uˇ
′
L ∼
(
P˜2 P˜3
P˜0 P˜1
)
=
(
+ +
+ +
)
, uˇR, uˇ
′
R ∼
(
P˜2 P˜3
P˜0 P˜1
)
=
(
− −
− −
)
, (6.108)
we can decompose the fields along the GUT dimension, where we only look at the
6D n = 0 modes uˇ0L, uˇ′0L, uˇ0R, uˇ
′
0R . To this extent we can express the resulting u˜, u˜
′
fields in terms of the corresponding basis functions along the warped dimension as(
˜ˇu0R
˜ˇu′0R
)
=
(
αuRSR(z;λ, c0)
α′uRCR(z;λ, c0)
)
fR(x),
(
˜ˇu0L
˜ˇu′0L
)
=
(
αuLCL(z;λ, c0)
α′uLSL(z;λ, c0)
)
fL(x),
(6.109)
6.7. EOMs, Veff(θH) & the Parameter Space 175
where SL, SR, CL, CR are basis function defined in terms of Bessel functions
as specified in Appendix B.4. Plugging the above in the bulk EOMs in
Eqns. (6.105), (6.106), one finds that the tower equation of up type quarks is then
determined by,
SL(1;λ, c0)SR(1;λ, c0) + sin
2 θH
2
= 0. (6.110)
The mass of the n−th mode is mn = kλn, where λn is a root of the above.
The more complicated fields such as the down type quarks, have additional
challenges in their derivation introduced by the UV brane masses. In this case,
the SM field with QEM = −1/3 results from the EOMs of d ⊂ (4,2, 1) ∼ GPS,
d′ ⊂ (4, 1,2) ∼ GPS, D,D′ ⊂ (6, 1, 1) ∼ GPS. In addition to the pure bulk EOMs,
we now have the brane masses weighting the delta functions δ(y). The EOMS for
the aforementioned fields are
− iδ
(
d†+L
d′†+L
)
:
(
−kDˆ−(c0) + i∂ν
)(dˇ+R
dˇ′+R
)
+ σµ∂µ
(
dˇ+L
dˇ′+L
)
= 0, (6.111)
− iδ
(
d†+R
d′†+R
)
: σµ∂µ
(
dˇ+R
dˇ′+R
)
+
(
−kDˆ+(c0) + i∂ν
)(dˇ+L
dˇ′+L
)
= 2µ1δ(y)
(
0
Dˇ−L
)
,
(6.112)
− iδD†+L :
(
−kDˆ−(c1) + i∂ν
)
Dˇ+R + σµ∂µDˇ+L = 0, (6.113)
iδD†+R : σµ∂µDˇ+R +
(
−kDˆ+(c1) + i∂ν
)
Dˇ+L = 2µ11δ(y)Dˇ−L, (6.114)
− iδD†−L :
(
kDˆ+(c1)− i∂ν
)
Dˇ−R + σµ∂µDˇ−L = δ(y)
[
2µ11Dˇ+R + 2µ1dˇ′+R
]
,
(6.115)
iδD†−R : σµ∂µDˇ−R +
(
kDˆ−(c1)− i∂ν
)
Dˇ−L = 0. (6.116)
We note the 5D mass term c0 is present for the fields that originate from Ψ32,
whereas c1 shows up for the fields originating from Ψ11. Analogously to the up type
quarks, by expanding along the extra dimensions, and imposing the corresponding
boundary conditions, we are left with the tower equation for down type quarks,
SL(1;λ, c0)SR(1;λ, c0)+ sin
2 θH
2
=
− µ
2
1SR(1;λ, c0)CR(1;λ, c0)SL(1;λ, c1)CR(1;λ, c1)
µ211(CR(1;λ, c1))
2 − (SL(1;λ, c1))2 ,
(6.117)
where µ1, µ11 are localised 5D UV brane couplings. Performing the same analysis
for the electron type lepton, the neutrino sector and the dark fermion multiplet
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arising from Ψ432, and gathering them all together give us the fermionic sector
contributions to the effective potential,
SL(1;λt, c0)SR(1;λt, c0) + sin
2 θH
2
= 0,
SL(1;λb, c0)SR(1;λb, c0) + sin
2 θH
2
=
− µ
2
1SR(1;λb, c0)CR(1;λb, c0)SL(1;λb, c1)CR(1;λb, c1)
µ211(CR(1;λb, c1))
2 − (SL(1;λb, c1))2
,
SL(1;λτ , c0)SR(1;λτ , c0) + sin
2 θH
2
=
− µ˜
2
2SL(1;λτ , c0)CL(1;λτ , c0)SR(1;λb, c2)CL(1;λτ , c2)
µ′211(CL(1;λτ , c2))2 − (SR(1;λτ , c2))2
,
−kλν +M
mB
[
SL(1;λν , c0)SR(1;λν , c0) + sin
2 θH
2
]
− mB
2k
SR(1;λν , c0)CR(1;λν , c0) = 0,
SL(1;λψ, c
′
0)SR(1;λψ, c
′
0) + cos
2 θH
2
= 0.
(6.118)
λt, λb, λτ , λν , λψ refer to the solutions for the top, and bottom quark, the tau lepton,
the neutrino and the dark fermion multiplet.
Therefore, the free parameter set in charge of controlling the solution space
consists of
P = {k, zL, c0, c1, c2, c′0, µ1, µ˜2, µ11, µ′11,M,mB} . (6.119)
µ1, µ˜2, µ11, µ
′
11 are the localised 5D UV brane couplings (at y = 0 in Fig. 6.2)
between the 5D scalar Φ32 and the bulk fermion fields Ψα32,Ψ
β
11,Ψ
′β
11, and M,mB
are the 5D Majorana masses confined to the UV brane. Note that we include the 2nd
neutrino sector mass equations and their effective potential contribution, but neglect
including them in the parameter space analysis. Throughout this chapter note that
we have set mB,M to the sample values stated by the authors in the original paper,
M = −107 GeV, mB = 1.145 · 1012 GeV, which is done to simplify the analysis and
ensure the correct order of magnitude for neutrino masses (i.e. <0.1 eV). These will
determine, along with the bosonic contributions, the dynamical value of θH = 〈θH〉.
6.7.3 The Effective Higgs Potential Veff(θH)
The form of one loop effective potential resulting from the KK tower contributions
with mass mn(θH) is given by,
Veff(θH) = ±1
2
∫ ∞
0
d4p
(2pi)4
∑
n
ln
(
p2 +mn(θH)
)
, (6.120)
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where the ± sign accounts for either the fermion or bosonic contributions. The
above can be recast by rewriting the mass spectra equations in the form,
1 + Q˜(λn)f(θH) = 0, (6.121)
where f(θH) is some arbitrary function purely dependent on θH and Q(q) =
Q˜(iqz−1L ). This in turn gives the effective potential contribution in the form of
Veff(θH) = ±I[Q(q); f(θH)], where
I[Q(q); f(θH)] =
(kz−1L )
(4pi)2
∫ ∞
0
dqq3 ln(1 +Q(λn)f(θH)). (6.122)
To be able to find the mass spectra of the model we need to compute the mini-
mum of the potential 〈θH〉. This is done via numerical integration of the various
contributions using Mathematica’s inbuilt numerical integration [126].
To be a bit more explicit, we give an example and look at the top quark contri-
bution. Its equation of motion can be cast in the aforementioned form as,
1 +
sin2(θH/2)
SL(1, iqz
−1
L , c0)SR(1, iqz
−1
L , c0)
= 0, (6.123)
where we identify f(θH) = sin2(θH/2), and
Q0(q) =
1
SL(1, iqz
−1
L , c0)SR(1, iqz
−1
L , c0)
. (6.124)
Therefore the top quark effective potential contribution has the explicit form
V Topeff (θH) = −
(kz−1L )
4
(4pi)2
∫ ∞
0
dqq3 ln
(
1 +
1
SL(1, iqz
−1
L , c0)SR(1, iqz
−1
L , c0)
sin2
θH
2
)
.
(6.125)
Similarly Q0(q) can be rewritten in terms of the modified Bessel function basis
Fˆ±±c (q) presented in Appendix B.4.
The rest of the contributions are computed in an analogous way, where we use
the same effective potential as in the original paper. The contributions are expressed
in the Rξ = 0 gauge, and come from all the fields that have 0 modes for both the
5th and 6th dimension and have an explicit θH dependence,
V Bosonseff (θH) = V
W±
eff + V
Z0
eff + V
Aa,4z ,A
a,11
z
eff ,
V Fermieff (θH) = V
Top
eff + V
Bottom
eff + V
Tau
eff + V
Neutrino - 1
eff + V
Neutrino - 2
eff + V
Dark Multiplet
eff ,
Veff(θH) = V
Bosons
eff + V
Fermions
eff .
(6.126)
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For the explicit form of the effective potential we refer the reader to Sec.5̃ in
Ref. [116].
Furthermore, the Higgs mass is then given by the 2nd derivative of the effective
potential,
m2H =
1
f2H
dVeff(θH)
dθ2H
∣∣∣∣
θH=〈θH〉
, (6.127)
where fH is the warp factor that ensures the right dimensionality,
f2H =
√
6
(e/ sin θW )
k√
(1− z−1L )(z3L − 1)
. (6.128)
Similarly, the trilinear coupling of the Higgs τH , consists of the third derivative of
the Higgs effective potential, which is then weighted by an appropriate power of
fH ,
τH =
1
6
1
f3H
d3Veff(θH)
dθ3H
∣∣∣∣
θH=〈θH〉
. (6.129)
Note that the Higgs potential is flat at tree level and is fully determined by the
1-loop radiative contributions.
6.8 A Brief Pause
With all the tools now in place, the following chapter will go through the parameter
space and phenomenological exploration of the model. This is done numerically via
directed random techniques: a random sample of the parameter space is selected,
the corresponding contributions and global minimum to the effective potential are
then determined. From this, we find the relevant mass spectra by solving the
individual tower equations. Having explored and extended the parameter space,
we look at the model’s Higgs and exotic phenomenology along with checking the
consistency between the UV and the IR pictures of the theory.
Chapter 7
SO(11) GHGUT - RGEs &
spectra
The following chapter is an exploration of the model introduced in Refs. [116, 117]
and reviewed in Chapter 6. The content is organised as follows.
We detail our scan methodology to connect the UV picture with concrete phe-
nomenological implications at the TeV scale. We then move on to exploring the
di-Higgs physics for viable parameter choices. On the basis of LHC (and FCC-hh)
projections of di-Higgs measurements and our scan results, we identify exotic states
that will allow us to directly constrain this scenario in the near future.
Finally we look at the consistency between the UV and IR by evolving the
model’s renormalisation group equations. More specifically we analyse at how the
Weinberg angle evolves from its predicted GUT value to the EW value, which can
then be used as a tool for future model building. This entails approximating our
theory within 4D and 5D regimes and performing a piecewise RGE evolution based
on the resultant spectra.
7.1 Scanning Algorithm
We now move on to the exploration of the model’s low energy effective theory.
This is done in a stochastic fashion, by randomly sampling the parameter space,
finding the corresponding effective Higgs potential’s minimum, which is then used
to numerically solve the tower equations. The parameter space exploration strategy
that we have chosen, consists of two stages in the following order:
1) A “vetted” random sampling of the phase space.
2) A differential evolution minimisation algorithm based on a global χ2G measure.
We have adopted this strategy to maximise our limited computational power,
along with trying to ensure the exploration of the most interesting regions of the
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phase space. We now go through the two stages and explain their functioning and
implementation. Note that in the original paper (Ref. [116]) the strategy employed
by the authors serves to find a reasonable number of solutions for the θH ∼ 0.15
value of the Higgs potential minimum. What we are trying to achieve via our
method, is to dynamically determine the minimum and more thoroughly explore
the parameter space. This also comes with the added benefit of deriving a general
exploration methodology which can in turn be applied for any other set of BSM
models.
Given our set of controlling parameters P = {pi} defined in Eqn. (6.119), along
with the definition bounds Pbounds = {(pmini , pmaxi )} (where pi ∈ [pmini , pmaxi ]), we
pick a point at random in parameter space. We then pass it through our “mathe-
matical apparatus” (consisting of all the stages required to obtain the mass spectra)
and extract the outputted masses and couplings which are then compared to the
relevant experimental SM constraints.
The issue with uniform sampling arises when a point’s passing through the
“mathematical apparatus” requires a large amount of computational resources and
time. Combine this with having most of the points being non physical or unde-
fined within the random bounds, and the computational cost of finding solutions
consistent with the SM, quickly spirals out of control.
To reconcile this, at least in part, it turns out to be convenient to split the
parameter set into two stages
P1 = {k, zL} , P2 =
{
c0, c1, c2, c
′
0, µ1, µ˜2, µ11, µ
′
11
}
. (7.1)
This choice enables us to pre-sample points, that directly reflect experimental con-
straints on the Kaluza Klein mass scale of 4.1TeV [127]
mKK5 =
pik
zL − 1 ≥ 4.1TeV . (7.2)
The scan over the remaining parameters P2 is then performed within their respective
boundaries.
In first instance, we define a set of general bounds
Pbounds =
{
k ∈ [103GeV, 107GeV], zL ∈ [10, 2500],
c0 ∈ [0, 1], c′0 ∈ [0, 1], c1 ∈ [0, 2], c2 ∈ [−3, 3]
µ1 ∈ [0, 50], µ˜2 ∈ [0, 50], µ11 ∈ [0, 50], µ′11 ∈ [0, 50]
}
.
(7.3)
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Similarly, we define the more restricted parameter range PextSolbounds which is obtained
by forming an appropriate extension from the sample solutions’ parameters pre-
sented in Ref. [116]
PextSolbounds =
{
k ∈ [105GeV, 5 · 105GeV], zL ∈ [30, 60],
c0 ∈ [0, 0.8], c′0 ∈ [0.1, 0.8], c1 ∈ [0, 0.4], c2 ∈ [−1.5,−0.2]
µ1 ∈ [9, 15], µ˜2 ∈ [0, 3.5], µ11 ∈ [0, 2.5], µ′11 ∈ [0, 2.5]
}
.
(7.4)
The choice of the latter is due to the high dimensionality of the parameter space and
the optimisation choice of meta-parameters required for the differential evolution
algorithm used in the next stage. In particular, we consider wide z, k intervals.
The latter criteria give rise to an adequate number of trial solutions. However,
most of these are phenomenologically ruled out as they typically do not reproduce
the SM mass spectrum, predominantly due to 〈θH〉 ' 0 and periodic solutions. This
behaviour is well-known from composite Higgs scenarios [128–133] (which are dual
to the D > 4 formulation in the sense of the AdS/CFT correspondence [134–136])
where some fine-tuning is required to lift the Higgs mass and create a large mass gap
between the electroweak scale and the UV composite scale. Yet, through the use
of adapted techniques we can approach physically viable solutions for large ad-hoc
parameter windows.
To identify the phenomenologically acceptable solutions we employ differential
evolution [137, 138] based on a global χ2G that parametrises the goodness of fit
of the generated points given the experimental observations. χ2G is defined as the
unweighted sum of χ2i terms
χ2G =
∑
i∈C
χ2i , with χ
2
i ≡
(mi −mGeni )2
((σExpi )
2 + (σThi )
2)
, (7.5)
where C = {H,W±, t, b, τ} for our purposes. mi is the central value of the masses
being probed, mGeni is the generated mass given the parameter input, σ
Exp
i are the
experimental uncertainties. We also introduce a “theoretical uncertainty” σThi of
1%, see Tab. 7.1, to account for the RGE and threshold effects in the masses that we
neglect. We also do not consider electroweak radiative corrections that affect input
parameter relations. Both effects are usually small, see e.g. Ref. [1, 139–141]. We
note that in the context of GUTs a special role is played by the Weinberg angle that
we use as theoretical input to our scan (from which follows the Z mass through SM
relations). We will explore the implications of the Weinberg angle and associated
RGE effects in the next section.
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state mass m [GeV] σExpH [GeV] σ
Th
H [GeV]
H 125.18 0.016 1.25
W± 80.379 0.012 0.8037
t 172.44 0.9 1.724
τ 1.776 0.00012 0.01776
b 4.18 0.04 0.0418
Table 7.1: Parameter values for the definition of χ2G. The experimental uncertain-
ties are the most recent bounds [22] for the Higgs boson H [9], the W± bosons, the
top quark t, the bottom quark b, and the tau lepton τ . We include a “theoretical”
error to widen the parameter windows to discuss the phenomenological outcome in
more detail below. The Z mass is obtained through the Weinberg angle, which we
use as an input.
From the point of view of the infrared theory, in addition to the constrained
SM masses, we need to reflect exclusion constraints from existing LHC searches
that are relevant for the low energy spectrum of the model. As the most limiting
searches, we include exotic quark searches [142], Z ′ searches [92] as well as exotic
charged lepton searches [143] to constrain the first non-SM KK states. By taking
the aforementioned exclusion constraints at face value, if a parameter choice is in
conflict with any of these searches, we reject the point directly.
We deem a point as “SM-like” when its χ2G falls within the 95% confidence limit
bound for our degrees of freedom which selects a region
χ2G ≤ 20.52 . (7.6)
This bound is obtained by solving Eqn. (7.7) numerically for χ2B
0.95 =
1
Γ(10/2)
∫ χ2B/2
0
t10/2−1e−tdt. (7.7)
The bound is set by the cumulative distribution function for a χ2 distribution with
10 degrees of freedom.
We can now interpret χ2G as a cost function, and look for points in the parameter
space that minimise it. In addition, the χ2G evaluation can be time-consuming and
can suffer from numerical singularities which makes the minimisation non-trivial.
To more efficiently explore the parameter space, and find relevant solutions, we em-
ploy the differential evolution algorithm introduced by Storn and Price in Ref. [137]
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(see also [138]). The algorithm uses the initial set of trial points described above to
generate points that iteratively minimise the χ2G cost function. The stochastic algo-
rithm consists of four stages: initialisation, mutation, recombination, and selection.
It is designed as a parallelisable algorithm based on selection via a so-called “greedy
criterion”. Mutation, recombination and selection are then performed until we suffi-
ciently minimise the cost function. Performing these routines is then referred to,
as going through a generation, where we label the generation number with G. We
outline the algorithm as follows:
• In the initialisation stage we randomly partition our initial population into
subsets consisting of NP points. Each subpopulation is then treated sepa-
rately, enabling (pseudo-)parallelisation of the algorithm. Each of the points
has associated a |P| = 10 dimensional parameter vector pG, formed by the
corresponding point’s parameter values.
• During the mutation stage we aim to generate a new parameter vector which
will be used to generate a new point with smaller χ2G value. In this stage,
we cycle through the points of the partition picking a random target point
alongside three other distinct parameter points called “donor points”. We
label the target point parameter vector as pGt , and the donor points parameter
vectors as pd1 ,pd2 ,pd3 . From the 3 points we then form a “mutation” p
G
m by
combining the parameter vectors,
pGm = p
G
d1 + F · (pGd2 − pGd3) (7.8)
where F ∈ [0, 2] is a constant amplification factor to be set by the user.
• Recombination then aims to keep successfully minimised solutions of the cur-
rent generation and improve on them by combining the target and the mutated
points. The combination works as follows: To ensure that we have at least
one component arising from the mutation vector we pick one parameter of
the mutated vector pGm at random. The remaining parameters are adopted
from the target vector pGt , however we replace the ith component with the
corresponding mutated entry with a uniform probability steered by a tunable
decision factor CR. This results in a combined parameter vector pGc .
• In the last stage, selection, we compare the target pGt and the candidate
point pGc by evaluating and comparing their respective cost function values.
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We admit to the new generation G+1 the point with the lowest cost function
value. This is the admission via the “greedy criterion”.
Mutation, recombination and selection are performed until we have treated all
points within a generation as a target, which in turn determines the next generation.
We keep iterating through generations until the cost function hits the threshold of
a point being SM-like like, specified by Eqn. (7.6), or abort the process if no viable
solution is obtained. This numerically minimises the cost function.
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Figure 7.1: Log-log sample runs of the differential evolution outlined in the text,
showing the χ2G value as a function of the generation number G. Note that each run
(shown in different colours and denoted as “thread” specifies a parallel run) contains
a population NP = 12. The horizontal dotted line represents the log10 value of the
SM like lower bound in Eqn. (7.6), after which we terminate the thread. Note that
this run was ended prematurely for Threads 5, 4, 3, 6, leading to non-SM solutions.
In obtaining results, the differential evolution parameters NP , F, CR play im-
portant roles for convergence and its speed. Tuning F,CR to the problem at hand
needs to be balanced against the population number NP . By optimising these
meta-parameters we can obtain adequate mutation and recombination rates which
enables reliable convergence. For the extended parameter range PextSolbounds, the choices
NP = 12, CR = 0.2368, F = 0.6702, (7.9)
are appropriate (see also Ref. [144]). We obtain χ2G . 20 from an initial value of
∼ 107 using on average ∼ 104 generations (see Fig. 7.1).
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7.2 Mass Spectra
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Figure 7.2: Scatter plot of representative parameter space points for the SO(11)
model before and after differential evolution as functions of the KK scale mKK5 and
warp factor zL. The color reflects the order parameter 〈θH〉. Points highlighted as
hexagons are the points that are SM-like (i.e. they obey the bound set in Eqn. (7.6)).
Faded points are excluded on the basis of falling short of the χ2G measure bound.
Employing the algorithm detailed in the previous section we can produce the
consistent mass spectrum depicted in Fig. 7.2. Direct LHC searches and our χ2G
measure then reduce the viable solution space to the points highlighted as hexagons
in Fig. 7.2, which serve as the basis of our discussion. From this we observe values
of the order parameter 〈θH〉 . 0.2, which ensure minimal deviations from the
SM phenomenological values (see [145]). Given that we require consistency with
the observed Higgs mass, the theory cannot approach the decoupling limit. In
other words, the AdS/CFT dual of the symmetry-breaking Wilson loop becomes a
Goldstone field if we send the UV cut-off to infinity. Therefore, a large mass gap
between the KK scale and the Higgs mass is also not straightforward to achieve,
which provides another motivation to implement the targeted numerical techniques
detailed above. The differential evolution converges to solutions with a relatively
low KK scale MKK5 for which the points are not yet excluded.
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7.3 Low Energy Phenomenology Implications
7.3.1 Di-Higgs Physics
We turn to the discussion of the low energy implications of the model that is now
consistent with the SM mass spectrum. The implications for single Higgs physics
(we denote the physical Higgs by h) have been discussed in Ref. [146] (see also
Ref. [147]), where it was shown that the model’s single Higgs phenomenology is
largely SM-like as a consequence of alternating contributions to the H → gg, γγ
decay (and production) loops. This is ultimately rooted in higher dimensional
gauge invariance. Such a cancellation is broken in multi-Higgs final states and we
therefore focus on this particular channel as a potentially sensitive probe of the
model.
A recent projection by CMS [148] suggests that a sensitivity to −0.18 ≤
λ95%CLSM /λSM ≤ 3.6 can be achieved, which corresponds to a gluon fusion cross
section extraction of 0.85 ≤ σ(HH)/σ(HH)SM ≤ 2.39 when assuming SM interac-
tions. The inclusive SM di-Higgs cross section at the LHC is about 32 fb [149–158].
At a future FCC-hh, which is specifically motivated from a di-Higgs phenomenology
perspective through the large inclusive cross section of 1.2 pb [156], this could be
improved to σ(HH)/σ(HH)SM ' [0.958, 1.044], Ref. [159] (see also [160–166]).
Compared to the SM where the trilinear Higgs interaction is set by the Higgs
vacuum expectation value and the Higgs mass, this correlation becomes modified
in the present scenario. This extends to the top quark mass correlation with the
vacuum expectation value, i.e. the top quark Yukawa coupling can be modified
compared to the SM [167]. Both these effects are relevant for di-Higgs production
and we include them to a one-loop computation of gg → HH production [168–170].
The relevant production diagrams are shown in Fig. 7.4
We furthermore estimate the importance of the heavier states that arise in this
scenario by means of the low energy effective theorem, but find that they do not
significantly impact our result and their contribution is in the percent-range, below
the expected theoretical uncertainty. In the following we will focus on modifications
of the cross section due to modifications away from SM parameters only.
The results are summarised in Figs. 7.5a and 7.5b, from which we can see that
the highlighted points have a slightly larger production cross section with respect to
the SM, and are consistent with the experimental values of the Higgs and top quarks
masses along with the experimental and theoretical uncertainties. We observe that
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(a) Scatter plot of representative parameter space points for the SO(11) model before and after
differential evolution as functions of the Higgs self-coupling relative to the SM τH/τSM and di-Higgs
cross section in relation to the SM. The color shading reflects the order parameter 〈θH〉. Points
highlighted as hexagons are the points that are SM-like (i.e. they obey the bound set in Eqn. (7.6)).
The green band corresponds to the latest CMS di-Higgs measurement projection of Ref. [148].
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(b) Scatter plot analogous to Fig. 7.3a, but for a 100 TeV FCC-hh. The green band now corre-
sponds to the sensitivity region 0.958 ≤ σ(HH)/σ(HH)SM ≤ 1.044 which derives from a O(6%)
measurement of the Higgs self-coupling as detailed in [159].
Figure 7.3: Sensitivity bands for the di-Higgs production at CMS and the proposed
FCC collider
modifications of Higgs pair production . 20% are possible in this model for our scan
results. Plotting the two sensitivity bands corresponding to the CMS and FCC-hh
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Figure 7.4: Main gg → HH 1 loop production diagrams. The trilinear Higgs
coupling is given by τH , and the top Yukawa coupling is ∼ ySMt ·cos θH , as discussed
in Ref. [146]. The gluon top couplings are the same as in the SM.
predictions in Figs. 7.3a and 7.3b, respectively, we see that some parameter points
can indeed be excluded through di-Higgs analyses at future collider experiments.
Given the relatively small modification of di-Higgs production (which combines with
similar observations for single Higgs final states [146]), a more targeted approach to
constrain this model in the near future is through its lowest lying KK resonances.
7.3.2 Exotics
We now look at the states present in the low energy description that can act as a
direct probe of the model. After excluding the points that fell short of the LHC cuts
specified in Sec. 7.1, we plot the lowest lying exotic mode mξ (ξ = ψD, τ (1), b(1)) in
Fig. 7.6a; the lowest lying non-SM modes of the bottom quark, tau lepton and the
“dark fermion” serve as the next accessible states. We neglect the first excited state
of the top quark as it is much heavier than the other exotic states. We can see that
most of the viable parameter space points predict that these states lie within the
1TeV to 2TeV range, which should make them accessible by the current colliders
via the ongoing searches, which we have highlighted in 7.1. For the hexagonal
points the next accessible state is either the first excitation of the tau lepton or
the bottom quark, with the mass correlations plotted in Fig. 7.6b. Note that the
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(a) Scatter plot relating the KK scale with warp factor. The colour profile reflects the di-Higgs
cross section modification away from the SM expectation. This is done to highlight the cross section
ratio value for the points that obey the SM like bound set in Eqn. (7.6). The highlighted hexagon
points have σ(HH)/σ(HH)SM values within the interval [0.961, 1.172], which is the envelope of cross
section modifications that we observe.
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(b) Scatter plot relating top quark and Higgs mass, with di-Higgs cross section modification at 13
TeV shown as colour shading, where the highlighted hexagon points have σ(HH)/σ(HH)SM values
within the interval [0.961, 1.172].
Figure 7.5: Relative cross section correlations with the UV and IR attributes.
differential evolution algorithm populates parameter regions that fall outside the
LHC analyses that we consider in Sec. 7.1, i.e. the fact that these states might be
accessible already with data recorded by the LHC experiments does not rule out
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the model, but would be a sign of additional tuning. This shows that searches for
excited leptons and quarks as they are already pursued by the LHC experiments
are crucial tools in further constraining this model.
1000 2000 3000 4000 5000 6000
mξ(GeV)
0.50
0.75
1.00
1.25
1.50
1.75
τ H
/τ
S
M
0.5
1.0
1.5
2.0
2.5
3.0
σ
(H
H
)/
σ
(H
H
) S
M
(a) Scatter plot correlating exotic mass scale mξ with the di-Higgs cross section modification. The
lowest exotic states are summarised via mξ = min(mψD ,mτ(1) ,mb(1)).
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(b) Scatter plot relating top quark and Higgs mass, with di-Higgs cross section modification at 13
TeV shown as colour shading, where the highlighted hexagon points have σ(HH)/σ(HH)SM values
within the interval [0.961, 1.172].
Figure 7.6: Exotic scatter plots showing the lowest available mass states and rele-
vant fields.
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7.4 Gauge Coupling RGE Running in (4D & 5D) EFTs
One of the consistency arguments that is highlighted in the discussed SO(11)
GHGUT scenario is the tree-level prediction of the Weinberg angle
sin2 θW =
3
8
(7.10)
as a consequence of an (intermediate) SU(5) unification [171]. In perturbative
theories, reproducing this value in the UV is critical to support the hypothesis
of unification. The relation of Eqn. (7.10) receives perturbative corrections that
will modify its value in the UV as a function of the theories fundamental input
parameters. However, the dominant relation between UV and TeV scales is captured
in the renormalisation group running of sin2 θW , i.e. starting from the observed
value at the electroweak scale and including corrections from new particles becoming
accessible we should approach the relation of Eqn. (7.10) or discover the necessity
of additional model constraints.
Therefore the following questions naturally arise. How do we evolve the gauge
couplings within the extra dimensions, taking into account the Hosotani breaking?
How does sin θW evolve and is the ad-hoc implementation of its electroweak value
consistent with its GUT prediction?
Ideally we would like to check the full energy range of the theory (i.e. µ ∈
[MZ ,MGUT]), but due to the 6D hybrid nature of the theory we have some ad-
ditional complications. Approaching this in the traditional 4D EFT way, this in-
terpretation will only be valid up to 1/L5, since it is the scale at which the 5D
structure becomes apparent. Therefore the maximum energy interval in which we
can use a 4D EFT as an approximation to the 6D theory is only valid within the
energy range µ ∈ [MZ , 1/L5].
At the TeV scale the model is effectively the 4D SM and we evolve the parameters
according to the 4D theory properties. This is admissible until we approach the
MKK5 where the 5D structure becomes apparent. At this stage we could continue
using 4D RGE equations including the additional KK states that have non-trivial
quantum numbers under the SM gauge group. Alternatively, one can directly work
in the 5D approximation theory to obtain identical results, see Fig. 7.7. Above
the compactification scale ∼ 1/L5 additional KK states of the 5D theory become
accessible which correct the behavior of the 5D running.
The 5D regime is determined by the Pati-Salam symmetry group together with
the active KK states and thresholds. 6D compactification effects are not relevant
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in this context as MKK5 MGUT ∼ 1/R6. A complete evolution to the GUT scale
in our one-loop analysis is not possible when there is a scale
ΛMax ∼ 16pi
2
g25
MGUT, (7.11)
which signifies a loss of perturbative control before the unification scale. We can
adopt this scale as a lower bound on the GUT scale itself and use the difference of
the Weinberg angle with respect to Eqn. (7.10) as a measure of unification.
To analyse the 5D running we approximate our 6D theory down to a 5D theory
dictated by the z coordinate. To do this we examine our parity assignments in
the original model and look at the gauge bosons which have masses of the order of
O(MKK5). To this extent, the gauge-related states with masses O(MKK5) relevant
for our discussion are gauge fields that transform under the symmetries
AM ∼

GPS/GSM
GSM
SO(5)/SO(4)
. (7.12)
In the theory’s 5D regime, these states have defined transformation proper-
ties under the Pati-Salam GPS symmetry. The coset SO(5)/SO(4) sector which
transforms as (1,2,2) under GPS which eventually triggers electroweak symmetry
breaking via the Hosotani mechanism induce corrections to the gauge couplings
g2L, g2R.
Note that the ν gauge component KK states of SO(5)/SO(4) obtain large masses
via brane interactions (see Ref. [116]) and are not relevant for our discussion.
Analogously, the fermionic matter content of the approximated theory is deter-
mined by the GPS symmetry, and consists of states which have masses of the order
of O(MKK5) or less
(4,2,1)L,R , (4, 1,2)L,R ,
(6, 1, 1)
(+)
L,R , (6, 1, 1)
(−)
L,R ,
(1,2,2)
(+)
L,R , (1,2,2)
(−)
L,R , (1, 1, 1)
(+)
L,R , (1, 1, 1)
(−)
L,R ,
(7.13)
which all originate from the Ψα32,Ψ
β
11,Ψ
′β
11 bulk fields.
We divide the full energy range in which the 5D EFT is valid (i.e. [MZ ,ΛMax])
into two regions. The first region is given by the energy range in which the 5D
EFT is well-approximated by its 4D EFT counterpart. This region’s cutoff energy
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is dictated by theMKK5 mass threshold around where the gauge bosons of the Pati-
Salam symmetry become available. This corresponds to a scale given by the first
non-zero mode of the photon tower.1 Therefore we can consider the 1st region as
being very well approximated by a GSM theory with additional matter states (that
correspond to the θH shifted KK towers), which is valid between [MZ ,MKK5 ].
The remaining energy range [MKK5 ,ΛMax] is then described by the 5D GPS,
where the cutoff represents the energy at which we lose perturbative control of the
5D theory, and the more fundamental 6D theory is required.
Overall the tower of theories is schematically shown in Fig. 7.7. We will now
proceed to evolve the RGEs in the broken SM phase via its 4D variant, use the
evolved values as boundary conditions for the 5D theory, and finally examine the
Weinberg angle at the cutoff.
We will now proceed to evolve the RGEs in the broken SM phase via its 4D
variant, use the evolved values as boundary conditions for the 5D theory, and finally
examine the Weinberg angle at the cutoff.
7.4.1 Methodology
To numerically analyse the RGE runnings along these lines, we proceed as follows,
evolving from the the IR to the UV. Starting at MZ , we set αS , αEM, sin θW via
their experimental values [172, 173]
αS = 0.11822, (αEM)
−1 = 127.916,
sin2 θW = 0.23122,
(7.14)
where αS , αEM denote the strong and electric structure constants, respectively.
We then evolve αS , αEM, sin θW via the GSM RGEs in the broken phase (using
the formalism outlined in [174]) until we reach the energy scale at which a new KK
state becomes available. We choose to perform the RGE runnings in the broken
phase since the surviving gauge symmetry of the brane, post Hosotani breaking, is
SU(3)C × U(1)EM.
Upon reaching the threshold, we calculate the new βi function contributions
arising from the new KK tower state. We then proceed to run the modified RGEs
and repeat this procedure until we reach the MKK5 mass threshold. At this point
1 For warp factor choices zL > 10 that yield realistic low energy spectra, the solutions for the
1st photon mode and the PS gauge bosons are almost degenerate.
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Figure 7.7: Tower of EFTs that approximate the UV 6D theory. The 4D description
is valid within [MZ ,MKK5 ] with GSM ≡ SU(3)C × U(1)EM gauge symmetry and
within [MKK5 , 1/L5] with GPS gauge symmetry. The 5D description is valid within
[MKK5 ,ΛMax] with a GPS gauge symmetry. Above ΛMax the full 6D description
comes into effect.
we calculate the threshold corrections λi corresponding to integrating out any ad-
ditional states lying at MKK5 along with the heavy states corresponding to the
GPS → GSM breaking.
The electroweak couplings of the unbroken SU(2)L × U(1)Y phase, αY , αL are
related to their broken phase counterparts by
1
αY (µ)
∣∣∣∣
µ=MKK5
=
3
5
(1− sin2 θW ) 1
αEM(µ)
∣∣∣∣
µ=MKK5
,
1
αL(µ)
∣∣∣∣
µ=MKK5
= sin2 θW
1
αEM(µ)
∣∣∣∣
µ=MKK5
.
(7.15)
Note that this is done in the 4D framework, and where we have adopted the standard
3/5 GUT normalisation for the hypercharge coupling.
With this, we can find the values of the Pati-Salam gauge couplings α4, α2L, α2R
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at the MKK5 scale
1
α4C
=
1
α3C
+
1
12pi
,
1
α2R
=
5
3
1
α1Y
− 2
3
1
α3C
+
8
45pi
,
(7.16)
(α2L is already given as the coupling of the SU(2)L group), which then serve as the
boundary conditions for the 5D theory, where,
g5D
√
L5 = g4D
∣∣∣∣
µ=MKK5
. (7.17)
With the boundary conditions in place, we now evolve the PS couplings
α4, α2L, α2R within the 5D formalism introduced in Ref. [111] in the energy range
[MKK5 ,ΛMax]. Using this running we then extract the coupling values and compare
the Weinberg angle
sin2 θW (µ) =
(
1
α2Lα4C
(
α2Lα4C +
2
3
α2Lα2R+α2Rα4C − 5
3
α2Lα2Rα4C
8
45pi
))−1 ∣∣∣∣
µ
.
(7.18)
to its predicted GUT value.
Before we detail the RGEs in detail below, it is instructive to define a reference
point that will guide our discussion. To get a qualitative understanding of how
the KK thresholds modify the RG evolution of our theory, we consider the set of
parameters from [116], which provide a SM-like physical mass spectrum
Psample :=
{
k = 89130, zL = 35, c1 = 0, c2 = −0.7,
c′0 = 0.5224, µ1 = 11.18, µ11 = 0.108,
µ˜2 = 0.7091, µ
′
11 = 0.108
}
.
(7.19)
This choice results in the tower of states shown in Fig. 7.8, which we will use as a
reference point in the following.
7.4.2 4D Approximation and RGEs
By performing the RGE analysis in the broken phase, we evolve the QCD gauge
coupling g3, along with the electromagnetic coupling gEM, which in turn determines
the Weinberg angle RGE evolution sin θW via the matter content. To facilitate an
unambiguous transition to the Pati-Salam phase we then proceed to relate the latter
to the unbroken U(1)Y hypercharge and SU(2)L weak couplings.
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Figure 7.8: Tower of states from MZ to the next states above MKK5 . The labels on
the x axis indicate the relevant fermionic and boson fields fields, and the markers
represent the mass value of the respective KK tower state. The labels stand for:
W±µ is the W boson tower, Z0µ is the Z boson tower, ψt is the top quark tower, ψb
is the bottom quark tower, ψD is the ’dark fermion’ multiplet tower, WRµ is the
Pati-Salam SU(2)R W boson tower of states, γµ is the photon tower of states, A
4,11
z
is the Higgs tower of states, and ψτ is the tau tower of states.
The renormalisation group equations are expressed in terms of the gauge cou-
plings gi, as,
µ
∂gi
∂µ
= βi(gi, µ),
1
αi
=
4pi
g2i
, (7.20)
where βi are the beta coefficients arising from the group representations of the
SU(N) gauge group. The QCD beta function βg3 , has the generic form arising
from a SU(N) gauge theory [175] with fermions and scalars in representations Fi
and Si
βg3 = (+)
g33
(4pi)2
{
−11
3
C2 (SU(3)) +
4
3
κS2 (Fi) +
1
6
ηS2 (Si)
}
, (7.21)
where C2 (Gi) is the quadratic Casimir of the group Gi, S2 (Fi) , S2 (Si) are the
Dynkin indices for the fermion/scalar representations, κ = 1/2, 1 for Weyl and
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Dirac fermions, and η = 1, 2 for real and complex scalar fields.
For the RGE runnings of the QED gauge coupling gEM and Weinberg angle
sin θW , we use the formalism presented in [174]. The QED beta function is expressed
as
βgEM =
g3EM
(4pi)2
1
6
{∑
i
N ci γiQ
2
i
}
, (7.22)
where N ci are the fermionic colour factors, Qi are the EM charges and γi =
{−22, 8, 4, 2} are factors corresponding to massless gauge bosons, Dirac/chiral
fermions and complex scalar fields.
We begin our RGE evolution at MZ ' 91GeV. The QCD and QED couplings
have beta function coefficients
βg3 = −7
g33
(4pi)2
, βgEM = 22
g3EM
(4pi)2
, (7.23)
which are determined by the SM matter content and their SU(3)C and U(1)EM
charges. As we evolve the couplings and encounter new states, the beta functions
pick up new contributions depending on the state that we encounter. The additional
contributions for the QCD beta function have the form
βg3 → βg3 +

−113 C2(SU(3)),
+43κS2(Fi) ·NG,
+16
∑
ηS2(Si),
(7.24a)
where each conditional branch is introduced if we encounter either a gluon, a
fermionic or a scalar state. Analogously, for the QED beta function we have,
βgEM → βgEM +

−22N ci γiQ2i ,
+8N ci γiQ
2
i ·NG,
+2N ci γiQ
2
i .
(7.24b)
In Eqns. (7.24), we have introduced the NG factor in the fermionic contributions to
account for the number of matter generations present in the model. In this paper
we examine the NG = 1, 3 cases. For NG = 3 we assume that all 3 SM generations
are present and that the mass differences between the KK states corresponding to
the different generations is negligible for the non-zero modes. Similarly for NG = 1
we are assuming that there exists some mass separation mechanism between the
3rd family and the other two which effectively decouples the non-zero states from
the theory, leaving only the 3rd as the relevant one as done in [116]. Comparing
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the different assumptions will point towards future model building directions (see
below) in the light of expected unification.
With this framework in place we can now form a piecewise system of differential
equations valid over different energy ranges. We then solve each branch individually
and use the value at the boundary of the previous region as the boundary condition
for the new branch.
As an example let’s look at the QCD coupling g3, and let’s suppose that the first
two relevant states that we encounter are the 1st and 2nd excited bottom quark
states which sit at m(1)b ,m
(2)
b . For this energy range we’ll create two subranges
[MZ ,m
(1)
b ] and [m
(1)
b ,m
(2)
b ], to which we associate the piecewise system of differential
equations,
µ
∂g3
∂µ
= −7 g
3
3
(4pi)2
, µ ∈ [MZ ,m(1)b ], g3(MZ) =
√
4piαexpS
µ
∂g3
∂µ
=
(
−7 + 4
3
· 1
2
· 1
2
· 3
)
g33
(4pi)2
, µ ∈ [m(1)b ,m(2)b ], g3(m(1)b ) = gNsol3 (m(1)b )
. . .
,
(7.25)
The “Nsol” superscript refers to the value of the numerical solution from the previ-
ous branch at the upper boundary. The 1st branch is solved numerically using the
initial experimental boundary condition to evolve the value of g3 up to m
(1)
b . Once
we have reached it, we use the last value to solve and evolve the next branch up to
its upper limit. This is done until we reach the MKK5 threshold where we switch
to the 5D formalism. Note that if a state is not charged under QCD the branch is
still created and run with the previous branch’s β coefficient.
We treat gEM in the exact same manner, creating a new branch whenever we
encounter a state and performing the running with the updated βEM function.
As shown in [174] the Weinberg angle’s RGE running is fully determined by its
experimental value at MZ , the matter content of the theory, and the running of
αEM
sin2 θW (µ) = sin
2 θW (µ0)
[
1 +
αEM(µ)
24pi sin2 θW (µ0)
×
∑
i
N ci γiQi
(
Ti −Qi sin2 θW (µ0)
)
ln
µ20
µ2
]
,
(7.26)
where Ti is the 3rd component of the weak isospin (T3 = +1/2 for ui, νi, T3 = −1/2
for di, ei, T3 = ±1 for W±).
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Name SU(3)C Charge U(1)EM Charge T3
Tau (τ) 1 -1 -1/2
Bottom (b) 3 -1/3 -1/2
Top (t) 3 +2/3 +1/2
Neutrino (ν) 1 0 +1/2
W± 1 ±1 ±1
Dark Fermion ψνD 1 0 +1/2
Dark Fermion ψuD 3 +2/3 +1/2
Dark Fermion ψuD 3 -2/3 -1/2
Dark Fermion ψeD 1 -1 +1/2
Table 7.2: Charge assignments for fields contributing to the RGE runnings.
Therefore, using the derived numerical solution for αEM we can now create an
analogous piecewise solution for sin θW based on the matter content present within
the respective branch. For our hypothetical example, the piecewise Weinberg angle
solution is dependent on the branch solutions of αEM(µ) with,

s2W (MZ)
[
1 +
αEM(µ)
24pis2W (MZ)
·
∑
i∈SM
N ci γiQi
(
Ti −Qis2W (MZ)
)
ln
M2Z
µ2
]
,
µ ∈ [MZ ,m(1)b ], s2W (MZ) = 0.2213.
s2W (m
(1)
b )
[
1 +
αEM(µ)
24pis2W (m
(1)
b )
·
∑
i∈SM⊕b1
N ci γiQi
(
Ti −Qis2W (m(1)b )
)
ln
(m
(1)
b )
2
µ2
]
,
µ ∈ [m(1)b ,m(2)b ], s2W (m(1)b ) = (s2W )Nsol(m(1)b ).
. . .
(7.27)
where s2W is shorthand for sin θW , the ’Nsol’ convention applies as previously stated,
and the index i runs over the matter representations that have a mass below the
upper limit of the current branch.
The fields’ charges under SU(3)C×U(1)EM, along with their T3 values are given
in Tab. 7.2.
When we reach MKK5 we can then recover the hypercharge and weak couplings
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via the evolved values of αEM and sin θW via,
1
α2L(µ)
=
1
αEM(µ)
sin2 θW (µ),
1
α1Y (µ)
=
3
5
1
αEM(µ)
(1− sin2 θW (µ)),
(7.28)
which relate the unbroken and broken gauge couplings.
Since MKK5 is the energy threshold at which the Pati-Salam states become
available, we transition to the PS phase where we obtain the gauge couplings based
on the symmetry breaking SU(4)C×SU(2)L×SU(2)R → SU(3)C×SU(2)L×U(1)Y .
This in turn provides us with the aforementioned 4D/5D boundary conditions of
Eqn. (7.16) evaluated at MKK5 .
Following this procedure, the GSM gauge coupling runnings in the energy range
[MZ ,∼ MKK5 ] for the spectrum of Fig. 7.8 is shown in Fig. 7.9. For an individual
breakdown of the couplings in their “translated” unbroken phase and their broken
runnings, see Appendix B.2.
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Figure 7.9: RGE evolution for the piecewise SM couplings g3C , g2L, g1Y with the
different β function changes at the multiple encountered KK states marked as dotted
lines. Note that the piecewise forms for g2L, g1Y are obtained via Eqn. (7.26).
7.4.3 5D RGEs and Cut-offs
We now turn to the 5D running with the evolved boundary conditions atMKK5 . The
matter content in our approximated 5D theory was mentioned earlier in Eqn. (7.13),
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in addition to the (1,2,2) ∼ SO(5)/SO(4) state.
The formalism in [111] specifies the 5D RGE running for generic 5D field parity
assignments on a S1/Z2 × Z′2 orbifold. Since we started with a fully-defined 6D
theory on the M4 × T 2/Z2 orbifold, this has the consequence that the projected
S1/Z2 ×Z′2 assignments arising from our 6D→ 5D approximation, are fully deter-
mined by the corresponding translational and reflection assignments U,P that act
along the warped direction in the full UV theory.
To that extent in the 6D theory we have U5 and P0, which are related via
the consistency condition U5 = P0P1 = P 20 , or equivalently U5 = P0P
′
0, where P
′
0 =
P0 = U5P0 will now act as the implicit Z′2 parity assignment in the approximated 5D
theory due to the way the model is set up. This is then changed by the additional
complexity introduced by the η assignments acting on the spinorial fields, with
Pi → P spi . For the fermions that originate from the α = {1, 2, 3} or β, β′ = {1, 2, 3}
representations, we have an identical set of η assignments (either +1,−1 for each
generation) which results in the parity assignment being unaffected by the η’s. For
fermions that originate from the Ψ432 representation, we need to look at the effective
assignments (the ones including η4j , for j = 0, 1, 2, 3) to fully understand the parity
breaking. Examining the ones that interest us (i.e. η40, η
4
1), we have the new parity
assignments,
P˜ sp0 = η
4
0P
sp
0 = (−1)P sp0 P˜ sp1 = η41P sp1 = (+1)P sp0 , (7.29)
which in term define the effective spinorial U5 via the consistency conditions,
U sp5 = P˜
sp
0 P˜
sp
1 = ((−1)P sp0 )((+1)P sp0 ) = (P˜ sp0 )((−1)P˜ sp0 ) ≡ P¯0P¯ ′0. (7.30)
Therefore, when it comes to fields originating from Ψ432, we can take the parity
assignments of Z′2 under S1/Z2×Z′2, as being the opposite ones of P˜ sp0 . For example
say we’re looking at (4,2, 1) which in the original theory has the effective parity
assignments (+,−) under (P˜ sp0 , P˜ sp1 ). Therefore in our approximated theory (4,2, 1)
will have (+, (−)× (+)) = (+,−) under the new Z2 assignments.
Therefore, under the S1/Z2 × Z′2 approximation the fermionic fields have the
parity assignments shown in Tab. 7.3. The gauge fields and the respective scalar
degrees of freedom (which show up as remnants from the 6D theory, or as the 5th
dimension gauge component) have parity assignments under S1/Z2 ×Z′2 as shown
in Tabs. 7.4 and 7.5.
It is worth taking a pause and examining what we have done. More specifically,
in terms of the gauge boson parity assignment, we have treated them separately
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GPS rep. Parent Field (Z2,Z′2)
(4,2, 1)L Ψ
α
32 (+,+)
(4,2, 1)R Ψ
α
32 (−,−)
(4, 1,2)R Ψ
α
32 (+,+)
(4, 1,2)L Ψ
α
32 (−,−)
GPS rep. Parent Field (Z2,Z′2)
(4,2, 1)L Ψ
4
32 (+,−)
(4,2, 1)R Ψ
4
32 (−,+)
(4, 1,2)L Ψ
4
32 (−,+)
(4, 1,2)R Ψ
4
32 (+,−)
GPS rep. Parent Field (Z2,Z′2)
(6, 1, 1)
(+)
R Ψ
β
11 (+,+)
(6, 1, 1)
(−)
L Ψ
β
11 (+,+)
(6, 1, 1)
(+)
L Ψ
β
11 (−,−)
(6, 1, 1)
(−)
R Ψ
β
11 (−,−)
GPS rep. Parent Field (Z2,Z′2)
(1,2,2)
(+,−)
L,R Ψ
β′
11 (+,+)
(1, 1, 1)
(+,−)
R,L Ψ
β′
11 (+,+)
(1,2,2)
(+,−)
R,L Ψ
β′
11 (−,−)
(1, 1, 1)
(+,−)
L,R Ψ
β′
11 (−,−)
Table 7.3: Fermion parity assignments under S1/Z2 ×Z′2.
GSM rep. Parent Field (Z2,Z′2)
(1,3, 0) Aµ ∈ GSM (+,+)
(8, 1, 0) Aµ ∈ GSM (+,+)
(1, 1, 0) Aµ ∈ GSM (+,+)
GSM rep. Parent Field (Z2,Z′2)
(3, 1, 0) Aµ ∈ GPS/GSM (−,+)
(3, 1, 0) Aµ ∈ GPS/GSM (−,+)
GPS rep. Parent Field (Z2,Z′2)
(1,2,2) Aa,11µ ∈ SO(5)/SO(4) (−,−)
(1, 1,3) W±R , ZR ∈ GPS/GSM (−,+)
Table 7.4: Gauge boson parity assignment under S1/Z2 × Z′2. Note that we have
to treat the GPS, and GSM representations separately due to the mixed parity
assignments in the full 6D model.
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GPS rep. Parent Field (Z2,Z′2)
(15, 1, 1) Az ∈ GPS (−,−)
(1, 1,3) Az ∈ GPS (−,−)
(1,3, 1) Az ∈ GPS (−,−)
GPS rep. Parent Field (Z2,Z′2)
(15, 1, 1) Aν ∈ GPS (−,−)
(1, 1,3) Aν ∈ GPS (−,−)
(1,3, 1) Aν ∈ GPS (−,−)
GPS rep. Parent Field (Z2,Z′2)
(1,2,2) A4,11z ∈ SO(5)/SO(4) (+,+)
Table 7.5: Scalar parity assignment under S1/Z2 × Z′2. In the 5D RGE formalism
they are treated as scalars originating from either the gauge boson projections or
as remnants from the 6D approximation.
either as part of the GSM sub-algebra or the coset GPS/GSM, even though we are
computing the Pati-Salam RGEs. We do this since we are effectively forced to
consider how the elements in the subset and coset affect the RGEs due to the
split parity assignments. I.e. we are integrating out all the Pati-Salam degrees of
freedom, but we need to treat them separately due to their isometry transformation
properties in the 5th dimension, dictated by the formalism in [111].
The 5D RGEs have the general form
1
g2a(µ)
=
piL5
g2a5D(ΛMax)
+
1
8pi2
∑
ξ
∆a (ξ;µ, lnΛMax) , (7.31)
where ga is the 4D gauge coupling corresponding to the respective SU group in
SU(4)C×SU(2)L×SU(2)R (where a denotes∼ 4C, 2L, 2R), µ is the renormalisation
scale, g2a5D is the 5D gauge coupling with mass dimension M
1, ΛMax is the cutoff
value of the 5D EFT, and ∆a are the various one loop corrections due to the matter
fields in the theory, which are generically denoted as ξ ∈ {φ, ψ,Aµ} with respect
to scalars, fermions and gauge bosons. We will come back to specify the forms for
each of the ∆a’s.
The cutoff ΛMax is defined as the scale at which we lose perturbative control of
the theory,
ΛMax =
16pi2
g2a5D(ΛMax)
, (7.32)
where the formal expansion parameter becomes too large (see Ref.[176]). To get a
numerical value for ΛMax we can use the RGEs evaluated at MKK5 .
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More specifically, we have,
1
g2a (MKK5)
=
piL5
g2a5D (ΛMax)
+
1
8pi2
∑
ξ
∆a (ξ;MKK5 , lnΛMax)
≡ Ca5 (ΛMax) +
1
8pi2
∑
ξ
∆a (ξ;MKK5 , lnΛMax) .
(7.33)
This implies a characterising equation for our unknown 5D gauge coupling at
the cutoff scale,
Ca5 (ΛMax) ≡
piL5
g2a5D (ΛMax)
=
1
g2a (MKK5)
− 1
8pi2
∑
ξ
∆a (ξ;MKK5 , lnΛMax) . (7.34)
To find the unknown Ca5 , and implicitly the cutoff scale ΛMax, we can recast the
above as a functional equation and solve it numerically for Ca5 . More specifically
we can recast ΛMax as
ΛMax =
16pi
L5
Ca5 , (7.35)
which then provides us with the functional form when substituted into Eqn. (7.34),
Ca5 =
1
g2a (MKK5)
− 1
8pi2
∑
ξ
∆a
(
ξ;MKK5 , ln
(
16pi
L5
Ca5
))
. (7.36)
Solving this equation numerically yields cut-off scales for each of the gauge cou-
plings Λ4CMax,Λ
2L
Max,Λ
2R
Max. For the remainder of this paper we will refer to the small-
est of the three when discussing the cutoff of the theory where a more fundamental
6D theory should come into effect,
ΛMax = min
{
Λ4CMax,Λ
2L
Max,Λ
2R
Max
}
. (7.37)
We now move on to specifying the full set of corrections∆a coming from the fields
that appear in our approximated 5D theory. The form of the SU(N) corrections
∆N (ξ) from to a generic field ξ are specified in [111].
Starting with SU(4)C , the corrections due to scalars, gauge fields and fermions
are,
∆4C(φ) = 2∆
−−
4C (15), (7.38)
∆4C(ψ) = 3
(
∆
++
4C (4L) + ∆
++
4C (4R) + ∆
−−
4C (4L) + ∆
−−
4C (4R)
)
+ 3
(
∆
++
4C (6L) + ∆
++
4C (6R) + ∆
−−
4C (6L) + ∆
−−
4C (6R)
)
+∆
+−
4C (4L) + ∆
−+
4C (4R) + ∆
−+
4C (4L) + ∆
+−
4C (4R),
(7.39)
∆4C(A) = ∆
++
3C (8) + ∆
−+
3C (3) + ∆
−+
3C (3), (7.40)
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where the factor of 2 arises from the Az, Aν components, and the factors of 3 arise
from generational indices α = 1, 2, 3 and β = 1, 2, 3 .
Note that the contribution of the gauge fields is obtained by splitting the 15 ∼
SU(4) adjoint representation under the breaking SU(4)→ SU(3)×U(1) and adding
each subcomponent’s contribution separately based on their parity assignment. I.e.
15 → (8, 0) ⊕ (3,+4/3) ⊕ (3,−4/3) ⊕ (1, 0), and noting that ∆3(1) = 0 (scalar
transformation under SU(3)). We have to treat them separately due to the original
theory’s SU(5)∩GPS = GSM projection, which results in mixed parity assignments
within the 5D approximation.
Moving on to SU(2)L, the corrections are
∆2L(φ) = ∆
++
2L (2) + 2∆
−−
2L (3), (7.41)
∆2L(ψ) = 3
(
∆
++
2L (2L) + ∆
−−
2L (2R)
)
+ 3
(
∆
++
2L (2L) + ∆
++
2L (2R) + ∆
−−
2L (2L) + ∆
−−
2L (2R)
)
+
(
∆
+−
2L (2L) + ∆
−+
2L (2R)
)
,
(7.42)
∆2L(A) = ∆
++
2L (3) + ∆
−−
2L (2), (7.43)
where the factors of 3 arise from α = 1, 2, 3 and β = 1, 2, 3. SU(2)R has almost
identical corrections apart from those originating fromΨ432, where (+,−) and (−,+)
are swapped for R, L indices, and the gauge contribution,
∆2R(φ) = ∆
++
2R (2) + 2∆
−−
2R (3), (7.44)
∆2R(ψ) = 3
(
∆
++
2R (2L) + ∆
−−
2R (2R)
)
+ 3
(
∆
++
2R (2L) + ∆
++
2R (2R) + ∆
−−
2R (2L) + ∆
−−
2R (2R)
)
+
(
∆
−+
2R (2L) + ∆
+−
2R (2R)
)
,
(7.45)
∆2R(A) = ∆
−+
2R (3) + ∆
−−
2R (2). (7.46)
Note that we have to specify the L/R handedness since the “N functions” used for
the ∆ corrections are depended on it (see Ref. [111]).
The corrections due to a generic field ξ are specified in [111], and consist of the
following.
In the case of 5D scalars φ(xµ, y), we have a contribution to the gauge coupling
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ga, corresponding to SU(Na), of the form
∆a(φ;µ) =
1
12
[
Ta(φ++)
[
ln
(
Λ
k
)
− 3
∫ 1
0
duF (u) lnNφ++
(
iu
2
√
µ2
)]
−
− 3Ta(φ+−)
∫ 1
0
duF (u) lnNφ+−
(
iu
2
√
µ2
)
−
− 3Ta(φ−+)
∫ 1
0
duF (u) lnNφ−+
(
iu
2
√
µ2
)
−
− Ta(φ−−)
[
ln
(
Λ
k
)
+ 3
∫ 1
0
duF (u) lnNφ−−
(
iu
2
√
µ2
)]]
,
(7.47)
where Ta(φ) is the Dynkin index of the SU(Na) representation for φ, F (u) =
u(1− u2) 12 . Nφ±,± are the N−functions from Appendix B.3 under the assignments
(Zφ, Z
′
φ, {Pφ}) = (±,±, 4, 0, 0, 2), (7.48)
where we have defined the parameter set {Pφ} in Appendix B.3.
In the case of 5D fermionic fields ψ(xµ, y), we have a contribution to the gauge
coupling ga, corresponding to SU(Na), of the form
∆a(ψ;µ) =
1
3
[
Ta(ψ++)
[
2 ln
(
k
µ
)
− kL5 + 3
∫ 1
0
duG(u) lnNψ++
(
iu
2
√
µ2
)]
+
Ta(ψ+−)
[
−kL5 + 3
∫ 1
0
duG(u) lnNψ+−
(
iu
2
√
µ2
)]
+
Ta(ψ−+)
[
kL5 + 3
∫ 1
0
duG(u) lnNψ−+
(
iu
2
√
µ2
)]
+
Ta(ψ−−)
[
2 ln
(
k
µ
)
− kL5 + 3
∫ 1
0
duG(u) lnNψ−−
(
iu
2
√
µ2
)]]
,
(7.49)
where Ta(ψ) is the Dynkin index of the SU(Na) representation for ψ,
G(u) = u(1− u2) 12 − u(1− u2)− 12 . Nψ±,± are the N−functions under the assign-
ments
(Zφ, Z
′
φ, {Pφ}) =

(−,−, {1,+c,+c, |c− 12 |}) for Nψ++
(−,−, {1,−c,−c, |c+ 12 |}) for Nψ−−
(+,−, {1,−c,−c, |c+ 12 |}) for Nψ+−
(−,+, {1,−c,−c, |c+ 12 |}) for Nψ−+
. (7.50)
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Lastly, in the case of 5D Gauge fields AM (xµ, y), we have a contribution to the
gauge coupling ga, corresponding to SU(Na), of the form
∆a(A;µ) =
1
12
[
Ta(A++)
[
23 ln
(µ
Λ
)
+ 21 ln
(µ
k
)
+ 22kL5
+
∫ 1
0
duK(u) lnNA++
(
iu
2
√
µ2
)]
+ Ta(A+−)
[
−kL5 +
∫ 1
0
duK(u) lnNA+−
(
iu
2
√
µ2
)]
+ Ta(A−+)
[
kL5 +
∫ 1
0
duK(u) lnNA−+
(
iu
2
√
µ2
)]
+ Ta(A−−)
[
23 ln
(
Λ
k
)
+ 2 ln
(
k
µ
)
− kL5
+
∫ 1
0
duK(u) lnNA−−
(
iu
2
√
µ2
)]]
,
(7.51)
where Ta(A) is the Dynkin index of the SU(Na) representation for A, K(u) =
−9u(1− u2) 12 + 24u(1− u2)− 12 . Nψ±,± are the N−functions where
(Zφ, Z
′
φ, {Pφ}) =

(−,−, {4, 2, 2, 0}) for NA++
(−,−, {2, 0, 0, 1}) for NA−−
(+,−, {2, 0, 0, 1}) for NA+−
(−,+, {2, 0, 0, 1}) for NA−+
. (7.52)
Putting all of this together, the running in the 5D regime for our sample point is
shown in Fig. 7.10.
7.4.4 Weinberg Angle: SU(5) Prediction vs. Running
We can now turn to the comparison between the Weinberg angle prediction on the
basis of our RGE analysis starting from the TeV scale.
Switching from the broken SU(3)×U(1)EM phase to the GSM phase, the Wein-
berg angle sin θW and the electromagnetic fine structure constant αEM, determine
the weak and hypercharge couplings according to Eqn. (7.28).
Similarly the GSM couplings are related to the GPS ones as expressed in
Eqn. (7.16), leading to the Weinberg angle expression of Eqn. (7.18).
At the unification scale, i.e. the energy at which the first non-zero GUT KK state
becomes available mKK6 ∼ 1/2piR6, we can write a series of identities between the
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Figure 7.10: Effective 4D SU(4)C×SU(2)L×SU(2)R gauge couplings obtained via
the 5D Pati-Salam approximation, using the evolved coupling values originating
from the 4D formalism. The dotted line corresponds to the MKK5 threshold at
which we start our 5D runnings.
4D, 5D, 6D couplings based on the principle that there is only one gauge coupling
in the theory. Before gauge symmetry breaking, the 5D and 4D equivalent SO(11)
couplings at the 5D Planck and IR branes are related to the 6D gauge coupling as,
α
SO(11)
6D =
α
SO(11)−IR
5D
2piR6
=
α
SO(11)−Pl
5D
2piR6
=
α
SO(11)−IR
4D
2piR6L5
=
α
SO(11)−Pl
4D
2piR6L5
.
(7.53)
On the Planck brane the gauge symmetry is broken down SO(11)→ SU(5) via the
VEV of 〈Φ32〉. In terms of the equivalent 4D gauge couplings, the identification at
1-loop [140, 177] is equivalent to
1
α
SU(5)−Pl
4D
=
1
α
SO(11)−Pl
4D
− 1
12pi
[C2(SO(11))− C2(SU(5))] . (7.54)
Recasting this in terms of the 6D coupling, we have
1
α
SU(5)−Pl
4D
=
{
1
α
SO(11)
6D
− 2piR6L5λ11→5
12pi
}
1
2piR6L5
, (7.55)
where λ11→5 = [C2(SO(11))− C2(SU(5))].
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Similarly on the IR brane we break SO(11)→ SU(4)C × SU(2)L × SU(2)R via
the P0, P2 boundary conditions, which produce the gauge identifications at 1 loop,
1
α
SU(4)C−IR
4D
=
1
α
SO(11)−Pl
4D
− λ11→4
12pi
, (7.56)
1
α
SU(2)L−IR
4D
=
1
α
SO(11)−Pl
4D
− λ11→2
12pi
, (7.57)
1
α
SU(2)R−IR
4D
=
1
α
SO(11)−Pl
4D
− λ11→2
12pi
, (7.58)
where λ11→4 = C2(SO(11)) − C2(SU(4)), λ11→2 = C2(SO(11)) − C2(SU(2)). In
terms of the 6D couplings this means,
1
α
SU(4)C−IR
4D
=
{
1
α
SO(11)−Pl
6D
− 2piR6L5λ11→4
12pi
}
1
2piR6L5
, (7.59)
1
α
SU(2)L−IR
4D
=
{
1
α
SO(11)−Pl
6D
− 2piR6L5λ11→2
12pi
}
1
2piR6L5
, (7.60)
1
α
SU(2)R−IR
4D
=
{
1
α
SO(11)−Pl
6D
− 2piR6L5λ11→2
12pi
}
1
2piR6L5
. (7.61)
Ignoring the Casimirs for a moment to keep the discussion transparent, at the
unification scale, instead of the Eqns. (7.55), (7.60), we have
1
α
SU(4)C−IR
4D
=
1
α
SU(2)L−IR
4D
=
1
α
SU(2)R−IR
4D
=
1
α
SU(5)−Pl
4D
=
1
α
SO(11)−Pl
6D
1
2piR6L5
.
(7.62)
When combined with the expression for the Weinberg angle in the Pati-Salam phase
in Eqn. (7.18) these leads to the expected
sin2 θW (µ)
∣∣∣∣
µ=(2piR6)−1
=
1
2
3 + 1 + 1
=
3
8
. (7.63)
In essence, this is the SU(5) prediction translated from the Planck brane to the IR
brane. The scale of SU(5) breaking is dictated by 〈Φ32〉 ∼ R−16 , which is localised
on the UV brane y = 0. Again, we emphasise that this scale is not accessible within
our 5D formalism, but we can infer some useful conclusions depending on the values
of the RGE runnings at ΛMax, as we will see in Sec. 7.5.
Including the Casimir corrections, we find the slightly modified relation
sin2 θW (µ) =
36− 18piαSO(11)4D
96− 1
pi
20α
SO(11)
4D − 44piαSO(11)4D
∣∣∣∣∣
µ=(2piR6)−1
. (7.64)
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Figure 7.11: Numerical impact of the Casimir correction (blue line) as a function
of the unknown inverse unified coupling (αSO(11)4D )
−1. The green line represents the
low bound for the ∼ 0.4% deviation occurring at (αSO(11)4D )−1 ' 20. The orange line
represents the GUT hypothesis 3/8. The smaller α, the less impact the Casimir
corrections have on the prediction as they weighted by αSO(11)4D .
Since the Casimir-corrected Weinberg Angle requires a value for the SO(11) 4D
equivalent gauge coupling, we examine the possible deviation from the 3/8 GUT
prediction as a function of the possible values of αSO(11)4D , as shown in Fig. 7.11. For
reasonable αSO(11)4D coupling values (e.g. Ref. [140]) we see that deviations arising
from the Casimir corrected values amount to . −0.0013, see Fig. 7.11. Since this
∼ 0.4% deviation is negligible, we can safely ignore the Casimir contributions in
the following without qualitatively changing our results.
7.5 Results
The running is crucially influenced by the number of active fermion generations
NG. We will therefore comment on our results for NG = 1, 3 separately.
In the first case, we include only the third fermion generation as mentioned be-
fore. This implicitly assumes that there is a large mass gap between the third family
and the remaining two, decoupling the associated zero-mode KK states from the
RGE flow (see Ref. [116]). In the second case, we assume that all three SM genera-
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(a) Scatter plot of the parameter space points for the NG = 1 case, where we use the same
convention as in Fig. 7.2. We now represent each point’s value for the unification measure
∆(GSM;MKK5 ,MZ) in the 4D SM phase between the Kaluza-Klein scale MKK5 , and MZ ,
the respective KK scale, and the colour shading denotes the value of the Weinberg angle
sin2 θW (MKK5).
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(b) Correlation of the NG = 1 case in the 5D phase, ∆(GPS; ΛMax,MKK5), shown as a
function of the cut-off scale ΛMax where perturbativity is lost (see text for details). The
colour shading again represents the Weinberg angle at the cut-off. Highlighted hexagon
points refer to realistic low energy spectra compatible with exotics searches.
Figure 7.12: RGE evolution in the NG = 1 case within the 4D and 5D approxima-
tions.
tions are present and that different generational mass states are nearly degenerate.
The comparison of these avenues contrasted with implications for unification can
therefore act as a guideline for future model-building in the fermion sector.
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Figure 7.13: Scatter plots analogous to Figs. 7.12a and 7.12b for the degenerate
NG = 3 case.
To examine the extent to which the gauge couplings converge in the 4D, 5D
regimes tensioned against the unification value of the Weinberg angle, we introduce
a unification measure
∆(G;M2,M1) =
∑
i,j∈G|i 6=j
|αi(M2)− αj(M2)|∑
i,j∈G|i 6=j
|αi(M1)− αj(M1)|
, (7.65)
i.e. we consider the ratio of the sum of the mutual coupling deviations between two
scales M2 > M1. αi are the gauge group couplings of the subgroups that form the
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gauge group G. This ratio measures how quickly the gauge couplings approach each
other as a function of the energy scale. Since we are interested in gauge coupling
unification at M2 > M1, values of ∆(G;M2,M1) refer
∆(G;M2,M1)

> 1 ⇔ departure from unification
< 1 ⇔ approaching unification
∼ 0 ⇔ unification
. (7.66)
We plot this unification measure in the 4D SM phase between MZ ,MKK5 , along
with the Weinberg angle value at MKK5 in Figs. 7.12a, 7.13a for the NG = 1 and
NG = 3 cases. Figs. 7.12b and 7.13b. show the same measure for NG = 1 and
NG = 3 in the 5D PS phase between MKK5 ,ΛMax.
We start our discussion with the NG = 1 case. Examining Fig. 7.12a we can see
that within the 4D SM phase, the majority of the points that are consistent with
the SM have a unification measure smaller than unity, where the evolved Weinberg
angle values lie around sin2 θW ' 0.2.
The evolution of the Weinberg angle is driven towards smaller values compared
to the electroweak scale for a converging behaviour of the gauge couplings. This is
due to the particular KK decomposition of the field content. The hypercharge and
weak couplings receive larger corrections than the QCD coupling as there are more
weakly charged states than coloured states that impact the running of QCD. The
weak corrections tend to be strong enough to result in a change in the direction of
the gauge coupling running away from asymptotic freedom. This leads to a smaller
Weinberg angle in the UV. We can see this behaviour for the NG = 1, 3 cases in
Figs. 7.14a, 7.14b.
In the 5D phase shown in Fig. 7.12b, we see that the converging behaviour is
maintained, with the unification measure approaching zero, while the Weinberg
angle increases via the RGE flow. This reflects the need for a complete set of RGEs
to be performed within higher dimensional theories (see e.g. Refs. [112, 178]).
Under the assumption that in the 6D phase of the theory the coupling behaviour
remains similar, we can infer that gauge coupling unification is consistent with the
predicted value for the Weinberg angle. Put differently, the cutoff scale depicted in
Fig. 7.12b provides us with a lower bound for the unification scale MGUT > ΛMax
which is dictated by gauge coupling unification and consistency with the Weinberg
angle prediction.
Let us turn to the NG = 3 case, where we observe an amplified behaviour of the
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Figure 7.14: 4D SM gauge coupling running between [MZ ,MKK5 ], for the NG = 1
case (a), and the NG = 3 case (b). The particular runs are of the sample point
showcased in Eqn. (7.19).
aforementioned effect of the KK states (Fig. 7.13a) due to their increased number.
In total, this leads to gauge couplings getting increasingly pushed away from unifi-
cation, while the Weinberg angle flows to very small values. Again this behaviour
is compensated to some extent in the 5D phase as indicated in Fig. 7.13b, resulting
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in values sin2 θW . 0.07 for the vast majority of points. Under the assumption,
that this behaviour continues in the 6D theory, we could face a potential incon-
sistency arising from gauge coupling unification being achievable but with small
Weinberg angle values. While this could be compensated by large radiative correc-
tions that shift the Weinberg angle away from the GUT hypothesis, this sets fairly
tight constraints on the dynamics of the fermion sector.
We finally comment on the impact of uncertainties, in particular uncertainties
of the input parameters α3C and sin2 θW at the weak scale. Errors as small as
σ(α3C) = ±0.00074 are possible from a theoretical perspective (e.g. Ref. [172]),
and we consider a 5% uncertainty in the value of the Weinberg Angle where
σ(sin2 θW ) = ±0.01156 for demonstration purposes. Taking into account both
of these uncertainties, we perform our analysis for the sample point highlighted in
Eqn. (7.19). In the NG = 1 case the percentage difference arising in the unification
measure at MKK5 amounts to ∼ 2%, whereas in the NG = 3 case it reaches ∼ 5%.
This effect is less pronounced at ΛMax, where the effects stack up to ∼ 0.2% for
NG = 1 and ∼ 0.4% for NG = 3.
Similarly, in theNG = 1 case we look at the percentage difference in theWeinberg
angle at MKK5 which is roughly ∼ 7.4%, and comes down at ΛMax to ∼ 5.8%. In
the NG = 3 case these are more pronounced, where at MKK5 we obtain ∼ 170%,
and at ΛMax we have ∼ 84%. We note that in the latter case, the Weinberg angle
has already been driven to small values O(0.01), i.e. while the impact is large, it
does not impact a theoretically allowed parameter region from the point of view of
unification.
7.6 Conclusions
Grand unified theories are attractive solutions to shortcomings of the Standard
Model of Particle Physics. In non-supersymmetric realisations scale separations
can be achieved by employing higher dimensional background geometry [118], where
electroweak symmetry breaking can also be implemented elegantly as a radiative
phenomenon [122]. Transitioning through the different phases of such scenarios is
less straightforward compared to applications in “standard” 4D GUTs (see e.g. [140,
141, 179–184]).
This was the purpose of our exploratory study: a detailed analysis of the 4D
and 5D phases of the model of [116, 117], contrasted with electroweak scale mea-
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surements as well as LHC constraints. We pay particular attention to the Weinberg
angle, whose size is determined by SU(5) relations, and can therefore be used to
test gauge unification (or lack thereof). While a fully conclusive test will need a
full investigation of the 6D phase of the theory, which we leave for future work,
we gather evidence that the 4D and 5D effective theories can remain under pertur-
bative control up to scales of ∼ 107 GeV. If unification is to be approached in a
controlled way, new dynamics should appear at scales about two orders of magni-
tude above the 5D compactification scale. This scale can be interpreted as a lower
limit on the GUT scale ∼ 5000 TeV in the light of observed physics at and around
the electroweak scale.
Fermionic thresholds crucially impact the running of couplings and as a conse-
quence, the model-building aspects related to the three fermion generations plays
an important role in the high energy behaviour of the theory. Unless there is a hi-
erarchical approach to lifting the zero modes of the fermion fields to their observed
SM values, the 6D theory will play a more important role in achieving unification
in the sense of Eqn. (7.63).
Furthermore, we note that the original model in Ref. [116, 117], has a series
of shortcomings, such as the 6th dimension being able to develop a non-trivial
Wilson line which would in turn cause a different spectrum on the IR brane. Even
though proton decay is forbidden at tree level, one still needs to look at one loop
contributions to gauge how much proton decay is induced by the potentially low
lying Pati-Salam gauge bosons.
Chapter 8
Summary & Conclusions
Throughout this thesis we have looked at the Standard Model of particle physics,
and identified its various shortcomings and problems in trying to describe the uni-
verse as highlighted in Chapter 1. In Chapters 2, 4, 5 we then reviewed some pro-
posed solutions, namely grand unified theories, supersymmetry, extra dimensions,
and the Hosotani mechanism.
In Chapter 3 we analysed SU(5) and SU(5) × U(1) supersymmetric extra di-
mensional orbifold models based on Scherk-Schwarz breaking. This was done by
employing spectrum generators aided by numerical algorithms, which allowed us to
check the models against current experimental constraints. We saw that the models
struggle to obey the LHC limits and produce a consistent Higgs mass, ruling out
the basic SU(5) model, along with providing motivation for a next to minimal UV
extension. This in turn prompted us to explore non supersymmetric alternatives.
In Chapters 6, 7 we moved on to review and analyse a SO(11) GHGUT model
in a hybrid 6D space time. Throughout Chapter 7, we explored the associated
Higgs and exotics phenomenology, along with checking the consistency between the
theory’s UV and IR phases. This was achieved by employing a differential evolution
algorithm based on a SM-like measure, along with RGE evolutions within 4D and
5D approximations. Within this analysis we saw the importance of current and
future BSM physics searches, along with finding new measures to guide unified
model building within non-supersymmetric extra dimensional scenarios.
The search for physics beyond the Standard Model is, and will be for the fore-
seeable future, one of the greatest challenges the particle physics community has
to face. BSM models formulated under a unifying framework or that address the
shortcomings of the SM, continue to provide some of the best guidance as to what
direction experiments should try and probe.
With this being said, there is still a lot to be done. Further work is required
in exploring non-minimial extra dimensional models incorporating Scherk-Schwarz
breaking using different bulk symmetries to try and resolve the issues presented in
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Chapter 3. A particular example would be a proper adaptation of the 6D E6 model
presented in Ref. [65], which has the potential of circumventing the aforementioned
problems. Similarly, if we are to fully connect the UV and IR pictures in 6D extra
dimensional models, we require further RGE analysis within 6D regimes, allowing
us to more thoroughly probe their consistency.
Overall this has been yet another stepping stone required for a fully realistic
extra dimensional Grand Unified Theory that doesn’t suffer from the problems
present in its 4D counterparts.
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Appendix A
Bessel Equation
A.1 Bessel Equation & Bessel Functions
The following review in the current section is based mainly on Chap. 12 from
Ref. [185]. Bessel’s equation is one of the classically named 2nd order partial dif-
ferential equation. Given a function y(x) of the variable x, and a real parameter
p ∈ R (referred to as the order of the Bessel function), the standard form of the
Bessel equation is
x2
∂2y
∂x2
+ x
∂y
∂x
+
(
x2 − p2) y = 0. (A.1)
The above can be recast in a slightly different form as
x
∂
∂x
(
x
∂y
∂x
)
+ (x2 − p2)y = 0. (A.2)
To solve the differential equation, we can expand y in terms of a power series
y(x) =
∞∑
n=0
anx
n+s, (A.3)
which when plugged into Eqn. (A.2) allows us to identify the coefficients of powers
of x as
xs : s = ±p, (A.4)
xs+1 : a1 = 0, (A.5)
xs+2 : an = − an−2
(n+ s)2 − p2 for n > 1. (A.6)
Starting of with the case s = p, where p ∈ Z, and using the above recurrence
relation for even numbers of n, we have
a1 = a3 = a5 = . . . = 0, a2n = − a2n−2
2n(2n+ 2p)
= − a2n−2
22n(n+ p)
. (A.7)
The above can be simplified by using the Γ(x) function, which is defined as the
analytic continuation of the factorial product as
Γ(x) =
∫ ∞
0
tx−1 exp(−t)dt, (A.8)
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where Γ(n) = (n− 1)! when n ∈ N. The Γ(x) function has the property Γ(p+2) =
(p + 1)Γ(p + 1), and Γ(p + 3) = (p + 2)(p + 1)Γ(p + 1), which can now be used to
rewrite the recurrence relationships in Eqn. (A.7) as
a2 = − a0
22(1 + p)
= −a0
22
Γ(p+ 1)
Γ(p+ 2)
,
a4 = − a2
23(2 + p)
=
a0
2322(1 + p)(2 + p)
=
a0
2!24
Γ(1 + p)
Γ(3 + p)
,
a6 = − a4
223(3 + p)
= − a0
2232!24(1 + p)(2 + p)(3 + p)
=
a0
3!26
Γ(1 + p)
Γ(4 + p)
,
...
a2k = (−1)k a0
k!22k
Γ(1 + p)
Γ(1 + k + p)
,
... .
(A.9)
Plugging in the above expression into the series solution, we get the explicit form
of y(x),
y = a0 x
p Γ(1 + p)
[
1
Γ(1 + p)
− 1
Γ(2 + p)
(x
2
)2
+
1
2!Γ(3 + p)
(x
2
)4
+ . . .
+(−1)k 1
k!Γ(1 + k + p)
(x
2
)2k
+ . . .
]
=a02
p
(x
2
)p
Γ(1 + p)
[
1
Γ(1)Γ(1 + p)
− 1
Γ(2)Γ(2 + p)
(x
2
)2
+
1
Γ(3)Γ(3 + p)
(x
2
)4
+ . . . (−1)k 1
Γ(k)Γ(1 + k + p)
(x
2
)2k
+ . . .
]
.
(A.10)
We have the freedom to set a0, and in order to normalise the solution we set it to
a0 =
2p
Γ(1+p) . With this choice, we now refer to y as a Bessel function of the 1st kind
of order p
Jp(x) =
∞∑
n=0
(−1)n
Γ(n+ 1)Γ(n+ 1 + p)
(x
2
)2n+p
. (A.11)
The second case where s = −p, J−p(x) is a suitable solution which is related to
Jp(x) by
J−p(x) = (−1)pJp(x). (A.12)
Similarly, we can derive the solution for p /∈ Z, which has the general form
y(x) = AJp(x) +BYp(x), (A.13)
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where A,B are arbitrary constants determined by the boundary conditions of
Eqn. (A.1), and we have introduced the Bessel function of the 2nd kind Yp,
Yp(x) =
cos(pip)Jp(x)− J−p(x)
sin(pix)
. (A.14)
The following useful relations hold for either Jp(x), Yp(x), which we generically
denote as Zp(x)
∂
∂x
(xpZp(x)) = x
pZp−1(x), Zp−1(x) + Zp+1(x) =
2p
x
Zp(x),
∂
∂x
(
x−pZp(x)
)
= −x−pZp+1(x), Zp−1(x) + Zp+1(x) = 2 ∂
∂x
Zp(x),
∂Zp(x)
∂x
= −p
x
Zp(x) + Zp−1(x) =
p
x
Zp(x)− Zp+1(x).
(A.15)
Lastly, we note that a useful form of the Bessel equation that is often encountered
consists of
∂2y
∂x2
+
1− 2a
x
∂y
∂x
+
{(
(bcxc−1)2 +
a2 − p2c2
x2
)}
y = 0, (A.16)
where p ∈ Z, and c, a ∈ R are constants. The above admits a general solution of
the form
y(x) = xa [AJp(bx
c) +BYp(bx
c)] , (A.17)
where A,B are arbitrary constants set by the boundary conditions of the problem.
Eqns. (A.16), (A.17) will prove invaluable when we will solve for fermionic/bosonic
equations of motion in AdS5 space.
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Appendix B
SO(11) GHGUT
B.1 Threshold Corrections
The gauge coupling αi of a broken subgroup Gi resulting from breaking G (recall
general breaking for SU(N+M)→ SU(N)×SU(M)×U(1)) will be given in terms
of the original gauge coupling αG and a matching condition λi [186, 187]:
1
αi(µ)
=
1
αG(µ)
− λi(µ)
12pi
, (B.1)
where the values are valid at a matching scale µ, which lies in the vicinity of the
energy breaking threshold. The matching conditions λi(µ) at one loop are given
by:
λi(µ) = {C2(G)− C2(Gi)} − 21Tr
(
t2iV ln
MV
µ
)
+Tr
(
t2iS ln
MS
µ
)
+ 8Tr
(
t2iF ln
MF
µ
)
,
(B.2)
where V, F, S refer to vector, fermion and scalar particles that are integrated out
at µ with their respective masses MV ,MF ,MS .
Note that the C2(G)−C2(Gi) term is the one responsible for the ‘discrete’ jumps
in gauge couplings, since all the logs go to 0 when Mξ = µ. Also note that since we
are taking into account all the different KK states as we go up in energy in both the
GSM, GPS phases the threshold corrections only amount to the Casimir differences
at MKK5 ,
λi(µ) = δ(µ−MKK5) {C2(G)− C2(Gi)} . (B.3)
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B.2 Gauge Couplings
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(a) RGE evolution for the piecewise QCD coupling g3C with the different β function
changes at the multiple encountered KK states marked as dotted lines. Note that this is
evaluated in the unbroken QCD phase SU(3)C .
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(b) RGE evolution for the piecewise electromagnetic coupling gEM with the different β
function changes at the multiple encountered KK states marked as dotted lines. Note that
this is evaluated in the broken phase SU(3)C × U(1)EM.
Figure B.1: Piecewise RGE evolutions of the electromagnetic and strong couplings
for the sample point in Eqn. (7.19).
B.3. N(±,±)(µ) Functions 227
0 2000 4000 6000 8000
0.18
0.19
0.20
0.21
0.22
0.23
0.24
(a) RGE evolution for the piecewise Weinberg Angle sin θW with the different β function
changes at the multiple encountered KK states marked as dotted lines. Note that this is
evaluated in the broken phase SU(3)C × U(1)EM.
0 2000 4000 6000 8000
22
24
26
28
30
(b) RGE evolution for the piecewise weak coupling g2L with the different β function changes
at the multiple encountered KK states marked as dotted lines.
Figure B.2: Piecewise RGE evolutions of the Weinberg angle and the weak coupling
for the sample point in Eqn. (7.19).
B.3 N(±,±)(µ) Functions
The N−functions for a generic field ξ where ξ ∈ {Aµ, φ, e−2kL5|y|ψL, e−2kL5|y|ψR}
with (Z2,Z′2) parity assignments depend on the renormalisation scale µ, the AdS
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Figure B.3: RGE evolution for the piecewise hypercoupling g1Y for the sample point
in Eqn. (7.19), with the different β function changes at the multiple encountered
KK states marked as dotted lines. Note that this is derived from the values of
αEM, sin θW .
curvature k, the warp factor zL = exp(kL5) (note that our definition of L5 includes
the factor of pi), the ξ field set of defining parameters {Pξ} = {sξ, (r0)ξ, (rpi)ξ, α},
where s is associated with the spin of the field,
sξ = {2, 4, 1, 1, } for ξ ∈
{
Aµ, φ, e
−2kL5|y|ψL, e−2kL5|y|ψR
}
, (B.4)
and is related to α as
α =
√(s
2
)2
+M2ξ where M
2
ξ ∈ {0, 0, c(c+ 1), c(c− 1)} . (B.5)
Note that the model explored in this thesis does not have any bulk masses present
for the gauge fields. The closed form for the N− functions is then given by
Nξ(+,−)(µ; {Pξ}) =− Yα
(
µ
kzL
)[[sξ
2
− (r0)ξ
]
Jα
(µ
k
)
+
µ
k
J ′α
(µ
k
)]
+
+ Jα
(
µ
kzL
)[[sξ
2
− (r0)ξ
]
Yα
(µ
k
)
+
µ
k
Y ′α
(µ
k
)]
,
(B.6)
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Nξ(−,+)(µ; {Pξ}) = + Jα
(µ
k
)[ [sξ
2
− (rpi)ξ
]
Yα
(
µ
kzL
)
+
µ
kzL
Y ′α
( µ
kzL
)]
+
− Yα
(µ
k
)[ [sξ
2
− (rpi)ξ
]
Jα
( µ
kzL
)
+
µ
kzL
J ′α
( µ
kzL
)]
,
(B.7)
Nξ(−,−)(µ; {Pξ}) = Jα
(µ
k
)
Yα
(
µ
kzL
)
− Jα
(
µ
kzL
)
Yα
(µ
k
)
, (B.8)
Nξ(+,+)(µ; {Pξ}) =−
[ [sξ
2
− (r0)ξ
]
Jα
(µ
k
)
+
µ
k
J ′α
(µ
k
)]
×
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)
+
µ
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(µ
k
)]
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(B.9)
where (r0)ξ, (rpi)ξ denote the 5D mass parameters at the branes. In our case, they
take the simplified form for ξ ∈ {Aµ, φ, e−2kL5|y|ψL, e−2kL5|y|ψR},
(r0)ξ = (rpi)ξ = {0, 0,−cξ, cξ}, (B.10)
where cξ corresponds to the parent field’s original 5D mass parameter cξ ∈
{c0, c1, c2, c′0}. Note that we don’t have any artificially introduced brane masses
for the scalar fields in the 5D limit.
B.4 Bessel Basis Functions
The auxiliary Bessel function constructs that are used to express the basis functions
for the various fields within the 6D formalism are as follow,
Fαβ(u, v) = Jα(u)Yβ(v)− Yα(u)Jβ(v), (B.11)
Fˆα,β(u, v) = Iα(u)Kβ(v)− exp(−ipi(α− β))Kα(u)Iβ(v), (B.12)
Fˆ±,±c (q) = Fˆc± 1
2
,c± 1
2
(qz−1L , q). (B.13)
The fermion LH/ RH basis functions, corresponding to either a sine or a cosine
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6D decomposition are given by SL, SR, and CL, CR respectively, where
SL(z;λ, c) =
(−pi)
2
λ
√
zzLFc+ 1
2
,c+ 1
2
(λz, λzL) , (B.14)
SR(z;λ, c) =
(+pi)
2
λ
√
zzLFc− 1
2
,c− 1
2
(λz, λzL) , (B.15)
CR(z;λ, c) =
(−pi)
2
λ
√
zzLFc− 1
2
,c+ 1
2
(λz, λzL) , (B.16)
SL(z;λ, c) =
(+pi)
2
λ
√
zzLFc+ 1
2
,c− 1
2
(λz, λzL) . (B.17)
Similarly the vector boson basis functions, corresponding to either a sine or a
cosine 6D decomposition, are given by,
C(z;λ) =
(+pi)
2
λz3/2
√
zLF 3
2
, 1
2
(λz, λzL) , (B.18)
S(z;λ) =
(−pi)
2
λz3/2
√
zLF 3
2
, 3
2
(λz, λzL) , (B.19)
C ′(z;λ) =
(+pi)
2
λ2z3/2
√
zLF 1
2
, 1
2
(λz, λzL) , (B.20)
S′(z;λ) =
(−pi)
2
λ2z3/2
√
zLF 1
2
, 3
2
(λz, λzL) . (B.21)
B.5 Bessel Tower Equations Solutions
The relevant fields that obtain n = 0 modes along the GUT direction correspond to
theWR tower, photon tower, and Higgs tower, which are described by the equations
C(1;λWR) = 0, (B.22)
C ′(1;λγ) = 0, (B.23)
S(1;λA4,11) = 0. (B.24)
Plotting the basis functions for a realistic value of zL (i.e. zL = 35) as shown
in Fig. B.4, we can see that the photon tower and the WR tower’s first non-trivial
solution are nearly degenerate at λ ∼ 0.8. Note that the first non-trivial solution
for the Higgs tower occurs at larger values of λ ∼ 0.11. As zL increases, the
photon tower and the WR tower become even more degenerate, further justifying
our approximation.
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Figure B.4: Bessel bassis function plot, where the blue line represents C(1;λ),
the orange line represents C ′(1;λ), and the green represents S(1;λ). The roots
of C(1;λWR) = 0, C
′(1;λγ) = 0, S(1;λA4,11) = 0 correspond to the WR tower,
photon tower, and Higgs tower spectra. The above are evaluated for a warp factor
of zL = 35.
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