This article shows how set covering with item sampling (SCIS) methods can be used in the analysis and preanalysis of linear programming models for test assembly (LPTA). LPTA models can construct tests, fulfilling a set of constraints set by the test assembler. Sometimes, no solution to the LPTA model exists. The model is then said to be infeasible. Causes of infeasibility can be difficult to find. A method is proposed that constitutes a helpful tool for test assemblers to detect infeasibility beforehand and, in the case of infeasibility, give insight into its causes. Mathematical models can help to assemble tests from item banks, where the items are stored with their psychometric data and other specifications such as item content, word count, last date administrated, and so on. Item response theory (IRT) (Birnbaum, 1968; Lord, 1980 ) is one of the psychometric theories used in test assembly, together with classical testing theory. Using linear programming test assembly (LPTA) (e.g., Adema, Boekkooi-Timminga, & van der Linden, 1991; Boekkooi-Timminga, 1987 , 1990 Theunissen, 1985 Theunissen, , 1986 van der Linden & Boekkooi-Timminga, 1989 ), a test can be assembled, optimizing, for example, the test reliability while satisfying the constraints as set by the test designer. For instance, the mathematical notation for "the test must consist of 40 questions" as a linear constraint is
Huitzing (in press) proposed focusing on sets of constraints, together causing an infeasibility, called the irreducible infeasible set of constraints (IIS) (Chinneck, 1997; Chinneck & Dravnieks, 1991; Timminga, 1998) , and sequentially solving these by adapting one of its constraints, taking into consideration possible adjustment costs, and minimizing their total weighted sum. For general infeasible LP models, Feng (1999) proposed using set covering (SC) with item sampling (SCIS) to detect IISs, whereas Boneh (1984) used SC for the identification of redundancy in systems of inequalities. In this article, it is shown that, in infeasible LPTA models, SCIS can also be used to find an approximation to the maximal number of constraints that together is still feasible (i.e., maximum feasible sets of constraints [MFSs] ) and an approximation to the minimal number of constraints that has to be removed to make the remaining set of constraints feasible again-namely, the minimal cardinality IIS set cover (MCISC) (e.g., Amaldi, 1994; Chinneck, 1997 Chinneck, , 2000 .
The article can broadly be divided into three parts. The first part treats infeasibility in LPTA models. The second part gives a short introduction to set covering theory, item sampling, their possible application to LPTA models, and how to proceed after the application of SCIS. The third part presents a simulation study with SCIS methods to analyze the infeasibility and directly shows how to deal with the shortcomings of SCIS. The purpose is to offer a clear and easy guide for test assemblers to deal with infeasibility by analyzing it and/or directly solving it.
Infeasibility in LPTA Models
Whether due to an item bank deficiency, a typing error, or a contradiction between wishes of the test assembler, in mathematical terms, the infeasibility always results from a contradiction of constraints. It is important to realize the interaction between constraints. One constraint may have an impact on many other constraints. First, several convenient definitions, in terms of sets of constraints, for infeasible LP models are introduced. Second, the complexity of finding these sets of constraints is treated.
IISs, MFSs and MCISCs
For infeasible LP models, the following definitions are introduced.
• An IIS (Chinneck, 1993 (Chinneck, , 1997 Chinneck & Dravnieks, 1991) , also called the minimum infeasible subset of constraints, is the smallest set of constraints that together cause infeasibility but for which any proper subset is feasible. In other words, an IIS narrows down the infeasibility of the whole model to a small number of contradicting demands, and although this group of demands is infeasible, any part of this group is feasible. An IIS can thus be thought of as a "center of infeasibility." However, a model can have a large number of IISs that can also overlap. An illustration will clarify this at the end of the following definitions.
• An MFS (Amaldi, 1994 , Chinneck, 2000 is a subset with a maximum number of constraints of the infeasible LP model that together still form a feasible set. Otherwise said, an MFS is the largest group of constraints that can be met. Again, there can be several MFSs in a model, but all have the same number of constraints, called the maximum cardinality.
• A minimum unsatisfied linear relation set of constraints (Min ULR) (Amaldi, 1994; Chinneck, 2000) is a subset with the smallest number of constraints that has to be deleted from the original infeasible LP model, such that the remaining set of constraints becomes feasible. A Min ULR is also the smallest set of constraints in which every IIS of the infeasible model is represented by at least one constraint, which is also called an MCISC. As a proof, consider that one IIS is not represented by a constraint in the Min ULR. Then, after removing the Min Heuristic solver Algorithm based on a search procedure to find an optimal solution, which may not necessarily be a global optimum.
SC
Set covering A mathematical problem in which a minimal cover (i.e., a set of minimal size in terms of elements) must be found to cover all elements of another set.
Hard constraint Constraint that should never be violated.
Soft constraint Constraint that, under some circumstances, may be violated, usually inducing a cost.
ULR from the infeasible model, one IIS remains, and the model is still infeasible. Thus, every IIS is at least represented by one constraint. In other words, a Min ULR is the smallest group of demands that cannot be met, and an MCISC is a group of constraints that contains at least one demand of each center of infeasibility. The minimum cardinality refers to the smallest number of constraints.
In Table 1 , an overview of abbreviations is given. Consider the following example. A small model has five contradicting constraints:
and x i ∈ {0, 1}, i = 1, . . . , 5. Constraint R1 states that the test must contain three items, and Constraints R2 to R5 restrict which items can or have to be selected. Note that an objective function is missing, as it plays no role in the infeasibility of Models R1 to R5. There are three IISs: IIS 1 = {R1, R2, R5}, IIS 2 = {R2, R3}, and IIS 3 = {R1, R3, R4}. The smallest set of constraints to delete to make the remaining set feasible is {R1, R2}, and the remaining feasible set is {R3, R4, R5}, with a solution, for example, as x 1 = x 2 = x 3 = x 4 = 1. Therefore, {R1, R2} is a Min ULR. The smallest set that contains at least one constraint of each IIS is again {R1, R2}, and thus {R1, R2} is a MCISC. Moreover, {R3, R4, R5} is an MFS.
These definitions of sets of constraints can also be applied to LPTA models. Their use has many advantages. IISs effectively concentrate attention on a center of infeasibility and can give the test designer a clearer view on its causes. Even so, because an infeasible model can have several IISs, if adjusting or deleting one or several of its constraints solve one IIS, the whole LPTA model can still remain infeasible. However, because IISs sometimes overlap, meaning two or more IISs share one or several constraints, deleting or adjusting one constraint can also solve several IISs at a time. An MCISC shows the test designer how a feasible subset of the original LPTA model can be obtained with a minimum number of neglected constraints and is complementary to an MFS. Approaches using either MCISCs (or, equivalently, Min ULRs) or MFSs are just a matter of preference and can be directly translated into one another.
Complexity of Finding IISs, MFSs and MCISCs
There exist several algorithms to distill an IIS from an infeasible LPTA model, such as the deletion algorithm and the sensitivity algorithm (Chinneck & Dravnieks, 1991) . The deletion algorithm works as follows. Starting with the infeasible model, one constraint is temporarily left out, and the remaining model is checked for feasibility. If the remaining model is feasible, then the constraint is put back in the model; otherwise, it is not. In either case, the algorithm repeats the procedure with a next constraint, until all constraints have been tried once. The final remaining set is an IIS (for a proof, see Chinneck & Dravnieks, 1991) . Although the algorithm guarantees finding an IIS, it is understood that the initial order of the constraints can have much impact on the speed of finding an IIS and also which IIS will be found. Moreover, this algorithm has one major drawback. After temporarily dropping a constraint, the new set of constraints has to be checked for feasibility, which has the same complexity as solving an LP model. Finding an MCISC or an MFS is even more difficult. Sankaran (1991) showed that finding an MCISC is NP-hard (i.e., not generally solvable in polynomial time) unless both the constraint matrix and right-hand side form a totally unimodular matrix. A matrix M is totally unimodular if and only if every square, nonsingular submatrix of M has determinant det (M) = ±1 (Nemhauser & Wolsey, 1988; Papadimitriou & Steiglitz, 1982) . The matrix M = [Ab] will have to be an integer matrix, with entries -1, 0, or 1, such that 1. each column contains not more than two entries other than 0, and 2. all the rows can be partitioned into two sets in the following way: a. if a column contains two entries with the same sign, then their rows belong to different sets (0 has no sign);
b. if a column contains two entries of different signs, then their rows belong to the same set. This means that to check this condition, all constraints of the LPTA model will have to be rewritten such that all their matrix constants and bounds become -1, 0, 1 variables. In practical LPTA, this necessary condition is not satisfied. Chinneck (2000) describes fast polynomial time heuristics, which rely on sequential LP solving of carefully chosen subsystems of the original infeasible LP model, giving information on constraints that have to be deleted so that the end result is an MCISC. The setback again is that a large number of LP models have to be solved. The SCIS procedure, however, does not have this drawback.
Set Covering and Item Sampling
After introducing SC and redundancy in sets of constraints, item sampling is treated. Next, a combined method, the SCIS, is presented to solve very large models. Then, it is shown why equality constraints can frustrate the SCIS method. Finally, some ways are discussed to incorporate wishes of the test assembler in SCIS methods.
Set Covering
In SC, elements of one set (say, the different ages in history) have to be covered by a minimum cost set of elements of another set (say, question items on these ages), where their cost is, for example, the time necessary to answer the item. A mathematical formulation (Wolsey, 1998) is the following integer model:
where P is the matrix with elements p sj , s = 1, . . . , S, with S the total number of elements in the first set; j = 1, . . . , J , with J the total number of elements in the second set; and p sj is 1 if element j can be used to cover element s (otherwise, it is 0). c is the cost vector, with c j the cost associated with using covering element j , j ∈ {1, . . . , J }, and y j = 1 if element j is selected (otherwise, it is 0). The vector e has all elements equal to 1. An illustration of the set covering technique is given below. The SC problem is known to be NP-complete (Papadimitriou & Steiglitz, 1982; Wolsey, 1998) , but polynomial time heuristics exist. In the simulation study, it is shown that this indeed presents a limiting factor to the use of SCIS.
Redundancy
The many constraints in an LP model can easily become confusing to the model designer. Constraints are redundant if they can be eliminated without changing the feasible region (Boneh, 1984; Nering & Tucker, 1993) . Eliminating redundant constraints from the model obviously reduces the size of the model and can speed up the optimization algorithm considerably. A set of constraints delimiting the feasible region is thus highlighted and easier to interpret for the model designer.
It should be noted that redundancy of constraints depends on the total set of constraints. Changing constraints, including redundant constraints, can change the feasible region and thus the sets of redundant and nonredundant constraints.
Set Covering and Detecting Redundancy
Boneh (1984) used SC to identify redundant constraints in systems of inequality constraints. The idea is as follows. A constraint partitions the solution space into two half-spaces, with one Figure 1 , the Constraint C1 cuts the solution space (i.e., the positive quadrant of x 1 and x 2 ) into two half-spaces: one below the constraint and the second above the constraint. These half-spaces can be cut again by the next constraint. As the set of all constraints divides the solution space into subsets, binary vectors can represent these subsets. Such a vector is, for a certain subset of the solution space and a given arbitrary order of the constraints, defined in the following way. Each element of the vector represents a constraint. If the subset of the solution space satisfies the first constraint, the vector's first element will be accorded a 0 (otherwise a 1) and so on for the subsequent constraints.
A 0-1 matrix P can be constructed where each row represents a subset of the solution space {0, 1} I and each column a constraint. By means of the following SC equivalence given by Boneh (1984) , redundant constraints can be detected (this is true for convex and nonconvex feasible regions, both for LP and integer LP models). The subsets are indicated as s ∈ {1, . . . , S}, where S
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is the number of subsets. The class of subsets is defined in such a way that their union is exactly the infeasible region of the original LP problem (4.5); if this problem is known to be infeasible, this is the entire solution space {0,1} I .
Model 6 is applied with the matrix P defined so that its element, p sj , is 1 if subset s, s ∈ {1, . . . , S}, violates constraint j, j ∈ {1, . . . , J }, where J is the total number of constraints; otherwise, p sj is 0. The requirement Py ≥ e means that each subset s violates at least one of the constraints in the set {j |y j = 1}. This means that the set of constraints for which y j = 0 is a redundant set of constraints. The model has to be solved for the vector y representing whether a constraint j is redundant (0) or nonredundant (1). The solution does not have to be unique, and different solutions may exist. Taking costs c j = 1 for all j ∈ {1, . . . , J }, this will give a minimal set of nonredundant constraints when applied to a feasible LP model. An illustration is given in the section on the SCIS.
The subsets used in principle are the subsets of the solution space defined by all combinations of the constraints being satisfied or unsatisfied, respectively, and deleting all empty subsets.
Note that when all costs c j are equal, all constraints are equally important. One could envisage a situation in which some constraints must be included in the remaining nonredundant set of the feasible model. This can be obtained, for example, by giving these constraints a large negative cost.
Item Sampling
In general, it is not known how the solution space is partitioned into subsets; if that were known, then it would also probably be known whether there is a feasible region. The upper limit to the number of possible subsets of the partition of the solution space is 2 J , with J the number of constraints. Checking for all of the possible subsets of the solution space can thus be nearly impossible in large models. For example, a small model of 25 constraints can already have more than 33 million subsets. In most real LP models, the number of subspaces, however, will be much smaller than this worst-case scenario because many of the subsets defined by some constraints being satisfied and the others being unsatisfied are empty. For example, in Figure 1 , there are only 11 nonempty subsets, where theoretically, 2 4 = 16 would have been possible.
In practice, each subset will be represented by a point within that subset, and checking whether a subset violates a constraint is done by checking for that point. It is impossible to know beforehand how many subsets exist, which subsets exist, and which points belong to which subset. Therefore, Boneh (1984) introduced the idea of sampling a large number of random points in the solution space, covering many of the subsets of the solution space, and checking these against the constraints. Of course, several sample points may be in the same subset, but these can easily be identified because they will generate identical rows in the matrix, which can then be discarded. The procedure has now effectively become a probabilistic method. The results of this method constitute a lower bound to the true number of existing subsets, and the solution indicates a candidate for a redundant set of constraints without ensuring that this set is redundant. Therefore, it is advisable to check afterwards. Feng (1999) used this method to identify redundancy in nonlinear systems of inequalities and suggested using this method to detect IISs in infeasible systems of inequalities, as the following examples show.
Set Covering With Item Sampling
To explain the use of the SCIS, a simple version of SCIS is given first and illustrated with two small examples of four constraints.
1. Generate a large number of random points with the aim to cover all of the subsets.
2. Check each random point for all individual constraints: Construct the indicator matrix P of constraint violations.
3. Solve the SC problem.
For small models, the first step is manageable, but for larger models, it is indeed impossible to cover all subsets. Therefore, checks on the results have to be made. In the simulation study, the question of how many sample points to use and when to stop sampling will be considered more closely. For the next two examples, suppose for illustrational purposes that all subsets are found.
The first example is a feasible model. In Figure 1 , 11 points covering all the subsets are found. The matrix P now becomes 
The ninth row, belonging to sample point s9 of the matrix P , consists solely of zeros and indicates that there is a feasible region. To find the redundant constraints in the model, the ninth row is eliminated. Solving Model 6, with c j = 1 for j ∈ {C1, C2, C3, C4}, and the above reduced matrix P , the solution is y = (1, 0, 1, 1) T . Thus, {C1, C3, C4} is a set of non-redundant constraints, and Constraint C2 is redundant.
Intuitively, the problem can be stated as follows. All these eight subsets are outside of the feasible region and do not satisfy one or more constraints, shown in the matrix by a 1 for that subset (row) and constraint (column). Now, one can try to find a "minimal explanation" of why all these subsets are outside of the feasible region-that is, a minimal set of constraints for which all these subsets also are infeasible. All rows (infeasible subsets) have at least one 1 because their infeasibility is at least caused by one constraint, and so the question becomes a minimal column cover explaining at least one 1 per row.
In the example above, feasibility was detected-namely, by sample point s9. In a preanalysis of an LPTA model, such a sample point, along with the knowledge that the model is indeed feasible, can be used as a starting point to search for an optimal solution. Figure 2 ; the sign of Constraint C2 has been changed, and now there is an infeasible model. The new matrix P now becomes
Consider now
Solving again Model 6, with c j = 1 for j ∈ {C1, C2, C3, C4}, and the above new matrix P , the solutions are y 1 = (1, 1, 1, 0) T and y 2 = (0, 1, 1, 1) T . These represent two IISs: {C1, C2, C3} and {C2, C3, C4}. Finding MFSs is even easier. Two MFS can be seen at the 9th row and 11th row, where the row sums are smallest. They are {C1, C3, C4} and {C1, C2, C4}. Two MCISCs are {C2} and {C3}.
Sampling Models With Equality Constraints
When sampling points from a continuous distribution in an Euclidean space, the chance that a sample point will satisfy an equality constraint is zero because the subset that satisfies this constraint is of lower dimension. Even when sampling discrete points, this chance often still will be very low. These constraints will therefore seem to be never satisfied and can greatly frustrate the SCIS method because they will generate a column of 1s and appear like single-constraint IISs (i.e., infeasible constraints). A possibility may be to replace the equality constraint with two inequalities (≥ and ≤). The sample points are now checked against these two constraints, and although a sample point may not fulfill an equality equation, it will surely fulfill one of the two new constraints. However, this still does not really solve the problem in this study because now the two constraints will never both appear to be satisfied for a same sample point and, by consequence, will together seem to be an IIS once more. Such an IIS consisting of exactly two constraints is called a set of implicit equality constraints, which involves a set of constraints acting together as an equality constraint.
A remedy is to use a stratified sample (Ross, 1993) . First, a random sample is drawn without replacement and without considering the equality restrictions. Then, for each equality constraint in the model, a random sample is drawn without replacement but with that constraint as a restriction.
Towards an Intelligent Artificial Assistant
After finding IISs, MCISCs, or MFSs in an LPTA model, the test assembler still needs to be presented with a solution (i.e., an admissible test in a modified model). The advantage of IISs is their focus on some of the "pools of infeasibility" of the model. IISs may especially highlight those errors that have slipped in along with the design of the model. Sometimes, however, the test designer cannot find any mistakes or does not have the time to analyze the IISs, for example, in an online testing process. In that case, the MFS problem statement probably appeals most to the test designer, giving a maximum attainable feasible submodel of the original infeasible model. Next,
Figure 2
An Infeasible Set of Constraints in a Two-Dimensional Space some means for further use of the results of the SCIS are suggested, such as using multiobjective and goal-programming models, in which the term hard constraints is introduced.
Goal-Programming and Hard Constraints
Several methods to force a solution in an infeasible LPTA model have been proposed (Huitzing, in press; Timminga, 1998) . A goalprogramming (Nering & Tucker, 1993) approach is the following. The objective function is changed into "minimize the sum of the violations,"
where A, x, and b are as defined for Model 5. d has elements d j , j ∈ 1, . . . , J , defined as the cost of violating constraint j , also called weights. v has elements v j , called violations, denoting the amount by which constraint j is violated.
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Violations can be weighted to indicate the importance of the constraints. Instead of the minimization of the sum of the violations, another approach is multiple objective programming, with, for example, the first objective function being to minimize the sum of the weighted violations and the second objective being the original objective function.
Important here is the distinction between so-called hard and soft constraints (Huitzing, in press; Timminga, 1998) . Hard constraints have to be realized imperatively, whereas soft constraints are sometimes allowed to be violated. Between the soft constraints, a hierarchy might also exist. A solution to this dilemma is to attach very large weights to hard constraints, so that their violation becomes very unlikely, and smaller weights to constraints that may be violated, where the order of weights represents the order of "hardness" of the constraints. Below, such a model is given.
Objective functions 1 and 2:
(2) Maximize c T x (original objective function),
Subject to
where A, x, v, and d are as defined previously. Note that, if all constraints of the original model are allowed to be violated, then this constitutes a normal goal-programming LP model. An alternative is to first solve the SCIS for an MCISC and then to apply Models 10 through 14, with the extra requirement that only constraints j ∈ MCISC are allowed to be violated (thus, v j = 0 for j / ∈ MCISC). The motivation is that only the constraints that otherwise would not be realizable if the MFS is used are allowed to be violated. An application of this version is given in the simulation study. For more information on multiple objective test assembly, see Veldkamp (1999 Veldkamp ( , 2002 .
Optimality of SCIS Solutions
Regarding solving repaired (previously infeasible) LPTA models and the optimality of the resulting solution, it should be noted that the obtained solution is never optimal with respect to the original model because the original model already has been altered. This is true for all methods, including goal-programming methods with an LP algorithm or with a heuristic solver, and also for the SCIS method. All methods do violate the demands of the test assembler, whether this is allowed or not. An improvement of using an SCIS is that it can focus the attention either on a set of constraints that is causing the infeasibility (i.e., an IIS) or on a minimal set of constraints that has to be adapted. It can be said to be optimal in the sense that it minimizes the number of unnecessary violations.
A Simulation Study
First, LPTA models with set-based items that are especially prone to infeasibility are introduced. Then, the design of the simulation study is treated. Next, the simulation study is presented. Finally, an application of a goal-programming model to the simulation study is given, serving as a protocol for test assemblers on how to analyze and solve infeasibility.
LPTA Models With Set-Based Items
Perhaps the models most vulnerable to infeasibility in LPTA are models involving set-based items. LPTA models can include constraints on sets of items with a common stimulus (Luecht, 1998; van der Linden, 2000) . Items part of such a set are called setbased items; others are called discrete items. As an illustration of a set-based situation, consider a law examination, in which a set of items refers to a common legal document. These set-based items should only be incorporated in the test if the stimulus is as well. At times, all the items in such a set have to be included at once, and sometimes only a limited number of items per stimuli are wanted. Also, the number of stimuli in a test may be restricted. These set-based LPTA models are more complicated than LPTA models solely based on discrete items, and chances that set-based LPTA models or mixed discrete and set-based LPTA models are infeasible are relatively high. For an overview of set-based items and set-based LPTA models, see van der Linden (2000) .
Design of the Simulation
As an example, the following hypothetical but realistic model, with set-based items and discrete items, is used. The item bank contains 700 items, i = 1, . . . , 700. There are 50 sets of items To generate an item bank, each item was given the following characteristics: a discrimination parameter a i (uniformly distributed from 0 to 2), a difficulty parameter b i (uniformly distributed from -2 to 2), a guessing parameter c i (uniformly distributed from 0 to 0.3), an average solution time t i (uniformly distributed from 1 to 6 minutes), and a number of text words (w i , normally distributed with µ = 30 and σ = 10). The common stimuli each have their own attributes, such as an accompanying piece of text and therefore a word count w h (normally distributed with µ = 60 and σ = 10). When speaking of a test, a solution to the complete model is meant. The mathematical formulation of the model is:
i∈I h
the constraints of the model, about 10 common stimuli per test were expected, and so 10 was divided by 50). In one so-called run, each decision variable gets the value 0 or 1, and a test is obtained. The calculations have two steps. The first step is to generate the sample tests, and the second is to check these against the constraints and construct a 0-1 matrix P , as defined in the section on the SCIS method. Depending on the size of the item sample, both steps only need a couple of minutes. To increase the precision of SCIS, both steps were replicated 1,000 times or, if no satisfactory results were obtained, 10,000 times. Then two choices are at hand for the test assembler. One is to solve for IISs, using a set-covering equivalence. The other choice is to solve for MFSs.
Searching for IISs
Solving the SC problem is a NP-complete problem, and the probability of finding an IIS increases with the size of the sample. NuzLight offers the possibility that an IIS found with SCIS, called a "candidate IIS," can be checked for whether it constitutes a real IIS. It runs a deletion algorithm on the set of constraints found by the SCIS, reducing the set of constraints to a real IIS if one is present or giving a warning if no IIS was actually found. A candidate IIS found with SCIS should therefore be interpreted as a starting set of constraints to search for an IIS and should always be checked. This is done by trying to solve the model consisting of the constraints of the IIS. If feasible, these constraints contain no IIS. If infeasible, then using a deletion algorithm on this set of constraints may further reduce the IIS. Moreover, finding one IIS does not exclude the existence of other IISs in the model. A method to check if there are more IISs is to leave out one constraint of the present IIS and check the model again for feasibility.
The candidate IIS for Case 1 using 1,000 replications was not a true IIS because it consisted of Constraint C3 only. This is due to the fact that selecting items with a probability of 0.03 out of 700 items ensures that Constraint C3 is never satisfied in this study. However, the results already pinpoint the typing error of Constraint C3. Moreover, remembering that selecting items with a 0.03 probability increases the probability that Constraint C1, representing the test length, is satisfied and finding that C3 is a candidate IIS can be rightly interpreted as {C1, C3} constituting an IIS. Using 10,000 replications, this candidate IIS indeed was found.
Using 10,000 replications, the candidate IIS found for Case 2 was a true IIS consisting of Constraints C86 and C106. In another run of 10,000 replications, another candidate IIS for Case 2 was found and was reduced from 12 to 2 constraints, now consisting of Constraints C86 and C91. These are two of the three constraints that were altered. In Table 2 , the results are shown.
Searching for MFSs
An easier method, but now with the goal to force a solution, is examined next, which is to search for maximum feasible subsets, which has more appeal to test assemblers. Using a spreadsheet, all one has to do is to search for the minimal row sum. Using the same results as used when searching for IISs, the minimal row sums after item sampling and checking against the constraints were 97 for Case 1 and 102 for Case 2. Thus, respectively 73% and 77% of the 133 constraints were solvable. However, because these "candidate MFSs" were obtained by a probabilistic method, it is interesting to see whether these sets of constraints can be further extended. An alternative version of Models 10 and 12 to 14 is used, where only constraints belonging to the MCISCs (i.e., the complement of the MFSs), as found by the SCIS, may be violated (v j = 0 for j / ∈ MCISC). The solution of this model is then a minimal MCISC, whose constraints are in the original probabilistic MCISC. Solving this model for Case 1 and Case 2 in NuzLight, with weights d j = 1 for all j ∈ MCISC, MFSs with a much higher number of constraints were found (see Table 2 ). In both cases, the MFSs were increased to 128 constraints. In Case 1, the two constraints not in the MFS were Constraint C1 and the altered Constraint C3. The reason why C1 also appears in this MCISC is because of the bounds originally with value zero are different, and the amount the constraint bound had to be relaxed is divided by 0.8 (a number chosen arbitrarily because it is smaller than the smallest bound in the model other than bounds equal to zero) and then multiplied by 100. Such figures may provide a clearer image for the test assemblers, as percentage violations are probably easier to interpret and give even a better impression of the impact of the violations.
For example, if a goal-programming model in which all constraints are allowed to be violated solves the model of Case 1, the following results are obtained. C1 is violated by 44% and C3 by 144%. Using the SCIS as a starting point and only allowing constraints not in the MFS to be violated, then C1 and C3 are still violated by the same respective percentages. Constraint C1 is the number of items in the test, which is most likely to be seen by test assemblers as an important constraint to meet. Model 9 is solved once more, with the change that with the mentioned constraint, high costs (d 1 equals 100) will be induced if it is violated (see Figure 3) , with the violations from the constraint bounds on the y-axis. The first series ("GP on All Constraints") is where a goalprogramming approach was used on the whole set of constraints. The second series ("MCISC All Weights 1") represents the above-mentioned Case 1-only constraints not in the MFS are allowed to be violated-and the absolute deviation from the equality constraint bound is 11 (items). The third series ("MCISC Weight C1 Is 100") is a continuation from the second series, but now violating Constraint C1 induces a "relative cost of 100" (i.e., d 1 is set to 100) compared to 1 for all the other constraints in the MCISC. One can see that Constraint C1 is still being violated. In the fourth series ("MCISC With C1 Hard"), C1 is set as a hard constraint. In practice, C1 should be set as a hard constraint from the beginning. Note that in all four situations, it is Constraint C3 that is most violated, and the test assembler can easily see that this is the constraint responsible for the infeasibility in Case 1. Setting the cost for violating Constraint C3 much lower than all other constraints ("Cost of Violating C3 Low") will result in only C3 being violated, proving that C3 is a true MCISC all on its own.
If Models 10 to 13 are used, where j ∈ MCISC, the original objective function can now be optimized. Including the original objective function makes sense if, for example, a test has to be assembled for the assessment of a respondent. In Table 3 , all the results are summarized, where the same model is also solved by the weighted deviations model with a heuristic solver and by a standard goal-programming model, both readily available in NuzLight. GP 1 is the situation whereby the total sum of constraint violations is the only (minimized) objective function. The WDM, GP 2, and GP 3 all include the original objective function (with the same relative weight as minimizing the sum of constraint violations). In the WDM, all constraints can be violated with exception of Constraint C1, the test length. In GP 2, only constraints not belonging to the candidate MFS found by the SCIS procedure can be violated. In GP 3, only constraints not belonging to the MFSs can be violated, and again Constraint C1 is also set as hard. For all situations, the values of the original objective function of the test information have been included as a tool for comparison. Some conclusions can be drawn. For the original feasible model, the WDM already violates some of the constraints, most likely because of choices for highly informative items in its first iterations. Although this results in a higher objective value, its value is questionable. However, the WDM with the heuristic solver and the goal-programming model with an LP algorithm yield almost the same results. Not included in Table 3 are the results of using goal programming on the whole set of constraints, which yielded almost similar results to GP 2. It is interesting to see that both the WDM and GP 2, solving methods most likely to be used in practice, have very high percentages of violations and absolute violations of the constraint bounds. Only GP 3, which has similar values for the original objective function to the original LP solution, has a small violation of constraint bounds. The great advantage of using an MFS first is that the set of constraints that is violated is greatly reduced, and even so the percentage violation is reduced. In Table 3 , the results are summarized. 
Conclusion
In this article, it was shown how set covering with item sampling can be effectively used in the analysis and preanalysis of infeasible linear programming test assembly models, such as finding irreducible infeasible sets of constraints. Moreover, it was shown that the maximum feasible subset of constraints can be easily identified, which can then be used as a starting point for further analysis.
It is important to give the test assembler a set of easy-to-understand nonmathematical tools. As violating some constraints may be more disturbing than others, and as it is rather difficult to indicate the exact value for the weights of the violations that reflect the importance of the constraints, it might be interesting to see what happens while experimenting with the model and weights of the violations. To augment the understanding and intuition of the test assembler, one should preferably do this in a graph where the interactions between the different constraints are illustrated. An example of this is illustrated in Figure 3 , where the constraints of an MCISC are depicted after the solution of Model 9. After enlarging some of the weights, representing the penalty for violating a constraint, one can see immediately what happens to the other constraints. Also, a constraint can be set to be "hard" (i.e., it should never be violated).
In this article, a protocol for dealing with infeasibility is treated. A next step is to implement these in a user-friendly computer environment. To really provide the test assembler with an interactive tool, it should be graphically possible, for example, to place the pointer of the mouse on a certain constraint (a bar) or set of constraints and, while right-clicking and bringing the column down in value, to see what the impact would be on the other constraints (i.e., the bars in the graph). So, in the example used before and with Figure 3 , what if the test assembler had right-clicked on the column of Constraint C1 in the first series ("GP on All Constraints") and tried to bring it down (thus, reducing its violation) to the height of the bar in the second series ("MCISC All Weights 1")? Then first the bar representing Constraint C3 would have gone up, as shown in the second series. If the bar representing the violation of constraint bound C1 were brought completely down to zero, then all the bars of the constraints, as shown in the fourth series ("MCISC With C1 Hard"), would have popped up. The ultimate goal is to really develop an intelligent artificial assistant, which can help test assemblers design and assemble optimal tests in all circumstances.
