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Abstract
Most optimizers including stochastic gradient descent
(SGD) and its adaptive gradient derivatives face the same
problem where an effective learning rate during the training
is vastly different. A learning rate scheduling, mostly tuned
by hand, is usually employed in practice. In this paper, we
propose CProp, a gradient scaling method, which acts as a
second-level learning rate adapting throughout the training
process based on cues from past gradient conformity. When
the past gradients agree on direction, CProp keeps the orig-
inal learning rate. On the contrary, if the gradients do not
agree on direction, CProp scales down the gradient pro-
portionally to its uncertainty. Since it works by scaling, it
could apply to any existing optimizer extending its learning
rate scheduling capability. We put CProp to a series of tests
showing significant gain in training speed on both SGD and
adaptive gradient method like Adam. Codes are available
at https://github.com/phizaz/cprop.
1. Introduction
Training a neural network with SGD requires a properly
tuned learning rate (step size) which should be the largest
possible while not being too large to overstep. However,
there is usually no single best learning rate throughout the
training process because the loss landscape is not equally
sensitive i.e. near a local optimum the margin of error is
lower, overstepping becomes much easier [18]. Hence, a re-
duced learning rate is advised and required for convergence
guarantee [14]. Techniques like learning rate decay are usu-
ally employed to deal with such problems [36]. This, turns
out, to exacerbate the problem of tuning since we introduce
even more hyperparameters. If a step decay learning rate
is used, when to decay and how much to decay need to be
determined beforehand, worse yet many decay steps might
be employed as usually seen in literature [29, 16, 5]. This
problem is referred as a learning rate scheduling problem.
There is a another related problem regarding the learn-
ing rate. A neural network comprises of millions of weights
and hundreds of layers is not likely to share a single global
learning rate owing to the fact that the size of the gradient
could be vastly different (especially the early and the later
layers [41]). Adaptive gradient techniques have been de-
veloped to address this problem. They focus on forming a
new gradient which is easier to share a single learning rate.
For example, in the case of Adam [14], the gradient is di-
vided by the running average of its square. This, on average,
makes the adaptive gradient smaller than one for all param-
eters. It is now possible to use a single shared learning rate
since we have some guarantee on the size of the gradients.
However, the adaptive gradient does not address the
problem of learning scheduling explicitly. It might or might
not reduce the learning rate over time. It is the duty of a
practitioner to reduce the learning rate as one sees fit. One
could then characterize that learning rate scheduling con-
cerns itself on the temporal-view of the learning rate, and
adaptive gradient concerns itself on the spatial-view of the
learning rate. In this paper, we aim to address both prob-
lems at the same time.
Optimal learning rate is another line of work that deals
with both problems at the same time. We could derive the
optimal learning rate from the second-order information of
the local curvature of the loss function. This is compute
and memory intensive requiring approximation which was
proposed in [28] where it approximates only the diagonal
Hessian. Another way is to estimate the Lipschitz constant
of the loss function which will hint the learning rate as in
[41]. However, estimating a Lipschitz constant is not trivial.
It could estimate the constant only once per epoch. Proba-
bly the most related work, is RPROP [27] and its variants
[1, 8]. RPROP is an iterative algorithm to determine the op-
timal learning rate using the signs of consecutive gradients.
It has an assumption that if the gradient signs invert, the
optimizer has overstepped a local minima, then the learn-
ing rate should be reduced. In many variants, the overstep
should be undone on the next iteration. Otherwise, RPROP
increases the learning rate for the next iteration. However,
RPROP is a batch gradient algorithm. It requires correct
gradients to make decision whether to increase or decrease
the learning rate. A naive adaptation to mini-batch setting
would drastically underestimate the learning rate since the
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Figure 1. Intuitive understanding of CProp. CProp considers each parameter dimension independently. (Left) Total conformity of gradients
owing to its large mean and small variance, the collective sign of gradients is clearly positive. (Mid) High conformity of gradients, the
collective sign is positive with high confidence. (Right) Low conformity of gradients, either signs are almost equally probable. CProp
scales the original learning rate according to the conformity where the conformity is measured from the area under curve (beyond or below
0) of the sampling distribution of the mean of gradients.
gradient signs could easily invert due to their randomness.
Inspired by RPROP but for mini-batch setting, we pro-
pose CProp, Conformity Propagation, to scale the the gra-
dient according to its past conformity. In a mini-batch set-
ting, we cannot determine the sings of consecutive gradients
easily. Instead, we use a long history of gradients to deter-
mine how much the gradients conform, scoring from 0 to
1, the higher conformity the larger the scale. This score
is suitable to use as a scaling factor for the gradient and is
compatible to any optimizer by adding just one multiplica-
tion term. CProp gives a scale for each individual parameter
and adapts throughout the learning process.
The paper is structured as follows. In section 2, we de-
scribe CProp and how to use it with any optimizer. In sec-
tion 3, we conducted a series of experiments to show that it
performs well in a variety of settings. In section 4, we try to
answer a few possible questions regarding CProp, and cases
where it does not work as well.
2. Adaptive gradient scaling from past gradi-
ent conformity
CProp is a shorthand for Conformity Propagation which
gets fits name from Resilient Propagation (RPROP) [27].
The idea of CProp is to look at a long history of past gradi-
ents and measure their conformity scoring from 0 to 1. Why
from 0 to 1? This is because CProp works as a scaling term
to an original learning rate. It allows CProp to augment
any optimizer while the scaling down property does away
the need for re-tuning the learning rate. Figure 1 overviews
CProp. One might think that the conformity should be mea-
sured from the directions of the past gradients. In reality,
the gradients are of different sizes, some might be noises.
Considering only the signs of gradients would amplify those
small noisy gradients making the conformity score not use-
ful. Instead, CProp measures the conformity by asking a
question ”Does the past gradients conform enough to col-
lectively show a clear sign, positive or negative?” Imagine
two extreme cases as follows. If past gradients have clear
positive average and small variance (figure 1, left), it sug-
gests that the learning rate is not too large and we are mak-
ing consistent progress, in other words, high conformity.
On the contrary, if the past gradients have near-zero aver-
age and large variance (figure 1, right), it suggests that the
learning rate is too large, in other words, low conformity.
The goal of CProp is to propose a way to quantify the con-
formity into a scale from 0 to 1.
Interestingly, scaling between 0 and 1 corresponds well
with probability framework. Hence, CProp derives its scal-
ing term from the confidence that the average of the past
gradients has a clear sign either positive or negative. If the
past gradient collectively have a positive sign (or negative)
with high confidence, it corresponds to high conformity, and
vice versa. We denote the confidence of having positive sign
and negative sign as pit,<0 and p
i
t,>0 respectively where t
denotes time (a specific iteration). Since CProp scales the
learning rate fore each parameter independently, we shall
see i almost everywhere which regards to the i-th element of
the parameter. By estimating this confidence, CProp could
derive its scales. More specifically, we say that the confor-
mity of the i-th element, sit, is proportional to:
sit ∝ max
(
pit,>0, p
i
t,<0
)
(1)
because the conformity does not care for a specific sign. We
use the notation:
pit,>0 = Pig,t(git > 0)
pit,<0 = Pig,t(git < 0)
where git =
1
t
∑t
τ=0 g
i
τ is an empirical mean of the past
gradients, and git is an i-th element of a mini-batch gradient
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at time t. From now on we will omit i in the superscript to
reduce clutter. Note that max (pt,<0, pt,>0) ∈ [0.5, 1]. To
keep st ∈ [0, 1], we rescale it, and define the CProp scaling
factor as:
st = 2
(
max (pt,>0, pt,<0)− 1
2
)
(2)
which is equivalent to 2 |pt,<0 − 0.5|.
Generally, Pg,t is an unknown distribution, and we have
only one sample of it (we have only a single history of gra-
dients). It is difficult to estimate the CDF of Pg,t which
is required to get the scaling factor. To make progress, we
assume that gt is identically independently sampled from
some distribution Pg,t1. As will be further discussed, in
practice, we use a moving average to limit how far back we
care about the gradients. This ameliorates our identical as-
sumption to some extent. We now approach to estimate the
CDF from the fact that Pg,t is a sampled mean distribution
of Pg,t which can be estimated from resampling techniques
like bootstrapping [2]. However, in a mini-batch setting, we
favor speed over the fidelity of the CDF. Bootstrapping will
be too slow for that matter. We look for more efficient com-
putation of the CDF which is possible if we make further
assumption that Pg,t is a Normal distribution. As we deal
with a longer history of past gradients i.e. t 0, it is more
likely that Pg,t is closer to a Normal distribution.
2.1. Estimating the CDF of Pg,t
We assumed Pg,t to be a Normal distribution which has
its CDF defined as:
Φ(x;µ, σ) =
1
2
[
1 + erf(
x− µ
σ
√
2
)
]
(3)
where erf(x) is an error function defined as:
erf(x) =
2√
pi
∫ x
0
e−t
2
dt (4)
the CDF of a Normal distribution can be computed effi-
ciently on GPU, and is implemented in major deep learning
frameworks. Note that one could make further approxima-
tion using a Logistic distribution, which resembles a Nor-
mal distribution, but has a closed form CDF. We leave this
as a future work.
The confidences that the past gradients collectively
have negative and positive sign are in the form pt,<0 =
Φ(0;µt, σt) and pt,>0 = 1− pt,<0 respectively.
We now need to estimate the µt and σt of Pg,t. An ob-
vious choice for estimating µt is an empirical average gt.
In case of σt, the most efficient way is to estimate it using
1This assumption is incorrect because Pg,t depends on all previous t,
neither independent nor identical over t. However, it enables us to estimate
the CDF.
a standard error (with Bessel’s correction). Although it is
biased with small N , it is less biased with large N . Here,
N = t. We write:
σt ≈
√
1
t
vart (5)
where:
vart =
1
t− 1
t∑
τ=0
(gτ − gt)2
=
t
t− 1

(
1
t
t∑
τ=0
g2τ
)
︸ ︷︷ ︸
mean squared gradient
− g2t︸︷︷︸
mean gradient squared

(6)
Note that a better estimate like Student’s T-statistic [35]
could be used, but it should not be much of an improve-
ment since we usually work with a long history of gradients
i.e. t 0.
2.2. Exponential moving average
One argument against equation 2 is that incorporating
gradients since t = 0 might interfere with the scaling when
t  0. We might want to focus more on recent gradients
than the long past gradients. A moving average is more suit-
able. We define β to be a hyperparameter to control how far
back the gradients CProp looks, the larger the β the further
back CProp looks, β ∈ [0, 1). We define mt to be the mov-
ing average of gradients, and vt to be the moving average
of squared gradients. Both are bias corrected as proposed
in [14]. mt could be used instead of gt. For equation 6, we
substitute vt for the first term in the bracket, we obtain:
vart ≈ N
N − 1
[
vt −m2t
]
(7)
and obtain:
σt ≈
√
1
N
N
N − 1 (vt −m
2
t ) (8)
With moving average, we effectively limit how far back we
look at the gradients, hence N ≤ t. A reasonable estimate
of N is 1/(1 − β). If β = 0.9, β10 is small, the effect
of gt−10 becomes negligible. However, it is incorrect to
assume that N is a constant. Early in training, Nt is po-
tentially much smaller, and is growing until it converges to
1/(1−β) at t→∞. Finally, we useNt = (1−βt)/(1−β).
It is easily observed that 1 − βt converges to 1 at t → ∞.
We found that β = 0.999 worked well in most cases.
The full CProp algorithm is provided in algorithm 1.
CProp has a linear complexity with the number of parame-
ters.
3
Algorithm 1 CProp with any optimizer. Any vector-to-
vector multiplication is element-wise.
Given β ∈ [0, 1) CProp gradient horizon, c overconfident coef-
ficient
Given f(θ) objective function with parameters θ
m0 ← 0 (Initialize 1st moment vector)
v0 ← 0 (Initialize 2nd moment vector)
t← 0
while θt not converged do
t← t+ 1
mt ← βmt−1 + (1− β)gt
vt ← βvt−1 + (1− β)g2t
mˆt ← mt/(1− βt) (Bias correction)
vˆt ← vt/(1− βt) (Bias correction)
nt ← (1− βt)/(1− β) (Estimated number of items)
σt ←
√
max(vˆt − mˆ2t , 0)/(nt − 1 + ) + 
pt,<0 ← CDFN (mˆt,σt)(0)
sˆt ← min(2c |(pt,<0 − 0.5| , 1) (Conformity)
gˆt ← optimizer update direction
θt ← θt−1 + sˆt · gˆt
end while
2.3. Overconfidence coefficient
It is observed in many previous works that larger learning
rate tends to generalize better [12, 11, 40]. Since CProp
scales down the learning rate, CProp could have harmful
effects on the generalization performance. To mitigate this
problem, we could make CProp more confident than usual
by multiplying the conformity score by some constant c as
follows:
sˆt = min(c× st, 1) (9)
c is a tunable hyperparameter dictating how overconfident
should CProp be. Now, sˆt is used as the scaling factor in-
stead. While c > 1 is likely to saturate previously large
conformity to 1, it keeps very small conformity small which
is the main principle of CProp. Based on empirical evi-
dence, c = 1 is optimal regarding training loss, yet larger
c’s trade off training performance with generalization favor-
ably. Note that when c→∞, CProp converges to the orig-
inal optimizer. We provide empirical evidence in section
4.5.
2.4. Other possible heuristics
How does CProp differ from just adding another adap-
tive term? Here we consider some other heuristics which
capture more or less the same concept as CProp including:
1. Relative rate: st =
|∑tτ=0 giτ |∑t
τ=0|gτ |
2. Moment rate: st =
| 1t ∑tτ=0 gτ |√
1
t
∑t
τ=0(gτ )
2
which is the same
as Adam’s adaptive gradient with absolute while using
the same betas β1 = β2. Under this formulation, the
conformity scale almost never gets close to 1 underes-
timating the learning rate.
We have conducted experiments and come to a conclusion
that CProp is a better choice in terms of effectiveness and
ease of tuning. The results are shown in supplementary ma-
terial (SM). The two methods required an extensive tuning
of c in equation 9 to be competitive with our CProp. Since
both do not have clear interpretations comparing to CProp,
tuning is a much harder task and may not transfer across
settings.
3. Experiments
In this section, we conducted a series of experiments to
empirically show the reach of CProp across multiple tasks
and optimizers.
Our aim is to show the relative improvement over tradi-
tional optimizers. We considered mainly SGD and Adam
[14]. However, we also conducted a few experiments with
RMSProp [37], AMSGrad [26] and AdaBound2 [20]. De-
fault parameters are used for each corresponding optimizer
(see specifics in SM). We mostly concern ourselves with
training performance i.e. training loss. Note that reaching
the state of the art is not our goal. All of our code including
architectures, training loop were implemented3 on Pytorch
[23]. All experiments were run with 3 different random
seeds and plotted with the area as one standard deviation.
Plots were smoothed to improve readability.
Since the starting learning rate is important for the train-
ability, we have conducted separate experiments to find the
learning rate which reduces the training loss fastest. More
specifically, we run experiments with a given learning rate
for a short interval, 5,000 iterations, the best learning rate is
the one with lowest training loss at 5,000-th iteration4. We
search by increasing/decreasing by a factor of 3 until the
best is found. For example, we start with two guesses, say,
0.1 and 0.3. If later we find that 0.1 is better, we continue
to search with 0.03. If 0.03 is even better than 0.1, we con-
tinue to search with 0.01, and so on. This is repeated until
the best is found. Note that we only tuned for the learning
rates for traditional optimizers, not for CProp. We provide
our learning rate search results in SM.
Unless stated otherwise, we used the batch size of 32, we
set our CProp’s β (gradient horizon) to be 0.999, c (over-
confidence coefficient) to be 1, and  to be 10−8 which
worked well.
3.1. Fashion MNIST
Fashion MNIST [39] is an MNIST-like dataset having
the same dimensions and size but being a bit harder than
2From https://github.com/Luolc/AdaBound
3We aim to make the code regarding the algorithm publicly available.
4In some cases, a few learning rates performed equally well, we chose
one subjectively.
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Figure 2. Results on Fashion MNIST with fully-connected archi-
tecture. Mean scale denotes the mean of conformity scale. Each
plot is from 3 different random seeds. The area is one standard
deviation. CProp is a respective optimizer augmented with CProp.
Best viewed in color.
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Figure 3. Results on Cifar100 with VGG architecture.
MNIST [17]. This dataset is small enough to solve with a
multi-layer perceptron (MLP). We experimented with two
architectures: an MLP with 784-300-100-10 neurons, and a
CNN with 16-32-64-128-avgpool-10 output channels. De-
tails of these architectures are provided in SM. The results
are shown in figure 2 for fully-connected. To reduce redun-
dancy, we combined the plot of CNN with varying batch
size experiments shown in figure 9. CProp-augmented op-
timizers performed favorably in all settings.
3.2. Cifar100
Cifar100 [15] is a 100-way small image classification
task with RGB color space. It contains 50,000 images of
training data, each is 32x32 pixels. Though small, Cifar100
is not trivial. We prepared the dataset as follows: random
crop of size 32x32 with zero padding of size 4, random hori-
zontal flip, and normalize by means and variances. Here, we
compared based on two kinds of architectures: a VGG11-
like [29] and a Resnet18-like [5]. Details of these archi-
tectures are provided in SM. We z-normalized the images
before feeding to the networks. The results are shown in
figure 3 for VGG, and 4 for Resnet. CProp-augmented opti-
mizers improved over their unaugmented peers in all cases.
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Figure 4. Results on Cifar100 with Resnet architecture.
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Figure 6. Results on Tiny Imagenet with Resnet architecture.
3.3. Tiny Imagenet
Tiny Imagenet [34] aims to provide a smaller version of
Imagenet classification task. It has 200 classes of 64x64 im-
ages with the total of 100,000 training images. We prepared
the dataset as follows: random crop of size 64x64 with zero
padding of size 8, random horizontal flip, and normalize by
means and variances. To evaluate the train loss, we created a
smaller subset of the train dataset containing 10,000 images
due to the training dataset being too large to evaluate fre-
quently. We compared two architectures: VGG16-like and
Resnet50-like architectures, both have batch normalization
applied [10]. Details of these architectures are provided in
SM. The results are shown in figure 5 for VGG and 6 for
Resnet. CProp provides significant improvement over tra-
ditional SGD and Adam.
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Figure 7. Results on Penn treebank with AWD-LSTM. (Top)
AWD-LSTM without dropout. (Bottom) AWD-LSTM with
dropout.
3.4. Language modeling
There are two goals of this section: showing how CProp
performs with LSTM models, and how CProp performs
with language modeling task. As will be discussed later,
CProp does not perform as well with the presence of strong
dropout which is a crucial part of a language model e.g.
AWD-LSTM [22]. We provide readers with two parts of
the experiment: first, we demonstrate that CProp works well
with LSTM models without dropout, second, we show how
CProp fares against more realistic language modeling.
We trained LSTM [6] models on Penn treebank [21] on
word-level language modeling task. The dataset was pre-
pared using Torchtext library [25] which is described briefly
here. We first chopped a long text into smaller texts to
match the batch size of 32. A batch of input is a sliding
window over these texts with the size and shift of truncated
backpropagation (tbptt) which is 35 in our case. We applied
gradient norm scaling of 0.25 to stabilize training. We used
two kinds of networks: with and without dropout, both are
based on AWD-LSTM [22] with tying embedding and out-
put layer [9, 24]. Details of the architecture are provided
in SM. The results are shown in figure 7. We see large
improvement over traditional optimizers when no dropout
is applied. The result is a bit less dramatic with dropout
where the gaps are narrower. The hardships with dropout
are further discussed in section 4.6. However, these small
gaps translate to large difference in terms of test perplexity
shown in 10 in case of SGD.
4. Discussion
4.1. Learning rate selection
CProp does not scale up the learning rate. That means if
the learning rate is too small to begin with, there would be
very limited improvement to be gained from using CProp, in
some cases, CProp could hurt the overall performance. This
is the reason behind our learning rate selection philosophy
which favors fastest reduction in training loss. True, the phi-
losophy encourages large learning rates, yet we argue that
smaller learning rates could still be applied via learning rate
step decays. Ideally, if we select the largest learning rate for
each moment, an improvement from CProp is expected.
4.2. Relationship to traditional learning rate
scheduling
CProp and traditional scheduling techniques should be
thought of as complementary more than adversary. It is true
that CProp adjusts learning rate adaptively. However, it re-
lies on gradient signals to make adjustments which are lim-
ited in long-term planning. For example, it is believed that
temporary increasing the learning rate is beneficial by en-
couraging the optimization to explore more, reducing pre-
mature convergence to poor minima [31, 40]. This be-
havior cannot be derived from gradient signal, and CProp
cannot do this. Hence, it is advisable to incorporate prior
knowledge about the learning dynamics into the learning
rate scheduler on top of CProp.
4.3. How does the scale evolve over time?
In figure 8, we plotted the histograms of the scale evolv-
ing over time. CProp tends to scale down most of the learn-
ing rates quickly while maintaining high learning rate for
a small portion throughout the training. During this mo-
ment, we see most of the improvement from CProp suggest-
ing that, by reducing overly large learning rates, optimiza-
tion progresses much easier. After that the scaling plateaus
somewhat. It implies that the statistics derived from the gra-
dients itself become more stationary. CProp is not likely to
scale the gradient towards zero cleanly at t → ∞ suggest-
ing that CProp does not solve the problem of learning rate
scheduling entirely.
4.4. Effect of batch sizes
CProp works well across batch sizes. In figure 9, we con-
ducted experiments on different batch sizes, ranging from 4
to 64 for both SGD and Adam, to show the consistency of
CProp. Reducing batch size is usually paired with reduc-
ing learning rate proportionally [32]. We used this principle
with SGD where we scaled the learning rate proportionally
to the change of batch size. However, this did not work
well with Adam where the principle would underestimate
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Figure 8. CProp scaling distribution evolution over time in Fash-
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Figure 9. Comparing different batch sizes from 4 to 64. CProp
works well across batch sizes. Due to the space limitation, this of
SGD is not presented here, yet CProp improved over SGD as well.
the learning rate. We conducted learning rate selection sep-
arately for each batch size in Adam. The leaning rate selec-
tion results are provided in SM.
4.5. Regarding generalization
Although this work makes no claim on the generaliza-
tion performance i.e. test loss/accuracy. For completeness,
we include those results in figure 10. Vanilla SGD seems
to generalize best in most cases while being slower to train.
As CProp only scaling down, the result follows many ob-
servations that larger learning rates tend to generalize bet-
ter [12, 11, 40]. Underconfident CProp generalizes poorer.
This opens up a possibility of either bumping up base learn-
ing rates or using the overconfidence coefficient c > 1. In
figure 11, we show that the generalization performance of
CProp could be improved with higher overconfidence coef-
ficients.
4.6. Performance with dropout
From unclear reasons, CProp seems to be less effective
under the presence of strong dropout. We observe this ef-
fect consistently across many architectures given that the
dropout is strong enough. In figure 12, we demonstrate
some of this effect. While improvement can still be seen,
the gaps are narrower (and even narrower with stronger
dropout). Since CProp uses the gradient signals, it follows
that under a strong dropout the gradient has some character-
istic rendering CProp less useful.
5. Related works
Adaptive gradient. There is a large literature regard-
ing adaptive gradient. AdaGrad [3] was developed to deal
with sparse gradient problem. The idea is to keep reduc-
ing the learning rates of weights updated frequently. This
was shown to work well in some specific tasks, but usually
underestimates the learning rate in general. RMSProp [37]
was inspired by RPROP[27] but aiming for mini-batch set-
tings. The idea is to update according the gradient signs, +1
or -1, instead of the actual gradient. The signs are derived
approximately by dividing the gradients with their square
roots of mean second moments. It does not multiplicatively
increase/decrease learning rates as in RPROP. Adam [14]
is a combination of both momentum and RMSProp. Adam
has seen wide adaption across many communities owing to
its ease of tuning. Later, it was shown that Adam might have
a convergence problem. A remedy was proposed in AMS-
Grad [26], and enjoys much better convergence properties.
Learning rate scheduling. Temporally reducing learn-
ing rate is required for convergence in many optimiz-
ers. Many traditional schedulers, including inverse iteration
count and exponential decay, are well known. However,
the hyperparameters come with them are not easy to se-
lect. Probably the most commonly used is step decay which
reduces the learning rate on predefined iterations, seen in
[29, 16, 5] to name a few. Usually practitioners will reduce
the learning rate when the validation loss plateaus. This
process can be automated as in [22]. Increasing learning
rate is also possible for a different reason. It has been ob-
served that a learning rate can be drastically increased while
being successful to train if it starts small and ends small.
Larger learning rate makes faster progress leading to faster
convergence. The start small comes from the principle of
warm up which argues that early gradients are noisy requir-
ing lower learning rates. Combining the idea of warm up
and the learning rate decay is the birth of Cyclical learn-
ing rate [30, 31] and Slanted triangular learning rate [7]. A
closely related work is Warm Restart [19] where the author
suggests bumping up the learning rate and decays it slowly
many times with different intervals.
Optimal learning rate. The optimal learning rate is the
one that reduces the loss function the most. It could be de-
rived using a second-order information [4]. However, com-
puting Hessian and inverting it is compute and memory in-
tensive for large networks, and is also susceptible to noises.
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Figure 10. Generalization performance of CProp across many datasets and architectures. For language modeling, the measure is perplexity
(PPL) the lower the better. In general, SGD generalized best given enough training time. With overconfidence c, CProp could rival SGD
while sacrificing only marginal training speed.
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Figure 11. Generalization performance of overconfident CProp
with varying c. Larger c’s trade off the training speed with gener-
alization performance improving over a default c = 1.
A more practical approximation of Hessian was proposed
in [28]. A pessimistic learning rate could also be derived
from the maximum steepness of the loss landscape, the Lip-
schitz constant. Estimation of this constant is possible but
not trivial as proposed in [41]. An iterative approach has
been propsed in RPROP [27]. It takes two consecutive gra-
dients and decide whether to increase/decrease the learning
rate. RPROP works in batch settings and was shown to work
in most settings with minimal tuning [8]. To the best of our
knowledge, there is no variant that works on mini-batch set-
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Figure 12. Performance with dropout. (Left) Dropout 0.3 with
CNN architecture on Fashion MNIST. (Right) AWD-LSTM with
dropout on Penn treebank. The gaps are generally narrower than
without dropout counterparts.
tings.
Model averaging. Lookahead [42] is an optimizer based
on the idea of model averaging. It maintains two sets of pa-
rameters, fast and slow. The fast weights are updated ac-
cording to an optimizer of choice while the slow weights
slowly track the fast weights. This allows Lookahead to be
less susceptible to instabilities of the fast weight by reduc-
ing variance.
Generalization gap. It has been observed that Adam,
including many related adaptive gradient methods, is infe-
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rior to SGD in terms of generalization [38]. An attempt to
mitigate this effect while preserving the convergence speed
of Adam is to start with adaptive gradient and end with
SGD. The idea was explored by [13] with a fixed step tran-
sition between Adam and SGD which was later extended to
smooth transition seen in AdaBound [20].
6. Conclusion
We propose a learning rate scaling method, CProp,
which takes a look on the past gradients, and derives the
scaling from how much the past gradients conform. The
conformity is measured using a probabilistic framework by
determining how confidence it is that the past gradients col-
lectively have a certain sign, either positive or negative.
Via the conformity, CProp can effectively adjust the learn-
ing rate to make faster progress than traditional optimizers.
This principle is shown to be useful across many tasks and
architectures. Since the scaling itself is just another term, it
could be used easily with any kind of optimizer.
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Supplementary Materials
A. Network architectures
A.1. Fashion MNIST’s Fully-connected architecture
Layers. 784, 300, 100, 10. After each layer is ReLU activation except the last output layer.
A.2. Fashion MNIST’s CNN architecture
Convolutional layers. 16, M, 32, M, 64, M, 128. Each number is the number of output channels from the convolution
layer with 3x3 kernels (padding = 1). Following each layer are ReLU activation and dropout [33] (channel-wise) in order.
Note that dropouts are optional depending on the experiment. M denotes a 2x2 maxpooling layer.
Classification layers. We use a global average pooling layer followed by an 1x1 convolution layer to output the logit of
10 classes.
A.3. Cifar’s VGG11 architecture
This is based on VGG11 only with smaller classification layers for the smaller dataset.
Convolutional layers. 64, M, 128, M, 256, 256, M, 512, 512, M, 512, 512, M. Using the same convention as A.2. Note
that batch normalization is applied after each layer except the output layer.
Classification layers. A global average pooling layer is used followed by a fully-connected layer to output the logits of
100 classes.
A.4. Cifar’s Resnet18 architecture
This is based on Resnet18 only with smaller classification layers for the smaller dataset.
Resnet layers. 64, [64, 64], [64, 64], [128D, 128], [128, 128], [256D, 256], [256, 256], [512D, 512], [512, 512]. Each
number denotes the number of output channels from 3x3 convolution (padding=1). A bracket denotes a residual block i.e. the
input of the block is added to its output. If the input and output are not compatible, 1x1 convolution is applied to the shortcut
either by changing the number of channels or by stride=2 to reduce the size. D denotes a stride=2. Batch normalization and
ReLU are applied after each convolution layer.
Classification layers. A global average pooling layer is used followed by a fully-connected layer to output the logits of
100 classes.
A.5. Tiny Imagenet’s VGG16 architecture
This is based on VGG16 only with smaller classification layers for the smaller dataset.
Convolutional layers. 64, 64, M, 128, 128, M, 256, 256, 256, M, 512, 512, 512, ’M’, 512, 512, 512, M. Using the same
convention as A.2. Note that batch normalization is applied after each layer except the output layer.
Classification layers. A global average pooling layer is used followed by a fully-connected layer to output the logits of
200 classes.
A.6. Tiny Imagenet’s Resnet50 architecture
This is based on Resnet50 only with smaller classification layers for the smaller dataset.
Resnet layers. 64, [64I, 64, 256I]×3, [128I, 128D, 512I], [128I, 128, 512I]×2, [256I, 256D, 1024I], [256I, 256,
1024I]×2, [512I, 512D, 2048I], [512I, 512, 2048I]×2. Using the same convention as A.4. I denote a 1x1 convolution
layer.
Classification layers. A global average pooling layer is used followed by a fully-connected layer to output the logits of
200 classes.
A.7. AWD-LSTM for Penn treebank
We used two kinds of networks: with and without dropout. AWD-LSTM was proposed with strong dropout, we created
another version of it by setting dropouts to zero while keeping everything else intact. We call this AWD-LSTM wo. dropout.
We follow the AWD-LSTM strictly. We refer to the original paper [22] for more details. We used a three-layer LSTM
with 400, 1150, 400 units respectively. The hyperparameters are provided in table 1. Note that AWD-LSTM wo. dropout is
the same with dropout parameters set to zero.
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Table 1. AWD-LSTM w. dropout hyperparameters.
Hyperparameter Value
Embedding dim. 400
LSTM units 1150
LSTM layers 3
Gradient norm clip 0.25
Embedding dropout 0.1
Input dropout 0.4
LSTM layer dropout 0.25
Output dropout 0.4
LSTM weight dropout 0.5
Alpha 2
Beta 1
Split cross-entropy Not used
B. Optimizer hyperparameters
• SGD. No momentum applied.
• Adam and AMSGrad. β1 = 0.9, β2 = 0.999,  = 10−8.
• RMSProp. α = 0.99,  = 10−8 with no momentum.
• AdaBound. β1 = 0.9, β2 = 0.999,  = 10−8 which are the default parameters. The convergence speed of the bound is
determined by β2 as a convention to the original paper [20].
• CProp variants. β = 0.999, c = 1,  = 10−8.
We did not use weight decay.
C. Dataset
C.1. Fashion MNIST
We use the batch size of 32. We did not do any preprocessing for Fashion MNIST.
C.2. Cifar 100
We use the batch size of 32. We applied augmentations to the training data as follows: random crop of size 32x32 with
zero padding of size 4, random horizontal flip, and normalize by means and variances channel-wise.
C.3. Tiny imagenet
We use the batch size of 32. We applied augmentations to the training data as follows: random crop of size 64x64 with
zero padding of size 8, random horizontal flip, and normalize by means and variances channel-wise.
C.4. Penn treebank
The datasets is chopped into 32 chunks of equal sizes where 32 is our batch size. The datasets is further chopped temporally
into chunks of 35 which corresponds to the truncated backpropagation length. This applied to all datasets, both train and test.
Note that Penn treebank also has a separate validation dataset which was not used in our experiments.
Regarding truncated backpropagation. A forward pass is done over a sequence of length 35 at a time. The backprop-
agation is done over that length as well. However, the hidden states of the model are carried over to the next forward pass
while not being backpropagated through. This is repeated to the end of dataset.
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D. Comparing to possible alternatives
Here we show the results from alternatives methods mentioned in the main paper, namely relative rate and moment rate.
We need to tune c (overconfidence coefficient) for both methods due to their different characteristics e.g. moment rate tends
to underestimate the learning rate, a larger learning rate needed to counteract this effect. For CProp, we did not tune it, using
the default c = 1. The tuning results are shown in figure 14. We compared the three methods on Fashion MNIST with CNN
architecture in figure 13. Despite CProp not being tuned, it held a leading position while moment rate (with extensive tuning)
came close to it.
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Figure 13. Comparing CProp with relative rate and moment rate. Results on Fashion MNIST with CNN architecture. Each plot is from 3
different seeds.
E. Learning rate selection
We performed a systematic tuning for learning rate for each setting (architecture and dataset). The optimal learning rate is
one that reduces the training loss fastest, hence we do not seek a learning rate that works well in the long run (which usually
underestimates)5. Our procedure begins by guessing a learning rate, we then both multiplicatively increase and decrease the
initial learning rates by the factor of 3 until no further improvement could be made. We run with 3 different seeds to give
estimates of the variance. With batch normalization, learning rates are less sensitive our choice might seem a bit subjective.
Here we plot the learning rate search results for each architecture and dataset.
We did not perform learning rate selection for AMSGrad and AdaBound because these two easily share learning rate with
other optimizers. AMSGrad shares Adam’s learning rate. AdaBound shares the start learning rate with Adam and shares the
final learning rate with SGD.
Fashion MNIST: Fully-connected (see figure 15), CNN (see figure 16.
Cifar100: VGG11 + BN (see figure 17), Resnet18 + BN (see figure 18).
Tiny Imagenet: VGG16 + BN (see figure 19), Resnet50 + BN (see figure 20).
Penn treebank: AWD-LSTM w. and wo. dropout (see figure 21).
5This does not undermine the validity our results because one could do even better by using multiple steps of learning rates which capture the fast win of
large learning rate and long-term win from the lower learning rate.
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Figure 14. Tuning c for relative rate and moment rate. We start from c = 1 multiplicatively increase it by 3 until it gets worse. Each plot
was run for 3 different seeds. We have c = 27 for both methods although the plots are not very clear. Note that without proper tuning these
methods performly poorly even compared to normal SGD.
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Figure 15. Learning rate tuning results for Fashion MNIST with Fully-connected. We chose 0.1 for SGD, 1e-3 for Adam, and 1e-3 for
RMSProp.
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Figure 16. Learning rate tuning results for Fashion MNIST with CNN. We chose 0.3 for SGD, 3e-3 for Adam, and 3e-3 for RMSProp.
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Figure 17. Learning rate tuning results for Cifar100 with VGG11. We chose 0.01 for SGD, 1e-4 for Adam, and 1e-4 for RMSProp.
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Figure 18. Learning rate tuning results for Cifar100 with Resnet18. We chose 0.03 for SGD, 1e-4 for Adam, and 1e-4 for RMSProp.
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Figure 19. Learning rate tuning results for Tiny Imagenet with VGG16. We chose 0.01 for SGD and 3e-5 for Adam.
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Figure 20. Learning rate tuning results for Tiny Imagenet with Resnet50. We chose 0.01 for SGD and 1e-4 for Adam.
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Figure 21. Learning rate tuning results for Penn treebank with AWD-LSTM. For AWD-LTM wo. dropout, we chose 30 for SGD and 1e-3
for Adam. For AWD-LSTM w. dropout, we chose 30 for SGD and 3e-3 for Adam.
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Figure 22. Adam learning rate tuning results with different batch size for Fashion MNIST with CNN. We chose the learning rates of 1e-3
for batch sizes 4 and 8, and 3e-3 for batch sizes of 16, 32, 64.
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