Abstract-In this paper, the classification of utterances into five basic emotional states is studied. A total of 87 statistical characteristics of pitch, energy, and formants is extracted from 500 utterances of the Danish Emotional Speech database. An evaluation of the classification capability of each feature is performed with respect to the probability of correct classification achieved by the Bayes classifier that models the feature probability density function as a mixture of Gaussian densities. Next, the feature subset that yields the highest probability of correct classification is found using the Sequential Floating Forward Selection algorithm. The probability of correct classification is estimated via crossvalidation and the probability density functions are modelled as mixtures of 2 or 3 Gaussian densities. The results demonstrate that the Bayes classifier which employs mixtures of 2 Gaussian densities can achieve a probability of correct classification equal to 0.55, whereas the human classification score is 0.67 for the database considered and the random classification would give a probability of correct classification equal to 0.20.
I. INTRODUCTION Speech emotion classification can be used for speech normalization in problems such as Automatic Speech Recognition (ASR), because the variety of speech talking styles affects dramatically ASR scores [1] . Furthermore, emotion and affect information extracted from speech is useful in a plethora of applications such as improving human-computer interaction [2] . The global statistical features of energy, pitch, and formants have been valuable for emotion classification [3] , [4] , [5] . The histograms of statistical characteristics of pitch and energy indicate that the corresponding probability distribution functions (pdfs) can be approximated by mixtures of Gaussian densities [5] . In this paper, an evaluation of the classification capability of global statistical features (Section III) of energy, pitch, and formants is performed with respect to the probability of correct classification achieved by the Bayes classifier that models the pdf of features as a mixture of Gaussian densities. Next, feature selection is performed using the Sequential Floating Forward Selection (SFFS) algorithm. The criterion employed for selecting the best features is the probability of correct classification that is estimated via crossvalidation when the feature pdfs are modelled as mixtures of 2 or 3 Gaussian densities.
The novelty of the proposed approach is in • the classification of emotions for each gender separately in contrast to [4] where the gender information was not exploited;
• the modelling of the pdf of prosodic features with Gaussian mixtures (This is not the case in [3] .); • the inclusion of the neutral state in the classification in contrast to [6] . The outline of the paper is as follows. Section II describes the database used in our study. In Section III, the total set of features is presented. The discrimination capability of each isolated feature is studied in Section IV. The selection of an optimal set of features by employing the SFFS algorithm is described in Section V and the discrimination capability offered by such a set of features is assessed in Section VI. Finally, conclusions are drawn in Section VII.
II. DATA
The Danish Emotional Speech (DES) database [7] has been chosen for our study, because it is easily accessible and well annotated. The data used in the experiments are sentences and words that are located between two silent segments. For example: 'Nej' (No), 'Ja' (Yes), 'Kom med mig' (Come with me!). The total amount of data used is 500 speech utterances (i.e., speech segments between two silence pauses) which are expressed by four professional actors, two males and two females. All utterances are equally separated for each gender. Speech is expressed in 5 emotional states such as anger, happiness, neutral, sadness, and surprise.
III. FEATURE EXTRACTION
The pitch contour is created from pitch estimates obtained from the peaks of the short-term autocorrelation function of the speech amplitude. The short-term analysis is performed using windows of duration 15 msec. We assume that pitch frequencies are limited to the range 60-320 Hz. For estimating the 4 formant contours, we use a method based on linear prediction analysis. The method finds the angle of the poles in the Z-plane for an all-pole model and considers the poles that are further from zero as indicators of formant frequencies. To estimate the energy contour, a simple short-term energy function has been used. After the evaluation of the primary raw features, secondary statistical features were extracted from the primary ones. The statistical features employed in our study are grouped in several classes. All features are referenced by their corresponding indices hereafter.
A. Spectral features
The set of spectral features is comprised by statistical properties of the first 4 formants and the energy below 250 Hz.
Energy below 250
Hz normalized to the length of the utterance 2. -5. Mean value of the first, second, third, and fourth formant 6. -9. Maximum value of the first, second, third, and fourth formant 10. -13. Minimum value of the first, second, third, and fourth formant 14. -17. Variance of the first, second, third, and fourth formant
B. Pitch features
The following features measure statistical properties of the pitch contour. The plateaux of the contours are detected as follows. The first derivative of the pitch contour is estimated numerically. The plateaux of maxima are located at the inflection points of the first derivative which have a value greater than 45% of the maximum pitch value admitted by the peak of the pitch contour. The inflection points whose pitch is less than 45% of the maximum value form the plateaux of minima. 
C. Intensity (Energy) features
Energy features are statistical properties of the energy contour. The first derivative of the energy contour is estimated numerically. The plateaux of maxima are located at the inflection points of the first derivative which have a value greater than the 45% of the maximum energy value admitted by the peak of the energy contour. The inflection points whose energy is less than the 45% of the maximum value of energy form the plateaux of minima. 
IV. EVALUATION OF SINGLE FEATURES
The classification ability of each feature in isolation is rated according to the probability of correct classification achieved by the Bayes classifier when the feature pdf is modelled as a mixture of Gaussian densities. The probability 
Feature index Probability of correct classification
Bayes classifier with 1 GMM Bayes classifier with 2 GMM Bayes classifier with 3 GMM 90% confidence interval Fig. 1 . Single feature evaluation using the probability of correct classification a Bayes classifier yields, when both genders are considered. (1 GMM stands for a pdf approximated by 1 Gaussian density; 2 GMM stands for a pdf approximated by a mixture of 2 Gaussians; 3 GMM stands for a pdf approximated by a mixture of 3 Gaussians.) of correct classification was estimated using crossvalidation. In particular, 100 replicas of the classification experiment were performed, where 90% of the data was randomly used for training and 10% for testing. The Expectation Maximization (EM) algorithm [8] is applied to determine the weights and the parameters of the Gaussian densities in the mixture. The implementation of EM algorithm described in [9] was used. The derived Gaussian Mixture Models (GMMs) are employed in the likelihood computations inside the Bayes classifier to classify each feature to the class that maximizes the likelihood. The iterations of the EM algorithm must not exceed a certain number (usually 20-40) to avoid histogram over-fitting and if the weight of a mixture is not greater than 0.05, then that mixture weight is floored to zero in order to avoid "greedy" classification. In Figure 1 , the features are sorted in descending order with respect to the probability of correct classification when the pdfs of emotional speech classes are modelled as mixtures of 2 Gaussians (2 GMMs).
Energy features dominate in the first 15 positions. Feature 54 (maximum value of energy) shows remarkably good results with any pdf modelling. The class pdfs of feature 54, modelled by mixtures of 2 Gaussian densities, are plotted in Figure 2 . Other features as those with indices 78, 56, 58, and 79 behave similarly. The pitch features with numbers 44, 43, 40, and 22 achieve also a possibility of correct classification above 0.30 on average.
V. AUTOMATIC FEATURE SELECTION
An improved version of the SFS algorithm is used for automatic feature selection [10] . The simple SFS algorithm is subjected to nesting problems. It selects a feature that might not improve the criterion being optimized yielding a "dead end". The SFFS does a step backward by removing the last selected feature that led to a "dead end" and a step forward by selecting the second best feature. The criterion employed in the SFFS is the probability of correct classification achieved by the Bayes classifier that employs Gaussian mixture modelling of the pdf in the n-dimensional space with a full covariance matrix. The probability of correct classification obtained for several feature numbers is plotted in Figure 3 . The ten best features selected by the SFFS algorithm when the experiments are conducted for both genders and for males and females separately are shown in Table I .
Number of Features Correct Classification

Human classification level
As can be seen from Table II , when the class pdfs are modelled by a single Gaussian distribution, the Bayes classifier achieves a 0.514 probability of correct classification for both genders. When the experiments are conducted separately for each gender then the Bayes classifier using a single Gaussian distribution achieves a probability of correct classification equal to 0.618 for males and 0.576 for females, respectively. This is an indication that gender information influences positively the emotion classification.
When the class pdfs are modelled by mixtures of 2 Gaussian densities the probability of correct classification is found to be 0.556 for both genders. That is, an improvement of 4.2 % has been obtained. Accordingly, the modelling of pdfs using GMMs is proven beneficial. When we take into account the gender information and repeat the modelling of class pdfs with GMMs for 2 or 3 densities, no gains are obtained. Therefore, it seems to us that modelling the class pdfs with a single Gaussian density is adequate when the emotional speech classification experiments are performed separately for each gender. The confusion matrix of the Bayes classifier is improved when the class pdfs are modelled by mixtures of 2 Gaussian densities (Table IV) , instead of single Gaussian density (Table III) as it can be inferred from the comparison of their diagonal elements. From the inspection of the diagonal entries in Tables III and IV , we find out that the errors for surprise, happiness, and sadness are significantly reduced when the class pdfs are modelled as mixtures of 2 Gaussian densities . However, the probability of the correct classification of sadness and anger in the case of modelling the pdfs by 2 Gaussian densities are still significantly lower compared to the human rates in Table V . The latter table is originally found in [7] . The numbers in boldface indicate the cases where the Bayes classifier is more than twice as errorfull as the human subjects.
VII. CONCLUSION
By modelling the class pdfs with mixtures of Gaussian densities instead of a single Gaussian density, a gain of 4% is obtained. However, if the experiments are conducted separately for each gender there is no gain. This observation leads to the conclusion that each gender introduces its Gaussian distribution in the pdf. From the bank of the 87 global statistical features, the maximum value of energy, the energy below 250 Hz normalized to the length of the utterance, and the mean value of rising slopes of pitch are the most valuable.
