There have been concerted efforts in recent years to realize the next generation of clocks using alkaline earth atoms in an optical lattice. Assuming that the atoms are independent, such a clock would benefit from a √ N enhancement in its stability, associated with the improved signal-tonoise ratio of a large atom number N . An interesting question, however, is what type of atomic interactions might affect the clock dynamics, and whether these interactions are deleterious or could even be beneficial. In this work, we investigate the effect of dipole-dipole interactions, in which atoms excited during the clock protocol emit and re-absorb photons. Taking a simple system consisting of a 1D atomic array, we find that dipole-dipole interactions in fact result in an open quantum system exhibiting critical dynamics, as a set of collective excitations acquires a decay rate approaching zero in the thermodynamic limit due to subradiance. A first consequence is that the decay of atomic excited population at long times exhibits a slow power-law behavior, instead of the exponential expected for non-interacting atoms. We also find that excitations among the atoms exhibit fermionic spatial correlations at long times, due to the microscopic properties of the multi-excitation subradiant states. Interestingly, these properties cannot be captured by mean-field dynamics, suggesting the strongly interacting nature of this system. We finally characterize the time-dependent frequency shift in the atomic frequency measurement, and find that it is dominated by the interaction energy of subradiant states at long times. Furthermore, we show that the decay of the clock signal displays at long times a non-exponential behavior, which might be useful to improve the uncertainty limit with which the atomic frequency can be resolved. Unlike the population decay, the clock signal decay exhibits less universal behavior, and in some cases seems to arise primarily from an effective many-body dephasing caused by purely coherent interactions.
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I. INTRODUCTION
Optical lattice clocks involving a large number of atoms confined in a three dimensional (3D) optical lattice have recently reached unprecedented performance levels [1] [2] [3] due to the combination of the narrow atomic transitions used and the signal-to-noise enhancement associated with atom number. Moreover, significant progress has been made toward managing systematic errors that would manifest themselves even at the single-atom level [4] [5] [6] [7] . These experiments now operate near a regime where photon-mediated dipole-dipole interactions between atoms can become a potential limit to their accuracy. Understanding the effect of such interactions is a challenging problem involving the dynamics of an open, many-body system, which has previously only been addressed exactly for small atom number [8, 9] , or perturbatively at short time scales [10] or in mean field approaches [11] .
In regular atomic arrays, dipole-dipole interactions significantly affect the atomic properties. For example, these interactions manifest themselves via the emergence of sub-and superradiance, a prolongation or shortening of the lifetime of a collective atomic excitation as compared to independent atoms. These properties have recently been explored in one (1D) [12] [13] [14] [15] [16] and two dimensions (2D) [16] [17] [18] [19] [20] , where subradiant modes with a single excitation coherently shared among the atoms acquire an intuitive interpretation in terms of optically guided modes. In that case, the decay rate is attributable to scattering into radiation modes at the system boundaries, and decreases polynomially with system size. The study of subradiant modes with multiple excitations reveals an interesting many-body structure [16] , where excitations obey an effective Pauli exclusion principle and "fermionize".
Motivated by the new intuition provided by arrays, here we analyze in a non-perturbative fashion the behavior of a lattice clock composed of a 1D chain of atoms. We choose such a geometry because it enables a nonperturbative analysis and extrapolation to the thermodynamic limit, which could not be done in previous studies of dipole-dipole interactions in clocks [8] [9] [10] [11] . Our analysis provides a number of intriguing results. Most importantly, the decay rate suppression of subradiant states with atom number implies a closing of the Liouvillian gap. This property is known to facilitate a critical slowing down of dynamics in a number of open systems [21] [22] [23] . More specifically, in our system, an initially highly excited state reveals a power-law decay of the excitedstate population at long times, with a seemingly robust scaling exponent in the thermodynamic limit. We show that the underlying mechanism is due to the effect of consecutive correlated excitation losses in the system. This ultimately leads to a smooth, quasi-uniform population of subradiant states at long times, a crucial prerequisite for the observation of an algebraic decay. Furthermore, the accumulation of population in subradiant manifolds is accompanied by a build-up of fermionic spatial correlations between excitations. While these effects are quite general, we then proceed to examine a Ramsey-type excitation sequence, as is relevant to optical clocks. Here, we find that subradiant states generate a time-dependent shift in the apparent atomic resonance frequency. The decay of the clock signal generally exhibits a slow-down, which might be beneficial in improving the clock sensitivity beyond standard quantum limits. However, this slow-down is seen numerically to lack universal behavior. Indeed, in some cases, the decay deviates from a power law, which we attribute to an effective many-body dephasing due to coherent dipole-dipole interactions.
The paper is structured as follows. In Sec. II, we introduce the theoretical framework to treat the effect of dipole-dipole interactions in a 1D atomic chain in free space, along with its collective decay properties. Besides arrangements in free space, we also consider a "toy model" of atoms coupled through a 1D waveguide. The latter platform reveals similar collective emission properties. Moreover, it can be simulated in the framework of Matrix Product States (MPS), which enables the study of the many-body dynamics for larger system sizes. Numerical results of the decay dynamics are presented in Sec. III, and reveal a characteristic power-law region at long times. In Sec. IV, we introduce a semi-classical rate equation, which enables one to understand the smooth build-up of population in subradiant states that is needed for power-law behavior to emerge. This approach is further justified by the study of the Liouvillian eigenstructure in Sec. V. We then turn in Sec. VI to the consequences of these findings for the time evolution of a 1D lattice clock. Finally, while a simulation of the full decay dynamics of a large 3D lattice is unfeasible, in Sec. VII we demonstrate that such a system also exhibits a closing of the Liouvillian gap already in the single-excitation manifold.
Our results are significant for a number of reasons. First, while the majority of our analysis is restricted to 1D, the essential statement -that lattice clocks exhibit a closing of the Liouvillian gap -is true even in 3D, and strongly suggests that a different set of theoretical tools is needed to properly understand the dynamics of such a system. In particular, it suggests that previous perturbative approaches are not sufficient, nor are exact results on small systems in higher dimensions, a case that is completely dominated by boundary effects. Furthermore, within the context of arrays [12] [13] [14] [15] [16] [17] [18] [19] [20] , our work goes beyond the typically studied limit of single excitations, which falls within the regime of linear optics, and sheds light on the entire dynamics of collective excitations and subradiance in the many-body limit. It has previously been shown that exploiting subradiance in arrays enables a significant improvement in performance of quantum information protocols [16, 24] and novel phenomena such as topological edge states [25, 26] within the single-excitation limit. Our work provides important insights and tools to examine applications and phenomena involving many excitations. Recent experimental progress now permits the controlled creation of 1D [27] and 2D [28, 29] atomic arrays based on optical tweezers. With further improvements toward smaller inter-atomic distances, the direct and systematic observation of the effects described here comes within reach.
II. MODELING A ONE-DIMENSIONAL OPTICAL LATTICE CLOCK
In this section, we first introduce the standard clock protocol for an ideal, non-interacting system of twolevel atoms. We then present a spin-model formalism that describes how excited atoms in the lattice interact with common electromagnetic field modes, which gives rise both to coherent exchange-type interactions between atoms and collective emission. Collective states in regular arrays show decay properties that drastically differ from the case of independent emitters [16] , and we briefly review the main properties at low excitation densities here.
A. Clock protocol for an ideal, non-interacting system
Illustration of the Ramsey sequence on the Bloch sphere, for a single atom. In the first step (I), an initial π/2 pulse brings the atom in a coherent superposition of ground and excited states. The second step (II) consists of a free evolution under H indep , in which the state vector precesses in the equatorial plane at a rate given by the detuning δ = ωL − ω0 between the laser frequency and atomic resonance frequency. The last step (III) corresponds to the application of another π/2 pulse, which maps the precession angle to a measurable population difference between ground and excited states. The black arrow illustrates the instantaneous rotation axis at each step.
First, we briefly review the standard Ramsey sequence [30, 31] as used in clock protocols for an ideal, non-interacting system of N identical two-level atoms located at positions r n , with ground and excited states |g n , |e n and transition frequency ω 0 . This Ramsey sequence is illustrated in Fig. 1 . In a first step (I), a global π/2 pulse -realized by a strong pulse of an interrogating laser -initializes the system in a coherent superposition of ground and excited states,
For concreteness, we assumed k L = k Lẑ parallel to the z-axis for the wavevector of the laser. During a free evolution of this state for a time t, the ground and excited states of this superposition acquire a relative phase, which directly serves as the clock signal. More specifically, for independent atoms, the time evolution of the system density matrix ρ is given by
, where Γ 0 is the spontaneous emission rate. In the frame rotating with the laser frequency, the Hamiltonian reads H indep = h(−δ − iΓ 0 /2) n σ n ee , with δ = ω L − ω 0 the detuning between the laser ω L and the atomic transition frequency ω 0 . A δ-dependent relative phase accumulates during the free-evolution period t, which can be viewed as a precession along the equator of the Bloch sphere (II). After this period, a global −π/2-pulse (III) maps coherences onto populations for measurement convenience, that is, the angle of precession along the equator of the Bloch sphere is mapped onto a δ = ω L − ω 0 dependent population inversion. The δ-dependent signal S associated with that measurement is given by the observable [10] 
, where the expectation value is taken right before step (III). For independent atoms this results in S = −N cos(δt)e −Γ0t/2 . The determination of the minimum of S allows for referencing the laser frequency to the atomic frequency δ = 0. Absent any other imperfections, the spontaneous emission enforces an ideal interrogation time of t ∼ Γ −1 0 to avoid substantial signal decay. Repeating such measurements over a total averaging time T avg then allows for the determination of the resonance frequency to the standard limit of uncertainty ∆ω ∼ Γ 0 /(N T avg ).
B. Effective spin-model description
The Ramsey spectroscopy sensitivity is fundamentally limited by the excited-state spontaneous emission rate Γ 0 , and a √ N improvement in signal to noise ratio can be attributed to the (presumably independent) large number of atoms comprising the clock. In a dense atomic system, however, the emission of atoms becomes collective. Collective decay rates then can be much faster (superradiant) or slower (subradiant), as the fields emitted by the atoms can interfere either constructively or destructively. Furthermore, a photon emitted by one excited atom can be coherently re-absorbed by another atom in its ground state, leading to a dressing of bare atomic energies. Formally, these processes can be modeled by integrating out the photonic degrees of freedom from the full atom-light system. This results in an interacting, open spin model, describing the dynamics of the atomic density matrix ρ as [16, [32] [33] [34] [35] 
The Liouvillian super-operator L is a sum of two terms L = K+J , where K[ρ] = (H eff ρ−ρH † eff )/(ih) denotes the coherent-like evolution of the density matrix under the effective Hamiltonian H eff and J [ρ] = m,n Γ m,n σ m ge ρσ n eg is the jump, or population-recycling, term. The effective (non-Hermitian) Hamiltonian reads in the rotating frame
Here, µ 0 is the vacuum permeability, p m is the dipole matrix element of atom m, and σ m αβ = |α m β m | defines an operator acting on the internal states {α, β} ∈ {g, e} of atom m. The tensor ↔ G(r n , r m , ω 0 ) denotes the classical Green's function of the electromagnetic field [16, 36] , and the matrix elements
G(r n , r m , ω 0 ) p m encode correlated dissipation via coupling to the free-space radiation modes. Throughout this paper, we will focus on onedimensional atomic chains oriented along z, with atomic polarization parallel to the chain axis, giving [16, 36] 
, where k 0 = ω 0 /c and r = |r n − r m |. For a single isolated atom, one recovers the vacuum emission rate Γ jj = Γ 0 , with
C. Collective decay properties
In view of the correlated behavior of atoms in dense arrangements, we anticipate the dynamics of a clock to significantly deviate at long times t > ∼ Γ −1 0 from independent atom models or mean field theory. The dynamics of the system density matrix is fully characterized by the properties of the Liouvillian superoperator L. It is however very instructive to study first the structure of the effective Hamiltonian H eff , whose properties determine the Liouvillian dynamics to a large extent. In particular, useful insight into the collective dynamics can be obtained from the decay rate spectrum associated with eigenstates of H eff , which we here discuss with a particular focus on long-lived subradiant states with decay rates Γ ξ Γ 0 . The fact that H eff commutes with the total number of excitationsn e = n σ n ee permits one to identify and characterize eigenstates within each excitation manifold. The properties of eigenstates with lowexcitation number n e N have previously been studied in detail in Ref. [16] and we summarize the main results here. In the single-excitation sector, diagonalizing the effective Hamiltonian H eff results in N eigenvectors |ψ , respectively. Here, the upper index (1) labels the (single) excitation sector, whereas 1 ≤ ξ ≤ N serves as an index for states within the sector. For an infinite chain, the eigenstates of H eff correspond to spin waves |ψ
⊗N , with k a quantized wavevector within the first Brillouin zone (|k| ≤ π/d) and
Such states are the exact eigenstates only in the infinitechain limit. However, the spin-wave character persists at finite large N and one can still assign a dominant wavevector k to each eigenstate by looking for the peak value in the Fourier transform of the real-space atomic excitation amplitudes. In other words, single-excitation eigenstates |ψ
(1) k can be indexed unambiguously by k in place of ξ. We plot in Fig. 2 (a) This behavior can be understood by considering the electromagnetic field E(r) generated by such spin waves of wavevector k. The field can be expanded in a plane wave basis, with discrete translational invariance ensuring that E(r) = g,k ⊥ E g,k ⊥ e i(k+g)z+k ⊥ .r ⊥ only has axial wavevectors equal to k, up to a reciprocal lattice vector g. At the same time, the wave equation requires
Thus, when |k| > k 0 , the transverse wavevector is purely imaginary. The resulting field cannot radiate away energy and instead is evanescently confined to the chain in the transverse direction, in complete analogy with a fiber guided mode. For such states to exist, k 0 must be within the first Brillouin zone, which leads to the requirement that the inter-atomic distance d must be smaller than half the wavelength of the atomic transition, d < λ 0 /2. For a finite chain, this mechanism leaves scattering through the ends of the chain as the only decay channel, and explains the greatly reduced decay rates of these excitations. In this case, the most subradiant states show a smooth distribution of decay rates whose minimum value approaches zero in the thermodynamic limit N → ∞. Ordering the eigenstates by increasing decay rates, i.e. from ξ = 1 for the most subradiant to ξ = N for the most radiant, one finds more specifically that the most subradiant modes are characterized by a decay rate Γ 
. This is illustrated in Fig. 2 (a) (ii), where we plot Γ
ξ /Γ 0 with respect to ξ for N = 30 and N = 80. Low values of the index ξ correspond to dominant wavevectors k that start at the Brillouin zone edge and get progressively closer to the value |k| = k 0 , separating radiative and evanescent fields, as ξ increases.
This decay rate suppression implies that the spectral gap of the Liouvillian operator -defined as ∆ = min n Re[−Λ n ], with Λ n the eigenvalues of Lcloses in the thermodynamic limit N → ∞. One can indeed show that Λ = (λ m − λ * n )/(ih) is an eigenvalue of L if λ m and λ n are two eigenvalues of H eff [37] [see Appendix A]. This necessary ingredient for critical dynamics only occurs in 1D arrays with lattice spacing d < λ 0 /2, which is difficult to generate with free-space beams. However, for atoms in a 3D lattice (see Sec. VII) the closing gap persists up to d λ 0 , which is easily accessible to experiments.
We now consider multi-excitation eigenstates of H eff . One numerically finds the existence of multi-excitation subradiant eigenstates, with a cubic suppression of the decay rate with N -similarly to the single-excitation sector. While single-excitation subradiant states can be interpreted within classical linear optics as guided excitations, the fact that this "fiber" is made of nonlinear two-level atoms causes multi-excitation subradiant states to have a highly non-trivial character. In particular, the collision of two subradiant single excitations would create a sharp spatial discontinuity in the two-excitation wave function, as a single atom cannot be excited twice. As dissipation occurs in momentum space, the broad momentum distribution associated with this spatial feature induces a large dissipation rate, i.e., the collision of two subradiant excitations can cause them to become unguided. One thus expects the excitations composing a multi-excitation subradiant state to smoothly repel from each other. One actually finds that low-density multi-excitation subradiant eigenstates are well approximated by anti-symmetric combinations of single-excitation subradiant states (defined by their wave function amplitudes c k n ), thus enforcing "fermionic" correlations or Pauli exclusion [16, 38] . More specifically, for m ex = 2 excitations, one finds that an ansatz, |ψ |g -with N a normalization factor -approximates well twoexcitation eigenstates of H eff when (k 1 , k 2 ) are away from ±k 0 . Most two-excitation eigenstates can thus be characterized unambiguously by a tuple (k 1 , k 2 ) of quantized wavevectors within the first Brillouin zone. As a result of this fermionization, multi-excitation subradiant states contain rich correlations between particles. This can be seen in Fig. 2 (a) (iii) , where the population of |e n , e m of atoms n and m to be simultaneously excited is plotted for the most subradiant two-excitation eigenstate. One finds an anti-bunching in position, in that the population is peaked when the excited atoms lie both far away from each other and from the system boundary. In addition, the decay rate of such states composed of two singleexcitation states is found to be comparable to the sum of the single-excitation decay rates Γ
k2 . This anti-symmetric ansatz and the approximate additivity of multi-excitation decay rates also generalize to higher numbers of excitations.
As a mathematical note, the eigenstates |ψ However, overlaps between different eigenstates are found to be small. In particular, the most subradiant eigenstates have been shown to be nearly orthogonal [16] .
D. 1D waveguide model
In later sections, we present exact numerics for freespace arrays of up to N = 14 atoms. Here, we present a closely related model, consisting of regularly spaced atoms coupled to an idealized 1D waveguide ( Fig. 2 (b) ). This system easily allows for numerical simulations of larger atom number via the matrix product state ansatz, and provides additional evidence for the scaling behavior seen in free space. Examining this system is justified because subradiant states in this system exhibit all the same essential properties as in 1D free-space arrays, as we now show.
The dynamics of atoms interacting via photons in a 1D waveguide is governed by the spin model formalism Eq. (2) with [39] [40] [41] 
Here, Γ 0 denotes the single atom emission rate into the waveguide, and k 0 is the resonant wavevector. The matrix elements for the correlated decay rates, as defined in Eq. (2) take on the form Γ m,n = Γ 0 cos(k 0 |z m − z n |).
We plot in Fig. 2 (b) (i) the collective single excitation decay rates for this coupling, indexed by their dominant wavevector k, for a fixed number of atoms N = 30. One finds that radiant eigenstates are localized in reciprocal space around the resonant wavevector k = ±k 0 , whereas eigenstates for which k ranges outside these regions are of subradiant nature. Thus, the single-excitation eigenstate structures of the waveguide and free space setup show close similarity in that continuous regions in momentum space are characterized by radiant and subradiant properties. In analogy to the case of an atomic chain in free space, the most subradiant decay rates scale as Γ (1) ξ /Γ 0 ∝ ξ 2 /N 3 with 1 ≤ ξ ≤ N ordering the eigenstates by increasing decay rates, as illustrated in Fig. 2 (b) (ii) for N = 30 and N = 80. Moreover, the most subradiant multi-excitation states can also be constructed out of a fermionic ansatz involving single-excitation states [38] . This is explicitly illustrated in Fig. 2 (b) (iii), for the most subradiant twoexcitation state of N = 30 atoms.
We demonstrated in this section that a 1D lattice clock represents a quantum open critical system in terms of its Liouvillian spectrum. This peculiar behavior may have consequences on the spin dynamics in a standard Ramsey sequence. It raises in particular the following questions: (i) Do dipole-dipole interactions result in an apparent shift of the atomic resonance frequency, as probed by a Ramsey sequence, and how does this shift depend on the interrogation time? (ii) Does subradiance result in a longer excited population and persistence of the clock signal, thus opening the possibility for longer interrogation times? We will begin with the second question, and in particular analyze the time dynamics of the total number of excitations in the systemn e = n σ n ee .
III. POPULATION DECAY : NUMERICS
In this section, we study numerically the dynamics of a spatially global, highly-excited state, such as states of the form of Eq. (1) relevant to clocks, or to provide greater generality, a fully inverted state N n=1 |e n . Here, we distinguish the case of "spatially global" meaning that locally the atoms have equal excitation probability, to preclude cases where, for example, one section could be highly excited and where excitations could thus propagate or diffuse to other parts of the system. Our analysis suggests that the system initialized in any such global, highly-excited state has the following properties at long times, which are robust to the specific initial state: (i) the excited population decays in time as a power law, ∼ 1/ √ t, and (ii) fermion-like density-density correlations between excitations emerge due to the persistence of subradiant states.
A. Emergence of a power law in the population decay Fig . 3 shows the numerically obtained dynamics of the total excited state population n e = n σ n ee for a system initially prepared in the fully inverted state N n=1 |e n . Various atom numbers are considered for both a free-space lattice and the waveguide setup. After a fast initial decay at short times ( Fig. 3 (a) ), a powerlaw behavior n e (t) ∼ (Γ 0 t) −η emerges at long times ( Fig. 3 (b) ), which becomes more and more pronounced with increasing atom number. The power-law scaling coefficient is found as η 0.5, and a convergence to that value with atom number is found for the waveguide configuration. For a finite-size system, the rate of decay in population eventually returns to exponential as the Liouvillian gap is always finite, as can be seen in Fig. 3 (b) for the smallest system sizes studied (N = 6 and N = 8). The results shown in Fig. 3 were obtained by equivalently representing the evolution of the master equation (2) via the evolution of a wave function under stochastic quantum jumps [42] [43] [44] [45] [46] for N ≤ 14, using an average over 10 4 trajectories. For the waveguide configuration of N = 30 an MPS simulation [47, 48] [see Appendix D] has been performed. The decay features are found to be robust to the precise choice of the initial state -provided it is highly excited -and the same properties are observed as well for an initial clock state (see Appendix B).
In Fig. 4 , we compare the full population dynamics to a mean field-like approach. In particular, we numerically solve the equations of motion for the expectation values of the populations, σ i ee
, the dynamics of n-body operators generally depend on (n + 1)-body operators. Here, we truncate the correlations to two-body, by approximating
where A, B and C are local one-body operators at distinct positions i, j and k [49] . We can also evolve the resulting equations not only from t = 0, but starting from an arbitrary initial time t i > 0 (indicated by arrows in Fig. 4 ), using as initial conditions the numerically exact correlation functions at t i obtained by full simulations. Interestingly, the mean field dynamics seem to diverge from the full solution regardless of initial time t i , with the former predicting a more rapid decay of population. This suggests that at each stage of the evolution, highly correlated states, such as the eigenstates discussed previously, play a crucial role. Such an algebraic decay in reaching a steady state has already been predicted for specific many-body systems described by a Liouville master equation [21] [22] [23] , and for which the spectral gap closes in the thermodynamic limit. A first argument to justify the emergence of such a power law behavior consists of analyzing the density of states with decay rate close to zero in the thermodynamic limit [22] . As an illustrative example, assuming a set of longlived states ξ contributes equally, one estimates the population in the long-time limit to be n e (t) ∼ ξ e −Γ ξ t . The smooth distribution of subradiant decay rates approaching zero for large N then allows for a continuous description of the long-time evolution of the population. This results in n e (t) ∼ ∞ 0 dΓD(Γ)e −Γt , where D(Γ) is the density of states with decay rate Γ. As a first assumption, we consider just the single-excitation subradiant states. Their scaling Γ ξ ∝ Γ 0 ξ 2 /N 3 , identified in the previous section for the most subradiant states for both the waveguide and the free-space setup, leads to a density of states D(Γ) ∼ Γ κ at small Γ, with κ ∼ −0.5. Evaluating the integral leads to n e (t) ∼ 1/(Γ 0 t) 1+κ ∼ (Γ 0 t) −1/2 , in approximate agreement with the numerical calculations. We point out that this naive argument is not complete, as it wrongly implies that one has to wait until the contribution of multi-excitation states vanishes. Moreover, it ignores how such states decay into lower-excitation states. A more rigorous argument based upon the diagonalization of the Liouvillian is provided in Sec. V B.
B. Buildup of fermionic density-density correlations
Both radiant and subradiant eigenmodes are involved in the decay process, reflected by the fast initial decay and the persistence of population at long timescales. One can therefore expect that observables acquire the properties of the most subradiant states in the long-time limit. To provide an example at the microscopic level, we can consider the projection of the entire system density matrix ρ(t) into the two-excitation subspace, ρ (2) (t) (here, we renormalize so that Tr(ρ (2) (t)) = 1). In Fig. 5 (a) , we plot the overlap p
of that state in time t with the three most subradiant two-excitation eigenstates (ξ = 1, 2, 3) for an atomic chain of N = 14 atoms. One finds a convergence to the most subradiant eigenstate ξ = 1, which becomes the dominant contribution for Γ 0 t > ∼ 20. The microscopic picture provided above also manifests itself in macroscopic observables. For example, in Fig. 5 (b) we plot the density-density correlations σ m ee σ n ee of excitations (now calculated over the entire system density matrix ρ(t)). These correlations are plotted for various specific times t during the evolution. It can be seen that these correlations exhibit increasingly "fermionic" character in time, and at sufficiently long times essentially reflect that of the most subradiant two-excitation state.
Interestingly, such a convergence to the most subradi-
90.5 300 n n n n n n n n n ant eigenstates in low-lying excitation manifolds can be shown to be of universal nature -with the only requirement that the system is initially prepared in a highly excited state. A decay from such a highly excited state populates all low-lying eigenstates, a property we elaborate on at a later stage, such that subradiant states become significantly populated and finally dominant at long times due to their largely inhibited decay. Apart from the details of the convergence process and the final populations, the convergence is independent of both the specific form of the initial state and the specific atom chain configuration.
IV. POPULATION DECAY : A JUMP PICTURE
A significantly simplified model of the decay dynamics can be obtained by only taking eigenstate populations into account. The validity of such an approximation is motivated in Fig. 5 (c) , where the density matrix elements in the single-[m ex = 1] and two-excitation [m ex = 2] manifolds are plotted at a fixed time t = 11Γ −1 0 after the preparation of a fully excited state. Specifically, density matrix elements are depicted in the eigenstate basis ρ
, where elements ξ = ξ and ξ = ξ are denoted as populations and coherences, respectively. From Fig. 5 (c) it follows that only populations are significant; the weak coherence contributions can be shown to originate predominantly from the non-orthogonality of the eigenstate basis as discussed in Sec. II C. More generally, one numerically finds that only populations contribute in the long-time limit and in particular that decay processes only destroy but do not generate coherences.
Based on that insight, we now analyze the decay dynamics, or more specifically the dynamics of eigenstate populations, based on a rate model. In that model, coherences are neglected, and populations of eigenstates are connected by transition rates. While the eigenstates do not formally constitute an orthogonal basis, we find empirically that this rate model agrees very well with the full numerics. It should be noted that as the eigenstates themselves and their decay properties arise from manybody interactions, the agreement of a rate model does not imply that the system is nearly classical (cf. Fig. 4 , where we showed that correlations play an important role in the dynamics).
A. Transition rate between eigenstates
The transition rate γ (mex) ξ,ξ from state ξ in the excitation manifold m ex to state ξ in manifold m ex − 1 can be defined as such that the total decay rate is pre-
. Generally, for sufficiently large atom numbers, eigenstates are almost orthonormal and transition rates are well-approximated even without this additional normalization step, i.e. by setting N (mex) ξ = 1.
B. Decay structure of subradiant eigenstates
Based on the transition rates defined above, we now analyze the decay structure of two-excitation eigenstates. Starting in such a state |ψ
, the emission of a single photon transfers the system to the single-excitation manifold. A specific eigenstate |ψ (1) ξ in that manifold is reached with probability ℘
ξ . That probability -for the initial state being the most subradiant two-excitation eigenstate |ψ (2) ξ=1 -is illustrated in Fig. 6 for both the waveguide and free-space setup.
For the waveguide configuration, the decay overwhelmingly populates the two most subradiant single excitation states |ψ (1) ξ=1 and |ψ (1) ξ=2 , with rates γ
and γ
ξ=1 , respectively. In other words, the two-excitation state is given approximately by an antisymmetric combination of two single-excitation states, and these constituent states decay approximately independently [see inset of Fig 6 (a) ]. As one consequence, the two-excitation state is more likely to decay into the more subradiant single-excitation state from which it is composed. More generally, one finds that any subradiant two-excitation state decays into the two singleexcitation states it is composed of. The relative weight of other decay channels vanishes with atom number N as 1/N 2 . Such a decay structure extends to all of the highly subradiant states in the low excitation manifolds (m ex N ), which implies that their decay can be interpreted as the gradual decay of their single-excitation constituents. This also offers a simple interpretation of the decay rate addition in subradiant manifolds [38] , i.e. the fact that Γ (mex) (ξ1,...,ξm ex )
In free space, we observe a qualitatively similar decay structure with an additional non-zero probability to decay into superradiant states [see Fig. 6 (b) ]. Compared to the subradiant evolution timescale, these latter states decay almost instantaneously, and therefore this additional decay channel can be seen as an effective 'direct' decay from the doubly excited to the ground state [see the dotted red arrow in the schematic of Fig. 6 (b) ]. This observation of an additional channel is in line with a moderately enhanced decay rate of two-excitation states as compared to the sum of their single-excitation component rates, i.e. Γ (2)
6. An analogous decay structure can be found for subradiant states of higher excitations. However, the relative importance of the decay channel into the constituent single-excitation states decreases with the number m ex of excitations. Specifically, we find a fraction ∼ (m ex − 1)u/[1 + (m ex − 1)u] of the total decay rate directed towards superradiant states. Physically, we attribute this enhancement to the fact that collisions between excitations can cause radiation loss from the bulk of the array, and not only from the ends.
C. Excitation-hole symmetry
As seen in Sect. II, the properties of eigenstates in the low-excitation manifolds are well-understood. In particular, single-excitation states can be associated with a wavevector k, which crucially determines the decay properties. Subradiant states of several but few excitations can be composed from anti-symmetric combinations of single-excitation eigenstates, and thus inherit the properties of their constituents. In particular, we have seen in the previous section how this composition explains their decay behavior.
Here, we show that highly excited states can be viewed in terms of the small number of "holes" corresponding to atoms in their ground states. A symmetry between highly excited states with holes and few-excitation states (1) ⇠1
(1) ⇠1
(1) ⇠2
(1) ⇠1 The inset depicts the decay channels and rates, valid up to 1/N 2 corrections in the atom number N . In both free space and the waveguide, the state has substantial probability to decay into the two single-excitation states (ξ = 1, 2) from which it is composed, as illustrated in the insets. In free space, the state also has a non-negligible probability to decay into superradiant (ξ > ∼ 30) states. This results in an effective two-excitation loss to the ground state (dashed arrow in the inset), at a rate Γ
allows one to identify the salient properties of the former.
The excitation-hole symmetry follows directly from the effective Hamiltonians (3) and (4) . Separating this Hamiltonian into diagonal H ind = −ih(Γ 0 /2) n σ n ee and non-diagonal exchange contributions
ge , one straightforwardly finds the exchange contribution to remain invariant under an excitation-hole exchange |g ↔ |e . Such an invariance does not hold true for the diagonal term; however, that one is constant within an excitation manifold. Therefore, applying an excitation-hole exchange on an eigenstate produces another eigenstate. This implies that eigenstates of (N − m ex ) excitations can be constructed out of eigenstates of m ex excitations by such an exchange
with equal energy shifts and a decay rate just differing by an excitation-manifold dependent contribution arising from H ind ,
As an example, states of N − 1 excitations take on the form |ψ (8) it follows that wavevectors k which decay fastest (slowest) in the single-excitation manifold also decay fastest (slowest) in the N − 1 excitation manifold, albeit the manifold contribution (N − 2m ex )Γ 0 makes the latter ones almost equal.
An equivalence between excitation-hole exchanged state pairs can also be identified for the transition rate Eq. (5).
The transition rate, for sufficiently many atoms such that eigenstates are nearly orthonormal, can be approximated by γ
which by an excitation-hole exchange and using Eq. (6) and Γ n,o = Γ o,n leads to
Therefore, transition rates between a pair of eigenstates and its excitation-hole inverted analogue are equal. A schematic of the excitation-hole analogy is depicted in Fig. 7 (a) . In particular, we visualize all of the eigenstates on a two-dimensional axis, with the vertical axis denoting the number of excitations (with 0 ≤ m ex ≤ N ). The horizontal axis orders the decay rate, with smallest to largest going from left to right (the positions are qualitative, in that two states in different number manifolds with the same horizontal position do not necessarily have the same decay rate). Several selected few-excitation eigenstates are labeled (n ,n, and n 0 , with n 0 denoting the ground state), and their excitation-hole inverted counterparts are labeled by the same letters. Moreover, transitions of equal rates are indicated by arrows of equal colors.
As one consequence of the excitation-hole symmetry of transition rates, just as a few-excitation state tends to decay towards a more subradiant state, a few-hole state tends to decay toward a more radiant state. That behavior is illustrated in Fig. 7 (b) , where the most likely decay paths are depicted by black lines for selected eigenstates. In high (low) excitation manifolds the paths are directed more towards radiant (subradiant) states. (Γ (mex) ξ < mexΓ0) are represented by red (pink) circles. For selected eigenstates ξ in the mex-excitation manifold, we calculate the decay rates γ ξ,ξ to eigenstates ξ in the mex − 1 manifold, and indicate by black connecting lines the most likely decay channels. For the figure, these are defined to be all transitions with rates γ ξ,ξ > 0.5 max ξ γ ξ,ξ .
D. Decay of a highly excited state
We now utilize the rate-model picture to gain insight into the decay structure of an initially highly excited state. That is, we analyze the decay through the different excitation manifolds and their corresponding eigenstates. The (time-independent) probability ℘ (mex) ξ for passing through an eigenstate |ψ (mex) ξ at some point during the decay process can be iteratively defined as
This quantity is given by the sum of eigenstate probabilities in the higher manifold (here: m ex ) multiplied by the probabilities for these states to decay into the state of interest (here: |ψ
). Clearly, if the initial state has an excitation number greater than m ex , and given that in our (finite) system of interest there are no excited eigenstates with zero decay rate, the sum of probabilities of passing through any state within the manifold is ξ ℘ (mex) ξ = 1. The probability is illustrated -for selected excitation manifolds m ex and for an initially fully excited statein Fig. 7 (a) for N = 12 atoms (see blue markers). In high-excitation manifolds, mostly eigenstates of large decay rate are populated, i.e. the probability distribution is strongly weighted towards the right in the figure (for the eigenstates sorted by increasing decay rate from left to right). In low-excitation manifolds the probability distribution of eigenstates is observed to become rather flat. This implies that a redistribution of populations towards more subradiant states takes place in the low-excitation sector. The interpretation of that peculiar decay behavior directly follows from the conclusions of Sect. IV B and IV C, namely that eigenstates of high (low) excitation numbers tend to decay towards more (less) radiant states. Note that the redistribution and the resulting quasi-equal population of states is one of the crucial mechanisms for the observation of a power-law decay behavior.
Apart from considering probabilities, the rate model also enables to solve for the time-dependent populations p 
where the first contribution on the right hand side represents the population loss (decay) of the specific eigen-state |ψ (mex) ξ , and the second term the population gain through transitions from the excitation manifold above (from states {|ψ (mex+1) ξ }). That set of equations can be iteratively solved, starting from the uppermost excited state and the initial populations. For an initially fully inverted state, we find good agreement of the population dynamics between the (exact) master equation and the rate model approach (see Appendix C).
To conclude this section, we observe that the salient properties of decay of few-excitation subradiant states can be intuitively understood by the existence of well defined decay channels, that highly excited states can be equally understood via an excitation-hole symmetry, and that a rate equation works well to describe the population dynamics. This provides the first comprehensive understanding of collective decay properties in atomic arrays beyond the single-excitation manifold. While in these dynamics we keep explicit track of the entire large number of discrete eigenstates, an interesting question for future investigation would be whether one can generate an effective "continuum" model, which would then allow quantitative predictions for much larger atom number where tracking individual eigenstate populations becomes unfeasible.
V. POPULATION DECAY : LIOUVILLIAN EIGENSTRUCTURE
In the previous section, we described the population dynamics with a semi-classical rate equation. Here, we justify the use of such an approach by examining the eigenstructure of the Liouvillian in the low-excitation sectors. We confirm in particular the emergence of an effective single-particle picture for the decay dynamics within subradiant manifolds. Decomposing the initial density matrix in terms of Liouvillian eigenstates finally provides an additional interpretation of the power-law behavior observed at long times in the dynamics of the population.
A. Liouvillian eigenstates in low-excitation sectors
We recall that the master equation (2) describing atomic dynamics under dipole-dipole interactions, ∂ t ρ = L[ρ], can be decomposed into the form L = K+J . K and J represent the coherent-like part of the evolution and the jump part, respectively. The ground state density matrix, ρ (0) = |g g|, is an eigenstate of the Liouvillian L with eigenvalue 0 (here and in the following, |g will denote the many-body ground state |g ⊗N ). For a finite system, ρ (0) is the unique possible steady state of the dynamics. An instructive way to build other eigenstates of L consists in examining the dynamics of the system when initially prepared in a low-excitation eigenstate of the effective Hamiltonian. Let us first consider the dynamics of an initial density matrix of the form ρ
is an eigenstate of H eff in the single-excitation sector. The initial density matrix ρ (1) ξ is an eigenstate of K, with K[ρ (1) 
ξ . We find furthermore that the term J accounting for jumps between different excitation manifolds gives J [ρ in terms of ρ (0) and Z, we simply recover that
describing the decay of a single-excitation state toward the many-body ground state of the system.
One can extend the construction above for a system initially starting in the pure state ρ
ξ | in the two-excitation sector. This initial density matrix is an eigenstate of K, with eigenvalue −Γ (2) ξ . The action of J , i.e. the loss of one excitation, brings ρ 
The coefficients α η,µ and α g in the expansion of Eq. (13) can be computed numerically. Alternatively, these coefficients can also be deduced from the eigenstate decay structure discussed in Sect. IV B. There, we have seen that -for the waveguide configuration -a subradiant two-excitation eigenstate |ψ , respectively. Thus, only the coefficients for these two single-excitation states α ξ 1 ,ξ 1 and α ξ 2 ,ξ 2 must be (significantly) non-zero in the ansatz Eq. (13) . The transition rate to the single-excitation state ξ , following from a Liouvillian eigenstate expansion, is given by γ ξ,ξ = −α ξ ,ξ (Γ ) and the property
, suggests that α ξ 1 ,ξ 1 = α ξ 2 ,ξ 2 ∼ −1, and similarly α g ∼ 1. Indeed by numerically calculating the Liouvillian eigenstates one finds that the coefficients tend to these values with increasing atom number. For the free-space setup, further non-zero coefficients associated with radiant components exist in addition to the two dominant coefficients α ξ 1 ,ξ 1 and α ξ 2 ,ξ 2 , in line with the existence of decay channels to radiant states found earlier (e.g., see dotted arrow in Fig. 6(b) ). We compare the transition rates of the most subradiant two-excitation eigenstate as obtained by both the rate model of Sect. IV and a Liouvillian eigenstate expansion in Fig. 7 , which show excellent agreement and further confirm the rate model approximation.
In Appendix A we provide additional details about the diagonalization procedure and the eigenstates of the Liouvillian L. As explicitly illustrated above for one and two excitations, the eigenstate Z Λ of the Liouvillian with eigenvalue Λ = −Γ (mex) ξ can be constructed by considering the dynamics of the system initially prepared in the density matrix ρ Any initial density matrix ρ 0 at time t = 0 can be decomposed in terms of the eigenstates Z Λ of the Liouvillian. The expectation value of any operator A can thus be written in the form
Here, Λ are the eigenvalues of the Liouvillian associated with the eigenstates Z Λ . The coefficients α Λ denote the "overlap" between ρ 0 and the eigenstates Z Λ . More specifically, one has α Λ = Tr X † Λ ρ 0 , where X Λ is the eigenstate of the adjoint of the Liouvillian with eigenvalue Λ * [see Appendix A]. At long times, the dynamics is dominated by subradiant eigenstates (corresponding to small negative real components of Λ) as radiant components progressively disappear.
In the waveguide setup, we find that the long-time dynamics of the population n e is fully determined by the single-excitation eigenstates of the Liouvillian when N is large. This property can be understood by examining the coefficients α η,µ in the expression of two-excitation subradiant eigenstates Z in Eq. (13) . These coefficients tend to zero when N grows, except two of them which tend to α ξ 1 ,ξ 1 = α ξ 2 ,ξ 2 ∼ −1. This leads to Tr (n e Z) 0, as the contributions of the two-excitation component and the single-excitation components of Z compensate. This property actually extends to all the multi-excitation subradiant eigenstates of the Liouvillian, and one finds that the m ex -excitation subradiant eigenstates of the Liouvillian do not contribute to the population dynamics for m ex > 1. As a result, the long-time dynamics can be simply written n e (t) ∼ ξ∈ 1 exc
where we wrote for simplicity α ξ = α −Γ
(1) ξ . The dynamical behavior of n e at long times arises purely from single-excitation decay rates. It is important to note that this formula fully takes into account the whole many-body dynamics, even if multi-excitation components are not present in an explicit manner. The many-body aspect and its related complexity are encapsulated in the amplitudes α ξ . In particular, while only single-excitation eigenstates Z Λ contribute to the population n e , the associated eigenstates X Λ needed to calculate α ξ contain states up to N excitations. We can compute numerically these amplitudes α ξ at small atom number for an initially fully excited state. We then find a smooth distribution for the most subradiant states, which becomes more and more flat as N increases [see Appendix A for details]. Supposing that this distribution becomes uniform at large N and taking the continuum limit in Eq. (15), one can estimate the behavior of the population as n e (t) ∼ (Γ 0 t) −η when Γ 0 t 1, with η = 0.5, in accordance with the results of Sec. III A.
VI. CONSEQUENCES OF OPEN QUANTUM CRITICALITY ON A LATTICE CLOCK PROTOCOL
We have explained above how the algebraic relaxation of the population n e of the 1D atomic array can be understood in terms of open critical dynamics. In this section, we analyze the decay dynamics of the clock signal in a lattice clock protocol, and show similarly that the dynamics is strongly affected by the existence of long-lived subradiant modes. We find in particular that subradiant states induce a time-dependent shift in the measured value of the atomic frequency. At long times, this shift is determined by the most subradiant modes of the system. Furthermore, the size of the clock signal itself exhibits a slow non-exponential decay in time, which might be useful to improve the clock sensitivity beyond standard limits. Unlike the decay of excited-state population, however, it appears that the clock signal decay does not exhibit universal behavior. Rather, in some cases, the decay seems attributable to an effective many-body dephasing induced by coherent dipole-dipole interactions.
We analyze the Ramsey spectroscopy protocol previously introduced in Sec. II, and in particular, the resulting clock signal S = N m=1 e ik L md σ m eg , where the average is taken just before the second −π/2 pulse [10] . We show in Fig. 8 , N = 14 atoms and lattice constant k0 d = 0.3π. These results correspond to an evolution of the wave function under stochastic quantum jumps. The black curve shows the peak of the central fringe, from which the apparent atomic frequency is obtained.
from an evolution of the wave function under stochastic quantum jumps using an average over 10 4 trajectories. The black curve denotes the center of the central fringe δ m , used to reference the laser frequency. For independent atoms, this would correspond to the line δ m = ω L − ω 0 = 0, such that the laser would be referenced to the true atomic resonance frequency. We find here that the central fringe is shifted dynamically towards positive detunings δ m > 0, due to the effect of subradiant states. We plot in Fig. 9 (a) the evolution of δ m (full black line) and we find that it approaches at long times the frequency shift ω 
We can also compare our result to the predictions obtained by previous perturbative theoretical approaches, such as the short-time expansion of Ref. [10] , or mean field like methods [49] .
In Fig. 9 (a) , the predicted shift of the short-time expansion is shown in green, while the shift obtained by a second-order mean field theory (see Sec. III A for details) is shown in red. Both approaches quantitatively agree at short times, before correlations build up in the system. The shift predicted by second-order mean field theory qualitatively agrees with the full result, although it predicts a significantly larger signal amplitude. This is illustrated in Fig. 9 (b) where we show the maximal signal amplitude |S m | along the central fringe as a function of time, both with the second-order mean field approach (solid red curve) and the full result obtained with the exact stochastic (a) Time evolution of the dynamical shift of the central Ramsey fringe δm obtained with three different approaches. The solid back curve corresponds to the evolution of the wave function under stochastic quantum jumps (similarly to Fig. 8) . The red and dashed green curve correspond, respectively, to a mean field approach taking into account correlations up to second order, and to the short time approach developed in Ref. [10] . The horizontal dashed black line denotes the energy shift of the most-subradiant single-excitation eigenstate. We have N = 14 and k0 d = 0.3π. (b) The solid black curve shows the evolution of |Sm| at the center of the central fringe obtained with the stochastic wave function approach. The solid red and dashed black curve correspond, respectively, to the same quantity taking into account correlations up to second order, and in the case of non-interacting atoms.
wavefunction approach (solid black curve, i.e. following the solid black curve in Fig. 8 ). The larger persistence of the signal amplitude obtained with the approximate approach can be understood physically by inspecting the state of the system after the first π/2 pulse [see Eq.
(1) with k L d = π]. This state already contains the phase relationship associated with subradiant wavevectors between excited atoms, whose effect is enhanced by the mean-field approximation at long times. In contrast, in the exact solution, the population in the subradiant states dynamically builds up, following decay from highly excited states.
In Fig. 9 (b) , we also show the evolution of the maximal signal amplitude |S m | at the center of the brightest fringe in the case of independent atoms (dashed black line). At short times, the maximal signal of the full result decays faster due to the presence of superradiant states. By contrast, at longer times, subradiant states are predominant and one observes a clear non-exponential decay of the signal amplitude. This non-exponential decay can be observed for any lattice spacing d < λ/2 giving rise to strongly subradiant modes. This is illustrated in Fig. 10  (a) , where we show the signal amplitude at the center of the brightest fringe for selected values of d/λ. We notice that the signal amplitude actually decays faster for smaller inter-atomic distances, as long as d < λ/2. This at first might seem surprising, given that a higher fraction of collective states are subradiant for smaller d. We believe that the decay for smaller inter-atomic distances can be attributed to the larger magnitude of coherent interactions, i.e. the hermitian part of H eff in Eq. (3), which lead to different energy shifts for different eigenstates.
At short distances, the characteristic interaction strength between nearest neighbors scales as 1/d
3 . In particular, while the single-particle physics is just a precession on the Bloch sphere, interactions act as an additional source of dephasing, which scrambles the free precession and reduces the clock signal. This deleterious effect is confirmed in Fig. 10 (b) , where we show the effect of the coherent interactions alone on the clock signal amplitude, i.e. a time evolution under the Hermitian part of H eff only, with no atomic decay processes. More specifically, we confirm that the maximal signal amplitude decays more rapidly at short times for smaller values of d/λ, with pronounced revivals at long times due to absence of loss. Furthermore, it is interesting and surprising to note that the clock signal can persist for longer once the dissipative processes are included, as can be readily seen by comparing the green curves in Figs. 10 (a) and (b) . An intuitive explanation of how collective dissipation can actually prolong the clock signal with respect to a closed system is still lacking.
Interestingly, one observes in Fig. 10 (a) that configurations with inter-atomic distance close to d = λ/2 give rise to a pronounced power-law region for the signal amplitude |S m | ∼ (Γ 0 t) −ν , with an exponent ν depending on the precise value of d/λ. For d/λ = 0.4, one finds for example ν 0.44, as illustrated in Fig. 10 (a) , and ν is generally found to decrease when the inter-atomic distance increases toward d = λ/2.
Unlike the population decay, this power law seems nonuniversal, and presently we cannot construct a strong argument that this power law should persist in the thermodynamic limit. In general, however, the ability to extend the interrogation time without experiencing exponential losses should be beneficial for clock sensitivity. A particularly interesting limit would be if the power law did persist in the thermodynamic limit, with a value of ν < 0.5. In that case, the decay in signal over a single interrogation is slower than the typical ∆ω ∝ 1/T avg scaling obtained by making many independent interroga- 
(green).
A faster initial decay of the signal amplitude is observed for smaller inter-atomic distances d. We also note the existence of signal revivals at long times (see yellow and blue curves) due to absence of loss.
tions over a total averaging time T avg . In that case, the optimal clock protocol, absent any other imperfections, would be to run a single interrogation over the entire time T avg .
VII. ATOMS IN A 3D LATTICE
Here, we provide a glimpse on whether or not the properties discussed earlier for one-dimensional (1D) chains of atoms extend to a three-dimensional (3D) arrangement. In a 3D lattice, full simulations of the master equation (2) are limited to too small system sizes [9] to extrapolate any behavior in the thermodynamic limit. However, the closing of the Liouvillian gap can be verified already at the level of a single excitation, which we now provide numerical evidence for.
In particular, we consider a 3D cube of N two-level atoms (with N 1/3 sites in each direction), with the axes of the cube aligned alongx,ŷ,ẑ and the atomic dipole moment p alongẑ. The Green's function between any two lattice sites, projected along the dipole direction, is given by
, where r = |r n −r m | and z = z n − z m . We then diagonalize the effective Hamiltonian H eff of Eq. (3) within the single-excitation manifold, and obtain the decay rate spectra Γ (1) ξ . In Fig. 11 (a) , we plot the scaling of Γ (1) ξ with N for the few most subradiant eigenstates (ξ = 1, 2, 3), and for two different lattice constants d = 0.4λ and d = 0.6λ. These decay rates are seen to decrease polynomially as N −α , where α varies depending on the lattice constant. Moreover, for a fixed atom number, decay rates of eigenstates are smoothly distributed -shown in Fig. 11 (b) , where the decay rate is plotted as a function of the eigenstate numbering coefficient ξ. The scaling with ξ, Γ
β , is seen to depend as well on the lattice constant d, unlike the 1D case. However, the analysis here is restricted to a rather small maximum cube size of 20×20×20 atoms, such that the effect of boundaries might be crucial and a potential universal behavior not reached yet.
The decay rate suppression suggests a closing of the Liouvillian gap also in the 3D case. Along with the smooth distribution of rates, this hints that a similar power-law decay behavior, or generally a slow-down in the decay dynamics, as in 1D might be possible. A more thorough confirmation would require further studies on the properties of higher excitation states, their decay and composition properties.
VIII. CONCLUSION AND OUTLOOK
We have shown that an optical lattice clock composed of atoms in a 1D array exhibits critical open system dynamics, due to the presence of a continuum of subradiant many-excitation states whose decay rates approach zero in the large array limit. This system exhibits a number of interesting characteristics, including a powerlaw decay of observables at long times, the growth of "fermionic" spatial correations between excitations, and a time-dependent shift of the clock frequency that goes toward the interaction energy of subradiant states. These features cannot be captured by mean-field theories, indicating that such a system is strongly correlated.
While our analysis was restricted to 1D, we have also shown that actual 3D lattice clocks exhibit one of the key ingredients for open critical behavior, in particular, the continuum of decay rates approaching zero. From a theoretical standpoint, the 3D case seems to present a considerable analytical and numerical challenge to solve, and we anticipate that our results could spark interest in this problem, particularly given the growing general interest in quantum many-body open systems [50] [51] [52] [53] . Our results could stimulate new experimental directions as well. In regard to actual clock platforms, our work could stimulate novel many-body directions to investigate. While the direct observation of subradiant dynamics could be hard given the lifetimes of some of the proposed transitions (e.g., Γ −1 0 ≈ 150 s on the 1 S 0 − 3 P 0 transition of 87 Sr [4, 5] ), they could be immediately feasible using somewhat faster transitions (e.g., 1 S 0 − 3 P 1 in 87 Sr, which has a lifetime of ∼ 20µs [4] ). The possibility of greatly extending excited-state lifetimes through subradiance might also enable a much larger class of atoms and transitions to be used for clocks, whose individual lifetimes are nominally too short to make clock technology feasible. Moreover, given that many-body effects can already be seen for small numbers (N ∼ 10) of atoms, it might be interesting to explore such dynamics in emerging systems of optical tweezer arrays [27, 29] . This could enable phenomena such as fermionic correlations to be investigated in atom-by-atom detail.
Finally, beyond specific application to clocks, our work provides the first comprehensive picture of subradiance in arrays of atoms at the many-body level, complementing the growing body of work that already demonstrates rich behavior at the level of single excitations [12, 13, 18, 19, 54, 55] . For example, at the level of single excitations, it has already been shown that subradiance can enable reduced errors for applications such as quantum memories [16, 24] and allow for topological edge states in two-dimensional arrays [25, 26] . Our work provides critical insight to extend the use of subradiance generally to applications involving many excitations, and to investigate the effect of interactions between topolog-ical excitations. 
EIGENELEMENTS OF THE LIOUVILLIAN
In this Appendix, we describe how to construct eigenstates of the Liouvillian of Eq. (2), which gives the density matrix evolution under dipole-dipole interactions. We first write the Liouvillians L = K + J , where
The effective Hamiltonian H eff commutes witĥ n e = n σ n ee , so that one can look for its eigenstates within a given excitation manifold. As H eff is complex symmetric, it can be diagonalized in a complex orthogonal basis [56] . We denote by |ψ We next expose the different steps to diagonalize the Liouvillian L, following Refs. [57] [58] [59] . We first explicitly build the eigenstates of K from the right eigenstates of H eff . We define
where n ex , n ex + l ex ∈ {0, 1, .., N } number the excitation manifold of the corresponding vector. We can check that U (nex,lex) ξ1,ξ2
are eigenstates of K, with
The eigenvalues Λ for n ex , n ex + l ex > 0. Note that J conserves the number l ex and changes n ex to n ex − 1. Consider then that we order the set of vectors U (nex,lex) ξ1,ξ2
by increasing values of n ex . In this basis, J has a strict triangular form. From that, we conclude that the eigenvalues of L are the ones of K. We furthermore conclude that if all the eigenvalues of K are distinct, then L can be diagonalized. The conservation of l ex (under the action of both J and K) is related to the fact that the operator F[ρ] =n e ρ − ρn e = [n e , ρ] wherê n e = m σ m ee , commutes with the Liouvillian, as also noted in Ref. [60] .
Having deduced the eigenvalues of L, we can now construct their corresponding eigenstates, based on Refs. [57] [58] [59] . We define Z (mex,lex) ξ1,ξ2
as the Liouvillian eigenstate associated with the eigenvalue Λ 
. Inserting that ansatz into the eigenvalue equation Eq. (A5), and using Eq. (A4), leads to
Here, the quantity J describes the action of the jump term J on U
The recurrence relation (A6) is valid for all n ex ∈ {0, 1, .., N − l − 1} and (ξ 1 , ξ 2 ). For n ex + l ex = N , the right hand side of Eq. (A6) is zero. Using successively the relation (A6) for decreasing values of n ex , we find that c (nex,lex) ξ1,ξ2 = 0 if n ex > m ex . For n ex = m ex , the right hand side of Eq. (A6) still vanishes but one can choose a non-zero value for c
of L, but with conjugated eigenvalues.
The diagonalization of the Liouvillian described above allows us to expand the time-evolved density matrix of the system in the eigenbasis. Starting from any initial density matrix ρ 0 at time t = 0, we have more specifically the unique decomposition,
As shown in the main text, the long time behavior of the total population can be written in the waveguide setup as a function of the single-excitation eigenstates only,
One can compute numerically the coefficients α ξ = Tr(X † −Γ
(1) ξ ρ 0 ) after having determined the eigenstates
. We show in Fig. A1 the values obtained for a fully excited initial state and different atom number. One finds that the distribution of the coefficients α ξ becomes more and more flat as the atom number increases. This flat distribution then allows to estimate the power-law exponent for the population decay at long times. We have seen that only the single-excitation eigenstates of the Liouvillian contribute to the observablen e at long times. Similarly, it can be shown that the particular decay structure in the waveguide setup implies that only the r-excitation eigenstates contribute to the r-body observable n1,..,nr σ In Sect. III A a power-law in the population decay dynamics has been identified for an initially fully excited state |e ⊗N and a free space atomic chain of interatomic distance d = 0.2λ. Here, we provide further evidence that the overall decay features are robust to both the initial decay and the specific chain parameters. Fig. A2 (a) depicts the excitation decay for clock states |ψ(0) = n (|g n + e ik L d n |e n )/ √ 2, as introduced in Sect. VI, of wavevectors k L d = 0 and k L d = π, respectively. For comparison the decay of a fully excited state equivalent to the one in Fig. 3 is shown. A qualitatively similar decay behavior is found for all initial states, consisting of a fast decay followed by a power-law region of similar scaling. The overall population in the long time limit depends on the portion of subradiant components. That is, states of more subradiant wavevectors (k L d = π) retain higher populations than states dominantly involving radiant components (k L d = 0). The decay for an initially fully excited state and different inter-atomic distances d is shown in Fig. A2 (b) . Again the same decay characteristics hold true for all configurations, with smaller lattice constants d leading to larger long-time populations due to the increased presence of subradiant states. 
Appendix C. RATE MODEL FOR THE EIGENSTATE POPULATIONS
In Sect. IV of the main text we introduced a semiclassical rate model for the decay dynamics, based on the insight that coherences play a minor role in the population dynamics. Here we compare the results obtained that way to the ones obtained by solving the spin-model master equation. Fig. A3 (a) shows the excitation decay in time for an atom chain in free space, calculated by solving the master equation (solid lines) or by solving the coupled equations of the rate model (Eq. (11) in the main text, dashed lines). Good agreement is found between both approaches. Fig. A3 (b) illustrates the probability for passing through eigenstates for selected excitation manifolds. Blue circles are calculated based on the rate model and correspond to the ones in Fig. 7 in the main text. Red stars have been calculated by solving the spin-model master equation in the quantum trajectory method [46] : after each jump (decay) event the overlap probabilities of the resulting state with the eigenstates are recorded, from which a distribution is obtained by averaging over many (here: 10
3 ) trajectories. Again, both approaches are in good agreement. 
Appendix D. MPS SIMULATION OF THE DECAY DYNAMICS
The exponentially growing Hilbert space with atom number N renders its full simulation for N > ∼ 20 intractable in practice. Matrix Product States (MPS) provide an efficient way to approximate states in a much smaller subspace, provided that the correlations (entanglement) between atoms remain limited. In reference [61] it has been shown that the spin-model Hamiltonian, or more specifically the 1D waveguide Hamiltonian Eq. (4), can be efficiently expressed and simulated in the MPS framework. We used that insight for the simulation of N = 30 atoms in Fig. 3 . Here, we give details on the MPS simulation procedure.
In general, a quantum state of N atoms can be expressed in MPS form as where σ k represents the local states of atom k (e.g., the excited state e or ground state g) and A σ k are matrices that depend on the state σ k . That is, the amplitude of the basis state |σ 1 , ..., σ N is expressed as a "matrix product". The maximum dimension of matrices A σ kthe maximum bond dimension -grows exponentially with the atom number, and the (efficient) approximate nature comes in by the restriction to a maximum bond dimension D. In the same way, operators are conveniently ex- where again W σn,σ n for fixed σ n and σ n form matrices. That way, the new MPS matrices A σ k of the state |ψ = O|ψ can be straightforwardly obtained by contracting W σ k ,σ k with A σ k .
One possible way to approximately solve the master equation (2) with the waveguide Hamiltonian (4) is to "vectorize" the density matrix ρ and represent it in MPS form [48] . In particular, we transform the density matrix to a wavevector representationρ = m,n ρ m,n |m n| → |ρ = m,n ρ m,n |m ⊗ |n . That way the density matrix can be written in the form (A11) with a four-state local basis σ k ∈ {|e ⊗ |e , |g ⊗ |e , |e ⊗ |g , |g ⊗ |g }. 
with special forms forŴ [1] andŴ [N ] , which are of vector form and only consist of the first row and last column, respectively. Such a compact form of the MPO is not known for the free-space Hamiltonian Eq. (3), which prevents a straightforward application of the MPS formalism to that case.
The time evolution is performed by calculating time steps |ρ(t + dt) = (1 + L dt) |ρ(t) . The MPO of the evolution operator (1 + L dt) directly follows out of (A14) by simply replacingV 1 →V 1 + (1 1 ⊗ 1 1 ) in W [1] and replacing Γ 0 → Γ 0 dt andV n →V n dt in all W [n] . Subsequent to the application of the MPO, which increases the bond dimension, the MPS is compressed by variational compression back to its original dimension [47] . The expectation value of an operatorÔ † follows as Ô † = tr(Ô † ρ) = O|ρ , where |O is the operatorÔ in vector representation analogue to |ρ .
