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Abstract: When considering free surface flow in channels, it is essential to have in-depth knowledge about the inlet flow
conditions and the effect of surface roughness on the overall flow field. Hence, we hereby investigate flow inside an 18m long
channel by using Particle Tracking Velocimetry (PTV) and Acoustic Doppler Velocimetry (ADV). The roughness of the channel
walls is generated using a diamond-square fractal algorithm and is designed to resemble the actual geometry of hydropower
tunnels. Four different water levels ranging from 20 to 50cm are investigated. For each depth, the inlet is blocked by 25 and 50%
at three positions each, at the centre, to the right and to the left in the flow-direction. The flow is altered for each depth to keep
the flow velocity even throughout the measurements. PTV is applied to measure the velocity of the free water surface; four
cameras are placed above the setup to capture the entirety of the channel. The results show a clear correlation between
roughness-height and velocity distribution at depths 20-30 cm. The surface roughness proved effective in dispersing the
subsequent perturbations following the inlet blockage. At 50cm, perturbations from the 50% blockage could be observed
throughout the channel. However, at 20cm, most perturbations had subsided by a third of the channel length. The ADV was used
to capture the velocity in a total of 375 points throughout the channel, at a depth of 50 cm with no inlet perturbations.
Keywords: Hydraulic roughness, PTV, diamond-square algorithm, free-surface flows.

1.

Introduction

When considering free surface flow in channels it is essential to have in-depth knowledge about the inlet flow
conditions and the effect of surface roughness on the overall flow field. Often the surface roughness is replaced by a
spatially averaged friction inducing quantity and, similar to smooth walls, parameters are subsequently derived from
the mean flow. This saves computer cost and simplifies examination of such problems but may for applications of
sufficiently large roughness or Reynolds number (Re) be erroneous (Andersson et al. 2016). Particle Tracking
Velocimetry (PTV) is a measurement method where, in this case, floating particles are photographed by a camera
over an intended space and time. Software connected to the camera can then statistically determine the path of each
individual particle, and hence determine the flow field for the fluid surface. Unlike PIV, particles used in PTV are
usually larger and does not require illumination by a high-power light source, such as a laser. Hence, PTV allows the
capture of a larger field of view (FOV) than PIV and may in certain applications be easier to implement,
additionally, PTV is less sensitive to particle distribution compared to PIV. Acoustic Doppler Velocimetry (ADV) is
a measuring technique where the subsequent doppler shift is measured from, in this case, four different positions
relative to a small volume in the desired setup. The result is four measured, high frequency, velocity components (u,
v, w1 and w2) of the flow in a small volume, averaged to a single point. Compared to PIV or PTV, ADV is a
relatively intrusive method as it requires the measuring tool to be inserted into the desired medium. Typical particles
required to operate this equipment includes zooplankton, air bubbles or sediment. Hence, in many applications no
artificial particle seeding of the flow is necessary. ADV-systems have been employed to naturally rough waterways
such as rivers (Buffin-Bélanger et al. 2006). Data from the previously mentioned study is used for validation in this
study. The ADV-measurements will be applied to make sure that there are no disturbances at the inlet which can
dramatically impact the results.
To ensure an evenly distributed random roughness the surface used is generated using the fractal-based diamondsquare algorithm. Thereafter, the physical model is created using milling which, depending on resolution, in turn
generates a discrepancy compared to the computer-generated model. The final physical model is laser scanned using
a high-resolution laser scan to acquire a computer model as realistic as possible. The purpose of this study will be to
jointly evaluate these systems. To do this the effects of inlet blockage in relation to relative surface roughness will
be examined, as well as correlating roughness effects on the water surface in relation to water depth. The Reynolds
number is defined as 𝑅𝑒 = 𝑈ℎ⁄𝜈 , where h is the water depth and U is the centreline velocity double averaged both
temporally and spatially (streamwise).

1.1. Dissipation
Dissipation plays an important role in flows over hydraulically rough surfaces. The dissipation (𝜀) at the wall (𝑦 =
0) is balanced by the viscous diffusion (Pope 2001)
𝜀=𝜈

𝜕2𝑘
.
𝜕𝑦 2

(1)

The introduction of surface roughness will lead to an increase in dissipation (Mansour, Kim, & Moin, 1988) which
will result in a more efficient homogenization of the flow. Consequently, any perturbations induced by the inlet
blockage will dissipate more rapidly in the vicinity of the rough surface and at lower depths. Hence, when modelling
certain flows, such as relatively shallow rivers or tunnels of sufficient roughness, proper modelling of the surface
roughness becomes increasingly important.
1.2. Pearson Correlation
The Pearson correlation coefficient will be applied to discern the correlation between the velocity component and
the corresponding roughness height. Defined as
𝜌𝑢,𝑘 =

𝑐𝑜𝑣(𝑢, 𝑘)
.
𝜎𝑢 𝜎𝑘

(2)

𝜎𝑢 , 𝜎𝑘 is the standard deviation of the u-component of the velocity and the roughness height respectively.

2.

Experimental Setup

The experimental setup consists of a flume, pump, two flow meters and a measuring system. The width of the
channel is on average 1.2 meters and the length is 17.5 meters. The flat surface is placed at the height of the
averaged height of the rough surface (z=0). The different water depths are controlled through an inclined plate at the
outlet downstream of the flat surface. For even illumination of the flow, an LED ramp has been mounted above both
the left and right edge respectively, visible in Figure 1.

Figure 1. The flume with the LED ramp visible

At the inlet of the flume a baffle was placed with three sheets. Two perforated sheets were placed upstream of a
third sheet of honeycomb type, see Figure 2. The perforated sheets have a hollow radius of 2 and 1 cm respectively,
while the honeycomb has a radius of 3 cm and a thickness of 29 cm.

Figure 2. Flume inlet section

To accurately determine the water depth, a depth gauge (see Figure 3) was placed at the outlet section. Hence, the
water depth is measured relative to the average height of the rough surface. The term “height” refers to any
instantaneous deviation from z=0. The final 1.5 meters of the flume is flat on all three surfaces and a part of the flat
outlet section can be seen in Figure 3.

Figure 3. Depth gauge used in the experiments

A right-handed coordinate system is implied throughout the experiments. The x-direction (𝑢-component) is directed
streamwise, the y-direction (v-component) is directed to the right of the flow-direction and the z-direction (wcomponent) is directed perpendicular to the bottom rough surface. The origin is placed at the middle of the end of
the honeycomb, the average height (z=0) is placed level with the lower flat outlet section. No w-component of the
velocity is captured during the PTV measurements.
2.1. Particle Tracking Velocimetry
PTV is a non-intrusive method used for quantitative velocity measurements. In order to capture the flow, floating
seeding particles are required. For this case, black particles provided by Sinfotek, with a diameter of 21mm were
used. The specific weight of the particles were statistically measured to 6.18 ∙ 10−4 𝐾𝑔. Four cameras where roof
mounted above the setup to capture the entirety of the flume. The cameras simultaneously capture a burst of 4
pictures each at 20Hz to produce one realization of the flow; this procedure was repeated for a total of 50 sets over
150s to produce a satisfactory temporal average. The resolution of the cameras is approximately 3 pixels/cm. To
calibrate the PTV system, 4 points are placed in each cameras FOV to mark the measuring domain of each camera.
Since the 4 domains have to be merged into one, the boundary points have to be chosen so that the neighboring
domains always have 2 common points. The biased error associated with scaling from pixels to meters was
estimated to be less than 1%; this was done by measuring over a known length. In PIV the primary source of error is

estimated to be 10% of the particle diameter in pixels (Balakumar et al. 2009). Using this reasoning, an estimated
error of about 15% could be attained. Trial measurements of individual particles indicated that the actual error
would likely be less than the one estimated; however, this PTV system is not to be taken as a precision tool.
2.2. Acoustic Doppler Velocimetry
ADV is a measuring technique rendering all three instantaneous velocity components at a small volume (point) at
relatively high frequency using coherent Doppler shift. The measuring probe consists of one transmitter and four
receivers; each receiver measures data for one velocity component, hence, the w-component will have two measured
sets. These two sets are averaged into one set for the actual w-component. Compared to PTV, ADV is a relatively
intrusive system since the probe has to be inserted into the fluid when measuring. However, the system is flexible as
it requires no laser and usually no application of artificial seeding particles. Due to the spatial separation between the
pulse pair transmitted by the velocimeter, at a specific distance above the surface the first signal reflected from the
wall will collide with the second signal inside of the measuring volume. This is called a weak spot and results in
interference, an instantaneous decrease in signal to noise ratio and a bad data point. For a flat surface the height of
the weak spots can be predicted, however, the height of the surface used in this study is random and the wall will
rarely be perpendicular to the incoming signal. Instead, the signal to noise ratio was monitored, and when a weak
spot was identified the spatial separation between the signals was adapted accordingly to avoid this error. However,
some bad data points are inescapable in proximity of the rough surface, to filter away these points an RC Filter,
described in (Goring and Nikora 2002), was applied to the data. Due to the relatively large sample size, erroneous
points could easily be removed without jeopardizing the temporal average of the velocity, which converges to a
stable value at around 10000 points. No more than 3000 points were removed from any set, and usually only a
handful of points were removed. The bias error is estimated to be less than 1% of the measured velocity.
Measurements were conducted at 200 Hz for about two minutes. 15 cross sections were measured at different
lengths downstream, 25 points were measured in each cross section. The ADV-measurements is restricted to the
case of 50 cm with no inlet perturbations. For the ADV (50 cm depth) the Reynolds number is ≈ 120 000.

3.

Results

Four different depths of water have been investigated, 50, 40, 30 and 20 cm relative to the average height of the
surface roughness of the bottom wall. The flow rate was adjusted for each case to maintain a fairly constant inlet
velocity throughout the experiments. The flow rates employed was 115, 96, 72 and 48 l/s. In Sec. 3.2 the correlation
between the fluctuating velocity and surface roughness is investigated, 〈𝑘〉 is the average height of the bottom rough
surface and 𝑘 is the corresponding roughness height for the point and is attained from the laser scan. In Sec. 3.3 the
correlation between surface roughness and perturbations of inlet blockage is examined. The flume was divided into
10 sections, within each section, the standard deviation of the v-component (𝜎𝑣 ) is calculated for each case of inlet
perturbation and is compared to the case of no inlet perturbation. At a specific length downstream 𝜎𝑣 for all cases
will have converged and the inlet perturbations can no longer be traced, this length will henceforth be denoted the
entrance length. Since the particles are floating and not evenly distributed in the flume no even velocity distribution
was attained during the PTV measurements. Instead, every point measured will have an x, y, u and v-component. An
example of a measured set, at 20 cm depth and 25% inlet blockage, can be seen in Figure 4. This particular depth
exhibits a significant disturbance from the surface roughness, visible on the water surface.

Figure 4. Example of a measured set [m]

3.1. Rough Surface Model
For verification purposes, it is important that the roughness heights are distributed randomly to ensure that the
spatially averaged roughness is uniform as well as reflecting natural and industrial roughness. The specific method
used in generating the rough surfaces is the diamond square algorithm, a recursive sub-division algorithm often used
to generate synthetic natural terrain (Fournier, Fussel, and Carpenter 1982). Since the algorithm is fractal in nature
attributes such as self-similarity, which often can be found in natural settings, will also characterize the generated
surface. A portion of the final generated surface used in the experiments can be seen in Figure 5.

Figure 5. The rough surface flume

For optimal verification of the experiments, the experimental setup is captured using a high resolution laser scan.
One important factor for characterizing a rough surface is the Root Mean Square (RMS) roughness factor, which
describes the fluctuations of surface height around the mean height. This roughness factor will be denoted 𝑘𝑠 . For
practical reasons, measuring head loss or boundary layer shearing (∆𝑈 + ) to determine the corresponding 𝑘𝑠 is not a
realistic option in hydropower applications. Therefore, in this study the RMS roughness factor is calculated solely
from the physical features of the surface, defined as
𝑘𝑠2 =

1 𝐿
∫ 𝑓(ℎ)2 𝑑ℎ.
𝐿 0

(3)

This will serve as a length scale representative for the height of the surface roughness. To determine a longitudinal
length scale, in addition to 𝑘𝑠 , an autocorrelation function is applied in the streamwise direction to the laser scanned
rough surface. The autocorrelation function is defined as
〈𝑅(𝑟)〉𝐿 =

𝐿/2
1
∫
ℎ(𝑥)ℎ(𝑥 + 𝑟)𝑑𝑥 .
𝑘𝑠2 𝐿 −𝐿/2

The corresponding correlation function for the rough surface can be seen in Figure 6.

Figure 6. Autocorrelation function applied to the flume

(4)

The length-scale 𝜏𝑟 is a measure of how far away two points can be on a random surface and still be considered
correlated and represents the longitudinal size of the roughness elements on the surface. To determine 𝜏𝑟 from the
autocorrelation function is arbitrary and may vary from case to case. According to (Zhao, Wang, and Lu 2006) and
(Zhang and Sundararajan 2005), the length is when the correlation has declined to 1/e of the original value.
According to (Tennekes and Lumley 1972), the length-scale is the integral of 〈𝑅(𝑟)〉 from 0 to 1. In this case the
difference between the methods is miniscule; hence, the former definition will be applied in this article. 𝑘𝑠 for the
walls are 0.0297 m for the left, 0.0352 m for the middle and 0.0319 m for the right respectively. 𝜏𝑟 for the walls are
0.421 m for the left, 0.488 m for the middle and 0.383 m for the right respectively.
3.2. Height-Roughness Correlation
Naturally, at a sufficient water height any disturbances generated by the rough surface will have dissipated. In
Figure 7 the roughness height-velocity correlation for the highest and lowest depth has been visualized.

Figure 7. 50 cm (left) and 20 cm (right) water depth

At 20 cm depth there is a clear correlation between the fluctuating velocity and roughness height. This effect could
easily be visually determined as the aberrations on the water surface were pronounced for the low-depth cases.
However, at 50 cm depth, there is no apparent correlation between 𝑢 − 𝑘 and only ripples where seen on the water
surface. To discern the remaining flow cases, the Pearson-correlation algorithm is applied to the data, as seen in
Figure 8.

Figure 8. Cross correlation between stream wise velocity component and the corresponding height, 𝜏𝑟 is the longitudinal length
scale for the rough surface.

Figure 8 depicts a rapid linear decline of the 𝑢 − 𝑘 correlation with an increase of depth, between 50 and 40 cm
depth, the correlation has dropped by 71%. The 40 and 50 cm cases have similar correlation coefficients; hence,
there is no clear correlation between 𝑢 − 𝑘 already at 40 cm depth. This may also be an effect of the spatial shift of
the surface perturbations relative to the rough surface, as the flow perturbations are transported downstream, while
the correlation is performed between the roughness heights immediately below the measured point. The next part of
the article will discuss detection of inlet perturbations and entrance length.

3.3. Inlet Perturbations
Randomness of the roughness affect the flow, consequently, the inlet effects are dependent on the position of the
inlet blockage. This phenomenon has been visualized in Figure 9, where three different inlet blockage positions at a
depth of 50 cm can be seen.

Figure 9. 50% inlet blockage at 50 cm depth from left, mid and right respectively

To account for this, all three inlet blockages are averaged into one profile for each depth. When all three profiles
have approximately converged, then the effects of the inlet blockages have dissipated. This length will be denoted as
the entrance length and is evaluated in Figure 10.

Figure 10. 50 (left) and 40 (right) cm depth

Figure 10 depicts inlet perturbations at 50 and 40 cm depth. By about 12 meters downstream the inlet blockages has
converged and there is no substantial deviation between the cases. Additionally, a spatial variability of the water
surface can clearly be seen in the cases without inlet perturbations. Further lowering the depth in the flume renders a
decrease in entrance length, as seen in Fig. 11.

Figure 11. 30 (left) and 20 (right) cm depth

By 30 cm depth the entrance length is about 8 meters while for 20 cm that length has further decreased to about 7
meters, which is approximately a third of the flume or 𝐷ℎ ⁄𝐿 ≈ 7.
3.4. ADV-Measurements
As mentioned, the ADV measurements are performed at a depth of 50 cm and a flow of 0.115 m3/s with no inlet
perturbations. This corresponds to Re ≈ 120 000, which is slightly lower than (Buffin-Bélanger et al. 2006) at
similar conditions. Figure 12 depict box plots of measurements from the centerline closest to the water surface.

Figure 12. Box plot of the centreline measurements closest to the water surface, the horizontal line represent the median, the box
boundaries is the 25th and 75th percentiles and the whiskers represent the furthest data points not considered outliers

Although no roughness-flow correlation could be detected for a depth of 50 cm using the PTV, a clear spatial
variability can be seen using the ADV. The final three measured points show an increased dispersion for the sets.
This coincides with the entrance length and may indicate that it has been reached by that point.

Figure 13. Turbulent kinetic energy at two cross sections, 2.0 (left) and 11.4 (right) meter downstream respectively. The blue line
represents the water surface

Figure 13 depict the Turbulent Kinetic Energy (TKE) at two separate cross sections; the first one is close to the inlet
(2 meters downstream) and the other one is positioned at 11.4 meters downstream. At the inlet the cross-sectional
distribution of TKE is uniform, indicating satisfactory inlet conditions. The highest magnitudes of the turbulent
kinetic energy are found along the rough surfaces, the largest being 1.423 Jm -3. In Figure 14 a streamwise cross
section is examined in a similar fashion as Figure 13.

Figure 14. Turbulent kinetic energy from the centreline, the blue line represents the water surface

The highest value of turbulent kinetic energy in the centreline is 0.613 Jm-3; this is the fourth point from the top in
the first row. Comparing the values to those of (Buffin-Bélanger et al. 2006) it is clear that they are slightly lower
which likely is a consequence of the lower Re applied in this study. The behaviour, such as position of maximum
turbulent kinetic energy, is in better agreement. The double averaged velocity of the PTV show a surface velocity of
0.284 m/s. Double averaging the ADV centre line velocity closest to the water surface show a velocity of 0.250 m/s.
This is a discrepancy of almost 12% and is likely due to a combination of the uncertainty of the PTV and a slight
miss calibration of the length scales for the PTV, which proved to be a somewhat arduous procedure since the
cameras captured a vast FOV. Also, since the lengthwise sample size is much smaller for the ADV compared to the
PTV, the double averaging process in itself might account for a part of the discrepancy.

4.

Conclusions and Discussion

PTV and ADV measurements were applied to flow in a rough surface flume at 4 different water levels and 7
different flow situations on each water level. The systems used in this study differ in nature as PTV is based on
measurements by camera and is able to capture large FOV. Additionally, the system does not sample uniform
velocity distributions and therefore cannot be expected to provide in depth analysis of the flow when applied to
larger systems. ADV on the other hand is based on Doppler shift and can perform high frequency measurements in a
specific point, making mapping of larger systems grueling work. However, both systems have in common that they
are logistically easy to apply and the PTV cameras could potentially be mounted on drones and natural particles
such as wooden pieces could be applied for seeding. Results provided by joint measurements of the systems show
good agreement both cross-platform and compared to other studies. A correlation between the bottom rough surface
and the flow patterns could clearly be seen through the PTV for a depth of 20 cm, and 30 cm to a degree.
Additionally, the inlet perturbations could successfully be traced using PTV for all depths and inlet perturbations.
The surface roughness, as expected, proved to be very effective in eliminating inlet perturbations for lower depths.
Accordingly, the surface roughness will not act solely as friction inducing in the classical sense; hence, proper
modelling of the roughness is imperative for a realistic realization of the flow. The capture of this phenomenon by
the systems was encouraging, and as a result the PTV and ADV could potentially be used to extract simple, yet
important information from water systems to use as in-data for calculations. Further on, ADV-measurements should
be performed on the flow-cases with inlet perturbations, as well as further validating the results by PIV or numerical
simulations for example.
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