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1. INTRODUCTION 
The method of invariant imbedding has been under study now for some 
years, first as a method of reformulating many problems in radiative transfer 
and transport theory [I, 21, more recently as a purely mathematical technique 
applicable to a fairly wide class of problems [3,4]. Originally the imbedding 
method was quite heuristic, depending, in the transport case, on “particle 
counting” (see [2]). Later it was discovered that what is really involved is 
a perturbation scheme, with the “size” of the system being the quantity 
varied [5]. This observation allowed the invariant imbedding technique to 
be put on a rigorous foundation ([6]; see also [lo] for a different but quite 
limited earlier approach). The perturbation analysis also revealed errors in 
results which had been obtained by particle counting [7]. These errors now 
occasion a certain skepticism concerning formulas derived by the purely 
heuristic method. 
Originally radiative transfer problems involving no internal sources but 
with radiation impinging externally on the medium were the only ones 
approached by the imbedding method. The perturbation analysis has 
allowed investigation of far more general cases [2, 81, but little effort has been 
made to relate transport problems with internal sources to those with only 
impinging radiation. Recently, however, D. S. Dodson and J. 0. Mingle 
have observed that the escape probability for a slab with internal sources 
can be made to depend upon the reflection function for the source-free slab 
with impinging external flux [9]. Using their results, Dodson and Mingle 
have computed very accurate values for the escape probability for several 
different physical situations. 
Since these results were obtained by particle counting, it seems appropriate 
to rederive the formulas by perturbation analyses. This program is carried 
out briefly in this note for some simple cases. We stay within the perturbation 
formalism, merely noting that this may be made rigorous by methods such 
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as those employed in [6]. A sufficient number of models is treated to 
indicate the general procedure for relatively arbitrary transport problems. 
2. THE ONE-DIMENSIONAL CASE 
We begin by considering a generalized “transport problem” described by 
(see P, 81) 
u(0) = 0, 4x) = y, (2.1) 
o<z<x. 
We assume that a unique solution to (2.1) exists. For convenience in empha- 
sizing the dependence of the solution upon the parameters x and y we 
henceforth write 
u = u(z, x, Y), fJ = v@, 4 Y) (2.2) 
and denote differentiation by subscript. Thus (2.1) becomes: 
% = f(% a, 4, -74 =&, 21, z), 
u(O, x, Y) = 0, e, % Y) = Y, (2.3) 
o<z<x. 
We now suppose that u and v are continuously differentiable functions of 
x and y, and that f and g are differentiable in each variable. Then, taking 
derivatives with respect to x yields 
u 12 = &Jl = fu% +fv% Y 
-V13 = -(41 = g%Pz +i?&? 9 (2.4) 
u&J, x7 Y) = 0, %(X, x, Y) = --+1(x, Y) 
Again, taking y-derivatives: 
u13 = @3)1 = ftP3 SftP3 9 
-wl, = (-u3)1 = g&3 + Et?3 > (2.5) 
u,(O, x9 Y) = 0, v3@, x7 Y> = 1. 
Now (2.4) and (2.5) are linear systems. Assuming uniqueness of the 
solution we find readily 
U,(% x9 y) = --1(x, % Y)U,@, x> Y>P (2.6a) 
w&, x, Y) = -q(x, % Y)“3(% XP Y), (2.6b) 
o<z<x. 
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We define 
R(x, y) = 4x, x, Y), 
T(x, y) = q-A x, Y). 
Then, using (2.3), (2.6a), and (2.7), 
(2.7) 
g (x, y) = Ul(X, x, Y) + 4x9 x7 Y> 
= f(R, y, x) + g(R Y, 4 $ (x, Y)- 
(2.8) 
This partial differential equation for R is subject to the condition (see (2.3)) 
R(0, y) = 0. (2.8a) 
Similarly, from (2.3) and (2.6b), 
aT 
- =g(R,y,x)$ ax 
T(O,Y) = Y. (2.9) 
Next, consider instead of (2.3) the system 
g =f(U, v’, 4 + s+cq, 
- g = g(U, v, z) + S-(z), 
U(0) = 0, V(x) = y, 
o<z<x. 
(2.10) 
Equation (2.10) can be thought of as representing a transport problem with 
an additional internal source (S+, S-) depending upon z alone. Manipulating 
as in (2.4) 
(U?,>l =fJJ, +fvv, 9 
-(V2)1 = ‘F”U2 + gvv2 9 
U,(O, x, Y) = 0, Vz(x, x, Y) = -VI@, x, Y), 
o<z<x. (2.11) 
Comparing (2.4) and (2.11) and using (2.6) we find 
u&T, x, y) = vl(xy xp y, u&z, x, y) 
4x9 XT Y> 
and similarly 
= -v&q x, Y)U&, x, Y), 
v.&, x, y) = - Vl(X, x, Y)W&, x> Y). 
(2.12a) 
(2.12b) 
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If we now define 
then we readily obtain, by proceeding as in (24, 
itR, __ zzz 
ax 
[f(Rs , y, x) + S+~(x)l + [g(Rs > Y, 4 J- S-(41 g , 
a Ts __ = [g(R 
8X 
SY ,x y ) + S-( )] 7‘ x ay’ 
(2.13) 
(2.14) 
&(‘A Y) = 0, Ts(O, Y> = Y. 
It is important to observe that once R and T have been obtained from 
(2.8) and (2.9), Eqs. (2.14) may b e re ar e as ordinary differential equations g d d 
for R, and T, for any arbitrary source functions S+ and S- provided these 
sources depend only upon z. 
In particular, when there is no external flux we write 
E+(x) = Wx, 01, E-(x) = TJx, 0). 
Then (2.14) becomes 
(2.15) 
g (4 = kw+, 0,x) + s+(x)] + [g(E+, 0, x) + S-(x)] g (x, O), 
g (4 = ME+, 0,x) + S-(x)] g (x, O), 
E+(O) = E-(O) = 0. 
(2.16) 
Let us now turn to the special case 
f(% u, 4 = +){(Q) - I)@ + wq41, 
g(u, a, z) = +)w)+) + (W) - 1)+4). (2.17) 
Equation (2.1) then represents a one-dimensional linear transport problem 
without internal sources [2], and (2.8) and (2.9) become 
2 = +)WW - l)R(x, Y) + WY) 
+ +)WW~ Y) + (F(x) - llr>$, (2.18) 
g = +)~&W(~, Y) + (W) - lb> g 3 
WY) = 0, T(O,Y) = Y- 
The linearity of (2.1) whenf and g are given by (2.17) suggests 
R(x, Y) = q$Y, 
WY) = 9wY, (2.19) 
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and (2.18) reduces to 
$ (x) = a(x){+) + W(x) - l)g(x) + JQ)~2(x)}, 
g (4 = 44w4 - 1) + fw~(41~(41 
B?(O) = 0, 9-(O) = 1. 
This result is known [2]. 
(2.20a) 
(2.20b) 
Now consider the same problem but with internal sources: 
f + s+ = +){(q~) - lM.4 + q+(z)) + s+(x), 
g + s- = u(z){q+(z) + (F(z) - 1)0(2)) + S-(z). 
Equation (2.14) yields 
(2.21) 
8% - = +)[(W - l)Rstx, Y) + &4rl + S+(x) ax 
+ +WWRS@,Y) + V’(x) - lb1 + S-W%@, (2.22) 
3T.s - = +)W(@M~, Y) + W) - lb1 + WW-‘(~), ax 
Rs(O>Y) = 0, Ts(Or Y) = Y, 
and Eq. (2.16) becomes 
S(x) = [u(x)(F(x) - l)E+(x) + S’(X)] 
+ btaw~+(~) + S-(41~(4, 
g (x) = [a(x) + s+(x)]qx), 
E+(O) = E-(O) = 0. 
(2.23a) 
(2.23b) 
These results may readily be extended to systems of differential equations. 
3. TRANSPORT IN A SLAB 
It is appropriate now to consider a somewhat more realistic transport 
problem (for notation see [2]) 
Q4 II) P’PV, P’> (1EL’, (3.14 
1 
w4 P) = a CL I=- 0, (3.lb) 
w? i-4 = ml p < 0. (3.lc) 
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For p > 0 one may write, by Duhamel’s Principle, 
wx, CL) = 2; ,“, e, P7 P’)fW 4’. 
= R&x, CL, f)- 
(3.2) 
An equation for r(x, p, p’) will be derived shortly. 
For the case when an internal source is present we have the system 
P 2 (% PI 4 + 444% CL? 4
44 l = 2 j-- K(z, CL, CL’)&, CL‘, 4 dp’ + SC%, CL), (3.3a) 
1 
q(O, p, x) = 0, CL > 0, (3.3b) 
rl(? PI 4 = f(P), p < 0. (3.3c) 
Since S is independent of x, (&7/8x)@, CL, x) = r/s satisfies (3.la) and 
(3.lb) with (3.1~) replaced by 
773(x, II9 x> = -%(“, f-4 4 p < 0. (3.4) 
Equation (3.2) then yields 
1 0 
r/s@, I4 4 = -g. s r(x, CL, 4)711(x, CL’, x) 4’, 
/.L > 0. (3.5) -l 
We now define, analogous to (2.13), 
R,(x, P> f ) = rl(T 6% 49 
so that 
p > 0, (3.6) 
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or 
ah 44 - = - 1 --Rs(x, r,f> + ; j” 
ax P 
Q, PCL, NW 4’ 
1 
+ ; j:, K(x, CL, /4&(x, d,.f) 4’ 1 + y 
-- 2; j”, Y(X, pp’) ,--J- [-f($) + ; jy, qx, $1 /-ww w j 44 
+ ; j: K(x, /L’, p”)R&, p”,f) d$‘] + ?y/ dp’. (34 
Analogous to (2.15) we set 
E+(x, 14 = R,(x, II, 0) (3.9) 
and obtain from (3.8) 
s&p) = +J/ --E+(x, p) + ; ,: K(x, p, p’)E+(x, CL’) dcL’ 1 + y 
K@, CL‘, p”)E+(x, CL”) dtL”
(3.10) 
E+(O, p) = 0. 
Apart from matters of notation this is the result found in [9]. 
There remains the problem of determining an equation satisfied by 
Y(X, I*, CL’). When S = 0 we may rewite (3.8) with the use of (3.2): 
Equation (3.11) may be put in the form 
(3.12) 
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Since (3.12) holds for quite arbitraryf the expression in curly brackets must 
vanish identically, giving 
--I- -F 1; K(x, /L, X)r(x, A, /L’) dh 
44 O 2 I‘- qx, A, Ppo, CL! 4 p 
* 1 
44 o - ~ j-, Y(X, p, A) $1; K(x, A, v)y(x, v, P’) dv. (3.13) 
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Condition (3.lb) clearly requires 
$0, I.6 cl’) = 0. (3.13a) 
We leave the analogues of (2.20b) and (2.23b) to the interested reader. 
4. REMARKS AND CONCLUSION 
We have shown in this note how to use a perturbation method to obtain 
invariant imbedding equations for transport problems involving internal 
sources. These equations depend upon the classical reflection and transmission 
coefficients, but seem always to be of a considerably simpler structure than 
the equations for those coefficients. Thus these reflection and transmission 
functions are the fundamental physical quantities for such transport problems. 
While our technique somewhat obscures the physics of the situation, the 
method may be employed in more difficult cases-such as transport in a 
sphere-where purely physical arguments have resulted in errors in the past. 
It has been convenient here to speak in terms of transport theory. The 
ideas developed, as Section 2 suggests, are equally applicable to a much 
wider class of physical problems. 
Throughout the discussion we have required that the internal source is 
not explicitly a function of the size of the system. Abandoning this assumption 
seems to result in much more complicated formulas. It is hoped that this 
case may be analyzed and better understood at some future time. 
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