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Abstract
The present work aims at investigating the structural properties of ultrathin rare-earth nickelate
films by Raman Spectroscopy. Two remarkable cases are studied: LaNiO3 deposited epitaxially
on LaAlO3, which shows a metal-to-insulator (MIT) transition but only in the ultrathin film regime,
and NdNiO3 deposited epitaxially on NdGaO3 showing an upward shift of its MIT temperature
by 130 K but only when deposited along the [111]pc direction of the substrate. The extremely
small size of the films and overlap of the film and substrate signatures represent an experimental
challenge, and requires the development of ingenious measurement and analysis strategies. To
overcome these limitations, we propose the creation of a multidimensional dataset through depth
profile acquisitions, in combination with multivariate analysis tools that were employed to extract
the signature of the films. Different analysis strategies were used in both cases to adapt to the
specificities of the respective samples.
For the LNO films deposited along the [001]pc orientation of LAO, Raman depth profile measure-
ments in combination with a Principal Component Analysis (PCA) allowed us to dissociate the
signals from the film and the substrate. The evolution of the LNO peaks does not suggest any
phase transition, thus, suggesting that a mechanisms unrelated to the MIT of other nickelates is
triggering the insulating state. This was further validated by ab initio calculations and TEM imag-
ing. All acquired data point towards the following: as LNO becomes very thin, the surface layer
(≈ 2pc u.c.), which is the most rigid part of the structure, imposes its structural and insulating
characteristic. In the ultrathin regime this continues to a point where the surface of the film alters
the interfacial unit cells of the substrate.
For the NNO films deposited along the [111]pc orientation of NGO, depth profile measurements in
combination with a Non-negative Matrix Factorisation (NMF) allowed us to dissociate the signals
from the film and the substrate. The dissociation was performed at room temperature and the
acquired knowledge was then utilised to fit an entire temperature series from 5 to 390 K. Com-
paring the tendency of the Raman signatures with other rare-earth nickelate allowed to support
the proposed position of the film in the phase diagram of nickelates by a structural measurement.
More generally, the methodology developed in this work is applicable to other systems and opens
new perspectives for application of Raman spectroscopy on ultra-thin films.
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Introduction
Today’s society has transited into the age of micro- and nano-technology. Every day a more per-
formant, versatile, adaptive and economic set of technologies is required. While various steps
a necessary to conceptualise a microelectronic chip, such as the design of the architecture and
the development of its instruction sets, the physical building block remain a variety of transistors.
The constant need for their improvement raise new challenges in the field of material sciences,
more particularly the engineering of new functional materials. One material group that has at-
tracted a lot of interest are the perovskite oxides with the formula ABO3 [1]. The application of
a physical constraints can induce a multitude of different physical properties. By physical con-
straint we refer to the temperature or pressure as well as electric or magnetic fields, while the
induced effects could be metallic/insulator states, magnetic ordering or ferroelectricity. A strong
link has been established between their structural arrangement and the properties they exhibit.
A particular subfamily of the perovskite oxides ABO3 are the ones where B is a transition metal
(TM). The TM, with its partially filled d shell, induces remarkable structural, electronic, magnetic
and optical properties. Of particularly high interest is the competition between different electronic
and magnetic phases [2]. These are often linked to the competition of distinct structural phases
linked to the structural parameters. This is why, in transition metal oxide perovskites, the pos-
sibility to alter the structural parameters allows to fine tune the electronic or magnetic transition
boundaries. A material with such a propriety could have widespread applications in the sensor
or microelectronic industry and, in consequence, sparked an important amount of research in
the field.
The family of Rare-earth nickel oxides (shortened as nickelates) stand in this very context. In-
deed their metal-to-insulator transition is controlled by solely one structural parameter making the
associated phase diagram a canonical example of the physics of phase transitions in correlated
oxides [3]. The structural parameters and therefore the physical properties can be modulated
through different environmental parameters such as pressure, size of the rare-earth, temper-
ature or epitaxial strain in thin films and heterostructures. The latter has caught most of the
attention in the recent years with the successful synthesis of high quality epitaxially deposited
thin nickelate films. The interplay of these various parameters allows, in principle, to tune the
metal-to-insulator behaviour in a nearly continuous manner.
1
2Yet, the structural behaviour is not fully understood when it comes to epitaxially deposited thin
and ultrathin films of perovskite oxides. While transmission electron microscopy (TEM), per-
formed along to the interface planes of the heterostructure, showcase the very local structure
and interface, it is limited in revealing averaged structural details. As a result no dynamical infor-
mation is obtained. This is even more critical as the film gets thiner and the interface and surface
layers gain in importance. Another observation that was reported through TEM measurements
but not treated explicitly, is the distortion of the substrate lattice induced by the film. Yet, it is
those properties that are crucial for the further understanding on how important the structural
arrangement is in the physical properties of nickelates films.
We propose in this work to use Raman spectroscopy as an investigation tool to probe the be-
haviour of both thin nickelate films and the substrate they are epitaxially deposited on. Raman
spectroscopy is a non-destructive method to measure some of the phonon vibrations of the
crystal lattice. These vibration represent a fingerprint of the crystal structure and their alteration
indicates structural variations. This makes Raman spectroscopy a reliable tool to investigate
crystalline structures. Unfortunately, the method relies on the inelastic scattering of visible light
radiation, thus is limited by the diffraction limit. This means that it does not perform exceptionally
well on thin and especially ultrathin films with thicknesses down to 1.2 nm. The acquired signal
is often consisting only of the bulk substrate, while the sample, because of the small interaction
volume, vanishes into the noise. In this work we present a new methodology combining mea-
surements at different sample depths (depth series acquisitions) with multivariate data analysis
procedures, allowing to use the increased statistic to separate the signal coming from different
layer of the sample (film and substrate).
The manuscript will be divided in four parts. The first part will consist of a bibliographic introduc-
tion to the structural particularities of the perovskites followed by the nickelate subgroup. In the
second part we will do a bibliographic introduction of the Raman effect and the measurement
apparatus and the physical and experimental limitations. The third part will then explain in depth
the new methodology that allowed us to overcome the experimental imitations. Finally, in the last







The mineral Perovskite, also known as calcium titanium oxide (CaTiO3), was initially discovered
by Prussian mineralogist Gustav Rose and in the Ural mountains of Russia and named in honour
of the Russian Napoleonic-wars veteran and later minister of the interior Lev Perovski [4]. CaTiO3
is only found in magma solidification when the environmental parameters did not allow for a slow
cooling. The designation perovskite was later attributed to a whole family of crystals with a
structural arrangement similar to CaTiO3. The formulation of this subgroup is ABX3, where A
is a cation larger than the cation B, but similar in size to the anion X [1]. In this work, only
oxide-type structures will be considered leading to X being O2−. The most striking structural
characteristic of oxide-type perovskites is the formation of BO6 octahedra with oxygens at their
edges and B-site cations at their centres. These rather rigid substructures drive most of the
physical and structural properties in perovskite oxides. Improvements in experimental growth
of these structures allowed the tuning of their physical properties by modifying either chemical
composition or changing the environmental parameters. This led to the advent of oxide-type
perovskites towards application-based research.
1.1 The Perovskite structure
The ideal ABO3 structure in the cubic Pm3¯m crystallographic space group can be seen in Fig-
ure 1.1. CaTiO3 is naturally found in the orthorhombic Pnma space group within the 2/m 2/m 2/m
point group [5], which can be obtained through minor distortions of the ideal cubic structure. For
a perovskite to adopt the ideal cubic phase, a relation between the size of the A, B and O atoms











Figure 1.1 – Left: Arrangements of the atoms in a conventional cubic perovskite displaying the octahedral
structure. Right: Arrangement of the unit cell of the perovskite ABO3. For both parts, the size of the
atoms are not to scale. In fact, the O site oxygens are usually the largest and then come the A site cations
followed by the smaller B site cations.
This formulation is no more than a geometrical equation between the sides and diagonals of
the perovskite structure in a cubic arrangement as seen in Figure 1.1. As already mentioned,
CaTiO3 does not verify this condition, thus suggesting that other perovskites with different A and
B site atoms might not follow it either. This motivated Goldschmidt in 1926 [6] to introduce the





t = 1 corresponds to the ideal cubic case. There are two ways to interpret the tolerance factor.
Either as an indicator as to how distorted the structure will be in a perovskite arrangement, or
as an indicator on how unfavourable the cubic arrangement is. It is found, that t should have a
value between 0.8 and 1.2 to allow a compound of the chemical formula ABO3 to crystallise in
the perovskite structure. Further observation obtained from the tolerance factor value are the
following list [1]:
• t > 1: in this configuration, either the A-site cation is too big or the B-site cation too small to
accommodate the cubic arrangement. Values of t between 1.0 and 1.2 usually result in a
5
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t <0.9 0.9 <t <1
Compound t Space group Compound t Space group
CaTiO3 0.81[7] Pnma[7] BaTiO3 0.93[7] P4mm[7]




Table 1.1 – Table of a few perovskite compounds and their calculated tolerance factor and observed
space group at 300 K. It is already clear from this sample that a one to one relation between the tolerance
factor and the space group does not exist.
ferroelectric instability. Above 1.2, the perovskite structure is unstable and the compound
is likely to form the hexagonal polymorph.
• 0.9< t < 1: This represents the ideal range for t to form a perovskite structure with a cubic
arrangement. This being said, some compounds adopt a rhombohedral symmetry [3].
• 0.71 < t < 0.9: The A-site cation is small and therefore favours a rotation of the octahe-
dra to accommodate the space. This can either result in orthorhombic or rhombohedral
arrangements.
However, because of its geometric nature, thus not taking into account covalent bonds nor any
other interaction mechanisms between the atoms, the tolerance factor can only be used as an
approximative indicator. Some particular examples are given in Table 1.1.
The mere substitution of either one of the cations can result in different space groups as shown
in Table 1.1. This is before considering the vast amount of structural modifications potentially in-
duced by pressure, temperature or epitaxial strain. With each different space group comes a dif-
ferent set of basis vectors. This can, in some cases, render the comparison between structures
tedious. The distortions away from the cubic unit cell is small, thus allows for the introduction of a
pseudo cubic cell, defined by the approximate cubic shape of eight B-site cations. This simplified
approach allows to compare structural characteristics in a comparable basis. When we express
a crystal parameter within the pseudo-cubic unit cell the subscript ’pc’ will be appended to it.
The most prominent feature of the perovskite structure are its oxygen octahedra. They span as
a chain across the crystal with B-site cations within and A-site cations in-between them. They
are the result of a strong bond of oxygens atoms with the B-site cations. It is found that they
form the most rigid elementary structure of the perovskite family. As a result, they tend to be less
affected by the internal or external stress that is forcing the structure to reorganise itself. This is
why the most common distortion in perovskites is the tilting of these octahedra with respect to
each other. In 1975 that A.M. Glazer [9] proposed a classification of perovskites relying solely
on their octahedral tilt pattern along the pseudo-cubic axes. This notion will be introduced in the
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following sections. This will be followed by a section relaxing the assumption on rigidity, thus
introducing octahedral distortion mechanisms. Cationic displacements will also be treated.
1.2 Octahedral tilting
Within this section, it is assumed that the oxygen octahedra forming the perovskite oxide struc-
ture are rigid. As a result the oxygen octahedra can be perceived as the elementary building
block. These are interconnected to each other at their edges. The only available degree of free-
dom is the rotation along the pseudo-cubic axes (Figure 1.2). As a direct consequence of their
interconnection, a rotation of one octahedra along a basis axis induces a rotations of all other
octahedra within the plane described perpendicular to this axis. On the other hand, there is no
constraint of the rotation of successive octahedra along the same rotation axis. Thus leaving
the possibility for in-phase or in anti-phase rotation of successive octahedral planes. The notion
of phase or anti-phase refers to the same or opposite rotation sign of successive octahedra re-
spectively. In total, 23 distinct tilt patterns are possible within the octahedra framework [11]. As
a pioneer of this approach, Glazer introduced a nomenclature to classify these patterns. Com-
monly, three letters a, b and c, are used to specify the magnitude of the rotation along the three
pseudo-cubic axes. Tilts along different axes, but of the same magnitude, will be given the same
letter. Therefore, if the tilt around the first and second axes are of same magnitude they will both
be denoted as a while the third one will carry the letter b. If the neighbour octahedra along the
rotation axis tilt in the same direction (in phase) as the first one, the superscript + will be added
to the letter. On the other, hand if the tilt direction is opposite (in anti-phase), − will be used.
When no tilt is observed along this axis the superscript 0 is added. This nomenclature can be
pictured in Figure 1.2.
Some of the mentioned tilt systems are found to be equivalent by crystal symmetry. It was
discovered that the 23 tilt possibilities initially discovered by Glazer could be reduced to a mere
15 [10] . Furthermore, while keeping the condition imposed on the oxygen octahedra rigidity, the
tilting motion induces a variation of distance between their respective centres. This is typically
where the B-site cation is located (in a displacement free case). Because of this change in
the inter octahedron distance, a reduction of the pseudo-cubic cell size is expected. If α , β
and γ are considered to be the angles by which the octahedron is tilted along the pseudo-cubic
axes [100]pc, [010]pc and [001]pc respectively, the modified cell parameters can be approximated
as [9]:
ap = a0 cos(β )cos(γ), (1.2.1)
bp = a0 cos(α)cos(γ), (1.2.2)
cp = a0 cos(α)cos(β ) (1.2.3)
where a0 is the initial cell parameter in the cubic cell and ap, bp, cp represent the new pseudo-












Figure 1.2 – Schematic description of the Glazer notation. Visualisation of the Glazer tilt parameters a,
b and c with respect to their associated pseudo cubic directions, ~x, ~y and~z. The two rows on the right
schematically describe what is understood with the ’+’ and ’-’ superscript. In fact all octahedra rotate in
phase in the same direction under ’+’ and in anti-phase in different directions under ’-’.
Figure 1.3 – Representation of the groups and sub-groups induced by systematic rotations of the octa-
hedra following the Glazer notation. Symmetry analysis performed by Howard and Stokes reduces the
initial 23 tilt systems to 15 [10].
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effectively double these newly expressed pseudo-cubic parameters. This doubling affects the
two directions perpendicular to the tilting axis. The crystallographic space groups associated to
the different tilt patterns can be seen in Figure 1.3.
1.3 Octahedral distortion
a. b.
Figure 1.4 – a: Sketch of a perovskite with two different octahedra sizes. b: A more complex structural
arrangement where the octahedra are not distorted isotropically.
The previous section discussed the tilting motions of oxide octahedra under the assumption of
total rigidity. This assumption can be relaxed depending on the bonding structure of the B-
site cation. An example of an octahedral distortion would be the change in size of alternating
octahedra. So each one of them is connected to six other of another size as seen in Figure 1.4.a..
The absence of this leads to a Fm3¯m space group, also known under rock-salt structure.
In the last scenario the oxygen octahedra were supposed to conserve their octahedral symmetry.
This is not necessarily true. It is possible that the bond interaction between the B-site cation
and the oxygens forming the octahedron are not equivalent in all six directions. The strongest
example of such an effect is the Jahn-Teller distortion [12] named after its discoverers H.A. Jahn
and E. Teller. In this scenario the bond length of the octahedra are tightly related to the electronic
configuration of the B-site transition metal such as Mn3+, Cr2+ or Ni3+. Further insight on the
behaviours of the orbital structure of transition metals is given in section 1.5.1. An exaggerated




Another distortion away from the cubic cell is the displacement of A and B-site cations. In fact,
it is possible for both cations to induce an increased covalence with the oxygens forming the
oxygen octahedra. This might lead to directional bonds along corners of the octahedron for the
B-site cation or plane of the cub-octahedron for the A-site cation. The displacement of all cations
into the same direction effectively breaks the inversion symmetry of the system and induces a
spontaneous polarisation. An exaggerated sketch of such a displacement is shown in Figure 1.5.





Figure 1.5 – Sketch of a cation displacement in the perovskite scturcutre.
1.5 Electric conduction in transition metal perovskite oxides
The last section focused on the geometrical understanding of how the perovskite oxide type
structure can distort away from the cubic phase. The notion of octahedral tilting and distortion
in combination with cation displacement were depicted as most common. Such rearrangements
of the interatomic distance can also induce changes in the orbital configuration. One of the
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physical properties affected by this is the electric conductivity. In fact, it has been found that
metallic or insulating properties of some perovskite families such as nickelates (characterised by
RNiO3, where R is a rare-earth) are tightly linked to the octahedral tilting [3]. This section aims
at providing some insight about the different mechanisms driving these phenomena.
Within the formalism developed by F. Bloch in 1929 [14], the definition of metallic and insulating
crystal structures was introduced as a dependency on the filling state at the Fermi level. An
insulator would have all level completely filled at the Fermi level, thus inhibits any mobility of the
electrons within the lattice. On the other hand, a partially filled band, thus with free energy levels
would result in a charge carrier mobility and, therefore, a conducting state.
While the formulation proposed by Bloch produced acceptable predictions for most cases it was
found too simplistic for others. More specifically, it was unable to predict the insulating behaviour
of transition metal oxides [15]. Further work on electron-electron interactions revealed their
role in inducing insulating states described by the Mott-Hubbard insulator (Subsection 1.5.2).
Another model known as Charge Transfer insulator (CT) considered the exchange of electrons
between the transition metals and the ligands surrounding them (Subsection 1.5.3). Finally a
system combining both characters is introduced in Subsection 1.5.4. All these models rely on
the orbital arrangement of transition metal oxides, introduced in the following subsection.
1.5.1 Transition Metal oxides
Transition metals (TM) are characterised by their partially filled d shell [16]. Cobalt, nickel or
copper are some of the elements belonging to this family. The d shell is characterised by an
orbital momentum equal to 2. This leads to a five-fold degeneracy per spin: LZ =−2,−1,0,1,2,
and therefore a ten-fold degeneracy in electron occupation states. TMs typically occupy the B-
site of the perovskite structure, leading to the use of an octahedral referential to describe their
orbital arrangement. The dx2−y2 and dz2 orbitals are oriented towards the oxygen sites of the
octahedral cage. The dxy, dyz and dxy orbitals occupy the space in between. This particular
arrangement can be observed in Figure 1.6.
The degeneracy of the TM’s d orbital is partially lifted through the surrounding crystal field [17].
The crystal field theory (CFT) considers the ionic characteristic of the TM as well as the ligands
surrounding it. Both the metal and the ligands are described as point charges. A partial lifting
of the d orbital degeneracy is observed when the CFT is applied with an octahedral crystal field
onto a transition metal (TM). Because of the ionic repulsion, the dx2−y2 and dz2 orbitals see their
energy increased above the dxy, dyz and dxy orbitals. The two new subgroups of orbitals are
called eg and t2g respectively. In light TMs such as Ti, V, and Cr only the lower t2g band is
partially filled. The others such as Cu and Ni are characterised by a fully occupied t2g band.
The electric conduction of transition metal perovskite oxides (TMO) is associated to the mobility

















Figure 1.6 – a: Representation of the classical octahedral arrangement with the respective axes. b: The
dxy, dyz and dxy orbitals in their respective orientation within the octahedra perovskite structure. c: The
dx2−y2 and dz2 orbitals in their respective orientation within the octahedra perovskite structure.
surrounding it. TMOs represent a rather large large group of materials with a substantial amount
of structural configurations for each one of them. On top of that, there are multiple distinct
mechanisms driving the conduction, therefore rendering its identification rather challenging. The
following subsections will provide an introduction to the Mott-Hubbard insulator (MH), the charge
transfer insulator (CT) and negative charge transfer insulator (NCT).
1.5.2 Mott-Hubbard Insulator
In the beginning of this section it was assumed that electrons are weakly or non-interacting.
This pillar of the Bloch model ignores the repulsive Coulomb interaction between the electrons
themselves. In 1949, N. F. Mott [18] reworked the model from an itinerant to a localised electronic
regime described by the Hubbard model.
As an electron relocates from one position to another, a vacancy or hole is created at the former,
while an over occupied state is created at the latter. The inter-electron Coulomb repulsion on the
over occupied site corresponds to an increase of potential energy by U relative to an interaction
free ground state. This leads to the opening of a gap in the band structure between a lower
Hubbard (UH) and a higher Hubbard (UH) band. As a consequence, the charge carriers need
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Figure 1.7 – a.Left: Conductor arrangement of the classical d band and the p band. Right: Mott Hubbard
insulator band diagram. b. Left: The arrangement of the local band structure for Mott-Hubbard insulators.
Right: Same as left but for the charge-transfer arrangement.






where the first term still expresses the inter site hoping of the electron as explained by the tight
binding model. The second term describes the added Coulomb repulsion. The associated band
diagram is presented in Figure 1.7.
1.5.3 Charge-Transfer Insulator
The previous section treated the Hubbard model as an improvement over the initial Bloch model.
And yet this model only captures the variations within the same Bloch band, thus focusing on
the d− d inter and intra-orbital excitations. Meaning that any interaction with the neighbouring
oxygens and the associated p orbital is disregarded. This is even more relevant as the d states
have a relatively small bandwidth in comparison with the oxygen p states [17]. To address this,
the possibility of charges migrating (often referred to as inter-site hoping) between the oxygen
p band to the TM d band is considered. Such motion of an electron induces the creation of a
ligand hole L at the oxygen orbital and increasing occupation state of the TM’s d orbital:
dn→ dn+1L. (1.5.2)
The energy required to overcome the associated barrier is called the charge transfer gap ∆.
The charge transfer gap ∆ and the Mott-Hubbard gap U are considered as competing entities.
As the bandwidth of the system W decreases, one of these is chosen to be the driving force
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for the insulating behaviour. When ∆>U a Mott-Hubbard insulator is obtained. In the opposite
case a charge-transfer insulator is obtained. This model named the ZSA scheme named after
Zaanen, Sawatzky and Allen [19]. A metallic behaviour is expected when both gaps are below
the kinetic energy of the electrons.
1.5.4 Negative Charge-Transfer Insulator
Transition metal oxides with high valence such as Cu3+, Ni3+ and Fe4+ are not correctly de-
scribed by the ZSA model introduced in the previous Subsection. All of these compounds
should be characterised by a very small if not negative CT gap ∆ and should be described
as metallic. But it has been reported that all rare-earth nickelates except LaNiO3 behave as
insulators. NaCuO3, which displays the same properties was extensively studied through x-ray
photo-emission and absorption by Mizokawa et al. [20], resulting in the first accurate description
of these compounds. The insulating gap is found to follow a p− p interaction where the contri-
bution comes from a dn+1L state strongly hybridised with the dn configuration. Thus resulting in
the following process:
(dn+1L)i+(dn+1L) j→ (dn+1L2)i+(dn+1) j. (1.5.3)
This third insulator type was then added to the ZSA scheme as negative charge transfer insula-
tors.
1.5.5 Summary on metallic and insulating behaviour
The last three subsections have shown that the electric conduction in perovskite transition metal
oxides is rather complex and depends greatly on the nature of the metal oxide. The extended
ZSA scheme combines the notions of Mott-Hubbard, Charge Transfer (CT) and negative Charge
Transfer mechanisms in an attempt to accurately describe it. All of these are based on the partic-
ular TM d and oxygen p orbital interactions. One could therefore conceptualise that by changing
the crystallographic symmetry and interatomic distances, it should be possible to influence the
magnitude of the insulator gap or even the insulator type.
Octahedral tilting was presented as one of the mechanisms allowing the perovskite structure to
relax away from the cubic phase. This tilt is a parameter having a direct effect on the inter-TM
distance as well as the orbital overlap between TM t2g and oxygen p orbitals, thus affecting the
insulator mechanisms. One way to significantly alter the tilt parameter of a perovskite is the
use of epitaxy, thus using a substrate material that imposes an in-plane constraint on the lattice
constant. There are, for examples, multiple reports of tuning the metal to insulator transition in




1.6 Control through epitaxy
1.6.1 Epitaxy
It was shown, in sections 1.2 through 1.4, what mechanisms perovskite structures have at their
disposal to relieve internal stress. The main contribution being octahedral rotations and distor-
tions with the addition of A and B-site cation displacement. In fact, it is possible to influence the
structural arrangement of perovskite through external parameters such as temperature, pres-
sure, electric or magnetic fields. Another interesting way, within the scope of nanometric struc-
tures, is the use of epitaxial strain. Coming from the greek epi meaning ’above’ or ’upon’ and
taxis meaning ’in an ordered manner’, it translates into ’arranging upon’. It is defined as the
growth of a film on a crystalline substrate that imposes the growth direction and orientation to
the film. This is achieved by depositing the film above the substrate while sharing the atoms
of the interface so that the structural constraint imposed by the substrate is transmitted to the
film. One refers to homoepitaxy when the deposited structure is similar to the substrate and of
heteroepitaxy when they are not.
This section will focus on epitaxy between compounds from the perovskite oxide family, thus
a homoepitaxial growth. Let there be two perovskite oxide compounds denoted A fB fO3 and
AsBsO3. The compound with ’f’ in the subscript is the film and the substrate has ’s’ in its subscript.
The manner in which the deposition will take place is conditioned by the termination plane of
the substrate. This specific plane is characterised by the atomic composition observed at the
surface of the substrate. In the case of perovskite oxides, it can be either formed BsO2 or by
the AsO atomic planes. This two type of terminations are shown in Figure 1.8. The orientation
of film deposited on the substrate depends equally on the orientation of the termination plane
in respect to the pseudo cubic cell. In this work, two deposition directions will be investigated:
the [001]pc (Figure 1.8.c.) and the [111]pc (Figure 1.8.d.) directions. While the first arrangement
provides merely one oxygen at the interface per octahedron the second provides three.
The concept of growing thin films on top of lattice mismatched substrates was already introduced
in 1945 by Frank et al. [23]. In the case of perovskite oxides, the lattice mismatch between
the substrate and the film is expressed through the ratio of the shared pseudo cubic unit cell





where afilm is the lattice parameter of the deposited film while asub is the same parameter from
the substrate. The parameters are taken when the film is fully relaxed in its bulk form. The xx
subscript on ε describes the in-plane characteristic of the mismatch.
Section 1.2 introduced that perovskite oxides can release internal stress through rotations and












Figure 1.8 – a. Visualisation of a oxygen terminated surface epitaxy. b. Visualisation of a A-site termi-
nated surface epitaxy. c. View of the interface plane when the deposition is performed along the [001]pc
orientation of the pseudo cubic unit cell. d. View of the interface plane when the deposition is performed
along the [111]pc orientation of the pseudo cubic unit cell.
of the structure, thus uses the same mechanisms to relief the epitaxial strain. This is why they
represent a topmost candidate for tuning their structural arrangement through epitaxy. This is
even more interesting as the physical characteristics of perovskites such as the conductivity,
magnetism, optical response and many more are dependent on the structure, and thus can be
fine tuned by epitaxially straining the films.
When the deposited film becomes thicker, the ratio between the film-substrate interface and
the core of the film will diminish. In a similar approach to surface effects, their contribution is
expected to become negligible after a characteristic dimension of this ratio is reached, thus al-
lowing the crystal to fully restore its bulk arrangement. This critical dimension is called the relax-
ation length [24]. For example, recent work evaluated the critical thickness of SrTiO3 epitaxially
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Figure 1.9 – a. In-plane and out-of-plane lattice parameters of BaTiO3 as single crystal and deposited
epitaxially on DyScO3 and GdScO3 [28]. b. Investigation of the resistive behaviour of LaTiO3 deposited
epitaxially on various substrates [30].
1.6.2 Control of properties through epitaxy
Epitaxy, in recent years, has emerged as a very effective tool to tune functional properties of per-
ovskite films [26]. A particular example is the study on how epitaxial strain affects ferroelectricity
in compounds such as BaTiO3, PbTiO3 and LiNbO3 [27, 28, 29]. From these studies it is evident
that the strain has a impact onto the ferroelectric Curie temperature and the polarisation. K. J.
Choi et al. [28] proposed a theoretical and experimental investigation of the ferroelectric Curie
temperature of BaTiO3 under various strain condition. The substrates chosen were GdScO3 and
DyScO3 which result in a miss fit ratio of -1.0 and -1.7% respectively. The structural parameters
in-plane and out-of-plane were measured using X-Ray diffraction. The relative shift of the Curie
temperature can be seen in Figure 1.9.a.. The TC of BaTiO3 deposited on GdScO3 and DyScO3
is ≈ 400◦C and ≈ 540◦C respectively, thus, demonstrating that epitaxial strain can be used as a
tuning mechanism.
Another property being intensively studied under epitaxy is the metal-to-insulator transition (MIT)
in transition metal (TM) perovskites. Titanates form a subgroup of TMO perovskites with com-
pounds such as LaTiO3. A study performed by He et al. [30] investigated the conductive proper-
ties of LaTiO3 epitaxially deposited on various compounds and demonstrated a transition from
a metal to an insulator depending on the chosen substrate. The trend followed by the resistivity
with the temperature can be seen in Figure 1.9.b..
These two examples showcase how epitaxial strain can be used to modify physical properties
of the deposited film. This field is further motivated by combining functional substrates with
functional films and allow epitaxy to control their distinct physical properties. A ferroelectric com-
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pound could therefore be epitaxially linked to a ferromagnetic material, thus allowing an electric
field to induced structural transitions on the former that propagate to the latter and ultimately in-
duce a magnetic behaviour [31]. Such an arrangement would overcome the physical complexity





Nickelates form a subgroup of the perovskites with formula RNiO3, where R is any of the rare
earths from Lutetium (Lu) to Lanthanum (La). Because of their rich landscape of structural
and physical properties, nickelates are subject to a tremendous amount of investigations. The
most notable property being the metal to insulator transition (MIT) of almost all bulk nickelate
compounds except LaNiO3. The transition temperature shows a direct dependance with the size
of the rare-earth. The change of the rare-earth induces a change in the octahedral tilt angle.
The associated diagram relating the MIT transition temperature to the tolerance factor and the
tilt angle is shown in Figure 2.1. Investigations of this phase diagram have been reviewed by M.
J. Medarde in 1997 [8] and G. Catalan in 2008 [32] and on nickelate heterostructure by S.Middey
et al. in 2016 [21] and Catalano et al. in 2017 [3].
As nickelates transit from metals to insulators they undergo a phase transition from an or-
thorhombic Pbnm to monoclinic P21/n [33]. The latter is characterised by two inequivalent Ni
sites, thus resulting in non equivalent Ni-O bond lengths and oxygen octahedra with different
sizes (this type of distortion was shown in Chapter 1.3). Nickelates also undergo a magnetic
transition, either below or simultaneously with the metal to insulator transition. No structural
transition have been reported during the magnetic ordering. It is possible to separate the dia-
gram into three distinct regions:
• The region around LaNiO3 has no transition whatsoever and stays paramagnetic metal for
all temperatures. It is also the only compound of the nickelate family crystallising into the
R3¯c space group.
• The region around NdNiO3 and PrNiO3 combines both the MIT and Ne´el transitions at the
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Figure 2.1 – Phase diagram for the Nickelate perovskite group RNiO3 with R ranging from Lutetium (Lu)
to Lanthanum (La). The squares indicate the metal to insulator transition temperature TMI, while the Ne´el

























NiNiNickel Rare-earthNi RNickel Rare-earthNi
Figure 2.2 – Visualisation of the RNiO3 perovskite in the three main crystallographic structures. In red
the oxygens, black the Nickels and in yellow the Rare-earth. a. The Pbnm representations b. The P21/n
representation c. The R3¯c representation
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same temperature.
• The region below SmNiO3 shows both a MIT and Ne´el transition temperature but at differ-
ent temperatures.
At higher temperatures (>800 K) PrNiO3 is found to go through a transition towards R3¯c while
remaining in the same conductor behaviour [35], i.e. it adopts the structure of LaNiO3 at room
temperature. A sketch of the Pbnm, P21/n, R3¯c perovskite models can be seen in Figure 2.2.
2.2 Metal to Insulator transition in nickelates
The metal to insulator transition (MIT) in RNiO3 compounds is a fascinating example of bandwidth-
controlled transitions [17]. The increase of the orthorhombic distortion, characterised by a
change in the O-Ni-O bond angle, changes the overlap of the transition metal d and oxygen
p orbitals, thus modifying the transition temperature from 0 K in-between LaNiO3 and PrNiO3 up
to 600 K for LuNiO3. The distortion is directly linked to the size of the rare-earth.
The investigation of the MIT in nickelates therefore demands a clearer understanding of the
orbital configuration. Nickel has an electronic configuration [Ar] 3d8 4s2. As a consequence the
oxidation state Ni3+, used within the perovskite structure, is defined by [Ar] 3d7 with 7 electrons
on the d shell. The d7 low spin orbital configuration of Ni3+ is expected to be t62g and e
1
g [36]. In
the presence of a homogeneous octahedral crystal field an equal occupation of the x2− y2 and
3z2− r2 orbitals is expected.
The metal to insulator transition in nickelates is linked to a lowering of the symmetry from Pbnm
to a monoclinic structure accompanied by a breathing distortion of the oxygen octahedra. This
distortion is characterised by two non-equivalent Ni sites, with long and short Ni-O bonds. It was
initially believed that this change in bond lengths would be associated to a charge disproportion-
ation at the Ni sites, thus resulting in the following alteration:
d7+d7→ d7+δ +d7−δ , (2.2.1)
where δ is the effective charge exchange. A value of 0.45±0.4 e.v was measured for δ through
resonant X-Ray scattering for thin NdNiO3 films [37]. The plausibility of this interpretation was
reinforced by a wide range of experimental methods [3].
It is ultimately ab-initio calculations, which do not predict a charge rearrangement of this mag-
nitude, that challenged the bond disproportionation model [38]. This led to the consideration of
an orbital interaction between the transition metal and oxygens from the octahedral cage sur-
rounding it. The Charge Transfer model would assume a mechanism d7→ d8+L. The system
would therefore be in a mixed state αd7+ βd8L with a dominance of the ground state d7. A
Jahn-Teller distortion would then remove the eg orbital degeneracy [39]. Yet, low temperature
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investigations reveal that a d8L is the predominant ground state of the Ni sites. This indicates
that the nickelates do not favour orbital ordering which would have induced a Jahn-Teller type
distortion [36]. The predominance of this ground state in junction with the vanishing charge trans-
fer gap ∆ between Ni3+ and O [40, 41, 42, 43] suggests a Negative Charge Transfer insulator
scenario (section 1.5.4), with a charge transport mechanism described as follows [44]:
(d8L)i+(d8L) j→ (d8L2)i+(d8) j. (2.2.2)
i and j refer to two distinct nickel sites and L represents a ligand hole in the oxygen p orbital.
Interestingly, the Ni site with the d8 configuration can be seen as a Ni2+ oxidation state having a
large oxygen octahedral cage surrounding it. On the other hand the Ni site with a d8L2 configura-
tion is comparable to a Ni4+ oxidation state, thus reducing the size of the surrounding cage. This
explains the breathing distortion within the insulating phase of nickelates. In summary, the metal
to insulator transition is characterised by a splitting of the dispersive d8L band of the metallic
phase into two localised bands with an associated insulating gap [41, 45, 46].
2.3 Tuning the MIT through epitaxial strain
The previous section summarised the current knowledge of the metal to insulator transition
mechanism in nickelates. Yet the simplistic view that nickelates from a perovskite family with
a bandwidth-controlled transition remain a usefull thinking approach. The bandwidth depends
on a structural deformation away from the ideal cubic arrangement into an orthorhombic config-
uration through an a−a−c+ tilting pattern of the oxygen octahedra. The nickelate phase diagram
shown in section 2.1 reveals a direct dependency between the size of the rare-earth, the octa-
hedral tilt angle and the metal to insulator transition, suggesting that it is possible to alter the
transition point by influencing the structural properties.
The wide variety of available substrates with their respective crystallographic space group lead
to a considerable amount of novel configurations to be investigated. A few relations between
commonly used substrates and LaNiO3, NdNiO3, SmNiO3 are displayed in Table 2.1. The lattice
mismatch εxx is expressed according the definition introduced in Chapter 1.6 using the pseudo
cubic lattice parameters 3.84 A˚, 3.808 A˚, 3.790 A˚ for LaNiO3, NdNiO3, SmNiO3 respectively.
An example is the control of the metal to insulator transition of SmNiO3 when deposited epitaxi-
ally onto various substrates along the [001]pc orientation [47]. The extracted resistivity data can
be seen in Figure 2.3. The most striking change is the loss of the metal-to-insulator transition
when YAlO3 is chosen as a substrate. Another notable observation is that independently of the
chosen substrate the transition temperature seems to always be lowered.
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YAlO3 Orthorhombic Pbnm 3.69 -4.0% -3.1% -2.3%
NdAlO3 Rhombohedral R3¯c 3.76 -2.1% -1.3% -0.9%
LaAlO3 Rhombohedral R3¯c 3.79 -1.3% -0.5% -0.1%
NdGaO3 Orthorhombic Pbnm 3.86 +0.5% +1.5% +1.9%
LSAT Cubic Pm3¯m 3.87 +0.8% +1.6% +2.1%
DyScO3 Orthorhombic Pbnm 3.94 +2.5% +3.6% +4.0%
Table 2.1 – Strain configurations between LaNiO3, NdNiO3, SmNiO3 and a variety of common substrates:
YAlO3, NdAlO3, LaAlO3, NdGaO3, LSAT and DyScO3 at 300 K. The positive and negative signs of the
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Figure 2.3 – Resistivity data of SmNiO3 epitaxially deposited on LSAT, LaAlO3, NdAlO3 and YAlO3 along
the [001]pc orientation extracted from Catalano et al. [47]
2.4 Magnetic transition in Nickelates
Below the Ne´el transition temperature, represented by circles in the phase diagram (Figure 2.1),
nickelates become antiferromagneticaly ordered with a Bragg vector of qBragg = [1/4,1/4,1/4]pc
or [1/2,0,1/2] in the orthorhombic axes. This would therefore imply a periodicity of 4pc monolay-
ers along [111]pc [39]. For compounds where the MIT and the Ne´el transitions are separated, the
latter is characterised by a second order type transition. When TMIT = TNe´el on the other hand,
a first order transition is observed [3]. An example of the magnetic investigation of SmNiO3 can
be seen in Figure 2.4.
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Figure 2.4 – a. Bragg vector determined through resonant soft X-Ray scattering at the Ni L3 edge with
pi and σ polarised light, indicating the [111]pc direction. b. Evolution of intensities at the Ni L3 and Sm
M5 edges for SmNiO3 deposited on LaAlO3. c. Sketch of a non-collinear magnetic structure proposed for
nickelates [3]
The intensity evolution of the Ni L3 and Sm M5 edges with temperature (Figure 2.4.b.) sug-
gests that two magnetic ordering regimes are present. One relative to the Ni and one related
to the Sm atoms. It is reported that it is the magnetisation of the nickel structure that induces
a magnetisation in the rare-earth cations. Initial investigations performed by Garcia-Mun˜oz et
al. [39] suggested an up and down configuration along the [111]pc direction accompanied by an
orbital superlattice. But both collinear and non-collinear models of the magnetic spin arrange-
ment satisfied the observations, thus asking for further investigations. It was Scagnoli et al. that
demonstrated that the magnetic structure in NdNiO3 is described by a non-collinear model [48].
It was also suggested, in experimental works by Merdarde [8], that the stabilisation of the mag-
netic phase is only possible below the MIT. This states, that the Ne´el transition is quenched by
the MIT for NdNiO3 and SmNiO3.
2.5 Lanthanum nickel oxide LaNiO3
Lanthanum is the element of Lanthanides (also known as rare-earth elements) with the largest
ionic radius and, therefore, constitutes an end member of the Rare-earth nickelate phase dia-
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Wickoff positions [50]. The rhombohedral unit cell is
depicted by dashed lines in Figure 2.2, where oxygen octahedra follow an a−a−a− tilt configu-
ration, which can also be interpreted as an anti-phase rotation about the pseudo cubic diagonal
threefold axis.
As already mentioned in section 2, bulk LNO is metallic from 1.5 to 600 K. Furthermore, no
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structural transition is observed within the same range. Accurate investigations through neutron
diffraction experiments reported an decrease of the rhombohedral distortion as the temperature
increases. This reflects a decrease of the octahedral tilt angle towards the cubic structure [51].
2.5.1 Epitaxial investigations
It is the strain induced by the lattice mismatch of thin LNO films epitaxially grown on other
substrates that disclosed other structural arrangements. In a study published by S. J. May
(2010) [52], thin films were grown on SrTiO3 (STO) and LaAlO3 (LAO), resulting in a 1.7% ten-
sile and 1.1% compressive lattice mismatch respectively. Both substrates were oriented in the
[001]pc direction. STO is cubic at room temperature and without octahedral rotations. LAO, on
the other hand, is rhombohedral like LNO. Such a study of LNO epitaxially deposited on LAO
could reveal if the epitaxy transmits the tilt pattern of the substrate to the film. Both samples
were investigated with high flux synchrotron X-Ray diffraction (XRD). The associated results are
shown in Table 2.2. The XRD results indicate that a differentiation of in-plane and out-of-plane
components takes place both from the lattice constants and the octahedral tilt arrangement.
LNO/STO (XRD) LNO/LAO (XRD) LNO/STO (DFT) LNO/LAO (DFT)
din-plane (A˚) 1.968±0.002 1.916±0.005 1.970 1.921
dout-of-plane (A˚) 1.933±0.002 1.946±0.002 1.935 1.950
ωin-plane (deg) 165.8±0.5 164.0±2.0 164.7 161.5
ωout-of-plane (deg) 159.9±0.6 175.2±0.6 159.3 173.7
Table 2.2 – XRD and DFT results for the LNO on STO and LNO on LAO sample setups extracted from
May et al. [52]
The same investigation was then completed through Density Functional Theory (DFT) calcula-
tions, which exposed a similar trend (the associated results are shown in the same table). Both
the XRD measurements and the DFT calculations suggest that the epitaxial strain induced a
change from the R3¯c towards a lower symmetry monoclinic C2/c space group. This is charac-
terised by a change from a a−a−a− to a a−a−c− tilt pattern. The same investigation also pointed
out that negative, up to 0.5% values of epitaxial mismatch favoured a lengthening of the apical
Ni-O bond while values above favoured the lengthening of the equatorial bond, thus similarly
affecting the tilt angle of the octahedra. However, in all cases, they argue that the film keeps a
monoclinic C2/c structure.
This interesting behaviour of LNO under epitaxial strain nourished more in depth investigations
on further substrates as shown by M. C. Weber et al. in 2016 [22]. This investigation utilised
X-Ray diffraction aided by DFT calculations similar to the previously introduced of May et al. with
the addition of Raman spectroscopy measurements. The Raman signature is a fingerprint of
the crystal structure and is directly affected by structural parameters, meaning that even slight
variations of these can result in abrupt variations of the Raman signature. It was found that
25
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Figure 2.5 – Extracted Figure from Weber et al. [22]. Computed energy (top panel), rotation angles of O6
octahedra (central), and Ni-O distances (bottom) as a function of the substrate lattice constant asub. Four
stable phases indicated in the top panel: Phase A has space group I4/mcm; phase B: C2/c; phase C:
Imma; and phase D: Fmmm. In all the found phases there is a single crystallographic position for Ni (i.e.,
all NiO6 groups are equivalent by symmetry). The rotations in the central panel correspond to antiphase
patterns, with all the O6 octahedra in the cell tilting by the indicated angles. Rotation amplitudes about the
three pseudocubic axes are shown. In the bottom panel, the Ni-O distances for bonds aligned with the
three pseudocubic directions are indicated. The values of asub corresponding to the experimental LAO,
LSAT, and STO substrates are indicated with arrows.
the transmitted strain depends on the thickness of the deposited film. Thinner films will present
higher strain than thicker films as the relaxation process is found to be dependant on its thick-
ness. This allowed to probe the region between 0 and 0.5% epitaxial mismatch. The obtained
Raman measurements show varying spectral signatures for different arrangements suggesting
that the epitaxial strain expresses a multitude of different phases for LNO in this region. DFT
calculations using the Local Density Approximation (LDA) support this interpretation by suggest-
ing different phases to be energetically favourable at different strain values and can be seen in
Figure 2.5.
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2.5.2 Ultrathin film regime
An investigation on the conductive behaviour of LNO in the ultrathin regime epitaxially deposited
on LAO along the [001]pc direction was published by Fowlie et al. in 2016. It was reported
that, in this particular configuration, strong variations of the conductivity of the LNO film can be
observed. The minima is observed at around 10pc unit cells. This is then followed by a strong
increase of the resistivity and thus decrease of the conductivity as the film enters thicknesses
below 10pc u.c. This effectively renders LNO, which is considered conductive at any temperatue
in the bulk, resistive in the ultrathin film regime.
This exceptional transition of LNO to an insulator regime raises the fundamental question, if the
metal to insulator phase transition is accompanied by a structural phase transition, similarly to
other nickelates. Transmission electron microscopy (TEM) measurements revealed variations of
the structural parameters such as the bond lengths and the octahedral tilt patterns but could not
reveal if there is indeed a structural transition, thus leaving the question unanswered.



















































































Figure 2.6 – a. Values of the conductivity at room temperature for different thicknesses of LNO on LAO.
b. Values of the Conductivity at 4 K for different thicknesses of LNO on LAO. c. Resistivity curves of
ultrathin LNO films at different thicknesses.
On the other hand, the same TEM measurements (shown in Figure 2.7) revealed distinct regions
within the LNO ultrathin film and LAO substrate. A region being defined by a different unit
cell parameter in relation with the ideal bulk LAO unit cell parameter. Using this approach it
is possible to determine three LNO and two LAO regions [53]:
• A distinct but thickness invariant arrangement at the surface of LNO with a characteristic
thickness of about 2pc unit cells. This region is independent of the thickness of the film and
was observed down to 3pc unit cells.
• The second LNO region scales linearly with the thickness of the ultrathin film. It shows
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Figure 2.7 – a. TEM images extracted from J. Fowlie et al. [53] b. Inter Lanthanum distances normalised
over the Bulk LAO distances for the TEM images shown in a. b. Same quantity as a. for the calculated
structure.
the anticipated arrangement of epitaxially strained LNO on [001]pc oriented LAO. As a
consequence, this region is inexistent when the film is to thin to accommodate it.
• The last LNO region consists of an epitaxially distorted structure with a characteristic thick-
ness of about 2-4pc u.c.. Similar to the surface layer, the size of this distortion seems to be
thickness independent. This being said, when the film is thin enough to have the second
region vanish, it is the present layer who falls to the mercy of the surface layer.
• Another, less expected, region is the distorted LAO layer at the epitaxial interface. While
the distortion seems to be always present, it reacts differently depending in the thickness
of the LNO film. This can be understood as a dependance of which LNO region it has
to accommodate. When the film is thin enough to only consist of the LNO surface region
(described above), the substrate is greatly affected. This gives also an idea on the rigidity
of this LNO region as it does not accommodate the LAO epitaxial strain.
• The last region is the relaxed LAO substrate.
These TEM measurements were then interpreted by ab-initio calculations. Both coming to the
same type of arrangement and concluding that in the ultrathin regime, the contribution of the
border regions cannot be neglected anymore. The inter lattice distance for both investigations
is showcased in Figure 2.7. Using this insight it is possible to built a resistivity model. Each
region is allowed a different resistivity value. The model is then fitted to the measured values.
This leads to the following values: 1 kSm−1 for the LNO surface layer, 0.25 MSm−1 for the
LNO semi relaxed section and 1.3 MSm−1 for the LNO interface region. This values are valid
at a temperature of 4 K. This validates the structural calculations and the understanding of the
conductive behaviour of LNO deposited on LAO along the [001]pc direction in the ultrathin film
regime.
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2.6 Neodymium nickel oxide NdNiO3
NNO is the last nickelate of the family, situated after LaNiO3 and PrNiO3, still having both tran-
sitions simultaneously. The adjacent compound, SmNiO3 (SNO), has both transitions at distinct
temperatures. It is therefore the particular location of NNO in this region of the phase diagram,
that led to the interest in the compound. The physical properties of NdNiO3 can be modified
through the octahedral tilt parameter. This can be achieved in various ways such as solid solu-
tion engineering or epitaxial strain, both discussed in the following sections.
2.6.1 A strategic position within the phase diagram
Solid solutions made out of SmxNd1-xNiO3 (SNNO) is one possible approach to modify NdNiO3
both in terms of structural and physical properties, as illustrated in Table 2.3. Figure 2.8 presents
the positions of these transition temperature in the nickelate phase diagram between SmNiO3
and NdNiO3. The observed trend is an argument that the geometric tilt angle of the octahedra is
























Figure 2.8 – Phase diagram for the solid solution of







NdNiO3 0.915 210 [32]
Sm0.20NdNi0.80O3 0.911 250 [54]
Sm0.37NdNi0.63O3 0.907 307 [54]
Sm0.50NdNi0.50O3 0.904 343 [54]
SmNiO3 0.894 400 [54]
Table 2.3 – Representation of the
SmxNd1-xNiO3 metal to insulator transition
(MIT) temperatures.
2.6.2 Epitaxial films and strain
The effects of the epitaxial strain on the resistivity can be seen in Figure 2.9 extracted from
Catalano et al. [55]. It is found that in general the MIT of NdNiO3 is decreased through epitaxial
strain in comparison with its bulk value of 200 K. In particular deposition on the [001]pc direction
of NGO, induces a decrease of the transition temperature down from 200 to 160 K [55, 56].
Only one configuration has been found to deviate from this trend. It was reported that the metal-
to-insulator and magnetic transition temperatures of NdNiO3 epitaxially deposited on [111]pc
oriented NdGaO3 (further referenced to as NGO) increased in temperature and shifted from
200 K to 330 K, and 230 K respectively [55]. This study made use of resistivity and resonant
29
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Figure 2.9 – a. - c. Resistivity measurements of NdNiO3 films deposited on LaAlO3, NdGaO3 and LSAT
along both the [001]pc and [111]pc orientations.
X-Ray reflectivity measurements to identify the MIT and magnetic transition temperatures (Fig-
ure 2.10.a.). A prediction on the approximate inter-octahedral bond angle was made using the
nickelate phase diagram. The value identified for NNO epitaxially deposited along the [111]pc di-
rection is ≈153.8° [55], which is in close vicinity of the tilt parameter of SmNiO3 at ≈152.2°. The
modified phase diagram can be seen in Figure 2.10.b.. The obtained value appears reasonable
as the octahedral tilt angle of the substrate is of 153.2°, meaning that NGO would effectively
impose its own tilt angle onto the NNO octahedra.
This result is astonishing not only by the difference in magnitude but by the opposite variation
direction. This would confirm that the way epitaxial strain is expressed strongly depends on the
orientation of the epitaxial plane. Following the hypothesis that the metal to insulator transition
depends solely on the tilt angle between successive oxygen octahedra, would then suggest
that this parameter is affected differently depending on the deposition orientation. Indeed the
interpretation, provided by Catalano et al. [55], states that the [001]pc orientation provides only
one oxygen anchor point per octahedra at the interface between NNO and NGO. The [111]pc
orientation on the other hand provides three oxygen anchor points, thus transmitting the tilt
parameter with a greater stiffness from the substrate to the film. This description still remains
to be better understood as a similar behaviour is not obtained on other substrates as shown for
NNO on LAO in Figure 2.9.a. or NNO on LSAT as seen in Figure 2.9.c..
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Figure 2.10 – a.Results from resistivity and resonant X-Ray reflectivity measurements illustrating the two
metal-to-insulator and magnetic transitions temperatures. b. Modified phase diagram accounting for the
Sm0.6Nd0.4NiO3 solid solution and NdNiO3 deposited on NdGaO3 along [001]pc and [111]pc, respectively.
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2.7 Objectives of this work
This work stands in the overall context of functional oxides which present a significant interest
for both for the fundamental understanding they can provide in materials physics and for their
recognised application potential.
Among functional oxides, the family of ABO3 perovskites have attracted a particular attention
due to their remarkable electronic, magnetic and optical properties. Such a range of behaviour
expands the potential for the development of novel electronic devices. The physical properties of
perovskites are strongly correlated to the underlying structure, which is often discussed in terms
of cation displacements and rotations (tilts) of the octahedra. A distinctive feature of perovskites
is that these structural aspects can be largely varied (tuned) by parameters such as temperature,
pressure, chemical composition etc... , leading to complex and intriguing phase diagrams for
physical and structural properties.
In conjunction with the increasing interest in the understanding of perovskites under ‘common’
external parameters, recent years have seen great advances in the growth of high quality epi-
taxial films and heterostructures, allowing to explore in more detail the effect strain engineering,
interface-induced phenomena and reduced dimensionality in functional oxides. Such investiga-
tions have allowed for the discovery of new, and elucidation of existing, physical phenomena.
One of the challenges in the field of thin and ultrathin films and heterostructures is to access the
fine structural details of such nano-objects sitting on a large substrate.
As we have seen in the introduction, a particularly interesting case is the family of perovskite
nickelates, which is described by the chemical formula RNiO3, where R is a trivalent rare-earth
R = La, Pr, Nd, Sm, . . . , Lu. These nickelates are characterised by a rich landscape of structural
and physical properties. The phase diagram of the RNiO3 family stands as a canonical example
of the physics of phase transitions in correlated oxides to which the electron-lattice coupling
contributes significantly. One of the main characteristics of nickelates, with the exception of R
= La, is a sharp metal-to-insulator transition (MIT), which is mainly determined by the Ni-O-Ni
bond angle. Thin film deposition techniques now yield highly crystalline RNiO3 thin films and
enable advanced atomic-scale control of their lattice and electronic properties. Such thin films
have recently attracted a significant interest, but a detailed understanding of their local structure
is missing.
This is the very context of this work. The objective of this work to gain an increased understand-
ing of the structure of perovskite-type RNiO3 in the ultrathin limit.
Towards this objective, we have selected two specific materials: (i) LaNiO3, which presents an
interesting, and relatively simple, model system as its lattice distortion can be described by just
one type of octahedral rotation and because it presents no phase transition in its bulk form.
This compound will allow to answer the question of how stable octahedra tilts in the ultrathin
limit are. (ii) NdNiO3, which is the model nickelate for presenting at the same temperature a
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MI, magnetic and structural phase transition. Here, it will be interesting to see how strain can
potentially disentangle these three phase transitions.
In this work, we have chosen to investigate the structural properties of the above two ultrathin
compounds by using Raman Spectroscopy which is known to be a well-adapted probe for inves-
tigating even subtle structural details and changes in perovskites. Also, Raman spectroscopy
provides via the investigation of phonons a view into collective dynamic properties of films and
hereby complements literature investigations by TEM, which provides a static look. We will see
throughout the work that standard Raman approaches are not sufficient for such an investiga-
tion, but that advanced experimental and statistical approaches need to be developed towards








Raman scattering is the inelastic scattering of light by a material. When a photon impinges on
a molecular structure, multiple forms of scattering processes can occur. Lord Rayleigh [57] dis-
covered that light interacting with small particles like atoms or molecules induce small oscillating
dipoles. The resulting radiation of these dipoles was later referred to as Rayleigh scattering. In
1923 Adolf Smekal predicted that there must be inelastic phenomena outside of Rayleigh scat-
tering related to the vibrational modes of the molecules [58]. This was confirmed experimentally
by C.V. Raman in 1928 [59], which led to the Nobel prize in 1930.
In this chapter, ω will refer to angular frequency linked to the conventional time frequency ν by
ω = 2piν . In Raman spectroscopy it is also common to use the wavenumber ν˜ which relates
to ω through: ω = 2picν˜ (where c is the speed of light in vacuum). All further considerations
are done under the hypothesis of a perfectly monochromatic non divergent coherent light beam
incident on a homogeneous material structure. No further assumptions are made on the physical
properties of the sample. The photons of this beam are characterised by a frequency ωincid , a
polarisation state Pi relative to its propagation direction k i. The scattered photons, on the other
hand, are not required to maintain the same characteristics during the scattering process. This
includes relative changes in energy, momentum and direction.
When an electromagnetic wave circulates through a media it can interact with it. One of these
possibility is an interaction with the charged particles of the structure to induce a dipolar arrange-
ments. This quantity is referred to as induced dipole moment P. A decomposition of this quantity
along the electromagnetic field allows to write:
P = P(0)+P(1)+P(2)+P(3)+ ..., (3.1.1)
where the superscripts indicate to which order this component depends on the radiation. P(0)
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depicts the spontaneous polarisation. The first three components that follow it are:








γ ·EEE . (3.1.4)
In general the linear interaction is much stronger than all other higher order components [60],
resulting in P(1) P(2) P(3). The linear response probability is expressed through the electric
polarisability tensor α while the second and third orders are respectively expressed through the
first β and second order γ hyperpolarisbility tensors.
It is the linear component that allows for all single particle processes such as Rayleigh and con-
ventional Raman scattering. The other components capture triple or double particle combination
effects, thus allowing for hyper Raman processes to take place (Not discussed in the scope of
this work). We can also write E = E 0 · cos(ωincidt) and a polarisability tensor α oscillating with a
periodic modulation Q(t). The frequency of the latter is introduced as ω with:
Q(t) = Q0 · cos(ωt−δ ) , (3.1.5)
where δ is a phase factor taking into account the difference between the incident radiation and
the oscillation. Performing a Taylor expansion of α in Q(t) yields:










·E 0 · cos(ωincidt) (3.1.7)
= α 0 ·E 0 · cos(ωincidt)+ dαdQ
∣∣∣∣
0
Q0 · cos(ωt−δ ) ·E 0 · cos(ωincidt)
Using basic trigonometric identities, the cosine multiplication can be expressed as follows:








Q0 · [cos((ωincid+ω)t+δ )+ cos((ωincid−ω)t−δ )]
(3.1.8)
The elastic Rayleigh component corresponds to the first term. The second and third terms
correspond to Stokes (ωincid −ω) and anti Stokes (ωincid +ω) Raman scattering. The Raman











3.2 The polarisability tensor
The polarisability, introduced in the previous section, quantifies the ability of a set of particles to
interact with the incident electromagnetic radiation. Imagining a system with a certain particle
arrangement in a three dimensional space defined by x, y, z. The incident radiation is applied
with the electric field described by E = (Ex,Ey,Ez). The polarisation P is described by the three
directions (Px,Py,Pz) and is linearly proportional to the applied electric field (in the limit of small
fields). Therefore, it is possible to express the transformation for any component as follows:
Pj = α jiEi, (3.2.1)









The nine components, linking the polarisation to the incident electric field, form a second rank
tensor of polarisability α .
3.2.1 Symmetry of the tensor
The work required to displace a particle with a charge q by a distance dx along a direction x
through an electric field Ex is equal to qExdx [61]. This can be generalised per unit volume of the
system composed of N particles as qExNdx. The change of polarisation dPx is defined by qNdx.
Therefore, the work required to change the polarisation is expressed by ExdPx along x and EdP
when taken on all directions of space. To obtain a polarisation P the work has to be integrated












αi jEiE j (3.2.4)
An example can be conceptualised where an initial system with no electric field becomes po-
larised by an incident (Ex,0,0) field. Then the field is modified to (Ex,Ey,0) before having the Ex
and Ey components brought successively back to 0. This involves the expression of four work
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The total energy change should be equal to 0 as the initial and final states of the system are
equivalent. This imposes that:
αxy = αyx. (3.2.9)
This procedure can be done on any direction and demonstrates the symmetric nature of the
tensor of polarisability, leading to αyx = αxy, αzx = αxz and αzy = αyz.
3.2.2 Polarisability ellipsoid
The tensor of polarisability can be expressed in any referential. It is, therefore, possible to
transform P′ = (P′x,P′y,P′z) through linear combinations of (Px,Py,Pz). The associated factors can
then be directly applied on α now expressed as α ′ . α can be rewritten as a non-zero diagonal
matrix in the proper base R′ = (x′,y′,z′) with the associated E ′ field and polarisation P′ . This




αx′x′ 0 00 αy′y′ 0
0 0 αz′z′
 (3.2.10)
A more visual interpretation of the tensor can be done through parametrisation. In the space
described by he components of E ′ an isosurface can be described for which |P| = P0. The




)2 + E ′2y(
1√
α y′y′
)2 + E ′2z(
1√
α z′z′
)2 = P20 (3.2.11)
αR′ in the new base R′ is dependent on α form the real base R of the molecule through the
transformation matrix Q and its inverse Q−1: αR′ = QαQ−1. The coordinates and orientation of
the ellipsoid can vary when the parameters of α change accordingly.
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Since α is dependent on the relative molecular structure, we have a dependance of the polaris-
ability tensor on the atomic distances and therefore a periodic temporal variation with frequency
ω when phonons are present. This is important as the Raman scattering process relies on the
first order derivative of the polarisability as seen in section 3.1.
3.2.3 Simple example: CO2
To visualise this behaviour we will consider the simple molecular system CO2. Linear molecule
systems possess a total of 3N-5 modes, leading to a total of 4 modes for CO2. Two vibration
modes are along O=C=O, while the two others are perpendicular to this axis. The latter are de-
generate versions of the same mode, leading to three distinct modes all presented in Figure 3.1.













Figure 3.1 – Three vibration modes of a CO2 molecule with the associated ellipsoid representation of the
polarisation tensor.
When the motion of the oxygen atoms relative to the centre carbon element is symmetric, no
molecular dipole arises and thus no oscillating dipole is created. This is due to overlapping pos-
itive and negative charge centres. On the other hand, if the oscillatory behaviour is asymmetric,
a local periodically oscillating dipole is created. The polarisability ellipsoid changes in shape for
every mode. But it is the derivative of the transformation that plays a role in the Raman scat-
tering (introduced in Equation 3.1.9). Figure 3.1 shows the different vibration modes of a CO2
molecule [62].
• Figure 3.1 a) shows a symmetric vibration mode with no dipole variation as the charge
centres coincide. The polarisability tensor shows a non zero derivative value as the vibra-
tion goes through equilibrium. This makes this vibration Raman active according to the
formalism introduced in section 3.1.
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• Figure 3.1 b) shows an asymmetric vibration leading to a longitudinal dipole oscillation.
This allows for infrared activity. Both oscillation extreme positions are equivalent in terms
of polarisability. The deduction is that the polarisability tensor shows a derivative equal to
zero in the equilibrium position, thus the mode is Raman inactive.
• Figure 3.1 c) shows an asymmetric vibration leading to a transverse dipole oscillation and
therefore infrared activity similar to b). The polarisability has the same characteristic as b)
around the equilibrium, thus the mode is Raman inactive.
3.3 Raman scattering in the crystal lattice
The scope of this work is to investigate collective vibrations also knows as phonons in the crys-
talline lattice of perovskite oxides. In the previously introduced Raman tensor it is possible to
replace Q(t) by the displacement vector Qn,k(t) at the reciprocal space position k within the first
Brillouin zone. This quantity now describes all motion within the lattice for a particular phonon






Qn,k(t = 0), (3.3.1)
which corresponds to the derivative of the polarisability tensor over the displacement vector
Qn,k . As α encapsulates the symmetries of the lattice, R will express the symmetry of the lattice
distortion. Through this relation the symmetric aspect of the polarisability tensor is carried over
to the Raman tensor.
The Raman activity of the phonon modes is determined by symmetry and can be predicted as
soon as the crystal structure (space group and atomic positions) is known. They are usually
labelled with the Mulliken symbols for the irreducible representations of the point group of the
crystal explained in Table 3.1.
3.3.1 Accessible part of the Brillouin zone
The maximum momentum accessible by this method is obtained with a backscattering geome-
try and corresponds to twice the energy of the incident radiation. In analogy this upper bound
provides an estimation of which parts of the Brillouin zone can be probed though this tech-
nique [63]. For example, an incident radiation of 633 nm would corresponds to an upper bound at
≈2 x 105 cm−1. The structures investigated in the present work have lattice parameter a situated
between 4 and 10 A˚, thus resulting in a boundary of the Brillouin zone located at pi/a≈ 108 cm−1.
In conclusion, the Raman spectrometer, in its most favourable configuration, is only able to mea-
sure 0.1% of the first Brillouin zone. As a result, it is considered that Raman probes phonons at





Symmetric along the principal axis of the lattice
B
Singly degenerated mode
Anti-symmetric along the principal axis of the lattice
E Doubly degenerated mode
T or F Triply degenerated mode
subscript 1 Symmetric with respect to a mirror plane perpendicular to the principal axis
subscript 2 Anti-symmetric with respect to a mirror, plane perpendicular to the principal axis
subscript g Symmetric with respect to the inversion (gerade = even)
subscript u Anti-symmetric with respect to the inversion (ungerade = odd)
(’) Symmetric with respect to a mirror plane horizontal to the principal rotational axis
(”) Anti-symmetric with respect to a mirror plane horizontal to the principal rotational axis
Table 3.1 – Mulliken symbols for irreducible representations of point groups.
3.3.2 Example: Raman investigation of Diamond
A method used to determine the normal modes of a perovskite unit cell relies on the the nuclear
site analysis (NSA). From all methods it requires the least amount of a-priori information. The
site symmetry and the Wyckoff positions usually suffice [64]. The total number of normal modes
of the crystal lattice can be obtained through the sum of all site groups and occupied Wyckoff
positions. In the next part we will use the Diamond structure to determine its normal modes as
an illustration.
Let us consider the example of the diamond structure in the F 4¯3m space group. The diamond
structure has two sites occupied in the primitive cell, which are the Wyckoff point 4a (0,0,0) and
4c (1/4, 1/4, 1/4). These give rise to six normal vibration modes. The procedure at this point
requires the investigation of the character table of F 4¯3m, which is given in the international tables
of crystallography [65].
After a thorough identification, the Raman active modes of the diamond structure can be written
as Γvib. [66]:
Γvib. = T2 (3.3.2)
Following the previous explanation that only the Γ point is measurable through Raman spec-
troscopy, only one triply degenerated phonon mode should be observable. The associated Ra-
man tensors are [67]:
T2(x) =
0 0 00 0 d
0 d 0
 ,T2(y) =
0 0 d0 0 0
d 0 0
 ,T2(z) =
0 d 0d 0 0
0 0 0
 (3.3.3)
Indeed, diamond in the F 4¯3m space group has only one triply degenerated Raman mode as
shown by the works of S.A. Solin et al. [67].
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F 4¯3m # 1 3 2 -4 m function
Mult. - 1 8 3 6 6 -
A1 Γ1 1 1 1 1 1 x2+ y2+ z2
A2 Γ2 1 1 1 -1 -1 -
E Γ3 2 -1 2 0 0 (2z2− x2− y2,x2− y2)
T1 Γ4 3 0 -1 1 -1 (Jx,Jy,Jz)
T2 Γ5 3 0 -1 -1 1 (x,y,z),(xy,xz,yx)
Table 3.2 – Character table retrieved from the Bilbao crystallography server for F 4¯3m.
3.4 The Raman apparatus
The Raman setup used within this work was a Renishaw InVia Reflex Raman microscope spec-
trometer. The incident monochromatic radiation is extracted from different laser sources. This
includes a solid state diode (785 nm), a helium-neon (633 nm), a frequency doubled Nd:YAG
(532 nm) and a a helium-cadmium (325 / 442 nm) laser. The Rayleigh peak is filtered out with
spectral cut-offs at 60 cm−1, 70 cm−1, 80 cm−1, 95 cm−1 and 350 cm−1 respectively. The in-
cident radiation can be polarised and the measured radiation can be analysed to treat crossed
and parallel polarisation configurations. While a larger selection of optical lenses was available,
only two were used in the present work: x100 with a N.A. of 0.85 for the depth measurements
and x50 with a N.A. 0.5 for the temperature measurements. The sample stage can be moved
in three directions with a precision of 0.1 µm. A sketch and a schematic representation of the
























Figure 3.2 – Schema of the experimental setup used in this work. The schematic path of the laser beam
is shown in the lower part.
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Chapter 4
Raman spectroscopy on thin films
Chapter 3 introduced Raman spectroscopy as a spectroscopic method allowing to probe the
centre of the Brillouin zone. The adaptation of Raman scattering to nano structures poses some
difficulties. The very axiom defining a lattice is invalidated by their size limitations. This relaxes
the phonon definition in the reciprocal space and, therefore, impacts the response to Raman
scattering. This so-called phonon confinement effect is understood but may raise difficulties in
the interpretation of peak positions and shapes.
Another reason for the scarcity of systematic investigations of thin and ultrathin films of perovskite
oxides with Raman spectroscopy is the intrinsically small interaction volume, and therefore, small
small signal to noise ratio. Furthermore, when the film is epitaxially deposited onto a similarly
Raman active substrate, the comparably large volume occupied by the substrate often masks
the film signal.
The present chapter aims at introducing the phonon confinement model and discuss the physical
difficulties of small scatter volumes.
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4.1 Phonon confinement
An interruption of the lattice breaks the initial assumption of an infinite crystal structure. A finite
periodicity implies boundary conditions such that the wave functions describing the phonon has
to decay at the boundaries [68]. It is then the limitation of this spatial extent in combination with
Heisenberg’s uncertainty principle that implies an non negligible uncertainty on the wavevector.
In approximation ∆q is found to be≈ pi/d where d is the confined dimension. This uncertainty on
q then relaxes the q≈ 0 characteristic of the light scattering process established in section 3.3.2,
thus allowing a larger range of phonons to contribute to the Raman signal. A more detailed visual
interpretation of this phenomena is presented in the work published by Akhilesh K. Arora et al.
entitled Phonon Confinement in Nanostructured Materials [68]. Depending on the dimension of
the confinement and on the shape of the associated phonon branch, different scenarios can be
observed.
In practice, it is found acceptable to approximate a crystal as infinite for characteristic dimen-
sions above ≈ 100 nm [63]. This corresponds to approximately 250 unit cells for a 4 A˚ lattice
constant. Above this threshold, boundary conditions are deemed negligible and not taken into
consideration. In the present work, structures with characteristic dimensions d down to≈ 1.2 nm
(1.5 unit cells in one direction) will be investigated and phonon confinement effects may come
into play.
4.1.1 The phonon confinement model
The formalism describing phonon confinement was first introduced by Richter et al. in 1981 [69]
and further developed by Campbell et al. in 1986 [70]. It was proposed to express the modified
phonon wave equation through a gaussian confinement function acting as an envelope. Thus
leading to:
Ψ(q0,r) = W (r)u(q0,r)e
−iq0 ·r , (4.1.1)
Ψ(q0,r) = Ψ
′(q0,r)u(q0,r), (4.1.2)
where W (r) is the envelope, u(q0,r) the periodicity of the crystal and Ψ(q0,r) the wavefunction















The gaussian confinement function can be written:
W (r) = e−α|r|
2/d2 , (4.1.5)
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where α is the factor indicating the decay rate at the boundary and d is the characteristic dimen-
sion of the nano-structure. Replacing this function into the definition of Ψ′(q0,r) leads to the
following expression of the Fourier factors C(q0,q):
|C(q0,q)|2 = e−|q|
2d2/2α . (4.1.6)
Different models suggest different values for α . Richter et al. used a value of 2 while Campbell
et al. used 8pi2. The latter seems to better coincide with experimentally verified measurements.
When applied to Raman spectroscopy, it is possible to set q0 = 0. Using all previous elements




where I(ω) is the intensity at the wavenumber ω , q is the wave vector, ω(q) is the phonon
dispersion, Γ0 is the FWHM of the mode in the bulk. Depending on the type of the confinement
different definitions of the Fourier factor C(0,q) are to be used. In the following subsections
we will introduce the cases where the confinement is radial for a nano-particle, circular for a
nano-rod and along only one spatial direction for thin films.
Three-dimensional confinement
Three-dimensional confinement, which has been investigated most in the literature, relates to
the case where all three spatial dimensions become very small. Most commonly nano-particles
are treated as spheric, thus leaving only one parameter |r|. In this case the Fourier factorC(0,q)








where L corresponds to the radius of the nanoparticle.
Two-dimensional confinement
Two-dimensional confinement relates to a case where two of the three spatial dimensions be-
come very small. This would correspond to a rod. In this case the Fourier factor C(0,q) takes


















)∣∣∣∣1− er f ( iq1L2√32pi
)∣∣∣∣2 , (4.1.9)
where q1 is the component of q perpendicular to the rod axis, thus corresponds to the radial
coordinate |r| in a cylindrical coordinate system. L1 is the associated size along this direction.
q2 is the remaining component from q, thus corresponds to second cylindrical coordinate along
the length of the rod with a size L2. erf() is the complex error function.
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Uni-dimensional confinement
Uni-dimensional confinement relates to the case where only one of the three spatial dimensions
becomes very small. This would correspond to ultra-thin films; it is the relevant case for the










)∣∣∣∣1− er f ( iq1L1√32pi
)∣∣∣∣2 , (4.1.10)
where q1 is the confined component of q in reciprocal space, L1 is size of the crystal along the
confined direction, i.e. the film thickness.
In the next section we will show some Raman investigations on nano-structures, that explicitly
treat the introduced phonon confinement models.
4.1.2 Experimental verification of the confinement model
One compound that was extensively studied for phonon confinement is titanium dioxide (TiO2),
which is most commonly synthesised in a polycrystalline form with a variable grain size. A typical
Raman spectrum of TiO2 anatase is presented in Figure 4.1.a.. A study performed by Bersani
et al. reported the shift and broadening of the Raman Eg band located at ≈ 144 cm−1 [71]. The
broadening of the mode with film thickness is illustrated in Figure 4.1.b.. Within this investiga-
tion the phonon confinement model for the three-dimensional confinement (Equation 4.1.8) was
used to compute the expected shift and broadening of the mode with the grain size shown in Fig-
ure 4.1.c.. A rather good agreement with the experimentally acquired data was found, as shown
in Figure 4.1.d.. The study by Bersani et al. was then completed by Nasar et al. for a much
smaller grain size down to 1.5 nm [72]. In this investigation the shift of two Raman Eg modes
(E(1)g : ≈ 144 cm−1 and E(2)g : ≈ 197 cm−1) was reported. These can be seen in Figure 4.1.e. and
.f., respectively, for different grain sizes. This more precise study managed to differentiate the
contributions to the shift due to the compressive strain induced by the surface pressure from the
phonon confinement effects [72].
An investigation of the effects of phonon confinements on the Raman response of the LO mode
in nano-wires of GaAs was performed by Arora at. al. in 2004 [68]. This corresponds to a two-
dimensional confinement, thus requires the use of Equation 4.1.9. The calculated evolution of
the Raman LO mode depending on the thickness of the wire is shown in Figure 4.2.a., with the
associated shift in position and width in b.. The same mode was measured in an investigation
by Begum et al. [73] as illustrated in Figure 4.2.c.. It is found that the phonon confinement model
and the experimental data are in good agreement with each other.
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Figure 4.1 – a. Raman spectrum of TiO2 measured by Bersani et al. [71]. b. Evolution of the HWHM
of the TiO2 Eg mode located at ≈ 144 cm−1 with the nanoparticle size [71]. c. Calculated evolution of
the TiO2 Eg mode using the three-dimensional phonon confinement model [71]. d. Comparison of the
calculated and measured data. Both are in good agreement [71]. e. & f. More recent study of the same
















360 4 6 8 10






















L = 3.5 nm
L = 7.0 nm








275 280 285 295290
Raman shit (cm-1 )
Phonon connement GaAs
nano-wires
Raman data on GaAs
nano-wires
Figure 4.2 – a. Calculated Raman spectra for the confined LO mode of GaAs nano-wires defined by the
diameter parameter d [68]. b. Raman peak shift and width induced by the phonon confinement [68]. c.
Experimental result of GaAg nano-wires measured by Begun et al. [73].
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Figure 4.3 – a. Raman measurements of Al2O3 with different film thicknesses by Murphy et al. [74]. b.
Comparison between the measurement and the uni-dimensional phonon confinement of Al2O3 performed
by Campbell et al. [70].
The amount of literature available on the effect of phonon confinement on the Raman signatures
of thin films, is more scarce. One reported investigation of phonon confinement in crystalline
thin films was performed by Campbell et al. on the Raman measurements of thin Al2O3 films
previously performed by Murphy et al. [74]. The measured data is illustrated in Figure 4.3.a..
No strong shift in the position (at the resolution of the data) is observed. On the other hand, a
significant shouldering is observed as the film thickness decreases to 40 A˚. The uni-dimensional
confinement model (Equation 4.1.10) seems to be in good agreement with the data, as shown
in Figure 4.3.b..
A substantial set of information can be extracted from these examples. The phonon confine-
ment depends strongly on the shape of the phonon dispersion curve. As a result it is possible to
have either a shift in the position or broadening of the lineshape or both of them combined. Fur-
thermore, it was shown that the phonon confinement model allows to investigate the qualitative
impact of the phonon confinement model on a Raman mode. Yet, the specific nature of each
mode and its behaviour in the reciprocal space, does not allow for a generalised interpretation.
Every new investigation will require the calculation (or measurement) of the phonons in the first
Brillouin zone followed by the integration with the introduced model.
4.2 Mixing of the film and substrate signal
In the present section a more experimental difficulty will be discussed. The Raman apparatus
is an optical acquisition system, meaning that as all equivalent systems it is bound to follow the
optical laws and thus is limited by the Abbe diffraction limit. Found in 1873 by Ernst Abbe, this
law stipulates that a visible radiation of wavelength λ , refractive index n that converges on a
49
Raman spectroscopy on thin films 50
spot (Raman incident focal point) at an angle θ will make a spot called circle of confusion with a








where NA is called the numerical aperture (used in lens systems). The Raman apparatus used in
this work utilises a microscope objective with NA= 0.9. Meaning that at a wavelength of 633 nm
the circle of confusion has a diameter of 2d ≈ 1.2 µm. This dimension limits the resolution of the
Raman apparatus within the plane perpendicular to the optical axis.
In the context of ultrathin epitaxially grown structures, it is the vertical dimension along the optical
axis which is of concern. But it is the same diffraction rule that limits the vertical resolution. If
rays are traced from the radial edges of the lens through the radial edges of the confusion circle,
an estimation of the volume can be observed. These edges correspond to the depth of field, i.e.
the maximal vertical resolution. This quantity can be geometrically approximated by l = λ/NA2,
resulting in a vertical resolution limit of 0.78 µm with the previously described parameters, which
is acceptable for most applications but tends to be too important when the vertical thickness of
the investigated object is in the nanometer range. An ultrathin film of 10 nm would fill only 1.3%
of the illumination volume.
In our present work, the films are deposited epitaxially onto perovskite substrates, and their
signatures will thus be superposed. Typical substrates (SrTiO3, LaAlO3, LSAT, RScO3, RGaO3,
etc ...) have a very intense Raman spectrum and may therefore dominate the spectrum of the
film [76].
4.3 Need for advanced treatment
A way to extract the film signal from the spectrum is to subtract the signal of the substrate. The
reference spectrum of the substrate can be obtained on a virgin substrate, or by focusing the
laser spot deep into the crystal. Unfortunately this approach, even when perfectly executed, has
three fundamental flaws:
• Noise contribution: The subtraction of a signal from another one is vulnerable to sta-
tistical error. The acquisition noise is therefore simply summed, which can result in a
significant loss of information and induce errors in the interpretation. This is particular
important in the present work as thin or ultrathin films often have very weak Raman in-
tensities, thus are already dominated by noise. This is why the addition of noise hinders
dramatically their interpretation.
• Relative peak intensities: The intensities of the peaks constituting the Raman signa-
ture are very dependent on the crystalline orientation and therefore the domains within
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the crystal. A typical example is the signature of LaAlO3 which is well know for having
ferroelastic domains. Indeed the Raman signal depends on the crystal orientation and
therefore on the domain orientation [77]. This means that an acquired substrate signature
may not be equivalent to the one the user seeks to subtract, hence introducing a strong
error component.
• Epitaxial effects: The subtraction relies on the hypothesis that the substrate signature
is not affected by the deposited film. One possibility is that an epitaxially deposited film
induces structural changes to the underlying substrate. This would result in a change of
the unit cell parameters at the interface, thus modifying the associated Raman signature.
The second factor is related to the optical effects the film can have on the incident and
emitted radiations. This can be caused as much by the individual absorption coefficients
as the relative indexes of each compound. In both these scenarios, a subtraction of a
Raman spectrum acquired on a virgin substrate from the interfacial spectrum would result
in errors.
All of theses issues make the subtraction procedure prone to errors. It is because of all these
inconveniences that the subtraction method was deemed not suitable for the purpose of the
present work. As a result we implemented and used alternative measurement (Chapter 3.4) and
advanced numerical methods (Chapter 6).
51
Part III




Acquisition and understanding of the
Raman depth profiles
5.1 Motivation
The previous chapter introduced the difficulties one can encounter while performing Raman
spectroscopy on thin or ultrathin perovskite films deposited on substrates of the same family.
One particular challenge is the extraction of an interpretable Raman signature for an ultrathin
perovskite film which has been epitaxially deposited onto a similarly Raman active substrate. The
following chapter aims at introducing a novel approach consisting of generating multidimensional
datasets through the use of Raman depth profile measurements, that will allow the identification
and separation of the contributions from the thin film and the underlying substrate.
This chapter will provide a first understanding of the Raman depth profiles through a step by
step analysis of how different signal contributions should behave with depth. Last, this will be
illustrated with a Raman depth profile simulation followed by an example of ultrathin NdNiO3 film
epitaxially deposited on LaAlO3.
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Figure 5.1 – Schematic representation of the Ra-
man depth profile measurement setup depicting the
strongly focusing optical lens and the sample com-
posed of a thin film deposited on a substrate.
The Raman apparatus used in this work was
formerly introduced in Chapter 3.4. The setup
for depth profile measurements consists of us-
ing the same instrument to acquire multiple
spectra of the sample at different positions
along the vertical incident beam axis. Opti-
mally, the depth range is centred in such a
way that its centre coincides approximately
with the strongest signal generated by the thin
film. At each step a Raman spectrum is ac-
quired. Combining all these spectra results in
a Raman depth profile measurement.
The present work aims at acquiring depth
profile measurements on ultrathin perovskite
films deposited on substrates of the same
family. This would then allow to identify the
parts of the signature belong to the film and
those belonging to the substrate. Yet, it
was found that the complexity of the signa-
ture in tandem with this novel approach does
not yield results that are necessarily intuitive.
Within this section we aim at providing a qual-
itative explanation the expected signal varia-
tions during a depth profile measurement.
5.2.1 Incident intensity
We first discuss the profile of the laser beam incident on the sample. The beam shape is gaus-
sian with its origin a the focal position of the lens ∆. The relation linking the intensity of the
Gaussian beam I(z,r) at the position (z,r) in cylindrical coordinates is described by:



















where I0 represents the initial gaussian intensity, w0 is the waist at the focal position of the
lens z = ∆. Note that here ∆ is the depth parameter compared to the surface of the sample.
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w(∆,z) is the waist at a given distance z and λin is the wavelength of the beam. The chosen
coordinate is cylindrical as there is a rotation symmetry around the optical axis for this type of
measurements [78]. Following this description, setting r to 0 results in the Intensity of a Gaussian
beam along the optical axis expressed by:








which corresponds to a Lorentzian modulation of the intensity with the depth centred at z0. The
Half Width at Half Maximum (HWHMz) of this function is given by piw20/λin. The optics within the
Raman apparatus being quite complex, the factor w0 has to be retrieved experimentally.
We now consider a sample consisting of a thin film on a much thicker substrate. In a first step,
no absorption effects are taken into account and both compounds of the sample are assumed to
have a refractive index equal to 1. The dimension of the films (all below 30 nm in size and usually
around 10 nm) compared to the HWHMz of the incident Gaussian beam of ≈0.78 µm suggests
that these can be, as seen by the apparatus, assimilated to Dirac type functions located in zfilm.
As the depth profile is performed, the laser power on the film should correspond to the beam
shape along z, therefore to a lorentzian function expressed by Ifilm:
















On the other hand, the substrate is much thicker than the film and than the HWHMz of the
incident Gaussian beam. As a result, the measured shape along z should be a step function
starting defined by its origin zfilm and with the integration of the deposited intensity according to





















If the deposited intensity is expressed solely along the beam path, equivalent to setting r =
0, with sole variable the depth parameter ∆, we should obtain a lorentzian distribution for the
film (according to Equation 5.2.4) and a smoothed step function for the substrate (according
to Equation 5.2.5). By smoothed we relate to the fact, that the deposited intensity is not 0 far
away from the substrate and, similarly, never saturate as the scan proceeds deeper within the
substrate. This being said, the lorentzian shape of the Gaussian beam along z tends to 0 rather
fast, making these variation far away from the focal position negligible. An approximative sketch
of the deposited intensities can be seen in Figure 5.2.
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Figure 5.2 – This upper figure shows the measurement setup during a depth scan. On the far left we
observe the focal point above the sample. The central image depicts the focal point within the sample. The
image on the far right shows the focal point within the substrate. In the lower left we have the hypothetical
representation of the film an the substrate as seen by the Raman apparatus. On the right the expected
deposited intensity within the film and the substrate.
5.2.2 Acquired Intensity
The acquired intensity depends partly on the Raman tensors and the associated spectral re-
sponse and on the other part on the optical setup of the Raman apparatus. The Raman process
is considered to emit spherical waves at each inelastic scattering event. Exactly like the previous
section, no absorption nor diffraction effects are considered in the present treatment. As a result
nothing is hindering the propagation of these waves. From a geometrical point of view, only a
cone of solid angle Ω reaches the objective lens. This cone depends evidently on the distance
from the collection lens as shown in Figure 5.3. An optical setup then focuses the retrieved
radiation onto an aperture. This will further limit Ω by systematically filtering out the intensities
emerging from positions away from the focal position of the first lens. In summary, the confocality
tends to create an envelope centred around this focal position. The acquired signal is then a con-
volution of this envelope with the deposited intensity multiplied by the Raman spectral response.
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Figure 5.3 – Schematic representation of the confocal aperture in a Raman apparatus. A, B and C
represent three positions after, at and before the focal position of the collector lens L1 [79].
A detailed mathematical explanation of this procedure is shown in the works of Maruyama et
al. [78].
An interesting remark at this stage relates to the stepping between acquisitions in a depth profile.
Decreasing the stepping beyond a certain threshold will not yield a clearer acquisition of the film,
nor substrate shapes. Both responses correspond to the direct and the integrated imaging of the
gaussian beam shape along z. Smaller steps will only yield a more precise imaging of its shape
without providing any additional information related to the investigated compounds.
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5.3 Simulated behaviour
The previous section described, in an intuitive manner, the approximate shapes to be expected
when performing Raman depth profile measurements on samples consisting of a film deposited
onto a substrate. In order to verify these claims and investigate the influence of different in-
strumental parameters, we developed a simulation engine capable of simulating Raman depth
profile measurements. Further details about the simulation engine are given in Appendix A.
5.3.1 Ideal case
In the following simulation, we consider a thin film with a thickness of 4 nm, i.e. much smaller
than the depth of field of the microscope. The substrate, on the contrary, was chosen to have a
depth of 100 µm, which is much larger than the depth of field. A schematic representation of the
sample and the measurement setup can be seen in Figure 5.4.a.. Two, very simple but distinct,
signatures were attributed to the film and the substrate, as shown in seen in Figure 5.4.b.. Each
with one lorentzian peak only at 300 and 489 cm−1, respectively. The signature of the film was
multiplied by a factor in such a way that the signal from the film and the substrate have the same
maximal intensity during the depth measurement. As the film has a thickness of 4 nm and the
depth of field of the setup is of ≈ 780 nm the factor was set to ≈ 780/4 ≈ 200. We simulate a
depth profile ranging from -5 to 5 µm with a step of 0.1 µm between acquisitions. The incident
radiation was set to 633 nm with a gaussian waist w0 of 350 nm and a confocal pinhole opening
radius of 250 µm.
The result of the simulated depth profile is shown in Figure 5.4.c. with a contour map of the
dataset. A cut along the wavenumber axis at different depths reveals the two signal contributions.
On the other hand, a cut along the depth axis at the peak positions reveals the intensity variation
with depth.
The first result, that appears to coincide with the intuitive investigation performed in Section 5.2,
is the evolution of the intensity with the depth profile in the substrate peak region. It is perfectly
comparable with what was guessed in Figure 5.2 by having the shape of a rounded step function.
The response within the sample peak region is slightly more complex to understand. It is a
summation of the baseline contribution of the substrate with the one from the sample signal.
By subtracting the former, the intuitive shape introduced in the previous section is obtained,
namely a lorentzian shape, thus suggesting that the signals are superposed in the simulation.
Having established this, the simulation results are in good argument with the intuitive approach
presented in the last section.
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Figure 5.4 – a. Raman depth measurement setup of the sample. b. Signatures of the supposed thin film
and the substrate. c. Result of the simulated depth measurement.
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5.3.2 Absorption









This relation has to be taken into account for the incident Raman laser radiation as well as the
backscattered radiation from the sample. These radiations have different wavelengths. As a
result the absorption coefficient has to be known in an entire spectral range to account for its
total impact. In the present investigation we assume that the absorption coefficient is wave-
length independent. The simulation result for different depth profile measurements with varying
absorption coefficients can be seen in Figure 5.5.a..
The first observation is that the absorption does not seem to affect the shape of the onset as
the incident beam enters the sample. A simple decrease of the maximally retrieved intensity os
observed. It is the shape after the maximal intensity, as the focused beam gores further into
the sample, that is the most affected. It seems to follow an exponential decrease, that could be
traced back to the exponential characteristic of the absorption formulation.
5.3.3 Refractive index
In order to study the effects induced by the refractive index, we assume that the sample is 3 µm
thick, has a variable refractive index, an absorption coefficient set to 0. The pinhole opening is
left unchanged from the previous investigation at 250 µm. The result of these simulations can
be seen in Figure 5.5.b..
From the results it seems that the refractive index affects the apparent thickness of the sample.
A higher index inducing a proportional thinning of its thickness. Another aspect is the effect of
the refractive index on the interference patterns between the Raman responses obtained from
different regions within the sample. This phenomenon impacts the distribution of the acquired
intensities within the sample and has been shown to contribute to an exponential decay in the
depth response similar to the absorption [78]. Unfortunately the presented simulation engine
was not designed to handle inferences between rays and could not provide any insight on this
behaviour.
5.3.4 Confocality
In order to study the effects induced by different sizes of the pinhole opening, we assume that
the sample is 3 µm thick with a refractive index set to 1, an absorption coefficient set to 0 and a
variable confocal pinhole opening. The result of these simulations can be seen in Figure 5.5.c..
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Figure 5.5 – a. Simulation of the effect of absorption in depth profile measurements. b. Simulation of
the effect of the refractive index in depth profile measurements. c. Simulation of the effect of the pinhole
radius in depth profile measurements.
One notable consequence is the strong decrease of the overall intensity with decreasing pinhole
radius. On the other hand, it can be seen that an increase of the confocality leads to a clearer
definition of the sample edges, thus allowing a clearer identification of the regions from different
sample regions.
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5.4 Example of a real depth profile measurement
In order to verify the present methodology a sample fitting the thematic of the present work
was used, consisting of a Raman depth profile measurement of Neodymium Nickel Oxide de-
posited (NdNiO3) epitaxially grown along the [001]pc orientation of Lanthanum Aluminium Oxide
(LaAlO3). The contour map representation of the acquired data is shown in Figure 5.7. The film
thickness is of 10pc u.c. which translates into approximately 42 A˚. The measurement has been
performed with a 633 nm wavelength laser, with a 2400 cm−1 grating and a 100x magnifying
objective. The measurement itself consists 30 acquisitions of 60 s separated by a depth step of
0.2 µm.
A cut along the depth axis for wavenumbers of 304 and 487 cm−1 are exposed in Figure 5.6.
The part on the left corresponding to a known signature of NNO does strongly resemble the
expected shape for the film contribution displayed in Figure 5.2. On the other hand, the right
part shows strong similarities with the substrate shape shown in Figure 5.2. Furthermore both
cuts coincide with the simulated results shown previously shown in Figure 5.4. This asserts that
the intuition on the Raman depth profile signal evolution and their simulations capture to some
accuracy the evolution that is experimentally observed. Furthermore, the spectral signature from
the film can be visually separated from the one of the substrate. By following this approach it is
possible to identify two peak clustering around 300 and 450 cm−1 and single peaks around 180
and 250 cm−1 belonging to the film.
This illustrates that in some simple cases a simple look at the colour contour maps of a Ra-
man depth profile suffices to obtain valuable informations regarding the assignment of modes
to the film or the substrate. In the next chapter, we will see how multivariate methods allow to
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Figure 5.6 – Intensity evolution of the two modes selected from Figure 5.7.
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Figure 5.7 – Depth measurement of a 7 u.c. thick LaNiO3 film deposited on LaAlO3 along the [001]pc
direction. The scale on the left represents the focal point position of the probing laser and the scale on
the bottom represents the classical Raman shift expressed in wavenumber.
63
Chapter 6
Numerical Analysis of Raman depth
profiles
6.1 Motivation
The previous chapter introduced the concept of depth measurement as an ingenious method to
investigate epitaxially deposited thin or ultrathin films through Raman spectroscopy. The visual
interpretation from contour maps already allowed only for qualitative interpretation of the parts
belonging to either the film or the substrate. Yet, ultimately, quantitative information is needed
for a full interpretation of the Raman spectra. Classically, this can be done by peak fitting.
Chapter 6.2 will present an introduction to the lineshapes used within the present work.
Yet, in some cases, it was discovered that neither fitting nor visually interpreting the depth profile
measurements did justice to their multivariate characteristic, thus leaving a substantial amount
of spectral information hidden. A large variety of numerical tools have been developed in various
scientific fields to push for the extraction of specific data from datasets composed of a multivari-
ate statistic. These are grouped under the field of multivariate analysis. Chapter 6.3 will treat
the concept behind them and detail the principal component analysis (PCA) and non-negative
matrix factorisation (NMF), two methods extensively used in this work. This will be followed by
classical examples of these techniques in other Raman spectroscopy applications followed by a
qualitative discussion of the outcome of Raman depth profile spectroscopy.
All of the numerical tools were bundled in a software package developed as part of this work.
This includes an advanced fitting interface allowing to track all the characteristics of each peak as
well as their evolution with a given parameter such as depth, temperature or time. Furthermore,
a principal component analysis (PCA) and a non-negative matrix factorisation (NMF) algorithm
with their interfaces were developed allowing to extract most of the available information from
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our datasets. Section 6.5 will qualitatively discuss the motivation and idea behind this implemen-
tation.
6.2 Implementation of standard peak fitting
The fitting of Raman signatures is an essential tool in the present work. It allows much more
thorough investigations than simply following the maximum of a given signature. In this section,
without going into details, we will discuss the lineshapes used to fit the data of either the raw
depth profiles or of the PCA or NMF results.
The lineshape of an ideal Raman peak is lorentzian parametrised by its position, width, and
amplitude. While this symmetric description suffices for most applications it fails to describe
asymmetric profiles. This can be due to either physical parameters such as phonon confinement,
double peak shouldering below the resolution limit amongst diverse other experimental artefacts.
This is why an extended part of the Lorentzian lineshape is proposed that modulates its width
parameter to allow for an asymmetric representation. We introduce the following definition of the





where Γ0 is the initial width, ω0 is the position of the lineshape and γ is the asymmetrical fac-
tor. Using this definition of the Half Width at Half Maximum it is possible to build the following
asymmetrical Lorentzian lineshape:




where P is the amplitude of the Lorentzian function and w0 is the offset position of both the
Lorentzian function and the Half Width at Half Maximum.
A Raman spectrum can be composed of a certain number of Raman active modes and other
physical effects such as fluorescence. These other effects induce a background to the acquired
signal which also has to be fitted to allow for a precise extraction of the Raman data.
The fitting procedure has some limiting factors. The signal noise is an intrinsic source of error
to the fitting procedure, as the cost function is solely minimising the Euclidean square distance
between the fitted curve and the data. Another source of error is the density of datapoints.
Indeed if one considers that a Lorentzian function has the majority of its weight around its peak
position, a high density of data points is required in its vicinity to achieve an accurate fit. It has
been observed that an increasing narrower lineshape, as intense as it might be, results in a less
and less accurate fit. This consideration comes before addressing the effect from the noise on
the few data points finally defining the narrow lineshape. Finally, the effect of the baseline has
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to be taken into account as a polynomial fluorescence shape can have a dramatic effect on the
position of the fitted peak and therefore its interpretation.
The user contribution to the fitting errors is more subtle. Fitting parameters can be fixed and
entire lineshapes can be added to improve an expected result. The PCA and NMF are strong as
they deprive the user of these possibilities.
6.3 Multivariate Analysis in Raman spectroscopy
6.3.1 Introduction to multivariate analysis
Two multivariate analysis tools were used in this work to unmix the signatures of thin and ultrathin
films from the on the substrates it was deposited on. These were the Principal Component
Analysis (PCA) and the Non-Negative Matrix Factorisation (NMF). In the following section will
introduce the general concept of multivariate analysis methods allowing us to then introduce
both methods with practical examples in Raman spectroscopy.
Multivariate analysis corresponds to the analysis of multivariate statistics. It can be explained
by the simultaneous observation and analysis of more than one statistical outcome. For exam-
ple the monitoring of three type of statistical outputs that characterise an event. Their analysis
through multivariate analysis tools can help to identify the correlation patterns to then reduce the
dimensionality of the space representing it. The present section will introduce the basic nomen-
clature associated with the components and the scores as well as the measurement space.
The acquisition space will be defined by a number m of detectors Di. This can be visualised as
a m dimensional vectorial space were each one represents a specific unit vector. An output of
this detector will correspond to a scalar factor along this unit vector. In this representation an
acquired event will be described by a set of m scalars and can be visualised as a position in the
acquisition space.
The multivariate approach consists of probing this acquisition space by modifying a parameter
that impacts the position of the event in it. Such a parameter could be either time, temperature,
pressure or the measurement depth amongst others. In this mindset, a multitude n of measure-
ments are performed while varying the parameter. These can be cast into a data matrix X having
in each row an array of m scalars describing the position of the event in the acquisition space.
At this stage, every single measurement can be considered as a component. The associated
score will be an array made of n−1 0s and 1 at the position in the measurement space were it
was aquired. Therefore, making up a total of n components and scores. The multivariate analysis
aims at reducing the acquisition space through linear combination of the detectors Di by deter-
mining the correlations between the outputs. In this transformed space X will be represented by
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Figure 6.1 – Schema for the multivariate analysis process. All elements are described in section 6.3
new:
• Components: The kth component described by ck = (ck1,ck2, ...,ckn), is a vector of length
m composed of factors allowing for the linear combination of the initial basis of detectors
Di. All components together are stored in the matrix C of an equal column length and a
less or equal row length nC as X .
• Scores (loadings): The kth score described by sk = (sk1,sk2, ...,skn) is an array of length n.
The ith value represents the position of the ith point projected onto the kth components. As
a result the set of ith values of the nC scores associated to the nC components describing
the dataset for the position of the ith point in the new basis. All scores are stored in the
matrix S of same column length as the row length of C an equal or row length as X .
A visual description of the concepts introduced in this section is shown in Figure 6.1. The present
work relates to multivariate methods used specifically for the analysis and interpretation of Ra-
man spectroscopic dataset and thus allows for a less abstract view of the present explanations.
6.3.2 Multivariate analysis in Raman spectroscopy
The use of multivariate analysis methods in the field of Raman spectroscopy data is not partic-
ularly well established in the field of solid-state physics. We note, however, that they have been
used as a tool to determine the chemical composition of heterogenous biological, geological
or pharmaceutical samples [81, 82, 83]. As a result, the concepts introduced in this work are
not novel in their definition but rather in their application towards the identification of ultrathin
epitaxial film.
In the case of Raman spectroscopy, the detectors Di are represented by a row of CCD pixels of
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the camera. It is assumed that there is a total of m pixels. For the sake of simplicity, we assume
that every CCD pixel row simply represents a position in a vectorial space (formerly introduced
as acquisition space). A Raman acquisition would, therefore, be expressed by a set of scalars
(Intensity values of a Raman spectra) determining its position within this space.
The acquisition of multivariate datasets implies the variation of a parameter describing the sys-
tem. In Raman spectroscopy this can be either the spatial arrangement of the setup such as the
laser spot position in 3d space and its orientation or environmental factors affecting the sample
such as the pressure or temperature. This parameter, whichever is chosen is then evaluated at
different discrete values P= [p0, p1, ..., pl]. As a result the Raman spectra acquired by the setup
at a pk is given by Rk such that:
Rk = a1k ·D1+a2k ·D2+ ... +am−1k ·Dm−1+amk ·Dm. (6.3.1)
The aim of any multivariate analysis method at this point is to investigate the correlations be-
tween variations observed on all intensity factors a jk. When a correlation has been identified the
associated component can be introduced as:
ci = c1i ·D1+ c2i ·D2+ ... + cm−1i ·Dm−1+ cmi ·Dm. (6.3.2)
and is equivalent to a spectral type acquisition. At each discrete step of the parameter pk the




This representation does in no way put constraints on the amount and shape of components that
can be used to describe the signal. This is why different multivariate analysis methods can yield
different results. The present work utilised two techniques known as PCA and NMF, both with
different strength and weaknesses for the problems at hand. Each one of them will be introduced
in the following sections followed by practical examples in Raman spectroscopy.
6.3.3 The Principal Component Analysis (PCA)
The principal components analysis (PCA) is a multivariate method first developed by Pearson in
1901 [84] and further formulated and named by Hotteling in 1933 [85] aiming at reducing a set of
possibly correlated variables into a subset of uncorrelated variables called principal components.
The general use of the PCA concerns the correlation of numerical data from different sources.
These correlations are then used to engineer predictive models. A daily example would be the
weather forecast. In fact, weather data has been analysed over decades from an array of sen-
sors measuring the temperatures, wind speeds and precipitation amongst many more, all this in
geographically distinct regions. There is no doubt that while the data collected is comprehensive
it is far from complete to evaluate clear correlations leading to a complete accurate forecast. The
principal component analysis gives an approximate solution to the problem by allowing to build
the most optimal predictive basis from the data at hand [86].
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Mathematical definitions within the PCA
A common thought representation of the PCA procedure is the fitting of a n dimensional ellipsoid
to the data. Each of the axes of this ellipsoid being a m dimensional vector. These vectors later
form the principal components. The score associated to a vector corresponds to the projection of
the data on the latter. While this is the tough behind the PCA, the algebraic approach is slightly
less intuitive.
Using the definition of the components C and the scores S introduced in section 6.3.1, the PCA
transforms the acquisition space in such a way that:
X =CPCA ·SPCA. (6.3.4)
The first component c1 is obtained by diagonalising the dataset and normalising the obtained
eigenvectors. The dataset X is then projected onto the later, thus generating the score for each
one of them. The score that has the largest variance is then considered to be determining the
eigenvector that will be kept as a principal component. If we consider ei to be one of the Ne









||ei|| · x j
)2
, (6.3.5)
where x j is a row vector from X. The following component are then obtained subtracting the
previous components from X and then reiterating the procedure that was just described. This
procedure can then be repeated until the entirety of the data set is expressed.
Example: PCA with three detectors
This short section is aimed at explaining the PCA component evaluation introduced in the previ-
ous section. It is assumed that three detectors D1, D2 and D3 produce data following a physical
variable T (time for example). The aim is to investigate the correlation between these detector
outputs. To this effect, the data is placed in the vectorial space in which each detector rep-
resents a basis vector. The result is shown in Figure 6.2.a.. The dataset is then centred by
subtracting the mean position within this basis (red cross). The calculated eigenvector with
the maximal covariance is shown in Figure 6.2.b.. as a blue arrow with the general notation
c11 ·D1+ c12 ·D2+ c13 ·D3. This constitutes the first basis vector and is called the first PCA
component.
The next procedure consists of subtracting the components along this direction to the dataset.
This procedure is equivalent to project the dataset onto the plane perpendicular to the first com-
ponent as shown in Figure 6.2.c.. The distance of the entries from the plane will constitute the
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Figure 6.2 – a. - d. Different stages of the PCA for the determination of the fist component. The axes
D1, D2 and D3 represent three detector outputs. a. represents the evaluation of the means. b. visualises
determination of the eigenvector with the greatest covariance. c. shows the subtraction of the determined
component. The resulting 2d representation of the data after subtracting the first component is shown in
d.. d. shows the process to obtain the second component and e. the third. The components and their
evaluated (approximative) scores are shown in f. while g. shows a representation of the fitted 3d ellipsoid.
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first component score if associated to T . The approximate shape of the presented dataset is
shown in Figure 6.2.f.. This concludes the procedure to evaluate the first component.
The resulting dataset is solely defined within the projection plane. This is why the determination
of the second component on this space will give rise to a vector necessarily orthogonal to the
first component. It also effectively reduces the dimension of the dataset by one as a component
is subtracted. A schematic representation to determine the second and third components is
shown in Figure 6.2.d. and e., respectively. At the beginning of the last section, it was stated
that the PCA is equivalent to fitting a multidimensional ellipsoid to the data. Figure 6.2.g. is a
visualisation of the obtained fit.
Example of application of PCA in Raman spectroscopy: ferroelastic domains
One observed phenomenon in ferroelastic compounds is the formation of distinct domains with
different crystallographic orientations within the same crystal. This is particularly studied be-
cause the boundaries, where these domains meet (domain walls), show some remarkable prop-
erties [87]. With the orientation of the crystal structure changes the relative incidence vector of
the Raman laser and therefore the associated selection rules. This impacts the ratio between
the peak intensities of the signature. The domain wall is assimilated to a nano-metric structure
that has a different atomic arrangement than the rest of the sample. As a result, one can expect
the Raman signature to reflect this difference.
Similar to the depth measurements introduced in Chapter 5, the difficulty is to resolve a structure
with a small interaction volume between two other samples with a large interaction volume. This
constitutes an ideal example of how Raman spectroscopy combined with a multivariate analysis
tool allows to overcome this difficulty. The work published by Nataf et al. in 2017 [88] used
PCA to extract information of ferroelastic domain walls of NdGaO3 (NGO) of Raman maps. The
mapping was done at the surface of the sample across an optically identified domain wall. The
PCA result obtained on NGO is displayed in Figure 6.3 [88]. In this example, it is reported that
the first two components capture the entirety of the signal variation. The negative contributions
within the components emphasises that these do not represent Raman spectra. In the present
example, the score clearly attributes the first components as a description of the domains, while
the second one is clearly attributed to the domain wall signature.
While this work was performed with a different target and in a different measurement setup it
showcases the potential and complexity of the PCA at the same time. It was possible to extract
components that could clearly be associated with the domain walls. This lets us believe that the
same can be achieved when combining performing depth profile measurements of ultrathin films
on top of the various substrate combined with the PCA.
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Figure 6.3 – Figure extracted from the the work of Nataf et al. in 2017 [88] about the ferroelastic domain
walls in NdGaO3. a. The first principal component of a mapping shown in the inset of c.. b. The second
principal component. c. The score map associated to the first principal component. d. The score map
associated to the second principal component.
Implementation
The software developed utilises the linear algorithms singular value decomposition (SVD) library
from scipy in python to diagonalise the data matrix and evaluate the components. The scores
are then reprocessed by projecting the data onto the components. The visual interface is based
on a simultaneous visualisation of the components and the score.
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6.3.4 The Non-negative matrix factorisation (NMF)
The non-negative matrix factorisation (NMF or NNMF) also known under non-negative matrix
approximation [89] is a numerical method from the multivariate analysis toolbox. In comparison
to the PCA, the NMF does not rely on diagonalising the dataset but follows a fitting approach.
At this point, a-priori knowledge is used to determine how many components should be fitted to
the dataset X . Then set of provided or randomly generated components ck with their associated
scores sk are iteratively fitted onto the dataset as introduced in section 6.3.1, such that it best
satisfies [90]:
X ≈CNMF ·SNMF, (6.3.6)
The difference with the PCA is the approximate character. The NMF can be very useful for
problems where a systematic loss of information is deemed acceptable or even interesting.
Fitting Procedure
The concept of iterative fitting means that a cost function must be defined, allowing to evaluate
how well the fit matches the data. The simplest form would be to use a least square type
process by minimising the square of the difference of every element of the matrix, which would
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, (6.3.7)
where Cost is the cost function depending on C and S. This is positive and reaches 0 when
X =C ·S. Using this function it is possible to evaluate the two-dimensional distance of the result
from the data. More advanced cost functions have been engineered allowing either for more
robustness or better expression of the problem.
A few starting parameters are needed to approximate the data. A pure Lorentzian lineshape,
for example, takes three parameters to be fully defined. These are the position, width, and
the amplitude and can be formalised as three vectors of a basis. It is then possible to fit the
given dataset with this three-dimensional vector space. The optimal results will be evaluated at
a certain position within this space. The NMF is similar in its approach as the only information
provided is the number of vectors available to express the dataset and the space in which they
are defined. In the present case of Raman depth profile measurements, these will consist of
an anticipated set Raman-like spectra. The numerical procedure then aims at converging this
vectors with the adapted scores to minimise the difference with the initially provided dataset.
As a mathematical procedure, the NMF can be expressed as a non-convex optimisation prob-
lem [91]. This means that in analogy to a classical fit procedure local minima might be encoun-
tered before the global one. This makes the choice of an appropriate update method crucial.
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The update method explains how a temporary solution will be modified to probe the local space
and thus find preferable alternatives that minimise the previously introduced cost function.
This is why many algorithms have been devised to solve and optimise the solution search. The
most popular is the multiplicative updating algorithm shortened by MU-NMF [90, 91]. It simply
evaluates a new set of components C and scores S based on a transformation of the previous
set. This method has been found to be the most simple update procedure to converge to a
solution.
Example of application of the NMF in Raman spectroscopy: graphene on SiC
Graphene has been studied extensively for its behaviour when the reaching the ultrathin limit
leading to a strong signature change. A study by Kunc et al. [92] used Raman depth profiles
combined with NMF to dissociate the Raman signature for graphene grown epitaxially on SiC.
The comparison is performed with a classical approach that consisted of simply subtracting the
signal of SiC. Within this work the authors opted for Block Principal Pivoting and Active Set
updating algorithms [93].
This example visualises the strength of NMF by lifting the condition on orthogonal components
of the PCA and adding strictly positive restriction. This provides more physically interpretable
components and eases dramatically the interpretation compared to the PCA.
Implementation
A non-negative matrix factorisation algorithm is provided by scipy.optimize.nnls the implementa-
tion of the present software was rewritten to adapt to parallel processing. The whole routine is
built as a wrapper that can use any of the multiplicative, Block Principal Pivoting or Active Set
updating methods. This is left to the discretion of the user. The added multi-processing charac-
teristic allows for more initial components and therefore a better statistical chance to reach the
global minimum.
6.4 Multivariate methods to Raman depth profiles
6.4.1 Description
To apply multivariate methods to the Raman depth profile measurements a quick thought exper-
iment has to be performed. Assuming the multivariate analysis introduction of section 6.3.2 we
assume that the parameter is now the depth position and therefore position of the Raman spot
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within the sample. Each of these spectra is the result of combining the result of each CCD pixel
previously described. In the spirit of the previous section, let us combine all the acquired vectors
into a matrix X, such that each row is, in fact, a Raman spectra and each column the output of
each pixel of the CCD.
These datasets now reflect different characteristics of the investigated sample depending on the
layers of different compounds. In the present study, we will focus on thin or ultrathin films epi-
taxially deposited on substrates. It is assumed that both the film and the substrate are equally
Raman active but differ in their spectral signature. It was shown in Chapter 5.2 that such an
arrangement acquired through a depth profile measurement leads to spectra where both signa-
tures are mixed with a different ratio depending on the depth parameter.
A primitive description of the visually accessible data of such a measurement shown in Chap-
ter 5.4 already suggests that the ratios of the film and the substrate vary differently with the
depth thus making the depth profile measurement susceptible to express multivariate statistics.
In such a case multivariate methods can indeed reduce the dataset to the components making
up the signal. In this work, two of these methods, namely the PCA and the NMF, were used to
compute these components.
6.4.2 Investigation of the components shapes
The lineshape of a typical phonon mode in classical Raman spectroscopy is a Lorentzian. In
most cases the peak shape is symmetric, therefore limiting the possibilities of expressing its
variation through three parameters: The amplitude, the position, and the width. Unfortunately,
these parameter variations cannot necessarily be extracted from components computed by the
PCA and the NMF as we shall see.
In the next section, we will display some case scenarios of simulated Raman depth profiles of
a film of 1 µm thickness deposited on a substrate of 100 µm. Only one Lorentzian lineshape
will be used for each individual signature. It will be assumed that only one parameter varies of
this Lorentzian, be it the position, width or the amplitude. Using this hypothetical setup can shed
some light on how the PCA and NMF express subtle variations of the signature between two
compounds.
Peak intensity variation
There are two distinct ways to express peak amplitude variations. In the first scenario, the peak is
captured by only one component. In this case, the score will take over the variation of its intensity
thus expressing the true physical variation. The second scenario is slightly more ambiguous as
the variation of the peak can be spread through multiple components. Meaning that multiple
elements have to be considered in order to extract the exact lineshape. As a result, it is much
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harder to retrieve the exact physical variation of the peak.
Raman peak position shift
Similar to the amplitude variation, there are two distinct ways to express a shift in the peak
position. The first scenario approximates the peak shift by two components, each of whom
represents the start position and the end position respectively. The scores are then related to
a decay and an increase. The second possibility is to obtain a spectral and a derivative type
component. The latter is characterised by a line with two bumps, where one is positively and the
other negatively defined.
The PCA seems to favour the second type of component as shown in Figure 6.4.b.. The score
reflects this behaviour with an intuitive shape. The peak to modify by the second component
has to be expressed by the first components, therefore, leading to a non zero score value in this
region. It is then upon this signal that the second component acts. The NMF, on the other hand,
is restricted to find positive components and thus cannot opt for this representation and therefore
opts for the first alternative as shown in Figure 6.4.d..
Raman peak width variation
Similar to the position variation, there are two distinct ways to express a variation in the peak
width. The first scenario is the simple expression of each peak in two separate components with
their respective scores. Thus providing the real physical representation. The second scenario
is represented by one component capturing either one of the peaks and another capturing the
changes necessary to reach the second peak shape.
The PCA seems to favor the second type of component as shown in Figure 6.4.b.. The score re-
flects a similar characteristic as shown in the case os peak position shifts. The NMF, on the other
hand, has components that are lower bound by 0 and thus cannot opt for this representation and
therefore opts for the first alternative as shown in Figure 6.4.d..
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Figure 6.4 – a. Sample environment definition with the associated peaks lineshapes for the film and the
substrate. The film peak is positioned at 215 cm−1, while the substrate peak is positioned at 200 cm−1.
b. First and second PCA components from a simulated depth measurement with a stepping of 0.2 µm.
c. Scores associated to the PCA treatment. d. First and second NMF components. e. Scores associated
to the NMF treatment.
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Figure 6.5 – a. Sample environment definition with the associated peaks lineshapes for the film and the
substrate. The film and substrate peak are both positioned at 200 cm−1. The substrate peak has a width
of 20 cm−1, while the sample peak has a width of 15 cm−1. b. First and second PCA components from a
simulated depth measurement with a stepping of 0.2 µm. c. Scores associated to the PCA treatment. d.
First and second NMF components. e. Scores associated to the NMF treatment.
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6.4.3 Comparison between the PCA and the NMF
While some of the advantages and limitations of the PCA and NMF can be derived mathemat-
ically, others require a certain amount of experience. In this section we aim at listing all these
characteristics to allow a comparison between the two:
• Input: Both the PCA and the NMF process a multivariate statistical dataset with arbitrary
dimension. The more distinct points in space are resented. While the PCA has no specific
condition on the dataset, the NMF requires it to be positively defined. This is, fortunately,
no issue when it comes to spectral acquisitions.
• Process: The PCA relies on the algebra of singular value decomposition algorithms
which performs efficiently. The NMF is as any fitting procedure is a more time-consuming
methodology. This also depends on how computationally intense the updating method is.
• Output: The PCA will always provide as many components as measurement points,
meaning that a depth profile counting 100 Raman acquisitions will lead to 100 compo-
nents. It is up to the operator to decide what is rather meaningful contributions. The NMF
will only provide as many components as the operator asked to be fit.
• Interpretation: In this category the PCA shows an incredible complexity. The conditional
orthogonality of the components leads to complicated components with negative parts with
equally complex scores. In comparison, the NMF excels with its simplicity. The obtained
components can directly be interpreted as spectral representations.
Following this listing of strength and weaknesses at each step of the procedure would suggest
a preference towards the use of the NMF. Yet one important factor that was omitted is the nice-
ness of the dataset. Indeed noise and very low signal render the NMF very unstable in finding the
correct components. Noise is a statically random process and has, therefore, a different contri-
bution in each Raman acquisition. It is therefore expressed by the same amount of components
as there are measurements. This is why the PCA excels at identifying each noise component
away from the stronger contribution, while the NMF simply averages it into the components. The
same can happen for signatures that are much weaker than the main contribution.
It is these criteria that motivated the use of the PCA on the ultrathin film of LaNiO3 deposited
epitaxially on NdNiO3 (described in Chapter 7) while the NMF was used for thin NdNiO3 film
deposited epitaxially on NdGaO3 (described in Chapter 8).
6.5 Software implementation
The new way of using the Raman spectrometer in tandem with the new dataset analysis methods
asked for a procedure how to achieve the best possible interpretation of the science at work.
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Figure 6.6 – Diagram of the process to analyse Raman depth profile measurements on thin or ultrathin
films deposited on any given substrate.
This initial procedure saw the making of a vast set of tools allowing to visualise measurements
all of whom were then bundled in a software package following standard file input and output. A
strong emphasis has been made towards the fast visualisation and interpretation of these Raman
depth profile measurements requiring the least amount of procedural steps (such as converting
files, merging them, plotting them with a third party tool etc...). The developed procedure is
summarised a schema in Figure 6.6.
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Figure 6.7 – Display of the software apckage.
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Ultrathin Lanthanum Nickelate films
LaNiO3 (LNO)
7.1 LaNiO3: Raman signature
LaNiO3 (LNO) as a nickelate compound was introduced in Chapter 2.5. From room temperature
down to 0 K, LNO crystallises in the rhombohedral R3¯c space group [49]. The rhombohedral unit
cell is depicted by dashed lines in Figure 7.1.a., where oxygen octahedra follow an a−a−a− tilt
configuration. This can be interpreted as an anti-phase rotation about the pseudo cubic threefold
axis. The distortion can be described by a single order parameter corresponding to this unique
tilt angle.
A number of publications have been devoted to the vibrational spectrum of LNO. The 10 atoms
in the rhombohedral unit cell, with La in the 6a (0,0,1/4), Ni in the 6b (0,0,0) and O in the 18e
(x,0,1/4) Wyckoff positions [49], give rise to 30 zone-centre vibrational modes [50, 94]:
Γ= A1g+3A2g+4Eg+2A1u+4A2u+6Eu, (7.1.1)
where only A1g+ 4Eg are Raman-active. The Raman tensors of the Raman active modes can
be written:
Ag =
a 0 d0 a 0
d 0 a
 ,Eg,1 =
c 0 00 c d
0 d 0
 ,Eg,2 =
0 c dc 0 0
d 0 0
 (7.1.2)
The nature of the Raman active vibrations, obtained through local spin density approximation
calculations (LDSA) [95, 50], can be seen in Figure 7.1.b.. Two octahedra rotation modes around
the [11¯0]pc and [111]pc directions can be identified. A typical Raman spectrum of LNO deposited
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Figure 7.1 – a. Schematic view of LaNiO3 in the rhombohedral R3¯c space group. The representation
on the left depicts the relation between the pseudo cubic unit cell in solid black lines and the R3¯c unit
cell with dashed lines. The right side showcases a visual along the [111]pc direction. Along this direction
successive octahedra are tilted in anti-phase (explained in section 1.2). b. Representation of the five
Raman active phonon vibrations of LNO in the R3¯c phase. c. Raman spectrum of LNO deposited on
Silicate extracted from Chaban et al. [94]. d. Temperature investigation of the modes observed in c.. The
A1g mode shows a strong dependance with temperature [94].
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on Silicon, extracted from Chaban et al. [94], is shown in Figure 7.1.c.. In this study the film
was grown on silicon through Metal-Organic Chemical Vapour Deposition (MOCVD). The film
was grown sufficiently thick for it to relax, thus allowing the measurement of its bulk Raman
signature. In addition, this allowed to almost completely shadow the spectrum of the underlying
silicon substrate. Unfortunately, the cut-off of the Raman spectrometer, located at 120 cm−1, did
not allow the observation of the Eg oxygen octahedra rotation mode. Nevertheless, it is possible
to assign the Eg mode related to pure La displacements, the A1g mode related to rotations of
oxygen octahedra along the [111]pc direction and the Eg modes related to their bending and
stretching.
The observed A1g mode is particularly important as it is directly linked to the order parameter, i.e.
the tilt angle. It was reported that its frequency scales linearly with the latter [94]. This behaviour
was extensively studied for other perovskite structures that also crystallise in the rhombohedral
R3¯c space group, such as LaAlO3, LaCoO3 and LaMnO3. Their associated A1g modes are
located at 132 cm−1, 232 cm−1 and 249 cm−1, respectively [95, 96]. These compounds allowed
Illiev et al. [97] to establish an empirical relation between the rhombohedral order parameter,
namely the tilt angle of the oxygen octahedra, and the A1g mode frequency leading to a scaling
of ≈ 23.5 cm−1/deg. Using the same factor for LaNiO3 with a reported angle of 9◦ leads to a
calculated position of the A1g mode at ≈ 211 cm−1, which is very close to the experimentally
measured position at 209 cm−1.
Furthermore, it was reported that perovskites crystallising in the R3¯c structure usually transit to
a cubic phase at high temperature [96]. As the structure approaches the cubic phase the oc-
tahedral tilt angle goes towards 0◦, thus the frequency of the A1g mode approaches 0 cm−1.
For this phase transitions the temperature dependency of the frequency ω(T ) is given by:
ω2(T ) = ω20 (Tc− T ), where ω0 is the the frequency at 0 K and Tc the transition temperature.
Using the data displayed in Figure 7.1.d. allows to extrapolate an approximate transition tem-
perature of 1780 K for bulk-like LNO [94].
This example asserts the A1g mode as an ideal spectroscopic indicator for perovskites in the
rhombohedral R3¯c space group. We note however, that the linear scaling has been applied and
verified on bulk or bulk-like fully relaxed materials only. It is not a priori clear how this relation
can be transferred to epitaxially strained ultrathin samples.
7.2 LaNiO3: Raman signature under epitaxial strain
An extensive study of thin LNO films epitaxially deposited on different substrates was performed
by Weber et al. [22]. The Raman measurements were performed on samples with different
film thicknesses. In this work it was argued that different film thicknesses allow for different
levels of relaxation, thus implying that thinner films will be more strained than thicker ones.
This explains the arrangement of the extracted Raman spectra shown in Figure 7.2, namely the
85
Ultrathin Lanthanum Nickelate films LaNiO3 (LNO) 86
100 300200 500 600 700400






































Figure 7.2 – Raman spectra of LNO deposited onto different substrates and different thicknesses. This
Figure was reproduced from M.C. Weber et al. [22]
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thinner films showcasing more strained scenarios than the thicker ones. A solid solution of LSAT
was used as substrate to investigate the effects of tensile strain on LNO with a lattice mismatch
of 0.5%. The Raman measurements show strong variations in the signatures for different film
thicknesses. Most striking are the variations in region I and III suggesting that the LNO film
adopts different phases at different strain levels. This is in agreement with the DFT results
shown in Chapter 2.5.1, suggesting that different strain levels allow the stabilisation of different
phases of LNO.
We emphasised in the previous section that the A1g mode, located in region II, is directly linked to
the order parameter. It is therefore conceivable that the epitaxial strain induces variations in the
rhombohedral structure, which should then be captured by the soft mode. In a rather unexpected
turn of events the soft mode is the only one remaining stable at all strain levels. According to
Weber et al. [22] only the Eg modes located at 150 and 400 cm−1 show a splitting into two
distinct modes. This led to the interpretation that the epitaxial strain affects only the distortion of
the oxygen octahedra by inducing different Ni-O bond lengths but tends to leave the tilting angle
unaffected.
Even if the A1g rotational mode was left unaffected by the epitaxial strain, it provided, with other
variation of the measured Raman signature, insight on the type of changes that occur to the
structure. This represents a unique proving ground emphasising the utility of this technique. The
investigation was limited to thicknesses above 14 nm (roughly equivalent to 35 unit cells). This
was partly due to the sample availability but also to the fact that such investigations on ultrathin
film have proven to be challenging.
In the next section we aim at resolving these difficulties by using Raman depth profile measure-
ments in combination with Principal Component Analysis tools. The focus will be on the LNO
films deposited onto LAO as these did not show any particular structural changes in Raman
spectroscopy while a particularly interesting transport properties were observed when the films
enter the ultrathin regime [98].
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7.3 Ultrathin LaNiO3 films on LaAlO3
In the bulk both LNO and LAO adopt a rhombohedral R3¯c structure. When the former is epitax-
ially deposited on the latter a theoretical compressive strain of 1.1% is obtained [22]. A typical
Raman signature of bulk LNO has been introduced in in Figure 7.1 for a comprehensive strain
study and is shown again in Figure 7.3.a. in comparison to the Raman signature of LaAlO3 within
the same spectral range. Section 4.2 described the purely instrumental limitations associated
to the size of the samples. The present series of samples showcases perfectly these effects.
Three Raman measurement at an incident laser wavelength of 633 nm on three different LNO
deposition thicknesses can be seen in Figure 7.3.b.. Two modes of this spectral range can be
observed and discussed:
• LNO A1g at 216 cm−1:This soft mode is very close to an identified ghost mode of LAO
at 205 cm−1 [95]. It has been reported that it follows the same selection rules as the
other A1g mode of LAO. Their proximity is the reason why, even at 11pc u.c., it is difficult
to determine what part of the signature is caused by either the film or the substrate. The
substrate contribution becomes more distinguishable as the sample signal vanishes which
is particularly apparent for 3pc u.c.
• LNO Eg at 415 cm−1: This hard mode is isolated from any Raman contribution of the
substrate. This allows for a clear view on how the decreasing interaction volume affects
the signal to noise ratio. At 3pc u.c., only a bump in the spectrum noise remains observable.
The other features of the signal are identified modes from the substrate with four of them located
between 80 and 600 cm−1. Two A1g vibrations at 123 and 203 cm−1 accompanied by two Eg
modes around 152 and 487 cm−1 [95]. The most investigated LAO soft-mode is present in the
vicinity of 57 cm−1, but not seen in the chosen range of the current investigation.
In the following section we will apply the methodology introduced in Chapter 5 combined with
the Principal Component Analysis introduced in Section 6.3.3.
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Figure 7.3 – a. Left: Graphical representation of the epitaxial deposition along the [111]pc direction: LNO
on LAO. Right: Associated Raman signature with LNO [94] on top and LAO on the bottom. b. Raman
spectra of three samples with different LNO thicknesses.
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7.4 Depth Measurements: First treatment
All measurements shown in this chapter have been done with the same instrumental parame-
ters summarised in Table 7.1. The Raman apparatus used within this work was described in
Chapter 3.4.
Raman Parameters Measurement Parameters
Laser Wavelength: 633 nm Duration of Acquisition: 60 s
Grating: 2400 cm−1 Acquisitions per Measurement: 30 times
Power: 0.9 mW (10% filter) Total Time per Measurement: 30 min
Temperature: Ambient Measurements 101
Objective: 100x Depth range -10 µm to 10 µm
Spectral Range: 100 to 900 cm−1 Step 0.2 µm
Table 7.1 – Table listing the configuration of the Raman apparatus on the left and the acquisition times on
the right.
An example of a depth profile measurement performed on a 7pc thick LNO film epitaxially de-
posited on LAO is presented in Figure 7.4a.. Two curves representing the intensity evolution
with depth at spectral values of 415 and 485 cm−1, corresponding to the positions of the film and
substrate Eg modes are illustrated in Figure 7.4b.. The behaviour of these profiles resembles the
shapes presented in Chapter 5, namely a sharp peak-like behaviour of the sample signal and a
step function like behaviour for the substrate induced signal.
The same type of measurement was performed for all provided LNO samples. This corresponds
to LNO film thicknesses of 3pc, 4pc, 5pc, 7pc, 9pc, 11pc and 15pc u.c. The contrast between the
film and substrate signal is directly proportional to the film thickness, thus making it difficult to
identify the LNO modes for the thinner ones.
Strictly speaking, LNO cannot retain its rhombohedral structure when deposited on LAO [52, 22]
but has a monoclinic C2/c symmetry. The assignment of the Raman modes, namely A1g and
Eg, inaccurate. Yet, for the lack of clearer nomenclature or understanding on how the vibration
modes are affected, the same labelling will be used for the associated modes in the ultrathin film
regime.
The present section we treat an investigation assisted though the PCA performed on a restricted
spectral range, from 180 to 550 cm−1, of what is available in dataset (Figure 7.4). Including a
larger range led to the introduction of spurious contributions, clearly assigned to the substrate,
into the component describing the sample, thus rendering its interpretation challenging. Fig-
ure 7.5.a. compares the identified film and substrate components from the PCA with the Raman
spectra of the depth measurement illustrating the highest film contribution. A clear separation of
the previously reported film A1g (215 cm−1) mode and substrate ghost mode (205 cm−1) can be
observed. Another observation is the clear attribution of the film Eg mode to the film component.
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Figure 7.4 – a. Depth measurement performed on a 7pc thick LNO film epitaxially deposited on LAO along
the pseudo cubic [001]pc orientation with the introduced spectrometer parameters described in Table 7.1
b. Depth dependence of the Raman intensity at 405 and 485 cm−1.
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Figure 7.5 – a. The film (red) and substrate (blue) components extracted from a principal component
analysis of the dataset shown in Figure 7.4. In this investigation the spectral range for the PCA was set
from 180 to 550 cm−1. The components are put in perspective with the raw Raman spectra showing the
strongest film signature intensity (black). b. The score associated to the components.
On top of this an efficient separation a noise-free substrate component is obtained, showing fur-
ther undocumented ghost modes of LAO, which might not be visible under normal measurement
conditions.
Figure 7.6.a. represents Raman spectra of the depth measurement for thicknesses of 11pc, 7pc
and 3pc unit cells. Figure 7.6.b. in comparison shows the associated film components obtained
through the PCA. Our methodology, developed in this work, allows to consistently extract a clear
signature generated by the LNO film, even for thickness of 3pc unit cells (≈ 1.2 nm). A fitting of
these film components was performed with lorentzian line shapes. The fit of A1g and Eg modes
are shown in red and green, respectively. The associated position and HWHM are plotted with
respect to the film thickness in Figure 7.6.c.. The 9pc u.c. thickness presents an anomaly in the
HWHM.
Both modes show a steep increase in their position and width with an onset at a thickness of
approximately 10pc u.c. The position of the Eg mode, which could still partly be followed without
the PCA, shows an increase of approximately 10 cm−1 from 15pc to 3pc u.c.. Interestingly,
we observe a shift of the A1g mode towards higher rather than lower wavenumbers, therefore
countering the idea that similar octahedra vibration modes of the LNO film and the substrate
approach each other in the case of a fully strained ultrathin film.
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Figure 7.6 – a. Raman spectra of the depth measurement showcasing the highest film induced contri-
bution for thicknesses of 11pc, 7pc and 3pc unit cells. b. Identified film components associated to the
depth profiles. c. Position and HWHM of the A1g and Eg modes of LNO extracted from the fit of the film
component.
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7.5 Comparison with the Phonon confinement model
In order to understand the change in the spectral shape we compare the evolution of the peak
position of both A1g and Eg modes with the phonon confinement effects described in Chapter 4.1.
The phonon confinement model integrates the dispersion relation of a given mode over the en-
tirety of the first Brillouin zone. As a result, the knowledge of the full phonon branches is required.
These were calculated for LNO in the R3¯c space group by Dr. H. Zhao and Dr. J. I´n˜iguez at the
Luxembourg Institute of Science and Technology.
In LaNiO3, solely one parameter δ suffices to characterise the distortion away from the cubic to
the rhombohedral phase. It is assumed that the cubic unit cell is described by Rcubic = (a,b,c)
as shown in Figure 7.7.a.. The rhombohedral basis Rrhom = (a′,b′,c′) is written :
a′ = a · (δ ,1,1)cubic, (7.5.1)
b′ = a · (1,δ ,1)cubic, (7.5.2)
b′ = a · (1,1,δ )cubic, (7.5.3)















−δ 2−δ +2 . (7.5.6)
At this point it is possible to consider the distortion parameter δ to be negligible, thus simplify-













(1,1,−1)cubic and c* = 2pia (0,0,1)cubic. (7.5.9)
The normal and reciprocal representation can be seen in Figure 7.7.b.. In this basis the extraor-
dinary points of the first Brillouin zone are described as:
• Γ point:
– kΓ = (0,0,0)rhom
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Figure 7.7 – a. - Schematic representation of the rhombohedral R3¯c unit cell within the cubic Pm3¯m
unit cell. b. - Visualisation of the relation linking the real and the reciprocal space representation of the
rhombohedral R3¯c unit cell. c. - First Brillouin zone of the rhombohedral space group with the positions
extracted from Setyawan et al. [99] d. - Calculated phonon branches. The Raman active phonon modes
are displayed on this diagram.
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– kΓ = (0,0,0)cubic or (0.5,0.5,0.5)cubic
• L point: Equivalent to the eight vector wave vector star Λ points in the cubic unit cell.
– kL = (0,0.5,0)rhom
– kL = (0.25,−0.25,0.25)cubic or (0.75,0.25,0.75)cubic
• Z point: Equivalent to the eight vector wave vector star Λ points in the cubic unit cell.
– kZ = (0.5,0.5,0.5)rhom
– kZ = (0.25,0.25,0.25)cubic or (0.75,0.75,0.75)cubic
• F point: Equivalent to the M and X points.
– kF = (0.5,0.5,0)rhom
– kF = (0,0,0.5)cubic or (0.5,0.5,1)cubic
The points are displayed in the first Brillouin zone shown in Figure 7.7.c.. The phonon branches
along the lines interconnecting these points in the reciprocal space are shown in Figure 7.7.d..
On the same figure are displayed the Raman active modes.
The integration has been performed along three directions in the reciprocal space always starting
from Γ. The directions are: Γ to L, Γ to Z and finally Γ to F . The expected Raman lineshapes
for the A1g and Eg are shown in Figure 7.8.a. and b..
The phonon confinement calculations were performed to obtain a qualitative impression as to
when this effect could have an impact on the Raman signature of LNO film. The position and
width fo the A1g was approximated through the fit of a lorentzian lineshape. The variations follow
a similar trend as in the previously displayed experimental measurements but they suggest a
much earlier onset. Using a rough estimation Γ to L has the latest onset with roughly 12 nm,
while Γ to Z and Γ to F report 25 nm and 20 nm, respectively. This estimation corresponds
to the change of regime extrapolated through the intersection of the tangents of the trend. In
reality, because of the inability of the fitted lorentzian lineshape to properly capture the shape,
the onset is under-evaluated and starts at larger thicknesses as reported. the most extreme
value of 12 nm would correspond to a film thickness of 30pc unit cells. This is three times earlier
than then change in trend reported through our Raman spectroscopy investigation of ultrathin
LaNiO3. We therefore deduce that it is unlikely that the phonon confinement is the driving force
behind the observed spectral variations.
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Figure 7.8 – a. Computed spectra resulting from the phonon confinement of the A1g rotational mode
along the Γ to L, Γ to Z and finally Γ to F directions. b. Same as a. but for the Eg bending mode. c.
Evolution of the position and HWHM of the peaks presented in a. along the Γ to L and Γ to Z directions.
d. Evolution of the position and HWHM of the peaks presented in a. along the Γ to F direction.
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7.6 Comparison with ab-initio calculations of the film
Having established the experimental signature of the ultrathin film, and the unlikeliness to ex-
plain them by the phonon confinement model, we now consider a structural explanation through
simulations. A part of the calculations associated to the inter-lanthanum distance was shown in
Chapter 2.5.2 extracted from Fowlie et al. [53] and calculated by Dr. J. I´n˜iguez at the Luxembourg
Institute of Science and Technology.
Figure 7.9.a. visualises a direct measurement of the inter-Lanthanum distance along the c axis
normalised over the bulk LAO value extracted form the TEM measurements previously shown in
Figure 2.7.b.. The equivalent quantity extracted from the calculations are shown in Figure 7.9.b.,
which were obtained by running first-principles simulations in which finite LaNiO3 films of differ-
ent widths, and the LaAlO3 substrate, were treated explicitly. Both show strong similarities, in
particular a three region arrangement composed as follow: surface region, semi-relaxed film re-
gion and interface region. The calculated tilt angles of octahedra are shown in Figure 7.9.c.. The
reliability of the calculations is expressed through the similarities in the structural arrangements
between the measurement and the calculations.
These structural calculations lay the groundwork for the phonon A1g soft mode estimations.
The equilibrium solution is distorted by moving the oxygen atoms within the LaNiO3 film so
as to mimic anti-phase rotations of the O6 octahedra about the [111]pc axis, and compute the
harmonic energy variation. We thus obtain the energy curvature κsoft, and approximate the
mode frequency as ωsoft =
√
κsoft/mO, where mO is the mass of the oxygen atom. Note that
here we are assuming that the eigenvector of the soft tilting mode of the films, which feature
a large a−a−c−-type monoclinic distortion – can be approximated by the well-known symmetry-
determined tilting eigenmode of the cubic crystal; this seems a sensible approximation that would
be exact if we were dealing with the R3¯c phase of bulk LaNiO3. This approach allows us to avoid
explicit and very costly calculations of the dynamical matrix of the thin films.
The results, shown in Figure 7.9.d., are qualitatively close to our experimental Raman mea-
surements, displaying a similar hardening in the limit of very thin films. Indeed, the difference
in frequency between the thin and thick limits is about 15 cm−1 according to the first-principles
estimation, while 14 cm−1 where obtained experimentally.
Furthermore, the interpretation of the computed effect is as follows: For the thinnest films, the
energy variation is controlled by the LaNiO3 surface, which is relatively stiff against the O6 tilting
mode. Interestingly, this result is consistent with the known equilibrium structure of the film
surface, which features strongly suppressed tilts, as shown in Fowlie et al. [53]. Thus, our
results for ωsoft are physically sound and consistent with experimental observations, thus letting
us believe that the calculations provide the correct explanation for the mode hardening observed
in the thinner films.
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Figure 7.9 – a.Inter Lanthanum distances normalised over the Bulk LAO distances for the TEM images
shown in Figure 2.7. b. Same quantity as a. for the calculated structure. c. Octahedra tilt angles extracted
from the calculated structure. d. Calculated A1g frequencies from the calculated structures at different
thicknesses.
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7.7 Depth Measurement: Second treatment
The initial investigation of the dataset through the PCA (Section 7.7.2) was performed on a lim-
ited spectral range, to capture the least amount of signature generated by LAO. The argument,
at the time, was that parasitic substrate contributions within the film component hinder its accu-
rate interpretation. The calculation results (supported by TEM measurements) of the last section
ought to change this by suggesting the distortion of the interface layers of LAO as the film thick-
ness decreases. Similar to the film signal, the PCA performed on the whole spectral range was
treated to search for evidence supporting this claim.
Figure 7.10.a. shows the covariance of the first 20 components obtained from the PCA on a
range from 100 to 550 cm−1 (the depth profile measurement datasets were already introduced
in Section 7.7.2). This data in combination with the associated scores justified the considera-
tion of only the first three components. Figure 7.10.b. shows the scores with their respective
rescaling factors. As already suggested, their shapes are more complex in comparison with the
one presented in Section 7.4. Nevertheless, it is possible to qualitatively attribute one score
belonging to a component that describes the substrate (black) and two others describing the
film region (red and blue). The components associated to these scores are displayed in Fig-
ure 7.10.c., d. and e.. The inset reveals that Figure 7.10.c. corresponds accurately to the
substrate signature (comparable with the substrate component of Figure 7.5.a.). The magnified
insets in Figure 7.10.d. and e. reveal the film signatures (comparable with the film component
of Figure 7.5.a.). This justifies their appellation as first and second film component respectively.
Figure 7.10.a. emphasised that the two film components (except at 3pc u.c. film thickness)
possess the same covariance and therefore the same interpretation weight. Yet, we already
established in the previous PCA study (on the restricted range) that one component suffices to
express the signal generated by the film in the range from 180 to 550 cm−1 (Section 7.4). It is
therefore very likely that the shapes of the LNO A1g and Eg modes, located respectively at 215
and 415 cm−1, are identical in both components.
These two film components also show feature attributed to the substrate. This indicates that
an alteration of the substrate signature is expressed at the interface through the two film com-
ponents. In the next subsection an investigation of the LNO part of the components will be
performed and compared to the results obtained in Section 7.4. Once it is established that the
present PCA study does not alter the initial results for LNO a more profound investigation of the
substrate contributions will be performed.
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Figure 7.10 – a. Covariance of the first 20 components of each provided sample of LNO on LAO epi-
taxially grown along the [001]pc orientation. b. Score of the first three components of LNO on LAO for a
sample thickness of 7pc u.c. c. Substrate component for LNO on LAO for a sample thickness of 7pc u.c. d.
First sample component e. Second sample component f. Fit of the first sample component with positive
and negative lorentzian peaks.
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7.7.1 Investigation of the LNO contribution
In order to trace the LNO contribution in the present film components, it has to be fitted in its
entirety. This includes the visible modes of both LNO and LAO. While they represent a lim-
ited amount of peaks, the arbitrary sign of the amplitudes challenges the fit and therefore the
interpretation. The fitting methods, described in Chapter 6.2, were utilised to fit the two film
components. An example of such a fit can be seen in Figure 7.10.f.. The most rational approach
at this point corresponds to fit only peak that were already known in the previous LNO and LAO
investigations. This is particularly important as a less broad negative lorentzian line shape on
top of a broader positive lineshape gives the appearance of two distinct positive lorentzians. This
can lead to misinterpretations of the signature. Such an example can be seen on the A1g mode
at 205 cm−1 in the third component seen in Figure 7.10.e..
The correct fit allows to subtract the lineshapes of the substrates modes (positive or negative)
and retrieve the signal of the ultrathin LNO film. The processed signals can be seen in Fig-
ure 7.11.a. and b. for the first and second film component respectively. For latter, we have to
acknowledge that its LNO contribution is much weaker and its interpretation could be prone to
errors. The position and HWHM evolution with the thickness of the LNO A1g and Eg modes are
displayed in Figure 7.11.c. through f.. Similar to the previous PCA investigation the trends were
fitted with exponential decay functions. The first observation is that the retrieved values from the
first and second film components match within the fit error. This is important as it qualitatively
states that no major variation of the LNO signature is observed in-between the film components.
Furthermore the trends with thickness show an steep increase in their width and position an
onset at approximately 10pc u.c. This is in agreement with the previous PCA investigation per-
formed in Section 7.7.2, including the anomaly in the width of the 9pc u.c. thick sample. The
same anomaly can be observed in the previous study. The position of the Eg mode, which could
still partly be followed without the PCA, shows an increase of approximately 10 cm−1 from 15pc
to 3pc u.c.
Having established that the results on LNO stay unchanged regarding the previous interpreta-
tions, we now investigate the contributions of the LAO substrate in these components. This will
be done in the next subsection.
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Figure 7.11 – a. Corrected film component of LNO on LAO epitaxially grown along the [001]pc orientation
with all substrate modes subtracted and normalised. b. Corrected second film component of LNO on LAO
epitaxially grown along the [001]pc orientation with all substrate modes subtracted and normalised. c. &
e. Position and HWHM of the A1g mode extracted through the fit prior to the correction. d. & f. Position
and HWHM of the Eg mode extracted through the fit prior to the correction.
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7.7.2 Investigation of the LAO contribution
The results from both the ab initio calculations and the TEM measurements indicate that the last
unit cells of the LAO substrate are affected by the epitaxial strain induced from the thin film. Such
an effect should induce a change in the lattice parameters of the affected unit cells and therefore
alter its Raman signature. LAO crystallises in the same space group as LNO, namely R3¯c with
the same occupied Wyckoff positions. As a result it presents the same vibration patterns. The
identified modes can be assigned as shown in Figure 7.12.a. according to an investigation by
Abrashev et al. [95].
To have a better a priori knowledge on what information the PCA could provide, an initial study
of the virgin LAO substrate was performed (no film deposited). The same approach, namely a
depth profile measurement followed by a PCA investigation, was utilised. This led to two distinct
PCA components, which can be see with their associated scores in Figure 7.12. Fitting these
reveals that both LAO Eg modes, located at 152 and 487 cm−1, are found at the same position
in both components. On the other hand the LAO A1g mode, located at 124.9 cm−1 in the first
components is shifted to 126.7 cm−1 in the second component. As this mode is related to
the tilt vibration of the oxygen octahedra along the [111]pc orientation it is directly linked to the
rhombohedral order parameter (similar to LNO as explained in Section 7.1). A shift of this peak
towards higher wavenumbers would therefore indicate an increase of the inter-octahedral tilt
angle of LAO within the surface layer. Using the formulation of Illiev et al. [97] of 23.5 cm−1/deg
would correspond to a change in the tilt angle of ≈0.07◦. In summary, the Raman depth profile
spectroscopy aided by PCA is able to measure tilt variations at the surface of LAO. This comforts
us that the PCA, on the depth profiles of ultrathin LNO films epitaxially deposited on LAO, should
be able to capture and identify the minor variations of the substrate at the interface.
The first component resulting from PCAs performed on the entire spectral range of the depth
profile measurements (100 to 600 cm−1) of all ultrathin LNO films deposited on LAO are pre-
a. b. c.
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Figure 7.12 – a. First component of the PCA performed of a depth profile measurement of a virgin LAO
substrate. b. Second component. c. Score associated to the first and second component.
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Figure 7.13 – a. Mode assignment of the substrate components extracted through a PCA from the
depth measurements performed on ultrathin films of LNO epitaxially deposited on LAO along the [001]pc
orientation. b. First film component of the same samples. c. Second film component of the same
samples. d. Position of the A1g mode of LAO extracted from b. and c. e. Same for the Eg La displacement
mode. f. Same for the Eg distortion mode.
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sented in Figure 7.13.a.. An important point is the observation of a very strong similarity with
the first component signature obtained from virgin substrate (Figure 7.12.a.), thus suggesting
the absence of a parasitic LNO signature. Furthermore, all these signatures are equivalent,
meaning that no variation of the substrate is contained within the first component. The second
and third component (except for 3pc u.c. thick LNO, which has no second film component) are
shown in Figure 7.13.b. and Figure 7.13.c., respectively. In both cases the substrate modes are
marked by arrows. Interestingly, the second film component for 15pc u.c. shows no signature for
the Eg mode usually found at 487 cm−1.
The fits of these components are the same as the ones presented in Section 7.7.1 for the de-
termination of the LNO film modes behaviours. Here, the focus of the investigations was simply
shifted towards the substrate modes. Their respective positions are shown in Figure 7.12.d.
through f.. Similarly to what was obtained in the bulk measurements, the two identified Eg seem
to barely shift. On the other hand, the peak located at the position of the A1g tilt mode shifts
from 124.8 in the bulk to 118.7 cm−1 at 4pc u.c. Using the formulation of Illiev et al. [97] of
23.5 cm−1/deg would correspond to a change in the tilt angle of ≈-0.25◦.
The interpretation of these variations have to be done in a cautious manner. The first point being
that the fit of the A1g mode in the first and second film component has proven to be difficult and
could therefore contain errors. The second part is that, in contrary to LNO, the contribution of
the LAO A1g mode is not located at the same position in these components. Therefore it is rather
complicated to guess how these behave when considered together. It is also not clear if the
formulation introduced by Illiev is accurate in the limit of epitaxial systems. The only certainty
that can be gained of this investigation is that the tilt angle of the LAO substrate is altered
at the interface with LNO, which is consistent with the TEM measurements and the ab initio
calculations.
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7.8 Conclusion and perspectives for LNO on LAO
In the present investigation the structure of ultrathin LaNiO3 (LNO) films epitaxially deposited on
LaAlO3 (LAO) was investigated using Raman depth profile measurements analysed through the
Principal Component Analysis (PCA). No symmetry break was observed in the Raman signature
down to film thicknesses of 3pc u.c., thus, suggesting that the insulating behaviour is triggered by
another mechanism. TEM measurements in tandem with ab-initio calculations concluded that
in the ultrathin regime the effects induced by the LNO surface cannot be neglected anymore.
By tracing the inter lattice distance and octahedral tilt arrangement it was possible to distinguish
three distinct regions of the LNO sample structure:
• A clearly distinct but thickness invariant crystallographic arrangement at the surface of
about 2pc unit cells.
• Another region that scales linearly with the thickness showing the anticipated arrangement
from epitaxially strained LNO on LAO. This region is inexistent when the sample is too thin
as it requires a critical stabilisation thickness.
• The last layer consisting of an epitaxially distorted structure of 2-4pc u.c.. Similar to the
surface layer, the size of this distortion seems to be thickness independent, unless the
sample becomes too thin to accommodate both the epitaxial and the surface layer in which
case the latter seems to take the upper hand.
The structural simulations were then used to calculate the behaviour of phonons. Their evolution
with the thickness showcased a similar trend to the experiment, namely an upwards shift of the
mode frequencies. The critical value that was obtained at 10pc u.c. corresponds to the measured
critical value at which the films start to present a decrease in its conductivity.
Furthermore, this investigation allowed to measure the dynamical fingerprint of an ultrathin film
deposited onto a substrate, which, to the best of our knowledge, has never been achieved be-
fore. Even for the thinest film, at 3pc u.c. (1.2 nm), no breakdown of the Raman signature was
observed, thus, suggesting that the oxygen octahedra vibration of epitaxially deposited film do
not vanish. It also seems from the results obtained in this chapter, that the phonon confinement
is not observed within the investigated epitaxial systems. The findings of this chapter thus open
the venue to investigate even ultrathin films of oxides.
Within the last section, the signal of the substrate at the interface was investigated. Signature
shifts were present but rather complicated to interpret at the time. We consider that this inves-
tigation could be pushed further. It also suggests that Raman spectroscopy has the potential
to investigate the interface behaviour of distinct compounds and could therefore be used more
extensively in the study of perovskite heterostructures.
107
Chapter 8
Neodymium Nickel Oxide NdNiO3
(NNO)
8.1 Motivation
NdNiO3 (NNO) was introduced in Chapter 2.6. Within the present section we recall some notions
that motivate this investigation. In the bulk, NNO possesses a metal to insulator transition (MIT)
at 200 K, which is simultaneously accompanied by a Ne´el transition. It is known that the MIT
is accompanied by a structural transition from orthorhombic Pbnm in the conducting phase to
monoclinic P21/n in the insulating phase. The detailed mechanism is described for the whole
nickelate family in chapter 2. One of the motivations to investigate NdNiO3 is its close proximity
to a region of interest of the phase diagram where the MIT and Ne´el transition (NT) temperature
dissociate. In this context the compound has been epitaxially deposited on a wide ranges of
substrates to alter the transition temperatures and potentially discover novel behaviours. All
but one configuration have been found to decrease the transition temperature. One exception
reported: the MIT temperature of NdNiO3 epitaxially deposited on [111]pc oriented NdGaO3
(further referenced to as NGO) increases from 200 K to 330 K [55] and dissociates from the
Ne´el transition temperature. Both critical temperatures were determined through resistivity and
resonant X-Ray reflectivity measurements. The question that persists is how the structure of
NNO is modified in this configuration: is the transition behaviour comparable to either of its
nickelate counterparts or is a novel mechanism at work.
In this chapter we aim at addressing this question. A first part will introduce the NNO structure
with the associated Raman signature. This will be followed by a depth profile measurement
investigation at ambient temperature accompanied by the Non-Negative Matrix Factorisation
(NMF) to dissociate the NNO film from the NGO substrate signature. This will then allow us to
perform a detailed temperature dependant investigation. An empiric comparison with published
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data on SmNiO3 will be performed with the aim to determine if the present sample uses a similar
mechanism and can therefore be compare to other nickelate, and thus can be placed in the
same single-parameter phase diagram as the other nickelates.
8.2 Raman signature of NNO
This section will provide a description of the Raman activity of the two crystalline phases of NNO,
namely Pbnm and monoclinic P21/n [100]. A schematic representation of the crystal structures
can be seen in Figure 8.1.a.. It has been shown in former studies that Raman spectroscopy
clearly distinguishes between these structural phases [56, 101], thus making it an ideal tool to
study the structural transition in nickelates. The characteristics are the following:
Metallic NNO in the Pbnm space group: The octahedral tilt pattern expressed in the Glazer
notation is a−a−b+. The resulting unit cell parameters are shown in Table 8.1 [102]. Such an
arrangement gives rise to 60 normal modes, 24 of which are Raman active:
ΓPbnmRaman = 7A1g+7B1g+5B2g+5B3g. (8.2.1)
Note that switching from the Pnma to the Pbnm phase, which are equivalent through a circular
permutation of the axes leads to a rearrangement of the B1g, B2g and B3g modes. The Raman
tensors associated to Raman active modes in the Pbnm phase are [103]:
Ag =




0 d 0d 0 0
0 0 0
 ,B2g =
0 0 e0 0 0
e 0 0
 ,B3g =
0 0 00 0 f
0 f 0
 (8.2.3)
Insulating NNO in the P21/n space group: This phase is the result of a differentiation of the
initially symmetry equivalent oxygen octahedra into two different variants. This change induces
a loss of two out of the three mirror plane symmetries present in Pbnm. The resulting unit cell
parameters are shown in Table 8.1 [102]. Such an arrangement gives rise to 60 normal modes
of whom 24 modes are Raman active:
ΓP21/nRaman = 12Ag+12Bg. (8.2.4)
The Raman tensors associated to Raman active modes in the P21/n phase are [104]:
Ag =
a 0 d0 b 0
d 0 c
 ,Bg =
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Figure 8.1 – a. Representation of the changes between Pbnm and P21/n as the charge dispropornation
induces two sets of non equivalent octahedra. b. Temperature series of NNO deposited on LAO marking
the phase transition at 160 K. Reproduced from Girardot et al. [56]
NNO in the Pbmn phase (at 290 K)
a = 5.38712(2), b = 5.38267(2), c = 7.60940(3) A˚
Atom Wyckoff Position Representative Experimental Values (A˚)
Nd 4c (x,y,1/4) (0.9958(2),0.0350(1), 1/4)
Ni 4b (1/2,0,0) (1/2, 0, 0)
O1 4c (x,y,1/4) (0.0692(9), 0.4896(9), 1/4)
O2 8d (x,y,z) (0.7165(9), 0.2870(9), 0.0394(9))
NNO in the P21/c phase (at 50 K)
a = 5.37783(5), b = 5.38846(4), c = 7.60511(6) A˚, β = 90.061(1)◦
Atom Wyckoff Position Representative Experimental Values (A˚)
Nd 4c (x,y,z) (0.99321(1), 0.03910(7), 0.2495(3))
Ni1 2d (1/2,0,0) (1/2, 0, 0)
Ni2 2c (1/2,0,1/2) (1/2, 0, 1/2)
O1 4e (x,y,z) (0.0752(17), 0.4866(9),0.2521(29))
O2a 4e (x,y,z) (0.7143(29), 0.2762(29), 0.0267(16))
O2b 4e (x,y,z) (0.2187(26), 0.2036(29), 0.9470(17))
Table 8.1 – Tables listing the unit cell parameters and Wyckoff positions of the atoms for the Pbnm and
P21/n phase of NNO (Extracted from Garcia-Mun˜oz et al.[102]).
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Most of the 24 modes show variations of their frequency and vibration patterns across the MIT
transition. In 2001 Zaghrioui et al. [104] published an extensive investigation of the Raman mode
peak around the MIT of NNO. All reference of the mode will be given by their initial frequency
observed at the lowest measured temperature:
• The modes at 150, 200, 250, 400, 490 cm−1 show little variations across the transition.
The variation of the peak positions follow approcimately the temperature driven unit cell
expansion.
• The behaviour of the modes at 300 and 315 cm−1 is discussed in the litterature. Zaghrioui
et al. [104] argued with a splitting of a degenerate Raman mode, yet the data published
by Girardot et al. [56] in Figure 8.1.b. does not suggest a split per se. Besides, the
Raman modes in Pbnm are not degenerate and cannot split strictly speaking. Further
investigations are necessary to understand the variations in this region.
• The modes at 490 and 625 showcase an abrupt shift in the position across the transition.
• The modes at 60 and 460 cm−1 vanish as NNO enters the metallic phase.
The detailed investigation of thin NNO films deposited epitaxially on LaAlO3 along [001]pc by
Girardot et al. [56] reveals similar signature changes at the transition. The extracted spectra
between 90 and 290 K are displayed in Figure 8.1.b.. The signature for orthorhombic Pbnm and
monoclinic P21/n configurations are the ones above and below 160 K respectively.
In summary, three distinct regions can be perceived as interesting for Raman spectra of NNO.
The first one is situated in the vicinity of 250 cm−1 closely followed by the second one around
300 cm−1. Both present the least amount of Raman modes, thus, rendering them more ac-
cessible for the following interpretation. The third region, located between 400 and 500 cm−1
contains the majority of the spectral signatures. Unfortunately, the amount of closely packed
Raman mode does not guarantee a stable fitting nor identification, let alone understanding of
their behaviour.
8.3 Identifying the modes of NNO
The strong variations in the signature through the MIT of NNO led us to believe that a clearer
assignment of the phonon and their vibration patterns is required. To this effect Dr. H. Zhao
and Dr. J. I`n˜iguez performed first principal calculation of the structure and phonons by using
the VASP code [105, 106], based on the projected augmented wave (PAW) method [107]. This
included the employment of generalised gradient approximation (PBEsol functional) [108] with a
effective Hubbard U correction [109] of 2.0 eV for Ni. The following electrons were included to
solve the structure: the Nd 5s2 5p6 5d1 6s2, the Ni 3p6 3d9 4s1 and the O 2s2 2p4 electrons. The
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4 f electrons of the Nd atom were frozen as core electrons during the simulations. The electronic
wave functions is presented in a plane wave basis, with an energy cut off at 500 eV. During the
simulations, a 20-atom cell is considered represented as a
√
2 · √2 · 2 multiple of the 5-atom
perovskite unit cell, with a 6 · 6 · 4 k-point mesh grid for the reciprocal space integrals. The full
structural relaxations is carried out with a force convergence criteria of 0.005 eV/A˚. It is after the
structural calculations that the zone-centre (Γ) phonons are computed through finite differences.
It was found that the calculated Raman active modes above 170 cm−1 expresses vibrations in-
volving only the oxygen octahedra. This is why the representation of the vibration patterns in
Figure 8.2 does not include vibrations linked to the Nd atoms. The modes involving solely the
oxygen octahedra for NdNiO3 in the Pbnm metallic paramagnetic (top) and P21/n antiferromag-
netic insulating phase (bottom) are shown in Figure 8.2. Similar modes in both phases were
referenced with the same letter to allow for an easier identification. These are also identified in
Table 8.2.










180 cm−1 200 cm−1
b In phase rotation
[110]pc
([100]orth)
196 cm−1 223 cm−1
c In phase rotation
[001]pc
([001]orth)
215 cm−1 228 cm−1








f Octahedral breathing mode - 600 cm−1 281 cm−1
Table 8.2 – Table summarising the calculated octahedral modes of interest in the Pbnm and P21/n phases
of NNO.
A very surprising observation within this phase transition is the shift of the octahedral breathing
mode by over 300 cm−1. It is observed in Figure 8.2, that despite the symmetry lowering from
Pbnm to P21/n, the vibration mode characters are essentially preserved. This investigation also
justifies why no reference to the terminology of mode splitting between the metallic and the
insulating regime is used. We simply observe the disappearance of some phonon vibrations and
the appearance of others. A particular effort was done to identify modes involving rotation of the
oxygen octahedra (tilt modes).
The phonons of most interest in the current investigation, located at 252 and 307 cm−1 in the
metallic phase have been, with the help of the presented calculations, identified as two rotational
modes of the oxygen octahedra.
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Ag (259 cm   )-1 Bg (372 cm   )-1
Bg (417 cm   )-1
Ag (345 cm   )
Ag (457 cm   )-1Bg (439 cm   )-1Ag (436 cm   )-1
Bg (333 cm   )-1 -1Ag (317 cm   )-1Bg (200 cm   )-1
-1Ag (449 cm   ) Bg (459 cm   )-1 -1Bg (494 cm   )Ag (421 cm   )-1





Bg (407cm   )-1
B1g (179 cm   )-1 Ag (307cm   )-1
Ag (437 cm   )-1 Ag (475 cm   )-1 B3g (475 cm   )-1
B3g (425 cm   )
B3g (600 cm   )-1B2g (568 cm   )-1B2g (484 cm   )-1
B2g (402 cm   )-1B2g (356 cm   )-1B2g (196 cm   )-1
-1B1g (523 cm   )B1g (480cm   )-1




Calculated vibration modes of the Pbnm phase of NdNiO3 involving solely oxygen motions







Figure 8.2 – Calculated vibrations modes of the oxygen octahedra for NdNiO3 in the Pbnm metallic
paramagnetic (top) and P21/n antiferromagnetic insulating phase (bottom). Modes with strong similarities
related to the rotation or breathing of the oxygen octahedra have been marked with similar letters.
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8.4 Raman signature of NGO [111]pc
Neodymium gallate (NdGaO3 or NGO) is the perovskite used as a substrate in the present
investigation. Like NNO, it crystallises into the Pbnm space group at room temperature. As the
same Wyckoff positions are occupied, the same number of 24 Raman active vibration modes
are obtained. These are located at different vibrational energies than for NNO. The modes of
NGO measured through Raman spectroscopy along the [111]pc orientation, in the spectral range
explored within the current investigation are displayed in Figure 8.3. The mode assignment has
been done based on the work of Suda et al. [110]. The Ag tilt mode located at 336 cm−1 has
a vibrational pattern equivalent to the NNO mode at 307 cm−1 in the Pbnm phase. It would,
therefore be interesting to follow the behaviour of these equivalent modes.
The complexity of this spectrum in addition to the signature of NNO displayed in Figure 8.1
renders this investigation challenging. Fortunately, no phase transition has been reported in
NGO within the temperature range explored within the present investigation [111]. This means
that only the thermal expansion of the unit cell volume should be observed within the variations
of the Raman signature with the temperature.


















Figure 8.3 – Spectra of NGO measured through Raman spectroscopy along the [111]pc orientation. Mode
assignment according to Suda et al. [110]. Identification of a tilt mode at 336 cm−1 and an in phase
stretching mode at 471 cm−1.
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8.5 Investigating Raman depth profiles by NMF
The Raman signature of thin NNO films epitaxially deposited on [111]pc oriented NGO is ex-
pected to be very complex. This can be guessed through the superposition of the individual
signatures of NNO and NGO, resulting in a strong overlap of their features. In fact, only one
mode of NNO, located at 250 cm−1, is found to not overlap. Therefore, the clear separation of
the modes belonging to the NNO film from the modes belonging to the NGO substrate is a real
challenge.
We therefore propose to use a depth profile measurement analysed through the Non Negative
Matrix Factorisation (NMF) method introduced in Chapter 6.3.4. The contour map representation
of the depth profile acquisition used within this investigation is shown in Figure 8.4. Using the
NMF with an initial set of three randomly generated components led to the fitted result presented
in Figure 8.4.b. with the associated scores in c.. In this case, the NMF performed an accurate
separation of the film and substrate components, as can be seen by the absence of any features
of the substrate within the sample component (the inverse statement being also true). The
necessity of allowing two components to fully describe the NGO contribution with the depth
constitutes an interesting artefact. The sole difference between the two signatures concerns two
Ag modes located respectively at 336 and 471 cm−1 previously identified in Figure 8.3. The
associated scores suggest a suppression of these modes at the interface with NNO, which could
also be linked to the extraordinary increase of the MIT temperature of NNO, which motivated this
work (Section 8.1).
The Raman depth profile acquisition was performed at ambient temperature (≈295 K), meaning
that, according to the work performed by Catalano et al. [55], the film should be in its insulating
phase. The fit of the sample component can be visualised in Figure 8.5. It captures some
features that were not observed by Zaghrioui et al. [104]. According to their work a strong
signature change should be observed in the vicinity of 300 cm−1 as we transit from the metallic
to the insulating state. This is observed in the computed film component but seems to be more
complex than reported in the literature. The single mode of the metallic phase is replaced by
three distinct Raman modes. The presence of the third contribution is justified by the inability to
fit the component accurately with only two lorentzians. Another essential peak is clearly visible
at 250 cm−1. It is accompanied by neighbouring mode located at 240 cm−1, which can barely
be seen in the investigation by Zaghrioui et al. [104] and is not mentioned at all by Girardot et
al. [56].
Unfortunately, it is impossible for us to perform depth profiles measurements while the sample is
located inside the cryostat, as the associated optics do not provide a sufficiently high numerical
aperture. This is why the present investigation relies on the identification of the Raman modes
of NNO deposited on NGO along the [111]pc orientation at the room temperature. This lays
the ground work for the following temperature investigation by allowing to fit the temperature
dependant spectra in the most accurate manner.
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Figure 8.4 – a. Depth profile intensity map of NNO deposited epitaxially on NGO along the [111]pc
orientation. Many modes are visible in this configuration already. b. NMF components for three allowed
computation vectors on the depth measurement shown in a.. c. Associated component scores.
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Figure 8.5 – Fit of the previously introduced NNO film components obtained through the NMF analysis of
the Raman depth profile measurement shown in Figure 8.4.
8.6 NNO: Raman Temperature investigation
8.6.1 Acquisition
All temperature measurements were performed with the Renishaw InVia Raman spectrometer
described in Chapter 3.4 with a monochromatic laser radiation of 633 nm, a grating of 2400 cm−1
and a 50x magnifying long working distance objective at a power of 0.9 mW (10% filter). A
Linkam cryostat stage cooled through liquid Nitrogen was used for temperatures down to 90 K,
while a liquid helium cooled cryostat from oxford instruments allowed temperatures as low as
5 K. The measurement was performed in a classical backscattering geometry along the [111]pc
pseudo-cubic, corresponding to the [101]ortho orthogonal, crystallographic axis. The measure-
ments were taken with a 10 K interval without changing the orientation of the sample. The
acquisition was of 30 x 60 s per temperature. A cascade representation of the obtained raw
Raman dataset is shown in Figure 8.1.a.
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Raman Spectra NNO/NGO along (111)
Figure 8.6 – Data obtained from a Raman temperature series from 90 to 390 K of NNO epitaxially de-
posited on NGO along the [111]pc orientation.
8.6.2 Fit of the temperature series
All temperature dependent acquisitions were fitted using the software presented in Chapter 6.5,
developed during the PhD, allowing the direct visualisation of all parameters. The baseline was
limited to a constant offset. The rest of the signature required 30 distinct lorentzian lineshapes,
resulting in a total of 30 ·3+1= 91 distinct parameters. In order to increase the reliability of the
fit, some parameters were constrained to physically reasonable behaviours. In particular, given
that the substrate does not undergo any anomaly or phase transition, its peaks were constrained
to follow a linear temperature evolution, both in their position and width. The initial positions of
NNO were taken from the initial depth investigation at room temperature in section 8.5. The fits
can be seen in Figure 8.7.
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Figure 8.7 – Fit example of a spectra from NNO deposited epitaxially along the [111]pc orientation of
NGO at 100, 200, 300 K. The blue lineshapes represent identified sample modes, while the black one
correspond to substrate contributions.
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8.6.3 Description of the Temperature evolution
Figure 8.8.b. showcases the modes that were followed in the present investigation of NNO on
NGO along the [111]pc direction. A brief identification of the modes relates them to the already
published modes by Zaghrioui et al. [104] in Figure 8.8.a.. A case by case comparison is drawn
in the following part:
• Mode (a) at 218 cm−1 (at 5 K): This corresponds to an in-phase rotational vibration of the
oxygen octahedra along the [001]pc ([001]orth) direction. This mode has been particularly
complicated to identify due to its proximity to the the strong substrate peaks. The NMF
allowed to assure its presence and comprehensive fitting determined its evolution. It fol-
lows the same type of variation change around the transition as reported by Zaghrioui et
al. [104].
• Mode (b) at 258 cm−1 (at 5 K): This corresponds to an in phase rotational vibration of
the oxygen octahedra along the [110]pc ([100]orth) direction. This mode has been shown
to undergo a drastic change in position as the metal to insulator transition occurs both by
Zaghrioui et al. [104] and Girardot et al. in 2008 [56]. The present case shows the same
characteristic but for the width of the variation.
• Mode (d) at 305 cm−1 (at 5 K): This corresponds to an in anti-phase rotational vibration
of the oxygen octahedra along the [111]pc ([101]orth) direction. The study performed by
Zaghrioui et al. [104], with a rather low statistic, already reported the splitting of this mode
as the structure goes from Pbnm to P21/n. This was interpreted as the differentiation of the
oxygen octahedra inducing two distinct modes in the monoclinic P21/n phase. The data
acquired by Girardot et al. in 2008 [56] related to NNO deposited on LaAlO3 also reported
the apparition of two new bands at 300 and 330 cm−1 when reaching the monoclinic P21/n
phase.
Similarly to these measurements, the present investigation shows variations in the rota-
tional mode accompanied by the appearance of another signature around 290 cm−1. With
the help of the calculations (Section 8.3) we could establish, that the mode appearing
next to the rotational mode is an octahedral breathing mode. It was calculated the same
vibration mode should be found around 600 cm−1 in the Pbnm phase.
In summary, the identified modes of NNO emphasising, that the transition is indeed between the
two phases of NNO, namely Pbnm and P21/n. A correction of the interpretation of the behaviour
around 300 cm−1 is necessary in respect to the literature.
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NNO by Zaghiroui et al. NNO on NGO [111] pseudo cubic
Figure 8.8 – a. Data reproduced from Zaghrioui et al. [104] showing the variation of NNO Raman peaks
through the meta to insulator transition. b. Position from the fit of NNO deposited along the [111]pc
direction of NGO (Figure 8.1.b.)
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8.7 SmNiO3 across the MIT
In the NNO films deposited on NGO along the [111]pc orientation are placed into the phase
diagram, as proposed by Catalano et al. [55], they end up in close proximity with SmNiO3 (SNO).
In the following, we want to evaluate whether this proximity holds also up from a structural point
of view. This consists in comparing their Raman signature changes across the MIT transition.
Prior to this, a brief introduction of SNO and its Raman signature is necessary.
SmNiO3 (SNO) is the first nickelate compound of the series where the MIT and Ne´el transitions
occur at distinct temperatures. It undergoes the same structural transition from Pbnm in the
metallic to P21/n in the insulating phase as the other nickelates. This results in 24 Raman
active modes, as introduced for NNO. The Raman spectra of SNO on LAO extracted from an
investigation by Girardot et al. [56] is presented in Figure 8.9.a.. To ensure a certain consistency
between the data treatments, the raw data was refitted (like in section 8.6.2). The obtained peak
positions are shown in Figure 8.9.b..
The improved fitting allows to explore a region above 400 cm−1 which is much richer in Ra-
man modes than previously reported. The region below 350 cm−1 shows similarities with the
trends reported by the literature. The three modes, involving the tilting or breathing of the oxy-
gen octahedra are well defined, allowing us to compare them with the one of NNO (previously
investigated in Section 8.2):
• The mode located in the vicinity of 270 cm−1 (97 K) corresponds to the rotational mode
equivalent to the mode 250 cm−1 of NNO.
• The mode located in the vicinity of 320 cm−1 (97 K) corresponds to the breathing mode
equivalent to the mode 295 cm−1 of NNO.
• The mode located in the vicinity of 340 cm−1 (97 K) corresponds to the stretching mode
equivalent to the mode 307 cm−1 of NNO.
All of the modes of SNO seem shifted towards higher wavenumber compared to their counter-
parts in NNO. Having identified these modes and the counterparts in NNO it is now possible to
do a comparison study of their evolution through the MIT. The next section will treat the octahe-
dra rotation modes of NNO on LAO, NNO on NGO followed by SNO on LAO. This will then be
followed by an investigation of the breathing and stretching modes.
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Figure 8.9 – a. Raman spectra of SNO on LAO extracted from the work of Girardot et. al. for a
temperature range from 93 to 423 K [56]. b. Fit result for the data displayed in a.. c. Modes assigned to
the region below 350 cm−1.
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8.8 Comparing NNO and SNO
In order to confirm the position of NNO on NGO[111] in the phase diagram we will compare its
signature to the nearest neighbours, namely SNO and NNO on LAO. The three modes of NNO
that will be compared have been identified for SNO in the previous section (Figure 8.9.c.).
The evolution of the tilt modes is displayed in Figure 8.10.a. through c. for NNO on LAO [56],
NNO on NGO and SNO on LAO [56], respectively. All three cases show a characteristic be-
haviour in the region of the MIT, namely an upwards shift of the frequency. The magnitude of the
shift seems to be different depending on the compound. It is 4 cm−1 for NNO on LAO, 7 cm−1 for
NNO on NGO[111] and 10 cm−1 for SNO on LAO. The abruptness of the change seems to also
vary from sample to sample. While NNO and SNO on LAO seem to have a very abrupt transition








Figure 8.10 – a. - c. Evolution of the tilt mode is displayed for NNO on LAO [56], NNO on NGO and
SNO on LAO [56] respectively. d. - f. Evolution of the oxygen breathing and distortion modes for NNO on
LAO [56], NNO on NGO and SNO on LAO [56] respectively.
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Furthermore, Figure 8.10.a. through c. report the disappearance of the octahedral breathing
mode of the P21/n phase as the compounds enter the metallic Pbnm phase. This could be the
most striking observation allowing to identify the transition from P21/n to Pbnm. Within the same
figures, the evolution of the mode associated to a tilting of the oxygen octahedra along the [111]pc
is presented. Little resemblance between the NNO deposited on NGO and NNO deposited on
LAO can be drawn. On the other hand, a very strong resemblance of the signature can seen
between NNO on NGO and SNO on LAO.
8.9 Conclusion on NNO on NGO
The previous report of NNO thin films epitaxially deposited along the [111]pc of NGO performed
by Catalano et al. [55], investigated the resistive and magnetic behaviour to pinpoint the respec-
tive MIT and Ne´el transition temperatures. The increased MIT temperature now located at 330 K
was argued to be close to the transition of SmNiO3 at 380 K, thus justifying their close proxim-
ity in the updated phase diagram. It was, within the same work, suggested that in the present
arrangement, NNO should adopt structural characteristics similar to SNO. Unfortunately, at the
time, no structural investigation was proposed to strengthen this claim.
In the present chapter have added the necessary structural analysis of the sample using Raman
spectroscopy under temperature. This included a depth profile measurement at ambient tem-
perature combined with a Non-Negative Matrix Analysis (NMF) to distinguish the contributions
from the NNO film from the ones of the NGO substrate. A calculation of the modes in both the
metallic Pbnm and insulating P21/n phases allowed a clear identification of the Raman features
of NNO across the MIT. Another, already published, dataset of SNO on LAO was refitted and
compared with the investigated sample across the MIT transition. Very strong similarities were
observed, thus suggesting that the structures are comparable.
This structural investigation further justifies the position in the phase diagram attributed to NNO
thin films epitaxially deposited along the [111]pc of NGO. Using the solid solution investigation
introduced in Chapter 2.6.1 it is possible to draw a tendency lines for the MIT transition tempera-
ture depending on these two parameters. It is then possible to place NNO on LAO [56], NNO on
NGO along the [111]pc and SNO on LAO [56] with the obtained and verified MIT temperatures.
The result is shown in Figure 8.11.
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Figure 8.11 – Phase diagram of the nickelates between SmNiO3 and NdNiO3 with the added transition
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Summary
In this work, we have presented results on the structural properties of ultrathin rare-earth nick-
elate films by Raman Spectroscopy. Our results contribute to the general development of the
advanced experimental methods needed to investigate size and interface effects in functional
oxides, which are increasingly relevant, both for their fundamental understanding and their ap-
plication potential.
The extremely small size of the films were an experimental challenge, and has required the
development of specific measurement and analysis strategies. This included the creation of
a multidimensional dataset through depth profile acquisitions, in combination with multivariate
analysis tools that were employed to extract the signature of the film (Chapter 6). Different anal-
ysis strategies had to be used in both selected cases, in order to adapt to the specificities of the
samples. This ultimately gave access to the signature of ultrathin films down to 3pc u.c. in LNO
(Chapter 7) as well as the temperature dependence of the Raman modes in NNO(Chapter 8).
For the LNO films deposited along the [001]pc orientation of LAO, Raman depth profile mea-
surements in combination with a Principal Component Analysis (PCA) was able to dissociate the
signals from the film and the substrate (Chapter 7). The evolution of the LNO peaks does not
suggest any phase transition, thus, suggesting that a mechanisms unrelated to the MIT of other
nickelates is triggering the insulating state. This was further validated by ab initio calculations
and TEM imaging. All acquired data point towards the following: as LNO becomes very thin, the
surface layer (≈ 2pc u.c.), which is the most rigid part of the structure, imposes its structural and
insulating characteristic. In the ultrathin regime this continues to a point where the surface of the
film alters the interfacial unit cells of the substrate.
For the NNO films deposited along the [111]pc orientation of NGO, depth profile measurements
in combination with a Non-negative Matrix Factorisation (NMF) enabled to dissociate the signals
from the film and the substrate (Chapter 8). This was particularly challenging as most signa-
ture elements of NNO were superposed with the ones of NGO. The dissociation was therefore
performed at room temperature. The acquired knowledge was then utilised to fit the entire tem-
perature series from 5 to 390 K. This allowed to compare the behaviour of the Raman signature
at the MIT with SmNiO3 (SNO). This allowed to back the proposed position of the film in the
phase diagram of nickelates by a structural measurement.
Continuation of this work can be envisioned at several levels.
An avenue opened by this work is the investigation of the substrate’s distortion at the interface
by Raman spectroscopy. Indeed, in both LNO and NNO films, it was shown that some alteration
of the substrate’s spectrum could be measured. In LNO, DFT calculations also give indication for
strong structural variations for the thinnest films. In NNO, it was suggested that the deposition
along the [111]pc orientation affects the tilting modes of the NGO substrate, which might point
to a suppression of these modes at the interface. These observations were unexpected and
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could not be investigated further within the frame of this work, but they are promising results that
should be validated and extended to other systems.
More generally, we expect this methodology to be useful for a much wider range of functional
oxide thin films, perovskites or others, and we hope that this work will stimulate Raman studies
on samples that are classically considered too challenging. An interesting continuation could
also be the study of perovskite heterostructures such as layered superlattices using Raman
depth profile measurements. This could allow the investigation of the dynamical behaviour such
as motion of the oxygen octahedra and could add to the investigation of these materials.
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Appendix A
Understanding and modelling the
Raman acquisition process
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A.1 Understanding the Raman apparatus
The Raman apparatus described in this section is schematised in Figure A.1. Note that this rep-
resentation of the Raman optical system is inspired from Yutaka Maruyama and Wataru Kane-
matsu and described in Confocal volume in laser Raman microscopy depth profiling [78]. While
the numerical values differ in terms of focal lengths, distances and lens radiuses, the same type
setup can be used. Please note that the dimensions shown in Figure A.1 are only schematic.
The first step of setting up a model system is to define its referential. The commonly accepted
representation is to have the a fixed optical system and a moving sample environment. The
Raman collector lens (located in II) named L1 is the first optical element located over the sample
and is considered as the origin in z along the optical axis, such that z1 = 0. The second lens
(located in IV) named L2 is placed at z2, separated by a distance D= z2−z1 from L1. The Pinhole
(located in V) called P is located at the focal position f2 of L2. The intrinsic parameters of each
optical element are as follow:
• Collector Lens L1: The collector lens is important as it processes the illumination and the
collection. the optical system positions are all expressed in respect to this lens. Hence it’s
position zL1 = 0. The lens possesses a radius and a focal length denoted by rL1 and fL1
respectively. The proximation is a 0 extent confocal lens with no aberrations.
• Pinhole Lens L2: The pinhole lens is located at a distance D from the first length with
zL2 = D. In analogy to the collector lens it has a radius rL2 and a focal length fL2.
• Pinhole P: The pinhole is located at the focal point after the pinhole lens at the position
zP = D+ fL2. Note that this optical element also has a radius rP representing a cut-off
parameter.
• Sample(s) and Substrate(s) : The sample(s) and substrate(s) will have three main at-
tributes. Their thickness, their refractive index and their absorption coefficients. These are
supposed fixed across the sample. Note that the refractive index determines the speed of
light within the sample and therefore is relevant to do the geometric calculations. The index
of each element will be denoted by ni where i expresses the order. 0 representing the top
most layer and increases for each element encountered until the substrate. In the same
way the absorption coefficients and depth will be expressed by σi and di respectively. The
sample position depends only on the stage position. When the focal point of L1 is located
exactly on at the interface to the top most sample. To process the illumination is a more
convenient reference system we introduce Zstage0 = − fL1 which is the entered around the
focal position of L1.
• Common parameters: Some of the parameters belong to the entire system. This includes
the illumination and acquisition wavelength denoted λin and λout respectively.
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Figure A.1 – Schematic representation of the lens system of the Raman apparatus. The dimensions
are not up to scale. Position I represents the focal point of the lens situated in II, while V represents the
pinhole located at the focal point of the second lens in IV. In III is located the mirror directing the laser
beam onto the first lens, effectively illuminating the sample.
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Two parameters are particularly essential to the understanding of the materials and their re-
spective interfaces. The refraction index will effectively influence the light behaviour such as the
evolution of the shape from the monochromatic gaussian laser radiation. The absorption on the
other hand will manage the signal attenuation for the inbound radiation and the emitted Raman
response. It is noteworthy that both the refractive index ni(λ ) and absorption coefficients σi(λ )
of a compound i are wavelength λ dependant. and need to be computed accordingly. To avoid
overloading the expressions (λ ) was dropped in all following equation.
The radius of each element acts as a acceptance filter, not letting light pass when the position
on the element is outside the definition radius. Using these definitions of the optical elements
we can process the illumination and acquisition.
A.2 Depth of field
As previously explained it was found that depth of field is the true limiting factor of the currently
investigated method of Raman depth profiling. The depth of field is commonly related to a
negative factor in microscopy that makes it difficult to image object that are not within the same
plane. This becomes even more apparent when the magnification of the imaging objective is
high. Scanning electron microscope for example have a very high depth of field, allowing for
stunning imagining of objects with high magnifications (and not limited by the diffraction limit).
Having a low depth of field is therefore often considered a limitation, unless the aim is to achieve
the highest possible vertical resolution. This is the case of Raman depth profiling. The depth of





where m is the magnification. The exact equation takes also into account the circle of confusion
and the focal-number. With this approximate formula alone it is possible to see that when m
increases the depth of field decreases. The highest magnification objectives available are in
the range of 100x. This is why high magnification objectives where used in all following depth
measurements.
The need of high magnifying objectives means a low working distance, often in the range of a few
hundred micrometers. This has been found to limit the applications other than the classical setup.
In fact special objectives are used for temperature measurements with a much higher working
distance allowing to accommodate for the temperature stage. The long focal distance objectives
have been found to have a very large dept of field thus rendering the numerical interpretation of
depth measurements challenging if not to say impossible.
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A.3 Illumination processing
As shown in Figure A.1 computing the intensity at each point in the sample consists of processing
a gaussian beam through a Lens (L1 in our case) and then compute the refractions at the different
interfaces between successive samples and substrates. the intensity at a given point (z,r) of a
gaussian wave goes as follows:



















where I0 represents the initial gaussian intensity w0 is the waist at z = z0 and w(z) is the waist
at a given distance z. The coordinates are expressed in a cylindrical referential as we have a
clear rotation symmetry around the optical axis. Inspired by the work of Yutaka Maruyama and
Wataru Kanematsu [78], we place ourselves in the same optical arrangement leading to the
following conditions:
• Source distance to L1 As the lens is far away in comparison with the focal length fL1 we
can assume that the source is infinitely far away and that the intensity maximum is located
at the focal point after the lens. But the beam keeps his gaussian properties regardless of
the L1, including its formulation and parametrisation.
• The initial waist: The gaussian beam’s initial waist w0 is an intrinsic property associated
to the laser cavity and stays unchanged as long as the beam type is not altered.
• Asymptotic divergence: The asymptotic divergence on the other hand is affected by
the refractive indices at the interfaces. The z0 at which w(z0) = w0 is shifted by (1−
ni/ni+1) ·∆, where ∆ = Zstage−Zstage0 . This can be expressed as either a compression or
decompression of the gaussian beam z extent.
Following this formalism each sample in the series sees a beam with the same initial waist w0
but a different asymptotic divergence w∆i (z) related to the shift in z0, where i is the index of the
sample and ∆ the relative position of Zstage. Rewriting w∆i (z) to accommodate for the i interface
results in:
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It is important to note that the sum of equation A.3.4 goes only until i which is the index of the
sample containing the position z. Using equation A.3.3 and A.3.4 as a substitute to A.3.2 in the
gaussian formulation of equation A.3.1, gives us the accurate non absorbed refracted beam.
To investigate the absorptive properties of the beam through geometrical construction, the cur-
vature radius in (z,r) of the gaussian beam is required. In each point z of the optical axis (r = 0)
the beam has a curvature radius defined by the Gaussian formulation:








The radius tends to infinity when z approaches (z−Γi(∆)) indicating a planar perimeter surface.
With increasing z the second term on the right becomes negligible and the radius can be linearly
approximated.
Unfortunately, this expression is valid for r = 0. As soon as this condition is not met, a, effective
position ze f f has to be computed and reinfected into equation A.3.5 that will effectively provide
the exact radius at (z,r). Using the radius it is possible to compute the angle of incidence of the
intensity in a point (r,z). If we write down the equations linking zi = (z−Γi(∆)), r and ze f f we
obtain:
Ri(ze f f ) · sin(θ0) = r (A.3.6)
Ri(ze f f ) · cos(θ0) = (zi+Ri(ze f f )− ze f f ). (A.3.7)




Ri(ze f f )
)
. (A.3.8)
If we now rewrite everything in terms of ze f f , we obtain the following equations:





Ri(ze f f )
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= (zi+Ri(ze f f )− ze f f ),(







ze f f +
γ2
ze f f
 = zi+ γ2ze f f . (A.3.9)
At this point there is no need to solve this equation in an analytical way. Therefore fast approxi-
mations can be used to find ze f f iteratively. The parameters ze f f is of outmost importance as he
allows us to find the radius of curvature of the point (z,r) and then find the angle θ0 of defining
the normal vector to the propagations surface of the intensity. This ange will be used to process
the ray path and determine the absorption coefficient applied to the light in (z,r).
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Figure A.2 – Schematic representation of the lens system of the Raman apparatus. The dimensions
are not up to scale. Position I represents the focal point of the lens situated in II, while V represents the
pinhole located at the focal point of the second lens in IV. In III is located the mirror directing the laser
beam onto the first lens, effectively illuminating the sample.
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The path traveled li in each layer i of the sample substrate arrangement is necessary to process





σk · lk, (A.3.10)
with the final Intensity I(z,r) expressed through the non absorbed intensity I0(z,r) as follows:
I(zi,r) = I0(zi,r) ·10−Σ(zi,r). (A.3.11)
The angle θi respective to the normal vector to the interface plane, follows the simple refraction
laws:
nk sin(θk) = nk−1 sin(θk−1). (A.3.12)
As this relation does in no circumstance involve the distance traveled and simply expresses
the angles, and this relation is true between all interfaces, it is possible to express any term in








When the sample is completely passed through, the projected cosine of the distance is lk is the
sample thickness dk. In the sample i where zi is located, the projected distance is li is expressed




















)] , if k = i. (A.3.14)
Finishing with this allows us to process the effective absorption of a gaussian beam across an
arbitrary number N of interfaces.
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A.4 Final formulation of the Illumination prepared for the Acquisi-
tion
In a effort to summarise the last section, all important equations used to process the intensity
I(zi,r) in any point (z,r) from the total gaussian intensity ITot0 are shown as follows:



















































)] , if k = i. and θ0 = asin
(
r
Ri(ze f f )
)
. (A.4.5)
The mathematical understanding is far from easy as this formulation includes a case based
representation.
A.5 Acquisition processing
The acquisition involves all sample parts that the light has to cross and all optical elements of the
lens/pinhole system described in Figure A.1. The illumination section focused on the gaussian
shape of the beam. This part will assume a spherical shape wavefront being created in each
point (za,r), where za is the z coordinate in respect to the first lens L1.
A.5.1 Effective Distance from L1
Similar the change of the gaussian beam central position expressed in equation A.3.4, each
point (za,r) has an apparent position called (zae f f ,r), due to the refractive indexes. This means
that their is an intensity distribution depending in the both the object position and the position on
which the ray arrives at the lens. For notation purposes we call this position (0,r′ = 0), assuming
that ~r′ is a normalised vector defined along the origin of the lens in (0,0) and (0,r) of the object
onto the lens.
The above mentioned change of coordinates is described in Figure 5.4. Geometrically it simpli-
fies the equations. In fact each point on the lens described by the circle of radius r′ is equivalent
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Figure A.3 – Change of coordinate representation. The position coordinates on the lens are expressed in
terms of the object position projected onto the lens. The two circles along the way indicate the interfaces
showcasing their refractive properties.
in terms of provided intensity, thus preserving the rotational symmetry of the system.
All equations will treat the radial coordinate representation. An effective distance zae f f is nec-
essary to calculate the object to lens distance seen through the reactive system, that are the
samples and substrate. The formulation is as follows:
zae f f = Le f f · cos(θ a0 (r′)),
(A.5.1)
with:
Le f f =
√
(zae f f )2+(r′)2,
where θ a0 (r
′) is the angle at which the ray impacts the lens. A point source in a medium of
refraction index n0 radiating spherically appears at a distance n0/n1 to an observer located in
a medium of index n1. This is why it is possible to express zae f f , depending solely on distances
traveled through each medium zi and the associated refractive index:





Reintroducing this into equation A.5.1, leads to:
θ a0 (r
′) = acos
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This concludes the expressions necessary to the definition of the rays impacting on the coordi-
nate r′. The use of the angle θ a0 (r
′) will be further explained in the next section related to the










A.5.2 Processing absorption to L1
The last section analytically expressed θ a0 (r
′) that will be used as the reference point to calculate
the physical length lk that any ray spends in the sample k. Following the refraction laws using
the following equation:
nk+1 sin(θ ak+1(r





















where dk is replaced with zai −∑i−1g=0 dg when i= k. Coming back the definition of the absorption
















A.5.3 Image from a Lens
For any given lens L j of focal length f j multiple cases arise. Theses cases depend on the object
position. While L1 deals with physical objects, L2 can have real as well as imaginary objects.
As an example, the image of the first lens can be located after the second lens position. In
this case the treatment is different, as of the image was located before L2. On top of that, the
first focal point of a lens represents a singularity. The position (z job ject ,r
j





respectively represent the positions of the object and image in respect to z jlens the position of the
lens. In the following part a summary of each case will be described.
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• The object is located at z job ject =−∞:
When z job ject =−∞, the image is located at the distance:
z jimage = f j (A.5.10)
While L1 does not encounter this situation it can produce an image located at infinity, which
corresponds to this scenario for L2. A beam coming from infinity has parallel rays and
therefore no parameter r jimage. The position is expressed through the angle of incidence
ψ jimage, leading to:
r jimage = tan(ψ
j
image) · f j (A.5.11)
• The object is located before z job ject <− f j: This situation is the most classical regime for
a normal concave lens. The distance from the focal point will determine the distance after
the lens through the following equation:
z jimage =
f j · z job ject
z job ject − f j
, (A.5.12)





ultimately resulting in :
r jimage =M · r job ject . (A.5.14)
• The object is located at z job ject =− f j:
When the position of the object satisfies z job ject =− f j:
z jimage =+∞ (A.5.15)
Rather than r jimage the second position parameter is expressed through ψ
j
image, which is the
angle of the beam, as all rays travel in parallel.
• The object is located at z jlens > z
j
ob ject > f j : This case calls upon the creation of a virtual
image situated before the lens and most probably before the initial object. The formalism
is similar to the one expressed when the object is located before the lens’ focal position:
z jimage =−
(
f j · |z job ject |
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ultimately resulting in :
r jimage =M · r job ject . (A.5.18)
• The object is located at z job ject > z
j
lens: not defined .....
• The object is located at z jlens = +∞: There is no difference between the object being at
−∞ or +∞, which means that the same formalism can be used, leading to:
z jimage = f j (A.5.19)
r jimage = tan(ψ
j
image) · f j. (A.5.20)
A.5.4 Image from L1 and L2
it is necessary to process the images from L1 and L2 in order to process the ray tracing arith-
metics of effective projections described in the next paragraph. To each point object in the









image) for L1 and L2 respectively. Note that this way of proceeding does not
take into account aberrations by the lens system. This would result in a smearing off of the ray
traceability.
A.5.5 Projecting L2 and P back onto L1
The easiest way to compute the photon ratio passing through consecutive element of the system,
is to project these elements onto a common plane and then evaluate the throughput on this
plane. In this case, having a point source radiating spherically, it is more convenient to project
the effective image of L2 and P back onto L1. As each ray from a point (zae f f ,r) creates two
images (virtual or real) (zaL1 ,r) and (z
a
L2 ,r), through which each ray has to pass through, it is
possible to trace the limits of L2 back onto L1 and from P onto L2 and finally L1. Projecting
a surface through a point is equivalent to a centre-symmetric operation, which conserves the
shape and merely inverts and scales the coordinate system. The symmetry conservation of the
system is solely dependant in the Pinhole shape. Using a circular pinhole allows to ignore the
angular component of the object. On top of that, as stated in the previous section, the object, the
images, and the centre of the lenses and pinhole are aligned along the same axis~r. meaning
that their respective images will conserve the alignment of their centres.
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Figure A.4 – a. Visualisation of the projection mechanism of L2 onto L1 through the image of the object
located at zaL1 . b. Explanation of the region overlap. c. Top An circular shape located at (z
a
e f f = 0,r
′)
is seen distorted by the point source located at (zae f f ,r). c. Bottom In cylindrical coordinates, where
~z is defined perpendicular to the tangent surface of the circle of radius zae f f and the lens surface and
θ represents the angular position about ~z, each arc whom’s centre is in (za = 0,r = 0) leads to an arc
centred at zac .
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A.5.6 Effective Projection
All rays allowed through the projections of L2 and P on L1 are emitted by a point source that has
a radial spread. This means the surface seen by the source is not the same depending on the
distance to it. This is similar to seeing a two dimensional object at a grazing angle, its extent
becomes negligible. In order to calculate the solid angles representing the optical radiation
effectively going through the two dimensional surface, it is projected onto a sphere of that can be
of arbitrary radius. For mathematical and geometrical purposes it is easier to consider a sphere












Figure A.5 – Visualisation of the arc and the angle
limits θ0 and θ1 in the cylindrical referential system.
The object is described through the projection of the
diverse optical elements in the previous section.
Projecting any shape onto a spherical surface
(also called goniometric projection) where
each point is expressed according to the co-
ordinate and the sphere centre can be com-
plicated as the distortions only conserves ro-
tational symmetries around the ~z axis. This
means that a circle centred around (zae f f =
0,0) should result in a effective surface that
can be integrated along the cylindrical coordi-
nates of the sphere. This is visualised in Fig-
ure A.4 (bottom). In cylindrical coordinates,
where ~z is defined perpendicular to the tan-
gent surface of the circle of radius zae f f and
the lens surface and θ represents the angular
position about~z, each arc whom’s centre is lo-
cated in (za = 0,r= 0) leads to an arc centred
at zac .
This means that for a given distance r′, in
any given object on the lens, there is an














θ0 and θ1, being the boundaries by the object defined in the cylindrical coordinate system as
shown in Figure A.5. γarc(Γarc,r′) is then conserved through the goniometric projection, meaning
that the only integrable quantity is the circle of centre zac and radius 0.
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The surface through which the rays pass at the lens is determined by the overlapping surface
elements of consecutive circular objects. This means that the border of this element is not
continuous and made up of different circular segments. Figure A.5 showcases the scenario
where only two circular objects are present. These form two intersection points between their
perimeters, which are symmetrical in respect to the radial axis ~r′. Supposed that we have two
circular objects of respective centres r′i and r
′
i+1 on ~r′ with respective radiuses Ri and Ri+1. We
set the referential to have it’s origin at r′i and call lintersec the distance of the orthogonally projected





2 · (r′i+1− r′i) . (A.5.23)
The orthogonally projected distance of the intersection point from the radial axis ~r′, m is de-
scribed by:
mintersec = R2i − l2intersec. (A.5.24)
Now by using simple trigonometric relations it is possible to calculate the real distance of the




R2i − l2intersec+(r′i+ lintersec)2, (A.5.25)







The integration limits of each circular element is therefore given by either the maximal extent of it
given by r′iintersec = r
′
i±Ri or by the r′intersec described in the previous equation (when applicable)
for the lower and upper integration bounds. An example can be seen in Figure ??
The integration itself will be performed on the sphere after the goniometric projection. The re-
lation translates a coordinate r′ into an angular value. The angle θr′ is expressed between the
optical axis~z and a vector describing the spacial orientation from (za = zae f f ,r) to (z
a = 0,r′). θr′
can be expressed as:
θr′ = arcsin
 r′√
(r′)2+(zae f f )2
 , (A.5.27)
leading to the inverse equation:
r′(θr′) =




Understanding and modelling the Raman acquisition process 146
Figure A.6 – Intensity evolution of the two modes selected from Figure 5.7. Note that the sample and
substrate modes behave as expected in Figure 5.5
meaning that also the integration boundaries of the integral can be expressed as θ iintersect us-
ing the previous relation with r′ = r′iintersec. It also means that the previously defined arc ratio
γarc(Γarc,r′) (Equation A.5.22) can be expressed as γarc(Γarc,θr′). The absorption needs also
to be taken into account through it’s radial coordinate. In fact equation ?? already stipulates
that γabs the absorption only varies along r′ and thus θr′ . The arc coefficient explained in equa-
tion A.5.22 is integrated from θ0 = 0 to θ1, which is the intersection angle at which the circle of








meaning that the final arc Γarc(r′) length is expressed as:
Γarc(r′(θr′)) = θ1(r′(θr′)) · r′(θr′). (A.5.30)
The effective surface will therefore immediately account for the absorption. Using all the previ-
ously expressed elements we obtain:






γabs(r′(θr′)) · γarc(r′(θr′)) ·2pi(zae f f )2dθr′ . (A.5.31)
Using this formulation it is possible to obtain the end surface on a sphere through goniometric
projection with their weight of absorption. The flux of a point source radiating through a spherical
surface with radius zae f f is expressed through the initial intensity divided by the spherical surface
146
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4pi · (zae f f )2. This is why the intensity Icollect(z,r) going through the effective surface is written:
Icollect(z,r) = I0(z,r) · Se f f ective4pi · (zae f f )2
, (A.5.32)
where zae f f is defined in relation with z
a through the index system between sample and substrates.
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