We show that a quantum two-level system (qubit) can synchronize its dynamics to an external weak signal, displaying all the characteristics of syncronization in classical systems. Recently [1] [2] [3] , it was shown that this is the case for systems with three or more levels, but it was stated that it is not possible for two-level systems as they lack a stable limit cycle in the unperturbed dynamics which can act as a starting point for synchronization. To have it requires a combination of damping and gain so that the system will return to the limit cycle after a perturbation. We analytically solve the Linblad equation of a two-level system immersed in a thermal bath, determining the steady state. This is not a pure state, but a mixed state with contributions from many pure states, each of which provides a valid limit cycle. We show that this is sufficient to phase-lock the dynamics to a weak external signal. However, it is not full phase-locking as would be seen in a classical deterministic system, but rather resembles statistical phase-locking as observed in classical systems with noise. We use the Husimi Q representation to analyze the synchronization region, defining a synchronization measure which characterizes the strength of the phase-locking and show the effects of signal strength and detuning of the signal from the natural frequency of the two-level system.
Introduction.-The phenomenon of synchronization occurs in many different situations and has been extensively studied for many years. If an autonomous oscillating system is coupled to another such system or to an external driving force it can synchronize its frequency and phase to the external system. Examples are coupled pendulums, circadian rhythms in living systems or synchronization of fireflies flashing. Common to these systems are the fact that they need to have a stable limit cycle, which means they must be dissipative, so that they can return to the stable cycle after a perturbation, and contain an energy source, so that they can sustain oscillations indefinitely in the presence of dissipation [4] .
One of the well studied examples of classical synchronization is the van der Pol oscillator model [4, 5] . Some years ago, the van der Pol model was reformulated in terms of a quantum system [6, 7] , and it was shown that when the system is far from the ground state, synchronization in quantum systems is analogous to classical synchronization of the same system in the presence of noise [4] . When we are close to the ground state this correspondence is changed because the discreteness of the energy levels becomes important. It is therefore interesting to study synchronization in quantum systems with a small number of energy levels.
The natural idea is to synchronize a two-level system (TLS) either with an external signal or another two-level system. This was discussed in Ref. [1] , with the conclusion that it is not possible to have a stable limit cycle in the dynamics of a dissipative TLS, and therefore synchronization can not occur. In this letter we show that this is true only if one aims at achieving complete phase locking, as can take place in a classical deterministic system. However, if we accept that the quantum system is similar to a classical system with noise, as is also the case for the van der Pol oscillator [6, 7] , a TLS is in fact capable of synchronization, and the following considerations allow us to understand why.
Our system is immersed in a photon thermal bath so it is able to gain and emit energy, hence creating the dissipating frame synchronization requires. Solving the Lindblad equation for the system in the absence of any external signal one finds that the stationary solutions are mixed states that are constant in time lying on the rotation axis of the Bloch sphere, which we will take to be the z-axis. As was stated in Ref [1] , this is not a valid limit cycle and it seems that it can not form the starting point for synchronization. Nevertheless, as these states are mixed, we should understand that the system is in a probability mixture of some pure states. While the ensemble of pure states which generates a given mixed state is not unique, we can choose them to be on that circle on the surface of the Bloch sphere which is in the plane normal to the z-axis and which has the given mixed state at the center. Each of these states are then rotating and provide a limit cycle, while the mixed state of the ensemble is stationary. In the following we will show that this system indeed displays all the signatures of synchronization as was already demonstrated for a three-level system (spin-1) [1] .
Model and limit cycle.-We consider a two-level system characterized by the Hamiltonian
whereσ is a vector containing the three Pauli matrices. The density operator for this system can be written aŝ
where m is the Bloch vector [8] . Whenever m is not pointing in the same direction as n, precesses around the n axis with frequency ω 0 , which we call the natural frequency of the system. However, although this may indicate the existence of a limit cycle, states should be stable under perturbations. Thus, we must consider a model in which the system is capable of gaining and losing energy. If we choose n such that it points towards the z-direction in the Bloch sphere, we can write the Hamiltonian aŝ
We transform to a frame rotating with the natural frequency ω 0 , defining the density matrix in the rotating frame as ρ =T ω0 ρ T † ω0 wherê
and denote the corresponding Bloch vector m. In this frame the Lindblad equation including gain and damping is [8] (5)
where Γ g and Γ d are the gain and damping rates,
ρ} is the Lindblad superoperator andσ + andσ − are the ladder operators for the system,σ ± = 1 2 (σ x ± iσ y ). This is the same equation as was studied in Ref. [1] .
In terms of the Bloch vector components, we find the following equations:
As we are working in a frame rotating with the natural frequency of the system, a point that precesses in the non-rotating frame should be now a fixed point. Thus, we look for stationary solutions, i.e.,ρ = 0,ṁ = 0. The solution is then
For the ground state |↓ and the excited state |↑ which correspond to the Bloch vectors m g = (0, 0, −1) and m e = (0, 0, 1), respectively, we do not expect a limit cycle, as the state is a fixed point. However, even if the solution for any of the other cases is lying on the z-axis, we must remember that they are mixed states. This means that our solution is a mixture of pure states, each of them weighted with a certain probability. It is not a superposition and our system is for sure in any of those pure states, but only in one of them at the same time. Thus, the limit cycle is provided given that each of those possible pure states that make up our mixed state would precess around the z-axis once we move back to the non-rotating frame. For example, a mixture of states lying on a circle on the surface of the Bloch sphere, in a plane normal to the z-axis and with the steady state in the centre. However, the stationary state can always be realized as a mixture of the pure states |↓ and |↑ , which are not precessing, and this means that the above argument is not fully convincing. Having this picture in mind, we will now demonstrate that a TLS indeed allows synchronization in the presence of an external signal.
Synchronization of the TLS.-In order to synchronize our system with an external signal, we use a classical drive [1] of frequency ω and strength . In the rotatingwave approximation [8] , it is given by the Hamiltonian
If we want to move to a frame rotating with the frequency of the signal, the transformation operator we must apply to our Lindblad equation iŝ
where ∆ = ω 0 − ω. Again, we obtain the evolution equations for the Bloch vector components,
with the stationary solution
In order to obtain the state operator in the nonrotating frame, we transform back withT ω , and thus the state operators are related byρ =T † ωρTω . Therefore, the Bloch vector in the non-rotating frame will be given by
When transforming back to the non-rotating frame, m x and m y will vary in time with the frequency of the signal, which means that the system phase-locks to the external force.
Eq. (12) give steady states with non-zero transverse Bloch vector components m x and m y , provided the damping and gaining rates are not equal and the strength of the signal is different than zero. Thus, Eq. (13) will give a precessing vector with frequency ω in the nonrotating reference frame. Also, it is not difficult to show that it does not matter which is the initial state: after some transient, the motion will be the one described by the steady solution.
When both m x and m y are zero, the steady state is lying on the z-axis, and will still be a fixed point in the non-rotating frame (m z = 0 if Γ g = Γ d ). Therefore, there is no synchronization in this case.
In order to visualize the behavior of the system, we follow Ref. [1] and use the Husimi Q representation adapted to spin systems [9] . This is a quasi-probability distribution that allows us to represent the phase space of the two-level system and is defined by
Here |θ, φ are spin-coherent states, which in the case of a TLS are the eigenstates of the spin operator σ n = n ·σ along the axis given by the unit vector n which has polar coordinates θ and φ. These are nothing but the pure states at the corresponding point on the Bloch sphere in terms of the angles θ and φ. Therefore, what the Q representation is telling us is how every pure state (corresponding to a pair of angles in the Bloch sphere) that contributes to the state operatorρ is weigthed:
Given the solution, Eq. (12), it is easy to find that the Q-function of the steady states, as a function of the components of the Bloch vector, is
(16) Figure 1 shows the Q-function for the case where there is no detuning and the gain rate is larger than the damping rate, Γ g > Γ d . As expected, the states that contribute the most to the mixture of the steady state are those corresponding to θ = 0. Also, the distribution is located around φ = 0. The system is phase-locked in the sense that the state is made up mostly by contributions from a specific φ region. Because of the detuning, the distribution is displaced along the φ-axis, moving away from θ = π, which is where it would be located if ∆ = 0.
On the other hand, in figure 2 , it is the damping rate that dominates. Hence, we expect higher values of the Q-function at θ values close to 0. When this is the case, for no detuning, the distribution is situated at φ = π. However, in figure 2 the detuning shifts the phase towards φ = π 2 . In terms of the Bloch vector, the detuning makes m y non-zero, therefore the projection in the xy-plane is different than a vector lying on the x-axis (which is the case for figure 1, where there is no detuning).
As a next step, we attempt to measure how strong is synchronization defining a synchronization measure. Synchronization measure.-Even if we are able to observe phase-locking when plotting the Q-function, we would like to characterize its strength. There is a tool that allows us to do it, and following the work done in [1] , we define a synchronization measure,
This is identically zero when there is no synchronization, i. e., when only m z is non-zero. figure 3 we can observe how the detuning drives the phase of the system towards positive or negative φ if the detuning (∆ = ω 0 − ω) is positive or negative. The larger the absolute value of ∆ is, the weaker the synchronization will be. Note that for this figure we have
Γg < 1 and we observe in-phase synchronization. If instead we use
Γg > 1 we would observe anti-phase synchronization, which means that the maximal value of S(φ) will be at φ = π for ∆ = 0. We study how the strength of the signal modifies the strength of the phase-locking. We observe that the greater the strength of the signal, the strongest phase-locking occurs. It is because there is no detuning that the highest values locate at φ = 0 (in-phase synchronization) as we could deduce from figure 3.
On the other hand, figure 4 takes into account the effect of growing signal strength on the synchronization measure. It is clear that the synchronization is stronger for a greater (both in-and anti-phase synchronization), but we must keep in mind that a very strong signal would take us out of the synchronization regime. Finally, the Arnold Tongue that is characteristic of every synchronized system is displayed in figure 5 . The shape is that of the tongue for a spin-1 system ( figure 3 from [1] ), and it is worth to mention that S(φ) is different than zero except for the case when = 0. This is because of how we have defined the synchronization measure, explicitely performing the integral over θ we find that
Thus, S(φ) is going to be greater as the steady state is farther from the z-axis. The solution state will always precess with the frequency of the signal but depending on how large are the x and y vector components, the phase locking will be greater or smaller, and this is what working with the synchronization measure tells us: how strong is the phase-locking.
Conclusions.-We have shown that, inside the classical synchronization framework, it is possible to understand that a two-level system provides a valid limit cycle if we interpret mixed states as a probability mixture of pure states with a limit cycle associated to each of them. Equations can then be analytically solved and the motion of the Bloch vector in the presence of an external signal can be obtained. Therefore, synchronization can be achieved, but without full phase-locking. Also, the Husimi Q representation is a powerful tool for characterizing the synchronization regimes and strength of phaselocking.
Being able to synchronize such small systems is of great interest because the qubit is the basic unit of quantum computation. Quantum information theory has been in constant development these last years, and hence learning how these qubits can synchronize can be useful in the quantum computing field. Thus, a possible further study could involve synchronization of two TLS, similar to what it was done with spin-1 systems in Ref. [2] , substituting the external signal for an additional system.
