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The idea that multi-scale dynamic complex systems formed by interacting macromolecules and
metabolites, cells, organs and organisms underlie some of the most fundamental aspects of life
was proposed by a few visionaries half a century ago. We are witnessing a powerful resurgence of
this idea made possible by the availability of nearly complete genome sequences, ever improving
gene annotations and interactome network maps, the development of sophisticated informatic
and imaging tools, and importantly, the use of engineering and physics concepts such as control
and graph theory. Alongside four other fundamental ‘‘great ideas” as suggested by Sir Paul Nurse,
namely, the gene, the cell, the role of chemistry in biological processes, and evolution by natural
selection, systems-level understanding of ‘‘What is Life” may materialize as one of the major ideas
of biology.
 2009 Federation of European Biochemical Societies. Published by Elsevier B.V. All rights reserved.1. Introduction
As argued by Sir Paul Nurse [1], four widely accepted ‘‘great
ideas” are inherent to our current view of ‘‘What is Life?” [2]. Mod-
ern biologists take for granted that: (i) the gene is the basis for
heredity, (ii) the cell is the fundamental unit of organisms, (iii)
biology is based on chemistry, and (iv) species evolve by natural
selection. These four ideas are an integral part of how we think,
teach, address biological problems, organize experiments, commu-
nicate our ﬁndings to the public, and design modern preventive
medicine and therapeutic strategies. However, as powerful as
reductionist models limited to individual genes, cells, and chemical
reactions might have been throughout the 19th and 20th centuries,
it is increasingly clear that they are insufﬁcient to fully ‘‘explain” or
‘‘describe” life as we enter the 21st century.
The four ideas mentioned above each represent a different
prism through which life can be understood. They each touch on
a fundamental aspect of life. It is rather obvious that no life form
can be imagined without genes, cells (viruses are not considered
cells per se but require host cells for their parasitic life cycles), en-
zymes, or evolution by natural selection as the driving force of
their emergence. In addition to, or as a consequence of, represent-
ing fundamental aspects of life, these four concepts gradually
developed into distinct, specialized and widely accepted ﬁelds of
biology: genetics and molecular biology, cell biology, biochemistry
and evolutionary biology, respectively.chemical Societies. Published by ESystems biology represents a ﬁfth prism through which life can
be understood touching on a ﬁfth fundamental aspect of life.
Although certainly not obvious to everyone at this point and deﬁ-
nitely requiring further formal proof, the idea of systems biology
presupposes that no life form can be imagined without complex
systems formed by interacting genes and macromolecules, or cells
at a higher scale, and in the context of which natural selection
operates. Gene products do not act alone, individual cells separated
from their neighbors lose many of their functional and structural
attributes, macromolecules and metabolites are intimately linked
to each other. Importantly, evolution rarely acts on separate bio-
chemical reactions, individual cells or distinct species, but rather,
impinges upon complex multi-scale systems in which these com-
ponents are intricately interconnected. At a recent Nobel Sympo-
sium organized near Stockholm, Sweden, and entitled ‘‘systems
biology”, the scientists gathered in the beautiful setting of the
Sånga-Säby Conference Center seemed to have converged on that
very point. We will not completely understand biology until we
fully embrace a ‘‘ﬁfth great idea” that can be summarized as fol-
lows: multi-scale dynamic complex systems formed by interacting
macromolecules and metabolites, cells, organs, and organisms
underlie most biological processes.
This review, primarily targeted to non-specialists, attempts to
summarize brieﬂy how the concept of systems understanding of
biology, or ‘‘systems biology”, proposed by a few visionaries half
a century ago has re-emerged during this ending decade. Systems
biology can be viewed as a unifying framework in which
talks presented at this 2009 Nobel Symposium can easily be
incorporated.lsevier B.V. All rights reserved.
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It is important to realize that the development of today’s systems
biology concepts lay on theoretical and empirical grounds that go
back half a century. Despite the often over-simpliﬁed a posteriori
perception whereby the creation of a ﬁeld relates to a single person
or a single discovery, the acceptance of new fundamental ideas is of-
ten slow and depends upon the contributions of many scientists
over many years. As examples, consider Mendel for the gene as
the basis of heredity orDarwin for evolution by natural selection [3].
First and foremost, the idea of systems biology starts from basic
intuition. When considered as separate entities, 25 000 genes,
1013 cells, or a few thousand enzymes fail to completely capture
the mystery of life as wonderfully revealed by the example of a
developing baby. Having closely observed our daughter Ava since
she was born seven months ago, I can intuitively report that the
four widely accepted great ideas of biology are not sufﬁcient to ex-
plain such beauty. A gene list apparently not much longer than that
of a round worm simply doesn’t account for how she grows, devel-
ops, learns, behaves, and how she is at once so resilient, yet so frag-
ile [4].
Historically, a systems-based intuition of biology dates back
two centuries when the word ‘‘organism”, originally used for ‘‘or-
ganic structure, organization”, was picked to refer to ‘‘living ani-
mals or plants”. Further capturing that intuition of organization
or inter-connectedness, potentially at the heart of all biological
phenomena, is the notion expressed by Kant at the end of the
18th century that ‘‘organisms are organized natural products in
which every part is reciprocally both end and means”.
The idea of systems biology is of course also ﬁrmly grounded in a
theoretical framework supported by increasingly sophisticated sets
of empirical observations. Interestingly, one of the earliest andmost
inspirational statements one can ﬁnd about cellular complexity was
provided in a somewhat prophetic abstract opening the famous
Beadle and Tatum 1941 paper that ﬁrst described the ‘‘one-gene/
one-enzyme/one-function” hypothesis [5]. In that abstract, Beadle
and Tatum express the need to understand ‘‘how an organism con-
sists essentially of an integrated system of chemical reactions con-
trolled in some manner by genes”. They go on to state that: ‘‘since
the components of such system are likely to be interrelated in com-
plex ways, it would appear that there must exist orders of direct-
ness of gene control ranging from simple one-to-one relations to
relations of great complexity”. Clearly Beadle and Tatum, while
launching a long tradition of reductionist one-gene-at-a-time
molecular biology studies, were fully aware of the long-term impli-
cations of their work upon the discovery of most if not all genes and
the functional interactions they mediate with each other.
A ﬁrst theoretical example of how complexity can emerge in
relatively small biological systems composed of a few macromole-
cules was proposed in the late 1940s by Delbrück [6] as an attempt
to explain the phenomenon of differentiation. How can two cells
harboring exactly the same genotype behave as differently as skin
and retina cells? In this rather short but extremely powerful piece,
Delbrück states that two molecular entities (M1 and M2), if orga-
nized in a positive feedback circuit (e.g. M1 can activate M2 and
M2 can activate M1), can form a system with bistability properties.
Once activated, such system remains activated (the ‘‘on state”) and
conversely, once shut off it remains stably off (the ‘‘off state”). This
was a profound concept to explain differentiation since it allows us
to imagine the unimaginable: cells of identical genotypes and ex-
posed to identical environments can exhibit profoundly different
phenotypes as a function of the history of the system. According
to this idea, even a short differential exposure to a condition that
can activate M1 or M2 at time t would be sufﬁcient to account for
phenotypic differences at time t + Dt, even if that condition is no
longer existent.The ﬁrst empirical demonstration of this idea emerged from
studies by Novick and Weiner, and later by Cohn and Horibata.
The 1957 Novick and Weiner paper [7] represents a milestone of
enormous consequence for today’s ﬁeld of systems biology. Enti-
tled ‘‘Enzyme induction as an all-or-none phenomenon” the paper
shows how induction of lacZ-encoded b-galactosidase (b-Gal) trig-
gered by a lactose analog is extremely rapid if one observes the re-
sponse at the cellular level rather than for an entire cell population.
Amazingly, it was also shown that, upon extreme reduction of the
inducer concentration, down to a level far below what is required
for activation at the ﬁrst place, high levels of b-Gal are maintained
for over 150 generations. A systems-level explanation accounting
for these two observations was provided by the authors as follows:
a lactose permease, which facilitates transport of lactose across the
cell membrane, is induced along with b-Gal induction (the perme-
ase-encoding gene lacY is co-expressed concomitantly with lacZ as
part of the lacZ operon), once the permease is induced the system
enters a positive feedback circuit-type mode leading to the on
state, which can last as long as traces of the analog are available
in the culture.
Monod and Jacob summarized in another landmark paper enti-
tled ‘‘General conclusions: teleonomic mechanisms in cellular
mechanisms, growth and differentiation” [8] how, while positive
feedback circuits are expected to be required for bistability, nega-
tive feedback circuits would be expected to be required for homeo-
stasis and oscillatory phenomena. A few years prior, Umbarger,
Pardee and others had observed early versions of negative feed-
back circuits with the phenomenon of enzymatic feedback inhibi-
tion [9,10]. The Monod and Jacob teleonomic arguments were
subsequently formalized by Thomas and others in terms of theo-
retical requirements for positive and negative feedback circuits
using Boolean modeling [11].
Extending from such ‘‘local” systems properties to more
‘‘global” complex networks views of larger numbers of interacting
genes and gene products at the scale of whole cells, Waddington
[12] proposed the notion of epigenetic landscape as a metaphor
for the ‘‘trajectory” that a complex biological system might be tra-
versing in response to genetic, developmental and/or environmen-
tal cues. This powerful concept, together with fascinating
theoretical modeling of ‘‘randomly constructed genetic nets” by
Kauffman [13], helps us to conceive how, at any given moment, a
cellular system can be described in terms of ‘‘states” resulting from
particular combinations of genes, gene products, or metabolites all
considered either active or inactive at any given time. Complex
wiring diagram-like sets of functional and logical interconnectivi-
ties between macromolecules acting upon each other were imag-
ined to account for how systems ‘‘travel” from state to state over
time throughout a ‘‘state space” determined by combinations of
genotype and environment.
In summary, it was realized relatively early on and concomi-
tantly with the development of the ﬁeld of molecular biology that
complex interconnections between macromolecules, both at local
and global levels, might be able to generate systems properties
or behaviors that would ultimately be recognized and understood
as fundamental to life. It seemed that by the 1970s the available
framework for a systems understanding of biology was in place.
However, it would take several decades before such a notion could
mature into a solid ﬁeld of scientiﬁc research. Amazingly, some of
these early concepts were proposed before we even knew the
molecular nature of the gene.
Before systems biology could develop fully, molecular biology
had ﬁrst to come to maturity in its own right. Before gene–gene,
gene–protein, or protein–protein based systems could be studied,
one ﬁrst needed to learn how to isolate, sequence, manipulate,
and perturb genes, exogenously express proteins, characterize
their biochemical activities and determine their structural
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more widely accepted, nearly complete gene lists were needed for
organisms of interest. It took a few decades for systems biology
concepts to reach critical mass and for a robust ﬁeld of research
to emerge. At the dawn of the 21st century, most of the basic ideas
of systems biology remained to be proven and/or applied to rele-
vant problems.3. The ‘‘emerging’’ ﬁeld of systems biology
Standing on the shoulders of the giants mentioned above and
many others, we are now witnessing a ‘‘renaissance” of local and
global systems biology understanding, powered by the introduc-
tion of modern molecular and imaging technologies as well as
mathematics, physics and engineering concepts and modeling
strategies. Importantly, systems properties have been discovered
in the context of the cell cycle, signaling, apoptosis, circadian
clocks and are likely to become relevant for stem cells, genome
wide association studies and the microRNA world. One could al-
most argue that this resurgence throughout the ﬁrst decade of
the 21st century is, in some ways, analogous to the evolution of
the concept of the gene as the basis for heredity in the 1900s.
Approximately four decades after the 1866 Mendel paper, now fa-
mous but completely unnoticed at the time, seemingly unrelated
observations published by de Vries, von Tschermak, Correns, Cué-
not, Johannsen, Bateson, Garrod and others converged toward a
single unifying theme over the course of the very ﬁrst decade of
the 20th century: the laws of heredity, apparently universally
applicable, involve hereditary units interchangeably referred to
over time as ‘‘gemmules”, ‘‘factors”, ‘‘elements”, ‘‘determinants”,
‘‘pangenes”, ‘‘mnémons” and ﬁnally, as ‘‘genes”, a ‘‘simplifying,
to-the-point, and appealingly short word”, as proposed by
Johannsen.
As new ﬁelds develop, new fundamental concepts need to be
formulated, usually leading to lists of neologisms that are some-
times perceived as annoying at ﬁrst by scientists not directly in-
volved, but that eventually gain acceptance if determined useful.
Consider that while the words ‘‘gene” and ‘‘genetics” were coined
in the 1900s, ‘‘genomics” only appeared as recently as in the
1980s. In many instances new metaphors need to be invented to
reﬂect new fundamental ﬁndings or novel hypotheses, as in ‘‘ge-
netic code”, ‘‘transcription” and ‘‘translation” for molecular biol-
ogy. Accordingly, biologists along with mathematicians,
physicists and engineers are in the process of introducing their
own vocabulary with old and newer notions such as positive and
negative ‘‘feedback circuits”, ‘‘feedforward loops” [14], ‘‘interac-
tome” networks [15], ‘‘scale-free” [16] and ‘‘small-world” [17] net-
works, ‘‘hubs” [18], ‘‘date and party hubs” [19]. Although it remains
unclear at this stage which of these concepts and terms will sustain
the test of time, they illustrate nicely the creative forces of our bur-
geoning ﬁeld.
With increasing challenges and novel questions emerging, new
technologies and methodologies need to be invented. Conversely,
new technologies often trigger new ways of addressing biological
problems. Such technologies are often confused with the funda-
mentals of the concepts they are designed to address. For example,
molecular biology is more often then not understood as a set of
technologies such as DNA restriction, ligation, cloning and
sequencing, while, fundamentally, it is a ﬁeld that addresses life
through the prism of the properties of macromolecules. Likewise,
genetics is sometimes understood as a set of techniques such as
dissecting yeast tetrads, pushing ﬂies or worms, etc., while it really
represents the study of life from the angle of what heredity can
teach us. A similar confusion applies to systems biology. The fun-
damental aspect of systems biology is often blurred together withexperimental strategies. There is a common confusion with the
term ‘‘systematic” biology, which usually refers to studying a
molecular biological problem by systematically testing all genes
or proteins of an organism as a way to identify all macromolecules
involved in that particular process. In addition, systems biology is
too often thought of as a restricted set of speciﬁc modeling ap-
proaches, such as the supposedly required use of differential equa-
tions or any other speciﬁc mathematics-based methodology, while
what really matters are the fundamental biological aspects that our
newly emergent ﬁeld represents.
On more mundane yet enlightening levels, as ﬁelds develop,
specialized scientiﬁc journals are launched, as in Genetics (1916),
Journal of Molecular Biology (1959), Journal of Cell Biology (1955),
Journal of Biological Chemistry (1905), or Journal of Evolutionary Biol-
ogy (1988). Here again systems biology is developing rather
quickly with the advent of very successful journals such as Molec-
ular Systems Biology (2005) or BMC Systems Biology (2007) and oth-
ers that have taken full advantage of the internet and open access
policies. Concomitant with the maturing of new ﬁelds, new aca-
demic departments are organized, as exempliﬁed by the numerous
Departments of Genetics, Cell Biology, Biological Chemistry, or
Evolutionary Biology around the world. It is not surprising then
that new Departments, Centers, or Institutes of Systems Biology
are popping up everywhere. Between new journals and re-orga-
nized academic working environments now relatively well estab-
lished, it is very likely that the next generation of systems
biologists will signiﬁcantly expand the ﬁeld in the decades to
come.4. Twenty ﬁrst century systems biology
By all accounts, systems biology is thus becoming a mature ﬁeld
of biology, the goal of which is to understand how complex sys-
tems underlie life. As often happens in science, multiple seemingly
unrelated events took place during a relatively short time at the
turn of this century.
Just in the opening month of the decade that followed the scare
about the Y2 K bug, a series of papers appeared with some of the
major elements of today’s systems approach to biology. Two pub-
lications demonstrated fundamental properties of positive and
negative feedback circuits by virtue of synthetic molecular recon-
struction of de novo designed and modeled wiring diagrams
[20,21], while a third similar story appeared shortly thereafter
[22]. A differential equation-based quantitative model of the bud-
ding yeast cell cycle control was released [23]. And, on the other
side of the systems biology spectrum, two papers published that
same month conﬁrmed the high level of macromolecular inter-
connectivity in proteome-wide protein–protein interaction or
‘‘interactome” networks, and strongly suggested that obtaining
high-quality interactome maps was possible and would be extre-
mely useful for cellular network modeling [24,25]. Such a seren-
dipitous convergence of events in a single month is mentioned
here to illustrate the wide diversity of systems biology approaches.
Graph theory papers describing global properties of non-biolog-
ical networks appeared [26,27] at about the same time, which
would turn out to be critical to understand overall organization
features of interactome networks [18,28]. Modeling regulatory cir-
cuits [29–31] and larger scale networks [32,33], reconstructing
metabolic networks [34], investigating network robustness
[35,36] and stochastic gene expression in biological systems [37],
were among the necessary conditions for a full reemergence of sys-
tems biology.
This issue of FEBS Letters nicely illustrates some more recent
contributions to a long list of accomplishments, namely: (i) feed-
back mechanisms are of the highest importance in cell cycle
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networks [38–43]; (ii) evolutionary mechanisms can be better
understood in light of complex molecular systems [44,45]; (iii)
interactome networks together with genetic, transcriptome and
metabolic networks contribute to our global understanding of cel-
lular systems [46–48]; (iv) characterization of the components of
biological systems, their regulations and molecular functions re-
mains a great challenge [49,50]; and ﬁnally (v) increasingly sophis-
ticated modeling concepts remain to be developed before the
promise of systems biology can be fully realized [51–53].
Most of the participants of this 2009 SystemsBiologyNobel Sym-
posium would agree at this stage that there are indeed many facets
to a systems understanding of life: mapping and modeling macro-
molecular and cellular networks, understanding cellular organiza-
tion, information ﬂow and logical relationships, mathematical
modeling of local molecular relationships, and importantly de novo
engineering of molecular circuits with predeﬁned systems proper-
ties as exempliﬁed by the growing ﬁeld of ‘‘synthetic biology”.What
appears to have emerged from the Symposium is howseeminglydif-
ferent approaches appear to be bound by a single common thread:
further developing the 5th great idea of biology.
Acknowledgements
The work performed at the DFCI Center for Cancer Systems Biol-
ogy (CCSB) is funded by grants from the Keck and Ellison Founda-
tions, NHGRI, NIGMS, NCI, NSF, and DOE. Special thanks to M.
Cusick, D. Hill, A.-R. Carvunis, B. Charloteaux, E. Rietman and R. Vi-
dal for their help with the manuscript.
References
[1] Nurse, P. (2003) The great ideas of biology. Clin. Med. 3, 560–568.
[2] Schrödinger, E. (1944) What is Life?, Cambridge University Press
[3] Schwartz, J. (2008) In pursuit of the gene: From Darwin to DNA, Harvard
University Press.
[4] Lambert, D. and Rezsöhazy, R. (2004). Comment les pattes viennent au
serpent: Essai sur l’étonnante plasticité du vivant. Flammarion SAS.
[5] Beadle, G.W. and Tatum, E.L. (1941) Genetic control of biochemical reactions
in Neurospora. Proc. Natl. Acad. Sci. USA 27, 499–506.
[6] Delbrück, M. (1949). In: Unités biologiques douées de continuité génétique.
Edit. du CNRS, Paris, pp. 33–34.
[7] Novick, A. and Weiner, M. (1957) Enzyme induction as an all-or-none
phenomenon. Proc. Natl. Acad. Sci. USA 43, 553–567.
[8] Monod, J. and Jacob, F. (1961) Teleonomic mechanisms in cellular metabolism,
growth, and differentiation. Cold Spring Harb. Symp. Quant. Biol. 26, 389–401.
[9] Umbarger, H.E. (1956) Evidence for a negative-feedback mechanism in the
biosynthesis of isoleucine. Science 123, 848.
[10] Yates, R.A. and Pardee, A.B. (1956) Control of pyrimidine biosynthesis in
Escherichia coli by a feed-back mechanism. J. Biol. Chem. 221, 757–770.
[11] Thomas, R. (1973) Boolean formalization of genetic control circuits. J. Theor.
Biol. 42, 563–585.
[12] Waddington, C.H. (1957) The strategy of the genes, Geo, Allen & Unwin,
London.
[13] Kauffman, S. (1969) Homeostasis and differentiation in random genetic
control networks. Nature 224, 177–178.
[14] Milo, R., Shen-Orr, S., Itzkovitz, S., Kashtan, N., Chklovskii, D. and Alon, U.
(2002) Network motifs: Simple building blocks of complex networks. Science
298, 824–827.
[15] Vidal, M. (2005) Interactome modeling. FEBS Lett. 579, 1834–1938.
[16] Barabási, A.L. and Albert, R. (1999) Emergence of scaling in random networks.
Science 286, 509–512.
[17] Watts, D.J. and Strogatz, S.H. (1998) Collective dynamics of ‘small-world’
networks. Nature 393, 440–442.
[18] Jeong, H., Mason, S.P., Barabasi, A.L. and Oltvai, Z.N. (2001) Lethality and
centrality in protein networks. Nature 411, 41–42.
[19] Han, J.D. et al. (2004) Evidence for dynamically organized modularity in the
yeast protein–protein interaction network. Nature 430, 88–93.
[20] Elowitz, M.B. and Leibler, S. (2000) A synthetic oscillatory network of
transcriptional regulators. Nature 403, 335–338.
[21] Gardner, T.S., Cantor, C.R. and Collins, J.J. (2000) Construction of a genetic
toggle switch in Escherichia coli. Nature 403, 339–342.[22] Becskei, A. and Serrano, L. (2000) Engineering stability in gene networks by
autoregulation. Nature 405, 590–593.
[23] Chen, K.C., Csikasz-Nagy, A., Gyorffy, B., Val, J., Novak, B. and Tyson, J.J. (2000)
Kinetic analysis of a molecular model of the budding yeast cell cycle. Mol. Biol.
Cell 11, 369–391.
[24] Walhout, A.J., Sordella, R., Lu, X., Hartley, J.L., Temple, G.F., Brasch, M.A.,
Thierry-Mieg, N. and Vidal, M. (2000) Protein interaction mapping in C.
elegans using proteins involved in vulval development. Science 287, 116–
122.
[25] Uetz, P. et al. (2000) A comprehensive analysis of protein–protein interactions
in Saccharomyces cerevisiae. Nature 403, 623–627.
[26] Albert, R., Jeong, H. and Barabasi, A.L. (1999) Internet – Diameter of the World-
Wide Web. Nature 401, 130–131.
[27] Albert, R., Jeong, H. and Barabasi, A.L. (2000) Error and attack tolerance of
complex networks. Nature 406, 378–382.
[28] Jeong, H., Tombor, B., Albert, R., Oltvai, Z.N. and Barabasi, A.L. (2000) The large-
scale organization of metabolic networks. Nature 407, 651–654.
[29] Ferrell, J.E. and Machleder, E.M. (1998) The biochemical basis of an all-or-none
cell fate switch in Xenopus oocytes. Science 280, 895–898.
[30] Kholodenko, B.N., Demin, O.V., Moehren, G. and Hoek, J.B. (1999)
Quantiﬁcation of short term signaling by the epidermal growth factor
receptor. J. Biol. Chem. 274, 30169–30181.
[31] McAdams, H.H. and Shapiro, L. (1995) Circuit simulation of genetic networks.
Science 269, 650–656.
[32] Ideker, T., Thorsson, V., Ranish, J.A., Christmas, R., Buhler, J., Eng, J.K.,
Bumgarner, R., Goodlett, D.R., Aebersold, R. and Hood, L. (2001) Integrated
genomic and proteomic analyses of a systematically perturbed metabolic
network. Science 292, 929–934.
[33] Walhout, A.J., Reboul, J., Shtanko, O., Bertin, N., Vaglio, P., Ge, H., Lee, H.,
Doucette-Stamm, L., Gunsalus, K.C., Schetter, A.J., Morton, D.G., Kemphues, K.J.,
Reinke, V., Kim, S.K., Piano, F. and Vidal, M. (2002) Integrating interactome,
phenome, and transcriptome mapping data for the C. elegans germline. Curr.
Biol. 12, 1952–1958.
[34] Edwards, J.S., Ibarra, R.U. and Palsson, B.O. (2001) In silico predictions of
Escherichia coli metabolic capabilities are consistent with experimental data.
Nat. Biotech. 19, 125–130.
[35] Barkai, N. and Leibler, S. (1997) Robustness in simple biochemical networks.
Nature 387, 913–917.
[36] Alon, U., Surette, M.G., Barkai, N. and Leibler, S. (1999) Robustness in bacterial
chemotaxis. Nature 397, 168–171.
[37] Elowitz, M.B., Levine, A.J., Siggia, E.D. and Swain, P.S. (2002) Stochastic gene
expression in a single cell. Science 297, 1183–1186.
[38] Kapuy, O., He, E., López-Avilés, S., Uhlmann, F., Tyson, J.J. and Novák, B. (2009)
System-level feedbacks control cell cycle progression. FEBS Lett., this issue,
doi:10.1016/j.febslet.2009.08.023.
[39] Brent, R. (2009) Cell signaling: What is the signal and what information does it
carry? FEBS Lett., this issue, doi:10.1016/j.febslet.2009.11.029.
[40] Markson, J.S. and O’Shea, E.K. (2009) The molecular clockwork of a protein-
based circadian oscillator. FEBS Lett., this issue, doi:10.1016/
j.febslet.2009.11.021.
[41] Kholodenko, B.N. (2009) Spatially distributed cell signaling. FEBS Lett., this
issue, doi:10.1016/j.febslet.2009.09.045.
[42] McAdams, H.H. and Shapiro, L. (2009) System-level design of bacterial cell
cycle control. FEBS Lett., this issue, doi:10.1016/j.febslet.2009.09.030.
[43] Hohmann, S. (2009) Control of high osmolarity signalling in the yeast
Saccharomyces cerevisiae. FEBS Lett., this issue, doi:10.1016/
j.febslet.2009.10.069.
[44] Thompson, D.A. and Regev, A. (2009) Fungal regulatory evolution: cis and trans
in the balance. FEBS Lett., this issue, doi:10.1016/j.febslet.2009.11.032.
[45] Levy, S. and Barkai, N. (2009) Coordination of gene expression with growth
rate: A feedback or a feed-forward strategy? FEBS Lett., this issue,
doi:10.1016/j.febslet.2009.10.071.
[46] Palsson, B. (2009) Metabolic systems biology. FEBS Lett., this issue,
doi:10.1016/j.febslet.2009.09.031.
[47] Nielsen, J. (2009) Systems biology of lipid metabolism: From yeast to human.
FEBS Lett., this issue, doi:10.1016/j.febslet.2009.10.054.
[48] Snyder, M. and Gallagher, J.E.G. (2009) Systems biology from a yeast omics
perspective. FEBS Lett., this issue, doi:10.1016/j.febslet.2009.11.011.
[49] Maier, T., Güell,M. and Serrano, L. (2009) Correlation of mRNA and protein in
complex biological samples, FEBS Lett., this issue, doi:10.1016/
j.febslet.2009.10.036.
[50] Barrantes, F.J., Borroni, V. and Valles, S. (2009) Neuronal nicotinic
acetylcholine receptor–cholesterol crosstalk in Alzheimer’s disease. FEBS
Lett., this issue, doi:10.1016/j.febslet.2009.11.036.
[51] Kaltenbach, H.-M., Dimopoulos, S. and Stelling, J. (2009) Systems analysis of
cellular networks under uncertainty. FEBS Lett., this issue, doi:10.1016/
j.febslet.2009.10.074.
[52] Klipp, E. (2009) Timing matters. FEBS Lett., this issue; doi:10.1016/
j.febslet.2009.11.065.
[53] Savageau, M.A. and Fasani, R.A. (2009) Qualitatively distinct phenotypes in the
design space of biochemical systems. FEBS Lett., this issue, doi:10.1016/
j.febslet.2009.10.073.
