We present and discuss optimum multivariable decision feedback equalizers (DFE:s). The equalizers are derived under the constraint of realizability, requiring causal and stable filters and finite smoothing lag. The design is based on a discrete-time channel model, where a digital signal passes through a dispersive multivariable channel with infinite impulse response. The additive noise is described by a multivariate ARMA model. Both minimum mean square error (MMSE) and zero-forcing (ZF) DFE:s are derived, under the assumption of correct past decisions.
Introduction
During the last three decades, decision feedback equalizers (DFE:s) have been used in digital communication to suppress intersymbol interference (ISI), i.e. to remove the effects of a frequency selective communication channel. The DFE constitutes a good compromise between performance and complexity: It provides much better performance than a linear equalizer, and it has a much lower complexity than the optimum detector, the maximum likelihood sequence estimator (MLSE).
A DFE consists of two filters and a decisions non-linearity. The ISI corrupted measurements are input to the feedforward filter. From the output of the feedforward filter, the output of the feedback filter is subtracted to remove the effect of residual ISI caused by the already detected symbols. A hard decision is then made to decide what symbol was transmitted. This decision is fed into the feedback filter to remove its effect on future symbol estimates. The coefficients of the feedforward and feedback filters are adjusted according to a criterion, the two most common being the zero-forcing (ZF) criterion and the minimum mean square error (MMSE) criterion. With a zero-forcing equalizer, all intersymbol interference is removed, whereas with an MMSE equalizer, the mean square difference between the transmitted signal and a soft signal estimate is minimized.
In the literature [1], two types of MMSE DFE designs have been proposed: 1. Optimal model based design, which results in a continuous-time non-causal feedforward filter. The structure is optimized based on the transfer function of the communication channel.
2. Fixed structure design, where the structure of the DFE is fixed prior to the design. The resulting DFE often has FIR filters of predetermined degrees both in the feedforward and feedback paths. The coefficients of these filters are then determined by solving the Wiener-Hopf equations.
The performance of the non-causal DFE is always better than that of a realizable DFE. The fixed structure DFE on the other hand may have a suboptimal structure, resulting in suboptimum performance. The optimum performance of a realizable DFE can thus only be bounded using these results.
This dilemma was resolved in [2] , where an optimum realizable DFE was derived. The derivation was based on discrete time IIR models of the channel and the noise, and the resulting DFE had optimal structure with optimal filter degrees. Design equations on closed form were also presented.
During the last few years, channels with several inputs and/or outputs have gained increased interest. Such channels occur in many areas, e.g. in cellular communication 1 systems where antenna arrays are used to improve the detection. Oversampled channel models can also be formulated as a channel with several outputs. With a detector based on a model with multiple inputs and/or outputs, it is possible to suppress not only intersymbol interference, but also co-channel interference, i.e. interference from other signals.
A multiple input-multiple output (MIMO) DFE is a DFE where both the feedforward and the feedback filter have multiple inputs and multiple outputs. The DFE is an attractive compromise between complexity and performance also in the MIMO case. As in the scalar case, studies of MIMO DFE:s are based on one of two principles: either a DFE with a non-causal feedforward filter [3] or a DFE whose structure is fixed prior to the design [4, 5, 6] .
In this paper, we present a generalized DFE with several inputs and outputs, which minimizes the mean square error under the constraint of realizability. The resulting DFE utilizes multivariable IIR filters with optimal filter degrees, and its parameters can be obtained from closed form design equations. In the limit, when the smoothing lag tends to infinity, we also obtain the non-realizable MMSE DFE. Furthermore, we introduce the existence of a zero forcing MIMO DFE as a criterion for near-far resistance of the corresponding MMSE DFE. Our derivations are based on a discrete time system model, where the multivariable channel may have an infinite impulse response, and where the noise is described by a multivariate ARMA model.
The paper is organized as follows: In Chapter 2, we present scenarios which lead to multivariable channel models. A concise description of the equalization problem and the parameterization of the channel and noise models is then given in Chapter 3. In Chapter 4, the structure and the design equations for the optimum realizable minimum mean square error DFE are presented. We also discuss the conditions for the existence of a zero-forcing MIMO DFE and its implications on the design of MMSE DFE:s. Finally, we use our framework to derive the optimum non-realizable DFE. In Chapter 5, a numerical example illustrates advantages and drawbacks of using a DFE with optimal structure as opposed to a conventional DFE with FIR filters in both the feedforward and the feedback link. Finally, in Chapter 6, conclusions are drawn and topics for future studies are indicated. are down-converted to the baseband. The baseband signal is passed through a fixed antialiasing filter and sampled. Depending on the application, the sampling rate either equals, or is a multiple of, the symbol rate. When designing the detectors, the transmitter filter, the multipath channel and the receiver filter are lumped together, and the resulting discretetime channel from the transmitted symbols to the received sampled signal is used as a basis for detector design.
Note that all signals are represented by their complex envelopes and that all coefficients in the discrete-time channel models in general will be complex-valued. This is due to the fact that we are considering a communication system using radio frequency carriers. Figure 2 .1, the receiver front-end incorporates no filter matched to the received signal, as is common in optimal, model-based detector design [7] . This means that there is no guarantee that the sampled signal constitutes a sufficient statistic of the original continuous-time signal
Remark 1. As is apparent from
. Also, the noise suppression of the anti-aliasing filter is worse than that of an ideal matched filter. Still, we will not use a matched filter as an a priori component in our detector design. The reason for this is threefold:
1. As explained in Section 4.4, matched filtering may not be optimal for a detector with finite smoothing lag.
2. For channels having infinite impulse responses (IIR channels), the matched filter would not be realizable.
3. In a practical communication system, a fixed analog filter must be used.
Notations
Throughout the paper, channels and filters are assumed to be linear and time-invariant. A scalar discrete-time channel or filter will be represented as a rational function in the unit delay operator R T S V U , i.e. as a ratio of polynomials in R T S V U as exemplified below:
When appropriate, the complex variable d
will be substituted for the forward shift operator R . For convenience, polynomial arguments will often be omitted when there is no risk of misunderstanding.
A channel having multiple inputs and multiple outputs will be called a multivariable channel or a multiple input-multiple output (MIMO) channel. Multivariable channels will be described by matrices, whose elements are rational functions. Such matrices are called rational matrices. We can expand any stable and causal rational matrix e X R T S V U a in the series
where i are the Markov parameters of e X R T S V U a
. For any such rational matrix, we define
where X p y q a n denotes complex conjugate transpose. We will also consider rational matrices which are non-causal. Such a matrix can be expanded in the series
In this case, the definition (2.1b) can be generalized to
In some cases, the denominators of all the matrix elements will be constants, rather than polynomials. In these cases, the multivariable channel can be described by a polynomial matrix:
The degree of a polynomial matrix
equals the highest degree of any of its elements, and is denoted . For any polynomial matrix (2.3a), we also define
Examples of multivariable channel models
With the receiver front-end depicted in Figure 2 .1, the resulting channel is scalar, baseband and discrete-time. We will now describe scenarios where several such channels are combined to form a multivariable channel.
Detection using antenna arrays
In cellular communication systems, multi-element antennas, also known as antenna arrays, are frequently used to reject interference and to reduce the effect of fading and noise [8, 9] . The introduction of antennas with several elements at the receiver results in a channel with multiple outputs. Assume that the received signal is sampled at the symbol rate. The signal received at antenna is denoted | B 6
, and the additive noise received at the same antenna is denoted x p | B 6
. Furthermore, assume that the scalar channel from the transmitter to receiver antenna is described by the transfer operator ¡ ¢ | V
. To obtain a collective representation of the antenna signals, we form the following vectors:
is the number of antenna elements in the array. The vector of received samples can then be expressed as
is the transmitted signal. The model (2.5) is a single input-multiple output (SIMO) model, and is depicted in Figure 2 .2.
As is apparent from (2.4b), a SIMO filter is described by a column vector with rational elements. For the antenna array application considered here, the scalar channels
are in fact accurately described by polynomials, and the SIMO channel can thus be modeled by a polynomial column vector.
The model (2.5) can be used as a basis for design of a detector performing interference rejection. This approach has been thoroughly investigated, in e.g. [8] , [10] and [11] . In all these investigations, interference rejection improves the performance significantly.
In a scenario where several users transmit simultaneously, we can modify (2.5) to explicitly incorporate multiple users. For this purpose, we assume that the signal ³ | r is transmitted from user µ , and define
The presence of an antenna array at the receiver results in a single inputmultiple output (SIMO) model.
We also denote the scalar channel from transmitter Ò to receiver antenna Ó
and define the rational matrix
Using (2.4a), (2.4c), (2.6a) and (2.6b), we can now express the signal received at the antenna array by the multiple input-multiple output model
Of course, the model (2.5) is a special case (é Y ê Ü ì ë ) of (2.7). The channel model (2.7) can be used as a basis for design of a multiuser detector, which simultaneously detects the symbols transmitted from all users. This approach was first studied by Winters in [12] and more recently by Tidestav et al. in [6] , where in addition, multiuser detection and interference rejection were compared.
Multiuser detection in DS-CDMA
In direct sequence code division multiple access (DS-CDMA) systems, the transmitted symbols are spread before transmission. Spreading implies that the signal is multiplied by a user-specific spreading sequence, a signal having (much) larger bandwidth than the information-bearing signal. At the receiver, the signals from the different users are despread by means of cross-correlation with the corresponding spreading sequence. If the spreading sequences are chosen almost orthogonal, the signals from different users will only interfere mildly with one another.
However, since the spreading sequences cannot be chosen completely orthogonal 1 , the despread signal will contain contributions from all signals. The magnitude of this multiple access interference (MAI) is determined by the cross-correlation between the spreading sequences of the different users. The presence of MAI implies that we can formulate a 1 In fact, this may not even be desirable in a real system. 6 multivariable model to describe this scenario. This model will have the symbols from all the users as input and the outputs of the cross-correlators, sampled at the symbol rate, as output. For this purpose, we collect the sampled outputs of the cross-correlators in a vector: 
Fractionally spaced sampling.
We shall now turn our attention to fractionally spaced sampling. Fractionally spaced sampling implies that the received signal is sampled several, say , times during a symbol period ) 2 1 , as depicted in Fig. 2 .3. 
The vector-valued stochastic process i f is stationary and has sampling rate equal to the symbol rate 
Using (2.12) and (2.13), we can express
which is a SIMO model with symbol-spaced and stationary inputs and outputs. Oversampling can be used to reduce the sensitivity of the receiver to synchronization errors, or simply to improve detector performance.
When several signals are transmitted over a common channel, an oversampled version of the received signal can be used to detect all of them. This can be implemented in CDMA systems, as described in [14, 15] , and in xDSL systems, as described in [16] . The resulting model will have multiple inputs, as well as multiple outputs. The generalization of (2.14) to such a MIMO model is analogous to the generalization of (2.5) to (2.7) and will not be described any further.
Acquiring MIMO models
Channel models are seldom known a priori. Instead, they have to be estimated. However, since multivariable models can be parametrized in many different ways, ordinary prediction error methods [17] may be inappropriate, due to the large number of design variables involved. In this respect, subspace identification [18] offers a solution. With subspace identification, only one design variable is used: the order of the realization. The estimated model is a minimal state space realization, which can then be converted into any suitable form [19] .
Fortunately, multivariate FIR models are still relatively easy to estimate, using leastsquares methods. One remaining problem is that the number of parameters to estimate may be unnecessarily large. In particular, this is the case for the multivariable channel models described in section 2.3.1. These channels can in fact often be described by a reduced rank model [20] . This low-rank property can be taken into account when the channel is estimated [21] , leading to more accurate models.
In the following, we will assume that all models are known without error. In practice, models are of course uncertain and better performance may be obtained with robust methods. With such methods, detectors which explicitly take the model uncertainty into account can be designed. See [22] and [23] for examples of such designs.
9
Chapter 3
Problem statement
Consider the received sequence of measurement vectors6 !
. Assume that each vector can be described as a sum of the output from a dispersive, multivariable channel and a multivariate noise term as depicted in . These three matrices are assumed to be stably invertible, i.e. the roots of
all lie inside the unit circle
. We assume that the leading matrix coefficient in P i s non-singular, i.e.
a re assumed to be monic (the leading matrix coefficient is equal to the identity matrix). To simplify the presentation, x P and D #
are also assumed to be diagonal. This will result in less complex design equations, but might lead to unnecessarily high polynomial degrees in the matrix elements. 1 The polynomial elements in the matrices may have complex coefficients, and are assumed to be correctly estimated. 1 Hence, neither
Each element in the vector º » ¼ ½ is taken from a finite set of values, the so-called alphabet, i.e.
For instance, when binary phase shift keying (BPSK) is employed, 
In a communication system employing interleaving, this assumption is in general valid. The noise vector
It is a possibly complex-valued, white stochastic process with zero mean and covariance matrix
For future reference, we also define
Our primary goal is to reconstruct the sequence of symbol vectors
. For this purpose, we introduce the multiple input-multiple output general IIR decision feedback equalizer (GDFE):
The feedforward filter é ô » # ëì í½ and the feedback filter ï p » P ëì í½ are stable and causal rational matrices. The design variable å is known as the decision delay or the smoothing lag, i.e. the number of future measurements used to estimate the current symbol. The function ò s » C õ ½ constitutes the decision non-linearity: For each element
thus constitutes the decision made on the estimate It is important to note that the GDFE (3.6) must be realizable. This constraint implies that 11 the smoothing lag B m ust be finite, and A the filters must be causal.
In Section 4.4, we will illustrate what happens when the constraint of realizability is relaxed.
Given the received sequence of symbol vectors
a nd the model (3.1), we want to find the stable and causal linear time-invariant MIMO filters where the estimation error
The GDFE which minimizes (3.7) will be called the MMSE GDFE.
We are also interested in finding the conditions under which a zero-forcing solution to the equalization problem exists. A scalar zero-forcing equalizer removes all intersymbol interference from the symbol estimate. A natural extension to the multivariable case [10] is to require that both the intersymbol interference and the co-channel interference, which is explicitely included in the channel model should be removed. A multivariable zero forcing (ZF) equalizer can then be defined accordingly: , then the equalizer is said to be zero-forcing.
Definition 1 Consider the channel model (3.1) and a multivariable equalizer which forms the estimate
Because of the presence of the non-linear decision device in (3.6), closed form expressions for the parameters of the minimum mean square error or the zero-forcing GDFE cannot be found. To make derivation of optimum GDFE coefficients possible, we adopt the usual assumption that all past decisions affecting the current estimate are correct. 3 With this assumption, minimizing (3.7) becomes a quadratic optimization problem, and a zero-forcing equalizer can be found by solving a system of linear equations. 2 The covariance matrix is minimized in the sense that any other admissible choice of
will result in a estimation error covariance matrix t u such that t u w v u is positive definite.
Chapter 4 Optimum general decision feedback equalizers
We will now describe how to adjust the coefficients of the multivariable GDFE (3.6), so that the estimation error covariance matrix (3.7) is minimized. We also show how the GDFE can be tuned so that the zero-forcing condition (3.9) is satisfied.
The optimum MMSE GDFE
We introduce the following polynomial matrices:
We also define the polynomial matrices We are now ready to formulate our main result.
Theorem 1 Assume that a multivariable channel is described by (3.1), and that the transmitted data is described by (3.3), whereas the noise is described by (3.4) with h . Assuming correct past decisions, the general multivariable DFE (3.6) minimizes the estimation error covariance matrix (3.7) if and only if 1 A coprime factorization may be numerically sensitive. For a robust implementation, see [24] .
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where the degrees of the unknown polynomial matrices satisfy
Proof: See Appendix A. Remark 3. When the channel is equalized using the optimum MMSE DFE, the estimate of the transmitted vector will be given by
when all previous decisions are assumed correct. The equivalent equalized channel is thus given by
Also, from (4.6) we can calculate the resulting estimation error covariance matrix (3.7). Using the assumptions (3.3) and (3.4) we obtain
The first term in (4.7) is caused by residual intersymbol and co-channel interference from the first ¥ taps in the equalized channel. The deviation of the reference tap from the identity matrix also contributes to the term. The last term in (4.7) is caused by the noise.
Remark 4. The smoothing lag
¥ is a design variable and should be chosen as a trade-off between complexity and performance. In general, the smoothing lag should be chosen so that "enough" signal power can be collected by the feedforward filter before a decision is made.
The presented MMSE solution provides an optimal DFE structure. It is evident that the conventional DFE structure, where both the feedforward and the feedback filters have finite impulse responses, is optimal only when
. In other words, the channel must be described by a finite impulse response model, whereas the additive noise must be an autoregressive (or white) process.
In addition to providing an optimal DFE structure and optimal filter degrees, Theorem 1 gives guidelines on how to choose the filter degrees in a conventional structure when the use of the optimal structure is deemed inappropriate. For instance, when the noise can be described by a moving average model, Theorem 1 states that both feedforward and feedback filters should have infinite impulse responses. In that case, the transversal feedforward filter in the conventional DFE structure should have a long impulse response, particularly if the zeros of ç è t é ê Y ë ì a re located close to the unit circle.
The ZF GDFE
We now turn our attention to the general multivariable zero-forcing DFE. 
Proof: See Appendix B. Equation (4.8) may have several solutions. Hence, for a given channel, there may be many multivariable zero-forcing decision feedback equalizers. However, in some cases no solution to (4.8) will exist. The precise condition for this is stated in Lemma 1. 
Lemma 1 There exists a solution to (4.8) if and only if every common right factor of

Proof:
The results follows from the general theory of Diophantine equations, see [26] .
Lemma 1 can be used to determine if a zero-forcing solution exists for any given channel. However, we can also use Lemma 1 to find cases where trivial channel characteristics preclude the existence of a zero-forcing equalizer. The following two corollaries exemplify two such cases. 
Remark 1.
From the perspective of a detector designer, Corollary 2 is enlightening. When designing a multi-user detector, it is vital to choose a smoothing lag which is guaranteed to exceed the bulk delay of all users, even if we are interested only in the signal from one of them.
The ZF DFE solution and near-far resistance
The primary focus in the literature regarding equalizer design has been on MMSE equalizers. The reason for this is twofold:
1. When noise is present, an MMSE equalizer in general provides better performance than the corresponding ZF equalizer.
2. An MMSE equalizer is better suited for adaptive implementation, since it easy to derive an adaptive algorithm which recursively minimizes the MSE.
Therefore, in an actual implementation, an MMSE equalizer is in general preferable. However, zero-forcing equalizers can provide information about the performance of their MMSE counterparts. In the multiuser case, the existence of a zero-forcing equalizer implies that all intersymbol and co-channel interference can be removed. In this case, the estimation error at the input of the decision device of the corresponding MMSE equalizer will vanish when the noise variance © in (3.4) tends to zero. When no ZF equalizer can be found, there will be some residual interference at the input to the decision device of the corresponding MMSE equalizer, irrespective of the noise level. As the power of the interfering signals increases, so will the residual interference. In the limit as the power of the interfering signals goes to infinity, the MMSE detector will become useless. This phenomenon is called the near-far problem in the CDMA literature, and detectors that are capable of handling a situation with very disparate transmitter powers are said to be near-far resistant.
The discussion above suggests that the existence of a zero-forcing DFE can be used as an indicator of near-far resistance of the corresponding MMSE DFE. In fact, the existence of a zero-forcing DFE implies that the equalization problem is in some sense well-posed. For instance, Corollary 1 states that no ZF equalizer exists when , an equalization problem which is badly posed. Even in this situation, an MMSE solution exists but will give a high MSE. In [6], the performance of different MMSE DFE:s is investigated in situations when no ZF solution exists.
The structure of decision feedback equalizers with asymptotically large smoothing lags
As mentioned in Section 2.1, it is common in theoretical investigations to let the received signal pass through a filter matched to the channel, and then design the DFE to operate on this signal. In other words, the matched filter is used as an a priori constraint on the DFE solution. In the MIMO case, a matched filter will have to be included for every scalar channel [3], resulting in a bank of ! " # matched filters. In this section, we will show that such a bank of matched filters will indeed be present in the MSE optimal GDFE, but only when the smoothing lag $ is allowed to go to infinity. To prove this suggestion, we rewrite (3.6) as
We now let f tend to infinity to obtain the optimum non-realizable MIMO DFE:
where we have defined
The coefficients of the non-realizable DFE can be obtained using the following theorem: , which appears as a right factor of (4.11a), constitutes a bank of whitening matched filters. Hence, when the smoothing lag tends to infinity, there is no performance penalty associated with the introduction of such a filter prior to the optimization of the DFE. However, this is not true for the realizable DFE; no whitened matched filter is present in (4.3a).
A comparison between the DFE and MLSE
A maximum likelihood sequence estimator (MLSE) computes the transmitted signal which maximizes the conditional probability of the received signal, i. should be taken from the alphabet £ . When the channel and noise statistics are known, the MLSE is the optimum sequence detector.
When the channel memory is finite, the optimization in (4.13) can be efficiently implemented using the Viterbi algorithm [27] , which constitutes forward dynamic programming. Still, the complexity is very high. Assuming that the channel length is , alphabets and channel lengths, there is a large difference in complexity between the MLSE and the DFE. On the other hand, the difference in performance is generally considered small. 
A numerical example
To illustrate the potential performance improvements, which can be obtained by using the GDFE, a Monte Carlo simulation has been conducted. Consider the two input-two output FIR channel (cf. (3.1))
Over this channel, we transmit two BPSK modulated signals, i.e.
. At the receiver, noise is added. The noise is Gaussian and will be described by the first order moving average model
This noise model has zeros in
. We compare the performance of two DFE:s with smoothing lag
The GDFE, with degrees and parameters given by Theorem 1.
õ The conventional FIR DFE described in [28] . This DFE has FIR filters of degrees 
. We assume that the SNR:s of the two users are identical, i.e. that SNR Ô ½ SNR é . The simulations are performed using both correct decisions and decisions from the decision device.
From Fig. 5 .1, we see that in some cases, it is advantageous to take the noise model into account. The GDFE does this in an optimum way, whereas the conventional DFE does not. With correct decisions, the GDFE is about 0.6 dB better than the conventional DFE over the range of investigated SNR:s. With real decisions, the performance of the two DFE:s is identical for low SNR:s, while it differs by 0.6 dB for high SNR:s.
By using higher filter degrees, the performance of the conventional DFE would be improved. In the limit, when the filter lengths go to infinity, it attains the performance of the GDFE.
From Fig. 5 .1, we also see that with real decisions, the performance of both DFE:s worsen, and that the difference between the two DFE:s is smaller. This indicates that the DFE with optimal structure is more sensitive to incorrect past decisions.
For the considered FIR channel, the conventional DFE structure is optimal when the additive noise is temporally white. White noise corresponds to noise described by a moving average process, whose zeros are located in the origin. Therefore, the difference between the optimum DFE and the conventional DFE should be smaller, the closer to the origin the noise zeros lie. Correspondingly, when the noise zeros lie close to the unit circle, the difference should be larger.
To investigate this assumption, the locations of the zeros of the noise model are varied according to
while the SNR, as defined in (5.1), is kept constant at 5 dB. Thus, the noise model zeros are moved along a radius, from the origin towards the unit circle. All other conditions for the simulation scenario are as in Fig. 5 .1. The result is depicted in Fig. 5 .2. The location of the noise zeros clearly affects the relative performances of the two algorithms. When the zeros are close to the origin, the performance of the two DFE:s are identical, but the further out towards the unit circle the zeros are moved, the larger the difference. One interesting discovery is the performance of the GDFE with real decisions when the noise zeros are located very close to the unit circle: In this scenario, error propagation causes very bad performance for the GDFE. The reason is that when the noise zeros are close to the unit circle, so are the poles of the feedback filter. The impulse response of the feedback filter then becomes very long, leading to a higher probability of error bursts.
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Chapter 6
Conclusions
From a practical point of view, a decision feedback equalizer must be realizable. Also, optimum performance can be achieved only if the structure of the DFE is appropriate for the considered scenario. We have presented a generalized DFE with optimal structure, derived under the constraint of realizability. The IIR filters in this DFE are obtained from closed form design equations, which involve the channel and noise description. By allowing the smoothing lag to go to infinity, we have also derived the optimum nonrealizable DFE.
New findings regarding the near-far resistance of the MIMO MMSE decision feedback equalizer have also been presented. By investigating the possible existence of a zero-forcing MIMO DFE, important conclusions can be drawn: If a ZF DFE does not exist, the corresponding MMSE DFE will not be near-far resistant.
The performance of the general DFE is demonstrated in a numerical example. This example indicates that for heavily colored noise, the GDFE outperforms the conventional FIR DFE. However, the conventional DFE seems to be less sensitive to the presence of incorrect past decisions: When incorrect decisions occur, the difference in performance is reduced.
Throughout the paper, we have assumed that channel and noise models are accurately known. In practice however, estimation of these models are prone to error. This is especially true for the noise model. The performance of the GDFE as compared to the conventional DFE when identified models are employed is a topic for future research. Another issue is to make the MIMO DFE more robust with respect to model errors and incorrect decisions, by taking the model and signal uncertainty into account already in the design. [6] Claes Tidestav, Mikael Sternad, and Anders Ahlén, "Reuse within a cell-multiuser detection or interference rejection?," submitted.
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Appendix A Proof of Theorem 1
Consider the channel described by (3.1), and the general multivariable decision feedback equalizer (3.6). Insert the expression for the symbol estimate
into the expression (3.8) for the estimation error:
Assume correct past decisions, i.e.
from (3.1) into (A.1) and rearrange:
Introduce the alternative estimate may be based upon. Thus,
are arbitrary stable and causal rational matrices. If the estimation error obtained with (3.6) is orthogonal to any admissible variation (A.4a), (A.4b), i.e. if~S
minimizes the estimation error covariance matrix (3.7): For any estimation error covariance matrix g obtained with
will be positive definite. We must thus assure that (A.5a) and (A.5b) are fulfilled.
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To compute the cross-correlations (A.5a) and (A.5b), we will use Parseval's relation for complex signals [29] and evaluate the expressions in the frequency domain. We thus insert (A.3) and (A.4a) into (A.5a) and use Parseval's relation to rewrite the result
are both diagonal, we can express (A.6) as
From (A.7) we see that . We therefore insert
where ¼ is an arbitrary polynomial matrix, into (A.10) and (A.12) and rearrange:
We now use that Å Õ Â Ã and Ä are diagonal and hence commute. We also insert (4.1a) and (4.1b) into (A.13):
Equation (A.14) can be further simplified by using the coprime factorization (4.2) and multiplying with
from the right:
is the only remaining rational matrix in (A.15a), its poles must be canceled by a corresponding factor in Ú Ö
. We thus conclude that may have common factors. We can now insert this expression into (A.15a) to yield
By exchanging the unknown 
From (A.17b) and (A.17c) we immediately obtain the conditions for the degrees of It remains to show that equations (A.16a) and (A.16b) have a solution with the degrees specified by (4.5a)-(4.5d). For this purpose, we rewrite (A.16a) and (A.16b) as two systems of linear equations. Two matrix polynomials are identical if and only if all the corresponding coefficient matrices are identical. We must thus adjust the coefficients of are equal on the left and right hand side of (A.16a) and (A.16b). We thus evaluate the expressions for the matrix coefficients, conjugate, transpose and equate the left and right hand sides. For (A.16a) we obtain
Note that
. In (A.18) . Proceeding in the same manner with (A.16b) results in 
where only known coefficient matrices appear on the right hand side. We will now show that this system of linear equations has a unique solution whenever , which is a consequence of the coprime factorization (4.2). Now, since both 
Introduce the polynomial matrices 
Property 3:
We will now show that it is impossible to find a stable and causal rational matrix 
C.2 Proof of Corollary 2
Assume that user where we in the second equality used the coprime factorization (4.2) and in the last equality the spectral factorization (4.12). We now collect polynomial matrices in on the left hand side and polynomial matrices in on the right hand side: 
