published in: Siberian Math. J., 1995, V. 35, No 3, 664-700. In [1] R. G. Mukhometov published a proof of the following result which remains the strongest among those known in integral geometry: a simple Riemannian metric on a compact manifold with boundary is uniquely determined in a prescribed conformal class by the distances between boundary points (a metric is called simple, if a unique geodesic joints each pair of points). The proof is based on some differential identity for the kinetic equation on a Riemannian manifold. Using the identity, R. G. Mukhometov "in passing" obtained the following two strong results: he proved uniqueness for a solution to the linear problem of integral geometry and found a formula that expresses the volume of a Riemannian manifold in terms of the distances between boundary points. Unfortunately, the formula is given in [1] in regretfully noninvariant form. Mukhometov's identity has a cumbersome formulation and very difficult proof. The present article was originally intended as purely methodological: to find an exposition of Mukhometov's results appropriate for their inclusion into the author's lecture course on integral geometry. As it often happens in such matters, the research goes beyond the preliminary framework, leading to the results of interest in their own right.
In [1] R. G. Mukhometov published a proof of the following result which remains the strongest among those known in integral geometry: a simple Riemannian metric on a compact manifold with boundary is uniquely determined in a prescribed conformal class by the distances between boundary points (a metric is called simple, if a unique geodesic joints each pair of points). The proof is based on some differential identity for the kinetic equation on a Riemannian manifold. Using the identity, R. G. Mukhometov "in passing" obtained the following two strong results: he proved uniqueness for a solution to the linear problem of integral geometry and found a formula that expresses the volume of a Riemannian manifold in terms of the distances between boundary points. Unfortunately, the formula is given in [1] in regretfully noninvariant form. Closed results were obtained by I. M. Bernsteȋn and M. L. Gerver [2] .
Mukhometov's identity has a cumbersome formulation and very difficult proof. The present article was originally intended as purely methodological: to find an exposition of Mukhometov's results appropriate for their inclusion into the author's lecture course on integral geometry. As it often happens in such matters, the research goes beyond the preliminary framework, leading to the results of interest in their own right.
First, the stability estimate that we obtained in the nonlinear problem of determining a metric differs from the similar estimate by Mukhometov; the differences can occur essential for some questions. Second, our formula for the volume of a Riemannian manifold has an invariant form and depends linearly on the boundary distances; this circumstance turned out to be unexpected for the author.
In the present article, it is Mukhometov's results on the linear problem of integral geometry that undergo the broadest generalization. To clarify the nature of these generalizations, we recall that the integral geometry problem is equivalent to the inverse problem of determining a source in the stationary kinetic equation. The latter equation has a simple physical meaning: it describes the distribution of particles (or a radiation) moving along certain trajectories (in our case along the geodesics of a Riemannian metric) and not interacting with each other and with a medium. If we wish to take account of interaction of particles with the medium, then we have to insert extra summands into the equation. The simplest of such summands describes attenuation of particles by the medium. From the standpoint of integral geometry, the taking of attenuation into account leads to the fact that, in the main integral operator, there appears a weight factor depending exponentially on the integration variable. The resultant integro-geometrical operator is called the exponential X-ray transform (the term "attenuated X-ray transform" is in use as well). This operator plays the key role in the problems of emission tomography. The summand second in complexity which is usually included into the kinetic equation is the scattering integral describing the effects of collision of particles with motionless atoms of the medium. The kinetic equation with the scattering integral is conventionally called the linear transport equation. The latter now has no simple interpretation in terms of integral geometry. Nevertheless, the methods of integral geometry can successfully be used in studying the inverse problems for this equation. Below we consider the inverse problem of determining a source in the linear transport equation and prove uniqueness of a solution and a stability estimate for it under some assumptions.
The above-mentioned results notwithstanding, the author considers the integral geometry machinery developed here as the main content of the article. First of all, this relates to the new notion in tensor analysis whose name is mentioned in the title of the article. The modified horizontal derivative serves as a tool for obtaining various identities of Mukhometov type.
The first three sections of the article contain definitions and statements of results. Here the exposition is practically selfcontained.
The central section, § 4, is devoted to the construction of the modified horizontal derivative. To read this section, one has to be acquainted with the apparatus of semibasic tensor fields which is exposed briefly in [3] and in detail in Chapter 3 of the book [4] . Because, in the author's opinion, the concept of the modified horizontal derivative will find numerous applications in future, the exposition in § 4 is sufficiently detailed.
The last three sections contain proofs of the theorems. The present article is formally independent of Mukhometov's article [1] . Nevertheless, it is worth noting that in many respects we follow the ideas of the article. This mainly concerns the exposition in § 6 and § 7.
The Volume of a Simple Riemannian Manifold
Let (M, g) be a Riemannian manifold with boundary ∂M . We recall that the second quadratic form II(ξ, ξ) = ∇ ξ ν, ξ (ξ ∈ T x (∂M )) (1.1)
of the boundary is defined at each point x ∈ ∂M ; here ν is the unit vector of the outward normal, ∇ is the covariant derivative in the metric g, and , is the scalar product with respect to the metric g. The boundary is said to be strictly convex if form (1.1) is positive definite for every x ∈ ∂M . Also we recall that the exponential mapping at a point x ∈ M is defined to be the mapping exp x : T x M ⊃ U → M given by the equality exp x (ξ) = γ x,ξ (1) , where γ x,ξ (t) is a geodesic satisfying the initial conditions γ x,ξ (0) = x andγ x,ξ (0) = ξ. The exponential mapping is well-defined for those ξ ∈ T x M for which γ x,ξ (t) exists for t ∈ [0, 1].
A compact Riemannian manifold (M, g) is called simple, if its boundary is strictly convex and every two points x, y ∈ M are joint by a unique geodesic γ x,y depending smoothly on x and y. The requirement means that the mapping exp
Given x, y ∈ ∂M , by Γ g (x, y) we mean the distance between x and y in the metric g. The function Γ g : ∂M × ∂M → R is called the (two-point) hodograph of the metric g. The following problem of determining a metric from its hodograph is of interest from both the pure geometrical and applied points of view: given a function Γ : ∂M × ∂M → R, one has to determine whether it serves as the hodograph of some metric and find all such metrics. The next question of stability seems to be equally important: are two metrics close (in some sense) to each other in case their hodographs are close?
Let τ M = (T M, p, M ) denote the tangent bundle of a Riemannian manifold (M, g). We denote the points of the space T M by pairs (x, ξ), where
stand for the manifold of unit tangent vectors. We represent the boundary ∂ΩM of this manifold as the union of two submanifolds
of outward and inward vectors with the common boundary
with ε i ≥ 0 and ε 1 + ε 2 > 0. The function τ + : ∂ − ΩM → R will be called the angular hodograph of the metric g. It can easily be shown [5] that the angular hodographs of two simple Riemannian metrics coincide if their two-points hodographs coincide. The author does not know whether the converse claim is valid. 
where dV n−1 is the Riemannian volume form on 
The formula obtained by R. G. Mukhometov in [1] represents V n (M ) as the integral over ∂M × ∂M of some function in Γ g (x, y). We do not reproduce this formula here since it is bulky. In the general case the relationship between the integrands in the two formulas is unclear. The two-dimensional case is an exception; in this case the formulas transform into one another by a simple change of variables. However, in the two-dimensional case the formula was known earlier [6] . 3
Determining a Riemannian Metric in a Prescribed Conformal Class
Let M be a compact manifold. Introduce an arbitrary Riemannian metric in M and denote the distance between points x, y ∈ M in the metric by ρ(x, y). Given a function f : M × M → R, introduce the notation 
and the following two conditions:
Then for every two functions λ,λ ∈ Λ(λ 0 , k 0 ) and the metrics g = λ 2 g 0 andg = λ 2 g 0 corresponding to them, the estimate
holds with some constant C dependent only on (M, g 0 ), λ 0 , and k 0 . In particular, given a function Γ : ∂M ×∂M → R, there exists at most one function λ ∈ Λ(λ 0 , k 0 ) such that Γ is the hodograph of metric (2.3) . Here Γ g and Γg are the hodographs of the metrics g andg.
Observe that the norm
is finite for every metric g, since the hodograph of g satisfies the estimate Γ g (x, y) ≤ C g ρ 0 (x, y) with some constant C g ; here ρ 0 is the distance-function in the metric g 0 and dV 0 is the Riemannian volume form of g 0 . 4
Pay attention to the following particularity of estimate (2.5) which looks contradictory at first glance: the degree of homogeneity of the left-hand side of (2.5) differs from that of the right-hand side. Namely, if we multiply the functions λ and λ by a positive constant α, then the left-hand side of inequality (2.5) is multiplied by α 2 while its right-hand side is multiplied by α. However, the circumstance is not a contradiction, since it is impossible to let α tend to zero or infinity in view of constraints (2.2) .
Under the same suppositions R. G. Mukhometov obtained the estimate
where
We leave the reader with judging the respective merits and demerits of estimates (2.5) and (2.6).
Determining a Source in the Linear TransportEquation
Recall that the coordinates of a vector ξ ∈ T x M in a local coordinate system (x 1 , . . . , x n ) in a neighborhood U ⊂ M of the point x are defined as the coefficients 
is easily seen to be independent of the choice of an associated coordinate system; here Γ i jk are the Christoffel symbols of the metric g. The field is called the geodesic vector field, and the one-parameter group of diffeomorphisms G t of T M which is generated by it is called the geodesic flow. The geodesic flow has a simple geometric interpretation: G t is the translation along geodesics in time t, i.e.,
, where γ x,ξ (t) is the geodesic satisfying the initial conditions γ x,ξ (0) = x andγ x,ξ (0) = ξ. The submanifold ΩM ⊂ T M of unit vectors is invariant under the geodesic flow, and consequently H can be considered as a first-order differential operator H :
, and fix (complex) functions ε ∈ C ∞ (ΩM ) and s ∈ C ∞ (Ω 2 M ), called henceforth the attenuation and scattering diagram respectively. The equation
on the manifold ΩM × R is referred to as the (unit-velocity) transport equation. Here u(x, ξ, t) is a sought function; f (x, ξ, t) is a given function, called the source;
5 
We will consider the inverse problem for the stationary transport equation, assuming the source and the medium isotropic. This means that the source and the attenuation are independent of the second argument: f = f (x) and ε = ε(x), and that the scattering diagram s(x, ξ, ξ ) depends only on the angle between the vectors ξ and ξ ; i.e.,
We thus consider the boundary value problem
on the manifold ΩM . We use the outgoing flow
as data for the inverse problem that is formulated as follows: find the function f from the known trace (3.8) of a solution of boundary value problem (3.6)-(3.7). While dealing with the inverse problem in the present article, we will not discuss in detail the questions related to existence of a solution to the direct problem. However, it is impossible to avoid such a discussion completely, since we have to use some properties of a solution to boundary value problem (3.6)-(3.7) in solving the inverse problem. For that reason, we now discuss this question briefly on an informal level by using physical terms.
It is intuitively clear that, for a solution of boundary problem (3.6)-(3.7) to exist, the solution of the corresponding nonstationary problem (3.2)-(3.4) must stabilize as t → ∞. However, there are at least three reasons that may lead to an unbounded growth of energy inside ΩM and, as such, create obstacles to the stabilization of the solution.
The first reason relates to existence of geodesics of infinite length. In such a case some particles do not leave ΩM and can disappear only due to attenuation.
The second reason relates to the fact that the scattering integral on the righthand side of equation (3.2) describes not only the changes in the direction of movement of the particles but also the breeding of particles in collisions with the atoms of the medium. A chain reaction is possible if the scattering diagram is large as compared with the attenuation. In such a case the solution to equation (3.2) increases exponentially with time. 6 Finally, the third reason relates to the possibility of a chain reaction because of geometry of geodesics, i.e., because of focusing geodesics in a small volume.
We exclude the first of the reasons by assuming the manifold (M, g) to be dissipative; the corresponding definition is given below. The other two reasons are excluded by some assumption of smallness of the scattering diagram in comparison with the attenuation. In the case of an arbitrary metric g, it is a rather difficult problem to find minimal constraints on the attenuation and the scattering diagram which would guarantee existence of a solution to problem (3.6)-(3.7).
In the case of smooth functions f, ε, and σ a solution u(x, ξ) to boundary value problem (3.6)-(3.7), if exists, is a smooth function on ΩM \ ∂ 0 ΩM . Any point of the set ∂ 0 ΩM may be singular for the function u(x, ξ) since some partial derivatives of u(x, ξ) can be unbounded in a neighborhood about the point. Nevertheless, one can show that the singularities are such that all integrals below converge. For the integral geometry problem, such questions were in detail discussed in [3] and in Chapter 4 of the book [4] . For a solution to problem (3.6)-(3.7), the question is not much harder. Therefore, to simplify presentation, in what follows we pay no attention to the singularities of the function u(x, ξ) and treat the function as belonging to C ∞ (ΩM ). We turn to formulating the assumptions under which we prove uniqueness for a solution to the inverse problem. To this end, we need some definitions.
We call a compact Riemannian manifold (M, g) a compact dissipative Riemannian manifold (CDRM), if its boundary is strictly convex and, for every x ∈ M and 0 = ξ ∈ T x M , the maximal geodesic γ x,ξ (t) satisfying the initial conditions
Observe that in the preceding papers [3] [4] [5] by the author the term "compact scattering Riemannian manifold" was used for the same notion. Now we replace the term "scattering" with "dissipative," since the former is usually used for denoting the integral in the transport equation.
1)
While defining a CDRM, we have introduced two functions τ ± :
For a compact manifold N and an integer k ≥ 0, by H k (N ) we mean the Hilbert space of functions on N that have locally square integrable derivatives up to order k in any local coordinate system; and we let · H k (N ) denote one of equivalent norms in this space. In particular,
is said to lack conjugate points on the interval [a, b] , if there is no nontrivial solution to the equation vanishing at two different points of the interval.
For n ≥ 3, we expand σ(x; µ) in a Fourier series in Gegenbauer's polynomials:
and put
For n = 2, formulas (3.9) and (3.10) are replaced with the next:
Note that κ(x) is independent of σ 0 (x). In particular, κ(x) = |ε(x)| if the scattering diagram σ(x; µ) = σ(x) does not depend on µ (sometimes such scattering diagrams are called isotropic).
We can now formulate the main assertion of the current section.
lacks conjugate points on the geodesic 
R(t) : T γ(t) M → T γ(t) M is the linear operator whose matrix is defined in local coordinates by the equality
κ R p k (t) = g pi R ijkl + κ 2 (g ik g jl − g il g jk ) x=γ(t)γ j (t)γ l (t), (3.13)
where (R ijkl ) is the curvature tensor and the function κ(x) is defined by (3.10)-(3.11). Then every function f ∈ H 1 (M ) can be uniquely recovered from trace (3.8) of a solution of boundary value problem (3.6)-(3.7), and the stability estimate
holds with some constant C independent of f .
We now formulate some corollaries to the theorem which are related to the cases in which either the scattering integral is absent or the metric g is Euclidean. Both cases are significant for applications.
If σ ≡ 0 then the boundary value problem (3.6)-(3.7) has the explicit solution given by the formula
defined by (3.15) is called the attenuated ray transform corresponding to the attenuation ε. The operator is easily shown to be extendible to a bounded operator
for every k ≥ 0. The latter plays a key role in the problems of emission tomography. 8
Then the operator
is injective and the stability estimate
In the case of ε ≡ σ ≡ 0 equation (3.12) transforms into the classical Jacobi equation
and operator (3.15) is called the ray transform. The absence of conjugate points for the Jacobi equation is equivalent to simplicity of the Riemannian manifold (M, g) in the sense of the definition given in § 1. In this case Corollary 3.2 almost coincides with the result by R. G. Mukhometov [1] . The only distinction is that our definition of a CDRM stipulates strict convexity of the boundary, whereas in [1] the boundary is merely assumed to be convex (without the adverb "strictly").
We now discuss in brief the role of the curvature tensor in Theorem 3.1 and Corollary 3.2. In differential geometry it is the sectional curvature that serves usually as a measure of "non-Euclideanness" of a Riemannian metric. This quantity is defined as follows: if x ∈ M and α is a two-dimensional linear subspace in T x M , then the sectional curvature of M at x in the two-dimensional direction α is the number
where ξ and η constitute a basis for α. It is well known [7] that, if all sectional curvatures are nonpositive, then the Jacobi equation lacks conjugate points on a geodesic segment of any length. Of course, this property may fail when we add the summand with the factor κ 2 to the right-hand side of (3.13). Nevertheless, the general tendency remains preserved: the more negative the sectional curvature is, the larger values κ 2 may assume without violating the assumptions of Theorem 3.1. Thus, there appears an original phenomenon when the negative values of the curvature compensate attenuation and scattering.
We now consider the case in which M is a bounded domain in R n , and the metric g coincides with the Euclidean metric. In this case equation (3.6) becomes the classical transport equation (3.20) and system (3.12) reduces a single scalar equation
We thus obtain Finally, if σ ≡ 0 then the boundary value problem (3.20), (3.7) is explicitly solvable; and we thus obtain the assertion of invertibility of the attenuated ray transform in Euclidean space. In this case the transform is conveniently written down as
on assuming that the functions f and ε are extended by zero outside M . Equation (3.21) takes the form
A number of conditions are known which ensure the absence of conjugate points for a scalar equation. Some of them are based on the Sturm comparison theorems, and the others, on Lyapunov's integral estimates [8] . The simplest of them guarantees the absence of conjugate points for equation (3.21) if the inequality
is valid with
In [9] the author obtained some result that is rougher than Theorem 3.1 but applicable in the more general situation when the scattering diagram s(x, ξ, ξ ) depends on all variables.
The Modified Horizontal Derivative
Given a Riemannian manifold (M, g), we denote the bundle of semibasic tensors of degree (r, s) on T M by β r s M and the operators of vertical differentiation and horizontal differentiation by
. Before formal exposition, we will informally discuss the main idea that leads to the notion of the modified derivative.
Let (M, g) be a Riemannian manifold. Consider the simplest kinetic equation
on the manifold T M .
In the proofs of all principle results of [4, 5] concerning integral geometry on Riemannian manifolds, a key role was played by Pestov's identity: ∇ is determined to within an arbitrary semibasic tensor field of degree 2. This liberty can be used to compensate the last term on the right-hand side of (4.2), which constitutes the main idea of the present article. Now we turn to formal exposition. Let (M, g) be a Riemannian manifold. Fix a real semibasic tensor field a = (a ij ) ∈ C ∞ (β 2 0 M ) which is symmetric:
positively homogeneous in its second argument:
and orthogonal to the vector ξ:
Using the field a, define the modified horizontal derivative
by the equality The so-defined operator a ∇ is obviously independent of the choice of an associated coordinate system involved in formulas (4.8)-(4.10). Consider its main properties.
First of all, a ∇ commutes with the contraction operators C k l and is a derivative with respect to the tensor product in the sense that
where ρ r+1 is the permutation of upper indices which translates the (r + 1)th index to the final position (cf. Theorem 3.5.1 of [4] ). Both the properties are verified by direct calculation in coordinates and thus omitted.
Let us clarify the interrelation between a ∇ and H. To this end, we multiply equality (4.10) by ξ k and sum over k. By making use of (4.5) and (4.6), we obtain 
In the case of a general field a, the metric tensor is not parallel with respect to 
Transforming the right-hand side of this equality in accord with definition (4.10), after simple calculations we arrive at the formula
(4.14) In particular, for a scalar function u ∈ C ∞ (T M ), we have
Let us obtain a commutation formula for
First, we consider the case of a scalar function u ∈ C ∞ (T M ). By (4.9), we have
Calculate the last term on the right-hand side of (4.16):
Using commutativity of
We now calculate the second term on the right-hand side of (4.16):
Alternating the preceding equality with respect to i and j, we conclude that
The commutation formula for
in the case of a scalar function. Inserting (4.17), (4.18) and the last expression into (4.16), we obtain
We introduce the semibasic tensor field
Contracting this equality with ξ j and taking homogeneity (4.5) into account, we obtain
In view of (4.21), formula (4.19) takes the final form:
Similar but more bulky calculation yields the following commutation formula for a semibasic tensor field of arbitrary degree: 
∇.
In what follows we need some properties of this tensor. As is seen from (4.20), the tensor is skew-symmetric with respect to the indices k and l but, in general, it is not skew-symmetric with respect to i and j in contrast to the conventional curvature tensor. We shall need the following properties of the tensor: 
It follows from (4.6) that
Transforming the last summand on the right-hand side of (4.26) with the help of (4.27), we obtain the first of the equalities (4.24). To prove the second, we take the contraction of (4.20) with
Transforming each summand on the right-hand side of the formula with the help of (4.27), we arrive at the second of the equalities (4.24).
Since the above-obtained properties of the operator a ∇ are similar to the corresponding properties of h ∇, we can assert that some analog of Pestov's identity (4.2) is valid for a ∇. Nevertheless, we will give the detailed proof of the analog, since in [3, 4] the identity was obtained only for real functions while here we need it for complex functions.
Lemma 4.1.. Let (M, g) be a Riemannian manifold and let a semibasic tensor field
a ∈ C ∞ (β 2 0 M ) satisfy (4
.4)-(4.6). For each function u ∈ C ∞ (T M ), the identity
holds with
Proof.. By (4.12) we have
Introduce a function ϕ by the equality
Demonstrate that ϕ is independent of the second-order derivatives of u. Toward this end, express the derivatives of the products involved in the proceeding equality in terms of the derivatives of the factors to obtain
After obvious transformations, the equality takes the form
Applying commutation formulas (4.15) and (4.22), obtain
By (4.25), the last two summands on the right-hand side of the formula are equal.
Inserting the last expression into (4.32) and afterwards inserting (4.32) into (4.31), we arrive at the claim of the lemma.
Look at the last summand on the right-hand side of Pestov's identity (4.28). Denote by T 0 M = {(x, ξ) ∈ T M | ξ = 0} the manifold of nonzero tangent vectors. Since in the application of Pestov's identity some additional terms may appear of the same kind as the last term on the right-hand side of (4.28), we formulate our result as follows: 
and positively homogeneous of degree zero in ξ:
Assume that, for every (x, ξ) ∈ ΩM , the equation We represent ΩM as the union of disjoint one-dimensional submanifolds, the orbits of the geodesic flow. Restricted to an orbit, (4.35) gives a system of ordinary differential equations. For distinct orbits, the systems do not relate to one another. Having the equation solved on each orbit, we must then take care that the family of solutions forms a smooth field on the whole of ΩM . This can be achieved by appropriately choosing the initial values on the orbits. We proceed to implementing the plan.
)). Then there exists a real semibasic tensor field
Given 
The expression in the first brackets is symmetric and that in the second is skewsymmetric. Consequently,
The last equalities can be considered as a homogeneous linear system in a − ij . The system, together with the initial condition a − (0) = 0, implies that a − ≡ 0. Thus, symmetry of the field (a ij ) and its orthogonality to the vector ξ are insured by the choice of the initial value. We now consider the question of existence of a solution to system (4.36). Raising the index i, we rewrite the system as
We look for a solution to this equation in the form
Inserting (4.39) into (4.38), we arrive at the equation 
Observe that the field z(x, ξ; t) is smooth in all of its arguments. By the condition of the theorem stipulating the absence of conjugate points, the matrix z i j (x, ξ; t) is nondegenerate for 0 < t ≤ τ + (x, ξ). By initial conditions (4.41), there is a t 0 > 0 such that the matrices z(x, ξ; t) and Dz dt (x, ξ; t) are positive definite for 0 < t ≤ τ (x, ξ) = min (t 0 , τ + (x, ξ)). Consequently, the matrix
is nondegenerate for 0 ≤ t ≤ τ (x, ξ) and every λ > 0. The determinant of the matrix z(x, ξ; t) is bounded from below by some positive constant uniformly in (x, ξ) ∈ ∂ − ΩM and t 0 ≤ t ≤ τ + (x, ξ). Therefore, choosing a sufficiently large positive constant λ in (4.42), we can guarantee that the matrixb(x, ξ; t) is nondegenerate for all (x, ξ; t) in the set
Thus, we have found a nondegenerate solutionb = (b i j (x, ξ; t)) to equation (4.40) depending smoothly on (x, ξ; t) ∈ G and satisfying the initial conditions
We now assign 
Demonstrate that the matrix b(x, ξ; t) is nondegenerate for all (x, ξ; t) ∈ G. Indeed, let γ = γ x,ξ and 0 = η ∈ T γ(t) M . Represent η as η =η + µγ(t), wherẽ η⊥γ(t) and |η| 2 + µ 2 > 0. Then
Sinceb(t) satisfies equation (4.40) and initial condition (4.43), we havẽ
In view of the last equality, (4.46) implies
The vector in the brackets is nonzero, since λ > 0, t ≥ 0 andη⊥γ(t). Since the matrix bi j (t) is nondegenerate, the right-hand side of equality (4.47) differs from zero for every η = 0. Since this is true for each t,
We have thus constructed a nondegenerate solution b = b i j (x, ξ; t) to equation (4.40) which depends smoothly on (x, ξ; t) ∈ G and satisfies initial conditions (4.45). Consequently, the matrix a = a i j (x, ξ; t) defined by formula (4.39) satisfies equation (4.38) and the initial condition
Lowering the superscript i, we obtain
Whence we see that the tensor a ij (x, ξ; 0) is symmetric and orthogonal to the vector ξ. As mentioned, validity of these properties at t = 0 implies their validity for all t. Theorem 4.2 is proved.
Concluding the section, we will obtain a Gauss-Ostrogradskiȋ-type formula for the modified horizontal divergence. Let u ∈ C ∞ β 0 1 M be a semibasic covector field. By the definition of (4.8)-(4.10), we have
Assume the field u positively homogeneous in its second argument:
Multiply equality (4.48) by the volume form dΣ 2n−1 of the manifold ΩM , integrate the result over ΩM , and transform the right-hand side of the so-obtained equality by the Gauss-Ostrogradskiȋ formulas for the horizontal and vertical divergences [4] . As a result, we obtain
Observing that the integrand of the second integral on the right-hand side equals zero by (4.6), we arrive at the following Gauss-Ostrogradskiȋ formula:
5. Proof of Theorem 3.1 Equation (3.6) is originally considered on ΩM . For convenience (to have the possibility of applying the partial derivatives ∂/∂ξ i ) we extend the equation to T 0 M in such a way that all its terms become positively homogeneous functions of zero degree in ξ. Since H increases the degree of homogeneity in ξ by one, we extend the function u(x, ξ) to T 0 M by putting
Introducing the notation
for the scattering integral and inserting the factor |ξ| into the second summand on the left-hand side of (3.6), we obtain the equation 
We transform the second summand on the right-hand side of (5.10) by using properties (4.24) and (4.25) of the curvature tensor to obtain
Owing to the last relation and (5.7), formula (5.10) takes the form
We multiply this equality by the volume form dΣ = dΣ 2n−1 of the manifold ΩM , integrate the result over ΩM , and transform the integrals of the terms of divergence type by the Gauss-Ostrogradskiȋ formula (4.49) for the modified horizontal derivative and the similar formula for the vertical derivative [4] . As a result, we obtain
The coefficient of the last summand is written down on account of the homogeneity of w which insures from (4.30) and (5.1). Furthermore, (4.30) implies that w, ξ = |Hu| 2 . As shown in [4] , the volume form dΣ can be represented as dΣ(x, ξ) = dω x (ξ) ∧ dV n (x), where dV n is the Riemannian volume form on M . Thus, equality (5.11) takes the form
We use the following claim:
Lemma 5.1.. The inner integral of the first summand on the right-hand side of (5.12) can be estimated as follows:
where the function κ = κ[ε, σ] is defined by formulas (3.10) and (3.11) .
We postpone the proof of the lemma to the end of the section. Now we continue proving Theorem 3.1 with the help of the lemma.
Estimating the first summand on the right-hand side of (5.12) with the help of (5.13), we obtain the inequality
We now specify the choice of the tensor field a. To this end, we observe that, in view of the equalities |ξ| = 1 and y, ξ = 0, the integrand of the first summand on the right-hand side of (5.14) can be represented as
We wish to choose the field a in such a way that expression (5.15) were identically zero. Here we come to a difficulty related to the fact that, by (3.10) and (3.11), the function κ(x) is merely continuous on M but not differentiable. However, we essentially used the first-order derivatives with respect to x in the construction of the operator a ∇ and the proof of Theorem 4.2 (for instance, in definition (4.20) of the curvature tensor). Therefore, we will proceed as follows: We choose a small number δ > 0 and approximate the function κ by some smooth functionκ ∈ C ∞ (M ) so as to have
If we replace κ on the right-hand side of (3.13) withκ, then equation (3.12) lacks conjugate points for a sufficiently small δ. Therefore, the conditions of Theorem 4.2 22
are satisfied for the smooth field S ijkl =κ 2 (g ik g jl − g il g jk ). Applying Theorem 4.2, we find some field a ∈ C ∞ (β
Hence, expression (5.15) admits the estimate
Using it, (5.14) implies the inequality In a neighborhood about an arbitrary point x 0 ∈ ∂M , we can introduce the so-called semigeodesic coordinate system (x 1 , . . . , x n ) in which the boundary is determined by the equation x n = 0, g in = δ in , and the vector ν has coordinates (0, . . . , 0, 1). Now (4.29) implies that 
To prove our claim, it therefore suffices to estimate the field a uniformly in δ. To this end, we have to return to the proof of Theorem 4.2. In the proof we in fact constructed some operator S → a defined on the set of the fields S satisfying the conditions of the theorem. Tracing the construction of the operator, we can easily see that the operator is continuous in the C-norm.
Thus, the constant C in (5.19) is independent of δ. Estimating the last summand on the right-hand side of (5.17) with the help of (5.19) and passing to the limit as δ → 0, we obtain 
The latter together with (5.21) gives
Comparing the last inequality with (5.20), we arrive at (3.14). Theorem 3.1 is proved.
Proof of Lemma 5.1.. We will prove the claim only for n ≥ 3. In the case n = 2 the proof is similar. To simplify notation, we will not explicitly indicate the point x ∈ M in the arguments; the point is fixed in the proof.
Our nearest aim is to express v ∇Su in terms of y. To this end, we rewrite definition (5.2) of the scattering integral as 
Changing the integration variable in (5.22) in accord with formula (5.23), we obtain
where e = ξ/|ξ|. Differentiating this equality and putting ξ 0 = ξ in the resulting relation, we obtain
Returning to the integration variable ξ = µξ + 1 − µ 2 η, we write down the obtained result as
Inserting expression (5. 
We take the scalar product of (5.24) and z(ξ) and integrate the result over Ω x M :
The last relation can be rewritten in more convenient form
(5.25) Observe that the mean of the bivector ξ ∧ y(ξ) on the sphere Ω x M is equal to zero; i.e., 1 ω n−1
. Therefore, equality (5.26) amounts to the following:
which is easily seen to be valid for every function u(ξ).
We choose an orthonormal basis η 1 , . . . , η N for the space Λ 2 T x M of bivectors and expand ξ ∧ z(ξ) and ξ ∧ y(ξ) in the basis:
Now formula (5.25) takes the form
(5.27) Since ξ is orthogonal to z(ξ) and y(ξ), the equality z(ξ), y(ξ) = ξ ∧ z(ξ), ξ ∧ y(ξ) holds and, consequently,
We expand each of the functions z α (ξ) and y α (ξ) in Fourier series in spherical harmonics: :
,
Hence, To prove symmetry of the field a ij , we introduce the functionρ(x) = ρ(x, y 0 ), where ρ is the distance-function in the metric g, and note that η(x) = ∇ρ(x). Consequently, g ik η k ; j = η i ; j =ρ ; ij .
Thus, the tensor a(x 0 , ξ 0 ) coincides with the value of the Hessian of the functionρ at the point x 0 and so it is symmetric. 27
To prove property (6.2), we differentiate f (x, η(x)), viewing it as a composite function: Expressing the partial derivatives ∂η k /∂x j and g ij ∂f /∂x j on use made of the last two equalities and inserting the found values into (6.7), we obtain
For x = x 0 , the expression in the brackets is equal to zero, and we thus arrive at (6.2). Finally, we prove property (6.1). As was observed, the field η i ; j = g ik η k ; j is symmetric and, consequently, equality (6.4) can be rewritten as η i ; j η j = 0. Differentiating this equality, we obtain η i ; jk η j + η i ; j η j ; k = 0. Interchanging the order of the covariant derivatives in the first factor, we transform the preceding equation to obtain η i ; kj η j + η i ; j η j ; k + R i lkj η l η j = 0. 
