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Préface
Cette thèse en physique mathématique a pour cadre général la supergéométrie, dont
le développement a été motivé par l’étude de la dynamique des particules à spin. La phy-
sique tout comme la géométrie repose de manière essentielle sur la présence de symétries,
codées par l’actions de (super-)groupes, dont les invariants sont les objets fondamentaux.
C’est guidées par cette idée que les deux parties distinctes composant cette thèse ont été
élaborées.
La première en constitue le corps et justifie son titre. Elle porte sur une méthode de
quantification, dite conformément équivariante, qui s’applique aux systèmes dont l’espace
de configuration est une variété conformément plate (M, g). Elle est caractérisée par l’action
du groupe conforme de (M, g) sur les espaces d’observables classiques et quantiques. Cette
procédure a été développée initialement dans le cas usuel où l’espace des phases est donné
par le fibré cotangent de M , nous l’étendons ici à l’espace des phases d’un système à spin,
qui est donné par le supercotangent de M .
La seconde partie de cette thèse a donné lieu à un article reproduit ici, portant sur
l’étude de la géométrie projective du supercercle. Nous y proposons une vision géométrique
et synthétique de divers invariants, notamment le birapport, qui avaient été introduits dans
le cadre de la théorie superconforme des champs. Partant des supergroupes définissant les
géométries euclidienne, affine et projective, leurs invariants caractéristiques sont construits,
notamment les superbirapports pairs et impairs. Munissant ensuite le supercercle de sa
structure de contact canonique, les invariants pairs donnent lieu, par variations infinité-
simales, à des 1-cocycles du groupe des contactomorphismes à valeurs dans les densités,
de noyaux le supergroupe initial. Nous montrons de plus que tous les 1-cocycles à valeurs
dans les densités peuvent être ainsi obtenus. Il y en a donc trois, un par géométrie, et celui
associé à la géométrie projective du supercercle n’est rien d’autre que la (super-) dérivée
schwarzienne.
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Chapitre 1
Introduction
La problématique de la quantification provient de l’analogie formelle entre mécanique
classique et mécanique quantique, et consiste à trouver une correspondance entre obser-
vables classiques et observables quantiques, comme formulée initialement par le problème
de Dirac [31]. Les théories de quantification sont en fait multiples ; elles diffèrent alors,
suivant les types de systèmes considérés d’une part, et les propriétés demandées à la quan-
tification d’autre part. En particulier, pour les systèmes dont l’espace des phases est un
fibré cotangent T ∗M , la quantification G-équivariante, introduite par P. Lecomte et V.
Ovsienko [67], est définie par une condition de cohérence avec l’action du groupe G, qui
est un groupe de symétries de l’espace de configuration M .
L’objet principal de cette thèse est d’étendre la quantification conformément équiva-
riante, telle qu’elle est développée dans les références [34, 37], aux formalismes classiques
et quantiques qui permettent de tenir compte du spin, et reposant respectivement sur la
supergéométrie symplectique et la géométrie spinorielle. Avant de présenter les résultats
obtenus, nous introduisons séparément les deux domaines constitués par la quantification
équivariante et la mécanique spinorielle.
1.1 Panorama : systèmes à spin et quantification équivariante
1.1.1 Aperçu général de la quantification équivariante
Pour quantifier un système dont l’espace des phases est donné par un fibré cotangent
T ∗M , le plus naturel est d’utiliser la quantification géométrique, développée par B. Kos-
tant [61] et J-M. Souriau [97], comme géométrisation ultime de la méthode des orbites
de A.A. Kirillov [52, 54]. En effet, cette dernière est alors canonique. Cependant, elle ne
peut s’appliquer qu’aux fonctions polynomiales de degré au plus 1 en les impulsions, fonc-
tions qu’elle quantifie en des opérateurs différentiels d’ordre 1 sur M . Pour prolonger la
quantification géométrique de manière univoque à un espace plus vaste d’observables clas-
siques, une méthode naturelle consiste à demander la cohérence de la quantification vis à
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vis de l’action d’un certain groupe de symplectomorphismes sur l’espace des phases. C’est
le cas par exemple de la quantification de Weyl de T ∗Rn, qui est complètement caractéri-
sée par le groupe symplectique affine, comme montré par S. Gutt [46]. La quantification
G-équivariante s’inscrit dans ce cadre, avec la particularité, pour le groupe G qui la ca-
ractérise, d’agir localement sur l’espace de configuration M . Afin que son inverse définisse
une application symbole globale sur l’espace D(M) des opérateurs différentiels de M , la
quantification G-équivariante se doit de prolonger la quantification géométrique à tout l’es-
pace S(M) des fonctions sur T ∗M qui sont polynomiales en les impulsions. Elle a été ainsi
immédiatement conçue comme un moyen d’étude du module des opérateurs différentiels,
d’où la considération, dès ses origines, d’opérateurs différentiels agissant sur des densités.
En conséquence, l’action du groupe G est modifiée par les deux paramètres λ et µ, qui sont
les poids des densités sources et images des opérateurs en question. L’espace des symboles
Sδ(M) est alors naturellement muni d’un poids δ = µ − λ, modifiant également l’action
du groupe G. Nous pouvons alors définir une quantification G-équivariante, comme un
morphisme de G-modules
Q : Sδ(M)→ Dλ,µ(M), (1.1)
préservant le symbole principal. Précisons que, par hypothèse, G est un groupe agissant
localement par difféomorphismes sur M . Les structures de G-modules sur les espaces clas-
siques et quantiques résultent, respectivement, de l’action hamiltonienne canonique de
Diff(M) sur C∞(T ∗M) ⊃ S0(M) et de son action canonique sur Hom(Fλ,Fµ) ⊃ Dλ,µ,
où Fλ est l’espace des λ-densités de M . Il s’agit alors de discuter de l’existence et de
l’unicité de la quantification G-équivariante (1.1) en fonction du groupe G et des poids δ
et λ, µ caractérisant les modules classiques et quantiques. Remarquons que la famille de
quantification G-équivariante est d’autant plus réduite que le groupe G est “grand”.
Si l’on excepte le groupe trivial, le choix G = Diff(M) est le seul ne restreignant pas
les espaces de configurations M que l’on peut considérer. C’est également le plus naturel
pour prolonger la quantification géométrique. Cependant, il n’existe pas de quantification
Diff(M)-équivariante et ceci quel que soit la valeur des poids λ, µ. Ce résultat se traduit
par l’absence d’application symbole naturelle sur l’espace des opérateurs différentiels. Il
s’agit donc de travailler avec un groupe G agissant localement sur M , et qui munit ainsi
M d’une G-structure plate [55]. Cela revient à demander une action locale de son algèbre
de Lie g, et l’on parlera aussi bien de quantification G-équivariante que g-équivariante.
Le travail qui a initié la quantification équivariante est celui de C. Duval et V. Ovsienko
[36], où la quantification géométrique de T ∗M est prolongée de manière univoque aux
symboles de degré 2 par équivariance sous l’action du groupe conforme o(p + 1, q + 1),
pour (M, g) une variété conformément plate de signature (p, q). P. Lecomte et V. Ovsienko
[67] ont ensuite les premiers montré qu’il existe, pour δ = 0, une unique quantification
G-équivariante définie sur tout l’espace des symboles S0(M), le groupe choisi étant le
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groupe projectif SL(n+ 1,R), la variété M étant de dimension n et projectivement plate.
Ce résultat est généralisé dans la référence [38] au cas d’un poids δ quelconque, hors d’un
ensemble discret de valeurs appelées résonances. Par la suite, le cas du groupe conforme a
été réétudié par C. Duval, P. Lecomte et V. Ovsienko dans [34], où l’existence et l’unicité
de la quantification conformément équivariante sont prouvées en dehors d’un ensemble
discret de valeurs de δ. La propriété clé des algèbres de Lie projectives et conformes est
leur maximalité en tant qu’algèbre de Lie de dimension finie dans l’algèbre de Lie des
champs de vecteurs polynomiaux. F. Boniver et P. Mathonet [14, 15] ont mis ce fait en
évidence, montrant que toute algèbre de Lie maximale g conduisait à une quantification
g-équivariante.
Afin d’étudier explicitement la structure des G-modules d’opérateurs différentiels et
d’obtenir les observables quantiques en termes géométriques, il faut tout d’abord détermi-
ner explicitement les résonances puis produire en termes covariants les formules explicites
de la quantification G-équivariante. Ceci a été fait pour la quantification projectivement
[17] et conformément [37] équivariante restreintes aux symboles de degrés 2 en les im-
pulsions (i.e. en les variables fibrées). Dans le cas conforme, le degré 3 a également été
traité [69, 70]. Les modules exceptionnels Dλ,µ2 des opérateurs différentiels d’ordre 2, dont
les poids sont associés aux résonances, ont ainsi été identifiés, et le flot géodésique a pu
être quantifié explicitement. Le laplacien invariant conforme de Yamabe est alors obtenu
[37] comme associé au flot géodésique quantique de l’un des modules exceptionnels, ré-
sultat tout à fait remarquable. V. Ovsienko et P. Redou [82] ont montré dans le même
esprit que les outils de la quantification conformément équivariante permettent d’obtenir
la classification, en termes de leurs symboles, des opérateurs différentiels et bidifférentiels
conformément invariants.
Une généralisation de la quantification G-équivariante consiste à la définir sur des mo-
dules plus généraux et c’est dans cette veine que se situe notre travail. La voie a été ouverte
par F. Boniver, S. Hansoul, P. Mathonet et N. Poncin [12] où est étudiée l’application sym-
bole projectivement équivariante entre l’espace des opérateurs différentiels agissant sur les
formes différentielles et l’espace des symboles associé. La quantification G-équivariante a
ensuite été étendue à l’espace des opérateurs différentiels agissant sur un espace de sec-
tions tensorielles quelconque, et à son espace de symboles correspondant, ceci à travers
les travaux [49, 74, 75, 20], qui se situent dans le cadre plus général de la quantification
invariante et naturelle, initiée par P. Lecomte [66].
Par ailleurs, citons le travail pionnier de P.B. Cohen, Yu. Manin et D. Zagier [25], qui
a conduit H. Gargoubi, N. Mellouli et V. Ovsienko [41] au premier développement portant
sur la quantification équivariante dans le cadre de la supergéométrie.
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1.1.2 Description et quantification des systèmes à spin
Cherchant l’équation relativiste quantique régissant l’évolution des particules fermio-
niques, de spin 12 , P.A.M. Dirac [30] introduit un opérateur différentiel d’ordre 1 dont le
carré est le d’Alembertien, et montre que ses coefficients doivent être des matrices engen-
drant une algèbre de Clifford. Baptisé opérateur de Dirac, son étude est devenue un champ
des mathématiques à part entière : la géométrie spinorielle [22, 24, 48, 65]. Elle permet de
définir le formalisme de la mécanique quantique pour les systèmes à spin, dont les fonc-
tions d’onde sont les sections d’un fibré spinoriel, l’espace des spineurs étant par définition
l’espace de représentation irréductible de l’algèbre de Clifford.
La découverte du formalisme permettant de décrire le spin en mécanique classique
est beaucoup plus récente. L’idée consiste à ajouter des coordonnées grassmanniennes à
l’espace des phases, remplaçant ainsi le fibré cotangent T ∗M de l’espace de configuration
M par son supercotangent M, i.e. par le produit fibré
M = T ∗M ×M ΠTM, (1.2)
du fibré cotangent T ∗M avec le fibré tangent “impair” ΠTM au-dessus de M . Le dévelop-
pement de cette nouvelle mécanique, dite pseudo-classique, et des (super-)mathématiques
qui en forment le langage, ont été concomitants. Citons F.A. Berezin et M.S. Marinov [9]
pour la formulation de la mécanique pseudo-classique et, B. Kostant [63] et D. Leites [68]
pour l’élaboration de la supergéométrie sous-jacente.
Soulignons que B. Kostant a généralisé la géométrie symplectique et la préquantifica-
tion aux supervariétés [63], et a montré que le préquantifié d’une variable grassmannienne
est une matrice de Clifford. Ce fait a constitué un des points de départ de la mécanique
classique du spin et de l’étude de la quantification dans ce nouveau cadre. Ainsi, E. Getzler
[42] a étendu le calcul symbolique, développé par H. Widom [105], aux opérateurs diffé-
rentiels spinoriels sur M , les symboles étant alors les fonctions sur le supercotangent M
qui sont polynomiales en les variables fibrées. Cela a permis à E. Getzler de fournir une
démonstration élégante du Théorème de l’indice d’Atiyah-Singer, et d’établir un premier
lien entre supergéométrie et géométrie spinorielle. F.F. Voronov [102] reprend ce travail, et
développe alors en détail la quantification géométrique de l’algèbre de Grassmann. Dans
un aute contexte, G. Tuynman [100] formule la quantification géométrique dans le cadre
des supervariétés, l’applique à l’algèbre de Grassmann munie d’une autre forme symplec-
tique, et en donne une application au formalisme BRST. Ces deux travaux établissent une
correspondance ente les structures algébriques de la supergéométrie et celles de la géo-
métrie spinorielle. Enfin, La préquantification du supercotangent est donnée explicitement
par M. Rothstein [90], mais sa quantification géométrique, permettant de géométriser la
correspondance précédente, ne semble pas avoir été traitée dans la littérature.
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1.1.3 L’apport de cette thèse
Cette thèse se situe ainsi dans le prolongement des travaux dans les deux domaines
précités, tout en comportant des aspects nouveaux. La quantification conformément équi-
variante des fibrés cotangents est connue [34, 37] et a même été étendue afin de conduire à
des opérateurs différentiels agissant sur des champs tensoriels [75]. Cependant, ces travaux
ne permettent pas de quantifier les fonctions du supercotangent, car les arguments des
opérateurs différentiels spinoriels, dont l’opérateur de Dirac, ne sont pas des champs ten-
soriels. Cela se manifeste par le fait que l’espace Dλ,µ, des opérateurs différentiels agissant
sur des densités spinorielles, n’admet pas d’action naturelle de Vect(M), contrairement à
tous les modules étudiés jusqu’à présent dans le cadre de la quantification équivariante. En
outre, même si le supercotangent M d’une variété pseudo-riemannienne (M, g) est muni
d’une structure symplectique canonique [90], ce qui constitue notre cadre de travail, sa
quantification géométrique n’est, a priori, pas connue alors même que la quantification
conformément équivariante doit en constituer une extension.
L’article fondateur de E. Getzler [42] permet de définir les espaces en jeu pour la
quantification conformément équivariante de M, l’espace des observables classiques étant
l’espace des symboles de Dλ,µ, qu’il montre être formé par l’espace Sδ[ξ] des δ-densités
polynomiales dans les variables fibrées sur le supercotangent M. En d’autres termes, on
a Sδ[ξ] = Sδ(M) ⊗ Ω(M), où Ω(M) désigne l’espace des formes différentielles sur M .
Supposons désormais que (M, g) soit de signature (p, q), conformément plate et admette
une structure spinorielle. Une quantification conformément équivariante, du supercotangent
de (M, g), est définie comme une bijection linéaire
Qλ,µ : Sδ[ξ]→ Dλ,µ, (1.3)
préservant le symbole principal et équivariante sous l’action, à préciser, de l’algèbre de Lie
o(p+ 1, q + 1) des champs de vecteurs Killing-conformes de (M, g).
Après avoir rappelé les pré-requis concernant les méthodes de quantification en général,
et la quantification conformément équivariante en particulier, nous construisons la struc-
ture de o(p + 1, q + 1)-module sur l’espaces classique Sδ[ξ] et la transportons à l’espace
quantique Dλ,µ via la quantification géométrique du supercotangent. Nous établissons alors
une expression explicite pour la quantification conformément équivariante des symboles de
degré 1 en les impulsions, en coordonnées conformes, i.e. adaptées à la structure conforme
de (M, [g]), puis arbitraires. Nous démontrons ensuite que, pour un poids δ générique, la
quantification conformément équivariante existe sur tout l’espace des symboles Sδ[ξ] et
est unique. Enfin nous présentons quelques exemples et applications de nos résultats dans
ce cadre. Nous obtenons ainsi la classification des symboles des opérateurs différentiels,
agissant sur les spineurs, qui sont conformément invariants. La quantification de l’un des
deux symboles de degré 1 de cette classification conduit à l’opérateur de Dirac, dont les
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poids correspondent précisément à l’une des deux résonances, comme c’était le cas pour
l’opérateur de Yamabe-Laplace [37] déjà évoqué. Plus surprenant peut-être, le lien entre
tenseurs de Killing-Yano et intégrabilité, tant classique que quantique, est explicité via la
superisation et la quantification conformément équivariante.
Nous présentons désormais le contenu de la thèse chapitre par chapitre.
1.2 Chapitre 2 :
Quantification équivariante des fibrés cotangents
Ce premier chapitre est consacré à l’exposé des pré-requis concernant la quantification
en général, et les trois théories que constituent la quantification géométrique, la quantifi-
cation par déformation et la quantification équivariante en particulier. Nous considérons
ici des systèmes sans spin, le formalisme décrivant les objets de la mécanique classique
est donc celui de la géométrie symplectique, la supergéométrie sera introduite au chapitre
suivant.
La problématique de la quantification
Nous introduisons tout d’abord les structures mathématiques de la mécanique clas-
sique et de la mécanique quantique, i.e. d’une part les notions de base de la géométrie
symplectique : crochet de Poisson, champs hamiltoniens et application moment, et d’autre
part la structure d’algèbre de Lie sur les opérateurs antisymétriques agissant sur un es-
pace de Hilbert. La présentation suit essentiellement l’article [72], ainsi que les références
[97, 3, 106].
Puis, nous formulons le problème de Dirac [30], qui a acté la naissance de la quan-
tification en termes mathématiques, et articulons les réponses qu’en donne la quantifica-
tion géométrique, la quantification par déformation et la quantification équivariante, avant
de les exposer plus en détail. La quantification géométrique des variétés symplectiques
[97, 61, 53, 106] est présentée dans sa formulation générale, et le cas des fibrés cotangents
T ∗M est explicité. Sa généralisation immédiate aux supervariétés symplectiques est dé-
crite au chapitre suivant dans le cas des algèbres de Grassmann et des supercotangents.
Nous introduisons ensuite la quantification par déformation et donnons l’exemple de la
quantification de Weyl sur T ∗Rn, qui sera prolongée par la suite au supercotangent de
Rn. Enfin, nous motivons l’introduction de la quantification G-équivariante en montrant
qu’elle prolonge la quantification géométrique de T ∗M par un relâchement de la contrainte
de Diff(M)-équivariance en celle de G-équivariance, et en soulignant qu’elle permet de
construire un star-produit fortement G-invariant [33].
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Le cadre de la quantification équivariante
Le formalisme de la quantification G-équivariante est développé ici. Il met en jeu les
Vect(M)-modules que sont l’espace classique des symboles Sδ et l’espace quantique des
opérateurs différentiels Dλ,µ, ainsi que la notion de G-structure plate sur une variété M .
Cette dernière assure que l’algèbre de Lie g, du groupe G, est une sous-algèbre de Lie
de Vect(M), qui agit canoniquement sur les espaces classiques et quantiques, et les munit
ainsi d’une structure de g-modules. Deux outils sont essentiels pour obtenir la quantification
équivariante :
1. l’ordre normal, notéN (2.40), fournit une identification locale entre espaces classiques
et quantiques, permettant ainsi de comparer leurs structures de modules, données par
les dérivées de Lie LδX et Lλ,µX pour X ∈ g,
2. le Lemme 2.2.5 montre que la quantification G-équivariante de Rn se transporte, via
les G-coordonnées, à une variété munie d’une G-structure plate.
Après avoir donné la Définition 2.2.3 de la quantification G-équivariante, nous exposons les
résultats obtenus sur l’existence et l’unicité d’une quantification G-équivariante [67, 34, 15],
détaillant en particulier les valeurs résonantes du shift δ dans les cas projectifs et conformes.
La quantification conformément équivariante
L’étude est alors restreinte au cas du groupe conforme G = O(p + 1, q + 1), afin de
présenter les résultats de [34, 37] que nous étendrons par la suite au cadre des superco-
tangents, ainsi que le schéma de leurs preuves. Cela permettra de mettre en valeur les
difficultés propres à la quantification des supercotangents.
Tout d’abord, une variété pseudo-riemannienne (M, g) est conformément plate s’il existe
localement une fonction F > 0 et un système de coordonnées (xi) dites conformes dans
lequel les composantes de la métrique sont de la forme gij = Fηij , avec ηij les composantes
de la métrique plate. L’algèbre de Lie des champs de vecteurs Killing-conformes de (M, g)
est désignée par conf(M, g), et si (M, g) est conformément plate et de signature (p, q), on a
conf(M, g) ≃ o(p+ 1, q + 1).
Le premier Théorème 2.3.3 énoncé est issu de [37], et a pour objet l’obtention de la
quantification conformément équivariante des symboles de degré 1 en les impulsions. Il
suffit de mener l’étude sur la variété de configuration plate Rn, grâce au Lemme 2.2.5.
L’ordre normal (2.40) permet alors de ramener la recherche de la quantification conformé-
ment équivariante Qλ,µ : Sδ≤1(Rn) → Dλ,µ1 (Rn) à celle de Qλ,µ, définie par le diagramme
10 Chapitre 1. Introduction
commutatif suivant de o(p+ 1, q + 1)-modules
Dλ,µ
Sδ Q
λ,µ
//
Qλ,µ
==zzzzzzzz
Sδ.
N
OO (1.4)
Ce dernier est bien défini au-dessus de Rn, et au-dessus d’un ouvert de carte d’une variété
conformément plate (M, g). Nous écrivons alors les expressions explicites des actions clas-
siques et quantiques de o(p+1, q+1), qui coïncident si l’on se restreint à la sous-algèbre de
Lie des similitudes ce(p, q). Un résultat de [67], montre que Qλ,µ est dans ce(p, q)!, le com-
mutant de ce(p, q) dans End(C[x1, . . . xn, p1, . . . , pn]), où les pi désignent les coordonnées
de T ∗M canoniquement associées aux (xi). Nous donnons le commutant de la sous-algèbre
de Lie des isométries e(p, q), qui contient ce(p, q)!, en utilisant la convention de sommation
d’Einstein, d’usage systématique par la suite.
Proposition 1.2.1. [37] Le commutant e(p, q)! est isomorphe, pour n ≥ 3, à l’algèbre
enveloppante U(sl(2,R)⋉ h1). Elle est engendrée par
R = pipi, E = pi∂pi +
n
2
, T = ∂pi∂pi , (1.5)
dont les relations de commutations sont celles de sl(2,R), et
G = pi∂i, D = ∂pi∂i, L = ∂xi∂xi , (1.6)
dont les relations de commutation sont celles de l’algèbre de Heisenberg h1.
La preuve du Théorème 2.3.3 procède comme suit,
1. obtention de ce(p, q)! au Corollaire 2.3.2,
2. les endomorphismes de Sδ≤1(Rn) préservant le symbole principal et équivariants sous
l’action de ce(p, q) sont de la forme Q = Id+ cdD, avec cd une constante, voir (2.60),
3. implémentation des contraintes d’équivariance sous l’action des inversions infinitési-
males X¯i, ce qui détermine cd.
Théorème 1.2.2. [37] Soit (M, g), une variété conformément plate. Si δ 6= 1, il existe une
unique quantification conformément équivariante, Qλ,µ : Sδ≤1 → Dλ,µ1 , donnée localement
par
Qλ,µ(P i(x)pi) = ~
i
(
P i∂i +
λ
1− δ ∂iP
i
)
. (1.7)
Si δ = 1, alors la quantification conformément équivariante existe si et seulement si λ = 0 et
elle est donnée par Q0,1(P i(x)pi) = ~i
(
P i∂i + a ∂iP
i
)
, le coefficient a étant une constante
quelconque.
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Le cas résonant δ = 1 provient simplement de la dégénérescence de l’équation affine ex-
primant l’invariance sous les inversions, et qui donne le coefficient cd. Remarquons qu’il
est possible de lever l’indétermination sur le coefficient a en demandant que les opérateurs
différentiels obtenus soient symétriques, i.e. formellement auto-adjoints, si le symbole est
réel. Spécifions que les coordonnées (xi, pi) intervenant ici sont des coordonnées de Darboux
de T ∗M , issues naturellement des coordonnées conformes (xi) de (M, g) et indépendantes
de la métrique g. Ainsi, les formules obtenues pour la quantification sont invariantes par
changement conforme de métrique. Un simple calcul permet alors de donner l’expression
en termes covariants de la quantification,
Qλ,µ(P i(x)pi) = ~
i
(
P i∇λi +
λ
1− δ ∂
∇
i (P
i)
)
, (1.8)
où ∇λ est la dérivée covariante des λ-densités (2.32) et ∂∇ est la dérivée covariante des
symboles (2.37), les deux étant associées à la connexion de Levi-Civita de la métrique g. Le
Théorème 2.3.5, de la référence [37], prouve l’invariance conforme de cette application, i.e.
elle ne dépend que de la classe conforme [g] de la métrique g. De plus, cette application est
en fait Vect(M)-équivariante et coïncide pour λ = µ = 12 avec la quantification géométrique
de T ∗M , l’espace de Hilbert étant donné par le complété des 12 -densités de M à support
compact. Dans le cas plat, Q 12 , 12 coïncide également avec la quantification de Weyl. Un
théorème analogue d’invariance conforme a été montré pour la quantification conformément
équivariante des symboles de degré 2 [37] et de degré 3 [70], où des termes de courbures
viennent alors s’ajouter.
Le dernier résultat présenté sur la quantification conformément équivariante des fibrés
cotangents est le Théorème 2.3.9, tiré de [34], qui établit son existence et son uncité pour
tous les symboles, en dehors d’un ensemble de valeurs résonantes donné en (2.44). La pré-
sentation du principe de la preuve est rapide, car celui-ci est repris en détail au Paragraphe
4.5.3, dans un cadre général indépendant du groupe de symétrie G et englobant le cas des
supercotangents. Il repose sur la diagonalisation des opérateurs de Casimirs des modules
classiques (2.73) et quantiques (2.74), qui ont pour expressions, respectivement,
Cδ = RT + [1 + n(δ − 1)− E ] E − n2δ(δ − 1), (1.9)
Cλ,µ = Cδ +GT − 2(nλ+ E)D. (1.10)
Nous explicitons la diagonalisation de Cδ qui repose sur celle des opérateurs commutant E
et RT . Cela sera utile pour diagonaliser l’opérateur de Casimir classique dans le contexte
des supercotangents.
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Les opérateurs conformément invariants
Enfin nous donnons la classification des opérateurs différentiels (linéaires) conformé-
ment invariants en terme de leurs symboles dans la Proposition 2.4.1, formulée dans [82].
Son extension aux opérateurs différentiels spinoriels est l’une des applications importantes
des développements de cette thèse.
1.3 Chapitre 3 :
Du fibré supercotangent à la géométrie spinorielle
Le but de ce chapitre est de présenter les formalismes de la mécanique classique et
quantique des systèmes à spin, qui reposent respectivement sur la supergéométrie symplec-
tique [90], et la géométrie spinorielle [22, 24, 48, 65]. La quantification géométrique des
supercotangents M, de variétés pseudo-riemanniennes (M, g), établit une correspondance
nouvelle entre ces deux géométries. Nous la prolongeons ensuite, localement, par l’ordre
normal [42], bijection entre l’espace des symboles Sδ[ξ] et l’espace des opérateurs différen-
tiels spinoriels Dλ,µ. Ils constitueront les espaces des observables classiques et quantiques,
respectivement.
Le fibré supercotangent
Nous exposons en premier lieu le cadre de la mécanique classique à spin. L’espace de
configuration d’un système étant un espace-temps relativiste, ou plus généralement une
variété pseudo-riemannienne (M, g), son espace des phases est donné par son supercotan-
gent M (1.2) muni de sa structure symplectique canonique, ce que nous illustrons par un
exemple. Nous relevons ensuite les champs de vecteurs Killing-conformes de M à M, ce
qui permettra, au chapitre suivant, de munir l’espace des symboles Sδ[ξ] ⊂ C∞(M) d’une
structure de o(p+ 1, q + 1)-module lorsque (M, g) est conformément plate. Cela constitue
un résultat nouveau, pour autant que nous le sachions.
Avant d’introduire le supercotangent d’une variété M , la notion de supervariété est
présentée en toute généralité, suivant les travaux de références de B. Kostant et D. Leites
[63, 68], ainsi que la synthèse sur le sujet faite dans [28]. Il est à noter que la naissance
même des supermathématiques provient en grande partie de la recherche d’un cadre pour
la description géométrique du spin. La Définition 3.1.1 d’une supervariété est donnée dans
le corps du texte, donnons-en ici l’idée. Une supervariété, de base la variété M , est ca-
ractérisée localement par un système de coordonnées, formé des coordonnées (xi) de M ,
dites paires, ainsi que de coordonnées (ξa) dites impaires, ou grassmanniennes, qui ont la
particularité d’anticommuter. De manière équivalente, on peut la définir par son algèbre
de superfonctions engendrée localement par ses coordonnées. Ainsi, une méthode pour
construire une supervariété de base M est, partant d’un fibré E sur M , de choisir l’algèbre
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des sections du fibré extérieur Γ(ΛE∗) comme son algèbre de fonctions, la parité découlant
de sa Z-graduation canonique. Une telle supervariété est notée ΠE, où Π est le foncteur
renversant la parité, et on note C∞(ΠE) = Γ(ΛE∗). Nous pouvons construire de la sorte
les deux types de supervariétés avec lesquelles nous travaillerons.
1. Les supervariétés ΠV , avec V un espace vectoriel, ont leur base réduite à un point,
et sont essentiellement des algèbres de Grassmann, ΛV ∗ = C∞(ΠV ). Un système de
coordonnées (ξi) est alors une base de V ∗.
2. Les supercotangents sont définis comme les produits fibrés M = T ∗M ×M ΠTM ,
d’algèbre de superfonctions C∞(M) = C∞(T ∗M) ⊗ Ω(M). Ils admettent comme
système de coordonnées (xi, pi, ξ
i), où (xi, pi) sont des coordonnées canoniques de
T ∗M et ξi la superfonction locale dxi ∈ C∞(ΠTM), où d est ici la différentielle de
De Rahm sur M . Un tel système de coordonnées canoniquement associé à (xi) est
dit naturel.
L’espace des observables classiques sera pour nous l’algèbre des symboles Sδ[ξ], constituée
des superfonctions de M polynomiales en les variables fibrées (pi, ξi).
Nous présentons ensuite le travail de M. Rothstein [90] sur les supervariétés symplec-
tiques, et l’illustrons par les deux exemples précédents.
1. Une supervariété symplectique de base réduite à un point est une algèbre de Grass-
mann ΛV ∗ où l’espace vectoriel V est muni d’une métrique g, i.e. d’une forme bili-
néaire symétrique non dégénérée. Soient gij les composantes de g dans une base de
V , de base duale (ξi). La forme symplectique de ΛV ∗ s’écrit alors gijdξi ∧ dξj . Un
système de coordonnées de Darboux (ξi), cf [63], correspond donc à la base duale
d’une base orthonormée de V .
2. Un supercotangent M est muni d’une structure symplectique si et seulement si M
est muni d’une métrique pseudo-riemannienne g, et sa forme symplectique ω est alors
exacte, ω = dα. La 1-forme potentielle s’écrit en coordonnées
α = pidx
i + κgijξ
id∇ξj , (1.11)
où d∇ est la différentielle extérieure covariante associée à la connexion de Levi-Civita
et κ une constante. L’obtention des coordonnées de Darboux nous est essentielle pour
l’écriture du relevé de l’action de conf(M, g) de l’espace de configurationM à l’espace
des phases M, et fait l’objet de la Proposition 3.1.13.
Pour illustrer la puissance de ce formalisme, utilisé notamment par F.A. Berezin et M.S.
Marinov [9], pour la description d’un système classique à spin, nous traitons l’exemple d’une
particule d’essai, à spin et de charge q, dans l’espace-temps relativiste (M, g) et en présence
d’un champ électromagnétique F . L’espace des phases associé est le supercotangent M,
muni de sa structure symplectique canonique donnée par dα, où α est définie en (1.11)
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avec κ = ~2i , et les composantes du bivecteur de spin sont représentées localement par
Sij = ~
i
ξiξj . Les équations du mouvements découlent alors du flot hamiltonien de H =
1
2g
ij(pi − qAi)(pj − qAj) + qFijSij ∈ S0[ξ], où A = Aidxi est le potentiel local du champ
électromagnétique F . Dans le cas d’une charge nulle, nous retrouvons dans le formalisme
supersymplectique les équations de A. Papapetrou [84], exprimant la déviation géodésique
de la particule due au couplage de son spin avec la courbure de l’espace-temps. Nous
référons également à F. Ravndal [88] qui traite séparément l’effet des champs gravitationnel
et électromagnétique pour une particule à spin, d’espace des phases un supercotangent,
dans le formalisme lagrangien.
Nous proposons enfin un relèvement hamiltonien de l’algèbre de Lie conf(M, g), des
champs de vecteurs Killing-conformes de l’espace de configuration (M, g), à son su-
percotangent M. Ceci est motivé par le double but d’obtenir l’application moment de
conf(M, g) sur M et de définir une structure de conf(M, g)-module sur l’espace des sym-
boles Sδ[ξ] ⊂ C∞(M), qui devient une structure de o(p + 1, q + 1)-module si (M, g) est
conformément plate. Cela ne semble pas traité dans la littérature et nous est essentiel pour
aborder la quantification conformément équivariante des supercotangents. La première
étape est naturelle et consiste à chercher les relevés Xˆ de X ∈ Vect(M) qui préservent la
1-forme α, i.e. tel que LXˆα = 0. Le Lemme 3.1.18 prouve qu’un tel relevé n’est pas unique.
Afin de lever cette indétermination, nous choisissons d’imposer au relevé une contrainte
supplémentaire : la préservation de la direction de la 1-forme β = gijξ
idxj , qui est l’image
réciproque de la 1-forme potentielle de la forme symplectique impaire sur ΠTM . Cela nous
permet d’obtenir un relevé unique X˜ de X ∈ conf(M, g), qui est de plus un morphisme
d’algèbres de Lie. En revanche, cette procédure ne permet pas de relever les autres champs
de vecteurs de M . C’est l’un des deux résultats centraux de cette section, formulé dans le
Théorème 3.1.19, dont nous donnons l’essence ici.
Théorème 1.3.1. Soit X un champ de vecteurs de M , du supercotangent M. Le relevé
de X à M, qui préserve α et la direction de β, existe si et seulement si X est un champ
de vecteurs Killing-conforme. Il est alors unique, noté X˜, et est donné par le morphisme
d’algèbres de Lie
X 7→ X˜ = Xi∂∇i +∂[jXi]ξj∂ξi−pj∇iXj∂pi+
~
2i
(
Rklijξkξ
lXj + ∂∇i (ξ
kξl∂[kXl])
)
∂pi . (1.12)
Ce résultat est à mettre en regard avec le fait que la dérivée de Lie des spineurs L, pro-
posée par Y. Kosmann [60], n’est effectivement une dérivée de Lie que pour les champs de
vecteurs Killing-conformes. Il ne semble donc pas envisageable de définir une quantification
G-équivariante du supercotangent pour un groupe G qui ne soit pas le groupe conforme.
La quantification géométrique des supercotangents, présentée dans ce chapitre, explicite le
lien entre actions classique X˜ et quantique LX .
Grâce à l’action hamiltonienne de conf(M, g) sur M définie par le Théorème 3.1.19,
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nous obtenons une application moment J 0 de (M, α), dite paire, par opposition à l’ap-
plication moment J 1, associée à la structure symplectique impaire de (ΠTM, β). Leur
écriture explicite est donnée dans la Proposition 3.1.20 et montre que les moments pairs
des rotations coïncident avec ceux, usuels, des fibrés cotangents, à un nouveau terme de
spin près. On retrouve alors les résultats de [88, 43], obtenus dans le formalisme lagrangien,
où les moments sont exprimés en fonction de coordonnées naturelles de M. Dans le cas
conformément plat, l’utilisation des deux applications moment conduit à un système de
coordonnées de Darboux, et ainsi au deuxième résultat essentiel de la section.
Théorème 1.3.2. Soit (M, g) une variété conformément plate, et (xi) des coordonnées
conformes. Les fonctions p˜i = J 0∂i et ξ˜i = J 1∂i, données en (3.46), définissent un système
de coordonnées (xi, p˜i, ξ˜
i), qui est un système de coordonnées de Darboux conformes sur
M. Il permet de se ramener à l’expression du cas plat pour le relevé X˜ de X ∈ conf(M, g),
X˜ = Xi∂˜i +
1
2
(
(∂jX
i)ξ˜j∂ξ˜i − (∂iXj)ξ˜j∂ξ˜i
)
− p˜j∂iXj∂p˜i −
~
2i
ξ˜j ξ˜
k(∂i∂kX
j)∂p˜i ,
(1.13)
Précisons que ∂˜i, ∂p˜i , ∂ξ˜i sont les dérivations associées au système de coordonnées
(xi, p˜i, ξ˜
i). Ce dernier permet ainsi de travailler avec des expressions invariantes sous chan-
gement conformes de métrique pour X˜ et donc pour l’action de o(p+1, q+1) sur l’espace
des symboles Sδ[ξ]. Cette remarque est capitale car elle permet de transporter les résultats
de la quantification conformément équivariante du supercotangent de l’espace de configura-
tion plat Rn, au supercotangent de toute variété (M, g) conformément plate, via le Lemme
2.2.5. La dépendance de l’action en la métrique est, en fait, contenue dans la définition des
coordonnées de Darboux. Rappelons que dans le cas des fibrés cotangents “ordinaires” les
coordonnées de Darboux en étaient indépendantes.
Éléments de géométrie spinorielle
Nous exposons ici les structures algébriques et géométriques intervenant dans la des-
cription quantique du spin. Tous les résultats de cette section sont très largement traités
dans la littérature [10, 99] et appartiennent à la géométrie spinorielle [65]. Le seul point
délicat est la définition de la dérivée de Lie des spineurs sur laquelle repose la structure de
module de Dλ,µ, qui est, rappelons-le, l’espace des opérateurs différentiels agissant sur les
densités spinorielles.
Nous introduisons tout d’abord les structures algébriques, qui définissent les structures
des fibres des différents fibrés en jeu. L’algèbre de Clifford Cl(V, g) est définie, ainsi que sa
correspondance avec l’algèbre de Grassmann ΛV , qui en constitue son algèbre de symbole.
Nous montrons également que l’algèbre de Clifford est une déformation [77] de l’algèbre
de Grassmann, vue comme algèbre de fonctions d’une supervariété symplectique de base
16 Chapitre 1. Introduction
réduite à un point. Puis le groupe de spin ainsi que son algèbre de Lie sont donnés comme
sous-espaces de l’algèbre de Clifford, et leurs propriétés caractéristiques, qui seront invo-
quées dans le cadre des variétés, sont énoncées. Le module des spineurs, qui est l’espace de
représentation irréductible de l’algèbre de Clifford, est enfin introduit, et s’identifie à ΛP
pour P un espace isotrope maximal de V ⊗ C, i.e. P est une polarisation.
Partant d’une variété pseudo-riemannienne (M, g), on sait construire canoniquement
le fibré de Clifford. En revanche, le fibré spinoriel S, sur lequel il agit irréductiblement,
nécessite une structure additionnelle sur M , de type spinoriel [99], que nous explicitons.
Les conditions d’existence d’une telle structure surM , ou plus précisément d’un revêtement
Spin(M, g) → SO(M, g), sont de nature topologique et ont été élucidées par A. Haefliger
[48], dont nous citons le résultat.
Nous construisons ensuite la dérivée covariante des spineurs [99], qui est issue de la
connexion de Levi-Civita et compatible avec la multiplication de Clifford. Nous donnons
enfin l’expression de la dérivée de Lie des spineurs telle qu’introduite par Y. Kosmann
[60]. Cette formule est canonique pour les seuls vecteurs de Killing de (M, g), et définit
un morphisme d’algèbres de Lie, i.e. [LX , LY ] = L[X,Y ], à condition que X,Y soient des
champs de vecteurs Killing-conformes de (M, g).
Quantification géométrique des supercotangents et géométrie spinorielle
La quantification géométrique des supervariétés symplectiques de base réduite à un
point, puis des supercotangents, nous permet de prouver un certain nombre des résultats
précédents et de retrouver de la sorte la géométrie spinorielle à partir de la supergéométrie
symplectique. Les résultats les plus remarquables sont l’obtention des sections du fibré des
spineurs de (M, g) comme fonctions polarisés de son supercotangent M, et la construction
de la dérivée covariante et de la dérivée de Lie des spineurs par quantification.
Nous reprenons tout d’abord les résultats de F.F. Voronov [102] et G. Tuynmann [100]
sur la quantification géométrique de l’algèbre de Grassmann ΛV ∗ qui est vue comme l’al-
gèbre de fonctions d’une supervariété ΠV , dont la forme symplectique est donnée par la
métrique g sur V . Notre démarche a ceci de plus général qu’elle ne restreint pas la signature
de la métrique g, les résultats essentiels sont cependant inchangés. Ainsi, la polarisation P ,
qui est un sous-espace isotrope maximal de ΛV ∗ ⊗ C, conduit à réduire l’espace de repré-
sentation quantique au module des spineurs ΛP , sur lequel le quantifié ξ̂i des coordonnées
ξi de l’algèbre de Grassmann agissent comme des matrices de Clifford. Notons tout de
même que nous nous restreignons à des espaces V de dimension paire, la quantification
géométrique ne s’appliquant pas stricto sensu dans le cas d’une dimension impaire.
Proposition 1.3.3. Etant donné une polarisation P de la supervariété symplectique
(ΠV, g), de dimension 0|2n, la quantification géométrique admet un unique prolongement
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en un isomorphisme d’algèbre, donné en coordonnées de Darboux par,
Q : ΛV ∗ ⊗ C → End(ΛP ∗) (1.14)
ξi1 . . . ξik 7→ ξ̂i1 . . . ξ̂ik ,
où ΛV ∗ est muni du star-produit le rendant isomorphe à l’algèbre de Clifford complexe
Cl(V ∗, g). Cela fournit une action canonique de Cl(V ∗, g) sur ΛP ∗, donné par
ξ̂i =
1√
2
γi, (1.15)
qui en fait le module des spineurs.
Nous construisons ensuite un produit hermitien sur le module des spineurs tel que les
ξ̂i soient hermitiens.
La préquantification du supercotangentM de (M, g) est connue [90], nous la rappelons
avant de traiter de sa quantification géométrique. Il faut, tout d’abord, avoir une polarisa-
tion deM = T ∗M×M ΠTM ; on la choisit comme étant formée de la polarisation verticale
de T ∗M , et d’une polarisation de ΠTCx M en chaque point. Cette dernière est un espace iso-
trope maximal de ΠTCx M pour tout x ∈M , i.e. une N -structure sur M , notion introduite
par P. Nurowski et A. Trautman [79] dans un tout autre contexte et dont nous donnons la
Définition 3.3.7. Si g est une métrique euclidienne, une N -structure sur M est simplement
une structure presque hermitienne sur M . Ainsi, il existe des obstructions topologiques à
l’existence de polarisations sur M, qui sont plus fortes que celles d’admettre une structure
spinorielle. La quantification géométrique du supercotangent construit alors une action du
fibré de Clifford sur l’espace des fonctions polarisées qui permet de l’identifier à l’espace
des sections du fibré spinoriel de M .
Théorème 1.3.4. Soit M le supercotangent de (M, g), et P un sous-fibré de TCM dé-
finissant une N -structure sur (M, g), ce qui est équivalent au fait que M admette une
polarisation formée de la polarisation verticale de T ∗M et de la distribution verticale VΠP
de ΠTCM . La variété M admet alors un fibré spinoriel S donné par
S = ΛP ∗, (1.16)
dont l’espace des sections spinorielles s’identifie à l’espace des fonctions polarisées de M,
noté F = C∞(ΠP ) = Γ(S). La quantification géométrique de M se prolonge alors en
l’application Q : S1 ⊕ S0[ξ]→ End(F), qui s’écrit en coordonnées de Darboux,
P i(x)p˜i + Pj1,...,jκ(x)ξ˜
j1 . . . ξ˜jκ 7→ P i(x)~
i
∂i +
(
1√
2
)κ
Pj1,...,jκ(x)γ
j1 . . . γjκ . (1.17)
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Cette application est un morphisme d’algèbres de Lie si on se restreint aux fonctions de
degré au plus 2 en ξ, et un isomorphisme de C∞(M)-module si on se restreint aux fonctions
de degrés 0 en p.
La quantification géométrique se prolonge en un morphisme d’algèbres de Lie sur un
espace de fonctions suffisant pour quantifier les moments usuels JX = piX
i du fibré co-
tangent et les moments conformes J 0X ∈ C∞(M) du supercotangent. Nous obtenons ainsi
respectivement la dérivée covariante ∇X pour tout X ∈ Vect(M), au Corollaire 3.3.11, et
la dérivée de Lie des spineurs,
LX =
i
~
Q(J 0X) = ∇X +
1
4
∂[jXi]γ
iγj , (1.18)
pour tout X ∈ conf(M, g), au Corollaire 3.3.12. Ce dernier résultat est d’un intérêt parti-
culier, il permet en effet de construire une dérivée de Lie des spineurs reposant sur le choix
des structures symplectiques paires et impaires du supercotangent, et coïncidant avec celle
proposée par Y. Kosmann.
Les opérateurs différentiels spinoriels et leurs symboles
Nous introduisons désormais les espaces classique et quantique formant le cadre de la
quantification conformément équivariante des supercotangents. Nous donnons en premier
lieu la définition générale de l’espace des opérateurs différentiels entre fibrés vectoriels au-
dessus d’une variété M . Il suffit de particulariser cette situation aux fibrés des spineurs de
poids λ et µ pour obtenir la définition de l’espace quantique Dλ,µ ≃ Dλ,µ⊗Γ(Clg(M)) des
opérateurs différentiels entre λ-densités spinorielles et µ-densités spinorielles. Nous définis-
sons un produit scalaire sur les champs de spineurs, issu de celui construit précédemment
en un point sur le module des spineurs, ce qui nous conduit à la définition d’un opérateur
symétrique dans Dλ,µ si λ+ µ = 1.
Suivant E. Getzler [42], l’espace des symboles Sδ[ξ] de Dλ,µ est obtenu par produit
tensoriel de l’espace des symboles de l’algèbre de Clifford Clg(TxM) avec l’espace des
symboles de Dλ,µ, i.e. de l’algèbre de Grassmann ΛT ∗xM avec Sδ. Il peut se réaliser, pour
δ = 0, comme la sous-algèbre de C∞(M) formée des fonctions polynomiales en les variables
fibrées ou bien comme l’algèbre des tenseurs sur M qui sont symétriques en les indices
contravariants et antisymétriques en les indices covariants. Les degrés en les variables fibrées
paires et impaires définissent ainsi une Z2-graduation sur l’espace des symboles, Sδ[ξ] =⊕∞
k=0
⊕n
κ=0 Sδk,κ[ξ]. Nous introduisons alors un espace auxiliaire T δ en modifiant l’espace
des symboles de la manière suivante T δ ≃ ⊕nκ=0 Sδ− κn∗,κ [ξ], où Sδ− κn∗,κ [ξ] est l’espace des
symboles de degré κ en les variables fibrées impaires et de degré quelconque en les variables
fibrées paires. Son intérêt apparaitra lorsque nous chercherons une formulation covariante
de la quantification conformément équivariante. L’application evg : T δ → Sδ[ξ] identifiant
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coordonnées naturelles et de Darboux, permettra alors, en un sens, de s’affranchir de ces
dernières qui dépendent de la métrique g.
Enfin nous écrivons localement l’ordre normal N (3.109) qui établit une bijection entre
l’espace des symboles Sδ[ξ] et celui des opérateurs différentiels spinoriels Dλ,µ. Il permettra
au chapitre suivant de transporter la structure de o(p+1, q+1)-modules de Dλ,µ sur Sδ[ξ],
et de travailler ainsi sur l’espace des symboles. Nous en profitons pour définir une notion
de conjugaison sur l’espace des symboles permettant au bivecteur de spin, de composantes
Sij = ~
i
ξiξj , d’être réel.
1.4 Chapitre 4 [Résultats principaux]
La quantification conformément équivariante des super-
cotangents
Ce dernier chapitre est le cœur de la thèse ; il y est question à proprement parler de
la quantification conformément équivariante des supercotangents. Il reprend essentielle-
ment la structure de la Section 2.3 qui traite de la quantification des fibrés cotangents.
Tout d’abord, nous construisons l’unique quantification conformément équivariante des
symboles de degré 1 en les impulsions pour un poids δ générique, puis traitons en détail
les cas exceptionnels. Obtenir la formulation covariante de la quantification conformément
équivariante initialement trouvée en coordonnées de Darboux conformes n’est pas immé-
diat ; nous introduisons pour ce faire une quantification auxiliaire, ainsi que la notion de
superisation conformément équivariante. Nous donnons alors les théorèmes d’existence
et d’unicité de la superisation et de la quantification conformément équivariantes, leur
démonstration reposant sur la diagonalisation des opérateurs de Casimir des o(p+1, q+1)-
modules T δ, Sδ[ξ] et Dλ,µ. Nous terminons ce chapitre par un certain nombre d’exemples
et d’applications.
Nous supposons dans toute la suite que (M, g) est une variété conformément plate et
admet une structure spinorielle.
Le premier objectif est de construire la quantification conformément équivariante des
symboles de degré 1 du supercotangent de (M, g). Le schéma de la preuve est celui du
Théorème 2.3.3, qui concerne les fibrés cotangents, et est développé au cours des deux
premières sections.
1. Ecrire les actions classiques LδX et quantiques Lλ,µX des générateurs de o(p+1, q+1)
sur Sδ[ξ], en utilisant l’ordre normal pour transporter l’action quantique de Dλ,µ à
l’espace des symboles.
2. Obtenir le commutant e(p, q)! dans l’algèbre des endomorphismes End(Sδ(Rn)[ξ]).
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3. Donner la forme des endomorphismes de Sδ≤1(Rn) préservant le symbole principal et
équivariants sous l’action de ce(p, q).
4. Implémenter les contraintes d’équivariances sous l’action des inversions infinitési-
males X¯i.
Actions conformes et invariants euclidiens
Nous traitons ici des deux premiers points énoncés ci-dessus.
D’une part, le relevé à M, des champs de vecteurs Killing-conformes de (M, g), a été
obtenu au Théorème 3.1.22 et permet de définir une structure de o(p + 1, q + 1)-module
sur Sδ[ξ] par la dérivée de Lie LδX = X˜ + δDiv(X), où Div(X) = ∂iXi. D’autre part,
La structure de o(p + 1, q + 1)-module sur Dλ,µ est donné par la dérivée de Lie des den-
sités spinorielles, qui découle naturellement de la dérivée de Lie des champs spinoriels,
déterminée précédemment et due à Y. Kosmann [60]. La difficulté est de donner l’expres-
sion explicite Lλ,µX de cette dernière, après transport par l’ordre normal sur l’espace des
symboles ; ceci constitue l’objet de la Proposition 4.1.1. Nous constatons alors que, écrites
en coordonnées de Darboux conformes les expressions de LδX et Lλ,µX ne dépendent de la
métrique qu’à travers les coordonnées et qu’elles coïncident sur la sous-algèbre de Lie des
similitudes ce(p, q).
Nous nous plaçons alors sur la variété plate (Rn, η) de signature (p, q), ce qui est équi-
valent à travailler localement en coordonnées de Darboux conformes sur M . Un résultat de
[67] nous permet de montrer que les endomorphismes de Sδ(Rn)[ξ] préservant la structure
de ce(p, q)-modules appartiennent au commutant ce(p, q)! de l’algèbre de Lie ce(p, q) dans
l’espace End
(
C[x1, . . . , xn, p˜1, . . . , p˜n, ξ˜1, . . . , ξ˜n]
)
= C[x, p˜, ξ˜, ∂x, ∂p˜, ∂ξ˜]n. En particulier,
Qλ,µ définie par Qλ,µ = N ◦Qλ,µ, avec Qλ,µ la quantification conformément équivariante,
vérifie Qλ,µ ∈ e(p, q)!. Les éléments de e(p, q)! sont aussi appelés invariants en référence
au travail de H. Weyl [104]. Ce dernier distingue les invariants “pairs” et “impairs” suivant
qu’ils dépendent, ou non, de l’orientation de Rn. Nous traitons dans le corps du texte uni-
quement des invariants pairs, qui forment l’ensemble e(p, q)!+, l’ensemble total e(p, q)
! des
invariants étant traité dans l’Annexe B.
Proposition 1.4.1. L’ensemble des invariants pairs e(p, q)!+ est engendré, comme algèbre,
par les opérateurs
R = p˜ip˜i, E = p˜i∂p˜i , T = ∂p˜i∂p˜i , Σ = ξ˜i∂ξ˜i ,
∆ = ξ˜ip˜i, Φ = p˜
i∂ξ˜i , Ψ = ξ˜
i∂p˜i , Ω = ∂ξ˜i∂p˜i ,
(1.19)
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engendrant l’algèbre de Lie orthosymplectique spo(2|2), et par les opérateurs
G = p˜i∂˜i, D = ∂p˜i ∂˜i, L = ∂˜xi ∂˜xi ,
Γ = ξ˜i∂˜i, Λ = ∂ξ˜i ∂˜i,
(1.20)
engendrant la superalgèbre de Lie de Heisenberg h(2|2).
Le commutant e(p, q)!+ est isomorphe à U(spo(2|2)⋉ h(2|2)), pour n ≥ 3.
Cette proposition est à comparer à la Proposition 2.3.1 précitée dans le cas des fibrés
cotangents. On retrouve les 6 invariants précédents, donnés en (1.5) et (1.6), ainsi que 7
nouveaux invariants mettant en jeu les variables impaires et notés par des lettres grecques.
Il n’y a pas d’invariants impairs dans le cas des fibrés cotangents, sauf en petite dimension,
car ils sont construits à partir de la forme volume et les variables ∂x, p, ∂p sont paires.
On déduit de la Proposition 4.1.5 que e(p, q)!+ est engendrée en tant qu’algèbre par
les treize générateurs indépendants précédents. Nous écrivons ensuite la contrainte cor-
respondant à la commutation à la dilatation, ce qui caractérise le sous-espace ce(p, q)!+
de e(p, q)!+.
La Quantification conformément équivariante des symboles de degrés 0
et 1 en coordonnées de Darboux conformes
Nous débutons la section par le Lemme 4.2.1 montrant que les quantifications confor-
mément équivariantes du supercotangent de (M, g) formulées en coordonnées de Darboux
correspondent à celles du supercotangent de la variété plate Rn. Or une telle quantification
est de la forme Qλ,µ = N ◦Qλ,µ, avec, d’après ce qui précède, Qλ,µ ∈ ce(p, q)!. Nous mon-
trons alors que la quantification conformément équivariante d’ordre 0, où seul le symbole
principal associé à la graduation en ξ est préservé, est donné par l’ordre normal et coïncide
avec la quantification de Weyl. La Proposition 4.2.4 donne alors la forme des quantifica-
tions ce(p, q)-équivariantes sur les symboles de degré 1 en les impulsions, qui préservent le
symbole associé à la graduation en p. On obtient ainsi
Qλ,µ = Id + cd(Σ)D + cγψ(Σ)ΓΨ + cλψ(Σ)ΛΨ + cγω(Σ)ΓΩ + cλω(Σ)ΛΩ, (1.21)
où les coefficients cd(Σ), . . . , cλω(Σ), sont des polynômes en l’opérateur d’Euler grassman-
nien Σ = ξ˜i∂ξ˜i et non des constantes, ce qui est la principale nouveauté par rapport
au cas du fibré cotangent “ordinaire”. Il reste à imposer à Qλ,µ la condition d’équi-
variance sous les inversions conformes X¯i qui s’écrit Lλ,µX¯i Q
λ,µ = Qλ,µLδ
X¯i
, ou encore(
Lλ,µ
X¯i
− Lδ
X¯i
)
Q = [Q,Lδ
X¯i
], pour tout i = 1, . . . , n. Expliciter le membre de gauche est
immédiat, et exprimer le membre de droite est l’objet du Lemme 4.2.7, dont la démonstra-
tion est technique et repose sur l’Annexe A. Cela conduit à la Proposition 4.2.5, qui donne
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sous forme de n+ 1 égalités opératorielles la contrainte d’équivariance sous les inversions,
qui porte sur les coefficients cd(Σ), . . . , cλω(Σ). Ces n+ 1 égalités sont équivalentes et leur
résolution conduit à un système linéaire en les coefficients cd(κ), . . . , cλω(κ) pour Σ = κ,
avec κ = 0, . . . , n = dimM . Il est diagonalisé à la Proposition 4.2.9, qui mène directement
aux théorèmes sur la quantification conformément équivariante des symboles de degré 1.
Nous en énonçons ici le premier, qui correspond au cas générique et constitue l’un de nos
résultats principaux.
Théorème 1.4.2. Soit (M, g) une variété conformément plate. Pour nδ 6= 1, . . . , n+ 1,
il existe une unique quantification conformément équivariante Qλ,µ : Sδ≤1[ξ] → Dλ,µ1 , qui
s’écrit localement, en coordonnées de Darboux conformes et avec N l’ordre normal associé,
Qλ,µ = N ◦
(
Id + cd(Σ)D + cλψ(Σ)ΛΨ + cγω(Σ)ΓΩ + cλω(Σ)ΛΩ
)
, (1.22)
ou encore explicitement, pour P ∈ Sδ1 [ξ],
Qλ,µ(P ) = N (P i) ~
i
∂i
+ N
(
(cd + cλψ) ∂˜iP
i − cλψ ηjkξ˜i∂˜jP ik + cγω ξ˜j ∂˜jP ii + cλω ηjk∂˜jP iik
)
,
(1.23)
où P i = ∂p˜iP et Pi = ∂ξ˜iP . Les coefficients sont des fonctions de l’opérateur d’Euler
grassmannien Σ = ξ˜i∂ξ˜i, donnés par
cd(Σ) =
~
i
2nλ+1
2n(1−δ)+2 ,
cλψ(Σ) =
~
i
n(1−δ−2λ)
(Σ−n(1−δ))(2n(1−δ)+2) ,
cγω(Σ) = −~i n(1−δ−2λ)(Σ−nδ)(2n(1−δ)+2) ,
cλω(Σ) =
~
i
1
4(Σ−n(1−δ)) .
Il est à noter que la quantification géométrique du supercotangent, donnée au Théo-
rème 3.3.9, coïncide avec la quantification conformément équivariante sur son espace de
définition. Elle en constitue une extension stricte, car la quantification géométrique ne
s’applique pas aux monômes de degré 1 en p˜ et de degré non nul en ξ˜
Le Théorème 4.2.11 donne ensuite les deux cas résonants δ = 1n ,
n+1
n , pour lesquels
la quantification conformément équivariante existe si et seulement si
(
λ = n−12n , µ =
n+1
2n
)
et
(
λ = −12n , µ =
2n+1
2n
)
, mais elle est alors non unique. Enfin, le Théorème 4.2.12 établit
la non-existence de la quantification conformément équivariante pour les cas restants, i.e.
δ = 2n ,
3
n , . . . , 1.
Pour λ + µ = 1, nous avons défini la notion d’opérateurs symétriques via celle d’ad-
jonction ∗, ainsi qu’une notion de conjugaison ·¯ sur les symboles. Nous pouvons donc
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conjecturer que la quantification conformément équivariante vérifie l’axiome de réalité :
Qλ,µ(P¯ ) = Qλ,µ(P )∗. La Proposition 4.2.13 répond par l’affirmative, et montre que pour
les deux cas résonants traités par le Théorème 4.2.11, imposer l’axiome de réalité à la
quantification conformément équivariante permet de la fixer.
Une quantification conformément invariante
Le second objectif de cette thèse est d’obtenir une formulation covariante de la quantifi-
cation conformément équivariante des symboles de degré 1 obtenue au théorème précédent,
i.e. de l’écrire en termes de la dérivée covariante des spineurs de poids λ, et de la dérivée
covariante des symboles.
La difficulté nouvelle par rapport aux travaux antérieurs est que l’écriture de la quan-
tification conformément équivariante, donnée précédemment, dépend de la métrique via
les coordonnées de Darboux conformes utilisées. Pour résoudre ce problème, nous introdui-
sons une quantification conformément équivariante auxiliaire Qλ,µT : T δ → Dλ,µ, où l’espace
T δ, vu comme espace de tenseurs, admet une action naturelle de Vect(M), indépendante
de la métrique. Ainsi, Qλ,µT ne dépend pas de la métrique g. Le schéma de la preuve du
Théorème 4.4.1, donnant l’écriture covariante de Qλ,µ, est le suivant,
1. Déterminer la superisation conformément équivariante SδT : T δ → Sδ[ξ].
2. En déduire la quantification conformément équivariante Qλ,µT : T δ → Dλ,µ.
3. Ecrire Qλ,µT sous forme covariante, et montrer qu’elle est invariante conforme, i.e.
invariante sous dilatation conforme de la métrique.
4. Donner l’expression de la quantification Qλ,µ qui en découle.
L’application evg : T δ → Sδ[ξ] permet de transporter la structure de o(p + 1, q + 1)-
modules de T δ à l’espace des symboles, jouant alors le rôle tenu par l’ordre normal pour la
quantification. L’action de o(p+1, q+1) qui en résulte sur l’espace des symboles est notée
LδX . Par définition, la superisation coïncide avec evg si on se restreint au terme de plus haut
degré, condition analogue à la préservation du symbole principal pour la quantification.
Nous sommes ramenés à chercher l’automorphisme Sδ qui est défini par le diagramme
commutatif suivant de o(p+ 1, q + 1)-modules,
Sδ[ξ] Sδ // Sδ[ξ]
T δ.
evg
OO
SδT
;;xxxxxxxx
(1.24)
La condition d’égalité avec evg sur le terme de plus haut degré se traduit par le fait que
Sδ− Id est nilpotent, tout comme Qλ,µ− Id. Encore une fois, l’action des similitudes sur les
deux modules est la même, d’où Sδ ∈ ce(p, q)!, et d’après la Proposition 4.2.4, il est de la
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forme donnée par l’équation (1.21), tout comme Qλ,µ. La contrainte d’équivariance sous les
inversions conformes conduit à −[Sδ, Lδ
X¯i
] =
(
evgLδX¯i(evg)
−1 − Lδ
X¯i
)
Sδ, et le Lemme 4.2.7
permet encore de déterminer le commutateur. En revanche, le membre de droite est différent
du cas décrit ci-dessus et rend la résolution de cette équation plus aisée que précédemment
pour la quantification Qλ,µ.
Proposition 1.4.3. Si nδ = 2, . . . , n il n’existe pas de superisation SδT conformément
équivariante des symboles de degré 1. Dans le cas contraire, il existe une unique superisation
conformément équivariante SδT : T δ≤1 → Sδ≤1[ξ], qui est donnée par
ST = (Id + cS(Σ)ΓΨ) ◦ evg, (1.25)
avec cS(Σ) =
~
i
1
nδ−Σ .
La composition de SδT avec Qλ,µ fournit alors la quantification conformément équiva-
riante Qλ,µT à la Proposition 4.3.8, que l’on peut exprimer en termes des coordonnées natu-
relles (xi, pi, ξ
i), montrant ainsi son indépendance par changement conforme de métrique.
D’autre part, remarquons que transportées à l’espace des symboles, les deux quantifications
Qλ,µ et Qλ,µT diffèrent d’un terme.
Il s’agit alors de trouver la formulation covariante de Qλ,µT , ce que nous faisons en
montrant qu’elle coïncide dans le cas plat avec une expression Qg ne dépendant que de la
classe conforme [g] de la métrique g. La formule donnant Qg est fournie dans la Définition
4.3.11, elle est écrite en termes de dérivées covariantes associées à la connexion de Levi-
Civita de la métrique g. L’invariance conforme de Qg est énoncé ensuite dans le Théorème
4.3.12 et prouvée dans l’Annexe C. La preuve montre que Qg est égale à Qλ,µT dans le cas
plat, et comme cette dernière est également invariante conforme, elles sont égales sur toute
variété conformément plate. L’expression covariante de Qλ,µT est ainsi obtenue simplement
par substitution des dérivées ordinaires ∂i par les dérivées covariantes.
Formulation covariante de la quantification conformément équivariante
des symboles de degré 1
Les expressions des quantifications Qλ,µT et Q
λ,µ, vues sur l’espace des symboles, dif-
fèrent, rappelons-le, d’un terme. Nous montrons que l’expression covariante de Qλ,µT , tron-
quée de ce terme, varie avec la métrique précisément comme varie Qλ,µ, via la dépendance
en la métrique des coordonnées de Darboux entrant dans son expression. Il en découle
que la formulation covariante de Qλ,µ est également obtenue en substituant les dérivées
ordinaires ∂i par des dérivées covariantes, avec désormais des dérivations par rapport aux
coordonnées naturelles ∂pi et ∂ξi , et non plus par rapport aux coordonnées de Darboux ∂p˜i
et ∂ξ˜i .
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Théorème 1.4.4. Soit P ∈ Sδ1 [ξ]. Pour nδ 6= 1, . . . , n+ 1, l’unique quantification confor-
mément équivariante Qλ,µ : Sδ1 [ξ] → Dλ,µ1 donnée dans le Théorème 1.4.2 (ou 4.2.10)
admet pour écriture covariante
Qλ,µ(P ) = N (P i) ~
i
∇λi
+N
(
(cd + cλψ) ∂
∇
i P
i − cλψ gijgklξl∂∇i P kj + cγω ξi∂∇i P jj + cλω gij∂∇i P kkj
)
,
(1.26)
où les coefficients sont déterminés par (1.24), et P i = ∂piP , Pi = ∂ξiP .
Le Théorème 4.4.4 fournit alors l’expression covariante de Qλ,µ dans les deux cas réso-
nants traités par le Théorème 4.2.11. Enfin le Corollaire 4.4.5 donne l’écriture covariante
de la superisation SδT .
Existence et unicité de la quantification conformément équivariante en
degré quelconque
Cette section a pour objet les deux théorèmes probablement les plus importants de cette
thèse, établissant l’existence et l’unicité de la superisation SδT et de la quantification Qλ,µ
conformément équivariantes pour des valeurs génériques du poids δ = µ−λ. Les résonances
sont identifiées uniquement pour la superisation, les déterminer pour la quantification
semblant actuellement hors de portée.
Théorème 1.4.5. Soit (M, g) une variété conformément plate de dimension au moins 2
et IS = {k+1n | k ∈ N∗}. Si δ 6∈ IS, il existe alors une unique superisation conformément
équivariante
ST : (T δ,LδX)→ (Sδ[ξ], Lδ). (1.27)
Théorème 1.4.6. Il existe un sous ensemble IQ de Q∗ (contenant IS) tel que, pour δ 6∈ IQ,
il existe une unique quantification conformément équivariante
Qλ,µ : Sδ[ξ]→ Dλ,µ. (1.28)
La preuve de ces deux théorèmes repose sur la même stratégie, élaborée initialement
dans [34] pour traiter le cas de la quantification conformément équivariante des fibrés co-
tangents, et exposée ici dans le Paragraphe 4.5.3 sous forme assez générale pour s’appliquer
aux deux théorèmes. Il s’agit alors essentiellement de diagonaliser les opérateurs de Casimir
des trois modules en jeu T δ, Sδ[ξ] et Dλ,µ, qui sont explicités dans la Proposition 4.5.3 et
calculés dans l’Annexe D. Les deux opérateurs de Casimir de Sδ[ξ] et Dλ,µ sont de la forme
CδT + N , où N est un opérateur nilpotent et C
δ
T est l’opérateur de Casimir de T δ. Nous
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montrons, par le Lemme 4.5.8, que tout repose alors sur la diagonalisation de CδT , qui a
pour expression
CδT = 2(∆Ω + ΦΨ) +RT +Σ(Σ− n) + 2n (n(δ − 1)− E) E − n2δ(δ − 1). (1.29)
Les quatre opérateurs E , Σ, RT et ∆Ω+ΦΨ commutent simultanément. La diagonalisation
de l’opérateur de Casimir de l’espace des symboles dans le cas du fibré cotangent demande
de diagonaliser E et RT simultanément, et le résultat a déjà été formulé au Chapitre 2. Il est
assez direct de diagonaliser également Σ, dont les valeurs propres correspondent au degré
en les variables grassmanniennes. La diagonalisation de ces trois opérateurs est formulée
par la Proposition 4.5.10. Le dernier opérateur ∆Ω + ΦΨ est par contre plus délicat à
traiter, et conduit finalement à la diagonalisation de CδT , explicitée à la Proposition 4.5.16.
La diagonalisation explicite de l’opérateur de Casimir de Sδ[ξ] est traitée dans l’An-
nexe E et permet d’obtenir les résonances pour la superisation conformément équivariante.
Applications et exemples
Nous illustrons les résultats principaux de cette thèse par des exemples et applications
des théorèmes obtenus, en particulier sur la formulation covariante de la quantification
Qλ,µ et de la superisation SδT conformément équivariantes des symboles de degré 1.
Tout d’abord nous montrons que la superisation SδT permet de passer de l’application
moment J : T ∗M → o(p + 1, q + 1) à l’application moment paire J 0 du supercotangent
M que nous avons précédemment définie. Explicitement, on a
J 0X = S0T ◦ JX , (1.30)
pour tout champ de vecteurs Killing-conforme X. La quantification Qλ,µ permet alors
d’obtenir la dérivée de Lie des spineurs de poids λ via : LλX = Qλ,λ ◦ S0T ◦ JX . Ces égalités
sont sans surprise, découlant directement des propriétés d’équivariance de la superisation
et de la quantification.
Nous proposons ensuite une application importante, qui est la classification des éléments
invariant conformes des trois o(p + 1, q + 1)-modules avec lesquels nous avons travaillé.
Dans le cas des fibrés cotangents, nous avons traité cette question dans la dernière section
du Chapitre 2 en nous inspirant de l’article [82], et retrouvons alors la classification des
opérateurs différentiels (scalaires) conformément invariants, obtenue initialement par M.G.
Eastwood et J.W. Rice [39]. La classification obtenue ici dans le cas spinoriel ne semble pas
apparaître dans la littérature. Elle repose essentiellement sur la Proposition B.0.14 donnant
les invariants isométriques de End(Sδ[ξ]) et sur les actions des trois modules précités, écrites
explicitement sur les symboles. Désignons par χ = (volg)j1...jnξ
j1 . . . ξjn le symbole de la
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chiralité et par ∆χ = (volg)j1...jnp
j1ξj2 . . . ξjn son crochet de Poisson avec ∆. Rappelons
par ailleurs que ∆ et R sont deux invariants isométriques, introduits à la Proposition 1.4.1
Théorème 1.4.7. Les invariants conformes de la famille de modules (T δ)δ∈R sont, via
evg, donnés par
ev
−1
g
(
∆a ∗ χbRs
)
∈ T 2s+an , (1.31)
où a, b = 0, 1 et s ∈ N. La famille de modules (Sδ[ξ])δ∈R a pour invariants conformes
∆a ∗ χbRs ∈ S 2s+an [ξ], (1.32)
où s ∈ N et a, b = 0, 1 avec a + b 6= 0. Les invariants conformes de la famille de modules
(Dλ,µ)λ,µ∈R ont pour expression locale, via l’ordre normal,
N (χ) ∈ Dλ,λ, ou N (∆χ) ∈ Dn−12n ,n+12n , ou N (∆Rs) ∈ Dn−2s−12n ,n+2s+12n , (1.33)
et ceci pour tout λ ∈ R et s ∈ N.
La superisation SδT et la quantification Qλ,µ transportent, grâce à leur propriété d’équi-
variance conforme, les éléments conformément invariants d’un module à l’autre. Nous nous
servons alors de l’expression covariante de Qλ,µ pour obtenir les écritures covariantes des
trois opérateurs différentiels conformément invariants de plus bas degré. Celui de degré 0
est évidemment la chiralité, les deux de degré 1 font l’objet du Corollaire 4.6.7, reproduit
ici.
Corollaire 1.4.8. Les deux invariants conformes de la famille de modules (T δ1 )δ∈R sont
∆ = piξ
i ∈ T 1n et ∆χ = (volg)j1...jnpj1ξj2 . . . ξjn ∈ T
1
n . Leurs superisés sont donnés par les
symboles invariants conformes
S
1
n
T (piξ
i) = ∆ ∈ S 1n [ξ], (1.34)
S
1
n
T ((volg)j1...jnp
j1ξj2 . . . ξjn) = ∆χ ∈ S 1n [ξ]. (1.35)
Leurs quantifiés sont également invariants conformes, et correspondent respectivement à
l’opérateur de Dirac
Qn−12n ,n+12n (∆) = γ
i
√
2
∇i ∈ D
n−1
2n
,n+1
2n , (1.36)
et à son commutateur avec la chiralité,
Qn−12n ,n+12n (∆χ) = gij1(volg)j1...jn
γj2√
2
. . .
γjn√
2
∇i ∈ D
n−1
2n
,n+1
2n . (1.37)
Les poids (n−12n ,
n+1
2n ) correspondent à l’une des deux résonances de la quantification confor-
mément équivariante.
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Remarquons que, comme pour l’opérateur de Yamabe-Laplace dans le cas des fibrés
cotangents, l’opérateur de Dirac a des poids qui correspondent précisément à l’une des deux
résonances de la quantification conformément équivariante. Par contre, la quantification de
son symbole p˜iξ˜
i = piξ
i est indépendante des poids λ et µ choisis, contrairement à celle du
symbole gijpipj du laplacien de Yamabe.
La correspondance entre éléments invariants conformes des trois modules considérés
est cependant limitée. Ainsi, par exemple, le module T δ comporte plus d’invariants que
les deux autres. Notamment, le symbole R, qui est celui du laplacien, n’est pas invariant
conforme comme élément de Sδ[ξ] et Dλ,µ, mais l’est en tant qu’élément de T 2n . Ceci peut-
être interprété par l’obstruction à la superisation pour δ = 2n , montrée à la Proposition 4.6.9
où nous donnons l’expression du superisé de R pour un poids δ générique.
La suite est consacrée à quelques exemples issus du couplage minimal à un champ
électromagnétique.
Nous finissons par une application prometteuse de la superisation SδT , à l’intégrabi-
lité des systèmes à spin. Nous montrons qu’elle établit une correspondance explicite entre
tenseurs de Killing-Yano et les supercharges, qui sont des symboles dont le crochet de
Poisson est nul avec le symbole de l’opérateur de Dirac [43]. Le lien entre ces deux notions
était connu [98], mais la bijection reliant les deux n’avait pas été identifiée. Nous l’éten-
dons au cas plus général des tenseurs de Killing-Yano conformes, en fournissant ainsi une
caractérisation en termes supersymplectiques.
Théorème 1.4.9. Soit (M, g) une variété conformément plate. A tout tenseur antisymé-
trique f sur M d’ordre κ, on peut associer le symbole Pf = f
i
j1...jκ−1
ξj1 . . . ξjκ−1pi. On a
alors
{∆,S0T (Pf )} = ∆Ph ⇐⇒ fest un tenseur de Killing-Yano conforme (1.38)
où le crochet de Poisson est donné par la structure symplectique canonique du supercotan-
gent de (M, g), ∆ = piξ
i et h est un tenseur antisymétrique d’ordre κ− 2.
Par ailleurs, la quantification Qλ,µ permet de passer des supercharges classiques à leurs
équivalents quantiques, qui sont les opérateurs différentiels commutant à l’opérateur de
Dirac. Ceci a déjà été utilisé pour les supercharges issues de tenseurs de Killing-Yano,
mais pas pour celles provenant de tenseurs de Killing-Yano conformes. Nous donnons ici
des candidats potentiels pour leur analogue quantique, ce qui met pleinement en jeu et en
relief l’expression que nous avons obtenue pour Qλ,µ.
Chapitre 2
Quantification équivariante des fibrés
cotangents
Ce chapitre est dévolu à la présentation des résultats en quantification équivariante des
cotangents qui ont été obtenu ces dix dernières années [35, 67, 34, 37, 38, 69, 70, 15]. Après
une introduction générale à la problématique de la quantification, motivant la contrainte
d’équivariance, nous présentons le cadre mathématique de la quantification équivariante et
les résultats principaux. Nous spécifierons ensuite la discussion à la quantification conformé-
ment équivariante, afin de donner les stratégies des preuves qui seront généralisées ensuite
au cas des supercotangents.
2.1 La problématique de la quantification
Nous introduisons tout d’abord le cadre mathématique des mécaniques classique et
quantique afin d’exposer la problématique générale de la quantification telle que formulée
par P.A.M. Dirac [31]. Nous présentons alors les réponses que constituent la quantification
géométrique et la quantification par déformation, mais n’en développons que les aspects
qui nous sont utiles par la suite. Enfin la quantification équivariante est introduite en
articulation avec les deux précédents procédés de quantification. Pour une introduction
générale à la quantification, on peut se référer à l’article de revue [1].
2.1.1 Le formalisme des mécaniques classique et quantique
La description de la dynamique d’un système isolé nécessite trois ingrédients : l’espace
des états, l’espace des observables et une structure d’algèbre de Lie sur ce dernier. Cette
structure permet d’écrire l’équation d’évolution de toutes observables d’un système une
fois le hamiltonien donné, et définit le groupe de symétrie maximal d’un système, comme
le groupe des transformations covariantes de cette équation.
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La formulation symplectique de la mécanique classique
La présentation suivante de la mécanique classique est inspirée de l’article [72], ainsi
que des ouvrages de références [97, 3, 106].
L’espace des états d’un système classique constitue une variété M que l’on suppose
non singulière. L’espace de ses observables est donné par l’ensemble des fonctions lisses à
valeurs réelles sur cette variété, C∞(M). La connaissance des équations d’évolutions des
observables nécessite alors, en plus du choix d’une observable comme hamiltonien du sys-
tème, une structure d’algèbre de Lie sur les observables, donnée par un crochet de Poisson.
En imposant à ce dernier d’être non dégénéré, on obtient une structure symplectique sur
l’espace des états, M, ce qui constitue notre cadre de travail.
Définition 2.1.1. Une variété symplectique est un couple (M, ω), où ω est une 2-forme
fermée non dégénérée sur la variété M, qui est donc de dimension paire.
Un exemple standard de variété symplectique est le fibré cotangent d’une variété π :
T ∗M → M , muni de sa forme symplectique canonique ω = dα, dérivant de la 1-forme
de Liouville α. Celle-ci est définie par 〈V, α〉(x, p) = 〈π∗V (x), p〉, où V ∈ Vect(T ∗M),
x représente un point de la base M et p un point de la fibre T ∗xM . En coordonnées fibrées,
la 1-forme de Liouville s’écrit donc α = pidx
i, avec i = 1, . . . ,dim(M).
Toutes les variétés symplectiques ne sont pas de cette forme. En effet, la sphère S2,
munie de sa forme d’aire, est une variété symplectique mais n’est pas un fibré cotangent.
Le sous-groupe des difféomorphismes de M qui préservent la forme symplectique ω est
appelé groupe des symplectomorphismes et est noté Sympl(M, ω).
La forme symplectique ω induit un isomorphisme entre espaces tangent et cotangent,
ce qui permet de définir le champ de vecteur hamiltonien XF d’une observable F comme
gradient symplectique,
ιXFω = −dF, (2.1)
où ι désigne le produit intérieur et d la différentielle extérieure. On peut alors définir le
crochet de Poisson sur l’espace des observables,
{F,G} = ω(XF , XG) = XFG = −XGF. (2.2)
Il munit C∞(M) d’une structure d’algèbre de Poisson, et donc de Lie, où l’identité de
Jacobi découle de la fermeture de ω.
Dans le cas d’un fibré cotangent muni de sa structure symplectique canonique ω =
dpi ∧ dxi, on obtient, grâce à la formule (2.1), l’expression, en coordonnées, du champ
hamiltonien d’une fonction F ,
XF = (∂piF )∂i − (∂iF )∂pi , (2.3)
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et donc celle du crochet de Poisson,
{F,G} = ∂piF∂iG− ∂iF∂piG. (2.4)
La correspondance (2.1) définit un morphisme d’algèbre de Lie entre l’espace des obser-
vables C∞(M) et l’espace des champs de vecteurs Vect(M). Cela se traduit par l’égalité :
X{F,G} = [XF , XG]. (2.5)
Ce morphisme a pour noyau les constantes et n’est pas surjectif. Son image est l’algèbre
de Lie des champs hamiltoniens, qui est incluse dans l’algèbre de Lie de Sympl(M, ω).
En effet, la Formule de Cartan : LXFω = d(ιXFω) + ιXF dω = 0, assure que les champs
hamiltoniens préservent la structure symplectique.
Nous sommes alors en mesure d’écrire, pour un hamiltonien H, l’équation d’évolution
d’une observable F ,
dF
dt
= {H,F}, (2.6)
avec t un paramètre d’évolution. Celle-ci est covariante respectivement au groupe des sym-
plectomorphismes, qui s’interprète comme le groupe de symétrie de la mécanique classique.
De l’équation d’évolution (2.6) d’une observable F , on déduit qu’une constante du
mouvement est caractérisée par {H,F} = 0. Si le flot φt du champ hamiltonien XF est
défini pour tout t ∈ R, il constitue un groupe à un paramètre qui est alors groupe de
symétrie du système de hamiltonien H, i.e. un sous-groupe de Sympl(M, ω) préservant H.
Plus généralement, à une algèbre de Lie d’observables, on peut associer un groupe agissant
symplectiquement sur l’espace des phases.
Intéressons nous à la procédure inverse. Partant de l’action symplectique d’un groupe
de Lie G sur M, peut-on trouver l’algèbre de Lie des observables dont les flots engendrent
l’action de ce groupe ? Soit g l’algèbre de Lie de G, elle se représente dans Vect(M), par
Z 7→ ZM, telle que LZMω = 0. En utilisant la Formule de Cartan pour la dérivée de Lie
on obtient d(ιZMω) = 0, i.e. la 1-forme ιZMω est fermée. Supposons qu’elle soit exacte
pour tous les éléments Z de g. L’action du groupe est alors dite hamiltonienne et on peut
définir l’application moment J : g → C∞(M), dû à J.-M. Souriau [97], par l’équation
ιZMω = −dJ(Z). (2.7)
Elle est couramment définie de manière duale, J :M → g∗, et −d 〈Z, J〉 = ιZMω.
L’application moment permet de formuler la version symplectique du Théorème de
Noether : si un groupe de symétrie agit de manière hamiltonienne et préserve le hamiltonien
du système, son application moment définit un ensemble de constantes du mouvement.
Terminons cette partie par l’exemple fondamental d’une particule libre dans un espace
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de configuration donné par la variété pseudo-riemannienne (M, g). L’espace des phases est
alors le fibré cotangent T ∗M muni de sa forme symplectique canonique et le hamiltonien
est donné par H = gijpipj . Son flot est le flot géodésique.
La formulation hilbertienne de la mécanique quantique
L’espace des états d’un système quantique est un espace de Hilbert complexe H, ou plus
précisément le projectivisé de cet espace, qui est l’ensemble de ses droites. Tous les espaces
de Hilbert de même cardinal étant isométriques, le choix spécifique de H est donc sans
importance. L’espace des observables se réalise comme espace d’opérateurs auto-adjoints
sur H, qui, muni du commutateur
i[A,B] = i(AB −BA), (2.8)
forme une sous-algèbre de Lie de L(H). Elle est isomorphe à l’algèbre de Lie des opérateurs
anti auto-adjoints, où le commutateur est le même au facteur i près. Le groupe de Lie associé
est le groupe unitaire U(H).
Pour un système de hamiltonien H, l’équation d’évolution d’une observable F est don-
née par la structure d’algèbre de Lie précédemment définie,
dF
dt
=
i
~
[H,F ]. (2.9)
Les transformations covariantes de cette équation sont précisément données par l’action
adjointe d’opérateurs unitaires, le groupe unitaire est donc le groupe de symétrie de la
mécanique quantique.
Comme dans le cas classique, une observable F est une constante du mouvement si et
seulement si i[H,F ] = 0, i.e. si elle correspond à une symétrie infinitésimale du système.
Terminons par l’exemple important du système constitué d’une particule libre dans
l’espace plat de Minkowski. L’espace de Hilbert est L2(R4), et le hamiltonien du système
est donné par le laplacien ∆ = ηij∂i∂j , avec η la métrique plate de signature (+−−−).
La similarité des hamiltoniens classique et quantique pour le même système est à noter.
Etablir une correspondance entre les deux est un des but de la quantification.
2.1.2 La quantification : méthodes et obstructions
La quantification d’un système classique, i.e. d’une variété symplectique (M, ω),
consiste en la construction d’un espace de Hilbert H, puis d’une correspondance entre
observables classiques et quantiques, qui s’écrit Q : f 7→ Q(f), où f ∈ C∞(M) et Q(f) est
un opérateur sur H. Le parallèle structurel entre les formalismes des mécaniques classique
et quantique mène P.A.M. Dirac [31], à formuler le problème portant son nom : trouver
une bijection linéaire Q satisfaisant les trois propriétés suivantes,
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1. la fonction constante égale à 1 surM se quantifie en l’identité sur H, Q(1M) = IdH,
2. la conjugaison ·¯ se quantifie en l’adjonction ∗ (axiome de réalité),
Q(f¯) = Q(f)∗, (2.10)
3. l’application Q est un morphisme d’algèbre de Lie,
Q({f, g}) = i
~
[Q(f), Q(g)]. (2.11)
Il fait naître ainsi le concept même de quantification. Les propriétés que doivent satisfaire
une quantification n’ont rien de canonique, et nous verrons par la suite des quantifications
répondant à des versions modifiées du problème de Dirac.
La troisième propriété (2.11) signifie que la quantification préserve la dynamique,
l’équation d’évolution (2.9) en mécanique quantique se déduisant par quantification de
(2.6), celle en mécanique classique. Cette propriété peut également s’interpréter comme
équivariance de la quantification sous l’algèbre de Lie des champs de vecteurs hamiltoniens,
ou encore, comme représentation unitaire de Sympl(M, ω) sur H.
La préquantification constitue une réponse au problème de Dirac. Cependant, même
pour l’espace des phases T ∗Rn, elle n’est pas satisfaisante. En effet, elle fournit comme
espace de Hilbert L2(T ∗Rn) au lieu de l’espace attendu L2(Rn). La solution est apportée
par l’ajout d’une polarisation qui conduit à la quantification géométrique [61, 97, 72, 106].
Celle-ci répond à un raffinement du problème de Dirac, qui est formulé dans [1]. Si une
polarisation permet de construire l’espace de représentation hilbertien H pertinent pour
l’interprétation physique, la quantification géométrique ne peut s’appliquer qu’à un sous
ensemble restreint d’observables, celles précisément qui préservent la polarisation choisie.
On peut d’ailleurs montrer que la quantification géométrique ne peut être prolongée à
C∞(M) tout en satisfaisant le problème de Dirac, voir Proposition 2.1.8.
Une des voies pour étendre la quantification géométrique est la quantification par dé-
formations [8, 47, 32], qui s’applique à toutes les observables. Celle-ci ne satisfait pas la
contrainte (2.11) mais une version déformée. L’existence d’une quantification par déforma-
tion, ou star-produit, a été prouvée sur toute variété symplectique [27, 40], et même de
Poisson [58]. Tout le problème est d’imposer des conditions supplémentaires afin d’obtenir
l’unicité. Par ailleurs, elle est formulée directement sur l’espace C∞(M) et ne fournit pas
d’espace de représentation hilbertien H.
L’unicité d’une procédure de quantification repose souvent sur la présence d’un groupe
de symétrie. Ainsi la quantification G-équivariante [67, 34], pour certains groupes G [15],
permet d’étendre la quantification géométrique à une large classe d’observables de ma-
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nière univoque. Elle définit également une quantification par déformation fortement G-
invariante [33].
La quantification géométrique
La quantification géométrique d’une variété symplectique (M, ω) s’effectue en deux
étapes, la première étant la préquantification. Supposons la forme symplectique exacte,
ω = dα. On pose H = L2(M), l’espace des fonctions complexes dont le carré du module est
intégrable surM, relativement à la mesure de Liouville. On définit alors la préquantification
de toute observable f via la formule de Koopman-Van Hove-Segal, voir e.g. [53],
Q(f) =
~
i
Xf + f − 〈Xf , α〉. (2.12)
La préquantification Q est bien à valeurs dans les opérateurs formellement auto-adjoints
et résout le problème de Dirac. Cela s’applique en particulier au cas d’un fibré cotangent
T ∗M , muni de sa forme symplectique canonique ω = dpi∧dxi, et la formule (2.12) devient
Q(f) =
~
i
((∂pif)∂i − (∂if)∂pi) + f − pi∂pif. (2.13)
La préquantification des coordonnées s’écrit alors,
Q(xi) = −~
i
∂pi + x
i, Q(pi) =
~
i
∂i. (2.14)
Si la forme symplectique n’est pas exacte, elle doit satisfaire une condition d’intégralité
pour que la préquantification existe. Plus précisément, la classe de 2-cohomologie de la
2-forme (2π~)−1ω doit être dans H2(M,Z), voir [61, 97]. Un exemple est la sphère S2,
munie de la forme symplectique ω = n~2 surfS2 , avec surfS2 la forme d’aire canonique de
S2 et n un entier positif. La théorie générale de la préquantification se formule de façon
équivalente en terme de fibré en droites complexes sur M [61], ou en terme de fibré en
cercles sur M [97]. Suivons cette dernière approche.
Définition 2.1.2. Soit (M, ω) une variété symplectique telle que (2π~)−1[ω] ∈ H2(M,Z).
Il existe alors un fibré en cercle π : Y →M, muni d’une 1-forme α˜ vérifiant
L∂θ α˜ = 0, 〈∂θ, α˜〉 = ~, et dα˜ = π∗ω, (2.15)
où ∂θ est l’action infinitésimale de e
iθ ∈ U(1).
Le couple (Y, α˜) est appelé fibré préquantique. Si ω est exacte, il est simplement donné
par Y =M×S1 et α˜ = α+~dθ. La préquantification d’une fonction F ∈ C∞(M) est alors
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fournie par le relevé quantique du champ hamiltonien de f ,
Q(f) =
~
i
X∗f , (2.16)
vérifiant
〈
X∗f , α˜
〉
= f . L’opérateur obtenu est vu comme agissant sur l’espace des fonctions
équivariantes sur Y ,
H = {Ψ ∈ L2(Y )|∂θΨ = iΨ}. (2.17)
Dans le cas où le fibré est trivial, H s’identifie à L2(M) et (2.16) redonne la formule de
Koopman-Van Hove-Segal.
Bien que constituant une réponse au problème de Dirac, la préquantification n’est pas
satisfaisante, même pour un fibré cotangent T ∗M . Elle conduit à une représentation de
l’algèbre de Lie C∞(T ∗M) sur L2(T ∗M), qui n’induit pas une représentation irréductible
de l’algèbre de Lie de Heisenberg, engendrée par les coordonnées de Darboux pi et x
i. En
effet L2(M) est alors un sous-espace stable. De plus, elle ne coïncide avec la quantification
canonique de pi et x
i qu’après restriction à L2(M). Il nous faut donc une procédure pour
réduire l’espace de Hilbert, ce qui nécessite l’introduction d’une structure supplémentaire
sur M : une polarisation.
Définition 2.1.3. Une polarisation complexe de (M, ω) est une distribution complexe
intégrable et isotrope P ⊂ TCM, le complexifié du tangent de M, telle que la dimension
de D = P ∩ P¯ ∩ TM soit constante.
Dans la pratique, une polarisation complexe peut être définie localement par n =
1
2 dimM fonctions complexes en involutions, leurs champs hamiltoniens engendrant P .
Si D = {0}, alors P ∩ TM est une distribution réelle intégrable et isotrope, i.e. une
polarisation réelle. Sur un fibré cotangent T ∗M , il existe une polarisation réelle canonique,
dite verticale. Elle est engendrée par les fonctions coordonnées xi, de champs hamiltoniens
∂pi .
Définition 2.1.4. Soit (M, ω) une variété symplectique de fibré préquantique (Y, α˜) et
admettant une polarisation P . Le relevé horizontal de P est le champ de sous-espaces
P˜ ⊂ T ∗
C
Y se projetant sur P et vérifiant 〈P˜ , α˜〉 = {0}.
Si la forme ω est exacte, le relevé horizontal d’un champ X ∈ P est donné par X˜ =
X − 〈X,α〉 ∂θ.
Définition 2.1.5. Les fonctions P -polarisées de H sont les fonctions ψ ∈ H telles que
X˜ψ = 0 pour tout X˜ ∈ P˜ . Elles forment l’espace de Hilbert noté HP .
Ainsi l’existence d’une polarisation permet de réduire l’espace de représentation. Dans
le cas d’un fibré cotangent T ∗M muni de la polarisation verticale, l’espace des fonctions
polarisées s’identifie bien à L2(M).
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Une observable classique f est dite quantifiable si sa préquantification Q(f) définit un
opérateur qui préserve HP . L’ensemble A des observables quantifiables forment alors une
sous-algèbre de Lie de C∞(M) qui se représente via Q sur HP . Pour un fibré cotangent
muni de la polarisaton verticale P , on obtient, au vu de la formule (2.13) donnant la
préquantification,
A = {f(x, p) = piAi(x) +B(x)|A1, . . . , An, B ∈ C∞(M)}, (2.18)
et la quantification géométrique est alors donnée par
QG(f) =
~
i
Ai(x)∂i +B(x). (2.19)
Elle induit donc une représentation irréductible de l’algèbre de Lie de Heisenberg, avec
QG(pi) =
~
i
∂i, QG(x
i) = xi et QG(1) = IdHP .
Introduisons enfin l’espace des demi-densités, qui est l’espace des sections du fibré en
ligne |ΛnT ∗M |⊗ 12 . R.J. Blattner et B. Kostant ont montré dans [11, 62] qu’il était plus
avantageux de choisir le complété des demi-densités polarisées à support compact comme
espace de Hilbert, ce choix permettant à la fois d’éviter l’introduction d’une mesure pour
définir l’espace L2, et d’obtenir une formule de quantification correcte, à la correction
métaplectique près, pour l’oscillateur harmonique [94, 95].
La quantification par déformation
Elle constitue une voie pour étendre la quantification géométrique à un espace plus vaste
d’observables [78], en déformant la relation (2.11), qui exprime la propriété de morphisme
d’algèbres de Lie d’une quantification.
Soit (M, ω) une variété symplectique et Q une quantification définie sur une sous-
algèbre de Poisson A de (C∞(M), {·, ·}) qui vérifie Q({f, g}) = i
~
[Q(f), Q(g)] pour tout
f, g ∈ A, et est bijective. On définit alors, par transport, un nouveau produit ∗ sur les
observables f, g ∈ A, telles que Q(f)Q(g) ∈ Q(A), via
Q(f ∗ g) = Q(f)Q(g). (2.20)
Ce produit est associatif et non commutatif. Si la quantification Q satisfait la contrainte
(2.11) du problème de Dirac, alors le ∗-commutateur est simplement
f ∗ g − g ∗ f = ~
i
{f, g}. (2.21)
Une telle quantification induit une déformation particulière du produit commutatif sur
C∞(M), dans la catégorie des algèbres associatives. Une manière de relâcher la contrainte
(2.11) est donc de chercher des déformations plus générales du produit, dit star-produits,
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vérifiant une version déformée de (2.21). C’est la méthode de quantification par déforma-
tion.
Définition 2.1.6. [8] Soit (M, ω) une variété symplectique et C∞(M)[[ν]] l’espace des
séries formelles en ν à coefficients dans C∞(M). Un star-produit différentiable ∗ est un
produit associatif sur C∞(M)[[ν]], donné par l’extension à C∞(M)[[ν]] de l’application
bilinéaire ∗ : C∞(M)⊗ C∞(M)→ C∞(M)[[ν]], de la forme
u ∗ v = uv +Σ∞r=1νrCr(u, v). (2.22)
Les Cr sont des opérateurs bidifférentiels, avec C1(u, v) − C1(v, u) = 2{u, v} qui vérifient
u ∗ 1 = 1 ∗ u = u.
L’associativité du star-produit assure que le commutateur, défini par [u, v] = u∗v−v∗u,
confère une structure d’algèbre de Lie à C∞(M), et
[u, v] = 2ν{u, v}+Σ∞r=2νrBr(u, v), (2.23)
où les Br sont des opérateurs bidifférentiels antisymétriques en leur deux arguments. Pour
ν = ~2i , cette équation correspond alors à une déformation de l’égalité (2.21), la quantifi-
cation par déformation peut alors être vue comme un prolongement de la quantification
géométrique.
Les deux quantifications les plus couramment utilisées de T ∗Rn sont la quantification
de Weyl et "l’ordre normal". Elles prolongent la quantification géométrique, où l’espace
de Hilbert choisi est respectivement celui des demi-densités et celui des fonctions de carré
intégrable sur Rn. Elles donnent ainsi lieu toutes les deux à un star-produit formel sur
C∞(T ∗Rn) via l’équation (2.20). On peut les définir simultanément par la formule intégrale
[47, 32],
Qw(f) =
∫
T ∗Rn
fˇ(ξ, η) exp
(
i
~
(Pξ +Xη)
)
w(ξ, η)dξndηn, (2.24)
oú fˇ est la transformée de Fourier inverse de f , Pi =
~
i
∂i et X
i = xi sont les quantifiés
(géométriques) de pi et x
i, et la fonction w est un poids. Si w = 1, on obtient la quantifica-
tion de Weyl, notée QW , et si w(ξ, η) = exp(−14(ξ2 + η2)) on obtient l’ordre normal, noté
N . Ces deux quantifications consistent, pour un polynôme sur T ∗Rn, à remplacer pi par
Pi et x
i par Xi, avec une écriture du polynôme symétrisée en p et x pour la quantification
de Weyl et avec les p "à droite" pour l’ordre normal. Le domaine de définition de (2.24)
contient l’espace des symboles des opérateurs différentiels sur M , noté S(Rn), qui est l’es-
pace des fonctions polynomiales en les p sur T ∗Rn. L’ordre normal permet ainsi de définir
le symbole d’un opérateur différentiel, et il peut même s’étendre au cas pseudo-différentiel.
La quantification de Weyl définit, via (2.20), le produit de Moyal [76] qui est le premier
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exemple, et probablement le plus simple, de star-produit. Il est donné par
f ∗ g = m ◦ exp(νP )(f ⊗ g), (2.25)
où P est le crochet de Poisson donné par la structure symplectique canonique de T ∗Rn, et
m est la multiplication usuelle sur C∞(T ∗Rn). Ainsi, on a P (f, g) = Λij∂if∂jg, où Λij = 1
si |j− i| = n et est nul sinon. L’écriture en coordonnées de P r(f, g) est donc naturellement
donnée par P r(f, g) = Λi1j1 · · ·Λirjr∂i1···irf∂j1···jrg. Il est clair que le produit de Moyal
converge sur l’espace des symboles S(Rn).
Il existe des extensions de ces deux exemples de quantifications au cas des fibrés cotan-
gents, mais pas de manière univoque [16, 85, 103]. Ce problème est générique. En effet, si
il a été montré que toute variété symplectique admet une quantification par déformation
[27, 40], la question de l’unicité est problématique. Elle requiert d’imposer des contraintes
supplémentaires, via un groupe de symétrie par exemple.
La non unicité du star-produit peut s’interpréter comme la trop grande généralité de
l’affaiblissement (2.23) de la propriété (2.11). En effet cette égalité assurait une correspon-
dance entre les dynamiques classique et quantique. Une méthode consiste à chercher un
star-produit qui préserve l’évolution d’un ensemble privilégié d’observables, choisi comme
les moments d’un groupe de symétrie G du système par exemple. Un tel star-produit est
dit fortement G-invariant [8, 2, 32]. Il a été montré que certains choix pour le groupe G
conduisent à l’unicité du star-produit. Ainsi le produit de Moyal sur C∞(T ∗Rn) est l’unique
star-produit fortement Sp(2n,R)⋉R2n-invariant [46].
Vers la quantification équivariante
Pour obtenir une unique quantification, il s’agit donc de spécifier les symétries de l’es-
pace des phases. Si celui-ci est un fibré cotangent T ∗M , muni de sa structure symplectique
canonique ω = dα, elles peuvent être données infinitésimalement comme sous-algèbre de
Lie de Vect(M), i.e. comme symétries de l’espace de configuration M , relevées canonique-
ment à T ∗M par préservation de α. Nous montrons que la quantification géométrique est
caractérisée par Vect(M) tout entier, puis discutons de son extension par réduction de
l’algèbre de Lie des symétries.
Proposition 2.1.7. Soit X ∈ Vect(M) et α la 1-forme de Liouville sur T ∗M . Il existe
alors un unique relevé de X = Xi∂i à T
∗M qui préserve α, donné par
X˜ = Xi∂i − pj∂iXj∂pi . (2.26)
Les relevés des champs de vecteurs de M sont hamiltoniens, et définissent l’application
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moment J : Vect(M)→ C∞(T ∗M), telle
JX = 〈X˜, α〉 = piXi. (2.27)
Réciproquement, le champ hamiltonien associé à l’observable f = piX
i est Xf = X˜.
Introduisons S≤k(M), l’espace des fonctions de T ∗M qui sont polynomiales de degré
inférieur ou égal à k en les variables fibrées. Rappelons que la quantification géométrique de
T ∗M , notée QG, est définie sur l’espace A = S≤1(M) des observables quantifiables, donné
en (2.18), et son image (2.19) est incluse dans D(M), l’espace des opérateurs différentiels sur
M . Or, d’une part, une algèbre de Lie g ⊂ Vect(M) agissant sur l’espace de configuration
M agit par adjonction sur D(M), et d’autre part la proposition précédente définit une
action de cette algèbre de Lie sur C∞(T ∗M) ⊃ S≤k(M), pour tout k ∈ N. Une application
Q : S≤k(M)→ D(M) est dite G-équivariante si c’est un morphisme de G-modules.
Proposition 2.1.8. La quantification géométrique d’un fibré cotangent T ∗M muni de sa
structure symplectique canonique est l’unique application Vect(M)-équivariante Q : A →
D(M), à normalisation près. De plus, il n’existe pas de prolongement à S≤2(M), qui soit
Vect(M)-équivariant.
Démonstration. Il suffit de prouver cette propriété pour M = Rn, quitte à se place lo-
calement sur M . Montrons d’abord la propriété de Vect(Rn)-équivariance. Pour toutes
fonctions f, h ∈ A, on a Q({f, h}) = i
~
[Q(f), Q(h)]. Choisissons X ∈ Vect(M) et
f = JX = piX
i, on a alors {f, h} = X˜h et Q(f) = ~iX. La propriété de morphisme
d’algèbre de Lie de Q se réécrit :
Q(X˜h) = [X,Q(h)] = LXQ(h), (2.28)
où LX est l’action canonique de X sur D(Rn) ; pour une expression explicite se référer à
la formule (2.41). Cette dernière équation montre précisément que la quantification géo-
métrique est Vect(Rn)-équivariante.
Dans notre cadre, on peut voir l’unicité comme découlant de l’unicité de la quantifica-
tion conformément équivariante des symboles de degré 1 [35, 37], qui coïncide alors avec la
quantification géométrique. Par ailleurs, le fait que, les quantifications projectivement [67]
et conformément équivariantes [35, 37] coïncident sur les symboles de degré 1 et diffèrent
sur les symboles d’ordre 2, montre qu’il n’y a pas de prolongement Diff(Rn)-équivariant
de la quantification géométrique à S≤2(Rn).
Pour étendre le domaine d’application de la quantification géométrique, on peut donc
chercher à prolonger Q avec une condition de G-équivariance, où G est un groupe agissant
localement sur M par difféomorphismes. Il s’agit alors de choisir G assez petit pour qu’il
existe un prolongement à l’espace des symboles S(M) = ⋃k∈N S≤k(M), et assez gros pour
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que ce prolongement soit unique. A partir d’une telle application bijective Q, on peut définir
un star-produit via (2.20), qui est fortement G-invariant [33]. En particulier les moments
f ∈ C∞(T ∗M) du groupe G vérifient Q({f, h}) = i
~
[Q(f), Q(h)] pour tout h ∈ C∞(T ∗M),
leurs évolutions sont transportées par Q.
2.2 Le cadre de la quantification équivariante
Nous avons vu que, pour un fibré cotangent T ∗M , l’action de Diff(M) admet un relevé
naturel hamiltonien à T ∗M . L’espace des fonctions polynomiales en les variables fibrées
ou espace des symboles, noté S(M), et l’espace D(M) des opérateurs différentiels sur M
sont donc munis d’une structure de Diff(M)-module. La quantification équivariante est un
prolongement de la quantification géométrique à S(M), qui est G-équivariant, avec G un
sous-groupe de Diff(M). Une telle quantification, ou plutôt son inverse, fournit, comme
la quantification de Weyl ou l’ordre normal sur Rn, un symbole total pour les opérateurs
différentiels sur M . Si la quantification de Weyl est Sp(2n,R) ⋉ R2n-équivariante, elle ne
rentre pas cependant dans ce cadre, car son groupe d’équivariance ne provient pas d’un
sous-groupe de Diff(Rn), i.e. de symétries de l’espace de configuration.
La quantification géométrique [11, 62], ainsi que l’étude géométrique des opérateurs
différentiels [39, 35], mènent à considérer plutôt Dλ,µ(M), i.e. les opérateurs différentiels
d’arguments les λ-densités et à valeurs dans les µ-densités. L’espace des symboles est alors
naturellement pris comme étant de poids δ = µ−λ, et noté Sδ(M). Nous commençons donc
par introduire la notion de densités tensorielles, puis les structures de Diff(M)-module sur
Sδ(M) et Dλ,µ(M).
Comme il n’existe pas de quantification Diff(M)-équivariante, nous introduisons la no-
tion de G-structure plate sur une variété, qui caractérise l’existence d’une action, locale, du
groupe G sur la variété. Nous terminons par les résultats généraux d’existence et d’unicité
de la quantification G-équivariante.
2.2.1 Les Vect(M)-modules de la quantification équivariante
Nous donnons ici les définitions, en tant que module sur Diff(M) et/ou Vect(M), des
trois espaces intervenant en quantification équivariante : l’espace des λ-densités tensorielles
Fλ(M), l’espace des symboles Sδ(M) de poids δ qui correspond à l’espace des observables
classiques, et l’espace des opérateurs différentiels entre λ et µ densités Dλ,µ(M), consti-
tuant l’espace des observables quantiques. Nous écrivons également la forme des dérivées
covariantes des densités tensorielles et des symboles, associées à une connexion affine Γ
sur M .
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L’espace des densités tensorielles Fλ(M)
Une densité tensorielle de poids λ est une section du fibré en droite réelle |ΛnT ∗M |⊗λ.
Nous notons Fλ l’espace des densités tensorielles complexes, s’il n’y a pas d’ambiguïté sur
la variété M en question. Cet espace est naturellement muni d’une structure de Diff(M)-
module.
Clairement, on a F0 = C∞(M) ⊗ C. De plus, si M est orientable, on peut identifier
Fλ et C∞(M) ⊗ C en tant qu’espaces vectoriels via une forme volume notée vol. Les λ-
densités s’écrivent alors sous la forme f |vol|λ avec f ∈ C∞(M) ⊗ C. En particulier, on a
F1 = Ωn(M)⊗C, avec Ωn(M) l’espace des n-formes différentielles, et ainsi, pour λ+µ = 1,
on peut définir une forme bilinéaire entre les λ et µ-densités à support compact par
Fλc ⊗Fµc → C∞(M)⊗ C
(φ, ψ) 7→
∫
M
φ¯(x)ψ(x). (2.29)
Si λ = µ = 12 , cette forme bilinéaire munit l’espace des demi-densités à support compact
F
1
2
c d’une structure préhilbertienne, le complété F
1
2
c fournissant l’espace de Hilbert de la
quantification géométrique du fibré cotangent T ∗M .
En tant que Diff(M)-module, Fλ s’identifie à C∞(M)⊗C muni de l’action de Diff(M)
suivante
ϕλ(f) = ϕ∗f
∣∣∣∣ϕ∗volvol
∣∣∣∣λ , (2.30)
pour tout difféomorphisme ϕ. La version infinitésimale de cette action fournit la dérivée de
Lie des λ-densités, qui munit Fλ d’une structure de Vect(M)-module. Pour X ∈ Vect(M),
elle est donnée par
LλX(f) = X(f) + λDiv(X)f, (2.31)
avec Div la divergence associée à la forme volume vol, ce qui donne Div(X) = LXvolvol .
En coordonnées telles que vol = dx1 ∧ · · · ∧ dxn, la dérivée de Lie s’écrit donc LλX =
Xi∂i + λ(∂iX
i).
Supposons que la variétéM est munie d’une connexion affine (symétrique) Γ. En notant
Γi = Γ
j
ij , la dérivée covariante d’une λ-densité est alors donnée par
∇λi = ∂i − λΓi. (2.32)
L’espace des symboles Sδ(M)
L’espace des symboles S(M) est le sous-espace de C∞(T ∗M)⊗ C, formé des fonctions
polynomiales en les variables fibrées, il hérite donc de la structure de Diff(M)-module de
C∞(T ∗M), dont la version infinitésimale est donnée par le relevé hamiltonien des champs
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de M à T ∗M obtenu à la Proposition 2.1.7. Dans un système de coordonnées locales
canoniques (xi, pi), un symbole P ∈ S(M) s’écrit
P (x, p) =
k∑
l=0
P i1···il(x)pi1 · · · pil , (2.33)
pour un certain k ∈ N appelé "degré" du symbole.
L’espace des symboles de poids δ est simplement donné alors par le produit tensoriel
des symboles et des densités tensorielles de poids δ, et noté Sδ = S(M)⊗Fδ, la référence
à M étant omise s’il n’y a pas de confusion possible. Les structures de Diff(M)-module
et de Vect(M)-module de Sδ sont celles d’un produit tensoriel de modules. En particulier,
l’action d’un champ de vecteurs X ∈ Vect(M) est donnée par la dérivée de Lie suivante,
LδX = X
i∂i − pj∂iXj∂pi + δDiv(X). (2.34)
L’espace Sδ s’identifie, en tant que Diff(M)-module, avec l’espace des tenseurs symétriques
contravariants de poids δ, noté Γ(STM)⊗Fδ, via l’application
Γ(STM)⊗Fδ → Sδ (2.35)
P i1···ik(x)∂i1 ⊙ · · · ⊙ ∂ik 7→ P i1···ik(x)pi1 · · · pik ,
où les pi sont canoniquement associés aux ∂i par pi = 〈∂i, p〉, au point (x, p) ∈ T ∗xM . Cette
identification confère à l’espace des symboles une graduation Diff(M)-invariante,
Sδ =
∞⊕
k=0
Sδk , (2.36)
où Sδk désigne l’espace des symboles homogènes de degré k en les variables fibrées.
Si la variété M est munie d’une connexion affine, l’espace des tenseurs symétriques
contravariants admet alors naturellement une dérivée covariante, qui se transporte à l’es-
pace des symboles en une dérivée horizontale où elle s’écrit
∂∇i = ∂i − Γkijpk∂pj − δΓi. (2.37)
L’espace des opérateurs différentiels Dλ,µ(M)
L’espace Dλ,µ des opérateurs différentiels est un sous-espace des opérateurs linéaires
L(Fλ,Fµ), et hérite donc d’une structure de Diff(M)- et Vect(M)-modules. Soit un opé-
rateur linéaire A : Fλ → Fµ, l’action de X ∈ Vect(M) est donné par la dérivée de Lie des
opérateurs,
Lλ,µX A = LµXA−ALλX , (2.38)
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où LλX est donnée par (2.31).
Nous allons définir Dλ,µ par récurrence. Un opérateur A ∈ L(Fλ,Fµ) est un opérateur
différentiel d’ordre 0, ce que l’on note A ∈ Dλ,µ0 , si [A, f ] = 0 pour tout f ∈ Fλ. Clairement,
on a Dλ,µ0 ≃ Fµ−λ, et A ∈ Dλ,µ0 correspond à la multiplication par une (µ − λ)-densité.
L’espace des opérateurs d’ordre k est défini par : A ∈ Dλ,µk si [A, f ] ∈ Dλ,µk−1 pour tout
f ∈ Fλ. En coordonnées locales, l’opérateur A s’écrit alors,
A =
k∑
l=0
ai1···il(x)∂i1 · · · ∂il , (2.39)
où les ai1···il ∈ C∞(M). L’espace total Dλ,µ est l’union de chacun des espaces précédents,
Dλ,µ = ⋃∞k=0Dλ,µk , qui en constituent une filtration Diff(M)-invariante : Dλ,µ0 ⊂ Dλ,µ1 ⊂
· · · ⊂ Dλ,µk ⊂ · · ·. L’espace gradué associé, i.e. l’espace des symboles, s’identifie à Sδ en
tant qu’espace vectoriel, car Dλ,µk /Dλ,µk−1 ≃ Sδk . En revanche, cette graduation n’est pas
Diff(M)-invariante. Seul le symbole de plus haut degré d’un opérateur différentiel, appelé
symbole principal, est un terme géométrique qui se transforme comme un tenseur. On peut
se référer à [67] pour l’étude des transformations des termes suivants.
Comparer les structures de Vect(M)-modules de Sδ et Dλ,µ nécessite un isomorphisme
vectoriel entre les deux. Sur Rn, et donc également localement, sur un ouvert U ⊂M muni
d’un système de coordonnées, l’ordre normal définit un tel isomorphisme et s’écrit
N : Sδ(U) → Dλ,µ(U)
P i1···ik(x)pi1 · · · pik 7→ P i1···ik(x)
~
i
∂i1 · · ·
~
i
∂ik . (2.40)
On obtient, via cet isomorphisme linéaire, l’expression de la dérivée de Lie des opérateurs
transportée sur les symboles, voir [67], que l’on notera toujours Lλ,µX , à savoir
Lλ,µX = LδX −
1
2
pk∂i∂jX
k∂pi∂pj − λ∂iDiv(X)∂pi (2.41)
+termes du 3ème ordre en X ∈ Vect(M).
Il en découle que l’ordre normal est exactement aff(n,R)-équivariant, la graduation des
opérateurs différentiels est exactement aff(n,R)-invariante, et le symbole principal se trans-
forme comme un tenseur.
Nous donnons désormais la définition de l’adjonction.
Définition 2.2.1. Soit λ + µ = 1. L’adjoint d’un opérateur différentiel A ∈ Dλ,µ est
l’opérateur différentiel A∗ ∈ Dλ,µ, tel que pour tout φ, ψ ∈ Fλc , on a
(Aφ,ψ) = (φ,A∗ψ), (2.42)
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la forme bilinéaire (·, ·) étant défini en (2.29).
Remarque 2.2.2. En quantification géométrique, l’espace de Hilbert est F
1
2
c , et donc l’es-
pace des observables quantiques sera naturellement dans notre cadre D 12 , 12 . L’adjonction est
donc bien définie, et l’axiome de réalité (2.10) est vérifié. Chaque résultat pour la famille de
modules Sδ et Dλ,µ sera à interpréter pour δ = 0 et λ = µ = 12 pour obtenir une extension
de la quantification géométrique. Il est intéressant par ailleurs de montrer que si λ+µ = 1
la quantification respecte encore l’axiome de réalité, i.e. fournit des opérateurs symétriques
si elle est restreinte aux symboles à coefficients réels.
2.2.2 La quantification G-équivariante
Nous pouvons maintenant définir ce que nous appellerons une quantification G-
équivariante.
Définition 2.2.3. [67, 34] Soit G un groupe agissant localement sur une variété M , d’al-
gèbre de Lie g. Une quantification G (ou g) -équivariante de M est un isomorphisme de
g-module, Q : Sδ → Dλ,µ, préservant le symbole principal.
Une quantification peut s’interpréter comme une correspondance entre symboles et
opérateurs différentiels et fournit un calcul symbolique pour les opérateurs différentiels. Une
telle quantification serait naturelle si G = Diff(M) mais il n’existe pas de quantification
Diff(M)-équivariante, voir la Proposition 2.1.8.
Nous allons donc nous intéresser à des groupes G agissant localement sur la variété
M par difféomorphismes. L’existence d’une telle action est équivalente à celle d’une G-
structure plate. Après avoir défini cette notion, nous montrons qu’une quantification G-
équivariante se transporte de Rn à une variété munie d’une G-structure plate, et récipro-
quement. Nous exposons ensuite les résultats d’existence et d’unicité qui ont été obtenus
pour la quantification équivariante relativement à des groupes dits maximaux [13, 15].
Définition d’une G-structure plate sur une variété
Soit H un sous-groupe du groupe structural des k-jets, avec k un entier quelconque.
Son algèbre de Lie h est donc isomorphe à une sous-algèbre de Lie de Vect∗(Rn), les champs
de vecteurs polynomiaux sur Rn. Elle admet naturellement une graduation, donnée par la
valeur propre de l’action adjointe du champ d’Euler E = xi∂i. Ainsi, on a Vect∗(Rn) =⊕∞
k=−1Vectk(R
n), avec Vectk(Rn) l’espace des champs de vecteurs à coefficients homogènes
de degré k + 1. On pose g = Vect−1(Rn)⊕ h, et on note G le groupe de Lie associé, dont
l’action sur Rn est engendrée par celle de H et par les translations.
Une H-structure sur une variétéM , de dimension n, est la donnée d’une réduction d’un
fibré de k-repères à un fibré principal de fibre H [80, 55]. Par abus de langage, on parle de
G-structure au lieu de H-structure pour les groupes conforme et projectif notamment.
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Si M admet une action globale et transitive de G, alors M s’identifie à G/H. Une
telle variété est un espace homogène, elle est canoniquement munie d’une H-structure
dite H-structure plate standard. Par exemple, SL(n + 1,R)/Aff(n,R) ≃ RPn est un es-
pace homogène projectif, et, notant CE(p, q) le groupe des similitudes de Rn muni de
la métrique plate de signature (p, q), SO(p+ 1, q + 1)/CE(p, q) ≃ Sp × Sq est un espace
homogène conforme.
Si l’action de G est locale transitive, M est encore canoniquement munie d’une H-
structure, pour H un sous-groupe d’isotropie de G. Une telle H-structure est plate, i.e.
localement isomorphe à une H-structure plate standard [80]. Ceci signifie qu’il existe un
atlas (Uα, ϕα) de M , tel que les Uα sont des ouverts de G/H et les fonctions de transitions
sont données par des éléments de G. Réciproquement, l’existence d’une H-structure plate
implique l’existence d’une action locale transitive de G, par transport par les cartes de
l’atlas.
Comme l’algèbre de Lie g se plonge dans Vect∗(Rn), le groupe G agit localement sur
Rn, qui est ainsi munit d’une H-structure plate. D’autre part, G/H admet un atlas sur
Rn dont les cartes sont des morphismes de G-modules. Une variété M munie d’une H-
structure admet donc un atlas (Vα, ψα), où les Vα sont des ouverts de Rn et les fonctions
de transitions sont données par l’action d’éléments de G sur ces ouverts.
Résumons ce qui précède par la définition d’une G-structure plate sur une variété, où
par abus de langage il est fait référence à G et non à H.
Définition 2.2.4. La donnée d’une G-structure plate sur une variété M est la donnée
d’une des trois conditions équivalentes suivantes :
1. il existe une action locale transitive de G sur M .
2. il existe un isomorphisme local de G-structure entre M et G/H muni de sa structure
plate standard.
3. il existe un atlas (Uα, ϕα) de M , où les Uα sont des ouverts de Rn et les fonctions
de transitions ϕα ◦ϕ−1β coïncident sur leurs domaines avec l’action d’éléments de G.
Une variété M admettant une G-structure plate est dite G-plate.
Du cas plat Rn au cas G-plat M
Le lemme suivant est essentiel par la suite, il permet de ramener l’étude des morphismes
G-équivariant sur une variété munie d’une G-structure plate à Rn. On note g l’algèbre de
Lie de G, et on suppose que représentée sur Rn elle contient les translations.
Lemme 2.2.5. Soit M une variété munie d’une G-structure plate de dimension n, telle
que l’action de g sur Rn contient les translations. Soient S et D deux faisceaux sur M de
g-modules, qui sont localement isomorphes à S(Rn) et D(Rn), deux faisceaux de g-modules
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sur Rn, via l’action des cartes du G-atlas relevée à S et D. Les morphismes entre S et D
sont alors en correspondance biunivoques avec ceux entre S(Rn) et D(Rn).
Démonstration. Soit (U, φ) et (V, ψ) deux cartes du G-atlas de M . L’application φ étant
équivariante sous l’action de G, sur M et Rn respectivement, elle induit un morphisme de
g-modules entre S(U) et S(φ(U)), ainsi que entre D(U) et D(φ(U)), noté encore φ. La
carte (V, ψ) définit de même un morphisme de g-modules entre S(V ) et S(ψ(V )), ainsi que
entre D(V ) et D(ψ(V )).
Soit Q un morphisme de g-modules entre S(Rn) et D(Rn), que nous notons encore Q
restreint à φ(U) et ψ(V ). Il induit sur U et V les morphismes de g-modules : QU = φ−1Qφ,
et QV = ψ−1Qψ. L’équivariance de Q sous l’action de g assure qu’ils sont égaux sur U ∩V .
En effet sur U ∩ V , on a QV = φ−1(φψ−1)Q(ψφ−1)φ, et ψφ−1 coïncide avec l’action d’un
élément de G sur Rn, d’où l’équivariance de Q permet de conclure que QU = QV sur U∩V .
Ainsi, à tout morphisme Q entre S(Rn) et D(Rn), on associe un morphisme entre S et D,
le recollement étant assuré entre cartes du G-atlas.
La réciproque se montre de la même façon : à un morphisme Q entre S et D on associe
des morphismes entre S(Rn) et D(Rn) via les cartes du G-atlas, qui sont tous égaux par
g-équivariance de Q. Précisons que les morphismes sont étendus d’un ouvert de Rn à tout
Rn par équivariance sous les translations.
Les faisceaux S et D intervenant dans ce lemme sont généraux, ils sont, dans ce cha-
pitre, issus de l’algèbre des opérateurs différentiels et de leurs symboles. De plus, les ex-
pressions des actions de Vect(M) sur l’espace des symboles et des opérateurs différentiels
sont les mêmes que sur Rn dans tout système de coordonnées locales (xi, pi) de T ∗M . Ainsi
les cartes d’un G-atlas induisent bien des isomorphismes locaux entre les faisceaux de g-
modules au-dessus deM et Rn, des symboles et des opérateurs différentiels respectivement.
Les hypothèses du Lemme 2.2.5 sont donc satisfaites par la quantification g-équivariante si
g comprend les translations. L’obtention d’une quantification g-équivariante sur une variété
admettant une G-structure plate est donc équivalente à son obtention sur Rn, le passage de
l’une à l’autre étant assuré par les cartes d’un G-atlas. Leur expression en G-coordonnées
sont donc les mêmes.
Résultats en quantification G-équivariante
Le premier résultat d’existence et d’unicité d’une quantification G-équivariante
sur M , suivant la Définition 2.2.3, a été prouvé dans [67] pour le groupe projec-
tif SL(n+ 1,R), sur une variété admettant une structure projective plate, de modèle
RPn ≃ SL(n+ 1,R)/Aff(n,R). Plus précisément, l’existence et l’unicité de la quantifica-
tion, Qλ,µ : Sδ → Dλ,µ, sont assurées en dehors d’un ensemble de valeurs de δ = µ − λ
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dites résonantes. Dans le cas projectif, ces valeurs sont
δ =
k
n+ 1
, (2.43)
où n est la dimension de la variété, et k est un entier supérieur ou égal à n + 1. Dans les
cas résonants, l’unicité est perdue. D’autre part, l’existence d’une formule explicite pour la
quantification projectivement équivariante des symboles de tout degré a permis de l’étendre
à des symboles plus généraux, via des fonctions hypergéométriques non commutatives [38].
L’existence et l’unicité de la quantification équivariante ont ensuite été prouvé, pour δ
non résonant, dans le cas du groupe conforme O(p + 1, q + 1), sur une variété M confor-
mément plate de modèle Sp × Sq ≃ SO(p+ 1, q + 1)/CE(p, q) [34], avec CE(p, q) le groupe
des similitudes pour une métrique plate de signature (p, q). L’ensemble des résonances est
donné par
Σ = {δk,l;s,t|k, l, s, t ∈ N; k ≥ l; 2s ≤ k; 2t ≤ l}, (2.44)
où
δk,l;s,t =
1
n(k − l) [(k − l + t− s)(k + l − 2(s+ t) + n− 1) (2.45)
+ (s− t)(k + l + 1) + 2(kt− ls)] .
Les résonances peuvent correspondre soit à un défaut d’unicité, soit à un défaut d’exis-
tence de la quantification conformément équivariante. Contrairement au cas projectif, cette
dernière n’est pas donnée par une formule explicite, le résultat est obtenu grâce à la diago-
nalisation des opérateurs de Casimirs des représentations sur Sδ et Dλ,µ de o(p+1, q+1).
La propriété fondamentale est la maximalité des algèbres de Lie projectives sl(n+1,R)
[67] et conformes o(p+1, q+1) [13] en tant que sous-algèbres de Lie de dimension finie de
Vect∗(Rn), les champs de vecteurs polynomiaux sur Rn. Pour toutes sous-algèbres strictes
de ses deux algèbres de Lie, on perd l’unicité de la quantification, et pour tout prolongement
strict, on perd l’existence. Il est donc naturel de poser la question : l’existence et l’unicité
d’un quantification g-équivariante sur Rn est-elle équivalente à la maximalité de g, en
tant que sous-algèbre de Lie de dimension finie de Vect∗(Rn) ? Une réponse partielle a
été donnée dans [15], nous en donnons les grandes lignes. D’une part, les sous-algèbres de
Lie maximales de Vect∗(Rn) ont été identifiées dans [14], comme étant les IFFT-algèbres
classifiées dans [56]. D’autre part, suivant la démonstration mise en œuvre dans le cas
conforme, l’existence d’une quantification g-équivariante, Qλ,µ : Sδ → Dλ,µ, est prouvée
dans [15] pour toutes les IFFT-algèbres, en dehors de valeurs critiques pour les poids λ et
µ. En revanche, la question de l’unicité d’une telle quantification dans le cas général reste
ouverte.
48 Chapitre 2. Quantification équivariante des fibrés cotangents
2.3 La quantification conformément équivariante
Nous allons nous focaliser maintenant sur le cas intéressant, tant du point de vue de
la physique que de la géométrie, de la quantification équivariante sous l’action du groupe
conforme. Nous donnons tout d’abord la définition des transformations conformes, ainsi
que leurs expressions infinitésimales sur Rn. Deux définitions équivalentes sont données
pour les variétés conformément plates, qui constituent le care naturel de la quantification
conformément équivariante. Suivant [37], l’étude du commutant de l’action des similitudes
sur les symboles, nous permet de donner une expression explicite pour la quantification
des symboles de degré 1, la démarche est la même pour le degré 2 [37] et le degré 3 [69].
Nous exposons alors la méthode mise en œuvre dans [34] et [15] pour obtenir le résultat
déjà mentionné d’existence et d’unicité de la quantification conformément équivariante.
2.3.1 L’algèbre de Lie conforme conf(M, g)
Le groupe conforme d’une variété pseudo-riemannienne (M, g) est défini comme le sous-
groupe des difféomorphismes préservant la direction de la métrique, il est noté Conf(M, g).
De même, l’algèbre de Lie conf(M, g) des champs de vecteurs conformes est définie comme
la sous-algèbre de Lie des champs X ∈ Vect(M) vérifiant, LXg = λg, pour λ une fonction
strictement positive sur M dépendant de X. Ce groupe et cette algèbre de Lie sont de
dimension maximale dans le cas plat, i.e. pour la variété pseudo-riemannienne (Rn, η)
avec η la métrique plate de signature (p, q). Ils sont alors isomorphes à O(p+ 1, q + 1) et
o(p+1, q+1) qui sont appelés simplement le groupe conforme et l’algèbre de Lie conforme.
Une variété pseudo-riemannienne (M, g) est dite conformément plate si, au voisinage
de tout point de M , il existe un système de coordonnées et une fonction F strictement
positive tels que gij = Fηij . Les transformations conformes de (Rn, η) sont transportées
via ce système de coordonnées, il en découle que conf(M, g) ≃ o(p+ 1, q + 1), et ainsi M
est munie d’une o(p+ 1, q + 1)-structure plate.
Sur Rn, ou dans un ouvert de carte de l’atlas définissant la structure conformément
plate de (M, g), on peut écrire l’expression, en coordonnées, des générateurs de l’algèbre
de Lie conforme [13] :
Xi = ∂i
Xij = xi∂j − xj∂i (2.46)
X0 = x
i∂i
X¯i = xjx
j∂i − 2xixj∂j ,
pour tout i = 1, . . . , n = p+ q. Les indices ont été abaissés au moyen de la métrique plate
η de Rn, i.e. xi = ηijxj . Ces générateurs sont les versions infinitésimales, respectivement,
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des translations, des rotations, des dilatations et des inversions conformes. L’algèbre de Lie
conforme g admet la décomposition g = g−1⊕g0⊕g1 en espaces propres de l’action adjointe
de X0, l’opérateur d’Euler. La sous-algèbre de Lie g0 est égale à co(p, q), engendrée par les
rotations et dilatations infinitésimales. En lui adjoignant les translations infinitésimales,
on obtient ce(p, q) = g−1 ⊕ g0, l’algèbre de Lie des similitudes infinitésimales.
Nous pouvons désormais écrire les actions explicites de l’algèbre de Lie conforme sur les
symboles et les opérateurs différentiels. D’après la formule (2.41), qui utilise l’identification
donnée par l’ordre normal (2.40), elles sont identiques si on se restreint aux similitudes, et
données par substitution dans (2.34) ;
LδXi = ∂i, (2.47)
LδXij = xi∂j − xj∂i + pi∂pj − pj∂pi , (2.48)
LδX0 = x
i∂i − pi∂pi + δn. (2.49)
L’action des inversions sur les symboles Sδ s’obtient de même,
LδX¯i = (xjx
j∂i − 2xixj∂j) + (2xipj∂pj + 2pkxk∂pi − 2pixj∂pj )− 2nδxi. (2.50)
Enfin, l’action des inversions sur les opérateurs différentiels s’obtient via la formule générale
(2.41),
Lλ,µ
X¯i
= LδX¯i +
~
i
(−pi∂pj∂pj + 2pj∂pj∂pi) + 2
~
i
nλ∂pi . (2.51)
La différence entre les actions sur les symboles et les opérateurs différentiels est donnée par
un opérateur faisant baisser strictement le degré des symboles, et qui est donc nilpotent.
2.3.2 La contrainte d’équivariance conforme pour la quantification de
T ∗Rn
Dans le paragraphe précédent, toutes les expressions données sont valables globalement
sur Rn, et localement dans un système de coordonnées conformes pour une variété confor-
mément plate M . Nous allons donc exposer, en premier lieu, les résultats et méthodes de
démonstration sur Rn, ou de manière équivalente, localement en coordonnées conformes
sur M .
Les quantifications équivariantes sous les similitudes
Les actions des similitudes sont les mêmes sur les symboles et les opérateurs différentiels,
que l’on identifie via l’ordre normal (2.40), bien défini sur Rn. Une quantification ce(p, q)-
équivariante, Q : Sδ → Dλ,µ, est donc donnée par la composition d’une application Q :
Sδ → Sδ commutant à l’action des similitudes, et de l’ordre normal N : Sδ → Dλ,µ.
Étudions donc les endomorphismes de Sδ commutant à l’action de ce(p, q).
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Les similitudes contiennent les translations et les dilatations, un des résultats de [67]
impose alors à Q d’être un opérateur différentiel sur T ∗M . Comme il commute avec les
translations, ses coefficients sont indépendants de x. De plus, il agit sur les symboles,
polynomiaux en p, donc il vient
Q ∈ C[x1, · · · , xn, p1, · · · , pn, ∂1, · · · , ∂n, ∂p1 , · · · , ∂pn ], (2.52)
avec un degré nul en x. Nous opterons désormais pour la notation plus compacte Q ∈
C[x, p, ∂x, ∂p]n.
L’algèbre de Lie des similitudes se plonge dans C[x, p, ∂x, ∂p]n via la dérivée de Lie des
symboles de poids δ. L’application Q cherchée est dans le commutant de l’image de ce(p, q),
noté ce(p, q)!. Ce dernier a été déterminé dans [35, 34], reprenant la théorie des invariants
de Weyl [104]. Il se déduit du commutant de e(p, q), l’algèbre de Lie des isométries.
Proposition 2.3.1. [37] Le commutant e(p, q)!, de e(p, q) dans C[x, p, ∂x, ∂p]n, est iso-
morphe, pour n ≥ 3, à l’algèbre enveloppante U(sl(2,R)⋉ h1). Elle est engendrée par
R = pipi, E = pi∂pi +
n
2
, T = ∂pi∂pi , (2.53)
dont les relations de commutations sont celles de sl(2,R), et
G = pi∂i, D = ∂pi∂i, L = ∂xi∂xi , (2.54)
dont les relations de commutations sont celles de l’algèbre de Heisenberg h1.
Par la suite, nous utiliserons plutôt E = pi∂pi , qui est l’opérateur d’Euler, que E. Il
découle de ce théorème la connaissance de ce(p, q)!.
Corollaire 2.3.2. Le commutant des similitudes dans C[x, p, ∂x, ∂p]n, noté ce(p, q)!, est
engendré par
E , R0 = RT, D, G0 = GT, L0 = LT. (2.55)
L’équivariance de Q par rapport aux similitudes lui impose donc d’être un polynôme
en les cinq opérateurs engendrant ce(p, q)!. Remarquons que E et R0 préservent le degré
d’un symbole, D et G0 le font diminuer de 1 et L0 de 2. Pour que Q soit une quantification
équivariante sous les similitudes, il faut qu’elle préserve de plus le symbole principal. Il en
découle l’expression de Q, de la forme suivante
Q = Id + PDD + PG0G0 + PL0L0, (2.56)
avec PD, PG0 et PL0 des polynômes en les cinq opérateurs donnés par (2.55).
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L’équivariance de la quantification relativement aux inversions
En plus de l’équivariante sous les similitudes, une quantification Q conformément équi-
variante doit vérifier la condition d’équivariance pour les inversions conformes,
Q ◦ LδX¯i = L
λ,µ
X¯i
◦Q, (2.57)
pour i = 1, · · · , n. Celle-ci se réécrit, en utilisant la formule (2.51) donnant la dérivée de
Lie Lλ,µ
X¯i
,
[Q,LδX¯i ] =
~
i
(−piT + 2(E + nλ)∂pi)Q. (2.58)
Il reste donc à évaluer le commutateur de Q avec Lδ
X¯i
, qui repose sur les commutateurs
de Lδ
X¯i
avec les cinq opérateurs engendrant polynomialement Q. Reproduisons le résultat
obtenu dans [34], qui découle d’un simple calcul,
[E , LδX¯i ] = 0, (2.59)
[R0, L
δ
X¯i
] = 0,
[G0, L
δ
X¯i
] = 2(R0∂pi + (2− nδ)piT ),
[D,LδX¯i ] = 2(−piT + 2E∂pi + n(1− δ)∂pi),
[L0, L
δ
X¯i
] = 4(E∂iT +G0∂pi − piDT ) + 2(2 + n(1− 2δ))∂iT,
pour i = 1, · · · , n. Pour déterminer explicitement Q, la complexité des calculs impose la
restriction à des symboles de bas degré.
2.3.3 La quantification conformément équivariante des symboles de de-
gré 1
Dans ce paragraphe, la quantification Q est considérée comme une application sur les
symboles de degré au plus 1. Nous donnons d’abord, dans le droit fil de ce qui précède,
l’expression de la quantification conformément équivariante sur Rn, ou de manière équi-
valente localement en coordonnées conformes sur (M, g) une variété conformément plate.
Nous en obtenons ensuite une formulation covariante, et montrons qu’elle est conformément
invariante, i.e. son expression ne dépend que de la classe conforme de la métrique g.
Formulation en coordonnées conformes
La formule (2.56) fournit la forme des quantifications équivariantes sous les similitudes.
La restriction à des symboles de degré au plus 1 conduit à une simplification drastique de
la formule (2.56),
Q = Id + PDD, (2.60)
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où PD est un polynôme constant. En effet, les opérateurs R0, G0 et L0 sont nuls sur les
symboles de degré au plus 1, d’où Q = Id + PD(E)D, et l’opérateur E étant nul sur les
symboles de degré 0, PD(E) se réduit à son terme constant. La condition d’équivariance
sous les inversions conformes, donnée par l’équation (2.58) se traduit alors par
PD[D,L
δ
X¯i
] = 2
~
i
nλ∂pi . (2.61)
Il suffit désormais de substituer le commutateur par son expression explicite, donnée en
(2.59), pour obtenir
2PDn(1− δ)∂pi = 2
~
i
nλ∂pi . (2.62)
Cette équation admet une solution donnée par PD = ~i
λ
1−δ si δ 6= 1. Sinon, elle impose
λ = 0 et PD est alors arbitraire. Nous obtenons donc le théorème suivant, le Lemme 2.2.5
permettant de passer de Rn à une variété conformément plate quelconque.
Théorème 2.3.3. [37] Soit (M, g), une variété conformément plate. Si δ 6= 1, il existe une
unique quantification conformément équivariante, Qλ,µ : Sδ≤1 → Dλ,µ1 , donnée localement
par
Qλ,µ(P i(x)pi) = ~
i
(
P i∂i +
λ
1− δ ∂iP
i
)
. (2.63)
Si δ = 1, alors la quantification conformément équivariante existe si et seulement si λ = 0
et elle est donnée par
Q0,1(P i(x)pi) = ~
i
(
P i∂i + a ∂iP
i
)
, (2.64)
le coefficient a étant une constante quelconque.
Remarque 2.3.4. Dans le cas λ = µ = 12 , qui est celui de la quantification géométrique,
nous retrouvons effectivement l’expression donnée par celle-ci. Pour le cas résonant, δ = 1,
l’unicité peut être obtenue en imposant que Q(P )∗ = Q(P¯ ), et on a alors a = 12 .
La quantification conformément équivariante de Rn a été calculé explicitement sur les
symboles de degré 2 dans [35, 37] et sur les symboles de degré 3 dans [69]. La méthode est
exactement la même, mais les calculs sont bien plus complexes.
Formulation covariante
La quantification conformément équivariante d’une variété conformément plate (M, g)
est donnée en coordonnées conformes par les formules trouvées sur Rn. Maintenant, nous
souhaitons avoir une expression de la quantification sous forme covariante, valable dans
tout système de coordonnées. A cette fin, nous allons utiliser la connexion de Levi-Civita
qui est l’unique connexion symétrique transportant parallèlement la métrique pseudo-
riemannienne g de la variété M . Elle permet de définir les dérivées covariantes des densités
(2.32) et des symboles (2.37).
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Théorème 2.3.5. Soit (M, g) une variété pseudo-riemannienne et ∇ la dérivée covariante
associée à la connexion de Levi-Civita. On note [g] la classe conforme de la métrique g.
Soit Qg : Sδ1 → Dλ,µ, définie par
Qg(P i(x)pi) = ~
i
(
P i∇λi +
λ
1− δ ∂
∇
i (P
i)
)
. (2.65)
Cette application est conformément invariante, elle ne dépend que de [g]. De plus, si (M, g)
est une variété conformément plate et δ 6= 1, elle est l’unique quantification conformément
équivariante.
Démonstration. Rappelons que la quantification conformément équivariante est donnée, en
coordonnées conformes, par l’expression : Q(P i(x)pi) = ~i
(
P i∂i +
λ
1−δ∂i(P
i)
)
. Cette der-
nière ne dépend pas explicitement de la métrique conformément plate g et les coordonnées
conformes non plus. On peut donc la réécrire sous la forme
Q = Qg +Ag(P ), (2.66)
où Ag est nul dans le cas plat, Qg est l’expression donnée en (2.65), et elle vérifie
Qg +Ag = Qg˜ +Ag˜, (2.67)
si g˜ ∈ [g]. Ceci permet de déterminer Ag. En effet, d’après les équations (2.32) et (2.37),
on a
∇˜λi = ∇λi + λ(Γ˜i − Γi) et ∂∇˜i P i = ∂∇i P i − (Γ˜i − Γi)P i + δ(Γ˜i − Γi)P i, (2.68)
i.e.Qg = Qg˜, ce qui impose Ag(P ) = Ag˜(P ). Utilisant que Ag(P ) est nul dans le cas plat, on
en déduit sa nullité dans le cas conformément plat. Ainsi Qg est conformément invariante
et coïncide avec la quantification conformément équivariante Q dans le cas conformément
plat.
Remarque 2.3.6. Il existe des théorèmes analogues pour la quantification des symboles de
degré 2 [37] et des symboles de degré 3 [70]. Les preuves reposent sur la même démarche :
dans le cas conformément plat, la quantification s’écrit comme sur Rn, où les dérivées sont
remplacées par des dérivées covariantes, plus des termes nuls dans le cas plat. Ces termes
additionnels sont déterminés de sorte que l’expression obtenue soit invariante conforme.
Une telle expression est uniquement déterminée dans le cas conformément plat et se pro-
longe à toute variété pseudo-riemannienne. Si pour les symboles de degré 1 il n’y a pas
apparition de termes additionnels, pour les symboles de degré 2 deux termes de courbures
sont ajoutés.
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2.3.4 Existence et unicité de la quantification conformément équiva-
riante
Notre but ici est de montrer l’existence et l’unicité de la quantification conformément
équivariante. Cela étant hors de portée via la méthode exposée précédemment, nous suivons
la preuve originelle [34]. Elle repose sur la diagonalisation des opérateurs de Casimirs Cδ
et Cλ,µ, des représentations sur Sδ et Dλ,µ de l’algèbre de Lie conforme. Si Q est un
morphisme de o(p+ 1, q + 1)-module entre ces deux espaces, alors
QCδ = Cλ,µQ. (2.69)
Si P est un vecteur propre de Cδ, Q(P ) est alors un vecteur propre de Cλ,µ de même valeur
propre. Cela va permettre de construire Q.
Rappelons que l’opérateur de Casimir d’une représentation ρ : g → End(V ), d’une
algèbre semi-simple est donné par
C = Bαβρ(Xα)ρ(Xβ), (2.70)
où B est la métrique de Killing et Bαβ sa matrice de Gram inverse dans une base (Xα) de
g. L’opérateur de Casimir vérifie la propriété fondamentale d’être g-invariant,
[C, ρ(X)] = 0, (2.71)
pour tout X ∈ g.
Le calcul de la métrique de Killing de l’algèbre de Lie conforme [34], ainsi que la base
exhibée en (2.46), permettent d’obtenir une formule générale pour l’opérateur de Casimir
associé à une représentation ρ : o(p+ 1, q + 1)→ End(V ),
Cρ =
1
2
ηikηjlρ(Xij)ρ(Xkl)− ρ(X0)2 − 1
2
ηijρ(Xi)ρ(X¯j)− 1
2
ηijρ(X¯i)ρ(Xj). (2.72)
En particularisant cette expression aux actions de l’algèbre de lie conforme sur les deux
o(p + 1, q + 1)-modules Sδ et Dλ,µ, on obtient respectivement les opérateurs de Casimirs
Cδ et Cλ,µ. On a d’une part,
Cδ = R0 + [1 + n(δ − 1)− E ] E − n2δ(δ − 1), (2.73)
et, d’autre part, après transport sur l’espace des symboles par l’ordre normal,
Cλ,µ = Cδ +G0 − 2(nλ+ E)D. (2.74)
Nous débutons par la diagonalisation de Cδ. Le point essentiel est la commutation des
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opérateurs E et R0,
[E , R0] = 0, (2.75)
qui permet de les diagonaliser simultanément. La décomposition de Sδ en sous-espaces
propres de E est donnée par la graduation (2.36),
Sδ =
∞⊕
k=0
Sδk (2.76)
et E à pour valeur propre k sur Sδk . Il suffit alors de décomposer Sδ en sous-espaces où
l’action de R0 s’écrit en fonction de E . L’intersection avec Sδk fournira alors les sous-espaces
propres du Casimir Cδ. Nous explicitons le lemme suivant qui nous sera utile également
dans le cas des supercotangents.
Lemme 2.3.7. [34] L’espace Sδ admet la décomposition Sδ = ⊕∞s=0 Sδ∗,s, où Sδ∗,s =
Rs kerT et
⊕s
s′=0 Sδ∗,s′ = kerT s+1. La restriction de l’opérateur R0 = RT à Sδ∗,s est notée
γ∗,s(R0) et a pour expression
γ∗,s(R0) = 2s (n+ 2(E − s− 1)) (2.77)
Démonstration. Les espaces Rs kerT pour s ∈ N sont clairement en somme directe, car,
pour tout P ∈ Rs kerT \ {0} on a T sP 6= 0 et T s+1P = 0. De plus tout symbole est bien
dans A = ⊕∞s=0 Sδ∗,s. En effet supposons par l’absurde que ce ne soit pas le cas, et soit P un
polynôme de degré minimal qui ne soit pas dans A. Il existe alors s ∈ N tel que T sP 6= 0
et T s+1P = 0. On pose alors
Q = P − aRsT sP,
et on choisit a tel que T sQ = 0 pour conclure : Q étant de degré inférieur à P il est dans
A, et RsT sP ∈ Sδ∗,s, donc P est dans A.
Comme [T,R] = 2(n+ E), on a
[T,Rs] = 2s(n+ E − s+ 1)Rs−1, (2.78)
et l’expression de γ∗,s(R0) en découle, grâce à [R, E ] = −2R.
Proposition 2.3.8. [34] L’opérateur de Casimir Cδ est diagonalisable, la décomposition
de l’espace des symboles en sous-espaces propres est donnée par Sδ =⊕∞k=0⊕[k/2]s=0 Sδk,s, et
sa valeur propre sur Sδk,s = Sδk ∩ Sδ∗,s est égale à
γk,s = 2s[n+ 2(k − s− 1)] + 2k[1 + n(δ − 1)− k]− n2δ(δ − 1). (2.79)
Démonstration. Comme T et E commutent sur kerT , on a Sδ∗,0 = ⊕∞k=0Sδk,0. Maintenant,
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[E , R] = 2R et Sδ∗,s = RsSδ∗,0 montrent que pour tout s ∈ N, Sδ∗,s = ⊕∞k=2sSδk,s. Il suffit
alors de réarranger la somme pour obtenir celle donnée dans la proposition.
Notons alors γk,s(E) et γk,s(R0) les restrictions de respectivement E et R0 à Sδk,s. On
a γk,s(E) = k et d’après (2.77), γk,s(R0) = 2s (n+ 2(k − s− 1)). Nous notons simplement
γk,s la restriction du Casimir Cδ à Sδk,s. Le résultat découle alors de l’expression (2.73) de
Cδ.
Nous décrivons maintenant la diagonalisation de l’opérateur de Casimir Cλ,µ. Grâce à
(2.74), il s’écrit Cλ,µ = Cδ +Nλ, avec Nλ un opérateur nilpotent diminuant strictement le
degré des symboles. Une solution de l’équation aux valeurs propres
Cλ,µP = γP, (2.80)
est nécessairement de la forme γ = γk,s et P = Pk,s + P ′, avec Pk,s ∈ Sδk,s et P ′ =
Pk−1 + · · ·+ P0, où Pi ∈ Sδi . Ces derniers vérifient l’équation
NλPi+1 = (γk,s − Cδ)Pi, (2.81)
pour tout i ≤ k − 1. Ce système a une solution unique si γk,s 6= γl,t pour tout l ≤ k et
t ≤ [l/2], ce qui est équivalent à δ non résonant.
Théorème 2.3.9. [34] Il existe une unique quantification conformément équivariante pour
δ /∈ Σ, où Σ est donnée en (2.44).
Elle est donnée par
Q(Pk,s) = Pk,s + P
′, (2.82)
avec P ′ l’unique polynôme tel que Cλ,µ(Pk,s + P ′) = γk,s(Pk,s + P ′).
2.4 Les opérateurs différentiels conformément invariants
La classification des opérateurs différentiels conformément invariants est un problème
important. Elle a été obtenue pour la première fois dans [39] pour l’espace de Minkowski,
éventuellement courbé. La quantification conformément équivariante offre un moyen effi-
cace pour obtenir une classification des opérateurs différentiels (linéaires) conformément
invariants, que nous présentons ici, suivant [82].
Un opérateur différentiel D ∈ Dλ,µ, qui dépend de la métrique, est dit conformément
invariant si il ne dépend que de la classe conforme de cette dernière. Sur une variété
conformément plate, cette propriété est équivalente à l’invariance de D sous l’action Lλ,µX
de o(p+1, q+1) sur Dλ,µ. Le symbole associé à l’opérateur D via la quantification confor-
mément équivariante est alors invariant sous l’action LδX de o(p+ 1, q + 1) sur Sδ.
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Proposition 2.4.1. [82] Soit (M, g) une variété conformément plate. Les symboles inva-
riants sous l’action de o(p+ 1, q + 1) sont
Ak = (η
ijpipj)
k ∈ S 2kn , (2.83)
et les opérateurs conformément équivariants sont donnés par
∆k : F n−2k2n → F n+2k2n , (2.84)
avec, en coordonnées conformes, ∆ = ηij∂i∂j.
Démonstration. Nous reproduisons ici sommairement la preuve donnée dans [82]. Plaçons
nous en coordonnées conformes et supposons que A est un symbole invariant conforme.
L’invariance par translations (2.47) donne l’indépendance de A par rapport à x. L’in-
variance par rapport aux rotations (2.48) impose alors A = (ηijpipj)k. L’invariance par
rapport aux dilatations (2.49) fixe δ = 2kn , et on vérifie alors que A est préservé par les
inversions conformes (2.50).
Pour obtenir les opérateurs conformément invariants, il suffit alors de demander en plus
l’invariance sous les inversions conformes agissant sur les opérateurs (2.51), ce qui impose
λ = n−2k2n .
58 Chapitre 2. Quantification équivariante des fibrés cotangents
Chapitre 3
Du fibré supercotangent à la
géométrie spinorielle
Dans ce chapitre nous introduisons les objets mathématiques permettant de décrire des
particules fermioniques, de spin 12 . Leur description quantique est bien connue, et remonte
à P.A.M. Dirac [30]. Elle nécessite, sur une variété pseudo-riemannienne (M, g), l’intro-
duction du fibré des spineurs. Il est muni par définition d’une action du fibré de Clifford
et admet une dérivée covariante canonique. Le hamiltonien quantique d’une particule libre
de spin 12 est alors donné par l’opérateur de Dirac, qui agit sur les sections spinorielles.
La seconde quantification des champs fermioniques a, la première [91, 73], poussée à
formuler un équivalent classique de la théorie de Dirac. On en trouve une version achevée
en formalisme lagrangien dans l’article historique de F.A. Berezin et M.S. Marinov [9],
qui repose sur le fait que l’algèbre de Clifford est le quantifié de l’algèbre de Grassmann
[63, 102, 100]. L’espace des états est alors décrit par une supervariété [63, 68, 71, 29, 28,
101, 89] qui admet, outre les coordonnées usuelles, des coordonnées grassmanniennes.
Nous présentons d’abord les notions nécessaires relatives aux supervariétés, notamment
les supercotangents, et à la géométrie spinorielle, avant de relier les deux via l’extension
de la quantification géométrique aux supervariétés symplectiques [63, 102, 100]. Si (M, g)
est une variété conformément plate, de signature (p, q), on construit une action hamil-
tonienne de l’algèbre de Lie o(p + 1, q + 1) de son groupe conforme sur les fonctions du
supercotangent de M . Cela nous permet de construire une dérivée covariante spinorielle et
la dérivée de Lie des spineurs par quantification des composantes de l’application moment
du groupe conforme. Nous obtenons, localement, un calcul symbolique pour les opérateurs
différentiels spinoriels, introduit initialement par E. Getzler [42], via un prolongement de
la quantification géométrique.
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3.1 Le fibré supercotangent
Nous commençons par donner ici les rudiments de supergéométrie, notamment sym-
plectique, qui nous sont nécessaires. Nous étudions ensuite la structure symplectique du
supercotangent M d’une variété pseudo-riemannienne (M, g), qui constitue l’espace des
phases d’un système à spin d’espace de configuration (M, g). Nous l’illustrons en retrou-
vant les équations de Papapetrou, donnant la déviation géodésique d’une particule à spin,
à partir du flot du hamiltonien cinétique 12g
ijpipj sur le supercotangent d’un espace-temps
courbe [88]. Nous étudions également dans ce contexte le couplage à un champ électroma-
gnétique. Enfin, nous construisons un relevé à M des champs de vecteurs conformes de
M , ce qui nous permettra de définir une structure de conf(M, g)-module sur l’espace des
observables classiques C∞(M).
3.1.1 Éléments de supergéométrie
Le préfixe "super" attaché à tous les objets des supermathématiques réfère à une ex-
tension Z2-graduée dudit objet. Au niveau algébrique, cela a pour conséquence l’utilisation
systématique de la règle des signes : "lorsque un objet de parité a traverse un objet de parité
b un signe (−1)ab apparaît". Nous introduisons les notions élémentaires de superalgèbre,
puis définissons les supervariétés ainsi que les champs de vecteurs et formes différentielles.
Nous terminons par la définition du supercotangent d’une variété, qui sera note cadre de
travail pour la quantification.
Préliminaires de superalgèbre
Commençons par les préliminaires nécessaires d’algèbre. Un superespace vectoriel V ,
ou espace vectoriel Z2-gradué, est un espace vectoriel muni d’une décomposition canonique
V = V0⊕V1 en les espaces supplémentaires V0 des éléments "pairs" de graduation nulle et
V1 des éléments "impairs" de graduation 1. Nous notons ici et par la suite | · | la graduation.
Une superalgèbre, ou algèbre Z2-graduée, est une algèbre dont l’espace vectoriel sous-jacent
est Z2-gradué et tel que
|ab| = |a||b|, (3.1)
pour tout élément a, b pair ou impair de l’algèbre. Toutes les égalités mettant en jeu
la graduation seront écrite de même pour des éléments (sous-entendus) homogènes. Une
superalgèbre est dite supercommutative si
ab = (−1)|a||b|ba. (3.2)
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A une superalgèbre associative est naturellement associée une superalgèbre de Lie, par,
[a, b] = ab− (−1)|a||b|ba. (3.3)
En effet, une superalgèbre de Lie est un espace vectoriel Z2-graduée munie d’une application
bilinéaire [·, ·] : V × V → V , vérifiant
[a, b] = −(−1)|a||b|[b, a], (3.4)
ainsi que la super identité de Jacobi
(−1)|x||z|[x, [y, z]] + (−1)|x||y|[y, [z, x]] + (−1)|y||z|[z, [x, y]] = 0. (3.5)
Un A-module V , pour A une superalgèbre, est un module Z2-gradué V = V0 ⊕ V1 sur
l’algèbre A, tel que l’action de A soit paire,
Ai · Vj ⊂ V[i+j], (3.6)
avec [i+ j] la classe modulo 2 de i+ j.
Définition d’une supervariété
Nous n’aurons besoin que des rudiments de supergéométrie différentielle, à commencer
par la définition d’une supervariété. Il existe deux approches. L’une [63, 68, 71, 28] est
basée sur une formulation en termes de faisceaux : une supervariété M est une variété
lisse |M| munie d’un faisceau en superalgèbres (supercommutatives), tel que le quotient de
chaque superalgèbre par l’idéal de ses éléments nilpotents redonne le faisceau des fonctions
lisses sur |M|. L’autre approche [29, 101, 89] consiste en une modification de la variété
elle-même qui est vue comme recollement non plus d’ouverts de Rn, mais de V p0 ⊕V q1 , pour
V0 et V1 les parties paires et impaires d’une algèbre de Grassmann de dimension infinie sur
R. M. Batchelor [7] a montré que ces deux approches sont équivalentes. Nous adopterons
la première qui est la plus simple eu égard à notre usage des supervariétés. Nous suivrons
essentiellement la présentation faite dans [28].
Nous renvoyons à [44, 68] pour les notions générales de faisceaux et espaces annelés,
ainsi que leurs morphismes.
Commençons par définir la supervariété plate de dimension p|q, i.e. comportant p coor-
données paires et q impaires. Soit ORp le faisceau des fonctions lisses sur Rp, et (xi)i=1,...,p
un système de coordonnées sur Rp. La supervariété Rp|q est l’espace topologique Rp muni
du faisceau ORp [ξ1, . . . , ξq] de superalgèbres, où les ξi sont des indéterminées impaires. L’es-
pace des (super-)fonctions sur Rp|q est l’espace des sections globales de ce faisceau, qui est la
superalgèbre C∞(Rp)⊗Λ(R∗)q, notée C∞(Rp|q). Les coordonnées (x1, . . . , xp, ξ1, . . . , ξq) de
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Rp|q forment un système de générateurs de cette superalgèbre. Une fonction f ∈ C∞(Rp|q)
est donc de la forme
f = fIξ
I , (3.7)
où fI ∈ C∞(Rp) et où, suivant la convention d’Einstein, on somme sur les multi-indices I.
Définition 3.1.1. [68, 63, 28] Une supervariété M de dimension p|q est un espace topo-
logique |M| muni d’un faisceau de superalgèbres OM tel que M soit localement isomorphe
à Rp|q. On note M = (|M|,OM).
Par définition, les ouverts de M sont de la forme U = (U,OM|U ), avec U un ouvert
de |M|. Un système de coordonnées sur un ouvert U de M est un système minimal de
générateurs de C∞(U), l’espace des sections de OM au-dessus de U . Ainsi, une supervariété
de dimension p|q admet localement un système de coordonnées obtenu par transport de
celui de Rp|q, formé par p coordonnées paires et q coordonnées impaires. Par abus de
langage, on parlera de fonctions au lieu de sections (locales) du faisceau.
La relation de commutation entre deux fonctions f et g sur M est un cas particulier
de (3.2) et s’écrit donc
fg = (−1)|f | |g|gf. (3.8)
Les fonctions impaires engendrent un idéal nilpotent J tel que (|M|,OM/J ) est une
variété de dimension p. La variété |M| sera appelée la base de M.
Un morphisme Φ :M→N entre les supervariétés M = (|M|,OM) et N = (|N |,ON )
est la donnée d’une fonction continue φ : |M| → |N | et d’un morphisme de faisceaux de
superalgèbres φ∗ : ON → OM, i.e. un morphisme d’espaces annelés. Un tel morphisme se
projette, par quotient selon les idéaux nilpotents engendrés par les fonctions impaires, en
un morphisme de faisceaux d’algèbres φ∗ : O|N | → O|M|, assurant donc que φ : |M| → |N |
est une application lisse.
Donnons quelques exemples. Les supervariétés de dimension impaire nulle sont des
variétés ordinaires. Les supervariétés de dimension paire nulle sont des algèbres de Grass-
mann, nous les notons dans ce cadre ({·},ΛV ∗), de dimension 0|dimV , où V est un espace
vectoriel. Notons Π le foncteur qui renverse la parité dans la catégorie des espaces vec-
toriels Z2-gradués. Il s’étend naturellement aux fibrés vectoriels. Ainsi ΠTM s’identifie
à la supervariété de base M et de superalgèbre de fonctions Ω(M), l’algèbre des formes
différentielles sur M munie du produit extérieur et dont la Z2-graduation est induite par
sa Z-graduation canonique de Ω(M).
Plus généralement, à partir d’un fibré vectoriel E →M , on construit une supervariété
ΠE de base M et de faisceau en superalgèbres donné par les sections de ΛE∗ [90]. Les
sections locales de ce faisceau s’identifient à la restriction (aux ouverts de M) des sections
globales ; la donnée du faisceau précédent sur M est donc équivalente à celle de la super-
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algèbre de fonction C∞(ΠE) = Γ(M,ΛE∗). La projection de E sur M donne lieu à une
inclusion canonique C∞(M)→ C∞(ΠE).
Remarque 3.1.2. Un théorème dû à M. Batchelor [6] montre que les classes d’isomor-
phismes des supervariétés de base M et des fibrés vectoriels sur M sont en bijection. Au-
trement dit, toute supervariété M, de base |M| =M , est isomorphe à ΠE pour un certain
fibré vectoriel E au-dessus de M . En particulier C∞(M) est isomorphe à C∞(ΠE) et pour
tout ouvert U de M, C∞(U) est obtenu par restriction de C∞(M) à |U|. Ceci est faux pour
les supervariétés complexes. Cependant cet isomorphisme n’est pas unique, il n’y a ainsi
pas d’inclusion canonique C∞(M)→ C∞(M), ni de Z-graduation sur C∞(M).
Champs de vecteurs et formes différentielles
Un fibré vectoriel sur une supervariété M sera défini comme un faisceau de super-
modules au dessus de OM, de rang r|s s’il est localement isomorphe à OM ⊗ F , avec
F un espace vectoriel Z2-gradué de dimension r|s. Les dérivations sur Rp|q sont engen-
drées par les dérivées partielles ∂i et ∂ξa associées au système de coordonnées canoniques
(xi, ξa)i=1,...,p, a=1,...,q. Ces dernières sous-tendent le fibré tangent de Rp|q de rang p|q, leur
graduation étant celle de la coordonnée associée. Il en est de même pour une supervariété
M quelconque, la notion étant locale. La graduation |X| d’une dérivation, ou champ de
vecteurs, X ∈ Γ(M, TM) = Vect(M), se traduit par
X(fg) = X(f)g + (−1)|f | |X|fX(g), (3.9)
pour f, g ∈ C∞(M).
Par dualité on peut définir le fibré cotangent des 1-formes surM, qui engendrent toutes
les formes différentielles par produit extérieur. La différentielle de De Rham est définie par
〈X, df〉 = Xf , pour tout champ de vecteurs X ∈ Vect(M) et toute fonction f ∈ C∞(M).
La parité de df coïncide donc avec celle de f . La Z2-graduation ainsi que la différentielle de
De Rham d s’étendent à tout l’espace Ω(M) des formes différentielles, qui est donc muni
d’une bigraduation Z2 × Z. Nous notons Ωk(M) le sous-espace des formes homogènes de
degré k sur M, et |α| la parité de α. Nous choisissons la règle des signes suivante [63, 28]
pour α ∈ Ωk(M) et β ∈ Ωl(M),
α ∧ β = (−1)kl+|α| |β|β ∧ α. (3.10)
Le supercotangent d’une variété
Donnons enfin l’exemple du supercotangent M d’une variété M , qui est fondamental
pour la suite.
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Définition 3.1.3. [42] Le supercotangent d’une variété M est le produit fibré M =
T ∗M ×M ΠTM , la variété de base associée est donc le fibré cotangent T ∗M , et la su-
peralgèbre de fonctions est donnée par C∞(M) = C∞(T ∗M)⊗ Ω(M).
Le produit fibré donnant M se représente via le diagramme suivant,
M π1 //
π0

ΠTM

T ∗M //M.
(3.11)
Remarque 3.1.4. A partir d’un système de coordonnées locales (xi) de M , on construit
canoniquement le système de coordonnées locales naturelles (xi, pi, ξ
i) sur M, où pi et ξi
correspondent respectivement à ∂i et dx
i.
Dans un système de coordonnées locales (xi, pi, ξi), on note (∂i, ∂pi , ∂ξi) la base associée
des dérivations locales de C∞(M), vu comme C∞(M)-module, et (dxi, dpi, dξi) la base duale
correspondante. On a alors,
df = dxi(∂if) + dpi(∂pif) + dξ
i(∂ξif). (3.12)
3.1.2 Les supervariétés symplectiques
Nous introduisons désormais la notion de structure symplectique sur une supervariété,
en suivant l’article de M. Rothstein [90] et donnons l’exemple fondamental de la structure
symplectique canonique sur le supercotangent d’une variété pseudo-riemannienne (M, g).
Définition 3.1.5. [90] Une supervariété symplectique est un couple (M, ω), où ω est une
2-forme paire, fermée et non dégénérée sur la supervariété M.
Comme pour les supervariétés lisses, il existe, à isomorphisme près, un théorème de
représentation en termes d’objets de la géométrie différentielle usuelle pour une supervariété
symplectique [90]. C’est ce que nous allons expliciter.
Soit (M,ωM , E, g,∇), où (M,ωM ) est une variété symplectique de dimension 2n, E un
fibré vectoriel sur M dont la fibre est de dimension r, g une métrique sur les fibres de E et
∇ une connexion sur E compatible avec la métrique. Suivant [90], nous construisons une
forme symplectique ω sur la supervariété ΠE à partir de ces données.
Intéressons-nous à l’espace des champs de vecteurs Vect(ΠE), vu comme espace des
dérivations de C∞(ΠE). Il est engendré librement par (∂1, . . . , ∂2n, ∂ξ1 , . . . , ∂ξr), qui sont
les dérivées partielles associées au système de coordonnées (x1, . . . , x2n, ξ1, . . . , ξr) sur ΠE.
L’inclusion C∞(M) → C∞(ΠE) permet de définir une notion canonique de dérivations
verticales, comme les dérivations de C∞(ΠE) s’annulant sur l’image de C∞(M). L’espace
3.1. Le fibré supercotangent 65
des dérivations verticales est noté VectV (ΠE), il est engendré localement par (∂ξ1 , . . . , ∂ξr).
On a donc la suite exacte courte,
0→ VectV (ΠE)→ Vect(ΠE)→ C∞(ΠE)⊗Vect(M)→ 0. (3.13)
La donnée d’une connexion sur E permet de trivialiser cette suite exacte. En effet, quitte
à composer par le foncteur Π, la connexion ∇ : Vect(M) → Vect(ΠE) définit un relevé
canonique des dérivations deM qui sont appelées dérivations horizontales. A un système de
coordonnées locales sur ΠE on peut alors associer une base de dérivations se transformant
tensoriellement, à savoir
∂∇i = ∂i − Γbiaξa∂ξb et ∂ξa , (3.14)
pour i = 1, . . . , 2n et a = 1, . . . , r, les Γbia représentant les composantes locales de la
connexion. La base duale se transforme alors aussi tensoriellement et est donnée par,
dxi et d∇ξa = dξa + Γaibξ
bdxi. (3.15)
On définit par Rcaij =
〈
∂ξa(∂
∇
i ∂
∇
j − ∂∇j ∂∇i ), dξc
〉
le tenseur de Riemann, qui exprime la
courbure de la connexion. Son écriture locale est donc donnée par
Rcaij = (∂iΓ
c
aj − ∂jΓcai) + (ΓkaiΓcjk − ΓkajΓcik). (3.16)
Lemme 3.1.6. [90] Etant donné un fibré E → M muni d’une connexion ∇ compatible
avec une métrique g sur les fibres, on peut définir la 1-forme suivante
α(g,∇) = gabξad∇ξb, (3.17)
qui admet pour différentielle
dα(g,∇) =
1
2
gbcR
c
aijξ
aξbdxi ∧ dxj + gabd∇ξa ∧ d∇ξb, (3.18)
où Rcaij représentent les composantes du tenseur de Riemann exprimées en (3.16).
Démonstration. La 1-forme α(g,∇) = gabξad∇ξb est bien définie globalement, car ξa et d∇ξb
se transforment comme des 1-tenseurs contravariants. Calculons sa différentielle,
dαg,∇ =
(
∂k(gab)ξ
adxk ∧ d∇ξb + gabdξa ∧ d∇ξb + gabξaΓbckdξc ∧ dxk
)
+gabξ
a∂m(Γ
b
ck)ξ
cdxm ∧ dxk
Eliminons les dξa grâce à la relation d∇ξa = dξa + Γabkξ
bdxk, pour arriver à
dα(g,∇) = gabd∇ξa ∧ d∇ξb − gabΓackξcdxk ∧ d∇ξb + ∂k(gab)ξadxk ∧ d∇ξb
66 Chapitre 3. Du fibré supercotangent à la géométrie spinorielle
−gabξbΓackdxk ∧ d∇ξc + gabξbξcΓdclΓadkdxk ∧ dxl + gabξaξc∂m(Γbck)dxm ∧ dxk.
Or, la compatibilité de la connexion avec la métrique s’exprime en coordonnées par l’iden-
tité ∂igab − Γcaigcb − Γcbigca = 0, on obtient ainsi
dαg,∇ = gabd∇ξa ∧ d∇ξb
+ξaξ
cΓabkΓ
b
mcdx
k ∧ dxm + gabξaξc∂m(Γbck)dxm ∧ dxk.
Les composantes locales du tenseur de Riemann étant données par (3.16), l’expression de
dα se réduit donc, comme annoncé, à
dαg,∇ = gabd∇ξa ∧ d∇ξb + 1
2
Rabijξaξ
bdxi ∧ dxj .
Proposition 3.1.7. [90] Soit la donnée de (M,ωM , E, g,∇), et π la projection canonique
de ΠE sur M . Il existe une 2-forme symplectique sur la supervariété ΠE définie par
ω = π∗ωM + dα(g,∇), (3.19)
Il existe donc des coordonnées locales (qν , pν , ξ
a)ν=1,...,n; a=1,...,r de ΠE telles que
ω = dpν ∧ dqν + 1
2
gbcR
c
aijξ
aξbdxi ∧ dxj + gabd∇ξa ∧ d∇ξb, (3.20)
où (xi)i=1,...,2n est un système de coordonnées de M .
Démonstration. La 2-forme ω est fermée par définition. Il suffit de montrer qu’elle est non
dégénérée. Ceci est clair sur l’expression en coordonnées, et cette dernière est obtenue di-
rectement à partir du lemme précédent et du Théorème de Darboux, qui fournit l’existence
d’un système de coordonnées locales (qν , pν)ν=1,...,n de M tels que ωM = dpν ∧ dqν .
Le résultat essentiel de M. Rothstein [90] est que toute supervariété symplectique
(M, ω˜) est symplectomorphe à une supervariété symplectique de la forme (ΠE,ω). Il re-
trouve alors aisément le résultat de B. Kostant [63] qui étend le Théorème de Darboux aux
supervariétés.
Théorème 3.1.8. [63] Soit (M, ω˜) une supervariété symplectique de dimension 2n|r. Elle
admet au voisinage de tout point un système de coordonnées de Darboux
(qν , pν , ξ
a)ν=1,...,n, a=1,...,r qui est tel que
ω = dpν ∧ dqν + ηabdξa ∧ dξb, (3.21)
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avec ηab les composantes d’une métrique plate, dont la signature est un invariant symplec-
tique.
Ainsi il existe au voisinage de tout point un symplectomorphisme entre (M, ω˜) et la
supervariété T ∗Rn×ΠRr munie de la structure symplectique plate donnée en coordonnées
canoniques par ω = dpν ∧ dqν + ηabdξa ∧ dξb.
Remarque 3.1.9. Les coordonnées de Darboux impaires correspondent donc à un repère
orthonormé pour la métrique g sur les fibres de E.
Exemples 3.1.10. Nous donnons les cas dégénérés où la dimension paire ou impaire est
nulle.
– Les supervariétés symplectiques de dimension impaire nulle s’identifient simplement
aux variétés symplectiques usuelles.
– Les supervariétés symplectiques de dimension paire nulle sont construites à partir
de ({·}, 0, V, g, 0), avec V un espace vectoriel muni d’une métrique g. Leur base est
réduite à un point et leur algèbre de fonctions est l’algèbre de Grassmann ΛV ∗. Leur
forme symplectique ω s’écrit en coordonnées quelconques ω = gabdξ
a∧dξb. Un système
de coordonnées de Darboux s’identifie alors à une base orthonormée de V ∗.
Structure symplectique canonique du supercotangent de (M, g)
Soit (M, g) une variété pseudo-riemannienne de dimension n. Elle possède une
connexion canonique, la connexion de Levi-Civita ∇, et on note ωT ∗M la forme sym-
plectique de son fibré cotangent, qui dérive de la 1-forme de Liouville αT ∗M . Nous notons
(xi)i=1,...,n un système de coordonnées locales sur M et (xi, pi) le système de coordonnées
naturelles associé sur T ∗M .
Définition 3.1.11. [90] La structure symplectique canonique du supercotangent M de la
variété pseudo-riemannienne (M, g) est donnée par (T ∗M,ωT ∗M , T ∗M×M TM, κg,∇). Sa
forme symplectique ω dérive alors d’une 1-forme α, qui s’écrit en coordonnées naturelles,
α = pidx
i + κgijξ
id∇ξj , (3.22)
de différentielle
dα = dpi ∧ dxi + κ
2
glmR
m
kijξ
kξldxi ∧ dxj + κ gijd∇ξi ∧ d∇ξj . (3.23)
La 1-forme α est construite à partir de αT ∗M , la 1-forme de Liouville sur T ∗M , et α(g,∇),
la 1-forme sur ΠTM définie par les données (M,TM, g,∇) suivant le Lemme 3.1.6. Expli-
citement, utilisant π0 :M→ T ∗M et π1 :M→ ΠTM les projections du supercotangent
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de M sur les sous-fibrés pairs et impairs de M , on pose
α = π∗0αT ∗M + κπ
∗
1αg,∇. (3.24)
L’écriture en coordonnées naturelles de α est immédiate, et celle de sa différentielle découle
du Lemme 3.1.6.
Remarque 3.1.12. Nous avons introduit dans α le paramètre κ, il sera fixé par la suite
pour des motivations physique à ~2i . Le Paragraphe 3.1.3, la remarque 3.1.21 ainsi que la
Proposition 3.3.3 justifient ce choix.
Des coordonnées locales (xi) sur M étant fixées, on peut obtenir des coordonnées
de Darboux sur son supercotangent M, à partir des coordonnées naturelles. Pour cela,
on introduit (ea)a=1,...,n un repère orthonormal de (M, g). Il est relié au repère naturel
(∂i)i=1,...,n, défini par les champs de vecteurs associés aux coordonnées xi, via le change-
ment de repère eia, d’inverse θ
a
i . La 1-forme de la connexion de Levi-Civita est alors donnée
par
ωab = θ
a
i
(
deib + Γ
i
jke
j
bdx
k
)
, (3.25)
avec Γijk le symbole de Christoffel de la connexion de Levi-Civita.
Proposition 3.1.13. Soit (ea)a=1,...,n un repère orthonormal de (M, g), et (x
i, pi, ξ
i)
un système de coordonnées naturelles de son supercotangent M. Les fonctions suivantes
forment un système de coordonnées de Darboux pour M muni de sa structure symplectique
canonique (voir la Définition 3.1.11),
xi, ξ˜a = θai ξ
i, p˜i = pi + κω
a
biξ˜aξ˜
b, (3.26)
où ξ˜a = e
i
agijξ
j et ωabi = 〈∂i, ωab 〉.
Démonstration. Partons de la 1-forme α = pidxi + κgijξid∇ξj , dont la différentielle est
la forme symplectique de M ; dans un premier temps le but est de montrer que l’on a
α = p˜idx
i+κηabξ˜
adξ˜b. Développons d∇ξj donné par la formule (3.15), et utilisons ξj = ejb ξ˜
b,
pour réexprimer α,
α = pidx
i + κgijξ
iΓjklξ
kdxl + κξjd(e
j
b ξ˜
b).
Il ne reste alors plus qu’à développer d(ejb ξ˜
b) et à opérer un changement d’indice pour
obtenir
α = pidx
i + κ(Γjikξjξ
kdxi + θaj ξ˜aξ˜
bdejb) + κηabξ˜
adξ˜b.
L’expression (3.25) de la 1-forme de connexion de Levi-Civita montre alors, comme voulu,
α = p˜idx
i + κηabξ˜
adξ˜b.
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Il reste à prouver que les fonctions (xi, p˜i, ξ˜a) forment un système de coordonnées.
Comme elles engendrent clairement C∞(M), il suffit de montrer que les dérivations asso-
ciées commutent. Or, la forme symplectique s’écrit localement ω = dp˜i ∧dxi+ ηabdξ˜a ∧dξ˜b
par dérivation de α. Il en découle que les champs hamiltoniens respectifs des fonctions p˜i,
−xi et −ξ˜a sont les dérivations associées au système de fonctions (xi, p˜i, ξ˜a). Ils commutent
grâce à la propriété fondamentale [Xf , Xg] = X{f,g}, cf (2.5), des champs de vecteurs ha-
miltoniens..
Remarque 3.1.14. Dans le cas particulier où la métrique g de M est conformément
plate, i.e. gij = Fηij en coordonnées conformes, on a θ
a
i = F
1
2 δai et e
i
a = F
− 1
2 δia. Alors, les
coordonnées de Darboux sont données par
ξ˜i = F
1
2 ξi, p˜i = pi + κΓ
k
ijξkξ
j = pi + κ ξi
Fjξ
j
F
. (3.27)
Mentionnons enfin l’existence de structures symplectiques impaires dont le modèle local
est ΠT ∗M muni de la 2-forme impaire fermée et non dégénérée dξi ∧ dxi avec xi des
coordonnées de M et ξi les coordonnées fibrés associées. De telles structures sont utilisées
dans la procédure de quantification de Batalin-Vilkovisky [92, 51]. Si M est munie d’une
métrique g, la supervariété ΠTM est également munie d’une forme symplectique impaire,
donnée par dβ = gijd∇ξi ∧ dxj , dérivant de la 1-forme impaire β = gijξidxj .
3.1.3 Le supercotangent M comme description classique du spin
Nous montrons dans ce paragraphe que le supercotangent d’une variété pseudo-
riemannienne (M, g), muni de sa forme symplectique canonique (3.23), fournit un espace
des états "classiques" d’une particule de spin 12 évoluant dans l’espace-temps relativiste
M , de dimension 3 + 1. L’utilisation de variables de Grassmann pour décrire le spin a été
initiée par J. Schwinger [91] puis J.L. Martin [73] et développé dans le cadre du formalisme
lagrangien, notamment par R. Casalbuoni et al. [5], ainsi que F.A. Berezin et M.S. Marinov
[9]. Pour une particule relativiste, ils introduisent une cinquième dimension, réduite ensuite
par une contrainte, F. Ravndal [88] propose une approche plus simple, en dimension 4 et
sans contraintes.
Nous retrouvons ici, en formalisme symplectique, les résultats de [88] sur la dynamique
d’une particule d’essai à spin. En fait, nous déterminons les équations d’évolution de la
position, de l’impulsion et du spin pour une particule soumise à la fois à un champ gra-
vitationnel et à un champ électromagnétique extérieurs, qui sont traités séparément dans
[88]. Dans le cas du seul champ gravitationnel, les équations de Papapetrou sont obtenues
[84].
Le champ gravitationnel (extérieur) est décrit par une métrique lorentzienne g sur la
variété de configuration M . On rappelle que le mouvement d’une particule libre sans spin
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est donné par le flot du hamiltonien H = 12g
ijpipj sur le fibré cotangent T ∗M muni de sa
structure symplectique canonique ω = dpi ∧ dxi, où les p désignent les variables fibrées.
Pour obtenir la trajectoire d’une particule libre à spin nous allons considérer le flot du
même hamiltonien mais sur le supercotangent de M muni de sa structure symplectique
canonique (3.23), avec κ = ~2i . L’ajout d’un champ électromagnétique est implémenté via
le hamiltonien,
H =
1
2
gij(pi − qAi)(pj − qAj) + q
2
FijS
ij , (3.28)
où q est la charge de la particule et le potentiel électromagnétique est une U(1)-connexion
qui s’écrit localement A = Aidxi, de courbure le champ électromagnétique, donné locale-
ment par Fij = ∂iAj − ∂jAi. Le flot de cet hamiltonien sur le supercotangent M fournit
les équations du mouvement d’une particule à spin massive et chargée.
Définition 3.1.15. [9, 88] Sur un supercotangent M, de coordonnées locales (xi, pi, ξi),
nous nommons spin le 2-tenseur contravariant Sij = ~
i
ξiξj. De plus, nous notons sa
contraction avec le tenseur de Riemann par R(S)ij = gkmR
k
lijS
ml.
Théorème 3.1.16. Soit (M, g) une variété riemannienne, M son supercotangent muni de
sa forme symplectique canonique (3.23), avec κ = ~2i , et A une U(1)-connexion de courbure
F . Les équations d’évolution de la position et du spin d’une particule de charge q et de
hamiltonien H = 12g
ij(pi − qAi)(pj − qAj) + q2FijSij sont données par
x˙j∇j x˙i = −1
2
gikR(S)jkx˙
j +
q
2
gijFjkx˙
k − q
2
(
gij(∂∇j Fkl)S
kl
)
, (3.29)
x˙k∇kSij = 2qFkl(gikSlj − gjkSli). (3.30)
Précisons ici que, dans notre formalisme, l’accélération géodésique s’écrit x˙j∇j x˙i =
x¨i− x˙j∂∇j x˙i. De même, l’expression x˙k∇kSij = S˙ij− x˙j∂∇j Sij décrit l’évolution temporelle
covariante du spin.
L’étape clé de la démonstration du théorème consiste à obtenir le champ hamiltonien
XH d’un hamiltonien H, pour la structure symplectique canonique du supercotangent de
(M, g). C’est l’objet du lemme suivant.
Lemme 3.1.17. Soit (M, g) une variété (pseudo-)riemannienne, M son supercotangent
muni de sa forme symplectique canonique (3.23), avec κ = ~2i , et H ∈ C∞(M). Le champ
hamiltonien associé à H, noté XH , est donné par
XH = (∂piH)∂
∇
i −
(
∂∇i H +
1
2
R(S)ji∂pjH
)
∂pi + (−1)|H|
(
~
i
)−1
gij∂ξjH∂ξi . (3.31)
Démonstration. Soit XH = δxi∂∇i + δ
∇pi∂pi + δ∇ξi∂ξi , le champ hamiltonien de H. Ses
coefficients sont déterminés par l’équation 〈XH , ω〉 = −dH, où ω est donnée par (3.23). Il
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s’ensuit que
δ∇pidxi +
1
2
R(S)jiδx
jdxi − δxid∇pi + ~
i
gijδ
∇ξid∇ξj = −(∂∇i H)dxi − (∂piH)d∇pi
+(−1)|H|∂ξiHd∇ξi.
Le résultat en découle par identification des termes en dxi, d∇pi et d∇ξi.
Nous pouvons alors donner la preuve du Théorème 3.1.16.
Démonstration. Grâce au lemme qui précède nous avons accès à l’expression de XH pour
le hamiltonien H considéré. Nous notons encore XH = (δxi)∂∇i +(δ
∇pi)∂pi +(δ∇ξi)∂ξi , et
obtenons donc
δxi = pi − qAi (3.32)
δ∇ξi = qgijξkFjk (3.33)
δ∇pi = −1
2
R(S)jiδx
j +
q
2
(∇iAj)δxj − q
2
(∇iFjk)Sjk. (3.34)
Nous avons utilisé ∂∇i (g
ijpipj) = 0 et le lien entre dérivée horizontale et dérivée covariante
des tenseurs, notamment ∂∇i (FjkS
jk) = (∇iFjk)Sjk. D’autre part H étant le hamiltonien
du système rappelons que toute observable f admet pour équation d’évolution f˙ = XHf .
Il en découle que 
δxi = x˙i
δ∇pi = p˙i − Γjikpj x˙k
δ∇ξi = ξ˙i + Γijkξ
j x˙k.
L’expression trouvée pour δ∇ξi montre que δ∇ξi = x˙j∇jξi, et l’équation (3.33) conduit
donc à l’équation d’évolution (3.30) du spin. En appliquant de nouveau l’équation d’évo-
lution à x˙i, on obtient x¨i = x˙j∂∇j x˙
i+ δ∇pi. On en conclut que δ∇pi = x˙j∇j x˙i et (3.34) est
donc l’équation (3.29) décrivant la trajectoire.
Pour un champ gravitationnel nul, i.e. une métrique plate, ou bien un champ électro-
magnétique nul, nous retrouvons les équations obtenues dans [88]. En particulier, en posant
q = 0 dans l’équation (3.29), on obtient l’équation de Papapetrou décrivant l’accélération
géodésique d’une particule massive à spin en relativité générale. Dans le référentiel au repos
de la particule, l’équation d’évolution du spin de la particule peut se réécrire S˙ = 2qS×B,
la particule à spin a donc un moment gyromagnétique égal à 2.
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3.1.4 Action hamiltonienne de conf(M, g) sur le supercotangent M
Nous avons vu dans la Proposition 2.1.7, que tout champ de vecteurs sur une variété
M se relève de manière canonique à T ∗M en un champ préservant la 1-forme de Liouville.
Un tel champ étant hamiltonien, il est alors aisé de calculer le moment associé. Relever
un champ de vecteurs X de M à son supercotangent M est plus problématique, et n’est
traité (à notre connaissance) dans aucune référence. La méthode présentée ici est due
essentiellement (cas plat) à C. Duval. Les relevés préservant la 1-forme potentielle α de
M, qui est donnée en (3.23), sont non uniques, comme nous allons le voir. Nous leur
imposerons donc une condition supplémentaire, à savoir de préserver la direction de β,
la 1-forme définissant la structure symplectique canonique impaire de ΠTM . Nous allons
prouver que seuls les champs conformes peuvent être relevés ainsi, et que leur relevé est
alors unique. Les applications moment, associées à l’action hamiltonienne de l’algèbre de
Lie conf(M, g) pour les structures symplectiques paires et impaires ci-dessus, permettent
alors de définir des coordonnées conformes de Darboux sur M si M est conformément
plate.
Relevé hamiltonien de conf(M, g) à M
Soit (M, ω) le supercotangent de la variété pseudo-riemannienne (M, g), muni de sa
structure symplectique canonique défini par (T ∗M,ω, T ∗M ×M TM, κg,∇). Soit (xi) un
système de coordonnées locales sur M et (xi, pi, ξi) le système de coordonnées locales
naturelles associées sur M, cf Remarque 3.1.4. Grâce à ∇, la connexion de Levi-Civita
associée à g, on peut relever horizontalement les dérivées associées à xi et obtenir une base
de dérivations de C∞(M) qui se transforme tensoriellement,
∂∇i = ∂i + Γ
k
ijpk∂pj − Γkijξj∂ξk , et ∂pi ∂ξi . (3.35)
On remarquera la différence avec l’expression (3.14), où (xi) était un système de coordon-
nées locales de la variété symplectique. La base duale est donnée par
dxi, d∇pi = dpi − Γkijpkdxj et d∇ξi = dξi + Γijkξjdxk. (3.36)
La différentielle d’une fonction f sur M est alors donnée par
df = (∂∇i f)dx
i + (∂pif)d
∇pi − (−1)|f |(∂ξif)d∇ξi, (3.37)
et correspond précisément à l’expression locale (3.12). Rappelons que la structure symplec-
tique de M est donné par dα, et la 1-forme α est définie en (3.22).
Lemme 3.1.18. Soit (M, dα) le supercotangent de (M, g) muni de sa structure symplec-
tique canonique. Un relevé des champs de vecteurs X ∈ Vect(M) au supercotangent M,
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qui préserve α, est de la forme
Vect(M) → Vect(M)
X 7→ Xi∂∇i + Yijξj∂ξi − pj∇iXj∂pi (3.38)
+κ
(
Rklijξkξ
lXj − ∂∇i (Yklξkξl)
)
∂pi ,
où Y est une 2-forme arbitraire sur M , qui dépend linéairement de X.
Il n’y a donc pas unicité du relevé, et de plus les conditions que doivent satisfaire Y
afin d’obtenir un morphisme d’algèbres de Lie sont non triviales.
Démonstration. Nous cherchons les champs de vecteurs Xˆ relevant X = Xj∂j . Ils sont de
la forme
Xˆ = Xj∂∇j + Pj∂pj + Ξ
j∂ξj ,
avec Pj ,Ξj ∈ C∞(M), et ils préservent α, i.e.,
LXˆα = 0. (3.39)
La formule de Cartan se prolonge au cas des formes différentielles des supervariétés et
conduit alors à d〈Xˆ, α〉 + 〈Xˆ, dα〉 = 0. Comme dpi ∧ dxi = (d∇pi − Γkijpkdxj) ∧ dxi =
d∇pi ∧ dxi par symétrie des symboles de Christoffel Γkij en i et j, on obtient
0 = d(piX
i + κgklξ
kΞl)
+Pidx
i −Xid∇pi + κgkl(Ξkd∇ξl − (d∇ξk)Ξl) + κ1
2
Rklijξkξ
l(Xidxj −Xjdxi).
La différentielle d’une fonction est donnée par (3.37), d’où, après factorisation,
0 =
[
Pi + pj∇iXj + κ
(
∂∇i (ξ
kΞk)−RklijξkξlXj)
)]
dxi
+
[
Xi + κgklξ
k∂piΞ
l −Xi
]
d∇pi (3.40)
+κ
[
−gklΞl + glmξl∂ξkΞm + 2gklΞl
]
d∇ξk.
Comme dxi, d∇pi et d∇ξi forment une base, nous obtenons 3 équations vectorielles. La
seconde ligne fournit l’indépendance des Ξi en les pj , et la dernière donne, pour tout
i = 1, . . . , n,
Ξi + ξj∂ξiΞ
j = 0.
Comme Ξi est une fonction impaire, on peut la décomposer suivant : Ξi = Yijξj +
Zijklξ
jξkξl + . . ., avec Y et Z des tenseurs covariants pairs sur M . L’équation précédente
se réécrit alors
Yijξ
j + Yjiξ
j + (Zijkl + 3Zjikl)ξ
jξkξl + . . . = 0.
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Il en découle l’antisymétrie de Y et l’équation Zijkl + 3Zjikl = 0. En antisymétrisant en i
et j cette dernière, on obtient 2Z[ji]kl = 0, i.e. Zijkl = Zjikl. En réinjectant ce résultat dans
l’équation initiale, nous sommes conduit à Zijkl = 0. Le même raisonnement s’applique
pour les tenseurs de plus haut degré, ce qui mène à Ξi = Yijξj avec Y antisymétrique et
pair. De l’annulation du terme en dxi, dans l’équation (3.40), il découle :
−Pi = pj∇iXj + κ
(
∂∇i (Yjkξ
jξk)−RklijξkξlXj
)
.
Les contraintes sur Xˆ assurant LXˆα = 0 ont toutes été implémentées, la combinaison des
expressions de Ξi et Pi obtenues conduit alors au résultat.
Pour obtenir un relevé univoque des champs de vecteurs de M à son supercotangent,
nous allons imposer une condition supplémentaire : les relevés des champs doivent préserver
la direction de la 1-forme β = gijξidxj . Le relèvement ainsi obtenu est un morphisme
d’algèbre de Lie. En contrepartie, seuls les champs de vecteurs Killing-conformes de (M, g)
peuvent alors être relevés. La 1-forme β est définie sur ΠTM et son relevé à M est encore
noté β par commodité. Rappelons que dβ définit sur ΠTM une structure symplectique
impaire. Elle exprime un couplage entre les variables xi et ξj qui est absent dans α, et c’est
précisément ce qui manquait pour fixer Y .
Théorème 3.1.19. Soit X un champ de vecteurs de M , et β = gijξ
idxj une 1-forme sur
son supercotangent M. Le relevé de X à M, qui préserve α et la direction de β, existe si
et seulement si X est un champ de vecteurs Killing-conforme. Il est alors unique, noté X˜,
et obtenu via le morphisme d’algèbres de Lie
conf(M, g) → Vect(M) (3.41)
X 7→ X˜,
où X˜ est donné par
X˜ = Xi∂∇i + ∂[jXi]ξ
j∂ξi − pj∇iXj∂pi + κ
(
Rklijξkξ
lXj − ∂∇i (ξkξl∂[lXk])
)
∂pi . (3.42)
De plus, on a LX˜ β˜ = 0, avec β˜ = β|volg|−
1
n .
Pour rappel, |volg| =
√|det(gij)| désigne la densité (pseudo-)riemannienne canonique
de (M, g).
Démonstration. Soit X ∈ Vect(M). Grâce au Lemme 3.1.18, nous avons
X˜ = Xi∂∇i + Yijξ
j∂ξi − pj∇iXj∂pi + κ
(
Rklijξkξ
lXj − ∂∇i (Yklξkξl)
)
∂pi .
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Le tenseur Y va être fixé par la préservation de la direction de β, i.e. par l’équation
LX˜β = fβ. En utilisant l’expression locale β = gijξ
jdxi, cette condition s’écrit
X(gij)ξ
j − gikX lΓkjlξj + Yijξj + gjkξj∂iXk = fgijξj . (3.43)
Nous pouvons symétriser cette équation en les indices i et j, pour obtenir
X(gij)− 1
2
X(gij) +
1
2
(gjk∂iX
k + gik∂jX
k) = fgij ,
i.e. LXg = 2fg, ce qui impose X ∈ conf(M, g). On remarque alors que β est transformée
comme une 1n -densité. Nous pouvons aussi antisymétriser (3.43) en les indices i et j, ce qui
conduit à la détermination de Y ,
Yij =
1
2
[
gik(∂jX
k +X lΓkjl)− gjk(∂iXk +X lΓkil)
]
= ∇[jXi] = ∂[jXi].
L’expression de X˜ s’ensuit par substitution dans la formule (3.38).
Il reste à montrer que ce relevé définit un morphisme d’algèbres de Lie. Soit X,Y ∈
conf(M, g). Le champ de vecteur [X˜, Y˜ ] est un relevé de [X,Y ] préservant α et la direction
de β. Mais un tel relevé est unique et donné par [˜X,Y ], d’où [X˜, Y˜ ] = [˜X,Y ]. L’application
X 7→ X˜ étant de plus linéaire, c’est bien un morphisme d’algèbres de Lie.
Applications moments
Ayant défini un relevé de conf(M, g) préservant les structures symplectiques paires et
impaires définies par dα et dβ˜ surM et ΠTM , on obtient deux applications moments. Via
le plongement canonique de conf(M, g)-module de C∞(ΠTM)⊗F− 1n dans C∞(M)⊗F− 1n
l’application moment impaire peut-être vue comme à valeurs dans ce dernier module.
Proposition 3.1.20. L’application moment paire J 0 : conf(M, g) → C∞(M), est un
morphisme de conf(M, g)-modules et d’algèbres de Lie, qui s’écrit
J 0X = 〈X˜, α〉 = piXi + κξjξk(∂[kXj]). (3.44)
L’application moment impaire J 1 : conf(M, g) → C∞(M) ⊗ F− 1n , est un morphisme de
conf(M, g)-modules et d’algèbres de Lie, qui s’écrit
J 1X = 〈X˜, β˜〉 = ξiXi|volg|−
1
n . (3.45)
Démonstration. En appliquant la Formule de Cartan, on obtient LX˜α = d〈X˜, α〉+〈X˜, dα〉.
Le champ de vecteurs X˜ est donc hamiltonien pour la structure symplectique paire de M,
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et son hamiltonien est donné par J 0 = 〈X˜, α〉. Le calcul en coordonnées de cette expression
est immédiat.
SoitX et Y des champs de vecteurs Killing-conformes. L’égalité suivante est immédiate,
X˜J 0Y = 〈LX˜ Y˜ , α〉+〈Y˜ , LX˜α〉 = 〈LX˜ Y˜ , α〉. Comme le Théorème 3.1.19 montre que LX˜ Y˜ =
L˜XY , on obtient X˜J 0Y = J 0LXY , i.e. J 0 est un morphisme de conf(M, g)-modules. D’autre
part, par définition du crochet de Poisson (associé à dα), on a X˜J 0Y = {J 0X ,J 0Y }. Combiné
avec ce qui précède, il en découle J 0LXY = {J 0X ,J 0Y }, i.e., J 0 est un morphisme d’algèbres
de Lie.
La démonstration est identique pour l’application moment impaire J 1.
Remarque 3.1.21. Dans le cas où la variété M est plate, le moment pair d’une rotation
infinitésimale donnée par le champ de vecteur Xij = xi∂j − xj∂i est
J 0Xij = (pjxi − pixj) + 2κξiξj .
Le premier terme s’identifie au moment orbital usuel et le deuxième aux composantes du
spin Sij = ~
i
ξiξj [9, 88], à condition que
κ =
~
2i
,
comme choisi au Paragraphe 3.1.3. Le coefficient κ est imaginaire pur afin que le spin soit
réel [102], en effet Sij = 2κξjξi = Sij.
Désormais nous posons donc κ = ~2i .
Coordonnées de Darboux conformes sur M
Soit (M, g) est une variété conformément plate, de coordonnées conformes (xi). Nous
souhaitons construire des coordonnées conformes sur M au voisinage de tout point. Les
changements de coordonnées doivent donc se faire par application du relevé d’une applica-
tion conforme de M . L’idée est d’utiliser les moments pairs et impairs des translations (∂i)
associées aux coordonnées (xi). Mais J 1 est à valeurs dans les − 1n -densités, nous devons
donc choisir une forme volume locale pour identifier son image avec des fonctions. Afin
que les coordonnés impaires obtenues commutent avec ∂˜i, on choisit volx = dx1 ∧ . . .∧ dxn
comme forme volume locale. Elle est invariante sous les translations, contrairement à volg,
qui est elle globalement définie. Dans les coordonnées conformes (xi), on a gij = Fηij , d’où
volg = F
n
2 volx. Nous posons alors
p˜i = J 0∂i = pi −
~
2i
Γkijξ
jξk, et ξ˜i = J 1∂i |volx|
1
n = F−
1
2 ξi, (3.46)
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qui coïncident précisément avec les coordonnées de Darboux de M données par (3.27). De
plus, nous retrouvons ainsi les moments pairs associés aux translations en présence d’un
champ gravitationnel, comme déterminé dans [88]. Les deux expressions obtenues peuvent
s’expliciter en fonction de F et s’écrivent alots ξ˜i = ηij ξ˜i = F
1
2 ξi et p˜i = pi + ~2iξi
Fjξ
j
F .
Ces moments sont égaux à pi et ξi dans le cas plat, et à pi si on restreint l’action
de conf(M, g) à T ∗M . Nous pouvons désormais reformuler pour une variété conformé-
ment plate le Théorème 3.1.19 ainsi que la Proposition 3.1.20 dans ce nouveau système de
coordonnées. Il permet essentiellement de se ramener au cas plat.
Théorème 3.1.22. Soit (M, g) une variété conformément plate, et (xi) des coordonnées
conformes. Les fonctions p˜i et ξ˜
i, données en (3.46), définissent (xi, p˜i, ξ˜
i)i=1,···,n, qui est
un système de coordonnées de Darboux conforme sur M,
α = p˜idx
i +
~
2i
ηij ξ˜
idξ˜j et ω = dp˜i ∧ dxi + ~
2i
ηijdξ˜
i ∧ dξ˜j . (3.47)
Il permet de se ramener à des expressions analogues à celles du cas plat,
X˜ = Xi∂˜i +
1
2
(
(∂jX
i)ξ˜j∂ξ˜i − (∂iXj)ξ˜j∂ξ˜i
)
− p˜j∂iXj∂p˜i −
~
2i
ξ˜j ξ˜
k(∂i∂kX
j)∂p˜i ,
(3.48)
J 0X = p˜iXi +
~
2i
ξ˜kξ˜
j(∂jX
k) et J 1X = Xiξ˜i. (3.49)
Démonstration. Nous avons déjà montrer que (xi, p˜i, ξ˜i)i=1,···,n forme un système de coor-
données de Darboux sur M, d’où (3.47), il reste à voir qu’il est conforme.
Soit Φ une transformation conforme sur la carte définissant les coordonnées (xi). Elle
définit de nouvelles coordonnées conformes sur M , yi = Φ∗xi, et donc de nouvelles coor-
données sur M, à savoir (
yi, J 0∂
∂yi
, |voly| 1nJ 1∂
∂yi
)
.
Ces coordonnées sont conformes, car J 0∂
∂yi
= J 0
Φ∗
∂
∂xi
= Φ∗p˜i, et |voly| 1nJ 1∂
∂yi
= Φ∗ξ˜i par
équivariance conforme des applications moments J 0 et J 1, et grâce à l’égalité Φ∗|volx| 1n =
|volΦ∗x| 1n .
On peut alors calculer les relevés des champs conformes en ces nouvelles variables, α
ayant même forme que dans le cas plat, les relevés aussi. Leur expression est donné par la
formule générale (3.42) écrite dans le cas plat mais en les nouvelles coordonnées (xi, p˜i, ξ˜i),
ce qui est bien le résultat annoncé (3.48). De même, les applications moment s’écrivent
comme dans le cas plat en coordonnées de Darboux.
Remarque 3.1.23. La dépendence en la métrique de la 1-forme α, du relevé (3.41) et
des applications moments paires et impaires est ainsi complètement contenue dans les mo-
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ments p˜i et ξ˜
i. Contrairement au fibré cotangent ordinaire, ces coordonnées dépendent de
la métrique.
Remarque 3.1.24. Comme dans le cas général traité au paragraphe précédent, voir la
Remarque 3.1.9, les coordonnées de Darboux impaires ξ˜i forment la base duale d’un repère
orthonormé sur (M, g).
3.2 Éléments de géométrie spinorielle
La géométrie spinorielle est en un sens un raffinement de la géométrie pseudo-
riemannienne. Sur une variété pseudo-riemannienne (M, g) il existe un opérateur canonique
fondamental, le laplacien, donné par ∆ = gij∇i∇j , avec ∇ la connexion de Levi-Civita.
Dans l’espace de Minkowski R3,1, il décrit la propagation de bosons libres. La description
des fermions libres nécessite, elle, l’introduction de l’opérateur de Dirac D, dont le carré
est égal au laplacien dans le cas plat. C’est un opérateur différentiel du premier ordre qui
s’écrit D = γi∂i, où les matrices γi doivent satisfaire l’équation
γiγj + γjγi = −2gij . (3.50)
Les solutions γi de (3.50) engendrent par définition une algèbre de Clifford. Elle se repré-
sente fidèlement sur l’espace des spineurs, qui sont les arguments de l’opérateur de Dirac.
La géométrisation de ces structures permet de définir en toute généralité l’opérateur de
Dirac et constitue le cadre de la géométrie spinorielle.
Nous introduisons en premier lieu les structures algébriques utiles pour notre étude.
Tout d’abord nous définissons l’algèbre de Clifford, qui est une déformation d’une algèbre
de Grassmann, constituant son espace de symboles. Une sous-algèbre de Lie de l’algèbre
de Clifford fournit alors par exponentiation le revêtement universel du groupe orthogonal,
appelé groupe de spin. Il jouera un rôle central pour géométriser le module des spineurs qui
est l’espace de représentation irréductible d’une algèbre de Clifford. L’étude de ce module
conduit à la classification des algèbres de Clifford complexes.
Sur une variété, la donnée d’une métrique est équivalente à la donnée du fibré principal
des repères orthonormés. Si une contrainte topologique est respectée, ce dernier est un
quotient du fibré spinoriel, qui permet alors de géométriser les constructions précédentes
et de relever la connexion de Levi-Civita aux spineurs. La dérivée de Lie des spineurs,
suivant Y. Kosmann [60], peut également être définie, mais uniquement pour les champs
de vecteurs Killing-conformes.
L’objet de cette section est de fixer les notations et de rappeler les définitions classiques.
Nous renvoyons à la littérature pour les démonstrations standards des résultats qui suivent.
Signalons qu’un certain nombre d’entre eux seront démontrés dans la section suivante, par
quantification de supervariétés symplectiques.
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3.2.1 Structures algébriques
Nous présentons ici les définitions et propriétés utiles pour la suite, concernant les
algèbres de Clifford, ainsi que l’algèbre de Lie et le groupe de spin. Les ouvrages classiques
sont [22, 24, 4, 65], nous suivrons en partie [10] ainsi que [99]. La présentation de l’algèbre de
Clifford comme déformation de l’algèbre de Grassmann est souvent énoncé mais rarement
explicitée [77], ce que nous faisons ici.
Algèbre de Clifford
L’algèbre de Clifford est définie via les relations algébriques (3.50).
Définition 3.2.1. Soit V un espace vectoriel (réel ou complexe), et g une forme bilinéaire
symétrique non dégénérée. L’algèbre de Clifford est définie par Cl(V, g) = T V/I, où T V
est l’algèbre tensorielle de V et I l’idéal engendré, pour u, v ∈ V , par les relations
u⊗ v + v ⊗ u = −2g(u, v). (3.51)
Le plongement canonique de V dans T V passe au quotient par I et définit le plongement
canonique
γ : V →֒ Cl(V, g). (3.52)
L’algèbre tensorielle est Z-graduée et l’idéal I est engendré par des éléments pairs ; l’al-
gèbre de Clifford admet donc une Z2-graduation, c’est une superalgèbre. Elle se décompose
suivant Cl(V, g) = Cl+(V, g)⊕Cl−(V, g), les éléments pairs étant engendrés par un nombre
pair de vecteurs de V et formant une sous-algèbre de Cl(V, g). L’algèbre de Clifford est
ainsi munie également d’une structure de superalgèbre de Lie et Cl+(V, g) en est une sous-
algèbre de Lie. Précisons alors la notion de module.
Définition 3.2.2. Un Cl(V, g)-module est un module pour la structure de superalgèbre de
Cl(V, g).
De plus, l’action diagonale du groupe orthogonal O(V, g) sur T V préservant I, Cl(V, g)
hérite d’une structure de O(V, g)-module. Si V est un espace vectoriel sur le corps des réels,
la structure algébrique de l’algèbre de Clifford Cl(V, g) ne dépend que de la signature (p, q)
de la métrique g, et donc Cl(V, g) ≃ Cl(p, q). L’algèbre de Clifford de l’espace vectoriel
complexifié V ⊗ C est Cl(V, g) ⊗ C, que nous notons Cl(V, g), elle ne dépend que de la
dimension de V , et donc Cl(V, g) ≃ Cl(p+ q).
Comme l’algèbre tensorielle dont elle provient, l’algèbre de Clifford répond à une pro-
priété universelle. Elle correspond à la résolution de l’équation (3.50).
Proposition 3.2.3. Soit (V, g) un espace vectoriel muni d’une métrique, A une algèbre
et ρ : V → A une application linéaire telle que ρ(u)ρ(v) + ρ(v)ρ(u) = −2g(u, v) pour tout
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u, v ∈ V .
Il existe alors un unique morphisme d’algèbre ρ¯ tel que le diagramme suivant commute
Cl(V, g)
ρ¯

V
-

γ
;;wwwwwwwww ρ // A
(3.53)
Ce résultat est central et sera utilisé de nombreuses fois par la suite. Il permet de
construire une action de l’algèbre de Clifford à partir de la seule donnée d’une action de
V vérifiant l’identité (3.51). Par exemple, V agit sur son algèbre de Grassmann ΛV par
c : v 7→ c(v) = ε(v)− ι(v), où ε(v)w = v ∧ w est le produit extérieur et ι(v)w = 〈g(v), w〉
est le produit intérieur. Comme c(u)c(v) + c(v)c(u) = −2g(u, v), cette action se prolonge
en une action de Cl(V, g) sur ΛV .
Définition 3.2.4. L’application symbole σ : Cl(V, g) → ΛV est définie, pour tout a ∈
Cl(V, g), en terme de la structure de Cl(V, g)-module sur ΛV ,
σ(a) = c(a)1. (3.54)
L’appellation "application symbole" sera justifiée par la suite. Elle permet d’écrire
l’identité suivante pour tout v ∈ V et a ∈ Cl(V, g),
σ([v, a]) = −2ι(v)σ(a). (3.55)
Pour une forme bilinéaire g nulle, l’algèbre de Clifford “dégénérée” Cl(V, g) s’identifie
à l’algèbre de Grassmann de V . Le cas générique où g est non nulle et non dégénérée peut
être vu comme une déformation du cas g = 0. Plus précisément, ({·}, 0, V, g, 0) est une
supervariété symplectique, traité en Exemples 3.1.10, dont la forme symplectique s’écrit
ω = gijdξ
i ∧ dξj dans un système de coordonnées (ξi)i=1,...,n dual à une base (ei)i=1,...,n
de V . Le bivecteur de Poisson s’écrit alors π = gij∂ξi ⊗ ∂ξj . Suivant [77], nous notons
par m∧ le produit extérieur sur ΛV ∗, et par m∗t = m∧ ◦ exp(−tπ) sa déformation dans la
direction de π.
Proposition 3.2.5. Soit (V, g) un espace vectoriel muni d’une métrique. L’algèbre de
Clifford Cl(V ∗, g) est isomorphe alors à l’algèbre de Grassmann ΛV ∗ munie du star-produit
m∗1. Cet isomorphisme de O(V, g)-modules Z2-gradués est appelé quantification de Weyl et
s’écrit, dans la base duale (ξi)i=1,...,n d’une base orthonormée de V ,
qW : ΛV
∗ → Cl(V ∗, g)
ξi1 . . . ξiκ 7→ γi1 . . . γiκ ,
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avec γi = γ(ξi), l’image de ξi dans Cl(V ∗, g) par le plongement canonique.
Restreint à Λ0V ∗ ⊕ Λ1V ∗ ⊕ Λ2V ∗, il induit un morphisme d’algèbres de Lie, et
qW ({ξiξj , ξi1 . . . ξiκ}) = [γiγj , γi1 . . . γiκ ]. (3.56)
Démonstration. Une base orthonormée (ξi)i=1,...,n de V ∗ est un système de coordonnées
sur (·,ΛV ∗, g) tel que ω = gijdξi ∧ dξj , et gij = εiδij avec εi = ±1.
Comme ΛV ∗ est de dimension finie, m∗1 est bien défini, l’exponentielle se réduisant à
une somme finie. Il suffit de calculer alors m∗1(ξi, ξj) +m∗1(ξj , ξi), on obtient
m∗1(ξ
i, ξj) +m∗1(ξ
j , ξi) = −2gkl∂ξk(ξi)∂ξl(ξj) = −2gij ,
i.e., les relations de Clifford (3.50). La propriété universelle des algèbres de Clifford assure
alors l’existence et l’unicité d’un morphisme d’algèbres qW entre ΛV ∗ muni du produit
déformé et Cl(V ∗, g). De plus, pour ξi, ξj des éléments distincts de la base orthonormée
de V ∗, on a ξiξj = m∗1(ξi, ξj), et donc qW (ξiξj) = qW (ξi)qW (ξj) = γiγj . Par récurrence
immédiate, pour k éléments distincts ξi1 , . . . , ξiκ de la base orthonormée de V ∗, on a
qW (ξ
i1 . . . ξiκ) = γi1 . . . γiκ .
Générateurs et relations de l’algèbre de Grassmann déformée et de l’algèbre de Clifford se
correspondent via qW , qui est donc un isomorphisme.
L’invariance du crochet de Poisson sous l’action de O(V, g) assure que qW est un mor-
phisme d’O(V, g)-modules, et comme il est pair, il préserve la Z2-graduation.
Soit u ∈ Λ0V ∗ ⊕ Λ1V ∗ ⊕ Λ2V ∗ = E, montrons que qW ({u, v}) = [qW (u), qW (v)]. Par
définition de qW , nous avons [qW (u), qW (v)] = qW (m1∗(u, v) −m1∗(v, u)), et par définition
de m∗1, on a m∗1(u, v)−m∗1(v, u) = {u, v}+π2(u, v)−π2(v, u). Or, sur E, π2 est symétrique,
d’où le résultat suit.
La proposition précédente s’applique à V ∗ et fournit alors un isomorphisme ΛV ≃
Cl(V, g), encore noté qW . Ce dernier définit une filtration sur Cl(V, g), via Cl
m(V ) =
qW (⊕mk=0ΛkV ), qui est compatible avec la structure d’algèbre,
Clj(V ) · Clk(V ) ⊂ Clj+k(V ).
Cette filtration ne provient pas d’une graduation comme le montrent les relations de Clifford
γiγj + γjγi = −2gij .
Proposition 3.2.6. L’espace gradué grCl(V, g), associé à la filtration de l’algèbre de Clif-
ford Cl(V, g), est isomorphe à l’algèbre de Grassmann ΛV .
L’application symbole σ et la quantification qW sont inverses l’une de l’autre et per-
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mettent d’associer algèbre filtrée et algèbre graduée associée. Ceci justifie son appellation,
par analogie avec l’espace des opérateurs différentiels et son espace de symboles sur une
variété. L’algèbre de Grassmann est ainsi l’espace des symboles de l’algèbre de Clifford
[42].
Suivant [24], nous introduisons enfin deux antiautomorphismes de l’algèbre de Clifford
Cl(V, g). Par la propriété universelle, il suffit de les définir sur V . Le premier est noté t et
vaut l’identité sur V , le deuxième est noté ∗ et est égal à moins l’identité sur V . Ainsi on a
(γ1 . . . γk)
t = (−1) k(k−1)2 (γ1 . . . γk) et (γ1 . . . γk)∗ = (−1)
k(k+1)
2 (γ1 . . . γk). (3.57)
Ils correspondent à l’opération d’adjonction sur Cl(V, g) pour une action de V respecti-
vement symétrique et antisymétrique. Dans les deux cas, les produits de deux matrices γ
sont antisymétriques.
Groupe et algèbre de Lie spinoriels
Pour un espace vectoriel V réel, l’algèbre de Lie o(V, g) se plonge naturellement dans
l’algèbre de Clifford Cl(V, g) et le groupe de Lie associé par exponentiation est le groupe
Spin(V, g), qui est le revêtement universel de SO(V, g).
Proposition 3.2.7. L’espace Cl2(V, g) = qW (Λ
2V ) est une sous-algèbre de Lie de Cl(V, g),
isomorphe à o(V, g) via l’application τ : Cl2(V, g)→ o(V, g), obtenue par l’action adjointe
sur qW (V ) ≃ V :
τ(a) · v = [a, v]. (3.58)
Explicitement, une matrice A ∈ o(V, g) est l’image de
τ−1(A) =
1
2
∑
i<j
(Aei, ej)γiγj . (3.59)
Démonstration. Il est immédiat que l’action adjointe de Cl2(V, g) sur qW (V ) laisse stable
qW (V ) ≃ V , on obtient donc un morphisme d’algèbres de Lie τ entre Cl2(V, g) et gl(V ).
Comme Cl2(V, g) = qW (Λ2V ), tout élément de ce sous-espace peut s’écrire sous la forme
1
2
∑
i<j g(Aei, ej)γiγj , pour A ∈ o(V, g). Son action adjointe sur ek coïncide avec l’action
de A sur ek. D’où τ est un isomorphisme et τ(12
∑
i<j g(Aei, ej)γiγj) = A.
Soit g une algèbre, de dimension finie en tant qu’espace vectoriel. Elle admet une
structure canonique d’algèbre de Lie. L’exponentielle d’une sous algèbre de Lie h ⊂ g
définit alors un groupe de Lie inclus dans g. Nous utilisons cette procédure générale pour
définir le groupe de Spin.
Définition 3.2.8. Le groupe Spin(V, g) est le groupe de Lie obtenu par exponentiation de
Cl2(V, g) dans l’algèbre de Clifford Cl(V, g).
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L’action adjointe de Cl2(V, g) sur V , antisymétrique pour g, passe à l’exponentielle
et fournit une action adjointe du groupe Spin(V, g) sur V , isométrique relativement à g.
L’application τ se relève donc aux groupes de Lie, et pour h ∈ Spin(V, g), v ∈ V , on a
τ(h)v = hvh−1. (3.60)
Proposition 3.2.9. Si la dimension de V est supérieure ou égale à 3, le morphisme de
groupe de Lie τ : Spin(V, g)→ SO(V, g) est le revêtement universel de SO(V, g).
Démonstration. Nous suivons la démonstration fournit dans [10].
Comme τ provient d’un isomorphisme d’algèbres de Lie, et que l’exponentielle est
surjective sur SO(V, g), τ est un morphisme surjectif. Le groupe fondamental π1(SO(V, g))
étant égal à Z2, il suffit alors de prouver que le noyau de τ contient 2 éléments qui sont
connectés. Soit h ∈ Spin(V, g) tel que τ(h) = 1. Comme h est pair, on a [h, v] = 0 pour
tout v ∈ V , l’équation (3.55) permet de conclure que h est un scalaire.
D’après (3.57), l’antiautomorphisme t coïncide sur Cl2(V, g) avec a 7→ −a, d’où exp(a)t =
exp(−a) et donc hth = 1 pour tout h ∈ Spin(V, g). Si h est un scalaire, alors h = ±1.
De plus, si V est de dimension au moins 3, il existe deux éléments γi, γj distincts et de même
carré, qui vérifient donc exp(tγiγj) = cos t+(sin t)γiγj . On en déduit que −1 ∈ Spin(V, g)
et est connecté à 1, ce qui achève la preuve.
Comme le revêtement induit par τ est d’ordre 2, on a la suite exacte courte suivante
1→ Z2 → Spin(p, q)→ SO(p, q)→ 1. (3.61)
Il existe d’autres manières d’introduire le groupe de spin, notamment en tant que groupe
spinoriel, suivant [99].
Définition 3.2.10. Un groupe spinoriel G(V, g) est un groupe inclus dans l’algèbre
Cl+(V, g) = Cl+(V, g) ⊗ C, et dont l’action adjointe stabilise V et définit un mophisme
surjectif τ : G(V, g)→ SO(V, g).
Le plus grand groupe spinoriel est le groupe de Clifford complexe Γc(V, g), qui est
l’ensemble des éléments de Cl+(V, g) qui préservent V par action adjointe. Si on étend ∗
de manière sesquilinéaire, alors le sous-groupe de Γc(V, g) tel que h∗h = 1 est le groupe de
spin complexe Spinc(V, g). Son intersection avec Cl+(V, g) est Spin(V, g). Ce sont les trois
groupes spinoriels dont nous aurons l’usage par la suite. Bien sûr, tout comme Cl(V, g) ils
ne dépendent que de la signature de la métrique, et on notera G(p, q) le groupe spinoriel
G d’un espace de signature (p, q).
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Module des spineurs
Nous introduisons désormais le module des spineurs qui est l’unique espace de repré-
sentation irréductible non trivial pour l’algèbre de Clifford complexe Cl(V, g). Pour que le
module des spineurs soit un module pour la structure de superalgèbre de Cl(V, g), il faut
qu’il soit Z2-gradué et que l’action de Cl(V, g) soit paire. Si V est orienté et de dimension
paire, une telle graduation est fournie par la chiralité.
Définition 3.2.11. Soit (V, g) un espace vectoriel métrique orienté, de signature (p, q), de
dimension paire p + q = 2n et de base orthonormée directe (e1, . . . , e2n). La chiralité est
alors l’élément de l’algèbre de Clifford Cl(V, g), défini par
Γ = (−1)p(i) p−q2 γ1 . . . γ2n. (3.62)
La chiralité ne dépend pas de la base choisie et vérifie Γ2 = 1, et pour tout a ∈ Cl±(V, g),
on a Γa = ±aΓ.
Théorème 3.2.12. [24, 99] Soit (V, g) un espace vectoriel orienté muni d’une métrique,
de dimension 2n ou 2n+1. Il existe un unique Cl(V, g)-module irréductible S, il est appelé
module des spineurs, a pour dimension 2n, et vérifie :
1. si V est de dimension 2n, Cl(V, g) ≃ End(S),
2. si V est de dimension 2n+ 1, Cl(V, g) ≃ End(S)⊕ End(S) et Cl+(V, g) ≃ End(S).
Démonstration. Nous donnons la démonstration uniquement dans le cas où la dimension de
V est paire. L’existence de S est obtenue par construction. Le module des spineurs est donné
par ΛP pour P une polarisation de V ⊗ C, i.e. un sous espace isotrope maximal. Les iso-
morphismes d’algèbres sont construits par la quantification géométrique de ({·}, 0, V ∗, g, 0)
à la section suivante, le résultat est formulé dans la Proposition 3.3.3. L’orientation de V
permet alors de définir alors la chiralité, qui munit S d’une Z2-graduation via ses deux
sous-espaces propres, et fait ainsi de End(S) une superalgèbre. D’où l’existence du module
des spineurs.
L’unicité du module des spineurs découle directement de la simplicité de l’algèbre des
endomorphismes End(S).
On déduit de ce théorème la classification des algèbres de Clifford complexes [24].
3.2.2 Structures géométriques
Nous allons désormais géométriser les constructions précédentes, i.e. les étendre au cas
des variétés. Partant de (M, g) une variété pseudo-riemannienne, il s’agit de construire
les fibrés sur M en algèbres de Clifford, groupes de spin et module des spineurs. Si la
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construction du fibré de Clifford est immédiate, il y a des obstructions topologiques à
l’existence du fibré des spineurs. Celui-ci s’obtient comme fibré associé au fibré principal
de groupe structural Γc(p, q), mais nous expliciterons les obstructions uniquement lorsqu’il
est associé au fibré principal de groupe structural Spin(p, q). C’est le cas qui nous intéresse,
et dans lequel on se placera par la suite, car on peut alors définir une dérivation covariante
des spineurs à partir de la connexion de Levi-Civita associée à g. Enfin, la dérivée de Lie
des spineurs n’est définie canoniquement que pour les isométries, il est cependant possible
d’étendre de façon ad hoc cette définition au cas des transformations conformes [60], ce
qui est précisément ce dont nous avons besoin. Dérivée covariante et dérivée de Lie des
spineurs seront construit dans la section suivante grâce à la quantification géométrique du
supercotangent de (M, g).
Fibré de Clifford
Sur une variété M , la donnée d’une métrique g, de signature (p, q), est équivalente à
une réduction du fibré des repères linéaires au fibré des repères orthonormés Og(M)→M ,
de groupe structural O(p, q). Si on note Rp,q le O(p, q)-module Rp+q pour la métrique
canonique de signature (p, q), on peut définir le fibré tangent comme fibré associé à Og(M),
à savoir TM = Og(M)×O(p,q)Rp,q. De même en notant (Rp,q)∗ le dual du module Rp,q, on
obtient le fibré cotangent T ∗M = Og(M) ×O(p,q) (Rp,q)∗. L’algèbre de Clifford Cl(p, q) de
Rp,q étant un O(p, q)-module, on peut construire également le fibré de Clifford de (M, g)
comme fibré associé à Og(M).
Définition 3.2.13. Le fibré de Clifford d’une variété pseudo-riemannienne (M, g) de si-
gnature (p, q) est Clg(M) = Og(M) ×O(p,q) Cl(p, q). Sa fibre en x ∈ M est l’algèbre de
Clifford Cl(T ∗xM, g−1x ).
La métrique g induit une métrique gx sur chaque fibre TxM de l’espace tangent à M .
Par dualité, on obtient une métrique, g−1x , sur les fibres de l’espace cotangent à M . La
nature de la fibre en x ∈M de Clg(M) découle alors du fait que Cl : V → Cl(V, g) est un
morphisme de O(V, g)-module.
La quantification qW et l’application symbole σ étant équivariantes sous l’action du
groupe orthogonal, elles se prolongent aux fibrés et définissent par transport une filtration
sur l’algèbre des sections Γ(Clg(M)).
Proposition 3.2.14. La quantification QW : ΛT
∗M → Clg(M) est un isomorphisme
induit par qW : ΛT
∗
xM → Clg(M) dans chaque fibre. Elle permet d’associer l’algèbre filtrée
Γ(Clg(M)) à son algèbre graduée gr Γ(Clg(M)) ≃ Ω(M).
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Structure de spin et fibré des spineurs
Définition 3.2.15. Soit M une variété orientée. Un fibré spinoriel S→M est un fibré tel
que les fibrés en algèbres End(S) et Clg(M) (ou Cl
+
g (M)) soient isomorphes, pour M de
dimension paire (ou impaire).
Nous nous plaçons sur une variété orientée, afin que les fibres puissent être Z2-graduées
par la chiralité, et donc des Cl(T ∗xM, g−1x )-modules.
Deux questions se posent alors naturellement : sous quelles conditions un tel fibré
existe-t-il ? Est-il alors unique ?
Commençons par donner une construction du fibré des spineurs en termes de fibré
associé à un fibré principal G(M) de fibre un groupe spinoriel G(p, q). Pour que le fibré de
Clifford agisse sur le fibré des spineurs, il est naturel de demander que ce dernier soit aussi
un fibré associé à G(M), pour l’action adjointe. Il suffit pour cela que G(M) se projette sur
le fibré des repères orthonormés directs SO(M). Cela nous mène naturellement à introduire
la notion de structure spinorielle sur M .
Définition 3.2.16. Soit (M, g) une variété pseudo-riemannienne orientée de signature
(p, q), et SO(M) son fibré des repères orthonormés directs. Une structure spinorielle sur M
est la donnée (i) d’un fibré principal G(M) au-dessus de M , de groupe structural un groupe
spinoriel G(p, q), et (ii) d’un revêtement ρ : G(M)→ SO(M), tel que ρ(φ · h) = ρ(φ)τ(h),
voir (3.60), pour tout φ ∈ G(M) et h ∈ G(p, q).
Remarque 3.2.17. Sauf dans ce paragraphe, une structure spinorielle sera toujours de
groupe structural Spin(p, q).
Il y a des obstructions topologiques à l’existence d’une structure spinorielle, et une
telle structure n’est pas nécessairement unique. Cette question est bien connue dans la
littérature et a été résolue initialement par A. Haefliger [48]. La réponse repose sur l’étude
des espaces de cohomologie H1(M,G) qui classifient les classes d’isomorphismes des fibrés
principaux sur M de fibre G, combinés avec la suite exacte longue de Bockstein, découlant
de (3.61). Ainsi, pour le groupe Spin(p, q), on a la suite exacte
0→ H1(M,Z2)→ H1(M,Spin(p, q)) τ˜→ H1(M,SO(p, q))→ H2(M,Z2). (3.63)
Pour qu’un fibré Spin(M) se projette sur SO(M), il suffit que SO(M) soit dans l’image de
H1(M,Spin(p, q)), i.e. que l’image de SO(M) dans H2(M,Z2), qui est la seconde classe de
Stieffel-Whitney, w2(M), soit nulle. D’autre part, le nombre de structures spinorielles non
isomorphes se projetant sur SO(M) est donné par H1(M,Z2), le noyau de l’application
τ˜ . Enfin, cette discussion est indépendante de la métrique choisie sur la variété M , ce qui
reflète la nature purement topologique de l’obstruction à une structure spinorielle unique
sur M .
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Proposition 3.2.18. [48] Une variété orientable M a une structure spinorielle de
groupe structurale Spin(p, q) si et seulement si sa deuxième classe de Stieffel-Whitney
w2(M) ∈ H2(M,Z2) est nulle. Les différentes structures spinorielles sont alors paramé-
trées par les éléments de H1(M,Z2).
Le fibré des repères spinoriels vérifie alors le diagramme commutatif suivant
Spin(M)
Z2

Spin(p,q)
$$H
HH
HH
HH
HH
SO(M)
SO(p,q)
//M.
(3.64)
Remarque 3.2.19. Comme Spin(p, q) est un sous-groupe de Spinc(p, q) et Γc(p, q), les
conditions d’existence de structures spinorielles modelées sur ces groupes sont plus lâches.
La structure spinorielle de groupe Γc(p, q) est la plus générale.
Revenons à la construction du fibré spinoriel. Nous supposons que M admet une struc-
ture spinorielle de groupe Γc(p, q), caractérisée par le fibré principal Γc(M). Tout fibré
associé à SO(M) est alors également un fibré associé à Γc(M), l’action de SO(p, q) défi-
nissant une action de Γc(p, q) par composition avec le morphisme τ : Γc(p, q) → SO(p, q),
issu de l’action adjointe de Γc(p, q) sur Rp,q, cf Définition 3.2.10. Ainsi le fibré de Clifford
est donné par Clg(M) = Γc(M) ×Γc(p,q) Cl(p, q), l’action de Γc(p, q) étant alors l’action
adjointe. D’autre part, l’action de Cl(p, q) sur le module des spineurs S induit une action
de Γc(p, q), d’où le fibré associé
S = Γc(M)×Spin(p,q) S. (3.65)
Il en découle naturellement End(S) = Γc(M) ×Γc(p,q) End(S), où l’action de Γc(p, q) sur
End(S) est l’action adjointe, d’où l’isomorphisme avec Clg(M). Le fibré S est donc un fibré
spinoriel.
La proposition suivante répond à la question initiale d’existence de fibré spinoriel.
Proposition 3.2.20. [99] La donnée d’un fibré spinoriel, sur une variété orientée M , est
équivalente à la donnée d’une structure spinorielle sur M de groupe structural Γc(p, q).
Nous avons montré comment obtenir un fibré spinoriel à partir d’une structure spino-
rielle sur M donnée par le groupe de Clifford complexe Γc(p, q), pour la réciproque nous
renvoyons à [99].
Remarque 3.2.21. D’après la proposition 3.3.5 il existe une unique métrique sur le module
des spineurs dont l’opération d’adjonction soit ∗. Pour qu’elle se transporte au fibré des
spineurs associé à G(M), il faut que le groupe G soit inclus dans les isométries, et donc
dans Spinc(p, q).
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Connexion spinorielle et dérivation covariante des spineurs
Nous souhaitons désormais définir la notion de dérivée covariante des sections du fibré
spinoriel S. Nous supposons désormais et dans toute la suite qu’elle est définie à partir
d’une structure spinorielle de groupe Spin(p, q), cela permet d’obtenir une unique connexion
spinorielle relevant la connexion de Levi-Civita [99]. Deux approches sont envisageables.
La structure spinorielle sur M définit un revêtement Spin(M) → SO(M) qui per-
met de relever la connexion de Levi-Civita ω ∈ Ω1(SO(M), o(p, q)) à Spin(M). De plus
l’algèbre de Lie spin(p, q) s’identifie à o(p, q) via (3.59), on obtient donc par image ré-
ciproque ω˜ ∈ Ω1(Spin(M), spin(p, q)). Cette 1-forme définit bien une connexion, l’équi-
variance par action adjointe passant au relevé. On peut en donner une écriture explicite
dans un repère orthonormé (e1, . . . , en). On a ω(ei) = ωi ∈ o(p, q) qui donne, via (3.59),
ω˜(ei) =
1
4ω
k
ijγ
jγk ∈ spin(p, q). La connexion ω˜ se transporte alors au fibré spinoriel S et
permet d’y définir une dérivée covariante, dite spinorielle,
∇i = ∂i + 1
4
ωkijγ
jγk, (3.66)
où on écrit ∇i pour ∇∂i . On vérifie alors qu’elle est compatible avec le produit de Clifford,
i.e.,
∇(γ(v)ψ) = γ(∇v)ψ + γ(v)∇ψ, (3.67)
où ψ est une section spinorielle, ∇v est la dérivée covariante de v ∈ Vect(M) pour la
connexion de Levi-Civita et γ(v) est défini par le plongement canonique (3.52).
L’autre approche, suivant A. Trautman [99], part directement de la dérivée covariante∇
sur T ∗M définie par la connexion de Levi-Civita. Elle s’étend naturellement en une dérivée
covariante sur l’algèbre tensorielle de T ∗M et descend alors sur le fibré de Clifford car elle
préserve la métrique. Comme une dérivée covariante sur End(E), avec E un fibré vectoriel
quelconque sur M , provient toujours d’une dérivée covariante sur E, on en déduit une déri-
vée covariante sur l’espace des spineurs. Celle-ci peut-être déterminée de manière univoque
si le fibré spinoriel est associé à une structure spinorielle de groupe structural Spin(p, q),
mais pas si le groupe structural est plus gros : Spinc(p + q) ou Γc(p, q). Donnons-en une
démonstration constructive dans le cas d’une structure spinorielle de groupe Spin(p, q),
inspirée de [96].
Proposition 3.2.22. [96, 99] Soit S le fibré spinoriel associé à Spin(M). Il existe une
unique dérivée covariante sur S compatible avec la multiplication de Clifford. Elle est de la
forme ∇i = ∂i + λi avec, dans un repère quelconque,
∂i(γ
j) + [λi, γ
j ] + ωjikγ
k = 0, (3.68)
et, en repère orthonormé, λi =
1
4ω
k
ijγ
jγk.
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Démonstration. La connexion de Levi-Civita induit une dérivée covariante sur le fibré de
Clifford vérifiant ∇X(γ(v)) = γ(∇Xv). Il en découle : ∇iγj = −ωjikγk, dans un repère
arbitraire. On peut montrer [99] qu’elle provient d’une dérivée covariante des spineurs.
Soit ψ un spineur, on a alors ∇Xψ = X(ψ) + λ(X)ψ, avec λ une connexion spinorielle,
i.e. une application linéaire de Vect(M) dans les endomorphismes de spineurs provenant
de la représentation de spin(p, q). On a en particulier ∇i(ψ) = ∂iψ+ λiψ, avec, en repères
orthonormés, λi = aiklγkγl, et ai est une matrice antisymétrique. La compatibilité avec la
dérivée covariante du fibré de Clifford va nous fournir l’expression de λi. D’une part, γjψ
étant un spineur, on a
∇i(γjψ) = ∂i(γjψ) + λiγjψ = ∂i(γj)ψ + γj∂i(ψ) + λiγjψ;
et d’autre part, par compatibilité avec la dérivée covariante du fibré de Clifford,
∇i(γjψ) = ∇i(γj)ψ + γj∇i(ψ) = −ωjikγkψ + γj∂i(ψ) + γjλi(ψ).
On en déduit l’équation :
∂i(γ
j) + [λi, γ
j ] + ωjikγ
k = 0.
Prenons le commutateur avec γj pour obtenir, [γj , [λi, γj ]] = −[γj , ωjikγk + ∂i(γj)] (som-
mation sur j). Plaçons nous alors dans un repère orthonormé, de sorte que λi = aiklγkγl
avec aikl = −ailk. On a donc [γj , [λi, γj ]] = 2aikl[γj ,−γkgjl + γlgjk] = 4aikl[γk, γl] = 8λi,
par antisymétrie de aikl en les deux derniers indices. On obtient ainsi,
λi = −1
8
[γj , ω
j
ikγ
k + ∂iγ
j ]. (3.69)
La nullité de ∂iγj , et l’antisymétrie de ω
j
ik en j, k donne alors λi = −14ωjikγkγj , ce qui
permet de retrouver l’expression (3.66) pour la dérivée covariante des spineurs.
Remarque 3.2.23. [99] Si le fibré des spineurs est un fibré associé à Γ(M), Spinc(M) ou
Γc(M), alors la dérivée covariante ainsi obtenue n’est pas univoque mais déterminée à une
fonction additive près, respectivement réelle, unitaire ou complexe. Dans le cas Spinc(p, q),
elle est interprétée comme le potentiel électromagnétique [10].
Dérivée de Lie des spineurs
La dérivée de Lie des spineurs relativement à une isométrie est définie sans ambiguïté,
une isométrie se relevant canoniquement aux fibrés des repères orthonormées et donc à
Spin(M). Par contre, étendre cette notion à toute transformation infinitésimale est non
trivial et demande un choix. Le travail de référence est celui de Y. Kosmann [59, 60]. Il est
basé sur la formulation de la dérivée de Lie en terme de dérivée covariante et conduit à la
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formule suivante
LX = ∇X + 1
4
∇[jXi]γiγj . (3.70)
Elle coïncide avec la dérivée de Lie naturelle si le champ de vecteurs X est une isométrie,
et elle définit un morphisme d’algèbres de Lie uniquement pour les champs de vecteurs
Killing-conformes.
Différents travaux ont été menés afin de mieux comprendre l’origine géométrique de
cette dérivée de Lie, tous redonnant la même formule pour les champs conformes. On peut
citer l’article de J-P. Bourguignon et P. Gauduchon [18], où une équivalence naturelle entre
structures euclidiennes sur un espace vectoriel est exhibée puis utilisée pour compenser le
changement de métrique dû à une transformation non isométrique. La dérivée de Lie alors
obtenue diffère de celle de Y. Kosmann pour les champs non conformes. M. Godina et P.
Matteucci [45], se plaçant dans le cadre de la théorie générale des dérivations de Lie et des
fibrés naturels de jauge, explicitent la forme générale d’une dérivée de Lie sur les spineurs
et mettent en évidence le choix effectué par Y. Kosmann. Ce choix est justifié dans [83] par
les lois de transformation de courants de Noether associés au lagrangien d’Einstein-Dirac.
Nous déduirons dans la section suivante l’expression (3.70) donnant la dérivée de Lie des
spineurs pour des champs conformes par quantification des moments des champs conformes
sur le supercotangent de M , en fournissant ainsi une nouvelle origine.
3.3 Quantification géométrique des supercotangents et géo-
métrie spinorielle
La quantification géométrique et la quantification par déformation s’étendent naturel-
lement au cadre des supervariétés symplectiques. Elles vont nous permettre de retrouver
des résultats de géométrie spinorielle précédemment exposés et fournir des constructions
explicites d’objets spinoriels fondamentaux. Par commodité, nous travaillerons uniquement
en dimension paire.
Nous nous intéressons tout d’abord à la supervariété symplectique à un point ΠV . Sa
préquantification a été effectuée par B. Kostant [63] et permet de retrouver la structure
de Cl(V, g)-module de ΛV . La quantification géométrique de cette supervariété, effectuée
par F.F. Voronov [102], ainsi que G. Tuynman [100], permet de construire, étant donné
une polarisation, une représentation canonique de l’algèbre de Clifford sur son module des
spineurs.
Si une polarisation existe sur le supercotangent d’une variété pseudo-riemannienne
(M, g), la quantification géométrique permet alors de construire le fibré des spineurs, dont
les sections forment l’espace de représentation de la quantification. Nous obtenons alors
la dérivée covariante par quantification des moments de l’action hamiltonienne de X ∈
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Vect(M) sur le fibré cotangent, et la dérivée de Lie par quantification des moments de
l’action hamiltonienne de X ∈ Vect(M) sur le fibré supercotangent.
3.3.1 De l’algèbre de Grassmann à l’algèbre de Clifford
Une supervariété symplectique à un point est de la forme ({·}, 0, V, κg, 0), avec V un
espace vectoriel réel muni d’une métrique g, et κ est un paramètre complexe. Sa quanti-
fication permet d’obtenir des résultats classiques sur les représentations de Cl(V ∗, g). La
quantification géométrique permet ainsi de construire l’espace des spineurs, et elle peut être
prolongée par la quantification de Weyl afin d’obtenir une représentation irréductible de
toute l’algèbre de Clifford. Cette dernière peut alors s’interpréter comme une déformation
de l’algèbre de Grassmann, résultat obtenu directement à la Proposition 3.2.5.
L’algèbre de Clifford comme préquantification de l’algèbre de Grassmann
La supervariété ({·}, 0, V, κg, 0) admet pour superalgèbre de fonction l’algèbre de Grass-
mann ΛV ∗ et pour forme symplectique ω = κgijdξi ∧ dξj , qui dérive de la 1-forme
α = κgijξ
idξj . Le crochet de Poisson est donc donné par
{ξi, ξj} = − 1
2κ
gij . (3.71)
La forme symplectique ω = dα étant exacte, le fibré préquantique est trivial et donné par
le produit direct Y = ({·},ΛV ∗) × S1 muni de la 1-forme α˜ = α + ~dθ, où θ désigne le
paramètre angulaire du cercle. L’espace de représentation préquantique est alors
H = {Ψ ∈ L2(Y )|∂θΨ = iΨ}, (3.72)
i.e. l’espace des fonctions sur Y équivariantes sous l’action de S1. Utilisant l’expression
(3.31) d’un champ hamiltonien sur M et la formule (2.12) donnant la préquantification Q,
nous obtenons, en particulier, pour f ∈ ΛV ∗, voir e.g. [63, 53],
Q(f) =
(−1)|f |
2
(
~
iκ
)
gij∂ξjf∂ξi + f +
(−1)|f |
2
ξi∂ξif. (3.73)
La préquantification des coordonnées grassmanniennes s’écrit donc
Q(ξi) =
1
2
(
ξi − gij ~
iκ
∂ξj
)
. (3.74)
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Rappelons la propriété fondamentale de la préquantification, qui s’écrit ici [Q(f), Q(g)] =
~
i
Q({f, g}) pour toutes f, g ∈ ΛV ∗. Posant κ′ = ~2iκ , on obtient alors, grâce à (3.71),[
Q
(√
2
κ′
ξi
)
, Q
(√
2
κ′
ξj
)]
= −2gij . (3.75)
Ainsi les Q
(√
2
κ′ ξ
i
)
vérifient les relations de Clifford. Par la propriété universelle des al-
gèbres de Clifford, la préquantification se prolonge à ΛV ∗ en une représentation de Cl(V ∗, g)
sur ΛV ∗. On obtient la représentation canonique auto-adjointe via ξi 7→ Q(2ξi) si κ = ~
i
.
Polarisation et fonctions polarisées
L’étape suivante pour parvenir à la quantification géométrique consiste à réduire l’es-
pace de représentation H, obtenu pour la préquantification, grâce à une polarisation com-
plexe de la supervariété symplectique ({·}, 0, V, κg, 0), i.e. un sous-espace isotrope maximal
de V ⊗C pour la métrique g. Nous construisons ici une polarisation à partir d’un système
de coordonnés de Darboux, puis déterminons l’espace des fonctions polarisées, pour V un
espace vectoriel de dimension paire, égale à 2n.
Soit (ξi)i=1,...,2n un système de coordonnées de Darboux sur ΠV , i.e. tel que ω =
εiδijdξ
i ∧ dξj , où δ est le symbole de Kronecker et εi = ±1. On pose pour a = 1, . . . , n,
ζa =
1√
2
(
ξa +
√−εa
εa¯
ξa¯
)
, et ζa =
εa√
2
(
ξa −
√−εa
εa¯
ξa¯
)
, (3.76)
où a¯ = a + n et par convention
√−1 = i. En prolongeant le crochet de Poisson par C-
linéarité, on vérifie que {ζa, ζa} = {ζa, ζa} = 0 et {ζa, ζb} = δab. Notons P et P les
sous-espaces vectoriels complexes engendrés par les ζa et les ζa, ces derniers fournissent la
décomposition en somme directe V ⊗ C = P ⊕ P . Ainsi P et P sont deux polarisations
supplémentaires de V ⊗ C.
Remarque 3.3.1. On définit la conjugaison · : V ⊗ C→ V ⊗ C par i = −i et ξj = εjξj,
c’est donc une involution, qui dépend du système de coordonnées choisi. Au sens de cette
conjugaison, les coordonnées ξi de V sont réelles ou imaginaires pures suivant le signe de
εi. La notation ζa est justifiée par
√
−εa
εa¯
εa¯ = εa
√
−εa
εa¯
.
Notant a¯ = a+ n, l’inversion du système (3.76) donne
ξa =
1√
2
(
ζa + εaζa
)
et ξa¯ =
1√
2
√−εa
εa¯
−1 (
ζa − εaζa
)
, (3.77)
pour tout a = 1, . . . , n. Par substitution nous en déduisons les expressions de α et ω,
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prolongées à ΠV ⊗ C, dans les nouvelles coordonnées (ζa, ζa)a=1,...,n,
α = κδab
(
ζadζb + ζadζb
)
et ω = 2κδabdζ
adζb. (3.78)
Remarquons pour la suite que α s’écrit également sous la forme α = κδab
(
2ζadζb + d(ζaζb)
)
.
Remarque 3.3.2. Dans le cas d’une métrique euclidienne, on a ζa = 1√
2
(ξa + iξa¯) et
ζa = 1√
2
(ξa − iξa¯), son conjugué. Elles engendrent respectivement P et P , qui définissent
une polarisation kälherienne, conduisant aux expressions utilisées dans [102, 10]. Pour une
métrique de signature (n, n), on a ζa = 1√
2
(ξa + ξa¯) et ζa = 1√
2
(ξa − ξa¯). La superva-
riété symplectique (ΠV, ω) s’identifie alors au cotangent de P , ou de P , muni de sa forme
symplectique canonique et on retrouve ainsi le cas traité dans [100].
Soit, désormais, P une polarisation complexe de ({·}, 0, V, κg, 0). On peut montrer,
à l’inverse, qu’elle admet une base (ζa)a=1,...,n vérifiant (3.78) et le choix de variables
conjuguées permet d’en déduire un système de coordonnées de Darboux via (3.77). L’espace
des fonctions polarisées est le sous-espace HP de H défini par
HP = {Ψ ∈ H | ∀a = 1, . . . , n, X˜ζaΨ = 0}, (3.79)
où X˜ζa est le relèvement horizontal de Xζa au fibré préquantique Y , défini par 〈X˜ζa , α˜〉 = 0.
Ainsi, X˜ζa = Xζa + f∂θ avec 12ζ
a + ~f = 0, et comme une fonction Ψ ∈ H est
U(1)-équivariante, i.e. ∂θΨ = iΨ, les fonctions polarisées vérifient donc − 12κ∂ζaΨ(ξ, θ) −
i
2~ζ
aΨ(ξ, θ) = 0. Une fonction Ψ ∈ HP est finalement de la forme
Ψ(ξ, θ) = eiθe
i
~
κδabζ
aζbψ(ζ). (3.80)
La fonction ψ ∈ ΛP ∗ = C∞(ΠP ) peut s’interpréter comme une fonction holomorphe
(impaire) sur V ⊗ C pour g définie positive.
Quantification géométrique et module des spineurs
La quantification géométrique d’une observable est alors donnée par l’action de son flot
préquantique (2.16), i.e. son préquantifié, sur l’espace des fonctions polarisées, à condition
que ce dernier soit préservé. Toutes les observables ne sont donc pas quantifiables. Nous
redonnons la préquantification écrite en fonction des nouvelles variables ζa, ζa adaptées à
la polarisation, puis exprimons son action sur les fonctions polarisées, ce qui permet de
déterminer les fonctions quantifiables et leur quantifié.
Grâce à l’expression (3.78) de la forme symplectique ω, le champ hamiltonien d’une
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fonction f ∈ ΛV ∗ ⊗ C a pour expression
Xf =
(−1)|f |
2κ
δab(∂ζaf∂ζb + ∂ζaf∂ζb). (3.81)
Notant κ′ = ~2iκ
−1, le relevé quantique (2.16) s’écrit donc
~
i
X∗f = (−1)|f |κ′δab
(
(∂ζaf)∂ζb + (∂ζaf)∂ζb
)
− i
(
f − 1
2
[
ζa∂ζaf + ζa∂ζaf
])
∂θ. (3.82)
Nous évaluons alors son action sur une fonction polarisée Ψ ∈ HP , dont la forme est donnée
en (3.80),
~
i
X∗fΨ(ξ, θ) = e
iθe
δab
2κ′
ζaζb
(
(−1)|f |κ′δab∂ζaf∂ζb + [f − ζa∂ζaf ]
)
ψ(ζ). (3.83)
Il en découle la détermination de l’espace A des fonctions admissibles, qui sont celles dont
le relevé quantique préserve l’espace des fonctions polarisées, et qui sont donc quantifiables,
A = {f(ζ, ζ) = ζaAa(ζ) +B(ζ) |A1, . . . , An, B ∈ ΛP ∗}. (3.84)
En particulier, les coordonnées de Darboux initiales ξi, pour i = 1, . . . , 2n, sont quanti-
fiables. En identifiant l’espace des fonctions polarisées avec ΛP ∗, et en notant le quantifié
(géométrique) de ξi par ξ̂i (= ~
i
X∗
ξi
), nous obtenons pour a = 1, . . . , n,
ξ̂a =
1√
2
(
ζa − κ′εa∂ζa
)
, et ξ̂a¯ =
1√
2
√−εa
εa¯
−1
(ζa + κ′εa∂ζa). (3.85)
La 2-forme ω, prolongée à ΠV ⊗C via la formule (3.78), induit une métrique hermitienne
définie positive sur P , qui se prolonge canoniquement à ΛP ∗. Or, pour cette métrique,
l’adjoint de la multiplication par ζa est (ζa)⋆ = ∂ζa . Utilisant les équations (3.85) donnant
ξ̂i, il en découle la relation suivante ξ̂i
⋆
= −ξ̂i = −εiξ̂i, à condition que κ′ = 1, i.e. κ = ~2i .
Par ailleurs, on peut vérifier que, à un facteur près, les ξ̂i vérifient les relations de Clifford,
voir (3.75), et en particulier ξ̂iξ̂i = −εi. Par conséquent, ce sont donc des transformations
unitaires pour tout i.
Proposition 3.3.3. Soit P une polarisation de la supervariété symplectique
({·}, 0, V, ~2ig, 0), de dimension paire 0|2n. L’espace ΛP ∗ est muni d’une métrique hermi-
tienne canonique et la quantification géométrique construit une application V → U(ΛP ∗),
à valeurs dans le groupe unitaire de ΛP ∗. Elle admet un unique prolongement en un
isomorphisme d’algèbres, donné en coordonnées de Darboux par,
QG : ΛV
∗ ⊗ C → End(ΛP ∗) (3.86)
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ξi1 . . . ξik 7→ ξ̂i1 . . . ξ̂ik ,
où ΛV ∗ est muni du star-produit le rendant isomorphe à Cl(V ∗, g) via qW , défini dans la
Proposition 3.2.5. Cela fournit une action canonique de Cl(V ∗, g) sur ΛP ∗, donné par
ξ̂i =
1√
2
γi, (3.87)
qui en fait le module des spineurs.
Démonstration. La construction de P et de l’application V → U(ΛP ∗) a déjà été faite.
Cette dernière est donnée par ξi 7→ ξ̂i , c’est la restriction de la préquantification à ΛP ∗,
et ne dépend donc pas du système de coordonnées de Darboux (ξi) considéré.
La relation (3.75) vérifié par les préquantifiés assure que les ξ̂i vérifient les relations
de Clifford. La propriété universelle des algèbres de Clifford permet alors de prolonger
la quantification géométrique de manière unique en un morphisme d’algèbres Cl(V ∗, g)→
End(ΛP ∗). Ce dernier est un isomorphisme car ces deux espaces sont de même dimension en
tant qu’espaces vectoriels sur C, et le noyau du morphisme est réduit à 0. En le composant
par l’isomorphisme q−1W , défini dans la Proposition 3.2.5, on obtient l’isomorphisme voulu.
Comme un système de coordonnées de Darboux sur ΠV forme une base orthonormée de
V ∗, l’expression en composantes de la Proposition 3.2.5 conduit à celle fournit ici.
Remarque 3.3.4. Pour obtenir l’isomorphisme Cl(V, g) ≃ End(ΛP ∗)⊕ End(ΛP ∗) via la
quantification géométrique pour un espace V de dimension impaire, une méthode consiste-
rait à quantifier un espace de dimension paire contenant V , puis à opérer une réduction
quantique. Cependant nous ne le développerons pas ici.
Métrique sur le module des spineurs
Nous introduisons désormais une métrique sur l’espace des spineurs S telle que les γi
soient hermitiens. Elle nous permettra de définir la notion d’adjonction pour les opérateurs
différentiels spinoriels.
La métrique g sur V induit un produit hermitien ( ; ) défini positif sur S, et d’après la
Proposition 3.3.3, la quantification géométrique réalise les γi comme des transformations
unitaires de S. Montrons que nous pouvons modifier ce produit hermitien pour qu’elles
soient toutes (anti-)hermitiennes.
Proposition 3.3.5. Soit (V, g) un espace vectoriel de dimension paire muni d’une métrique
g de signature (p, q). Il existe, à multiplication près par un réel, un unique produit hermitien
sur l’espace des spineurs associé vérfiant l’une ou l’autre des assertions suivantes :
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– l’action de V est hermitienne, i.e. l’adjonction coïncide avec l’antiautomorphisme t,
défini en (3.57). Le produit hermitien est alors défini positif (ou négatif) si q = 0, et
neutre sinon.
– l’action de V est antihermitienne, i.e. l’adjonction coïncide avec l’antiautomor-
phisme ∗, défini en (3.57). Le produit hermitien est alors défini négatif (ou positif)
si p = 0, et neutre sinon.
Démonstration. Tout d’abord, le fait que l’adjonction soit donnée par t ou ∗, suivant que
l’action de V soit hermitienne ou antihermitienne, découle clairement de la définition de
ces deux antiautomorphismes.
Ensuite, l’unicité est claire. L’opération d’adjonction étant déterminée dans les deux
cas, l’algèbre de Lie des antihermitiens aussi. Cela fixe le groupe unitaire qui provient d’un
unique produit hermitien, à multiplication près par un réel.
Pour l’existence, partons des données de la quantification géométrique : un produit
hermitien défini positif ( ; ) sur S pour lequel les γi sont des transformations unitaires.
Supposons que g est de signature (p, q). Notant ⋆ la conjugaison par rapport à ce produit
hermitien, on a γ⋆i = γ
−1
i = −εiγi, avec εi = 1 pour i ≤ p et εi = −1 sinon. Si p > 0,
nous introduisons alors le nouveau produit hermitien défini par 〈u, v〉 = (u; γ1 . . . γpv) pour
u, v ∈ S. On a alors
〈γiu, v〉 = −εi(u; γiγ1 . . . γpv), (3.88)
d’où 〈γiu, v〉 = (−1)p 〈u, γiv〉 pour tout i = 1, . . . , n. Si p est pair les γi sont donc hermitiens
pour ce nouveau produit scalaire, et sont antihermitiens sinon. On obtient l’inverse avec le
produit hermitien défini par 〈u, v〉 = (u; γp+1 . . . γp+qv).
Il ne reste alors plus qu’à trouver la signature de ces deux produits hermitiens pour
chacune des signatures possibles. Or, pour montrer qu’un produit hermitien est neutre,
il suffit d’exhiber un élément A ∈ End(S) tel que 〈Au,Av〉 = −〈u, v〉. Donc, si il existe
i, j tel que εiεj = −1, le produit γiγj convient. Ainsi, le produit hermitien est neutre
sous l’hypothèse p et q sont non nuls. Dans le cas contraire, g est définie positive ou
négative. Pour le produit hermitien défini positif initial ( ; ), les γi sont alors respectivement
antihermitiennes et hermitiennes, et le produit hermitien modifié, 〈u, v〉 = (u, γ1 . . . γp+qv),
est neutre. En effet, les γ étant respectivement hermitiennes et antihermitiennes, on a
〈γiu, γiv〉 = −〈u, v〉.
La preuve est ainsi achevée.
Ce résultat apparaît dans les références [86, 26], et peut être vu comme un cas particulier
d’un théorème donné dans l’ouvrage [87] de I.R. Porteous : tout antiautomorphisme d’une
algèbre d’endomorphismes End(F ) pour F un espace vectoriel complexe est une opération
d’adjonction pour un certain produit hermitien sur V . Ici, nous avons explicité les produits
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hermitiens sur l’espace des spineurs associés aux antiautomorphismes t et ∗ de Cl(V, g) ≃
End(S).
Corollaire 3.3.6. En considérant la conjugaison usuelle sur ΛV ∗ ⊗ C et la métrique sur
ΛP ∗ donnée par la Proposition 3.3.5, dont l’adjonction est notée ∗, on obtient Q(f) =
Q(f)∗.
3.3.2 Polarisation de M et fibré des spineurs de (M, g)
Nous avons construit le module des spineurs d’une algèbre de Clifford Cl(V, g) grâce à
la quantification géométrique de la supervariété symplectique ({·}, 0, V, ~2ig, 0). Appliquée
au supercotangent de (M, g) elle permet de géométriser cette construction, menant au fibré
des spineurs sur M . Elle consiste essentiellement à unir la quantification géométrique du
fibré cotangent de M et d’une supervariété au-dessus d’un point. Par souci de simplicité,
nous nous restreindrons aux variétés M de dimension paire. Même dans ce cas, l’existence
d’une polarisation sur le supercotangent est non triviale, elle nécessite une N -structure sur
(M, g) (cf. Définition 3.3.7), i.e. une structure presque hermitienne dans le cas riemannien.
Cela se traduit par une contrainte topologique plus forte que l’existence d’une structure
spinorielle sur M , mais définit en contre-partie une structure de supervariété sur le fibré
des spineurs.
Préquantification du supercotangent M
Soit (M, g) une variété pseudo-riemannienne de dimension 2n et M son supercotan-
gent muni de sa 2-forme symplectique canonique ω = dα, donnée par (3.23). Puisque
ω est exacte, la préquantification est triviale. On introduit l’espace des fonctions U(1)-
équivariantes suivant
H = {Ψ ∈ L2(M× S1)|∂θΨ = iΨ}, (3.89)
où θ le paramètre angulaire du cercle. Utilisant l’expression (3.31) d’un champ hamiltonien
sur M en coordonnées naturelles et la formule (2.12) donnant la préquantification 1, nous
obtenons pour f ∈ C∞(M),
Q(f) =
~
i
[
(∂pif)∂
∇
i −
(
∂∇i f +
1
2
R(S)ji∂pjf
)
∂pi
]
+(−1)|f |gij∂ξjf∂ξi + f − pi∂pif −
1
2
ξi∂ξif.
La préquantification des coordonnées naturelles est donc donnée par
Q(xi) = −~
i
∂pi + x
i
1. Elle se généralise au cas des supervariétés symplectiques [63, 102, 100].
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Q(pi) =
~
i
(
∂i − Γkijξj∂ξk
)
− ~
2i
R(S)ij∂pj
Q(ξi) =
1
2
ξi − gij∂ξj +
~
i
Γijkξ
j∂pk .
Nous retrouvons ainsi les résultats de M. Rothstein [90]. La préquantification des coordon-
nées de Darboux p˜i et ξ
a données par (3.26) est triviale et s’écrit
Q(p˜i) =
~
i
∂i, Q(ξ˜
a) =
1
2
ξ˜a − ηab∂ξ˜b . (3.90)
Elle coïncide avec la préquantification des coordonnées de Darboux de T ∗M , voir (2.14),
et ΠV , voir (3.74).
Polarisation de M
Pour appliquer la quantification géométrique à M, nous avons désormais besoin d’une
polarisation sur M, i.e. d’un sous-fibré isotrope maximal de TCM, au sens de la forme
symplectique canonique ω de M. Nous allons l’obtenir à partir de la donnée, en chaque
point x, de la polarisation verticale de T ∗xM et d’une polarisation complexe de ΠTCx M .
Tout d’abord, la polarisation verticale de T ∗M , engendrée par les champs 2
(∂p1 , . . . , ∂p2n), se relève canoniquement en un sous-fibré isotrope de TM. Pour la complé-
ter en une polarisation de M, il suffit d’avoir une décomposition de l’espace des champs
verticaux de ΠTCM au-dessus de M en sous-espaces isotropes pour la forme ω. Cela nous
est donné par la notion de N -structure sur M , définie par P. Nurowski et A. Trautmann
dans [79].
Définition 3.3.7. [79] Une N -structure sur une variété pseudo-riemannienne (M, g) de
dimension paire supérieure ou égale à 4, est un sous fibré complexe N de TCM dont les
fibres sont isotropes maximales pour l’extension C linéaire de g.
Dans le cas riemannien, cette définition est celle d’une structure presque hermitienne
[57]. Soit P une N -structure sur (M, g), l’espace tangent vertical VΠP de ΠP est un
sous-fibré de TC(ΠTM) qui se relève canoniquement à TCM et complète la polarisation
verticale de T ∗M pour former une polarisation P de M. Comme dans le cas non super,
traité dans [106], il existe alors localement un système de coordonnées (xi, p˜i, ζ
a, ζa) de
T ∗M ×M ΠTCM tel que,
– ω = dp˜i ∧ dxi + ~2iδabdζa ∧ dζb,
– (xi, ζa) est un système de coordonnées de ΠP ,
– P est donnée par (∂pi , ∂ζa).
Remarque 3.3.8. Nous avons vu qu’une N -structure sur (M, g) permet de construire
une polarisation P de M contenant la polarisation verticale de T ∗M . A l’inverse, on peut
2. Rappelons que ∂pi = ∂p˜i , ce sont donc bien des champs en involution pour la forme ω.
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prouver, grâce au Théorème de Serre-Swan, que l’on peut extraire une N -structure sur
(M, g) à partir d’une polarisation de M contenant la polarisation verticale de T ∗M .
Nous cherchons maintenant le sous-espace HP des fonctions polarisées de H, défini en
(3.89), par rapport à la polarisation P précédemment introduite. Cette dernière contenant
la polarisation canonique de T ∗M , les fonctions polarisées sont indépendantes des p, ou p˜,
et s’identifient donc à des fonctions dans L2(ΠTCM × S1), qui sont U(1)-équivariantes et
s’annulent sous l’action des ∂ζa . L’écriture locale de Ψ ∈ HP découle ainsi des expressions
des fonctions polarisés pour T ∗M et ΠTCx M ,
Ψ(x, p, ζ, ζ, θ) = eiθe
1
2
δabζ
aζbψ(x, ζ). (3.91)
En conclusion, l’espace HP est isomorphe en tant qu’espace vectoriel à la sous-algèbre
F ≃ C∞(ΠP ) des fonctions de la supervariété ΠP , ou encore de l’algèbre des sections
Γ(ΛP ∗).
Quantification de M et fibré des spineurs de M
La préquantification de M restreinte à l’espace des fonctions polarisées HP que nous
venons d’obtenir va nous fournir la quantification géométrique de M.
Déterminons l’espace des observables quantifiables. Leur préquantifié doit préserver la
polarisation P. Seules les fonctions de degré au plus 1 en p˜ et ζ peuvent donc être quantifiée
d’après (2.18) et (3.84). Comme la préquantification commute avec la multiplication par x
et ζ, et que Q(ζap˜i) ne préserve pas la polarisation, l’espace des observables quantifiables
est donné par
A = {f(x, p, ζ, ζ) = Aip˜i + Ξaζa +B |A1, . . . , A2n,Ξ1, . . . ,Ξn, B ∈ F}. (3.92)
Nous notons ξ˜i les coordonnées de Darboux impaires deM construites via les coordonnées ζ
et ζ grâce au système (3.77). L’expression de A montre que ces dernières sont quantifiables,
tout comme sur une supervariété à un point, et leur quantifié est le même,
̂˜
ξi = 1√
2
γi,
voir (3.85).
La propriété universelle des algèbres de Clifford permet d’étendre la quantification
géométrique, comme dans la Proposition 3.3.3, aux polynômes de degré 0 en p et arbitraire
en ξ. L’espace total des observables quantifiables est donc S0[ξ]⊕S1, et l’on peut se référer
à (2.36) pour la définition de S1 et S0[ξ] = C∞(ΠTM). Le théorème suivant découle de ce
qui précède.
Théorème 3.3.9. Soit M le supercotangent de (M, g), et P un sous-fibré de TCM défi-
nissant une N -structure sur (M, g), de sorte que M admette une polarisation formée de
la polarisation verticale de T ∗M et de la distribution VΠP . La variété M admet alors un
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fibré spinoriel S donné par
S = ΛP ∗, (3.93)
dont l’espace des sections spinorielles s’identifie à l’espace des fonctions polarisées de M,
noté F = C∞(ΠP ) ≃ Γ(ΛP ∗). La quantification géométrique de M se prolonge alors en
l’application Q : S1 ⊕ S0[ξ]→ End(F), qui s’écrit en coordonnées de Darboux,
P i(x)p˜i + Pj1...jκ(x)ξ˜
j1 . . . ξ˜jκ 7→ P i(x)~
i
∂i +
(
1√
2
)κ
Pj1...jκ(x)γ
j1 . . . γjκ . (3.94)
C’est un morphisme d’algèbres de Lie si on se restreint aux fonctions de degré au plus 2 en
ξ, et un isomorphisme de C∞(M)-module si on se restreint aux fonctions de degrés 0 en p.
Remarque 3.3.10. C’est la structure d’algèbre sur F qui permet de construire le fibré des
spineurs comme un fibré extérieur ou une supervariété et c’est précisément cette structure
qui manque pour le faire dans le cas général. Son existence se traduit par des contraintes
topologiques supplémentaires, qui traduisent le passage d’une structure spinorielle à une
N -structure.
3.3.3 De l’application moment conforme à la dérivée de Lie des spineurs
Nous supposons dans ce paragraphe que M admet une N -structure, et donc un fibré
spinoriel noté S, pour pouvoir appliquer la quantification géométrique. Elle nous permet
de construire la dérivée covariante des spineurs en toute généralité, ainsi que la dérivée de
Lie des spineurs des champs conformes sur une variété M conformément plate. Ces deux
résultats sont des conséquences du théorème précédent.
L’application moment J , pour l’action canonique de Vect(M) sur T ∗M , est donné par
JX = piX
i pour tout X ∈ Vect(M) ; cf Proposition 2.1.7. De plus, la projection en tant
que fibréM→ T ∗M définit un plongement canonique C∞(T ∗M)→ C∞(M). Nous notons
encore J sa composition avec ce plongement.
Corollaire 3.3.11. Soit X un champ de vecteurs de M . La dérivée covariante spinorielle
de X est fournie par la quantification géométrique de son application moment sur T ∗M ,
i.e.
Q(JX) =
~
i
∇X , (3.95)
où JX = piX
i. Elle s’écrit donc explicitement
∇X = Xi∂i + 1
4
Xiωabiγ
bγa (3.96)
Ce corollaire découle directement du théorème précédent, en utilisant le changement de
coordonnées (3.26), donné par p˜i = pi+
~
2iω
a
biξ˜aξ˜
b et qui permet de passer des coordonnées
de Darboux aux coordonnées naturelles.
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Soit (M, g) une variété conformément plate etX un champ de vecteurs Killing-conforme
sur M . La Proposition 3.1.20 assure que l’application moment X 7→ J 0X est un morphisme
d’algèbre de Lie à valeurs dans S1 ⊕ S0[ξ]. Plus précisément J 0X est de degré au plus 2 en
ξ, la quantification géométrique est donc également un morphisme d’algèbres de Lie. La
composition de ces deux morphismes conduit à la dérivée de Lie des spineurs.
Corollaire 3.3.12. Soit (M, g) une variété conformément plate, et J 0 l’application mo-
ment paire de M. Le morphisme d’algèbre de Lie
conf(M, g) → End(F)
X 7→ Q(J 0X),
fournit la dérivée de Lie des spineurs des champs de vecteurs Killing-conformes,
Q(J 0X) =
~
i
LX . (3.97)
Comme J 0X = piXi+κξjξk(∂[kXj]) = p˜iXi+ ~2i ξ˜kξ˜j(∂jXk), son expression en coordonnées
est donc donnée par
LX = X
i∇i + 1
4
∂[jXi]γ
iγj = Xi∂i +
1
8
(∂jX
k)(γkγ
j − γjγk), (3.98)
où ∇i désigne la dérivée covariante spinorielle obtenue en (3.66).
3.4 Les opérateurs différentiels spinoriels et leurs symboles
Nous introduisons désormais l’espace des opérateurs différentiels agissant sur les sec-
tions du fibré spinoriel S de M . On raffine alors l’espace des symboles usuel en un espace
bigradué grâce à l’algèbre de Grassmann, espace des symboles de l’algèbre de Clifford. Ce
nouvel espace des symboles est un sous espace de C∞(M), son introduction remonte au
travail d’E. Getzler [42]. Localement, l’ordre normal permet d’identifier l’espace des opéra-
teurs différentiels spinoriels avec son espace de symboles bigradué. Nous travaillons, en fait,
avec des espaces de densités tensorielles et non de fonctions, ce qui se traduit simplement
par la tensorialisation, avec les espaces Fλ et Fµ définis au paragraphe 2.2.1, des espaces
de départ et arrivée des opérateurs différentiels, ainsi que par la tensorialisation avec Fδ
de l’espace des symboles, où δ = µ− λ est appelé le "shift".
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3.4.1 L’espace des opérateurs différentiels spinoriels Dλ,µ
Commençons par donner la définition générale de l’espace des opérateurs différentiels
entre deux fibrés vectoriels E et F sur une variétéM . Elle repose sur celle de D(M), l’espace
des opérateurs différentiels sur M à valeurs scalaires, donné dans le paragraphe 2.2.1.
Définition 3.4.1. Soit End(E,F ) l’espace des morphismes entre E et F , deux fibrés vec-
toriels au-dessus de M . L’espace des opérateurs différentiels, envoyant les sections de E sur
les sections de F , est la sous-algèbre des morphismes linéaires de sections End(Γ(E),Γ(F )),
caractérisée par D(E,F ) = D(M)⊗ Γ(End(E,F )).
L’algèbre D(E,F ) hérite naturellement de la filtration de D(M) via Dk(E,F ) =
Dk(M)⊗ Γ(End(E,F )). De manière équivalente, c’est la sous algèbre de D(E,F ) annulée
par (adf)k, avec f ∈ C∞(M). Comme tout algèbre filtrée, elle admet une algèbre graduée
associée, appelée espace des symboles. Il est donné par grD(E, f) = S(M)⊗Γ(End(E,F )),
où S(M) est l’espace des symboles de D(M).
Cette définition se particularise au fibré spinoriel S de (M, g). Plus précisément, on
choisit les fibrés Sλ = S⊗ |ΛT ∗
C
M |⊗λ et Sµ = S⊗ |ΛT ∗
C
M |⊗µ, avec λ, µ ∈ C. Leurs espaces
de sections sont notés Fλ = Γ(S)⊗Fλ et Fµ = Γ(S)⊗Fµ, avec Fλ et Fµ les espaces des λ
et µ-densités sur M . Les éléments de Fλ et Fµ sont appelés sections spinorielles de poids λ
et µ. L’espace des opérateurs différentiels entre ces deux fibrés sera noté simplement Dλ,µ
et s’identifie à
D
λ,µ ≃ Dλ,µ ⊗ Γ(Clg(M)). (3.99)
En effet, rappelons queDλ,µ est l’espace des opérateurs différentiels entre λ et µ-densités sur
M , et que par définition End(S) ≃ Clg(M). L’espace Dλ,µ admet ainsi une filtration induite
par celle de Dλ,µ, qui s’écrit explicitement Dλ,µ0 ⊂ Dλ,µ1 ⊂ . . ., où Dλ,µk = Dλ,µk ⊗Γ(Clg(M)).
Ainsi on a Dλ,µ0 = Γ(Clg(M)).
On note Fλc les sections spinorielles de poids λ à support compact. Grâce au produit sca-
laire sur l’espace des spineurs défini dans la Proposition 3.3.5, on peut définir, si λ+ µ = 1,
une forme bilinéaire sur Fλc ⊗ Fµc par
F
λ
c ⊗ Fµc → C∞(M)⊗ C
(φ, ψ) 7→
∫
M
〈
φ¯(x), ψ(x)
〉
x
, (3.100)
où
〈
φ¯(x), ψ(x)
〉
x
est le produit scalaire entre les spineurs φ¯(x) et ψ(x) défini par la Propo-
sition 3.3.5. On intègre donc sur M un élément de F1, i.e. une forme volume, l’intégration
est donc bien définie. Nous pouvons alors donnée la définition de l’adjonction.
Définition 3.4.2. Soit λ + µ = 1. L’adjoint d’un opérateur différentiel A ∈ Dλ,µ est
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l’opérateur différentiel A∗ ∈ Dλ,µ, tel que pour tout φ, ψ ∈ Fλc , on a
(Aφ,ψ) = (φ,Aψ) . (3.101)
D’après la définition du produit scalaire des spineurs, l’adjoint pour les opérateurs
différentiel d’ordre 0 est donnée par la conjugaison complexe composée avec l’antiautomor-
phisme t de l’algèbre de Clifford, définie en (3.57). Ainsi A = Aj1...jκ(x)γ
j1 . . . γjκ ∈ Dλ,µ0
admet pour opérateur adjoint,
A∗ = Aj1...jκ(x)(γ
j1 . . . γjκ)t = (−1)κ(κ−1)2 Aj1...jκ(x)(γj1 . . . γjκ). (3.102)
On en déduit que γi est symétrique, ainsi que Sij = ~
i
γiγj . D’autre part, comme pour
les opérateurs différentiels scalaires, les opérateurs ~
i
∂j et leurs produits sont également
symétriques (i.e. formellement auto-adjoints).
3.4.2 L’espace des symboles Sδ[ξ]
L’espace des symboles de Dλ,µ étant Sδ = S(M)⊗Fδ, celui de l’algèbre filtrée Dλ,µ est
donc l’espace gradué Sδ⊗Γ(Clg(M)). Or, d’après la Proposition 3.2.14, l’algèbre Γ(Clg(M))
est également filtrée et admet pour algèbre graduée associée ΩC(M), l’espace complexifié
des formes différentielles sur M . On utilise l’identification ΩC(M) ≃ C∞(ΠTM) pour écrire
l’espace des symboles total, noté Sδ[ξ], sous la forme
Sδ[ξ] = Sδ ⊗ C∞(ΠTM). (3.103)
Rappelons que, pour un poids δ nul, l’espace Sδ est l’espace des fonctions sur T ∗M po-
lynomiales en les variables fibrées, qui est canoniquement isomorphe, cf (2.35), à l’espace
STM des tenseurs contravariants symétriques sur M . Ainsi, Sδ[ξ] est le sous espace de
C∞(M) ⊗ Fδ, constitué des densités dépendant polynomialement de toutes les variables
fibrées.
Définition 3.4.3. Soit M le supercotangent de M , de coordonnées naturelles (xi, pi, ξi),
les pi et les ξ
i étant les coordonnées fibrées. L’espace des symboles sur M est l’espace des
sections des tenseurs de poids δ, Γ (STM ⊗ ΛT ∗M) ⊗ Fδ. Il s’identifie à Sδ[ξ], le sous-
espace des densités polynomiales en les fibres de C∞(M)⊗Fδ, via
evcan : Γ (STM ⊗ ΛT ∗M)⊗Fδ → Sδ[ξ] (3.104)
P i1...ikj1...jκ(x) dx
j1 ∧ . . . ∧ dxjκ ⊗ ∂i1 ⊙ . . .⊙ ∂ik 7→ P i1...ikj1...jκ(x) ξj1 . . . ξjκ pi1 . . . pik .
La correspondance entre dxi et ξi d’une part, et ∂i et pi d’autre part, est canonique.
En effet, en un point (x, p, ξ) de M, avec p ∈ T ∗xM et ξ ∈ ΠTxM , on a pi = 〈∂i, p〉 et
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ξi =
〈
ξ, dxi
〉
. La bigraduation de l’algèbre tensorielle STM ⊗ΛT ∗M se transporte ainsi à
Sδ[ξ] et correspond aux degrés en les variables fibrées pi et ξi. Le sous-espace des symboles
de degré k en les variables p et κ en les variables ξ sera noté Sδk,κ[ξ] ; d’où, pour une variété
M de dimension n,
Sδ[ξ] =
∞⊕
k=0
n⊕
κ=0
Sδk,κ[ξ]. (3.105)
Nous notons par Sδk [ξ] =
⊕n
κ=0 Sδk,κ[ξ] l’espace des symboles homogènes de degré k en
les pi, Sδ≤k[ξ] =
⊕k
i=0 Sδi [ξ] l’espace des symboles de degré inférieur ou égal à k, et par
S∗,κ[ξ] =
⊕∞
k=0 Sk,κ[ξ] l’espace des symboles de degré κ en les ξi.
Comme M est également muni d’une 1-forme paire α et d’une 1-forme impaire β˜, on
peut construire un autre isomorphisme entre espace tensoriel et espace des symboles. Plus
précisément, on introduit l’espace des sections de tenseurs
T δ =
n⊕
κ=0
Γ (STM ⊗ ΛκT ∗M)⊗Fδ− κn . (3.106)
Via l’isomorphisme donné par (3.104), il s’identifie à
T δ ≃
n⊕
κ=0
Sδ−
κ
n∗,κ [ξ], (3.107)
On peut alors définir l’isomorphisme linéaire suivant, qui dépend de la métrique g,
evg : T δ → Sδ[ξ] (3.108)
P i1...ikj1...jκ(x) dx
j1 ∧ . . . ∧ dxjκ ⊗ ∂i1 ⊙ . . .⊙ ∂ik 7→ P i1...ikj1...jκ(x) ξ˜j1 . . . ξ˜jκ p˜i1 . . . p˜ik ,
où les densités tensorielles sont identifiées à des fonctions via la forme volume locale volx =
dx1 ∧ . . . ∧ dxn, associée au système de coordonnées. Rappelons que p˜i et ξ˜i sont les
moments pairs et impairs des translations, ils sont explicités en (3.46). Ainsi p˜i correspond
canoniquement à ∂i via sa définition 〈∂i, α〉 = p˜i fournie dans la Proposition 3.1.20, et ξ˜i
correspond canoniquement à dxi par multiplication de ξi avec la densité |volg| 1n définie par
la métrique g, ce qui est exprimé par la formule = ξi|volg| 1n = ξ˜i|volx| 1n .
L’espace T est également bigradué, et sa bigraduation se transporte alors à l’espace des
symboles Sδ[ξ] ; elle correspond aux degrés en p˜ et ξ˜. S’il n’y a pas de confusion possible
nous noterons encore Sδk,κ[ξ] l’espace des symboles de degrés k en p˜ et κ en ξ˜.
D’après (3.46), les deux bigraduations ainsi construites sur Sδ[ξ] définissent la même
filtration paire, i.e. associée au degré en p et p˜ respectivement. Le symbole principal associé
à la filtration paire, qui est le terme de plus haut degré en p ou p˜, est donc identique pour les
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deux bigraduations. De plus, les espaces de symboles, de degré nul en p et p˜ respectivement,
coïncident, ainsi que leur graduation impaire.
3.4.3 L’ordre normal
Le Théorème 3.3.9 montre que la quantification géométrique définit un plongement de
Sδ1 ⊕ Sδ0 [ξ] dans Dλ,µ1 . Or, les variables p˜j ont pour quantifiés les opérateurs différentiels
~
i
∂j , qui commutent. On peut donc prolonger localement cet isomorphisme par propriété
universelle de l’algèbre symétrique, pour obtenir l’ordre normal. Celui-ci peut s’écrire en
fait localement sur toute variété. Pour un ouvert U de M , on note Sδ(U)[ξ] et Dλ,µ(U) les
espaces des opérateurs différentiels spinoriels et de leurs symboles restreints à U .
Définition 3.4.4. Soit (M, g) une variété spinorielle et (xi) un système de coordonnées
sur un ouvert U ; soit (xi, p˜i, ξ˜
i) le système de coordonnées de Darboux associé sur M,
définies par (3.26). L’ordre normal s’écrit alors
NU : Sδ(U)[ξ] → Dλ,µ(U) (3.109)
P i1...ikj1...jκ(x) ξ˜
j1 . . . ξ˜jκ p˜i1 . . . p˜ik 7→ P i1...ikj1...jκ(x)
γj1√
2
. . .
γjκ√
2
~
i
∂i1 . . .
~
i
∂ik .
Remarquons que NU (pi) = ~i∇i. L’ordre normal dépend du système de coordonnées
choisi sur l’ouvert U , sauf sur Sδ1 ⊕ Sδ0 [ξ].
Pour que l’ordre normal vérifie N (P¯ ) = N (P )∗, pour l’adjonction donnée par la Défi-
nition 3.4.2, il suffit de poser
P i1...ikj1...jκ(x) ξ˜
j1 . . . ξ˜jκ p˜i1 . . . p˜ik = P
i1...ik
j1...jκ
(x) ξ˜jκ . . . ξ˜j1 p˜i1 . . . p˜ik . (3.110)
Ainsi les composantes du spin Sij = ~
i
ξiξj sont réelles.
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Chapitre 4
La quantification conformément
équivariante des supercotangents
Dans ce chapitre nous donnons les résultats principaux sur la quantification conformé-
ment équivariante des supercotangents de variétés conformément plates (M, g) admettant
une structure spinorielle. Les stratégies de preuve sont les mêmes que celles exposées dans
la section 2.3, pour la quantification du fibré cotangent d’une variété conformément plate.
Leur adaptation au cas des supercotangents est, cependant, de difficulté très variable.
Partant d’une variété spinorielle et conformément plate (M, g), de signature (p, q), on
peut construire une structure de o(p+1, q+1)-module sur l’espace C∞(M) des fonctions du
supercotangent via l’action hamiltonienne des champs de vecteurs Killing-conformes, défini
par le relevé hamiltonien X 7→ X˜ du Théorème 3.1.19. D’autre part, l’espace des sections F
du fibré spinoriel S au-dessus deM admet également une structure de o(p+1, q+1)-module
gouvernée par la dérivée de Lie des spineurs (3.98), définie pour les champs de vecteurs
Killing-conformes.
Nous allons en déduire une structure de o(p+1, q+1)-module sur l’espace des symboles
Sδ[ξ] et sur l’espace des opérateurs différentiels spinoriels Dλ,µ, donnée respectivement par
la dérivée de Lie LδX , cf (4.2), et par la dérivée de Lie Lλ,µX , cf (4.7), pour X ∈ conf(M, g).
Une quantification conformément équivariante est un isomorphisme de o(p+ 1, q + 1)-
modules, qui préserve le symbole principal. Nous construisons un tel isomorphisme sur les
symboles de degré 0 et 1 et prouvons l’existence et l’unicité de cet isomorphisme en toute
généralité pour des valeurs génériques de δ.
Plus précisément, nous nous plaçons dans une carte d’un atlas conforme de M , pour
travailler en coordonnées de Darboux conformes sur le supercotangent, définies en (3.46).
Cela permet d’utiliser l’identification entre symboles et opérateurs donnée par l’ordre nor-
mal (3.109), et ainsi de transporter l’action quantique Lλ,µX sur l’espace des symboles. Nous
donnons alors les expressions en ces coordonnées des actions classiques LδX et quantiques
Lλ,µX des champs de vecteurs conformes de M sur les symboles. Elles ne dépendent pas ex-
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plicitement de la métrique 1 ; ainsi il est équivalent de travailler localement en coordonnées
de Darboux conformes ou sur le supercotangent de Rn. Comme les deux actions coïn-
cident pour les similitudes, bien définies sur Rn, nous cherchons donc le commutant aux
similitudes dans End(Sδ(Rn)[ξ]).
Pour en déduire la quantification conformément équivariante des symboles de degré 0
il suffit que le symbole principal pour la filtration impaire soit préserver. Dans toute la
suite nous imposons par contre la préservation du symbole principal pour la seule filtra-
tion paire. Cela nous permet d’obtenir la forme des quantifications équivariantes sous les
similitudes des symboles Sδ1 [ξ], de degré 1 en les impulsions. Il reste alors à exprimer les
conditions d’équivariance sous les inversions infinitésimales pour fixer les coefficients res-
tants et obtenir l’unique quantification conformément équivariante des symboles de degré
1, pour δ 6= 1n , . . . , n+1n . Les autres cas sont dits résonants et conduisent, pour δ = 1n , n+1n ,
à une famille de quantifications conformément équivariantes, et pour δ = 2n , . . . , 1 à la non
existence d’une quantification conformément équivariante de Sδ[ξ]. Enfin, la quantification
conformément équivariante vérifie dans le cas générique l’axiome de réalité Q(f¯) = Q(f)∗,
correspondant à la condition de Dirac (2.10) pour une quantification, et pour les deux
résonances δ = 1n ,
n+1
n il existe une unique quantification conformément équivariante qui
satisfasse cet axiome.
Nous avons ainsi une expression explicite de la quantification conformément équiva-
riante Qλ,µ : (Sδ1 [ξ], Lδ)→ (Dλ,µ,Lλ,µ) en coordonnées de Darboux conformes de M. Nous
aimerions en avoir une formulation covariante en termes des dérivées covariantes des spi-
neurs et des symboles, déduites de la connexion de Levi-Civita. Pour cela nous introduisons
une quantification conformément équivariante auxiliaire Qλ,µT : (T δ1 ,LδX) → (Dλ,µ,Lλ,µ),
l’espace T δ étant défini en (3.106) et l’action étant induite par l’action naturelle de Vect(M)
sur les tenseurs sur M . Le lien entre ces deux quantifications est donnée par la superisation
conformément équivariante ST : (T δ,LδX) → (Sδ[ξ], Lδ), qui doit son nom à l’inclusion de
o(p+ 1, q + 1)-modules Sδ ⊂ T δ. Nous obtenons alors une formulation covariante de Qλ,µT
grâce à son invariance conforme, et la formulation covariante de Qλ,µ en découle.
Nous montrons ensuite, pour un "shift" δ générique, que les opérateurs de Casimirs
classiques et quantique peuvent être diagonalisés et leurs vecteurs propres ont mêmes sym-
boles principaux. Ceci nous permet de déduire existence et unicité, pour tout degré, de la
quantification et de la superisation conformément équivariantes du supercotangent de M .
Enfin, des exemples et applications illustrent les résultats précédents. Notamment,
l’écriture explicite de l’action de o(p + 1, q + 1) sur Dλ,µ nous permet de classifier les
symboles des opérateurs différentiels spinoriels qui sont conformément invariants. Cette
classification est nouvelle à notre connaissance. De plus, la quantification de l’un deux
mène à l’opérateur de Dirac dans le cas résonant δ = 1n . Mentionnons également que la su-
1. les coordonnées de Darboux conformes, elles, en dépendent.
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perisation et la quantification conformément équivariantes établissent une correspondance
effective entre tenseurs de Killing-Yano (conforme) et les supercharges classiques et quan-
tiques associées, qui par définition commutent à l’opérateur de Dirac (quantique), ou à son
symbole (classique).
4.1 Actions conformes et invariants euclidiens
Nous écrivons ici les actions explicites de conf(M, g) ≃ o(p+1, q+1) sur les symboles et
opérateurs différentiels spinoriels, puis étudions les opérateurs sur l’espace des symboles qui
sont invariants sous les similitudes. Cela permet de se restreindre à un espace de dimension
fini pour chercher les quantifications conformément équivariantes.
Après avoir rappelé la forme des champs de vecteurs Killing-conformes X en coor-
données conformes, nous donnons l’écriture explicite de leur action LδX sur l’espace des
symboles, qui découle de leur action hamiltonienne sur M donnée par leur relevé X˜, cf
(3.48). Utilisant la dérivée de Lie des spineurs, définie par (3.98) pour un champ de vec-
teurs X Killing-conforme, on obtient une formule générale pour la dérivée de Lie Lλ,µX des
opérateurs différentiels, qui est exprimée sur l’espace des symboles grâce à l’ordre normal.
Les deux dérivées de Lie, LδX et Lλ,µX , coïncident si X est une similitude infinitésimale. La
quantification conformément équivariante Qλ,µ est donc, localement, donnée par la com-
position de l’ordre normal avec un endomorphisme de Sδ≤1[ξ] invariant sous l’action des
similitudes.
D’autre part, l’adaptation évidente d’un résultat de [67], montre que les endomor-
phismes de Sδ(Rn)[ξ], équivariants sous les translations et dilatations, sont des opéra-
teurs différentiels à coefficients polynomiaux, i.e. dans End(C[x, p˜, ξ˜]n), où par définition
C[x, p˜, ξ˜]n = C[x1, . . . , xn, p˜1, . . . , p˜n, ξ˜1, . . . , ξ˜n]. Notre but est alors d’obtenir la forme
des endomorphismes de Sδ(Rn)[ξ] équivariant sous les similitudes, qui constituent donc le
commutant aux similitudes dans End(C[x, p˜, ξ˜]n). Nous nous restreignons en fait dans le
corps du texte au commutant dans End+(C[x, p˜, ξ˜]n), l’espace des endomorphismes inva-
riant par changement d’orientation de Rn. On peut se reporter à l’Annexe B pour l’étude
du commutant dans End(C[x, p˜, ξ˜]n). Nous introduisons les superalgèbres de Lie ortho-
symplectique et de Heisenberg, l’algèbre enveloppante de leur produit donnant la structure
du commutant des isométries dans End+(C[x, p˜, ξ˜]n). Nous exprimons ensuite la contrainte
donnée par la commutation à la dilatation, ce qui nous donne la forme d’une quantification
équivariante sous les similitudes et invariante par changement d’orientation, la contrainte
de préservation du symbole principale n’étant pas encore imposée. On peut se reporter à
l’Annexe B pour la forme d’une quantification équivariante sous les similitudes, sans la
contrainte d’invariance par changement d’orientation.
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4.1.1 Actions classiques et quantiques de conf(M, g) ≃ o(p + 1, q + 1)
L’algèbre de Lie o(p+ 1, q + 1) des champs de vecteurs Killing-conformes
Un système de coordonnées conformes (xi) d’une variété conformément plate (M, g), de
signature (p, q), est caractérisé par le fait que la métrique s’y écrit sous la forme suivante,
gij = Fηij , avec F une fonction lisse et strictement positive et η une métrique plate de
signature (p, q). L’écriture des générateurs de conf(M, g) ≃ o(p + 1, q + 1) dans un tel
système de coordonnées a déjà été donné au paragraphe 2.3.1. Nous les redonnons ici pour
mémoire,
Xi = ∂i, (4.1)
Xij = xi∂j − xj∂i,
X0 = x
i∂i,
X¯i = xjx
j∂i − 2xixj∂j ,
pour i, j = 1, . . . , n = p+ q, les indices étant descendus au moyen de la métrique plate η.
Les champs Xij engendrent l’algèbre de Lie o(p, q) des rotations, l’ajout des translations
infinitésimales Xi permet d’obtenir toutes les isométries infinitésimales e(p, q). L’algèbre
de Lie des similitudes ce(p, q) contient en plus la dilatation X0.
Le o(p+ 1, q + 1)-module Sδ[ξ]
L’espace des symboles Sδ[ξ] est un sous espace de C∞(M)⊗Fδ. Nous avons construit,
au Théorème 3.1.19, un relevé hamiltonien X 7→ X˜ ∈ Vect(M), des champs de vecteurs
conformes de M . Comme il préserve l’espace des symboles, ce relevé permet de définir
une dérivée de Lie des symboles de poids nul. Pour X ∈ conf(M, g), la dérivée de Lie des
symboles de poids δ est ainsi donnée par LδX = X˜ + δDiv(X), avec Div(X) = ∂iX
i, et
d’après 3.48, on a donc
LδX = X
i∂˜i +
1
2
(
(∂jX
i)ξ˜j∂ξ˜i − (∂iXj)ξ˜j∂ξ˜i
)
− p˜j(∂iXj)∂p˜i −
~
2i
ξ˜kξ˜
j(∂i∂jX
k)∂p˜i + δ∂iX
i.
(4.2)
Il en découle l’action classique des générateurs des similitudes, qui, pour i, j = 1, . . . , n,
est donnée par
LδXi = ∂˜i,
LδXij = xi∂˜j − xj ∂˜i + p˜i∂p˜j − p˜j∂p˜i + ξ˜i∂ξ˜j − ξ˜j∂ξ˜i , (4.3)
LδX0 = x
i∂˜i − p˜i∂p˜i + δn.
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Pour évaluer Lδ
X¯i
, il nous faut commencer par le calcul de ∂j(X¯i)
k. Nous obtenons :
∂j(X¯i)
k = 2(δki xj − δkj xi − ηijxk), et donc ∂l∂j(X¯i)k = 2(δki ηjl − δkj ηil − ηijδkl ). On trouve
alors, pour tout i = 1, . . . , n,
Lδ
X¯i
= (xjx
j ∂˜i − 2xixj ∂˜j) + (−2p˜ixj∂p˜j + 2xip˜j∂p˜j + 2p˜kxk∂p˜i)
−2~
i
ξ˜iξ˜j∂p˜j + 2xj ξ˜
j∂ξ˜i − 2ξ˜ixk∂ξ˜k − 2nδxi.
(4.4)
Le o(p+ 1, q + 1)-module Dλ,µ
On a obtenu au Corollaire 3.3.12 la dérivée de Lie des spineurs LX , qui agit sur l’espace
des sections spinorielles F, pour X un champ conforme. Elle induit donc naturellement
la dérivée de Lie des spineurs de poids λ, à savoir LλX = LX + λDiv(X), munissant ainsi
Fλ = F ⊗ Fλ d’une structure de o(p + 1, q + 1)-module. Comme l’espace des opérateurs
différentiels spinoriels Dλ,µ est un sous-espace de End(Fλ,Fµ), sa structure de o(p+1, q+1)-
module se déduit de celle de Fλ et Fµ. Elle est donnée par la dérivée de Lie Lλ,µX , qui,
appliquée à un opérateur A, vérifie,
Lλ,µX A = LµXA−ALλX . (4.5)
L’ordre normal permet alors d’identifier localement, au-dessus d’un ouvert U ⊂M , les
deux espaces vectoriels Sδ[ξ] et Dλ,µ et donc de comparer leur structure de o(p+1, q+1)-
modules, i.e. de comparer Lλ,µX et LδX , ce qui peut se représenter par le diagramme suivant
Dλ,µ(U)
Lλ,µX // Dλ,µ(U)
Sδ(U)[ξ] L
δ
X+?//
NU
OO
Sδ(U)[ξ],
NU
OO
(4.6)
à compléter afin de le rendre commutatif. Nous notons encore Lλ,µX l’action de X sur Dλ,µ
transportée par l’ordre normal sur Sδ(U)[ξ].
Proposition 4.1.1. Soit X ∈ conf(M, g) et U un ouvert d’une carte de l’atlas conforme
de M . On a alors, en coordonnées de Darboux conformes au-dessus de U ,
Lλ,µX = LδX +
~
2i
(∂j∂kX
i)
(
−p˜i∂p˜j +
1
2
χji
)
∂p˜k −
~
i
λ∂j(∂iX
i)∂p˜j (4.7)
où χji = ξ˜
j∂ξ˜i − ξ˜i∂ξ˜j + 12∂ξ˜j∂ξ˜i.
Démonstration. Soit P = P j1···jki1···iκ (x)
γi1√
2
· · · γiκ√
2
~
i
∂j1 · · · ~i ∂jk ∈ Dλ,µ(U). Par définition de la
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dérivée des opérateurs différentiels spinoriels (4.5) et de celle des sections spinorielles de
poids donné, on obtient
Lλ,µX P = [LX , P ] + δDiv(X)P − λP (Div(X)).
Le premier terme peut être décomposé grâce à la règle de Leibniz, en voyant P comme le
produit de deux termes,
[LX , P ] =
[
LX , P
j1···jk
i1···iκ (x)
γi1√
2
· · · γ
iκ
√
2
]
~
i
∂j1 · · ·
~
i
∂jk
+P j1···jki1···iκ (x)
γi1√
2
· · · γ
iκ
√
2
[
LX ,
~
i
L∂j1
· · · ~
i
L∂jk
]
,
où l’on a utilisé L∂i = ∂i. L’ordre normal NU coïncide avec la quantification géométrique
Q sur les symboles de degré nul en p, et d’après le Théorème 3.3.9, c’est un morphisme
d’algèbre de Lie. De plus, le Corollaire 3.3.12 montre que LX =
i
~
Q(J 0X), donc pour un
opérateur différentiel d’ordre 0 et de symbole P0, on a [LX , Q(P0)] = Q({J 0X , P0}) =
Q(X˜P0). On pose P
j1...jk
0 = P
j1...jk
i1...iκ
ξ˜i1 . . . ξ˜iκ , et on obtient
N−1U ([LX , P ] + δDiv(X)P ) = LδX(P j1...jk0 )p˜j1 . . . p˜jk
+N−1U
(
Q(P j1...jk0 )
[
LX ,
~
i
L∂j1
· · · ~
i
L∂jk
])
.
Le champ de vecteurs X étant conforme il est de degré au plus 2, d’où l’égalité
N−1U
(
Q(P j1...jk0 )[LX ,
~
i
L∂j1
· · · ~
i
L∂jk
]
)
= N−1U
(
Q(P j1...jk0 )
~
i
L[X,∂i]
)
∂p˜i(p˜j1 . . . p˜jk)
−~
i
N−1U
(
Q(P j1...jk0 )
~
i
L[[X,∂i],∂j ]
)
∂p˜i∂p˜j (p˜j1 . . . p˜jk).
Commençons par évaluer le premier terme ci-dessus. D’après la formule (3.98), on a
L[X,∂i] = −(∂iXj)L∂j +
1
8
∂i
[
∂k(X
j)γkγj − ∂k(Xj)γjγk
]
. (4.8)
Il nous reste alors à ordonner les matrices γ, i.e. les faire traverser Q(P j1...jk0 ). On utilise
l’identité γi1 · · · γiκ(γkγj) = (γkγj)γi1 · · · γiκ − [γkγl, γi1 · · · γiκ] , ainsi que la Proposition
3.2.5, pour obtenir
N−1U
(
Q(P j1...jk0 )[γ
k, γj ]
)
= 2(2ξ˜kξ˜j + χ
k
j )P
j1...jk
0 , (4.9)
avec χkj = ξ˜
k∂ξ˜j − ξ˜j∂ξ˜k + 12∂ξ˜k∂ξ˜j . Grâce à l’égalité (4.8) et à l’expression de LδX , on
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parvient à(
LδX(P
j1...jk
0 ) +N−1U
(
Q(P j1...jk0 )
~
i
L[X,∂i]
)
∂p˜i
)
p˜j1 . . . p˜jk = L
δ
X
(N−1U (P ))
+14 ∂i(∂kX
j)χkj∂p˜i
(N−1U (P )) .
De plus, on a L[[X,∂i]∂j ] = ∂j(∂iX
k)L∂k , car X est de degré au plus 2, et la dérivation
de Lie est linéaire. On peut alors regrouper tous les termes pour obtenir Lλ,µX ,
Lλ,µX = LδX +
~
2i
(∂j∂kX
i)(−p˜i∂p˜j +
1
2
χji )∂p˜k −
~
i
λ∂k (Div(X)) ∂p˜k ,
ce qui achève la démonstration.
La Proposition 4.1.1 montre que LδX = Lλ,µX pour X ∈ ce(p, q). Par contre, pour les
inversions infinitésimales X¯i, avec i = 1, . . . , n, la formule (4.7) donnant Lλ,µX dans le cas
général se réduit, grâce à ce qui précède, à
Lλ,µ
X¯i
= LδX¯i +
~
i
(−p˜i∂p˜j∂p˜j + 2p˜j∂p˜j∂p˜i) +
~
i
χji∂p˜j + 2
~
i
nλ∂p˜i . (4.10)
Remarque 4.1.2. On constate alors que les dérivées de Lie LδX et Lλ,µX coïncident sur les
symboles de degré 0 en p. Ainsi, l’ordre normal restreint à S0(U)[ξ], et donné alors par la
quantification géométrique, est conformément équivariant.
4.1.2 Les superalgèbres de Lie orthosymplectique et de Heisenberg
L’algèbre de Lie orthosymplectique est l’algèbre de Lie des endomorphismes préservant
la structure symplectique d’un superespace vectoriel. C’est l’extension supersymétrique de
l’algèbre de Lie symplectique.
Définition 4.1.3. Soit C2n|m muni de son système de coordonnées canonique
(xa)a=1,...,2n+m et de son crochet de Poisson canonique, donné par le bivecteur
Π =
∑n
a=1 ∂a ∧ ∂a+n +
∑2n+m
a=2n+1 ∂a ∧ ∂a.
L’espace des polynômes homogènes de degré deux en les coordonnées cartésiennes de
C2n|m forme, via l’action par le crochet de Poisson canonique de C2n|m, l’algèbre de Lie
des transformations linéaires symplectiques de C2n|m, notée spo(2n|m).
Dans les deux cas extrêmes, m = 0 et n = 0, on retrouve respectivement l’algèbre de
Lie symplectique sp(2n,C) et l’algèbre de Lie orthogonale o(m,C). Si on se place sur le
corps des réels, la signature de la métrique sur la partie impaire intervient naturellement.
Par symétrie de xaxb si |xa||xb| = 0, et antisymétrie sinon, on déduit la dimension de
spo(2n|m) donnée par dim (spo(2n|m)) = (2n+m)(2n+m−1)2 + 2n.
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La superalgèbre de Lie de Heisenberg est l’extension supersymétrique naturelle de l’al-
gèbre de Lie de Heisenberg, définie comme l’espace des polynômes de degrés 0 et 1 sur C2n,
muni du crochet de Poisson canonique.
Définition 4.1.4. Soit C2n|m muni de son système de coordonnées canonique
(xa)a=1,...,2n+m. L’espace des polynômes de degrés 0 et 1 en les coordonnées, muni du
crochet de Poisson canonique de C2n|m, est la superalgèbre de Lie de Heisenberg, notée
h(2n|m).
De sa définition on déduit immédiatement la dimension de la superalgèbre de Lie de
Heisenberg, donnée par dim (h(2n|m)) = 2n+m+ 1.
4.1.3 Commutant à l’action des similitudes dans End(Sδ(Rn)[ξ])
Le but de ce paragraphe est d’obtenir la forme des endomorphismes de Sδ(Rn)[ξ] com-
mutant à l’action des similitudes donnée en (4.3). Ils constituent une algèbre notée ce(p, q)!.
Désignons encore avec des tildes les coordonnées de Darboux conformes du supercotangent
de Rn, qui est le produit direct T ∗Rn×ΠRn, même si elles coïncident avec les coordonnées
naturelles. Ainsi tout ce qui suit sera valable aussi bien sur le supercotangent de Rn que,
localement, sur celui d’une variété conformément plate (M, g).
Tout d’abord, les endomorphismes de Sδ(Rn)[ξ] commutant aux translations et di-
latations sont des opérateurs différentiels sur Sδ(Rn)[ξ]. Ce résultat est démontré dans
[67] pour l’espace des symboles Sδ(Rn), sa généralisation au super-symboles Sδ(Rn)[ξ]
est immédiate. La commutation avec les translations assure, de plus, que les coefficients
sont indépendants de x. On en déduit que le commutant à l’action des similitudes dans
End(Sδ(Rn)[ξ]) est inclus dans l’algèbre
C[∂˜1, . . . , ∂˜n, p˜1, . . . , p˜n, ∂p˜1 , . . . , ∂p˜n , ξ˜
1, . . . , ξ˜n, ∂ξ˜1 , . . . , ∂ξ˜n ], (4.11)
que nous notons de manière plus compacte C[∂˜x, p˜, ∂p˜, ξ˜, ∂ξ˜]n. Cette dernière algèbre est na-
turellement incluse dans End(C[x, p˜, ξ˜]n). Or le commutant de e(p, q) dans End(C[x, p˜, ξ˜]n),
pour l’action LδX définie en (4.3), correspond précisément à l’algèbre des invariants sous
o(p, q) de Cn en les cinq arguments ∂˜x, p˜, ∂p˜, ξ˜, ∂ξ˜, au sens de H. Weyl [104]. Nous allons uti-
lisé la distinction entre invariants pairs et impairs introduites par H. Weyl, et dénommé par
commutant pair de e(p, q) le sous-ensemble e(p, q)!+ des invariants pairs. C’est le commutant
de e(p, q) dans End+(C[x, p˜, ξ˜]n), l’espace des endomorphismes invariants par changements
d’orientation de Rn, i.e. invariants par l’application identique sur les coordonnées à l’ex-
ception de, par exemple, x1 7→ −x1, p1 7→ −p1 et ξ1 7→ −ξ1. Le commutant complet de
e(p, q) est donné dans l’annexe B.
Proposition 4.1.5. L’algèbre de Lie euclidienne e(p, q) se plonge dans l’espace des en-
domorphismes des polynômes C[x, p˜, ξ˜]n via la dérivée de Lie des symboles LδX . On note
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e(p, q)!+ le commutant de l’image de e(p, q) dans End+(C[x, p˜, ξ˜]n) ; il est engendré, comme
algèbre, par les opérateurs
R = p˜ip˜i, E = p˜i∂p˜i +
n
2 , T = ∂p˜i∂p˜i , Σ = ξ˜
i∂ξ˜i − n2 ,
∆ = ξ˜ip˜i, Φ = p˜
i∂ξ˜i , Ψ = ξ˜
i∂p˜i , Ω = ∂ξ˜i∂p˜i ,
(4.12)
engendrant l’algèbre de Lie spo(2|2), et par les opérateurs
G = p˜i∂˜i, D = ∂p˜i ∂˜i, L = ∂˜xi ∂˜xi ,
Γ = ξ˜i∂˜i, Λ = ∂ξ˜i ∂˜i,
(4.13)
engendrant l’algèbre de Lie h(2|2).
Le commutant e(p, q)!+ est isomorphe à U(spo(2|2)⋉ h(2|2)), pour n ≥ 3.
Précisons que les indices des différentes variables sont montés ou descendus à l’aide de
la métrique plate η. Nous travaillerons par la suite plutôt avec les opérateurs E = p˜i∂p˜i et
Σ = ξ˜i∂ξ˜i que E et Σ.
Démonstration. Remarquons que le commutant e(p, q)!+ de e(p, q) dans l’algèbre
des endomorphismes End+(C[x, p˜, ξ˜]n), est égal au commutant pair de o(p, q) dans
C[∂˜x, p˜, ∂p˜, ξ˜, ∂ξ˜]n. Maintenant, l’action de o(p, q) donnée par (4.3) coïncide avec l’action
canonique de o(p, q) sur Cn, ou son dual, pour chaque type de variables ∂x, p˜, ∂p˜, ξ˜, ∂ξ˜.
D’après [104], l’algèbre des invariants est donc engendrée par les 15 produits scalaires
entre ces 5 types de variables, dont les deux carrés de variables impaires qui sont nuls.
Les 8 produits scalaires qui n’impliquent pas ∂x s’identifient aux polynômes homogènes
de degré 2 sur le superespace vectoriel symplectique T ∗C1|1, et forment donc l’algèbre de
Lie spo(2|2). Les cinq autres s’identifient aux polynômes homogènes de degrés 0 et 1 de
T ∗C1|1, et forment ainsi la superalgèbre de Lie de Heisenberg h(2|2).
Pour montrer que e(p, q)!+ est isomorphe à U(spo(2|2)⋉ h(2|2)), pour n ≥ 3, il suffit de
montrer que les 13 opérateurs exhibés sont indépendants. dans C[x, ∂˜x, p˜, ∂p˜, ξ˜, ∂ξ˜]n. L’ar-
gument est donné dans [37] pour les 6 opérateurs engendrant e(p, q)!+ dans C[x, ∂˜x, p˜, ∂p˜]n.
A savoir, ils sont indépendants fonctionnellement comme le montre d(p˜ip˜i)∧d(p˜iξ˜i)∧ . . .∧
d(∂p˜i∂p˜i) 6= 0.
Remarque 4.1.6. Deux éléments sont trivialement dans le centre de e(p, q)!+, à savoir E et
Σ, dont les espaces propres définissent la bigraduation de l’espace des symboles. L’opérateur
E est l’opérateur d’Euler, et nous baptiserons logiquement Σ opérateur d’Euler grassman-
nien.
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Ainsi un endomorphisme Q de Sδ[ξ], commutant à l’action des similitudes donnée par
(4.3), est dans l’algèbre enveloppante engendrée par ces 13 générateurs, i.e.,
Q = Cr,δ,g,γ,σ,φ,λ,l,e,ψ,ω,d,tR
r∆δGgΓγΣσΦφΛλLlEeΨψΩωDdT t. (4.14)
Tous les exposants des opérateurs impairs sont nécessairement égaux à 0 ou 1. On veut
de plus que Q commute aux dilatations. Il nous faut donc calculer les commutateurs entre
LδX0 et les 13 générateurs de e(p, q)
!
+. On retrouve les résultats connus [37] pour les six
générateurs qui sont dans C[∂x, p˜, ∂p˜]n,
[R,LδX0 ] = 2R, [E , LδX0 ] = 0, [T, LδX0 ] = −2T,
[G,LδX0 ] = 2G, [D,L
δ
X0
] = 0, [L,LδX0 ] = 2L.
Le calcul des 7 autres commutateurs donne
[Σ, LδX0 ] = 0, [∆, L
δ
X0
] = ∆, [Φ, LδX0 ] = Φ,
[Ψ, LδX0 ] = −Ψ, [Ω, LδX0 ] = −Ω, [Γ, LδX0 ] = Γ, [Λ, LδX0 ] = Λ.
On en déduit immédiatement la proposition suivante.
Proposition 4.1.7. Le commutant pair de l’algèbre de Lie ce(p, q) des similitudes, dans
End+(C[x, p˜, ξ˜])n, est la sous-algèbre de U(spo(2|2)⋉ h(2|2)), engendrée par les monômes
(4.14) vérifiant la condition suivante sur les exposants :
2r + 2g + 2l + δ + φ+ γ + λ− ψ − ω − 2t = 0. (4.15)
Remarque 4.1.8. Au lieu de la métrique plate ηij et des fonctions coordonnées ξ˜
i (= F
1
2 ξi
sur U), on peut utiliser ηij |vol|− 2n et ξ˜i|vol| 1n pour définir les générateurs de e(p, q)! (i.e.
gij |volg|− 2n et ξ˜i = ξi|volg| 1n sur U). Leurs lois de transformations sont les mêmes par
isométries, par contre les opérateurs ainsi obtenus sont tous invariants sous dilatations et
globalement définis sur une variété conformément plate (M, g). L’équation (4.15) traduit
alors que chaque monômes de Q doit être de poids total nul.
4.2 La quantification conformément équivariante des sym-
boles de degrés 0 et 1 en coordonnées de Darboux
conformes
Nous déterminons ici la quantification Qλ,µ : Sδ≤k[ξ] → Dλ,µk , pour k = 0, 1, comme
isomorphisme linéaire o(p + 1, q + 1)-équivariant qui préserve le symbole principal. Le
Lemme 4.2.1 d’une part et l’ordre normal d’autre part, permettent de se ramener à l’étude
4.2. La quantification conformément équivariante des symboles de degrés 0 et 1 en
coordonnées de Darboux conformes 117
de Qλ,µ : Sδ≤k(Rn)[ξ]→ Sδ≤k(Rn)[ξ]. La situation sur Rn est figurée par le diagramme com-
mutatif suivant
D
λ,µ
k
Sδ≤k[ξ]
Qλ,µ
;;vvvvvvvvv
Qλ,µ // Sδ≤k[ξ].
N
OO
(4.16)
La Proposition 4.1.7 nous fournit la forme des endomorphismes de Sδ(Rn)[ξ] équiva-
riants sous l’action des similitudes et invariants sous changements d’orientation. La condi-
tion additionnelle de préservation du symbole principal pour la graduation en ξ˜ et le Lemme
4.2.1 permettent alors d’obtenir sans difficulté la quantification conformément équivariante
des symboles de degré 0 en les impulsions sur M . Elle coïncide avec l’ordre normal obtenu
dans le Théorème 3.3.9. Nous recherchons ensuite toutes les quantifications équivariantes
sous les similitudes des symboles de degré 1 en les impulsions, en imposant la préservation
du symbole principal pour la graduation en p˜ seulement. Elles sont, comme nous le verrons
en (4.18), données par la combinaison linéaire de cinq opérateurs différentiels sur Sδ[ξ].
L’équivariance sous les inversions conformes se traduit par un système linéaire en leurs
cinq coefficients. Sa résolution mène à une unique solution, que nous explicitons, sauf pour
δ = 1n , . . . ,
n+1
n qui constituent les cas dits résonants. Pour δ =
1
n ,
n+1
n le système admet des
solutions si et seulement si λ = n−12n , respectivement λ = − 12n , il est possible de préserver
l’unicité de la quantification en lui imposant la condition de Dirac Qλ,µ(P¯ ) = Qλ,µ(P )∗.
Pour δ = 2n , . . . , 1, les deux o(p + 1, q + 1)-modules Sδ[ξ] et Dλ,µ ne sont pas isomorphes.
Enfin, l’Annexe B permet de formuler les théorèmes concernant la quantification confor-
mément équivariante sans l’hypothèse d’invariance par changement d’orientation.
4.2.1 Lemme préparatoire
Nous souhaitons déterminer la quantification conformément équivariante surM à partir
de celle de Rn, par transport via les cartes adaptées à la structure conformément plate sur
M . Pour (U, φ) une telle carte, nous définissons par transport φ∗Qλ,µ : (Sδk(U)[ξ], Lδ) →
(Sδk(U)[ξ],Lλ,µ), grâce au diagramme commutatif suivant que nous allons expliquer,
(Sδk(U)[ξ], Lδ)
φ∗Qλ,µ//
φ

Qλ,µ
|U
))
(Sδk(U)[ξ],Lλ,µ)
φ

NU // (Dλ,µ(U),Lλ,µ)
φ

(Sδk(Rn)[ξ], Lδ)
Qλ,µ // (Sδk(Rn)[ξ],Lλ,µ) N // (Dλ,µ(Rn),Lλ,µ).
(4.17)
L’action de φ sur l’espace des symboles Sδk(U)[ξ] est d’envoyer les coordonnées de Darboux
conformes du supercotangent au-dessus de U sur celles du supercotangent de Rn. L’ex-
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pression des actions classiques LδX , données en (4.2), et quantiques Lλ,µX , données en (4.7),
en ces coordonnées est indépendante de la métrique conformément plate. Il en découle que
les deux flèches verticales de gauche du diagramme précédent sont des isomorphismes de
o(p + 1, q + 1)-modules. Ainsi φ∗Qλ,µ étant défini tel que la partie gauche du diagramme
commute, c’est un isomorphisme de o(p+ 1, q + 1)-modules si et seulement si Qλ,µ l’est.
Par ailleurs, la dérivée de Lie Lλ,µX étant obtenue par transport via l’ordre normal, cf
Proposition 4.1.1, les applications NU et N sont des morphismes de o(p+1, q+1)-modules.
L’action de la dernière flèche verticale est telle que la partie droite du diagramme commute,
ce qui lui impose d’être un morphisme de o(p+ 1, q + 1)-module également.
Les deux flèches verticales à la gauche du diagramme définissent des identifications
locales entre les deux modules des symboles et des opérateurs différentiels, sur M et Rn.
Cela nous permet d’appliquer le Lemme 2.2.5 et d’en déduire une correspondance entre les
quantifications conformément équivariantes sur M et Rn. Si N ◦Qλ,µ est une quantification
conformément équivariante sur Rn, alors NU ◦φ∗Qλ,µ coïncide avec la restriction à U d’une
quantification conformément équivariante sur M , Qλ,µ|U .
Nous obtenons ainsi le lemme suivant.
Lemme 4.2.1. Soit (M, g) une variété conformément plate et (U, φ) une carte de M
définissant des coordonnées de Darboux conformes sur M. Il existe une correspondance
biunivoque entre les isomorphismes de o(p+1, q+1)-modules Qλ,µ : Sδ≤k(M)[ξ]→ Dλ,µk (M)
et Qλ,µ : (Sδ≤k(Rn)[ξ], Lδ) → (Sδ≤k(Rn)[ξ],Lλ,µ), préservant le symbole principal. On a
Qλ,µ = NU ◦ φ∗Qλ,µ, où NU est l’ordre normal associé à la carte (U, φ) donné en (3.109).
Ainsi il suffit d’obtenir la quantification conformément équivariante sur Rn, on peut
l’obtenir ensuite sur une variété conformément plate directement à condition de se placer
en coordonnées de Darboux conformes.
4.2.2 La quantification conformément équivariante des symboles de de-
gré 0
La quantification conformément équivariante des symboles de degré 0 en les impulsions
nous fournit une nouvelle construction de l’isomorphisme canonique entre l’espace des
formes différentielles sur M et les sections du fibré de Clifford. Le symbole principal est
choisi ici comme le symbole principal pour la graduation en ξ˜ de Sδ0 [ξ]. Commençons par
le lemme suivant, dont la preuve est triviale, mais qui est utile pour la suite.
Lemme 4.2.2. Soit P ∈ C[X] un polynôme à coefficients complexes, et Σ = ξ˜i∂ξ˜i, l’opé-
rateur d’Euler grassmanien. L’action de P (Σ) sur l’espace des symboles de degré κ en ξ˜,
Sδ∗,κ[ξ], est l’opération de multiplication par P (κ). Elle est donc entièrement déterminée
par les n+ 1 nombres complexes P (κ), κ = 0, . . . , n.
4.2. La quantification conformément équivariante des symboles de degrés 0 et 1 en
coordonnées de Darboux conformes 119
Proposition 4.2.3. Il existe un unique isomorphisme de o(p + 1, q + 1)-module Qλ,µ :
Sδ0 [ξ]→ Dλ,µ0 préservant le symbole principal donné par la filtration en ξ˜. Il est donné par
l’ordre normal.
Démonstration. Grâce au Lemme 4.2.1, ceci est équivalent à montrer qu’il existe un unique
morphisme de o(p+1, q+1)-module Q sur Sδ0(Rn)[ξ] préservant le symbole principal donné
par la filtration en ξ˜, et qu’il est donné par l’identité. Nous donnons ici la preuve dans le
cas où cet isomorphisme Q est en plus invariant sous changement d’orientation, se référer
à l’Annexe B pour le cas général.
Un tel Q étant équivariant sous l’action des similitudes, la Proposition 4.1.7 s’applique.
Il ne peut y avoir de dérivation en p˜ dans les monômes composant Q, ils vérifient donc, voir
(4.14), t = d = ψ = ω = e = 0. L’équation exprimant l’invariance sous dilatation (4.15)
montre alors que Q est un polynôme en l’opérateur Σ. La préservation du symbole principal
pour la graduation en ξ˜ impose enfin à Q, d’après le Lemme 4.2.2, d’être l’identité.
La quantification, à valeurs dans Dλ,µ, est donc donnée par l’ordre normal.
4.2.3 Quantifications équivariantes sous les similitudes des symboles de
degré 1
Nous sommes en mesure de donner la forme de toutes les quantifications équivariantes
sous les similitudes de Sδ≤1(Rn)[ξ]. Par définition, elles préservent le symbole principal pour
la filtration en p˜.
Proposition 4.2.4. Soit N l’ordre normal sur Rn et Q : Sδ≤1(Rn)[ξ] → Dλ,µ1 (Rn) un
morphisme de ce(p, q)-module préservant le symbole principal pour la filtration en p˜ et
invariant par changement d’orientation. Alors Q = N ◦Q, avec
Q = Id + cd(Σ)D + cγψ(Σ)ΓΨ + cλψ(Σ)ΛΨ + cγω(Σ)ΓΩ + cλω(Σ)ΛΩ, (4.18)
où les coefficients cd(Σ), . . . , cλω(Σ), sont des polynômes en Σ = ξ˜
i∂ξ˜i, l’opérateur d’Euler
grassmannien.
Démonstration. La composition avec l’ordre normal nous ramène à chercher les morphismes
Q de Sδ1(Rn)[ξ] pour sa structure de ce(p, q)-module. En effet les actions classiques LδX et
quantiques Lλ,µX coïncident sur Sδ1(Rn)[ξ] pour X une similitude infinitésimale. D’après la
Proposition 4.1.7, Q est une somme de monômes de la forme (4.14), vérifiant la contrainte
(4.15). Comme Q agit sur les symboles de degré 1 en p˜, il en découle que chaque monôme
doit comporter au plus une dérivation en p˜, i.e. e+ d+ψ+ω+2t ≤ 1. Il en découle t = 0,
et en utilisant (4.15) on obtient r = g = l = 0 et δ + φ+ γ + λ = ψ + ω ≤ 1.
Seul le monôme égal à l’identité vérifie d+ψ+ω+2t = 0, par préservation du symbole
principal. Si d = 1, le monôme est nécessairement de la forme cd(Σ)D, avec cd(Σ) un
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polynôme en Σ. Si ψ ou ω = 1, alors δ, φ, γ ou λ est égal à 1, les autres étant nuls. Par
préservation du symbole principal, on doit avoir δ = φ = 0, d’où le résultat annoncé.
4.2.4 Les conditions d’équivariance sous les inversions
Nous étudions maintenant les contraintes additionnelles imposées par l’équivariance
sous les inversions conformes infinitésimales, X¯i, pour Q donnée dans la proposition pré-
cédente. Celles-ci s’écrivent, pour i = 1, . . . , n,
Lλ,µ
X¯i
Q = QLδX¯i . (4.19)
Le système des contraintes d’équivariance
Proposition 4.2.5. La condition d’équivariance conforme (4.19), pour les applications Q
de la forme (4.18), est équivalente aux égalités opératorielles suivantes sur Sδ1(Rn)[ξ],
~
i
(
2nλ∂p˜i +Ψ∂ξ˜i − ξ˜iΩ−
1
2
∂ξ˜iΩ
)
= 2cd(Σ)(Ψ∂ξ˜i − ξ˜iΩ+ n(1− δ)∂p˜i)
+ 2cγψ(Σ)(Σ− nδ)ξ˜iΨ
+ 2cλψ(Σ)(Σ− n(1− δ))(Ψ∂ξ˜i − ∂p˜i) (4.20)
+ 2cγω(Σ)(Σ− nδ)ξ˜iΩ
+ 2cλω(Σ)(−Σ+ n(1− δ))∂ξ˜iΩ,
pour i = 1, . . . , n et où l’on rappelle que Ψ = ξ˜i∂p˜i et Ω = ∂ξ˜i∂p˜i, cf Proposition 4.1.5.
La preuve de cette proposition repose sur deux lemmes, chacun d’eux donnant la forme
opératorielle attendue pour l’un des membres de l’équation d’équivariance conforme (4.19),
réécrite sous la forme, (
Lλ,µ
X¯i
− LδX¯i
)
Q = [Q,LδX¯i ]. (4.21)
Commençons par le premier membre.
Lemme 4.2.6. Pour tout i = 1, . . . , n, on a l’égalité suivante,
Lλ,µ
X¯i
− LδX¯i =
~
i
(
2nλ∂p˜i +Ψ∂ξ˜i − ξ˜iΩ−
1
2
∂ξ˜iΩ
)
(4.22)
Démonstration. Il suffit d’utiliser l’écriture (4.10) de Lλ,µ
X¯i
, ainsi que les formules des gé-
nérateurs Ψ et Ω de e(p, q)!+, données dans la Proposition 4.1.5, pour obtenir la formule
annoncée.
Comme la différence (4.22) est un opérateur faisant strictement diminuer le degré en p,
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son produit avec Q, restreint aux symboles de degré 1 en p, le laisse invariant. Il reste alors
à évaluer le second membre de (4.21).
Lemme 4.2.7. Soit Q un endomorphisme de Sδ≤1(Rn)[ξ] de la forme (4.18). Pour tout
i = 1, . . . , n, on a l’égalité suivante,
[Q,LδX¯i ] = 2cd(Σ)(Ψ∂ξ˜i − ξ˜iΩ+ n(1− δ)∂p˜i)
+ 2cγψ(Σ)(Σ− nδ)ξ˜iΨ
+ 2cλψ(Σ)(Σ− n(1− δ))(Ψ∂ξ˜i − ∂p˜i) (4.23)
+ 2cγω(Σ)(Σ− nδ)ξ˜iΩ
+ 2cλω(Σ)(−Σ+ n(1− δ))∂ξ˜iΩ.
La démonstration de ce lemme est effectué dans l’Annexe A, elle est de nature essen-
tiellement calculatoire,.
Solution des contraintes d’équivariance
Grâce au Lemme 4.2.2, les cinq coefficients, polynômiaux en Σ, intervenant dans l’ex-
pression (4.18) de Q, sont déterminés sur l’espace des symboles par leur valeurs en les
entiers 0, . . . , n. Le lemme suivant traduit le système d’équations opératorielles (4.20) en
équations sur les n+ 1 valeurs de ces cinq coefficients.
Lemme 4.2.8. Le système d’équations opératorielles (4.20) sur Sδ1(Rn)[ξ] est équivalent
au système d’équations suivant si n ≥ 2,
n(1− δ) (cd(0) + cλψ(0)) = ~
i
nλ, (4.24)
n(1− δ) (cd(n) + cγω(n)) = ~
i
nλ, (4.25)
(n(1− δ) + 1) cd(κ) = ~
i
(
nλ+
1
2
)
, pour κ ∈ J1, n− 1K, (4.26)
cγψ(κ)(κ+ 2− nδ) = 0, pour κ ∈ J0, n− 2K, (4.27)
cλω(κ)(−κ+ 2 + n(1− δ)) = − ~
4i
, pour κ ∈ J2, nK (4.28)
−cd(κ) + (κ− nδ)cγω(κ) = − ~
2i
, pour κ ∈ J1, n− 1K, (4.29)
cd(κ) + (κ− n(1− δ))cλψ(κ) = ~
2i
, pour κ ∈ J1, n− 1K. (4.30)
Démonstration. Il s’agit donc de résoudre, sur son domaine de définition Sδ1(Rn)[ξ], la
famille d’équations opératorielles (4.20), que doivent satisfaire les coefficients cd(Σ), cγψ(Σ),
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cλψ(Σ), cγω(Σ), cλω(Σ). Utilisant le Lemme 4.2.2, et raisonnant pour i fixé
2 entre 1 et n,
l’équation (4.20) est équivalente à n+ 1 équations opératorielles,
~
i
(
2nλ∂p˜i +Ψ∂ξ˜i − ξ˜iΩ−
1
2
∂ξ˜iΩ
)
= 2cd(κ)(Ψ∂ξ˜i − ξ˜iΩ+ n(1− δ)∂p˜i)
+ 2cγψ(κ)(κ+ 2− nδ)ξ˜iΨ (4.31)
+ 2cλψ(κ)(κ− n(1− δ))(Ψ∂ξ˜i − ∂p˜i)
+ 2cγω(κ)(κ− nδ)ξ˜iΩ
+ 2cλω(κ)(−κ+ 2 + n(1− δ))∂ξ˜iΩ,
où κ = 0, . . . , n, le domaine de définition des deux membres étant Sδ1,κ(Rn)[ξ]. Cinq opé-
rateurs apparaissent dans cette équation, ∂p˜i , Ψ∂ξ˜i , ξ˜iΩ, ξ˜iΨ, ∂ξ˜iΩ. Les deux derniers sont
indépendants de tous les autres, ou nuls, sur chaque espace Sδ1,κ(Rn)[ξ]. En effet, ξ˜iΨ aug-
mente de 2 le degré en ξ˜ et ∂ξ˜iΩ le diminue de 2, quand les trois autres opérateurs le laisse
invariant.
On peut donc isoler, pour tout κ = 0, . . . , n, les termes en facteur de chacun de ces deux
opérateurs. Pour ξ˜iΨ, cela mène à cγψ(κ)(κ + 2 − nδ)ξ˜iΨ = 0, et pour ∂ξ˜iΩ, cela conduit
à 2cλω(κ)(−κ+ 2 + n(1− δ))∂ξ˜iΩ = − ~2i∂ξ˜iΩ. On détermine trivialement les valeurs de κ
pour lesquelles ces opérateurs sont nuls et donc ces équations triviales. On obtient d’une
part,
cγψ(κ)(κ+ 2− nδ) = 0, pour κ ∈ J0, n− 2K,
et d’autre part,
cλω(κ)(−κ+ 2 + n(1− δ)) = − ~
4i
, pour κ ∈ J2, nK.
Il nous reste à traduire les n+1 équations opératorielles pour les trois autres opérateurs in-
tervenant : ∂p˜i , Ψ∂ξ˜i , ξ˜iΩ. On constate tout d’abord que seul ∂p˜i est non nul sur Sδ1,0(Rn)[ξ] ;
il en découle que
n(1− δ) (cd(0) + cλψ(0)) = ~
i
nλ. (4.32)
Ensuite, les trois opérateurs coïncidant sur Sδ1,n(Rn)[ξ], on obtient
n(1− δ) (cd(n) + cγω(n)) = ~
i
nλ. (4.33)
Nous pouvons alors traiter en bloc les cas où κ = 1, . . . , n − 1, en spécifiant à chaque
fois une fonction non nulle pour un seul des trois opérateurs. Pour cela nous utiliserons
le fait que la dimension de M est n ≥ 2. Ainsi ∂p˜i et ξ˜iΩ sont nuls sur une fonction du
type p˜j ξ˜
iξ˜j1 . . . ξ˜jκ−1 , avec j 6= i, j1, . . . , jκ−1, mais pas Ψ∂ξ˜i . On extrait ainsi de (4.31) les
2. Chaque valeur de i conduit aux mêmes équations en les coefficients.
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équations suivantes,
cd(κ) + (κ− n(1− δ))cλψ(κ) = ~
2i
, pour κ ∈ J1, n− 1K. (4.34)
De même, sur une fonction du type p˜j ξ˜
j ξ˜j1 . . . ξ˜jκ−1 , où on ne somme pas sur j et où
i 6= j, j1, . . . , jκ−1, les opérateurs ∂p˜i et Ψ∂ξ˜i sont nuls, mais pas l’opérateur ξ˜iΩ. De (4.31)
s’ensuit donc,
−cd(κ) + (κ− nδ)cγω(κ) = − ~
2i
, pour κ ∈ J1, n− 1K. (4.35)
Il ne reste plus qu’à constater que les n équations opératorielles (4.31) sont équivalentes
aux équations précédemment obtenues pour les coefficients, avec en plus les n−1 équations
suivantes, venant des facteurs en ∂p˜i ,
n(1− δ)cd(κ)− (κ− n(1− δ)) cλψ(κ) = ~
i
nλ, pour κ ∈ J1, n− 1K. (4.36)
Nous sommons enfin cette équation avec l’antépénultième (4.34), pour aboutir à
(n(1− δ) + 1) (cd(κ)) = ~
i
(nλ+
1
2
), pour κ ∈ J1, n− 1K,
et achever ainsi la preuve du lemme.
De ce dernier lemme découle la proposition suivante.
Proposition 4.2.9. La condition d’équivariance conforme (4.19), pour les applications
Qλ,µ de la forme (4.18), est équivalente, pour n ≥ 2, à
(Σ− nδ)cγψ(Σ)ΓΨ = 0 (Σ = 2, . . . , n) (4.37)
(n(1− δ)− Σ)cλω(Σ)ΛΩ = − ~
4i
ΛΩ (Σ = 0, . . . , n− 2) (4.38)
(n(1− δ) + 1) cd(Σ) = ~
i
(
nλ+
1
2
)
(Σ = 0, . . . , n) (4.39)
(Σ− nδ)cγω(Σ)ΓΩ =
(
cd(Σ)− ~
2i
)
ΓΩ (Σ = 1, . . . , n) (4.40)
(n(1− δ)− Σ)cλψ(Σ)ΛΨ =
(
cd(Σ)− ~
2i
)
ΛΨ (Σ = 0, . . . , n− 1), (4.41)
les valeurs entre parenthèses désignant les valeurs que peuvent prendre Σ sur un monôme.
Rappelons que Γ = ξ˜i∂˜i et Λ = ∂ξ˜i ∂˜i, cf Proposition 4.1.5.
Démonstration. Soit Q donné par (4.18), vérifiant la condition d’équivariance conforme
(4.19). La Proposition 4.2.5 montre alors que ses coefficients sont déterminés par l’équation
opératorielle (4.20), traduite en un système d’équations sur les coefficients dans le lemme
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précédent. L’équation (4.27) de ce système, combinée avec le fait que ΓΨ augmente de 2
le degré en ξ˜, conduit à (4.37). De même, l’équation (4.28) combinée avec le fait que ΛΩ
diminue de 2 le degré en ξ˜ conduit à (4.38).
Les équations (4.26), (4.29), (4.30), conduisent aux égalités opératorielles correspon-
dantes, respectivement (4.39), (4.40), (4.41), sur l’espace
⊕n−1
κ=1 Sδ1,κ[ξ]. Il reste à montrer
ces égalités opératorielles sur Sδ1,0[ξ] et Sδ1,n[ξ].
Tout d’abord, l’équation (4.26), qui fixe cd(κ) pour κ = 1, . . . , n− 1,
(n(1− δ) + 1) cd(κ) = ~
i
(
nλ+
1
2
)
,
peut être prolongée à tout κ pour obtenir l’équation (4.39). Ce choix est sans influence
pour la quantification Q. En effet, D et ΛΨ étant égaux sur Sδ1,0[ξ], et D et ΓΩ étant
égaux sur Sδ1,n[ξ], seules les sommes cd(0) + cλψ(0) et cd(n) + cγω(n) importent, et non
les valeurs individuelles des coefficients. Une fois les valeurs de cd(0) et cd(n) fixées par
l’égalité(4.39), les coefficients cλψ(0) et cγω(n) sont alors déterminés via respectivement les
équations (4.24) et (4.25). Ainsi la valeur de cγω(n) est donnée par
n(1− δ) (cd(n) + cγω(n)) = ~
i
nλ,
où cd(n) est donné par (4.39). En ajoutant cd(n) à chaque membre on obtient alors
~
i
(
nλ+
1
2
)
+ n(1− δ)cγω(n) = cd(n) + ~
i
nλ,
qui coïncide avec (4.40) pour Σ = n. Il suffit alors de constater que ΓΩ est nul sur les
symboles de degré 0 en ξ˜ pour aboutir à l’équation opératorielle (4.40) sur Sδ1 [ξ].
Le raisonnement pour obtenir la dernière équation (4.41) est le même. Le coefficient
cλψ(0) fixé par (4.39) et (4.24) correspond à celui donné par (4.41) pour Σ = 0. La nullité
de ΛΨ sur les symboles de degré n en ξ˜ conduit alors à l’équation opératorielle (4.41)
sur Sδ1 [ξ].
4.2.5 La quantification conformément équivariante Qλ,µ des symboles de
degré 1 : cas non résonant
Nous sommes désormais en mesure de montrer l’existence et unicité d’une quantification
conformément équivariante des symboles de degré 1, et d’en fournir une formule explicite
en coordonnées de Darboux conformes (xi, p˜i, ξ˜
i), et ceci pour toute variété conformément
plate (M, g) via le transport donné par ses cartes conformes, comme explicité en (4.17).
Ce paragraphe traite le cas de valeurs génériques du poids δ des symboles. Par commodité
d’écriture nous utilisons les notations suivantes : ∂p˜iP = P
i et ∂ξ˜jP = Pj .
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Théorème 4.2.10. Soit (M, g) une variété conformément plate. Pour nδ 6= 1, . . . , n+ 1,
il existe une unique quantification conformément équivariante Qλ,µ : Sδ≤1[ξ] → Dλ,µ1 , qui
s’écrit localement, en coordonnées de Darboux conformes et avec N l’ordre normal associé,
Qλ,µ = N ◦
(
Id + cd(Σ)D + cλψ(Σ)ΛΨ + cγω(Σ)ΓΩ + cλω(Σ)ΛΩ
)
, (4.42)
ou encore explicitement, pour P ∈ Sδ1 [ξ],
Qλ,µ(P ) = N (P i) ~
i
∂i
+ N
(
(cd + cλψ) ∂˜iP
i − cλψ ηjkξ˜i∂˜jP ik + cγω ξ˜j ∂˜jP ii + cλω ηjk∂˜jP iik
)
.
(4.43)
Les coefficients sont des fonctions de l’opérateur d’Euler grassmannien Σ = ξ˜i∂ξ˜i, donnés
par 
cd(Σ) =
~
i
2nλ+1
2n(1−δ)+2 ,
cλψ(Σ) =
~
i
n(1−δ−2λ)
(Σ−n(1−δ))(2n(1−δ)+2) ,
cγω(Σ) = −~i n(1−δ−2λ)(Σ−nδ)(2n(1−δ)+2) ,
cλω(Σ) =
~
i
1
4(Σ−n(1−δ)) .
(4.44)
Démonstration. Grâce au Lemme 4.2.1, la démonstration se ramène au cas plat. La Pro-
position B.0.16 donnée en annexe permet de se ramener au travail précédent effectué avec
l’hypothèse d’invariance sous changement d’orientation de la quantification. Nous pouvons
donc appliquer la Proposition 4.2.9. Vu les valeurs que peut prendre Σ dans chacune des
cinq équations données, la condition nδ 6= 1, . . . , n+ 1 permet de diviser à chaque fois par
le terme en facteur de chacun des coefficients. Cela conduit au résultat annoncé.
4.2.6 La quantification conformément équivariante des symboles de de-
gré 1 : cas résonants
Pour les cas non résonants, la quantification conformément équivariante existe et est
unique. Il existe deux types de cas résonants. Dans le premier cas l’unicité de la quantifi-
cation conformément équivariante est perdue, et dans le second c’est son existence même
qui fait défaut. Commençons par traiter du premier cas.
Théorème 4.2.11 (Cas résonants). Soit (M, g) une variété conformément plate. Il existe,
pour δ = 1n ,
n+1
n , des quantifications conformément équivariantes Qλ,µ : Sδ≤1[ξ] → Dλ,µ1 , à
condition que l’on ait, respectivement, λ = n−12n et λ =
−1
2n . En coordonnées de Darboux
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conformes, et avec N l’ordre normal associé, elle sont respectivement données par
Qn−12n ,n+12n = N ◦
(
Id +
~
2i
D + aΛΨδΣ,n−1 + bΓΩδΣ,1 +
~
4i(Σ− n+ 1)ΛΩ
)
, (4.45)
où a et b sont des constantes libres, et δΣ,k est nul si Σ 6= k et égal à 1 sinon ; et par,
Q−12n , 2n+12n = N ◦
(
Id + cd(Σ)D +
~
i
− 2cd(Σ)
2(Σ + 1)
ΛΨ−
~
i
− 2cd(Σ)
2(Σ− n− 1)ΓΩ +
~
4i(Σ + 1)
ΛΩ
)
,
(4.46)
où cd(Σ) est maintenant un polynôme arbitraire en Σ.
Démonstration. Comme pour le Théorème 4.2.10 les coefficients sont déterminés à partir
de la Proposition 4.2.9. Pour les deux valeurs de δ étudiées, les termes en facteurs de cγψ(Σ)
dans (4.37) et de cλω(Σ) dans (4.38) sont toujours non nuls ; leurs expressions précédentes
sont donc inchangées.
Commençons par traiter le cas δ = 1n . Le terme en facteur de cd(Σ) dans (4.39) ne
s’annule jamais, l’expression de ce coefficient est donc également inchangée. Il en est de
même pour cλψ(Σ) si Σ < n − 1 et pour cγω(Σ) si Σ > 1. Les équations (4.40) et (4.41),
pour Σ = 1 et Σ = n − 1 respectivement, fournissent alors cd = ~2i . Cela impose, vu
l’équation (4.39) donnant cd, λ =
n−1
2n . Par ailleurs, les deux coefficients cλψ(1) et cγω(1)
sont alors des paramètres libres. Il ne reste plus qu’à substituer les valeurs de δ et λ dans
les coefficients pour obtenir (4.45).
Si δ = n+1n , l’équation (4.39) donnant cd(Σ) devient 0 = nλ+
1
2 . Le polynôme cd(Σ) est
alors arbitraire et on a nécessairement λ = −12n . Par contre, les équations (4.41) et (4.40)
montrent clairement que cλψ(Σ) et cγω(Σ) sont alors déterminées de façon univoque en
fonction de cd(Σ), on obtient cγω =
cd(Σ)− ~2i
Σ−nδ et cλψ =
cd(Σ)− ~2i
n(1−δ)−Σ . En remplaçant les valeurs
de λ et δ données précédemment, on aboutit à l’expression (4.46).
Enfin, pour les valeurs de δ restantes il n’existe pas de quantification conformément
équivariante.
Théorème 4.2.12. Supposons dimM = n ≥ 2. Pour nδ = 2, . . . , n, il n’existe pas de
quantification conformément équivariante Qλ,µ : Sδ≤1[ξ]→ Dλ,µ1 .
Démonstration. Supposons qu’une telle quantification existe. Le Lemme 4.2.1 permet
de se ramener à Rn, où la Proposition B.0.16 en annexe montre qu’un morphisme
Q : (Sδ1(Rn)[ξ], Lδ) → (Sδ(Rn)[ξ],Lλ,µ) préservant le symbole principal, et équivariant
sous l’action des similitudes, peut s’écrire sous la forme
Q = Id + cd(Σ)D + cγψ(Σ)ΓΨ + cλψ(Σ)ΛΨ + cγω(Σ)ΓΩ + cλω(Σ)ΛΩ. (4.47)
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La condition d’équivariance conforme (4.21) voit son membre de gauche inchangé. On peut
donc encore isoler le terme dont il est en facteur pour obtenir l’équation (4.38). Celle-ci
conduit à une contradiction pour nδ = 2, . . . , n, dès que la dimension de M est supérieure
ou égale à 2. D’où le résultat annoncé.
4.2.7 La quantification conformément équivariante des symboles de de-
gré 1 et l’axiome de réalité
Rappelons que, pour les symboles, la conjugaison a été définie en (3.110) et pour les
opérateurs différentiels spinoriels, l’adjonction a été fournie par la Définition 3.4.2, pour
λ+µ = 1. Nous pouvons alors tester si la quantification conformément équivariante satisfait
l’axiome de réalité : Qλ,µ(P¯ ) = Qλ,µ(P )∗, pour P un symbole de degré 1. C’est l’une des
3 conditions demandées par Dirac pour une quantification.
Proposition 4.2.13. Soit λ + µ = 1, et δ = µ − λ. Si nδ 6= 1, . . . , n + 1, alors l’unique
quantification conformément équivariante Qλ,µ : Sδ≤1 → Dλ,µ1 , donnée par le Théorème
4.2.10, vérifie Qλ,µ(P¯ ) = Qλ,µ(P )∗ pour tout P ∈ Sδ≤1 et s’écrit alors
Qλ,µ = N ◦
(
Id +
~
2i
D +
~
4i(Σ− 2nλ)ΛΩ
)
. (4.48)
Si δ = 1n ou δ =
n+1
n , il existe alors une unique quantification conformément équiva-
riante vérifiant Qλ,µ(P¯ ) = Qλ,µ(P )∗ pour tout P ∈ Sδ≤1. Elles sont données par l’équation
précédente évaluée en, respectivement, λ = n−12n et λ = − 12n .
Démonstration. Sur les symboles de degré 0, la quantification conformément équivariante
coïncide avec l’ordre normal, et la conjugaison sur les symboles a été précisément définie
telle que N (P¯ ) = N (P )∗. Il nous reste donc à étudier la contrainte Qλ,µ(P¯ ) = Qλ,µ(P )
sur les symboles P de degré 1.
Comme dans le cas des fibrés cotangents, Q = Id+ ~2iD vérifie Q(P¯ ) = Q(P ) pour tout
P ∈ Sδ1 [ξ]. D’autre part, la définition donnée en (3.110) de la conjugaison des symboles,
montre que ~
i
ΛΩP¯ = ~
i
ΛΩP mais par contre ~
i
ΛΨP¯ = −~
i
ΛΨP , et de même pour ~
i
ΓΨ et
~
i
D. Pour que Qλ,µ vérifie Qλ,µ(P¯ ) = Qλ,µ(P ) quel que soit P ∈ Sδ1 [ξ], il suffit donc que
les coefficients en ΛΨ et ΓΨ soient nuls, et celui de D égal à ~2i .
C’est le cas pour nδ 6= 1, . . . , n + 1, grâce à la condition λ + µ = 1 combinée avec
l’expression des coefficients donnée par le Théorème 4.2.10. Pour δ = 1n , cela impose
a = b = 0, voir (4.45), et pour δ = n+12n , cela impose cd(Σ) =
~
2i , voir (4.46). Dans les trois
cas on obtient bien l’expression (4.48).
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4.3 Une quantification conformément invariante
Un des buts de ce chapitre est d’obtenir une formule définie globalement pour la quan-
tification conformément équivariante Q : (Sδ≤1[ξ], Lδ)→ (Dλ,µ1 ,Lλ,µ), en terme de dérivées
covariantes des spineurs et des symboles. A cette fin, nous construisons dans cette section
une quantification conformément équivariante auxiliaire, QT , qui est conformément inva-
riante, i.e. qui ne dépend que de la classe conforme de la métrique. Cela permet d’en trouver
une expression en terme de dérivées covariantes comme dans le cas des fibrés cotangents,
traité au Paragraphe 2.3.3.
Le module de départ de la quantification QT est l’espace T δ =
⊕n
κ=0 S
δ− κ
n∗,κ [ξ], défini en
(3.107), muni de l’action naturelle de Vect(M) donnée par le relevée LδX à M des champs
de vecteurs X de M , cf (4.50). L’isomorphisme d’espaces vectoriels evg : T δ → Sδ[ξ], défini
par (3.108), permet de comparer les actions, respectivement naturelle et hamiltonienne 3,
de ces deux o(p+1, q+1)-modules. A partir des résultats de la section précédente, il alors
aisé de construire, sur les éléments de degré 1, la superisation conformément équivariante
SδT , qui est un morphisme de o(p+ 1, q + 1)-module défini par le diagramme suivant
Sδ[ξ] Sδ // Sδ[ξ]
T δ,
evg
OO
SδT
<<xxxxxxxx
(4.49)
où Sδ préserve le symbole principal. La quantification conformément équivariante auxiliaire
Qλ,µT : (T ,δ LδX)→ (Dλ,µ,Lλ,µ) est alors obtenue par composition Qλ,µT = Qλ,µ ◦ SδT . Elle
admet une expression covariante qui ne dépend que de la classe conforme de la métrique.
La démonstration en est donnée dans l’Annexe C, elle repose sur les lois de transformations
des dérivées covariantes des spineurs et des symboles pour des changements conformes de
métriques.
4.3.1 Actions hamiltonienne et naturelle sur l’espace de tenseurs T δ
L’espace T δ est défini de manière équivalente en terme de tenseurs en (3.106) et en
terme de symboles en (3.107). En tant qu’espace de tenseurs munis d’un poids il admet
une structure naturelle de Vect(M)-module, qui est isomorphe à celle définie par le relevé
naturel de Vect(M) à M sur l’espace des symboles (3.107). Nous donnons la définition
du Vect(M)-module T δ en ces derniers termes, mais le nommons espace des tenseurs par
opposition à l’espace des symboles Sδ[ξ].
Définition 4.3.1. L’espace des tenseurs T δ =⊕nκ=0 Sδ− κn∗,κ [ξ] est muni d’une structure de
3. pour la structure symplectique canonique du supercotangentM.
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Vect(M)-module via le relevé naturel de X ∈ Vect(M) à M, qui a pour expression
LδX = X
i∂i − pj∂iXj∂pi + ξi∂iXj∂ξj +
(
δ − Σ
n
)
Div(X). (4.50)
Pour X ∈ conf(M, g), nous pouvons exprimer cette action en fonction de l’action
hamiltonienne de o(p+ 1, q + 1) sur Sδ[ξ], grâce à l’isomorphisme evg défini en (3.108). Il
s’agit de trouver comment compléter le diagramme suivant afin qu’il commute,
Sδ[ξ] L
δ
X+? // Sδ[ξ]
T δ
Lδ
X //
evg
OO
T δ,
evg
OO
(4.51)
pour les champs de vecteurs Killing-conformes X de M .
Proposition 4.3.2. Soit X ∈ conf(M, g). On a alors, dans un système de coordonnées de
Darboux conformes sur M,
evgL
δ
X(evg)
−1 = LδX +
~
2i
ξ˜kξ˜
j(∂i∂jX
k)∂p˜i . (4.52)
Cela se traduit localement par evgLδX(evg)
−1 = LδX pour X une similitude infinitésimale et
par
evgL
δ
X¯i
(evg)
−1 = LδX¯i + 2
~
i
ξ˜iΨ, (4.53)
pour les inversions conformes X¯i, avec i = 1, . . . , n.
Démonstration. D’après la formule (4.2) donnant LδX dans un système de coordonnées de
Darboux conformes, on a(
LδX +
~
2i
ξ˜kξ˜
j(∂i∂jX
k)∂p˜i
)
= Xi∂˜i+
1
2
(
(∂jX
i)ξ˜j∂ξ˜i − (∂iXj)ξ˜j∂ξ˜i
)
−p˜j(∂iXj)∂p˜i+δ∂iXi.
L’isomorphisme evg : T δ → Sδ[ξ] vérifie evg(xi) = xi, evg(pi) = p˜i et evg(ξi) = ξ˜i|volx| 1n .
On a donc (evg)
−1∂˜ievg = ∂i, (evg)−1∂p˜ievg = ∂pi et (evg)−1∂ξ˜ievg = |volx|
1
n∂ξi . On en
déduit,
(evg)
−1
(
LδX +
~
2i
ξ˜kξ˜
j(∂i∂jX
k)∂p˜i
)
evg = X
i∂i +
1
2
(
(∂jX
i)ξj∂ξi − (∂iXj)ξj∂ξi
)
+(∂iX
i)
Σ
n
− pj(∂iXj)∂pi +
(
δ − Σ
n
)
∂iX
i.
Or le terme Ξ = ξi∂iX
j∂ξj , figurant dans la formule (4.50) donnant L
δ
X , peut se
réécrire comme la somme de deux termes, qui sont de type symétrique et antisy-
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métrique, Ξ = 12
(
(∂jX
i)ξj∂ξi + (∂iX
j)ξj∂ξi
)
+ 12
(
(∂jX
i)ξj∂ξi − (∂iXj)ξj∂ξi
)
. De plus, si
X ∈ conf(M, g), on a alors ∂iXj + ∂jXi = 2n(∂kXk)δij , où les indices sont descendus au
moyen de la métrique plate. Le premier terme de Ξ est donc égal à (∂iX
i)Σn et le résultat
suit.
Les cas particuliers des similitudes et inversions infinitésimales sont immédiats.
Remarque 4.3.3. L’action introduite sur T δ ne préserve pas la direction de la 1-forme
canonique α introduite dans la Définition 3.1.11 d’un supercotangent. En effet pour une
inversion on a evgLδX¯i(evg)
−1α = 2~
i
ξiβ, avec β = gijξ
idxj la 1-forme canonique impaire.
4.3.2 La superisation conformément équivariante des tenseurs de degré 1
Nous définissons la notion de superisation conformément équivariante, puis justifions
cette appellation et en obtenons une formule explicite.
Définition 4.3.4. Soit (M, g) une variété conformément plate. Une superisation confor-
mément équivariante SδT est un morphisme de o(p + 1, q + 1)-modules S
δ
T : (T δ,Lδ) →
(Sδ[ξ], Lδ), tel qu’il existe une application Sδ préservant le symbole principal et rendant le
diagramme suivant commutatif,
Sδ[ξ] Sδ // Sδ[ξ]
T δ.
evg
OO
SδT
;;xxxxxxxx
(4.54)
La condition de préservation du symbole principal fait de Sδ une application inversible
et de SδT un isomorphisme de o(p+ 1, q + 1)-modules.
Expliquons pourquoi SδT est appelée une superisation. L’espace des symboles des opéra-
teurs différentiels scalaires Sδ a été défini en (2.33), il satisfait Sδ ≃ Sδ∗,0[ξ]. Sa structure de
o(p+1, q+1)-module est fournie par l’action des champs X ∈ conf(M, g), écrite en (2.34).
Il suffit de comparer avec l’expression (4.50) donnant l’action de X ∈ conf(M, g) sur T δ
pour conclure que Sδ s’identifie à T δ∗,0 en tant que o(p+ 1, q + 1)-module. Ainsi l’applica-
tion SδT est nommée superisation, car elle induit le plongement de o(p+ 1, q + 1)-modules
SδT : Sδ →֒ Sδ[ξ].
Supposons que SδT = S
δ ◦ evg soit une superisation conformément équivariante, alors
Sδ : (Sδ[ξ], evgLδX(evg)−1)→ (Sδ[ξ], Lδ) est un morphisme de o(p+ 1, q + 1)-modules pré-
servant le symbole principal. Comme les dérivées de Lie evgLδX(evg)
−1 et LδX coïncident
sur les similitudes d’après la Proposition 4.3.2, nous pouvons appliquer la Proposition 4.2.4
qui fournit les isomorphismes de Sδ[ξ] préservant le symbole principal et équivariants sous
l’action des similitudes. En effet, l’Annexe B permet une fois de plus d’assurer l’hypothèse
requise d’invariance par changement d’orientation. Ainsi, Sδ est de la forme (4.18). Il suffit
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alors, comme pour obtenir la quantification Qλ,µ, d’implémenter la contrainte d’équiva-
riance sous les inversions pour obtenir SδT .
Proposition 4.3.5. Soit (M, g) une variété conformément plate. Si nδ = 2, . . . , n il
n’existe pas de superisation conformément équivariante des symboles de degré 1. Dans le cas
contraire, il existe une unique superisation conformément équivariante SδT : T δ≤1 → Sδ≤1[ξ],
qui est donnée par
ST = (Id + cS(Σ)ΓΨ) ◦ evg, (4.55)
avec cS(Σ) =
~
i
1
nδ−Σ .
Démonstration. Soit ST = S ◦ evg une superisation conformément équivariante. La Propo-
sition 4.2.4 montre alors que
S = Id + cSd(Σ)D + c
S
γψ(Σ)ΓΨ + c
S
λψ(Σ)ΛΨ + c
S
γω(Σ)ΓΩ + c
S
λω(Σ)ΛΩ,
et l’équivariance sous les inversions (4.21) conduit à −[S, Lδ
X¯i
] =
(
evgLδX¯i(evg)
−1 − Lδ
X¯i
)
S.
En utilisant le Lemme 4.2.7 on obtient l’expression du commutateur, et celle du second
membre est fournie par (4.53). L’application S est ainsi déterminée par l’égalité opérato-
rielle suivante sur Sδ1 [ξ],
−2~
i
ξ˜iΨ = 2c
S
d(Σ)(Ψ∂ξ˜i − ξ˜iΩ+ n(1− δ)∂p˜i)
+ 2cSγψ(Σ)(Σ− nδ)ξ˜iΨ
+ 2cSλψ(Σ)(Σ− n(1− δ))(Ψ∂ξ˜i − ∂p˜i) (4.56)
+ 2cSγω(Σ)(Σ− nδ)ξ˜iΩ
+ 2cSλω(Σ)(−Σ+ n(1− δ))∂ξ˜iΩ.
Le terme en facteur de cSγψ est le seul augmentant de 2 le degré en ξ˜, on en déduit donc,
~
i
ξ˜iΨ = c
S
γψ(Σ)(nδ − Σ)ξ˜iΨ.
Sur le domaine Sδ1 [ξ] de cette équation, Σ peut prendre toutes les valeurs entre 2 et n,
ce qui mène à une contradiction pour nδ = 2, . . . , n, et donc à l’absence de superisation
conformément équivariante. Si nδ 6= 2, . . . , n le coefficient cSγψ est égal au coefficient cS
annoncé. Il reste à montrer que les autres coefficients sont nuls. Or ils sont déterminés
de manière équivalente par le système (4.20) en substituant ~
i
par 0. Sa résolution a été
effectuée indépendamment de la valeur de ~
i
, elle est donnée dans la Proposition 4.2.9. En
remplaçant alors ~
i
par 0, on en conclut que tous les coefficients sont nuls.
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Corollaire 4.3.6. Si δ 6= 2n , il existe une unique superisation conformément équivariante
SδT : Sδ≤1 →֒ Sδ≤1[ξ], et sur un symbole P = P ipi ∈ Sδ1 , elle est donnée par
SδT (P ) = P
ip˜i +
~
i
1
nδ − 2 ξ˜
iξ˜j∂iP
j . (4.57)
Remarque 4.3.7. La superisation conformément équivariante S0T n’est pas induite par le
plongement canonique C∞(T ∗M) →֒ C∞(M).
4.3.3 La quantification conformément équivariante auxiliaire QT
Nous définissons la quantification conformément équivariante QT = N ◦ evg (QT )
comme le morphisme de o(p + 1, q + 1)-modules QT : (T δ,Lδ) → (Dλ,µ,Lλ,µ) tel que QT
préserve le symbole principal. Nous pouvons alors résumer la situation par le diagramme
commutatif suivant
Dλ,µ
Sδ[ξ]
S
// Sδ[ξ]
Q
;;xxxxxxxx
Q // Sδ[ξ]
N
OO
T δ QT
//
evg
OO
ST
::uuuuuuuuuu
QT
&&
T δ.
evg
OO
(4.58)
Ainsi QT est simplement donné par la composition Q ◦ ST , où la superisation ST est
explicitée en (4.55) et la quantification Q est écrite en (4.43), (4.45) et (4.46) suivant la
valeur de δ.
Proposition 4.3.8. Soit (M, g) une variété conformément plate. La quantification confor-
mément équivariante Qλ,µT : (T δ≤1,Lδ) → (Dλ,µ1 ,Lλ,µ), existe si et seulement si la su-
perisation conformément équivariante SδT et la quantification conformément équivariante
Qλ,µ : (Sδ≤1[ξ], Lδ) → (Dλ,µ1 ,Lλ,µ) existent. Elle vérifie alors Qλ,µT = Qλ,µ ◦ SδT , ce qui se
réécrit selon
Qλ,µT = Qλ,µ ◦ evg +N (cSΓΨ) evg. (4.59)
ou encore explicitement pour nδ 6= 1, . . . , n+ 1,
Qλ,µT = N
(
Id + cS(Σ)ΓΨ + cd(Σ)D + cλψ(Σ)ΛΨ + cγω(Σ)ΓΩ + cλω(Σ)ΛΩ
)
evg,
(4.60)
les coefficients étant les polynômes en Σ déterminées dans la Proposition 4.3.5 et le Théo-
rème 4.2.10.
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Démonstration. Si ST et Q existent Q ◦ ST définit bien une quantification conformément
équivariante sur T δ, et la formule fournit est immédiate en passant par QT = N (Q ◦ S) evg
et en constatant que Q ◦ S = Q+ S− Id.
Montrons que l’existence de ST et Q simultanément est équivalente à celle de QT .
L’existence de QT est déterminée par celle d’une application Q ◦ S de la forme (4.18) et
vérifiant Lλ,µ
X¯i
(Q ◦ S) = (Q ◦ S)evgLδX¯i(evg)
−1, i.e.
(
Lλ,µ
X¯i
− evgLδX¯i(evg)
−1
)
Q ◦ S =
[
Q ◦ S, LδX¯i
]
.
Le membre de gauche se déduit alors des expressions (4.10) et (4.53) donnant respective-
ment Lλ,µ
X¯i
− Lδ
X¯i
et Lδ
X¯i
− evgLδX¯i(evg)
−1. Le membre de droite a déjà été calculé dans le
Lemme 4.2.7, d’où au final le système
~
i
(
2nλ∂p˜i + 2ξ˜iΨ+Ψ∂ξ˜i − ξ˜iΩ−
1
2
∂ξ˜iΩ
)
= 2cTd (Σ)(Ψ∂ξ˜i − ξ˜iΩ+ n(1− δ)∂p˜i)
+ 2cTγψ(Σ)(Σ− nδ)ξ˜iΨ (4.61)
+ 2cTλψ(Σ)(Σ− n(1− δ))(Ψ∂ξ˜i − ∂p˜i)
+ 2cTγω(Σ)(Σ− nδ)ξ˜iΩ
+ 2cTλω(Σ)(−Σ+ n(1− δ))∂ξ˜iΩ.
Le résoudre est équivalent à résoudre indépendamment les deux systèmes (4.20) et (4.56)
déterminant respectivement Q et S, et les coefficients déterminés par ces 3 systèmes véri-
fient alors cT = cS+c. Explicitement, le coefficient cTγψ est égal au coefficient cS intervenant
dans la superisation, il est donné dans la Proposition 4.3.5, et les 4 autres coefficients coïn-
cident avec ceux déterminant la quantification Qλ,µ, obtenus à partir de (4.2.9). L’existence
de QT est donc équivalente à l’existence simultanée de Q et S. Cela redémontre également
les formules données pour QT .
La proposition précédente permet de quantifier les symboles obtenus par superisation
de Sδ1 , on obtient ainsi la quantification conformément équivariante des symboles Sδ1 à
valeurs dans les opérateurs différentiels spinoriels.
Corollaire 4.3.9. Si δ 6= 2n , il existe une unique quantification conformément équivariante
SδT : Sδ≤1 →֒ Dλ,µ1 , et sur un symbole P = P ipi ∈ Sδ1 , elle est donnée par
Qλ,µT (P ) =
~
i
(
∂i +
λ
1− δ ∂iP
i
)
+
~
i
N
(
1
nδ − 2 ξ˜
iξ˜j∂iP
j
)
. (4.62)
4.3.4 Invariance conforme de la quantification QT
Nous obtenons ici la quantification conformément équivariante QT des symboles de
degré 1 en les impulsions en terme de dérivées covariantes.
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Remarquons tout d’abord que QT est une quantification conformément invariante, ce
qui se traduit par une expression locale en coordonnées naturelles ne dépendant pas de la
métrique conformément plate g choisie. En effet, l’identification locale N ◦evg : T δ → Dλ,µ
ainsi que les actions Lδ
X
et Lλ,µX , caractérisant QT , vérifient cette propriété. Comme dans
le Paragraphe 2.3.3, traitant du cas des fibrés cotangents, il reste alors à trouver une
expression covariante pour QT qui soit invariante conforme et qui redonne l’expression
trouvée dans le cas plat.
Commençons par le calcul des expressions des dérivées covariantes des spineurs et des
tenseurs de T δ en coordonnées naturelles sur M.
Dérivées covariantes des spineurs et des symboles
La dérivée covariante des spineurs a été définie au chapitre précédent, et la formule
(3.66) fournit son expression dans un repère orthonormé. Nous donnons désormais l’écriture
de la dérivée covariante des spineurs de poids λ en coordonnées naturelles sur une variété
conformément plate.
Proposition 4.3.10. Sur une variété conformément plate (M, g), munie des coordonnées
conformes (xi), telles que gij = Fηij, la dérivée covariante des spineurs de poids λ a pour
expression,
∇λi = ∂i −
1
8F
[γi, γ
j ]Fj − nλ
2F
Fi, (4.63)
où Fi = ∂iF , γi = γ(∂i), et γ
j = gijγi.
Démonstration. Tout d’abord, si ∇ est la dérivée covariante des spineurs de poids nul et
∇λ est celle des spineurs de poids λ, on a alors
∇λi = ∇i − λΓi,
avec Γi = Γ
j
ij =
nFi
2F . Il suffit donc désormais de calculer la dérivée covariante des spineurs
de poids nul. Pour cela, on introduit (ea)a=1,...,n un repère orthonormal de (M, g). Il est relié
au repère naturel (∂i)i=1,...,n, défini par les champs de vecteurs associés aux coordonnées
xi, via le changement de repère eia = F
− 1
2 δia, d’inverse θ
a
i = F
1
2 δai . Rappelons la formule
(3.25) de la 1-forme de la connexion de Levi-Civita
ωba = θ
b
k
(
deka + Γ
k
jie
j
adx
i
)
, (4.64)
avec Γkji le symbole de Christoffel de la connexion de Levi-Civita, qui vérifie dans le cas
conformément plat Γkji =
1
2F
(
Fjδ
k
i + Fiδ
k
j − F kgij
)
. La dérivée covariante des spineurs
(3.66) est alors donnée par
∇i = ∂i + 1
4
ωbaiγ
aγb, (4.65)
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où γa = γ(ηacec) et γb = γ(eb). De l’expression de ω
a
b , donnée en (4.64), il découle alors
ωbaiγ
aγb =
1
2F
(
Fjγ
jγi − F kγiγk
)
, où γi = γ(∂i) et γ
j = gijγi. On obtient donc au final,
∇i = ∂i − 1
8F
[γi, γ
j ]Fj , (4.66)
ce qui permet de conclure.
La formule (3.35) définit la dérivation horizontale sur Sδ[ξ], associée à la connexion de
Levi-Civita. L’espace T δ, vu comme espace de fonctions surM, admet donc une dérivation
horizontale donnée par
∂∇i = ∂i + Γ
k
ijpk∂pj − Γkijξj∂ξk −
(
δ − ξ
i∂ξi
n
)
Γi, (4.67)
où Γi = Γ
j
ij . On en déduit son expression en coordonnées conformes,
∂∇i = ∂i +
1
2F
(
FiE + Fkpi∂pk − F jpj∂pi
)− 1
2F
(
Fkξ
k∂ξi − F jξi∂ξj
)
− nδ
2F
Fi. (4.68)
Détermination d’une quantification conformément invariante
Nous appellerons quantification, dans la suite de ce paragraphe, la famille d’applications
suivante.
Définition 4.3.11. Soit (M, g) une variété pseudo-riemannienne quelconque, ∇ la
connexion de Levi-Civita et P ∈ T δ1 . On appelle quantification les applications linéaires
préservant le symbole principal Q˜T ,g : T δ1 → Dλ,µ, données par
Q˜T ,g(P ) = N ◦ evg(P i) ~
i
∇λi (4.69)
+N◦ evg
(
c0 g˜ikξ
jξk∂∇j P
i + c1∂
∇
i P
i + c2 g
ijgklξ
l∂∇i P
k
j + c3 ξ
i∂∇i P
j
j + c4 g˜
ij∂∇i P
k
kj
)
,
où les coefficients c0, . . . , c4, sont des polynômes en Σ, P
i = ∂pi, Pi = ∂ξiP , et enfin
g˜ij = gij |volg|− 2n , g˜ij = gij |volg| 2n .
Les termes facteurs de c0 et de c4 se voient affectés d’un poids pour qu’ils soient encore
dans T δ, sachant qu’ils changent le degré en ξ de respectivement +2 et−2. Remarquons que
g˜ est un invariant conforme. Pour une métrique conformément plate on a g˜ij = ηij |volx|− 2n ,
avec |volx| la forme volume locale donnée par un système de coordonnées conforme volx =
dx1 ∧ . . . ∧ dxn.
Nous déterminons désormais, dans la classe d’applications précédemment définie, celles
qui sont invariantes sous changement conforme de métrique.
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Théorème 4.3.12. Soit g′ = Fg une métrique conforme à g, sur une variété M . La
quantification Q˜T ,∗ est invariante conforme, i.e.
Q˜T ,g′ = Q˜T ,g, (4.70)
si et seulement si c0 = cS, c1 = cd + cλψ, c2 = −cλψ, c3 = cγψ et c4 = cλω ; ces polynômes
étant donnés respectivement dans la Proposition 4.3.5 et la Proposition 4.2.9.
La quantification conformément équivariante Qλ,µT coïncide avec la quantification
conformément invariante Q˜T ,g sur les variétés (M, g) conformément plates.
La démonstration, technique, de ce théorème est donnée dans l’Annexe C. Remarquons
que les coefficients c1, . . . , c4 de la quantification Q˜T ,g sont données, en fonctions des coeffi-
cients cd, . . . , cλω, par les mêmes expressions que ceux intervenant dans l’écriture (4.43) de
Qλ,µ. L’écriture covariante de Qλ,µT est donc obtenue en substituant les dérivées ordinaires
par des dérivées covariantes.
4.4 Formulation covariante de la quantification conformé-
ment équivariante des symboles de degré 1
Nous pouvons désormais formuler en termes covariants la quantification des symboles
Qλ,µ : (Sδ1 [ξ], Lδ) → (Dλ,µ,Lλ,µ), déterminée par les Théorèmes 4.2.10 et 4.2.11 en co-
ordonnées conformes, sur une variété conformément plate quelconque. Pour cela nous
allons nous appuyer sur la Proposition 4.3.8 qui l’exprime à partir de la quantification
Qλ,µT : (T δ1 ,LδX) → (Dλ,µ,Lλ,µ), ainsi que sur le Théorème 4.3.12 qui fournit une écriture
covariante de Qλ,µT . Nous en déduisons une formulation covariante pour la superisation
également.
Rappelons que la dérivée horizontale des symboles Sδ1 [ξ] est donnée par (3.35) et celle
des spineurs de poids λ par (4.63).
4.4.1 Le cas non résonant
Théorème 4.4.1. Soit (M, g) une variété conformément plate, et P ∈ Sδ1 [ξ]. Pour
nδ 6= 1, . . . , n+1, l’unique quantification conformément équivariante Qλ,µ : Sδ≤1[ξ]→ Dλ,µ1
donnée dans le Théorème 4.2.10 admet pour écriture covariante
Qλ,µ(P ) = N (P i) ~
i
∇λi
+N
(
(cd + cλψ) ∂
∇
i P
i − cλψ gijgklξl∂∇i P kj + cγω ξi∂∇i P jj + cλω gij∂∇i P kkj
)
,
(4.71)
où les coefficients sont déterminés par (4.44), et P i = ∂piP , Pi = ∂ξiP .
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Démonstration. Par linéarité de Qλ,µ il suffit de montrer (4.71) pour un monôme P ∈
Sδ1,κ[ξ]. Notons Q˜ l’application donnée par la formule (4.71). On doit ainsi montrer
Qλ,µ(P ) = Q˜(P ). La démonstration est la même que l’on soit dans un cas résonant ou
pas. Or, d’après la Proposition 4.3.8, on a Qλ,µ = Qλ,µT (evg)−1−N (cSΓΨ). Calculons donc
tout d’abord (evg)
−1(P ). Utilisant (3.46), on obtient pi = p˜i + ~2i
Fj
F ξ˜
j ξ˜i. De la Définition
(3.108) de evg, P étant de degré 1 en p, il découle que
(evg)
−1(P ) = |volg|− κnP + ~
i
(evg)
−1
(
Fi
2F
ξ˜iΨP
)
.
Comme ΨP est de degré zéro en p, on a donc
Qλ,µ(P ) = Qλ,µT
(
|volg|− κnP
)
−N (cSΓΨP ) + ~
i
N
(
Fi
2F
ξ˜iΨP
)
. (4.72)
La dérivation horizontale invariant volg, et evg étant la multiplication par |volg| κn sur S∗0,κ[ξ],
le Théorème 4.3.12 donnant l’expression covariante de Qλ,µT conduit à
Qλ,µT
(
|volg|− κnP
)
= N (P i) ~
i
∇λi
+N
(
c0 gikξ
jξk∂∇j P
i + c1∂
∇
i P
i + c2 g
ijgklξ
l∂∇i P
k
j
)
+N
(
c3 ξ
i∂∇i P
j
j + c4 g
ij∂∇i P
k
kj
)
.
Les coefficients c1, . . . , c4 étant identiques à ceux intervenant dans la formule (4.71), qui
définit dans cette démonstration Q˜, et c0 étant égal à cS, nous avons
Qλ,µT
(
|volg|− κnP
)
= Q˜(P ) +N (cSξjξi∂∇j P i) . (4.73)
Par combinaison avec l’équation (4.72), nous obtenons
Qλ,µ(P )− Q˜(P ) = N
(
cSξ
jξi(∂
∇
j − ∂j)P i +
~
i
Fi
2F
ξiΨP
)
,
qui est bien nul grâce à l’égalité (C.11) et à l’expression de cS donnée dans la Proposi-
tion 4.3.5.
Remarque 4.4.2. Comme au final Q˜ = Qλ,µ, l’équation (4.73) obtenue dans la preuve
permet de faire le lien entre les deux quantifications Qλ,µ et Qλ,µT pour un symbole de degré
1 en p et homogène de degré κ en ξ.
Remarque 4.4.3. La comparaison avec la formule (4.43) donnant Qλ,µ en coordonnées
conformes montre que l’écriture covariante de Qλ,µ est obtenue simplement en substituant
les dérivées ordinaires par des dérivées covariantes.
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4.4.2 Les cas résonants
Rigoureusement la même démonstration s’applique aux cas résonants δ = 1n ,
n+1
n , qui
sont traités par le Théorème 4.2.11. Il en résulte le théorème suivant.
Théorème 4.4.4. Soit (M, g) une variété conformément plate, et P ∈ Sδ1 [ξ]. On note en-
core P i = ∂piP , Pi = ∂ξiP . Les deux quantifications résonantes données dans le Théorème
4.2.11, ont pour expressions
Qn−12n ,n+12n (P ) = N (P i) ~
i
∇λi
+~
i
N
(
1
2∂
∇
i P
i + a δΣ,n−1 gijgklξl∂∇i P
k
j + b δΣ,1 ξ
i∂∇i P
j
j +
1
4(Σ−n+1) g
ij∂∇i P
k
kj
)
,
(4.74)
où a et b sont des constantes libres, et δΣ,k est nul si Σ 6= k et égal à 1 sinon ; et,
Q−12n , 2n+12n (P ) = N (P i) ~
i
∇λi
+~
i
N
(
cd(Σ) ∂
∇
i P
i + 1−2cd(Σ)2(Σ+1) g
ijgklξ
l∂∇i P
k
j − 1−2cd(Σ)2(Σ−n−1) ξi∂∇i P jj + 14(Σ+1) gij∂∇i P kkj
)
,
(4.75)
où cd(Σ) est maintenant un polynôme arbitraire en Σ.
4.4.3 Formulation covariante de la superisation conformément équiva-
riante des tenseurs de degré 1
Comme la quantification Qλ,µT : (T δ≤1,LδX)→ (Dλ,µ1 ,Lλ,µ) est égale à Qλ,µT = Qλ,µ ◦ SδT ,
on déduit la formulation covariante de SδT directement de celle de Qλ,µT et Qλ,µ.
Corollaire 4.4.5. La superisation conformément équivariante SδT : (T δ1 ,LδX)→ (Sδ1 [ξ], Lδ)
a pour expression, sur un tenseur P ij1...jκξ
j1 . . . ξjκ pi ∈ T δ1 ,
SδT (P ) = P
i
j1...jκξ
j1 . . . ξjκ pi +
~
i(nδ − Σ)ξ
iξj∂
∇
i P
j . (4.76)
4.5 Existence et unicité de la quantification conformément
équivariante en degré quelconque
Nous allons désormais prouver l’existence et l’unicité de la quantification conformé-
ment équivariante Qλ,µ : (Sδ[ξ], Lδ) → (Dλ,µ,Lλ,µ) sur les symboles de degré arbitraire
et pour un shift δ générique. Comme le montrent les Théorèmes 4.2.11 et 4.2.12 portant
sur la quantification des symboles de degré 1, il existe des valeurs de δ pour lesquelles la
quantification conformément équivariante n’est pas unique et d’autres pour lesquelles elle
n’existe pas. Encore une fois, le Lemme 4.2.1 permet de travailler sur Rn, avec l’espace
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des opérateurs différentiels spinoriels identifié à l’espace des symboles. Comme dans le cas
d’un fibré cotangent, traité au Paragraphe 2.3.4, la démonstration repose sur la diagonali-
sation de l’opérateur de Casimir classique Cδ, écrit en (4.81), et de l’opérateur de Casimir
quantique Cλ,µ, donné par (4.82).
Nous énonçons en fait deux théorèmes d’existence et unicité portant respectivement
sur la superisation conformément équivariante ST : (T δ,Lδ) → (Sδ[ξ], Lδ) et la quantifi-
cation conformément équivariante Qλ,µ. Les valeurs résonantes pour la superisation sont
déterminées explicitement mais l’obtention de celles de la quantification semble hors de
portée, nous montrons uniquement qu’elles sont dans un sous-ensemble de Q.
La suite de la section est consacrée à la démonstration de ces deux théorèmes. Nous
commençons pour cela par calculer les 3 opérateurs de Casimirs des 3 modules en jeu. Nous
donnons ensuite, dans un cadre englobant les situations des deux théorèmes, une stratégie
de preuve commune. Elle ramène la démonstration des deux théorèmes à la diagonalisation
des 3 opérateurs de Casimir. L’essentiel du travail consiste alors à diagonaliser l’opérateur
de Casimir CδT du module T δ. En effet, les deux autres Casimirs étant la somme de CδT
avec un opérateur nilpotent, faisant strictement diminuer le degré en p, leur diagonalisation
se ramène à la résolution de systèmes linéaires triangulaires.
4.5.1 Les résultats
La superisation
Rappelons que la notion de superisation conformément équivariante est donnée dans la
Définition 4.3.4, et que cette superisation a été déterminée explicitement sur les symboles
de degré 1 dans la Proposition 4.3.5.
Théorème 4.5.1. Soit (M, g) une variété conformément plate et IS = {k+1n | k ∈ N∗}. Si
δ 6∈ IS, il existe alors une unique superisation conformément équivariante
SδT : T δ → Sδ[ξ]. (4.77)
La preuve de ce théorème nécessite le calcul et la diagonalisation des opérateurs de
Casimir CδT et C
δ des 2 modules T δ et Sδ[ξ]. Elle est donnée dans le Paragraphe 4.5.5.
La quantification
Pour mémoire, la quantification conformément équivariante des symboles de degré 1
est donnée, suivant les valeurs de δ, par les Théorèmes 4.2.10, 4.2.11 et 4.2.12.
Théorème 4.5.2. Soit (M, g) une variété conformément plate. Il existe un sous ensemble
IQ de Q∗ (contenant IS) tel que, pour δ 6∈ IQ, il existe une unique quantification confor-
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mément équivariante
Qλ,µ : Sδ[ξ]→ Dλ,µ. (4.78)
La preuve de ce théorème nécessite le calcul et la diagonalisation des opérateurs de
Casimir Cδ et Cλ,µ des 2 modules Sδ[ξ] et Dλ,µ. Elle est donnée dans le Paragraphe 4.5.5.
4.5.2 Les opérateurs de Casimirs classiques CδT , C
δ et quantique Cλ,µ des
modules T δ, Sδ[ξ] et Dλ,µ
Nous donnons ici les opérateurs de Casimirs des représentations de l’algèbre de Lie
conforme o(p+ 1, q + 1) sur les trois modules (T δ,Lδ), (Sδ[ξ], Lδ) et (Dλ,µ,Lλ,µ). Comme
dans le cas du fibré cotangent, ils nous permettront de montrer existence et unicité de la
quantification (et de la superisation) conformément équivariante. Nous allons les exprimer
en fonction de l’opérateur de Casimir, donné en (2.73),
Ĉδ = R0 + [1 + n(δ − 1)− E ] E − n2δ(δ − 1), (4.79)
qui est associé à la représentation de o(p+ 1, q + 1) sur l’espace des symboles Sδ.
Proposition 4.5.3. Soit (M, g) une variété conformément plate. Pour les représentations
respectives de l’algèbre de Lie conforme o(p + 1, q + 1), l’opérateur de Casimir du module
T δ, transporté sur Sδ[ξ] via evg, est donné par :
CδT = Ĉδ +Σ(Σ− n) + 2(∆Ω + ΦΨ)− 2E , (4.80)
celui du module des symboles Sδ[ξ] a pour expression :
Cδ = C
δ
T + 2
~
i
ΓΨ, (4.81)
et enfin, celui du module des opérateurs différentiels spinoriels Dλ,µ s’écrit
Cλ,µ = C
δ
T +
~
i
(
GT − 2
(
E + nλ+ 1
2
)
D + 2ΓΨ+ ΛΨ+ ΓΩ− 1
2
ΛΩ
)
. (4.82)
Le calcul de ces trois opérateurs de Casimirs est similaire à celui mené dans la Référence
[34], qui conduit aux opérateurs de Casimirs des o(p+ 1, q + 1)-modules des symboles Sδ
et des opérateurs différentiels scalaires Dλ,µ. Il est effectué dans l’Annexe D.
Remarque 4.5.4. Les termes comportant ~
i
en facteur sont nilpotents. Ainsi Cδ et Cλ,µ
sont égaux à CδT plus un opérateur nilpotent, qui fait strictement diminuer le degré en p˜.
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4.5.3 Le rôle des opérateurs de Casimir
La démonstration des deux Théorèmes 4.5.1 et 4.5.2 reposent sur la même stratégie
de preuve, développée dans [34]. Nous en donnons ici une formulation assez générale pour
s’adapter aux deux cas. Ce qui suit n’est pas spécifique à l’algèbre de Lie conforme et reste
valide pour toute algèbre de Lie semi-simple.
Nous débutons par la définition du caractère "comparable" de deux o(p + 1, q + 1)-
modules.
Définition 4.5.5. Deux o(p+1, q+1)-modules (A,LX) et (B,LX) sont dits "comparables"
si ils vérifient les conditions suivantes,
– Ce sont des espaces vectoriels gradués, A =
⊕∞
k=0Ak et B =
⊕∞
k=0Bk, satisfaisant
dimAk,dimBk <∞.
– Il existe une injection linéaire ι : A→ B qui respecte la graduation, i.e. ι(Ak) ⊂ Bk.
– Les actions de l’algèbre de Lie conforme sur A et B sont telles que LX ◦ ι − ι ◦ LX
est un opérateur sur B qui diminue le degré pour tout X ∈ o(p+ 1, q + 1).
– Les opérateurs de Casimir Ca et Cb de A et B respectivement, sont tels que Cb ◦ ι−
ι ◦ Ca est un opérateur sur B diminuant le degré.
– Ca est diagonalisable, i.e. tout P ∈ A se décompose en une somme finie de vecteurs
propres.
Montrer la dernière propriété pour les deux paires de modules intervenant dans la su-
perisation et la quantification est l’objet du paragraphe suivant ; elles vérifient trivialement
les autres propriétés.
Afin de simplifier les écritures, nous identifions désormais A avec son image dans B si
les modules A et B sont "comparables". Introduisons maintenant une généralisation de la
notion de symbole principal dans ce contexte.
Définition 4.5.6. Soient A et B deux o(p + 1, q + 1)-modules "comparables". On dira
qu’une application Q : A → B préserve le symbole principal si pour tout P ∈ A, les
éléments ι(P ) et Q(P ) ont même terme de plus haut degré.
Comme un morphisme de o(p+ 1, q + 1)-module Q : A→ B vérifie
QCa = CbQ, (4.83)
on en déduit que si P est un vecteur propre de Ca, alors Q(P ) est un vecteur propre de
Cb de même valeur propre. Cela donne des conditions d’existence sur Q et permet même
de construire des applications o(p+ 1, q + 1)-équivariantes.
Lemme 4.5.7. Soient A et B deux o(p+1, q+1)-modules "comparables", et (Pα, λα)α∈V
une base, paramétrée par V , de vecteurs propres de Ca accompagnés de leur valeurs propres.
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Supposons que pour tout α ∈ V , il existe un unique PBα ∈ B tel que
CbP
B
α = λαP
B
α , (4.84)
et tel que PBα a le même symbole principal que Pα. Alors il existe un unique morphisme de
o(p+ 1, q + 1)-module, Q : (A,LX)→ (B,LX) qui préserve le symbole principal.
Démonstration. Montrons l’unicité. Comme Q est un morphisme de o(p+1, q+1)-modules
alors, d’après (4.83), P = Q(Pα) est une solution de (4.84) et par définition de la préser-
vation du symbole principal, Q(Pα) − Pα est bien de degré strictement inférieur à celui
de Pα. De plus, Q est uniquement déterminé par ses valeurs sur la base (Pα)α∈V ; si
l’équation (4.84) admet une unique solution pour tout α ∈ V , il existe alors au plus un tel
morphisme Q.
L’existence s’obtient par construction. Définissons Q via Q(Pα) = PBα et montrons
alors que Q(LXPα) = LXQ(Pα) pour tout X ∈ o(p+ 1, q + 1) et tout α ∈ V .
Pour cela constatons tout d’abord qu’ils ont même terme de plus haut degré. En ef-
fet, notons P kα ∈ Ak celui de Pα et γk la restriction à Bk. On a alors γk (LXQ(Pα)) −
γk (Q(LXPα)) = γk
(LXP kα − LXP kα) car Q préserve le symbole principal, et cette expres-
sion est nulle par définition de la comparabilité de A et B.
Montrons ensuite que Q(LXPα) et LXQ(Pα) sont tous deux vecteurs propres de Cb.
Comme [LX , Cb] = 0, la définition de Q montre que LXQ(Pα) est vecteur propre de Cb de
valeur propre λα. De même, [LX , Ca] = 0 montre que LXPα est vecteur propre de Ca de
valeur propre λα. Par définition de Q, on en déduit que Q(LXPα) est également vecteur
propre de Cb de valeur propre λα.
L’unicité du vecteur propre de Cb de terme de plus haut degré fixé permet alors de
conclure.
Le lemme suivant fournit un moyen pour satisfaire l’hypothèse du lemme précédent.
Lemme 4.5.8. Soit A =
⊕∞
k=0Ak un espace gradué, C0 un opérateur diagonalisable sur
A préservant la graduation et N un opérateur nilpotent sur A faisant strictement baisser
le degré. L’opérateur C = C0 + N est diagonalisable si et seulement si, pour tout vecteur
propre Pk ∈ Ak de C, de valeur propre γ, le système suivant possède une solution
∀i = 0, . . . , k − 1, NPi+1 = (γ − C0)Pi. (4.85)
Si c’est le cas, P =
∑k
i=0 Pi est vecteur propre de C de même valeur propre que le vecteur
propre Pk de C0.
Démonstration. Supposons que CP = γP . On a alors, en identifiant les termes de degré
k, C0Pk = γPk, et en identifiant ceux de degré j < k, NPj+1 = (γ − C0)Pj .
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Notons que les paires d’opérateurs de Casimir CδT et C
δ, ainsi que CδT et C
λ,µ, vérifient
précisément les hypothèses du Lemme 4.5.8. Or, nous souhaitons appliquer le Lemme
4.5.7 pour démontrer les Théorèmes 4.5.1 et 4.5.2, portant sur l’existence et l’unicité de
la superisation et la quantification. Il nous reste donc à diagonaliser l’opérateur CδT et
à montrer que les systèmes triangulaires de type (4.85) ont une solution unique pour
N = Cδ − CδT et N = Cλ,µ − CδT . C’est l’objet du paragraphe suivant.
4.5.4 Diagonalisation des 3 opérateurs de Casimir CδT , C
δ, et Cλ,µ
Nous montrons ici trois Propositions 4.5.16, 4.5.17 et 4.5.18, concernant la diagonali-
sation des trois opérateurs de Casimir CδT , C
δ et Cλ,µ données respectivement en (4.80),
(4.81) et (4.82). Nous diagonalisons tout d’abord l’opérateur de Casimir CδT du module T δ
et identifions ses sous-espaces propres. Les deux autres opérateurs de Casimir s’exprimant
comme la somme de CδT avec un opérateur faisant baisser strictement le degré en p, leur
diagonalisation découlera du Lemme 4.5.8.
Préambule à la diagonalisation de l’opérateur CδT
Commençons par rappeler l’expression de l’opérateur de Casimir du module (T δ,Lδ),
fournie en (4.80),
CδT = 2(∆Ω + ΦΨ) +RT +Σ(Σ− n) + 2n (n(δ − 1)− E) E − n2δ(δ − 1). (4.86)
L’opérateur CδT est ainsi polynomial en les quatre opérateurs
∆Ω+ΦΨ, RT, Σ, E . (4.87)
Le seul commutateur dont le calcul est non trivial est [RT,∆Ω+ΦΨ], tous les autres sont
nuls. Les étapes intermédiaires sont riches d’enseignement, ainsi [RT,∆Ω] = RΨΩ−∆ΦT
prouve que les opérateurs RT et ∆Ω ne commutent pas, tout comme RT et ΦΨ, dont le
commutateur est [RT,ΦΨ] = RΩΨ−Φ∆T. Comme, par ailleurs, [Ψ,Ω] = T et [∆,Φ] = R,
la conclusion est aisée,
[RT,∆Ω+ΦΨ] = 0. (4.88)
Ainsi pour diagonaliser CδT nous allons diagonaliser simultanément les quatre opéra-
teurs ∆Ω+ΦΨ, RT , Σ et E .
Stratégie pour diagonaliser l’opérateur CδT
L’opérateur CδT est polynomial en quatre opérateurs ∆Ω+ΦΨ, RT,Σ, E qui commutent
entre eux, et se diagonalisent donc simultanément. Nous obtenons aisément la Proposition
4.5.10, donnant la diagonalisation simultanée des 3 opérateursRT, E et Σ, la difficulté réside
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en fait dans la diagonalisation de ∆Ω+ΦΨ. D’après la Proposition 4.5.10, elle se ramène
à exprimer ∆Ω + ΦΨ sur le noyau de T , qu’il stabilise, en fonction de E et Σ. Pour cela,
nous introduisons le projecteur Π0 sur kerT , afin de définir par restriction et projection les
endomorphismes ∆0,Ω0,Φ0,Ψ0 de kerT . On a alors ∆0Ω0 +Φ0Ψ0 = ∆Ω+ΦΨ sur kerT .
Le Lemme 4.5.13 montre alors que Φ0Ψ0 est nul ou s’exprime en fonction de E et Σ
sur l’espace kerΩ0. Ensuite, le Lemme 4.5.14 conduit à la décomposition selon kerΩ0 ⊕
∆0 kerΩ0 du noyau de T . Nous en déduisons la Définition 4.5.15 des sous-espaces propres
de CδT et la Proposition 4.5.16 fournissant la diagonalisation de C
δ
T .
Diagonalisation simultanée de E ,Σ et RT
Rappelons tout d’abord les expressions des quatre invariants euclidiens, donnés en
(4.12)
E = p˜i∂p˜i , Σ = ξ˜i∂ξ˜i , R = p˜ip˜i, T = ∂p˜i∂p˜i . (4.89)
La diagonalisation simultané des opérateurs E , Σ et RT demande un raffinement de la bi-
graduation, cf (3.105), de l’espace des symboles Sδ[ξ] =⊕∞k=0⊕nκ=0 Sδk,κ[ξ], qui, rappelons-
le, correspond à la décomposition en sous-espaces propres de E et Σ, de valeurs propres
respectives k et κ sur Sδk,κ[ξ].
Définition 4.5.9. L’espace Sδ∗,∗,s[ξ] est le sous-espace Rs kerT de Sδ[ξ], avec s ∈ N ; on
note Sδk,κ,s[ξ] son intersection avec Sδk,κ[ξ]. Enfin, on désigne par γ∗,∗,s(A) et γk,κ,s(A) les
restrictions d’un opérateur A aux sous-espaces Sδ∗,∗,s[ξ] et Sδk,κ,s[ξ].
Remarquons que le Lemme 2.3.7, énoncé sur Sδ, se prolonge trivialement à Sδ[ξ], et
fournit, en particulier kerT s =
⊕s
s′=0 Sδ∗,∗,s′ [ξ]. On peut alors formuler une généralisation
directe d’un résultat classique [104].
Proposition 4.5.10. L’espace des symboles admet la décomposition suivante
Sδ[ξ] =
∞⊕
k=0
n⊕
κ=0
[k/2]⊕
s=0
Sδk,κ,s[ξ], (4.90)
et les restrictions des 4 opérateurs composant CδT à ces sous-espaces sont données par
γk,κ,s(E) = k (4.91)
γk,κ,s(Σ) = κ (4.92)
γk,κ,s(RT ) = 2s (n+ 2(k − s− 1)) (4.93)
γk,κ,s(∆Ω + ΦΨ) = 2s+R
sγk−2s,κ,0(∆Ω + ΦΨ). (4.94)
Spécifions que l’on a d’une part γ∗,∗,s(RT ) = 2s (n+ 2(E − s− 1)), et d’autre part
γ∗,∗,s(∆Ω + ΦΨ) = 2s+Rsγ∗,∗,0(∆Ω + ΦΨ).
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Démonstration. Le Lemme 2.3.7 s’applique, il fournit la décomposition Sδ[ξ] =⊕∞
s=0 Sδ∗,∗,s[ξ] ainsi que
γ∗,∗,s(RT ) = 2s (n+ 2(E − s− 1)) . (4.95)
La preuve de la Proposition 2.3.7 se prolonge trivialement à ce nouveau cadre, on obtient
ainsi la décomposition cherchée. Comme Sδk,κ,s[ξ] ⊂ Sδk,κ[ξ], on trouve γk,κ,s(E) = k et
γk,κ,s(Σ) = κ ; de la formule (4.95) on déduit alors γk,κ,s(RT ) = 2s (n+ 2(k − s− 1)).
Il reste alors à étudier la restriction de ∆Ω + ΦΨ sur les sous-espaces Sδk,κ,s[ξ]. Soit
P ∈ Sδk,κ,s[ξ], alors par définition P ∈ Rs kerT , et il existe donc Q ∈ kerT tel que P = RsQ.
Comme on a [∆Ω + ΦΨ, R] = 2R, l’action de l’opérateur ∆Ω + ΦΨ sur le symbole P est
donnée par
(∆Ω + ΦΨ)P = 2sP +Rs(∆Ω + ΦΨ)Q, (4.96)
et le résultat en découle.
Sous-espaces propres de ∆Ω+ΦΨ
Diagonaliser ∆Ω + ΦΨ sur chaque sous-espace Sδk,κ,s[ξ] est équivalent à l’exprimer
en fonction de E et Σ sur kerT = Sδ∗,∗,0[ξ], ce que nous allons faire maintenant. Nous
travaillons pour cela avec les opérateurs ∆Ω et ΦΨ séparément, parfois même avec ∆, Ω,
Φ et Ψ individuellement. Mais si ∆Ω + ΦΨ stabilise kerT , ce n’est pas le cas de ∆ et Φ.
Nous introduisons donc le projecteur suivant.
Proposition 4.5.11. La restriction de l’opérateur Id − 12(n+2(E−2))RT à kerT 2 définit le
projecteur Π0 : kerT
2 → kerT .
Démonstration. Tout d’abord montrons que l’expression donnant Π0 est bien définie.
Comme Π0 commute à E , il suffit de le montrer sur Sδk [ξ] pour tout k. Ceci est alors
trivial. Si k < 2, Π0 est l’identité, et si k ≥ 2 on a Π0 = Id− 12(n+2(k−2))RT .
Ensuite, on a kerT 2 = Sδ∗,∗,1[ξ] ⊕ Sδ∗,∗,0[ξ], et la Proposition 4.5.10 montre que
γ∗,∗,1(RT ) = 2 (n+ 2(E − 2)). L’opérateur Π0 est donc nul sur Sδ∗,∗,1[ξ]. Comme par défini-
tion Sδ∗,∗,0[ξ] = kerT , Π0 vaut l’identité sur Sδ∗,∗,0[ξ], et c’est donc bien un projecteur.
Rappelons maintenant l’expression des 4 opérateurs, invariants sous les isométries, qui
constituent ∆Ω+ΦΨ. Conformément à (4.12), on a
∆ = ξ˜ip˜i, Φ = p˜i∂ξ˜i , Ψ = ξ˜i∂p˜i , Ω = ∂ξ˜i∂p˜i . (4.97)
Comme [T,Ω] = [T,Ψ] = 0, les opérateurs Ω et Ψ stabilisent kerT . D’autre part, on a
[T 2,∆] = 2ΨT et [T 2,Φ] = 2ΩT , d’où ∆(kerT ) ⊂ kerT 2 et Φ(kerT ) ⊂ kerT 2. On peut
donc introduire la définition suivante.
146 Chapitre 4. La quantification conformément équivariante des supercotangents
Définition 4.5.12. On désigne par Ω0 et Ψ0 les restrictions de Ω et Ψ à Sδ∗,∗,0[ξ], et par
∆0 et Φ0 les restrictions de Π0∆ et Π0Φ à Sδ∗,∗,0[ξ].
Les quatre opérateurs nouvellement définis sont donc des endomorphismes de Sδ∗,∗,0[ξ].
Commençons par donner leur table de commutation, d’usage constant par la suite,
[·, ·] ∆0 Φ0 Ψ0 Ω0
∆0 0 0 −4c∆0Ψ0 (n+ E − Σ)− 4cΦ0Ψ0
Φ0 0 0 Σ + E − 4c∆0Ω0 −4cΦ0Ω0
Ψ0 −4c∆0Ψ0 Σ+ E − 4c∆0Ω0 0 0
Ω0 (n+ E − Σ)− 4cΦ0Ψ0 −4cΦ0Ω0 0 0
(4.98)
où c = 12(n+2(E−1)) (il est issu du coefficient de RT dans Π0, l’écart de 1 dans le facteur
comportant E est dû à la commutation avec Ψ ou Ω qui font baisser de 1 le degré en p˜).
Le premier point essentiel qui en découle est la non commutation de ∆0Ω0 et Φ0Ψ0,
[Φ0Ψ0,∆0Ω0] = −4c∆0Φ0Ψ0Ω0. (4.99)
Nous allons décomposer l’espace Sδ∗,∗,0[ξ] selon kerΩ0 ⊕ ∆0 kerΩ0, puis raffiner cette dé-
composition en sous-espace propres de Φ0Ψ0. Ce raffinement repose sur le lemme suivant.
Lemme 4.5.13. Le noyau de l’opérateur Ω0 admet la décomposition suivante kerΩ0 =
(kerΩ0 ∩ kerΦ0Ψ0) ⊕ (kerΩ0 ∩ imΦ0Ψ0), et restreint à chacun de ces deux sous-espaces,
l’opérateur Φ0Ψ0 est égal respectivement à 0 et E +Σ.
Démonstration. La preuve repose sur le calcul du carré de Φ0Ψ0,
(Φ0Ψ0)
2 = (E +Σ)Φ0Ψ0 − 4Φ0c∆0Ψ0Ω0. (4.100)
Remarquons alors que l’opérateur 1E+ΣΦ0Ψ0 est bien défini : pour P un symbole, Φ0Ψ0P
est nul ou de degré au moins 1 en p. Ainsi, restreint à kerΩ0∩Sδk,κ[ξ], l’opérateur 1E+ΣΦ0Ψ0
est un projecteur, d’où le résultat.
Nous pouvons désormais formuler le lemme central pour la diagonalisation de CδT , il
fournit la décomposition Sδ∗,∗,0[ξ] = kerΩ0 ⊕∆0 kerΩ0.
Lemme 4.5.14. On a la suite exacte scindée suivante
0 // kerΩ0 // Sδ∗,∗,0[ξ]
aΩ0 // kerΩ0
∆0
jj
// 0, (4.101)
où a = ((n+ E − Σ)− 2cΦ0Ψ0))−1.
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Démonstration. Montrons tout d’abord que l’opérateur aΩ0 est bien défini. Introduisons
A = (n+E −Σ)− 1(n+2(E−1))Φ0Ψ0, l’inverse de a. Il est bien défini car l’image Φ0Ψ0P d’un
symbole P est nulle ou de degré au moins 1 en p, ainsi E est toujours de valeur supérieure
ou égale 1. Il stabilise Sδk,κ ainsi que kerΩ0 car [Ω0, A] = 2(n+2E)cΦ0Ψ0Ω0. D’après le Lemme
4.5.13, A est donc diagonalisable sur Sδk,κ ∩ kerΩ0. Il a pour valeur propre λ = n+ k − κ
sur le noyau de ΦΨ, et n + k − κ − k+κn+2(k−1) sur l’image de ΦΨ, où k ≥ 1. Ainsi la plus
petite valeur propre de A est strictement positive si κ < n, cet opérateur est donc un
isomorphisme de
⊕
κ<n Sδ∗,κ ∩ kerΩ0, qui est un espace contenant imΩ0, et contenu dans
kerΩ0. Il en découle que A
−1Ω0 = aΩ0 est bien défini et d’image contenue dans kerΩ0.
Par définition de ∆0, on a ∆0(kerΩ0) ⊂ Sδ∗,∗,0[ξ], il suffit donc de montrer que aΩ0∆0
est égal à l’identité sur kerΩ0 pour conclure. Or, on a Ω0∆0 = [Ω0,∆0] sur kerΩ0, et en
explicitant a et ce commutateur, on obtient comme voulu
aΩ0∆0 = ((n+ E − Σ)− 2cΦ0Ψ0))−1 ((n+ E − Σ)− 2cΦ0Ψ0) = Id.
Ceci achève la preuve du lemme.
Nous pouvons définir alors une nouvelle famille de sous-espaces de Sδ[ξ].
Définition 4.5.15. Les sous-espaces Sδk,κ,s; ab[ξ], où les indices sont entiers et ont pour
domaines k ∈ N, κ ≤ n, s ≤ [k/2] et a, b ∈ {0, 1}, sont donnés par
Sδk,κ,s; a0[ξ] = Rs
(
Sδk−2s,κ[ξ] ∩ (∆0)a (kerΩ0 ∩ kerΦ0Ψ0)
)
, (4.102)
Sδk,κ,s; a1[ξ] = Rs
(
Sδk−2s,κ[ξ] ∩ (∆0)a (kerΩ0 ∩ imΦ0Ψ0)
)
. (4.103)
Diagonalisation de l’opérateur CδT
Les sous-espaces Sδk,κ,s; ab[ξ] sont trivialement inclus dans Sδk,κ,s[ξ], pour les indices k,
κ, s correspondant et en forment une décomposition en somme directe en quatre sous-
espaces comme le montre les Lemmes 4.5.14 et 4.5.13. Il en découle une décomposition en
somme directe de Sδ[ξ], et les Sδk,κ,s; ab[ξ] sont justement des sous-espaces propres pour,
simultanément, les quatre opérateurs ∆Ω+ΦΨ, RT,Σ, E , d’où la diagonalisation de CδT .
Proposition 4.5.16. L’espace des symboles admet la décomposition
Sδ[ξ] =
∞⊕
k=0
n⊕
κ=0
[k/2]⊕
s=0
⊕
a,b=0,1
Sδk,κ,s; ab[ξ], (4.104)
en sous-espaces propres de CδT , et on note γk,κ,s; ab sa valeur propre sur le sous-espace dont
les indices correspondent. Elle est donnée par
γk,κ,s; a0 = γˆk,s + κ(κ− n)− 2(k − 2s) + 2a(n+ k − κ− 2s), (4.105)
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γk,κ,s; a1 = γˆk,s + κ(κ− n) + 2κ+ 2a(n+ k − κ− 2s− 2), (4.106)
où γˆk,s = 2s[n + 2(k − s − 1)] + 2k[1 + n(δ − 1) − k] − n2δ(δ − 1) est la valeur propre de
Ĉδ sur Sδk,s, donnée en (2.79).
Démonstration. Rappelons tout d’abord la formule suivante de CδT , obtenue en (4.81),
CδT = Ĉδ +Σ(Σ− n) + 2(∆Ω + ΦΨ)− 2E . (4.107)
Soit Sδk,κ,s; ab[ξ] un sous-espace quelconque de la décomposition (4.104) de Sδ[ξ]. C’est un
sous-espace propre pour les trois opérateurs E , Σ et RT , et d’après la Proposition 4.5.10 et
la formule (4.107) donnant CδT , la restriction de C
δ
T au sous-espace Sδk,κ,s; ab[ξ] est donnée
par
γk,κ,s; ab
(
CδT
)
= γˆk,s + κ(κ− n) + 4s− 2k + 2Rsγk−2s,κ,0; ab (∆Ω + ΦΨ) . (4.108)
Il nous reste donc à évaluer γk−2s,κ,0; ab (∆Ω + ΦΨ), qui est égal à ∆0Ω0 +Φ0Ψ0 restreint,
par définition, à
– (∆0)
a (kerΩ0 ∩ kerΦ0Ψ0), si b = 0,
– (∆0)
a (kerΩ0 ∩ imΦ0Ψ0), si b = 1.
Dans les deux cas nous avons besoin de connaître
(∆0Ω0 +Φ0Ψ0)∆0 = ∆0 (n+ E − Σ+ Φ0Ψ0) . (4.109)
Si b = 0, on a alors
γk−2s,κ,0; a0 (∆Ω + ΦΨ) = a (n+ k − 2s− κ) ,
ce qui montre, conjointement avec (4.108), que Sδk,κ,s; a0[ξ] est un sous-espace propre de CδT ,
de valeur propre donnée par (4.105). De même, si b = 1, on obtient, grâce au Lemme 4.5.13
et à la loi de commutation (4.109), l’expression suivante
γk−2s,κ,0; a1 (∆Ω + ΦΨ) = (1− a)(k − 2s+ κ) + a (n+ k − 2s− κ) + a (k − 2s+ κ− 2) .
Ainsi, Sδk,κ,s; a1[ξ] est également un sous-espace propre de CδT et sa valeur propre
γk−2s,κ,0; a1(CδT ) est bien donnée par (4.106).
Donnons une écriture explicite d’un symbole P ∈ Sδk,κ,s;ab. Par définition de Sδ∗,∗,s, on
a P = RsQ avec Q ∈ Sδk−2s,κ,0;ab, et donc TQ = 0. Remarquons alors que d’une part
kerΨ ⊂ kerΦΨ ⊂ kerΨΦΨ, et d’autre part ΨΦΨ = [Ψ,Φ]Ψ = (E + Σ)Ψ, ce qui implique
kerΨ = kerΦΨ. Pour b = 1 qui correspond à l’image de ΦΨ, le Lemme 4.5.13 fournit la
valeur propre de ΦΨ. Nous faisons également usage, afin de simplifier le cas ab = 10, de
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l’égalité ∆0 = ∆ − RT∆c = ∆ − 2RΨc, qui découle de la formule donnant Π0 dans la
Proposition 4.5.11.
– Si ab = 00, le symbole Q vérifie ΩQ = ΨQ = 0.
– Si ab = 01, on a ΩQ = 0 et ΦΨQ = (k − 2s+ κ)Q.
– Si ab = 10, Q se factorise suivant Q = ∆Q0, où Q0 est tel que ΩQ0 = ΨQ0 = 0.
– Si ab = 11, on a également Q = ∆0Q0, mais Q0 est tel que ΩQ0 = 0 et ΦΨQ0 =
(k − 2s+ κ− 2)Q0.
Diagonalisation de l’opérateur de Casimir Cδ
La diagonalisation de l’opérateur de Casimir Cδ = CδT +
~
2iΓΨ, repose sur la Proposi-
tion 4.5.16, donnant la diagonalisation de CδT , et le Lemme 4.5.8, qui fournit une méthode
pour diagonaliser un opérateur C = C0 + N , où C0 est diagonalisable et N nilpotent.
Essentiellement, il suffit alors de résoudre, génériquement, un système linéaire triangulaire.
La difficulté tient dans la détermination des valeurs résonantes de δ, pour lesquelles le
système en question n’a pas de solution et Cδ n’est pas diagonalisable. Ici le cas d’une
solution non unique au système ne se présente pas. La démonstration de la proposition
suivante est technique, et effectuée dans l’Annexe E.
Proposition 4.5.17. Soit nδ /∈ N \ {0, 1}. L’opérateur de Casimir Cδ, donné par (4.81),
est diagonalisable sur Sδ[ξ]. A chaque vecteur propre de CδT est associé un unique vecteur
propre de Cδ de même symbole principal et de même valeur propre.
Diagonalisation de l’opérateur de Casimir Cλ,µ
Il ne reste plus qu’à diagonaliser l’opérateur de Casimir Cλ,µ, égal à CδT +N avec N un
opérateur nilpotent faisant strictement baisser le degré en p˜. La Proposition 4.5.16 donnant
la diagonalisation de CδT , il suffit alors d’utiliser le Lemme 4.5.8, qui fournit une méthode
pour diagonaliser un opérateur C = C0 + N , où C0 est diagonalisable et N nilpotent.
Nous ne déterminons pas l’ensemble des valeurs de µ − λ = δ ∈ IQ, qui conduisent à une
obstruction pour que chaque vecteur propre de CδT soit le symbole principal d’un unique
vecteur propre de Cλ,µ, comme nous l’avons fait pour Cδ. Cela semble pour l’instant hors
de portée.
Proposition 4.5.18. Soit δ /∈ IQ, avec IQ un sous-ensemble de Q. L’opérateur de Casimir
Cλ,µ, donné par (4.82), est diagonalisable sur Sδ[ξ]. A chaque vecteur propre de CδT (et
donc de Cδ) est associé un unique vecteur propre de Cλ,µ de même symbole principal et
même valeur propre.
Démonstration. Soit Cλ,µ = CδT + N , où N est déterminé par la formule (4.82) donnant
Cλ,µ. AinsiN fait baisser strictement le degré en p˜. Le Lemme 4.5.8 montre que tout vecteur
propre Pk ∈ Sδk,κ,s;ab[ξ] est associé à un unique vecteur propre de Cλ,µ si et seulement si
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le système NPi+1 = (γk,κ,s;ab − CδT )Pi, pour i = 0, . . . , k − 1, et Pi ∈ Sδi [ξ], admet une
unique solution. Le sous-ensemble IQ est donc déterminé par l’ensemble des solutions δ
des équations γk,κ,s;ab − γk′,κ′,s′;a′b′ = 0 correspondant aux dégénérescences du système
précédent, les indices primés étant tels qu’il existe Pi se décomposant avec une partie non
triviale sur Sδk′,κ′,s′;a′b′ [ξ].
4.5.5 Démonstrations des Théorèmes 4.5.1 et 4.5.2
Nous appuyant sur les résultats précédent sur les opérateurs de Casimirs, nous pouvons
démontrés les deux Théorèmes portant respectivement sur la superisation et la quantifica-
tion.
Preuve du Théorème 4.5.1. D’après la Proposition 4.5.16, les sous-espaces propres de CδT
sont Sδk,κ,s;ab[ξ]. Si δ /∈ IS, la Proposition 4.5.17 montre alors que chaque élément de
Sδk,κ,s;ab[ξ] est le symbole principal d’un unique vecteur propre de Cδ, de valeur propre
γk,κ,s;ab. Le Lemme 4.5.7 permet alors de conclure.
Preuve du Théorème 4.5.2. La Proposition 4.5.17 montre que l’opérateur de Casimir Cδ
est diagonalisable pour δ /∈ IS, tout élément de Sδk,κ,s; ab[ξ] étant le symbole principal d’un
vecteur propre de valeur propre γk,κ,s; ab. De plus, la Proposition 4.5.18 montre que si
δ /∈ IQ, chaque élément de Sδk,κ,s; ab[ξ] est le symbole principal d’un unique vecteur propre
de Cλ,µ, de valeur propre γk,κ,s; ab. Le Lemme 4.5.7 permet alors de conclure.
4.6 Applications et exemples
Nous terminons ce chapitre par quelques applications de la superisation et de la quan-
tification conformément équivariantes. Tout d’abord nous montrons que la superisation
transforme l’application moment pour o(p+1, q+1) du fibré cotangent en celle du super-
cotangent. Sa quantification conduit à la dérivée de Lie des spineurs, résultat qui avait été
obtenu avec la quantification géométrique et énoncé dans le Corollaire 3.3.12.
Ensuite, nous classifions l’ensemble des éléments conformément invariants pour les trois
o(p+1, q+1)-modules que nous avons étudiés, T δ, Sδ[ξ] et Dλ,µ, et spécifions les poids δ,
λ et µ pour lesquels ils sont invariants. Lorsque δ est tel que la superisation et la quantifi-
cation conformément équivariantes existent, ces dernières établissent une correspondance
entre les invariants conformes de ces trois modules. Nous écrivons explicitement ces inva-
riants sur l’espace des symboles, ainsi que sur l’espace des opérateurs différentiels spinoriels
grâce à la quantification conformément équivariante, pour ceux de degré inférieur ou égal
à 1. L’opérateur de Dirac et la chiralité sont ainsi naturellement trouvés comme opéra-
teurs conformément invariants. Les poids de l’opérateur de Dirac correspondent, comme
pour l’opérateur de Yamabe-Laplace dans le cas des fibrés cotangents, à l’une des deux
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résonances (correspondant à la perte de l’unicité) pour la quantification des symboles de
degré 1. De plus, certains invariants conformes de T δ n’ont pas d’équivalents dans Sδ[ξ]
et Dλ,µ, ce qui peut s’interpréter par la non-existence de la superisation pour les poids
correspondants.
Dans un contexte plus physique, nous donnons le symbole obtenu par couplage mini-
mal du symbole de l’opérateur de Dirac au champ électromagnétique. La quantification
conformément équivariante préserve la procédure de couplage minimal. Le carré du symbole
correspondant au couplage minimal conduit à l’hamiltonien H (3.28) étudié précédemment,
qui peut s’obtenir également par superisation, pour δ = 0, de l’hamiltonien classique du
couplage minimal.
Enfin, partant de tenseurs de Killing-Yano (conformes), nous obtenons explicitement
par superisation la correspondance entre tenseurs de Killing-Yano et supercharges qui est
montrée dans les références [43] et [98], une supercharge étant un symbole en involution avec
le symbole de l’opérateur de Dirac, pour le crochet de Poisson canonique du supercotangent.
Ceci peut s’étendre aux tenseurs de Killing-Yano conformes et en fournit une caractérisation
en termes supersymplectiques. Par quantification on retrouve les expressions proposées
dans [21]. Pour les tenseurs d’ordre 2 on obtient l’opérateur de type Dirac introduit par
B. Carter et R.G. McLenaghan [23] pour intégrer l’équation de Dirac dans l’espace-temps
de Kerr. Nos donnons également le superisé d’un tenseur de Killing-Yano conforme puis
nous le quantifions en utilisant la quantification conformément équivariante précédemment
développée.
4.6.1 Moments et dérivée de Lie des spineurs
Rappelons que J désigne l’application moment associée à l’action hamiltonienne de
Vect(M) sur T ∗M , elle est définie en (2.27) par JX = piXi. Pour mémoire, l’application
moment paire donnée par l’action hamiltonienne de conf(M, g) surM est donnée en (3.49)
et s’écrit J 0X = p˜iXi + ~2i ξ˜kξ˜j(∂jXk). La superisation conformément équivariante permet
de relier les deux.
Corollaire 4.6.1. Soit (M, g) une variété conformément plate, la superisation conformé-
ment équivariante d’un symbole P = piX
i ∈ Sδ1 est donnée par
SδT (piX
i) = p˜iX
i +
~
i(2− nδ) ξ˜kξ˜
j(∂jX
k). (4.110)
Pour δ = 0, elle permet de passer de l’application moment J à l’application moment J 0,
J 0 = S0T ◦ J|conf(M,g). (4.111)
L’équation (4.110) donnant la superisation d’un symbole a déjà été donnée dans le
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Corollaire 4.3.6, et l’équation suivante est immédiate et sans surprise car J et J 0 sont
toutes deux conformément équivariantes. Nous pouvons alors quantifier le résultat obtenu,
ce qui conduit au diagramme commutatif suivant de o(p+ 1, q + 1)-modules
S0[ξ] Q
λ,λ
//
Dλ,λ
conf(M, g)
J //
J 0
99ssssssssss
S0.
S0T
OO
(4.112)
Sur les symboles superisés de degré 1 en les impulsions, la quantification conformément
équivariante coïncide avec le prolongement de la quantification géométrique définie par le
Théorème 3.3.9. Nous étendons ainsi le Corollaire 3.3.12, en obtenant la dérivée de Lie des
spineurs de poids quelconque λ, comme quantifiée des moments du supercotangent.
Corollaire 4.6.2. Soit (M, g) une variété conformément plate, la composition de la quan-
tification et de la superisation conformément équivariantes avec l’application moment J ,
associe à X ∈ conf(M, g) la dérivée de Lie des spineurs selon X,
Qλ,λ ◦ S0T ◦ JX = LλX . (4.113)
Cette formule permet de définir une extension de la dérivée de Lie des spineurs 4 pour
X ∈ Vect(M), qui coïncide avec celle de Y. Kosmann [60] si λ = 0.
En utilisant l’expression de la quantification conformément équivariante donnée par le
Théorème 4.2.10, on obtient la formule suivante pour la dérivée de Lie spinorielle
L
λ
X = X
i∂i +
~
8i
[γk, γ
j ](∂jX
k) + λ∂iX
i, (4.114)
et en utilisant l’écriture covariante de la quantification conformément équivariante, fournie
par le Théorème 4.4.1, on obtient pour tout X ∈ Vect(M) l’expression
L
λ
X = X
i∇i + ~
4i
γkγj∂[jXk] + λ∂
∇
i X
i, (4.115)
qui est bien, pour λ = 0, l’expression donnée par Y. Kosmann et rappelée en (3.70).
4.6.2 Tenseurs, symboles et opérateurs conformément invariants
Dans un premier temps, nous classifions les éléments conformément invariants de chacun
des trois o(p+ 1, q + 1)-modules T δ, Sδ[ξ] et Dλ,µ. Ils correspondent aux éléments sur les-
quels la dérivée de Lie des champs de vecteurs Killing-conformes s’annule. Nous en donnons
4. Cependant elle ne vérifie la propriété fondamentale [LλX , L
λ
Y ] = L
λ
[X,Y ] que pour X, Y ∈ conf(M, g).
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une expression explicite sur l’espace des symboles, et une expression locale, par transport
via evg et N , sur les modules T δ et Dλ,µ. Pour δ fixé, les invariants conformes des 3 modules
se correspondent via la superisation et la quantification conformément équivariante, si elles
existent. Cela nous permet d’obtenir la chiralité et l’opérateur de Dirac comme opérateurs
conformément invariants, les poids de l’opérateur de Dirac correspondant à l’une des deux
résonances de la quantification conformément équivariante des symboles de degré 1. Nous
montrons ensuite explicitement l’obstruction pour superiser un invariant conforme de T δ.
Insistons sur le fait que dans tout ce paragraphe nous nous plaçons toujours sur une
variété conformément plate.
Classification des tenseurs, symboles et opérateurs conformément invariants
Donnons une définition de l’invariance conforme pour les trois modules T δ, Sδ[ξ], Dλ,µ.
Définition 4.6.3. Un symbole P ∈ Sδ[ξ] est conformément invariant si il vérifie LδXP = 0
pour tout X ∈ conf(M, g). De même un tenseur T ∈ T δ est conformément invariant si
LδXT = 0 pour tout X ∈ conf(M, g), et un opérateur différentiel D ∈ Dλ,µ est conformé-
ment invariant si Lλ,µX D = 0 pour tout X ∈ conf(M, g).
Nous travaillons désormais localement en coordonnées de Darboux conformes, on a
donc gij = Fηij où η est la métrique plate de signature (p, q) et F une fonction strictement
positive. On dispose également de volx = εj1...jndx
j1 ∧ . . .∧ dxjn la forme volume associée.
L’algèbre de Lie des similitudes est alors bien définie, et son action sur les 3 modules
est la même, par transport. Commençons donc par déterminer les expressions locales des
symboles invariants sous l’action (locale) des similitudes. On utilise pour cela la Proposition
4.1.5 qui traite des opérateurs différentiels sur Sδ[ξ] commutant à l’action des isométries.
Comme les symboles s’identifient dans ce contexte aux opérateurs différentiels d’ordre 0,
on obtient immédiatement le lemme suivant.
Lemme 4.6.4. Soit les symboles définis localement par R = ηij p˜ip˜j, χ = εj1...jn ξ˜
j1 . . . ξ˜jn,
∆ = p˜iξ˜
i et ∆χ = −~
i
{∆, χ} = εj1...jn p˜j1 ξ˜j2 . . . ξ˜jn, introduits en (B.0.14). L’algèbre com-
mutative des symboles invariants sous les isométries est engendrée vectoriellement par les
monômes
∆a ∗ χbRs, (4.116)
tels que a, b = 0, 1, s ∈ N et par définition ∆ ∗ 1 = ∆, 1 ∗ χ = χ et ∆ ∗ χ = ∆χ.
On remarque que ∗ est le star-produit de Moyal [76], voir (2.25), bien défini localement.
Rappelons maintenant l’action des similitudes LδX0 = x
i∂˜i − p˜i∂p˜i + δn donnée en (4.3). Il
en découle que R doit être muni d’un poids δ = 2n , ∆ et ∆
χ d’un poids δ = 1n et χ d’un
poids nul, pour être invariants sous les similitudes. Ce sont alors des symboles globalement
définis.
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Proposition 4.6.5. Sur la variété conformément plate (M, g), les invariants locaux sous
les similitudes R,∆, χ sont des symboles bien défini globalement, et égaux à
R = |volg| 2n gijpipj ∈ S 2n [ξ], ∆ = |volg| 1n piξi ∈ S 1n [ξ], χ = (volg)j1...jnξj1 . . . ξjn ∈ S0[ξ],
(4.117)
où (volg)j1...jn désignent les composantes de la forme volume de M définie par la métrique g.
Nous pouvons alors déterminer les invariants conformes de T δ, Sδ[ξ] et Dλ,µ. Nous en
obtenons, grâce à la proposition précédente, une expression globale pour ceux de Sδ[ξ], et
de T δ car l’identification evg est globale. Par contre, nous ne fournissons qu’une expression
locale des opérateurs différentiels conformément invariants, qui sont automatiquement des
objets globaux sur la variété conformément plate (M, g).
Théorème 4.6.6. Les invariants conformes de la famille de modules (T δ)δ∈R sont, via evg,
donnés par
ev
−1
g
(
∆a ∗ χbRs
)
∈ T 2s+an , (4.118)
où a, b = 0, 1 et s ∈ N. La famille de modules (Sδ[ξ])δ∈R a pour invariants conformes
∆a ∗ χbRs ∈ S 2s+an [ξ], (4.119)
où s ∈ N et a, b = 0, 1 avec a + b 6= 0. Les invariants conformes de la famille de modules
(Dλ,µ)λ,µ∈R ont pour expressions locales, via l’ordre normal,
N (χ) ∈ Dλ,λ, ou N (∆χ) ∈ Dn−12n ,n+12n , ou N (∆Rs) ∈ Dn−2s−12n ,n+2s+12n , (4.120)
et ceci pour tout λ ∈ R et s ∈ N.
Démonstration. Nous avons déjà montré que pour les trois familles de modules (T δ)δ∈R,
(Sδ[ξ])δ∈R et (Dλ,µ)λ,µ∈R, les invariants sous les similitudes sont, à l’application de (evg)−1
ou N−1 près, de la forme ∆a ∗ χbRs ∈ S 2s+an [ξ], avec a, b = 0, 1 et s ∈ N.
1. L’action des inversions sur le module T δ s’obtient en combinant (4.53), qui exprime
Lδ
X¯i
en fonction de Lδ
X¯i
, et (4.4), qui fournit une expression explicite de Lδ
X¯i
. Trans-
portée sur les symboles, elle s’écrit alors
evgL
δ
X¯i
(evg)
−1 = (xjxj ∂˜i − 2xixj ∂˜j) + (−2p˜ixj∂p˜j + 2xip˜j∂p˜j + 2p˜kxk∂p˜i)
+2xj ξ˜
j∂ξ˜i − 2ξ˜ixk∂ξ˜k − 2nδxi,
et annule donc les invariants sous les similitudes. Ils coïncident avec les invariants
conformes de (T δ)δ∈R, comme annoncé en (4.118).
2. Pour le module Sδ[ξ], l’action des inversions est donnée, d’après la formule (4.53),
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par Lδ
X¯i
= evgLδX¯i(evg)
−1 − 2~
i
ξ˜iΨ. Il en découle, pour δ =
2s+a
n ,
LδX¯i
(
∆a ∗ χbRs
)
= −2~
i
ξ˜i∆
a ∗ χb [Ψ, Rs],
car [Ψ,∆] = [Ψ, χ] = 0. Comme [Ψ, Rs] = 2sRs−1∆, le symbole ∆a∗χbRs ∈ S 2s+an [ξ]
est invariant conforme si et seulement si a+ b 6= 0, d’où le résultat (4.119).
3. Enfin, l’action des inversions sur le module Dλ,µ, transportée à l’espace des symboles,
est donnée en (4.10) par
Lλ,µ
X¯i
= LδX¯i +
~
i
(−p˜i∂p˜j∂p˜j + 2p˜j∂p˜j∂p˜i) +
~
i
χji∂p˜j + 2
~
i
nλ∂p˜i ,
où on rappelle que χji = ξ˜
j∂ξ˜i − ξ˜i∂ξ˜j + 12∂ξ˜j∂ξ˜i . Le symbole χ, de poids δ = 0,
s’annule clairement sous l’action de cette dérivée de Lie pour tout λ = µ. Calculons
maintenant, pour δ = µ− λ = 2sn , son action sur Rs ∈ Sδ[ξ],
Lλ,µ
X¯i
Rs = 2s
~
i
[
(2nλ+ 2s− n)p˜i − 2ξ˜i∆
]
Rs−1.
Ainsi, comme pour le module des symboles, Rs n’est pas invariant conforme si s 6= 0.
De même, l’action de Lλ,µ
X¯i
sur χRs est égale à,
Lλ,µ
X¯i
χRs = 2s
~
i
[
(2nλ+ 2s− n)p˜i − ∂ξ˜i∆χ
]
Rs−1,
expression qui ne s’annule pas si s 6= 0. Il nous reste à évaluer son action sur∆∗χbRs ∈
S 2s+1n [ξ], pour b = 0, 1. On obtient d’une part
Lλ,µ
X¯i
∆Rs =
~
i
(2s+ 1− n+ 2nλ)
(
ξ˜iR
s + 2sp˜i∆R
s−1
)
,
qui est nul si et seulement si λ = n−2s−12n , et d’autre part
Lλ,µ
X¯i
∆χRs = 2s
~
i
(2s− n+ 2nλ) p˜i∆χRs−1 + ~
i
(4s+ 1− n+ 2nλ) ∂ξ˜iχRs,
qui est nul si et seulement si s = 0 et λ = n−12n . Cela achève la démonstration.
La chiralité et l’opérateur de Dirac
Bien entendu, une application conformément équivariante entre deux des 3 modules
T δ, Sδ[ξ] et Dλ,µ permet d’envoyer un élément invariant conforme du module source sur
un élément invariant conforme du module image. On peut ainsi utiliser la superisation
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et la quantification conformément équivariante pour relier les trois invariants conformes
non triviaux de plus bas degré des 3 modules, qui s’écrivent χ, ∆ et ∆χ sur l’espace des
symboles. Pour χ, la superisation est triviale et la quantification aussi, elle mène pour tout
poids λ ∈ R à la chiralité,
Qλ,λ(χ) = (
√
2)−n(volg)j1...jnγ
j1 . . . γjn . (4.121)
Précisons que γi = gijγ(∂j). Concernant ∆ et ∆
χ, on a le corollaire suivant.
Corollaire 4.6.7. Les deux invariants conformes de la famille de modules (T δ1 )δ∈R sont
piξ
i ∈ T 1n , qui est de poids nul et (volg)j1...jnpj1ξj2 . . . ξjn ∈ T
1
n , qui est de poids −n+1n .
Leurs superisés sont donnés par les symboles invariants conformes
S
1
n
T (piξ
i) = ∆ ∈ S 1n [ξ], (4.122)
S
1
n
T ((volg)j1...jnp
j1ξj2 . . . ξjn) = ∆χ ∈ S 1n [ξ]. (4.123)
Leurs quantifiés sont également invariants conformes, et correspondent respectivement à
l’opérateur de Dirac
Qn−12n ,n+12n (∆) = γ
i
√
2
∇i ∈ D
n−1
2n
,n+1
2n , (4.124)
et à son commutateur avec la chiralité,
Qn−12n ,n+12n (∆χ) = gij1(volg)j1...jn
γj2√
2
. . .
γjn√
2
∇i ∈ D
n−1
2n
,n+1
2n . (4.125)
Les poids (n−12n ,
n+1
2n ) correspondent à l’une des deux résonances
5 de la quantification
conformément équivariante.
Rappelons que ∇i est la dérivée covariante des spineurs dans la direction ∂i, son ex-
pression est donnée en (3.66). Le poids 1n de l’opérateur de Dirac est conféré par |volg|
1
n
qui est sous entendu. On a explicitement S
1
n
T (piξ
i) = piξ
i|volg| 1n et Qn−12n ,n+12n (piξi|volg| 1n ) =
|volg| 1n γi√2∇i.
D’autre part, l’indétermination de la quantification conformément équivariante
Qn−12n ,n+12n , explicitée dans le Théorème 4.4.4, n’a pas de conséquence sur la quantifi-
cation des symboles ∆ et ∆χ.
Remarque 4.6.8. Il est remarquable que l’opérateur de Dirac et son commutateur avec la
chiralité soient précisément dans l’un des deux espaces Dλ,µ de poids résonant. Rappelons
que c’était également le cas pour l’opérateur invariant conforme de Yamabe-Laplace. La
deuxième résonance, correspondant aux poids (−12n ,
2n+1
2n ), n’est associée à aucun opérateur
différentiel conformément invariant.
5. Correspondant à la non unicité.
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Obstruction à la superisation du tenseur invariant conforme gijpipj ∈ T 2n
Les invariants conformes ev−1g (Rs) de la famille de modules (T δ)δ∈R n’ont pas d’équi-
valent dans les deux autres familles de modules. Comme les poids δ pour lesquels le mo-
dule T δ admet un élément invariant conforme, de degré supérieur ou égal à deux, corres-
pondent à des résonances pour la superisation, elle n’est pas définie sur tous les tenseurs.
Explicitons ceci en calculant les superisés de H = gijpipj ∈ T δ, χH et ∆H, qui sont
invariants conformes si respectivement δ = 2n , δ =
2
n et δ =
3
n , cf (4.118).
Proposition 4.6.9. Soit H = gijpipj ∈ T δ, où gij = Fηij est une métrique conformément
plate. Pour δ 6= 2n , on a SδT (H) = H + ~i 1nδ−2ξiξj∂pj∂∇i H, ou encore SδT (H) = H −
~
i
nδ
nδ−2
Fiξ
i
F 2
∆. Et pour tout δ, SδT (χH) = χH et S
δ
T (∆H) = ∆H.
Remarquons que, comme l’expression de ∂∇i , donnée en (4.67), tient compte du poids
des densités, on a ∂∇j H = −nδ FiF H.
Démonstration. Pour déterminer le superisé d’un élément de T δ on peut procéder comme
dans la preuve générale d’existence et d’unicité de la superisation conformément équiva-
riante. On a vu alors que le superisé de P ∈ T δ2 est de la forme P2 + P1 + P0, avec
P2 = evg(P ) et, P1 et P0 sont déterminés par les équations 2
~
i
ΓΨP2 = (γ2,0,1;00 − CδT )P1
et 2~
i
ΓΨP1 = (γ2,0,1;00−CδT )P0, où γ2,0,1;00 est la valeur propre associée au vecteur propre
P2 de C
δ
T , donnée par la formule générale (4.105). On en déduit immédiatement que pour
P2 égal à χH ou ∆H, on a P1 = P0 = 0, d’où la superisation triviale de ces deux tenseurs.
On suppose maintenant que P2 = evg(H) = g
ij p˜ip˜j . Pour trouver P1 il nous faut donc
calculer tout d’abord
ΓΨP2 = 2Γ(F
−1∆) = −2Fiξ˜
i
F 2
∆ ∈ Sδ1,2,0;10[ξ].
Il en découle que P1 ∈ Sδ1,2,0;10[ξ] et donc CδT P1 = γ1,2,0;10P1 et P0 = 0. Nous pouvons alors
évaluer
(γ2,0,1;00 − CδT )P1 = (2nδ − 4)P1,
d’où P1 = −~i 2nδ−2 Fiξ˜
i
F 2
∆. Or un simple calcul montre que gij p˜ip˜j +
~
i
ξ˜iFi
F 2
∆ = gijpipj , d’où
le résultat annoncé.
Il apparait ainsi clairement l’obstruction à la superisation si δ = 2n et il en est de même
pour δ = 2sn avec s un entier naturel quelconque.
4.6.3 Le couplage à un champ électromagnétique
Un potentiel électromagnétique A est une U(1)-connexion qui s’écrit localement comme
1-forme, A = Aidx
i, de M . Elle a pour courbure le champ électromagnétique, donné
localement par Fij = ∂iAj − ∂jAi. Nous pouvons coupler le symbole de l’opérateur de
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Dirac de façon minimale avec le potentiel électromagnétique A, ce qui conduit au nouveau
symbole H1 = ξ
i(pi − qAi), où q représente la charge électrique du système. L’opérateur
quantique associé par la quantification conformément équivariante, donnée en (4.71), est
simplement
Qλ,µ(H1) = γ
i
√
2
(
~
i
∇i − qAi), (4.126)
i.e. l’opérateur obtenu par couplage minimal du potentiel électromagnétique A avec l’opé-
rateur de Dirac. Ainsi la quantification conformément équivariante commute au couplage
minimal.
Par ailleurs, nous pouvons calculer le carré de H1, donné par le crochet de Poisson, en
utilisant la formule générale (3.31) donnant le flot d’une observable,
−~
i
{H1, H1} = gij(pi − qAi)(pj − qAj) + qSijFij , (4.127)
où l’on rappelle que les Sij = ~
i
ξiξj représentent les composantes du spin. D’autre part on
peut superiser le hamiltonien classique H0 = g
ij(pi− qAi)(pj− qAj) grâce à la Proposition
4.6.9 donnant le superisé de gijpipj et au Corollaire 4.4.5 donnant la formule générale de
la superisation en degré 1. On obtient alors
SδT (H0) = g
ij(pi − qAi)(pj − qAj) + ~
i
nδ
nδ − 2
Fiξ
i
F 2
∆+
2q
2− nδ (S
ij∂∇i Aj), (4.128)
qui redonne, pour δ = 0, l’expression (4.127), et n’est pas défini pour δ = 2n .
4.6.4 Les tenseurs de Killing-Yano
Suivant [43] nous appelons supercharges les symboles qui sont en involution avec le
symbole de l’opérateur de Dirac pour le crochet de Poisson canonique du supercotangent.
L’article fondateur de G.W. Gibbons et al. [43] détermine l’ensemble des supercharges de
symbole principal f ijξ
jpi dans ce cadre. Il montre alors que f est un tenseur de Killing-
Yano d’ordre 2. M. Tanimoto [98] a étendu ensuite cette correspondance entre supercharges
et tenseurs de Killing-Yano, à des tenseurs d’ordre quelconque. Nous montrons ici que la
superisation conformément équivariante de l’espace de tenseurs T 0 réalise précisément cette
correspondance entre tenseurs de Killing-Yano et supercharges. Elle nous conduit à une
caractérisation en termes supersymplectiques des tenseurs de Killing-Yano (conformes).
La quantification des supercharges, issues des tenseurs de Killing-Yano d’ordre 2, est
donnée de façon ad hoc dans [43], et permet de retrouver l’opérateur commutant à l’opéra-
teur de Dirac utilisé par B. Carter et R.G. McLenaghan dans [23], pour intégrer l’équation
de Dirac dans l’espace-temps de Kerr. Par la suite, M. Cariglia [21] a donné la version
quantique des supercharges associées aux tenseurs de Killing-Yano d’ordre quelconque et
montré qu’ils commutaient avec l’opérateur de Dirac. Nous montrons que la quantification
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conformément équivariante conduit aux versions quantiques des supercharges données par
ces deux articles.
Les tenseurs de Killing-Yano conformes sont une généralisation naturelle des tenseurs
de Killing-Yano. Ils ont été utilisé dans deux articles très récents [64, 81] pour intégrer
l’équation de Dirac dans des espace-temps généralisant celui de Kerr. Il ne semble pas que
leur équivalent quantique ait été envisagé pour l’instant. La quantification conformément
équivariante en propose une expression.
Par souci de généralité, nous allons formuler nos résultats pour les tenseurs de Killing-
Yano conformes et les spécifier ensuite aux tenseurs de Killing-Yano, d’ordre arbitraire et
d’ordre 2.
Des tenseurs de Killing-Yano aux supercharges
Commençons par rappeler la définition usuelle d’un tenseur de Killing-Yano [107] et de
Killing-Yano conforme [50].
Définition 4.6.10. Sur une variété pseudo-riemannienne (M, g) de dimension n, un ten-
seur de Killing-Yano conforme d’ordre κ est une κ-forme f vérifiant
∇Xf = 1
κ+ 1
〈X, df〉 − 1
n− κ+ 1X
∗ ∧ d∗f (4.129)
où ∇ est la connexion de Levi-Civita, d∗ est l’opérateur de divergence, ou encore le dual de
la différentielle extérieure d et X∗ est la 1-forme duale de X, relativement à la métrique
g. En composantes, cette équation se traduit par
∇(j1fj2)j3...jκ+1 = gj1j2Φj3...jκ+1 − (κ− 1)g[j3(j1Φj2)j4...jκ+1], (4.130)
où Φ est un tenseur d’ordre κ− 1, qui se trouve être égal à Φ = 1n−κ+1∇j1f j1j2...jκ.
Le tenseur f est de Killing-Yano s’il est de plus cofermé (i.e. Φ = 0), ou de manière
équivalente, si
∇(j1fj2)j3...jκ+1 = 0. (4.131)
A partir de f , un tenseur de Killing-Yano conforme d’ordre κ, on obtient naturellement
un élément de T 0, noté Pf , donné par
Pf = f
i
j1...jκ−1ξ
j1 . . . ξjκ−1pi, (4.132)
où f ij1...jκ−1 = g
ijκfj1...jκ .
Proposition 4.6.11. Soit (M, g) une variété conformément plate, f un tenseur de Killing-
Yano conforme. La superisation conformément équivariante de Pf ∈ T 0, défini en (4.132),
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est donnée par
S0T (Pj) = f
i
j1...jκ−1ξ
j1 . . . ξjκ−1pi − ~
i(κ+ 1)
∇j1fj2...jκ+1ξj1 . . . ξjκ+1 . (4.133)
Cela découle directement du Corollaire 4.4.5 donnant, en termes covariants, la superi-
sation conformément équivariante des tenseurs de poids 0 et de degré 1 en p. En effet, on a
∂∇j1(fj2...jκ+1ξ
j2 . . . ξjk+1) = (∇j1fj2...jκ+1)ξj2 . . . ξjk+1 . Si f est un tenseur de Killing-Yano,
l’expression (4.133) coïncide avec celle, obtenue en [98], de la supercharge Qf associée au
tenseur de Killing-Yano f . Ainsi, la correspondance entre tenseurs de Killing-Yano et su-
percharges, montrée dans [98], est fournie par la superisation. En particulier, pour f un
tenseur de Killing-Yano d’ordre 2, la formule (4.133) s’écrit alors
S0T (f
i
jξ
jpi) = f
i
jξ
jpi +
~
3i
ξiξjξk∇ifjk, (4.134)
qui est précisément l’expression obtenue dans [43] pour la supercharge associée au tenseur
de Killing-Yano f . Nous pouvons étendre cette correspondance aux tenseurs de Killing-
Yano conformes, pour en obtenir la caractérisation qui suit.
Théorème 4.6.12. Soit (M, g) une variété conformément plate. A tout tenseur antisymé-
trique f sur M d’ordre κ, on peut associer le symbole Pf = f
i
j1...jκ−1
ξj1 . . . ξjκ−1pi. On a
alors
{∆,S0T (Pf )} = 0 (∆Ph)⇐⇒ fest un tenseur de Killing-Yano (conforme), (4.135)
où le crochet de Poisson est donné par la structure symplectique canonique du supercotan-
gent de (M, g), h est un tenseur antisymétrique d’ordre κ − 2 et ∆ = piξi est le symbole
de l’opérateur de Dirac.
Démonstration. D’après la formule (3.31) donnant le champ hamiltonien de tout symbole
on obtient,
{piξi,S0T (Pf )} = ξi∂∇i Pf −
i
~
pig
ij∂ξjPf +
~
i(κ+ 1)
ξi∂∇i
(
ξi∂∇i (fj1...jκξ
j1 . . . ξjκ)
)
+
1
κ+ 1
(−κξj1(∇j1fj2...jκ+1)pj2ξj3 . . . ξjκ+1 + pi(∇ifj2...jκ+1)ξj2 . . . ξjκ+1) .
Le deuxième terme du membre de droite est nul par antisymétrie de f et le troisième
terme est nul également car l’opérateur ξi∂∇i est impair et donc de carré nul. L’équation
précédente se simplifie donc en
{piξi,S0T (Pf )} =
1
κ+ 1
(∇(j1fj2)...jκ+1) pj1ξj2 . . . ξjκ+1 .
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La condition {piξi,S0T (Pf )} = piξiPh portant sur f est donc équivalente à l’équation
(4.130) définissant les tenseurs de Killing-Yano conformes, la preuve du théorème en dé-
coule.
Quantification des supercharges
Nous allons appliquer maintenant la quantification équivariante aux supercharges ob-
tenues, ainsi que plus généralement aux superisés des éléments de T 0 obtenus à partir des
tenseurs de Killing-Yano conformes.
Proposition 4.6.13. Soit (M, g) une variété conformément plate, f un tenseur de Killing-
Yano conforme et Pf ∈ T 0 défini par (4.132). On a alors
Qλ,λ ◦ S0T (Pf ) = (
√
2)
1−κ
2
~
i
(
f ij1...jκ−1γ
j1 . . . γjκ−1∇i − 1
2(κ+ 1)
∇[j1fj2...jκ+1]γj1 . . . γjκ+1
)
+ (
√
2)
1−κ
2 (cd(κ− 1) + 2cλψ(κ− 1))
(
∇i(f ij1...jκ−1)γj1 . . . γjκ−1
)
, (4.136)
où cd et cλψ sont donnés en (4.44) et valent respectivement cd(κ − 1) = ~i 2nλ+12(n+1) et
cλψ(κ− 1) = ~i n(1−2λ)2(n+1)(κ−1−n) .
D’après l’équation (4.131), caractérisant les tenseurs de Killing-Yano, le terme en fac-
teur de (cd(κ− 1) + 2cλψ(κ− 1)) dans l’expression (4.136) s’annule, et on retrouve ainsi
la formule donnée dans [21] pour le quantifié d’une supercharge. En particulier, si f est un
tenseur de Killing-Yano d’ordre 2, on obtient,
Qλ,λ(S0T (f ijξjpi)) =
~
i
√
2
(
f ijγ
j∇i + 1
6
γiγjγk∇ifjk,
)
, (4.137)
qui est l’opérateur, commutant à l’opérateur de Dirac, utilisé par B. Carter et R.G. McLe-
naghan [23] pour intégrer l’équation de Dirac sur un espace-temps de Kerr.
Constatons enfin que, pour le choix du poids des densités spinorielles λ correspondant
à celui de la quantification géométrique, i.e λ = 12 , l’équation (4.136) se réduit à
Q 12 , 12 ◦ S0T (Pf ) = (
√
2)
1−κ
2
~
i
(
f ij1...jκ−1γ
j1 . . . γjκ−1∇i − 1
2(κ+ 1)
∇[j1fj2...jκ+1]γj1 . . . γjκ+1
)
+(
√
2)
1−κ
2
~
2i
(
∇i(f ij1...jκ−1)γj1 . . . γjκ−1
)
. (4.138)
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Perspectives
Cette thèse s’inscrit dans le droit fil des recherches actuelles qui sont menées sur la
quantification équivariante. Elle y contribue en étendant son cadre d’application des fibrés
cotangents aux fibrés supercotangents. Ceci permet d’une part de quantifier des systèmes à
spin et d’autre part d’étudier des modules d’opérateurs différentiels qui agissent désormais
sur des sections spinorielles. Le travail que nous avons présenté soulève ainsi de nouvelles
problématiques que nous formulons ici.
Le premier résultat original présenté dans cette thèse est le relevé hamiltonien, au
supercotangentM, des champs de vecteurs Killing-conformes X ∈ conf(M, g). Nous avons
imposé au relevé de préserver la direction d’une 1-forme auxiliaire, β = gijξ
idxj , afin qu’il
soit unique. La quantification géométrique de M nous a permis d’obtenir la dérivée de
Lie des spineurs, introduite par Y. Kosmann, à partir de ce relevé, qui dépend du choix
de la 1-forme β. Il serait instructif de comparer cette démarche à d’autres qui conduisent
également à une dérivée de Lie des spineurs, notamment l’approche de [83], basée sur un
lagrangien. Il s’agirait ainsi de mieux comprendre le statut de β, et d’identifier le choix
d’une dérivée de Lie des spineurs avec un choix sur le relevé des champs de vecteurs à M.
La construction du fibré spinoriel de (M, g) par la quantification géométrique de son
supercotangent M conduit à une question : la condition d’existence d’une polarisation sur
M est-elle plus forte que celle d’existence d’un fibré spinoriel sur M ? L’étude menée a
montré qu’une structure plus forte qu’une structure spinorielle était nécessaire pour qu’il
existe une polarisation de M contenant la polarisation verticale de T ∗M . Cependant, la
quantification conformément équivariante permet de prolonger la quantification géomé-
trique au cas où (M, g) est munie uniquement d’une structure spinorielle. Existe-t’il donc
une structure (une polarisation ?) qui permettent de réduire l’espace de représentation
de la préquantification pour construire une quantification “géométrique” sous-jacente à la
quantification conformément équivariante ?
Nous avons obtenu ensuite l’expression explicite de la quantification conformément
équivariante des supercotangents sur les symboles de degré 1. Il est naturel de chercher
à quantifier des symboles de degré plus élevé, comme dans le cas des fibrés cotangents.
Cependant, la complexité des calculs, via la méthode présentée ici, nécessiterait l’usage
de logiciels de calcul formel et aboutirait très vraisemblablement à des formules très com-
plexes, y compris pour les symboles de degré 2. Cependant, il est envisageable de calculer
le quantifié de symboles particuliers, via la “méthode des Casimirs”. Elle repose sur la
démonstration générale d’existence et d’unicité de la quantification conformément équiva-
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riante, qui est présentée à la Section 4.5, et a été mise en œuvre pour superiser le symbole
R = gijpipj à la Proposition 4.6.9. Nous pouvons envisager de quantifier ainsi le symbole R
(ou son superisé ?) pour obtenir, a priori, le laplacien de Lichnerowicz. La dépendance en la
dimension de la variété, et en les poids λ et µ des spineurs sources et images, du coefficient
de la courbure scalaire ainsi obtenu, serait un des points majeurs à discuter. De plus, cela
illustrerait la différence entre quantification du fibré cotangent et du supercotangent.
Nous avons pu déterminer, au Théorème 4.6.6, l’ensemble des symboles des opérateurs
différentiels spinoriels qui sont conformément invariants. Il en découle l’absence d’opérateur
d’ordre 2 conformément invariant, ils sont en effet tous d’ordre impair, sauf la chiralité,
d’ordre 0. Rappelons que dans le cas des opérateurs différentiels scalaires, il existe un seul
opérateur conformément invariant pour chaque ordre pair, et aucun d’ordre impair ; celui
d’ordre 2 est le laplacien de Yamabe, et celui d’ordre 4 est l’opérateur de Paneitz-Branson
[19]. Ce dernier a fait l’objet de nombreux travaux, notamment à cause du terme de Q-
courbure qu’il comporte. Via la “méthode des Casimirs”, évoquée ci-dessus, nous avons déjà
pu retrouver directement l’opérateur de Yamabe par quantification de son symbole R =
gijpipj . Il s’agirait de retrouver de même l’opérateur de Paneitz-Branson par quantification
de son symbole R2. Dans le cas des opérateurs spinoriels, nous pourrions obtenir l’opérateur
d’ordre 3 qui est conformément invariant et identifier ses termes de courbures. Retrouve-
t’on alors la Q-courbure ? Des termes de courbures nouveaux interviennent-ils ?
Tant pour les fibrés cotangents que pour les supercotangents, le lien entre résonances
de la quantification conformément équivariante et poids des opérateurs conformément in-
variants reste à élucider. L’exemple de l’opérateur de Yamabe avait été mis en évidence
dans [37], ses poids correspondant précisément à l’une des résonances de la quantification
conformément équivariante des symboles de degré 2. Ici, nous avons montré qu’il en était
de même pour l’opérateur de Dirac, dont les poids correspondent à l’une des deux réso-
nances de la quantification conformément équivariante des symboles de degré 1. L’obtention
d’autres opérateurs conformément invariants par quantification permettrait de corroborer
cette observation. Ensuite, plusieurs voies sont à explorer. Il est envisageable que l’existence
d’un opérateur conformément invariant d’ordre donné permette de modifier une quantifi-
cation conformément équivariante en une autre, expliquant ainsi la perte de l’unicité. On
peut également s’intéresser aux statuts des autres résonances, qui pourraient être associées
également à des objets invariants conformes. Permettent-ils de modifier une quantification
conformément équivariante en une autre ? L’idée globale est d’établir une correspondance
entre non unicité de la quantification conformément équivariante et objets conformément
invariants.
Des approches de la quantification conformément équivariante en termes de connexions
de Cartan [75] et de tracteurs [93] ont été développées très récemment. Dans le cas des
fibrés cotangents ces formulations géométriques donnent accès à des formules pour des
symboles de tout degré et permettent d’étendre la quantification de manière naturelle à
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des variétés qui ne sont pas conformément plates. Il serait donc très fructueux de parvenir à
étendre ces formalismes au cas des supercotangents traité ici, et conduirait sûrement à une
nouvelle compréhension de la non invariance conforme de la quantification conformément
équivariante des supercotangents.
La superisation conformément équivariante s’est montrée des plus efficaces pour passer
des tenseurs de Killing-Yano (conformes) sur (M, g) aux supercharges associées sur le
supercotangentM. Détaillons maintenant comment un résultat classique [43] pourrait être
reformuler via la superisation. Partant de deux tenseurs de Killing-Yano f et h d’ordre 2,
on peut construire un tenseur de Killing usuel d’ordre 2 via Kij = g
kl(fikhjl + fjkhil).
Notons d’une part Pf et Ph les symboles associés aux tenseurs f et h, et d’autre part
Qf = S
0
T (Pf ) et Qh = S
0
T (Ph) les supercharges classiques. Il est alors montré dans [43] que
{Qf , Qh} = PK + termes d’ordre 1, où PK est le symbole associé au tenseur de Killing K.
L’idée est de montrer que le second membre est égal au superisé de PK , et de prouver ainsi
que la superisation commute au crochet de Poisson. Ceci ouvre la voie à une complète
reformulation des définitions et propriétés des tenseurs de Killing et Killing-Yano, ainsi
que leurs liens, en termes symplectiques, qui serait appropriée pour des applications aux
questions d’intégrabilité.
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Annexe A
Preuve du Lemme 4.2.7
Il s’agit de calculer le commutateur [Q,Lδ
X¯i
], où Q est une quantification équivariante
sous les similitudes, de forme donnée en (4.18),
Q = Id + cd(Σ)D + cγψ(Σ)ΓΨ + cλψ(Σ)ΛΨ + cγω(Σ)ΓΩ + cλω(Σ)ΛΩ,
et Lδ
X¯i
est la dérivée de Lie des symboles suivant une inversion infinitésimale X¯i. Son
expression en coordonnées a été déterminée en (4.4) et se réécrit
LδX¯i = (xjx
j ∂˜i − 2xixj ∂˜j) + (−2p˜ixj∂p˜j + 2xiE + 2p˜jxj∂p˜i)
−2~
i
ξ˜iΨ+ 2xj ξ˜
j∂ξ˜i − 2ξ˜ixj∂ξ˜j − 2nδxi,
en utilisant les opérateurs E et Ψ introduits dans la Proposition 4.1.5. Vu l’expression de Q,
nous avons à calculer le commutateur de Lδ
X¯i
avec les cinq monômes non triviaux
D, ΓΨ, ΛΨ, ΓΩ, ΛΩ. (A.1)
Ils sont multipliés par des polynômes en l’opérateur Σ, dont le commutateur avec Lδ
X¯i
est
[Σ, LδX¯i ] = −4
~
i
ξ˜iΨ. (A.2)
Or Ψ = ξ˜i∂p˜i , tout comme les cinq monômes (A.1), fait baisser le degré en p˜ de 1. Leurs
produits sont donc nuls sur Sδ1(Rn)[ξ], et LδX¯i commute ainsi avec les coefficients de Q,
[Q,LδX¯i ] = cd(Σ)[D,L
δ
X¯i
]
+cγψ(Σ)[ΓΨ, L
δ
X¯i
] (A.3)
+cλψ(Σ)[ΛΨ, L
δ
X¯i
]
+cγω(Σ)[ΓΩ, L
δ
X¯i
]
+cλω(Σ)[ΛΩ, L
δ
X¯i
].
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Il nous faut donc calculer ces cinq commutateurs. En fait, nous allons calculer les commu-
tateurs de Lδ
X¯i
avec D,Γ,Λ,Ψ,Ω, les commutateurs cherchés seront alors obtenus par la
règle de Leibniz [ab, c] = a[b, c] + [a, c]b, qui n’est pas modifiée par la Z2-graduation car
Lδ
X¯i
est une dérivation paire.
Calcul du commutateur de Lδ
X¯i
avec Γ,Λ,Ψ,Ω
Débutons par le commutateur avec Ψ,
[Ψ, LδX¯i ] = (−2ξ˜ixj∂p˜j + 2xiΨ+ 2ξ˜kx
k∂p˜i)− (2xj ξ˜j∂p˜i − 2ξ˜ixk∂p˜k)
= 2xiΨ.
Le commutateur avec Ω est donné par
[Ω, LδX¯i ] = (−2∂ξ˜ixj∂p˜j + 2xiΩ+ 2∂ξ˜kx
k∂p˜i)− 2
~
i
∂p˜iΨ+ 2
~
i
ξ˜iT + 2xj∂p˜j∂ξ˜i − 2∂p˜ixk∂ξ˜k
= 2xiΩ+ 2
~
i
(ξ˜iT −Ψ∂p˜i).
Quant au commutateur avec Γ,
[Γ, LδX¯i ] = 2ξ˜jx
j ∂˜i − 2ξ˜ixj ∂˜j − 2xiΓ + (−2p˜iΨ+ 2ξ˜iE + 2∆∂p˜i) + 2ξ˜iΣ− 2nδξ˜i
− (2xj ξ˜j ∂˜i − 2ξ˜ixk∂˜k),
il se simplifie en
[Γ, LδX¯i ] = −2xiΓ− 2p˜iΨ+ 2∆∂p˜i + 2ξ˜i(E +Σ− nδ).
Calculons enfin le commutateur avec Λ,
[Λ, LδX¯i ] = 2xj∂ξ˜j ∂˜i − 2xiΛ− 2∂ξ˜ix
j ∂˜j + (−2p˜iΩ+ 2∂ξ˜iE + 2Φ∂p˜i)
− 2~
i
∂˜iΨ+ 2
~
i
ξ˜iD − 2Σ∂ξ˜i + 2xj ∂˜j∂ξ˜i + 2n∂ξ˜i − 2xk∂˜i∂ξ˜k − 2∂ξ˜i − 2nδ∂ξ˜i ,
qui se réduit à
[Λ, LδX¯i ] = −2xiΛ− 2p˜iΩ+ 2Φ∂p˜i + 2
~
i
(ξ˜iD − ∂˜iΨ) + 2(E − Σ+ n(1− δ)− 1)∂ξ˜i .
Calcul du commutateur de Lδ
X¯i
avec D,ΓΨ,ΛΨ,ΓΩ,ΛΩ
Nous pouvons désormais calculer les commutateurs de Lδ
X¯i
avec les cinq monômes (A.1),
et simplifier les opérateurs obtenus sachant qu’ils agissent sur des symboles de degré 1 en
p˜. Les égalités opératorielles suivantes sont donc vraies sur Sδ1(Rn)[ξ], mais bien entendu
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pas sur l’espace des symboles total Sδ(Rn)[ξ]. On a respectivement,
[ΓΨ, LδX¯i ] = (−2xiΓ− 2p˜iΨ+ 2∆∂p˜i + 2ξ˜i(E +Σ− nδ))Ψ + 2ΓxiΨ
= 2(Σ− nδ)ξ˜iΨ,
[ΛΨ, LδX¯i ] = 2ΛxiΨ
+
(
−2xiΛ− 2p˜iΩ+ 2Φ∂p˜i + 2
~
i
(ξ˜iD − ∂˜iΨ) + 2(E − Σ+ n(1− δ)− 1)∂ξ˜i
)
Ψ
= 2(Σ− n(1− δ))(Ψ∂ξ˜i − ∂p˜i),
[ΓΩ, LδX¯i ] =
(
−2xiΓ− 2p˜iΨ+ 2∆∂p˜i + 2ξ˜i(E +Σ− nδ)
)
Ω+ Γ
(
2xiΩ+ 2
~
i
(p˜iT −Ψ∂p˜i)
)
= 2(Σ− nδ)ξ˜iΩ,
[ΛΩ, LδX¯i ] =
(
−2xiΛ− 2p˜iΩ+ 2Φ∂p˜i + 2
~
i
(ξ˜iD − ∂˜iΨ) + 2(E − Σ+ n(1− δ)− 1)∂ξ˜i
)
Ω
+Λ
(
2xiΩ+ 2
~
i
(p˜iT −Ψ∂p˜i)
)
= 2(−Σ+ n(1− δ))∂ξ˜iΩ.
Et finalement, on obtient pour D,
[D,LδX¯i ] = (2xj∂p˜j ∂˜i − 2xiD − 2x
j ∂˜j∂p˜i)
+ (−2xj∂p˜j ∂˜i − 2p˜iT − 2∂p˜i + 2E∂p˜i + 2xiD + 2∂p˜i + 2xj ∂˜j∂p˜i + 2E∂p˜i + 2n∂p˜i)
+ 2Ψ∂ξ˜i − 2ξ˜iΩ− 2nδ∂p˜i ,
ce qui se simplifie en
[D,LδX¯i ] = 2Ψ∂ξ˜i − 2ξ˜iΩ+ 2n(1− δ)∂p˜i . (A.4)
Il ne reste plus qu’à collecter les termes obtenus suivant l’équation (A.3) pour obtenir
le résultat annoncé.
170 Annexe A. Preuve du Lemme 4.2.7
Annexe B
Sur la condition d’invariance par
changement d’orientation
H. Weyl a introduit, dans l’ouvrage [104], la notion d’invariants pairs et impairs sous le
groupe orthogonal. On parle d’invariant pair pour un objet invariant sous tout le groupe
O(p, q) et d’invariant impair pour un invariant sous SO(p, q), qui est changé en son opposé
pour les transformations de déterminant −1. Les invariants sous l’action de l’algèbre de
Lie o(p, q) coïncident avec ceux de SO(p, q), et constitués donc à la fois des invariants pairs
et impairs. Le commutant de o(p, q) dans C[∂x, p˜, ∂p˜, ξ˜, ∂ξ˜]n, pour l’action donnée en (4.3),
est précisément l’algèbre des invariants de o(p, q) sur Cn, en les cinq arguments vectoriels
∂x, p˜, ∂p˜, ξ˜, ∂ξ˜. Les générateurs des invariants pairs sont obtenus par produit scalaires de ces
vecteurs, ils ont été déterminés dans la Proposition 4.1.5. L’ensemble des invariants pairs y
est noté e(p, q)!+ par référence au commutant pair de e(p, q) dans C[x, ∂x, p˜, ∂p˜, ξ˜, ∂ξ˜]n. Le
Théorème (2.13.A) de [104], montre que e(p, q)! admet en plus pour générateurs les éléments
construits grâce au déterminant, d’arguments pris parmi les cinq vecteurs ∂x, p˜, ∂p˜, ξ˜, ∂ξ˜.
Proposition B.0.14. Soit εj1...jndx
j1∧. . .∧dxjn la forme volume de Cn et n = p+q ≥ 4. Le
commutant de e(p, q)! dans C[x, ∂x, p˜, ∂p˜, ξ˜, ∂ξ˜]n, pour l’action donnée en (4.3), est égale à
e(p, q)! = e(p, q)!+
n⊕
κ=0
[χκ, e(p, q)
!
+], (B.1)
où χκ = εj1...jn ξ˜
j1 . . . ξ˜jκ ∂ξ˜jκ+1 . . . ∂ξ˜jn .
Remarquons que χn est le symbole de la chiralité. Nous introduisons alors la notation
suivante ε(∂x)
a(p˜)b(∂p˜)
c(ξ˜)α(∂ξ˜)
β , pour désigner l’opérateur obtenu en prenant le déter-
minant de a vecteurs ∂x, b vecteurs p˜, c vecteurs ∂p˜, α vecteurs ξ˜ et β vecteurs ∂ξ˜, où
a, b, c = 0, 1 et a+ b+ c+ α+ β = n. Tous les éléments que l’on peut construire par com-
mutation avec les opérateurs χκ sont des produits d’éléments de e(p, q)
!
+ avec les éléments
précédents de la forme ε(∂x)
a(p˜)b(∂p˜)
c(ξ˜)α(∂ξ˜)
β .
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Remarquons que les opérateurs différentiels χκ, agissant sur Sδ[ξ], commutent à l’action
sur les symboles de l’algèbre de Lie o(p+ 1, q + 1) toute entière, ce que nous utilisons par
la suite.
La quantification conformément équivariante des symboles de degré 0
Commençons par étudier la quantification conformément équivariante Q = N ◦ Q
sur les symboles de degré 0, afin de compléter la démonstration de la Proposition 4.2.3.
L’équivariance sous ce(p, q) impose tout d’abord Q = c(Σ) +
∑n
κ=0 dκ(Σ)χκ, où c(Σ) et
dκ(Σ) sont des polynômes en Σ. En notant
∗ le dual de Hodge, transporté à Sδ0 [ξ] via
son identification canonique avec Ω(M), on obtient alors, pour P ∈ Sδ0 [ξ], que Q(P ) =
c(Σ)P + d(Σ)P ∗. Une telle application est conformément équivariante, et en imposant de
plus la préservation du symbole principal on obtient Q = Id.
La quantification conformément équivariante des symboles de degré 1
Nous donnons en premier lieu la forme d’une quantification ce(p, q)!-équivariante, ce
qui est l’analogue de la Proposition 4.2.4 sans l’hypothèse d’indépendance sous changement
d’orientation. Nous utilisons ensuite la contrainte d’équivariance conforme pour montrer
que les termes supplémentaires, écrits en fonction des χκ, sont nuls.
Lemme B.0.15. Soit N l’ordre normal sur Rn et Q : Sδ1(Rn)[ξ] → Dλ,µ(Rn) un mor-
phisme de ce(p, q)-module préservant le symbole principal pour la filtration en p˜. Alors
Q = N ◦Q, avec
Q = Q0 +
n∑
κ=0
[χκ, Q0,κ], (B.2)
où Q0 et Q0,κ sont de la forme Id+cd(Σ)D+cγψ(Σ)ΓΨ+cλψ(Σ)ΛΨ+cγω(Σ)ΓΩ+cλω(Σ)ΛΩ
et vérifient en plus de Q l’invariance sous changement d’orientation.
Remarquons que vu la forme de Q0,κ on a
n∑
κ=0
[χκ, Q0,κ] =
n−2∑
κ=0
cκε(∂x)(∂p˜)(ξ˜)
κ(∂ξ˜)
n−κ−2 +
n∑
κ=0
dκχκD,
qui peut se réécrire par exemple sous la forme
∑n−2
κ=0 c˜κ[χκ,ΛΩ]+
∑n
κ=0 d˜κχκD, avec c˜κ et
d˜κ des polynômes en Σ. Le choix de ΛΩ est arbitraire et sans importance, nous pouvons
choisir aussi bien ΓΨ, ΛΨ ou ΓΩ. La commutation de χκ et de L
δ
X¯i
, pour tout i et κ, rend
immédiate l’écriture de la contrainte d’équivariance conforme pour Q écrit en (B.2). On
obtient
Lλ,µ
X¯i
− LδX¯i = [Q0, L
δ
X¯i
] +
n−2∑
κ=0
c˜κ
[
χκ, [ΛΩ, L
δ
X¯i
]
]
+
n∑
κ=0
d˜κχκ[D,L
δ
X¯i
]. (B.3)
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Le fait que Q0, ΛΩ et D soient invariants par changement d’orientation, tout comme L
δ
X¯i
,
et Lλ,µ
X¯i
, permet de retrouver alors l’équation (4.20) pour Q0, i.e. Lλ,µX¯i − L
δ
X¯i
= [Q0, L
δ
X¯i
].
Il reste donc
n−2∑
κ=0
c˜κ
[
χκ, [ΛΩ, L
δ
X¯i
]
]
+
n∑
κ=0
d˜κχκ[D,L
δ
X¯i
] = 0.
Or, d’après le Lemme 4.2.7, on a [ΛΩ, Lδ
X¯i
] = 2(−Σ+ n(1− δ))∂ξ˜iΩ et [D,LδX¯i ] = (Ψ∂ξ˜i −
ξ˜iΩ + n(1− δ)∂p˜i). Si δ 6= 1, la nullité des termes facteurs de ∂p˜i montre que d˜κ = 0 pour
tout κ = 0, . . . , n, et il s’ensuit c˜κ = 0 pour tout κ = 0, . . . , n − 2. Il en découle que Q0,κ
est nul pour tout κ et donc Q = Q0. Si δ = 1, l’équation (4.20) déterminant Q0 conduit
à une contradiction, il n’y a donc pas de quantification conformément équivariante Q si
δ = 1. Formellement, la détermination de Q se ramène donc aussi à celle de Q0.
On en déduit la Proposition suivante.
Proposition B.0.16. Une quantification conformément équivariante Qλ,µ : Sδ≤1(Rn)[ξ]→
D
λ,µ
1 (R
n) est de la forme (4.18), ses coefficients étant contraint par le système d’équations
fournies dans le Lemme 4.2.5, ou de manière équivalente dans la Proposition 4.2.9.
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Annexe C
Démonstration du Théorème 4.3.12
Nous énonçons d’abord deux lemmes caractérisant la loi de transformation de la déri-
vation covariante des spineurs et de la dérivation horizontale des symboles par changement
conforme de métrique. Ils nous permettent ensuite de démontrer le Théorème 4.3.12 en
exprimant explicitement la condition d’invariance conforme de Q˜T ,g, i.e. d’invariance sous
dilatation de la métrique g. En effet, le calcul montre que celle-ci est équivalente à la
condition d’équivariance conforme (4.61) caractérisant QT .
Remarque C.0.17. Nous travaillons dans ce paragraphe sur une variété M , munie de
deux métriques g′ = Fg conformément reliées. Les coordonnées (xi, p˜i, ξ˜i) utilisées ici, ex-
plicitement ou à travers les opérateurs de la Proposition 4.1.5, sont les coordonnées de
Darboux du supercotangent M pour sa structure symplectique canonique déduite de la mé-
trique g.
Lois de transformation des dérivées covariantes
Soit g′ = Fg deux métriques conformément reliées. Les deux lemmes qui suivent re-
posent sur la loi de transformation des symboles de Christoffel gΓ et g
′
Γ associés aux mé-
triques g et g′ respectivement. En notant Γ le symbole de Christoffel associé à la métrique
Fη, on a simplement
g′Γ− gΓ = Γ. (C.1)
Cela résulte immédiatement de l’expression locale des symboles de Christoffel. De plus
rappelons que
Γkij =
1
2F
(
Fiδ
k
j + Fjδ
k
i − F kηij
)
, (C.2)
où Fi = ∂iF et F
k = ηik∂iF .
Le premier lemme caractérise la loi de transformation de la dérivée de Lie des spineurs
de poids λ sous un changement conforme de métrique g′ = Fg.
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Lemme C.0.18. Soit g′ = Fg une métrique conforme à g et P ∈ T δ1 . La différence,
contractée avec P , des dérivées covariantes des spineurs de poids λ, ∇′λ et ∇λ, associées
respectivement aux métriques g′ et g, a pour expression
N ◦ evg(P j)(∇′λj −∇λj ) = −N
([
(Ψξ˜i − 1
2
ξ˜iΩ+
1
2
Ψ∂ξ˜i −
1
4
∂ξ˜iΩ) + nλ∂p˜i
]
evg(P )
)
Fi
2F
.
(C.3)
Les opérateurs Ψ = ξ˜j∂p˜j , Ω = ∂ξ˜j∂p˜j , ont été introduits à la Proposition 4.1.5 et on note
P j = ∂pjP .
Démonstration. En utilisant conjointement la formule générale donnant la dérivée des spi-
neurs, le comportement sous changement de métrique conforme des symboles de Christoffel
donné en (C.1) et la Proposition 4.3.10, fournissant la dérivée covariante des spineurs pour
une métrique Fη, on obtient ∇′λj − ∇λj = − 18F [γj , γi]Fi − nλ2F Fj . L’équation (4.9), qui se
prolonge au cas des repères conformes, nous permet alors d’en déduire
N ◦ evg(P j)(∇′λj −∇λj ) = −N
(
1
2F
(ξ˜j ξ˜
i +
1
2
χji )Fi evg(P
j) +
nλ
2F
Fi evg(P
i)
)
, (C.4)
où χji = ξ˜
j∂ξ˜i − ξ˜i∂ξ˜j + 12∂ξ˜j∂ξ˜i . Il suffit alors de mettre
Fi
2F en facteur, puis d’utiliser
evg(P
j) = ∂p˜jevg(P ) et les formules donnant Ψ et Ω pour parvenir au résultat.
La formule (3.35) définit la dérivation horizontale sur Sδ[ξ], associée à la connexion de
Levi-Civita. L’espace T δ, vu comme espace de fonctions surM, admet donc une dérivation
horizontale donnée par
∂∇i = ∂i + Γ
k
ijpk∂pj − Γkijξj∂ξk −
(
δ − ξ
i∂ξi
n
)
Γi, (C.5)
où Γi = Γ
j
ij . On en déduit son expression en coordonnées conformes,
∂∇i = ∂i +
1
2F
(
FiE + Fkpi∂pk − F jpj∂pi
)− 1
2F
(
Fkξ
k∂ξi − F jξi∂ξj
)
− nδ
2F
Fi. (C.6)
Le lemme suivant, qui exprime la loi de transformation de la dérivée horizontale sous un
changement conforme de métrique, découle alors directement de (C.1) appliqué à l’équation
précédente.
Lemme C.0.19. Soit g′ = Fg une métrique conforme à g. Sur T δ, les dérivées horizontales
∂∇′i et ∂
∇
i , associées respectivement aux métriques g
′ et g, ont pour différence
∂∇
′
i − ∂∇i =
1
2F
(
FiE + Fkpi∂pk − F jpj∂pi
)− 1
2F
(
Fkξ
k∂ξi − F jξi∂ξj
)
− nδ
2F
Fi. (C.7)
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La stratégie de la démonstration du Théorème 4.3.12
La preuve du Théorème 4.3.12 est essentiellement calculatoire et repose sur les deux
lemmes précédent. Il s’agit d’implémenter la contrainte d’équivariance conforme qui s’écrit
Q˜T ,g′ − Q˜T ,g = 0, (C.8)
pour g′ = Fg deux métriques conformément reliées. Rappelons l’expression (4.69) de Q˜T ,g,
Q˜T ,g(P ) = N ◦ evg(P i) ~
i
∇λi (C.9)
+N◦ evg
(
c0 g˜ikξ
jξk∂∇j P
i + c1∂
∇
i P
i + c2 g
ijgklξ
l∂∇i P
k
j + c3 ξ
i∂∇i P
j
j + c4 g˜
ij∂∇i P
k
kj
)
,
où les coefficients c0, . . . , c4, sont des polynômes en Σ, on a noté les dérivées par P
i = ∂pi ,
Pi = ∂ξiP , et il y a des termes avec densités g˜ij = gij |volg|−
2
n , g˜ij = gij |volg| 2n .
Par linéarité d’une quantification Q˜T ,∗, on peut se restreindre à P ∈ Sδ′1,κ[ξ] ⊂ T δ,
avec δ′ = δ− κn . Nous allons exprimer la différence terme à terme des deux quantifications
Q˜T ,g′ et Q˜T ,g. L’égalité de ces deux quantifications est équivalente à un système en leurs
coefficients c0, . . . , c4, qui, nous allons le voir, est identique au système (4.61) fournissant
les coefficients de la quantification équivariante Qλ,µT , avec la correspondance c0 = cS,
c1 = cd + cλψ, c2 = −cλψ, c3 = cγψ et c4 = cλω fournit dans le Théorème 4.3.12.
La contrainte d’invariance conforme pour la quantification Q˜T ,∗
Nous exprimons maintenant l’équation (C.8) qui traduit l’invariance conforme de Q˜T ,∗.
Le Lemme C.0.18 conduit à la formule suivante pour la différence du premier terme de
chaque quantification ˜QT ,g′ et Q˜T ,
N ◦ evg(P j)(∇′λj −∇λj ) = −N
([
(Ψξ˜i − 1
2
ξ˜iΩ+
1
2
Ψ∂ξ˜i −
1
4
∂ξ˜iΩ) + nλ∂p˜i
]
evg(P )
)
Fi
2F
.
(C.10)
Nous reconnaissons dans cette expression le premier membre de l’équation (4.61), expri-
mant l’équivariance sous les inversions conformes de QT . Nous utilisons alors le Lemme
C.0.19 pour le calcul de la différence des cinq autres termes composant chacune des deux
quantifications. Tout d’abord,
evg
(
c1
[
∂∇
′
i − ∂∇i
]
P i
)
= c1 evg
(
∂pi
[
1
2F
(
FiE + Fkpi∂pk − F jpj∂pi
)
P
])
−c1 evg
(
1
2F
[
Fkξ
k∂ξi − F jξi∂ξj
]
P i + nδ
Fi
2F
P i
)
= c1
([
Ψ∂ξ˜i − ξ˜iΩ− n(δ − 1)∂p˜i
]
evg(P )
) Fi
2F
,
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correspond au terme en facteur de cTd (Σ) de l’équation (4.61). Puis, dans le terme suivant,
evg
(
c2 g
ijξk
[
∂∇
′
i − ∂∇i
]
P kj
)
= c2 evg
(
gijξk∂pk
[
1
2F
(
FiE + Flpi∂pl − F lpl∂pi
)
Pj
])
−c2 evg
(
gijξk∂ξj
[
1
2F
(
Flξ
l∂ξi − F lξi∂ξl
)
P k
]
+ nδ
F i
2F
ξkP
k
i
)
= c2
([
Σ∂p˜i − ξ˜iΩ− (n(δ − 1) + Σ− 1)Ψ∂ξ˜i
]
evg(P )
) Fi
2F
,
on retrouve l’expression facteur de cTd (Σ) moins celle facteur de c
T
λψ(Σ), dans l’équation
(4.61). On a ensuite
evg
(
c3 ξ
i
[
∂∇
′
i − ∂∇i
]
P jj
)
= c3 evg
(
ξi∂pj
[
1
2F
(
FiE + Flpi∂pl − F lpl∂pi
)
Pj
])
−c3 evg
(
ξi∂ξj
[
1
2F
(
Flξ
l∂ξi − F lξi∂ξl
)
P j
]
+ nδ
F i
2F
ξiP
j
j
)
= c3
([
(Σ− nδ)ξ˜iΩ
]
evg(P )
) Fi
2F
,
où on retrouve le terme facteur de cTγω(Σ) dans l’équation (4.61). L’expression qui suit,
evg
(
c4 g˜
ij
[
∂∇
′
i − ∂∇i
]
P kkj
)
= c4 evg
(
g˜ij∂pk
[
1
2F
(
FiE + Flpi∂pl − F lpl∂pi
)
Pkj
])
−c4 evg
(
g˜ij∂ξj∂ξk
[
1
2F
(
Flξ
l∂ξi − F lξi∂ξl
)
P k
]
+ nδ
F i
2F
P kki
)
= c4
([
(n(δ − 1) + Σ)Ω∂ξ˜i
]
evg(P )
) Fi
2F
,
admet le même facteur que cTλω(Σ) dans l’équation (4.61). Enfin, on obtient
evg
(
c0 g˜jkξ
iξk
[
∂∇
′
i − ∂∇i
]
P j
)
= c0 evg
(
g˜jkξ
iξk∂pj
[
1
2F
(
FiE + Flpi∂pl − F lpl∂pi
)
P
])
−c0 evg
(
g˜jkξ
iξk
[
1
2F
(
Flξ
l∂ξi − F lξi∂ξl
)
P j
]
+ nδ
Fi
2F
ξiξjP
j
)
= c0
([
(Σ− nδ)ξ˜iΨ
]
evg(P )
) Fi
2F
, (C.11)
retrouvant ainsi le terme en facteur de cTγψ(Σ) dans l’équation (4.61).
Au ﬁnal, en collectant les diﬀérents termes, l’invariance conforme de Q˜T se traduit
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donc par le système suivant sur Sδ1 [ξ],
~
i
(
nλ∂p˜i − ξ˜iΨ+
1
2
Ψ∂ξ˜i −
1
2
ξ˜iΩ− 1
4
∂ξ˜iΩ
)
= c1(Ψ∂ξ˜i − ξ˜iΩ+ n(1− δ)∂p˜i)
+ c2Σ∂p˜i − ξ˜iΩ− (n(δ − 1) + Σ− 1)Ψ∂ξ˜i
+ c3(Σ− nδ)ξ˜iΩ
+ c4(−Σ− n(δ − 1))∂ξ˜iΩ
+ c0(Σ− nδ)ξ˜iΨ.
En substituant les coeﬃcients suivant c1 = cTd + c
T
λψ, c2 = −cTλψ, c3 = cTγω, c4 = cTλω,
c0 = c
T
γψ on retrouve bien le système (4.61), déterminant QT , ce qui achève la preuve du
Théorème 4.3.12.
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Annexe D
Calculs des 3 opérateurs de Casimir
CδT , C
δ et Cλ,µ
Nous calculons dans cet annexe les 3 opérateurs de Casimir CδT , C
δ et Cλ,µ de, respec-
tivement, chacun des trois o(p+ 1, q + 1)-modules suivant, T δ, Sδ[ξ] et Dλ,µ, démontrant
ainsi la Proposition 4.5.3. A cette ﬁn nous avons besoin tout d’abord de la formule (2.72),
donnant le Casimir d’une représentation ρ quelconque de o(p + 1, q + 1). En termes des
générateurs de l’algèbre de Lie conforme o(p+ 1, q + 1), introduits en (2.46), elle s’écrit
Cρ =
1
2
ηikηjlρ(Xij)ρ(Xkl)− ρ(X0)2 − 1
2
ηijρ(Xi)ρ(X¯j)− 1
2
ηijρ(X¯i)ρ(Xj). (D.1)
Chacun de ces termes est connu pour les 3 modules qui nous intéressent, il suﬃt alors
d’utiliser les expressions des opérateurs invariants ﬁgurant dans la Proposition 4.1.5 pour
obtenir les formules des 3 opérateurs de Casimir données dans la Proposition 4.5.3.
Calcul de CδT
Pour obtenir l’expression de CδT en fonction de Ĉδ, écrivons les expressions des re-
présentations des générateurs de l’algèbre de Lie conforme sur T δ, fournies par la Pro-
position 4.3.2, en fonction de la représentation des générateurs sur le module Sδ, notée
ici Lˆδ,
LδXi = Lˆ
δ
Xi ,
LδXij = Lˆ
δ
Xij + ξi∂ξj − ξj∂ξi ,
LδX0 = Lˆ
δ
X0 ,
LδX¯i = Lˆ
δ
X¯i
,+2xjξ
j∂ξi − 2ξixk∂ξk .
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On peut alors, en substituant les expressions précédentes dans la formule générale (D.1),
calculer l’opérateur de Casimir de la représentation de l’algèbre de Lie conforme sur l’espace
des tenseurs T δ,
CδT = Ĉδ +
1
2
ηikηjl(xi∂j − xj∂i + pi∂pj − pj∂pi + ξi∂ξj − ξj∂ξi)(ξk∂ξl − ξl∂ξk)
+
1
2
ηikηjl(ξi∂ξj − ξj∂ξi)(xk∂l − xl∂k + pk∂pl − pl∂pk)
−ηij∂i(2xkξk∂ξj − 2ξjxk∂ξk).
Cette égalité, une fois transportée sur l’espace des symboles Sδ[ξ] grâce à evg, se réduit en
CδT = Ĉδ + 2∆Ω+ 2ΦΨ+ Σ(Σ− n)− 2E ,
où E = p˜i∂p˜i , Σ = ξ˜i∂ξ˜i , ∆ = ξ˜ip˜i, Φ = p˜i∂ξ˜i , Ψ = ξ˜i∂p˜i et Ω = ∂ξ˜i∂p˜i sont des opérateurs
invariants déﬁnis dans la Proposition 4.1.5.
Calcul de Cδ
La Proposition 4.3.2 montre qu’une fois transportées sur Sδ[ξ] via evg, les actions sur
les modules T δ et Sδ[ξ] coïncident pour les similitudes. D’autre part, la Proposition 4.3.2
relie également l’action des inversions des modules Sδ[ξ] et T δ, de la manière suivante,
cf (4.53),
LδX¯i = evgL
δ
X¯i
(evg)
−1 − 2~
i
ξ˜iΨ.
Il en découle immédiatement le résultat
Cδ = C
δ
T + 2
~
i
ΓΨ.
Calcul de Cλ,µ
Une fois transportée par l’ordre normal, l’action des similitudes est la même pour les
deux modules Dλ,µ et Sδ[ξ]. Elle coïncide donc également avec l’action des similitudes sur
T δ transportée par evg, i.e. Lλ,µX = evgLδX(evg)−1 pour X une similitude. Il suﬃt donc,
comme pour déterminer Cδ, de connaître l’action des inversions sur Dλ,µ en fonction de
celle sur T δ. En combinant (4.10), qui donne Lλ,µ
X¯i
− Lδ
X¯i
, et (4.53), qui donne Lδ
X¯i
−
evgLδX¯i(evg)
−1, on obtient
Lλ,µ
X¯i
= evgL
δ
X¯i
(evg)
−1 +
~
i
(−p˜iT + 2E∂p˜i) +
~
2i
(−2ξ˜iΨ+ 2Ψ∂ξ˜i − 2ξ˜iΩ− ∂ξ˜iΩ) + 2
~
i
nλ∂p˜i .
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Il en découle alors
Cλ,µ = Cδ − gij ∂˜i(~
i
(−p˜jT + 2E∂p˜j ) +
~
2i
(2Ψ∂ξ˜j − 2ξ˜jΩ− ∂ξ˜jΩ) + 2
~
i
nλ∂p˜j ),
qui peut se reformuler uniquement en termes des opérateurs invariants additionnels
D,G, T,Λ de la Proposition 4.1.5, selon
Cλ,µ = C˜δ +
~
i
(
GT − 2ED −ΨΛ+ ΓΩ + 1
2
ΛΩ− 2nλD + 2ΓΨ
)
.
La relation de commutation [Ψ,Λ] = D achève la preuve de la Proposition 4.5.3.
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Annexe E
Diagonalisation de l’opérateur de
Casimir Cδ
Nous diagonalisons ici, pour nδ /∈ N \ {0, 1} l’opérateur de Casimir Cδ = CδT + ~2iΓΨ,
grâce à la Proposition 4.5.16, donnant la diagonalisation de CδT , et le Lemme 4.5.8, qui
fournit une méthode pour diagonaliser un opérateur C = C0+N , où C0 est diagonalisable
et N nilpotent. La preuve montre que les valeurs de δ pour lesquelles Cδ n’est pas diago-
nalisable sont précisément celles vériﬁant nδ ∈ N \ {0, 1}, qui sont les valeurs de δ exclues
dans le Théorème 4.5.1.
D’après la Proposition 4.5.16, un vecteur propre de CδT est un symbole Pk vériﬁant
Pk ∈ Sδk,κ,s;ab[ξ]. Le Lemme 4.5.8 montre qu’il faut et il suﬃt alors, que le système suivant
admette une unique solution,
∀i = 0, . . . , k − 1, ~
2i
ΓΨPi+1 = (γk,κ,s;ab − CδT )Pi, (E.1)
le vecteur propre de Cδ cherché étant donné alors par P =
∑k
i=0 Pi. Or Pk s’écrit sous
la forme Pk = RsQ avec TQ = 0, et la résolution du système précédent dépend alors des
valeurs de ab. Rappelons ici la forme de Q dans chacun des quatre cas ab = 10, 00, 11, 01.
– Si ab = 00, le symbole Q vériﬁe ΩQ = ΨQ = 0.
– Si ab = 01, on a ΩQ = 0 et ΦΨQ = (k − 2s+ κ)Q.
– Si ab = 10, Q se factorise suivant Q = ∆Q0, où Q0 est tel que ΩQ0 = ΨQ0 = 0.
– Si ab = 11, on a également Q = ∆0Q0, mais Q0 est tel que ΩQ0 = 0 et ΦΨQ0 =
(k − 2s+ κ− 2)Q0.
Rappelons également légalité
∆0 = ∆−RT∆c = ∆− 2RΨc. (E.2)
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Nous utiliserons systématiquement
[ΓΨ, Rs] = 2sRs−1Γ∆, (E.3)
aﬁn de résoudre le système E.1 pour chacune des quatre valeurs de ab.
– ab = 10. On a alors Pk = Rs∆Q0, où ΨQ0 = 0. Donc grâce à (E.3) et [Ψ,∆] = 0,
on obtient ΓΨPk = 0. Le symbole Pk est alors également vecteur propre de Cδ.
– ab = 00. Cette fois-ci, Pk = RsQ, avec ΨQ = 0. On obtient donc ΓΨPk =
2sRs−1Γ∆Q ∈ Sδk−1,κ+2,s−1;10[ξ]. En eﬀet, comme ΨQ = 0, on a TΓ∆Q = ΨΓQ0 = 0
et ∆Q = ∆0Q ; l’égalité ∆0 kerT = Sδ∗,∗,0;10, découlant du Lemme 4.5.14, permet de
conclure.
Si s = 0, alors P = Pk est le vecteur propre de Cδ de symbole principal Pk. Sinon,
le système E.1 conduit à (γk,κ,s;00 − γk−1,κ+2,s−1;10)Pk−1 = ~i ΓΨPk. Ceci détermine
uniquement Pk−1 sauf si γk,κ,s;00− γk−1,κ+2,s−1;10 = 0, i.e. δ = k+κn , k > 1, ce qui est
exclu par hypothèse. Le premier cas traité ab = 10, montre alors que P = Pk+Pk−1.
– ab = 11. Le symbole Pk est de la forme Pk = Rs∆0Q0. Il découle donc de l’ex-
pression (E.2) de ∆0, la formule suivante ΓΨPk = −(4sRs−1Γ∆RΨc+ 2RsΓ∆Ψc+
Rs∆0ΓΨ)Q0. Comme ∆Ψ = ∆0Ψ, on a ΓΨPk = −Rs((4s + 2)c − 1)Γ∆0ΨQ0 ∈
Sδk−1,κ+2,s;10[ξ].
Le système (E.1) fournit alors (γk,κ,s;11 − γk−1,κ+2,s;10)Pk−1 = ~i ΓΨPk. Ceci dé-
termine uniquement Pk−1 sauf si γk,κ,s;11 − γk−1,κ+2,s;10 = 0, mais cela implique
δ = k+κn pour k, κ > 0, ce qui est incompatible avec δ /∈ IS. Le premier cas traité
ab = 10, montre ainsi que P = Pk + Pk−1.
– ab = 01. Le symbole Pk s’écrit sous la forme Pk = RsQ, et on a ΓΨPk =
2sRs−1Γ∆Q + RsΓΨQ. En remplaçant ∆ grâce à (E.2) on obtient ΓΨPk ∈
Sδk−1,κ+2,s−1;11[ξ]⊕ Sδk−1,κ+2,s−1;10[ξ]⊕ Sδk−1,κ+2,s;10[ξ]⊕ Sδk−1,κ+2,s;00[ξ].
En décomposant Pk en 4 vecteurs propres, le système (E.1) permet de déterminer
Pk−1 de manière univoque, à moins que γk,κ,s;01 − γk−1,κ+2,s−1;11 = 0 ou γk,κ,s;01 −
γk−1,κ+2,s−1;10 = 0 ou γk,κ,s;01 − γk−1,κ+2,s;10 = 0 ou γk,κ,s;01 − γk−1,κ+2,s;00 = 0.
Ces quatre égalités sont équivalentes respectivement à δ = k+κ+1n et k > 0, δ =
1 + 2k−2(s+1)n , δ =
2s
n et s > 0, δ =
2k+κ
n et k > 1, qui sont exclues par la condition
δ 6∈ IS .
Utilisant ce qui précède, on obtient que Pk−2 ∈ Sδk−2,κ+4,s−1,2 est uniquement dé-
terminé par 2~
i
ΓΨPk−1 = (γ − C˜δ)Pk−2 excepté si γk,κ,s,1 − γk−2,κ+4,s−1,2 = 0 qui
équivaut à δ = k+κn , k > 1, encore une fois exclu par la condition δ 6∈ IS . Au ﬁnal,
Pk + Pk−1 + Pk−2 est l’unique vecteur propre de Cδ, de symbole principal Pk.
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We consider the standard contact structure on the supercircle, S1|1, and the supergroups
E(1|1), Aff(1|1), and SpO(2|1) of contactomorphisms, defining the Euclidean, affine, and
projective geometries, respectively. Using the new notion of p|q-transitivity, we construct
in synthetic fashion even and odd invariants characterizing each geometry, and obtain
an even and an odd super cross-ratios.
Starting from the even invariants, we derive, using a superized Cartan formula, 1-
cocycles of the group of contactomorphisms, K(1), with values in tensor densitiesFλ(S
1|1).
The even cross-ratio yields a K(1) 1-cocycle with values in quadratic differentials,Q(S1|1),
whose projection on F 3
2
(S1|1) corresponds to the super Schwarzian derivative arising in
superconformal field theory. This leads to the classification of the cohomology spaces
H1(K(1),Fλ(S
1|1)).
The construction is extended to the case of S1|N . All previous invariants admit a
prolongation for N > 1, as well as the associated Euclidean and affine cocycles. The super
Schwarzian derivative is obtained from the even cross-ratio, for N = 2, as a projection
to F1(S
1|2) of a K(2) 1-cocycle with values in Q(S1|2). The obstruction to obtain, for N ≥ 3,
a projective cocycle is pointed out.
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1 Introduction
The cross-ratio is the fundamental object of projective geometry; it is a projective invari-
ant of the circle S1 (or, rather, of RP1). The main objective of this article is to propose and
justify from a group theoretical analysis a super-analogue of the cross-ratio in the case
of the supercircle S1|N , and to deduce then, from the Cartan formula (1.2), the associated
Schwarzian derivative for N = 1, 2.
It is well known that the circle, S1, admits three different geometries, namely
the Euclidean, affine, and projective geometries, as highlighted by Ghys [13]. They are
defined by the groups (R,+), Aff(1,R), and PGL(2,R), or equivalently by their characteristic
invariants, the distance, the distance ratio, and the cross-ratio. From these invariants
we can obtain, using Cartan-like formulae, three 1-cocycles of Diff+(S
1) with coefficients
in some tensorial density modules Fλ(S
1) with λ ∈ R; see [8]. They are the generators
of the three nontrivial cohomology spaces H1(Diff+(S
1),Fλ), with λ = 0, 1, 2, as proved
in [11].
The purpose of this article is to extend these results to the supercircle, S1|N ,
endowed with its standard contact structure. To that end, we use the embedding of the
quotient, PC(2|N) = SpO(2|N)/{±Id}, of the orthosymplectic supergroup SpO(2|N), into
the group, K(N), of contactomorphisms of S1|N . The supergroup PC(2|N) is the projective
conformal supergroup introduced by Manin in [22], extending PSL(2,R). The two main
objects of super projective geometry, namely the cross-ratio and the Schwarzian deriva-
tive, have, indeed, already been introduced in the general context of superstring theories,
though in a somewhat independent fashion. This was mainly done in the framework of
super Riemann surfaces, or in terms of the so-called SUSY structures. On the one hand,
the even and odd cross-ratios, for N = 1, have been originally put forward by Aoki [2]
and Nelson [23], respectively; these two references have opened the way to subsequent
work of, e.g. Giddings [14] and Uehara and Yasui [31]. On the other hand, the super
Schwarzian derivative has been introduced, in the framework of superconformal field
theory, by Friedan [10] for N = 1, and by Cohn [5] for N = 2.
Quite independently, and from a more mathematical point of view, Manin [22] in-
troduced the even and odd cross-ratios, for N = 1, 2, by resorting to linear supersymplec-
tic algebra. Also did Radul [26, 27] discover the formulae for the super Schwarzian K(N)
1-cocycles, for N = 1, 2, 3, using the transformation laws of the super Sturm–Liouville
operators on S1|N .
Our first objective is to construct, in a systematic manner, invariants charac-
terizing each supergroup E+(1|N) ⊂ Aff+(1|N) ⊂ PC(2|N) acting on the supercircle S
1|N .
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To this end, we introduce the new notion of p|q-transitivity, well adapted to super-
groups, and state a general theorem, providing a way to build up characteristic invari-
ant of a simply p|q-transitive group action. Applying this theorem to the three pre-
ceding supergroups, we obtain Euclidean, affine, and projective invariants, respectively
Ie, Ia, and Ip, with their even and odd part. In the case N = 1, the two components
of Ip are, unsurprisingly, the even and odd above-mentioned super cross-ratios. Let
us emphasize that, for arbitrary N, the even cross-ratio turns out to be given by the
superfunction
[t1, t2, t3, t4] =
[t1, t3][t2, t4]
[t2, t3][t1, t4]
(1.1)
of a quadruple of “points” (t1, t2, t3, t4) of S
1|N , with even coordinates xi, and odd ones
(ξ1i , . . . , ξ
N
i ), for i = 1, . . . , 4; note that in equation (1.1), the two-point superfunction
[ti, t j] = xj − xi − ξ j · ξi is the Euclidean even invariant. The supergroups preserving Ie,
Ia, and Ip are respectively, E+(1|N), Aff+(1|N), and PC(2|N), as expected.
Our second objective is to link the three even parts of the previously found in-
variants to 1-cocycles of K(N) by means of a natural superized version of the Cartan
formula. It culminates in the projective case, where we get the super Schwarzian deriva-
tive (3.11) from the even cross-ratio. Let us go into some more details. Given a flow,
φε = Id+ εX + O(ε
2), we posit ti+1 = φiε(t1) for i = 0, . . . , 3. We contend that the Cartan
formula [4, 25] can be consistently superized for N = 1 and N = 2, using the cross-ratio
(1.1), namely by
8∗[t1, t2, t3, t4]
[t1, t2, t3, t4]
− 1 = 〈εX ⊗ εX,S(8)〉 + O(ε3), (1.2)
hence, providing us with a definition of the Schwarzian derivative, S(8), of a contactomor-
phism 8. In doing so, we naturally obtain a 1-cocycle of K(N) for N = 1, 2 respectively,
with values in the module, Q(S1|N ), of quadratic differentials. Their projections onto the
modules F 3
2
(S1|1) and F1(S
1|2), for K(1) and K(2) respectively, yield the expressions of the
super Schwarzian derivatives given in [5, 10, 27]. Remarkably enough, our formula allows
us to recover the classical Schwarzian derivative on the circle, S1, which would not be
the case, had we started with Friedan’s, Cohn’s, and Radul’s formulae. Much in the same
way, we define the Euclidean and affine 1-cocycles of K(N) for any N, with the help of
the Cartan-like formulae (5.4) and (5.5). Using the results of Agrebaoui et al. [1] on the
cohomology of the Lie superalgebra of contact vector field on S1|1, we can claim that our
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three 1-cocycles on K(1) are, indeed, the generators of the three nontrivial cohomology
spaces H1(K(1),Fλ), where λ = 0,
1
2
, 3
2
.
The paper is organized as follows.
In Section 2, we recall the main definitions and facts related to the geometry of
the supercircle S1|1, in particular its canonical contact structure and the action of the
(special) orthosymplectic group SpO+(2|1)
∼= PC(2|1), as a subgroup of the group, K(1), of
contactomorphisms of S1|1.
In Section 3, we review the main results of this article, namely the form of the
invariants, and of the associated 1-cocycles of K(1), obtained for each of the three above-
mentioned geometries. This section also gives the classification of the cohomology spaces
H1(K(1),Fλ), for λ ∈ C.
Sections 4 and 5 provide the proofs of the main results announced in Section 3.
We first define the notion of p|q-transitivity and state the general Theorem 4.3, lead-
ing to the construction of the Euclidean, affine, and projective invariants, from the
action of the corresponding subgroups of K(1). Those invariants are then shown to
yield, via a Taylor expansion, the sought 1-cocycles; in particular the Cartan formula
readily leads to a new expression for the Schwarzian derivative, S(8), of a contacto-
morphism, 8, with values in the module of quadratic differentials, Q(S1|1). The link
with Friedan’s and Radul’s Schwarzian derivative is elucidated. The kernels of the three
above 1-cocycles are shown to be, indeed, isomorphic to E(1|1), Aff(1|1), and SpO+(2|1),
respectively.
In Section 6, we present a detailed treatment of the general case, N > 1, along
the same lines as before. As mentioned in Section 3, there is hardly no change in
the construction and the resulting expressions of the invariants. The Euclidean and
affine 1-cocycles of K(N) are explicitly derived, as well as the Schwarzian derivative
obtained as a 1-cocycle of K(2) with values in the module Q(S1|2) of quadratic dif-
ferentials. Upon projection of Q(S1|2) onto the K(2)-module F1(S
1|2) of 1-densities, we
obtain Cohn’s and Radul’s formula for the Schwarzian derivative. Specific difficulties en-
countered in deriving the projective 1-cocycles for N > 2 are pointed out, together with
those arising in the determination of the kernels of the Euclidean and affine 1-cocycles.
At last, the kernel of the Schwarzian 1-cocycle of K(2) is shown to be isomorphic to
PC(2|2).
Section 7 gives us the opportunity to sum up the content of this article, and
to draw several conclusions. It opens perspectives for future work related to the link
between discrete projective invariants of the supercircle, and the cohomology of the
group of its contactomorphisms.
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2 The Supercircle S1|1 and Its Contactomorphisms: A Compendium
We briefly define in this section the geometrical objects on S1|1 that will be needed for our
purpose. This includes the basics of super differential geometry [6, 20, 21], the standard
contact structure on the supercircle [27], and the orthosymplectic group SpO(2|1); see
[22].
2.1 The supercircle S1|1
The supercircle S1|1 can be defined as the circle, S1, endowed with the sheaf of the
supercommutative associative algebra of superfunctions C∞(S1|1) = C∞(S1)[ξ ]. Thus, S1|1
admits local coordinates t = (x, ξ ), where x is a local coordinate on S1, and ξ is an odd
(Grassmann) coordinate, i.e. such that ξ2 = 0 and xξ = ξx. Then a superfunction is of the
form
f (x, ξ ) = f0(x)+ ξ f1(x) (2.1)
with f0, f1 ∈ C
∞(S1). There exists a Z2-grading on superfunctions, f0 being the even part
and ξ f1 the odd part of f . The parity is denoted by p, with the convention p( f0) = 0 and
p(ξ f1) = 1. We define the projection
π : C∞(S1|1) → C∞(S1) (2.2)
by quotienting by the ideal of nilpotent elements; this gives an embedding of the circle
into the supercircle.
Denote by Diff(S1|1) the group of diffeomorphisms of S1|1, i.e. the group of auto-
morphisms of C∞(S1|1). Let 8 ∈ Diff(S1|1), then
8(x, ξ ) = (ϕ(x, ξ ),ψ (x, ξ )), (2.3)
where ϕ is an even superfunction and ψ an odd one, so 8 preserves parity and
(ϕ(x, ξ ),ψ (x, ξ )) become new coordinates on S1|1. For any morphism, i.e. algebra morphism
preserving parity, the following diagram is commutative:
C∞(S1|1)
π // C∞(S1)
C∞(S1|1)
8
OO
π // C∞(S1).
5(8)
OO
(2.4)
So every morphism of C∞(S1|1) induces a morphism of C∞(S1), and we have a canonical
morphism 5 : Diff(S1|1) → Diff(S1).
6 J.-P. Michel and C. Duval
A super vector field, X, on S1|1 is a superderivation of C∞(S1|1), i.e. a linear op-
erator satisfying super Leibniz rule, X( fg) = X( f )g+ (−1)p( f )p(X) f X(g), for homogeneous
elements. As in ordinary differential geometry, X can be locally written in terms of
partial derivatives as
X = f (x, ξ )∂x + g(x, ξ )∂ξ , (2.5)
where f , g ∈ C∞(S1|1), with p(∂x) = 0 and p(∂ξ ) = 1. The space, Vect(S
1|1), of vector fields
on S1|1 is thus a left-module over C∞(S1|1). It has the structure of a super Lie algebra,
Vect(S1|1) = Vect(S1|1)0 ⊕ Vect(S
1|1)1, whose superbracket is denoted by [ ·, ·], and [X, Y] =
XY − (−1)p(X)p(Y)YX, for homogeneous elements.
Since the group Diff(S1|1) of diffeomorphisms preserves parity, we can define the
flow of X ∈ Vect(S1|1), namely ϕε = Id+ εX + O(ε
2), only if p(εX) = 0. For odd vector fields,
X, the parameter ε must therefore be odd; see [6].
We can now define the C∞(S1|1) right-module Ä1(S1|1) of 1-forms on S1|1, as the
dual of the C∞(S1|1) left-module Vect(S1|1). The 1-forms dx and dξ will constitute the
dual basis of ∂x and ∂ξ , that is, 〈∂x, dx〉 = 〈∂ξ , dξ 〉 = 1 and 〈∂ξ , dx〉 = 〈∂x, dξ 〉 = 0. Then p
is extended naturally to Ä1(S1|1) by p(dx) = 0 and p(dξ ) = 1. Using the exterior product
we construct Ä∗(S1|1), the space of all differential forms on S1|1, graded by Z with | · | the
cohomological degree. Parity being also defined on this space, we have two choices for
the Sign Rule, viz.,
α ∧ β = (−1)(p(α)+|α|)(p(β)+|β|)β ∧ α, (2.6)
α ∧ β = (−1)|α||β|+p(α)p(β)β ∧ α, (2.7)
where α,β are homogeneous elements of Ä∗(S1|1). The second convention corresponds to
a bigrading Z× Z2, and following [6, 18], we will choose it from now on.
2.2 The contact structure on S1|1 and its automorphisms
The standard contact structure on S1|1 is given by the conformal class of the 1-form
α = dx+ ξdξ (2.8)
which satisfies α ∧ dα 6= 0. This contact structure is equivalently defined by the kernel
of α, spanned by the odd vector field
D = ∂ξ + ξ∂x, (2.9)
whose square D2 = 1
2
[D, D] = ∂x is the Reeb vector field of the structure.
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Then D and ∂x set up a basis of the C
∞(S1|1) left-module Vect(S1|1), while α and
β = dξ constitute the dual basis, with dα = β ∧ β. Thus for any f ∈ C∞(S1|1), we have
d f = α f ′ + βD f , (2.10)
where f ′ = ∂x f . The contact structure being given by the direction of α, it is therefore
preserved by 8 ∈ Diff(S1|1) if and only if
8∗α = E8α (2.11)
for some superfunction E8, which following [27], we call the multiplier of 8. We denote
by K(1) the subgroup of Diff(S1|1) preserving the contact structure, its elements are
called contactomorphisms. From equations (2.3) and (2.8), we find 8∗α = dϕ + ψdψ =
α(ϕ′ + ψψ ′)+ β(Dϕ − ψDψ ).
Proposition 2.1. Let 8 = (ϕ,ψ ) be a diffeomorphism of S1|1; then 8 ∈ K(1) if and only if
Dϕ − ψDψ = 0. (2.12)
The multiplier of 8 is then given by E8 = ϕ
′ + ψψ ′, i.e. by
E8 =
8∗α
α
= (Dψ )2. (2.13)
¤
Since α and β set up a basis of the C∞(S1|1)-module Ä1(C∞(S1|1)), we will also need
the expression of the action of K(1) on the odd 1-form β; it reads
8∗β = αψ ′ + βDψ. (2.14)
We might, as well, define K(1) as the group of diffeomorphisms preserving the horizontal
distribution spanned by D, denoted by 〈D〉. In the complex setting, D is interpreted as the
covariant derivative of a super Riemann surface [5, 10], and K(1) as the superconformal
group; the distribution 〈D〉 is also often referred to as a SUSY structure [6, 22]. See also
[17] for a review.
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Using equation (2.11), we find that the transformation law (2.14) entails
8∗D =
1
Dψ
D, (2.15)
which makes sense as Dψ 6= 0 for any diffeomorphism 8.
Remark 2.2. If 8 = (ϕ,ψ ) ∈ K(1), see equation (2.3), we put ϕ(x, ξ ) = ϕ0(x)+ ξϕ1(x), and
ψ (x, ξ ) = ψ1(x)+ ξψ0(x), with an index 0 for even functions and 1 for odd functions. The
constraint (2.12) then reads ϕ′0 = ψ
2
0 − ψ1ψ
′
1 and ϕ1 = ψ0ψ1. Using the natural projection
5 : K(1) → Diff(S1), defined in equation (2.4), we note that 8 gives rise to a diffeomor-
phism of S1, which is actually orientation-preserving since 5(8)′ = π (ϕ′0) = π (ψ0)
2 > 0.
¤
From the constraint (2.12), we can obtain an interesting property of contactomor-
phisms: they are essentially determined by their even part.
Lemma 2.3. Let 8 = (ϕ,ψ ) ∈ K(1) and 8˜ = (ϕ˜, ψ˜ ) ∈ K(1) be two contactomorphisms such
that their even parts coincide, ϕ = ϕ˜. We then have ψ˜ = ±ψ . ¤
This can be checked by a direct calculation.
2.2.1 The super Lie algebra, k(1), of contact vector fields
In view of definition (2.11) of contactomorphisms, we will call X ∈ Vect(S1|1) a contact
vector field, X ∈ k(1), if
L Xα = eXα (2.16)
for some superfunction eX. The Lie derivative is still given by the derivative of the flow,
so k(1) is the Lie algebra of K(1), and e is the derivative of E at the identity. Let us now
recall the following classic result [12, 16]: if X ∈ k(1), there exists a unique superfunction
f (x, ξ ) = a(x)− 2ξb(x), called the contact Hamiltonian such that X = X f , where
X f = a(x)∂x +
1
2
a′(x)ξ∂ξ + b(x)(∂ξ − ξ∂x), (2.17)
so that the associated (infinitesimal) multiplier is given by
eX f = f
′. (2.18)
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2.2.2 Tensor densities, 1-forms, and quadratic differentials of S1|1
Let us introduce now a 1-parameter family,Fλ(S
1|1) orFλ for short, of K(1)-modules, which
define the λ-densities associated with the contact structure, λ ∈ C. As vector spaces, these
modules are isomorphic to C∞(S1|1), the K(1) anti-action (8 7→ 8λ) on Fλ(S
1|1) being given
by
8λ f = (E8)
λ 8∗ f , (2.19)
where f ∈ C∞(S1|1). We may thus write a λ-density F ∈ Fλ, symbolically, as F = fα
λ. We
will thus write (8→ 8∗) the K(1) anti-action on Fλ with this identification.
Remark 2.4. In view of equations (2.13) and (2.15), we will regard, in conformity with
definition (2.19), the odd vector field D as a (− 1
2
)-density. ¤
There is an isomorphism of K(1)-modules: Vect(S1|1) ∼= F−1 ⊕ F− 1
2
, where F−1
corresponds to k(1) and F− 1
2
to the vector fields f D, with f ∈ C∞(S1|1) and D as in equa-
tion (2.9); see [12, 16]. The space of 1-forms Ä1(S1|1) is generated, as C∞(S1|1)-module, by α
and β.
Similarly the space Q(S1|1) of quadratic differentials is generated, as a C∞(S1|1)-
module by
α2 = α ⊗ α and αβ =
1
2
(α ⊗ β + β ⊗ α), (2.20)
where the tensor product is understood as the supersymmetric tensor product con-
structed via the commutativity isomorphism given by the Sign Rule [6]. This notation
will be used throughout this paper.
Proposition 2.5. The two K(1)-modules Ä1(S1|1) and Q(S1|1), admit the following decom-
position into K(1)-submodules, namely
Ä1(S1|1) ∼= F 1
2
⊕ F1, (2.21)
Q(S1|1) ∼= F 3
2
⊕ F2. (2.22)
The summands F1 (resp. F2) are naturally K(1)-submodules of Ä
1(S1|1) (resp. Q(S1|1)). The
projectionsÄ1(S1|1) → F 1
2
(resp.Q(S1|1) → F 3
2
) are given by α
1
2 〈D, ·〉, and the corresponding
sections by α
1
2 L D (resp.
2
3
α
1
2 L D). ¤
Proof. We have α
1
2 〈D,α f + βg〉 = α
1
2 g and α
1
2 〈D,α2 f + αβg〉 = 1
2
α
3
2 g. The transformation
rules (2.13) for α and (2.14) for β then entail that the projections α
1
2 〈D, ·〉 actually define
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morphisms of K(1)-modules, 8∗(α
1
2 〈D,ω〉) = α
1
2 〈D,8∗ω〉 for all ω ∈ Ä1(S1|1), and for all
ω ∈ Q(S1|1).
Moreover, since L Dα = 2β and L Dβ = 0, we readily find α
1
2 L D(α
1
2 g) = αDg+ βg
and α
1
2 L D(α
3
2 g) = α2 Dg+ 3αβg. Using, once more, equations (2.13) and (2.14), we then
obtain that the inclusions α
1
2 L D define, again, morphisms of K(1)-modules. To have
the identity µα
1
2 〈D,α
1
2 L D F 〉 = F , we choose µ = 1 for F a
1
2
-density, and µ = 2
3
for F a
3
2
-density. The result follows. ¥
2.3 The orthosymplectic group SpO(2|1)
To define the supergroup SpO(2|1) and its action on the supercircle we will introduce the
notion of functor of points, following [6]. Let A be a supermanifold, an A-point of the
supercircle is a morphism of supermanifolds A→ S1|1; we will denote by S1|1(A) the set
of A-points of S1|1. The assignation A→ (A-points) is the functor of points. An A-point of
S1|1 is given by the image of the generators (x, ξ ) of C∞(S1|1) in OA, the sheaf of functions
defining A; see [6, 20]. By Yoneda’s lemma, giving f ∈ Diff(S1|1) is equivalent to giving,
functorially in A, a map fA on S
1|1(A).
For A any commutative superalgebra, GLp,q(A) is the well-known group of even
invertible linear transformation of the free A-module of dimension p|q; see [20]. We then
define the supergroup GL(p|q) by its functor of points, GL(p|q)(A) = GLp,q(OA), and this
functor is representable by a supermanifold, GL(p|q). By Yoneda’s lemma, the action of
GL(p|q) on Rp|q can be given by the action of GL(p|q)(A) on Rp|q(A).
If we restrict ourselves to the supermanifolds A whose underlying manifold is
a point, then OA is a Grassmann algebra, and we obtain the supermanifolds defined by
Rogers [28] or the A-manifolds of Tuynman [30].
From now on we will speak of points instead of A-points, and of the action of a
supergroup on points, instead of the action of A-points of a supergroup on A-points.
The contact structure on S1|1 (or rather on RP 1|1) defined by α, see equation (2.8),
does stem from the 1-form on R2|1 given by ̟ = 1
2
(pdq − qdp+ θdθ ), via the formula
̟ = 1
2
p2α, with p 6= 0, expressed in affine coordinates x = q/p and ξ = θ/p. We define the
orthosymplectic group [16, 22], denoted by SpO(2|1), via its functor of points; SpO(2|1)(A)
is the group of all linear transformations of R2|1(A), viz.,
h =

a b γ
c d δ
α β e
 (2.23)
Projective Geometry of the Supercircle 11
preserving the symplectic form d̟ , i.e. such that [22]
ad − bc− αβ = 1, (2.24)
e2 + 2γ δ = 1, (2.25)
αe− aδ + cγ = 0, (2.26)
βe− bδ + dγ = 0. (2.27)
We easily find that SpO(2|1) also preserves ̟ . Since̟ = 1
2
p2α, the orthosymplectic group
acts by contactomorphisms, SpO(2|1) → K(1), via the following projective action on S1|1,
namely (in terms of A-points)
ĥ(x, ξ ) =
(
ax+ b+ γ ξ
cx+ d + δξ
,
αx+ β + eξ
cx+ d + δξ
)
, (2.28)
where h ∈ SpO(2|1).
The Berezinian of h is Ber(h) = e+ αβe−1; see [22]. We introduce the special or-
thosymplectic group SpO+(2|1) as the subgroup of SpO(2|1) of Berezinian 1, or as the
quotient, PC(2|1), of SpO(2|1) by the kernel of the projective action (2.28), or as the
connected component of the identity of SpO(2|1). So SpO+(2|1) is a super-extension of
Sp(2,R) = SL(2,R). We have the following (local) group factorization
SpO+(2|1) ∋ h =

1 0 0
c˜ 1 δ˜
δ˜ 0 1


a˜ 0 0
0 a˜−1 0
0 0 1


ǫ b˜ −β˜
0 ǫ 0
0 ǫβ˜ 1
 , (2.29)
where (a˜, b˜, c˜, β˜, δ˜) ∈ R3|2, with ǫ2 = 1, and a˜ > 0. Thus, as read off in equation (2.29), every
homography is the composition of an inversion, a dilatation, and a translation. We will
denote by E(1|1) the subgroup of translations and by Aff(1|1) the subgroup generated by
translations and dilatations. The connected component of the identity of these subgroups
of SpO+(2|1), characterized by ǫ > 0, will be denoted by E+(1|1) and Aff+(1|1), and referred
to as special supergroups.
3 Main Results
We expound in this section the two main results of this paper regarding the case of S1|1;
the first one gives the invariants of the action on S1|1 of the special supergroups E+(1|1),
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Aff+(1|1), and SpO+(2|1), and the second one provides, by means of a super version of the
Cartan formula, the associated K(1)-cocycles. These results will be extended (whenever
possible) to the case of S1|N in Section 6.
3.1 Super Euclidean, affine, and projective invariants
Let t1, t2, t3, t4 be four generic points of S
1|1, ti = (xi, ξi).
Theorem 3.1. The following three couples, Ie, Ia, and Ip, of superfunctions are the
invariants of the action of Euclidean, affine, and projective special supergroups on S1|1.
• Euclidean invariant, Ie(t1, t2) = ([t1, t2], {t1, t2}) with
[t1, t2] = x2 − x1 − ξ2ξ1, (3.1)
{t1, t2} = ξ2 − ξ1. (3.2)
• Affine invariant, Ia(t1, t2, t3) = ([t1, t2, t3], {t1, t2, t3}), where, if x1 < x2,
[t1, t2, t3] =
[t1, t3]
[t1, t2]
, (3.3)
{t1, t2, t3} = [t1, t2, t3]
1
2
{t1, t3}
[t1, t3]
1
2
. (3.4)
• Projective invariant, Ip(t1, t2, t3, t4) = ([t1, t2, t3, t4],±{t1, t2, t3, t4}), where when
ord(t1, t2, t3) = 1, see equation (4.9),
[t1, t2, t3, t4] =
[t1, t3][t2, t4]
[t2, t3][t1, t4]
, (3.5)
{t1, t2, t3, t4} = [t1, t2, t3, t4]
1
2
{t2, t4}[t1, t2]− {t1, t2}[t2, t4]
([t1, t2][t2, t4][t1, t4])
1
2
. (3.6)
If a bijective transformation of S1|1 preserves one of these three couples of superfunc-
tions, it can be identified with the action of an element of the corresponding supergroup,
E+(1|1), Aff+(1|1), or SpO+(2|1). Moreover, if a contactomorphism 8 ∈ K(1) preserves the
even part of one of the invariants Ie, Ia, or Ip, respectively, then 8 = ĥ for some h in E(1|1),
Aff(1|1), or SpO+(2|1), respectively. ¤
This theorem summarizes Theorems 4.8, 4.14, and 4.19 given below, as well as
their corollaries. Their proofs rely on the p|q-transitivity of the action of these super-
groups on S1|1; all details are given in Section 4.
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Remark 3.2. The super cross-ratio, i.e. the even part (3.5) of the projective invariant,
Ip, has already been introduced by Nelson [23], and used by Giddings [14] while study-
ing the punctured super Riemann sphere, and also by Uehara and Yasui [31] to define
coordinates on the super Teichmu¨ller space. It has also been put forward by Manin in
[22] from a somewhat different standpoint that we can summarize as follows in our for-
malism. Using the even symplectic form d̟ = dp∧ dq + 1
2
dθ ∧ dθ on R2|1, one defines
a SpO+(2|1)-invariant pairing
〈
Zi, Z j
〉
= d̟ (Zi, Z j) = pi pj[t j, ti], for Zi = (pi qi θi) ∈ R
2|1,
where ti = (qi/pi, θi/pi). Positing [Z1, Z2, Z3, Z4] =
〈Z3,Z1〉〈Z4,Z2〉
〈Z3,Z2〉〈Z4,Z1〉
, one obtains a four-point
function, not only SpO+(2|1)-invariant, but also invariant under rescalings of each vari-
able. We then have [Z1, Z2, Z3, Z4] = [t1, t2, t3, t4]; see equation (3.5). ¤
Remark 3.3. The odd part (3.6) of the projective invariant, Ip, can clearly be reduced
to a three-point (almost) invariant function, corresponding to Jp given below in
equation (4.15). The latter was already introduced by D’Hoker and Phong [7] and used in
[14, 31] on the same footing as the super cross-ratio. We have written Jp as a function of
the Euclidean invariants, but it can be recast into the form
Jp(t1, t2, t3) = ±
ξ1[t2, t3]+ ξ2[t3, t1]+ ξ3[t1, t2]− ξ1ξ2ξ3
([t1, t3][t3, t2][t2, t1])
1
2
, (3.7)
which precisely corresponds to the expression originally given in [2, 7], where the cyclic
symmetry is obvious. This invariant, Jp, has also been introduced by Manin in [22], using
a construction akin to that developed by us in Section 4. ¤
Remark 3.4. If we apply the projection π : C∞(S1|1) → C∞(S1), see equation (2.2), to each
invariant Ie, Ia, and Ip, we obtain the usual Euclidean, affine, and projective invariants,
namely the distance, the distance-ratio, and the cross-ratio. ¤
3.2 The associated 1-cocycles of K(1)
Let 8 ∈ Diff(S1) be a diffeomorphism of the circle, and φε = Id+ εX + O(ε
2) be the flow of
a vector field X on the circle. We set ti = φ(i−1)ε(t1) for i = 1, 2, 3, 4. Then the Schwarzian
derivative can be defined in terms of the cross-ratio, as the quadratic differential S(8) ∈
Q(S1) appearing in the Cartan formula; see [4, 25],
8∗[t1, t2, t3, t4]
[t1, t2, t3, t4]
− 1 = 〈εX ⊗ εX,S(8)〉 + O(ε3). (3.8)
For the group of contactomorphisms of S1|1, we will proceed by analogy with this
method. Starting from the super cross-ratio (3.5), we will deduce the super Schwarzian
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derivative, S(8) ∈ Q(S1|1), as a K(1)-cocycle with kernel SpO+(2|1). Euclidean and affine
K(1)-cocycles will likewise be obtained from the even Euclidean and affine invariants.
We recall that Ä1(S1|1) is the space of 1-forms, Q(S1|1) the space of quadratic differentials
of the supercircle, and E8 =
8∗α
α
= (Dψ )2; see Section 2.2.
Theorem 3.5. From the Euclidean (3.1), affine (3.3), and projective (3.5) even invariants,
we deduce via the Cartan formula (3.8) three 1-cocycles of K(1), with kernel E(1|1), Aff(1|1),
and SpO+(2|1), respectively. They retain the following form:
• the Euclidean cocycle E : K(1) → F0(S
1|1),
E (8) = log E8 = log(Dψ )
2; (3.9)
• the affine cocycle A : K(1) → Ä1(S1|1),
A(8) = dE (8); (3.10)
• the projective Schwarzian cocycle S : K(1) → Q(S1|1),
S(8) =
2
3
α
1
2 L DS(8), (3.11)
where L D stands for the Lie derivative with respect to the vector field D, and S(8) is
given by equation (3.13). Moreover, using the projections on tensor densities defined in
Proposition 2.5, we obtain two new affine and projective 1-cocycles, namely
• the projection of the affine cocycle, A : K(1) → F 1
2
(S1|1),
A(8) = α
1
2 〈D,A(8)〉 =
DE8
E8
α
1
2 ; (3.12)
• the projection of the Schwarzian cocycle, S : K(1) → F3/2(S
1|1);
S(8) = α
1
2 〈D,S(8)〉 =
1
4
(
D3 E8
E8
−
3
2
DE8D
2 E8
E28
)
α3/2. (3.13)
¤
We will give the proof of this theorem in Section 5.
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Remark 3.6. As in the case of the Schwarzian cocycle (3.11), using Proposition 2.5, we
can express the affine cocycle A in terms of its projection A, namely
A(8) = α
1
2 L DA(8). (3.14)
¤
Remark 3.7. (1) The projection π : C∞(S1|1) → C∞(S1), see equation (2.2), can be extended
naturally to differential forms and quadratic differentials, sending α to dx and β to 0. So
we can project the K(1)-cocycle S(8) given by equation (3.11) on Q(S1), and as the result
depends only on f = 5(8), see equation (2.4), we easily recover the classical Schwarzian
derivative S0 : Diff+(S
1) 7→ Q(S1), namely
S0( f ) =
(
f ′′′
f ′
−
3
2
(
f ′′
f ′
)2)
dx2, (3.15)
using the expression (5.9) where π (E8) = f
′; see, e.g. [4, 8, 25]. The projections of the two
other K(1)-cocycles, E andA, lead to the Euclidean and affine cocycle of Diff+(S
1), namely
E0( f ) = f
′ and A0( f ) =
f ′′
f ′
dx.
(2) The K(1)-cocycle, S, given in equation (3.13) is the super Schwarzian derivative,
independently introduced by Friedan [10] and Radul [27]. Recall that E8 = (Dψ )
2, see
equation (2.13), so we can also write
S(8) =
(
D4ψ
Dψ
− 2
D2ψD3ψ
(Dψ )2
)
α3/2. (3.16)
This is the form of the super Schwarzian derivative used in superconformal field theories
[10]; see also [22]. Gieres and Theisen use it in [15], as well as the affine cocycle A, to
construct superconformal covariant operators. ¤
It is well known that the classical Schwarzian derivative (3.15) can be expressed
in terms of the classical affine cocycle A0( f ) = ( f
′′/ f ′)dx on S1, viz.,
S0( f ) = dxL∂xA0( f )−
1
2
A0( f )
2, (3.17)
where f ∈ Diff+(S
1). A formula relating in the super case the expression of S and A can
be found in [15]. The next proposition gives another formula for the 1-cocycle S in a form
akin to equation (3.17). ¤
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Proposition 3.8. Let A denote the affine K(1)-cocycle (3.10); the following holds true for
the super Schwarzian derivative (3.13):
S(8) =
1
4
α
1
2
〈
D, (α
1
2 L D)
2A(8)−
1
2
A(8)2
〉
. (3.18)
¤
3.3 The determination of H1(K(1), Fλ)
The following corollary of Theorem 3.5 is straightforward; its proof relies on the ex-
pression (2.18) of the Euclidean 1-cocycle of k(1), the Lie superalgebra of infinitesimal
contactomorphisms of S1|1.
Corollary 3.9. The Lie algebra 1-cocycles associated with the K(1)-cocycles E , A, and S,
read ci : k(1) → Fi/2(S
1|1), with
ci(X f ) = (D
i+2 f ) αi/2, (3.19)
where i = 0, 1, 3. ¤
We recover, in this way, three of the four nontrivial 1-cocycles of k(1) with coef-
ficients in Fλ (see [1] for a classification). The fourth one, c˜0 : k(1) → F0(S
1|1), defined by
c˜0(X f ) = f −
1
2
ξ∂ξ f , does not integrate as a group 1-cocycle, just like the Vect(S
1)-cocycle
X f 7→ f . Indeed, suppose that c˜0 does integrate as a K(1)-cocycle, C˜0. Then ∂x ∈ k(1) in-
duces, using an angular coordinate x, the flow 8t (x, ξ ) = (x+ t , ξ ), and as c˜0(∂x) = 1, we
have C˜0(8t ) =
1
2
t ; see e.g. [29]. But this is inconsistent with the periodicity condition
8t = 8t+2π . This is a straightforward generalization to the super-algebraic framework of
the observation [24] that the only Vect(S1) 1-cocycles that integrate as Diff+(S
1)-cocycles
are those which are Euclidean-basic; see also [17]. Here, one checks that c˜0 is not E(1|1)-
basic.
As the derivation of Lie group cocycle is an injection from the Lie group cocycle
into the Lie algebra cocycle, we obtain the complete classification of the nontrivial
1-cocycles of K(1) with values in Fλ.
Theorem 3.10. (1) The cohomology spaces H1(K(1),Fλ) are given by
H1(K(1),Fλ) =
{
R if λ = 0, 1
2
, 3
2
,
{0} otherwise.
(3.20)
These three cohomology spaces are respectively generated by E , A, and S.
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(2) Moreover, the two cohomology spaces
H1(K(1),Ä1(S1|1)) = R, (3.21)
H1(K(1),Q(S1|1)) = R, (3.22)
are respectively generated by A and S.
¤
Proof. We have already proved equation (3.20) in the course of the above discussion.
Let us now derive equation (3.21). Suffice it to notice that Proposition 2.5 yields the
decomposition Ä1(S1|1) = F 1
2
⊕ F1 into K(1)-submodules. The classification (3.20) then
shows that the image by the section α
1
2 L D of the generator A of H
1(K(1),F 1
2
) spans
H1(K(1),Ä1(S1|1)). The same argument holds for the proof of equation (3.22). ¥
Let us end up with the following synthesis of the results obtained in this section.
Remark 3.11. We have thus established a 1-1 correspondence between the set of non-
trivial cohomology spaces H1(K(1),Fλ) (or H
1(K(1),M), withM = Ä0(S1|1),Ä1(S1|1),Q(S1|1))
and the “natural” geometries of the supercircle, namely the Euclidean, affine, and projec-
tive geometries of S1|1. These geometries are defined by the kernels of the corresponding
1-cocycles E ,A,S. These groups, in turn, give rise to the invariants Ie, Ia, Ip. At last, these
invariants lead us back to the generators of the above cohomology spaces, with the help
of the Cartan-like formulae (5.4), (5.5), and (3.8). ¤
4 Super Euclidean, Affine, and Projective Invariants of S1|1
In this section we construct the Euclidean, affine, and projective invariants given by
Theorem 3.1. We introduce an extension of the notion of transitivity, allowing us to
formulate a theorem giving the sought invariants when applied to each supergroup:
E+(1|1), Aff+(1|1), and SpO+(2|1).
Let us first introduce an equivalence relation, on the n-tuples of a product set
E = E0 × E1. We denote by p0 and p1 the two canonical projections. Let s = (s1, . . . , sn) and
t = (t1, . . . , tn) be two n-tuples of E , we will say that s and t are p|q equivalent, s
p|q
= t ,
where n = max(p, q), if and only if
∀i ∈ J1, pK, p0(si) = p0(ti) and ∀i ∈ J1, qK, p1(si) = p1(ti). (4.1)
We will use the notation [t ] for the class of t for this equivalence relation.
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Definition 4.1. Let G be a group acting on a set E = E0 × E1 by (g 7→ ĝ). The action of G
on E is p|q-transitive, n = max(p, q), if for any n-tuples s and t of distinct points, there
exists an element h ∈ G such that ĥ(t )
p|q
= s. If h is unique, the action is said to be simply
p|q-transitive. ¤
In particular, a p|q-transitive action is min(p, q)-transitive. To prove n-
transitivity, we usually prove that any n-tuple t can be sent to a given n-tuple m. To
prove p|q-transitivity we need an extra condition, this is specified by the next proposi-
tion.
Proposition 4.2. Let G act on a set E = E0 × E1 and choose m, an n-tuple of E . Suppose
that for every n-tuple s, there exists h ∈ G such that ĥ(s)
p|q
= m, where n = max(p, q) and
G.[s] ⊇ [m]. Then the action of G on E is p|q-transitive. ¤
Proof. Let t and s be two n-tuples of E . We look for those k ∈ G such that k̂(t )
p|q
= s. By
assumption, there exist h, g ∈ G such that ĥ(t )
p|q
= m and ĝ(s)
p|q
= m. Then, as ĥ(t ) ∈ [m] and
G.[s] ⊇ [m], there exist s′
p|q
= s and g′ ∈ G such that ĝ′(s′) = ĥ(t ). Finally ĝ′
−1
(ĥ(t ))
p|q
= s. ¥
Theorem 4.3. Let g 7→ ĝ denote the simply p|q-transitive action of a group G on a set
E = E0 × E1, and let m be an n-tuple, n = max(p, q), of distinct points of E . We can define
the following (n+ 1)-point function of E with values in E , associated to the class of m,
namely
I[m](t1, . . . , tn+1) = ĥ(tn+1), (4.2)
where ĥ(t )
p|q
= m, and t = (t1, . . . , tn) is an n-tuple of distinct points of E . This function
enjoys the following properties:
(1) I[m] is G-invariant;
(2) if 8 ∈ E! preserves I[m], then 8 = ĝ for some g ∈ G;
(3) let l be an n-tuple of E and g ∈ G, then ĝ[m] = [l] if and only if I[l] = ĝ ◦ I[m].
The first two properties assert that I[m] is a characteristic invariant of the action of G.
Moreover, if n = p> q, we can define n-point invariant functions with values in E1
J[m], j(t ) = p1(ĥ(t j)) (4.3)
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for j ∈ Jq + 1, pK. Any (n+ 1)-point G-invariant function I can be factorized through the
invariants I[m] and J[m], j, i.e. I = f (J[m],q+1, . . . , J[m],p, I[m]) for some function f , depending
on the n-tuple m. Similarly, any n-point G-invariant function can be factorized through
the invariants J[m], j. ¤
Proof. We first prove that I[m] (̂g(t1), . . . , ĝ(tn+1)) = I[m](t1, . . . , tn+1) for all g ∈ G, i.e.
I[m] is G-invariant. Since ĥ(t )
p|q
= m, we have ĥ ◦ ĝ−1 (̂g(t ))
p|q
= m. It follows that
I[m] (̂g(t1), . . . , ĝ(tn+1)) = ĥ ◦ ĝ
−1 (̂g(tn+1)) = ĥ(tn+1), hence the result. The proof of the G-
invariance of J[m], j is identical.
Secondly, we show that I[m] is a characteristic G-invariant. Let 8 be a bijection
of E , such that 8∗ I[m] = I[m], we have to prove that 8 comes from an element of G. There
exist h, g ∈ G, depending on t such that, ĥ(t )
p|q
= m and ĝ(8(t ))
p|q
= m. Since 8∗ I[m] = I[m], we
have ĝ(8(tn+1)) = ĥ(tn+1) for all tn+1 ∈ E , and thus 8 = k̂ , with k = g
−1h.
Thirdly, suppose that there exists g ∈ G such that ĝ[m] = [l]. Let t be an n-tuple,
we have ĥ(t )
p|q
= m for a unique h ∈ G, then ĝ(ĥ(t ))
p|q
= l, and it follows that I[l](t1, . . . , tn+1) =
ĝ ◦ ĥ(tn+1). Conversely, suppose that I[l] = ĝ ◦ I[m] for some g ∈ G and let m
′ ∈ [m]. For every
n-tuple t , there exists h ∈ G such that ĥ(t )
p|q
= m and then I[l](t , tn+1) = ĝ ◦ ĥ(tn+1), for all
tn+1 ∈ E . As I[l](t , tn+1) = k̂(tn+1) for the unique k ∈ G such that k̂(t )
p|q
= l, we deduce that
ĝ(ĥ(t ))
p|q
= l. In particular for the n-tuple m′, h is the identity, hence ĝ(m′)
p|q
= l. It follows
that ĝ[m] ⊆ [l], and as we also have ĝ−1 ◦ I[l] = I[m], then ĝ−1[l] ⊆ [m], leading to the result
ĝ[m] = [l].
Fourthly, let I be an arbitrary (n+ 1)-point invariant function. For any n-tuple t ,
there exists some h ∈ G such that I (t1, . . . , tn+1) = I (m
′
1, . . . , m
′
n, ĥ(tn+1)) with ĥ(t ) = m
′ p|q=
m. Now I[m](t1, . . . , tn+1) = ĥ(tn+1) and since m
′ depends only on m and on J[m], j, the result
follows. ¥
Remark 4.4. This theorem generalizes the more common situation of a simply
n-transitive action of a group, choosing p= q. In this case,
p|q
= reduces to the mere
equality, =, and every (n+ 1)-point invariant can be factorized through the invariant
Im given by Theorem 4.3. In particular, the invariant Il , for l another n-tuple, can be
factorized Il = ĝ ◦ Im, with g ∈ G such that ĝ(m) = l. ¤
Remark 4.5. In the definition of p|q-transitivity and in this theorem, we consider n-
tuples of distinct points. The notion of distinct points of E = E0 × E1 is well known,
but we will strengthen it by assuming distinct even coordinates when dealing with
supergroups acting on the supercircle. ¤
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As direct and classical application of our result, the action of PGL(2,R) by
homographies on the circle S1, viewed as RP 1, is simply 3-transitive, and choosing
m = (∞, 0, 1) as the distinguished triple of points, we obtain the usual cross-ratio:
I (x1, x2, x3, x4) =
(x1−x3)(x2−x4)
(x2−x3)(x1−x4)
.
4.1 Euclidean invariants
We introduce the subgroups E(1|1) and E+(1|1) of SpO+(2|1) which act on S
1|1 by transla-
tions in an affine coordinate system.
Definition 4.6. Let us define E(1|1) as the subgroup of GL(2|1) whose elements are of the
form
g =

ǫ ǫb −ǫβ
0 ǫ 0
0 β 1
 , (4.4)
where (b,β) ∈ R1|1, and ǫ2 = 1. It acts on R1|1 ⊂ S1|1 by translations, according to ĝ(x, ξ ) =
(x+ b− βξ , ǫβ + ǫξ ). We will denote by E+(1|1) the connected component of the identity
characterized by ǫ = 1. ¤
Remark 4.7. The Euclidean groups can be defined in an alternative manner, in terms of
the transformation laws of the 1-forms α and β, and then directly as subgroups of K(1).
The group E(1|1) is the subgroup of those 8 ∈ Diff(S1|1) such that 8∗α = α and 8∗β = ǫβ,
with ǫ = ±1; restricting to ǫ = 1, we obtain the subgroup E+(1|1). ¤
Proposition 4.8. The action of E+(1|1) on R
1|1 ⊂ S1|1 is simply 1|1-transitive; choosing
e = (0, 0), it defines a characteristic Euclidean invariant consisting of the following two-
point couple of superfunctions:
Ie(t1, t2) = ([t1, t2], {t1, t2}) = (x2 − x1 − ξ2ξ1, ξ2 − ξ1), (4.5)
where t1 = (x1, ξ1) and t2 = (x2, ξ2). ¤
Proof. Following Theorem 4.3, we have to show that for any point t1 of S
1|1, there exists
a unique h ∈ E+(1|1) such that ĥ(t1) = (0, 0), and then compute ĥ(t2) = ([t1, t2], {t1, t2}) for
another point t2.
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The action of any h ∈ E+(1|1) is given by ĥ(x, ξ ) = (x+ b− βξ ,β + ξ ). Hence ĥ(t1) =
(0, 0) is equivalent to x1 + b− βξ1 = 0 and β + ξ1 = 0, i.e. β = −ξ1 and b = −x1. So h is
uniquely determined, and ĥ(t2) = (x2 − x1 − ξ2ξ1, ξ2 − ξ1), as announced. ¥
The choice of the point e = (0, 0) is immaterial; see Remark 4.4.
Remark 4.9. The even Euclidean invariant [t1, t2] is the discretized version of the contact
form α = dx+ ξdξ , while the odd Euclidean invariant {t1, t2} is that of β = dξ . This will
be specified in Lemma 5.1. ¤
Corollary 4.10. The even part of Ie is invariant under E(1|1), and characterizes this
subgroup of K(1), namely if 8 ∈ K(1) satisfies 8∗[t1, t2] = [t1, t2], then 8 = ĥ for some
h ∈ E(1|1). ¤
Proof. Let ι ∈ K(1) be defined by ι : (x, ξ ) 7→ (x,−ξ ). Identifying E(1|1) with its image in
K(1), we have E(1|1) = E+(1|1) ⊔ ι(E+(1|1)). Since [t1, t2] is invariant under E+(1|1) as well
as under the action of ι, this is an E(1|1)-invariant.
Let 8 = (ϕ,ψ ) ∈ K(1) be such that 8∗[t1, t2] = [t1, t2]. There exists t1 such that
8(t1) = (0, 0), and h ∈ E+(1|1) such that ĥ(t1) = 8(t1). Since 8 leaves [t1, t2] invariant, we
have ϕ(t2) = [8(t1),8(t2)] = [t1, t2] = ĥ0(t2) in view of equation (4.2); hence ϕ = ĥ0, with ĥ =
(ĥ0, ĥ1). Using Lemma 2.3, we obtain 8 = ĥ or 8 = ι(ĥ), and 8 is then a (super) translation.
¥
4.2 Affine invariants
Let us start with the definitions of Aff(1|1) and Aff+(1|1) and with their action on S
1|1.
Definition 4.11. The affine supergroup, Aff(1|1), is the subgroup of GL(2|1) whose ele-
ments are of the form
g =

a ab −aβ
0 a−1 0
0 β 1
 , (4.6)
where (a, b,β) ∈ R2|1, and a 6= 0. This supergroup acts on R1|1 ⊂ S1|1 by translations and
dilatations, ĝ(x, ξ ) = (a2x+ a2b− a2βξ , aβ + aξ ). We will denote by Aff+(1|1) the con-
nected component of the identity, characterized by a > 0. ¤
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Remark 4.12. The affine groups can be defined in an alternative manner, in terms of
the transformation laws of the 1-forms α and β, and then directly as subgroups of K(1).
The group Aff(1|1) is the subgroup of those 8 ∈ K(1) which satisfy 8∗β = F8β, with F8 a
superfunction; restricting to π (F8) > 0, we obtain the subgroup Aff+(1|1). ¤
Acting by contactomorphisms on S1|1, Aff+(1|1) preserves the orientation of the
underlying circle; see Remark 2.2. Moreover, two points on the supercircle t1 and t2
define an orientation given by the sign of x2 − x1 (in the chosen affine coordinate system).
Hence, the action of Aff+(1|1) cannot be 2|1-transitive, but for all couples s and t defining
the same orientation there exists a unique h ∈ Aff+(1|1) such that ĥ(t )
2|1
= s. So let us
introduce ˜Aff+(1|1) as the group generated by Aff+(1|1) and the orientation-reversing
transformation r : (x, ξ ) 7→ (−x, ξ ).
Lemma 4.13. The action of ˜Aff+(1|1) on R
1|1 ⊂ S1|1 is simply 2|1-transitive. ¤
Proof. Let a1 = (0, 0), a2 = (1, ζ ) and t1, t2 be two distinct points of S
1|1, with x1 < x2,
a condition which can always been satisfied, using the transformation r, if necessary.
We look for h ∈ Aff+(1|1) such that ĥ((t1, t2))
2|1
= (a1, a2). We thus have to solve the system:
a2x1 + a
2b− a2βξ1 = 0, aβ + aξ1 = 0, and a
2x2 + a
2b− a2βξ2 = 1. In doing so, we obtain
β = −ξ1, b = −x1 and a
2 = [t1, t2]
−1; see equation (4.5). This entails that h is uniquely
determined and ĥ(t3) = (
[t1,t3]
[t1,t2]
, {t1,t3}
[t1,t2]
1
2
) for any point t3 of S
1|1. Here, p1 is the projection to
the odd component, hence p1(ĥ(t2)) is given by
{t1,t2}
[t1,t2]
1
2
. The function p1 ◦ ĥ is thus surjective
from [t ] onto R0|1 and Proposition 4.2 applies, proving the simply 2|1-transitivity of the
action of ˜Aff+(1|1). ¥
Now, the action of ˜Aff+(1|1) on S
1|1 satisfies all assumptions of Theorem 4.3,
and then, restricting ourselves to x1 < x2, we obtain affine invariants with all properties
stated in Theorem 4.3.
Proposition 4.14. Choosing a, the class of a couple a = ((0, 0), (1, ζ )) for the relation
2|1
= ,
Theorem 4.3 gives rise to a characteristic affine invariant consisting of the following
three-point couple of superfunctions, defined for x1 < x2 by
Ia(t1, t2, t3) = ([t1, t2, t3], {t1, t2, t3}) =
(
[t1, t3]
[t1, t2]
,
{t1, t3}
[t1, t2]
1
2
)
. (4.7)
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We likewise have a two-point odd invariant, defined for x1 < x2 by
Ja(t1, t2) =
{t1, t2}
[t1, t2]
1
2
, (4.8)
which is fundamental in that it generates all other two-point invariants. ¤
Proof. The action of ˜Aff+(1|1) being simply 2|1-transitive, we can apply Theorem 4.3.
Let t = (t1, t2) be a couple; if x1 < x2, we obtain, resorting to the proof of the last lemma,
Ia(t1, t2, t3) = (
[t1,t3]
[t1,t2]
, {t1,t3}
[t1,t2]
1
2
) and Ja(t1, t2) =
{t1,t2}
[t1,t2]
1
2
. For x1 < x2, Ia and Ja are invariants (with
all properties given in Theorem 4.3) of the subgroup of ˜Aff+(1|1) preserving the condition
x1 < x2, i.e. Aff+(1|1). ¥
For x2 < x1, we can easily show that Ia and Ja are simply obtained by exchanging
t1 and t2.
Remark 4.15. The invariants Ia and Ja depend on a; for another class, b, of a couple of
points, we have, following the third assertion of Theorem 4.3, Ib = ĝ ◦ Ia and Jb = ĝ ◦ Ja
if and only if p1(b1) = 0. For p1(b1) 6= 0, Ib and Jb depend on Ia and Ja in a more involved
way. ¤
Remark 4.16. We can rewrite the odd three-point invariant, p1(Ia), as {t1, t2, t3} =
[t1, t2, t3]
1
2
{t1,t3}
[t1,t3]
1
2
, showing that it is a function of the odd two-point invariant function,
Ja, and of the even three-point invariant, p0(Ia). Hence, every affine three-point invariant
function is a function of Ja and p0(Ia). ¤
Corollary 4.17. The even part, p0(Ia), of Ia is invariant under Aff(1|1), and characterizes
this subgroup of K(1), namely if 8 ∈ K(1) satisfies 8∗[t1, t2, t3] = [t1, t2, t3], then 8 = ĥ for
some h ∈ Aff(1|1). ¤
The proof is identical to that of Corollary 4.10 in the Euclidean case.
4.3 Projective invariants
Once more, we will follow the previous method and derive the super cross-ratio as the
even part of the SpO+(2|1)-invariant given by Theorem 4.3.
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We begin by the introduction of an orientation index, ord, on the oriented circle,
defined on triples of distinct points by
ord(x1, x2, x3) = +1 if x2 ∈ [x1, x3],
= −1 if x2 ∈ [x3, x1]. (4.9)
It is uniquely preserved by orientation-preserving diffeomorphisms of the circle and
enjoys the property: ord(σ (x1), σ (x2), σ (x3)) = ε(σ )ord(x1, x2, x3) for any permutation σ whose
parity is denoted by ε(σ ); see [3]. This index, ord, can be extended to triples of points of
the supercircle by ord(t1, t2, t3) = ord(x1, x2, x3).
As SpO+(2|1) acts by contactomorphisms on S
1|1, it preserves the orientation of
the underlying circle; see Remark 2.2. Hence, the action of SpO+(2|1) cannot be 3|2-
transitive, a triple of distinct points defining an orientation. However, if s and t are two
triples defining the same orientation, there exist exactly two elements h± ∈ SpO+(2|1)
such that ĥ±(t )
3|2
= s. So let us introduce ˜SpO+(2|1), the group generated by SpO+(2|1)
already considered, and the orientation-reversing transformation r : (x, ξ ) 7→ (−x, ξ ).
Lemma 4.18. (1) The action of ˜SpO+(2|1) on S
1|1 is 3|2-transitive.
(2) Moreover, let p be the class of p= ((∞, 0), (0, 0), (1, ζ )) for the relation 3|2= , then
for any triple t , there exist exactly two elements of ˜SpO+(2|1), k+, k− such
that k̂±(t )
3|2
= p, and k̂− = ι ◦ k̂+, with ι : (x, ξ ) 7→ (x,−ξ ).
¤
Proof. Assume first that the triple t = (t1, t2, t3) be such that x1 < x2 < x3, even if it
means to apply r and an element of SpO+(2|1) inducing a cyclic permutation on t . Then
Proposition 4.14 insures that there exists a unique g ∈ Aff+(1|1) such that: ĝ(t2) = (0, 0)
and ĝ(t3) = (1, ζ
′), with ζ ′ = {t2,t3}
[t2,t3]
1
2
. Since g ∈ SpO+(2|1), we just have to determine all h ∈
SpO+(2|1) such that ĥ(0, 0) = (0, 0), p0(ĥ(1, ζ
′)) = 1, and ĥ(̂g(t1)) = (∞, 0), implying that hg =
k are the sought transformations such that ĥg(t )
3|2
= p.
As h is an element of SpO+(2|1), ĥ is of the form ĥ(x, ξ ) = (
ax+b+γ ξ
cx+d+δξ
, αx+β+eξ
cx+d+δξ
), with
the relations (2.24) to (2.27). Since ĥ(0, 0) = (0, 0), we have b = β = 0 and the relations
become ad = 1, e2 = 1, αe = aδ, and γ = 0; now e = 1, since we restrict us to special
transformations, i.e. of Berezinian 1. The equation ĥ(̂g(t1)) = (∞, 0) gives ac
[t2,t1]
[t2,t3]
+ 1+
α
{t2,t1}
[t2,t3]
1
2
= 0 and α [t2,t1]
[t2,t3]
+
{t2,t1}
[t2,t3]
1
2
= 0, where we have used the fact that ĝ(t1) = Ia(t2, t3, t1) as
given by equation (4.7). Hence we have
α = −
{t1, t2}
[t2, t3]
1
2
[t2, t3]
[t1, t2]
and ac =
[t2, t3]
[t1, t2]
. (4.10)
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There is one extra equation to satisfy, namely p0(ĥ(1, ζ
′)) = 1; it yields explicitly a2 = ac+
1+ αζ ′, giving a2 = [t2,t3]
[t1,t2]
+ 1− {t1,t2}{t2,t3}
[t1,t2]
, since ζ ′ = Ja(t2, t3), see equation (4.3), as given by
equation (4.8). We then get, with the help of the identity [t2, t3]+ [t1, t2]− {t1, t2}{t2, t3} =
[t1, t3],
a2 =
[t1, t3]
[t1, t2]
, (4.11)
so a is determined up to an overall sign. We have proved that h is therefore given by
ĥ(x, ξ ) =
(
a2x
acx+ 1+ αξ
,
a(αx+ ξ )
acx+ 1+ αξ
)
, (4.12)
the sign of a 6= 0 remaining unspecified. This proves the existence and uniqueness of h±,
as stated above. Moreover, Jp(t1, t2, t3) = p1(ĥ(t3)) is a surjective function from [t ] to R0|1;
see equation (4.15). Using Proposition 4.2, we conclude that the action of ˜SpO+(2|1) is
3|2-transitive. ¥
Now, even if the action of ˜SpO+(2|1) is not simply 3|2-transitive, we can construct
following Theorem 4.3 invariants in the same way as before, and restricting consideration
to ord(t1, t2, t3) = 1, we will end up with projective invariants.
Proposition 4.19. Let p= ((∞, 0), (0, 0), (1, ζ )) be a triple of points of S1|1, and denote by
p the class of p for the relation 3|2= . Theorem 4.3 then yields the projective invariant
Ip(t1, t2, t3, t4) = ([t1, t2, t3, t4],±{t1, t2, t3, t4}), given, if ord(t1, t2, t3) = 1, by
[t1, t2, t3, t4] =
[t1, t3][t2, t4]
[t2, t3][t1, t4]
, (4.13)
{t1, t2, t3, t4} = [t1, t2, t3, t4]
1
2
{t2, t4}[t1, t2]− {t1, t2}[t2, t4]
([t1, t2][t2, t4][t1, t4])
1
2
, (4.14)
which characterizes the group SpO+(2|1) within the diffeomorphisms of S
1|1.
We also have an odd projective invariant, namely, if ord(t1, t2, t3) = 1,
Jp(t1, t2, t3) = ±
{t2, t3}[t1, t2]− {t1, t2}[t2, t3]
([t1, t2][t2, t3][t1, t3])
1
2
, (4.15)
which is fundamental in that it generates all other three-point invariants. ¤
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Proof. Assume that ord(t1, t2, t3) = 1. Using Lemma 4.18, we know that there exist ex-
actly two elements k+, k− ∈ SpO+(2|1) such that k̂±(t )
3|2
= p. We set Ip(t1, . . . , t4) = k̂±(t4) and
Jp(t1, t2, t3) = p1(k̂±(t3)), as suggested by Theorem 4.3. Despite the nonuniqueness of k, all
conclusions of Theorem 4.3 apply just as well, and the proofs are identical, except for Ip
being a characteristic invariant. The proof of Theorem 4.3 shows that any bijection, 8,
of the supercircle such that 8∗ Ip = Ip, satisfies 8(t4) = k̂±(t4) for all t4. We have to impose
that 8 be a diffeomorphism to obtain 8 = k̂+ or 8 = k̂−.
It then remains to compute k̂±(t4); using the proof of Lemma 4.18 we will easily
calculate k̂± = ĥ± ◦ ĝ, for the specific case x1 < x2 < x3. Starting with the even part of
k̂±(t4), we obtain, see equation (4.12),
[t1, t2, t3, t4] =
a2[t2, t3, t4]
ac[t2, t3, t4]+ 1+ α{t2, t3, t4}
=
[t1, t3][t2, t4]
[t1, t2][t2, t3]
(
[t2,t4]
[t1,t2]
+ 1− {t1,t2}{t2,t4}
[t1,t2]
) ,
where we have used equations (4.10) and (4.11). With the help of the identity [t2, t4]+
[t1, t2]− {t1, t2}{t2, t4} = [t1, t4], we find the announced result, viz., equation (4.13).
We then compute the odd part of ĥ± (̂g(t4)), which is determined up to global sign
governed by the sign of a (see proof of Lemma 4.18). For a > 0, we find using equation
(4.12) that
{t1, t2, t3, t4} =
a(α[t2, t3, t4]+ {t2, t3, t4})
ac[t2, t3, t4]+ 1+ α{t2, t3, t4}
=
([t1, t2][t1, t3])
1
2
(
−
{t1,t2}
[t2,t3]
1
2
[t2,t4]
[t1,t2]
+
{t2,t4}
[t2,t3]
1
2
)
[t1, t4]
= [t1, t2, t3, t4]
1
2
(
[t1, t2, t4]
− 1
2
{t2, t4}
[t2, t4]
1
2
− [t4, t2, t1]
− 1
2
{t1, t2}
[t1, t2]
1
2
)
,
with the help of the equalities (4.10) and (4.11). For x1 < x2 < x3, we can write
{t1, t2, t3, t4} = [t1, t2, t3, t4]
1
2
{t2, t4}[t1, t2]− {t1, t2}[t2, t4]
([t1, t2][t2, t4][t1, t4])
1
2
, (4.16)
which is the announced result, viz., equation (4.14).
For the more general case ord(t1, t2, t3) = 1, we still have to compute k̂±(t4) for
x3 < x1 < x2 and x2 < x3 < x1. Let us introduce the homography ĉ(x, ξ ) = (
x−1+ζ ξ
x
, ζx−ξ
x
),
which cyclically permutes (0, 0), (∞, 0), and (1, ζ ). Start with the case x3 < x1 < x2; we can
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assume that x3 < 0 < x1 < x2, even if it means to apply a translation, and then ĉ(x1) <
ĉ(x2) < ĉ(x3). As Ip is invariant under the action of SpO+(2|1), we have Ip = ĉ
∗ Ip, and using
the above results we deduce that k̂±(t4) = ĉ
∗( [t1,t3][t2,t4]
[t2,t3][t1,t4]
, [t1, t2, t3, t4]
1
2
{t2,t4}[t1,t2]−{t1,t2}[t2,t4]
([t1,t2][t2,t4][t1,t4])
1
2
). The
Euclidean invariants are transformed by ĉ as follows: ĉ∗[ti, t j] =
[ti ,t j ]
xi xj
and ĉ∗{ti, t j} =
ti
xi
−
t j
xj
, we then have k̂±(t4) = (
[t1,t3][t2,t4]
[t2,t3][t1,t4]
, [t1, t2, t3, t4]
1
2
{t2,t4}[t1,t2]−{t1,t2}[t2,t4]
([t1,t2][t2,t4][t1,t4])
1
2
). The case x2 < x3 < x1
is similar, except for the fact that we have to apply ĉ2 instead of ĉ. ¥
For ord(t1, t2, t3) = −1, the projective invariants Ip and Jp are simply given by the
exchange of t1 and t2 in formulae (4.13), (4.14), and (4.15).
Corollary 4.20. The cross-ratio (4.13) is invariant under SpO+(2|1), and characterizes
this subgroup of K(1), namely if8 ∈ K(1) satisfies8∗[t1, t2, t3, t4] = [t1, t2, t3, t4], then8 = ĥ
for some h ∈ SpO+(2|1). ¤
The proof is the same as in the Euclidean case, except for the fact that SpO+(2|1)
contains now the transformation ι : (x, ξ ) 7→ (x,−ξ ).
Remark 4.21. Projective groups and projective invariants of the circle and of the
supercircle share various properties. Like SpO+(2|1) in the super case, the action of
PSL(2,R) preserves the orientation of the circle. The action of PSL(2,R) on the circle
is thus not simply 3-transitive, in contradistinction to that of PGL(2,R). The cross-
ratio can also be defined following Theorem 4.3, leading to the classical expression
[x1, x2, x3, x4] =
(x1−x3)(x2−x4)
(x2−x3)(x1−x4)
, which is invariant under PSL(2,R) only. The PGL(2,R)-invariant
is given either by this last expression or by the same expression where x1 and x2 have
been exchanged, depending on ord(x1, x2, x3). ¤
Remark 4.22. Again, the odd four-point invariant p1(Ip) is a function of the odd three-
point invariant Jp and of the even four-point invariant p0(Ip). So every four-point invariant
is a function of these two invariants. ¤
5 The Schwarzian Derivative from the Cartan Formula
This section provides the proof of Theorem 3.5. We will begin by two preliminary lemmas
and then give the proof for the Euclidean and affine cases, and finally, for the projective
one.
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5.1 Preparation
Let us first recall the formula for the Taylor expansion of a smooth superfunction f ∈
C∞(S1|1) as given in [6, 20], namely
f (t2)− f (t1) =
n∑
i=1
1
i!
(
(x2 − x1)
i∂ ix f (t1)+ i(ξ2 − ξ1)(x2 − x1)
i−1∂ i−1x ∂ξ f (t1)
)
+ O((x2 − x1)
n+1, (ξ2 − ξ1)(x2 − x1)
n)
=
n∑
i=1
1
i!
(
[t1, t2]
i∂ ix f (t1)+ i{t1, t2}[t1, t2]
i−1∂ i−1x D f (t1)
)
+ O((x2 − x1)
n+1, (ξ2 − ξ1)(x2 − x1)
n). (5.1)
The following lemma linking discrete variations and forms will enable us to
write Taylor expansions in terms of the differential forms α and β. We will skip its
straightforward proof.
Lemma 5.1. Let X ∈ Vect(S1|1), and φε the associated flow. Putting t2 = φε(t1), we have
[t1, t2] = 〈εX,α〉 (t1)+ O(ε
2), and {t1, t2} = 〈εX,β〉 (t1)+ O(ε
2). (5.2)
¤
The next result is of central importance in the subsequent proof of Theorem 3.5.
Lemma 5.2. Let 8 = (ϕ,ψ ) ∈ K(1) be a contactomorphism of S1|1, and let t2 = φε(t1),
where φε is the flow of a vector field X, then
8∗[t1, t2]
E8(t1)[t1, t2]
= 1+
1
2
(
[t1, t2]
E ′8
E8
(t1)+ {t1, t2}
DE8
E8
(t1)
)
+
〈
εX ⊗ εX,α2
A
6E8
+ αβ
B
2E8
〉
(t1)+ O(ε
3), (5.3)
where A= ϕ′′′ + ψψ ′′′ and B = Dϕ′′ − ψDψ ′′, α2 and αβ being as in equation (2.20). ¤
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Proof. We have 8∗[t1, t2] = [8(t1),8(t2)] = ϕ(t2)− ϕ(t1)− (ψ (t2)− ψ (t1))ψ (t1), by virtue of
equation (4.5). Using Taylor’s formula (5.1), we obtain
8∗[t1, t2] = {t1, t2}(Dϕ − ψDψ )(t1)+ [t1, t2](ϕ
′ + ψψ ′)(t1)
+ [t1, t2]
(
1
2
[t1, t2](ϕ
′′ + ψψ ′′)(t1)+ {t1, t2}(Dϕ
′ − ψDψ ′)(t1)
)
+ [t1, t2]
(
1
6
[t1, t2]
2(ϕ′′′ + ψψ ′′′)(t1)+
1
2
{t1, t2}[t1, t2](Dϕ
′′ − ψDψ ′′)(t1)
)
+ O(ε4).
Then, as 8 ∈ K(1), Proposition 2.1 yields Dϕ − ψDψ = 0 and ϕ′ + ψψ ′ = E8. This entails
that ϕ′′ + ψψ ′′ = E ′8 and Dϕ
′ − ψDψ ′ = 1
2
DE8. Lemma 5.1 then leads to the result. ¥
At first order in ε, we simply obtain: 8
∗[t1,t2]
[t1,t2]
=
[
E8 +
1
2
〈εX, d E8〉
]
(t1)+ O(ε
2).
5.2 Proof of Theorem 3.5
5.2.1 Euclidean and affine K(1)-cocycles, E ,A
The Cartan formula (3.8) yields a privileged means to define the Schwarzian derivative
via a Taylor expansion of the cross-ratio. Much in the same way, we will construct 1-
cocycles via the Euclidean and affine even invariants. Thanks to the last lemma, we
have
8∗[t1, t2]
[t1, t2]
= E8(t1)+ O(ε). (5.4)
Hence E : 8 7→ log(E8) is a 1-cocycle of K(1), with values in F0(S
1|1); this justifies equation
(3.9). Note that log(E8) is well defined, since the reduced function π (E8) = π (Dψ )
2, see
equation (2.2), is positive.
For the affine even invariant (4.7), we have, putting t2 = φε(t1) and t3 = φ2ε(t1),
8∗[t1, t2, t3]
[t1, t2, t3]
− 1 =
1+ 1
2
〈2εX, d(log E8)〉(t1)+ O(ε
2)
1+ 1
2
〈εX, d(log E8)〉(t1)+ O(ε2)
− 1
=
1
2
〈εX, d(log E8)〉(t1)+ O(ε
2). (5.5)
This implies that A : 8 7→ d(log E8) is a 1-cocycle of the group K(1) of contactomor-
phisms, with values in the space, Ä1(S1|1), of 1-forms on S1|1. Using the projection on
half-densities F 1
2
(S1|1) given by α
1
2 〈D, ·〉, see Proposition 2.5, we still obtain an affine
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1-cocycle: A : 8 7→ α
1
2 〈D, d(log E8)〉 =
DE8
E8
α
1
2 . The justification of equations (3.10) and
(3.12) is complete.
5.2.2 The Schwarzian derivative, S
We will now resort, verbatim, to the Cartan formula (3.8) in order to derive the expression
of the Schwarzian derivative (3.11) of a diffeomorphism 8 ∈ K(1). This formula involves
the cross-ratio [t1, t2, t3, t4] of four close by points; we will hence posit t2 = φε(t1), t3 =
φ2ε(t1), and t4 = φ3ε(t1), where φε = Id+ εX + O(ε
2) is the flow of a vector field X of S1|1.
Let us then expand in powers of ε the following expression:
8∗[t1, t2, t3, t4]
[t1, t2, t3, t4]
− 1 =
8∗[t1,t3]
E8(t1)[t1,t3]
8∗[t2,t4]
E8(t2)[t2,t4]
− 8
∗[t2,t3]
E8(t2)[t2,t3]
8∗[t1,t4]
E8(t1)[t1,t4]
1+ O(ε)
. (5.6)
We note that the terms 8
∗[t1,t3]
E8(t1)[t1,t3]
and 8
∗[t1,t4]
E8(t1)[t1,t4]
, with base point t1, are explicitly given by
Lemma 5.2. The remaining terms with base point t2 will be computed separately, using
again equation (5.3) and the Taylor formula (5.1), viz.,
f (t2) = f (t1)+ [t1, t2] f
′(t1)+ {t1, t2}D f (t1)+ O(ε
2), (5.7)
for a superfunction f ∈ C∞(S1|1).
We have
8∗[t2, t3]
E8(t2)[t2, t3]
= 1+
1
2
(
[t2, t3]
E ′8
E8
(t1)+ {t2, t3}
DE8
E8
(t1)
)
+
1
2
[t1, t2]
(
[t2, t3]
(
E ′8
E8
)′
(t1)+ {t2, t3}
(
DE8
E8
)′
(t1)
)
+
1
2
{t1, t2}
(
[t2, t3]D
(
E ′8
E8
)
(t1)+ {t2, t3}D
(
DE8
E8
)
(t1)
)
+
〈
εX ⊗ εX,α2
A
6E8
+ αβ
B
2E8
〉
(t1)+ O(ε
3),
where the terms A and B are defined in Lemma 5.2. The other term 8
∗[t2,t4]
E8(t2)[t2,t4]
is likewise
obtained by replacing in the latter expression t3 by t4, and εX by 2εX. From Lemma 5.1 and
Taylor’s formula (5.7), we get [t2, t3] = 〈εX,α〉(t1)+ O(ε
2) and {t2, t3} = 〈εX,β〉(t1)+ O(ε
2). In
particular, {t2, t3}{t1, t2} is thus of third order in ε, since 〈εX,β〉 is an odd superfunction.
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We finally have
8∗[t2, t3]
E8(t2)[t2, t3]
= 1+
1
2
(
[t2, t3]
E ′8
E8
(t1)+ {t2, t3}
DE8
E8
(t1)
)
+
1
2
〈
εX ⊗ εX,α2
(
E ′8
E8
)′
+ 2αβ
(
DE8
E8
)′〉
(t1)
+
〈
εX ⊗ εX,α2
A
6E8
+ αβ
B
2E8
〉
(t1)+ O(ε
3).
This formula and Lemma 5.2 help us find the contribution of the first-order terms of
each product in the numerator of equation (5.6); this contribution is found as ([t1, t3]+
[t2, t4]− [t2, t3]− [t1, t4])
E ′8
2E8
(t1)+ ({t1, t3} + {t2, t4} − {t2, t3} − {t1, t4})
DE8
2E8
(t1) = (ξ1 − ξ2)(ξ3−
ξ4)
E ′8
2E8
(t1), which is of third order in ε, since ξ3 − ξ4 = ξ1 − ξ2 + O(ε
2). The right-hand side
of equation (5.6) is of second order in ε and we now compute it. We find that
8∗[t1, t2, t3, t4]
[t1, t2, t3, t4]
− 1 =
1
4
〈
εX,α
E ′8
E8
+ β
DE8
E8
〉2
(t1)
+
1
2
〈
εX ⊗ εX,α2
(
E ′8
E8
)′
+ 2αβ
(
DE8
E8
)′〉
(t1)
−2
〈
εX ⊗ εX,α2
A
6E8
+ αβ
B
2E8
〉
(t1)+ O(ε
3).
Collecting the terms involving α2 and αβ, we put the latter expression in a nicer form,
namely
8∗[t1, t2, t3, t4]
[t1, t2, t3, t4]
− 1 =
〈
εX ⊗ εX,α2
(
E ′′8
2E8
−
A
3E8
−
1
4
(
E ′8
E8
)2)〉
(t1)
+
〈
εX ⊗ εX,αβ
(
DE ′8
E8
−
B
E8
−
E ′8DE8
2E28
)〉
(t1). (5.8)
Since Dϕ = ψDψ and E8 = (Dψ )
2, see Proposition 2.1, we calculate the terms A and B
whose expression is given in Lemma 5.2; we find A= ϕ′′′ + ψψ ′′′ = (E8 − ψψ
′)′′ + ψψ ′′′ =
E ′′8 − ψ
′ψ ′′, together with B = Dϕ′′ − ψDψ ′′ = ψ ′′Dψ + 2ψ ′Dψ ′ = 1
2
D3 E8 +
1
4
E ′8DE8
E8
.
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Plugging these quantities into equation (5.8), we obtain
8∗[t1, t2, t3, t4]
[t1, t2, t3, t4]
− 1 =
〈
εX ⊗ εX,α2
(
1
6
E ′′8
E8
−
1
4
(
E ′8
E8
)2
+
1
3
ψ ′ψ ′′
E8
)〉
(t1)
+
〈
εX ⊗ εX,αβ
(
1
2
DE ′8
E8
−
3
4
E ′8DE8
E28
)〉
(t1). (5.9)
Upon defining
S˜(8) =
DE ′8
E8
−
3
2
E ′8DE8
E28
, (5.10)
we find DS˜(8) =
E ′′8
E8
− 3
2
(
E ′8
E8
)2 − 1
2
DE ′8DE8
E28
. We also have DE ′8DE8 = −4ψ
′ψ ′′E8. Inserting
the latter result into equation (5.9) and using the Cartan formula (3.8) to define the
Schwarzian derivative, S(8), of the contactomorphism 8, we obtain
S(8) =
1
6
α2 DS˜(8)+
1
2
αβ S˜(8). (5.11)
Thus, S defines a 1-cocycle of K(1) with values in the space, Q(S1|1), of quadratic dif-
ferentials; cf. Section 2.2.2. Using the projection onto the 3
2
-densities, F 3
2
(S1|1), given by
α
1
2 〈D, ·〉, see Proposition 2.5, we still obtain a projective 1-cocycle of K(1), viz.,
S(8) = α
1
2 〈D,S(8)〉 =
1
4
(
DE ′8
E8
−
3
2
E ′8DE8
E28
)
α3/2. (5.12)
This ends the proof of equation (3.13).
Equation (3.11) can now be deduced from equations (5.11) and (5.12). Indeed,
using
L Dα = 2β, (5.13)
we find α
1
2 L DS(8) =
1
4
α
1
2 L D(S˜(8)α
3
2 ) = 3
2
S(8).
5.2.3 The kernels of the K(1)-cocycles E ,A,S
The subgroup of those 8 ∈ K(1) such that E (8) = 0 is characterized by the equation
E8 = 1; see equation (3.9). Writing 8 = (ϕ,ψ ) and using equation (2.13), we find Dψ = ǫ,
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with ǫ2 = 1. This entails that ψ (x, ξ ) = ǫ(β + ξ ), with β ∈ R0|1. The constraint (2.12) then
leads to ϕ(x, ξ ) = x+ b− βξ , with b ∈ R. This proves that ker(E ) = E(1|1).
The kernel of the 1-cocycle A, given by equation (3.10), is determined by the
equation E8 = a
2, with a ∈ R∗. The kernel of A is given by the same equation, hence
is equal to the kernel of A. The same computation as before clearly leads to 8(x, ξ ) =
(a2x+ a2b− a2βξ , aβ + aξ ). Hence ker(A) = ker(A) = Aff(1|1).
The kernels of the 1-cocycles S and S, given respectively by equations (3.11) and
(3.13), clearly coincide. Suffice it to determine ker(S). Let us consider 8 ∈ K(1), then its
Schwarzian derivative (3.13) reads alternatively
S(8) = −
1
2
E
1
2
8D
3
(
E
− 1
2
8
)
α3/2. (5.14)
Hence S(8) = 0 if and only if ∂xD(E
− 1
2
8 ) = 0. As ∂xDχ0 = 0 implies, for χ0 an even superfunc-
tion, χ0 = c
′x+ d ′ + δ′ξ , where (c′, d ′, δ′) ∈ R2|1, we obtain E8 = (c
′x+ d ′ + δ′ξ )−2. Consider
now h ∈ SpO+(2|1), whose action is given by equation (2.28), then E ĥ = (cx+ d + δξ )
−2.
We thus have E8 = E ĥ for some h ∈ SpO+(2|1), so that 8 = ĥ ◦ ĝ with g ∈ E(1|1) in view
of the above result; this implies that 8 ∈ SpO+(2|1). The conclusion, ker(S) = SpO+(2|1),
easily follows.
The proof of Theorem 3.5 is complete.
5.3 Proof of Proposition 3.8
With the help of equation (2.10), the affine cocycle A, given by equation (3.10), can be
recast into the form A(8) = E−18 d E8 = αE
−1
8 E
′
8 + βE
−1
8 DE8. Using equation (5.13), we
obtain (α
1
2 L D)
2 = αL D2 + βL D.
Straightforward calculation yields the expressions of L DA, L D2A, andA
2, so that
(α
1
2 L D)
2A(8)−
1
2
A(8)2 = α2
(
DS˜(8)−
1
2
DE8DE
′
8
E28
)
+ 2αβ S˜(8). (5.15)
This formula leads directly to equation (3.18), using 〈D,α2〉 = 0 and 〈D,αβ〉 = 1
2
α, together
with the expressions (5.10) and (5.12) for S˜ and S.
6 Super Euclidean, Affine, and Projective Invariants, and K(N)-Cocycles for S1|N
The aim of this section is to extend to S1|N the previous constructions, namely those of
the Euclidean, affine, and projective invariants, of the Euclidean and affine cocycles and
of the Schwarzian derivative for N = 2. For N ≥ 3, the cross-ratio is badly transformed by
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contactomorphisms, which prevents the construction of a Schwarzian derivative along
the same lines as before (see Remark 6.6).
Let us define the notation used throughout this section. Except if otherwise
stated, all indices i, j of odd objects will run from 1 to N, and Einstein’s summation
convention will be freely used. The space of superfunctions C∞(S1|N ) defining S1|N is the
superalgebra C∞(S1)[ξ1, . . . , ξ N ], where the ξ i are odd indeterminates. It is topologically
generated as an algebra by the coordinates (x, ξ ) with ξ = (ξ1, . . . , ξ N ). The diffeomor-
phisms retain the form 8 = (ϕ,ψ ), with ψ = (ψ1, . . . ,ψN ) and ϕ,ψ j ∈ C∞(S1|N ), such that
(ϕ,ψ ) is a new coordinate system. Let F , G ∈ C∞(S1|N )N , we denote their pairing with
values in C∞(S1|N ) by
F · G = FiG
i, (6.1)
where F i and Gi are the ith components of F and G, and Fi = δi j F
j (with the choice of a
Euclidean signature). The C∞(S1|N )-module Ä1(S1|N ) is generated by the 1-forms
α = dx+ ξidξ
i = dx+ ξ · dξ and βi = dξ i, (6.2)
with dual vectors ∂x and Di = ∂ξi + ξi∂x. For f ∈ C
∞(S1|N ), we therefore have
d f = α f ′ + βi Di f ; (6.3)
see equation (2.10). We furthermore denote by K(N) the group of contactomorphisms, 8,
characterized by8∗α = E8α for some superfunction E8. Let8 = (ϕ,ψ ) ∈ K(N), then8
∗α =
dϕ + ψ · dψ = α(ϕ′ + ψ · ψ ′)+ βi(Diϕ − ψ · Diψ ). It follows that 8 ∈ K(N) if and only if
Diϕ − ψ · Diψ = 0 (6.4)
for all i = 1, . . . , N. The multiplier of 8 is then given by E8 = ϕ
′ + ψ · ψ ′, i.e. by
E8 =
8∗α
α
= (Diψ )
2 (6.5)
for any i = 1, . . . , N. The expression (Diψ )
2 stands for Diψ · Diψ . This has been first
developed in the framework of super Riemann surfaces by Cohn [5]; we will nevertheless
refer to work of Radul [27], whose geometric approach, in terms of contact structure, is
closer to our viewpoint; see also [17].
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Proposition 6.1. Let 8 ∈ K(N), then
D j Diϕ + ψ · D j Diψ = Diψ · D jψ = E8δi j. (6.6)
Hence (E
− 1
2
8 Diψ )i=1,...,N is an “orthonormal basis” for the pairing (6.1) on C
∞(S1|N )N . ¤
Proof. As 8 ∈ K(N), we have D j Diϕ = D j(ψ · Diψ ) = D jψ · Diψ − ψ · D j Diψ , in view of
equation (6.4); by exchanging i and j, we deduce Diψ · D jψ = 0 if i 6= j. For i = j, the
result is given by equation (6.5) and the equality E8 = ϕ
′ + ψ · ψ ′. ¥
6.1 Euclidean, affine, and projective invariants
We now extend to S1|N , where N ≥ 2, the content of Section 2.3. Now α (6.2) stems from
the 1-form on R2|N given by ̟ = 1
2
(pdq − qdp+ θidθ
i), via the formula ̟ = 1
2
p2α (p 6= 0),
expressed in affine coordinates x = q/p and ξ i = θ i/p. We define the orthosymplectic
group [16, 22], SpO(2|N), as the supergroup whose A-points are all linear transformations
of O
2|N
A , see Section 2.3,
h =

a b γ
c d δ
α β e
 (6.7)
preserving the symplectic form d̟ . If we demand that these linear transformations
preserve the direction of d̟ only, we end up with the conformal supergroup C(2|N);
see [22]. In the expression (6.7), the entries a, b, c, d are even elements, α,β are odd
column vectors of size N, while δ, γ are odd row vectors of size N, and e is an even matrix
of size N × N. Moreover, as d̟ is preserved, we have
ad − bc− αtβ = 1, (6.8)
ete+ 2γ tδ = 1, (6.9)
αte− aδ + cγ = 0, (6.10)
βte− bδ + dγ = 0, (6.11)
where the superscript t denotes transposition. We easily find that SpO(2|N) also pre-
serves ̟ . Again, since ̟ = 1
2
p2α, the orthosymplectic group acts by contactomorphisms,
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SpO(2|N) → K(N), via the following projective action on S1|N , namely
ĥ(x, ξ ) =
(
ax+ b+ γ ξ
cx+ d + δξ
,
αx+ β + eξ
cx+ d + δξ
)
, (6.12)
where h ∈ SpO(2|N), and ξ is understood as a column vector.
The kernel of this action is {Id,−Id}, hence the action is effective for the super-
group SpO(2|N)/{±Id} = PC(2|N) of conformal projective transformations. If N is odd,
this supergroup coincides with the special orthosymplectic group SpO+(2|N), which is
the subgroup of SpO(2|N) of Berezinian 1. We still can define Euclidean and affine sub-
groups of SpO(2|N), whose elements are
g =

a ab −aβt
0 a−1 0
0 β 1
 , (6.13)
where (a, b,β) ∈ R2|N , a > 0 defining Aff+(1|N) and a = 1 defining E+(1|N).
Remark 6.2. The group Aff+(1|N) may be defined as the subgroup of those ĥ ∈ K(N)
that preserve the direction of each βi, namely ĥ
∗βi = βi fi, for some superfunction fi, with
i = 1, . . . , N. Its subgroup E+(1|N) is characterized by exactly preserving α. ¤
Let t1, t2, t3, t4 be four generic points of S
1|N .
Theorem 6.3. We have three invariants, Ie, Ia, and Ip, of the action of the Euclidean,
affine, and projective supergroups on the supercircle S1|N .
• Euclidean invariant: Ie(t1, t2) = ([t1, t2], {t1, t2}) with
[t1, t2] = x2 − x1 − ξ2 · ξ1, {t1, t2} = ξ2 − ξ1. (6.14)
• Affine invariant: Ia(t1, t2, t3) = ([t1, t2, t3], {t1, t2, t3}), where, if x1 < x2,
[t1, t2, t3] =
[t1, t3]
[t1, t2]
, {t1, t2, t3} =
{t1, t3}
[t1, t2]
1
2
. (6.15)
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• Projective invariant: Ip(t1, t2, t3, t4) = ([t1, t2, t3, t4], O(N).{t1, t2, t3, t4}), where, if
ord(t1, t2, t3) = 1,
[t1, t2, t3, t4] =
[t1, t3][t2, t4]
[t2, t3][t1, t4]
, (6.16)
{t1, t2, t3, t4} = [t1, t2, t3, t4]
1
2
{t2, t4}[t1, t2]− {t1, t2}[t2, t4]
([t1, t2][t2, t4][t1, t4])
1
2
. (6.17)
The odd invariant, denoted by O(N).{t1, t2, t3, t4}, is the orbit of {t1, t2, t3, t4} under the
natural group action of O(N). If a bijective transformation, 8, of S1|N leaves Ie (resp.
Ia) invariant, it can be identified with the action of an element h ∈ E+(1|N) (resp. h ∈
Aff+(1|N)), i.e. 8 = ĥ. If 8 ∈ Diff(S
1|N ) preserves Ip, then 8 = ρ ◦ ĥ, with h ∈ SpO(2|N) and
ρ(x, ξ ) = (x, Rξ ), R ∈ C∞(S1|N , O(N)). ¤
The proof of this theorem can be carried out along the same lines as in the
proof of Theorem 3.1, we will skip it and just provide some hints for it. As in the case
N = 1, we can show that the action of E+(1|N) is simply 1|1-transitive, while that of
˜Aff+(1|N) is simply 2|1-transitive, on R
1|N ⊂ S1|N . Moreover, the action of ˜PC(2|N) is 3|2-
transitive on S1|N and satisfies the following property: for any triple t , and g, h ∈ ˜PC(2|N),
ĝ(t )
3|2
= p
3|2
= ĥ(t ) is equivalent to ĝ = k̂ ◦ ĥ, with k̂(x, ξ ) = (x, eξ ), e ∈ O(N). As in Section 4,
the tilde denotes the extension of the group by the involution ι : (x, ξ ) 7→ (−x, ξ ). We can
now apply Theorem 4.3 and the claims of Theorem 6.3 follow.
Remark 6.4. For N = 1, the Corollaries 4.10, 4.17, and 4.20 have been obtained thanks
to Lemma 2.3. They cannot be prolonged for N > 1 as there exists no such lemma in this
case. However, the supergroup preserving each even invariant is included in the kernel
of the associated K(N)-cocycles, and for N = 2, see Remark 6.9 and Theorem 6.10, one
can easily check the converse inclusion. So for N = 2, the preserving supergroups of the
even part of Ie, Ia, and Ip are respectively, EO(1|2)/{±Id}, AO(1|2)/{±Id}, and PC(2|2). ¤
6.2 Associated cocycles from the Cartan formula
The following calculation will rely on Proposition 6.1, and on the relation [Di, D j] =
Di D j + D j Di = 2δi j∂x, for i, j = 1, . . . , N, which results from a direct calculation. As in
the case N = 1, we need a lemma giving the third-order Taylor expansion of 8∗[t1, t2]. To
that end, we will be using the notation
βiβ j = 1
2
(βi ⊗ β j − β j ⊗ βi), (6.18)
and βiβ jβk = 1
6
(
∑
σ∈S3
ε(σ )βσ (i) ⊗ βσ ( j) ⊗ βσ (k)), i.e. the symmetrized tensor product of odd
elements; see [6].
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Lemma 6.5. Let 8 = (ϕ,ψ ) ∈ K(N) and t2 = φε(t1), with φε the flow of a vector field X,
and t1 a point of S
1|N ; we then have
8∗[t1, t2] = [t1, t2]E8(t1)
(
1+
1
2
[t1, t2]
E ′8
E8
(t1)+
1
2
{t1, t2}
i Di E8
E8
(t1)
)
+ [t1, t2]
〈
εX ⊗ εX,α2
A
6
+ αβi
Bi
2
+ βiβ j
C i j
2
〉
(t1)
+
1
6
〈εX ⊗ εX ⊗ εX,βiβ jβk[Dk D j Diϕ − ψ · Dk D j Diψ ]〉(t1)+ O(ε
4), (6.19)
where A= ϕ′′′ + ψ · ψ ′′′, Bi = Diϕ
′′ − ψ · Diψ
′′, and C i j = D j Diϕ
′ + ψ · D j Diψ
′. ¤
Proof. By definition we have: 8∗[t1, t2] = ϕ(t2)− ϕ(t1)− (ψ (t2)− ψ (t1)) · ψ (t1). Using
formula (5.1), trivially extended to the case N ≥ 2, we obtain
8∗[t1, t2] = [t1, t2]
[
E8 +
1
2
[t1, t2](ϕ
′′ + ψ · ψ ′′)+ 1
2
{t1, t2}
i Di(ϕ
′ + ψ · ψ ′)
]
(t1)
+ 1
2
{t1, t2}
i{t1, t2}
j[D j Diϕ + ψ · D j Diψ ](t1)
+ [t1, t2]
[
1
6
[t1, t2]
2(ϕ′′′ + ψ · ψ ′′′)+ 1
2
{t1, t2}
i[t1, t2](Diϕ
′′ − ψ · Diψ
′′)
]
(t1)
+ 1
2
[t1, t2]{t1, t2}
i{t1, t2}
j[D j Diϕ
′ + ψ · D j Diψ
′)](t1)
+ 1
6
{t1, t2}
i{t1, t2}
j{t1, t2}
k[Dk D j Diϕ − ψ · Dk D j Diψ ](t1)+ O(ε
4). (6.20)
The coefficient of {t1, t2}
i{t1, t2}
j on the second line of equation (6.20) vanishes if i 6= j,
using equation (6.6). The analog of Lemma 5.1 holds true, namely [t1, t2] = 〈εX,α〉 + O(ε
2)
and {t1, t2}
i = 〈εX,βi〉 + O(ε2). The proof is complete. ¥
Remark 6.6. The last term in equation (6.20) definitely does not vanish in the case N ≥ 3,
implying that 8∗[t1, t2] is not proportional to [t1, t2] at third order in ε. This entails that
the Cartan formula fails to provide an expression of the Schwarzian derivative for N ≥ 3.
¤
6.2.1 Euclidean and affine K(N)-cocycles
Up to the second order in ε, 8∗[t1, t2] is proportional to [t1, t2]; this enables us to obtain
1-cocycles from Euclidean and affine invariants, as was done in Section 5.2.1.
Theorem 6.7. From the Euclidean and affine even invariants, we construct the two
following K(N) nontrivial 1-cocycles.
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• The Euclidean cocycle E : K(N) → F0(S
1|N ):
E (8) = log(E8) = log(Diψ )
2, (6.21)
where the equality holds for any i = 1, . . . , N.
• The affine cocycle A : K(N) → Ä1(S1|N ):
A(8) = dE (8) =
d E8
E8
. (6.22)
¤
The proof is the same as in the case N = 1, it relies on Lemma 6.5.
Remark 6.8. The directions of the individual vector fields Di are no longer preserved
by the contactomorphisms; only that of D1 ⊗ · · · ⊗ DN is preserved. Hence, the projection
of A on Di is no longer a K(N)-cocycle. ¤
Let us introduce AO(1|N), the ortho-affine subgroup of SpO(2|N) whose elements
are
g =

a ab −aβt
0 a−1 0
0 β e
 , (6.23)
where (a, b,β) ∈ R2|N , e ∈ O(N), and restricting us to a = ±1, we obtain the ortho-
Euclidean subgroup EO(1|N). Since the action of SpO(2|N) on the supercircle has a kernel
equal to {±Id}, the same holds for its above introduced subgroups.
Remark 6.9. For N = 2, a direct computation shows that the kernel of the two cocycles
E and A are respectively, EO(1|2)/{±Id} and AO(1|2)/{±Id}. These groups are also the
groups preserving the even part of Ie and Ia; see Remark 6.4. But for N ≥ 3, this is no
longer the case, i.e. the subgroup of K(N) preserving the even invariant and the kernel of
the associated cocycle are no longer the same defining groups. For example, if N = 3, the
contactomorphism 8 = (ϕ,ψ ), with ϕ(x, ξ ) = x+ ξ1ξ2ξ3λ and ψ (x, ξ ) = ξ − (ξ2ξ3, ξ3ξ1, ξ1ξ2)λ,
where λ ∈ R0|1, does not preserve p0(Ie) although E (8) = 1. Moreover, 8 is not even a
homography. ¤
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6.2.2 The Schwarzian K(2)-cocycle
For N = 2, the expression (6.5) of 8∗[t1, t2] is proportional to [t1, t2]. This enables us
to use the Cartan formula to define the projective 1-cocycle, S, from the cross-ratio
(6.16). By construction, our projective 1-cocycle will take its values in the K(2)-module
of quadratic differentials, Q(S1|2), generated by α2, αβ1, αβ2, and β1β2, where α2 and αβi
are as in equation (2.20), and β1β2 as in equation (6.18). One can check that the linear
mapping
α〈D2 ⊗ D1, .〉 : Q(S
1|2) → F1(S
1|2) (6.24)
intertwines the natural action of K(2); see Remark 6.8.
Now the Schwarzian derivative given by Radul [27] or Cohn [5], for N = 2, has
again coefficients in tensor densities. Projecting the 1-cocycle, S, via equation (6.24), we
will readily recover Radul’s and Cohn’s Schwarzian derivative.
Theorem 6.10. From the cross-ratio (6.16), we deduce, via the Cartan formula (3.8), the
following projective 1-cocycle S : K(2) → Q(S1|2), which reads
S = 1
6
α2
(
D1 D2S12 +
1
2
S212
)
+ 1
2
α(β1 D2 + β
2 D1)S12 + β
1β2 S12, (6.25)
where we have put S12 = 2Sα
−1; see equation (6.26).
Moreover, using the projection (6.24) of the quadratic differentials on 1-densities,
we obtain the Schwarzian derivative S : K(2) → F1(S
1|2) given by
S(8) =
(
D2 D1 E8
E8
−
3
2
D2 E8D1 E8
E28
)
α. (6.26)
These two 1-cocycles are nontrivial; their kernels coincide and are isomorphic to
PC(2|2). ¤
Proof. The formula of the cross-ratio being similar to that of the case N = 1, we again
have to compute the expression (5.6), the term 8
∗[t1,t2]
E8(t1)[t1,t2]
being now given by Lemma 6.5.
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Straightforward calculation, essentially the same as in Section 5.2.2, leads to
8∗[t2, t3]
E8(t2)[t2, t3]
= 1+
1
2
(
[t2, t3]
E ′8
E8
(t1)+ {t2, t3}
i Di E8
E8
(t1)
)
+
1
2
〈
εX ⊗ εX,α2
(
E ′8
E8
)′
+ 2αβi
(
Di E8
E8
)′
+ βiβ j D j
(
Di E8
E8
)〉
(t1)
+
〈
εX ⊗ εX,α2
A
6E8
+ αβi
Bi
2E8
+ βiβ j
C i j
2E8
〉
(t1)+ O(ε
3).
The combinatorics is the same as before; we thus obtain
8∗[t1, t2, t3, t4]
[t1, t2, t3, t4]
− 1 =
1
4
〈
εX,α
E ′8
E8
+ βi
Di E8
E8
〉2
(t1)
+
1
2
〈
εX ⊗ εX,α2
(
E ′8
E8
)′
+ 2αβi
(
Di E8
E8
)′
+ βiβ j D j
(
Di E8
E8
)〉
(t1)
−2
〈
εX ⊗ εX,α2
A
6E8
+ αβi
Bi
2E8
+ βiβ j
C i j
2E8
〉
(t1)+ O(ε
3).
As in the case N = 1, see equations (5.8) and (5.9), we still have A= E ′′8 − ψ
′ · ψ ′′ and also
Bi =
1
2
Di E
′
8 + ψ
′ · Diψ
′. We now collect the terms according to
8∗[t1, t2, t3, t4]
[t1, t2, t3, t4]
− 1 =
〈
εX ⊗ εX,α2
(
1
6
E ′′8
E8
+
ψ ′ · ψ ′′
3E8
−
1
4
(
E ′8
E8
)2)〉
(t1)
+
〈
εX ⊗ εX,αβi
(
1
2
Di E
′
8
E8
−
ψ ′ · Diψ
′
E8
−
E ′8Di E8
2E28
)〉
(t1)
+
〈
εX ⊗ εX,β1β2
(
D2 D1 E8
E8
−
2C12
E8
−
D2 E8D1 E8
2E28
)〉
(t1)+ O(ε
3).
(6.27)
We denote by S(8) the coefficient of α2, Si(8) that of αβ
i, and S12(8) that of β
1β2. Let us
start with the computation of S12(8), our goal being to write C12 as a function of E8 and
its derivatives.
We first give a useful lemma.
Lemma 6.11. For any φ, φ˜ ∈ C∞(S1|2)2, the following relations hold:
(φ · D1ψ )(φ˜ · D1ψ )+ (φ · D2ψ )(φ˜ · D2ψ ) = φ · φ˜ E8, (6.28)
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and also
φ × D2ψ = λφ · D1ψ and φ × D1ψ = −λφ · D2ψ , (6.29)
with λ2 = 1, and where the cross-product is defined by φ × φ˜ = φ1φ˜2 − φ2φ˜1. Moreover, ψ
′
being odd, for even φ and φ˜, we have
(ψ ′ · φ)(ψ ′ · φ˜) = ψ ′1ψ
′
2(φ × φ˜). (6.30)
¤
Proof. Proposition 6.1 proves the first equality. As D2ψ · D2ψ = E8, either D2ψ1 or D2ψ2
is invertible, where ψ = (ψ1,ψ2). Suppose that D2ψ2 is invertible, we then have D1ψ1 =
λD2ψ2 for some λ. Using Diψ · D jψ = δi j E8, we obtain D1ψ2 = −λD2ψ1 and λ
2 = 1. If D2ψ1
is invertible, the same equalities hold. Then easy calculation ends the proof. ¥
We have C12 = D2 D1ϕ
′ + ψ · D2 D1ψ
′, as given by Lemma 6.5. Differentiating the
constraint Diϕ = ψ · Diψ , see equation (6.4), we find D1ϕ
′ = ψ ′ · D1ψ + ψ · D1ψ
′, and then
D2 D1ϕ
′ = D2ψ
′ · D1ψ − ψ
′ · D2 D1ψ + D2ψ · D1ψ
′ − ψ · D2 D1ψ
′. Plugging the latter expres-
sion into C12 and using Diψ · D jψ = 0, for i 6= j, we obtain C12 = −ψ
′ · D2 D1ψ . Using the
proof of Lemma 6.11, we have D1ψ1 = λD2ψ2 and D1ψ2 = −λD2ψ1, and then ψ
′ · D2 D1ψ =
2λψ ′1ψ
′
2. Moreover as
1
4
D1 E8D2E8 = (ψ
′ · D1ψ )(ψ
′ · D2ψ ), we find, using equations (6.30)
and (6.29) that 1
4
D1 E8D2 E8 = λψ
′
1ψ
′
2 E8. We thus have C12 = −
1
2E8
D1 E8D2 E8, and replac-
ing this in the last expression of S12, as given by equation (6.27), we finally get
S12(8) =
D2 D1 E8
E8
−
3
2
D2E8D1 E8
E28
. (6.31)
We will show that S1 =
1
2
D2S12, and then exchanging D1 and D2, we readily obtain S2 =
− 1
2
D1S12. Let us first recall the expression of S1, given in equation (6.27),
S1(8) =
1
2
(
D1 E
′
8
E8
−
E ′8D1 E8
E28
−
2ψ ′ · D1ψ
′
E8
)
.
Secondly, we find that
D2S12(8) =
D1 E
′
8
E8
−
D2 E8D2 D1 E8
E28
+
3
2
D2 E8D2 D1 E8
E28
−
3
2
E ′8D1 E8
E28
.
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We then have to show that the following expression vanishes, namely
2S1(8)− D2S12(8) = −
2ψ ′ · D1ψ
′
E8
+
1
2
D2 E8D1 D2 E8
E28
+
1
2
E ′8D1E8
E28
. (6.32)
To that end, let us use formula (6.5) to rewrite the last two terms as D2 E8D1 D2E8 =
4(ψ ′ · D2ψ )(D1ψ
′ · D2ψ + ψ
′ · D2 D1ψ ) and E
′
8D1 E8 = 4(ψ
′ · D1ψ )(D1ψ
′ · D1ψ ), respectively.
We have already proved that ψ ′ · D2 D1ψ = 2λψ
′
1ψ
′
2, and using equation (6.28), we thus
obtain
2S1 − D2S12 = 0. (6.33)
At last, we want to show that 6S = D1 D2S12 +
1
2
S212. Begin by writing explicitly
6S(8) =
E ′′8
E8
−
3
2
(
E ′8
E8
)2
+
2ψ ′ · ψ ′′
E8
with the help of equation (6.27), and also
D1 D2S12(8) =
E ′′8
E8
−
D1E8D1 E
′
8
E28
−
3
2
(
E ′8
E8
)2
−
3
2
D1 E
′
8D1E8
E28
+
1
2
D2 E8D2 E
′
8
E28
−
1
2
(
D2 D1 E8
E8
)2
−
D1 E8D2 E8D2 D1E8
E38
.
We now compute the difference
D1 D2S12(8)− 6S(8) =
1
2
D1 E8D1 E
′
8 + D2 E8D2 E
′
8
E28
−
D1E8D2 E8D2 D1 E8
E38
−
1
2
(
D2 D1 E8
E8
)2
− 2
ψ ′ · ψ ′′
E8
.
Using equation (6.5), we get 1
2
(D1 E8D1 E
′
8 + D2 E8D2E
′
8) = 2[(ψ
′ · D1ψ )(ψ
′′ · D1ψ )+ (1 ↔
2)]+ 2[(ψ ′ · D1ψ )(ψ
′ · D1ψ
′)+ (1 ↔ 2)]. Thanks to formula (6.28), the first term reduces
to 2ψ ′ · ψ ′′E8, and using equation (6.30) the second one turns out to be 2ψ
′
1ψ
′
2(D1ψ ×
D1ψ
′ + D2ψ × D2ψ
′), which is equal to 4λψ ′1ψ
′
2(D2ψ · D1ψ
′) in view of equation (6.29). On
the other hand, using the previous equalities, we find D1E8D2 E8D2 D1 E8 = −8λE8ψ
′
1ψ
′
2
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(D1ψ
′ · D2ψ ); hence we obtain
D1 D2S12(8)− 6S(8) = −
3
2
D1 E8D2 E8D2 D1 E8
E38
−
1
2
(
D2 D1 E8
E8
)2
,
which is the desired result: 6S = D1 D2S12 +
1
2
S212. Together with equations (6.33) and
(6.31), the latter equation finishes the derivation of equation (6.25). Using the projection
(6.24) on 1-densities, we obtain the Schwarzian derivative S, given by equation (6.26).
An argument analogous to that of Remark 3.7 helps us to prove that the cocycles
S and S are nontrivial.
To find the kernel of the cocycle S, whence that of S, we have to use another form
of S, namely
S(8) = −2E
1
2
8
(
D2 D1
(
E
− 1
2
8
))
α.
Hence, if 8 ∈ ker(S), we have D2 D1(E
− 1
2
8 ) = 0. As was the case for N = 1, the solution is
E8 = (cx+ d + δ · ξ )
−2. A direct computation shows that there exists h ∈ PC(2|2) such that
E8 = Eĥ. Since the kernel of the Euclidean cocycle is Ê+1|N/{±Id} for N = 2, we obtain
as announced: ker(S) = PC(2|2). The proof of Theorem 6.10 is complete. ¥
7 Conclusion, Discussion, and Outlook
Starting off with the orthosymplectic group, SpO(2|N), and two nested subgroups
E+(1|N) ⊂ Aff+(1|N) ⊂ SpO(2|N), we have been able to uniquely characterize Euclidean,
Ie, affine, Ia, and projective, Ip, invariants for their actions as contactomorphisms of the
supercircle S1|N , using the central notion of p|q-transitivity. Moreover, these invariants
are characteristic of their defining groups. For N = 0, 1, 2, their even part does character-
ize the image of the supergroups EO(1|N), AO(1|N), and SpO(2|N) by the projective action
on S1|N , within the group, K(N), of all contactomorphisms. In doing so, we have recovered
in a systematic fashion the previously introduced [2, 23] even and odd cross-ratios.
Then using a natural super extension of the Cartan formula (1.2), we have pro-
vided a novel construction of the nontrivial 1-cocycles E , A, and S of K(N), associated
with the even invariants, for N = 0, 1, 2. We have also succeeded to recover the known
expressions [5, 10, 26, 27] of the Schwarzian derivatives for N = 0, 1, 2. The kernels of the
above-mentioned 1-cocycles have been shown to coincide with the groups defining the
invariants leading to them. So for each geometry, the group action, the even invariant,
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and the 1-cocycle are three equivalent geometric objects on the supercircle S1|N (where
N = 0, 1, 2), endowed with its standard contact structure.
In the cases N = 0, 1, a complete classification of the subgeometries of the
contact geometry of S1|N is given by that of the nontrivial cohomology spaces H1(K(N),Fλ);
see Theorem 3.10 and Remark 3.11. A similar classification for N = 2 is still lacking.
Work in progress related to the determination of H1(K(2),Fλ) should provide a
first insight into this classification, as well as that of the 1-cohomology spaces of K(2)
with coefficients in other natural modules, such as Ä1(S1|2) and Q(S1|2). In doing so,
we will resort to the computation of H1(k(2),Fλ) carried out by Ben Fraj [Private
Communication].
For N > 2, our method yields, indeed, the Euclidean and affine 1-cocycles of
K(N). There is however no way to obtain, in our approach, Radul’s Schwarzian integro-
differential operator for N = 3, since there exists no projection fromQ(S1|3) toF 1
2
= k(3)∗reg
intertwining the K(3) action. Moreover, our study provides a clear-cut explanation of the
fact that S(8) cannot be derived as a quadratic differential by the Cartan formula (see
Remark 6.6) for N ≥ 3, and therefore help us understand why the Radul expression for
N = 3 involves pseudo-differential operators.
We have, so far, studied the supercircle S1|N ; but there are in fact two superex-
tensions of the circle, namely S1|N and S
1|N
+ ; see [9, 16, 27]. Let us discuss the case N = 1.
The only difference between these two supermanifolds is that the functions on S1|1 are,
indeed, functions on R1|1 invariant with respect to the transformation (x, ξ ) 7→ (x+ 2π , ξ ),
whereas functions on the Mo¨bius supercircle, S
1|1
+ , can be viewed as functions on R
1|1 in-
variant under the transformation (x, ξ ) 7→ (x+ 2π ,−ξ ). Here the coordinate x is regarded
as an angular coordinate on S1. The canonical contact structure on R1|1 define a contact
structure on both S1|1 and S
1|1
+ [V. Ovsienko, Private Communication]. All our cocycles,
prior to projections, are left invariant by the map (x, ξ ) 7→ (x,−ξ ), as well as the projections
themselves; then E , A, S, and A, S still define cocycles on S
1|1
+ . This can be generalized for
N > 1 along the same line as before.
We expect that our approach will help us express the Bott–Thurston cocycles of
K(1) and K(2) given by Radul in terms of the Berezin integral of the cup product of the
1-cocycles E and A introduced above (in a manner similar to the case of Diff+(S
1) spelled
out in [17]). This should, hence, extend the classical formula worked out in [8] using a
contact 1-form on Diff+(S
1)× R.
Another plausible development would be the superization of the hyperboloid of
one sheet in sl(2,R)∗ whose conformal geometry is related to the projective geometry of
null infinity [8, 19].
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