Abstract. This paper describes a few aspects of a system for expressive, rule-based modifications of audio recordings regarding tempo, dynamics and articulation. The input audio signal is first aligned with a score containing extra information on how to modify a performance. The signal is then transformed into the time-frequency domain. Each played tone is identified using partial tracking and the score information. Articulation and dynamics are changed by modifying the length and content of the partial tracks. The focus here is on the tempo modification which is done using a combination of time frequency techniques and phase reconstruction. Preliminary results indicate that the accuracy of the tempo modification is in average 8.2 ms when comparing Inter Onset Intervals in the resulting signal with the desired ones. Possible applications of such a system are in music pedagogy, basic perception research as well as interactive music systems.
Introduction
A music performance represents the interpretation that a musician (or a computer in our case) gives to a score. To obtain different performances, the musician often follows some principles related to structural features of the score (e.g. musical phrases). The KTH rules system for musical performance [1] models such principles in a quantitative way in order to reproduce a MIDI file expressively using a sequencer and a synthesizer. The quality of the synthesizer plays a major role in the naturalness of the result: a bad synthesizer will sound unnatural even if the performance itself is good. Therefore we propose an alternative approach: directly modify a recorded human performance. A similar idea is described in [2] . Other recent related works can be found in [3, 4, 5, 6, 7] . The result should contain all the subtle variations of a real instrument recording, but also comply to the performance characteristics specified by the user, which can be a musician as well as the common listener. Our aim is a system that can be used both for the analysis of a music performance, as well as a tool to modify this performance in a controlled and interactive way. An example of such a system which uses MIDI files can be found in [8] . Another field of application is in the study of the cognitive processes behind music listening and appreciation.
It has been shown that a musical performance is to a large degree determined by the three parameters tempo, dynamics and articulation [9] . The KTH rules system controls these three parameters and thus we will concentrate our attention on them. Their modification raises a few problems. First of all, since we aim at modifying each note independently we require the separation of each tone, or at least chord, which is a difficult task especially in the case of polyphonic recordings. In addition, if we want to use the KTH rule system, we need to compute rule values. This requires a subdivision of the musical piece in phrases. Finally, the modifications should be accurate and possibly avoid artifacts. To solve the first two problems, we propose to combine the use of score files aligned with the audio file. We approach the third problem by using analysis-synthesis techniques.
Modifications of tempo and articulation are conceptually straightforward. Modification of dynamics might a priori appear to be a simple task. However, acoustic instruments have a different timbre when played at different dynamic levels (e.g. [10] ). Usually louder sounds have a brighter timbre, which means they have more energy concentrated in the higher part of the spectrum. To obtain a realistic sound level modification we need to change both the overall amplitude and the spectral characteristic of a tone. This can be done for example using an appropriate filter (e.g. shelf filter with variable slope), or by synthesizing or subtracting parts of the spectral content of the tone in the frequency domain. The filter approach is easier to implement, but the risk is to raise the noise level together with the actual tone. Modifications of the spectrum in the frequency domain are briefly described in section 3.2.
In section 2 we give a general overview of our system. Section 3 presents the methods for score alignment and analysis of the audio signal. Section 4 briefly describes a few concepts regarding the control of the modification of a performance. In section 5 we describe in detail the tempo modification and performance synthesis process, and present some test results on the accuracy of the time scale modification algorithm in section 6.
System Overview
The system can be divided into three main parts, as shown in Figure 1 . In the analysis part (a), the audio signal is first aligned with the score using tone onset positions. It is successively analyzed in order to extract single tones and determine their acoustic parameters (length, sound level, timbre using for example the number of partials). These operations are performed once, prior to the performance generation. The analysis information can be stored for later use. In the control part (b), the performance parameters are adjusted by the user and for each note, new values of note length, sound level and tempo are computed, for example using the KTH rule system. In the modification/synthesis part (c), the new performance is generated by applying the new performance values to the 
Analysis

Score Alignment
In order to use the information provided by the score we need to align it with the audio file. Various techniques are available to solve this task. One approach is to define a number of related points in the two file, which can be for example note onsets or beat positions. Automatic tone onset detection is an open problem which has been addressed in different ways (for an overview see [11] ). None of the algorithms proposed so far are totally accurate: they tend to perform well with impulsive attacks but have problems dealing with slow attacks. Beat detection is closely connected to onset detection, as the latter is usually the first step in the beat estimation process. An overview of some recent techniques is presented in [12] . A problem that can occur with alignment based on tone onsets is the presence of non-simultaneous onsets in the audio signal which are simultaneous in the score. This can be solved using beat positions instead, or different approaches to score alignment which do not rely on onsets, like for example those based on dynamic time warping [13] .
Our system uses onset position to align the audio file with the score. One reason for this is choice is the fact that expressive modifications are performed on a note basis and thus onsets are required anyway. Onset positions are also used by the time scale modification algorithm (see section 5) to preserve transients in the signal. The system anyway can not cope with non-simultaneous onsets that are simultaneous in the score.
In the prototype system under development, onset detection is performed using a simple algorithm based on an edge detection filter 1 . It is also possible to manually correct and add wrong or missing onsets. All the tests run on the system have been performed using accurate onsets positions manually corrected.
Audio Analysis
The rule system for music performance computes a value of length and sound level for each note in the score. Too apply these changes accurately the audio file needs to be analyzed in order to detect and separate each tone which in a polyphonic recording is mixed with other tones that can also overlap. After the modifications, a new version of the audio signal must be produced. Analysis/synthesis systems are sets of algorithms that are designed to perform this task: a model for the signal is selected, the signal is analyzed to estimate the model's parameters and a new signal is produced from the (modified) model. An overview and comparison of some analysis/synthesis techniques can be found in [14] .
Sounds produced by acoustic instruments are mostly harmonic and have a large number of partials. This suggests a model where a sound is represented by a series of harmonic, time-varying sinusoids (sinusoidal model). In the graphical representation of a time-frequency transform of the signal (most commonly the Short Time Fourier Transform, STFT) it is possible to see these harmonic tracks and an expert eye can point out which one corresponds to which tone. We can see the problem of separating each tone as the problem of automatically detect these tracks and associate them with the corresponding note in the score. This task is known as partial tracking. Normally the techniques which are used are based on heuristic rules and do not rely on a priori information. Peaks in the spectrogram are detected and grouped to form a track based on their amplitude, frequency and the surrounding peaks. This was used by McAulay and Quatieri [15] , and has been successively improved and extended (see for example [16] where linear prediction is used). In polyphonic recordings, partial tracking is difficult because two simultaneous tones can have overlapping partials. One peak in the spectrogram can be the sum of the two overlapping partials, if they have roughly the same amplitude, or only one partial, if there is a large difference between the two. A possible solution to this problem is to estimate the amplitude of the two partials and assign part of the energy of the peak to one tone and part to the other, using for example the spectral smoothness principle proposed by Klapuri [17] .
An audio signal is not only composed by sinusoids. The part of the signal that is not detected by the partial tracking algorithm is considered as a residual signal. The residual can be obtained by subtracting the harmonic part from the original signal. The residual can also be modeled, for example as a stochastic component represented by a series of approximated spectral envelopes (Spectral Modeling Synthesis by Serra [18] ).
For our system we decided to use an analysis/synthesis structure based on the sinusoidal model to represent the tones. Since our system has the score information already available, we decided to use it to help the heuristic partial tracking. The aligned score tells us which notes are (probably) active at any time instant, which means we are not required to perform a multiple-F0 detection to determine how many tones are simultaneously playing and their pitch. We can also estimate which partials most likely overlap and apply for example the spectral smoothness principle. We are still developing the system, and a more detailed description will be presented in the future.
To obtain a time-frequency representation, any transformation other than STFT can be used. We decided to use an analysis-synthesis technique based on the Odd-DFT as proposed by Ferreira [19] , which is used in an audio coding algorithm. For a N samples frame, the value of the ODFT's kth frequency bin is
where w a (n) is the analysis window function and x(n) is the discrete input signal. To test our algorithms we have been using N = 4096 and 75% overlap between frames.
Assuming a sinusoidal model for the signal, we have to estimate the frequency and amplitude of each sinusoid composing the signal. Suppose that we have a single sinusoid, the input signal can be written as x(n) = A sin(2πf n + φ), where A, f and φ are the amplitude, frequency and initial phase of the sinusoid. This sinusoid will appear in the time-frequency representation as a peak in a certain bin k. The peak will also leak into the adjacent bins. f , A and φ are estimated from the magnitude values of the frequency bins k−1, k and k+1 [20] . We use the estimated parameters of the sinusoid to perform partial tracking and then store them in a database of notes. Each peak in the time-frequency representation is associated with a note (or several notes in case of overlapping partials) in the score.
The technique can also be inverted to compute the magnitude and phase of X(k − 1), X(k) and X(k + 1) given a certain frequency and amplitude [21] . We can thus reconstruct a pre-existing peak or synthesize a new peak. This is useful in order to change articulation and sound level: we can extend the length of harmonic tracks, change their amplitude or create completely new ones to modify the tone's timbre (see section 1) as long as the analysis has been accurate. To obtain the ODFT of the residual we compute the frequency bin magnitudes for each value in the notes database and subtract them from the original ODFT.
The synthesis of the modified audio signal is performed by applying the Inverse ODFT to a new ODFT obtained as the sum of the residual's ODFT and that of the notes database modified according to the performance values. A synthesis window w s (n) is applied to the result of each frame's IODFT and the signal frames are overlap-added. w a (n) and w s (n) are chosen so to obtain perfect reconstruction if no modifications are made. Ferreira uses a sine window
which is the square root of a Hanning window. By using w a (n) = w s (n), the window is applied twice, and the result is the Hanning window which, with 75% overlap, sums up to constant 2. To obtain perfect reconstruction we thus divide the result by 2. The synthesis integrates also the tempo modification, as explained in more detail in section 5.
Expressive Performance Control
The creation of a new performance is an interactive process where the user controls a number of parameters to change the output of the system. These parameters typically control high level features of the performance and are then mapped to the mentioned acoustical parameters tempo, sound level and note length. In this way it is possible to steer the performance in a more intuitive way using for example the KTH rule system for music performance [1] . pDM [8] is an example of the usage of this kind of mapping. It is a program that can play MIDI files with expressive modifications using the KTH rules system. In pDM 19 rules from the rules system are implemented, of which 14 rules influence tempo, 11 influence sound level, and 5 influence articulation. Each rule has a default value, which is based on the musical context such as phrase position, note relative position and length compared to adjacent notes, and expressive signs in the score. pDM uses a score file in which these default values are stored together with notes. The modification values for tempo, sound level and articulation are obtained by computing a weighted sum of the default values originating from each rule. Each rule weight can be controlled independently by the user. Another way to control the performance is through the so-called "activity-valence" plane, the corners of which represent basic emotions such as happiness, sadness, anger and tenderness. Each point on the plane corresponds to a set of interpolated weighting factors, representing a blend of these basic emotions.
Our system builds on the same principles as pDM, but uses audio recordings instead of a MIDI sequencer and a synthesizer. As explained in section 3.1, the audio file is aligned with a score file, in this case a pDM score which contains default rules values. The same functionalities presented in pDM are implemented so that in principle, using the same set of weighting factors in pDM and in our system should return the same performance.
Tempo Modification and Synthesis
As mentioned in section 1, to change a performance we modify tempo, sound level and tone duration. Examples of expressive modifications of tempo can be found in [5, 6, 7] . Our aim is to go beyond tempo and modify each tone in a complex mixture independently in order to change also the articulation (note length relative to the Inter Onset Interval, IOI) and the sound level. Sound level and articulation modifications have been briefly described in section 3.2. In this paper we address more specifically our solution to tempo modifications.
Time Scale Modification Background
Tempo modification is the last change performed in the system. This is due to the fact that time scale modification is an integral part of the synthesis process. There are currently many different algorithms that modify the time scale of audio files without changing the pitch. The most common are those based on the Overlap-Add method in the time domain and on the Phase Vocoder [22] in the frequency domain.
Synchronous Overlap-Add (SOLA) [23] is a simple example of a time domain technique. The signal is divided into short overlapping blocks and each block is shifted according to a time scale factor. Blocks are overlap-added synchronously correcting the new overlap step by the time lag that gives the highest cross correlation in the new overlap region.
In the Phase Vocoder, the STFT is computed over a windowed portion of the signal using an analysis window w a (n) and analysis hop factor h a . The Inverse FFT and a synthesis window w s (n) are used to reconstruct the signal: overlapadd is performed using a synthesis hop factor h s . To change the time scale, a synthesis factor h s which is different from the analysis factor h a is used. This requires an explicit correction of the phase values for each frame of the STFT, based on the underlying sinusoidal model (phase propagation). This guarantees horizontal coherence, which means that within each frequency channel we have coherence over time. This phase correction although does not take in consideration vertical phase coherence, which is the coherence across frequency channel in a given frame. Further phase corrections are needed, like for example those introduced by the Phase-locked Phase Vocoder [24] , which presupposes the detection of peaks in the STFT. Notice also that with h a = h s , the sum of the analysis and synthesis windows does not lead to perfect reconstruction, and depending on the ratio h a /h s , the amplitude of the output signal will vary.
When implementing time scale modifications in our system, we had to consider a few main constraints. The first is related to the type of data that is presented to the time stretching/synthesis algorithm and that this data has already been modified to change articulation and sound level. The input to the algorithm is a time-frequency representation, which suggests the use of a frequency domain technique. The magnitude of this representation has been heavily modified by the previous blocks in the system, making the phase response inconsistent. In addition to this, frequency domain techniques present the problem known as "phasiness" or loss of presence (the audio source appears to be far away), due to loss of vertical phase coherence. This two facts led us to completely discard the phase information and to reconstruct the audio signal only from the magnitude of the time-frequency representation. This has previously been solved by using iterative methods such as the Griffin and Lim (G&L) algorithm [25] . However this algorithm is not suitable for realtime modifications since it requires the knowledge of the entire spectrogram in order to compute the time domain representation.
A realtime version of the G&L algorithm, the Real-Time Iterative Spectrum Inversion with Look-Ahead (RTISI-LA), has been proposed by Zhu et al. in [26] . This algorithm is based on the standard FFT, while we implemented this algorithm using the ODFT. To reconstruct the phase information for the analysis frame z given only the magnitude |X(z)|, RTISI-LA uses information provided by all the previously reconstructed frames plus m successive frames. In our system we use a 75% analysis overlap ratio (analysis hop size h a = N/4). This means that frame z overlaps with frames z −3 to z −1 and z +1 to z +3 and thus m = 3. These frames are estimated recursively and the corresponding time domain signal x z+m (n) is stored in the frame buffer (b in figure 2 ).
The computation of the part of the output signal for the current position, which corresponds to frame z, is as follows (see figure 2) . First, the oldest frame in the frame buffer (z − 4) is discarded and an empty space is left for frame z + 3. At this time in the process, the first three frames in the frames buffer (z − 3, . . . , z − 1) are completed and will not be changed. The following three frames (z, . . . , z + 2) contain preliminary estimates from previous iterations and the last frame (z + 3) is empty.
The iterative process begins by overlap adding the time domain signals in the whole frames buffer with synthesis hop size h s and synthesis window w s (n) (see section 3.2). The result is stored in the overlap buffer (c in figure 2 ). The overlap buffer is divided into overlapping frames with hop size h s . These frames are then transformed back to the frequency domain using the analysis window w a (n) to obtain X p (z + m). The G&L magnitude constraint is then applied to X p (z + m):
whereX(z + m) is the new estimate and the |X(z + m)| is the magnitude of the original transform. Note thatX(z + m) has the phase of X p (z + m) and the magnitude of X(z + m). The whole frames buffer is finally updated with the time domain signalsx z+m (n) = IODF T (X(z + m)), m = 0, ..., 3. The iteration is repeated for k number of times (currently we use k = 5). At this point, the estimation of frame z is completed. The output of the algorithm for frame z is the part of the overlap buffer where frame z overlaps with frames z − 3 to z − 1 (dashed vertical lines in figure 2 ). Changing the synthesis hop size h s allows to change time scale as it is done in the Phase Vocoder, but with the advantage that phase coherence is automatically obtained by the iterative algorithm. As all frequency domain techniques, RTISI suffers from transient smearing: sudden changes in the signal, such as sharp tone onsets, are smeared and tend to sound less sharp. Another limitation of frequency domain techniques is that the performances deteriorate above a certain time scale ratio, since the overlapping part of two successive windows becomes too small. [26] ). The frames buffer (b) contains time domain signals which are iteratively updated using the magnitude constrained transform [25] and overlap-added in the overlap buffer. The contribution to the output signal (c) from frame z is the part of the overlap buffer enclosed by the two vertical dashed lines.
All the previous considerations led us to the implementation of an hybrid algorithm which combines different techniques and which is explained in details in the following section.
Tempo Modification
The rule system represents the tempo changes as a list of Inter Onset Intervals (IOI) values which can be directly applied to the original performance. This means that tempo is changed only at onset positions. The audio between two onsets is stretched or squeezed to the desired length and the tempo can not be changed again until the next onset. Since we are using overlapping windows to analyze the signal, we need to define the position of an onset in terms of windows. We decided to assign the onset to the window in which the onset appears in the first quarter of it, which is also the output from RTISI-LA for that window (see figure 2) .
The basic algorithm uses the RTISI-LA method with synthesis hop size h s = h a · IOI or /IOI perf between two successive onsets, where IOI or and IOI perf are the original IOIs of the audio recording and the desired performance IOIs, respectively. In order to obtain higher scale ratios, we introduce a variant similar to that proposed by Bonada [27] . If the scale ratio is over a certain value (time expansion) and thus h s < h min , we duplicate (use twice) a number of windows so that the ratio can be reduced. In the opposite case, if the ratio is below a certain value (time compression), and thus h s > h max , we discard a few windows. The number of windows to duplicate or discard is computed so that h s matches h min or h max . For h min ≤ h s ≤ h max , the original number of windows is used. The output for each frame is scaled by a factor r = 2h a /h s in order to take into account the amplitude variation in the reconstruction mentioned earlier. For h s = h a , r = 2 (perfect reconstruction for 75% overlap Hanning window) and for h s = 2h a , r = 1 (perfect reconstruction for 50% overlap Hanning window).
As previously mentioned, RTISI-LA suffers from transient smearing. Since our system has information about the position of tone onsets (which we assume to be transients), we try to solve the smearing problem by preserving the original signal in the vicinity of each onset. This principle can be easily extended to any transient in the signal, if properly detected. For the windows around an onset, the reconstruction is performed using h s = h a and the original phase from the analysis instead of RTISI-LA, and windows are not duplicated or discarded. This has to be taken into account when computing h s for the remaining portion of the IOI. The result is theoretically a perfect reconstruction of the original signal in the transient area. When switching from RTISI-LA to the simple inverse transform, a phase synchronization is needed. If z is the first frame reconstructed from the original data, a temporary signal is computed using the original phase, and the cross correlation with the previous window is computed, like in the SOLA algorithm. This is used to extract a correction phaseφ which is added to all the windows that will use original data, so thatX(z) = X(z) e iφ . In this way, the synchronization as well as the phase coherence are maintained. It is worth noticing that perfect reconstruction can not be obtained for frame z if frames z − 3 to z − 1 have been computed using h s = h a . We thus have to update these three frames with the original data as well when switching from RTISI-LA to simple inverse transformation.
To obtain smoother transitions between the two reconstruction methods we also introduced two ad-hoc solutions. During the implementation we noticed a problem with the amplitude of the signal in the switching area caused by the fact that RTISI-LA reconstructed windows are slightly asymmetric, with the energy concentrated towards the previous window. When overlapped with a symmetric window, the amplitude of the output will fluctuate. To solve this problem we adopt a simple solution. All the frames in the frames buffer are evaluated with the technique used for frame z. This means that when the technique changes, we have to update the entire buffer using the new technique. In the switching area another problem has been encountered: the sudden change of the overlap ratio from h a to h s introduces a distortion caused by the sudden change in the amplitude of the overlap-add result. We attenuate this problem by linearly changing h s from the beginning to the center of the IOI and then back to h a . An example of the values of h s for each window is presented in figure 3 . 
Tempo Accuracy
In order to determine whether the tempo modification was successful or not, the output audio performance needs to meet two important goals: it has to correspond to the expected performance given by the rules system, and it should not contain audible artifacts. In this section we analyze only the first requirement. We performed a few informal listening test to verify that no extreme artifacts were introduced, but we leave the systematic analysis of the quality of the reconstruction algorithm to a successive evaluation which will take into account the effects of the other two expressive modification (dynamics and articulation).
To compare the output of our tempo modification algorithm with the desired values computed by the rules system, four short polyphonic musical examples have been generated from MIDI files using pDM (piano accompaniment with wind instrument solo). Each example has been converted into audio using a high quality sampler in 7 different variants: the nominal score plus 6 values (−5, −3, −1, 1, 3, 5) for the rule Phrase Arch 5 (see [1] for details on this rule). The nominal score version has been fed to the time scale modification algorithm, and the same 6 values for the Phrase Arch rule has been used to compute the tempo variations (e.g. IOI intervals) for the output performance. The two versions (from MIDI performance and from time scaling) have been compared first in an informal listening test to check for possible artifacts. The transient preservation effect is very clear for percussive sounds (e.g. piano). In general the quality of the output audio is very good, and in certain cases the MIDI generated performance and the audio generated performance are very difficult to distinguish (for small modification values).
To measure IOIs more easily and accurately, we decided to generate another set of audio signals from the four MIDI examples. A signal was created which was composed by short (14 ms) square wave bursts placed at each note onset (as specified in the MIDI file) plus a continuous sinusoid with 5 times smaller amplitude. The sinusoid is needed to allow RTISI to continue computing the phase between two bursts. This signal was fed to the tempo modification algorithm together with the 6 different Phrase Arch 5 values. The IOIs of the output signals (IOI out ) were measured by finding the beginning of each square wave burst. This was done using an onset detection algorithm followed by a more accurate hand correction. It as to be pointed out that since two of the test examples (P02 and G04) had very short IOIs, it was not possible to apply all 6 values of the Phrase Arch rule and still use transient preservation, since the expected IOI became shorter than the transient length.
The measured IOIs (IOI out ) were compared with the expected IOIs (IOI exp ) as computed applying the Phrase Arch rule to the nominal IOIs (IOI nom ) in pDM. An example is presented in figure 4 . The Root Mean Square Error (RMSE)
has been also computed for each test signals, and summarized in When looking at RMSE we have to take into consideration two aspects. The first is that the onset position, for as accurately as it can be detected and corrected by hand, is still an approximation that can vary by a few milliseconds. Notice how the error for the two examples where transient preservation was not applied (P02 and G04) is higher. This can be explained by the fact that pulses are smeared and thus onset positions are more difficult to uniquely identify. The second aspect to be considered is that, while onsets are measured in ms or samples, the system works with windows and the onset position has to be approximated to the center of the closest window. This does also introduce an approximation error that can be up to ±h a /2, which is typically around 10 ms. The results although show that the algorithm is quite accurate in following rules values, and from figure 4 it can be noticed how two successive IOIs usually compensate each other by fluctuating above and below the desired IOI curve.
Discussion and Future Work
In this paper we presented a scheme for the analysis and expressive modification of audio musical performances. After briefly describing the analysis process, we focused on the modification of tempo, presenting the algorithms used. We run a few tests in order to verify the accuracy of the time scale modification algorithm. A prototype of this performance modification system has been implemented in Matlab for test purposes (see [28] for a description). Possible applications for such a system are in the field of music cognition: highly controllable and natural sounding stimuli can be produced for listening tests where for example the effect of a certain acoustical parameter needs to be investigated. Interactive musical systems are other possible applications for this system, such as virtual conducting games. Such a system would sound more natural when compared to other performance systems based on MIDI sequencers and synthesizers [8] . It would also be more flexible than some current systems based on audio that rely on specifically made recordings [29] . Our system can in principle work with any recording as long as the score is available, although the analysis might be very difficult and the result unsatisfactory. An added feature of our system is the possibility to modify articulation.
A number of problems need to be solved to produce a modified audio signal free from audible artifacts. We must first of all improve the analysis process to obtain better tone separation. This will allow us to obtain cleaner articulation modifications and also better estimations of the timbre of each tone from the number of partials and their amplitude. Another important problem is the measurement of the sound level of a single tone, which is required in order to perform dynamics modifications. We would also like to run listening tests in order to verify the perceptual quality of the modified audio recordings.
