Abstract-Wormhole switching is a popular switching technique in interconnection networks. This technique is also prone to deadlocks. Adaptive routing algorithms provide alternative paths that can be used to escape congested areas and prevent some deadlocks to occur. If not designed carefully, these new paths may as well introduce deadlocks. A successful solution to deadlock prevention is to constrain the routing function such that it does not introduce any deadlock. Many necessary and sufficient conditions for deadlock-free routing have been proposed. The definition and the proof of these conditions are complex and error-prone. These conditions are often counterintuitive and difficult to understand. Moreover, they are not static, as they all require the analysis of configurations, i.e., the network state. The contribution of this paper is twofold. We present the first static necessary and sufficient condition for deadlock-free routing in wormhole networks. Our condition is much simpler and requires less assumptions than all previous ones. It is formally proven correct using an automated proof assistant. In particular, our condition applies to incoherent routing functions which was considered an open problem. Second, we prove the deadlock decision problem co-NP-complete for wormhole networks.
Ç

INTRODUCTION
W ORMHOLE switching is a popular switching technique in interconnection networks [1] . Messages are decomposed in smaller units called flits. Only the header flit contains routing information. The remaining flits follow the header and do not require to be routed. Wormhole networks have low message latency and require only small buffers in routers or intermediate nodes. Wormhole networks have one major drawback. Messages can hold many resources simultaneously, causing them to block other messages. Deadlocks occur, as messages in the network compete for resources. Deadlocks are a key issue in the design of wormhole networks [2] .
There are three ways to deal with deadlocks: prevention, avoidance, and detection. In typical interconnection networks, routing decisions must be taken in a few nanoseconds. The most practical way to deal with deadlocks is to prevent them by designing deadlock-free routing functions. This has been a fruitful research area for many years [3] , [4] , [5] , [6] , [7] , [8] .
This research has lead to a search for generic conditions ensuring that a routing function is deadlock-free [2] , [9] , [10] , [11] , [12] , [13] . Dally and Seitz defined a necessary and sufficient condition for deterministic routing functions [1] . Duato was the first to define a sufficient condition for adaptive routing [9] . Fleury and Fraigniaud extended his result to a broad class of routing functions [11] . Schwiebert and Jayasimha present a condition that is both necessary and sufficient [10] . Taktak et al. were the first to present a sufficient condition that can be checked automatically in polynomial time [12] . Their condition is logically equivalent to Duato's one.
Duato's condition was a breakthrough. Intuitively, deadlocks are associated with circular dependencies. Duato's condition proved that adaptive routing functions can be deadlock-free even with cyclic dependencies. This enabled the design of highly efficient routing algorithms. This was also counterintuitive. Duato's condition is complex. It is difficult to understand and to apply. Its proof is far from trivial. Moreover, Duato's condition is only sufficient, as it identifies false deadlocks, i.e., deadlocks where channels contain flits of several messages [13] .
In this paper, we define a new necessary and sufficient condition for deadlock-free routing in wormhole networks. This new condition is simpler than Duato's one. It involves less concepts, is easier to prove, and has less assumptions. Duato's theory involves an extended dependency graph which contains four different types of edges, whereas our condition uses the regular dependency graph. Our proof is substantially smaller and easier to understand. This is due to the fact that we prove the contrapositive theorem, i.e., we construct a deadlock configuration instead of a deadlockfree network. Our condition applies to incoherent routing functions which was considered an open problem.
A static condition does not consider the dynamic evolution of the network. It does not consider configurations, i.e., states of the network at a given time. Our condition is static as it solely depends on the dependency graph. This graph can statically be computed from a specification of the network topology and the routing function. To the best of our knowledge, our condition is the first static one.
The benefit of a static condition is that it is easier to discharge. Even for a small network, analysis of all possible injection sequences and all possible configurations that are reached during the evolution of such an injection sequence can be impossible. In contrast, Dally and Seitz' static condition can be discharged just by computing the dependency graph and searching for cycles.
We have mechanically proven our condition in the ACL2 Theorem Prover [14] . Proofs over wormhole networks are often complex and require many subtle definitions. An error in the typing of the routing function lead to a counterexample to Dally and Seitz [15] . Both Duato's and Taktak's conditions were initially considered both necessary and sufficient. In both cases, a small discrepancy in one of the definitions has led to a counterexample [13] . We present new definitions of deadlock and configuration. Mechanical verification enabled us to create a completely correct proof and precise definitions.
Livelock occurs when the routing function sends one message into a cycle. Both Duato's and Taktak's conditions assume that the routing function ensures that the network is livelock-free. They assume that the routing function cannot send one message into a cycle. However, a network can be livelock-free even if the routing function is not, i.e., even if the routing function can send a message into a cycle. Our condition separates the proof of deadlock freedom from the proof of livelock freedom and enables the validation of such networks.
Consider a deadlock-free fully adaptive network, where a message can make a loop in the network. Each message has a decrementing counter in the header representing the time it can spend in the network. When this counter has reached zero, the message takes a deterministic minimal route toward its destination. The fact that this network is livelock-free is due to the selection function, which selects the next hop based on the counter. It is not due to the routing function, which allows messages to get into cycles. Our condition is the first one that can be used to prove that such networks are deadlock-free.
As opposed to our condition, Duato's condition holds for coherent routing functions only. In Section 3, we provide more details on coherency. We provide Duato's example of an incoherent routing function and prove it correct with our condition. Up to now, a static necessary and sufficient condition for incoherent routing functions has been a theoretical open problem [16] .
It is only recently that practical algorithms have been proposed to automatically discharge conditions for deadlock-free routing. As cycle detection can be done in linear time [17] , a linear decision procedure to discharge Dally and Seitz' condition can be easily obtained. Taktak et al. were first to propose a polynomial algorithm to check a sufficient condition for adaptive routing functions in wormhole networks. They recently claimed that their polynomial algorithm checks a necessary and sufficient condition as well [12] . Moreover, a linear-time algorithm has been proposed for solving a similar condition for store-andforward networks [18] . It seems that the time complexity of deciding deadlock freedom (DF) in interconnection networks is polynomial. In the supplementary material, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TPDS.2011.60, we show that DF is co-NP-Complete for wormhole networks. We provide a counterexample to Taktak's polynomial algorithm.
A NECESSARY AND SUFFICIENT CONDITION
In this section, we first introduce our network model and our condition informally. After that, we provide a formal model, a formal definition of our condition, and a formal proof that our condition holds if and only if there exists a deadlock configuration in the formal model.
Network Model
An interconnection network consists of processing nodes connected by channels. All processing nodes can generate messages of any size destined for any other node.
Each node consists of ports and a central switch (see Fig. 1 ). The switch contains the routing function. Each node has a local in-and out-port for injecting and removing messages from the network. We assume that if a message arrives at its destination node, it will eventually be consumed. This implies that a node never sends messages destined for itself.
In wormhole networks, the atomic unit handled by channels is a flit. When a message is injected in the network, it is decomposed into flits. Typically, there is a header flit followed by a sequel of data flits. The end of the message is marked by a tail flit. For simplicity, we do not distinguish between data flits and the tail flit. We refer to all of them as the tail or tail flits. Only the header flit contains information on the destination of the message. The header flit advances along the route specified by the routing function, while the tail follows in a pipeline fashion.
Each channel has a certain fixed capacity to store flits. A channel can store flits belonging to at most one message. Only an empty channel can accept a header flit. The header flit and the tail block header flits of other messages.
An adaptive routing function determines which routes a message can take to its destination. At each intermediate node, the information in the header flit is analyzed and used to compute a set of next hops. We consider memoryless routing, where the set of next hops depends only on the current location of the header flit and the destination of the message. When multiple next hops are available, a selection function selects one of the possible next hops. The selection function has no influence on deadlock freedom [2] and will not be mentioned any further. A configuration is an assignment of flits to channels. A legal configuration is a configuration that satisfies the following properties:
1. The capacity of each channel is not exceeded.
2.
If there is a flit in the channel, the channel is supplied as next hop from the source of the channel for the destination of that flit. 3. Each channel contains flits belonging to one message only. 4. All tails form a connected simple path in the network. Properties 3 and 4 reflect the fact that only an empty channel can accept a header flit. Note that a channel containing flits of message m cannot even accept the header flit of m. This ensures that the flits occupied by a worm constitute a simple path.
A reachable configuration is a configuration that can be reached from the empty network. For the particular case of memoryless routing functions, a legal configuration is also reachable. This is formally proven in Lemma 1 in Section 2.5. A deadlock configuration is a nonempty reachable configuration that is legal and satisfies the following properties:
5. There is no header flit that has arrived at its destination. 6. For all header flits, all next hops are unavailable. 7. For all tail flits, the next channel of its worm is filled completely. In a deadlock configuration, no message has arrived at its destination. As for each message the next hops are unavailable, no header flit can advance. No tail flit can advance, as the tails are filled completely. Fig. 2 shows a legal and an illegal deadlock configuration. The legal configuration contains three messages. Message 1 is destined for node A. It is blocked by Message 2 that holds channel c 1 . This channel is the only channel leading from channel c 4 to node A. Message 2, destined for node A as well, is blocked by Message 3. Message 3, consisting of one flit only, is blocked by Message 2.
Intuition behind Our Condition
The illegal configuration violates the property that in wormhole networks a channel contains flits of at most one message. Channel c 3 contains flits of Messages 1 and 2. We call a path that can be filled with a worm a dependency path. A deadlock can only be constructed using pairwise disjoint dependency paths. Our condition requires a pairwise disjoint set of paths to form a deadlock. Fig. 3 shows a legal configuration that is not in deadlock. As in Fig. 2a , there are three messages. Messages 2 and 3 are blocked. Message 1 is not blocked, as it can now use the new channel c 8 to advance toward its destination. It can escape the congested area. Our condition requires the absence of escapes to form a deadlock.
An empty channel leading out of the congested area is not necessarily an escape. First, the channel must be reachable from the head of the worm. Second, the escape must be supplied by the routing function for the destination of the worm. The tail flits follow the header flit and therefore they cannot use an escape channel. Fig. 2a shows a deadlock configuration, even though there is an escape for the tail flits in channel c 1 . Consider the network in Fig. 3 . If channel c 8 is not supplied for destination A, then it cannot be used as an escape for Message 1.
Our condition states that the absence of escapes for some pairwise disjoint set of dependency paths is necessary and sufficient to create a deadlock, or contrapositively: Condition 1. A wormhole network is deadlock-free if and only if there exists an escape for all pairwise disjoint sets of dependency paths.
Example. Consider the network in Fig. 4a . The routing function is defined as follows: if a message arrives at its destination, store it. Otherwise, always supply channel X, Y , or Z. Z 0 and evacuate the network. If there is a blocked header flit in channel Z then there is at least one other header flit in X or Y , which will eventually evacuate the network. No deadlock can occur.
We prove the network deadlock-free with our condition. Fig. 4b depicts the channel dependency graph. This graph has as vertices as the channels of the network. There is an edge between two channels if there is a dependency between them. For example, the routing function supplies channel Z for a message in channel Y with destination 2. Thus, a message in channel Y can wait for a message in channel Z. There is a dependency, caused by destination 2, from channel Y to Z. This is represented in the channel dependency graph as an edge from Y to Z labeled with destination 2. Fig. 4b shows a pairwise disjoint set of three paths. Both channels Y 0 and Z 0 are escapes: they are both not included in the paths but reachable from the head of a path. Fig. 4c shows another pairwise disjoint set of paths. However, as the right path has no outgoing dependency at all-for destination 0-trivially this set has an escape. If there are no outgoing dependencies, then the message cannot wait for any channel and arrives at its destination. This corresponds to a worm occupying channel Z and X and arriving at its destination 0. There are two more sets of paths similar to Fig. 4c . One set has two paths XY and Z and one set has two paths Y Z and X. All sets have an escape and the network is deadlock-free.
Formal Definitions
Definition 1. An interconnection network is a directed multigraph ðN; CÞ. The vertices N are the processing nodes of the network. The arcs C represent the set of channels.
Given a channel c i , let s i and d i denote the processing nodes at, respectively, the source and the end of the channel. Channel capacity is expressed in the number of flits it can store. Function cap : C 7 ! IN þ returns the capacity of each channel.
Definition 2. An adaptive routing function R : N Â N 7 ! PðCÞ supplies a set of channels to send a message from its current node to its destination. That is, channel c j can be used immediately after channel c i for a message destined for some node d.
Definition 4.
Given an interconnection network I and a routing function R, the dependency graph G dep is defined as a directed graph G dep ¼ ðC; E dep Þ. The vertices of G dep are the channels of I. The arcs are the pairs of channels ðc i ; c j Þ such that there is a dependency from c i to c j .
Given function E dep , we define overloaded function E dep : N Â N 7 ! PðCÞ as follows:
Given extra argument d, function E dep returns the set of d-neighbors, i.e., the set of dependencies caused by destination d.
Definition 5.
A configuration is an assignment of flits to channels. The set of flits stored in channel c in configuration is given by ðcÞ.
We introduce several functions on channels. Given a configuration , let hdðc; Þ return true if and only if there is a header flit in channel c, and let tlðc; Þ return true if and only if there is a tail flit in channel c and no header flit. Furthermore, let destðc; Þ denote the destination of the flits in channel c, if any. Let, if there is a tail flit in channel c, nextðc; Þ return the next flit in the worm of the message of the tail flit in c. Let !ðc; Þ return true if and only if all flits in channel c belong to the same message.
A configuration is associated with a set of injected messages :M. Let cðm; Þ return a list of channels occupied by message m in configuration . This list contains the channels in order, i.e., the first element of the list is the channel occupied by the last tail flit and the last element is the channel occupied by the header flit. For example, given the configuration in Fig. 2a, cð2 ; Þ ¼ ½c 1 ; c 3 ; c 5 ; c 2 . We omit if it is clear from the context. Given a list l, let l½i denote the ith element of the list. 
A worm is valid if its channels constitute a continuous simple path supplied by the routing function for some destination. The path must be continuous to guarantee that the configuration is legal. The path must be simple, since a channel can only accept flits if it is empty. 
These seven properties correspond to the seven properties mentioned in Section 2.1.
is a set of channels c 0 c 1 . . . c k , with k ! 0 such that c 0 2 Rðs 0 ; dÞ
A d-path is a simple path in the channel dependency graph for messages destined for destination d. We denote a set of d-paths
. We denote the last element of a d-
By definition, function cðmÞ always produces a d-path from a legal configuration. 
Formal Condition
A network is deadlock-free if and only if for all pairwise disjoint sets of d-paths there is one path whose head leads to an escape. Theorem 1 is a formalization of Condition 1.
Proof
We first state Lemma 1 that shows that all legal configurations are reachable. Lemma 1. For any routing function R : N Â N 7 ! PðCÞ, any legal configuration is also reachable.
Proof. This proof is a verbatim copy of Duato's proof in [2] . As the routing function has no memory of the path followed by each message, we can consider that a message occupying a single channel was generated by the source node of that channel. For a message occupying several channels c 1 ; c 2 ; . . . ; c k where c k contains the message header, we can consider that the message was generated by the source node of c 1. As the paths are pairwise disjoint, no buffer capacity in is exceeded. 2. Since each path is continuous and since the first channel in the path is supplied from the source of that channel for destination d, all filled channels are supplied from their source node for their destination. 3. As the paths are pairwise disjoint, each channel is filled with flits belonging to one message only. 4. As the worms are built from dependency paths, they are valid worms. 5. As the head of each path has at least one dependency neighbor, no message arrives at its destination. 6. As all d-neighbors are included in the union of Å ? and as each channel in each path in Å ? is filled, no header flit has an available next hop. 7. As all channels are filled completely, no tail flit can advance. t u Theorem 1 follows directly from Lemmas 1 and 2.
Discussion about Our Condition
An important part of the proof effort consisted of getting the definitions right, in particular Definition 7. All previous papers [1] , [2] , [10] , [11] , [12] omit properties (3) and (4). They are essential for legal configurations of wormhole networks. For instance, it has recently been shown that this omission makes Duato's condition [2] only sufficient and not necessary [13] . In the supplementary material, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TPDS.2011.60, we show that property (3) makes the deadlock decision problem co-NP-complete. Although Definition 7 is correct, it can be simplified. Property (7) states that all tail flits of a deadlock configuration must be blocked. We prove Lemma 3 that states that the existence of a deadlock configuration with all tail flits blocked is equivalent to the existence of a deadlock configuration where tail flits can make progress. The intuition is that from a deadlock configuration where tail flits can still move, one can fill all channels with flits so that all channels are full. This produces a legal deadlock configuration which is by Lemma 1 also reachable.
We call a configuration that satisfies all properties of Definition 7 except for property (7) deadlock-equivalent, notation ðÞ.
Lemma 3. For any routing function R : N Â N 7 ! PðCÞ, the existence of a deadlock-equivalent configuration is logically equivalent to the existence of a deadlock configuration.
Proof. ð¼)Þ Consider a deadlock-equivalent configuration . We show there exists a legal and reachable deadlock configuration 0 . Construct 0 by filling all channels with the exact same worms as in , but with all channels filled completely. Thus, some worms in 0 may consist of more flits than they originally consisted of in . Since satisfies properties (1) through (6), configuration 0 does as well. Furthermore, 0 satisfies property (7) as all resources are filled completely. Since routing is memoryless, by Lemma 1, configuration 0 is also reachable. ð(¼Þ Take ¼ 0 . Since properties (1) through (7) hold for 0 , properties (1) through (6) hold for 0 as well. t u
Our condition is static. This is only due to Lemma 1. Without this lemma, a check is needed whether the configuration is reachable. This requires a dynamic analysis. It is this lemma that forces us to assume that routing is memoryless. For other types of routing functions there is, to the best of our knowledge, no similar lemma, i.e., no set of static constraints that ensure a reachable configuration.
As mentioned in the introduction, defining and proving a necessary and sufficient condition for wormhole networks is complex and error-prone. Almost all previous conditions are flawed. To improve the confidence in our condition, we formally define and prove it using an automated proof assistant.
Automated proof assistants-or interactive theorem provers-have been designed to mechanically check formal and detailed proofs. Their development and application in various domains are active research fields. They are used in projects about formalizing mathematics (e.g., the FlySpeck project [19] ) or in the verification of hardware and software designs (e.g., microprocessors [20] , [21] , [22] , floating point units [23] , [24] , [25] , [26] , on-chip networks [27] , operating systems [28] , and entire computing systems [29] ). The most popular tools are ACL2 [14] , Isabelle [30] , PVS [31] , Coq [32] , HOL [33] , and HOL-Light [34] .
We have mechanically proven Lemma 2 using ACL2 and a formal theory of network architectures-called GeNoCexpressed in the ACL2 logic. ACL2 stands for "A Computational Logic for Applicative Common Lisp." It denotes a programming language, a first order logic, and a mechanical reasoning engine for that logic.
GeNoC [27] , [35] stands for a "Generic Network-onChip." It provides generic definitions of network constituents and a generic network model-i.e., network simulator-combining these constituents. The constituents are the routing function, the switching method, the topology, and the data-link layer. The simulator is a recursive function that takes as input a list of messages to be sent and an initial network state. At each recursive calls, it routes messages and whenever possible advances messages by one hop. Recursion stops either when there are no messages left in the network or the network is in a deadlock state. Our condition is formalized as a separate definition and we prove that our condition holds if and only if the GeNoC definition of deadlock holds. Once it has been proven that no deadlock is possible, proving that the simulator always terminates proves liveness of the network [36] .
Details about our ACL2 formalization are available online.
1 Details about our formalization of a condition for deterministic routing functions or a condition for adaptive packet-switched networks can be found in previous publications [15] , [37] .
RELATION TO DUATO
Duato's Condition
Duato defined a sufficient condition for adaptive deadlockfree routing. He formalized the notion of escapes using the concept of a routing subfunction. Duato proved that if it is possible to restrict a routing function in such a way that the corresponding dependency graph-called the extended dependency graph-becomes acyclic, the routing function is deadlock-free. The resulting routing subfunction must still be able to route any message to any destination, i.e., it must still be connected.
Condition 2. An interconnection network with adaptive routing function R is deadlock-free if there exists a connected routing subfunction R 1 with an acyclic extended dependency graph.
Consider the channel dependency graph in Fig. 5a . The dependency graph contains a cycle. This indicates the existence of a circular wait in the network. There is an adaptive point where a message can either escape the cycle or be routed into the dependency cycle. At this point, the circular wait can be resolved, as a message can escape the cycle. The cycle is not sufficient to create a deadlock.
It is possible to restrict the routing function in such a way that the extended dependency graph becomes acyclic. Namely, if the routing subfunction supplies the escape channel only and restricts the use of the channel leading into the cycle. Fig. 5b gives the corresponding acyclic extended dependency graph. If there exists a connected routing subfunction with an acyclic extended dependency graph, then the original routing function is deadlock-free.
When the routing subfunction restricts the use of a channel, this does not mean that the channel is not used by the original routing function. Consider Fig. 5c . Say the routing subfunction restricts the use of channel B, making the extended dependency graph acyclic. However, as channel B is supplied by the original routing function, a worm might occupy channels A and B simultaneously. Then, the escape for channel A cannot be used as the tail flits in channel A follow the header flit in channel B. The cycle must have another escape.
In this case, progression of the message in channel A depends on the message in channel C. The extended dependency graph must reflect this dependency. Duato introduces indirect dependencies. If there is a d-path of channels not supplied by the routing subfunction, then there is an indirect edge, see Fig. 5d .
Duato's theorem involves two other types of edges: cross direct and cross indirect edges. As we do not require them in this section, we will provide no further details. For a more extensive introduction to Duato's theorem, we refer to Duato's papers [2] , [16] .
Relation to Our Condition
We will show that if Theorem 1 identifies a deadlock, Condition 2 does as well. However, Condition 2 identifies false deadlocks. The other direction cannot be shown.
Assume a set S which is the union of a set of d-paths for which no head has an escape. Fig. 6a gives an example. We show that any connected routing subfunction R 1 has a cyclic extended dependency graph. First, we show this for the unrestricted routing function R. Let be the d-path starting in channel A. Channel B is a d-neighbor of the head of . In the dependency graph, there is a path of dependencies from channel A to B. As S has no escape, channel B is again member of some d 0 -path. Thus, there is another path of dependencies from B to a channel C in another d 00 -path, and so on. As S has no escape, the paths of dependencies will eventually lead into one or more cycles, see Fig. 6b .
These cycles cannot be broken by restricting the routing function. The routing subfunction can be restricted either 1) inside some d-path, 2) at the head of a d-path, or 3) none of these.
First, say the routing subfunction restricts routing inside a d-path. This may break such a path into pieces. However, since a d-path consists of dependencies created by the same destination only, any hole in the path will be bridged by an indirect edge. Thus, the cycle remains intact. Fig. 6c shows an indirect edge in a d-path. Second, say the routing subfunction is restricted at the head of some d-path, e.g., say the routing subfunction restricts routing in channel F to use channel E only. This breaks dependency ðF ; BÞ but does not break all cycles. As S has no escape, all dependencies at head F caused by destination d lead back to S. This means that to break all cycles, all these dependencies must be broken. In the example, this means that both dependencies ðF ; EÞ and ðF ; BÞ must be broken to break all cycles. This is not possible as the routing subfunction must be connected.
Last, restricting the routing function outside of the dpaths will not break any of the dependency cycles.
Assume the existence of a set of d-paths without an escape, there is no connected routing subfunction with an acyclic extended dependency graph. The other direction does not hold necessarily. A cycle in the extended dependency graph can be translated to a set of d-paths, but as it is unknown what channels are needed to fill an indirect dependency, the paths are not necessarily pairwise disjoint.
Duato's theorem only holds for coherent routing functions. Duato provides an example of an incoherent deadlockfree routing function that cannot be proven deadlock-free with his theorem [2] . We provide this example and prove it deadlock-free with Theorem 1.
Let be some path from channel A to B that can be established by the routing function for some destination d. This routing function is incoherent. There is a path c H1 c B2 c A1 c H2 supplied for destination 3. However, the subpath c H1 c B2 is not supplied for destination 1. The network is deadlock-free but cannot be proven deadlockfree with Duato's theorem. For more explanation on this example, we refer to [2] . Fig. 7b shows the dependency graph. The edges are labeled with the destinations causing the dependencies. We show that there is no pairwise disjoint set of paths where no header has an escape. Assume such a set of paths. We proceed by contradiction.
We first show that channel c B2 must be the head of a path and that channels c A1 and c H1 must be included in the tails of some paths. Channel c H2 must be empty as it has no neighbors. Channels c A1 and c H1 cannot be heads as otherwise channel c H2 is an escape. Thus, there are only two possible channels which can be at the head of a path: c H0 and c B2 . Channels c A1 and c H1 must be included in the tails of some paths since otherwise they would be escapes for both c H0 and c B2 . Channel c B2 must be the head of a path since otherwise the paths containing c A1 and c B2 have no heads.
Thus, channel c B2 is the head of a path and channels c A1 and c H1 are included in the tails of some paths. Here, we have arrived at a contradiction. Channel c B2 can be the head of at most one path. This path must contain both c A1 and c H1 . This cannot be done without the worm intersecting itself, e.g., path fc A1 c B2 c H1 c B2 g is a path with its head in c B2 that contains channels c A1 and c H1 . However, this path intersects itself.
There is no pairwise disjoint set of paths where no head has an escape. By Theorem 1, the network is deadlock-free.
Note that there exists a set of d-paths where no header has an escape. Consider the set of paths fc A1 c B2 ; c H1 c B2 g, both drawn in Fig. 8 . For this set of paths, no head has an escape. It is, however, not a pairwise disjoint set of paths.
RELATION TO SCHWIEBERT AND JAYASIMHA
Schwiebert and Jayasimha's Condition
Schwiebert and Jayasimha defined a necessary and sufficient condition for deadlock-free routing.
Condition 3. A routing function R is deadlock-free if and only if R is wait-connected for some subgraph S and S has no True Cycles in the waiting graph.
Condition 3 depends on the waiting graph. The waiting graph has as vertices as the channels of the network. There is an edge between two channels A and B if B is a waiting channel for A, i.e., if a blocked message in A can wait for channel B to become available. Channels A and B do not necessarily have to be topological neighbors: if a worm occupies multiple channels, among which channel A, and waits for channel B then B is a waiting neighbor of A.
Consider the network in Fig. 9a . Channels c 0 to c 3 all are waiting neighbors of each other. Channel c 4 is a waiting neighbor of channels c 0 to c 3 . Fig. 9b gives the corresponding waiting graph.
To discharge Condition 3, one needs to selectively remove waiting edges until an acyclic subgraph is obtained. The subgraph must remain wait-connected, i.e., each channel must have at least one waiting channel. If there is an acyclic wait-connected subgraph, then the routing function is deadlock-free.
An edge in the waiting graph may span multiple channels. Given a cycle of waiting edges, there might not be a reachable configuration filling all channels corresponding to the waiting edges. For example, two edges may share a channel, in which case they can only be filled by intersecting worms. Cycles which can(not) be filled are called True Cycles (False Resource Cycles). A network is deadlock-free if and only if there is a wait-connected subgraph S that contains no True Cycles.
Dynamic versus Static
Condition 3 is a necessary and sufficient condition for deadlock-free routing. It is defined for a broad class of routing functions. The routing function need not to be memoryless, i.e., routing functions of type C Â N 7 ! C are supported. Also, it allows routing functions to make a distinction between blocked messages and messages that are not blocked. Such routing functions allow more flexibility when messages are not blocked, which can prevent deadlocks.
However, Condition 3 is a dynamic condition. It does not only depend on a static graph, but also on configurations. In order to determine whether a cycle in the waiting graph is a True Cycle, it must be determined whether there is some reachable configuration that fills the cycle. Note that since routing is not necessarily memoryless, a legal configuration is not necessarily reachable. Thus, analysis of injection sequences of messages is required to distinguish True Cycles from False Resource Cycles [16] . Schwiebert and Jayasimha provide an algorithm which performs this analysis, but this algorithm is exponential [10] .
As Condition 3 is dynamic and defined for different types of routing functions, we do not further relate this condition to ours.
5 RELATION TO TAKTAK ET AL.
Taktak's Condition
Taktak et al. defined a sufficient condition for deadlock-free routing [12] . Furthermore, they created an algorithm checking this condition in polynomial time. Their condition depends on a labeled dependency graph. A channel is labeled with destination d if a message destined for d can occupy the channel. Taktak et al. define a tagging condition and prove that if all labels can be tagged, the network is deadlock-free.
Definition 10. A label l of a node v is tagged if and only if for all successors of v which owns l as label, l is tagged, and there is at least one successor of v having all its labels tagged.
Condition 4.
An interconnection network is deadlockfree if there is at least one label of one channel that cannot be tagged.
Consider the cycle in Fig. 10 . Say, we want to determine whether label l 0 can be tagged for channel A. This recursively depends on the next channel on the cycle. During this process, visited channels are assumed to be untagged. Eventually, label l 1 must be tagged for channel B. In order to tag label l 1 for channel B, a neighbor is required which has all its labels tagged. This cannot be neighbor A, as A has already been visited and thus label l 0 is considered untagged. The only way to tag label l 1 for channel B is to have an unvisited escape channel C where all labels, including label l 1 , can be tagged.
If C again leads into a cycle, than this cycle must again have an unvisited escape in order to get labels tagged. In a deadlock-free network, all cycles will eventually be escaped and all labels will be tagged.
Relation to Our Condition
We show that any deadlock identified by Theorem 1 is identified as a deadlock by Condition 4. The reverse does not hold, as Condition 4 identifies false deadlocks. For an example, we refer to the supplementary material, which can be found on the Computer Society Digital Library at http:// doi.ieeecomputersociety.org/10.1109/TPDS.2011.60.
Consider again the pairwise disjoint set of d-paths in Fig. 6a . Let the tagging start in channel A. Tagging of A recursively depends on the next channel in the path. Arriving at channel F , both channel B and E must be tagged. The tagging of B eventually leads to D and thus into a cycle. This cycle has an unvisited escape, namely channel E. This path also leads into a cycle. Since S has no escape, eventually all paths will lead into a cycle and thus eventually there will be no unvisited escape. The result is that for each channel in a d-path destination d cannot be tagged. Any deadlock identified by Theorem 1 is identified as a deadlock by Condition 4.
CONCLUSION
We have defined the first static necessary and sufficient condition for deadlock-free adaptive routing in wormhole networks. Our condition only uses the regular dependency graph which can be statically computed from a specification of the routing function and the network topology. We formally proved it correct using an automated theorem prover. We showed that it subsumes all previous conditions. Second, we proved that deciding deadlock freedom of adaptive routing functions in wormhole networks is co-NPcomplete. This is shown by a reduction from the set packing problem. In contrast, deciding deadlock freedom of deterministic functions or adaptive functions in store-andforward networks can be done in linear time. The cause is subtle but essential: worms necessarily do not intersect.
Our condition is simpler than previous ones. It involves less concepts and requires less definitions. It is intuitive and easier to understand. Its proof is also simple, and therefore more convincing. We have mechanically proven our condition correct. This ensures correctness with a high degree of confidence. The mechanical proof enabled us to create accurate and correct formal definitions. Most notably, this paper contains the first correct formal definition of deadlock in wormhole networks.
Finally, our condition has less assumptions, widening its applicability. It is the first static condition which can be applied to incoherent routing functions. Also, it can be applied to routing functions which can send messages into a cycle. Effectively, this separates the proof of deadlock freedom from the proof of livelock freedom.
Removing property (b) of Theorem 1 makes our condition only sufficient. Our current work focuses on defining an algorithm to check this sufficient part of our condition. Finding an algorithm checking a necessary and sufficient condition for wormhole networks is still an open issue.
Our condition is static because legal configurations are reachable (Lemma 1). This only holds for memoryless routing functions. Defining a set of static constraints which ensure a reachable configuration for other types of routing functions is still an open problem.
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