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5Abstract
The recent turbulence in financial markets, of which a famous casualty is the collapse of the
Long Term Capital Management hedge fund, has made market liquidity an issue of high
concern to investors and risk managers. The latter group in particular realised that financial
models, based on the assumption of perfectly liquid markets where investors can trade large
amounts of assets without affecting their prices, may fail miserably under the circumstance
where market liquidity vanishes. Understanding the robustness and reliability of models
used for trading and risk management purposes is therefore crucially important in the risk
analysis.
Part I of this thesis studies liquidity risk and its measurement via mean reversion jump
diffusion processes. An efficient Monte Carlo method is suggested to find approximate
VaR and CVaR for all percentiles with one set of samples from the loss distribution, which
applies to portfolios of securities as well as single security.
Part II investigates the computational efficiency and flexibility of application of the
FFT-based option pricing methodologies. First, an empirical testing of alternative two-
factor stochastic volatility affine jump-diffusion models is conducted against an extensive
S&P 500 index options data set, using a nonlinear ordinary least squares estimation frame-
work. It is then shown how the two-dimensional FFT may be applied for the pricing of
spread options, which have payoff functions and exercise regions that are nonlinear in the
underlying log-asset prices. Furthermore, a non-affine four-factor stochastic volatility dif-
fusion model is considered and an approximate CCF specification derived.
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Part I
Jump Liquidity Risk and its Impact on
Conditional Value-at-Risk
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Chapter 1
Introduction
Liquidity risk is the risk of loss arising from the cost associated with liquidating a position,
and arises where markets are less than perfectly liquid. Issues surrounding liquidity risk
and its measurement have been brought to the fore by some extreme events such as the 1997
East Asian financial crisis, the 1998 Russian crisis, and, on its current trajectory, the 2007
sub-prime mortgage crisis. The de´bacle of the Long-Term Capital Management (LTCM)
hedge fund in September 1998, caused by the crises in both Southeast Asia and Russia, is
probably the most vivid illustration of such events that has demonstrated that the ignorance
of the liquidity effect on mathematical modelling can lead to disaster. This motivates us to
develop the machinery needed for modelling liquidity and measuring its risk.
The concept of liquidity can be applied either to markets or to firms. Liquidity of
firms refers to their ability to maintain a prospective equilibrium between cash inflows and
outflows, which ensures smooth coverage of payments on the firms’ liabilities. Failing
to do so results in what is known as “funding risk”. Funding risk is not addressed here
(interested readers are directed to Basel Accord (2006) [9] for a recent analysis), our focus
is on liquidity in financial markets, that is, market liquidity.
Market liquidity is an elusive and multi-faceted concept. In the academic literature
market liquidity is usually defined in terms of the bid-ask spread and/or the transaction
cost; whilst from a practitioner’s view market liquidity often represents the ease with which
a participant can enter and exit the market for a given block of securities. Although there
is no universally agreed definition of what liquidity is, it is commonly characterised and
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quantified by the following three properties1: 1) tightness, which denotes how far quotes
and transaction prices diverge from mid prices, and is generally measured by the bid-ask
spread, 2) depth, which is defined as the volume of transactions without affecting prevailing
market prices, or the amount of orders on the order books of market makers at a given time,
and 3) resiliency, which refers to the speed at which price fluctuations resulting from trades
are dissipated, or the speed at which imbalances on the order flows are adjusted. Reduced
tightness, greater depth and greater resiliency imply a more liquid market.
Given the multidimensional nature of the liquidity concept, it is not surprising to see
the difficulty involved in modelling liquidity effects. Let us now consider a situation where
an investor wants to liquidate a large position. In the case where the position is thinner than
the market depth, which implies a liquid market, the investor only needs to pay the quoted
half-spread that is fixed by market makers to trade. The (realised) trade price per unit in
the position is hence the current mid price minus the quoted half-spread, called the best
bid. However when the market is illiquid, that is, there are not enough bid orders to absorb
the total amount of the shares owned by the investor in the market, the position can not
be liquidated fully to the best bid. After filling in the market depth, the investor is forced
to sell the remaining shares at a lower price than the best bid because the next best offer
from a counterparty to buy shares is offered at a lower price. A qualitative illustration of
this situation can be found in figure 1.1 below. The investor thus faces a risk of loss per
share from selling due to the lack of liquidity. As a result, there is a price discrepancy
between the asset price at the time when a large order is placed and at the time when the
order is executed. The difference between these two prices is called the liquidation cost.
The liquidity risk refers to the loss stemming from costs of liquidating a position.
To manage the liquidity risk a good risk measure is needed to account for the impact
of the liquidity shock on tradable securities and portfolios. Value at Risk (VaR) is the
most popular market risk measure used in practice, which estimates the potential loss of a
1These three attributes of market liquidity were first described by Kyle (1985) [49]. Since then, other
literatures (see, e.g., Lybek and Sarr(2002) [56]) have suggested that two more attributes can be added. They
are immediacy reflecting the time taken to trade a volume of a certain size within a given price interval,
and breadth meaning that orders are both numerous and large in volume with minimal impact on price of
individual trades, respectively. Without loss of generality, we only consider three most common aspects in
this thesis.
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Figure 1.1: Liquidity risk on the bid side
financial instrument at a certain level of probability and for a given period of time. How-
ever, VaR ignores the liquidity component and can seriously underestimate the potential
loss if the loss distribution is fat tailed. This is because VaR takes the value of the least
loss among all possible losses if an event of a given probability does occur. To overcome
the underestimation of the potential loss VaR is often adjusted in an ad hoc fashion either
by lengthening the holding period or by magnifying the VaR calculated with the desired
holding period. A different risk measure that addresses the shortcoming of VaR is the con-
ditional VaR (CVaR). Unlike VaR in predicting the potential loss CVaR uses the average
loss among all possible losses, which provides a more realistic loss estimation if an unex-
pected “bad” event occurs in a fat tailed environment. CVaR is also a coherent risk measure
whereas VaR is not (for more on this see Artzner et al. [1]).
It is often difficult to compute directly the VaR and CVaR from their definitions as
VaR requires to solve a nonlinear equation and CVaR to integrate over the tail distribution,
especially when the closed-form expression of the loss distribution is unknown or is too
complicated. Rockafellar and Uryasev [58] suggest a viable method for the computation
of VaR and CVaR by formulating a convex minimisation problem in which the minimum
value is the CVaR and the left end point of the minimum solution set gives the VaR. The
resulting optimisation problem can be easily solved in two steps by first generating samples
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of the loss distribution and then solving a large linear programming (LP) problem which
gives the approximate VaR and CVaR. The same formulation can also be used to find the
minimum CVaR portfolio.
In part I we focus on the loss of the realised value (bid-price) of a tradable security. We
define the bid-price as the product of the mid-price and the liquidity discount factor, both
follow some stochastic processes. To highlight the key point and simplify the discussion,
we assume that the mid-price follows a geometric Brownian motion (GBM) process, the
liquidity discount factor follows a mean-reversion jump diffusion process, and two pro-
cesses are independent of each other.
There are two main contributions in part I. The first contribution is that it provides an
explicit solution to the LP problem of Rockafellar and Uryasev [58] with the following
advantages:
1. approximate VaR and CVaR can be computed by simply generating samples of the
loss distribution and no optimisation is needed;
2. VaR and CVaR of any percentile can be computed within a given set of samples of
the loss distribution;
3. it works for both a single security and a portfolio of securities as long as the joint
distribution of security losses is known (see [21] for more details);
4. it opens up other optimisation methods (e.g., the augmented Lagrangian method)
to find the minimum CVaR portfolio in supplement to the nonsmooth optimisation
method or the large-scaled LP method.
The second contribution is that it defines liquidity-adjusted VaR (LVaR) and liquidity-
adjusted CVaR (LCVaR) for market risk of tradable securities when there exists jump liq-
uidity risk. It shows that the conventional VaR and CVaR for the mid-price of a security can
seriously underestimate the potential loss, especially over a short period such as one day,
and can result in substantial loss if a “bad” rare event occurs. This partially explains the
difficulty those hedge funds had to meet margin calls by unwinding the position when liq-
uidity disappeared. The implication in risk management is that financial institutions should
reserve sufficient liquid asset, much larger than what the conventional VaR and CVaR for
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the mid-price would have suggested, in their portfolios to withstand the potential large loss
when a jump liquidity event strikes.
Chapter 2 presents a Monte Carlo method to approximate VaR and CVaR and proposes
new definitions of LVaR and LCVaR. Chapter 3 models the liquidity discount factor with
the mean reversion OU and CIR jump diffusion processes which seem to characterise well
the general phenomenon of the liquidity risk: unpredictable sudden liquidity dry-up and
gradual recovery afterwards. Chapter 4 compares LVaRs and LCVaRs of different models
and parameters to see their effects for risk measures.
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Chapter 2
VaR, CVaR and Liquidity Risk
In this chapter we start with an introduction of the concepts of the conventional VaR and
CVaR. A simple and fast Monte Carlo method is then presented for calculating VaR and
CVaR of given percentile, without having to solve nonlinear equations and to integrate tail
expectations. The only computation involved is to generate a set of samples of the loss dis-
tribution, which is sufficient enough to calculate VaR and CVaR of all percentiles. Finally
we propose new definitions of liquidity adjusted VaR (LVaR) and liquidity adjusted CVaR
(LCVaR) for measuring market risk of tradable assets when there exists jump liquidity risk.
2.1 A Theorem on VaR and CVaR
We consider a real-valued random variable L on a probability space (Ω,F , P ) representing
the profit and loss of an investment over a fixed time horizon. Let α be a given number in
(0, 1). Then the Value-at-Risk (VaR) of L at level α is defined to be the smallest number x
such that the probability that the loss L does not exceed x is no less than α, that is,
VaRα(L) = min{x ∈ R : FL(x) ≥ α}, (2.1)
where FL(x) is the cumulative distribution function (cdf) of L, denoted by FL(x) = P (L ≤
x). The conditional Value-at-Risk (CVaR) of L at level α is defined as the conditional
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Figure 2.1: An example of a loss distribution with α-VaR and α-CVaR
expectation of L, given that L ≥ V aRα, that is,
CVaRα(L) = E[L|L ≥ VaRα(L)]. (2.2)
It should be noted that in this context we have chosen to indicate the loss with a positive
number and the profit with a negative number.
We assume that the cdf FL(x) is absolutely continuous with probability density function
(pdf) denoted by fL(x) > 0 for x ∈ R. This ensures that the cdf FL(x) is strictly increasing
in x ∈ R and has a right continuous inverse F−1L (y) := inf{y : FL(x) > y}. The equation
(2.1) can be then rewritten as follows:
VaRα(L) = F−1L (α).
Figure 2.1 above shows an illustration of VaR and CVaR, where a picture of the density
(frequency) of a loss distribution is drawn. It depicts that the α-VaR is found such that the
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area under the density on the right-hand side is 1 − α and that the α-CVaR is the mean of
the α-tail distribution of L.
To solidify the meaning of VaR and CVaR, we now consider a simple example. Let S(t)
denote the mid price of a risky asset (stock) at time t whose dynamics follow a geometric
Brownian motion process:
dSt = μStdt+ σStdBt,
where μ > 0 and σ > 0 are fixed expected rate of return and volatility of the asset process
respectively, and Bt is a standard Brownian motion. Under this expression, the process
St, 0 ≤ t ≤ T has an explicit solution of the form
St = S0e
(μ− 1
2
σ2)t+σBt , (2.3)
where S0 > 0 is the given initial asset price at time t = 0. Assume that the investor holds
a portfolio consisting of only one share of the stock and no cash. We define L, the loss of
the portfolio at time T , by
L = S0 − ST = S0(1− e(μ− 12σ2)T+σBT ).
The distribution of L is then given by,
FL(x) = P (L ≤ x) =P
(
S0(1− e(μ− 12σ2)T+σBT ) ≤ x
)
=P
(
e(μ−
1
2
σ2)T+σBT ≥ 1− x
S0
)
=P
(
σBT ≥ ln(1− x
S0
)− (μ− 1
2
σ2)T
)
=1− Φ
(
ln(1− x
S0
)− (μ− 1
2
σ2)T
σ
√
T
)
,
if x < S0, and P (L ≤ x) = 1 for x ≥ S0, where Φ(x) denotes the standard normal cdf,
defined by
Φ(x) :=
∫ x
−∞
φ(z)dz,
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whereas φ(z) := 1√
2π
e−
z2
2 represents the standard normal density function.
Hence, by the definitions of (2.1) and (2.2), the VaR and CVaR of L at α are given
respectively by,
VaRα(L) =F−1L (α) = S0
(
1− e(μ− 12σ2)T+σ
√
TΦ−1(1−α)
)
, (2.4)
CVaRα(L) =E[L|L ≥ VaRα(L)]
=
1
1− α
∫ 1
α
VaRu(L)du
=
1
1− α
∫ 1
α
S0
(
1− e(μ− 12σ2)T+σ
√
TΦ−1(1−u)
)
du
=
1
1− α
∫ Φ−1(1−α)
−∞
S0
(
1− e(μ− 12σ2)T+σ
√
Tz
)
φ(z)dz
=
1
1− αS0
(∫ Φ−1(1−α)
−∞
φ(z)dz − e(μ− 12σ2)T
∫ Φ−1(1−α)
−∞
φ(z)eσ
√
Tzdz
)
=
1
1− αS0
(
Φ
(
Φ−1(1− α))− eμT ∫ Φ−1(1−α)
−∞
1√
2π
e−
1
2
(z−σ√T )2dz
)
=S0 − 1
1− αS0e
μTΦ
(
Φ−1(1− α)− σ
√
T
)
. (2.5)
Suppose, for example, that the stock has an expected return of 20% per annum and the
volatility of the stock is 2% per day (corresponding to about 32% per year). Over a 10-
day period, the expected return is 0.20/252 × 10, or about 0.8%, whereas the standard
deviation of the return is 2
√
10, or about 6.3%. Then the 10-day 99% VaR for a portfolio
consisting of a $100 position in the stock is VaR99% ≈ 33.19 and the 10-day 99% CVaR
is CVaR99% ≈ 37.43. These figures point out that the investor can expect that, with a
probability of 99%, a change in the value of his portfolio would not result in a decrease
of more than $33.19 and of $37.43 on average during 10 days, or, in other words, that,
with a probability of 1%, the value of his portfolio will decrease by $33.19 or more and on
average by $37.43 during 10 days. This example highlights the role of VaR and CVaR in
risk management. One sees that even in an elementary artificial market setting, the risk of
the portfolio investment is significant.
The closed form expressions for VaR and CVaR shown in (2.4) and (2.5) are by no
Chapter 2. VaR, CVaR and Liquidity Risk 21
means the norm. In general there are many factors which make the direct computation of
VaR and CVaR using (2.1) and (2.2) difficult. For example, if the closed form expression of
the loss distribution of L is unknown, or the equation (2.1) is highly nonlinear. Moreover,
the definition (2.2) of CVaR is very elementary since it is only suitable for continuously
distributed loss functions. Rockafellar and Uryasev (2002) [58] elucidated a more gen-
eral definition of CVaR which allows for distribution with possible discontinuities. They
defined CVaR as the expected value of a random variable zα:
CVaRα(L) = E[zα],
where the cdf Fzα(x) of zα has the form
Fzα(x) =
0, if x < VaRα(L),(FL(x)− α)/(1− α), if x ≥ VaRα(L).
Rockafellar and Uryasev showed that CVaRα can be expressed as a convex combination of
VaRα and conditional expectation of losses strictly exceeding VaRα:
CVaRα(L) = λαVaRα(L) + (1− λα)CVaR+α (L), (2.6)
where
CVaR+α (L) = E[L|L > VaRα(L)], (2.7)
which is also known as “upper CVaR” or expected shortfall, and
λα =
FL(VaRα(L))− α
1− α , 0 ≤ λα ≤ 1. (2.8)
Similar to (2.7), another percentile risk measure, called “lower CVaR” or CVaR−, can be
defined as
CVaR−α = E[L|L ≥ VaRα(L)].
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Then, as shown in [58], the introduced risk measures satisfy the following inequality:
VaRα(L) ≤ CVaR−α (L) ≤ CVaRα(L) ≤ CVaR+α (L).
We notice that in the case where the behaviour of the random variable L can be repre-
sented by a scenario model {Li, i = 1, . . . ,M} with equally probable scenarios (that is,
probabilities πi = 1/M for all i), the concepts of VaR and CVaR acquire especially simple
and transparent interpretations. We summarise this in the following theorem whose proof
is also provided.
Theorem 2.1. Assume that there are M possible realisations L1, . . . , LM of the random
variable L with equal probabilities πi = 1/M for all i = 1, . . . ,M . Let the scenarios
of L be arranged in a non-decreasing order L1 ≤ ∙ ∙ ∙ ≤ LM , α ∈ (0, 1) be a given
percentile satisfying (1 − α)M ≥ 1, and iα be the unique integer determined by αM ≤
iα < αM + 1. Then the VaR (2.1) and CVaR (2.6) can be determined from the following
formulas, respectively,
VaRα(L) =Liα , (2.9)
CVaRα(L) =
1
(1− α)M
[
(iα − αM)Liα +
M∑
i=iα+1
Li
]
. (2.10)
Proof. For each i, the probability of L not exceeding Li is P (L ≤ Li) = i/M . It then
follows from the definition (2.1) of VaR that VaRα(L) is the smallest number Li∗ satisfying
P (L ≤ Li∗) ≥ α, which gives i∗ ≥ αM . Since (Li)i is a non-decreasing sequence and
αM ≤ iα < αM + 1 by assumption, this implies that i∗ = iα which leads to (2.9).
Note that FL(VaRα(L)) = P (L ≤ Liα) = iα/M . Then from the definition (2.8) of λα,
we have
λα =
FL(VaRα(L))− α
1− α =
iα
M
− α
1− α =
iα − αM
(1− α)M .
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Substituting it into the definition (2.6) of CVaR yields
CVaRα(L) =λαVaRα(L) + (1− λα)CVaR+α (L)
=
iα − αM
(1− α)MLiα +
M − iα
(1− α)M ∙ E[L|L > Liα ]
=
iα − αM
(1− α)MLiα +
M − iα
(1− α)M ∙
1
M − iα
M∑
i=iα+1
Li
=
1
(1− α)M
[
(iα − αM)Liα +
M∑
i=iα+1
Li
]
,
which completes the proof.
Theorem 2.1 effectively finds the VaR and CVaR of all percentiles once a set of samples
is generated and sorted; as varying iα leads to different α . When α is close to 1, the number
of samples, M , should be sufficiently large to ensure a stable result. For example, if 100
samples are generated, then CVaR is the average of the last ten sorted samples and VaR is
the ninetieth sorted sample when α = 0.9; whereas CVaR is the last sorted sample and VaR
is the penultimate sorted sample when α = 0.99, and are likely to be unstable.
2.2 Incorporating Liquidity Risk into VaR and CVaR
Although VaR and CVaR are the two most popular market risk measures used in practice
to estimate the potential loss of a financial instrument at a certain level of probability for
a given period of time; it is well acknowledged that VaR and CVaR ignore the liquidity
component and are calculated at the mid price. It will be shown later on, when numerical
results are analysed, that the conventional VaR and CVaR for the mid price of an asset can
seriously underestimate the potential loss, especially over a short period such as one day,
thus resulting in a substantial loss if a “bad” rare event occurs.
Francois-Heude and Van Wynendaele (2002) [40] give a detailed literature review on
integrating liquidity risk into VaR calculation. There are essentially two approaches. The
first one optimises the schedule of liquidation during the holding period, either with the
stochastic horizon method (Lawrence and Robinson (1997) [51]) or with the market price
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impact (induced by selling) method (Jarrow and Subramanian (1997) [45]). The second one
quantifies liquidity risk (see Bangia et al. (1999) [8], Francois-Heude and Van Wynendaele
(2002) [40]) by adjusting the conventional VaR for the mid price with the addition of the
average mid-to-bid price spread and volatility.
Our approach to remedy the defects of VaR and CVaR estimation, is to calculate VaR
and CVaR at the bid price. Compared to the other methods this is quite simple, but effective
enough to give a more realistic loss estimation in the presence of liquidity risk. Below we
present the formulations of liquidity adjusted VaR and liquidity adjusted CVaR.
Let STXT denote the discounted bid price at time T . The bid-to-mid price spread
at time T is then given by ST − STXT where 1 − XT represents the percentage cost of
illiquidity. The present value of the loss of liquidating the asset is
L = S0X0 − STXT . (2.11)
The liquidity adjusted Value-at-Risk of L at level α (α-LVaR) is defined by
LVaRα(L) = min{x ∈ R : P (L ≤ x) ≥ α}, (2.12)
and the liquidity adjusted conditional Value-at-Risk at level α (α-LCVaR) is defined by
LCVaRα(L) = E[L|L ≥ LVaRα(L)]. (2.13)
It is worth noting that under these definitions, the explicit solutions of VaR and CVaR
derived in Theorem 2.1 can be used to directly determine LVaR and LCVaR without a
modification.
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Chapter 3
The Cost of Illiquidity, LVaR and
LCVaR
In this chapter we study the price movement due to the illiquidity of a tradeable asset by
focusing on one aspect of liquidity, that is, the spread. We assume that there is an impatient
investor who wants to sell his holdings of shares of an asset through a single trade, and
define the realised value (bid price) of the asset as the product of its mid price and the
liquidity discount, both following some stochastic processes which are independent of one
another. To simplify the discussion, we assume that the asset is traded in one unit without
loss of generality. We thus model the cost of illiquidity as the loss of the bid price of the
asset and study its impact on LVaR and LCVaR.
Let (Ω,F , {Ft}t≥0, P ) be a filtered probability space satisfying the usual condition,
on which a two dimensional standard Brownian motion (Bt,Wt) (with B0 = 0,W0 =
0) is given. We say that (Ω,F , {Ft}t≥0, P ) satisfies the usual conditions if (Ω,F , P ) is
complete, F0 contains all the P -null sets in F , and {Ft}t≥0 is right continuous. Let St
be the discounted mid price of an asset at time t whose dynamics satisfy the stochastic
differential equation (SDE):
dSt = σStdBt,
where σ > 0 is the constant asset volatility, and Xt be the liquidity discount of the asset
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price at time t following the stochastic process:
dXt = μ(t,Xt)dt+ σ(t,Xt)dWt +Xt−dQt, (3.1)
where Wt is a standard Brownian motion, Xt− is the left-continuous version of Xt. The
jump part Qt is a compound Poisson process defined by
Qt =
Nt∑
i=1
Yi,
where Nt is a Poisson process with intensity λ, and the Yi are independent and identically
distributed random variables. We assume that Wt, Bt, Nt and the Yi are independent of
one another, and are adapted to the filtration {Ft}. We assume also that μ and σ satisfy the
usual conditions (e.g., Lipschitz continuous and linear growth) such that SDE (3.1) has a
unique strong solution.
Remark 3.1. In general asset price S˜t is assumed to follow a GBM process with a drift μ:
dS˜t = μS˜tdt+ σS˜tdBt.
The discounted asset price St := e−rtS˜t satisfies SDE:
dSt = (μ− r)Stdt+ σStdBt,
where r is the risk free interest rate. We can then apply the Girsanov Theorem to change
the probability measure P to an equivalent probability measure P 0 such that
dSt = σStdB
0
t ,
where B0t is a standard Brownian motion under P 0 (see Karatzas and Shreve (1988) [48]).
We therefore assume, without loss of generality, that the discounted asset price St has zero
drift.
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Since ST = S0e−
1
2
σ2T+σBT
, by the definition of (2.11) and conditioning on BT we have
P (L ≤ x) =
∫
R
P
(
XT ≥ (X0 − x
S0
)e
1
2
σ2T−σ√Tz
)
φ(z)dz.
Let τi be the ith jump time. Conditional on j jumps over the interval [0, T ], that is,NT = j,
the joint density function of τ1, . . . , τj is given by
f(u1, . . . , uj|NT = j) = j!
T j
1{0<u1<...<uj<T}.
where 1∙ denotes the indicator function.
Let Xs,Xst denote the strong solution to the SDE
dXt = μ(t,Xt)dt+ σ(t,Xt)dWt, (3.2)
with the initial conditionXs and the corresponding distribution functionF s,Xst (x) = P (X
s,Xs
t ≤
x). If there is no jump in the interval [0, T ], then the conditional distribution of XT is sim-
ply given by P (XT ≤ x|NT = 0) = F 0,X0T (x). We have by conditioning on the number of
jumps NT that
P (XT ≤ x) =
∞∑
j=0
P (XT ≤ x|NT = j)P (NT = j),
and by conditioning on the jump times τ1, . . . , τNT that
P (XT ≤ x|NT = j) = j!
T j
∫ T
0
∫ T
u1
∙ ∙ ∙
∫ T
uj−1
P (XT ≤ x|τ1 = u1, . . . , τj = uj)duj . . . du1,
and by conditioning on the jump sizes Y1, . . . , YNT that
P (XT ≤ x|τ1 = u1, . . . , τj = uj)
=E{Yi}ji=1
[∫
R
∙ ∙ ∙
∫
R
F
uj ,(Yj+1)xj
T (x)dF
uj−1,(Yj−1+1)xj−1
uj
(xj) . . . dF
0,X0
u1
(x1)
]
. (3.3)
Two typical jump diffusion processes are introduced in the following to present the
varied dynamics of Xt.
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OU JumpDiffusion Process. Assume thatXt follows a mean-reverting Ornstein-Uhlenbeck
jump diffusion process (3.1) with μ(t, x) = κ(θ − x) and σ(t, x) = σ˜, where κ, θ, σ˜ are
positive constants.
It is known that the solution to SDE (3.2) is given by (see Shreve (2004) [63])
Xt = Xse
−κ(t−s) + θ(1− e−κ(t−s)) + σ˜e−κt
∫ t
s
eκudWu, (3.4)
and the distribution function of Xs,Xst is given by
F s,Xst (x) = Φ
x−Xse−κ(t−s) − θ(1− e−κ(t−s))
σ˜
√
1−e−2κ(t−s)
2κ
 . (3.5)
We can express XT explicitly as follows:
Theorem 3.1. Let the number of jumps occurred in the interval (0, T ) be NT and jump
times be 0 < τ1 < . . . < τNT < T with τ0 = 0 and τNT+1 = T . Then XT of the OU jump
diffusion process is given by:
XT = μNT + σ˜e
−κT
NT+1∑
n=1
JNTn
∫ τn
τn−1
eκsdWs, (3.6)
where
μj = J
j
1X0e
−κT + θe−κT
j+1∑
n=1
J jn(e
κτn − eκτn−1), (3.7)
and J jn =
∏j
i=n(Yi + 1) for n = 1, . . . , j, and J jn := 1 if n > j by convention.
Moreover, the conditional probability of (3.3) is equal to
P (XT ≤ x|τ1 = u1, . . . , τNT = uNT ) = E{Yi}NTi=1
[
Φ
(x− μNT
σNT
)]
, (3.8)
where,
σ2j =
σ˜2
2κ
e−2κT
j+1∑
n=1
(J jn)
2(e2κun − e2κun−1). (3.9)
Proof. We first prove (3.6) by induction on NT . In the base case of NT = 0, that is, there
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is no jump in [0, T ), it is obvious that (3.6) is the same as (3.4).
For the inductive base, assume that the expression (3.6) holds for NT = j − 1(j ≥ 1).
Then, for NT = j, since there is no jump between the jth jump time τj and the terminal
time T , XT is given by
XT = Xτje
−κ(T−τj) + θ(1− e−κ(T−τj)) + σ˜e−κT
∫ T
τj
eκsdWs. (3.10)
On the other hand, since τj is a jump time and there are only j − 1 jumps in the interval
[0, τj), the induction assumption implies
Xτj =(Yj + 1)Xτj−
=(Yj + 1)
(
μj−1 + σ˜e−κτj
j∑
n=1
J j−1n
∫ τn
τn−1
eκsdWs
)
= J j1X0e
−κτj + θe−κτj
j∑
n=1
J jn (e
κτn − eκτn−1) + σ˜e−κτj
j∑
n=1
J jn
∫ τn
τn−1
eκsdWs.
Substituting Xτj into (3.10), we see that (3.6) holds true for NT = j and thus obtain the
required result.
To prove (3.8), we substitute (3.5) directly into (3.3). Note that given any two inde-
pendent normal variables Z1 ∼ N(μ1, σ21) and Z2 ∼ N(0, σ22) and an arbitrary constant c,
the new variable defined by cZ1 + Z2 is normally distributed with mean cμ1 and variance
c2σ21 + σ
2
2 , satisfying
P (cZ1 + Z2 ≤ x) = Φ
(
x− cμ1√
c2σ21 + σ
2
2
)
.
On the other hand, by conditioning on Z1 , we have
P (cZ1 + Z2 ≤ x) =
∫ +∞
−∞
Φ
(
x− cy
σ2
)
dΦ
(
y − μ1
σ1
)
.
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Therefore the following relationship holds:
∫ +∞
−∞
Φ
(
x− cy
σ2
)
dΦ
(
y − μ1
σ1
)
= Φ
(
x− cμ1√
c2σ21 + σ
2
2
)
.
Hence, by (3.5) and the above equation, we derive∫
R
F
uj ,(Yj+1)xj
T (x)dF
uj−1,(Yj−1+1)xj−1
uj
(xj)
=
∫
R
Φ
x− e−κ(T−uj)(Yj + 1)xj − θ(1− e−κ(T−uj))
σ˜
√
1−e−2κ(T−uj)
2κ

dΦ
xj − e−κ(uj−uj−1)(Yj−1 + 1)xj−1 − θ(1− e−κ(uj−uj−1))
σ˜
√
1−e−2κ(uj−uj−1)
2κ

=Φ
x− e−κ(T−uj−1)J jj−1xj−1 − θe−κT ∑j+1n=j J jn(eκun − eκun−1))
σ˜e−κT
√∑j+1
n=j(J
j
n)2(e2κun−e2κun−1 )
2κ
 .
Repeating the same argument, and noting that u0 = 0, x0 = X0 and Y0 = 0, we get∫
R
∙ ∙ ∙
∫
R
F
uj ,(Yj+1)xj
T (x)dF
uj−1,(Yj−1+1)xj−1
uj
(xj) . . . dF
0,X0
u1
(x1) = Φ
(
x− μj
σj
)
,
where μj, σj are given by (3.7) and (3.9) respectively. The proof is thereby completed.
CIR Jump Diffusion Process. Assume that Xt follows a mean-reverting Cox-Ingersoll-
Ross jump diffusion process (3.1) with μ(t, x) = κ(θ− x) and σ(t, x) = σ˜√x. It is known
that there is no closed-form solution to (3.2) (see Cox et al. (1985) [28]) and the distribution
function of Xs,Xst has a non-central chi-square distribution:
F s,Xst (x) = χ
′2
(
4κx
σ˜2(1− e−κ(t−s)) ;
4κθ
σ˜2
,
4κx
σ˜2(eκ(t−s) − 1)
)
, (3.11)
where χ′2(x;n, λ) represents the distribution function of a non-central chi-square random
variable with n > 0 degrees of freedom and noncentrality parameter λ ≥ 0.
Remark 3.2. The compensated GBM jump diffusion process is given by (3.1) with μ(t, x) =
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−βλx and σ(t, x) = σ˜x, where β = EYi. Although it is simple and has a closed-form
solution, it is not suitable for modelling the liquidity discount factor as Xt increases (or
decreases) at rate −βλ (ignoring the diffusion effect) between jump times, which is not in
line with the empirical observation that the bid-ask spread is stable and relatively flat in a
normal market. To remove the obvious trend one has to set the drift zero, but in doing so
Xt is no longer a martingale and is unlikely to move back to its original level after jumps,
which is again at odds with the empirical observation that the liquidity discount factor tends
to recover to the normal market level after market crash. Due to these reasons we do not
use the GBM jump diffusion process to model the liquidity discount factor process Xt.
Figure 3.1 shows sample paths of the GBM, OU and CIR jump diffusion processes
respectively.
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Figure 3.1: Sample paths of different jump diffusion models
Data plot with the fixed parameters S0 = 100, r = 0, σ = 0.2, X0 = 1, κ = 1, θ =
0.98, σ˜ = 0.02, λ = 2, T = 1, uniformYi between [−0.5,−0.2]
As can be seen, the sample paths for the GBM jump diffusion processes either have a
clear trend between jumps if there is a compensator in the SDE or have no mean reversion
after jumps if there is no compensator. Sample paths for OU and CIR jump diffusion
processes are similar and both display the mean-reverting property as expected.
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Remark 3.3. In between jumps OU process Xt is driven by Brownian motion and there is
a positive probability that Xt can be greater than 1 or less than 0, this is due to the nature
of the Brownian motion, a well known phenomenon for Gaussian interest rate models. To
keep the liquidity discount factor process Xt within the range of 0 and 1, we may use the
reflected stochastic process. For example, the reflected OU process is modelled by
dXt = κ(θ −Xt)dt+ σ˜dWt + dLt − dUt,
where both L and U are continuous non-decreasing process with L0 = U0 = 0 and L
and U increase only when X is 0 and 1 respectively, so that
∫
[0,∞) 1Xt>0dLt = 0 and∫
[0,∞) 1Xt>1dUt = 0. The reflected process Xt is guaranteed to stay in between 0 and 1.
The other possibility is to define the liquidity discount factor process as an exponential
process Xt = X0e−Yt where Yt is a basic affine process
dYt = κˉ(θˉ − Yt)dt+ σˉ
√
YtdWt + ξdNt,
and Nt is a Poisson process with intensity λ and ξ is an exponential random variable with
mean βˉ. All parameters κˉ, θˉ, σˉ, λ, βˉ are constants. Since Yt > 0 almost surely the liquidity
discount factor process Xt takes values in range of 0 and 1. If there is a jump of size ξ at
time t, then the liquidity discount factor jumps downwards from Xt− to Xt = e−ξXt−.
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Chapter 4
Numerical Implementation
In this chapter we discuss the appropriate simulation approach and compare LVaRs and
LCVaRs of different processes and parameters to see their effects on risk measures.
To find numerical values of LVaR and LCVaR, one can first generate scenario models
of {SiT , i = 1, . . . ,M} and {X iT , i = 1, . . . ,M}, then set Li = S0X0 − SiTX iT and sort Li
in a non-decreasing order and finally apply Theorem 2.1 to find LVaRα and LCVaRα.
Since St follows a GBM process which has an explicit solution, we now focus on how to
simulate the jump diffusion processes. To generate XT , we need to know the distribution
of XT which is known for the mean-reverting OU and CIR processes. A Monte Carlo
simulation can be chosen. In each simulation run we consider the following procedure:
1. Generate jump times τi and jump sizes Yi, i = 1, . . . , NT in the interval [0, T ].
2. IfXt follows an OU jump diffusion process, then generate furtherNT+1 independent
standard normal random variables Zn, n = 1, . . . , NT +1, and computeXT by (3.6)
with the Itoˆ integral
∫ τn
τn−1
eκsdWs =
√
e2κτn − e2κτn−1
2κ
Zn.
3. If Xt follows a CIR jump diffusion process, then generate recursively further NT +
1 non-central chi-square variables Xτi+1− according to the non-central chi-square
distribution function (3.11) with s = τi, Xs = Xτi−(Yi + 1), and t = τi+1 for
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i = 0, . . . , NT , and finally set XT = XτNT+1−. Here we denote X0 = Xτ0−(Y0 + 1)
and τ0 = 0 and τNT+1 = T . Non-central chi-squared random variables can be
generated with the algorithm discussed in Glasserman (2003) [41].
Repeating steps 1 to 4 a total ofM times, we generateM sample paths of XT .
Table 4.1 compares the results of LVaR and LCVaR calculated with the OU and CIR
jump diffusion processes and different simulation runs. The parameters chosen here are the
following: mean-reverting rate κ = 1, mean-reverting level θ = 0.98, volatility σ˜ = 0.02,
jump intensity λ = 0.2, jump size Yi is uniformly distributed on [−0.5,−0.2], and the initial
liquidity discount X0 = 1. These parameters represent a market in which the liquidity
premium is small and stable (mean reversion level close to 1 and volatility close to 0), the
liquidity dry up event is rare (once every five years on average), and potential liquidity loss
is severe (20 to 50 percent of asset value). Note that St presents the discounted mid-price
of an asset following a GBM process. We set the volatility of asset price σ = 0.2 and the
initial asset price S0 = 100. The holding period is T = 0.04 (two weeks). The number
of simulation runs M is set to be 10,000, 100,000, and 1,000,000 to see the trend of the
results.
α M model VaR LVaR CVaR LCVaR
104
CIR 11.16 30.14
OU 11.20 29.94
0.99 10
5 CIR
8.96
11.03
10.18
29.89
OU 11.00 29.66
106
CIR 11.06 29.96
OU 11.05 29.95
104
CIR 45.44 48.38
OU 45.13 47.95
0.999
105
CIR
11.70
45.62
12.66
48.29
OU 45.45 48.12
106
CIR 45.58 48.28
OU 45.64 48.32
Table 4.1: LVaR and LCVaR for OU and CIR jump diffusion processes
Data plot with the fixed parameters S0 = 100, σ = 0.2, X0 = 1, κ = 1, θ = 0.98, σ˜ = 0.02, λ =
0.2, T = 0.04, uniformYi between [−0.5,−0.2]
Table 4.1 clearly shows the following outcomes: 1) the OU and CIR jump diffusion
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processes produce very similar values for LVaR and LCVaR, which implies that one can
essentially use either of these two models to compute liquidity adjusted risk measures. 2)
LCVaR is much larger than LVaR at 0.99 percentile, which implies that LVaR can still
seriously underestimate the potential loss even after the jump liquidity risk is included,
LCVaR is a more realistic potential loss indicator. 3) LVaR and LCVaR are close at 0.999
percentile, which implies these two risk measures produce similar results at the extreme
tail part of the loss distribution.
We next perform a series of experiments to observe the impact of changing one pa-
rameter while fixing all the others on the values of LVaR and LCVaR, and the results are
reported in tables 4.2∼4.7. We fix the CIR mean-reverting jump diffusion model for the
liquidity discount process, 100,000 simulation runs for each set of parameters to get sample
LVaR and LCVaR.
Table 4.5 shows that jump intensity λ affects greatly the values of LVaR and LCVaR.
Where there are no jumps (λ = 0), LVaR and LCVaR are close to VaR and CVaR; the
difference is mainly due to the CIR mean-reverting diffusion process for the liquidity dis-
count. When λ increases, both LVaR and LCVaR increase at different speeds. For example,
at 0.99 percentile, when λ = 0.2, LVaR is increased by 23 percent over the standard VaR,
whilst LCVaR is increased by 194 percent over the standard CVaR, and LCVaR is about
2.7 times LVaR. This implies that the traditional VaR and CVaR are inappropriate risk mea-
sures in the presence of jump liquidity risks, and that one should take cautious views on the
loss suggested by the LVaR as it may seriously underestimate the potential average loss for
rare jump liquidity events.
Table 4.6 shows that as the holding period T increases both LVaR and LCVaR increase
and LCVaR gives a better indication of the average loss. When the holding period T is very
short, for example one day, the LVaR, VaR and CVaR all suggest a small loss. However,
LCVaR points out a much larger loss. At the 0.999 percentile, LCVaR is about 6.5 times
LVaR, which implies that if one manages the risk with the illiquid asset suggested by one
of VaR, CVaR, or LVaR, one may be unable to withstand the potential severe loss. This
sheds some light on the cause of the fall of the LTCM which had great difficulty in raising
sufficient cash in a short spell of time to meet margin calls by liquidating the asset in a
market where the liquidity essentially disappeared. The implication in risk management is
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that financial institutions should reserve sufficient liquid assets, much larger than what the
conventional VaR and CVaR for the mid price would have suggested, in their portfolios to
withstand the potential large loss when a jump liquidity event strikes.
Cases for different mean-reverting rate κ, mean-reverting level θ, and volatility σ˜ have
also been tested (shown in tables 4.2∼4.4). We find that LVaR and LCVaR are not very
sensitive to changes of these parameters. This is because over a short period (2 weeks)
the change caused by diffusion part of the liquidity discount process is small, but if there
is a jump liquidity event, then there is little time to recover and the loss is likely to be
substantial. On the other hand, LVaR and LCVaR are sensitive to the magnitude of the
jump size Yi, that is, the larger the liquidity discount falls, the larger the LVaR and LCVaR
become (see table 4.7).
α κ VaR LVaR CVaR LCVaR
0.25 10.99 30.23
0.99 1 8.96 11.03 10.18 29.89
5 11.23 27.92
0.25 46.00 48.70
0.999 1 11.70 45.62 12.66 48.29
5 42.45 45.66
Table 4.2: LVaR and LCVaR for the CIR jump diffusion model with varying κ
Data plot with the fixed parameters S0 = 100, σ = 0.2, X0 = 1, θ = 0.98, σ˜ = 0.02, λ =
0.2, T = 0.04, uniformYi between [−0.5,−0.2]
α θ VaR LVaR CVaR LCVaR
0.95 11.11 29.91
0.99 0.98 8.96 11.03 10.18 29.89
1 10.97 29.78
0.95 45.69 48.21
0.999 0.98 11.70 45.62 12.66 48.29
1 45.51 48.21
Table 4.3: LVaR and LCVaR for the CIR jump diffusion model with varying θ
Data plot with the fixed parameters S0 = 100, σ = 0.2, X0 = 1, κ = 1, σ˜ = 0.02, λ = 0.2, T =
0.04, uniformYi between [−0.5,−0.2]
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α σ˜ VaR LVaR CVaR LCVaR
0 11.02 29.98
0.99 0.02 8.96 11.03 10.18 29.89
0.05 11.29 30.01
0 45.56 48.24
0.999 0.02 11.70 45.62 12.66 48.29
0.05 45.61 48.22
Table 4.4: LVaR and LCVaR for the CIR jump diffusion model with varying σ˜
Data plot with the fixed parameters S0 = 100, σ = 0.2, X0 = 1, κ = 1, θ = 0.98, λ = 0.2, T =
0.04, uniformYi between [−0.5,−0.2]
α λ VaR LVaR CVaR LCVaR
0 9.07 10.29
0.99 0.2 8.96 11.03 10.18 29.89
1 42.09 46.83
0 11.82 12.80
0.999 0.2 11.70 45.62 12.66 48.29
1 50.63 56.86
Table 4.5: LVaR and LCVaR for the CIR jump diffusion model with varying λ
Data plot with the fixed parameters S0 = 100, σ = 0.2, X0 = 1, κ = 1, θ = 0.98, σ˜ =
0.02, T = 0.04, uniformYi between [−0.5,−0.2]
α T VaR LVaR CVaR LCVaR
0.0028 2.44 2.48 2.79 4.59
0.99 0.04 8.96 11.03 10.18 29.89
1 38.45 51.55 42.37 57.00
0.0028 3.22 3.48 3.50 20.91
0.999 0.04 11.70 45.62 12.66 48.29
1 47.17 63.66 49.94 67.38
Table 4.6: LVaR and LCVaR for the CIR jump diffusion model with varying T
Data plot with the fixed parameters S0 = 100, σ = 0.2, X0 = 1, κ = 1, θ = 0.98, σ˜ = 0.02, λ =
0.2, uniformYi between [−0.5,−0.2]
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α Yi VaR LVaR CVaR LCVaR
U[-0.8, -0.2] 10.98 41.03
0.99 U[-0.5, -0.2] 8.96 11.03 10.18 29.89
U[-0.5, 0] 10.37 23.09
U[-0.8, -0.2] 70.94 74.92
0.999 U[-0.5, -0.2] 11.70 45.62 12.66 48.29
U[-0.5, 0] 42.86 46.43
Table 4.7: LVaR and LCVaR for the CIR jump diffusion model with varying Yi
Data plot with the fixed parameters
S0 = 100, σ = 0.2, X0 = 1, κ = 1, θ = 0.98, σ˜ = 0.02, λ = 0.2, T = 0.04
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Chapter 5
Introduction
Since the pioneering developments of Black and Scholes [15] academic research has fo-
cused extensively on addressing the option pricing problem under extended model dynam-
ics, which may better capture important features of the financial markets such as stochastic
volatility and jumps. In so doing, various option pricing techniques have been proposed,
which include amongst others lattice, Monte Carlo simulation and partial differential equa-
tion solution methods. However, for the application of integral transform methodologies
to option pricing one is initially directed to the work of Heston [35], who first proposes
the use of the Fourier transform in option pricing. Under the assumption of a two-factor
stochastic volatility affine diffusion model Heston [35] considers the pricing of a standard
European-exercise call option. The option pricing methodology proposed is in the form
of a Black-Scholes type valuation equation but where the two required risk-neutral proba-
bilities are obtained by means of a Fourier inversion of the associated conditional charac-
teristic functions (CCFs) of the log-asset price1, which are shown to be known in analytic
1For a random variableX with probability distribution F the characteristic function ofX or of F , denoted
here by φ(ζ), ζ ∈ R, is defined as follows:
ϕ(ζ) = E[eiζX ] =
∫ ∞
−∞
eiζxF (dx).
For the case where F is characterised by a density function f then the characteristic function is given by
ϕ(ζ) =
∫ ∞
−∞
eiζxf(x)dx,
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form. The pricing methodology is referred to as ‘closed-form’ by Heston [35] but is more
so quasi-analytic as its implementation in practice requires performing numerical integra-
tions. Hence, one of the major advantages of this CCF-based option pricing methodology
is the computational efficiency it offers over other option pricing methodologies.
Another major advantage of the Fourier transform application to option pricing is its
flexibility, in terms of transition between alternative and more sophisticated affine model
specifications. In particular, the implementation of the Heston [35] option pricing method-
ology under the assumption of alternative affine model dynamics only demands the correct
specification of the required CCFs. Bates [3], for instance, applies the CCF-based option
pricing methodology under the assumption of a jump-augmented version of the Heston [35]
stochastic volatility model. In other developments, Scott [62] and Bakshi, Cao and Chen
[10] consider more generalised stochastic volatility affine jump-diffusion models, which
incorporate stochastic interest rates.
By way of generalising the Fourier transform option pricing literature Duffie, Pan and
Singleton [37] propose a general multi-factor affine jump-diffusion model specification un-
der which is defined a general transform specification, encompassing the Fourier transform
and allowing for the pricing of contingent claims with payoff structures that are charac-
terised by a relationship with the underlying state vector process that is exponential affine.
The proposed contingent claim valuation equation comprises two component values ob-
tained by means of applying Fourier inversion techniques to the transform of the associated
state vector process. Further to this, Duffie, Pan and Singleton [37] also propose an ex-
tended transform-based pricing methodology, which allows for the pricing of more general
contingent claims with payoff structures that are either (i) affine or (ii) a product of affine
and exponential affine in the state vector. These transform- and extended transform-based
contingent claim pricing methodologies obviously offer the previously discussed advan-
tages of computational efficiency and flexibility, but also offer greater applicability in terms
of the range of contingent claims that may be priced.
Despite the computational efficiencies offered by the integral transform-based option
pricing methodologies discussed, Carr and Madan [17] show how even greater computa-
the Fourier transform of the density function f . For a formal treatment of characteristic functions see Feller
[38].
Chapter 5. Introduction 42
tional efficiency can be achieved through the application of the fast Fourier transform (FFT)
to the pricing of European-exercise call options. In particular, Carr and Madan [17] argue
that although the Fourier transform cannot be directly applied to the general call option for-
mulation, it can however be applied to an appropriate modification of this. The functional
form of this Fourier transform is shown to incorporate the CCF of the log-asset price, and
so under the assumption that the CCF is known the actual call option price may be retrieved
through an appropriate application of the inverse Fourier transform. Hence, the approxima-
tion of this inverse Fourier transform by means of an appropriate inverse discrete Fourier
transform lends itself to efficient evaluation using an appropriate inverse FFT routine.
In the context of this literature on the application of integral transforms and the FFT
for the pricing of options, this research work seeks to extend and unify the existing litera-
ture. In particular, Chapter 6 first provides an extension of the Bates [3] CCF-based option
pricing methodology under two particular stochastic volatility affine jump-diffusion model
specifications proposed by Duffie, Pan and Singleton [37], one of which is an extension
of the Heston [35] model and the other of which is an extension of the Bates [3] model.
The first model extends the Heston [35] stochastic volatility diffusion model by means of
augmenting the variance process with a jump process, where the associated jump size in
variance is given by an exponential distribution. The second model extends the Bates [3]
model by means of augmenting the variance process with a jump process, defined to allow
for simultaneous jumps in the log-asset and variance processes. This model specification
further allows for correlated jump sizes in the log-asset price and variance, whereby the
marginal distribution of the jump size in variance is exponential and the distribution of the
jump size in the log-asset price is normal and conditioned on the realised jump in vari-
ance. Therefore, with these extensions complete, a unification of the Bates [3] CCF-based
methodology with an FFT-based implementation, in the style of Carr and Madan [17], is
presented. In a likewise manner, Chapter 6 continues with a unification of the transform-
based option pricing methodology of Duffie, Pan and Singleton [37] with an FFT-based
implementation.
The computational efficiency and flexibility offered from the CCF-based option pricing
methodology makes it particularly suitable for empirical application, allowing for the effi-
cient testing of alternative option pricing models. Indeed, such tests of alternative option
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pricing models have been conducted by many authors, such as Bates [3] and [4], Bakshi,
Cao and Chen [10] and Lin, Strong and Xu [52]. In response to the call by Bates [3] for
models that better account for the skewness and excess kurtosis features implicit in the
options markets, Duffie, Pan and Singleton [37] provide a simple test of their proposed ex-
tension of the Bates [3] model, as detailed previously. Using a one-day sample of S&P 500
index options data, Duffie, Pan and Singleton [37] provide preliminary evidence that this
extended model provides a better in-sample pricing fit in comparison to the Heston [35] and
Bates [3] models. However, to date no substantial empirical analysis has been conducted
using an extensive S&P 500 index options data set. Chapter 7 fills this gap by means of
testing the Heston [35], the Bates [3] and the two extended Duffie, Pan and Singleton [37]
models against a seven-year S&P 500 index options data set covering the years 1998-2004.
This chapter further extends the literature by means of exploiting the increased computa-
tional efficiency of an appropriately adapted Carr andMadan [17] FFT-based option pricing
methodology (see section 6.4).
Using the S&P 500 index options data set, the candidate models are estimated on a
daily basis using a nonlinear ordinary least squares estimation framework and hence, the
in-sample pricing performance of the alternative models is discussed. The performance of
these models is further analysed by means of examining the daily out-of-sample pricing
performance of the models over the entire sample period. This analysis is based firstly on
a loss function specification that is consistent with the estimation stage, in line with the
recommendations of Christoffersen and Jacobs [24], and then based on absolute and rela-
tive pricing errors. To further analyse model specification or mis-specification a detailed
comparison of one-year subperiod implied volatilities is conducted for the alternative mod-
els against the standard Black-Scholes implied volatilities for the same subperiods. This
analysis investigates how the alternative model specifications attenuate the Black-Scholes
implied volatility skews implicit in the S&P 500 index options market. Finally, in order to
provide comparative analytics for the implied (risk-neutral) parameter estimates obtained
from the estimation stage, a time-series based estimation is conducted on the alternative
model specifications as defined under the true (rather than risk-neutral) probability mea-
sure. The methodology used for this time-series estimation is the CCF-based maximum
likelihood estimation framework as proposed by Singleton [64], with the input time-series
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being the S&P 500 index level observed over the seven-year sample period.
The FFT-based option pricing theories presented and discussed in chapter 6-7 involve
applications of the one-dimensional FFT on options contracts with linear exercise regions.
Interestingly, Dempster and Hong [33] consider the problem of call spread option pric-
ing, where the general valuation equation is expressed in terms of the underlying log-asset
prices. For the call spread option the associated payoff function and exercise region are
non-linear in the underling log-asset prices. In this case, Dempster and Hong [33] first
derive appropriate upper and lower bound approximations for the exercise region of the
call spread option. Based on these approximations, it is then shown how two-dimensional
Fourier transform theory may be used to determine upper and lower bound for the true
spread option value, which lend themselves to efficient valuation using appropriate appli-
cations of the two-dimensional FFT. In addition, it is shown by the authors that this FFT-
based call spread option valuation approach offers impressive computational efficiencies
over the standard Monte Carlo simulation approach.
Chapter 8 extends this literature through the application of two-dimensional Fourier
transform and FFT theory to price the following range of two-colour rainbows: put spread
options; call options on the maximum of two assets; put options on the minimum of two as-
sets; and dual strike options. In preparation for a discussion on computational efficiencies
and issues, the chapter continues by means of developing three distinct jump-augmented
versions of the three factor stochastic volatility affine diffusion model presented by Demp-
ster and Hong [33]. Under these four model specifications the various FFT-based two-
colour rainbow option pricing methodologies are implemented and the resulting compu-
tational efficiencies over standard Monte Carlo methods are discussed. In conclusion, the
literature is further extended by means of considering the two-colour option pricing prob-
lem under the four-factor stochastic volatility model as detailed in Clewlow and Strickland
[27], in line with the recommendations of Dempster and Hong [33]. Given the non-affine
construct of this model it is shown that how an approximate CCF specification may be
derived, which allows for the implementation of the FFT-based two-colour rainbow option
pricing methodologies presented. Finally the supporting appendix materials are provided.
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Chapter 6
FFT and Option Pricing
6.1 Introduction
The application of general Fourier transform theory1 to the pricing of options and general
contingent claims is well established and the following provides a non-exhaustive account
of the prominent literature in this respect, with particular focus on the affine model liter-
ature2. To begin, Heston [35] considers the affine diffusion model with stochastic volatil-
ity as detailed in Stein and Stein [65], where the assumption of volatility following an
Ornstein-Uhlenbeck process leads to a mean-reverting square root stochastic process for
variance in the style of Cox, Ingersoll and Ross (CIR) [28]. Under the assumption of this
model Heston [35] develops a methodology for the pricing of a standard European-exercise
call option. The option pricing formulation developed is in the form of a Black-Scholes type
valuation equation where the two required risk-neutral probabilities are evaluated using
Fourier inversion techniques on the associated conditional characteristic functions (CCFs),
which are shown to be available in analytic form.
By way of extension, Bates [3] proposes a jump-augmented version of the Heston [35]
1The interested reader is directed to Bracewell [13], Cizek [20], Brigham [14] and Debnath [30] for a
formal treatment of general Fourier transform theory and its applications.
2For a comprehensive discussion on the use of the Fourier transform in option pricing see Carr, Ge´man,
Madan, Wu and Yor [18]. The interested reader is also directed to the extensive bibliography provided within,
which provides references to the current literature on integral transform (in particular Fourier and Laplace
transform) applications in finance under various model constructs (including affine and Le´vy processes).
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stochastic volatility model, which assumes the possibility of jumps in the underlying asset
price process. A similar pricing methodology to Heston [35] is then proposed, which al-
lows for the pricing of a standard European-exercise call option that is written on a dividend
paying asset. As before the two CCFs associated with the risk-neutral probabilities required
in the valuation equation are derived in closed form, hence allowing these probabilities to
be evaluated by means of Fourier inversion techniques. In a similar manner, Scott [62]
considers the CCF-based pricing of options under a more generalised stochastic volatility
affine jump-diffusion model, which incorporates stochastic interest rates. Specifically, the
short interest rate is assumed to be given by a two-factor CIR process as detailed in Chen
and Scott [23], where the first underlying factor also defines the stochastic variation of the
underlying asset price process. Bakshi, Cao and Chen [10] use a similar such CCF-based
option pricing methodology under the assumption of an affine jump-diffusion framework,
which incorporates both stochastic volatility and stochastic interest rates. In this case the
short interest rate is assumed to follow an autonomous CIR process that is independent of
the asset price and variance processes. Bakshi and Chen [6] apply CCF-based option pric-
ing methods for the pricing of bond and equity options under specialisations of a general
affine diffusion framework developed by the authors.
Within a general multi-dimensional affine jump-diffusion framework Duffie, Pan and
Singleton [37] provide a general transform-based approach to option and contingent claim
pricing, where the payoff structures are characterised by a relationship with the underlying
state vector process that is exponential affine. This general framework encompasses the
affine diffusion and jump-diffusion models discussed to date, where the proposed valua-
tion equation in this case comprises two component values obtained by means of applying
Fourier inversion techniques to the transform of the state vector. In addition to this, an
extended transform-based pricing methodology is also developed, which allows for the
pricing of more general contingent claim contracts with payoff structures that are either (i)
affine or (ii) a product of affine and exponential affine in the state vector. Applications of
the transform-based and extended transform-based contingent claim pricing methodologies
are made to various equity, currency and interest rate options contracts.
In a similar treatment, Bakshi and Madan [7] develop a pricing methodology for contin-
gent claims under the assumption a general affine diffusion framework, where the valuation
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equation proposed comprises four component values. These component values are obtained
through appropriate combinations of translations, differentiations, and Fourier inversions
of the CCF of the state vector process. The flexibility of this pricing methodology is il-
lustrated by means of its application to price average-rate interest rate options, correlation
options and discretely monitored knock-out options.
With a particular fixed-income focus, Das and Foresi [31] consider the problem of
pricing bonds and interest-rate options under the assumption of a mean-reverting jump-
diffusion process for the short-rate, which allows for asymmetric jumps. The jump process
is defined such that the absolute value of the jump size is given by an exponential distribu-
tion and the sign of the jump, positive or negative, is given by a simple Bernoulli distribu-
tion3. Under this model a methodology is proposed that allows for the pricing of European-
exercise and American-exercise interest-rate options. This option pricing methodology in-
volves inverting the CCF of the short-rate in order to obtain the associated conditional
probability density function, where the American-exercise options are specifically priced
on a two-dimensional grid of time against the interest rate level. The authors also extend
this work through considering the pricing of bonds and interest-rate options under an ex-
tended model, which allows for the central tendency or long-run mean level of the short
rate to change over time.
Chacko and Das [19] consider the problem of pricing interest rate derivatives under a
general jump-diffusion framework, focusing on contracts with linear payoffs (e.g. caps and
floors), exponential-linear payoffs (e.g. bond and bond futures options) and integro-linear
payoffs (e.g. asian options). In all cases the proposed pricing formulae comprise compo-
nents that can be evaluated using Fourier inversion techniques on the associated CCFs. In a
similar but more specific study, Chacko and Das [19] consider the pricing of various asian
option contracts, including binary asian, asian cap, asian floor and standard asian options,
under an identical jump-diffusion framework. Again the proposed valuation equations are
components-based, where the components are obtained using Fourier inversion techniques
on the associated CCFs.
In implementing the option pricing methodologies discussed to date the Fourier in-
3For a treatment of this model and other jump models in the fixed-income literature see James andWebber
[?].
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versions developed require numerical integrations to be performed in practice. Carr and
Madan [17] were the first authors to propose the pricing of a standard European-exercise
call option using the one-dimensional fast Fourier transform (FFT)4. The major advantage
of this FFT-based option pricing methodology is the computational efficiency offered from
the FFT in returning option prices corresponding to a large range of (log-)strike price levels.
The development proposed involves firstly applying the Fourier transform to a modified call
option price, where the modification is made in order to ensure the existence of the Fourier
transform. It is then shown how this Fourier transform can be expressed as a function that
incorporates the CCF of the log-asset price. Hence, for model dynamics where the CCF
is known, the Fourier inversion of this function allows for the retrieval of the option price.
Drawing from standard Fourier transform theory, the discrete Fourier transform (DFT) can
be used to approximate this inverse Fourier transform, and hence an inverse FFT routine
may be used to efficiently evaluate this DFT. The implementation of this FFT-based call
option pricing methodology is illustrated by the authors for the case of the Heston [35]
stochastic volatility model and also for the case of the Variance-Gamma model of Madan,
Carr and Chang [54].
In a rigorous treatment of transform methods in option pricing, Lee [50] extends the
work of Carr and Madan [17] by showing how the Fourier transform can be applied to
contingent claims with payoff structures that are exponential affine or a product of affine
and exponential affine in the state vector process. In addition to these extensions, bounds
are derived for the truncation and sampling errors, which result from the approximation
of a continuous Fourier transform by means of a DFT5. With these bounds derived it is
also proposed how these may be minimised over the parameters involved in the quadrature,
which include the resolution and sample spacing parameters of the DFT.
For the remainder of this chapter note first that section 6.2 provides details of the CCF-
based option pricing methodologies of Heston [35] and Bates [3]. Section 6.3 presents
4A comprehensive treatment of the FFT and its applications is provided by Brigham [14].
5In the approximation a continuous Fourier transform by means of a DFT note that truncation error refers
to the error, which results from approximating an integration over an infinite region by a numerical integration
over a finite region. Sampling error in such an approximation refers to the error introduced as a result of
sampling the integrand at discrete points, defined under the numerical integration. For more on this see Cizek
[20] and Brigham [14].
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the general affine jump-diffusion framework proposed by Duffie, Pan and Singleton [37],
and hence provides general transform and extended transform definitions. The risk-neutral
dynamics associated with this general affine jump-diffusion model are also presented and
from this the specific two-factor stochastic volatility affine jump-diffusion model proposed
by Duffe, Pan and Singleton [37] is detailed, which nests the Heston [35] and Bates [3]
models and is central to the forthcoming extensions and unifications. This section con-
cludes with a discussion on the transform- and extended-transform based pricing of con-
tingent claims. In section 6.4 the FFT-based call option pricing methodology developed by
Carr and Madan [17] is discussed. This pricing methodology is extended in a straightfor-
ward manner to the pricing of put options and it is then shown how the FFT implementation
may be adapted in order to return options prices corresponding to a range of (log-)strike
levels dispersed around the current underlying asset price level. Section 6.5 provides a
non-trivial extension of the CCF-based option pricing methodology of Bates [3] under
the assumption of two particular sub-models of the general two-factor stochastic volatil-
ity model presented in section 6.3. The first of these sub-models is an extension of the
Heston [35] model whereby the variance process is augmented with a jump process, with
jump size given by an exponential distribution. The second sub-model is an extension of
the Bates [3] model, which allows for simultaneous and correlated jumps in the underlying
asset price and variance. The marginal distribution of the jump size in variance is assumed
to be exponential and the distribution of the asset price, conditioned on a realised jump in
variance, is normal. In conclusion, Section 6.6 provides final comments to the chapter.
6.2 The CCF and Option Pricing
This section first presents the CCF-based option pricing methodology introduced by Heston
[35] for the case of a stochastic volatility affine diffusion model, and then continues by
outlining the pricing methodology of Bates [3] developed under a jump-augmented version
of this Heston [35] model.
Note first that the development of Heston [35] proceeds under the assumption of the
following stochastic volatility affine diffusion model, which is assumed to be defined under
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an equivalent martingale measure (EMM) or ‘risk-neutral’ measure Q6:
dst =(r − 1
2
vt)dt+
√
vtdWˉ
Q
s,t,
dvt =κv(vˉ − vt)dt+ σv√vtdWˉQv,t,
(6.1)
where st ≡ ln(St) and St is the underlying price process for a non-dividend-paying asset;
vt is the instantaneous variance process; vˉ is the long-run mean variance level to which
vt reverts; and κv denotes the speed of this mean-reversion. Note that WˉQs,t and WˉQv,t are
two correlated Wiener processes such that EQt [dWˉQs,t, dWˉQv,t] = ρdt, and ρ denotes the
correlation between st and vt.
Let V Call(st, vt, t;K, τ) denote the value of a standard European-exercise call option
written on St = est with strike price K and time-to-maturity τ ≡ T − t, for t < T , and
note that Heston [35] proposes the following valuation equation:
V Call(st, vt, t;K, τ) = e
stPQ1 (st, vt, t;K)−Ke−rτPQ2 (st, vt, t;K), (6.2)
where PQ1 (st, vt, t;K) ≡ PQ1 (esT > K) and PQ2 (st, vt, t;K) ≡ PQ2 (esT > K) are consid-
ered risk-neutral probabilities, associated with the event {esT > K} that defines when the
option is in-the-money. Upon substitution of this functional form for V Call(st, vt, t;K, τ )
into the fundamental PDE solved by contingent claims under the assumption of the stochas-
tic volatility model of equation (6.1)7, it is can be shown that the probabilities PQj ≡
6Harrison and Kreps [43] formalise the definition of an EMM in a securities market model. The author
also establish the equivalence between arbitrage pricing of contingent claims and pricing under an EMM.
7Under the assumption of the stochastic volatility model in equation (6.1) standard arbitrage arguments
(Black and Shcoles [15] and Merton [57] show that any contingent claim f(st, vt, t) solves the following
fundamental PDE:
1
2
vt
∂2f
∂s2t
+ ρσvvt
∂2f
∂st∂vt
+
1
2
σ2vvt
∂2f
∂v2t
+ (r − 1
2
vt)
∂f
∂st
+ κv(vˉ − vt) ∂f
∂vt
+
∂f
∂t
− rf = 0,
which may be solved subject to the boundary conditions defined under the terms of the contingent claim.
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PQj (st, vt, t;K), j = 1, 2, solve the following PDEs:
1
2
vt
∂2PQj
∂s2t
+ρσvvt
∂2PQj
∂st∂vt
+
1
2
σ2vvt
∂2PQj
∂v2t
+(r+ ςjvt)
∂PQj
∂st
+(κvvˉ−jvt)
∂PQj
∂vt
+
∂PQj
∂t
= 0,
(6.3)
where ς1 = 12 , ς2 = −12 , 1 = κv − ρσv, and 2 = κv. Due to the nonlinear nature of the
associated boundary conditions note that the probabilities PQj are not readily available in
closed form from equatoin (6.3).
However, the associated CCFs ϕQ1 (iu, st, vt, t) ≡ E[eiusT |PQ1 ] and ϕQ2 (iu, st, vt, t) ≡
E[eiusT |PQ2 ], where i ≡
√−1 and u ∈ R, can be shown to solve the identical PDEs8:
1
2
vt
∂2ϕQj
∂s2t
+ ρσvvt
∂2ϕQj
∂st∂vt
+
1
2
σ2vvt
∂2ϕQj
∂v2t
+(r+ ςjvt)
∂ϕQj
∂st
+(κvvˉ− jvt)
∂ϕQj
∂vt
+
∂ϕQj
∂t
= 0,
(6.4)
subject to the simple boundary conditions ϕQj (iu, sT , vT , T ) = eiusT , for j = 1, 2. In
general terms, the CCF ϕQj (iu, st, vt, t) has the exponential affine form
ϕQj (iu, st, vt, t) = ϕQj (iu, st, vt, t; τ) = exp[αj(τ) + iust + βj(τ)vt],
which upon substitution into equation (6.4) yields the following two ordinary differential
equations (ODEs):
dβj(τ)
dτ
=
1
2
σ2vβ
2
j (τ) + (ρσviu− j)βj(τ) + (ςjiu−
1
2
u2), (6.5)
dαj(τ)
dτ
= riu+ κvvˉβj(τ), (6.6)
which may be solved for βj(τ) and αj(τ) subject to the boundary conditions βj(0) = 0 and
8See appendix A.1 for more details.
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αj(0) = 0. Solving the ODEs specified in equations (6.5)-(6.6) gives9:
βj(τ) =
ζj −$j
σ2v
[
1− eζjτ
1− δjeζjτ
]
,
αj(τ) = riuτ +
κvvˉ
σ2v
{
(ζj −$j)τ − 2 ln
(
1− δjeζjτ
1− δj
)}
,
and
$j ≡ − (j − ρσviu), ζj ≡
√
$2j − σ2v(2ςjiu− u2), δj ≡
ζj −$j
−ζj −$j .
Heston [35] shows how the probabilities PQj , j = 1, 2, required for equation (6.2), can be
obtained from the functional forms for the CCFs ϕQj (iu, st, vt, t), j = 1, 2, as follows:
PQj =
1
2
+
1
π
∫ ∞
0
Re
[
ϕQj (iu, st, vt, t)e−iu ln(K)
iu
]
du.
By way of extension, Bates [3] considers the pricing of a call option written on a
dividend-paying asset under a jump-augmented version of the Heston [35] stochastic volatil-
ity affine diffusion model, defined as follows:
dst =
(
r − δ − 1
2
vt − λJˉs
)
dt+
√
vtdWˉ
Q
s,t + JsdZ
Q
s,t,
dvt =κv(vˉ − vt)dt+ σv√vtdWˉQv,t,
(6.7)
where as before st ≡ ln(St) but St is now the underlying price process for a dividend-
paying asset; ZQs,t denotes a Poisson process with constant jump-arrival rate λ; Js is the
jump size in the underlying log-asset price process, which is given by a normal distribution
with variance σ2s and mean μs = ln(1+ Jˉs)− 12σ2s , where Js denotes the random jump-size
in the actual asset price process St and Jˉs denotes its mean10; and all other terms are as
defined previously.
9The explicit derivation of the functions βj(τ) and αj(τ), j = 1, 2, is provided in appendix A.1.
10Bates [3] shows that the model given in equation (6.7) follows from the log-transformation of the asset
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Let V call(st, vt, t;K, τ) now denote the value of a European-exercise call option written
on the dividend-paying asset St = est with strike priceK and time-to-maturity τ , and note
that
V call(st, vt, t;K, τ) = e
−rτEQt [max(ST −K, 0)]
= e−rτ
(∫ ∞
K
SpQ(S)dS −K
∫ ∞
K
pQ(S)dS
)
= e−rτ
(
FtP
Q
1 (st, vt, t;K)−KPQ2 (st, vt, t;K)
)
,
(6.8)
whereFt ≡ EQt [ST ] = Ste(r−δ)τ is the forward price on the underlying asset St; PQ2 (st, vt, t;K) ≡
PQ2 (ST > K) = 1−
∫ K
−∞ p
Q
T (S)dS and pQT (S) is the risk-neutral probability density func-
tion of ST ; and PQ1 (st, vt, t;K) is a probability such that PQ1 ≡
∫∞
K
(S/EQ[ST ])pQT (S)dS =∫∞
K
pQ1,T (S)dS = P
Q
1 (ST > K), where the notation pQ1,T (S) ≡
[
S/EQt [ST ]
]
pQT (S) is intro-
duced.
Bates [3], in a similar development to that of Heston [35], shows that the probabilities
PQj ≡ PQj (st, vt, t;K), j = 1, 2, may be determined by means of the following Fourier
inversion of the associated CCFs ϕQ1 (iu, st, vt, t) = EQt [eiusT |PQ1 ] and ϕQ2 (iu, st, vt, t) =
EQt [eiusT |PQ2 ]:
PQj =
1
2
+
1
π
∫ ∞
0
Im
[
ϕQj (iu, st, vt, t)e−iu(K)
]
u
du. (6.9)
Under the model dynamics of equation (6.7) analytic expressions for the CCFsϕQj (iu; t), j =
1, 2, and given by the following:11
ϕQj () =ϕ
Q
j (iu, st, vt, t; τ) = exp [αj(τ) + iust + βj(τ)vt] ,
price St in the following model:
dSt =
(
r − δ − λJˉs
)
Stdt+
√
vtStdWˉ
Q
s,t + JsStdZ
Q
s,t,
dvt =κv(vˉ − vt)dt+ σv√vtdWˉQv,t.
11Details of these derivatives are provided in appendix A.2.
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where
βj(τ) = − aj(1− e
−γjτ )
2γj − (γj + bj)(1− e−γjτ ) , αj(τ) = αˉj(τ) + λα˜j(τ),
and where the following definitions are made:
αˉj(τ) ≡ (r − δ − λJˉs)iuτ − ληjτ − κvvˉ
(
γj + bj
σ2v
τ +
2
σ2v
ln
[
1− γj + bj
2γj
(1− e−γjτ )
])
;
α˜1(τ) ≡ (1 + Jˉs)exp
([
ln(1 + Jˉs) +
1
2
σ2s
]
iu+ 1
2
σ2s(iu)2
)
τ ;
α˜2(τ) ≡ exp
([
ln(1 + Jˉs)− 1
2
σ2s
]
iu+ 1
2
σ2s(iu)2
)
τ ;
η1 ≡ 1 + Jˉs; η2 ≡ 1; γj ≡
√
b2j + ajσ
2
v ;
a1 ≡ − iu(1 + iu); a2 ≡ iu(1− iu); b1 ≡ σvρiu− κv − σvρ; b2 ≡ σvρiu− κv.
6.2.1 The CCF and Put Option Pricing
The CCF-based pricing of European-exercise put options follows in a very straightfor-
ward manner from the development above for call options. Taking first the Heston [35]
model where st denotes the log-asset price process of a non-dividend paying asset note that
V Put(st, vt, t;K, τ) defined to be the price of a European-exercise put option on st with
strike priceK and time-to-maturity τ may be determined as follows:
V Put(st, vt, t;K, τ) = Ke
−rτ (1− PQ2 (st, vt, t;K))− est(1− PQ1 (st, vt, t;K)).
In the case of the Bates [3] model where st defines a log-asset price process for a
dividend paying asset, let V Put(st, vt, t;K, τ) now denote the value of a European-exercise
put option written on st with strike priceK and time-to-maturity τ and note that
V Put(st, vt, t;K, τ) = e
−rτ [K(1− PQ2 (st, vt, t;K))− Ft(1− PQ1 (st, vt, t;K))] .
(6.10)
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6.3 General Transform Theory and Contingent Claim Pricing
This section begins with an introduction to the general affine jump-diffusion framework
considered by Duffie, Pan and Singleton [37]. With this framework established the trans-
form and extended transform definitions as detailed in Duffie, Pan and Singleton [37] are
presented. Thereafter, the risk-neutral restriction that is imposed on the underlying affine
jump-diffusion model as a result of making a transition to an equivalent martingale mea-
sure is detailed. From this general risk-neutral model specification the specific two-factor
stochastic volatility affine jump-diffusion model proposed by Duffie, Pan and Singleton
[37] is then outlined, which will form the central underlying framework for the option
pricing methodologies detailed in subsequent sections. To conclude, the general transform-
based and extended transform-based contingent claim pricing methodologies of Duffie, Pan
and Singleton [37] are detailed.
6.3.1 The General Affine Jump-Diffusion Model
Consider the following generalM -dimensional affine jump-diffusion model:
dXt = μ(Xt)dt+ σ(Xt)dWt + dZt, (6.11)
which is defined on a probability space (Ω,F , P ) with an information filtration (Ft), and
where Xt is a Markov process in some state space D ⊂ RM ; Wt is an (Ft)-measurable
Wiener process in RM ; μ : D → RM ; σ : D → RM×M ; and Z is a pure jump process in
RM , where the associated jump sizes are assumed to have a joint-probability distribution
η on RM and jumps are assumed to arrive with intensity {λ(Xt) : t ≥ 0}, for some
λ : D → [0,∞). Further, define a discount rate function R : D → R and note that
the affine dependence of μ, σσ′, λ and R is determined by the coefficients (K,H, l, %) as
follows:
• μ(Xt) = K0 +K1Xt, for K = (K0, K1) ∈ RM × RM×M
• [σ(Xt)σ(Xt)′]ij = (H0)ij + (H1)ij ∙Xt, for H = (H0, H1) ∈ RM×M × RM×M
• λ(Xt) = l0 + l1 ∙Xt, for l = (l0, l1) ∈ R× RM
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• R(Xt) = %0 + %1 ∙Xt, for % = (%0, %1) ∈ R× RM
For c˜ ∈ CM define the transform function for the jump-size distribution as follows:
Ξ(c˜) =
∫
RM
exp(c˜ ∙ z)dη(z).
6.3.2 The Transform
Now let χP ≡ (K,H, l, %,Ξ), where as in Duffie, Pan and Singleton [37], χP is termed a
characteristic, and note that χP determines a transform ψP ≡ ψχP : CM×D×R+×R+ →
C of XT conditional on Ft as follows:
ψP(u˜, Xt, t, T ) = EPt
[
exp
(
−
∫ T
t
R(Xs)ds
)
eu˜∙XT
]
. (6.12)
Under defined technical regularity conditions12 it is shown that ψP(u˜, Xt, t, T ) has the
exponential affine form
ψP(u˜, Xt, t, T ) = eα(t)+β(t)∙Xt , (6.13)
where β(t) and α(t) are shown to satisfy the following complex-valued ordinary differential
equations (ODEs):13
β˙(t) = %1 −K ′1β(t)−
1
2
β′(t)H1β(t)− l1[Ξ(β(t))− 1], (6.14)
α˙(t) = %0 −K0 ∙ β(t)− 1
2
β′(t)H0β(t)− l0[Ξ(β(t))− 1], (6.15)
subject to the boundary conditions β(T ) = u˜ and α(T ) = 0.
12For exact details of the technical regulatory conditions see Duffie, Pan and Singleton [37], Proposition 1.
13Note that β′H1β denotes the vector in CM with kth element
∑M
i,j=1 βi(H1)i,j,kβj .
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6.3.3 The Extended Transform
Further to the development above Duffie, Pan and Singleton [37] also provide the specifi-
cation for an extended transform, which for w˜, u˜ ∈ CM is defined as
ΨP(w˜, u˜, Xt, t, T ) ≡ΨχP (w˜, u˜, Xt, t, T )
=EPt
[
exp
(
−
∫ T
t
R(Xs)ds
)
(w˜ ∙XT )eu˜∙XT
]
.
(6.16)
It is shown that the form of this extended transform is given by
ΨP(w˜, u˜, Xt, t, T ) = ψP(u˜, Xt, t, T )(Y (t) + Z(t) ∙Xt), (6.17)
where ψP(u˜, Xt, t, T ) is the transform specified in equation (6.13); and Z(t) and Y (t) solve
the following system of ordinary differential equations:
−Z˙(t) =K ′1Z(t) + β′(t)H1Z(t) + l1∇Ξ(β(t))Z(t), (6.18)
−Y˙ (t) =K0 ∙ Z(t) + β′(t)H0Z(t) + l0∇Ξ(β(t))Z(t), (6.19)
subject to the boundary conditions Z(T ) = w˜ and Y (T ) = 0. In the above specifications
note that ∇Ξ(c˜) is the gradient of the jump transform function with respect to c˜ ∈ CM .
6.3.4 The Risk-Neutral Affine Jump-Diffusion Model
As in Duffie, Pan and Singleton [37] it is necessary now to consider the risk-neutral dynam-
ics associated with the general affine jump-diffusion framework of equation (6.11) prior to
a discussion on risk-neutral contingent claim pricing issues. For this note the following
definitions: let the state vector Xt be defined in this instance such that the ith element is
the log-asset price st ≡ ln(St), i.e., (Xt)i = st; let Q denote an EMM associated with the
short-term interest rate process R(Xt); and finally let {δˉ(Xt) : t ≥ 0} define a dividend
yield process associated with the underlying asset, which is defined by the affine relation
δˉ(Xt) = dˉ0 + dˉ1 ∙Xt,
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where dˉ0 ∈ R and dˉ1 ∈ RM . Under the EMM Q the process Xt is given by an affine
jump-diffusion model where the coefficients (KQ, HQ, lQ, %) define the underlying affine
relations in a similar manner to the specifications made above, where ΞQ is used to denote
the jump transform under Q. The risk-neutral restriction imposed on the affine jump-
diffusion model relates specifically to the drift component of the process for the log-asset
price, and is given by the following coefficient specification forKQi = ((KQ0 )i, (KQ1 )i):
(KQ0 )i = %0 − dˉ0 −
1
2
(HQ0 )i,i − lQ0
(
ΞQ((i))− 1) , (6.20)
(KQ1 )i = %1 − dˉ1 −
1
2
(HQ1 )i,i − lQ1
(
ΞQ((i))− 1) , (6.21)
where (i) denotes the ith standard basis vector in RM .
6.3.5 Risk-Neutral Two-Factor Affine Jump-Diffusion Model
Under an assumed EMM Q, Duffie, Pan and Singleton [37] propose the following two-
factor stochastic volatility affine jump-diffusion (2FSV-AJD) model:
d
(
st
vt
)
=
(
r − δ − 1
2
vt − λξˉ
κv(vˉ − vt)
)
dt+
√
vt
(
1 0
ρσv
√
1− ρ2σv
)
dWQt + dZ
Q
t , (6.22)
where st ≡ ln(St) is the log-asset price process of an asset paying a constant dividend yield
of δ; vt is the level of volatility, assumed to evolve according to a CIR-type mean-reverting
square-root process; κv, vˉ and σv are respectively the constant speed of mean-reversion, the
long-run mean variance level and volatility parameters under the variance process vt; r is
the risk-free rate of interest, assumed to be constant; WQt is an (Ft)-measurable Wiener
process in R2; ZQt is a pure jump process in R2 with constant mean jump-arrival rate λ
and bivariate jump-size distribution η; and ξˉ = ΞQ(1, 0)− 114, where ΞQ is the associated
transform of η under Q.
Define the characteristic χQ = (KQ, HQ, lQ, %,ΞQ), where the risk-neutral coefficients
KQ, HQ, lQ and % are as specified in appendix A.3. Now define for τ ≡ T − t, for t < T ,
14This specification of ξˉ ensures adherence to the risk-neutral restriction of equations (6.20) and (6.21).
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the transition ψˉQ(u˜, (st, vt)′, τ) ≡ ψχQ((u˜, 0)′, (st, vt)′, τ) as
ψˉQ(u˜, (st, vt)′, τ) = exp[α(τ ; u˜) + u˜st + β(τ ; u˜)vt], (6.23)
where β(τ) and α(τ) solve respectively the following ODEs:
dβ(τ)
dτ
=
1
2
σ2vβ
2(τ) + (u˜ρσv − κv)β(τ) + 1
2
(u˜2 − u˜), (6.24)
dα(τ)
dτ
= − r + (r − δ)u˜− λ(ξˉu˜+ 1) + κvvˉβ(τ) + λΞQ(u˜, β(τ)), (6.25)
subject to the boundary conditions β(0) = 0 and α(0) = 0. Solving the above ODE system
gives15
β(τ) = − a(1− e
−γτ )
2γ − (γ + b)(1− e−γτ ) , (6.26)
α(τ) = αˉ(τ) + λα˜(τ), (6.27)
where
a ≡ u˜(1− u˜), b ≡ u˜ρσv − κv, γ ≡
√
b2 + aσ2v .
αˉ(τ) ≡ − rτ + (r − δ)u˜τ − λ(ξˉu˜+ 1)τ − κvvˉ
(
γ + b
σ2v
τ +
2
σ2v
ln
[
1− γ + b
σ2v
(1− e−γτ )
])
,
α˜(τ) =
∫ τ
0
ΞQ(u˜, β(ϑ))dϑ, (6.28)
To complete the specification of the 2FSV-AJD model in equation (6.22) it is necessary
to define the particular form of the jump transform as detailed in Duffie, Pan and Singleton
[37]. For c1, c2 ∈ C the jump transform is assumed to take the form
ΞQ(c1, c2) =
1
λ
(λsΞQ,s(c1) + λvΞQ,v(c2) + λcΞQ,c(c1, c2)), (6.29)
15For a full derivation of the functional forms for β(τ) and α(τ) see appendix A.3
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where
ΞQ,s(c1) = exp(μsc1 +
1
2
σ2sc
2
1), Ξ
Q,v(c2) =
1
1− μvc2 , Ξ
Q,c(c1, c2) =
exp(μc,sc1 + 12σ
2
c,sc
2
1)
1− μc,v(c2 + ρJc1) ,
and λ = λs + λv + λc.
Note that this form of the jump transform nests the following group of two-factor
stochastic volatility affine jump-diffusion models:
• With λs > 0 and λv = λc = 0 an affine jump-diffusion model is specified, which
allows for jumps in the log-asset price process with associated jump sizes given by a
normal distribution with mean μs and variance σ2s . This model will herein be referred
to as the 2FSV-JS model. This model is considered by Bates [3] and Bakshi, Cao and
Chen [10] as part of empirical studies of corss-sectional volatility patterns.
• With λv > 0 and λs = λc = 0 an affine jump-diffusion model is specified, which
allows for jumps in the variance process with associated jump sizes given by an
exponential distribution with mean μv. This model will herein be referred to as the
2FSV-JV model.
• With λc > 0 and λs = λv = 0 an affine jump-diffusion model is specified, which
allows for simultaneous and correlated jumps in the log-asset price and variance pro-
cesses. The jump sizes in variance are given by an exponential marginal distribution
with mean μc,v. Conditional on a jump in variance of j0v , the jump size in the log-
asset price is given by a normal distribution with mean μc,s + ρJj0v and variance σ2c,s.
This model will herein be referred to as the 2FSV-JJ model.
Note also that eliminating the jump component by means of setting λs = λv = λc = 0
results in the stochastic volatility affine diffusion model of Heston [35], which herein will
be referred to as the 2FSV model.
With the analytic form of the jump transform ΞQ established it is now possible to com-
plete the specification of the transform function ψˉQ(u˜, (st, vt)′, τ) by means of providing
for each of the 2FSV-JS, 2FSV-JV and 2FSV-JJ models the analytic form of the component
α˜(τ) that appears in equation (6.27) and is defined in equation (6.28).
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Firstly, under the specification of the 2FSV-JS model note that
α˜(τ) =
∫ τ
0
ΞQ,s(u˜)dϑ = exp
(
μsu˜+
1
2
σ2s u˜
2
)
τ.
For the 2FSV-JV model note that
α˜(τ) =
∫ τ
0
ΞQ,v(β(ϑ))dϑ
=
γ − b
γ − b+ μvaτ −
2aμv
γ2 − (b− μva)2 ln
[
1− (γ + b− μva)(1− e
−γτ )
2γ
]
.
And finally, for the 2FSV-JJ model note that
α˜(τ) =
∫ τ
0
ΞQ,c(u˜, β(ϑ))dϑ = exp
(
μc,su˜+
1
2
σ2c,su˜
2
)
dϑ,
where
d ≡ γ − b
c(γ − b) + μc,vaτ −
2aμc,v
(cγ)2 − (cb− μc,va)2 ln
[
1− [c(γ + b)− μc,va](1− e
−γτ )
2cγ
]
,
c ≡ 1− ρJμc,vu˜.
The full derivations of the above results are provided in appendix A.4.
6.3.6 Transform-Based Contingent Claim Pricing
This section outlines the transform-based contingent claim pricing methodology proposed
by Duffie, Pan and Singleton [37] for contingent claims where the payoff function has an
exponential affine relationship with the underlying state vector. For the exposition to follow
the risk-neutral version of the general affine jump-diffusion dynamics in equation (6.11) is
assumed, where the risk-neutral measure is assumed to be the EMM Q. For convenience
it is also assumed that the risk-free rate of interest is constant throughout and denoted by
r, although the generalisation to time-varying interest rates is straightforward. Consider
a contingent claim with time-to-maturity τ ≡ T − t, for t < T , and payoff function
Gq1,q0(XT , k) = e
q1∙XT 1{q0∙XT>k}, where q0, q1 ∈ RM ; 1{q0∙XT>k} is the indicator function
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for the event {q0 ∙XT > k}; and k ≡ ln(K) for some constant K ∈ R.
Let VGq1,q0 (k) denote the time t price of this contingent claim and note that by definition
VGq1,q0 (k) = e
−rτEQt [Gq1,q0(XT , k)] = e−rτEQt [eq1∙XT 1{q0∙XT>k}]. (6.30)
The value VGq1,q0 (k) may be calculated as follows:
16
VGq1,q0 (k) =
ψQ(q1, Xt, t, T ; τ)
2
− 1
π
∫ ∞
0
Im[ψQ(q1 − ivq0, Xt, t, T ; τ)eivk]
v
dv, (6.31)
where for u˜ ∈ CM ,
ψQ(u˜, Xt, t, T ; τ) ≡ e−rτEQt [eu˜∙XT ]. (6.32)
With the above general contingent claim pricing methodology developed, consider now
the price of an option with general payoff function
H ≡ H(XT , k) = (eqˉ∙XT − ek)1{qˉ∙XT>k},
where qˉ ∈ RM ,and note that its value VH(k) can be determined as follows:
VH(k) = VGqˉ,qˉ(k)− ekVG0,qˉ(k), (6.33)
where VGqˉ,qˉ(k) and VG0,qˉ(k) are the prices of two contingent claims with payoff functions
Gqˉ,qˉ(XT , k) = e
qˉ∙XT 1{qˉ∙XT>k}, G0,qˉ(XT , k) = e
0∙XT 1{qˉ∙XT>k}
respectively, and 0 denotes the zero vector in RM . The component values VGqˉ,qˉ(k) and
VG0,qˉ(k) are readily determined from the general pricing formulation given in equation
(6.31).
As a special case of this general option pricing formulation consider the pricing of
a standard European-exercise call option with time-to-maturity τ and log-strike price k
under the assumption of the general 2FSV-AJD model given in equation (6.22). The payoff
16For more details and a formal proof of this contingent claim pricing equation see Duffie, Pan and Single-
ton [37].
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function for this call option is defined as follows:
HCall(XT = (sT , vT )
′, k) ≡
(
e
(1)∙XT − ek
)
1{(1)∙XT>k},
where (1) ≡ (1, 0)′. In this instance the value of the call option is defined V Call(k) =
e−rτEQt [HCall(XT , k)], which may be determined according to the Duffie, Pan and Single-
ton [37] approach as follows:
V Call(k) = V CallG
(1),(1)
(k)− ekV CallG0,(1) (k). (6.34)
In a similar manner consider now the problem of pricing a European-exercise put option
with time-to-maturity τ and log-strike price k, and note that the payoff function in this case
is
HPut(XT = (sT , vT )
′, k) ≡
(
ek − e(1)∙XT
)
1{(1)∙XT<k}.
The value V Put(k) = e−rτEQt [HPut(XT , k)] of this put option may therefore be calculated
as follows:
V Put(k) = ekV PutG0,−(1)
(−k)− V PutG
(1),−(1)
(−k). (6.35)
In determining the component values V CallG
(1),(1)
(k) and V CallG0,(1) (k) in equation (6.34)
and the component values V PutG0,−(1) (−k) and V
Put
G
(1),−(1)
(−k) in equation (6.35) note that
the general pricing formulation of equation (6.31) is applied for ψQ = ψˉQ, where ψˉQ is as
defined in equation (6.23).
6.3.7 Extended Transform-Based Contingent Claim Pricing
Duffie, Pan and Singleton [37] also develop a pricing framework, which allows for the pric-
ing of an extended range of contingent claims where the payoff functions have a relation
with the state vector that is either (i) affine or (ii) a product of affine and exponential-
affine. For this exposition assume again the risk-neutral version of the general affine
jump-diffusion dynamics in equation (6.11), defined under the EMM Q. In this case let
VGq2,q1,q0 (k) denote the price of a contingent claim with time-to-maturity τ define as fol-
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lows:
VGq2,q1,q0 (k) = e
−rτEQt [Gq2,q1,q0(XT , k)] = e−rτEQt [(q2 ∙XT )eq1∙XT 1{q0∙XT>k}], (6.36)
where q0, q1, q2 ∈ RM . In this instance, the value VGq2,q1,q0 (k) is determined as follws:17
VGq2,q1,q0 (k) =
ΨQ(q2, q1, Xt, t, T ; τ)
2
− 1
π
∫ ∞
0
Im[ΨQ(q2, q1 − ivq0, Xt, t, T ; τ)eivk]
v
dv,
where for w˜, u˜ ∈ CM ,
ΨQ(w˜, u˜, Xt, t, T ; τ) ≡ e−rτEQt [(w˜ ∙XT )eu˜∙XT ]. (6.37)
6.4 The FFT and Option Pricing
This section now considers the FFT option pricing methodology introduced by Carr and
Madan [17] and provides details in a manner that is consistent with the following respective
formulations of the Fourier transform and inverse Fourier transform, as defined in Brigham
[14]:18
Y (v) =
∫ +∞
−∞
y(k)e−i2πvkdk,
and
y(k) =
∫ +∞
−∞
Y (v)ei2πvkdv,
where y(k) is a general one-dimensional real function such that
∫ +∞
−∞ |y(k)|dk <∞.
Firstly, assume the risk-neutral version of the general affine jump-diffusion model of
equation (6.11), which is assumed defined under the EMMQ. Secondly, assume thatXt is
an M -dimensional state vector defined such that the first factor is an observable log-asset
price process st and all other factors are unobservable. Thirdly, assume that the risk-free of
interest is constant and denoted by r.
Under this framework let V call(k) denote the value of a standard European-exercise call
17For more details of this extended contingent claim pricing equation see Duffie, Pan and Singleton [37].
18Brihgam [14] provides a discussion on the various alternative definitions of the Fourier transform.
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option written on st with log-strike price k and time-to-maturity τ ≡ T − t, for t < T . By
definition note that
V call(k) ≡ e−rτEQt
[
max(esT − ek, 0)] = e−rτ ∫ +∞
k
(es − ek)pQT (s)ds,
where pQT is the probability density function of the log-asset price sT . Carr and Madan [17]
propose the following modification to the call option price V call(k) above, the purpose of
which is to give a square-integrable function for which the Fourier transform exists:19
V˜ call(k) = eα
∗kV call(k),
where α∗ > 0 ∈ R. The Fourier transform φCall(v) of this modified call option price
V˜ Call(k) is therefore given by
φCall(v) =
∫ +∞
−∞
V˜ Call(k)e−i2πvkdk, (6.38)
and as detailed by Carr and Madan [17] φCall(v) simplifies as follows:
φCall(v) = e−rτ
∫ +∞
−∞
e−i2πvk
∫ +∞
k
eα
∗k(es − ek)pQT (s)dsdk
= e−rτ
∫ +∞
−∞
e−iw(v)k
∫ +∞
k
eα
∗k(es − ek)pQT (s)dsdk
=
ψˉQM(i[w(v)− (α∗ + 1)i], Xt, τ)
(α∗)2 + α∗ − w2(v) + i(2α∗ + 1)w(v) ,
where for notational convenience w(v) ≡ −2πv and the transform ψˉQM(u˜, Xt, τ) is defined
19The coefficient eα∗k forces decay in the negative log-asset price direction and hence, ensures square-
integrability. A sufficient condition for the existence of the Fourier transform is absolute integrability, and so
in this instance the Fourier transform of the modified call option value V˜ call(k) clearly exists. For more on
the existence conditions for the Fourier transform see Brigham [14].
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as follows:20
ψˉQM(u˜, Xt, t, T ) ≡ ψˉQM((u˜, 0, . . . , 0)′, Xt, τ)
= e−rτEQt [exp ((u˜ 0 . . . 0)′ ∙XT )]
= e−rτEQt [eu˜sT ].
With the transform ψˉQM known, note that the modified call option price V˜ Call(k) may
be retrieved by means of the following inverse Fourier transform:
V˜ Call(k) =
∫ +∞
−∞
φCall(v)ei2πvkdv, (6.39)
which in turn allows for the evaluation of the call option price as
V Call(k) = e−α
∗k
∫ +∞
−∞
φCall(v)ei2πvkdv.
From general Fourier transform theory note that the inverse Fourier transform given in
equation (6.39) can be approximated by the following inverse discrete Fourier transform
(DFT):
V˜ Call(km) = Δv
N−1∑
n=0
φCall(vn)e
i2πvnkm , m = 0, . . . , N − 1,
where N denotes the resolution of the DFT; km ≡ mΔk, where Δk is the spacing in the
log-strike price domain; and vn ≡ nΔv, where Δv denotes the spacing in the Fourier
domain. Under the construction of the DFT, as detailed in Brigham [14], note that Δk =
1
NΔv
and so the approximation above may be simplified as follows:
V˜ Call(km) =Δv
N−1∑
n=0
φCall(vn)e
i2πnΔvmΔk
=Δv
N−1∑
n=0
φCall(vn)e
i2πnm/N , m = 0, . . . , N − 1.
(6.40)
20In the notation ψˉQM (u˜,Xt, t, T ; τ) note that the subscriptM is used to emphasise that this transform is a
generalM -factor version of the specific 2-factor transform defined in equation (6.23).
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The corresponding call option values can then be obtained directly from these results in the
following manner:
V Call(km) = e
−α∗kmV˜ Call(km), m = 0, . . . , N − 1.
With the above inverse DFT specification in place it follows that the FFT offers an efficient
option pricing methodology, which returns as output an N-dimensional vector of call option
values.
To conclude the discussion, note finally that specialising the above development for the
case of the 2FSV-AJDmodel defined in equation (6.22) is done in a straightforward manner
by means of setting the state vector Xt = (st, vt)′ and noting for the function φCall(v) that
φCall(v) =
ψˉQM(i[w(v)− (α∗ + 1)i], Xt, τ)
(α∗)2 + α∗ − w2(v) + i(2α∗ + 1)w(v) ,
where the transform ψˉQ is as defined in equation (6.23).
6.4.1 The FFT and Put Option Pricing
This section extends in a straightforward manner the call option pricing methodology of
Carr and Madan [17] to the problem of put option pricing. For this the same general model
assumptions are made as introduced in the previous section and a European-exercise put
option with log-strike price k and time-to-maturity τ is considered.
Let V Put(k) denote the value of this options contract and note that by definition
V Put(k) = e−rτ
∫ k
−∞
(ek − es)pQT (s)ds.
The direct Fourier transform of the put option price V Put(k) does not exist and so, in
a similar manner to the case of call options, a particular modification is required which
enforces square integrability. Specifically, consider the modified put option price V˜ Put(k)
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defined as follows:21
V˜ Put(k) = e−α
∗kV Put(k),
where α∗ > 0 ∈ R. Thus, the Fourier transform of the modified put price V˜ Put(k) is given
by
φPut(v) =
∫ +∞
−∞
V˜ Put(k)e−i2πvkdk (6.41)
and simplifies as follows:
φPut(v) = e−rτ
∫ +∞
−∞
eiw(v)k
∫ k
−∞
e−α
∗k(ek − es)pQT (s)dsdk
= e−rτ
∫ +∞
−∞
pQT (s)
∫ ∞
sT
e−α
∗k(ek − es)eiw(v)kdkds
= e−rτ
∫ +∞
−∞
pQT (s)
e−s(α
∗−1−iw(v))
(α∗)2 − α∗ − w2(v) + i(−2α∗ + 1)w(v)ds
=
ψˉQM(i[w(v)− (−α∗ + 1)i], Xt, τ)
(α∗)2 − α∗ − w2(v) + i(−2α∗ + 1)w(v) ,
where it is noted that the results follows by constraining α∗ further such that α∗ > 1; and
as before w(v) ≡ −2πv. With the transform ψˉQM known note that an application of the
inverse Fourier transform allows for the retrieval of the modified put price
V˜ Put(k) =
∫ +∞
−∞
φPut(v)ei2πvkdv, (6.42)
from which the put option price is obtained
V Put(k) = eα
∗k
∫ +∞
−∞
φPut(v)ei2πvkdv.
In a similar manner to that detailed in the previous section note that the inverse Fourier
transform given in equation (6.42) can be approximated by the following inverse DFT:
V˜ Put(km) = Δv
N−1∑
n=0
φPut(vn)e
i2πnm/N , m = 0, . . . , N − 1, (6.43)
21In this instance the coefficient e−α∗k forces decay in the positive log-asset direction and so ensures
square-integrability. Hence, the Fourier transform of V˜ Put(k) exists.
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and so
V Put(km) = e
α∗kmV˜ Put(km),m = 0, . . . , N − 1.
This inverse DFT specification again lends itself to efficient evaluation by means of the
FFT, allowing for an N -dimensional vector of put option prices to be evaluated.
Finally, note that the specialisation of this approach to the 2FSV-AJD model defined in
equation (6.22) follows from setting the state vector Xt = (st, vt)′ and nothing that
φPut(v) =
ψˉQM(i[w(v)− (−α∗ + 1)i], Xt, τ)
(α∗)2 − α∗ − w2(v) + i(−2α∗ + 1)w(v) ,
where ψˉQ is the transform defined in equation (6.23).
6.4.2 Adaptation of the FFT Option Pricing Methodology
The purpose of this section is to show how the FFT-based option pricing methodologies
outlined in the previous sections may be adapted in order to return a vector of option prices
that corresponds to a range of log-strike prices that is dispersed about the current observed
log-asset price st. This is an adaptation that is independently discussed by Lee [50]. From
a practical viewpoint this adaptation of the FFT-based option pricing methodology offers
significant benefit, particularly when used as the theoretical pricing engine in empirical
tests of option pricing models. In particular, the adaptation allows for a range of theoretical
model-based options prices to be generated that is dispersed either side of the current asset
price level, ranging from deep out-of-the-money to deep in-the-money options.
Recall the Fourier transform of the modified call option price given previously in equa-
tion (6.38)
φCall(v) =
∫ +∞
−∞
V˜ Call(k)e−i2πvkdk,
and note that the log-strike price k may be written in terms of the current log-asset price st
as k = st + κ, for some κ ∈ R. Therefore, the above Fourier transform may be rewritten
simply as follows:
φCall(v) =
∫ +∞
−∞
V˜ Call(st + κ)e
−i2πv(st+κ)dκ.
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As can be easily verified the above application of the Fourier transform leads to the same
analytic expression as before, i.e.
φCall(v) =
ψˉQM(i[w(v)− (α∗ + 1)i], Xt, τ)
(α∗)2 + α∗ − w2(v) + i(2α∗ + 1)w(v) ,
where w(v) ≡ −2πv as defined previously. With the transform ψˉQM known the modified
call price may be retrieved by means of the inverse Fourier transform given in equation
(6.39), which may be rewritten with k = st + κ to give
V˜ Call(st + κ) =
∫ +∞
−∞
φCall(v)ei2πv(st+κ)dv.
In this instance the inverse Fourier transform above can be approximated by the follow-
ing inverse DFT specification:
V˜ Call(st + κm) = Δv
N−1∑
n=0
φCall(vn)e
i2πvn(st+κm), m = 0, . . . , N − 1,
where it is noted as before that vn ≡ nΔv and Δv denotes the spacing in the Fourier
domain. However, in order to obtain a range of option prices that correspond to a range
of log-strike prices dispersed about the current log-asset price st the following definition is
made: let κm ≡ −N2Δκ+mΔκ, whereΔκ now denotes the spacing in the log-strike price
domain. Under the construction of the DFT note that Δκ = 1
NΔv
and so the formulation
above simplifies giving
V˜ Call(sk + κm) =Δv
N−1∑
n=0
φCall(vn)e
i2πvn([st−NΔκ/2]+mΔκ)
=Δv
N−1∑
n=0
[φCall(vn)e
i2πvn(st−NΔκ/2)]ei2πnm/N ,
(6.44)
form = 0, . . . , N − 1. The above inverse DFT lends itself to efficient evaluation by means
of an appropriate inverse FFT routine, where the N -dimensional input vector in this case
consists of the sample values φ(vn)ei2πvn(st−NΔκ)/2), n = 0, . . . , N − 1. In contrasts to this
recall that for the inverse DFT discussed previously in equation (6.40) the input vector to
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the FFT routine consisted of the sampled function values φ(vn), n = 0, . . . , N − 1.
For the case of pricing put options the adaptation developed above can be applied, and
so the inverse DFT specification in equation (6.43) may be adjusted as follows:
V˜ Put(st + κm) = Δv
N−1∑
n=0
[
φPut(vn)e
i2πvn(st−NΔκ/2)] ei2πnm/N ,
form = 0, . . . , N − 1.
6.5 CCF-Based Option Pricing: Extensions under the 2FSV-JV and
2FSV-JJ Models
This section extends the CCF-based option pricing methodology of Bates [3], firstly under
the assumption of the 2FSV-JV model and then under the assumption of the 2FSV-JJ model
as defined in section 6.3.5.
6.5.1 Extension under the 2FSV-JV Model
Assume now the 2FSV-JV model as defined in section 6.3.5, but which is written in the
following equivalent form for the purposes of the development to follow:
dst =(r − δ − 1
2
vt)dt+
√
vtdWˉ
Q
s,t,
dvt =κv(vˉ − vt)dt+ σv√vtdWˉQv,t + JvdZQv,t,
(6.45)
where WˉQs,t and WˉQv,t are two correlated Wiener processes such that EQt [dWˉQs,t, dWˉQv,t] =
ρdt;22 ZQv,t denotes a Poisson process with constant jump-arrival rate λ = λv and Jv denotes
the associated jump-size in the variance level, which is given by an exponential distribution
with mean μv.23
22The specification of the two correlated Wiener processes WˉQs,t and WˉQv,t here is clearly consistent with
the correlation structure of the 2FSV-JV model defined in section 6.3.5, and is made purely for reasons of
notational convenience in the development to follow.
23The jump process defined here is consistent with the form of the two-dimensional jump process ZQt
under the specification of the 2FSV-JV model defined in section 6.3.5.
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Recall from equation (6.8) that the price of a standard European-exercise call option
written on St = est with strike priceK and time-to-maturity τ ≡ T − t, t < T , is given by
V Call(st, vt, t;K, τ) = e
−rτ (FtPQ1 (st, vt, t;K)−KPQ2 (st, vt, t;K)),
where the probability PQj , j = 1, 2, are obtained from the associated CCFsϕQj (iu, st, vt, t) ≡
EQt [eiusT |PQj ], j = 1, 2, as follows:
PQj =
1
2
+
1
π
∫ ∞
0
Im[ϕQj (iu; t)e−iu(K)]
u
du.
It is easily observable that the CCF ϕQ2 (iu, st, vt, t; τ) = erτ ψˉQ,v(iu, (st, vt)′, τ) for the
specific form of the transform function given in equation (6.23) defined under the 2FSV-JV
model.24 However, the CCF ϕQ1 (iu, st, vt, t) must be derived following similar arguments
to the those outlined in appendix A.2.
First, consider the function G(St, PQ1 , t; τ) defined as
G(St, P
Q
1 , t; τ) = e
−rτFtPQ1 (st, vt, t) = Ste
−δτPQ1 (st, vt, t),
and note that G(St, PQ1 , t; τ) represents the price of a contingent claim that pays off ST
at time T conditional on ST > K and 0 otherwise. For notational convenience in the
forthcoming exposition let G ≡ G(St, PQ1 , t; τ), P ≡ PQ1 (st, vt, t) and S ≡ St.
It follows directly from the standard risk-neutral condition for contingent claim prices
that EQt [dG] = rGdt. Hence, first applying Ito’s lemma to the contingent claim function G
gives
dG = rGdt+ Se−δτ (Psvt + Pvρσvvt)dt+ Se−δτdP +G
√
vtdWˉ
Q
s,t,
24The introduction of the superscript v in the notation ψˉQ,v(iu, (st, vt)′, τ) for the transform function is
deliberate and made to emphasise that the underlying model is the 2FSV-JV model.
Chapter 6. FFT and Option Pricing 73
where according to Ito’s lemma
dP =Ps
[
(r − δ − 1
2
vt)dt+
√
vtdWˉ
Q
s,t
]
+ Pv[κv(vˉ − vt)dt+ σv√vtdWˉQv,t] + Ptdt
+
1
2
Pssvtdt+ Psvρσvvtdt+
1
2
Pvvσ
2
vvtdt+ [P (st, vt + Jv, t)− P (st, vt, t)]dZQv,t,
and
dS = (r − δ)Sdt+√vtSdWˉs,t.
Substitution of the stochastic process dG back into the aforementioned standard risk-neutral
condition leads to the following partial differential-difference equation (PDDE) for P :
Ps(r − δ + 1
2
vt) + Pv[κv(vˉ − vt) + ρσvvt] + Pt
+
1
2
vt(Pss + 2Psvρσv + Pvvσ
2
v) + λEQt [P (st, vt + Jv, t)− P (st, vt, t)] = 0.
(6.46)
Similar to the arguments made in appendix A.2 it can be shown that the CCFϕ ≡ ϕQ1 (iu, st, vt, t)
satisfies the following PDDE specification:
ϕs(r − δ + 1
2
vt) + ϕv[κv(vˉ − vt) + ρσvvt] + ϕt
+
1
2
vt(ϕss + 2ϕsvρσv + ϕvvσ
2
v) + λEQt [ϕ(st, vt + Jv, t)− ϕ(st, vt, t)] = 0,
(6.47)
which may be solved for ϕ = ϕQ1 (iu, st, vt, t) subject to the simple boundary condition
ϕQ1 (iu, sT , vT , T ) = eiusT .
The general functional form for ϕQ1 (iu, st, vt, t) is given by the following exponential-
affine form:
ϕQ1 (iu, st, vt, t; τ) ≡ ϕQ1 (iu, st, vt, t) = exp[α1(τ) + iust + β1(τ)vt],
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which upon substitution into equation (6.47) leads to the following ODEs:
dβ1(τ)
τ
=
1
2
σ2vβ
2
1(τ) + (iuρσv − κv + ρσv)β1(τ) +
1
2
(−u2 + iu),
dα1(τ)
τ
=(r − δ)iu− λ+ κvvˉβ1(τ) + λEQt [eβ1(τ)Jv ],
which may be solved for β1(τ) and α1(τ) subject to the boundary conditions β1(0) = 0
and α1(0) = 0 to give
β1(τ) = − a1(1− e
−γ1τ )
2γ1 − (γ1 + b1)(1− e−γ1τ ) , α1(τ) = αˉ1(τ) + λα˜1(τ),
where
αˉ1(τ) ≡ (r − δ)iuτ − λτ − κvvˉ
(
γ1 + b1
σ2v
τ +
2
σ2v
ln
[
1− γ1 + b1
2γ1
(1− e−γ1τ )
])
;
α˜1(τ) ≡
∫ τ
0
EQt
[
eβ1(ϑ)Jv
]
dϑ
=
γ1 − b1
γ1 − b1 + μva1 τ −
2a1μv
(γ1)2 − (b1 − μva1)2 ln
[
1− (γ1 + b1 − μva1)(1− e
−γ1τ )
2γ1
]
;
and, as in section 6.2,
a1 ≡ −iu(1 + iu), b1 ≡ σvρiu− κv − σvρ, γ1 ≡
√
b21 + a1σ
2
v .
6.5.2 Extension under the 2FSV-JJ Model
Assume now the 2FSV-JJ model as defined in section 6.3.5, but written in the following
equivalent form:25
dst =(r − δ − λξˉ − 1
2
vt)dt+
√
vtdWˉ
Q
s,t + Jc,sdZ
Q
c,t,
dvt =κv(vˉ − vt)dt+ σv√vtdWˉQv,t + Jc,vdZQc,t,
(6.48)
25Under the specification of the 2FSV-JJ model recall that λ = λc > 0 and λs = λv = 0, and so it follows
that
ξˉ = ΞQ,c(1, 0) =
exp(μc,s + 12σ
2
c,s)
1− μc,vρJ .
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where in this case ZQc,t denotes a Poisson process with constant jump-arrival rate λ = λc;
and Jc,s and Jc,v respectively denote the jump-sizes in the log-asset price st and the variance
level vt. Note that the marginal distribution of Jc,v is exponential with mean μc,v and,
conditional on a jump in variance of j0v , Jc,s is given by a normal distribution with mean
μc,s + ρJj
0
v and variance σ2c,s.26
As before it is readily observable that the CCFϕQ2 (iu, st, vt, t) = erτ ψˉQ,c(iu, (st, vt)′, τ)
for the specific form of the transform function in equation (6.23) defined under the 2FSV-JJ
model.27 However, the derivation of the CCF ϕQ1 (iu, st, vt, t) associated with the probabil-
ity P ≡ PQ1 follows in a similar manner to the development made in the previous section.
As in the previous section, consider the function G(St, PQ1 , t; τ) defined as
G(St, P
Q
1 , t; τ) = e
−rτFtPQ1 (sv, vt, t) = Ste
−δτPQ1 (st, vt, t),
where G(St, PQ1 , t; τ) represents the price of a contingent claim that pays off ST at time T
conditional on ST > K and 0 otherwise. For notational convenience in the forthcoming
exposition let G ≡ G(St, PQ1 , t; τ), P ≡ PQ1 (st, vt, t) and S ≡ St.
It follows directly from the standard risk-neutral condition for contingent claim prices
that EQt [dG] = rGdt. Hence, first applying Ito’s lemma to the contingent claim function G
gives
dG =(r − λξˉ)Gdt+ Jc,sGdZQc,t + Se−δτ (Psvt + Pvρσvvt)dt
+ Se−δτ [Jc,s(P (st + Jc,s, vt + Jc,v, t)− P (st, vt, t))]dZQc,t + Se−δτdP +G
√
vtdWˉ
Q
s,t,
26The jump process defined here is clearly consistent with the form of the two-dimensional jump process
ZQt under the specification of the 2FSV-JJ model defined in section 6.3.5.
27The introduction of the superscript c in the notation ψˉQ,c(iu, (st, vt)′, τ) is made to emphasise through-
out that the underlying model is the 2FSV-JJ model.
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where according Ito’s lemma
dP =Ps
[
(r − δ − λξˉ − 1
2
vt)dt+
√
vtdWˉ
Q
s,t
]
+ Pv[κv(vˉ − vt)dt+ σv√vtdWˉQv,t] + Ptdt
+
1
2
Pssvtdt+ Psvρσvvtdt+
1
2
Pvvσ
2
vvtdt+ [P (st + Jc,s, vt + Jc,v, t)− P (st, vt, t)]dZQc,t,
(6.49)
and
dS = (r − δ − λξˉ)Sdt+√vtSdWˉQs,t + Jc,sSdZQc,t,
where Jc,s ≡ eJc,s − 1.
Substitution of the stochastic process dG back into the aforementioned standard risk-
neutral condition leads to the following partial differential-difference equation (PDDE) for
P :
Ps(r − δ − λξˉ + 1
2
vt) + Pv[κv(vˉ − vt) + ρσvvt] + Pt
+
1
2
vt(Pss + 2Psvρσv + Pvvσ
2
v) + λEQt [eJc,s(P (st + Jc,s, vt + Jc,v, t)− P (st, vt, t))] = 0,
(6.50)
where by definition eJc,s = 1 + Jc,s.
The jump-component within the PDDE specified in equation (6.50) above may be mod-
ified in such a manner that will assist the derivation of the CCF ϕ1(iu, st, vt, t) in this case.
For this letH(Jc,s, Jc,v) ≡ P (st+ Jc,s, vt+ Jc,v, t)−P (st, vt, t) and let f(jc,s, jc,v) denote
the joint-density function associated with the bivariate jump-size distribution for Jc,s and
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Jc,v. If follows that28
EQt
[
eJc,sH(Jc,s, Jc,v)
]
=
∫ ∞
0
∫ ∞
−∞
ejc,sH(jc,s, jc,v)
1
2
√
πσc,s
exp
[
−1
2
(
jc,s − (μc,s + ρJjc,v)
σc,s
)2]
× 1
μc,v
exp
[
− jc,v
μc,v
]
djc,sdjc,v.
From the specification of the integrand above note first that
exp[jc,s]exp
[
−1
2
(
jc,s − (μc,s + ρJjc,v)
σc,s
)2]
= exp
[
μc,s +
1
2
σ2c,s
]
exp
[
−1
2
(
jc,s − (μc,s + ρJjc,v + σ2c,s)
σc,s
)2]
exp[ρJjc,v]
It therefore follows that EQt [eJc,sH(Jc,s, Jc,v)] simplifies as follows:
EQt [eJc,sH(Jc,s, Jc,v)]
= eμc,s+
1
2
σ2c,s
∫ ∞
0
∫ ∞
−∞
H(jc,s, jc,v)
1√
2πσc,s
exp
[
−1
2
(
jc,s − (μc,s + ρJjc,v + σ2c,s)
σc,s
)2]
× 1
μc,v
exp
[
−1− μc,vρJ
μc,v
jc,v
]
djc,sdjc,v
=
eμc,s+
1
2
σ2c,s
1− μc,vρJ
∫ ∞
0
∫ ∞
−∞
H(jc,s, jc,v)
1√
2πσc,s
exp
[
−1
2
(
jc,s − (μc,s + ρJjc,v + σ2c,s)
σc,s
)2]
× 1− μc,vρJ
μc,v
exp
[
−1− μc,vρJ
μc,v
jc,v
]
djc,sdjc,v
=
eμc,s+
1
2
σ2c,s
1− μc,vρJ Eˆ
Q
t [H(Jc,s, Jc,v)],
28For this note again that the marginal density function f(jc,v) associated with the jump-size in variance
Jc,v is exponential with mean μc,v . That is,
f(jc,v) =
{
1
μc,v
exp(− jc,v
μc,v
), jc,v ≥ 0,
0, jc,v < 0.
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where the notation EˆQt [∙] is introduced to denote the expectations operator taken under the
adjusted joint-density function
fˆ(jc,s, jc,v) =
1√
2πσc,s
exp
[
−1
2
(
jc,s − (μc,s + ρJjc,v + σ2c,s)
σc,s
)2]
× 1− μc,vρJ
μc,v
exp
[
−1− μc,vρJ
μc,v
jc,v
]
.
(6.51)
From the above development it follows that the PDDE specified in equation (6.50) may
be rewritten as follows:
Ps(r − δ − λξˉ + 1
2
vt) + Pv[κv(vˉ − vt) + ρσvvt] + Pt
+
1
2
vt(Pss + 2Psvρσv + Pvvσ
2
v)
+ λ
eμc,s+
1
2
σ2c,s
1− μc,vρJ Eˆ
Q
t [P (st + Jc,s, vt + Jc,v, t)− P (st, vt, t)] = 0.
(6.52)
Note that the CCF ϕ ≡ ϕQ1 (iu, st, vt, t) satisfies an identical PDDE as follows:
ϕs(r − δ − λξˉ + 1
2
vt) + ϕv[κv(vˉ − vt) + ρσvvt] + ϕt
+
1
2
vt(ϕss + 2ϕsvρσv + ϕvvσ
2
v)
+ λ
eμc,s+
1
2
σ2c,s
1− μc,vρJ Eˆ
Q
t [ϕ(st + Jc,s, vt + Jc,v, t)− ϕ(st, vt, t)] = 0,
(6.53)
which may be solved subject to the boundary condition ϕQ1 (iu, sT , vT , T ) = eiusT .
For ease of notation let ζ ≡ eμc,s+
1
2σ
2
c,s
1−μc,vρJ and note that substitution of the general func-
tional form ϕQ1 (iu, st, vt, t; τ) = exp[α1(τ) + iust + β1(τ)vt] into the PDDE specified in
equation (6.53) leads to the following ODEs:
dβ1(τ)
dτ
=
1
2
σ2vβ
2
1(τ) + (iuρσv − κv + ρσv)β1(τ) +
1
2
(−u2 + iu), (6.54)
dα1(τ)
dτ
=(r − δ − λξˉ)iu− λζ + κvvˉβ1(τ) + λζEˆQt [eiuJc,s+β1(τ)Jc,v ], (6.55)
which may solved for β1(τ) and α1(τ) respectively subject to the boundary conditions
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β1(0) = 0 and α1(0) = 0. Firstly, solving the complex-valued Riccati equation in equation
(6.54) gives the following result for β1(τ):
β1(τ) = − α1(1− e
−γ1τ )
2γ1 − (γ1 + b1)(1− e−γ1τ ) ,
where a1, b1 and γ1 are defined in the previous section.
In solving the second ODE of equation (6.55) it is first necessary to derive the functional
form for the jump transform EˆQt [eiuJc,s+β1(τ)Jc,v ]. For this note that
EˆQt [eiuJc,s+β1(τ)Jc,v ] =
∫ ∞
0
∫ ∞
−∞
eiujc,s+β1(τ)jc,v fˆ(jc,s, jc,v)djc,sdjc,v
=
∫ ∞
0
∫ ∞
−∞
eiujc,s
1√
2πσc,s
exp
[
−1
2
(
jc,s − uˆ
σc,s
)2]
djc,s
× eβ1(τ)jc,v 1− μc,vρJ
μc,v
exp
[
−1− μc,vρJ
μc,v
jc,v
]
djc,v,
(6.56)
where for notational convenience μˆ ≡ μc,s + ρJjc,v + σ2c,s. Taking first the inner integral
above and simplifying note that
∫ ∞
−∞
eiujc,s
1√
2πσc,s
exp
[
−1
2
(
jc,s − μˆ
σc,s
)2]
djc,s
= exp
[
1
2
σ2c,s(−u2 + 2iu) + iuμc,s
]
exp[iuρJjc,v]
×
∫ ∞
−∞
1√
2πσc,s
exp
[
−1
2
(
jc,s − (μˆ+ iuσ2c,s)
σc,s
)2]
djc,s
= exp
[
1
2
σ2c,s(−u+ 2iu) + iuμc,s
]
exp[iuρJjc,v].
With this result established it follows that the jump transform EˆQt [eiuJc,s+β1(τ)Jc,v ] defined
6.5 CCF-Based Option Pricing: Extensions under the 2FSV-JV and 2FSV-JJ Models80
in equation (6.56) proceeds as follows:
EˆQt
[
eiuJc,s+β1(τ)Jc,v
]
= exp
[
1
2
σ2c,s(−u2 + 2iu) + iuμc,s
]
×
∫ ∞
0
1− μc,vρJ
μc,v
exp
[
−
(
1− μc,vρJ
μc,v
− β1(τ)− iuρJ
)
jc,v
]
djc,v
= exp
[
1
2
σ2c,s(−u2 + 2iu) + iuμc,s
]
1− μc,vρJ
1− μc,v(ρJ + β1(τ) + iuρJ) .
Returning now to the ODE given in equation (6.55) it follows from the results just
obtained that the functional form for α1(τ) is given by
α1(τ) = αˉ1(τ) + λα˜1(τ),
where
αˉ1(τ) ≡ (r − δ − λξˉ)iuτ − λζτ − κvvˉ
(
γ1 + b1
σ2v
τ +
2
σ2v
ln
[
1− γ1 + b1
2γ1
(1− e−γ1τ )
])
,
α˜1(τ) ≡ ζ
∫ τ
0
EˆQt
[
eiuJc,s+β1(ϑ)Jc,v
]
dϑ
= ζ
∫ τ
0
exp
[
1
2
σ2c,s(−u2 + 2iu) + iuμc,s
]
1− μc,vρJ
1− μc,v(ρJ + β1(ϑ) + iuρJ)dϑ
= exp
[
1
2
σ2c,s(iu+ 1)2 + μc,s(iu+ 1)
]
d1,
whereas
d1 ≡ γ1 − b1
c1(γ1 − b1) + μc,va1 τ −
2a1μc,v
(c1γ1)2 − (c1b1 − μc,va1)2
× ln
[
1− (c1(γ1 + b1)− μc,va1)(1− e
−γ1τ )
2c1γ1
]
,
c1 ≡ 1− ρJμc,v(iu+ 1).
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6.6 Conclusion
A comprehensive overview of the Heston [35] and Bates [3] CCF-based option pricing
methodologies is provided. In addition the transform- and extend-transform based contin-
gent claim pricing methodologies of Duffie, Pan and Singleton [37] are presented under a
general multi-factor affine jump-diffusion framework. These option pricing methods are
certainly computationally efficient, requiring numerical integrations to be performed in
practice. However, Carr and Madan [17] first proposed exploiting the power of the FFT
to price call options with even greater efficiency. This pricing methodology is outlined
in detail and then extended in a straightforward manner for the pricing of put options. It
is shown how the put option price should be modified in order to ensure the existence of
the Fourier transform and it is then further shown that this transform is a function, which
involves the transform of the underlying log-asset price. It is also explained how the FFT
option pricing methodology may be adapted such that it returns option prices correspond-
ing to a range of (log-)strike levels that are dispersed around the current (log-)asset price
level. This adaptation has practical advantages, offering particular benefit when used as the
theoretical option pricing engine in empirical tests of option pricing models, such as those
to be conducted in the forthcoming chapter.
Under the assumptions of the 2FSV-JV and the 2FSV-JJ models, defined in section
6.3.5, the CCF-based option pricing methodology of Bates [3] is extended. In the case of
each model the CCF associated with the risk-neutral probability PQ1 (st, vt, t;K) as required
for equations (6.8) and (6.10) is derived.
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Chapter 7
An Empirical Application of FFT-Based
Option Pricing
7.1 Introduction
The conditional characteristic function (CCF), transform and fast Fourier transform (FFT)
option pricing methodologies described in chapter 6 offer substantial implementation effi-
ciencies over other common numerical methods such as lattice methods and Monte Carlo
simulations, see for instance Hull [44], Wilmott [67], and Clewlow and Strickland [27]
for details of these alternative numerical methods. Considerable implementation flexibility
is also offered by these pricing methodologies, in that the transition from one underlying
affine model to another requires only the appropriate specification of the associated CCF(s)
or transform(s) as required. Such implementation efficiencies and model flexibility make
these pricing methodologies highly suitable for use as the theoretical option pricing engines
that underlie empirical tests of alternative option pricing models.
Bates [3] uses his CCF-based option pricing methodology in the testing of a family of
alternative affine models against a data set comprising Deutsche Mark currency options
obtained from the Philadelphia Stock Exchange,1 where the family of models includes the
1The Deutsche Mark currency options are actually American-exercise options and so Bates [3] approx-
imates these values as the sum of the corresponding European-exercise option price plus an early exercise
premium. The valuation of the early exercise premium is similar to that detailed by Bates [3] and is modelled
on the approximation originally proposed by Barone-Adesi and Whaley [11].
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Black-Scholes model, a deterministic volatility diffusion model, a deterministic volatility
jump-diffusion model, and both the 2FSV and 2FSV-JS models as defined in chapter 6. The
parameter estimation is conducted using a non-linear generalised least squares (NL-GLS)
framework, which accounts for the heteroskedasticity, contemporaneous correlation and
serial correlation features of option residuals in the presence of model specification error.
Of most importance it is found that in general the 2FSV and 2FSV-JS models provide
better fits than the other proposed models, with implied parameters indicating levels of
positive skewness and excess kurtosis. In order to further advance the study and provide
comparative analytics for the implied parameter estimates obtained under the 2FSV and
2FSV-JS model specifications two separate tests of consistency are performed, one with the
time series properties of implied volatilities and the other with the time series properties of
Deutsche-Mark futures prices. Despite the better fits achieved by the 2FSV and 2FSV-JS
models these time series consistency tests provide evidence of implausible parameters in
the case of the 2FSV model and parameter instability in the case of both models.
Bashi, Cao and Chen [10] test alternative affine models against an S&P 500 index
options data set, where the theoretical model-based option prices are generated using the
CCF-based option pricing methodology of Heston [35]. The models considered include the
Black-Scholes, 2FSV and 2FSV-JS models, along with a stochastic interest rates model and
extensions of the 2FSV and 2FSV-JS models that incorporate stochastic interest rates. The
implied parameter estimation is conducted using a non-linear ordinary least squares (NL-
OLS) framework and, in a similar style to Bates [3], consistency tests with the time series
properties of S&P 500 index returns, implied volatilities and spot interest rates are con-
ducted. Again evidence is provided supporting an improved fit of the 2FSV and 2FSV-JS
model over the Black-Scholes model, with both models better accounting for the negative
skewness and excess kurtosis implicit in the S&P 500 index options data. However, the
time-series consistency tests performed provide evidence that both the 2FSV and 2FSV-JS
model are still considerably mis-specified.
Lin, Strong and Xu [52], in a similar study, test both the Black-Scholes and the 2FSV
model against a data set of FTSE 100 index options, where the theoretical option prices
are generated again using the Heston [35] CCF-based option pricing methodology and
the parameter estimation is conducted by means of an NL-OLS framework. Relative to the
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Black-Scholes model, the 2FSVmodel is shown to better account for the negative skewness
and excess kurtosis implicit in the FTSE 100 index options data set.
Note that in response to the call by Bates [3] for models that better account for the
skewness and excess kurtosis features of options markets Duffie, Pan and Singleton [37]
provide a simple test of the extended 2FSV-JJ model, as defined in chapter 6, against the
commonly considered 2FSV and 2FSV-JS models. The test is performed using a one-day
sample of S&P 500 index options data. It is found that the 2FSV-JJ model provides a
better in-sample pricing fit relative to the 2FSV and 2FSV-JS models. However, to date
no substantial empirical analysis of the 2FSV-JJ model or, indeed the 2FSV-JV model (see
chapter 6), has been conducted using a comprehensive S&P 500 index options data set.
This chapter fills this gap by means of testing the alternative 2FSV, 2FSV-JS, 2FSV-JV and
2FSV-JJ models against a seven-year S&P 500 index options data set covering the years
1998-2004. This chapter further extends the literature by means of exploiting the efficiency
of the adapted Carr and Madan [17] FFT-based option pricing methodology (presented
in section 6.4), where to date all authors have used components-based CCF or transform
option pricing methodologies.
Section 7.2 begins with an explicit exposition of the seven-year S&P 500 index options
data set used in this study and continues with an outline of the NL-OLS parameter esti-
mation framework employed. The implied parameter estimates and the in-sample pricing
performances of the alternative candidate models are then presented and discussed in de-
tail. Section 7.3 considers the one-day out-of-sample pricing performance of the alternative
candidate models, using an evaluation loss function that is consistent with the NL-OLS es-
timation loss-function, in line with the recommendation of Christoffersen and Jacobs [24].
In addition to this, the one-day out-of-sample pricing performance of the alternative mod-
els is analysed based on absolute and relative pricing errors, as is done by Bakshi, Cao
and Chen [10]. Section 7.4 further analyses the specification or mis-specification of the
alternative models by means of a detailed comparison of implied volatilities across the al-
ternative models considered. In order to provide comparative analytics for the risk-neutral
parameters implied under the alternative models, section 7.5 uses the time-series of the
S&P 500 index level over the sample seven-year period to perform a parameter estimation
of the same model constructs, defined however under the true probability measure. This
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time-series parameter estimation is conducted using the CCF-based maximum likelihood
estimation framework as described by Singleton [64]. Finally, section 7.6 provides a sum-
mary in addition to concluding remarks and future research directions.
7.2 Implied Variance and Structural Parameter Estimation
7.2.1 S&P500 Index Options Data Description
Using end-of-day data on European-exercise S&P 500 index (SPX) options obtained from
the Chicago Board of Options Exchange, implied parameter estimation is conducted for
each of the following two-factor stochastic volatility affine models considered in Chapter
6: the 2FSV model, the 2FSV-JV model, the 2FSV-JS model, and the 2FSV-JJ model. The
S&P 500 index options data set covers the seven-year period from 02/01/1998-31/12/2004
and includes both call and put options, where the option prices used for the estimation
process are given by the mid-point of the recorded bid-ask quotes. The choice to include
call and put options in the sample data is different to the empirical analysis conducted by
Bakshi, Cao and Chen [10], who only reported results based on an S&P 500 index call
options data set. However, the choice to consider both call and put options in the sample
here is in line with Bates [3], who makes the point that this complete data set provides
necessary information on the market participants’ aggregate subjective distribution.
Closing S&P 500 index levels over the same seven-year period were obtained separately
from Datastream, and so for the analysis to follow it is important to highlight that there is
always the unavoidable possibility of error due to the non-synchronicity of recording times
for the index and options price data. Note also that the risk-free rate of interest is assumed
to be constant under the construction of each candidate model. Daily observations of the
Federal Funds Rate obtained from the Federal Reserve Bank Statistical Releases are used
as daily proxies for the risk-free rate. In addition, note that the dividend yield on the
underlying index is assumed to be constant under each of the models and so daily dividend
yield estimates are obtained from Datastream.
Following the standard practice in the literature the S&P 500 index options data set is
screened according to various criteria, which is done to minimise data error. To begin, all
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zero-volume data is eliminated from the original S&P 500 index options data set. This non-
zero volume data set is then further screened based on trade volume, option maturity and
arbitrage violation criteria. Firstly, all options contracts with a trade volume level less than
20 are eliminated in order to ensure that the estimation process is not unduly affected by
excessively illiquid options contracts. As a result of this volume-based screening criterion
31.36% of the non-zero volume data set is eliminated. Secondly, in order to eliminate
the effects of excessively short-dated and long-dated options contracts, only the remaining
options with maturities from 8-360 days are considered for the estimation process, which
results in the elimination of a further 9.25% of the non-zero volume data set. Thirdly,
the remaining options contracts are tested for standard arbitrage violations. In particular,
all call and put options that violate the following lower bound constraints respectively are
eliminated:
ct(st, kc, τc) ≥ max
(
est−δ˜τc − ekc−r˜τc , 0
)
,
and
pt(st, kp, τp) ≥ max
(
ekp−r˜τp − est−δ˜τp , 0
)
,
where ct and pt are respectively the market-observed prices of a call and put option on date
t, with log-strike prices kc and kp and maturities τc and τp respectively; st is the log-index
level on date t; r˜ and δ˜ are the date t estimates of the risk-free interest rate and the index
dividend yield respectively. This screening criterion results in the elimination of 1.02% of
the non-zero data set.
The fully screened S&P 500 index options data set comprises a total of 198,499 options
contracts with 41.31% of these being call options and 58.69% being put options. For the
analysis to follow these options contracts will be further categorised based on moneyness,
where moneyness is defined by the index-strike ratio est/ek, as in Bakshi, Cao and Chen
[10]. In particular, a call option is considered out-of-the-money (OTM) if est/ek ≤ 0.97,
at-the-money (ATM) if est/ek ∈ (0.97, 1.03), and in-the-money (ITM) if est/ek ≥ 1.03.
In a likewise fashion, a put option is considered OTM if est/ek ≥ 1.03, ATM if est/ek ∈
(0.97, 1.03), and ITM if est/ek ≤ 0.97. Therefore, of the call options data used in the
forthcoming analysis 48.84% are OTM, 36.73% are ATM and 14.43% are ITM, whereas of
the put options data 61.45% are OTM, 28.09% are ATM and 10.46% are ITM. In addition,
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an option will be considered short-term if the maturity of the contract is less then 60 days;
medium-term if the maturity is from 60-180 days; and long-term if the maturity is greater
than 180 days.
7.2.2 In-Sample Pricing Performance
For each of the candidate models under consideration the estimation methodology in-
volves estimating both the associated structural parameters and the instantaneous vari-
ances implicit in the S&P 500 index options data set sampled. Hence, for the subse-
quent discussion let θ denote the structural parameter vector associated with a candidate
model. Note that under the 2FSV model θ = (κv, vˉ, σv, ρ), under the 2FSV-JV model
θ = (κv, vˉ, σv, ρ, λ, μv), under the 2FSV-JS model θ = (κv, vˉ, σv, ρ, λ, μs, σs), and under
the 2FSV-JJ model, θ = (κv, vˉ, σv, ρ, λ, μc,s, σc,s, μc,v, ρJ). The estimation of the struc-
tural parameters and instantaneous variances is conducted on a daily basis according to the
following NL-OLS specification:
min
{θ,vt}
Nt∑
i=1
1
Nt
[
Ci,t − Cˆi,t(θ, vt)
est
]2
, (7.1)
where Ci,t is the observed market price of option i on date t; Cˆi,t(θ, vt) is the theoretical
model-based price of an option with the same contract details as option i on date t; and Nt
is the total number of options observed on date t. As noted earlier, the adaption of the Carr
and Madan [17] FFT-based option pricing methodology, detailed in section 6.4, is used to
generate the required theoretical model-based option prices.
Note that the normalised pricing error terms (Ci,t − Cˆi,t(θ, vt))/est as specified in the
above loss function are similar to the pricing errors considered by Bate [3], albeit within
an NL-GLS estimation framework. In discussing this choice of pricing error note first that
Bakshi, Cao and Chen [10] remark that a loss function, which incorporates dollar pricing
errors may lead to a bias in favour of more expensive options and a bias against more
inexpensive options, whereas one that incorporates percentage pricing errors may lead to
a bias in favour of inexpensive options and a bias against more expensive options. Based
on these considerations Bakshi, Cao and Chen [10] report implied parameter estimates
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based on the minimisation of the sum of squared dollar pricing errors. The loss function
specification with equation (7.1), which will herein be referred to as the mean squared
normalised errors (MSNE) loss function, in its normalisation of the dollar pricing errors is
found to improve the efficiency and the performance of the optimisation process.
The NL-OLS parameter estimation process is implemented in Matlab using the non-
linear least squares routine lsqnonlin, contained within the MATLAB Optimisation. Note
that for each of the models under consideration, non-negativity constraints are placed on
the diffusion parameters κv, vˉ and σv, and the correlation parameter ρ is constrained within
the region [−1, 1]. In addition, for each of the jump-diffusion models, the jump intensity
λ is constrained to be non-negative. Now note that for the specific case of the 2FSV-
JV model, the mean jump-size in variance μv is constrained to be non-negative. For the
case of the 2FSV-JS model, no constraint is placed on the mean jump-size in the log-asset
price μs, whereas the standard deviation of the jump-size σs is constrained to be non-
negative. For the case of the 2FSV-JJ model, non-negativity constraints are placed on the
jump parameters μc,v and σc,s, no constraint is paced on the parameter μc,s, and the jump
correlation parameter ρJ is constrained within the region [−1, 1].
Table 7.1 below reports the results of the estimation process for each of the candi-
date models under consideration, where the reported figures are the average of the daily
estimates obtained over the sample period. As can be observed, the model that provides
the best in-sample fit is the 2FSV-JS model, which reports the lowest average minimised
MSNE loss function value. Based on the same criterion, the 2FSV-JJ, 2FSV-JV and 2FSV
models are ranked second, third and fourth respectively in terms of in-sample fit. Inter-
estingly, the 2FSV-JJ model, which allows for simultaneous and correlated jumps in the
underlying asset and variance processes is not reported to provide a better in-sample fit in
comparison to the single-jump 2FSV-JS model. In addition, note that the standard errors
calculated for the 2FSV-JJ model’s structural parameters, but in particular the jump param-
eters, are excessively high, implying high levels of statistical insignificance. It is important
to note also that although the 2FSV-JV model provides a better in-sample fit that the 2FSV
model, it does so with jump parameters that report excessively high standard errors.
In order to extend the analysis to date the data set is now divided into two parts, one
comprising call options only and the other comprising put options only. The implicit pa-
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Model κv vˉ σv ρ λ μs/ σs/ μv/ ρJ Min. MSNE
μc,s σc,s μc,v (×10−6)
2FSV 1.93 0.07 0.58 -0.71 - - - - - 2.22
(0.79) (0.01) (0.08) (0.07) - - - - -
2FSV-JV 1.99 0.06 0.62 -0.73 0.51 - - 0.05 - 1.92
(0.94) (8.1) (0.19) (0.17) (428) - - (63) -
2FSV-JS 3.45 0.03 0.49 -0.63 0.27 -0.18 0.25 - - 1.57
(1.8) (0.01) (0.20) (0.27) (0.13) (0.08) (0.07) - -
2FSV-JJ 3.63 0.03 0.43 -0.61 0.27 -0.19 0.25 0.07 -0.17 1.74
(2.79) (0.03) (0.35) (0.56) (0.34) (3.10) (0.22) (0.43) (127.4)
Table 7.1: Structural Parameter Estimates of Candidate 2FSV-AJD Models – All Options
rameter estimation is conducted again for each of these separate data sets, and the results
are reported in appendix B.1, tables B.1 and B.2. For the separate call and put option data
sets the ranking of the candidate models, based on in-sample pricing performance, is con-
sistent with that just reported for the full options data set. Also, it is noted that when the
separate call and put options data sets are used, high levels of statistical insignificance are
again observed for the parameter estimates of the 2FSV-JV and 2FSV-JJ models.
Given the use of the NL-OLS parameter estimation framework and hence given the
absence of formal goodness-of-fit tests the following discussion provides an informal dis-
cussion of the overall in-sample pricing performance and fit of the alternative affine models
considered. To assist this discussion note that for each model under consideration table 7.2
provides descriptive statistics on the market-minus-model pricing errors and the absolute
pricing errors achieved over the entire sample period. In addition, note that in appendix
B.2, Figures B.1-B.4 provide histograms for the market-minus-model pricing errors and
Figures B.5-B.12 provide plots of market prices versus theoretical model prices for each
year in the sample period.
From the market-minus-model pricing errors reported in table 7.2 it is clear that on
average the 2FSV-JS and 2FSV-JJ models overprice relative to the market by just under 2
cents, with the 2FSV-JS model providing the closed fit on average. The 2FSV and 2FSV-
JV models clearly do not perform as well and exhibit underpricing of almost 30 cents
on average. It is interesting to note that according to the market-minus-model pricing
errors, the 2FSV model outperforms on average the 2FSV-JV model. Furthermore, it is
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Market-minus-Model Pricing Errors
Model Mean Median Min Max Std Dev Skewness Kurtosis
2FSV 0.2877 0.2156 -25.9929 42.6266 2.0103 1.0950 13.8910
2FSV-JV 0.2912 0.2012 -24.7505 40.6481 1.9717 1.2820 14.6848
2FSV-JS -0.0191 -0.1365 -24.2470 41.2814 1.9455 0.9572 16.4061
2FSV-JJ -0.0196 -0.0745 -32.9021 41.1093 1.9524 0.1562 18.2483
Absolute Pricing Errors
Model Mean Median Min Max Std Dev Skewness Kurtosis
2FSV 1.3080 0.8195 1.045×10−5 42.6266 1.5535 3.3692 24.9537
2FSV-JV 1.2561 0.7644 1.478×10−5 40.6481 1.5475 3.5032 25.2833
2FSV-JS 1.2000 0.7118 9.464×10−6 41.2814 1.5214 3.6746 27.0581
2FSV-JJ 1.2371 0.7007 8.487×10−6 41.1093 1.5360 3.8405 29.5483
Table 7.2: Descriptives Statistics for Market-minus-Model and Absolute Pricing Errors
notable that the standard deviations of market-minus-model pricing errors associated with
the 2FSV and 2FSV-JV models are higher than those associated with the 2FSV-JS and
2FSV-JJ models.
The histograms provided in Figures B.1-B.4 show that for each of the models the vast
majority of market-minus-model pricing errors lie in the region [−$10, $10]. In fact, for the
2FSV, 2FSV-JV, 2FSV-JS and 2FSV-JJ models it is noted that 91.52%, 91.62%, 91.72% and
91.68% of the market-minus-model pricing errors lie in the range [−$5, $5]. Further to this,
it can be shown for these models respectively that 53.99%, 56.21%, 58.97% and 58.58% of
the market-minus-model pricing errors lie in the shortened range [−$1, $1]. Hence, from
these results it is clear that the 2FSV-JS is the best performing model of the four alternative
models.
Consistent with the above results, table 7.2 also reports descriptive statistics for the
absolute pricing errors obtained. Again, the 2FSV-JS model performs the best on average
with an absolute pricing error of $1.20, followed in order by the 2FSV-JJ, 2FSV-JV and
2FSV models with absolute pricing errors of $1.24, $1.26 and $1.31 respectively. It is also
noted for the 2FSV-JS and 2FSV-JJ models that the reported standard deviations of absolute
pricing errors are lower when compared to those of the 2FSV and 2FSV-JV models.
However, despite the strong in-sample pricing performance of the alternative models,
in particular the 2FSV-JS model, it is quite evident that each of the models exhibits mis-
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specification error in its pricing. From the various plots of market versus model prices
provided in figures B.5-B.12 one can readily visualise this mis-specification through the
density of each plot. Interestingly no obvious outliers are identifiable and hence no dramatic
mispricings by any of the models is taking place.
In order to complete and finalise this analysis, tables B.3-B.4 provide, on a more de-
tailed moneyness-maturity basis, the in-sample absolute and relative pricing errors for the
separate call and put options data sets. This allows for the performance comparison of com-
peting models across identified moneyness and maturity groups. The three maturity cate-
gories considered are short-term, medium-term and long-term as defined earlier, and the
six moneyness categories considered are as follows: est/ek < 0.94; est/ek ∈ [0.94, 0.97);
est/ek ∈ [0.97, 1.00); est/ek ∈ [1.00, 1.03); est/ek ∈ [1.03, 1.06); and est/ek ≥ 1.06. In
generating the pricing errors note that a model specification is first assumed, and then for
each date t in the sample period and for each market-observed option i on date t an abso-
lute pricing error (AEi,t) and relative pricing error (REi,t) is calculated according to the
following one-day in-sample pricing formulations respectively:
AEInSampi,t = |Ci,t − Cˆi,t(θt, vt)|,
and
REInSampi,t =
Ci,t − Cˆi,t(θt, vt)
Ci,t
;
where for consistency θt and vt respectively denote the structural parameter vector and
instantaneous variance estimates at date t using the full options date set.2 Tables B.3-B.4
report the average pricing errors obtained for each moneyness-maturity group.
Beginning with the results in table B.3 relating to the call options data set it is notable
from the absolute pricing errors that it is the 2FSV-JS model, which consistently performs
best for short- and medium-term ATM and ITM options. However, for long-term ATM and
ITM call options it is noted that only in the moneyness range [0.97, 1.00) does the 2FSV-JS
model provide the best fit, whereas it is in fact the 2FSV-JV model that performs the best
2One could of course alternatively use θt and vt as estimated using the call (put) options data set to
generate the in-sample absolute and relative call (put) options pricing errors.
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for moneyness levels greater than or equal to 1.00. Hence, the evidence suggests that, for
the most part, call options with maturities of about six months or less are priced differently
in the market from those with maturities of between six and twelve months approximately.
Specifically, it appears that for short- to medium-term call options underlying index move-
ments are being priced, whereas for long-term options volatility effects are being priced.
For OTM call options of all maturities that lie in the moneyness range [0.94, 0.97) it
is the 2FSV-JS model, which provides the best fit of the alternative models. However, for
deep OTM call options in the moneyness range less than 0.94 it is the 2FSV-JV model
that is reported to provide the best in-sample pricing fit all maturity call options. An in-
tuitive interpretation of the better performance of the 2FSV-JV model over the 2FSV-JS
model, as reported here, is that market participants trade in deep OTM call options, with a
view that increased volatility (captured in the 2FSV-JV model by both diffusion and jump
components) may lead to a greater probability of these options recovering intrinsic value.
However, given that such deep OTM call options are priced cheaply in the market it is
significant to note from the relative pricing errors that each of the models significantly mis-
prices short- and medium-term, with the 2FSV-JS and 2FSV-JJ models also significantly
mis-pricing long-term call options. The mis-specification of the 2FSV-JS and 2FSV-JJ
models manifest itself in the form of considerable overpricing relative to the market. The
mis-specification of the 2FSV and 2FSV-JV models is evidenced, for short- and medium-
term call options, through considerable underpricing. In fact, it is notable for short-term
call options in the moneyness range less than 1.00 that, according to the average relative
pricing errors, all of the models under consideration are considerably mis-specified and, for
the most part, exhibit overpricing relative to the market.
Turning now to the put options results in table B.4, it is notable that for short- and
medium-term put options with moneyness levels greater than or equal to 0.94 the 2FSV-JS
model, for the most part, outperforms the alternative model specifications. Hence, it is clear
that for such put options underlying index movements are being priced by the market. In
particular, for deep OTM put options the results show that the 2FSV-JS model provides the
best fit irrespective of maturity. Given that OTM S&P 500 index put options are typically
bought by market participants as insurance against crashes in the overall market, see Bates
[3] for a discussion on this point, the better performance of the 2FSV-JS model is intuitively
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justified. This is a point that will be revisited and confirmed in the analysis of the individual
parameter estimates to follow in the next section. However, the conclusion on the perfor-
mance of the alternative models for deep OTM put options based on relative pricing errors
is quite different. It is most notable that all models, for the most part, significantly misprice
this group of put options, with the 2FSV-JS and 2FSV-JJ models overpricing and the 2FSV
and 2FSV-JV models underpricing relative to the market. This observation is consistent
with that observed for deep OTM call options.
Finally, for long-term put options with moneyness levels great than or equal to 0.94
the best performance alternates between the 2FSV-JS and 2FSV-JJ models. However, for
deep ITM put options of all maturities with a moneyness level less than 0.94 the 2FSV-JV
model provides the best fit of the alternative models, suggesting that for such put options
volatility effects, as opposed to underlying index movements, are being priced by market
participants.
7.2.3 Analysis of Implied Parameter Estimates
As noted by Heston [35] originally, and by Bates [3] and Bakshi, Cao and Chen [10] in
their empirical studies, the 2FSV model accounts for the skewness and kurtosis of asset
returns respectively by means of the correlation parameter ρ and the volatility of variance
parameter σv. According to the reported results in tables 7.1 the implied correlation under
the 2FSV model is strongly negative at -0.71, implying a strong inverse relation between
S&P 500 index movements and variance. This negative correlation feature is consistent
with that reported by Bakshi, Cao and Chen [10] although the magnitude of ρ is higher in
this case. In a similar way, it is noted that the volatility of variance parameter σv is reported
to be 58% in the case of the full options data set, which is relatively high suggesting that
any effects of excess kurtosis are being loaded onto σv. Again this observation is consistent
with that of Bakshi, Cao and Chen [10] although the magnitude of σv is higher in this case.
The results provide clear evidence of an implied distribution that features strong negative
skewness and considerable fat tails.
Further to the above observation, it is interesting to note from table B.2 that for the put
options data set the correlation parameter ρ is reported to be more strongly negative at -0.73,
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whereas from table B.1 the correlation parameter for the call options data set is reported to
be more weakly negative at -0.63. Likewise, for the separate put and call options data sets it
is interesting to note that the values for the volatility of variance parameter σv are reported
to be 63% and 56% respectively. These results indicate that for the put options data set
the implied distribution exhibits much greater levels of negative skewness and kurtosis in
comparison to that implied from the call options data set.
In theory each of the candidate jump-diffusion models, which extends the basic 2FSV
model should attribute some of the negative skewness and excess kurtosis implicit in the
option prices to the augmented jump process, hence reducing the magnitude of the corre-
lation and volatility of variance parameters. From the results of the full data set in table
7.1 this is found to be the case for both the 2FSV-JS and 2FSV-JJ models, which report
correlation paramters of -0.63 and -0.61 respectively and volatility of variance parameters
of 49% and 43% respectively. Hence, it is clear that the implied distribution in each case
exhibits less negative skewness and lower kurtosis in comparison to the 2FSV model, with
the 2FSV-JJ model exhibiting the least negative skewness and excess kurtosis levels. How-
ever, in the case of the 2FSV-JV model this is not what is observed, and in fact both the
correlation and volatility of variance increase in magnitude relative to the 2FSV model to -
0.73 and 62%. Interestingly, the same observations are made for the estimates, which result
from the separate call and put options data sets.
Before analysing the individual jump parameter estimates obtained note that the discus-
sion will first focus on the remaining diffusion parameters. To begin, note that the half-lives
of volatility shocks under the 2FSV-JJ, 2FSV-JS, 2FSV-JV and 2FSV models are 2.3, 2.4,
4.2 and 4.3 months respectively.34 Hence, it is clear that effects of volatility shocks are
found to be significantly more persistent under the specification of the 2FSV adn 2FSV-JV
models in comparison to the 2FSV-JS and 2FSV-JJ models.
From the call options only data set the highest speed of mean-reversion level is again re-
3The half-life of volatility shocks is calculated from the speed of mean-reversion parameter as
12 ln(2)/κv, see for instance Bates [3].
4It is interesting to compare these results with the half-lives of volatility shocks reported by Bakshi, Cao
and Chen [10] for the 2FSV and 2FSV-JS. A half-life of 7.2 months is reported for the case of the 2FSV
model and 4.1 months for the 2FSV-JS model, which are both significantly higher than the values reported
here.
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ported by the 2FSV-JJ model at 2.68, corresponding to a half-life of 3.1 months. However,
in the case of the put options only data set it is in fact the 2FSV-JS model, which reports
the highest speed of mean-reversion level at 3.35, corresponding to a 2.5 month half-life.
In relation to the long-run mean variance level vˉ to which variance reverts, note from
table 7.1 that it is the 2FSV model that reports the highest value at 7%, corresponding to
a long-run mean volatility level of 26.5%. This figure is close to, but higher than, the 4%
long-run mean variance (or 20% long-run mean volatility) level reported by Bakshi, Cao
and Chen. For the case of the 2FSV-JV model the reported value of vˉ is lower at 6% (24.5%
long-run mean volatility), but still quite close to that of the 2FSVmodel. However, the long-
run mean variance reported for both the 2FSV-JS and 2FSV-JJ models are significantly
lower at 3% (17.3% long-run mean volatility) in each case. From the study conducted by
Bakshi, Cao and Chen [10] it is noted that a 4% long-run mean variance level is obtained
for the 2FSV-JS model, which is close to, but higher than, the 3% level reported here.
In order to expand on the analysis to date it is necessary now to turn attention to the jump
parameters estimated under each of the jump-diffusion models considered. Firstly, under
the 2FSV-JV model the average jump frequency for jumps in variance is estimated at 0.51
times per year and the mean jump size in variance is estimated at 5% (22.4% volatility).
Substantial jump activity is clear evidenced through these high jump frequency and mean
jump size in variance parameters. However, it is difficult to assess the effectiveness of
the jump process under the 2FSV-JV specification given that the average correlation and
volatility of variance parameter estimates have already been noted to be higher than in the
case of the 2FSV model.
In the case of the 2FSV-JS model the average jump frequency for jumps in the log-index
level is estimated at 0.27 times per year, which is lower in comparison to the corresponding
result of Bakshi, Cao and Chen [10] of 0.59 times per year. The mean jump size in the
log-index level is estimated at -18%, which corresponds to a mean jump size in the actual
index level of -16.5%, with an associated standard deviation of 25%. This non-zero mean
jump size and associated standard deviation provide further evidence of a significantly neg-
atively skewed and kurtotic implied distribution. This ability of the jump process, as speci-
fied under the 2FSV-JS model, to capture the skewness and kurtosis features implicit in the
S&P 500 index options data provides justification for the lower correlation and volatility
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of variance parameters reported for this model relative to the 2FSV and 2FSV-JV models.
However, in contrast to the results reported here note that Bakshi, Cao and Chen [10] esti-
mate a much lower mean jump-size in the index level of -5%, with an associated standard
deviation of only 7%. However, the mean jump size in the actual index level of -16.5%
reported here does compare favourably well with the realised collapse of approximately
12% in the S&P 500 index level, which resulted from the infamous 1987 market crash –
see for instance Mishkin and White [55].
For the 2FSV-JJ model similar findings are reported. The jump frequency is estimated
at 0.27 times per year in this case, identical to that estimated under the 2FSV-JS model.
Under the construction of the 2FSV-JJ model the marginal distribution of jumps in variance
is exponential, where the mean jump size is estimated at an unusually high level of 7%
(26.5% volatility). Conditional on a jump in variance of j0v the jump size in the log-index
level is given by a normal distribution with mean μc,s + ρJj0v and variance σ2c,s, where μc,s
is estimated here at -19%, σc,s is estimated at 25%, and ρJ is estimated to be negative at
-0.17. As in the case of the 2FSV-JS model the jump parameters reported here provide
evidence that the jump process specified under the 2FSV-JJ models accounts quite well
for the skewness and kurtosis features implicit in the S&P 500 index options market, and
hence provide clear reasoning for the lower estimated correlation and volatility of variance
parameters obtained for this model. However, as in the case of the 2FSV-JV model, it is
important to emphasise in this case the high standard errors that are associated with the
estimated jump parameters.
When using the separate call and put options data sets it is noted from tables B.1 and
B.2 that the estimated jump parameters for the 2FSV-JV model are very similar, with jump
arrival rates of 0.51 and 0.52 times per year and mean jump sizes in variance of 3% and
5% reported for the call and put options data sets respectively. However, in both cases the
standard error estimates associated with the parameters are significantly increased. For the
2FSV-JS model, note first that the call and put options data sets report jump arrival rates of
0.26 and 0.28 times per year respectively. The mean log-index jump size estimated from the
call options data set is extremely high at -23% (corresponding to a mean jump size in the
index level of -21%), with an associated standard deviation of 26%. However, it is peculiar
to note that the mean jump size implied from the put options data set is actually lower at -
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19% (corresponding to a -17%mean jump size in the actual index level), with an associated
standard deviation of 24%. The peculiarity of this observation lies in the fact that, as noted
earlier, OTM S&P 500 index put options are typically bought by market participants as
insurance against crashes in the overall market. Hence, the expectation would have been
that the put options only data set should have implied an increased jump arrival parameter
and, certainly, an increased mean jump size in the S&P 500 index level in comparison to
the call options only data set.
Finally, for the 2FSV-JJ model note that the call and put options data sets respectively
report jump arrival rates of 0.23 and 0.24 times per year respectively. The mean jump size
in variance is estimated at 8% (28.3% volatility) using the call options data set, whereas it
is reported at only 4% (20% volatility) using the put options data set. Using the call options
data set the following observations are made on the conditional distribution for the jump
size in the log-index level; μc,s is estimated to be -20%; ρJ is estimated to be negative at
-0.22; and σc,s is estimated to be 24%. Contrary to what might have been expected, the
implied estimates obtained from the put options only data set for the parameters μc,s, ρJ
and σc,s are all of a lower order of magnitude, being reported at -17%, -0.14 and 23%
respectively.
7.2.4 Time-Series Observations of Implied Variance and Parameter Esti-
mates
With the analysis of the average parameter estimates complete it is necessary to examine
the time-series graphs of implied variance and implied structural parameter estimates given
in appendices B.3 and B.4 respectively.5 To begin the analysis, first note the plot of the S&P
500 index level over the entire seven-year sample period, given in figures 7.1. Four distinct
periods are evident where the level of the S&P 500 index exhibits significant decline. The
first observed decline occurs around the last four months of 1998, which is significantly
attributable to the impact that the Long Term Capital Management affair had on the entire
financial system and in particular on the US and global stock markets. The second period of
5Note that these time-series graphs represent the implied variances and implied structural parameter esti-
mates generated from the full S&P 500 index options data set.
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decline in the S&P 500 index occurs during the second half of 2000, corresponding to the
renowned collapse of the so-called “dot-com bubble”. Despite a short rally by the US stock
markets in early 2001 this decline continues, with the terrorist attacks of September 2001
and the accounting revelations of Enron compounding the downturn. Finally, subsequent
again to a short upturn in the US stock markets in early 2002 the S&P 500 index exhibits
another significant period of decline over the remainder of 2002, which was fuelled in no
small part by the continued decline of internet stocks and, of course, the continued account-
ing scandals surrounding such major corporate players as Enron, WorldCom, Aldelphia and
Arthur Anderson.
Figure 7.1: Time-Series Graph of S&P 500 Index: 1998-2001
In the context of this discussion, focus is first turned to the time-series graphs of implied
variance and volatility given in figures B.13-B.16. It is notable that for each of the 2FSV,
2FSV-JV, 2FSV-JS and 2FSV-JJ models the time-series graph of implied volatility exhibits
significant increases around the four periods of stock market downturn identified above. As
a quick aside to this observation note that figures B.17 provides a time-series graph of the
differences between the implied (percentage) volatilities estimated under the 2FSV model
and both the 2FSV-JS and 2FSV-JJ models. It is interesting to note that the 2FSV model
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almost consistently returns a higher implied volatility level in comparison to the 2FSV-JS
and 2FSV-JJ models. In a likewise manner, figure B.18 provides a time-series graph of
the differences between the implied (percentage) volatilities estimated under the 2FSV-JV
model and both the 2FSV-JS and 2FSV-JJ models. Again the implied volatilities estimated
under the 2FSV-JV on almost every trade date in the sample period are significantly higher
than those estimated under the 2FSV-JS and 2FSV-JJ models.
Referring now to the time-series graphs of the structural parameter estimates given in
figures B.19-B.32, some interesting observations can also be made. It is firstly noted that
for each of the candidate models under consideration the volatility of variance parameter
σv exhibits sharp increases around the 1998, 2001 and 2002 downturn periods (see figures
B.20, B.22, B.25 and B.29). Hence, during these periods the implied distribution for each
candidate model backed out from the S&P 500 index options data set shows a great level
of kurtosis relative to other times in the sample period. Peculiarly, the implied volatility
of variance parameter σv does not however exhibit such significant increases for any of the
candidate models during the 2000 market downturn period.
In the case of the 2FSV and 2FSV-JV models it is notable that the correlation parameter
ρ decreases considerably during the 1998, 2001 and 2002 stock market downturns, with no
discernible change in ρ observed during the 2000 downturn (see figures B.20 and B.22).
Hence, in addition to the increased kurtosis of the implied distributions for these models
during these periods, the implied distributions also exhibit significantly increased negative
skewness. Furthermore, in the case of the 2FSV-JV model it is evident that there are sharp
increases observable in the mean jump size in variance parameter μv during the downturn
periods of 1998, 2001 and 2002. Peculiarly again, the time-series graph of μv does not
show any such increase in magnitude during the 2000 stock market downturn.
Interestingly, no outstanding prolonged decreases in ρ are evidenced from the associ-
ated time-series graphs in the case of the 2FSV-JS and 2FSV-JJ models during any of the
downturn periods (see figures B.25 and B.29). This observation is most likely due to the
evidenced ability of the jump processes defined under the 2FSV-JS and 2FSV-JJ models
to effectively account negative skewness. With this in mind, attention is first focused on
the 2FSV-JS model and the time-series graphs of the jump frequency parameter λ and the
mean log-index level jump size parameter μs given in figure B.26. The jump frequency
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parameter λ exhibits relatively sharp increases around the 1998, 2001 and 2002 downturns,
with the mean log-asset jump size μs exhibiting noticeable declines below the average
estimate for the same downturn periods. Such observations on the parameters λ and μs
provide empirical evidence that the increased skewness of the implied distributions during
these downturn periods are captured by the jump process augmentation within the 2FSV-JS
model. As before however, it is peculiar to note that no discernible patterns are observable
in the time-series graphs of either λ or μs during the 2000 stock market downturn.
Further to these observations, note from the time-series graph in figure B.27 that there
are recognisable increases in the level of the standard deviation parameter σs during the
1998, 2000, 2001 and 2002 downturns. Hence, during these periods it is clear that the
implied distribution also exhibits increased kurtosis. At this juncture it is worth compar-
ing the observations on the time-series properties of λ, μs and σs made here with those
observations made by Bates [2] in his analysis of the 1987 stock market crash, involving
the calibration of a 2FSV-JS model specification against an S&P 500 index options data
set over the period 1985-1987. Bates finds the options market implied distribution up to
1986 to be, for the most part, symmetric and fat-tailed. However, subsequent to this and in
the lead up to the 1987 stock market crash Bates [2] finds evidence of increased asymme-
try and excess kurtosis in the implied distribution in the form of significant negative mean
jump-size estimates and considerably higher associated standard deviation estimates.
To conclude, it is necessary to consider the 2FSV-JJ model where it is noted that the
jump frequency parameter λ and the jump size parameters μc,s and σc,s exhibit similar
patterns to those outlined for λ, μs, and σs in the case of the 2FSV-JS model (see figures
B.30 and B.31). However, it is notable that the jump parameters μc,v and ρJ do not show
any distinguishable changes during the stock market downturn periods, with the former
parameter, in fact, providing evidence of considerable instability over the entire sample
period (see figures B.31 and B.32).
7.3 Out-of-Sample Pricing Performance
With the implied estimation and in-sample pricing performance of the candidate models
discussed in the previous section, this section now looks to evaluate each of the candidate
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models on the basis of out-of-sample pricing performance. Christoffersen and Jacobs [24]
provide evidence that aligning the loss function used for both the estimation and evaluation
stages in the testing of alternative option pricing models is of critical importance. This
evidence is based on an empirical test conducted on the Practitioner Black-Scholes (PBS)
model, equivalent to the ad-hoc models of Dumas, Fleming and Whaley [34], which uses
an S&P 500 index options data set over the period from June 1988 to May 1991. The im-
plied parameter estimation is performed using three different loss function specifications:
i) a mean squared dollar pricing errors loss function, ii) a mean squared relative pricing er-
rors loss function, and iii) a mean squared implied volatility errors loss function. Using the
parameters obtained under each of the three loss specifications, a one-day out-of-sample
pricing evaluation of the PBS model is then conducted using the three different loss func-
tion specifications. It is noted that there are significant differences in the out-of-sample
pricing performance results obtained. Christoffersen and Jacobs [24] further test the PBS
model against the standard Heston [35] 2FSV model. In so doing, the authors provide evi-
dence that incorrect judgements may be made about the out-of-sample pricing performance
of competing models in the case where loss function specifications used for estimation and
evaluation are inconsistent.
In view of this, one-day out-of-sample evaluation is conducted here for each of the
2FSV, 2FSV-JV, 2FSV-JS and 2FSV-JJ models over the entire sample period according to
the following date t loss function specification, which is consistent with the loss function
specification in equation (7.1):
Nt∑
i=1
1
Nt
[
Ci,t − Cˆi,t(θt−1, vt−1)
est
]2
,
where θt−1 and vt−1 respectively denote the structural parameter vector and instantaneous
variance estimates at date t − 1. Note that the loss function therefore involves generating
theoretical model-based option prices using the log-index level, interest rate and dividend
yield at date t, and the structural parameter and instantaneous variance estimates at date
t− 1 as inputs.
Table 7.3 provides the average of the daily out-of-sample MSNE loss function values
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for each of the candidate models. As can be seen from the results, the 2FSV-JS model is
ranked first, with the 2FSV-JJ, 2FSV-JV and 2FSV models ranked second, third and fourth
respectively. It is important to point out that this order of ranking is consistent with the
ranking reported in the previous section, based on in-sample pricing performance.
Model MSNE Value
2FSV 3.5999×10−6
2FSV-JV 3.3546×10−6
2FSV-JS 3.0701×10−6
2FSV-JJ 3.2489×10−6
Table 7.3: Out-of-Sample MSNE Loss Function Values of Candidate 2FSV-AJD Models
This testing of the out-of-sample performance of the competing models is also repeated
using the structural parameter and daily variance estimates resulting from the separate call
and put options data sets. Table B.5 in appendix B.5 reports the average MSNE loss func-
tion values determined for each of the models under the separate options data sets. Note
that the ranking of the models based on the call options data set agrees with that of the full
options data set. The put options data set again ranks the 2FSV-JS model first, however
it differs in that it ranks the 2FSV-JV, 2FSV and 2FSV-JJ models second, third and fourth
respectively. Hence, even though the 2FSV-JJ model provides a better in-sample fit for the
put options data, as has been discussed previously, this same model provides the worst out-
of-sample fit. As noted by Bakshi, Cao and Chen [10] a proposed model may outperform
another in terms of in-sample fit simply by virtue of having more structural parameters than
the other. However, it is also noted that this feature may lead to a penalisation or over-fitting
when tested out-of-sample, hence resulting in a poorer out-of-sample pricing performance
of this model relative to the other. This reasoning provides a possible explanation for the
poor out-of-sample performance of the 2FSV-JJ model. However, given that put options
by design provide insurance to market participants against sharp downturns and crashes in
the market one would have expected the 2FSV-JJ model to at least have outperformed the
2FSV model.
By way of providing greater insight into the out-of-sample pricing performance of the
candidate affine jump-diffusion models considered, the following discussion examines the
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pattern of out-of-sample absolute and relative option pricing errors across moneyness and
maturity. This analysis is similar to that conducted by Bakshi, Cao and Chen [10], where
the three maturity and moneyness categories considered are as defined in section 7.2.2.
Note that Bakshi, Cao and Chen [10] use the absolute and relative pricing errors reported
in their study as measures to rank the out-of-sample performance of the alternative mod-
els considered. However, in so doing an inconsistency is created between their evaluation
stage and the estimation stage, within which parameter estimation and in-sample pricing
performance is based on a sum of squared pricing errors loss function. Given that in this
study the out-of-sample pricing performance of the alternative affine jump-diffusion mod-
els has been established in a manner consistent with the recommendations of Christoffersen
and Jacobs [24], the forthcoming analysis is only used to examine the mis-specification, or
otherwise, of the alternative models on a more detailed moneyness-maturity basis. Note
that many of the observations made in the forthcoming analysis are consistent with those
made in section 7.2.2 on the in-sample absolute and relative pricing errors.
The out-of-sample absolute and relative pricing errors are analysed separately for call
and put options. In generating the pricing errors note that a model specification is first
assumed, and then for each date t in the sample period and for each market-observed option
i on date t an absolute pricing error (AEi,t) and relative pricing error (REi,t) is calculated
according to the following one-day out-of-sample pricing formulations respectively:
AEi,t = |Ci,t − Cˆi,t(θt−1, vt−1)|,
and
REi,t =
Ci,t − Cˆi,t(θt−1, vt−1)
Ci,t
,
where for consistency θt−1 and vt−1 respectively denote the structural parameter vector and
instantaneous variance estimates at date t− 1 using the full options data set.6 The absolute
and relative pricing errors are then grouped according to the moneyness-maturity criteria
as defined earlier, and the average absolute and relative pricing error of each moneyness-
6One could of course alternatively use θt−1 and vt−1 as estimated using the call (put) options data set to
generate the out-of-sample absolute and relative call (put) options pricing errors.
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maturity group is then calculated. Tables B.6 and B.7 in appendix B.5 present the average
pricing error results for the call and put options data sets respectively.
From the absolute pricing errors obtained from the call options data set note that for
deep OTM short-term, medium-term and long-term options it is the 2FSV-JV model that
provides the best out-of-sample fit, outperforming the 2FSV-JS model.78 An intuitive in-
terpretation of the better performance of the 2FSV-JV model over the 2FSV-JS model, as
reported here, is that market participants trade in deep OTM call options, with a view that
increased volatility (captured in the 2FSV-JV model by both diffusion and jump compo-
nents) may lead to a greater probability of these options recovering intrinsic value.
The implied parameter estimates from the 2FSV-JS model suggest that traders have
an inherent expectation or fear of negative jumps in the index level, where the resulting
increased volatility may lead to further falls in the index level. Hence, one would expect
the 2FSV-JS model to provide a better out-of-sample fit for deep OTM put options, which
provide insurance against such market downturns and crashes. From the absolute pricing
errors reported for deep OTM put options in table B.7 note that this is exactly what is
observed. However, counter to what might be expected it is noted that the 2FSV-JJ model
does not provide a better out-of-sample fit than the 2FSV-JS model for this class of put
option.
Returning again to the absolute pricing error results from the call options data set an-
other interesting observation to note is that for all short- and medium-term options with
a moneyness level greater than or equal to 0.94 it is the 2FSV-JS model, which provides
the best out-of-sample fit.9 However, for all long-term call options within a moneyness
range greater than or equal to 0.97 it is in fact the 2FSV-JV model, which provides the best
out-of-sample fit. Hence, the evidence suggests that, for the most part, call options with
7In the case of the deepest OTM medium-term call options note that upon viewing the absolute pricing
errors at a higher level of precision the 2FSV-JV model is shown to outperform the 2FSV-JS model, although
only marginally.
8Interestingly, Bakshi, Cao and Chen [10] report in their study that for the same groups of options the
2FSV-JS model is also outperformed by a three-factor stochastic volatility diffusion model that incorporates
stochastic interest rates.
9The one exception to this being medium-term call options with a moneyness level in the range
[0.97, 1.00), where the 2FSV model provides the best fit.
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maturities of about six months or less are priced differently in the market from those with
maturities of between six and twelve months approximately.
Examining now the results from the put options data set note that it is the 2FSV-JS
model, which provides the best in-sample fit for short- to medium-term put options with
moneyness levels greater than or equal to 0.94. For long-term put options with moneyness
levels in the range [0.94, 1.06) it is the 2FSV-JJ model that provides the best in-sample fit.
Hence, as expected, the evidence in this case suggests that put options are priced under an
expectation of negative jumps in the underlying index level, irrespective of option maturity.
However, for deep ITM put options with moneyness levels less than 0.94 the 2FSV and
2FSV-JV models are shown in fact to provide the best out-of-sample fits.
With the absolute pricing errors discussed, the results of the relative pricing errors are
much more difficult to interpret as they are less conclusive across the various moneyness-
maturity groups. Hence, it is necessary to highlight again the possibility of error due to
the inconsistency between the MSNE loss function used in the estimation stage and the
relative pricing error loss function. For deep ITM call options the relative pricing errors
suggest that the 2FSV-JS and 2FSV-JJ models provide the best out-of-sample fits for short-
and medium-term options, whereas the 2FSV-JV model provides the best fit for long-term
options. This observation is consistent with that made for the same groups of call options
under the absolute pricing error measures. However, according to the relative pricing er-
rors for deep OTM call options the 2FSV model in fact provides the best fit for short-
and medium-term call options, with the 2FSV-JV model outperforming the other mod-
els for long-term call options. This is inconsistent with the corresponding results of the
absolute pricing errors, under which the 2FSV-JV model is shown to provide the best fit
irrespective of time-to-maturity. For the intermediate moneyness-maturity groups the best
out-of-sample fit alternates between the four models under consideration.
Focusing now on the relative pricing errors from the put options data set, it is most
notable that the results suggest that the 2FSV-JV model provides the best fit for deep OTM
short- and long-term put options. This is contrary to the conclusion made from the absolute
pricing error results, where the 2FSV-JS model provides the best fit for all maturities. Given
that OTM put options are used by traders to provide insurance against market crashes,
particularly on the short-term, one would have the question in this case the effectiveness of
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the relative pricing errors to assess out-of-sample pricing performance. For the remaining
moneyness-maturity groups the best out-of-sample pricing performance alternates between
the 2FSV-JV, 2FSV-JS and 2FSV-JJ models.
By way of concluding the analysis to date and setting up the implied volatility analy-
sis to follow in the next section, note that the signs of the average relative pricing errors
reported provide some insight into the overvaluation and undervaluation caused by the mis-
specification of the various models. Most notably, for short-term call options the evidence
suggests that the four models systematically overvalue in the case of options in the mon-
eyness range [0.94, 1.03) and undervalue in the range [1.03, 1.06), which is consistent with
the observations of Bakshi, Cao and Chen [10]. In the case of short-term deep ITM and
OTM call options the 2FSV-JS and 2FSV-JJ models are suspected to overvalue, whereas
the 2FSV and 2FSV-JV models are suspected to undervalue. For short-term put options
the evidence is that the four models are shown to overvalue in the majority of moneyness-
maturity groups.
7.4 Comparisons of Implied Volatility
In order to further consider the specification of the alternative candidate models this section
follows the analysis of Bakshi, Cao and Chen [10] by means of examining the implied
volatility curves associated with the candidate models. To begin, benchmark Black-Scholes
implied volatility curves are generated from the separate call and put options data sets.
That is, for each call option and each put option in the separate data sets a Black-Scholes
implied volatility estimate is back out from the observed market price. Then the resulting
implied volatilities are grouped based on the moneyness and maturity characteristics of the
associated options contracts, where the same moneyness and maturity categories are used
as were outlined in the out-of-sample pricing performance analysis. This is done for the
entire sample period under consideration and is also done for one-year sub-periods.
For the call and put options data sets respectively tables B.8 and B.9 in appendix B.6
detail the average implied volatility figures obtained for each moneyness-maturity cate-
gory considered. The results clearly provide evidence of the well-established biases, which
result from the mis-specification of the Black-Scholes model. In particular, for each sam-
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ple period considered and for each maturity category therein the shape of the volatility
curve across moneyness represents a considerable skew shape. Hence, OTM call options
are shown to be under-priced and ITM call options are shown to be over-priced relative to
ATM calls. In a similar manner, the implied volatility results for put options show that ITM
and OTM puts are under- and over-priced relative to ATM puts.
Examining now the maturity-based biases of the Black-Scholes model note that for
the entire sample period and for five of the six moneyness categories (the exception being
very deep OTM calls and IMT puts) therein the volatility curve across maturity exhibits an
upward or slightly upward slope. For the most part similar effects are observed for the 1998,
1999, 2000 and 2004 sub-periods. However, for the 2001, 2002 and 2003 sub-periods the
majority of moneyness categories exhibit downward or slightly downward sloping implied
volatility curves across maturity.
With the moneyness-maturity-based biases of the Black-Scholes model established the
following analysis will consider how the stochastic volatility affine diffusion and jump-
diffusion models considered to date improve on these mispricings. Following the method-
ology of Rubinstein [60] and Bakshi, Cao and Chen [10] each of the candidate option
pricing models is considered in turn and implied variance figures calculated from the ob-
served options data set. That is, given an assumed model then for each options contract
observed on date t in the sample period an implied variance is backed out from the cor-
responding market price, where the theoretical model-based option prices are generated
using the log-index level, interest rate and dividend yield at date t, and the structural pa-
rameters estimated from the full options data set at date (t − 1), as inputs. The estimated
implied variances are then grouped based on the contract type, moneyness and maturity of
the associated options contracts.
For the separate call and put options data sets tables B.10-B.17 in appendix B.6 pro-
vide, for one-year sub-periods,10 the average implied volatility (as the square-root of the
average implied variance) associated with each moneyness-maturity group for the case of
10Bakshi, Cao and Chen [10] consider a family of affine models that includes the 2FSV and 2FSV-JS
model. Given the stochastic evolution of volatility over time as assumed by each model Bakshi, Cao and
Chen [10] conduct their implied volatility analysis for six-month periods, which are argued to be sufficiently
short. The implied volatility analysis in this study is conducted for one-year subperiods, which allow for
direct comparison with the per-year Black-Scholes implied volatility results.
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each candidate model considered. In order to assist the analysis appendix B.7 also provides
composite graphs (figures B.33-B.44), which plot the implied volatility curves obtained for
each of the models (including the Black-Scholes model) according to contract type, matu-
rity and sub-period. As can be seen from the implied volatility results, and visualised from
the implied volatility graphs, each of the stochastic volatility models considered improves
on the mis-specification of the Black-Scholes model. Specifically, each of the models re-
sult in an attenuation of the Black-Scholes implied volatility smirk effect. However, despite
these improvements each of the models still provide evidence of mis-specification, which
is clearly evidenced for deep ITM and OTM call and put options contracts.
For the call options data set it is important to note that each of the stochastic volatility
models considered significantly over-prices deep ITM options (irrespective of maturity)
relative to those options that are ATM, although the overpricing is less pronounced for
long-term options. For short-term call options that are deep OTM it is worth noting that
both the 2FSV-JS and 2FSV-JJ models over-price relative to ATM options for the years
1998, 2002 and 2003, whereas the same models under-price relative to ATM options for
the other years in the sample period. However, for both the 2FSV and 2FSV-JV models
short-term, deep OTM call options are systematically over-priced relative to ATM options.
Similar such patterns are also observed for the cases of medium-term and long-term, deep
OTM call options. That is, for different years in the sample period the 2FSV-JS and 2FSV-
JJ models are shown to either over- or under-price these types of options. Finally, under the
2FSV and 2FSV-JV models note that both medium-term and long-term, deep OTM options
are shown, for the most part, to be over-priced.
Focusing now on the results from the put options only data set, it is first noted that
for short-term, deep ITM put options the 2FSV-JS and 2FSV-JJ models over-price, for the
most part, relative to ATM options. Similarly, the 2FSV and 2FSV-JVmodel systematically
over-price short-term, deep ITM put options. It is also noted from the results that for all
the candidate stochastic volatility models different sub-periods provide evidence of either
over- or under-pricing of medium-term and long-term, deep ITM put options. For short-
term, deep OTM put options it is noted that the implied volatility results indicate that, for
the most part, both the 2FSV-JS and 2FSV-JJ models under-price. However, for the same
group of put options both the 2FSV and 2FSV-JV models systematically over-price relative
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to ATM put options. For the medium-term and long-term, deep ITM put options mixed
results are observed.
As a final important observation, note that irrespective of contract type, maturity or
sub-period the implied volatility curves of the 2FSV and 2FSV-JV models are very closely
matched, particularly for the ATM and near-the-money options groups. Likewise, the
implied volatility curves associated with the 2FSV-JS and 2FSV-JJ models are also very
closely matched. Hence, it is clear that the introduction of a jump component in the under-
lying variance process does not significantly or sufficiently address the mis-specification
error, which results from each of the 2FSV and 2FSV-JS models.
7.5 Time-Series Based Parameter Estimation
In order to provide further insight into the implied parameter estimates obtained in section
7.2, a time-series based parameter estimation of the candidate affine models is performed,
but where the models are defined under the true probability measure rather than the risk-
neutral probability measure. The parameter estimation is conducted using the CCF-based
maximum likelihood estimation framework as described by Singleton [64], which herein
will be referred to as the ML-CCF framework, where the input time-series is the S&P 500
index level over the entire sample period.
In outlining the ML-CCF framework, assume first that a time-series of observations on
an M -dimensional affine process exists and is denoted {Xt}, t = 1, . . . , Tˆ . Assume that
the processXt is defined under the probability measure P , and hence define the associated
time t CCF of Xt as follows:
ϕP(u) ≡ EPt
[
eiu
′Xt+1
]
=
∫
RM
eiu
′Xt+1fP(Xt+1|Xt)dXt+1,
where u ∈ RM . From the specification of the CCF ϕP(u) it is possible to retrieve the
conditional density function fP(Xt+1|Xt) by means of the following standard Fourier in-
version:
fP(Xt+1|Xt) = 1
πM
∫
RM+
Re
[
e−iu
′Xt+1ϕP(u)
]
du,
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where RM+ denotes the non-negative subspace of RM .
Assuming now that the affine process Xt is defined by some parameter vector θ it
is possible to use the above inversion formula to construct the conditional log-likelihood
function LTˆ (θ) associated with the time-series of observations {Xt}Tˆt=1, that is
LTˆ (θ) =
1
Tˆ − 1
Tˆ−1∑
t=1
ln
[
fP(Xt+1|Xt; θ)
]
=
1
Tˆ − 1
Tˆ−1∑
t=1
ln
[
1
πM
∫
RM+
Re
[
e−iu
′Xt+1ϕP(u; θ)
]
du
]
,
where the notations fP(Xt+1|Xt; θ) and ϕP(u; θ) emphasise that the parameter vector θ is
an argument of both the conditional density function and the CCF. An estimate θˆ of the
parameter vector θ is obtained as normal under maximum likelihood estimation by means
of solving the maximisation problem maxθ LTˆ (θ).
Now let P denote the probability measure associated with the state vectorXt = (st, vt)′
and define the following P-measure dynamics for Xt by analogy with the risk-neutral dy-
namics of equation (6.22):
d
(
st
vt
)
=
(
μ− 1
2
vt − λP ξˉP
κPv (vˉ
P − vt)
)
dt+
√
vt
(
1 0
ρσv
√
1− ρ2σv
)
dWPt + dZ
P
t , (7.2)
whereWPt is a Wiener process in R2; ZPt is a pure jump process in R2 with constant mean
jump-arrival rate λP and bivariate jump-size distribution ηP ; ξˉP = ΞP(1, 0) − 1, and ΞP
is the associated transform of ηP ; μ is the constant expected growth rate in the log-asset
price; and κPv and vˉP are the P-measure analogs of the risk-neutral counterparts in equation
(6.22). Therefore, by analogy with the risk-neutral specification it is noted that the jump
transform ΞP is defined such that, for c1, c2 ∈ C,
ΞP(c1, c2) =
1
λP
(λP,sΞP,s(c1) + λP,vΞP,v(c2) + λP,cΞP,c(c1, c2)),
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where
ΞP,s(c1) = exp
(
μPs c1 +
1
2
(σPs )
2c21
)
,
ΞP,v(c2) =
1
1− μPv c2
,
ΞP,c(c1, c2) =
exp
(
μPc,sc1 +
1
2
(σPc,s)
2c21
)
1− μPc,v(c2 + ρPJ c1)
,
λP =λP,s + λP,v + λP,c.
Therefore, the P-measure versions of the risk-neutral 2FSV, 2FSV-JS, 2FSV-JV and 2FSV-
JJ models are obtained by means of setting λP = 0, λP = λP,s, λP == λP,v and λP =
λP,c respectively. By way of distinction between the P-measure and Q-measure models in
the exposition to follow, the P-measure models will herein be referred to as the 2FSV-P,
2FSV-JS-P, 2FSV-JV-P and 2FSV-JJ-P models.
Now define the CCF of the log-index level st as follows:
ϕP(u, (st, vt)′, t, T ) ≡ ϕP((u, 0)′, (st, vt)′, t, T ) = EPt
[
eiusT
]
.
Note that11
ϕP(u, (st, vt)′, t, T ) = exp
[
αP(τ ; u) + iust + βP(τ ; u)vt
]
, (7.3)
where
βP(τ) = − a
P(1− e−γPτ )
2γP − (γP + bP)(1− e−γPτ ) ; α
P(τ) = αˉP(τ) + λP α˜P(τ); (7.4)
αˉP(τ) =μiuτ − λP(ξˉP iu+ 1)τ
− κPv vˉP
(
γP + bP
σ2v
τ +
2
σ2v
ln
[
1− γ
P + bP
2γP
(1− e−γPτ )
])
; (7.5)
α˜P(τ) ≡
∫ τ
0
ΞP(u, βP(ϑ))dϑ;
11An explicit derivation of the CCF in this case is not provided as it follows directly from the transform
derivation provided in appendix A.3.
7.5 Time-Series Based Parameter Estimation 112
and
aP ≡ iu(1− iu); bP ≡ iuρσv − κPv ; γP ≡
√
(bP)2 + aPσ2v .
As before the CCF is made complete for each of the jump-diffusion models through the
specifications of α˜P(τ). Under the 2FSV-JS-P model note that
α˜P(τ) =
∫ τ
0
ΞP,s(u)dϑ = exp
(
μPs iu−
1
2
(σPs )
2u2
)
τ. (7.6)
For the 2FSV-JV-P model
α˜P(τ) =
∫ τ
0
ΞP,v(βP(ϑ))dϑ
=
γP − bP
γP − bP + μPv aP
τ
− 2a
PμPv
(γP)2 − (bP − μPv aP)2
ln
[
1− (γ
P + bP − μPv aP)(1− e−γPτ )
2γP
]
.
(7.7)
And finally, for the 2FSV-JJ-P model note that
α˜P(τ) =
∫ τ
0
ΞP,c(u, βP(ϑ))dϑ = exp
(
μPc,siu−
1
2
(σPc,s)
2u2
)
dP , (7.8)
where
dP ≡ γ
P − bP
cP(γP − bP) + μPc,vaP
τ
− 2a
PμPc,v
(cPγP)2 − (cPbP − μPc,vaP)2
ln
[
1− [c
P(γP + bP)− μPc,vaP ](1− e−γPτ )
2cPγP
]
,
and
cP ≡ 1− ρPJ μPc,viu.
Note that the CCF ϕP(u, (st, vt)′, t, T ) is conditioned on the log-index and variance
levels at time t, where the log-index level is clearly observable and the variance level is
unobservable. An underlying assumption of the general ML-CCF methodology outlined
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in the above development is that the affine process Xt consists entirely of observable state
variables. However, Singleton [64] does provide detailed concluding remarks on how to
deal with an affine process Xt where a given number of the state variables are observable,
while the remainder are unobservable. However, given that stochastic variance is the only
unobservable state variable in the candidate affine models under consideration in this study,
it is convenient to simply integrate out variance from the associated CCF in a manner
similar to that described by Chacko and Viceira [22].
Define now the CCF ϕP(u, st, t, T ), conditioned on the log-index level st only, as fol-
lows:
ϕP(u, st, t, T ) =
∫ ∞
0
ϕP(u, (st, vt)′, t, T )fP(vt)dvt,
where fP(vt) is the unconditional density function of vt. Appendix B.8 provides a full
derivation of the functional form for ϕP(u, st, t, T ) under each of the 2FSV-P, 2FSV-JS-P,
2FSV-JV-P and 2FSV-JJ-P model specifications. For the 2FSV-P and 2FSV-JS-P models
the CCF ϕP(u, st, t, T ) is given by the following functional form:
ϕP(u, st, t, T ) = exp
[
iust + αP(τ ; u) +
2κPv vˉ
P
σ2v
ln
(
2κPv
2κPv − σ2vβP(τ ; u)
)]
,
where αP(τ ; u) takes the appropriate form under each of the models. Under the 2FSV-
JV-P and 2FSV-JJ-P models the CCF ϕP(u, st, t, T ) takes the following functional forms
respectively:
ϕP(u, st, t, T ) = exp
[
iust + αP(τ ; u) +
2κPv vˉ
P
σ2v
ln
(
2κPv
2κPv − σ2vβP(τ ; u)
)
+
2λPμPv
2κPv μPv − σ2v
ln
(
2κPv − σ2vβP(τ ; u)
2κPv (1− μPv βP(τ ; u))
)]
,
and
ϕP(u, st, t, T ) = exp
[
iust + αP(τ ; u) +
2κPv vˉ
P
σ2v
ln
(
2κPv
2κPv − σ2vβP(τ ; u)
)
+
2λPμPc,v
2κPv μPc,v − σ2v
ln
(
2κPv − σ2vβP(τ ; u)
2κPv (1− μPc,vβP(τ ; u))
)]
,
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where αP(τ ; u) again takes the appropriate form under each of the models.
Using the CCF specifications ϕP(u, st, t, T ) just derived and using the S&P 500 index
time-series for the entire sample period under consideration in this study the ML-CCF
framework is implemented to estimate the parameter vector θ, associated with each of the
P-measure affine models detailed above. Note that for the 2FSV-P model the parameter
vector θ = (κPv , vˉ
P , σv, ρ, μ), for the 2FSV-JV-P model θ = (κPv , vˉP , σv, ρ, λP , μPv , μ),
for the 2FSV-JS-P model θ = (κPv , vˉP , σv, ρ, λP , μPs , σPs , μ), and finally for the 2FSV-JJ-P
model θ = (κPv , vˉP , σv, ρ, λP , μPc,s, σPc,s, μPc,v, ρPJ , μ). The ML-CCF parameter estimation
is conducted in MATLAB using the MATLAB Optimisation toolbox. In particular, the
optimisation is implemented using the fmincon constrained optimiser, which uses as part
of its medium-scale algorithm a sequential quadratic programming approach.12 Note that
for each of the models under consideration, non-negativity constraints are placed on the
diffusion parameters κPv , vˉP , μ and σv, and the correlation parameter ρ is constrained within
the region [−1, 1]. In addition, for each of the jump-diffusion models, the jump intensity
λP is constrained to be non-negative. Now note that for the specific case of the 2FSV-JV-P
model, the mean jump-size in variance μPv is constrained to be non-negative. For the case
of the 2FSV-JS-P model, no constraint is placed on the mean jump-size in the log-asset
price μPs , whereas the standard deviation of the jump-size σPs is constrained to be non-
negative. For the case of the 2FSV-JJ-P model, non-negativity constraints are placed on the
jump parameters μPc,v and σPc,s, no constraint is placed on the parameter μPc,s, and the jump
correlation parameter ρPJ is constrained within the region [−1, 1]. The results obtained from
the ML-CCF estimation process for all the models are presented in table 7.4.
On an informal basis, the final maximised values of the log-likelihood loss function
indicate that the models provide very similar fits. However, upon viewing these values
at a higher level of precision it is noted that the results suggest that the 2FSV-JJ-P model
provides the best fit, followed closely in order by he 2FSV-JS-P, 2FSV-JV-P and 2FSV-P
models.13 The observation of most interest in this is that the 2FSV-JJ-P model is suggested
12For more details on the fmincon function and the sequential quadratic programming approach the interest
reader is directed to the MATLAB Help facility.
13The maximised log-likelihood loss function values LTˆ (θˆ) for the competing models under considera-
tion are reported as follows: 2FSV-P, LTˆ (θˆ) = 2.9887925; 2FSV-JV-P, LTˆ (θˆ) = 2.9887951; 2FSV-JS-P,
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P-Model κPv vˉP σv ρ λP μPs / σPs / μPv /
μPc,s σPc,s μPc,v ρPJ μ LTˆ
2FSV-P 2.04 0.04 0.30 -0.48 - - - - - 0.04 2.99
(1.03) (0.06) (0.08) (1.03) - - - - - (2.87)
2FSV-JV-P 2.03 0.04 0.29 -0.47 0.49 - - 0.014 - 0.06 2.99
(1.00) (0.01) (0.42) (0.98) (1.05) - - (0.94) - (4.77)
2FSV-JS-P 2.04 0.04 0.28 -0.46 0.33 -0.04 0.024 - - 0.04 2.99
(1.05) (0.07) (0.91) (1.05) (2.43) (1.40) (2.60) - - (2.39)
2FSV-JJ-P 2.10 0.03 0.25 -0.46 0.29 -0.05 0.011 0.023 -0.19 0.05 2.99
(0.29) (0.08) (0.001) (0.06) (1.53) (0.67) (0.91) (0.91) (0.81) (2.73)
Table 7.4: ML-CCF Parameter Estimates of Candidate 2FSV-AJD-P Models
to outperform the 2FSV-JS-P model, which is contrary to the observations made from the
implied parameter estimation process. However, as a qualification to this and in line with
the arguments of Jorion [47], it is necessary to point out that the outperformance of one
model over another that has fewer parameters may be due to a better functional fit of the
former model but may also be due to the mere fact of having more parameters. Therefore,
with the above informal observations made, it is necessary now to compare the alternative
models on a more formal goodness-of-fit basis.
To begin, note that the 2FSV-P model is by definition nested within the specification of
each of the 2FSV-JV-P, 2FSV-JS-P and 2FSV-JJ-P models, in that the 2FSV-P model may
be obtained from each by setting the associated jump intensity parameter to zero. Hence,
following the standard generalised log-likelihood ratio test as described by Jorion [47], two
nested models may be tested according to the test statistic LLR ≡ −2(L0
Tˆ
(θˆ) − L1
Tˆ
(θˆ)),
where L0
Tˆ
(θˆ) is the log-likelihood function associated with the nested or restricted model
and L1
Tˆ
(θˆ) is the log-likelihood function associated with the nesting or unrestricted. The
test statistic LLR is given a chi-square distribution with degrees of freedom equal to the
difference in the number of parameters between the unrestricted and restricted models.
Beginning with the comparison of the 2FSV-P against the 2FSV-JV-P model, note that
in this case the log-likelihood ratio test statistic LLR=6.00 × 10−6, where the number of
degrees of freedom is df = 2. From the χ22 distribution is is readily observable that the
test statistic is insignificant at both the 1% and 5% confidence levels, hence one fails to
LTˆ (θˆ) = 2.9887992; and 2FSV-JJ-P, LTˆ (θˆ) = 2.9892971.
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reject the specification of the 2FSV-P model over the 2FSV-JV-P model. Likewise, now
comparing the 2FSV-P model against the 2FSV-JS-P model, note that the log-likelihood
ratio test statistic LLR = 1.34 × 10−5, with degrees of freedom df = 3. From the χ23
distribution it is again observable that the test statistic is insignificant at both the 1% and
5% confidence levels, hence one fails to reject the specification of the 2FSV-P model over
the 2FSV-JS-P model. Finally, a similar conclusion is found upon testing the 2FSV-P model
against the 2FSV-JJ-P model. Specifically, in this case LLR = 1.0092 × 10−3, where the
number of degree of freedom is df = 5. Therefore, from the χ25 it is again observed that
the test statistic is insignificant at both the 1% and 5% levels and so one fails to reject the
specification of the 2FSV-P over the 2FSV-JJ-P model.
Turning now to the pairwise comparison of the jump-diffusion models, note that each of
the jump-diffusion models is nested within the general specification of equation (7.2), but
the models are in themselves non-nested by definition. Hence, following the approach
of Jorion [47], the Schwartz Criterion is used to formally decide between the alterna-
tive jump-diffusion specifications, which explicitly penalises for the number of param-
eters defined under a model. Note first that the Schwartz Criterion is defined as follows:
SC ≡ −2LTˆ (θˆ)+(ln Tˆ )K, where LTˆ (θˆ) is the maximised log-likelihood for a given model
and K is the number of parameters associated with that model. Therefore, given that there
are 1,764 trade dates in the sample period, the SC values associated with the 2FSV-JV-P,
2FSV-JS-P and 2FSV-JJ-P models are 50.1376, 57.6130 and 72.5633. Hence, based on
this criterion, the 2FSV-JV-P models would appear to outperform both the 2FSV-JS-P and
2FSV-JJ-P models, with the 2FSV-JS-P model in turn outperforming the 2FSV-JJ-P model.
Interestingly, this latter observation is more consistent with the conclusions of the implied
parameter estimation process, although the former observation is contrary to these.
Focusing now on the individual parameter estimates obtained under the ML-CCF esti-
mation framework, first note that the correlation parameter ρ and the volatility of variance
parameter σv are identical under both the true P-probability measure and the risk-neutral
Q-probability measure. However, the S&P 500 index time-series based parameter esti-
mates ρ and σv obtained are of a much lower magnitude than those implied from the S&P
500 index option data set - see table 7.1. Hence, for each of the candidate models the histor-
ical time-series suggests that the true probability distribution has considerably lower levels
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of negative skewness and kurtosis than the corresponding risk-neutral probability distribu-
tion implied from the options data set. As discussed by Bakshi, Cao and Chen [10] such
discrepancies between time-series and options-based implied estimates provide evidence
of model mis-specification. Hence, each of the models proposed is clearly mis-specified,
which is perfectly in line with the various analyses presented in the previous sections.
Interestingly, it is the 2FSV-JJ-P model that reports the lowest orders of magnitude of
ρ and σv. This is similar to the observations made under the implied parameter estimation
process, where the 2FSV-JJ model is shown again to achieve the lowest orders of magnitude
for ρ and σv. From the time-series based estimates it is noted also that the jump-diffusion
models report values for ρ and σv that have lower orders of magnitude than those reported
under the 2FSV-P model, which is in line with intuitive expectations.
For each of the models the remaining structural parameters under the true probability
distribution are different from the corresponding parameter counterparts under the risk-
neutral distribution, hence the presence of the P-superscript in the notation used. There-
fore, it is expected that the estimates of these parameters would be different from the im-
plied risk-neutral counterparts reported in table 7.1. Of note is that the speeds of mean-
reversion reported under the 2FSV-P and 2FSV-JV-P models are very close to the risk-
neutral counterparts. However, the speeds of mean-reversion under the 2FSV-JS-P and
2FSV-JJ-P models are significantly lower than the corresponding implied estimates. Also
of note is that under the 2FSV-JS-P model the mean jump-size in the log-index level is
-4%, which corresponds to a mean jump in the actual index level of -3.9%. This is sig-
nificantly different from the mean jump-size in the index level implied under the 2FSV-JS
model at -16.5%. As argued previously, the high implied mean jump-size estimate can be
explained by the inherent expectation or fear of a market crash amongst participants in the
options market. From the results for the 2FSV-JV-P model it is also noted that the mean
jump-size in variance is estimated at 1.4%, which is significantly lower than the 5% level
implied for the 2FSV-JV model. Finally, under the 2FSV-JJ-P model the estimates of μPc,s
and μPc,v are reported to be -5% and 2.3% respectively, which are significantly lower than
the risk-neutral counterparts under the 2FSV-JJ model of -19% and 7%.
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7.6 Conclusion
This chapter presents a comprehensive empirical testing of the 2FSV, 2FSV-JS, 2FSV-JV
and 2FSV-JJ models detailed in chapter 6, where the test data set comprises end-of-day
S&P 500 index options data over the seven-year period 02/01/1998-31/12/2004. The data
comprises observations on call and put options over an extensive range of strike prices,
leading from deep OTM to deep ITM contracts. The data set is sufficiently screened to
minimise any bias from i) excessively illiquid, ii) excessively short-dated or long-dated,
and iii) arbitrage violating options contracts. The in-sample pricing performance of the
alternative models proposed is tested against this S&P 500 index options data set by means
of an NL-OLS parameter estimation routine, which provides daily implied structural pa-
rameter and instantaneous variance estimates. It is found from the average minimised loss
function values obtained that the 2FSV-JS model provides the best overall in-sample fit,
with the 2FSV-JJ, 2FSV-JV and 2FSV models ranked second, third and fourth respectively.
Of most interest in this is that the 2FSV-JJ model, which allows for simultaneous and
correlated jumps in the underlying asset and variance processes does not provide a better
in-sample fit than the 2FSV-JS model. To better understand and assess the overall perfor-
mance of the alternative model specifications, a detailed analysis of market-minus-model
and absolute pricing errors are presented. To support the analysis, appendix B.2 provides
histograms for the market-minus-model pricing errors and also plots of market prices ver-
sus theoretical model prices for each year in the sample period.
The individual parameter estimates implied for the alternative models are also analysed
and discussed. These discussions provide some interesting insights into the underlying
implied distributions for the alternative models and also provide some preliminary evidence
of model mis-specification. In particular, it is shown how the 2FSV-JS and 2FSV-JJ models
reduce the order of magnitude of the process correlation parameter and the volatility of
variance parameter, relative to the base 2FSV diffusion model. This is achieved through
the ability of these models to attribute some of the skewness and excess kurtosis features
implicit in the data to the jump processes defined under the model constructs. However, it
also noted how the 2FSV-JV, in fact, increases the magnitude of the process correlation and
the volatility of variance parameters, counter to intuitive expectation. By way of extending
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the analysis further, this implied parameter estimation process is also conducted for the two
separate options data sets that comprise call options only and put options only, the results
of which are provided in appendix B.1.
The time-series of implied variances and implied structural parameters are also dis-
cussed in detail. It is noted first how the time-series graph of implied variances, for each
of the candidate models, exhibits considerable increases during the US stock market down-
turn periods of 1998, 2000, 2001 and 2002. From the time-series graphs of the structural
parameter estimates, obtained for each of the candidate models, it is noted that there are
discernible patterns around the 1998, 2001 and 2002 periods. These identified time-series
features provide evidence that the implied distribution, as estimated under each of the can-
didate models, show increased levels of skewness and kurtosis during these specific down-
turn periods. Peculiar to these observations is that no such time-series evidence is apparent
for the 2000 downturn period.
The one-day out-of-sample pricing performance of the alternative models is tested using
a loss function specification that is consistent with the NL-OLS implied parameter estima-
tion stage, in line with the recommendations of Christoffersen and Jacobs [24]. It is found
that the ranking of the alternative models based on out-of-sample pricing performance is
perfectly in line with that obtained based on in-sample pricing performance. This testing of
out-of-sample pricing performance is also conducted using the separate call options only
and put options only data sets. The most interesting observation from this is that with the
put options only data set the 2FSV-JS is again ranked first, however the 2FSV-JJ model is
ranked last. As noted, this may be due to the fact that a proposed model may outperform
another in terms of in-sample fit purely by virtue of having more structural parameters than
the other. However, this feature may lead to a penalisation or over-fitting when tested out-
of-sample, hence resulting in a poorer out-of-sample pricing performance of this model.
By way of extending the analysis the out-of-sample pricing performance of the alternative
models is examined using absolute pricing errors and relative pricing errors various money-
ness and maturity groups. Despite the inconsistency between these evaluation approaches
and the implied parameter estimation, some very interesting insights are provided into the
mis-specification of each proposed model.
The mis-specification of the alternative models is also discussed with a comparison
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of implied volatility, where the implied variance figures obtained are backed out from the
S&P 500 index options data set in the manner described by Rubinstein [59] and Bakshi,
Cao and Chen [10], and then grouped into one-year subperiods based on moneyness and
maturity. Comparative Black-Scholes implied volatility curves are also generated and each
of the candidate stochastic volatility models proposed is shown to considerably improve
the skew effects that result from the biases of the Black-Scholes model. Despite this sig-
nificant improvement in implied volatility the candidate models proposed still exhibit con-
siderable mis-specification error themselves, which is in line with the observations made
within the analysis of in-sample and out-of-sample pricing performance. The accompa-
nying discussion on the various implied volatility curves generated highlights some of the
more important observations of such bias across moneyness and maturity. It is also noted
interestingly that the 2FSV-JV and 2FSV-JJ models, which are viewed as extensions of the
2FSV and 2FSV-JS models through the inclusion of jump components in the underlying
variance processes do not significantly or sufficiently address the biases of these models.
Finally, in order to provide comparative analytics for the implied parameter estimates
obtained a time-series based estimation of the candidate models, defined under the true
probability measure rather than the risk-neutral measure, is conducted using the CCF-based
maximum likelihood (ML-CCF) estimation framework of Singleton [64]. For this a time-
series of the S&P 500 index level over the seven-year sample period is used and so for
each model considered it is necessary to integrate out the unobservable variance state vari-
able from the CCF, conditioned on both the log-index level and variance. The details of
this process and the resulting CCFs, conditioned on just the underlying log-index level, are
presented. Based on the maximised log-likelihood function values, the ranking of the can-
didate models informally ranks the 2FSV-JJ-P, 2FSV-JS-P, 2FSV-P and 2FSV-JV-P models
first, second, third and fourth respectively in terms of overall fit, which is contrary to the
ranking based on the implied parameter estimation process. Using formal generalised log-
likelihood ratio tests, one fails to reject the specification of the 2FSV-P model over any
of the jump-diffusion model specifications. Additionally, using the Schwartz Criterion as
described by Jorion [47] it is concluded that the 2FSV-JV-P model outperforms both the
2FSV-JS-P and 2FSV-JJ-P models, with the 2FSV-JS-P model in turn outperforming the
2FSV-JJ-P model. In addition, it is noted that under the alternative models the time-series
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based estimates of the correlation and volatility of variance parameters, which are identi-
cally identified under the true and risk-neutral measures, are shown to differ significantly
from the implied parameter estimates obtained. This provides further evidence of model
mis-specification for each of the proposed models, in line with previous observations.
As a possible direction of future research, the implied parameter estimation and accom-
panying analyses could be conducted using an alternative estimation methodology such as
the nonlinear generalised least squares (NL-GLS) framework of Bates [3] or the gener-
alised method of moments (GMM) framework of Hansen [42], see for instance Day and
Lewis [29] where the GMM methodology is used in the implied estimation of a stochastic
volatility model against a crude oil futures options data set. The advantage of the NL-GLS
framework proposed by Bates [3] is that it accounts for the heteroskedasticity, contempo-
raneous correlation and serial correlation of option pricing residuals, caused as a result of
model mis-specification. In addition, the NL-GLS framework would improve on the weak-
ness of the NL-OLS framework, which by construction places excess weight on near-the-
money options and insufficient weight on significantly in-the-money and out-of-the-money
options. To this end, appendix B.9 provides a detailed discussion of the NL-GLS frame-
work and a full derivation of the associated loss function.
The major advantage of the GMM framework, in addition to allowing one to capture
heteroskedasticity and correlation effects, is the ability to conduct formal statistical-based
goodness-of-fit tests on the alternative models estimated. These goodness-of-fit tests of
alternative models are conducted by means of χ2 tests, on an over-identified system where
the number of orthogonality conditions under the GMM framework exceeds the number of
parameters to be estimated.
Finally, it is evident from the analysis put forward here that the proposed 2FSV, 2FSV-
JV, 2FSV-JS and 2FSV-JJ models all exhibit considerable model mis-specification. Hence,
an interesting extension of the research to date would be an inclusion of the three-factor
stochastic volatility model proposed by Bates [4], which allows for two variance factors in
driving the diffusion uncertainty of the underlying asset price process and also allows for
the jump intensity parameter defined under the augmented jump process to be time-varying
and affine in the variance factors.
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Chapter 8
Two Dimensional FFT Based Option
Pricing
8.1 Introduction
The term multi-colour rainbow option refers to an option that is written on multiple assets
and so throughout a two-colour rainbow option specifically refers to an option that is writ-
ten on two underlying assets. Examples of two-colour rainbow options, and those that will
be considered here, include spread options, call options on the maximum of two assets, put
options on the minimum of two assets and dual-strike options. The pricing of options on the
maximum or the minimum of two assets is discussed by Stulz [66]. in which closed form
solutions are provided under the assumption of a Black-Scholes type economy with the
underlying assets driven by correlated geometric Brownian motions. Rubenstein [59, 60]
also considers the pricing of various two-colour rainbow options in a Black-Scholes envi-
ronment. Closed form solutions for the prices of options on the best of two assets, call and
put options on the maximum of two assets, and call and put options on the minimum of two
assets are derived. In addition, numerical pricing techniques are also discussed for the case
of spread options, portfolio options and dual-strike options. Johnson [46], Boyle and Tse
[12] and Lindset [53] provide extensions of these pricing methodologies to multi-colour
rainbow options. Chang, Chang, Fan and Nhieu [26] consider the pricing of two-colour
partial rainbow options, which are defined as options that are written on two underlying
Chapter 8. Two Dimensional FFT Based Option Pricing 123
plain vanilla options where the choice between the two options is made at a defined time
prior to the expiration date.
The specific problem of pricing spread options is one that has attracted particular at-
tention in the literature. Rather than explore the alternative spread option pricing method-
ologies in detail here, the interested reader is instead directed to the comprehensive spread
option pricing survey completed by Carmona and Durrleman [16]. However, in relation
to integral transform methods note that Dempster and Hong [33] where the first authors to
apply the two-dimensional fast Fourier transform (FFT) to the pricing of European-style
call spread options,1 where both the payoff function and the exercise region are specified in
terms of the underlying log-asset prices and hence, non-linear. This framework is central
to the extensions and developments presented in this chapter and so, will be detailed in full
in the following section. Dempster and Hong [33] implement this spread option pricing
framework under the assumptions of two affine models, the first of which is a two-factor
geometric Brownian motion model and the second of which is a three-factor stochastic
volatility model. In each case, the associated conditional characteristic function (CCF) is
presented. The spread option prices reported are benchmarked for accuracy against cor-
responding Monte Carlo simulation results, where the computational efficiencies of the
FFT-based methodology are highlighted.
The primary focus of this chapter is the extension of the Dempster and Hong [33] FFT-
based call spread option pricing methodology to a range of two-colour rainbow option types
and so to begin, section 8.2 provides the details of this pricing methodology. Sections 8.3-
8.6 detail the extensions of this FFT-based option pricing framework to put spread options,
call options on the maximum of two assets, put options on the minimum of two assets,
and dual-strike options respectively. As noted previously, Dempster and Hong [33] im-
plement their FFT-based call spread option pricing methodology under the assumption of
an affine three-factor stochastic volatility model. Section 8.7 develops three distinct jump-
augmented versions of this stochastic volatility model and presents the associated CCF of
the log-asset prices in each case. The motivation for the development of such models is to
1Note that Deng [32] considers the pricing of cross-commodity spread options using an implementation
of the transform-based and extended transform-based contingent claim pricing methodologies of Duffie, Pan
and Singleton [37].
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exhibit the flexibility of the FFT-based two-colour rainbow option pricing methodologies,
but also to extend the suite of option pricing models available to empirical researchers that
capture both the stochastic volatility and jump features of the spread option and exotic op-
tion markets. Section 8.8 then presents the numerical results obtained from implementing
the various FFT-based two-colour rainbow option pricing methodologies presented in sec-
tions 8.2-8.6. This implementation is conducted under the assumption of each three-factor
model considered in section 8.7. Furthermore, based on the concluding remarks of Demp-
ster and Hong [33], section 8.9 considers the four-factor stochastic volatility model detailed
in Clewlow and Strickland [27], which is non-affine in construction but allows for a more
complex correlation structure. Given the non-affine nature of this four-factor stochastic
volatility model an approximate CCF specification is derived, which allows for the FFT-
based two-colour rainbow option pricing methodologies presented to be implemented for
this extended model. Hence, under the assumption of this four-factor model numerical
results are presented for the case of call and put spread options. Section 8.10 provides a
summary and concluding remarks.
8.2 FFT-Based Pricing of Call Spread Options
The purpose of this section is to provide the details of the FFT-based call spread option
pricing methodology as developed by Dempster and Hong [33]. The theory is presented in
a manner that is consistent with the following definitions of the two-dimensional Fourier
and inverse Fourier transforms respectively, as detailed in Brigham [14]:2
H(u, v) =
∫ ∞
−∞
∫ ∞
−∞
h(x, y)e−i2π(ux+vy)dxdy,
and
h(x, y) =
∫ ∞
−∞
∫ ∞
−∞
H(u, v)ei2π(ux+vy)dudv,
where h(x, y) is a general two-dimensional real function that is absolutely integrable.
To begin, assume an equivalent martingale measure (EMM)Q and hence, let the time t
2Brigham [14] provides a discussion on the various alternative definitions of the Fourier transform. The
convention used in here is consistent with that adopted by Brigham [14].
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value of a European-exercise call spread option with maturity date T > t be given by
V Csprd(K) ≡ e−rτEQt [max(S2,T − S1,T −K, 0)],
where S1,t and S2,t are the two underlying assets to the call spread option; K is the strike
price to the call spread option; τ ≡ T − t is the time-to-maturity of the call spread option;
and r denotes the risk-free rate of interest, which for simplicity is assumed to be constant.
Now let s1,T ≡ ln(S1,T ) and s2,T ≡ ln(S2,T ) and note that the call spread option value
V Csprd(K) may be rewritten as follows:
V Csprd(K) = e−rτ
∫ ∫
Ω
(es2 − es1 −K)pQT (s1, s2)ds2ds1, (8.1)
where pQT (s1, s2) denotes the joint probability density function for s1,T and s2,T ; and Ω
denotes the exercise region of the spread option, i.e.
Ω ≡ {(s1, s2) ∈ R2|es2 − es1 −K ≥ 0}.
The exercise region Ω is illustrated in fig 8.1 under the assumption that the strike price
K = 1.
Figure 8.1: Exercise Region: Call Spread Option
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With the exercise region Ω established note that a sub-region Ωˆ of this is now con-
structed. For the construction consider the following N ×N equally spaced grid Λ1 × Λ2
such that
Λ1 ≡{κ1,p = pΔκ1 ∈ R|p = 0, 1, . . . , N − 1}, (8.2)
Λ2 ≡{κ2,q = qΔκ2 ∈ R|q = 0, 1, . . . , N − 1}, (8.3)
for arbitrary discrete log-price steps Δκ1 and Δκ2. Now define for p = 0, 1, . . . , N − 2,
κˆ2(p) ≡ min
0≤q≤N−1
{κ2,q ∈ Λ2|eκ2,q − eκ1,p+1 −K ≥ 0}
to be the s2-coordinates of the lower edges of the rectangular strips
Ωˆp =
[κ1,p, κ1,p+1)× [κˆ2(p),∞), p = 0, . . . , N − 3[κ1,p, κ1,p+1]× [κˆ2(p),∞), p = N − 2 .
Finally, the construction of Ωˆ is made complete by means of setting Ωˆ =
⋃N−2
p=0 Ωˆp, where
herein Ωˆ will be referred to as the approximate exercise region.
With the approximate exercise region Ωˆ established, an approximation to the exact call
spread option price V Csprd(K) may be detailed as follows:
V Csprd(K) ≡ e−rτ
∫ ∫
Ωˆ
(es2 − es1 −K)pQT (s1, s2)ds2ds1.
Since the call spread option payoff is positive over the exercise region Ω and Ωˆ ⊂ Ω then
it follows that V Csprd(K) & Vˆ Csprd(K). To continue the development consider now the
following expression of the approximate call spread option valuation equation Vˆ Csprd(K):
Vˆ Csprd(K) = e−rτ [Πˆ1 −KΠˆ2], (8.4)
where
Πˆ1 ≡
∫ ∫
Ωˆ
(es2 − es1)pQT (s1, s2)ds2ds1, Πˆ2 ≡
∫ ∫
Ωˆ
pQT (s1, s2)ds2ds1.
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Dempster and Hong [33] show how it is possible to evaluate Πˆ1 and Πˆ2 using Fourier
inversion techniques, where it is assumed that the CCF of the log-asset prices s1,t and s2,t
is known.
For this development, first note that by definition the component Πˆ1 in equation (8.4) is
given by
Πˆ1 =
N−2∑
p=0
[Π1(κ1,p, κˆ2(p))− Π1(κ1,p+1, κˆ2(p))], (8.5)
where, in general, Π1(κ1, κ2) is defined as follows
Π1(κ1, κ2) ≡
∫ ∞
κ1
∫ ∞
κ2
(es2 − es1)pQT (s1, s2)ds2ds1. (8.6)
It is evident that the Fourier transform of Π1(κ1, κ2) does not exist, and so it is necessary
to consider the following modified double integral:3
πˆ1(κ1, κ2) = e
α∗1κ1+α∗2κ2Π1(κ1, κ2), α
∗
1, α
∗
2 > 0 ∈ R. (8.7)
In line with the results of Dempster and Hong [33] note that the Fourier transform of the
modified double integral πˆ1(κ1, κ2) exists and is given by
χ1(v1, v2) ≡
∫ ∞
−∞
∫ ∞
−∞
e−i2π(v1κ1+v2κ2)πˆ1(κ1, κ2)dκ2dκ1
=
ϕQ(w1(v1)− iα∗1, w2(v2)− i(α∗2 + 1))− ϕQ(w1(v1)− i(α∗1 + 1), w2(v2)− iα∗2)
(α∗1 + iw1(v1))(α∗2 + iw2(v2))
,
where for this and the subsequent developments ϕQ(u1, u2), for u1, u2 ∈ C, is the gener-
alised bivariate CCF of s1,T and s2,T defined as follows:
ϕQ(u1, u2) ≡ EQt [eiu1s1,T+iu2s2,T ] =
∫ ∞
−∞
∫ ∞
−∞
ei(u1s1+u2s2)pQT (s1, s2)ds2ds1;
and w1(v1) ≡ −2πv1 and w2(v2) ≡ −2πv2.
With the CCF ϕQ(u1, u2) known it follows that the modified double integral πˆ1(κ1, κ2)
3The coefficient eα∗1κ1+α∗2κ2 forces decay in the negative log-asset price directions, which ensures square
integrability and the existence of the Fourier transform.
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may be retrieved by means of the following inverse Fourier transform:
πˆ1(κ1, κ2) =
∫ ∞
−∞
∫ ∞
−∞
ei2π(v1κ1+v2κ2)χ1(v1, v2)dv2dv1.
Therefore, it follows that
Π1(κ1, κ2) = e
−α∗1κ1−α∗2κ2
∫ ∞
−∞
∫ ∞
−∞
ei2π(v1κ1+v2κ2)χ1(v1, v2)dv2dv1. (8.8)
In a similar manner to the above development, note for the second component Πˆ2 in
equation (8.4) that
Πˆ2 =
N−2∑
p=0
[Π2(κ1,p, κˆ2(p))− Π2(κ1,p+1, κˆ2(p))], (8.9)
where, in general, Π2(κ1, κ2) is defined as follows:
Π2(κ1, κ2) =
∫ ∞
κ1
∫ ∞
κ2
pQT (s1, s2)ds2ds1.
The Fourier transform of Π2(κ1, κ2) clearly does not exist and so the following modified
double integral is considered:
πˆ2(κ1, κ2) ≡ eα∗∗1 κ1+α∗∗2 κ2Π2(κ1, κ2), α∗∗1 , α∗∗2 > 0 ∈ R.
The Fourier transform of πˆ2(κ1, κ2) exists and so define
χ2(v1, v2) ≡
∫ ∞
−∞
∫ ∞
−∞
e−i2π(v1κ1+v2κ2)πˆ2(κ1, κ2)dκ2dκ1
=
ϕQ(w1(v1)− α∗∗1 i, w2(v2)− α∗∗2 i)
(α∗∗1 + iw1(v1))(α∗∗2 + iw2(v2))
.
Therefore, with the CCF ϕQ(u1, u2) known it follows directly that
Π2(κ1, κ2) = e
−α∗∗1 κ1−α∗∗2 κ2
∫ ∞
−∞
∫ ∞
−∞
ei2π(v1κ1+v2κ2)χ2(v1, v2)dv2dv1. (8.10)
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8.2.1 Discrete Fourier Transform Approximation and FFT Evaluation
Note that the two-dimensional inverse Fourier transform in equation (8.8) may be approxi-
mated by the following inverse discrete Fourier transform (DFT):
Π1(κ1,p, κ2,q) = e
−α∗1κ1,p−α∗2κ2,q ×
N−1∑
m=1
N−1∑
n=0
ei2π(v1,mκ1,p+v2,nκ2,q)χ1(v1,m, v2,n)Δv2Δv1,
for p, q = 0, 1, . . . , N − 1, where κ1,p and κ2,q are as defined in equations (8.2) and (8.3);
v1,m ≡ mΔv1 and v2,n ≡ nΔv2, where Δv1 and Δv2 are discrete steps in the Fourier
domain. Under the construction of the DFT note that κ1,p = pΔκ1 = p 1NΔv1 and κ2,q =
qΔκ2 = q
1
NΔv2
, and so the specification above simplifies to give
Π1(κ1,p, κ2,q) = e
−α∗1κ1,p−α∗2κ2,q ×
N−1∑
m=1
N−1∑
n=0
ei2π(mp+nq)/Nχ1(v1,m, v2,n)Δv2Δv1,
The inverse DFT above lends itself to efficient evaluation by means of a two-dimensional
inverse FFT routine, which in turn allows for the efficient evaluation of Πˆ1 as specified in
equation (8.5).
Similarly, the two-dimensional inverse Fourier transform in equation (8.10) may be
approximated by the following inverse DFT:
Π2(κ1,p, κ2,q) = e
−α∗∗1 κ1,p−α∗∗2 κ2,q ×
N−1∑
m=1
N−1∑
n=0
ei2π(mp+nq)/Nχ2(v1,m, v2,n)Δv2Δv1,
for p, q = 0, 1, . . . , N − 1. Hence, the efficient evaluation of the above inverse DFT by
means of a two-dimensional inverse FFT routine allows in turn for the efficient evaluation
of Πˆ2 as specified in equation (8.9).
8.3 FFT-Based Pricing of Put Spread Options
This section extends in a straightforward manner the FFT-based call spread option pricing
methodology of Dempster and Hong [33] for the pricing of put spread options. The time t
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value of a European-exercise put spread option with maturity date T > t is given by
V Psprd(K) ≡ e−rτEQt [max(K − [S2,T − S1,T ], 0)],
where, in this instance, S1,t and S2,t are the prices of the assets underlying the put spread
option; K is the strike price of the put spread option; τ ≡ T − t is the time-to-maturity of
the put spread option; and r is again the risk-free rate of interest, assumed to be constant.
By definition note that
V Psprd(K) = e−rτ
∫ ∫
Ω
(K − es2 + es1)pQT (s1, s2)ds2ds1,
where again s1,T ≡ ln(S1,T ) and s2,T ≡ ln(S2,T ); pQT (s1, s2) is the joint probability density
function for s1,T and s2,T ; and, in this instance, Ω denotes the exercise region of the put
spread option defined as follows:
Ω ≡ {(s1, s2) ∈ R2|K − es2 + es1 ≥ 0}.
Figure 8.2 illustrates the exercise region Ω above under the assumption that the strike price
K = 1.
Figure 8.2: Exercise Region: Put Spread Option
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Similar to the previous section consider now an approximate exercise region Ωˆ such
that Ωˆ ⊂ Ω, and for its construction assume theN ×N equally spaced grid Λ1×Λ2, where
Λ1 and Λ2 are as defined in equations (8.2) and (8.3) respectively. In this instance, defined
for p = 0, 1, . . . , N − 2
κˆ2(p) ≡ max
0≤q≤N−1
{κ2,q ∈ Λ2|K − eκ2,q + eκ1,p ≥ 0}
to be the s2-coordinates of the upper edges of the rectangular strips
Ωˆp =
[κ1,p, κ1,p+1)× (−∞, κˆ2(p)], p = 0, . . . , N − 3[κ1,p, κ1,p+1]× (−∞, κˆ2(p)], p = N − 2 .
Finally, the approximate exercise region Ωˆ is made complete by means of setting
Ωˆ =
N−2⋃
p=0
Ωˆp.
Given the approximate exercise region Ωˆ it is now possible to define the approximate
put spread option price Vˆ Psprd(K) as follows:
Vˆ Psprd(K) ≡ e−rτ
∫ ∫
Ωˆ
(K − es2 + es1)pQT (s1, s2)ds2ds1.
Note that since the put spread option payoff is positive over the exercise region Ω and
Ωˆ ⊂ Ω then the following relation holds
V Psprd(K) & Vˆ Psprd(K).
Therefore, the approximate value Vˆ Psrd(K) forms a lower bound for the exact put spread
options price V Psprd(K).
For the purpose of the development to follow rewrite the approximate Vˆ Psprd(K) as
follows:
Vˆ Psprd(K) = e−rτ [KΠˆ2 − Πˆ1], (8.11)
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where
Πˆ1 ≡
∫ ∫
Ωˆ
(es2 − es1)pQT (s1, s2)ds2ds1, Πˆ2 ≡
∫ ∫
Ωˆ
pQT (s1, s2)ds2ds1.
Taking first the component Πˆ1 in equation (8.11) note that by definition
Πˆ1 =
N−2∑
p=0
[Π1(κ1,p+1, κˆ2(p))− Π1(κ1,p, κˆ2(p))], (8.12)
where, in general,
Π1(κ1, κ2) ≡
∫ κ1
−∞
∫ κ2
−∞
(es2 − es1)pQT (s1, s2)ds2ds1.
The Fourier transform of Π1(κ1, κ2) does not exist, and so in order to enforce square inte-
grability the following appropriately modified double integral is proposed:4
πˆ1(κ1, κ2) ≡ e−α∗1κ1−α∗2κ2Π1(κ1, κ2), α∗1, α∗2 > 0 ∈ R.
For the modified double integral πˆ1(κ1, κ2) an application of the Fourier transform gives
the following specification:
χ1(v1, v2) ≡
∫ ∞
−∞
∫ ∞
−∞
e−i2π(v1κ1+v2κ2)πˆ1(κ1, κ2)dκ2dκ1
=
ϕQ(w1(v1) + iα∗1, w2(v2) + i(α∗2 − 1))− ϕQ(w1(v1) + i(α∗1 − 1), w2(v2) + iα∗2)
(α∗1 − iw1(v1))(α∗2 − iw2(v2))
,
where as before w1(v1) ≡ −2πv1 and w2(v2) ≡ −2πv2.
With the CCF ϕQ(u1, u2) known the inverse Fourier transform allows for the retrieval
of the modified double integral πˆ1(κ1, κ2) as follows:
πˆ1(κ1, κ2) =
∫ ∞
−∞
∫ ∞
−∞
ei2π(v1κ1+v2κ2)χ1(v1, v2)dv2dv1.
4The coefficient e−α∗1κ1−α∗2κ2 in this instance forces decay in the positive log-asset price directions, which
ensures square-integrability and the existence of the Fourier transform.
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Therefore,
Π1(κ1, κ2) = e
α∗1κ1+α∗2κ2
∫ ∞
−∞
∫ ∞
−∞
ei2π(v1κ1+v2κ2)χ1(v1, v2)dv2dv1. (8.13)
In a similar manner to the above development note for the second component Πˆ2 in
equation (8.11) that
Πˆ2 =
N−2∑
p=0
[Π2(κ1,p+1, κˆ2(p))− Π2(κ1,p, κˆ2(p))] (8.14)
where, in general,
Π2(κ1, κ2) =
∫ κ1
−∞
∫ κ2
−∞
pQT (s1, s2)ds2ds1.
As before, the existence of a Fourier transform in this case is enforced by means of the
following modification:
πˆ2(κ1, κ2) ≡ e−α∗∗1 κ1−α∗∗2 κ2Π2(κ1, κ2), α∗∗1 , α∗∗2 > 0 ∈ R.
Applying the Fourier transform to the modified double integral πˆ2(κ1, κ2) gives
χ2(v1, v2) ≡
∫ ∞
−∞
∫ ∞
−∞
e−i2π(v1κ1+v2κ2)πˆ2(κ1, κ2)dκ2dκ1
=
ϕQ(w1(v1) + α∗∗1 i, w2(v2) + α∗∗2 i)
(α∗∗1 − iw1(v1))(α∗∗2 − iw2(v2))
.
Hence, it follows directly that
Π2(κ1, κ2) = e
α∗∗1 κ1+α∗∗2 κ2
∫ ∞
−∞
∫ ∞
−∞
ei2π(v1κ1+v2κ2)χ2(v1, v2)dv2dv1. (8.15)
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8.3.1 Discrete Fourier Transform Approximation and FFT Evaluation
The two-dimensional inverse Fourier transforms as detailed in equation (8.13) and (8.15)
may be approximated by means of the following inverse DFT specifications respectively:
Π1(κ1,p, κ2,q) = e
α∗1κ1,p+α∗2κ2,q ×
N−1∑
m=0
N−1∑
n=0
ei2π(mp+nq)/Nχ1(v1,m, v2,n)Δv2Δv1,
Π2(κ1,p, κ2,q) = e
α∗∗1 κ1,p+α∗∗2 κ2,q ×
N−1∑
m=0
N−1∑
n=0
ei2π(mp+nq)/Nχ2(v1,m, v2,n)Δv2Δv1.
With these inverse DFTs established note that the implementation of appropriate inverse
FFT routines allows for the efficient evaluation of the component values Πˆ1 and Πˆ2 as
defined in equations (8.12) and (8.14) respectively.
8.4 FFT-Based Pricing of Call Options on theMaximum of TwoAssets
This section now considers the FFT-based pricing of call options on the maximum of two
assets. For this, let V Cmax(K) denote the time t value of a European-exercise call option
on the maximum of two assets S1,t and S2,t, with maturity date T > t, defined as follows:
V Cmax(K) ≡ e−rτEQt [max(max(S1,T , S2,T )−K, 0)],
where K is the strike price of the call option; τ ≡ T − t is the time-to-maturity of the call
option; and r is again the risk-free rate of interest, assumed to be constant. Note that the
above pricing equation may be rewritten as follows:
V Cmax(k) = e−rτEQt [max(max(es1,T , es2,T )− ek, 0)]
= e−rτEQt [(es1,T − ek)1{es1,T ≥es2,T }∩{es1,T≥ek}]
+ e−rτEQt [(es2,T − ek)1{es2,T >es1,T }∩{es2,T≥ek}], (8.16)
where s1,T ≡ ln(S1,T ) and s2,T ≡ ln(S2,T ); k ≡ ln(K); and 1{∙} denotes the indicator
function for a specified event.
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Let V Cmax1 (k) denote the first component value in equation (8.16), i.e.
V Cmax1 (k) ≡ e−rτEQt [(es1,T − ek)1{es1,T ≥es2,T }∩{es1,T≥ek}],
and note that by definition
V Cmax1 (k) = e
−rτ
∫ ∫
Ω1
(es1 − ek)pQT (s1, s2)ds2ds1 (8.17)
where Ω1 = {(s1, s2) ∈ R2|1{es1≥es2}∩{es1≥ek} = 1} is the exercise region associated with
the component value V Cmax1 ; and as before pQT (s1, s2) is the joint probability density func-
tion for s1,T and s2,T . The exercise region Ω1 above is illustrated in figure 8.3, assuming a
strike priceK = 1.
Figure 8.3: Exercise Region: Component Value V Cmax1
Similarly, let V Cmax2 (k) denote the second component value in equation 8.16, i.e.
V Cmax2 (k) ≡ e−rτEQt [(es2,T − ek)1{es2,T >es1,T }∩{es2,T≥ek}]
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and note, in this case, that be definition
V Cmax2 (k) = e
−rτ
∫ ∫
Ω2
(es2 − ek)pQT (s1, s2)ds2ds1 (8.18)
where Ω2 ≡ {(s1, s2) ∈ R2|1{es2>es1}∩{es2≥ek} = 1} is the exercise region associated with
the component value V Cmax2 . The exercise region Ω2 is illustrated in figure 8.4 under the
assumption again thatK = 1.
Figure 8.4: Exercise Region: Component Value V Cmax2
Based on the developments in the previous two sections, note that the intention here
is to develop lower-bound approximations for each of the component values V Cmax1 and
V Cmax2 . To this end, fist define Ωˆ1 to be a sub-region of the exercise region Ω1 and for the
construction of Ωˆ1 consider the N ×N equally spaced grid Λ11 × Λ12 such that
Λ11 ≡{κ11,p = κ+ pΔκ11 ∈ R|p = 0, 1, . . . , N − 1}, (8.19)
Λ12 ≡{κ12,q = qΔκ12 ∈ R|q = 0, 1, . . . , N − 1} (8.20)
for arbitrary log-price steps Δκ11 and Δκ12. Now define for p = 0, 1, . . . , N − 2,
κˆ12(p) ≡ max
0≤q≤N−1
{κ12,q ∈ Λ12|eκ
1
1,p − eκ12,q ≥ 0}
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to be the s2-coordinates of the upper edges of the rectangular strips
Ωˆ1p =
[κ
1
1,p, κ
1
1,p+1)× (−∞, κˆ12(p)], p = 0, . . . , N − 3
[κ11,p, κ
1
1,p+1]× (−∞, κˆ12(p)], p = N − 2
.
Finally, to complete the construction of Ωˆ1 set Ωˆ1 =
⋃N−2
p=0 Ωˆ
1
p.
Along similar lines, define the sub-region Ωˆ2 ⊂ Ω2 and for the construction of Ωˆ2
consider the N ×N equally spaced grid Λ21 × Λ22 such that
Λ21 ≡{κ21,p = pΔκ21 ∈ R|p = 0, 1, . . . , N − 1} (8.21)
Λ22 ≡{κ22,q = κ+ qΔκ22 ∈ R|q = 0, 1, . . . , N − 1} (8.22)
for arbitrary log-price steps Δκ21 and Δκ22. Therefore, for each p = 0, . . . , N − 2 define
κˆ22(p) ≡ min
0≤q≤N−1
{κ22,q ∈ Λ22|eκ
2
2,q − eκ21,p+1 > 0}
to be the s2-coordinates of the lower edges of the rectangular strips
Ωˆ2p =
[κ
2
1,p, κ
2
1,p+1)× [κˆ22(p),∞), p = 0, . . . , N − 3
[κ21,p, κ
2
1,p+1]× [κˆ22(p),∞), p = N − 2
.
And so finally, set Ωˆ2 =
⋃N−2
p=0 Ωˆ
2
p.
With the approximate exercise regions Ωˆ1 and Ωˆ2 determined it is now possible to pro-
pose lower bound approximations for the values V Cmax1 (k) and V Cmax2 (k) given in equa-
tions (8.17) and (8.18) respectively. To begin, let Vˆ Cmax1 (k) denote an approximation to
V Cmax1 (k) defined as follows:
Vˆ Cmax1 (k) ≡ e−rτ
∫ ∫
Ωˆ1
(es1 − ek)pQT (s1, s2)ds2ds1,
and note that since the payoff function is positive over the exercise region Ω1 and Ωˆ1 ⊂ Ω1
then
V Cmax1 (k) & Vˆ Cmax1 (k).
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Similarly, let Vˆ Cmax2 (k) denote an approximation to V Cmax2 (k) defined, such that V Cmax2 (k) &
Vˆ Cmax2 (k), as follows:
Vˆ Cmax2 (k) ≡ e−rτ
∫ ∫
Ωˆ2
(es2 − ek)pQT (s1, s2)ds2ds1. (8.23)
With these approximations established the remainder of this section will now provide
details on the Fourier transform development required for the valuation of the approxima-
tion Vˆ Cmax1 (k). Thereafter, a brief summary will be presented of a similar Fourier transform
development that allows for the valuation of Vˆ Cmax2 (k).
First, rewrite the approximate valuation equation Vˆ Cmax1 (k) as
Vˆ Cmax1 (k) = e
−rτ [Πˆ11 − ekΠˆ12], (8.24)
where
Πˆ11 ≡
∫ ∫
Ωˆ1
es1pQT (s1, s2)ds2ds1, Πˆ
1
2 ≡
∫ ∫
Ωˆ1
pQT (s1, s2)ds2ds1.
Expanding the component Πˆ11 gives
Πˆ11 =
N−2∑
p=0
[Π11(κ
1
1,p+1, κˆ
1
2(p))− Π11(κ11,p, κˆ12(p))]
where, in general,
Π11(κ
1
1, κ
1
2) =
∫ κ11
−∞
∫ κ12
−∞
es1pQT (s1, s2)ds2ds1.
In order to enforce square integrability in this instance it is necessary to modify the above
double and so, define
πˆ11(κ
1
1, κ
1
2) ≡ e−α
∗
1κ
1
1−α∗2κ12Π11(κ
1
1, κ
1
2), α
∗
1, α
∗
2 > 0 ∈ R.
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Applying the Fourier transform to πˆ11(κ11, κ12) therefore gives
χ11(v
1
1, v
1
2) ≡
∫ ∞
−∞
∫ ∞
−∞
e−i2π(v
1
1κ
1
1+v
1
2κ
1
2)πˆ11(κ
1
1, κ
1
2)dκ
1
2dκ
1
1
=
ϕQ(w11(v
1
1) + i(α∗1 − 1), w12(v12) + iα∗2)
(α∗1 − iw11(v11))(α∗2 − iw12(v12))
,
where w11(v11) ≡ −2πv11 and w12(v12) ≡ −2πv12 .
With the CCF ϕQ(u1, u2) known note that an application of the inverse Fourier trans-
form to the function χ11(v11, v12) allows for the retrieval of the modified double integral
πˆ11(κ
1
1, κ
1
2) as follows:
πˆ11(κ
1
1, κ
1
2) =
∫ ∞
−∞
∫ ∞
−∞
ei2π(v
1
1κ
1
1+v
1
2κ
1
2)χ11(v
1
1, v
1
2)dv
1
2dv
1
1.
From the specification of πˆ11(κ11, κ12) it follows that
Π11(κ
1
1, κ
1
2) = e
α∗1κ11+α∗2κ12
∫ ∞
−∞
∫ ∞
−∞
ei2π(v
1
1κ
1
1+v
1
2κ
1
2)χ11(v
1
1, v
1
2)dv
1
2dv
1
1. (8.25)
For the second component Πˆ12 on the right-hand-side of equation (8.24) note that
Πˆ12 =
N−2∑
p=0
[Π12(κ
1
1,p+1, κˆ
1
2(p))− Π12(κ11,p, κˆ12(p))]
where, in general,
Π12(κ
1
1, κ
1
2) =
∫ κ11
−∞
∫ κ12
−∞
pQT (s1, s2)ds2ds1.
In this case, square integrability is enforced by means of the following modification of the
double integral above:
πˆ12(κ
1
1, κ
1
2) ≡ e−α
∗∗
1 κ
1
1−α∗∗2 κ12Π12(κ
1
1, κ
1
2), α
∗∗
1 , α
∗∗
2 > 0 ∈ R.
Hence, define the Fourier transform
χ12(v
1
1, v
1
2) ≡
∫ ∞
−∞
∫ ∞
−∞
e−i2π(v
1
1κ
1
1+v
1
2κ
1
2)πˆ12(κ
1
1, κ
1
2)dκ
1
2dκ
1
1.
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From the definitions of w11(v11) and w12(v12) made previously note that χ12(v11, v12) simplifies
to give
χ12(v
1
1, v
1
2) =
ϕQ(w11(v
1
1) + α
∗∗
1 i, w12(v12) + α∗∗2 i)
(α∗∗1 − iw11(v11))(α∗∗2 − iw12(v12))
.
As before, with the CCF ϕQ(u1, u2) known it follows that the inverse Fourier transform
allows for the retrieval of πˆ12(κ11, κ12), as follows:
πˆ12(κ
1
1, κ
1
2) =
∫ ∞
−∞
∫ ∞
−∞
ei2π(v
1
1κ
1
1+v
1
2κ
1
2)χ12(v
1
1, v
1
2)dv
1
2dv
1
1,
which in turn gives
Π12(κ
1
1, κ
1
2) = e
α∗∗1 κ11+α∗∗2 κ12
∫ ∞
−∞
∫ ∞
−∞
ei2π(v
1
1κ
1
1+v
1
2κ
1
2)χ12(v
1
1, v
1
2)dv
1
2dv
1
1. (8.26)
With the Fourier development for the valuation of the approximate component value
Vˆ Cmax1 (k) established note that this section concludes with summary details of a similar
Fourier development required for the valuation of Vˆ Cmax2 (k) in equation (8.23). To begin,
let
Vˆ Cmax2 (k) = e
−rτ [Πˆ21 − ekΠˆ22],
where
Πˆ21 ≡
∫ ∫
Ωˆ2
es2pQT (s1, s2)ds2ds1, Πˆ
2
2 ≡
∫ ∫
Ωˆ2
pQT (s1, s2)ds2ds1.
It follows simply that
Πˆ21 ≡
N−2∑
p=0
[Π21(κ
2
1,p, κˆ
2
2(p))−Π21(κ21,p+1, κˆ22(p))], Πˆ22 ≡
N−2∑
p=0
[Π22(κ
2
1,p, κˆ
2
2(p))−Π22(κ21,p+1, κˆ22(p))],
where, in general,
Πˆ21(κ
2
1, κ
2
2) ≡
∫ ∞
κ21
∫ ∞
κ22
es2pQT (s1, s2)ds2ds1, Πˆ
2
2(κ
2
1, κ
2
2) ≡
∫ ∞
κ21
∫ ∞
κ22
pQT (s1, s2)ds2ds1.
Following a similar development to that detailed previously note that the valuation of
the component Π21(κ21, κ22) requires the following application of the inverse Fourier trans-
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form:
Π21(κ
2
1, κ
2
2) = e
−α∗1κ21−α∗2κ22
∫ ∞
−∞
∫ ∞
−∞
ei2π(v
2
1κ
2
1+v
2
2κ
2
2)χ21(v
2
1, v
2
2)dv
2
2dv
2
1, (8.27)
where
χ21(v
2
1, v
2
2) ≡
ϕQ(w21(v
2
1)− α∗1i, w22(v22)− (α∗2 + 1)i)
(α∗1 + iw21(v21))(α∗2 + iw22(v22))
;
w21(v
2
1) ≡ −2πv21 and w22(v22) ≡ −2πv22; and α∗1, α∗2 > 0 ∈ R.
Likewise, for the component Π22(κ21, κ22) note that
Π22(κ
2
1, κ
2
2) = e
−α∗∗1 κ21−α∗∗2 κ22
∫ ∞
−∞
∫ ∞
−∞
ei2π(v
2
1κ
2
1+v
2
2κ
2
2)χ21(v
2
1, v
2
2)dv
2
2dv
2
1, (8.28)
where
χ22(v
2
1, v
2
2) ≡
ϕQ(w21(v
2
1)− α∗∗1 i, w22(v22)− α∗∗2 i)
(α∗∗1 + iw21(v21))(α∗∗2 + iw22(v22))
;
and α∗∗1 , α∗∗2 > 0 ∈ R.
8.4.1 Discrete Fourier Transform Approximation and FFT Evaluation
Recall that the approximate value of a call option on the maximum of two assets has been
shown to be given by
Vˆ Cmax(k) = Vˆ Cmax1 (k) + Vˆ
Cmax
2 (k),
where
Vˆ Cmax1 (k) = e
−rτ [Πˆ11 − ekΠˆ12], Vˆ Cmax2 (k) = e−rτ [Πˆ21 − ekΠˆ22],
and Πˆ11, Πˆ12, Πˆ21 and Πˆ22 are respectively constructed by means of the inverse Fourier trans-
forms specified in equations (8.25), (8.26), (8.27) and (8.28).
Each of these inverse Fourier transforms may be approximated by an appropriate in-
verse DFT and hence, evaluated efficiently by means of an inverse FFT routine. First note
that the inverse DFT approximation of equation (8.25) is given by
Π11(κ
1
1,p, κ
1
2,q) = e
α∗1κ11,p+α∗2κ12,q ×
N−1∑
m=0
N−1∑
n=0
ei2π(v
1
1,mk
1
1,p+v
1
2,nκ
1
2,q)χ11(v
1
1,m, v
1
2,n)Δv
1
2Δv
1
1,
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for p, q = 0, 1, . . . , N −1, where κ11,p and κ12,q are as defined in equations (8.19) and (8.20);
and v11,m ≡ mΔv11 and v12,n ≡ nΔv12 , where Δv11 and Δv12 are discrete steps in the Fourier
domain. Under the construction of the DFT note that κ11,p = k + pΔκ11 = k + p 1NΔv11 and
κ12,q = qΔκ
1
2 = q
1
NΔv12
, and so the transform above becomes
Π11(κ
1
1,p, κ
1
2,q) = e
α∗1κ11,p+α∗2κ12,q ×
N−1∑
m=0
N−1∑
n=0
ei2π(mp+nq)/N [ei2πv
1
1,mkχ11(v
1
1,m, v
1
2,n)]Δv
1
2Δv
1
1.
A similar approach to this shows that the inverse DFT approximation of equation (8.26) is
Π12(κ
1
1,p, κ
1
2,q) = e
α∗∗1 κ11,p+α∗∗2 κ12,q ×
N−1∑
m=0
N−1∑
n=0
ei2π(mp+nq)/N [ei2πv
1
1,mkχ12(v
1
1,m, v
1
2,n)]Δv
1
2Δv
1
1.
Focusing now on the inverse Fourier transform of equation (8.27) note that the associ-
ated inverse DFT is given by
Π21(κ
2
1,p, κ
2
2,q) = e
−α∗1κ21,p−α∗2κ22,q ×
N−1∑
m=0
N−1∑
n=0
ei2π(v
2
1,mk
2
1,p+v
2
2,nκ
2
2,q)χ21(v
2
1,m, v
2
2,n)Δv
2
2Δv
2
1,
for p, q = 0, 1, . . . , N −1, where κ21,p and κ22,q are as defined in equations (8.21) and (8.22);
v21,m ≡ mΔv21 and v22,n ≡ nΔv22 , where Δv21 and Δv22 are discrete steps in the Fourier
domain. Under the construction of the DFT note that κ21,p = pΔκ21 = k + p 1NΔv21 and
κ22,q = k + qΔκ
2
2 = k + q
1
NΔv22
, and so the transform above simplifies to give
Π21(κ
2
1,p, κ
2
2,q) = e
−α∗1κ21,p−α∗2κ22,q ×
N−1∑
m=0
N−1∑
n=0
ei2π(mp+nq)/N [ei2πv
2
2,nkχ21(v
2
1,m, v
2
2,n)]Δv
2
2Δv
2
1.
In a likewise fashion, note finally that the inverse DFT approximation of equation (8.28)
is
Π22(κ
2
1,p, κ
2
2,q) = e
−α∗∗1 κ21,p−α∗∗2 κ22,q ×
N−1∑
m=0
N−1∑
n=0
ei2π(mp+nq)/N [ei2πv
2
2,nkχ22(v
2
1,m, v
2
2,n)]Δv
2
2Δv
2
1.
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8.5 FFT-Based Pricing of Put Options on the Minimum of Two Assets
The focus of this section is the extension of the Fourier development presented to date to
the pricing of put options on the minimum of two assets. To begin, let V Pmin(k) denote the
time t value of a European-exercise put option on the minimum of two assets S1,t and S2,t,
with strike priceK and maturity date T > t. In terms of the log-asset prices s1,t ≡ ln(S1,t)
and s2,t ≡ ln(S2,t), and the log-strike price k ≡ ln(K), note that the put option value
V Pmin(k) is defined as follows:
V Pmin(k) ≡ e−rτEQt [max(ek −min(es1,T , es2,T ), 0)]
= e−rτEQt [(ek − es1,T )1{es1,T≤es2,T }∩{es1,T≤ek}]
+ e−rτEQt [(ek − es2,T )1{es2,T<es1,T }∩{es2,T≤ek}], (8.29)
where 1{∙} again denotes the indicator function for a specified event; τ ≡ T − t is the
time-to-maturity of the put option; and r is again the risk-free rate of interest, assumed to
be constant.
Taking the first component in equation (8.29) above, let
V Pmin1 (k) ≡ e−rτEQt [(ek − es1,T )1{es1,T≤es2,T }∩{es1,T ≤ek}]
= e−rτ
∫ ∫
Ω1
(ek − es1)pQT (s1, s2)ds2ds1,
where Ω1 ≡ {(s1, s2) ∈ R2|1{es1≤es2}∩{es1≤ek} = 1} is the exercise region associated
with the component value V Pmin1 (k); and pQT (s1, s2) is again the joint probability density
function for the log-asset prices s1,T and s2,T . The exercise region Ω1 is illustrated in fig
8.5, where the strike on the option is assumed to be K = 1.
In a similar way, for the second component in equation (8.29) let
V Pmin2 (k) ≡ e−rτEQt [(ek − es2,T )1{es2,T<es1,T }∩{es1,T ≤ek}]
= e−rτ
∫ ∫
Ω2
(ek − es2)pQT (s1, s2)ds2ds1,
where Ω2 ≡ {(s1, s2) ∈ R2|1{es2<es1}∩{es2≤ek} = 1} is the exercise region associated with
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Figure 8.5: Exercise Region: Component Value V Pmin1
the component value V Pmin2 (k). The exercise region Ω2 is illustrated in fig 8.6 with the
strike priceK = 1.
Figure 8.6: Exercise Region: Component Value V Pmin2
In preparation of finding a lower bound to the exact component value V Pmin1 (k) define
Ωˆ1 such that Ωˆ1 ⊂ Ω1, and for its construction define the N × N equally spaced grid
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Λ11 × Λ12 such that
Λ11 ≡{κ11,p = (k − (N − 1)Δκ11) + pΔκ11 ∈ R|p = 0, 1, . . . , N − 1}, (8.30)
Λ12 ≡{κ12,q = qΔκ12 ∈ R|q = 0, 1, . . . , N − 1}, (8.31)
for arbitrary log-price steps Δκ11 and Δκ12. For each p = 0, 1, . . . , N − 2 define
κˆ12(p) ≡ min
0≤q≤N−1
{κ12,q ∈ Λ12|eκ
1
1,p+1 − eκ12,q ≤ 0}
to be the s2-coordinates of the lower edges of the rectangular strips
Ωˆ1p =
[κ
1
1,p, κ
1
1,p+1)× [κˆ12(p),∞), p = 0, . . . , N − 3
[κ11,p, κ
1
1,p+1]× [κˆ12(p),∞), p = N − 2
.
To complete the construction of Ωˆ1 set Ωˆ1 =
⋃N−2
p=0 Ωˆ
1
p.
In a similar manner, let Ωˆ2 ⊂ Ω2 and consider the N ×N equally spaced grid Λ21 × Λ22
given by
Λ21 ≡{κ21,p = pΔκ21 ∈ R|p = 0, 1, . . . , N − 1}, (8.32)
Λ22 ≡{κ22,q = (k − (N − 1)Δκ22) + qΔκ22 ∈ R|q = 0, 1, . . . , N − 1}, (8.33)
for arbitrary log-price steps Δκ21 and Δκ22. Now define for p = 0, 1, . . . , N − 2
κˆ22(p) ≡ min
0≤p≤N−1
{κ22,q ∈ Λ22|eκ
2
2,q − eκ21,p < 0}
to be the s2-coordinates of the upper edges of the rectangular strips
Ωˆ2p =
[κ
2
1,p, κ
2
1,p+1)× (−∞, κˆ22(p)], p = 0, . . . , N − 3
[κ11,p, κ
1
1,p+1]× (−∞, κˆ22(p)], p = N − 2
.
Finally, to complete Ωˆ2 set Ωˆ2 =
⋃N−2
p=0 Ωˆ
2
p.
As before, it is possible to construct a lower bound approximation to the exact com-
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ponent values V Pmin1 (k) and V Pmin2 (k), by means of taking expectations of the associated
payoff functions over the approximate exercise regions Ωˆ1 and Ωˆ2 respectively. Specifi-
cally, define
Vˆ Pmin1 (k) ≡ e−rτ
∫ ∫
Ωˆ1
(ek − es1)pQT (s1, s2)ds2ds1,
and note that V Pmin1 (k) & Vˆ Pmin1 (k) since the payoff function is positive over the exercise
region Ω1 and Ωˆ1 ⊂ Ω1. Likewise, let
Vˆ Pmin2 (k) ≡ e−rτ
∫ ∫
Ωˆ2
(ek − es2)pQT (s1, s2)ds2ds1,
and note that V Pmin2 (k) & Vˆ Pmin2 (k).
The Fourier transform development, which allows for the valuation of approximate
component value Vˆ Pmin1 (k) will be presented in detail. Once this is complete the section
concludes with summary details for the valuation of Vˆ Pmin2 (k).
Take the approximate component value Vˆ Pmin1 (k) and rewrite to give
Vˆ Pmin1 (k) = e
−rτ [ekΠˆ12 − Πˆ11], (8.34)
where
Πˆ11 ≡
∫ ∫
Ωˆ1
es1pQT (s1, s2)ds2ds1, Πˆ
1
2 ≡
∫ ∫
Ωˆ1
pQT (s1, s2)ds2ds1.
Firstly, expanding the component Πˆ11 gives
Πˆ11 =
N−2∑
p=0
[Π11(κ
1
1,p, κˆ
1
2(p))− Π11(κ11,p+1, κˆ12(p))],
where, in general,
Π11(κ
1
1, κ
1
2) =
∫ ∞
κ11
∫ ∞
κ12
es1pQT (s1, s2)ds2ds1.
Square integrability is enforced through the following modification of the above double
integral Π11(κ11, κ12):
πˆ11(κ
1
1, κ
1
2) ≡ eα
∗
1κ
1
1+α
∗
2κ
1
2Π11(κ
1
1, κ
1
2), α
∗
1, α
∗
2 > 0 ∈ R.
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It follows that the Fourier transform of the above modified double integral πˆ11(κ11, κ12) exists
and is given by
χ11(v
1
1, v
1
2) ≡
∫ ∞
−∞
∫ ∞
−∞
e−i2π(v
1
1κ
1
1+v
1
2κ
1
2)πˆ11(κ
1
1, κ
1
2)dκ
1
2dκ
1
1
=
ϕQ(w11(v
1
1)− i(α∗1 + 1), w12(v12)− iα∗2)
(α∗1 + iw11(v11))(α∗2 + iw12(v12))
,
where w11(v11) ≡ −2πv11 and w12(v12) ≡ −2πv12 .
With the CCF ϕQ(u1, u2) known note that an application of the inverse Fourier trans-
form retrieves the modification πˆ11(κ11, κ12) as follows
πˆ11(κ
1
1, κ
1
2) =
∫ ∞
−∞
∫ ∞
−∞
ei2π(v
1
1κ
1
1+v
1
2κ
1
2)χ11(v
1
1, v
1
2)dv
1
2dv
1
1,
for which it follows that
Π11(κ
1
1, κ
1
2) = e
−α∗1κ11−α∗2κ12
∫ ∞
−∞
∫ ∞
−∞
ei2π(v
1
1κ
1
1+v
1
2κ
1
2)χ11(v
1
1, v
1
2)dv
1
2dv
1
1. (8.35)
Considering now the second component Πˆ12 in equation (8.34) note that by definition
Πˆ12 =
N−2∑
p=0
[Π12(κ
1
1,p, κˆ
1
2(p))− Π12(κ11,p+1, κˆ12(p))]
where, in general,
Π12(κ
1
1, κ
1
2) =
∫ ∞
κ11
∫ ∞
κ12
pQT (s1, s2)ds2ds1.
In this case, the double integral Π12(κ11, κ12) requires a similar modification in order to en-
force square integrability, and so let
πˆ12(κ
1
1, κ
1
2) ≡ eα
∗∗
1 κ
1
1+α
∗∗
2 κ
1
2Π12(κ
1
1, κ
1
2), α
∗∗
1 , α
∗∗
2 > 0 ∈ R.
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Hence, the Fourier transform πˆ12(κ11, κ12) exists and is given by
χ12(v
1
1, v
1
2) ≡
∫ ∞
−∞
∫ ∞
−∞
e−i2π(v
1
1κ
1
1+v
1
2κ
1
2)πˆ12(κ
1
1, κ
1
2)dκ
1
2dκ
1
1
=
ϕQ(w11(v
1
1)− α∗∗1 i, w12(v11)− α∗∗2 i
(α∗∗1 + iw11(v11))(α∗∗2 + iw12(v11))
.
With the CCF ϕQ(u1, u2) known note that the inverse Fourier transform allows for the
retrieval of Π12(κ11, κ12):
Π12(κ
1
1, κ
1
2) = e
−α∗∗1 κ11−α∗∗2 κ12
∫ ∞
−∞
∫ ∞
−∞
ei2π(v
1
1κ
1
1+v
1
2κ
1
2)χ12(v
1
1, v
1
2)dv
1
2dv
1
1. (8.36)
With the development for the valuation of the approximate component value Vˆ Pmin1 (k)
complete, this section now concludes with summary details of the development required
for the valuation of Vˆ Pmin2 (k). Note first that
Vˆ Pmin2 (k) = e
−rτ [ekΠˆ22 − Πˆ21],
where
Πˆ21 ≡
∫ ∫
Ωˆ2
es2pQT (s1, s2)ds2ds1, Πˆ
2
2 ≡
∫ ∫
Ωˆ2
pQT (s1, s2)ds2ds1.
Expanding the components Πˆ21 and Πˆ22 shows that
Πˆ21 ≡
N−2∑
p=0
[Π21(κ
2
1,p+1, κˆ
2
2(p))−Π21(κ21,p, κˆ22(p))], Πˆ22 ≡
N−2∑
p=0
[Π22(κ
2
1,p+1, κˆ
2
2(p))−Π22(κ21,p, κˆ22(p))],
where, in general,
Π21(κ
2
1, κ
2
2) ≡
∫ κ21
−∞
∫ κ22
−∞
es2pQT (s1, s2)ds2ds1, Π
2
2(κ
2
1, κ
2
2) ≡
∫ κ21
−∞
∫ κ22
−∞
pQT (s1, s2)ds2ds1.
Similar to the development above it can be shown that the component Π21(κ21, κ22) maybe
evaluated by means of the following Fourier inversion:
Π21(κ
2
1, κ
2
2) = e
α∗1κ21+α∗2κ22
∫ ∞
−∞
∫ ∞
−∞
ei2π(v
2
1κ
2
1+v
2
2κ
2
2)χ21(v
2
1, v
2
2)dv
2
2dv
2
1, (8.37)
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where
χ21(v
2
1, v
2
2) ≡
ϕQ(w21(v
2
1) + α
∗
1i, w22(v22) + (α∗2 − 1)i)
(α∗1 − iw21(v21))(α∗2 − iw22(v22))
;
w21(v
2
1) ≡= −2πv21 and w22(v22) ≡ −2πv22; and α∗1, α∗2 > 0 ∈ R.
In the same way, it can be shown that
Π22(κ
2
1, κ
2
2) = e
α∗∗1 κ21+α∗∗2 κ22
∫ ∞
−∞
∫ ∞
−∞
ei2π(v
2
1κ
2
1+v
2
2κ
2
2)χ22(v
2
1, v
2
2)dv
2
2dv
2
1, (8.38)
where
χ22(v
2
1, v
2
2) ≡
ϕQ(w21(v
2
1) + α
∗∗
1 i, w22(v22) + α∗∗2 i)
(α∗∗1 − iw21(v21))(α∗∗2 − iw22(v22))
;
and α∗∗1 , α∗∗2 > 0 ∈ R.
8.5.1 Discrete Fourier Transform Approximation and FFT Evaluation
So far it has been shown that the approximate value of a put option on the minimum of two
assets is given by
Vˆ Pmin(k) = Vˆ Pmin1 (k) + Vˆ
Pmin
2 (k),
where
Vˆ Pmin1 (k) = e
−rτ [ekΠˆ12 − Πˆ11], Vˆ Pmin2 (k) = e−rτ [ekΠˆ22 − Πˆ21];
and the components Πˆ11, Πˆ12, Πˆ21, and Πˆ22 are respectively constructed by means of the in-
verse Fourier transforms given in equations (8.35), (8.36), (8.37), and (8.38). An appro-
priate inverse DFT may be used to approximate each of these inverse Fourier transforms,
which lend themselves to efficient evaluation by means of an appropriate inverse FFT rou-
tine.
Taking first the inverse Fourier transform in equation (8.35), note that it may be approx-
imated in the following manner:
Π11(κ
1
1,p, κ
1
2,q) = e
−α∗1κ11,p−α∗2κ12,q ×
N−1∑
m=0
N−1∑
n=0
ei2π(v
1
1,mk
1
1,p+v
1
2,nκ
1
2,q)χ11(v
1
1,m, v
1
2,n)Δv
1
2Δv
1
1,
for p, q = 0, 1, . . . , N −1, where κ11,p and κ12,q are as defined in equations (8.30) and (8.31);
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and v11,m ≡ mΔv11 and v12,n ≡ nΔv12 , where Δv11 and Δv12 are discrete steps in the Fourier
domain. Given that under the DFT construction κ11,p = (k − (N − 1)Δκ11) + pΔκ11 =
(k − (N − 1)Δκ11) + p 1NΔv11 and κ
1
2,q = qΔκ
1
2 = q
1
NΔv12
, note that the transform above
simplifies to give
Π11(κ
1
1,p, κ
1
2,q) = e
−α∗1κ11,p−α∗2κ12,q×
N−1∑
m=0
N−1∑
n=0
ei2π(mp+nq)/N [ei2πv
1
1,m(k−(N−1)Δκ11)χ11(v
1
1,m, v
1
2,n)]Δv
1
2Δv
1
1.
In a similar way, the inverse Fourier transform specified in equation (8.36) is approximated
by
Π12(κ
1
1,p, κ
1
2,q) = e
−α∗∗1 κ11,p−α∗∗2 κ12,q×
N−1∑
m=0
N−1∑
n=0
ei2π(mp+nq)/N [ei2πv
1
1,m(k−(N−1)Δκ11)χ12(v
1
1,m, v
1
2,n)]Δv
1
2Δv
1
1.
Turning now to the inverse Fourier transform defined in equation (8.37), note that the
following inverse DFT approximates:
Π21(κ
2
1,p, κ
2
2,q) = e
α∗1κ21,p+α∗2κ22,q ×
N−1∑
m=0
N−1∑
n=0
ei2π(v
2
1,mk
2
1,p+v
2
2,nκ
2
2,q)χ21(v
2
1,m, v
2
2,n)Δv
2
2Δv
2
1,
for p, q = 0, 1, . . . , N − 1, where κ21,p and κ22,q are as defined in equations (8.32) and
(8.33); v21,m ≡ mΔv21 and v22,n ≡ nΔv22 , where Δv21 and Δv22 are discrete steps in the
Fourier domain. Under the construction of the DFT note that κ21,p = pΔκ21 = p 1NΔv21 and
κ22,q = (k − (N − 1)Δκ22) + qΔκ22 = (k − (N − 1)Δκ22) + q 1NΔv22 , and so the transform
above simplifies to give
Π21(κ
2
1,p, κ
2
2,q) = e
α∗1κ21,p+α∗2κ22,q×
N−1∑
m=0
N−1∑
n=0
ei2π(mp+nq)/N [ei2πv
2
2,n(k−(N−1)Δκ22)χ21(v
2
1,m, v
2
2,n)]Δv
2
2Δv
2
1.
Finally note that the inverse DFT approximation of equation (8.38) is given by
Π22(κ
2
1,p, κ
2
2,q) = e
α∗∗1 κ21,p+α∗∗2 κ22,q×
N−1∑
m=0
N−1∑
n=0
ei2π(mp+nq)/N [ei2πv
2
2,n(k−(N−1)Δκ22)χ22(v
2
1,m, v
2
2,n)]Δv
2
2Δv
2
1.
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8.6 FFT-Based Pricing of Dual Strike Options
This section further extends the FFT-based option pricing theory presented to date by means
of considering the problem of pricing dual strike options. For this, denote by V DS(K1, K2)
the date t price of a European-exercise dual strike option that is written on the underlying
assets S1,t and S2,t, which is defined with associated strike prices K1 and K2 such that
K2 > K1, and maturity date T > t. Note that V DS(K1, K2) is formally defined as follows:
V DS(K1, K2) = e
−rτEQt [max(S1,T −K1, S2,T −K2, 0)],
where τ ≡ T − t is the time-to-maturity of the dual strike option and r is the risk-free
rate of interest, which is assumed to be constant. Letting s1,T ≡ ln(S1,T ), s2,T ≡ ln(S2,T ),
k1 ≡ ln(K1) and k2 ≡ ln(K2), note that the pricing equation above can be equivalently
expressed as follows:
V DS(k1, k2) ≡ e−rτEQt [max(es1,T − ek1 , es2,T − ek2 , 0)]
= e−rτEQt [(es1,T − ek1)1{es1,T−ek1≥es2,T−ek2}∩{es1,T−ek1≥0}]
+ (es2,T − ek2)1{es2,T −ek2>es1,T−ek1}∩{es2,T−ek2≥0}]
= e−rτEQt [(es1,T − ek1)1{es2,T−es1,T−(ek2−ek1 )≤0}∩{es1,T≥ek1}]
+ e−rτEQt [(es2,T − ek2)1{es2,T−es1,T−(ek2−ek1 )>0}∩{es2,T≥ek2}],
where 1{∙} again denotes the indicator function for a specified event.
For the subsequent development let
V DS1 (k1) ≡ e−rτEQt [(es1,T − ek1)1{es2,T−es1,T−(ek2−ek1 )≤0}∩{es1,T≥ek1}]
= e−rτ
∫ ∫
Ω1
(es1 − ek1)pQT (s1, s2)ds2ds1,
where Ω1 ≡ {(s1, s2) ∈ R2|1{es2−es1−(ek2−ek1 )≤0}∩{es1≥ek1} = 1} is the exercise region
associated with the component value V DS1 (k1); and pQT (s1, s2) is again the joint probability
density function for the log-asset prices s1,T and s2,T . The exercise region Ω1 is illustrated
in figure 8.7 with strike pricesK1 = 1 and K2 = 2.
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Figure 8.7: Exercise Region: Component Value V DS1
Following the same lines, let
V DS2 (k2) ≡ e−rτEQt [(es2,T − ek2)1{es2,T−es1,T−(ek2−ek1 )>0}∩{es2,T≥ek2}]
= e−rτ
∫ ∫
Ω2
(es2 − ek2)pQT (s1, s2)ds2ds1,
where Ω2 ≡ {(s1, s2) ∈ R2|1{es2−es1−(ek2−ek1 )>0}∩{es2≥ek2} = 1} is the exercise region
associated with the V DS2 (k2). The exercise region Ω2 is illustrated in figure 8.8 with strike
pricesK1 = 1 and K2 = 2.
In developing approximate valuation equations for the component values V DS1 (k1) and
V DS2 (k2) it is first necessary to construct approximate exercise regions for the exact exer-
cise regions Ω1 and Ω2. Firstly, consider a sub-region Ωˆ1 of Ω1 and defines as part of its
construction the following N ×N equally spaced grid Λ11 × Λ12:
Λ11 ≡{κ11,p = k1 + pΔκ11 ∈ R|p = 0, 1, . . . , N − 1}, (8.39)
Λ12 ≡{κ12,q = qΔκ12 ∈ R|q = 0, 1, . . . , N − 1}, (8.40)
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Figure 8.8: Exercise Region: Component Value V DS2
for arbitrary log-price steps Δκ11 and Δκ12. Now define for p = 0, 1, . . . , N − 2
κˆ12(p) = min
0≤q≤N−1
{κ12,q ∈ Λ12|eκ
1
2,q − eκ11,p − (ek2 − ek1) ≤ 0}
to be the s2-coordinates of the upper edges of the rectangular strips
Ωˆ1p =
[κ
1
1,p, κ
1
1,p+1)× (−∞, κˆ12(p)], p = 0, . . . , N − 3
[κ11,p, κ
1
1,p+1]× (−∞, κˆ12(p)], p = N − 2
.
In order to complete the construction of Ωˆ1 set Ωˆ1 =
⋃N−2
p=0 Ωˆ
1
p.
Likewise, define Ωˆ2 ⊂ Ω2 and for the construction of Ωˆ2 consider the N × N equally
spaced grid Λ21 × Λ22, where
Λ21 ≡{κ21,p = pΔκ21 ∈ R|p = 0, 1, . . . , N − 1}, (8.41)
Λ22 ≡{κ22,q = k2 + qΔκ22 ∈ R|q = 0, 1, . . . , N − 1}, (8.42)
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for arbitrary log-price steps Δκ21 and Δκ22. Now define for p = 0, 1, . . . , N − 2
κˆ22(p) ≡ min
0≤q≤N−1
{κ22,q ∈ Λ22|eκ
2
2,q − eκ21,p+1 − (ek2 − ek1) > 0}
to be the s2-coordinates of the lower edges of the rectangular strips
Ωˆ2p =
[κ
2
1,p, κ
2
1,p+1)× [κˆ22(p),∞), p = 0, . . . , N − 3
[κ11,p, κ
1
1,p+1]× [κˆ22(p),∞), p = N − 2
.
To complete the construction of Ωˆ2 set Ωˆ2 =
⋃N−2
p=0 Ωˆ
2
p.
With the approximate exercise regions Ωˆ1 and Ωˆ2 established, it is now possible to
define an approximate pricing equation for each of the component values V DS1 (k1) and
V DS2 (k2). Taking first the component V DS1 (k1), define now the approximation Vˆ DS1 (k1) as
follows:
Vˆ DS1 (k1) ≡ e−rτ
∫ ∫
Ωˆ1
(es1 − ek1)pQT (s1, s2)ds2ds1.
Since the payoff function is positive over the exercise region Ω1 and Ωˆ1 ⊂ Ω1 then it
follows that Vˆ DS1 (k1) forms a lower bound to V DS1 (k1). In the same manner, let
Vˆ DS2 (k2) ≡ e−rτ
∫ ∫
Ωˆ2
(es2 − ek2)pQT (s1, s2)ds2ds1
and note that Vˆ DS2 (k2) forms a lower bound to V DS2 (k2).
The remainder of the section provides explicit details of the Fourier transform develop-
ment, which allows for the evaluation of the approximation Vˆ DS1 (k1). Once complete, the
section concludes with a brief summary of the development, which allows for the evalua-
tion of Vˆ DS2 (k2).
To begin, note from the definition of the approximate exercise region Ωˆ1 that
Vˆ DS1 (k1) = e
−rτ [Πˆ11 − ek1Πˆ12], (8.43)
where
Πˆ11 ≡
∫ ∫
Ωˆ1
es1pQT (s1, s2)ds2ds1, Πˆ
1
2 ≡
∫ ∫
Ωˆ1
pQT (s1, s2)ds2ds1.
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From this, first note that
Πˆ11 ≡
N−2∑
p=0
[Π11(κ
1
1,p+1, κˆ
1
2(p))− Π11(κ11,p, κˆ12(p))],
where, in general,
Π11(κ
1
1, κ
1
2) ≡
∫ κ11
−∞
∫ κ12
−∞
es1pQT (s1, s2)ds2ds1.
In this instance square integrability is enforced with the following modification ofΠ11(κ11, κ12):
πˆ11(κ
1
1, κ
1
2) = e
−α∗1κ11−α∗2κ12Π11(κ
1
1, κ
1
2), α
∗
1, α
∗
2 > 0 ∈ R.
The Fourier transform of the modified double integral πˆ11(κ11, κ12) above therefore exists and
is given by
χ11(v
1
1, v
1
2) ≡
∫ ∞
−∞
∫ ∞
−∞
e−i2π(v
1
1κ
1
1+v
1
2κ
1
2)πˆ11(κ
1
1, κ
1
2)dκ
1
2dκ
1
1
=
ϕQ(w11(v
1
1) + (α
∗
1 − 1)i, w12(v12) + α∗2i)
(α∗1 − iw11(v11))(α∗2 − iw12(v12))
,
wherew11(v11) ≡= −2πv11 andw12(v12) ≡ −2πv12 . With the CCF ϕQ(u1, u2) known note that
an application of the inverse Fourier transform allows for the retrieval of the modification
πˆ11(κ
1
1, κ
1
2), which in turn gives
Π11(κ
1
1, κ
1
2) = e
α∗1κ11+α∗2κ12
∫ ∞
−∞
∫ ∞
−∞
ei2π(v
1
1κ
1
1+v
1
2κ
1
2)χ11(v
1
1, v
1
2)dv
1
2dv
1
1. (8.44)
For the second component Πˆ12 in equation (8.43) note that
Πˆ12 ≡
N−2∑
p=0
[Π12(κ
1
1,p+1, κˆ
1
2(p))− Π12(κ11,p, κˆ12(p))]
where, in general,
Π12(κ
1
1, κ
1
2) ≡
∫ κ11
−∞
∫ κ12
−∞
pQT (s1, s2)ds2ds1.
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Modifying the above integral in the following manner enforces square integrability and
ensures the existence of the Fourier transform:
πˆ12(κ
1
1, κ
1
2) = e
−α∗∗1 κ11−α∗∗2 κ12Π12(κ
1
1, κ
1
2), α
∗∗
1 , α
∗∗
2 > 0 ∈ R.
Therefore, applying the Fourier transform to πˆ12(κ11, κ12) and simplifying gives
χ12(v
1
1, v
1
2) ≡
∫ ∞
−∞
∫ ∞
−∞
e−i2π(v
1
1κ
1
1+v
1
2κ
1
2)πˆ12(κ
1
1, κ
1
2)dκ
1
2dκ
1
1
=
ϕQ(w11(v
1
1) + α
∗∗
1 i, w12(v12) + α∗∗2 i)
(α∗∗1 − iw11(v11))(α∗∗2 − iw12(v12))
.
With the CCF ϕQ(u1, u2) known note, in a similar manner to before, that the inverse
Fourier transform allows for the retrieval of πˆ12(κ11, κ12), and so
Π12(κ
1
1, κ
1
2) = e
α∗∗1 κ11+α∗∗2 κ12
∫ ∞
−∞
∫ ∞
−∞
ei2π(v
1
1κ
1
1+v
1
2κ
1
2)χ12(v
1
1, v
1
2)dv
1
2dv
1
1. (8.45)
With the Fourier transform development discussed for the case of evaluating the ap-
proximate component value Vˆ DS1 (k1), summary details for the evaluation of Vˆ DS2 (k2) are
presented. It is first recalled that
Vˆ DS2 (k2) = e
−rτ [Πˆ21 − ek2Πˆ22],
where
Πˆ21 ≡
∫ ∫
Ωˆ2
es2pQT (s1, s2)ds2ds1, Πˆ
2
2 ≡
∫ ∫
Ωˆ2
pQT (s1, s2)ds2ds1.
By definition note that
Πˆ21 ≡
N−2∑
p=0
[Π21(κ
2
1,p, κˆ
2
2(p))−Π21(κ21,p+1, κˆ22(p))], Πˆ22 ≡
N−2∑
p=0
[Π22(κ
2
1,p, κˆ
2
2(p))−Π22(κ21,p+1, κˆ22(p))],
where, in general,
Π21(κ
2
1, κ
2
2) ≡
∫ ∞
κ21
∫ ∞
κ22
es2pQT (s1, s2)ds2ds1, Π
2
2(κ
2
1, κ
2
2) ≡
∫ ∞
κ21
∫ ∞
κ22
pQT (s1, s2)ds2ds1.
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Drawing from Fourier transform theory, in a similar manner to that discussed previ-
ously, it can be shown that
Π21(κ
2
1, κ
2
2) = e
−α∗1κ21−α∗2κ22
∫ ∞
−∞
∫ ∞
−∞
ei2π(v
2
1κ
2
1+v
2
2κ
2
2)χ21(v
2
1, v
2
2)dv
2
2dv
2
1, (8.46)
where
χ21(v
2
1, v
2
2) =
ϕQ(w21(v
2
1)− α∗1i, w22(v22)− (α∗2 + 1)i)
(α∗1 + iw21(v21))(α∗2 + iw22(v22))
;
w21(v
2
1) ≡ −2πv21 and w22(v22) ≡ −2πv22; and α∗1, α∗2 > 0 ∈ R.
Similarly, it can be shown that
Π22(κ
2
1, κ
2
2) = e
−α∗∗1 κ21−α∗∗2 κ22
∫ ∞
−∞
∫ ∞
−∞
ei2π(v
2
1κ
2
1+v
2
2κ
2
2)χ22(v
2
1, v
2
2)dv
2
2dv
2
1, (8.47)
where
χ22(v
2
1, v
2
2) =
ϕQ(w21(v
2
1)− α∗∗1 i, w22(v22)− α∗∗2 i)
(α∗∗1 + iw21(v21))(α∗∗2 + iw22(v22))
;
and α∗∗1 , α∗∗2 > 0 ∈ R.
8.6.1 Discrete Fourier Transform Approximation and FFT Evaluation
Recall again that the approximate valuation equation for a dual strike option is given by
Vˆ DS(k1, k2) = Vˆ
DS
1 (k1) + Vˆ
DS
2 (k2),
where
Vˆ DS1 (k1) = e
−rτ [Πˆ11 − ek1Πˆ12], Vˆ DS2 (k2) = e−rτ [Πˆ21 − ek2Πˆ22];
and Πˆ11, Πˆ12, Πˆ21, Πˆ22 are respectively constructed by means of the inverse Fourier transform
specifications given in equations (8.44), (8.45), (8.46), and (8.47). This section details how
each of these inverse Fourier transforms may be approximated by an appropriate inverse
DFT specification, which may be efficiently evaluated by means of an appropriate inverse
FFT routine.
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Firstly, note that approximating the inverse Fourier transform in equation (8.44) gives
Π11(κ
1
1,p, κ
1
2,q) = e
α∗1κ11,p+α∗2κ12,q ×
N−1∑
m=0
N−1∑
n=0
ei2π(v
1
1,mκ
1
1,p+v
1
2,nκ
1
2,q)χ11(v
1
1,m, v
1
2,n)Δv
1
2Δv
1
1,
for p, q = 0, 1, . . . , N −1, where κ11,p and κ12,q are as defined in equations (8.39) and (8.40);
and v11,m ≡ mΔv11 and v12,n ≡ nΔv12 , where Δv11 and Δv12 are discrete steps in the Fourier
domain. Under the construction of the DFT note that κ11,p = k1 + pΔκ11 = k1 + p 1NΔv11 and
κ12,q = qΔκ
1
2 = q
1
NΔv12
, and so the transform above simplifies to give
Π11(κ
1
1,p, κ
1
2,q) = e
α∗1κ11,p+α∗2κ12,q ×
N−1∑
m=0
N−1∑
n=0
ei2π(mp+nq)/N [ei2πv
1
1,mk1χ11(v
1
1,m, v
1
2,n)]Δv
1
2Δv
1
1.
In a similar way, note that equation (8.45) may be approximated by
Π12(κ
1
1,p, κ
1
2,q) = e
α∗∗1 κ11,p+α∗∗2 κ12,q ×
N−1∑
m=0
N−1∑
n=0
ei2π(mp+nq)/N [ei2πv
1
1,mk1χ12(v
1
1,m, v
1
2,n)]Δv
1
2Δv
1
1.
For the inverse Fourier transform in equation (8.46), the associated inverse DFT ap-
proximation is
Π21(κ
2
1,p, κ
2
2,q) = e
−α∗1κ21,p−α∗2κ22,q ×
N−1∑
m=0
N−1∑
n=0
ei2π(v
2
1,mκ
2
1,p+v
2
2,nκ
2
2,q)χ21(v
2
1,m, v
2
2,n)Δv
2
2Δv
2
1,
for p, q = 0, 1, . . . , N − 1, where κ21,p and κ22,q are as defined in equations (8.41) and
(8.42); and v21,m ≡ mΔv21 and v22,n ≡ nΔv22 , where Δv21 and Δv22 are discrete steps in
the Fourier domain. Under the DFT construction note that κ21,p = pΔκ21 = p 1NΔv21 and
κ22,q = k2 + qΔκ
2
2 = k2 + q
1
NΔv22
, and so the transform above simplifies to become
Π21(κ
2
1,p, κ
2
2,q) = e
−α∗1κ21,p−α∗2κ22,q ×
N−1∑
m=0
N−1∑
n=0
ei2π(mp+nq)/N [ei2πv
2
2,nk2χ21(v
2
1,m, v
2
2,n)]Δv
2
2Δv
2
1.
Based on this result, it is noted finally that the inverse Fourier transform of equation
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(6.47) may be approximated as follows:
Π22(κ
2
1,p, κ
2
2,q) = e
−α∗∗1 κ21,p−α∗∗2 κ22,q ×
N−1∑
m=0
N−1∑
n=0
ei2π(mp+nq)/N [ei2πv
2
2,nk2χ22(v
2
1,m, v
2
2,n)]Δv
2
2Δv
2
1.
8.7 Three Factor Stochastic Volatility AJD Models and Associated
CCFs
Dempster and Hong [33] consider a two-factor geometric Brownian motion model and a
three-factor stochastic volatility (3FSV) model for their implementation of the FFT-based
call spread option pricing methodology. This section first reproduces the 3FSV model and
then considers three alternative jump-augmentations of this model. The motivation for
the development of such models is to exhibit the flexibility of the FFT-based two-colour
rainbow option pricing methodologies presented to date, but also to extend the suite of
option pricing models available to empirical researchers that capture both the stochastic
volatility and jump features of the spread option and exotic option markets.
To begin, assume an EMM Q and note that the 3FSV model is defined under this
measure as follows:
ds1,t =(r − δ1 − 1
2
σ21vt)dt+ σ1
√
vtdW
Q
1,t,
ds2,t =(r − δ2 − 1
2
σ22vt)dt+ σ2
√
vtdW
Q
2,t,
dvt =κv(vˉ − vt)dt+ σv√vtdWQv,t, (8.48)
where s1,t ≡ ln(S1,t) and s2,t ≡ ln(S2,t) are log-asset price processes; δi, i = 1, 2, is the
constant dividend yield paid by asset Si,t; σi, i = 1, 2, is the volatility parameter associated
with the process si,t; vt is the variance process, with κv, vˉ and σv respectively the speed of
mean-reversion, long-run mean variance and volatility of variance parameters; and
EQt [dWQ1,tdWQ2,t] = ρ1,2dt, EQt [dWQ1,tdWQv,t] = ρ1,vdt, EQt [dWQ2,tdWQv,t] = ρ2,vdt.
Consider the generalised bivariate CCF of s1,t and s2,t defined previously, for u1, u2 ∈
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C, as ϕQ(u1, u2) ≡ EQt [eiu1s1,T+iu2s2,T ]. As shown by Dempster and Hong [33] the CCF
ϕQ(u1, u2; s1,t, s2,t, vt, t) has the following general exponential-affine functional form:5
ϕQ(u1, u2; s1,t, s2,t, vt, t) = exp[α(τ) + iu1s1,t + iu2s2,t + β(τ)vt], (8.49)
where
β(τ) =
2ζ(1− e−θτ )
2θ − (−γ + θ)(1− e−θτ ) , (8.50)
α(τ) = (r − δ1)iu1τ + (r − δ2)iu2τ − κvvˉ
σ2v
(
2 ln
[
2θ − (−γ + θ)(1− e−θτ )
2θ
]
+ (−γ + θ)τ
)
;
and
γ ≡κv − i(u1ρ1,vσ1 + u2ρ2,vσ2)σv,
ζ ≡ − 1
2
[u21σ
2
1 + u
2
2σ
2
2 + 2ρ1,2u1u2σ1σ2 + i(u1σ21 + u2σ22)],
θ ≡
√
γ2 − 2σ2vζ,
τ ≡T − t.
Next, three jump-augmented versions of the 3FSV model defined in equation (8.48)
are proposed and the associated CCFs derived. The jump distributions assumed for these
models are chosen in the style of Duffie, Pan and Singleton [37], such that the associated
jump transforms are analytic. The first jump-augmented model to be proposed assumes
the possibility of a jump in volatility only, where the jump-size is assumed to follow an
exponential distribution. This model will be herein referred to as the 3FSV-JV model and
is specified as follows:
ds1,t =(r − δ1 − 1
2
σ21vt)dt+ σ1
√
vtdW
Q
1,t,
ds2,t =(r − δ2 − 1
2
σ22vt)dt+ σ2
√
vtdW
Q
2,t,
dvt =κv(vˉ − vt)dt+ σv√vtdWQv,t + JvdZQv,t, (8.51)
5A full derivation of the CCF ϕQ(u1, u2) is presented in appendix C.2.
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where ZQv,t is a Poisson process with constant jump-arrival rate λ; and Jv is the associated
jump-size in variance that is given by an exponential distribution with mean μJv , for which
is defined the general transform Ξv(gv) ≡ EQt [egvJv ], for gv ∈ C.
The second jump-augmented model to be proposed assumes the possibility of simulta-
neous and correlated jumps in the log-asset prices s1,t and s2,t, where the jump-sizes are
assumed to follow a bivariate normal distribution. This model will be referred to as the
3FSV-JJS model and is given by
ds1,t =(r − δ1 − 1
2
σ21vt − λξs1)dt+ σ1
√
vtdW
Q
1,t + J1dZ
Q
s,t,
ds2,t =(r − δ2 − 1
2
σ22vt − λξs2)dt+ σ2
√
vtdW
Q
2,t + J2dZ
Q
s,t,
dvt =κv(vˉ − vt)dt+ σv√vtdWQv,t, (8.52)
where ZQs,t is a Poisson process with constant jump-arrival rate λ; J1 and J2 are the asso-
ciated jump-sizes in the log-asset prices s1,t and s2,t respectively, which are assumed to be
given by a bivariate normal distribution with joint density function
f(j1, j2) =
1
2πσJ1σJ2
√
1− ρ2J1,J2
×
exp
{
− 1
2(1− ρ2J1,J2)
[(
j1 − μJ1
σJ1
)2
+
(
j2 − μJ2
σJ2
)2
− 2ρJ1,J2
(
j1 − μJ1
σJ1
)(
j2 − μJ2
σJ2
)]}
, (8.53)
and for which is defined the general transform Ξs(g1, g2) ≡ EQt [eg1J1+g2J2 ], for g1, g2 ∈ C;
and ξs1 ≡ Ξs(1, 0)− 1 and ξs ≡ Ξs(0, 1)− 1.6
6Note that the risk-neutral system given in equation (8.52) results from the log-asset price transformation
of the following risk-neutral system in the asset prices S1,t and S2,t and volatility vt
dS1,t =(r − δ1 − λEQt [J˜1])S1,tdt+ σ1
√
vtS1,tdW
Q
1,t + J˜1S1,tdZ
Q
s,t,
dS2,t =(r − δ2 − λEQt [J˜2])S2,tdt+ σ2
√
vtS2,tdW
Q
2,t + J˜2S2,tdZ
Q
s,t,
dvt =κv(vˉ − vt)dt+ σv√vtdWQv,t,
where λEQt [J˜1] and λEQt [J˜2] are the expected growth rates in S1,t and S2,t, which result from the presence of
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The third jump-augmented model proposed assumes the possibility of simultaneous
jumps in the asset price and variance processes. It is further assumed that the jumps in the
log-asset price s1,t and volatility are correlated, and that the jumps in the log-asset price
s2,t and volatility are also correlated. However, the jump sizes associated with jumps in the
log-asset prices s1,t and s2,t are assumed to be independent. This restrictive assumption is
made necessarily in order to ensure the final analyticity of the associated CCF. It is further
assumed that the marginal distribution of the jump size in variance is exponential and that
the conditional distributions of the log-asset price jump sizes are assumed to be normal.
This model will be herein referred to as the 3FSV-JJJ model and is given by
ds1,t =(r − δ1 − 1
2
σ21vt − λξc1)dt+ σ1
√
vtdW
Q
1,t + J1dZ
Q
c,t,
ds2,t =(r − δ2 − 1
2
σ22vt − λξc2)dt+ σ2
√
vtdW
Q
2,t + J2dZ
Q
c,t,
dvt =κv(vˉ − vt)dt+ σv√vtdWQv,t + JvdZQc,t, (8.54)
where ZQc,t is a Poisson process with constant jump-arrival rate λ; J1, J2 and Jv are the
associated jump-sizes in s1,t, s2,t and vt respectively, which are given by a trivariate normal
distribution with joint density function7
f(j1, j2, jv) =
1
μJv
exp
[
− jv
μJv
]
1{jv≥0}×
1
2πσJ1σJ2
exp
{
−1
2
[(
j1 − (μJ1 + ρ∗1jv)
σJ1
)2
+
(
j2 − (μJ2 + ρ∗2jv)
σJ2
)2]}
,
(8.55)
for which is defined the general transformΞc(g1, g2, gv) ≡ EQt [eg1J1+g2J2+gvJv ], for g1, g2, gv ∈
C; and ξc1 ≡ Ξs(1, 0, 0)− 1 and ξc2 ≡ Ξs(0, 1, 0)− 1.
Prior to deriving the CCF associated with each of the proposed jump augmented three-
factor stochastic volatility models outlined above it is first necessary to explicitly provide
the jump process. It follows that under the log-asset price transformation J1 = ln(1+J˜1) and J2 = ln(1+J˜2),
and so EQt [J˜1] = EQt [eJ1 − 1] and EQt [J˜2] = EQt [eJ2 − 1].
7Under this specification note that conditional on a jump in volatility of jv = jv0 then J1 ∼ N(μJ1 +
ρ∗1jv0 , σ2J1) and J2 ∼ N(μJ2 + ρ∗2jv0 , σ2J2).
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the analytic forms of the general transforms Ξv,Ξs, and Ξc. Firstly, recall again that, for
gv ∈ C,
Ξv(gv) = EQt [egvJv ] =
∫ ∞
0
egvjv
1
μJv
exp
[
− jv
μJv
]
djv =
1
1− μJvgv
.
Secondly, recall that, for g1, g2 ∈ C,
Ξs(g1, g2) =EQt [eg1J1+g2J2 ] =
∫ ∞
−∞
∫ ∞
−∞
eg1j1+g2j2f(j1, j2)dj1dj2
= exp[g1μJ1 + g2μJ2 +
1
2
(g21σ
2
J1
+ 2g1g2ρJ1,J2σJ1σJ2 + g
2
2σ
2
J2
)],
where f(j1, j2) is the joint-density function as specified in equation (8.53). Finally, note
that, for g1, g2, gc ∈ C,
Ξc(g1, g2, gv) =EQt [eg1J1+g2J2+gvJv ] =
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
eg1j1+g2j2+gvjvf(j1, j2, jv)dj1dj2djv
=
exp[g1μJ1 + g2μJ2 + 12(g
2
1σ
2
J1
+ g22σ
2
J2
)]
1− gvμJv − ρ∗1g1μJv − ρ∗2g2μJv
where f(j1, j2, jv) is the joint-density function as specified in equation (8.55).8
Given that the analytic forms of the transforms Ξv,Ξs, and Ξc have now been estab-
lished the CCFs associated with the 3FSV-JV, 3FSV-JJS, and 3FSV-JJJ models can now be
derived. For each of the models the general form of the CCF is given by the exponential-
affine expression given in equation (8.49), where for each model β(τ) is as defined in
equation (8.50). However, for each of the models the function α(τ) differs and the analytic
form in each case is presented here – appendix C.2. provides full details.
8The full derivation of the jump transform Ξc(g1, g2, gv) is provided in appendix C.1.
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For the 3FSV-JV model, α(τ) = αˉv(τ) + λα˜v(τ), where
αˉv(τ) ≡ (r − δ1)iu1τ + (r − δ2)iu2τ
− κvvˉ
σ2v
(
2 ln
[
2θ − (−γ + θ)(1− e−θτ )
2θ
]
+ (−γ + θ)τ
)
− λτ
α˜v(τ) ≡
∫ τ
0
Ξv(β(ϑ))dϑ
=
γ + θ
γ + θ − μJv2ζ
τ +
4μJvζ
θ2 − (γ − μJv2ζ)2
ln
[
1− (−γ + θ + μJv2ζ)(1− e
−θτ )
2θ
]
.
For the case of 3FSV-JJS model note that α(τ) = αˉs(τ) + λα˜s(τ), where
αˉs(τ) ≡ (r − δ1 − λξs1)iu1τ + (r − δ2 − λξs2)iu2τ
− κvvˉ
σ2v
(
2 ln
[
2θ − (−γ + θ)(1− e−θτ )
2θ
]
+ (−γ + θ)τ
)
− λτ
α˜s(τ) ≡
∫ τ
0
Ξs(iu1, iu2)dϑ
= exp[iu1μJ1 + iu2μJ2 −
1
2
(u21σ
2
J1
+ 2u1u2ρJ1,J2σJ1σJ2 + u
2
2σ
2
J2
)]τ.
And finally, given the dynamics of the 3FSV-JJJ model as outlined it follows that
α(τ) = αˉc(τ) + λα˜c(τ), where
αˉc(τ) ≡ (r − δ1 − λξc1)iu1τ + (r − δ2 − λξc2)iu2τ
− κvvˉ
σ2v
(
2 ln
[
2θ − (−γ + θ)(1− e−θτ )
2θ
]
+ (−γ + θ)τ
)
− λτ
α˜c(τ) ≡
∫ τ
0
Ξc(iu1, iu2, β(ϑ))dϑ
= exp[iu1μJ1 + iu2μJ2 −
1
2
(u21σ
2
J1
+ u22σ
2
J2
)]
×
{
γ + θ
(γ + θ)$ − μJv2ζ
τ +
4μJvζ
(θ$)2 − (γ$ − μJv2ζ)2
× ln
[
1− ((θ − γ)$ + μJv2ζ)(1− e
−θτ )
2θ$
]}
,
and where $ ≡ 1− ρ∗1iu1u2 − ρ∗2iu2μJv .
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8.8 Implementation Results and Outstanding Issues
This section provides a discussion on the implementation of the FFT-based two-colour
rainbow option pricing methodologies presented to date. Option prices are generated and
reported for each of the two-colour rainbow option types discussed earlier, and this is done
for each of the proposed models presented in the previous section, i.e. the 3FSV, 3FSV-JV,
3FSV-JJS and 3FSV-JJ models. Following the approach of Dempster and Hong [33] the
FFT-based results are benchmarked against option prices generated using corresponding
Monte Carlo simulation routines.
For the implementation of the Monte Carlo simulations note that the correlated Wiener
increments underlying the continuous time models proposed are simulated appropriately
by means of correctly correlated Euler discretisations. The required correlated standard
normal variates for this are generated by means of the eigenvector-eigenvalue framework
as outlined in Clewlow and Strickland [27]. In addition, note that for each of the three
proposed jump-diffusion models the increments in the discrete-time jump process are sim-
ulated at each time step by a random drawing from a single-experiment binomial distribu-
tion.9 Consistency of the discrete-time jump process with the underlying continuous-time
jump process is maintained by ensuring that the probability of a jump occurring is given by
the product of the jump intensity parameter and the assumed time-step. Further, for each
of the simulated jump-diffusion models the jump size distribution is maintained consistent
with the underlying continuous-time model. Comprehensive results from both the FFT-
based and Monte Carlo simulation two-colour rainbow option pricing implementations are
provided in appendix C.3 and tables C.1-C.5.
As established by Dempster and Hong [33] the FFT-based call spread option pricing
methodology offers impressive computational efficiencies over the stand Monte Carlo sim-
ulation approach. Such notable computational efficiencies are also achieved by the FFT-
based pricing methodologies developed for the other two-colour rainbow options consid-
9Alternatively the increments in the discrete-time jump process could be modelled by means of drawings
from a uniform distribution as described in Clewlos and Strickland [27].
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ered here. Relative run-time (RRT) efficiencies are reported in table 8.1,1011 where a rela-
tive run-time defines the run-time of an FFT-based option pricing implementation (i.e. for
a particular option type, under an assumed model) expressed as a percentage of the run-
time for a corresponding Monte Carlo simulation. The highest relative run-time reported
for the various FFT-based pricing implementations is in the case of the call option on the
maximum of two assets, under the assumption of the 3FSV-JJJ model. However, the run-
time efficiency achieved is still extremely impressive, with the FFT-based implementation
taking only 1.07% of the run-time for the corresponding Monte Carlo simulation.
Option Type 3FSV 3FSV-JV 3FSV-JJS 3FSV-JJJ
RRT RRT RRT RRT
Call Spread 0.12% 0.16% 0.14% 0.19%
Put Spread 0.12% 0.16% 0.14% 0.19%
Call on Max 0.18% 0.24% 0.22% 0.27%
Put on Min 0.18% 0.24% 0.22% 0.27%
Dual-Strike 0.18% 0.24% 0.22% 0.27%
Table 8.1: Relative Run-Time Efficiencies of FFT Option Pricing Implementations
However, despite the computational efficiencies outlined it is important to flag at this
juncture a highly unsatisfactory aspect to the implementation of the various FFT-based
two-colour rainbow option pricing methodologies. In order to discuss this issue it is first
necessary to introduce some terminology. Let the term dampening coefficient refer to the
exponential function introduced to enforce square integrability on component double in-
tegrals that appear in the development of the approximate valuation equations throughout
sections 8.2-8.6. In addition, let the arbitrary constants that appear in the index of a damp-
ening coefficient be referred to as the dampening parameters. So, for example, take equa-
tion (8.7) and note that the dampening coefficient in this case is given by eα∗1κ1+α∗2κ2 and
the associated dampening parameters are, therefore, α∗1 and α∗2. With this terminology es-
10Note that for each of the FFT-based implementations the resolution of the FFT routine is given by N =
210. For each of the Monte Carlo simulation implementations the number of simulations used is M =
100, 000, with 100 time steps assumed for each simulation.
11In the option type column of table 8.1 note that the term Call on Max refers to the call option on the
maximum of two assets and the term Put on Min refers to the put option on the minimum of two assets.
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tablished, note that this author found all the FFT-based two-colour rainbow option pricing
methodologies to be highly sensitive to the choice of dampening parameters. Indeed, it is
found that different choices of the dampening parameters can lead to considerably differ-
ent option prices for the same implementation, to the point that simply choosing arbitrary
dampening parameters is not acceptable.
As a result of this outstanding issue, it is imperative that the next stage of development
for these FFT-based two-colour rainbow option pricing methodologies focuses on the issue
of error control theory. To this end, note first that Lee [50] provides a comprehensive and
formal treatment of integral transform-based option pricing methodologies, which focuses
on the application of the one-dimensional Fourier transform to option pricing. Within this
study Lee [50] addresses the issue of error control and specifically develops error bounds
for both the truncation error and the sampling error, which result from the approxima-
tion of the one-dimensional (continuous) Fourier transform by an appropriate DFT. The
bounds are derived in general from and shown to be dependent on the specification of the
CCF associated with the underlying model, with specific examples given for the variance-
gamma model of Madan, Carr and Chang [54], and the stochastic volatility model of He-
ston [35]. With these bounds established Lee [50] continues by means of showing how
to minimise the error bounds over the (single) dampening parameter and over the other
quadrature parameters, including the sample spacing and the summation count (or resolu-
tion parameter) of the DFT approximation. A similar such error control study for the case
of the two-dimensional FFT-based two-colour option pricing methodologies presented here
would significantly advance the research to date.
8.9 Four Factor Stochastic Volatility Non-Affine Diffusion Model
Dempster and Hong [33] recommend in their conclusion the study of the following 4-factor
stochastic volatility (4FSV) diffusion model, which offers a richer volatility structure than
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the 3FSV, 3FSV-JV, 3FSV-JJS and 3FSV-JJJ models:
ds1,t =(r − δ1 − 1
2
σ21v1,t)dt+ σ1
√
v1,tdW
Q
1,t,
ds2,t =(r − δ1 − 1
2
σ22v2,t)dt+ σ2
√
v2,tdW
Q
2,t,
dv1,t =κv1(vˉ1 − v1,t)dt+ σv1√v1,tdWQv1,t ,
dv2,t =κv2(vˉ2 − v2,t)dt+ σv2√v2,tdWQv2,t , (8.56)
where
EQt [dWQ1,tdWQ2,t] = ρ1,2dt, EQt [dWQ1,tdWQv1,t ] = ρ1,v1dt, E
Q
t [dW
Q
1,tdW
Q
v2,t
] = ρ1,v2dt,
EQt [dWQ2,tdWQv1,t ] = ρ2,v1dt, E
Q
t [dW
Q
2,tdW
Q
v2,t
] = ρ2,v2dt, EQt [dWQv1,tdW
Q
v2,t
] = ρv1,v2dt.
This 4FSV model is also considered by Clewlow and Strickland [27], under which a Monte
Carlo simulation option pricing routine is implemented.
Given the non-affine construct of the 4FSV model outlined above the purpose of this
section is to derive an appropriate specification of the CCF of the log-asset prices s1,t
and s2,t, which allows for the implementation of the FFT-based two-colour rainbow option
pricing methodologies presented thus far. For this let ϕQ ≡ ϕQ(u1, u2; s1,t, s2,t, v1,t, v2,t, t)
be the CCF defined as follows, for c1, c2 ∈ C, ϕQ = EQt [eiu1s1,T+iu2s2,T ]. Applying Ito’s
lemma to the CCF ϕQ and noting that according to the property of iterated expectations ϕQ
is a martingale, it follows that EQt [dϕQ] = 0 and so ϕQ must satisfy the following partial
differential equation (PDE):
1
2
σ21v1,tϕ
Q
s1,ts1,t
+
1
2
σ22v2,tϕ
Q
s2,ts2,t
+
1
2
σ2v1v1,tϕ
Q
v1,tv1,t
+
1
2
σ2v2v2,tϕ
Q
v2,tv2,t
+ ρ1,2σ1σ2
√
v1,tv2,tϕ
Q
s1,ts2,t
+ ρ1,v1σ1σv1v1,tϕ
Q
s1,tv1,t
+ ρ1,v2σ1σv2
√
v1,tv2,tϕ
Q
s1,tv2,t
+ ρ2,v1σ2σv1
√
v1,tv2,tϕ
Q
s2,tv1,t
+ ρ2,v2σ2σv2v2,tϕ
Q
s2,tv2,t
+ ρv1,v2σv1σv2
√
v1,tv2,tϕ
Q
v1,tv2,t
+ (r − δ1 − 1
2
σ21v1,t)ϕ
Q
s1,t
+ (r − δ2 − 1
2
σ22v2,t)ϕ
Q
s2,t
+ κv1(vˉ1 − v1,t)ϕQv1,t + κv2(vˉ2 − v2,t)ϕQv2,t + ϕQt = 0. (8.57)
The above PDE is non-linear but note that by means of a first-order two-dimensional
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Taylor series approximation of the non-linear coefficient √v1,tv2,t an approximate linear
PDE may be derived,12 which in turn allows for an approximation CCF specification to
be derived. Specifically, consider the first-order Taylor series expansion of the function
√
v1,tv2,t about the point (vˉ1, vˉ2) as follows:
√
v1,tv2,t ≈
√
vˉ1vˉ2 +
vˉ2
2
√
vˉ1vˉ2
(v1,t − vˉ1) + vˉ1
2
√
vˉ1vˉ2
(v2,t − vˉ2)
=
vˉ2
2
√
vˉ1vˉ2
v1,t +
vˉ1
2
√
vˉ1vˉ2
v2,t.
Substitution of this approximation for the non-linear coefficient √v1,tv2,t into the PDE
detailed in equation (8.57) leads to the following approximate linear PDE in ϕQ:
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2
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Q
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(r − δ1)ϕQs1,t + (r − δ2)ϕQs2,t + κv1(vˉ1 − v1,t)ϕQv1,t + κv2(vˉ2 − v2,t)ϕQv2,t + ϕQt
]
= 0.
Note that the functional form for the approximate CCF associated with the 4FSV model
of equation (8.56) is given by the following general exponential-affine form:
ϕQ = exp[α(τ) + iu1s1,t + iu2s2,t + β1(τ)v1,t + β2(τ)v2,t], (8.58)
12Chacko and Viceira [22] use a similar approach in deriving an approximate CCF specification for a
generalised non-affine two-factor stochastic volatility model. Specifically, the CCF is shown to solve a non-
linear PDE and hence, first-order one-dimensional Taylor series approximations of the non-linear coefficients
are applied to give an approximate linear PDE.
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which when substituted into the above approximate linear PDE leads to the following sys-
tem of ordinary differential equations (ODEs) in terms of τ ≡ T − t:
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, (8.60)
dα
dτ
= iu1(r − δ1) + iu2(r − δ2) + κv1 vˉ1β1 + κv2 vˉ2β2. (8.61)
In order to evaluate the approximate CCF the system of ordinary differential equations
defined in equations (8.59)-(8.61) may be solved numerically.
8.9.1 Implementation Results
Table 8.2 below provides call and put spread option prices generated by means of the ap-
propriate implementations of the FFT-based pricing methodologies under the 4FSV model,
which are benchmarked against corresponding Monte Carlo simulation results.13 It is no-
table that due to the necessity to numerically evaluate the approximate CCF it is necessary
to reduce the resolution of the FFT-based option pricing methodology to N = 28, down
from the high resolution of N = 210 used in section 8.8 for those models with analytic
CCFs. Even so, a significant amount of computational efficiency is lost by the FFT-based
call and put spread option pricing methodologies, although the run-times are still much
quicker than the Monte Carlo simulation approach withM = 100, 000 simulations and 100
13The following model parameters were assumed in generating both the FFT and Monte Carlo simulation
results: s1,t = ln(96); s2,t = ln(98); δ1 = 0.03; δ2 = 0.04; σ1 = 0.3; σ2 = 0.5; ρ1,2 = 0.3; ρ1,v1 = −0.25;
ρ1,v2 = −0.1; ρ2,v1 = −0.1; ρ2,v2 = −0.2; ρv1,v2 = 0.15; v1,t = 0.04; v2,t = 0.03; κv1 = κv2 = 1;
vˉ1 = 0.04; vˉ2 = 0.035; σv1 = 0.15; σv2 = 0.1; r = 0.05; τ = 1.
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time-steps per simulation.
4FSV-Call Spread Option Prices
FFT MC simulations RRT
K N = 28 M = 100, 000 Std. Error Efficiency
3.8 2.2715 2.2710 0.0134 13.52%
4.0 2.2004 2.2007 0.0132 13.52%
4.2 2.1323 2.1320 0.0130 13.52%
4FSV-Put Spread Option Prices
FFT MC simulations RRT
K N = 28 M = 100, 000 Std. Error Efficiency
3.8 4.9105 4.9102 0.0184 13.53%
4.0 5.0306 5.0301 0.0186 13.53%
4.2 5.1512 5.1517 0.0188 13.53%
Table 8.2: Call and Put Spread Option Prices under 4FSV Model: FFT and MC Simulation
8.10 Conclusion
This chapter extends the two-dimensional FFT-based call spread option valuation method-
ology developed by Dempster and Hong [33] to the following two-colour rainbow option
types: put spread options; call options on the maximum of two assets; put options on the
minimum of two assets; and dual-strike options. The payoff function and exercise region
associated with each option type are shown to be non-linear in the underlying log-asset
prices, and hence an appropriate lower bound approximation is developed for the exact op-
tion price. It is also shown how the approximate valuation equation in each case can be
approximated by means of the inverse DFT and hence, efficiently evaluated by means of
an appropriate inverse FFT routine.
For the implementation of the two-colour rainbow option pricing methodology pre-
sented three jump-augmented versions of the 3FSV model originally considered by Demp-
ster and Hong [33] are also developed, and in each case the analytic form of the associated
CCF is derived. This emphasises the flexibility of the FFT-based option valuation method-
ology, in that more realistic and complex market dynamics can be modelled with only
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slight changes to the implementation required. For the case of each two-colour rainbow
option considered and under the dynamics of each proposed model a comprehensive set
of option prices are generated using the various FFT-based pricing methodologies. By
way of benchmarking the results reported, corresponding option prices are generated using
standard Monte Carlo simulation methods. In line with the observation of Dempster and
Hong [33] the FFT-based pricing methodologies are shown to offer impressive run-time
efficiencies over Monte Carlo simulation methods. However, despite the computational ef-
ficiencies offered by the FFT-based two-colour rainbow option pricing methodologies, it is
found by the author that these implementations are highly sensitive to the choice of damp-
ening parameters. As discussed, it is imperative that future research focus on developing an
error control theory for these two-dimensional two-colour rainbow option pricing method-
ologies, in the style of that developed by Lee [50] for applications of the one-dimensional
Fourier transform to option pricing.
Finally, it is shown how an approximate CCF can be derived for the particular case of
the non-affine 4FSV model as detailed in Clewlow and Strickland [27]. In this instance,
implementation results are shown for both call and put spread options. However, the one
major disadvantage of these implementations is the need to numerically evaluate the ap-
proximate CCF, which result in the loss of considerable run-time efficiency relative to those
models with analytic CCF specifications.
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Conclusion
This thesis has presented some plausible stochastic processes to model liquidity risk and
discussed their impact on VaR and CVaR. It is shown that VaR, CVaR and LVaR can se-
riously underestimate the potential loss over a short holding period for rare jump liquidity
events. This has significant implication for short-term risk management, i.e. one should
keep a much larger liquid asset reserve than the suggested VaR value to withstand the po-
tential severe loss if a rare “bad” event does happen. The LTCM’s fall is a recent example
to illustrate such a need. A better risk measure is the LCVaR which gives a more realistic
loss estimation in the presence of the liquidity risk.
Moreover, we have suggested a simple and fast Monte Carlo method to compute ap-
proximate VaR and CVaR without having to solve nonlinear equations and to integrate tail
expectations. The only work involved is to generate and sort samples of the loss distribu-
tion, which is sufficient to find VaR and CVaR of all percentiles, and their marginal values
for a portfolio of securities.
The study begins in chapter 6 with a comprehensive overview of the Heston [35] and
Bates [3] CCF-based option pricing theory methodologies, and also the Duffie, Pan and Sin-
gleton [37] transform-based and extend transform-based contingent claim pricing method-
ologies. Whereas these integral transform-based option pricing methodologies are under-
stood to be computationally efficient, requiring the implementation of numerical integra-
tions in practice. Carr and Madan [17] show how even greater computational efficiency can
be achieved by exploiting the power of the FFT. This FFT-based option pricing methodol-
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ogy is also outlined in detail and then extended in a straightforward manner for the pricing
of put options. It is also detailed how the FFT routine may be adapted such that it re-
turns option prices corresponding to a range of log-strike levels that are dispersed around
the current log-asset price level. This adaptation is beneficial for its use as the theoretical
pricing engine in the empirical tests conducted in the chapters that follow. Furthermore,
the CCF-based option pricing methodology proposed by Bates [3] is extended under the
assumptions of the 2FSV-JV and 2FSV-JJ models defined in section 6.3.5. with these ex-
tensions complete, chapter 6 continues with unifications of both the CCF-based and the
transform-based option pricing methodologies with an FFT-based implementation, which
retain the flexibility of these option pricing methodologies while greatly improving com-
putational efficiency.
Chapter 7 presents a comprehensive empirical testing of the 2FSV, 2FSV-JS, 2FSV-
JV and 2FSV-JJ models, as detailed in chapter 6. The data set underlying the empirical
work comprises end-of-day S&P 500 index call and put options data over the seven-year
period 02/01/1998-31/12/2004. Using an NL-OLS parameter estimation framework the
in-sample pricing performance of the alternative models is tested, hence providing daily
implied structural parameter and instantaneous variance estimates over the entire sample
period. It is found that the 2FSV-JS model provides the best overall in-sample fit, with the
2FSV-JJ, 2FSV-JV and 2FSV models ranked second, third and fourth respectively. Of most
interest in the analysis conducted is that the 2FSV-JJ model, which allows for simultaneous
and correlated jumps in the underlying asset and variance processes does not provide a
better in-sample fit than the 2FSV-JS model. The individual parameter estimates obtained
for the alternative models considered are also analysed and discussed, providing interesting
insights into the underlying implied distributions and preliminary evidence of model mis-
specification.
By way of continuing the analysis the one-day out-of-sample pricing performance of
the alternative models is tested using a loss function specification that is consistent with the
NL-OLS implied parameter estimation stage, in line with the recommendations of Christof-
fersen and Jacobs [24]. It is found that the ranking of the alternative models based on out-
of-sample pricing performance is perfectly in line with that obtained based on in-sample
pricing performance. The out-of-sample pricing performance of the alternative models is
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further discussed by means of examining absolute pricing errors and relative pricing errors
across various moneyness and maturity groups, where more evidence is found to suggest
considerable model mis-specification for those models under consideration.
The chapter continues with a comparison of the implied volatility curves generated
from the results for the alternative models defined and grouped into one-year subperiods
based on moneyness and maturity. This comparison is conducted against the standard
Black-Scholes implied volatility curves for the same subperiods. Each of the candidate
models is shown to significantly improve on the Black-Scholes implied volatility biases.
However, the candidate models proposed still exhibit considerable mis-specification error
themselves, which is in line with the observations made in the analysis of in-sample and
out-of-sample pricing performance.
To conclude the chapter and to provide comparative analytics for the implied param-
eter estimates obtained from the NL-OLS parameter estimation stage, a time-series based
estimation of the candidate models, defined under the true probability measure rather than
the risk-neutral measure, is conducted. The estimation methodology used here is the CCF-
based maximum likelihood estimation (ML-CCF) framework of Singleton [64], with the
time-series of the S&P 500 index level over the seven-year sample period used as input to
this. In so doing, it is necessary to integrate out the unobservable variance from the CCF
conditioned on both the log-index level and variance to give the CCF conditioned on the
log-index level only. According to the maximised loss function values resulting from the
ML-CCF estimation, the ranking of the candidate models places the 2FSV-JJ-P, 2FSV-JS-P,
2FSV-P and 2FSV-JV-P models first, second, third and fourth respectively. In addition, it
is noted that for each of the alternative models considered the time-series based estimates
of the correlation and volatility of variance parameters are significantly different from their
implied parameter counterparts, providing further evidence of model mis-specification in
each case.
Finally, chapter 8 extends the two-dimensional FFT-based call spread option valuation
methodology developed by Dempster and Hong [33] for pricing the following two-colour
rainbow option types: put spread options; call options on the maximum of two assets;
put options on the minimum of two assets; and dual strike options. The payoff function
and exercise region associated with each option type are shown to be non-linear in the
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underlying log-asset prices and an appropriate lower bound approximation is developed for
the exact option price. Using this approximation it is shown how the lower bound valuation
equation in each case can be constructed using the inverse DFT, and efficiently evaluated
using an appropriate inverse FFT routine.
Further to this, three jump-augmented versions of the 3FSV model originally consid-
ered by Dempster and Hong [33] are developed and the associated CCFs derived. For the
case of each two-colour rainbow option type and under the dynamics of each model consid-
ered, a comprehensive set of option prices are generated using the various FFT-based pric-
ing methodologies presented. These option prices are benchmarked against corresponding
option prices generated using standard Monte Carlo methods, with the computational effi-
ciencies of the FFT approach discussed.
Finally, it is shown how an approximate CCF can be derived for the case of the non-
affine 4FSV model, as detailed in Clewlow and Strickland [27]. With this approximate
CCF derived, call and put spread options are generated using the FFT-based spread option
pricing methodologies. It is noted that one major disadvantage with the need to numerically
evaluate the approximate CCF in this case is the considerable computational efficiency lost
relative to those models with analytic CCF specifications.
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A.1 Derivation of CCFs under Heston Pricing Methodology
The PDEs derived in equation (6.3) imply the following risk-neutral processes associated
with the probabilities PQj , j = 1, 2:
dst =(r + ςjvt)dt+
√
vtdWˉ
Q
s,t,
dvt =(κvvˉ − jvt)dt+ σv√vtdWˉQv,t,
(A.1)
where again ς1 = 12 , ς2 = −12 , 1 = κv− ρσv, and 2 = κv. Given the stochastic differential
equation (SDE) specifications in equation (A.1), it follows from an application of Ito’s
lemma on the CCFs ϕQ1 (iu, st, vt, t) ≡ EQt [eiusT |PQ1 ] and ϕQ2 (iu, st, vt, t) ≡ EQt [eiusT |PQ2 ]
that
dϕQj =
(
1
2
vt
∂2ϕQj
∂s2t
+ ρσvvt
∂2ϕQj
∂st∂vt
+
1
2
σ2vvt
∂2ϕQj
∂v2t
+(r + ςjvt)
∂ϕQj
∂st
+ [κvvˉ − jvt]
∂ϕQj
∂vt
+
∂ϕQj
∂t
)
dt
+
√
vt
∂ϕQj
∂st
dWˉQs,t + σv
√
vt
∂ϕQj
∂vt
dWˉQv,t,
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for j = 1, 2. By means of the property of iterated expectations the CCF ϕQj (iu, st, vt, t) is
known to be a martingale and so
EQt [dϕQj (iu, st, vt, t)] = 0.
Hence, it follows that ϕQj (iu, st, vt, t) must satisfy the following PDE:
1
2
vt
∂2ϕQj
∂s2t
+ ρσvvt
∂2ϕQj
∂st∂vt
+
1
2
σ2vvt
∂2ϕQj
∂v2t
+ (r + ςjvt)
∂ϕQj
∂st
+ [κvvˉ − jvt]
∂ϕQj
∂vt
+
∂ϕQj
∂t
= 0,
(A.2)
subject to the boundary condition ϕQj (iu, sT , vT , T ) = eiuT .
The CCF ϕQj (iu, st, vt, t) has the general exponential affine form
ϕQj (iu, st, vt, t) = ϕQj (iu, st, vt, t; τ) = exp[αj(τ) + iust + βj(τ)vt],
which upon substitution into equation (A.2) yields the following ODEs:
dβj(τ)
dτ
=
1
2
σ2vβ
2
j (τ) + (ρσviu− j)βj(τ) +
(
ςjiu− 1
2
u2
)
, (A.3)
dαj(τ)
dτ
= riu+ κvvˉβj(τ), (A.4)
which may be solved for βj(τ) and αj(τ) subject to the boundary conditions βj(0) = 0 and
αj(0) = 0.
To begin, note that the solution to equation (A.3) follows from the observation that
this equation is a special case of the Riccati-type first ordre non-linear ODE, with complex
constant coefficients. Following the standard approach,1, the appropriate substitution to use
1As defined by Sachdev [61] the general Riccati equation is given by
y′ = f2(x)y2 + f1(x)y + f0(x).
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in this case is
βj(τ) = − w
′(τ)
1
2
σ2vw(τ)
, (A.5)
which leads to the following second-order linear ODE:
w′′(τ) + (j − ρσviu)w′(τ)− 1
2
σ2v
(
1
2
u2 − ςjiu)
)
w(τ) = 0. (A.6)
The associated auxiliary equation for this ODE is given by
w2 + (j − ρσviu)w − 1
2
σ2v
(
1
2
u2 − ςjiu
)
= 0,
which can be solved to yield
w =
−(j − ρσviu)±
√
(ρσviu− j)2 − σ2v(2ςjiu− u2)
2
.
For ease of notation let w1 and w2 denote the two complex roots to the auxiliary equation,
that is w1 ≡ $j+ζj2 and w2 ≡ $j−ζj2 , where
$j ≡ −(j − ρσviu), and ζj ≡
√
$2j − σ2v(2ςjiu− u2).
Hence, the general solution to equation (A.6) is given by
w(τ) = c1e
w1τ + c2e
w2τ ,
for c1 and c2 arbitrary constants. From the substitution in equation (A.5) it follows that
βj(τ) = − c1w1e
w1τ + c2w2e
w2τ
1
2
σ2v(c1e
w1τ + c2ew2τ )
.
Therefore, from the boundary condition βj(0) = 0 it follows that c2w2w1 = −c1. Making this
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substitution it thus follows that
βj(τ) =
c2w2e
w1τ − c2w2ew2τ
1
2
σ2v(−c2w2w1 ew1τ + c2ew2τ )
=
($j − ζj)(ew1τ − ew2τ )
σ2v(e
w2τ − δjew1τ )
=
ζj −$j
σ2v
[
1− eζjτ
1− δjeζjτ
]
.
which for ease of notation
δj ≡ w2
w1
=
ζj −$j
−ζj −$j .
Given the functional form for βj(τ) obtained the functional form for αj(τ) can be de-
termined form equation (A.4) as follows:
αj(τ) = riuτ + κvvˉ
∫
βj(τ)dτ
= riuτ + κvvˉ
ζj −$j
σ2v
∫
1− eζjτ
1− δjeζjτ dτ.
(A.7)
In evaluating the integral in equation (A.7) it is first necessary to consider the partial frac-
tion expansion of the integrand. For this, consider
−eζjτ + 1
1− δjeζjτ =
c3e
ζjτ
1− δjeζjτ +
c4(1− δjeζjτ )
1− δjeζjτ
=
(c3 − c4δj)eζjτ + c4
1− δjeζjτ ,
for arbitrary constants c3 and c4. By inspection it follows that c3 = δj − 1 and c4 = 1 and
hence, it follows that∫
1− eζjτ
1− δjeζjτ dτ =(δj − 1)
∫
eζjτ
1− δjeζjτ dτ +
∫
dτ
=
−2
ζj −$j ln[1− δje
ζjτ ] + τ + C1,
where C1 denotes the constant of integration. The functional form for αj(τ), therefore,
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reduces to
αj(τ) = riuτ + κvvˉ
(
ζj −$j
σ2v
)( −2
ζj −$j ln[1− δje
ζjτ ] + τ + C1
)
.
From the terminal condition αj(0) = 0 it follows that
C1 =
2
ζj −$j ln[1− δj],
and so,
αj(τ) = riuτ +
κvvˉ
σ2v
{
(ζj −$j)τ − 2 ln
[
1− δjeζjτ
1− δj
]}
.
A.2 Deviation of CCFs under Bates Pricing Methodology
In deriving the CCF ϕQ2 (iu, st, vt, t) ≡ EQt [eiusT |PQ2 ] it is first noted that since PQ2 is a
probability function of the risk-neutral probability distribution function then, given the
model dynamics of equation (6.7), it follows directly form an application of Ito’s lemma to
P ≡ PQ2 (st, vt, t) that
dP =Ps
[
(r − δ − 1
2
vt − λJˉs)dt+√vtdWˉQs,t
]
+ Pv[κv(vˉ − vt)dt+ σv√vtdWˉQv,t] + Ptdt
+
1
2
Pssvtdt+ Psvρσvvtdt+
1
2
Pvvσ
2
vvtdt+ [P (st + Js, vt, t)− P (st, vt, t)]dZQs,t.
Drawing from the arguments detailed in appendix A.1. it follows that for the CCF ϕQ ≡
ϕQ2 (iu, st, vt, t)
dϕQ =ϕQs
[
(r − δ − 1
2
vt − λJˉs)dt+√vtdWˉQs,t
]
+ ϕQv [κv(vˉ − vt)dt+ σv
√
vtdWˉ
Q
v,t] + ϕ
Q
t dt
+
1
2
ϕQssvtdt+ ϕ
Q
svρσvvtdt+
1
2
ϕQvvσ
2
vvtdt+ [ϕ
Q(iu, st + Js, vt, t)− ϕQ(iu, st, vt, t)]dZQs,t.
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From the law of iterated expectations it follows that ϕQ is a martingale and so EQt [dϕQ] =
0. Therefore, ϕQ solves the following PDDE:
ϕQs
(
r − δ − 1
2
vt − λJˉs
)
+ ϕQv κv(vˉ − vt) + ϕQt +
1
2
ϕQssvt + ϕ
Q
svρσvvt +
1
2
ϕQvvσ
2
vvt
+ λEQt [ϕQ(iu, st + Js, vt, t)− ϕQ(iu, st, vt, t)] = 0.
subject to the boundary condition ϕQ2 (iu, sT , vT , T ) = eiusT .
Substitution of the general functional form ϕQ2 (iu, st, vt, t; τ) = exp[α2(τ) + iust +
β2(τ)vt] into the above PDDE leads to the following ODEs:
dβ2(τ)
dτ
=
1
2
σ2vβ
2
2(τ) + (ρσviu− κv)β2(τ) +
1
2
((iu)2 − iu), (A.8)
dα2(τ)
dτ
=(r − δ − λJˉs)iu+ κvvˉβ2(τ), (A.9)
which may be solved subject to the boundary conditions β2(0) = 0 and α2(0) = 0. Fol-
lowing a similar solution method to that outlined in appendix A.1, it can be shown that
β2(τ) = − a2(1− e
−γ2τ )
2γ2 − (γ2 + b2)(1− e−γ2τ ) , α2(τ) = αˉ2(τ) + λα˜2(τ),
where
αˉ2(τ) ≡ (r − δ − λJˉs)iuτ − λη2τ − κvvˉ
(
γ2 + b2
σ2v
τ +
2
σ2v
ln
[
1− γ2 + b2
2γ2
(1− e−γ2τ )
])
,
α˜2(τ) ≡ exp
([
ln(1 + Jˉs)− 1
2
σ2s
]
iu+ 1
2
σ2s(iu)2
)
τ,
and
η2 ≡ 1, a2 ≡ iu(1− iu), b2 ≡ σvρiu− κv, γ2 ≡
√
b22 + a2σ
2
v .
The derivation of the CCF ϕQ1 (iu, st, vt, t) is however quite different to the development
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above. To begin, consider the function G(St, PQ1 , t; τ) defined as follows:
G(St, P
Q
1 , t; τ) ≡ e−rτFtPQ1 (st, vt, t) = Ste−δτPQ1 (st, vt, t).
Note that G(St, PQ1 , t; τ) represents the price of a contingent claim that pays off ST at time
T conditional ST > K and 0 otherwise. For notational convenience in the forthcoming
exposition let G ≡ G(St, PQ1 , t; τ), P ≡ PQ1 (st, vt, t) and S ≡ St.
It follows directly from the standard risk-neutral condition for contingent claim prices
that EQt [dG] = rGdt. Hence, first applying Ito’s lemma to the contingent claim function G
gives
dG =(r − λJˉs)Gdt+ JsGdZQc,t + Se−δτ (Psvt + Pvρσvvt)dt
+ Se−δτJs[P (st + Js, vt, t)− P (st, vt, t)]dZQs,t + Se−δτdP +G
√
vtdWˉ
Q
s,t,
where according to Ito’s lemma
dP =Ps
[
(r − δ − 1
2
vt − λJˉs)dt+√vtdWˉQs,t
]
+ Pv[κv(vˉ − vt)dt+ σv√vtdWˉQv,t] + Ptdt
+
1
2
Pssvtdt+ Psvρσvvtdt+
1
2
Pvvσ
2
vvtdt+ [P (st + Js, vt, t)− P (st, vt, t)]dZQs,t,
(A.10)
and
dS = (r − δ − λJˉs)Sdt+√vtSdWQs,t + JsSdZQs,t,
where Js ≡ eJs − 1.
Substitution of the stochastic process dG back into the aforementioned standard risk-
neutral condition leads to the following partial differential-difference equation (PDDE) for
P :
Ps
(
r − δ + 1
2
vt − λJˉs
)
+ Pv(κv(vˉ − vt) + ρσvvt) + Pt + 1
2
vt(Pss + 2Psvρσv + Pvvσ
2
v)
+ λEQt [eJsP (st + Js, vt, t)− P (st, vt, t))] = 0.
(A.11)
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where by definition eJs = 1 + Js.
To further proceed the derivation of the CCF ϕQ1 (iu, st, vt, t) define now the function
H(Js) = P (st + Js, vt, t) − P (st, vt, t) and recall that Js ∼ N(ln(1 + Jˉs) − 12σ2s , σ2s).
Hence,2
EQt [eJsH(Js)] = eln(1+Js)EQt [H(J∗s )] = (1 + Jˉs)EQt [P (st + J∗s , vt, t)− P (st, vt, t)],
where J∗s ∼ N(ln(1 + Jˉs) + 12σ2s , σ − s2). Using the result just obtained the PDDE given
in equation (A.11) may be rewritten as follows:
Ps(r − δ − λJˉs + 1
2
vt) + Pv(κv(vˉ − vt) + ρσvvt) + Pt + 1
2
vt(Pss + 2Psvρσv + Pvvσ
2
v)
+ λ(1 + Jˉs)EQt [P (st + J∗s , vt, t)− P (st, vt, t)] = 0. (A.12)
It follows from the arguments of Appendix A.1. that the ϕQ ≡ ϕQ1 (iu, st, vt, t) satisfies
the following PDDE:
ϕQs (r − δ − λξˉ +
1
2
vt) + ϕ
Q
v (κv(vˉ − vt) + ρσvvt) + ϕQt +
1
2
vt(ϕ
Q
ss + 2ϕ
Q
svρσv + ϕ
Q
vvσ
2
v)
+ λ(1 + Jˉs)EQt [ϕQ(iu, st + J∗s , vt, t)− ϕQ(iu, st, vt, t)] = 0, (A.13)
subject to the boundary condition ϕ1(iu, sT , vT , T ) = eiusT . The general functional form
2For this consider the random variable J such that J ∼ N(μ, σ2) and let h(J) be some function of J .
Now note that
E[eJh(J)] =
∫ ∞
−∞
ejh(j)
1
σ
√
2π
e−(j−μ)
2/2σ2dj
=
∫ ∞
−∞
h(j)
1
σ
√
2π
exp
[
− (j − μ)
2 − 2jσ2
2σ2
]
dj
=
∫ ∞
−∞
h(j)
1
σ
√
2π
exp
[
− (j − (μ+ σ
2))2 − 2μσ2 − σ4
2σ2
]
dj
= eμ+
1
2σ
2
∫ ∞
−∞
h(j)
1
σ
√
2π
exp
[
− (j − (μ+ σ
2))2
2σ2
]
dj
= eμ+
1
2σ
2
E[h(J∗)].
where J∗ ∼ N(μ+ σ2, σ2).
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for ϕQ1 (iu, st, vt, t) in this case is given by the following general exponential-affine form:
ϕQ1 (iu, st, vt, t; τ) = exp[α1(τ) + iust + β1(τ)vt]. (A.14)
Substitution of this general functional form for the CCF ϕQ1 into the PDDE specified in
equation (A.13) leads to the following ODEs:
dβ2(τ)
dτ
=
1
2
σ2v(β1(τ))
2 + (ρσviu− κv + ρσv)β1(τ) + 1
2
((iu)2 + iu),
dα2(τ)
dτ
=(r − δ − λJˉs)iu− λ(1 + Jˉs) + κvvˉβ1(τ) + λ(1 + Jˉs)EQt [eiuJ
∗
s ],
which may solved for β1(τ) and α1(τ) following a similar solution method to that detailed
in Appendix A.1, subject to the boundary conditions β1(0) = 0 and α1(0) = 0. This gives
β1(τ) = − α1(1− e
−γ1τ )
2γ1 − (γ1 + b1)(1− e−γ1τ ) , α1(τ) = αˉ1(τ) + λα˜1(τ),
where
αˉ1(τ) = (r − δ − λJˉs)iuτ − λ(1 + Jˉs)τ
− κvvˉ
(
γ1 + b1
σ2v
τ +
2
σ2v
ln
[
1− γ1 + b1
2γ1
(1− e−γ1τ )
])
,
α˜1(τ) =
∫ τ
0
(1 + Jˉs)EQt [eiuJ
∗
s ]dϑ
=(1 + Jˉs)exp
([
ln(1 + Jˉs) +
1
2
σ2s
]
iu+ 1
2
σ2s(iu)2
)
τ,
and
a1 ≡ − iu(1 + iu), b1 ≡ ρσviu− κv − σvρ, γ1 ≡
√
b21 + a1σ
2
v .
A.3 Transform for the General 2FSV-AJD Model
Consider the 2FSV-AJD model as defined by the system of SDEs in equation (6.22), which
is defined for the equivalent martingale measure Q. For ease of notation let Xt ≡ (st, vt)′
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and note that under the dynamics of the 2FSV-AJD model the associated drift μ(Xt) is such
that
μ(Xt) = K
Q
0 +K
Q
1 Xt,
where
KQ0 =
(
r − δ − λξˉ
kvvˉ
)
, KQ1 =
(
0 −1
2
0 −kv
)
.
In a similar manner, the associated variation coefficient σ(Xt) is defined such that
[σ(Xt)σ(Xt)
′]ij = (HQ0 )ij + (H
Q
1 )ij ∙Xt,
where
HQ0 =
(
0 0
0 0
)
, HQ1 =
(
(0 1)′ (0 ρσv)′
(0 ρσv)
′ (0 σ2v)
′
)
.
Note also that under the specifications of the 2FSV-AJD model both the risk-free in-
terest rate and the mean jump-arrival rate are assumed constant. Hence, the interest rate
function R(Xt) is such that
R(Xt) = ρ0 + ρ1 ∙Xt,
where ρ0 = r and ρ1 = (0, 0)′. Similarly, the jump-arrival rate function λ(Xt) is such that
λ(Xt) = l
Q
0 + l
Q
1 ∙Xt,
where lQ0 = λ and lQ1 = (0, 0)′.
Recall from equation (6.23) that the general functional form for the transform ψˉQ(u˜, (st, vt)′, τ) ≡
ψχQ((u˜, 0)′, (st, vt)′, τ) is defined as follows:
ψˉQ(u˜, (st, vt)′, τ) = exp[α(τ ; u˜) + u˜st + β(τ ; u˜)vt].
Hence, from a specialisation of the general ODE system specification in equations (6.14)
and (6.15) it follows that the functions β(τ ; u˜) and α(τ ; u˜) solve the following system of
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ODEs:3 4
dβ(τ)
dτ
=
1
2
σ2vβ
2(τ) + (u˜ρσv − κv)β(τ) + 1
2
(u˜2 − u˜), (A.15)
dα(τ)
dτ
= − r + (r − δ)u˜− λ(u˜ξˉ + 1) + κvvˉβ(τ) + λΞ(u˜, β(τ)), (A.16)
subject to the boundary conditions β(0) = 0 and α(0) = 0.
Solution of the ODE in equation (A.15) follows from the observation that this equation
is a special case of the Riccati-type first order non-linear ODE, with constant complex
coefficients. Following the standard approach as detailed in Appendix A.1, the appropriate
substitution to use in this instance is
β(τ) = − w
′(τ)
1
2
σ2vw(τ)
, (A.17)
which leads to the following second-order linear ODE in terms of w(τ):
w′′(τ)− (u˜ρσv − κv)w′(τ) + 1
4
σ2v(u˜
2 − u˜)w(τ) = 0. (A.18)
The associated auxiliary equation for this ODE is given by
ω2 − (u˜ρσv − κv)ω + 1
4
σ2v(u˜
2 − u˜) = 0,
3Given that τ ≡ τ(t) = T − t it follows from a simple application of the chain rule that dβ(τ)/dt =
−dβ(τ)/dτ and dα(τ)/dt = −dα(τ)/dτ .
4From the specifications of equation (6.14) in this case note that (u˜ β(τ)HQ1 (u˜ β(τ))′ = (η1, η2)′ ∈ C2,
where
η1 = u˜(H
Q
1 )1,1,1u˜+ u˜(H
Q
1 )1,2,1β(τ) + β(τ)(H
Q
1 )2,1,1u˜+ β(τ)(H
Q
1 )2,2,1β(τ) = 0,
η2 = u˜(H
Q
1 )1,1,2u˜+ u˜(H
Q
1 )1,2,2β(τ) + β(τ)(H
Q
1 )2,1,2u˜+ β(τ)(H
Q
1 )2,2,2β(τ)
= u˜(1)u˜+ u˜(ρσv)β(τ) + β(τ)(ρσv)u˜+ β(τ)(σ
2
v)β(τ)
= u˜2 + 2u˜ρσvβ(τ) + σ
2
vβ
2(τ).
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which can be solved to yield
ω =
(u˜ρσv − κv)±
√
(u˜ρσv − κv)2 + σ2v(u˜− u˜2)
2
.
For ease of notation let ω1 and ω2 denote the two roots to the auxiliary equation, that is,
ω1 ≡ b+γ2 and ω2 ≡ b−γ2 , where a ≡ u˜(1− u˜), b ≡ u˜ρσv − κv, γ ≡
√
b2 + aσ2v . Hence, the
general solution to equation (A.18) is given by
w(τ) = c1e
ω1τ + c2e
ω2τ ,
for c1 and c2 arbitrary constants. From the substitution used in equation (A.17) it follows
that
β(τ) = − c1ω1e
ω1τ + c2ω2e
ω2τ
1
2
σ2v(c1e
ω1τ + c2eω2τ )
.
The boundary condition β(0) = 0 implies that c1 = −c2 ω2ω1 , and so with this the expression
for β(τ) may be simplified to give
β(τ) =
eω1τ − eω2τ
σ2v
(
(b+γ)eω2τ−(b−γ)eω1τ
(b+γ)(b−γ)
) , (A.19)
where for the moment the notation ω1 and ω2 is retained in the exponential terms. Noting
that by definition the term (b+ γ)(b− γ) = −aσ2v the expression for β(τ) becomes
β(τ) = − a(e
ω1τ − eω2τ )
(b+ γ)eω2τ − (b− γ)eω1τ
= − a(e
γ
2
τ − e− γ2 τ )
(b+ γ)e−
γ
2
τ − (b− γ)e γ2 τ
= − a(1− e
−γτ )
2γ − (b+ γ)(1− e−γτ ) .
(A.20)
For the ODE specified in equation (A.16) note that direct integration provides the solu-
tion α(τ), that is
α(τ) = −rτ + (r − δ)u˜τ − λ(ξˉu˜+ 1)τ + κvvˉ
∫
β(τ)dτ + λ
∫
Ξ(u˜, β(τ))dτ. (A.21)
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The first integral on the right hand side of equation (A.21) can be determined from the
functional form of β(τ) previously obtained in equation (A.20), that is
κvvˉ
∫
β(τ)dτ = − κvvˉ
∫
a(1− e−γτ )
2γ − (b+ γ)(1− e−γτ )dτ
= − κvvˉ
∫
1− e−γτ
(γ−b
a
) + (γ+b
a
)e−γτ
dτ
= − κvvˉ
∫
1− e−γτ
g1 + g2e−γτ
dτ,
(A.22)
where for ease of exposition the following notation is introduced:
g1 ≡ γ − b
a
, g2 ≡ γ + b
a
.
The associated partial fraction expansion for the integrand is then determined as follows:
1− e−γτ
g1 + g2e−γτ
=
c3(g1 + g2e
−γτ )
g1 + g2e−γτ
+
c4e
−γτ
g1 + g2e−γτ
=
c3g1 + (c4 + c3g2)e
−γτ
g1 + g2e−γτ
for arbitrary constants c3 and c4. By inspection, c3 = 1/g1 and c4 = −(1 + g2/g1) and so
the integral in equation (A.22) becomes
−κvvˉ
[∫
1
g1
dτ −
(
1 +
g2
g1
)∫
e−γτ
g1 + g2e−γτ
dτ
]
= −κvvˉ
[
1
g1
dτ +
1 + g2
g1
γg2
ln[g1 + g2e
−γτ ] + C1
]
,
where C1 denotes the constant of integration. From the boundary condition α(0) = 0 it
follows that
C1 = − 2
σ2v
ln[g1 + g2].
Therefore, given this result and the definitions of g1 and g2 it follows that
κvvˉ
∫
β(τ)dτ = −κvvˉ
(
γ + b
σ2v
τ +
2
σ2v
ln
[
1− γ + b
2γ
(1− e−γτ )
])
. (A.23)
For the second integral on the right hand side of equation (A.21) the general observation
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is made that ∫
Ξ(u˜, β(τ))dτ = I(τ) + C2,
when the integral is well defined and where I(τ) defines an antiderivative of Ξ(u˜, β(τ)).
From the boundary condition α(0) = 0 it follows that
C2 = −I(0),
and hence,5 ∫
Ξ(u˜, β(τ))dτ = I(τ)− I(0) =
∫ τ
0
Ξ(u˜, β(ϑ))dϑ. (A.24)
Therefore, letting
αˉ(τ) ≡ − rτ + (r − δ)u˜τ − λ(ξˉu˜+ 1)τ
− κvvˉ
(
γ + b
σ2v
τ +
2
σ2v
ln[1− γ + b
2γ
(1− e−γτ )]
)
,
α˜(τ) ≡
∫ τ
0
Ξ(u˜, β(ϑ)dϑ, (A.25)
gives the functional form for α(τ) as defined in equation (6.27).
A.4 Specialisation of the General 2FSV-AJD Transform Model
The specific form of the transform for each of the 2FSV-JS, 2FSV-JV and 2FSV-JJ models
follows from the evaluation of α˜(τ) in equation (A.25) for the particular specification of the
jump transform Ξ in each case. Firstly, note from the general specification of Ξ in equation
(6.29) that ∫ τ
0
Ξ(u˜, β(ϑ; u˜))dϑ =
1
λ
(λsf s(u˜, τ) + λvf v(u˜, τ) + λcf c(u˜, τ)),
5This follows from the Fundamental Theorem of Calculus once Ξ is continuous at every point in the
interval [0, τ ] and I is an antiderivative of Ξ on [0, τ ], see for instance Finney and Thomas [39].
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where
f s(u˜, τ) =
∫ τ
0
Ξs(u˜)dϑ =
∫ τ
0
exp(μsu˜+
1
2
σ2s u˜
2)dϑ,
f v(u˜, τ) =
∫ τ
0
Ξv(β(ϑ; u˜))dϑ =
∫ τ
0
1
1− μvβ(ϑ; u˜)dϑ,
f c(u˜, τ) =
∫ τ
0
Ξc(u˜, β(ϑ; u˜))dϑ =
∫ τ
0
exp(μc,su˜+ 12σ
2
c,su˜
2)
1− μc,v(β(ϑ; u˜) + ρJ u˜)dϑ.
From the simple specification of f s(u˜, τ) it follows that
f s(u˜, τ) = exp
(
μsu˜+
1
2
σ2s u˜
2
)
τ.
For f v(u˜, τ) note that from the functional form of β(τ ; u˜) given in equation (A.20) the
integral proceeds in the following manner:
f v(u˜, τ) =
∫ τ
0
2γ − (γ + b)(1− e−γϑ)
2γ − (γ + b)(1− e−γϑ) + μva(1− e−γϑ)dϑ
=
∫ τ
0
γ − b+ (γ + b)e−γϑ
γ − b+ (γ + b− μva)e−γϑ + μvadϑ
=
∫ τ
0
γ − b+ (γ + b)e−γϑ
g1 + g2e−γϑ
dϑ,
(A.26)
where for ease of notation,
g1 ≡ γ − b+ μva, g2 ≡ γ + b− μva.
The evaluation of the integral in equation (A.26) requires a partial fraction expansion of the
integrand. Note that
γ − b+ (γ + b)e−γϑ
g1 + g2e−γϑ
=
c1(g1 + g2e
−γϑ)
g1 + g2e−γϑ
+
c2e
−γϑ
g1 + g2e−γϑ
=
c1g1 + (c1g2 + c2)e
−γϑ
g1 + g2e−γϑ
,
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for arbitrary constants c1 and c2. By inspection it can be seen that
c1 =
γ − b
g1
, c2 = γ + b−
(
γ − b
g1
)
g2 =
2aγμv
g1
.
Therefore, given this partial fraction expansion it follows form equation (A.26) that
f v(u˜, τ) =
∫ τ
0
γ − b
g1
dϑ+
∫ τ
0
2aγμv
g1
e−γϑ
g1 + g2e−γϑ
dϑ. (A.27)
From the definition of g1 the first integral on the right hand side of equation (A.27) simply
becomes
γ − b
γ − b+ μvaτ. (A.28)
The second integral on the right hand side of equation (A.27) proceeds in the following
manner: ∫ τ
0
2aγμv
g1
e−γϑ
g1 + g2e−γϑ
dϑ
= − 2aμv
g1g2
ln
[
g1 + g2e
−γτ
g1 + g2
]
= − 2aμv
[γ − (b− μva)][γ + (b− μva)] ln
[
γ − b+ μva+ (γ + b− μva)e−γτ
2γ
]
= − 2aμv
γ2 − (b− μva)2 ln
[
1− (γ + b− μva)(1− e
−γτ )
2γ
]
. (A.29)
And so, from the results obtained in equations (A.28) and (A.29):
f v(u˜, τ) =
γ − b
γ − b+ μvaτ −
2aμv
γ2 − (b− μva)2 ln
[
1− (γ + b− μva)(1− e
−γτ )
2γ
]
.
For f c(u˜, τ) note again from the functional form of β(τ ; u˜) given in equation (A.20)
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that the integral proceeds as follows:
f c(u˜, τ) = exp
(
μc,su˜+
1
2
σ2c,su˜
2
)
×
∫ τ
0
2γ − (γ + b)(1− e−γϑ)
c[2γ − (γ + b)(1− e−γϑ)] + μc,va(1− e−γϑ)dϑ
= exp
(
μc,su˜+
1
2
σ2c,su˜
2
)
×
∫ τ
0
γ − b+ (γ + b)e−γϑ
c(γ − b) + [c(γ + b)− μc,va]e−γϑ + μc,vadϑ
= exp
(
μc,su˜+
1
2
σ2c,su˜
2
)∫ τ
0
γ − b+ (γ + b)e−γϑ
g3 + g4e−γϑ
dϑ,
(A.30)
where
c ≡ 1− ρJμc,vu, g3 ≡ c(γ − b) + μc,va, g4 ≡ c(γ + b)− μc,va.
For the evaluation of the integral in equation (A.30) note that the partial fraction expansion
of the integrand gives
γ − b+ (γ + b)e−γϑ
g3 + g4e−γϑ
=
γ − b
g3
+
2aγμc,v
g3
e−γϑ
g3 + g4e−γϑ
,
and hence,
f c(u˜, τ) ≡ exp
(
μc,su˜+
1
2
σ2c,su˜
2
)
×
[∫ τ
0
γ − b
g3
dϑ+
∫ τ
0
2aγμc,v
g3
e−γϑ
g3 + g4e−γϑ
dϑ
]
.
(A.31)
Note first that for the first integral on the right hand side of equation (A.31) note that∫ τ
0
γ − b
g3
dϑ =
γ − b
c(γ − b) + μc,vaτ. (A.32)
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For the second integral on the right-hand-side of equation (A.31) note that∫ τ
0
2aγμc,v
g3
e−γϑ
g3 + g4e−γϑ
dϑ
= − 2aμc,v
g3g4
ln
[
g3 + g4e
−γτ
g3 + g4
]
= − 2aμc,v
[cγ − (cb− μc,va][cγ + (cb− μc,va)]
× ln
[
c(γ − b) + μc,va+ [c(γ + b)− μc,va]e−γτ
2cγ
]
= − 2aμc,v
(cγ)2 − (cb− μc,va)2 ln
[
1− [c(γ + b)− μc,va](1− e
−γτ )]
2cγ
]
.
(A.33)
Therefore, from the results obtained in equation (A.32) and (A.33) it follows that
f c(u˜, τ) = exp(μc,su˜+
1
2
σ2c,su˜
2)d,
where
d ≡ γ − b
c(γ − b) + μc,vaτ −
2aμc,v
(cγ)2 − (cb− μc,va)2 ln
[
1− [c(γ + b)− μc,va](1− e
−γτ )
2cγ
]
.
By way of summary note that it has been shown that∫ τ
0
Ξ(u˜, β(ϑ; u˜))dϑ =
1
λ
(λsf s(u˜, τ) + λvf v(u˜, τ) + λcf c(u˜, τ)),
where
f s(u˜, τ) = exp
(
μsu˜+
1
2
σ2s u˜
2
)
τ,
f v(u˜, τ) =
γ − b
γ − b+ μvaτ −
2aμv
γ2 − (b− μva)2 ln
[
1− (γ + b− μva)(1− e
−γτ )
2γ
]
f c(u˜, τ) = exp
(
μc,su˜+
1
2
σ2c,su˜
2
)
d,
and where a, b, c, d, γ and τ are as defined previously.
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B.1 Implied Parameter Estimate Tables
Model κv vˉ σv ρ λ μs/ σs/ μv/ ρJ MSNE
μc,s σc,s μc,v Value
2FSV 2.32 0.07 0.59 -0.64 - - - - - 1.6e-6
(1.91) (0.02) (0.17) (0.11) - - - - -
2FSV-JV 2.26 0.06 0.60 -0.75 0.51 - - 0.03 - 1.1e-6
(1.7) (102.5) (0.39) (0.43) (1793) - - (486) -
2FSV-JS 2.71 0.03 0.55 -0.55 0.26 -0.23 0.26 - - 8.1e-7
(3.19) (0.02) (0.25) (0.27) (0.29) (0.20) (5.64) - -
2FSV-JJ 2.68 0.04 0.58 -0.58 0.23 -0.20 0.24 0.08 -0.22 8.2e-7
(5.69) (0.09) (0.49) (0.37) (1.1) (7.6) (54.9) (2.1) (168)
Table B.1: Structural Parameter Estimates of Candidate 2FSV-AJD Models – Call Options
Model κv vˉ σv ρ λ μs/ σs/ μv/ ρJ MSNE
μc,s σc,s μc,v Value
2FSV 1.80 0.07 0.63 -0.73 - - - - - 1.4e-6
(0.79) (0.01) (0.08) (0.07) - - - - -
2FSV-JV 1.89 0.06 0.67 -0.74 0.52 - - 0.05 - 1.2e-6
(1.7) (38.0) (0.27) (0.27) (1832) - - (205) -
2FSV-JS 3.35 0.03 0.53 -0.55 0.28 -0.19 0.24 - - 8.5e-7
(2.50) (0.01) (0.25) (0.37) (0.21) (0.17) (0.11) - -
2FSV-JJ 2.93 0.04 0.62 -0.52 0.24 -0.17 0.23 0.04 -0.14 1.0e-6
(4.1) (0.05) (0.44) (0.66) (0.52) (4.65) (0.33) (0.63) (216)
Table B.2: Structural Parameter Estimates of Candidate 2FSV-AJD Models – Put Options
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B.2 In-Sample Pricing Performance
Figure B.1: Histogram of 2FSV Model Pricing
Errors
Figure B.2: Histogram of 2FSV-JV Model Pric-
ing Errors
Figure B.3: Histogram of 2FSV-JS Model Pric-
ing Errors
Figure B.4: Histogram of 2FSV-JJ Model Pric-
ing Errors
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Figure B.5: Market Prices vs. 2FSV Model Prices: 1998-2001
Figure B.6: Market Prices vs. 2FSV Model Prices: 2002-2004
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Figure B.7: Market Prices vs. 2FSV-JV Model Prices: 1998-2001
Figure B.8: Market Prices vs. 2FSV-JV Model Prices: 2002-2004
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Figure B.9: Market Prices vs. 2FSV-JS Model Prices: 1998-2001
Figure B.10: Market Prices vs. 2FSV-JS Model Prices: 2002-2004
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Figure B.11: Market Prices vs. 2FSV-JJ Model Prices: 1998-2001
Figure B.12: Market Prices vs. 2FSV-JJ Model Prices: 2002-2004
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Moneyness Model Abs. Pricing Errors Rel. Pricing Errors (%)
S-T M-T L-T S-T M-T L-T
< 0.94 2FSV 0.41 0.80 1.26 19.0 8.2 0.0
2FSV-JV 0.36 0.78 1.22 21.9 8.6 -0.8
2FSV-JS 0.47 0.81 1.27 -51.6 -24.9 -14.5
2FSV-JJ 0.55 0.88 1.45 -52.9 -29.1 -15.9
[0.94,0.97) 2FSV 0.76 1.01 1.53 -12.8 1.6 1.6
2FSV-JV 0.68 1.14 1.58 -9.2 3.5 2.1
2FSV-JS 0.61 0.85 1.38 -15.2 1.4 1.3
2FSV-JJ 0.68 0.86 1.48 -19.0 0.4 1.3
[0.97, 1.00) 2FSV 1.18 1.21 1.80 -9.3 1.3 1.6
2FSV-JV 1.13 1.27 1.78 -8.6 1.9 1.7
2FSV-JS 0.88 1.20 1.76 -4.5 1.9 1.5
2FSV-JJ 0.91 1.21 1.88 -5.3 1.7 1.7
[1.00, 1.03) 2FSV 1.27 1.32 2.03 -2.1 1.3 1.4
2FSV-JV 1.26 1.30 1.94 -2.3 1.3 1.2
2FSV-JS 1.13 1.30 2.02 -0.4 1.4 1.4
2FSV-JJ 1.15 1.40 2.17 -0.2 1.6 1.6
[1.03, 1.06) 2FSV 1.47 1.61 2.13 0.8 1.3 1.1
2FSV-JV 1.43 1.50 1.95 0.5 1.0 0.7
2FSV-JS 1.38 1.42 2.12 0.4 0.8 1.0
2FSV-JJ 1.40 1.53 2.28 0.6 1.1 1.1
≥ 1.06 2FSV 1.84 2.15 2.69 0.9 1.0 0.9
2FSV-JV 1.77 1.95 2.36 0.8 0.8 0.6
2FSV-JS 1.60 1.60 2.57 0.0 0.3 0.7
2FSV-JJ 1.61 1.62 2.46 0.0 0.3 0.7
Table B.3: In-Sample Absolute and Relative Pricing Errors – Call Options
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Moneyness Model Abs. Pricing Errors Rel. Pricing Errors (%)
S-T M-T L-T S-T M-T L-T
< 0.94 2FSV 1.87 1.88 3.23 -0.4 -0.5 -1.1
2FSV-JV 1.82 1.75 2.96 -0.2 -0.3 -0.9
2FSV-JS 1.84 1.88 3.42 -0.4 -0.6 -1.4
2FSV-JJ 1.85 1.95 3.47 -0.5 -0.7 -1.4
[0.94,0.97) 2FSV 1.68 1.43 2.17 -1.4 -0.8 -1.5
2FSV-JV 1.60 1.35 2.04 -1.1 -0.3 -1.4
2FSV-JS 1.52 1.35 2.12 -0.8 -0.5 -1.6
2FSV-JJ 1.56 1.38 2.02 -1.0 -0.5 -1.5
[0.97, 1.00) 2FSV 1.41 1.16 1.84 -3.5 -0.7 -1.8
2FSV-JV 1.37 1.13 1.83 -3.4 -0.4 -1.8
2FSV-JS 1.13 1.13 1.77 -1.4 -0.3 -1.8
2FSV-JJ 1.15 1.14 1.71 -1.5 -0.2 -1.6
[1.00, 1.03) 2FSV 1.01 0.88 1.55 -4.7 -0.0 -1.7
2FSV-JV 1.02 0.87 1.65 -5.2 -0.2 -2.1
2FSV-JS 0.79 0.88 1.47 -1.5 -0.1 -1.8
2FSV-JJ 0.79 0.92 1.41 -0.8 0.3 -1.6
[1.03, 1.06) 2FSV 0.75 0.88 1.18 4.6 1.3 -1.3
2FSV-JV 0.69 0.79 1.33 2.6 0.4 -2.0
2FSV-JS 0.60 0.77 1.11 -1.9 -0.5 -1.6
2FSV-JJ 0.62 0.80 1.09 -0.9 0.4 -1.3
≥ 1.06 2FSV 0.98 1.27 0.93 55.0 24.2 5.1
2FSV-JV 0.86 0.95 0.80 51.3 19.2 0.5
2FSV-JS 0.67 0.67 0.75 -74.9 -11.4 3.9
2FSV-JJ 0.74 0.78 0.77 -75.0 -15.6 -0.6
Table B.4: In-Sample Absolute and Relative Pricing Errors – Put Options
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B.3 Time-Series Graphs of Implied Variances and Volatilities
Figure B.13: Implied Variance and Volatility Estimates under 2FSV Model: (a) vt and (b) √vt
Figure B.14: Implied Variance and Volatility Estimates under 2FSV-JV Model: (a) vt and (b) √vt
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Figure B.15: Implied Variance and Volatility Estimates under 2FSV-JS Model: (a) vt and (b) √vt
Figure B.16: Implied Variance and Volatility Estimates under 2FSV-JJ Model: (a) vt and (b) √vt
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B.4 Time-Series Graphs of Implied Structural Parameter Estimates
Figure B.17: Implied Volatility Differences: (a)
√
v2FSVt −
√
v2FSV−JSt and (b)
√
v2FSVt −√
v2FSV−JJt
Figure B.18: Implied Volatility Differences: (a)
√
v2FSV−JVt −
√
v2FSV−JSt and (b)√
v2FSV−JVt −
√
v2FSV−JJt
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Figure B.19: Implied Parameter Estimates under 2FSV Model: (a) κv and (b) vˉ
Figure B.20: Implied Parameter Estimates under 2FSV Model: (c) σv and (d) ρ
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Figure B.21: Implied Parameter Estimates under 2FSV-JV Model: (a) κv and (b) vˉ
Figure B.22: Implied Parameter Estimates under 2FSV-JV Model: (c) σv and (d) ρ
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Figure B.23: Implied Parameter Estimates under 2FSV-JV Model: (e) λ and (f) μv
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Figure B.24: Implied Parameter Estimates under 2FSV-JS Model: (a) κv and (b) vˉ
Figure B.25: Implied Parameter Estimates under 2FSV-JS Model: (c) σv and (d) ρ
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Figure B.26: Implied Parameter Estimates under 2FSV-JS Model: (e) λ and (f) μs
Figure B.27: Implied Parameter Estimates under 2FSV-JS Model: (g) σs
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Figure B.28: Implied Parameter Estimates under 2FSV-JJ Model: (a) κv and (b) vˉ
Figure B.29: Implied Parameter Estimates under 2FSV-JJ Model: (c) σv and (d) ρ
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Figure B.30: Implied Parameter Estimates under 2FSV-JJ Model: (e) λ and (f) μc,s
Figure B.31: Implied Parameter Estimates under 2FSV-JJ Model: (g) σc,s and (h) μc,v
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Figure B.32: Implied Parameter Estimates under 2FSV-JJ Model: (i) ρJ
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B.5 Out-of-Sample Pricing Errors
Model MSNE Value MSNE Value
Call Options Put Options
SV 4.0443×10−6 3.6669×10−6
SV-JV 3.5390×10−6 3.4673×10−6
SV-JS 3.4321×10−6 3.4145×10−6
SV-JJ 3.4597×10−6 3.7366×10−6
Table B.5: Out-of-Sample MSNE Loss Function Values – Call and Put Options Data Sets
Moneyness Model Abs. Pricing Errors Rel. Pricing Errors (%)
S-T M-T L-T S-T M-T L-T
< 0.94 2FSV 0.57 1.18 1.83 18.0 9.0 0.8
2FSV-JV 0.52 1.18 1.80 21.0 9.5 -0.2
2FSV-JS 0.60 1.18 1.93 -53.8 -26.0 -17.3
2FSV-JJ 0.55 1.30 2.09 -55.8 -31.9 -20.9
[0.94,0.97) 2FSV 1.05 1.61 2.21 -13.9 1.5 1.7
2FSV-JV 1.00 1.71 2.28 -10.4 3.5 2.2
2FSV-JS 0.95 1.54 2.18 -16.1 1.4 1.4
2FSV-JJ 1.00 1.55 2.20 -20.2 0.2 1.3
[0.97, 1.00) 2FSV 1.52 1.80 2.46 -9.7 1.4 1.7
2FSV-JV 1.50 1.87 2.44 -9.0 2.0 1.7
2FSV-JS 1.31 1.82 2.47 -4.8 2.0 1.6
2FSV-JJ 1.33 1.84 2.55 -5.6 1.8 1.8
[1.00, 1.03) 2FSV 1.61 1.81 2.47 -2.6 0.7 1.0
2FSV-JV 1.62 1.82 2.42 -2.8 0.6 0.8
2FSV-JS 1.49 1.81 2.50 -0.9 0.7 1.0
2FSV-JJ 1.50 1.87 2.59 -0.6 1.0 1.1
[1.03, 1.06) 2FSV 1.64 2.01 2.76 0.6 1.0 0.9
2FSV-JV 1.61 1.94 2.62 0.3 0.7 0.6
2FSV-JS 1.58 1.91 2.83 0.2 0.5 0.8
2FSV-JJ 1.59 2.00 2.89 0.4 0.8 1.0
≥ 1.06 2FSV 1.88 2.30 3.15 0.9 0.9 1.0
2FSV-JV 1.81 2.10 2.78 0.8 0.7 0.7
2FSV-JS 1.67 1.79 3.03 -0.02 0.3 0.8
2FSV-JJ 1.69 1.82 2.95 -0.02 0.3 0.8
Table B.6: Out-of-Sample Absolute and Relative Pricing Errors – Call Options
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Moneyness Model Abs. Pricing Errors Rel. Pricing Errors (%)
S-T M-T L-T S-T M-T L-T
< 0.94 2FSV 2.02 2.23 3.95 -0.3 -0.5 -1.2
2FSV-JV 1.90 2.26 3.00 -0.2 -0.2 -1.0
2FSV-JS 2.02 2.40 4.37 -0.4 -0.6 -1.5
2FSV-JJ 2.03 2.47 4.52 -0.4 -0.7 -1.6
[0.94,0.97) 2FSV 1.98 2.27 3.12 -1.2 -0.4 -1.4
2FSV-JV 1.94 2.26 3.02 -0.9 0.2 -1.3
2FSV-JS 1.87 2.24 3.03 -0.6 0.06 -1.5
2FSV-JJ 1.90 2.26 3.00 -0.7 -0.05 -1.3
[0.97, 1.00) 2FSV 1.81 1.87 2.52 -3.3 -0.4 -1.6
2FSV-JV 1.79 1.88 2.54 -3.3 -0.02 -1.7
2FSV-JS 1.61 1.85 2.41 -1.1 0.08 -1.7
2FSV-JJ 1.63 1.87 2.38 -1.2 0.2 -1.5
[1.00, 1.03) 2FSV 1.45 1.63 2.33 -5.3 -0.4 -2.1
2FSV-JV 1.47 1.63 2.46 -5.9 0.5 -2.4
2FSV-JS 1.28 1.63 2.24 -2.1 -0.4 -2.1
2FSV-JJ 1.29 1.66 2.19 -1.5 0.02 -1.8
[1.03, 1.06) 2FSV 1.04 1.47 1.98 3.5 1.1 -1.4
2FSV-JV 1.02 1.43 2.10 1.4 0.2 -2.2
2FSV-JS 0.97 1.43 1.90 -3.1 -0.7 -1.7
2FSV-JJ 0.98 1.47 1.89 -2.1 0.2 -1.4
≥ 1.06 2FSV 0.99 1.42 1.28 54.2 23.9 4.9
2FSV-JV 0.89 1.15 1.22 50.5 18.8 0.1
2FSV-JS 0.77 0.98 1.18 -75.8 -12.3 3.8
2FSV-JJ 0.84 1.09 1.20 -78.0 -20.5 -1.2
Table B.7: Out-of-Sample Absolute and Relative Pricing Errors – Put Options
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B.6 Implied Volatility Matrices
Sample Moneyness BS Implied Vol. (%) Sample Moneyness BS Implied Vol. (%)
Period S-T M-T L-T S-T M-T L-T
1998- < 0.94 16.3 15.7 15.8 2001 < 0.94 19.6 18.1 16.8
2004 [0.94, 0.97) 13.4 17.2 20.0 [0.94, 0.97) 20.0 20.9 20.7
[0.97, 1.00) 17.0 20.3 20.9 [0.97, 1.00) 21.7 22.2 21.6
[1.00, 1.03) 19.7 21.2 21.7 [1.00, 1.03) 23.8 23.4 22.4
[1.03, 1.06) 21.9 23.1 23.2 [1.03, 1.06) 26.1 24.5 23.1
≥ 1.06 25.6 26.6 26.8 ≥ 1.06 28.5 29.1 25.2
1998 < 0.94 17.1 18.9 19.0 2002 < 0.94 22.3 20.6 18.3
[0.94, 0.97) 14.3 21.9 23.0 [0.94, 0.97) 20.5 22.2 21.8
[0.97, 1.00) 19.2 22.6 23.6 [0.97, 1.00) 22.8 23.2 22.5
[1.00, 1.03) 21.5 23.8 25.1 [1.00, 1.03) 25.1 24.6 23.3
[1.03, 1.06) 24.2 26.6 25.7 [1.03, 1.06) 28.3 26.9 24.8
≥ 1.06 26.7 30.1 30.2 ≥ 1.06 32.9 31.4 27.8
1999 < 0.94 13.3 17.0 20.8 2003 < 0.94 17.7 15.5 15.9
[0.94, 0.97) 16.3 21.6 24.6 [0.94, 0.97) 14.6 17.6 19.4
[0.97, 1.00) 20.4 23.0 25.6 [0.97, 1.00) 17.3 19.5 20.2
[1.00, 1.03) 22.3 24.3 26.5 [1.00, 1.03) 19.4 20.3 20.9
[1.03, 1.06) 24.7 25.5 27.0 [1.03, 1.06) 21.2 21.4 21.5
≥ 1.06 28.4 30.9 34.4 ≥ 1.06 24.5 24.5 24.6
2000 < 0.94 15.8 15.1 18.1 2004 < 0.94 16.0 14.5 14.0
[0.94, 0.97) 17.6 20.0 21.9 [0.94, 0.97) 16.9 15.0 14.4
[0.97, 1.00) 20.4 21.1 23.1 [0.97, 1.00) 17.2 16.2 16.2
[1.00, 1.03) 21.8 22.3 24.0 [1.00, 1.03) 18.1 17.0 16.5
[1.03, 1.06) 23.3 23.8 24.8 [1.03, 1.06) 18.5 17.8 17.1
≥ 1.06 25.4 27.4 28.5 ≥ 1.06 19.3 20.9 21.8
Table B.8: Black-Scholes Implied Volatility – Call Options
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Sample Moneyness BS Implied Vol. (%) Sample Moneyness BS Implied Vol. (%)
Period S-T M-T L-T S-T M-T L-T
1998- < 0.94 17.6 15.2 14.0 2001 < 0.94 18.6 18.0 16.5
2004 [0.94, 0.97) 16.7 20.4 20.4 [0.94, 0.97) 20.6 21.9 20.7
[0.97, 1.00) 18.1 20.8 20.9 [0.97, 1.00) 22.1 22.5 21.5
[1.00, 1.03) 19.5 21.3 21.1 [1.00, 1.03) 23.6 23.4 22.0
[1.03, 1.06) 21.6 22.6 22.3 [1.03, 1.06) 25.6 24.2 22.6
≥ 1.06 28.7 28.5 26.9 ≥ 1.06 31.4 29.7 26.2
1998 < 0.94 19.1 18.1 19.5 2002 < 0.94 21.8 19.1 14.0
[0.94, 0.97) 18.1 24.0 24.7 [0.94, 0.97) 22.1 24.6 21.6
[0.97, 1.00) 20.0 23.3 24.1 [0.97, 1.00) 23.1 23.2 21.9
[1.00, 1.03) 21.7 24.0 24.3 [1.00, 1.03) 25.1 23.9 22.0
[1.03, 1.06) 24.7 25.9 25.4 [1.03, 1.06) 27.0 25.5 23.4
≥ 1.06 30.7 32.5 30.4 ≥ 1.06 32.7 31.8 28.0
1999 < 0.94 12.4 13.0 16.0 2003 < 0.94 16.7 14.9 14.6
[0.94, 0.97) 15.8 21.8 23.9 [0.94, 0.97) 16.9 20.2 20.4
[0.97, 1.00) 20.2 22.6 24.8 [0.97, 1.00) 18.1 20.3 20.8
[1.00, 1.03) 22.2 24.1 25.5 [1.00, 1.03) 19.3 20.3 20.8
[1.03, 1.06) 24.7 25.7 26.6 [1.03, 1.06) 21.3 21.5 21.4
≥ 1.06 30.0 31.4 32.1 ≥ 1.06 27.6 27.0 26.0
2000 < 0.94 16.1 11.9 13.1 2004 < 0.94 17.0 17.5 17.9
[0.94, 0.97) 17.4 20.3 20.9 [0.94, 0.97) 18.1 18.7 19.0
[0.97, 1.00) 20.3 20.8 21.7 [0.97, 1.00) 18.9 19.0 19.5
[1.00, 1.03) 21.6 21.7 22.4 [1.00, 1.03) 19.4 20.5 20.6
[1.03, 1.06) 23.7 22.9 23.2 [1.03, 1.06) 20.1 21.0 21.6
≥ 1.06 28.8 27.0 27.5 ≥ 1.06 22.2 23.2 23.9
Table B.9: Black-Scholes Implied Volatility – Put Options
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Sample Moneyness Implied Vol. (%) Sample Moneyness Implied Vol. (%)
Period S-T M-T L-T S-T M-T L-T
1998 < 0.94 21.4 23.6 21.0 2002 < 0.94 27.8 27.3 16.8
[0.94, 0.97) 19.3 22.3 21.2 [0.94, 0.97) 24.2 25.1 25.7
[0.97, 1.00) 19.3 21.6 20.1 [0.97, 1.00) 23.9 24.9 25.3
[1.00, 1.03) 19.6 21.3 20.9 [1.00, 1.03) 25.1 25.4 26.1
[1.03, 1.06) 20.5 22.5 20.1 [1.03, 1.06) 27.1 27.1 27.1
≥ 1.06 28.4 28.2 22.2 ≥ 1.06 31.8 31.2 27.8
1999 < 0.94 15.3 18.4 18.8 2003 < 0.94 22.3 21.2 19.9
[0.94, 0.97) 18.2 19.7 20.8 [0.94, 0.97) 19.7 19.2 19.6
[0.97, 1.00) 19.1 19.8 21.3 [0.97, 1.00) 18.8 19.3 19.8
[1.00, 1.03) 19.2 19.9 21.7 [1.00, 1.03) 18.5 18.9 19.8
[1.03, 1.06) 19.7 19.6 22.1 [1.03, 1.06) 19.0 18.8 19.2
≥ 1.06 29.5 31.2 32.2 ≥ 1.06 25.0 26.1 21.1
2000 < 0.94 19.0 18.5 19.9 2004 < 0.94 12.0 12.3 10.4
[0.94, 0.97) 19.7 20.0 22.4 [0.94, 0.97) 10.9 13.1 13.8
[0.97, 1.00) 20.0 20.0 22.9 [0.97, 1.00) 12.3 13.7 14.3
[1.00, 1.03) 20.1 20.0 23.3 [1.00, 1.03) 12.1 13.5 13.7
[1.03, 1.06) 20.8 20.5 23.7 [1.03, 1.06) 12.0 13.5 13.8
≥ 1.06 34.5 33.6 28.5 ≥ 1.06 21.6 31.4 23.3
2001 < 0.94 22.9 22.8 21.0
[0.94, 0.97) 21.9 22.9 21.9
[0.97, 1.00) 22.2 23.1 22.5
[1.00, 1.03) 23.1 23.3 22.8
[1.03, 1.06) 24.1 22.9 22.6
≥ 1.06 29.1 25.4 22.4
Table B.10: 2FSV-JS Model Implied Volatility – Call Options
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Sample Moneyness Implied Vol. (%) Sample Moneyness Implied Vol. (%)
Period S-T M-T L-T S-T M-T L-T
1998 < 0.94 27.9 25.4 23.0 2002 < 0.94 34.3 29.9 24.7
[0.94, 0.97) 22.3 25.1 23.4 [0.94, 0.97) 25.5 29.0 25.4
[0.97, 1.00) 20.2 22.4 21.5 [0.97, 1.00) 24.3 25.0 24.4
[1.00, 1.03) 19.5 21.3 20.0 [1.00, 1.03) 24.9 24.5 22.7
[1.03, 1.06) 20.2 21.7 20.9 [1.03, 1.06) 26.3 25.1 23.9
≥ 1.06 18.5 21.0 21.0 ≥ 1.06 25.2 26.4 24.6
1999 < 0.94 19.2 16.1 13.4 2003 < 0.94 25.2 23.8 21.2
[0.94, 0.97) 18.3 19.3 17.1 [0.94, 0.97) 21.1 22.0 21.0
[0.97, 1.00) 19.0 18.6 17.9 [0.97, 1.00) 19.3 20.2 20.4
[1.00, 1.03) 18.9 18.7 17.6 [1.00, 1.03) 18.1 18.9 19.2
[1.03, 1.06) 18.6 18.7 18.3 [1.03, 1.06) 18.1 19.0 19.5
≥ 1.06 11.4 15.9 22.3 ≥ 1.06 14.7 17.5 19.6
2000 < 0.94 23.8 18.3 13.2 2004 < 0.94 22.1 11.7 11.0
[0.94, 0.97) 20.4 20.2 24.6 [0.94, 0.97) 13.7 13.1 11.6
[0.97, 1.00) 20.0 19.2 25.6 [0.97, 1.00) 12.8 13.3 12.0
[1.00, 1.03) 19.6 18.8 26.5 [1.00, 1.03) 12.2 12.9 11.4
[1.03, 1.06) 19.7 18.5 27.0 [1.03, 1.06) 11.5 12.8 12.1
≥ 1.06 16.0 16.7 20.5 ≥ 1.06 10.0 15.6 16.8
2001 < 0.94 28.3 26.2 23.7
[0.94, 0.97) 23.2 24.2 21.8
[0.97, 1.00) 22.6 23.4 22.1
[1.00, 1.03) 22.8 22.8 21.7
[1.03, 1.06) 23.1 22.5 21.2
≥ 1.06 22.6 22.0 21.8
Table B.11: 2FSV-JS Model Implied Volatility – Put Options
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Sample Moneyness Implied Vol. (%) Sample Moneyness Implied Vol. (%)
Period S-T M-T L-T S-T M-T L-T
1998 < 0.94 22.0 23.7 20.7 2002 < 0.94 27.9 27.1 24.8
[0.94, 0.97) 19.3 22.3 21.3 [0.94, 0.97) 24.1 25.0 25.6
[0.97, 1.00) 19.3 21.6 20.2 [0.97, 1.00) 23.8 24.9 25.3
[1.00, 1.03) 19.6 21.4 21.1 [1.00, 1.03) 25.1 25.4 26.1
[1.03, 1.06) 20.6 22.6 20.3 [1.03, 1.06) 27.1 27.1 27.3
≥ 1.06 28.8 28.4 21.2 ≥ 1.06 31.7 30.8 28.2
1999 < 0.94 16.1 18.5 18.9 2003 < 0.94 22.9 21.5 20.2
[0.94, 0.97) 18.1 19.8 20.9 [0.94, 0.97) 19.5 19.1 19.8
[0.97, 1.00) 19.1 20.0 21.7 [0.97, 1.00) 18.7 19.3 20.0
[1.00, 1.03) 19.4 20.2 21.8 [1.00, 1.03) 18.5 19.0 19.9
[1.03, 1.06) 20.0 20.0 22.6 [1.03, 1.06) 19.1 19.0 19.5
≥ 1.06 30.0 31.0 30.8 ≥ 1.06 24.7 25.9 21.5
2000 < 0.94 19.4 18.7 20.0 2004 < 0.94 12.1 12.1 10.4
[0.94, 0.97) 19.6 20.1 22.2 [0.94, 0.97) 10.5 12.7 13.6
[0.97, 1.00) 20.0 20.0 23.1 [0.97, 1.00) 12.0 13.4 14.5
[1.00, 1.03) 20.3 20.3 23.6 [1.00, 1.03) 12.1 13.5 13.9
[1.03, 1.06) 20.9 20.7 24.6 [1.03, 1.06) 12.0 13.8 13.6
≥ 1.06 34.5 32.6 28.0 ≥ 1.06 21.1 31.7 25.3
2001 < 0.94 23.2 22.9 20.8
[0.94, 0.97) 21.8 22.9 21.9
[0.97, 1.00) 22.2 23.2 22.8
[1.00, 1.03) 23.2 23.4 22.9
[1.03, 1.06) 24.2 22.9 22.6
≥ 1.06 29.0 25.3 22.0
Table B.12: 2FSV-JJ Model Implied Volatility – Call Options
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Sample Moneyness Implied Vol. (%) Sample Moneyness Implied Vol. (%)
Period S-T M-T L-T S-T M-T L-T
1998 < 0.94 29.6 24.8 22.3 2002 < 0.94 33.9 29.5 24.3
[0.94, 0.97) 22.3 25.2 23.6 [0.94, 0.97) 25.4 28.9 25.2
[0.97, 1.00) 20.2 22.4 21.4 [0.97, 1.00) 24.3 24.9 24.3
[1.00, 1.03) 19.6 21.5 19.9 [1.00, 1.03) 24.9 24.5 22.6
[1.03, 1.06) 20.3 21.9 20.9 [1.03, 1.06) 26.4 25.2 23.8
≥ 1.06 18.4 21.9 19.9 ≥ 1.06 24.6 25.6 23.7
1999 < 0.94 19.1 16.3 13.8 2003 < 0.94 25.3 23.9 20.9
[0.94, 0.97) 18.2 19.5 17.7 [0.94, 0.97) 20.9 22.1 21.1
[0.97, 1.00) 19.0 18.9 18.3 [0.97, 1.00) 19.2 20.2 20.6
[1.00, 1.03) 19.1 19.1 18.0 [1.00, 1.03) 18.1 18.9 19.3
[1.03, 1.06) 18.9 19.2 18.4 [1.03, 1.06) 18.1 19.1 19.7
≥ 1.06 11.7 15.6 20.6 ≥ 1.06 14.2 16.7 18.5
2000 < 0.94 24.0 18.5 13.9 2004 < 0.94 21.5 11.6 5.7
[0.94, 0.97) 20.3 20.5 18.2 [0.94, 0.97) 13.2 12.7 11.0
[0.97, 1.00) 20.0 19.4 18.1 [0.97, 1.00) 12.6 13.1 12.1
[1.00, 1.03) 19.7 19.1 18.3 [1.00, 1.03) 12.3 12.9 11.5
[1.03, 1.06) 19.9 18.8 19.0 [1.03, 1.06) 11.5 13.0 12.3
≥ 1.06 15.9 15.8 18.8 ≥ 1.06 13.5 14.8 15.6
2001 < 0.94 28.2 25.9 23.5
[0.94, 0.97) 23.1 24.2 22.0
[0.97, 1.00) 22.6 23.5 22.4
[1.00, 1.03) 22.9 23.0 21.9
[1.03, 1.06) 23.3 22.5 21.1
≥ 1.06 22.6 21.4 20.9
Table B.13: 2FSV-JJ Model Implied Volatility – Put Options
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Sample Moneyness Implied Vol. (%) Sample Moneyness Implied Vol. (%)
Period S-T M-T L-T S-T M-T L-T
1998 < 0.94 27.3 28.7 25.3 2002 < 0.94 29.2 29.8 28.0
[0.94, 0.97) 22.1 25.2 23.9 [0.94, 0.97) 25.7 26.5 27.0
[0.97, 1.00) 21.3 24.2 22.9 [0.97, 1.00) 25.1 26.4 26.7
[1.00, 1.03) 21.6 24.1 23.9 [1.00, 1.03) 26.3 26.9 27.3
[1.03, 1.06) 23.5 25.7 23.2 [1.03, 1.06) 28.7 28.8 28.6
≥ 1.06 28.9 31.8 23.8 ≥ 1.06 33.9 33.2 28.2
1999 < 0.94 23.7 23.7 23.6 2003 < 0.94 26.3 24.6 23.5
[0.94, 0.97) 21.3 22.8 23.2 [0.94, 0.97) 21.7 21.1 21.7
[0.97, 1.00) 21.2 22.5 23.2 [0.97, 1.00) 20.1 21.0 21.7
[1.00, 1.03) 21.4 22.7 23.4 [1.00, 1.03) 19.7 20.6 21.6
[1.03, 1.06) 22.7 22.5 23.0 [1.03, 1.06) 20.8 20.6 20.9
≥ 1.06 31.6 33.1 29.0 ≥ 1.06 25.3 27.3 21.9
2000 < 0.94 23.7 22.7 22.7 2004 < 0.94 18.0 17.5 14.1
[0.94, 0.97) 21.4 21.8 23.2 [0.94, 0.97) 14.2 15.3 15.9
[0.97, 1.00) 21.3 21.6 23.1 [0.97, 1.00) 13.7 15.4 16.0
[1.00, 1.03) 21.5 21.7 23.4 [1.00, 1.03) 13.3 15.1 15.4
[1.03, 1.06) 22.8 22.2 23.7 [1.03, 1.06) 13.9 15.1 15.1
≥ 1.06 32.3 32.2 25.8 ≥ 1.06 17.2 30.2 21.0
2001 < 0.94 25.8 26.9 24.5
[0.94, 0.97) 23.3 24.3 23.5
[0.97, 1.00) 22.4 24.5 24.0
[1.00, 1.03) 24.4 24.8 24.4
[1.03, 1.06) 25.8 24.7 24.0
≥ 1.06 30.3 27.5 23.9
Table B.14: 2FSV-JV Model Implied Volatility – Call Options
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Sample Moneyness Implied Vol. (%) Sample Moneyness Implied Vol. (%)
Period S-T M-T L-T S-T M-T L-T
1998 < 0.94 28.3 29.2 26.6 2002 < 0.94 30.8 30.8 26.9
[0.94, 0.97) 24.5 27.9 26.5 [0.94, 0.97) 26.7 30.1 27.2
[0.97, 1.00) 22.1 25.1 24.3 [0.97, 1.00) 25.5 26.4 26.1
[1.00, 1.03) 21.5 24.1 22.8 [1.00, 1.03) 26.1 26.0 24.6
[1.03, 1.06) 23.2 24.9 23.6 [1.03, 1.06) 27.0 26.8 25.7
≥ 1.06 31.9 29.8 23.0 ≥ 1.06 34.4 30.7 26.3
1999 < 0.94 22.2 21.6 17.9 2003 < 0.94 24.1 24.2 23.6
[0.94, 0.97) 21.1 22.7 20.5 [0.94, 0.97) 22.6 23.9 22.9
[0.97, 1.00) 21.1 21.7 21.0 [0.97, 1.00) 20.6 21.9 22.4
[1.00, 1.03) 21.2 21.9 20.7 [1.00, 1.03) 19.4 20.6 20.9
[1.03, 1.06) 22.2 21.2 20.9 [1.03, 1.06) 20.1 20.8 21.2
≥ 1.06 29.3 25.8 23.2 ≥ 1.06 26.8 23.6 20.7
2000 < 0.94 24.1 20.8 17.2 2004 < 0.94 19.8 15.4 13.0
[0.94, 0.97) 21.9 22.1 20.4 [0.94, 0.97) 15.6 15.3 13.9
[0.97, 1.00) 21.2 21.1 20.1 [0.97, 1.00) 14.1 15.1 14.1
[1.00, 1.03) 21.0 20.8 19.9 [1.00, 1.03) 13.4 14.6 13.4
[1.03, 1.06) 21.9 20.7 20.5 [1.03, 1.06) 14.1 14.6 13.9
≥ 1.06 27.8 23.2 20.8 ≥ 1.06 20.8 18.8 15.3
2001 < 0.94 25.8 27.0 25.6
[0.94, 0.97) 24.4 25.4 23.3
[0.97, 1.00) 23.7 24.7 23.7
[1.00, 1.03) 24.1 24.3 23.3
[1.03, 1.06) 25.0 24.2 22.7
≥ 1.06 32.2 26.6 23.4
Table B.15: 2FSV-JV Model Implied Volatility – Put Options
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Sample Moneyness Implied Vol. (%) Sample Moneyness Implied Vol. (%)
Period S-T M-T L-T S-T M-T L-T
1998 < 0.94 23.3 25.7 24.7 2002 < 0.94 27.5 29.1 28.1
[0.94, 0.97) 21.6 24.7 23.9 [0.94, 0.97) 25.4 26.2 26.9
[0.97, 1.00) 21.1 23.9 23.0 [0.97, 1.00) 24.9 26.1 26.6
[1.00, 1.03) 21.6 24.1 24.3 [1.00, 1.03) 26.3 26.8 27.3
[1.03, 1.06) 23.8 26.0 23.8 [1.03, 1.06) 28.8 28.7 28.5
≥ 1.06 28.6 32.9 25.7 ≥ 1.06 34.2 33.4 28.8
1999 < 0.94 22.4 23.6 23.6 2003 < 0.94 25.0 23.8 23.5
[0.94, 0.97) 21.0 22.5 23.1 [0.94, 0.97) 21.5 21.0 21.6
[0.97, 1.00) 21.0 22.3 23.3 [0.97, 1.00) 20.0 20.9 21.6
[1.00, 1.03) 21.4 22.6 23.6 [1.00, 1.03) 19.8 20.6 21.7
[1.03, 1.06) 22.9 22.6 23.4 [1.03, 1.06) 20.9 20.6 21.1
≥ 1.06 31.7 33.9 30.0 ≥ 1.06 25.3 27.5 22.4
2000 < 0.94 23.0 22.3 22.4 2004 < 0.94 17.7 17.1 13.6
[0.94, 0.97) 21.3 21.6 23.0 [0.94, 0.97) 13.8 15.0 15.5
[0.97, 1.00) 21.3 21.5 23.3 [0.97, 1.00) 13.5 15.2 15.8
[1.00, 1.03) 21.5 21.8 23.7 [1.00, 1.03) 13.3 15.0 15.3
[1.03, 1.06) 22.9 22.3 24.1 [1.03, 1.06) 14.1 15.3 15.3
≥ 1.06 32.2 32.7 26.5 ≥ 1.06 17.6 30.4 21.4
2001 < 0.94 24.8 25.3 24.5
[0.94, 0.97) 23.1 24.1 23.5
[0.97, 1.00) 23.2 24.3 24.1
[1.00, 1.03) 24.4 24.7 24.5
[1.03, 1.06) 25.9 24.8 24.2
≥ 1.06 30.4 27.9 24.3
Table B.16: 2FSV Model Implied Volatility – Call Options
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Sample Moneyness Implied Vol. (%) Sample Moneyness Implied Vol. (%)
Period S-T M-T L-T S-T M-T L-T
1998 < 0.94 26.6 26.8 26.1 2002 < 0.94 27.6 29.2 27.1
[0.94, 0.97) 24.3 27.4 26.3 [0.94, 0.97) 26.4 29.8 27.1
[0.97, 1.00) 21.9 24.8 24.3 [0.97, 1.00) 25.3 26.2 26.1
[1.00, 1.03) 21.6 24.1 23.0 [1.00, 1.03) 26.1 25.9 24.7
[1.03, 1.06) 23.5 25.1 24.0 [1.03, 1.06) 28.1 26.8 25.7
≥ 1.06 32.3 31.4 24.7 ≥ 1.06 34.4 31.1 26.8
1999 < 0.94 21.6 21.0 17.9 2003 < 0.94 23.0 23.1 23.6
[0.94, 0.97) 20.8 22.2 20.4 [0.94, 0.97) 22.5 23.7 22.8
[0.97, 1.00) 21.0 21.4 21.1 [0.97, 1.00) 20.5 21.8 22.3
[1.00, 1.03) 21.2 21.9 20.9 [1.00, 1.03) 19.4 20.6 21.0
[1.03, 1.06) 22.4 22.3 21.3 [1.03, 1.06) 20.2 20.9 21.3
≥ 1.06 29.5 26.7 24.8 ≥ 1.06 26.9 24.1 21.3
2000 < 0.94 22.5 20.5 16.9 2004 < 0.94 19.5 15.0 13.2
[0.94, 0.97) 21.7 21.9 20.3 [0.94, 0.97) 15.4 14.9 13.6
[0.97, 1.00) 21.2 21.0 20.2 [0.97, 1.00) 14.0 14.9 13.9
[1.00, 1.03) 21.1 20.9 20.1 [1.00, 1.03) 13.5 14.5 13.3
[1.03, 1.06) 22.0 20.9 20.8 [1.03, 1.06) 14.3 14.8 14.1
≥ 1.06 28.0 23.8 21.8 ≥ 1.06 21.1 19.2 16.1
2001 < 0.94 24.1 25.7 25.4
[0.94, 0.97) 24.2 25.2 23.3
[0.97, 1.00) 23.6 24.6 23.8
[1.00, 1.03) 24.1 24.3 23.5
[1.03, 1.06) 25.1 24.3 23.0
≥ 1.06 32.5 27.1 24.2
Table B.17: 2FSV Model Implied Volatility – Put Options
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B.7 Implied Volatility Graphs
Figure B.33: Implied Volatility Graphs 1998-2001: Short-Term Call Options
Figure B.34: Implied Volatility Graphs 2002-2004: Short-Term Call Options
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Figure B.35: Implied Volatility Graphs 1998-2001: Medium-Term Call Options
Figure B.36: Implied Volatility Graphs 2002-2004: Medium-Term Call Options
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Figure B.37: Implied Volatility Graphs 1998-2001: Long-Term Call Options
Figure B.38: Implied Volatility Graphs 2002-2004: Long-Term Call Options
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Figure B.39: Implied Volatility Graphs 1998-2001: Short-Term Put Options
Figure B.40: Implied Volatility Graphs 2002-2004: Short-Term Put Options
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Figure B.41: Implied Volatility Graphs 1998-2001: Medium-Term Put Options
Figure B.42: Implied Volatility Graphs 2002-2004: Medium-Term Put Options
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Figure B.43: Implied Volatility Graphs 1998-2001: Long-Term Put Options
Figure B.44: Implied Volatility Graphs 2002-2004: Long-Term Put Options
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B.8 Derivation of P-Measure CCFs Conditioned on Log-Index Level
Only
Recall from equation (7.3) that the CCF, conditioned on the date t log-index and vari-
ance levels, under the alternative P-measure two-factor stochastic volatility affine jump-
diffusion (2FSV-AJD-P) models presented in section 8.5 is defined as follows:
ϕP(u, (st, vt)′, t, T ) = exp[αP(τ ; u) + iust + βP(τ ; u)vt],
where βP(τ ; u) is as defined in equation (7.4); and αP(τ ; u) = αˉP(τ) + λP α˜P(τ), where
αˉP(τ) is given by equation (7.5) and α˜P(τ) is given in equation (7.6), (7.7) and (7.8) for
the 2FSV-JS-P, 2FSV-JV-P and 2FSV-JJ-P models respectively.
In order to implement the ML-CCF parameter estimation it is necessary to integrate
out the unobservable variance state variable vt from the above specified CCF, which is
again conditioned on the log-index level and variance. As noted in section 8.5, the CCF
ϕP(u, st, t, T ), conditioned on the log-index level st only, is defined as follows:
ϕP(u, st, t, T ) =
∫ ∞
0
ϕP(u, (st, vt)′, t, T )fP(vt)dvt,
where fP(vt) is the unconditional density function of vt. From this note that
ϕP(u, st, t, T ) = exp(αP(τ ; u) + iust)
∫ ∞
0
exp
[
βP(τ ; u)vt
]
fP(vt)dvt.
The development proceeds in the manner outlined by Chen and Scott [23], which derives an
expression for the unconditional expectation EP
[
eβ
P (τ ;u)vt
]
=
∫∞
0
eβ
P (τ ;u)vtfP(vt)dvt. To
this end, an expression is first found for the conditional expectation EP
[
eβ
P (τ ;u)vt+Δt|vt
]
,
where Δt > 0 denotes some discrete time-step, and then from this the unconditional ex-
pectation is obtained by letting Δt→∞.
Firstly, it is noted that under both the 2FSV-P and 2FSV-JS-P models the specification
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of the variance process is given by
dvt =κ
P
v (vˉ
P − vt)dt+√vtσv
(
ρdWP1,t +
√
1− ρ2dWP2,t
)
=κPv (vˉ
P − vt)dt+√vtσvdWPv,t,
where for notational convenience dWPv,t ≡ ρdWP1,t +
√
1− ρ2dWP2,t. From the general
transform theory outlined in chapter 6 it follows that
EP
[
eβ
P (τ ;u)vt+Δt|vt
]
= eαˆ(Δt)+βˆ(Δt)vt ,
where by definition αˆ(0) = 0 and βˆ(0) = βP(τ ; u). It follows from the standard solution
technique that the functions βˆ(Δt) and αˆ(Δt) solve the following ordinary differential
equations (ODEs) respectively:
dβˆ(Δt)
d(Δt)
=
1
2
σ2v βˆ
2(Δt)− κPv βˆ(Δt), (B.1)
dαˆ(Δt)
d(Δt)
=κPv vˉ
P βˆ(Δt). (B.2)
which may be easily solved subject to the aforementioned boundary conditions.
It is noted that the ODE specified in equation (B.1) is a special case of the Riccati-type
first order non-linear ODE, with constant complex coefficients, and so following similar
solution methods to those outlined in appendices A.1 and A.3 it can be shown that
βˆ(Δt) =
2κPv e
−κPv Δtβ(τ ; u)
2κPv − σ2vβ(τ ; u)(1− e−κPv Δt)
. (B.3)
Given the functional form for βˆ(Δt) just derived it follows that the solution to the ODE in
equation (B.2) is given by
αˆ(Δt) =
2κPv vˉ
P
σ2v
ln
[
2κPv
2κPv − σ2vβ(τ ; u)(1− e−2κPv Δt)
]
,
which follows from the boundary condition αˆ(0) = 0.
As noted earlier the unconditional expectation EP
[
eβ
P (τ ;u)vt
]
is obtained by means of
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letting Δt→∞. As Δt→∞ note that βˆ(Δt)→ 0 and
αˆ(Δt)→ 2κ
P
v vˉ
P
σ2v
ln
[
2κPv
2κPv − σ2vβ(τ ; u)
]
.
From this it therefore follows that the CCF
ϕP(u, st, t, T ) = exp
(
αP(τ ; u) + iust +
2κPv vˉ
P
σ2v
ln
[
2κPv
2κPv − σ2vβ(τ ; u)
])
.
As mentioned earlier the above functional form represents the CCF, conditioned on the
log-index level only, under both the 2FSV-P and 2FSV-JS-P model specifications.
For the case of the 2FSV-JV-P model note that the variance process is given by the
following jump-diffusion specification:
dvt = κ
P
v (vˉ
P − vt)dt+√vtσvdWPv,t + JvdZPv,t,
where the notation ZPv,t is introduced to denote a Poisson process with jump intensity pa-
rameter λP = λP,v, and the notation Jv is introduced to denote the random jump-size in
variance, which is given by an exponential distribution with mean μPv . As before, an ex-
pression for the unconditional expectation EP
[
eβ
P (τ ;u)vt
]
=
∫∞
0
eβ
P (τ ;u)vtfP(vt)dvt can be
found by first deriving an expression for the conditional expectation EP
[
eβ
P (τ ;u)vt+Δt|vt
]
.
Recall that the general form of EP
[
eβ
P (τ ;u)vt+Δt|vt
]
is given by
EP
[
eβ
P (τ ;u)vt+Δt|vt
]
= eαˆ(Δt)+βˆ(Δt)vt ,
where in this instance the functions βˆ(Δt) and αˆ(Δt) solve the following ordinary differ-
ential equations (ODEs) respectively:
dβˆ(Δt)
d(Δt)
=
1
2
σ2v βˆ
2(Δt)− κPv βˆ(Δt), (B.4)
dαˆ(Δt)
d(Δt)
=κPv vˉ
P βˆ(Δt) + λP
(
ΞP,v(βˆ(Δt)− 1
)
, (B.5)
subject to the boundary conditions αˆ(0) = 0 and βˆ(0) = βP(τ ; u). As before, the solution
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to equation (B.4) is given by
βˆ(Δt) =
2κPv e
−κPv Δtβ(τ ; u)
2κPv − σ2vβ(τ ; u)(1− e−κPv Δt)
.
With this functional form for βˆ(Δt) established it follows directly that
αˆ(Δt) =
2κPv vˉ
P
σ2v
ln
[
2κPv
2κPv − σ2vβ(τ ; u)(1− e−2κPv Δt)
]
− λPΔt+ λP
∫ Δt
0
ΞP,v(βˆ(Δϑ))d(Δϑ).
(B.6)
The functional form for αˆ(Δt) is made complete by means of deriving an expression
for the integral on the right-hand-side of equation (B.6). Note that
∫ Δt
0
ΞP,v(βˆ(Δϑ))dϑ =
∫ Δt
0
1
1− μPv βˆ(Δϑ)
d(Δϑ)
=
∫ Δt
0
2κPv − σ2vβ(τ ; u) + σ2vβ(τ ; u)e−κPv Δϑ
2κPv − σ2vβ(τ ; u) + β(τ ; u)e−κPv Δϑ(σ2v − 2μPv κPv )
d(Δϑ).
By means of a partial fraction expansion of the integrand, similar in style to that outlined
in appendices A.1 and A.3, the above integral proceeds as follows:
∫ Δt
0
2κPv − σ2vβ(τ ; u) + σ2vβ(τ ; u)e−κPv Δϑ
2κPv − σ2vβ(τ ; u) + β(τ ; u)e−κPv Δϑ(σ2v − 2μPv κPv )
d(Δϑ)
=
∫ Δt
0
(
1 +
2μPv κ
P
v β(τ ; u)
2κPv − σ2vβ(τ ; u) + β(τ ; u)(σ2v − 2μPv κPv )
)
d(Δϑ)
=Δt+
2λPμPv
2κPv μPv − σ2v
ln
[
2κPv − σ2vβP(τ ; u) + βP(τ ; u)(σ2v − 2μPv κPv )e−κPv Δt
2κPv (1− μPv βP(τ ; u))
]
.
Therefore, recall from equation B.6 that
αˆ(Δt) =
2κPv vˉ
P
σ2v
ln
[
2κPv
2κPv − σ2vβ(τ ; u)(1− e−2κPv Δt)
]
− λPΔt
+ λPΔt+ λP
2μPv
2κPv μPv − σ2v
ln
[
2κPv − σ2vβP(τ ; u) + βP(τ ; u)(σ2v − 2μPv κPv )e−κPv Δt
2κPv (1− μPv βP(τ ; u))
]
.
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The unconditional expectation EP
[
eβ
P (τ ;u)vt
]
is obtained by means of letting Δt → ∞,
and so as before it is noted that as Δt→∞, βˆ(Δt)→ 0 and
αˆ(Δt)→ 2κ
P
v vˉ
P
σ2v
ln
[
2κPv
2κPv − σ2vβ(τ ; u)
]
+ λP
2μPv
2κPv μPv − σ2v
ln
[
2κPv − σ2vβP(τ ; u)
2κPv (1− μPv βP(τ ; u))
]
.
Therefore, the CCF
ϕP(u, st, t, T ) = exp
(
αP(τ ; u) + iust +
2κPv vˉ
P
σ2v
ln
[
2κPv
2κPv − σ2vβ(τ ; u)
]
+λP
2μPv
2κPv μPv − σ2v
ln
[
2κPv − σ2vβP(τ ; u)
2κPv (1− μPv βP(τ ; u))
])
.
In a likewise manner, note that the variance process under the 2FSV-JJ-P model is given
by
dvt = κ
P
v (vˉ
P − vt)dt+√vtσvdWPv,t + Jc,vdZPc,t,
where the notation ZPc,t is introduced to denote a Poisson process with jump intensity
parameter λP = λP,c, and the notation Jc,v is introduced to denote the random jump-
size in variance, the marginal distribution of which is given by by an exponential dis-
tribution with mean μPc,v. As before, the unconditional expectation EP
[
eβ
P (τ ;u)vt
]
=∫∞
0
eβ
P (τ ;u)vtfP(vt)dvt can be found by first deriving an expression for the conditional
expectation EP
[
eβ
P (τ ;u)vt+Δt|vt
]
. The general form of EP
[
eβ
P (τ ;u)vt+Δt|vt
]
is again given
by
EP
[
eβ
P (τ ;u)vt+Δt|vt
]
= eαˆ(Δt)+βˆ(Δt)vt ,
where in this case the function βˆ(Δt) and αˆ(Δt) solve the following ordinary differential
equations (ODEs) respectively:
dβˆ(Δt)
d(Δt)
=
1
2
σ2v βˆ
2(Δt)− κPv βˆ(Δt),
dαˆ(Δt)
d(Δt)
=κPv vˉ
P βˆ(Δt) + λP(ΞP,c(0, βˆ(Δt))− 1),
subject to the boundary conditions αˆ(0) = 0 and βˆ(0) = βP(τ ; u).
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Noting that
ΞP,c(0, βˆ(Δt)) =
1
1− μPc,vβˆ(Δt)
the derivation of the functional form for EP
[
eβ
P (τ ;u)vt+Δt|vt
]
= eαˆ(Δt)+βˆ(Δt) follows in a
similar manner to that outlined above for the 2FSV-JV-P model, where it can be shown that
βˆ(Δt) =
2κPv e
−κPv Δtβ(τ ; u)
2κPv − σ2vβ(τ ; u)(1− e−κPv Δt)
,
and
αˆ(Δt) =
2κPv vˉ
P
σ2v
ln
[
2κPv
2κPv − σ2vβ(τ ; u)(1− e−2κPv Δt)
]
− λPΔt
+ λPΔt+ λP
2μPc,v
2κPv μPc,v − σ2v
ln
[
2κPv − σ2vβP(τ ; u) + βP(τ ; u)(σ2v − 2μPc,vκPv )e−κPv Δt
2κPv (1− μPc,vβP(τ ; u))
]
.
Hence, lettingΔt→∞ gives an expression for the unconditional expectationEP
[
eβ
P (τ ;u)vt
]
,
which in turn provides an analytic expression for the CCF ϕP(u, st, t, T ) as follows:
ϕP(u, st, t, T ) = exp
(
αP(τ ; u) + iust +
2κPv vˉ
P
σ2v
ln
[
2κPv
2κPv − σ2vβ(τ ; u)
]
+λP
2μPc,v
2κPv μPc,v − σ2v
ln
[
2κPv − σ2vβP(τ ; u)
2κPv (1− μPc,vβP(τ ; u))
])
.
B.9 Derivation of Loss Function Specification under NL-GLS Frame-
work
Outlined below is the nonlinear generalised least squares framework used by Bates [3] for
the parameter estimation of a range of nested diffusion/jump-diffusion models, conducted
on a dataset of Deutsche Mark currency options. For this note that the option pricing
residual of contract i at time t is defined as follows
ei,t ≡
(
O
S
)
i,t
−O
(
1, vt, Ti,t;
(
X
S
)
i,t
, θ
)
,
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where (O/S)i,t is the observed market option price/spot price ratio of contract i at time t;
O(∙) is the theoretical option price/spot price ratio given the same characteristics as contract
i at time t; vt is the instantaneous variance level at time t; Ti,t is the time-to-maturity of
contract at time t; (X/S)i,t is the strike price/spot price ratio of transaction i at time t; and
finally θ denotes the time-invariant structured parameters of the assumed underlying model.
Bates argues that the model specification error implies contemporaneous correlation and
serial correlation between option residuals of similar moneyness and maturity, and con-
temporaneous correlation between option residuals of different moneyness and maturity.
Therefore, Bates divides option residuals into 40 groups based on contract type, maturity,
and moneyness,1 under the assumption that option residuals are given by
ei,t = I,t + σIηi,t,
I,t = ρII,t−1 + vI,t,
(B.7)
where ei,t is an option pricing residual in group I , denotedGI ; vI,t is a mean-zero normally
distributed shock common to all option residuals in GI , where the conditional variance-
covariance of group shocks is given by Et−1vtv′t = Σ; ηi,t is a standard normally dis-
tributed idiosyncratic shock term to residual i at time t, which is independent of vI,t; and
ρI is the first-order serial correlation term for group I residuals.
Following the standard approach of maximum likelihood estimation, the nonlinear gen-
eralised least squares estimation procedure requires the maximisation of the following log-
likelihood loss function over the set of daily instantaneous variance {vt} and the structural
parameter vector θ,
max
{vt},θ
lnL =
1
2
Tˆ∑
t=1
[−Nt ln(2π)− ln |Ωt| − (et − Et−1et)′Ω−1t (et − Et−1et)], (B.8)
where Tˆ is the total number of days within the sample period; Nt is the total number of
1Specifically the division of option residuals into groups was made according to the following cri-
teria: (1) call or put; (2) 0-3 or 3-6 month maturities; and (3) the following moneyness ranges:
< 0.94, [0.94, 0.96), [0.96, 0.98), [0.98, 0.99), [0.99, 1), [1, 1.01), [1.01, 1.02), [1.02, 1.04), [1.04, 1.06) or ≥
1.06.
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options observed on date t; et is the vector of option residuals on date t; and Ωt is the
variance-covariance matrix of the option residuals on date t. In order to improve computa-
tional efficiency Bates [3] introduces the following orthogonalising transformation
eˉI,t =
1
NI,t
NI,t∑
i=1
ei,t, ei,t ∈ GI ,
ui,t = ei,t − eˉI,t, i = 1, . . . , NI,t − 1.
Given this transformation, the maximisation of the log-likelihood loss function given in
equation (B.8) may be rewritten as follows
max
{vt},θ
= C +
1
2
Tˆ∑
t=1
[−Nt ln(2π)− ln |Mt| − (vt − Et−1vt)′M−1t (vt − Et−1vt)], (B.9)
where
C ≡ 1
2
Tˆ∑
t=1
[ln |Mt| − ln |Ωt|] =
Tˆ∑
t=1
Gˆ∑
I=1
ln(max(NI,t,1));
v′t ≡〈eˉ′t,u′γ1,t, . . . ,uγGt ,t〉;
eˉ′t ≡〈eˉγ1,t, . . . , eˉγGt ,t〉;
u′I,t ≡〈uII,t, . . . , uINI,t−1〉;
Mt ≡Et−1(vt − Et−1vt)(vt − Et−1vt)′;
and where Gˆ = 40 is the total number of option residual groups; γ is a vector of group
indices of dimension Gt ≤ 40 specifying the option residual groups observed on date t.2
Note also that Mt is a block diagonal matrix, the inverse of which has a simple analytic
form except for the first matrix component of the diagonal. The following is a detailed
derivation of the structural forms of Et−1vt,Mt andM−1t .
As outlined above, Mt is the block diagonal variance-covariance matrix Et−1(vt −
Et−1vt)(vt − Et−1vt)′. In order to determine the structural form ofMt note again that vt
2In the notation note that γi representes the i-th element of the vector γ.
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is given by
vt =

eˉt
uγ1,t
.
.
.
uγGt ,t
 =

eˉγ1,t
.
.
.
eˉγGt ,t
uγ11,t
.
.
.
uγ1Nγ1,t−1
.
.
.
u
γGt
1,t
.
.
.
u
γGt
NγGt ,t
−1

,
where the superscripts have been introduced in order to explicitly specify the groups within
which the average deviation terms are positioned. The conditional expectation Et−1vt re-
quires the calculation of the conditional expectation
Et−1eˉI,t, I = γ1, . . . , γGt ,
and
Et−1uIi,t, i = 1, . . . , NI,t, I = γ1, . . . , γGt .
Firstly, note that
Et−1eˉI,t =
1
NI,t
NI,t∑
i=1
Et−1eIi,t.
Recall from equation (B.7) that option residuals are assumed to be given by
eIi,t = ρII,t−1 + vI,t + σIηi,t.
The above specification implicitly assumes that for each group I of option pricing residuals
observed at date t there is a corresponding observation at date t− 1, and so the conditional
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expectation Et−1eIi,t is given as follows3:
Et−1eIi,t = ρII,t−1,
given that both the group shock term vI,t and the idiosyncratic term ηi,t have zero condi-
tional expectation. Therefore, the conditional expectation of the group average is
Et−1eˉI,t =
1
NI,t
NI,t∑
i=1
ρII,t−1 = ρII,t−1. (B.10)
Given the above results, the conditional expectation Et−1uIi,t follows in a straight forward
manner as follows
Et−1uIi,t = Et−1eIi,t − Et−1eˉI,t = 0. (B.11)
Hence, given the results obtained in equations (B.10) and (B.11) the conditional expectation
of vt is given by
Et−1vt = Et−1

eˉt
uγ1,t
.
.
.
uγGt ,t
 =

ργ1γ1,t−1
.
.
.
ργGt γGt ,t−1
0
.
.
.
0
.
.
.
0
.
.
.
0

.
Prior to calculating the variance-covariance matrix Mt consider the structure of the
3In practical applications it is highly unlikely that all of the options residual groups will be observed each
day within the sample period. As a result, Bates [3] proposes the following conditional expectation
Et−1eˉI,t =
{
(ρI)
neˉI,t−n, n ≤ 4
0, n > 4
,
where n represents the number of days since the last observation of group I residuals.
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matrix Γt = (vt − Et−1vt)(vt − Et−1vt)′, which is a block matrix of dimension Nt ×Nt
as follows
(eˉt − Et−1eˉt)(eˉt − Et−1eˉt)′ (eˉt − Et−1eˉt)u′γ1,t ∙ ∙ ∙ (eˉt − Et−1eˉt)u′γGt ,t
uγ1,t(eˉt − Et−1eˉt)′ uγ1,tu′γ1,t ∙ ∙ ∙ uγ1,tu′γGt ,t
.
.
.
.
.
.
.
.
.
.
.
.
uγGt ,t(eˉt − Et−1eˉt)′ uγGt ,tu′γ1,t ∙ ∙ ∙ uγGt ,tu′γGt ,t
 .
Mt is determined by taking the conditional expectation of Γt.
Let Deˉ ≡ (eˉt − Et−1eˉt)(eˉt − Et−1eˉt)′, the first matrix on the diagonal of Γt, and note
that it is of dimension Gt ×Gt with diagonal terms of the form
(eˉI,t − Et−1eˉI,t)2, I = γ1, . . . , γGt ,
and off-diagonal terms of the form
(eˉI,t − Et−1eˉI,t)(eˉJ,t − Et−1eˉJ,t), I, J = γ1, . . . , γGt , I 6= J.
Taking the conditional expectation ofDeˉ involves taking the conditional expectation of the
diagonal and off-diagonal terms. Firstly, note that the conditional expectation of the diago-
nal term (eˉI,t − Et−1eˉI,t)2, i.e. Et−1(eˉI,t − Et−1eˉI,t)2, is simply the conditional variance of
the group I average residual. For ease of notation let V art−1(eˉI,t) ≡ Et−1(eˉI,t−Et−1eˉI,t)2.
From the properties of variances
V art−1(eˉI,t) =V art−1
 1
NI,t
NI,t∑
i=1
eIi,t

=
1
N2I,t
NI,t∑
i=1
V art−1(eIi,t) +
1
N2I,t
NI,t∑
i,j=1,i 6=j
Covt−1(eIi,t, e
I
j,t),
(B.12)
where the notation Covt−1(∙, ∙) has been introduced to denote conditional covariance. The
conditional variance of the option residual eIi,t can be determined from the specification in
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equation (B.7), that is
V art−1(eIi,t) =V art−1(ρII,t−1 + vI,t + σIηi,t)
=V art−1(vI,t) + σ2IV art−1(ηi,t)
=ΣI,I + σ
2
I ,
(B.13)
where ΣI,I is the Ith diagonal element of the group shock variance-covariance matrix Σ.
In a similar manner, the conditional covariance of the option residuals eIi,t and eIj,t can be
calculated as follows4
Covt−1(eIi,t, e
I
j,t) =Covt−1(ρII,t−1 + vI,t + σIηi,t, ρII,t−1 + vI,t + σIηj,t)
=V art−1(vI,t)
=ΣI,I ,
(B.14)
Hence, the variance of the group I average residual eˉI,t in equation (B.12) becomes
V art−1(eˉI,t) =
NI,t
N2I,t
ΣI,I +
NI,t
N2I,t
σ2I +
NI,I(NI,t − 1)
N2I,t
ΣI,I
=ΣI,I +
1
NI,t
σ2I .
(B.15)
And so the diagonal terms of the matrix Et−1Deˉ are given by
ΣII +
1
NI,t
σ2I , I = γ1, . . . , γGt . (B.16)
Next, note that the conditional expectation of the off-diagonal term of Deˉ
Et−1(eˉI,t − Et−1eˉI,t)(eˉJ,t − Et−1eˉJ,t),
is simply the conditional covariances of the group I and group J average residuals. The
conditional covariance Covt−1(eˉI,t, eˉJ,t) can be determined in a similar manner to above as
4Note that all of the following variance and covariance terms are equal to zero: V art−1(ρII,t−1);
Covt−1(ρII,t−1, vI,t); Covt−1(ρII,t−1, ηi,t); Covt−1(ρII,t−1, ηj,t); Covt−1(vI,t, ηi,t);
Covt−1(vI,t, ηj,t); and Covt−1(ηi,t, ηj,t).
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follows5
Covt−1(eˉI,t, eˉJ,t) =Covt−1
 1
NI,t
NI,t∑
i=1
eIi,t,
1
NJ,t
NJ,t∑
j=1
eJj,t

=
1
NI,tNJ,t
NI,t∑
i=1
NJ,t∑
j=1
Covt−1(eIi,t, e
J
j,t)
=
1
NI,tNJ,t
NI,t∑
i=1
NJ,t∑
j=1
Covt−1(vI,t, vJ,t)
=
1
NI,tNJ,t
NI,t∑
i=1
NJ,t∑
j=1
ΣI,J
=ΣI,J .
(B.17)
Hence, the off-diagonal terms of the matrix Et−1Deˉ are given by
ΣI,J , I, J = γ1, . . . , γGt , I 6= J. (B.18)
In summary, from the results obtained in equations (B.16) and (B.18) the structure of
Et−1Deˉ is given by
(Σγ1,γ1 +
1
Nγ1,t
σ2γ1 Σγ1,γ2 ∙ ∙ ∙ Σγ1,γGt
Σγ1,γ2 Σγ2,γ2 +
1
Nγ2,t
σ2γ2 ∙ ∙ ∙ Σγ2,γGt
.
.
.
.
.
.
.
.
.
.
.
.
Σγ1,γGt Σγ2,γGt ∙ ∙ ∙ ΣγGt ,γGt + 1NγGt ,tσ
2
γGt
 .
For the remainder of the matrices on the diagonal of Γt, let DuI ≡ uI,tu′I,t, I =
γ1, . . . , γGt , where DuI is of dimension (NI,t − 1) × (NI,t − 1). The diagonal terms of
DuI are of the form (uIi,t)2, i = 1, . . . NI,t − 1, and the off-diagonal terms are of the form
5From the definition of eIi,t and eJj,t note that Covt−1(eIi,t, eJj,t) is given by
Covt−1(ρII,t−1 + vI,t + σIηIi,t, ρJJ,t−1 + vJ,t + σJη
I
j,t)
=Covt−1(vI,t, vJ,t) = ΣI,J
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uii,tu
I
j,t, i, j = 1, . . . NI,t, i 6= j. Similar to before, taking the conditional expectation of
DuI involves taking the conditional expectation of the diagonal and off-diagonal terms.
Firstly, note that Et−1(uIi,t)2, is the variance of the ith group average deviation in group I .
Recalling that uIi,t = eIi,t − eˉI,t, the conditional variance term above proceeds as follows
V art−1(uIi,t) =V art−1(e
I
i,t − eˉI,t)
=V art−1(eIi,t) + V art−1(eˉI,t)− 2Covt−1(eIi,t, eˉI,t).
The first two variance terms have already been determined in equation (B.13) and equation
(B.15) respectively, that is
V art−1(eIi,t) = ΣI,I + σ
2
I ,
and
V art−1(eˉI,t) = ΣI,I +
1
NI,t
σ2I .
For the conditional covariance term note that
Covt−1
eIi,t, 1NI,t
NI,t∑
j=1
eIj,t

=
1
NI,t
[Covt−1(eIi,t, e
I
1,t) + ∙ ∙ ∙+ V art−1(eIi,t) + ∙ ∙ ∙+ Covt−1(eIi,t, eINI,t,t)]
=
1
NI,t
[ΣI,I + ∙ ∙ ∙+ (ΣI,I + σ2I ) + ∙ ∙ ∙+ ΣI,I ]
=ΣI,I +
1
NI,t
σ2I , (B.19)
where Covt−1(eIi,t, eIj,t) is as given in equation (B.14). Therefore,
V art−1(uIi,t) = (ΣI,I + σ
2
I ) + (ΣI,I +
1
NI,t
σ2I )− 2(ΣI,I +
1
NI,t
σ2I )
=
NI,t − 1
NI,t
σ2I .
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And so the diagonal terms of the matrix Et−1DuI are given by
NI,t − 1
NI,t
σ2I . (B.20)
Next, note that the conditional expectation of the off-diagonal term uIi,tuIj,t of DuI , i.e.
Et−1uIi,tuIj,t is the covariance of the ith and jth group average deviations in group I . As
before, given that uIi,t = eIi,t − eˉI,t and uIj,t = eIj,t − eˉI,t the conditional covariance term
above proceeds in the following manner
Covt−1(eIi,t − eˉI,t, eIj,t − eˉI,t)
=Covt−1(eIi,t, e
I
j,t)− Covt−1(eIi,t, eˉI,t)− Covt−1(eˉI,t, eIj,t) + V art−1(eˉI,t)
=ΣI,I − (ΣI,I + 1
NI,t
σ2I )− (ΣI,I +
1
NI,t
σ2I ) + (ΣI,I +
1
NI,t
σ2I )
= − 1
NI,t
σ2I ,
where Covt−1(eIi,t, eIj,t) is given by equation (B.14); Covt−1(eIi,t, eˉI,t) is given by equation
(B.19); and V art−1(eˉI,t) is given by equation (B.15). Hence, the off-diagonal terms of the
matrix Et−1DuI are given by
− 1
NI,t
σ2I . (B.21)
In summary, from the results obtained in equation (B.20) and equation (B.21) the struc-
ture of Et−1DuI is given by
NI,t−1
NI,t
σ2I − 1NI,tσ2I ∙ ∙ ∙ − 1NI,tσ2I
− 1
NI,t
σ2I
NI,t−1
NI,t
σ2I ∙ ∙ ∙ − 1NI,tσ2I
.
.
.
.
.
.
.
.
.
.
.
.
− 1
NI,t
σ2I − 1NI,tσ2I ∙ ∙ ∙
NI,t−1
NI,t
σ2I
 ,
which is again of dimension (NI,t − 1)× (NI,t − 1).
So far it has been shown that Γt is a block matrix with diagonal components given by
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Deˉ, Duγ1 , . . . , DuγGt
. Consider now the off-diagonal components of the matrix Γt, and let
DeˉuI ≡ (eˉt − Et−1eˉt)u′I,t,
DuI eˉ ≡ uI,t(eˉt − Et−1eˉt)′,
and
DuIuJ ≡ uI,tu′J,t,
for I, J = γ1, . . . , γGt . It will be shown in the following development that the matrices
Et−1DeˉuI and Et−1DuIuJ are zero matrices, where it follows that Et−1DuI eˉ is also a zero
matrix given that DeˉuI = DuI eˉ.
Consider first the matrixDeˉuI which is of dimension Gt× (NI,t− 1), and has elements
of the form
(eˉJ,t − Et−1eˉJ,t)uIi,t, i = 1, . . . , NI,t − 1.
For the case of J = I , note that the conditional expectation of the above product proceeds
as follows
Et−1(eˉI,t − Et−1eˉI,t)uii,t =Covt−1(eˉI,t, uIi,t)
=Covt−1(eˉI,t, eIi,t)− V art−1(eˉI,t)
=ΣI,I +
1
NI,t
σ2I − (ΣI,I +
1
NI,t
σ2I )
= 0.
The results for Covt−1(eˉI,t, eIi,t) and V art−1(eˉI,t) come from equation (B.19) and equation
(B.15) respectively. For the case of J 6= I ,
Et−1(eˉJ,t − Et−1eˉJ,t)uii,t =Covt−1(eˉJ,t, uIi,t)
=Covt−1(eˉJ,t, eIi,t)− Covt−1(eˉJ,t, eˉI,t)
=
1
NJ,t
NJ,t∑
j=1
[Covt−1(eIj,t, e
I
i,t)− Covt−1(eˉJ,t, eˉI,t)]
=ΣI,J − ΣI,J = 0,
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where the results for Covt−1(eˉJ,t, eˉI,t) and Covt−1(eIj,t, eIi,t) follow from that the develop-
ment of equation (B.17). And so in summary it has been shown that the matrix Et−1DeˉuI ≡
0. As stated before DuI eˉ ≡ DeˉuI , which is a matrix of dimension (NI,t − 1) × Gt, and so
it follows directly that Et−1DuI eˉ ≡ 0.
Finally it remains to consider the matrixDuIuJ which is an (NI,t− 1)× (NJ,t− 1) with
elements of the form
uIi,tu
I
j,t, i = 1, . . . , NI,t − 1, j = 1, . . . , NJ,t − 1.
Taking the conditional expectation of the above expression leads to the following result6
Et−1(uIi,tuIj,t) =Covt−1(uIi,t, uIj,t)
=Covt−1(eIi,t − eˉI,t, eIj,t − eˉJ,t)
=Covt−1(eIi,t, e
J
j,t)− Covt−1(eIi,t, eˉJ,t)− Covt−1(eˉI,t, eJj,t)− Covt−1(eˉI,t, eˉJ,t)
=ΣI,J − ΣI,j − ΣI,J + ΣI,J = 0.
And so it has been confirmed that the matrix Et−1DuIuJ ≡ 0.
By way of an overall summary note that the above development the structure of the
block matrix Γt is given by 
Deˉ Deˉu1 ∙ ∙ ∙ DeˉuGt
Du1eˉ Du1 ∙ ∙ ∙ Du1uGt
.
.
.
.
.
.
.
.
.
.
.
.
DuGt eˉ DuGtu1 ∙ ∙ ∙ DuGt
 ,
6For this note that
Covt−1(eIi,t, eˉJ,t) =
1
NJ,t
NJ,t∑
j=1
Cov(eIi,t, e
J
j,t) = ΣI,J ,
and
Covt−1(eIj,t, eˉI,t) =
1
NI,t
NI,t∑
i=1
Cov(eIj,t, e
J
i,t) = ΣI,J .
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and that the matrixMt is block diagonal, defined as follows:
Et−1Deˉ Du1 0 ∙ ∙ ∙ 0
0 Et−1Duγ1 ∙ ∙ ∙ 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 ∙ ∙ ∙ Et−1DuγGt
 ,
where for the off-diagonal components the common notation 0 has been used to denote the
zero matrices of differing dimensions.
In conclusion, it is important to note that the inverse matrixM−1t has a simple analytical
form except for the first component of the diagonal. Specifically,
M−1t =

(Et−1Deˉ)−1 0 ∙ ∙ ∙ 0
0 (Et−1Duγ1 )
−1 ∙ ∙ ∙ 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 ∙ ∙ ∙ (Et−1DuγGt )
−1
 ,
where the inverse operations (Et−1Duγ1 )
−1, . . . , (Et−1DuγGt )
−1 lead to tractable matrix
structures. Specifically, it can be shown that the structure of the inverse matrix (Et−1DuI )−1
is given by7 
2/σ2I 1/σ
2
I ∙ ∙ ∙ 1/σ2I
1/σ2I 2/σ
2
I ∙ ∙ ∙ 1/σ2I
.
.
.
.
.
.
.
.
.
.
.
.
1/σ2I 1/σ
2
I ∙ ∙ ∙ 2/σ2I
 ,
which is of dimension (NI,t − 1)× (NI,t − 1).
7The given structure of (Et−1DuI )−1 can be shown to hold analytically, with increasing complexity as
the dimension of the matrix Et−1DuI increases. However, it can easily be shown numerically that the given
structure of (Et−1DuI )−1 holds for any general (NI,t − 1)× (NI,t − 1) matrix Et−1DuI .
250
Appendix C
Supporting Material: Chapter 8
C.1 Derivation of Jump Transform for 3FSV-JJJ Model
Note that
Ξc(g1, g2, gv) =EQt [eg1J1+g2J2+gvJv ]
=
∫ ∞
0
∫ ∞
−∞
∫ ∞
−∞
eg1j1+g2j2+gvjvf(j1, j2, jv)dj1dj2djv,
for g1, g2, gv ∈ C and f(j1, j2, jv) the joint density function as specified in equation (8.55).
Rewriting gives
Ξc(g1, g2, gv) =
∫ ∞
0
egvjvf(jv)
∫ ∞
−∞
eg1j1+g2j2f(j1, j2|jv)dj1dj2djv,
where for notational convenience the following definitions have been introduced
f(jv) ≡ 1
μJv
exp
[
− jv
μJv
]
,
and
f(j1, j2|jv) ≡ 1
2πσJ1σJ2
exp
{
−1
2
[(
j1 − (μJ1 + ρ∗1jv)
σJ1
)2
+
(
j2 − (μJ2 + ρ∗2jv)
σJ2
)2]}
.
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Take first the inner double integral∫ ∞
−∞
eg1j1+g2j2f(j1, j2|jv)dj1dj2 (C.1)
and rewrite the integrand in the following way
eg1j1+g2j2f(j1, j2|jv) = eg1j1+g2j2 1
2πσJ1σJ2
exp
{
−1
2
[(
j1 − μˆ1
σJ1
)2
+
(
j2 − μˆ2
σJ2
)2]}
,
where μˆ1 ≡ μJ1 + ρ∗1jv and μˆ2 ≡ μJ2 + ρ∗2jv. Now note the following simplification of the
index to the exponential function:
− 1
2
[(
j1 − μˆ1
σJ1
)2
+
(
j2 − μˆ2
σJ2
)2
− 2g1j1 − 2g2j2
]
= − 1
2
[(
j1 − (μˆJ1 + g1σ2J1)
σJ1
)2
− g
2
1σ
4
J1
+ 2μˆ1g1σ
2
J1
σ2J1
+
(
j2 − (μˆJ2 + g2σ2J2)
σJ2
)2
− g
2
2σ
4
J2
+ 2μˆ2g2σ
2
J2
σ2J2
]
= − 1
2
[(
j1 − μ˜1
σJ1
)2
+
(
j2 − μ˜2
σJ2
)2
− (g21σ2J1 + 2μˆ1g1)− (g22σ2J2 + 2μˆ2g2)
]
where μ˜1 ≡ μˆ1 + g1σ2J1 and μ˜2 ≡ μˆ2 + g2σ2J2 . Therefore, the double integral in equation
(C.1) becomes
exp
[
1
2
(
(g21σ
2
J1
+ 2μˆ1g1) + (g
2
2σ
2
J2
+ 2μˆ2g2)
)]
×
∫ ∞
−∞
∫ ∞
−∞
1
2πσJ1σJ2
exp
{
−1
2
[(
j1 − μ˜1
σJ1
)2
+
(
j2 − μ˜2
σJ2
)2]}
dj1dj2
= exp
[
1
2
(
(g21σ
2
J1
+ 2μˆ1g1) + (g
2
2σ
2
J2
+ 2μˆ2g2)
)]
= exp[jv(ρ∗1g1 + ρ∗2g2)]exp
[
1
2
(g21σ
2
J1
+ 2(μJ1g1 + μJ1g2) + g
2
2σ
2
J2
)
]
.
C.2 Derivation of CCFs for Various 3FSV-AJD Models 252
Therefore, with the above result, note that the transform Ξc(g1, g2, gv) proceeds giving
Ξc(g1, g2, gv)
= exp
[
1
2
(g21σ
2
J1
+ 2(μJ1g1 + μJ1g2) + g
2
2σ
2
J2
)
]
×
∫ ∞
0
ejv(gv+ρ
∗
1g1+ρ
∗
2g2)
1
μJv
exp
[
− jv
μJv
]
djv
= exp
[
1
2
(g21σ
2
J1
+ 2(μJ1g1 + μJ1g2) + g
2
2σ
2
J2
)
]
×
∫ ∞
0
1
μJv
exp
[
−jv(1− gvμJv − ρ
∗
1g1μJv − ρ∗2g2μJv)
μJv
]
djv
=
exp
[
1
2
(g21σ
2
J1
+ 2(μJ1g1 + μJ1g2) + g
2
2σ
2
J2
)
]
1− gvμJv − ρ∗1g1μJv − ρ∗2g2μJv
×
∫ ∞
0
1− gvμJv − ρ∗1g1μJv − ρ∗2g2μJv
μJv
exp
[
−jv(1− gvμJv − ρ
∗
1g1μJv − ρ∗2g2μJv)
μJv
]
djv
=
exp
[
g1μJv + g2μJv +
1
2
(g21σ
2
J1
+ g22σ
2
J2
)
]
1− gvμJv − ρ∗1g1μJv − ρ∗2g2μJv
.
C.2 Derivation of CCFs for Various 3FSV-AJD Models
To begin, the CCF for the 3FSV model presented by Dempster and Hong [33] will be de-
rived from first-principles as described in Heston [35] adn Bates [3]. Under the assumption
of a risk-neutral measure Q recall from equation (8.48) that the 3FSV model is described
by the following stochastic processes for the log-asset prices and volatility:
ds1,t =(r − δ1 − 1
2
σ21vt)dt+ σ1
√
vtdW
Q
1,t,
ds2,t =(r − δ2 − 1
2
σ22vt)dt+ σ2
√
vtdW
Q
2,t,
dvt =κv(vˉ − vt)dt+ σv√vtdWQv,t,
where s1,t ≡ ln(S1,t), s2,t ≡ ln(S2,t), and
EQt [dWQ1,tdWQ2,t] = ρ1,2dt, EQt [dWQ1,tdWQv,t] = ρ1,vdt, EQt [dWQ2,tdWQv,t] = ρ2,vdt.
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Define now the CCF ϕQ(u1, u2; s1,t, s2,t, vt, t) as follows:
ϕQ(u1, u2; s1,t, s2,t, vt, t) ≡ EQt
[
eiu1s1,T+iu2s2,T
]
.
For ease of notation let ϕQ ≡ ϕQ(u1, u2; s1,t, s2,t, vt, t) and note that according to Ito’s
lemma
dϕQ =
[
1
2
σ21vt
∂2ϕQ
∂s21,t
+
1
2
σ22vt
∂2ϕQ
∂s22,t
+
1
2
σ2vvt
∂2ϕQ
∂v2t
+ ρ1,2σ1σ2vt
∂2ϕQ
∂s1,t∂s2,t
+ρ1,vσ1σvvt
∂2ϕQ
∂s1,t∂vt
++ρ2,vσ2σvvt
∂2ϕQ
∂s2,t∂vt
+
(
r − δ1 − 1
2
σ21vt
)
∂ϕQ
∂s1,t
+
(
r − δ2 − 1
2
σ22vt
)
∂ϕQ
∂s2,t
+ κv(vˉ − vt)∂ϕ
Q
∂vt
+
∂ϕQ
∂t
]
dt
+ σ1
√
vt
∂ϕQ
∂s1,t
dWQ1,t + σ2
√
vt
∂ϕQ
∂s2,t
dWQ2,t + σv
√
vt
∂ϕQ
∂vt
dWQv,t.
From the property of iterated expectations it is known that the CCF ϕQ is a martingale
and so EQt [dϕQ] = 0, which implies that ϕQ must satisfy the following partial differential
equation:
1
2
σ21vt
∂2ϕQ
∂s21,t
+
1
2
σ22vt
∂2ϕQ
∂s22,t
+
1
2
σ2vvt
∂2ϕQ
∂v2t
+ ρ1,2σ1σ2vt
∂2ϕQ
∂s1,t∂s2,t
+ ρ1,vσ1σvvt
∂2ϕQ
∂s1,t∂vt
++ρ2,vσ2σvvt
∂2ϕQ
∂s2,t∂vt
+
(
r − δ1 − 1
2
σ21vt
)
∂ϕQ
∂s1,t
+
(
r − δ2 − 1
2
σ22vt
)
∂ϕQ
∂s2,t
+ κv(vˉ − vt)∂ϕ
Q
∂vt
+
∂ϕQ
∂t
= 0. (C.2)
The general exponential affine functional form of the CCF is given by
ϕQ = ϕQ(u1, u2; s1,t, s2,t, vt, t = exp[α(τ) + iu1s1,t + iu2s2,t + β(τ)vt], (C.3)
where τ ≡ T − t. Substitution of this functional form for ϕQ into equation (C.2) yields the
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following two ODEs in α(τ) and β(τ):
dβ(τ)
dt
+
1
2
σ2vD
2(τ)− γD(τ) + ζ = 0, (C.4)
dα(τ)
dt
+ (r − δ1)iu1 + (r − δ2)iu2 + κvvˉβ(τ) = 0. (C.5)
where γ ≡ κv − i(u1ρ1,vσ1 + u2ρ2,vσ2)σv and ζ ≡ −12 [u21σ21 + u22σ22 + 2ρ1,2u1u2σ1σ2 +
i(u1σ21 + u2σ22)]. The ODEs given in equations (C.4) and (C.5) can be solved for α(τ) and
β(τ) subject to the terminal conditions α(τ) = 0 and β(τ) = 0.
Note first that the ODEs given in equations (C.4) and (C.5) can be equivalently ex-
pressed in terms of the time-to-maturity τ ≡ T − t as follows:
dβ(τ)
dτ
=
1
2
σ2vβ
2(τ)− γβ(τ) + ζ, (C.6)
dα(τ)
dτ
=(r − δ1)iu1 + (r − δ2)iu2 + κvvˉβ(τ). (C.7)
where according to the chain rule dβ(τ)/dt = −dβ(τ)/dτ and dα(τ)/dt = −dα(τ)/dτ .
The solution of equation (C.6) follows from the observation that this equation is a
Riccati-type first order non-linear ODE, with complex constant coefficients. Following
a similar approach to those detailed in appendicies A.1 and A.3 it can be show that the
solution to this equation is
β(τ) =
2ζ(1− e−θτ )
2θ − (−γ + θ)(1− e−θτ ) , (C.8)
where θ ≡√γ2 + 2σ2vζ .
With this functional form for β(τ) established, a similar approach again to those de-
tailed in appendicices A.1 and A.3 can be used to solve for α(τ) according to the ODE
specification in equation (C.7). This gives,
α(τ) = (r−δ1)iu1τ+(r−δ2)iu2τ−κvvˉ
σ2v
(
2 ln
[
2θ − (−γ + θ)(1− e−θτ )
2θ
]
+ (−γ + θ)τ
)
.
(C.9)
In a similar manner to the development above, it can be shown that under the 3FSV-JV
Appendix C. Supporting Material: Chapter 8 255
model in equation (8.51) the CCF ϕQ satisfies the following partial differential-difference
equation (PDDE):
1
2
σ21vt
∂2ϕQ
∂s21,t
+
1
2
σ22vt
∂2ϕQ
∂s22,t
+
1
2
σ2vvt
∂2ϕQ
∂v2t
+ ρ1,2σ1σ2vt
∂2ϕQ
∂s1,t∂s2,t
+ ρ1,vσ1σvvt
∂2ϕQ
∂s1,t∂vt
+ ρ2,vσ2σvvt
∂2ϕQ
∂s2,t∂vt
+
(
r − δ1 − 1
2
σ21vt
)
∂ϕQ
∂s1,t
+
(
r − δ2 − 1
2
σ22vt
)
∂ϕQ
∂s2,t
+ κv(vˉ − vt)∂ϕ
Q
∂vt
+
∂ϕQ
∂t
+ λEQt [ϕQ(s1,t, s2,t, vt + Jv, t)− ϕQ(s1,t, s2,t, vt, t)] = 0.
Substitution of the functional form for ϕQ specified in equation (C.3) into the above PDDE
specification leads to a system of ODEs given by equation (C.4), in terms of β(τ), and the
following ODE, in terms of α(τ):
dα(τ)
dt
+ (r − δ1)iu1 + (r − δ2)iu2 + κvvˉβ(τ)− λ+ λΞv(β(τ)) = 0, (C.10)
where Ξv(β(τ)) = EQt [eβ(τ)Jv ] = 11−μJvβ(τ) . It follows directly from the development of
the CCF for the 3FSV model that
β(τ) =
2ζ(1− e−θτ )
2θ − (−γ + θ)(1− e−θτ ) . (C.11)
Therefore, using a similar solution methodology to that outlined in appendix A.3 the ODE
in equation (C.10) can be solved to give
α(τ) = αˉv(τ) + λα˜v(τ), (C.12)
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where
αˉv(τ) ≡ (r − δ1)iu1τ + (r − δ2)iu2τ − κvvˉ
σ2v
(
2 ln
[
2θ − (−γ + θ)(1− e−θτ )
2θ
]
+ (−γ + θ)τ
)
− λτ,
α˜v(τ) ≡
∫ τ
0
Ξv(β(ϑ))dϑ
=
∫ τ
0
(γ + θ) + (−γ + θ)(1− e−θϑ)
(γ + θ − μJv2ζ)(−γ + θ + μJv2ζ)e−θϑ
dϑ
=
γ + θ
γ + θ − μJv2ζ
τ +
4μJvζ
θ2 − (γ − μJv2ζ)2
ln
[
1− (−γ + θ + μJv2ζ)(1− e
−θτ )
2θ
]
.
In the case of the 3FSV-JJS model as described in equation (8.52) note that the CCF
ϕQ satisfies the following PDDE:
1
2
σ21vt
∂2ϕQ
∂s21,t
+
1
2
σ22vt
∂2ϕQ
∂s22,t
+
1
2
σ2vvt
∂2ϕQ
∂v2t
+ ρ1,2σ1σ2vt
∂2ϕQ
∂s1,t∂s2,t
+ ρ1,vσ1σvvt
∂2ϕQ
∂s1,t∂vt
++ρ2,vσ2σvvt
∂2ϕQ
∂s2,t∂vt
+
(
r − δ1 − 1
2
σ21vt − λξs1
)
∂ϕQ
∂s1,t
+
(
r − δ2 − 1
2
σ22vt − λξs2
)
∂ϕQ
∂s2,t
+ κv(vˉ − vt)∂ϕ
Q
∂vt
+
∂ϕQ
∂t
+ λEQt [ϕQ(s1,t + J1, s2,t + J2, vt, t)− ϕQ(s1,t, s2,t, vt, t)] = 0.
With the substitution of the functional form for ϕQ as specified in equation (C.3) into
the above PDDE note that the function β(τ) can be shown to solve the ODE specified in
equation (C.4) and the function α(τ) can be shown to solve the following ODE:
dα(τ)
dt
+(r−δ1−λξs1)iu1+(r−δ2−λξs2)iu2+κvvˉβ(τ)−λ+λΞs(iu1, iu2) = 0, (C.13)
where
Ξs(iu1, iu2) = EQt
[
eiu1J1+iu2J2
]
= exp
[
iu1μJ1 + iu2μJ2 −
1
2
(u21σ
2
J1
+ 2u1u2ρJ1,J2σJ1σJ2 + u
2
2σ
2
J2
)
]
.
Given the functional form for β(τ) as defined in equation (C.11) it follows that the
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solution to the ODE in equation (C.13) is given by
α(τ) = αˉs(τ) + λα˜s(τ), (C.14)
where
αˉs(τ) ≡ (r − δ1 − λξs1)iu1τ + (r − δ2 − λξs2)iu2τ
− κvvˉ
σ2v
(
2 ln
[
2θ − (−γ + θ)(1− e−θτ )
2θ
]
+ (−γ + θ)τ
)
− λτ,
α˜s(τ) ≡
∫ τ
0
Ξs(iu1, iu2)dϑ
= exp
[
iu1μJ1 + iu2μJ2 −
1
2
(u21σ
2
J1
+ 2u1u2ρJ1,J2σJ1σJ2 + u
2
2σ
2
J2
)
]
τ.
And finally, for the 3FSV-JJJ model, the dynamics of which are given by equation
(8.54), note that the CCF ϕQ in this instance satisfies the following PDDE specification:
1
2
σ21vt
∂2ϕQ
∂s21,t
+
1
2
σ22vt
∂2ϕQ
∂s22,t
+
1
2
σ2vvt
∂2ϕQ
∂v2t
+ ρ1,2σ1σ2vt
∂2ϕQ
∂s1,t∂s2,t
+ ρ1,vσ1σvvt
∂2ϕQ
∂s1,t∂vt
+ ρ2,vσ2σvvt
∂2ϕQ
∂s2,t∂vt
+
(
r − δ1 − 1
2
σ21vt − λξc1
)
∂ϕQ
∂s1,t
+
(
r − δ2 − 1
2
σ22vt − λξc2
)
∂ϕQ
∂s2,t
+ κv(vˉ − vt)∂ϕ
Q
∂vt
+
∂ϕQ
∂t
+ λEQt [ϕQ(s1,t + J1, s2,t + J2, vt + Jv, t)− ϕQ(s1,t, s2,t, vt, t)] = 0.
Substitution of the functional form for the CCF ϕQ defined in equation (C.3) into the above
PDDE leads to a system of ODEs defined by equation (C.4), in terms of β(τ), and the
following ODE, in terms of α(τ):
dα(τ)
dt
+ (r− δ1 − λξc1)iu1 + (r− δ2 − λξc2)iu2 + κvvˉβ(τ)− λ+ λΞc(iu1, iu2, β(τ)) = 0,
where
Ξc(iu1, iu2, β(τ)) = EQt
[
eiu1J1+iu2J2+β(τ)Jv
]
=
exp
[
iu1μJ1 + iu2μJ2 − 12(u21σ2J1 + u22σ2J2)
]
1− β(τ)μJv − ρ∗1iu1μJv − ρ∗2iu2μJv
.
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As before, note first that the solution for β(τ) is as given in equation (C.11) and hence, it
follows form this that
α(τ) = αˉc(τ) + λα˜c(τ), (C.15)
where
αˉc(τ) ≡ (r − δ1 − λξc1)iu1τ + (r − δ2 − λξc2)iu2τ
− κvvˉ
σ2v
(
2 ln
[
2θ − (−γ + θ)(1− e−θτ )
2θ
]
+ (−γ + θ)τ
)
− λτ
α˜c(τ) ≡
∫ τ
0
Ξc(iu1, iu2, β(ϑ))dϑ
= exp[iu1μJ1 + iu2μJ2 −
1
2
(u21σ
2
J1
+ u22σ
2
J2
)]
×
{
γ + θ
(γ + θ)$ − μJv2ζ
τ +
4μJvζ
(θ$)2 − (γ$ − μJv2ζ)2
× ln
[
1− ((θ − γ)$ + μJv2ζ)(1− e
−θτ )
2θ$
]}
,
and where $ ≡ 1− ρ∗1iu1u2 − ρ∗2iu2μJv .
C.3 Two-colour Rainbow Option Prices: Alternative FFT and MCS
Methodologies
In generating the results reported in tables C.1-C.5 below the following model parameters
common to each model type were used: s1,t = ln(96); s2,t = ln(100); δ1 = 0.05; δ2 =
0.05; σ1 = 0.1; σ2 = 0.2; ρ = 0.5; ρ1 = 0.25; ρ2 = −0.5; vt = 0.04; κv = 1; vˉ = 0.04;
σv = 0.3; r = 0.1; τ = 1. For the 3FSV-JV model the following jump parameters were
assumed: λ = 0.2; μJv = 0.01. For the 3FSV-JJS model the following jump parameters
were assumed: λ = 0.2; μJ1 = 0.1; μJ2 = 0.3; σJ1 = 0.01; σJ2 = 0.02; ρJ1,J2 = 0.25.
And finally for the 3FSV-JJJ model the following jump parameters were assumed: λ = 0.2;
μJ1 = 0.1; μJ2 = 0.3; μJv = 0.01; σJ1 = 0.01; σJ2 = 0.02; ρ
∗
1 = −0.2; ρ∗2 = −0.3.
For the Monte Carlo simulation implementations note that the results are provided
for M = 80, 000 and M = 100, 000 simulations, with N = 100 time steps for each
simulation. For the implementations with eighty thousand simulations the following are
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the ranges within which the recorded standard errors lie, according to model type: i)
3FSV; [0.0138, 0.0264]; 3FSV-JV: [0.0140, 0.0268]; 3FSV-JJS: [0.0208, 0.0287]; 3FSV-JJJ:
[0.0050, 0.0493]. For the implementations with one hundred thousand simulations the fol-
lowing are the ranges within which the recorded standard errors lie, according to model
type: i) 3FSV: [0.0124, 0.0237]; 3FSV-JV: [0.0124, 0.0237]; 3FSV-JJS: [0.0187, 0.0264];
3FSV-JJJ: [0.0044, 0.0442].
3FSV 3FSV-JV
FFT MC simulations FFT MC simulations
K N = 210 M = 80, 000 M = 100, 000 N = 210 M = 80, 000 M = 100, 000
3.6 3.6945 3.6724 3.6941 3.7214 3.7365 3.7211
3.8 3.5849 3.5627 3.5841 3.6114 3.6263 3.6117
4.0 3.4751 3.4545 3.4756 3.5030 3.5176 3.5037
4.2 3.3478 3.3478 3.3685 3.3975 3.4105 3.3972
4.4 3.2635 3.2427 3.2630 3.2928 3.3049 3.2922
3FSV-JJS 3FSV-JJJ
FFT MC simulations FFT MC simulations
K N = 210 M = 80, 000 M = 100, 000 N = 210 M = 80, 000 M = 100, 000
3.6 3.8328 3.7603 3.8327 0.7216 0.7326 0.7211
3.8 3.7552 3.6831 3.7555 0.6742 0.6860 0.6746
4.0 3.6803 3.6080 3.6804 0.6306 0.6414 0.6301
4.2 3.6078 3.5349 3.6074 0.5874 0.5987 0.5876
4.4 3.5367 3.4639 3.5364 0.5479 0.5580 0.5470
Table C.1: Call Spread Option Prices: FFT and MC Simulation
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3FSV 3FSV-JV
FFT MC simulations FFT MC simulations
K N = 210 M = 80, 000 M = 100, 000 N = 210 M = 80, 000 M = 100, 000
3.6 3.1105 3.1268 3.1104 3.1599 3.1314 3.1591
3.8 3.1817 3.1981 3.1814 3.2305 3.2022 3.2306
4.0 3.2537 3.2709 3.2539 3.3030 3.2745 3.3036
4.2 3.3271 3.3451 3.3278 3.3782 3.3483 3.3780
4.4 3.4035 3.4209 3.4033 3.4541 3.4237 3.4540
3FSV-JJS 3FSV-JJJ
FFT MC simulations FFT MC simulations
K N = 210 M = 80, 000 M = 100, 000 N = 210 M = 80, 000 M = 100, 000
3.6 3.9404 3.9291 3.9402 9.8020 9.7674 9.8021
3.8 4.0441 4.0329 4.0440 9.9365 9.9018 9.9366
4.0 4.1499 4.1388 4.1498 10.0737 10.0380 10.0730
4.2 4.2570 4.2466 4.2577 10.2123 10.1760 10.2120
4.4 4.3671 4.3566 4.3677 10.3527 10.3170 10.3520
Table C.2: Put Spread Option Prices: FFT and MC Simulation
3FSV 3FSV-JV
FFT MC simulations FFT MC simulations
K N = 210 M = 80, 000 M = 100, 000 N = 210 M = 80, 000 M = 100, 000
97.6 9.4984 9.4588 9.4985 9.4849 9.5337 9.4846
97.8 9.3408 9.3012 9.3406 9.3275 9.3761 9.3272
98.0 9.1834 9.1444 9.1836 9.1702 9.2194 9.1707
98.2 9.0275 8.9885 9.0274 9.0152 9.0635 9.0150
98.4 8.8722 8.8334 8.8721 8.8608 8.9084 8.8601
3FSV-JJS 3FSV-JJJ
FFT MC simulations FFT MC simulations
K N = 210 M = 80, 000 M = 100, 000 N = 210 M = 80, 000 M = 100, 000
97.6 2.8023 2.7033 2.8025 2.7954 2.7824 2.7950
97.8 2.7676 2.6688 2.7685 2.7615 2.7485 2.7610
98.0 2.7328 2.6346 2.7327 2.7270 2.7150 2.7274
98.2 2.6981 2.6007 2.6983 2.6944 2.6818 2.6941
98.4 2.6644 2.5671 2.6642 2.6613 2.6489 2.6611
Table C.3: Prices of Call Options on the Maximum of Two Assets: FFT and MC Simulation
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3FSV 3FSV-JV
FFT MC simulations FFT MC simulations
K N = 210 M = 80, 000 M = 100, 000 N = 210 M = 80, 000 M = 100, 000
97.6 2.5981 2.6158 2.5980 2.6701 2.6409 2.6700
97.8 2.6804 2.6990 2.6805 2.7533 2.7241 2.7538
98.0 2.7648 2.7841 2.7649 2.8397 2.8093 2.8394
98.2 2.8517 2.8709 2.8511 2.9266 2.8961 2.9268
98.4 2.9392 2.9596 2.9393 3.0165 2.9848 3.0160
3FSV-JJS 3FSV-JJJ
FFT MC simulations FFT MC simulations
K N = 210 M = 80, 000 M = 100, 000 N = 210 M = 80, 000 M = 100, 000
97.6 16.1539 16.1680 16.1530 17.5527 17.5880 17.5520
97.8 16.3274 16.3420 16.3270 17.7322 17.7680 17.7320
98.0 16.5023 16.5170 16.5020 17.9135 17.9490 17.9130
98.2 16.6774 16.6920 16.6770 18.0933 18.1290 18.0930
98.4 16.8516 16.8670 16.8510 18.2731 18.3090 18.2730
Table C.4: Prices of Put Options on the Minimum of Two Assets: FFT and MC Simulation
3FSV 3FSV-JV
FFT MC simulations FFT MC simulations
K1 K2 N = 2
10 M = 80, 000 M = 100, 000 N = 210 M = 80, 000 M = 100, 000
97.6 99.6 8.9277 8.8883 8.9279 8.9227 8.9616 8.9225
97.8 99.8 9.7726 8.7332 8.7727 8.7671 8.8067 8.7678
98.0 100.0 8.6187 8.5791 8.6183 8.6149 8.6526 8.6141
98.2 100.2 8.4643 8.4259 8.4649 8.4615 8.4996 8.4614
98.4 100.4 8.3128 8.2738 8.3125 8.3091 8.3476 8.3098
3FSV-JJS 3FSV-JJJ
FFT MC simulations FFT MC simulations
K1 K2 N = 2
10 M = 80, 000 M = 100, 000 N = 210 M = 80, 000 M = 100, 000
97.6 99.6 2.5931 2.4991 2.5935 3.1460 3.1328 3.1465
87.8 99.8 2.5578 2.4639 2.5579 3.1093 3.0958 3.1096
98.0 100.0 2.5223 2.4291 2.5227 3.0732 3.0592 3.0730
98.2 100.2 2.4878 2.3947 2.4879 3.0367 3.0229 3.0366
98.4 100.4 2.4531 2.3607 2.4533 3.0009 2.9869 3.0006
Table C.5: Dual Strike Option Prices: FFT and MC Simulation
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