Let γ ∈ (0, 2), let h be the planar Gaussian free field, and let D h be the associated γ-Liouville quantum gravity (LQG) metric. We prove that for any random Borel set X ⊂ C which is independent from h, the Hausdorff dimensions of X with respect to the Euclidean metric and with respect to the γ-LQG metric D h are a.s. related by the KPZ formula. As a corollary, we deduce that the Hausdorff dimension of the continuum γ-LQG metric is equal to the exponent d γ > 2 studied by Ding and Gwynne (2018), which describes distances in discrete approximations of γ-LQG such as random planar maps.
Introduction

Overview
Since the 1980s, physicists and mathematicians have studied a family of random surfaces known as γ-Liouville quantum gravity (LQG) surfaces with parameter γ ∈ (0, 2). Heuristically, a γ-LQG surface is the random two-dimensional Riemannian manifold parametrized by a planar domain U ⊂ C with Riemannian metric tensor e γh (dx 2 + dy 2 ), (1.1)
where h is the Gaussian free field (GFF) on U , or some minor variant thereof, and dx 2 + dy 2 denotes the Euclidean metric tensor. Since the GFF is a distribution (generalized function), not a function, the formula (1.1) does not make literal sense and various regularization procedures are needed to define LQG surfaces rigorously. LQG surfaces were first introduced by Polyakov [Pol81a, Pol81b] as a canonical model of random two-dimensional Riemannian manifolds. Such surfaces arise as the scaling limits of random planar maps, one of the most natural discrete random surface models. The case when γ = 8/3 ("pure gravity") corresponds to uniform random planar maps. Other values of γ ("gravity coupled to matter") correspond to random planar maps sampled with probability proportional to the partition function of a statistical mechanics model on the map, such as the uniform spanning tree (γ = √ 2) or the Ising model (γ = √ 3). An early breakthrough in the study of LQG surfaces in the physics literature -and still one of the key tools for understanding their geometry -is the Knizhnik-Polyakov-Zamolodchikov (KPZ) formula [KPZ88] . This formula relates the Euclidean Hausdorff (or Minkowski) dimension of a random fractal set X ⊂ U sampled independently from h to its "quantum dimension", i.e., its dimension with respect to the γ-LQG metric tensor (1.1). If the quantum dimension is normalized to lie in [0, 1], then the KPZ formula reads
where ∆ 0 ∈ [0, 2] and ∆ γ ∈ [0, 1] denote the Euclidean and quantum dimensions of X, respectively. Historically, the KPZ formula has been an important tool for computing dimensions and exponents associated with random fractals, both rigorously and non-rigorously. For example, it was used by Duplantier to derive non-rigorously the values of the so-called Brownian intersection exponents. 1 These values were later verified mathematically by Lawler, Schramm, and Werner in [LSW01a, LSW01b, LSW02] using Schramm-Loewner evolution (SLE) techniques. As another example, the paper [GHM15] uses a rigorous version of the KPZ formula to compute the dimensions of several sets associated with SLE. An important difficulty in making rigorous sense of the KPZ formula is defining what is meant by "quantum dimension". This is non-trivial since a priori (1.1) is ill-defined. The most natural approach would be to define a γ-LQG surface as a metric space, i.e., to construct a metric D h on U corresponding to (1.1) and define the quantum dimension of X to be the Hausdorff dimension of the metric space (X, D h | X ) (if we want the quantum dimension to lie in [0, 1], as in (1.2), we can divide by the Hausdorff dimension of the whole space (U, D h )). However, until very recently it was not known how to rigorously construct such a metric D h . Consequently, the rigorous versions of the KPZ relation in previous literature use different geometric objects that can be constructed in the LQG context to define some reasonable notion of quantum dimension.
The first rigorous version of the KPZ formula was proven by Duplantier and Sheffield [DS11] . To accomplish this, they first constructed the so-called γ-LQG area measure µ h , a random measure on U which can be defined as a limit of regularized versions of e γh dx dy, where dx dy denotes Lebesgue measure (see [Kah85, RV14] for a more general theory of random measures of this type). They then defined the "quantum dimension" of X as (roughly speaking) the scaling exponent for the number of dyadic squares with γ-LQG mass approximately ε which intersect X, and showed that this exponent is related to the Euclidean Minkowski dimension of X via the KPZ formula. Many other versions of the KPZ formula have since been established using different notions of quantum dimension [DS11, Aru15, GHS19, GHM15, BGRV16, GM17a, BJRV13, BS09, DMS14, DRSV14, DS11, RV11].
It was recently proven by Gwynne and Miller [GM19c] , building on [DDDF19, GM19d, DFG + 19, GM19a] , that there is a unique γ-LQG metric for each γ ∈ (0, 2). We will review the definition of this metric in Section 1.2. The metric for γ = 8/3 was previously constructed (in an entirely different manner) by Miller and Sheffield [MS15, MS16a, MS16b] , who also proved that a certain special 8/3-LQG surface -the so-called quantum sphere -is equivalent, as a metric space, to the Brownian map [Le 13, Mie13] . Hence, it is now possible to state the most natural formulation of the KPZ formula, i.e., a relation between the Hausdorff dimensions of a subset of the complex plane measured with respect to the Euclidean metric and the γ-LQG metric. This formula is the first main result of this paper (Theorem 1.4).
As a corollary (Corollary 1.7), we prove that the Hausdorff dimension of the continuum γ-LQG metric is given by the LQG dimension exponent d γ > 2 from [DG18] (see also [DZZ18, GHS17] ). The exponent d γ describes several different exponents related to discrete approximations of γ-LQG. For example, the ball volume growth exponent for certain random planar maps in the γ-LQG universality class is d γ [DG18, GHS17] , the exponent for the graph-distance speed of random walk on these same random planar maps is 1/d γ [GM17b, GH18] , and the distance exponents for Liouville first passage percolation and Liouville graph distance are 1 − (γ/d γ )(2/γ + γ/2) and 1/d γ , respectively [DG18, DZZ18] .
The exponent d γ was proposed in [DG18] as a reasonable interpretation of the notion of "dimension of γ-LQG" that has been heuristically studied in the physics literature, e.g., by Watabiki [Wat93] , who predicted the value of this dimension as a function of γ. Our corollary rigorously justifies this interpretation in the context of the continuum γ-LQG metric. We note that Watabiki's prediction is known to be false at least for small γ [DG16] . It is a major open problem to determine the value of d γ except when γ = 8/3, in which case it is known that d √ 8/3 = 4. See [DG18, GP19, Ang19] for upper and lower bounds on d γ and [DG18, GP19] for discussion about its possible value.
Our next set of results considers the more general context in which the fractal being considered is not necessarily independent from the field. Recall that the KPZ formula only applies when the random fractal X is sampled independently from h. However, there are many random fractals which are not independent from X which one might be interested in -such as γ-LQG geodesics and the boundaries of γ-LQG metric balls. To allow us to say something about such fractals, we will also prove a "worst-case" variant of the KPZ formula which gives bounds relating the Euclidean and quantum dimensions of X for an arbitrary random Borel set X (Theorem 1.8). This answers a question posed by Aru [Aru15] . As we will explain below, our bounds are the best possible without additional assumptions on X. As applications of our bounds, we prove an upper bound for the Euclidean dimension of γ-LQG geodesics and for the outer boundary of a 8/3-LQG metric ball (Corollaries 1.10 and 1.11).
Before stating our main results, we will review the axioms from [GM19c, GM19b] that uniquely characterize the LQG metric. Because the LQG metric is defined axiomatically, our proofs do not require any outside input except some results from [GHM15] and [DFG + 19] . All of these results are themselves proved using only basic properties of the GFF, and we re-state them as needed. To understand our paper, the reader needs only to be familiar with basic properties of the GFF, as reviewed, e.g., in [She07] and the introductory sections of [SS13, MS16c, MS17] .
The definition of the LQG metric
It is shown in [GM19c] that for each γ ∈ (0, 2), there is a unique metric associated with γ-LQG which satisfies a certain list of axioms. This metric can be constructed explicitly as the limit of appropriate regularizations -defined by exponentiating a mollified version of the GFF [DDDF19, DFG + 19, GM19c] -but we will only need the axiomatic definition here. In order to make our results as general as possible we will state the axioms for the γ-LQG metric on a general domain U ⊂ C, which were established in [GM19b] (the paper [GM19c] only gives the list of axioms in the whole-plane case). In order to state these axioms we will need some elementary metric space definitions.
Definition 1.1. Let (X, D) be a metric space.
• For a curve P : [a, b] → X, the D-length of P is defined by
where the supremum is over all partitions T : a = t 0 < · · · < t #T = b of [a, b] . Note that the D-length of a curve may be infinite.
• We say that (X, D) is a length space if for each x, y ∈ X and each ε > 0, there exists a curve of D-length at most D(x, y) + ε from x to y.
• For Y ⊂ X, the internal metric of D on Y is defined by
where the infimum is over all paths P in Y from x to y. Note that D(·, ·; Y ) is a metric on Y , except that it is allowed to take infinite values.
• If X is an open subset of C, we say that D is a continuous metric if it induces the Euclidean topology on X. We equip the set of continuous metrics on X with the local uniform topology on X × X and the associated Borel σ-algebra.
The defining properties of the γ-LQG metric involve the parameters III. Weyl scaling. With ξ defined in (1.4) and for a continuous function f :
where the infimum is over all continuous paths from z to w in U parametrized by D h -length.
IV. Conformal coordinate change. Let U ⊂ C and let φ : U → U be a deterministic conformal map. Then, with Q defined in (1.4), a.s.
Building on the works of [DDDF19, GM19d, DFG + 19, GM19a], Gwynne and Miller established the following existence and uniqueness result in [GM19c, GM19b] : GM19c, GM19b] ). For each γ ∈ (0, 2), a γ-LQG metric exists and is unique up to a deterministic global multiplicative scaling factor.
More precisely, it is shown in [GM19c, Theorem 1.2] that for each γ ∈ (0, 2), there is a unique (up to a deterministic global multiplicative constant) function h → D h from D (C) to the space of continuous metrics on C which satisfies the conditions of Definition 1.2 for U = C (note that this means φ in Axiom IV is required to be a complex affine map). As explained in [GM19c, Remark 1.5], this gives a way to define D h whenever h is a GFF plus a continuous function on an open domain U ⊂ C in such a way that Axioms I through III hold. Note that the metric in the whole-plane case determines the metric on other domains due to Axiom II. It is shown in [GM19b, Theorem 1.1] that with the above definition, Axiom IV holds for general conformal maps.
Because of Theorem 1.3, we may refer to the unique metric satisfying Definition 1.2 as the γ-LQG metric. Technically, the metric is unique only up to a global deterministic multiplicative constant. When referring to the γ-LQG metric, we are implicitly fixing the constant in some canonical way; the constant will not play any role in our results or proofs.
Main results
Let h be a GFF plus a continuous function on an open domain U ⊂ C (as in Definition 1.2), and let D h be the associated γ-LQG metric on U . For a set X ⊂ C, let dim 0 H X and dim γ H X denote the Hausdorff dimensions of the metric spaces (X, | · |) and (X, D h ), respectively. We will refer to these quantities as the Euclidean dimension and quantum dimension of the set X, respectively. Note that the quantum dimension, like D h , depends on the choice of parameter γ.
With ξ and Q as in (1.4), we have the following KPZ relation between the Euclidean and quantum dimensions of a deterministic Borel set X-or, equivalently, of a random Borel set X that is independent from h. Theorem 1.4. Let X ⊂ U be a deterministic Borel set or a random Borel set independent from h. Then a.s.
(1.7)
Observe that (1.7) matches the KPZ formula (1.2) if we define the Euclidean dimension ∆ 0 = dim Throughout this paper, for z ∈ U and ε > 0 such that B ε (z) ⊂ U , we write h ε (z) for the average of the GFF h over the circle ∂B ε (z); see [DS11, Section 3.1] for the basic properties of circle averages. In the course of proving Theorem 1.4, we also establish for each α ∈ [−2, 2] a formula for the quantum dimension of the intersection of X with the set T α h of α-thick points of the field h, defined in [HMP10] as
(1.8)
It is known 2 [GHM15, Theorem 4.1] that if X ⊂ U is a deterministic Borel set or a random Borel set independent from h, the Euclidean dimension of X ∩ T α h is given by
We prove the analogue of this for quantum dimension.
Theorem 1.5. Let X ⊂ U be a deterministic Borel set or a random Borel set independent from h. Then, in the notation (1.8), for each α ∈ [−2, 2] a.s.
As an immediately corollary of Theorems 1.4 and 1.5, we have the following.
Corollary 1.6. Let X ⊂ U be a deterministic Borel set or a random Borel set independent from h. Then, in the notation (1.8), a.s. H X (red and blue) and the KPZ relation between these two dimensions in the case when X is independent from h (green). The graph on the right shows the upper bound (1.13) for dim 0 H X as a function of dim γ H X (red and blue) and the KPZ relation in the case when X is independent from h (green). In both graphs, the part colored in red is the range of values for which the bound is nontrivial.
By Corollary 1.6 applied with X = U , we get that the γ-LQG dimension exponent d γ from [DZZ18, DG18] , as discussed in Section 1.1, is the Hausdorff dimension of the γ-LQG metric.
The fact that the set of γ-thick points has full dimension in the setting of Corollary 1.7 is in some sense a metric analogue of the fact that the γ-LQG measure assigns full mass to T Theorem 1.4 only applies when the set X is independent from h. But there are also many sets which are not independent from h whose dimensions we might be interested in, for example γ-LQG geodesics, the boundaries of γ-LQG metric balls, and quantum Loewner evolution processes as considered in [MS16d] . To deal with such sets, we prove the following "worst-case" KPZ bounds relating dim 0 H X and dim γ H X when X is not necessarily independent from h. Theorem 1.8. Almost surely, for every Borel set X ⊂ U simultaneously one has
See Figure 1 for a plot of the formulas from Theorems 1.4 and 1.8. The bound (1.12) is optimal in the case when X = T α h is the set of α-thick points for any α ∈ [γ, 2]. Indeed, by [HMP10] (or (1.9) with X = U ) and Corollary 1.7, the upper bound for dim γ H X coincides with dim γ H (T α h ) in this case. Note that every value of dim 0 H X for which the bound (1.12) on dim γ H X is nontrivial is achieved by X = T α h for some α ∈ [γ, 2]. Similarly, the bound (1.13) is optimal in the case when X = T α h for α ∈ [−2, 0], and this covers the entire range of quantum dimensions for which the bound (1.13) is nontrivial. Hence the bounds of Theorem 1.8 cannot be improved anywhere on their respective domains without additional hypotheses on X. Theorem 1.8 is proven via a "worst-case" analysis whereby we start with a covering of X by squares with a given Euclidean (resp. quantum) size and assume that the squares in our covering are the ones with the largest possible quantum (resp. Euclidean) sizes. We then deduce the theorem by bounding the number of squares with a given Euclidean and quantum size. See Section 4 for details.
KPZ-type relations for random sets which are not required to be independent from h were previously considered by Aru [Aru15] (using a notion of "quantum dimension" defined in terms of Euclidean balls of a given LQG area). He computed the quantum dimension of an SLE κ flow line of the GFF (in the sense of [MS16c] ) and observed that this dimension does not satisfy the KPZ relation. We expect that, in our notation, for a flow line η one has that 1 dγ dim γ H η is given by the same formula as in [Aru15] . Theorem 1.8 solves a variant of [Aru15, Question 7.4], which asks for the optimal bounds relating Euclidean and quantum dimension for sets which are not independent from the GFF. 
.
(1.14)
The bounds of Theorem 1.8 are strictly better than (1.14) except in degenerate cases.
The bound (1.13) is closest to optimal when h is likely to be "small" on X. An example of a set on which h is likely to be small is a γ-LQG geodesic, since larger values of h correspond to larger γ-LQG distances. It was shown in [MQ18] that γ-LQG geodesics have Euclidean dimension strictly less than 2. Using Theorem 1.8, we substantially improve on this bound. Corollary 1.10. Almost surely, the Euclidean Hausdorff dimension of every D h -geodesic simultaneously is at most
In fact, it is a.s. the case that the Euclidean Hausdorff dimension of every D h -rectifiable path is at most (1.15).
Proof. The D h -Hausdorff dimension of a D h -rectifiable curve is 1, so the result follows from (1.13).
The upper bound (1.15) coincides with the upper bound for the "Euclidean dimension" of Liouville first passage percolation geodesics obtained in [GP19, Corollary 2.7] . This is to be expected since Theorem 1.8 and [GP19, Corollary 2.7] are proven via a similar "worst-case" analysis. When Another interesting random fractal associated with D h is the boundary of a γ-LQG metric ball. Typically, this boundary is not connected since the metric ball has "holes". Currently, the quantum dimension of a boundary component of a γ-LQG metric ball is not known except when γ = 8/3, and the Euclidean dimension of such a component is not known for any γ ∈ (0, 2). In the case when γ = 8/3, the complementary connected components of an LQG metric ball on the quantum sphere (equivalently, the Brownian map), equipped with their internal metrics, are Brownian disks [MS15, LG19] . Hence, it follows from [Bet15, Theorem 3] that the quantum dimension of the boundary of each of these components is at most 3 2. From this and Theorem 1.8, we get a non-trivial upper bound for the corresponding Euclidean dimension. 2) ≈ 1.9428.
Outline and basic notation
Since part of Theorem 1.4 follows immediately from Theorem 1.5, we present first the proof of Theorem 1.5 in Section 2, and then the proof of Theorem 1.4 in Section 3. The proofs of these theorems are somewhat similar to arguments used in [GHM15, Section 5], but we use estimates for the γ-LQG metric from [DFG + 19] instead of estimates for space-filling SLE. Finally, we prove Theorem 1.8 in Section 4.
Throughout the paper, we use the following basic notation:
We write N = {1, 2, 3, . . . }.
remains bounded (resp. tends to zero) as ε → 0. We similarly define O(·) and o(·) errors as a parameter goes to infinity.
For a subset X of C, we let B r (X) denote the r-Euclidean neighborhood of the set X; i.e., the set of points in C which lie at Euclidean distance strictly less than r from X. In the case in which X = {x} is a single point, we write B r (x) = B r ({x}).
Quantum dimension of the α-thick points
In this section we will prove Theorem 1.5.
Estimates for the circle average process
Let h be a whole-plane GFF with the additive constant chosen so that h 1 (0) = 0. To analyze thick points of h, we will need some results from [GHM15] that we now describe. Recall from (1.8) that h ε (z) denotes the average of h over ∂B ε (z) and T α h denotes the set of α-thick points of h. For our purposes, we will need a set of points for which h ε (z)/ log(ε −1 ) is uniformly close to α (note that the rate of convergence in (1.8) can depend on z). The following lemma, which is very similar to the statement of [GHM15, Lemma 4.3] (and is proven in essentially the same way), asserts that we can find such a set whose Euclidean and quantum dimensions are not too much different from those of X ∩ T α h .
Lemma 2.1. Let α ∈ R and ζ > 0. Almost surely, for each bounded Borel set X ⊂ C simultaneously there exists a random ε > 0 depending on α, ζ, and X such that the following is true. If we set
Proof. By definition,
By the countable stability of Hausdorff dimension, for each large enough n ∈ N, the set inside the union on the right side of (2.2) has dim Next, we would like to convert the bounds of (2.1) to bounds on the circle average process centered at deterministic points. The following lemma asserts that (2.1) yields bounds on the circle averages at centers of Euclidean or quantum balls of sufficiently small radii which intersect X α,ζ .
Lemma 2.2. Let α ∈ R and ζ ∈ (0, 1). Almost surely, for each bounded Borel set X ⊂ C simultaneously, there exists a δ > 0 (depending on α, ζ, and X) such that for each r ∈ (0, δ) and each z ∈ C which lies at (Euclidean) distance at most r from a point in X α,ζ ,
where
The proof of Lemma 2.2 uses the following continuity estimate for the circle average process, which is an immediate consequence of [GHM15, Lemma 3.15].
Lemma 2.3 ([GHM15]
). Almost surely, for each bounded Borel set X ⊂ C and each ρ ∈ (0, 1/2), there exists δ = δ(ρ, X) > 0 such that for each r ∈ (0, δ) and each z, w ∈ X with |z − w| ≤ 2r,
Proof of Lemma 2.2. By Lemma 2.1, it is a.s. the case that for each bounded Borel set X ⊂ C,
Also, by Lemma 2.3 applied with B 1 (X) in place of X and with ρ = ζ 2 , there exists δ 2 = δ 2 (α, ζ, X) ∈ (0, 1) such that
∀z, w ∈ B 1 (X) with |z − w| ≤ 2r ∀r ∈ (0, δ 2 ). (2.5)
If we choose δ < δ 1/(1−ζ 2 ) 1 ∧ δ 2 , then combining (2.4) and (2.5) yields, for all r ∈ (0, δ) and each z ∈ C at (Euclidean) distance at most r from a point w ∈ X α,ζ ,
and
as desired.
Upper bound for quantum dimension
In this subsection we prove the upper bound for dim γ H (X ∩ T α h ) in Theorem 1.5. We first make some reductions. Since X is independent from h, by conditioning on X we can assume without loss of generality that X is deterministic. By the countable stability of Hausdorff dimension, we can also assume without loss of generality that X is contained in a compact subset of U . By the Markov property of the whole-plane GFF (see, e.g., [MS17, Proposition 2.8]), if h is a whole-plane GFF normalized so that h 1 (0) = 0, then h can be coupled with the zero-boundary GFF on U in such a way that the two distributions a.s. differ by a random harmonic (hence continuous) function on U . By Weyl scaling (Axiom III), we may therefore assume without loss of generality that h is a whole-plane GFF normalized so that h 1 (0) = 0. We make all of these assumptions throughout this section.
The proof of the upper bound for dim γ H (X ∩ T α h ) in Theorem 1.5 uses the following lemma, which is an immediate consequence of [DFG + 19, Proposition 3.9].
Lemma 2.4. For each p ∈ (0, 4d γ /γ 2 ), we have
for all z ∈ C and r > 0,with the rate of the O r (r ξQp ) depending only on p.
Proof. The estimate for z = 0 is [DFG + 19, Proposition 3.9] with c r = r ξQ , U = B 2 (0), and K = B 1 (0). The estimate for general z ∈ C then follows from the translation invariance of the law of h, modulo additive constant (which implies that h(· + z) − h 2r (z)
) and Axiom IV (applied with φ(w) = w − z).
Proof of Theorem 1.5, upper bound. Let ζ > 0 and define the set X α,ζ as in (2.1). Also let m α,ζ and M α,ζ be defined as in (2.3), so that m α,ζ and M α,ζ each converge to α as ζ → 0. Let
We claim that a.s. dim
) is established we can let decrease to the right side of (2.7) and then ζ → 0 to get that a.s. dim
We will now prove (2.8). Since satisfies (2.7), we can choose
) when α = 0. By (1.9) and the definition of Euclidean Hausdorff dimension, for such a choice of x, the following is true: for each δ > 0, we can choose a covering of X by Euclidean balls {B r i (z i )} i∈N satisfying i∈N r x i < δ.
(2.9)
Since X is assumed to be deterministic, we can choose {B r i (z i )} i∈N in a deterministic manner. Let
Then {B r i (z i )} i∈I α,ζ is a covering of X α,ζ . We will show that, for each ε > 0 and any covering {B r i (z i )} i∈N of X satisfying (2.9) with δ = ε 2 ,
We will then deduce (2.8) by applying the Borel-Cantelli lemma. In order to bound the sum in (2.10), we will prove an upper bound for the expectation of each term in the sum truncated on a global regularity event of probability at least 1 − ε. This upper bound will yield (2.10) by Markov's inequality. We now outline how we will derive this upper bound.
• We write each term of the sum in (2.10) as
• We use Lemma 2.4 to bound the first factor in this product.
• To handle the e ξ h 2r i (z i ) term, we will use Lemma 2.2 to show that, since B r i (z i ) ∩ X α,ζ = ∅, the circle average e ξ h 2r i (z i ) is bounded from above by (2r i ) −ξM α,ζ .
• Finally, when α = 0, we use the fact that for each fixed i ∈ N, the ball B r i (z i ) is unlikely to intersect X α,ζ at all, since -again, by Lemma 2.2 -if B r i (z i ) intersects X α,ζ then the circle average e ξ h 2r i (z i ) must deviate from its typical value. The probability that this is the case can be bounded above using the Gaussian tail bound.
Having outlined our strategy for proving (2.10), we now proceed with the proof itself. By (2.9), we have r i < δ 1/x for each i ∈ N. Thus, by Lemma 2.2, if we choose δ sufficiently small, then it holds with probability at least 1 − ε that
By Markov's inequality,
To bound the summand
in the latter expression, we first decompose the summand into a product of expectations. The random variable
. By Axioms II and III, the internal metric
, so is also independent from h 2r i (z i ). Thus, (2.12) equals
We now treat each of the two expectations separately. On the one hand, Lemma 2.4 gives
where here we recall that r i ≤ δ 1/x , so o r i (1) ≤ o δ (1). On the other hand,
(2.14)
and, by the Gaussian tail bound,
Combining (2.13), (2.14) and (2.15), we deduce that (2.12) is at most
which (in either case) is strictly less than r x i by the choice of x. Thus, (2.11) is at most
for δ sufficiently small. By (2.9), this last quantity is at most 2ε provided δ ≤ ε 2 . This proves (2.10). We deduce (2.8) by setting ε = 2 −k and applying the Borel-Cantelli lemma.
Lower bound for quantum dimension
In this subsection we prove the lower bound for dim γ H X ∩ T α h in Theorem 1.5. In fact, we will prove the following stronger statement which does not require that X is independent from h. Proposition 2.5. Assume that we are in the setting of Theorem 1.5. Almost surely, for every Borel set X ⊂ U simultaneously,
The lower bound for dim γ H (X∩T α h ) in Theorem 1.5 is an immediate consequence of Proposition 2.5 and (1.9).
As in Section 2.2, it suffices to prove Proposition 2.5 only in the special case when h is a whole-plane GFF and X is contained in some deterministic bounded open subset U of C. The key ingredient for the proof of Proposition 2.5 is a uniform lower bound for the D h -distance between two concentric Euclidean balls in terms of the circle average. The fact that this holds uniformly over all possible Euclidean balls is the reason why we do not need to require that X is independent from h in Proposition 2.5.
Lemma 2.6. Let U ⊂ C be a bounded open set and let ζ > 0. It holds with probability tending to 1
To prove Lemma 2.6, we will use the following lower bound for the D h -distance between two concentric Euclidean balls that follows directly from [DFG + 19, Proposition 3.1], together with a union bound argument.
Lemma 2.7. For each ζ > 0 and each z ∈ C, it holds with superpolynomially high probability as r → 0 (i.e., with probability 1 − O r (r −p ) for every p > 0), at a rate which depends on ζ but not on
Proof. The estimate for z = 0 is an application of [DFG + 19, Proposition 3.1] with c r = r ξQ , A = r −ζ , K 1 = ∂B 7/8 (0), and K 2 = ∂B 5/8 (0). The estimate for general z ∈ C then follows from the translation invariance of the law of h (modulo additive constant) and Axiom IV.
Proof of Lemma 2.6. By Lemma 2.7 and a union bound, it holds with superpolynomially high probability as r → 0 that
Setting r = 1/n and taking a union bound over all n ∈ N with n ≥ (2ε) −1 shows that with superpolynomially high probability as ε → 0,
(2.20) By a standard circle average continuity estimate (see, e.g., [GHM15, Lemma 3.13], which itself follows from [HMP10, Proposition 2.1]), it holds with probability tending to 1 as ε → 0 that
Henceforth assume that (2.20) and (2.21) both hold, which happens with probability tending to 1 as ε → 0. If ε is sufficiently small, then for each r ∈ (0, ε] and each z ∈ U we can find n ∈ N such that |1/n − r| ≤ 4r 2 and z ∈ B 1 (U ) ∩ 1 n 2 Z 2 such that |z − z | ≤ 4r 2 . By (2.21) with r = 1/n,
where C is a universal constant. By our choice of z , if ε is sufficiently small then
. By (2.20) with z in place of z, followed by (2.22), we obtain
≥ 2r ξQ+ζ/2 e −Cξr 49/100 e ξhr(z) , which is at least r ξQ+ζ e ξhr(z) provided ε (and hence also r) is made to be sufficiently small.
Proof of Theorem 1.5, lower bound. As noted above, we can assume without loss of generality that h is a whole-plane GFF and we can restrict attention to Borel sets X which are contained in some deterministic bounded open subset U of C. Let ζ > 0 be a small parameter which we will eventually send to zero, and for each Borel set X ⊂ U define X α,ζ as in Lemma 2.1. We claim that with m α,ζ as in (2.3), it is a.s. the case that for every Borel set X ⊂ U simultaneously and every ∈ dim
Once (2.23) is established, we send → dim γ H X α,ζ and then send ζ → 0 and recall that dim
We will now prove (2.23). For r > 0 and z ∈ C, write B r (z) for the D h -metric ball of radius r centered at z. By the definition of quantum dimension, for any Borel set X ⊂ U and any ∈ dim γ H X α,ζ , d γ the following is true: for each δ > 0, we can choose a covering of X α,ζ by D h -metric balls { B r i (z i )} i∈N whose D h -radii satisfy i∈N r i < δ.
(2.24)
For each i ∈ N, define the Euclidean radius
We will show that it is a.s. the case that, for each ε > 0 and each Borel set X ⊂ U , there exists δ = δ(ε, X) > 0 such that for any covering { B r i (z i )} i∈N of X by quantum balls satisfying (2.24),
We will then send ε → 0 to obtain (2.23).
Roughly speaking, our strategy for proving (2.26) is as follows. By the definition (2.25) of r i ,
(2.27) Moreover, Lemma 2.6 allows us to simultaneously bound from below the quantum distances D h (B r i (z), B r i /2 (z)) for i ∈ N in terms of r i and h r i (z i ). Finally, to convert this bound to an upper bound on r i in terms of r i , we use Lemma 2.2 to lower-bound h r i (z i ). The application of Lemma 2.2 is slightly more subtle here than in the proof of the upper bound in the previous subsection, since here we know a priori that the centers z i for i ∈ N are close to points in X α,ζ in the D h metric, not in the Euclidean metric. This is not a problem, however, since the Euclidean metric is a.s. locally bi-Hölder with respect to D h [DFG + 19, Theorem 1.7], so pairs of points which are close w.r.t. D h are also close w.r.t. the Euclidean metric, in a sense which is sufficiently strong for our purposes. Having described our strategy for proving (2.26), we now proceed with the proof itself. By (2.24),
we have r i < δ 1/ for each i ∈ N. As noted in Remark 1.9, [DFG + 19, Theorem 1.7] asserts that the identity map from (U, D h ) to U , equipped with the Euclidean metric is a.s. locally Hölder continuous with any exponent χ < ξ −1 (Q + 2) −1 . Thus, if we fix such a χ, then a.s. for each δ > 0 smaller than some threshold independent of which set X we consider,
By Lemma 2.2, this implies that a.s. for each δ > 0 smaller than some threshold (that may depend on X), h r i (z) log r
(2.28)
By Lemma 2.6, it is a.s. the case that for each small enough δ > 0,
Applying (2.27), we deduce that it is a.s. the case that for each small enough δ > 0,
By (2.28), this implies that a.s. for each small enough δ > 0,
This proves (2.26). Sending ε → 0 now gives (2.23), which, as explained above, concludes the proof.
Proof of the KPZ formula for sets independent from h
In this section we will prove Theorem 1.4. As in Section 2.2, we can assume without loss of generality that X is bounded and deterministic and that h is a whole-plane GFF normalized so that h 1 (0) = 0. The proof of the upper bound for dim 0 H X is an immediate consequence of the lower bound on dim γ H X ∩ T α h in Theorem 1.5 proved in Section 2.3:
Proof of Theorem 1.4, upper bound. The lower bound on dim To prove the lower bound for dim 0 H X, we begin by eliminating the e −ξh 2r (z) term in the bound of Lemma 2.4 to obtain a bound on moments of the quantum diameter of a Euclidean ball.
with the rate of the o r (1) depending only on p and K.
Proof. For z ∈ C, the random variable h 1 (z)−h 2r (z) is centered Gaussian with variance log ε −1 −log 2 and is independent from (h − h 2r (z))| B 2r (z) [DS11, Section 3.1]. By Axioms II and III, the internal metric
, so is also independent from h 1 (z) − h 2r (z).
By Lemma 2.4 together with the formula E[e Z ] = e Var(Z)/2 for a Gaussian random variable Z,
2) but with an extra factor e −ξh 1 (z) inside the expectation. To get rid of this factor, we observe that h 1 (z) is centered Gaussian with variance bounded above by a constant depending only on K. By Hölder's inequality and (3.3), for any q > 1 such that qp < 4d γ /γ 2 ,
Proof of Theorem 1.4, lower bound. Proving the lower bound on dim
Fix such an , and let x ∈ dim 0 H X, ξQ − ξ 2 2 /2 . By definition of (Euclidean) Hausdorff dimension, for each ε > 0, we can choose a collection {z i } i∈N of points of X and radii r i > 0 such that the Euclidean balls {B r i (z i )} i∈N cover X and the r i satisfy i∈N r x i < ε. Since X is assumed to be bounded and deterministic, we can apply Lemma 3.1 with p = to get that, if ε ≥ max i∈N r x i is sufficiently small, then
By Markov's inequality, this implies that for small enough ε,
Setting ε = 2 −n and applying the Borel-Cantelli lemma now shows that a.s. ≥ dim γ H X, as desired.
Proof of the worst-case KPZ formula
We will now prove Theorem 1.8. As in previous subsections, we may assume that U = C and h a whole-plane GFF normalized to have h 1 (0) = 0; and we may restrict attention to fractals which are contained in some deterministic compact set (we can no longer assume that X is deterministic, though, since now X is not required to be independent from h). In fact, due to the translation invariance of the law of h, modulo additive constant, and Axioms III and IV, we can assume without loss of generality that this compact set is [0, 1] 2 . This will be convenient since we are going to work with dyadic squares. Throughout this section, we will denote the side length of a Euclidean square S by |S|.
Upper bound for quantum dimension
For n ∈ N, we let D n be the set of 2 −n × 2 −n squares contained in [0, 1] 2 with corners in 2 −n Z 2 .
The idea of the proof of (1.12) is as follows. We will consider a Borel set X ⊂ [0, 1] 2 , a number x > dim 0 H X, and a number greater than the right side of (1.12). We cover X by a collection S of small dyadic squares for which S∈S |S| x ≤ 1, and we seek to show that S∈S (sup u,v∈S D h (u, v)) is small. To do this, we will consider the "worst-case scenario" where for each large enough n, the squares in S ∩ D n are the 2 xn squares of D n with the largest D h -diameters. Lemma 4.1 just below will allow us to show that the sum of the D h -diameters of these 2 xn largest squares is bounded above by a positive power of 2 −n . Summing over all n ∈ N will then give the desired bound for dim γ H X. Lemma 4.1. For each s ∈ (0, ξQ) and each ζ ∈ (0, 1), there exists α = α(s, ζ) > 0 such that for each n ∈ N, it holds with probability at least 1 − O n (2 −αn ) that
In particular, if s < ξ(Q − 2), then there exists α = α (s) > 0 such that with probability at least 1 − O n (2 −α n ), the set in (4.1) is empty. 
The estimate (4.1) follows from this and Markov's inequality. The last statement follows since if s < ξ(Q − 2), then the right side of (4.1) is less than 1 for a small enough choice of ζ (depending only on s and γ).
Proof of (1.12).
Step 1: setup. Fix a small parameter ζ ∈ (0, 1) (which we will eventually send to zero) and a partition of [ξ(Q − 2) − ζ, ξQ] with partition points
We can arrange that the s k 's depend only on ζ. Throughout the proof, o ζ (1) denotes a deterministic quantity which depends only on ζ and which converges to zero as ζ → 0.
We partition the set of dyadic squares D n according to their quantum diameters by defining
We also define
By Lemma 4.1, it holds except on an event of probability decaying like some ζ-dependent positive power of 2 −n that
By the Borel-Cantelli lemma, a.s. (4.6) holds for each sufficiently large n ∈ N. Henceforth assume that this is the case. The rest of the argument is purely deterministic.
Step 2: reducing to a bound for sums over squares. Let X ⊂ [0, 1] 2 be a (possibly random) Borel set. If dim 0 H X ≥ 2 − γ 2 /2, then the right side of (1.12) is equal to d γ . Hence we can assume without loss of generality that dim
We will show that dim γ H X ≤ . Since x can be made as close as we like to dim 0 H X and can be made as close as we like to the right side of (4.7), this will imply (1.12).
For each n 0 ∈ N, there exists a countable collection S = S(n 0 ) of dyadic squares contained in We assume that n 0 is large enough that (4.6) holds for each n ≥ n 0 . We will show that
which will imply that dim γ H X ≤ , as required.
Step 3: bound for the "worst-case" collection of squares. To prove (4.9), we first observe that
By (4.10), the largest possible value of the sum (4.9) occurs when for each n ≥ n 0 , the set S ∩ D n consists of the 2 xn squares of D n with the largest D h -diameters.
We will now upper-bound the sum of the th powers of the 2 xn largest D h -diameters of squares in D n . Recalling the exponent appearing on the right side of (4.6), let k(x) be the smallest integer in [0, K] for which
Since x < 2, we have s k(x) < ξQ (and hence k(x) < K) provided ζ ∈ (0, 1) is chosen to be sufficiently small. By (4.6), each of the 2 xn squares in D n with the largest D h -diameters belongs to D n,k for some k ≤ k(x). Using (4.6) in the second inequality, we thus have
(4.12)
Step 4: bounding the right side of (4.12). We want to argue that the right side of (4.12) is dominated by the summand for k = k(x). To make sure that this is the case we need to be careful about our choice of parameters. The function
attains a unique maximum value at s = ξ(Q − ξ), and is increasing for values of s smaller than this maximum. Since we have assumed that x < 2 − γ 2 /2, if is chosen to be sufficiently close to the right side of (4.7) then
By (4.11), this means that s k(x) < ξ(Q − ξ) for each small enough choice of ζ > 0. For such a choice of ζ, the right side of (4.12) is bounded above by a ζ-dependent constant times the summand for k = k(x). By applying (4.12) and then (4.11), we obtain
By (4.7), the power of 2 n on the right side of (4.13) is negative for a small enough choice of ζ. Hence we can sum (4.13) over all n ≥ n 0 and use (4.7) to get
Therefore, (4.9) holds.
Upper bound for Euclidean dimension
The proof of (1.13) is very similar to the proof of (1.12) in the preceding subsection. We will define for each m ∈ N a collection R m of dyadic squares in [0, 1] 2 which all have "γ-LQG size" approximately 2 −m in an appropriate sense (but random Euclidean sizes), which will play the same role as D n in the proof of (1.12).
To prove (1.13), we will consider a Borel set X ⊂ [0, 1] 2 , a number > dim γ H X, and a number x greater than the right side of (1.13). We will cover X by a collection A of small sets for which v∈A D h (u, v) ) ≤ 1. The definition of R m (see in particular Lemma 4.2) will allow us to find for each A ∈ A whose quantum diameter is in [2 −m−1 , 2 −m ] a square S A ∈ R m whose side length is comparable to the Euclidean diameter of A. We will then set S = {S A : A ∈ A} and show that S∈S |S| x is small. To do this, we will consider the "worst-case scenario" where for each large enough m, the squares in S ∩ R m are the 2 m+1 squares of R m with the largest Euclidean side lengths. Lemma 4.3 just below will allow us to show that the sum of the D h -diameters of these 2 m+1 largest squares is bounded above by a positive power of 2 −m , and we will conclude by summing over m.
We now define our random dyadic tiling. For a dyadic square S, we write S for its dyadic parent, i.e., the unique dyadic square of side length 2|S| which contains S. Proof. The set A must intersect S , so since
Lemma 4.3. For each t ∈ (0, 1/(ξQ)) and each ζ ∈ (0, 1), there exists α = α(t, ζ) > 0 such that for each m ∈ N, it holds with probability at least 1 − O m (2 −αm ) that
In particular, if t < ξ −1 (Q + 2) −1 , then there exists α = α (s) > 0 such that for each m ∈ N, it holds with probability at least 1 − O m (2 −αm ) that the set in (4.16) is empty.
Proof. The same proof as in [DFG + 19, Lemma 3.21] (applied with r = 1, ε = 2 − tm , and s = 1/t)
shows that for S ∈ D tm , The bound (4.16) follows from this and Markov's inequality. The last statement follows since if t < ξ −1 (Q + 2) −1 , then the exponent on the right side of (4.16) is negative for a small enough choice of ζ (depending on t).
Proof of (1.13).
Step 1: setup. Fix a small parameter ζ ∈ (0, 1) (which we will eventually send to zero) and a partition of [ξ −1 (Q + 2) −1 − ζ, 1/(ξQ)] ξ −1 (Q + 2) −1 − ζ = t 0 < · · · < t K = 1/(ξQ) with max k=1,...,K (t k − t k−1 ) ≤ ζ. (4.19)
We can arrange that the t k 's depend only on ζ. Throughout the proof, o ζ (1) denotes a deterministic quantity which depends only on ζ and γ and which converges to zero as ζ → 0.
For m ∈ N, define the random dyadic tiling R m as in (4.15). We partition the set of dyadic squares in R m according to their quantum diameters by defining R m,k := S ∈ R m : |S| ∈ 2 −t k m , 2 −t k−1 m , ∀m ∈ N, ∀k = 1, . . . , K.
(4.20)
We also define R m,K+1 := S ∈ R m : |S| < 2 −t K m .
By Lemma 4.1, it holds except on an event of probability decaying like some ζ-dependent positive power of 2 −m that By the Borel-Cantelli lemma, it is a.s. the case that (4.21) holds for each sufficiently large m ∈ N.
Henceforth assume that this is the case. The rest of the argument is purely deterministic.
Step 2: reducing to a bound for sums over squares. Let X ⊂ [0, 1] 2 be a (possibly random) Borel set. We can assume without loss of generality that dim γ H X < 2/(ξQ), for otherwise the right side of (1.13) equals 2, so (1.13) holds vacuously. Let ∈ dim γ H X, 2/(ξQ) and let x ∈ (0, 2) be chosen so that x > ξ Q − ξ + 4 − 2Q ξ + 2 ξ 2 . (4.22)
We will show that dim 0 H X ≤ x. Since can be made arbitrarily close to dim 0 H X and x ∈ (0, 2) was chosen arbitrarily subject to the constraint (4.22), this implies (1.13). Then the Euclidean neighborhoods B 4|S| (S) for S ∈ S cover X. The Euclidean diameter of each of these neighborhoods is at most a universal constant times |S|. We claim that if ζ is chosen to be sufficiently small (depending on and x), then Since < 2/(ξQ), we have t k( ) < 1/(ξQ) for each small enough ζ ∈ (0, 1). By (4.21), the 2 m+1 squares in R m with the largest side lengths each belong to R m,k for some k ≤ k( ). Therefore, we can apply (4.21) to obtain Step 4: bounding the right side of (4.27). We want to argue that the right side of (4.12) is dominated by the summand for k = k( ). Indeed, the function
is increasing on (0, 1/(ξQ)). Hence, for small enough ζ, the right side of (4.12) is bounded above by a ζ-dependent constant times the summand for k = k( ). By applying (4.27) and then (4.26), we obtain Therefore, (4.24) holds.
