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Existence, uniqueness, and regularity of time-periodic solutions to the
Navier-Stokes equations in the three-dimensional whole-space are investi-
gated. We consider the Navier-Stokes equations with a non-zero drift term
corresponding to the physical model of a fluid flow around a body that moves
with a non-zero constant velocity. Existence of a strong time-periodic solu-
tion is shown for small time-periodic data. It is further shown that this
solution is unique in a large class of weak solutions that can be consid-
ered physically reasonable. Finally, we establish regularity properties for any
strong solution regardless of its size.
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1 Introduction
We investigate the time-periodic Navier-Stokes equations with a non-zero drift term in
the three-dimensional whole-space. More specifically, we consider the system{
∂tu−∆u− λ∂1u+∇p + u · ∇u = f in R3 × R,
div u = 0 in R3 × R (1.1)
for an Eulerian velocity field u : R3×R→ R3 and pressure term p : R3×R→ R as well
as data f : R3 × R→ R3 that are all T -time-periodic, that is,
∀(x, t) ∈ R3 × R : u(x, t) = u(x, t+ T ) and p(x, t) = p(x, t+ T ) (1.2)
∗Some results in this paper are part of the authors habilitation thesis [15].
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and
∀(x, t) ∈ R3 × R : f(x, t) = f(x, t+ T ). (1.3)
The time period T > 0 is a fixed constant. Physically, the system (1.1) originates from
the model of a flow of an incompressible, viscous, Newtonian fluid past an object that
moves with velocity λ e1 ∈ R3. We shall consider the case λ 6= 0 corresponding to the
case of an object moving with non-zero velocity.
The study of the time-periodic Navier-Stokes equations was initiated by Serrin in
[25]. Serrin postulated that for time-periodic data f , and any initial value, the solu-
tion u(x, t) to the corresponding initial-value problem converges as t→∞ to some state
which, when considered as an initial value in the initial-value problem, yields a time-
periodic solution. The rationale behind Serrin’s postulate is that u(x, T n), T being
the time period of f , converges as n → ∞ to a state on a periodical orbit. Another
approach was introduced independently by Yudovich in [33] and Prodi in [22]. These
authors proposed to obtain a time-periodic solution by considering the Poincare´ map
that takes an initial value into the state obtained by evaluation at time T of the solu-
tion to the corresponding initial-value problem, where T is the period of the prescribed
data f . A time-periodic solution is then identified as a fixed point of this Poincare´
map. A further technique based on a representation formula derived from the Stokes
semi-group was introduced by Kozono and Nakao in [14]. All the methods described
above have in common that they utilize the theory for the initial-value problem. Over
the years, a number of investigations based on these methods, or similar ideas involving
the initial-value problem in some way, have been carried out: [22],[24],[23],[13],[28],[21],
[20],[30],[17],[18],[19],[32],[4], [10],[11],[29],[31],[26]. None of these papers treat the ques-
tion of existence and regularity of strong solutions in the case λ 6= 0 of a flow past
an obstacle moving with non-zero velocity. Only very recently has this question been
investigated by Galdi [8, 9] in the two-dimensional case.
As the main result in this paper, existence of a strong solution to the time-periodic
Navier-Stokes equations in the three-dimensional whole-space in the case λ 6= 0 is shown
for time-periodic data sufficiently restricted in size, that is, a strong solution to (1.1)–
(1.3). It is further shown that this solution is unique in a large class of weak solutions,
that it obeys a balance of energy, and that it is as regular as the data allows for. We shall
employ a method that does not utilize the corresponding initial-value problem. Instead,
we will reformulate (1.1)–(1.3) as an equivalent system on the group G := R3 × R/T Z.
This approach allows us to derive a suitable representation of the solution in terms of a
Fourier multiplier based on the Fourier transform FG associated to the group G. The
method allows us to avoid the functional analytic setting of the initial-value problem
and instead develop one that seems better suited for the time-periodic case.
In [16] the linearization of (1.1)–(1.3) was investigated and Banach spaces that es-
tablish maximal regularity in an Lq-setting were identified. The methods deployed in
[16] were based on a decomposition of the problem into a steady-state problem and
a time-periodic problem involving only vector fields with vanishing time-average. We
shall employ in this paper both the decomposition and the maximal regularity results
established in [16].
2
2 Statement of the main results
We start by defining the function spaces needed to state the main theorems. We denote
points in R3 × R by (x, t), and refer to x as the spatial and t as the time variable. We
introduce the spaces of real functions
C∞per(R3 × R) :=
{
U ∈ C∞(R3 × R) | ∀t ∈ R : U(·, t+ T ) = U(·, t)},
C∞0,per
(
R3 × [0, T ]) := {u ∈ C∞0 (R3 × [0, T ]) | ∃U ∈ C∞per(R3 × R) : u = U|R3×[0,T ]},
C∞0,σ,per
(
R3 × [0, T ]) := {u ∈ C∞0,per(R3 × [0, T ])3 | divx u = 0}.
We introduce Lebesgue and Sobolev spaces as completions of the spaces above in different
norms. Lebesgue spaces are defined for q ∈ [1,∞) by
Lqper
(
R3 × (0, T )) := C∞0,per(R3 × [0, T ])‖·‖q , ‖u‖q := ‖u‖Lq(R3×(0,T )).
Clearly, Lqper
(
R3 × (0, T )) coincides with the classical Lebesgue space Lq(R3 × (0, T )),
and we will therefore omit the subscript per for Lebesgue spaces in the following. Sobolev
spaces of T -time-periodic functions are defined for k ∈ N0 by
W k,qper
(
R3 × (0, T )) := C∞0,per(R3 × [0, T ])‖·‖k,q ,
‖u‖k,q :=
( ∑
(α,β)∈N30×N0, |(α,β)|≤k
‖∂βt ∂αxu‖qq
)1/q
.
(2.1)
In contrast to the Lebesgue spaces, the Sobolev spaces W k,qper
(
R3×(0, T )) do not coincide
with the classical Sobolev spaces W k,q
(
R3 × (0, T )). For q ∈ [1,∞) we define the
Lebesgue space of solenoidal vector fields
Lqσ
(
R3 × (0, T )) := C∞0,σ,per(R3 × [0, T ])‖·‖q ,
and the anisotropic Sobolev space of T -time-periodic, solenoidal, vector fields
W 2,1,qσ,per
(
R3 × (0, T )) := C∞0,σ,per(R3 × [0, T ])‖·‖2,1,q ,
‖u‖2,1,q :=
( ∑
(α,β)∈N30×N0, |α|≤2,|β|≤1
‖∂αxu‖qq + ‖∂βt u‖qq
)1/q
.
(2.2)
In order to incorporate the decomposition described in the introduction on the level of
function spaces, we define on functions u : R3 × (0, T )→ R the operators
Pu(x, t) := 1T
T∫
0
u(x, s) ds and P⊥u(x, t) := u(x, t)− Pu(x, t) (2.3)
whenever these expressions are well-defined. Note that P and P⊥ decompose a time-
periodic vector field u into a time-independent part Pu and a time-periodic part P⊥u
3
with vanishing time-average over the period. Also note that P and P⊥ are complemen-
tary projections, that is, P2 = P and P⊥ = Id−P. As one may easily verify,
P,P⊥ : C∞0,per(R3 × [0, T ])→ C∞0,per(R3 × [0, T ]),
and both projections extend by continuity to bounded operators on Lqσ
(
R3× (0, T )) and
W 2,1,qσ,per
(
R3 × (0, T )). We can thus define
Lqσ,⊥
(
R3 × (0, T )) := P⊥Lqσ(R3 × (0, T )),
W 2,1,qσ,per,⊥
(
R3 × (0, T )) := P⊥W 2,1,qσ,per(R3 × (0, T )).
For convenience, we introduce for intersections of such spaces the notation
Lq,rσ,⊥
(
R3 × (0, T )) := Lqσ,⊥(R3 × (0, T )) ∩ Lrσ,⊥(R3 × (0, T )),
W 2,1,q,rσ,per,⊥
(
R3 × (0, T )) := W 2,1,qσ,per,⊥(R3 × (0, T )) ∩ W 2,1,rσ,per,⊥(R3 × (0, T )).
For q ∈ (1, 2) we let
Xqσ,Oseen(R
3) :=
{
v ∈ L1loc(R3)3 | div v = 0, ‖v‖q,Oseen <∞
}
,
‖v‖q,Oseen := |λ|
1
2 ‖v‖ 2q
2−q
+ |λ| 14 ‖∇v‖ 4
4−q
+ |λ|‖∂1v‖q + ‖∇2v‖q,
(2.4)
which is a Banach space intrinsically linked with the three-dimensional Oseen operator.
For q ∈ (1, 2) and r ∈ (1,∞) we put
Xq,rσ,Oseen(R
3) :=
{
v ∈ L1loc(R3)3 | div v = 0, ‖v‖q,r,Oseen <∞
}
,
‖v‖q,r,Oseen := ‖v‖q,Oseen + ‖∇2v‖r.
(2.5)
For q ∈ (1, 3) and r ∈ (1,∞) we further define
Xq,rpres
(
R3 × (0, T )) := {p ∈ L1loc(R3 × (0, T )) | ‖p‖Xq,rpres <∞},
‖p‖Xq,rpres :=
( T∫
0
‖p(·, t)‖q3q
3−q
+ ‖∇xp(·, t)‖qq dt
)1/q
+ ‖∇xp‖r.
(2.6)
Finally, we let
D1,20,σ(R
3) := C∞0,σ(R3)
‖∇·‖2
= {u ∈ L6(R3)3 | ∇u ∈ L2(R3)3×3, div u = 0}
denote the classical homogeneous Sobolev space of solenoidal vector fields (the latter
equality above is due to a standard Sobolev embedding theorem) and
W a,b,qloc (R
3 × R) := {u ∈ Lqloc(R3 × R) | ∂αxu, ∂βt u ∈ Lqloc(R3 × R) for |α| ≤ a, |β| ≤ b}
for q ∈ [1,∞) and a, b ∈ N0.
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Throughout the paper, we shall frequently consider the restriction of T -time-periodic
functions defined on R3 × R to the domain R3 × (0, T ). More specifically, without
additional notation we implicitly treat T -time-periodic functions f : R3 × R → R as
functions f : R3 × (0, T ) → R. If f is independent on t, we may treat it as a function
f : R3 → R.
We are now in a position to state the main results of the paper. The first theorem es-
tablishes existence of a strong solution for sufficiently small data. It it further shown that
this solution is unique in large class of weak solutions that can be considered physically
reasonable. We first define this class.
Definition 2.1. Let f ∈ L1loc
(
R3 × R)3 satisfy (1.3). We say that U ∈ L1loc(R3 × R)3
satisfying (1.2) is a physically reasonable weak time-periodic solution to (1.1) if1
1) U ∈ L2((0, T );D1,20,σ(R3)),
2) P⊥U ∈ L∞
(
(0, T );L2(R3)3),
3) U is a generalized T -time-periodic solution to (1.1) in the sense that for all test
functions Φ ∈ C∞0,σ,per
(
R3 × (0, T )) holds
T∫
0
∫
R3
−U · ∂tΦ +∇U : ∇Φ− λ∂1U · Φ + (U · ∇U) · Φ dxdt =
T∫
0
∫
R3
f · Φ dxdt, (2.7)
4) U satisfies the energy inequality2
T∫
0
∫
R3
|∇U|2 dxdt ≤
T∫
0
∫
R3
f · U dxdt. (2.8)
Remark 2.2. The characterization of a solution satisfying 1)–4) in Definition 2.1 as a
physically reasonable solution is justified by the physical properties that can be derived
from property 2) and 4). More precisely, if we consider the fluid flow corresponding to
the Eulerian velocity field U as the sum of a steady state PU and a non-steady part
P⊥U , property 2) implies that the kinetic energy of the non-steady part of the flow is
bounded. Property 4) states that the energy dissipated due to the viscosity of the fluid
is less than the input of energy from the external forces.
We now state the first main theorem of the paper, which establishes existence of a
strong solution unique in the class of physically reasonable weak solutions. We shall
further show that this solution satisfies an energy equality. The theorem reads:
1We can consider the restriction U ∈ L1loc
(
R3×(0, T )) as a vector-valued mapping t→ U(·, t). Moreover,
it is easy to see that PU and thus also P⊥U are well-defined as elements in L1loc
(
R3 × (0, T )).
Consequently, we may also consider P⊥U as a vector-valued mapping t→ P⊥U(·, t).
2The integral on the right-hand side of (2.8) is not necessarily well-defined for f ∈ L1loc
(
R3 × R)3 and
U satisfying 1)–2). Included in the definition of a physically reasonable weak time-periodic solution
is therefore an implicit condition that these vector fields possess enough integrability for this integral
to be well-defined.
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Theorem 2.3. Let q ∈ (1, 65
]
, r ∈ (4,∞) and λ 6= 0. There is a constant ε0 > 0 such
that for any f ∈ L1loc
(
R3 × R)3 satisfying (1.3) and
‖f‖
Lq
(
R3×(0,T )
) + ‖f‖
Lr
(
R3×(0,T )
) ≤ ε0 (2.9)
there is a solution (u, p) ∈ L1loc
(
R3 × R)3 × L1loc(R3 × R) to (1.1)–(1.2) with u = v + w
and
(v, w, p) ∈ Xq,rσ,Oseen(R3)×W 2,1,q,rσ,per,⊥
(
R3 × (0, T ))×Xq,rpres(R3 × (0, T )). (2.10)
Moreover, u belongs to and is unique in the class of physically reasonable weak solutions
characterized by Definition 2.1, and it satisfies the energy equality
T∫
0
∫
R3
|∇u|2 dxdt =
T∫
0
∫
R3
f · udxdt. (2.11)
The second main theorem of the paper concerns regularity properties of strong solu-
tions. More specifically, it is shown that any additional regularity of the data translates
into a similar degree of additional regularity for the solution.
Theorem 2.4. Let q ∈ (1, 43], r ∈ (8,∞), λ 6= 0 and m ∈ N0. If f ∈ L1loc(R3 × R)3
satisfies (1.3) and
f ∈Wm,qper
(
R3 × (0, T ))3 ∩Wm,rper (R3 × (0, T ))3,
then a solution (u, p) ∈ L1loc
(
R3 × R)3 × L1loc(R3 × R) to (1.1)–(1.2) in the class (2.10)
(with u = v + w) satisfies
∀(α, β, κ) ∈ N30 × N30 × N0, |α| ≤ m, |β|+ |κ| ≤ m :
(∂αx v, ∂
β
x∂
κ
t w, ∂
β
x∂
κ
t p) ∈W 2,rloc (R3)×W 2,1,rloc (R3 × R)×W 1,0,rloc (R3 × R) with
(∂αx v, ∂
β
x∂
κ
t w, ∂
β
x∂
κ
t p) ∈ Xq,rσ,Oseen(R3)×W 2,1,q,rσ,per,⊥
(
R3 × (0, T ))×Xq,rpres(R3 × (0, T )).
As a corollary to Theorem 2.4, we state that a strong solution is smooth if the data
is smooth.
Corollary 2.5. Let q ∈ (1, 43], r ∈ (8,∞) and λ 6= 0. If f ∈ C∞per(R3 × R)3, then a
solution (u, p) ∈ L1loc
(
R3 × R)3 × L1loc(R3 × R) to (1.1)–(1.2) in the class (2.10) (with
u = v + w) satisfies u ∈ C∞per
(
R3 × R)3 and p ∈ C∞per(R3 × R).
3 Notation
Points in R3 × R are denoted by (x, t) with x ∈ R3 and t ∈ R. We refer to x as the
spatial and to t as the time variable.
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For a sufficiently regular function u : R3 × R → R, we put ∂iu := ∂xiu. For any
multiindex α ∈ N30, we let ∂αxu :=
∑3
j=1 ∂
αj
j u and put |α| :=
∑3
j=1 αj . Moreover, for x ∈
R3 we let xα := xα11 x
α2
2 x
α3
3 . Differential operators act only in the spatial variable unless
otherwise indicated. For example, we denote by ∆u the Laplacian of u with respect to
the spatial variables, that is, ∆u :=
∑3
j=1 ∂
2
j u. For a vector field u : R3×R→ R3, we let
div u :=
∑3
j=1 ∂juj denote the divergence of u. For u : R3×R→ R3 and v : R3×R→ R3
we let (u · ∇v) : R3 × R→ R3 denote the vector field (u · ∇v)i :=
∑3
j=1 ∂jviuj .
For two vectors a, b ∈ R3, we let a⊗ b ∈ R3×3 denote the tensor with (a⊗ b)ij := aibj .
We denote by I the identity tensor I ∈ R3×3.
We use the symbol ↪→ to denote an embedding X ↪→ Y of one vector space X into
another vector space Y . In the case of topological vector spaces, embeddings are always
required to be continuous. For a vector space X and A,B ⊂ X, we write X = A⊕B iff
A and B are subspaces of X with A∩B = {0} and X = A+B. We also write a⊕ b for
elements of A⊕B.
Constants in capital letters in the proofs and theorems are global, while constants in
small letters are local to the proof in which they appear.
4 Reformulation in a group setting
We let G denote the group
G := R3 × R/T Z
with addition as the group operation. Clearly, there is a natural correspondence between
T -time-periodic functions defined on R3 ×R and functions defined on G. We shall take
advantage of this correspondence and reformulate (1.1)–(1.3) and the main theorems in
a setting of vector fields defined on G. For this purpose, we introduce a differentiable
structure on G and define appropriate Lebesgue and Sobolev spaces.
The group G, endowed with the canonical topology, is a locally compact abelian group.
Consequently, it has a Fourier transform associated to it. The main advantage of working
in a setting of G-defined functions is the ability to employ this Fourier transform and
express solutions to linear systems of partial differential equations in terms of Fourier
multipliers.
4.1 Differentiable structure, distributions and Fourier transform
The topology and differentiable structure on G is inherited from R3×R. More precisely,
we equip G with the quotient topology induced by the canonical quotient mapping
pi : R3 × R→ R3 × R/T Z, pi(x, t) := (x, [t]).
Equipped with the quotient topology, G becomes a locally compact abelian group. We
shall use the restriction
Π : R3 × [0, T )→ G, Π := pi|R3×[0,T )
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to identify G with the domain R3 × [0, T ). Π is clearly a (continuous) bijection.
Via Π, one can identify the Haar measure dg on G as the product of the Lebesgue
measure on R3 and the Lebesgue measure on [0, T ). The Haar measure is unique up-to
a normalization factor, which we choose such that
∀u ∈ C0(G) :
∫
G
u(g) dg =
1
T
T∫
0
∫
R3
u ◦Π(x, t) dxdt,
where C0(G) denotes the space of continuous functions of compact support. For the sake
of convenience, we will omit the Π in integrals with respect to dxdt of G-defined func-
tions, that is, instead of 1T
∫ T
0
∫
R3 u ◦Π(x, t) dxdt we simply write 1T
∫ T
0
∫
R3 u(x, t) dxdt.
Next, we define by
C∞(G) := {u : G→ R | u ◦ pi ∈ C∞(R3 × R)} (4.1)
the space of smooth functions on G. For u ∈ C∞(G) we define derivatives
∀(α, β) ∈ N30 × N0 : ∂βt ∂αxu :=
[
∂βt ∂
α
x (u ◦ pi)
] ◦Π−1.
It is easy to verify for u ∈ C∞(G) that also ∂βt ∂αxu ∈ C∞(G).
With a differentiable structure defined on G via (4.1), we can introduce the space
of tempered distributions on G. For this purpose, we first recall the Schwartz-Bruhat
space of generalized Schwartz functions; see for example [1]. More precisely, we define
for u ∈ C∞(G) the semi-norms
ρα,β,γ(u) := sup
(x,t)∈G
|xγ∂βt ∂αxu(x, t)| for (α, β, γ) ∈ N30 × N0 × N30,
and put
S (G) := {u ∈ C∞(G) | ∀(α, β, γ) ∈ N30 × N0 × N30 : ρα,β,γ(u) <∞}.
Clearly, S (G) is a vector space and ρα,β,γ a semi-norm on S (G). We endow S (G)
with the semi-norm topology induced by the family
{
ρα,β,γ | (α, β, γ) ∈ N30 ×N0 ×N30
}
.
The topological dual space S ′(G) of S (G) is then well-defined. We equip S ′(G) with
the weak* topology and refer to it as the space of tempered distributions on G. Observe
that both S (G) and S ′(G) remain closed under multiplication by smooth functions
that have at most polynomial growth with respect to the spatial variables.
For a tempered distribution u ∈ S ′(G), distributional derivatives ∂βt ∂αxu ∈ S ′(G) are
defined by duality in the usual manner:
∀ψ ∈ S (G) : 〈∂βt ∂αxu, ψ〉 := 〈u, (−1)|(α,β)|∂βt ∂αxψ〉.
It is easy to verify that ∂βt ∂
α
xu is well-defined as an element of S
′(G). For tempered
distributions on G, we keep the convention that differential operators like ∆ and div act
only in the spatial variable x unless otherwise indicated.
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We shall also introduce tempered distributions on G’s dual group Ĝ. We associate each
(ξ, k) ∈ R3 ×Z with the character χ : G→ C, χ(x, t) := eix·ξ+ik 2piT t on G. It is standard
to verify that all characters are of this form, and we can thus identify Ĝ = R3 × Z. By
default, Ĝ is equipped with the compact-open topology, which in this case coincides with
the product of the Euclidean topology on R3 and the discrete topology on Z. The Haar
measure on Ĝ is simply the product of the Lebesgue measure on R3 and the counting
measure on Z.
A differentiable structure on Ĝ is obtained by introduction of the space
C∞(Ĝ) := {w ∈ C (Ĝ) | ∀k ∈ Z : w(·, k) ∈ C∞(R3)}.
To define the generalized Schwartz-Bruhat space on the dual group Ĝ, we further intro-
duce for w ∈ C∞(Ĝ) the semi-norms
ρˆα,β,γ(w) := sup
(ξ,k)∈Ĝ
|kβξα∂γξw(ξ, k)| for (α, β, γ) ∈ N30 × N0 × N30.
We then put
S (Ĝ) := {w ∈ C∞(Ĝ) | ∀(α, β, γ) ∈ N30 × N0 × N30 : ρˆα,β,γ(w) <∞}.
We endow the vector space S (Ĝ) with the semi-norm topology induced by the family
of semi-norms {ρˆα,β,γ | (α, β, γ) ∈ N30 × N0 × N30}. The topological dual space of S (Ĝ)
is denoted by S ′(Ĝ). We equip S ′(Ĝ) with the weak* topology and refer to it as the
space of tempered distributions on Ĝ.
So far, all function spaces have been defined as real vector spaces of real functions.
Clearly, we can define them analogously as complex vector spaces of complex functions.
When a function space is used in context with the Fourier transform, which we shall
introduce below, we consider it as a complex vector space.
The Fourier transform FG on G is given by
FG : L
1(G)→ C (Ĝ), FG(u)(ξ, k) := û(ξ, k) := 1T
T∫
0
∫
R3
u(x, t) e−ix·ξ−ik
2pi
T t dxdt.
If no confusion can arise, we simply write F instead of FG. The inverse Fourier trans-
form is formally defined by
F−1 : L1(Ĝ)→ C (G), F−1(w)(x, t) := w∨(x, t) :=
∑
k∈Z
∫
R3
w(ξ, k) eix·ξ+ik
2pi
T t dξ.
It is standard to verify that F : S (G) → S (Ĝ) is a homeomorphism with F−1 as
the actual inverse, provided the Lebesgue measure dξ is normalized appropriately. By
duality, F extends to a mapping S ′(G)→ S ′(Ĝ). More precisely, we define
F : S ′(G)→ S ′(Ĝ), ∀ψ ∈ S (Ĝ) : 〈F (u), ψ〉 := 〈u,F (ψ)〉.
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Similarly, we define
F−1 : S ′(Ĝ)→ S ′(G), ∀ψ ∈ S (G) : 〈F−1(u), ψ〉 := 〈u,F−1(ψ)〉.
Clearly F : S ′(G)→ S ′(Ĝ) is a homeomorphism with F−1 as the actual inverse.
The Fourier transform in the setting above provides us with a calculus between the
differential operators on G and the polynomials on Ĝ. As one easily verifies, for u ∈
S ′(G) and α ∈ N30, l ∈ N0 we have
F
(
∂lt∂
α
xu
)
= il+|α|
(2pi
T
)l
kl ξαF (u)
as identity in S ′(Ĝ).
4.2 Function spaces
Having introduced smooth functions on G in form of the space C∞(G), we define func-
tion spaces of G-defined functions and vector fields corresponding to the Lebesgue and
Sobolev spaces of T -time-periodic functions and vector fields introduced in Section 2.
We start by putting
C∞0 (G) := {u ∈ C∞(G) | suppu is compact}.
We let Lq(G) denote the usual Lebesgue space with respect to the Haar measure dg,
and let ‖·‖q denote the norm. It is standard to verify that Lq(G) ⊂ S ′(G). Classical
Sobolev spaces are then defined as
W k,q(G) := {u ∈ Lq(G) | ‖u‖k,q <∞},
where ‖·‖k,q is defined exactly as in (2.1), and the condition ‖u‖k,q <∞ expresses that
the distributional derivatives of u appearing in the norm ‖·‖k,q all belong to Lq(G). We
note that W k,q(G) = C∞0 (G)
‖·‖k,q
and Lq(G) = C∞0 (G)
‖·‖q
, which can be shown by
standard arguments.
Next, we let
C∞0,σ(G) := {u ∈ C∞0 (G)3 | div u = 0},
and define the Banach spaces
Lqσ(G) := C
∞
0,σ(G)
‖·‖q
, W 2,1,qσ (G) := C
∞
0,σ(G)
‖·‖2,1,q
of solenoidal vector fields, where the norm ‖·‖2,1,q is defined as in (2.2). It can be shown
that
Lqσ(G) = {u ∈ Lq(G)3 | div u = 0}. (4.2)
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This identity is well-known if the underlying domain is R3; a proof can be found in
[6, Chapter III.4]. Simple modifications to this proof (see [15, Lemma 3.2.1]) suffice to
establish the identity in the case where R3 is replaced with G. For convenience, we put
Lq,rσ (G) := L
q
σ(G) ∩ Lrσ(G), ‖·‖Lq,rσ (G) := ‖·‖q + ‖·‖r,
W 2,1,q,rσ (G) := W
2,1,q
σ (G) ∩W 2,1,rσ (G), ‖·‖2,1,q,r := ‖·‖2,1,q + ‖·‖2,1,r,
which are obviously Banach spaces in the associated norms.
Recalling (2.3), we define analogously the projection P on G-defined functions:
P : C∞0 (G)→ C∞0 (G), Pu(x, t) :=
1
T
T∫
0
u(x, s) ds
and put P⊥ := Id−P. We make note of the following properties:
Lemma 4.1. Let q ∈ (1,∞). The projection P : C∞0,σ(G) → C∞0,σ(G) extends, by
continuity, uniquely to a bounded projection P : Lqσ(G) → Lqσ(G) and to a bounded
projection P : W 2,1,qσ (G)→W 2,1,qσ (G). The same is true for P⊥.
Proof. Boundedness of P in the norms of Lqσ(G) and W 2,1,qσ (G) can easily be verified by
employing Ho¨lder’s and Minkowski’s integral inequality; see also [16, Lemma 4.5].
Lemma 4.2. P extends uniquely to a projection P : L1loc(G) → L1loc(G). The same is
true for P⊥.
Proof. For any R > 0, P extends uniquely, by continuity, to a bounded projection
on L1(BR×R/T Z). Thus, for u ∈ L1loc(G) the element Pu is naturally defined in
L1(BR×R/T Z) for any R > 0. Consequently, Pu, and thus also P⊥u, are well-defined
as elements in L1loc(G).
Lemma 4.3. Let f, g ∈ L1loc(G). Then
1
T
T∫
0
Pf(x, t) · P⊥g(x, t) dt = 0 for a.e. x ∈ R3. (4.3)
Proof. This is a simple consequence of the fact that Pf is independent on t.
Lemma 4.4. The projections P and P⊥ extend uniquely, by continuity, to continuous
operators P : S ′(G)→ S ′(G) and P⊥ : S ′(G)→ S ′(G) with
Pf = F−1G
[
κ0 · f̂
]
, (4.4)
P⊥f = F−1G
[
(1− κ0) · f̂
]
, (4.5)
where
κ0 : Ĝ→ C, κ0(ξ, k) :=
{
1 if k = 0,
0 if k 6= 0.
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Proof. We simply observe for f ∈ S (G) that
FG
[Pf](ξ, k) = 1T
T∫
0
∫
Rn
1
T
T∫
0
f(x, s) ds e−ix·ξ−i
2pi
T kt dxdt
= κ0(ξ, k)
∫
Rn
1
T
T∫
0
f(x, s) ds e−ix·ξ dx = κ0(ξ, k) f̂(ξ, 0) = κ0(ξ, k) f̂(ξ, k).
The formula extends to f ∈ S ′(G) by duality.
Having introduced the projections P and P⊥, we can now define
Lqσ,⊥(G) := P⊥Lqσ(G),
Lq,rσ,⊥(G) := P⊥Lq,rσ (G) = Lqσ,⊥(G) ∩ Lrσ,⊥(G),
W 2,1,qσ,⊥ (G) := P⊥W 2,1,qσ (G),
W 2,1,q,rσ,⊥ (G) := P⊥W 2,1,q,rσ,⊥ (G) = W 2,1,qσ,⊥ (G) ∩ W 2,1,rσ,⊥ (G).
Since Pu is t-independent, it is easy to verify that PLqσ(G) = Lqσ(R3). It follows that P
induces the decomposition
Lqσ(G) = L
q
σ(R3)⊕ Lqσ,⊥(G). (4.6)
Next, we introduce the Helmholtz projection on the Lebesgue space Lq(G)3 by a
classical Fourier-multiplier expression:
Lemma 4.5. The Helmholtz projection
PH : L2(G)3 → L2(G)3, PHf := F−1G
[(
I − ξ ⊗ ξ|ξ|2
)
f̂
]
(4.7)
extends for any q ∈ [1,∞) uniquely to a continuous projection PH : Lq(G)3 → Lq(G)3.
Moreover, PHLq(G)3 = Lqσ(G).
Proof. The Fourier multiplier on the right-hand side in (4.7) is identical to the multiplier
of the classical Helmholtz projection in the Euclidean R3-setting. Boundedness of PH
on Lq(G)3 can thus be derived from boundedness of the classical Helmholtz projection
on Lq(R3)3. One readily verifies that PH is a projection, and that divPHf = 0. By
(4.2), PHLq(G)3 ⊂ Lqσ(G) follows. On the other hand, since div f = 0 implies ξj f̂j = 0,
we have PHf = f for all f ∈ Lqσ(G). We conclude PHLq(G)3 = Lqσ(G).
Since PH : Lq(G)3 → Lq(G)3 is a continuous projection, it decomposes Lq(G) into a
direct sum
Lq(G) = Lqσ(G)⊕ G q(G)
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of closed subspaces with
G q(G) :=
(
Id−PH
)
Lq(G)3.
We further define
G q,r(G) := G q(G) ∩ G q(G), ‖·‖G q,r(G) := ‖·‖q + ‖·‖r,
which is clearly a Banach space with respect to the associated norm.
We introduce the convention that a G-defined function u : G → R can be considered
an element of a function space of R3-defined functions, say X(R3), if and only if u is
independent on t, and the restriction u|R3×{0} belongs to X(R3). In this context, we
shall need, in addition to the spaces Xq,rσ,Oseen(R
3) defined in (2.5), also the homogeneous
Sobolev spaces Dm,q(R3) and their associated semi-norms:
Dm,q(R3) := {u ∈ L1loc(R3) | ∀α ∈ N30 with |α| = m : ∂αu ∈ Lq(R3)},
|u|m,q :=
( ∑
|α|=m
∫
R3
|∂αu(x)|q dx
) 1
q
.
Moreover, we will deploy the space of solenoidal vector fields
Lqσ(R3) := C∞0,σ(R3)
‖·‖q
and
Lq,rσ (R3) := Lqσ(R3) ∩ Lrσ(R3), ‖·‖Lq,rσ (R3) := ‖·‖q + ‖·‖r ,
which is obviously a Banach space in the given norm.
Finally, we define for G-defined functions the norm ‖·‖Xq,rpres exactly as in (2.6) and let
Xq,rpres(G) := {p ∈ L1loc(G) | ‖p‖Xq,rpres <∞}.
4.3 Reformulation
Since the differentiable structure on G is inherited from R3×R, we can formulate (1.1)–
(1.3) as a system of partial differential equations on G:{
∂tu−∆u− λ∂1u+∇p + u · ∇u = f in G,
div u = 0 in G,
(4.8)
with unknowns u : G→ R3 and p : G→ R, and data f : G→ R3. Observe that in this
formulation the periodicity conditions are not needed anymore. Indeed, all functions
defined on G are by construction T -time-periodic.
Based on the new formulation above, we obtain the following new formulations of
Theorem 2.3 and Theorem 2.4 in a setting of G-defined vector fields. For convenience,
in the new formulation we split Theorem 2.3 into three parts: the statement of existence,
the balance of energy, and the statement of uniqueness.
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Theorem 4.6. Let q ∈ (1, 43
]
, r ∈ (4,∞) and λ 6= 0. There is a constant ε1 > 0 such
that for any f ∈ Lq(G)3 ∩ Lr(G)3 with
‖f‖Lq(G) + ‖f‖Lr(G) ≤ ε1 (4.9)
there is a solution (u, p) to (4.8) with u = v + w and
(v, w, p) ∈ Xq,rσ,Oseen(R3)×W 2,1,q,rσ,⊥ (G)×Xq,rpres(G). (4.10)
Definition 4.7. Let f ∈ Lqloc(G)3. We say that U ∈ L1loc(G)3 is a physically reason-
able weak solution to (4.8) if, considered as a mapping t → U(·, t), it satisfies U ∈
L2
(
(0, T );D1,20,σ(R3)
)
, P⊥U ∈ L∞
(
(0, T );L2(R3)3), U satisfies (2.7) for all Φ ∈ C∞0,σ(G),
and U satisfies the energy inequality (2.8).
Theorem 4.8. Let q ∈ (1, 43], r ∈ (4,∞), λ 6= 0 and f ∈ Lq(G)3 ∩ Lr(G)3. A solution
(u, p) to (4.8) in the class (4.10) (with u = v + w) satisfies the energy equation (2.11).
Theorem 4.9. Let q ∈ (1, 65
]
, r ∈ (4,∞), λ 6= 0 and f ∈ Lq(G)3 ∩ Lr(G)3. There is a
constant ε2 > 0 such that if ‖f‖q + ‖f‖r ≤ ε2, then a solution (u, p) to (4.8) in the class
(4.10) (with u = v + w) is unique in the class of physically reasonable weak solutions
characterized by Definition 4.7.
Theorem 4.10. Let q ∈ (1, 43], r ∈ (8,∞), λ 6= 0 and m ∈ N. If f ∈ Wm,q(G)3 ∩
Wm,r(G)3, then a solution (u, p) to (4.8) in the class (4.10) (with u = v + w) satisfies
∀(α, β, κ) ∈ N30 × N30 × N0, |α| ≤ m, |β|+ |κ| ≤ m :
(∂αx v, ∂
β
x∂
κ
t w, ∂
β
x∂
κ
t p) ∈ Xq,rσ,Oseen(R3)×W 2,1,q,rσ,⊥ (G)×Xq,rpres(G).
The main challenge will now be to prove the theorems above, which will be done in
the next section. The advantage obtained at this point, by the reformulation of these
theorems in the setting on the group G, is the ability by means of the Fourier transform
FG to employ multiplier theory.
5 Proof of main theorems
We will now prove Theorem 2.3 and Theorem 2.4. The proofs reduce to simple verifica-
tions once we have established Theorem 4.6–Theorem 4.10. First, however, we recall the
maximal regularity results for the linearization of (4.8) from [16]. Based on the linear
theory, the existence of a strong solution as stated in Theorem 4.6 will then be shown
with the contraction mapping principle. Also the regularity properties in Theorem 4.10
will be established from estimates obtained for the linear problem.
We shall repeatedly make use of the following embedding property of homogeneous
Sobolev spaces:
Lemma 5.1. Let q ∈ (1,∞) and r ∈ (3,∞). Then
∀u ∈ D1,r(R3) ∩ Lq(R3) : ‖u‖∞ ≤ C1
(|u|1,r + ‖u‖q) (5.1)
with C1 = C1(q, r).
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Proof. See [6, Remark II.7.2].
Lemma 5.2. Let q ∈ (1, 43] and r ∈ (4,∞). Then every v ∈ Xq,rσ,Oseen(R3) satisfies
‖∇v‖∞ ≤ C2‖v‖Xq,rσ,Oseen(R3), (5.2)
‖∇v‖r ≤ C3‖v‖Xq,rσ,Oseen(R3), (5.3)
‖v‖∞ ≤ C4‖v‖Xq,rσ,Oseen(R3), (5.4)
‖∇v‖2 ≤ C5‖v‖Xq,rσ,Oseen(R3). (5.5)
Moreover, every w ∈W 2,1,q,rσ,⊥ (G) satisfies
‖w‖∞ ≤ C6‖w‖2,1q,r. (5.6)
Proof. Recall (5.1) and observe that
‖∇v‖∞ ≤ C1
(|v|2,r + ‖∇v‖ 4q
4−q
) ≤ C1‖v‖Xq,rσ,Oseen(R3),
which implies (5.2). It follows that ∇v ∈ L 4q4−q (R3) ∩ L∞(R3) and consequently, since
4q
4−q < r <∞, by interpolation that
‖∇v‖r ≤ c1
(‖∇v‖∞ + ‖∇v‖ 4q
4−q
) ≤ c1‖v‖Xq,rσ,Oseen(R3).
This shows (5.3). With (5.3) at our disposal, we again employ (5.1) and find that
‖v‖∞ ≤ C1
(‖∇v‖r + ‖v‖ 2q
2−q
) ≤ c2‖v‖Xq,rσ,Oseen(R3).
Thus (5.4) follows. To show (5.5), observe, since q ≤ 43 and thus 4q4−q ≤ 2, that
‖∇v‖2 ≤ c3
(‖∇v‖ 4q
4−q
+ ‖∇v‖∞
) ≤ c4‖v‖Xq,rσ,Oseen(R3).
Finally, the Sobolev embedding W 1,r(G) ↪→ L∞(G) for r > 4, which follows from the
classical Sobolev embedding W 1,r
(
R3 × (0, T )) ↪→ L∞(R3 × (0, T )) since Π, by lifting,
induces an embedding W 1,r(G)↪→W 1,r(R3 × (0, T )), implies (5.6).
Lemma 5.3. If u ∈ S ′(G) with Pu = 0 satisfies
∂tu−∆u− λ∂1u = 0 in G, (5.7)
then u = 0.
Proof. Applying FG on both sides in (5.7), we deduce that
(
i2piT k + |ξ|2 − λiξ1
)
û = 0.
Since the polynomial |ξ|2 + i(2piT k − λξ1) vanishes only at (ξ, k) = (0, 0), we conclude
that supp û ⊂ {(0, 0)}. However, since Pu = 0 we have κ0û = 0, whence (ξ, 0) /∈ supp û
for all ξ ∈ R3. Consequently, supp û = ∅. It follows that û = 0 and thus u = 0.
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Lemma 5.4. Let v ∈ Lq(R3) for some q ∈ [1,∞). If
−∆v − λ∂1v = 0 in R3, (5.8)
then v = 0.
Proof. Applying the Fourier transform FR3 in (5.8), we see that
(|ξ|2 − λiξ1)v̂ = 0. It
follows that supp v̂ ⊂ {0}, whence v is a polynomial. Since v ∈ Lq(R3), we must have
v = 0.
Lemma 5.5. Let q ∈ (1,∞). Then
ATP : W
2,1,q
σ,⊥ (G)→ Lqσ,⊥(G), ATPw := ∂tw −∆w − λ∂1w
is a homeomorphism. Moreover ‖A−1TP‖ ≤ C7 P (λ, T ), where C7 = C7(q) and P (λ, T ) is
a polynomial in λ and T .
Proof. See [16, Theorem 4.8].
Lemma 5.6. For q ∈ (1, 2)
AOseen : X
q,r
σ,Oseen(R
3)→ Lq,rσ (R3), AOseenv := −∆v − λ∂1v
a homeomorphism. Moreover ‖A−1Oseen‖ ≤ C8 with C8 independent on λ.
Proof. See [6, Theorem VII.4.1].
Lemma 5.7. If q ∈ (1, 2), r ∈ (4,∞) and λ 6= 0, then
ATP : X
q,r
σ,Oseen(R
3)×W 2,1,q,rσ,⊥ (G)→ Lq,rσ (G),
ATP(v, w) := ∂tw −∆
(
v + w
)− λ∂1(v + w)
is a homeomorphism. Moreover
‖A−1TP‖ ≤ C9 P (λ, T ), (5.9)
where P (λ, T ) is a polynomial in λ and T , and C9 = C9(q).
Proof. Recalling Lq,rσ (G) = L
q,r
σ (R3) ⊕ Lq,rσ,⊥(G) from (4.6), Lemma 5.5 and Lemma 5.6
concludes the proof.
Lemma 5.8. Let q ∈ (1, 3) and r ∈ (1,∞). Then
grad : Xq,rpres(G)→ G q,r(G), grad p := ∇p
is a homeomorphism.
Proof. See [16, Lemma 5.4].
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Proof of Theorem 4.6. We can use the Helmholtz projection to eliminate the pressure
term ∇p in (4.8). More precisely, we shall first study{
∂tu−∆u− λ∂1u+ PH
[
u · ∇u] = PHf in G,
div u = 0 in G.
(5.10)
After solving (5.10), a pressure term p can be constructed such that (u, p) solves (4.8).
We first show that any pair of vector fields (v, w) ∈ Xq,rσ,Oseen(R3)×W 2,1,q,rσ,⊥ (G) satisfies
(v + w) · ∇(v + w) ∈ Lq(G)3 ∩ Lr(G)3. Recalling (5.3) and (5.4), we find that
‖v · ∇v‖r ≤ ‖v‖∞ ‖∇v‖r ≤ c1‖v‖2Xq,rσ,Oseen(R3). (5.11)
Moreover, employing Ho¨lder’s inequality and recalling (5.5) we deduce
‖v · ∇v‖q ≤ ‖v‖ 2q
2−q
‖∇v‖2 ≤ c2‖v‖2Xq,rσ,Oseen(R3). (5.12)
We also observe that
‖v · ∇w‖r ≤ ‖v‖∞ ‖∇w‖r ≤ c3‖v‖Xq,rσ,Oseen(R3) ‖w‖2,1q,r (5.13)
and
‖v · ∇w‖q ≤ ‖v‖∞ ‖∇w‖q ≤ c4‖v‖Xq,rσ,Oseen(R3) ‖w‖2,1q,r. (5.14)
Similarly, recalling (5.2) we can estimate
‖w · ∇v‖r ≤ ‖w‖r ‖∇v‖∞ ≤ c5‖w‖2,1q,r ‖v‖Xq,rσ,Oseen(R3) (5.15)
and
‖w · ∇v‖q ≤ ‖w‖q ‖∇v‖∞ ≤ c6‖w‖2,1q,r ‖v‖Xq,rσ,Oseen(R3). (5.16)
By (5.6) it follows that also
‖w · ∇w‖r ≤ ‖w‖∞ ‖∇w‖r ≤ c7‖w‖22,1q,r (5.17)
and
‖w · ∇v‖q ≤ ‖w‖q ‖∇v‖∞ ≤ c8‖w‖2,1,q,r ‖v‖Xq,rσ,Oseen(R3). (5.18)
Combining (5.11)–(5.18), we conclude (v + w) · ∇(v + w) ∈ Lq(G)3 ∩ Lr(G)3 and
‖PH
[
(v + w) · ∇(v + w)]‖Lq,rσ (G) ≤ c9‖(v, w)‖2Xq,rσ,Oseen(R3)×W 2,1,q,rσ,⊥ (G). (5.19)
Recalling Lemma 5.7, we can now define the map
J : Xq,rσ,Oseen(R3)×W 2,1,q,rσ,⊥ (G)→ Xq,rσ,Oseen(R3)×W 2,1,q,rσ,⊥ (G),
J (v, w) := A−1TP
(PHf − PH[(v + w) · ∇(v + w)]).
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By construction, a fixed point (v, w) of J yields a solution u := v + w to (5.10). As
Xq,rσ,Oseen(R
3) and W 2,1,q,rσ,⊥ (G) are Banach spaces, we shall employ Banach’s fixed point
theorem to show existence of such a fixed point. To this end, we recall (5.9) and estimate
‖J (v, w)‖ ≤ C9P (λ, T )
(‖PHf‖Lq,rσ (G) + ‖PH[(v + w) · ∇(v + w)]‖Lq,rσ (G))
≤ c10P (λ, T )
(
ε1 + ‖(v, w)‖2Xq,rσ,Oseen(R3)×W 2,1,q,rσ,⊥ (G)
)
.
(5.20)
Consequently, J is a self-mapping on the ball Bρ ⊂ Xq,rσ,Oseen(R3)×W 2,1,q,rσ,⊥ (G) provided
ρ and ε1 satisfy
c10P (λ, T )
(
ε1 + ρ
2
) ≤ ρ.
The above inequality is satisfied if we, for example, choose
ρ :=
1
4c10P (λ, T ) , ε1 :=
1
16c102P (λ, T )2 . (5.21)
With this choice of parameters, we further have for (v1, w1), (v2, w2) ∈ Bρ:
‖J (v1, w1)− J (v2, w2)‖ ≤ c10P (λ, T ) ‖(v1, w1)− (v2, w2)‖2
≤ c10P (λ, T ) 2ρ ‖(v1, w1)− (v2, w2)‖
≤ 1
2
‖(v1, w1)− (v2, w2)‖.
Thus, J becomes a contractive self-mapping. By Banach’s fixed point theorem, J then
has a unique fixed point in Bρ.
Finally, we construct the pressure. By (5.19), u · ∇u ∈ Lq(G)3 ∩ Lr(G)3. Recalling
Lemma 5.8, the function
p := grad−1
([
Id−PH
](
f − u · ∇u))
belongs to Xq,rpres(G). Clearly, (u, p) is a solution to (4.8).
Lemma 5.9. Let λ 6= 0 and U ∈ L1loc(G)3 be a generalized solution to (4.8), that
is, it satisfies (2.7) for all Φ ∈ C∞0,σ(G), with U ∈ L2
(
(0, T );D1,20,σ(R3)
)
and P⊥U ∈
L∞
(
(0, T );L2(R3)3). If for some q ∈ (1, 54]
f ∈ Lq(G)3 ∩ L 32 (G)3 (5.22)
then
P⊥U ∈W 2,1,qσ,⊥ (G). (5.23)
If for some q˜ ∈ (1, 32
]
f ∈ Lq˜(G)3 ∩ L 32 (G)3 (5.24)
then
PU ∈ X q˜σ,Oseen(R3). (5.25)
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Proof. We first assume (5.22) for some q ∈ (1, 54
]
. Put V := PU and W := P⊥U . By
assumption W ∈ L2(G)3 and ∇W ∈ L2(G)3×3, whence
W · ∇W ∈ L1(G)3. (5.26)
Employing first Ho¨lder’s inequality and then a Sobolev-type inequality, see for example
[6, Lemma II.2.2] invoked with n = 3, q = 2 and r = 103 , we estimate
1
T
T∫
0
∫
R3
|W · ∇W| 54 dxdt ≤ 1T
T∫
0
‖∇W(·, t)‖
5
4
2 ‖W(·, t)‖
5
4
10
3
dt
≤ c1 1T
T∫
0
‖∇W(·, t)‖
5
4
2
(
‖∇W(·, t)‖
3
5
2 ‖W(·, t)‖
2
5
2
) 5
4
dt
≤ c2
(
ess sup
t∈(0,T )
‖W(·, t)‖2
) 1
2 · 1T
T∫
0
‖∇W(·, t)‖22 dx <∞,
(5.27)
whence
W · ∇W ∈ L 54 (G)3. (5.28)
We further deduce, by employing first Minkowski’s integral inequality, then Ho¨lder’s
inequality, and finally the Sobolev embedding D1,20,σ(R3) ↪→ L6(R3), that
(∫
R3
∣∣∣∣ 1T
T∫
0
W · ∇W dt
∣∣∣∣ 32 dx) 32 ≤ 1T
T∫
0
(∫
R3
|W · ∇W| 32 dx
) 3
2
dt
≤ 1T
T∫
0
(∫
R3
|W|6 dx
) 1
6
(∫
R3
|∇W|2 dx
) 1
2
dt
≤ 1T
T∫
0
∫
R3
|∇W|2 dxdt <∞.
Consequently, we have
P[W · ∇W] ∈ L 32 (G)3. (5.29)
Recalling Lemma 4.3, it is easy to verify from the weak formulation (2.7) that∫
R3
−V · ∂tΦ +∇V : ∇Φ− λ∂1V · Φ +
(
V · ∇V + P[W · ∇W]) · Φ dx = ∫
R3
Pf · Φ dx
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for all Φ ∈ C∞0,σ(R3). This means that V ∈ D1,20,σ(R3) is a generalized solution to the
steady-state problem{
−∆V − λ∂1V + PH
[V · ∇V] = PHPf − PHP[W · ∇W] in R3,
divV = 0 in R3. (5.30)
From (5.26), (5.29), and assumption (5.22), we deduce the summability
Pf − P[W · ∇W] ∈ Lq(R3)3 ∩ L 32 (R3)3
for the right-hand side in (5.30). Known results for the steady-state Navier-Stokes
problem (5.30) then imply
V ∈ Xqσ,Oseen(R3) ∩X
3
2
σ,Oseen(R
3). (5.31)
More specifically, we can employ [7, Lemma X.6.1]3 which, although formulated for a
three-dimensional exterior domain, also holds for solutions to the whole-space prob-
lem (5.30). By the additional regularity for V implied by (5.31), it follows that ∇V ∈
L2(R3)3×3. Since by assumption W ∈ L2(G)3, we thus have W ·∇V ∈ L1(G)3. In addi-
tion, we can deduce as in (5.27) that W ·∇V ∈ L 54 (G)3. Consequently, by interpolation
W · ∇V ∈ Lq(G)3. (5.32)
From (5.31) we further obtain V ∈ L 2q2−q (R3)3, which combined with ∇W ∈ L2(G)3×3
yields
V · ∇W ∈ Lq(G)3. (5.33)
We have now derived enough summability properties for the terms appearing in (4.8)
to finalize the proof. Recalling again Lemma 4.3, it is easy to verify from the weak
formulation (2.7) that
1
T
T∫
0
∫
R3
−W · ∂tΦ +∇W : ∇Φ− λ∂1W · Φ
+
(
P⊥[W · ∇W] +W · ∇V + V · ∇W
)
· Φ dxdt = 1T
T∫
0
∫
R3
P⊥f · Φ dxdt
(5.34)
for all Φ ∈ C∞0,σ(G). The summability ofW and∇W together the summability properties
obtained for W · ∇W, W · ∇V, and V · ∇W above enables us to extend (5.34) to all
Φ ∈ S (G). Thus the system ∂tW −∆W − λ∂1W = PHP⊥f − PH
[
P⊥
[W · ∇W]+W · ∇V + V · ∇W] in G,
divW = 0 in G
3Lemma X.6.1 is new in the latest edition of the monograph [7].
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is satisfied as an identity in S ′(G). From (5.26), (5.28), (5.32), (5.33), and the assump-
tions on f , we conclude that
PHP⊥f − PH
[
P⊥
[W · ∇W]+W · ∇V + V · ∇W] ∈ Lq(G)3.
Consequently, Lemma 5.5 combined with Lemma 5.3 implies (5.23).
Finally, assume (5.24) for some q˜ ∈ (1, 32
]
. In view of (5.26) and (5.29), we deduce
Pf − P[W · ∇W] ∈ Lq˜(R3)3 ∩ L 32 (R3)3.
Recalling that V solves (5.30), utilizing once more [7, Lemma X.6.1] we conclude (5.25).
Proof of Theorem 4.8. The proof relies on the summability properties of the solution
u = v + w being sufficient to multiply (4.8) with u itself and subsequently integrate
over space and time. Due to the different summability properties of v and w, it is more
convenient to carry out this process for v and w separately. Applying first P⊥ and then
PH to both sides in (4.8), we obtain
∂tw −∆w − λ∂1w = PHP⊥f − PH
[
P⊥
[
w · ∇w]+ w · ∇v + v · ∇w], (5.35)
which we multiply with w and integrate G. We can easily verify that the product of w
with each term in (5.35) is integrable over G. For example, we observe that
1
T
T∫
0
∫
R3
∣∣∂tw · w∣∣dxdt ≤ ‖∂tw‖4‖w‖ 4
3
≤ ‖w‖22,1q,r.
Similarly, one can verify for all the other terms in (5.35) that the product with w can
be integrated over G. We thus conclude that
1
T
T∫
0
∫
R3
∂tw · w −∆w · w − λ∂1w · w dxdt
=
1
T
T∫
0
∫
R3
P⊥f · w − P⊥
[
w · ∇w] · w − (w · ∇v) · w − (v · ∇w) · w dxdt,
(5.36)
where the Helmholtz projection PH can be omitted since w is solenoidal. Since w = P⊥w
we can, recalling (4.3), also omit the projection P⊥ in the first two terms on the right-
hand side. Moreover, the summability properties of w are sufficient to integrate by parts
in each term above. Consequently, we obtain
1
T
T∫
0
∫
R3
∇w : ∇w dxdt = 1T
T∫
0
∫
R3
f · w − (w · ∇v) · w dxdt. (5.37)
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We now repeat the procedure with v in the role of w. Applying first P and then PH to
both sides in (4.8), we obtain
−∆v − λ∂1v = PHPf − PH
[
P[w · ∇w]+ v · ∇v], (5.38)
which we multiply with v and integrate over R3. Again it should be verified that the
product of the terms in (5.38) with v is integrable over R3. This, however, is standard
to show. For example, in view of (5.4) and the fact that 2q2−q ≤ qq−1 it follows that∣∣∫
R3
∆v · v dx∣∣ ≤ ‖∆v‖q‖v‖ q
q−1
≤ ‖v‖2Xq,rσ,Oseen(R3).
Similarly, one can verify for all the other terms in (5.38) that the product with v can be
integrated over R3. We thus conclude that∫
R3
−∆v · v − λ∂1v · v dx =
∫
R3
f · v − (w · ∇w) · v − (v · ∇v) · v dx. (5.39)
One may also verify that the summability properties of v are sufficient to integrate by
parts in (5.39). We thereby obtain∫
R3
∇v : ∇vdx =
∫
R3
f · v + (w · ∇v) · w dx. (5.40)
Adding together (5.37) and (5.40) we deduce
1
T
T∫
0
∫
R3
|∇w|2 + |∇v|2 dxdt = 1T
T∫
0
∫
R3
f · (v + w) dxdt.
Since
1
T
T∫
0
∫
R3
∇v : ∇w dxdt = 0,
we finally conclude (2.11).
Proof of Theorem 4.9. Choosing ε2 ≤ ε1, we obtain by Theorem 4.6 a solution (u, p)
in the class (4.10) (with u = v + w). From the proof of Theorem 4.6, in particular
(5.20)–(5.21), we recall that u ∈ Bρ ⊂ Xq,rσ,Oseen(R3) ×W 2,1,q,rσ,⊥ (G) with ρ := ε2
1
2 , which
means that
‖(v, w)‖
Xq,rσ,Oseen(R3)×W 2,1,q,rσ,⊥ (G) ≤ ε2
1
2 . (5.41)
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Now recall Definition 4.7 and consider a physically reasonable weak solution U corre-
sponding to the same data f . Put V := PU and W := P⊥U . We shall verify that
the regularity of V and W ensured by Lemma 5.9 enables us to use u = v + w as a
test function in the weak formulation for U = V +W. Observe for example that (5.25)
implies V ∈ L 2q2−q (R3)3, from which it follows, since the Ho¨lder conjugate ( 2q2−q)′ = 2q3q−2
belongs to the interval (q, r), that
V · ∂tw ∈ L1(G). (5.42)
Moreover, since by assumption W ∈ L2(G)3, we also have
W · ∂tw ∈ L1(G). (5.43)
In a similar manner, one may verify that
∇V : ∇v, ∇V : ∇w, ∇W : ∇v, ∇W : ∇w ∈ L1(G)3. (5.44)
From (5.25) and the initial regularity of V, we obtain ∂1V ∈ Lq(R3)3 ∩ L2(R3)3. Thus,
since v ∈ L 2q2−q (R3)3 and the Ho¨lder conjugate ( 2q2−q)′ = 2q3q−2 belongs to the interval
(q, 2), we deduce
∂1V · v ∈ L1(R3)3. (5.45)
In view of (5.23), the same argument yields
∂1W · v ∈ L1(G)3. (5.46)
It is easy to see that
∂1V · w, ∂1W · w ∈ L1(G)3. (5.47)
By Lemma 5.2, we have v ∈ L 2q2−q (R3)3 ∩ L∞(R3)3. Moreover, recalling the embedding
D1,20,σ(R3) ↪→ L6(R3), we find that V ∈ L
2q
2−q (R3)3 ∩ L6(R3)3. We thus see that v, w,V ∈
L4(G)3, from which one can deduce that
(V · ∇V) · v, (V · ∇V) · w, (V · ∇W) · v, (V · ∇W) · w ∈ L1(G)3. (5.48)
Lemma 5.2 also yields w ∈ L∞(G)3, whence
(W · ∇V) · v, (W · ∇V) · w, (W · ∇W) · v, (W · ∇W) · w ∈ L1(G)3. (5.49)
Finally, recalling that
( 2q
2−q
)′
= 2q3q−2 ∈ (q, 2), the summability of f implies
f · v, f · w ∈ L1(G)3. (5.50)
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From the summability properties (5.42)–(5.50), we conclude, by a standard approxima-
tion argument, that u = v + w can be used as a test function in the weak formulation
for U = V +W and thus obtain
1
T
T∫
0
∫
R3
−W · ∂tw +∇U : ∇u− λ∂1U · u+ (U · ∇U) · udxdt = 1T
T∫
0
∫
R3
f · udxdt.
(5.51)
We now consider the equation
∂tu−∆u− λ∂1u+∇p + u · ∇u = f in G (5.52)
satisfied by the strong solution. We shall multiply (5.52) with U and integrate over G.
With the aid of Lemma 5.9 and Lemma 5.2, one can verify as above that the resulting
integral is well-defined. We thus obtain
1
T
T∫
0
∫
R3
∂tw · W −∆u · U − λ∂1u · U +∇p · U + (u · ∇u) · U dxdt = 1T
T∫
0
∫
R3
f · U dxdt.
Recalling (5.44)–(5.49), we see that the following integration by parts is valid
1
T
T∫
0
∫
R3
∂tw · W +∇u : ∇U + λu · ∂1U − (u · ∇U) · udxdt = 1T
T∫
0
∫
R3
f · U dxdt.
(5.53)
Adding together (5.51) and (5.53), we deduce
2
1
T
T∫
0
∫
R3
∇U : ∇udxdt = 1T
T∫
0
∫
R3
f · U dxdt+ 1T
T∫
0
∫
R3
f · udxdt
+
1
T
T∫
0
∫
R3
(
(u− U) · ∇U) · udxdt.
(5.54)
Since
1
T
T∫
0
∫
R3
∣∣∇U −∇u∣∣2 dxdt = 1T
T∫
0
∫
R3
∣∣∇U∣∣2 + ∣∣∇u∣∣2 dxdt− 2 1T
T∫
0
∫
R3
∇U : ∇udxdt,
we can utilize (5.54) in combination with the energy equality (2.11) satisfied by u due
to Theorem 4.8 and the energy inequality (2.8) satisfied by U to deduce
1
T
T∫
0
∫
R3
∣∣∇U −∇u∣∣2 dxdt ≤ 1T
T∫
0
∫
R3
(
(U − u) · ∇U) · udxdt. (5.55)
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Recalling (5.5), we see that ∇u ∈ L2(G)3×3. We already observed that u,V ∈ L4(G)3.
Thus, an integration by parts yields
1
T
T∫
0
∫
R3
(V · ∇u) · udxdt = 0. (5.56)
Since W ∈ L2(G)3 and u ∈ L∞(G), it further follows that
1
T
T∫
0
∫
R3
(W · ∇u) · udxdt = 0. (5.57)
Adding together (5.56) and (5.57) we obtain
1
T
T∫
0
∫
R3
(U · ∇u) · u dxdt = 0. (5.58)
Consequently, we can rewrite (5.55) as
1
T
T∫
0
∫
R3
∣∣∇U −∇u∣∣2 dxdt ≤ 1T
T∫
0
∫
R3
(
(U − u) · ∇(U − u)) · udxdt. (5.59)
Recalling the embedding D1,20,σ(R3) ↪→ L6(R3), we estimate
∣∣∣ 1T
T∫
0
∫
R3
(
(U − u) · ∇(U − u)) · udxdt∣∣∣
≤ 1T
T∫
0
‖U(·, t)− u(·, t)‖6 ‖∇U(·, t)−∇u(·, t)‖2 ‖u(·, t)‖3 dt
≤ ess sup
t∈(0,T )
‖u(·, t)‖3 1T
T∫
0
‖∇U(·, t)−∇u(·, t)‖22 dt.
(5.60)
Now we finally need the assumption q ≤ 65 , which implies 2q2−q ≤ 3. Consequently, from
the fact that ‖v‖ 2q
2−q
≤ ‖v‖Xq,rσ,Oseen(R3) and, by Lemma 5.2, ‖v‖∞ ≤ C4‖v‖Xq,rσ,Oseen(R3), we
obtain
‖v‖L3(R3)) ≤ c1‖v‖Xq,rσ,Oseen(R3). (5.61)
Since w ∈ W 2,1,r,qσ,⊥ (G) ↪→ W 1,3(G)3 ↪→ W 1,3
(
(0, T );L3(R3)3), standard Sobolev embed-
ding yields w ∈ L∞((0, T );L3(R3)3) with
‖w‖L∞((0,T );L3(R3)) ≤ c2‖w‖2,1,q,r. (5.62)
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Combining (5.61) and (5.62), we obtain
‖u‖L∞((0,T );L3(R3)) ≤ c3‖(v, w)‖Xq,rσ,Oseen(R3)×W 2,1,q,rσ,⊥ (G).
This estimate together with (5.41), (5.59) and (5.60) finally yields
1
T
T∫
0
∫
R3
∣∣∇U −∇u∣∣2 dxdt ≤ c3 ε2 12 1T
T∫
0
∫
R3
∣∣∇U −∇u∣∣2 dxdt.
We conclude that U = u if ε2 < c3− 12 .
Remark 5.10. The proof of Theorem 4.9 follows an idea introduced by Galdi in [5].
The same method was also used in [26] to show a uniqueness result for the time-periodic
Navier-Stokes problem in the case λ = 0.
Proof of Theorem 4.10. By assumption, (u, p) is a solution to (4.8) in the class (4.10)
with u = v + w. Applying first P⊥ and then PH on both sides in (4.8) we obtain ∂tw −∆w − λ∂1w = PHP⊥f − PH
[
P⊥
[
w · ∇w]+ w · ∇v + v · ∇w] in G,
divw = 0 in G.
(5.63)
We shall “take half a derivative in time” on both sides of (5.63). We therefore introduce
the pseudo-differential operator
∂
1
2
t : S (G)→ S (G), ∂
1
2
t ψ := F
−1
G
[(
i
2pi
T k
) 1
2 ψ̂
]
,
which, by duality, extends to an operator ∂
1
2
t : S
′(G) → S ′(G). Note that w · ∇w =
divw ⊗ w for a solenoidal vector field w. We thus find that
∂
1
2
t
[
P⊥
[
w · ∇w]]
j
= F−1G
[(
1− κ0(ξ, k)
)(
i2piT k
) 1
2 (iξl)
|ξ|2 + i2piT k
(|ξ|2 + i2piT k) ŵjwl
]
= F−1G
[
Ml(ξ, k)FG
[
(∂t −∆)[wjwl]
]] (5.64)
with
Ml : Ĝ→ C, Ml(ξ, k) :=
(
1− κ0(ξ, k)
)(
i2piT k
) 1
2 (iξl)
|ξ|2 + i2piT k
.
Observe that the only zero of the polynomial denumerator of Ml is (ξ, k) = (0, 0). When
k = 0, however, the numerator vanishes due to the term
(
1 − κ0(ξ, k)
)
. Consequently,
we see that Ml ∈ C∞(Ĝ) and that Ml is bounded. Using the same idea introduced in
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[16] based on the transference principle of Fourier multipliers, we will show that Ml is
an Lp(G)-multiplier for all p ∈ (1,∞). For this purpose, we let χ be a “cut-off” function
with
χ ∈ C∞0 (R;R), χ(η) = 1 for |η| ≤
1
2
, χ(η) = 0 for |η| ≥ 1,
and define
ml : R3 × R→ C, ml(ξ, η) :=
(
1− χ( T2piη)
)(
iη
) 1
2 ξl
|ξ|2 + iη .
Observe that the numerator in the definition of ml vanishes in a neighborhood of the
only zero (ξ, η) = (0, 0) of the denumerator. Away from (0, 0), ml is a rational function
with non-vanishing denumerator. Consequently, ml is smooth and bounded. Moreover,
as one readily verifies, ml satisfies
sup
ε∈{0,1}4
sup
(ξ,η)∈R3×R
∣∣ξε11 ξε22 ξε33 ηε4∂ε11 ∂ε22 ∂ε33 ∂ε4η ml(ξ, η)∣∣ <∞.
This means that ml satisfies the condition of Marcinkiewicz’s multiplier theorem; see for
example [12, Corollary 5.2.5] or [27, Chapter IV, §6]. Consequently, ml is an Lp(R3×R)-
multiplier. Next, we introduce Φ : Ĝ → R3 × R, Φ(ξ, k) := (ξ, 2piT k). Clearly, Φ is a
continuous homomorphism between the topological groups G and R3 × R, the latter
being considered a topological group in the canonical way. Observe that Ml = ml ◦ Φ.
Since ml is an L
p(R3×R)-multiplier, it follows from the transference principle of Fourier
multipliers on groups4, see [3, Theorem B.2.1] or [15, Theorem 3.4.5], that Ml is an
Lp(G)-multiplier. Recalling (5.64), we thus obtain
∀p ∈ (1,∞) :
∥∥∥∂ 12t [P⊥[w · ∇w]]∥∥∥
p
≤ c1 ‖(∂t −∆)[w ⊗ w]‖p. (5.65)
Due to w ∈ W 2,1,q,rσ,⊥ (G) and the fact that, by (5.6), w ∈ L∞(G), we have ∂twjwl ∈
Lq(G) ∩ Lr(G) and ∆wjwl ∈ Lq(G) ∩ Lr(G). Moreover, since r2 > q we observe that
∇wj · ∇wl ∈ Lq(G) ∩ L
r
2 (G). (5.66)
Computing
(∂t −∆)[wjwl] = ∂twjwl + wj∂twl − (∆wjwl + wj∆wl + 2∇wj · ∇wl),
we conclude by (5.65) that
∂
1
2
t
[
P⊥(w · ∇w)
]
∈ Lq(G) ∩ L r2 (G). (5.67)
4Originally, de Leeuw [2] established the transference principle between the torus group and R. Ed-
wards and Gaudry [3, Theorem B.2.1] generalized the theorem of de Leeuw to arbitrary locally
compact abelian groups. We employ this general version with groups R3 × R and G := R3 × R/T Z.
A proof of the theorem for this particular choice of groups can be found in [15, Theorem 3.4.5].
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We now recall (5.2), (5.4), and (5.6) to deduce
∂twjvl, ∆wjvl, ∆vjwl, ∇wj · ∇vl ∈ Lq(G) ∩ Lr(G).
By the same argument as above, we obtain
‖∂
1
2
t
[
w · ∇v + v · ∇w]‖q ∈ Lq(G) ∩ Lr(G) ⊂ Lq(G) ∩ L r2 (G).
We now apply ∂
1
2
t to both sides in (5.63). Clearly, all differential operators commute
with ∂
1
2
t . Recalling definition (4.7) of the Helmholtz projection in terms of a Fourier
multiplier, we also see that ∂
1
2
t commutes with PH . Similarly, ∂
1
2
t commutes with P⊥.
Consequently, after applying ∂
1
2
t to both sides in (5.63), we obtain
∂t
[
∂
1
2
t w
]−∆[∂ 12t w]− λ∂1[∂ 12t w] ∈ Lqσ,⊥(G) ∩ L r2σ,⊥(G).
Combining now Lemma 5.5 and Lemma 5.3, we conclude
∂
1
2
t w ∈W 2,1,qσ,⊥ (G) ∩W
2,1, r
2
σ,⊥ (G). (5.68)
Since
∂t∂jw = F
−1
G
[(
1− κ0(ξ, k)
)(
i2piT k
) 1
2 (iξj)
|ξ|2 + i2piT k
FG
[
(∂t −∆)∂
1
2
t wj
]]
,
we deduce by analyzing the multiplier
(ξ, k)→
(
1− κ0(ξ, k)
)(
i2piT k
) 1
2 (iξj)
|ξ|2 + i2piT k
in same way as we analyzed Ml that
∀p ∈ (1,∞) : ‖∂t∂jw‖p ≤ c2‖(∂t −∆)∂
1
2
t wj‖p.
In view of (5.68), we thus have
∂t∂jw ∈ Lq(G) ∩ L r2 (G). (5.69)
Combined with the fact that w ∈ W 2,1,q,r(G), it follows that ∇w ∈ W 1, r2 (G). Since
r
2 > 4, classical Sobolev embedding yields W
1, r
2 (G) ↪→ L∞(G). Thus
∇w ∈ L∞(G). (5.70)
With this information, we return to (5.66) and conclude that in fact
∇wh · ∇wm ∈ Lq(G) ∩ Lr(G).
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We therefore obtain improved regularity in (5.67), namely
∂
1
2
t
[P⊥(w · ∇w)] ∈ Lq(G) ∩ Lr(G).
Repeating the argument leading up to (5.69), we then deduce
∂t∂jw ∈ Lq(G) ∩ Lr(G). (5.71)
We shall now take a full derivative in time on both sides in (5.63). Concerning the terms
that will then appear on the right-hand side, we observe, recalling (5.2), (5.4), (5.6),
(5.70), and (5.71), that
∂tw · ∇w, w · ∇∂tw, ∂tw · ∇v, v · ∇∂tw ∈ Lq(G) ∩ Lr(G).
Consequently, we have
∂t
[
∂tw
]−∆[∂tw]− λ∂1[∂tw] ∈ Lqσ,⊥(G) ∩ Lrσ,⊥(G).
Combining again Lemma 5.5 and Lemma 5.3, we conclude the improved regularity
∂tw ∈W 2,1,qσ,⊥ (G) ∩W 2,1,rσ,⊥ (G) (5.72)
of the time derivative of w. We can establish the same improved regularity of spatial
derivatives of w. For this purpose we simply observe that
∂jw · ∇w, w · ∇∂jw, ∂jw · ∇v, w · ∇∂jv, ∂jv · ∇w, v · ∇∂jw ∈ Lq(G) ∩ Lr(G),
which implies, by applying ∂j on both sides in (5.70), that
∂t
[
∂jw
]−∆[∂jw]− λ∂1[∂jw] ∈ Lqσ,⊥(G) ∩ Lrσ,⊥(G).
Employing yet again Lemma 5.5 and Lemma 5.3, we obtain
∇w ∈W 2,1,qσ,⊥ (G) ∩W 2,1,rσ,⊥ (G). (5.73)
We now turn our attention to v. Applying P to both sides in (4.8), we deduce −∆v − λ∂1v = PHPf − PH
[
P[w · ∇w]+ v · ∇v] in R3,
div v = 0 in R3.
(5.74)
Recalling (5.2), (5.4), (5.6) and (5.70), one readily verifies
P[∂jw · ∇w], P[w · ∇∂jw], ∂jv · ∇v, v · ∇∂jv ∈ Lq(R3) ∩ Lr(R3).
Thus, applying ∂j on both sides in (5.74) we obtain
−∆[∂jv]− λ∂1[∂jv] ∈ Lqσ(R3) ∩ Lrσ(R3).
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By Lemma 5.6 and Lemma 5.4, we conclude that
∇v ∈ Xq,rσ,Oseen(R3). (5.75)
Summarizing (5.72), (5.73), and (5.75), we have established similar regularity for the
first order derivatives of w and v as we had originally for w and v. More precisely, we
have
∀ |α| ≤ 1, |β|+ |κ| ≤ 1 : (∂αx v, ∂βx∂κt w) ∈ Xq,rσ,Oseen(R3)×W 2,1,q,rσ,⊥ (G).
Iterating the argument above with (∂αx v, ∂
β
x∂κt w) in the role of (v, w), we obtain the same
regularity for all higher order derivatives as well, that is,
∀|α| ≤ m, |β|+ |κ| ≤ m : (∂αx v, ∂βx∂κt w) ∈ Xq,rσ,Oseen(R3)×W 2,1,q,rσ,⊥ (G). (5.76)
Concerning the pressure term p, we clearly have
∇p = ( Id−PH)[f − u · ∇u]. (5.77)
From (5.76) one easily deduces
∀|β|+ |κ| ≤ m : ∂βx∂κt
[
u · ∇u] ∈ Lq(G)3 ∩ Lr(G)3.
Taking derivatives in (5.77) and recalling Lemma 5.8, we thus obtain
∀|β|+ |κ| ≤ m : ∂βx∂κt p ∈ Xq,rpres(G),
which concludes the theorem.
We have now shown the main results for the reformulated version (4.8) of the system
(1.1)–(1.2) in the setting of the group G. It remains to verify that the results carry over
to the original time-periodic setting in R3 × R. For this purpose, we make two basic
observations.
Lemma 5.11. Let k ∈ N0 and q ∈ (1,∞). The quotient mapping pi : R3 × R → G
induces, by lifting, an embedding W k,q(G) ↪→W k,qloc
(
R3 × R) with
∀|(α, β)| ≤ k : (∂βt ∂αxu) ◦ pi = ∂βt ∂αx (u ◦ pi). (5.78)
Similarly, lifting by pi induces the embedding W 2,1,qσ (G) ↪→ W 2,1,qloc (R3 × R)3, with the
relevant derivatives satisfying (5.78), and for r ≥ q also Xq,rpres(G) ↪→W 1,0,rloc (R3 × R).
Proof. Consider u ∈ W k,q(G) and let ϕ ∈ C∞0 (R3 × R). Let {ψk}k∈Z ⊂ C∞0 (R) be a
partition of unity subordinate to the open cover {(k2T , (k2 + 1)T ) | k ∈ Z} of R. The
30
T -periodicity of u ◦ pi then implies∫
R3
∫
R
u ◦ pi · ∂βt ∂αxϕdtdx =
∫
R3
∫
R
u ◦ pi · ∂βt ∂αx
[∑
k∈Z
ψkϕ
]
dtdx
=
∑
k∈Z
∫
R3
T∫
0
u ◦Π · ∂βt ∂αx
[
(ψkϕ)(x, t+
k
2
T )
]
dtdx
=
∑
k∈Z
∫
G
u · ∂βt ∂αx
[
(ψkϕ)(·, ·+ k
2
T ) ◦Π−1
]
dg
= (−1)|(α,β)|
∑
k∈Z
∫
G
∂βt ∂
α
xu ·
[
(ψkϕ)(·, ·+ k
2
T ) ◦Π−1
]
dg
= (−1)|(α,β)|
∫
R3
∫
R
(
∂βt ∂
α
xu
) ◦ pi · ϕdtdx,
from which we deduce (5.78). The other statements follow analogously.
Lemma 5.12. The mapping Π = pi|R3×(0,T ) induces, by lifting, a homeomorphism be-
tween W k,q(G) and W k,qper
(
R3× (0, T )), W 2,1,q,rσ,⊥ (G) and W 2,1,q,rσ,per,⊥(R3× (0, T )), as well as
between Xq,rpres(G) and X
q,r
pres
(
R3 × (0, T )).
Proof. The spaces C∞0 (G) and C∞0,per
(
R3 × [0, T ]) are dense in the Sobolev spaces
W k,q(G) and W k,qper
(
R3×(0, T )), respectively. By construction of the differentiable struc-
ture on G, lifting by Π is a homeomorphism between
(
C∞0 (G), ‖·‖k,q
)
and the space(
C∞0,per
(
R3 × [0, T ]), ‖·‖k,q). It follows that this mapping extends to a homeomorphism
between W k,q(G) and W k,qper
(
R3 × (0, T )). The other statements follow analogously.
Proof of Theorem 2.3. It is easy to verify that lifting by Π is a homeomorphism between
Lq(G) and Lq
(
R3× (0, T )) with ‖f ◦Π−1‖q,G = T − 1q ‖f‖q,R3×(0,T ). We thus choose ε0 ≤(T − 1q + T − 1r )−1ε1, where ε1 is the constant from Theorem 4.6. Consider now a vector
field f ∈ Lq(R3×(0, T ))3∩Lr(R3×(0, T ))3 satisfying (1.3) and (2.9). Then f˜ := f ◦Π−1
satisfies (4.9), whence there exists, by Theorem 4.6, a solution (u˜, p˜) ∈ L1loc(G)3×L1loc(G)
to (4.8) in the class (4.10) (with u˜ = v˜ + w˜). Letting u := u˜ ◦ pi and p := p˜ ◦ pi, we
deduce from Lemma 5.11 and Lemma 5.12 that (u, p) is a solution to (1.1)–(1.2) in the
class (2.10). By Lemma 5.11 we further see that a vector field U is a weak solution in
the sense of Definition 2.1 corresponding to f if and only if U˜ := U ◦ Π−1 is a weak
solution in the sense of Definition 4.7 corresponding to f˜ . Consequently, uniqueness of
u in the class of physically reasonable weak solutions follows from Theorem 4.9. Finally,
we obtain directly from Theorem 4.8 that u satisfies the energy equality (2.11).
Proof of Theorem 2.4. Follows directly from Theorem 4.10 in combination with Lemma
5.11 and Lemma 5.12.
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Proof of Corollary 2.5. The corollary follows from Theorem 2.4 by a standard localiza-
tion argument combined with classical Sobolev embedding.
References
[1] F. Bruhat. Distributions sur un groupe localement compact et applications a` l’e´tude
des repre´sentations des groupes p-adiques. Bull. Soc. Math. Fr., 89:43–75, 1961. 8
[2] K. de Leeuw. On Lp multipliers. Ann. Math. (2), 81:364–379, 1965. 27
[3] R. Edwards and G. Gaudry. Littlewood-Paley and multiplier theory. Berlin-
Heidelberg-New York: Springer-Verlag, 1977. 27
[4] G. Galdi and H. Sohr. Existence and uniqueness of time-periodic physically reason-
able Navier-Stokes flow past a body. Arch. Ration. Mech. Anal., 172(3):363–406,
2004. 2
[5] G. P. Galdi. On the asymptotic properties of Leray’s solutions to the exterior
steady three-dimensional Navier-Stokes equations with zero velocity at infinity. In
Degenerate diffusions (Minneapolis, MN, 1991), volume 47 of IMA Vol. Math. Appl.,
pages 95–103. Springer, New York, 1993. 26
[6] G. P. Galdi. An introduction to the mathematical theory of the Navier-Stokes equa-
tions. Vol. I: Linearized steady problems. Springer Tracts in Natural Philosophy.
38. New York: Springer-Verlag, 1994. 11, 15, 16, 19
[7] G. P. Galdi. An introduction to the mathematical theory of the Navier-Stokes equa-
tions. Steady-state problems. 2nd ed. New York: Springer, 2011. 20, 21
[8] G. P. Galdi. Existence and uniqueness of time-periodic solutions to the Navier-
Stokes equations in the whole plane. Discrete Contin. Dyn. Syst., Ser. S, 6(5):1237–
1257, 2013. 2
[9] G. P. Galdi. On Time-Periodic Flow of a Viscous Liquid past a Moving Cylinder.
Arch. Ration. Mech. Anal., 210(2):451–498, 2013. 2
[10] G. P. Galdi and A. L. Silvestre. Existence of time-periodic solutions to the Navier-
Stokes equations around a moving body. Pac. J. Math., 223(2):251–267, 2006. 2
[11] G. P. Galdi and A. L. Silvestre. On the motion of a rigid body in a Navier-Stokes
liquid under the action of a time-periodic force. Indiana Univ. Math. J., 58(6):2805–
2842, 2009. 2
[12] L. Grafakos. Classical Fourier analysis. 2nd ed. New York, NY: Springer, 2008. 27
[13] S. Kaniel and M. Shinbrot. A reproductive property of the Navier-Stokes equations.
Arch. Rational Mech. Anal., 24:363–369, 1967. 2
32
[14] H. Kozono and M. Nakao. Periodic solutions of the Navier-Stokes equations in
unbounded domains. Tohoku Math. J. (2), 48(1):33–50, 1996. 2
[15] M. Kyed. Time-Periodic Solutions to the Navier-Stokes Equations. Habilitationss-
chrift, Technische Universita¨t Darmstadt, 2012. 1, 11, 27
[16] M. Kyed. Maximal regularity of the time periodic linearized Navier-Stokes system.
To appear in J. Math. Fluid Mech. Preprint: arXiv:1308.5633, 2013. 2, 11, 14,
16, 27
[17] P. Maremonti. Existence and stability of time-periodic solutions to the Navier-
Stokes equations in the whole space. Nonlinearity, 4(2):503–529, 1991. 2
[18] P. Maremonti. Some theorems of existence for solutions of the Navier-Stokes equa-
tions with slip boundary conditions in half-space. Ric. Mat., 40(1):81–135, 1991.
2
[19] P. Maremonti and M. Padula. Existence, uniqueness and attainability of periodic
solutions of the Navier-Stokes equations in exterior domains. Zap. Nauchn. Sem.
S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI), 233(Kraev. Zadachi Mat. Fiz. i
Smezh. Vopr. Teor. Funkts. 27):142–182, 257, 1996. 2
[20] T. Miyakawa and Y. Teramoto. Existence and periodicity of weak solutions of
the Navier-Stokes equations in a time dependent domain. Hiroshima Math. J.,
12(3):513–528, 1982. 2
[21] H. Morimoto. On existence of periodic weak solutions of the Navier-Stokes equations
in regions with periodically moving boundaries. J. Fac. Sci., Univ. Tokyo, Sect. I
A, 18:499–524, 1972. 2
[22] G. Prodi. Qualche risultato riguardo alle equazioni di Navier-Stokes nel caso bidi-
mensionale. Rend. Sem. Mat. Univ. Padova, 30:1–15, 1960. 2
[23] G. Prouse. Soluzioni periodiche dell’equazione di Navier-Stokes. Atti Accad. Naz.
Lincei Rend. Cl. Sci. Fis. Mat. Natur. (8), 35:443–447, 1963. 2
[24] G. Prouse. Soluzioni quasi-periodiche dell’equazione differenziale di Navier-Stokes
in due dimensioni. Rend. Sem. Mat. Univ. Padova, 33:186–212, 1963. 2
[25] J. Serrin. A note on the existence of periodic solutions of the Navier-Stokes equa-
tions. Arch. Rational Mech. Anal., 3:120–122, 1959. 2
[26] A. L. Silvestre. Existence and uniqueness of time-periodic solutions with finite
kinetic energy for the Navier-Stokes equations in R3. Nonlinearity, 25(1):37–55,
2012. 2, 26
[27] E. M. Stein. Singular integrals and differentiability properties of functions. Prince-
ton, N.J.: Princeton University Press, 1970. 27
33
[28] A. Takeshita. On the reproductive property of the 2-dimensional Navier-Stokes
equations. J. Fac. Sci. Univ. Tokyo Sect. I, 16:297–311 (1970), 1969. 2
[29] Y. Taniuchi. On the uniqueness of time-periodic solutions to the Navier-Stokes
equations in unbounded domains. Math. Z., 261(3):597–615, 2009. 2
[30] Y. Teramoto. On the stability of periodic solutions of the Navier-Stokes equations
in a noncylindrical domain. Hiroshima Math. J., 13:607–625, 1983. 2
[31] G. Van Baalen and P. Wittwer. Time periodic solutions of the Navier-Stokes equa-
tions with nonzero constant boundary conditions at infinity. SIAM J. Math. Anal.,
43(4):1787–1809, 2011. 2
[32] M. Yamazaki. The Navier-Stokes equations in the weak-Ln space with time-
dependent external force. Math. Ann., 317(4):635–675, 2000. 2
[33] V. Yudovich. Periodic motions of a viscous incompressible fluid. Sov. Math. Dokl.,
1:168–172, 1960. 2
34
