Abstract-The generalized precedence constrained traveling salesman problem is considered in the case when travel costs depend explicitly on the list of tasks that have not been performed (by the time of the travel). The original routing problem with dependent variables is represented in terms of an equivalent extremal problem with independent variables. An iterative method based on this representation is proposed for solving the original problem. The algorithm based on this method is implemented as a computer program. Keywords: route, precedence constraints, extremal problem.
INTRODUCTION
This paper continues the series of our papers devoted to the construction of iterative methods for solving constrained routing problems, specifically, precedence constrained problems of visiting megalopolises. These problems originate from the well-known intractable traveling salesman problem (TSP) yet possess certain features connected with solving real-life problems, e.g., problems concerned with decreasing the radiation exposure of nuclear power plant workers, in particular, in the process of dismantling a decommissioned power generation unit. This paper is devoted to solving a problem that simulates certain essential real-life features of the dismantling problem.
Returning to the TSP, let us note comprehensive review [1] [2] [3] as well as papers [4, 5] on the construction of the dynamic programming method (DPM) for solving the TSP; see also variants of the DPM for solving the generalized TSP in [6] [7] [8] . Our later studies in the direction connected with the DPM concern problems of consecutive passage through sets (megalopolises); these studies are presented in [9] and in the references therein. Let us now discuss another direction: the iterative method, which is based on a special transformation of an extremal routing problem with dependent variables (route and track) to a similar problem with independent variables ('system of cities' and route). This transformation was used in [10] [11] [12] for the investigation of the problem of visiting megalopolises without precedence constraints or any tasks inside the megalopolises for the traditional, additive method of cost aggregation; in [13, 14] , this scheme was extended to the case of the bottleneck problem. In [9, Ch. 4], a variant of the iterative method was constructed to solve the generalized precedence constrained TSP (the precedence constrained problem of visiting megalopolises). Finally, in [15] [16] [17] , the mentioned method was extended to a rather general case of the generalized precedence constrained TSP with internal tasks. One of the possible applications of the latter problem is connected with the known engineering problem of minimizing the radiation dose of nuclear power plant workers when they perform a series of tasks in areas with high radiation levels [18, 19] .
It is of interest to extend the iterative method and related constructions to a slightly different problem statement, which is motivated by another important real-life problem in the area of nuclear power engineering, namely, the mentioned problem of dismantling a decommissioned power generation unit (the corresponding version of the DPM has already been constructed, see [20] ; in connection with the application of the DPM to solve the dismantling problem, see also [21] ). This problem statement has the following essential feature: the cost of traveling between megalopolises depends explicitly on the list of unfinished tasks, which, in the actual engineering problem, corresponds to the radioactivity of the pieces of the power generation unit equipment that have not been dismantled by the time of the travel. This paper is devoted to constructing an iterative method adjusted to this situation. We also investigate related issues; in particular, we construct an equivalent transformation of the original routing problem to a form that corresponds conceptually to a recovery problem concerned with arranging the cities (within the limits of megalopolises) in the best way in the sense of the subsequent solution of the precedence constrained TSP. We use the theoretical constructions for developing an algorithm implemented as a computer program. The results of a computational experiment are presented in the end of the paper.
PROBLEM STATEMENT. GENERAL NOTIONS AND NOTATION
Let us start with necessary notions and notation. We use quantifiers and propositional connectives; in what follows, = denotes equality by definition. A family is a set whose elements are also sets. If x and y are objects, then {x; y} is the set consisting of x and y (an unordered pair of objects). For any object h, {h} = {h; h} is a singleton containing h. Sets are objects. Using the general definition [22, Ch. 2], for arbitrary objects p and q, we write (p, q) = {p}; {p; q} , which yields an ordered pair with the first element p and second element q. If z is an ordered pair, then pr 1 (z) and pr 2 (z) denote, respectively, the first and the second elements of z; these elements are uniquely defined by the condition z = (pr 1 (z), pr 2 (z)). If, moreover, z ∈ A × B, where A and B are sets, then pr 1 (z) ∈ A and pr 2 (z) ∈ B.
If S is a set, then we denote by P(S) (by P (S)) the family of all (all nonempty) subsets of S; 
