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BOUNDS FOR THE RATIO OF TWO GAMMA
FUNCTIONS—FROM GAUTSCHI’S AND KERSHAW’S
INEQUALITIES TO COMPLETELY MONOTONIC FUNCTIONS
FENG QI
Abstract. In this expository and survey paper, along one of main lines of
bounding the ratio of two gamma functions, we look back and analyse some
inequalities, the complete monotonicity of several functions involving ratios of
two gamma or q-gamma functions, the logarithmically complete monotonicity
of a function involving the ratio of two gamma functions, some new bounds
for the ratio of two gamma functions and divided differences of polygamma
functions, and related monotonicity results.
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1. Introduction
For the sake of proceeding smoothly, we briefly introduce some necessary con-
cepts and notation.
1.1. The gamma and q-gamma functions. It is well-known that the classical
Euler gamma function may be defined by
Γ(x) =
∫ ∞
0
tx−1e−t dt (1.1)
for x > 0. The logarithmic derivative of Γ(x), denoted by ψ(x) = Γ
′(x)
Γ(x) , is called
the psi or digamma function, and ψ(k)(x) for k ∈ N are called the polygamma
functions. It is common knowledge that special functions Γ(x), ψ(x) and ψ(k)(x)
for k ∈ N are fundamental and important and have much extensive applications in
mathematical sciences.
The q-analogues of Γ and ψ are defined [6, pp. 493–496] for x > 0 by
Γq(x) = (1− q)1−x
∞∏
i=0
1− qi+1
1− qi+x , 0 < q < 1, (1.2)
Γq(x) = (q − 1)1−xq(
x
2)
∞∏
i=0
1− q−(i+1)
1− q−(i+x) , q > 1, (1.3)
and
ψq(x) =
Γ′q(x)
Γq(x)
= − ln(1− q) + ln q
∞∑
k=0
qk+x
1− qk+x (1.4)
= − ln(1− q)−
∫ ∞
0
e−xt
1− e−t dγq(t) (1.5)
for 0 < q < 1, where dγq(t) is a discrete measure with positive masses − ln q at the
positive points −k ln q for k ∈ N, more accurately,
γq(t) =

− ln q
∞∑
k=1
δ(t+ k ln q), 0 < q < 1,
t, q = 1.
(1.6)
See [26, p. 311].
The q-gamma function Γq(z) has the following basic properties:
lim
q→1+
Γq(z) = lim
q→1−
Γq(z) = Γ(z) and Γq(x) = q
(x−12 )Γ1/q(x). (1.7)
1.2. The generalized logarithmic mean. The generalized logarithmic mean
Lp(a, b) of order p ∈ R for positive numbers a and b with a 6= b may be defined [13,
p. 385] by
Lp(a, b) =


[
bp+1 − ap+1
(p+ 1)(b− a)
]1/p
, p 6= −1, 0;
b− a
ln b− ln a , p = −1;
1
e
(
bb
aa
)1/(b−a)
, p = 0.
(1.8)
It is well-known that
L−2(a, b) =
√
ab = G(a, b), L−1(a, b) = L(a, b), (1.9)
L0(a, b) = I(a, b) and L1(a, b) =
a+ b
2
= A(a, b) (1.10)
BOUNDS FOR THE RATIO OF TWO GAMMA FUNCTIONS 3
are called respectively the geometric mean, the logarithmic mean, the identric or
exponential mean, and the arithmetic mean. It is also known [13, pp. 386–387,
Theorem 3] that the generalized logarithmic mean Lp(a, b) of order p is increasing
in p for a 6= b. Therefore, inequalities
G(a, b) < L(a, b) < I(a, b) < A(a, b) (1.11)
are valid for a > 0 and b > 0 with a 6= b. See also [45, 46, 47]. Moreover,
the generalized logarithmic mean Lp(a, b) is a special case of E(r, s;x, y) defined
by (3.7), that is, Lp(a, b) = E(1, p+ 1; a, b).
1.3. Logarithmically completely monotonic functions. A function f is said
to be completely monotonic on an interval I if f has derivatives of all orders on I
and
(−1)nf (n)(x) ≥ 0 (1.12)
for x ∈ I and n ≥ 0.
Theorem 1.1 ([77, p. 161]). A necessary and sufficient condition that f(x) should
be completely monotonic for 0 < x <∞ is that
f(x) =
∫ ∞
0
e−xt dα(t), (1.13)
where α(t) is nondecreasing and the integral converges for 0 < x <∞.
Theorem 1.2 ([11, p. 83]). If f(x) is completely monotonic on I, g(x) ∈ I, and
g′(x) is completely monotonic on (0,∞), then f(g(x)) is completely monotonic on
(0,∞).
A positive function f(x) is said to be logarithmically completely monotonic on
an interval I ⊆ R if it has derivatives of all orders on I and its logarithm ln f(x)
satisfies
(−1)k[ln f(x)](k) ≥ 0
for k ∈ N on I.
The notion “logarithmically completely monotonic function” was first put for-
ward in [7] without an explicit definition. This terminology was explicitly recovered
in [56] whose revised and expanded version was formally published as [57].
It has been proved once and again in [10, 43, 44, 52, 55, 56, 57, 69] that a loga-
rithmically completely monotonic function on an interval I must also be completely
monotonic on I. C. Berg points out in [10] that these functions are the same as
those studied by Horn [25] under the name infinitely divisible completely monotonic
functions. For more information, please refer to [10, 59, 60] and related references
therein.
1.4. Outline of this paper. In this expository and survey paper, along one of
main lines of bounding the ratio of two gamma functions, we look back and analyse
Gautschi’s double inequality and Kershaw’s second double inequality, the com-
plete monotonicity of several functions involving ratios of two gamma or q-gamma
functions by Alzer, Bustoz-Ismail, Elezovic´-Giordano-Pecˇaric´ and Ismail-Muldoon,
the logarithmically complete monotonicity of a function involving the ratio of two
gamma functions, some new bounds for the ratio of two gamma functions and the
divided differences of polygamma functions, and related monotonicity results by
Batir, Elezovic´-Pecˇaric´, Qi and others.
2. Gautschi’s and Kershaw’s double inequalities
In this section, we begin with the papers [22, 27] to introduce a kind of inequal-
ities for bounding the ratio of two gamma functions.
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2.1. Gautschi’s double inequalities. The first result of the paper [22] was the
double inequality
(xp + 2)1/p − x
2
< ex
p
∫ ∞
x
e−t
p
dt ≤ cp
[(
xp +
1
cp
)1/p
− x
]
(2.1)
for x ≥ 0 and p > 1, where
cp =
[
Γ
(
1 +
1
p
)]p/(p−1)
(2.2)
or cp = 1. By an easy transformation, the inequality (2.1) was written in terms of
the complementary gamma function
Γ(a, x) =
∫ ∞
x
e−tta−1 dt (2.3)
as
p[(x+ 2)1/p − x1/p]
2
< exΓ
(
1
p
, x
)
≤ pcp
[(
x+
1
cp
)1/p
− x1/p
]
(2.4)
for x ≥ 0 and p > 1. In particular, if letting p→∞, the double inequality
1
2
ln
(
1 +
2
x
)
≤ exE1(x) ≤ ln
(
1 +
1
x
)
(2.5)
for the exponential integral E1(x) = Γ(0, x) for x > 0 was derived from (2.4), in
which the bounds exhibit the logarithmic singularity of E1(x) at x = 0. As a direct
consequence of the inequality (2.4) for p = 1s , x = 0 and cp = 1, the following
simple inequality for the gamma function was deduced:
2s−1 ≤ Γ(1 + s) ≤ 1, 0 ≤ s ≤ 1. (2.6)
The second result of the paper [22] was a sharper and more general inequality
e(s−1)ψ(n+1) ≤ Γ(n+ s)
Γ(n+ 1)
≤ ns−1 (2.7)
for 0 ≤ s ≤ 1 and n ∈ N than (2.6). It was obtained by proving that the function
f(s) =
1
1− s ln
Γ(n+ s)
Γ(n+ 1)
(2.8)
is monotonically decreasing for 0 ≤ s < 1 and that
lim
s→1−
f(s) = − lim
s→1−
ψ(n+ s) = −ψ(n+ 1).
Remark 2.1. For more information on refining the inequality (2.1), please refer
to [29, 63, 72] and related references therein.
Remark 2.2. The left-hand side inequality in (2.7) can be rearranged as
Γ(n+ s)
Γ(n+ 1)
exp((1 − s)ψ(n+ 1)) ≥ 1 (2.9)
or [
Γ(n+ s)
Γ(n+ 1)
]1/(s−1)
e−ψ(n+1) ≤ 1 (2.10)
for n ∈ N and 0 ≤ s ≤ 1. Since the limit
lim
n→∞
{[
Γ(n+ s)
Γ(n+ 1)
]1/(s−1)
e−ψ(n+1)
}
= 1 (2.11)
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can be verified by using Stirling’s formula in [1, p. 257, 6.1.38]: For x > 0, there
exists 0 < θ < 1 such that
Γ(x+ 1) =
√
2π xx+1/2 exp
(
−x+ θ
12x
)
, (2.12)
it is natural to guess that the function[
Γ(x+ s)
Γ(x+ 1)
]1/(s−1)
e−ψ(x+1) (2.13)
for 0 ≤ s < 1 is possibly increasing with respect to x on (−s,∞).
Remark 2.3. For information on the study of the right-hand side inequality in (2.7),
please refer to [40, 41, 42] and a great amount of related references therein.
2.2. Kershaw’s second double inequality and its proof. In 1983, over twenty
years later after the paper [22], among other things, D. Kershaw was motivated by
the left-hand side inequality (2.7) in [22] and presented in [27] the following double
inequality for 0 < s < 1 and x > 0:
exp
[
(1− s)ψ(x+√s )] < Γ(x+ 1)
Γ(x+ s)
< exp
[
(1− s)ψ
(
x+
s+ 1
2
)]
. (2.14)
It is called in the literature Kershaw’s second double inequality.
Kershaw’s proof for (2.14). Define the function fα by
fα(x) =
Γ(x+ 1)
Γ(x + s)
exp((s− 1)ψ(x+ α)) (2.15)
for x > 0 and 0 < s < 1, where the parameter α is to be determined.
It is not difficult to show, with the aid of Stirling’s formula, that
lim
x→∞
fα(x) = 1. (2.16)
Now let
F (x) =
fα(x)
fα(x+ 1)
=
x+ s
x+ 1
exp
1− s
x+ α
. (2.17)
Then
F ′(x)
F (x)
= (1 − s) (α
2 − s) + (2α− s− 1)x
(x+ 1)(x+ s)(x+ α)2
.
It is easy to show that
(1) if α = s1/2, then F ′(x) < 0 for x > 0;
(2) if α = s+12 , then F
′(x) > 0 for x > 0.
Consequently if α = s1/2 then F strictly decreases, and since F (x)→ 1 as x→∞
it follows that F (x) > 1 for x > 0. But, from (2.16), this implies that fα(x) >
fα(x + 1) for x > 0, and so fα(x) > fα(x + n). Take the limit as n → ∞ to give
the result that fα(x) > 1, which can be rewritten as the left-hand side inequality
in (2.14). The corresponding upper bound can be verified by a similar argument
when α = s+12 , the only difference being that in this case fα strictly increases to
unity. 
Remark 2.4. The idea contained in the above stated proof of (2.14) was also utilized
by other mathematicians. For detailed information, please refer to related contents
and references in [40].
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Remark 2.5. The inequality (2.14) can be rearranged as
Γ(x+ s)
Γ(x+ 1)
exp
[
(1−s)ψ(x+√s )] < 1 < Γ(x+ s)
Γ(x+ 1)
exp
[
(1−s)ψ
(
x+
s+ 1
2
)]
(2.18)
or[
Γ(x+ s)
Γ(x+ 1)
]1/(s−1)
exp
[− ψ(x+√s )] > 1
>
[
Γ(x+ s)
Γ(x+ 1)
]1/(s−1)
exp
[
−ψ
(
x+
s+ 1
2
)]
. (2.19)
By Stirling’s formula (2.12), we can prove that
lim
x→∞
{[
Γ(x+ s)
Γ(x+ 1)
]1/(s−1)
exp
[− ψ(x+√s )]} = 1 (2.20)
and
lim
x→∞
{[
Γ(x+ s)
Γ(x+ 1)
]1/(s−1)
exp
[
−ψ
(
x+
s+ 1
2
)]}
= 1. (2.21)
These clues make us to conjecture that the functions in the very ends of inequali-
ties (2.18) and (2.19) are perhaps monotonic with respect to x on (0,∞).
3. Several complete monotonicity results
The complete monotonicity of the functions in the very ends of inequalities (2.18)
were first demonstrated in [12], and then several related functions were also proved
in [5, 19, 31] to be (logarithmically) completely monotonic.
3.1. Bustoz-Ismail’s complete monotonicity results. In 1986, motivated by
the double inequality (2.14) and other related inequalities, J. Bustoz and M. E. H.
Ismail revealed in [12, Theorem 7 and Theorem 8] that
(1) the function
Γ(x+ s)
Γ(x + 1)
exp
[
(1− s)ψ
(
x+
s+ 1
2
)]
(3.1)
for 0 ≤ s ≤ 1 is completely monotonic on (0,∞); When 0 < s < 1, the
function (3.1) satisfies (−1)nf (n)(x) > 0 for x > 0;
(2) the function
Γ(x+ 1)
Γ(x+ s)
exp
[
(s− 1)ψ(x+ s1/2)] (3.2)
for 0 < s < 1 is strictly decreasing on (0,∞).
Remark 3.1. The proof of the complete monotonicity of the function (3.1) in [12,
Theorem 7] relies on the inequality
(y + a)−n − (y + b)−n > (b− a)n
(
y +
a+ b
2
)−n−1
, n > 0 (3.3)
for y > 0 and 0 < a < b, the series representation
ψ(x) = −γ − 1
x
+
∞∑
n=1
(
1
n
− 1
x+ n
)
(3.4)
in [21, p. 15], and the above Theorem 1.2 applied to f(x) = e−x.
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Remark 3.2. The inequality (3.3) verified in [12, Lemma 3.1] can be rewritten as[
1
−n ·
(y + a)−n − (y + b)−n
(y + a)− (y + b)
]1/[(−n)−1]
<
(y + a) + (y + b)
2
, n > 0 (3.5)
for y > 0 and 0 < a < b, which is equivalent to
E(1,−n; y + a, y + b) < E(1, 2; y + a, y + b), (3.6)
where E(r, s;x, y) stands for extended mean values and is defined for two positive
numbers x and y and two real numbers r and s by
E(r, s;x, y) =
(
r
s
· y
s − xs
yr − xr
)1/(s−r)
, rs(r − s)(x− y) 6= 0;
E(r, 0;x, y) =
(
1
r
· y
r − xr
ln y − lnx
)1/r
, r(x − y) 6= 0;
E(r, r;x, y) =
1
e1/r
(
xx
r
yyr
)1/(xr−yr)
, r(x − y) 6= 0;
E(0, 0;x, y) =
√
xy, x 6= y;
E(r, s;x, x) = x, x = y.
(3.7)
Actually, the inequality (3.6) is an immediate consequence of monotonicity of
E(r, s;x, y), see [30]. For more information, please refer to [13, 17, 23, 33, 38,
39, 47, 48, 50, 51, 58, 70, 71, 73, 74, 75, 78] and related references therein.
Remark 3.3. The proof of the decreasing monotonicity of the function (3.2) just
used the formula (3.4) and and the above Theorem 1.2 applied to f(x) = e−x.
Remark 3.4. Indeed, J. Bustoz and M. E. H. Ismail had proved in [12, Theorem 7]
that the function (3.1) is logarithmically completely monotonic on (0,∞) for 0 ≤
s ≤ 1. However, because the inequality (1.12) strictly holds for a completely
monotonic function f on (a,∞) unless f(x) is constant (see [18, p. 98], [59, p. 82]
and [76]), distinguishing between the cases 0 ≤ s ≤ 1 and 0 < s < 1 is not necessary.
3.2. Alzer’s and related complete monotonicity results. Stimulated by the
complete monotonicity obtained in [12], including those mentioned above, H. Alzer
obtained in [5, Theorem 1] that the function
Γ(x+ s)
Γ(x+ 1)
· (x+ 1)
x+1/2
(x+ s)x+s−1/2
exp
[
s− 1 + ψ
′(x + 1+ α)− ψ′(x+ s+ α)
12
]
(3.8)
for α > 0 and s ∈ (0, 1) is completely monotonic on (0,∞) if and only if α ≥ 12 , so
is the reciprocal of (3.8) for α ≥ 0 and s ∈ (0, 1) if and only if α = 0.
As consequences of the monotonicity of the function (3.8), the following inequal-
ities are deduced in [5, Corollary 1 and Corollary 2]:
(1) The inequalities
exp
[
s− 1 + ψ
′(x+ 1 + β)− ψ′(x + s+ β)
12
]
≤ (x+ s)
x+s−1/2
(x + 1)x+1/2
· Γ(x+ 1)
Γ(x+ s)
≤ exp
[
s− 1 + ψ
′(x+ 1 + α)− ψ′(x + s+ α)
12
]
, α > β ≥ 0
(3.9)
are valid for all s ∈ (0, 1) and x ∈ (0,∞) if and only if β = 0 and α ≥ 12 .
(2) If
an =
3
2
{
1 + ln
[
2[Γ((n+ 1)/2)]2
[Γ(n/2)]2
· nn−1(n+ 1)n
]}
, (3.10)
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then
an < (−1)n+1
[
π2
12
−
n∑
k=1
(−1)k+1 1
k2
]
< an+1, n ∈ N. (3.11)
Remark 3.5. The inequality (3.11) follows from the formula
1
4
[
ψ′
(
n
2
+1
)
−ψ′
(
n+ 1
2
)]
=
∞∑
k=1
(−1)k
(n+ k)2
= (−1)n
[
n∑
k=1
(−1)k+1
k2
− π
2
2
]
(3.12)
and the inequality (3.9) applied to s = 12 , α =
1
2 and β = 0.
Remark 3.6. The proof of the complete monotonicity of the function (3.8) in [5] is
based on Theorem 1.2 applied to f(x) = e−x, the formulas
1
x
=
∫ ∞
0
e−xt dt, ln
y
x
=
∫ ∞
0
e−xt − e−yt
t
dt (3.13)
and
ψ(x) = −γ +
∫ ∞
0
e−t − e−xt
1− e−t dt (3.14)
for x, y > 0, and discussing the positivity of the functions
12− t2e−αt
12(1− e−t) −
1
2
− 1
t
and
1
2
+
1
t
− 12− t
2
12(1− e−t) (3.15)
for x ∈ (0,∞) and α ≥ 12 . Therefore, H. Alzer essentially gave in [5, Theorem 1]
necessary and sufficient conditions for the function (3.8) to be logarithmically com-
pletely monotonic on (0,∞).
Remark 3.7. In [31, Theorem 3], a slight extension of [5, Theorem 1] was presented:
The function
Γ(x+ s)
Γ(x+ t)
· (x+ t)
x+t−1/2
(x+ s)x+s−1/2
exp
[
s− t+ ψ
′(x+ t+ α)− ψ′(x + s+ α)
12
]
(3.16)
for 0 < s < t and x ∈ (0,∞) is logarithmically completely monotonic if and only if
α ≥ 12 , so is the reciprocal of (3.16) if and only if α = 0.
The decreasing monotonicity of (3.16) and its reciprocal imply that the double
inequality
exp
[
t− s+ ψ
′(x+ s+ β)− ψ′(x+ t+ β)
12
]
≤ (x+ t)
x+t−1/2
(x + s)x+s−1/2
· Γ(x+ s)
Γ(x+ t)
≤ exp
[
t− s+ ψ
′(x+ s+ α)− ψ′(x + t+ α)
12
]
(3.17)
for α > β ≥ 0 are valid for 0 < s < t and x ∈ (0,∞) if and only if β = 0 and α ≥ 12 .
It is obvious that the inequality (3.17) is a slight extension of the double inequal-
ity (3.9) obtained in [5, Corollary 2].
Remark 3.8. In [26, Theorem 3.4], the following complete monotonicity were es-
tablished: Let 0 < q < 1 and
gα,q(x) = (1 − q)x(1− qx)1/2Γq(x) exp
[
F (qx)
ln q
− ψ
′
q(x+ α)
12
]
, (3.18)
where
F (x) =
∞∑
n=1
xn
n2
= −
∫ x
0
ln(1− t)
t
dt. (3.19)
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Then [ln gα,q(x)]
′ is completely monotonic on (0,∞) for α ≥ 12 , −[ln gα,q(x)]′ is
completely monotonic on (0,∞) for α ≤ 0, and neither is completely monotonic on
(0,∞) for 0 < α < 12 .
As a consequence of [26, Theorem 3.4], the following result was deduced in [26,
Corollary 3.5]: Let 0 < q < 1, 0 < s < 1 and
fα,q(x) =
gα(x+ s)
gα(x+ 1)
=
(1− q)s−1(1− qx+s)1/2Γq(x+ s)
(1− qx+1)1/2Γq(x+ 1)
× exp
[
F (qx+s)− F (qx+1)
ln q
+
ψ′q(x+ 1 + α)− ψ′q(x+ s+ α)
12
]
.
(3.20)
Then [ln fα,q(x)]
′ is completely monotonic on (0,∞) for α ≥ 12 , −[ln fα,q(x)]′ is
complete monotonic on (0,∞) for α ≤ 0, and neither is completely monotonic on
(0,∞) for 0 < α < 12 .
Taking the limit q → 1− in (3.20) yields [26, Corollary 3.6], a recovery of [5,
Theorem 1] mentioned above.
Remark 3.9. It is clear that [31, Theorem 3] can be derived by taking the limit
lim
q→1−
gα(x+ s)
gα(x + t)
(3.21)
for 0 < s < t, where gα(x) is defined by (3.18).
3.3. Ismail-Muldoon’s complete monotonicity results. Inspired by inequali-
ties (2.7) and (2.14), Ismail and Muldoon proved in [26, Theorem 3.2] the following
conclusions: For 0 < a < b and 0 < q < 1, let
h(x) = ln
{
Γq(x+ a)
Γq(x+ b)
exp[(b− a)ψq(x + c)]
}
. (3.22)
If c ≥ a+b2 , then −h′(x) is completely monotonic on (−a,∞); If c ≤ a, then
h′(x) is completely monotonic on (−c,∞); Neither h′(x) or −h′(x) is completely
monotonic for a < c < a+b2 . Consequently, the following inequality was deduced
in [26, Theorem 3.3]: If 0 < q < 1, the inequality
Γq(x+ 1)
Γq(x+ s)
< exp
[
(1− s)ψq
(
x+
s+ 1
2
)]
, 0 < s < 1 (3.23)
holds for x > −s.
Influenced by (3.23), H. Alzer posed in the final of the paper [4, p. 13] the
following open problem: For real numbers 0 < q 6= 1 and s ∈ (0, 1), determine the
best possible values a(q, s) and b(q, s) such that the inequalities
exp[(1− s)ψq(x+ a(q, s))] < Γq(x+ 1)
Γq(x + s)
< exp[(1− s)ψq(x+ b(q, s))] (3.24)
hold for all x > 0.
Remark 3.10. Since the paper [26] was published in a conference proceedings, it is
not easy to acquire it, so the completely monotonic properties of the function h(x),
obtained in [26, Theorem 3.2], were neglected in most circumstances.
10 F. QI
3.4. Elezovic´-Giordano-Pecˇaric´’s inequality and monotonicity results. In-
spired by the double inequality (2.14), the following problem was posed in [19,
p. 247]: What are the best constants α and β such that the double inequality
ψ(x+ α) ≤ 1
t− s
∫ t
s
ψ(u) du ≤ ψ(x+ β) (3.25)
holds for x > −min{s, t, α, β}?
An answer to the above problem was procured in [19, Theorem 4]: The double
inequality
ψ
(
x+ ψ−1
(
1
t− s
∫ t
s
ψ(u) du
))
<
1
t− s
∫ t
s
ψ(x+ u) du < ψ
(
x+
s+ t
2
)
(3.26)
is valid for every x ≥ 0 and positive numbers s and t.
Moreover, the function
ψ
(
x+
s+ t
2
)
− 1
t− s ln
Γ(x+ t)
Γ(x+ s)
(3.27)
for s, t > 0 and r = min{s, t} was proved in [19, Theorem 5] to be completely
monotonic on (−r,∞).
Remark 3.11. It is clear that [19, Theorem 5] stated above extends or generalizes
the complete monotonicity of the function (3.1).
Remark 3.12. By the way, the complete monotonicity in [19, Theorem 5] was ex-
tended and iterated in [61, Proposition 5] and [62, Proposition 5] as follows: The
function [
Γ(x+ t)
Γ(x+ s)
]1/(s−t)
exp
[
ψ
(
x+
s+ t
2
)]
(3.28)
is logarithmically completely monotonic with respect to x on (−α,∞), where s and
t are real numbers and α = min{s, t}.
Remark 3.13. Along the same line as proving the inequality (3.26) in [19], the
inequality (3.26) was generalized in [16, Theorem 2] as
(−1)nψ(n)
(
x+
(
ψ(n)
)−1( 1
t− s
∫ t
s
ψ(n)(u) du
))
<
(−1)n[ψ(n−1)(x + t)− ψ(n−1)(x + s)]
t− s < (−1)
nψ(n)
(
x+
s+ t
2
)
(3.29)
for x > 0, n ≥ 0, and s, t > 0, where (ψ(n))−1 denotes the inverse function of ψ(n).
Remark 3.14. Since the inverse functions of the psi and polygamma functions are
involved, it is much difficult to calculate the lower bounds in (3.26) and (3.29).
Remark 3.15. In [28], by the method used in [27], it was proved that the double
inequality
ψ
(
x+
√
st
)
<
ln Γ(x+ t)− ln Γ(x+ s)
t− s < ψ
(
x+
s+ t
2
)
(3.30)
holds for s, t > 0. It s clear that the upper bound in (3.30) is a recovery of (3.26)
and an immediate consequence of the complete monotonicity of the function (3.27).
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4. Two logarithmically complete monotonicity results
Suggested by the double inequality (2.14), it is natural to put forward the fol-
lowing problem: What are the best constants δ1(s, t) and δ2(s, t) such that
exp[ψ(x+ δ1(s, t))] ≤
[
Γ(x+ t)
Γ(x+ s)
]1/(t−s)
≤ exp[ψ(x + δ2(s, t))] (4.1)
is valid for x > −min{s, t, δ1(s, t), δ2(s, t)}? where s and t are real numbers.
It is clear that the inequality (4.1) can also be rewritten as[
Γ(x+ t)
Γ(x+ s)
]1/(s−t)
exp[ψ(x+ δ1)] ≤ 1 ≤
[
Γ(x+ t)
Γ(x+ s)
]1/(s−t)
exp[ψ(x + δ2)] (4.2)
which suggests some monotonic properties of the function[
Γ(x+ t)
Γ(x+ s)
]1/(t−s)
exp[−ψ(x+ δ(s, t))], (4.3)
since the limit of the function (4.3) as x→∞ is 1 by using (2.12).
This problem was considered in [34, 35, 53, 54] along two different approaches
and the following results of different forms were established.
Theorem 4.1 ([34, Theorem 1] and [35, Theorem 1]). Let a, b, c be real numbers
and ρ = min{a, b, c}. Define
Fa,b;c(x) =


[
Γ(x+ b)
Γ(x+ a)
]1/(a−b)
exp[ψ(x + c)], a 6= b
exp[ψ(x + c)− ψ(x + a)], a = b 6= c
(4.4)
for x ∈ (−ρ,∞). Furthermore, let θ(t) be an implicit function defined by equation
et − t = eθ(t) − θ(t) (4.5)
on (−∞,∞). Then θ(t) is decreasing and tθ(t) < 0 for θ(t) 6= t, and
(1) Fa,b;c(x) is logarithmically completely monotonic on (−ρ,∞) if
(a, b; c) ∈ {c ≥ a, c ≥ b} ∪ {c ≥ a, 0 ≥ c− b ≥ θ(c− a)}
∪ {c ≤ a, c− b ≥ θ(c− a)} \ {a = b = c}; (4.6)
(2) [Fa,b;c(x)]
−1 is logarithmically completely monotonic on (−ρ,∞) if
(a, b; c) ∈ {c ≤ a, c ≤ b} ∪ {c ≥ a, c− b ≤ θ(c− a)}
∪ {c ≤ a, 0 ≤ c− b ≤ θ(c− a)} \ {a = b = c}. (4.7)
Theorem 4.2 ([53, Theorem 1] and [54, Theorem 1]). For real numbers s and t
with s 6= t and θ(s, t) a constant depending on s and t, define
νs,t(x) =
1
exp
[
ψ
(
x+ θ(s, t)
)][Γ(x+ t)
Γ(x+ s)
]1/(t−s)
. (4.8)
(1) The function νs,t(x) is logarithmically completely monotonic on the interval
(−θ(s, t),∞) if and only if θ(s, t) ≤ min{s, t};
(2) The function [νs,t(x)]
−1 is logarithmically completely monotonic on the in-
terval (−min{s, t},∞) if and only if θ(s, t) ≥ s+t2 .
Remark 4.1. In [34, 35], it was deduced by standard argument that
(−1)i[lnFa,b;c(x)](i) =
∫ ∞
0
[
e(c−a)u − e(c−b)u
u(b− a) − 1
]
uie−(x+c)u
1− e−u du
=
∫ ∞
0
[
[e(c−a)u − (c− a)u]− [e(c−b)u − (c− b)u]
[(c− a)− (c− b)]u
]
uie−(x+c)u
1− e−u du
12 F. QI
for i ∈ N and a 6= b. Therefore, the sufficient conditions in [34, Theorem 1] and [35,
Theorem 1] are stated in terms of the implicit function θ(t) defined by (4.5).
Remark 4.2. In [53, 54], the logarithmic derivative of νs,t(x) was rearranged as
ln νs,t(x) =
∫ ∞
0
e−[x+θ(s,t)]u
1− e−u
{
1− eu[θ(s,t)+ln ps,t(u)]
}
du, (4.9)
where
ps,t(u) =
(
1
t− s
∫ t
s
e−uv dv
)1/u
. (4.10)
Since the function ps,t(u) is increasing on [0,∞) with
lim
u→0
ps,t(u) = e
−(s+t)/2 and lim
u→∞
ps,t(u) = e
−min{s,t}, (4.11)
the necessary and sufficient conditions in [53, Theorem 1] and [54, Theorem 1] may
be derived immediately by considering Theorem 1.1.
However, the necessary conditions in [53, Theorem 1] and [54, Theorem 1] were
proved by establishing the following inequalities involving the polygamma functions
and their inverse functions in [53, Proposition 1] and [54, Proposition 1]:
(1) If m > n ≥ 0 are two integers, then(
ψ(m)
)−1( 1
t− s
∫ t
s
ψ(m)(v) dv
)
≤
(
ψ(n)
)−1( 1
t− s
∫ t
s
ψ(n)(v) dv
)
, (4.12)
where
(
ψ(k)
)−1
stands for the inverse function of ψ(k) for k ≥ 0;
(2) The inequality
ψ(i)(L(s, t)) ≤ 1
t− s
∫ t
s
ψ(i)(u) du (4.13)
is valid for i being positive odd number or zero and reversed for i being
positive even number;
(3) The function (
ψ(ℓ)
)−1( 1
t− s
∫ t
s
ψ(ℓ)(x+ v) dv
)
− x (4.14)
for ℓ ≥ 0 is increasing and concave in x > −min{s, t} and has a sharp
upper bound s+t2 .
Note that if taking m = 1, n = 0, i = 0 and ℓ = 0 in (4.12), (4.13) and (4.14),
then [20, Lemma 1] and [20, Theorem 6] may be derived straightforwardly.
5. New bounds and monotonicity results
5.1. Elezovic´-Pecˇaric´’s lower bound. The inequality (4.13) for i = 0, that is,
[20, Lemma 1], may be rewritten as
ln Γ(t)− ln Γ(s)
t− s ≥ ψ(L(s, t)) (5.1)
or [
Γ(t)
Γ(s)
]1/(t−s)
≥ eψ(L(s,t)) (5.2)
for positive numbers s and t.
Remark 5.1. From the left-hand side inequality in (1.11), it is easy to see that the
inequality (5.2) refines the traditionally lower bound eψ(G(s,t)).
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Remark 5.2. In [9, Theorem 2.4], the following incorrect double inequality was
obtained:
e(x−y)ψ(L(x+1,y+1)−1) ≤ Γ(x)
Γ(y)
≤ e(x−y)ψ(A(x,y)), (5.3)
where x and y are positive real numbers.
5.2. Allasia-Giordano-Pecˇaric´’s inequalities. In Section 4 of [3], as straight-
forward consequences of Hadamard type inequalities obtained in [2], the following
double inequalities for bounding ln Γ(y)Γ(x) were listed: For y > x > 0, n ∈ N and
h = y−xn , we have
h
2
[ψ(x) + ψ(y)] + h
n−1∑
k=1
ψ(x+ kh) < ln
Γ(y)
Γ(x)
< h
n−1∑
k=0
ψ
(
x+
(
k +
1
2
)
h
)
,
0 < h
n−1∑
k=0
ψ
(
x+
(
k +
1
2
)
h
)
− ln Γ(y)
Γ(x)
< ln
Γ(y)
Γ(x)
− h
2
[ψ(x) + ψ(y)]− h
n−1∑
k=1
ψ(x+ kh),
h
2
[ψ(x) + ψ(y)] + h
n−1∑
k=1
ψ(x+ kh)−
m−1∑
i=1
B2ih
2i
(2i)!
[
ψ(2i−1)(y)− ψ(2i−1)(x)] <
ln
Γ(y)
Γ(x)
< h
n−1∑
k=0
ψ
(
x+
(
k +
1
2
)
h
)
−
m−1∑
i=1
B2ih
2i
(2i)!
[
ψ(2i−1)(y)− ψ(2i−1)(x)],
0 < h
n−1∑
k=0
ψ
(
x+
(
k +
1
2
)
h
)
−
m−1∑
i=1
B2i(1/2)h
2i
(2i)!
[
ψ(2i−1)(y)− ψ(2i−1)(x)] − ln Γ(y)
Γ(x)
< ln
Γ(y)
Γ(x)
− h
2
[ψ(x) + ψ(y)]− h
n−1∑
k=1
ψ(x+ kh) +
m−1∑
i=1
B2ih
2i
(2i)!
[
ψ(2i−1)(y)− ψ(2i−1)(x)],
h
n−1∑
k=0
ψ
(
x+
(
k +
1
2
)
h
)
−
m−2∑
i=1
B2i(1/2)h
2i
(2i)!
[
ψ(2i−1)(y)− ψ(2i−1)(x)] < ln Γ(y)
Γ(x)
< h
n−1∑
k=0
ψ
(
x+
(
k +
1
2
)
h
)
−
m−1∑
i=1
B2i(1/2)h
2i
(2i)!
[
ψ(2i−1)(y)− ψ(2i−1)(x)],
h
2
[ψ(x) + ψ(y)] + h
n−1∑
k=1
ψ(x+ kh)−
m−1∑
i=1
B2ih
2i
(2i)!
[
ψ(2i−1)(y)− ψ(2i−1)(x)] < ln Γ(y)
Γ(x)
<
h
2
[ψ(x) + ψ(y)] + h
n−1∑
k=1
ψ(x+ kh)−
m−2∑
i=1
B2ih
2i
(2i)!
[
ψ(2i−1)(y)− ψ(2i−1)(x)],
where m is an odd and positive integer,
Bk
(
1
2
)
=
(
1
2k−1
− 1
)
Bk, k ≥ 0 (5.4)
and Bi for i ≥ 0 are Bernoulli numbers defined by
t
et − 1 =
∞∑
i=0
Bi
ti
i!
= 1− x
2
+
∞∑
j=1
B2j
x2j
(2j)!
, |x| < 2π. (5.5)
If replacingm by an even and positive integer, then the last four double inequalities
are reversed.
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5.3. Batir’s double inequality for polygamma functions. It is clear that the
double inequality (2.14) can be rearranged as
ψ
(
x+
√
s
)
<
ln Γ(x+ 1)− ln Γ(x+ s)
1− s < ψ
(
x+
s+ 1
2
)
(5.6)
for 0 < s < 1 and x > 1. The middle term in (5.6) can be regarded as a divided
difference of the function ln Γ(t) on (x + s, x + 1). Stimulated by this, N. Batir
extended and generalized in [8, Theorem 2.7] the double inequality (5.6) as
−
∣∣ψ(n+1)(L−(n+2)(x, y))∣∣ <
∣∣ψ(n)(x)∣∣− ∣∣ψ(n)(y)∣∣
x− y < −
∣∣ψ(n+1)(A(x, y))∣∣ (5.7)
where x, y are positive numbers and n ∈ N.
5.4. Chen’s double inequality in terms of polygamma functions. In [15,
Theorem 2], by virtue of the composite Simpson rule∫ b
a
f(t) dt =
b− a
6
[
f(a)+4f
(
a+ b
2
)
+f(b)
]
− (b− a)
5
2880
f (4)(ξ), ξ ∈ (a, b) (5.8)
in [24] and the formula
1
y − x
∫ y
x
f(t) dt =
∞∑
k=0
1
(2k + 1)!
(
y − x
2
)2k
f (2k)
(
x+ y
2
)
(5.9)
in [32], the following double inequalities and series representations were trivially
shown: For n ∈ N and positive numbers x and y with x 6= y,
1
3
A(ψ(x), ψ(y)) +
2
3
ψ(A(x, y)) − (y − x)
4
2880
ψ(4)(max{x, y}) < ln Γ(y)− ln Γ(x)
y − x
<
1
3
A(ψ(x), ψ(y)) +
2
3
ψ(A(x, y)) − (y − x)
4
2880
ψ(4)(min{x, y}),
(−1)n−1
[
A
(
ψ(n)(x), ψ(n)(y)
)
3
+
2ψ(n)(A(x, y))
3
− (y − x)
4ψ(n+4)(min{x, y})
2880
]
<
(−1)n−1[ψ(n−1)(y)− ψ(n−1)(x)]
y − x
< (−1)n−1
[
A
(
ψ(n)(x), ψ(n)(y)
)
3
+
2ψ(n)(A(x, y))
3
− (y − x)
4ψ(n+4)(max{x, y})
2880
]
,
ln Γ(y)− ln Γ(x)
y − x =
∞∑
k=0
1
(2k + 1)!
(
y − x
2
)2k
ψ(2k)
(
x+ y
2
)
,
ψ(n−1)(y)− ψ(n−1)(x)
y − x =
∞∑
k=0
1
(2k + 1)!
(
y − x
2
)2k
ψ(2k+n)
(
x+ y
2
)
.
5.5. Recent monotonicity results by Qi and his coauthors. Motivated by
the left-hand side inequality in (5.3), although it is not correct, several refinements
and generalizations about inequalities (5.2) and (5.7) were established by Qi and
his coauthors in recent years.
5.5.1. In [36, Theorem 1] and [37, Theorem 1], by virtue of the method used
in [9, Theorem 2.4] and the inequality (4.13) for i = 0, the inequality (5.2) and the
right-hand side inequality in (5.3) were recovered.
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5.5.2. In [36, Theorem 2] and [37, Theorem 2], the decreasing monotonicity of
the function (3.2) and the right-hand side inequality in (3.26) were extended and
generalized to the logarithmically complete monotonicity, and the inequality (5.2)
was generalized to a decreasing monotonicity.
Theorem 5.1 ([36, Theorem 2] and [37, Theorem 2]). For s, t ∈ R with s 6= t, the
function [
Γ(x+ s)
Γ(x + t)
]1/(s−t)
1
eψ(L(s,t;x))
(5.10)
is decreasing and [
Γ(x+ s)
Γ(x+ t)
]1/(t−s)
eψ(A(s,t;x)) (5.11)
is logarithmically completely monotonic on (−min{s, t},∞), where
L(s, t;x) = L(x+ s, x+ t) and A(s, t;x) = A(x + s, x+ t).
5.5.3. In [64, 65], the upper bounds in (2.14), (3.26), (5.3), (5.7) and related
inequalities in [34, 35, 53, 54] were refined and extended as follows.
Theorem 5.2 ([64, 65]). The inequalities[
Γ(a)
Γ(b)
]1/(a−b)
≤ eψ(I(a,b)) (5.12)
and
(−1)n[ψ(n−1)(a)− ψ(n−1)(b)]
a− b ≤ (−1)
nψ(n)(I(a, b)) (5.13)
for a > 0 and b > 0 hold true.
Remark 5.3. The basic tools to prove (5.12) and (5.13) are an inequality in [14] and
and a complete monotonicity in [67] respectively. They may be recited as follows:
(1) If g is strictly monotonic, f is strictly increasing, and f ◦ g−1 is convex (or
concave, respectively) on an interval I, then
g−1
(
1
t− s
∫ t
s
g(u) du
)
≤ f−1
(
1
t− s
∫ t
s
f(u) du
)
(5.14)
holds (or reverses, respectively) for s, t ∈ I. See also [13, p. 274, Lemma 2]
and [20, p. 190, Theorem A].
(2) The function
x
∣∣ψ(i+1)(x)∣∣− α∣∣ψ(i)(x)∣∣, i ∈ N (5.15)
is completely monotonic on (0,∞) if and only if 0 ≤ α ≤ i. See also [66].
Remark 5.4. By the so-called G-A convex approach, the inequality (5.12) was re-
covered in [79]: For b > a > 0,
[b− L(a, b)]ψ(b) + [L(a, b)− a]ψ(a) < ln Γ(b)
Γ(a)
< (b − a)ψ(I(a, b)). (5.16)
See also MR2413632. Moreover, by the so-called geometrically convex method, the
following double inequality was shown in [80, Theorem 1.2]: For positive numbers
x and y,
xx
yy
(
x
y
)y[ψ(y)−ln y]
ey−x ≤ Γ(x)
Γ(y)
≤ x
x
yy
(
x
y
)x[ψ(x)−lnx]
ey−x. (5.17)
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5.5.4. In [66, 67], the function
α
∣∣ψ(i)(x)∣∣ − x∣∣ψ(i+1)(x)∣∣ (5.18)
was proved to be completely monotonic on (0,∞) if and only if α ≥ i + 1. Uti-
lizing the inequality (5.14) and the completely monotonic properties of the func-
tions (5.15) and (5.18) yields the following double inequality.
Theorem 5.3 ([49, Theorem 1] and [68, Theorem 1]). For real numbers s > 0 and
t > 0 with s 6= t and an integer i ≥ 0, the inequality
(−1)iψ(i)(Lp(s, t)) ≤ (−1)
i
t− s
∫ t
s
ψ(i)(u) du ≤ (−1)iψ(i)(Lq(s, t)) (5.19)
holds if p ≤ −i− 1 and q ≥ −i.
Remark 5.5. The double inequality (5.19) recovers, extends and refines inequali-
ties (5.2), (5.7), (5.12) and (5.13).
Remark 5.6. A natural question is whether the above sufficient conditions p ≤ −i−1
and q ≥ −i are also necessary for the inequality (5.19) to be valid.
5.5.5. As generalizations of the inequalities (5.2), (5.7), the decreasing monotonic-
ity of the function (5.10), and the left-hand side inequality in (5.19), the following
monotonic properties were presented.
Theorem 5.4 ([49, Theorem 3] and [68, Theorem 3]). If i ≥ 0 is an integer,
s, t ∈ R with s 6= t, and x > −min{s, t}, then the function
(−1)i
[
ψ(i)(Lp(s, t;x)) − 1
t− s
∫ t
s
ψ(i)(x + u) du
]
(5.20)
is increasing with respect to x for either p ≤ −(i+2) or p = −(i+1) and decreasing
with respect to x for p ≥ 1, where Lp(s, t;x) = Lp(x+ s, x+ t).
Remark 5.7. It is not difficult to see that the ideal monotonic results of the func-
tion (5.20) should be as follows.
Conjecture 5.1. Let i ≥ 0 be an integer, s, t ∈ R with s 6= t, and x > −min{s, t}.
Then the function (5.20) is increasing with respect to x if and only if p ≤ −(i+ 1)
and decreasing with respect to x if and only if p ≥ −i.
Remark 5.8. Corresponding to Conjecture 5.1, the complete monotonicity of the
function (5.20) and its negative may also be discussed.
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