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ABSTRACT OF DISSERTATION

MAGNETIZATION DYNAMICS IN KAGOME ARTIFICIAL SPIN ICE
CONSIDERING THE EFFECT OF VERTEX AND GEOMETRICAL LATTICE
DISTORTION
Artificial spin ices (ASI) have been shown to exhibit dynamic magnetic responses
that are dramatically different from plane magnetic thin films. A number of magnetic ASI
have been fabricated and measured in recent years. However, some important effects
including influence of vertex and geometrical distortion on their dynamic response have
not been addressed. This dissertation adopts Ferromagnetic Resonance (FMR)
spectroscopy to study magnetization dynamics in fabricated artificial spin ices with a
contentiously distorted Honeycomb geometry with the specific goal of exploring how the
vertex and lattice distortion affect the dynamic magnetic response. Samples were
patterned using electron beam lithography techniques. FMR spectroscopy was developed
by designing a new printed microwave transmission line. The transmission line was
fabricated using photolithography technique. A Vector Network Analyzer (VNA) and an
electromagnet were used to measure the FMR spectrum of the samples. Object Oriented
Micromagnetic Framework (OOMMF) and Fast Fourier Transform (FFT) were used to
simulate the magnetization texture and FMR spectrum of the samples. The experimental
and simulation findings demonstrated the importance of the vertex in the dynamic
response of artificial spin ices such that previous research findings were modified.
Moreover, Fibonacci-distortion was applied on the geometrical lattice (Honeycomb) of
Kagome ASI that offers a mathematical algorithm to design artificial spin ice. The FMR
spectra for different degrees of distortion severity were measured. We found that the
geometrical distortion is a suitable algorithm to achieve the desired FMR spectrum and
multi-step magnetization reversal process for engineering applications. Furthermore,
FMR data aided with simulations in the magnetization reversal regime suggest that the
distortion can cause the artificial spin ice to relax in partially long-range magnetic order.
KEYWORDS: Ferromagnetic Resonance, Kagome Artificial Spin Ice, Micromagnetic
Simulations, Vertex, Fibonacci-distortion
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CHAPTER 1. INTRODUCTION

This chapter presents the effect of geometrical confinement on the properties of thin
film ferromagnetic material. The sub-micron ferromagnetic thin film segment with
rectangular or ellipse planar shape is an example of geometrically confined magnetic
nano-structure. Section 1.1 is an introductory part for ferromagnetic thin film segments
and their single-domain magnetization state. Section 1.2 and 1.3 review artificial 2-D
lattices that are formed by an array of single-domain segments, in particular artificial spin
ice (ASI) and artificial quasicrystal (AQC). Section 1.4 discusses the significance of
dynamic response in magnetic nano-structures, and Section 1.5 presents potential
application of ASI and AQC in magnonic and spintronic devices, and provides an
example of proof of concept for a Kagome ASI nanomagnetic logic (NML) gate.

1.1. Geometrically confined magnetic nano-structures
A magnetic material comprised of elements with finite dimensions, particular
physical shape and defined boundaries is a geometrically confined magnetic system. The
geometrical confinement in magnetic structures significantly influences the internal
magnetization texture, the internal magnetic field, the dynamic response and the magnetic
switching process [1].
An example of geometrical confinement in a magnetic system is a rectangular
ferromagnetic thin film segment with thickness of t < 30 nm, and sub-micron width (w)
and length (l), such that l>>w>>t. This geometrical confinement of the ferromagnetic
segment creates a strong shape anisotropy. Therefore, the magnetization, M of the
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segment is largely uniform (single-domain) and parallel to the long axis (easy-axis) in the
absence of the applied DC magnetic field, which implies that opposite magnetic charges
(~ divM) are confined to the two ends of an isolated segment. Therefore, the segment’s
magnetization behave as classical Ising spins in the low-field (“Ising-satrurated”) regime
(typically below 1000 Oe for magnetically soft Permalloy, Ni0.8Fe0.2 films), as shown in
Figure 1.1 (a). The Isingness of the segment remains stable with the applied DC magnetic
field depending on magnitude and direction of the applied DC field, and the saturation
magnetization of the ferromagnetic material, Ms. For example, if the applied field is in the
direction of the segment’s easy-axis, the Isingness of the segment is not affected even if
the applied DC field is higher than Ising-saturated field. However, if the applied DC field
is perpendicular to the segment’s easy-axis (shown in Figure 1.1 (b)), and the magnitude
of the applied DC field is higher than Ising-saturated field (for example 3000 Oe for
Permalloy), the magnetization of the segment rotates towards the segment’s width
(segment’s hard-axis direction), as shown in Figure 1.1 (b). Therefore, the segment’s
Isingness is demolished.
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Figure 1.1. (a) Single-domain ferromagnetic segment in two magnetization Ising-like states in
opposite directions. The arrow shows the direction of the magnetization. (b) Magnetization of the
segments turns towards the hard-axis direction of the segment in the presence of the large applied
DC field perpendicular to the segment's easy axis.

Moreover, the shape anisotropy of these segments significantly affects the
demagnetization field. In the absence of DC magnetic field, the average demagnetization
field in an infinite thin ferromagnetic film with in-plane magnetization is close to zero
since the magnetization texture forms domains to demagnetize the film. On the other
hand, the strong shape anisotropy of the single-domain segments causes a very high
demagnetization field, which significantly affects the dynamic response and DC
magnetization reversal process [1].

1.2. Geometrical Frustration
The bi-state nature of the sub-micron ferromagnetic segment has attracted
researchers to form an array of segments in the form of 2-D lattice. In 2006, Wang, et al,
and Tanaka, et al, used single-domain ferromagnetic film segments to form the 2-D
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square and honeycomb lattice, respectively [2-3]. They showed that the magnetic
interaction among the segments are frustrated and obey the “spin ice rule (SIR)” which
mimics the original development of the SIR that describes the ground state arrangement
of atomic spins in the tetrahedral sublattice of pyrochlore spin ice [4], where frustration is
generated among threefold tetrahedral bonds. Later, the honeycomb lattice was named
“Kagome artificial spin ice (ASI)” since the SIR were directly observed [5] similar to the
SIR in threefold tetrahedral bonds . An example of Kagome artificial spin ice is shown in
Figure 1.2 (a). The array of segments creates a lattice with a honeycomb geometry such
that Ising-like spins are located at the center of each segment and create Kagome ASI, as
shown in Figure 1.2 (b). The spin configuration forms eighth different states as shown in
Figure 1.2 (c), in which six of them follow SIR and are degenerate ground states
(2-in-1-out or 1-in2-out). The two other states are higher energy states (3-in or 3 out).

4

Figure 1.2. (a) A sketch of the Kagome spin ice lattice showing 30 spins. The two sublattices
on which interaction vertices can occur are labeled (b) The honeycomb structure formed by
connecting the spins of the Kagome lattice. Each bar element represents a spin magnetic moment
oriented along the bar axis. (c) The spin configurations possible at a single vertex. Spin
configuration that obeys the ice rule produces a net magnetic moment at each vertex, which we
use to label the allowed spin configurations. The two configurations that produce no net magnetic
moment 3-in and 3-out are not energetically favorable. (Adapted with permission from [5], APS.)
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Over the last decade, researchers have studied ASI in the form of lattice types
(with connected or disconnected segments) such as honeycomb [6-35], square [36-56],
shakti [57-59], brickwork [60, 61], pinwheel [62, 63] and quasicrystal [64-73]. The
researchers sought to confirm a predicted transition to long-range magnetic order using
direct imaging techniques [6-21] such as magnetic force microscopy (MFM), scanning
electron microscope polarization detector (SEMPA) or photoemission electron
microscopy (PEEM). Moreover, researchers explored the magnetization dynamics and
magnetization reversal behaviour using SQUID magnetometry, magneto-optical Kerr
effect and spin wave spectroscopy techniques including ferromagnetic resonance (FMR)
and brillouin light scattering (BLS) [22-35], [52-56], [70-73].

1.3. Artificial Quasicrystal (AQC)
The effects of subtle imperfections, disorder and reduced lattice symmetry on the
stability of paramagnetism versus magnetic order in frustrated systems, together with
what is sometimes referred to as “order out of disorder”, has recently received increasing
attention. Novel class of aperiodic lattices in the form of 2D artificial quasicrystals has
been introduced to explore effects of reduced lattice symmetry on magnetic order within
frustrated sublattices, controlled magnetic switching, and novel spin dynamics [64-73].
These “metamaterials” (materials by-design) offer new paradigms for development of
locally manipulatable magnetic memories, complex magnetic switching networks, and
magnonic devices [74-94]. However, efforts to precisely control the “degree of disorder”
presented by quasicrystalline ASI (QASI) are hampered by the fact that the exotic (e.g.,
fivefold or eightfold) rotational symmetries of AQC lattices forbid their continuous
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distortion into a periodic Bravais lattice (i.e., 2D AQC are “topologically inequivalent” to
periodic lattices). Nevertheless, it is possible to continuously distort a 2D Bravais lattice
into an aperiodic array by utilizing an aperiodic Fibonacci sequence that is closely related
to the structures of various types of quasicrystal arrays. An example is shown in Figure
1.3 where the spacings of incomplete planes of parallel segments in a Penrose P2 tiling
follow a Fibonacci sequence of long (L) and short (S) distances. The fact that
quasicrystals exhibit aperiodicity that can be precisely described by mathematical
algorithms places them in a unique, intriguing category of controlled, intermediate
disorder, compared to random aperiodic arrays. Such intermediate systems will exhibit
novel, interesting magnetic dynamics [67-70] and ground state order [61-66].
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Figure 1.3. Fibonacci spacing in 3rd generation Penrose P2 tiling. L is “long” and S is “short”.
The ratio of L/S is 1.62. The Fibonacci word in the figure is S4 = 01001010 = LSLLSLSL.
Letters on the right margin show the expansion of the Fibonacci word from the center of
symmetry in either the up or down directions.

1.4. Dynamic response
The dynamics response of a magnetic material is a time-dependent response of spin
motions to the electromagnetic waves. The spins in the magnetic material interact with
electromagnetic waves such that they can precess around their equilibrium state at
specific frequencies (resonance frequencies) which are called spin wave modes. The spin
wave modes depend on the applied DC magnetic field and magnetic material properties
such as damping factor 𝜶, saturation magnetization Ms, exchange stiffness constant,
crystalline anisotropy and shape anisotropy. Hence, the experimental data of spin wave
spectroscopy can reveal information about the magnetic material properties. For example,
8

the

absorption linewidth characterizes the damping factor in the magnetic system.

Moreover, spin wave modes are very sensitive to the magnetization reversal process. The
frequency of the spin wave modes reduces close to the reversal event and an abrupt
change in the spin wave spectrum can be observed after a reversal event.
Spin waves can be categorized into dipolar spin waves (or magnetostatic waves), where
the coupling between spins are dominated by stray fields from magnetic moments, and
exchange dominated spin waves, where the coupling between spins are dominated by
exchange interaction. The latter case can be thermally or optically excited and their
wavelength is in the order of distance between the spins in atomic scale. However, the
dipolar spin waves have a very long wavelength compared to the spacing between atomic
spins [95].
In [96], Walker, L. R. in 1957, introduces an approach to use magneto-quasi-static
approximation to solve for the multiple spin wave modes with long wavelength observed
in ferromagnetic resonance (FMR) experiments [97]. These modes (know as Walker
modes) for thin films are categorized as follows [95]:
(a) Uniform precession modes for tangentially (normally) magnetized film :
For finite media, if the sample dimension is small as compared to free
space wavelength (for example the free space wavelength of ~30 mm at 10 GHz,
as compared to a thin film media with sub-micron dimensions), then the wave
number is almost zero, k ≃ 0. In uniform precession mode, spins precess in-phase
throughout the sample. The condition for the resonance is that the applied DC
magnetic field is parallel to the magnetization and perpendicular to the alternating
magnetic field of the incident electromagnetic field (known as radio-frequency
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(RF) magnetic field, hRF).
(b) Backward (Forward) volume waves for tangentially (normally) magnetized film :
In a media where the wavelength of the incident electromagnetic waves
are in the order of the sample dimensions, the wave number of the spin waves are
non-zero, k ≠ 0. Therefore, the spin waves are propagating throughout the sample.
An example of these modes are the electromagnetic waves of wavelengths closer
to optical range (~ 400 nm) as compared to the sub-micron-size media. Note the
frequency of backward (forward) volume spin waves lies in the range of gigahertz
regime (<100 GHz) since the permeability of magnetic materials are typically
large (~105). Also, phase and group velocities are in the same (opposite) direction
for forward (backward) volume waves. Moreover, the angle between the wave
vector, k, and DC field does not change forward volume wave characteristics.
However, the condition for the backward volume wave to exist is that the wave
vector, k is parallel to the applied DC magnetic field.
(c) Surface waves for tangentially magnetized film
The surface modes exist if the wavevector k, is perpendicular to the
applied DC magnetic field. Surface wave modes propagate perpendicular to the
direction of the applied DC magnetic field and decay exponentially from the
surfaces of the film. Magnetostatic surface modes are also known as
Damon-Eshbach modes [98].

1.4.1. Ferromagnetic resonance (FMR) spectroscopy
In this dissertation, spin waves are explored via broadband FMR spectroscopy,
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where the incident electromagnetic field has a long free space wavelength (>15 mm) as
compared to artificial spin ice dimensions. Therefore, spin waves are non-propagation (k
= 0), which is referred above as uniform precession modes for tangentially magnetized
films. Figure 1.4 shows the uniform precession of spins around the applied magnetic DC
field.

Figure 1.4. Uniform precession of magnetization (FMR) around applied DC
magnetic field, H. FMR is excited by radio frequency magnetic field (hrf).
FMR spectroscopy is a proven, powerful probe of the dynamic response of magnetic
nano-strcutures including ASI [22-35], [52-56] and AQC [70-73]. Combined with the
interpretive help of micromagnetic simulations, FMR can detect resonances originating
from a group of ASI segments with specific magnetization orientations with respect to
the applied field. For applied fields below the Ising saturation regime, FMR spectra
largely reflect the orientation of Ising spins that belong to distinct sub-groups of
segments. For example, a relatively high-frequency branch of FMR modes generally
indicates a set of segments that makes a relatively small angle with respect to the applied
field. Therefore, a rotational FMR study strongly reflects the symmetry of the lattice and
11

the shape anisotropy of segments, which can be systematically varied by fabricating ASI
having different segment cross sections and lengths.
FMR spectra can also reveal different types of magnetic ordering, based on the field
dispersion of the resonance frequency, df/dH. For example, chiral order (i.e., a sublattice
with a flux closure state) is expected to have degenerate FMR modes at zero field. This
degeneracy is lifted by applying an external field H, such that the resonances of segments
with Ising spins aligned parallel (antiparallel) to the field have positive (negative) df/dH.

1.5. Potential applications in magnonic and spintronic devices
Study of ASI magnetization dynamics in recent literature [22-35], [52-56], [70-73]
offers ASI as natural analogs of magnonic crystals [74-85]. Interest in using spin waves
(magnons) in computing and data transfer is growing [86-94] since the energy
consumption reduces significantly compared to present-day electronic devices, which
rely on electric current. One of the most important requirements for a functional
magnonic crystal is the reconfigurability of magnetic state [77-85]. Also, a rich spin wave
spectrum is strongly motivating in magnonic devices. ASI is a potentially reconfigurable
system due to the geometrical frustration and ground state degeneracy [76], and has a rich
spin wave spectrum [74, 75]. In general, artificial crystals (such as ASI and AQC) can be
patterned in any type of geometry to exhibit reconfigurability and rich spin wave
spectrum [22-35], [55-56], [76].
On the other hand, artificial crystals exhibit programmability based on spin waves
(for example, they operate as logic gates) for computation [86-88], which is an essential
part for spintronic devices [89-94]. Spintronic circuits rely on nanomagnetic logic (NML)
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systems, which are driven thermally or by an external clocking field. Most of these NML
systems are unbalanced, i.e. the desired magnetization state is not a ground state which is
volatile. In [86], Gypens P., et al. showed that the Kagome ASI can operate as a balanced
NAND - NOR gate, such that the gate can operate with an external clocking field. The
example of the NAND gate presented in [86] is shown in Figure 1.4.

Figure. 1.5. The geometry consisting of 19 dipole-coupled uniaxial nanomag- nets
corresponding to a thermally driven, balanced NAND gate. The desired output (red) is obtained
when the system is in its (a) ground state, (b) first excited state, and (c) second excited state.
Green and blue arrows denote the input bits, while black arrows denote the fixed nanomagnets.
Bit value 1 corresponds to a magnetization pointing to the right. When the magnetization direction of the fixed nanomagnets is re- versed, this geometry can also be used as a NOR gate.
(Adapted with permission from [86], APS.)

1.6. Dissertation outline
The next chapter of the dissertation explains the experimental and simulation
techniques such as sample fabrication and experimental FMR spectroscopy,
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micromagnetic and FMR numerical modeling is presented.
This dissertation focuses on the Honeycomb lattice composed of connected Ising-like
segments (Kagome ASI). FMR spectroscopy in connected Kagome ASI has been
reported in recent literature [22, 24, 27], however the effect of vertex in the FMR
spectrum and FMR modes in the vertex region has not been addressed adequately.
Therefore, in chapter 3, magnetization dynamics in Kagome ASI is reviewed and FMR
spectroscopy is used to experimentally study the influence of vertices on the FMR modes
of a connected Kagome ASI. The findings improve the understanding of the relation
between FMR modes in connected ASI and the dynamic response of DW localized
within vertices, especially during reversal events. It will be shown how the FMR mode
can be controlled via vertices by choosing a proper applied magnetic DC field. Moreover,
FMR modes residing in the vertex region are introduced. Aided with FMR modes in
vertex region and FMR modes corresponding the segments, it will be shown that FMR
mode characterization can reveal information about the internal magnetization
configuration.
Chapter 4 is motivated by FMR spectroscopy of a connected Fibonacci-distorted
Kagome ASI, which permits the sixfold rotational and periodic translational symmetry of
the undistorted honeycomb lattice to be continuously distorted into an aperiodic lattice
with only mirror symmetry, which includes modified shape anisotropies of various film
segments. It will be shown how FMR spectrum is evolved as the severity of distortion
increases. Moreover, modes corresponding to vertex regions are discussed in detail and it
is shown how these modes are affected by the application of distortion.
Chapter 5 discusses angular dependency of the FMR spectrum in the Fibonacci
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distorted Kagome ASI. It will be shown that the orientation of the applied DC field,
which is a real-time parameter, can significantly alter FMR spectrum and offers
Fibonacci distortion on Kagome ASI as an algorithm for design of magnonic devices.
Moreover, the multi-step reversal behavior will be discussed.
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CHAPTER 2. METHODS

This chapter provides details about the experimental techniques and numerical
simulations that are used in this dissertation. First, experimental techniques are explained
in Section 2.1 including (1) sample fabrication using electron beam lithography; (2) FMR
measurement setup including microstripline design and microstripline fabrication using
photholithgrahy, sample setup, vector network analyser (VNA) calibration and scattering
parameter (transmission and reflection coefficient) definition; (3) measurement procedure
and testing the FMR setup for a 25 nm thin permalloy film. Then, the numerical
techniques are explained in Section 2.2 including (1) Micromagentic simulations using
Object Oriented Micromagnetic Framework (OOMMF); and (2) FMR simulation using
Fast Fourier Transform (FFT), along with the details of the theoretical background used
in the simulations.

2.1. Experimental
2.1.1. Sample fabrication
Samples were patterned on Quartz, SiO2, substrate. The substrates were cleaned by
sonication in Acetone and IPA for 5 minutes each, then were rinsed in DI Water and
blown dry with compressed N2. Any remaining organic solvents were removed from the
substrates by Plasma O2 cleaning at 40 W for 30 seconds. The substrates were spin
coated with a bilayer of PMMA A4, 495K and 950K resist. The PMMA A4 495K was
spin coated at 2,250 rpm for 50 second and was baked at 180o C for 180 seconds resulting
in a layer of ~200 nm thick. PMMA A4 950K was spin coated at 4,000 rpm for 50
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seconds and was baked for 180O C for 180 seconds resulting in a top layer of 200 nm.
Before patterning, a 7 nm thick layer of Au was sputtered on the bilayer of PMMA A4 to
reduce any charging caused by the insulating nature of the Quartz substrates.
Exposure: (Figure 2.1. (a)) The PMMA was then exposed using electron beam
lithography in a Raith eLine. The pattern was exposed using 30 kV accelerating voltage,
an aperture of 10 um and a current of 30-40 pA and a exposure dose of 185 uC/cm2.
Development: (Figure 2.1. (b)) After the pattern was exposed, the Au film is
removed with a standard Au etch solution. The exposed PMMA A4 bilayer was then
developed in a solution of Ethyl Alcohol and DI Water at a ratio of 1:4 for 45 seconds.
The sample was then rinsed in ETOH for 15 seconds followed by a rinse of 15 seconds in
DI Water.
Deposition: (Figure 2.1. (c)) Samples were then loaded into the e-Beam
Evaporator system. A vacuum of approximately 5.0 × 10-7 to 8 × 10-7 Torr was achieved
before deposition. Permalloy was deposited first with a rate of 0.3 Ang/s to the desired
thickness of 25 nm. Aluminium was then deposited at a rate of 0.2 Ang/s to desired
thickness of 1.5 nm to passivate the Py from oxidation. Thickness and rate monitored
with crystal thickness monitor inside e-Beam chamber. Source-to-sample distance in the
evaporator chamber was ~1m.
Lift-off: (Figure 2.1. (d)) Samples were soaked in Microposit 1165 for 12-18
hours at 75o C. Then, samples were rinsed with acetone as they are removed from the
1165 solution and were sonicated in acetone for 3-5 minutes and finally were rinsed in DI
Water. A final check of pattern quality, location and segment widths was done using
SEM imaging in the same Raith eLine system.
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Figure 2.2 shows an SEM image of a Kagome ASI sample. The patterned sample was
a hexagon of approximate 43 × 43 um dimension, repeated in a grid of 4 × 80 hexagons
with a lattice spacing of 100 um. The undistorted hexagonal pattern has a segment length
l ≈ 550 um and width W ≈ 140 nm.

Figure 2.1. Schematic diagram of process steps (a)-(d) for fabrication of Fibonacci-distorted
Kagome ASI patterns in permalloy film (blue) of t = 25 nm thickness on a Quartz substrate
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(purple). Arrows represent the electron beam flux exposing the PMMA positive resist (red).
(Adapted with permission from [70], APS.)

Figure 2.2. SEM image of the Kagome ASI patterned on a quartz substrate. The width of the
segments is W ~ 140 nm (note the 100 nm scale bar).

2.1.2. Broadband FMR spectroscopy
The experimental broadband FMR setup includes an electromagnet, a vector
network analyser (VNA), and a microstripline. A sample film-on-substrate is placed as a
flip-chip on the microstripline, which is composed of a signal line, substrate and ground
plane, as shown in Figure 2.3 (a). The substrate is a 100-micron-thick, industrial-grade
Kapton film that is attached using a silicone adhesive to a copper plate that functions as a
RF ground plane. The signal line is designed with four parallel conducting strips of
20-micron width and 8-mm length. The center-to-center distance between these strips is
100 micron, and they join at both ends to a conducting strip of 320-micron width (shown
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in Figure 2.3 (a), top view). We used standard photolithography to fabricate the signal
line. First, we sputtered 200 nm of copper on the Kapton film. Then, we spin-coated the
copper-coated Kapton film with S-1813 photoresist, followed by exposure to a
high-power laser source under the photomask. The film was then developed using a
S-1813 developer. Finally, the redundant copper was etched using diluted ferric chloride,
and the remaining photoresist was removed using acetone. The patterned sample was
placed as a flip-chip such that magnetic material was aligned with the 20-micron stripes
to obtain optimal coupling to RF signals, as shown in Figure 2.3 (a) (top view). Note the
sample is held by the sample holder after alignment of the sample and microstriplines. A
photo of the sample holder is shown in Figure 2.3 (b).
The microstripline is connected to the VNA through 2.4 mm end-launch connectors
and RF cables. The VNA is set to sweep a frequency range (f1 to f2) in step mode with
800 frequency points in between f1 to f2. The synthesizer of the VNA is set to step mode
which provides very high accuracy as compared to the ramp mode. In the step mode, the
accuracy is obtained by phaselocking the source at each frequency step over the selected
frequency range f1 to f2 [102]. The TRL (through-reflect-line) calibration method is used
before connecting the sample to the VNA. The reflect is provided in the VNA standard
calibration kit as two shorted connectors which are connected to the cables. The through
standard is zero length provided in the VNA calibration kit and the line is 90 degrees long
microstripline at the center frequency where the calibration is to be performed (f1 + f2)/2.
The VNA scattering parameter of S21 (transmission coefficient) is used to find the FMR
absorption spectrum. In a two port network as shown in Figure 2.4, the scattering
parameters S21 and S11 are defined as transmitted from port one to port two and reflection
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at port one, respectively [103]. Step-by-step details of microstripline fabrication and
FMR measurement are explained in Appendix I.

Figure 2.3. (a) Set up for BB FMR measurements. The top figure shows a cross-sectional view.
Green denotes the sample. and placed as a flip-chip on the red microstripline deposited on the
Kapton substrate, which is attached on the solid copper plane using silicone adhesive. The bottom
figure shows the top view of the setup. The red on the lower-left image is the microstripline, and
green dots represent arrays of ASI. The bottom right shows an optical image of an ASI sample
patterned on a quartz substrate, which is placed as a flip-chip on the microstripline and aligned
with the narrow, 20-micron strips. (b) Photo os the sample holder and miocrostripline. The
end-launch connectors are connected to the microstripline and placed into a housing. The top part
of the sample holder is tightened to the housing with four screws. The sample is adjusted under
microscope and then two middle screws are gently tightened to hold the sample in place via
pushing a small rod which is equipped in the middle.
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For each sample, a DC magnetic field of +3000 Oe is applied and S12 is extracted
from the VNA output over the given frequency range (f1 to f2). Then, the magnetic field is
swept from H1 Oe to H2 Oe with proper field step, and S12 is recorded from the VNA
output at each field. S12 data for +3000 Oe were subtracted from lower-field data for
background signal removal.

Figure 2.4. A two-port microwave network is shown. V+ is the incident signal and V- is the output
signal. S11 and S21 are defined such that the port 2 has impedance matching (V+2 = 0) when the
incident signal comes from port 1 (V+1).

2.1.3. Testing the FMR setup
To test FMR set up, a thin Permalloy film with a thickness of 25 nm deposited on
Quartz substrate using a sputtering machine. Then, four parallel lines of 30 micron wide
and 8 mm long have been made using the standard photolithography process followed by
etching. Then the sample was put as flip-chip on the mcirostriple as shown in Figure 2.5
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(a). The sample saturated at 10,000 Oe and the applied DC field swept from 1000 Oe to 0
with 10 Oe steps. The S12 parameter from VNA output recorded for each applied DC
field. The results are in agreement with previous Permalloy FMR data [99] and Kittle’s
FMR formula [100], as shown in Figure 2.5 (b). The Kittle’s FMR equation which is
derived from spin equation of motion for tangential magnetized film is [100]:
1/2

ω0 = γ[𝐵0 (𝐵0 + µ0𝑀𝑠)]

(2.1)

Where, B0 is the applied DC field, Ms is the saturation magnetization, µ0 is
vacuum permeability, and γ is gyromagnetic ratio.

2.2. Simulations
Micromagnetic simulations were performed using the Object Oriented
Micromagnetic Framework (OOMMF). In OOMMF, we used a 10-nm-by-10-nm mesh
cell size with a 25-nm film thickness. The film material was Permalloy with a saturation
magnetization MS = 800 kA/m and exchange stiffness constant A = 1.3×10-12 J/m [82].
FMR simulations were performed as the following steps: (1) OOMMF solves for
equilibrium magnetization configuration at a given applied DC field. (2) Apply a small
magnetic field pulse perpendicular to the applied DC magnetic field. (3) Record the
magnetization vectors n times and every ∆𝑡 time step. (4) Apply Fast Fourier Transform
on the magnetization vectors for each pixel to find the spectrum for each pixel. It returns
the spatial distribution of FMR absorption (mode profile) for all frequencies. (5) FMR
spectrum is found by averaging the spectra of all pixels.
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Figure 2.5. (a) A photo of the sample to test FMR set up. It is composed of six Permally lines
which are aligned with six 30 micron lines in microstripline. (b) The experimental results are
shown in a color map graph. The white curve shows the trace of resonance where the absorption
is maximum. The colorbar shows 1 for maximum absorption and zero for minimum absorption.
The blue curve is the plot of Kittle’s equation for Permalloy with saturation magnetization of Ms
= 800 kA/m.

Consider that the applied DC field sweeps from H0 to H1 with ∆𝐻 field step and
along the angle ϕ0, as shown in Figure 2.2. Therefore, the magnetization vectors in the
simulations are saturated uniformly along the angle ϕ0. The Runge-Kutta evolver is
chosen in OOMMF to solve the Landau-Lifshitz-Gilbert equation [101]:
𝑑𝑀/𝑑𝑡 =

− |γ| 𝑀 × 𝐻𝑒𝑓𝑓 − |γ|/𝑀𝑠 (𝑀 × 𝑑𝑀/𝑑𝑡)
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where M is the magnetization, Heff is the effective field, γ is the Gilbert gyromagnetic
ratio, and αis the damping constant. To solve for equilibrium state for each applied field
the damping constant, α is assumed to be 1 for fast convergence as recommended by
OOMMF manual [101]. We considered convergence criteria to be the lowest possible
value in OOMMF, 𝑑𝑀/𝑑𝑡 = 0. 001.
Afterward, a magnetic field pulse is applied normally to the film plane to excite FMR
modes. The duration of the pulse is considered to be 20 ps with amplitude of 10 Oe. Note
the sample is initialized using the equilibrium magnetization configuration found in the
previous step. After the pulse is turned off, excited magnetization vectors for each pixel
are recorded every ∆𝑡 = 20 𝑝𝑠 and for n = 1000 times. Note that the damping constant
of α = 0. 008 (standard value for Permalloy [101]) is used during the pulse application
and recording excited magnetization vectors. Finally, FFT is applied on the excited
magnetization vectors for each pixel to find the absorption spectrum. Considering the
1

values mentioned above for ∆𝑡 and n, the cutoff frequency is 25 GHz ( 2 ∆𝑡 ), and the
1

spectrum resolution is 25 MHz ( 2 𝑛 ∆𝑡 ). the FFT has been performed using the Python
program. The total FMR absorption spectrum was found by averaging the spectrum of all
pixels. Also, we found the spatial distribution of the FMR absorption (mode profiles) by
color plotting of the spectrum in each pixel at the desired frequency. All OOMMF and
Python codes are provided in the Appendix II.
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CHAPTER 3. MAGNETIZATION DYNAMICS IN A CONNECTED KAGOME
ARTIFICIAL SPIN ICE CONSIDERING VERTEX EFFECT

This chapter is a slightly modified version of the paper published in Applied Physics
Letter and has been reproduced here with the permission of the copyright holder. (Appl.
Phys. Lett. 118, 042410 (2021); doi: 10.1063/5.0035195)

3.1. Introduction
This chapter presents experimental and numerical results for the dynamic
response of a connected Kagome artificial spin ice (ASI). The effect of the vertex
magnetization configuration is explicitly considered on the Ferromagnetic Resonance
(FMR) mode characteristics using micromagnetic simulations. We show that the bulk
mode frequency of each single-domain thin-film segment not only depends on the
direction of the segment’s easy-axis with respect to the applied magnetic field, but also
depends on the vertex magnetization configurations of nearby vertices. Therefore, the
FMR modes can be controlled by altering the vertex magnetization texture. Moreover,
vertex center modes (VCM) and localized domain wall (LDW) modes are introduced. We
show that the LDW mode evolves during the nucleation process of domain walls, and
that VCM and LDW modes can be controlled using specific field protocols, which has
important implications for future design of magnonic and spintronic devices.
The segments in the ASI are dominated by dipolar interaction. If the segments are
physically connected on their end points, a relatively large area of magnetic region called
vertex is created. In the vertex region the dipolar interaction and exchange interaction
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play an important role in the formation of magnetization configuration of the vertex. The
vertex in connected ASI has an important effect on the reversal events, segment
switching and domain wall dynamics [8,11]. As an example, recently Bang’s et. al. [11]
studied the effect of connecting segments in a three-fold vertex. They showed that the
connected three-fold segments can create a strong dynamic response of vertex center
which is present under the condition that the applied field is aligned with one of the
segments' easy-axis. Moreover, recent studies focused on the importance of vertex effect
on the magnetotransport properties of Kaogme ASI [13] and reversal events of square
ASI using dynamic response [17].
Magnetization dynamics in ASI has been intensively studied recently [22-33,
52-56]. For example, Bhat, et al., in [27] studied the FMR modes in connected Kagome
ASI (Figure 3.1 (a)), and the FMR spectra have been measured as shown in Figure 3.1
(b). They have shown that Modes D and C, as labeled in the Figure 3.1 (b), are the bulk
FMR modes residing in the body of the segments such that their easy-axis make an angle
of 00 and 600 with respect to the applied DC magnetic field at ϕ = 00, respectively.
However, the effect of vertex region on FMR bulk modes, and FMR modes
corresponding to the vertex region has not been addressed in literature adequately. This
chapter uses FMR spectroscopy to experimentally study the effect of vertex in the FMR
modes of a connected Kagome ASI. The results are supported by Object Oriented
Micromagnetic Framework (OOMMF) simulations.
It is generally known that the highest frequency mode in the magnetic
nanostructure with single domain segments with similar dimensions corresponds to those
segments whose magnetization makes the smallest angle with the applied field [22-29].
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However, we show that the vertex can be initialized such that the highest frequency mode
corresponds to the segments whose angle between their magnetization and applied field is
not the smallest. Moreover, it will be shown that the vertex magnetization deformation
with the applied field severely affects the slope of the frequency-field resonance curve,
df/dH. The results suggest FMR modes associated to the segments can be controlled
using initialization of the lattice which is suitable for application in magnonics.
Furthermore, the domain wall modes residing on the vertex are explored, and their FMR
mode before and after reversal events are characterized. We show that the domain wall
modes are the signature of the nucleation process and depend on the vertex magnetization
state with respect to the applied field. Characterizing the domain wall modes are essential
for spintronics applications which mainly rely on domain wall dynamics. Also, locally
excited domain wall modes offer application for magnonic devices. The findings improve
our understanding of FMR mode in ASI with connected segments and their dynamic
response of the domain walls specifically during reversal events.

Figure 3.1 (a) Scanning electron micrograph of interconnected Py nanobars
(bright) arranged in a kagome lattice on a GaAs substrate (dark). (b) Experimental
(symbols) and simulated (lines) resonance frequencies f obtained for H decreasing from
1000 Oe. Simulation results are displayed for large H. Arrows, set at -440 and -300 Oe,
border the reversal regime. (Adapted with permission from [27], APS.)
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3.2. Effect of vertices in the FMR modes of Kagome artificial spin ice
Experimental FMR spectroscopy was performed on the Kagome ASI with
connected vertices. The fabricated sample is shown in Figure 3.2. The width, length and
film thickness of the segments in the fabricated sample are 140 nm, 540 nm and 25 nm,
respectively. We label three Ising segments as A, B, and C (see Figure 3.2) according to
their easy-axis angle with respect to the x-axis. Segments A, B and C have 𝞿A = 0o, 𝞿B =
-60o and 𝞿C = 60o, respectively. The diameter of the patterned Kagome ASI was about 40
micron and an array of 4 by 80 was fabricated with the 100 micron center to center
distance (details about fabrication techniques and FMR setup is presented in Chapter 2)
The following “field protocol” was used to perform FMR. Step 1: a magnetic
field was applied near Ising saturation at H = 1000 Oe at 𝞿 = 0 (See Figure 3.2). Step 2:
the magnetic field was turned off. Step 3: the magnetic field swept from zero to 700 Oe
by 10 Oe steps at 𝞿 = +60. The FMR measurement was performed with the applied field
at 𝞿 = 60o (step 3 of the field protocol). As a result, the remnant magnetization state (the
magnetization state from Ising saturation at 𝞿 = 0o) of Segments A, B, and C, make an
angle of 60o, 0o, and -120o with respect to the applied field, respectively. Therefore,
Segment B is expected to reverse at an applied field, when we increase the applied field
from zero to 700 Oe, at 𝞿 = +60.
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Figure 3.2. SEM image of a sample ASI. The angle 𝞿 is defined with respect to the
x-axis. Segments A, B, and C are labeled based on their values of 𝞿A = 0o, 𝞿B = -60o and
𝞿C = 60o, respectively. Note the one-micron scale bar. The bottom panel shows the field
protocol: In Step 1, magnetic field is applied at zero angle; In Step 2, magnetic field is
reduced to zero; In Step 3, magnetic field is increased from zero along 60o.

We used Object Oriented Micromagnetic Framework (OOMMF) to analyse our
experimental results (details about the simulations are given in Chapter 2). In the
simulations, the ASI has been saturated in 𝞿 = 0, and then the magnetic field has been
swept from zero to 600 Oe (𝞿 = 60o) with 10 Oe steps.
We show vertex magnetization configuration plays a crucial role in the FMR
response of Kagome ASI. It is usually expected that the highest frequency mode
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corresponds to the segments with easy-axis parallel with the applied field [22-29].
However, we show the vertex magnetization configuration is the criteria to determine the
highest frequency mode in the dynamic response of connected ASI, and manipulation of
the vertex magnetization configuration can control FMR modes. Figure 3.3 (a) and (b)
show the experimental and simulation FMR results. A sudden change in the FMR
spectrum at 260 Oe is observed which suggests segment B reversal since Segment B
remnant magnetization has an angle of 120o respect to the applied field. Five modes are
observed in the experiment before Segment B reversal, labeled MA, MB1, MB2, MC and
LDW (Localized Domain Wall). Mode MA has almost zero df/dH, and Modes MB1 and
MC are degenerate at zero field and have positive and negative df/dH, respectively.
Moreover, Modes MB2 and LDW found in the lower frequency range respect to the modes
MA, MB1, MC. The modes found in the simulation are shown in Figure 3.3 (c) and (d), and
are in agreement with experimental results.
We plot the spatial distribution of FMR modes (mode profiles) to correlate FMR
modes to the segments or vertices. Figure 3.4 (a) shows the mode profiles with the
applied field of 200 Oe (𝞿 = 60o). Mode MA corresponds to Segment “A” which has the
highest resonant frequency at 200 Oe, even though the easy-axis of Segment A respect to
the applied field is 60 degrees. Mode MC (MB1) corresponds to Segment C (“B”) and
Mode MB2 corresponds to a different mode for Segment B with more antinodal lines (the
parallel lines in the power map with strong absorption) compared to the mode MB1.
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Figure 3.3. (a) and (b) show frequency-field graphs for experimental S12 data for the 8-14
GHz and 3-8 GHz frequency bands, respectively. Panels (c) and (d) show simulated FMR
absorption for frequencies 8-14 GHz and 3-8 GHz. The color scale corresponds to 1 for
maximum signal absorption, and zero for the minimum absorption. Note the sudden
change in the FMR spectrum at an applied field H = 260 Oe, which implicates reversals
among the Segment B subgroup.

The FMR modes before Segment B reversal show two remarkable features. First,
frequency of Mode MA is greater than Mode MC, even though the magnetization of the
Segment C is in the direction of the applied field and magnetization of Segment A makes
an angle of 60o respect to the applied field. Second, df/dH of Mode MA is zero which is
expected to be positive [22-29] since it is magnetized towards almost the easy-axis
direction. We show that these features of Mode MA are correlated with the vertex
magnetization configuration.
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Figure 3.4. Mode profiles at different values of applied DC magnetic field H (a) 200 Oe,
(b) 550 Oe, (c) 0 Oe, (d) 350 Oe. The color scale corresponds to 1 for maximum
absorption and zero for minimum absorption. The applied field H is oriented at 𝞿c = 60o
with respect to the horizontal x-direction. Segment B reversal occurs at 440 Oe in the
simulations. A bulk FMR mode can be identified by antinodal lines in the body of the
segments. LDW modes and VCM antinodal lines are visible in the vertex regions. LDW
and VCM modes are rotated by 60o after reversal (visible in (b) for 6.7 GHz and 5.65
GHz), which indicates the mode characteristics depend on the vertex magnetization
state.
The vertex area is defined as a triangle as shown in Figure 3.5: the vertex is constructed
by two domain walls which separate the vertex from two segments, and a central region
with almost uniform magnetization which has the same direction with the third segment.
The vertex can have six different magnetization states depending on its magnetization
angle in the central region with respect to the applied field, ѱ. An example shown in
Figure 3.5 is a “-60o vertex state” (ѱ = -60o), which means the magnetization of vertex
central region has an angle of -60o with respect to the applied field. However, the vertex
region can deform or finally switch the state depending on the applied field amplitude
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and angle. Figure 3.6 shows the simulated magnetization texture for different applied
fields. As can be seen, the magnetization of the vertex region before reversal of Segment
B is aligned with Segment “A” magnetization which means that the vertex is in the state
of -60o. Consequently, the MA mode frequency is highest respect to other modes. The
bulk FMR mode (mode inside the segment body) depends on the magnitude and
distribution of demagnetization field inside a segment’s body. The results suggest the
“-60o vertex state” causes higher demagnetization field in Segment C with respect to
Segment A. We can also interpret this as the shorter effective length of the Segment C
compared to the Segment A, which means a higher demagnetization field for shorter
segments [110]. Consequently, even though the Segment C magnetization is in the
direction of the applied field, it has a higher demagnetization field which leads to the
lower mode frequency respect to Segment A. Moreover, the magnetization of Segment A
body slightly tilted towards the field with increasing field. More importantly, as the field
increases, the domain wall between Segment A and B moves toward the Segment B body,
the vertex region loses the magnetization uniformity in the central region and departs
from the defined vertex area. Consequently, the mode MA frequency remains constant as
the field increases (zero df/dH) which means an increase in the demagnetization field of
Segment A.
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Figure 3.5. Vertex regions are highlighted as red triangles that connect neighboring
segments. A central region with almost uniform magnetization is indicated by a black
arrow inside a vertex, and two adjacent DW are shown as black lines. The angle ψ
between the vertex magnetization and the applied magnetic field H determines the state
of the vertex. The example shown is a “-60o vertex state”.

Figure 3.6. Magnetization configurations of Segment Types A, B, C and vertex textures
for different applied fields. The DW shown by green lines separate vertex regions from
Segments B and C for H = 0 Oe, 200 Oe, and 350 Oe. The vertex magnetization deforms
as the field increases, and finally propagates, reversing Segment B. Note the stability of
the vertex magnetization textures as the applied field is increased and the magnetization
on the left segment is reversed.
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We show that after Segment B reversal, the “-60o vertex state” switches to “0o
vertex state” and the highest frequency mode corresponds to Segment C. Reversal of the
segment “B” occurs at 260 Oe in the experiment and at 440 Oe in the simulation. The
micromagnetic simulation typically predicts a higher reversal field. After reversal, we can
find four distinct modes labeled as NAB, NC, LDW and VCM. All of these modes have a
positive df/dH. The mode profiles for each mode at 550 Oe is shown in Figure 3.4 (b) and
confirms that the highest frequency mode NC corresponds to segment “C” and the mode
NAB corresponds to Segments A and B. Therefore, the condition for a segment to have the
highest frequency mode is ѱ = 0o.

3.3. Modes corresponding to the vertex region
Modes corresponding to the vertex area are observed in the lower frequency
region with respect to the bulk modes. As defined above, each vertex area consists of two
domain walls. Domain wall motion and their dynamic response provide useful
information about the nucleation process and segment switching process which is vital
for spintronics and magnonics application [86-94]. We characterize the modes associated
with the domain walls and show that these modes have specific behavior depending on ѱ.
LDW mode is shown in Figure 3.3 and their mode profiles before Segment B reversal for
H = 0 Oe and H = 200 Oe and H = 350 Oe are shown in Figure 3.4 (a), (c) and (d),
respectively. Note, LDW mode in the simulations and experiment are in the same
frequency range and almost similar df/dH. However, LDW mode in the simulations has
multiple bands with a range of resonant frequencies between 2 GHz and 4 GHz. The
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frequency of LDW mode decreases slightly with increasing the applied field. Moreover,
the antinodal lines of the LDW mode profile deforms as the field increases. Based on the
magnetization textures for the different applied fields (Figure 3.6), the domain which
connects Segment A and B (AB domain wall) moves toward the Segment B body as the
field increases (nucleation process). On the other hand, comparing antinodal lines of
LDW mode profile (Figure 3.4 (a), (c) and (d)) with AB domain wall locations at
different fields, we can see that the antinodal lines are in the same location as the domain
walls. After Segment B reversal, the frequency of the LDW mode changes suddenly with
slightly positive df/dH. The LDW mode profile after reversal is shown in Figure 3.4 (b)
for 550 Oe which again confirms the location of the antinodal lines and domain walls are
the same. These results show that the frequency and df/dH of LDW mode depends on the
vertex state, ѱ.
The mode associated with the vertex center labeled as VCM (vertex center mode)
is also discussed. In [25], the condition for VCM existence is that the applied field must
be in the direction of one of the segment's easy-axes. However, we show this is not a
strong enough condition for the existence of the VCM. (The VCM is labeled in Figures
3.3 (b), (d), and the mode profiles for H = 0 Oe, and 550 Oe are shown in Figures 3.4 (c),
(d)). VCM was not detected before reversal; however, the simulation shows this (weak)
mode exists before reversal only below 100 Oe and disappears with further increase in
the field, even though the field is in the direction of the Segment C easy-axis, which
implies the mode should not disappear [25]. On the other hand, after reversal, this mode
is found both in simulations and experiment for fields greater than 500 Oe. Comparing
the magnetization configuration of the vertex center at different fields, we can conclude
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that the VCM exists whenever the ASI has the “0o vertex state”. Otherwise, the applied
field deforms the vertex center magnetization and the VCM disappears.

3.4. Conclusion
This chapter showed that the angle between the segment’s easy-axis and applied
field does not necessarily determine the highest frequency FMR mode in ASI.
Furthermore, we have shown that df/dH of bulk modes depends not only on the angle
between the magnetization of the segment and it’s easy-axis, but also depends on the
vertex magnetization texture.
In addition, the VCM and LDW modes studied and characterized, especially how
the LDW mode is related to the internal magnetization configuration of the vertex. In
particular, a new condition for VCM mode existence is discovered: The vertex center
magnetization must be in the same direction as the applied field (ѱ = 0o).
Consequently, the vertex magnetization state clearly plays an important role in
governing FMR modes in ASI, and different field protocols can be devised for spintronic
and magnonic devices. For example, local manipulation of the segment and vertex
magnetization textures can be used to switch FMR mode frequencies of particular
segments.
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CHAPTER 4. MAGNETIZATION DYNAMICS OF FIBONACCI-DISTORTED
KAGOME ARTIFICIAL SPIN ICE

This chapter is a slightly modified version of the paper published in Physical Review B
and has been reproduced here with the permission of the copyright holder. (Physical
Review B 102, 224435 (2020) https://doi.org/10.1103/PhysRevB.102.224435)

4.1. Introduction
This chapter reports FMR study of a connected Fibonacci-distorted KASI (FKASI),
which permits the sixfold rotational and periodic translational symmetries of the
undistorted honeycomb lattice to be continuously reduced; the resulting aperiodic lattice
retains only mirror symmetry, and features modified shape anisotropies and magnetic
moments of various film segments, as shown in Figure 4.1. Most ASI studied to date
have been disconnected, periodic lattices of elongated film segments that mimic classical
Ising dipoles [3]. However, magnetoresistive devices [105-107] and other potential
applications of wire networks [108, 109] are more amenable to connected lattices of
segments. However, the connections introduce 2 complications from formation of
magnetic domain walls (DW) and short-range exchange interactions within lattice
vertices, which can modify SIR and alter magnetic ground states and magnetic reversal.
Fortunately, systematic methods can be applied to take these complications into account
[67].
This chapter is organized as follows: First, the geometry of the Fibonacci distortion of
a connected KASI is described. Second, the branches of FMR modes for the case of
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Ising saturation is characterized, which shows how the modes and their bandwidths are
modified by Fibonacci distortions of several severities (parameterized by the ratio r ≡ L/S
of long (L) and short (S) Fibonacci spacings). Then, field-sweep FMR data is examined,
especially in the low-field region, which shows that the distortion also causes anomalies
in the reversal behavior. The detailed micromagnetic simulations of the FMR response
enable a detailed understanding of these behaviors. The results suggest that
Fibonacci-Distorted Kagome Artificial Spin Ice (FKASI) have tunable resonance
frequencies and bandwidths suitable for magnonic devices. Moreover, We show the
segment reversals can be controlled by the degree of distortion r. Finally, the
low-frequency FMR modes corresponding to the resonances near lattice vertices are
shown, which are referred to as “localized domain wall modes” (LDW). We show how
the aperiodic distortion affects DW modes by changing the shape anisotropy of the
vertices, which may find applications in the design of reconfigurable magnonic devices.

4.2. Geometry of a FKASI
The KASI can be generated from a periodic honeycomb lattice that has a two-site
basis (note the type A and B vertices), as shown in Figure 4.1 (a). A Fibonacci distortion
is applied to the honeycomb lattice by first replacing the primitive lattice translation
vectors, a and b by a chain of “long” or “short” distances corresponding to the “Fibonacci
word” [104]:
Sn = Sn-1 Sn-2 ,
where n ≥ 2, S0 ≡ 0 and S1 ≡ 01. When applying the word to a lattice distortion, 0
corresponds to “long” (L) and 1 corresponds to “short” (S), as shown in Figure. 1.3. The
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relative lengths between the long and short primitive translation vectors can then be
adjusted such that the ratio, r = L/S, varies from r = 1.00 (Figure 4.1 (a)) for the
undistorted case to r = 1.62 (Figure 4.1 (e)) for the most distorted pattern. This type of
distortion can be applied in a very straightforward fashion in the case of square ASI [72],
where the primitive translation vectors are orthogonal. In contrast, the primitive lattice
translation vectors of the honeycomb lattice are not orthogonal, and although the
underlying parallelogram lattice is distorted in a unique fashion, the basis site (violet dots
in Figure 4.1 (a)) in the distorted array can be chosen in various ways: the basis site has
been chosen to place in the center of a triangle formed by the distorted primitive lattice
points of the honeycomb lattice (green dots in Figure 4.1 (a)). An example of a fabricated
sample with r = 1.62 is shown in Figure 4.2.
Note that the 2D Penrose P2 tilings (P2T) are true quasicrystals, and an example of
five-fold rotational symmetry that cannot be created by continuous distortion of a 2D
Bravais lattice (they are topologically inequivalent). Moreover, the P2T has five mirror
planes, any one of which could define the Fibonacci sequence of planar spacings shown
in Figure 1.3. In contrast, the Fibonacci-distorted honeycomb exhibits only one mirror
plane and no rotational symmetry, even though it is a continuous distortion of a sixfold
Bravais lattice.

4.3. FMR spectroscopy
Broadband (BB) FMR spectroscopy was performed using a vector network analyzer
(VNA); the applied DC magnetic field was in the x-direction (shown in Figure 4.2). An
end-launch connector is used to connect a microstripline to the VNA. The samples were
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placed facing the microstripline (“flip-chip” geometry). The frequency swept from 8 GHz
to 16 GHz to find higher frequency modes, and from 3 GHz to 9 GHz to find lower
frequency modes for a given applied field value. For each sample, a field of H = +3000
Oe was applied and S12 was extracted from the VNA output while sweeping the
frequency. Then, the magnetic field was swept from +1000 Oe to -600 Oe, and S12 was
recorded from the VNA output at each field. S12 data for +3000 Oe were subtracted from
lower-field data for background signal removal. The Object Oriented Micromagnetic
Framework (OOMMF) was used to simulate the FMR spectrum for comparison to the
experimental data and further analysis.
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Figure 4.1. Geometry of the KASI distortion. (a) Undistorted KASI of third generation (r
= 1); a and b are the undistorted primitive vectors. Green dots (type-A lattice point) are
primitive lattice points, and violet dots (type-B lattice point) define the basis positions.
(b)-(d): In the distorted lattice, the length of the primitive vectors is either long (L with
blue color) or short (S with red color), according to the Fibonacci sequence. Distorted
ASI are shown for r = L/S = 1.15, r = 1.3 and r = 1.45. (f): Distorted ASI for r = 1.62.
Different segment types are shown in different colors and labelled by Roman numerals.
For example, the blue segments aligned along the x-axis are assigned the numeral I. A
sixfold rotational symmetry of the undistorted KASI is reduced to one mirror plane that is
indicated by the orange vector along the x-axis.
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Figure 4.2. SEM image of the FKASI for r = 1.62 patterned on a quartz substrate. The
orange line denotes the +x-direction and the location of a mirror plane. The width of the
segments is w ~ 140 nm (note the 1-micron scale bar).

4.3.1. BB FMR Data at H = 1000 Oe
Figures 3.3 (a) and (b) show experimental and simulated FMR spectra in an applied
magnetic field H = 1000 Oe for distortion ratios, r = 1.0, 1.15, 1.3, 1.45 and 1.62; The
distortion creates five groups of segments, labeled I-V according to their easy axis
orientation with respect to the applied field (see Roman numerals I-V shown in Figure
4.1 (e)). We show that each FMR mode corresponds to a resonant response located within
one of these groups of segments: Therefore, the corresponding FMR Modes were labeled
as I-V, as shown in Figures 3.3 (a) and (b).
The spatial designs of patterned magnetic films play a crucial role in tuning the spin
wave modes. The Fibonacci distortion of the honeycomb lattice therefore significantly
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alters the FMR modes observed in both experiment and simulations: Frequency shifts and
broadening of FMR modes are observed, and new FMR modes emerge as the ratio r
increases. For example, it can clearly be seen that Mode II broadening in the
experimental data as r increases, as shown in Figure 4.3 (a). In the most severe distortion
case, r = 1.62, Mode II splits into Modes II and III. However, the splitting of Mode II can
be found in simulations for r ≽ 1.3, as shown in Figure 4.3 (b). Moreover, the Mode II
and III frequencies shift higher, indicating a reduction of demagnetization field with
increasing r. Furthermore, Mode IV emerges for r ≽ 1.3 without a noticeable change with
increasing r, except for a slight frequency reduction, as can be seen in Figure 4.3 (a).
Mode I does not change with distortion in the simulation; however, a slight broadening in
the experimental data is observed. Note that Mode V was not observed in experiments,
although this mode was found in the simulations just below the Mode II frequency, as can
be seen in Figure 4.3 (b).
Next, it can be confirmed that Modes I-V correspond to resonant response located in
Segments I-V, respectively, by comparing the spatial distribution of FMR absorption
(mode profile) with simulation results. The mode profiles for r = 1.62 are shown in
Figure 4.3 (c)-(g), where Modes I-V are highly visible inside the bodies of Segments I-V
(bulk modes). This behavior is expected, since the higher (lower) frequency modes
correspond to segments with an easy axis more aligned (tilted) with respect to the applied
field. Note the easy axes of Segments I-V for r = 1.62 make angles with the +x-direction
of 0o, 60o, 47.5o, 7.5o and 78o, respectively.
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Figure 4.3. FMR results for applied field H = 1000 Oe for different distortion ratios r.
(a) S12 (transmission from VNA port 1 to port 2) as a function of frequency for each value
of r. (b) Numerical simulations of the absorption spectrum as a function of frequency
for each value of r. Note that modes are labeled for r = 1.0 and 1.62. The mode labeling
is consistent with corresponding segments labeled I-V. (c)-(g) Mode profiles for r = 1.62
for five peaks of the absorption spectrum. Segments in (c)-(g) are labeled corresponding
to the mode labels. The color bar represents absorption intensity, where red is maximum
absorption intensity and blue is zero absorption intensity.

4.3.2. Frequency-Field Sweeps and Reversal Behavior
FMR mode behavior in the Ising saturated regime can be well characterized by
measuring resonance frequencies as the applied magnetic field is swept from +1000 Oe to
-600 Oe. Experimental and simulated frequency-field graphs are shown in Figures 3.4
(a)-(c) for r = 1.0, 1.3, and 1.62, respectively. The modes are labeled I-V in the same
manner as in the previous Section, and good agreement was found between experimental
and simulation results. All modes have positive df/dH for fields in between 1000 Oe and
-300 Oe. Below 500 Oe, for r = 1.3 and 1.62, Mode IV disappears. Furthermore, for r =
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1.62, Modes II and Mode III merge into a single resonance mode, which is consistent
with simulation results shown in Figure 4.4.
Aside from mode dynamics, reversal behavior is also affected by increasing r. Given
the fabricated segment dimensions, it is known that the undistorted KASI does not exhibit
a two-step reversal, or that the two fields of the step anomalies are very close together
[10, 11]. However, an unexpected FMR mode appears during reversal for r = 1.3 and r =
1.62. For r = 1.0 and fields down to H = -300 Oe, two major Modes I and II could be
observed with positive df/dH. Mode II disappears near H = -300 Oe and the amplitude of
Mode I gradually decreases down to -350 Oe as shown in Figure 4.5. It is motivating to
define a “reversal event” near -350 Oe, where Mode I-R (We will show that this mode
corresponds to the reversal of Segments I) suddenly appears with negative df/dH and
gradually increasing absorption intensity. Also, Mode II-R (it will be shown that this
mode corresponds to the reversed Segments II) appears at -400 Oe with negative df/dH.
The results for r = 1 suggest a large number of segments reverse at -350 Oe, and that
there is no apparent two-step anomaly during reversal.
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Figure 4.4. Experimental (top panels) and simulation (bottom panels) results for field vs.
frequency for samples with the following distortions: (a) r = 1.0, (b) r = 1.3 and (c) r =
1.62. High frequency modes are labelled I, II, II, IV and V, and assigned colors. Modes
labeled I-R and II-R are created after reversal. The color bar defines 1 (dark) for
maximum absorption intensity and 0 (light) for no absorption.
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Figure 4.5. S12 as a function of frequency for applied fields -500 Oe ≤ H ≤ 400 Oe for (a)
r = 1.0 (b), r = 1.3 and (c) r = 1.62.
The effects of the distortion on modes during reversal can be discussed now. For r = 1.3
in Figure 4.4 (b), Mode I (Mode II) is observed at applied fields in between H = 1000 Oe
and H = -350 Oe (H= -300 Oe), while Mode I is observed with smaller absorption
intensity near -350 Oe. An unexpected (i.e., an analogous mode is not observed for
non-distorted samples) FMR mode was found in the interval, -300 Oe to -400 Oe, with
positive df/dH. This mode is labeled “N”, as shown in Figure 4.4 (b), both in experiment
and simulation. Mode I-R suddenly appeared at H = -300 Oe with negative df/dH. The
amplitude of Mode I-R gradually increases with decreasing field.
For r = 1.62, Mode I was observed with noticeable amplitude, which persisted down to
a field of -350 Oe where Mode I-R suddenly appeared. The amplitude of Mode I-R
gradually increases with decreasing field. Another Mode N’ appears at H = -300 Oe, and
has almost zero df/dH down to H = -400 Oe. Another Mode II-R appears at -450 Oe.
The FMR experimental data and simulation results in the reversal region (in between H
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= -300 Oe and H = -400 Oe) indicate the distortion creates the anomalous Modes N and
N’, and changes the sequence of segment reversal events, which motivated additional
investigation of mode profiles in the reversal region. This clarifies the evolution of
segment configurations during reversal, and their effect on the internal field and FMR
resonance behavior. We show that the abrupt appearance of Mode N in the spectrum
correlates with segment reversal events that change the demagnetization field of the
sample. For example, Figures 4.6 (a)-(c) show magnetization configurations for r = 1.3
during reversal for -380 Oe, -440 Oe and -460 Oe. The magnetization configurations
show that the reversal begins in segments at the boundaries of the FKASI at -380 Oe,
followed by reversal of another group of segments at -440 Oe. As can be seen, all
segments are reversed at -460 Oe. Consequently, there is a coexistence regime of
reversed and non-reversed segments for fields in the range, – 460 Oe ≤ H ≤ -380 Oe.
Note that, within the reversal regime, some chiral states (closed loops of
magnetization; see Figure 4.6 (b)) are observed in the simulated magnetization. The loop
magnetization is composed of segments with opposite magnetization, which causes the
FMR spectrum to exhibit the coexistence of modes with opposite values of df/dH [27].
Evidence of chiral states can be identified by examining the strongest mode profiles
simulated during magnetization reversal, as shown in Figure 4.7 for H = -440 Oe. By
comparing Figures 4.7 and 4.6 (b), it can be seen that the mode with frequency 10.2 GHz
(Mode N) resides in non-reversed segments, while the mode with frequency 11.7 GHz
(Mode I-R) resides in reversed segments. The chiral state should be signaled by splitting
of these bulk-mode frequencies (see magnetization texture in Figure 4.6 and Modes I-R
and N in Figure 4.4 (b)).
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Figure 4.6. Simulated magnetization textures for three values of applied field (a) H
=-390 Oe, (b) H = -440 Oe and (c) H = -460 Oe, during a sweep from +1000 Oe to -600
Oe. Magnetization reversal of several segments begins at -390 Oe followed by additional
segment reversals at -440 Oe. All segments are reversed at -460 Oe. Blue and red indicate
reversed and non-reversed regions, respectively. Small arrows indicate magnetization
direction; curved arrows indicate chiral cells.
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These observations imply the distortion creates a chiral state during reversal with a
significant change in demagnetization field, and indicates spectra will be sensitive to the
value of r. Evidence for the chiral state is important, since it dominates the
long-range-ordered Kagome ground state, making the honeycomb lattice an attractive
mesoscopic system that can be directly imaged as a model 2D metamaterial with one or
more phase transitions [12]. The present study adds interesting effects of “intermediate
disorder” on the chiral state to this list.

Figure 4.7. Mode profiles at H = -440 Oe for r = 1.3. The mode profile for frequency 9.7
GHz (right) exhibits a resonance of non-reversed segments, and the mode profile at 12.6
GHz (left) exhibits a resonance of reversed segments. The color bar represents absorption
intensity, where red is maximum intensity and blue is zero intensity.
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4.3.3. Localized Domain Wall Modes
Domain walls form in the vertices of connected ASI [67], which influences the FMR
modes differently compared to the case of disconnected Ising segments. Depending on
the shape of the vertex and DW type, peculiar FMR modes can be locally excited within
and near vertices. These modes usually have lower resonance frequencies compared with
segment bulk modes because of the lower internal fields (higher demagnetization field)
present in the vertex region [25]. These modes can be useful for designing magnonic
devices in which patterned magnetic structures are utilized to gate spin waves in logic
and data storage devices [86-94]. FMR mode characterization is therefore an important
step towards designing functional magnonic devices. We show how the distortion affects
the vertex shape, and consequently, changes FMR mode characteristics in the vertex
region.
Two types of modes related to the vertices are observed. First, vertex center modes
(VCM) [25] extend throughout and slightly beyond the vertex. Second, LDW modes are
more localized in DW at vertices. The VCM and LDW modes are identified in
experimental and simulation results shown in Figure 4.4 (a)-(c) for ratios r = 1, 1.3 and
1.62. VCM and LDW modes both have positive df/dH, and the slope for VCM is larger
than that for LDW modes.
A VCM was observed experimentally only for r = 1.0 with a higher frequency
compared to the LDW modes. On the other hand, LDW modes experimentally observed
for all ratios, r. Note that LDW modes in the experiment are broader in frequency
compared to the VCM, for larger r (See Figure 4.8). The simulation results are consistent
with the experiment. In Figure 4.4 (a)-(c), several LDW modes can be seen for r = 1.0.
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As r increases, the number of LDW modes increases, and experiment detects them as a
single, broadened mode. The mode profiles are used to show that an increase in the
number of LDW modes is a consequence of the increasing distortion of the vertex shape
as r increases. The shape of a vertex depends on the three connecting segments that
make 120o angles with respect to one another for r = 1.0. The Fibonacci distortion
changes the angles between segments in vertices and, therefore, forms different vertex
types as the honeycomb lattice is distorted. These vertex types are labeled V1-V8 and are
shown in Figures 4.9 and 4.10.

Figure 4.8. S12 as a function of frequency for applied fields 1000 Oe ≤ H ≤ 500
Oe for (a), (b) r = 1.0 (c), r = 1.3 and (d) r = 1.62.
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Figure 4.9. Eight types of vertices are created by applying Fibonacci distortion on
Honeycomb lattice and labeled with numbers from 1-8 are. Similar vertices are colored
the same. The figure shows the distortion ratio of r = 1.62

Figure 4.10 Different types of vertices created by the Fibonacci distortion. Angles are
shown for r = 1.62.
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We confirm that the VCM and LDW modes reside inside the vertices and DW,
respectively. Mode profiles for H = 1000 Oe with r = 1.0 and r = 1.62 are shown in
Figures 4.11 (a)-(e). The VCM resonance intensity extends throughout the vertex for both
values of r; whereas the LDW mode intensity is more localized within the DW region.
Domain walls for a non-distorted and a distorted vertex (simulated for r = 1.62) at 1000
Oe are shown in Figures 4.12 (a) and (b). Comparisons of the LDW mode profile with
DW locations show that the LDW mode profiles are highly sensitive to small changes of
the locations of the DW.

Figure 4.11. Mode profiles for LDW modes. (a) and (b) show the mode profiles for an
applied field H = 1000 Oe for r = 1.0 at 8.2 GHz (VCM) and 5.2 GHz (LDW mode),
respectively. (c)-(e) shows mode profiles for r = 1.62 at 8.4 GHz (VCM), 4.6 GHz
(LDW) and 4.2 GHz (LDW), respectively. (d) and (e) show that two different vertex
types resonate at different frequencies.
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The behavior of the low-frequency modes can be summarized as follows: (1) VCM
exist in non-distorted vertices. Note that the applied field is in the direction of one of the
segments' easy axes, which is necessary for VCM to exist [25]. (2) VCM does not exist
in distorted vertices with applied field in +x-direction, since the easy axes of many
segments are no longer in the direction of the applied field. (3) LDW modes exist within
vertex DW. Each vertex type can have a specific mode frequency, depending on vertex
shape. This suggests that the distortion of the honeycomb lattice can be a useful tool for
the design of magnonic crystals.
Finally, it is motivating to point out a remarkable feature of the “intermediate
disorder” of FKASI with potentially interesting applications. Due to the Fibonacci
distortion, which is continuously variable, the orientations of some segments and the
shape of some vertices are strongly dependent on the ratio r. On the other hand, the
shapes of other vertices do not significantly change from those for r = 0. Moreover, the
magnetization textures at the unchanged vertices are not significantly altered, which
implies the frequencies of the vertex modes are not significantly altered. For this reason,
FKASI spectra possess both changing frequency peaks as well as invariant peaks. From
the perspective of applications, this fact can be particularly useful: By changing the r
parameter, the modes extended along the segments (likely to be important for information
delivery) change their frequency and propagation, but at the same time, a subset of VCM
maintain their frequencies and can be used as reference control signals as r is varied.
Hence, the quest for “topological invariant” modes could play a remarkable role when
dealing with tunable quasicrystalline ASI. It will be necessary to determine the best
design geometry and Fibonacci distortion that would provide easily detectable (intense)
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VCM/LDW, which is outside the scope of this paper.

Figure 4.12. (a) Magnetization texture of a representative vertex in KASI for r = 1. (b) The
corresponding texture for a distortion ratio r = 1.62. DW are shown by green lines. The applied
field is H = 1000 Oe, oriented horizontally to the right.

4.4. Conclusion and Outlook for Applications
This chapter has demonstrated that the FKASI is an aperiodic array whose FMR modes

and segment reversal can be systematically controlled by varying the severity of a
Fibonacci lattice distortion of a periodic honeycomb lattice. In particular, multiple modes
with controlled resonance frequencies can be designed, and the range of frequencies
spanned by a mode can be controlled. The results show the complex behavior of reversal
events, as well as distinct frequencies and frequency-field slopes of FMR modes, can be
precisely tuned by varying the severity of the aperiodic lattice distortion. Moreover, the
degree of distortion could be a particularly effective parameter for altering the ground
state magnetic order and phase transitions among specific sublattices of the FKASI lattice
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[67]. Two types of low-frequency vertex modes (VCM and LDW modes) have been
detected that are sensitive to the distortion, such that each vertex type generates a LDW
mode with a specific frequency. The results also suggest VCM modes can also be
controlled by varying the angle of the applied field.
In summary, Fibonacci distortion serves as a new tool to control FMR modes of
patterned magnetic films over a large range frequency, and this type of structure could
simplify problems in the design of complicated magnonic systems. Discontinuities in the
field-dependent FMR mode frequencies and altered reversal events in distorted samples
could be exploited for controlling magnetic switching. One of the principal findings is
that the smearing of a resonance peak of the FKASI is not necessarily a negative thing: it
is a consequence of the reduction of the segment frequency degeneracy; that is, the
distortion creates subsets of segments with different size and orientation, each subset
being characterized by a specific frequency and relative intensity. Hence, when magnetic
oscillations are associated with binary digits, a distorted ASI can be seen as a multi-signal
device, conveying simultaneously more signals in parallel (different frequencies
correspond to different oscillation regions), which might have interesting applications as
well.
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CHAPTER 5. ANGULAR-DEPENDENT DYNAMIC RESPONSE AND
MAGNETIZATION REVERSAL IN FIBONACCI DISTORTED KAGOME
ARTIFICIAL SPIN ICE

5.1 Introduction
In chapter 4, we introduced a distorted Kagome ASI created by applying an
algorithmic Fibonacci sequence to modulate the honeycomb lattice parameters. We
showed that the distortion changes the reversal behavior; and the FMR modes can be
tuned by the severity of distortion (distortion ratio, r), which can only be varied as part of
the sample fabrication process.
On the other hand, the FMR spectrum of Kagome ASI strongly depends on the
orientation of the magnetic field such that the number of strong modes in the
field-frequency dispersion curves (i.e., degeneracy) can be controlled by orienting of the
applied DC magnetic field [22-24]. Moreover, Kagome ASI exhibits a two-step reversal
process that depends on the angle of applied DC magnetic field [11, 23].
In this chapter, we employ broadband FMR spectroscopy with VNA detection, and
micromagnetic simulations to show that the FMR modes and magnetization reversal
process in the Fibonacci-distorted Kagome ASI can be controlled by a convenient,
adjustable parameter --- i.e., the orientation of the applied DC magnetic field with respect
to the ASI lattice. The dependence of the number of observed strong FMR modes, and
the multi-step reversal on applied DC field orientation, offer an improved paradigm for
spintronics and magnonic devices [75-78].
The geometry and algorithm for fabricating the Fibonacci-distorted Kagome ASI are
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described in chapter 4. We defined a ratio r = L/S of the lengths of long to short film
segments, such that r = 1.0 represents an undistorted, periodic Kagome ASI, and r > 1
quantifies the severity of the loss of periodic lattice symmetry in distorted samples.
Figures 5.1 (a) and (b) illustrate distortion ratios r = 1.3 and 1.62, respectively. Samples
were patterned using electron beam lithography on a quartz (SiO2) substrate, followed by
deposition of 25 nm of Permalloy in an electron beam evaporator system, and a lift-off
procedure (details of sample fabrication can be found in chapter 2). An SEM image of a
sample fabricated with r = 1.62 is shown in Figure 5.1 (c).
We distinguish between subsets of Ising segments based on their direction with
respect to the easy x-axis (see Figure 5.1 (c)), and label them with capital letters A
through E, as shown in Figure 5.1 (c). Segments A, B (D), C (E) for r = 1.62 correspond
to 𝟇 = ~0o,+47o (-47o) and +60o (-60o), respectively.
Broadband FMR spectroscopy was performed by placing the sample in a “flip-chip”
on a microstripline and collecting data for the transmission coefficient (S12) measured by
a vector network analyzer (VNA) in the frequency range of 4 GHz to 14 GHz for a fixed
DC magnetic field applied at angle 𝟇, as shown in Figure 5.1 (c). A detailed description
of the FMR setup can be found in chapter 2. For each sample, the magnetic field was
swept from +900 Oe to -900 Oe for 𝟇 = 15o, 30o and 45o. This range of applied DC fields
includes the Ising saturated state and magnetization reversals. We subtracted the S12 data
taken at +3000 Oe from those taken at each applied DC field to remove any background
signal. We used the Object Oriented Micromagnetic Framework (OOMMF) to simulate
the equilibrium magnetization texture and FMR spectrum. Details about the simulations
can be found in chapter 2.
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Figure 5.1. (a) and (b). Fibonacci-distorted Kagome ASI with r = 1.3 and r = 1.62,
respectively. (c) Shows a sample with r =1.62. 𝟇 is the angle between the applied DC
magnetic field and the x-axis. Segments are labeled according to the angle between their
major axis and x-axis.
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5.2. Experimental results
FMR modes in ASI are typically described in a frequency-field graph that
includes the Ising saturation and reversal fields. In the Ising saturation regime, the slopes
of the frequency-field graphs (df/dH) depend on the slowly saturation magnetization
texture [22-33]. Alternatively, modes in the reversal regime indicate more rapid changes
in the magnetization configuration. We observe that FMR modes in the Ising and
reversal regimes are sensitive to the orientation of the applied field and the distortion
ratio, r. In what follows, we first discuss the dependence of the FMR modes on the
applied field angle in the Ising regime. Then we explain changes in the FMR modes in
the reversal regime with the help of micromagnetic simulations.

5.2.1. A tunable FMR spectrum in Ising regime
Figure 5.2 and Figure 5.3 show FMR experiment and simulation results for r =
1.3 and r = 1.62, respectively, for applied field angles 𝟇 = 15o, 30o and 45o. The number
of modes, their frequencies and df/dH are all affected by the change in the distortion
ratio, r and the angle 𝟇. For r = 1.3 in the Ising saturation regime (close to 900 Oe), three
modes are distinguished at 𝟇 = 15o for frequencies above 8 GHz, whereas only two
modes are discerned at 30o and 45o. For r = 1.62 and frequencies above 8 GHz in the
Ising saturation regime, we observed five, three and four modes for 𝟇 = 15o, 30o and 45o,
respectively. These data demonstrate that we can adjust the number of modes from two
up to five by simply changing the applied field orientation.
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We conclude that the

application of a Fibonacci distortion to the Kagome ASI generates a lattice with a highly
tunable frequency spectrum.
Our simulations indicate modes active within the vertex regions are observed
below 8 GHz, and can be categorized as localized domain wall modes (LDW), or vertex
center modes (VCM). We identified LDW modes in experiment and simulations for all
ratios and angles studied; however, we observed the VCM in experiment and simulations
only for 𝟇 = 45o (see Figure 5.2 and Figure 5.3), as we will discuss in more detail, below.
We can locate FMR modes using simulated maps of the FMR power absorption
(mode profile). Characterization of the FMR modes in ASI is fundamentally important
since it reveals details of the magnetization texture and internal magnetic field, and it is
instructive for the design of magnonic devices. Figures 5.4 (a)-(e) show that the mode
profiles (labeled A-E in Figure 5.3 (a)) for r = 1.62 with applied field at 900 Oe and 𝟇 =
15o can be assigned to resonances of Segments A-E (Labeled in Figure 5.1 (c)),
respectively.
We observed that the VCM exists for the applied field oriented at 𝟇 = 45o, and is
absent when 𝟇 = 15o and 𝟇 = 30o. We have shown in chapter 1 that the existence of this
mode depends on two conditions: (1) At least one segment’s easy axis must be in the
direction of the applied DC magnetic field. (2) The DC applied field orientation and
average vertex magnetization direction must be roughly aligned. We now observe that
condition (1) is not necessary. The VCM mode profile and vertex magnetization texture
shown in Figure 5.5 suggest that the VCM exists if the orientation of the magnetization in
the center of the vertex region is near to 45o, which is the same as the orientation of the
applied field. (Note the VCM shown in Figure 5.5 exists when none of the near-neighbor

64

segment’s easy axes are aligned with the applied DC field.) Taken together, these results
indicate that the existence of VCM is only sensitive to the relative orientation of DC
applied field and vertex magnetization: Note that the VCM profile has approximate local
mirror symmetry with respect to the applied DC field at 45o, and aligns with the local
average magnetization texture; whereas, the distorted Kagome lattice has only global
mirror symmetry with respect to the 0o axis, as does the VCM profile when the applied
DC field is aligned at 0o (see chapter 4, Figure 4.11). These observations reflect the
“local” symmetry of the VCM when the applied DC field direction violates the global
lattice mirror symmetry.

Figure 5.2. (a)-(c) Experimental (top panels) and simulated (bottom panels) FMR spectra
for Fibonacci-distorted Kagome ASI with r = 1.3 for 𝟇 = 15o, 30o and 45o, respectively.
The number of modes and their slope change significantly with the applied DC field
orientation. The Fibonacci distortion reduces the symmetry of the Kagome ASI, which
leads to different FMR spectra for 𝟇 = 15o and 45o. The VCM is only found for 𝟇 = 45o.
The lowest frequency mode is the localized domain wall mode (LDW).
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Figure 5.3. (a)-(c) Experimental (top panels) and simulated (bottom panels) FMR spectra
for Fibonacci-distorted Kagome ASI with r = 1.62 for 𝟇 = 15o, 30o and 45o, respectively.
The number of modes and their slope change significantly with the applied field
orientation; specifically for 𝟇 = 15o we can distinguish five modes near 900 Oe (at Ising
saturation). The VCM is only found for 𝟇 = 45o. The lowest frequency mode is the
localized domain wall mode (LDW). We observe multi-step reversal behaviour for 𝟇 =
15o, where Modes N and M appear, and Mode E reappears at higher fields.
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Figure 5.4. (a)-(f) FMR Mode profiles for Modes A, B, C, D, E, and DW, respectively.
Power absorption maps are plotted at the frequencies where the simulated FMR spectrum
peaks for a distortion ratio r = 1.62, applied DC magnetic field H = 1000 Oe and 𝟇 = 15o.
In (f), the DW is shown and confirms that the LDW mode is sensitive to the DW
location. The colorbar (shown on the right side) depicts red as the maximum absorption
intensity and blue as zero absorption.
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Figure 5.5. VCM profile is plotted for 6.5 GHz, for distortion ratio of r = 1.62 and
applied DC magnetic field of H = 500 Oe (𝟇 = 45o). This mode is absent at other applied
field orientations. A magnified VCM profile can be seen on the bottom left, and
demonstrates local mirror symmetry of this profile with respect to the applied field
direction (45o). Note that the magnetization texture in the vertex center is also
symmetrically aligned with applied DC field direction (as shown by the large black arrow
in the bottom right). The color bar at the right side shows red as the maximum absorption
intensity and blue as zero absorption.
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5.2.2. Multi-step magnetization reversal process
Understanding the magnetization reversal process in ASI is critical to the
development of magnetic switching applications [86-88], and elucidates the physics of
the interactions between the Ising segments. Kagome ASI exhibits a two-step reversal
process when the applied field is oriented at certain angles. We observe that the reversal
in the Fibonacci-distorted, Kagome ASI can occur in multiple steps, and originates in
vertices with symmetry reduced by the distortion. The FMR spectra for r = 1.62 and 𝟇 =
15o (Figure 5.3 (a)) reveal the existence of Modes M and N during reversal in a range of
fields spanning -200 Oe to -600 Oe, while Mode E reappears after reversal at a DC field
near -650 Oe, in agreement with simulations. The multi-step reversal process is
determined primarily by abrupt changes in the magnetization textures of subgroups of
segments that simultaneously reverse at particular “critical fields”, as shown in Figure
5.6.
Before we discuss the details of reversal, it is important to note that there are 8
different vertex types in the Fibonacci-distorted Kagome ASI (see chapter 4, Figures 4.9
and 4.10, and the energies for each vertex for all magnetization configurations are shown
in Figure 5.7). The Fibonacci distortion breaks the sixfold symmetry of the array of
threefold vertices in the non-distorted Kagome ASI. As a result, four vertices with fully
broken symmetry (see chapter 4, Figures 4.10) have four non-degenerate energy levels,
but remain consistent with SIR (“one-in (out)-two-out (in)”).
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Figure 5.6. (a) Remnant state at zero field after Ising saturation at applied DC field angle
𝟇 = 150. Ground state vertices are shown as green circles, and vertices in the highest
energy state are shown as black ellipses. First excited states are shown as purple squares,
and the second excited states are shown as blue triangles. Vertices with fully broken
symmetry have four non-degenerate energy levels. One vertex in the second excited state
is labeled as Va. (b)-(d) Magnetization textures just after each reversal. (b) shows the
magnetization texture at -390 Oe. The highest energy vertices (e.g., vertex Va shown in
(a)) trigger reversal of segments shown in (b). The segment Sh and Se block further
reversal since vertices Vh and Ve must switch to a higher energy state if those segments
reverse. In (c), segments that make angle ~ɵ1 reverse at -480 Oe. In (d), segments that
make an angle of ~ɵ2 reverse at -580 Oe. Note ɵ1 > ɵ2. Segments labeled S in (d) reverse
at -620 Oe, since they make the largest angle between their magnetization and applied
magnetic field, as compared to other segments.
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Figure 5.7. Eighth different types of vertices each have 8 configurations. vertex types are
numbered V1 - V8 shown on the right side.
The remnant state after Ising saturation with the applied DC field at 𝟇 = 15o is
shown in Figure 5.6 (a). As can be seen, not all vertices have relaxed into their
ground-state texture, which indicates that nearby segments will have to reverse at
relatively low applied fields to trigger the reversal of high-energy vertices that persist on
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the boundaries of the Kagome write fields, as well as those in the second excited energy
state (i.e., vertex Va at -390 Oe, as shown in Figure 5.6 (a)). Alternatively, the reversals of
segments that neighbor vertices Vh and Ve (labeled in Figure 5.6 (b)) are blocked, because
they must enter a higher energy state after reversal of Segments Sh and Se.
The next reversal event occurs at -480 Oe (Figure 5.6 (c)), and involves segments
that satisfy two conditions: (1) The angle of their Ising axis with respect to the x-axis is
close to 𝟇 = 15o. (2) The angle between the segments (labeled 𝞱1 in Figure 5.6 (c)), is
larger than the angle between non-reversed segments (labeled 𝞱2 in Figure 5.6 (c)).
The next series of segments reverse at -580 Oe (shown in Figure 5.6 (d)). These
segments make an angle 𝞱2 (see Figure 5.6 (c)) between them. Finally, the segments that
make angles near 90o with respect to the applied field (segments labeled S in Figure 5.6
(d)) reverse at -620 Oe.

5.3 Conclusion
We have measured the angular-dependent FMR spectrum for Fibonacci-distorted
Kagome ASI using broadband FMR spectroscopy and micromagentic simulations. We
have observed novel alterations of the FMR spectra in response to small changes of the
DC field orientation and the degree of Fibonacci distortion. We found that adjusting the
angle of the applied DC magnetic field can alter the number of strong bulk modes
(residing inside the body of a film segment) over a range of two to five. We showed that
the magnetization reversal process in the Fibonacci-distorted Kagome ASI follows a
multi-step behavior for a narrow range (approximately ±5o) of applied DC field directions
near 𝟇 = 15o. The variable number of strong FMR modes and the complicated reversal
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process are direct consequences of the reduced symmetry defined by the Fibonacci
algorithm, and pose potential applications for magnonic filters and control of magnetic
switching in devices [74-94].
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CHAPTER 6. FUTURE WORK

In this dissertation, the dynamic response of Kagome ASI and effect of application of
Fibonacci-distortion on dynamic response and reversal behaviour of Kagome ASI has
been studied. In fact, there are many other studies working on the dynamic response of
ASI in different geometries. This topic of research is actively growing specifically for
applications in magnonic crystals and spintronic devices. Moreover, ordering and phase
transition in ASI has gained a lot of attention. This chapter offers new ideas which can be
studied using FMR exptroscopy and can be potentially interesting to provide new
findings. The ideas are supported by micromagnetic and FMR simulation results.

6.1. Artificial spin ice with an ultra thin base layer
Modifying the dynamic response and reversal process in ASI is an important in the ASI
research topic to study the physics of phase transition and potential application in
functional devices. The magnetic properties of ASI severely depend on the internal
magnetic field which is a combination of applied DC magnetic field and demagnetization
field. The demagnetization field can be modified by applying a base layer of magnetic
material under the ASI lattice. For example, 5 nm to 10 nm thin Permalloy film can be
deposited before patterning the ASI sample with thickness of 25 nm. This can also be
seen as a plane magnetic thin film modulated by ASI. An example of such structure is
shown in Figure 6.1. The micromagnetic simulation of magnetization for Kagome ASI
with and without the base layer is plotted in Figure 6.2, and shows that the reversal field
is significantly affected by applying the base layer of 10 nm to the Kagome ASI with 20
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nm film thickness. The segment width and length in the simulation is 140 nm and 550
nm, respectively. Permalloy is used for ASI and base layer. Note the mesh size is 10 nm3.
The magnetization graph suggests that the coercivity field reduces significantly when a
base payer is added to Kagome ASI. The magnetization configuration at 0 Oe and -240
Oe is also exhibited in Figure 6.3. In the simulation, the reversal occurs for the base layer
first at -100 Oe, then the Kagome ASI reverses at higher fields, -240 to -300 Oe. For the
Kagome ASI without base layer, the reversal occurs at -400 Oe.

Figure 6.1. ASI patterned on a substrate with already deposited ultra thin magnetic film.

75

Figure 6.2. Magnetization versus applied DC magnetic field for Kagome ASI with a base
magnetic layer. Permalloy material is used for base layer as well as ASI.
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Figure 6.3. Simulated magnetization configuration on the bottom layer of the Kagome
ASI with base layer. Right side: equilibrium magnetization state. Left side: magnetization
state at -240 Oe. As can be seen, the base layer is reversed and the ASI magnetization is
getting ready to reverse.

6.2. Modeling of interaction between segments using FMR spectroscopy
FMR spectroscopy can reveal information about the internal magnetization state
of the segments in ASI. This section uses FMR simulation results to offer a way to
experimentally measure the interaction between segments using FMR spectroscopy. A
three-fold vertex is proposed as shown in Figure 6.4. The variable d is the distance
between the segments and can be used as a parameter to adjust and change the interaction
between segments, specifically changing exchange interaction. If the segments are far
away (large d), the segments are fully decoupled and there will be no interaction. If d =
0, then the vertices are connected and interaction is maximized. In the FMR spectrum, it
is expected that the modes corresponding to all segments are degenerate at zero field.
However, if the segments are interacting, they will not be degenerate. This is confirmed
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by the simulated FMR spectrum shown in Figure 6.5. In the spectrums shown in Figure
6.5, two strong modes can be seen as the field is swept from +1000 Oe down to zero
(applied DC magnetic field, H in +x direction in Figure 6.4). In Figure 6.6, the mdoe
profiles for these modes are shown which correlates the higher frequency mode to the
horizontal segment, and the lower frequency mode to the titled segments. As the distance
between the segments, d increases, the difference of the frequencies between the two
modes reduces at zero field, which means that the segments are being decoupled. This
can be used to introduce a model to find the interaction between the segments. Figure 6.7
shows the internal magnetization configuration for d = 50 nm and zero applied field. Note
that this is the remnant state from the applied field toward +x direction. As can be seen,
the titled segments are in S-state while the horizontal segment is in fully Ising state which
is the reason that the corresponding modes are non-degenerate.

Figure 6.4. A three-fold vertex where the segments are separated by distance d.
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Figure 6.5. Simulated FMR spectrum for different distances between segments (a) d = 0
(connected), (b) d = 50 nm, (c) d = 100 nm and (d) d = 250 nm. The simulated structure is
shown on the bottom of each plot. Darker regions show high absorption intensity and
there are clear traces of resonances. Positive DC magnetic field is applied towards the +x.
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Figure 6.6. FMR mode profiles for d = 50 nm for the highest absorption intensity in the
spectrum at 1000 Oe (+x direction). The red regions show the maximum absorption and
blue regions show no absorption.

Figure 6.7. Remnant magnetization configuration at 0 Oe from the applied field of +1000
Oe. Note d = 50 nm. Horizontal segment is in Ising state but the tilted segments stay in
S-state.
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6.3. Direct imaging of ground state in Fibonacci distorted Kagome ASI
In this dissertation, we found signatures of long-range ordered (chirality) in FMR
spectroscopy. However, it is important to confirm the long-range ordering by direct
imaging of the annealed samples. Therefore, it can be revealed how the distortion will
affect the ordering in Kagome ASI. Direct imaging can be performed using magnetic
force microscopy (MFM) and the results can be supported by Monte-Carlo simulations.
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Appendix I. FMR measurement process
In this appendix, all of the procedures of FMR measurement are explained, step by step. FMR
measurement includes (a) microstripline fabrication (b) sample installation, (c) VNA calibration
(d) Labview automated measurement.
(a) Microstripline fabrication:
The microstripline line is composed of a signal line (meander-line), substrate and ground plane.
In the FMR setup, the ground plane is a rigid copper plate that the substrate can be attached to.
The substrate is a Kapton film with a 100-micron thickness which is attached to the copper plate
using Silicone adhesive. The permittivity of Kapton and Silicone is ~3.3 which is important to
design the width of the signal line for 50 Ohm impedance matching.
For a plane ferromagnetic thin film, a simple straight signal line is needed. This can be done
with a sputtering shadow mask and depositing ~200-300 nm copper on the substrate. For ASI, a
special signal line is designed such that the sample can be aligned with a signal line (see 2.1.2). A
photolithography process is needed to fabricate the microstripline. The process is summarized as
follows:
Step 1. Kapton film preparation: The Katon film is flexible and must be carefully installed on a
supportive plate (can be a glass slide) using tapes.
Step 2. Improve the roughness of the Kapton film: Kapton film surface roughness is not good for
thin-film FMR measurement. Polyimide resin must be spin-coated with 3000 rpm for 45 s
(pre-step is 500 rpm for 5 s). Before spin coating, Polyimide resin must be put on the Kapton film
and baked for 1 minute at 100o to remove any bubble. Spin-coated Kapton film must be cured: It
must be baked on a hot plate at 150 degrees of Celsius and the temperature must be raised by 10
degrees every 1-2 minutes until reaches 200 degrees of celsius. It must be baked for about one
hour at 200 degrees of celsius. Then the temperature must be ramped up to 300 with 10 degrees of
celsius steps every 1-2 minutes up to 300 degrees of celsius. It must be baked at 300 degrees of
celsius for a few minutes. The more it bakes, then it will be more resistive to chemicals.
Step 3. Deposition of copper using sputtering: 200-300-nm copper must be deposited using a
sputtering machine.
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Step 4. Spin-coating positive resist: Positive resist S1813 was used for photolithography. It must
be spin-coated on the Kapton film with 2000 rmp for 30 s (initial step is 500 rpm for 5 s).
Step 5. Pre-bake: a hot-plate must be used at 130o for 1 minute to bake.
Step 6. Exposure: The designed and fabricated photomask must be placed on the Kapton film for
exposure. The laser source in CP75 (AmScope LED-6WD) was used for 100 s at maximum
power. For ASI in this dissertation, we used the signal-line design with a main signal line of
320-micron and middle parallel stripes of 20-micron (see section 2.1.2 for the design). The
photomask is available for different designs in CP75.
Step 6. Development: The exposed Katon substrate must be soaked in MF319 developer for about
2 minutes to make sure all the exposed resists are removed. Note that the tapes used to attach the
Kapton film to the glass slide are better to be removed before developing. The Kapton film can be
cleaned with DI water after development.
Step 7. Post-bake: a hot-plate must be used at 130o for 3 minutes to bake.
Step 8. Etching: Kapton film must be soaked in a ferric chloride diluted by DI water (~5% ferric
chloride) for about 1-4 minutes depending on the thickness of the copper. The Kapton film must
be washed with DI water very carefully to make sure all there is no residual etchant.
Step 9. Removing resist: The final design can be seen under the microscope to make sure the
signal line is well fabricated. Finally, the resist can be fully removed by IPA and Acetone.
(b) Sample installation
The sample must be placed flip-chip on the microstripline such that the ASI is perfectly lined up
with 20-micron stripes as shown in Figure 2.3 (a). As shown in Figure 2.3 (b), the sample must be
gently pressed down using the middle rod in the sample holder to maximize the signal absorption,
however, too much pressure on the sample while adjusting the sample may destroy the sample.
So, this step must be done carefully. The sample first must be adjusted. Then the sample must
slightly be pressed down using the rod, re-aligned, then pressed again. After the second press, the
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sample must not be adjusted. If the sample is misaligned, the rod must be released and the sample
alignment must be repeated.
(c) VNA calibration
For printed RF circuits, TRL (Through-Reflection-Line) must be used for VNA calibration. The
goal of calibration is to remove the systematic errors mainly due to cables and connectors. The
VNA calculates errors and modifies the output scattering parameters for the device under test
(DUT). For microstripline, the standard method is to use a straight microstripline as a Through,
RF short-circuited connectors provided in calibration kit for Reflection, and a longer straight
microstripline with a length of 𝝀/8 (where f = 𝝀/8 and f is the center frequency in the proposed
range of frequencies) is used for Line. The following steps must be followed:
(1) Set start and stop frequencies (e.g. Start-> 4 -> G/n, stop-> 10 G/n)
(2) Change frequency sweep method to step
(3) Set the number of sweeping frequencies to 800
(4) Choose TRL calibration (2.4 mm)
(5) Connect short connectors to the end of 2.4 mm cables for measuring Reflection
calibration parameters (S11 and S22).
(6) The microstripline with the sample installed inside the magnet at zero applied DC field is
used for both Through and Line. It is tested that the final calibrated S12 response has much
less unwanted resonance without changing the FMR results if we use the same Through
and Line. This method can not be used for device measurement that intends to measure
RF response of resonators in the microstripline (for example microstripline filters that use
stub as a resonator)
(7) Once the calibration is finished, it must be saved as calibration #1 to be consistent with
Labview pre-set calibration number.
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(d) Labview automated measurement
Labview programming is used to measure automatically sweep the magnetic field, measure the
S12, and record it as a text file into a hard drive. Figure A1 shows the operation menu where the
magnetic field can be controlled. Figure A2 shows the VNA control menu. The VNA in Figure
A2 is set to measure S12 in the frequency range of 10 GHz to 14 GHz with 800 steps and the
magnetic field is swept from 1000 Oe to 0 Oe with 100 Oe steps.

Figure A1. Operation menu in Labview program to control the magnetic field.

Figure A2. VNA menu in Labview program to set the parameters in VNA and sweep the magnetic field.
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Appendix II. OOMMF and Python codes
In this appendix, the programs used in micromagnetic simulations and FMR simulations
are given. Part (a), (b) and (c) are MIF files used to run OOMMF code. Part (d) is the Python
program which uploads the OOMMF magnetization vectors into the program, runs FFT on
magnetization vectors and finally plots the spectrum and mode profiles at frequencies where the
absorption spectrum peaks.
(a) OOMMF mif file to solve for equilibrium magnetization configuration:
# MIF 2.1
set pi [expr 4*atan(1.0)]
set mu0 [expr 4*$pi*1e-7]
Parameter namefield ali
set name [expr {$namefield}]
Specify Oxs_ImageAtlas:atlas {
xrange {0 1.96e-06}
yrange {0 2.94e-06}
zrange {0 25e-9}
viewplane xy
image "image.ppm"
colormap {
black Py
red Pyr
blue Pyb
green Pyg
white vacuum }}
Specify Oxs_RectangularMesh:mesh {
cellsize {10e-9 10e-9 25e-9}
atlas :atlas}
# Specify Oxs_UniformExchange:NiFe {
Specify Oxs_UniformExchange {
A 13e-12}
Specify Oxs_Demag {}
# External magnetic bias field
Specify Oxs_UZeeman [subst {
multiplier [expr 0.0001/$mu0]
Hrange {
{0.0 0.0 0 400.0 0.0 0 80}
{400.0 0.0 0 1000.0 0.0 0 60}
{1000.0 0.0 0 2000.0 0.0 0 50}
} }]
Specify Oxs_RungeKuttaEvolve:evolve {
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alpha 1}
Specify Oxs_TimeDriver [subst {
basename $name
evolver :evolve
stopping_dm_dt 0.001
mesh :mesh
Ms { Oxs_AtlasScalarField {
atlas :atlas
values {
Py 800e3
Pyr 800e3
Pyb 800e3
Pyg 800e3
vacuum 0
} }}
m0 {Oxs_AtlasVectorField {
atlas :atlas
values {
Py {1.0 0.0 0}
Pyr {-1.0 0.0 0}
Pyb {0 1.0 0}
Pyg {0 -1.0 0}
vacuum {0 0 0}
} }} }]
Destination archive mmArchive
Schedule Oxs_TimeDriver::Magnetization archive Stage 1
Schedule DataTable archive Stage 1

(b) OOMMF mif file to apply magnetic pulse normal to the film plane:
# MIF 2.1
Parameter xsize 16
Parameter ysize 40
Parameter zsize 1
Parameter fieldx 250
Parameter fieldy 250
set xdirection [expr {$xsize*10e-9}]
set ydirection [expr {$ysize*10e-9}]
set zdirection [expr {$zsize*25e-9}]
set hxfield [expr {$fieldx}]
set hyfield [expr {$fieldy}]
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set pi [expr {4*atan(1.0)}]
set mu0 [expr {4*$pi*1e-7}]
# Sample geometry
Specify Oxs_ImageAtlas:atlas [subst {
xrange {0 $xdirection}
yrange {0 $ydirection}
zrange {0 $zdirection}
viewplane xy
image "image.ppm"
colormap {
black Pybl
white vacuum }}]
# Mesh
Specify Oxs_RectangularMesh:mesh {
cellsize {10e-09 10e-09 25e-09}
atlas :atlas}
# Exchange energy
Specify Oxs_UniformExchange {
A 13e-12}
# Demagnetisation energy
Specify Oxs_Demag {}
# External magnetic bias field
Specify Oxs_FixedZeeman [subst {
field { Oxs_UniformVectorField {
vector {[expr {$hxfield}] [expr {$hyfield}] 10} } }
multiplier 79.77}]
# LLG parameters
Specify Oxs_RungeKuttaEvolve {
alpha 0.008
gamma_G 2.210173e5}
Specify Oxs_TimeDriver {
evolver Oxs_RungeKuttaEvolve
stopping_time 2e-11
mesh :mesh
stage_count 1
Ms { Oxs_AtlasScalarField {
atlas :atlas
values {
Pybl 800e3
vacuum 0 } }}
m0 { Oxs_FileVectorField {
file ./relax.omf
atlas :atlas } }
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basename excite
vector_field_output_format {text %#.8g}}
Destination mags mmArchive
Schedule Oxs_TimeDriver::Spin mags Stage 1

(c) OOMMF mif file to record excited magnetization vectors:
# MIF 2.1
Parameter xsize 4
Parameter ysize 4
Parameter zsize 1
Parameter fieldx 250
Parameter fieldy 250
set xdirection [expr {$xsize*10e-9}]
set ydirection [expr {$ysize*10e-9}]
set zdirection [expr {$zsize*25e-9}]
set hxfield [expr {$fieldx}]
set hyfield [expr {$fieldy}]
set pi [expr {4*atan(1.0)}]
set mu0 [expr {4*$pi*1e-7}]
# Sample geometry
Specify Oxs_ImageAtlas:atlas [subst {
xrange {0 $xdirection}
yrange {0 $ydirection}
zrange {0 $zdirection}
viewplane xy
image "image.ppm"
colormap {
black Pybl
white vacuum }}]
# Mesh
Specify Oxs_RectangularMesh:mesh {
cellsize {10e-09 10e-09 25e-09}
atlas :atlas}
# Exchange energy
Specify Oxs_UniformExchange {
A 13e-12}
# Demagnetisation energy
Specify Oxs_Demag {}
# External magnetic bias field
Specify Oxs_FixedZeeman [subst {
field { Oxs_UniformVectorField {
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vector {$hxfield $hyfield 0 } } }
multiplier 79.77}]
# LLG parameters
Specify Oxs_RungeKuttaEvolve {
alpha 0.008
gamma_G 2.210173e5}
Specify Oxs_TimeDriver {
evolver Oxs_RungeKuttaEvolve
stopping_time 2e-11
mesh :mesh
stage_count 1000
Ms { Oxs_AtlasScalarField {
atlas :atlas
values {
bl99 800e3
bl98 800e3
Pybl 800e3
Pyb 800e3
Pyr 800e3
Pyg 800e3
vacuum 0 } }}
m0 { Oxs_FileVectorField {
file ./excite.omf
atlas :atlas } }
basename dynamic
vector_field_output_format {text %#.8g}}
Destination mags mmArchive
Schedule Oxs_TimeDriver::Spin mags Stage 1
(d) Python code to find spectrum using FFT and plot the spectrum and mode profiles:
import numpy as np
import matplotlib.pyplot as plt
from scipy import signal
import os
import sys
import glob
import subprocess
ratio=sys.argv[1]
field=sys.argv[2]
angle=sys.argv[3]
nx=int(sys.argv[4])
ny=int(sys.argv[5])
nz=1
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timestep = 2*(10**(-11))
path=os.getcwd()
raw_data=path+'/raw_data/'+ratio+'/angle_'+angle+'deg/field_'+field+'oe/dynamic*.omf'
print (raw_data)
if not os.path.exists(path+'/fftdata/'+ratio+'_'+str(angle).zfill(3)+'_'+str(field)+'oe'+'_y.npy'):
omf_files = sorted(glob.glob(raw_data))
n=len(omf_files)
myt=[]
mxt=[]
mzt=[]
for i in range(n):
data = np.loadtxt(omf_files[i])
mxt.append(data[:, 0])
myt.append(data[:, 1])
mzt.append(data[:, 2])
mxt = np.array(mxt)
myt = np.array(myt)
mzt = np.array(mzt)
mxf=np.zeros(((int(nx),int(ny),int(n))))
myf=np.zeros(((int(nx),int(ny),int(n))))
mzf=np.zeros(((int(nx),int(ny),int(n))))
mtotf=np.zeros(((int(nx),int(ny),int(n))))
for time in range(n):
for yp in range(ny):
for xp in range(nx):
#mxf[xp,yp,time]=mxt[time,xp+yp*nx]#*np.cos(np.pi*float(angle)/float(180))+myt[time,xp+yp*
nx]*np.sin(np.pi*float(angle)/float(180))
myf[xp,yp,time]=mzt[time,xp+yp*nx]#myt[time,xp+yp*nx]*np.cos(np.pi*float(angle)/float(180)
)-mxt[time,xp+yp*nx]*np.sin(np.pi*float(angle)/float(180))
#myf[xp,yp,time]=myt[time,xp+yp*nx]*np.cos(np.pi*float(angle)/float(180))-mxt[time,xp+yp*n
x]*np.sin(np.pi*float(angle)/float(180))

#mtotf[xp,yp,time]=np.sqrt(myt[time,xp+yp*nx]**2+mzt[time,xp+yp*nx]**2) #Only orthogonal
to the applied field
spectrumtot=np.zeros(((int(nx),int(ny),int(n))))
spectrumx=np.zeros(((int(nx),int(ny),int(n))))
spectrumy=np.zeros(((int(nx),int(ny),int(n))))
spectrumz=np.zeros(((int(nx),int(ny),int(n))))
freq = np.fft.fftfreq(n, d=timestep)
for m in range(ny):

91

for p in range(nx):
#spectrumx[p,m,:]=(np.fft.fft(mxf[p,m,:]))
spectrumy[p,m,:]=(np.fft.fft(myf[p,m,:]))
#spectrumtot[p,m,:]=(np.fft.fft(mtotf[p,m,:]))
file_fftdata=path+'/fftdata/'+ratio+'_'+str(angle).zfill(3)+'_'+str(field)+'oe'
file_freq=path+'/fftdata/freq'+ratio+'_'+str(angle).zfill(3)+'_'+str(field)+'oe'+'.npy'
#np.save(file_fftdata+'_tot.npy', spectrumtot)
np.save(file_fftdata+'_y.npy', spectrumy)
np.save(file_freq, freq)
else:
if not
os.path.exists(path+'/results'+'/'+ratio+'/'+str(angle).zfill(3)+'/'+str(field)+'oe/absorption_y.npy'):
file_fftdata=path+'/fftdata/'+ratio+'_'+str(angle).zfill(3)+'_'+str(field)+'oe'
file_freq=path+'/fftdata/freq'+ratio+'_'+str(angle).zfill(3)+'_'+str(field)+'oe'+'.npy'
#spectrumtot=np.load(file_fftdata+'_tot.npy')
#spectrumx=np.load(file_fftdata+'_x.npy')
spectrumy=np.load(file_fftdata+'_y.npy')
freq=np.load(file_freq)
else:
print ('Already done!')
####################################### Plot absorption spectrum
if not os.path.exists(path+'/results/'+'/'+ratio):
os.mkdir(path+'/results/'+'/'+ratio)
if not os.path.exists(path+'/results/'+'/'+ratio+'/'+str(angle).zfill(3)):
os.mkdir(path+'/results/'+'/'+ratio+'/'+str(angle).zfill(3))
if not os.path.exists(path+'/results/'+'/'+ratio+'/'+str(angle).zfill(3)+'/'+str(field)+'oe/'):
os.mkdir(path+'/results/'+'/'+ratio+'/'+str(angle).zfill(3)+'/'+str(field)+'oe/')
#########Define plot function
def spec_plot(ratio,angle,field,nx,ny,ct,freq,spectrum,name):
n=len(freq)
spec_plt=[]
for r in range(n):
add_plt=0
for kk in range(ny):
for l in range(nx):
add_plt=add_plt+spectrum[l,kk,r]
spec_plt.append(add_plt)
absorption=np.absolute(spec_plt)
n_min=10
n_max=int(len(absorption)*0.4)
norm=np.amax(absorption[2:n_max])
for nr in range(len(absorption)):
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absorption[nr]=absorption[nr]/float(norm)
plt.figure(ct)
plt.plot((10**(-9))*freq[n_min:n_max],absorption[n_min:n_max])
plt.xlabel('Frequency (Hz)')
plt.ylabel('Absorption (a.u.)')
plt.title('Ratio='+ratio+' Angle='+str(angle).zfill(3)+' Field='+str(field)+'oe')
path_plots=path+'/results'+'/'+ratio+'/'+str(angle).zfill(3)+'/'+str(field)+'oe/'
plt.savefig(path_plots+'1-'+name+'-absorption.png',dpi=300)
plt.close()
np.save(path_plots+'freq.npy', freq)
np.save(path_plots+'absorption_'+name+'.npy', absorption)
x=np.arange(0,nx)#or np.arange(nx-1,-1,-1)#
y=np.arange(0,ny)
spectrum_abs=np.absolute(spectrum)
spectrum_ph=np.angle(spectrum)
ht=0*absorption[n_min:n_max].max()
fr, _ =signal.find_peaks(absorption[:n_max],height=ht)
for ff in range(len(fr)):
ct=ct+1
plt.figure(ct)
smin=(spectrum_abs[:,:,fr[ff]].min())
smax=(spectrum_abs[:,:,fr[ff]].max())
plt.pcolormesh(x,y,np.transpose(spectrum_abs[:,:,fr[ff]]),vmin=smin,
vmax=0.5*smax,cmap='bwr')
plt.colorbar()
plt.title('Spec_'+name+' Ratio='+ratio+' Angle='+str(angle).zfill(3)+'
Field='+str(field)+'oe Frequency'+str(int((10**(-6))*freq[fr[ff]]))+'MHz',fontsize=7)
plt.savefig(path_plots+'2-'+name+'-magnitude_'+str(int((10**(-6))*freq[fr[ff]]))+'MHz.png',dpi=
300)
plt.close()
ct=ct+1
plt.figure(ct)
plt.pcolormesh(x,y,np.transpose(spectrum_ph[:,:,fr[ff]]),cmap='bwr')
plt.colorbar()
plt.title('Spec_'+name+' Ratio='+ratio+' Angle='+str(angle).zfill(3)+'
Field='+str(field)+'oe Frequency'+str(int((10**(-6))*freq[fr[ff]]))+'MHz',fontsize=7)
plt.savefig(path_plots+'3-'+name+'-phase_'+str(int((10**(-6))*freq[fr[ff]]))+'MHz.png',dpi=300)
plt.close()
ct=ct+1
return ct
#################Spec average all
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if not
os.path.exists(path+'/results'+'/'+ratio+'/'+str(angle).zfill(3)+'/'+str(field)+'oe/absorption_y.npy'):
#Spec tot
ct=1
#spec_plot(ratio,angle,field,nx,ny,ct,freq,spectrumtot,'tot')
#ct=spec_plot(ratio,angle,field,nx,ny,ct,freq,spectrumtot,'tot')
#Spec x
#spec_plot(ratio,angle,field,nx,ny,ct,freq,spectrumx,'Parallel')
#ct=spec_plot(ratio,angle,field,nx,ny,ct,freq,spectrumx,'Parallel')
####spec y
spec_plot(ratio,angle,field,nx,ny,ct,freq,spectrumy,'Perpendecular')
ct=spec_plot(ratio,angle,field,nx,ny,ct,freq,spectrumy,'Perpendecular')
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