www.tcrt.org PET (positron emission tomography) scans are still in the experimental phase, as one of the newest breast cancer diagnostic techniques. There are two traditional approaches to the computation of images from data collected in PET. In the first, standard CT (computed tomography) algorithms are used on rays designated by pairs of detectors receiving coincidence events. The problem generated by this approach is that generally only the mean can be used by such algorithms. With the relatively small numbers of events in PET, and with Poisson statistics for which variance equals the mean, the noise sensivity of standard CT algorithms becomes limiting. This is exasperated further by 3D imaging with cylindrical arrays of detectors. Statistical CT algorithms take the variance into account. As in the list-mode approach, we consider each coincidence event individually. However, we estimate the location of the annihilation event that caused each coincidence event, one by one, based on the previously assigned location of events processed earlier. The estimated annihilation locations form the image. To accomplish this, we construct a probability distribution along each coincidence line. This is generated from previous annihilation points by density estimation. In this paper we present our density estimation approach to positron emission tomography. Nonparametric methods of density estimation are overviewed followed by numerical examples. Our goal here is to determine which density estimation approach is most suitable for PET.
Introduction
Positron Emission Tomography (PET) is a noninvasive, diagnostic imaging technique for measuring metabolic activity in the human body. Unlike traditional diagnostic techniques such as, x-rays, CT scans, or MRI, which generate images of the body's anatomy, PET is different because it directly produces images of the body's basic biochemistry.
Disease usually changes cell anatomy as well as biochemical processes within a cell. However, the latter often occur before there is a change in the anatomy or structure. Therefore PET provides a significant advantage being able to capture the early signs of disease before visible changes are present on other radiological images, such as mammography, CT, or MRI. Mammography, a widely accepted screening test for breast cancer, has additional limitations. Its accuracy can be reduced significantly in women with radiographically dense breasts, implants, fibrocystic disease, prior breast surgery, or hormonal replacement therapy (1).
PET involves the use of radioactive atoms (isotopes) that are attached or tagged to a compound that is common in the human body (like glucose, water, ammonia, et cetera). The process is called labeling. After labeling the compound is administered to the patient, usually by injection. Because radioactive isotopes are unstable, they decay (one of the protons decays into a neutron, emitting a positron, which is an anti-matter electron, plus a neutrally charged neutrino). When the positron a short time later encounters an electron, the two completely annihilate each other -converting all their mass into energy. The result of the annihilation process is two gamma rays (photons) that travel off in nearly opposite directions (2). Since the rest mass of the positron and electron are identical (511 keV in terms of energy units), each photon has also 511 keV of energy.
The opposite directions of the two photons are a consequence of conservation of momentum. Ideally, annihilation occurs when the positron and electron are at rest, so the momentum of the system is zero. However, the positron and electron have a small bit of kinetic energy before annihilation, so the initial momentum is non-zero, and this makes its way into the final system. This is observed because the photons fly off at not quite 180 degrees from each other, and have energies a little off the ideal 511 keV rest mass annihilation value. However, for all intents and purposes these deviations are small and can be initially ignored. For more exact image analysis, however, it will be valuable to investigate the influence the non-zero momentum on the image resolution.
A PET scanner consists of a ring of a number of γ ray detectors. A detector ring of 36 detectors is schematically illustrated in Figure 1 . Detecting the photons allows us to estimate where they came from (the site of annihilation). The radiation detectors of the PET scanner detect each pair of photons by the coincidence of the time at which they arrive at two detectors, and a computed tomography algorithm creates a three dimensional picture of the tissue function.
Positron Emission Tomography imaging has been in clinical use since the 1970s. However, the high cost of the equipment and need for proximity to a cyclotron are major factors of not using this technology as a standard diagnostic tool yet.
Nevertheless, it is becoming the new standard in neurology, oncology and cardiology. Recent studies on PET scanning proved it's usefulness in the diagnosis of breast cancer (3). They found some flaws too, however. The most significant drawback was that PET scans have only a limited ability to detect small tumors. There is insufficient literature on PET sensitivity in detecting breast lesions smaller than 1.5 cm with current state-of-art PET technology, at the moment. It is highly likely that development of new algorithms for PET image reconstruction will help to overcome this limitation.
PET as a Density Estimation Problem
Let us assume that we have a phantom like that in Figure 2 . The figure represents one of many possible configurations of positron emission annihilation locations that might occur.
The small circle with higher concentration represents a tumor within a body or breast, and the larger density of points inside it follows from the fact that positron emissions with an appropriate radiocompound occur more often in a tumor. In fact, the ratio of two concentrations is determined by the partition coefficient of chemical equilibrium. The partition coefficient is defined as a ratio of a radionuclide between two phases. In case of circular shape of the tumor, the partition coefficient p can be expressed as 
Figure 2:
Phantom. We can see that there are two regions of different concentration of points that were generated randomly according to the uniform distributions of radionuclide within the smaller and larger circle, respectively. The points represent the positron emission origins.
where A is the radius of the aperture within the detector ring, r is the radius of a tumor, n r is the number of emissions within the tumor, N A is the number of emissions outside the tumor and N T is the number of emissions within entire body (note that N T = N A + n r ). In our simulation examples, we assume that N T = 800, A = 0.9, r = 0.25, and roughly twice as many emissions occur inside a tumor than in the rest of the body (outside the tumor area) yielding the partition coefficient p = 13.76.
The two photons flying off in opposite directions from an annihilation point P are illustrated as a line going through P that crosses the detector ring in points M and N ( Figure 3 ). Figure 4 illustrates the multiple emissions and corresponding lines of coincidence within a body.
The existing computing algorithms for PET can be grouped into four categories. To the first category belong computed tomography (CT) algorithms that ignore random noise, like the ART (Algebraic Reconstruction Techniques) and FBP (Fourier backprojection) methods (e.g. 4 and 5). The second group of algorithms uses a stochastic approach, such as expectation maximization (EM algorithm -see 6, 7, and 8).
The third, called the list-mode approach uses sparse data, in which counts per detector pair can be zero or one, but still estimates the coefficient to be applied to each basis function for the image using maximum likelihood (9). The fourth algorithm, which can be called density estimation, also uses probability concepts but treats each previously estimated point as data and estimates the probability distribution function for each coincidence event, one by one. The first and the only algorithm so far based on this principle (using run-length histograms), was called ARTIST (10 and 11). This paper tries to look at the problem of density estimation in general, in order to develop a useful tool for PET as well as general image analysis.
One advantage of the density estimation approach, like the least-mode algorithm, is that the detectors can be as narrow as we wish. This is because density estimation PET is not limited by the statistics of the coincidence counts per detector pair. Thus spatial resolution need not be compromised during data collection. Another advantage is that it is physically intuitive: it assigns one point along each coincidence line as an estimate of where that annihilation event occurred.
The idea of the density estimation algorithm as follows. We are assuming that the algorithm has been operating for some time already and there are a number of already localized emissions. Iteration continues until all the coincidence lines have been processed. Points may be erased and reprocessed to reduce the effect of the order in which they are considered.
I. Choose a line and consider a small w-width "wrapping" around it (a tube in 3D). II. Find all points inside the neighborhood and project them onto the line. III. Use density estimation to construct a probability distribution f along the line for which these points are a reasonable sample. IV. Choose a random number λ uniformly between 0 and 1. V. Estimate the origin of emission as position L along the line satisfying ∫ L 0 f (l)dl = λ.
The first two steps of the algorithm are illustrated in Figure 5 .
After the projection of points into the chosen line (see Figure  5f ), we deal with a number of scattered points on the line. Our goal is to estimate the PDF (in this case a one-dimensional function) of the underlying process which might have generated these data. The "wrapping" w should be selected carefully to compromise geometric error of projection and noise reduction (see Figure 18 ). When w is large we have more points fall into it, therefore the density estimation is less noisy, however, not accurate because of geometric error. On the other hand, small w corresponds to less data for density estimation, and therefore is not accurate either.
Optimizing w is one of the tasks we face.
In general, there are two approaches to density estimation: parametric and nonparametric. The first (classical) method, assumes a parametric model for the underlying process, specifying a particular formula for the underlying density. In contrast, the nonparametric analysis assumes no formal structure to the data. By linking inference to a specific (parametric) model, great gains in efficiency are possible. However, this works only if the assumed model is (at least approximately) true. If the assumed model is not correct, inferences are useless and moreover can lead to grossly misleading interpretations of the data. Therefore, a good practice is to start with simple nonparametric methods which do not require any assumptions on the formal structure of the underlying data. On the other hand, the significant weakness of density estimators obtained by nonparametric methods is that they are generally not smooth.
A plain histogram with equally spaced bins is the classical example of nonparametric estimation. Fortunately, smoothing methods (12) provide a compromise between making no assumptions on formal structure (a purely nonparametric approach) and making very strong assumptions (a parametric approach). Smoothing methods, called also Kernel estimation, are able to extract more information from the data than is possible purely nonparametrically and are free from the "parametric straightjacket" of rigid distributional assumptions. This approach works, however, as long as the (relatively weak) assumption of smoothness is reasonable.
Our analysis is restricted to nonparametric estimation. However, the parametric approach is also worth trying. Sometimes, in situations when a priori information about the probability distribution is given, a combination of parametric and nonparametric methods, i.e., a semi-parametric method, is more suitable (see 13, 14) . Nonparametric density estimation can be roughly divided into two categories: simple density estimation and smooth (kernel) estimation.
In the next sections we will overview each method.
In our simulation examples we deal with uniformly generated points inside a circle, so we can assume the underlying PDF of points in a w-tube projected onto a given line is also nearly uniform. Therefore, we can expect the "ideal" probability distribution of annihilation points to be like the one in Figure 6 .
Simple Density Estimation
The probability density function is a fundamental concept in probability and statistical analysis. Let X be a random variable that has probability distribution function f(x), which satisfies the following relation:
where Pr(a<X<b) is a probability that the random variable X has a value between a and b.
By definition the PDF is a derivative of the cumulative distribution function F(x): 
A natural finite-sample analog of Eq.
[3] is to divide the line into a set of H equisized bins B j = (b j ,b j+1 ), j=1,…,H, with the bin width h = b j+1 -b j , and to replace F(x) with the empirical CDF (cumulative distribution function):
where (x 1 ,…,x n ) represents a random sample of size n (n is the total number of observations) from the probability density f and m i is the number of those x i that are less than or equal to x.
This leads to the histogram estimate of the density within a given bin
where x ∈ B j and n j = m j+1 -m j is the number of observations in the jth bin.
The histogram is often used to summarize the distribution of observed values (even if they are not a random sample from an (unknown) density). Figure 7 presents the histogram of the data points from Figure 5 .
Histogram
The histogram is the most commonly used univariate density estimator. The main reason for it is the ease and simplicity of construction as well simplicity of interpretation. Therefore, it is important to understand its strengths and weaknesses (limitations).
It is clear from Eq.
[5] that the histogram depends on the bin width h (or, equivalently, on the number of bins, H). For small values of h (large H), the histogram tends to be undersmoothed (too bumpy), while for large values of h it is oversmoothed and might not resemble the true density function.
In the first case (undersmoothing) the estimator has a small bias and large variability. The latter case (oversmoothing) is just the reverse -large bias and small variability (see Equation [8] ). In fact, there is a bias versus variability tradeoff in the choice of bin width in the histogram construction (see Figure 8 for an example). The histogram of the data presented in Figure 7 corresponds to the number of bins H = 10 (and bin width h = 0.0837). Figures 9, 10 and 11 illustrate the histograms for different bin widths for the same data. Because we do not know the underlying distribution, we ca not determine which one is optimal.
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Evaluation of the Histogram: One way to evaluate fˆ(x) is via some measure of its difference from f (x). Usually, two quantities are of interest: mean squared error (MSE), the expected value of the squared error and mean integrated squared error (MISE), for global accuracy. They are expressed as follows:
It can be easily shown by algebraic manipulation that the MSE can be expressed in terms of variance and bias as follows:
where Assuming the underlying density function is smooth enough, the Taylor series expansion yields:
Further, integrating over each bin and summing bin by bin, gives
The quantity R(f) measures the roughness of the underlying density function f and determines the accuracy of the histogram estimate. Smooth densities (with small value of R(f ′)) are easier to estimate and require a wider bin, while bumpy densities (larger R(f ′)) are more difficult to estimate and require a narrower bin.
While we will use these mean square (L 2 norms) for now, note that Devroye and Gyorfi (15) argue that the L 1 norm is more accurate for density estimation.
Optimal Bin Width:
The minimization of MISE balances the bias and variance of the histogram estimate through the choice of the bin width h opt :
The resulting asymptotic minimum of MISE (a leading term in expansion of MISE) AMISE min is of order n 2/3 (7 and 21):
Equation [11] provides an unambiguous rule (in terms of AMISE) for choosing the bin width h of a fixed bin-width histogram. Unfortunately, this rule involves the density f, which is to be estimated. Therefore it is of limited usefulness.
Frequency Polygon
Histograms are useful in the presentation of data, especially as a starting summary tool. However, because of their inherent piecewise constant nature, they do not provide an adequate description of a smooth density function. A simple way to make a smoother estimator than the histogram is to connect mid-bin values by straight lines. The resultant, continuous estimator is called a frequency polygon. It is still not smooth, however, since its derivative is not defined at the mid-bin points.
Using the same notation as for histograms, we define (c 0 ,…,c H+1 ) to be the midpoints of the bin intervals. That is, It turns out that this simple strategy of connecting bin midpoints results in a better convergence rate than histogram. Proceeding in a manner analogous to that for histogram gives us the form of the MISE: [12]
f (x) = (n j c j+1 − n j+1 c j + (n j+1 − n j )x) 
As in the case of histograms, the first term 2/(3nh) corresponds to variance and the second term corresponds to squared bias. The remarkable change is that the squared bias term is now O(h 4 ) instead of O(h 2 ) which reduces the bias significantly. Bias reduction affects in turn the optimal bin width and the corresponding AMISE error (16, 17):
Comparing Equations [11] with [15] and [12] with [16] , it shows that the optimal bin width of a frequency polygon is asymptotically larger (n -1/5 > n -1/3 ) than that of a histogram, whereas the corresponding convergence rate increases (n -4/5 > n -2/3 ).
The frequency polygon density estimator for data from Figure 5f is presented in Figure 12 .
Kernel Density Estimation
The simple density estimators, however informative in highlighting interesting structure in data, may not be adequate in general, because not being smooth they cannot well represent smooth density functions. We need better, possibly smoother, necessarily more complex methods of density estimation.
A kernel density estimator can be derived from the definition of the density function. Consider again the definition of the probability density function f (x), expressed in a slightly different (but equivalent) way:
Recall, that the histogram estimates Eq.
[17] by dividing the line into bins. Another approach might be to estimate it separately at each point x. Replacing F(x) with the empirical CDF gives this can be rewritten as where K(t) = 1/2, for -1 < t ≤ 1, and K(t) = 0, otherwise.
The form of Eq.
[19] is called a kernel density estimator, with kernel function K. Note that the kernel function in Eq. [19] is a uniform density function on the interval (-1,1) (therefore it is also called the uniform kernel). Figure  13 presents the uniform kernel estimate for our test data (from Figure 5) .
The additive form of Eq.
[19] implies that the estimate fr etains the continuity and differentiability properties of K.
Since the uniform density is discontinuous, so is the kernel density estimate based on the uniform kernel function. In order to obtain a more reasonable estimate of a smooth density function the uniform kernel should be replaced with a different (smoother) one (18) (19) (20) .
The parameter h in Eq. [19] , called a smoothing parameter or bandwidth, plays an analogous role to the bin width in simple density estimation. That means it has a strong effect on the appearance of fˆ: for small h the estimator tends to be undersmoothed (large variability) and for large h's it is oversmoothed (large bias). Once again, the tradeoff of bias versus variance can be quantified through a measure of accuracy fˆ, such as MISE.
Optimal Kernel Function
We can define a more general kernel function as the one satisfying the following conditions (see (12) for details):
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Technology Assuming that the underlying density is sufficiently smooth (i.e., f ′′ being absolutely continuous and f ′′′ being square integrable), the Taylor Series expansion gives the mean squared error:
Integrating over the entire line gives the asymptotic MISE:
Note the similarity of kernel estimate AMISE and frequency polygon AMISE. The O(h 4 ) magnitude in both squared bias terms of Eq.
[24] and Eq.
[14] implies the same optimal convergence rate for both estimators. Indeed, the asymptotically optimal bandwidth satisfies implying minimal AMISE:
Only the term (σ K R(K)) 4/5 is under control of the data analyst. Recall that the term R (f ′′) measures the roughness of the underlying unknown true density function and obviously cannot be controlled. Therefore, the "best" way of choosing K is to minimize (σ K R(K)) 4/5 . If K is restricted to be a proper density function, the minimizer is a scaled version of a quadratic function, often called the Epanechnikov kernel:
Relative Inefficiency
The value (σ K R(K)) 4/5 for the Epanechnikov kernel is 3/ (5√ -5 ). Thus, the value of (σ K R(K)) 4/5 for other kernel functions divided by 3/ (5√ -5 ) provides a measure of the relative inefficiency of using kernel functions other than Epanechnikov. This ratio is the multiplicative factor for the equivalent sample size needed to achieve the same AMISE. The following table presents the commonly used kernel functions together with their relative inefficiencies.
It can be seen plainly that AMISE error in insensitive to the choice of the kernel, so K should be chosen based on other issues, for example ease of computation or useful properties of fˆ. In particular, an argument against using "the best" Epanechnikov kernel is that since it is not everywhere differentiable, neither will fˆbe, despite the assumption that three derivatives of f exist. Figure 14 illustrates the fact of kernel insensivity, representing kernel density estimates for uniform, Epanechnikov, Gaussian, biweight, and triweight kernels, respectively.
Bandwidth
Selection of the bandwidth (parameter h) is a much more important task than selection of a kernel function. The shape of the estimated density depends strongly on h, while it is relatively insensitive to the choice of the kernel. Figure 15 illustrates this dependence.
The simplest way to choose the bandwidth h is by using a reference density for f and substituting into Eq. [25] . For example, if the reference density is Gaussian, and a Gaussian kernel is used, then h opt,G = 1.059σn -1/5 [27] Figure 5f for h = 0.08 based on different kernels.
[21]
[22]
[23]
h opt = ( ) 1/5 n -1/5
AMISE min = ( σ K R(K) ) 4/5 ( R(f ′′) ) 1/5 n -4/5 In practice, to obtain a data-version of this rule one must substitute an estimate for σ. Although the rule Eq.
[27] assumes use of a Gaussian kernel, it is straightforward to convert a rule based on one kernel function to any other kernel. Since R(K) = (2√ π ) -1 and σ K =1 for the Gaussian kernel, the optimal bandwidth for any density using a different kernel K satisfies
This way, using a simple multiplier, any rule based on the Gaussian kernel (which is often convenient to work with theoretically) can be converted to one based on any other kernel (which might be more useful computationally). Again, it shows that choosing a kernel function is not that important in density estimation.
Because of the assumption that true density is Gaussian, rule [27] is of limited value. In general, choosing an optimal bandwidth from data is a huge research topic in density estimation (e.g., see 12, 18-22). One of the approaches is a plugin principle, where the asymptotically optimal bandwidth is estimated by substituting an estimate of R(f ′′) in Eq.
[25].
The current "state of art" of this approach appears to be the method of Sheather and Jones (23) . Another approach, called double kernel has been proposed by Devroye (24) .
Simulation Experiments with PET
The simulation experiment has been carried on with a phantom presented in Figure 2 . The sample of the 800 annihilation events has been used, under the assumption that roughly twice as many points are generated inside the tumor as outside. The phantom inside a PET scanner and a randomly chosen line of coincidence MN is presented in Figure 16 . The line crosses the annihilation point P inside the tumor (a region of higher concentration). In order to obtain the estimate of point P according to the algorithm described in the section PET as a Density Estimation Problem, we assumed as starting conditions randomly distributed annihilation locations ( Figure 17 ). Figures 18, 19 , and 20 illustrate the process of obtaining data for density estimation (steps I and II of the algorithm). The width of the bounds w is assumed as equal 0.2. Ultimately, the Gaussian kernel density estimate for data points using the parametric representation is computed. The estimated probability distribution for data points from Figure 20 is presented in Figure 21 .
Applying steps IV and V of the algorithm, we obtained the value of parameter t L , corresponding to the point L -an estimate of annihilation point P (for relationship between L and t L see description of Figure 5 ). The points P and L together with the coincidence line MN they belong to are illustrated in
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Technology Figure 22 . Processing all coincidence lines in similar way (i.e., trying to estimate corresponding annihilation points) would produce the rough approximation of the original image (phantom). To improve image quality the whole process should be repeated a number of times using an appropriate correction at each iteration.
Concluding Remarks
This paper presents density estimation as a new "tool" which might be useful in PET image reconstruction. Although its current expense and relative invasiveness precludes PET from becoming a screening test for breast cancer, PET scanning can be useful in evaluating the extent of disease in a woman with metastatic breast cancer as well as in assessing response to chemotherapy treatment.
Density estimation is widely used in economics and marketing predictions. However, it has been not used so far for image reconstruction purposes. With careful selection of the probability density function corresponding to the data, with a bootstrap algorithm, we hope to extend PET to its resolution limits. With an improved ratio of image quality Figure 17 ) that are in the w-"wrapping" of the line MN. Note that the edges of the tumor are blurred by the wrapping width w chosen here, illustrating the tradeoff between geometric error and noise. Figure 20 with values of parameter t corresponding to points P (annihilation point), its estimate L and coincidence line ends M and N (see also Figure 5f ).
Figure 22:
Annihilation point P and its estimate L retrieved in a reverse process of parameterization (see Figure 5f for details).
per dose, density estimation PET may prove of value in imaging small breast tumors.
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