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Abstract
This paper presents a spectral calculus for computing the spectrum of a
causal Lorentz invariant Borel complex measure on Minkowski space, thereby
enabling one to compute the density for such a measure with respect to Lebesque
measure. It is proved that the convolution of arbitrary causal Lorentz invariant
Borel measures exists and the product of such measures exists in a wide class
of cases. Techniques for their computation are presented. Divergent integrals
in quantum field theory (QFT) are shown to have a well defined existence as
Lorentz invariant complex measures. The case of vacuum polarization is consid-
ered and the spectral vacuum polarization function is shown to have very close
agreement with the vacuum polarization function obtained using dimensional
regularization / renormalization in the real mass domain. Using the spectral
vacuum polarization function the Uehling contribution to the Lamb shift for
the hydrogen atom is computed to be ≈ −28.7 MHz. The spectral running cou-
pling constant is computed and is shown to converge for all energies while the
running coupling constant obtained using dimensional regularization is shown
to diverge for all non-zero energies.
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1 Introduction
The divergences in quantum field theory (QFT) are currently generally dealt with
by using the techniques of regularization and renormalization. Two of the principal
methods of regularization are Pauli-Villars regularization and dimensional regular-
ization. Both of these methods involve modifying a divergent integral to form an
integral which exists in a manner depending on a parameter where the parameter is
a momentum cutoff Λ for Pauli-Villars regularization or a perturbation  > 0 of the
space-time dimension D = 4− for dimensional regularization. The parameter is then
varied towards the value that it would have if the divergent integral existed (Λ→∞
for Pauli-Villars,  → 0 for dimensional) and the badly behaved contributions (e.g.
terms of the order of log(Λ) or −1) are subtracted out or ignored to obtain finite
answers which can be compared with experiment. The process of removing the badly
behaved contributions is called renormalization (e.g. minimal subtraction).
Many of the initial developers of QFT such as Dirac and Feynman were not happy
with the fact that many of the integrals in QFT, in particular, those involving fermion
loops, do not exist in the mathematical sense but more recently, especially through the
important work of Wilson and others on the renormalization group, the parameterized
variation with scale has been seen to have physical significance and not just the result
of a mathematical artifice. In particular the concept of running coupling constant and
the comparison of its behavior in QED and QCD, which is asymptotically free, is seen
to be of great physical significance. The significance has propagated into other areas
of physics such as solid state physics and critical phenomena in condensed matter
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physics. The exact renormalization group equations (ERGE) of both Wilson and
Polchinski involve cutoffs (a smooth ultraviolet regulator in the work of Polchinski).
We believe, nevertheless, that it would be desirable to have well defined initial
equations or principles as a starting point for physical theory which are such that
concepts such as the running coupling constant would follow from these basic princi-
ples. We have shown in a previous paper (Mashford, 2017b) how one can, through a
brief formal argument, consider the problematical objects in QFT as being Lorentz
invariant Borel complex measures (more generally K invariant C4×4 valued measures)
on Minkowski space. We will repeat this derivation in the present paper for the case of
the contraction of the vacuum polarization tensor. Having given a definition of the ob-
jects as well defined mathematical objects one can proceed and analyze these objects,
computing the consequences of assuming them, without infinities or ill-definedness
propagating through the calculations.
It can be shown (see Appendix 3) that any Lorentz invariant Borel complex mea-
sure on Minkowski space has a certain spectral representation. An important part
of this paper is the presentation of a spectral calculus whereby the spectrum of a
causal Lorentz invariant Borel measure on Minkowski space can be calculated, where
by causal is meant that the support of the measure is contained in the closed future
null cone of the origin.
If, using the spectral calculus, one can obtain a spectrum for a causal Lorentz
invariant Borel measure which is a continuous function (or, more generally, a suffi-
ciently well behaved measurable function) then, as we will show, one can compute an
equivalent density for the measure with respect to Lebesque measure on R4 which
can be used in QFT calculations.
We will show, generally, how to convolve or form products of causal Lorentz
invariant Borel measures using their spectral representations. This is to be compared
to the work of Scharf and others, dating back to the paper of Epstein and Glaser,
(1973) on forming products of causal distributions.
The concept of spectral representation in QFT dates back to the work of Ka¨llen
(1952) and Lehmann (1954) who, independently, proposed the representation
< 0|[φ(x), φ†(y)]|0 >= i
∫ ∞
0
dm′2σ(m′2)∆m′(x− y), (1)
for the commutator of interacting fields where ∆m′ is the Feynman propagator corre-
sponding to mass m′. Itzikson and Zuber (1980) state, with respect to σ, “In general
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this is a positive measure with δ-function singularities.” While Ka¨llen, Lehmann and
others propose and use this decomposition they do not present a way to compute
the spectral measure σ. As mentioned above one of the main results of the present
paper is a presentation of the spectral calculus which enables one to compute the
spectral function of a causal Lorentz invariant Borel measure on Minkowski space.
This spectral calculus is quite easy to use in practice but it is somewhat tedious to
prove rigorously its validity (see Appendix 6).
In Section 3 of the paper we use the spectral calculus and other methods to
compute the spectrum of the measure Ωm ∗Ωm which is a convolution of the standard
Lorentz invariant measure on the mass m mass shell (i.e the Feynman propagator
corresponding to mass m on the space of positive energy functions) with itself, where
m > 0. In Section 4 we use general arguments to compute the spectrum of Ωim ∗Ωim
where Ωim is standard Lorentz invariant measure on the imaginary mass hyperboloid
corresponding to mass im, m > 0. These computations form practice for the main
application of the paper which is an investigation in Section 7 of vacuum polarization,
i.e. the self energy of the photon.
In Section 7 we compute the spectral function and hence the density associated
with the complex measure obtained by contracting the vacuum polarization tensor.
This is used to define our spectral vacuum polarization function. Our function is
seen to agree with a high degree of accuracy (up to finite renormalization) with the
vacuum polarization function obtained using regularization/renormalization.
We follow Weinberg and others’ method for the computation of the Uehling con-
tribution to the Lamb shift in the H atom. Ours differs because we have a different
vacuum polarization function in the imaginary mass regime. We compute using the
Born approximation a value for the Uehling effect of ≈ −28.7 MHz for the hydrogen
atom.
We compute and display the running coupling constant for 1 loop QED. This com-
putation is shown to be convergent when the spectral vacuum polarization function
is used while the standard method using the vacuum polarization function obtained
using regularization/renormalization is shown to be divergent for all non-zero ener-
gies.
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2 A spectral calculus of Lorentz invariant mea-
sures
Consider the following general form of a complex measure µ on Minkowski space.
µ(Γ) = cδ(Γ)+
∫ ∞
m=0
Ω+m(Γ)σ1(dm)+
∫ ∞
m=0
Ω−m(Γ)σ2(dm)+
∫ ∞
m=0
Ωim(Γ)σ3(dm), (2)
where c ∈ C (the complex numbers), δ is the Dirac delta function (measure), σ1, σ2, σ3 :
B([0,∞)) → C are Borel complex measures (where B([0,∞)) denotes the Borel al-
gebra of [0,∞)), Ω+m is the standard Lorentz invariant measure concentrated on the
mass shell H+m (see (Mashford, 2017b)), Ω
−
m is the standard Lorentz invariant measure
concentrated on the mass shell H−m and Ωim is the standard Lorentz invariant mea-
sure on the imaginary mass hyperboloid Him. Then µ is a Lorentz invariant measure.
Conversely we have the following.
Theorem 1. The Spectral Theorem. Let µ : B(R4)→ C be a Lorentz invariant Borel
complex measure. Then µ has the form of Eq. 2 for some c ∈ C and Borel spectral
measures σ1, σ2 and σ3.
The proof of this theorem is given in Appendix 3.
If σ2 = σ3 = 0 then µ will be said to be causal or a type I measure. If σ1 = σ3 = 0
then µ will be said to be a type II measure and if c = 0 and σ1 = σ2 = 0 then µ will
be said to be a type III measure. Thus any Lorentz invariant measure is a sum of a
type I measure, a type II measure and a type III measure. In particular, any measure
of the form
µ(Γ) =
∫ ∞
m=0
σ(m)Ω+m(Γ) dm, (3)
where σ is locally integrable function and the integration is carried out with respect
to the Lebesgue measure, is a causal Lorentz invariant Borel complex measure. If σ
is polynomially bounded then µ is a tempered measure.
The spectral calculus that we will now explain is a very simple way to compute
the spectrum σ of a Lorentz invariant measure µ if we know that µ can be written in
the form of Eq. 3 and σ is continuous.
For m > 0 and  > 0 let S(m, ) be the hyperbolic (hyper-)disc defined by
S(m, ) = {p ∈ R4 : p2 = m2, |⇀p | < , p0 > 0}, (4)
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where, as usual in QFT, p2 = ηµνp
µpν = (p0)2− (p1)2− (p2)2− (p3)2 and ⇀p = pi(p) =
(p1, p2, p3). For a, b ∈ R with 0 < a < b let Γ(a, b, ) be the hyperbolic cylinder
defined by
Γ(a, b, ) =
⋃
m∈(a,b)
S(m, ). (5)
Now suppose that we have a measure in the form of Eq. 3 where σ is continuous.
Then we can write (using the notation of (Mashford, 2017b))
µ(Γ(a, b, )) =
∫ ∞
m=0
σ(m)Ωm(Γ(a, b, )) dm
=
∫ ∞
m=0
σ(m)
∫
pi(Γ(a,b,)∩H+m)
d
⇀
p
ωm(
⇀
p)
dm
=
∫ b
a
σ(m)
∫
B(
⇀
0 )
d
⇀
p
ωm(
⇀
p)
dm
≈ 4
3
pi3
∫ b
a
σ(m)
m
dm. (6)
where B(
⇀
0) = {⇀p ∈ R3 : |⇀p | < }.
The approximation ≈ in the last line comes about because the hyper-cylinder
Γ(a, b, ) is not exactly equal to the cylinder (a, b)×B(
⇀
0) (they become equal in the
limit → 0).
Thus if we define
ga(b) = g(a, b) = lim
→0
−3µ(Γ(a, b, )), (7)
then we can retreive σ using the formula
σ(b) =
3
4pi
bg′a(b). (8)
Thus we have proved the following fundamental theorem of the spectral calculus of
causal Lorentz invariant measures.
Theorem 2. Suppose that µ is a causal Lorentz invariant measure with continuous
spectrum σ. Then σ can be calculated from the formula
σ(b) =
3
4pi
bg′a(b), (9)
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where, for a, b ∈ R, 0 < a < b, ga : (a,∞)→ R is given by Eq. 7.
To make the proof of this theorem rigorous we prove the following.
Lemma 1. Let a, b ∈ R, 0 < a < b. Then
lim
→0
−3
∫
B(0)
d
⇀
p
ωm(
⇀
p)
=
4pi
3
1
m
, (10)
uniformly for m ∈ [a, b].
Proof Define
I = I(m, ) =
∫
B(0)
d
⇀
p
ωm(
⇀
p)
. (11)
Then
I =
∫ 
r=0
4pir2 dr
(r2 +m2)
1
2
. (12)
Now
I1 < I < I2,
where
I1 =
∫ 
r=0
4pir2 dr
(2 +m2)
1
2
=
4pi
(2 +m2)
1
2
1
3
3,
I2 =
∫ 
r=0
4pir2 dr
m
=
4pi
m
1
3
3.
Therefore
4pi
3(2 +m2)
1
2
< −3I <
4pi
3m
.
Thus
4pi
3m
− 4pi
3(2 +m2)
1
2
>
4pi
3m
− −3I > 0.
Hence ∣∣∣∣−3I − 4pi3m
∣∣∣∣ < 4pi3m − 4pi3(2 +m2) 12 . (13)
8
We have
4pi
3m
− 4pi
3(2 +m2)
1
2
=
4pi
3
(2 +m2)
1
2 −m
m(2 +m2)
1
2
=
4pi
3
2
m(2 +m2)
1
2 ((2 +m2)
1
2 +m)
<
4pi
3
2
2m3
≤ 4pi
3
2
2a3
, for all m ∈ [a, b].
Therefore ∣∣∣∣−3I − 4pi3m
∣∣∣∣ < 4pi3 22a3 , (14)
for all m ∈ [a, b]
2
This lemma justifies the step of taking the limit under the integral sign (indicated
by the symbol ≈) in the proof of Theorem 2.
More generally, suppose that µ : B(R4) → C is a causal Lorentz invariant Borel
measure on Minkowski space with spectrum σ. Then, by the Lebesgue decomposition
theorem there exist unique measures σc, σs : B([0,∞)) → C such that σ = σc + σs
where σc, the continuous part of the spectrum of µ, is absolutely continuous with
respect to Lebesque measure and σs, the singular part of the spectrum of µ, is singular
with respect to σc.
It is straightforward to prove the following.
Theorem 3. Suppose that a′, b′ ∈ R are such that 0 < a′ < b′, σc|(a′,b′) is continuous.
Then for all a, b ∈ R with a′ < a < b < b′, ga(b) defined by Eq. 7 exists and is
continuously differentiable. Furthermore σc|(a′,b′) can be computed using the formula
σc(b) =
3
4pi
bg′a(b), (15)
and
σs(E) = 0,∀ Borel E ⊂ (a′, b′). (16)
Conversely suppose that a′, b′ ∈ R are such that 0 < a′ < b′ and for all a, b ∈ R with
a′ < a < b < b′, ga(b) defined by Eq. 7 exists and is continuously differentiable. Then
σc|(a′,b′) is continuous and can be retrieved using the formula of Eq. 15.
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3 Investigation of the measure defined by the con-
volution Ωm ∗ Ωm
3.1 Determination of some properties of Ωm ∗ Ωm
Consider the measure defined by
µ(Γ) = (Ωm ∗ Ωm)(Γ) =
∫
χΓ(p+ q) Ωm(dp) Ωm(dq), (17)
where, for any set Γ, χΓ denotes the characteristic function of Γ defined by
χΓ(p) =
{
1 if p ∈ Γ
0 otherwise.
(18)
µ exists as a Borel measure because as |p|, |q| → ∞ with p, q ∈ H+m, (p + q)0 → ∞
and so p+ q is eventually ∈/Γ for any compact set Γ ⊂ R4. Now
µ(Λ(Γ)) =
∫
χΛ(Γ)(p+ q) Ωm(dp) Ωm(dq)
=
∫
χΓ(Λ
−1p+ Λ−1q) Ωm(dp) Ωm(dq)
=
∫
χΓ(p+ q) Ωm(dp) Ωm(dq)
= µ(Γ), (19)
for all Λ ∈ O(1, 3)+↑,Λ ∈ B(R4). Thus µ is a Lorentz invariant measure.
We will now show that µ is concentrated in the set
Cm = {p ∈ R4 : p2 ≥ 4m2, p0 > 0}, (20)
and therefore, that µ is causal. Let U ⊂ R4 be open. Then
µ(U) =
∫
R3
∫
R3
χU(ωm(
⇀
p) + ωm(
⇀
q ),
⇀
p +
⇀
q )
d
⇀
p
ωm(
⇀
p)
d
⇀
q
ωm(
⇀
q )
. (21)
Therefore, using continuity, it follows that
µ(U) > 0 ⇔ (∃p ∈ U,⇀q 1,
⇀
q 2 ∈ R3) p = (ωm(
⇀
q 1) + ωm(
⇀
q 2),
⇀
q 1 +
⇀
q 2).
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Suppose that p ∈ supp(µ) (the support of the measure µ) i.e p is such that µ(U) > 0
for all open neighborhoods U of p. Let U be an open neighborhood of p. Then, since
µ(U) > 0, there exists q ∈ U,⇀q 1,
⇀
q 2 ∈ R3 such that q = (ωm(
⇀
q 1) +ωm(
⇀
q 2),
⇀
q 1 +
⇀
q 2).
Clearly q0 ≥ 2m. Since this is true for all neighborhoods U of p it follows that
p0 ≥ 2m. By Lorentz invariance we may assume without loss of generality that
⇀
p = 0. Therefore p2 ≥ 4m2. Thus supp(µ) ⊂ Cm.
For the converse, let p = (ωm(
⇀
p),
⇀
p), q = (ωm(
⇀
p),−⇀p) ∈ H+m for
⇀
p ∈ R3. As ⇀p
ranges over R3, p + q = (2ωm(
⇀
p),
⇀
0) ranges over {(m′,⇀0) : m′ ≥ 2m}. It follows
using Lorentz invariance that supp(µ) ⊃ Cm.
Therefore the support supp(µ) of µ is Cm. Therefore by the spectral theorem µ
has a spectral representation of the form
µ(Γ) =
∫ ∞
m′=2m
Ωm′(Γ)σ(dm
′), (22)
for some Borel measure σ : B([2m,∞))→ C.
3.2 Computation of the spectrum of Ωm ∗Ωm using the spec-
tral calculus
Let a, b ∈ R with 0 < a < b. Let
ga(b, ) = µ(Γ(a, b, )). (23)
We would like to calculate
ga(b) = lim
→0
−3ga(b, ), (24)
and then retreive the spectral function as
σ(b) =
3
4pi
bg′(b). (25)
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To this effect we calculate
g(a, b, ) = µ(Γ(a, b, ))
=
∫
χΓ(a,b,)(p+ q) Ωm(dp) Ωm(dq)
≈
∫
χ
(a,b)×B(
⇀
0 )
(p+ q) Ωm(dp) Ωm(dq)
=
∫
χ(a,b)(ωm(
⇀
p) + ωm(
⇀
q ))χ
B(
⇀
0 )
(
⇀
p +
⇀
q )
d
⇀
p
ωm(
⇀
p)
d
⇀
q
ωm(
⇀
q )
=
∫
χ(a,b)(ωm(
⇀
p) + ωm(
⇀
q ))χ
B(
⇀
0 )−
⇀
q
(
⇀
p)
d
⇀
p
ωm(
⇀
p)
d
⇀
q
ωm(
⇀
q )
≈
∫
χ(a,b)(2ωm(
⇀
q ))
4
3
pi3
ωm(
⇀
q )2
d
⇀
q .
We will call this argument Argument 1. See Appendix 6 for a rigorous justification
of Argument 1. Now
a < 2ωm(
⇀
q ) < b ⇔
(a
2
)2
−m2 < ⇀q 2 <
(
b
2
)2
−m2
⇔ mZ(a) < |⇀q | < mZ(b),
where
Z(m′) = (
m′2
4m2
− 1) 12 , for m′ ≥ 2m. (26)
Thus
g(a, b, ) ≈ 16pi
2
3
3
∫ mZ(b)
r=mZ(a)
r2
m2 + r2
dr. (27)
Hence
ga(b) =
16pi2
3
∫ mZ(b)
r=mZ(a)
r2
m2 + r2
dr. (28)
Therefore ga is continuously differentiable and so Theorem 3 applies. Using the
fundamental theorem of calculus
g′a(b) =
16pi2
3
m2Z2(b)
m2 +m2Z2(b)
mZ ′(b) =
16pi2
3
mZ(b)
b
. (29)
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Therefore we compute the spectrum of µ as
σ(b) = 4pimZ(b) for b ≥ 2m. (30)
4 Investigation of the measure defined by the con-
volution Ωim ∗ Ωim
Define the measure Ω+im by
Ω+im(Γ) =
∫
pi(Γ∩H+im)
dp
ωim(
⇀
p)
for Γ ∈ B(R4), (31)
where
H+im = {p ∈ R4 : p2 = −m2, p0 ≥ 0}. (32)
Ω+im is a measure concentrated on the positive time imaginary mass hyperboloid H
+
im
corresponding to mass im. There is also a measure Ω−im on H
−
im and we may define
Ωim = Ω
+
im + Ω
−
im, for m > 0. Ωim is a Lorentz invariant measure on Him = {p ∈ R4 :
p2 = −m2}.
Define, for m ∈ C
J+m = {p ∈ C4 : p2 = m2,Re(p0) ≥ 0, Im(p0) ≥ 0}, (33)
where p2 = ηµνp
µpν . Then, for m > 0,
J+m ∩R4 = {p ∈ R4 : p2 = m2, p0 ≥ 0} = H+m, (34)
J+m ∩ (iR4) = {p ∈ iR4 : p2 = m2,Re(p0) ≥ 0, Im(p0) ≥ 0}
= {iq : q ∈ R4, q2 = −m2, q0 ≥ 0}
= iH+im. (35)
One may consider the measure Ω+m to be defined on iR
4 as well as R4 and for all
m ∈ C according to
Ω+m(Γ) =
∫
pi(Γ∩J+m)
d
⇀
p
ωm(
⇀
p)
, (36)
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where, for m ∈ C,
ωm : C
3 → C, ωm(
⇀
p) = (
⇀
p
2
+m2)
1
2 , where
⇀
p
2
= δjkp
jpk. (37)
Then from Equation 35
Ω+m(iΓ) =
∫
ipi(Γ∩H+im)
d
⇀
p
ωm(
⇀
p)
. (38)
Now make the substitution
⇀
p = i
⇀
q . Then d
⇀
p = −id⇀q . Also
ωm(
⇀
q ) = (m2 +
⇀
q
2
)
1
2 = (m2 − ⇀p 2) 12 = (−((im)2 + ⇀p 2)) 12 = iωim(
⇀
p).
This is true for all m ∈ C. Therefore
iωm(
⇀
p) = ω(−im)(
⇀
q ) = ωim(
⇀
q ), (39)
and hence
ωm(
⇀
p) = −iωim(
⇀
q ). (40)
Thus
Ω+m(iΓ) =
∫
pi(Γ∩H+im)
−id⇀q
−iωim(
⇀
q )
= Ω+im(Γ). (41)
Define
B0(R4) = {Γ ∈ B(R4) : Γ is relatively compact}. (42)
Now suppose that
ψ =
∑
k
ckχEk , (43)
14
where ci ∈ C and Ek ∈ B0(R4), is a simple function. Then∫
R4
ψ(p) Ωim(dp) =
∑
k
ckΩim(Ek)
=
∑
k
ckΩm(iEk)
=
∑
k
ck
∫
iR4
χiEk(p) Ωm(dp)
=
∑
k
ck
∫
iR4
χEk(
p
i
) Ωm(dp)
=
∫
iR4
ψ(
p
i
) Ωm(dp). (44)
(45)
Since this is true for every such simple function ψ it follows that∫
R4
ψ(p) Ωim(dp) =
∫
iR4
ψ(
p
i
) Ωm(dp), (46)
for every locally integrable function ψ. Therefore
(Ωim ∗ Ωim)(Γ) =
∫
(R4)2
χΓ(p+ q) Ωim(dp) Ωim(dq)
=
∫
(iR4)2
χΓ
(
p+ q
i
)
Ωm(dp) Ωm(dq)
=
∫
(iR4)2
χiΓ(p+ q)Ωm(dp)Ωm(dq)
= (Ωm ∗ Ωm)(iΓ). (47)
Now in general, suppose that a measure µ has a causal spectral representation of
the form
µ(Γ) =
∫ ∞
m′=0
Ω+m′(Γ)σ(m
′), (48)
for some Borel spectral measure σ : [0,∞)→ C. Then µ extends to a measure defined
on iR4 by
µ(iΓ) =
∫ ∞
m=0
Ω+m(iΓ)σ(dm) =
∫ ∞
m=0
Ω+im(Γ)σ(dm), (49)
for Γ ∈ B(R4). Therefore since, as we have determined above, Ω+m ∗ Ω+m is a causal
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spectral measure with spectrum
σ(m′) = 4pimZ(m′) for m′ ≥ 2m, (50)
it follows that
(Ω+m ∗ Ω+m)(iΓ) =
∫ ∞
m=0
Ω+im′(Γ)σ(dm
′). (51)
Therefore using Eq. 47 Ω+im ∗ Ω+im is a measure with spectral representation
(Ω+im ∗ Ω+im)(Γ) =
∫ ∞
m′=2m
Ω+im′(Γ)σ(m
′) dm′, (52)
where σ is the spectral function given by Eq. 50. Note that Ω+im ∗ Ω+im is not causal,
it is a type III measure, and
supp(Ω+im ∗ Ω+im) = {p ∈ R4 : p2 ≤ −4m2, p0 ≥ 0}. (53)
5 Determination of the density defining a causal
Lorentz invariant measure from its spectrum
Suppose that µ is of the form of Eq. 3 where σ is a well behaved (e.g. locally integrable)
function. We would like to see if µ can be defined by a density with respect to the
Lebesgue measure, i.e. if there exists a function g : R4 → C such that
µ(Γ) =
∫
Γ
g(p) dp. (54)
Well we have that
µ(Γ) =
∫ ∞
m=0
σ(m)Ω+m(Γ) dm =
∫ ∞
m=0
σ(m)
∫
pi(Γ∩H+m)
d
⇀
p
ωm(
⇀
p)
dm. (55)
Now
⇀
p ∈ pi(Γ ∩H+m) ⇔ (∃p ∈ R4)
⇀
p = pi(p), p ∈ H+m, p ∈ Γ
⇔ (ωm(
⇀
p),
⇀
p) ∈ Γ
⇔ χΓ(ωm(
⇀
p),
⇀
p) = 1.
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Therefore
µ(Γ) =
∫ ∞
m=0
σ(m)
∫
R3
χΓ(ωm(
⇀
p),
⇀
p)
1
ωm(
⇀
p)
d
⇀
p dm. (56)
Now consider the transformation defined by the function h : (0,∞)×R3 → R4 given
by
h(m,
⇀
p) = (ωm(
⇀
p),
⇀
p). (57)
Let
q = h(m,
⇀
p) = (ωm(
⇀
p),
⇀
p) = ((m2 +
⇀
p
2
)
1
2 ,
⇀
p). (58)
Then
∂q0
∂m
= mωm(
⇀
p)−1,
∂q0
∂pj
= pjωm(
⇀
p)−1,
∂qi
∂m
= 0,
∂qi
∂pj
= δij, (59)
for i, j = 1, 2, 3. Thus the Jacobian of the transformation is
J(m,
⇀
p) = mωm(
⇀
p)−1. (60)
Now q = (ωm(
⇀
p),
⇀
p). Therefore q2 = ωm(
⇀
p)2−⇀p 2 = m2. So m = (q2) 12 , q2 > 0. Thus
µ(Γ) =
∫
q∈R4,q2>0,q0>0
χΓ(q)
σ(m)
ωm(
⇀
p)
dq
J(m,
⇀
p)
=
∫
q2>0,q0>0
χΓ(q)
σ(m)
m
dq. (61)
Hence
µ(Γ) =
∫
q2>0,q0>0
χΓ(q)
σ((q2)
1
2 )
(q2)
1
2
dq
=
∫
Γ
g(q) dq,
where g : R4 → C is defined by
g(q) =
{
(q2)−
1
2σ((q2)
1
2 ) if q2 > 0, q0 > 0
0 otherwise.
(62)
We have therefore shown how, given a spectral representation of a causal measure in
which the spectrum is a complex function, one can obtain and equivalent representa-
tion of the measure in terms of a density with respect to Lebesgue measure.
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6 Convolutions and products of causal Lorentz in-
variant Borel measures
6.1 Convolution of measures
Let µ and ν be causal Lorentz invariant Borel measures. Then there exist Borel
spectral measures σ, ρ : B([0,∞))→ C such that
µ =
∫ ∞
m=0
Ωm σ(dm),
ν =
∫ ∞
m=0
Ωm ρ(dm). (63)
The convolution of µ and ν, if it exists, is given by
(µ ∗ ν)(Γ) =
∫
χΓ(p+ q)µ(dp) ν(dq). (64)
Now let ψ =
∑
i ciχEi with ci ∈ C, Ei ∈ B0(R4) be a simple function. Then∫
ψ(p)µ(dp) =
∫ ∑
i
ciχEi µ(dp)
=
∑
i
ciµ(Ei)
=
∑
i
ci
∫ ∞
m=0
Ωm(Ei)σ(dm)
=
∑
i
ci
∫ ∞
m=0
∫
R4
χEi(p) Ωm(dp)σ(dm)
=
∫ ∞
m=0
∫
R4
ψ(p) Ωm(dp)σ(dm).
Therefore for any sufficiently well behaved (e.g Schwartz) measurable function ψ :
R4 → C ∫
ψ(p)µ(dp) =
∫
ψ(p) Ωm(dp)σ(dm). (65)
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(Note that the integral exists because σ is a Borel measure.) Hence
(µ ∗ ν)(Γ) =
∫
χΓ(p+ q)µ(dp) ν(dq)
=
∫
χΓ(p+ q) Ωm(dp)σ(dm) Ωm′(dq) ρ(dm
′)
=
∫
χΓ(p+ q) Ωm(dp) Ωm′(dq)σ(dm) ρ(dm
′), (66)
by Fubini’s theorem, as long as the integral∫
χΓ(p+ q) Ωm(dp) Ωm′(dq)|σ|(dm) |ρ|(dm′), (67)
exists where |σ|, |ρ| are the total variations of the measures σ, ρ.
Suppose that Γ ⊂ R4 is compact. Then there exists a,R ∈ (0,∞) such that
Γ ⊂ (−a, a)×BR(
⇀
0), where BR(
⇀
0) = {⇀p ∈ R3 : |⇀p | < R}. Now∫
χΓ(p+ q) Ωm(dp) =
∫
Γ−q
Ωm(dp) = Ωm(Γ− q) <∞, (68)
for all q ∈ R4 because Ωm is Borel and Γ is compact.
Now suppose that m,m′ > a. Then
p ∈ H+m, q ∈ H+m′ ⇒ (p+ q)0 = p0 + q0 ≥ m+m′ > 2a⇒ (p+ q)∈/Γ. (69)
Thus ∫
χΓ(p+ q) Ωm(dp) Ωm′(dq) = 0. (70)
Therefore since σ and ρ are Borel, (µ∗ν)(Γ) exists, is finite and is given by Eq. 66.
Now let Λ ∈ O(1, 3)+↑, ψ : R4 → C be a measurable function of compact support.
Then
< µ ∗ ν,Λψ > =
∫
ψ(Λ−1(p+ q)) Ωm(dp) Ωm′(dq)σ(dm) ρ(dm′)
=
∫
ψ(p+ q) Ωm(dp) Ωm′(dq)σ(dm) ρ(dm
′).
= < µ ∗ ν, ψ >
Therefore µ ∗ ν is Lorentz invariant. It can be shown, by an argument similar to that
used for the case Ωm ∗ Ωm that µ ∗ ν is causal.
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We have therefore shown that the convolution of two causal Lorentz invariant
Borel measures exists an is a causal Lorentz invariant Borel measure.
6.2 Product of measures
We now turn to the problem of computing the product of two causal Lorentz invariant
Borel measures. The problem of computing the product of measures or distributions
is difficult in general and has atracted a large amount of research (Colombeau, 1984;
Oberguggenberger, 1992). In such work one generally seeks a definition of product of
measures or distributions which agrees with the ordinary product when the measures
or distributions are functions (i.e. densities with respect to Lebesgue measure). The
most common approach is to use the fact that, for Schwartz functions f, g ∈ S(R4)
multiplication in the spatial domain corresponds to convolution in the frequency
domain, i.e. (fg)∧ = f∧ ∗g∧ (where ∧ denotes the Fourier transform operator). Thus
one defines the product of measures or distributions µ, ν as
µν = (µ∧ ∗ ν∧)∨. (71)
However this definition is only successful when the convolution that it involves exists
which may not be the case in general. If µ, ν are tempered measures then µ∧ and ν∧
exist as tempered distributions, however they are generally not causal, even if µ, ν
are causal.
We will therefore not use the “frequency space” approach to define the product
of measures but will use a different approach. Our approach is just as valid as the
frequency space approach because our product will coincide with the usual function
product when the measures are defined by densities. Furthermore, our approach is
useful for the requirements of QFT because measures and distributions in QFT are
frequently Lorentz invariant and causal.
Let int(C) = {p ∈ R4 : p2 > 0, p0 > 0}. Suppose that f : int(C)→ C is a Lorentz
invariant locally integrable function. Then it defines a causal Lorentz invariant Borel
measure µf which, by the spectral theorem, must have a representation of the form
µf (Γ) =
∫
Γ
f(p) dp =
∫ ∞
m=0
Ωm(Γ)σ(dm), (72)
for some spectral measure σ : B([0,∞))→ C. Since µf is absolutely continuous with
respect to Lebesgue measure it follows that σ must be non singular, i.e. a function.
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By the result of the previous section a density defining µf is
∼
f : int(C)→ C defined
by ∼
f(p) = (p2)−
1
2σ((p2)
1
2 ), p ∈ int(C). (73)
We must have that
∼
f = f (almost everywhere). Therefore (almost everywhere on
int(C))
f(p) = (p2)−
1
2σ((p2)
1
2 ). (74)
f(p) depends only on p2. Therefore σ(m) = mf(p) for all p ∈ int(C) such that
p2 = m2. In particular
σ(m) = mf((m,
⇀
0)T ),∀m > 0. (75)
Now we are seeking a definition of product which has useful properties. Two such
properties would be that it is distributive with respect to generalized sums such as
integrals and also that it agrees with the ordinary product when the measures are
defined by functions. Suppose that we had such a product. Let f, g : int(C) → C
be Lorentz invariant locallly integrable functions. Let µ, ν : B(int(C)) → C be the
associated measures with spectra σ, ρ. Then
µν =
∫ ∞
m=0
Ωm σ(dm)
∫ ∞
m′=0
Ωm′ ρ(dm
′)
=
∫ ∞
m=0
Ωmmf((m,
⇀
0)T ) dm
∫ ∞
m′=0
Ωm′m
′g((m′,
⇀
0)T ) dm′
=
∫ ∞
m=0
∫ ∞
m′=0
ΩmΩm′mf((m,
⇀
0)T )m′g((m′,
⇀
0)T ) dmdm′.
Now we want this to be equal to∫ ∞
m=0
Ωmm(fg)((m,
⇀
0)T ) dm (76)
This will be the case (formally) if we have
ΩmΩm′ =
1
m
δ(m−m′)Ωm,∀m,m′ > 0. (77)
Physicists will be familiar with such a formula (e.g. the equal time commutation
relations). Rather than attempting to define its meaning in a rigorous way we will
simply carry out the following formal computation for general Lorentz invariant Borel
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measures µ, ν with spectra σ, ρ
µν =
∫ ∞
m=0
Ωm σ(dm)
∫ ∞
m′=0
Ωm′ ρ(dm
′)
=
∫ ∞
m=0
∫ ∞
m′=0
ΩmΩm′σ(m)ρ(m
′) dmdm′
=
∫ ∞
m=0
∫ ∞
m′=0
1
m
Ωmδ(m−m′)σ(m)ρ(m′) dm′ dm
=
∫ ∞
m=0
1
m
Ωmσ(m)ρ(m) dm.
Therefore we can simply define the product µν in general by
µν =
∫ ∞
m=0
1
m
Ωm (σρ)(dm). (78)
We have therefore reduced the problem of computing the product of measures on
int(C) to the problem of computing the product of their 1D spectral measures. The
problem of multiplying 1D measures is somewhat less problematical than the problem
of multiplying 4D measures. A large class of 1D measures is made up of measures
which are of the form of a function plus a finite number of “atoms” (singularities of
the form cδa where c ∈ C, a ∈ [0,∞), where δa is the Dirac delta function (measure)
concentrated at a). There are other pathological types of 1D measure but these may
not be of interest for physical applications.
In the general non-pathological case, if µ, ν are causal Lorentz invariant Borel
measures with spectra σ(m) = ξ(m)+
∑k
i=1 ciδ(m−ai), ρ(m) = ζ(m)+
∑l
j=1 djδ(m−
bj) where ξ, ζ : [0,∞)→ C are locally integrable functions, ci, dj ∈ C, ai, bj ∈ [0,∞)
are such that ai 6= bj,∀i, j then we may define the product of µ and ν to be the causal
Lorentz invariant measure µν given by
µν =
∫ ∞
m=0
Ωmτ(dm), (79)
where
τ(m) =
1
m
(ξ(m)ζ(m) +
k∑
i=1
l∑
j=1
cidjδ(m− ai)δ(m− bj)). (80)
This definition will suffice for many of the requirements of QFT, and has the
properties that we desire.
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7 Vacuum polarization
7.1 Definition of the contraction of the vacuum polarization
tensor as a Lorentz invariant tempered complex measure
Π
The vacuum polarization tensor is written as
Πµν(k) = −e2
∫
dp
(2pi)4
Tr(γµ
1
p/−m+ iγ
ν 1
p/− k/−m+ i), (81)
(Itzikson and Zuber, 1980, p. 319). This can be rewritten as
Πµν(k) = − e
2
(2pi)4
∫
Tr(γµ(p/+m)γν(p/− k/+m))
(p2 −m2 + i)((p− k)2 −m2 + i) dp. (82)
Therefore, contracting with the Minkowski space metric tensor, the “function” that
we are interested in computing is
Π(k) = − e
2
(2pi)4
∫
Tr(ηµνγ
µ(p/+m)γν(p/− k/+m))
(p2 −m2 + i)((p− k)2 −m2 + i) dp. (83)
As is well known, the integral defining this “function” is divergent for all k ∈ R4 and
all the machinery of regularization and renormalization has been developed to get
around this problem.
We propose that the object defined by Eq. 83 exists when viewed as a measure on
Minkowski space. To show this, suppose that Π were a density for a measure which
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we also denote as Π. Then we may make the following formal computation.
Π(Γ) =
∫
Γ
Π(k) dk
=
∫
χΓ(k)Π(k) dk
= − e
2
(2pi)4
∫
χΓ(k)
Tr(ηµνγ
µ(p/+m)γν(p/− k/+m))
(p2 −m2 + i)((p− k)2 −m2 + i) dp dk
= − e
2
(2pi)4
∫
χΓ(k)
Tr(ηµνγ
µ(p/+m)γν(p/− k/+m))
(p2 −m2 + i)((p− k)2 −m2 + i) dk dp
= − e
2
(2pi)4
∫
χΓ(k + p)
Tr(ηµνγ
µ(p/+m)γν(−k/+m))
(p2 −m2 + i)(k2 −m2 + i) dk dp
=
e2
(2pi)4
∫
χΓ(k + p)
Tr(ηµνγ
µ(p/+m)γν(k/−m))
(p2 −m2 + i)(k2 −m2 + i) dk dp.
Now the propagators in QFT can be viewed in a rigorous fashion as measures on
Minkowski space and we make the identification
1
p2 −m2 + i → −piiΩ
±
m(p),m ≥ 0, (84)
(see (Mashford, 2017b) for explanation). Therefore the outcome of our formal com-
putations is that
Π(Γ) = − e
2
16pi2
∫
χΓ(k + p)Tr(ηµνγ
µ(p/+m)γν(k/−m)) Ω±m(dk) Ω±m(dp). (85)
We will consider the case
Π(Γ) = − e
2
16pi2
∫
χΓ(k+ p)Tr(ηµνγ
µ(p/+m)γν(k/−m)) Ωm(dk) Ωm(dp),m > 0. (86)
(We use the symbol Ωm to denote Ω
+
m if m > 0 or Ω
−
m if m < 0.)
The important thing is that the object defined by Eq. 86 exists as a Borel complex
measure (i.e. when its argument Γ is a relatively compact Borel set in R4). This is
because ∫
χΓ(k + p)|Tr(ηµνγµ(p/+m)γν(k/−m))|Ωm(dk) Ωm(dp) <∞, (87)
for all Γ ∈ B0(R4).
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It also exists as a tempered distribution since∫
ψ(k + p)Tr(ηµνγ
µ(p/+m)γν(k/−m)) Ωm(dk) Ωm(dp), (88)
is convergent for any Schwartz function ψ ∈ S(R4,C). The basic reason for both
these facts is that as |p|, |q| → ∞ with p, q ∈ H+m, (p+ q)0 →∞.
Thus Π exists as a tempered measure. Hence we have in a few lines of formal
argument arrived at an object which has a well defined existence and can investigate
the properties of this object Π without any further concern about ill-definedness or
the fear of propagating ill-definedness through our calculations.
By (Mashford, 2017b, Theorem 5) the C4×4 valued measure defined by
Φ(Γ) = − e
2
16pi2
∫
χΓ(k + p)(ηµνγ
µ(p/+m)γν(k/−m)) Ωm(dk) Ωm(dp), (89)
is K invariant for all m > 0 (see (Mashford, 2017b) for a definition of the group K
and of the notion of K invariance). Also we have the following.
Theorem 4. If Ψ : B0(R4)→ C4×4 is a K invariant measure then the object Tr(Ψ) :
B0(R4)→ C defined by
(Tr(Ψ))(Γ) = Tr(Ψ(Γ)), (90)
is a Lorentz invariant complex measure.
Proof It is straightforward to show that Tr(Ψ) is countably subadditive. By
definition of K invariance (Mashford, 2017b) we have that
Ψ(Λ(κ)(Γ)) = κΨ(Γ)κ−1,∀κ ∈ K,Γ ∈ B0(R4), (91)
where Λ(κ) ∈ O(1, 3)+↑ is the Lorentz transformation corresponding to κ ∈ K. There-
fore
Tr(Ψ)(Λ(κ)(Γ)) = Tr(κΨ(Γ)κ−1) = Tr(Ψ(Γ)),∀κ ∈ K,Γ ∈ B0(R4), (92)
and hence
Tr(Ψ)(Λ(Γ)) = Tr(Ψ(Γ)) = (Tr(Ψ))(Γ),∀Λ ∈ O(1, 3)+↑,Γ ∈ B0(R4). (93)
2
It follows that the measure Π that we have defined is a Lorentz invariant measure.
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Using an argument similar to that for Ωm ∗ Ωm it can be shown that the support
supp(Π) of Π is a subset of Cm.
7.2 Application of the spectral calculus to determine the
spectrum of Π
We have shown that Π is a Lorentz invariant tempered complex measure with sup-
port contained in Cm. Therefore by the spectral theorem Π must have a spectral
representation of the form
Π(Γ) =
∫ ∞
m′=2m
σ(dm′)Ωm′(Γ). (94)
We would like to compute the spectral measure σ. First we have
Tr(ηµνγ
µ(p/+m)γν(k/−m))
= ηµνpαkβTr(γ
µγαγνγβ) + 0 + 0− Tr(γµγµm2)
= ηµνpαkβTr(γ
µγαγνγβ)− 16m2
= 4pαkβηµν(η
µαηνβ − ηµνηαβ + ηµβηαν)− 16m2
= 4ηµν(p
µkν − ηµνp.k + kµpν)− 16m2
= 4(p.k − 4p.k + p.k − 4m2)
= −8(p.k + 2m2),
where we have used in the second line the fact that the trace of a product of an odd
number of gamma matrices vanishes.
We now compute in a fashion similar to that used when determining the spectrum
of Ωm∗Ωm (which can be justified in a fashion similar to the justification of Argument
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1) as follows.
g(a, b, ) = Π(Γ(a, b, ))
= − e
2
16pi2
∫
χΓ(a,b,)(k + p)Tr(ηµνγ
µ(p/+m)γν(k/−m)) Ωm(dk) Ωm(dp)
=
e2
2pi2
∫
χΓ(a,b,)(k + p)(p.k + 2m
2) Ωm(dk) Ωm(dp)
≈ e
2
2pi2
∫
χ(a,b)(ωm(
⇀
k ) + ωm(
⇀
p))χ
B(
⇀
0 )
(
⇀
k +
⇀
p)(ωm(
⇀
p)ωm(
⇀
k )− ⇀p.
⇀
k + 2m
2)
d
⇀
k
ωm(
⇀
k )
d
⇀
p
ωm(
⇀
p)
=
e2
2pi2
∫
χ(a,b)(ωm(
⇀
k ) + ωm(
⇀
p))χ
B(
⇀
0 )−
⇀
p
(
⇀
k )(ωm(
⇀
p)ωm(
⇀
k )− ⇀p.
⇀
k + 2m
2)
d
⇀
k
ωm(
⇀
k )
d
⇀
p
ωm(
⇀
p)
≈ e
2
2pi2
∫
χ(a,b)(2ωm(
⇀
p))(3m2 + 2
⇀
p
2
)
d
⇀
p
ωm(
⇀
p)2
(
4
3
pi3)
Therefore
ga(b) = lim
→0
−3g(a, b, )
=
e2
2pi2
∫
χ(a,b)(2ωm(
⇀
p))(3m2 + 2
⇀
p
2
)
d
⇀
p
ωm(
⇀
p)2
(
4
3
pi)
=
2e2
pi
∫ mZ(b)
r=mZ(a)
(3m2 + 2r2)
r2
m2 + r2
dr(
4
3
pi).
Thus we compute the spectum of Π as follows.
σ(b) =
3
4pi
bg′a(b)
=
2e2
pi
b(3m2 + 2m2Z2(b))
m2Z2(b)
m2 +m2Z2(b)
b
4mZ(b)
=
2
pi
e2m3Z(b)(3 + 2Z2(b)),
where Z : [2m,∞)→ [0,∞) is given by Eq. 26.
The spectrum has this value σ(b) for b ≥ 2m and the value 0 for b ≤ 2m. One
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can now see that Π is a Borel measure in the ordinary sense of the word, i.e. [0,∞]
valued countably subadditive function on B(R4) which is finite on compact sets. (It is
clearly defined on the larger sigma algebra of Lebesgue measurable sets.) Π is finite
on compact sets and when evaluated on test functions of rapid decrease, it is not
divergent.
7.3 The vacuum polarization function pi
We know that q 7→ Π(q) does not exist pointwise as a function, the integral defining it
is divergent. However, pretend for the moment that Π did exist as a function. Then
we can define a measure which we also denote by Π by
Π(Γ) =
∫
Γ
Π(q) dq. (95)
Thus the function Π is the density defining the measure Π. Now we know that in fact
Π exists as a tempered measure with density
Π(q) =
{
(q2)−
1
2σ((q2)
1
2 ) if q2 > 0, q0 > 0
0 otherwise,
(96)
where
σ(b) =
2
pi
e2m3Z(b)(3 + 2Z2(b)), b ≥ 0, (97)
is the spectrum of the measure Π. Thus we may think of Π the function as being
defined to be equal to this density.
We define the vacuum polarization function pi : {q ∈ R4 : q2 > 0, q0 > 0} → R by
pi(q) =
Π(q)
q2
, (98)
(Weinberg (2005, p. 478) states that Πρσ has the form Πρσ(q) = (q2ηρσ − qρqσ)pi(q2)
from which, contracting with ηρσ, it would follow that pi(q) = (3q
2)−1Π(q). However
Eq. 11.2.23 of (Weinberg, 2005, p. 480) is consistent with pi having the form of
Eq. 98).
Then our spectral vacuum polarization is
pi(q) =
Π(q)
q2
=
{
(q2)−
3
2σ((q2)
1
2 ) if q2 > 4m2, q0 > 0
0 otherwise,
(99)
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for q ∈ R4. pi is a function on R4 supported on Cm but its value for argument q
only depends on q2. Therefore, with no fear of confusion, one may define the vacuum
polarization function pi : [2m,∞)→ [0,∞) by
pi(s) = s−3σ(s) =
2
pi
s−3e2m3Z(s)(3 + 2Z2(s)), (100)
where
Z(s) = (
s2
4m2
− 1) 12 . (101)
7.4 Definition of pi(q) for q2 < 0
7.4.1 On the non-positivity of q2 for momentum transfer q
Consider a scattering process involving a particular particle of mass m with |in >
momentum p and |out > momentum p′ with q = p′ − p the momentum transferred.
Let p = (p0,
⇀
p) = (ωm(
⇀
p),
⇀
p), p′ = (p′0,
⇀
p′) = (ωm(
⇀
p′),
⇀
p′). (So the incoming and
outgoing particles are “on shell”.) Suppose that
|⇀p | = αm, |
⇀
p′| = βm, α, β ∈ [0,∞). (102)
Then
q2 = (p′ − p)2
= p2 + p′2 − 2p.p′
= 2(m2 − ωm(
⇀
p)ωm(
⇀
p′) +
⇀
p.
⇀
p′)
= 2(m2 − (m2 + α2m2) 12 (m2 + β2m2) 12 + ⇀p.
⇀
p′)
= 2m2(1 + αβ cos(θ)− (1 + α2) 12 (1 + β2) 12 ),
where θ is the angle between ~p and ~p′. Hence
q2 < 2m2(1 + αβ cos(θ)− αβ) = 2m2(1− αβ(1− cos(θ)). (103)
If θ 6= 0 and β > 0 then q2 < 0 for α sufficiently large and → −∞ as α → ∞. A
similar statement applies for β. Furthermore when considering the non-relativistic
approximation, q2 is invariably spacelike.
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7.4.2 Definition of pi in the spacelike (imaginary mass) domain
We have found that the vacuum polarization function q 7→ pi(q) that we have defined
is zero when its argument q is such that q2 < 0. However we will find shortly that we
need to consider pi(q) for values of q which are such that q2 < 0 (since the q values are
momentum transfer values). In this case we may consider the vacuum polarization
function to be defined in the spacelike, or imaginary mass, domain by making the
substitution Ωm ∗ Ωm → Ωim ∗ Ωim. Then as in Section 4 we may consider the type
III measure with spectrum σ given by Eq. 97 and the vacuum polarization function
given by
pi(q) =
{
(−q2)− 32σ((−q2) 12 ) if q2 < 0, q0 > 0
0 otherwise,
(104)
and the associated function s 7→ pi(s) given by Eq. 100 where s > 0 now represents a
spacelike label.
7.5 Comparison of the spectral vacuum polarization function
with the renormalized vacuum polarization function
Regularization and renormalization are techniques invented by physicists to control
the infinities in divergent integrals in quantum field theory to obtain finite answers
which can be compared with experiment. The answers obtained using these meth-
ods are in close agreement with experiment so there is clearly great merit in the
approach. However many mathematicians are confused by these methods since they
do not seem to make mathematical sense (e.g. introducing infinite “counterterms”
into Lagrangians to cancel infinities produced when carrying out integrations implied
by these Lagrangians or perturbing the dimension D of space-time to D = 4− ,  > 0
because everything blows up when D = 4 and then later ignoring or subtracting out
terms proportional to −1 before taking the limit as  tends to 0 to obtain the answers
which are compared with experiment (dimensional regularization/renormalization)).
The vacuum polarization function is generally computed in QFT using the dimen-
sional regularization approach with the result
pir(k
2) = −2α
pi
∫ 1
0
dz z(1− z) log(1− k
2z(1− z)
m2
), (105)
(Mandl and Shaw, 1991, p. 229) where m > 0 is the mass of the electron and (in
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natural units) α = (4pi)−1e2 is the fine structure constant in which e > 0 is the
magnitude of the electron charge. pir is defined for all k ∈ R4 for which k2 ≤ 4m2.
The integral can be performed leading to the analytic expression
pir(k
2) = − α
3pi
{1
3
+ 2(1 +
2m2
k2
)[(
4m2
k2
− 1) 12 arcot(4m
2
k2
− 1) 12 − 1]}. (106)
(See Appendix 1 for a proof of this.)
Thus
pir(k) = −α
pi
1
3
(
1
3
+ (Y 2 + 3)(Y arcot(Y )− 1)), (107)
where
Y = Y (k) =
(
4m2
k2
− 1
) 1
2
. (108)
This expression for pir is defined on {k ∈ R4 : 0 < k2 ≤ 4m2}.
pir(k) depends only on the value k
2 of its argument k. Therefore we define (without
fear of confusion) pir : (0, 2m]→ [0,∞) by
pir(q) = −α
pi
1
3
(
1
3
+ (Y 2 + 3)(Y arcot(Y )− 1)), (109)
where
Y = Y (q) =
(
4m2
q2
− 1
) 1
2
. (110)
Let pis denote our pi calculated using spectral calculus. pis(q) is defined for q ≥ 2m
while pir(q) is defined for 0 < q ≤ 2m. To compare them we note that
Z(q) =
(
q2
4m2
− 1
) 1
2
=
q
2m
(
1− 4m
2
q2
) 1
2
=
qi
2m
(
4m2
q2
− 1
) 1
2
=
qi
2m
Y (q), (111)
where Z : [2m,∞)→ [0,∞) is the function defined by Eq. 101.
Both (Weinberg, 2005, p. 475) and (Itzikson and Zuber, 1980, p. 322) in their
highly complex manipulations to compute pir do a rotation in the complex plane.
Thus we will compare our pis with their pir using the assignment
Y 7→ iY. (112)
As mentioned above, Weinberg (2005) seems to be assuming at some points that
pi(q) = (3q2)−1Π(q). Itzikson and Zuber (1980) p. 322 write (paraphrasing) “Πρσ =
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−i(ηρσq2 − qρqσ)pi(q2)” from which it would follow that pi(q) = (−3iq2)−1Π(q). We
find that, for the purposes of comparison, pir(q) should be rescaled by a factor of 9
and then shifted by an amount of 2
pi2
. These parameters may be traced to some of the
complex manipulations of Weinberg and others with infinite quantities (Weinberg,
2005, p. 479) and may be described as finite renormalization constants. It is to be
emphasized that these renormalization constants are finite.
Hence to compare our spectral vacuum polarization function with the vacuum
polarization function computed by dimensional regularization / renormalization we
implement the following C++ code where we have omitted the common factor of −e2
from the values for pir(q) and pis(q).
//---------------------------------------------------------------------------
#include "iostream.h"
#include "math.h"
const int N_display = 10000;
const double Lambda = 4.0;
const double pi = 4.0*atan(1.0);
int main(int argc, char* argv[])
{
double delta = Lambda/N_display;
int i;
for(i=1;i<=N_display;i++)
{
double rho = 2.0+i*delta; // q/m
double Z = sqrt(rho*rho/4.0-1.0);
double v = 1.0/(rho*rho*rho);
double pi_spectral;
pi_spectral = v*Z*(3.0+2.0*Z*Z);
pi_spectral *= (2.0/pi);
double xi = 1.0/9.0; // factor to rescale pi_spectral
pi_spectral *= xi;
double Y = 2.0*Z/rho;
double pi_renormalized;
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pi_renormalized = (1.0/3.0)+(Y*Y+3.0)*(Y*atan(1.0/Y)-1.0);
pi_renormalized += (8.0/3.0); // term to shift pi_renormalized so that
// pi_renormalized = 0 when rho = 2
pi_renormalized /= 3.0;
pi_renormalized /= (4.0*pi*pi);
cout << rho << ’\t’ << pi_renormalized << ’\t’
<< pi_spectral << endl;
}
return(0);
}
//---------------------------------------------------------------------------
The graph of the output produced by this program is given in Figure 1. Thus we
have shown that
pis(ρ) ≈ 2
pi2
+ 9pir(ρ),∀ρ ∈ [2,∞). (113)
It can be seen that (up to finite renormalization) the difference between the spectral
vacuum polarization and that obtained using dimensional regularization / renormal-
ization is very small even though they are defined by completely different analytic
expressions and derived by totally different approaches.
8 The Uehling contribution to the Lamb shift for
the H atom
Following Weinberg (2005) we carry out a gedankenexperiment in which an electron
is scattered off a proton to compute, using the Born approximation, the Uehling
contributions to the Lamb shift i.e. the result of including a Feynman diagram with
a single fermion loop in addition to the diagram associated with Mo¨ller scattering,
to compute the effective potential of the H atom for determination of the Uehling
contribution to the Lamb shift.
The Feynman diagram associated with Mo¨ller scattering contributes a scattering
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Figure 1: vp using renormalization and spectral vp versus rho = q/m
matrix of (Itzikson and Zuber, 1980, p. 277)
Safi = −ie1e2(2pi)4δ(p′1 + p′2 − p1 − p2)Ma, (114)
where e1 = −e and e2 = e are the charges of the electron and proton respectively,
Ma,α′1α′2α1α2(p′1, p′2, p1, p2) = −
M0,α′1α′2α1α2(p′1, p′2, p1, p2)
(p2 − p′2)2 + i
, (115)
in which
M0,α′1α′2α1α2(p′1, p′2, p1, p2) = u(p′1, α′1)γρu(p1, α1)ηρσu(p′2, α′2)γσu(p2, α2), (116)
and u(p, α) are Dirac spinors corresponding to p ∈ H+m for α ∈ {0, 1}, (see Appendix
4). (There is another contributing diagram obtained by making the substitution
p′1 ↔ p′2).
The Uehling contribution to the vacuum polarization contributes a scattering
matrix given by
Sbfi = −ie1e2(2pi)4δ(p′1 + p′2 − p1 − p2)Mb. (117)
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To compute the contributionMb of the vacuum polarization Feynman amplitude we
need to form the product of 3 measures. In fact we have
Mbα′1α′2α1α2(p′1, p′2, p1, p2) = −u(p′1, α′1)γρu(p1, α1)DFρσ(p2 − p′2)Πµν(p2 − p′2)
DFµν(p2 − p′2)u(p′2, α′2)γσu(p2, α2),
(118)
where
DFαβ(q) =
−ηαβ
q2 + i
, (119)
is the photon propagator. (The minus sign in Eq. 118 is associated with the fermion
loop.) Therefore since
ηµνΠ
µν(q) = q2pi(q),∀q ∈ R4, (120)
we have
Mbα′1α′2α1α2(p′1, p′2, p1, p2) = −
M0α′1α′2α1α2(p′1, p′2, p1, p2)pi(p2 − p′2)
(p2 − p′2)2 + i
. (121)
For this calculation we are multiplying measures by multiplying the density func-
tions corresponding to them. pi has a well defined density function determined from
the calculations of the previous section. We are taking the density function for the
Feynman photon propagator DFαβ to be the function q 7→ −(q2)−1ηαβ. (We can not
multiply the measures by multiplying their spectra because we have a multiplicity of
atoms at m = 0 corresponding to trying to compute the product Ω0Ω0.)
The total scattering matrix is given by
Sa+bfi = Safi + Sbfi = −ie1e2(2pi)4δ(p′1 + p′2 − p1 − p2)Ma+b, (122)
where
Ma+bα′1α′2α1α2(p′1, p′2, p1, p2) = −
M0,α′1α′2α1α2(p′1, p′2, p1, p2)
(p2 − p′2)2 + i
(1 + pi(p2 − p′2))
= −M0,α′1α′2α1α2(p
′
1, p
′
2, p1, p2)
q2 + i
(1 + pi(q)), (123)
where q is the momentum transfer.
The nature of momentum space is influenced by the convention used for the def-
inition of the Fourier transform operator F . There are two main possibilities (with
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space-time dimension = 4):
1. (Ff)(p) =
∧
f(p) = (2pi)−2
∫
f(x)e−ip.x dx
2. (Ff)(p) =
∧
f(p) =
∫
f(x)e−ip.x dx
Then F (Convention 2) = (2pi)2F (Convention 1). Convention 1 is such that F−1 =
F∗ and so F is unitary. Thus Convention 1 is, in a sense, canonical. Thus we will
assume that the vacuum polarization tensor is defined with respect to Convention 1.
This is consistent with the formula:
Πµν(k) = −e2
∫
Tr(γµ(p/+m)γν(p/− k/+m))
(2pi)−2
1
p2 −m2 + i(2pi)
−2 1
(p− k)2 −m2 + i dp.
However calculations in QFT are usually carried out using Convention 2. Therefore
we convert Π to Convention 2 by making the transformation Π→ (2pi)2Π.
Now using the Born approximation and Eq. 123, the change in potential as a
result of the Uehling correction is given by
∆V (q) = pi(q)V0(q) = pi(q)A0(q).(1,
⇀
0), (124)
where A0 is the 4-potential associated with the Coulomb potential and V0(q) =
A0(q).(1,
⇀
0) is the scalar potential. By Maxwell’s equations
(2A0)(x) = j(x), (125)
where j(x) = (j(
⇀
x), 0) with j(
⇀
x) = Zeδ(
⇀
x) is the 4-current associate with a stationary
point charge of magnitude Ze. Thus, in momentum space, we have
A0(q) = −j(q)
q2
, (126)
and so
(∆V )(q) = −pi(q)j(q)
q2
.(1,
⇀
0). (127)
Thus, as just discussed, we set
(∆V )(q) = −(2pi)2pi(q)j(q)
q2
.(1,
⇀
0). (128)
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Since we are using a non-relativistic approximation (the Born approximation) we take
pi to be defined by its spacelike form
pi(q) =
{
pi((−q2) 12 ) if q2 < 0, q0 > 0,
0 otherwise.
(129)
In configuration space,
(∆V )(x) = (∆V )(t,
⇀
x)
= −(2pi)−2
∫
pi(q)
q2
eiq.(x−x
′) dq j(
⇀
x′) d
⇀
x′ dt′
= −(2pi)−2Ze
∫
pi(q)
q2
e−i
⇀
q .
⇀
xeiq
0(t−t′) dt′ dq0 d
⇀
q
= −(2pi)−2Ze
∫
q2<0,q0>0
pi((−q2) 12 )
q2
e−i
⇀
q .
⇀
xeiq
0(t−t′) dt′ dq0 d
⇀
q
(130)
Therefore
(∆V )(t,
⇀
x) = −(2pi)−2Ze
∫
I(t,
⇀
q )e−i
⇀
q .
⇀
x d
⇀
q , (131)
where
I(t,
⇀
q ) =
∫
(q0)2<
⇀
q
2
,q0>0
pi((−q2) 12 )
q2
eiq
0(t−t′) dt′ dq0
=
∫
(q0)2<
⇀
q
2
,q0>0
pi((−q2) 12 )
q2
e−iq
0t′ dt′ dq0. (132)
Now
I∗(t,
⇀
q ) =
∫
(q0)2<
⇀
q
2
,q0>0
∫
pi((−q2) 12 )
q2
eiq
0t′ dt′ dq0
=
∫
(q0)2<
⇀
q
2
,q0<0
pi((−q2) 12 )
q2
e−iq
0t′ dt′ dq0.
(133)
Therefore
Re(I(t,
⇀
q )) =
1
2
∫
(q0)2<
⇀
q
2
pi((−q2) 12 )
q2
e−iq
0t′ dt′ dq0. (134)
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But
q0 7→ pi((−q
2)
1
2 )
q2
, (135)
is even. Hence I(t,
⇀
q ) is real. Therefore
(∆V )(t,
⇀
x) = −(2pi)−2Ze1
2
∫
q2<0
pi((−q2) 12 )
q2
e−i
⇀
q .
⇀
xe−iq
0t′ dt′ dq0 d
⇀
q
= −(2pi)−1Ze1
2
∫
q2<0
pi((−q2) 12 )
q2
e−i
⇀
q .
⇀
xδ(q0) dq0 d
⇀
q
= (2pi)−1Ze
1
2
∫
pi(|⇀q |)
⇀
q
2 e
−i
⇀
q .
⇀
x d
⇀
q
= (2pi)−1Ze
1
2
∫ ∞
s=0
∫ pi
θ=0
pi(s)
s2
e−irs cos(θ)s2(2pi) sin(θ) dθ ds
= Ze
1
2
∫
pi(s)
1
irs
eirsu
∣∣1
u=−1 ds
=
Ze
r
∫
pi(s)
s
sin(rs) ds,
where r = |⇀x| (⇀x 7→ (∆V )(t,⇀x) is invariant under orthogonal transformations for all
t ∈ R). Thus
(∆V )(x) = (∆V )(t,
⇀
x) = (∆V )(
⇀
x) = (∆V )(r), (136)
where
(∆V )(r) =
Ze
r
∫
pi(s)
s
sin(rs) ds. (137)
For vacuum polarization pi = pis in the spacelike domain determined by the spectral
calculus is given by
pi(s) =
σ(s)
s3
, (138)
where σ is the spectrum of pi in the timelike domain. Therefore
(∆V )(r) =
Ze
r
∫
σ(s)
s4
sin(rs) ds. (139)
Applying first order perturbation theory we compute the Uehling contribution to
the Lamb shift to be
∆E =< ψ| − e(∆V )|ψ >= −e
∫
ψ2(
⇀
x)(∆V )(
⇀
x) d
⇀
x, (140)
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Figure 2: Convergence of integral for ∆E = Uehling contribution to Lamb shift for
H atom
where ψ is the 2s wave function for the hydrogenic atom. Therefore our prediction
for the Uehling contribution to the Lamb shift is
∆E = −4piZe2
∫
σ(s)
s4
rψ2(r) sin(rs) ds dr
= −4piZe2
∫
σ(s)
s4
rψ2(r) sin(rs) dr ds. (141)
The notation and argument that we have used to compute ∆E given the vacuum
polarization function pi is somewhat formal but is entirely consistent with standard
usage in the physics literature. Any issues that may arise in presenting it in a rigorous
fashion will be discussed in a separate publication.
We calculate ∆E for the H atom using numerical integration based on Eq. 141
with the result that ∆E ≈ −28.7 MHz. The C++ code for the program to carry out
this computation can be found in Appendix 2 and a graph of the convergence of the
integral can be found in Figure 2.
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9 The running coupling constant
The total equivalent potential for the electron-proton system (H atom) in the Born
approximation is
V (r) = − e
2
4pir
− e
2
r
∫
pi(s)
s
sin(rs) ds. (142)
At range r the potential is equivalent to that produced by an effective charge or
running coupling constant er given by
− e
2
r
4pir
= − e
2
4pir
(1 + 4pi
∫
pi(s)
s
sin(rs) ds)
= − e
2
4pir
(1 + 4pi
∫
pi(
s
r
)
sin(s)
s
ds).
Therefore the running fine structure “constant” at energy µ is given by
α(µ) = α(0)(1 + 4pi
∫
pi(µs)sinc(s) ds). (143)
α(0) ≈ 1/137 and α increases with increasing energy having been measured to
have a value of α(µ) ≈ 1/127 for µ = 90 GeV. Given this explicit expression for the
running coupling it is not neccessary to use the techniques of the renormalization
group equation involving a beta function to investigate its behavior.
Our expression for the running coupling only involves the vacuum polarization
contribution. Other contributions such as the electron self energy and higher order
Feynman diagrams need to be considered in order to determine the complete running
coupling behavior.
9.1 Determination of the behavior of the running coupling
constant in one loop QED when using the renormalized
vacuum polarization function pi = pir
In this case we have
pi(µs) = pir(µs), (144)
where
pir(s) = − α
3pi
(
1
3
+ (3−W 2)(Warcoth(W )− 1)), (145)
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and W is given by
W = W (s) = (1 +
4m2
s2
)
1
2 , s ∈ (0,∞), (146)
(see Appendix 1). Note that we are using pir as defined in the imaginary mass domain
because we are considering s corresponding to spacelike q.
Theorem 5. The integral Eq. 143 defing the running coupling constant is divergent
at all non zero energies when pi = pir.
Proof Let µ > 0 Now
W (µs) = (1 +
4m2
µ2s2
)
1
2 ,∀s > 0. (147)
Therefore
s =
2m
µ(W 2(µs)− 1) 12 . (148)
Now as s→∞, W (µs)→ 1+. We will now show that
pi(µs)
s
→∞, (149)
as s → ∞. Terms in pi that have a finite limit as s → ∞ vanish in the limit of
Eq. 149. Therefore we are interested in the limiting behavior of
s 7→ atanh( 1
W (µs)
)(W 2(µs)− 1) 12 ,
as s→∞. This is the same as the limiting behavior of
W 7→ atanh( 1
W
)(W − 1) 12 (W + 1) 12 ,
as W → 1+, which is the same as the limiting behavior of
x 7→ atanh( 1
x+ 1
)x
1
2 =
x
1
2
f(x)
,
as x→ 0+, where
f(x) =
1
atanh( 1
x+1
)
. (150)
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Now, x
1
2 → 0+, f(x)→ 0+ as x→ 0+. Therefore, by L’Hoˆpital’s rule
lim
x→0+
x
1
2
f(x)
= lim
x→0+
1
2
x−
1
2
f ′(x)
, (151)
if the limit exists. Now
lim
x→0+
f ′(x) = lim
x→0+
[−(atanh( 1
x+ 1
))−2
1
1− ( 1
x+1
)2
(−(x+ 1)−2)]
= lim
x→0+
[(atanh(
1
x+ 1
))−2
1
x(x+ 2)
]
= lim
x→0+
g(x)
x(x+ 2)
,
(152)
where
g(x) = (atanh(
1
x+ 1
))−2. (153)
Now
g′(x) = −2(atanh( 1
x+ 1
))−3(−(x+ 1)−2).
Therefore
lim
x→0+
f ′(x) = lim
x→0+
2atanh( 1
x+1
))−3
2x+ 2
= 0. (154)
Thus
lim
x→0+
x
1
2
f(x)
=∞. (155)
Therefore the integrand of the integral Eq. 143 defining the running coupling constant
is oscillatory with ever increasing amplitude and hence the integral divergent for all
non zero energies. 2
This is to be compared with the work of Landau and others relating to the Landau
pole or “ghost” pole in the solution of the renormalization group equations in QED
“the possible existence of which leads to a serious contradiction with a number of
general principles of the theory” (Bogoliubov and Shirkov, 1980, p. 517).
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9.2 Determination of the behavior of the running coupling
constant in one loop QED when using the spectral vac-
uum polarization function pi = pis
In this case we have
pi(µs) = pis(µs), (156)
where
pis(s) =
2
pi
s−3e2m3Z(s)(3 + 2Z2(s)), (157)
and
Z(s) = (
s2
4m2
− 1) 12 , (158)
for s ∈ (0,∞).
As s→∞, s−1Z(s)→ (2m)−1 and so pis(s)→ e22pi . Thus
pi(µs)→ e
2
2pi
, as s→∞, (159)
which is a finite limit.
Theorem 6. The integral given by Eq. 143 is convergent for all energies µ ≥ 0 when
pi = pis.
Proof Consider the case when µ = 1. All other values of µ can be dealt with
similarly. We want to show that the integral∫
sinc(s)pis(s) ds
is convergent. It is sufficient to show that the integral∫ ∞
s=2m
sinc(s)
Z3(s)
s3
ds, (160)
is convergent. Let
L = lim
s→∞
Z3(s)
s3
=
1
(2m)3
. (161)
Then the integral 160 will converge if Z
3(s)
s3
→ L fast enough. Let
n = sup{
∣∣∣∣Z3(s)s3 − L
∣∣∣∣ : s ≥ 2pi(n− 1)}, for n = 1, 2, . . . . (162)
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If we define
In =
n∑
i=1
(I+i − I−i ), (163)
where
I+i =
∫ 2pi(i−1)+pi
2pi(i−1)
sin(s)
s
ds, (164)
and
I−i = −
∫ 2pii
2pi(i−1)+pi
sin(s)
s
ds, (165)
then, as is well known,
In → pi
2
, as n→∞. (166)
Now define
J+i =
∫ 2pi(i−1)+pi
2pi(i−1)
sin(s)
s
Z3(s)
s3
ds, (167)
and
J−i = −
∫ 2pii
2pi(i−1)+pi
sin(s)
s
Z3(s)
s3
ds, (168)
and let
Sn =
n∑
i=1
(J+i − J−i ), n = 1, 2, . . . . (169)
We want to show that Sn converges to a finite limit as n→∞. We have
Sn ∈ (
n∑
i=1
((L− i)I+i − (L+ i)I−i ),
n∑
i=1
((L+ i)I
+
i − (L− i)I−i ))
= (
n∑
i=1
L(I+i − I−i )− i(I+i + I−i ),
n∑
i=1
L(I+i − I−i ) + i(I+i + I−i ))
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Clearly if i → 0 fast enough then Sn is convergent. Well we have∣∣∣∣Z3(s)s3 − L
∣∣∣∣ = ∣∣∣∣( 14m2 − 1s2 ) 32 − 1(2m)3
∣∣∣∣
=
∣∣∣∣∣ (
1
4m2
− 1
s2
)3 − 1
(2m)6
( 1
4m2
− 1
s2
)
3
2 + 1
(2m)3
∣∣∣∣∣
≤ (2m)3
∣∣∣∣( 14m2 − 1s2 )3 − 1(2m)6
∣∣∣∣
=
(2m)3
s2
∣∣∣∣ 34m2s2 − 3(2m)4 − 1s4
∣∣∣∣
Now if s is sufficiently large then
| 3
4m2s2
− 3
(2m)4
− 1
s4
| = 3
(2m)4
− 3
4m2s
+
1
s4
<
3
(2m)4
+
1
s4
≤ 3
(2m)4
+
1
(2m)4
=
1
4m4
.
Therefore
sup{
∣∣∣∣Z3(s)s3 − L
∣∣∣∣ : s ≥ a} ≤ 2ma2 , for a sufficiently large. (170)
Hence
i ≤ 2
m(2pi(i− 1))2 , for i sufficiently large. (171)
Thus
i(I
+
i + I
−
i ) ≤
2
m(2pi(i− 1))2
∫ 2pii
2pi(i−1)
1
s
ds ≤ 2
m(2pi(i− 1))2
1
2pi(i− 1)2pi, (172)
for i sufficiently large. Therefore the sequence Sn is convergent as n→∞. 2
A graph of the running fine structure constant versus µ−1 = r
2pi
for r ∈ (0, 1
10
a0)
where a0 = the first Bohr radius of the H atom in natural units is shown in Figure 3.
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Figure 3: QED running fine structure constant on the basis of vacuum polarization
10 Conclusion
We have presented a spectral calculus for the computation of the spectrum of causal
Lorentz invariant Borel complex measures on Minkowski space and shown how this
enables one to compute the density for such a measure with respect to Lebesgue
measure. This has been applied to the case of the contraction of the vacuum po-
larization tensor resulting in a spectral vacuum polarization function which has very
close agreement with the vacuum polarization function computed using dimensional
regularization / renormalization in the domain of real mass.
Using the Born approximation together with the spectral vacuum polarization
function the Uehling effect contribution to the Lamb shift for the H atom is computed
to be ≈ −28.7 MHz. With the spectral vacuum polarization function we obtain a well
defined convergent running coupling function whereas the running coupling function
generated using dimensional regularization / renormalization is shown to be divergent
at all non-zero energies.
In subsequent work we will apply the spectral calculus to the electron self energy
and generally to all renormalization issues arising in the QFT of the electroweak force.
In addition QCD will be formulated in the context of locally conformally flat space-
times (Mo¨bius structures) (Mashford, 2017a and b) and the running coupling constant
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for QCD will be computed with a view to proving, or deriving, the asymptotic freedom
of QCD.
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Appendix 1: Derivation of closed form solution for-
regularized/renormalized vacuum polarization
The standard formula for the vacuum polarization function pir as obtained using
regularization and renormalization is
pir(k
2) = −2α
pi
∫ 1
0
dβ β(1− β) log
(
1− k
2β(1− β)
m2
)
, (173)
(Mandl and Shaw, 1991, p. 229) where m > 0 is the mass of the electron and (in
natural units) α = (4pi)−1e2 is the fine structure constant in which e > 0 is the
magnitude of the charge of the electron. pir is defined for all k ∈ R4 for which
k2 < 4m2. This integral can be performeed leading to the closed form solution (see
Itzikson and Zuber (1980, p. 323))
pir(k
2) = − α
3pi
{
1
3
+ 2
(
1 +
2m2
k2
)[(
4m2
k2
− 1
) 1
2
arcot
(
4m2
k2
− 1
) 1
2
− 1
]}
. (174)
The function defined by Eq. 174 is only defined for 0 < k2 < 4m2 unless one allows
the functions z 7→ z 12 and z 7→ arcot(z) to be defined on complex domains. It is useful
for the work of the present paper to write down the derivation of this result and to
consider the answer when k2 < 0.
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Let m > 0 and I : {k ∈ R4 : k2 < 4m} → (−∞, 0) be defined by
I(k) = 2
∫ 1
β=0
dβ β(1− β) log(1− k
2β(1− β)
m2
), (175)
Then
I(k) = 2
∫ 1
β=0
d(
1
2
β2 − 1
3
β3) log(1− k
2β(1− β)
m2
)
= −2
∫ 1
β=0
1
2
β2 − 1
3
β3
1− β(1− β)m−2k2
k2
m2
(2β − 1) dβ
= 2
∫ 1
β=0
(1
3
β3 − 1
2
β2)(2β − 1)
m2(k2)−1 − β(1− β) dβ
Now
m2
k2
− β(1− β) = m
2
k2
− β + β2 = (β − 1
2
)2 − 1
4
+
m2
k2
. (176)
Therefore, changing variables,
I(k) = 2
∫ 1
2
β=− 1
2
(1
3
(β + 1
2
)3 − 1
2
(β + 1
2
)2)2β
β2 − 1
4
+m2(k2)−1
dβ (177)
= 2
∫ 1
2
β=− 1
2
(1
3
(β + 1
2
)3 − 1
2
(β + 1
2
)2)2β
β2 +X2
dβ (178)
where
X = X(k) =
1
2
(
4m2
k2
− 1) 12 ∈ (0,∞), for 0 < k2 < 4m2. (179)
Let β = X tan(u). Then β2 +X2 = X2 sec2(u) and dβ = X sec2(u) du. Also
1
3
(β +
1
2
)3 − 1
2
(β +
1
2
)2 =
1
3
(β +
1
2
)2(β − 1). (180)
Thus
I(k) =
4
3
1
X
∫ 1
2
β=− 1
2
(β +
1
2
)2(β − 1)β du
=
4
3
1
X
∫ 1
2
β=− 1
2
β4 − 3
4
β2 du, (181)
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(the integral of the odd powers of β vanishes). Therefore
I(k) =
4
3
1
X
∫ 1
2
β=− 1
2
X4 tan4(u)− 3
4
X2 tan2(u) du
=
4
3
(X3(
1
3
tan3(u)− tan(u) + u)− 3
4
X(tan(u)− u))
∣∣∣ 12
β=− 1
2
=
1
3
(
1
3
+ (4X2 + 3)(2Xarcot(2X)− 1)), (182)
which leads directly to the required result.
Clearly, when k2 = 0, I(k) defined by Eq. 173 has the value I(k) = 0. Now
consider the case when k2 < 0. Then we proceed with the same steps up to Eq. 177
but now we write
I(k) = 2
∫ 1
2
β=− 1
2
(1
3
(β + 1
2
)3 − 1
2
(β + 1
2
)2)2β
β2 −W 2 dβ, (183)
where
W = W (k) = (
1
4
+
m2
−k2 )
1
2 =
1
2
(1− 4m
2
k2
)
1
2 . (184)
Then make the substitution β = W tanh(u) so that
β2 −W 2 = −W 2sech2(u), dβ = W sech2(u) du.
Therefore
I(k) = −4
3
1
W
∫ 1
2
β=− 1
2
β4 − 3
4
β2 du,
= −4
3
1
W
∫ 1
2
β=− 1
2
W 4tanh4(u)− 3
4
W 2tanh2(u) du
Now ∫
tanh2(u) du = u− tanh(u) + c,∫
tanh4(u) du = u− tanh(u)− 1
3
tanh3(u) + c.
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Thus
I(k) = −4
3
1
W
∫ 1
2
β=− 1
2
W 4tanh4(u)− 3
4
W 2tanh2(u) du
= −4
3
(W 3(−1
3
tanh3(u)− tanh(u) + u)− 3
4
W (−tanh(u) + u))
∣∣∣ 12
β=− 1
2
=
1
3
(
1
3
+ (3− 4W 2)(2Warcoth(2W )− 1)). (185)
This result may be obtained more directly by noting that
X =
1
2
(
4m2
k2
− 1
) 1
2
= i
1
2
(
1− 4m
2
k2
) 1
2
= iW, (186)
when k2 < 0 and
arcot(2X) = atan(
1
2X
) = −atan( i
2W
) = −iatanh( 1
2W
) = −iarcoth(2W ). (187)
and then using Eq. 182. Thus the renormalized vacuum polarization when k2 < 0 is
given by
pir(k
2) = − α
3pi
(
1
3
+ (3− 4W 2)(2Warcoth(2W )− 1)), (188)
where W : {k ∈ R4 : k2 < 0} → (0,∞) is given by Eq. 184.
Thus, in other words,
pir(k
2) = − α
3pi
(
1
3
+ (3−W 2)(Warcoth(W )− 1)), (189)
where W is given by
W = W (k) = (1− 4m
2
k2
)
1
2 . (190)
Appendix 2: C++ code to compute the value of
Uehling effect
//---------------------------------------------------------------------------
#pragma hdrstop
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#include "iostream.h"
#include "fstream.h"
#include "math.h"
const double pi = 4.0*atan(1.0);
const double m_electron = 9.10938356e-31; // electron mass in Kg mks
const double c = 2.99792458e8; // speed of light m/s mks
const double e = 1.6021766208e-19; // electron charge in Coulombs mks
const double h = 6.626070040e-34; // Planck constant mks
const double h_bar = h/(2.0*pi);
const double epsilon_0 = 8.854187817e-12; // permittivity of free space mks
const double e1 = e/sqrt(epsilon_0); // electron charge in rationalized units
//const double e1 = e/sqrt(4*pi*epsilon_0); // electron charge in Gaussian units
const double alpha = e1*e1/(4*pi*h_bar*c); // fine structure constant
const double e_Tiny = 1.0e-2;
const double e_Big = 1.0e2;
const double Tiny = 1.0e-10;
double a_0,a_0_natural;
double m = m_electron;
double m_natural = m*c*c/e;
double psi(double);
double sigma(double);
//---------------------------------------------------------------------------
#pragma argsused
int main(int argc, char* argv[])
{
a_0 = 4.0*pi*h_bar*h_bar/(m*e1*e1);
// Bohr radius of the Hydrogen atom in meters
a_0_natural = 1.0/(m_natural*alpha);
// a_0 in natural units eV^{-1}
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cout << "electron mass = " << m_natural << " eV" << endl;
cout << "electron mass in Kg = " << m << " Kg" << endl;
cout << "Inverse fine structure constant 1/alpha = " << 1/alpha << endl;
cout << "Bohr radius of hydrogen atom = "
<< a_0 << " m" << endl;
cout << "Bohr radius in natural units = " << a_0_natural
<< " eV^{-1}" << endl;
const int N_int = 10000;
double Lambda_int = 50.0*m_natural;
double delta_int = Lambda_int/N_int;
double integral = 0.0;
int i,j;
for(i=1;i<N_int;i++)
{
double s = 2.0*m_natural+i*delta_int;
double integral_1 = 0.0;
double Lambda_int_1 = 2.0*pi*100.0/s;
if(Lambda_int_1<100.0*a_0_natural) Lambda_int_1 = 100*a_0_natural;
double delta_int_1 = 2.0*pi/(100.0*s);
if(delta_int_1>0.001*a_0_natural) delta_int_1 = 0.001*a_0_natural;
int N_int_1 = Lambda_int_1/delta_int_1;
for(j=1;j<N_int_1;j++)
{
double r = j*delta_int_1;
integral_1 += r*psi(r)*psi(r)*sin(r*s);
}
integral += integral_1*delta_int_1*sigma(s)/(s*s*s*s);
}
integral *= -delta_int*4.0*pi*alpha*4.0*pi;
cout << "answer = " << integral << " eV = "
<< integral*e/(1.0e06*h) << " MHz"
<< endl;
return(0);
}
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double psi(double r)
{
// Hydrogen atom wave function for 2s orbital
double answer;
double v = r/(2.0*a_0_natural);
answer = (2.0-r/a_0_natural)*exp(-v);
answer /= (4.0*sqrt(2.0*pi)*a_0_natural*sqrt(a_0_natural));
return(answer);
}
double sigma(double s)
{
if(s<2.0*m_natural) return(0.0);
double Z = sqrt(s*s/(4.0*m_natural*m_natural)-1.0);
double zeta = Z*(3.0+2.0*Z*Z);
zeta *= 4.0*pi*alpha;
zeta *= 2.0/pi;
zeta *= m_natural*m_natural*m_natural;
return(zeta);
}
//---------------------------------------------------------------------------
Appendix 3: Proof of the Spectral Theorem
The action of the proper orthochronous Lorentz group O(1, 3)+↑ on Minkowski space
has 5 classes of orbits each corresponding to a particular isotropy subgroup (little
group). Firstly there is the distinguished orbit {0} consisting of the origin. Secondly
there are the positive mass hyperboloids {p ∈ R4 : p2 = m2, p0 > 0} with little group
isomorphic to SO(3). Then there are the negative mass hyperboloids, the positive
open null cone, the negative open null cone and the imaginary mass hyperboloids.
The spectral theorem is proved by considering separately each class of orbit. We will
prove it for the space X = {p ∈ R4 : p2 > 0, p0 > 0} consisting of the union of all
positive mass hyperboloids. The other cases can be proved similarly. We will prove
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the spectral theorem first for Lorentz invariant Borel measures µ : B(X) → [0,∞]
and then generalize the theorem later to Lorentz invariant Borel complex measures.
Let Rotations ⊂ O(1, 3)+↑ be defined by
Rotations =
{(
1 0
0 A
)
: A ∈ SO(3)
}
, (191)
and Boosts ⊂ O(1, 3)+↑ be the set of pure boosts. Then it can be shown that for
every Λ ∈ O(1, 3)+↑ there exist unique B ∈ Boosts and R ∈ Rotations such that
Λ = BR.
Thus there exist maps pi1 : O(1, 3)
+↑ → Boosts and pi2 : O(1, 3)+↑ → Rotations such
that for all Λ ∈ O(1, 3)+↑
Λ = pi1(Λ)pi2(Λ),
Λ = BR with B ∈ Boosts and R ∈ Rotations ⇒ B = pi1(Λ), R = pi2(Λ).
For m > 0, define hm : Boosts→ Hm by
hm(B) = B(m,
⇀
0)T . (192)
We will show that hm is a bijection. Let p ∈ Hm. Choose Λ ∈ O(1, 3)+↑ such that p =
Λ(m,
⇀
0)T . Then p = pi1(Λ)pi2(Λ)(m,
⇀
0)T = pi1(Λ)(m,
⇀
0)T ∈ h(Boosts). Therefore hm
is surjective. Now suppose that h(B1) = h(B2). Then B1(m,
⇀
0)T = B2(m,
⇀
0)T . Thus
B−12 B1(m,
⇀
0)T = (m,
⇀
0)T . Hence B−12 B1 = R for some R ∈ Rotations. Therefore
B1 = pi1(B1) = pi1(B2R) = pi1(B2) = B2. Therefore hm is a bijection.
Now there is an action ρm : O(1, 3)
+↑×Hm → Hm of O(1, 3)+↑ on Hm defined by
ρm(Λ, p) = Λp. (193)
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ρm induces an action
∼
ρm : O(1, 3)
+↑×Boosts→Boosts according to
∼
ρm(Λ, B) = h
−1
m (ρm(Λ, hm(B)))
= h−1m (ΛB(m,
⇀
0)T )
= h−1m (pi1(ΛB)pi2(ΛB)(m,
⇀
0)T )
= h−1m (pi1(ΛB)(m,
⇀
0)T )
= pi1(ΛB). (194)
Note that the induced action is independent of m for all m > 0.
Let
X =
⋃
m>0
Hm = {p ∈ R4 : p2 > 0, p0 > 0}. (195)
Define the action ρ : O(1, 3)+↑ ×X → X by ρ(Λ, p) = Λp. Then ρ induces an action
∼
ρ : O(1, 3)+↑ × (0,∞)× Boosts→ (0,∞)× Boosts according to
∼
ρ(Λ,m,B) =
∼
ρm(B) = pi1(ΛB). (196)
Defime, for each m > 0, fm : O(1, 3)
+↑ → Hm × Rotations by
fm(Λ) = (hm(pi1(Λ)), pi2(Λ)). (197)
Then each fm is a bijection. The map g : (0,∞)× Boosts→ X defined by
g(m,B) = hm(B) = B(m,
⇀
0)T , (198)
is a bijection. Define f : (0,∞)×O(1, 3)+↑ → X × Rotations by
f(m,Λ) = fm(Λ). (199)
f is a bijection so we can push forward or pull back measures using f at will.
Suppose that µ : B(X) → [0,∞] is a Borel measure on X (by Borel measure
we mean a measure defined on B(X) which is finite on compact sets) and that µ is
invariant under the action . Let µR be the measure on Rotations induced by Haar
measure on SO(3). Let ν be the product measure ν = µ × µR whose existence and
uniqueness is guaranteed by the Hahn-Kolmogorov theorem and the fact that both
X and Rotations are σ-finite. Let ν#f−1 denote the pull back of ν by f (i.e. the
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push forward of ν by f−1). Then
(ν#f−1)(Γ) = ν(f(Γ)),∀Γ ∈ B((0,∞)×O(1, 3)+↑). (200)
Consider the action τ : O(1, 3)+↑ × (0,∞) × O(1, 3)+↑ → (0,∞) × O(1, 3)+↑ defined
by
τ(Λ,m′,Λ′) = (m′,ΛΛ′). (201)
τ induces an action
∼
τ : O(1, 3)+↑×X ×Rotations→ X ×Rotations so that if p′ ∈ X
with p′ = B′(m′,
⇀
0)T with m′ ∈ (0,∞), B′ ∈ Boosts and R′ ∈ Rotations then
∼
τ (Λ, (p′, R′)) =
∼
τ (Λ, B′(m′,
⇀
0)T , R′)
= fm′(Λf
−1
m′ (hm′(B
′(m′,
⇀
0)T , R′))
= fm′(Λf
−1
m′ (hm′(pi1(Λ
′)), pi2(Λ′))
= fm′(ΛΛ
′)
= (hm′(pi1(ΛΛ
′)), pi2(ΛΛ′)),
where Λ′ = B′R′. We will now show that the measure ν is an invariant measure on
X × Rotations with respect to the action ∼τ . To this effect let E ′1 ⊂ Boosts, E ′2 ⊂
{(m′,⇀0) : m′ ∈ (0,∞)} and E ′3 ⊂ Rotations be Borel sets. Then
ν(
∼
τ (Λ, E ′1E
′
2, E
′
3)) = ν(pi1(ΛE
′
1)E
′
2 × pi2(ΛE ′3))
= µ(pi1(ΛE
′
1)E
′
2)µR(pi2(ΛE
′
3))
= µ(pi1(ΛE
′
1))µR(pi2(Λ)pi2(E
′
3))
= µ(E ′1E
′
2)µR(E
′
3)
= ν(E ′1E
′
2, E
′
3),
(here we have used the notation of juxtaposition of sets to denote the set of all
products i.e. S1S2 = {xy : x ∈ S1, y ∈ S2}, also xS = {xy : y ∈ S}). Therefore
the measure ν#f−1 is an invariant measure on O(1, 3)+↑ with respect to the action
τ . Therefore for each Borel set E ⊂ (0,∞) the measure (ν#f−1)E : B(O(1, 3)+↑) →
[0,∞] defined by
(ν#f−1)E(Γ) = (ν#f−1)(E,Γ), (202)
is a translation invariant measure on the group O(1, 3)+↑. Therefore since, O(1, 3)+↑ is
a locally compact second countable topological group there exists, by the uniqueness
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part of Haar’s theorem, a unique c = c(E) ≥ 0 such that
(ν#f−1)E = c(E)µO(1,3)+↑ , (203)
where µO(1,3+↑ is the Haar measure on O(1, 3)
+↑. Denote by σ the map σ : B((0,∞))→
[0,∞] defined by σ(E) = c(E).
We will now show that σ is a measure on (0,∞). We have that for any Γ ∈
B(O(1, 3)+↑), E ∈ B((0,∞))
σ(E)µO(1,3)+↑(Γ) = (ν#f
−1)E(Γ) = ν(f(E,Γ)) = ν(pi1(Γ)E × pi2(Γ)). (204)
Choose Γ ∈ B(O(1, 3)+↑) such that µO(1,3)+↑(Γ) ∈ (0,∞).
Then
σ(∅)µO(1,3)+↑(Γ) = ν(pi1(Γ)∅ × pi2(Γ)) = ν(∅) = 0. (205)
Therefore
σ(∅) = 0. (206)
Also let {En}∞n=1 ⊂ B((0,∞)). Then
σ(
∞⋃
n=1
(En) = µO(1,3)+↑(Γ)
−1ν(pi1(Γ)
∞⋃
n=1
En × pi2(Γ))
= µO(1,3)+↑(Γ)
−1ν(
∞⋃
n=1
(pi1(Γ)En × pi2(Γ)))
=
∞∑
n=1
µO(1,3)+↑(Γ)
−1ν((pi1(Γ)En × pi2(Γ)))
=
∞∑
n=1
σ(En). (207)
Thus σ is a measure.
The above argument holds for all invariaant measures µ : B(X)→ [0,∞]. There-
fore, in particular, it is true for Ωm for m ∈ (0,∞). Hence there exists a measure
σΩm : B((0,∞))→ [0,∞] such that
((Ωm × µSO(3))#f−1)(E,Γ) = σΩm(E)µO(1,3)+↑(Γ), (208)
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for E ∈ B((0,∞)),Γ ∈ B(O(1, 3)+↑. But
((Ωm × µSO(3))#f−1)(E,Γ) = (Ωm × µSO(3))(f(E,Γ))
= (Ωm × µSO(3))(pi1(Γ)(E × {
⇀
0}), pi2(Γ))
= Ωm(pi1(Γ)(E × {
⇀
0}))µSO(3)(pi2(Γ))
= Ωm(pi1(Γ)(m,
⇀
0)T )µSO(3)(pi2(Γ))δE(m)
(209)
where δm is the Dirac measure concentrated on m. Thus
σΩm(E) = µO(1,3)+↑(Γ)
−1Ωm(pi1(Γ)(m,
⇀
0)T )µSO(3)(pi2(Γ))δm(E), (210)
for any E ∈ B((0,∞)),Γ ∈ B(O(1, 3)+↑) such that µO(1,3)+↑(Γ) ∈ (0,∞). Choose any
Γ ∈ B(O(1, 3)+↑) such that µO(1,3)+↑(Γ) ∈ (0,∞) and define σΩ : (0,∞)→ (0,∞) by
σΩ(m) = µO(1,3)+↑(Γ)
−1Ωm(pi1(Γ)(m,
⇀
0)T )µSO(3)(pi2(Γ)). (211)
Then
σΩm = σΩ(m)δm,∀m ∈ (0,∞). (212)
Returning now to the general invariant measure µ : B(X) → [0,∞] we will
now show that µ can be written as a product µ = σ × µB for some measure
µB : B(Boosts) → [0,∞] relative to the identification g : (0,∞) × Boosts → X.
We have
ν(Γ× F ) = µ(Γ)µSO(3)(F ),∀Γ ∈ B(X), F ∈ B(SO(3)). (213)
Therefore
µ(Γ) = µSO(3)(F )
−1ν(Γ× F ),∀Γ ∈ B(X), F ∈ B(SO(3)), such that µSO(3)(F ) > 0.
(214)
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Choose F ∈ B(SO(3)), such that µSO(3)(F ) > 0. Then for all Γ ∈ B(X)
µ(Γ) = µSO(3)(F )
−1ν(Γ× F )
= νSO(3)(F )
−1ν(f(f−1(Γ× F )))
= µSO(3)(F )
−1ν(f(f−1(B(E × {⇀0})× F )))
= µSO(3)(F )
−1ν(f((E × {⇀0})×BF ))
= µSO(3)(F )
−1σ(E)µO(1,3)+↑(BF )
= σ(E)µB(B),
where Γ = g(E ×B) = B(E × {⇀0}) and
µB(B) = µSO(3)(F )
−1µO(1,3)+↑(BF ). (215)
It is straightforward to show that µB is a well defined Borel measure.
Therefore for any measurable function ψ : X → [0,∞]
< µ,ψ > =
∫
ψ(p)µ(dp)
=
∫
ψ(g(m,B))µB(dB)σ(dm)
=
∫
< Mm, ψ > σ(dm), (216)
where
< Mm, ψ >=
∫
ψ(g(m,B))µB(dB). (217)
It is straightforward to show that for all m ∈ (0,∞) Mm defines a Borel measure on
X with supp(Mm) = Hm. Therefore by the above argument, there exists c = c(m) ∈
(0,∞) such that Mm = cmΩm. This fact, together with the spectral representation
Eq. 216 establishes (rescaling σ) that there exists a Borel measure σ : B((0,∞)) →
[0,∞] such that
µ(Γ) =
∫ ∞
m=0
Ωm(Γ)σ(dm), (218)
as desired.
Now suppose that µ : B(X) → R is a Borel signed measure which is Lorentz
invariant. Then by the Jordan decomposition theorem µ has a decomposition µ =
µ+ − µ− where µ+, µ− : B(R4) → [0,∞] are measures. µ+ and µ− must be Borel
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(finite on compact sets). In fact if P,N ∈ B(X) is a Hahn decomposition of X with
respect to µ then
µ+(Γ) = µ(Γ ∩ P ), µ−(Γ) = µ(Γ ∩N),∀Γ ∈ B(X). (219)
Now let Λ ∈ O(1, 3)+↑ Then since (ΛP ) ∪ (ΛN) = Λ(P ∪ N) = X, (ΛP ) ∩ (ΛN) =
Λ(P ∩N) = ∅, µ((ΛP )∩Γ) = µ((ΛP )∩(ΛΛ−1Γ)) = µ(P ∩(Λ−1Γ)) ≥ 0 and, similarly,
µ((ΛN) ∩ Γ) ≤ 0 ΛP and ΛN form a Hahn decomposition of µ. Therefore
µ+(ΛΓ) = µ(ΛP ∩ (ΛΓ)) = µ(Λ(P ∩ Γ)) = µ(P ∩ Γ) = µ+(Γ). (220)
Hence µ+ is a Lorentz invariant Borel measure. Therefore it has a spectral decom-
position of the form of Eq. 218. Sinilarly µ− is a Lorentz invariant Borel measure
and so it has a spectral decomposition of the form of Eq. 218. Thus µ has a spectral
decomposition of the form of Eq. 218 where σ : B((0,∞) → R is a Borel signed
measure.
Finally suppose that µ : B(X)→ C is a Lorentz invariant Borel complex measure.
Define Re(µ) : B(X)→ R and Im(µ) : B(X)→ R by
(Re(µ))(Γ) = Re(µ(Γ)), (Im(µ))(Γ) = Im(µ(Γ)),∀Γ ∈ B(X). (221)
Then for all Λ ∈ O(1, 3)+↑
(Re(µ))(ΛΓ) = Re(µ(ΛΓ)) = Re(µ(Γ)) = (Re(µ))(Γ). (222)
Thus Re(µ) is a Lorentz invariant Borel signed measure and so has a representation
of the form of Eq. 218 for some Borel signed measure σ. Similarly Im(µ) has such a
representation. Therefore µ has a representation of this form for some Borel complex
spectral measure σ : B((0,∞)) → C. This completes the proof of the spectral
theorem.
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Appendix 4: Dirac spinors
Construction of the Dirac spinors
Dirac spinors are usually obtained by seeking solutions to the Dirac equation of the
form
ψ+(x) = e−ik.xu(k), positive energy
ψ−(x) = eik.xv(k), negative energy, (223)
(Itzikson and Zuber, 1980, p. 55).
Thus, in general, we are seeking solutions to the Dirac equation of the form
ψ(x) = e−ip.xu, (224)
for some p ∈ R4, u ∈ C4. If u = 0 the the Dirac equation is trivially satisfied, so
assume that u 6= 0. Now if ψ is of this form then
(i∂/−m)ψ = 0⇔ (p/−m)u = 0. (225)
If this is the case then
0 = (p/+m)(p/−m)u = (p2 −m2)u. (226)
Therefore we must have that p2 = m2, i.e. that p ∈ H±m. Thus we are seeking
p ∈ H±m, u ∈ C4\{0} such that (p/−m)u = 0, i.e. u ∈ Ker(p/−m).
Let p ∈ H±m. Choose Λ ∈ O(1, 3)+↑, κ ∈ K such that
Λp = (±m,⇀0)T ,Λ = Λ(κ), (227)
(see (Mashford, 2017a)). Then
Ker(p/−m) = κ−1Ker(κ(p/−m)κ−1)
= κ−1Ker(Σ(Λp)−m)
= κ−1Ker(Σ((±m,⇀0)T )−m),
where Σ denotes the map p 7→ p/.
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We will use the Dirac representation for the gamma matrices in which
γ0 =
(
1 0
0 −1
)
. (228)
With respect to the metric g = γ0 the vectors {eα}3α=0 form an orthonormal basis
where
(eα)β = δαβ, (229)
i.e.
eαeβ = e
†
αγ
0eβ = γ
0
αβ,∀α, β ∈ {0, 1, 2, 3}. (230)
Now
Σ((±m,⇀0)T )−m =
(
±m−m 0
0 ∓m−m
)
, (231)
Therefore, if u = (u1, u2)
T then
u ∈ Ker(Σ((±m,⇀0)T )−m)⇔
(
±m−m 0
0 ∓m−m
)(
u1
u2
)
= 0
In the positive energy case, i.e. when p ∈ Hm this is equivalent to
u1 = arbitrary, u2 = 0. (232)
Hence Dim(Ker(p/−m)) = 2. In other words fermions have 2 polarization states. A
basis for Ker(p/−m) is
u0 = κ
−1e0, u1 = κ−1e1, (233)
and we may describe u0, u1 as being Dirac spinors associated with p ∈ Hm (u0, u1 are
not unique because the choice of κ is not unique).
Similarly, in the negative energy case, i.e. when p ∈ H−m a basis for Ker(p/−m)
is
v0 = κ
−1e2, v1 = κ−1e3. (234)
Now let v ∈ C4. Then clearly (p/ + m)v ∈ Ker(p/ − m). Therefore the space
< (p/ + m)eα, α = 0, 1, 2, 3 > is a subspace of Ker(p/ −m). We will show that in fact
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it is equal to Ker(p/−m). We have
(p/+m) = κ−1κ(p/+m)κ−1κ
= κ−1(Σ((±m,⇀0)T +m)κ
= κ−1
(
±m+m 0
0 ∓m+m
)
κ
= κ−1

±m+m 0 0 0
0 ±m+m 0 0
0 0 ∓m+m 0
0 0 0 ∓m+m
κ.
Thus, in the positive energy case,
(p/+m) = 2mκ−1(e0, e1, 0, 0)κ, (235)
and in the negative energy case
(p/+m) = 2mκ−1(0, 0, e2, e3)κ. (236)
Therefore
p/+m
2m
= (u0, u1, 0, 0)κ, (237)
(positive energy) and
p/+m
2m
= (0, 0, v0, v1)κ, (238)
(negative energy).
Let wα = κ
−1eα, α = 0, 1, 2, 3. {wα}3α=0 forms an orthonormal basis for C4 with
respect to the metric g = γ0. Then
p/+m
2m
wα = uα, for α = 0, 1, (239)
(positive energy) and
p/+m
2m
wα+2 = vα, for α = 0, 1, (240)
(negative energy).
Since {(2m)−1(p/ + m)wα, α = 0, 1} is a basis for Ker(p/ − m) it follows that
{(2m)−1(p/+m)eα, α = 0, 1, 2, 3} spans Ker(p/−m).
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It is straightforward to show that the Dirac spinors that we have constructed
satisfy the usual normalization properties (Itzikson and Zuber, 1980, p. 696).
Dirac bilinears in the non-relativistic approximation
In the non-relativistic approximation we have
p0
m
≈ 1, p
j
m
≈ 0, for j = 1, 2, 3. (241)
Therefore
κ ≈ I. (242)
Therefore we can take, in the positive energy case,
(u0, u1, 0, 0) =
p/+m
m
κ−1 = Σ((1,
⇀
0)T ) + 1 =

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
 . (243)
Thus
u0(p) = e0, u1(p) = e1,∀p ∈ Hm. (244)
Therefore
uα(p
′)γ0uβ(p) = u†α(p
′)γ0γ0uβ(p) = e†αeβ = δαβ,∀α, β ∈ {0, 1}, p, p′ ∈ Hm. (245)
Also
uα(p
′)ajγjuβ(p) = u†α(p
′)γ0ajγjuβ(p)
= e†α

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1


0 0 a3 a1 − ia2
0 0 a1 + ia2 −a3
−a3 −a1 + ia2 0 0
−a1 − ia2 a3 0 0
 eβ
= 0,
for all α, β ∈ {0, 1}, a ∈ R4, p, p′ ∈ Hm. Therefore
uα(p
′)γjuβ(p) = 0, ∀α, β ∈ {0, 1}, j ∈ {1, 2, 3}, p, p′ ∈ Hm. (246)
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Appendix 6: Rigorous justification of Argument 1
We want to show that if g(a, b, ) is defined by g(a, b, ) = µ(Γ(a, b, )) then the
following formal argument
g(a, b, ) = µ(Γ(a, b, )) (247)
=
∫
χΓ(a,b,)(p+ q) Ωm(dp) Ωm(dq)
≈
∫
χ(a,b)×B(0)(p+ q) Ωm(dp) Ωm(dq)
=
∫
χ(a,b)(ωm(
⇀
p) + ωm(
⇀
q ))χB(0)(
⇀
p +
⇀
q )
d
⇀
p
ωm(
⇀
p)
d
⇀
q
ωm(
⇀
q )
=
∫
χ(a,b)(ωm(
⇀
p) + ωm(
⇀
q ))χ
B(0)−
⇀
q
(
⇀
p)
d
⇀
p
ωm(
⇀
p)
d
⇀
q
ωm(
⇀
q )
≈
∫
χ(a,b)(2ωm(
⇀
q ))
4
3
pi3
ωm(
⇀
q )2
d
⇀
q ,
is justified in the sense that
lim
→0
−3g(a, b, ) =
4
3
pi
∫
χ(a,b)(2ωm(
⇀
q ))
1
ωm(
⇀
q )2
d
⇀
q . (248)
There are 2 ≈ signs that we have to consider. The first is between lines 2 and 3 and
arises because we are approximating the hyperbolic cylinder between a and b with an
ordinary cylinder of radius . We will show that the error is of order greater than 3.
Let Γ be the aforementioned hyperbolic cylinder. Then
Γ =
⋃
m∈(a,b)
S(m, ). (249)
Now
Γ = Γ′ ∼ Γ′− ∪ Γ′+, (250)
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where
Γ′ =
⋃
m∈(a,b)
{m} ×B(
⇀
0)
Γ′− =
⋃
m∈(a,a+)
({m} ×B(
⇀
0) ∼ S(m, )) ⊂
⋃
m∈(a,a+)
({m} ×B(
⇀
0))
Γ′+ =
⋃
m∈(b−,b)
({m} ×B(
⇀
0) ∼ S(m, )) ⊂
⋃
m∈(b−,b)
({m} ×B(
⇀
0)),
in which
a+ = (a2 + 2)
1
2 , b− = (b2 − 2) 12 ,  < b. (251)
It is straightforward to show that
|
∫
χΓ1∪Γ2(p+ q) Ωm(dp) Ωm(dq)−
∫
χΓ1(p+ q) Ωm(dp) Ωm(dq)| ≤∫
χΓ2(p+ q) Ωm(dp) Ωm(dq)
and
|
∫
χΓ1∼Γ2(p+ q) Ωm(dp) Ωm(dq)−
∫
χΓ1(p+ q) Ωm(dp) Ωm(dq)| ≤∫
χΓ2(p+ q) Ωm(dp) Ωm(dq),
for all Γ1,Γ2 ∈ B(R4). Therefore
|
∫
χΓ(p+ q) Ωm(dp) Ωm(dq)−
∫
χΓ′(p+ q) Ωm(dp) Ωm(dq)| ≤∫
χΓ′−(p+ q) Ωm(dp) Ωm(dq) +
∫
χΓ′+(p+ q) Ωm(dp) Ωm(dq)
We will show that
lim
→0
(−3
∫
χΓ+−(p+ q) Ωm(d
⇀
p)Ωm(d
⇀
q )) = 0, (252)
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It suffices to consider the + case. We have∫
χΓ+(p+ q) Ωm(d
⇀
p)Ωm(d
⇀
q ) =
∫
χ(a,a+)×B(0)(p+ q) Ωm(dp) Ωm(dq)
=
∫
χ(a,a+)(ωm(
⇀
p) + ωm(
⇀
q ))χ
B(0)−
⇀
q
(
⇀
p)
d
⇀
p
ωm(
⇀
p)
d
⇀
q
ωm(
⇀
q )
. (253)
We will come back to this equation later but will now return to the general ar-
gument 247 and consider the second and final ≈. This ≈ arises because we are
approximating
⇀
p by −⇀q since ⇀p ranges over a ball of radius  centred on −⇀q .
Suppose that
⇀
p and
⇀
q are such that χ
B(0)−
⇀
q
(
⇀
p) = 1. Then |⇀p + ⇀q | < . Thus
||⇀p | − |⇀q || < . Hence
|ωm(
⇀
p)− ωm(
⇀
q )| = |(⇀p 2 +m2) 12 − (⇀q 2 +m2) 12 )|
=
∣∣∣∣∣∣
⇀
p
2 − ⇀q 2
(
⇀
p
2
+m2)
1
2 + (
⇀
q
2
+m2)
1
2 )
∣∣∣∣∣∣
≤ |
⇀
p
2 − ⇀q 2|
2m
=
||⇀p | − |⇀q || × ||⇀p |+ |⇀q ||
2m
<

2m
||⇀p |+ |⇀q ||.
We have |⇀p | ∈ (|⇀q | − , |⇀q |+ ). Therefore |⇀p |+ |⇀q | < 2|⇀q |+ ). Thus
|ωm(
⇀
p)− ωm(
⇀
q )| < 
2m
(2|⇀q |+ ).
Therefore
|ωm(
⇀
p) + ωm(
⇀
q )| = |ωm(
⇀
p)− ωm(
⇀
q ) + ωm(
⇀
q ) + ωm(
⇀
q )|
≤ |ωm(
⇀
p)− ωm(
⇀
q )|+ 2ωm(
⇀
q )
< 2ωm(
⇀
q ) +

2m
(2|⇀q |+ ).
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Now let
I() =
∫
χ(a,b)(ωm(
⇀
p) + ωm(
⇀
q ))χ
B(0)−
⇀
q
(
⇀
p)
d
⇀
p
ωm(
⇀
p)
d
⇀
q
ωm(
⇀
q )
J() =
∫
χ(a,b)(2ωm(
⇀
q ))χ
B(0)−
⇀
q
(
⇀
p)
d
⇀
p
ωm(
⇀
p)
d
⇀
q
ωm(
⇀
q )
K() =
∫
χ(a,b)(2ωm(
⇀
q ))
4
3
pi3
ωm(
⇀
q )2
d
⇀
q
We will show that
lim
→0
−3(I()− J()) = 0, and lim
→0
−3(J()−K()) = 0. (254)
Concerning the first limit we note that χ(a,b)(ωm(
⇀
p) +ωm(
⇀
q )) differs from χ(2ωm(
⇀
q ))
if and only if ωm(
⇀
p) + ωm(
⇀
q ) ∈ (a, b) but 2ωm(
⇀
q ) ≤ a or else 2ωm(
⇀
q ) ∈ (a, b) but
ωm(
⇀
p) + ωm(
⇀
q ) ≥ b. Thus
|I()− J()| = I1() + I2(), (255)
where
I1() =
∫
χ(a,b)(ωm(
⇀
p) + ωm(
⇀
q ))χ(−∞,a](2ωm(
⇀
q ))χ
B(0)−
⇀
q
(
⇀
p)
d
⇀
p
ωm(
⇀
p)
d
⇀
q
ωm(
⇀
q )
I2() =
∫
χ[b,∞)(ωm(
⇀
p) + ωm(
⇀
q ))χ(a,b)(2ωm(
⇀
q ))χ
B(0)−
⇀
q
(
⇀
p)
d
⇀
p
ωm(
⇀
p)
d
⇀
q
ωm(
⇀
q )
(256)
We will show that
lim
→∞
−3I1() = 0. (257)
I2 can be dealt with similarly.
Consider f : [0,∞)→ (0,∞) defined by
f(p) = ωm(p)
−1 = (p2 +m2)−
1
2 .
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Then
f ′(p) = −p(p2 +m2)− 32 .
Therefore, by Taylor’s theorem
f(p)− f(q) = −r(r2 +m2)− 32 (p− q),
for some r between q and p. Thus
|f(p)− f(q)| ≤ (q + )((q + )2 +m2)− 32 ,
if |p− q| <  and so
f(p) ≤ f(q) + (q + )((q + )2 +m2)− 32  = (q2 +m2)− 12 + (q + )((q + )2 +m2)− 32 .
Therefore
1
ωm(
⇀
p)
≤ (⇀q 2 +m2)− 12 + (|⇀q |+ )((|⇀q |+ )2 +m2)− 32 .
Also
ωm(
⇀
p) + ωm(
⇀
q ) ∈ (a, b) and 2ωm(
⇀
q ) ≤ a⇒ a− 
2m
(2|⇀q |+ ) < 2ωm(
⇀
q ) ≤ a.
Therefore
I1() ≤
∫
χ
(a−(2|
⇀
q |+)/(2m),a)
(2ωm(
⇀
q ))χ
B(0)−
⇀
q
(
⇀
p)
((
⇀
q
2
+m2)−
1
2 + (|⇀q |+ )((|⇀q |+ )2 +m2)− 32 )d⇀p d
⇀
q
ωm(
⇀
q )
=
4
3
pi3
∫
χ
(a−(2|
⇀
q |+)/(2m),a)
(2ωm(
⇀
q ))
((
⇀
q
2
+m2)−
1
2 + (|⇀q |+ )((|⇀q |+ )2 +m2)− 32 ) d
⇀
q
ωm(
⇀
q )
(258)
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Hence
−3I1() ≤ 4
3
pi
∫
χ
(a−(2|
⇀
q |+)/(2m),a)
(2ωm(
⇀
q ))
((
⇀
q
2
+m2)−
1
2 + (|⇀q |+ 1)((|⇀q |+ 1)2 +m2)− 32 ) d
⇀
q
ωm(
⇀
q )
, (259)
for all  < 1. The integrand vanishes outside the compct set
C = {⇀q ∈ R3 : 2ωm(
⇀
q ) ≤ a},
is dominated by the integrable function
g(
⇀
q ) = ((
⇀
q
2
+m2)−
1
2 + (|⇀q |+ 1)((|⇀q |+ 1)2 +m2)− 32 ) 1
ωm(
⇀
q )
,
and converges pointwise to 0 everywhere on C as → 0 except on the set {⇀q ∈ R3 :
2ωm(
⇀
q ) = a} which is a set of measure 0. Therefore by the dominated convergence
theeorem
lim
→∞
−3I1() = 0, (260)
as required.
Part of the argument that we have given above to establish the correctness of the
first limit in Eq. 254 can be used to establish the second limit in that equation.
We have therefore dealt with the second ≈ in Eq. 247. To finish dealing with the
first ≈ we have, from Eq. 253 and subsequent calculations that
lim
→0
−3
∫
χΓ+(p+ q) Ωm(d
⇀
p)Ωm(d
⇀
q ) = lim
→0
−3
∫
χ(a,a+)(ωm(
⇀
p) + ωm(
⇀
q ))χ
B(0)−
⇀
q
(
⇀
p)
d
⇀
p
ωm(
⇀
p)
d
⇀
q
ωm(
⇀
q )
=
4
3
pi
∫
χ(a,a+)(2ωm(
⇀
q ))
d
⇀
q
ωm(
⇀
q )2
=
4
3
pi(4pi)
∫
r2∈(a2,a+2)
r2(2(r2 +m2)
1
2 )
dr
r2 +m2
≤ 4
3
pi(4pi)
∫
r2∈(a2,a+2)
a+2(2(a+2 +m2)
1
2 )
dr
m2
,
71
→ 0 as  → 0 since a+ → a as  → 0. This completes the proof of the validity of
Argument 1.
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