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Abstract—This work develops a novel power control frame-
work for energy-efficient power control in wireless networks. The
proposed method is a new branch-and-bound procedure based
on problem-specific bounds for energy-efficiency maximization
that allow for faster convergence. This enables to find the global
solution for all of the most common energy-efficient power control
problems with a complexity that, although still exponential in the
number of variables, is much lower than other available global
optimization frameworks. Moreover, the reduced complexity of
the proposed framework allows its practical implementation
through the use of deep neural networks. Specifically, thanks
to its reduced complexity, the proposed method can be used to
train an artificial neural network to predict the optimal resource
allocation. This is in contrast with other power control methods
based on deep learning, which train the neural network based
on suboptimal power allocations due to the large complexity that
generating large training sets of optimal power allocations would
have with available global optimization methods. As a benchmark,
we also develop a novel first-order optimal power allocation
algorithm. Numerical results show that a neural network can
be trained to predict the optimal power allocation policy.
Index Terms—Energy Efficiency, Non-Convex Optimization,
Branch-and-Bound, Sum-of-Ratios, Interference Networks, Deep
Learning, Artificial Neural Network
I. INTRODUCTION
Energy management is known to be one of the crucial issues
for the sustainability of future wireless communication net-
works, whose bit-per-Joule energy efficiency (EE) is required
to increase by a factor 2000 compared to present networks [3].
To this end, several energy management techniques have been
proposed, such as energy-efficient network deployment, the
use of renewable energy sources, as well as the development
of resource allocation techniques aimed at EE maximization
[4]. This work focuses on the last of these energy management
approaches, and in particular on the issue of energy-efficient
power control.
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Due to the fractional nature of energy-efficient performance
metrics, traditional convex optimization theory can not directly
handle energy-efficient power control problems. Instead, the
mathematical frameworks of generalized concavity theory and
fractional programming provide a suitable set of optimiza-
tion methods. However, these optimization tools come with
a limited complexity only when the fractional function to
maximize fulfills certain mathematical assumptions, such as
the concavity of the numerator [5]. Unfortunately, this re-
quirement is not fulfilled whenever an interference-limited
network needs to be optimized, and indeed in these cases
EE maximization problems are typically NP-hard [6]. Thus,
several suboptimal methods have been proposed for energy-
efficient resource allocation in wireless interference networks.
The simplest approach is to resort to interference cancelation
techniques or to orthogonal transmission schemes, thus falling
back into the noise-limited regime [7]–[9]. However, this
either leads to a poor resource efficiency, or to noise en-
hancement effects and/or non-linear receive schemes. A more
recent approach is instead of trying to develop energy-efficient
power control algorithms that, although not provably optimal,
enjoy limited (typically polynomial) complexity. In [10], the
maximization of the system global energy efficiency (GEE) is
pursued by merging fractional programming with alternating
optimization, decomposing the problem into a series of simpler
sub-problems. A similar approach is used in [11], where
the minimum of the users’ EEs is maximized, and in [12],
where the sum of the individual users’ EEs is considered.
In [13], fractional programming is merged with sequential
optimization theory to develop power control algorithms for
the maximization of the system GEE or minimum of the users’
EEs. Unlike previous contributions, the method proposed there
guarantees first-order optimality, and has been numerically
shown to achieve global optimality in small network setups in
[14]. Results for networks with a larger number of users are
not available at present, mainly due to the fact that, in order
to compute the global maximum of the GEE in networks with
more than a handful of users, available global optimization
frameworks require a computational complexity that is imprac-
tical even for offline simulation. This issue is even more severe
when other energy-efficient metrics are considered, such as the
product or the sum of the users’ EEs. In particular, the maxi-
mization of the sum of the users’ EEs is acknowledged as the
hardest energy-efficient power control problem [5], and it has
been numerically shown in [1] that, unlike what was shown for
2the GEE in [14], state-of-the-art first-order optimal methods
with polynomial complexity have a gap to the global solution
even in networks with a few users. Moreover, it is known
that weighted sum energy efficiency (WSEE) maximization is
an NP-complete optimization problem even if each ratio has
concave numerator and linear denominator [15], due to the
fact that addition is not guaranteed to preserve properties like
pseudo-concavity or quasi-concavity.
Thus, the analysis of the state-of-the-art shows a significant
gap regarding the availability of optimization frameworks that
allow the computation of the global maximum of energy-
efficient performance metrics in wireless interference networks
with a complexity that is at least affordable for offline simu-
lation. Besides having its own theoretical value, developing
a framework for efficient offline global optimization is of
interest also because it provides a practical way to benchmark
the performance of any sub-optimal, low-complexity opti-
mization routine. Finally, having efficient global optimization
algorithms represents a key requirement also for the use
of deep learning in wireless communications, a topic that
has been gaining momentum recently [16], [17]. Indeed, an
efficient global optimization algorithm provides a feasible way
to generate large training sets, which is a critical requirement
in order for artificial neural networks (ANNs) to perform well.
Specifically, the main contributions of the work are as
follows:
• We develop a novel and improved
branch-and-bound (BB)-based algorithm to globally
solve the most common energy-efficient power control
problems with a complexity that is much lower than
available global optimization approaches for these kind
of problems. This is achieved thanks to the development
of improved bounding techniques that significantly
accelerate the convergence of the algorithm to the
global solution. This makes it possible to globally solve
NP-hard optimization problems in a time that is fully
affordable for offline simulations.
• In addition to the newly proposed BB-based algorithm,
we also propose a novel power control algorithm that
is guaranteed to obtain a first-order optimal solution
of the WSEE maximization problem with polynomial
complexity. Although not enjoying global optimality, this
approach provides a practical benchmark to assess the
performance of other optimization methods.
• Finally, we also develop a feedforward ANN-based
energy-efficient power control method that works in tan-
dem with the proposed BB-based algorithm and leverages
the universal approximation property of ANNs. Specifi-
cally, the lower complexity of the proposed BB-based
algorithm enables the offline generation a large training
set containing optimal power allocations for many dif-
ferent channel realizations, which is then used to train
an ANN to learn the optimal map between the network
channel realization and the corresponding optimal power
control policy. Afterwards, the trained ANN is able to
provide a power control policy for new realizations of the
network channels not contained in the training set with
an extremely limited computational complexity that es-
sentially amounts to performing one forward propagation
of the ANN. Thus, the trained ANN can be applied as
an effective and low-complexity online power allocation
method. It is to be stressed how this approach differs
from previous related works, which train the ANN based
on suboptimal power allocation routines [18], [19], and
are thus intrinsically limited by the sub-optimality of the
data in the training set. Instead, the reduced complexity
of our proposed BB-based algorithm makes it practical
to generate offline large training sets with optimal power
allocations.
• Extensive numerical results are provided to assess the
performance of the proposed approaches. Interestingly,
it is found that both the proposed first-order approach
and the ANN-based approach achieve near-optimal perfor-
mance but at very different computational cost. Moreover,
our numerical analysis shows that the proposed ANN-
based method is even robust to mismatches in the channel
statistics between the training data and the actual scenario
in which the ANN is tested.
The rest of the work is organized as follows. Section II
describes the system model and formulates the power control
problem. Section III introduces the proposed globally opti-
mal algorithm. Section IV introduces the proposed first-order
optimal power control algorithm, while Section V develops
the ANN-based power control method that employs an ANN
trained on the globally optimal algorithm from Section III.
Section VI illustrates the numerical performance assessment
of the proposed algorithms, while concluding remarks are
provided in Section VII.
Notation: Vectors a and matrices A are typeset in bold
face, sets and maps in calligraphic letters A. The sets of real
and complex numbers are denoted by R and C, respectively.
We define the sets {ai}ni=1 = {a1, a2, . . . , an} and vectors
(ai)
n
i=1 = (a1, a2, . . . , an) where we might omit the index
bounds if clear from the context. [a, b] = {x | ai ≤ xi ≤
bi, for all i = 1, . . . , n}, while a ≤ b means ai ≤ bi for
all i = 1, . . . , n, 0 denotes a zero vector of appropriate
dimension, and scalar functions applied to vectors are to be
applied element-wise, e.g., loga = (log ai)
n
i=1. The operators
‖·‖, |·|, (·)T , and (·)H denote the L2-norm, absolute value,
transpose, and conjugate transpose, respectively. Logarithms
are, unless noted otherwise, to the base 2, and ln denotes the
natural logarithm. Definitions and approximations are marked
by := and ≈, respectively.
II. SYSTEM MODEL & PROBLEM STATEMENT
Consider the uplink of a multi-cell interference network
with L single antenna user equipments (UEs) served by M
base station (BS), equipped with nR antennas each. Let a(i)
be the BS serving user i. Then, the received signal at BS a(i)
is
ya(i) =
L∑
j=1
ha(i),jxj + za(i) (1)
wherein ha(i),j ∈ C
nR is the channel from UE j to BS a(i),
xj ∈ C the symbol transmitted by UE j, and za(i) zero-mean
3circularly symmetrical complex Gaussian noise with power σ2i .
Each UE is subject to an average transmit power constraint,
i.e., pj ≤ Pj where pj is the average power of xj . Upon
matched-filter reception, and under the assumption of Gaussian
codebooks, the achievable rate from UE i to its intended BS
is
Ri = B log
(
1 +
αipi
1 +
∑
j 6=i βi,jpj
)
(2)
with B the communication bandwidth, αi =
‖ha(i),i‖
2
σ2
i
, and
βi,j =
|hHa(i),iha(i),j |
2
σ2
i ‖ha(i),i‖
2 .
In this context, the EE of the link between UE i and its
intended BS is defined as the benefit-cost ratio in terms of
the link’s achievable rate and power consumption necessary
to operate the link, i.e.,
EEi =
B log
(
1 +
αipi
1 +
∑
j 6=i βi,jpj
)
µipi + Pc,i
(3)
with µi the inefficiency of UE i’s power amplifier and Pc,i the
total static power consumption of UE i and its associated BS.
A. Problem Formulation and Motivation
The goal of this work is to develop an efficient
and effective algorithm to solve energy-efficient power
control problems. The four fundamental energy-efficient
metrics that have received most research attention
in the open literature are the GEE, the WSEE, the
weighted product energy efficiency (WPEE), and the
weighted minimum energy efficiency (WMEE), defined
as
GEE =
∑L
i=1 log
(
1 + αipi1+
∑
j 6=i βi,jpj
)
∑L
i=1 (µipi + Pc,i)
(4)
WSEE =
L∑
i=1
wi
log
(
1 + αipi1+
∑
j 6=i βi,jpj
)
µipi + Pc,i
(5)
WPEE =
L∏
i=1
 log
(
1 + αipi1+
∑
j 6=i βi,jpj
)
µipi + Pc,i
wi (6)
WMEE = min
1≤i≤L
wi
log
(
1 + αipi1+
∑
j 6=i βi,jpj
)
µipi + Pc,i
. (7)
In order to consider a specific case-study, the optimization
algorithms to be developed in the following will be stated
primarily with reference to the problem of WSEE maximiza-
tion. Nevertheless, it must be stressed that both the global
optimization framework and the ANN-based method to be
developed are general enough to apply to all four energy-
efficient metrics above. This will be explicitly shown in
Section III with reference to the global optimization method,
and in Section V with reference to the ANN-based method.
Regarding the motivation for choosing the WSEE as main
case-study, several arguments can be made. First of all, as al-
ready mentioned, the WSEE is the hardest to maximize among
energy-efficient metrics. Thus, showing that our optimization
framework performs well in this case represents a strong
motivation for its use to tackle other energy-efficient power
control problems, too. Among the reasons that make Problem
(P1) so challenging to handle by traditional optimization
techniques, the following observations hold:
• The objective of (P1) is a sum of fractions, a functional
form that is NP-complete in general [15], and which
indeed can not be tackled with polynomial complexity
by any available fractional programming technique.
• Each summand of the objective of (P1) is a fraction with a
non-concave numerator, which would make (P1) NP-hard
even if only the weighted sum-rate were to be maximized
(i.e., if µi = 0 for all i = 1, . . . , L) [6].
Another reason to motivate the consideration of the WSEE
lies in its different operational meaning compared to the more
widely-considered GEE metric. While the latter is meant to
optimize the EE of the network as a whole, the former enables
to balance the EE levels among the UEs, thanks to the use of
the weights wi ≥ 0, prioritizing the EE of some links over
others. For example, some terminals might not have a reliable
energy source, e.g., due to being powered by a renewable
energy source. In this case, it can be useful to prioritize the
individual EE of these users over that of the other users.
Further elaborating on the prioritization of the users’ indi-
vidual EEs, it is important to mention that Problem (P1) can
be cast into the framework of multi-objective optimization.
Formally speaking, let us consider the problem of jointly
maximizing all of the users’ individual EEs, namely
max
0≤p≤P
[EE1(p),EE2(p), . . . ,EEL(p)] (8)
with p = [p1, . . . , pL] and P = [P1, . . . , PL]. A moment’s
thought shows that the individual EEs are conflicting objec-
tives, since, for all i, (3) is strictly decreasing in pj for all j 6= i,
i.e., pj = 0 for all j 6= i maximizes (3), but the optimal pi is
strictly positive. Thus, no power allocation vector exists that
simultaneously maximizes all individual EEs. In this context,
in order to define a suitable solution concept for (8), the notion
of energy-efficient Pareto region is defined as the set of all EE
vectors [EE1(p),EE2(p), . . . ,EEL(p)] which can be attained
by a feasible power allocation vector p. The outer boundary of
the Pareto region is called Pareto boundary, and provides all
feasible operating points at which it is not possible to improve
the EE of one user, without decreasing the EE of another user
[20], [21]. For this reason, the points on the Pareto-boundary
are called Pareto-optimal and are commonly understood as the
solutions of the multi-objective optimization problem.
Having said this, a popular method of determining Pareto-
optimal solutions is the so-called scalarization approach, which
consists of maximizing a weighted sum of the objectives.
Therefore, Problem (P1) is the scalarized version of the multi-
objective Problem (8), and thus solving (P1) yields a Pareto-
optimal1 solution of (8).
1It can be proved that solving a scalarized problem for varying combinations
of the weights enables to obtain the complete convex hull of the Pareto-
boundary.
4A third motivation to focus on the WSEE is that it is a
direct generalization of the system weighted sum-rate
WSR =
L∑
i=1
wi log
(
1 +
αipi
1 +
∑
j 6=i βi,jpj
)
, (9)
obtained from the WSEE by setting µi = 0 and Pc,i = 1 for
all i = 1, . . . , L. In addition, we emphasize that the global
optimization approach and the ANN-based approach to be
developed in Sections III and V, respectively, are not restricted
to the WSEE, and will be shown to encompass all four major
energy-efficient metrics defined above.
Finally, based on all the above considerations, the main op-
timization problem to be considered in the following sections
is the maximization of the WSEE subject to maximum power
constraints, which is formulated asmaxp
L∑
i=1
wi
log
(
1 + αipi1+
∑
j 6=i βi,jpj
)
µipi + Pc,i
s. t. 0 ≤ pi ≤ Pi, for all i = 1, 2, . . . , L,
(P1)
The coming section develops a novel BB-based method to
obtain the global solution of (P1), with a lower complexity
than other global optimization frameworks.
III. GLOBALLY OPTIMAL POWER CONTROL
Problem (P1) has, in general, multiple locally optimal solu-
tions and is known to be NP-complete [15]. Thus, traditional
optimization approaches like gradient descent or interior-point
methods are not able to solve (P1) globally. Instead, in this
section we develop a novel BB procedure to solve (P1) with
guaranteed global optimality, while at the same time lowering
the complexity with respect to BB methods using general-
purpose bounds, e.g., monotonic optimization [22] or mixed
monotonic programming [23].
The approach successively partitions the set [0,P ] =
[0,Pi]
L into L-dimensional hyper-rectangles of the form
Mk = {p : r
(k)
i ≤ pi ≤ s
(k)
i , ∀ i = 1, . . . , L} , [r
(k),s(k)] .
(10)
In each hyper-rectangle Mk, we require an upper-bound
β(Mk) of (P1) on Mk, i.e., a power vector p˜(k) ∈ Mk
feasible for (P1) with WSEE greater than or equal to the
WSEE achieved by any other power vector in Mk. Such a
bound over the box Mk = [r(k), s(k)] is
max
p∈Mk
L∑
i=1
wi
log
(
1 + αipi1+
∑
j 6=i βi,jpj
)
µipi + Pc,i
≤
L∑
i=1
wi max
p∈Mk
log
(
1 + αipi1+
∑
j 6=i βi,jpj
)
µipi + Pc,i
=
L∑
i=1
wi max
r
(k)
i
≤pi≤s
(k)
i
log
(
1 + αipi
1+
∑
j 6=i βi,jr
(k)
j
)
µipi + Pc,i︸ ︷︷ ︸
:=EEi(pi,Mk)
=: β(Mk) (11)
where the last step is due to EEi being decreasing in pj for
all j 6= i. Thus, we compute the bound by maximizing each
EEi with respect to p over Mk. This provides an excellent
accuracy-complexity trade-off and leads to fast convergence,
as confirmed by the numerical analysis reported in Section VI.
At the same time, the bound can be computed with reason-
ably low computational complexity. Indeed, EEi(pi,Mk) is
a strictly pseudo-concave function of pi, being the ratio of a
strictly concave over an affine function [5]. Thus, its global
maximizer is obtained as the unique zero of its derivative,
namely the unique solution of the equation:
αi(µipi + Pc,i)
1 +
∑
j 6=i βi,jr
(k)
j + αipi
= µi ln
(
1 +
αipi
1 +
∑
j 6=i βi,jr
(k)
j
)
,
(12)
which is denoted by p˜
(k)
i . Equation (12) can be solved nu-
merically with any root finding algorithm, e.g. with Newton-
Raphson’s or Halley’s method. However, due to ddpiEEi ap-
proaching zero quickly as pi →∞ these methods might suffer
from numerical problems. Instead, a more stable numerical
solution of (12) is computed as
pˆ
(k)
i =
1
α˜i
 α˜iµiPc,i − 1
W0
((
α˜i
µi
Pc,i − 1
)
e−1
) − 1
 , (13)
where α˜i =
αi
1+
∑
j 6=i βi,jr
(k)
j
and W0(·) is the principal branch
of the Lambert W function. The point pˆ
(k)
i might be outside
Mk. Due to the pseudo-concavity of EEi(pi,Mk), the optimal
solution is
p˜
(k)
i =

r
(k)
i if p
(k)
i ≤ r
(k)
i
pˆ
(k)
i if rˆ
(k)
i < p
(k)
i < s
(k)
i
s
(k)
i otherwise
(14)
This bound is tight at r(k), i.e., EEi(r
(k)) = EEi(r
(k)
i ,M
k),
and the bounding procedure generates a point p˜
(k)
i that is
often in the interior of Mk. This allows the use of an
adaptive bisection rule that drives the bound directly towards
an objective value. Instead, typical exhaustive bisection strives
to reduce the size of each partition element towards a singleton
which results in much slower convergence. In particular, in
each iteration k the hyper-rectangleMk = [r(k), s(k)] with the
best bound is selected and then bisected via (v(k), jk) where
v(k) =
1
2
(p˜(k) + r(k)), jk = argmax
j
∣∣∣p˜(k)j − r(k)j ∣∣∣ . (15)
The partition sets are given by the subrectanglesMk− andM
k
+
determined by the hyperplane pjk = vjk as
Mk− = {x | r
(k)
jk
≤ xjk ≤ v
(k)
jk
, r
(k)
i ≤ xi ≤ s
(k)
i (i 6= jk)}
Mk+ = {x | v
(k)
jk
≤ xjk ≤ s
(k)
jk
, r
(k)
i ≤ xi ≤ s
(k)
i (i 6= jk)}.
(16)
The final procedure is stated in Algorithm 1. The set
Rk holds all hyper-rectangles to be examined and γ is the
current best value (CBV). In lines 3–5, the box Mk with the
best bound is selected and bisected. Later, in line 16, this
hyper-rectangle is removed from Rk. Each of the resulting
5Algorithm 1 Global optimal solution of (P1)
1: Initialize R0 = {[0,P ]}, γ = −∞, k = 0
2: repeat
3: Select Mk ∈ argmax{β(M) |M ∈ Rk}.
4: Bisect Mk via (vk, jk) with (v
k, jk) as in (15) and
5: Let Pk = {M
k
−,M
k
+} with M
k
−, M
k
+ as in (16).
6: for all M∈ Pk do
7: if β(M) > γ + ε then
8: Add M to Sk.
9: Let r such that M = [r, s].
10: if f(r) > γ then
11: p¯← r
12: γ ← f(r)
13: end if
14: end if
15: end for
16: Rk+1 ← Sk ∪Rk \ {M
k}
17: k ← k + 1
18: until Rk = ∅
19: return p¯ as the optimal solution
subrectangles is examined in lines 6–15. If its bound is not
better than the CBV (plus the absolute tolerance ε), it is
ignored. Otherwise, it is added to Rk in line 16. Then, the
algorithm selects a feasible point from Mk and updates the
current best solution (CBS) if the objective value for this point
is better than the CBV. When Rk is empty, there are no further
hyper-rectangles to examine and the problem is solved.
Convergence of Algorithm 1 is stated formally below.
Proposition 1: For every ε > 0, Algorithm 1 converges in
a finite number of iterations towards a point with objective
value within an ε-region of the global optimal value of (P1).
Proof: First, observe that the branching procedure does
not generate any box containing infeasible points. Hence, no
feasibility checks are necessary during Algorithm 1.
After each iteration, Rk contains all boxes that might hold
a better solution than the CBS p¯. If the algorithm terminates,
then all boxes M generated from Rk after the last update of
γ had a bound β(M) ≤ γ+ε. Since p¯ is feasible and satisfies
f(p¯) > β(M)−ε ≥ max
p∈M
f(p)−ε for everyM, p¯ is a global
ε-optimal solution. Thus, it remains to show that the algorithm
is finite, i.e., that the termination criterion Rk = ∅ occurs at
some point. By virtue of [24, Prop. 6.2], this is the case if
both points p˜(k), r(k) in (15) are in Mk, p˜(k) is feasible, and
the bounding procedure satisfies
f
(
r(kv)
)
− β
(
Mkv
)
= o
(∥∥p˜(k) − r(k)∥∥). (17)
Since, by [24, Thm. 6.4], there exists a subsequence {kv}v
such that r(kv) and p˜(kv) approach a common limit x as v →
∞, it holds that
f(r(kv))− β(Mkv )
=
L∑
i=1
wiEEi(r
(kv)
i ,M
kv )−
L∑
i=1
wiEEi(p˜
(kv)
i ,M
kv)→ 0,
and, thus, β(Mkv ) → f(x). This point is feasible for (P1)
and, hence, β(Mkv ) ≥ f(x). Therefore, β(Mkv ) → f(x∗)
with x∗ the optimal solution of (P1) as v →∞.
The following remarks are in order.
Remark 1: Inspecting Algorithm 1, it can be seen that
each step towards the computation of the optimal power
allocation is continuous with respect to the channel parameters
{αi,βi,j}i,j , with the exception of (13), which has a discon-
tinuity in αi = 0. Therefore, in order to claim the continuity
of the map (24), which will be required by Proposition 3,
it is necessary to assume that αi is bounded below by a
strictly positive quantity, i.e., αi > ωi, for some ωi > 0 and
i = 1, . . . , L. This assumption does not seem restrictive for
any practical system, recalling that αi is the channel-to-noise
ratio between the i-th UE and the associated BS.
Remark 2: If it is desired to use a relative tolerance instead
of an absolute tolerance, it is sufficient to replace “β(M) >
γ + ε” by “β(M) > (1 + ε)γ” in line 7 of Algorithm 1.
A. Application to other Energy Efficiency Metrics
This section explicitly shows how to apply the proposed
framework to other performance metrics. It was already ob-
served in Section II-A that the WSEE generalizes the system
weighted sum-rate defined in (9), and thus the proposed
approach naturally applies to the maximization of the weighted
sum-rate with p˜(k) = s(k) as can be easily seen from (11).
Instead, the application of our framework to other EE metrics
requires more effort. Specifically, we will consider the WPEE,
WMEE, and GEE functions, as defined in (6), (7), and (4).
1) WPEE and WMEE maximization: Let us consider the
WPEE function. The main issue regarding the applicability of
the proposed BB procedure is the derivation of a bound for
the WPEE over the generic hyper-rectangleMk, that is tight,
satisfies (17), and is simple to maximize. To this end, observe
that we can write
max
p∈Mk
L∏
i=1
log
(
1 + αipi1+
∑
j 6=i βi,jpj
)
µipi + Pc,i
≤
L∏
i=1
max
p∈Mk
log
(
1 + αipi1+
∑
j 6=i βi,jpj
)
µipi + Pc,i
=
L∏
i=1
max
r
(k)
i
≤pi≤s
(k)
i
log
(
1 + αipi
1+
∑
j 6=i βi,jr
(k)
j
)
µipi + Pc,i
(18)
=: β(Mk). (19)
Note that, for any i = 1, . . . , L, the upper-bound β(Mk) in
(18) coincides with that obtained for the WSEE function in
(11). Thus, the same approach used for WSEE maximization
applies also to the maximization of the WPEE.
Moreover, it can be seen that the same bounding technique
applies also to the WMEE function. Indeed, all steps above
can be made also if the product of the EEs is replaced by the
minimum of the EEs. Indeed, both are increasing functions
of the individual EEs and no differentiability assumption is
required by the proposed BB procedure.
62) GEE Maximization: The GEE function does not explic-
itly depend on the individual EEs, which slightly complicates
the bounding technique. Nevertheless, a similar approach
applies. Defining Pc =
∑L
i=1 Pc,i, we have
max
p∈Mk
∑L
i=1 log
(
1 + αipi1+
∑
j 6=i βi,jpj
)
Pc +
∑L
i=1 µipi
≤
L∑
i=1
max
p∈Mk
log
(
1 + αipi1+
∑
j 6=i βi,jpj
)
Pc +
∑L
i=1 µipi
=
L∑
i=1
max
s
(k)
i
≤pi≤r
(k)
i
log
(
1 + αipi
1+
∑
j 6=i βi,jr
(k)
j
)
µipi + Pc +
∑
j 6=i µjr
(k)
j
(20)
=: β(Mk), (21)
where the last step is due to
log
(
1+
αipi
1+
∑
j 6=i βi,jpj
)
Pc+
∑
L
ℓ=1 µℓpℓ
being de-
creasing2 in pj for all j 6= i. Although slightly different from
that obtained for the WSEE, WPEE, and WMEE, the bound in
(20) is formally equivalent to (11) as a function of pi. Thus, the
same maximization procedure applies to GEE maximization,
too.
IV. FIRST-ORDER OPTIMAL POWER CONTROL
This section is devoted to developing a power control
algorithm with guaranteed convergence to a first-order optimal
point of Problem (P1). Besides providing an alternative power
control approach with polynomial complexity, the method
developed here also provides a theoretically solid benchmark
for other approaches. The algorithm proposed in this section
is inspired by the successive pseudo-concave framework from
[25], which tackles the maximization of a function f by max-
imizing a sequence of approximate functions {f˜t}t fulfilling
the following properties for all j:
1) f˜t(p;p
(t)) is pseudo-concave in p for any feasible p(t).
2) f˜t(p;p
(t)) is continuously differentiable in p for any
feasible p(t) and continuous in p(t) for any feasible p.
3) ∇pf˜t(p
(t);p(t)) = ∇pf(p
(t)).
4) f˜t(p;p
(t)) has a non-empty set of maximizers in the
feasible set.
5) Given any convergent subsequence {p(t)}t∈T where T ⊆
{1, 2, . . .}, the sequence {argmaxp∈P f˜t(p;p
(t))}t∈T is
bounded.
It is seen that the approximate functions are parametrized by
p(t) and the properties above need to hold for any feasible
p(t). In practice, p(t) is updated according to a specific rule
after each iteration, as will be explained in the sequel.
Under the assumptions above, [25] shows that every limit
point of the sequence p∗t of maximizers of f˜t with respect
to p, converges to a first-order optimal point for the original
problem of maximizing f . Moreover, due to the first property
above, for all t, the maximization of f˜t can be accomplished
with polynomial complexity by standard optimization methods
2This can be verified easily from the first-order derivative.
[26].3 Thus, the crucial point when employing the above
framework is about finding suitable approximate functions
{f˜t}t that fulfill all above assumptions. Next, it is shown
how this can be accomplished for the WSEE maximization
Problem (P1).
To elaborate, recalling (2), and for a given point p(t), we
propose the following approximation for EEi in (3),
wiEEi ≈ E˜Ei(p;p
(t)) = wi
Ri(pi,p
(t)
−i)
µip
(t)
i + Pc,i
+ (pi − p
(t)
i )
·
wi −µiRi(p(t))
(µip
(t)
i + Pc,i)
2
+
∑
j 6=i
wj
∂
∂pi
Rj(p
(t))
µip
(t)
i + Pc,i
 , (22)
wherein Ri(pi,p
(t)
−i) denotes the i-th user’s rate as a function
of the i-th user’s power pi, while all other powers are fixed to
p
(t)
−i = {p
(t)
j }j 6=i.
In the Appendix it is shown that the approximation (22)
fulfills all five properties required by the successive pseudo-
concave approximation framework. Here, we remark that,
for all i = 1, . . . , L, the approximate function in (22) is
constructed in such a way to be concave with respect to
pi, since the i-th user’s rate Ri is concave in pi, while the
other terms in the EE have been linearized around p = p(t).
Replacing each EE in the WSEE maximization problem (P1)
by (22), we obtain the approximate problem:maxp
L∑
i=1
E˜Ei(p;p
(t))
s. t. 0 ≤ pi ≤ Pi, for all i = 1, 2, . . . , L,
(P2)
which is a concave maximization problem and can therefore be
solved in polynomial time using standard convex optimization
tools [27]. Moreover, since E˜Ei depends only on pi for all
i, Problem (P2) can be decoupled over the users, and each
transmit power pi can be optimized separately by solving the
scalar problem: {
max
pi
E˜Ei(pi;p
(t))
s. t. 0 ≤ pi ≤ Pi,
(P3)
Thus, by the successive pseudo-concave optimization frame-
work, the original Problem (P1) is tackled by solving a
sequence of problems of the form of (P2), updating the point
p(t) after each iteration according to the formula
p(t+1) = p(t) + γ(t)(Bp(t) − p(t)) , (23)
with Bpt an optimal solution of (P2) and γt = βmt to be
determined by the Armijo rule, where mt is the smallest
nonnegative integer such that
f(p(t) + βmt(Bp(t) − p(t)))
≥ f(p(t)) + αβmt∇f(x(t))T (Bp(t) − p(t))
3Recall that pseudo-concave functions are differentiable by definition and
every stationary point is a global maximizer.
7with 0 < α < 1 and 0 < β < 1 being scalar constants.4
The overall procedure is summarized in Algorithm 2, whose
convergence is formally stated below.
Proposition 2: Any limit point of {p(t)}t obtained by
Algorithm 2 is a stationary point of (P1).
Proof: Please refer to the Appendix.
Algorithm 2 Successive convex approximation algorithm
1: Initialize t = 0, p(0) ∈ [0,P ], α, β ∈ (0, 1).
2: repeat
3: Bip
(t) ← argmax0≤pi≤Pi r˜i(pi;p
(t)), i = 1, 2, . . . , L.
4: γ(t) ← 1
5: while f(p(t) + γ(t)(Bp(t) − p(t))) < f(p(t)) +
αγ(t)∇f(p(t))T (Bp(t) − p(t)) do
6: γ(t) ← βγ(t)
7: end while
8: p(t+1) ← p(t) + γ(t)(Bp(t) − p(t))
9: t← t+ 1
10: until convergence.
V. ANN-BASED POWER CONTROL
While the global optimization method from Section III is
aimed at providing an efficient way to solve offline Prob-
lem (P1), this section proposes an approach that is able to
tackle Problem (P1) with a complexity that is amenable to an
online implementation, i.e., with a complexity that enables
to update the optimal power control vector with the same
frequency as the variations of the fading channel realizations.
This will be achieved by merging the global optimization
method from Section III with an ANN-based procedure. The
main idea is based on reformulating the optimization problem
(P1) as the problem of determining the map
F : a = (αi, βi,j , Pi)i,j ∈ R
L(L+1) 7→ p∗ ∈ RL, (24)
with p∗ the optimal power allocation corresponding to a. Thus,
ANNs can be used to learn the map (24), since ANNs, and in
particular feedforward neural networks with fully-connected
layers, are universal function approximators [29].
A. Network Architecture
Before proceeding further, let us first briefly introduce the
architecture of the considered ANN. We employ a fully-
connected feedforward network which takes as input a re-
alization of the parameter vector a, producing as output
a power allocation vector pˆ, which estimates the optimal
power allocation vector p∗ corresponding to a. Between the
input and output layer, K hidden layers are present. For all
k = 1, . . . ,K+1, the k-th layer has Nk neurons, with neuron
n computing
ζk(n) = fn,k
(
γTn,kζk−1 + δn,k
)
(25)
wherein ζk = (ζk(1), . . . , ζk(Nk+1)) denotes the Nk+1 × 1
output vector of layer k, γn,k ∈ RNk−1 and δn,k ∈ R
are neuron-dependent weights and bias terms, respectively,
4Please refer to [28, Sec. 1.2.1] for more details on the Armijo rule and
how to choose α and β properly.
Hidden LayersInput Layer Output Layer
Fig. 1. General scheme of a deep feedforward ANN with fully-connected
layers.
while fn,k is the activation function
5 of neuron n in layer
k. Apparently, each neuron performs quite simple operations.
Nevertheless, combining the processing of multiple neurons,
ANNs can perform very complex tasks and obtain an overall
input-output map that emulates virtually any function. For-
mally, the following universal approximation result holds [29,
Theorem 1].
Proposition 3: Consider a single layer of an ANN with n×1
input vector ξ, m× n weight matrix Γ˜, m× 1 bias vector δ˜,
and activation functions f = [f1, . . . , fm]. The set of all input-
output maps that can be obtained by the ANN is
An =
{
f
(
Γ˜ξ + δ˜
) ∣∣ Γ˜ ∈ Rn×m, δ˜ ∈ Rm} . (26)
Then, An is dense in the set of continuous functions if and
only if f is not an algebraic polynomial.
Proposition 3 formally proves that the input-output relation-
ship of an ANN can emulate any continuous map.6 In addition
to Proposition 3, [30] provides bounds for the number of
neurons to be used to obtain a given approximation accuracy.
However, although of great theoretical importance, neither of
these results is constructive, in the sense that they do not
provide any guidance as to the topology of the ANN to use and
how to configure the weights and biases to achieve a desired
approximation accuracy. In practice, it has been empirically
shown that deep architectures, i.e., ANN with multiple layers,
tend to require less neurons [31, Sec. 6.4.1] to achieve the
same level of accuracy, which motivates us to employ a deep
ANN. Moreover, it is intuitively clear that the number of
neurons to employ increases with the size of the problem, i.e.,
with the dimension of the domain and co-domain of the map
to estimate. For the case of (24), it is needed to estimate a
map from an L(L+1)-dimensional space to an L-dimensional
space.
B. Training Procedure, Normalization, and Data Augmenta-
tion
At this point, the problem remains of how to tune the
weights and biases to reliably estimate (24). To this end,
the weights Γ = {γn,k}n,k, and the biases δ = {δn,k}n,k
5In principle, any function can be considered as activation function, even
though widely accepted choices are sigmoidal functions, rectified linear units
(ReLU), and generalized ReLU functions. The specific choices considered in
this work are discussed in Section VI.
6The continuity of (24) has been analyzed in Section III.
8are adjusted in a supervised learning fashion by training the
ANN. This requires the use of a training set, i.e., a set of
the form {(an,p∗n) |n = 1, . . . , NT } with NT training tuples
(an,p
∗
n), wherein p
∗
n is the optimal power allocation vector
corresponding to an. In other words, the training set contains
examples of desired power allocation vectors corresponding
to some possible configurations of system parameters an. By
exploiting these examples, the ANN learns to predict the
power allocation also for new realizations of an that are not
contained in the training set. Mathematically speaking, the
training process consists of adjusting the weights and biases
of the ANN in order to minimize the loss between actual and
desired output, namely considering the problem:
min
Γ,δ
1
NT
NT∑
n=1
L(pˆn(Γ, δ),p
∗
n) (27)
with L(·,·) being any suitable measure of the error in-
curred when the actual output of the ANN corresponding
to the n-th training input is pˆn, while the desired output
was p∗n. A widely-used error measure is the squared error
‖pˆn(Γ, δ) − p∗n‖
2
[31] which is also employed here. The
minimization of (27) can be tackled by state-of-the-art, off-
the-shelf stochastic gradient descent methods specifically de-
veloped for training ANNs [31], and therefore will not be
discussed here. Instead, it is interesting to note that the learning
process can be simplified by normalizing the transmit powers
before running the stochastic gradient descent training algo-
rithm. Specifically, applying the variable change pi → p˜iPi,
for all i = 1, . . . , L, we normalize the transmit power to lie
in the interval [0, 1], which leads to the following equivalent
reformulation of Problem (P1)maxp˜
L∑
i=1
wi
log
(
1 + α˜ip˜i
1+
∑
j 6=i β˜i,j p˜j
)
µiPip˜i + Pc,i
s. t. 0 ≤ p˜i ≤ 1, for all i = 1, 2, . . . , L,
(P4)
wherein α˜i = αiPi, β˜i = βiPi, µ˜i = µiPi, for all i = 1, . . . , L.
Then, the normalized training set then is ST = {(a˜n, p˜∗n) |n =
1, . . . , NT } with parameter vector a˜ = (α˜i, β˜i,j , Pi)i,j . The
advantage of this reformulation is that, despite the values
P1, . . . , PL, the transmit powers are always in the set [0,1].
Intuitively, this simplifies the dependence of the optimal power
allocation on the maximum power constraints, thereby making
it easier for the ANN to grasp the optimal power allocation
structure as a function of the maximum power constraints.
When doing this, the use of realistic numbers for the
receive noise power and propagation channels might lead to
coefficients {α˜i, β˜i,j}i,j with quite a large magnitude, which
often cause numerical problems to the stochastic gradient
descent training algorithm. We have observed that this issue is
solved by expressing the parameter vectors a˜ in the training
set in logarithmic units rather than in a linear scale. A similar
problem occurs for the output powers, which in some cases
might be close to zero due to the normalization by Pmax.
This issue is also resolved by expressing the output powers
in logarithmic scale. On the other hand, logarithms cause
numerical problems when the optimal transmit powers are very
close to zero. In order to avoid this issue, a suitable approach is
to clip logarithmic values approaching−∞ at −M forM > 0.
Thus, the considered normalized training set is
ST = {(log10 a˜n,max{−M, log10 p˜
∗
n}) |n = 1, . . . , NT }.
Additionally, we can use the fact that the problem is
invariant under permutation of the users for data augmentation,
i.e., we can increase the size of the training set ST during
training. In order to do this, the rows and columns of a
channel matrix (and the corresponding power allocations) from
the training set can be permuted to generate a new training
sample. In mathematical terms, given a permutation σ of
the index set I = {1, 2, . . . , L}, the elements of the new
matrix H˜ are given as h˜i,j = hσ(i),σ(j) by permuting the
indices of a channel matrix H from the training set. In each
training step, a new random permutation is generated and
used to permute the training samples and corresponding labels.
Therefore, the ANN automatically learns the invariance of the
problem against permutation of the users.
An important aspect for good training performance is the
choice of the output layer where the proposed ANN deploys a
linear activation function. This seems to contrast with the fact
that the transmit powers need to be constrained in the interval
[0, 1]. However, enforcing this constraint directly in the output
activation function might mislead the ANN. Indeed, it could
lead to low training errors simply thanks to the use of cut-off
levels in the activation function, instead of being the result
of proper adjustment of the hidden layer weights and biases.
In this case, the ANN would not be able to learn that the
training and validation errors are acceptable only because the
desired power level is close to either 1 or 0, and the clipping at
the output layer provides by construction such a power level,
regardless of the configuration adopted in the hidden layers.
Instead, a linear output activation function allows the ANN to
learn whether the present configuration of weights and biases
is truly leading to a small error. At the end of the training
phase, the output variables are clipped to the interval [0, 1].
After the training phase, all weights and biases of the ANN
are configured and the ANN essentially provides a closed-
form estimate of the map (24). Indeed, once the weights
and biases have been set, the input-output relationship of
the ANN can be written in closed-form as the composition
of the affine combinations and activation functions of the
neurons in the ANN. This effectively provides a closed-form
expression for the map (24), within an approximation accuracy
that can be made small at will by properly designing and
training the ANN. Thus, as a changes due to channel fading,
the corresponding power allocation can be obtained without
having to solve Problem (P1) again, but simply computing the
output of the ANN when the input is the new realization of
a. This grants a large complexity reduction during the online
operation of the method, as compared to other approaches that
employ iterative methods where several convex problems need
to be solved for each instance of the channel realizations. This
point is analyzed in more detail in the next section.
9C. Computational Complexity
The main advantage of the proposed ANN-based method is
that it allows performing most of the computations towards
solving (P1) offline, leaving only a few operations to be
executed online, i.e., only a few operations need to be repeated
when the system channel realizations vary, while most of the
computations need to be performed only sporadically. This is
in contrast to available online power control methods based
on the traditional use of optimization theory, which need to
be run from scratch every time one or more system channel
realizations have changed. To elaborate, the complexity of the
proposed ANN-based power allocation can be divided into an
online and an offline complexity, as explained next:
(a) Online complexity. This is the complexity that is re-
quired to use the trained ANN for the online computation
of the power allocation vector. As discussed below, this is
the complexity that is incurred during the online operation
of the method, i.e., when the trained ANN is being used
to output the optimal power control policy following the
variations of the channel fading realizations.
(b) Offline complexity. This is the complexity that is re-
quired to build the training set and to implement the
training procedure. As discussed below, these tasks can
be executed at a much longer time-scale than that with
which the channel fading realizations change.
Online phase. It requires computing the output ζk(n) of
each neuron in the ANN, moving from the first layer to
the output layer, which in turn requires
∑K+1
k=1 Nk−1Nk real
multiplications,7 and evaluating
∑K+1
k=1 Nk scalar activation
functions fn,k. Despite being typically non-linear, the activa-
tion functions are elementary functions whose computation
does not pose any significant computational issue. Thus, ob-
taining the output of the trained ANN for any given input
vector entails a negligible complexity, since it requires only
the computation of a forward propagation of the trained ANN.
For this reason, the online complexity of the proposed ANN-
based method is much lower than the complexity of the first-
order optimal method from Section IV, which instead requires
solving convex problems in each iteration.
Offline phase. It requires the generation of the training set
and its use to train the ANN. Among these two tasks, the
most complex is the generation of the training set, since the
execution of the training algorithm is conveniently performed
by off-the-shelf stochastic gradient descent algorithms, which
ensure a fast convergence. Moreover gradient computation is
performed by the backpropagation algorithm, which further
reduces the computational complexity [31]. Instead, generating
the training set requires actually solving the NP-complete
Problem (P1) NT times, i.e., for NT different realizations of
the system parameter vector a. At a first sight, this might
seem to defeat the purpose of using the proposed ANN-based
approach, but actually this is not the case for three main
reasons:
• The whole training phase (including both generation and
use of the training set) can be performed offline. Thus,
7The complexity related to additions is neglected as it is much smaller than
that required for multiplications.
a much higher complexity can be afforded, and it is
not needed to complete the training process within the
channels coherence time.
• The training set can be updated at a much longer time-
scale than the channels coherence time. In other words,
the training set can be updated sporadically compared
with the frequency with which Problem (P1) should be
solved if traditional optimization approaches were used.
• Despite the first two points, it can be argued that Problem
(P1) is NP-complete, and thus generating a large training
set appears a daunting task even if it can be performed
offline. However, the global optimization method that is
proposed in Section III eases this issue, making it possible
to globally solve (P1) in practical wireless networks, with
a complexity that is affordable for offline implementa-
tions.
Finally, we explicitly observe that, as anticipated, the pro-
posed ANN-based approach is not restricted to the maximiza-
tion of the WSEE. Indeed, any power allocation problem
can be cast as in (24) and the BB method developed in
Section III is not limited to the maximization of the WSEE, but
encompasses all major energy-efficient metrics, as addressed
in detail in Section III-A.
VI. NUMERICAL EVALUATION
We consider the uplink of a wireless interference network.
At first, we consider that L = 4 single-antenna UEs are placed
in a square area with edge 2 km and communicate with 4
access points placed at coordinates (0.5, 0.5) km, (0.5, 1.5) km,
(1.5, 0.5) km, (1.5, 1.5) km, and equipped with nR = 2 anten-
nas each. The path-loss is modeled following [32], with carrier
frequency 1.8GHz and power decay factor equal to 4.5, while
fast fading terms are modeled as realizations of zero-mean,
unit-variance circularly symmetric complex Gaussian random
variables. The circuit power consumption and power amplifier
inefficiency terms are equal to Pc,i = 1W and µi = 4 for all
i = 1, . . . , L, respectively. The noise power at each receiver
is generated as σ2 = FN0B, wherein F = 3dB is the
receiver noise figure, B = 180 kHz is the communication
bandwidth, and N0 = −174 dBm/Hz is the noise spectral
density. All users have the same maximum transmit powers
P1 = · · · = PL = Pmax.
The proposed ANN-based solution of Problem (P1) is
implemented through a feedforward ANN with K + 1 fully-
connected layers, with the K = 5 hidden layers having 128,
64, 32, 16, 8 neurons, respectively. In order to generate the
training set, Problem (P1) needs to be solved for different
realizations of the vector a˜ = (α˜i, β˜i,j , Pmax)i,j . The data is
converted to logarithmic units as explained in Section V-B
with clipping at −M = −20.8 As for the activation functions,
ReLU and its generalizations are the most widely used choice.
Our experiments verify that they also perform well in this
application. Specifically, the first hidden layer has an expo-
nential linear unit (ELU) activation, motivated by the need
8Note that, although using a logarithmic scale, the transmit powers are not
expressed in dBW, since the logarithmic values are not multiplied by 10. Thus
−M = −20, corresponds to -200 dBW.
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to compensate for the logarithmic conversion in the training
set. This choice, together with the logarithmic normalization
of the data set, has proven itself essential for good training
performance. The other hidden layers alternate ReLU and ELU
activation functions while the output layer deploys a linear
activation function (cf. Section V-B).
A. Training Performance
The ANN is implemented in Keras 2.2.4 [33] with Ten-
sorFlow 1.12.0 [34] as backend. Training is performed on a
Nvidia GeForce GTX 1080 Ti over 500 epochs with batches of
size 128 and shuffling of the training data before each epoch.
Initialization is performed by Keras with default parameters,
i.e., Glorot uniform initialization [35] for the kernel and zero
biases. The optimization problem (27) is solved by the Adam
optimizer with Nesterov momentum [36], initialized by Keras
default parameters, with the squared error as the loss function
in (27). Source code and data sets are available online [37].
The training set is generated from 2000
independent and identically distributed (i.i.d.) realizations
of UEs’ positions and propagation channels. Users are
randomly placed in the service area and channels are
generated according to the channel model described above.
Each UE i is associated to the access point towards which
it enjoys the strongest effective channel αi. For each
channel realization, we apply Algorithm 1 to solve (P1) for
Pmax = −30, . . . , 20 dB in 1 dB steps with relative tolerance
ε = 0.01. This yields a training set of 102,000 samples.
Besides the training set, also a validation set and a test
set are required. The validation set is used during training
to estimate the generalization performance of the ANN, i.e.,
the performance on a data set the ANN was not trained on.
The validation loss is the central metric for hyperparameter
tuning, i.e., choosing all parameters of the ANN other than
weights and biases (e.g. number of layers, activation functions,
batch size). Since during this process information about the
validation set leaks into the ANN model, another set for
the final testing of the ANN is required, the test set. It is
essential that the test set is never used during training and
tuning of the ANN [38]. The validation and test sets have been
independently generated from 200 and 10,000 i.i.d. channel
realizations, respectively, with the same procedure used for the
training set. This results in 10,200 samples for the validation
set, i.e., 10% of the training set, and 510,000 samples for the
test set. The final performance to be shown in Section VI-B
will be averaged over the test set samples. Thus, using a
test set based on 10,000 channel scenarios means that the
performance presented in Section VI-B is what is obtained by
using the trained ANN for 10,000 channel coherence times.
This confirms that the training phase needs to be performed
only sporadically.
Considering training, validation, and test sets, 622,200 data
samples were generated, which required solving the NP-
complete problem (P1) 622,200 times. This has been accom-
plished by the newly proposed BB method developed in Algo-
rithm 1, which has been implemented in C++ employing the
Intel® MKL, OpenMP, and the Lambert W library published
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Fig. 2. Training and validation loss.
at https://github.com/CzB404/lambert_w. Computing the com-
plete data set (622,200 samples including training, validation,
and test sets) took 8.4 CPU hours on Intel Haswell nodes with
Xeon E5-2680 v3 CPUs running at 2.50GHz. The mean and
median times per sample are 48.7ms and 4.8ms, respectively,
which shows the effectiveness of the proposed Algorithm 1,
and in turn supports the argument that the offline generation
of a suitable training set for the proposed ANN-based power
control method is quite affordable.
Due to the random initialization, shuffling of the training
data, and the inherent randomness of the optimizer, the weights
and biases of the ANN are realizations of a random process.
Thus, all performance results reported for the ANN are aver-
aged over 10 realizations of the network obtained by training
the ANN on the same training set with different initialization
of the underlying random number generator.9 The average
training and validation losses for the final ANN are shown
in Fig. 2. It can be observed that both errors quickly approach
a small value of the same order of magnitude as the tolerance
of Algorithm 1. Moreover, neither of the losses increases over
time which leads to the conclusion, that the adopted training
procedure fits the training data well, without underfitting or
overfitting.
B. Testing Performance
The average performance of the final ANN on the test set
is reported in Fig. 3. Recall that this test set is never used
during training and, thus, the ANN has no information about
it except for its statistical properties gathered from the training
set (and, possibly, the validation set due to hyperparameter
tuning). It can be seen from Fig. 3 that the gap to the
optimal value is virtually non-existent which is confirmed by
the empirical cumulative distribution function (CDF) of the
relative approximation error displayed in Fig. 4. Its mean and
median values are 0.0133 and 0.00739 respectively.
In addition to near-optimal performance and low compu-
tational complexity, the proposed ANN-based approach also
outperforms several baseline approaches. Specifically, we have
included a comparison with the following benchmarks:
• SCAos: The first-order optimal method based on the
sequential convex approximation method developed in
Section IV. For each value of Pmax, the algorithm initial-
izes the transmit power to pi = Pmax, for all i = 1, . . . , L.
9Note that this is not equivalent to model ensembling [38, Sect. 7.3.3] or
bagging [31, Sect. 7.1].
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Fig. 4. Empirical CDF of the relative approximation error.
• SCA: This is again the first-order optimal method based
on sequential convex approximation developed in Sec-
tion IV, but in this case a double-initialization approach
is used. Specifically, at Pmax = −30 dBW once again
maximum power initialization is used. However, for all
values of Pmax > −30 dBW, the algorithm is run twice,
once with the maximum power initialization, and once
initializing the transmit powers with the optimal solution
obtained for the previous Pmax value. Then, the power
allocation achieving the better WSEE value is retained.
• Max. Power: All UEs transmit with pi = Pmax, for all
i = 1, . . . , L. This strategy is known to perform well in
interference networks for low Pmax values.
• Best only: Only one UE is allowed to transmit, specifi-
cally that with the best effective channel. This approach is
motivated for high Pmax values, as a naive way of nulling
out multi-user interference.
The results show that the proposed ANN-based approach
outperforms all other suboptimal schemes. The only exception
is the SCA approach which shows similar (but still worse)
performance. However, as described above, this method re-
lies on a sophisticated initialization rule, which requires to
solve the WSEE maximization problem twice and for the
complete range of Pmax values. This is clearly not suitable for
obtaining a "one-shot" solution, i.e., when the WSEE needs
to be maximized only for one specific value of Pmax, as is
required for online resource allocation. Moreover, it requires
some calibration depending on the channel statistics since it
performs well provided the Pmax range starts sufficiently far
away from the WSEE saturation region, i.e., the range of Pmax
values for which the WSEE keeps constant, starting from
Pmax ≈ −10 dBW in Fig. 3. Thus, the SCA approach has
a quite higher complexity than the ANN-based method, but,
despite this, it performs slightly worse. In conclusion, we can
argue that the ANN approach is much better suited to online
power allocation than state-of-the-art approaches, including
Algorithm 2.
C. Resilience against Channel Modeling Mismatches
Previous results consider a test set whose samples are
independently generated from the training and validation sets,
but following the same statistical distribution. Instead, now
we analyze how robust the ANN performance is to changes
in the channel statistics. To this end, in the following we
consider a new test set, whose samples are generated according
to a different statistical distribution. Specifically, we generate
path-loss effects according to the Hata-COST231 propagation
model [39], [40] for urban (non-metropolitan) areas with car-
rier frequency 1.9GHz and base station height 30m. However,
we do not repeat the training based on the new channel
model, but instead use the same ANN trained as described
above. Remarkably, as indicated by the prediction performance
reported in Fig. 5 and verified by the distribution of the relative
error in Fig. 4 under the label “Urban,” the performance
degrades only slightly compared to the case in which the test
and training samples come from the same distribution.
Next, we further modify the channel generation procedure
of the test set, by also introducing log-normal shadowing
[40] with 8 dB standard deviation. It can be observed from
Fig. 4 that the median relative error increases by roughly
half an order of magnitude. Given that the underlying channel
distribution is quite different from the trained channel model,
the performance can still be considered good. This is also
verified by the WSEE performance shown in Fig. 5. Indeed,
the performance is still better than with SCAos. Based on these
observations, we conclude that training the ANN on synthetic
data based on simple channel models is quite robust and
performs well also in more sophisticated channels scenarios.
Of course, the performance tends to degrade as the mismatch
between the training and test set distributions increases.
D. Performance of an ANN with Reduced Size
Next, we evaluate the performance of a much smaller ANN
trained with the same data as before. Specifically, we only
consider 2 hidden layers having 16 and 8 neurons, respectively,
with activation functions ELU and ReLU and no permutation
of the training data. This further reduces the computational
complexity for online resource allocation. Again, the output
layer has 4 nodes and a linear activation function. Training
is performed in batches of size 128. While the counterpart
of Fig. 3 looks identical (and is, therefore, not reproduced),
the difference between the two ANNs is best studied from
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Fig. 6. Training and validation loss of the smaller ANN.
the training loss in Fig. 6 and the distribution of the relative
error in Fig. 7. First, observe from Fig. 6 that the training
and validation losses stall on a value clearly greater than
those of the original (larger) ANN. The CDF of the relative
error reflects this as well, being shifted significantly to the
right. Still, the mean error on the test set is so small that
no difference would be observed in terms of achieved WSEE
value. Instead, the performance on the test set generated
from the Hata-COST231 Urban model with shadowing differs
noticeably from the original ANN as can be seen from Fig. 8.
However, the performance can still be considered good. Thus,
although the smaller ANN has worse performance than the
original, the practical implications are limited and its reduced
complexity might be worth the downsides.
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Fig. 7. Empirical CDF of the relative approximation error made by the smaller
ANN.
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Fig. 8. Performance of the smaller ANN on different channel distributions:
Hata-COST231 Urban propagation model with and without 8 dB shadowing.
E. Increasing the Number of Users
In the previous sections, a scenario with L = 4 users has
been considered. In this section, we increase the number of
users to demonstrate that resource allocation with ANNs can
be scaled to a higher number of users and further showcase the
performance of the proposed global optimization algorithm. In
particular, consider the same scenario as before but with L = 7
UEs and nR = 4 antennas per access point.
To account for the increased randomness in the data set,
the sizes of the ANN and data sets need to be increased. An
ANN with nine hidden layers having (1024, 4096, 1024, 512,
256, . . . , 16) nodes, respectively, ELU activation functions
on the first and last layers, and ReLU in all others layers
has shown the best performance in our numerical experiments.
The training set has been generated from 6000 i.i.d. channel
realizations, while the validation and test sets were generated
from 600 and 1000 channels, respectively. This results in
a total of 387,600 samples, labelled with Algorithm 1 with
mean and median computation times of 260.6 s and 24.1 s per
sample, respectively.
Figure 9 shows the performance on the test set compared to
the globally optimal solution, first-order optimal solutions and
fixed power allocations. Remarkably, the curves look similar to
the ones of the smaller problem presented in Fig. 3. In particu-
lar, it can be seen that the ANN performs virtually optimal in
the low signal-to-noise ratio (SNR) region, outperforming all
of the other reference algorithms. At a SNR of approximately
-15 dBW the ANN solution is slightly worse than the globally
optimal solution and the ANN performs similar to SCA with
the two-stage initialization rule discussed in Section VI-B. The
results in the previous subsections indicate that this gap can
be closed by extended hyperparameter tuning and possibly
increasing the size of the training set. Thus, it is possible to
increase the size of the considered problem and still use the
presented framework to obtain a near-optimal solution.
VII. CONCLUSIONS
This work has developed a power control framework for
energy-efficient power control in wireless networks. The pro-
posed method is based on a novel branch-and-bound proce-
dure wherein specific bounds for energy-efficient problems
are derived, which leads to a much faster convergence than
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Fig. 9. Performance on the test set compared to the global optimal solution,
first-order optimal solutions, and fixed power allocations for the scenario with
seven users.
other available global optimization methods. Moreover, this
complexity reduction allows to train an ANN using a large
dataset of optimal power allocations, which provides a practi-
cal power control algorithm, with affordable online complexity.
Numerical results have shown that the proposed ANN-based
method achieves near-optimal performance, also being robust
against mismatches between the training set and the real test-
ing conditions. Moreover, the proposed ANN-based method
has a much lower complexity than first-order optimal methods,
which tackle power control in interference network by solving
a sequence of pseudo-convex relaxations, while at the same
time yielding comparable or even better performance.
APPENDIX A
PROOF OF THEOREM 2
Problem (P1) has a closed convex feasible set and its
objective is a proper, continuously differentiable function.
Thus, the result follows from [25, Thm. 1] if we can show that
(22) satisfies all five technical conditions stated in Section IV.
Conditions 1) and 2) are clearly satisfied, and the bounded-
ness of the feasible set [0,P ] is sufficient for conditions 4)
and 5) to hold [25].
Condition 3) is equivalent to ∂
∂pk
E˜Ei(p;p
(t))
∣∣
p=p(t)
=
∂
∂pk
EEi(p)
∣∣
p=p(t)
for all k = 1, . . . ,K . The
left-hand side (LHS) can be expressed as
∂
∂pi
E˜Ei(p;p
(t))
∣∣
p=p(t)
=
[
∂
∂pi
wiRi(pi,p
(t)
−i)
φiqi + Pc,i
−
wiφiRi(p
(t))
(φiqi + Pc,i)2
+
∑
j 6=i
wj
∂
∂pi
Rj(p
(t))
φjqj + Pc,j
]
p=p(t)
=wi
(
∂
∂pi
Ri(p
(t))
φiqi + Pc,i
−
φiRi(p
(t))
(φiqi + Pc,i)2
)
+
∑
j 6=i
wj
∂
∂pi
Rj(p
(t))
φjqj + Pc,j
. (28)
The right-hand side (RHS) can be expressed as
∂
∂pi
EEi(p) = wi
∂
∂pi
(
Ri(p)
φipi + Pc,i
)
+
∑
j 6=i
wj
∂
∂pi
Rj(p)
φjpj + Pc,j
= wi
(
∂
∂pi
Ri(p)
φipi + Pc,i
−
φiRi(p)
(φipi + Pc,i)2
)
+
∑
j 6=i
wj
∂
∂pi
Rj(p)
φjpj + Pc,j
. (29)
When evaluated at p = pt, the LHS and RHS are equal, and
thus Condition 3) is satisfied.
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