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Resumen: Este artı´culo presenta un sistema de teleoperacio´n multi-robot basado en una interfaz
cerebro-computador que permite al usuario controlar de manera simulta´nea un nu´mero arbitrario de
robots, u´nicamente con su actividad cerebral. El objetivo ﬁnal de estos dispositivos esta´ orientado
hacia personas con fuertes deﬁciencias neuromusculares, ofreciendo telepresencia a trave´s de un
sistema robo´tico, con un modo de interaccio´n via internet basado u´nicamente en el pensamiento. El
presente trabajo es una extensio´n de un sistema de teleoperacio´n cuyas innovaciones son el soporte
para teleoperar N robots, y el uso de robots miniaturizados y porta´tiles (de dimensio´n dos o´rdenes
de magnitud inferior respecto al original). La interfaz cerebro-computador esta´ basada en EEG y el
potencial evocado P300 como protocolo de control. Los robots esta´n dotados de las capacidades de
navegar, interactuar mediante el envı´o de alarmas, y percibir visualmente los entornos remotos. El
sistema ha sido validado con dos usuarios sanos y el principal resultado es que ambos fueron capaces
de completar exitosamente las tareas propuestas sin reportar ningu´n error, lo que demuestra la validez y
alta robustez del prototipo en conjunto. Copyright c© 2011 CEA.
Palabras Clave: interfaz cerebro-computador, robo´tica, teleoperacio´n.
1. INTRODUCCIO´N
Recuperar o sustituir funciones humanas motoras ha sido una
de las a´reas ma´s fascinantes aunque frustrantes de investi-
gacio´n del u´ltimo siglo. La posibilidad de interconectar el sis-
tema nervioso humano con un sistema mecatro´nico y usar este
concepto para recuperar alguna funcio´n motora ha motivado
enormemente a los cientı´ﬁcos durante an˜os. El paradigma tı´pico
de trabajo es un paciente con una lesio´n medular grave o una
enfermedad neuromuscular cro´nica que interrumpe el ﬂujo de
informacio´n neural motora hacia las extremidades del cuerpo.
En los u´ltimos an˜os, los grandes avances en la interaccio´n
cerebro-computador y la robo´tica han hecho posible utilizar
la actividad cerebral en lı´nea para el control de dispositivos
robo´ticos con un objetivo de recuperacio´n o sustitucio´n motora.
La tecnologı´a de interfaces cerebro-computador (se referira´ a
ellos como BCIs, siglas del te´rmino ingle´s brain-computer in-
terfaces) permite traducir en tiempo real la actividad ele´ctrica
cerebral en comandos que pueden ser utilizados para controlar
dispositivos. Esto ofrece un canal de comunicacio´n directo des-
de el cerebro a los dispositivos, evitando el uso de los caminos
neuronales que ya no pueden ser utilizados normalmente de-
bido a la presencia de enfermedades neuromusculares graves
tales como la esclerosis lateral amiotro´ﬁca, infarto cerebral,
para´lisis cerebral y lesiones en la me´dula espinal. Por otro
lado, el avance de la robo´tica en diferentes materias como
sensores, actuadores, capacidad de procesamiento y autonomı´a
ha proporcionado, en el contexto de la robo´tica mo´vil, entidades
fı´sicas preparadas para percibir, navegar, explorar e interactuar
con el entorno. La sinergia de ambos campos ha abierto un
amplio abanico de posibilidades en te´rminos de investigacio´n
para la recuperacio´n o sustitucio´n de capacidades humanas.
En relacio´n con las BCIs, uno de los aspectos clave que ha fa-
vorecido el auge del desarrollo de sistemas para seres humanos
ha sido la mejora en los me´todos de registro de la actividad
cerebral no invasivos, siendo el ma´s popular el electroencefalo-
grama (EEG). Sistemas basados en EEG humano han servido
para el control del rato´n de un computador (Wolpaw et al.,
1991), para la comunicacio´n (Birbaumer et al., 1999), o para el
uso de un buscador de internet (Karim et al., 2006), entre otros.
En cuanto a su aplicacio´n conjunta con la robo´tica, el primer
control de un robot con EEG se realizo´ en 2004 (del R. Milla´n
et al., 2004). Desde entonces, la investigacio´n en BCIs aplicada
a la robo´tica para aplicaciones de sustitucio´n motora ha estado
centrada en la lı´nea de las neuropro´tesis (Popovic et al., 2002) y
de forma ma´s intensa en sillas de ruedas controladas por la ac-
tividad cerebral (Iturrate et al., 2009). Todas estas aplicaciones
comparten una propiedad importante: tanto el usuario como el
robot se encuentran fı´sicamente en el mismo escenario.
La capacidad de controlar dispositivos robo´ticos en un entorno
remoto (teleoperacio´n) por medio de comandos extraı´dos di-
rectamente de la actividad cerebral, y enviados a trave´s de un
medio como internet, ofrece una aplicacio´n que podrı´a tener un
valor an˜adido para pacientes con graves deﬁciencias neuromus-
culares. Estos dispositivos podrı´an percibir, explorar e interac-
tuar con entornos alejados del usuario donde la telepresencia
podrı´a verse como una extensio´n de las funciones sensoriales
de la vida diaria. Adema´s, se ha sugerido que la implicacio´n
del paciente en este tipo de sistemas podrı´a producir un efec-
to de neurorehabilitacio´n, manteniendo la actividad neuronal
relacionada con la navegacio´n espacial, accio´n y comunicacio´n,
ISSN: 1697-7912. Vol.8, Núm. 2, Abril 2011, pp. 16-23
Publicado electrónicamente: 08/04/2011 
DOI: 10.4995/RIAI.2011.02.04
Figura 1. Disen˜o del sistema: la estacio´n del usuario, las dos
estaciones robo´ticas, y el ﬂujo de informacio´n entre ellas.
evitando o retrasando de esta forma la extincio´n del pensamien-
to que hipote´ticamente ocurre en etapas avanzadas de pacientes
de esclerosis lateral amiotro´ﬁca (Ku¨bler and Birbaumer, 2008).
Para abordar esta aplicacio´n de robo´tica asistencial, se desar-
rollo´ un sistema integrado de teleoperacio´n por medio de una
interfaz cerebro-computador de un robot mo´vil con capacidad
de navegacio´n y exploracio´n, y se realizo´ un pre-estudio de
aplicabilidad de esta tecnologı´a a pacientes con usuarios sanos
(Escolano et al., 2009). Partiendo de ese sistema, se ampliaron
sus funcionalidades para soportar mecanismos sencillos de in-
teraccio´n con el entorno de acuerdo a los requerimientos de los
usuarios ﬁnales, y se realizaron pruebas iniciales con pacientes
de esclerosis lateral amiotro´ﬁca (Escolano et al., 2010). Aunque
los resultados fueron muy satisfactorios, las principales lim-
itaciones tecnolo´gicas detectadas fueron: (i) la incapacidad de
tener presencia en diferentes entornos simulta´neamente, y (ii)
el elevado precio y limitada portabilidad (15 kg de peso) del
robot empleado. El presente trabajo presenta un nuevo disen˜o
del sistema de teleoperacio´n en el que (i) se ofrece soporte para
controlar un nu´mero arbitrario de robots simulta´neamente, y
(ii) se utilizan robots de precio y peso dos o´rdenes de magnitud
inferior frente al original. A nivel de ingenierı´a, la pe´rdida de
prestaciones del sistema es signiﬁcativamente baja en compara-
cio´n con los beneﬁcios del sistema completo: sistema multi-
robot (se puede disponer de N robots en N localizaciones distin-
tas) de robots minituarizados de bajo coste. A nivel de usuario,
la prueba de concepto ha sido validada por dos usuarios sanos
en dos fases: (i) screening y entrenamiento de los usuarios, y
(ii) tarea de teleoperacio´n de dos robots situados en distintos
entornos. A raı´z de los resultados obtenidos se ha elaborado una
evaluacio´n te´cnica del sistema y de sus principales subsistemas.
El principal resultado es que ambos usuarios fueron capaces
de resolver las tareas propuestas con e´xito, sin reportar ningu´n
error y mostrando una alta robustez del sistema.
El presente artı´culo se desglosa de la siguiente forma. La
seccio´n 2 describe una visio´n general del sistema, la seccio´n
3 la tecnologı´a de interfaz cerebro-computador, la seccio´n 4
el dispositivo robo´tico y la seccio´n 5 la integracio´n de am-
bas tecnologı´as y el protocolo de ejecucio´n del sistema. La
metodologı´a de experimentacio´n y los resultados obtenidos se
describen en las secciones 6 y 7 respectivamente. Finalmente,
en la seccio´n 8 se resumen las conclusiones de este trabajo.
2. RESUMEN DEL SISTEMA DE TELEOPERACIO´N
Este artı´culo presenta un sistema de teleoperacio´n multi-robot
basado en EEG que permite al usuario controlar de manera
simulta´nea un nu´mero arbitrario de robots de bajo coste y di-
mensiones u´nicamente con su actividad cerebral. Sin embargo,
la interfaz gra´ﬁca descrita en este trabajo se ha restringido a
dos robots para desarrollar la prueba de concepto de esta tec-
nologı´a. El sistema consta por tanto de una estacio´n de usuario
y de dos estaciones robo´ticas (una por cada dispositivo robo´tico
involucrado) situadas de forma remota entre sı´ y conectadas por
internet (Fig. 1). Esta conﬁguracio´n ofrece al usuario presencia
simulta´nea en entornos remotos, dota´ndole de las capacidades
de percepcio´n visual, navegacio´n, e interaccio´n mediante el
envı´o de alarmas.
El funcionamiento del sistema es el siguiente: (i) la interfaz
gra´ﬁca del sistema BCI muestra, superpuestas sobre el vı´deo
captado en los entornos, un conjunto de opciones de movimien-
to, de interaccio´n y de cambio de robot a controlar; (ii) el
usuario se concentra en una opcio´n determinada de la interfaz
mientras el sistema estimula visualmente todas las opciones;
(iii) dicha estimulacio´n produce el feno´meno neurolo´gico de-
seado que siendo medido por los sensores e identiﬁcado por
las te´cnicas de procesamiento de sen˜al permite decodiﬁcar la
intencio´n del usuario; (iv) ﬁnalmente esa intencio´n se transﬁere
al sistema robo´tico a trave´s de internet, el cual ejecuta de forma
auto´noma los comandos relevantes. Mientras el robot ejecuta
estos comandos se envı´a vı´deo a la estacio´n del usuario para
que pueda percibir en lı´nea el resultado de sus decisiones.
Este sistema consta de tres partes bien diferenciadas: el sistema
cerebro-computador, los sistemas robo´ticos y su integracio´n. A
continuacio´n se describen las tres partes.
3. SISTEMA CEREBRO-COMPUTADOR
Esta seccio´n describe el disen˜o de las partes que componen la
tecnologı´a del sistema cerebro-computador: el protocolo neu-
roﬁsiolo´gico e instrumentacio´n, la interfaz gra´ﬁca y el sistema
de procesamiento de sen˜al.
3.1 Protocolo neuroﬁsiolo´gico e instrumentacio´n
La BCI desarrollada en este trabajo esta´ basada en una respuesta
evocada a estı´mulos externos. En e´stas el usuario centra su
atencio´n en uno de los posibles estı´mulos visuales, auditivos o
somatosensoriales y la BCI se encarga de determinar el estı´mu-
lo en el que estaba concentrado el usuario. Ma´s en concreto,
el presente trabajo esta´ basado en el potencial visualmente
evocado P300 (Sutton et al., 1965). Este potencial se maniﬁ-
esta como una deﬂexio´n positiva en el EEG a una latencia de
aproximadamente 300 ms tras la aparicio´n del estı´mulo deseado
dentro de una secuencia aleatoria de estı´mulos y se registra con
mayor intensidad sobre los lo´bulos parietal y occipital (Fig. 2).
Estudios neuroﬁsiolo´gicos (Patel and Azzam, 2005) han reve-
lado que el tiempo de respuesta y la amplitud de este potencial
esta´n correlados con la fatiga del usuario y las caracterı´sticas
del estı´mulo (color, contraste, brillo, duracio´n, etc.).
La instrumentacio´n consta de un sistema de EEG comercial
de la empresa gTec (un gorro de EEG, 16 electrodos y un
ampliﬁcador gUSBamp). Los electrodos se situaron de acuerdo
a estudios previos (Krusienski et al., 2006) en las posiciones
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Figura 2. (a) Representacio´n visual de un potencial P300. Se
muestra la diferencia en voltaje en el canal Cz entre la
respuesta al estı´mulo objetivo (lı´nea rayada) y la respuesta
a los estı´mulos no objetivo (lı´nea so´lida). (b) Mapa to-
pogra´ﬁco de la distribucio´n de los valores r2 (proporcio´n
de la varianza de la sen˜al en single-trial que es debida a
la aparicio´n del estı´mulo deseado) sobre la superﬁcie de la
cabeza a aproximadamente 300 ms. Los lo´bulos parietal y
occipital son las a´reas con mayor r2 a esa latencia.
del sistema internacional 10/20: Fp1, Fp2, F3, F4, C3, C4, P3,
P4, T7, T8, Cp3, Cp4, Fz, Pz, Cz y Oz. El electrodo de tierra
se situo´ en la posicio´n FPz y el de referencia en el lo´bulo de
la oreja izquierda. El EEG fue ampliﬁcado y digitalizado a una
frecuencia de 256Hz. A su vez se aplico´ un ﬁltro notch a 50Hz y
un ﬁltro pasabandas de 0.5Hz a 30Hz. El registro de la sen˜al, su
procesamiento y la interfaz gra´ﬁca se desarrollaron dentro de la
plataforma software BCI2000 (Schalk et al., 2004), ejecutada
en un computador Intel Core2 Duo @ 2.10GHz con Windows
XP como sistema operativo.
3.2 Interfaz gra´ﬁca
La interfaz gra´ﬁca presenta una doble funcionalidad: (i) mues-
tra al usuario un feedback visual para la percepcio´n del entorno,
toma de decisiones y control del sistema; y (ii) realiza un
proceso de estimulacio´n visual para producir el potencial vi-
sualmente evocado P300 en el EEG del usuario y ası´ permitir al
sistema de procesamiento de sen˜al decodiﬁcar sus intenciones.
A continuacio´n se describen ambas funcionalidades:
Visualizacio´n de opciones La interfaz gra´ﬁca permite percibir
en tiempo real el vı´deo capturado por las ca´maras de los robots
en sus respectivos entornos. Adema´s muestra un conjunto de
opciones para el control del sistema. La interfaz gra´ﬁca se
encuentra dividida en dos ventanas ide´nticas, cada una asociada
a un robot (Fig. 3a). Se denomina ventana activa a aquella
sobre la que se realiza el proceso de estimulacio´n (descrito a
continuacio´n), y por tanto sobre la que se pueden seleccionar
opciones. Cada ventana muestra 12 opciones agrupadas en una
matriz 4 × 3 para favorecer el proceso de estimulacio´n. Estas
opciones esta´n distribuidas en tres zonas: la ﬁla de iconos supe-
rior e inferior de la pantalla, y la zona central (Fig. 3b).
En la zona central se muestra un conjunto de destinos super-
puestos sobre el entorno a los que el usuario puede ordenar al
robot moverse. Los destinos se muestran como puntos sobre
un mallado polar N × M relativos a la posicio´n del robot.
Su dimensio´n es personalizable y para este trabajo se estable-
cio´ a (0,25m, 1m)×(−10◦, 0◦, 10◦). Por tanto se proporcionan
6 destinos de navegacio´n, un nu´mero reducido pero que de-
mostro´ ser suﬁciente en la experimentacio´n para la navegacio´n
en entornos reales. En la ﬁla de iconos superior se representan
las siguientes opciones, de izquierda a derecha: (i) pausar; (ii)
(a)
(b) (c)
Figura 3. (a) Interfaz gra´ﬁca del sistema cerebro-computador
con las dos ventanas correspondientes a los dos robots. (b)
Elementos que componen una ventana: 6 iconos distribui-
dos entre la ﬁla superior e inferior de la pantalla, y la zona
central. (c) Estimulacio´n visual de la tercera columna.
reproduccio´n de un sonido a modo de alarma; y (iii) cambio al
control del otro robot. En la ﬁla de iconos inferior se represen-
tan las siguientes opciones, de izquierda a derecha: (i) giro del
robot 90◦ a la izquierda; (ii) validacio´n; y (iii) giro del robot
90◦ a la derecha. La opcio´n de pausar permite al usuario recibir
vı´deo en tiempo real de los dos robots deteniendo durante ese
tiempo el proceso de estimulacio´n. Esto permite desacoplar
en ciertos aspectos el funcionamiento sı´ncrono de un sistema
basado en el protocolo P300 y ası´ evitar el excesivo cansancio
mental. Con el ﬁn de minimizar la probabilidad de enviar co-
mandos no deseados al sistema robo´tico toda opcio´n debe ser
validada. Se denomina validar una opcio´n a la seleccio´n de la
opcio´n de validacio´n inmediatamente despue´s de la seleccio´n
de la opcio´n deseada por el usuario, lo cual provoca el envı´o al
sistema robo´tico de dicha opcio´n deseada. En la seccio´n 5.2 se
describe el protocolo de ejecucio´n de las opciones aquı´ citadas.
Los elementos de la interfaz gra´ﬁca se pueden personalizar en
cuanto a color, forma, taman˜o y posicio´n para equilibrar la
capacidad y preferencias de cada usuario con el rendimiento del
sistema (recue´rdese que el tiempo de respuesta y amplitud del
potencial P300 esta´n correlados con estos aspectos visuales).
Estimulacio´n visual El proceso de estimulacio´n visual debe
producir el potencial visualmente evocado P300 en el EEG
del usuario cuando se encuentra concentrado en una opcio´n
de la interfaz gra´ﬁca. Este proceso de estimulacio´n se produce
sobre las 12 opciones de la ventana activa. Las opciones se
estimulan mediante un mecanismo de ﬂasheos consistente en
dibujar un cı´rculo azul sobre un punto del mallado o sobre un
icono. Se denomina secuencia a la estimulacio´n de todas las
opciones de forma aleatoria. Con la intencio´n de reducir el
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Figura 4. Valores r2 para cada canal en el intervalo [0 - 800] ms
tras la aparicio´n del estı´mulo objetivo mostrados en una
escala de grises. En esta gra´ﬁca concreta los canales F3,
F4, C3, C4, Cp4, Fz, Pz y Cz presentan los valores ma´s
altos a una latencia de 300 ms.
tiempo de duracio´n de este proceso y el orden de magnitud
del subsiguiente problema de clasiﬁcacio´n se ha seguido el
paradigma (Farwell and Donchin, 1988). Segu´n este paradigma
la estimulacio´n de las opciones se realiza por medio de ﬁlas y
columnas en lugar de estimular cada opcio´n individualmente,
dando lugar a 7 estimulaciones (4 ﬁlas ma´s 3 columnas) por
secuencia (Fig. 3c). La opcio´n deseada sera´ la interseccio´n
de la ﬁla y columna deseadas. El nu´mero de secuencias y la
secuenciacio´n temporal de este proceso (principalmente tiempo
de exposicio´n de cada estı´mulo y tiempo entre estı´mulos) puede
ser modiﬁcado para equilibrar la capacidad y preferencias de
cada usuario con el rendimiento del sistema.
3.3 Procesamiento de sen˜al
Un mo´dulo de aprendizaje supervisado es entrenado para re-
conocer la aparicio´n del potencial evocado P300 en el EEG
y ası´ decodiﬁcar las intenciones del usuario. Dada la interfaz
gra´ﬁca disen˜ada el potencial P300 se produce para una de las 4
ﬁlas o 3 columnas durante una secuencia de estimulacio´n. Por
lo tanto se deben resolver dos subproblemas de clasiﬁcacio´n,
de 4 y 3 clases. El primer paso consiste en entrenar el sistema.
Para ello, el usuario se enfrenta al proceso de estimulacio´n
visual y debe concentrarse en una secuencia predeﬁnida de
opciones que deben cubrir todas las clases. Mientras tanto se
registra su actividad cerebral y posteriormente se utiliza para
entrenar el algoritmo de clasiﬁcacio´n. Este algoritmo consiste
en dos etapas: (i) extraccio´n de caracterı´sticas y (ii) algoritmo
de clasiﬁcacio´n. A continuacio´n se describen ambas etapas:
Extraccio´n de caracterı´sticas Se ha utilizado la te´cnica de-
scrita en (Krusienski et al., 2006). El potencial P300 esta´ car-
acterizado en el dominio del tiempo por lo que la informacio´n
se encuentra en su forma de onda y tiempos de latencia. En
primer lugar se extraen samples del taman˜o de 1 segundo para
cada canal despue´s de la aparicio´n de cada estı´mulo. Estos
segmentos de sen˜ales se ﬁltran usando la te´cnica de moving
average 1 y se subsamplean por un factor de 16. A contin-
uacio´n se calcula y se muestra gra´ﬁcamente la medida de r2
(proporcio´n de la varianza de la sen˜al en single-trial debida a la
aparicio´n del estı´mulo deseado (Schalk et al., 2004)) por cada
canal (Fig. 4). Aquellos canales con mayor r2 se seleccionan
por inspeccio´n visual. Esos son los canales que presentan mayor
variacio´n entre la sen˜al objetivo y no objetivo, por lo que a
priori son mejores caracterı´sticas para un clasiﬁcador lineal.
1 Te´cnica consistente en aplicar un promediado con una ventana deslizante.
Figura 5. Disen˜o de cada sistema robo´tico: entidades fı´sicas y
ﬂujo de informacio´n entre las entidades lo´gicas (contro-
lador e inte´rprete de comandos).
Posteriormente, se concatenan los segmentos de datos de cada
canal seleccionado creando un vector de caracterı´sticas para la
siguiente fase (por ejemplo, la longitud de dicho vector si se
seleccionan 10 canales es 256/16 samples × 10 canales = 160).
Algoritmo de clasiﬁcacio´n Se usa StepWise Linear Discrim-
inant Analysis (SWLDA), estudiado de manera extensiva para
problemas de clasiﬁcacio´n del potencial evocado P300 (Farwell
and Donchin, 1988), para la solucio´n de los dos subproblemas
de clasiﬁcacio´n. Brevemente, SWLDA es una extensio´n de
Fisher Linear Discriminant Analysis (FLDA), el cual produce
una reduccio´n en el espacio de caracterı´sticas seleccionando las
ma´s convenientes para ser incluidas en una funcio´n discrimi-
nante (FLDA busca un hiperplano que subdivida el espacio de
caracterı´sticas en dos clases maximizando la distancia entre las
medias de las caracterı´sticas de las dos clases y minimizando
sus varianzas dentro de cada clase).
Aplicando estas te´cnicas se obtuvo un rendimiento superior al
90% en menos de una hora de entrenamiento. Estos resultados
esta´n en lı´nea con otros estudios para el control de dispositivos
robo´ticos usando el potencial P300 (Escolano et al., 2009;
Iturrate et al., 2009).
4. SISTEMAS ROBO´TICOS
Esta seccio´n describe el disen˜o de cada uno de los sistemas
robo´ticos que componen el sistema de teleoperacio´n. Un sis-
tema robo´tico esta´ formado por dos entidades fı´sicas: un com-
putador externo y un robot, conectados a trave´s de una conexio´n
Bluetooth (Fig. 5). El computador externo tiene una doble
funcionalidad: (i) enlace con el sistema BCI del que recibe
las decisiones del usuario y al que envı´a el vı´deo capturado
por el robot; y (ii) control de la lo´gica del robot por medio
de su controlador. El robot es un dispositivo comercial e-puck
(Mondada et al., 2009). Se trata de un robot mo´vil de bajo coste
y de pequen˜as dimensiones (7 cm de dia´metro por 5.5 cm de
altura y 150 gramos de peso). Esta´ equipado con una memoria
interna de 8 KBytes, encoders incrementales para las ruedas,
8 sensores de proximidad infrarrojos con un alcance ma´ximo
de 6 cm, una ca´mara VGA de 640 × 480 pixels de resolucio´n
ma´xima, conexio´n Bluetooth, altavoz integrado y baterı´as con
una autonomı´a aproximada de 3 horas en movimiento con-
tinuo. En la pra´ctica la limitada memoria interna del robot y
el requerimiento de adquirir el mayor nu´mero de ima´genes
por segundo obligo´ a adquirir ima´genes en blanco y negro a
resolucio´n de 60 × 60 pixels, obteniendo una cadencia de 2
ima´genes/segundo. Se decidio´ no usar los sensores infrarrojos
tras un estudio de su precisio´n ante distintos materiales.
El funcionamiento de este sistema se describe a continuacio´n.
En primer lugar el computador externo recibe las decisiones
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Figura 6. Disen˜o del sistema de comunicaciones: conexiones
entre los elementos lo´gicos de las estaciones que compo-
nen el sistema de teleoperacio´n. Los elementos coloreados
representan las entidades propias de este sistema.
del usuario a trave´s de internet (previamente decodiﬁcadas
por el sistema BCI). E´stas son tratadas por el controlador del
computador, el cual las traduce a comandos de bajo nivel de
movimiento, de control de la ca´mara y del altavoz. Por u´ltimo,
los comandos se envı´an al inte´rprete de comandos embebido
dentro del robot e-puck a trave´s del enlace Bluetooth y el robot
los ejecuta. Mientras son ejecutados, el robot envı´a vı´deo al
computador externo, que a su vez lo retransmite al sistema BCI
para ofrecer al usuario un feedback visual del entorno.
5. INTEGRACIO´N Y PROTOCOLO DE EJECUCIO´N
Esta seccio´n describe el sistema de comunicaciones, que realiza
la integracio´n entre el sistema BCI y los sistemas robo´ticos, y
el protocolo de ejecucio´n.
5.1 Integracio´n
El sistema de comunicaciones esta´ compuesto por tres tipos
de entidades: dos tipos de clientes (uno para el sistema BCI
y otro para los sistemas robo´ticos) y un servidor de enlace
que concentra el ﬂujo de informacio´n y conﬁere escalabilidad
al sistema. Todas las conexiones entre estas entidades esta´n
basadas en el paradigma cliente/servidor sobre TCP/IP (Fig. 6).
El cliente del sistema cerebro-computador se encuentra en la
estacio´n del usuario, integrado dentro de la plataforma software
BCI2000 (que tambie´n realiza la adquisicio´n, procesamiento y
muestra la interfaz gra´ﬁca). Este cliente se ejecuta de forma
perio´dica cada aproximadamente 30 ms. Se comunica con el
servidor de enlace a trave´s de una conexio´n local para de-
sacoplar el funcionamiento en tiempo real de la plataforma
BCI2000 con los retrasos tı´picos de una conexio´n por internet.
El cliente de cada sistema robo´tico se encuentra en su estacio´n
robo´tica correspondiente y se ejecuta fı´sicamente en su com-
putador externo. Se comunica con el servidor de enlace a trave´s
de internet. Los requerimientos ma´ximos de ancho de banda
vienen impuestos por el ratio de transferencia de ima´genes. Las
ima´genes se capturaron en blanco y negro a una resolucio´n de
60×60 pixels (3.6 KB) y a una tasa de 2 ima´genes/segundo de-
bido a las caracterı´sticas de los robots. Por tanto, cada estacio´n
robo´tica necesita un ancho de banda aproximado de 8 KB/s y la
estacio´n de usuario 16 KB/s. Estos valores no suponen ninguna
restriccio´n para el orden de magnitud de las conexiones ac-
tuales. Este disen˜o permite el control remoto de robots situados
en cualquier entorno remoto con acceso a internet.
5.2 Protocolo de ejecucio´n
El usuario controla el sistema de teleoperacio´n por medio de
la interfaz gra´ﬁca del sistema BCI de acuerdo al protocolo
Figura 7. Ma´quina de estados ﬁnita que modela el protocolo de
ejecucio´n.
de ejecucio´n (Fig. 7). Inicialmente los sistemas robo´ticos se
encuentran a la espera de una decisio´n del usuario y se establece
como robot activo uno de ellos arbitrariamente. Se genera el
proceso de estimulacio´n sobre la ventana correspondiente al
robot activo y una opcio´n es seleccionada. Una vez que el
sistema reconoce la opcio´n deseada por el usuario dicha opcio´n
debe ser validada (ve´ase seccio´n 3.2), y es entonces enviada
al sistema robo´tico correspondiente (se referira´ a este hecho
como una misio´n). El robot ejecuta la misio´n recibida. Mientras
es ejecutada, la interfaz gra´ﬁca muestra vı´deo en tiempo real
capturado por la ca´mara del robot y el sistema BCI congela el
proceso de estimulacio´n. Cuando la misio´n ﬁnaliza termina el
envı´o de vı´deo y el proceso de estimulacio´n vuelve a empezar.
6. METOLOGI´A DE EXPERIMENTACIO´N
Esta seccio´n describe la metodologı´a de experimentacio´n segui-
da con el objetivo de realizar un estudio de validacio´n te´cnica y
de usabilidad del sistema a modo de pre-estudio de aplicabili-
dad de la tecnologı´a para usuarios ﬁnales con usuarios sanos.
2 participantes fueron seleccionados para el estudio. Ambos
eran estudiantes de la Universidad de Zaragoza, hombres, de 23
an˜os y diestros. Ninguno de ellos habı´a utilizado antes ninguna
interfaz cerebro-computador ni conocı´an de antemano el fun-
cionamiento del sistema de teleoperacio´n.
A continuacio´n se detalla el protocolo de experimentacio´n
deﬁnido, el cual consistı´a en dos fases: (i) screening y entre-
namiento, y (ii) experimentos de teleoperacio´n.
6.1 Fase I: screening y entrenamiento
Esta fase se componı´a de dos tareas: (i) tarea de screening para
estudiar la respuesta P300 ante la interfaz gra´ﬁca y validar la
eleccio´n de las caracterı´sticas de los estı´mulos visuales 2 ; y
(ii) tarea de entrenamiento para calibrar el sistema y evaluar el
rendimiento de las te´cnicas de procesamiento de la sen˜al.
Dichas tareas estaban formadas por un conjunto de ejecu-
ciones. Se denominara´ ejecucio´n a un experimento con una
conﬁguracio´n determinada (duracio´n, nu´mero de secuencias,
secuenciacio´n de la estimulacio´n visual, etc.). Estas ejecuciones
pueden dividirse en dos grandes grupos: ejecuciones ofﬂine y
2 El tiempo de respuesta y la amplitud del potencial P300 esta´n correlados con
las caracterı´sticas del estı´mulo (ver subseccio´n 3.1), y por tanto pueden afectar
al rendimiento de las te´cnicas de procesamiento de sen˜al.
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(a) Estacio´n de usuario LabBCI (b) Estacio´n robo´tica LabRob (c) Estacio´n robo´tica ParRob
Figura 8. Escenarios usados en la conﬁguracio´n de los experimentos.
online. En las ejecuciones ofﬂine el usuario debe prestar aten-
cio´n a una secuencia predeterminada de opciones en la interfaz
gra´ﬁca (tanto el nu´mero de opciones como las propias opciones
a seleccionar esta´n predeﬁnidos). De esta forma el sistema y
el usuario se encuentran sincronizados, es decir, el sistema es
capaz de marcar cada estimulacio´n como estimulacio´n objetivo
o no objetivo, aportando una informacio´n valiosa a la hora de
entrenar un clasiﬁcador. En las ejecuciones online el usuario
puede utilizar el sistema libremente de forma no supervisada,
seleccionando cualquier opcio´n que ofrece la interfaz.
En la tarea de screening el usuario tenı´a que realizar una eje-
cucio´n ofﬂine que constaba de la seleccio´n de 3 opciones. El
nu´mero de secuencias se establecio´ a 5, la duracio´n del estı´mulo
a 125 ms, y el tiempo entre estı´mulos a 1 s (para evitar el sola-
pamiento entre respuestas P300). En la tarea de entrenamiento
el usuario tenı´a que realizar 8 ejecuciones ofﬂine para calibrar el
sistema. Cada ejecucio´n comprendı´a la seleccio´n de 6 opciones
(para cubrir todas las clases del problema de clasiﬁcacio´n se
escogieron las pares en 4 ejecuciones y las impares en las
otras 4). Los datos del entrenamiento se usaron para calibrar el
sistema y posteriormente se realizo´ una ejecucio´n online de 20
opciones para evaluar su rendimiento. Se establecio´ un umbral
mı´nimo del 90% de rendimiento para cualiﬁcar al usuario para
participar en la siguiente fase de experimentacio´n. Para esta
tarea el nu´mero de secuencias se establecio´ a 10, la duracio´n
del estı´mulo a 125 ms, y el tiempo entre estı´mulos a 75 ms.
Para cada usuario esta fase duro´ aproximadamente una hora.
6.2 Fase II: Experimentos de teleoperacio´n
El objetivo de estos experimentos era la realizacio´n de una vali-
dacio´n te´cnica del sistema de teleoperacio´n y de sus principales
subsistemas. Para ello se realizaron experimentos entre el Labo-
ratorio de BCI de la Universidad de Zaragoza, donde se encon-
traban los usuarios (LabBCI); el Laboratorio de Robo´tica de
la Universidad de Zaragoza (LabRob), donde se encontraba el
primer robot; y una vivienda particular de Zaragoza (ParRob),
donde se encontraba el segundo robot (Fig. 8). Se disen˜o´ una
tarea que requerı´a el uso conjunto de las capacidades de nave-
gacio´n del robot y de exploracio´n visual para ser resuelta con
e´xito. Estaba deﬁnida de la siguiente forma:
1. (LabRob). Ejecucio´n de una tarea de movimiento hasta
visualizar a una persona situada a 4 metros de distancia.
2. (LabRob). Ejecucio´n de la opcio´n de pausar para visu-
alizar las acciones de la persona.
3. (LabRob). Cambio a control del otro robot (ParRob).
4. (ParRob). Ejecucio´n de una tarea de movimiento hasta
visualizar a una persona situada a 4 metros de distancia.
5. (ParRob). Ejecucio´n de una alarma para llamar la atencio´n
de la persona.
Debe resaltarse que los usuarios no conocı´an los entornos remo-
tos (so´lo se les mostraron mapas de e´stos). Los usuarios debı´an
realizar dos ejecuciones de la tarea. La secuenciacio´n temporal
se establecio´ a los mismos valores que los de la ejecucio´n online
de la tarea de entrenamiento de la Fase I. Para cada participante
esta fase de teleoperacio´n duro´ aproximadamente una hora.
7. RESULTADOS Y EVALUACIO´N
Esta seccio´n describe los resultados obtenidos en la realizacio´n
del protocolo de experimentacio´n. La Fase I consistı´a en una
tarea de screening y entrenamiento. En cuanto a la tarea de
screening se comprobo´ por inspeccio´n visual del EEG adquiri-
do que se producı´a el potencial P300 para los dos usuarios,
validando ası´ el disen˜o de la interfaz gra´ﬁca y de las carac-
terı´sticas visuales de su proceso de estimulacio´n. En cuanto a la
tarea de entrenamiento los usuarios realizaron las ejecuciones
ofﬂine, se seleccionaron por inspeccio´n visual los canales con
mejor respuesta P300 (10 y 9 canales para cada usuario) y
se aplicaron las te´cnicas de procesamiento de sen˜al para cali-
brar el sistema. Posteriormente realizaron la ejecucio´n online
obteniendo un rendimiento del sistema BCI superior al 90%,
y por tanto quedaron cualiﬁcados para la segunda fase. La
Fase II consistı´a en la realizacio´n de dos ejecuciones online
de una tarea predeﬁnida que requerı´a el uso conjunto de las
capacidades de navegacio´n y exploracio´n. El resultado global
es que los dos usuarios fueron capaces de controlar el sistema
con e´xito, sin obtener errores, mostrando una alta robustez
del sistema en su conjunto. En las siguientes subsecciones se
describe una evaluacio´n te´cnica del sistema de teleoperacio´n y
de sus principales subsistemas: el sistema cerebro-computador
y el sistema robo´tico.
7.1 Evaluacio´n global del sistema de teleoperacio´n
Siguiendo (Montesano et al., 2010; Iturrate et al., 2009) se han
propuesto las siguientes me´tricas:
E´xito de la tarea.
Tiempo (s): tiempo total para completar la tarea.
Distancia (m): distancia total recorrida entre los dos robots
para completar la tarea.
Nu´mero de misiones 3 para completar la tarea.
Rendimiento del sistema BCI.
La Tabla 1 resume los resultados (mı´nimo, ma´ximo, media y
desviacio´n tı´pica) para las cuatro ejecuciones (2 ejecuciones por
participante).
3 Las misiones se deﬁnen como los comandos enviados al sistema robo´tico
(ver seccio´n 5.1).
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Tabla1. Me´tricas para evaluar el rendimiento global del
sistema de teleoperacio´n
min max mean std
E´xito 1 1 1 0
Tiempo(s) 382 614 492 95.25
Distancia(m) 1.25 2.50 5 0.54
# misiones 7 10 9 1.41
Rendimiento BCI 0.85 1.00 0.94 0.06
La tarea de teleoperacio´n fue resuelta con e´xito en las dos eje-
cuciones de cada participante, lo cual es el mejor indicador de
la robustez y validez del sistema de teleoperacio´n. Adema´s se
puede concluir que las opciones proporcionadas por la interfaz
gra´ﬁca fueron pra´cticas y suﬁcientes, y que la interfaz es usable
dado que los participantes pudieron comprenderla tras un breve
tutorial explicatorio. En cuanto a la navegacio´n del robot no
se registraron colisiones. Debe notarse que hay una relativa
variabilidad en los tiempos y distancias entre las ejecuciones
de la tarea, lo cual se debe a que podı´a ser resuelta utilizan-
do diferentes estrategias. Uno de los aspectos determinantes
de estos sistemas es la robustez y precisio´n en la interaccio´n
con el sistema BCI, la cual fue muy satisfactoria logrando un
rendimiento en media del 94% y siempre superior al 85%.
Los resultados son muy prometedores porque muestran la ca-
pacidad de este sistema para resolver tareas simples en las que
tanto navegacio´n como exploracio´n son necesarias, en entornos
desconocidos y en una conﬁguracio´n real.
7.2 Evaluacio´n del sistema cerebro-computador
La evaluacio´n del sistema BCI abarca la evaluacio´n del
rendimiento de las te´cnicas de procesamiento de sen˜al y del
disen˜o de la interfaz gra´ﬁca. Siguiendo (Mason et al., 2006;
Montesano et al., 2010) se han propuesto las me´tricas:
Rendimiento BCI: tasa de aciertos en el reconocimiento.
Nu´mero de selecciones.
Nu´mero de errores: errores de reconocimiento de las te´cni-
cas de procesamiento de sen˜al (opciones seleccionadas
que no eran las deseadas por el usuario).
Nu´mero de misiones.
Ratio de usabilidad: nu´mero de selecciones por misio´n.
Nu´mero de misiones por minuto.
Nu´mero de secuencias en el proceso de estimulacio´n.
Nu´mero de errores causados por una falta de compresio´n
de la interfaz.
Los resultados de las cuatro ejecuciones se encuentran resumi-
dos en la Tabla 2.
Tabla2. Me´tricas para evaluar el sistema
cerebro-computador
min max mean std
Rendimiento BCI 0.85 1.00 0.94 0.06
# selecciones 16 27 20.75 4.57
# errores 0 4 1.50 1.73
# misiones 7 10 9 1.41
Ratio de usabilidad 2.00 2.70 2.30 0.30
# misiones/min 0.98 1.26 1.11 0.12
# secuencias 8 8 8 0
# errores entendimiento 0 0 0 0
El rendimiento BCI obtenido en los experimentos fue en me-
dia del 94% y siempre superior al 85%, lo que indica un
alto rendimiento para ambos participantes. El nu´mero de se-
cuencias se redujo a 8 para reducir el tiempo necesario del
proceso de estimulacio´n (el nu´mero de secuencias en la tarea
de entrenamiento de la Fase I fue 10). Dado ese nu´mero de
secuencias y la secuenciacio´n temporal del proceso (deﬁnida
de antemano en la metodologı´a), el nu´mero de selecciones por
minuto quedo´ ﬁjado a 5. El ratio de usabilidad del sistema,
deﬁnido como el nu´mero de selecciones por misio´n, es ideal-
mente igual a 2 debido al protocolo de ejecucio´n del sistema (se
necesitan al menos 2 selecciones para ordenar una misio´n, esto
es, para enviar un comando al sistema robo´tico). Los errores de
reconocimiento del sistema BCI y los de entendimiento de la
interfaz por parte del usuario aumentan el ratio de usabilidad,
que en media fue de 2.30. A su vez, esos mismos errores
establecen el nu´mero de misiones por minuto del sistema, que
fue de 1.11 en media. La ausencia de errores debido a una mala
compresio´n de la interfaz sugiere que e´sta es relativamente fa´cil
de comprender. Adema´s todas las opciones proporcionadas por
la interfaz fueron usadas, demostrando ası´ que no hay opciones
inu´tiles. En general el disen˜o de la interfaz es va´lido dado
que los usuarios fueron capaces de resolver las tareas usando
las funcionalidades proporcionadas. Estos resultados indican
que la integracio´n de la interfaz gra´ﬁca en la interfaz cerebro-
computador es apropiada para el control del presente sistema
de teleoperacio´n multi-robot.
7.3 Evaluacio´n de los sistemas robo´ticos
Basado en (Montesano et al., 2010) se han propuesto las sigu-
ientes me´tricas para evaluar los sistemas robo´ticos:
Distancia (m) total recorrida por los robots.
Nu´mero de misiones de navegacio´n: nu´mero de comandos
de movimiento enviados a los robots.
Tiempo de navegacio´n (s) por misio´n: tiempo empleado
en completar las misiones de navegacio´n.
Los resultados de las cuatro ejecuciones se encuentran resumi-
dos en la Tabla 3.
Tabla3. Me´tricas para evaluar los sistemas robo´ticos
min max mean std
Distancia(m) 1.25 2.50 5 0.54
# misiones navegacio´n 2 7 5.00 2.16
Tiempo(s)/misio´n 4 23 7.10 6.01
En total se llevaron a cabo 20 misiones de navegacio´n sin
colisiones con los elementos del entorno. Debe citarse que el
sistema robo´tico no dispone de ningu´n sistema de navegacio´n
ni de evitacio´n de obsta´culos debido a las limitaciones de sus
sensores de proximidad. En general el rendimiento del sistema
robo´tico fue aceptable considerando las limitaciones te´cnicas
que conlleva la miniaturizacio´n de un robot y cabe destacar
que los robots fueron capaces de navegar en entornos reales sin
reportar errores. Adema´s debe notarse que la calidad de vı´deo
ofrecida por la ca´mara fue suﬁciente puesto que la consecucio´n
de la tarea requerı´a la capacidad de exploracio´n visual.
8. CONCLUSIONES
El presente trabajo presenta un sistema de teleoperacio´n multi-
robot basado en interfaz cerebro-computador en el que se uti-
lizan robots minituarizados de bajo coste. Este sistema ofrece al
usuario presencia simulta´nea en entornos remotos u´nicamente
con la condicio´n de tener acceso a internet, dota´ndole de las ca-
pacidades de percepcio´n visual, navegacio´n, y una interaccio´n
simple mediante el envı´o de alarmas. Adema´s el sistema puede
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ser pausado por el usuario durante un tiempo si ası´ lo desea.
Desde el punto de vista de la interaccio´n con el sistema BCI este
sistema tiene propiedades similares a aquellos basados en el
protocolo sı´ncrono P300: alto rendimiento en el reconocimiento
y poco tiempo necesario para su calibracio´n, pero limitado ratio
de transferencia de informacio´n (ITR). Sin embargo este sis-
tema presenta dos ventajas: (i) una vez que la orden es enviada
a los dispositivos robo´ticos el usuario se puede relajar dado
que las funcionalidades esta´n automatizadas, evitando procesos
mentales exhaustivos; y (ii) la informacio´n tiene que viajar a
trave´s de internet pero es ejecutada auto´nomamente en el robot,
evitando el problema de retraso en la transferencia por internet
de sistemas de teleoperacio´n con control continuo.
Este sistema no solo tiene uso como un dispositivo de tele-
operacio´n sino que adema´s se ha sugerido que la implicacio´n
del paciente en este tipo de sistemas podrı´a producir un efec-
to de neurorehabilitacio´n, manteniendo la actividad neuronal
relacionada con la navegacio´n espacial, accio´n y comunicacio´n,
evitando o retrasando de esta forma la extincio´n del pensamien-
to que hipote´ticamente ocurre en etapas avanzadas de pacientes
de esclerosis lateral amiotro´ﬁca (Ku¨bler and Birbaumer, 2008).
A nivel de ingenierı´a la minituarizacio´n de los dispositivos
robo´ticos conlleva una degradacio´n de prestaciones: ca´mara
de baja resolucio´n, limitada tasa de transferencia de vı´deo, y
sensores de proximidad poco precisos. Sin embargo la percep-
cio´n visual proporcionada se ha demostrado suﬁciente para la
consecucio´n de las tareas de experimentacio´n. La mejora en
las prestaciones de estos dispositivos robo´ticos de bajo coste y
dimensiones implicarı´a de forma directa la mejora del presente
sistema de teleoperacio´n ası´ como posibilitarı´a la incorporacio´n
de estrategias de alto nivel para la ayuda al usuario, como por
ejemplo sistemas de navegacio´n o evitacio´n de obsta´culos.
El sistema de teleoperacio´n propuesto ha sido evaluado con
2 usuarios sanos a modo de pre-estudio de aplicabilidad de
esta tecnologı´a en pacientes. Se elaboro´ una metodologı´a de
experimentacio´n para validar el sistema BCI por separado y
para la evaluacio´n del sistema de teleoperacio´n (en conjunto y
por cada uno de sus principales subsistemas). Debe notarse que
aunque el sistema soporta el control de un nu´mero arbitrario
de robots, dicho nu´mero se restringio´ a dos en las fases de
experimentacio´n. El principal resultado es que ambos usuarios
fueron capaces de resolver las tareas propuestas con e´xito, sin
reportar ningu´n error y mostrando una alta robustez del sistema.
Esto indica que usuarios sin lesiones pueden utilizar el sistema
para las tareas propias de un paciente, lo cual es un buen
indicador de la madurez de la tecnologı´a para ser reorientada
hacia usuarios ﬁnales.
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