













This thesis has been submitted in fulfilment of the requirements for a postgraduate degree 
(e.g. PhD, MPhil, DClinPsychol) at the University of Edinburgh. Please note the following 
terms and conditions of use: 
 
This work is protected by copyright and other intellectual property rights, which are 
retained by the thesis author, unless otherwise stated. 
A copy can be downloaded for personal non-commercial research or study, without 
prior permission or charge. 
This thesis cannot be reproduced or quoted extensively from without first obtaining 
permission in writing from the author. 
The content must not be changed in any way or sold commercially in any format or 
medium without the formal permission of the author. 
When referring to this work, full bibliographic details including the author, title, 
awarding institution and date of the thesis must be given. 
 
Visual Context for Verb Sense Disambiguation

























Every day billions of images are uploaded to the web. To process images at such a large
scale it is important to build automatic image understanding systems. An important
step towards understanding the content of the images is to be able to understand all the
objects, scenes and actions depicted in the image. These systems should be capable of
integrating with natural language or text to be able to query and interact with humans
for tasks such as image retrieval.
Verbs play a key role in the understanding of sentences and scenes. Verbs express
the semantics of an actions as well as the interactions between objects participating in
an event. Thus understanding verbs is central to both language and image understanding.
However, verbs are known for their variability in meaning with context. Many studies in
psychology have shown that contextual information plays an important role in semantic
understanding and processing in the human visual system. We use this as intuition
and understand the role of textual or visual context in tasks that combine language and
vision.
Our research presented in this thesis focuses on the problems of integrating visual
and textual contexts for: (i) automatically identifying verbs that denote actions depicted
in the images; (ii) fine-grained analysis of how visual context can help disambiguate
different meanings of verbs in a language or across languages; (iii) the role played by
the visual and multilingual context in learning representations that allow us to query
information across modalities and languages.
First, we propose the task of visual sense disambiguation, an alternative way of
addressing the action recognition task. Instead of identifying the actions directly, we
develop a two step process: identifying the verb that denotes the action being depicted
in an image and then disambiguate the meaning of the verb based on the visual and
textual context associated with the image. We first build a image-verb classifier based
on the weak signal from image description data and analyse the specific regions that
model focuses on while predicting the verb. We then disambiguate the meaning of
the verb shown in the image using image features and sense-inventories. We test the
hypothesis that visual and textual context associated with the image contribute to the
disambiguation task.
Second, we ask whether the predictions made by such models correspond to human
intuitions about visual verbs or actions. We analyse whether the image regions a verb
prediction model identifies as salient for a given verb correlate with the regions fixated
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by human observers performing an action classification task. We also compare the
correlation of human fixations against visual saliency and center bias models.
Third, we propose the crosslingual verb disambiguation task: identifying the correct
translation of the verb in a target language based on visual context. This task has the
potential to resolve lexical ambiguity in machine translation when the visual context
is available. We propose a series of models and show that multimodal models that
fuse textual information with visual features have an edge over text or visual only
models. We then demonstrate how visual sense disambiguation can be combined with
lexical constraint decoding to improve the performance of a standard unimodal machine
translation system on image descriptions.
Finally, we move on to learn joint representations for images and text in multiple
languages. We test the hypothesis that context provided as visual information or text
in other language contributes to better representation learning. We propose models to
map text from multiple languages and images into a common space and evaluating
the usefulness of the second language in multimodal search and usefulness of image
in the crosslingual search. Our experiments suggest that exploiting multilingual and
multimodal resources can help in learning better semantic representations that are useful
for various multimodal natural language understanding tasks.
Our experiments on visual sense disambiguation, sense disambiguation across lan-
guages, multimodal and cross-lingual search demonstrate that visual context alone or




An ultimate goal of artificial intelligence is to create a system that can learn and
understand information from vast amounts of data, communicate with the user and
perform an action according to its user’s instructions both from language and visual
signal. A very crucial part of this is to be able to recognise and understand information.
Verbs play a critical role in the semantic understanding of both language and visual
information. The semantics of a verb in a scene changes with objects participating in an
activity and the interactions between the objects. An effective way of representing and
understanding verbs is necessary for systems to interpret the meaning of instructions
to perform equal to humans. For example playing guitar vs. playing football. In this
thesis, we formulate ways to identify verbs that denote actions depicted in images and
demonstrate how visual context can help disambiguate different meanings of verbs. We
examine whether visual context can help understanding mappings of meanings of verbs
across languages. Finally, we study whether the visual and textual context is useful
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An ultimate goal of artificial intelligence is to create a system that can process, learn
and understand information from vast amounts of data to communicate with a user and
perform an action according to the user’s instructions. Recent advances in the technol-
ogy, easy accessibility of smart devices equipped with a camera and the popularity of
digital media and social networking have enabled people to upload and share images
and videos which resulted in a steep rise of the visual content being uploaded to web
daily. However, as the amount of data increases, the need for intelligent systems that
can understand both language and visual information increases.
Recent studies in the computer vision community have successfully constructed
models to efficiently recognize objects in the image or describe an image with lan-
guage (Sermanet et al., 2013; Simonyan & Zisserman, 2014; Szegedy et al., 2015; He
et al., 2016; Girshick et al., 2014; Karpathy & Li, 2015b). Despite significant advances
in recognizing objects, one of the fundamental problems of computer vision is rec-
ognizing actions in images, which still remains challenging (Ronchi & Perona, 2015;
Ramanathan et al., 2015; Pustejovsky et al., 2016). The semantics of verbs changes
with respect to context: participants (objects) in an activity and interactions (relation-
ships) between the participants. For example in Table 1.1 the verb play could be used
to describe the action happening in both the images. In the first image, the verb evokes
the meaning of playing a music instrument whereas in the second image it evokes the
meaning of playing a sport. Most of the action recognition work so far can be viewed
as a classification problem viz., labeling an image with a verb phrase label.
1
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English playing playing
Spanish tocando jugando
Table 1.1: An example how visual information helps distinguish between two different
usage of verb play
Most of the human object interaction datasets and models are targeted at images in
a specific domain or limited to a set of labels and are far from applicable to real-world
datasets and applications. This is not scalable as the number of target verbs and objects
increase; the possible number of labels is the cartesian product of verb and object labels
(Le et al., 2013b; Ronchi & Perona, 2015).
Our research presented in this thesis focuses on the problem of using language and
linguistic resources to help understand images. We particularly study the problem of
action recognition task by automatically identifying verbs that denote actions depicted
in the images. We present a fine-grained analysis of how visual context can help dis-
ambiguate different meanings of verbs in a language or across languages. Additionally,
we show the role played by visual and multilingual context in learning representations
that allow us to query information across modalities and languages.
1.1 Contributions
This thesis makes following main contributions to the problem of automated under-
standing of verbs and actions in images and multimodal representation learning.
Visual Verb sense Disambiguation Task and Dataset: We introduce a new task of
visual sense disambiguation for verbs and VerSe a new sense disambiguation datasets
VerSe (short for Verb Sense) dataset consists a collection of images for 90 verbs anno-
tated with their sense labels. VerSe images are also accompanied by other ground truth
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annotations such as object annotations, action labels and descriptions.
We propose an unsupervised algorithm based on Lesk (Lesk, 1986) which performs
visual sense disambiguation using textual, visual and multimodal information.
Cross-lingual Visual Sense Disambiguation Task and Dataset: We introduce the
task of cross-lingual visual sense disambiguation (CLWSD) for verbs and MultiSense,
a new crosslingual sense disambiguation dataset. MultiSense consists a collection of
images for 55 verbs annotated with their translations in German and Spanish.
We propose a series of cross-lingual visual sense disambiguation models and show
that multimodal models that fuse textual information with visual features perform best
on the task. Additionally, we demonstrate that visual sense disambiguation can be used
to improve the performance of a standard unimodal machine translation system on
image descriptions.
Multilingual Multimodal Representation Learning We introduce novel models
for learning representations of multiple languages and image in a joint space. Our model
is formulated as a neural network architecture that learns bilingual multimodal space
based on multiview learning of images and text in English and German. First, we show
that the model yields representations useful for visual description task when presented
with images only and image retrieval task when presented with text only.
Secondly, that our models are able to extend this behavior to languages other than
English and can exploit information from other languages for better representation
learning. Thirdly, that it can account for human behavior on semantic textual similarity
tasks to rank how similar two given sentences are. Finally, we show that our models
yield representations useful for cross-lingual search without using any parallel informa-
tion between the languages.
1.2 Published Work
The contributions presented in this thesis are published in the following papers:
Chapter 2 was presented as:
Gella, Spandana, Lapata, Mirella, and Keller, Frank. 2016. Unsupervised visual
sense disambiguation for verbs using multimodal embeddings. In Proceedings
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of the 2016 Conference of the North American Chapter of the Association for
Computational Linguistics: Human Language Technologies, NAACL-HLT.
Gella, Spandana and Keller, Frank. 2017. An analysis of action recognition
datasets for language and vision tasks. In Proceedings of the 55th Annual Meet-
ing of the Association for Computational Linguistics.
Gella, Spandana, Keller, Frank, and Lapata, Mirella. 2018. Disambiguating visual
verbs. IEEE Transactions on Pattern Analysis and Machine Intelligence.
Chapter 3 was presented as :
Gella, Spandana and Keller, Frank. An evaluation of image-based verb prediction
models against human eye-tracking data. In Proceedings of the 2018 Conference
of the North American Chapter of the Association for Computational Linguistics:
Human Language Technologies, NAACL-HLT.
Chapter 4 presented as:
Gella, Spandana, Elliot, Desmond and Keller, Frank. Cross-lingual Visual Sense
Disambiguation. In Proceedings of the 2019 Conference of the North American
Chapter of the Association for Computational Linguistics: Human Language
Technologies, NAACL-HLT.
Chapter 5 was presented as :
Gella, Spandana, Sennrich, Rico, Keller, Frank, and Lapata, Mirella. 2017. Image
pivoting for learning multilingual multimodal representations. In Proceedings of
the Conference on Empirical Methods in Natural Language Processing.
1.3 Thesis Outline
We present our visual sense disambiguation task and models proposed to address this
task in Chapter 2. Chapter 3 describes our analysis on the correlation of human eye-
tracking fixations vs. localizations of convolutional neural network models for action
classification task. Chapter 4 introduces our model cross-lingual word sense disam-
biguation using visual context and its application to enhance Machine Translation mod-
els. In Chapter 5 we present models to learn joint space for images and text in multiple
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languages using visual information as a bridge between languages, and conclude the
thesis in Chapter 6.
Chapter 2 presents our annotation procedure to create our VerSe visual verb sense
disambiguation dataset. We discuss how target verbs, senses and images were obtained.
We explain how we use image-descriptions to generate weakly labeled data for train-
ing multi-label verb-classification models. We devise a multiple instance classification
model that not only predicts the verb labels but can also efficiently localize the action re-
gions in the images. We then explain how we use predicted verbs along with their textual
information from sense definitions, object label annotations and image representations
extracted from convolutional neural network models for the task of visual sense dis-
ambiguation. We describe our proposed unsupervised algorithm based on Lesk which
performs visual sense disambiguation using textual, visual and multimodal information.
We also verify our findings by using the textual and multimodal embeddings as features
in a supervised setting and analyse the performance of visual sense disambiguation task.
Chapter 3 presents our analysis of human eye fixations for the task of assigning
verb labels to images. We ask whether the verb prediction model introduced in Chapter
2 correspond to human intuitions about visual verbs or actions. We study whether image
regions a verb prediction model identifies as salient for a given verb correlate with the
regions fixated by human observers performing a verb classification task. Additionally,
we also compare the correlation of human fixations against visual saliency models and
center bias models.
Chapter 4 presents our annotation procedure to create our MultiSense crosslingual
visual sense disambiguation dataset. We propose cross-lingual visual sense disambigua-
tion models with different ways of combining textual and visual features and show
that multimodal models perform best for the cross-lingual visual sense disambiguation
task. We also demonstrate that visual sense disambiguation output can be plugged into
standard unimodal machine translation systems to improve both verb accuracy in trans-
lations as well the quality of the translated sentences.
Chapter 5 is concerned with using visual information for multilingual represen-
tation learning. We present two new models hat jointly learn multilingual multimodal
representations for mapping images and sentences into common embedding space us-
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ing the image as a pivot between languages. Our proposed models map sentences from
multiple languages and images into a common space and evaluate the usefulness of
the second language in multimodal search with main focus on advancing multilingual
versions of image search and image understanding. Our experiments show state-of-the
art results on image-description ranking, semantic textual similarity and competitive
results on crosslingual image description generation and crosslingual retrieval tasks.
Our models suggest that exploiting multilingual and multimodal resources can help in
learning better semantic representations that are useful for various multimodal natural
language understanding tasks.
Chapter 6 concludes the thesis by summarizing our main findings, discusses the
limitations of our work and points out directions we wish to pursue for further research.
Chapter 2
Disambiguating Visual Verbs
Action recognition in still images is the task of identifying whether an action can be
perceived in an image or not. During the past decade, computer vision research on action
recognition was targeted on constructing machine learning models to label an action in
a image which is a verb phrase. Most of these models are learned using large databases
of examples labelled manually by humans. This process of annotation is laborious and
time consuming. In addition, these datasets and models do not address ambiguity. In
this chapter, we introduce the visual verb sense disambiguation task: given an image
and a verb, assign the correct sense of the verb, i.e., the one that describes the action
depicted in the image. We disambiguate the meaning of a verb shown in an image
using the existing linguistic sense-inventories which are well known and used in textual
word disambiguation tasks. We introduce a new dataset, which we call VerSe (short
for Verb Sense) that augments existing multimodal datasets (COCO and TUHOI) with
verb and sense labels. In this chapter we test the hypothesis that visual and textual
context associated with the image contributes to the verb sense disambiguation task.
We explore both supervised and unsupervised models for the sense disambiguation task
using textual, visual, and multimodal embeddings. We also consider a scenario in which
we must detect the verb depicted in an image prior to predicting its sense i.e., there is
no verbal information associated with the image.
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2.1 Motivation
Action recognition, the task of identifying the actions depicted in videos or still images,
is a widely studied problem in computer vision. Several applications stand to benefit
from the ability to recognise actions, such as image description generation, image/video
retrieval, surveillance, and a variety of systems involving human-computer interaction.
The bulk of existing work has focused on video data, where motion and temporal
information provide cues for recognizing actions. The absence of such cues renders
the task more challenging in still images for differentiating actions such as walking vs
running or opening door vs closing door. Nevertheless, attempts to recognise actions
in images can be broadly grouped into:
(a) Action Classification (AC), which aims to label an image with a verb phrase,
typically a combination of a verb and its object (e.g., play baseball, ride horse),
while assuming that such labels are mutually exclusive (Ikizler et al., 2008; Gupta
et al., 2009; Yao & Fei-Fei, 2010; Everingham et al., 2010; Yao et al., 2011).
(b) Human Object Interaction (HOI) recognition, which aims to identify all possible
interactions between a human and an object in an image; co-occurring actions
(e.g., hold bicycle and ride bicycle) can in principle be modeled since images
receive multiple labels (Le et al., 2014; Chao et al., 2015a; Lu et al., 2016a).
(c) Visual Semantic Role Labeling (VSRL), which identifies the roles actors and
objects play in the activity or situation depicted in the image (Gupta & Malik,
2015; Yatskar et al., 2016).
In Figure 2.1 we illustrate each of these tasks and how they relate to each other.
However, none of these action recognition tasks considers the ambiguity that arises
when verbs are used as labels. For example, the verb play has multiple meanings in
different contexts: participate in sport, play musical instrument, or engage in playful
activity. ImSitu dataset proposed by Yatskar et al. (2016) explicitly avoided polysemous
verbs such as play. Moreover, action labels consisting of verb-object pairs may miss
important generalizations, e.g., the fact that ride horse and ride elephant both evoke the
same verb semantics, namely ride animal. Existing action labels also miss generaliza-
tions across verbs, e.g., the fact that fix bike and repair bike are semantically equivalent,
in spite of the use of different verbs. These observations strongly suggest that actions
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     ride
ride-1: sit and travel 
on back of an animal
ride-2:  sit on and 
control a vehicle
ride-3: be carried in 
a vehicle
Figure 2.1: Categorization of action recognition tasks in images.
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Figure 2.2: Google Image Search trying to disambiguate sit. All clusters pertain to the
sit down sense with different objects involved, other senses such as baby sitor convene
are not included.
In this chapter, we therefore propose the new task of visual verb sense disambigua-
tion (VSD), which aims to label an image with a verb sense taken from a lexical database
(see Figure 2.1). We explore two VSD scenarios: (1) given an image and a verb, assign
the correct sense of the verb, i.e., the one that describes the action depicted in the image;
and (2) given an image, predict a verb and its corresponding sense to correctly describe
the action in the image. We present VerSe, a new dataset that augments existing multi-
modal datasets (COCO and TUHOI) with sense labels. VerSe contains 3,510 images,
each annotated with one of 90 verbs, as well as the verb sense realized in the image
according to the OntoNotes sense inventory (Hovy et al., 2006).
For our first scenario, we explore both unsupervised and supervised disambiguation
methods. Note that our unsupervised methods are unsupervised for sense disambigua-
tion task. However, they do leverage prior supervision from other models that were
used to learn objects or generate captions.
We focus in particular on how to best represent word senses for visual disambigua-
tion, and explore the use of textual, visual, and multimodal embeddings. Textual em-
beddings for a given image can be constructed over object labels or image descrip-
tions, which are available as gold-standard in the COCO and TUHOI datasets, or can
be computed automatically using object detectors and image description models. We
have experimented with both gold-standard and predicted object labels and image de-
scriptions. Our results show that textual embeddings perform best when gold-standard
textual annotations are available, while multimodal embeddings perform best when
automatically generated object labels are used. Interestingly, we find that automatically
generated image descriptions result in inferior performance. For our second scenario,
we predict the verbs depicted in an image using multilabel classification algorithms,
which can operate on bounding boxes from an image or on the full image. Our results
show that multiple instance learning (MIL), which takes inputs of positive and negative
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bounding boxes for every label, performs better than a multilabel CNN architecture.
In the remainder of this chapter, we first present an overview of related work. We
then introduce the VerSe dataset and describe our annotation procedure. Next, we
provide the details of our disambiguation and verb prediction models. Experimental
results and discussion conclude the chapter.
2.2 Related Work
Sense Disambiguation Visual sense disambiguation is related to word sense disam-
biguation (WSD), a canonical task in natural language processing. The aim in WSD is
to identify the intended meaning (sense) of a word in its textual context. For example
consider the following sentences:
• A man is playing a fiddle in the living room.
• The children are playing across the street.
• Two men are playing doubles tennis on a grass court.
The respective occurrence of play are used with different meaning. The first oc-
currence corresponds to a “perform or transmit music”, second sentence correspond
to “engage in a fun or recreational (childlike) activity” and the third one corresponds
to a “engage in or make moves related to competition or sport”. It is obvious in most
cases for humans to interpret this difference whereas it is a difficult task to computa-
tionally distinguish between the two different meanings of the word. Reliable WSD has
been argued to improve a range of NLP applications, including information retrieval,
information extraction, machine translation, content analysis, and lexicography.
There is an extensive literature on WSD for nouns, verbs, adjectives, and adverbs.
Most of these approaches rely on lexical databases and sense inventories such as Word-
Net (Miller et al., 1990) or OntoNotes (Hovy et al., 2006). Unsupervised WSD ap-
proaches often rely on distributional representations, computed over the target word
and its context (Lin, 1997; McCarthy et al., 2004; Brody & Lapata, 2008; Navigli,
2009). Most supervised approaches use sense annotated corpora to extract linguistic
features of the target word (context words, part-of-speech tags, collocation features),
which are then fed into a classifier to disambiguate test data (Zhong & Ng, 2010). Re-
cently, features based on sense-specific semantic vectors learned using large corpora
and a sense inventory have been shown to achieve state-of-the-art results for supervised
WSD (Rothe & Schutze, 2015; Jauhar et al., 2015).
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In a multimodal setting (e.g., newspaper articles with photographs), visual context
is also available and can be used for sense disambiguation in multimodal tasks such
as image retrieval. As an example, consider the output of Google Image Search for the
query sit, shown in Figure 2.2: the search engine recognises that the verb has multiple
senses and tries to cluster relevant images. However, the result does not capture the
polysemy of the verb well, and would clearly benefit from visual sense disambiguation
for clustering images according to its meaning.
In the literature, VSD has been attempted only for nouns (e.g., apple can mean
fruit or computer. Sense discrimination for web images was introduced in (Loeff et al.,
2006), who used spectral clustering over multimodal features from images and web text.
(Saenko & Darrell, 2008) employ sense definitions from a dictionary to learn a latent
LDA space overs senses, which is then used to construct sense-specific classifiers by
exploiting the text surrounding an image.
In general, VSD for nouns is a relatively straightforward task that can be solved
with the help of an object detector (Barnard et al., 2003; Chen et al., 2015b). This
is helped by resources such as ImageNet (Deng et al., 2009), a large image database
containing 1.4 million images for 21,841 noun senses and organised according to the
WordNet hierarchy. However, we are not aware of any previous work on VSD for verbs,
and no ImageNet for verbs exists. Not only image retrieval would benefit from VSD,
but also other multimodal tasks that have recently received a lot of interest, such as
automatic image description (Bernardi et al., 2016) and visual question answering (An-
tol et al., 2015), multimodal machine translation (Elliott et al., 2016; Specia et al., 2016).
Action Recognition As mentioned in Section 3.1, our work relates to a variety of
action recognition tasks. To elucidate key aspects of VSD and differences from previous
approaches, we provide an overview of commonly used datasets for action recognition
in Table 2.1. We observe that the number of verbs covered in these datasets is often
smaller than the number of action labels reported (see columns #V and #L) and in many
cases the action labels involve an object reference. A few of the first action recognition
datasets (e.g., Ikizler (Ikizler et al., 2008) and Willow (Delaitre et al., 2010)) were taken
from the sports domain, aiming to capture variation in human poses for actions such as
tennis serve and cricket bowling. As a result, they contain images exhibiting diversity in
camera view point, background, and resolution. Further datasets were created based on
the intuition that object information helps in modeling action recognition (Li & Fei-Fei,
2007; Ikizler-Cinbis & Sclaroff, 2010), using mutually exclusive labels such as ride
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horse or ride bike.
The limitations of the early datasets (small size, domain specificity, and the use of ad-
hoc labels) have been recently addressed in a number of broad-coverage resources that
are large scale and use linguistically-motivated labels (Yatskar et al., 2016; Ronchi &
Perona, 2015; Chao et al., 2015a). Often these datasets use existing linguistic resources
such as VerbNet (Schuler, 2005), WordNet, and FrameNet (Baker et al., 1998) to classify
verbs. This allows for a more general, semantically motivated treatment of verbs and
verb phrases, and also takes into account the fact that not all verbs are depictable. For
example, abstract verbs such as presume and acquire are not depictable, while other
verbs have both depictable and non-depictable senses: play is non-depictable in play
with emotions, but depictable in play an instrument and play a sport. A few other
datasets have been based on Microsoft Common Objects in Context (COCO; (Chen
et al., 2015a)), a dataset that consists of over 120k images with extensive annotations,
including labels for 91 object categories and five descriptions per image. Although
COCO was not created with action recognition in mind, it is possible to use the verbs
present in the descriptions to annotate actions and their semantic roles (Ronchi &
Perona, 2015; Gupta & Malik, 2015).
It is important to note that verb sense ambiguity is ignored in almost all existing
action recognition datasets (and corresponding tasks). This misses important general-
izations: for instance, the actions ride horse and ride elephant represent the same sense
of ride and thus share visual, textual, and conceptual features. On the other hand, play
tennis and play guitar share the same verb but represent different senses. We address
this issue by creating VerSe, a dataset with explicit sense labels. VerSe is built on top
of TUHOI (the Trento Universal Human-Object Interaction dataset; (Le et al., 2014))
and COCO. The former dataset contains 10,805 images covering 2,974 actions. Action
categories were crowdsourced, each image was labeled by multiple annotators with a
description in the form of a verb or a verb-object pair. The main drawback of TUHOI
is that 1,576 out of 2,974 action categories occur only once, limiting its usefulness for
VSD. Although COCO contains no explicit action annotation, verbs and verb phrases
can be extracted from the descriptions. (But note that only about half of the COCO
images depict actions.)
The HICO (Humans Interacting with Common Objects) dataset is conceptually










Dataset Task #L #V Obj Images Sen Des Cln ML Resource Example Labels
Ikizler (Ikizler et al., 2008) AC 6 6 0 467 N N Y N — run, walk
Sports Dataset (Gupta et al., 2009) AC 6 6 4 300 N N Y N — tennis serve, cricket bowling
Willow (Delaitre et al., 2010) AC 7 6 5 986 N N Y Y — ride bike, take photograph
PPMI (Yao & Fei-Fei, 2010) AC 24 2 12 4.8k N N Y N — play guitar, hold violin
Stanford 40 Actions (Yao et al., 2011) AC 40 33 31 9.5k N N Y N — cut vegetables, ride horse
PASCAL 2012 (Everingham et al., 2015) AC 11 9 6 4.5k N N Y Y — ride bike, ride horse
89 Actions (Le et al., 2013a) AC 89 36 19 2k N N Y N — ride bike, fix bike
MPII Human Pose (Andriluka et al., 2014) AC 410 — 66 40.5k N N Y N — ride car, hair styling
TUHOI (Le et al., 2014) HOI 2974 — 189 10.8k N N Y Y — sit on chair, play with dog
BU101 Dataset (Ma et al., 2017) AC 101 68 — 23.8k N N Y N — horse race, play violin
COCO-a (Ronchi & Perona, 2015) HOI — 140 80 10k N Y Y Y VerbNet walk bike, hold bike
Google Images (Ramanathan et al., 2015) AC 2880 — — 102k N N N N — riding horse, riding camel
HICO (Chao et al., 2015a) HOI 600 111 80 47k Y N Y Y WordNet ride#v#1 bike; hold#v#2 bike
VCOCO-SRL (Gupta & Malik, 2015) VSRL — 26 48 10k N Y Y Y — verb: hit; instrument: bat;
object: ball
imSitu (Yatskar et al., 2016) VSRL — 504 11k 126k Y N Y N FrameNet
WordNet
verb: ride; agent: girl#n#2
vehicle: bike#n#1;
place: road#n#2
VerSe (Ours) VSD 163 90 — 3.5k Y Y Y N OntoNotes ride.v.01, play.v.02
Table 2.1: Comparison of existing action recognition datasets according to various subtasks. #L denotes the number of action labels in the
dataset; #V denotes the number of verbs covered in the dataset; Obj indicates the number of objects annotated; Sen indicates whether sense
ambiguity is explicitly handled; Des indicates whether image descriptions are included; Cln denotes whether the dataset has been manually
verified; ML indicates the possibility of multiple labels per image
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Unlike other existing datasets, HICO uses sense-based distinctions: actions are
denoted by sense-object pairs, rather than by verb-object pairs. HICO does not aim
for complete coverage of senses: it restricts itself to a single sense of a verb (with the
exceptions of a couple of verbs), which means that HICO is not suitable for verb sense
disambiguation.
The COCO-a dataset (Ronchi & Perona, 2015) was created by identifying verbs that
are visual and detectable in images. The selection criteria included that a 6–8 year old
child should be able to distinguish the visual verbs. This strategy meant that synonyms
or related verbs were not included in the dataset, and also polysemous uses of verbs
were excluded. The authors cross-checked the verbs they selected against the verbs
used in the COCO image descriptions. This resulted in a total of 140 visual verbs being
covered in COCO-a.
Another dataset is imSitu (Yatskar et al., 2016), which includes a large number
of images and annotates each image with a verb and its semantic frames taken from
FrameNet (Baker et al., 1998). Each semantic frame includes a frame label (e.g., gar-
dening), the frame elements (e.g., agent, tool), and the location (e.g., outdoors). The
frame annotation by definition determines the sense of a verb. However, when imSitu
was designed, it was decided not to include polysemous verbs, so for example the verb
play is not in the dataset. Because all the verbs in the dataset only have one sense,
imSitu cannot be used for visual sense disambiguation.
Our VerSe dataset presented in Section 2.3 addresses the visual sense disambigua-
tion problem. The annotation of VerSe proceeds into two steps: 1) Identifying the verbs
that are visual (similar to the work of (Chao et al., 2015b; Ronchi & Perona, 2015))
2) Identifying all the visual senses of a verb and annotating images with verb visual
senses. To identify the target set of verbs we sampled the verbs from existing datasets
TUHOI and COCO.
2.3 The VerSe Dataset
In this section we describe how VerSe was created. As mentioned earlier, it is based
on previous image description and action recognition datasets COCO and TUHOI, cov-
ering 90 verbs, and contains 3,518 images. VerSe serves two main purposes: (1) to
show the feasibility of annotating images with verb senses (rather than verbs or ac-










Figure 2.3: Example item for depictability and sense annotation: sense definitions and examples (in blue) for the verb line.
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Verb Selection Action recognition datasets often use a limited number of verbs in
a given domain (see Table 2.1). We instead sampled verbs from COCO descriptions
and TUHOI verb phrases (e.g., sit on chair), which we use in lieu of descriptions. We
extracted all verbs from all descriptions in the two datasets and selected those with
more than one sense in the OntoNotes dictionary (Hovy et al., 2006). This procedure
resulted in 148 verbs in total (94 from COCO and 133 from TUHOI).
Depictability Annotation A verb can have multiple senses, but not all of them are
depictable, e.g., senses describing cognitive and perception processes are not depictable.
Consider the verb touch whose make physical contact sense is depictable, whereas
the affect emotionally sense is not depictable. We therefore annotated the senses of a
verb as depictable or non-depictable. Amazon Mechanical Turk (AMT) workers were
presented with the definitions of all the senses of a verb, along with examples, as given
by OntoNotes (Hovy et al., 2006). An example for this annotation is shown in Figure 2.3.
We used OntoNotes instead of WordNet, as WordNet senses are very fine-grained and
potentially make depictability and sense annotation harder. Granularity issues with
WordNet for text-based WSD are well documented (Navigli, 2009).
OntoNotes (Hovy et al., 2006), a coarse grained sense inventory is created to address
the sense granularity issue of WordNet, by iteratively partitioning WordNet senses
until they reach and inter-annotator agreement of 90% on the sense annotation task.
OntoNotes senses can be mapped to their respective WordNet senses, for verb senses
they can also be mapped Propbank roles and FrameNet frames.
Although on the surface our depictability labels might look similar to affordance
visualness labels (Chao et al., 2015b), there are two main key differences: 1) Their
annotation is restricted to few senses per each verb, whereas we do exhaustive annota-
tion of all senses in the verb which provides an overview of visualness of not just the
synset but the overall verb. They concentrated on covering a higher number of verbs
with fewer senses, whereas we covered fewer verbs than theirs but all of the verb senses.
2) They use a rating scale of 1−5, where score 1 represents “definitely not visual or
makes no sense” to score 5 which represents “definitely visual” where as we use much
simpler binary labels of yes/no to determine the visualness of the sense.
OntoNotes lists 921 senses for our 148 target verbs. For each verb, three AMT
workers selected all depictable senses. The majority label was used as the gold-standard
for subsequent experiments. This resulted in a 504 depictable senses. Inter-annotator
agreement (ITA) as measured by Fleiss’ Kappa was 0.645. Annotated visual senses for









Figure 2.4: Annotation guidelines for verb sense annotation for the given image and verb: hit
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Verb type Examples Verbs Images Senses Depct ITA
Motion run, walk, jump, swing, hit, kick, etc. 39 1812 10.76 5.79 0.680
Non-motion sit, sleep, lean, read, stand, lay, etc. 51 1698 8.27 4.86 0.636
Table 2.2: Overview of VerSe dataset divided into motion and non-motion verbs; Depct:
depictable senses; ITA: inter-annotator agreement.
Sense Annotation We then annotated a subset of the images in COCO and TUHOI
with verb senses. An image was assigned the verb that occurs most frequently in the de-
scriptions for that image (for TUHOI, the descriptions are verb-object pairs, see above).
Although multiple verbs can be applicable in a given image, we only annotated the most
frequently occurring verb. Perhaps not surprisingly, we observed that the distribution
of verbs and their corresponding images is Zipfian: there are many verbs represented
by a few images, and a few verbs represented by a large number of images. For sense
annotation, we selected only verbs for which either COCO or TUHOI contained five
or more images, resulting in a set of 90 verbs (out of the total 148). An example of
our sense annotation is shown in Figure 2.4. All images for these verbs were included,
resulting in a dataset of 3,528 images: 2,340 images for 82 verbs from COCO and 1,188
images for 61 verbs from TUHOI (some verbs occur in both datasets).
These image-verb pairs formed the basis for sense annotation. AMT workers were
presented with the image and all the depictable OntoNotes senses of the associated
verb. The workers had to chose the sense of the verb that was instantiated in the image
(or “none of the above”, in the case of irrelevant images). Annotators were given sense
definitions and examples, as in the depictability annotation (see Figure 2.3). For every
image-verb pair, five annotators performed the sense annotation task. A total of 157
annotators participated, reaching an inter-annotator agreement of 0.659 (Fleiss’ Kappa).
Out of 3,528 images, we discarded 18 images annotated with “none of the above”,
resulting in a set of 3,510 images covering 90 verbs and 163 senses. Number of images
per verb sense varied from 1− 100. We present statistics of our dataset in Table 2.2;
we group the verbs into motion verbs and non-motion verb using Levin verb classes
(Levin, 1993). An example of annotated images group according to senses for verbs
play and serve are listed in Appendix A.2.
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Figure 2.5: Visual sense ambiguity: three of the senses of the verb play : play sport, play
instrument, children play.
2.4 Visual Verb Sense Disambiguation
For our disambiguation task, we assume we have a set of images I, and a set of polyse-
mous verbs V and each image i ∈ I is paired with a verb v ∈V . For example, Figure 2.5
shows different images paired with the verb play. Every verb v ∈V , has a set of senses
S(v), described in a dictionary D . Now, given an image i paired with a verb v, our task
is to predict the correct sense ŝ ∈ S(v), i.e., the sense that is depicted by the associated
image. In Figure 2.5, the correct sense for the first image is participate in sport, for the
second one it is play an instrument, and so on.
The disambiguation task can be performed in a supervised manner, using samples
of images, verbs, and their manually annotated senses. In this case, a classifier is used
to assign each verb its appropriate sense based on evidence from contextual features
extracted from the accompanying image or any textual information available. While
this approach often achieves high accuracy, adequately large sense labeled data sets are
difficult to obtain across languages and sense inventories. We therefore also explore
an unsupervised approach which requires no sense annotated training data. Note, our
unsupervised experiments are close to semi-supervised since our models does leverage
prior supervision that was used to learn the CNN/captioning/object list. Our experi-
ments do not use VerSe dataset for training and they are only used for evaluating our
models. Our denotion of unsupervised refers For unsupervised sense disambiguation,
we propose a new variant of the Lesk algorithm (Lesk, 1986), a well-known approach to
text-based WSD, which relies on the calculation of the word overlap between the sense
definitions and the context in which a word occurs. The algorithm uses the following
scoring function to disambiguate the sense of a verb v:
ŝ = argmax
s∈S(v)
Φ(s,v,D) = |context(v)∩definition(s,D)| (2.1)
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Here, context(v) is the set of words that occur close to the target word v and
definition(s,D) is the set of words in the definition of sense s in dictionary D .
In our case, context(v) is the image i associated with v. We create a representation
for a given image (the vector i), which can be text-based (using the object labels and
descriptions for i), visual, or multimodal. Similarly, we create text-based, visual, and
multimodal representations (the vector s) for every sense s of a verb. Based on the
representations i and s (detailed below), we score senses as: Taking the dot product
of two normalized vectors is equivalent to using cosine as similarity measure. We
experimented with other similarity measures, but cosine performed best.
ŝ = argmax
s∈S(v)
Φ(s,v, i,D) = i · s (2.2)
An overview of our method is given in Figure 2.6. The various image representations
(visual, textual, and multimodal) also serve as features in the supervised setting. In that
setting, there is no need to represent senses; the sense are simply labels the classifier
learns to predict. In the following, we will describe in more detail how we obtain image
and sense representations.
2.4.1 Image Representations
Visual Modality: Creating a visual representation ic of an image i is straightforward.
We used the VGG 16-layer architecture (VGGNet) trained on 1.2M images of the 1,000
class ILSVRC 2012 object classification dataset, a subset of ImageNet (Simonyan
& Zisserman, 2014). This CNN model has a top-5 classification error of 7.4% on
ILSVRC 2012. We used the publicly available reference model implemented using
CAFFE (Jia et al., 2014) to extract the output of the fc7 layer, i.e., a 4,096 dimensional
vector, for every image i. We use this vector as our image representation.
Textual Modality: We also explore the possibility of representing the image indirectly,
viz., through text associated with it in the form of object labels (O) or image descrip-
tions (C), as shown in Figure 2.6. We experiment with two different forms of textual
annotation: gold-standard (GOLD) annotation, where object labels and descriptions are
provided by human annotators, and predicted (PRED) annotation, where state-of-the-art









Figure 2.6: Schematic overview of the visual sense disambiguation model.
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GOLD object annotations are provided with the two datasets we use. Images sam-
pled from COCO are annotated with one or more of 91 object categories. Images from
TUHOI are annotated with one more of 189 object categories. PRED object annotations
were generated using the same VGG 16-layer CNN object recognition model that was
used to compute visual representations. Only object labels with an object detection
threshold t > 0.2 were used.
To obtain GOLD image descriptions, we used the used human-generated descrip-
tions that come with COCO. For TUHOI images, we generated descriptions of the form
subject-verb-object tuples, where the subject is always person, and the verb-object pairs
are the action labels that come with TUHOI. To obtain PRED descriptions, we gen-
erated three descriptions for every image using the state-of-the-art image description
system of Vinyals et al. (Vinyals et al., 2015).We used Karpathy’s implementation,
publicly available at https://github.com/karpathy/neuraltalk.
We create a textual representation it of image i using word2vec (Mikolov et al.,
2013a), a widely used model of word embeddings. Specifically, we obtain a vector for
each object label and word in the image descriptions. An overall representation of the
image is then computed by averaging these vectors over all labels, all content words in
the description, or both. For our experiments we used the pre-trained 300 dimensional
vectors available with the word2vec package (trained on part of the Google News
dataset, about 100 billion words).
Modality Combination Apart from experimenting with separate textual and visual
representations of images, it also makes sense to combine the two modalities into a
multimodal representation. The simplest approach is a concatenation model which
appends textual and visual features. More complex multimodal vectors can be created
using methods such as Canonical Correlation Analysis (CCA; (Hardoon et al., 2004))
and Deep Canonical Correlation Analysis (DCCA; (Andrew et al., 2013b; Wang et al.,
2015)). CCA allows us to find a latent space in which the linear projections of text
and image vectors are maximally correlated (Gong et al., 2014b; Hodosh et al., 2015).
DCCA can be seen as a non-linear version of CCA and has been successfully applied
to the image description task (Yan & Mikolajczyk, 2015a), outperforming previous
approaches, including kernel-based CCA.
We employ both CCA and DCCA to map the vectors it and ic (which have different
dimensions) into a joint latent space of n = 300 dimensions. We represent the projected
vectors of textual and visual features for image i as it′ and ic′ and combine them to
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obtain a multimodal representation im as follows:
im = λit′+(1−λ)ic′ (2.3)
where λ is a parameter representing the relative importance of the textual and visual
modalities. We present the details of λ in Section 2.6.1.
2.4.2 Sense Representations
For sense disambiguation, we must also obtain representations for verb senses (see
Equation (2.2)). Analogously to image representations, we create a visual sense repre-
sentation sc, a text-based sense representation st, and one that combines both modalities.
Visual Modality Sense dictionaries typically provide sense definitions and example
sentences, but no visual examples or images. For nouns, this is remedied by ImageNet
(Deng et al., 2009), which provides a large number of example images for a subset of the
senses in the WordNet noun hierarchy. However, no comparable resource is available
for verbs (see Section 4.2).
In order to obtain visual sense representation sc, we therefore collected sense-
specific images for the verbs in our dataset. For each verb sense s, three trained an-
notators were presented with the definition and examples from OntoNotes, and had
to formulate a query Q (s) that would retrieve images depicting the verb sense when
submitted to a search engine. Our query formulations are retrived from both sense def-
initions and examples and predominantly contained verb phrases. For every query q
we retrieved images I (q) using the Bing image search engine (for examples, see Fig-
ure 2.7). We used the top 50 images returned by Bing per query. For every verb sense s
on an average we used 5 queries to retrieve images from Bing.
Images were converted into feature representations, using the output of the fc7 layer
of VGGNet (same setup as in Section 2.4.1). To generate a visual representation for an


















Figure 2.7: Our schematic overview of the visual sense representation for the verb play from its sense definitions and examples using Bing
Image Search.
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Text-based Sense Representation We create a vector st for every sense s ∈ S(v) of a
verb v from its definition and the example usages provided in the OntoNotes dictionary
D. Again, we apply word2vec (Mikolov et al., 2013a) to obtain a vector for every
content word in the definition and examples of the sense and take the average of these
vectors to compute an overall representation of the verb sense.
Modality Combination Visual and textual modalities for senses were combined as
explained previously for images. We obtain a multimodal representation for sense s as
follows:
sm = λst′+(1−λ)sc′ (2.5)
where vectors st′ and sc′ are projections of the visual and textual representations of
sense s onto a joint latent space. We use vectors (it, st), (ic, sc), and (im, sm) as described
in Equation (2.2) to perform sense disambiguation.
2.5 Verb Prediction
So far we have focused on disambiguating verbs co-occurring with an image. In cases
where images are not associated with textual information, it would be natural to first
predict a verb representing the action depicted and then predict the verb sense (using
the methods introduced in the previous sections). In the following, we describe two
methods for predicting verbs given an image: (1) a multilabel CNN-based classification
approach which simultaneously predicts all verbs associated with an image; and (2) a
multiple instance learning approach which considers bags of positive and negative
bounding boxes to decide which verb is compatible with the image.
2.5.1 Multilabel Classification
We trained a multilabel CNN to simultaneously predict all verbs depictable in a novel
test image. Our vocabulary V consists of the 250 most common verbs (including the
90 verbs in VerSe) in the descriptions of TUHOI, Flickr30k, and COCO datasets. We
included Flickr30k as it has a more diverse distribution of verbs compared to COCO
and the descriptions are action oriented (Young et al., 2014a). A verb label is considered
positive if it appears in the description of the image. In Figure 2.3 we present all the
positive verb labels extracted from the image descriptions.
We used a sigmoid cross entropy loss and optimized the ResNet 152-layer CNN
architecture. We initialized the network weights with the publicly available CNN pre-
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A woman is playing tennis on a grass field.
A women is swinging a tennis racket.
A woman playing tennis.
A large crowd is watching a tennis match.
Table 2.3: An example of human annotated descriptions for an image from MSCOCO
dataset. We highlight different verbs used in image descriptions.
trained on ImageNet1 and finetuned it with our own verb labels. We used stochastic
gradient descent with momentum set to 0.99 and a learning rate of 1e−5, i.e., lower than
the original network to account for the sparsity of the labels in the training set. The
network was trained with a batch size of one for three epochs. The CNN architecture
for multilabel classification (MLC) is shown in Figure 2.8(a).
2.5.2 Multiple Instance Learning
In addition to multilabel classification, we experimented with a weakly supervised
model based on multiple instance learning (MIL; (Maron & Lozano-Pérez, 1997))
which has shown promising results in a variety of computer vision tasks including
object detection (Zhang et al., 2005), image description generation (Fang et al., 2015b),
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(b) Multiple instance classifier (MIL) with Noisy-OR model.
Figure 2.8: Our multi-label verb prediction classifiers highlights the differences between MLC vs. MIL model
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For each verb v ∈ V , MIL samples sets (instances) of “positive” and “negative”
bags of bounding boxes, where each bag corresponds to one image i. Each bounding
box from the image is drawn based on a sliding window. A bag bi is positive if verb v is
in image i’s description, and negative otherwise. During training, instances within the
positive bags are iteratively selected and the model is retrained using the updated posi-
tive labels. Compared to multilabel classification, which makes predictions considering
the image as a whole, MIL is intuitively more appropriate for our task, since different
parts of an image could represent different verbs.
We predict pvi j, the probability that a region j in image i corresponds to verb v, using
a multi-layered convolutional neural network architecture which computes a logistic







where φ(bi j) is the fc7 representation for image region j in image i, and wv, wbv are
the weights and bias associated with verb v. We then use a noisy-OR version of MIL,
where the probability of bag bi depicting verb v is calculated from the probabilities of







Following previous work (Fang et al., 2015b), we upsample images to 565 pixels and
use a sliding window of 224× 224 with a stride of 32. This results in 144 bounding
boxes for each image which we refer to as instances. The noisy-OR version of MIL
(Equation (2.7)) is implemented on top of 144 intermediate predictions pvi j (correspond-
ing to each bounding box region bi j) to compute a single probability pvi for each v ∈V .
We use cross-entropy loss and optimize ResNet-152 (initialized with a CNN network
pretrained on ImageNet) end-to-end with stochastic gradient descent2. We use the same
hyperparameter settings as in multilabel classification for three epochs. At test time, a
novel image i is upsampled to 565 pixels to obtain the probability pvi for each verb v∈V .
The MIL architecture is shown in Figure 2.8(b).
2.6 Experiments
In the following, we report results for two sets of experiments. We first focus on visual
sense disambiguation when the input to the system is an image and a verb associated
2We also experimented using VGG-19 CNN pre-trained network. However, tey had much lower
scores compared to ResNet-152
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with it and then move on to the more challenging task of detecting the verbs that are
depicted in the image prior to predicting their senses.
2.6.1 Verb Sense Disambiguation
Table 2.4 summarises the results of the unsupervised disambiguation method intro-
duced in Section 2.4. We present results separately for motion and non-motion verbs
in our gold-standard (GOLD) and predicted (PRED) settings. As explained earlier, we
represent images and their senses by individual modalities (textual or visual) or their
combination. To train the CCA and DCCA models, we use the text representations
learned from image descriptions in the COCO and Flickr30k datasets as one view and
the VGG-16 features from the respective images as the second view. We divide the
data into train, test and development samples (using an 80/10/10 split). We use the
trained models to generate the projected representations of text and visual features for
the images in VerSe. Once the textual and visual features are projected, we merge them
to get the multimodal representation. We experimented with two ways of combining
visual and textual features projected via CCA or DCCA, namely interpolation (see
Equations (2.3) and (2.5)) and concatenation.
To evaluate our proposed method, we compare against the first sense heuristic (FS),
which defaults to the sense listed first in the dictionary (where senses are typically
ordered by frequency). This is a strong baseline which is known to outperform more
complex models in traditional text-based WSD. In VerSe we observe skew in the distri-
bution of the senses and the first sense heuristic is as strong as it is on text. We further
report the performance of the most frequent sense heuristic (MFS), which assigns the
most frequently annotated sense for a given verb in VerSe. Note that MFS is supervised
(as it requires sense annotated data to obtain the frequencies), so it should be regarded
as an upper limit on the performance of the unsupervised methods we propose (as is
also the case in unsupervised WSD for text (Navigli, 2009)).
In the GOLD setting we find that for both types of verbs, textual representations
based on image descriptions (C) outperform visual representations (CNN features). The
text-based results compare favorably to the original Lesk algorithm (as described in
Equation (2.1)), which performs at 30.7 for motion verbs and 36.2 for non-motion verbs






Using GOLD annotations for objects and captions
Images FS MFS Textual Vis Concat (CNN+) CCA (CNN+) DCCA (CNN+)
O C O+C CNN O C O+C O C O+C O C O+C
Motion 1812 70.8 86.2 54.6 73.3 75.6 58.3 66.6 74.7 73.8 50.5 75.4 74.0 52.4 66.3 68.3
Non-Motion 1698 80.6 90.7 57.0 72.7 72.6 56.1 66.0 72.2 71.3 53.6 71.6 70.2 57.3 59.8 55.1
Using PRED annotations for objects and captions
Images FS MFS Textual Vis Concat (CNN+) CCA (CNN+) DCCA (CNN+)
O C O+C CNN O C O+C O C O+C O C O+C
Motion 1812 70.8 86.2 65.1 54.9 61.6 58.3 72.6 63.6 66.5 54.0 56.6 56.2 57.1 56.5 56.2
Non-Motion 1698 80.6 90.7 59.0 64.3 64.0 56.1 63.8 66.3 66.1 50.7 55.3 54.8 49.5 50.0 50.0
Table 2.4: Sense disambiguation scores for gold-standard verbs: accuracy scores for motion and non-motion verbs using different types of
sense and image representations (O: object labels, C: image descriptions, CNN: image features, FS: first sense heuristic, MFS: most frequent
sense heuristic drawn from training set). Model configurations that performed the best are shown in bold.
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This improvement is clearly due to the use of word2vec embeddings. We also
experimented with Glove vectors (Pennington et al., 2014) but observed that word2vec
representations consistently achieved better results that Glove vectors. Note that CNN-
based visual features alone perform better than gold-standard object labels alone in the
case of motion verbs.
We also observed that adding visual features to textual features improves per-
formance in some cases: multimodal features perform better than textual features
alone both for object labels (CNN+O) and for image descriptions (CNN+C). However,
adding CNN features to textual features based on both object labels and descriptions
(CNN+O+C) results in a small decrease in performance. Furthermore, we note that
CCA models outperform simple vector concatenation in case of GOLD setting for mo-
tion verbs, and overall DCCA performs considerably worse than concatenation. For
CCA and DCCA we varied λ from 0.1 to 0.9 giving different importance to textual and
visual features. The best performing scores achieved using weighted interpolation of
textual and visual features with λ = 0.5
When comparing to our baseline and upper limit, we find that all GOLD models
which use descriptions-based representations (except DCCA) outperform the first sense
heuristic for motion-verbs (accuracy 70.8), but not for non-motion verbs (accuracy 80.6).
As expected, both motion and non-motion verbs perform significantly below the most
frequent sense heuristic (accuracy 86.2 and 90.7 respectively), which provides an upper
limit for unsupervised approaches. Even in traditional sense disambiguation models
most-frequent sense is a very strong baseline which often a lot of supervised models
fail to beat. This is mainly observed due to reporting bias observed in the distribution
of the senses.
We now turn to results obtained using object labels and image descriptions predicted
by state-of-the-art automatic systems (PRED configuration). This is arguably a more
realistic scenario, as it only requires images as input, rather than human-generated
object labels and image descriptions (though object detection and image description
systems are required instead). In the PRED setting, we find that textual features based
on object labels (O) outperform both first sense heuristic and textual features based
on image descriptions (C) in the case of motion verbs. Combining textual and visual
features via concatenation improves performance for both motion and non-motion
verbs. The overall best performance of 72.6 is obtained by combining CNN features
and embeddings based on object labels and outperforms the first sense heuristic in case







A man holding a nintendo wii game controller.
A man and a woman playing a video game.
A man and a woman are playing a video game.
person, bassoon, violin fiddle,
oboe, hautboy
play: perform or transmit music, engage in competition
A woman standing next to a fire hydrant.
A woman walking down a street holding an umbrella.
A woman standing on a sidewalk holding an umbrella.
person, horizontal bar, high bar,
pole
swing: move in a curve or arc, hang freely
A couple of cows standing next to each other.
A cow that is standing in the dirt.
A close up of a horse in a stable
arabian camel, dromedary, per-
son
feed: give food, eat, be sustained on
Table 2.5: Images assigned an incorrect sense (shown in red) in the PRED setting. In many of these cases predicted descriptions were not
relevant to the image. Gold-standard senses are shown in blue.
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Figure 2.9: We present the example grouping of verb play senses based on the predicted
sense labels.First group of 2 images is labeled with playing sport sense, second group
playing instrument and third group is labeled with children playing sense
In the PRED setting for both classes of verbs the simpler concatenation model
performs better than the more complex CCA and DCCA models. Note that for CCA
and DCCA we report the best performing scores achieved using weighted interpolation
of textual and visual features with λ = 0.3. Overall, our findings are consistent with the
intuition that motion verbs are easier to disambiguate than non-motion verbs, as they
are more depictable and likely to involve objects. This is also reflected in the higher
inter-annotator agreement for motion verbs (see Table 2.2).
In order to better understand where the proposed unsupervised algorithm fails, we
analyzed images that were disambiguated incorrectly. In the PRED setting, we observed
that automatically generated image descriptions obtained lower scores compared to
predicted object labels. The main reason for this is that the generated descriptions are
often unrelated to the action depicted, whereas the object labels predicted by the CNN
model are mostly topical and related to the image. This highlights that current image
description systems still have clear limitations, despite high evaluation scores reported
in the literature (Vinyals et al., 2015; Fang et al., 2015b). Examples of images which
were assigned incorrect senses are shown in Table 4.7 together with automatically
generated descriptions and object labels. We also present images grouped according to
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Motion verbs: 19, MFS: 76.1
Features GOLD PRED
Sup Unsup Sup Unsup
FS 60.0 60.0 60.0 60.0
O 82.3 35.3 80.0 43.8
C 78.4 53.8 69.2 41.5
O+C 80.0 55.3 70.7 45.3
CNN 82.3 58.4 82.3 58.4
CNN+O 83.0 48.4 83.0 60.0
CNN+C 82.3 66.9 82.3 53.0
CNN+O+C 83.0 58.4 83.0 55.3
Non-Motion Verbs: 19, MFS: 80.0
Features GOLD PRED
Sup Unsup Sup Unsup
FS 71.3 71.3 71.3 71.3
O 79.1 48.6 78.2 46.0
C 79.1 53.9 77.3 61.7
O+C 79.1 66.0 77.3 55.6
CNN 80.0 55.6 80.0 55.6
CNN+O 80.0 56.5 80.0 52.1
CNN+C 80.0 56.5 80.3 60.0
CNN+O+C 80.0 59.1 80.0 55.6
Table 2.6: Accuracy scores for motion and non-motion verbs for supervised and unsu-
pervised approaches using different types of sense and image representation features
(O: object labels, C: image descriptions, CNN: image features, FS: first sense heuristic,
MFS: most frequent sense heuristic). Configurations that perform the best are shown in
bold
same sense labels in Figure 2.9.
2.6.2 Supervised Experiments
We also investigated disambiguation performance in a supervised setting. Specifically,
we trained logistic regression classifiers for sense prediction by dividing the images
in VerSe into training and testing. To train the classifiers (one per verb), we selected
verbs which have at least 20 images and at least two senses in VerSe. Few verbs such as
board, hang only had one sense annotated in VerSe. Few other verbs have very skewed
distribution of senses resulting in 5 or less number of images per sense. We ignore all
such verbs. This resulted in 19 motion verbs and 19 non-motion verbs. The classifiers
used textual (O, C) and visual (CNN) features, either in isolation or combined. Our
results are summarized in Table 2.6; for comparison, we also report the scores of our
unsupervised algorithm on the same set of verbs (in both GOLD and PRED settings).
We observe that supervised classifiers perform better than the first sense baseline
(for both motion and non-motion verbs). In most cases multimodal features (CNN+C+O)
outperform textual or visual features alone especially in the PRED setting, which is
arguably the more realistic scenario. The features from PRED image descriptions show
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Verb type Verbs Images Accuracy mAP
MLC MIL MLC MIL
Motion 39 1,812 46.96 50.60 35.81 41.47
Non-motion 51 1,698 34.82 37.47 31.12 35.27
Table 2.7: Verb prediction accuracy and mAP on VerSe; MIL: Multiple Instance Learning;
MLC: Multi-label classification.
better results for non-motion verbs for both supervised and unsupervised approaches,
whereas PRED object features show better results for motion verbs. We also find that
supervised classifiers outperform the most frequent sense for motion verbs, whereas for
non-motion verbs our scores match the most frequent sense heuristic. When analysed
the performance by verb we observe motion verbs such as ride, run, serve and catch are
the best performing with supervised classifiers with greater than 90% accuracy. Among
the non-motion verbs point, stick and learn performed the best.
2.6.3 Verb Prediction and Sense Disambiguation
We measure verb prediction performance using both accuracy and mean average preci-
sion (mAP). If a verb is used in at least one of the gold-standard image descriptions, it
is included as a positive instance; as a result, an image can have multiple gold-standard
verb labels. Both MLC and MIL systems output a distribution of verbs given an im-
age. We consider verbs with probability higher than a threshold τ = 0.2 as positive
predictions.
Table 2.7 summarises the performance of MLC and MIL. As can be seen, MIL
performs best both in terms of accuracy and mAP, across motion and non-motion verbs.
Among motion verbs, the most accurately predicted ones were drive, fly, ride, play;
for non-motion verbs sit and hold were most accurate. In Figure 2.10 we show top
3 verbs predicted by the MIL and MLC models for three different images. In Figure
2.11 we also show the visualizations of different senses of the verb play, which indicate
that depending on the sense of verb being depicted our models are localizing different
aspects of the image. In Figure 2.12 we present visualisations of different images for
the verb ride, despite having different type of objects that people ride (animals, vehicles,
boat etc.), our models predict the verb ride and localise the most relevant region of the
image. Visualisations of verbs fly, smile and feed are presented in Appendix A.3.
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Finally, Table 2.8 provides examples of the best and worst performing verbs for
MLC and MIL using average precision (AP). Although informative, AP is a pessimistic
evaluation metric because we can not exhaustively annotate all possible verbs depicted
in an image. Consider the case where our model predicts the verbs stand, hold, [play]
for an image depicting a person playing tennis. The predictions are all correct, but AP







Figure 2.10: Example verb predictions of MIL and MLC classifiers
Verb Count MLC MIL Verb Count MLC MIL
shoot 339 0.14 0.16 blow 1329 31.88 44.05
drill 128 0.26 0.27 draw 985 50.37 63.27
break 794 2.26 1.63 hit 6459 68.98 68.53
lift 980 3.89 3.98 kick 1780 75.00 79.27
chase 745 4.35 5.05 paddle 1027 76.41 83.76
stick 2948 7.14 8.09 fly 13395 80.90 85.19
Table 2.8: Average precision scores for individual verbs. Count refers to number of
positive training instances. Verbs with the lowest and highest performance are shown.
τ = 0.05 τ = 0.1 τ = 0.15 τ = 0.2 τ = 0.25 τ = 0.3
Majority 48.5 57.6 63.5 66.6 66.9 64.6
All 68.2 74.8 78.5 80.6 80.3 76.0
Table 2.9: Human evaluation accuracy scores for verb prediction labels. τ is the confi-
dence threshold of verb predictions.
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(a) play instrument
(b) play sport
(c) children play video games
Figure 2.11: Localizations for different senses of the verb play.
2.6.4 Human Evaluation of Verb Prediction
To study in more detail the quality of the verb predictions, we conducted a human
evaluation study. We presented the top 10 verbs predicted by the MIL classifier for
a given image to Amazon Mechanical Turk workers and asked them to select those
that apply. For this study, we sampled 640 images from VerSe across verbs and senses
with 2–5 images per unique verb sense. For every image, we collected annotations from
three workers. Overall, 54 workers took part in the study, with pair-wise inter-annotator
agreement (ITA) of 0.741.
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Figure 2.12: Localizations for the verb ride from different images highlighting the regions
that contribute to the prediction of the verb.
In Table 2.9, we present mean accuracy scores across all 640 images using human
selected verbs as gold-standard labels. Specifically, we compute accuracy for every
image based on (a) majority labels, i.e., if at least two out of three annotators agreed that
a particular verb is depicted in the image; and (b) all labels, i.e., if at least one annotator
thought a particular verb is depicted in the image. The average number of verbs selected
per image is 4.17 for majority labels and 6.18 for all labels. In Table 2.9 we present the
accuracy scores against the gold-standard from the human annotation whilst we vary τ,
the prediction confidence threshold. As can be seen, the best accuracies are achieved
at τ = 0.2 and τ = 0.25. Overall, most verb predictions are considered appropriate by
humans, even under the stricter majority label criterion.
Sense accuracy scores for predicted verbs are shown in Table 2.10. Again, scores are
shown for motion and non-motion verbs separately. We report results for unsupervised
methods, using the multiple instance learning approach to obtain verb predictions. Here,
we only consider images for which the MIL system predicted the same verbs as in
VerSe. These are 918 images compared to 1,812 in the full dataset. For this reason, we
do not report supervised experiments in the predicted verb setting: there are not enough









Using GOLD annotations for objects and captions
Images FS MFS Textual Vis Concat (CNN+) CCA (CNN+) DCCA (CNN+)
O C O+C CNN O C O+C O C O+C O C O+C
Motion 918 68.4 87.3 58.3 78.7 82.7 65.1 73.5 79.4 79.6 54.0 75.9 75.8 56.4 72.0 75.9
Non-Motion 637 83.8 92.3 63.7 78.1 80.5 58.7 73.3 76.9 76.7 59.6 73.4 70.1 61.9 63.1 61.2
Using PRED annotations for objects and captions
Images FS MFS Textual Vis Concat (CNN+) CCA (CNN+) DCCA (CNN+)
O C O+C CNN O C O+C O C O+C O C O+C
Motion 918 68.4 87.3 72.3 65.1 71.6 65.1 79.4 74.0 75.8 49.3 60.3 57.8 64.0 66.4 64.8
Non-Motion 637 83.8 92.3 65.7 77.3 76.2 58.7 70.0 74.4 74.2 49.6 59.1 59.1 54.0 53.0 54.6
Table 2.10: Sense disambiguation scores for predicted verbs: accuracy scores for motion and non-motion verbs using different types of sense
and image representations (O: object labels, C: image descriptions, CNN: image features, FS: first sense heuristic, MFS: most frequent sense
heuristic). Model configurations that performed the best are shown in bold.
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Also notice that even though several of the verbs predicted by the MIL system may
be appropriate for VerSe images, we do not have sense annotations for them to perform
either evaluation or training. Overall, sense disambiguation results for predicted verbs
follow the same pattern as those obtained from observed verbs: motion verbs are easier
to disambiguate than non-motion ones; in the GOLD setting best model performance
is achieved with object labels and image descriptions combined, whereas in the PRED
setting concatenation of CNN features with object labels yields best results.
2.7 Conclusions
In this chapter, we introduced the new task of visual verb sense disambiguation: given
an image and a verb, identify the verb sense depicted in the image. We developed VerSe,
a new dataset with verb sense annotation based on the COCO and TUHOI datasets. We
evaluated supervised and unsupervised visual sense disambiguation models and demon-
strated that both textual and visual information associated with an image can contribute
to sense disambiguation. In an in-depth analysis of various image representations we
showed that object labels and visual features extracted using state-of-the-art convolu-
tional neural networks result in good disambiguation performance, while automatically
generated image descriptions were shown to be less useful.
We also explored a second scenario for visual sense disambiguation, where we as-
sumed that only the image is given, and both the verb and its sense need to be predicted.
We conceptualized this as a two-stage process: First, we predicted verb labels using
multi-instance learning or multilabel classification. Then, we disambiguated the pre-
dicted verbs using our sense disambiguation approach combining visual and textual
features. We showed that the verbs predicted by this method agree well with human
intuitions, and we also obtained good sense accuracy scores. Note that the second sce-
nario differs from our first scenario in a crucial respect: we are able to predict multiple
verbs per image, and each of these verbs can be associated with a different image region
(if the multi-instance learning model is used). While a lot of images in our dataset only
depict a single action, this is not always the case (e.g., the child in the rightmost image
in Figure 2.10 is both sitting in the sand and holding a toy).
In this chapter, we explored visual sense disambiguation in a language. An impor-
tant area for future research is the connection between verb sense ambiguity and trans-
lation ambiguity. This rests on the observation that sense ambiguity in one language
can manifest itself as ambiguity in lexical choice in another language. The English verb
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ride, for instance, can have the senses (1) sit on and control a vehicle (as in ride bicycle),
or (2) sit and travel on the back of animal (as in ride hose). These two senses corre-
sponds to two different lexical choices in German, viz., the verbs fahren (for sense 1)
and reiten (for sense 2). In other words, we need to sense disambiguate the verb in
order to translate it correctly. This observation is of practical importance, as machine
translation systems often suffer from disambiguation errors such as this (Vilar et al.,
2006).
If the ambiguous verb occurs in a visual context, then we can apply the VSD meth-
ods developed in this chapter to the resolution of translation ambiguities as they occur
in multilingual image description or crosslingual image retrieval. In Chapter 4 we dis-
cuss and demonstrate the applicability of visual sense disambiguation models to down
streams tasks such as multimodal machine translation.
Chapter 3
Verb Prediction Models against Human
Eye-tracking Data
In the previous chapter, we have developed models for predicting and disambiguating
verbs from images. Our analysis has shown that these models focus on a particular
region of the image in order to predict the verb. This is intuitively similar to how humans
do the task of recognizing actions in the images. In this Chapter, we ask whether the
predictions made by such models correspond to human intuitions about visual verbs or
actions. We show that the image regions a verb prediction model identifies as salient for
a given verb correlate with the regions fixated by human observers performing a verb
classification task. Additionally, we also compare the correlation of human fixations
against visual saliency models, center bias and model combinations.
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3.1 Motivation
Humans can easily process visual data such as images and videos and extract infor-
mative regions suitable for high level cognitive tasks. There has been a large body
of research in cognitive science on the connection between human eye movements
and the way humans interpret and categorize images (Jaimes et al., 2001; Henderson,
2003). Therefore, there has been significant amount of research on using human gaze
information for many computer vision tasks such as object detection (Yun et al., 2013;
Papadopoulos et al., 2014), face and text detection (Karthikeyan et al., 2013), action
recognition in images and videos (Vig et al., 2012; Ge et al., 2015; Dorr & Vig, 2017)
and image segmentation (Mishra et al., 2009). Few recent studies have also combined
low-level image features with human gaze information for action recognition (Ge et al.,
2015) and using gaze information for identifying salient regions in videos for which
visual features are then computed for action recognition and localization.
In this chapter, we take this a step further and analyse whether a verb prediction
model, which labels an image with potential verbs, correlates with human fixations. Our
automatic and human evaluation experiments show that convolutional neural network
based verb prediction models achieves good verb prediction accuracy. However, it is not
clear to what extent the model captures human intuitions about visual verbs. Specifically,
it is interesting to ask whether the image regions that the model identifies as salient for
a given verb correspond to the regions a human observer relies on when determining
which verb is depicted. The output of a verb prediction model can be visualized as a
heatmap over the image, where hot colors indicate the most salient areas for a given
task (see Figure 3.5 for examples). In the same way, we can determine which regions a
human observes attends to by eye-tracking them while viewing the image. Eye-tracking
data consists of a stream of gaze coordinates, which can also be turned into a heatmap.
Model predictions correspond to human intuitions if the two heatmaps correlate.
We show that the heatmaps generated by the verb prediction model in Section
2.5 correlate well with heatmaps obtained from human observers performing a verb
classification task. We achieve a higher correlation than a range of baselines: center
bias, visual salience, and model combinations, indicating that the verb prediction model
successfully identifies those image regions that are indicative of the verb depicted in
the image.
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3.2 Related Work
Human eye movement data which provides insights into where humans fixate their eyes
when performing a task has been shown to be useful in various computer vision tasks
(Vig et al., 2012; Winkler & Subramanian, 2013; Karthikeyan et al., 2013; Papadopou-
los et al., 2014). Human eye movement data has been used to improve standard face
and text detection algorithms by identifying the target regions of interest from human
fixations (Karthikeyan et al., 2013). Similarly, fixation data collected while humans
perform the task of finding a target object in an image has shown to be useful for detect-
ing object bounding boxes in images (Papadopoulos et al., 2014). Using eye tracking
to train object detectors has been argued to reduce annotation time since eye tracking
data could be collected from naive viewers where as bounding box annotations require
annotation guidelines and expert annotators.
Eye movement data has been extensively used to track and identify salient regions
and enhance action classifiers for videos and images (Mathe & Sminchisescu, 2012;
Vig et al., 2012; Mathe & Sminchisescu, 2013). Most of the studies on human eye
movement data for action classification is targeted for videos. Winkler & Subramanian
(2013) present an overview of existing human eye tracking datasets. The PASCAL VOC
Actions Fixations Dataset is only the large scale human fixation dataset available for
still images (Mathe & Sminchisescu, 2013). This dataset has been used to understand
and predict gaze patterns and visual scanpaths for action classification. Recent studies
include complex methods of combining eye tracking fixations with state-of-the-art
classification convolutional neural network algorithms to improve action classification
performance (Ge et al., 2015).
While most of the prior work has used human eye movement data to build or aug-
ment existing models for various tasks, very few of them have actually compared model
localizations with human fixations. The most closely related analysis to ours is the
work by Das et al. (2016) who tested the hypothesis that the regions attended to by
neural visual question answering (VQA) models correlate with the regions attended
to by humans performing the same task. Their results were negative: the neural VQA
models do not predict human attention better than a baseline visual salience model
(see Section 3.4). It is possible that this result is due to limitations of the study of
Das et al. (2016): their evaluation dataset, the VQA-HAT corpus, was collected using
mouse-tracking, which is less natural and less sensitive than eye-tracking. Also, their
participants did not actually perform question answering, but were given a question and
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Image Human Fixations Heatmaps
Figure 3.1: Example images with human fixations and heatmap visualizations of human
fixations. Different colors in human fixations indicate fixations collected from different
observers.
its answer, and then had to mark up the relevant image regions. Das et al. (2016) report
a human-human correlation of 0.623, which suggests low task validity.
Qiao et al. (2018) also use VQA-HAT, but in a supervised fashion: they train the
attention component of their VQA model on human attention data. Not surprisingly, this
results in a higher correlation with human heatmaps than Das et al. (2016) unsupervised
approach. However, Qiao et al. (2018) fail to compare to a visual salience model (given
their supervised setup, such the salience model would also have to be trained on VQA-
HAT for a fair comparison).
The work that is perhaps closest to our own work is Hahn & Keller (2016), who
use a reinforcement learning model to predict eye-tracking data for text reading (rather
than visual processing). Their model is unsupervised (there is no use of eye-tracking
data at training time), but achieves a good correlation with eye-tracking data at test
time. Furthermore, a number of authors have used eye-tracking data collected for text
reading to train models that perform part-of-speech tagging (Barrett et al., 2016a,b,
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2018), grammatical function classification (Barrett & Søgaard, 2015), and sentence
compression (Klerke et al., 2016).
3.3 Eye-tracking Dataset
Human eye movement data have been studied for various tasks involving both images
and videos. Most of the existing datasets for action recognition were targeted at videos
(Rodriguez et al., 2008; Marszalek et al., 2009) and have been collected for small scale
studies (See (Winkler & Subramanian, 2013) for overview). We use the PASCAL VOC
Actions Fixation dataset as it is the largest task-controlled eye tracking dataset available
for still images.
Mathe & Sminchisescu (2013) created the PASCAL VOC Actions Fixation dataset
by annotating each image in the PASCAL VOC visual recognition challenge dataset
with the eye-fixations of eight human observers who, for each image, were asked to
recognize the action depicted and respond with one of the PASCAL VOC action class
labels. The PASCAL VOC is a visual recognition challenge widely known in the com-
puter vision community for evaluating performance on tasks such as object category
detection and action classification. The PASCAL VOC Actions dataset (Everingham
et al., 2010) contains 9,157 images covering 10 action classes (phoning, reading, jump-
ing, running, walking, riding bike, riding horse, playing instrument, taking photo, using
computer).
All the eye movements in the dataset were recorded using an SMI iView X HiSpeed
1250 tower-mounted eye tracker, with a sampling frequency of 500Hz. The LCD display
had a resolution 1280× 1024 pixels, with a physical screen size of 47.5× 29.5 cm.
Before displaying each image, all the subjects were required to fixate a target in the
center of a uniform background on the screen. All the subjects were asked to perform
a multi target detect and classify task i.e., press a key each time they have identified
a person performing an action from the given set of PASCAL VOC action classes.
Multiple choice options selected were recorded through a set of check-boxes displayed
after each subject was given a three seconds to freely view an image while the x- and
y-coordinates of their gaze positions were recorded. (Note that the original dataset also
contained a control condition in which four participants performed visual search; we
do not use the data from this control condition.) In Figure 3.1 we show examples of
images from the PASCAL VOC Actions Fixation dataset with aggregated fixations from
different subjects and heatmaps weighted by fixation duration. IThe fixation dataset
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Figure 3.2: A schematic view of our multilabel verb classification model.
contains 1,085,381 fixation in total and the the average scanpath length for action
subjects is 10.0 including the initial central fixation.
As discussed in Chapter 2 actions and verbs are distinct concepts (Ronchi & Perona,
2015; Pustejovsky et al., 2016; Gella & Keller, 2017), we can still use the PASCAL
Actions Fixation data to evaluate our model. When predicting a verb, the model presum-
ably has to attend to the same regions that humans fixate on when working out which
action is depicted – all the actions in the dataset are verb-based, hence recognizing the
verb is part of recognizing the action.
3.4 Fixation Prediction Models
3.4.1 Verb Prediction Model (M)
In our study, we used the multi-label verb prediction model proposed in Chapter 2,
which employs a multilabel CNN-based classification approach and is designed to
simultaneously predict all verbs associated with an image. This model is trained over
a vocabulary that consists of the 250 most common verbs in the TUHOI, Flickr30k,
and COCO image description datasets (Le et al., 2014; Young et al., 2014b; Lin et al.,
2014). For each image in these datasets, we obtained a set of verb labels by extracting
all the verbs from the ground truth descriptions of the image (each image comes with
multiple descriptions, each of which can contribute one or more verbs).
This model uses a sigmoid cross-entropy loss and the ResNet 152-layer CNN ar-
chitecture. The network weights were initialized with the publicly available CNN pre-
trained on ImageNet and finetuned on the verb labels. The model architecture is shown
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Figure 3.3: Visualisation of Class Activation Mapping
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3.4.2 Class Activation Mapping (CAM)
To derive fixation predictions, we turned the output of the verb prediction model into
heatmaps using the class activation mapping (CAM) technique proposed by Zhou
et al. (2016). CAM uses global average pooling (GAP) of convolution feature maps to
identify the important image regions by projecting back the weights of the output layer




where hmc gives the salient features used in classifying the image as action class
c, fk denotes the kth feature map, Wk correspond to the weight of classification layer
for feature map k leading to action class c. A Visualisation of class activation map-
ping is shown in Figure 3.3. This technique has been shown to achieve competitive
results on both object localization and localizing the discriminative regions for action
classification (Zhou et al., 2016).
3.4.3 Center Bias (CB)
We compare against a center bias baseline, which simulates the task-independent ten-
dency of observers to make fixations towards the center of an image. In many free-
viewing eye tracking tasks, human subjects choose to direct their initial fixations toward
the center of the image (Renninger et al., 2007). Center bias is considered as a strong
baseline for most eye-tracking datasets (Tatler, 2007). We follow Clarke & Tatler (2014)





where σ2 = 0.22 and v = 0.45, where v captures the horizontal bias present in the
human data. These σ and v values suggested by Clarke & Tatler (2014) based on an
evaluation on 10 different eye tracking datasets. This Gaussian distribution is treated as
an attention map and compared against the attention maps of human eye fixations.
3.4.4 Visual Salience (SM)
Models of visual salience are meant to capture the tendency of the human visual system
to fixate the most prominent parts of a scene, often within a few hundred milliseconds
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Figure 3.4: A deep spatial contextual long-term recurrent convolutional neural network
(DSCLRCN) for saliency prediction
of exposure. A large number of salience models have been proposed in the literature
to predict the salient regions of the image (Kümmerer et al., 2014; Liu & Han, 2018;
Kruthiventi et al., 2016; Pan et al., 2016; Cornia et al., 2016). We chose the deep
spatial contextual long-term recurrent convolutional network (DSCLRCN) of Liu &
Han (2018) trained on SALICON (Jiang et al., 2015), a large human attention dataset,
to infer salience for arbitrary images.
DSCLRCN model is designed to mimic the ability of the human visual processing
system to incorporate the global context of the image to predict the saliency. DSCLRCN
first learns powerful local saliency features on multiple regions distributed throughout
the image. These local features features are extracted using pretrained CNN’s on Ima-
geNet and Places datasets (Deng et al., 2009; Zhou et al., 2014). Both ImageNet features
and scene features are concatenated and fed to the DSCLSTM model which propagates
global and contextual scene information to local image regions using a recurrent deep
spatial long short-term network (shown in Figure 3.4). A final convolutional layer is
used to obtain the saliency map with normalized saliency scanpath loss between the
predicted saliency map and the ground truth human eye fixations.
Note that salience models are normally tested using free viewing tasks or visual
search tasks, not verb prediction. However, salience can be expected to play a large role
in determining fixation locations independent of task, so DSCLRCN is a good baseline
to compare to. DSCLRCN model ranks among the top three models with one of the
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highest correlation with human fixations on the MIT300 saliency benchmark out of 80
models (Bylinskii et al., 2016).
SALICON is a large dataset containing 20,000 images (a subset of the COCO
dataset) each annotated with pixelwise semantic annotations of saliency annotations.
Saliency annotations are collected using a popular substitute of eye-tracking annotations
a crowd sourcing approach using mouse-tracking. A large body of saliency prediction
research uses SALICON to train their models since it is the largest dataset available for
saliency prediction.
3.5 Results
To evaluate the similarity between human fixations and model predictions, we first
computed a heatmap based on the human fixations for each image. We used the PyGaze
toolkit (Dalmaijer et al., 2014) to generate Gaussian heatmaps weighted by fixation
durations. We then computed the heatmap predicted by our model for the top-ranked
verb the model assigns to the image (out of its vocabulary of 250 verbs). We used the
rank correlation between these two heatmaps as our evaluation measure. For this, both
maps are converted into a 14× 14 grid, and each grid square is ranked according to
its average attention score. Spearman’s ρ is then computed between these two sets of
ranks.






where di is difference between the rank of values in the ith square on the grid for
hx and hy. This is the same evaluation protocol that Das et al. (2016) used to eval-
uate the heatmaps generated by two question answering models with unsupervised
attention, viz., the Stacked Attention Network (Yang et al., 2016) and the Hierarchical










Figure 3.5: Heatmaps visualizing human fixations (H), Center Bias (CB), salience model (SM) predictions, and verb model (M) prediction for




















Figure 3.6: Heatmaps visualizing human fixations (H), Center Bias (CB), salience model (SM) predictions, and verb model (M) prediction for
images depicting actions jumping, riding bike and riding horse
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In Table 3.1 we present the correlations between human fixation heatmaps and
model-predicted heatmaps. All results were computed on the validation portion of
the PASCAL Actions Fixation dataset. We average the correlations for each action
class (though the class labels were not used in our evaluation), and also present overall
averages. In addition to our model results, we also give the correlations of human
fixations with (a) the center bias baseline, and (b) the salience model. We also report
the correlations obtained by all combinations of our model and these baselines. Finally,
we report the human-human agreement averaged over the eight observes. This serves
as an upper bound to model performance.
The results show a high human-human agreement for all verbs, with an average
of 0.923. This is considerably higher than the human-human agreement of 0.623 that
Das et al. (2016) report for their question answering ask, indicating that verb classifica-
tion is a task that can be performed more reliably than Das et al. (2016) VQA region
markup task (they also used mouse-tracking rather than eye-tracking, a less sensitive
experimental method).
We also notice that the center baseline (CB) generally performs well, achieving an
average correlation of 0.592. The salience model (SM) is less convincing, averaging a
correlation of 0.344. This is likely due to the fact that SM was trained on the SALICON
dataset; a higher correlation can probably be achieved by fine-tuning the salience model
on the PASCAL Actions Fixation data. However, this would no longer be fair compari-
son with our verb prediction model, which was not trained on fixation data (it only uses
image description datasets at training time, see Section 3.4). Adding SM to CB does
not lead to an improvement over CB alone, with an average correlation of 0.591.
Our model (M) on its own achieves an average correlation of 0.529, rising to 0.628
when combined with center bias, clearly outperforming center bias alone (we use the
mean pool of heatmap of center bias with our model predicted heatmap). Adding SM
does not lead to a further improvement (0.626). The combination of our model with
SM performs only slightly better than the model on its own.
In Figure 3.5 and Figure 3.6, we visualize samples of heatmaps generated from the
human fixations, the center-bias, the salience model, and the predictions of our model.
We observe that human fixations and center bias exhibit high overlap. Most of the
images in PASCAL VOC dataset contain simpler scenes and there is high possibility of
having the target object around the center of the image. The salience model attends to
regions that attract human attention independent of task (e.g., faces), while our model
mimics human observers in attending to regions that are associated with the verbs
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Rank correlations
Verb Images H CB SM M CB+SM CB+M M+SM M+CB+SM
phoning 221 0.911 0.599 0.361 0.562 0.598 0.654 0.569 0.652
reading 231 0.923 0.589 0.404 0.544 0.598 0.655 0.558 0.655
jumping 201 0.930 0.612 0.300 0.560 0.609 0.650 0.561 0.647
running 154 0.934 0.548 0.264 0.536 0.545 0.604 0.536 0.602
walking 195 0.938 0.553 0.311 0.535 0.552 0.611 0.537 0.609
riding bike 199 0.925 0.580 0.329 0.518 0.578 0.622 0.527 0.621
riding horse 206 0.910 0.593 0.351 0.532 0.588 0.604 0.532 0.601
playing instrument 229 0.925 0.571 0.350 0.478 0.568 0.596 0.484 0.593
taking photo 205 0.925 0.656 0.354 0.508 0.647 0.630 0.514 0.628
using computer 196 0.916 0.633 0.389 0.525 0.626 0.655 0.533 0.652
overall 2037 0.923 0.592 0.344 0.529 0.591 0.628 0.535 0.626
Table 3.1: Table of average rank correlation scores for the verb prediction model (M),
compared with the upper bound of average human-human agreement (H), center bias
(CB) baseline (Clarke & Tatler, 2014), and salience map (SM) baseline (Liu & Han, 2018).
Results are reported on the validation set of the PASCAL VOC 2012 Actions Fixation
data (Mathe & Sminchisescu, 2013). The best score for each class is shown in bold
(except upper bound). Model combination are by mean of heatmaps.
depicted in the image. The saliency model heatmaps are very focused, which is a
consequence of that model being trained on SALICON, which contains focused human
attention maps.
For the riding bike example in Figure 3.6 humans fixate around the text on the bike
which does not have any relation to the action riding bike. Our verb prediction model
localizations are on the human and his position on the bike. We can also observe that
our model predicted image regions vary with the different uses of a given verb (riding
bike vs. riding horse). In the playing instrument example in Figure 3.6 humans fixated




We showed that a model that is trained to label images with verbs learned from image
description data is able to predict which image regions humans attend when performing
the task of assigning verb labels to images. The model therefore captures aspects of
human intuitions about how verbs are depicted. This is an encouraging result given
that our verb prediction model was not designed to model human behavior, and was
trained on an unrelated MS COCO image description dataset, without any access to eye-
tracking data (Lin et al., 2014). Our result contradicts the existing literature (Das et al.,
2016), which found no above-baseline correlation between human attention and model
attention in a VQA task. An explanation for this could be the use of less sensitive
mouse-tracking data by as substitute for eye tracking data in evaluating VQA task.
Another explanation could be visual question answering is more complicated task than





Disambiguation using Visual Context
Language is inherently ambiguous, and we often use perceptual information to resolve
the ambiguity. Textual information available on the web is often found alongside im-
ages and we believe this visual information could be used to resolve ambiguity and
improve various natural language processing applications. In the past few years, we
have seen significant improvement in machine translation accuracy with neural machine
translation models. However, the problem of lexical ambiguity in machine translation
still remains unresolved especially for the part-of-speech categories such as verbs (Spe-
cia et al., 2016; Shah et al., 2016; Lala & Specia, 2018). To address lexical ambiguity
in verbs across languages when visual information is available such as image tags or
descriptions, we propose the task of cross-lingual visual sense disambiguation for verbs.
Given a verb and an image as visual context, the task is to identify the correct transla-
tion of the verb in a target language. We develop the new MultiSense dataset, in which
9,504 images are annotated with one of 55 verbs and its translations in Spanish and
German. We propose a series of cross-lingual visual sense disambiguation models and
show that multimodal models that fuse textual information with visual features perform
best on the task. We then demonstrate that visual sense disambiguation can be used to
improve the performance of a standard unimodal machine translation system on image
descriptions.
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4.1 Motivation
Resolving lexical ambiguity remains one of the most challenging problems in natural
language processing. It is often studied as a word sense disambiguation (WSD) problem:
the task of assigning the correct sense to a word in a given context (Kilgarrif, 1998).
Standard WSD disambiguates a word based on its textual context alone; however, in a
multimodal setting visual context is also available and can be used for disambiguation.
Visual sense disambiguation for nouns (e.g., mouse can mean small rodent or com-
puter mouse) can be performed with the help of an object detector trained on a large
image database organized by word senses (Barnard & Johnson, 2005; Loeff et al., 2006;
Saenko & Darrell, 2008), such as ImageNet. Visual sense disambiguation for verbs is
more challenging (Gella et al., 2016), as no equivalent image database exists for verbs,
and actions are harder to detect than objects, as they do not have clearly defined spatial
boundaries.
Most WSD approaches obtain lists of possible word meanings from sense invento-
ries such as WordNet (Miller, 1995). As an alternative, one can use the fact that a given
word often has more than one translation into another language, and these translations
can stand in for word senses (Carpuat & Wu, 2007; Navigli, 2009). As an example
consider the verb ride, which can translate into German as fahren (ride a bike) or reiten
(ride a horse). Prior work on cross-lingual WSD has been limited in scale and has only
employed textual context (Lefever & Hoste, 2013).
The aim of this chapter is to bring multimodality and cross-linguality together: we
propose to perform visual sense disambiguation using verb translations. The task is,
given a verb and an image as visual context, to identify the correct translation of the verb
in a target language. We present the new MultiSense dataset, in which 9,504 images are
annotated with one of 55 verbs and its translations in Spanish and German. We propose
a series of supervised cross-lingual visual sense disambiguation models. This includes
unimodal models that use either textual or visual context, and multimodal models that
combine the two via early or late fusion. We experiment with textual context generated
by image description and situation recognition systems. Our results show that unimodal
models yield good performance for the task, but are always outperformed by multi-
modal models. We also find that early fusion works better than late fusion, and that
situation recognition generally provides better textual context than image description.
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Source Three guys riding on an elephant with a
house-like structures and trees in the back-
ground.
A woman in a black dress and hat rides a
unicycle in front of a crowd.
Ref Drei Männer reiten auf einem Elefanten
mit hausähnlichen Gebäuden und Bäumen
im Hintergrund.
Eine Frau in einem schwarzen Kleid und
mit Kopfbedeckung fährt vor Zuschauern
auf einem Einrad.
NMT Drei Jungs fahren auf einem Elefanten mit
hausähnlichen Strukturen und Bäumen im
Hintergrund.
Eine Frau in einem schwarzen Kleid und
Hut reitet vor einer Menschenmenge.
Figure 4.1: Examples of errors made by the English-German NMT system of (Sennrich
et al., 2017).
Cross-lingual visual sense disambiguation is an interesting task in its own right, but
it also has a clear application in machine translation (MT). Getting the verb right is
crucial for high quality MT output, and sometimes unimodal MT systems fail when
the correct translation would be obvious from visual information (see Figure 4.1 for
examples involving ride). Therefore, it should be possible to improve the performance
of a unimodal MT system by using cross-lingual visual sense disambiguation to guide
it to the correct verb. To test this claim, we annotate part of our MultiSense dataset
with English image descriptions and their German translations. We then use the verbs
returned by our visual sense disambiguation model to constrain the output of a neural
MT system and demonstrate a clear improvement in Meteor, BLEU, and verb accuracy
over a unimodal baseline.
4.2 Related Work
Multilingual tasks in which visual information is useful include bilingual lexicon learn-
ing and machine translation. Recent work has shown promising results for bilingual
lexicon induction using images as a pivot or by combining visual information with







Table 4.1: Words with multiple translations from English to German that depend on
context
cross-lingual vector spaces (Bergsma & Van Durme, 2011; Kiela et al., 2015; Vulic
et al., 2016). However, as with other grounding or word similarity tasks, bilingual lexi-
con induction has so far mainly targeted nouns. Recent work by (Hartmann & Søgaard,
2018) show that existing methods that rely on images extracted from web for learning
bilingual representations achieve lower scores when applied to other categories.
Similarly, most of the work on language grounding is either for image descriptions
(Young et al., 2014b) or noun categories (Silberer & Lapata, 2014; Bruni et al., 2014;
Kiela & Bottou, 2014; Lazaridou et al., 2014). An exception are action recognition or
human object interaction detection tasks which are targeted at verbs. However, the labels
used for these tasks often ignore basic verb semantic distinctions (Ronchi & Perona,
2015; Gella & Keller, 2017). For example, the action label “playing” cuts across the
senses of the verb play, which include play instrument, play sport, and engage in playful
activity.
In the context of multimodal machine translation, Hitschler et al. (2016) and Gella
et al. (2017b) showed that visual context can be helpful for representation learning by
using images as pivot between languages. However, their analysis reveals that most of
the benefit derived from visual context is due to translating or disambiguating nouns.
Other models proposed for multimodal machine translation have also shown better
performance with visual information (Shah et al., 2016; Huang et al., 2016; Calixto
et al., 2017a; Elliott & Kádár, 2017; Caglayan et al., 2018; Helcl et al., 2018), but did
not investigate if these improvements hold for verbs. The present chapter addresses
this issue by showing that visual WSD targeted specifically at verbs can boost MT
performance over a unimodal baseline.
There are no existing datasets which specifically multimodal target translation am-
biguity for verbs. For example, the SemEval cross-lingual WSD datasets (Lefever &
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German detonieren blasen blasen föhen aufblasen
Spanish explotar soplar tocar mandar hinchar
Table 4.2: Example images from MultiSense for the verb blow annotated with verb
translations in German and Spanish. Images correspond to the uses of blowing up a
bomb, blowing glass, blowing the flute, blowing with a hair dryer and blowing a balloon
respectively.
German bürsten putzan fegen striegeln abbürsten
Spanish peinar cellipar cellipar cellipar pintar
Table 4.3: Example images from MultiSense for the verb brush annotated with verb
translations in German and Spanish. Images correspond to the uses of brushing hair,
brushing teeth, brushing floor, brushing horse and brushing bread respectively.
Hoste, 2010) are unimodal, i.e., there is no visual context, and they only contain nouns.
The VerSe dataset (Gella et al., 2016) includes verb/image pairs annotated with the
word senses, but is monolingual, i.e., only covers English OntoNotes senses. The same
holds for multimodal datasets annotated with semantic frames (Chao et al., 2015a;
Yatskar et al., 2016). Multimodal translation datasets include Multi30k (Elliott et al.,
2016, 2017), which provides German and French translations for 31k English image
descriptions, but is not designed for WSD, and therefore includes only few ambiguous
verbs. The Ambiguous COCO dataset released as part of the MMT 2017 task is a sub-
set of our VerSe introduced in Chapter 2 (Gella et al., 2016), created in such a way to
capture verb ambiguity in English. However, ambiguity in English could translate to
ambiguity across languages in few cases. The recent Multimodal Lexical Translation
(MLT) dataset by Lala & Specia (2018) is designed to include ambiguous words of all
syntactic categories, but in practice 90% of them are nouns. Therefore, ours is the first
one multimodal dataset that specifically targets translation-ambiguous verbs.
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4.3 MultiSense Annotation
Our new MultiSense dataset pairs sense-ambiguous English verbs with images as visual
context and contextually appropriate German and Spanish translations. To compile the
dataset, we selected English verbs which had multiple translations into German and
Spanish in Wiktionary1, an online dictionary. A prior analysis of both Wiktionary and
GermaNet (German WordNet) by Meyer & Gurevych (2010) showed Wiktionary has
better coverage of translation mappings.
Verb Selection As our aim is to provide visual context for each verb, only visually
depictable or concrete verbs can be used. A recent study by Hewitt et al. (2018) on
large scale word translation via images showed gradual degradation in performance as
words become more abstract. Most existing datasets such as VerSe (Gella et al., 2016),
COCO-a (Ronchi & Perona, 2015), and imSitu (Yatskar et al., 2016) are built using
depictable verbs. Among the verbs in these three datasets, we used those that have
multiple Wiktionary translations for both German and Spanish, which resulted in a set
of 122 English verbs. In this work, we only aim to address ambiguity across languages
for visual verbs. However, this do not address all senses of verbs as in realisti scenario
texts presented for Machine Translation could have non-visual senses as well.
A verb that is depictable in English can have multiple translations, but some of these
may be non-depictable. For example, one of the translations of change in German is
ändern (to become something different). We therefore asked native speakers of German
and Spanish to annotate the Wiktionary translations as depictable or non-depictable (a
similar method was used by Chao et al. (2015c) and Gella et al. (2016)). This resulted
in a set of 55 English verbs which had multiple depictable translations in both German
and Spanish. For these 55 verbs, the average number of Wiktionary translations in Ger-
man and Spanish was 5.40 and 3.97, while the number of average visual translations in
MultiSense was 3.18 and 3.01, respectively.
Images Paired with Verb Translations We retrieved candidate images by searching
the web for verb phrases that included the target verb. These verb phrases were taken
from the Google syntactic n-grams (Lin et al., 2012) by selecting the 100 most frequent
phrases for each verb and manually filtering them to remove redundancies. This resulted
in 10 phrases per verb. Examples for ride include riding a horse, riding a skateboard,
1https://en.wiktionary.org/
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A man is holding a micro-






Figure 4.2: Example image from MultiSense annotated with German and Spanish verb
translations. We also show the automatic image description generated using the Visual
Sentinel model (Lu et al., 2017) and the situation predicted using imSitu (Yatskar et al.,
2016).
and riding a bicycle. We also made sure that different uses of a verb are covered in the
phrases, that is maintaining the diversity among uses of the verb. For every phrase we
retrieved 150 Safe Search images from Google Image Search. We filtered the retrieved
images using Amazon Mechanical Turk, where the crowd workers are also shown the
query which was used to retrieve images. The crowd workers selected those images
that are relevant to the phrase and depict the activity denoted by it. Annotators removed
clip art and computer-generated images.
We employed native German and Spanish speakers to translate the verb phrases
without visual context but were informed the usecase of translation. We assign the
verbs from the query translation are then used verb annotations for the associated
images. Overall pairwise agreement for image filtering task was 0.763. We followed this
approach instead of using German and Spanish query translations to obtain new images
because (1) image retrieval works better for English, i.e., returns a higher percentage
of relevant images, (2) this approach ensures that the images are the same for all three





archer drawing       
       a bow
(b) Early multimodal fusion
archer drawing       
       a bow
(c) Late multimodal fusion
Figure 4.3: (a) architecture for attention-based sentence embedding based only on
text; (b) architecture for early multimodal fusion of text and image representations; (c)
architecture for late multimodal fusion.
languages (if we used query translations for image retrieval we would get a different
set of images for each language).
This resulted in 9,504 images in total covering 55 verbs with 154 and 136 unique
translations in German and Spanish, respectively. The average dispersion of the images
for all verbs in MultiSense is 0.298. The image dispersion measure is considered a




1− cos(vi,v j) (4.1)
where vi is the visual representation of the image i. Higher dispersion indicates
lower concreteness of concept or verb in our case. Image dispersion d of a verb v is
defined as the average pairwise cosine distance between all the visual representations
v1 . . . vn in the set of images for that verb in our dataset. Lower dispersion rate
here indicates high concreteness i.e., good visual signal from our images. Please refer
to Hartmann & Søgaard (2018) for analysis on image dispersion and its impact on
using image representations in cross-lingual tasks such as learning cross-lingual word
representations.
We divided MultiSense into 75% training, 10% validation and 15% test splits. Ex-
ample images for the verb blow are shown in Table 4.2.
Sentence-level Translations We also collected a dataset of sentence-level translations
for the English and German data. This is a new resource of 995 image descriptions that
makes it possible to evaluate the verb sense disambiguation capabilities of multimodal
MT models. We collected the dataset in four-steps: (1) crowdsource English descrip-
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tions of the images using the gold-standard MultiSense verb as a prompt; (2) manually
post-edit the English descriptions to ensure they contain the correct verb; (3) crowd-
source German translations, given the English descriptions, the German gold-standard
MultiSense verb, and the image; (4) manually post-edit the German translations to
ensure they contain the correct verb.
Throughout the data collection process, we calculated the accuracy with which the
correct verb occurred in the sentences. We PoS tagged and lemmatized the sentence
tokens and gold-standard verbs to reduce problems with surface-form matching. A verb
was counted as correct if it was marked with the coarse-grained PoS VERB and its
lemmatized form was the same as that of the gold-standard verb in MultiSense for that
image. The verb accuracy of the English crowdsourced data was 47.9%, with many
workers ignoring the task instructions and not using the prompt. After post-editing by
one native and one fluent English speaker verb accuracy was 97.7%. The remaining
errors are due to the SpaCy lemmatizer not correcting lemmatizing riding due to PoS
tagging errors. The accuracy of the crowdsourced German translations was 82.9%, and
manual post-editing by one native speaker increased it to 96.7%.
In order to quantify the difficulty of translating MultiSense image descriptions,
we calculated the type-based out-of-vocabulary (OOV) rate using calculated using the
Moses oov.pl script after normalizing, tokenizing, and lowercasing the text in each
language. MultiSense dataset has a 14.3% English OOV rate, and a 25.2% German
OOV rate, with respect to the Multi30k training data. The Multi30k 2017 English test
set has an 10.1% OOV rate, and the German data has a 19.2% OOV rate. Because of
the higher OOV rate, and because of high verb ambiguity (by design), the MultiSense
descriptions should be more difficult to translate than the standard Multi30k ones.
4.4 Verb Sense Disambiguation Modeling
The existing literature in traditional WSD, cross-lingual WSD, and visual sense dis-
ambiguation, shows that supervised models outperform unsupervised models, even if
only a small training set is available (e.g., Gella et al., 2016). In this chapter, we will
therefore focus on supervised methods for cross-lingual WSD using MultiSense. Our
main question is whether multimodal supervision outperforms the use of textual or
visual features alone. We build verb-specific models to identify the correct translation
of an English verb in the target language, as well as verb-independent models that can
generate translations for all the 55 verbs in MultiSense.
68 Chapter 4. Cross-lingual Word Sense Disambiguation using Visual Context
4.4.1 Visual Classifiers
Visual features extracted from images have shown to be useful in learning various tasks
such as learning semantic representations of words (Lazaridou et al., 2015), bilingual
lexicon learning (Bergsma & Van Durme, 2011; Kiela et al., 2015; Hartmann & Søgaard,
2018), human object interactions (Chao et al., 2015a) and visual sense disambiguation
(Gella et al., 2016). To test whether visual features can also be used to identify correct
verb translations, we fine-tune a convolution neural network (CNN) image classifier
for each verb in MultiSense. Separate models are trained for each target language.
Per word classifiers have been used for both textual cross-lingual and visual word
sense disambiguation tasks (Lefever & Hoste, 2013; Gella et al., 2016). We test the
significance of visual features using (1) a feed-forward neural network model with a
single hidden layer, whose input is the visual features extracted from an object classifier;
(2) aggregated representations of visual features extracted from the object classifier.
Following the previous work of Kiela et al. (2015), we experimented with two ways of
aggregating the visual features of an object classifier for given label, viz., CNN-Mean,
the component-wise average, and CNN-Max, the component-wise maximum of all the
images bearing the same label in the training set. We use the aggregated representations
of the training images to compute the similarity with a test image and assign as verb
translation the label with highest similarity.
4.4.2 Textual Classifiers
Except for a small subset for MT evaluation, the images in MultiSense do not have
text associated with them. Hence we explore three ways of obtaining textual context:
(1) the query phrase (Q) used to retrieve images from the web functions as textual
context; (2) an automatic image description (D) is generated using a state-of-the-art
system (Lu et al., 2017); (3) a situation (S), also known as a visual frame, is predicted
using a situation recognition algorithm; the situation includes the activity depicted and
the objects involved in performing it (Yatskar et al., 2016).
We present example images with generated textual context in Figure 4.2. For situ-
ations, we ignore the role labels (activity, agent, etc.) and only consider the predicted
role fillers. For example, for the image in Figure 4.2, the situations prediction is man
aiming bow outdoors. To have comparable models for all three types of context (queries,
descriptions, and situations), we consider the textual context as a bag of words instead
of as a sequence of words.
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To disambiguate verbs based on textual context, we use a feed-forward neural net-
work with single hidden layer that takes an average of word embeddings of dimension
d as input to classify the verb translations. Instead of a simple average, we compute the
weighted sum of the embeddings of the words in the context (shown in Figure 4.3(a)).
This mechanism is similar to the global attention model of Luong et al. (2015), used to
decode sentences in neural machine translation, and to the sentence embedding model
of He et al. (2017). We also experimented with employing a recurrent neural network
(RNN) to compute text-embeddings. However, we found that our simple average or
weighted sum of the word embeddings models performed better than RNN based rep-
resentation for text.
More formally, for the textual context c of each input image, a vector representation
ct is computed as the weighted sum of word embeddings ewi , where i = 1, . . . ,n corre-
spond to the indices of the words in the textual context: We padded all context to be of






For each word wi in the context, we compute a weight ai using an attention model
conditioned on the embedding of the word wi as well as the overall embedding of the







di = eTwi ·Wa · ec (4.4)
A weight matrix W |d×d|a , a mapping between the overall embedding of the textual








With this attention model we aim to filter out words that do not contribute to the trans-
lation of the verb from textual context by down-weighting them using attention.
4.4.3 Multimodal Classifiers
In addition to using image representations and textual context representations sepa-
rately, we also consider multimodal representations that integrate the visual and textual
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features. In order to obtain such multimodal representations, we concatenate the CNN
features extracted from image with the textual embeddings. We experiment with various
ways of fusing textual and visual features. The simplest option is early multimodal fu-
sion which involves concatenating textual and visual features as inputs and passing them
through a feed-forward network, as illustrated in Figure 4.3(b). The late multimodal
fusion involves a two-layer network that takes textual and visual inputs and passes them
through separate feed-forward layers before concatenating them. For both early and
late fusion, we experiment with a simple average of textual context embeddings, as well
as with weighted average embeddings (as described in Section 4.4.2).
4.5 Verb Disambiguation Experiments
4.5.1 Experimental Setup
We used the pre-trained d = 300 dimensional word-embeddings available with the
word2vec package. They were trained on a part of the Google News dataset of approx-
imately 100 billion words (Mikolov et al., 2013a). To extract the visual features, we
use the ResNet-34 architecture (He et al., 2016) pre-trained on the ImageNet object
classification dataset.
All of our networks were trained using stochastic gradient descent with mini-batches
of 16 samples. We chose the hidden layer dimensionality as D = 128. We used the state-
of-the-art Visual Sentinel image description system (Lu et al., 2017) to generate image
descriptions for all the images in MultiSense. To predict the situations, we used the
neural-CRF based situation prediction model of Yatskar et al. (2016), fine-tuned on the
ResNet-101 architecture.
To evaluate the proposed models, we compared against chance and majority label
baselines. For visual features, we also compared against baselines using aggregated
features, obtained using CNN-Max and CNN-Mean aggregation (see Section 4.4.1).
We compare two different classification approaches for both languages: in the setting
AVG, we build individual classifiers for each verb and report averaged scores across all
55 verbs in our dataset. In the setting ALL, we build a single classifier for each language
for all the verbs in the dataset. In both the settings, we experiment with textual, visual,
and multimodal features. For both textual and multimodal we use simple averaging
of textual embeddings, as well as attention, i.e., the learned weighted average of the
component embeddings. Finally, for our multimodal setup, we experimented with both
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early fusion and late fusion.
German: Img: 928, Cha: 35.3, Maj: 51.6
Attn Textual Vis F Multimodal
D S Q D S Q
N 75.0 79.8 81.2 91.4 E 93.7 93.7 92.5
Y 76.9 78.9 79.8 91.4 E 93.5 92.0 92.2
N L 87.0 89.3 88.8
Y L 89.4 89.2 89.3
Vis Baselines: CNN-Mean: 4.0, CNN-Mean: 43.6
Spanish: Img: 929, Cha: 37.2, Maj: 57.0
Attn Textual Vis F Multimodal
D S Q D S Q
N 63.5 81.8 81.1 91.7 E 93.5 93.3 93.3
Y 70.8 81.0 80.2 91.7 E 92.6 91.6 91.8
N L 88.4 89.0 88.3
Y L 88.9 89.3 88.8
Vis Baselines: CNN-Mean: 6.0, CNN-Max: 53.1
Table 4.4: Accuracy of cross-lingual WSD on the validation set using all combinations
of textual, visual, and multimodal models. Average accuracy is reported over separate
models for each of the 55 verbs. Img: number of images; Cha: chance baseline; Maj:
majority baseline; Attn: attention; F (fusion): early (E); or late (L) fusion; textual context:
predicted image descriptions (D), predicted situations (S), gold queries (Q).
4.5.2 Results
An overview of the results of all our models on the validation set is given in Table 4.4
and Table 4.6. In Table 4.4 we present the results of AVG setting, where we have
an individual classifier for each verb. In Table 4.6 we present results of ALL setting
where a single model is learned for all 55 verbs jointly. In each table we present textual
features using descriptions, situations and queries are input; visual features extracted
from image; and multimodal features combining visual with textual features.
72 Chapter 4. Cross-lingual Word Sense Disambiguation using Visual Context
Lang Setting Cha Maj Text Vis MM
German AVG 35.3 50.6 80.3 85.0 88.3
Spanish AVG 37.2 55.2 79.4 85.7 87.3
German ALL 0.65 2.8 49.1 52.1 55.6
Spanish ALL 0.74 4.0 52.7 50.3 56.0
Table 4.5: Accuracy for cross-lingual WSD on the test set using best textual (Text), visual
(Vis), and multimodal (MM) settings as determined on the validation set. Cha: chance
baseline; Maj: majority baseline.
Attn Textual Vis F Multimodal
D S Q D S Q
N 18.8 32.9 51.0 51.3 E 50.7 50.5 54.3
Y 23.6 30.9 48.7 51.3 E 51.0 51.0 51.5
N L 47.4 47.0 46.4
Y L 46.2 46.3 46.4
Vis Baselines: CNN-Mean: 0.0, CNN-Max: 0.1
Attn Textual Vis F Multimodal
D S Q D S Q
N 19.6 33.4 54.0 53.1 E 50.7 50.5 54.3
Y 22.8 32.1 53.5 53.1 E 49.4 49.8 50.3
N L 46.5 46.0 48.4
Y L 47.0 46.8 47.8
Vis Baselines: CNN-Mean: 0.0, CNN-Max: 4.0
Table 4.6: Accuracy of cross-lingual WSD on the validation set using all combinations
of textual, visual, and multimodal models. Accuracy is reported for a single model over all
verbs. Img: number of images; Cha: chance baseline; Maj: majority baseline; Attn: atten-
tion; F (fusion): early (E); or late (L) fusion; textual context: predicted image descriptions
(D), predicted situations (S), gold queries (Q).
These results show that multimodal classification models that integrate textual and
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visual features outperform models based on visual or textual features alone in both of
our settings (AVG and ALL). Furthermore, we found that integrating text and vision via
early fusion, i.e., by concatenating visual features and textual embeddings at the input
layer (as shown in Figure 4.3(b)) performed better than late fusion, where concatenation
happens at the hidden layer (see Figure 4.3(c)). This result again holds for both AVG
and ALL models.
Regarding the usefulness of attention-based weighting, we found that attention is
useful only for certain types of textual information. In a text-only setting, attention
improves results when the text is derived from image descriptions (D), but not when
it is derived from situations (S), or queries (Q). It seems that the length of the textual
context matters: descriptions are longer than situations or queries, and attention is able
to down-weight the irrelevant words that occur in long textual contexts. The average
length of descriptions, situations and queries in the training set is 6.30, 3.95, and 2.58,
respectively (We did not remmove the stopwords for computing the embeddings, this is
just removed to compute the length of the various textual inputs). Note that stop words
were removed in all three cases. In a multimodal setting, the picture is more mixed: in
some of the late-fusion models, attention yields a slight improvement in performance.
However, in no case is attention part of the best performing model.
Finally, we can address the issue of which type of textual and visual information is
most useful. In the text-only setting, we found that queries are most useful, followed
by situations. Descriptions consistently under performed. This holds both for AVG and
ALL models. For vision-only models, fine tuning substantially outperforms the CNN-
Mean and CNN-Max baselines (we therefore do not report any multimodal experiments
with these baselines). For multimodal models, all types of textual information perform
in a broadly similar way. The overall winner is situations for German and descriptions
for Spanish in the AVG setting, and queries for both languages in the ALL setting. This
is an encouraging result, as it demonstrates that we can do without gold-standard text
(the queries were manually provided), at least in the AVG setting.
We present the results on the test set in Table 4.5. We follow standard practice of
evaluating all models on the validation set, select the best model per setting model per
setting (AVG vs. ALL) and modality (textual, visual, multimodal) and then evaluate
on the tests set. The test set results confirm the overall patterns we observed on the
validation set: for unimodal models, visual features outperform textual features, but
multimodal models outperform unimodal models. This result holds for both AVG and
















Image Context German predictions Spanish Predictions
Q: blowing a balloon blasen, aufblasen, steigen hinchar, soplar, subir
Visual features aufblasen, drücken, drehen hinchar, apretar, hacer, girar
D: a woman holding a pink frisbee in her hand tragen, schütteln, blasen tapar, agitar, mirar
D + Visual features aufblasen, drücken, drehen hinchar, apretar, hacer, girar
Q: serving a volleyball spielen, dienen, anschauen sacar, servir, golpear
Visual Features spielen, spreizen, reiten sacar, coger, abrir
S: scoring basketball court basketball player abblocken, spielen, treffen taponar, sacar, golpear
S + Visual Features spielen, tragen, reiten sacar, llevar, coger
D: a person holding a cell phone in their hand schütteln, drücken, schauen ver, hablar, pasar el rato
Visual Features tragen, nachschauen, schütteln buscar, mirar, pasar el rato
Q: looking for directions schauen, suchen, anschauen mirar, buscar, subir
Q + Visual Features suchen, einpinseln, nachschauen buscar, mirar, sonar
Table 4.7: Images with different contexts (textual, visual, or both) and the top three verb translation predictions from our textual and visual
classifiers in the ALL setting. Q: query used to retrieve images; D: Image description generated by Lu et al. (2017); S: Situation predicted using
Yatskar et al. (2016). The ground truth label for the image is in bold.
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4.5.3 Discussion
We analyzed the outputs of our models in order to understand where multimodal features
helped in identifying the correct verb translation and the cases where they failed. In
Table 4.7, we show selected examples that illustrate how varying context (textual, visual
or multimodal) affects the performance of verb translation. For every image we give
the top three verbs predicted by our models in the ALL setting for both German and
Spanish. For the first image of blowing balloon, the automatically generated description
is not relevant to the image and thus results in an incorrect verb in both German and
Spanish. When visual information is added to descriptions, the model is able to produce
the correct verb. For the second image showing serving a volleyball, the top predicted
verb using the situation context alone is incorrect. However, when visual information is
added, the model predicts the correct label. These examples demonstrate that both the
image description system and the situation prediction system often generate irrelevant
text, whereas the CNN features extracted from the images tend to generalize well across
verbs. Normally, words in isolation are not translated, a valid usecase for such scenario
is translation of tags or hashtags with visual information.
4.6 Constrained Decoding
In real-world scenarios, we might have access to additional information of the data point
at inference time that will help improve the performance of the model. For example,
while doing domain adaptation in Machine Translation if the domain of the input
is known at prediction time with access to domain terminology or a named entity
recognizer we can ensure that specific domain specific terms are present in system
outputs. Similar to the problem we address here text generation using multi-modal
input, we might be able to detect actions, objects in images that could be mentioned
in the output using auxiliary models. The goal of constraint decoding models is to
generate best output using extra information that is provided to the model at inference
time which otherwise model will not have access to.
For machine translation models at inference time model generates the sequence
ŷ = {y0,y1,y2..yT} of length T for a given input sequence x, that has the maximum
probability parameterized by a model θ:
ŷ = argmaxy∈Y pθ(y|x)
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In constrained decoding, an additional input of constraints {c0 . . .cn} is provided and
the model that tries to find the optimal sequence which includes the set of given lexical
constraints. A standard approach is to generate the output sequence from beginning
to end, conditioning the output at each timestep t upon the input x and the previously
generated symbols {y0, . . .yt−1}. Often beam search is employed to avoid the risk of
making locally optimal decisions while decoding and to avoid exhaustive exploration
of the output sequences (Och & Ney, 2004). Post & Vilar (2018) proposed a dynamic
vairant of lexically constrained grid beam search (GBS) algorithm that can constrain
the search space to outputs which contain one or more pre-specified sub-sequences
or constraints. They use the model’s distribution to lexical constraints correctly as
well as to generate the parts of the output which are not covered by the constraints.
Please review Hokamp & Liu (2017) and Post & Vilar (2018) for algorithmic details of
constraint decoding.
4.7 Machine Translation Experiments
We now evaluate the utility of our verb sense disambiguation model for the challenging
downstream task of multimodal machine translation. We address this as a enhancement
of text-only machine translation model which do not have access to images with trans-
lation data at training time where as sentences at test time do have visual information or
image data. We first build text-only machine translation model (our baseline) then add
verb translation as an extra input to decoder. We use a lexically constrained decoder
which is a modification to a standard decoder with beam search that allows to specify
words that must appear in the target language.
We conduct this evaluation of on the image descriptions test set of MultiSense
(see Sentence-level Translations in Section 4.3). We calculated BLEU (Papineni et al.,
2002) and Meteor scores (Denkowski & Lavie, 2014) between the MultiSense reference
description and the out of the translation model. We also evaluate the verb prediction
accuracy of the MT output against the gold standard verb annotation.
4.7.1 Models
Our baseline is a single-layer attention-based text-only neural machine translation
model (Hieber et al., 2017) trained on the 29,000 sentence English-German parallel text
in Multi30k (Elliott et al., 2016). We preprocessed the data by normalizing punctuation,
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Meteor BLEU VAcc
Baseline NMT 38.6 17.8 22.9
+ Predicted 40.0 18.5 49.5
+ Oracle 40.4 19.1 77.7
Caglayan et al. (2017) 46.1 25.8 29.3
Helcl & Libovický (2017) 42.5 22.3 25.1
Table 4.8: MT results: Meteor and BLEU are standard text-similarity metrics, and verb ac-
curacy (VAcc) counts how often the model proposal contains the gold standard German
verb.
tokenizing the text, and the lowercasing it. We then learned a joint byte-pair-encoded
vocabulary with 10,000 merge operations to reduce sparsity (Sennrich et al., 2016).
Our model uses the prediction of the verb disambiguation model as an additional
input to a unimodal translation model. More specifically, we use the WSD verb pre-
diction as a constraint on the lexically-constrained decoder of the MT model (Post &
Vilar, 2018). We compare the performance of this setup against two state-of-the-art
multimodal English–German translation systems: Caglayan et al. (2017), where the tar-
get language word embeddings are modulated by an element-wise multiplication with
a learned transformation of the visual data; and Helcl & Libovický (2017), a double
attention model that learns to selectively attend to a combination of the source language
and the visual data.
4.7.2 Results
Table 4.8 shows the results of the translation experiment. Overall, the Meteor scores
are much lower than on the Multi30k test sets, where the state-of-the-art single model
scores 51.6 Meteor points compared to 46.1 Meteor we obtained. This gap is most
likely due to the higher out-of-vocabulary rate in MultiSense (see Section 4.3). Using
Predicted verb constraints outperforms the text-only translation baseline by 1.3 Meteor
points. Furthermore, the translation output of our model contains the expected German
verb 27% more often than the unimodal baseline model. These results show that a
multimodal verb sense disambiguation model can indeed improve translation quality in
a multimodal setting.
We also calculated the upper bound of our model by using the gold standard Ger-
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Source A woman smiles as she brushes her long, dark hair.
Ref Eine Frau lächelt während sie sich ihre dunklen langen Haare
bürstet .
Baseline eine frau lächelt , als sie ihren langen und dunklen haaren putzt .
+WSD +(bürsten): eine frau lächelt , als sie ihr lange , dunklen haaren
bürsten .
Source A large herd of sheep is blocking the road.
Ref Eine große Herde Schafe blockiert die Straße .
Baseline eine große herde schafe kriecht die straße entlang .
+WSD +(blockieren): eine große herde schafe blockieren die straße .
Table 4.9: Examples where our WSD prediction input improves translations. Wrong
verbs in baseline translations are shown in red.
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man verb as the lexical constraint. In this oracle experiment we observed a further 0.7
Meteor point improvement over our best model, and a further 27% improvement in verb
accuracy. This shows two things: (1) there are further improvements to be gained from
improving the verb disambiguation model, and (2) the OOV rate in German means that
we cannot achieve perfect verb accuracy.
4.8 Discussion and Conclusions
We introduced the task of cross-lingual visual sense disambiguation for verbs: given
a verb and an image as visual context, identify the correct translation of the verb in a
target language. We developed the new MultiSense dataset, in which 9,504 images are
annotated with one of 55 verbs and its translations in Spanish and German. We proposed
a series of supervised cross-lingual visual sense disambiguation models and showed
that multimodal models that fuse textual information (generated by image description
or situation recognition systems) with visual features outperform unimodal models.
Cross-lingual WSD is an interesting problem in its own right, but it also has a clear
application in machine translation. Determining the correct sense of a verb is important
for high quality translation output, and sometimes text-only translation systems fail
when the correct translation would be obvious from visual information (see Figure 4.1).
To show that cross-lingual visual sense disambiguation can improve the performance of
translation systems, we annotated a part of our MultiSense dataset with English image
descriptions and their German translations.
There are two existing multimodal translation evaluation sets with ambiguous
words: the Ambiguous COCO dataset Elliott et al. (2017) contains sentences that are
“possibly ambiguous”, and the Multimodal Lexical Translation dataset is restricted to
predicting single words instead of full sentences Lala & Specia (2018). MultiSense con-
tains sentences that are known to have ambiguities, and it allows for sentence-level and
verb prediction evaluation. Here, we use the verbs predicted by our visual sense disam-
biguation model to constrain the output of a neural translation system and demonstrate
a clear improvement in Meteor, BLEU, and verb accuracy over a text-only baseline.
In this work, we only aim to address ambiguity across languages for visual verbs.
However, this do not address all senses of verbs as in realistic scenario texts presented
for Machine Translation could have non-visual senses as well. This would a direction
for future work to explore the other information from non-visual senses to improve
disambiguation across languages in Machine Translation.

Chapter 5
Image Pivoting for Learning
Multilingual Multimodal
Representations
In this chapter, we propose a model to learn multimodal multilingual representations for
mapping images and sentences into common embedding space. Although there exist
models which learn to map sentences and images into a common embedding space in
order to be able to retrieve one from the other, most of the existing models focused on
single language especially English. The novelty of this work is in mapping sentences
from multiple languages and images into a common space and evaluating the usefulness
of the second language in multimodal search.
The main focus of this work is advancing multilingual versions of image search
and image understanding. Given an image and its descriptions in two different lan-
guages which need not be parallel, our proposed model learns a common representation
for images and their descriptions in two different languages by considering the image
as a pivot between two languages. We propose a new pairwise ranking loss function
which can handle both symmetric and asymmetric similarity between the two modal-
ities. We evaluate our models on image-description ranking for German and English
and compare performance with existing state-of-the-art methods on image-description
ranking. Additionally, we also evaluate our models on semantic textual similarity of
image descriptions in English and for cross-lingual image description generation tasks.
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5.1 Motivation
There has been a significant amount of research in joint modeling of texts and images.
Examples include text-based image retrieval, image description and visual question an-
swering. In the last few years an increasing number of large image description datasets
has become available (Hodosh et al., 2013; Young et al., 2014c; Lin et al., 2014) which
have been used for joint modeling of text and images.
A large number of systems have been proposed to handle the image description
task as a generation problem (Bernardi et al., 2016; Mao et al., 2015; Vinyals et al.,
2015; Fang et al., 2015a). Prior to that, there has also been a great deal of work on
sentence-based image search or cross-modal retrieval where the objective is to learn a
joint space for images and text (Hodosh et al., 2013; Frome et al., 2013; Karpathy et al.,
2014; Kiros et al., 2014; Socher et al., 2014; Donahue et al., 2015; Yan & Mikolajczyk,
2015b).
Previous work on image description generation or learning a joint space for images
and text has mostly focused on English due to the availability of English datasets.
Recently there have been attempts to create image descriptions and models for other
languages (Funaki & Nakayama, 2015b; Elliott et al., 2016; Rajendran et al., 2016;
Miyazaki & Shimizu, 2016) (See Table 5.1 for statistics of existing multilingual image
description corpora). However, they exist only for few languages such as German:
(Grubinger et al., 2006; Elliott et al., 2016; Rajendran et al., 2016; Elliott et al., 2016),
Japanese: (Funaki & Nakayama, 2015b; Miyazaki & Shimizu, 2016) and are small
scale compared to existing English image description datasets (Lin et al., 2014).
Most of these datasets have been used to study description generation problem or
for other tasks such as multimodal machine translation. It is not entirely clear how
text-query based image-retrieval model models perform for queries in languages other
than English. Querying an online image-search engine such as Google with a simple
sentence query in English and its translation in German retrieves very different images.
English queries tend to retrieve relevant images to query and German query retrieves
worse results (shown in Figure 5.1). This highlights one of the key issues that available
multimodal applications for other languages are far behind English.
Most work on learning a joint space for images and their descriptions is based on
Canonical Correlation Analysis (CCA) or neural variants of CCA over representations
of image and its descriptions (Hodosh et al., 2013; Andrew et al., 2013a; Yan & Miko-
lajczyk, 2015b; Gong et al., 2014a; Chandar et al., 2016). Besides CCA, a few others
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A dog is chasing a mouse
Ein Hund jagt eine Maus
Figure 5.1: Google Image Search results for identical query in English and German.
Retrieved results for English query results are more relevant to the query than that of its
German translation.
learn a visual-semantic or multimodal embedding space of image descriptions and rep-
resentations by optimizing a ranking cost function (Kiros et al., 2014; Socher et al.,
2014; Ma et al., 2015; Vendrov et al., 2016) or by aligning image regions (objects) and
segments of the description (Karpathy et al., 2014; Plummer et al., 2015) in a common
space. Recently Lin & Parikh (2016) have leveraged visual question answering models
to encode images and descriptions into the same space.
However, all of this work is targeted at monolingual descriptions (for English lan-
guage only), i.e., mapping images and descriptions in a single language onto a joint
embedding space. In this chapter, we explore the idea of of pivoting or bridging lan-
guages via visual information i.e., image. The idea of bridging is not new and is well
explored for various natural language processing tasks such as machine translation
(Wu & Wang, 2007; Firat et al., 2016) and to learn multilingual multimodal represen-
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Corpus Source L1 L2 #Imgs #L1 #L2 Para
UIUC-Pascal-JP (Funaki & Nakayama, 2015b) Pascal En Jp 1k 5k 5k Y
YJ-Captions (Miyazaki & Shimizu, 2016) MSCOCO En Jp 26k 132k 131k N
De-COCO (Hitschler et al., 2016) MSCOCO En De 1k 1k 1k Y
BridgeCorr (Rajendran et al., 2016) MSCOCO En Fr 1k 5k 5k Y
BridgeCorr (Rajendran et al., 2016) MSCOCO En De 1k 5k 5k Y
Flickr8k-CN (Li et al., 2016) Flickr8k En Cn 8k 40k 40k N
Flickr8k-CN (Li et al., 2016) Flickr8k En Cn 1k 5k 5k Y
Multi30k (Elliott et al., 2016) Flickr30k En De 30k 30k 30k Y
Multi30k (Elliott et al., 2016) Flickr30k En De 30k 150k 150k N
IAPR-TC (Grubinger et al., 2006) IAPRTC En De 20k 35k 35k N
Table 5.1: Statistics of multilingual image description corpora; Para: If the image descrip-
tions are parallel corpora
tations (Rajendran et al., 2016; Calixto et al., 2017b). However, all of that work has
used language as bridge to connect other pair of languages or between language and
visual information. Unlike previous work, we learn representations where we use visual
information as bridge between two languages.
Related to our work Calixto et al. (2017b) proposed a model for creating multilin-
gual multimodal embeddings. Our work is different from theirs in that we choose the
image as the pivot and use a different similarity function. Our proposed model is a sin-
gle model for learning representations of images and multiple languages, whereas their
model is language-specific. Rajendran et al. (2016) propose a model to learn common
representations between M views and assume there is parallel data available between
a pivot view and the remaining M−1 views. Their multimodal experiments are based
on English as the pivot and use large parallel corpora available between languages to
learn their representations.
In this chapter, we learn multimodal representations in multiple languages, i.e., our
model yields a joint space for images and text in multiple languages using the image as
a pivot between languages. We propose a new objective function in a multitask learning




1) Two professional men’s soccer players play-
ing soccer.
2) Two men playing soccer on a field.
3) Two soccer players on a green field play with
a soccer ball.
4) Two men, one wearing red uniform with
white stripes and the other a white uniform are
playing soccer.
5) Two soccer players, one wearing red and one
wearing white, are competing to kick a soccer
ball across a soccer field.
German descriptions
1) Zwei männer kämpfen einen fussball.
2) Szenen eines fussballspieles.
3) Zwei Männer spielen fußball.
4) Zwei Fussballer zweier Mannschaften jagen
auf dem Spielfeld im Freien dem Ball hinterher.
5) Ein Fußballspieler im rot-weißen Trikot spielt
den Ball, während ein anderer im blau-weißen
Trikot von rechts angelaufen kommt.
Figure 5.2: Example annotation of an image in Multi30k description corpus.
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11,420 357,172 11.9 5,073




22,815 1,841,159 12.3 9,230
German 46,138 1,434,998 9.6 26,510
Table 5.2: Corpus statistics of Multi30k dataset. #AvgL: Average length of description for
each language. Singletons: Number of words that are only observed once in the corpus.
Number of singletons in German descriptions are around 58% of the vocabulary.
5.2 Dataset
We experiment with the Multi30k dataset, a multilingual extension of Flickr30k corpus
(Young et al., 2014c) consisting of English and German image descriptions (Elliott
et al., 2016). The Multi30K dataset has 29000, 1014 and 1000 images in the train,
validation and test splits respectively, and contains two types of multilingual annotations:
(i) Translations: a corpus of one English description per image and its translation into
German; and (ii) Descriptions: a corpus of five independently collected English and
German descriptions per image (see Figure 5.2 for an example annotation).
We use the independently collected English and German descriptions to train our
models. Note that these descriptions are not translations of each other, i.e., they are not
parallel, although they describe the same image. English and German descriptions have
22.8k and 46.1k word types respectively i.e., number of word-types for German are
more than double the number of word-types for English (see Table 5.2 for more corpus-
level statistics). And the average number of words in English and German descriptions
are 12.3 and 9.6.
Overall English descriptions has smaller vocabulary (22, 815 vs. 46,138) but the
average length is higher than German descriptions. Also, the number of singletons in
German descriptions is much higher than in the English descriptions (58% for German
and 40% for English). The main reason for this could be word compounding observed
in German as well as richer morphological variation. The English description corpus of
Multi30k has been used extensively to learn and evaluate multimodal representations
for image-description search systems (Kiros et al., 2014) and for building automatic
image description systems (Karpathy & Li, 2015b). And recently, the translations in
Multi30k dataset has been used for building multimodal machine translation systems.
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5.3 Problem Formulation
Given an image i and its descriptions c1 and c2 in two different languages our aim is to
learn a model which maps i, c1 and c2 onto the same common space RN (where N is
the dimensionality of the embedding space) such that the image and its gold-standard
descriptions in both languages are mapped close to each other. Our model consists of
the embedding functions fi and fc to encode images and descriptions and a scoring
function S to compute the similarity between a description–image pair.
In the following we describe two models: (i) the PIVOT model that uses the image
as pivot between the description in both the languages (shown in Figure 5.3) ; (ii) the
PARALLEL model that further forces the image descriptions in both languages to be
closer to each other in the joint space (as shown in Figure 5.4). . We build two variants
of PIVOT and PARALLEL with different similarity functions S to learn the joint space.
5.3.1 Multilingual Multimodal Representation Models
In both PIVOT and PARALLEL models we have two main components textual compo-
nent to encode description and a visual component to encode the image. For the visual
component, we use a deep convolutional neural network architecture (CNN) to repre-
sent the image i denoted by fi(i) = Wi ·CNN(i) where Wi is a learned weight matrix
and CNN(i) is the image vector representation. The dimensions of the learned weight
matrix Wi is N×D, N being the dimensionality of embedding space and D denotes
dimensionality of the CNN representation of the image, the activations of the last fully
connected layer (fc7) of the CNN architecture.
In our textual component for each language we define a recurrent neural network
encoder fc(ck) = GRU(ck) with gated recurrent units (GRU) activations to encode the
description ck in language k into a N dimensional vector. We have a separate gated
recurrent unit encoder for each language k. Let ck = {wk1,wk2,wk3, . . . ,wkMk} denote a de-
scription composed of Mk words in language k. A gated recurrent unit reads words from
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each with dimensionality of N. For a given description ck, we use the last annotation
vector hkMk as the description representation, henceforth GRU(ck).
In PIVOT, we use monolingual corpora from multiple languages of sentences aligned
with images to learn the joint space. The intuition of this model is that an image is a
universal representation across all languages, and if we constrain a sentence represen-
tation to be closer to images, sentences in different languages may also come closer.
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where k stands for each language.
This loss function encourages the similarity S(~ck,~i) between gold-standard descrip-
tion ck and image i to be greater than any other irrelevant description c′k by a margin α
(a hyper-parameter we tune).
A similar loss function is useful for learning multimodal embeddings in a single
language (Kiros et al., 2014). For each minibatch, we obtain invalid or contrastive
descriptions by selecting descriptions of other images except the current image of
interest and vice-versa.
In PARALLEL, in addition to making an image similar to a description, we make
multiple descriptions of the same image in different languages similar to each other,
based on the assumption that these descriptions, although not parallel, share some



























Note that we are iterating over all pairs of descriptions (c1,c2), and maximizing the
similarity between descriptions of the same image and at the same time minimizing the
similarity between descriptions of different images.
Most approaches that project multiple views of data into a joint space are based on
symmetric scoring function such as cosine similarity that maps semantically similar
data points close-by in the embedding space (Hodosh et al., 2013; Kiros et al., 2014;








Two men playing soccer on a field Women with headdresses are dancing
Zwei männer kämpfen einen fussball Frauen in Kostümen posieren in einem Raum
Figure 5.3: Our multilingual multimodal PIVOT model with image as pivot between two languages.
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We learn models using two similarity functions: symmetric and asymmetric. For
the former we use cosine similarity and for the latter we use the metric of (Vendrov
et al., 2016) which is useful for learning embeddings that maintain an order, e.g., dog
and cat are more closer to pet than animal while being distinct. Such ordering is shown
to be useful in building effective multimodal space of images and texts. An analogy in
our setting would be two descriptions of an image are closer to the image while at the
same time preserving the identity of each (which is useful when sentences describe two
different aspects of the image). The similarity metric is defined as:
S(a,b) =−||max(0,b−a)||2 (5.3)
where a and b are embeddings of image and description.
We call the symmetric similarity variants of our models as PIVOT-SYM and PARALLEL-
SYM, and the asymmetric variants PIVOT-ASYM and PARALLEL-ASYM.
5.3.2 Baseline Models
VSE and OE: As baselines we use monolingual models, i.e., models trained on each
language separately. Specifically, we use Visual Semantic Embeddings (VSE) of Kiros
et al. (2014) and Order Embeddings (OE) of Vendrov et al. (2016). Visual Semantic
embeddings model uses pairwise ranking loss function (shown in Equation 5.4, k rep-
resents the respective language.) that encourages ground-truth caption-image pairs to
be closer to each other in the joint space. Both Visual Semantic Embeddings and Order
Embeddings models are monolingual models that is trained separately for each lan-
guage i.e., a separate model for each language trained using image-sentence pairs in
respective language and the objective function below. Order embeddings model uses
same pairwise ranking loss function and replaces symmetric similarity measure(S) with
asymmetric order-violation penalty that encourages ground-truth caption-image pairs











where (ck, i) denotes ground truth caption-image pair for language k, c′k goes over
all captions that do not describe image i in a single mini-batch and i′ goes over all








Two men playing soccer on a field Women with headdresses are dancing
Zwei männer kämpfen einen fussball Frauen in Kostümen posieren in einem Raum
Figure 5.4: Our multilingual multimodal PARALLEL model with image as pivot and enforcing ground truth image descriptions in both languages
to be closer to each other in the joint space.
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Google: Additional to monolingual models we also combine them with state-of-the-
art neural machine translation models to query the captions or images. If the query is in
German and we have an English-Image (monolingual) model, we use a state-of-the-art
neural machine translation model to translate German queries to English and vice-versa
when the query is in English and the model is in German and report results. We use the
online Google translate system available via its API to get the translations of English-
German and German-English queries Wu et al. (2016). This would shed some light on
applicability of machine translation models in multimodal tasks.
To measure the difficulty of this task on Multi30k dataset, we also include a ran-
dom baseline. Additionally, we include a model with simpler text-representation that
simply averages the embeddings of words in the description to create the sentence
representation. For this we use the Average model studied by Hodosh (2015) which
uses the average of Glove embeddings (Pennington et al., 2014) across all tokens to
create sentence representation. This average sentence representation is used as input to
a fully connected layer to learn text representation and uses a loss function identical to
the Visual semantic embeddings model to learn joint space of text and images.
5.3.3 Comparison Systems for English Image-Description ranking
Our goal is to learn representations for multiple language and images together and
evaluate the usefulness of the signal form other-language for image-description ranking.
To answer this question, we compare our method with other related methods which use
English image-description pairs to learn a joint embedded space. Most of the work on
matching image and sentences have used convolutional neural networks occasionally
with ground truth or predicted bounding box information of objects or entities present
in the image (Plummer et al., 2015).
However, a large body of related work addressed how they encode the description
and the matching of image and text representations (Ma et al., 2015). Here, we compare
with three different such models that use a recurrent neural network, convolutional
neural network and a Fisher vector pooling of word embeddings to generate sentence
encoding respectively.
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BRNN: Karpathy & Li (2015a) learns a model that is based on the insight that words
or phrases in sentences written by people make references to a particular region of
the image (for example objects, attributes, scenes) etc. For this they rely on a object
detection system (Girshick et al., 2014) to identify the top N key regions in the image
and encode each region using a CNN pre-trained on ImageNet and map them into a
lower dimensional space h. They use a Bidirectional Recurrent Neural Network (BRNN)
to transform each descriptions or a sequence of tokens into a h dimensional vector. They
formulate a scoring function that maximizes the score for image-sentence if there is
high matching between regions in the image and words in the sentence. They show that
relying inferred alignments between words/phrases and regions in the image leads to
improvement in image-sentence matching and the final ranking performance. Similar
to many other methods they use max-margin loss function that encourages ground truth
image-sentence pairs to have higher matching score than misaligned pairs.
m-CNNst : Multimodal Convolutional neural network (m-CNN) is a framework pro-
posed by Ma et al. (2015) that exploits image representation and word compositions and
the matching relations between the two modalities. Unlike previous work on encoding
descriptions with RNN, they propose matching CNN to compose different semantic
fragments from words in the description and learn inter-modal relations between image
and the semantic fragments at multiple levels.
For this, after encoding the image they produce a joint representation for image and
each word or sequence of words in the description and pass the joint representation
through a multilayer perceptron that produces the final matching scores between image
and sentence. They experiment with mapping between images and words, phrases or
sentences. They use a multimodal CNN that composes the whole sentence using match-
ing CNN (m-CNNst) that consists of three sequential layers of convolution and pooling
and represent the whole sentence as a feature vector. Ma et al. (2015) also showed that
ensemble models of word, phrase and sentence based matching CNN’s perform slightly
better than individual models alone.
CCA-FV: Klein et al. (2014) propose a new variant of Fisher vectors in combination
with canonical correlational analysis to match texts and images. Fisher vectors are an
advanced kernel based pooling technique that has been widely used for many computer
vision applications such as image classification. In the proposed model each description
is mapped to a set of vectors which are obtained via embeddings of individual words
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in the description.
These set of vectors are combined to form a single vector based on concatenation of
gradients of the log-likelihood of the individual vectors with respect to the parameters
of Gaussian mixture model. They use word2vec embeddings (Mikolov et al., 2013a)to
get the embeddings of individual words in the description and a convolution neural
network pre-trained on ImageNet to encode the image and a canonical correlational
analysis algorithm to match images and text representations.
5.4 Experiments and Results
We test our model on the tasks of image-description ranking. We work with each lan-
guage separately. Since we learn embeddings for images and languages in the same
semantic space, our hope is that the training data for each modality or language acts
complementary data for the another modality or language, and thus helps us learn better
embeddings.
5.4.1 Experiment Setup
We sampled minibatches of size 64 images and their descriptions, and drew all negative
samples from the minibatch which result in 63 images for each description. We trained
using the Adam optimizer with learning rate 0.001, and early stopping on the validation
set. Following Vendrov et al. (2016) we set the dimensionality of the embedding space
and the GRU hidden layer N to 1024 for both English and German.
We set the dimensionality of the learned word embeddings to 300 for both languages,
and the margin α to 0.05 and 0.2, respectively, to learn asymmetric and symmetric
similarity-based embeddings. We constrain the embeddings of descriptions and images
to have non-negative entries when using asymmetric similarity by taking their absolute
value. We keep all hyperparameters constant across all models. We used the L2 norm to
mitigate over-fitting following prior work of Kiros et al. (2014). To pre-process data we











System Text to Image Image to Text
Recall@1 Recall@5 Recall@10 Mr Recall@1 Recall@5 Recall@10 Mr
Random 0.1 0.5 1.0 500 0.1 0.6 1.1 631
VSE (Kiros et al., 2014) 23.3 53.6 65.8 5 31.6 60.4 72.7 3
Google (En-De) + De-VSE 18.6 42.7 54.6 8 26.3 54.2 66.6 4
PIVOT-SYM 23.5 53.4 65.8 5 31.6 61.2 73.8 3
PARALLEL-SYM 24.7 53.9 65.7 5 31.7 62.4 74.1 3
OE (Vendrov et al., 2016) 25.8 56.5 67.8 4 34.8 63.7 74.8 3
Google (En-De) + De-OE 19.6 44.1 56.0 7 23.2 52.2 66.2 5
PIVOT-ASYM 26.2 56.4 68.4 4 33.8 62.8 75.2 3
PARALLEL-ASYM 27.1 56.2 66.9 4 31.5 61.4 74.7 3
Table 5.3: Image-description ranking results of English on Flickr30k test data. Both VSE and OE are monolingual models trained separately on
each language. Google refers to the Google Translate model on test language to translate it to the language of the model trained.
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5.4.2 Visual Feature Representation
To extract image features, we used a convolutional neural network model trained on
1.2M images of 1000 class ILSVRC 2012 object classification dataset, a subset of
ImageNet (Russakovsky et al., 2015). Specifically, we used VGG 19-layer convolution
neural network architecture and extracted the activations of the last fully connected
layer to obtain features for all images in the dataset (Simonyan & Zisserman, 2014).
We use average features from 10 crops of the re-scaled images. We rescale images
so that the smallest side is 256 pixels wide, we take 224 × 224 crops from the corners,
center, and their horizontal reflections to get 10 crops for the image. Using average
10-cropped features has improvements in image description generation and learning
joint multimodal space (Vendrov et al., 2016).
5.4.3 Image-Description Ranking Results
To evaluate the multimodal multilingual embeddings, we report results on an image-
description ranking task. Given a query in the form of a description or an image, the
task its to retrieve all images or descriptions sorted based on the relevance. We use the
standard ranking evaluation metrics of recall at position k (Recall@K) and median rank
(Mr) to evaluate our models. Recall (R@k) measures the mean number of captions for
which the ground truth image is ranked within the top-k retrieved results (and vice-versa
for images) and higher the recall better the model.
The Median rank (Mr) measures the median rank of the closest ground truth image
or caption from the ranked list. Lower median rank implies better model. We report
results for both English and German descriptions. Note that we have one single model
for both languages.
In Tables 5.3 and 5.5 we present the ranking results of the baseline models of
random, Kiros et al. (2014) and Vendrov et al. (2016) and our proposed PIVOT and
PARALLEL models. We do not compare our image-description ranking results with
Calixto et al. (2017b) since they report results on half of the validation set of Multi30k









System VF Text to Image Image to Text
Recall@1 Recall@5 Recall@10 Mr Recall@1 Recall@5 Recall@10 Mr
Random − 0.1 0.5 1.0 500 0.1 0.6 1.1 631
Glove-Average (Hodosh, 2015) VGG16 19.1 47.6 61.0 5 26.9 56.8 69.2 3
BRNN (Karpathy & Li, 2015a) VGG16 15.2 37.7 50.5 9 22.2 48.2 61.4 5
FV-CNN (Klein et al., 2014) VGG19 24.4 52.1 65.6 5 34.4 61.0 72.7 3
m-CNNst(Ma et al., 2015) VGG19 19.7 48.4 62.3 6 27.0 56.4 70.1 4
OE (Vendrov et al., 2016) VGG-19 25.8 56.5 67.8 4 34.8 63.7 74.8 3
PIVOT-ASYM VGG-19 26.2 56.4 68.4 4 33.8 62.8 75.2 3
PARALLEL-ASYM VGG-19 27.1 56.2 66.9 4 31.5 61.4 74.7 3














System Text to Image Image to Text
Recall@1 Recall@5 Recall@10 Mr Recall@1 Recall@5 Recall@10 Mr
Random 0.1 0.5 1.0 500 0.1 0.6 1.1 631
VSE (Kiros et al., 2014) 20.3 47.2 60.1 6 29.3 58.1 71.8 4
Google (De-En) + En-VSE 18.8 44.8 58.4 7 26.4 54.7 69.1 4
PIVOT-SYM 20.3 46.4 59.2 6 26.9 56.6 70.0 4
PARALLEL-SYM 20.9 46.9 59.3 6 28.2 57.7 71.3 4
OE (Vendrov et al., 2016) 21.0 48.5 60.4 6 26.8 57.5 70.9 4
Google (De-En)+ En-OE 21.1 48.1 60.7 6 27.3 59.7 71.7 4
PIVOT-ASYM 22.5 49.3 61.7 6 28.2 61.9 73.4 3
PARALLEL-ASYM 21.8 50.5 62.3 5 30.2 60.4 72.8 3
Table 5.5: Image-description ranking results of German on Flickr30k test data. Both VSE and OE are monolingual models trained separately on
each language.
5.4. Experiments and Results 99
For English, PIVOT with asymmetric similarity is either competitive or better than
monolingual models and symmetric similarity, especially in the R@10 category it ob-
tains state-of-the-art. Monolingual models in combination with online Google machine
translation models performed poorly compared to our proposed models as well as
monolingual models, highlighting the problems that could be propagated with the use
of machine translation models.
Recent work by Frank et al. (2018) on assessing multilingual multimodal image
descriptions has found that descriptions generated in the target language are preferred
over translations. In Table 5.4 we present the English image description ranking results
of our best performing system against various state-of-the-art methods that use different
techniques to encode both descriptions and images and map them in the joint space. It
is also observed that visual features play a great role in learning better representations
which is demonstrated in Table 5.4. There has been evidence when used extra visual
information from ground truth bounding boxes or phrase annotations boosts the perfor-
mance of image-ranking task especially for retrieving relevant descriptions when image
is given as query.
For German, both PIVOT and PARALLEL with the asymmetric scoring function
outperform monolingual models and symmetric similarity. We also observe that the
German ranking experiments benefit the most from the multilingual signal. A reason
for this could be that the German description corpus has many singleton words (more
than 50% of the vocabulary, see Table 5.2) and English description mapping might have
helped in learning better semantic embeddings or German which is morphologically
richer than English and differs syntactically (e.g., in terms of word order).
These results suggest that the multilingual signal could be used to learn better
multimodal embeddings, irrespective of the language. Our results also show that the
asymmetric scoring function can help learn better embeddings. In Tables 5.6 and 5.7
we present top retrieved images for queries in English and German. As shown in the
examples we found that all our models including the baseline model of Vendrov et al.
(2016) are not efficient at interpreting numbers and quantifiers.
In Table 5.8 we present a few examples where PIVOT-ASYM and PARALLEL-ASYM
models performed better on both the languages compared to baseline order embedding






























Image Descriptions Image Rank
OE PIVOT PARALLEL
2 Menschen auf der Straße mit Megafon 141 37 6
two people in blue shirts are outside with a bullhorn 85 7 3
ein Verkäufer mit weißem Hut und blauem Hemd , verkauft Kartof-
feln oder ähnliches an Männer und Frauen
36 1 3
at an outdoor market , a small group of people stoop to buy pota-
toes from a street vendor , who has his goods laid out on the ground
24 2 2
Table 5.8: The rank of the gold-standard image when using each German and English descriptions as a query on models trained using
asymmetric similarity.
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5.4.4 Word-query Retrieval
To understand whether our models are capable of retrieving images relevant to word
based queries we queried using single words referring to objects (nouns), actions (verbs)
and scenes. A few qualitative image retrieval results for queries referring to objects dog,
drums, verbs riding, playing and scenes night, beach in both English and German are
shown in Figure 5.5. We observe that our models are able to retrieve relevant images
for all different word categories in both English and German. For example query riding
retrieved images that represent vehicle riding whereas reiten one of the translations of
verb riding into German retrieved images that represent animal riding meaning.
Prior work on neural word representation learning models by Mikolov et al. (2013b)
has showed that learned word representations exhibit semantic regularities such as word
analogies: king−man+woman queen. Similar regularities have been observed for mul-
timodal representations learned for images and text (Kiros et al., 2014; Vendrov et al.,
2016). We find that our multilingual multimodal representations using asymmetric sim-
ilarity exhibit compositional regularity. In Figure 5.6 we analyse applicability of this
regularity to combination languages and modalities using element-wise max (composi-
tion) operation for combination of English, German word queries.
5.4.5 Semantic Textual Similarity
Semantic Textual similarity (STS) determines the semantic equivalence between two
texts. Given a pair of texts the task is to determine the semantic equivalence of the texts
on a scale of 0− 5, higher scores indicates higher similarity between texts. This is a
well studied task in natural language processing with its applications such as textual
entailment, machine translation and question answering. To evaluate our model on the
semantic textual similarity task (STS), we use the textual embeddings from our model
to compute the similarity between a pair of sentences (image or video descriptions in
this case).
We evaluate on video task from STS-2012 and image tasks from STS-2014, STS-
2015 (Agirre et al. 2012, Agirre et al. 2014, Agirre et al. 2015). Each of these datasets
are graded on a scale of 0− 5 based on how similar the two given sentences are to
each other (annotation guidelines are shown in Figure 5.7). The video descriptions in
the STS-2012 task are from the MSR video description corpus (Chen & Dolan, 2011)
and the image descriptions in STS-2014 and 2015 are from UIUC PASCAL dataset





















Figure 5.5: Top retrieved images from test using PARALLEL-ASYM model for both English and German word queries. We present image retrieval




















Figure 5.6: Multilingual, multimodal compositional vector space arithmetic: regularities found with representations learned using PARALLEL-ASYM
model for a combination of English and German word combination queries.
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(5) Completely equivalent, as they mean the same thing
The bird is bathing in the sink.
Birdie is washing itself in the water basin.
(4) Mostly equivalent, but some unimportant details differ
Two boys on a couch are playing video games.
Two boys are playing a video game.
(3) Roughly equivalent, but some important information differs/missing
John said he is considered a witness but not a suspect.
“He is not a suspect anymore.” John said
(2) Not equivalent, but share some details
They flew out of the nest in groups.
They flew into the nest together.
(1) Not equivalent, but are on the same topic
The woman is playing the violin.
The young lady enjoys listening to the guitar.
(0) On different topics.
The black dog is running through the snow.
A race car driver is driving his car through the mud.
Figure 5.7: Annotation guidelines to score how similar two given sentences are to each
other from Agirre et al. (2013)
In Table 5.9, we present the Pearson correlation coefficients of our model predicted
scores with the gold-standard similarity scores provided as part of the STS image/video
description tasks. We compare with the best reported scores for the STS shared tasks,
achieved by MLMME (Calixto et al., 2017b), paraphrastic sentence embeddings (Wiet-
ing et al., 2017), visual semantic embeddings (Kiros et al., 2014), and order embeddings
(Vendrov et al., 2016). Wieting et al. (2017) uses neural machine translation to generate
paraphrases for sentences via back-translation of bilingual sentence pairs. They pro-
pose Gated Recurrent Averaging Network (GRAN) that combines average embeddings
of the word in the sentence with long short-term memory (LSTM) recurrent neural
network to generate the representation of a sentence.
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Model VF 2012 2014 2015
Shared Task Baseline − 29.9 51.3 60.4
STS Best System − 87.3 83.4 86.4
GRAN (Wieting et al., 2017) − 83.7 84.5 85.0
MLMME (Calixto et al., 2017b) VGG19 − 72.7 79.7
VSE (Kiros et al., 2014) VGG19 80.6 82.7 89.6
OE (Vendrov et al., 2016) VGG19 82.2 84.1 90.8
PIVOT-SYM VGG19 80.5 81.8 89.2
PARALLEL-SYM VGG19 82.0 81.4 90.4
PIVOT-ASYM VGG19 83.1 83.8 90.3
PARALLEL-ASYM VGG19 84.6 84.5 91.5
Table 5.9: Results on Semantic Textual Similarity Image datasets (Pearson’s r × 100 ).
Our systems that performed better than best reported shared task scores are in bold.
The shared task baseline is computed based on word overlap between the sentences
and is high for both the 2014 and the 2015 dataset (51.3 and 60.4 respectively), indicat-
ing that there is substantial lexical overlap between the STS image description datasets.
Our models outperform both the baseline system and the best system submitted to the
shared task. For the 2012 video paraphrase corpus, our multilingual methods performed
better than the monolingual methods showing that similarity across paraphrases can
be learned using multilingual signals. Similarly, Wieting et al. (2017) have reported to
learn better paraphrastic sentence embeddings with multilingual signals.
Overall, we observe that models learned using the asymmetric scoring function
outperform the state-of-the-art on these datasets, suggesting that multilingual sharing is
beneficial and our multilingual multimodal representation models can be used as off-the-
shelf models to learn representations for sentences. Although the task has nothing to do
with German, because our models can make use of datasets from different languages,
we were able to train on significantly larger training dataset of approximately 145k
descriptions. Calixto et al. (2017b) also train on a larger dataset like ours, but could not
exploit this to their advantage. In Table 5.10 we present the example sentences with
the highest and lowest difference between gold-standard and predicted semantic textual









S1 S2 GT Pred
Depressed woman sitting on couch Older woman holding newborn baby 0.0 2.43
Black bird standing on concrete. Blue bird standing on green grass. 1.0 4.2
The lamb is looking at the camera A small bird standing on a log at the waters edge 0.0 1.95
Two zebras are playing. Zebras are socializing. 4.2 1.2
Three goats are being rounded up by a dog. Three goats are chased by a dog 4.6 4.5
Two green and white trains sitting on the tracks Two green and white trains on tracks 4.4 4.62
A man is folding paper. A woman is slicing a pepper. 0.6 0.6
A man sitting on a bench looking at a dog on a leash
sitting on sidewalk
A woman holds a small baby while sitting on a sofa 0.0 1.2
Tan cows look closely at the camera A white and grey cat in a bathroom sink looking at
the camera
0.75 2.09
Table 5.10: Example sentences with gold-standard semantic textual similarity score and the predicted score using our best performing PARALLEL-
ASYM model.
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5.4.6 Crosslingual Image Description Task
The crosslingual image description task is proposed as part of the WMT multimodal
machine translation task. An image is provided along with source language descriptions
(English) and the task is to generate a description for the image in the target language
(German). The descriptions part of Multi30k dataset was provided for training the
models for this task.
We used out PIVOT and PARALLEL models to retrieve a German description for
a given test image. We test this in two different scenarios (i) retrieve the top German
description closest to the test image without using the English descriptions provided
(ii) retrieve the top German description that is closest to both the image and the English
descriptions provided. For a given test image, using our models (i) we encode the test
image; (ii) we encode both the test image and the English descriptions provided. In
the first scenario we extract the German description that is closest to the the test image
from training set of German descriptions. In the second scenario, we also sort the top
N retrieved German descriptions that are closer to the test image based on similarity
to the English source descriptions. We pick the German descriptions which is closer to
both the image and the English descriptions provided.
We present our model results in Table 5.11. We observed significant improvement
by re-ranking the retrieved German descriptions that are closer to the provided English
descriptions. For all our models we observed that using English descriptions for re-
ranking improved almost 5 BLEU and METEOR points. The best METEOR score is
observed for PIVOT-ASYM model, our best performing model for learning multilingual
multimodal representations. However, all of our systems performed poorer than the
multimodal RNN generation based system of Elliott et al. (2015) which was provided
as a baseline for the crosslingual image description task.
5.4.7 Cross-lingual Retrieval
We evaluate our models on the cross-lingual retrieval task where a source language
sentence is provided as a query and the system has to retrieve a set of relevant sentences
in the target language which are closer to the source language sentence (closeness
measured by similarlity metric, cosine: in cases of PARALLEL-SYM and PIVOT-SYM
models and asymmetic similarity metric: in cases of PARALLEL-ASYM and PIVOT-
ASYM). To evaluate our model this setup is ideal when the image is not present during
test-time and the retrieval has to be performed solely based on the text queries. For
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System I En BLEU ↑Meteor ↑ TER ↓
Grounded Translation (Elliott et al., 2015) Y N 15.8 31.2 76.4
UPC (Guasch & Costa-Jussà, 2016) Y Y 1.5 12.1 63.1
CUNI (Libovický et al., 2016) Y Y 1.2 13.1 73.3
PIVOT-SYM Y N 5.7 20.4 85.2
PARALLEL-SYM Y N 6.7 20.7 85.2
PIVOT-ASYM Y N 5.4 20.2 89.7
PARALLEL-ASYM Y N 6.1 20.0 92.0
PIVOT-SYM Y Y 10.3 25.6 74.9
PARALLEL-SYM Y Y 12.4 26.6 72.5
PIVOT-ASYM Y Y 11.3 27.0 74.3
PARALLEL-ASYM Y Y 11.4 27.8 74.9
Table 5.11: Results on WMT’16 Multimodal Machine Translation Task2; Column En
denote whether English descriptions provided at test are used to re-rank the German
descriptions or not.
this task we use the Translation corpus of Multi30k where there are 1000 parallel
sentences in English an German. The image description corpus of Multi30k do not
have alignments between English and German descriptions and cannot be used for
our language retrieval experiments. We test this on both of our PARALLEL models
PARALLEL-SYM and PARALLEL-ASYM.
To compare the accuracy of our PARALLEL-SYM and PARALLEL-ASYM models
we present scores for Canonical Correlation Analysis and its variants. CCA based
models have been used to map two views on related data into a shared embedding space
which maximally correlates linear projections of both views. CCA has been shown
to be very useful in closely related tasks such as learning bilingual text embeddings.
Various CCA variants has been proposed to map two or more views into same space
such as: Generalised Canonical Correlational Analysis (GCCA) which supports more
than two views (Funaki & Nakayama, 2015a), Partial Canonical Correlational Analysis
(PCCA): learns maximally correlated linear projections of two views conditioned on a
shared third view (Rao, 1969), Deep Canonical Correlational Analysis (DCCA): a deep
learning variant of CCA which learns non-linear projections of two views (Wang et al.,
2015) and Deep Partial Canonical Correlational Analysis (DPCCA): a deep learning
variant of PCCA which allows both conditioning on third view (images in our cases)
and allows non-linear transformations on the data (Rotman et al., 2018).
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Recall@1 Recall@5
Model EN→DE DE→EN EN→DE DE→EN
CCA (Hotelling, 1936) 76.40 70.40 91.60 88.50
PCCA (Rao, 1969) 78.50 73.70 92.80 90.40
GCCA (Funaki & Nakayama, 2015a) 69.90 69.00 87.20 87.90
DCCA (Wang et al., 2015) 61.90 62.10 82.80 82.50
DPCCA(Rotman et al., 2018) 80.90 79.40 92.50 91.20
PARALLEL-ASYM 77.20 76.30 92.70 93.10
PARALLEL-SYM 60.60 62.70 84.50 84.40
Table 5.12: Results for cross-lingual description retrieval on Multi30k Translations
dataset; Column EN denote English descriptions and DE denote German.
We present Recall@1 and Recall@5 scores for EN-DE retrieval results and vice
versa. Note that except for our model all the other models reported here are also trained
on Multi30k translation corpus (29k parallel sentences between English and German
and their images in few cases) whereas our models are trained on Image-English 145k
mappings and Image-German 145k mappings. That is all the other models use parallel
alignments with both languages whereas we rely on comparable data from an image
description corpus. All of the models including ours is tested on the test corpus of the
Multi30k translation data. In Table 5.12 we present scores for cross-lingual retrieval. We
observe that DPCCA models achieve best scores for Recall@. However, our PARALLEL-
ASYM model achieves best scores for Recall@5 on retrieval from both EN-DE and
DE-EN.
We believe training on comparable data could be the reason for these scores. Since
in comparable data we our models have never seen exact mappings or translation of
English-German pairs but have been optimized to map related pairs closer to each
other in the joint space. We also observe that similar to other ranking-experiments
PARALLEL-ASYM model performed better than PARALLEL-SYM, indicating that asym-
metric measure is more efficient than symmetric similarity measure . Despite training
on comparable data our models perform competitively at Recall@1 compared to other
state-of-the-art methods and achieve best score for the Recall@5 measure.
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5.5 Conclusions
We proposed two new models that jointly learn multilingual multimodal representations
using the image as a pivot between languages. We introduced new objective functions
that can exploit similarities between images and descriptions across languages. We
obtained state-of-the-art results on two tasks: image-description ranking and semantic
textual similarity and competitive results on crosslingual image description generation
and crosslingual retrieval tasks. Our image-description ranking experiments show that
multi-task or joint learning is a potential direction to explore to extend multimodal
applications in multiple languages.
Kádár et al. (2018) have extened our models to more than two languages and pre-
sented experiments of using translations (parallel-data) vs. comparable data for learning
multulingual multimodal representations. Their experiments suggest that multilingual
multimodal representations can be trained equally well on either translations or compa-
rable sentence pairs. Their results on more than two languages suggest that annotating
the same set of images in multiple language enables further improvements. However,
the question of which languages when jointly trained benefits the most is still to be
addressed and we envision this would be a possible future direction of this work to
explore.
Our results on semantic textual similarity suggest that multilingual multimodal rep-
resentations learned are indeed useful for natural language understanding tasks. Our
experiments on crosslingual image description shows the extent to which our multi-
lingual multimodal representations capture semantic relatedness of image and text in
multiple languages. Similarly our cross lingual experiments suggest that our models
trained on comparable image descriptions perform competitvely with models trained
on parallel sentences for the task of cross-lingual image retrieval.
Overall, we observe that exploiting multilingual and multimodal resources can help
in learning better semantic representations that are useful for various multimodal nat-
ural language understanding tasks. In the future, we would like to explore how this
framework can benefit other tasks such as bridging language, speech and vision.

Chapter 6
Conclusions and Future Directions
This thesis has demonstrated the benefits of utilizing visual context for both action
recognition and multilingual multimodal representation learning. In Chapter 2 we sum-
marized the use of visual context from images, language context from image descrip-
tions for identifying verbs that denote actions in images and linguistic resources such
as OntoNotes to distinguish different meanings of verbs depicted in the images.
In Chapter 3 we show that salient regions identified my convolutional neural net-
work models to identify visual verbs or actions correlate with regions fixated by humans
while performing an action classification task. In Chapter 4 we demonstrate the useful-
ness of visual information to resolve lexical ambiguity across languages. Additionally,
we also show that visual disambiguation can be used to improve the performance of a
machine translation system on image descriptions. Finally, in Chapter 5 we propose
models to utilize images as a pivot between languages to utilize resources form other
languages to ground and learn representations for cross-lingual search and image search.
In this chapter, we address some of the limitations of our work and we conclude with a
broader discussion of promising topics of future research in this area.
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6.1 Limitations
One of the limitations observed in our sense disambiguation task is scaling to a larger
number of verbs. There are three main challenges involved in scaling to a larger number
of verbs: (i) collecting annotations especially sense annotations require expert annota-
tors; (ii) reporting bias issues or long-tail distribution of images found on the web; (i)
Not all visual actions are visualisable in images and some actions might require videos
to understand and disambiguate the meaning
Both in our VerSe and MultiSense collection we observed that identifying the vi-
sual senses of the verb in a language or across languages is a difficult task. Our inter-
annotator agreement scores for these tasks show lower agreement compared to anno-
tating images with noun senses (Deng et al., 2009). A reason for this could be a large
number of senses for verbs, high variability in the image and the meaning of the verb
depending on the scene and objects involved. In Chapter 4, we observed that inter-
annotator agreement for translation is lower compared to sense tagging in Chapter 2.
This suggests that sense annotation for verbs is not easy to crowdsource on large scale
and requires expert annotators.
In this thesis, we have mainly explored visual context from the image whereas many
actions require more than a single frame i.e., video to understand the semantics. For
example verbs such as run (motion verb), travel (location change verb), spill (state
change verb) are better understood with video signal. We believe working with videos
would cover larger set of verbs. However, working with videos might involve greater
annotation efforts.
One major limitation of our multilingual multimodal representation learning model
is we train our models on a relatively smaller dataset. Other parallel works which learn
joint embedding spaces of images and text have used MSCOCO image-description data
which is much larger than the Flickr30k dataset. In future, we would like to utilize larger
image description datasets (for example MSCOCO) either to pre-train our models or
use this as additional training data. Another limitation is our models use off-the-shelf
image representations from pre-trained models on ImageNet. We believe end-to-end
training using images would have helped in learning better representations. Similar
ideas have been explored in image description generation (Lu et al., 2017).
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6.2 Future Directions
6.2.1 Extensions of VSD
In this thesis, we explored visual sense disambiguation as a standalone task. An obvious
application for this would be image search: recall Figure 2.2, which depicts a search
result obtained with the verb sit as query. If the search engine had access to verb sense
disambiguation for images, then it would be able to cluster the search results based on
verb senses, rather than forming groups based on image or query similarity.
Other language and vision task that is likely to benefit include image description
and visual question answering. An image description system that has access to verb
prediction and sense disambiguation can make sure that it outputs only descriptions
that are compatible with the verb senses that are attested in the image it tries to describe.
A simple re-ranking architecture could be used to implement this: We take an existing
image description system, use it to generate a set of candidate descriptions for a given
image, and then re-rank the descriptions based on the output of our verb prediction and
VSD models. In a similar fashion, VSD could be used to re-rank the output of a visual
question answering system (or the VSD scores could simply serve as a feature).
We could apply our sense disambiguation models to zero-shot or one-shot learning,
i.e. the classification of actions for which there are very few training samples, as low as
one example, or no training examples at all. Since a large set of actions seem to have
a long-tailed distribution over the images in the action recognition datasets or over the
images found on the web.
Furthermore, as discussed in this thesis, lexical databases such as OntoNotes, FrameNet
provide information about the participants and role of each participant in actions. Most
of the existing action recognition datasets do not utilize this information except recent
work by Yatskar et al. (2016). A straightforward extension would be to incorporate
verbs with multiple visual senses in the Situation Recognition task (Yatskar et al., 2016)
that not only generalizes to situations involving different objects and scenes but also
different meanings of the verb (e.g., include polysemous verbs such as play).
In Chapter 4 we have shown that visual information could be used to identify the
translation of a verb from the source language to the target language, i.e. resolving
lexical ambiguity across languages. We also demonstrated that this information could
be plugged into a neural machine translation model and build better translation systems
for image descriptions. An interesting study would be to extend this to translation of
other part-of-speech categories such as nouns and adjectives.
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A bright yellow honey comb with a bee
making honey. It’s hexagonal in shape.
Are you look at the bug on the screen? It
looks like tiny one.
It -> honeycomb (coreference) bug -> problem that needs fixing (lexical
ambiguity)
Figure 6.1: Examples depicting how visual information could be helpful in resolving
coreference and lexical ambiguity in multi-sentence machine translation.
A recent work by Lala & Specia (2018) introduced multimodal lexical translation
task and dataset which covers ambiguous words from many part-of-speech categories.
Another extension and useful application of cross lingual sense disambiguation is to
model coreference and context in discourse based machine translation where you are
translating more than a single sentence (Bawden et al., 2018). Apart from linguistic con-
text visual context could be used to generate correct translations or gender agreements
between sentences. In Figure 6.1 we show a couple of examples where visual infor-
mation could be helpful in resolving coreference and lexical ambiguity in discourse
machine translation problem.
6.2.2 Visual Context for Common Sense Learning
Another extension would be to study and model affordance. Affordance is a well-
defined concept in psychology, is considered as a relation between an object/environ-
ment and an organism that affords the opportunity for that organism to perform an
action (Gibson, 1977), a critical component of common sense. Recently Chao et al.
(2015c) proposed a model to address semantic affordance problem, given an object
determining whether an action can be performed by a human on it. This problem can
also be viewed as a sub-problem of common sense learning where we can identify or
learn the possible set of meaningful or plausible interactions that could happen between
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objects.
For example, a human can perform the action of “carry :: transport, move while sup-
porting” on objects like “bag” and “dog” but not with objects like “elephant”. Whereas
a human can carry a toy elephant. Such things seem obvious to humans whereas it is dif-
ficult to automate a system to learn such information. One reason for this humans rarely
state the obvious things such as adult elephants are larger and heavier than humans
whereas most dogs and bags are smaller than human. This is a well studied phenomena
known as reporting bias Van Durme (2009). This information could be very helpful in
robot automation since semantic affordance varies depending on various attributes such
as size, texture, weight and multimodal information could be helpful in determining it.
A preliminary work on this by Forbes & Choi (2017) have shown encouraging
results on extracting such common sense knowledge just from text. To the best of
our knowledge, there is no existing knowledge-base which explicitly encodes such
information. We believe, we can learn such knowledge from multimodal resources
using a combination of a large body of text or existing text-based semantic-knowledge
resources such as WordNet, FrameNet and visual knowledge bases such as ImageNet
or images from the web.
In this work, we have only studied actions and verbs that denote actions in images.
However, a large group of motion-based actions require more than a single frame to
understand the actions such as differentiating between opening the door and closing
the door, running and jogging. Also, humans have the innate ability do to multi-tasking,
i.e. performing multiple actions at the same time. For example, talking to another
person while searching for a file in the cabinet and drinking the coffee, all at the same
time. For the systems to understand and process such combinations of complex actions
it is necessary to process videos and to focus on recognizing multiple actions and
relationships among them at a time. Also, a large set of actions are intricately connected
i.e., there is a causal relationship between a pair of sequential actions. For example, a
ball that is thrown into the air will fall on the ground or when you bite an apple you
chew it and then swallow it.
We believe extending verb identification and distinguishing between fine-grained
analysis of verbs to videos will provide greater insights into video understanding and
take a step further towards common sense learning. In Chapter 3 we have shown
that there is a high correlation between salient features predicted by verb prediction
models and human observers. An extension would be to see if this extends to videos
and whether this information could be used to identify future actions in an event or
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identifying the trajectory of an object.
6.2.3 Multilingual Multimodal Representation Learning
We have shown that we could learn better multilingual multimodal representations by
using an image as a bridge between image descriptions in more than one language.
A straightforward extension would be to extend this work to languages with limited
resources in multimodal space i.e., which do not have large number of image and sen-
tence pairs. Similar ideas have been shown to be effective in part-of-speech tagging
and machine translation where significant improvement was seen when a low-resource
language is jointly trained with high-resource language. In this thesis, we have shown
that models built using comparable data are capable of contributing to better represen-
tations. However, if there exists parallel data, i.e. translations between sentences these
representations could be generalized to many other language tasks such as crosslingual
search, multilingual conversational systems which enable querying or conversation in
multiple languages at the same time. A recent work by Kádár et al. (2018) have shown
how this models could be extended to more than two languages as well as an analysis
of using translations vs. comparable data for learning multulingual multimodal repre-
sentations. Their analysis also include ablation studies how our proposed approach is
effective in case of low-resource settings. Kádár et al. (2018) have used more advanced
visual features and their results show much more consistency using improvements in
multilingual multimodal representations when compared to single language multimodal
representations. This is encouraging showing that stronger visual signal results in better
multimodal representations.
We have used words as units in our recurrent neural network in both out models
for learning representations. If the data is sparse, this is not an efficient method since
many words might be singletons or occurring very few times. One extension of our
word could be to use sub-word units instead of words as units in encoding text. Also,
our models use separate encoders for each language, if we learn joint sub-word units
we could use a single recurrent neural network encoder to encode the text. A recent
study on learning universal representations which uses a single encoder to encode many
languages have shown boost in the performance for machine translation task (Johnson
et al., 2017; Schwenk, 2018).
To compare our models with previous existing works on single language multimodal
representations (See Table 5.4) we did not experiment with various visual features.
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Another extension would be to test the contribution of better visual features in our
models experimenting with ResNet or InceptionNet features which perform better than
our VGG features on image classification and other tasks. An additional advantage is
both ResNet and InceptionNet has fewer dimensions than VGG, i.e. our models have
to learn fewer number of parameters.
In this thesis, we have only scratched the surface of multimodal applications which
could potentially benefit from extending it to multiple languages. This could be eas-
ily extended to multilingual or multiple language image description (some preliminary
work in this space was explored by Elliott et al. (2015)), multilingual visual question an-
swering, multilingual visual dialog etc. We believe there is a wide range of possibilities
and extensions for representation learning with vision as a bridge between languages
or language and speech. Following our work presented in Chapter 5 (published as
Gella et al. (2017a)). Harwath et al. (2018) have shown that image pivoting is useful to
learn representations for speech in multiple languages. Their results are encouraging
and open many possibilities of learning joint representations for speech, text and vision.
Our work and the recent extensions to it by Kádár et al. (2018) only handled languages
that are similar i.e., English, German and French whereas work by Harwath et al. (2018)
have not only shown that our proposed models works for novel modalities like speech
but also works on languages that are very different from each other. Their multimodal
audio-visual retrieval is studied on English and Hindi which have completely different




A.1 Visual Sense Visualness Annotations
Our visualness annotation of OntoNotes lists 921 senses for our 148 target verbs. Out
of which our annotators marked 504 senses are depictable pr visual. Below, we present
sense definitions and visual binary label for each of the sense for verbs serve and play.
lemma sense num definition ontonotes sense examples label
serve 1 This table serves both as a desk and a work
bench. .
That sewage plant serves the entire coastal
community.
False
serve 3 perform a duty He served in Congress for two terms.
They served their country nobly.
False
serve 4 dish out, hand out
something, often
food
They are serving mint juleps on the ve-
randa.
Her club serves meals to the homeless on
Thursdays.
True
serve 5 spend time in
prison
He served twenty years in prison for armed
robbery.
The prisoners were released before they
had served their full terms.
True
serve 6 mate with, sexual
reproduction
This pedigree stallion served three brood
mares.
True
serve 7 put a ball into play It was Mary’s turn to serve.





play 1 engage in a fun or
recreational (child-
like) activity
The children are playing across the street.
Life is short, play hard.
Let’s play hide-and-seek.
True




They played cards far into the night.
Do you want to play tennis with me tomor-
row?
Princeton plays Yale this weekend.
True
play 3 behave in a certain
way; have a specific
effect or outcome
Money is playing a big role in his decision
to take the job.
That boy played no part in the vandalism.
I think we should play it safe.
False
play 4 perform or transmit
music
The band played all night long.
The radio is playing my favorite song.
She played some very difficult Beethoven
at the recital.
True
play 5 perform/act a role,
pretend
He usually plays a villain in films.
She plays the lead in Evita.
The show only played three nights before
closing.
True
play 6 wager, bet He used to play the ponies a lot.
They played the casinos every night in Las
Vegas.
I’d play my money on the horse from Ten-
nessee.
False




He plays the stockmarket a little on the
side.
She really knows how to play on their emo-
tions, doesn’t she?
She has played with the idea of starting a
dating service.
False
play 8 be interpreted or re-
ceived
That campaign speech won’t play well in
Peoria.
False
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play 9 move freely (usu-
ally within a
bounded space)
I think this steering wheel is playing too
much.
The city lights played over the still waters.
The spotlights played on the politicians.
False
play 10 run or operate The fountains played all day. False
play 11 FISHING-exhaust
by allowing to pull
on the line
John knows how to play a hooked fish. True




He decided to play along with the burglars
for the moment.
I don’t know where he’s going with it, but
just play along for now.
False
play 12.2 PLAY ALONG-
musically accom-
pany
Children love to play along on the piano
and sing their favorite songs.
Is it ok to play the song along with the
tape?
False
play 12.3 PLAY AROUND-
work or deal with in
an amateurish or ca-
sual manner
He plays around with investments but he
never makes any money.
I’ve been playing around with the idea of
writing poetry for a while now.
Will you stop playing around? We are try-
ing to get some work done here.
False
play 12.4 PLAY AROUND-
commit adultery
He says that he is not merely interested in
playing around with her.
He plays around a lot.
False
play 12.5 PLAY BACK-
reproduce a
recording as on a
recorder
They played back the conversation to show
that their client was innocent.
Play back the tape you just recorded and
listen carefully.
She played back the incident over and over
again in her head.
False
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A lawyer by profession, he knew he must
mentally play down the danger.
Helen played down her disability despite
its devastating effect.
She played down her influence on domestic
politics.
False
play 12.7 PLAY OFF-set
into opposition or
rivalry
The winners will play off against each
other in the Championship Cup.
Hungarian minimalism plays off against
Polish expressionism.
Watt and the guitarist played off of each
other putting on a great performance!
False




I wonder how this debate will play out.
The way the conference played out last
year, you have to be ready every weekend.
False
play 12.9 PLAY UP-
emphasize, high-
light, or exaggerate
No need to play the story up. The magni-
tude of the event is implicit in the facts.
James Plum played up his life’s setbacks
as if they were ’gifts...even treasures’.
False
play 12.10 PLAY UP-meet a
standard or expecta-
tion
Gillian Apps played up to her title, as she
propelled her team to victory.
He’s had some weeks where he hasn’t
played up to his expectations or ours.
False




It’s unbelievable how she plays up to her
supervisors.
The cast members so obviously played up
to the camera.
False
play 12.12 idiomatic expres-
sions
False
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A.2 VerSe Annotations
Below, we present images in our Verse dataset grouped according to same sense labels
for the verbs play and serve. For the verb play, we present images grouped according
to 3 senses namely: engage in a fun or recreational activity, engage in or make moves
related to competition or sport, performing music. For the verb serve, we present images
grouped according to senses namely: serving food and serving ball.
play#1: engage in a fun or recreational (childlike) activity
play#2: engage in or make moves related to competition or sport
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play#4: perform or transmit music
serve#4: dishout, hand out something often food
serve#7: put a ball into play
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A.3 Verb Localizations
Additional to examples presented in Chapter 2 here we present visualisations of differ-
ent images for the verbs fly, smile and feed. Despite involving various type of objects,
number of objects and different type of scenes our model predicted and localized the
most relevant region of the image.
Figure A.1: Localizations for predicted verb fly
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Figure A.2: Localizations for predicted verb smile
Figure A.3: Localizations for predicted verb feed
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