Brualdi et al. [Codes with a poset metric, Discrete Math. 147 (1995) 57-72] introduced the concept of poset codes, and gave an example of poset structure which admits the extended binary Golay code to be a 4-error-correcting perfect P-code. In this paper we classify all of the poset structures which admit the extended binary Golay code to be a 4-error-correcting perfect P-code, and show that there are no posets which admit the extended binary Golay code to be a 5-error-correcting perfect P-code.
Introduction
Let F q be the finite field of order q and F n q be the vector space of n-tuples over F q . In coding theory we are interested in the study of F n q when it is endowed with the Hamming metric. Since the late 1980s several attempts have been made to generalize the classical problems of coding theory by introducing a new non-Hamming metric on F n q [8] [9] [10] [11] . These attempts led Brualdi et al. [2] to introduce the concept of poset codes. In this section we introduce briefly the basic notions of poset codes and some other concepts which will be needed in our study. We develop the theory over the binary field since we are mainly interested in binary codes. The theory over an arbitrary finite field can be treated in a similar manner. We refer to [1, 2] for general theory.
Let F 2 be the finite field of order 2 and F n 2 the vector space of n-tuples over F 2 . Let (P, ) be a partially ordered set, henceforth abbreviated poset, of cardinality n. A subset I of P is called an order-ideal (or down-set) if x ∈ I and y x then y ∈ I . (Changed from our previous terminology 'ideal' for this concept which may cause confusion with the commonly used terminology 'ideal' in the case of a lattice (cf. [3, 12] ).) For a subset A of P, A will denote the smallest order-ideal of P containing A. In particular, for x ∈ P, x will denote the order-ideal of P generated by {x}. Without loss of generality, we can assume that the underlying set of P is [n] = {1, 2, . . . , n} and that the coordinate positions of a vector in F n 2 are in one-to-one correspondence with the elements of P. Let x = (x 1 , x 2 , . . . , x n ) be a binary vector of length n. Sometimes we identify x with its support, and consider x as a subset of [n] . The P-weight w P (x) of a vector x in F n 2 is defined as the cardinality of the smallest order-ideal of P containing x, i.e., w P (x) = | x |.
The P-distance of the elements x, y ∈ F n 2 is defined as d P (x, y) = w P (x − y).
If P is an antichain in which no two elements are comparable, the P-weight and P-distance become the Hamming weight and Hamming distance of classical coding theory, respectively. It is known (cf. [2] ) that the P-distance, d P (·, ·), gives a metric on F n 2 , which is called a P-metric (or poset-metric). If F n 2 is endowed with the P-metric, a subset C of F n 2 is called a P-code (or poset-code). In particular, if C is a subspace of F n 2 of dimension k and d P is the minimum P-distance between the distinct codewords of C, then C is called an [n, k, d P ] P-code. Sometimes it is necessary to view C as a code in the Hamming space. We use the terminology [n, k] (resp. [n, k, d] H ) code to denote a linear code of length n, and dimension k (resp. the minimum Hamming distance d).
Let x be a vector in F n 2 and r a nonnegative integer. The P-sphere with center x and radius r is defined as the set S P (x; r) = {y ∈ F n 2 |d P (x, y) r} of all vectors in F n 2 whose P-distance to x is less than or equal to r. It is easy to see (cf. [2] ) that
where j (i) denotes the number of order-ideals of P with cardinality i having exactly j maximal elements. We say that C is an r-error-correcting perfect P-code if the P-spheres of radius r centered at the codewords of C are pairwise disjoint, and their union is F n 2 . Let C be a perfect P-code and P be a poset equivalent to P (resp. let C be a perfect P-code and C be a code equivalent to C). Then, in general, it is not true that C is also a perfect P -code (resp. C is also a perfect P-code). We say that C is a strongly perfect P-code if every code equivalent to C is perfect P-code (or equivalently, C is P -perfect for every poset P which is equivalent to P ). The following proposition gives a necessary and sufficient condition for a given linear code to be an r-error-correcting perfect P-code. We refer to [4] for a proof.
Proposition 1. Let C be an [n, k] binary linear code. Then, C is an r-error-correcting perfect P-code if and only if the following two conditions are satisfied:
(i) (The sphere packing condition) |S P (0; r)| = 2 n−k , (ii) (The partition condition) for any nonzero codeword c and any partition {x, y} of c, either w P (x) r + 1 or w P (y) r + 1.
The extended binary Golay code G 24 is an [24, 12, 8] H code. Except for its length, dimension and minimum Hamming weight, the only property of this code which will be used significantly in this paper is that the codewords of the Hamming weight 8 in G 24 form the blocks of a Steiner system S (5, 8, 24) . For a given 4-subset x of [24], there are five codewords, say c i = x ∪ y i , 1 i 5, of Hamming weight 8 containing x, and {x, y 1 , . . . , y 5 } forms a partition of [24] .
The binary Golay code is a triple-error-correcting perfect code, in fact it is the only nontrivial r-error-correcting binary perfect code with r > 1, while the extended binary Golay code is not perfect in the classical sense. One merit of the theory of poset codes is that it gives many interesting perfect codes which are not perfect in the classical sense. For example, Brualdi et al. [2] gave an example of a poset structure, P, for which the extended binary Hamming code is a double-error-correcting perfect P-code. This example is highly generalized in [4] . In [4] the authors classified all poset structures which admit the extended binary Hamming code to be a double or triple-error-correcting perfect P-code. The present study is a continuation of this work. In this paper, we consider the problem of classifying all poset structures which admit the extended binary Golay code to be a perfect P-code.
In Section 2, we study the 4-error-correcting case. We classify all poset structures up to equivalence that admit the extended binary Golay code to be a 4-error-correcting perfect P-code.
In Sections 3 and 4, our concern is focused on the 5-error-correcting case. In Section 3, we utilize the partition condition given in Proposition 1 to derive the necessary condition for a poset P on [24] which admits the extended binary Golay code to be a 5-error-correcting perfect P-code. In Section 4, we first construct a bijection between two subsets of the power set of [24] , using the fact that the codewords of the extended binary Golay code of Hamming weight 8 form a Steiner system S (5, 24, 8) . Next, by means of a case-by-case analysis, we rule out each possibility raised in Section 3, and conclude that there are no posets P on [24] which admit the extended Golay code to be a 5-error-correcting perfect P-code.
Let P be a poset with the underlying set [n] = {1, 2, . . . , n}. As usual we use a Hasse diagram to represent P graphically. For an integer i, 1 i n, and given elements a 1 , a 2 , . . . , a l of [n], we define
The 4-error-correcting case
In this section, we classify, up to equivalence, the poset structures on [24] = {1, 2, . . . , 24} that admit the extended binary Golay code to be a 4-error-correcting perfect code.
Before starting the 4-error-correcting case, we give a simple observation on the r-error-correcting case with 1 r 3. Note that S P (c; r) ⊆ S H (c; r) for any poset P and any positive integer r, where S H (c; r) denotes the Hamming sphere of radius r that is centered at c. Since the Hamming spheres of radius r with r 3 centered at the codewords of G 24 do not cover the whole space F Recall that, for a poset P and a ∈ P, the set a (P) (or simply a ) is defined by
Lemma 2. If the extended binary Golay code G 24 is a 4-error-correcting perfect P-code, then for any two distinct elements a, b in (1) (P), we have either a (P)
Proof. Suppose that a (P) = ∅ and b (P) = ∅. Take an element x ∈ a (P), y ∈ b (P) and z distinct from a, b, x and y. Consider the vector v = {x, y, z}. Then v / ∈ S P (c; 4) for any codeword c of G 24 .
For an integer s with 1 s 24, we define the poset P s on [24] as follows:
The Hasse diagram of P s is given as follows:
It follows from Lemmas 1 and 2 that if G 24 is a 4-error-correcting perfect P-code, P is equivalent to P s for some s.
The following proposition, which is attributed to Krotov [5] , restricts the number of minimal elements in P when an even weight code is a perfect P-code.
Proposition 2. Let C be a binary even Hamming weight (not necessarily linear) code of length n, and P be a poset of cardinality n. If C is an r-error-correcting perfect P-code, then | (1) (P)| r.
Proof. For a subset A of F n 2 , let A even (resp. A odd ) denote the set of vectors of even (resp. odd) Hamming weight in A. Since C is an even weight code, for any c ∈ C, we have
By the P-perfectness of C, F n 2 is a disjoint union of the P-spheres, S P (c; r), for all c ∈ C. By (2) and (3), we have
By (1),
where j (i) denotes the number of order-ideals of cardinality i with j maximal elements. Note that, if an order-ideal I of cardinality i has j maximal elements with i > j, then I has the same number of even (Hamming) weighted vectors and odd weighted vectors, namely 2 i−j −1 . Hence, by (4), the number of order-ideals of odd cardinality i( r) with i maximal elements and the number of order-ideals of even cardinality i( r) with i maximal elements are the same. It is well known (cf. [6] ) that
This proves that s = (1) (P) r.
Corollary 1.
If G 24 is a 4-error-correcting perfect P-code, then P is equivalent to P s for s = 1, 2, 3, 4.
Lemma 3. For 1 s 4, the extended binary Golay code G 24 is a 4-error-correcting strongly perfect P s -code.
Proof. It follows from (1) that 
1 (P s ), and therefore w P s (c\x) 5, which represents a contradiction. This proves that S P s (0; 4) ∩ S P s (c; 4) = ∅ for any nonzero codeword c in G 24 , hence the partition condition is verified. Since our arguments depend only on the facts that P s = (1) (P s ) ∪ (2) a (P s ) for some a ∈ (1) (P s ) and 1 | (1) (P s )| 4, G 24 is a perfect P -code for every poset P which is equivalent to P s , s = 1, 2, 3, 4. This implies that G 24 is a 4-error-correcting strongly perfect P s -code.
The following theorem which is the main result in this section is an immediate consequence of Corollary 1 and Lemma 3. Theorem 1. Let G 24 denote the extended binary Golay code of length 24. Then G 24 is a 4-error-correcting perfect P-code if and only if P is equivalent to P s for some s, 1 s 4. Moreover, the perfectness is strong.
Necessary condition for 5-error-correcting perfectness
In this section, we will describe the necessary condition for a poset which admits the extended binary Golay code to be a 5-error-correcting perfect code.
We start with a simple observation. Recall that for a poset P on [n], we can identify a binary vector x of F n 2 (resp. a subset x of P) with its support (resp. a binary vector whose support is x).
Lemma 4.
Suppose that the extended binary Golay code G 24 is a 5-error-correcting perfect P-code. Then for any 2-subset x of P, we have w P (x) 5.
Proof. Suppose that w P (x) 6 for some 2-subset x of P. It follows from the P-perfectness that there is a codeword c of G 24 such that x ∈ S P (c; 5). Since w P (x) 6, it should be a nonzero codeword. Hence we have w H (c) 8. Since w H (x) = 2, we should have that d P (c, x) = w P (c − x) 6, which represents a contradiction.
The following corollaries are immediate consequences of Lemma 4.
Corollary 2.
Suppose that G 24 is a 5-error-correcting perfect P-code. Then for every element x in P, we have w P ({x}) 4.
Corollary 3.
Suppose that G 24 is a 5-error-correcting perfect P-code and that there is an element a ∈ P satisfying w P ({a}) = 4. Then, for any b ∈ P, we have | b − a | 1.
Corollary 4.
Suppose that G 24 is a 5-error-correcting perfect P-code, and that a, b are two elements in (3) (P) . Then a ∩ b = ∅.
Let P be a poset which admits the extended binary Golay code to be a 5-error-correcting perfect P-code. We divide the situation into two cases, namely (4) (P) = ∅ and (4) (P) = ∅, and consider each case separately.
We first consider the case in which (4) (P) = ∅.
Lemma 5. Let P be a poset with P = (1) (P) ∪ (2) (P) ∪ (3) (P) which admits G 24 to be a 5-error-correcting perfect P-code. Then P is subset of a poset Q which is one of the following two types of posets:
(Q) = {s 1 , . . . , s l },
Proof. Let P be a poset on [24] . Suppose that P-weights of elements in [24] are less than or equal to 2. Let m be a minimal element of P and q 1 , . . . , q k be the other minimal elements of P. We add new order relations m < q i , i = 1, . . . , k, to obtain a poset bf Q of type (I) which has P as one of its subsets. Now, let us assume that P is a poset which satisfies the conditions of Lemma 5, and that (3) (P) = ∅. Consider the set A = a∈ (3) (P) a . We will show that if A is nonempty, then P is a subset of a poset of type (I); otherwise P is a poset of type (II).
Suppose that A = ∅. Let us choose an element m in A ∩ (1) (P). For every element b in (1) (P) distinct from m, we add a new order relation m < b to obtain a new poset Q. Clearly P is a subset of Q and (1) (Q) = {m}. To show that Q is of type (I), it is sufficient to show that (4) If the first case holds, then the condition that (4) (P)=∅ implies that m < b 1 does not hold in P. Thus c ={b 1 , b 2 , c} in P, which contradicts to the assumption that m ∈ A = a∈ (3) (P) a . Similarly we can see that the second case cannot hold. This proves that (4) (Q) = ∅. Therefore Q is of type (I). Now, assume that A = ∅. Consider a for some element a ∈ (3) (P). If a is a chain, i.e., a = {a 1 , a 2 , a} with a 1 < a 2 < a, then it follows from Corollary 4 that a ∩ b contains the element a 1 for every element b ∈ (3) (P). This implies that b∈ (3) (P) b = ∅, which represents a contradiction. Thus, every order-ideal a for a ∈ (3) (P) is of the form a = {q 1 , q 2 , a} such that q 1 < a, q 2 < a, and q 1 , q 2 are incomparable. It follows from Corollary 4 and the condition a∈ (3) (P) a = ∅ that there are three elements q 1 , q 2 , q 3 in 1 (P) such that every order-ideal a for a ∈ (3) (P) is of the form {q i , q j , a}, where q i < a and q j < a for some i, j, 1 i = j 3. Also we can see that q i ,q j (P) = ∅, for every pair i, j with 1 i = j 3. This proves that P is of the type (II).
Theorem 2.
Let P be a poset on [24] such that P-weight of every element in [24] is less than or equal to 3. Then the extended binary Golay code G 24 cannot be a 5-error-correcting perfect P-code.
Proof. Let P be a poset such that G 24 is a 5-error-correcting perfect P-code and w P ({x}) 3 for every element x ∈ P. It follows from Lemma 5 that P is a subset of a poset Q of type (I) or (II). We will show that, for each poset Q of type (I) or (II), there is a codeword c of Hamming weight 8 in G 24 which has a partition c = ∪ with w Q ( ) 5 and w Q ( ) 5. However, this would imply that w P ( ) 5 and w P ( ) 5 which violates the partition condition in Proposition 1.
First we consider the case that Q is of type (I). If | (2) (Q)| 2, then there is a codeword c of G 24 of Hamming weight 8 which contains m and (2) (Q) (since the codewords of G 24 of Hamming weight 8 form a Steiner system S (5, 24, 8) ). Note that c contains at least three elements in (3) (Q) which cover the same element (if x > y and x > z > y for no z, we say that x covers y). Let us take to be the set which consists of these three elements and let = c\ . Then w Q ( ) 5 and w Q ( ) 5 which violates the partition condition. Now assume that | (2) (Q)| 3. We write (2) 
If l − v > 9, then it follows from (5) and (6) We divide the situation into two subcases; (i) s 1 and s 2 cover a same element say q 1 , and (ii) s 1 (resp. s 2 ) covers q 1 (resp. q 2 ). In any case, the partition {m, q 1 , s 1 , s 2 , q 2 } ∪ {q 3 , q 4 , * } violates the partition condition.
Case 4: All the three elements, say s 1 , s 2 , and s 3 , belong to {s 1 , . . . , s v }: We divide the situation into three subcases; (i) s 1 , s 2 , and s 3 cover the same element, say q 1 , (ii) s 1 and s 2 cover the same element, say q 1 , and s 3 covers q 2 , and (iii) s 1 , s 2 , and s 3 cover of q 1 , q 2 , and q 3 , respectively. We can easily find a partition of c which violates the partition condition in each subcase.
Finally we consider the case where Q is of type (II). It follows from Proposition 2 that (1) (Q) 5, hence we can divide the situation into three cases:
By symmetry, we may assume that |
, and consider five codewords of G 24 containing q 1 , q 2 , q 3 , and x whose Hamming weights are 8. Among these five codewords, there is a codeword c which contains at least three elements in (2) q 2 (Q) . We now partition c into c = ∪ , where is a 5-subset of Q which contains q 1 , q 2 , and three elements of c which belong to (2) 
, and is a 3-subset consisting of the remaining three elements of c. Then we have w Q ( ) 5 and w Q ( ) 5. This leads to a contradiction.
Case 2: (1) (Q) = {q 1 , q 2 , q 3 , q 4 }: Consider a codeword c of G 24 of Hamming weight 8 that contains q 1 , q 2 , q 3 , and q 4 . Then we can easily find a partition c = ∪ such that w Q ( ) 5 and w Q ( ) 5.
Consider a codeword c of G 24 of Hamming weight 8 that contains q 1 , q 2 , q 3 , q 4 , and q 5 . Then it is easily shown that c has a partition which violates the partition condition.
We now consider the case in which (4) (P) = . Let a be an element in a poset P whose P-weight is 4. It follows from a simple calculation that the order-ideal a generated by a has the Hasse diagram which is equivalent to one of the following five possibilities:
The following proposition is an immediate consequence of Corollary 3 and the above calculation.
Proposition 3.
Suppose that G 24 is a 5-error-correcting perfect P-code and that (4) (P) = . Then P is equivalent to a poset which belongs to one of the following five types:
where s, t, u, v are positive integers satisfying 
where s, t 1 , t 2 , u, v are integers satisfying s 2, t 1 0, t 2 0, u 1, v 1 and 
1,2 (P) = {e 1 , . . . , e u 1 }, 
As an illustration, we draw Hasse diagrams of the posets described in Proposition 3.
Nonexistence of the 5-error-correcting case
It is well known (cf. [7] ) that the codewords of G 24 of Hamming weight 8 form a Steiner system S (5, 24, 8) . In this section we exploit this fact to prove that each poset described in Proposition 3 cannot admit G 24 to be a 5-errorcorrecting perfect P-code, and conclude that there are no posets which admit the extended binary Golay code as a 5-error-correcting perfect code.
Let P be a poset on [24]. We define two sets A, B as follows: 
Proof.
is one-to-one: Suppose that (x 1 ) = (x 2 ) = y. Then c 1 = x 1 ∪ y and c 2 = x 2 ∪ y are codewords of G 24 of Hamming weight 8. Therefore c = c 1 + c 2 is a codeword of G 24 . If x 1 = x 2 , then c is a nonzero codeword. Hence x 1 ∈ S P (0; 5) ∩ S P (c; 5), which represents a contradiction. is onto: Let y ∈ B. By P-perfectness, there exists a nonzero codeword c of G 24 such that y ∈ S P (c; 5). This and the fact that G 24 has minimum Hamming distance 8 imply that 5 w H (c\y) w P (c\y) 5. Thus w H (c\y) = w P (c\y) = 5 , which shows that c contains y and x = c\y is in A. Clearly (x) = y, hence the proof is completed.
Proposition 5. Let P be a poset on [24] such that (4) (P) = ∅. Then the extended binary Golay code G 24 cannot be a 5-error-correcting perfect P-code.
Proof. Suppose that G 24 is a 5-error-correcting perfect P-code and that (4) (P) = ∅. It follows from Proposition 3 that P is equivalent to a poset which belongs to one of the five types described in Proposition 3.
By means of a case by case analysis, we can show that G 24 cannot be a 5-error-correcting perfect P-code. We only give a detailed proof for posets of types (IV) and (V), since the other cases can be treated similarly.
Suppose that P is of type (IV). Claim 1: s + t 1 + t 2 + u 2 9 .
Suppose that s + t 1 + t 2 + u 2 10. Choose an element x in (1) (P) ∪ (2) (P) ∪
1,2 (P) distinct from 1, 2, and 3. We consider five codewords of G 24 of Hamming weight 8 containing 1, 2, 3, and x. Since u 1 +v =24−(s +t 1 +t 2 +u 2 ) 14, there is a codeword c of Hamming weight 8 containing 1, 2, 3, and x such that it contains at most two elements in (3) 3 (P)∪ (4) (P) . Note that the partition {x, y, z}∪ (c\{x, y, z}) , where x, y, z are not from (3) 3 (P)∪ (4) (P)∪{1, 2, 3}, violates the partition condition in Proposition 1. Therefore, the claim is proven.
In a similar manner, we can also show that From the above estimations we conclude that there is no one-to-one correspondence between A and B.
From Corollary 2, Theorem 2, and Proposition 5, we finally obtain the following theorem:
Theorem 3. There are no poset structures which admit the extended binary Golay code to be a 5-error-correcting perfect poset-code.
