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ON THE SUBRING OF SPECIAL CYCLES
STEPHEN S. KUDLA
1. Introduction
In this paper, we investigate the structure of the ring generated by the cohomology classes of
special cycles in orthogonal Shimura varieties over totally real fields. For a quadratic space V
of dimension m+ 2 over a totally real field F of degree d over Q with signature
(1.1) sig(V ) = (m, 2)d+ × (m+ 2, 0)d−d+ ,
the special cycles and the subring they generate in Chow groups and in cohomology of the
associated Shimura variety Sh(V ) were considered in [5]. The case where d+ = 1 was previously
studied in [3]. In the present paper, we consider the subring of cohomology, equipping it with
an inner product given by the cup product of classes followed by a degree map on the top
cohomology. In particular, classes not in complementary degrees pair to zero. The reduced
ring of special cycles SC•(V ) is obtained by taking the quotient of the special cycle ring by the
radical of this pairing. In order to work with compact quotients, we assume that d+ < d or that
V is anisotropic. We prove two main results.
First, as a consequence of the Siegel-Weil formula, we show that the inner product of elements of
SC•(V ) is determined by the Fourier coefficients of pullbacks of Hilbert-Siegel-Eisenstein series
to products of Hilbert-Siegel subspaces under embeddings
(1.2) Hdn1 × H
d
n2 −→ H
d
m, [τ1, τ2] 7→
(
τ1
τ2
)
n1 + n2 = m.
Moreover, the products in the ring SC•(V ) are completely determined by the Fourier coefficients
of pullbacks of Hilbert-Siegel-Eisenstein series to triple products of Hilbert-Siegel subspaces
respect to embeddings
(1.3) Hdn1 × H
d
n2 ×H
d
n3 −→ H
d
m, [τ1, τ2, τ3] 7→
τ1 τ2
τ3
 , n1 + n2 + n3 = m.
Here Hn denotes the Siegel upper half space of genus n. Precise statements are given in Theo-
rem A in section 2.
Second, as a consequence of the ‘matching principle of [4], we show that for quadratic spaces V
and V ′ of dimension m+ 2 over F that are isomorphic at all finite places, the reduced special
cycle rings are isometrically isomorphic, SC•(V ) ≃ SC•(V ′), Theorem B in Section 1. Note that
the associated Shimura varieties may have different dimensions, since d+(V ) and d+(V
′) need
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not be equal, although they have the same parity. Since the special cycles occur in codimensions
nd+, the isomorphism can involve a shift in degrees as well.
Finally, when d+(V ) is even, there is an associated totally positive definite space V+ such that
V and V+ are isomorphic at all finite places. This space is unique up to isometry. In Sec-
tion 4, we give a combinatorial construction, involving representation numbers, of a graded ring
SC•(V+) of ‘special cycles’ associated to V+ and show that there is a comparison isomorphism
SC•(V )
∼
−→ SC•(V+). In particular, the cohomological special cycle ring of the Shimura variety
Sh(V ) for d+(V ) even has a purely combinatorial description.
Our proof of these comparison results is indirect and depends on the Siegel-Weil formula, which
might be regarded as a weak type of relative trace formula. It would be of interest to find a
more direct geometric proof.
It should be noted that we work on orthogonal Shimura varieties with many connected compo-
nents and with ade`lic weighted special cycles on them. It seems possible that our results can
be refined to cover the cohomological special cycle rings of the individual components of these
varieties, but this would require a ‘twisted’ variant of the Siegel-Weil formula involving the au-
tomorphic characters of special orthogonal groups obtained as a composition of the spinor norm
with quadratic Hecke characters of F . A few hints at such a formula occur in the literature, cf.
[16] and [1]. For example, the result of [16] is used in [12] to isolate the degrees of 0-cycles on
individual connected components of Shimura curves over Q.
Finally, it should be straightforward to extend the results of this paper and of [5] to the case
of unitary groups of signature (m, 1)d+ × (m+ 1, 0)d−d+ . The only exception is the modularity
of the Chow group valued generating series, proved in [5] to be a consequence of the Bloch-
Beilinson conjecture, since the proof there depends on a combination of the embedding trick
with a vanishing result for odd Betti numbers in relatively small degree. This vanishing result
is a peculiarity of the group SO(m, 2), and is not available for the unitary case.
In we next two sections of the introduction, we give a more detailed description of our results.
In Section 1.1 we review the notation and results of [5]. In Section 1.2, we give more precise
statements.
1.1. Background. For a totally real field F of degree d, let Σ = {σ} be the set of embeddings of
F into R. For (V,Q) a quadratic space of dimension m+2 over F and σ ∈ Σ, let Vσ = V ⊗F,σR,
and suppose that the signature of V is given by
(1.4) sig(Vσ) =
{
(m, 2) if σ ∈ Σ+(V ),
(m+ 2, 0) otherwise,
for a subset Σ+ = Σ+(V ) of Σ with |Σ+| = d+. We assume that 1 ≤ d+ < d or that V is
anisotropic, leaving aside the problem of extending our results to the non-compact case.
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Let G = RF/QGSpin(V ) and let
(1.5) D =
∏
σ∈Σ+
D(σ), D(σ) = { z ∈ Gro2(Vσ) | Q |z< 0 },
where Gro2(Vσ) is the Grassmannian of oriented 2-planes in Vσ. For a compact open subgroup
K ⊂ G(Af ), let
SK = G(Q)\D ×G(Af )/K,
and recall that SK is isomorphic to the set of complex points of a projective variety which is
smooth if K is neat. The canonical model is defined over a reflex field determined by Σ+, but
we will not need this for the moment. The Chow groups and (Betti) cohomology groups (with
complex coefficients) of these varieties, as K varies, form an inverse system, and we define
CHk(S) = lim
−→
K
CHk(SK) and H
k(S) = lim
−→
K
Hk(SK),
and graded rings
CH•(S) =
md+⊕
k=0
CHk(S), and H•(S) =
2md+⊕
k=0
Hk(S)
under intersection product and cup product respectively. The group G(Af ) acts naturally on
these rings. Of course, we will only be concerned with a subring of classes of Hodge type (p, p).
As explained in [3], p.45, we have
π0(SK) ≃ G(Q)+\G(Af )/K ≃ F
×
Af
/F×+ ν(K),
where ν : G → RF/QGm is the spinor norm and F
×
+ is the group of totally positive elements in
F×. Thus
(1.6) H0(S) = C(F×Af /F
×
+ ,C) = lim−→
K
C(F×Af /F
×
+ ν(K),C)
is the space of continuous complex valued functions on F×Af /F
×
+ . In particular, there is a distin-
guished element 1 ∈ H0(S) given by the constant function 1, which gives the identity element
of the ring H•(S). We also write 1 for the analogous class in CH0(S).
Remark 1.1. A little more generally, for any character χ of F×A /F
×F×∞,+ν(K), we obtain, via
(1.6), a class χK ∈ H
0(SK) and a class χ ∈ H
0(S). Of course there are analogous classes, which
we denote by the same symbol, in CH0(SK)⊗Q E(χ) and CH
0(S)⊗Q E(χ), where E(χ) is the
field generated by the values of χ.
The weighted special cycles are defined in Sections 5 and 10 of [5]. For 1 ≤ n ≤ m, a Schwartz
function ϕ ∈ S(V (Af )
n)K and T ∈ Symn(F ), there are classes Z(T, ϕ,K) ∈ CH
nd+(SK) and
their images [Z(T, ϕ,K)] ∈ H2nd+(SK) under the cycle class map
1
clk : CH
k(SK) −→ H
2k(SK).
1 Note the slight shift in notation from that of [5] where the image was denoted by cl([Z(T, ϕ,K)]).
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For example, for T = 0,
Z(0, ϕ,K) = ϕ(0) cnSK ,
where cSK is the ‘co-tautological’ Chern class, [5] (2.3). The weighted cycles are compatible
with pullback. For a subgroup K ′ ⊂ K and the resulting projection pr : SK ′ → SK , we have
pr∗(Z(T, ϕ,K)) = Z(T, ϕ,K ′). Thus, there are classes in the direct limits
Z(T, ϕ) ∈ CHnd+(S) and [Z(T, ϕ)] ∈ H2nd+(S).
One of the main results of [5], Proposition 5.2, is the following product formula. For Ti ∈
Symni(F ) and ϕi ∈ S(V (Af )
ni),
(1.7) Z(T1, ϕ1) · Z(T2, ϕ2) =
∑
T∈Symn1+n2 (F )≥0
T=
(
T1 ∗
t∗ T2
)
Z(T, ϕ1 ⊗ ϕ2).
There is a corresponding formula for the cup product of the cohomology classes [Z(T1, ϕ1)] and
[Z(T2, ϕ2)]. Thus, the span of the special cycle classes, together with the class 1 for n = 0,
define subrings which we call special cycle class rings.
Remark 1.2. Using the classes χK ∈ H
0(SK) and χ ∈ H
0(S), we can define slight variants of
the weighted cycles
Z(T, ϕ,K,χ) = Z(T, ϕ,K) · χK ∈ CH
0(SK)⊗Q E(χ),
Z(T, ϕ,χ) = Z(T, ϕ) · χ ∈ CH0(S)⊗Q E(χ),
and their analogues in cohomology, where we are shifting by a character of the component group.
By taking suitable linear combinations of these cycles we can obtain special cycles supported on
a given connected component.
There a (formal) generating series for special cycle classes. For τ = (τσ)σ∈Σ ∈ H
d
n, where Hn is
the Siegel space of genus n, and T ∈ Symn(F ), let
q
T = e(
∑
σ
tr(σ(T )τσ) ), e(t) = e
2πit.
Then, for ϕ ∈ S(V (Af )
n), define
(1.8) φn(τ ;ϕ) =
∑
T∈Symn(F )≥0
Z(T, ϕ) · qT ∈ CHnd+(S)[[q]],
a formal power series with coefficients in the Chow group, and the corresponding series
(1.9) φBn (τ ;ϕ) =
∑
T∈Symn(F )≥0
[Z(T, ϕ)] · qT ∈ H2nd+(S)[[q]],
with coefficients in the Betti cohomology groups. The series φBn (τ ;ϕ) is the q-expansion of a
Hilbert-Siegel modular form of parallel weight (m2 +1, . . . ,
m
2 +1). As shown in [5], the modularity
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of the Chow group valued series φn(τ ;ϕ) follows from the Bloch-Beilinson conjecture about
injectivity of the Abel-Jacobi map.
The Betti version of the product formula (1.7) is equivalent to the identity
φBn (
(
τ1
τ2
)
, ϕ1 ⊗ ϕ2) = φ
B
n1(τ1;ϕ1) · φ
B
n2(τ2, ϕ2)
on Hilbert-Siegel modular forms, where the product on the right side is given by the cup product
in H•(S).
1.2. Results. It is notable that the weight of the generating series φBn (τ ;ϕ) depends only on m
and not on d+. Similarly, d+ plays almost no role in the structure of the product formula (1.7)
or its analogue in cohomology. This suggests that there may be further relations among the
subrings of cohomology and of Chow groups associated to the Shimura varieties with differing
archimedean data. We sometimes write Sh(V ) or Sh(V )K rather than S or SK for the Shimura
variety associated to V , when we want to vary V .
Since our access to the structure of these rings will be via intersection numbers, we introduce
‘reduced’ or ‘numerical’ versions. Since our results concern only the ring in cohomology, we will
now restrict our discussion to that case and, for convenience, we write
SC•(V )♮ ⊂ H2•d+(Sh(V ))
for the subring of special cycle classes.
On the top degree cohomology group H2md+(SK) there is a normalized degree map
(1.10) degK : H
2md+(SK) −→ C, z = [β] 7→ vol(K/K ∩ Z(Q))
∫
SK
β,
where β is a degree 2md+-form on SK representing the class z. Here Z is the identity component
of the center of G and vol(K) is computed with respect to a Haar measure on G(Af ) that will be
specified in Section 2.1 below. With this normalization, the degree is invariant under pullback
for the coverings pr : SK ′ → SK , for K
′ ⊂ K and hence gives a well defined map
(1.11) deg : H2md+(S) −→ C.
We extend this map by zero on Hk(S) for k < 2md+.
Define an inner product on the cohomology ring H•(S) by
〈Z1, Z2 〉 := deg(Z1 · Z2),
and consider its restriction to subring of special cycles. By associativity of the cup product, the
radical of this pairing on SC•(V )♮ is an ideal. We define the reduced ring of special cycles
(1.12) SC•(V ) = SC•(V )♮/Rad
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as the quotient of SC•(V )♮ by this ideal. The form 〈 , 〉 then defines a non-degenerate pairing
on SC•(V ). We let
z(T ;ϕ) = the image of [Z(T ;ϕ)] in SC•(V ),
and write z(T ;ϕ) = zV (T ;ϕ) if we want to keep track of the space V . Note that, by definition,
SC0(V )♮ = C 1 , for the class 1 defined above. Thus ker(deg : SCm(V )♮ → C) is the intersection
of SCm(V )♮ with the radical and hence SCm(V ) = C 1 ∨ for a class 1 ∨ with 〈 1 , 1 ∨ 〉 = 1. For
example, if T ∈ Symm(F )>0 and ϕ ∈ S(V (Af )
n)K , then Z(T, ϕ) is a weighted 0-cycle on SK ,
and
z(T, ϕ) = deg(Z(T, ϕ)) · 1 ∨.
We want to consider how the ring SC•(V ) varies with V .
Our main result concerns the case where only the archimedean part of V varies. Note that the
real quadratic spaces of signatures (m+2, 0) and (m, 2) both have determinant 1 and have Hasse
invariants +1 and −1 respectively. Also recall that the character χV of a quadratic space over
F is define by
χV (x) = (x, (−1)
s det(V ))F , x ∈ F
×
A ,
where s = 12 dimV (dimV + 1) and ( , )F is the global quadratic Hilbert symbol. For quadratic
spaces V and V ′ of dimension m+ 2 over F with χV = χV ′ , we say that V ∼=f V
′ if there is an
isometry V ′p ≃ Vp for each finite place p of F . Here Vp = V ⊗F Fp. For spaces V and V
′ with
V ∼=f V
′, we fix an isomorphism V (Af ) ≃ V
′(Af ) and hence obtain isomorphisms
(1.13) ρnV,V ′ : S(V (Af )
n) ≃ S(V ′(Af )
n), ϕ 7→ ϕ′,
for all n, compatible with tensor products and with the action of the metaplectic group via the
Weil representation. Note that, by the product formula for the Hasse invariant, V ∼=f V
′ implies
that d+(V ) and d+(V
′) have the same parity but are otherwise unconstrained. The following
result will be proved in Section 3 as a consequence of Theorem A of Section 2 and the matching
principle.
Theorem B. Suppose that V ∼=f V
′ and that 1 ≤ d+(V ), d+(V
′) < d.
Then the map
SC•(V ) −→ SC•(V ′), zV (T, ϕ) 7→ zV ′(T, ϕ
′), ϕ′ = ρnV,V ′(ϕ),
is well defined. Moreover, this map is an isometry and a ring isomorphism.
A striking aspect of these isomorphisms is that, when d+(V ) 6= d+(V
′), they relate classes in
different degrees!
Example. As a concrete example, consider the case where F is the maximal real subfield of
Q(µ19), so that d = 9, and take m = 3. Let V be a quadratic space over F with signature
((3, 2), (5, 0)8) so that d+(V ) = 1. Then, for a fixed neat compact open subgroup K in G(Af ),
the variety Sh(V )K is a smooth projective 3-fold, perhaps with several connected components.
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It can be viewed as bearing the same relation to the classical Siegel 3-fold over Q as a Shimura
curve over F bears to the classical modular curve. The special cycles are generalized Humbert
surfaces, for n = 1, Shimura curves, for n = 2, and 0-cycles, for n = 3. Their cohomology
classes, taken up to numerical equivalence,
SCn(V )K = span{Z(T, ϕ) | T ∈ Symn(F )
K
≥0, ϕ ∈ S(V (Af )
n) })/ ∼,
yield a reduced intersection ring, SC•(V )K , and, passing to the limit over K,
SC•(V ) = SC0(V )⊕ SC1(V )⊕ SC2(V )⊕ SC3(V ), SC0(V ) = C 1 , SC3(V ) = C 1 ∨.
Note that SC•(V )is a subquotient of the cohomology ring of Sh(V ).
For an odd integer r with 1 ≤ r < 9, we consider quadratic spaces V ′ = V ′[r] over F with a
fixed isomorphism
(1.14) V ′(Af ) ≃ V (Af )
and with
sig(V ′) = ((3, 2)r , (5, 0)d−r).
Varying r and the subset Σ+(V
′[r]) of indefinite places, we have
∑
r
(9
r
)
= 255 such spaces, up to
isomorphism. Identifying G(V )(Af ) and G(V
′)(Af ) via (1.14), we have a collection of Shimura
varieties Sh(V ′)K of dimensions 3r = 3, 9, 15, and 21 with isomorphic reduced intersection rings,
SC•(V ′)K .
1.3. Outline of contents. This ends our extended introduction. In Section 2.2, we review the
Siegel-Weil formula and show that it identifies the image of the generating series φBn (τ ;ϕ) of
(1.9) under the degree map with a special value of a Siegel Eisenstein series, Proposition 2.2. By
considering Fourier coefficients of pullbacks, we obtain formulas for inner products and triple
products of special cycles classes in term of Fourier coefficients of such pullbacks, Theorem A
and Corollary 2.4. In Section 3, we explain how the matching principle introduced in [4] yields
comparisons like that of Theorem B. In Section 4, we consider the case d+ = 0, so that V = V+ is
totally positive definite. For such a space we give a combinatorial description of a ‘cohomology’
ring and ‘special cycles’ classes in it. Again by the Siegel-Weil formula, we show that Theorem B
can be extended to the case d+ = 0. In particular, the special cycle ring SC
•(V ) for d+(V ) even
is isomorphic to the ‘special cycle’ ring SC•(V+) for the associated totally positive definite space.
Finally, in Section 5, we explain how information about local matching can be obtained from
the results of [10] and [18] on degenerate principal series representations.
1.4. Thanks. I would like to thank Siddarth Sankaran for useful discussion about the construc-
tion of Section 4.
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2. The Siegel-Weil formula and intersection numbers
In this section, we explain how the Siegel-Weil formula provides information about the intersec-
tion products of special cycles. The case d+ = 1 is treated in Section 10 of [3] to which we refer
to more details. We will use some of the notation of Section 5.3 of [5].
2.1. Measures. Let A2md+(SK) be the space of smooth top degree differential forms on SK .
By [5] (5.18), the form Ωn, defined there, is a (nd+, nd+)-form on SK which represents the n-th
power of the top Chern class of the vector bundle CS . In particular, the form (−1)
md+Ωm gives
an invariant volume form on D and descends to SK . For a fixed base point z0 ∈ D
+, let K∞ be
the stabilizer of z0 in G(R). Note that K∞ contains Z(R). Then there is an isomorphism
(2.1) J : A2md+(SK)
∼
−→ [C∞(G(Q)Z(R)\G(A))]K∞K ,
defined as follows. If η is a 2md+-form on SK , write η = η˘ · (−1)
md+Ωmd+ for a function η˘ on
SK and define J(η) as the pullback of η˘ to G(Q)Z(R)\G(A) via the natural surjective map
G(Q)Z(R)\G(A) −→ SK = G(Q)\D ×G(Af )/K, [g∞, gf ] 7→ [g∞(z0), gf ].
We define a Haar measure2 d∞g on SO(V )(R) ≃ Z(R)\G(R) as follows. For a smooth compactly
supported form α ∈ A
2md+
c (D) on D, write α = α˘ · (−1)md+Ω
md+ for a compactly supported
function α˘ on Z(R)\G(R). Then d∞g is defined by the condition that
(2.2)
∫
D
α =
∫
Z(R)\G(R)
α˘(g) d∞g,
for all such α.
Let dT g be Tamagawa measure on SO(V )(A). The factorization dT g = d∞g · dfg, for d∞g just
defined, determines a unique Haar measure on SO(V )(Af ) = Z(Af )\G(Af ). Now
(2.3) Z(Q)\Z(Af ) = Z(Q)Z(R)\Z(A) ≃ F
×
A /F
×F×R
is compact, and, taking the Haar measure dz giving this space volume 1, we obtain a Haar
measure df g˜ on Z(Q)\G(Af ) with df g˜ = dfg ·dz. Finally, we have the measure dg = d∞g∞ ·df g˜f
on Z(R)Z(Q)\G(A). With these choices, we have, for η ∈ A2md+(SK),
(2.4) vol(K/(K ∩ Z(Q)), df g˜) ·
∫
SK
η =
∫
G(Q)Z(R)\G(A)
J(η)(g) dg.
2.2. Degree formulas. We now follow Section 5.3 of [5]. Recall that for G′ = G′n = RF/QSp(n),
the global metaplectic group G˜′(A) acts on S(V (A)n) via the Weil representation ω = ωV = ωψ,V
for a fixed nontrivial character ψ of FA/F . Also recall the Schwartz form
(2.5) ϕ(n)∞ =
⊗
σ∈Σ+(V )
ϕ(n)σ ⊗
⊗
σ/∈Σ+(V )
ϕ0σ,+ ∈ [S(V
n
R )⊗A
(nd+,nd+)(D)]G(R),
2Here, to lighten notation, we slightly abuse notation and write SO(V ) rather than RF /QSO(V ).
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where, for σ ∈ Σ+(V ),
ϕ(n)σ ∈ S(V
n
σ )⊗A
(n,n)(Dσ)
is the Schwartz form for Vσ, and, for σ /∈ Σ+(V ), ϕ
0
σ,+ ∈ S(V
n
σ ) is the Gaussian for Vσ, cf.
Sections 7 and 8 of [3]. For ϕ ∈ S(V (Af )
n)K , the theta form
(2.6) θ(g′;ϕ) =
∑
x∈V (F )n
ω(g′)(ϕ(n)∞ ⊗ ϕ)(x), g
′ ∈ G˜′(A),
defines a closed (nd+, nd+)-form on SK and, as a function of g
′, is left invariant for the (canonical)
image of G′(Q) in G˜′(A).
We apply (2.1) to the top degree form θ(g′;ϕ) ∧Ωn−mS on SK and obtain, for g ∈ G(A),
(2.7) J( θ(g′;ϕ) ∧Ωn−mS )(g) = (−1)
md+ θ(g′, g; ϕ˘(n)∞ ⊗ ϕ),
where ϕ˘(n)∞ is defined by
(2.8) ϕ˘(n)∞ =
⊗
σ∈Σ+(V )
ϕ˘(n)σ ⊗
⊗
σ/∈Σ+(V )
ϕ0σ,+ ∈ S(V
n
R ),
with
(2.9) ϕ(n)σ (x) ∧Ω
m−n = ϕ˘(n)σ (x)Ω
m.
In particular, ϕ˘(n)∞ ⊗ ϕ ∈ S(V (A)
n), and the function in (2.7) is the usual theta function
(2.10) θ(g′, g; ϕ˘(n)∞ ⊗ ϕ) =
∑
x∈V (F )n
ω(g′)(ϕ˘(n)∞ ⊗ ϕ)(g
−1x).
Also note that
ϕ
(n)
∞ (0) ∧Ω
m−n = Ωm.
This accounts for the sign change, due to the fact that, in the definition of J , (−1)md+Ωm, the
top power of the Ka¨hler form is used.
Now, by (5.20) of [5], the cohomology class of the theta form is the generating series
(2.11) [θ(g′τ ;ϕ)] = N(det(v))
m+2
4 φBn (τ ;ϕ) = N(det(v))
m+2
4
∑
T∈Symn(F )≥0
[Z(T, ϕ)] qT .
Here, as in [4], section 1 in the case n = 1, g′τ = [gτ , 1] is an element of the metaplectic cover
G˜′(R) where gτ ∈ G
′(R) has components
(gτ )σ =
(
1 uσ
1
)(
aσ
ta−1σ
)
, τσ = uσ + ivσ ∈ Hn, vσ = aσ
taσ.
Thus, recalling (1.10) and using (2.4), we have
(2.12) deg(φBn (τ, ϕ) · c
m−n
S ) = (−1)
md+N(det(v))−
m+2
4
∫
G(Q)Z(R)\G(A)
θ(g′τ , g; ϕ˘
(n)
∞ ⊗ ϕ) dg.
Similarly, we note that the Schwartz forms are compatible with wedge products so that, for
n = n1 + n2,
ϕ
(n)
∞ = ϕ
(n1)
∞ ∧ϕ
(n2)
∞ .
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Thus, τ1 ∈ H
d
n1 , τ2 ∈ H
d
n2 , and ϕi ∈ S(V (Af )
ni), i = 1, 2,
(2.13) θ(g′τ1 ;ϕ1) ∧ θ(g
′
τ2 ;ϕ2) = θ(g
′
τ ;ϕ1 ⊗ ϕ2), τ =
(
τ1
τ2
)
.
Again computing the degree, we have, for n1 + n2 = m,
〈 φBn1(τ1, ϕ1), φ
B
n2(τ2, ϕ2) 〉(2.14)
= (−1)md+N(det(v1) det(v2))
−m+2
4
∫
G(Q)Z(R)\G(A)
θ(g′τ , g; ϕ˘
(m)
∞ ⊗ ϕ1 ⊗ ϕ2) dg,
for τ as in (2.13).
2.3. Consequences of the Siegel-Weil formula. We next apply the Siegel-Weil formula as
in section 10 of [3]. Let In(s, χV ) be the degenerate principal series representation of G˜′(A)
associated to χV , induced from the Siegel parabolic P of G
′. Define the G˜′(A) intertwining map
λV : S(V (A)
n) −→ In(s0, χ), ϕ 7→ λV (ϕ)(g
′) = ω(g′)ϕ(0), s0 =
1
2
dimV − ρn,
ρn =
1
2(n + 1). The standard section Φ(s; f) ∈ In(s, χ) attached to ϕ is given by
Φ(g′, s;ϕ) = ω(g′)ϕ(0) · |a(g′)|s−s0 .
Here we follow the notation of [9], [17], and [2]. The Siegel-Eisenstein series is defined by the
series
E(g′, s, λV (ϕ)) =
∑
γ∈P ′(F )\G′(F )
Φ(γg′, s;ϕ),
in the half-plane of absolutely convergence Re(s) > ρn and has a meromorphic analytic continu-
ation to the whole s plane. Since V is anisotropic, the Eisenstein series is holomorphic at s = s0
and, by the Siegel-Weil formula, [9],
E(g′, s0, λV (ϕ)) =
∫
O(V )(F )\O(V )(AF )
θ(g′, g;ϕ) dg
where
vol(O(V )(F )\O(V )(AF ), dg) = 1.
In fact, we have
(2.15)
∫
O(V )(F )\O(V )(AF )
θ(g′, g;ϕ) dg =
1
2
∫
SO(V )(F )\SO(V )(AF )
θ(g′, g;ϕ) dT g.
where dT g is the Tamagawa measure on SO(V )(AF ). This follows from the argument of Section 4
of [4], where we use the fact that the sign representation of O(V )(Fp) does not occur in the local
theta correspondence with G′p for n < dimV , [14], [15].
On the other hand, since the action of G(A) on S(V (A)n) factors through SO(V )(A), the integral
on the right side of (2.12), is
(2.16)
∫
G(Q)Z(R)\G(A)
θ(g′, g; ϕ˘∞ ⊗ ϕ) dg =
∫
SO(V )(F )\SO(V )(A)
θ(g′, g; ϕ˘∞ ⊗ ϕ) d
T g.
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Since the archimedean component λV∞(ϕ˘∞) will be fixed, for ϕ ∈ S(V (Af )
n), for κ = m2 + 1
and s0 = κ− ρn, we let
(2.17) E(τ, s0, λVf (ϕ)) := (−1)
md+N(det(v))−κ/2 ·E(g′τ , s0, λV (ϕ˘∞ ⊗ ϕ)).
Remark 2.1. Note that, for convenience, we have included the sign (−1)md+ in the definition.
This sign must be kept in mind later.
Then, from (2.12), we obtain the following expression for the degree in terms of the Eisenstein
series of genus n.
Proposition 2.2. For τ ∈ Hdn,
(2.18) deg(φBn (τ, ϕ) · c
m−n
S ) = 2E(τ, s0, λVf (ϕ)),
where s0 = κ− ρn.
In particular, as a consequence of this identity, the special value E(τ, s0, λVf (ϕ)) is a holomorphic
Hilbert-Siegel modular form of parallel weight κ with Fourier expansion
(2.19) E(τ, s0, λVf (ϕ)) =
∑
T∈Symn(F )≥0
A(T, λVf (ϕ))q
T .
Corollary 2.3. The inner product of a class [Z(T, ϕ)] ∈ H2nd+(S) with the class cm−nS is given
by
〈Z(T, ϕ), cm−nS 〉 = deg(Z(T, ϕ) · c
m−n
S ) = 2A(T, λVf (ϕ)).
We also obtain relations between intersection products and Fourier coefficients of pullbacks. For
ϕi ∈ S(V (Af )
ni), i = 1, 2, where n1 + n2 = m, we write
(2.20)
E(
(
τ1
τ2
)
,
1
2
, λVf (ϕ1 ⊗ ϕ2)) =
∑
T1∈Symn1 (F )≥0
∑
T2∈Symn2 (F )≥0
A(T1, T2;λVf (ϕ1 ⊗ ϕ2))q
T1
1 q
T2
2
for the Fourier expansion of the pullback under (1.2). Similarly, for ϕi ∈ S(V (Af )
ni), i = 1, 2,
3, where n1 + n2 + n3 = m, we write
(2.21) E(
τ1 τ2
τ3
 , 1
2
, λVf (ϕ1 ⊗ ϕ2 ⊗ ϕ3))
=
∑
T1∈Symn1 (F )≥0
∑
T2∈Symn2 (F )≥0
∑
T3∈Symn3 (F )≥0
A(T1, T2, T3;λVf (ϕ1 ⊗ ϕ2 ⊗ ϕ3))q
T1
1 q
T2
2 q
T3
3
for the Fourier expansion of the pullback under (1.3). Note that the special value is now take at
the point s0 = κ−ρm =
1
2 . Also note that these pullbacks have a non-trivial cuspidal component.
For example, in case (2.19), the cuspidal projection involves the doubling integrals [13], [11], [2],
and hence is controlled by special values of L-functions.
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Theorem A. (i) For ϕi ∈ S(V (Af )
ni), i = 1, 2, where n1 + n2 = m,
deg(φBn1(τ1, ϕ1) · φ
B
n2(τ2, ϕ2) ) = 2E(
(
τ1
τ2
)
,
1
2
, λVf (ϕ1 ⊗ ϕ2)).
In particular, for T1 ∈ Symn1(F )≥0 and T2 ∈ Symn2(F )≥0, the intersection product of the
weighted special cycles is given by
deg( [Z(T1, ϕ1)] · [Z(T2, ϕ2)] ) = 2A(T1, T2;λVf (ϕ1 ⊗ ϕ2)),
for the Fourier coefficient of the pulback in (2.20).
(ii) Similarly, for ϕi ∈ S(V (Af )
ni), i = 1, 2, 3, where n1 + n2 + n3 = m,
deg(φBn1(τ1, ϕ1) · φ
B
n2(τ2, ϕ2) · φ
B
n3(τ3, ϕ3) ) = 2E(
τ1 τ2
τ3
 , 1
2
, λVf (ϕ1 ⊗ ϕ2 ⊗ ϕ3)),
and hence
deg( [Z(T1, ϕ1)] · [Z(T2, ϕ2)] · [Z(T3, ϕ3)] ) = 2A(T1, T2, T3;λVf (ϕ1 ⊗ ϕ2 ⊗ ϕ3)),
for the Fourier coefficient of the pullback in (2.21).
Passing to classes in SC•(V ), we obtain the following formulas.
Corollary 2.4. (i) For ϕi ∈ S(V (Af )
ni), i = 1, 2, where n1 + n2 = m,
〈 z(T1, ϕ1), z(T2, ϕ2) 〉 = 2A(T1, T2;λVf (ϕ1 ⊗ ϕ2)).
(ii) For ϕi ∈ S(V (Af )
ni), i = 1, 2, 3, where n1 + n2 + n3 = m,
〈 z(T1, ϕ1) · z(T2, ϕ2), z(T3, ϕ3) 〉 = 2A(T1, T2, T3;λVf (ϕ1 ⊗ ϕ2 ⊗ ϕ3)).
Part (ii) of Corollary 2.4 shows that the products in the ring SC•(V ) are completely controlled
by Fourier coefficients of pullbacks under (1.3) of certain holomorphic Hilbert-Siegel Eisenstein
series of genus m and of parallel weight (κ, . . . , κ), κ = m2 + 1 = ρm +
1
2 . More precisely, note
that a class z ∈ SCn(V ) is determined by its inner products 〈 z, z′ 〉 for z′ ∈ SCm−n(V ). In
particular, the class z(T1, ϕ1) ·z(T2, ϕ2) ∈ SC
n1+n2(V ) is determined by the inner products with
classes of the form z(T3, ϕ3) and these are given by (ii) of the corollary. Similarly, the inner
product on SC•(V ) is determined by (i) of the corollary.
Remark 2.5. It will be interesting to investigate the non-vanishing of such Fourier coefficients
of pullbacks to see what kind of information about the reduced ring of special cycles can be
obtained from our product formulas.
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3. Comparison results
Since the structure of the reduced ring of special cycles is controlled by the Siegel-Weil Eisenstein
series, the matching principle introduced in [4], section 4, yields relations between such special
cycle rings. We will use the notation of section 4 of [4] generalized to F . A detailed treatment
can be found in [9].
3.1. The matching principle. Suppose that V1 and V2 are quadratic spaces over F with
dimF V1 = dimF V2 and χ = χV1 = χV2 . There are intertwining maps
λVi : S(Vi(A)
n) −→ I(s0, χ), λVi(ϕi)(g
′) = ωVi(g
′)ϕi(0),
where s0 = κ− ρn.
Definition 3.1. ([4], Definition 4.3.) Schwartz functions ϕ1 ∈ S(V1(A)
n) and ϕ2 ∈ S(V2(A)
n)
are said to match if
λV1(ϕ1) = λV2(ϕ2) ∈ I(s0, χ).
There are obvious local analogues.
For example, in the archimedean case, for V = Vi, i = 1, 2, suppose that the signature of V is
given by (1.4). For σ ∈ Σ+(V ), let D
(σ) = D(Vσ) be the space of oriented negative 2-planes in
Vσ = V ⊗F,σ R as in (1.5). For σ ∈ Σ+(V ), let ϕ˘
(n)
σ be the Schwartz function on V nσ defined by
(2.9). Let Vσ,+ be the quadratic space over R of signature (m+ 2, 0), and let
ϕ
(n)
σ,+ ∈ S(V
n
σ,+)
be the Gaussian. Then, by the analogue of Corollary 4.15 of [4], we have the following matching.
Lemma 3.2.
λVσ(ϕ˘
(n)
σ ) = λVσ,+(ϕ
(n)
σ,+) ∈ In,σ(s0, χ).
This is immediate from the fact that these two functions are eigenvectors for K ′∞ of weight
m
2 +1
and ϕ˘
(n)
σ (0) = ϕ
(n)
σ,+(0) = 1. If we write
ϕ∞,i ∈ S((Vi ⊗Q R)
n)⊗A(nd
i
+
,ndi
+
)(D(Vi ⊗Q R)), i = 1, 2,
for the Schwartz forms defined by (2.5) and ϕ˘∞,i ∈ S(V
n
i,R) for the corresponding Schwartz
functions, then these match as well.
Remark 3.3. Note that matching is not compatible with tensor products in general. If ϕ
(n1)
p,i ∈
S(V n1p,i ) are matching and ϕ
(n2)
p,i ∈ S(V
n2
p,i ) are matching, it need not be the case that the tensor
products ϕ
(n1)
p,1 ⊗ ϕ
(n2)
p,1 ∈ S(V
n
p,1) and ϕ
(n1)
p,2 ⊗ ϕ
(n2)
p,2 ∈ S(V
n
p,2) are matching. A rather explicit
description of examples is given in Section 5, in particular Remark 5.3 (iii).
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Basic Observation: (i) If ϕ1 ∈ S(V1(A)
n) and ϕ2 ∈ S(V2(A)
n) are matching Schwartz func-
tions, then the associated Siegel-Eisenstein series coincide,
(3.1) E(g′, s, λV1(ϕ1)) = E(g
′, s, λV2(ϕ2)).
(ii) If V1 and V2 have signatures given by (1.4) for d+(V1) and d+(V2), and if ϕ1 ∈ S(V1(Af )
n)
and ϕ2 ∈ S(V2(Af )
n) are matching Schwartz functions on the finite ade`les, then the associated
Siegel-Eisenstein series coincide,
(3.2) E(g′, s, λV1(ϕ˘∞,1 ⊗ ϕ1)) = E(g
′, s, λV2(ϕ˘∞,2 ⊗ ϕ2)).
3.2. Consequences of matching. Since the inner product and the ring structure on SC•(V )
are controlled by the Fourier coefficients of pullbacks of special values of such Siegel-Eisenstein
series, the identity (3.2) implies various relations.
For the remainder of this section, we slightly shift notation and suppose that V and V ′ are
quadratic spaces over F with dimF V = dimF V
′, χ = χV = χV ′ , and with signatures given
by (1.1) with 1 ≤ d+(V ), d+(V
′) < d. For data T ∈ Symn(F ) and ϕ ∈ S(V (Af )
n), we write
ZV (T, ϕ) (resp. zV (T, ϕ)) for the corresponding class in H
2nd+(V )(Sh(V )) (resp. SCn(V )).
First, we have the following consequence of Corollary 2.3.
Proposition 3.4. If ϕ ∈ S(V (Af )
n) and ϕ′ ∈ S(V ′(Af )
n) are matching functions, then, for all
T ∈ Symn(F )≥0,
(−1)md+(V ) deg(ZV (T, ϕ) · c
m−n
S ) = (−1)
md+(V ′) deg(ZV ′(T, ϕ
′) · cm−nS′ ).
Remark 3.5. (i) This says that the volumes of the cycles ZV (T, ϕ) and ZV ′(T, ϕ
′) with respect
to a suitable power of the respective Ka¨hler forms coincide.
(ii) For example, note that by matching, ϕ(0) = λV (ϕ)(1) = λV ′(ϕ
′)(1) = ϕ′(0), whereas
ZV (0, ϕ) = ϕ(0) c
n
S and ZV ′(0, ϕ
′) = ϕ′(0) cnS′ . Thus, if we can find matching ϕ and ϕ
′ with
ϕ(0) 6= 0, Proposition 3.4 gives
(3.3) (−1)md+(V ) deg(cmS ) = (−1)
md+(V ′) deg(cmS′),
an identity between top Chern numbers. As explained below, for n = 1 such matching functions
always exist, so that (3.3) holds for any pair V and V ′.
Next, as a consequence of Corollary 2.4, we have the following relations between inner products
in SC•(V ) and SC•(V ′).
Proposition 3.6. (i) Suppose that, for m = n1+n2, and for pairs of functions ϕi ∈ S(V (Af )
ni)
and ϕ′i ∈ S(V
′(Af )
ni), the functions ϕ1 ⊗ ϕ2 ∈ S(V (Af )
m) and ϕ′1 ⊗ ϕ
′
2 ∈ S(V
′(Af )
m) match.
Then
〈 zV (T1, ϕ1), zV (T2, ϕ2) 〉 = ǫV,V ′ 〈 zV ′(T1, ϕ
′
1), zV ′(T2, ϕ
′
2) 〉,
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where ǫV,V ′ = (−1)
m(d+(V ′)−d+(V )).
(ii) Suppose that, for m = n1 + n2 + n3, and for triples of functions ϕi ∈ S(V (Af )
ni) and
ϕ′i ∈ S(V
′(Af )
ni), the functions ϕ1 ⊗ ϕ2 ⊗ ϕ2 ∈ S(V (Af )
m) and ϕ′1 ⊗ ϕ
′
2 ⊗ ϕ
′
3 ∈ S(V
′(Af )
m)
match. Then
〈 zV (T1, ϕ1) · zV (T2, ϕ2), zV (T3, ϕ3) 〉 = ǫV,V ′ 〈 zV ′(T1, ϕ
′
1) · zV ′(T2, ϕ
′
2), zV ′(T3, ϕ
′
3) 〉.
Now suppose that the quadratic spaces V and V ′ are isomorphic at all finite primes so that
V ≃f V
′ in the notation of Section 1.2. Note that in this case d+(V ) and d+(V
′) have the same
parity and hence ǫV,V ′ = 1. We then have identifications (1.13) as at the end of Section 1.2
which provide an automatic matching
(3.4) ϕ ↔ ϕ′ = ρnV,V ′(ϕ).
for all data, compatible with tensor products and with the Weil representation. We have the
following comparison result, a more precise version of Theorem B.
Theorem 3.7. There is a linear map
ρV,V ′ : SC
•(V ) −→ SC•(V ′)
such that, for ϕ and ϕ′ matching as in (3.4),
ρV,V ′ : zV (T, ϕ) 7→ zV ′(T, ϕ
′).
Moreover, this map is a ring homomorphism and an isometry.
Proof. The rings SC•(V ) and SC•(V ′) are spanned by the classes zV (T, ϕ) and zV ′(T, ϕ
′).
Suppose that there is a linear relation in SCn(V )∑
i
ci zV (Ti, ϕi) = 0, ϕi ∈ S(V (Af )
n), Ti ∈ Symn(F ), ci ∈ C.
Then, by (i) of Proposition 3.6,
0 = 〈
∑
i
ci zV (Ti, ϕi), zV (T, ϕ) 〉 = 〈
∑
i
ci zV ′(Ti, ϕ
′
i), zV ′(T, ϕ
′) 〉
for all pairs T and ϕ. Here the Schwartz functions on the right side are matching those on the
left via (3.4). Since the inner product on the ring SC•(V ′) is non-degenerate by construction,
we have ∑
i
ci zV ′(Ti, ϕ
′
i) = 0
in SCn(V ′). Thus the linear map ρV,V ′ is well defined. By (ii) of Proposition 3.6 this map is a
ring homomorphism and by (i) it is an isometry. 
Remark 3.8. (i) Of course, the comparison isomorphism of Theorem 3.7 is a consequence of the
Siegel-Weil formula for anisotropic V . There should be an analogous comparison in the case
where d+ = d and V is isotropic, but this will involve the use of a more delicate version of the
(extended) Siegel-Weil formula and it seems quite likely that interesting correction terms will
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arise.
(ii) The twisted cycles Z(T, ϕ,χ) of Remarks 1.2 and 1.1 can be defined for both Sh(V )K and
SH(V ′)K and one might imaging that the comparison isomorphism can be extended to these
classes. This would require a variant of the Siegel-Weil formula giving an explicit description
of the theta lifts θn(χ) from SO(V ) to Spn of quadratic characters χ of the spinor norm. At
present we do not have such a formula in general. The case of SO(3) and the metaplectic cover
of SL2 is treated in [16]. An interesting cubic analogue is considered in [1]. We plan to return
to this question.
4. The case d+ = 0
In this section we suppose that V+ is a totally positive definite quadratic space of dimensionm+2
over F . In this case, there is no associated Shimura variety, but we would like to nonetheless
define a ring and to extend the comparison result of the previous section.
4.1. A ring associated to V+. Let Z
♮
n be the free abelian group on symbols [U ]n where U is
a subspace of V+ with dimF U ≤ n, and let
Z♮ = Z♮(V+) =
m⊕
n=0
Z♮n.
Writing U0 = {0} for the zero subspace of V+, we have a class 1
♮ = [U0]0, so that Z
♮
0 = Z 1
♮,
and a class c♮ = [U0]1 ∈ Z
♮
1. Define a product on Z
♮ by
[U1]n1 · [U2]n2 =
{
[U1 + U2]n1+n2 if n1 + n2 ≤ m,
0 otherwise.
Here the ‘cutoff’ at index m is motivated by the comparison we will make below. Note that,
1 ♮ · z = z for all z, and
c
♮ · [U ]n =
{
[U ]n+1 if n < m,
0 if n = m.
Thus Z♮ is a graded commutative ring. The group GL(V+) acts naturally on Z
♮ as ring auto-
morphisms and the classes 1 ♮ and c♮ are invariant under this action.
For a finite subgroup Γ in SO(V+)(F ) and a subspace U with dimF U ≤ n, let
Zn(U)Γ =
∑
γ∈Γ/ΓU
[γU ]n ∈ Z
♮
n,
where ΓU is the stabilizer of U in Γ. Note that such classes span the space of Γ-invariants in
Z
♮
n. Then we have a ‘pullback’ formula and a product formula, reminiscent of those for special
cycles in the Shimura variety case, [5].
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Lemma 4.1. (i) For a subgroup Γ′ ⊂ Γ,
Zn(U)Γ =
∑
γ∈Γ′\Γ/ΓU
Zn(γU)Γ′ .
(ii) For n1 + n2 ≤ m,
Zn1(U1)Γ · Zn2(U2)Γ =
∑
γ∈Γ\I(U1,U2;Γ)
Zn1+n2(Wγ)Γ,
where
I(U1, U2; Γ) = Γ/ΓU1 × Γ/ΓU2 ,
and Wγ = γ1U1 + γ2U2.
Here ‘pullback’ simply amounts to the inclusion of (Z♮)Γ in (Z♮)Γ
′
.
We define a degree function on Z♮ by
deg([U ]n) =
{
1 if n = m,
0 otherwise,
and extend by linearity. This map is invariant under the action of GL(V+). There is a symmetric
bilinear inner product on Z♮ defined by
〈 z1, z2 〉 = deg( z1 · z2 ).
This inner product has a very large radical RZ♮. For example,
(4.1) 〈 [U1]m−n, [U2]n − [U3]n 〉 = 0,
for all subspaces U1 of dimension ≤ m− n and U2 and U3 of dimension ≤ n. The radical is an
ideal in Z♮ and we consider the quotient ring Z = Z♮/RZ♮. We write 1 and c for the images of
the classes 1 ♮ and c♮ in Z.
Lemma 4.2. The ring Z is isomorphic to a truncated polynomial ring,
Z[y]/(ym+1)
∼
−→ Z[c]
∼
−→ Z.
In particular, the image of a class [U ]n in Z is c
n.
Proof. Since Z♮0 = Z 1
♮, we have RZ♮ ∩ Z♮m = ker(deg) and so Z0 = Z 1 and Zm = Z c
m. Now,
by (4.1), we have [U2]n − [U3]n ∈ RZ
♮ for all U2 and U3 of dimension ≤ n and so∑
i
ai[Ui]n ≡ (
∑
i
ai) (c
♮)n mod RZ♮.
This proves the claim. 
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4.2. A replacement for cohomology. For3 G+ = RF/QSO(V+) and a compact open subgroup
K in G+(Af ), consider the space
H•(V+)
♮
K := C(G+(Af )/K,Z
♮)G+(Q)
of functions z : G+(Af ) −→ Z
♮ such that
z(γgk) = γ z(g), ∀γ ∈ G+(Q), k ∈ K.
Then
H•(V+)
♮
K =
m⊕
n=0
Hn(V+)
♮
K , H
n(V+)
♮
K = C(G+(Af )/K,Z
♮
n)
G+(Q),
is a graded ring. If we write4
(4.2) G+(Af ) =
⊔
j
G+(Q)gjK,
there is an isomorphism
(4.3) H•(V+)
♮
K = C(G+(Af )/K,Z
♮)G+(Q)
∼
−→
∏
j
(Z♮)Γj , z 7→ [. . . ,z(gj), . . . ].
Here Γj = Γgj = G+(Q) ∩ gjKg
−1
j . Note that for g ∈ G+(Af ), the group Γg = G+(Q) ∩ gKg
−1
is finite and is trivial if K is neat. Varying K, we have the space of continuous functions
H•(V+)
♮ = lim
−→
K
H•(V+)
♮
K = Ccont(G+(Af ),Z
♮)G+(Q),
also a ring under pointwise operations.
Let dT g be Tamagawa measure on G+(A) and define a Haar measure dfg on G+(Af ) via the fac-
torization dT g = d∞g∞ dfgf , where the archimedean factor is normalized by vol(SO(V+)(R), d∞g) =
1. Define a degree map on H•(V+)
♮ by5
degtot(z) : =
∫
G+(Q)\G+(Af )
deg(z(g)) df g.
For z ∈ H•(V+)
♮
K , by (4.3) we have
degtot(z) = vol(K)
∑
j
|Γj|
−1 deg(z(gj)).
Since the Tamagawa number of SO(V+) is 2,
vol(K)
∑
j
|Γj |
−1 =
∫
G+(Q)\G+(Af )
dfg =
∫
G+(Q)\G+(A)
dT g = 2,
3Here we take SO(V+) rather than GSpin(V+) since there is no Shimura variety construction involved.
4Note that we do not have strong approximation in this case so that the double coset space does not have a
group structure.
5Note that the constant degtot(z) is to be distinguished from the function
deg(z) ∈ Ccont(G+(Q)\G+(Af )).
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and we can also write
(4.4) degtot(z) = 2
∑
j |Γj |
−1 deg(z(gj))∑
j |Γj |
−1
.
On the other hand, if K is neat, we have
H•(V+)
♮
K ≃
∏
j
Z♮, and degtot(z) = vol(K)
∑
j
deg(z(gj)).
We define an inner product on H•(V+)
♮ by
(4.5) 〈z1,z2 〉 = deg
tot(z1 · z2) =
∫
G+(Q)\G+(Af )
deg(z1(g) · z2(g)) df g,
and we let
H•(V+) = H
•(V+)
♮/RH•(V+)
♮
be the quotient by the radical RH•(V+)
♮ of this pairing.
Lemma 4.3. The ring H•(V+) is a truncated polynomial ring,
Ccont(G+(Q)\G+(Af ))⊗Z Z[c]
∼
−→ H0(V+)[c]
∼
−→ H•(V+),
where
H0(V+) = Ccont(G+(Af ),Z0)
G+(Q) ≃ Ccont(G+(Q)\G+(Af )).
In particular, for a class z ∈ Hn(V+),
(4.6) z = deg(z · cm−n) cn.
Proof. We claim that the subspace Ccont(G+(Af ),RZ
♮)G+(Q) of functions valued in the radical
RZ♮ of Z♮ coincides with the radical RH•(V+)
♮. These functions are in the radical RH•(V+)
♮
since, if z1 is such a function, the integrand deg(z1(g) · z2(g)) in (4.5) vanishes. On the other
hand, if a function z lies in the radical RH•(V+)
♮, it is right K invariant for some neat compact
open K. For any z′ ∈ Z♮, we can define a function z′j ∈ H
•(V+)
♮
K with z
′
j(gi) = δijz
′. Then
0 = 〈z,z′j 〉 = vol(K) 〈z(gj), z
′ 〉,
so that z(gj) ∈ RZ
♮ for all j. Thus,
H•(V+) ≃ Ccont(G+(Af ),Z)
G+(Q).
The lemma then follows from Lemma 4.2. 
Remark 4.4. Of course we could have taken
H•(V+) = Ccont(G+(Q)\G+(Af ))[c]
as the definition of the ‘cohomology’ ring in the d+ = 0 case, but felt that the version based on
Z♮ and H•(V+)
♮ provides more insight and, in particular, a better parallel with the construction
in the d+ > 0 case.
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4.3. Special cycles. The analogue of the weighted special cycles are defined as follows. For
T ∈ Symn(F ), n ≥ 1, and ϕ ∈ S(V+(Af )
n)K , we define
Z(T, ϕ;K) ∈ Hn(V+)
♮
K
by
Z(T, ϕ;K)(g) =
∑
x∈V+(F )n
Q(x)=T
mod Γg
ϕ(g−1x)Zn(U(x))Γg ,
=
∑
x∈V+(F )n
Q(x)=T
ϕ(g−1x) [U(x)]n,(4.7)
where U(x) is the subspace spanned by the components of x. Note that the last expression is
in fact independent of the choice of K, subject only to the condition that the weight function ϕ
is K-invariant. Thus we will omit K from the notation.
Remark 4.5. The rings Z♮ amd Z as initially defined are Z-algebras. Since the coefficient rings
will play no role in our constructions, from now on we simply take complex coefficients and
complex valued Schwartz functions.
Again we have a product formula.
Proposition 4.6. The product formula (1.7) holds for the weighted classes,
Z(T1, ϕ1) · Z(T2, ϕ2) =
∑
T∈Symn1+n2 (F )≥0
T=
(
T1 ∗
t∗ T2
)
Z(T, ϕ1 ⊗ ϕ2).
Proof. Writing n = n1 + n2, we have
Z(T1, ϕ1) · Z(T2, ϕ2)(g) =
∑
x1∈V+(F )n1
Q(x1)=T1
∑
x2∈V+(F )n2
Q(x2)=T2
ϕ1(g
−1x1)ϕ2(g
−1x2) [U(x1)]n1 · [U(x2)]n2
=
∑
T∈Symn(F )
T=
(
T1 ∗
t∗ T2
)
∑
x=[x1,x2]∈V+(F )n
Q(x)=T
ϕ1 ⊗ ϕ2(g
−1x) [U(x1) + U(x2)]n
=
∑
T∈Symn(F )
T=
(
T1 ∗
t∗ T2
)
Z(T, ϕ1 ⊗ ϕ2)(g).

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By (4.7) and (4.6), the image of the class Z(T, ϕ) in Hn(V+) is
(4.8) z(T, ϕ)(g) = Rep+(T, ϕ)(g) · c
n
where
(4.9) Rep+(T, ϕ)(g) :=
∑
x∈V+(F )n
Q(x)=T
ϕ(g−1x)
is the representation number. Note that Rep+(T, ϕ) ∈ Ccont(G+(Q)\G+(Af )). The product
formula in the reduced ring H•(V+) amounts to a rather trivial identity for such representation
numbers.
We let SC•(V+)
♮ be the subring of H•(V+) spanned by the special cycles z(T, ϕ) together with
the class 1 . Thus
SC0(V+)
♮ = C 1 ⊂ H0(V+) = Ccont(G+(Q)\G+(Af )) 1
is just the subspace of constant functions. Let
SC•(V+) = SC
•(V+)
♮/RSC•(V+)
♮
be the quotient of this subring by the radical of the restriction of the inner product. For special
cycles in complementary degrees n1 and n2 with n1 + n2 = m, the inner product is given by
(4.10) 〈z(T1, ϕ1),z(T2, ϕ2) 〉 =
∫
G+(Q)\G+(Af )
Rep+(T1, ϕ1)(g)Rep+(T2, ϕ2)(g) dg.
We denote the image of z(T, ϕ) ∈ SC•(V+)
♮ in SC•(V+) by z(T, ϕ)
♭.
Lemma 4.7. (i) For n ≤ 12m, the map SC
n(V+)
♮ −→ SCn(V+) is an isomorphism.
(ii) On the other hand, for n = m, SCm(V+) = C c
m and the map SCm(V+)
♮ −→ SCm(V+) is
given by
z 7→ z♭ = degtot(z) · cm.
Proof. For n = 0 this is clear from the definition. For 1 ≤ n ≤ 12m, let n
′ = m − n. For given
T ∈ Symn(F ) and ϕ ∈ S(V+(Af )
n), let
T ′ =
(
T
0
)
∈ Symn′(F ), ϕ
′ = ϕ¯⊗ ϕ0 ∈ S(V+(Af )
n′),
where ϕ0 ∈ S(V+(Af )
n′−n) with ϕ0(0) = 1. Then, since V+ is anisotropic,
Rep+(T
′, ϕ′) = Rep+(T, ϕ¯) = Rep+(T, ϕ).
For z a complex linear combination of classes z(T, ϕ)’s let z′ be the corresponding conjugate
linear combination of the z(T ′, ϕ′)’s, so that z′(g) = z(g). Then
〈z,z′ 〉 =
∫
G+(Q)\G+(Af )
|z(g)|2 dg = 0 ⇐⇒ z = 0.
The second statement follows from the fact that 〈z, 1 〉 = degtot(z). 
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4.4. Generating series. The generating series analgous to (1.9) for these ‘special cycles’ is
(4.11) φSC(V+)
♮
n (τ, ϕ) =
∑
T∈Symn(F )≥0
z(T, ϕ)qT ∈ SCn(V+)
♮[[q]].
The image of the series (4.11) in SCn(V+)[[q]] is
(4.12) φSC(V+)n (τ, ϕ) =
∑
T∈Symn(F )≥0
z(T, ϕ)♭ qT ∈ SCn(V+)[[q]].
Evaluating at g ∈ G+(Af ) and using (4.8) we have
φSC(V+)
♮
n (τ, ϕ)(g) = c
n ·
∑
T∈Symn(F )≥0
Rep+(T, ϕ)(g)q
T
= cn ·
∑
x∈V+(F )n
ϕ(g−1x)qQ(x)(4.13)
= cn ·N(det(v))−
m+2
4 θ(g′τ , g;ϕ
(n)
∞ ⊗ ϕ),
where the function in the last line is a multiple of the classical theta series (2.10) given by
θ(g′, g;ϕ(n)∞ ⊗ ϕ) =
∑
x∈V+(F )n
ω(g′)(ϕ(n)∞ ⊗ ϕ)(g
−1x),
for
(4.14) ϕ(n)∞ = ϕ˘
(n)
∞ =
⊗
σ
ϕ0σ,+
where ϕ0σ,+ ∈ S((V+)
n
σ) is the Gaussian for (V+)σ.
Now we have the analogues of the formulas of Section 2.2. First we have the analogue of
Proposition 2.2, where in the third step we use (4.13),
degtot(φSC(V+)n (τ, ϕ) · c
m−n) =
∫
G+(Q)\G+(Af )
deg(φSC(V+)
♮
n (τ, ϕ)(g) · c
m−n) dfg
=
∫
G+(Q)\G+(Af )
N(det(v))−
m+2
4 θ(g′τ , g;ϕ
(n)
∞ ⊗ ϕ) df g
= N(det(v))−
m+2
4
∫
G+(Q)\G+(A)
θ(g′τ , g;ϕ
(n)
∞ ⊗ ϕ) d
T g
= 2E(τ, s0, λ(V+)f (ϕ)).
Here in the last step we use the Siegel-Weil formula and the expression in (2.17) for the special
value at s = s0 = κ− ρn of the Siegel-Eisenstein series.
If ϕ is K-invariant for a compact open subgroup K in G+(Af ), then, using (4.2), (4.4) and
(2.19), we have Siegel’s classical formula
(4.15) degtot(z(T, ϕ)♭ · cm−n) = 2
∑
j |Γj |
−1Rep+(T, ϕ)(gj)∑
j |Γj |
−1
= 2A(T, λVf (ϕ))
relating representation numbers and Fourier coefficients of Eisenstein series. This is the analogue
of Corollary 2.3.
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The analogues of Theorem A and Corollary 2.4 follow in the same way. We will not restate
them here. They imply that the product structure and inner product of classes z(T, ϕ)♭ in the
ring SC•(V+) are once again given by Fourier coefficients of pullbacks of Hilbert-Siegel Eisenstein
series. The product structure in the quotient ring is now much more subtle than that in SC•(V+)
♮,
as it involves the inner products (4.10) of the functions Rep+(T, ϕ) on G+(Q)\G+(Af ). For
example, if m = 2n is even and Ti ∈ Symn(F ) and ϕi ∈ S(V+(Af )
n), then
z(T1, ϕ1)
♭ · z(T2, ϕ2)
♭ =
∫
G+(Q)\G+(Af )
Rep+(T1, ϕ1)(g)Rep+(T2, ϕ2)(g) dg · c
m.
4.5. Another comparison. The results of Sections 4.3 and 4.4 imply that we again have a
comparison isomorphism.
Theorem 4.8. For a quadratic space V over F with d+(V ) even, let V+ be the associated totally
positive definite space. Fix an isometry ρV,V+ : V (Af )
∼
−→ V+(Af ). Let SC
•(V+) be the ‘special
cycle’ ring for V+ defined in Section 4.3, and let SC
•(V ) be the reduced special cycle ring defined
in Section 1.2. Then there is a linear map
ρV,V+ : SC
•(V ) −→ SC•(V+)
such that, for ϕ and ϕ′ matching as in (3.4),
ρV,V+ : zV (T, ϕ) 7→ zV+(T, ϕ
′)♭.
Moreover, this map is a ring homomorphism and an isometry.
Here we have added a subscript to indicate where the classes live.
Thus, the reduced special cycle rings SC•(V )K for the Shimura varieties Sh(V )K for such V
with d+(V ) even are all modeled on the subquotient SC
•(V+) of the truncated polynomial ring
H•(V+)K¯
∼
−→ Ccont(G+(Q)\G+(Af )/K¯)[c].
Here our choice of isometry ρV,V+ : V (Af )
∼
−→ V+(Af ) gives an identification G(Af )
∼
−→GSpin(V+)(Af ),
and we write K¯ for the image of K ⊂ G(Af ) in G+(Af ) = SO(V )(Af ).
5. Local matching conditions
It is interesting to see how much matching can occur in cases where the spaces V and V ′ are not
locally isometric at all places. For V and V ′ as in Proposition 3.4, there is a finite set of places
∆ = ∆(V, V ′) = { p | Vp 6≃ V
′
p } = { p | ǫ(Vp) = −ǫ(V
′
p) },
where the Hasse invariants ǫ(Vp) and ǫ(V
′
p ) differ. We fix an isomorphism
(5.1) V (A∆f )
∼
−→ V ′(A∆f ),
24 STEPHEN S. KUDLA
where the superscript ∆ means that the places in ∆ have been omitted. This gives isomorphisms
S(V (A∆f )
n)
∼
−→ S(V ′(A∆f )
n), ϕ 7→ ϕ′
for all n, compatible with the Weil representation and with tensor products. In particular, the
functions ϕ and ϕ′ are matching. The existence of matching pairs of functions in S(V (Af )
n)
and S(V ′(Af )
n) then reduces to a local problem at places p ∈ ∆.
5.1. Local matching conditions. In this section, we describe the conditions required for local
matching using the results of [10], for m even, and [18], for m odd. We change notation and let
F be a non-archimedean local field of characteristic 0 with a fixed non-trivial unitary additive
character ψ : F → C×. For a fixed m ≥ 1, let
G′ = G′n =
{
Spn(F) if m is even
S˜pn(F ) its metaplectic cover, if m is odd.
For a quadratic space V over F of dimension6 m and character χV , let ωV = ωV,ψ be the Weil
representation of G′ on S(V n). For the intertwining map
λV : S(V
n) −→ In(s0, χV ), λV (ϕ)(g
′) = ω(g′)ϕ(0), s0 =
m
2
− ρn,
to the degenerate principal series representation In(s, χV ) of G
′ at the point s0, we let
Rn(V ) = λV (S(V
n)) ⊂ In(s0, χV )
be the image. For a fixed quadratic character χ of F×, these submodules account for the
constituents of In(s0, χ). In the following description of the Rn(V )’s, for convenient reference,
we give more complete information than needed for our application to matching. For m even,
these results are quoted from [10], while, m odd the results are due to Sweet, [18].
We consider quadratic spaces V with χV = χ and we vary dimV = m. For a fixed m, the
isometry class of such a space V is determined by its Hasse invariant ǫ(V ) = ±1. In particular,
up to isometry, there are two such spaces Vm,±, except when m = 1 (resp. m = 2 and χ = 1),
in which case there is only one such space V1 (resp. V2). The ‘generic’ picture of the Rn(V )’s is
quite simple.
Proposition 5.1. (i) For 3 ≤ m < n + 1, or for m = 2, χ 6= 1, we have s0 < 0, and the
representations Rn(Vm,±) are irreducible and distinct. Their sum Rn(Vm,+)⊕Rn(Vm,−)
is the socle of In(s0, χ) and the quotient In(s0, χ)/Rn(Vm,+)⊕Rn(Vm,−) is irreducible.
(ii) For m = n + 1, we have s0 = 0. If n = 1 and χ = 1, R1(V2) = I1(0, χ) is irreducible.
Otherwise, the spaces Rn(Vn+1,±) are irreducible and distinct and
In(0, χ) = Rn(Vn+1,+)⊕Rn(Vn+1,−).
6Note the shift in notation from the previous sections.
ON THE SUBRING OF SPECIAL CYCLES 25
(iii) For n+1 < m < 2n, the spaces Rn(Vm,±) are maximal subspaces of In(s0, χ), In(s0, χ) =
Rn(Vm,+) +Rn(Vm,−), Rn(Vm,+) ∩Rn(Vm,−) is irreducible, and
In(s0, χ)/Rn(Vm,+) ∩Rn(Vm,−)
∼
−→ Rn(Vm′,+)⊕Rn(Vm′,−),
where m′ = 2n + 2 −m and the isomorphism is induced by the normalized intertwining
map An(s0, χ).
The same statement holds for m = 2n when χ 6= 1.
(iv) For m > 2n + 2, or if m = 2n+ 2 and χ 6= 1, In(s0, χ) = Rn(Vm,±) is irreducible.
The following ‘edge’ cases then complete the picture.
(a) For m = 1, we have s0 = −
n
2 . Then Rn(V1) is the unique irreducible submodule of
In(−
n
2 , χ), and the quotient
In(−
n
2
, χ)/Rn(V1)
∼
−→ Rn(V2n+1,−)
is irreducible.
(b) For m = 2, χ = 1, and n > 1, we have s0 = −ρn + 1. Then Rn(V2) is the unique
irreducible submodule of In(−
n
2 +
1
2 , χ) and the quotient
In(−
n
2
+
1
2
, χ)/Rn(V2)
∼
−→ Rn(V2n,−)
is irreducible.
(c) For m = 2n and χ = 1, we have s0 =
n−1
2 . Then In(
n−1
2 , χ) = Rn(V2n,+), Rn(V2n,−) is
its unique irreducible submodule, and
In(
n− 1
2
, χ)/Rn(V2n,−)
∼
−→ Rn(V2).
(d) For m = 2n + 1, we have s0 =
n
2 . Then In(
n
2 , χ) = Rn(V2n+1,+), Rn(V2n+1,−) is its
unique irreducible submodule, and
In(
n
2
, χ)/Rn(V2n+1,−)
∼
−→ Rn(V1).
(e) For m = 2n+2 and χ = 1, we have s0 = ρn. Then In(ρn, χ) = Rn(V2n+2,+), Rn(V2n+2,−)
is its unique irreducible submodule, and
In(ρn, χ)/Rn(V2n+2,−)
∼
−→ Rn(V0),
where we formally view the trivial representation as 1 = Rn(V0).
Moreover, each of the quotients occurring in cases (b)–(e) is induced by the normalized inter-
twining operator An(s0, χ), [10], [18].
Note that Rn(V1) is the even Weil representation of G
′
n.
Now return to the local matching problem and suppose that V and V ′ are quadratic spaces over
F of dimensions m =m+2 and character χ, but with opposite Hasse invariants. We now vary
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n with 1 ≤ n ≤m = m− 2. In particular, m ≥ 3. For ǫ = ±1, let
So(V nm,ǫ) = {ϕ ∈ S(V
n
m,ǫ) | λVm,ǫ(ϕ) ∈ Rn(Vm,−ǫ) },
so that, tautologically, for every ϕ ∈ So(V nm,±) there is a matching function ϕ
′ ∈ So(V nm,∓). Also
note that, since Rn(Vm,−ǫ) is a G
′
n submodule of In(s0, χ) and λV is intertwining, S
o(V nm,ǫ) is a
G′n-invariant subspace of S(V
n
m,ǫ).
Proposition 5.2. (1) For n < m2 − 1, or n =
m
2 − 1 and χ 6= 1, S
o(V nm,ǫ) = S(V
n
m,ǫ), and hence
for every ϕ ∈ S(V nm,±) there is a matching function ϕ
′ ∈ S(V nm,∓).
(2) For n = m2 − 1 and χ = 1, s0 = ρn. Then,
So(V nm,−) = S(V
n
m,−), S
o(V nm,+) = ker(An(ρn, χ) ◦ λV ),
and
S(V nm,+)/S
o(V nm,+)
∼
−→ Rn(V0) = 1 .
Similarly, for n = m2 and χ = 1, s0 = ρn − 1. Then,
So(V nm,−) = S(V
n
m,−), S
o(V nm,+) = ker(An(ρn − 1, χ) ◦ λV ),
and
S(V nm,+)/S
o(V nm,+)
∼
−→ Rn(V2).
(3) For n = m2 −
1
2 so that s0 = ρn −
1
2 =
n
2 ,
So(V nm,−) = S(V
n
m,−), S
o(V nm,+) = ker(An(ρn −
1
2
, χ) ◦ λV )
and
S(V nm,+)/S
o(V nm,+)
∼
−→ Rn(V1).
(4) For m2 < n ≤ m − 2, or for n =
m
2 and χ 6= 1, there are exact sequences induced by the
normalized intertwining operator An(s0, χ),
0 −→ So(V nm,±) −→ S(V
n
m,±) −→ Rn(Vm′,±) −→ 0, m
′ = 2n+ 2−m.
Remark 5.3. (i) For a fixed n, Proposition 5.2, together with the isomorphism (5.1), provides a
good supply of matching pairs to which Proposition 3.4 can be applied.
(ii) Comparison of inner products is more difficult to achieve, and it is not clear if one can expect
to find isomorphisms like that of Theorem 3.7.
(iii) For example, suppose that m =m+ 2 is even and χ 6= 1. Take n = 12m, i.e., m = 2n + 2.
Then by (iv), Rn(Vm,±) = In(s0, χ) and hence every function ϕ ∈ S(V
n
m,+) has a matching
function ϕ′ ∈ S(V nm,−). To compare an inner product of classes as in (i) of Proposition 3.6, we
would want to have ϕ1⊗ϕ2 matching ϕ
′
1⊗ϕ
′
2 as well. On the other hand, we have the sequence
of surjective maps
S(V nm,±)⊗ S(V
n
m,±) = S(V
m
m,±) −→ Rm(Vm,±) −→ Rm(Vm,±),
so that there can be no matching function when the image of ϕ1⊗ϕ2 in Rm(Vm,±) is non-zero.
This produces a supply of examples where the tensor products of matching functions are not
matching.
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