Semiclassical approximation of real-time quantum effects is analyzed with the aid of the semiclassical initial value representation ͑SC-IVR͒ and Wigner distribution functions. We utilize these two ingredients to propose a new version of the semiclassical correlation function that contains, in principle, all quantum-mechanical effects. The advantage of this formulation is that it allows for a stepwise approximation specifically for real-time quantum effects based on a gradual inclusion of more degrees of freedom into the integral responsible for interference. From numerical calculations, this procedure does not seem to depend significantly on the choice coordinates if all degrees of freedom are coupled. This freedom from the coordinate choice removes possible ambiguities in applying this method. Several example cases are presented to demonstrate the usefulness of this approach.
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I. INTRODUCTION
For small molecular systems with less than four atoms, quantum-mechanical effects are very important for all phenomena of interest. For larger and more complex chemical systems where the application of exact quantum methods is not possible, the role of quantum effects is still a subject with incomplete understanding. Due to recent advancements in semiclassical methods, and especially the semiclassical initial value representation ͑SC-IVR͒, [1] [2] [3] [4] [5] it is becoming more plausible to study these more complex systems. The question of how quantum effects manifest themselves is again a problem of interest.
Quantum effects in complex molecular systems arise roughly in two different situations. The first kind is associated with equilibrium averages of the form C eq ϭtr͓Â B ͔, ͑1.1͒
where Â might involve the quantum-mechanical Boltzmann operator and B can be any observable. An average of this type can be exactly represented by an integral over Wigner distribution functions 6 C eq ϭ͑2ប ͒ ϪF ͵ dp 0 ͵ dq 0 A w ͑ p 0 ,q 0 ͒B w ͑ p 0 ,q 0 ͒,
͑1.2͒
where the Wigner distribution of an operator Â is defined as 
͑1.3͒
Assuming the Wigner distributions can be obtained, the equilibrium average of Eq. ͑1.2͒ is in principle straightforward. For nonequilibrium averages that involve time evolution operators, i.e., a time correlation function C AB ͑ t ͒ϭtr͓Â e iĤ t/ប B e ϪiĤ t/ប ͔, ͑1.4͒
the situation is more complex. Here, quantum effects arise not only from the quantum nature of operators Â and B , but also from the time evolution operators. These additional quantum interference and coherence effects from the time evolution is what we call ''real-time quantum effects.'' This paper is devoted to ways of approximating these real-time quantum effects using semiclassical methods. Without resorting to fully exact quantum methods, the semiclassical initial value representation ͑SC-IVR͒ provides a way of calculating the quantum correlation function of Eq. ͑1.4͒. Classical quantities such as trajectories and actions are used to describe all zero-time ͑equilibrium͒ quantum effects as well as real-time quantum effects. However, implementation of the SC-IVR is still limited to small molecular systems due to the oscillatory integrals it involves. It is then natural to search for further approximations to the SC-IVR. At the most approximate level, it was found recently that making a linearized approximation to the trajectories and actions in the SC-IVR, correlation function of Eq. ͑1.4͒ can be reduced to what is called the linearized SC-IVR ͑LSC-IVR͒ 7,8 result SC-IVR treatment can capture most of them ͑at least qualitatively͒, then one would like to start from the most approximate version of theory, i.e., LSC-IVR, and gradually approach the full SC-IVR correlation function. This is the strategy we employ in this paper. We first propose a new semiclassical expression that includes the Wigner functions in Eq. ͑1.5͒ as well as the quantum interference effects. We find that real-time quantum effects arise from a single integration over a phase space cell centered at each phase space point of a Wigner distribution function. This expression also demonstrates that classical mechanics emerges from semiclassical mechanics when this integral averages to the classical result.
Since we isolate the integral responsible for quantum interference, approximations to the real-time quantum effects alone can be readily made. Specifically, we use a stepwise approximation of the phase space cell integral and perform the integration over some degrees of freedom via the linearized approximation and the others exactly. This kind of approach was suggested before by Sun and Miller. 11, 12 In this work, we find that the way of dividing these degrees of freedom does not depend on one's particular choice of coordinates. Rather, real-time quantum effects are directly correlated with the number of degrees of freedom in the integral that are performed exactly. At the lowest level, we simply have the standard LSC-IVR result, and at the highest level we also recover the full SC-IVR correlation function. This method then is a general approach of gradually obtaining the full quantum-mechanical correlation function. We note that recently, a forward-backward IVR 13, 14 ͑FB-IVR͒ formulation was introduced for approximating quantum effects in semiclassical correlation functions. Within the FB-IVR, two classical trajectories are run with one forward in time and one backward in time. The initial condition of the backward trajectory is generally a phase space jump from the end point of the forward one. In this fashion, the oscillatory problem is ameliorated somewhat because the forward-backward trajectories cancel some of each other's phase contributions. In the current approach, by integrating out some degrees of freedom in the interference term, the actual classical trajectories that go into the calculation are only different in initial conditions in a few degrees of freedom. Therefore, this method also has favorable cancellation of the phases in the integrand. From numerical tests, the approximations we describe generally simplify the calculations greatly so that correlation functions cannot be obtained with the full SC-IVR are now possible. Section II derives a semiclassical correlation function that utilizes the coherent state IVR and Wigner distributions. In Sec. III, the stepwise approximation is applied to yield a correlation function which is less oscillatory. The two questions asked in the previous paragraph are then addressed along with some example calculations in Sec. IV. Section V discusses other possible approximations based on the correlation function of Sec. II, and Sec. VI concludes.
II. SEMICLASSICAL CORRELATION FUNCTIONS WITH WIGNER DISTRIBUTIONS
The starting point is the coherent state version 15, 16 of the SC-IVR which can be expressed as the following approximation to the quantum-mechanical time evolution operator:
͑2.1͒
where (p 0 ,q 0 ) are the initial conditions of the classical trajectory (p t ,q t ), S t (p 0 ,q 0 ) is the classical action at time t, and C t is the determinant of the FϫF ͑F being the total number of degrees of freedom͒ matrix
͑2.2͒ its various parts are the submatrices of the 2Fϫ2F monodromy matrix
͑2.3͒
The coherent states are defined as
For the quantum-mechanical correlation function of Eq. ͑1.4͒, the insertion of Eq. ͑2.1͒ for the time evolution operators yields the following double integral over phase space:
͑2.5͒
One sees that the calculation involves two classical trajectories with initial conditions (p 0 ,q 0 ) and (p 0 Ј ,q 0 Ј). For comparison, the corresponding classical correlation function is a single phase space integral over initial conditions of the form
where A cl and B cl are classical distributions resembling the operators Â and B . The correlation function of Eq. ͑2.5͒ clearly contains information ͑quantum effects͒ not found in the classical counter part of Eq. ͑2.6͒. However, in practice, the calculation of Eq. ͑2.5͒ is usually difficult due to the oscillatory nature of the integrand. 17 And, as one tries to tackle more complex systems, obtaining the monodromy matrix also becomes a bottleneck. In Appendix A, a method of calculating M(t) along with its adiabatic approximation is discussed. But, it is clear that both of these problems must be remedied before SC-IVR can be routinely used.
As we have discussed in the Introduction, the LSC-IVR expression of Eq. ͑1.5͒ does have all the zero-͑and short-͒ time quantum effects included. It also has a form very much like the classical correlation function of Eq. ͑2.6͒ and is therefore somewhat easier to calculate than the full SC-IVR of Eq. ͑2.5͒. However, it does not have any of the real-time interference/coherence effects of the full SC-IVR correlation function. Thus, a desirable theory for the real-time quantum effects is one that can smoothly connects these two regimes. In order to obtain an expression with these features, we make use of the following inverse Wigner transformation relation:
where, by inspection, one sees that
The coherent state matrix element of Â can be written as
where
Thus, ͗p 0 q 0 ͉Â ͉p 0 Јq 0 Ј͘ is a Wigner function smoothed over with a Gaussian in phase space. In the limit of A w (p,q) varying slowly within a phase space cell defined by the Gaussian factor e Ϫ␥(qϪq 0 ) 2 Ϫ(pϪp 0 ) 2 /␥ប , the following approximation is valid under the integral sign in Eq. ͑2.9͒:
and integration over (p,q) yields
Inserting this approximation for the coherent state matrix element, the semiclassical correlation function of Eq. ͑2.5͒ now becomes
͑2.13͒
Thus, for each phase space point (p 0 ,q 0 ), one integrates over pairs of classical trajectories with initial conditions (p 0 Ϯ⌬p/2, q 0 Ϯ⌬q/2) to obtain the proper phase and coherence information. Equation ͑2.13͒ is interesting in several ways. First, at tϭ0, this expression reduces to the standard exact phase space average of Eq. ͑1.2͒. Second, if one were to make the linearized approximation ͑as shown in Appendix B͒ to the trajectories, or perform the integral over the (⌬p,⌬q) variables via stationary phase, one also reproduces the linearized IVR result of Eq. ͑1.5͒. Without making these approximations, one sees that it is only the integral over (⌬p,⌬q) that is responsible for interference; therefore, this version of the semiclassical correlation function is especially advantageous for further approximations on the real time quantum effects alone. Last, Eq. ͑2.13͒ clearly demonstrates the origin of quantum interference effects in the semiclassical limit. Classical trajectory that starts in the vicinity of (p 0 ,q 0 ) interferes strongly with neighboring trajectories within the phase space cell defined by the distribution
Therefore, in accordance with the Heisenberg uncertainty principle, there is a smearing of details within these phase space cells. Classical behavior arises when the interference averages to the classical result. It is clear that in order to obtain any quantum interference effects, one must perform the integral over (⌬p,⌬q) in Eq. ͑2.13͒ in a tractable way. One would like to start with the LSC-IVR expression, i.e., doing the second integral with the linearized approximation, and gradually include more and more quantum effects until one has the full correlation func-tion. One way of implementing this strategy is to make the linearized approximation on some degrees of freedom in (⌬p,⌬q) and not on others. This way, if we steadily increase the number of degrees of freedom that are performed exactly, we will, by definition, obtain the full SC-IVR at the end. The hope is that this step by step process will obtain these quantum effects before one has to integrate over all degrees of freedom exactly. And, in order for this to be an acceptable approach for approximating quantum effects, one should not have to be concerned with choice of coordinates. These issues are discussed in the next section.
III. REAL-TIME QUANTUM EFFECTS IN STEPS
Starting from the correlation function of Eq. ͑2.13͒, we implement the strategy of using the linearized approximation on some degrees of freedom only, but not on others. We first simplify the notation by writing the phase space variables (q,p) as a 2F dimensional vector z. (⌬p,⌬q) in Eq. ͑2.13͒ now becomes ⌬z. Then, we can imagine separating ⌬z into two sets of orthogonal of vectors ⌬z 1 and ⌬z 2 each of dimensions 2M and 2N, respectively (M ϩNϭF). We then expand 11 the trajectories and actions in terms of the ⌬z 2 variables, i.e.,
and
S t ϪS t ЈϷS t ͑ z 0 ϩ 1 2 ⌬z 1 ͒ϪS t Ј͑z 0 Ϫ 1 2 ⌬z 1 ͒ ϩ 1 2 ͑ z t •V•M•⌬z 2 ϩz t Ј•V•MЈ•⌬z 2 ͒Ϫp 0 •⌬q 2 ,
͑3.2͒
where the matrices M and MЈ are
͑3.3͒
These derivatives are taken with respect to components of z 0 and z 0 Ј that are in the direction of ⌬z 2 and therefore are of
is of dimension 2Fϫ2F. With these approximations, the integration over ⌬z 2 can be performed analytically to give the correlation functions as
where z 0 ϭz 0 ϩ⌬z 1 /2, z 0 Јϭz 0 Ϫ⌬z 1 /2, z t ϭz t (z 0 ), z t Ј ϭz t (z 0 Ј), and
͑3.6͒
The above equation is in the form of a Gaussian integral for which the result is
where the matrix U and the vector b can be read off from Eq. ͑3.6͒. After these manipulations, one only need integrate over ⌬z 1 variables in Eq. ͑3.5͒ and thus simplify the calculation.
The approximate semiclassical result of Eq. ͑3.5͒ can be considered as a generalization of the mixed semiclassicalclassical treatment introduced by Sun and Miller. 11, 12 The advantages of the current approach are: first, the development here is based on the coherent state SC-IVR which is the most practical of IVRs. Second, after the integration over ⌬z 2 , ⍀(z 0 ,⌬z 1 ) is complex and does not suffer from singularities. Third, the current approach allows for any choice of the operators Â and B and is thus applicable for any correlation function. Finally, it is important to note that so far, we have not assumed a specific separation of ⌬z 1 and ⌬z 2 .
Separating ⌬z into ͑⌬z 1 , ⌬z 2 ͒ and treating the dependence on ⌬z 2 approximately suggests that we have invoked the type of approximation where the primary part of the system, ⌬z 1 , is treated exactly and the secondary system, ⌬z 2 , is less important and therefore treated approximately. One can imagine that we must choose the primary system carefully to prevent erroneous results. However, we find that the choice of the primary system is not a crucial parameter. Shortly, we will discuss several numerical examples where a nonlinear potential ͑double well or Morse oscillator͒ is coupled to a set of harmonic oscillators. At first glance, it seems that the choice of the primary system is clear; it should involve the anharmonic degrees of freedom. Our results show that even if the harmonic degrees of freedom are chosen as the primary degrees of freedom, and the anharmonic coordinates are included in ⌬z 2 , Eq. ͑3.5͒ gives essentially the same results. In fact, we find that this approximate approach is insensitive to one's coordinate choice for ⌬z 1 if all degrees of freedom are coupled. All choices of the primary system give the same set of peaks in the correlation functions, so that even when the harmonic degrees of freedom are chosen as the primary system, features due to nonlinear nature of dynamics are not missed. The results, however, do depend on the number of degrees of freedom in ⌬z 1 . As we will demonstrate, by including more degrees of freedom in the ⌬z 1 , the comparisons become more favorable to the exact quantum results.
The exact reason for the lack of dependence on the coordinate choice is somewhat unclear. However, there are several plausible explanations. First, the approximations described here are only performed on the ⌬z variables and z 0 are not separated. Therefore, the system is not divided into two parts for all the variables. Second, the linearized approximation is indeed an accurate approximation for short times; therefore, for short times all degrees of freedom are described correctly. Last, for longer times, it appears that the important quantity in Eq. ͑3.5͒ that needs to be sampled properly is the distribution
͑3.8͒
i.e., a phase space cell at time t. If all degrees of freedom are coupled, an initial displacement can be mapped to any direction in phase space by the nonlinear nature of the dynamics. Therefore, one can effectively integrate the distribution of Eq. ͑3.8͒ with initial displacement in only a few directions. And, since ⌬z t
2 generally grows rapidly with time, initial displacements in all directions probably lead to pairs of trajectories that contribute little to the integrand. For very chaotic systems, these observations are more true and Eq. ͑3.5͒ should be even more applicable. However, if there are weakly coupled degrees of freedom, then the phase space is not effectively mixed among all degrees of freedom; the results do depend on one's choice of coordinates.
The important parameter in applying Eq. ͑3.5͒ seems to be the number of degrees of freedom included in ⌬z 1 , i.e., M . By including more and more coordinates into the primary system, the results can be gradually improved. We will show that, sometimes, real-time quantum effects are not captured until all degrees of freedom are included in ⌬z 1 , but sometimes they can be described before that point. This gives one a measure of how many degrees of freedom are involved in the construction of quantum effects.
IV. TESTS OF THE APPROXIMATIONS ON EXAMPLE PROBLEMS
In this section we apply the approximate correlation function of Eq. ͑3.5͒ to several test problems. In these examples, all degrees of freedom are coupled, although the dynamics in these systems are generally not chaotic. But, as we have discussed, this method should be even more appropriate for the chaotic systems. Therefore, those types of examples are not studied for now.
A. Morse oscillator coupled to two harmonic modes
The Hamiltonian for a system coupled to a harmonic bath is the usual
͑4.1͒ where for the present case, Fϭ3 and
with constants V 0 ϭ0.17 a.u., aϭ0.4 a.u., 2 ϭ900 cm Ϫ1 , 3 ϭ1400 cm
Ϫ1
, and m i ϭ1836.1 a.u. The coupling c 2 and c 3 are allowed to vary as described below. The correlation function we calculate is of the form of Eq. ͑1.4͒ with the operator Â ϭB ϭ͉͉͗͘ where
where the center of the wave packet is placed at q 0 ϭ(2.5,0,0) a.u. and the initial momenta are set to zero. For this choice of operators, the Wigner functions corresponding to the operators Â and B are A w ͑ p,q͒ϭB w ͑ p,q͒ϭ2
͑4.4͒
In these calculations performed using Eq. ͑3.5͒, the coupling constants c 2 /m and c 3 /m are changed from 0.2 cm Ϫ1 to 0.5 cm Ϫ1 . For of these values of coupling, all degrees of freedom are well coupled. Figure 1 displays the correlation function with ⌬z 1 ϭ(⌬q 1 ,⌬ p 1 ) and ⌬z 2 ϭ(⌬q 2 ,⌬q 3 , ⌬p 2 ,⌬ p 3 ) compared with the exact quantum correlation function. Figure 2 shows the comparison for the higher coupling case. The results clearly show that the quantum correlation function can be mostly captured by the current approach. To investigate the coordinate dependence of ⌬z 1 , Fig. 3 shows the semiclassical correlation function calculated with ⌬z 1 ϭ(q 2 ,p 2 ) and ⌬z 2 ϭ(q 1 ,q 3 ,p 1 ,p 3 ); the results are essentially identical with that of Fig. 1 . In fact, we have performed calculations where the separations are based on normal mode coordinates centered at the bottom of the well and also at the center of the initial wave packet (q 0 ); the results are not changed in any of these choices.
If this approximation does not depend on the way of partitioning the system, then does it depend on the number of degrees of freedom included in ⌬z 1 ? To answer this, we examine the choice ⌬z 1 ϭ(⌬q 1 ,⌬q 2 ,⌬ p 1 ,⌬ p 2 ) and ⌬z 2 ϭ(⌬q 3 ,⌬ p 3 ). And, as we observe in Fig. 4 , there is no substantial change in the result. Therefore, at least for this system, most of the quantum interference effects can be captured by making displacements in one degree of freedom only.
Note that by integrating out ⌬z 2 , Eq. ͑3.5͒ is much easier to converge with respect to the number of trajectories. This is because of the factor C t (z 0 )C t *(z 0 Ј)/det(U) is much better behaved than C t (z 0 )C t *(z 0 Ј). As a result, we can obtain a very good correlation function for times as long as 250 femtoseconds with less than 10 4 trajectories. 
B. Double well coupled to two harmonic modes
Turning our attention to a more challenging system, the Hamiltonian has the same form as Eq. ͑4.1͒ but with
where 1 ϭ500 cm Ϫ1 and V 0 ϭ2085 cm
Ϫ1
, the masses are the same as before, and 2 ϭ400 cm Ϫ1 , 3 ϭ600 cm Ϫ1 . The correlation function we calculate is again a Gaussian survival probability. The center of the Gaussian is placed at q 0 ϭ(Ϫ2.5,0,0) a.u. and the coupling constants c 2 /m and c 3 /m are 0.2 cm Ϫ1 . Figure 5 shows the correlation function obtained from Eq. ͑3.5͒ with ⌬z 1 ϭ(⌬q 1 ,⌬p 1 ) and ⌬z 2 ϭ(⌬q 2 ,⌬q 3 , ⌬ p 2 ,⌬p 3 ). One sees that in this case, the comparison to the exact quantum ͑and LSC-IVR͒ results is not very favorable. However, again, the semiclassical result is not dependent of the choice of coordinates. By going to normal mode coordinates, or making ⌬z 1 ϭ(⌬q 2 ,⌬p 2 ) and ⌬z 2 ϭ(⌬q 1 ,⌬q 3 ,⌬p 1 ,⌬p 3 ) ͑shown in Fig. 6͒ , the semiclassical correlation functions are essentially unchanged. The results can be improved, however, if one includes two degree of freedom in ⌬z 1 , e.g., ⌬z 1 ϭ(⌬q 1 ,⌬q 2 ,⌬p 1 ,⌬p 2 ). This is shown in Fig. 7 . Again, the choice of which coordinates to include in ⌬z 1 is unimportant. One sees that most of the correlation function is better represented with the semiclassical result, though at this level it is only somewhat better than the LSC-IVR correlation function. Therefore, for this system, if one wants to capture all the differences between the LSC-IVR and the quantum correlation function, one needs to explicitly integrate over all degrees of freedom in ⌬z 1 .
These findings are in agreement with our stepwise program of converging to the quantum correlation function: by systematically increasing the number of degrees of freedom in ⌬z 1 , one can attempt to see if convergence can be reached before including all degrees of freedom. The amount of effort, i.e., the number of trajectories needed for the calculation, usually increases as the number of degrees of freedom in ⌬z 1 is increased. However, in these examples we have studied, as long as M ϽF, the numerical effort is always much less than the full semiclassical calculation. In fact, for all of the examples studied here, full semiclassical calculations do not seem feasible.
In a calculation with many degrees of freedom, one usually does not know the quantum-mechanical result. In order to calculate correlation functions with this approach, one should start with one or two degrees of freedom included in ⌬z 1 and gradually increase the number of coordinates. If the quantum effects are not very important, one should have a converged correlation function after including a few degrees of freedom. It is also helpful to perform the LSC-IVR calculation to see the converged results are indeed different from the linearized results.
C. Rate constant for a double well coupled to ten harmonic modes
The last example we study is the flux-step correlation function 18 for calculating quantum-mechanical rate constants. The correlation function is defined as 
͑4.7͒
and h B is the step function defining the product region B.
The Hamiltonian for this problem is chosen to be the form of Eqs. ͑4.1͒ and ͑4.5͒ with Fϭ11 and the parameters are identical to a forward-backward IVR calculation published earlier. 13 The operators Â and B are chosen as
The Wigner transformation of ĥ B ͓s(q)͔ is simply h B ͓s(q)͔. However, for the Wigner transformation of Â , the normal mode at the transition state approximation is made, i.e., the Hamiltonian for the Boltzmann factor e Ϫ␤Ĥ /2 , is taken to be
where † is the imaginary frequency of the unstable normal mode at the transition state and i are the stable frequencies. V 0 † is the potential at the saddle point. This approximation to the Boltzmann operator give an analytic formula for the Wigner distribution of A w
where u † ϭប␤ † /2 and u i ϭប␤ i /2. The normal mode approximation is only made in the Wigner function; the classical trajectories and actions are all computed with the exact Hamiltonian.
For this system, the mixed semiclassical result is again independent of the choice of coordinates. To see how the correlation function depends on the number of degrees of freedom included in ⌬z 1 , Fig. 8 shows the correlation function with the inclusion of one and three degrees of freedom along with the LSC-IVR result. LSC-IVR is known to be accurate up to the first plateau in the correlation function. From this figure, one sees that one to three degrees of freedom are not adequate as they do not obtain the initial plateau accurately. The results are improved, however, if one in- cludes four or five degrees of freedom in the calculation ͑shown in Fig. 9͒ . One sees that the initial plateau is well represented and longer time behavior of the correlation function also follows the LSC-IVR results closely, although the oscillations are still not completely averaged out in the correlation function for five degrees of freedom. Neglecting these unphysical oscillations, the real-time quantum effects in this problem are essentially negligible.
The calculation for this problem does become progressively more costly as one includes more degrees of freedom. For instance, the six degrees of freedom calculation is already quite difficult to converge, although no substantial differences are observed with six. Therefore, we believe for this problem, five degrees of freedom gives the correct answer.
V. DISCUSSION AND CONCLUSIONS
In this paper, we presented a general method of approximating real-time quantum effects in complex molecular systems. We started from the coherent state IVR form of a generic quantum correlation function and reduced it into a form based on Wigner distribution functions. We then proposed a stepwise approximation of real-time quantum interference effects based on integrating out some degrees of freedom using the linearized expansion. From numerical calculations of several simple examples, it is found that this approximation seems to be independent of one's coordinate choice and is therefore quite general.
In a semiclassical calculation involving hundreds of de- grees of freedom, provided that one can obtain the various ingredients that go into these semiclassical expressions, the recipe for calculating real-time quantum effects is then quite clear. One should first identify the parts of the system that are strongly coupled and integrate out the parts that are weakly coupled via the linearized approximation. For the strongly coupled part, one can then further reduce the effort by integrating out more degrees of freedom gradually, in the fashion suggested in this paper. Comparison to the classical correlation function along the way is always helpful to determine if quantum effects are indeed important. More applications of this recipe are needed to fully demonstrate its robustness.
If the approach suggested in this paper and several other methods that are being investigated can indeed control the oscillatory integrand problem, then the semiclassical theory of real-time quantum effects can be considered developed. There are still obstacles if one would like to bring these semiclassical methods to the very large systems such as reactions of large molecules in hundreds of solvent molecules. As it stands, with hundreds of degrees of freedom, quantities such as the monodromy matrix and Wigner distribution functions are difficult to obtain. More focus on these topics is needed for the future. 
APPENDIX A: CALCULATING THE MONODROMY MATRIX
The monodromy matrix defined in Eq. ͑2.3͒ is traditionally calculated via a set of equations of motion in the Hamiltonian form, i.e., if zϭ(q,p), then the Hamilton's equations of motion is written as
where J is the 2Fϫ2F simplectic matrix Jϭ ͩ
I
ϪI 0 ͪ .
͑A2͒
Taking the derivative with respect to the initial conditions of both sides, we obtain where U i is the orthogonal matrix that diagonalizes J
• (‫ץ‬H)/(‫ץ‬z i ‫ץ‬z i ) and ⌫ i is the diagonal eigenvalue matrix of J• (‫ץ‬H)/(‫ץ‬z i ‫ץ‬z i ). The adiabatic approximation says that
and the resulting monodromy matrix can be written as
Thus, one finds the eigenvalues of the matrix J
• (‫ץ‬H)/(‫ץ‬z i ‫ץ‬z i ) for each time step and integrates them to the final time t.
It is important to note, however, that even though the adiabatic approximation will most likely decrease the number of times steps in the calculation, it does not fundamentally remove the F 2 scaling in the monodromy matrix calculation. As one tries to apply these semiclassical methods to larger systems, this scaling will become the most cumbersome bottleneck.
APPENDIX B: FULL LINEARIZED APPROXIMATION FOR THE COHERENT STATE CORRELATION FUNCTION OF EQ. "2.13…
Beginning with Eq. ͑2.13͒, it is easy to see that after a linearized approximation to the trajectories and actions, one is left with the following integral:
͵ dp 0 ͵ dq 0 A w ͑ p 0 ,q 0 ͒ 
͑B1͒
The integration over (⌬p,⌬q) is analytic and the result is
where A is a 2Fϫ2F matrix
