Today's massive news streams demand the automate analysis which is provided by various online news explorers. However, most of them do not provide sentiment analysis. The main problem of sentiment analysis of news is the differences between the writers and readers attitudes to the news text. News can be good or bad but have to be delivered in neutral words as pure facts. Although there are applications for sentiment analysis of news, the task of news analysis is still a very actual problem because the latest news impacts people's lives daily.
Introduction
In news, sentiments are conveyed in a subtle manner without the use of explicit sentiment bearing words, and their detection requires contextual knowledge. Most research conducted in the field of sentiment analysis has been done for the English language (Zhang and S. Skiena (2010) , Liu B. and Zhang L. (2012) ), some more for European Union languages whereas far less research has been completed for East European languages including Ukrainian and Russian.
Sentiment analysis of user generated content has been the focus of many researches; however, mass media news articles deserve the attention of these researches as well. Sentiment analysis of the news helps make their image more transparent, as possible biases in different news sources can be uncovered. The lack of research in this field was the motivation for the current work.
In comparison with the other domains, like product reviews, sentiment polarized words are used less frequently and sentiments are conveyed by complex structures and contextual knowledge as a way for journalists to seem more objective than they actually are. Many newspapers at least want to give an impression of objectivity and journalists desist from using obviously positive or negative vocabulary. This causes the sentiment classification task to become very challenging as we need to find domain-specific methods to handle this complexity.
The paper is organized as follows: in the next Section we describe related work. In Section 3 we described the corpus, its annotation and inter-rater agreement. In Section 4 we present the sentiment analysis experiments. Section 5 interprets the results; this part contains conclusions and future work.
Related Work
In recent years, sentiment analysis has been developing faster; it is connected with the growth of online texts and social networks. Some surveys about this area were presented in works Zhang and Skiena (2010) , Liu and Zhang (2012) .
In (Shriniwas Doddi, Haribhakta, Kulkarni, 2014 ) the authors proposed a platform for serving good news and create a positive environment. They used SVM for sentiment analysis of news in English. Zhai et al. (2009) developed Java data processing code and used the Stanford Classifier to quickly analyze financial news articles from The New York Times and predict sentiment in the articles. They used Naïve Bayes classifier.
In (Godbole, 2007 ) the author proposed a system that assigns scores indicating positive or negative opinion to each distinct entity in the text corpus. Their system consists of a sentiment identification part, which associates expressed opinions with each relevant entity, a sentiment aggregation and scoring phase, which scores each entity relative to others in the same class. Azar (2009) analyzed the numerical information found in financial markets and the verbal information reported in the financial news to classify the news in two classes: positive and negative. The author showed that the performance of Support Vector Machines was comparable to human performance.
In (Kalyani, Bharathi and Jyothi, 2016 ) the authors compared results obtained using Random Forest: the resulting accuracy varied from 88% to 92%. SVM accuracy was around 86%. Naive Bayes algorithm performance was around 83%.
Recently, deep learning has become a popular method for the sentiment analysis. Lina Maria Rojas-Barahona (2016) and Duyu Tang, Bing Qin, Ting Liu (2015) provide an overview of deep learning for sentiment analysis in order to place these approaches in context.
In the work authors (Cıcero Nogueira dos Santos and Maıra Gatti, 2014) use deep learning for the Stanford Sentiment Treebank with the accuracy of 86.4%.
In (Koltsova, Alexeeva and Kolcov, 2016 ) the authors described the development of a system for Russian language sentiment analysis. This system included: a publicly available sentiment lexicon, a publicly available test collection with sentiment markup and a crowdsourcing website for such markup. The sentiment lexicon was aimed at detecting sentiment in user-generated content (blogs, social media) related to social and political issues. Loukachevitch and Levchik (2016) in their paper presented the Russian sentiment lexiconRuSentiLex. The current size of the lexicon is more than ten thousand words and phrases. The lexicon entries were classified according to four sentiment categories (positive, negative, neutral, or positive/negative) and three sources of sentiment (opinion, emotion, or fact).
The news sentiment analysis is different from that of other text types. (Balahur, et al., 2013) emphasized that there are several specific problems related to this type of texts; one of them being the problem of positive or negative opinion from good or bad news separation. This problem becomes more evident in the process of news manual annotation ). Annotators tend to misinterpret the author intention and mark their interpretation as the true sentiment of the text. In ) the annotation experiments of news quotations annotator agreement even for these short pieces of text was relatively low, below 50%. Only for two steps of reannotation of the same quotations they managed to reach 80% agreement creating detailed annotation guidelines with multiple examples and explanations. (Bakken et al., 2016) adapted the ) methodology in their annotation experiment and annotation made by the first two authors of the paper reached an agreement of 76%. (Ellis et al., 2014) also stated that in news video transcripts or news articles, the sentiment attached to a statement can be much less obvious. An example presented in the paper demonstrated this: "take the statement that has been relevant in the news in the past year, 'Russian troops have entered into Crimea'. This statement by itself is not polarizing as positive or negative and is in fact quite neutral. However, if it was stated by a U.S. politician it would probably have very negative connotations and if stated by a Russian politician it could have a very positive sentiment associated with it." The annotation was made using Amazon Mechanical Turk and each annotation unit obtained three independent annotations. The paper did not report annotation agreement although they mentioned that around 6% of examples were discarded due to the disagreement of annotators.
In the papers which describe various types of manual annotation , Navarro et al., 2005 , Melzi et al., 2014 several reasons of the poor inter-annotator agreement were listed. The ambiguity of the annotation units and subjectivity of the annotators were one of the main problems encountered in this process. A really high in-ter-annotation agreement can be reached only after several turns of annotations by the same annotators and iteratively improved annotation instructions.
In (Mihalcea, Strapparava, 2010) each news headline in the corpus was annotated by six annotators which had not received any additional instructions, hence, annotated their own sentiments triggered by the text. Then they calculated average annotation of the headlines.
In (Melzi et al., 2014) master students annotated health forum messages with six basic emotions and the calculated Fleiss Kappa (Artstein and Poesio, 2008) was relatively low: 0.26. They explained such disagreement by the variability between people and specifics of the corpus texts. Nevertheless, they continued with automating sentiment classification experiments which give reasonably good results (best F-measure = 0.65).
Experiments

The Data for Annotation
We used two data sets of Ukrainian (https://tsn.ua/) and Russian (http://censor.net.ua/) news. The Ukrainian corpus contains 5,817 news texts and the Russian corpus contains 10,194 news texts. Some statistics are shown in Table I .
The initial set of files was quite large but the great part of these files was neutral. As there was news, not user's comments they were delivered in comparatively neutral texts. Even if the author's attitude was present in a text, it was expressed implicitly, mostly without sentiment bearing words. However, we decided to use sentiment lexicons in order to select the most interesting files. The used sentiment lexicons for Russian (Bobicev et al., 2010) and Ukrainian (Kanishcheva, 2017) were created on the base of WordNetAffect (Strapparava and Valitutti, 2004) . WordNetAffect in its turn was created starting from WordNet DOMAINS (Magnini, B., Cavaglia, 2002) . WordNet-Affect produces an additional hierarchy of the effective domain labels, independent from the domain hierarchy for the synsets that represent affective concepts. Only a part of WordNet-Affect synsets provided as a resource for the SemEval-2007 "Affective Text" by Strapparava and Mihalcea (2008) was used for Russian and Ukrainian lexicon creation. There were terms grouped in six subsets in accordance with six basic emotions (Ekman, 1992) : anger, joy, surprise, sadness, disgust, fear. Below is presented an example of synset:
a#01943022 awed awestruck awestricken in_awe_of
The created lexicons are comparatively small; the total number of translated synsets is 248 and the number of Russian and Ukrainian words is around 2,000. Sentiment words from the lexicons were compared with the words from the texts. For most text, no one word matched lexicon's terms; these texts were discarded as neutral. If there were some words in texts which matched lexicon terms we left them for the annotation as possible sentiment bearing.
After the filtering described above, 2,018 Russian and 2,133 Ukrainian news texts were left for the manual annotation. For annotation was presented only texts without any additional metainformation such as date, author etc.
The Annotation and Inter-Annotator Agreement
The annotation was performed by Kharkiv Polytechnic Institute students via the online interface 1 . Around 40 students participated in annotation of each part, Russian and Ukrainian yielding in 7,248 annotations for Russian texts and 6,733 annotations for Ukrainian. Starting the annotation students selected the topic they were willing to work with and the interface randomly selected texts from the folder and offered students. The question they answered was: What sentiments does this text evoke? They also could add some comments if they considered necessary. Finally, each text was annotated by 2 to 5 students using three labels: positive, negative, neutral. The average number of annotators per text was 3.59 for Russian and 3.2 for Ukrainian texts. Interannotator agreement calculated on these texts was extremely low: Fleiss Kappa = 0.14 for Ukrainian texts and Fleiss Kappa = 0.24 for Russian.
In the case of Ukrainian text, two annotators selected one label and one annotator selected another label for 2/3 of them. Even if in this case we may use the label selected by two annotators as the right one, such distribution of votes is actually identical to the distribution "by chance" and Fleiss Kappa for such annotation is equal to 0.
Nevertheless, we selected the final label by majority voting. This means that for all texts we selected the label which was attached by majority annotators. In the cases, when the text was annotated with three labels and one label was selected by two annotators this label was selected as the final one.
The statistics of documents selected for the annotation are presented in the TABLE II. and TA-BLE III. Figures 1 and 2 show the final statistics about the agreement of our data sets. The number of news texts is presented for each emotion category (positive, negative and neutral). 
Ambiguous Texts
In this section, we try to analyze reasons of such ambiguous estimation of the news. We explored the news which received three different labels (negative, neutral, positive) from all three annotators. The statistics on these texts are shown in Table IV. For each category Society, Politics, Incidents, Sport, Economics we extracted named entities (Location, Person, Organization) as we hypothesized that these elements influence the user opinion about the texts. News should be neutral and not impose any opinion. However, the person reading the news has her/his own subjective opinion on this or that object/event/person and this opinion is influence the news evaluation. This is the reason why some of the news have been marked quite ambiguously (TABLE IV. ). In TABLE V. we present entities from completely ambiguous texts and compare with the entities from the unambiguous news. The extracted entities can be divided into several groups. The first group of named entities such as USA Congress, the US Senate, The German Foreign Ministry etc. have been met only with the ambiguous news.
The second group, such as The Verkhovna Rada, Arseniy Yatsenyuk etc. have been met in two categories: positive and negative. Possibly that's why these entities appeared also in the ambiguous texts. The third group of entities (The International Monetary Fund (IMF) , Ukraine) has been met quite often in all categories because these entities are very popular for Economics category and for Ukraine in general Next, we analyzed the frequency of term IMF and we can see that it has been met more frequently in the negative context of news. Also, such entity as Arseniy Yatsenyuk appeared in positive and negative categories because this politician was at the politic arena of Ukraine in 2016 (our data set was created during the 2016 year) and people who analyzed the news had already their own apparently controversial opinion about him. 
The same situation is for the news in Ukrainian. Extracted entities show how the society ambiguously perceives the same news especially when it comes to politics. Many categories even nonpolitical ones contain entities that are related to politics and thereby the user's opinion overlaps the evaluation of the news as a whole. 
Automated Classification Experiments
In order to evaluate the annotation, we performed Machine Learning experiments using several algorithms: Bayesian classifiers (Naive Bayes Multinomial) and SVM (Support Vector Machine). The feature set was obtained using bag of word approach and the selection of the best set of attributes by two selection methods: Information Gain feature evaluation which evaluates the worth of a feature by measuring its information gain and Correlation-based Feature Subset Selection (Hall, 1998) . We also experimented with lexicon based features 3 but bag of words features gave better results and we are reporting only them. We performed 10-fold cross-validation for each dataset. The best obtained F-measures, the feature sets and the methods of their selection and the machine learning algorithms used to obtain this result on all our categories of texts are presented in the TABLE VII.
We obtained comparatively good results for our texts. The best F-measure 0.776 was obtained for Sport category of Russian texts. The third column of the table presents information about the feature set used to obtain this result. In the case of Sport category of Russian texts, 91 features selected from the bag of words initial feature set using Correlation-based Feature Subset Selection were used by Naïve Bayes Multinomial algorithm to obtain F=0.779. It is interesting that the worst result F=0.676 was obtained also for the category sport, Ukrainian news. It may be explained by the fact that comparatively neutral reports about scores of sports matches evoke quite different sentiments from competing sport team fans and there was no text element, which indicates these sentiments. TABLE VII. TABLE VIII . and 0show the number of features for all our data set which we used for our experiments.
The obtained results are not as good as in (Bobicev et al., 2017) on the similar data set although our corpora are larger. It could be explained by the annotation vagueness. We decided on text polarity by simple majority voting. If a text was labeled by three annotators once with the positive label and two with negative we considered this text negative. However, in such cases, there was not enough evidence that the text was really negative. The possible solutions may be additional annotations of these texts but we already have a number of texts annotated by 4, 5, 6 and even 7 annotators and still, they are ambiguous obtaining for example, 3 positive votes and 2 negative from 5 annotators or 3 positive, 2 negative and 2 neutral from 7 annotators. The possible solutions, in this case, may be (1) creation of an additional category: ambiguous texts or (2) removal of these texts from the training corpus. 
Conclusion and Future Work
In the paper, we have presented the work on sentiment analysis for news in Ukrainian and Russian news. The news was annotated into three categories (positive, negative and neutral) by three annotators. The inter-annotator agreement was calculated and the final label was attached to each annotated text. The texts that remained ambiguous were not used in the experiments. We have performed experiments with the created annotated corpus of news using Bayesian (Naive Bayes Multinomial) and SVM (Support Vector Machine) classifiers. Bag of word approach with feature selection gave the best results which demonstrated that even the simple learning methods as for example, Naïve Bayes, are able to achieve high results (average F1-score of 0.73) with right features. We explored what kind of Named Entities have been met in the positive and negative contexts of the news and examined the possibility to use the standard approach of sentiment analysis for prognoses of politician's rating and for some events, such as sports matches, festivals, TV shows etc.
There are several open issues in our study. First, the quality of the annotation needs to be improved. In order to solve this problem we plan to undertake the following steps: (1) to carry more detailed analysis of the most ambiguous texts to detect the common cause of their ambiguity; (2) to introduce one more annotation category: 'ambiguous' for the texts the annotators are not certain about; (3) to experiment with various modifications of the instructions for the annotators.
Second, we plan to search for the better sentiment lexicons for Russian and Ukrainian in order to use them in automate sentiment recognition which currently still need considerable improvement.
Third, the final aim of our work is aspect based sentiment analysis: mining and summarizing opinions from a text about specific entities and their aspects; thus we plan to continue the direction of automating named entities recognition with a close connection to sentiment analysis.
