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Are there fundamentally random processes in nature? Theoretical predictions, confirmed experi-
mentally, such as the violation of Bell inequalities [1], point to an affirmative answer. However, these
results are based on the assumption that measurement settings can be chosen freely at random [2], so
assume the existence of perfectly free random processes from the outset. Here we consider a scenario
in which this assumption is weakened and show that partially free random bits can be amplified to
make arbitrarily free ones. More precisely, given a source of random bits whose correlation with
other variables is below a certain threshold, we propose a procedure for generating fresh random
bits that are virtually uncorrelated with all other variables. We also conjecture that such procedures
exist for any non-trivial threshold. Our result is based solely on the no-signalling principle, which
is necessary for the existence of free randomness.
Physical theories enable us to make predictions. We
can ask “what would happen if...” and reason about the
answer, even in scenarios that would be virtually impossi-
ble to set up in reality [2]. Each scenario corresponds to a
choice of parameters, and it is usually implicitly assumed
that any of the possible choices can be made—the theory
prescribes the subsequent behaviour in every case. One
of the main aims of this Letter is to identify (minimal)
conditions under which such choices can be made freely,
i.e., such that they are uncorrelated with any pre-existing
values (in a precise sense described later).
Free choices are important both at the level of fun-
damental physics, and for technological applications. In
almost any cryptographic protocol, for example, some
kind of randomness is needed, and if this is not gener-
ated freely, the protocol can be rendered insecure. As
a simple example, consider a random number generator
used by a casino. Evidently, a gambler with access to
data correlated with these numbers can exploit this to
their advantage.
Another reason why free choices are important is to
establish symmetries on which physical theories can be
based. For example, the concept of an electron is based
on the implicit assumption that we could pick any of
the electrons in the universe and find the same proper-
ties (such as its mass). More precisely, given a set of
particles that are experimentally indistinguishable, the
assumption that we can sample freely from this set estab-
lishes a symmetry between them. Following arguments
by de Finetti [3, 4], this symmetry implies that we can
treat these particles as independent particles of the same
type.
A scenario in which making free random choices is
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particularly relevant is in the context of Bell’s theorem.
Here, the statistics produced by freely chosen measure-
ments on an entangled state are used to conclude that
quantum correlations cannot be reproduced by a local
hidden variable theory [1, 2]. Dropping the assumption
that the measurement settings are freely chosen opens
a loophole, rendering the conclusion invalid. In partic-
ular, if one instead imagines that the settings were de-
termined by events in the past (this is sometimes called
“super-determinism”) then it is easy to explain Bell in-
equality violations with a local classical model. However,
one can ask whether the free choice assumption can be
relaxed, allowing for correlations between the measure-
ment settings and other, possibly hidden, variables, but
without allowing their complete pre-determination. This
has been studied in recent work [5–9] which shows that if
the choice of measurement settings is not sufficiently free
then particular quantum correlations can be explained
with a local classical model.
This raises the question of whether established con-
cepts in physics are rendered invalid if one relaxes the
(standard) assumption that the experimenters’ choices
are perfectly free. One might imagine, for example, an
experimenter who tries to generate free uniform bits, but
(unbeknown to them) these bits can be correctly guessed
with a probability of success greater than 1/2 using other
(pre-existing) parameters. In this Letter, we show that
partially free random bits can be used to produce arbi-
trarily free ones. This implies that a relaxed free choice
assumption is sufficient to establish all results derived
under the assumption of virtually perfect free choices.
To arrive at this conclusion we need to make one as-
sumption about the structure of any underlying physical
theory, namely that it is no-signalling, which essentially
implies that local parameters are sufficient to make any
possible predictions within the theory. As we explain in
the Supplementary Information, it turns out that this as-
sumption is necessary in order that perfectly free choices
can be consistently incorporated within the theory.
In order to describe our result in detail, we need a
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2precise notion of what partially free randomness is. The
main idea is that, given a particular causal structure, a
variable is free if it is uncorrelated with all other values
except those which lie in its causal future. Our main
results are valid independently of the exact causal struc-
ture, but it is natural to consider the causal structure
arising from relativistic space time, which has the prop-
erty that Y cannot be caused by X if Y lies outside the
future lightcone of X.
Given a causal structure, we say that X is perfectly free
if it is uniformly distributed conditioned on any variable
that cannot be caused by X. This definition, together
with the relativistic understanding of cause above, cap-
tures the idea that X is free if there is no reference frame
in which it is correlated with variables in its past, which
corresponds to the notion used by Bell [2]. Note that
the definition includes that X is uniformly distributed,
as well as that it is independent of other values. While, in
other contexts, it may be useful to separate these proper-
ties, in the present work such a distinction is not needed.
We also need a notion of partial freedom. We say that
X is ε-free if it is ε-close in variational distance to being
perfectly free (see Methods). This measure of closeness
is chosen because of its operational significance: if two
distributions have variational distance at most ε, then
the probability that we ever notice a difference between
them is at most ε. As an example, if a uniformly random
bit X is correlated to a pre-existing bit W such that
PX|W=0(0) = 34 and PX|W=1(1) =
3
4 then we say that X
is ε-free for ε = 14 .
The idea of the present work is to exploit a particu-
lar set of non-local correlations found in quantum theory
that can be quantified using the chained Bell inequali-
ties [11, 12]. If we have perfect free randomness to choose
measurements, then the violation of a Bell inequality in-
dicates that the measurement outcomes cannot be com-
pletely pre-determined [1]. Bell’s arguments have re-
cently been extended to show that, again under the as-
sumption that we have perfect free randomness, there is
no way to improve on the predictions quantum theory
makes about measurement outcomes [10]. Here, we show
that quantum correlations can be so strong that, even if
we cannot choose the measurements perfectly freely, the
outputs are nevertheless perfectly free.
To generate these correlations, we consider an exper-
imental setup where local measurements are performed
on a pair of maximally entangled qubits (see Fig. 1). We
first make the (temporary) assumption that the joint dis-
tribution of measurement outcomes conditioned on the
choices, PXY |AB , is the one predicted by quantum theory
for this setup. Crucially, however we do not require com-
pleteness of quantum theory, i.e., that quantum theory
is maximally informative about the measurement out-
comes. Instead, we consider arbitrary additional parame-
ters, W , that may be provided by a higher theory. Within
this setup, our assumptions can be stated as follows.
NS: PXY |ABW=w is no-signalling for all w (i.e.,
PX|ABW=w = PX|AW=w and PY |ABW=w = PY |BW=w).
FIG. 1: Illustration of the bipartite setup. Spacelike sep-
arated measurements are carried out using devices denoted
D. The choices of measurement, A and B, are derived from
bits generated by two sources of weak randomness, denoted
S. These bits are only partially free, i.e., they may be cor-
related (represented by the dashed line) with each other and
with some other variables W (to be interpreted as parame-
ters provided by a possible higher theory), which may also
influence the supply of states being measured. By exploiting
correlations between the outcomes, X and Y , we show that,
in spite of the lack of perfectly free randomness to choose set-
tings, the outcome X is arbitrarily close to being uniform and
uncorrelated with W .
QT: PXY |AB is that predicted by quantum theory.
Our first main result is that, under the above as-
sumptions, there exists a protocol that uses sources of
ε-free bits to generate arbitrarily free bits for any ε <
(
√
2− 1)2/2 ≈ 0.086 (see Theorem 1 in the Methods).
It is natural to ask whether the assumption that quan-
tum theory correctly predicts the correlations (assump-
tion QT), is necessary, or whether, instead, the presence
of sufficiently strong correlations can be certified using
ε-free bits. By certification, we mean a procedure to test
the correlations such that it is essentially impossible that
the test passes without the generated bits being arbi-
trarily free. This is also relevant in a cryptographic con-
text, where the states and measurements are not trusted,
and could have been chosen by an adversary with partial
knowledge, W , of the measurement settings.
Our second main result is that, under assumption NS
alone, there exists a protocol that uses ε-free bits to
certify the generation of arbitrarily free bits for any
ε < 0.058 (see Theorem 2 in the Methods). In other
words, there exists a device-independent protocol for free
randomness amplification. Clearly this second scenario,
where the assumption that the correlations are those pre-
dicted by quantum theory is dropped, is more demand-
ing, hence the smaller range of ε for which free random-
3ness amplification is successful. Nevertheless, the fact
that it is possible at all is already fascinating.
It is an open question as to how far the threshold
on ε can be pushed such that free randomness ampli-
fication remains possible (in either scenario). It turns
out that using chained Bell correlations there is a limit,
since (as shown in the Supplementary Information) for
ε ≥ (1−1/√2)/2 ≈ 0.146, these correlations admit a local
classical explanation. However, we conjecture that there
exist protocols based on other correlations such that for
any ε < 12 , ε-free bits can be used to generate arbitrarily
free bits. We give some evidence for this in the Supple-
mentary Information.
Before discussing the implications of these results, we
first remark that the use of no-signalling conditions for
information processing tasks was first observed in [13] in
the context of key distribution. We also note that what
we call free randomness has sometimes been called “free
will” in the literature (e.g. [20, 21]). In this language, we
could restate our main result as a proof that free will can
be amplified.
A sequence of bits S1, S2 . . . for which each Si is ε-
free is known in classical computer science as a Santha-
Vazirani source [14]. It has been shown that no classical
algorithm can extract even a single uniform bit from such
a source (without an additional seed; we elaborate on this
point in the Supplementary Information). In contrast,
our main result implies that such a bit can be generated
using a quantum algorithm.
It is worth comparing randomness amplification, as
considered here, with randomness expansion, introduced
in [15] and further developed in [16, 17]. There, an ini-
tial perfectly random finite seed is used within a protocol
to generate a longer sequence of random bits using un-
trusted devices. By contrast, we do not require such a
seed in the present work, but instead have an arbitrarily
large supply of imperfect randomness.
A potential application of our protocol is as a method
for generating a seed, to be used with an extractor to
extract further randomness from a partially free source,
or to seed a randomness expansion protocol. Using Tre-
visan’s extractor [18, 19], for example, in the first case
we could generate random bits at the entropy rate of the
partially free source. In the second case, provided that
the protocols can be securely composed, a secure ran-
domness expansion protocol may allow a large amount
of free randomness to be derived from a finite number of
uses of partially free sources.
We also comment on the implications of our result
for experimental demonstrations of Bell-inequality vio-
lations. There are several potential loopholes in current
experiments, leaving the door open for die-hards to re-
ject certain philosophical implications. One such loop-
hole that has received only minor attention in the litera-
ture is the so called free-choice loophole, which has been
addressed in a recent experiment [22]. This loophole says
that the supposedly free measurement settings were in
fact correlated with the entanglement source (perhaps
via some hidden system). In the aforementioned experi-
ment, this is addressed by using random number genera-
tors, triggered at spacelike separation from the source of
entangled pairs. However, as acknowledged in [22], this
leaves room for “super-determinism”, since it is impos-
sible to exclude the possibility that the random number
generator and the source of entanglement are correlated
via an additional hidden system.
Use of our result is also not able to close this loop-
hole, and, since we can never rule out that the universe is
deterministic, we don’t see any way to completely close
it. Nevertheless, our result complements existing work
on the weakening of free choice in Bell experiments [5–
9]: instead of having to assume that the entanglement
source and the random number generator are completely
uncorrelated, we would only need to assume that they are
not strongly correlated. Furthermore, if our conjecture
is true (i.e., ε-free bits can be amplified for any ε < 1/2)
then, for certain Bell tests, it would be sufficient to as-
sume only that the source and the random number gen-
erator are not completely correlated.
In other scenarios in which the assumption of free
choice is critical, generating such choices via our free
randomness amplification procedure would also enable
stronger conclusions to be drawn. For example, within
classical cryptography a wide range of cryptographic
tasks that use perfect randomness are rendered impossi-
ble if the parties performing them have access only to im-
perfect randomness sources [23]. Our result shows that in
a quantum setting, this is not the case; any task that can
be performed securely using perfect randomness can also
be performed securely with access only to (sufficiently
free) imperfect randomness.
Methods
In this section we give more technical versions of our
definitions and main results.
We consider a set Γ that includes all random variables
of interest in our setup (see Fig. 1) and equip Γ with a
causal structure (mathematically, this is a preorder re-
lation between its elements). As explained in the main
text, it is convenient (but not necessary) to think of the
causal structure induced by relativistic space time.
Definition—Let X ∈ Γ and let ΓX be the subset of ran-
dom variables from Γ that cannot be caused by X (in
particular, ΓX does not include X). Then X is called
ε-free if
D(PX|ΓX=γX , PX¯) ≤ ε, (1)
for all γX , where PX¯ denotes the uniform distribution
on X. D(·) denotes the variational distance, defined by
D(PX , QX) :=
1
2
∑
x |PX(x)−QX(x)|. (Here and in the
following we use lower case to denote particular instances
of upper case random variables.)
4FIG. 2: Typical causal structure of a protocol. A ran-
domness amplification protocol for generating a random bit
R may be initiated at a particular location and time repre-
sented by a spacetime point E. Depending on the protocol,
information correlated to R may be generated at various lo-
cations within the causal future of E, depicted by the blue
region. Any point in this region may therefore potentially be
in the causal future of R. The bit R satisfies our definition
of being free if it is uncorrelated with anything outside this
region, indicated by the variable W . The protocol may invoke
sources of random bits S1 and S2 at many locations. Tech-
nically, the only requirement on the causal structure is that
the causal futures of each of these source bits (pink regions)
lie in the blue region.
For our main claims, we use random variables Si ∈ Γ
for i = 1, 2, . . . (these denote the random bits generated
by an ε-free source) and R ∈ Γ (the random bit generated
by the protocol), where the causal structure can be arbi-
trary up to the following constraint: the causal future of
R includes the causal future of any Si (see Fig. 2).
Theorem 1 —There exists a protocol that takes as input
Si and outputs R such that the following holds under
the assumptions NS and QT: if Si are ε-free, for any
ε < (
√
2−1)2/2 ≈ 0.086, then R is arbitrarily free, except
with arbitrarily small probability.
The proof relies on the bipartite setup of Fig. 1. It is
parameterized by an integer, N , corresponding to the
number of measurement settings on each side. A ∈
{0, 2, . . . , 2N−2} and B ∈ {1, 3, . . . , 2N − 1} correspond
to the choices of measurements and X ∈ {+1,−1} and
Y ∈ {+1,−1} are their respective outcomes. We intro-
duce a measure of the strength of the resulting correla-
tions by defining
IN := P (X = Y |a0, b0) +
∑
a,b
|a−b|=1
P (X 6= Y |a, b) , (2)
where a0 = 0, b0 = 2N−1 and P (X 6= Y |a, b) is the prob-
ability that the measurements give different outcomes for
settings A = a, B = b. This quantity was originally intro-
duced to study chained Bell correlations [11, 12], and has
found use in cryptography [13, 24] and quantum founda-
tions [10, 25]. It turns out that all classical correlations
(i.e., those that can be reproduced from classical shared
randomness) satisfy IN ≥ 1, while quantum correlations
exist for which
IN = 2N sin
2 pi
4N
, (3)
which tends to 0 in the limit of large N (the state and
measurements required to achieve this are given in the
Supplementary Information).
In the proof of Theorem 1, we use the following lemma
about no-signalling distributions. This lemma bounds
the independence of the output bits from the choices A
and B as well as any values W . The bound is given in
terms of the strength of quantum correlations, quantified
using IN , and how free the measurement settings are,
quantified via
qN (a, b) := min
a′,b′,w′
|a′−b′|=1
[
PW |a′b′(w′)
PW |ab(w′)
]
.
Lemma 1 —If PXY |ABw is no-signalling for all w, and
qN (a, b) > 0, then
D(PXW |ab, PX¯ × PW |ab) ≤
IN
2qN (a, b)
(4)
for all a and b, where PX¯ denotes the uniform distribution
on X.
The proof of this lemma is given in the Supplementary
Information.
Proof of Theorem 1 —The protocol relies on the corre-
lations introduced above, where the source bits Si are
used to choose A and B, and where X is taken as the
final output R. It remains to show that R is arbitrarily
free in the limit of large N . Let W be any subset of Γ
that is not in the causal future of R, and therefore, by
assumption, not in the causal future of the source bits
Si. Note that
qN (a, b) = min
a′,b′,w′
|a′−b′|=1
[
PAB|w′(a′, b′)
PAB|w′(a, b)
]
in the case of uniform PAB , which we can assume without
loss of generality. For N = 2r, the measurement settings,
A and B can be picked using r ε-free source bits, and
hence q2r (a, b) ≥
(
1−2ε
1+2ε
)2r
. Inserting this into (4) gives
D(PXW |ab, PX¯ × PW |ab) ≤
I2r
2
(
1 + 2ε
1− 2ε
)2r
.
Substituting the value of I2r obtainable in quantum
theory (see Eq. (3)) gives
D(PXW |ab, PX¯ × PW |ab) ≤ 2r
(
1 + 2ε
1− 2ε
)2r
sin2
( pi
2r+2
)
.
5Hence, using the bound sinx ≤ x for x ≥ 0, it follows
that
D(PXW |ab, PX¯ × PW |ab) ≤
pi2
16
(
1 + 2ε√
2(1− 2ε)
)2r
=: δr,ε ,
which tends to 0 as r tends to infinity provided ε < (
√
2−
1)2/2.
Note that D(PXW |ab, PX¯ × PW |ab) is equal to∑
w PW |ab(w)D(PX|abw, PX¯), i.e., the expectation over
W of the amount by which the output bits are free. Using
Markov’s inequality, we have that D(PX|abw, PX¯) < α,
except with probability at most δr,ε/α, for any α > 0.
Thus, taking α =
√
δr,ε, if the initial sources are ε-free
for ε < (
√
2−1)2/2, then, in the limit of large r, their out-
puts are
√
δr,ε-free, except with probability
√
δr,ε. The
claim then follows because δr,ε can be made arbitrarily
small by choosing a sufficiently large r.
In the second part of our main result, we show that
assumption QT can be omitted.
Theorem 2 —There exists a protocol that takes as input
Si and outputs R such that the following holds under the
assumption NS: if Si are ε-free, for any ε < 0.058, then R
is certified to be arbitrarily free, except with arbitrarily
small probability.
We give a specific protocol that achieves this task and
analyse it in the Supplementary Information.
For completeness, we state our conjecture:
Conjecture 1 —The restriction on ε in Theorems 1 and 2
can be replaced by ε < 12 .
It is likely that these alternative protocols need to go
beyond the bipartite setup to succeed, as discussed in the
Supplementary Information.
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6SUPPLEMENTARY INFORMATION
Correctness vs. completeness of quantum theory
For a large part of this work, we make the assumption that quantum theory is correct, but not necessarily complete.
To recap, correctness means that the observed distributions of measurement outcomes will follow those given by
quantum theory. Completeness is a stronger notion and means that there is no higher theory which better explains
the outcomes (i.e., a theory that provides us with additional information allowing us to better predict the outcomes
of measurements). While the correctness assumption is often sufficient, for instance, to predict the behaviour of
a physical device, there are scenarios in which the additional assumption of completeness is crucial. In quantum
cryptography, for example, the aim is to show that there is no attack within the laws of physics that renders a
cryptographic scheme insecure.
The distinction between these two notions is a significant one. Correctness is an operational concept and is in
principle experimentally verifiable: by repeatedly measuring a system, we can place increasingly accurate bounds on
its statistics. Completeness, on the other hand, is not directly verifiable, and many of our experimentally well-founded
theories have found higher explanation in the past (statistical mechanics explains many phenomena in thermodynamics
at a higher level, for example). We therefore argue that assuming completeness is a different class of assumption, and
we do not make it in this work.
Note that in the second part of our result, we also drop the assumption of correctness, showing that by performing
measurements (chosen with ε-free bits) we can verify the correlations to a sufficient level to conclude that their
outcomes are random.
General protocols and adversarial scenario
Here we explain the setup of a general protocol for free randomness amplification. Such a protocol involves per-
forming M separated measurements for some M ≥ 2 (by separated we mean that the no-signalling conditions hold as
defined below). Each measurement choice, Ai, is derived from a number of ε-free bits Sj , and Xi is the corresponding
outcome. The idea is that, for an appropriate distribution PX1...XM |A1...AM specified by the protocol (and realizable
using a set of measurements on a quantum system prepared in a certain state), one (or more) of the output bits Xi,
or some function of them, is arbitrarily close to being perfectly free. As in the main text, we require that this holds
within any causal structure such that the potential causal future of the protocol’s output, R, includes the causal
future of all the Sj .
We can also recast the setup in an adversarial scenario. Here, the set of variables, W , with which the partially free
sources may be correlated, can be thought of as being held by an adversary. (More generally, one could think of a
correlated system (instead of the set W ) which takes an input, corresponding to a choice of measurement, and gives
an output (analogous to a quantum system). However, both the input and output can be included in the set W .) The
adversary then supplies an M -party system whose behaviour, PXi...XM |Ai...AMw, may depend on W . For the M -party
setup, we need to slightly generalize the assumptions given in the main text for the bipartite case:
NSM : PX1...XM |A1...AMw is no-signalling for all w. (An M -party distribution PX1...XM |A1...AM is no-signalling if
PX⊥i |A1...AM = PX⊥i |A⊥i for all i, where X
⊥
i := X1 . . . Xi−1Xi+1 . . . XM .)
QTM : There exists an M -party quantum state, ρ, and POVMs {Ea1x1}, {F a2x2 }, . . . (positive operators that satisfy∑
xi
Eaixi = 1 for all ai etc.) such that PX1...XM |a1...aM (x1, . . . , xm) = tr
(
(Ea1x1 ⊗ F a2x2 ⊗ . . .)ρ
)
.
For the first part of our result (Theorem 1), we consider the case where the adversary sets up this system such that,
if the partially free bits are used to choose {Ai}, the resulting distribution (averaged over W ) is indistinguishable from
that generated by performing quantum measurements on a quantum state specified by the amplification protocol, i.e.,
we assume QTM holds. The adversary is further restricted by assumption NSM . The output of the protocol is then
considered free if it is uniformly distributed and the adversary is unable to learn anything about it.
In the second part of the result (Theorem 2), the adversary is no longer required to ensure that the distribution
appears quantum, but is restricted only by assumption NSM . In this case, certain statistical tests (prescribed by the
protocol) will be performed on the outcomes of measurements on the supplied states. These tests should have the
property that no state can pass them without the generated bits being arbitrarily free.
7Necessity of the no-signalling conditions
Here we show that, in order to incorporate perfectly free random bits into a theory, it is necessary that this theory
satisfies the no-signalling conditions. The argument essentially follows one proposed in [10] (see also [26]).
Lemma—Let W , Ai and Xi be random variables for i ∈ {1, . . . ,M} such that W , Aj and Xj do not lie in the causal
future of Ai for all i and j 6= i. If, for all i, Ai is perfectly free, then PX1...XM |A1...AMw is no-signalling.
Proof —Using Bayes’ rule we have
PX⊥i |A1...AMw = PX⊥i |A⊥i w
PAi|A⊥i X⊥i w
PAi|A⊥i w
.
Since, by assumption, Ai is perfectly free, and W , A
⊥
i and X
⊥
i are not in the causal future of Ai, we have PAi|A⊥i X⊥i w =
PAi|A⊥i w = PAi|w. It hence follows that PX⊥i |A1...AMw = PX⊥i |A⊥i w, i.e. that PX1...XM |A1...AMw is no-signalling.
Implications for randomness extraction
A further application of our result is in the context of randomness extraction, introduced in [27, 28]. This is the
task of taking a string of bits about which there may be some side information and using it to generate a string
which is uniform even given this side information. All previous protocols for this task were classical and require an
additional uniform random seed (i.e. bits which are perfectly free) which acts as a catalyst (there have recently been
extensions of this work to certain imperfect seeds, provided they are uncorrelated with the string being compressed
and that the size of the side information is bounded [29]). In the case without an independent seed, it has been shown
that no classical algorithm can extract even a single uniform bit from an adversarially controlled string of partially
free bits [14, 23]. This shows that free randomness amplification, which we show is possible in this work, cannot be
done using only classical (deterministic) information processing.
Use of multiple independent sources
One may wonder whether, given the no-signalling assumption, the outputs of separated partially free sources are
necessarily independent of each other. If this were the case, i.e., if the sources were independent, it would be possible
to generate arbitrarily free bits by a purely classical procedure. More precisely, as shown in [30], two independent
sources of ε-free bits can be used to generate ε′-free ones for any ε′ > 0 by generating sufficiently long strings of
instances from each source and outputting the number of places in which both strings take value 1 modulo 2 (the
GF(2) inner-product of the output strings).
In the following, we argue that the no-signalling assumption does not generally imply that separated sources produce
independent outputs. This is easily seen in the following example in which the bits are ε-free for a causal structure
where the second bit is in the future of the first. Suppose that the separated sources share the quantum state
(
1
2
+ ε) |↑↑〉+
√
1
4
− ε2 |↑↓〉+ (1
2
− ε) |↓↑〉+
√
1
4
− ε2 |↓↓〉
and generate their partially free bits by measurement in the {|↑〉 , |↓〉} basis. The resulting distribution corresponds
in effect to choosing the bias of the second bit depending on the output of the first. However, by construction, this
source of randomness is clearly no-signalling (because quantum theory has this property).
While the classical construction of [30] is not in general applicable to such correlated sources, our result shows that
the partially free output of the sources can nevertheless be turned into almost perfectly free uniform randomness.
Proof of Lemma 1
We remark that this proof is a generalization of one given in [10], which in turn was based on a series of work [24, 25]
going back to the first provably secure device-independent key distribution protocol [13].
Recall that we are working in a bipartite setup where separate measurements are made with choices A ∈
{0, 2, . . . , 2N − 2} and B ∈ {1, 3, . . . , 2N − 1}, and outcomes X ∈ {+1,−1} and Y ∈ {+1,−1}. We first con-
sider the quantity IN (defined in the main text) evaluated for the conditional distribution PXY |ABw = PXY |ABW=w,
8for any fixed w. The idea is to use this quantity to bound the trace distance between the conditional distribution
PX|aw and its negation, 1− PX|aw, which corresponds to the distribution of X if its values are interchanged. If this
distance is small, it follows that the distribution PX|aw is roughly uniform.
For a0 = 0, b0 = 2N − 1, we have
IN (PXY |ABw) := P (X = Y |a0, b0, w) +
∑
a,b
|a−b|=1
P (X 6= Y |a, b, w)
≥ D(1− PX|a0b0w, PY |a0b0w) +
∑
a,b
|a−b|=1
D(PX|abw, PY |abw)
= D(1− PX|a0w, PY |b0w) +
∑
a,b
|a−b|=1
D(PX|aw, PY |bw)
≥ D(1− PX|a0w, PX|a0w)
= 2D(PX|a0b0w, PX¯) , (S1)
where we have used the relation D(PX|Ω, PY |Ω) ≤ P (X 6= Y |Ω) for any event Ω, the no-signalling conditions PX|abw =
PX|aw and PY |abw = PY |bw and the triangle inequality for D.
Since the quantity IN (PXY |ABw) cannot be computed without access to w, we instead consider
IN (PXY |AB) := P (X = Y |a0, b0) +
∑
a,b
|a−b|=1
P (X 6= Y |a, b)
=
∑
w
PW |a0b0(w)P (X = Y |a0b0w) +
∑
a,b
|a−b|=1
∑
w
PW |ab(w)
PW |a0b0(w)
PW |a0b0(w)P (X 6= Y |abw)
≥
∑
w
PW |a0b0(w) mina,b,w
|a−b|=1
[
PW |ab(w)
PW |a0b0(w)
]
IN (PXY |ABw)
≥ 2 min
a,b,w
|a−b|=1
[
PW |ab(w)
PW |a0b0(w)
]
D(PXW |a0b0 , PX¯ × PW |a0b0) . (S2)
Using the definition of qN (a, b) (see the main text), we have the bound
D(PXW |a0b0 , PX¯ × PW |a0b0) ≤
IN (PXY |AB)
2qN (a0, b0)
.
The proof for arbitrary a and b (rather than a = a0, b = b0) follows by symmetry.
Proof of Theorem 2
To prove Theorem 2, we consider an explicit randomness amplification protocol, ΠN , as depicted below. The
protocol is basically a one-party version of a secret key distribution protocol proposed by Barrett, Hardy and Kent [13].
The protocol ΠN depends on a parameter, N ∈ N, that determines the quality of the amplified randomness it generates.
During its run, ΠN accesses two separated measurement devices, DA and DB , as well as two sources of ε-free bits,
SA and SB , located next to the devices DA and DB , respectively. A priori, nothing is assumed about these devices
except that DA (or DB), on input α (or β) from the interval [0, 2pi], produces an output X (or Y ) from the set
{−1, 1}. Ideally, however, the devices DA and DB reproduce the statistics obtained from Bell measurements, i.e.,
local measurements on a bipartite system in state (1/
√
2)(|↑〉 ⊗ |↑〉 + |↓〉 ⊗ |↓〉) with respect to measurement bases
{|α〉 , |α+ pi〉} and {|β〉 , |β + pi〉}, respectively, where |θ〉 := cos θ2 |↑〉+ sin θ2 |↓〉, so that
P (X 6= Y ) = sin2 α− β
2
. (S3)
The protocol ΠN perform tests to check whether the statistics obtained from the devices DA and DB satisfies (S3).
Only if these tests succeeds, the protocol outputs a random bit R ∈ {0, 1}, which is then guaranteed to be almost
perfectly free (as shown below). Otherwise, the protocol simply aborts (in which case we set R =⊥). For convenience,
we define M = N299/100 and take N to be such that logN and log(M/N) are integers (e.g., by taking N = 2100r for
some integer r).
9Protocol ΠN
1. Repeat the following for all q = 1, . . . ,M : Invoke DA and DB with inputs α = pi2NAq and β = pi2NBq,
respectively, where Aq ∈ {0, 2, . . . , 2N − 2} and Bq ∈ {1, 3, . . . , 2N − 1} are chosen at random, using
bits from the sources SA and SB , respectively, and record the outcomes Xq ∈ {−1, 1} and Yq ∈ {−1, 1},
respectively.
2. Define the set T := {q : |Aq − Bq| = 1 or (Aq, Bq) = (0, 2N − 1)}. Check that the cardinality |T | of T
satisfies |T | ∈ [M/N, 3M/N ]. If this test fails then set R =⊥ and abort.
3. For each q ∈ T check that Xq = Yq (if (Aq, Bq) 6= (0, 2N − 1)) or Xq 6= Yq (otherwise). If for at least one
q ∈ T this test fails then set R =⊥ and abort.
4. Choose f ∈ T at random, using bits from the source SA, and output R = Xf .
We remark that our aim is to provide a proof of principle for the possibility of randomness amplification. The specific
protocol ΠN we use, as well as its analysis, are therefore not optimized in terms of the dependence on parameters such
as the quality ε of the initial randomness or the number of times the measurement devices need to be used. Rather,
the parameters are chosen such that it is convenient to verify the claim below.
Claim. If the random bits used by the protocol ΠN are ε-free, for ε < 0.058, then the following statements hold:
• For any ε′ > 0, any behaviour of DA and DB , and under the non-signalling assumption NS (see the main text),
the probability (over the outputs of the ε-free sources) that the protocol ΠN does not abort and outputs a bit
R ∈ {0, 1} that is not ε′-free tends to 0 as N tends to infinity, i.e.,
lim
N→∞
P (R 6=⊥ ∧R not ε′-free) = 0 .
• If the statistics of DA and DB satisfy (S3) then the probability (over the outputs of the ε-free sources) that the
protocol ΠN aborts tends to 0 as N tends to infinity, i.e.,
lim
N→∞
P (R =⊥) = 0 .
Proof. Throughout the proof we will use that, whenever a value (e.g., A ∈ {0, 2, . . . , 2N − 2}) is chosen at ran-
dom (using ε-free bits) from a set of size N , then the probability PA|w(a) of any possible value a conditioned
on any value of the additional information w (as well as all other pre-existing values) is contained in the interval
[(1/2− ε)logN , (1/2 + ε)logN ]. In the remainder of this proof, we consider a fixed w and all probabilities are condi-
tioned on w (which we sometimes omit to simplify the notation).
To prove the first part of the claim, we set I∗N = 2N
−1/100 and define
F := {q ∈ {1, . . . ,M} : IN (PXqYq|AqBqw) > I∗N} .
Let us for the moment assume that, in Step 4, the protocol ΠN chooses f ∈ T such that f 6= F . Then, because of
assumption NS, it follows from (S1) that the distance, ε′(f), of the output bit R from uniform is bounded by
ε′(f) ≤ 1
2
I∗N .
By the definition of I∗N this bound tends to zero as N tends to infinity. Consequently, for any fixed ε
′ and for
sufficiently large N , the output of ΠN is ε
′-free, except if f ∈ F .
To conclude the proof of the first claim, we now consider the probability, P (f ∈ F), that f ∈ F , for f chosen at
random from the set T as in Step 4 (using ε-free bits). We will show that whenever P (f ∈ F) is non-negligible, then
the probability P (R =⊥) that the protocol detects a problem in Step 3 and aborts is almost 1.
Since f is chosen at random from the set T , which has size at least M/N , any possible choice (using ε-free bits)
occurs with probability at most (1/2 + ε)log(M/N) = (M/N)log(1/2+ε). By the union bound, we thus have
P (f ∈ F) ≤ |F ∩ T |(M/N)log(1/2+ε) . (S4)
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To bound the probability, P (R =⊥), we consider for any q ∈ F ∩T the probability, P (abort|q), that the test in Step 3
fails for this particular q ∈ F ∩ T ,
P (abort|q) = PAqBq (a0, b0)P (Xq = Yq|a0, b0) +
∑
a,b
|a−b|=1
PAqBq (a, b)P (Xq 6= Yq|a, b) ,
where a0 = 0 and b0 = 2N − 1, and PAqBq (a, b) is the probability that a particular pair (Aq, Bq) = (a, b) is chosen,
given that q ∈ T . (All these probabilities should be understood as conditional probabilities, that, as well as being
conditioned on w, are also conditioned on the values Aq′ , Bq′ , Xq′ , and Yq′ , for q
′ < q.) We now use that the
probability of any particular pair (a, b) being chosen using ε-free bits is at least (1/2 − ε)2 log(2N), whereas the total
probability of choosing any of the 2N possible neighbouring pairs (a, b) is upper bounded by 2N(1/2 + ε)2 logN . We
thus have
PAqBq (a, b) ≥
(1/2− ε)2 logN
2N(1/2 + ε)2 logN
.
Combining this with the above expression for P (abort|q) leads to
P (abort|q) > (1/2− ε)
2 logN
2N(1/2 + ε)2 logN
IN (PXqYq|AqBqw) ≥
(1/2− ε)2 logN
2N(1/2 + ε)2 logN
I∗N =: p¯ . (S5)
The probability that the protocol does not abort in Step 3 is a bound on P (R 6= ⊥), and so we have
P (R 6= ⊥) ≤
∏
q∈F∩T
(
1− P (abort|q)) ≤ (1− p¯)|F∩T | = ((1− p¯)1/p¯)|F∩T |p¯ ≤ e−|F∩T |p¯ .
Using (S4) and (S5) we can bound the exponent on the right hand side by
|F ∩ T |p¯ ≥ (M/N)− log(1/2+ε)I∗N (1/2− ε)2 logN (1/2 + ε)−2 logN (2N)−1P (f ∈ F)
≥ (M/N)− log(1/2+ε)N2 log(1/2−ε)−2 log(1/2+ε)I∗N (2N)−1P (f ∈ F)
≥ N−399/100 log(1/2+ε)+2 log(1/2−ε)−101/100P (f ∈ F) ,
where we have inserted I∗N = 2N
−1/100 and M = N299/100. The exponential term on the right hand side grows with
increasing N for ε < 0.058. This implies that, unless P (f ∈ F) tends to zero, the probability of abort, P (R =⊥),
tends to 1 as N tends to infinity. This concludes the proof of the first claim.
To establish the second claim, first note that the expected size of |T | is 2M/N , and hence, for large N , the
probability of abort in Step 2 tends to zero. In addition, quantum correlations can achieve a value of IN that scales
like 1/N , and hence the probability of failing the test in Step 3 scales like 1/N2 for each member of T . Thus, since
|T | ≤ 3M/N , with the above choice of M , the average number of detections in the case with perfect quantum states
scales like N−1/100, which tends to 0 for large N . Thus, the protocol will almost never abort if correctly implemented
with quantum states.
Limitation of using chained Bell correlations
In the following we show that, using the above approach based on chained Bell correlations, the threshold on ε
in Theorem 1 cannot be made arbitrarily small. To do so, we prove that if ε is above a certain value, then these
correlations admit a classical explanation.
We first note that a classical strategy can always appear to satisfy the correlations (lead to a measured value of
IN = 0) if one pair of A, B values present in the definition of IN is known not to occur. Furthermore, using the
best possible classical strategy, for each W = w, either P (X = Y |a0, b0, w) or one of {P (X 6= Y |a, b, w)}|a−b|=1 will
equal 1 and all the others will be 0. Therefore, the optimal classical strategy involves a setup in which the term that
equals 1 corresponds to the pair (a, b) with the minimum probability of occurring, which can be set using W . (In the
following we use W = (a, b) to indicate the pair of a and b values that are least likely to occur.) For N = 2r, we
have mina,b PAB|w(a, b) = ( 12 − ε)2r and we assume the minimal pair is chosen uniformly over the pairs (a, b) in IN
(this makes it easiest to recreate the correlations using a classical strategy, i.e., in a cryptographic picture, it gives
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the greatest power to the adversary). We hence have
P (X 6= Y |a, b) =
∑
w
P (X 6= Y,W = w|a, b)
= P (W = (a, b)|a, b)
=
P (W = (a, b))P (a, b|W = (a, b))
P (a, b)
=
2−(r+1)( 12 − ε)2r
2−2r
= 2r−1
(
1
2
− ε
)2r
for (a, b) 6= (a0, b0), and the same value is obtained for P (X = Y |a0, b0). The value of I2r that would be observed is
then (1− 2ε)2r.
In order to be consistent with quantum theory, this should be at most 2r+1 sin2 pi2r+2 , i.e.
1
2
− ε ≤ 1√
2
(
2 sin2
pi
2r+2
) 1
2r
.
This function is decreasing in r, so, in order to achieve arbitrarily free output bits with the largest ε, we should use
the largest possible r. For large r, the right hand side approaches (pi2/8)1/2r/(2
√
2), hence, in the limit r → ∞,
consistency with quantum theory is achievable for ε ≥ (1− 1/√2)/2 ≈ 0.146.
The above places limitations on when free randomness amplification is possible using chained Bell correlations (we
cannot expect to improve the quality of bits from sources of ε-free bits with ε ≥ 0.146, using these correlations). Note
that related limitations on using bipartite correlations (in the context of demonstrating non-locality) have been found
in other recent work [5–8].
Possible route to proving Conjecture 1
We hint that one may be able to establish the truth of Conjecture 1 using GHZ states [31]. That GHZ correlations
may be more useful for this task comes from the following observations about GHZ correlations: for any 0 ≤ ε < 12 ,
ε-free bits are sufficient to demonstrate non-locality for these correlations (in contrast to the bipartite case, whose
limitations were described above). We first outline a few important properties of these correlations.
For M parties, GHZ correlations are those generated by measuring each part of the state (|0 . . . 0〉 − |1 . . . 1〉) /√2 in
either the {|+〉x , |−〉x} or {|+〉y , |−〉y} basis (where |±〉x = (|0〉± |1〉)/
√
2 and |±〉y = (|0〉± i |1〉)/
√
2), and label the
outcomes 1 and −1. For convenience, we denote the inputs corresponding to these bases 0 and 1 respectively. These
correlations have the property that certain output combinations are impossible. For example, if M = 3 and all three
parties input 0 the product of the outcomes is always −1. We now consider a classical strategy, which corresponds to
an assignment of outputs to each input (this assignment may depend on some additional variables, W ). We label the
bits assigned to the ith output by x0i ∈ ±1 and x1i ∈ ±1, where the superscript refers to the possible inputs Ai = 0
or Ai = 1.
In order to mimic the quantum correlations, the classical output bits need to satisfy x01x
0
2x
0
3 = −1, x01x12x13 = 1,
x11x
0
2x
1
3 = 1 and x
1
1x
1
2x
0
3 = 1. It is easy to see that this is impossible (for example, taking the product of all three
equations yields (x01x
0
2x
0
3x
1
1x
1
2x
1
3)
2 = −1). However, there are classical strategies which satisfy 3 of these relations (for
example, when each output is 1, independent of its input).
We now imagine choosing measurements to perform on tripartite GHZ states using bits that are ε-free. As mentioned
above, for any classical strategy, there is at least one combination of inputs that yields an incorrect set of outputs.
Using the ε-free source of randomness in three places, the probability of such an input is ( 12 − ε)3. Hence, for any
ε < 12 , the presence of a classical strategy will eventually be noticed as more tests are performed. We conclude that
non-locality can be verified with ε-free bits provided ε < 12 (i.e. the bits are not completely correlated with W ).
Nevertheless, it does not follow that the outputs of such measurements are completely free, and, in fact, it is easy
to see that they may not be. One set of no-signalling correlations that satisfy all the GHZ relations is realized by
having a deterministic output (conditioned on W ) for one of the parties, and a non-local box [32, 33] shared between
the remaining two [34]. Using these correlations, there is always one output that is deterministic and hence not free.
However, we suggest that arbitrarily free bits may be generated from partially free ones using an M -party GHZ
state for large M . The partially free source of randomness is used in M places to choose measurements on each part
of the state in either of the two bases specified above. Then, if the outputs satisfy the M -party GHZ relations, one
of the randomness sources is used to pick one of the M output bits at random. The idea is that, in the limit of large
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M , this output is arbitrarily close to being perfectly free, except with very small probability. However, it may turn
out that other states and measurements are required in order to prove Conjecture 1.
A corollary of the above is that if the measurement devices are restricted to be quantum (rather than arbitrary
no-signalling, i.e. we trust that the measurement devices are limited by quantum theory, but not what they are doing
internally), ε-free bits for any 0 ≤ ε < 12 can be used to generate arbitrarily free bits. This follows from the observation
that the only quantum states that perfectly obey the tripartite GHZ relations are (up to local unitary operations)
GHZ states [15, 17], from which perfect randomness can be derived by taking any of the three outputs. Hence, a
set of quantum measurement devices that never deviate from the GHZ relations (using measurements chosen with an
ε-free source) also generate perfectly free randomness.
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