Abstract. Computing a small number of singular values is required in many practical applications and it is therefore desirable to have efficient and robust methods that can generate such truncated singular value decompositions. A new method based on the Lanczos bidiagonalization and the Krylov-Schur method is presented. It is shown how deflation strategies can be easily implemented in this method and possible stopping criteria are discussed. Numerical experiments show that existing methods can be outperformed on a number of real world examples.
1. Introduction. In [9] Golub and Kahan show how to efficiently compute the Singular Value Decomposition of a matrix A ∈ R M ×N (M > N ) which is given by A = U ΣV T with U ∈ R M ×M and V ∈ R N ×N are orthogonal matrices. Σ ∈ R M ×N has a diagonal N, N block containing the singular values
The computation of the SVD is based on the bidiagonal factorization introduced by Golub and Kahan in [9] . This decomposition also plays an important role when solving least squares systems as it is the basis for the lsqr method proposed by Paige and Saunders in [23] . A more algorithmic form of (1.1) is given by
which can be straightforwardly used for an implementation.
The singular value decomposition is an important tool in many areas such as signal processing. Some applications such as image analysis or model reduction only require a small number of singular values and singular vectors. Therefore, the computation of the truncated SVDÃ
with l ≤ r is important. The matrixÃ represents the best low-rank approximation to A in the Frobenius and 2-norm, see [10, 32] .
When one is interested in a small number of eigenvalues, restarted methods such as the implicitly restarted Arnoldi process are the methods of choice, see [27, 28, 33, 3, 29] for more details. Extending these techniques to the case when one is interested in a small number of singular values seems natural and many examples of such techniques can be found in the literature, see [2, 14, 15, 16, 25] . We describe the particular method introduced by Baglama and Reichel (cf. [2] ) in Section 2 and present a comparison of numerical results in Section 7.
In this paper we show how the Golub-Kahan bidiagonalization procedure (1.1) can be used to efficiently implement a method that computes the truncated SVD of A as well as allowing an easy implementation of deflation techniques. In more detail, in the case of unwanted but converged eigenvalues/singular values the deflation process is called purging and in the case of converged but wanted eigenvalues/singular values the deflation technique that has to be used is called locking.
Implementing these techniques for the restarted Arnoldi algorithm is far from trivial, see [27, 26, 20] . A method that allows a relatively easy implementation of these strategies is the so-called Krylov-Schur algorithm introduced by Stewart in 2001 (cf. [29, 30] ). The Krylov-Schur algorithm is based on the Krylov decomposition instead of the Arnoldi decomposition. An adoption of this strategy for Hamiltonian and skew-Hamiltonian matrices was already successfully demonstrated, see [4, 31, 19] . In this paper we illustrate how the Krylov-Schur strategy can be adopted for the bidiagonal factorization of Golub and Kahan. We discuss purging and locking as well as the implementation issues that might arise. Numerical experiments for real world examples underline the competitiveness of our method.
2. The method of Baglama and Reichel. In this section we quickly review the method introduced by Baglama and Reichel in [2] which uses a thick restart technique [33] . Recently, Hernández et al. analyzed a parallel implementation of this method, see [12] .
The basic idea is very similar to that of restarted Lanczos or Arnoldi methods where the full factorization of dimension m
is reduced to a smaller factorization which contains the relevant desired (spectral) information, in this case l singular values and singular vectors. Precisely, we reduce to a factorization of size l + 1 with l < m
where the matricesȖ l+1 ,V l+1 andB T l+1 represent the information about the desired singular values and vectors. In particular,V l+1 andȖ l+1 represent approximations to the right and left singular vectors respectively. Baglama and Reichel [2] proposed to chooseV
where q j = V m y i are the Ritz vectors with y i a right singular vector of B m . This matrix is orthogonal by construction. Furthermore, we definȇ
where the p j = U m x i are Ritz vectors with x i left singular vector of B m and is unit vectorȗ l+1 =ũ l+1 / ũ l+1 wherẽ
is a Gram-Schmidt orthogonalization of Av k+1 against the vectors p i . The matrix B l+1 has no longer diagonal structure; instead an additional spike appears in the last column, i.e.
where α l+1 = ũ l+1 and σ i the singular values of B m . To obtain a factorization of the form (2.2) the parametersβ l+1 andv l+2 have to be determined. This can be done settingv l+2 =ṽ l+2 / ṽ l+2 withṽ l+2 = A Tȗ l+1 − α l+1 v l+1 andβ l+1 = ṽ l+2 . This setup now yields a factorization
which can be extended to a factorization of dimension m using the standard GolubKahan bidiagonalization to give
This is the basis for an iterative procedure and we compare this process to the method we introduce in the next section. Here we only reviewed the approach of Baglama and Reichel that uses Ritz values as a basis for the restart. In [2] another approach using harmonic Ritz values is presented. This method is not discussed here but numerical results are mentioned for comparison in Section 7.
3. The Krylov-Schur approach. The implicitly restarted Arnoldi process proposed by Sorensen in [28] is a very powerful tool to compute a few eigenvalues of a large sparse matrix. There are some drawbacks to the method that are mainly concerned with purging and locking eigenvalues during the iteration process. These deflation issues are addressed in [20, 27, 26] where it is illustrated that incorporating these techniques is non-trivial. Stewart was able to address these issues, see [29, 30] , by introducing a Krylov-Schur method based on a slightly more general decomposition as the basis of the restarted process. This procedure was adopted in [31, 4] for the case of the implicitly restarted Hamiltonian Lanczos process introduced by Benner and Faßbender in [3] . Based on Stewart's technique we introduce a new factorization that will allow us to deflate certain singular values in the bidiagonalization process proposed by Golub and Kahan (cf. [9] .
Let us assume that we are looking for the l largest singular values of the matrix A. We would then typically create a search space of roughly twice the size, ie. m ≈ 2l. Hence, the starting point of our derivation is a m-dimensional bidiagonal factorization 
We now multiply the first Equation in (3.2) by Q m and the second equation by P m . The result is
with V m , U m orthogonal and Σ m a diagonal matrix coming from the SVD of the bidiagonal matrix is called Krylov-Golub-Kahan (KGK) factorization.
Since Σ m is a diagonal matrix, we can easily swap the diagonal elements by just using permutation matrices. The swapping of diagonal elements represents the desired deflation techniques, see Section 4 for details. Here, we assume that the l singular values that represent approximation to the desired ones can be moved into the left upper corner. In the next step the m − l elements in the south-east corner of the permuted diagonal matrix can be neglected for further computations. The swapping can be represented by applying the permutation Π m to (3.3) and get
After shrinking the factorization back to size l we get the following
We have now established a factorization in which the swapping of particular subspaces can be easily implemented. Furthermore, we show that this decomposition can be reduced to the original bidiagonal factorization. Hence, we are able to increase the dimension of the search space from l to m using the original method of Golub and Kahan.
To realize the transformation of a KGK factorization to a bidiagonal factorization as given in (3.1), we reduce the residual term in (3.5) using a Householder matrix W l , i.e. β l+1 v l+1p
which can be further simplified using that W
The factorization given in (3.7) already looks quite similar to a valid bidiagonal factorization but unfortunately the matrixC l is in general a dense matrix. Therefore, we need a transformation that bringsC l to bidiagonal form without destroying the residual termβ l+1 v l+1 e T l . This can be done in a similar way to the methods used in [29, 31, 4, 19] where a rowwise reduction of the matrixC l is used in order to preserve the form of the residual term β l+1 v l+1 e T l . Here, we propose a complete rowwise reduction to bidiagonal form, ie.
with Q l and P l being orthogonal matrices. This process is cheap since the matrixC l is relatively small. Substituting this into (3.7) gives
(3.8)
In the last step, we multiply the first part of (3.8) by Q l and the second part by P l which gives
with e T l P l = e T l due to the special structure of P l from the rowwise algorithm. (3.9) can easily be rewritten such that a valid bidiagonal factorization
as given in (3.1) can be obtained, see (3.10) whereŨ l =Ȗ l P l andṼ l =V l Q l . This derivation results in the following Lemma.
with U k , V k orthogonal matrices and B k as given in (1.1) can be transformed into a KGK factorization of the form
withŨ k ,Ṽ k orthogonal matrices and Σ k a diagonal matrix as given in Definition 3.1. The converse relation holds as well.
In order to perform the restart and therefore extend the search space via
we need a vector v l+1 which is given as the residual vector of (3.10) and a vector u l+1 . The vector u l+1 can be generated using the identity α l+1 u l+1 = Av l+1 − β l+1 u l and hence enables the restart process. Note, that an expression of the form α l+1 u l+1 = Av l+1 − β l+1 u l has to be evaluated at the end of each iteration in the method of Baglama and Reichel as well and we therefore do not create extra cost compared to their method. It has to be noticed that in comparison to the method presented in [2] , the step of reducing the matrixC l to bidiagonal form imposes extra cost. Since we are only interested in a small number of singular values l and thus a small matrix C l , the cost of the reduction to bidiagonal form does not have a significant effect on the computation times. Furthermore, we ensure that the matrix B m is always in bidiagonal form and therefore its SVD can be computed cheaply compared to the method of Baglama and Reichel.
Algorithm 1 gives a description of how the process presented in this section can be implemented. 
which cannot be implicitly done using the Golub-Kahan bidiagonalization. For the case σ = 0 which is equivalent to computing the smallest singular values of A, a strategy that was proposed in the literature, see [2, 18] , is to use the standard GolubKahan bidiagonalization as given in (1.1) and then use the smallest singular values of the bidiagonal matrix B m . This technique can be easily transferred to the method proposed here where at an intermediate step the singular values are sorted using a permutation matrix according to the desired properties. In more detail, we would use a permutation Π m to move the smallest singular values to the north-west corner of B m and then shrink the factorization now only containing the information associated with the smallest singular values.
Purging and locking.
The process of deflation is crucial in achieving efficient methods to compute eigenvalues or in our case singular values of the large and sparse matrix A. Once an approximation to a singular value is computed with the desired tolerance -see Section 5 for stopping criteria -we have to decide whether this singular value is of interest to us and lock it for further computations or in the case it is not of interest purge it.
To illustrate this, we assume that the following KGK decomposition is given after a certain number of iterations
Furthermore, we assume that the singular values σ i and σ j are converged and with σ i to be locked and σ j to be purged during this iteration step. First, we introduce a permutation Π such that
withŨ m = ΠU m andṼ m = ΠV m . The permutation Π also moves the columns in U m and V m associated with the singular values σ i and σ j to the first columns ofŨ m and V m . The side-effect of locking converged singular values is that the dimension of the search space decreases which means a reduction of computing time since we can work with smaller matrices. It is easy to see that this technique can be adapted to purge and lock many converged singular values.
5. Stopping criteria. In this section we discuss possible stopping criteria that can be embedded in Algorithm 1. In Section 3 the SVD of the m × m matrix B m is computed and we therefore know that
The singular value of B m also represents an approximation to the singular values of A in the sense that
= |β m+1 p mj | with p mj being the j-th component of the vector p T m . This could be tested as a stopping criteria.
Another way to obtain a stopping criterion is given in the paper by Kahan, Parlett and Jiang [17] where the norm of the backward error is analyzed. We start with an approximation to the eigenvalues and eigenvectors of A T A which are associated with the singular values and vectors of A, ie.
When analyzing the backward error we compute the norm of a matrix E where
such that the eigenpair (λ, x) coming from (5.1) is an exact eigenpair of a perturbed matrix. The formulae given in [17] depend on approximations to the left and right eigenvectors of A T A. An approximation to a right eigenvector can be obtained from (5.1) as follows
Since the matrix A T A is symmetric, (5.2) also represents an approximation to a left eigenvector, ie.
Theorem 2' in [17] states that the norm of the backward error E σ 2 j for each eigenvalue σ 6. Implementation details. In this section we want to address certain issues that occur when the method presented in Section 3 is implemented. An important issue in all methods based on the Lanczos process is the orthogonality of the vectors generated by this method. It is well known that a loss of orthogonality can occur when the algorithm progresses, see [24, 22] . A remedy is the so-called reorthogonalization where the current Lanczos vector has be orthogonalized against previously created vectors, see [24] . One can choose between a selective reorthogonalization or a full reorthogonalization against all vectors in the current Krylov subspace. In this paper we only discuss the full reorthogonalization since the restarting character of kssvd guarantees that the number of vectors is relatively small and therefore the full reorthogonalization is not very expensive. The full reorthogonalization can be done as a classical or modified Gram-Schmidt orthogonalization, see [24] for details.
In the context of the bidiagonal factorization there are different reorthogonalization strategies due to the existence of two orthogonal sequences representing the Lanczos method, see [2, 13] . One possibility is the full one-sided reorthogonalization where only one of the sequences v j or u j is orthogonalized against the previous Lanczos vectors V j−1 or U j−1 respectively. The computationally more expensive way would be to do a full reorthogonalization in which both sequences v j and u j are orthogonalized against the previous vectors in the Krylov subspace, i.e. V j−1 and U j−1 respectively. The numerical experiments given in Section 7 only use the one-sided reorthogonalization which is also the default setup of the method implemented by Baglama and Reichel.
Reorthogonalization is also essential when using deflation techniques such as purging and locking. Due to roundoff error we have to do a reorthogonalization against all the vectors associated with already converged and therefore either purged or locked singular values because due to the finite precision arithmetic they might come into the spectrum again.
In Section 3 a number of transformations are accumulated into the two sequences u j and v j . For an efficient implementation of Algorithm 1 the number of updates of the sequences has to be reduced to a minimum. One possibility would be to accumulate all transformations of dimension m and apply these transformations just before the shrinking of the factorization as described in (3.5) is done. Afterwards, we accumulate all transformations of dimension l and apply the accumulated transform at the end of each iteration. A second possibility to update U l and V l would be to regard all transformations as transformations of dimensions m and accumulate them. With the one accumulated transform we can update the matrices U m and V m at the end of the iteration and shrink the factorization then. For a fair comparison we have to start all methods with the same or very similar setup. The function irlba.m accepts a MATLAB structure typically called opts as an input in which the setup for the method can be specified, see Table 7 .1. We explain some of the quantities specified in Table 7 .1 in more detail now. The value of opts.k corresponds to number l of desired singular values. Baglama and Reichel adjust the number l using the value of opts.adjust which gives in the above described case a new number of desired singular valuesl = l + 3. Note, that the algorithm stops whenever the original number l of singular values is computed to the desired accuracy. The parameter opts.m b corresponds to the value we have denoted by m, the dimension of the search space. Both kssvd and Baglama and Reichel's method use a one-sided reorthogonalization process. For MATLAB's svds.m we set all parameters according to Table 7 .1 apart from the opts.v0 which is of different dimension due to the formulation of the problem, opts.adjust which is a feature not included in the svds.m as is the choice of whether to use Ritz or harmonic Ritz values.
Harwell-Boeing Collection. The first example comes from the set LSQ of the Harwell-Boeing Sparse Matrix Collection [8] . In particular we look at the set LSQ which represents least squares problems in surveying. In more detail, we use the examples WELL1850 which is of dimension 1850 × 712 and WELL1033 which is of dimension 1033 × 320. We compute the 10 largest singular values of WELL1850 using the setup described in Table 7 .1 for kssvd and irlba.m with Ritz value augmentation. The methods are applied 5 times to each problem and we give the best and the worst number of iterations for each method with different starting vectors. The resulting singular values are given in Table 7 .2 where the digits all three methods have in common are underlined. The iteration numbers for the three methods are given in Table 7 .3.
In the second part, we compute the 10 largest singular values of the matrix WELL1033 with the same setup as for WELL1850. The results for the singular values are given in Table 7 .4 and the best-worst iteration numbers are given in Table  7 .5. Table 7 .6 shows the results for kssvd and irlba when computing the 10 smallest singular values of the matrix WELL1033 with the same setup as given above apart from the Harmonic-Ritz augmentation in irlba. Iteration numbers are given in Table  7 .7. Computing the smallest singular values is important, for example, when solving total least squares problems, see [7] . Gene expression data. The next example is taken from [11] as part of the genomwide analysis of the host response to Malaria. Microarray analysis plays an important role in the study of understanding diseases. The amount of data associated with the gene expression analysis poses a number of computational issues since the corresponding matrices [5] can easily go up to tens or hundreds of thousand of data in a single column representing the gene features. A typical example is shown in Figure 7 .1; the underlying matrix is of dimension 394 × 28 which means 394 gene features for the 28 samples, see [11] . The SVD is an increasingly popular tool [6, 1] when analyzing gene expression data. Here, we want to demonstrate that the method introduced in this paper can be employed to calculate a Truncated SVD which can then be used for filtering the noise in the matrix entries. Figure 7 shows rank-1 and rank-2 approximations of the gene expression matrix. We again use kssvd, irlba and svds to compute 10 singular values of the matrix (cf. Figure 7 .8) and also the best and worst iteration numbers, see Table 7 .9.
8. Conclusions. We presented a method based on the Golub-Kahan bidiagonalization that allows the efficient computation of a small number of singular values. By introducing a KGK factorization we were able to present a method that makes the implementation of deflation techniques such as purging and locking an easy task, i.e. by only using permutations on the KGK factorization.
We showed that the KGK factorization can always be converted to a Golub-Kahan bidiagonal factorization and conversely the Golub-Kahan bidiagonalization can easily be transformed into a KGK decomposition. The costs of the presented transformation are minimal due to the small number of desired singular values. In contrast to the method of Baglama and Reichel, we ensure that the bidiagonal structure is preserved.
Furthermore, we introduced stopping criteria for our method and discussed the numerical issues, such as reorthogonalization, that arise when implementing the algo- rithm.
We presented numerical results for a variety of problems and show that the kssvd method is able to outperform both svds and irbla on a number of examples. 
