A basket default swap is a derivative security tied to an underlying basket of corporate bonds or other assets subject to credit risk. The value of the contract depends on the joint distribution of the default times of the underlying assets. Valuing a basket default swap often entails Monte Carlo simulation of these default times. For baskets of high-quality credits and for swaps that require multiple defaults to trigger payment, pricing the swap is a rareevent simulation problem. Joshi and Kainth (2004) introduced an innovative importance sampling technique for this problem that forces a predetermined number of defaults to occur on each path. This paper analyzes, extends and improves the Joshi-Kainth algorithm. We show that, in its original form, the algorithm can actually increase variance; we present an alternative that is guaranteed to reduce variance, even when defaults are not rare. Along the way, we provide a rigorous underpinning in a setting sufficiently general to include both the original method and the version proposed here.
Introduction
Basket default swaps are derivative securities tied to an underlying portfolio (or "basket") of corporate bonds or other assets subject to credit risk. A basket default swap provides one party in the swap (the protection buyer) with a type of insurance against the possibility of default in exchange for regular payments made to the other party (the protection seller). Insuring a basket of assets is typically less expensive than insuring each asset separately. For example, in a first-to-default swap, the protection buyer is compensated if one asset in the basket defaults but receives no compensation for any subsequent defaults. This is less expensive than buying insurance against all possible defaults and may provide adequate protection if multiple defaults are very unlikely. In an nth-to-default swap, the protection buyer absorbs losses resulting from the first n − 1 defaults and receives compensation only upon the occurrence of the nth default.
See Bruyere et al. (2006) and Schönbucher (2003) for general background on these types of contracts.
Valuing basket default swaps (and, indeed, all portfolio credit derivatives) requires a model of the joint distribution of the default times of the assets in the portfolio. For pricing purposes, we are interested in the distribution under a suitable "risk-neutral" probability measure; we will assume that such a probability exists and is, in effect, chosen by the market. The marginal distribution of the time to default for each asset is typically gleaned from market information related to that asset, such as spreads on corporate bonds or on single-asset credit default swaps (see, e.g., Duffie and Singleton 2003) . The main modeling challenge therefore lies in specifying the dependence among the default times, given their marginal distributions. The most widely used mechanism for characterizing this dependence is the Gaussian copula model (Gupton, Finger and Bhatia 1997, Li 2000) .
Simple cases of this and related models can be evaluated using transform inversion and numerical integration techniques, as in Laurent and Gregory (2003) . But more general cases typically require Monte Carlo simulation. If defaults are rare or if multiple defaults are required to trigger a payment to the protection buyer, then most replications in an ordinary Monte Carlo simulation are uninformative and a very large number of replications may be required to obtain precise price estimates.
To address this difficulty, Joshi and Kainth (2004) introduced an innovative importance sampling technique that forces all paths to produce at least n defaults in pricing an nth-todefault swap. Their method generates default times sequentially, at each step increasing the probability that the next asset defaults within the life of the swap contract until n defaults have occurred. Their implementation of this idea cleverly exploits features of the Gaussian copula model. This procedure is largely unrelated to techniques commonly used in the rare-event simulation literature. It is reminiscent of urn sampling schemes (cf. Feller 1968) used in clinical trials to force a certain percentage of subjects to be assigned to each treatment, but is more complex because of the dependence between default times. Also, unlike most importance sampling techniques, the Joshi-Kainth (2004) method violates "absolute continuity", in the sense that their importance sampling distribution assigns probability zero to certain events that have positive probability under the original sampling distribution.
The purpose of this paper is to analyze, extend and improve the original method of Joshi and Kainth (2004) . We first provide theoretical support for the method through a derivation of the likelihood ratio and verification of unbiasedness, despite the violation of absolute continuity.
These results are implicit in Joshi and Kainth (2004) , but a rigorous analysis in a more general formulation is useful as a step toward improving the method. We then investigate the variance of the estimator. We show that the order in which the default times are generated affects the variance and that the method does not necessarily reduce variance; indeed, we give conditions under which an increase in variance is guaranteed.
To address these issues, we change the default probabilities used by Joshi and Kainth (2004) to force n defaults on every path. The values used by Joshi and Kainth (2004) are intuitively appealing but somewhat arbitrary; we replace these with values that are, in a certain sense, optimal when the default times are independent. These values guarantee a reduction in variance inversely proportional to the probability of at least n defaults. We apply this method to the Gaussian copula with a factor structure that makes defaults conditionally independent and show that this extension also guarantees variance reduction. To obtain still greater variance reduction, we apply stratified sampling to the underlying factors. These ideas apply to other factor copula models as well.
Section 2 provides background on basket default swaps and the Gaussian copula model. Section 3 presents the algorithm of Joshi and Kainth (2004) and discusses some of its theoretical properties. Section 4 presents our alternative, based on conditional default probabilities, in the case of independent default times. Section 5 extends this to the Gaussian copula and Section 6 combines this method with stratified sampling of underlying factors. Section 7 concludes the paper. Most proofs are contained in an appendix.
Problem Description
This section describes the class of credit derivatives we consider and reviews the widely used Gaussian copula model of dependent default times.
Basket Default Swaps
We consider credit derivatives tied to a basket (or portfolio) of N underlying assets, such as bonds, loans, or credit default swaps. Typical values of N range from five to around 100. We let τ i denote the default time of the ith asset, i = 1, . . . , N , taking τ i = ∞ if the ith asset never defaults. We consider the pricing of a contract with a discounted payoffV (τ 1 , . . . , τ N ) depending on the default times.
The specific case of a basket default swap provides protection against the nth default in the basket, with n smaller than N and typically much smaller. This type of nth-to-default swap is less expensive than insuring each asset separately and may provide adequate protection if multiple defaults are unlikely. We use T to denote the life of the contract. Its cashflows are as follows. At dates 0 < T 1 , T 2 , . . . , T m ≤ T , the protection buyer is scheduled to make fixed payments of s 1 , . . . , s m to the protection seller . However, if the nth default occurs before T , these payments cease and the protection seller makes a payment to the protection buyer. This payment is determined by the identity of the nth asset to default, but is otherwise fixed. If the ith asset is the nth to default, the payment is 1 − r i , where r i is the recovery rate and 1 is the (normalized) asset value. (Differences in asset values can be absorbed into differences in recovery rates.) We denote by R the recovery rate for the nth asset to default.
As in Joshi and Kainth (2004) , we write the discounted payoff of the swap as the difference between the discounted payoffs of the payments made between the parties, called the protection leg and the value leg:
We write D(t) for the discount factor for the interval from 0 to t and take this to be deterministic; in the simplest case, D(t) = exp(−rt) for some fixed rate r. Let τ denote the time of the nth default. Then
with I(τ ≤ T ) the indicator of the event that the nth default occurs before T ; and
The first term reflects the convention that upon the nth default, the protection buyer makes an accrued payment to the protection seller, with these payments accruing linearly between the dates T j . To price the swap is to compute E(V (τ 1 , . . . , τ N )).
It will be convenient to subtract the deterministic component of the swap and define
so it suffices to compute E(V (τ 1 , . . . , τ N )). Moreover, V (τ 1 , . . . , τ N ) is zero unless n or more defaults occur before T , so
Using this formulation, Joshi and Kainth (2004) develop a simulation method that generates at least n defaults on every path.
The Gaussian Copula Model
The expectation in (1) is over the joint distribution of the default times, which we have not yet specified. The marginal distribution of each τ i is typically extracted from the market prices of credit default swaps or bonds; these market prices are used to construct a hazard rate function h i from which we get the distribution
The Gaussian copula (Gupton et al. 1997 , Li 2000 ) is a widely used mechanism for specifying a joint distribution for the default times consistent with these marginals. For purposes of simulation, it is often convenient to work with the Cholesky decomposition of the correlation matrix Σ. The Cholesky decomposition produces a lower-triangular matrix C = [C ij ] with Σ = CC . This allows us to write W = CZ withZ an N × 1 vector of independent standard normal random variables. We will make the simplifying assumption that Σ has full rank so that the diagonal elements of C are all nonzero.
Using this formulation, each replication of an ordinary Monte Carlo simulation would proceed as follows:
For later use, we record the following consequence of the Cholesky decomposition, which is implicit in Joshi and Kainth (2004) :
Proof By construction,
from which the result follows. That C ii is nonzero follows from the assumption that Σ has full rank.
Even if Σ is only positive semidefinite, so that some C ii may be zero, (2) remains valid provided the expression on the right is interpreted as a step function that jumps from 0 to 1 at the point at which the numerator in the argument of Φ equals zero.
The Joshi-Kainth Method
For baskets of high-quality credits or short-maturity swaps, defaults are rare events. Ordinary
Monte Carlo simulation therefore produces few paths with n or more defaults; nearly all paths simply return a value of 0 for V (τ 1 , . . . , τ N ). This makes importance sampling (IS) potentially attractive in this problem. Joshi and Kainth (2004) introduced an innovative importance sampling method (henceforth, the JK method) that forces all paths to produce at least n defaults. Their method is largely unrelated to techniques commonly used in the rare-event simulation literature and, in particular, to the techniques developed in the credit risk context by Avranitis and Gregory (2001) , Glasserman and Li (2005) , Joshi (2004) , and Kalkbrener, Lotter, and Overbeck (2004) .
In this section, we review the JK method, establish some properties of the method, introduce some initial improvements and present some numerical examples. Our examples motivate an improved method that takes advantage of the key insights of Joshi and Kainth (2004) while producing far greater variance reduction.
The JK Algorithm
We first give an informal description of the JK method in the case of a first-to-default swap.
The JK method first determines whether a particular asset defaults within the life of the swap, and, if a default is to occur, it then determines the time of the default in the interval [0, T ] . Only the default probabilities are changed. The first asset is assigned a probability 1/N of default by time T (regardless of its actual default probability). If it defaults, then the importance sampling is turned off and the simulation proceeds in the usual way. Otherwise, the second asset is assigned a default probability of 1/(N − 1). The default probability for subsequent assets are increased through the sequence 1/(N − 2), 1/(N − 3), . . . until a default occurs, at which point importance sampling is suspended; if we reach the N th asset and no default has yet occurred, the N th asset is given a default probability of 1/(N − (N − 1)) = 1. This ensures that at least one default occurs on every path. The case of an nth-to-default swap works similarly. When the algorithm gets to the ith asset, if j < n defaults have thus far occurred, the ith asset is made to default with probability (n − j)/(N − i + 1), ensuring that at least n defaults occur on every path. Once n defaults have occurred, the method reverts to the original sampling procedure. Each path is then weighted by a likelihood ratio to correct for the change in distribution.
The importance sampling probabilities used by Joshi and Kainth (2004) may be interpreted as follows. Consider an urn initially containing n black balls and N − n white balls. Balls are drawn from the urn at random, without replacement. If j < n of the first i − 1 balls are black, then the probability that the ith draw produces a black ball is (n − j)/(N − i + 1). All n black balls will eventually be drawn.
We present the algorithm in a somewhat more generic form than that given in Joshi 
the inverse taken with respect to the first argument.
For the IS algorithm, define default indicator variables
conditional default probabilities are then given by p 1 = F 1 (T ) and
These will be replaced by new probabilitiesp i , i = 1, . . . , N , withp 1 fixed andp i a function of
The particular choice used by Joshi and Kainth (2004) can be expressed as 
and
(In the case i = 1, set
3. Calculate the weight
Once τ 1 , . . . , τ N have been generated, evaluate V (τ 1 , . . . , τ N ) and return the weighted (4) and (5) thus accomplish the following:
depending on whether
Implementation of this procedure requires the ability to sample from the conditional default time distributions in (5). The specific case in Joshi and Kainth (2004) 
) can be evaluated using (2) to get
This reduces the problem of sampling from the conditional distributions of the default times to sampling from their marginal distributions. (This mechanism remains valid even if Σ is singular or some F i fails to be strictly increasing, but in either of those cases we would be sampling τ i conditional on the slightly larger information set {Z 1 , . . . ,Z i−1 }, rather than the more generic
Properties of the JK method
WriteP for the probability of events defined by τ 1 , . . . , τ N constructed using the modified conditional default probabilitiesp i , i = 1, . . . , N , and write P for the original probability measure. Recall thatp i may depend on the default indicators Y 1 , . . . , Y i−1 . Extending the original method of Joshi and Kainth (2004) , a simple condition ensures that at least n defaults occur on every path:
In referring to the JK method, we will always assume that the condition in Lemma 2 is in force. The particular case (3) used by Joshi and Kainth (2004) satisfies the condition in the lemma, but so do many other choices of probabilities. This raises the question of which probabilities within this class are best, a question we return to in Section 4.
The next lemma shows that the JK method modifies the distribution of the default times only to the extent that it modifies the probability that default occurs before time T .
Lemma 3 For all
Using this result, our next result confirms that the weight L calculated in the JK procedure is indeed the appropriate likelihood ratio. Moreover, it confirms that the JK method yields an unbiased estimate, despite the fact (atypical of importance sampling) thatP assigns probability zero to some events that have positive probability under P. WriteẼ for expectation with respect toP.
Theorem 1 (i) For any event A ⊆ {τ ≤ T }, we have P(A) =Ẽ[I A L], where I A is the indicator of the event A. In other words, L is the likelihood ratio for the restriction of the probability P to {τ ≤ T } relative to the probabilityP. (ii) For any
The JK method goes through the assets sequentially, increasing the default probability at each step until the required number of defaults have occurred. The first issue one faces in implementing the JK algorithm is the order in which to take the assets. Joshi and Kainth (2004) do not comment on this question and one might wonder if it matters. We will see that it does matter, and the next result gives the optimal sequence for the case of independent defaults with equal recoveries and different constant hazard rates:
Proposition 1 For a basket of independent assets with identical recovery values r
1 = r 2 = · · · = r N but different
constant hazard rates, variance is minimized in the JK method by taking the assets in ascending order
This result remains valid with non-constant hazard rates as long as we have
While this still leaves open the question of the optimal order for more general cases, we will not pursue this question because the alternative we propose in Section 4
is insensitive to the order in which the default times are generated.
The JK method is an intuitively appealing way to generate informative paths, but its effectiveness depends on its ability to reduce variance. Joshi and Kainth (2004) do not provide conditions ensuring a variance reduction; indeed, the next result shows that a variance increase is guaranteed under certain conditions if one uses the probabilities (3).
Proposition 2 If the default probabilities of the assets are large enough or the life of the swap long enough, the estimator given by the JK method using (3) has larger variance than plain Monte Carlo sampling if n ≤ N − 1; i.e., except in the case of a last-to-default swap.
The shortcoming identified by Proposition 2 results from the possibility that the JK method will actually decrease one or more of the default probabilities as it goes through the assets. As a simple way to address this case, we suggest a modified JK method. Whereas the original method setsp i = (n − j)/(N − i + 1) if j defaults have occurred when we get to the ith asset, the modified method setsp
where, as before,
). An immediate consequence is the following:
Proposition 3 For all sufficiently large hazard rates or swap maturities, the modified JK estimator coincides with the ordinary Monte Carlo estimator.
Numerical Examples
We illustrate the JK method and the modified JK method discussed so far with some numerical results. In these examples, we take a continuously compounded interest rate of r = 5%. For simplicity, we assume just a single protection payment (i.e., m = 1) of s = .10, paid at maturity if fewer than n defaults have occurred. These parameters will be used in subsequent sections as well, and all numerical results are based on 10 6 replications. We use a large number of replications in order to make accurate variance comparisons; the same relative performance holds even with far fewer replications.
Basket I -Swap A1
As a first illustration, we consider a basket of N = 10 independent assets, with constant hazard rates ( but neither is guaranteed to be better than plain Monte Carlo. As expected, the JK method deteriorates as T increases and defaults become frequent. For the independent assets case, when T = 7, where P (τ > T ) = 0.5034, the JK method becomes inferior to plain Monte Carlo.
For the dependent case, the transition occurs at an even shorter maturity.
The Conditional Probability Method with Independent Assets
The key feature of the JK method is that it replaces the original conditional default probabilities
) with new probabilities having two properties: they guarantee at least n defaults on every replication, and they revert to the original probabilities once n defaults have occurred. Beyond these two properties, the particular values (3) used in the original JK method are somewhat arbitrary. We therefore consider building on their method by searching for probabilities with these two key properties that are, in some sense, optimal. We begin by considering the case of independent default times, a restriction in force throughout this section.
Observe that most of the variability in pricing a basket default swap results from the occurrence or nonoccurrence of the event {τ ≤ T }; the timing and order of defaults produce additional variability, but this is secondary. We therefore consider the related problem of finding effective IS probabilities for the problem of estimating
In fact, it is well known (and easily verified) that the optimal IS distribution for this type of problem samples Y 1 , . . . , Y N conditional on the event of interest; indeed, this IS technique produces zero variance in estimating (8), a point we return to later. We therefore propose to apply importance sampling with probabilities
It follows immediately from this definition that these probabilities have the key properties identified above:
. . , N . Therefore, IS with these probabilities guarantees at least n defaults on every path.
Property 2
If there are at least n defaults among the first k assets, then
We will proceed to show first that these probabilities can be evaluated easily and second that they produce effective variance reduction in the original pricing problem.
Calculating the Conditional Probabilities
A simple and fast recursive algorithm allows calculation of the conditional probabilities, which can then be used in the IS procedure. To explain the algorithm, it is useful to introduce a Markov chain
that counts the number of defaults as we go through the number of underlying assets. 
this is the probability of absorption into set G given that k defaults have been observed as of time i. These probabilities can be computed through backward induction by noting that
The backward induction procedure is illustrated in Figure 2 for the case of a third-to-default swap with five underlying assets (i.e., n = 3, N = 5). The binomial lattice on the left illustrates the evolution of the Markov chain. The chain moves up at time i if the ith asset defaults and moves down if it does not default. The lattice is initialized with a value of 0 at the three lowest terminal nodes (corresponding to 0, 1, and 2 defaults, respectively) and a value of 1 at the remaining terminal nodes (corresponding to 3, 4, or 5 defaults). The right side of the figure illustrates the recursive calculation of (9) The required probabilities q i are easily derived from absorption probabilities P (k) i and can therefore be calculated together with these probabilities. Set
i ; this is the conditional default probability for the ith asset, given that at least n of the N assets will default. These probabilities can be used in place of the original JK probabilities; the rest of the algorithm remains the same. Proof It follows from (10) that
Similarly, if Y i = 0, then using (9) and X i = X i−1 , we get
The denominator in this last expression is 1, because X N ≥ n (by Lemma 2). The numerator
. The second assertion in the proposition follows from the observation that the likelihood ratio relating the conditional law of the default times to their unconditional law is simply 1/P(τ ≤ T ).
Our next result shows that the CP method achieves a guaranteed variance reduction. Moreover, it confirms that the method is particularly effective when the probability of n or more defaults is small.
Proposition 5 In the case of independent assets, the CP method reduces variance by at least a factor of 1/P(τ ≤ T ).
Proof By Theorem 1, the estimator in the CP method is unbiased. From Proposition 4, we know that L is identically equal to P(τ ≤ T ). Using a tilde to denote expectations computed with respect to the CP importance sampling distribution, we have
.
We noted previously that the effectiveness of the JK method depends, in part, on the order in which the default times are generated. In contrast, the CP method is insensitive to the ordering of the assets:
Proposition 6 In the CP method, the variance reduction achieved does not depend on the order of assets.
This follows directly from the fact that the CP sampling distribution is always the conditional distribution of τ 1 , . . . , τ N given τ ≤ T , regardless of the order in which the default times are generated.
The CP Method with Dependent Assets
We now return to the case in which the default times are linked through the Gaussian copula model. In this setting, sampling τ 1 , . . . , τ N conditional on τ ≤ T does not seem feasible; the algorithm for calculating the q i in Section 4 does not extend in an obvious way to the case of dependent default times. To apply the CP method, we therefore condition on additional information to make the default times conditionally independent.
Factor Models
Recall that the dependence in the Gaussian copula model is determined through the correlation matrix Σ of the underlying normal random variables W 1 , . . . , W N . In practice, these correlations are often specified through a factor model of the form
or, in matrix-vector form,
in which • a i1 , . . . , a im are the factor loadings for the ith asset, and d k=1 a 2 ik ≤ 1;
The correlation matrix of W implied by (11) is AA + B 2 ; so, for consistency, we require that this matrix equal Σ.
The key property of (11) is that once we condition on Z, the W i become conditionally independent of each other. This, in turn, makes the default times τ 1 , . . . , τ N conditionally independent of each other, thus allowing us to apply the CP method.
The Conditional CP method
Suppose that
. . , N , and that the W i admit the representation in (11). Conditioning on Z yields
Conditional on Z, we can therefore apply the CP method as in Section 4, but with F i replaced by F Z i . More explicitly, the steps are as follows, for each replication: 
Evaluate and return
For
Step 4, we can calculate U i as in (4) and then set
Although we do not have a lower bound on the magnitude of variance reduction as we did in the case of independent assets, we nevertheless have the following guarantee:
Proposition 7 The Conditional CP method always reduces variance.
Proof Using the conditional independence of the default times given
The second equality uses the fact that Z 1 , . . . , Z d have the same distribution under the original and CP sampling procedures.
Numerical Examples
We compare the CP method, the modified JK method, the JK method, and plain Monte Carlo simulation through numerical results for the test cases Swap A1 and Swap A2. For comparison,
we include one more test case -Swap A3, which is very similar to Swap A2 but with different signs in factor loadings. All examples use 10 6 replications.
Basket III -Swap A3
Swap A3 is a fifth-to-default swap in Basket III, where Basket III contains N = 10 assets with the same hazard rates and recovery rates as in Basket II. The assets are also correlated through a four-factor Gaussian copula. The only difference between Basket II and Basket III is the factor loading matrix A. The loadings in Basket III have the same magnitudes as those in
Basket II but are all positive. Figure 4 (which shows an example with independent assets) the CP method works particularly well at short horizons, where the probability of default within the life of the swap is small. The examples illustrated in Figure 5 are four-factor models, and the CP method continues to work well in these examples. The variance reduction achieved by the CP method is greater in the left panel (Swap A2) than in the right panel (Swap A3). Recall that the only difference between these examples is that Swap A2 has loadings of mixed sign, whereas all the loadings in Swap A3 are positive. As a consequence, an unusually large or small value of one of the factors Z 1 , ..., Z d will move all the default times in Swap A3 in the same direction, whereas in Swap A2 the effects on different assets will tend to offset each other. In this respect, Swap A3 is more sensitive to variability in the underlying factors than Swap A2 is; recall that we apply the conditional CP method conditional on the outcomes of the factors.
In the right panel of Figure 5 , the JK and modified JK methods actually produce slightly lower variance than the CP method at short horizons. This, too, results from the fact that the conditional CP method applies conditional on the factor outcomes. In contrast, the JK method relies on conditional probabilities calculated through Cholesky decomposition, as in Lemma 1. This can be advantageous when the variability from the factors is large (as in Swap A3).
However, because of the conditional probability calculations, the JK method takes about 4-5 times longer than the CP method in Swap A3, so the overall efficiency improvement is greater using the CP method across all maturities. In the next section, we will see that the factor structure can be used to further improve the performance of the CP method.
Stratifying the Factors
The CP method, as implemented in Section 5, reduces variance conditional on the outcome of the factors Z 1 , . . . , Z d , but it does nothing to reduce the variability in the sampling of the factors themselves. This observation leads us to apply stratified sampling to the factors. We refer to this combination as the CPST method. We introduce this method in a single-factor setting, then extend it to multiple factors.
Single-Factor Models
A single-factor model takes the form
We apply stratified sampling to the factor Z, which has a standard normal distribution.
To this end, we partition the real line into subintervals A 1 , . . . , A K of equal probability 1/K; the interval A k has endpoints Φ −1 ((k − 1)/K) and Φ −1 (k/K). To generate one sample of Z in stratum A k , we generate U uniformly over ((k − 1)/K, k/K], and then set Z = Φ −1 ( U ).
The CPST method entails the following steps, for each replication:
1. Generate U (1) , . . . , U (K) independently and uniformly over (0, 1) and set
) has the distribution of a standard normal random variable conditioned to fall in A k ;
2. For each Z (k) , apply the CP method to obtain a sample V (k) of V (τ 1 , . . . , τ N ) and a sample L (k) of the likelihood ratio;
This procedure can be repeated over multiple independent replications in order to estimate a standard error along with the swap value.
Multifactor Models
In principle, the same idea can be applied to each of the underlying factors in a multifactor model. However, full stratified sampling becomes impractical when the number of factors d is large. If, for example, we use K i strata in generating Z i , i = 1, . . . , d, then the total number of strata is K 1 · · · K d . Generating at least one point from each stratum therefore requires a sample size at least this large. Unless the K i are quite small (in which case stratification will provide little benefit), this is likely to be prohibitive for d larger about three.
As an alternative to full stratification in d dimensions, we seek to identify a small number (one or two) of "important" directions along which to stratify. More specifically, we choose an N ×d (d ≤ 2) matrixÃ and write
normals. The matrixÂ is constrained to satisfy
Our objective is to chooseÃ so thatÃZ explains most of the variability of AZ. We then apply stratified sampling toZ to eliminate most of this variability.
A convenient way to chooseÃ is through principal components analysis. Suppose Σ Z = AA has full rank d; the singular case can be handled similarly by first partitioning the vector 
Methods for calculating V and Λ are included in many mathematical software libraries and discussed in detail in, e.g., Golub and Van Loan (1996) . As discussed in Glasserman (2004) , a good choice forÃ is the matrix with columns √ λ 1 ν 1 , . . . , λdνd. The matrixÂ then has
We combine the various steps as follows:
1. Compute the eigenvectors and eigenvalues V and Λ of Σ Z , and findÃ andÂ withd ≤ 2;
2. Stratify the unit hypercube [0, 1)d by partitioning the jth coordinate into K j intervals to
5. For each AZ (k) , apply the conditional CP method, and compute the discounted payoff
As in the single-factor case, these steps can be repeated over multiple independent replications to estimate a standard error. For this method, we have the following observation:
Proposition 8 The CPST method has lower variance than the CP method and thus lower variance than ordinary Monte Carlo.
This follows directly from the fact that stratified sampling with proportional allocation (here meaning that we draw equal numbers of samples from the equiprobable strata) always reduces variance (see, e.g., Glasserman 2004, pp.215-217) .
Factor-Model Approximation
While the correlations in the Gaussian copula model are often represented through a factor model of the form (11), this is not always the case. We therefore consider an alternative to the principal components method of the previous section that starts directly from the correlation matrix Σ of W and approximates it with a low-dimensional factor model. In other words, we seek an approximation of the form W ≈ÃZ +B , with Z and independent standard normal vectors andÃ havingd columns. Given such a representation with smalld, we can apply stratified sampling to Z and combine that with the conditional CP method.
Without a constraint ond, such a representation is always possible (e.g., setÃ equal to the Cholesky matrix C and set B = 0), but if we put an upper bound ond, this may introduce some approximation error. Thus, unlike the other methods considered in this article, this method involves some bias.
The problem of finding a low-dimensional factor representation is considered in Andersen, Sidenius, and Basu (2003) . They suggest choosing the factor loading matrixÃ (N ×d) as the solution to the minimization problem miñ A
tr(Σ −ÃÃ −B)(Σ −ÃÃ −B) ,
where tr is the usual matrix trace operator andB is a diagonal matrix with Andersen et al. (2003) propose a recursive algorithm to search for the optimalÃ; in our tests as well as theirs, the algorithm appears to converge very quickly.
Numerical Examples
We showed in Propositions 5 and 7 that the CP method guarantees a variance reduction and outperforms plain Monte Carlo. In this section, we examine the additional improvement obtained by applying the CPST method compared with the CP method and the modified JK method. We exclude the JK method from the figures because in all our numerical examples we have observed that the modified JK method outperforms the JK method. We use 100 strata for one-dimensional stratification and 40 strata in each dimension for two-dimensional stratification. (We have observed quite similar results for one-dimensional stratification using just 10 strata.) All examples use a total of 10 6 samples. In the case of one-dimensional stratification, this means 10 4 replications, with each replication consisting of the average over 100 strata. In the case of two-dimensional stratification, this means 625 replications, each the average over 40 2 strata. This results in an equal number of samples for all methods compared and thus makes the variance comparisons meaningful. All examples in this section use dependent underlying assets because this is the setting in which CPST is relevant.
Basket IV -Swap A4 and Basket V -Swap A5
Swap A4 is a first-to-default swap in Basket IV, where Basket IV contains N = 10 assets with the same hazard rates and recovery rates as in Basket I. The assets are correlated and the correlation matrix is Σ, which is introduced by a multivariate normal vector {W 1 , . . . , W N } in the form of a single-factor model. To generate such a correlation matrix, one can first randomly generate a 10 × 1 matrix A, compute the supplementary vector B, then let Σ = AA + BB .
The correlation matrix used here can be found in the appendix. Basket V is the same as Basket IV except the signs in A are all positive. Swap A5 is a first-to-default swap in Basket V. We apply stratified sampling to that single factor. Figure 6 shows the variance of the estimators given by plain Monte Carlo, the modified JK method, the CP method, and the CPST method with one-dimensional stratified sampling applied to the single-factor models Swap A4 and Swap A5. Figure 7 shows corresponding results applying one-and two-dimensional stratification to the four-factor models Swap A2 and Swap A3. In all cases, the figures show substantial variance reduction from the combination of the CP method with stratified sampling. The two panels in Figures 6 and 7 should be contrasted with those in Figure 5 . In Figure 5 , we saw that the conditional CP method was most effective when the factor loadings had varying signs; we suggested that this resulted from the offsetting effect on the default times, which tends to reduce the variability contributed by the factors. In both Figure 6 and Figure 7 , we see that stratification has a greater effect when the factor loadings all have the same sign (the right panel in each case). Thus, by removing variability from the factors, stratification contributes the greatest variance reduction in those cases in which the conditional CP method by itself is less effective. Observe, also, in Figure 7 that in the case of mixed factor loadings (Swap A2), one-dimensional stratification has little benefit, and there is an evident difference between twodimensional and one-dimensional stratification. In the case of positive loadings (Swap A3), one-dimensional stratification is as effective as two-dimensional stratification, and both improve markedly over the CP method without stratification. In all cases, the CPST methods outperform the modified JK method.
In gauging the effectiveness of the CP method (without or with stratified sampling), we need to consider the computing time required as well as the variance reduction achieved. In the independent assets case (Swap A1), the conditional probabilities q need only be calculated once and the time required for this calculation is negligible. Given the new probabilities, each replication of the CP method takes about 1-1.5 times longer than the plain Monte Carlo method. In the dependent case, the conditional probabilities need to be recalculated on each replication. With this additional work, each replication of the CP method takes about 4-5 times longer than the plain Monte Carlo method. The CP method with one-dimensional stratification takes about 5-6 times longer than the plain Monte Carlo method, and with two-dimensional stratification the time required is about 6-7 times longer. These comparisons are for the same total number of paths.
The additional computing time is offset by the variance reduction achieved except when defaults are very frequent. In the independent asset case (Swap A1), the CP method reduces variance by at least a factor of two for T ≤ 25. In the dependent assets cases, the conditional 
Concluding Remarks
In this article, we have developed a variance reduction technique for Monte Carlo pricing of basket default swaps by analyzing and building on the method of Joshi and Kainth (2004) . As in their original method, we sequentially increase the probability of default within the life of the swap as we generate the default times of the assets. But, in contrast to the original method, our choice of probabilities guarantees variance reduction and is, in a certain sense, optimal. We achieve further variance reduction through the strategic use of stratified sampling.
Although we have stressed the application of this method in the widely used Gaussian copula, it extends easily to other models dependence, including multifactor versions of the various factor copula models in Laurent and Gregory (2003) . And while we have focused on basket default swaps, similar ideas can be used for other portfolio credit derivatives; this is a topic of current investigation. Finally, Joshi and Kainth (2004) 
A.2 Proof of Lemma 3
Proof Suppose Y i = 1. Then the conditional distribution of τ i under P is its conditional distribution given τ 1 , . . . , τ i−1 and given τ i ≤ T . This is the conditional distribution of F
, where U i is uniform on (0, 1) and independent of τ 1 , . . . , τ i−1 . In other words, the conditional distribution of τ i is the conditional distribution of
given that U i is uniformly distributed between 0 and p i .
UnderP, we see from (4) that the conditional distribution of τ i given τ 1 , . . . , τ i−1 and given
given that V i is uniform between 0 andp i . This is the same as the conditional distribution of F −1 i (U i |τ 1 , . . . , τ i−1 ) given that U i is uniformly distributed between 0 and p i .
The argument for the case Y i = 0 works similarly, except that now the conditional distribution of τ i under both probability measures becomes the conditional distribution of F
given that U i is uniformly distributed between p i and 1.
A.3 Proof of Theorem 1
Proof The second assertion is a consequence of the first. To establish (i), we calculate the likelihood ratio directly. In light of Lemma 2, we restrict attention to the event {τ ≤ T }. It is evident from (4) and the surrounding steps that, within this event, P andP have the same support, in the sense that any sequence of default times that could be generated by one sampling mechanism could also be generated by the other. So, consider any nonnegative t 1 , . . . , t N with at least n of the t i falling within [0, T ], and let y i = I(t i ≤ T ), i = 1, . . . , N . We can write the joint density or mass function of the default times under P as
Lemma 3 yields
The likelihood ratio is therefore given by
The ith factor in this product equals p i /p i if y i = 1 and it equals (1
Thus, the ith factor is L i and the likelihood ratio is indeed L.
One could arrive at the same expression for the likelihood ratio by viewing the JK algorithm as applying a change of distribution to U 1 , . . . , U N . Without importance sampling, these are independently and uniformly distributed over (0, 1). The JK algorithm makes U i uniform over (0, p i ) with probabilityp i and uniform over (p i , 1 − p i ) with probability 1 −p i . The advantage of the argument in Theorem 1 is that it follows from the key properties in (7) and Lemma 3, and does not rely on the mechanism used to implement (7); in particular, it does not rely on the use of the inverse transform method (in (5)) to generate the default times.
A.4 Proof of Proposition 1
Proof By Theorem 1, the JK method is unbiased, regardless of the order in which default times are generated. It therefore suffices to compare second moments in comparing the variances under different orderings.
Suppose that the assets are ordered in such a way that there are two consecutive assets, say the kth and (k + 1)st, with default probabilities p k > p k+1 . We will show that the second moment of the JK estimator will decrease after switching the order of the kth and (k + 1)st assets.
Define events
where L i is the importance sampling weight associated with asset i. The second moment is
Given A 3 , the importance sampling must have been suspended before the generation of the kth asset's default time. Therefore, switching the positions of the kth and (k + 1)st assets does not affect the value of L, which is equal to L k−1
Subtracting equation (15) from equation (14) gives
Thus, the second moment is decreased by switching the order.
Given A 2 ,p k has only one value butp k+1 have two choices:
The second moment of the estimator is
After switching the kth and (k + 1)st assets, the second moment becomes
By noting that
Switching the positions of the kth and the (k + 1)st assets does not change the second moment conditional on A 2 .
We have shown that switching the positions of the kth and the (k + 1)st assets when p k > p k+1 decreases the second moment of the JK estimator. Therefore, variance is minimized in the JK method by taking the assets in ascending order p 1 ≤ p 2 ≤ · · · ≤ p N .
To conclude the proof, we need to establish (16). Using the relation between τ i and U i , we have
The second inequality is based on the following two facts: (1) since p k > p k+1 , then h k > h k+1 , so τ k (u) < τ k+1 (u) ≤ T for any u ≤ p k+1 . Therefore τ , the nth default time, increases after switching the order. (2) V 2 (τ 1 , . . . , τ N ) decreases when τ increases.
A.5 Proof of Proposition 2
Proof To compare the variances of the estimators given by the JK method and the plain Monte Carlo method, it is enough to compare their second moments.
For a last-to-default swap, in the JK method,p i = 1 for i = 1, . . . , N , and
i.e., the JK method has smaller variance than plain Monte Carlo.
For an nth-to-default swap, with n < N , if the default probabilities of the assets are large enough or the life of the swap long enough, the estimator given by the JK method has larger variance than plain Monte Carlo sampling, as we now show by induction on N .
In the case N = 2, it suffices to consider n = 1, a first-to-default swap, for which the JK Now consider an arbitrary N > 2 and n < N . In the JK method,
In the plain Monte Carlo method, E(V 2 (τ 1 , . . . , τ N )) = p 1 E(V 2 (τ 1 , . . . , τ N )|τ 1 ≤ T ) + (1 − p 1 )E(V 2 (τ 1 , . . . , τ N )|τ 1 > T ).
As p 1 → 1, we need to compare the first term in the two expressions for the second moments of the two estimators. The first term in each case is a conditional expectation given τ 1 ≤ T .
Conditional on τ 1 ≤ T , the two procedures (the JK method and plain Monte Carlo) reduce to problems that have N − 1 assets (and require n − 1 defaults) and are thus covered by the induction argument. Moreover, it follows from (2) that the conditional default probability p 2 = P(τ 2 ≤ T |τ 1 ) approaches 1 as the marginal default probability F 2 (T ) = P(τ 2 ≤ T ) approaches 1. Thus, by induction,
once the marginal default probabilities are sufficiently large. We conclude that
once the marginal default probabilities are sufficiently large.
A.6 Correlation Matrices Used in the Numerical Examples
The four-factor model in the example of Swap A2 uses the following randomly generated factor loading matrix: 
A.7 Variance Reduction Ratios in the Numerical Examples
Here we supply estimated variance reduction ratios at various maturities in our examples: Swap A1 T 0.5 1 2 5 10 15 20 30 CP 1613.5 757.0 324.5 78.6 17.9 6.5 3.2 1.5
Swap A2
T 3 4 5 10 15 20 30 CP 10.5 7.9 6.5 3.9 3.1 2.2 1.2 CPST (one-dimensional) 11.0 8.1 6.7 3.9 3.1 2.3 1.2 CPST (two-dimensional) 14.3 12.1 10.5 6.5 4.7 3.0 1.4 (In Swap A2, the CP and CPST methods produce variance very close to zero for T ≤ 2. This makes it difficult to measure their variance reduction ratios accurately, so we begin this 
