Abstract | An important problem in the theory and application of block code trellises is to nd a coordinate permutation of a given code to minimize the trellis complexity. In this paper we show that the problem of nding a coordinate permutation that minimizes the number of vertices at a given depth in the minimal trellis for a binary linear block code is NP-complete.
I. Introduction
Although the codes obtained by permuting the coordinates of a linear block code are equivalent, it is well known that the minimal trellises for these equivalent codes in general are not equivalent 1{7]; in particular, di erent coordinate permutations may yield trellises with di erent state complexity pro les. As J. L. Massey pointed out some time ago 2]: \the art of trellis decoding of a linear code is] that of re-arranging the order of digits in the code word to obtain a non-systematic code for which the trellis complexity] is as small as possible."
In this paper we show that the problem of minimizing the ith component of the state complexity pro le is a hard problem in the same sense that many well-known problems in computer science (like the travelling salesman problem) are hard: namely that the problem is NP-complete 8]. It is widely believed that P 6 = NP, i.e., that no algorithms that nd solutions to NP-complete problems with a running time bounded by a polynomial function of the length of the problem input exist. Indeed, if a polytime algorithm were found for any NP-complete problem, then a polytime algorithm would exist for every problem in NP. Thus, optimal solutions to the coordinate ordering problem appear to be computationally infeasible, at least for large codes.
Many problems in coding theory are known to be hard, and some have formally been proved NP-complete: for example, \Linear Decoding," the general problem of maximumlikelihood decoding an arbitrary binary linear block code used on a binary symmetric channel 9]. This problem remains hard even when arbitrary preprocessing of a given code is allowed 10]. Similarly, the problems of nding a codeword with least weight not a multiple k, nding a maximum weight codeword, or nding a codeword whose weight is in a given range in a binary linear block code are . Even the problem of minimizing the vertex count in the trellis of an arbitrary nonlinear code of length two is NP-complete 12].
Block code trellises appear to be closely related to graphs called binary decision diagrams (BDDs) 13] that are used to represent Boolean functions. The problem of ordering Boolean variables to minimize the size of various types of BDDs has been proved NP-complete 14,15]. We do not exploit this connection here, however. Instead, we present a polynomial-time reduction of a well-known NP-complete problem in graph theory to a restricted version of a linear block code trellis complexity minimization problem.
A brief description of trellises and their state space complexity pro les is given in Section II, where a code's state complexity pro le is related to the \partition rank" pro le of the code's generator matrix (or, equivalently, parity-check matrix). In Section III, we de ne the \ith Partition Rank Permutation" (i-PRP) problem and various other problems related to optimizing the state complexity pro le.
In Section IV, we prove the main result of this paper, namely that i-PRP is NP-complete. We do this by restricting the input generator (or parity-check) matrix to be the incidence matrix of a graph. Questions about the ranks of certain submatrices of the input matrix then translate to questions about the structure of certain subgraphs of the corresponding graph. A polynomial time reduction from \Simple Max Cut" 8, 16 ] establishes the NP-completeness of the graph-theoretic PRP problem, which, by restriction, establishes the NP-completeness of i-PRP.
Some concluding remarks are made in Section V.
II. State Complexity Pro les
Formal de nitions of block code trellises are given, e.g., in 2, 12, 17] . Brie y, a trellis for a block code C of length n is an edge-labeled directed graph with a distinguished \root" vertex having in-degree zero and a distinguished \goal" vertex have out-degree zero, with the properties that:
1. all vertices can be reached from the root; 2. the goal can be reached from all vertices; 3. the number of edges traversed in passing from the root to the goal along any path is n; and 4. the set of n-tuples obtained by \reading o " the edge labels encountered in traversing all paths from the root to the goal is C.
It is useful to think of the number of edges needed to reach a given vertex from the root as the \depth" or \time index" of that particular vertex. Vertices with the same depth are referred to as the trellis \states" at that depth. The minimal trellis for a linear block code C over GF(q) can be constructed in a number of di erent (but equivalent) ways, e.g., 1, 2, 12]. For linear codes, the set of states in the minimal trellis at a given depth i can be characterized 3,18] as a vector space over GF(q). Denoting the dimension of this vector space by s i (C), this means that there are q s i (C) states at depth i. The vector (s 0 (C); : : :; s n (C)) is the state complexity pro le of C 7] . Its maximum component is s max (C) = max i fs i (C)g. If C 0 is a code equivalent to C obtained by permuting the coordinates of C, then s max (C 0 ) 6 = s max (C) in general. For example, the (8,4) binary Reed-Muller code, obtained by extending the cyclic (7, 4) Hamming code has a state space complexity pro le (0; 1; 2; 3; 4; 3; 2; 1; 0), with s max = 4, whereas, when expressed in the coordinate ordering obtained from the iterated squaring construction described in 3], the (8,4) code has state space complexity pro le (0; 1; 2; 3; 2; 3; 2; 1; 0), with s max = 3.
The minimum s max (C) over all coordinate orderings is the state complexity s(C) of C. The state complexity, s(C) has been described by Muder 17] as a fundamental descriptive characteristic of the code C.
As shown in 3, Appendix] and other papers (notably 18], which treats the problem in a general group-theoretic setting), the state complexity pro le for a given linear code can be obtained in terms of the dimensions of various subcodes and projections of that code.
Let C be a linear code of length n over a eld F. At depth i, denote by P i? : C ! F n the operator that maps an n-tuple c = (c 1 ; c 2 ; : : : ; c n ) to (c 1 ; : : :; c i ; 0; : : : ; 0), i.e., the operator that zeroes out the \future" of c. Similarly, denote by P i+ the operator that maps c to (0; : : : ; 0; c i+1 ; : : :; c n ), i.e., the operator that zeroes out the \past" of c. The images of C under the operation of these projections are denoted by P i? (C) and P i+ (C), respectively.
The kernel of P i? : C ! F n is the so-called future subcode C i+ ; similarly, the kernel of P i+ : C ! F n is the so-called past subcode C i? . Clearly, C i+ is the set of all codewords that are all zero in the past, while C i? is the set of all codewords that are all zero in the future.
Denote by k(C) the dimension of a code (or vector space) C. The state complexity at depth i is given by 3]
However, one of the basic properties of linear vector space transformations relates the dimensions of the image and kernel of the transformation to the dimension of the space being transformed: if T : V ! W is a linear transformation with range R T and kernel N T , then
In the context of the linear projection maps P i? and P i+ , we see that
(This is Lemma 1 of 7]). We can therefore write
(This relation also follows from the reciprocal state space theorem for Abelian group codes 19].) Given a generator matrix G for C, the terms on the right hand side of (1) are easily computed in terms of the ranks of submatrices of G. For 0 < i < n, partition G into two submatrices,
where A i consists of the rst i columns of G and B n?i consists of the last n ? i columns of G. Then (1) is equivalent to s i = r(A i ) + r(B n?i ) ? r(G); (3) where r( ) denotes the rank of the enclosed matrix. Note that r(G) = k is a constant for a given (n; k) code.
Equivalently, since the state complexity pro le for the dual code C ? of C is identical to that C 3], we can replace the generator matrix G in (2) and (3) with the parity check matrix H (which is the generator matrix for C ? ).
For 0 < i < n, we de ne the ith partition rank r i (G) of a given matrix G (with entries from some eld) as r i (G) = r(A i ) + r(B n?i )
where G is partitioned as in (2). We also de ne r 0 (G) = r n (G) = r(G). Note that r i (G) is preserved under elementary row operations, but not necessarily under column permutations that interchange columns of A i with columns of B n?i . De ne r max (G) = max i r i (G) to be the maximum partition rank of G.
III. Problem De nitions
In this section, we pose various decision problems equivalent to various forms of trellis optimization. These problems are stated in terms of the ranks of submatrices of the generator or parity-check matrix. In Section IV, we obtain related graph-theoretic problems by restricting the input to be graph incidence matrices. The problem of nding a coordinate permutation to achieve s(C) for a given code C is equivalent to nding a permutation of the columns of a generator matrix (or parity check matrix) for C with minimal maximum partition rank. For binary codes the decision problem corresponding to this optimization problem may be posed as follows:
Problem: Maximum Partition Rank Permutation (max-PRP) Instance: A binary k n matrix, a positive integer w. Question: Can M be transformed by column permutations into a matrix M 0 having maximum partition rank r max (M) w?
We also de ne two related problems. It is easy to see that all of these problems are in NP, as the vector of partition ranks (r 0 ; r 1 ; : : : ; r n ) of any candidate solution is easily obtained in polynomial time, using standard algorithms from linear algebra. In the case of max-PRP and i-PRP, if there were a polytime algorithm for the decision problem, there would also be a polytime algorithm for the optimization problem: one would simply input w = 1; 2; 3; : : : to the decision problem, and retain the solution corresponding to the smallest w for which the decision algorithm returns an a rmative answer.
Theorem 1 i-PRP is NP-complete.
Proof: See Section IV.
A simple corollary to this theorem is the following.
Corollary 1 Vector-PRP is NP complete. Proof: An input to i-PRP is easily transformed to an input to vector-PRP by taking w i = w and w j = 1, j 6 = i.
Unfortunately, neither Theorem 1 nor Corollary 1 establishes the NP-completeness of max-PRP.
IV. Proof of Theorem 1 A. Graph Problems
Our main approach in tackling the matrix PRP problems de ned in the previous section is to restrict the input matrix to be the incidence matrix of a graph. With this restriction, we obtain graph-theoretic versions of the problems. Codes with generator or parity-check matrices that are the incidence, circuit, or cut-set matrices of a graph have been studied by several authors (e.g., 21{25]). It is important to note that the set of codes generated by a matrix having exactly two 1s in each column is a proper subset of the set of all binary codes. However, we will prove that the i-PRP problem is NP-complete for the in nite family of codes with generator matrices in this form; this implies that the i-PRP problem is NP-complete for binary codes in general.
Let E i = fe 1 ; : : :; e i g be the set containing the \ rst" i edges of E, and let E i induce two subgraphs G 1 (i) = (V 1 ; E i ) and G 2 (i) = (V 2 ; E ? E i ). De ne the ith \graph partition rank"
It is now straightforward to translate questions about the graph partition rank into questions about the matrix partition rank of the corresponding incidence matrix, and vice-versa. Denoting \Graph PRP" by GPRP, the problems max-GPRP, i-GPRP, and vector-GPRP are de ned as obvious restrictions of the corresponding matrix problems.
B. A Reduction from Simple Max Cut
In this section we show that i-PRP is NP-complete by restriction to the (n=2)-GPRP problem. We present a polynomial reduction from Simple Max Cut: Before proving that n=2-GPRP is NP-complete, we make the following observations. Suppose an edge partition of a graph G = (V; E) induces a pair of (not necessarily connected) subgraphs G 1 = (V 1 ; E 1 ) and G 2 = (V 2 ; E 2 ) having I 1 and I 2 connected components, respectively. Then, since r(G 1 ) = jV 1 j ? I 1 , r(G 2 ) = jV 2 j ? I 2 and jV 1 j + jV 2 j = jV 1 V 2 j + jV 1 \ V 2 j = jV j + jV 1 \ V 2 j it follows that the rank sum can be expressed as r(G 1 ) + r(G 2 ) = jV j + jV 1 \ V 2 j ? (I 1 + I 2 ):
If G 1 and G 2 are both constrained to be connected, then I 1 = I 2 = 1, and minimizing the rank sum is equivalent to minimizing jV 1 \ V 2 j, which is the number of vertices that the two subgraphs have in common.
We now prove the main result.
Theorem 2 n=2-GPRP is NP-complete.
Proof: We adopt the notation of the i-PRP problem with i = n=2, where n is the number of edges in the given graph G = (V; E). The problem asks for a partition of E into two subsets of equal cardinality so that the rank sum of the induced subgraphs is not greater than w. It is easy to see that this problem is in NP since a nondeterministic algorithm need only guess a subset E 1 of appropriate size from E and check in polynomial time whether r(G 1 ) + r(G 2 ) w. We show rst how an input to SMC may be transformed into an input for n=2-GPRP. Given a graph G = (V; E) and a positive integer w as input for SMC, There are certain properties of G 0 that will be required in the main proof, and since their proofs are not straightforward, we present them here as lemmas.
Lemma 1 Let B = (S; T) be the graph, with jSj = 2m, produced by the rst 3 steps in the above construction, and assume that B is not complete, or equivalently that the original graph G has at least one edge. Partition S into two equal-sized subsets N 1 and N 2 so that ffu; vg 2 T : u 2 N 1 ; v 2 N 2 g is a cut of size t < m 2 . If G 1 = (N 1 ; A 1 Now let jA 1 j jA 2 j without loss of generality and assume that t < jA 1 Conversely, suppose now that there is a solution to the n=2-GPRP problem, i.e., a partition of G 0 into two disjoint subgraphs G 0 1 = (V 0 1 ; E 0 1 ) and G 0 2 = (V 0 2 ; E 0 2 ) with E 0 = E 0 1 E 0 2 , E 0 1 \ E 0 2 = ; and jE 0 1 j = jE 0 2 j = n=2, such that the graph partition rank r n=2 (G 0 ) = r(G 0 1 ) + r(G 0 2 ) w 0 = 2m 4 1 ; E 0 1 ) and G 0 2 = (V 0 2 ; E 0 2 ) have rank sum satisfying r(G 0 1 ) + r(G 0 2 ) w 0 . Since n=2-GPRP is a restricted version of the more general i-PRP problem, and n=2-GPRP is NP-complete, it follows (since i-PRP is in NP) that i-PRP is NP-complete. This is our main result.
V. Concluding Remarks
The main result of this paper is a proof that the i-PRP problem|equivalent to the problem of minimizing the ith component of the trellis state complexity pro le|is NP-complete. There seems to be a close relationship between max-PRP|equivalent to the problem of nding a coordinate permutation that achieves the state complexity of a given code|and i-PRP. This leads us to conjecture that max-PRP is also NP-complete, but we have so far been unable to prove this, and so propose it as a research problem.
Our reduction from Simple Max Cut required the construction of a fairly complicated graph. In principle, every NP-complete problem (indeed, every problem in NP) can be reduced to i-PRP, so it is quite possible that a simpler and more direct NP-completeness proof may be found.
Finally, it is important to note that the computation of an optimal coordinate permutation is not a recurring problem in the sense that it needs to be done only once for any given code. For small codes, an exhaustive search (or a search of a traversal of the left cosets of the automorphism group of the code) may be quite feasible. For larger codes, a local search procedure (like that proposed in 26]) may yield acceptable results.
