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ABSTRACT 
We derive upper bounds for the McMillan degree of all P-optimal controllers 
associated with design problems which may be embedded in a certain generalized 
regular configuration. Our analysis is confined to problems of the first kind, which are 
characterized by the assumption that both P&s) and Pal(s) are square but not 
necessarily of the same size. This paper, which uses interpolation theory, complements 
a previous paper which addresses the same problem through an approach based on 
approximation theory. We demonstrate that the interpolation theory approach is more 
direct and circumvents a number of the technical difficulties in the previous method; 
the final outcome is a much shorter proof. As a by-product, we achieve a new result 
on the degree of an optimal solution of the matrix Nevanfinna-Pick problem. 
1. INTRODUCTION 
In a recent paper [16] it was shown that there is a class of H”-optimal 
controllers with McMiUan degree no greater than n - 1 for all problems of 
the first kind, n being the McMillan degree of P(s) in Figure 1. The proof in 
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FIG. 1. 
[16], which is based on Nehari approximation theory, is unfortunately long 
and intricate. With this in mind, a colleague of ours (M. C. Smith) remarked: 
“I wonder if one can get a shorter proof of the n - 1 result using interpola- 
tion theory.” In this paper we show that the answer to his question is yes. 
The main reason is that interpolation theory leads directly to a degree bound 
on all optimal closed loops, whereas bounding the degree of the closed loop 
using approximation theory is tortuous. 
The Nevanlinna-Pick-Schur interpolation theory has already been used 
extensively in the study of single loop (SISO) H” problems. Zames and 
Francis [25] use this theory to solve the minimum sensitivity problem. Their 
expression for the optimal closed loop [25, Equation (4.2)] in fact bounds the 
degree of the closed loop, the bound being the number of terms in the 
interpolating Blaschke product. Kimura [U] and Khargonekar and 
Tannenbaum [14] use interpolation theory to study optimal robustness prob- 
lems. Tannenbaum has also analysed a “robust&d” form of the strong 
stabilization problem using interpolation theory [21]. As witi the work in 
[25], an optimal closed loop degree bound is implicit in this work. The 
situation is more complicated in the multivariable (MIMO) case. 
One of the first solutions to the MIMO optimal sensitivity problem [4] 
uses matrix Nevanlinna theory [5]. Although it is easy to generalize the 
Chang-Pearson approach to general problems of the first kind, their use of the 
work in [S] disguises the McMillan degree of the closed loop, We obviate this 
problem by replacing the matrix Nevanlinna theory, a la [5], with a general- 
ization of the so-called Nevanlinna-Pick tangent problem, which was first 
posed by M. G. Krein and studied by I. P. Fed&a [lo-121. This theory 
shows that all (matrix valued) closed loops can be characterized in terms of a 
Blaschke product of McMillan degree one factors. With this established, a 
closed loop degree bound follows without effort. 
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Our paper is laid out as follows: Section 2.1 defines the notation we need, 
and 2.2 gives a brief review of the Youla parametrization of all stabilizing 
compensators. The controller degree bound is derived in Section 3. It is 
established that the bound follows easily from classical Nevanlinna-Pick-Schur 
theory in the SISO case. By anticipating the solution of the Nevanlinna-Pick 
tangent problem, we extend the SISO analysis to the MIMO situation. 
Section 4.1 gives a precise statement of the generalized Nevanlinna-Pick 
tangent problem, and 4.2 considers some preliminary results on linear frac- 
tional maps. Conditions for the existence of solutions, and a characterization 
of all solutions to the tangent problem, are given in Section 4.3. The 
conclusions appear in Section 5. 
2. NOTATION AND BACKGROUND THEORY 
2.1. Notation 
w,Q= 
R(s) 
IF 
?llXl 
A* 
X(A) 
A>,O, A>0 
A* 
RL” 
II- Lx 
RH” 
Fields of real and complex numbers 
Rational functions of s with real coefficients 
m X I matrices with elements in F [ = W, C, W(s), etc.] 
Complex conjugate transpose of A E C mxz (transpose if 
A=RmX’) 
The set of eigenvalues of A 
A is positive semidefinite, positive definite 
Generalized inverse of A 
Matrices in R ,,‘( s) which have no poles on the jw axis 
(including oo) 
L” norm of matrices in RL” 
Subspace of RL”O of matrices which have no poles in the 
open right half plane 
Complex conjugate of s E C 
Implies, is implied by, if and only if, for all 
i, jth element of a matrix A 
A matrix whose rows are indexed from 1 to m and whose 
cohunns are indexed from 1 to 1 
i, jth block of a matrix A 
A matrix whose block rows are indexed from 1 to m and 
whose block columns are indexed from 1 to 1. 
Associated with a transfer function matrix G(s) E iB”“( s) of McMillan 
degree n is a state-space realization 
G(s)=D+C(sZ-A)??, (2.la) 
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where A E R”‘“, B E Ip”“, C E WmXn, D E WmXt. To save space we often 
write (2.la) as 
G(s)=D+C(s-A)-‘B (2.lh) 
and make use of the alternative notation G(s) A (A, B, C, D) or 
(2.2) 
In the above notation, we have G*( - S) A ( - A*,C*, - B*, D*). If 
G*( - @G(s) = I, we say that G(s) is all-pass. G(s) is called stable (asymp- 
totically stable) if it has no poles in the open (closed) right half plane. If G(s) 
is stable and all-pass, we call it inner. If G(s) is stable and IlG(s)ll, < 1, we 
call it a matrix contraction, The space of matrix contractions is denoted by 
0 m x ‘( s) or simply O(s) if an explicit reference to dimensions seems superflu- 
ous. 
If G(s) A (A, B, C, D), the system matrix corresponding to the given 
realization is defined as 
and the system zeros are defined as the points at which the system matrix 
loses normal rank. In the case that D is nonsingular, the system zeros are also 
given by h(A - BD-‘C). In general, the McMillan zeros of G(s) are a 
subset of the system zeros of a realization of G(s). The McMillan degree of 
G(s) will be written as deg(G), and the set of poles (zeros) of G(s) will be 
denoted {poles (zeros) of G } . 
Let P(s) be a partitioned matrix with a statwpace realization given by 
Then 
F&(s) =Ci(s-A)-lBj+Dij. (2.4) 
A linear fractional transformation of the partitioned matrix P and a matrix K 
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F,(P, K) = P,,+ P,,K(Z- P,K) -lPzl, (2.5) 
where K is of dimension I X m if Pzz has dimension m X 1. We associate 
with P a substitution matrix 
s s12 
s= ll 
i Ii = p21- k?G%l 42G (2.6) s %2 21 - P,‘Pll I P,’ * 
From Figure 1 we see that 
~(4 = F,(P, Khb) 
and 
(2.7) 
We end this section by mentioning that if the hermitian matrix 
is positive (semi-)definite, then so too is its Schur complement C - B*A#B. 
This follows from the congruence transformation 
Also rank(H) = rank(A) +rank(C - B*A*B). In our application A will al- 
ways be nonsingular. 
2.2. Parametrization of All Stabilizing Control&s 
Let P(s) in Figure 1 be given by 
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and suppose that (A, B,, Ca) is stabilizable and detectable. Under these 
conditions K(s) stabilizes the feedback system in Figure 1 if and only if it 
stabilizes P&s). Further, such stabilizing compensators always exist [9, 191. 
On the other hand, if (A, B,, C,) fails to be stabilizable and detectable, such 
compensators do not exist. Let 
P&s) =N,(s)D,-‘(s) = D;‘(s)&(s) (2.10) 
be right and left rational coprime fractional factorizations of P&s), and 
[ _v;l ;](s)[; -g+)=[:, ;] (2.11) 
the corresponding Bezout identities. All the matrices in (2.11) belong to 
RH”, and the set of all compensators which stabilize P&s), and thus also 
P(s), is given by [7,23] 
K(s) = W + QQ)(Vi - KQ) -l(s) (2.12) 
= (v, - QN,) -‘(v, + Q%(s), (2.13) 
where Q(s) E RH”. It is easy to verify that 
K(Z f P,K) -l(s) = (U,+ DrQ)Dl(s). (2.14) 
Hence 
R(s)= [P,l-~l~~(z+P,~)-l~~l](s) 
= [(p,, - L.JWJ’d - U',J'r)Q(Wd(s) 
= [G- TuQTzh), (2.15) 
where the Ti,( s)‘s are defined in an obvious way. Equation (2.15) shows that 
R(s) is parameterized linearly in Q(s). Since R(s) E RH” if and only if 
Q(s) E RH”, we would expect that Tll, Tlz, and Ta all belong to RH”. 
Since (A, B,) is stabilizable, there exists a state feedback matrix F such 
that A - B,F is stable. Similarly, since (A, C,) is detectable, there exists an 
output injection matrix H such that A - HC, is stable. Given any such pair 
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of stabilizing matrices F and H, right and left coprime factorizations of 
Pzz( s) together with the solutions of the Bezout identities are given by [9,17] 
and 
Substituting (2.16) and (2.17) into (2.15) gives, after minor calculation 
[9, 16, 191, 
[;: Td,lcs,r [-&-$+$J (2.18) 
2 21 
Note that the qj(s)‘s all belong to RH”, as expected. Contrary to ap- 
proaches which are based on approximation theory, we do not require T,,(s) 
and T,,(s) to be inner [9, 16, 191. 
REMARK 2.1. In the special case that P&s) is stable, we may set F = 0 
and H = 0. This gives U, = 0, U, = 0, D, = I, V, = I, V, = I, and N, = Ni = 
Pzz( s). Substituting these into (2.13) gives 
Q(s) =K(z+P,K) -l(s), 
which is the Q-parameterization of Zames [26]. 
3. A CONTROLLER DEGREE BOUND FOR H” PROBLEMS OF THE 
FIRST KIND 
In this section we present a simple argument, based on interpolation 
theory, which leads to McMiUan degree bounds on all H”O optimal controllers 
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(or suboptimal controllers) for problems of the first kind. We remind the 
reader that problems of the first kind have Pi, and P,, square. It is also 
assumed that these blocks are nonsingular for all s = jw (including the point 
at co). 
Let tr = deg(P), r = deg( R), and c be the number of internal pole-zero 
cancellations between K(s) and P(s) which occur as a result of closing the 
feedback loop in Figure 1. Clearly, 
r=n+deg(K)-c = deg(K)=r+c-n. (3.1) 
To obtain an upper bound for deg(K), we proceed in two steps: 
(1) We use interpolation theory to establish an upper bound rb for the 
McMillan degree r of all optimal closed-loop transfer functions R(s), and 
(2) Theorem 3.1 (below) provides an upper bound cb on c. 
Given such bounds, we have 
ded K) <rb+cb--n. (3.2) 
In the sequel we see that the open right half plane zeros of P,,(s) and 
Pzl( s) play a central role. For this reason, the following notation is useful: 
zrs := number of right half plane zeros of P,,( s ) 
and 
zsr := number of right half plane zeros of P,,(s); 
also 
z = 212 + 221. 
3.1. The Bound rb 
In Section 2 we demonstrated that all internally stable closed loops may 
be parametrized as 
w4 = ml- Tl2QT21)(4, QERH~, 
in which T,,(s) and T.,(s) are stable. Since Q(s) E RH”, every right half 
plane zero of either T,,(s) or T,,(s) is also a zero of T1sQT2i(s). 
In the SISO case we therefore have that 
r(si) = tll(si) = bi, (3.4) 
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where si is any right half plane zero of either t,,(s) or tsr( s). The pairs 
(s,,b,:i=1,2 )...) z) are interpolation constraints to be satisfied by any r(s) 
which corresponds to an internally stable closed loop. From the standard 
Nevanlinna-Pick-Schur interpolation theory [6, 22, 241 we know that there 
exists an interpolating function r(s) E RH”, with ]]r(s)]loo <p, if and only if 
the hermitian Pick matrix 
H= 
o”- biJj i=l,Z 
( I si + sj 
(3.5) 
j=l,z 
is positive semidefinite. It is also well known that [6, 221: 
(i) If H > 0, there is a continuum of interpolating functions with 
deg(r) ~z+deg(u), (3.6) 
where u(s) is an arbitrary stable contraction. 
(ii) If II > 0 is not definite, the interpolating function is unique with 
deg(r) = rank(H). (3.7) 
(iii) The minimum norm taken by any interpolating function is given by 
the solution of a generalized eigenvalue problem: Find the maximum value of 
p such that det II is zero. 
In the SISO case, 
if r(s) is optimal, or 
therefore, 
rb=z-l 
r, = z +deg(u) 
(3.8) 
(3.9) 
if r(s) is suboptimal. 
Multiinput, multioutput (MIMO) generalizations of these results will be 
given in Section 4. In fact all that changes is that (3.8) and (3.9) become 
rb=z+deg(U)-1 (3.10) 
and 
rb = z +deg(U) (3.11) 
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respectively. U(s) is an arbitrary matrix contraction of specified dimensions. 
In particular, there exists an optimal interpolating matrix R(s) for which 
deg(R) = z - 1. 
3.2. The Bound cb 
The key step behind establishing the bound cb is to pin down the exact 
locations (in the frequency domain) of all the pole-zero cancellations which 
might occur as a result of closing the feedback loop in Figure 1. We then note 
that no cancellations may occur in the right half plane, since this would 
violate the proven internal stability of the closed loop. 
In Theorem 3.1 we show that every unobservable mode of the closed loop 
in Figure 1 is due to a cancellation with a zero of P,,(s), and every 
uncontrollable mode is due to a cancellation with a zero of P,,(s). Given that 
this is true, we see that the number of cancellations c between P(s) and 
K(S) is bounded above by 
c < {number of left half plane zeros of P,,(s)} 
+ {number of left half plane zeros of P,,(s)} = cb, 
or what is the same, 
c< {n-z,,}+{n-z,,} =2n-z=c,. 
THEOREM 3.1 [l, 161. Let 
(3.12) 
(3.13) 
in which P,,(s) E IR plxme(s) with p, 2 m2 and Pzl(s) ERP~~“‘~(s) with 
m, >, p,. Suppose also that 
1 * 
K(s)2 A B [+I c^ L3 (3.14) 
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is a minimal realization and that the well-posedness condition det(Z - D, fi) 
# 0 is satisfied. Then in the closed loop of Figure 1, 
(a) every urwbseroable mode (from y) is a Smith zero of 
r*]; 
(3.15) 
(b) every uncontrollable de (from u) is a Smith zero of 
Is*]. 
(3.16) 
Proof. The equations describing the closed loop of Figure 1 are 
i = Ax + B,u + B&, 
y = C,x + D,,u + D&j, 
ii = C,x + Dzlu + D,S, 
~-da+&& 
lj=&+&i. 
Eliminating the variables 6 and c leads to the following state-space 
model for the closed loop: 
i [1 i A+ B$MC, B,[Z+fiMD,]c I = x^ gMC, A + $MD& ][;I+ [ Bl+;~+l 
(3.17a) 
in which 
M:=(Z-D%a)-’ (3.17b) 
and 
[yl = [ C,+@W D,&+ 
+ [D,, + D,,fiW,] bl. (3.18) 
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If s,, is an unobservable mode of the closed loop state-space model (3.17) 
and (3.18), then there exists a vector ]w: w,*]* +b such that 
s,Z - A- B&MC, - B,[Z+ fiMD& 
- riMC, ~,z-A-z%4~& 
C, + D,,tiMC, D,,[z + fiM~,]cI 1 
Defining 
implies that 
22 := bMC,w, + [I + ~MDJ 8w2 
s,Z - A -% ~1 
C, D,, Z2 = 11 I 
0. 
(3.19) 
(3.20) 
(3.21) 
The proof of part (a) is concluded by establishing that [ wf ~$1 + 0 * 
[W1* z z] # 0. Suppose for contradiction that [w T z z] = 0. This implies that 
[z+~MD,]&,=o 
0 (I- bD=) -‘ew,=O 
* ?w,=o. 
We also have from (3.19) that 
(3.22) 
(s,Z-A)w,=o. (3.23) 
(3.22) and (3.23) taken together contradict the assumed minimality of (3.14), 
which proves condition (a). Part (b) may be established by a parallel 
sequence of arguments. 
3.3. The Controller Degree Bound 
The main theorem is proved by substituting (3.10), (3.11), and (3.12) into 
(3.2). 
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THEOREM 3.2. For any H”-optimal control problem of the first kind, 
euey Ho3-optimal controller satisfies 
deg(K) d n +deg(U) - 1, (3.24) 
and every psuboptimul controller (i.e. IllI(s) d P) @.sfks’ 
deg(K) < n +deg(U). (3.25) 
In (3.24) and (3.25) U(s) is an arbitrary matrix conclusion of specified 
dimensions, which may have degree zero. In the SC30 case the H”-optimal 
controller is unique and satisfie.9 
deg(K),<n-1. (3.26) 
This bound is always also attainable in the MlMO case. 
Note that for the scalar optimal control problem, the degree bound is 
proved in a fairly simple way. For the matrix case we have yet to establish 
the required Nevanlinna-Pick generalization. 
4. THE NEVANLINNA-PICK TANGENT PROBLEM 
We refer to the parametrization of all internally stable closed loops once 
more. That is 
R(s) =Tu- %Q%(s), (4.1) 
in which Tis( s) and T,,(s) are square with no imaginary axis zeros. Suppose 
in the MIMO case that si is any open right half plane zero of T,,(s). Since 
this zero cannot be canceled, T,,(s) must lose rank at this frequency, which 
implies that there exists a vector ai f 0 such that 
R(s,)a, = Z’,,(si)ai = bi, i = 1,2 2 * * * , 221. (4.2) 
Similarly, if si are the right half plane zeros of Z’is(s), there exist vectors 
a: # 0 such that 
a*R(s,) = aFTI, = b:, i=z,,+l,...,z. (4.3) 
‘In the case of degenerate problems having no interpolation constraints, deg(R) = 0 * r,, = 
0, cl, = 2 n and consequently deg( K ) $: n + deg( U). 
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Equations (4.2) and (4.3) taken together describe the MIMO interpolation 
constraints associated with all internally stable closed loops in the case of 
simple zeros. With this motivation, we now describe the general problem to 
be studied in the remainder of this section [lo-121. 
4.1. The Problem Statement 
Given a (finite) sequence of points in the open right half plane 
siY i = 1,2 ,..., n,, 
together with the sequences of vectors 
aiECP and b,ECm, i=1,2 n >.**> I> 
and a second sequence of points (also iti the right half plane) 
si, i=nr+l,...,n,+nl=n, 
together with two further sequences of vectors 
a,EC”‘and biECP, i=n,+l ,...,n: 
(a) Find necessary and sufficient conditions for the existence of a stable 
interpolating matrix function R(s) E W m “P( s) which satisfies both 
R(s,)a, = bi, i=1,2,...,n I) (4.4) 
and 
a:R(s,) = bt, i=n,+l,...,n. (4.5) 
(b) If the solution is not unique, characterize all interpolating matrices. 
We alert the reader to the fact that we will not treat certain interpolation 
points with multiplicities. Specifically, if 
and 
R(si)ail= bi, 
R(si)ais=biz, 
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then we assume that ai1 and ui2 are linearly independent. A similar remark 
applies to the case of aXR(si) = bi: and a$R(si) = b$. Finally, we do not 
allow 
and 
R(s,)a, = b, 
&%(a,) = 6:. 
The technical embellishments required to treat the general case of zeros with 
multiplicities may be found in [12]. We have decided not to go into these 
details because the main result of this paper has already been proven in the 
most general case using approximation theory [16]. 
It is well known that inner matrices and Blaschke products (products of 
J-unitary matrices’) play a fundamental role in the study of interpolation 
problems. Before we begin the main attack on the Nevanlinna-Pick tangent 
problem, we give some preliminary results on (contractive) linear fractional 
transformations and J-unitary matrices; this will be the subject of the next 
section. Since most of these results are known, albeit in a different form, our 
treatment will be terse (see [B, 181 for further details). 
4.2. Some Preliminary Results on Linear Fractional Transformations 
LEMMA 4.1 (A contractive property of linear fractional maps). Suppose 
Hll Hl, 
H(s) = H,, 
[ 1 * (4 22 
is all-pass, that H,,(s) and H,,(s) are square 
everywhere, and that 
and nonsingular almost 
R(s) = (Hll+ H,,U(Z- H,U) -‘H,,)(s). 
Then 
(i) We have 
(4.6) 
Z - U*(jw)U(jw) > 0 w Z - R*(jw)R(jw) 2 0. (4.7) 
‘l-unitary matrices satisfy A(s)jA*(s) = 1, where .I = L I I “f 
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(ii) We have 
z - u*(jw>u(jw) = 0 - I - R*(jo)R(jw) = 0. (4.8) 
(iii) Zf H,*,( jw)H,,( jw) > 0 V o, and H(s) is asymptotically stable with 
tJ( s) a stable matrix contraction, then R(s) is stable and con&active too. 
(iv) The substitution matrix associated with H(s) satisfies S*( - S)IS(s) 
= J, i.e., it is J-unitary. 
Proof. We will not show the frequency dependence of the various 
matrices explicitly. The assumed ah-pass character of H(s) gives 
H;klH,, + H,:H,, = 1, (4.9) 
H;H,, + H&H,, = I, (4.10) 
H,*,H,s + H$H, = 0, (4.11) 
and a simple calculation based on these equations will establish that 
(i) and (ii) are thus established. 
From (4.10) we get H&H,, = Z - H,*H,, < Z VW =F. IIHzz(s)lloo < 1. Since 
\jU(s)((, G 1, and since U(s) and H(s) are stable, (I - HJJ)-’ must also be 
stable by the small gain theorem. Consequently R(s) is stable as required. 
By definition 
H,1- f42H,‘Hl, %&i’ 
- &i’Hl, I H,’ ’ 
and a direct computation based on (4.9) to (4.11) will establish its J-unitary 
character. This proves (iv) and completes the proof. n 
The Nevanlinna algorithm makes extensive use of elementary linear 
fractional maps. As we will show, these maps characterize all matrix functions 
which satisfy a single interpolation constraint [lo]. 
LEMMA 4.2 (Properties of elementary linear fractional maps). Suppose s r 
is a complex number in the open right half plane and that a and b are 
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complex vectors which satisfy (a*a - b*b) > 0. If 
in which 
sl+ s, 
q)= - 
a*a - b*b ’ 
then: 
(i) H(s) is inner. 
(ii) The substitution matrix associated with H(s) is 
w=[jj-f-q 
(4.12) 
(4.13) 
(4.14) 
which is J-unitary. 
(iii) Zf R(s) = [II,, + H,,U(I - H&J-‘H,,](s), then R(s) is a stable 
contraction and R(s,)a = b VU(s) E O(s). 
Proof. (i) and (ii) follow by an easy calculation, which we omit. Since 
Re(s, - +b*b) > 0, H(s) is stable. H,,(s) has its only zero at - sl, so 
Hg( jo)H,,( jw) > 0 VW, so R(s) is stable and contractive by Lemma 4.1. 
Finally, 
41(%) = 
- $ba* ba* 
s1 + 8, - $b*b = a*a 
j H,,(s,)a = b 
and 
%(Sl) = I+ Sl+flykb*b]= [‘-g] * H~l(sl)a=O~ 
which establishes the interpolating property of R(s) and completes the proof. 
n 
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We will also make use of the state-space characterization of the J-unitary 
property. 
LEMMA 4.3. Suppose that G(s) is square with a minimal realization 
G(s) :I (A, B, C, D). Then G(s) is J-unitary if and onZy if there exists a 
Q = Q* such that 
A*Q + QA + C*JC = 0, (4.15) 
D*]C + B*Q = 0, (4.16) 
JD*J= D-l. (4.17) 
Proof. All one need do is replace G*( - S)G(s) = I with 
G*( - B).IG(s) = J and repeat the arguments given in Theorem 5.1 of Glover 
1131. n 
We conclude this section with a result which shows that the linear 
fractional map 
R(s) = ~,(Ns)J(s)), U(s) E@(s), (4.18) 
generates all matrix functions R(s) E O(s) which satisfy the interpolation 
constraint R(s,)a = b. 
LEMMA 4.4. Suppose that H(s) is defined as in (4.12). Then: 
(i) Zf l?(s) is any matrix contraction satisfying E?;(s,)a = b with a*a - 
b*b > 0, then there exists a L?(s) E O(s) such that 
A(s) = F,(H(s),O(s)). (4.19) 
(ii) Zf (a*a - b*b) = 0, 
R(s) = WC u(s)) (4.20) 
generates all interpolating matrix jk&on.s satisfying R(s,)a = b. The con- 
stant matrix H is complktely determined by a and b given in (4.27) below. 
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Proof. Solving for O(s) from (4.19) gives 
rs( s) = [ s,fi + s,,] [ s,,ii + s,,] -l(s), (4.21) 
and we need to establish that o(s) E O(s). By invoking the Z-unitary 
character of S(s) it is easily verified that 
Z-ti*(s)o(s)= [Si2R+S1,]-*[I-fi*I?][S,,Z?+S,,]-’(s). (4.22) 
This establishes that IlZ?(s)ll, < 1. Clearly, 
O(s) = [ s,B + s,,] [I + S,1&R] - ls,l. (4.23) 
It is trivial to show that S,’ is stable and nonsingular Vjo. The Z-unitary 
property of S(s) ensures that ,S,,S,*, - S,,S& = I, whence S,‘S,, is stable 
and strictly contractive. Since R is contractive also, the small gain theorem 
ensures that (Sfi’S,,& + I)-’ is stable and consequently so too is Z?(s). This 
completes the proof of (i). 
If a*u - b*b = 0, we note that there exist unitary matrices 2 and V such 
that 
and we may write 
Thus 
i 
; 
Za= : 
1 0 
. . . 
u(s) 
3 (4.W 
0 
I U(s) E e(s). (4.25) 
q(H, U(s))a = b, (4.26) 
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(4.27) 
If fi( s) is any matrix contraction satisfying A( sr)a = b, we have 
Vil(s,)Z*Za =vb. (4.28) 
Invoking (4.24), the fact that T@(s)Z* E O(s), and a standard argument 
based on the maximum modulus principle [22] gives 
so that 
rl 0 
R(s)= [v1* vz*] 0 
to 
= F,(H,V,iT(s)Z,*)* 
J 
. . . 0 
v,q spy I Zl [ Iz, 
(4.29) 
(4.30) 
This shows that in the case a*a - b*b = 0, (4.26) generates all interpolating 
matrix functions which satisfy R(s,)a = b when R(s) E 8(s). The proof is 
thus complete. n 
4.3. Solution of the Nmanlinna-Pick Tangent Problem 
In this section we establish necessary and sufficient conditions for the 
existence of a solution to the tangent problem. We will also prove that for any 
stable R(s) which satisfies the constraints given in (4.4) and (4.5), 
deg(R) < n +deg(U), (4.31a) 
Hm GONTBOLLXR DEGREE BOUNDS 367 
where V(s) is any element of Q’“““(s). If R( s is any minimum norm ) 
interpolating function, then2 
deg(R) < n +deg(U) - 1; 
again, V(s) is a free parameter in e(s). 
(4.31b) 
THEOREM 4.1. There exists a stable m x p matrix fin&ion R(s) with 
IIR(s)ll, < p satisfying the interpoZution constraints (4.4) and (4.5) if and 
only if the matrk 
is positive semidefinite, where 
n,1= 
p2a:ak - brb, iP”nv 
ii + Sk I k--l,“,’ 
and 
pbi*ak - paf’bk 
i--n,+l,n 
rI& = , 
Sk - si k=l,n, 
Further, if II > 0, 
(4.32) 
n12= 
i=n,+l,n 
&= 
p2aFak - brbk 
Sk + si k-n,+l,n 
deg(R) < n +deg(U), (4.33) 
deg(R) < n +deg(U) - 1% (4.34) 
where U(s) is a f;ee parameter of appropriate dimension belonging to Q(s). 
‘Again, we assume that there is at least one interpolation constraint. 
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REMARK 4.1. As we will now show, the calculation of the minimum 
value of p for which an interpolating matrix function exists is a hermitian 
eigenvalue problem. We begin by expanding II as 
II = p2A, + pA, + A,, (4.35) 
in which A,, A, and A, may be easily identified from (4.32). Further, 
A, = A*, > 0, A i = AT, and A, = A*, G 0; the hermitian nature of the three 
matrices in (4.35) is obvious, while the definiteness of A,, and A, follow from 
a simple Lyapunov equation argument. 
Next, we make the following series of observations: 
(i) We have 
in which 
(4.36) 
(4.37) 
(ii) H is a hermitian pencil and consequently has real eigenvalues. 
(iii) H is singular if and only if II is singular. 
From the positive definiteness of A,, it follows that II >, 0 if and only if 
p&A,,(H), where h,, (H) is the maximum p in (4.37) for which H is 
singular [moreover, Il > 0 if p > X,,(H)]. In other words, the minimum 
norm of any interpolating matrix function is given by A,,(H). 
REMARK 4.2. In the case that II >, 0 (rather than II > 0), the interpolat- 
ing matrix function may be unique. Conditions for uniqueness appear at the 
end of the proof of sufficiency. 
REMARK 4.3. We will assume from now on that the interpolati$n con- 
straints have been normalized by replacing the b,i’s with p-‘bj = bj, i = 
1,2,..., n. Once an interpolating function-call it R( s)-has been found for 
the hi’s R(s) = p&s) will be an interpolating function for the b,‘s. 
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The proof of necessity requires a preliminary result which we will now 
prove. 
LEMMA 4.5. Let Z(s) be the n X n Laphe transfm of a causal 
impulse response x(t) mapping inputs in L”, into outputs in L”, via 
y(t)=a(t)*u(t)=Jf z(t-T)U(T)dT 
-cc 
(u( .) and y(e) may be complex). Consider an input defined by 
u(t) = z aiesif, 
i=l 
t 60, Re(si) ‘0, (4.39a) 
u(t) = i aieeslt, t>O, Re(s,)>O. 
i=n,+l 
(4.38) 
(4.39b) 
Then 
Re/‘“,*(t)y(t)dt=~[a~,ad,...,a:] f* E ‘: (4.40) 
-m 
’ il a, 
with A E C *rXnl, B E C”~X”l, and C E C”rx”l bluck n@rices, where 
(A)ij= 
z*(si)+ Z(Sj) 
si+sj ’ 1< i, j G q, 
(4.41a) 
(B)ij= 
Z”( Zj) - Z”( Si) 
6, - sj ’ 
l<i<n,, n, + 1 d j Q n, (4.41b) 
fl,+lbi, j&n. (4.41c) 
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Proof. We observe first that for t E ( - cc,O], 
y(t) = 5 Z(si)uiesl*. 
i=l 
(4.42) 
Hence 
Re 
I 
+mu*(t)y(t) dt 
-02 
=Re 2 /” aFe’kt 2 Z(si)aiesjtdt 
is1 -CQ j=l 
We evaluate I, next: 
Substituting E = t - r, q = t + T and noting that 
(4.43) 
mz2 
act,4 
(4.44) 
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gives 
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Z,=iRe 
=iRe 
i 
=Re i 5 
q+z(Si) -Z(sj)]aj 
i-n,+1 j=l sj - Bi 
+ c 5 u:[z(sJ - z(sj)]aj 
t=n,+l j=l sj- ij 
+’ 2 2 aJ[Z*(Si)-Z*(sj)]ni 
2i,n+Ij4 ij_Si . 
7 
(4.45) 
I, is given by 
I, = Re 
Setting t - 7 = p gives 
=Re $ i 
i i--n,+1 j=n,+l 
(4.46) 
which completes the proof. 
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Re 
/ 
+mu*(t)y(t)dt~O 
-m 
(4.47) 
for u(t) E Lf?, is a condition for passivity. This combined with the fact that 
Z( -) is a convolution operator mapping L2, into L2, implies that Z(s) is 
positive real. 
What we have thus shown is that if Z(s) is positive real, and 
si, . . . , sn,, s,,+ 1, *. * t s, are arbitrary points in the open right half plane, then 
the matrix 
(4.48) 
where 
%” = z*(si)+z(sj) 
11 
si + sj 
i i 
i - l,n, 
> 
i.j j-I,% 
i-1,n 
z*(Bj) -z*(q) ’ 
si - si 
> 
j-Vt,+l,n 
%” = 
i( 
z(Bi)+z*(sj) 
22 
ii + sj 
1 I 
i-n,+l,n 
9 
i,j j-n,+l,n 
is necessarily positive semidefinite. 
Proof of necessity. Cur purpose here is to show that if an interpolating 
matrix valued function exists, II > 0. 
In his original paper, Pick proved necessity using Cauchy’s integral 
formula. In another paper on scalar interpolation with positive real functions, 
Youla and Saito [24] proved necessity using a Riesz-Herglotz representation 
of positive real functions. Youla and Saito also give a pretty circuit theoretic 
argument based on energy ideas. In the matrix case, Delsarte, Genin, and 
Kamp [S] also use Riesz-Herglotz theory to prove necessity. 
The idea of our proof is to replace the positive real matrix in Lemma 4.5 
with a matrix expression involving a bounded real matrix S(s) only. This then 
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allows us to show that a matrix like (4.48), but which is in terms of S(s), is 
also positive semidefinite. The proof is then simply completed by substituting 
the interpolation constraints. 
It is well known from passive circuit theory [2] that if Z(s) is positive 
real, 
s(s) = [z(s) -Z][Z(s)+Z] -l (4.49a) 
is bounded real. Invoking the inverse relation, 
Z(s)= [z+s(s)][z-S(s)] -l, (4.49b) 
gives 
=2[Z_S*(Si)] -l{Z-S*(Si)S(Sj)}[z-s(Sj)] -l* 
(4SOa) 
Similarly, 
Z*(dj)-Z*(si)=2[z-S*(Si)]-1{S*(Sj)-S*(Si)}[z-S*(Sj)]-1, 
(4.5Ob) 
and finally, 
Consequently, 
(4.51) 
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5 _ z-s*(si)s(sj) i-1gnr 
11- 
i 
ii + sj 
1 
3 
j=Lfb 
s 
12 
= s*(sj) -s*(sJ i=l,nf 
i 
si - sj 
1 
> 
j=n,+l,n 
$ 
22 
= z- s(Bi)s*(Bj) i=nr+17” 
i 
si + sj 1 , j=n,+l,n 
and 
We therefore conclude that if S(s) is bounded real, then 
(4.52) 
If the bounded real interpolating matrix function (which we assume 
exists) is square, we set S(s) = R(s) and recall also that 
S(~i)ai=bj, i=1,2 n ,*.a, I? (4.53a) 
and 
a;S(si) = b:, i=n<+l,...,n. (4.53b) 
Postmultiplying by diag( a 1, a 2, . . . , a,) and premultiplying by diag(a:, 
a 2 , . . . , a x ) immediately establishes that II > 0. * 
If the interpolating matrix function is nonsquare, we note that IIR(s)ll, 
< 1 implies that the (m + p) X (m + p) matrix 
qs) := R(s) O 1 I 0 0 (4.54) 
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is bounded real. Introducing the augmented vectors 
(4.55) 
which satisfy 
So, = gi, i=1,2 n ,..‘, I> (456a) 
and 
a”*s(i,) = p, i=n,+l,..., 12, (4.56b) 
allows the nonsquare problem to be treated as if it were square. This 
completes the proof of necessity. n 
Proof of sufficiency. The proof of sufficiency is inductive. At each step 
of the algorithm an elementary linear fractional map is used to reduce the 
number of interpolation constraints by one. We show that in the iterative 
construction of all interpolating matrix functions, the sequence of interpola- 
tion problems have associated with them a sequence of Pick-like matrices 
which have monotonically decreasing dimensions. Each of these matrices 
may be related to II by a Schur complement argument. The algorithm is 
terminated by solving an interpolation problem with a single constraint in the 
case lI > 0, and at most two (matrix valued) constraints in the case II > 0. 
Case I: II > 0. The case of n = 1 can be solved immediately. We 
remark also that a left constraint can be transformed into a right constraint 
by simply writing 
W*(s,)a, = b,. (4.57) 
If afal - b:b, > 0, it follows from the properties of elementary linear 
fractional maps that 
FdHh)J@h =b, VU(s) E O(s). (4.58) 
Further, all interpolating matrix functions will be generated as U(s) ranges 
over 0 (8). H(s) is defined in (4.12) and (4.13). 
When tackling the general problem we will deal with the right constraints 
first, followed by the left constraints. Obviously, the algorithm must work for 
any ordering of the interpolation constraints; the present enumeration is 
employed solely for clarity of exposition. In the first step of the algorithm we 
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eliminate the constraint (s 1, a 1, b 1). Since II > 0, we have a :a - 1 b: b 1 > 0, 
and 
(4.59) 
is defined, in which 
91= - 
s1+ 8, 
af’al - b:b, * (4.600) 
Further, 
WWW)~,= b, vu(s) E@(S). (4.61) 
The remaining n - 1 constraints are now fed down to the next step of the 
algorithm by making use of the substitution matrices associated with the 
diagrams in Figure 2. 
The idea is to transform the problem of interpolating (sj, al, bj: j = 
1,2,..., n) into one of the interpolating (sj,tij,bj: j=2,3,...,n). Direct 
calculation shows that 
bj 0 
j=Z, 3,........., n, 
ia) 
j = 2,3 ,..., nr, (4.62) 
b;- 
j= n, + I,h+Z,.....,n 
bl 
FIG. 2. 
in which 
S,(s) :L 
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and 
-8, a: -bf 
H---l A B ‘la1 ’ ’ =: C D hb, 0 1 [t 
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1 (4.W 
and 
(4.65) 
The subscripts L and R distinguish between the substitution matrices for left 
and right constraints. Having found expressions for the n - 1 constraints 
(si,Bj, 6,: j = 2,3 ,..., n), we now calculate their associated Pick matrix and 
link it to II. Clearly 
t?;a”, - I;;&, = [a; br]s,*(sj)&(Sk) j, k = 2,3,.. ., n,. 
(4.66) 
Since S,(s) is J-unitary, we have by Lemma 4.3 that 
+ B*( ij - A*) - ‘C*IC( Sk - A) -lB 
=./-B*Q(sk-A)-lB-B*(sj-A*)-lQB 
+ B*(ij - A*) %*~C(sk - A) -‘B 
=J+ B*(Sj- A*) -’ 
=J-(s,+I~)B*(~~-A*)-~Q(s,-A)-~B, (4.67) 
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where Q solves the J-unitary equation (4.15). Substituting (4.64) into (4.15) 
gives 
Q= 
s,+ 8, 
aTal - b:b,. 
(4.68) 
Substituting (4.64), (4.67), and (4.68) into (4.66) yields after a minor manipu- 
lation 
i 
qii, - lip, 
= 
aya, - bfb, alal - bfb, 
- 
sj + Sk sj + Sk ii + s1 
s1 + 8, 
X 
arak - bfb, 
j = 2,n, 
X 
aTal - b:b, ii1 + Sk i 
. (4.69) 
k=e,n, 
In the same way we have that 
j = 2,3 n ,.a*, t> k=n,.+l,..., n, (4.70) 
b& - tif6,= [bj* af]S~(Sj).&(sk) 
j=n,+l,...,n, k = 2,3 ,..., n,, (4.71) 
ii&-h,?&k= - [bj U;]S,*($j)JSL(Bk) ;:, , [ I 
j,k=n,+l,..., n. (4.72) 
After elementary computations (which we will spare the reader) we get 
that (4.70) * 
,-j$, - i+ik 
= 
U;b, - bfa, aTa, - b;b, 
ii - 6, 
- 
ii - H, ii + s1 
sl+ 8, U:b, - b:ak 
j-K*, 
X 
a:al - bfb, 
X 
:,-Sk I , (4.73) k-n,+l,n 
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&i*dk - q6, 
= 
bra, - afb, _ b;a, - aTb, 
Sk - si Sk - sj s1 - si 
X 
s1+ s1 aFak - b:b, j=nr+l’n 
a:al - b:b, 
X 
i, + Sk I 
(4 74) 
, . 
k=2,n, 
and (4.72) 3 
i 
qc, -&j+&, 
= 
ap,-bj*bk _ bj*a,--aj*b, 
si + Sk 8, + si SI - sj 
X 
s,+s, 
X 
a:b, - b:a, 
j=n,+l,n 
aTa,- b:b, 51- 8, I . (4.75) k=n,+l,n 
It is now easy to see that the left hand sides of (4.69), (4.73), (4.74) and 
(4.75) taken together form the (n - 1) X (n - 1) Pick matrix associated with 
(s j, ci, bj : j = 2,3, n). We observe next, and this is most interesting, that the 
right hand sides of these same equations are a Schur complement of II. 
Suppose that partitioning II below the first row and to the right of the first 
column gives 
(4.76) 
Then fi2, - I r;cZ~i;~~i~ is the Schur complement we seek. Note that II > 0 * 
II= - ~7$27~r<%ri~ > 0. Consequently we have established that the problem of 
n constraints may be reduced to a problem with n - 1 constraints, and the 
corresponding (n - 1) X (n - 1) Pick matrix is again positive definite. A 
repetition of these arguments reduces the original problem to one containing 
a single constraint (which we have already solved). Since all interpola- 
tion functions are generated by a chain of n elementary linear fractional 
maps terminated by V(s) E O(s), and since each linear fractional map has 
McMillan degree one, we obtain (4.33) as required. As is well known, the 
chain of elementary linear fractional maps may be replaced with a Blaschke 
product with n degree one factors. This completes the proof of sufficiency in 
the case II > 0. 
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Case 2: II >, 0. When considering the case II > 0, we suppose that 
rank(H) = r < n. We will assume also that the interpolation constraints have 
been ordered so that the first r successive principal minors of II are nonzero. 
Under these assumptions the first T steps of the Nevanlinna algorithm may be 
carried out as before, and simple rank considerations show that the (n - r) x 
(n - r) Pick matrix associated with the remaining n - T interpolation con- 
straints vanishes identically. After an appropriate ordering of the remaining 
constraints, the (n - r) x (n - r) Pick matrix becomes 
A*,A, - B$B, A*,B, - B,*A, 
BfAR - A*,B, A;A, - BfB, = ” I 
(4.77) 
AR~CpXa, and B,EC mXa~ are matrices whose columns are the right 
constraints, while B, E @ p x a~ and AL E Q: m xaL are matrices whose columns 
are left constraints; en is the number of right constraints, and eL is the 
number of left constraints. 
The (1,1) block of (4.77) establishes the existence of unitary matrices 
Q E CPxP and Z E Cmxm such that 
QAtz= [fj and ZB, = 
where E has full row rank ps. Consequently 
I 0 PR 
[ 1 0 W) QAR = ZB, > 
in which V(S) E O(m-p~)X(p-p~)(~). Thus 
or equivalently, 
(4.78) 
(4.79) 
(4.80) 
[Z:Q,+ZW(s)Q,lA,=B, vu(s) E O(s), (4.81) 
which may be expressed in terms of the contractive linear fractional map 
F,(&, U(s))Afi = B,, (4.82) 
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in which 
A simple calculation which is based on Figure 2(b) and which exploits the 
unitary character of Q and 2 shows that the substitution matrix S, is given 
by 
Thus 
(4.84) 
(4.85) 
and hence 
&&, - gLf&, = AEZ,*Z,A, - B,*Q,*Q,B, 
= AEA, - B,*B, - A;Z:Z,A, + BfQ;QIBL 
= BzQ:QIBL - AEZ;Z,A, 
[by the (2,2) block of (4.77)]. 
The (2,l) block of (4.77) gives 
BfQ*QAR - A;Z*ZB, = 0 
q[Q: Q#+$: ‘:I[;]=’ 
(BZQ: - AEZ:)E=O 
BL*QT -A*,Z:=O 
(since E has full row rank) 
&A, - B,*& = 0 (4.86) 
Consequently, there exist unitary matrices N E C(m-Pfi)X(m--p~) and M E 
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Q: (P--PR)X(P--PR) suc-, hat 
N/i,= ; 
[ 1 
and Mi$,= ; , 
L-1 
in which E” has rank pL, say. Thus 
(4.87) 
(4.88) 
with U(s) E @(P-P)X(m-P), p := pR + pL. An obvious partitioning of M and 
N now yields 
[M:N,+M,*u(~)N,]A,=B,. (4.89) 
Substituting (4.89) into (4.85) gives 
Combining this with (4.82) shows that the class of functions 
FdK U(s)), (4.90) 
in which U(s) E O(p-p)X(m-p)(~) and 
H= 
Z:Q1+Z,*N,*M,Q2 Z;N,* 
M2QF2 1 0 ' (4.91) 
satisfy all the interpolation constraints in (4.77). The linear fictional map in 
(4.90) [which has McMillan degree deg(U)] terminates the algorithm for 
II > 0. An argument similar to that given at the end of Section 4.2 establishes 
that (4.90) generates all interpolating functions which satisfy the constraints 
given in (4.77). 
Note: If p > min( p, m), the matrix valued interpolation function is 
unique. 
Since the interpolating function is constructed from r elementary linear 
fractional maps (each with McMillan degree one), we have that 
&g(R) <r +deg(U) <n +deg(U) -I, (4.92) 
which completes the proof. 
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REMARK 4.4 (Boundary interpolation). There are several instances in 
H” control problems where it is necessary to do boundary interpolation. In 
the optimal sensitivity problem, for example, there will be boundary interpo- 
lation constraints whenever the plant has either poles or zeros on the 
imaginary axis (this includes the point at infinity). As has already been 
pointed out [14, 201, b oundary interpolation may be accomplished with the 
aid of a simple bilinear transform. Suppose 
s+r 
g= - 
1tes’ 
z > 0; (4.93) 
then this conformal map transforms the closed right half s-plane onto a circle 
centered on the positive real axis with diameter [e, l/e] in the S-plane. To do 
boundary interpolation, one simply transforms the original problem in s into 
a new problem in 5. The transformed problem requires no boundary interpo- 
lation and may thus be solved using the techniques already described. Once 
an interpolating matrix ii(Z) for the transformed problem has been found, it 
is converted into R(s) for the original problem using (4.93). 
Suppose 9 d n, of the n, right constraints are in the open right half 
plane, while the remainder lie on the &axis. Similarly, we assume that I 6 nr 
of the left constraints are in the open right half plane with the remainder on 
the @-axis. If 
then the Pick matrix II(S) (in the transformed variable g) will be positive 
definite if and only if 
l%(a) = Erl(QE:* 
is positive definite for any c > 0. A lower bound for the norm of the 
interpolating matrix function may be obtained by considering 
cc ) 1,l 0 K3) 0 1 
lim A(Z) = (3)1) 
(2,2) 0 0 
C-+0 
o 
(393) 0 ’ 
1 0 0 0 (4,4)] 
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is the Pick matrix corresponding to the open right half plane points in the 
original s variable. The (2,2) and (4,4) account for the boundary points and 
have the form 
where we assume that (]a il]i = 1. Consequently, the lower bound we seek 
(which may not be attainable) is given by 
5. CONCLUSIONS 
The purpose of this paper was to obtain an W”-optimal controller degree 
bound for problems of the first kind using interpolation theory. This comple- 
ments the analysis in [16], which is based on approximation theory. Apart 
from being of independent theoretical interest, the interpolation theory proof 
is shorter. In the SISO case the result is almost immediate if one assumes the 
classical Nevanlinna-Pick-Schur theory. In the MIMO case it was necessary to 
generalize the Nevanlinna-Pick tangent theory of FedGna. Despite the need 
for this generalization, it is the authors’ opinion that the interpolation theory 
approach is pedagogically appealing. In this general case of interpolation 
constraints with multiplicities, there seems to be little to choose between the 
approximation theory and interpolation theory approaches; they are both 
complicated. 
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