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ABSTRACT 
This paper deals with block diagonalization of partitioned (not necessarily square) 
matrices. The process is shown to be analogous to calculating eigenvalues and 
eigenvectors. Computer techniques and examples are provided. Several various types 
of applications are discussed including application to liver disease. 
INTRODUCTION 
Let @ denote an algebra with an identity element. Consider an n X n 
matrix 
al2 . * ’ “In 
a22 . * . %” , a,, E d , 1< i,j < n, (1.1) 
an2 . *. arm I 
with a partitioning 
A= E F 
[ 1 G H’ (1.2) 
where E and H have respective orders p X p and q x q ( p + q = n). We seek 
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to obtain conditions under which A is similar to a matrix D of the form 
D= Al OP, _ I 1 0 42 - S -‘AS, qP ( 1.3) 
where O,, denotes the zero s X t matrix over d . 
Some advantage is gained in working in a general algebra. The algebra W 
may be taken as a Banach algebra of bounded linear transformations from a 
Banach space into itself, and we obtain, in that instance, the results in [23 as 
the special case p = q = 1. We may choose the elements in @ to be square 
matrices and regard (1.1) as another partitioning A. 
One application of block diagonalization is to functions of matrices or, 
more generally, to any map f having the property 
f(A)=Sf(D)S-‘=S (1.4) 
This would include generalized (l)- and (1, 2)-inverses [6] and limits of a 
sequence of functions. 
Another application is to eigenvalues. The problem posed in (1.3) leads to 
a natural generalization of the classical eigenvalue problem in which the 
eigenvalues and eigenvectors are both treated as matrices and are related by 
a linear equation (Sec. 2). By block diagonalization methods one can obtain 
eigenvalues and eigenvectors while simultaneously “reducing” the size of the 
matrix, i.e., a(A) = a(h,) TV a(.&). However, block diagonalization leads to 
quadratic matrix equations with matrix coefficients. In Sec. 4 we show that 
the sought-after roots can be obtained, under appropriate conditions, by 
means of the contraction mapping principle. These results are intended to 
demonstrate that solvability is possible. Better results can be gained in future 
work with the aid of more sophisticated fixed point theorems. In the case 
where p = 1 and & is the complex or real numbers, the problem (1.3) 
reduces to the classical eigenvalue problem for A. As a consequence of our 
approach we arrive at a quadratic equation whose roots are related to the 
eigenvectors of A. Thus we may apply fixed point theory to obtain extremal 
properties of positive eigenvectors (Corollary 4.1). 
A third application is to invariant subspace of A (now regarded as a 
transformation), since, in fact, block diagonalization and invariant subspaces 
are, in a sense, equivalent (Lemma 2.1, Theorem 3.1, Theorem 3.2). 
Some formulas for block diagonalization and triangularization are given 
in Sec. 3. 
Examples are presented in Sec. 5. 
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2. THE EIGENVALUE PROBLEM 
DEFINITION 2.1. We say that a p X p matrix ‘4 is a 1-eigenvalue if there 
is a q x p matrix R such that 
A 6 = 
I 
I 1 i 1 
P A, 
R R 
(2.1) 
where the right side denotes the n X p matrix . Similarly, we say that 
a q X q matrix A is a 2-eigenvalue if there is a‘p X q-matrix R such that 
R I I [ R A. A I(/ = lq 1 (2.2) 
We use the term l-eigenvector [2-eigencector] to refer to the matrix R in 
(2.1) [in (2.2)], and I-eigenpair [2-eigenpair] when referring to both eigen- 
value and eigenvector simultaneously. 
Let yii be the space of i X j matrices over C?. Familiar notions, e.g., 
invertibility, invariant subspace, of a matrix Q E ?bg are defined in terms of 
the associated transformation from yqi -+ Yii, q > 1. Let Ri be an eigenvec- 
tor, i = 1,2. We say that (R,, R,) is complete (a generalization of the notion 
of linear independence; cf. Lemma 2.2) if Zp - R,R, is invertible. 
The following observations are immediate consequences of these defini- 
tions. 
LEMMA 2.1. 
(i) (A,,R,) is a I-eigenpair of A if and only if the subspace (of ‘I,,) 
is invariant under A and A,X= Y if and only if 
(ii) (ha, R,) is a 2-eigenpair of A if and only if the subspace 
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is invariant under A und 11X = Y if and only if 
LEMMA 2.2. 
(i) (A,,R,) is a l-eigenpair if and only if R, is a root of the matrix 
equation 
RjE+FR)=G+HR, (2.3) 
h,=E+FR. (2.4) 
(ii) (A2,Rz) is a 2-eigenpair if and only if R, is a root of the matrix 
equation 
ER+F=R(GR+H), (2.5) 
h,=GR+H. (2.6) 
3. DIAGONALIZATION AND TRIANGULARIZATION 
The following results are obtained by relating the eigenvalue problem to 
the canonical form for 2 x 2 matrices as in the classical case of matrices over 
the complex numbers. 
THEOREM 3.1 (Triangularization). 
(i) Let the matrix R, be a root of (2.3); then 
A=U 
(ii) Let the matrix R, be a root of (2.5); then 
A=V E-;2G G2;HjV-1, V=[ Ok ;;I. (3.2) 
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(iii) Diagonalization. Suppose the root R, of (2.3) cmd R, of (2.5) form (I 
complete pair; then 
A=W 
E+ FR, 
0 
YP 
Proof. It is easy to verify the identities by multiplying on the right by 
the appropriate matrix, U, V, or W, and then performing the indicated 
multiplication. It is also easy to calculate the inverses of U and V. For the 
invertibility of W we consult Lemma 2.1 (iii). n 
THEOREM 3.2 (Diagonalization by triangularization). Let R, he a root of 
(2.3), and let X he (I root of the linear equation 
(E+FR,)X-X(H-R,F)=-F. (3.4) 
Then 
Proof. First apply Theorem 3.1 (i), and then apply Theorem 3.1 (ii) to 
the resulting upper triangular matrix. n 
+ COROLLARY 3.1. Let f be any map .satisfying (1.4). Zf there is an 
x E ?I- p9 such that XH - EX= F then 
f(A)= 0 
[ 
f(E) XflHkf(E)* 
QP I f(H) . (3.6) 
Proof. Apply Theorem 2.3 with R, = O,,. n 
Theorem 3.2 has advantages over Theorem 3.1 (iii) in that: the second 
equation is linear (cf. [4]), the diagonal form is in terms of R, alone, and no 
completeness condition is needed. 
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4. ITERATIVE METHODS FOR i-EIGENVECTORS 
For the purpose of applying fixed point theorems we now assume that 
the spaces Y,, , s = p, y, t = p, q, form complete metric spaces with respect to 
metrics I( . ) - ( . )I st, and that 
In order to express the equations in fixed point form we assume that E is 
invertible. If, instead, H is invertible, we obtain analogous results. 
THEOREM 4.1 (Existence of roots for Theorem 3.1). Suppose the condi- 
tion 
2X& +b<l (4.2) 
is satisfied, where 
a=IFI,,IE-‘I,>O, b= IHlqqlE -llpp, c=\G~,~~E-‘J,>O. (4.3) 
Let 
d,= 
I- b-i(l-b)2-4ac 
2a 
e, = 
l-b+i(l-b)“-4ac 
9.0 
aez 
e,=:, (4.5) 
_Y I/ 
f,(Y)=-YFYE-l+HYE-‘+GE-l, YE?ryp, (4.6) 
f2(Y)=E-‘YGY+E-‘YH-E-‘F, Y E ‘I’b4. (4.7) 
men: (i) Let I Y I 4p < d,, then the sequence of iterates Y,, = f; (Y) of the map 
f converges in ?& to a fixed point R, of fi. Moreover, 
IRil G dn (4.8) 
d2=+, (4.4) 
and R, is the unique fixed point of fl in the open sphere about 0, of radius 
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e, > d,. (ii) Let (YIP, < & then the sequence of iterates Y,, =fT( Y) of the 
map fi converges in ‘Tip to a fixed point R, of fz. Moreover, 
l&I < 4, (4.9) 
and R, is the unique fixed point of fi in the open sphere about O,, of radius 
es > d2. (iii) The roots R, and R, form a complete p&r. 
Proof Suppose Y = fi( Y) is a fixed point. Then if x = j Y 1 ‘,p, x < ax” + hr 
f c. Hence the fixed points of fi lie outside the annulus d, < ( Y jy,, < e,. It 
remains to apply the contraction mapping principle (cf. [3]) to obtain a 
unique root in the sphere of radius d,. Note that if x = 1 Y lCIP < d,, then 
jf~(Y)(,,<~r~+br+c< d, and if, in addition, IYl,p<d,, then Ifi( 
fi(Y)I,, + IX- WXE -‘l&u + IYF(X- Y)E-‘I,,+ IH(X- Y)P/,, G 
(2ud+b)lX- Yly,. Since 2ud, + h< 1, the map fi is a contraction on the 
sphere of radius d,. 
This completes the proof of part (i), and part (ii) is obtained in a similar 
fashion. 
The inequalities (4.2), (4.8), and (4.9) give IR,Ipy(Rl(yp<l and this 
implies that ZP - R,R, has an inverse. W 
REMARKS 4.1. See [3] for further discussion on the application of the 
contraction mapping principle to equations of this type. The condition (5.2) 
is called “strong damping” [l]. By application of the Newton-Kantarovich 
method one can obtain quadratic convergence under similar conditions (cf. 
[51, [71). 
COROLLARY 4.1. Let A be u real matrix. Suppose the entire uii satisfy 
the following conditions: 
Uli < 0, 2G i<n, 
a,, > 0, 2<i<n, 
uij > 0, 2 ,< i,j < 72. 
(4.10) 
Suppose also that the hypotheses of Theorem 4.1 are satisfied with p = 1. 
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Then A has a positive eigenvalue A,, < aI1 with a corresponding eigenvector 
Xl 
x= 
(4 
Yl 
with x, = 1 und xi > 0, 2 6 i < n. Moreocer, if y = . is any other 
eigen2ctor with yJ = I, then 1 yltl > 1x1,, 
i i Yn 
where the norm 1.1)’ is any of the Lp 
norms on Euclidean s dimensional space. 
Proof. Apply Theorem 4.1 with p = I, and A = complex numbers. If we 
choose the initial vector in the iterative process y, to be nonnegative, i.e., the 
components yi > 0, then each member in the sequence is nonnegative and 
hence the limit x is nonnegative. By Lemma 2.1(i), x is an eigenvector with 
first component equal to one. Moreover, if y is any other eigenvector with 
first component equal to one, then 
by the uniqueness result in Theorem 4.1. Thus ) yI n > 1x1 n. 
The corresponding eigenvalue h= ali + Z~Czuiixi is < uii, since un GO,, 
2 < i < m. On the other hand, 
< IFId,. 
Thus Xar;’ > I- ali ‘jF(d, = I - cld, > 0 by (4.4) and (4.2). This completes the 
proof. 
5. EXAMPLES 
(i) A Numerical Exumple 
Let 
13780 -2620’1 2 1 
[ -G- E 
; 
IF -H- 1 = _i---___~__~~-~_ 5240 -4080 3 ‘-1 
2 -1 I2 11 
L-1 111 12 
An APL program on the IBM 370-155 computer was used to obtain a fixed 
point (i.e., a matrix) of the nonlinear maps (4.6) and (4.7). The fixed points, 
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R, and R,, obtained by linear iteration, are the respective roots of the matrix 
equations (2.3) and (2.5). In each case the initial point was chosen to be the 
matrix with zero entries. For 6, 8, 11, significant digit accuracy 3, 4, 5 
iterations were required, respectively, for both R, and R,. After 5 iterations 
the resulting roots are (to II significant digits) 
0.0116917154592 - 0.00824127527027 
R, = 1 0.00173050692772 - 0.000861745798277 
0.000688178490534 - 0.000684452705863 
- 
0.00396105572412 
- 
0.00172506342338 
- 
R,= 0.000866342379947 ’ - 5329999159 5 - 6 075 245 - 54086271061
Judging from this example, it appears that the contraction mapping 
principle provides a useful numerical tool for block diagonalization and also 
for studying the Ricatti equation [see part (iii) of this section]. 
(ii) An Application to Lil;er Disease 
Radioactive tracer, which is injected into the blood, flows through the 
liver and ultimately into the urine and feces. In order to diagnose liver 
diseases, a four compartment model was constructed as a linear Markov 
process [8]. That is if F,, U,, B,, L, denote the percentage of tracer in the 
feces, urine, blood, liver, respectively, at the nth hour then a 4 X 4 transition 
matrix A may be determined from patient data so that 
u n+l 
F n+l 
B n+l 
L n+l 
The matrix A has the form 
U F 
-A 
Fn 
B7l . 
-L 
B F 
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Thus in this case E= I,, and G=O,,. Recalling Corollary 3.1, 
A”= ! 12 X(H”-I) 0 22 1 H” ’ 
where X = (H - I)- ‘F. Since all the entries of H lie between 0 and 1, the 
matrix H - I is invertible. In fact, M= (I- H)-’ is the matrix whose element 
-Vii represents the mean number of times the process is in state i, having 
started initially from state i, before the process enters an absorbing state 
(urine or feces). Also - X is the matrix whose element -Xii give the 
probability that starting in transient state i the process will enter absorbing 
state i. Thus the root X has a physical interpretation in this example. 
Corollary 3.1 was useful in studying the model [9] and it is expected to be 
even more helpful in constructing a five compartment liver model. 
(iii) Riccati Eyuation 
In the special case p = y, i.e., R, and R, are square matrices of the same 
order, Eq. (2.3) IS an algebraic matrix Riccati equation (also referred to as a 
“reduced” or “degenerate” or “steady state” matrix Riccati equation), which 
has been studied extensively by researchers in control theory (e.g., p. 121 of 
[lo]). Several methods have been published for both the analytic and the 
numerical (including iterative) solution of it. Each volume of the IEEE 
Transactions on Autmnatic Control contains several articles dealing with the 
problem. (See, e.g., [ll], [12], [13].) 
The author expresses his sincere gratitude to the referee for his careful 
reciew of the paper. 
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