Information Theoretic Limits for Phase Retrieval with Subsampled Haar
  Sensing Matrices by Dudeja, Rishabh et al.
ar
X
iv
:1
91
0.
11
84
9v
2 
 [m
ath
.ST
]  
4 A
ug
 20
20
Information Theoretic Limits
for Phase Retrieval with
Subsampled Haar Sensing Matrices
Rishabh Dudeja, Junjie Ma, Arian Maleki
Department of Statistics, Columbia University
August 5, 2020
Abstract
We study information theoretic limits of recovering an unknown n dimensional, complex signal vector
x⋆ with unit norm from m magnitude-only measurements of the form yi = |(Ax⋆)i|
2, i = 1, 2 . . . ,m,
where A is the sensing matrix. This is known as the Phase Retrieval problem and models practical imag-
ing systems where measuring the phase of the observations is difficult. Since in a number of applications,
the sensing matrix has orthogonal columns, we model the sensing matrix as a subsampled Haar matrix
formed by picking n columns of a uniformly random m ×m unitary matrix. We study this problem in
the high dimensional asymptotic regime, where m,n→∞, while m/n→ δ with δ being a fixed number,
and show that if m < (2− on(1)) · n, then any estimator is asymptotically orthogonal to the true signal
vector x⋆. This lower bound is sharp since when m > (2+on(1)) ·n, estimators that achieve a non trivial
asymptotic correlation with the signal vector are known from previous works [17, 24].
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1 Introduction
1.1 Motivation
Phase retrieval refers to the problem of recovering an unknown signal x⋆ ∈ Cn from m phaseless measure-
ments of the form:
yi = |(Ax⋆)i|2, (1.1)
where the matrix A ∈ Cm×n denotes the sensing matrix.
The Phase Retrieval problem is a model for practical imaging systems where it is infeasible to obtain
the phase of the measurements. This is true for imaging systems that arise in a wide range of fields, such
as electron microscopy, crystallography, astronomy, and optical imaging [35]. Due to physical considerations
in these imaging systems, the sensing matrix A is often a variant of the Discrete Fourier Transform (DFT)
matrix [26]. Designing recovery algorithms for the phase retrieval problem with such structured sensing
matrices is a challenging problem and no algorithm with rigorous recovery guarantees is known. In light
of this disconnect between theory and practice, Candes et al. [12] have proposed using a class of random
sensing matrices called coded diffraction patterns (CDPs). They leverage the fact that in some applications,
it is possible to randomize the sensing mechanism by introducing random masks. CDP sensing matrices can
be expressed as follows:
ACDP =


FnP1
FnP2
...
FnPL

 .
In the above display, Fn is the n × n DFT matrix. The matrices Pl , l = 1, 2 . . . L are diagonal matrices
representing random masks:
Pl = Diag
(
eiθ1,l , eiθ2,l . . . eiθn,l
)
.
where the random phases θj,l, j = 1, 2 . . . n, l = 1, 2 . . . L are sampled from some distribution. The au-
thors analyzed an SDP based recovery algorithm and showed that it performs a successful recovery with
m = O(n log(n)) measurements. This was the first estimator for the phase retrieval problem with rigorous
guarantees in a physically realistic setup.
The result of Candes et al. [12] sheds light on the order of measurements required to solve the phase
retrieval problem. However, it is desirable to complement these results with a sharp asymptotic analysis of
the problem where n,m → ∞ and m = nδ. Such sharp results allow us to compare different algorithms
(which may require the same order of phaseless measurements) based on the value of δ at which they
succeed. Furthermore, asymptotic results tell us the information theoretically minimum value of δ required
and whether existing algorithms achieve it.
For gaussian sensing matrices this framework has been successfully used for designing optimal spectral
estimators [22, 23, 28], to compute the precise Bayes risk in Bayesian phase retrieval [6], to analyze the
performance of message passing algorithms for phase retrieval [25], and to analyze the performance of convex
relaxations [15, 2]. The results for Gaussian sensing matrices are universal in the sense that the same results
hold for any sensing matrix with i.i.d. entries [6].
Despite the recent progress in the asypptotic analysis of the phase retrieval problem with Gaussian
matrices, the study of CDP sensing matrices have resisted the asymptotic analysis. Simulation results have
also shown that the results derived for Gaussian sensing matrices are not consistent with the empirical results
obtained for CDP sensing matrices. For example, in our previous work [24, 17] we observed that for noiseless
phase retrieval, theory based on Gaussian sensing matrices predicts that optimally designed spectral methods
should achieve a non-trivial correlation with the planted vector as soon as δ > 1. In practice, however, for
CDP matrices, spectral estimators don’t achieve a non-trivial correlation unless δ > 2.
In order to better model CDP sensing matrices, our previous work [24] proposed that since CDP sensing
matrices are column orthogonal, i.e. AHCDPACDP = In, it is natural to study the phase retrieval problem
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with subsampled Haar sensing matrices that are generated as follows:
A =HmSm,n, Hm ∼ Unif (Um) ,Sm,n =
[
In
0m−n,n
]
. (1.2)
In the above display, Unif (U(m)) denotes the Haar measure on the space of m×m unitary matrices. Note
that the matrix A is formed by simply selecting the first n columns of a m × m Haar matrix. For the
subsampled Haar model, we [24, 17] derived theoretical predictions for the performance of certain message
passing algorithms and a class of spectral methods for subsampled Haar sensing matrices. We found that
these predictions have excellent agreement with the empirical performance of these estimators for CDP
sensing matrices. In particular, they correctly predict the failure of spectral methods for δ < 2. This
observation underscores the potential of the subsampled Haar model to provide theoretical guidance for
design and comparision of estimators for the CDP model. A similar universality phenomena has been
observed in the context of noiseless compressed sensing by Donoho and Tanner [16], Monajemi et al. [27]
and Oymak and Hassibi [30] regarding the performance of LASSO, and by Abbara et al. [1] regarding the
performance of AMP algorithms.
1.2 Our main contribution:
Given the empirical evidence that practical sensing matrices like the CDP sensing matrices behave similarly to
subsampled Haar matrices [24], we study information theoretic lower bounds for Phase Retrieval problem (see
(1.3)) with subsampled Haar sensing matrices generated according to (1.2) in the presence of measurement
noise:
yi = m|(Ax⋆)i|2 + σǫi, i = 1, 2 . . .m. (1.3)
We assume the measurement noise ǫi
i.i.d.∼ N (0, 1). We assume that the signal vector is a uniformly random
unit vector: x⋆ ∼ Unif (Sn−1). This is intended to model situations where we don’t have apriori knowledge
regarding the structure of the signal (for example it is not known if it is sparse). Moreover, as we will clarify
in a moment, this is the least favorable prior for this problem. The particular choice of scaling in (1.3) has
been made so that the rescaled noiseless measurement
√
m · (|Ax⋆|)i satisfies m · E|Ax⋆|2i = 1. We adopt
the sharp high dimensional asymptotic framework for our analysis and study a sequence of phase retrieval
problems with m,n → ∞, such that the oversampling ratio δ ∆= m/n remains fixed. Our main result is
summarized in the following theorem:
Theorem 1. For any δ < 2 and for any noise level σ > 0, the Bayes risk satisfies:
lim
m,n→∞
m
n
=δ
E
∥∥x⋆xH⋆ − E [x⋆xH⋆ ∣∣y,A]∥∥2 → 1,
where ‖ · ‖ denotes the Frobenius norm.
We interpret the above result in two ways. First note that according to this theorem, for δ < 2, the Bayes
risk is the same as the risk of the estimator xˆ = 0. Hence it is information theoretically impossible for any
estimator to have a better performance than the trivial estimator xˆ = 0. Second, we can make the above
point more explicit as follows: Let xˆ(A,y) be any estimator for x⋆ and let r ≥ 0 be an arbitrary constant.
By the optimality of the Bayes estimator, we have,
min
r≥0
E
∥∥∥∥x⋆xH⋆ − r xˆ(A,y)xˆ(A,y)H‖xˆ(A,y)‖2
∥∥∥∥2 ≥ E∥∥x⋆xH⋆ − E [x⋆xH⋆ ∣∣y,A]∥∥2 .
Taking m,n → ∞ and some simple algebraic manipulations give us the following conclusion. When δ < 2,
then for any estimator xˆ(A,y) we have,
lim
m,n→∞
m
n
=δ
E
[ |xH⋆ xˆ(A,y)|2
‖xˆ(A,y)‖2
]
= 0.
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That is, when δ < 2, Theorem 1 provides an impossibility result : any estimator is asymptotically orthogonal
to the signal vector x⋆. This result complements our previous results [24, 17] which showed that the optimally
designed spectral estimator is orthogonal to the signal vector in this regime. Moreover, these papers also
provide the achievability result and exhibit estimators which achieve a strictly positive correlation with the
signal vector when δ > 2 and σ = 0. Hence, the sharp threshold for achieving a non-trivial correlation with
the signal vector (called the weak recovery threshold in the literature) is δweak = 2 for phase retrieval with
subsampled Haar sensing matrix and vanishing measurement noise. This also shows that the uniform prior
on x⋆ as the least favorable prior in the following sense: The achievability results of these papers actually
hold for an arbitrary signal vector (not necessarily drawn from a prior distribution). Consequently, when
δ > 2, for any prior on the signal vector, the Bayes risk for noiseless phase retrieval is non-trivial (< 1).
Hence the uniform prior maximizes the δ threshold below which the Bayes risk is trivial and hence is least
favorable.
1.3 Related Work
There are a large number of results on the Phase Retrieval problem with varying assumptions on the sensing
matrix, studying different classes of estimators under different analysis frameworks. In this section, we
summarize a few important and representative results from each category.
Finite Sample Analyses A large number of estimators are known to achieve the rate optimal sample
complexity ofO(n) or the near optimal sample complexity ofO(n·poly(log(n))). The earliest such estimator is
PhaseLift SDP relaxation proposed by Candes et al. [11] and the recently proposed PhaseMax LP relaxation
proposed by Goldstein and Studer [19] and Bahmani and Romberg [4]. More recently approaches based
on non-convex optimization have been analyzed. This includes an alternating minimization approach due
to Netrapalli et al. [29] and a gradient descent based algorithm due to Candes et al. [13]. Moreover, the
finite sample analyses is flexible enough to extend to CDP sensing matrices. We refer the reader to [12] for
the analysis of PhaseLift for CDP matrices and to Candes et al. [13] and Qu et al. [32] for the analysis of
non-convex optimization approach for CDP matrices and random circulant sensing matrices respectively.
Sharp Asymptotic Analyses for Gaussian Sensing Matrices Finite sample analysis, though flexible,
lacks the resolution to compare the performance of various estimators which achieve the optimal sample
complexity of O(n) measurements. Consequently, recent years have seen a number of works which provide
an analysis in the high dimensional asymptotic framework where m,n → ∞ and m/n = δ. Lu and Li [22]
analyzed a class of spectral estimators in this asymptotic framework for Gaussian sensing matrices. Their
analyses was leveraged by Mondelli and Montanari [28] and Luo et al. [23] to design spectral estimators with
optimal performance. Convex relaxation based approaches, such as PhaseLift and PhaseMax have also been
analyzed in this framework for Gaussian sensing matrices [15, 2].
Sharp Information Theoretic Lower Bounds for Gaussian Sensing Matrices Mondelli and Mon-
tanari [28] showed that the weak recovery threshold for Gaussian sensing matrices was δweak = 1. Our work
builds on their proof technique. Extending their proof to subsampled Haar sensing matrices requires several
new ideas to handle the underlying dependence structure in the sensing matrix. Barbier et al. [6] have
used interpolation methods to obtain expressions for the asymptotic Bayes risk for estimating generalized
linear models which includes real valued phase retrieval with Gaussian sensing matrices as a special case. In
particular, their results recover the results of Mondelli and Montanari [28] as a special case and also shed
light on the minimum mean square error achievable above the weak recovery threshold. This work also
shows that the expression of the Bayes risk for any sensing matrix with i.i.d. entries with some mild moment
assumptions is the same as the Bayes risk for Gaussian sensing matrices.
Universality Results In the high dimensional asymptotic, results proved for Gaussian sensing matrices
are often universal in the sense that they hold for any sensing matrix whose rows are independent and
identically distributed under some mild moment assumptions. Examples of such results include universality
of the Bayes risk [6], performance of AMP algorithms [7] and performance of convex relaxations [2]. We
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emphasize that neither the subsampled Haar sensing matrix nor the CDP sensing matrix have independent
rows and hence these universality results don’t apply to these ensembles. In fact, we will see that the weak
recovery threshold is different for subsampled Haar sensing matrices and i.i.d. Gaussian sensing matrices.
Empirically, it has been observed that CDP sensing matrices behave like subsampled Haar sensing matrices
[24].
Sharp Asymptotic Analyses for Non-i.i.d. Sensing Matrices Results for non-i.i.d. sensing matrices
in the high dimensional asymptotic framework are very limited. Thrampoulidis and Hassibi [38] provide an
analysis of the generalized Lasso estimator for compressed sensing using uniformly random row orthogonal
matrices using the Convex Gaussian Minmax Theorem (CGMT) framework. Some achievability results for
Phase Retrieval with subsampled Haar sensing matrices include the analysis of a class of message passing
algorithms (designed to solve certain eigenvalue problems) due to Ma et al. [24] and a class of spectral
estimators due to Dudeja et al. [17]. We note that the non-rigorous replica method can be used to derive
conjectures for the asymptotic Bayes risk for a large class of unitarily invariant sensing matrices which
includes sub-sampled Haar sensing matrices as a special case. The application of the replica method to
unitarily invariant ensembles was pioneered in a sequence of papers by Takeda et al. [36], Takeda et al. [37]
and Kabashima [21]. We refer the reader to Reeves [33] for a recent derivation of these conjectures. To
the best of our knowledge, these conjectures have not been rigorously proved except in a few special cases,
none of which cover the sub-sampled Haar sensing matrix. The only rigorous result about sharp information
theoretic lower bounds for non-i.i.d. sensing matrices is due to Barbier et al. [5] who provide the expression
for the limiting Bayes risk for a certain class of sensing matrices. The class of sensing matrices they consider
are formed by a product of independent matrices each consisting of i.i.d. entries. This is significantly different
from the sub-sampled Haar sensing model which we consider here. Moreover, the sensing problem they study
is the real linear sensing problem and not the phase retrieval problem that we study here. Lastly we note
that the non-rigorous replica method has also been used to analyze convex relaxation methods like LASSO
[41, 45] for unitarily invariant sensing matrices.
Proof Techniques Our proof builds on the techniques of Mondelli and Montanari [28]: namely relating the
Bayes risk to the Mutual Information and bounding the Mutual Information by the χ2 divergence. However,
unlike in the case of Gaussian sensing matrices, the evaluation of χ2 divergence for our model is non trivial
due to the dependence in the entries of the subsampled Haar sensing matrix. In our model, understanding
the asymptotics of the χ2 divergence reduces to understanding the asymptotics of a pair of high dimensional
integrals defined on Sm−1 and Sm−1 × Sm−1 (see Lemma 2) which we accomplish using Large Deviation
techniques. These integrals are related to low rank Harish-Chandra-Itsker-Zuber (HCIZ) integrals studied
by Guionnet and Maida [20] and our analysis is inspired by their approach. More specifically, our analysis
of these integrals is based on the classical approach of Chaganty and Sethuraman [14] for obtaining strong
large deviation results (i.e. results characterizing the leading exponential order as well as the second order
polynomial factors in large deviation quantities of interest) using change of measure and local central limit
theorems.
1.4 Notation
Notations for common sets We use R,C to denote real numbers and complex numbers respectively.
Rn and Cn denote the n dimensional real and complex vector spaces respectively. Sn−1 ⊂ Cn is the set of
complex n-dimensional vectors with unit norm. N denotes the set of natural numbers and [n] denotes the
set {1, 2 . . . , n}. The set of m× n real matrices is denoted by Rm×n and the set of m× n complex matrices
is denoted by Cm×n. The set of all m×m unitary matrices is denoted by U(m).
Notations for complex analytic aspects For a complex number z ∈ C, z,Re(z), Im(z), |z| denote the
complex conjugate, real part of, imaginary part of and modulus of z respectively. We use i to denote
√−1.
Notation for Asymptotic Analysis We say a sequence f(n) is o(n) if f(n)/n → 0 as n → ∞. We use
the generic constant C to refer to a positive finite constant that does not depend on m,n. This constant
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may change from line to line and may depend on the noise level σ and the sampling ratio δ unless stated
otherwise. If this constant depends on any other parameters we will make this dependence explicit: For
example, C(ǫ) denotes a positive, finite constant depending on some parameter ǫ, the noise level σ and
possibly the sampling ratio δ but independent of m,n.
Notations for linear algebraic aspects For vectors and matrices ‖ · ‖ denotes the ℓ2 and the Frobenius
norm respectively. For complex matrices ‖ · ‖op denotes the operator norm. For a matrix A ∈ Cm×n, AH
denotes the conjugate transpose of A. Tr(·) denotes the trace of a square matrix. For vectors a, b ∈ Cn, the
inner product 〈a, b〉 is defined as aHb. For matrices A,B ∈ Cm×n the inner product 〈A,B〉 is defined as
Tr(AHB). For a Hermitian matrix A, we denote the largest and smallest eigenvalue of A by λmax(A) and
λmin(A). For a 2× 2 Hermitian matrix A we define the Vec (·) operation by:
Vec (A) =


A11
A22
Re(A12)
Im(A12)

 .
Finally, we use e1, e2 . . . , en to denote the standard basis vectors in R
n.
Notations for special distributions N (µ, σ2) denotes the (real) Gaussian distribution with mean µ
and variance σ2. ψσ denotes the probability density function of N
(
0, σ2
)
:
ψσ(x) =
1√
2πσ2
e−
x2
2σ2 .
The (real) multivariate Gaussian distribution with mean µ and variance Σ is denoted by N (µ,Σ). We say
a complex random variable Z is standard complex gaussian distributed, denoted by Z ∼ CN (0, 1) if Re(Z)
and Im(Z) are i.i.d. N (0, 12). We say a complex n-dimensional random vector Z ∼ CN (0, In) if each entry
Zi
i.i.d.∼ CN (0, 1). A random matrixW is a GUE(n) random matrix if it is a Hermitian n×n random matrix
whose entries are sampled as follows:
Wii ∼ N (0, 1) ∀ i ∈ [n], Wij ∼ CN (0, 1) ∀ j < i, Wji =W ij ∀ j > i.
Exp (λ) denotes the exponential distribution with parameter λ which has the pdf:
f(x) =
{
λe−λx : x ≥ 0
0 : x < 0
.
Gamma (α, β) denotes the Gamma distribution with shape parameter α and rate parameter β and has the
pdf:
f(x;α, β) =
{
βα
Γ(α)x
α−1e−βx : x ≥ 0
0 : x < 0
.
Beta (α, β) denotes the Beta distribution with shape parameters α, β ≥ 0 which has the pdf:
f(x;α, β) =
{
Γ(α+β)
Γ(α)Γ(β) · xα−1(1− x)β−1 : x ∈ [0, 1]
0 : x 6∈ [0, 1] .
Let g1, g2 . . . , gn
i.i.d.∼ CN (0, Ip). Then the matrix S =
∑n
i=1 gig
H
i has a complex Wishart distribution with
parameters n, p denoted by Wis (n, p). The complex Wishart distribution is supported on positive definite
Hermitian matrices and has the pdf:
f(S;n, p) =
det(S)n−p · e−Tr(S)
π
p(p−1)
2 .
∏p
j=1(n− j)!
.
The distribution Unif (Um) denotes the uniform (Haar) probability measure on U(m).
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Notation for other probabilistic aspects For an event E , 1E denotes the indicator function of E . We
will use p(y) to denote the density of the measurements y with respect to the Lebesgue measure. Likewise
p(y|A) and p(y|A,x) denote the conditional density of the measurements y given the measurement matrix
A and the conditional density of the y given the measurement matrix A and the signal vector x respectively.
For two random variables B1, B2 we will use B1
d
= B2 to denote the claim that B1 and B2 have the same
distribution. Finally we denote convergence in probability using
P→.
Notation for Information Theoretic Aspects For random variables A1, A2, . . . Ak, we denote the
entropy of (A1 . . . , Ak) by H (A1, A2 . . . , Ak). If (A1, A2 . . . Ak) have a joint density p(a1, a2 . . . , ak) with
respect to the Lebesgue measure, this is defined as:
H (A1:k) = −
∫
Rk
p(a1:k) ln p(a1:k) da1:k.
Let B1, B2 . . . Bl be another collection of random variables. We denote the conditional entropy of (A1, . . . Ak)
given (B1, . . . , Bl) byH (A1, A2 . . . , Ak | B1, B2 . . . , Bl). When the conditional distribution of (A1, A2 . . . , Ak)
given (B1, B2 . . . , Bl) has a density p(a1, a2 . . . , ak|b1, b2 . . . , bl) (with respect to Lebesgue measure) and
(B1, B2 . . . , Bl) has a marginal density p(b1, b2 . . . , bl) (with respect to Lebesgue measure), thenH (A1:k | B1:l)
is given by:
H (A1, . . . Ak | B1 . . . , Bl) =
∫
Rl
p(b1, . . . bl)
∫
Rk
p(a1, . . . ak|b1 . . . , bl) ln p(a1, . . . ak|b1, . . . bl) da1:k db1:l.
The mutual information between A1, A2, . . . Ak and B1, B2 . . . Bl is denoted I (A1, . . . Ak;B1, . . . Bl) and is
defined by the following equivalent formulae:
I (A1, . . . Ak;B1, . . . Bl)
∆
= H (A1, . . . Ak)−H (A1, . . . Ak | B1, . . . Bl)
= H (B1, . . . Bl)−H (B1, . . . Bl | A1, . . . Ak) .
The random variable Y We reserve the random variable Y to denote the random variable with one of
the following two special distributions:
1. Y can be sampled from the empirical distribution of the phase retrieval measurements:
Y ∼ 1
m
m∑
i=1
δyi .
For any f : R 7→ R, we define Eˆf(Y ) to be the expectation of f(Y ) with respect to the empirical
measure of the measurements:
Eˆf(Y )
∆
=
1
m
m∑
i=1
f(yi). (1.4)
2. Alternatively the distribution of Y can be given by Y = |Z|2 + σǫ where Z ∼ CN (0, 1) , ǫ ∼ N (0, 1).
For any f : R 7→ R, we define Ef(Y ) denotes the expectation of f(Y ) with respect to this measure,
that is, Ef(Y ) = Ef(|Z|2 + σǫ). This special distribution is important to us because we will see that
for a large class of test functions f , Eˆf(Y )→ Ef(Y ) as m→∞.
1.5 Outline
The remainder of this paper is dedicated to proving Theorem 1. The proof consists of different steps which
are split into various sections as follows:
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In Section 2, we relate the Bayes risk to the Mutual Information for the phase retrieval problem with a small
amount of side information and show that if the mutual information is o(m), then the asymptotic Bayes
risk is trivial. Hence, our focus shifts to showing that when δ < 2, the Mutual information is o(m).
We then bound the mutual information by the χ2 divergence. Understanding the χ2 divergence in
the Phase retrieval model requires us to understand the asymptotics of two high dimensional integrals
denoted by L and U on Sm−1 and Sm−1 × Sm−1 respectively.
In Section 3, we study the asymptotics of the integrals U ,L by change of measure techniques and local
central limit theorems.
In Section 4, we use a stochastic version of the Laplace Principle along with the asymptotics of U ,L to
understand the asymptotics of the χ2 divergence. This results in a explicit condition on the sampling
ratio δ and the noise level σ which guarantees that the mutual information is o(m) and hence the Bayes
risk is trivial.
In Section 5, we simplify the condition on δ, σ obtained previously in the low noise limit σ → 0.
2 Mutual Information and Bayes Risk
We first relate the Bayes risk to the mutual information in the phase retrieval problem where one observes
a small amount of side information about the signal vector x⋆. The amount of side information we observe
will be controlled by a parameter ∆ > 0 which will be a constant independent of n,m. The side information
we observe will be linear gaussian measurements of the matrix x⋆x
H
⋆ . More precisely, for i = 1, 2 . . . ⌊∆ ·m⌋
we observe a measurement pair (wi, zi) drawn from the following model:
wi
i.i.d.∼ GUE(n), zi i.i.d.∼ N
(〈wi,x⋆xH⋆ 〉, 1) ∀ i = 1, 2, . . . ⌊∆ ·m⌋. (2.1)
We collect all the side information measurements zi’s in a vector z ∈ R⌊∆m⌋. We denote the collection of the
GUE sensing matrices by W
∆
= {w1,w2 . . .w⌊∆m⌋}. The following proposition establishes the connection
between the Bayes Risk and I (y, z;A,W ).
Proposition 1. Suppose that there exists a constant ∆ > 0 (independent of m,n) such that the mutual
information I (y, z;A,W ) = o(m). Then we have,
lim
m,n→∞
m=nδ
Ex⋆,y,A‖x⋆xH⋆ − E[x⋆xH⋆ |y,A]‖2 = 1.
In light of Proposition 1, in order to show that the Bayes risk is trivial, it is sufficient to show that
an upper bound on the mutual information is o(m). We will use the second moment upper bound (or
the χ2-divergence uppper bound) on mutual information. This upper bound was utilized by Mondelli and
Montanari [28] for determining the weak recovery threshold for Gaussian sensing matrices. In our setup, the
result of these authors can be stated as:
I (y, z;A,W ) ≤ Ey,z
[
EA,W p
2(y, z|A,W )
p2(y, z)
]
− 1.
It is also well known that the second moment upper bound is sensitive to bad but rare events that can cause
the upper bound to blow up. In order to exclude these bad events we will use a conditional version of the
above bound which is stated below. A similar result was used by Reeves et al. [34] in the context of a linear
regression problem. The proof of this result is given in Appendix A.2.
Lemma 1. Let Em be any sequence of events depending only y. We have,
I (y, z;A,W ) ≤
(∫
Em
EA,W p
2(y, z|A,W )
p(y, z)
dy dz − 1
)
+ C ·m ·
√
P(Ecm).
In the above display, C ≥ 0 denotes a finite constant depending only on δ,∆, σ2.
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The following lemma simplifies the upper bound on I (y, z;A,W ). For any y ∈ Rm and any positive
semidefinite 2× 2 Hermitian matrix Q, introduce the functions:
U (y,Q)
∆
= E
[
m∏
i=1
ψσ(yi − |G1i|2)ψσ(yi − |G2i|2)
∣∣∣∣GHG = mQ
]
, (2.2)
L (y)
∆
= E
[
m∏
i=1
ψσ(yi − |G1i|2)
∣∣∣∣‖G1‖2 = m
]
, (2.3)
where G1,G2
i.i.d.∼ CN (0, Im) and the matrix G = [G1 G2]. We emphasize that in the definitions of U (y,Q)
and L (y), the measurements y are fixed, and the expectation is only with respect to the Gaussian matrix
G.
Lemma 2. We have,
∫
Em
EA,W p
2(y, z|A,W )
p(y, z)
dy dz =
2
n− 1Ey


∫ 1
0 U
(
y,
[
1 q
q 1
])
· q·(1−q2)n−2
(1−q2/2)⌊∆m⌋ dq
L 2(y)
· 1Em


≤ 2
n− 1Ey


∫ 1
0 U
(
y,
[
1 q
q 1
])
· q·(1−q2)n−2(1−q2/2)∆m dq
L 2(y)
· 1Em


Proof. We have,
EA,W p
2(y, z|A,W ) = EA,W ,x,x′p(y, z|A,W ,x)p(y, z|A,W ,x′)
= EA,W ,x,x′

 m∏
i=1
ψσ(yi −m|〈ai,x〉|2)ψσ(yi −m|〈ai,x′〉|2)
⌊∆m⌋∏
i=1
ψ1(zi − 〈wi,xxH〉)ψ1(zi − 〈wi,x′x′H〉)


Define the scalar random variable:
q = xHx′,
and the associated random matrices:
Q =
[
1 q
q¯ 1
]
, C =
[
1 q
0
√
1− |q|2
]
Note that we have CHC = Q. It is easy to see that, conditioned on x,x′:[ 〈wi,xxH〉
〈wi,x′x′H〉
]
i.i.d.∼ N
(
0,
[
1 |q|2
|q|2 1
])
,
Ax,Ax′ d= U1, qU1 +
√
1− |q|2U2.
In the above display, U = [U1 U2] is a uniformly random m× 2 partial unitary matrix. Let G be a m × 2
matrix consisting of CN (0, 1) entries. Then we have,
√
m · [Ax Ax′] d= √m ·UC
= UCQ−1/2(m ·Q)1/2
d,(1)
= U(mQ)
1/2
d,(2)
= G(GHG)−1/2(m ·Q)1/2
d,(3)
= G(GHG)−1/2(m ·Q)1/2|GHG = mQ
= G|GHG = mQ.
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In the step marked (1), we used the fact that CQ−1/2 is unitary consequently UCQ−1/2 d= U . In step
(2) we used the well known fact that a uniformly random partial unitary matrix can be realized as U
d
=
G(GHG)−1/2. In the step marked (3) we used the fact that G(GHG)−1/2 is independent of GHG, and hence
conditioning on the event GHG does not change the distribution of G(GHG)−1/2. Hence we have shown
that, conditioned on x,x′, the matrix
√
m · [Ax Ax′] has the same distribution as a Gaussian matrix G
conditioned on the event GHG = mQ:
√
m · [Ax Ax′] d= G|GHG = mQ.
Hence we have,
EA,W p
2(y, z|A,W ) = EA,W ,x,x′p(y, z|A,W ,x)p(y, z|A,W ,x′)
= Eq

E
[
m∏
i=1
ψσ(yi − |G1i|2)ψσ(yi − |G2i|2)
∣∣∣∣GHG = mQ
] ⌊∆m⌋∏
i=1
EZ,Z′ψ1(zi − Z)ψ1(zi − |q|2Z −
√
1− |q|4Z ′)

 ,
where Z,Z ′ i.i.d.∼ N (0, 1). We observe that the conditional expectation:
E
[
m∏
i=1
ψσ(yi − |G1i|2)ψσ(yi − |G2i|2)
∣∣∣∣GHG = mQ
]
,
depends on q only via |q|. Consequently, we redefine the matrix Q as:
Q =
[
1 |q|
|q| 1
]
.
The following integral has been evaluated in Lemma 17 in Appendix I.
EZ,Z′ψ1(z − Z)ψ1(z − |q|2Z −
√
1− |q|4Z ′) = 1
4π
√
1− |q|4/4 exp
(
− z
2
2(1 + |q|2/2)
)
.
Hence,
EA,W p
2(y, z|A,W )
= Eq

E
[
m∏
i=1
ψσ(yi − |G1i|2)ψσ(yi − |G2i|2)
∣∣∣∣GHG = mQ
]
·
exp
(
− 12(1+|q|2/2) ·
∑⌊∆m⌋
i=1 z
2
i
)
(4π
√
1− |q|4/4)⌊∆m⌋

 .
Next we compute p(y, z). Since y and z are independent, p(y, z) = p(y)p(z). p(y) can be computed by
following similar steps as before:
p(y) = E
[
m∏
i=1
ψσ(yi − |G1i|2)
∣∣∣∣‖G1‖2 = m
]
.
It is also easy to check that zi
i.i.d.∼ N (0, 2). Hence:
p(y, z) = E
[
m∏
i=1
ψσ(yi − |G1i|2)
∣∣∣∣‖G1‖2 = m
]
·
⌊∆m⌋∏
i=1
ψ√2(zi).
Consequently, introducing the functions:
U (y,R)
∆
= E
[
m∏
i=1
ψσ(yi − |G1i|2)ψσ(yi − |G2i|2)
∣∣∣∣GHG = mR
]
,
L (y)
∆
= E
[
m∏
i=1
ψσ(yi − |G1i|2)
∣∣∣∣‖G1‖2 = m
]
.
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we obtain,
Ez
EA,W p
2(y, z|A,W )
p2(y, z)
= Eq


U
(
y,
[
1 |q|
|q| 1
])
L 2(y)
·


EZ∼N (0,2) exp
(
|q|2
2
1+ |q|
2
2
· Z22
)
√
1− |q|44


⌊∆m⌋
(a)
= Eq


U
(
y,
[
1 |q|
|q| 1
])
L 2(y)
· 1
(1 − |q|2/2)∆m

 .
In the step marked (a), we used the MGF of χ2 distribution to compute:
EZ∼N (0,2) exp
( |q|2
2
1 + |q|
2
2
· Z
2
2
)
=
√
1 + |q|2/2
1− |q|2/2
Hence we have,
∫
Em
EA,W p
2(y, z|A,W )
p(y, z)
dy dz = Ey,|q|


U
(
y,
[
1 |q|
|q| 1
])
L 2(y)
· 1
(1− |q|2/2)⌊∆m⌋ · 1Em


Next we observe that,
|q|2 ∼ Beta (1, n− 1) .
Utilizing the formula for the pdf of Beta random variables we have,
∫
Em
EA,W p
2(y, z|A,W )
p(y, z)
dy dz =
1
n− 1Ey


∫ 1
0 U
(
y,
[
1
√
b√
b 1
])
· (1−b)n−2
(1−b/2)⌊∆m⌋ db
L 2(y)
· 1Em

 .
Finally making the change of variable b = q2 gives us:
∫
Em
EA,W p
2(y, z|A,W )
p(y, z)
dy dz =
2
n− 1Ey


∫ 1
0
U
(
y,
[
1 q
q 1
])
· q·(1−q2)n−2
(1−q2/2)⌊∆m⌋ dq
L 2(y)
· 1Em

 .
≤ 2
n− 1Ey


∫ 1
0 U
(
y,
[
1 q
q 1
])
· q·(1−q2)n−2(1−q2/2)∆m dq
L 2(y)
· 1Em

 .
Remark 1. At this point, it is instructive to compare the claim of Lemma 2 to its counterpart from [28]. If
A were Gaussian, then, Mondelli and Montanari [28] have shown that,
∫
EA,W p
2(y, z|A,W )
p(y, z)
dy dz =
2
n− 1Ey


∫ 1
0
UGauss
(
y,
[
1 q
q 1
])
· q·(1−q2)n−2
(1−q2/2)⌊∆m⌋ dq
L 2Gauss(y)
·

 , (2.4)
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where the functions UGauss and LGauss are defined as follows:
UGauss
(
y,
[
1 q
q 1
])
∆
= E
[
m∏
i=1
ψσ(yi − |G1i|2)ψσ(yi − |qG1i +
√
1− q2G2i|2)
]
,
LGauss(y)
∆
= E
[
m∏
i=1
ψσ(yi − |G1i|2)
]
Because the conditioning is absent in the definitions of UGauss and LGauss, one can leverage the independence
in G1,G2 and obtain straightforwardly:
UGauss
(
y,
[
1 q
q 1
])
L 2Gauss(y)
=
m∏
i=1
EG1,G2
[
ψσ(yi − |G1|2)ψσ(yi − |qG1 +
√
1− q2G2|2)
]
E2G [ψσ(yi − |G|2)]
.
Furthermore when the sensing matrix is Gaussian, the observations y1, y2 . . . ym are i.i.d. Let Y be a random
variable with the same distribution as yi. The expression in (2.4) simplifies significantly:∫
EA,W p
2(y, z|A,W )
p(y, z)
dy dz =
2
n− 1
∫ 1
0
FGauss(q)
m · q · (1 − q
2)n−2
(1− q2/2)⌊∆m⌋ dq, (2.5)
where,
FGauss(q)
∆
= EY

EG1,G2
[
ψσ(Y − |G1|2)ψσ(Y − |qG1 +
√
1− q2G2|2)
]
E2G [ψσ(Y − |G|2)]

 .
Mondelli and Montanari [28] analyze the integral in 2.5 by a straightforward application of the Laplace
Principle. Note that this whole approach breaks down in our case because the conditioning in the definition of
U ,L introduces dependence between the Gaussian random vectors G1,G2 and their entries. This dependence
is a manifestation of the dependence present in a subsampled Haar unitary matrix.
3 Asymptotic Analysis of L and U
In order to evaluate the upper bound on the mutual information that is given in Lemma 2, one needs to
understand the asymptotic behaviour of the functions L and U introduced in Lemma 2.
3.1 Analysis of L
Recall that L (y) was defined as:
L (y)
∆
= E
[
m∏
i=1
ψσ(yi − |G1i|2)
∣∣∣∣‖G1‖2 = m
]
.
We can rewrite L (y) as follows:
L (y)
∆
= E
[
exp
(
m∑
i=1
lnψσ(yi − |G1i|2)
) ∣∣∣∣ 1m‖G1‖2 = 1
]
.
The above equation suggests that the asymptotics of L are determined by the large deviation properties of
the random variables: (
1
m
m∑
i=1
lnψσ(yi − |G1i|2), 1
m
‖G1‖2
)
. (3.1)
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Note that the random variables in the display above are a sum of independent random variables. In our
analysis we treat y as a fixed vector in Rm and only leverage the randomness in G1. Consequently, the two
random variables in (3.1) are sums of independent, but not identically distributed random variables. This
makes our analysis a bit delicate. Large deviation theory tells us that the Cramer Transform plays a crucial
role in understanding the large deviations of sums of independent random variables. Hence, we define the
Tilted Exponential distribution which is the Cramer Transform (or the exponential tilting) of the pair of
random variables (lnψσ(y − |G|2), |G|2) where G ∼ CN (0, 1) and y ∈ R is a fixed scalar below.
Definition 1 (The Tilted Exponential Distribution). The Tilted Exponential distribution with parameters
(λ, y) denoted by TExp (λ, y) is the distribution on [0,∞) with the pdf:
f(u) =
e−(1−λ)uψσ(u− y)
ZTExp (λ, y)
,
where, ZTExp (λ, y) denotes the normalizing constant:
ZTExp (λ, y)
∆
=
∫ ∞
0
e−(1−λ)uψσ(u− y) du = EE∼Exp(1)eλEψσ(E − y).
We also denote the variance of TExp (λ, y) by σ2TExp (λ, y).
In Appendix F.1 we prove some essential properties of the Tilted Exponential distribution which will be
useful in our analysis.
The analysis of L (y) uses two standard techniques from large deviation theory: performing an exponen-
tial change of measure and then applying a central limit theorem under the tilted measure.
The following lemma is a change of measure result that we use in our analysis. In order to state it we first
introduce some notation. Fix any y ∈ Rm and any λ ∈ R. Let u1, u2 . . . um be independent non-negative
random variables with ui ∼ TExp (λ, yi). Let Fλ,y be the density of the random variable
∑m
i=1 ui.
Lemma 3. For any λ ∈ R,y ∈ Rm we have,
L (y) =
(m− 1)! · em(1−λ) · Fλ,y(m)
mm−1
·
m∏
i=1
ZTExp (λ, yi) .
In the above display, Fλ,y is the density of the random variable
∑m
i=1 ui where the random variables ui are
sampled independently with marginal distribution ui ∼ TExp (λ, yi).
Proof. Define the random variables:
U =
m∑
i=1
ui, T =
m∑
i=1
lnψσ(yi − ui).
Consider two possible probability distributions for U and T :
1. ui are i.i.d. Exp (1). Let G(u, t) be the joint pdf of U and T in this setup.
2. ui are sampled independently from TExp (λ, yi) defined in the statement of the lemma. Let Fλ,y(u, t)
denote the joint pdf of U, T in this setup.
We can compute Fλ,y(u, t) in terms of G(u, t) in the following way:
Fλ,y(u, t) =
exp(t+ λu)∏m
i=1 ZTExp (λ,yi)
·G(u, t). (3.2)
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Let G(t|u) denote the conditional density of T given U = u and G(u) denote the marginal density of U
under Setup 1. Analogously define Fλ,y(t|u) and Fλ,y(u). We can then compute L (y) as follows:
L (y) = Eg∼CN (0,Im)
[
exp
(
m∑
i=1
lnφσ(yi − |gi|2)
) ∣∣∣∣‖g‖2 = m
]
= e−mλE
[
exp
(
m∑
i=1
lnφσ(yi − |gi|2) + λm
)∣∣∣∣‖g‖2 = m
]
(a)
= e−mλ
∫
et+mλG(t|m) dt
=
e−mλ
G(m)
∫
et+mλG(m, t) dt.
In the step marked (a), we used the fact that if G ∼ CN (0, 1), then |G|2 ∼ Exp (1). Next, appealing to (3.2),
we obtain:
L (y)
(b)
=
e−mλ
∏m
i=1 ZTExp (λ, yi)
G(m)
∫
Fλ,y(m, t) dt
=
Fλ,y(m)e
−mλ
G(m)
·
m∏
i=1
ZTExp (λ, yi)
(c)
=
(m− 1)! · em(1−λ) · Fλ,y(m)
(m)m−1
·
m∏
i=1
ZTExp (λ, yi) .
The equality marked (b) follows from (3.2). In the step (c), we used the fact that under Setup 1, U is a
sum of exponential random variables and hence U ∼ Gamma (m, 1). Therefore the density of the Gamma
distribution can be used to evaluate G(m). This proves the claim of the lemma.
Our next step will be to develop the asymptotics of Fλ,y by means of a local CLT. Note that in Lemma
3, λ ∈ R was arbitrary. We will set λ = λˆ1(σ), where
λˆ1(σ)
∆
= argmax
λ∈R
(
λ− EˆY lnEE∼Exp(1)eλEψσ(E − Y )
)
. (3.3)
We also define,
Ξˆ1(σ)
∆
= max
λ∈R
(
λ− EˆY lnEE∼Exp(1)eλEψσ(E − Y )
)
. (3.4)
The notation Eˆ in the above display, has been introduced in (1.4). Note that the above quantities depend
on the vector y, but we have not made the dependence explicit in the notation. The intuition for setting λ
in this way is that the first order stationarity condition applied to the concave variational problem in (3.3)
and (3.4) give us:
1
m
m∑
i=1
EEeλˆ1(σ)Eψσ(E − yi)
ZTExp
(
λˆ1(σ), yi
) = 1 =⇒ E
[
m∑
i=1
ui
]
= m.
Consequently, by the central limit theorem, we expect that, m−
1
2 · ((∑i ui) − m) is close to a Gaussian
distribution with variance:
vˆ(σ)
∆
=
1
m
m∑
i=1
σ2TExp
(
λˆ1(σ), yi
)
= EˆY σ
2
TExp
(
λˆ1(σ), Y
)
. (3.5)
Hence, Fλˆ1(σ),y, which is the density of
∑m
i=1 ui can be approximated by the density of N (m,mvˆ(σ)).
Fλˆ1(σ),y(m) ≈ ψm·vˆ(σ)(0) =
1√
2πvˆ(σ) ·m.
This intuition is made rigorous in the following proposition.
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Proposition 2 (A Local Central Limit Theorem). Suppose that there exists a constant 0 < K < ∞, such
that,
|λˆ1(σ)| ≤ K, EˆY (|Y |+ |Y |2 + |Y |3) ≤ K, 1
K
≤ vˆ(σ) ≤ K.
Then, there exists a constant C(K), depending only on K such that we have the following asymptotic expan-
sion for Fλˆ1(σ),y(m): ∣∣∣∣∣Fλˆ1(σ),y(m)− 1√2πvˆ(σ) ·m
∣∣∣∣∣ ≤ C(K) ln(m)m ,
where λˆ1(σ) and vˆ(σ) have been defined in (3.3) and (3.5).
There is a large literature on local central limit theorems. We refer the reader to Bhattacharya and Rao
[8] for a textbook treatment of these results. We are unable to use the statements of local central limit
theorems already available in the literature because we require a local central limit theorem for sums of
independent but not identically distributed random variables and we further require some control on the
error of normal approximation. The proof of Proposition 2 can be found in Appendix B.1. It closely follows
the classical proofs of local central limit theorems based on characteristic functions (see for example Feller
[18, Chapter 16]).
We conclude our analysis of L with the following result which is a straightforward corollary of the change
of measure result given in Lemma 3 and the local central limit theorem in Proposition 2.
Corollary 1 (Lower Bound on L ). Under the assumptions of Proposition 2, there exists M(K) ∈ N
depending only on K such that,
L (y) ≥ 1
2
√
K
exp
(
−m · Ξˆ1(σ)
)
, ∀m ≥M(K),
where the function Ξˆ1(σ) has been defined in (3.4).
Proof. Applying Lemma 3 with λˆ = λˆ1(σ), we have,
L (y) =
(m− 1)! · em(1−λˆ) · Fλˆ,y(m)
(m)m−1
·
m∏
i=1
ZTExp
(
λˆ, yi
)
.
Note by Stirling’s Approximation, we have:
(m− 1)!
mm−1
≥
√
2π(m− 1) · e−(m−1) ·
(
1− 1
m
)m−1
(a)
≥
√
2π(m− 1) · e−m
In the step marked (a), we used the bound 1− x ≥ e− x1−x , x ∈ (0, 1). From Proposition 2, we conclude that
there exists a constant M(K), depending only on K, such that,
Fλˆ,y(m) ≥
1√
2πvˆ(σ)m
− C(K) ln(m)
m
.
In particular, this means that there exists M(K) depending only on K such that,
Fλˆ,y(m) ≥
1
2
√
2πKm
∀m ≥M(K).
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This gives us the lower bound:
L (y) ≥ 1
2
√
2K
· e−mλˆ ·
m∏
i=1
ZTExp
(
λˆ, yi
)
, ∀m ≥M(K)
=
1
2
√
K
exp
(
−mmax
λ∈R
(
λr − 1
m
m∑
i=1
lnEE∼Exp(1)eλEψσ(E − yi)
))
=
1
2
√
K
exp
(
−m · Ξˆ1(σ)
)
.
In the last step, we used (3.3) and (3.4).
3.2 Analysis of U
We recall the function U was defined as follows:
U (y,Q)
∆
= E
[
m∏
i=1
ψσ(yi − |G1i|2)ψσ(yi − |G2i|2)
∣∣∣∣GHG = mQ
]
,
where the matrix Q is of the form:
Q =
[
1 q
q 1
]
, q ∈ (0, 1). (3.6)
We observe that U can be rewritten as:
U (y,Q) = E
[
exp
(
m∑
i=1
lnψσ(yi − |G1i|2) + lnψσ(yi − |G2i|2)
) ∣∣∣∣ 1mGHG = Q
]
.
The asymptotics of U are determined by the large deviation properties of the pair of random variables:(
1
m
m∑
i=1
lnψσ(yi − |G1i|2) + lnψσ(yi − |G2i|2), 1
m
GHG
)
.
Both of these random variables are a sum of independent random variables. The Tilted Wishart distribution
which is defined below will play a key role in our analysis. This distribution is the Cramer transform (or the
exponential tilting) of the random variables defined above.
Definition 2 (The Tilted Wishart Distribution with Parameters (λ, φ, y)). A 2× 2 Hermitian matrix S is
said to be TWis (λ, φ, y) if
S =
[
s
√
ss′eiθ√
ss′e−iθ s′
]
,
and the random variables s ∈ [0,∞), s′ ∈ [0,∞), θ ∈ (−π, π] are sampled from the pdf:
h(s, s′, θ) ∆=
1
2 · π · ZTWis (λ, φ, y) · exp(−(1− λ)(s+ s
′) + φ
√
ss′ cos(θ)) · ψσ(s− y) · ψσ(s′ − y).
In the above display, the normalizing constant ZTWis (λ, φ, y) is defined as:
ZTWis (λ, φ, y)
∆
=
1
2π
∫ ∞
0
∫ ∞
0
∫ π
−π
exp(−(1− λ)(s + s′) + φ
√
ss′ cos(θ)) · ψσ(s− y) · ψσ(s′ − y) dθ ds ds′.
We denote the covariance matrix of the tilted Wishart distribution by ΣTWis (λ, φ, y), that is:
ΣTWis (λ, φ, y) = E
[
Vec (S − ES)Vec (S − ES)H
]
.
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Similar to the analysis of L , the analysis of U consists of two steps: First, a change of measure step
which is given in Lemma 4 and second, an application of the local central limit theorem which is given in
Proposition 3.
We begin with the change of measure result. Let λ, φ ∈ R be arbitrary. Let S1,S2 . . .Sm be independent
Hermitian random matrices with
Si ∼ TWis (λ, φ, yi) , ∀ i ∈ [m].
Define the random variable S as:
S =
m∑
i=1
Si.
Let Hλ,φ,y be the density of the random matrix S.
Lemma 4. For any y ∈ Rm and any 2× 2 positive definite Hermitian matrix Q, we have,
U (y,Q) =
π(m− 1)!(m− 2)!
m2m−2 · det(Q)m−2 · e
m(1−λ)Tr(Q)−mφRe(Q12) ·
(
m∏
i=1
ZTWis (λ, φ, yi)
)
·Hλ,φ,y(mQ).
Proof. Let us index the entries of Sk, k ∈ [m] as follows:
Sk =
[
sk
√
sks′ke
iθk√
sks′ke
−iθk r′k
]
Define the random variables:
S =
m∑
k=1
Sk, T =
m∑
k=1
lnψσ(yk − rk) + lnψσ(yk − r′k).
Consider two possible probability distributions for S, T :
Setup 1: Sk = gkg
H
k where gk ∼ CN (0,I2). Equivalently, si and s′i are i.i.d. Exp (1) and θi are i.i.d.
Unif(−π, π]. Let H(·, ·) be the joint pdf of S, T in this setup.
Setup 2: Sk are independent and distributed as Sk ∼ TWis (λ, φ, yk). Let Hλ,φ,y(·, ·) denote the joint pdf
of S, T in this setup.
We can compute Hλ,φ,y in terms of G as follows:
Hλ,φ,y(S, T ) =
exp(T + λ · Tr(S) + φ ·Re(S12))∏m
i=1 ZTWis (λ, φ, yi)
·H(S, T ).
Let H(·|S) denote the conditional density of T given S and H(S) denote the marginal density of S under
Setup 1. Analogously define Hλ,φ,y(·|S) and Hλ,φ,y(S) under Setup 2. We can then compute U (y,Q) as
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follows:
U (y,Q)
∆
= E
[
m∏
i=1
φσ(yi − |G1i|2)φσ(yi − |G2i|2)
∣∣∣∣GHG = mQ
]
= E
[
exp
(
m∑
i=1
lnφσ(yi − |g1i|2) + lnφσ(yi − |g2i|2)
) ∣∣∣∣GHG = mQ
]
(a)
=
∫
etH(t|mQ) dt
=
e−mλTr(Q)−mφRe(Q12)
H(mQ)
∫
et+mλTr(Q)+mφRe(Q12)H(mQ, t) dt
=
e−mλTr(Q)−mφRe(Q12)
H(mQ)
·
m∏
i=1
ZTWis (λ, φ, yi) ·
∫
Hλ,φ,y(mQ, t) dt
=
e−mλTr(Q)−mφRe(Q12)
H(mQ)
·
m∏
i=1
ZTWis (λ, φ, yi) ·Hλ,φ,y(mQ)
(b)
=
π(m− 1)!(m− 2)!
m2m−2 · det(Q)m−2 · e
m(1−λ)Tr(Q)−mφRe(Q12) ·
(
m∏
i=1
ZTWis (λ, φ, yi)
)
·Hλ,φ,y(mQ).
In the step marked (a), we used the fact that under Setup 1, we have
(S, T )
d
=
(
GHG,
m∑
i=1
lnφσ(yi − |g1i|2) + lnφσ(yi − |g2i|2)
)
.
In the step marked (b), we used the fact that under Setup 1, S is distributed as a complex Wishart random
matrix and hence,
H(mQ) =
1
π
· m
2m−2
(m− 1)!(m− 2)! · exp(−mTr(Q)) · det(Q)
m−2.
This concludes the proof of the lemma.
Next, we will use a local central limit theorem to characterize the asymptotics of Hλ,φ,y(mQ). Note that
Lemma 4 holds for any λ, φ ∈ R. We will set λ = λˆ2(q;σ), φ = φˆ(q;σ), where
(λˆ2(q;σ), φˆ(q;σ))
∆
= arg max
(λ,φ)∈R
(
2λ+ qφ− EˆY lnZTWis (λ, φ, Y )
)
. (3.7)
We also define
Ξˆ2(q;σ)
∆
= max
(λ,φ)∈R
(
2λ+ qφ− EˆY lnZTWis (λ, φ, Y )
)
. (3.8)
The rational behind this choice of λ, φ is that the first order optimality conditions for the above concave
variational problem give us:
2 =
1
m
m∑
i=1
∂λZTWis
(
λˆ2(q;σ), φˆ(q;σ), yi
)
ZTWis
(
λˆ2(q;σ), φˆ(q;σ), yi
) (a)= 1
m
m∑
i=1
E(si + s
′
i)
q =
1
m
m∑
i=1
∂φZTWis
(
λˆ2(q;σ), φˆ(q;σ), yi
)
ZTWis
(
λˆ2(q;σ), φˆ(q;σ), yi
) (a)= 1
m
m∑
i=1
E
√
sis′i cos(θi).
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In the steps marked (a), we used the formula for the normalizing constant ZTWis (λ, φ, y), given in Definition
2, to compute the partial derivatives. It is also clear by the symmetry of Definition 2 that:
Esi = Es
′
i, E
√
sis′i sin(θ) = 0.
Hence, the first order optimality conditions imply:
ES =
m∑
i=1
ESi = mQ.
By the Multivariate Central Limit Theorem, we expect that m−
1
2 · (S−mQ) to be asymptotically Gaussian.
We also define the covariance matrix of m−
1
2 · (S −mQ) as Vˆ (q;σ):
Vˆ (q;σ)
∆
=
EVec (S − ES)Vec (S − ES)H
m
= EˆΣTWis
(
λˆ2(Q;σ), φˆ(Q;σ), Y
)
. (3.9)
By the CLT, we expect
m−
1
2 · Vec (S −mQ) ≈ N
(
0, Vˆ (q;σ)
)
.
Hence,
Hλˆ2(q;σ),φˆ(q;σ),y(mQ) ≈
1√
(2πm)4 det(Vˆ (q;σ))
.
The following proposition makes this argument rigorous.
Proposition 3 (A Local Central Limit Theorem). Suppose that there exists a constant 0 < K < ∞ such
that:
|λˆ2(q;σ)|+ |φˆ(q;σ)| ≤ K, EˆY |Y |40 ≤ K, 1
K
≤ λmin
(
Vˆ (q;σ)
)
≤ λmax
(
Vˆ (q;σ)
)
≤ K.
Then, there exists a constant C(K), depending only on K such that we have the following asymptotic expan-
sion for Hλˆ2(q;σ),φˆ(q;σ),y:∣∣∣∣∣∣Hλˆ2(q;σ),φˆ(q;σ),y − 1√(2πm)4 det(Vˆ (q;σ))
∣∣∣∣∣∣ ≤ C(K) ln
5(m)
m2
√
m
.
The proof of this proposition appears in Appendix B.2 and closely follows classical proofs of local central
limit theorems based on characteristic functions (see for example, Feller [18, Chapter 16]). We conclude our
analysis of U with the following upper bound on U which is a straightforward corollary of Lemma 4 and
Proposition 3.
Corollary 2. Under the assumptions of Proposition 2, there exists M(K) ∈ N depending only on K such
that
U (y,Q) ≤ C(K)
m2 · (1 − q2)m−2 · exp
(
−m · Ξˆ2(q;σ)
)
,
for all m ≥M(K).
Proof. From Lemma 5, we know that
U (y,Q) =
π(m− 1)!(m− 2)!
m2m−2
· det(Q)m−2 · em(1−λ)Tr(Q)−mφRe(Q12) ·
(
m∏
i=1
ZTWis (λ, φ, yi)
)
·Hλ,φ,y(mQ).
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In Proposition 3, we obtained the bound∣∣∣∣∣∣Hλˆ,φˆ,y(mQ)− 1√(2πm)4 det(Vˆ (q;σ))
∣∣∣∣∣∣ ≤ C(K) ln
5(m)
m2
√
m
.
Note that under the assumptions of Proposition 3, we have
det(Vˆ (q;σ)) ≥ λ4min(Vˆ (q;σ)) ≥
1
K4
.
This tells us, that there is a M(K) ∈ N depending only on K, such that,
Hλˆ,φˆ,y(mQ) ≤
C(K)
m2
, ∀m ≥M(K).
By Stirling’s approximation, we have
π(m− 1)!(m− 2)!
m2m−2
≤ πe
5
e2m
.
These estimates give us the upper bound:
U (y,Q) ≤ C(K)e
m(Tr(Q)−2)
m2 · det(Q)m−2 · exp
(
−m max
(λ,φ)∈R
(
λTr(Q) + φRe(Q12)− 1
m
m∑
i=1
lnZTWis (λ, φ, yi)
))
,
for all m ≥ M(K). Recalling the definition of Ξˆ2(q;σ) (See (3.7)) and the form of the matrix Q (see (3.6))
gives us the claim of the corollary.
4 The Stochastic Laplace Method
Recall that in Lemmas 1 and 2 we have shown the following upper bound on I (y, z;A,W ):
I (y, z;A,W ) ≤ 2
n− 1Ey


∫ 1
0
U
(
y,
[
1 q
q 1
])
· q·(1−q2)n−2(1−q2/2)∆m dq
L 2(y)
· 1Em

− 1 + C ·m ·√P(Ecm),
where Em is an arbitrary event depending on y and the functions U ,L were defined in (2.2) and (2.3). Let
us for the moment, also assume that the conditions required for Corollary 1 and 2 are met. Then, tracking
only the exponential order terms, we obtain,
I (y, z;A,W ) / Ey
[∫ 1
0
e−m·Fˆ(q;δ,∆,σ) dq · 1Em
]
, (4.1)
where,
Fˆ(q; δ,∆, σ) = Ξˆ2(q;σ)− 2Ξˆ1(σ) +
(
1− 1
δ
)
ln(1− q2) + ∆ ln
(
1− q
2
2
)
. (4.2)
Our goal will be to evaluate the integral in (4.1) via the Laplace Method. However, we observe that
the function Fˆ(q; δ,∆, σ) is stochastic since it depends on the empirical distribution of the phase retrieval
observations y. It turns out that Ξˆ2(q;σ), defined in (3.7), and Ξˆ1(σ), defined in (3.4), and hence Fˆ(q; δ,∆, σ)
concentrate around deterministic functions Ξ2(q;σ),Ξ1(σ),F(q; δ,∆, σ) defined below:
Ξ1(σ)
∆
= max
λ∈R
(
λ− EY lnEE∼Exp(1)eλEψσ(E − Y )
)
, (4.3)
Ξ2(q;σ)
∆
= max
(λ,φ)∈R
(2λ+ qφ− EY lnZTWis (λ, φ, Y )) , (4.4)
F(q; δ,∆, σ) = Ξ2(q;σ)− 2Ξ1(σ) +
(
1− 1
δ
)
ln(1− q2) + ∆ ln
(
1− q
2
2
)
. (4.5)
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In the above display, the random variable Y = |Z|2 + σǫ where Z ∼ CN (0, 1) , ǫ ∼ N (0, 1). We also define
the deterministic counterparts to λˆ1(σ), defined in (3.3) and λˆ2(q;σ), φˆ(q;σ), defined in (3.7):
λ1(σ)
∆
= argmax
λ∈R
(
λ− EY lnEE∼Exp(1)eλEψσ(E − Y )
)
, (4.6)
(λ2(q;σ), φ(q;σ))
∆
= max
(λ,φ)∈R
(2λ+ qφ− EY lnZTWis (λ, φ, Y )) . (4.7)
The convergence to these deterministic functions allows to design a high probability event Em on which
applying Laplace method to the stochastic function Fˆ(q; δ,∆, σ) is essentially the same as applying it to the
deterministic function F(q; δ,∆, σ). We state our concentration result in the proposition below.
Proposition 4. For any fixed σ > 0, we have the following convergence results:
1. Convergence of Moments: EˆY k
P→ EY k for any k ∈ N, where Y = |Z|2 + σǫ, Z ∼ CN (0, 1) and
ǫ ∼ N (0, 1).
2. For any R ∈ (0,∞), we have the uniform convergence of the functions:
sup
|λ|≤R
|Eˆσ2TExp (λ, Y )− Eσ2TExp (λ, Y ) | P→ 0,
sup
|λ|+|φ|≤R
‖EˆΣTWis (λ, φ, Y )− EΣTWis (λ, φ, Y ) ‖ P→ 0.
3. λˆ1(σ) is tight in the sense that, there exists a constant R ∈ (0,∞), depending only on σ such that,
P
(
|λˆ1(σ)| > R
)
→ 0.
4. Ξˆ1(σ)
P→ Ξ1(σ)
5. For any η ∈ (0, 1), there exists Rη ∈ (0,∞) (depending only on η, σ) such that:
P
(
max
0≤q≤1−η
|λˆ2(q;σ)|+ |φˆ(q;σ)| > Rη
)
→ 0.
6. For any η ∈ (0, 1), we have,
sup
q∈[0,1−η]
|Ξˆ2(q;σ)− Ξ2(q;σ)| P→ 0.
7. For any η ∈ (0, 1), we have,
sup
q∈[0,1−η]
|λˆ2(q;σ)− λ2(q;σ)| P→ 0, sup
q∈[0,1−η]
|φˆ(q;σ)− φ(q;σ)| P→ 0.
8. For any η ∈ (0, 1), we have,
sup
q∈[0,1−η]
∣∣∣∣ d2dq2 Ξˆ2(q;σ)− d
2
dq2
Ξ2(q;σ)
∣∣∣∣ P→ 0.
The proof of this Proposition appears in Appendix C. It uses standard empirical process theory results
from Van der Vaart and Wellner [40] with some modification to account for the fact that the observations
y1, y2 . . . , ym are not independent. With the above concentration result, we suitably design an event Em with
P(Em) → 1 such that on the event Em, we are able to adapt the usual proof of Laplace Method to obtain
the following conclusion.
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Proposition 5. Suppose that δ,∆, σ are such that F(q; δ,∆, σ) > F(0; δ,∆, σ) = 0 ∀ q ∈ (0, 1) and
d2F
dq2 (0; δ,∆, σ) > 0. Then, I (y, z;A,W ) = o(m).
The proof of this proposition can be found in Appendix D. The claim of this Proposition is very intuitive:
It says that due to the concentration of Fˆ(q; δ,∆, σ) to F(q; δ,∆, σ), the stochastic and the deterministic
integrals: ∫ 1
0
e−mFˆ(q;δ,∆,σ) dq ≈
∫ 1
0
e−mF(q;δ,∆,σ) dq,
behave very similarly. According to the standard Laplace method, the condition F(q; δ,∆, σ) > F(0; δ,∆, σ) =
0 ensures that,
1
m
ln
(∫ 1
0
e−mF(q;δ,∆,σ) dq
)
→ 0,
whereas the positivity requirement on the second derivative ensures that the second order, subexponential
factors in the Laplace integral are sufficiently well controlled to obtain I (y, z;A,W ) = o(m).
5 Low Noise Asymptotics
Proposition 5 and Proposition 1 tell us that if for some δ, σ, we can find ∆ > 0 such that:
F(q; δ,∆, σ) > F(0; δ,∆, σ) ∀ q ∈ (0, 1), d
2F
dq2
(0; δ,∆, σ) > 0, (5.1)
then,
lim
m,n→∞
m=nδ
Ex⋆,y,A‖x⋆xH⋆ − E[x⋆xH⋆ |y,A]‖2 = 1.
Note that the Bayes risk increases monotonically with the noise level σ (that is, the phase retrieval problem
is harder for larger noise levels). Furthermore, the Bayes risk is atmost the risk of the trivial estimator
xˆ = 0:
lim sup
m,n→∞
m=nδ
Ex⋆,y,A‖x⋆xH⋆ − E[x⋆xH⋆ |y,A]‖2 ≤ Ex⋆,y,A‖x⋆xH⋆ − 0‖2 = 1.
Hence if show that the asymptotic Bayes risk is trivial (that is, equal to 1) for an arbitrarily small σ > 0,
it automatically implies the Bayes risk is trivial for larger values of noise. Consequently we will focus on
verifying condition (5.1) for small values of noise, where the analysis of the variational problems involved
simplifies considerably. We show the following result:
Proposition 6. Recall that F(q; δ,∆, σ) was defined as:
F(q; δ,∆, σ) = Ξ2(q;σ)− 2Ξ1(σ) +
(
1− 1
δ
)
ln(1− q2) + ∆ ln
(
1− q
2
2
)
.
For any δ and ∆ that satisfy
1 ≤ δ < 2, 0 < ∆ < 2− δ
δ
,
there exists a critical value of the noise level σc(δ,∆) > 0 such that, for any 0 < σ < σc(δ,∆), we have
1. The function F(q; δ,∆, σ) has a unique minimum at q = 0 and F(q; δ,∆, σ) > F(0; δ,∆, σ), ∀ q ∈
(0, 1).
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2. d
2F
dq2 (q; δ,∆, σ)
∣∣∣∣
q=0
> 0.
Combined with Proposition 5 and Proposition 1 it immediately gives us Theorem 1 as a corollary.
Corollary 3. Theorem 1 holds.
Proof. When δ < 2, we can set:
∆ =
2− δ
2δ
> 0.
Proposition 6 guarantees that (5.1) holds for all values of 0 < σ ≤ σc(δ,∆). Proposition 5 lets us conclude that
for all 0 < σ ≤ σc(δ,∆), I (y, z;A,W ) = o(m). Consequently, by Proposition 1, for any 0 < σ ≤ σc(δ,∆)
we have,
lim
m,n→∞
m=nδ
Ex⋆,y,A‖x⋆xH⋆ − E[x⋆xH⋆ |y,A]‖2 = 1.
Since the Bayes risk is atmost 1 and increases monotonically with σ, this means for any σ > 0:
lim
m,n→∞
m=nδ
Ex⋆,y,A‖x⋆xH⋆ − E[x⋆xH⋆ |y,A]‖2 = 1.
The proof of Proposition 6 can be found in Appendix E. The main idea of the proof is that in the limit
σ → 0, the analysis of the function F(q; δ,∆, σ) simplifies considerably.
6 Conclusions and Future Work
In this work we studied the Phase Retrieval problem with subsampled Haar sensing matrices with non-zero
but vanishing measurement noise in the high dimensional asymptotic where the signal dimension (n) and
the number of measurements (m) diverge such that the sampling ratio δ = m/n remains fixed. We showed
that when the sampling ratio δ = m/n < 2, then it is information theoretically impossible for any estimator
to obtain an asymptotically non-trivial performance: any estimator is asymptotically uncorrelated with the
signal vector. Since previous work [24, 17] has designed estimators which achieve a non trivial correlation
with the planted vector when δ > 2, this shows that the weak recovery threshold for this model is δweak = 2.
There are a number of interesting directions for future work which we discuss below:
Other Unitarily Invariant Ensembles It is interesting to understand the weak recovery threshold when
the measurement matrix A is drawn from a general unitarily invariant ensemble: A = UΛV H where U ,V
are independent uniformly random column orthogonal random matrices and Λ is a diagonal matrix whose
spectral measure converges to some limiting distribution. Both Gaussian sensing matrices and Subsampled
Haar sensing matrices are special cases of this general ensemble. While we don’t pursue this direction in this
paper, we expect our techniques to generalize to general unitarily invariant ensembles.
Mean Square Error above Weak Recovery Threshold Our proof techniques do not offer any infor-
mation about the behaviour of Bayes risk above the weak recovery threshold. For Gaussian sensing matrices
Barbier et al. [6] have developed interpolation based methods to compute the exact expression of Bayes risk.
It would be interesting to see if these can be extended beyond i.i.d. sensing matrices. This would enable us
to determine the threshold at which exact recovery of the signal vector becomes possible. Recent work by
Barbier et al. [5] takes a step in this direction and studies linear sensing problems where the sensing matrix
is a product of matrices with i.i.d. gaussian entries.
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High Dimensional Analysis for Highly Structured Sensing Matrices An important and difficult
open problem is to understand the information theoretic limits of recovery when the sensing matrix is a
structured random matrix like the CDP sensing matrix. While simulations results confirm that there is a
good agreement between the CDP matrices and the theoretical results obtained for partial Haar matrices,
the theoretical justification of this empirical observation and the limits of this agreement are yet to be
discovered.
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A Proofs from Section 2
In this section, we collect the missing proofs from Section 2. We begin with a lemma describing the joint
distribution of the phase retrieval measurements y and the side information z.
Lemma 5. Let x⋆,y and z denote the signal vector, the measurements and side information sampled from
the phase retrieval with side information model (see (1.2), (1.3) and (2.1)). Then conditioned on x⋆, y and
z are independent with marginal distributions:
y
d
= m|U |2 + σǫ, U ∼ Unif (Sm−1) , ǫ ∼ N (0, Im) ,
z ∼ N (0, 2 · I⌊∆·m⌋) .
Furthermore, since the above distributions do not depend on x⋆, this result holds even without conditioning
on x⋆.
Proof. From (1.2), (1.3) and (2.1), we know that,
y = m|Ax⋆|2 + σǫ, zi i.i.d.∼ N
(〈wi,x⋆xH⋆ 〉, 1) , i ∈ {1, 2 . . . , ⌊∆m⌋},
where A is a uniformly random m× n partial unitary matrix and the matrices wi i.i.d.∼ GUE(n). Since A is
independent of w1,w2 . . . ,w⌊∆m⌋, we have y, z are conditionally independent given x⋆. Let B be the n×n
unitary matrix whose first column B1 = x⋆ (and the remaining columns can be arbitrary). Then note that,
conditioned on x⋆,
Ax⋆
(1)
= ABBHx⋆
= ABe1
d,(2)
= Ae1.
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In the above display, the step marked (1) used the fact that BBH = In, the distribution inequality (2)
used the fact that since A is a uniformly random partial unitary matrix, its distribution is invariant to
left multiplication by a unitary matrix. Finally note that the first column of a partial unitary matrix
Ae1 ∼ Unif
(
Sm−1
)
. This gives us:
y
d
= m|U |2 + σǫ, U ∼ Unif (Sm−1) , ǫ ∼ N (0, Im) . (A.1)
Next observe that since wi ∼ GUE(n), conditioned on x⋆,
〈wi,x⋆xH⋆ 〉 i.i.d.∼ N (0, 1) , i ∈ {1, 2 . . . , ⌊∆m⌋}.
Hence, conditioned on x⋆,
zi
i.i.d.∼ N (0, 2) .
This proves the claim of the lemma. Note that since the conditional distributions do not depend on x⋆, this
result holds even without conditioning on x⋆
The remainder of this section is organized as follows:
1. Section A.1 is devoted to the proof of Proposition 1.
2. Section A.2 is devoted to the proof of Lemma 1.
A.1 Proof of Proposition 1
Proof. Let ∆ > 0 be fixed to any value that guarantees:
I (y, z;A,W ) = o(m).
By the chain rule for mutual information,
I (y, z;A,W ) = I (y;A,W ) + I (z;A,W |y)
= I (y;A) + I (z;A,W |y)
≥ I (y;A) .
Consequently I (y;A) = o(m). This means,
H (y | A) = H (y)− o(m) (A.2)
H (y, z | A,W ) = H (y, z)− o(m). (A.3)
In order to prove the claim of the proposition, we will costruct an upper bound and a lower bound on the
quantity H (z | y,A,W ). Comparing the upper and lower bound will give us the claim of the proposition.
H (z | y,A,W ) = H (y, z | A,W )−H (y | A,W )
= H (y, z | A,W )−H (y | A)
(a)
= H (y, z)−H (y)− o(m)
(b)
= H (z) − o(m)
(c)
= ⌊∆m⌋ · h(2) · (1− o(1)) (A.4)
= ∆m · h(2) · (1− o(1)). (A.5)
In the equality marked (a), we used the conclusions derived in (A.2) and (A.3). In the step marked (b), we
used the fact that y, z are independent (see Lemma 5). In step (c) we defined h(v)
∆
= 12 ln(2πv), which is
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the entropy of N (0, v) and recalled the claim of Lemma 5: zi i.i.d.∼ N (0, 1). On the other hand we can upper
bound H (z | y,A,W ) as follows:
H (z | y,A,W ) ≤
⌊∆m⌋∑
i=1
H (zi | y,A,W )
(a)≤
⌊∆m⌋∑
i=1
Eh (Var(zi|y,A,W))
(b)
≤
⌊∆m⌋∑
i=1
h(EVar(zi|y,A,W )) (A.6)
In the step marked (a) we used the fact that the Gaussian Distribution has the maximal entropy for a fixed
variance and in step (b) we used the concavity of h. Next we compute EVar(Zi|Y ,A,W1:∆m). We have,
EVar(zi|y,A,W ) = E(zi − E[zi|Y ,A,W ])2
(a)
= E〈wi,x⋆xH⋆ − E[x⋆xH⋆ |y,A,W ]〉2 + 1
(b)
= E〈wi,x⋆xH⋆ − E[x⋆xH⋆ |y,A]〉2 + 1
(c)
= E‖x⋆xH⋆ − E[x⋆xH⋆ |y,A]‖2 + 1. (A.7)
In the above display, the equality (a) follows from the fact that zi ∼ N
(〈wi,x⋆xH⋆ 〉, 1) and equality (b)
used the fact that W is independent of x⋆,y,A. In the step (c), we used the following property of a GUE
matrix: for a deterministic Hermitian matrix M , 〈wi,M〉 ∼ N
(
0, ‖M‖2). (A.5), (A.6) and (A.7) give us
the conclusion:
∆m · h(E‖x⋆xH⋆ − E[x⋆xH⋆ |Y ,A]‖2 + 1) ≥ ∆m · h(2)(1− o(1)).
Since h is an increasing function this gives us:
lim inf
m,n→∞
m=δn
Ex⋆,y,A‖x⋆xH⋆ − E[x⋆xH⋆ |y,A]‖2 ≥ 1.
On the other hand, by the optimality of the Bayes estimator, we have: Ex⋆,y,A‖x⋆xH⋆ − E[x⋆xH⋆ |y,A]‖2 ≤
Ex⋆,y,A‖x⋆xH⋆ − 0‖2 = 1. Hence,
lim
m,n→∞
m=nδ
Ex⋆,y,A‖x⋆xH⋆ − E[x⋆xH⋆ |y,A]‖2 = 1.
This concludes the proof of the proposition.
A.2 Proof of Lemma 1
Proof. Through out this proof C refers to a finite non-negative constant independent ofm,n that can possibly
depend on δ, σ2,∆. This constant may change from line to line. Recall that,
I (y, z;A,W ) = H (y, z)−H (y, z|A,W ) .
We can split H (y, z|A,W ) as follows:
H (y, z|A,W ) = −EA,W
(∫
p(y, z|A,W ) ln p(y, z|A,W ) dy dz
)
= −EA,W
(∫
Em
p(y, z|A,W ) ln p(y, z|A,W ) dy dz
)
− EA,W
(∫
Ecm
p(y, z|A,W ) ln p(y, z|A,W ) dy dz
)
(a)
= −
∫
Em
EA,W [p(y, z|A,W ) ln p(y, z|A,W )] dy dz −
∫
Ecm
EA,W p(y, z|A,W ) ln p(y, z|A,W ) dy dz.
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In the step marked (a) we used Fubini’s Theorem. Likewise we can split H (y, z) as follows:
H (y, z) = −
∫
Em
p(y, z) ln p(y, z) dy dz −
∫
Ecm
p(y, z) ln p(y, z) dy dz.
Hence,
I (y, z;A,W ) = I+ II+ III,
where the terms I, II, III are defined as:
I
∆
= −
∫
Em
p(y, z) ln p(y, z) dy dz +
∫
Em
EA,W [p(y, z|A,W ) ln p(y, z|A,W )] dy dz,
II
∆
= −
∫
Ecm
p(y, z) ln p(y, z) dy dz,
III
∆
=
∫
Ecm
EA,W p(y, z|A,W ) ln p(y, z|A,W ) dy dz.
Analysis of I : Consider the following inequality:
ln(x) ≤ (x− 1) =⇒ x ln(x) ≤ x(x − 1), ∀x ≥ 0.
Applying this to p(y,z|A,W )p(y,z) , we obtain,
p(y, z|A,W ) ln p(y, z|A,W ) ≤ p(y, z|A,W ) ln(p(y, z)) − p(y, z|A,W ) + p
2(y, z|A,W )
p(y, z)
.
Substituting this in the expression for I we obtain,
I ≤ −
∫
Em
p(y, z) ln p(y, z) dy dz +
∫
Em
p(y, z) ln p(y, z) dy dz − Pr(Em) +
∫
Em
EA,W p
2(y, z|A,W )
p(y, z)
dy dz
=
(∫
Em
EA,W p
2(y, z|A,W )
p(y, z)
dy dz − 1
)
+ P(Ecm).
Hence we have,
I ≤
(∫
Em
EA,W p
2(y, z|A,W )
p(y, z)
dy dz − 1
)
+ P(Ecm). (A.8)
Analysis of II : We can handle II as follows:
II
∆
= −
∫
Ecm
p(y, z) ln p(y, z) dy dz
(a)
= −
∫
Ecm
p(y) ln p(y) dy +H (z)P(Ecm)
(b)
≤ −
∫
Ecm
p(y) ln p(y) dy + C ·m · P(Ecm)
= −
∫
Ecm
p(y) lnEx,Ap(y|x,A) dy + C ·m · P(Ecm)
(c)≤ −Ex,A,y1Ecm ln p(y|x,A) + C ·m · P(Ecm)
=
1
2σ2
E‖y −m|Ax|2‖21Ecm +
m ln(2πσ2)
2
P(Ecm) + C ·m · P(Ecm)
≤ C · (m2P(Ecm)E‖Ax‖44 + E‖y‖21Ecm)+ C ·m · P(Ecm).
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In the step marked (a) we used the fact that y, z are marginally independent. In the step marked (b) we
used the fact that H (z) ≤ Cm for a suitable C. In the step marked (c) we applied Jensen’s Inequality and
note that the random variables x,A and y are independent. Note that by Cauchy Schwartz Inequality, we
have,
E‖y‖21Ecm ≤
√
E‖y‖4 · P(Ecm).
It is also straightforward to obtain the following estimates by simple moment computations:
E‖Ax‖44 =
m∑
i=1
E|〈ai,x〉|4 =
m∑
i=1
E‖ai‖4|x1|4 ≤ mE|x1|4 ≤ C
m
, E‖y‖4 ≤ Cm2.
for some 0 ≤ C <∞. This gives us:
II ≤ Cm
(
P(Ecm) +
√
P(Ecm)
)
. (A.9)
Analysis of III : Next we analyze the term III:
III =
∫
Ecm
EA,W p(y, z|A,W ) ln p(y, z|A,W ) dy dz
Noting that:
ln p(y, z|A,W ) = lnExp(y, z|A,W ,x)
= lnExe
−‖y−m|Ax|2‖2/2σ2 + lnEx

⌊∆m⌋∏
i=1
e−(zi−〈xx
H,wi〉)2/2

− m ln(2πσ2) + ⌊∆m⌋ ln(2π)
2
≤ −m ln(2πσ
2) + ⌊∆m⌋ ln(2π)
2
≤ Cm.
Hence we obtain,
III ≤ CmP(Ecm).
Combining the estimates on I, II, III we obtain,
I (y, z;A,W ) ≤
(∫
Em
EA,W p
2(y, z|A,W )
p(y, z)
dy dz − 1
)
+ C ·m ·
√
P(Ecm).
B Proofs of Local Central Limit Theorems
The proofs of the Local central limit theorems are based on the classical approach using characteristic
functions. Section B.1 contains the proof of the local CLT in Proposition 2 and Section B.2 contains the
proof of the local CLT in Proposition 3. The proofs use some standard properties of characteristic functions
which have been collected in Appendix H for reference. We will also rely on some analytic properties of the
Tilted Exponential distribution and Tilted Wishart distribution given in Appedices F.1 and F.2.
B.1 Proof of Proposition 2
Proof. Recall the random variable U was defined as:
U =
m∑
i=1
ui, ui ∼ TExp
(
λˆ1(σ), yi
)
, i ∈ [∆m],
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where,
λˆ1(σ)
∆
= argmax
λ∈R
(
λ− EˆY lnEE∼Exp(1)eλEψσ(E − Y )
)
.
Note that λ = λˆ1(σ) satisfies the first order stationarity condition:
1 =
1
m
m∑
i=1
EE∼Exp(1)E · eλˆ1(σ)Eψσ(E − yi)
EE∼Exp(1)eλˆ1(σ)Eψσ(E − yi)
⇔
m∑
i=1
Eui = m.
From here on, throughout this proof, we will shorthand λˆ1(σ) as simply λˆ1. Define the centered random
variables: uˇi = ui − Eui and centered and normalized random variable:
Uˇ =
U −m√
m
=
∑m
i=1 uˇi√
m
.
Let vˆ(σ) denote the variance of Uˇ :
vˆ(σ)
∆
=
1
m
m∑
i=1
Euˇ2i =
1
m
m∑
i=1
σ2TExp
(
λˆ1, yi
)
.
Again for ease of notation we will short hand vˆ(σ) as vˆ. Let Fˇ denote the density of Uˇ . Let ψˇ(t) = EeitUˇ
denote the characteristic function of Uˇ . By the change of variable formula, we have,
Fλˆ1,y(m) =
Fˇ (0)√
m
Hence we focus on computing Fˇ (0). By the Fourier Inversion formula (Lemma 2, Appendix H) we have,
|Fˇ (u)− φ√vˆ(u)| =
1
2π
∣∣∣∣
∫
R
e−itu
(
ψˇ(t)− e− vˆt
2
2
)
dt
∣∣∣∣
(a)
≤ 1
2π
(∫
|t|≤t1
∣∣∣ψˇ(t)− e− vˆt22 ∣∣∣ dt+ ∫
t1≤|t|≤t2√m
|ψˇ(t)| dt+
∫
|t|≥t2√m
|ψˇ(t)| dt+
∫
|t|≥t1
e−
vˆt2
2 dt
)
(b)
≤ 1
2π


∫
|t|≤t1
∣∣∣ψˇ(t)− e− vˆt22 ∣∣∣dt︸ ︷︷ ︸
(1)
+
∫
t1≤|t|≤t2√m
|ψˇ(t)| dt︸ ︷︷ ︸
(2)
+
∫
|t|≥t2√m
|ψˇ(t)| dt︸ ︷︷ ︸
(3)
+
2
vˆ
e−
vˆt21
2


In the step marked (a), the cutoff parameters t1, t2 are arbitrary and will be fixed later. In the step marked
(b), we used standard bounds on the tail of a gaussian integral (see Lemma 18, Appendix I). In the following
sequence of steps, we upper bound each of the error terms (1), (2) and (3). We will be able to show, for a
suitable selection of t1, t2, that,
(1) + (2) + (3) +
2
vˆ
e−
vˆt21
2 ≤ C(K) · ln(m)√
m
.
This gives us, ∣∣∣∣Fˇ (0)− 1√2πvˆ
∣∣∣∣ ≤ C(K) ln(m)√m =⇒
∣∣∣∣Fλˆ1,y(m)− 1√2πvˆ ·m
∣∣∣∣ ≤ C(K) ln(m)m ,
which is the claim of this proposition. The remaining proof is devoted to the analysis of (1), (2) and (3).
32
Analysis of (1): Recall ψˇ(t) = EeitUˇ and f(x) = eitx is bounded, t-lipchitz function of x. Applying the
Berry-Eseen Inequality (Theorem 4, Appendix H), we have,∣∣∣ψˇ(t)− e− vˆt22 ∣∣∣ ≤ C · (1 +√vˆ|t|) · ρ3√
m · vˆ3 .
In the above display, C is a universal constant and ρ3 is given by:
ρ3 =
1
m
m∑
i=1
E|ui − Eui|3
≤ 8
m
m∑
i=1
E|ui|3
(c)≤ C
(
1 + |λˆ1|3 + 1
m
m∑
i=1
|yi|3
)
.
In the step marked (c) we used the estimate on E|ui|3 proved in Lemma 14. Integrating the pointwise
bound above we obtain:
(1) ≤ C ·
(
1 + |λˆ1|3 + 1
m
m∑
i=1
|yi|3
)
· t1(1 +
√
vˆt1)√
m · vˆ3 .
We set:
t1 =
√
2 ln(m)
vˆ
.
This gives us:
(1) ≤ C
vˆ2
·
(
1 + |λˆ1|3 + 1
m
m∑
i=1
|yi|3
)
· ln(m)√
m
≤ C(K) · ln(m)√
m
.
Analysis of (2): Let (u′1, u
′
2 . . . u
′
m) be independent and identically distributed as (u1, u2 . . . um). Note
that, ∣∣Eeituˇi ∣∣2 = ∣∣Eeitui∣∣2 = Eeit(ui−u′i).
Hence,
∣∣ψˇ(t)∣∣2 = m∏
i=1
∣∣∣∣E exp
(
ituˇi√
m
)∣∣∣∣2 = m∏
i=1
E exp
(
it(ui − u′i)√
m
)
.
By the Taylor’s theorem for CF (Theorem 3, Appendix H), we have,
E exp
(
it(ui − u′i)√
m
)
= 1− E(ui − u
′
i)
2 · t2
2m
+ Ei, |Ei| ≤ E|ui − u
′
i|3 · |t|3
6m
√
m
.
Now consider any t ≤ t2√m:
|ψˇ(t)|2 =
m∏
i=1
(
1− E(ui − u
′
i)
2 · t2
2m
+ Ei
)
≤
m∏
i=1
(
1− E(ui − u
′
i)
2 · t2
2m
+
E|ui − u′i|3 · |t|3
6m
√
m
)
≤ exp
(
− t
2
2m
m∑
i=1
E(ui − u′i)2 +
|t|3
6m
√
m
m∑
i=1
E|ui − u′i|3
)
.
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Next we observe that,
1
2m
m∑
i=1
E(ui − u′i)2 = vˆ.
We set:
t2 =
vˆ
2
·
(
1
m
m∑
i=1
E|ui − u′i|3
)−1
.
This ensures, for any |t| ≤ t2√m, we have,
|ψˇ(t)|2 ≤ exp
(
− t
2
2m
m∑
i=1
E(ui − u′i)2 +
t3
6m
√
m
m∑
i=1
E|ui − u′i|3
)
≤ exp
(
− vˆt
2
2
)
.
Consequently,
(2) =
∫
t1≤|t|≤t2√m
|ψˇ(t)| dt ≤
∫
t1≤|t|≤t2√m
e−vˆt
2/4 dt ≤
∫
t1≤|t|
e−vˆt
2/4 dt
(d)
≤ 4
vˆ
exp
(
− vˆt
2
1
4
)
(e)
=
4
vˆ
√
m
≤ C(K)√
m
.
In the step marked (d), we used the standard bound on gaussian tail integrals (Lemma 18) and in the
step marked (e) we substituted the value of t1 fixed in the analysis of (1). Finally, to wrap up this
step, we note that there exists a finite positive constant C(K) such that,
t2 ≥ 1
C(K)
.
Indeed,
1
m
m∑
i=1
E|ui − u′i|3 ≤
8
m
m∑
i=1
E|ui|3 ≤ C
(
1 + |λˆ1|3 + 1
m
m∑
i=1
|yi|3
)
≤ C(K),
and,
t2 =
vˆ
2
·
(
1
m
m∑
i=1
E|ui − u′i|3
)−1
≥ 1
C(K)
.
Analysis of (3): Recall the term (3) was given by:
(3) =
∫
|t|≥t2√m
|ψˇ(t)| dt = √m
∫
|t|≥t2
|ψˇ(t√m)| dt.
By AM-GM for non-negative real numbers we have,
∣∣ψˇ(t√m)∣∣2 = m∏
i=1
∣∣Eeitui ∣∣2 ≤
(
1
m
m∑
i=1
∣∣Eeitui ∣∣2
)m
.
We use two different strategies to further control the above bound:
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1. Applying Lemma 14, we obtain,
1
m
m∑
i=1
∣∣Eeitui ∣∣2 ≤ C|t|2 · 1m
m∑
i=1
(1 + |λˆ1|+ |y|i)2 ≤ C(K)|t|2 .
2. The above bound tells us that for |t| ≥√2C(K), we have,
1
m
m∑
i=1
∣∣Eeitui ∣∣2 ≤ 1
2
.
Applying Lemma H.1 in Appendix H, we can find a constant 0 < η(K) < 1 depending only on K
such that,
1
m
m∑
i=1
∣∣Eeitui∣∣2 ≤ (1− η(K)), ∀|t| ≥ t2.
We can combine the above to bounds to control (3) as follows:
(3) =
√
m
∫
|t|≥t2
|ψˇ(t√m)| dt
≤ √m
∫
|t|≥t2
(
1
m
m∑
i=1
∣∣Eeitui ∣∣2
)m
2
dt
≤ √m · C(K)
∫
|t|≥t2
(
1
m
m∑
i=1
∣∣Eeitui ∣∣2
)m
2 −1
· 1|t|2 dt
≤ C(K) · √m · (1− η(K))m2 −1 ·
∫
|t|≥t2
1
|t|2 dt
≤ C(K)√
m
.
This concludes the proof of the proposition.
B.2 Proof of Proposition 3
Proof. Recall that the random variable S was defined as:
S =
m∑
k=1
Sk, Sk =
[
sk
√
sks′ke
iθk√
sks′ke
−iθk r′k
]
∼ TWis
(
λˆ2(q;σ), φˆ2(q;σ), yi
)
,
where (λˆ2(q;σ), φˆ(q;σ)) solved the concave variational problem:
(λˆ2(q;σ), φˆ(q;σ))
∆
= arg max
(λ,φ)∈R
(
2λ+ qφ− EˆY lnZTWis (λ, φ, Y )
)
.
Throughout this proof for easy of notation we will omit the dependence of quantities like λˆ2(q;σ), φˆ(q;σ)
and Vˆ (q;σ) on q, σ and denote them by λˆ2, φˆ, Vˆ . Since the optimizer of the variational problem lies in a
compact set, we know that λˆ2, φˆ satisfy the first order optimality conditions:
2 =
1
m
m∑
i=1
∂λZTWis
(
λˆ2, φˆ, yi
)
ZTWis
(
λˆ2, φˆ, yi
) (a)= 1
m
m∑
i=1
E(si + s
′
i)
q =
1
m
m∑
i=1
∂φZTWis
(
λˆ2, φˆ, yi
)
ZTWis
(
λˆ2, φˆ, yi
) (a)= 1
m
m∑
i=1
E
√
sis′i cos(θi).
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In the steps marked (a), we used the formula for the normalizing constant ZTWis (λ, φ, y) given in Definition
2 to compute the partial derivatives. It is also clear from Definition 2 that:
Esi = Es
′
i, E
√
sis′i sin(θ) = 0.
Hence the first order optimality conditions imply:
ES = mQ.
Next we define the centered random variables:
Sˇi = Si − ESi, Sˇ = S − ES√
m
=
1√
m
m∑
i=1
Sˇi.
Note that,
EVec
(
Sˇ
)
Vec
(
Sˆ
)H
=
1
m
m∑
i=1
ΣTWis
(
λˆ2, φˆ, yi
)
= Vˆ .
Let Hˇ denote the density of Sˇ. We note that it is sufficient to study the asymptotics of Hˇ(0) since by the
change of variable formula we have:
Hλˆ2,φˆ,y(mQ) =
Hˇ(0)
m2
.
In the remainder of the proof we focus on developing asymptotic expansions for Hˇ. We define the charac-
teristic function of Sˇ:
Ψˇ(t) = E exp
(
i〈t,Vec (Sˇ)〉) .
By the Fourier Inversion formula (Lemma 2) we have,
Hˇ(U) =
1
(2π)4
∫
R4
e−i〈t,Vec(U)〉Ψˇ(t) dt.
Applying the inversion formula to N
(
0, Vˆ
)
gives us:
1√
(2π)4 det(Vˆ )
e−
1
2Vec(U)
HVˆ −1Vec(U) =
1
(2π)4
∫
R4
e−i〈t,Vec(U)〉e−
1
2 t
HVˆ t dt.
Setting U = 0 and computing the error between the above two displays we obtain: Appendix H) we have,
(2π)4
∣∣∣∣∣∣Hˇ(0)− 1√(2π)4 det(Vˆ )
∣∣∣∣∣∣ =
∣∣∣∣
∫
R4
e−i〈t,Vec(U)〉
(
Ψˇ(t)− e− 12 tHVˆ t
)
dt
∣∣∣∣
(a)≤


∫
‖t‖≤t1
∣∣∣Ψˇ(t)− e− 12 tHVˆ t∣∣∣dt︸ ︷︷ ︸
(1)
+
∫
t1≤‖t‖≤t2√m
|Ψˇ(t)| dt︸ ︷︷ ︸
(2)
+
∫
‖t‖≥t2√m
|Ψˇ(t)| dt︸ ︷︷ ︸
(3)
+
∫
‖t‖≥t1
e−
1
2 t
HVˆ t dt︸ ︷︷ ︸
(4)

 .
In the step marked (a), the cutoff parameters t1, t2 are arbitrary and will be fixed later. We will be able to
choose t1, t2 such that the following bound holds:
(1) + (2) + (3) + (4) ≤ C(K) · ln
5(m)√
m
.
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This gives us,∣∣∣∣∣∣Hˇ(0)− 1√(2π)4 det(Vˆ )
∣∣∣∣∣∣ ≤ C(K) ln
5(m)√
m
=⇒
∣∣∣∣∣∣Hλˆ2,φˆ,y(mQ)− 1√(2πm)4 det(Vˆ )
∣∣∣∣∣∣ ≤ C(K) ln
5(m)
m2
√
m
which is the claim of this proposition. The remaining proof is devoted to the analysis of (1), (2), (3) and (4).
Analysis of (1): Recall Ψˇ(t) = Eei〈t,Vec(Sˇ)〉 and f(x) = ei〈t,x〉 is bounded, ‖t‖-lipchitz function of x.
Applying the Berry-Eseen Inequality (Theorem 4, Appendix H), we have,
∣∣∣Ψˇ(t) − e− 12 tHVˆ t∣∣∣ ≤ C · (1 + ‖Vˆ ‖1/2‖t‖) · ρ3√
m · λ3min(Vˆ )
.
In the above display, C is a universal constant and ρ3 is given by:
ρ3 =
1
m
m∑
i=1
E‖Vec (Si)− EVec (Si) ‖3
≤ 8
m
m∑
i=1
E‖Vec (Si) ‖3
≤ 16
m
m∑
i=1
E(s3i + Es
′
i
3
)
(a)≤ C
(
1 + |λˆ2|3 + |φˆ|3 + 1
m
m∑
i=1
|yi|3
)
.
In the step marked (a) we used the estimate on Es3i proved in Lemma 15. Recalling the assumptions
K−1 ≤ λmin(Vˆ ) ≤ λmax(Vˆ ) ≤ K, |φˆ|+ |λˆ2| < K, 1
m
m∑
i=1
|yi|3 ≤ K,
we obtain, ∣∣∣Ψˇ(t)− e− 12 tHVˆ t∣∣∣ ≤ C(K) · (1 + ‖t‖)√
m
Integrating the pointwise bound above we obtain:
(1) ≤ C(K) · (1 + t1) · t
4
1√
m
We set:
t21 =
4 ln(m)
λmin(Vˆ )
This gives us:
(1) ≤ C(K) · ln
5(m)√
m
.
Analysis of (2): Let (S˜1, S˜2 . . . S˜m) be independent and identically distributed as (S1,S2 . . .Sm). Note
that, ∣∣∣Eei〈t,Vec(Sˇi)〉∣∣∣2 = ∣∣∣Eei〈t,Vec(Si)〉∣∣∣2 = Eei〈t,Vec(Si−S˜i)〉
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Hence, ∣∣Ψˇ(t)∣∣2 = m∏
i=1
∣∣∣Eei〈t,Vec(Sˇi)〉/√m∣∣∣2 = m∏
i=1
Eei〈t,Vec(Si−S˜i)〉/
√
m.
By the Taylor’s theorem for CF (Theorem 3, Appendix H), we have,
E exp

i 〈t,Vec
(
Si − S˜i
)
〉
√
m

 = 1− E〈t,Vec
(
Si − S˜i
)
〉2
2m
+ Ei,
where |Ei| is controlled by:
|Ei| ≤
E|〈t,Vec
(
Si − S˜i
)
〉|3
6m
√
m
≤
‖t‖3E‖Vec
(
Si − S˜i
)
‖3
6m
√
m
.
Now consider any ‖t‖ ≤ t2√m:
|Ψˇ(t)|2 =
m∏
i=1

1− E〈t,Vec
(
Si − S˜i
)
〉2
2m
+ Ei


≤
m∏
i=1

1− E〈t,Vec
(
Si − S˜i
)
〉2
2m
+
‖t‖3E‖Vec
(
Si − S˜i
)
‖3
6m
√
m


≤ exp

− m∑
i=1
E〈t,Vec
(
Si − S˜i
)
〉2
2m
+
‖t‖3E‖Vec
(
Si − S˜i
)
‖3
6m
√
m

 .
Next we observe that,
1
2m
m∑
i=1
E〈t,Vec
(
Si − S˜i
)
〉2 = tHVˆ t.
We set:
t2 = 3λmin(Vˆ ) ·
(
1
m
m∑
i=1
E‖Vec
(
Si − S˜i
)
‖3
)−1
.
This ensures, for any |t| ≤ t2√m, we have,
|Ψˇ(t)|2 ≤ exp

− m∑
i=1
E〈t,Vec
(
Si − S˜i
)
〉2
2m
+
‖t‖3E‖Vec
(
Si − S˜i
)
‖3
6m
√
m


≤ exp
(
− t
HVˆ t
2
)
≤ exp
(
−λmin(Vˆ )‖t‖
2
2
)
.
Consequently,
(2) =
∫
t1≤‖t‖≤t2√m
|Ψˇ(t)| dt (B.1)
≤
∫
t1≤‖t‖≤t2√m
exp
(
−λmin(Vˆ )‖t‖
2
4
)
dt (B.2)
(a)≤ C
∫ ∞
t1
exp
(
−λmin(Vˆ )
4
l2
)
l3 dl (B.3)
(b)≤ C(K) ·
(
λmin(Vˆ )t
2
1
4
+ 1
)
· exp
(
−λmin(Vˆ )t
2
1
4
)
(B.4)
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In the step marked (a), we converted the integral into polar coordinates from cartesian coordinates.
In the step marked (b), we used Lemma 18 and used the assumption that λmin(Vˆ ) ≥ K−1. Recalling
that we set:
t21 =
4 ln(m)
λmin(Vˆ )
,
we obtain,
(2) ≤ C(K) · ln(m)
m
.
Finally, to wrap up this step, we note that there exists a finite positive constant C(K) such that,
t2 ≥ 1
C(K)
.
Indeed,
1
m
m∑
i=1
E‖Vec
(
Si − S˜i
)
‖3 ≤ C
m
m∑
i=1
E|si|3 ≤ C
(
1 + |λ|3 + |φ|3 + 1
m
m∑
i=1
|yi|3
)
≤ C(K),
and,
t2 = 3λmin(Vˆ ) ·
(
1
m
m∑
i=1
E‖Vec
(
Si − S˜i
)
‖3
)−1
≥ 1
C(K)
.
Analysis of (3): Recall the term (3) was given by:
(3) =
∫
‖t‖≥t2√m
|Ψˇ(t)| dt = m2
∫
‖t‖≥t2
|Ψˇ(t√m)| dt.
By AM-GM for non-negative real numbers we have,
|Ψˇ(t√m)|2 =
m∏
i=1
∣∣∣Eei〈t,Vec(Si)〉∣∣∣2 ≤
(
1
m
m∑
i=1
∣∣∣Eei〈t,Vec(Si)〉∣∣∣2
)m
.
We use two different strategies to further control the above bound:
1. Applying Lemma 15, we obtain,
1
m
m∑
i=1
∣∣∣Eei〈t,Vec(Si)〉∣∣∣2 ≤ C‖t‖ 23 · 1m
m∑
i=1
(1 + |λˆ2|20 + |φˆ|20 + |y|20i )2 ≤
C(K)
‖t‖ 23 . (B.5)
2. The above bound tells us that for ‖t‖ ≥√8C3(K), we have,
1
m
m∑
i=1
∣∣∣Eei〈t,Vec(Si)〉∣∣∣2 ≤ 1
2
.
Applying Lemma H.1 in Appendix H, we can find a constant 0 < η(K) < 1 depending only on K
such that,
1
m
m∑
i=1
∣∣∣Eei〈t,Vec(Si)〉∣∣∣2 ≤ (1− η(K)), ∀ ‖t‖ ≥ t2 ≥ 1
C(K)
. (B.6)
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We can combine the above to bounds to control (3) as follows:
(3) = m2
∫
‖t‖≥t2
|Ψˇ(t√m)| dt
≤ m2
∫
‖t‖≥t2
(
1
m
m∑
i=1
∣∣∣Eei〈t,Vec(Si)〉∣∣∣2
)m
2
dt
(a)
≤ m2 · C(K) ·
∫
‖t‖≥t2
(
1
m
m∑
i=1
∣∣∣Eei〈t,Vec(Si)〉∣∣∣2
)m
2 −9
· 1‖t‖6 dt
(b)≤ C(K) ·m2 · (1 − η(K))m2 −9 ·
∫
‖t‖≥t2
1
‖t‖6 dt
(c)≤ C(K)√
m
·
∫ ∞
t2
1
l6
· l3 dl
≤ C(K)√
m
In the above display, in step (a), we utilized the bound in (B.5). In the step marked (b) we utilized
the bound in (B.6). In the equation marked (c) we converted the integral into polar coordinates and
checked that the integral was finite.
Analysis of (4): We recall that:
(4) =
∫
‖t‖≥t1
e−
1
2 t
HVˆ t dt
≤
∫
‖t‖≥t1
e−
λmin(Vˆ )
2 ‖t‖2 dt.
After this, we can exactly repeat the arguments following (B.1) and obtain,
(4) ≤ C(K) ln(m)
m
.
This concludes the proof.
C Concentration Analysis
This section is devoted to proving the concentration result Proposition 4. Throughout this section, we will
use Y to denote the random variable |Z|2 + σǫ, where Z ∼ CN (0, 1) and ǫ ∼ N (0, 1). Hence, for any
f : R→ R, Ef(Y ) = Ef(|Z|2 + σǫ). We also recall the Eˆ notation, for any real valued function f on R:
Eˆf(Y )
∆
=
1
m
m∑
i=1
f(yi),
where y1, y2 . . . , ym are the observations in the phase retrieval problem. The main intuition behind all of
the results in this section is that the empirical measure of the measurements converges to the law of Y .
Hence for a large class test functions f , Eˆf(Y ) ≈ Ef(Y ). This intuition is made rigorous in terms of a
general Weak Law of Large Numbers (WLLN) and a Uniform WLLN (ULLN) for the empirical measure of
the measurements in Section C.1. We then use these general results to prove Proposition 4 in Section C.2.
C.1 A General Uniform Weak Law of Large Numbers
The following proposition establishes a weak law of large numbers (WLLN) for empirical averages of mea-
surements y1, y2 . . . ym in the phase retrieval model.
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Proposition 7 (A WLLN). Let y1, y2 . . . ym be the m measurements from the Phase Retrieval model. Let
f : R→ R satisfy the local lipchitz assumption:
|f(a)− f(b)| ≤ L · (1 + |a|k + |b|k) · |a− b|,
for some L > 0, k ∈ N. Then we have,
1
m
m∑
i=1
f(yi)
P→ Ef(|Z|2 + σǫ).
In the above display, Z, ǫ are independent r.v.s with the distributions: Z ∼ CN (0, 1) , ǫ ∼ N (0, 1).
Proof. Recall that in the phase retrieval model, we have,
(y1, y2 . . . ym)
d
=
(
m|g1|2
‖g‖2 + σǫ1,
m|g2|2
‖g‖2 + σǫ2 . . .
m|gm|2
‖g‖2 + σǫm
)
.
In the above display g and ǫ are independent with g ∼ CN (0, Im) and ǫ ∼ N (0, Im). To obtain the claim
of the proposition we write,
1
m
m∑
i=1
f(yi)− Ef(|Z|2 + σǫ) d= 1
m
m∑
i=1
f
(
m|gi|2
‖g‖2 + σǫi
)
− Ef(|Z|2 + σǫ)
= (1) + (2).
where the terms (1), (2) are defined below:
(1)
∆
=
(
1
m
m∑
i=1
f
(
m|gi|2
‖g‖2 + σǫi
)
− 1
m
m∑
i=1
f
(|gi|2 + σǫi)
)
,
(2)
∆
=
(
1
m
m∑
i=1
f
(|gi|2 + σǫi)− Ef(|Z|2 + σǫ)
)
.
Note that,
(2)
P→ 0,
by WLLN for sums of i.i.d. random variables. On the other hand, by the local lipchitz assumption on f :
(1) ≤ L ·
(
m
‖g‖2 − 1
)
· 1
m
m∑
i=1
|gi|2
(
1 +
mk|gi|2k
‖g‖2k + |gi|
2k
)
= L ·
(
m
‖g‖2 − 1
)
·
(
1
m
m∑
i=1
|gi|2 +
((
m
‖g‖2
)k
+ 1
)
1
m
m∑
i=1
|gi|2k+2
)
(C.1)
By WLLN and continuous mapping theorem:
m
‖g‖2 − 1
P→ 0
1
m
m∑
i=1
|gi|2 P→ E|Z|2 <∞,((
m
‖g‖2
)k
+ 1
)
· 1
m
m∑
i=1
|gi|2k+2 P→
(
1
(E|Z|2)k + 1
)
· E|Z|2k+2 <∞.
Hence (1)
P→ 0. This proves the claim of the proposition.
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The following proposition proves a Uniform Law of Large Numbers (ULLN) for empirical averages of the
measurements y1, y2 . . . ym using some results from empirical process theory [40].
Proposition 8 (A Uniform Law of Large Numbers). Let FT be a collection of functions ft : R→ R indexed
by a parameter t which takes values in the set T , a bounded subset of Rk. Suppose that the collection FT
satisfies the following lipchitz conditions:
Lipchitz in parameter: |ft(y)− fs(y)| ≤ L · ‖t− s‖ · (1 + |y|l) ∀ t, s ∈ T, y ∈ R,
Lipchitz in argument: |ft(y)− ft(y′)| ≤ L · |y − y′| · (|y|l + |y′|l + 1) ∀ t ∈ T, y, y′ ∈ R.
for some L > 0, l ∈ N. Then we have,
sup
t∈T
(
1
m
m∑
i=1
ft(yi)− Eft(|Z|2 + σǫ)
)
P→ 0.
Proof. As in the proof of Proposition 7, we have the decomposition:
1
m
m∑
i=1
f(yi)− Ef(|Z|2 + σǫ) = (1) + (2).
where,
(1)
∆
=
(
1
m
m∑
i=1
ft
(
m|gi|2
‖g‖2 + σǫi
)
− 1
m
m∑
i=1
ft
(|gi|2 + σǫi)
)
,
(2)
∆
=
(
1
m
m∑
i=1
ft
(|gi|2 + σǫi)− Eft(|Z|2 + σǫ)
)
.
The analysis (1) is exactly the same as in Proposition 7. The upper bound in (C.1) holds uniformly over T
and hence,
sup
t∈T
(1)
P→ 0.
For the term (2), we appeal to standard empirical process theory results from Van der Vaart and Wellner
[40]. By Theorem 2.7.11 of Van der Vaart and Wellner [40], the function class FT has bounded bracketting
number. Consequently, by Theorem 2.4.1 of Van der Vaart and Wellner [40], FT is Glivenko-Cantelli, that
is,
sup
t∈T
(2)
P→ 0.
This concludes the proof of the proposition.
Next we will apply the ULLN of Proposition 8 to obtain uniform convergence of empirical averages of the
log-normalizing constants and moments of the Tilted Exponential and Wishart distributions. In particular,
we recall the definitions:
lnZTExp (λ, y)
∆
= lnEE∼Exp(1)eλEψσ(y − E),
lnZTWis (λ, φ, y)
∆
= lnEg∼CN (0,I2)e
λ(|g1|2+|g2|2)+φRe(g1g¯2)ψσ(y − |g1|2)ψσ(y − |g2|2).
For any a, b, c, d ∈ N we also define the moments of the tilted exponential and wishart distributions:
µ
(a)
TExp (λ, y)
∆
= ET j, T ∼ TExp (λ, y)
µ
(a,b,c,d)
TExp (λ, φ, y)
∆
= ESa11Re(S12)
bIm(S12)
cSd22, S ∼ TWis (λ, φ, y) .
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Recalling the Definitions 1 and 2, we have,
µ
(a)
TExp (λ, y) =
EE∼Exp(1)EaeλEψσ(y − E)
EE∼Exp(1)eλEψσ(y − E) ,
µ
(a,b,c,d)
TExp (λ, φ, y) =
Eg∼CN (0,I2)|g1|2aRe(g1g¯2)bIm(g1g¯2)c|g2|2deλ(|g1|
2+|g2|2)+φRe(g1g¯2)ψσ(y − |g1|2)ψσ(y − |g2|2)
Eg∼CN (0,I2)eλ(|g1|
2+|g2|2)+φRe(g1g¯2)ψσ(y − |g1|2)ψσ(y − |g2|2) .
The following corollary applies the obtained ULLN to the above functions to obtain uniform convergence for
these functions.
Corollary 4 (Uniform Convergence of Log-Normalizing Constants and Moments). For any R > 0 and
a, b, c, d ∈ N, we have,
1) sup
|λ|≤R
(
1
m
m∑
i=1
lnZTExp (λ, yi)− EZ,ǫ lnZTExp
(
λ, |Z|2 + σǫ)
)
P→ 0,
2) sup
|λ|+|φ|≤R
(
1
m
m∑
i=1
lnZTWis (λ, φ, yi)− EZ,ǫ lnZTWis
(
λ, φ, |Z|2 + σǫ)
)
P→ 0,
3) sup
|λ|≤R
(
1
m
m∑
i=1
µ
(a)
TExp (λ, yi)− EZ,ǫµ(a)TExp
(
λ, |Z|2 + σǫ)
)
P→ 0,
4) sup
|λ|+|φ|≤R
(
1
m
m∑
i=1
µ
(a,b,c,d)
TExp (λ, φ, yi)− EZ,ǫµ((a,b,c,d))TExp
(
λ, φ, |Z|2 + σǫ)
)
P→ 0.
Proof. In order to prove the corollary, we just need to verify the lipchitz conditions in Proposition 8. In
order to do so, we observe that,
∂
∂y
lnZTExp (λ, φ) =
µ
(1)
TExp (λ, y)− y
σ2
,
∂
∂λ
lnZTExp (λ, φ) = µ
(1)
TExp (λ, y) .
The moments of the Tilted Exponential distribution are bounded in Lemma 14. Using this we obtain,
max
|λ|≤R
∣∣∣∣ ∂∂y lnZTExp (λ, y)
∣∣∣∣ ≤ C(R + |y|), max|λ|≤R
∣∣∣∣ ∂∂λ lnZTExp (λ, y)
∣∣∣∣ ≤ C(R+ |y|).
Integrating these derivative bounds gives us the following lipchitz estimates:
|lnZTExp (λ, y)− lnZTExp (λ, y′)| ≤ C · (R+ |y|+ |y′|) · |y − y′| ∀ |λ| ≤ R, y, y′ ∈ R,
|lnZTExp (λ, y)− lnZTExp (λ′, y)| ≤ C · (R+ |y|) · |λ− λ′| ∀ |λ| ≤ R, |λ′| ≤ R, y ∈ R,
which verifies the assumptions of Proposition 8 and hence (1) follows. Likewise the uniform convergence in
(3) follows from the observation:
∂
∂y
µ
(a)
TExp (λ, y) =
µ
(a+1)
TExp (λ, y)− µ(a)TExp (λ, y)µ(1)TExp (λ, y)
σ2
,
∂
∂λ
µ
(a)
TExp (λ, y) = µ
(a+1)
TExp (λ, y)− µ(a)TExp (λ, y)µ(1)TExp (λ, y) .
The proofs of (2) and (4) are analogous and rely on moment bounds for the tilted wishart distribution given
in Lemma 15.
C.2 Proof of Proposition 4
We now present the proof of Proposition 4.
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Proof. Since polynomial functions are locally lipchitz, the claim (1) follows from the WLLN proved in
Proposition 7. Item (2) is a special case of Corollary 4. The proofs of items (3-4) is very similar to (and
easier) items (5-6) and is omitted. Hence we focus on proving claims 5-8. Define the concave (in λ, φ)
potential functions:
V2(λ, φ; q)
∆
= 2λ+ φq − EY lnZTWis (λ, φ, Y ) ,
Vˆ2(λ, φ; q)
∆
= 2λ+ φq − EˆY lnZTWis (λ, φ, Y ) .
The potential functions are important because:
(λ2(q;σ), φ(q;σ)) = arg max
λ,φ∈R
V2(λ, φ; q), Ξ2(q;σ) = max
λ,φ∈R
V2(λ, φ; q).
And likewise,
(λˆ2(q;σ), φˆ(q;σ)) = arg max
λ,φ∈R
Vˆ2(λ, φ; q), Ξˆ2(q;σ) = max
λ,φ∈R
Vˆ2(λ, φ; q).
The proof of this proposition relies on coercivity estimates for the above potential functions which have been
proved in Appendix G.
For the ease of notation, in this proof we will short hand Ξ2(q;σ), Ξˆ2(q;σ), λ2(q;σ), λˆ2(q;σ), φ(q;σ) and
φˆ(q;σ) as Ξ2(q), Ξˆ2(q), λ2(q), λˆ2(q), φ(q) and φˆ(q), omitting the dependence on σ. We consider each of the
claims (5-8) one by one:
5. In Proposition 10 (Appendix G), we have shown that the solutions to the variation problems lie in the
compact intervals:
|λ2(q)|+ |φ(q)| ≤ C
(
1 + q +
1
1− q
)
· (E|Y |2 + 1),
|λˆ2(q)|+ |φˆ(q)| ≤ C
(
1 + q +
1
1− q
)
· (Eˆ|Y |2 + 1)
On the other hand we know from Proposition 7 that,
EˆY 2
P→ EY 2 <∞.
Consequently, we can find constant R that depends only on η, σ such that,
max
0≤q≤1−η
|λ2(q)|+ |φ(q)| ≤ R, P
(
max
0≤q≤1−η
|λˆ2(q)| + |φˆ(q)| > R
)
→ 0.
For instance taking R as:
R = C
(
2 +
1
1− η
)
(2 + EY 2),
is sufficient. This proves item (5) of the proposition.
6. We upper bound Ξ2(q)− Ξˆ2(q) and Ξˆ2(q)− Ξ2(q) separately:
Ξ2(q)− Ξˆ2(q) = V2(λ2(q), φ(q); q) − Vˆ (λˆ2(q), φˆ(q); q)
= V2(λ2(q), φ(q); q) − Vˆ2(λ2(q), φ(q); q) + Vˆ2(λ2(q), φ(q); q) − Vˆ2(λˆ2(q), φˆ(q); q)︸ ︷︷ ︸
≤0
≤ V2(λ2(q), φ(q); q) − Vˆ2(λ2(q), φ(q); q)
≤ sup
q∈[0,1−η],|λ|+|φ|≤R
|V2(λ, φ; q)− Vˆ2(λ, φ; q)|.
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Analogously, we can obtain Ξˆ2(q) − Ξ2(q) ≤ supq∈[0,1−η],|λ|+|φ|≤R |V2(λ, φ; q) − Vˆ2(λ, φ; q)|. Conse-
quently we have,
sup
q∈[0,1−η]
|Ξ2(q)− Ξˆ2(q)| ≤ sup
q∈[0,1−η],λ,φ∈R
|V2(λ, φ; q) − Vˆ2(λ, φ; q)|
= sup
λ,φ:|λ|+|φ|≤R
∣∣∣EY lnZTWis (λ, φ, Y )− EˆY lnZTWis (λ, φ, Y )∣∣∣
P→ 0.
In the last step we appealed to Corollary 4. This concludes the proof of item (6).
7. For the purpose of demonstrating convergence in probability it is sufficient to restrict ourselves to the
event:
max
0≤q≤1−η
|λˆ2(q)|+ |φˆ(q)| ≤ R,
since this event occurs with probability tending to 1. Proposition 10 shows that the function
EY lnZTWis (λ, φ, Y ) is strongly convex on compact intervals. Hence for some universal constant C <∞,
we have,
V2(λ, φ; q) ≤ V2(λ2(q), φ(q); q) − 1
C
· (|λ − λ2(q)|2 + |φ− φ(q)|2) ∀λ, φ : |λ|+ |φ| ≤ R, ∀q ∈ [0, 1− η].
Applying the strong convexity estimate to λ = λˆ2(q), φ = φˆ(q) gives us:
|λˆ2(q)− λ2(q)|2 + |φˆ(q)− φ(q)|2 ≤ C(V2(λ2(q), φ(q); q) − V2(λˆ2(q), φˆ(q); q))
= C · ((1) + (2) + (3)) .
In the above display, we defined the terms (1), (2) and (3) as:
(1) = V2(λ2(q), φ(q); q) − Vˆ2(λ2(q), φ(q); q),
(2) = Vˆ2(λ2(q), φ(q); q) − Vˆ2(λˆ2(q), φˆ(q); q),
(3) = Vˆ2(λˆ2(q), φˆ(q); q)− V2(λˆ2(q), φˆ(q); q).
Since (λˆ2(q), φˆ(q)) maximizes Vˆ2(λ, φ; q), we have,
(2) ≤ 0.
On the other hand, both (1) and (2) can be bounded by:
(1) ≤ sup
λ,φ:|λ|+|φ|≤R,q∈[0,1−η]
∣∣∣V2(λ, φ; q) − Vˆ2(λ, φ; q)∣∣∣ ,
(2) ≤ sup
λ,φ:|λ|+|φ|≤R,q∈[0,1−η]
∣∣∣V2(λ, φ; q) − Vˆ2(λ, φ; q)∣∣∣ .
Hence we have obtained,
|λˆ2(q)− λ2(q)|2 + |φˆ(q)− φ(q)|2 ≤ 2C · sup
λ,φ:|λ|+|φ|≤R,q∈[0,1−η]
∣∣∣V2(λ, φ; q) − Vˆ2(λ, φ; q)∣∣∣ .
Corollary 4 gives us the uniform convergence:
sup
λ,φ:|λ|+|φ|≤R,q∈[0,1−η]
∣∣∣V2(λ, φ; q) − Vˆ2(λ, φ; q)∣∣∣ =
sup
λ,φ:|λ|+|φ|≤R
∣∣∣EY lnZTWis (λ, φ, Y )− EˆY lnZTWis (λ, φ, Y )∣∣∣ P→ 0.
Hence we obtain,
sup
q∈[0,1−η]
|λˆ2(q)− λ2(q)|2 + |φˆ(q)− φ(q)|2 P→ 0.
This shows claim (7) of the proposition.
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8. A simple computation shows that:
d2Ξ2(q)
dq2
− d
2Ξˆ2(q)
dq2
= eH2
(
∇2λ,φV2(λ2(q), φ(q); q)−1 −∇2λ,φVˆ2(λˆ2(q), φˆ(q); q)−1
)
e2.
Hence,
sup
q∈[0,1−η]
∣∣∣∣∣d
2Ξ2(q)
dq2
− d
2Ξˆ2(q)
dq2
∣∣∣∣∣ ≤ supq∈[0,1−η]
∥∥∥∇2λ,φV2(λ2(q), φ(q); q)−1 −∇2λ,φVˆ2(λˆ2(q), φˆ(q); q)−1∥∥∥
Hence it is sufficient to show that,
sup
q∈[0,1−η]
∥∥∥∇2λ,φV2(λ2(q), φ(q); q)−1 −∇2λ,φVˆ2(λˆ2(q), φˆ(q); q)−1∥∥∥ P→ 0.
By triangle inequality, we can write,
sup
q∈[0,1−η]
∥∥∥∇2Vˆ2(λˆ2(q), φˆ(q); q)−∇2 V2(λ2(q), φ(q); q)∥∥∥ ≤ (1) + (2),
where we define the terms (1) and (2) as:
(1)
∆
= sup
q∈[0,1−η]
∥∥∥∇2Vˆ2(λˆ2(q), φˆ(q); q)−∇2 V2(λˆ2(q), φˆ(q); q)∥∥∥ ,
(2)
∆
= sup
q∈[0,1−η]
∥∥∥∇2V2(λˆ2(q), φˆ(q); q)−∇2 V2(λ2(q), φ(q); q)∥∥∥ .
We control the first term as follows:
(1) ≤ sup
q∈[0,1−η],λ,φ:|λ|+|φ|≤R
∥∥∥∇2Vˆ2(λ, φ; q) −∇2 V2(λ, φ; q)∥∥∥
= sup
λ,φ:|λ|+|φ|≤R
‖∇2EY lnZTWis (λ, φ, Y )−∇2EˆY lnZTWis (λ, φ, Y ) ‖
Noting that the entries of matrix ∇2λ,φ lnZTWis (λ, φ, Y ) are moments of the Tilted Wishart distribution
and appealing to Corollary 4 gives us the uniform convergence:
(1) ≤ sup
q∈[0,1−η],λ,φ:|λ|+|φ|≤R
∥∥∥∇2Vˆ2(λ, φ; q) −∇2 V2(λ, φ; q)∥∥∥ P→ 0. (C.2)
To control the second term, we first note that ∇2V2(λ, φ; q) is independent of q. It is also easy to check
that it is locally lipchitz of λ, φ, consequently we have the estimate,∥∥∥∇2V2(λˆ2(q), φˆ(q); q)−∇2 V2(λ2(q), φ(q); q)∥∥∥ ≤ C (|λ2(q)− λˆ2(q)|+ |φ(q)− φˆ(q)|) ,
for some constant C depending only on R (in particular, C does not depend on q). Combining this
with the conclusion obtained in item (4) of the lemma gives us:
(2)
P→ 0.
Hence we have,
sup
q∈[0,1−η]
∥∥∥∇2Vˆ2(λˆ2(q), φˆ(q); q)−∇2 V2(λ2(q), φ(q); q)∥∥∥ P→ 0. (C.3)
In order to obtain the analogous result for the inverse-hessian, we note that by Proposition 10,
V2(λ, φ; q) is strongly concave on compact sets. Furthermore, ∇2V2(λ, φ; q) does not depend on q.
Hence we have,
λmax(∇2V2(λ, φ; q)) ≤ − 1
C
, ∀|λ|+ |φ| ≤ R, ∀q,
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for a large enough universal constant C. Recalling the uniform convergence in (C.2), we have,
P
(
max
λ,φ:|λ|+|φ|≤R
λmax(∇2Vˆ2(λ, φ; q)) ≤ − 1
2C
)
→ 1.
Since both V, Vˆ are concave functions (c.f. Proposition 10), we have,
sup
q∈[0,1−η]
‖∇2V2(λ2(q), φ(q); q)−1‖op = O(1), sup
q∈[0,1−η]
‖∇2Vˆ2(λˆ2(q), φˆ(q); q)−1‖op = OP (1). (C.4)
Wedin [44] has shown the following perturbation bounds for matrix inverse for any two invertible
matrices A,B:
‖A−1 −B−1‖ ≤
√
2 ·max(‖A−1‖op, ‖B−1‖op) · ‖A−B‖.
Combining the tightness result in (C.4) and the uniform convergence of hessians (see (C.2)) gives us,
sup
q∈[0,1−η]
‖∇2V2(λ2(q), φ(q); q)−1 −∇2Vˆ2(λˆ2(q), φˆ(q); q)−1‖ P→ 0.
This concludes the proof of item (8).
D Proof of Proposition 5
Recall that we had introduced the following functions:
F(q; δ,∆, σ) = Ξ2(q;σ)− 2Ξ1(σ) +
(
1− 1
δ
)
ln(1− q2) + ∆ ln
(
1− q
2
2
)
Fˆ(q; δ,∆, σ) = Ξˆ2(q;σ)− 2Ξˆ1(σ) +
(
1− 1
δ
)
ln(1− q2) + ∆ ln
(
1− q
2
2
)
,
where,
Ξ2(q;σ)
∆
= max
(λ,φ)∈R
(2λ+ φq − EY lnZTWis (λ, φ, Y )) ,
Ξˆ2(q;σ)
∆
= max
(λ,φ)∈R
(
2λ+ φq − EˆY lnZTWis (λ, φ, Y )
)
,
Ξ1(σ)
∆
= max
λ∈R
(
λ− EY lnEE∼Exp(1)eλEψσ(E − Y )
)
,
Ξˆ1(σ)
∆
= max
λ∈R
(
λ− EY ln EˆE∼Exp(1)eλEψσ(E − Y )
)
.
Consider any δ that satisfies the assumptions of Proposition 5:
F(0; δ,∆, σ) < F(q; δ,∆, σ) ∀ q ∈ (0, 1), (D.1)
and,
d2F
dq2
(0; δ,∆, σ) > 0. (D.2)
In Lemmas 1 and 2, we showed that,
I (y, z;A,W ) ≤ 2
n− 1Ey


∫ 1
0
U
(
y,
[
1 q
q 1
])
· q(1−q2)n−2(1−q2/2)∆m dq
L 2(y, 1)
· 1Em

+ C ·m ·√P(Ecm). (D.3)
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We will set Em as:
Em = E(1)m (L) ∩ E(2)m (R, η) ∩ E(3)m (R, η) ∩ E(4)m (η) ∩ E(5)m (η, ǫ2) ∩ E(6)m (R, ǫ2) (D.4)
where:
E(1)m (L) =
{
y : 1 + EˆY 40 ≤ L
}
, (D.5)
E(2)m (R, η) =
{
y : sup
|λ|≤R
∣∣∣Eˆσ2TExp (λ, Y )− Eσ2TExp (λ, Y )∣∣∣ ≤ η
}
, (D.6)
E(3)m (R, η) =
{
y : sup
|λ|+|φ|≤R
∥∥∥EˆΣTWis (λ, φ, Y )− EΣTWis (λ, φ, Y )∥∥∥ ≤ η
}
, (D.7)
E(4)m (η) =
{
y : sup
q≤1/2
∣∣∣∣ d2dq2F(q; δ,∆, σ)− d
2
dq2
Fˆ(q; δ,∆, σ)
∣∣∣∣ ≤ η
}
, (D.8)
E(5)m (η, ǫ2) =
{
y : |Ξ1(σ)− Ξˆ1(σ)| ≤ η, sup
q∈[0,1−ǫ2]
|Ξ2(q;σ)− Ξˆ2(q;σ)| ≤ η
}
, (D.9)
E(6)m (R, ǫ2) =
{
y : |λˆ1(σ)| ≤ R, sup
q∈[0,1−ǫ2]
|λˆ2(q;σ)| + |φˆ(q;σ)| ≤ R
}
. (D.10)
In the above display L,R, η, ǫ2 are parameters which will be set appropriately later. Recall that the notation
Eˆ is used to denote empirical averages:
Eˆf(Y ) =
1
m
m∑
i=1
f(yi),
and the notation Ef(Y ) = EZ,ǫf(|Z|2 + σǫ) where Z ∼ CN (0, 1) , ǫ ∼ N (0, 1). Recall the upper bound in
(D.3). Our goal in this section is to show I (y, z;A,W ) = o(m). Towards this goal, the remainder of this
section is organized as follows:
1. In Lemma 6 we show that P(Ecm) = o(1).
2. In Lemmas 7 and 8 we show that under the event Em, the assumptions of Corollary 1 and 2 are met,
and hence we can use them to obtain an upper bound on U and a lower bound on L .
3. Finally the proof of Proposition 5 is restated and proved.
Lemma 6 (Analysis of P(Em)). For any ǫ2 ∈ (0, 1), there exists a critical value Rc(ǫ2) such that, for any
L > 1 + EY 40, any R > Rc(ǫ2) and any η > 0, we have, for the event,
Em = E(1)m (L) ∩ E(2)m (R, η) ∩ E(3)m (R, η) ∩ E(4)m (η) ∩ E(5)m (η, ǫ2) ∩ E(6)m (R, ǫ2),
P(Em)→ 1.
Proof. This lemma is essentially a consequence of the concentration analysis in Proposition 4. By claim (1)
of Proposition 7 we know that,
EˆY 40
P→ EY 40 <∞.
Consequently any L > EY 40 we have,
P(E(1)m (L))→ 1.
For any ǫ2 > 0. Claims (3) and (5) of Proposition 4 guarantee the existence of Rc(ǫ2) such that,
P(E(6)m (R, ǫ2))→ 0, ∀ R > Rc(ǫ2), ∀ ǫ2 > 0.
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Claim (2) of Proposition 4 gives for any R ∈ (0,∞), η > 0,
P(E(2)m (R, η))→ 1, E(3)m (R, η)→ 1.
Like wise Claim (4) and (6) 4 guarantee for any ǫ2 ∈ (0, 1) and in η > 0, we have, P(E(5)m (η, ǫ2))→ 1. Finally
we observe that: ∣∣∣∣ d2dq2F(q; δ,∆, σ)− d
2
dq2
Fˆ(q; δ,∆, σ)
∣∣∣∣ =
∣∣∣∣ d2dq2Ξ2(q;σ) − d
2
dq2
Ξ2(q;σ)
∣∣∣∣ ,
Hence Claim (8) of Proposition 4 shows that for any η > 0, we have,P(E(4)n (η))→ 1. Finally a union bound
gives us the claim P(Em)→ 1.
Lemma 7 (A Lower Bound on L ). For any R,L ∈ (0,∞), there exists a critical value of η denoted by η1(R)
depending only on R such that for any η < η1(R), ǫ2 > 0 on the event E(1)m (L) ∩ E(6)m (R, ǫ2) ∩ E(2)m (R, η) ∩
E(6)m (R, ǫ2), we have the lower bound,
L (y, 1) ≥ 1
C(L,R)
e−m·Ξˆ1, ∀m ≥M(L,R). (D.11)
where C(L,R),M(L,R) are large enough, finite constants depending only on L,R.
Proof. Recall that from Corollary 1, we obtained the lower bound:
L (y, 1) ≥ 1
2
√
K
exp
(
−mmax
λ∈R
(
λ− EˆY lnEE∼Exp(1)eλEψσ(E − Y )
))
=
1
2
√
K
e−mΞˆ1 , ∀m ≥M(K).
provided we can verify:
• Eˆ(|Y | + |Y |2 + |Y |3) ≤ K: This can be ensured by taking K ≥ 3L and observing that under event
E(1)m (L) we have 1 + EˆY 40 ≤ L.
• λˆ which is the solution of the variational problem:
λˆ = argmax
λ∈R
(
λ− EˆY lnEE∼Exp(1)eλEψσ(E − Y )
)
,
lies in a compact set |λˆ1(σ)| ≤ K. Taking K ≥ R guarantees this under the event E(6)m (R, ǫ2).
• Finally we need to check:
1
K
≤ Eˆσ2TExp
(
λˆ, Y
)
≤ K, (D.12)
for some value of K. Note that event E(6)m (R, ǫ2), guarantees |λˆ1(σ)| ≤ R. The function λ 7→
Eσ2TExp (λ, Y ) is strictly positive and finite on compact sets, that is:
0 < min
|λ|≤R
Eσ2TExp (λ, Y ) ≤ max|λ|≤REσ
2
TExp (λ, Y ) <∞.
This can be checked by observing λ 7→ Eσ2TExp (λ, Y ) is continuous and if Eσ2TExp (λ, Y ) = 0 for some λ
then, σ2TExp (λ, Y )
a.s.
= 0. This is clearly not possible since TExp (λ, y) is not deterministic for any finite
λ, y. Hence there exists a constant depending only on R such that,
1
C1(R)
≤ Eσ2TExp
(
λˆ, Y
)
≤ C1(R).
The event E(2)m (R, η) guarantees:
sup
|λ|≤R
∣∣∣Eˆσ2TExp (λ, Y )− Eσ2TExp (λ, Y )∣∣∣ ≤ η.
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Since |λˆ1(σ)| ≤ R, the above error bound holds for λ = λˆ1(σ). Taking η ≤ (2C1(R))−1 guarantees:
1
2C1(R)
≤ Eˆσ2TExp
(
λˆ1(σ), Y
)
≤ C2(R) + 1
C2(R)
.
This verifies (D.12) for a suitable K.
Hence, all the requirements of Proposition 9 are satisfied which gives us the claim of the lemma.
Lemma 8 (An Upper Bound on U ). We have the following upper bounds on U :
1. Unconditional Upper Bound: For any y ∈ Rm, for any q ∈ [0, 1), we have,
U
(
y,
[
1 q
q 1
])
≤ eCU ·m,
for a universal constant CU which depends only on the noise level σ.
2. For any R,L ∈ (0,∞), there exists a critical value of η denoted by η2(R) depending only on R such
that for any η < η2(R), ǫ2 > 0, we have the upper bound,
U
(
y,
[
1 q
q 1
])
≤ C(L,R) · e
−mΞˆ2(q)
m2 · (1− q2)m−2 ∀ q ∈ [0, 1− ǫ2], ∀ y ∈ E
(1)
m (L) ∩ E(3)m (R, η) ∩ E(6)m (R, ǫ2).
In the above display, C(L,R) is a constant depending only on the choice of L,R.
Proof. 1. We recall the definition of U :
U (y,Q)
∆
= E
[
m∏
i=1
ψσ(yi −m|G1i|2)ψσ(yi −m|G2i|2)
∣∣∣∣GHG = Q
]
.
Observing that, ψσ(x) ≤ (2πσ2)−1/2, we obtain, ∀y ∈ Rm, ∀q ∈ (0, 1),
U
(
y,
[
1 q
q 1
])
≤ eCU ·m,
for a universal constant CU <∞ that depends only on σ.
2. Recall that Corollary 2 shows,
U
(
y,
[
1 q
q 1
])
≤ C(K)e
−mΞˆ2(q)
m2 · (1 − q2)m−2 .
provided we can show:
• EˆY 40 ≤ K. This is true under the event E(1)m (L) if we choose K ≥ L.
• The minimizing arguments (λˆ2(q;σ), φˆ(q;σ)) satisfy |λˆ2(q;σ)|+|φˆ(q;σ)| ≤ K for any q ∈ [0, 1−ǫ2].
This is guaranteed by the event E(6)m (R, ǫ2) if K ≥ R.
• Finally, we need to check:
1
K
≤ λmin
(
EˆΣTWis
(
λˆ, φˆ, Y
))
≤ λmax
(
EˆΣTWis
(
λˆ, φˆ, Y
))
≤ K. (D.13)
The event E(6)m (R, ǫ2) guarantees |λˆ2(q;σ)|+ |φˆ(q;σ)| ≤ R, ∀ q ∈ [0, 1− ǫ2]. The matrix function
(λ, φ) 7→ EΣTWis (λ, φ, Y ) is:
(a) Bounded on the compact set |λ|+ |φ| ≤ R. Indeed:
‖EΣTWis (λ, φ, Y ) ‖ ≤ E‖ΣTWis (λ, φ, Y ) ‖
(a)
≤ C(1 + |λ|2 + |φ|2 + EY 2) ≤ C(1 +R2).
In the inequality marked (a), we used the moment bounds for the tilted Wishart distribution
derived in Claim (4) of Lemma 15.
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(b) Strictly positive definite on the compact set |λ| + |φ| ≤ R. To see this we note that if
λmin(EΣTWis (λ, φ, Y )) = 0 for some λ, φ then since
λmin(EΣTWis (λ, φ, Y )) ≥ Eλmin(ΣTWis (λ, φ, Y )),
we have λmin(ΣTWis (λ, φ, Y )) = 0 almost surely (with respect to the distribution of Y ). This
contradicts Claim (6) of Lemma 15.
Hence, there exists a positive and finite constant C2(R) depending only on R such that,
1
C2(R)
≤ λmin
(
EΣTWis
(
λˆ, φˆ, Y
))
≤ λmax
(
EΣTWis
(
λˆ, φˆ, Y
))
≤ C2(R).
The event E(3)m (R, η) guarantees:∣∣∣λmin (EΣTWis (λˆ, φˆ, Y ))− λmin (EˆΣTWis (λˆ, φ, Y ))∣∣∣ ≤ η,∣∣∣λmax (EΣTWis (λ, φ, Y ))− λmax (EˆΣTWis (λ, φ, Y ))∣∣∣ ≤ η.
Choosing η ≤ (2C2(R))−1, we have,
1
2C2(R)
≤ λmin
(
EˆΣTWis
(
λˆ, φˆ, Y
))
≤ λmax
(
EˆΣTWis
(
λˆ, φˆ, Y
))
≤ C2(R) + 1
2C2(R)
,
which verifies (D.13) for a suitable K.
Hence all the assumptions of Corollary 2 have been verified, which gives us the claim in item (2) of the
lemma.
Finally we restate and prove Proposition 5.
Proposition 5. Suppose that δ,∆, σ are such that F(q; δ,∆, σ) > F(0; δ,∆, σ) = 0 ∀ q ∈ (0, 1) and
d2F
dq2 (0; δ,∆, σ) > 0. Then, I (y, z;A,W ) = o(m).
Proof. In Lemmas 1 and 2, we showed that,
I (y, z;A,W ) ≤ 1
n− 1Ey


∫ 1
0
U
(
y,
[
1
√
b√
b 1
])
· (1−b)n−2
(1−b/2)∆m db
L 2(y, 1)
· 1Em

+ C ·m ·√P(Ecm)
=
2
n− 1Ey


∫ 1
0
U
(
y,
[
1 q
q 1
])
· q(1−q2)n−2(1−q2/2)∆m dq
L 2(y, 1)
· 1Em

+ C ·m ·√P(Ecm)
(a)
= (1) + (2) + (3) + C ·m ·
√
P(Ecm). (D.14)
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In the step marked (a), we split the integral into three parts:
(1)
∆
=
2
n− 1Ey


∫ 1
1−ǫ2 U
(
y,
[
1 q
q 1
])
· q(1−q2)n−2(1−q2/2)∆m dq
L 2(y, 1)
· 1Em

 ,
(2)
∆
=
2
n− 1Ey


∫ 1−ǫ2
ǫ1
U
(
y,
[
1 q
q 1
])
· q(1−q2)n−2(1−q2/2)∆m dq
L 2(y, 1)
· 1Em

 ,
(3)
∆
=
2
n− 1Ey


∫ ǫ1
0
U
(
y,
[
1 q
q 1
])
· q(1−q2)n−2(1−q2/2)∆m dq
L 2(y, 1)
· 1Em

 .
In the above display ǫ1, ǫ2 ∈ (0, 1) are parameters which will be set appropriately. We also recall that we
had set:
Em = E(1)m (L) ∩ E(2)m (R, η) ∩ E(3)m (R, η) ∩ E(4)m (η) ∩ E(5)m (η, ǫ2) ∩ E(6)m (R, ǫ2).
where the various events have been defined in Equations D.5. We now describe how to set the parameters
L,R, η, ǫ1, ǫ2 so that each of the terms in (D.14) is o(m). We also draw the readers attention to the point
that the parameter ǫ2 used to define the cutoff points for the integrals (1) and (2) is same as the ǫ2 in the
definition of the event E(5)m (η, ǫ2), E(6)m (R, ǫ2). Notice also the same parameter R is involved in the definitions
of the events E(2)m (R, η), E(3)m (R, η), E(6)m (R, ǫ2).
Analysis of (1): By Lemma 8, we know that,
U
(
y,
[
1 q
q 1
])
≤ eCU ·m.
We next appeal to Lemma 7. We enforce the requirement
η < η1(R) (D.15)
and obtain,
L (y, 1) ≥ 1
C(L,R)
· e−mΞˆ1 .
The event E(5)m (η, ǫ2) guarantees that Ξˆ1(σ) ≤ Ξ1(σ) + η. By enforcing:
η ≤ 1, (D.16)
we have Ξˆ1(σ) ≤ Ξ1(σ) + 1 which is an absolute constant (depending only on the noise level). Conse-
quently, we have L (y, 1) ≥ C(L,R)−1 · e−CL ·m for some universal constant CL ∈ (0,∞) depending
only on the noise level. Hence we have, for min(n,m) ≥ 4
(1) ≤ 2 · C
2(L,R) · e(CU +2CL )·m
n− 1 ·
∫ 1
1−ǫ2
(1− q2)n−2 dq
≤ 2 · C
2(L,R)
n− 1 · e
(CU +2CL )·m · (1 − (1− ǫ2)2)n2
≤ 2 · C
2(L,R)
n− 1 · e
(CU +2CL )·m · (2ǫ2)n2
=
2 · C2(L,R)
n− 1 · exp
(
m ·
(
CU + 2CL +
ln(2)
2δ
− ln
1
ǫ2
2δ
))
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We set:
ǫ2 =
1
2
· e−2δ(CU +2CL ) < 1, (D.17)
which gives us (1) = O(1/n) = o(1).
Analysis of P(Ecm): As suggested by Lemma 6, we set L > E|Y |40. For example, we can set L = 1+EY 40.
We will also enforce the constraint R > Rc(ǫ2) for example by setting R = Rc(ǫ2) + 1 (note that ǫ2
has been set in (D.17)). This ensures that P(Ecm) = o(1). At this set we have set R, ǫ2, L and we are
still free to set η > 0, ǫ1 ∈ (0, 1) arbitrarily subject to the requirements in (D.15)-(D.16).
Analysis of (2): We enforce:
η < min(η1(R), η2(R)) (D.18)
which is enough to satisfy the assumptions of Lemma 7 and item (2) of Lemma 8, which gives us,
U
(
y,
[
1 q
q 1
])
L 2(y, 1)
≤ C · e
−m(Ξˆ2(q)−2Ξˆ1)
m2 · (1 − q2)m−2 ∀ q ∈ [0, 1− ǫ2]. (D.19)
This allows us to upper bound the term (2) as follows:
(2)
∆
=
2
n− 1Ey


∫ 1−ǫ2
ǫ1
U
(
y,
[
1 q
q 1
])
· q(1−q2)n−2(1−q2/2)∆m dq
L 2(y, 1)
· 1Em


≤ C
(n− 1) ·m2 · Ey
[∫ 1−ǫ2
ǫ1
e−mFˆ(q;δ,∆,σ) dq · 1Em
]
Since event E(5)m (η, ǫ2) guarantees |Ξˆ1(σ)− Ξ1(σ)| ≤ η, supq∈[0,1−ǫ2] |Ξˆ2(q;σ)− Ξ2(q;σ)| ≤ η, we have,
|Fˆ(q; δ,∆, σ)−F(q; δ,∆, σ)| ≤ 3η ∀ q ∈ [0, 1− ǫ2].
Since δ < δc(σ
2,∆) and ǫ1 > 0, Recall that we have, infq∈[ǫ1,1] F(q; δ,∆, σ) > 0 = F(0; δ,∆, σ) (see
(D.1)). Hence, we can enforce that η, ǫ1 satisfy:
η <
1
6
inf
q∈[ǫ1,1]
F(q; δ,∆, σ) (D.20)
This guarantees, for any q ∈ [ǫ1, 1− ǫ2],
Fˆ(q; δ,∆, σ) ≥ F(q; δ,∆, σ)− 3η ≥ inf
q∈[ǫ1,1]
F(q; δ,∆, σ)− 3η ≥ 1
2
inf
q∈[ǫ1,1]
F(q; δ,∆, σ) > 0.
Hence,
(2) ≤ C
(n− 1) ·m2 · exp
(
−m
2
· inf
q∈[ǫ1,1]
F(q; δ,∆, σ)
)
= o(1).
Analysis of (3): We recall that Term (3) was given by:
(3) =
2
n− 1Ey


∫ ǫ1
0
U
(
y,
[
1 q
q 1
])
· q(1−q2)n−2(1−q2/2)∆m dq
L 2(y, 1)
· 1Em

 .
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The upper bound in (D.19) applies to q ∈ [0, ǫ1]. Hence we obtain,
(3) ≤ C
(n− 1) ·m2 · Ey
[∫ ǫ1
0
e−mFˆ(q;δ,∆,σ) dq · 1Em
]
Next we approximate Fˆ by its taylors expansion at q = 0. First observe that, Fˆ(0; δ,∆, σ) = 0 and,
dFˆ
dq
(q; δ,∆, σ) = φˆ(q;σ) − 2
(
1− 1
δ
)
q
1− q2 −
∆q
1− q2/2 =⇒
dFˆ
dq
(0; δ,∆, σ) = 0.
We enforce the constraint
η <
1
4
d2F
dq2
(0; δ,∆, σ). (D.21)
We set ǫ1 ∈ (0, 1/2) which guarantees:∣∣∣∣d2Fdq2 (q; δ,∆, σ)− d
2F
dq2
(0; δ,∆, σ)
∣∣∣∣ ≤ 12 d
2F
dq2
(0; δ,∆, σ).
(D.2) and the fact that F(·; δ,∆, σ) has a continuous second derivative at q = 0 ensures this is possible.
Hence we have,
d2F
dq2
(q; δ,∆, σ) > 2η, ∀ q < ǫ1.
The event E(4)m (η) guarantees:
sup
q∈[0,1/2]
∣∣∣∣∣d
2Fˆ
dq2
(q; δ,∆, σ)− d
2F
dq2
(q; δ,∆, σ)
∣∣∣∣∣ ≤ η =⇒ d
2Fˆ
dq2
(q; δ,∆, σ) > η, ∀ q < ǫ1.
Then by Taylor’s theorem, we have, ∀ q ∈ [0, ǫ1),
Fˆ(q; δ,∆, σ) ≥ Fˆ(0; δ,∆, σ) + dFˆ
dq
(0; δ,∆, σ) · q +
(
inf
x∈[0,ǫ1)
d2Fˆ
dq2
(x; δ,∆, σ)
)
· q
2
2
≥ ηq
2
2
.
Hence we obtain,
(3) ≤ C
(n− 1) ·m2 ·
∫ ǫ1
0
e−
ηq2
2 ·m ≤ C
(n− 1) ·m2 = o(1).
Finally we note that set η as,
η = min
(
1, η1(R), η2(R),
1
6
inf
q∈[ǫ1,1]
F(q; δ,∆, σ), 1
4
d2F
dq2
(0; δ,∆, σ)
)
satisfies requirements in (D.15),(D.16),(D.18), (D.20) and (D.21) and also ensures η is a fixed positive
constant.
This concludes the proof of the proposition.
E Proofs from Section 5
This section is devoted to proving Proposition 6. Recall that the function F(q; δ,∆, σ) was defined as:
F(q; δ,∆, σ) ∆= Ξ2(q;σ)− 2Ξ1(σ) +
(
1− 1
δ
)
ln(1− q2) + ∆ ln
(
1− q
2
2
)
,
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where the functions, Ξ1,Ξ2 are defined as follows:
Ξ2(q;σ)
∆
= max
(λ,φ)∈R
(2λ+ φq − EY lnZTWis (λ, φ, Y )) ,
Ξ1(σ)
∆
= max
λ∈R
(λ− EY lnZTExp (λ, Y )) .
In the above display the random variable Y = |G|2 + σǫ, where G ∼ CN (0, 1) and ǫ ∼ N (0, 1). Our goal is
to identify conditions on (δ,∆, σ) such that,
F(q; δ,∆, σ) > F(0; δ,∆, σ) ∀ q ∈ (0, 1), d
2
dq2
F(q; δ,∆, σ) > 0. (E.1)
We will not be able to solve this for a general σ > 0, but only for small enough σ since in the limit σ → 0,
the variational problems in the definition of Ξ2,Ξ1 simplify considerably.
We first begin with a heuristic derivation of the zero noise limit of the functions Ξ2(q;σ) and Ξ1(σ).
Recalling the definition of ZTExp (λ, y) (Definition 1):
lnZTExp (λ, Y ) = EE∼Exp(1)eλEψσ(E − |G|2 − σǫ)
= e(λ−1)(|G|
2+σǫ)
Eω∼N (0,1)eσ(λ−1)ω1|G|2+σǫ+σω≥0
σ → 0→ e(λ−1)|G|2 .
This gives us,
λ− EY lnZTExp (λ, Y ) σ → 0→ 1.
In the zero noise limit, the variational problem in the definition of Ξ1 is trivial. Hence, it makes sense to
extend the definition of Ξ1(σ) to include σ = 0 as Ξ1(0)
∆
= 1. Likewise, recalling Definition 2, we have,
ZTWis (λ, φ, Y ) = ZTWis
(
λ, φ, |G|2 + σǫ)
= E exp
(
(λ− 1)(2Y + σ(ω1 + ω2)) + φ
√
(Y + σω1)(Y + σω2) cos(θ)
)
1Y+σω1≥0,y+σω2≥0
σ → 0→ e2(λ−1)|G|2Eθeφ|G|2 cos(θ)
= e2(λ−1)|G|
2
I0(|G|2φ).
In the last step we used the definition of Modified Bessel function I0(x)
∆
= Eex cos θ. Hence we extend the
definition of Ξ2(q;σ) to σ = 0 as:
Ξ2(q; 0)
∆
= 2 +max
φ∈R
qφ− EZ∼CN (0,1) ln I0(φ|Z|2).
This allows to guess the correct zero noise limit of F(q; δ,∆, σ) as:
F(q; δ,∆, 0) ∆= Ξ2(q; 0)− 2Ξ1(0) +
(
1− 1
δ
)
ln(1 − q2) + ∆ ln
(
1− q
2
2
)
.
The remainder of this section is organized as follows:
1. In Section E.1 we analyze the zero noise limit function F(q; δ,∆, 0) and find a condition on (δ,∆) such
that (E.1) holds for F(q; δ,∆, 0).
2. In Section E.2, we show that Ξ1(σ) converges to Ξ1(0) and Ξ2(q;σ) converges to Ξ2(q; 0) in an appro-
priate sense.
3. Finally Section E.3 contains the proof of Proposition 6.
Throughout this section, unlike in other parts of this paper, C denotes a universal constant that does not
depend on σ. As before this constant may change from line to line.
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E.1 Analysis in the Low Noise Limit
The following lemma shows that if δ < 2, and ∆ is small enough (but positive), the function F(q; δ,∆, 0) is
strictly increasing.
Lemma 9 (Limiting Variational Problems). Consider the following functions for q ∈ [0, 1):
Ξ2(q; 0)
∆
= 2 +max
φ∈R
qφ− EZ∼CN (0,1) ln I0(φ|Z|2),
φ2(q; 0)
∆
= argmax
φ∈R
qφ− EZ∼CN (0,1) ln I0(φ|Z|2).
Then we have,
1. The function φ 7→ qφ − EZ∼CN (0,1) ln I0(φ|Z|2) has a unique maximizer φ2(q; 0) which satisfies: 0 ≤
φ2(q; 0) <∞ for any q ∈ [0, 1). Furthermore, maxq∈[0,1−η] φ2(q; 0) <∞ for any η ∈ (0, 1).
2. The function:
f(q)
∆
= Ξ2(q; 0) +
(
1− 1
δ
)
ln(1− q2) + ∆ ln
(
1− q
2
2
)
,
is a strictly increasing function of q with f(0) < f(q) ∀q ∈ [0, 1), provided,
0 < δ < 2, 0 < ∆ <
2− δ
δ
.
Proof. 1. The function φ 7→ qφ−EZ∼CN (0,1) ln I0(φ|Z|2) is strictly concave (see Fact 2, item (5), Appendix
I). Hence, qφ − EZ∼CN (0,1) ln I0(φ|Z|2) has at most one maximizer. Next observe that any maximizer
must lie in [0,∞]. This is because E ln I0(|φ||Z|2) = E ln I0(−|φ||Z|2) since I0 is even (see Fact 2,
Appendix I), but q|φ| ≥ −q|φ|. This shows that if φ2(q; 0) exists, we must have, φ2(q; 0) ≥ 0. In order
to show existence of φ2(0, q) it is sufficient to find a solution to the first order optimality conditions:
E|Z|2 · I
′
0(φ|Z|2)
I0(φ|Z|2) = q.
Note that:
E|Z|2 · I
′
0(φ|Z|2)
I0(φ|Z|2)
∣∣∣∣
φ=0
= 0.
In order to check that φ2(q; 0) <∞, it is sufficient to show that,
lim
φ→∞
q − E|Z|2 · I
′
0(φ|Z|2)
I0(φ|Z|2) < 0.
By Monotone convergence theorem and the fact that
I′0(x)
I0(x)
↑ 1 as x ↑ ∞ (see Fact 2, Appendix I), we
have,
lim
φ→∞
q − E|Z|2 · I
′
0(φ|Z|2)
I0(φ|Z|2) = q − 1 < 0, ∀ q < 1.
This confirms φ2(q; 0) <∞ for any q < 1. Further inspection of the stationarity condition:
E|Z|2 · I
′
0(φ|Z|2)
I0(φ|Z|2)
∣∣∣∣
φ=φ2(q;0)
= q
reveals that φ2(q; 0) is an increasing function of q since the function on the left is an increasing function
of φ (see Fact 2, Appendix I). Hence,
max
q∈[0,1−η]
φ2(q; 0) = φ2(q, 1− η) <∞.
This concludes the proof of item (1).
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2. It is sufficient to show that the function
f(q)
∆
= Ξ2(q; 0) +
(
1− 1
δ
)
ln(1− q2) + ∆ ln
(
1− q
2
2
)
,
is strictly increasing or:
df(q)
dq
> 0.
We can compute the first derivative:
df(q)
dq
= φ2(q; 0)− 2
(
1− 1
δ
)
q
1− q2 −
∆q
1− q22
.
Hence,
df(q)
dq
> 0⇔ φ2(q; 0) > 2
(
1− 1
δ
)
q
1− q2 +
∆q
1− q22
∆
= φ3(q)
Note that since φ2(q; 0) is the maximizing argument of the strictly concave function qφ−E ln I0(φ|Z|2),
we have,
df(q)
dq
> 0⇔ d
dφ
(
qφ− E ln I0(φ|Z|2)
) ∣∣∣∣
φ=φ3(q)
> 0⇔ q > E|Z|2 · I
′
0(φ3(q) · |Z|2)
I0(φ3(q) · |Z|2)
Next we make the following sequence of observations:
(a) φ3(0) = 0, hence,
E
I ′0(φ3(q) · |Z|2)
I0(φ3(q) · |Z|2)
∣∣∣∣
q=0
= 0.
(b) We can compute the first derivative:
d
dq
E|Z|2 I
′
0(φ3(q) · |Z|2)
I0(φ3(q) · |Z|2)
∣∣∣∣
q=0
=
d
dφ
(
E|Z|2 I
′
0(φ · |Z|2)
I0(φ · |Z|2)
) ∣∣∣∣
φ=0
· dφ3(q)
dq
∣∣∣∣
q=0
(a)
=
E|Z|4
2
·
(
2
(
1− 1
δ
)
+∆
)
= 1−
(
2− δ
δ
−∆
)
< 1,
where the step marked (a) used Fact 2 and the definition of φ3(q) to compute the relevant deriva-
tives.
(c) Finally we note that, the function,
q 7→ E|Z|2 · I
′
0(φ3(q) · |Z|2)
I0(φ3(q) · |Z|2) ,
is concave and increasing since
I′0(x)
I0(x)
is concave and increasing (Fact 2, Appendix I) and φ3(q) is
convex and increasing.
The above three observations immediately imply:
E|Z|2 · I
′
0(φ3(q) · |Z|2)
I0(φ3(q) · |Z|2) < q, ∀ q > 0 =⇒
df
dq
(q) > 0, ∀ q > 0.
Furthermore,
df
dq
(0) = 0.
Hence f(q) is a stricly increasing function of q and hence so is F(q; δ,∆, 0). This concludes the proof
of item (2).
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E.2 Convergence to the Low Noise Limit
The following lemma shows that limσ→0 Ξ1(σ) = Ξ1(0) = 1.
Lemma 10. Recall that Ξ1(σ) and λ1(σ) denote the optimal value and solution of the variational problem:
Ξ1(σ)
∆
= max
λ∈R
(
λ− EY lnEE∼Exp(1)eλEψσ(E − Y )
)
,
λ1(σ)
∆
= argmax
λ∈R
(
λ− EY lnEE∼Exp(1)eλEψσ(E − Y )
)
.
Then we have,
1. λ1(σ) ≤ 1 for all σ > 0.
2. Ξ1(σ) is a decreasing function of σ.
3. limσ→0 Ξ1(σ) = 1.
Proof. First we can write EE∼Exp(1)eλEψσ(E − Y ) as follows:
EE∼Exp(1)eλEψσ(E − Y ) = e(λ−1)Y Eω∼N (0,1)eσ(λ−1)ω1Y+σω≥0
Note that Y
d
= |Z|2 + ǫ, Z ∼ CN (0, 1) , ǫ ∼ N (0, σ2). Hence, we have,
Ξ1(σ) = max
λ∈R
1− EY lnEω∼N (0,1)eσ(λ−1)ω1Y+σω≥0
= 1−min
γ∈R
EY lnEω∼N (0,1)eσγω1Y+σω≥0. (E.2)
Likewise,
λ1(σ
2) = 1 + argmin
γ∈R
EY lnEω∼N (0,1)eσγω1Y+σω≥0
Now we consider the three claims one by one:
1. Observe that, by the Chebychev Association Inequality ( Fact 1 , Appendix I),
Eωe
−σ|γ|ω1Y+σω≥0 ≤ Eωe−σ|γ|ω · P(Y + σω ≥ 0) = Eωeσ|γ|ω · P(Y + σω ≥ 0) ≤ Eωeσ|γ|ω1Y+σω≥0.
This shows that λ1(σ
2) ≤ 1.
2. A gaussian integral shows that:
Eωe
σγω1Y+σω≥0 =
1√
2π
∫ ∞
−Y
σ
eσγω−
ω2
2 =
e
γ2σ2
2√
2π
∫ ∞
−Y
σ
e−
(ω−γσ)2
2 = e
γ2σ2
2 · Φ
(
Y
σ
+ γσ
)
Hence,
Ξ1(σ) = 1−min
t
(
EY lnΦ
(
Y
σ
+ t
)
+
t2
2
)
= 1−min
t
(
EZ,ǫ lnΦ
( |Z|2
σ
+ ǫ+ t
)
+
t2
2
)
Note that Φ
(
|Z|2
σ + ǫ + t
)
increases as σ ↓ 0. Consequently, we have, Ξ1(σ) is a decreasing function
of σ.
3. Recall that in the previous step, we showed that,
Ξ1(σ) = 1−min
t
(
EZ,ǫ lnΦ
( |Z|2
σ
+ ǫ+ t
)
+
t2
2
)
.
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Proposition 9 shows that for any σ > 0, the objective in the definition of Ξ1 is cooercive. Consequently
we can identify −∞ < t1 < t2 <∞ such that,(
EZ,ǫ lnΦ
(|Z|2 + ǫ+ t)+ t2
2
)
> 0, ∀ t ∈ (−∞, t1) ∪ (t2,∞).
Since Φ is an increasing function,(
EZ,ǫ ln Φ
( |Z|2
σ
+ ǫ+ t
)
+
t2
2
)
> 0, ∀ t ∈ (−∞, t1) ∪ (t2,∞), ∀σ ≤ 1.
On the other hand, (
EZ,ǫ lnΦ
( |Z|2
σ
+ ǫ+ t
)
+
t2
2
) ∣∣∣∣
t=0
≤ 0.
Hence we have,
Ξ1(σ) = 1− min
t∈[t1,t2]
(
EZ,ǫ lnΦ
( |Z|2
σ
+ ǫ + t
)
+
t2
2
)
.
Observing that
(
EZ,ǫ lnΦ
(
|Z|2
σ + ǫ + t
)
+ t
2
2
)
is a convex function such that for every fixed t we have,
lim
σ→0
(
EZ,ǫ lnΦ
( |Z|2
σ
+ ǫ+ t
)
+
t2
2
)
=
t2
2
.
Due to convexity, this convergence can be made uniform on compact sets:
lim
σ→0
max
t∈[t1,t2]
∣∣∣∣EZ,ǫ lnΦ
( |Z|2
σ
+ ǫ+ t
)∣∣∣∣ = 0.
This uniform convergence immediately yields limσ→0 Ξ1(σ) = 1.
The following lemma analyzes the convergence of Ξ2(q;σ) to Ξ2(q; 0). For our purposes, it turns out,
that we don’t need to show that Ξ2(q;σ)→ Ξ2(q; 0) as σ → 0. It is sufficient to show the weaker result that
Ξ2(q;σ) is asymptotically lower bounded by Ξ2(q; 0) as σ → 0. This is the content of the following lemma.
Lemma 11. For any 0 < η < 1, we have,
lim inf
σ→0
min
q∈[0,1−η]
Ξ2(q, σ)− Ξ2(q; 0) ≥ 0.
Furthermore we have,
lim
σ→0
Ξ2(0, σ) = Ξ2(0, 0).
Proof. We lower bound Ξ2(q, σ
2) as follows:
Ξ2(q, σ)
∆
= max
(λ,φ)∈R
(
2λ+ φq − EY lnEe((λ−1)(2Y+σ(ω1+ω2))+φ
√
(Y+σω1)(Y+σω2) cos(θ)1Y+σω1≥0,y+σω2≥0
)
≥ 2 + qφ2(q; 0)− EY lnEω1,ω2I0
(
φ2(q; 0) ·
√
(Y + σω1)(Y + σω2)
)
1Y+σω1≥0,y+σω2≥0
= Ξ2(q; 0) + E ln I0(φ2(q; 0)|Z|2)− EY lnEω1,ω2I0
(
φ2(q; 0)
√
(Y + σω1)(Y + σω2)
)
1Y+σω1≥0,y+σω2≥0.
In the above display, we recall that φ2(q; 0) was defined as,
φ2(q; 0)
∆
= argmax
φ∈R
qφ− EZ∼CN (0,1) ln I0(φ|Z|2).
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Note that for any fixed φ ∈ R, we have, by Dominated convergence,
EY lnEω1,ω2I0
(
φ
√
(Y + σω1)(Y + σω2)
)
1Y+σω1≥0,y+σω2≥0 → EZ∼CN (0,1) ln I0(φ|Z|2), as σ → 0.
Observing that the function on the left hand side is convex in φ we have the above convergence holds
uniformly on all compact sets. Lemma 9 guarantees that supq∈[0,1−η] |φ2(q; 0)| <∞. Consequently, we have,
sup
q∈[0,1−η]
∣∣∣E ln I0(φ2(q; 0)|Z|2)− EY lnEω1,ω2I0 (φ2(q; 0) ·√(Y + σω1)(Y + σω2))1Y+σω1≥0,y+σω2≥0∣∣∣ σ → 0→ 0.
Combining this with the lower bound on Ξ2(q, σ) immediately gives:
lim inf
σ→0
min
q∈[0,1−η]
Ξ2(q, σ)− Ξ2(q; 0) ≥ 0.
Finally when q = 0 we note that, Ξ2(0, σ) = 2Ξ1(0, σ). Lemma 10 guarantees that Ξ2(0, σ) → 1 as σ → 0.
Note that since I0(x) is minimized at x = 0 (see Fact 2, Appendix I), we have Ξ2(0, 0) = 2. Hence we indeed
have Ξ2(0, σ)→ Ξ2(0, 0) as σ → 0.
E.3 Proof of Proposition 6
Recall that our goal is to find conditions on (δ,∆, σ) such that F(q; δ,∆, σ) > F(0; δ,∆, σ), where,
F(q; δ,∆, σ) ∆= Ξ2(q;σ)− 2Ξ1(σ) +
(
1− 1
δ
)
ln(1− q2) + ∆ ln
(
1− q
2
2
)
.
The following lemma provides a lower bound on the curvature of Ξ2(q;σ) − 2Ξ1(σ) in the neighborhood of
q ≈ 0.
Lemma 12 (Analysis for q ≈ 0). There exists a universal constant C (independent of σ) such that, for any
0 ≤ q < 1/2, σ < 1 we have,
Ξ2(q, σ)− 2Ξ1(σ) ≥ (1− σ2) · q
2
2
− Cq3.
Proof. We can write ZTWis (λ, φ, Y ) (c.f. Definition 2) as:
ZTWis (λ, φ, y)
∆
=
1
2π
∫ ∞
0
∫ ∞
0
∫ π
−π
exp(−(1− λ)(s+ s′) + φ
√
ss′ cos(θ)) · ψσ(s− y) · ψσ(s′ − y) dθ ds ds′
= E exp
(
(λ− 1)(2y + σ(ω1 + ω2)) + φ
√
(y + σω1)(y + σω2) cos(θ)
)
1y+σω1≥0,y+σω2≥0.
In the above display ω1, ω2, θ are independent r.v.s with distributions ω1 ∼ N (0, 1) , ω2 ∼ N (0, 1) , θ ∼
Uniform[−π, π]. We lower bound Ξ2 as follows:
Ξ2(q, σ) = max
(λ,φ)∈R
(2λ+ φq − EY lnZTWis (λ, φ, Y ))
≥ (2λ1(σ2) + q2 − EY lnZTWis (λ1(σ), q, Y )) .
Next we will approximate lnZTWis (λ1(σ), q, Y ) by its taylor series around q ≈ 0. We can compute the first
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three derivatives:
d
dq
lnZTWis (λ1(σ), q, y)
∣∣∣∣
q=0
= 0,
d2
dq2
lnZTWis (λ1(σ), q, Y )
∣∣∣∣
q=0
=
E(y + σω1)(y + σω2) cos
2(θ)e(λ1(σ)−1)(2y+σ(ω1+ω2))1y+σω1≥0,y+σω2≥0
Ee(λ1(σ)−1)(2y+σ(ω1+ω2))1y+σω1≥0,y+σω2≥0
=
1
2
· E(y + σω1)(y + σω2)e
(λ1(σ)−1)(2y+σ(ω1+ω2))1y+σω1≥0,y+σω2≥0
Ee(λ1(σ)−1)(2y+σ(ω1+ω2))1y+σω1≥0,y+σω2≥0
=
1
2
(
E(y + σω1)e
(λ1(σ)−1)(y+σω1)1y+σω1≥0
Ee(λ1(σ)−1)(y+σω1)1y+σω1≥0
)2
(a)≤ 1
2
· (E(y + σω1)1y+σω1≥0)2
≤ 1
2
· E(y + σω1)2
=
y2
2
+
σ2
2
.
In the step marked (a), we used the fact that λ1(σ
2) ≤ 1 (see Lemma 10) and Chebychev’s Association
Inequality (Fact 1, Appendix I). Similarly we control the third derivative:
d3
dq3
lnZTWis (λ1(σ), q, Y ) = T3 − 3T2T1 + 2T 31 ,
where, for i = 1, 2, 3:
Ti
∆
=
E(y + σω1)
i
2 (y + σω2)
i
2 cosi(θ)e(λ1(σ)−1)(2y+σ(ω1+ω2))+q
√
(y+σω1)(y+σω2) cos(θ)1y+σω1≥0,y+σω2≥0
Ee(λ1(σ)−1)(2y+σ(ω1+ω2))+q
√
(y+σω1)(y+σω2) cos(θ)1y+σω1≥0,y+σω2≥0
.
We can control Ti as follows, for any q ∈ [0, 1] and any σ ≤ 1, we have,
|Ti| ≤ E(y + σω1)
i
2 (y + σω2)
i
2 e(λ1(σ)−1)(2y+σ(ω1+ω2))+q
√
(y+σω1)(y+σω2) cos(θ)1y+σω1≥0,y+σω2≥0
Ee(λ1(σ)−1)(2y+σ(ω1+ω2))+q
√
(y+σω1)(y+σω2) cos(θ)1y+σω1≥0,y+σω2≥0
(a)
=
E(y + σω1)
i
2 (y + σω2)
i
2 e(λ1(σ)−1)(2y+σ(ω1+ω2))I0(q
√
(y + σω1)(y + σω2))1y+σω1≥0,y+σω2≥0
Ee(λ1(σ)−1)(2y+σ(ω1+ω2))I0(q
√
(y + σω1)(y + σω2))1y+σω1≥0,y+σω2≥0
(b)≤ E(y + σω1)
i
2 (y + σω2)
i
2 e(λ1(σ)−1)(2y+σ(ω1+ω2))eq
√
(y+σω1)(y+σω2)1y+σω1≥0,y+σω2≥0
Ee(λ1(σ)−1)(2y+σ(ω1+ω2))1y+σω1≥0,y+σω2≥0
≤ E(y + σω1)
i
2 (y + σω2)
i
2 e(λ1(σ)−1)(2y+σ(ω1+ω2))e
q
2 ·(y+σω1+y+σω2)1y+σω1≥0,y+σω2≥0
Ee(λ1(σ)−1)(2y+σ(ω1+ω2))1y+σω1≥0,y+σω2≥0
=
(
E(y + σω1)
i
2 e(λ1(σ)−1+
q
2 )(y+σω1)1y+σω1≥0
Ee(λ1(σ)−1+
q
2 )(y+σω1)1y+σω1≥0
)2
(c)≤
(
E(y + σω1)
i
2 e
q
2 (y+σω1)1y+σω1≥0
)2
≤ E|y + σω1|ieq(y+σω1)
≤ C(|y|3 + 1)eqy.
where, C is a universal constant independent of σ. In the step marked (a), we used the definition of Modified
Bessel Function (see Fact 2, Appendix I). In the step marked (b), we used 1 ≤ I0(x) ≤ ex for any x ∈ R. In
the step marked (c) we recalled λ1(σ) ≤ 1 and applied Chebychev’s Association Inequality. In conclusion,
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we obtained the following:
d
dq
lnZTWis (λ1(σ), q, y)
∣∣∣∣
q=0
= 0,
d2
dq2
lnZTWis (λ1(σ), q, y)
∣∣∣∣
q=0
≤ y
2 + σ2
2
,
d3
dq3
lnZTWis (λ1(σ), q, y) ≤ C(|y|3 + 1)eqy.
This allows us to upper bound lnZTWis (λ1(σ), q, Y ) for any q < 1/2, σ < 1 as follows:
E lnZTWis (λ1(σ), q, Y ) ≤ EY
[
lnZTWis (λ1(σ), 0, Y ) +
q2
4
· (σ2 + Y 2) + Cq3(|Y |3 + 1)e Y2
]
.
Observing that EY 2 = E|Z|4 + σ2 = 2 + σ2. We obtain,
Ξ2(q, σ) − 2Ξ1(σ) ≥ q
2
2
(
1− σ2)− Cq3.
Next we show that at q → 1, Ξ2(q;σ)− 2Ξ1(σ)→∞ in the following lemma.
Lemma 13 (Analysis at q ≈ 1). There exists a universal finite constant C > 0 (independent of σ, q) such
that, for all σ ≤ 1,
Ξ2(q, σ)− 2Ξ1(σ) ≥ −C − ln(1 − q)
2
, ∀σ > 0, ∀ q ∈ [0, 1).
Proof. We lower bound Ξ2 as follows:
Ξ2(q, σ)
∆
= max
(λ,φ)∈R
(2λ+ φq − EY lnZTWis (λ, φ, Y ))
≥ − 1
2(1− q) +
q
2(1− q) − EY
[
lnZTWis
(
− 1
4(1− q) ,
1
2(1− q) , Y
)]
= −2− EY
[
lnZTWis
(
− 1
4(1− q) ,
1
2(1− q) , Y
)]
.
Recall that,
ZTWis
(
− 1
4(1− q) ,
1
2(1− q) , y
)
= Ee−(2y+σ(ω1+ω2))(
1
4(1−q)
+1)+
√
y+σω1
√
y+σω2 cos(θ)
2(1−q) 1y+σω1≥0,y+σω2≥0
(a)≤ e− y2(1−q) · Ee−σ(ω1+ω2)4(1−q) · I0
(√
y + σω1
√
y + σω2
2(1− q) ·
)
1y+σω1≥0,y+σω2≥0
(b)
≤ e− y2(1−q) · Ee−σ(ω1+ω2)4(1−q) · I0
(
2y + σω1 + σω2
4(1− q)
)
1y+σω1≥0,y+σω2≥0.
In the above display ω2, ω2, θ are independent with ω ∼ N (0, 1) , ω2 ∼ N (0, 1) , θ ∼ Uniform[−π, π]. In the
step marked (a), we used the definition of Bessel Function I0 (see Fact 2). In the step marked (b), we used
AM-GM Inequality and the fact that I0(x) is increasing on x ≥ 0 (Fact 2). Further applying the upper
bound I0(x) ≤ Cx− 12 · ex, x ≥ 0 (see Fact 2), gives,
ZTWis
(
− 1
4(1− q) ,
1
2(1− q) , y
)
≤ C ·
√
1− q · E 1√|2y + σω1 + σω2| .
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Hence we have,
EY lnZTWis
(
− 1
4(1− q) ,
1
2(1− q) , Y
)
= EZ,ǫ lnZTWis
(
− 1
4(1− q) ,
1
2(1− q) , |Z|
2 + ǫ
)
≤ EZ lnEǫZTWis
(
− 1
4(1− q) ,
1
2(1− q) , |Z|
2 + ǫ
)
≤ lnC + ln(1 − q)
2
+ EZ lnEǫ,ω1,ω2
1√|2y + σω1 + σω2|
(c)≤ lnC + ln(1− q)
2
+ ln(4)− 1
2
EZ ln |Z|2
(d)
≤ C + ln(1− q)
2
In the step marked (c), we appealed to Lemma 19. In the step marked (d), we used the fact that E ln |Z|2 =∫∞
0
ln(r)e−r dr ≈ −0.58 is finite. Hence we have the lower bound on Ξ2:
Ξ2(q, σ) ≥ −C − ln(1− q)
2
.
Lemma 10 shows that Ξ1(σ) ≤ Ξ1(1) which is an absolute constant, consequently,
Ξ2(q, σ)− 2Ξ1(σ) ≥ −C − ln(1 − q)
2
We finally put together all the different auxiliary results we have established so far and prove Proposition
6 which is restated below for convenience.
Proposition 6. Recall that F(q; δ,∆, σ) was defined as:
F(q; δ,∆, σ) = Ξ2(q;σ)− 2Ξ1(σ) +
(
1− 1
δ
)
ln(1− q2) + ∆ ln
(
1− q
2
2
)
.
For any δ and ∆ that satisfy
1 ≤ δ < 2, 0 < ∆ < 2− δ
δ
,
there exists a critical value of the noise level σc(δ,∆) > 0 such that, for any 0 < σ < σc(δ,∆), we have
1. The function F(q; δ,∆, σ) has a unique minimum at q = 0 and F(q; δ,∆, σ) > F(0; δ,∆, σ), ∀ q ∈
(0, 1).
2. d
2F
dq2 (q; δ,∆, σ)
∣∣∣∣
q=0
> 0.
Proof. We will prove the above claims in 3 steps: 1) Step 1: Analysis around q ≈ 0, 2) Step 2: Analysis
around q ≈ 1 and 3) Step 3: Analysis for all other values of q.
Step 1: q ≈ 0. Lemma 12 guarantees the existence of a universal constant C1 > 0 independent of σ, δ,∆
such that, for any q ∈ [0, 0.25], σ < 1, we have,
F(q; δ,∆, σ)−F(0; δ,∆, σ) ≥ q
2
2
·
(
2− δ
δ
−∆− σ2
)
− C1q3 −
(
1− 1
δ
)
q4 − ∆
2
q4
≥ q
2
2
·
(
2− δ
δ
−∆− σ2
)
− (C1 + 2) · q3
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In particular ensuring that,
σ ≤ 1
2
(
2− δ
δ
−∆
)
, q ≤ 1
8(C1 + 2)
·
(
2− δ
δ
−∆
)
,
gives us,
F(q; δ,∆, σ) ≥ q
2
8
·
(
2− δ
δ
−∆
)
. (E.3)
Note that F(0; δ,∆, σ) = 0. Hence, (E.3) verifies claim (1) of the proposition for small q:
F(q; δ,∆, σ) ≥ F(0; δ,∆, σ) + q
2
8
·
(
2− δ
δ
−∆
)
, ∀ q ∈ [0, η1(δ,∆)], σ ≤ σ1(δ,∆),
where,
η1(δ,∆)
∆
=
1
8(C1 + 2)
·
(
2− δ
δ
−∆
)
, σ1(δ,∆)
∆
=
1
2
(
2− δ
δ
−∆
)
.
Furthermore since,
dF
dq
(q; δ,∆, σ)
∣∣∣∣
q=0
= 0 =⇒ F(q; δ,∆, σ) = F(0; δ,∆, σ) + q
2
2
· d
2F
dq2
(q; δ,∆, σ)
∣∣∣∣
q=0
+ o(q).
Comparing the above display with (E.3), gives us claim (2) of the proposition:
d2F
dq2
(q; δ,∆, σ)
∣∣∣∣
q=0
≥ 1
4
·
(
2− δ
δ
−∆
)
> 0.
Step 2: q ≈ 1. Lemma 13 guarantees the existence of a universal constant C2 such that,
Ξ2(q, σ)− 2Ξ1(σ) ≥ −C2 − ln(1− q)
2
, ∀σ > 0, ∀ q ∈ [0, 1), ∀σ ≤ 1.
Consequently,
F(q; δ,∆, σ) ≥ −
(
2− δ
2δ
)
ln(1 − q) +
(
1− 1
δ
)
ln(1 + q) + ∆ ln
(
1− q
2
2
)
− C2
≥ −
(
2− δ
2δ
)
ln(1 − q)− (C2 + 1).
Hence we have,
F(q; δ,∆, σ) ≥ 1 ≥ 0 = F(0; δ,∆, σ) ∀ q ∈ [1− η2(δ), 1), σ ≤ 1,
where,
η2(δ) = exp
(
−δ(C2 + 2)
2− δ
)
> 0.
This verifies claim (1) of the proposition for large q.
Case 3: Other values of q. In Steps (1) and (2), we have verified Claim (1) for q ∈ [0, η1(δ,∆)]∪[η2(δ), 1].
Now we focus our attention to:
q ∈ [η1(δ,∆), 1− η2(δ)].
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Note that it is sufficient to show that,
f(q; δ,∆, σ)
∆
= Ξ2(q, σ) +
(
1− 1
δ
)
ln(1− q2) + ∆ ln
(
1− q
2
2
)
,
satisfies f(q; δ,∆, σ) > f(0; δ,∆, σ) ∀q ∈ [η1(δ,∆), 1 − η2(δ)]. In Lemma 9, we had shown that the
function:
f(q; δ,∆, 0)
∆
= Ξ2(q; 0) +
(
1− 1
δ
)
ln(1− q2) + ∆ ln
(
1− q
2
2
)
,
is strictly increasing and has the property that f(0; δ,∆, 0) < f(q; δ,∆, 0), ∀ q ∈ (0, 1). Consequently,
η3(δ,∆) defined below is strictly positive:
η3(δ,∆)
∆
= min
q∈[η1(δ,∆),1)
f(q; δ,∆, 0)− f(0; δ,∆, 0) = f(η1(δ,∆); δ,∆, 0)− f(0; δ,∆, 0) > 0. (E.4)
Furthermore, Lemma 11 shows that f(q; δ,∆, σ) is asymptotically lower bounded by f(q; δ,∆, 0) in the
following sense:
lim inf
σ→0
min
q∈[0,1−η2(δ)]
f(q; δ,∆, σ)− f(q; δ,∆, 0) ≥ 0.
Furthermore, it also guarantees f(0; δ,∆, σ) → f(0; δ,∆, 0) as σ → 0. Consequently there exists
σ3(δ,∆) > 0 such that,
f(q; δ,∆, σ)− f(q; δ,∆, 0) ≥ −η3(δ,∆)
3
, ∀q ∈ [0, 1− η2(δ)], ∀σ ≤ σ3(δ,∆), (E.5)
|f(0; δ,∆, σ)− f(0; δ,∆, 0)| ≤ η3(δ,∆)
3
∀σ ≤ σ3(δ,∆). (E.6)
Hence, ∀q ∈ [η1(δ,∆), 1− η2(δ)],
f(q; δ,∆, σ)
(E.5)≥ f(q; δ,∆, 0)− η3(δ,∆)
3
≥ f(0; δ,∆, 0) + (f(q; δ,∆, 0)− f(0; δ,∆, 0))− η3(δ,∆)
3
(E.4)≥ f(0; δ,∆, 0) + 2η3(δ,∆)
3
(E.6)
≥ f(0; δ,∆, σ) + η3(δ,∆)
3
> f(0; δ,∆, σ).
This concludes the proof of the proposition.
F Properties of the Tilted Exponential and Wishart Distributions
F.1 Properties of the Tilted Exponential Distribution
The following lemma collects some properties of TExp (λ, y) random variables which were used to prove the
local CLT given in Proposition 2.
Lemma 14 (Properties of TExp (λ, y) Distribution). Let T ∼ TExp (λ, y). We have,
1. Moment Bounds: For any k ∈ N we have:
E|T |k ≤ Ck
(|y|k + |λ|k + 1) .
In the above display, Ck is a universal constant independent of y, λ but depends on k.
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2. Decay of characteristic function: For any t ∈ R
|EeitT | ≤ C(1 + |y|+ |λ|)|t| ,
where C is a constant independent of t, y, λ.
Proof. 1. Since T ≥ 0, |T | = T . We first observe that,
ET k = ET k1T≤|y|+σ2|λ| + ET k1T≥|y|+σ2|λ|
≤ (|y|+ σ2|λ|)k + ET k1T≥|y|+σ2|λ|.
Let E ∼ Exp (1). Using the formula for the density of TExp (λ, y) distribution in Definition 3, it is easy
to see that,
ET k1T≥|y|+σ2|λ| =
EEkeλEψσ(E − y)1E≥|y|+σ2|λ|
EeλEψσ(E − y) .
We observe that f(e) = ek is increasing and g(e) = eλeψσ(e − y) is decreasing when e ≥ |y| + σ2|λ|.
Consequently by Chebychev’s Association Inequality (Lemma 1, Appendix I) we obtain,
ET 31T≥|y|+σ2|λ| ≤ EEk = k!.
Hence for a suitable constant Ck, independent of λ, y we have,
ET k ≤ Ck(|y|k + |λ|k + 1).
2. Let f(u) denote the pdf of TExp (λ, y). We bound the characteristic function as follows:
|EeitT | =
∣∣∣∣
∫ ∞
0
eituf(u) du
∣∣∣∣
=
1
|t|
∣∣∣∣
∫ ∞
0
d
du
eituf(u) du
∣∣∣∣
=
1
|t| ·
∣∣∣∣−f(0) +
∫ ∞
0
f ′(u)eitu du
∣∣∣∣
≤ f(0) + ‖f
′‖1
|t| .
We further upper bound ‖f ′‖1. Note that:
f ′(u) = f(u) ·
(
λ− 1− u
σ2
)
.
Consequently, for a suitable constant C (independent of λ, y) we obtain the estimate,
‖f ′‖1 ≤ |λ|+ 1 + ET
σ2
≤ C(1 + |y|+ |λ|).
In the last step, we used the estimate on ET from part (1) of this lemma. Next we upper bound f(0).
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Note that,
f(0) =
(∫ ∞
0
exp
(
u
(
λ− 1 + y
σ2
)
− u
2
2σ2
)
du
)−1
≤
(∫ 1
0
exp
(
u
(
λ− 1 + y
σ2
)
− u
2
2σ2
)
du
)−1
(a)≤
(∫ 1
0
exp
(
u
(
λ− 1 + y
σ2
− 1
2σ2
))
du
)−1
≤
(∫ (|λ|+|y|/σ2+1+1/2σ2)−1/2
0
exp
(
u
(
λ− 1 + y
σ2
− 1
2σ2
))
du
)−1
(b)
≤
(∫ (|λ|+|y|/σ2+1+1/2σ2)−1/2
0
(
1 + u
(
λ− 1 + y
σ2
− 1
2σ2
))
du
)−1
(c)
≤ C(|λ| + |y|+ 1).
In the step marked (a) we used u2 ≤ u, u ∈ (0, 1). In the step marked (b) we used the lower bound
ex ≥ 1 + x. Finally in the step marked (c), we observed that the integrand is larger than 1/2 in the
domain of integration. Combining the bounds on f(0) and ‖f ′‖1 gives us the required result:
|EeitT | ≤ C(1 + |y|+ |λ|)|t| .
F.2 Properties of the Tilted Wishart Distribution
The following lemma collects some properties of the tilted Wishart distribution which were used to prove
the Local CLT given in Proposition 3.
Lemma 15. Suppose that:
S =
[
r
√
rr′eiθ√
rr′e−iθ r2
]
∼ TWis (λ, φ, y)
Then, there exists a universal constant 0 < C <∞ depending only on σ such that:
1. Equivalent Characterization: For any bounded measurable function f we have,
Ef(S) =
Eg∼CN (0,I2)f(gg
H)e〈Λ,gg
H〉ψσ(y − |g1|2)ψσ(y − |g2|2)
Eg∼CN (0,I2)e〈Λ,gg
H〉ψσ(y − |g1|2)ψσ(y − |g2|2) .
In the above display, Λ is given by:
Λ =
[
λ φ/2
φ/2 λ
]
.
2. The density:
h˜λ,φ,y(g, g
′) =
e−(1−λ)(|g|+|g
′|2)+φRe(gg¯′)ψσ(|g|2 − y)ψσ(|g′|2 − y)
ZTWis (λ, φ, y)
,
on C2 is locally bounded, that is:
h˜λ,φ,y(g0, g
′
0) ≤ C(1 + |λ|4 + |φ|4 + |y|4)(1 + |g0|12 + |g′0|12).
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3. Tail Bound: With probability 1− ǫ,
r ≤ C
√
1 + |y|2 + |φ|2 + |λ|2 + C
√
ln
1
ǫ
.
The analogous result holds for r′.
4. Moment Bounds: For any k ∈ N, There exists a universal constant Ck depending only on k such that
Erk ≤ C(1 + |λ|k + |φ|k + |y|k).
5. Decay of Characteristic Function:∣∣∣Eei〈T ,S〉∣∣∣ ≤ C · (1 + |λ|20 + |φ|20 + |y|20)‖T ‖ 13 .
6. For any y, λ, φ ∈ R, we have,
0 < λmin (ΣTWis (λ, φ, y)) < λmax (ΣTWis (λ, φ, y)) <∞.
Proof. Throughout this proof, we use C to denote constants that depend only on the noise level σ and in
particular are independent of the parameters λ, φ, y.
1. We write g1 =
√
reiω, g2 =
√
r′eiω
′
. Using standard properties of the complex gaussian distribution,
we know that r, r′ ∼ Exp (1) and ω, ω′ ∼ Unif(−π, π]. Consequently,
ggH =
[
r
√
rr′ei(ω−ω
′)√
rr′ei(ω
′−ω) r′
]
Let θ ∼ Unif(−π, π]. Then we have ei(ω−ω′) d= eiθ. Consequently,
Ef(ggH)e〈Λ,gg
H〉ψσ(y − |g1|2)ψσ(y − |g2|2) =
1
2π
∫ ∞
0
∫ ∞
0
∫ π
−π
f(r, r′, θ)e−(1−λ)(r+r
′)+φ
√
rr′ cos(θ)ψσ(y − r)ψσ(y − r′) dr dr′ dθ.
Comparing this with the density of S from Definition 2 gives us the claim of item (1). Note that the
Tilted Wishart distribution is supported on rank-1 Hermitian matrices. In particular, it does not have
a density with respect to the Lebesgue measure on Hermitian matrices. The advantage of the alternate
way of computing expectations of functions of S is that they can be computed by integrating with
respect to the proper PDF h˜λ,φ,y(g, g
′) on C2:
Ef(S) =
∫
C2
f
([|g|2 gg¯′
g¯g′ |g′|2
])
h˜λ,φ,y(g, g
′) dg dg′,
where the pdf h˜λ,φ,y(g, g
′) is given by:
h˜λ,φ,y(g, g
′) =
e−(1−λ)(|g|+|g
′|2)+φRe(gg¯′)ψσ(|g|2 − y)ψσ(|g′|2 − y)
ZTWis (λ, φ, y)
.
This density function is much nicer, in particular it is locally bounded.
2. We first note that ln h˜λ,φ,y is a degree 4 polynomial in g, g
′. Consequently it is local lipchitz, that is,
| ln h˜λ,φ,y(g, g′)− ln h˜λ,φ,y(g0, g′0)|
≤ C(1 + |g|+ |g′|+ |g0|+ |g′0|)3(1 + |λ|+ |φ|+ |y|)(|g − g0|+ |g′ − g′0|).
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In particular this means that there exists a large enough constant C depending only on σ such that,
∀g, g′ : max(|g − g0|, |g′ − g′0|) ≤ R, | ln h˜λ,φ,y(g, g′)− ln h˜λ,φ,y(g0, g′0)| ≤ ln(2),
where,
R
∆
=
1
C(1 + |λ|+ |φ|+ |y|)(1 + |g0|3 + |g′0|3)
.
We can use this to show that h˜λ,φ,y is locally bounded. We have:
h˜λ,φ,y(g0, g
′
0) =
h˜λ,φ,y(g0, g
′
0)∫
C2
h˜λ,φ,y(g, g′) dg dg′
=
(∫
C2
exp
(
ln h˜λ,φ,y(g, g
′)− ln h˜λ,φ,y(g0, g′0)
)
dg dg′
)−1
≤
(∫
|g−g0|≤R,|g′−g′0|≤R
exp
(
ln h˜λ,φ,y(g, g
′)− ln h˜λ,φ,y(g0, g′0)
)
dg dg′
)−1
≤
(
1
2
∫
|g−g0|≤R,|g′−g′0|≤R
dg dg′
)−1
=
2
π2R4
≤ C(1 + |λ|4 + |φ|4 + |y|4)(1 + |g0|12 + |g′0|12).
3. We begin by computing the log-mgf of r:
lnEetr = A−B,
where,
A
∆
=
(
1
2π
∫ ∞
0
∫ ∞
0
∫ π
−π
e(λ−1+t)r+(λ−1)r
′+φ
√
rr′ cos(θ)ψσ(r1 − y)ψσ(r2 − y) dθ dr dr′
)
B
∆
= lnZTWis (λ, φ, y) .
We upper bound (A):
A =
1
2π
∫ ∞
0
∫ ∞
0
∫ π
−π
e(λ−1+t)r+(λ−1)r
′+φ
√
rr′ cos(θ)ψσ(r1 − y)ψσ(r2 − y) dθ dr dr′
(a)≤
∫ ∞
0
∫ ∞
0
e(λ−1+t+|φ|)r+(λ−1+|φ|)r
′
ψσ(r1 − y)ψσ(r2 − y) dr dr′
≤
∫ ∞
−∞
∫ ∞
−∞
e(|λ|+1+|t|+|φ|)(r+r
′)ψσ(r1 − y)ψσ(r2 − y) dr dr′
(b)
= exp
(
2y(|λ|+ 1 + |t|+ |φ|) + σ2(|λ|+ 1 + |t|+ |φ|)2) .
In the step marked (a), we used the fact the fact that
√
rr′ cos(θ) ≤ r + r′. In the step marked (b) we
used the formula for the MGF of a gaussian distribution. Hence, there exists a universal constant C
depending only on σ such that:
lnA ≤ C (1 + |λ|2 + |φ|2 + |y|2 + |t|2) .
Next we upper bound (B):
B = ln
(
1
2π
∫ ∞
0
∫ ∞
0
∫ π
−π
e(λ−1+t)r+(λ−1)r
′+φ
√
rr′ cos(θ)ψσ(r − y)ψσ(r′ − y) dθ dr dr′
)
(c)
≥ 1
2π
∫ ∞
0
∫ ∞
0
∫ π
−π
(
(λ+ t)r + λr′ + φ
√
rr′ cos(θ) + lnψσ(r − y) + lnψσ(r′ − y)
)
e−r−r
′
dθ dr dr′
(d)≥ −C (1 + |y|2 + |λ|+ |t|)
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In the step marked (c) we applied Jensen’s inequality and in the step marked (d) we used performed
the integration involving the moments of the Exp (1) distribution and used straightforward algebraic
bounds. This gives us:
lnEetr ≤ C (1 + |λ|2 + |φ|2 + |y|2 + |t|2) .
For notational convenience we define:
κ
∆
= 1 + |λ|2 + |φ|2 + |y|2.
By Markov’s Inequality we have,
P(r > x) ≤ exp
(
Cκ− x
2
4C
)
.
Setting the tail probability to ǫ gives us the result:
P
(
r > C
√
1 + |y|2 + |φ|2 + |λ|2 + C
√
ln
1
ǫ
)
≤ ǫ,
for a suitable constant C.
4. Integrating the tail bound obtained above gives us the moment bound:
Erk = k
∫ ∞
0
xk−1P(r > x) dx
= k
(∫ 2C√κ
0
xk−1 · 1 dx+
∫ ∞
2C
√
κ
xk−1 · eCκ− x
2
4C
)
≤ Ck · κ k−12 +
∫ ∞
2C
√
κ
exp
(
Cκ− x
2
4C
)
· k · xk−1 dx
(a)
≤ Ck · κ k−12
≤ Ck(1 + |λ|k + |φ|k + |y|k).
In the step marked (a), we used the a bound on the truncated gaussian integral given in Lemma 18 in
Appendix I.
5. Let T be a 2 × 2 Hermitian matrix. The characteristic function of the Tilted Wishart distribution
evaluated at T is given by Eei〈T ,S〉. Let w ∈ C2 be a random vector sampled from the pdf hλ,φ,y:
w =
[
w
w′
]
∼ hλ,φ,y.
Using the alternate characterization derived in item (1) of this lemma we have,
Eei〈T ,S〉 = Eei〈T ,ww
H〉
Consider the spectral decomposition of T :
T = B
[
t 0
0 t′
]
BH, B =
[
bH1
bH2
]
.
Since we have,
‖T ‖2 = t2 + t′2 =⇒ max(|t|, |t′|) ≥ ‖T ‖√
2
.
70
We will assume that infact,
|t| ≥ ‖T ‖√
2
.
Define the random vector:
z =
[
z
z′
]
= BHg.
We will often use the polar representation of z:
z =
[
seiν
s′eiν
′
]
Let d(z, z′) denote the density of z. This density can be obtained by a simple unitary transformation
of the density hλ,φ,y. While the exact formula is complicated it is easy to see that it is of the form:
d(seiν , s′eiν
′
) =
exp
(∑
k,l:k+l≤4 ak,l(ν, ν
′)sks′l
)
ZTWis (λ, φ, y)
The exact formula for the coefficients ak,l(ν) is not important. It is sufficient to see they satisfy the
bound:
|ak,l(ν, ν′)| ≤ C(1 + |y|+ |λ|+ |φ|).
We can now analyze the decay of the characteristic function:
|Eei〈T ,S〉| = |E exp (it|z|2 + it′|z′|2) |
≤ |Eeit|z|2+it′|z′|21|z|≤ǫ,|z′|<R|+ |Eeit|z|
2+it′|z′|21|z|>ǫ,|z′|<R|+ |Eeit|z|
2+it′|z′|21|z′|>R|
≤ P(|z| ≤ ǫ, |z′| ≤ R)︸ ︷︷ ︸
(I)
+ |E exp (it|z|2 + it′|z′|2)1|z|>ǫ,|z′|<R|︸ ︷︷ ︸
(II)
+P(|z′| > R)︸ ︷︷ ︸
(III)
In the above display 0 < ǫ < 1 < R are parameters which will be chosen later. We analyze the terms
(I), (II) and (III) separately.
Analysis of (I): Recall that in part (2) of this Lemma we had shown the density of w is locally
bounded:
hλ,φ,y(w,w
′) ≤ C(1 + |λ|4 + |φ|4 + |y|4)(1 + |w|12 + |w′|12).
The density of z, z′, denoted by d(z, z′) is a unitary transformation of the density hλ,φ,φ. Conse-
quently, we have the estimate:
d(z, z′) ≤ C(1 + |λ|4 + |φ|4 + |y|4) ·R12, ∀|z| ≤ ǫ, |z′| ≤ R. (F.1)
Using this we can easily bound A:
(1) = P(|z| ≤ ǫ, |z′| ≤ R) ≤ C(1 + |λ|4 + |φ|4 + |y|4) ·R12 · ǫ2 ·R2
≤ C · (1 + |λ|4 + |φ|4 + |y|4)R14 · ǫ2.
Analysis of (II): Recall that term B was given by:
(II) = |E exp (it|z|2 + it′|z′|2)1|z|>ǫ,|z′|<R|
=
∣∣∣∣∣
∫ π
−π
∫ π
−π
∫ R
0
∫ ∞
ǫ
exp(its2 + it′s′2)d(seiν , s′eiν
′
)ss′ ds ds′ dν dν′
∣∣∣∣∣
=
1
|t|
∣∣∣∣∣
∫ π
−π
∫ π
−π
∫ R
0
∫ ∞
ǫ
∂ exp(its2 + it′s′2)
∂s
d(seiν , s′eiν
′
)s′ ds ds′ dν dν′
∣∣∣∣∣
(a)≤ (IIa) + (IIb).
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In the step marked (a), we applied integration by parts and defined the terms (IIa), (IIb) as follows:
(IIa) =
1
|t|
∣∣∣∣∣
∫ π
−π
∫ π
−π
∫ R
0
eitǫ
2+it′s′2d(ǫeiν , s′eiν
′
)s′ ds′ dν dν′
∣∣∣∣∣ .
(IIb) =
1
|t|
∣∣∣∣∣
∫ π
−π
∫ π
−π
∫ R
0
∫ ∞
ǫ
eits
2+it′s′2 ∂
∂s
d(seiν , s′eiν
′
)s′ ds ds′ dν dν′
∣∣∣∣∣ .
The previously obtained bound on d(z, z′) immediately gives the following bound:
(IIa) ≤ C|t| · (1 + |λ|
4 + |φ|4 + |y|4) ·R14.
We can control (IIb) as follows:
(IIb)
(b)
≤ 1|t|
(∫ π
−π
∫ π
−π
∫ R
0
∫ ∞
ǫ
∣∣∣∣ ∂∂sd(seiν , s′eiν′)
∣∣∣∣ s′ ds ds′ dν dν′
)
(c)
=
1
|t|

∫ π
−π
∫ π
−π
∫ R
0
∫ ∞
ǫ
∣∣∣∣∣∣
∑
k+l≤4
aij(ν, ν
′)sk−1s′l
∣∣∣∣∣∣ d(seiν , s′eiν
′
)s′ ds ds′ dν dν′


≤ 1|t|

1
ǫ
∫ π
−π
∫ π
−π
∫ R
0
∫ ∞
ǫ
∣∣∣∣∣∣
∑
k+l≤4
aij(ν, ν
′)sk−1s′l
∣∣∣∣∣∣ d(seiν , s′eiν
′
)ss′ ds ds′ dν dν′


(d)≤ C(1 + |λ|
4 + |φ|4 + |y|4)
|t| ·

1
ǫ
∑
k+l≤3
E|z|k|z′|l


(e)
≤ C(1 + |λ|
4 + |φ|4 + |y|4)
|t| ·
(
1 + |λ|2 + |φ|2 + |y|2
ǫ
)
In the step marked (b) we used the local lipchitz bound on d. In the step marked (c) we recalled
the formula for the density d (see (F.1)). In the step marked (d) we used the bound on the
coefficients ak,l(ν). In the step marked (e) we used the fact that the random vector z is a
unitary transformation of w and the third moment of w was bounded in item (4) of this lemma.
Combining the bounds on IIa, IIb we obtain,
(II) ≤ C(1 + |λ|
4 + |φ|4 + |y|4)
‖T ‖ ·
(
R14 +
1 + |λ|2 + |φ|2 + |y|2
ǫ
)
.
Analysis of (III): We have:
(III) = P [|z′| ≥ R]
≤ P [‖z‖ ≥ R]
(f)≤ P [‖w‖ ≥ R]
≤ P [|w| ≥ R] + P [|w′| ≥ R]
(g)
≤ 2P [|w| ≥ R] .
In the step marked (f) we used the fact that since z is a unitary transformation of w, we have
‖z‖ = ‖w‖. In the step marked (g) we used the fact that |w|, |w|′ are identically distributed.
Finally we set R as:
R = C
√
1 + |y|2 + |φ|2 + |λ|2 + C
√
ln
1
ǫ
,
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and apply the concentration inequality from item (3) of this lemma to obtain:
(3) ≤ 2ǫ.
Combining the bounds on (1), (2) and (3) and setting ǫ = O(1/‖T ‖1/2) gives us the final bound on the
characteristic function of S:∣∣∣Eei〈Λ,S〉∣∣∣ ≤ C · (1 + |λ|20 + |φ|20 + |y|20) · ln10(‖T ‖)√‖T ‖
≤ C · (1 + |λ|
20 + |φ|20 + |y|20)
‖T ‖ 13 .
6. The claim λmax (ΣTWis (λ, φ, y)) < ∞ follows from the moment estimates derived in claim (4) of the
lemma. To show that λmin (ΣTWis (λ, φ, y)) > 0 we note that if λmin (ΣTWis (λ, φ, y)) = 0, we can find
a matrix T with ‖T ‖ = 1 such that 〈T ,S〉 is deterministic. If this happens then the characteristic
function Eeit〈S,T 〉 = 1 which contradicts the O(t−
1
3 ) decay proved in Claim (5) of this lemma.
G Analysis of the Variational Problems
In this section, we study the potential functions involved in the definition of the key functions Ξ1(σ), Ξˆ1(σ)
and Ξ2(q;σ), Ξˆ2(q;σ). Define the two concave potential functions:
V1(λ; r) = λr − EY lnZTExp (λ, Y ) , λ ∈ R
V2(λ, φ; q) = 2αλ+ βφ− EY lnZTWis (λ, φ, Y ) , λ, φ ∈ R.
In this section, we study the two variational problems:
P1: max
λ∈R
V1(λ),
P2: max
λ,φ∈R
V2(λ, φ; q).
The analysis in this section will consider an arbitrary distribution on the random variable Y . The reason
for doing so is to handle the following two cases in a unified way:
1. Y is sampled from the empirical distribution of the phase retrieval observations:
Y ∼ 1
m
m∑
i=1
δyi .
This case covers the analysis of Ξˆ1(σ), Ξˆ2(q;σ).
2. Y = |Z|2 + σǫ where Z ∼ CN (0, 1) and ǫ ∼ N (0, 1). This case covers the analysis of Ξ1(σ),Ξ2(q;σ).
We also note that the potential functions V1, V2 depend on the noise level σ even though the dependence is
not explicit in our notation. In this section, we consider a fixed σ > 0 and the universal constants C of this
section may depend on σ. However, they do not depend on the distribution of Y . Finally we note that the
variation problem P1 is more general than we require in the sense that for the analysis of Ξ1, Ξˆ1, we can set
r = 1. The reason for studying this more general variational problem is that we can reduce the analysis of
P2 to this more general variational problem.
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G.1 Analysis of Variational Problem P1
The following proposition analyzes the variational problem P1 and shows that it has a unique minimizer
which is guaranteed to lie in a ball of a certain radius.
Proposition 9 (Analysis of P1). There exists a universal constant 0 < C <∞ depending only on the noise
level σ such that:
1. The following coercivity estimate holds:
V1(λ; r) ≤ −r|λ|
2C
, ∀|λ| ≥ C
(
r +
1
r
)
(E|Y |2 + 1).
2. All minimizers of the variational problem lie in the compact set:{
λ : |λ| ≤ C
(
r +
1
r
)
(E|Y |2 + 1)
}
.
3. The function V1(λ; r) is strongly concave on every compact set. Consequently, the variational problem
has a unique minimizer.
Proof. Throughout this proof, C refers to a universal constant depending only on σ which may change from
line to line.
1. We need to show that V1 is coercive, that is:
V1(λ; r)→ −∞ as |λ| → ∞.
In order to do so we need to obtain lower bounds on lnZTExp (±|λ|, Y ). First we consider:
ZTExp (|λ|, y) (a)=
∫ ∞
0
e−(1−|λ|)uψσ(u− y) du
=
e−
y2
2σ2√
2πσ2
∫ ∞
0
exp
(
|λ|u− u
2
2σ2
+
uy
2σ2
− u
)
du
(b)
=
|λ|e− y
2
2σ2√
2πσ2
∫ ∞
0
exp
(
|λ|2u
(
1− u
2σ2
)
+
|λ|uy
2σ2
− |λ|u
)
du
≥ |λ|e
− y2
2σ2√
2πσ2
∫ σ2
σ2
2
exp
(
|λ|2u
(
1− u
2σ2
)
+
|λ|uy
2σ2
− |λ|u
)
du
(c)
≥ |λ|e
− y2
2σ2√
2πσ2
∫ σ2
σ2
2
exp
( |λ|2σ2
4
− |λ|
( |y|
2
+ σ2
))
du.
In the step marked (a), we used Definition 1. In the step marked (b), we performed a change of variable
u = |λ|u. In the step marked (c), we used the fact that:
u
(
1− u
2σ2
)
≤ |λ|
2σ2
4
,
σ2
2
≤ u ≤ σ2.
Hence we obtain, for a universal constant 0 < C <∞ depending only on σ2, we have,
EY lnZTExp (|λ|, y) ≥ ln |λ|+ |λ|
2
C
− C|λ|(E|Y |2 + 1).
Hence,
V1(|λ|; r) ≤ |λ|(r + C(y2 + 1))− ln |λ| − |λ|
2
C
≤ −|λ|
2
2C
, ∀|λ| ≥ 2C(r + C(E|Y |2 + 1)). (G.1)
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Next we consider:
ZTExp (−|λ|, y) =
∫ ∞
0
e−(1+|λ|)uψσ(u− y) du
= |λ|
∫ ∞
0
e−u · ψσ
(
u
|λ| − y
)
· e− u|λ| du
By Jensen’s Inequality,
lnZTExp (−|λ|, y) = ln |λ|+ ln
(
EE∼Exp(1)e
− E
|λ|ψσ
(
E
|λ| − y
))
≥ ln |λ| − 1|λ| −
1
2σ2
(
2
|λ|2 + y
2 − 2y|λ|
)
≥ ln |λ| − C(y2 + 1), ∀ |λ| ≥ 1.
Consequently we have,
V1(−|λ|; r) ≤ −r|λ| − ln |λ|+ C(E|Y |2 + 1), ∀ |λ| ≥ 1
≤ −r|λ|
2
, ∀|λ| ≥ 2C(E|Y |
2 + 1))
r
+ 1. (G.2)
Combining the estimates in (G.1) and (G.2), we obtain that for a large enough constant C,
V1(λ; r) ≤ −r|λ|
2C
, ∀|λ| ≥ C
(
r +
1
r
)
(E|Y |2 + 1).
2. We observe that,
V1(0; r) = −EY lnEE∼Exp(1)ψσ(E − Y )
≥ − ln
(
1√
2πσ2
)
≥ −C.
Hence,
|λ| ≥ C
(
r +
1
r
)
(E|Y |2 + 1) =⇒ V1(λ; r) ≤ V1(0; r).
Hence,
argmin
λ∈R
V1(λ; r) ⊂
{
λ : |λ| ≤ C
(
r +
1
r
)
(E|Y |2 + 1)
}
.
3. In the light of item (2) of the lemma, it is sufficient to study the variational problem:
max
|λ|≤R
V1(λ; r), R
∆
= C
(
r +
1
r
)
(E|Y |2 + 1).
In order to show uniqueness of the solution it is sufficient to show that V1(λ; r) is strictly concave on
|λ| ≤ R, for which it is sufficient to check that:
min
|λ|≤R
d2V1
dλ2
(λ) < 0⇔ d
2
dλ2
EY lnZTExp (λ, Y ) > 0.
Note that by convexity we have,
d2
dλ2
EY lnZTExp (λ, Y ) ≥ 0.
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In order to obtain a strict inequality, suppose there is a λ0 such that:
d2
dλ2
EY lnZTExp (λ, Y )
∣∣∣∣
λ=λ0
= 0⇔ EY
[
EE2eλ0Eψσ(E − Y )
Eeλ0Eψσ(E − Y ) −
(
EEeλ0Eψσ(E − Y )
Eeλ0Eψσ(E − Y )
)2]
= 0.
Recalling Definition 1,
σ2TExp (λ0, Y )
a.s.
= 0.
However this contradicts the decay rate property of the characteristic function of Tilted Exponential
distribution proved in Lemma 14 in Appendix F.1 since the amplitude of the characteristic function of
deterministic random variables is constant.
G.2 Analysis of Variational Problem P2
The following proposition analyzes the variational problem P2 and shows that it has a unique minimizer
which is guaranteed to lie in a ball of a certain radius.
Proposition 10 (Analysis of P2). Suppose that q ∈ (0, 1). There exists a universal constant 0 < C < ∞
depending only on the noise level σ such that:
1. The following coercivity estimate holds:
V2(λ, φ; q) ≤ − (1− q)
2C
· (|λ|+ |φ|), |λ|+ |φ| ≥ C
(
1 + q +
1
1− q
)
(EY 2 + 1).
2. All minimizers of the variational problem lie in the compact set:{
(λ, φ) ∈ R2 : |λ|+ |φ| ≤ C
(
1 + q +
1
1− q
)
(E|Y |2 + 1)
}
.
3. The function V2(λ, φ; q) is strongly concave on any compact set. Consequently, the variational problem
has a unique minimizer.
Proof. Throughout this proof, C refers to a universal constant depending only on σ which may change from
line to line. It will be helpful to write the variational problem in the following matrix notation. Define,
Λ =
[
λ φ2
φ
2 λ
]
Then the problem P2 can be rewritten as:
P2: max
Λ
V2(Λ), V2(Λ) = 〈Λ,Q〉 − EY lnEg∼CN (0,I2) exp(〈Λ, ggH〉)ψσ(Y − |g1|2)ψσ(Y − |g2|2),
where,
Q =
[
1 q
q 1
]
.
To obtain the above display, we recalled the definition of the normalizing constant of the Tilted Wishart
Distribution (Definition 2).
1. In order to obtain a coercivity estimate we need to lower bound lnZTWis (λ, φ, y). Our lower bound
will depend only on the spectrum of Λ. We consider the eigendecomposition of Λ:
Λ =
[
bH1
bH2
]
·
[
γ1 0
0 γ2
]
· [b1 b2]
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In the above display γ1 ≥ γ2 are the ordered eigenvalues of Λ. We have the following lower bound on
lnZTWis (λ, φ, y):
lnZTWis (λ, φ, y) = lnE exp(〈Λ, ggH〉)ψσ(y − |g1|2)ψσ(y − |g2|2)
= lnE exp(γ1|g1|2 + γ2|g2|2)ψσ(y − |bH1 g|2)ψσ(y − |bH2 g|2)
= lnE exp
(
γ1|g1|2 + γ2|g2|2 − 1
2σ2
(2y2 − 2y(|bH1 g|2 + |bH2 g|2) + |bH1 g|4 + |bH2 g|4)
)
(a)≥ lnE exp
(
γ1|g1|2 + γ2|g2|2 − 1
2σ2
(2y2 − 2y(|g1|2 + |g2|2) + 2|g1|4 + 2|g2|4)
)
≥ lnE exp(γ1|g1|2)ψσ
(
y√
2
−
√
2|g1|2
)
+ lnE exp(γ2|g2|2)ψσ
(
y√
2
−
√
2|g2|2
)
− y
2
2σ2
= lnEE∼Exp(1) exp(γ1E)ψσ
(
y√
2
−
√
2E
)
+ lnEE∼Exp(1) exp(γ2E)ψσ
(
y√
2
−
√
2E
)
− y
2
2σ2
In the step marked (a), we used the fact that,
‖Bg‖22 = ‖g‖2, ‖Bg‖44 ≤ ‖g‖42 ≤ 2(|g1|4 + |g2|4).
Next note that,
〈Λ,Q〉 ≤ γ1λ1(Q) + γ2λ2(Q),
where λ1(Q) ≥ λ2(Q) are the ordered eigenvalues of Q. It is easy to check that λ1(Q) = 1 + q and
λ2(Q) = 1− q which means,
〈Λ,Q〉 ≤ γ1(1 + q) + γ2(1− q).
This gives us,
V2(Λ; q) ≤ γ1(1 + q)− E lnEeγ1Eψσ
(
Y√
2
−
√
2E
)
+ γ2(1− q)− E lnEeγ2Eψσ
(
y√
2
−
√
2E
)
+
EY 2
σ2
Utilizing the coercivity estimates from Proposition 9, we obtain,(
γ1 · (1 + q)− EY lnEeγ1Eψσ
(
Y√
2
−
√
2E
))
≤ − (1 + q) · |γ1|
2C
,(
γ2(1− q)− EY lnEeγ2Eψσ
(
Y√
2
−
√
2E
))
≤ − (1− q)|γ2|
2C
,
for all:
|γ1| ≥ C
(
1 + q +
1
1 + q
)(
EY 2 + 1
)
,
|γ2| ≥ C
(
(1 − q) + 1
1− q
)(
EY 2 + 1
)
.
Since,
‖Λ‖2 ≥ t =⇒ max(γ21 , γ22) ≥
t
2
, ∀t,
we obtain,
V2(Λ; q) ≤ −1− q
2C
· ‖Λ‖, ‖Λ‖ ≥ C
(
1 + q +
1
1− q
)
(EY 2 + 1).
This is equivalent to the estimate:
V2(λ, φ; q) ≤ −1− q
2C
· (|λ| + |φ|), |λ|+ |φ| ≥ C ·
(
1 + q +
1
1− q
)
(EY 2 + 1).
This concludes the proof of item (1) in the statement of the lemma.
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2. The proof is analogous to the proof of item (2) in Proposition 9.
3. The proof is analogous to the proof of item (3) in Proposition 9.
H Background on Characteristic Functions
In this section we collect some basic facts about characteristic functions (CF). Most of these results are
taken from Chapter XV of Feller [18]. The characteristic function is simply the Fourier transform of the
probability density function.
Definition 3 (Characteristic Function). Let f be a probability density function on R. Then the characteristic
function of f is defined as:
ψ(t) =
∫
R
eitxf(x) dx.
If the characteristic function is absolutely integrable, the probability density function can be recovered
from it using the Fourier inversion formula.
Theorem 2 (Fourier Inversion of CFs). Let ψ be the CF of density f . Then,
f(x) =
1
2π
∫
R
ψ(t)e−itx dt.
The moments of the PDF can be recovered from the Taylors expansion of the CF.
Theorem 3 (Taylors Series of CF). Let X be a random variable with probability density function f . Let ψ
be the CF of f . We have, for any t ∈ R.∣∣∣∣∣ψ(t) −
(
1 +
n−1∑
k=1
EXk
k!
· (it)k
)∣∣∣∣∣ ≤ E|X |
ntn
n!
The following bound on CFs will be useful in the proofs of the local central limit theorems.
Lemma 16 (Bounds on CF). Let ψ be a multivariate CF and suppose that, there exists 0 < c < 1 and b > 0
such that,
|ψ(t)| ≤ c ∀ ‖t‖ > b. (H.1)
Then, for any ‖t‖ ≤ b we have,
|ψ(t)| ≤ 1− 1− c
2
8b2
‖t‖2.
Proof. A univariate version is given as Theorem 1 in Chapter 1 of Petrov [31]. A multivariate version is
given as Theorem 1.8.13 in Ushakov [39].
Finally we state a Multivariate Berry-Eseen bound due to Bhattacharya [9].
Theorem 4 (A Multivariate Berry-Eseen Bound, [9]). Let X1, X2 . . . Xn be independent random vectors in
Rk. Suppose that:
EXi = 0,
1
n
n∑
i=1
EXiX
T
i = Ik.
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Define:
ρ3
∆
=
1
n
n∑
i=1
E‖Xi‖3.
Then, there exists a universal constant Ck depending only on the dimension k, such that for any bounded,
lipchitz function f we have,∣∣∣∣Ef
(∑n
i=1Xi√
n
)
− EZ∼N (0,Ik)f(Z)
∣∣∣∣ ≤ Ck · ρ3 · (‖f‖∞ + ‖f‖Lip)√n .
I Some Miscellaneous Results
This appendix collects some miscellaneous facts and results that are useful in our analysis. The first is a
classical correlation inequality.
Fact 1 (Chebychev Association Inequality, [10]). Let A,B be r.v.s and B ≥ 0. Suppose f, g are two non-
decreasing functions. Then, E[B]E[Bf(A)g(A)] ≥ E[f(A)B]E[g(A)B].
The following collects some useful properties of Modified Bessel Function of the first kind. These results
can be found in the standard references [3, 43]. Item (5) of the following is relatively less known and is due
to Watson [42, Appendix A].
Fact 2 (Properties of Modified Bessel Function of the First Kind). For x ∈ R, the Modified Bessel Function
of the First Kind, denoted by, I0(x) is defined as:
I0(x)
∆
=
1
2π
∫ π
−π
ex cos(θ).
It satisfies the following properties:
1. I0(x) is an increasing function on x ≥ 0 and I0(0) = 1.
2. I0(x) is an even function.
3. There exists a universal constant C such that,
I0(x) ≤ Ce
x
√
x
, ∀x ≥ 0.
4. I0 is infinitely differentiable.
5. The function
I′0
I0
is an increasing concave function with,
I ′0(0)
I0(0)
= 0, lim
x→∞
I ′0(x)
I0(x)
= 1,
and,
d
dz
(
I ′0(z)
I0(z)
) ∣∣∣∣
z=0
=
1
2
.
The following lemma is about a bivariate Gaussian integral.
Lemma 17. Let Z1, Z2 be distributed as:[
Z1
Z2
]
∼ N
([
0
0
]
,
[
1 ρ
ρ 1
])
.
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Then the integral:
J(a, b)
∆
= EZ1,Z2ψ1(a− Z1)ψ1(b− Z2),
is given by:
J(a, b) =
1
4π
√
1− ρ2/4 · exp
(
−a
2 + b2 − ρab
4(1− ρ2/4)
)
.
Proof. Note that J(a, b) is the Joint PDF of the random variables (A,B) with distribution:
A = Z1 + ǫ1, B = Z2 + ǫ2,
[
Z1
Z2
]
∼ N
([
0
0
]
,
[
1 ρ
ρ 1
])
, ǫ1 ∼ N (0, 1) , ǫ2 ∼ N (0, 1) .
We can directly find the distribution of A,B from this description:[
A
B
]
∼ N
([
0
0
]
,
[
2 ρ
ρ 2
])
.
Hence by the formula for the bivariate Gaussian pdf,
J(a, b) =
1
4π
√
1− ρ2/4 · exp
(
−a
2 + b2 − ρab
4(1− ρ2/4)
)
.
We will also find the following bound on truncated Gaussian integrals useful.
Lemma 18 (Truncated Gaussian Integrals). Suppose that a,A > 0 and k ∈ N. Then, we have,∫ ∞
a
xke−
x2
2A2 dx ≤ Ck · A · (Ak + ak) · e−a
2
2 .
In the above display Ck is a universal constant depending only on k.
Proof. Let us first consider the case when A = 1. Then we have,∫ ∞
a
xke−
x2
2 dx
(a)
= 2
k−1
2
∫ ∞
a2/2
u
k−1
2 e−u du
(b)
= 2
k−1
2 · e− a
2
2 ·
∫ ∞
0
(
x+
a2
2
) k−1
2
e−x dx
(c)≤ 2k−1 · e− a
2
2 ·
∫ ∞
0
(
x
k−1
2 +
ak−1
2
k−1
2
)
e−x dx
≤ 2k−1 · e− a
2
2 ·
(√∫ ∞
0
e−xxk−1 dx+
ak−1
2
k−1
2
)
≤ 2k−1 · e− a
2
2 ·
(√
(k − 1)! + a
k−1
2
k−1
2
)
≤ Ck(1 + ak)e− a
2
2
In the step marked (a), we substituted u = x2/2 in the step marked (b) we substituted u = x + a. In the
step marked (c) we used the inequality (a + b)k ≤ 2k(ak + bk), a, b ≥ 0 k ≥ 0. Making the substitution
x = Ax in the above bound gives us:∫ ∞
a
xke−
x2
2A2 dx ≤ Ck · A · (Ak + ak) · e−a
2
2 .
This concludes the proof.
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The following lemma contains a useful upper bound on E|G|− 12 where G ∼ N (0, 1).
Lemma 19 (Fractional Moments of Gaussian Distribution). Let G ∼ N (µ, σ2). Then we have,
E
1√|G| ≤ 4√µ.
Proof. We have,
E
1√|G| ≤ E 1√|G|1|G|≤0.5|µ| + E 1√|G|1|G|>0.5|µ|
≤
∫ 0.5|µ|
−0.5|µ|
1√|x| · 1√2πσ2 e−
(x−µ)2
2σ2 dx+
√
2√
µ
≤ e
− µ2
8σ2√
2πσ2
·
∫ 0.5|µ|
−0.5|µ|
1√
x
dx+
√
2√
µ
=
2
√|µ|e− µ28σ2√
πσ2
+
√
2√
µ
≤ 4√
µ
In the last step we used the fact that maxx≥0
√
xe−x ≤ 1√
2e
.
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