A major barrier to widespread clinical implementation of Monte Carlo dose calculation is the difficulty in characterizing the radiation source within a generalized source model. This work aims to develop a generalized three-component source model (target, primary collimator, flattening filter) for 6-and 18-MV photon beams that match full phase-space data (PSD). Subsource by subsource comparison of dose distributions, using either source PSD or the source model as input, allows accurate source characterization and has the potential to ease the commissioning procedure, since it is possible to obtain information about which subsource needs to be tuned. This source model is unique in that, compared to previous source models, it retains additional correlations among PS variables, which improves accuracy at nonstandard source-to-surface distances (SSDs). In our study, three-dimensional (3D) dose calculations were performed for SSDs ranging from 50 to 200 cm and for field sizes from 1 ϫ 1 to 30ϫ 30 cm 2 as well as a 10ϫ 10 cm 2 field 5 cm off axis in each direction. The 3D dose distributions, using either full PSD or the source model as input, were compared in terms of dose-difference and distance-to-agreement. With this model, over 99% of the voxels agreed within ±1% or 1 mm for the target, within 2% or 2 mm for the primary collimator, and within ±2.5% or 2 mm for the flattening filter in all cases studied. For the dose distributions, 99% of the dose voxels agreed within 1% or 1 mm when the combined source model-including a charged particle source and the full PSD as input-was used. The accurate and general characterization of each photon source and knowledge of the subsource dose distributions should facilitate source model commissioning procedures by allowing scaling the histogram distributions representing the subsources to be tuned.
I. INTRODUCTION
The Monte Carlo (MC) method has become a widely used method for modeling linear accelerators in medical physics. In contrast to the other common techniques, the MC method starts from first principles and tracks individual particle histories, thus it takes into account the transport of secondary particles. The MC technique used for dose calculations produces accurate results in regions of tissue heterogeneities, such as lung and surface irregularities, providing the most convenient and accurate method for the simulation of patient treatment dose distributions. A drawback of the method is the long computing time needed to get dose results of reasonable statistical accuracy, especially in the case of photon beams. However, recent advances in MC dosecalculation algorithms, 3, [27] [28] [29] [30] [31] [32] coupled with increasing computer processing speed, has made MC dose-calculation speed acceptable for radiotherapy clinics. Though suitable MC codes for patient dose calculation in radiotherapy are now available, one limitation to their implementation is the lack of a general and accurate model of the accelerator radiation source that will allow a user with an arbitrary linear accelerator to commission an MC dose-calculation algorithm that meets an accuracy requirement of 2% or 2 mm for patient dose calculations. A generalized source model that can be tuned to match the output of a general user's accelerator is needed to overcome these limitations. One approach of a source model is to characterize the beam analytically, as described by Jiang et al. 33 and more recently by Fippel et al. 34 However, within this approach, it can be rather difficult to extract the necessary input information, e.g., to obtain the energy distribution for the sources. This energy distribution is based on a gamma distribution and on the assumption that the off-axis energy spectrum can be calculated by scaling the central axis spectrum. As a result, the scaling factor is determined by a correction method based on a measured half-value layer. 35 This results in a rough approximation for the energy spectra. 34 Instead, the information of the energy spectra can be directly obtained by MC simulations. Another approach is to perform full MC simulations of the radiation transport through the accelerator head and to generate, during this simulation, phase-space data (PSD) that contains the necessary data (position, momentum, and energy) for each particle traversing the phasespace (PS)-scoring plane perpendicular to the beam axis and above the irradiated body. This PSD provides accurate particle distributions in the PS plane, thus, in this sense, PS files can be used directly as source models.
3,4,21 -23 It has been shown that if the electron beam above the target is modeled accurately and the particles are accurately transported through the beam-generating devices to the PS plane, the dose calculation using that PS file is able to match measured dose. 9, 16, 18, 23, 24, [36] [37] [38] One limitation of directly using the PS file is the lack of flexibility to adjust the data for use with accelerators with slightly different outputs. A second limitation is the introduction of a systematic error, termed latent or remnant variance, as recently mentioned by Sichani and Sohrabpour 25 and Fippel et al. 34 and described in detail by Sempau et al. 39 This systematic error is due to the limited size of the PS file, which results in a finite variance for a calculated quantity, e.g., dose, using a finite-sized PS file as input. Thus, the achievable accuracy is bounded by the finite variance, which cannot be improved by simulating more histories from the PS file. Apart form using analytical source models or the PS file itself as a source model, another approach, which overcomes these limitations, is to create a histogram-based source model based on the PSD. 8, [12] [13] [14] [15] [16] [17] By sampling the initial parameters of a particle from these histogram distributions, virtually no particle is reused, thereby reducing the latent variance. A further advantage of histogram-based source models is that the sampling is faster than reading particles from a PS file. Previously developed histogram-based source models are closely related to the underlying accelerator. 8, [15] [16] [17] These source models reconstruct the photon beam below the secondary collimator, i.e., they make use of information about the collimator jaws. Therefore, it will be difficult to use such models if, for example, one pair of jaws is replaced by a multileaf collimator.
This work aims to develop a generalized source model that will reproduce full PSD with high fidelity. The histogram-based source model is unique in that it retains additional correlations among PS variables, which improves accuracy at nonstandard source-to-surface distances (SSDs). Within this model, the primary source (target)-as well as the scattered sources (primary collimator and flattening filter)-are described by sets of histograms. These three photon sources cover more than 99% of all photons reaching the PS plane. To benchmark the model, subsource by subsource comparisons of three-dimensional (3D) dose distributions, using either the appropriate subsource from the PSD file data or the source model as input, are performed for 6-and 18-MV photon beams to investigate the accuracy of each individual source. The procedure is illustrated in Fig. 1 . This benchmark allows investigating the shape of the dose distribution for each individual source, e.g., the change in depth for the dose maximum for each subsource, compared with other published studies in which the total dose distribution is shown. 11, 12, [15] [16] [17] 20 Furthermore, the subsource dose characterization has the potential to ease the commissioning procedure, since information about which subsource needs to be tuned can be obtained by comparing measured dose distributions with those calculated for the individual sources. Dose distribution comparisons are performed for SSDs of 50, 75, 100, and 200 cm to validate the source model for a large range of conditions. An SSD of 50 cm corresponds with the location of the multileaf collimator, for which the source model can serve as particle source, while a SSD of 200 cm corresponds with the location of an electronic portal imaging device. By validating the accuracy of the source model at these extreme SSDs, one can infer the accuracy of the source model at intermediate SSDs via interpolation. This contrasts with previous publications, in which SSDs between 80 and 120 cm were studied, 12 but mostly SSDs of 90 or 100 cm were used. 3, 11, [15] [16] [17] [18] 20, 23, 33, 34 
II. MONTE CARLO SIMULATIONS
A. Creation of phase-space data standard
As stated earlier, PSD computed via full MC simulations of the accelerator head is able to match measured dose distributions; as a result, such PSD is treated as the gold standard in this work. To create a PSD standard from which the source model parameters could be determined, MC simulations of the radiation transport for both photon modalities (6 and 18 MV) of a Varian Clinac 21EX (Varian Oncology Systems, Palo Alto, CA 94304) were performed using BEAMnrc. 4 The treatment-head geometry and materials used for input were based on data supplied by the accelerator's manufacturer and previous publications. 16, 24 Simulations were initiated with electrons striking the target. Primary and secondary particles were transported through the beamdefining system, which contains the target, primary collimator, vacuum window, flattening filter, monitor chamber, field light mirror, and intervening air below the vacuum window. Particles were transported to a plane directly above the secondary collimator where their coordinates were saved in a PSD file. Studies of the PS in terms of the initial electron beam hitting the target have been documented in several publications. 8, 9, 12, [16] [17] [18] [20] [21] [22] [23] [24] The parameters used for this work are 6.2 and 18.0 MeV for the mean electron energy with a 3% (of mean) full width half maximum (FWHM) Gaussian-shaped electron energy spread and a 2.27-and 1.5-mm FWHM Gaussian-shaped radial intensity distribution for the 6-and 18-MV beams, respectively. The threshold energies for electron and photon transport, ECUT and PCUT, were set to 0.70 and 0.010 MeV, respectively, except in the target for the 18-MV beam where the value of PCUT was increased to 0.15 MeV. The discrete electron and photon creation thresholds, AE and AP, were set to 0.70 and 0.010 MeV, respectively. No variance reduction techniques were used for the PSD computation.
The PS file contains the following data for each particle crossing the PS-scoring plane: P = ͓x,y,u,v,E,q,weight,LATCH͔, ͑1͒
where x and y are the position coordinates of the particle; u and v are the direction cosines in the x and y directions, respectively; E is the energy; q is the charge; weight is the particle statistical weight; and LATCH is a tag that records where particles previously originated from or interacted. The total PSD was separated into PS files for the target, primary collimator, and flattening filter, based on the location of the last interaction of the photons determined by the LATCH variable. With these three subsources, over 99.5% of all photons scored in the total PS file were used. The remaining photons had their last interaction in air or in one of the other head components (ionization chamber, mirror, etc.) and were neglected within the source model.
B. Source model
According to Eq. (1), the PSD can be described as a multidimensional function F͑x , y , u , v , E , q , weight͒. Since we are considering only photon subsources and the statistical weights for all particles in the subsource are equal, this function can be reduced to F i ͑x , y , u , v , E͒, where i denotes the ith subsource.
Histogram-based source models generally assume that F i has the following form:
where x s , y s , and r s = ͑x s 2 + y s 2 ͒ 1/2 are the coordinates and the radius of the particle's trajectory where it intersects the sampling plane, r o and o are the coordinates in the origin plane, and E is the particle's energy. 8, 12, 16, 17 This type of PS model will be referred to as PS model 1 for the rest of this paper. The sampling plane is typically the isocenter plane, and the origin plane is located coincident with the exit surface of the ith component in the accelerator head perpendicular to the central axis. Thus, the function f i determines the position and direction within the PS-scoring plane from a point in the sampling and origin plane, and g i is used to determine the particle's energy. The distributions for f i and g i , which are represented by histograms, take into account first-order dependencies of the variables used in the model. [Note, in the source model described by Deng et al. 12 the point in the origin plane is independent from the point in the sampling plane, thus f i is given by
The source model presented in this work takes additional dependencies into account and will be referred to as PS model 2. Furthermore, since the model describes the beam above the secondary collimator for which all upstream components in the beam are radially symmetric, it additionally takes advantage of this symmetry. Thus, the histogram representation of the beam is of the form
where r s and s represent the coordinates in the sampling plane and r o and o represent the coordinates in the origin plane. Apart from using cylindrical coordinates for the positions within the sampling and origin plane, Eq. (3) differs from Eq. (2) in that the functions for o and E depend on r o as well as on r s . Figure 2 schematically shows each of these coordinates. The origin plane in this model is located at the surface of the corresponding accelerator head component nearest the isocenter.
To create the histograms used for sampling the source model (Panel b in Fig. 1 ), particle coordinates were projected from the PS-scoring plane to the sampling plane and the origin plane using ray-tracing techniques (Fig. 2) . Beginning with the ͑x , y , u , v͒ coordinates of a PS particle in the PSscoring plane, the particle was projected to the sampling plane, which allowed r s in the sampling plane to be determined and resulted in an entry for the r s distribution in the bin that enclosed r s . The radial symmetry results in s being uniformly distributed within ͓0,2͒. By back projecting the particle to its origin plane, the origin radius r o and, therefore, the corresponding radial bin for the radial origin distribution for the given radius bin within the sampling plane was determined. The number of radial origin histograms n r o histo is thus equal to the number of bins for the radial distribution in the sampling plane n r s bin . Additionally, the relative change in the azimuthal angle rel ͓− , ͒ within the origin plane was Creation of the histograms. Starting with the coordinates in the phase-space (PS)-scoring plane at z = z PS , ray-tracing methods were used to determine the coordinates within the sampling plane at z = z s and the origin plane. Afterward, histograms were created for the radial distributions within the sampling plane and the origin plane, as well as for the energy distribution and the distribution of the relative change of the azimuthal angle between the sampling plane and the origin plane. These histograms are then used in a sampling procedure to determine the particle parameter in the PS-scoring plane. determined (Fig. 2) . The corresponding rel distribution in the PS model 2 is for a given r s and r o , which result in n r s bin times n r o histo histograms for rel . Since the beam line is radially symmetric, the absolute value for rel was used. Finally, the bin for the energy distribution according to r s and r o using the particle's energy was determined. By applying this procedure to all photons in a source PS file, the histograms for each subsource are determined. The histogram representation for the target is simplified, since o is uniformly distributed within ͓0,2͒, independently of r s or r o . The sampling procedure is indicated in Panel c of Fig. 1 and in more detail in Fig. 3 . Initially, the subsource is sampled according to the subsource weight obtained by the PSD. Then, r s is sampled in the sampling plane. Given r s , r o is sampled from the appropriate histogram in the origin plane. Both r s and r o determine the histograms from which rel and E are sampled, respectively. After randomly sampling the sign of rel , s is sampled uniformly within ͓0,2͒, and o is calculated using s and rel . The starting direction, i.e., u and v, is determined by the line between the points in the sampling and the origin plane. Finally, the coordinates x and y within the PS-scoring plane are calculated. For cases in which the subsource is a charged particle, the sampling procedure reads all PS parameters from a source PS file for the charged particle, which can be achieved the same way as the source PSD for the other subsources. Although a histogrambased source characterization for the charged particles could be used within the PS model 2, we used the PSD as input since this work concentrates on photon source modeling only. This sampling procedure determines all the parameters as described in Eq. (3) To determine the impact of this difference on the PSD, the correlation coefficients between the PS variables were determined for the source PSD and the PSD reproduced by both PS models using the Pearson Correlation Coefficients 41 within the SAS ® System (SAS Institute Inc., Cary, NC). The Pearson correlation coefficient r expresses the degree of linear relationship between two variables and can range between −1.0 and +1.0. A correlation coefficient of +1.0 signifies a perfect positive relationship, while −1.0 shows a perfect negative relationship. Uncorrelated variables have an r value of zero. The correlation coefficients obtained with PS models 1 and 2 were tested for coincidence with those gained from the source PSD by using Fisher's normalization 41 of the estimated correlations.
C. Verification dose calculations
To ensure that each subsource was accurately characterized, separate dose calculations for each subsource were per- formed. Consequently, dose calculations using the PS file of one subsource as input were compared with those using the corresponding subsource from the PS model as input (Fig.  1) . The subsource dose calculations were executed in two stages. In the first stage, particles sampled from the PS file subsource or the PS model subsource were transported through the secondary collimator and intervening air using BEAMnrc, which, in turn, generated a PS file immediately above the phantom surface. In the second stage, the BEAMnrc PS file was used as an input for DOSXYZnrc 4 to perform the dose calculation within a water phantom. Dose distributions with the phantom at an SSD of 100 cm were calculated and compared for field sizes of 3 ϫ 3, 5 ϫ 5, 10ϫ 10, 20 ϫ 20, and 30ϫ 30 cm 2 for each subsource. Additionally, a 1 ϫ 1 cm 2 field was computed for the target source. The dose distributions for the 10ϫ 10 cm 2 field size (defined at isocenter) were computed for additional SSDs of 50, 75 and 200 cm. Furthermore, a 10ϫ 10 cm 2 field at 100 cm SDD, but 5 cm off axis in each direction, was computed. The dosecalculation volume depended on field size and was between 10ϫ 10ϫ 25 cm 3 and 50ϫ 50ϫ 25 cm 3 . For all calculations, the dose voxel size was 0.4ϫ 0.4ϫ 0.4 cm 3 . The energy cutoff parameters for BEAMnrc and DOSXYZnrc were AE = 0.7 MeV, AP= 0.01 MeV, ECUT= 0.7 MeV, and PCUT = 0.01 MeV. All parameters were set identically for the PS file and the PS model-based simulations.
The resulting 3D dose distributions for input from either the source PSD or the PS model, D sPSD and D PSm , were given in Gy per incident particle, i.e., per incident primary electron striking the target. The corresponding 3D dose distributions were compared in terms of dose-difference and distance-toagreement. Thereby the dose difference was calculated by D PSm -D sPSD divided by the Maximum ͑D PSm ͒. The distanceto-agreement was defined as the minimal distance between the location of a dose value within D PSm and the location of the same dose value within D sPSD . To ensure that dose distributions in a patient are within 2% or 2 mm, the source modeling error should be less than 1% or 1 mm. Hence, dose-difference and distance-to-agreement criteria for the target were set to 1% or 1 mm. Since the contribution of the scattered sources to the total dose is, at most, about 10% depending on the field size and beam energy, the primary collimator and the flattening filter were evaluated at 2.5% or 2 mm. Also evaluated was whether or not 99% of the dose voxels fulfilled the according dose-difference or distance-toagreement settings.
The dose-difference and distance-to-agreement analysis is influenced by the noise of the calculated dose distribution. Numerical experiments comparing two simulations, each with 0.5% statistical uncertainty added to the same true dose distribution, show that less than 1% of all dose voxels fail a 1% or 1 mm test. For calculations with 1% statistical uncertainties, less than 1% of all dose voxels fail a 2.5% or 2 mm test. Hence, in this paper, the statistical uncertainty of the MC dose calculation, due to the inherent stochastic nature of the simulation procedure, was about 0.5% ͑1 sd͒ for the target and about 1% ͑1 sd͒ for the primary collimator and flattening filter. History-by-history estimators were used to determine the statistical uncertainties; history, in this sense, means the simulation of a primary particle and all the secondaries produced by it. Note, the latent variance (as described by Sempau et al. 39 ) was minimized for noncentral axis points by a modification within the BEAMnrc code. Each time a particle is reused from the PS file (i.e., not the first time), the particle is rotated within the PS plane by a randomly chosen azimuthal angle.
To further reduce the statistical uncertainty in the depth doses and the dose differences shown in the figures of this paper, the dose values were averaged over three voxels in both lateral directions so that the effective voxel size for the depth-dose plots was 1.2ϫ 0.4ϫ 1.2 cm 3 , except for the 1 ϫ 1 cm 2 field, where no averaging was applied. Similarly, the lateral profiles shown were averaged along three voxels in the depth considered and the orthogonal direction. The averaging was not applied for the dose-difference and distance-to-agreement analysis. To test the combined PS model, the dose distributions for a 10ϫ 10 cm 2 field and a 20ϫ 11 cm 2 field-latter with an offset of 10 cm in the x direction and of 14.5 cm in the y direction-at an SSD of 100 cm using the full PSD as input were compared with those dose distributions using the full PS model 2 as input. Hence, the latter calculation combines the three-photon subsources and the charged particle subsource through subsource sampling. In addition, the dose distribution for the 20ϫ 11 cm 2 field was calculated using the full PS model 1 as input.
III. RESULTS AND DISCUSSION
Separation of the total PSD into PSDs for the target, primary collimator, and flattening filter at 6 MV show that about 82% of the particles originated in the target, 4% in the primary collimator, and 13% in the flattening filter. At 18 MV, about 75% of the particles originated in the target, 4% in the primary collimator, and 20% in the flattening filter. To decrease the latent variance in each subsource, several source PSDs-depending on the subsource-were combined. Thus, the source PS files used include 62ϫ 10 6 photons for the target and 14ϫ 10 6 photons for the primary collimator for the 6-and 18-MV beams. For the flattening filter, the PS files contain about 42ϫ 10 6 and 56ϫ 10 6 photons for the 6-and 18-MV beams, respectively. This source PSD was used to calculate dose distributions in water and is referred to as a PSD dose calculation. Note, that when using BEAMnrc, the number of particles within the PS file is limited by its file size of 2.1 GB. Figure 4 shows the distributions for rel [ Fig. 4(a) ] and E [ Fig. 4(b) ] at a given r s of 6.3 cm and two different origin radii r o on which the Kolmogorov-Smirnov test was performed. The results of this test, designed to show whether or not the distributions for the rel and E are statistically different, indicated that they were different with p values of 0.0006 and 0.009, respectively. The p value measures consistency by calculating the probability of observing the results from the sample of data (here the distributions) assuming the null hypothesis is true. In this work the null hypothesis is that the two distributions are the same. A small p value ͑Ͻ0.5͒ is evidence against the null hypothesis while a large p value means little or no evidence against the null hypothesis. These results illustrate that rel and E are dependent on the origin radius r o . The dependencies manifest themselves in the reconstructed PSD as shown in Fig. 5 by the scatter plots of the PS variables x versus u for 50 000 particles from the primary collimator source for the 6-MV beam. The resulting distribution is tighter for PS model 1, whereas the distribution of the PSD is reproduced by PS model 2. Significant correlations were found between the PS variables x and u and y and v. Because of the radial symmetry, the correlation coefficients between x and u and y and v are the same for each subsource. Based on a statistical significance level of p = 0.05, it was shown that the correlation coefficients derived from the source PSD and PS model 2 are not different. However, the correlation coefficients derived from the source PSD and PS model 1 are significantly different. The results of the calculated correlation coefficients between the PS variables x and u for the 6-and 18-MV beams are given in Tables I and II , respectively. Figure 6 illustrates comparisons between the dose distributions computed using PS model 2 and those computed using the PSD for the target subsource for the 6-and 18-MV beams. Agreement within 1% was observed for all depth-dose curves at 100 cm SSD for field sizes from 1 ϫ 1 to 30ϫ 30 cm 2 for both energies ͑Figs. 6 and 7͒. The error bars in all the difference plots within this paper represent one standard deviation statistical uncertainties. Dose differences are less than 1% for all field sizes. Figure 8 shows the dose profiles in a water phantom at 5 cm depth for the 10ϫ 10 cm 2 field at SSDs of 50 to 200 for both energies. The dose differences increase slightly for an increasing SSD. The dose-difference and distance-toagreement analysis for the target source show that over 99% of the dose voxels are within 1% or 1 mm for all cases studied, i.e., the target source passed the acceptance criterion. Figure 9 shows results for the primary collimator source similar to those shown by Fig. 6 for the target source. Because the energy spectrum is softer for the primary collimator source, the water depth representing the maximum dose is, in this case, about 1.0 cm as opposed to about 1.6 cm for the target source. The dose distributions obtained for the pri- mary collimator source are broader compared with those for the target source due to the source size and the decreased distance to the secondary collimator. The dose falloff from 90% to 10% and 80% to 20% is up to 5 and 2.5 cm, respectively, compared with 2.5 and 0.7 cm for the target source. The difference plot [ Fig. 9(f) ] indicates that for the largest field size the penumbra is smaller for the dose calculation using PS model 2, compared with the one using the source PSD. This effect is less pronounced for smaller field sizes and is due to the fact that a 2D origin plane is used to model a 3D physical source in the accelerator head. It is possible to optimize the location of the origin plane in order to minimize this effect, however, this was not done in this work. The analogous results for the 18-MV beam are illustrated in Fig.  10 . The dose maximum is at a water depth of about 1.6 cm compared with about 3.6 cm for the target source. The shape of the dose profile for the 30ϫ 30 cm 2 field shows off-axis horns compared with the corresponding one for the 6-MV beam. The dose variation within the geometrical field size is about 20%. At 10 cm depth of water, the dose increases about a factor of 3.5 for increasing the field size from 3 ϫ 3 to 30ϫ 30 cm 2 for both energies. Figure 11 shows the dose profiles from the primary collimator source for both energies at a water depth of 5 cm for SSDs between 50 and 200 cm. The dose differences increase slightly for the 18-MV beam. For the primary collimator source, the dose per incident electron is about 2.5% and 1.3% of the dose per incident electron from the target source for the 6-and 18-MV beams, respectively. The deviation of the dose distribution from the primary collimator source for PS model 2 increases for increasing SSDs and field sizes, with the highest deviations appearing at an SSD of 200 cm and for the 30ϫ 30 cm 2 field. The dose-difference and distance-to-agreement analysis for the primary collimator source show that over 99% of the dose voxels are within 2.2% or 2 mm for all cases studied, i.e., the primary collimator source passed the acceptance criterion. Figure 12 shows the same data for the flattening filter source as those previously shown for the target and the primary collimator source. The water depth representing maximum dose for the depth-dose curves is about 1.4 cm in Fig.  12 ͑6 MV͒ and about 2.6 cm in Fig. 13 ͑18 MV͒, which is in between those achieved for the target and the primary collimator. This is because the energy spectra for the flattening filter are harder than those for the primary collimator source, but are softer than those for the target source. The dose distributions obtained for the flattening filter source are the broadest of the three sources studied. The reason for this is that the flattening filter source is the largest in size as well as the one located closest to the secondary collimator, resulting in the widest angular distribution. The dose falloff from 80% to 20% is up to 9 and 6 cm for the 6-and the 18-MV beams, respectively. The difference plot again indicates that with the largest field size, the penumbra is smaller for the dose calculation using PS model 2 compared with the one using the source PSD. At 10 cm depth of water, the dose increases about a factor of 6 when increasing the field size from 3 ϫ 3 to 30ϫ 30 cm 2 for both energies compared with 3.5 for the primary collimator source. This occurs because of the wide angular distribution that increases the screening of the secondary collimator for the small field size for this source. Figure 14 shows the dose profiles from the flattening filter source for both energies at a water depth of 5 cm for SSDs between 50 and 200 cm. The dose per incident electron is about 5% and 7.5% of the dose per incident electron from the target source for the 6-and 18-MV beams, respectively. Whereas the relative weight for the primary collimator decreases for an increasing beam energy, it increases for the flattening filter. This was also found by Hartman Siantar et al. 20 The deviation of the dose distribution from the flattening filter source for PS model 2 increases for increasing SSDs and field sizes, with the highest deviations appearing at SSD of 200 cm and for the 30ϫ 30 cm 2 field. Overall, over 99% of the dose voxels are within 2.5% or 2 mm for all cases studied, i.e., the flattening filter source passed the acceptance criterion. Figure 15 demonstrates the difference in dose distributions for PS model 2 compared with PS model 1, which includes only first-order dependencies for the 6-MV beam. The dose distributions for PS model 2 lack the peaking near the central axis, because the change in the azimuthal angle as well as in the energy is additionally included as a function of the radius r o in the origin plane. The systematic error for PS model 1 to the dose distribution is up to 13% at shallow depths on the central axis. Table III gives some results of the dose-difference and distance-to-agreement analysis for the two models. For 50 cm SSD, there is virtually no difference between the dose distributions for the two models. However, the differences increase with an increasing SSD and are more pronounced for the flattening filter. Furthermore, the deviation from the expected percentage of dose voxels that pass the test condition is, at worst, about 5% for PS model 2 (1% 1 mm; 200 cm SSD), whereas PS model 1 shows, in this situation, a deviation of about 25%.
The results of the dose comparison for the 10ϫ 10 cm 2 off-axis field are shown in Fig. 16 . Dose profiles are given at several depths of water at y = 5 cm. To improve legibility, the dose profiles for the 6-MV beam are flipped at the x axis, i.e., the direction of the x axis is reversed. The largest difference (about 1.5%) in the dose distribution is found for the primary collimator source. The dose-difference and distanceto-agreement analysis show that over 99.9% of the dose voxels agree within 1% or 1 mm for the target source and within 2% or 2 mm for the primary collimator and flattening filter source for both beam energies. The results of the calculated dose distributions using combined PS model 2, which includes all individual sources, or the full PSD as input for the 10ϫ 10 cm 2 field at 100 cm SSD show that over 99% of the dose voxels are within 1% or 1 mm. The depth doses (at field center) and profiles (at y = 14.5 cm) of the dose distribution for the 20ϫ 11 cm 2 offaxis field at 100 cm SSD are shown in Fig. 17 . The results of the calculated dose distributions using PS model 1 as input are included for the 6-MV beam. Over 99% of the dose voxels agree within 1% or 1 mm when comparing the dose distributions for PS model 2 with the one for the full PSD. Using PS model 1 instead of PS model 2 leads to an agreement of 97.1% of dose voxels within 1% or 1 mm. These results suggested that the PS models correctly combine the individual sources.
IV. CONCLUSIONS
In this work, a generalized source model for the target, primary collimator, and flattening filter have been developed for 6-and 18-MV photon beams. PSD computed using full MC simulations of the accelerator head was taken as the gold standard. From these PS files, data was extracted from each subsource and incorporated into a set of histograms. PS model 2 is unique in that it retains additional correlations among PS variables, thereby improving accuracy at nonstandard SSDs. Subsource by subsource comparisons of dose distributions, using either source PSD or the source model as input, have been performed. The dose-difference and distance-to-agreement analysis for the target, the primary collimator and the flattening filter source show that over 99% of the dose voxels are within 1% or 1 mm, 2% or 2 mm, and 2.5% or 2 mm, respectively. This means that the acceptance criteria are met for all sources and leads to the conclusion that the model accurately characterizes each photon source. For short SSDs (50 and 75 cm) and small field sizes (up to 10ϫ 10 cm 2 ), these criteria are even fulfilled for over 99.99% of the dose voxels. Therefore, it is concluded that the overall source modeling error is within the requirement of 1% or 1 mm.
Using PS model 1, which includes only first-order dependencies can lead to dose differences of up to 13% ͑SSD = 200 cm͒, compared with dose values using the source PSD for the flattening filter source. In this case, 99% of the dose voxels agree within 5% or 3 mm and 4% or 3 mm for the flattening filter and the primary collimator source, respectively. However, for the combined models, it was shown with the 20ϫ 11 cm 2 off-axis field that the percentage of dose voxels agreeing within 1% or 1 mm is reduced by about 2%.
Another result of this subsource by subsource comparison is the knowledge of the dose distributions of each individual subsource for a large range of SSDs and field sizes. Both the accurate source model and the known dose behavior of each photon source is an important input for any commissioning procedure. As a result, the dose distribution can provide information about which subsource needs to be adjusted, while the histogram description eases tuning by adjusting and scaling the distributions.
Combined PS model 2, accounting for all individual sources, was used to calculate the dose distribution for a 10ϫ 10 cm 2 field at 100 cm SSD and was compared with the dose distribution using the full PSD as input. The dosedifference and distance-to-agreement analysis shows that over 99% of the dose voxels are within 1% or 1 mm. Consequently, PS model 2 combines all individual photon sources, including the charged particles, and is able to reproduce the photon beam within the PS-scoring plane.
