In many remote sensing projects on land cover mapping, the interest is often in a sub-set of classes presented in the study area. Conventional multi-class classification may lead to a considerable training effort and to the underestimation of the classes of interest. On the other hand, one-class classifiers require much less training, but may overestimate the real extension of the class of interest. This paper illustrates the combined use of cost-sensitive and semi-supervised learning to overcome these difficulties. This method utilises a manually-collected set of pixels of the class of interest and a random sample of pixels, keeping the training effort low. Each data point is then weighted according to its distance to its near positive data point to inform the learning algorithm. The proposed approach was compared with a conventional multi-class classifier, a one-class classifier, and a semi-supervised classifier in the discrimination of high-mangrove in Saloum estuary, Senegal, from Landsat imagery. The derived classification accuracies were high: 93.90% for the multi-class supervised classifier, 90.75% for the semi-supervised classifier, 88.75% for the one-class classifier, and 93.75% for the proposed method. The results show that accuracy achieved with the proposed method is statistically non-inferior to that achieved with standard binary classification, requiring however much less training effort.
Introduction
Today, remote sensing is an integral part of many research activities related to Earth monitoring [1] . In particular, supervised classification of remotely sensed data has become a fundamental tool for the derivation of land cover maps [2] . Indeed, users are often not interested in a complete characterisation of the landscape, but rather on a sub-set of the classes that occur in the region to be mapped. For example, users may be focused on mapping urban classes [3] [4] [5] , abandoned agriculture [6] , specific tree species [7, 8] , invasive wetland species [9] , or mangrove ecosystems [10, 11] . Fundamentally, depending on the application, the accurate discrimination of some classes is more important than the discrimination of others [12] .
When interest is focused on a single class, the use of a conventional supervised classification process may be inappropriate [13] . Indeed, this approach assumes that the set of classes has been exhaustively defined [14, 15] . Thus, the correct application of this analysis requires that all classes that occur in the study area be included in the training set [16, 17] . Therefore, when mapping a region for a user interested in urban land cover, it will be necessary to collect training data points not only on the urban classes of interest, but also on secondary classes with no interest to the user, such as crops, forest, and water, if these are present in the area of study. If these classes are not included in the training data set, the classifier will commit pixels of untrained classes into trained classes. For example, if the land cover class forest was not incorporated in the training data set, pixels of forest my be systematically classified as a type of shrub or crop, which greatly overestimates the real extent of those shrubs and crops classes. The user must therefore seek to ensure that all classes occurring in the region of interest are sampled to fulfil this requirement. In other words, the users have to allocate time and effort in training classes that are of no interest for their goals.
In addition, conventional supervised classification algorithms often are not optimised for the discrimination of a particular class [12, 13] . The classification algorithm seeks a classifier where the overall classification accuracy-measured over all classes-is maximum [18] . The class of interest-which is typically just one and often a small part of the set of classes-may be neglected in the process, and thus the resulted model may not be optimised for the discrimination of that particular class and may underestimate the class of interest [19] . In other words, the classifier may accurately discriminate secondary classes to the detriment of the class of interest [13, 16] . Hence, in both training and allocation stages, conventional supervised classification approaches are not focused on the class of interest. This places users' wastefully directed training effort on classes of no interest and leads to an analysis that may not be optimal in terms of the discrimination of the important class. Therefore, when there is a particular class of interest, it may be preferable to follow an alternative approach to the conventional multi-class supervised classification method [20] .
Literature shows that there are essentially two alternatives to the standard multi-class supervised approach: the binarisation strategy and one-class learning algorithms [21] [22] [23] . With binarisation strategy, users decompose the multi-class problem in a series of small binary classification problems where one seeks to separate the classes of interest from all irrelevant classes [22, [24] [25] [26] . As binary classification is well-studied, binary decomposition of multi-class classification problems have attracted significant attention in machine learning research, and has been shown to perform well in most multi-class problems [24] . Indeed, binary decomposition has been widely used to develop multi-class support vector machine (SVM) showing better generalisation ability than other multi-class approaches [27] . The possibility to parallelise the training and testing of the component binary classifiers is also a big advantage in favour of binarisation, apart from their good performance [22] . In particular, binarisation can be achieved by combining all land cover classes of no interest into a large nominal class, called, for example, "others" [28] . In this way, the class of interest can be regarded as the positive class and all others as the negative class in the binary classification scenario. Previous studies [8, 10, 26, 28] have shown it to be possible to decompose the multi-class classification problem into a series of small binary classification problems and achieve results that are more suitable for the particular users' requests; namely, the improvement of the discrimination of particular land cover classes of interest. Although specific class mapping can potentially be a better approach compared to the multi-class supervised classification, it has some particular difficulties, such as data imbalance in the training set [19, 29] . This is because the classes of interest are often only on a small component of the study area [12] , and the errors in classes that are not of importance are considered in the final overall accuracy [30, 31] . In fact, directly applying a binary decomposition to the classification problem may result in a highly unproportional allocation of training points to the negative class, leading to imbalance in the training data set [29] . In addition, the binarisation approach also requires the users to collect training on classes of no interest, similarly to what happens in the multi-class approach.
These problems are not present with the one-class classifier (such as the one-class support vector machine, OCSVM), since the user has only to collect training from the class of interest. However, that is also its major limitation, since only data about one class is available, and thus only one side of the discriminative boundary can be determined [23] . It can then be difficult to determine how tightly the boundary should fit in all directions around the class of interest in feature space. To overcome this difficulty, some one-class classifiers (e.g., support vector data description) assume that the non-interest classes have a particular distribution around the class of interest. When the true distribution deviates from the assumption, the method may underperform [32] . Indeed, since the classifier is not able to bind the class distribution, the classifier may lead to over-expanded decision boundaries [23] . However, that deviation can only be assessed with training points outside of the class of interest [23] . Literature also shows that when information about the classification space outside the class of interest is available, binary classifiers tend to develop more accurate classifiers then the one-class approach [21, 33] .
In the specific class mapping context, since the class of interest is typically only a small component of the study site [12] , the number of negative pixels are much larger compared to the number of positive pixels (i.e., the pixels of interest). Thus, there is typically an over-abundance of negative pixels such that the probability of an arbitrary unlabelled pixel to be negative is much higher than the probability of it being positive. In this context, the use of randomly selected data points can be an option to improve specific class mapping. This approach is typically known as semi-supervised learning.
Semi-supervised learning-also known as positive and unlabelled learning-refers to the use of unlabelled data points to inform the learning algorithm [34] . Here, semi-supervised learning can be a possible approach to the classification process, since a priori there is bias toward the negative class [35] .
Previous works have used semi-supervised learning approaches to map land cover classes (e.g., [19, 36] ). In these studies, the biased support vector machine (BSVM) algorithm has been utilised with success to map classes like urban and tree tops from aerial imagery [37] , and to classify single tropical species [19] . With BSVM, the unlabelled set is regarded as the negative class, and the cost associated to the positive class and the negative class are asymmetrical, so that an error occurring in the positive class is costlier than an error on the negative (unlabelled) class [38] . However, it is not clear how to set up the weights, and the trial-and-error approach usually takes a long computation time [39] .
A similar approach is presented in this paper; however, a different cost-sensitive approach is employed. A set of randomly defined unlabelled data points is used as an approximation to the negative class, and only the positive class (the class of interest) is manually sampled. However, the costs associated to each class are not asymmetrically defined; rather, the individual data points are weighted differently according to their similitude to a positive data point. This similitude metric is a function of the euclidian distance to its nearest positive data point. The heuristics followed here is that the likelihood of a negative data point to be mislabelled depends on its proximity to a known positive data point. Note that the positive data points are manually defined by an human analyst, and thus considered certain and correct. The weight distribution in the negative class is then used by a cost-sensitive learning algorithm to develop a binary classifier. In other words, the proposed method aims to develop a binary classifier to classify a particular class of interest with the same sampling effort that is required by the one-class classifiers, but providing the same discriminating information of a binary classification. Here the proposed method was compared with three different alternative approaches: First, the conventional multi-class supervised approach-here, an SVM classifier. This method was selected because it is today a staple analytical tool of many remote sensing data analysts [2] , implemented in the majority of remote sensing software and data analysis programming languages (e.g., R). Second, a single-class classifier, the OCVM. Third, a semi-supervised method: BSVM. These two methods (BSVM and OCSVM) were selected because they have been previously used in a variety of studies with remotely-sensed data, such as [13, 17, 19, 37, 40] .
Background
The SVM algorithm is a popular supervised classification algorithm that has been successfully applied in many domains [20] . In particular, the study and application of SVM is extensive and well known in the classification of remotely sensed imagery [2] . Most implementations of SVM require the solution of the following optimisation problem [41] :
where m is the number of training data points, w is the hyperplane normal vector, φ is the kernel function, e is the all 1's vector, and ξ is the vector of slack variables. The parameter C represents the magnitude of penalisation. If C is a large value, the optimal solution defines narrower margins in order to accommodate the misclassified training data points; in contrast, smaller values of C lead to wider margins [42] . The penalisation strategy here is uniform, and thus equally applied regardless of the class and the data point being analysed. This is not limited to SVM. Indeed, in conventional supervised classification methods, the aim is to minimise the general misclassification rate, and thus all types of misclassification are regarded as equally severe [18] . A more general approach is to consider misclassifications as not equal. That is, some errors are regarded as more costly than others. This difference is then utilised to inform the learning algorithm during the classification induction stage, and drive the induction process more sensitively. There are essentially two ways to implement a cost-sensitive approach: the class-dependent and the instance-dependent. However, which approach is the more suitable dependents of the problem at hand. Next are presented two implementations of these approaches: the BSVM, implementing of the class-dependent cost definition; and weighted SVM (WSVM), implementing the instance-dependent.
Bias SVM and Weighted SVM
The BSVM is an adaption of the classical formulation of the SVM to handle unlabelled data [38] . This is done by defining different cost values to the positive and to the negative (unlabelled) classes.
subject to
The vector ξ p is the vector of slack variables of the positive data points, and ξ n is the vector of slack variables of the negative data points. The parameters C p and C n represent the penalisation cost of misclassifications in the positive and negative classes, respectively. Thus, by varying C p and C n , it is possible to penalise the positive class and the negative class differently. Intuitively, the cost values are assigned such that C p is a large value compared to C n because the positive class was defined by an human analyst (and thus assumed correct), and the negative class is originated from a random sample of pixels, and thus possibly containing positive data points [36] . However, there is no clear indication of how to define those parameters, and trail-and-error is generally recommended [38] . Differently from the SVM and BSVM, the WSVM implements an instance-dependent cost scheme; that is, instead of penalising classes (like with the BSVM) or all data points equally (like with the SVM), the goal is to penalise individual data points. A way to adapt the SVM approach to inform the optimisation problem that some points are more relevant than others is by incorporating a weight vector that assigns different cost values to different data points [43, 44] . The original SVM problem is thus reformulated in the following way:
where σ is the vector of weights. The user can then set different weights to different data points according to a predetermined criterion. Applying the Karush-Kuhn-Tucker conditions, the original WSVM problem can be reformulated in its dual form [44] :
subject to ∑ i y i α i = 0 and 0 ≤ α i ≤ Cσ i for i = 1 . . . m. Note that, unlike problem (3), the Lagrange multipliers are now bounded according to its weight. This allows the learning process to penalise the misclassification of some points differently from other points.
One-Class SVM
In its origin, the SVM was developed to solve binary classification problems with linearly separable classes. However, the same principles can be applied to solve one-class problems-also known as novelty detection problems [45] -that consist of detecting objects from a particular class. This class is often called "target class" or "class of interest". These problems differ greatly from the standard supervised classification in the sense that the training set is composed exclusively of data points from the target class, and thus there are no counterexamples to define the classification space outside the class of interest. One-class classification has been utilised in a variety of applications [46] , and has great potential in remotely-sensed data processing. There are two approaches to one-class classification based on SVM principles: the OCSVM [45] and the support vector data description (SVDD) [47] . In this paper, focus is on the use of OCSVM.
The idea behind the OCSVM is to determine a function that signals positive if the given data point belongs to the target class, and negative otherwise. To achieve that, the classification space origin is treated as the only available member of the non-target class. The problem is then solved by finding a hyperplane with maximum margin separation from the origin. Non-linear problems are dealt with a kernel function as in the binary SVM. The OCSVM optimisation problem is formulated as follows [45] :
Here, m is the number of training data points, w is the vector perpendicular to the hyperplane that defines the target class boundaries, and ρ is the distance to the origin. The function φ is related with the kernel function [45] . The use of slack variables ξ i used in the OCSVM allow the presence of class outliers, similar to binary SVM. The parameter ν ranges from 0 to 1, and controls the trade-off between the number of data points of the training set labelled as positive by the OCSVM decision function f (x) = sign(w T φ(x) − ρ).
Free-Parameter Tuning
The development of a learning algorithm requires the use of accuracy metrics to assess the quality and compare the performance of alternative classifiers. In particular, the determination of these free-parameters is an important step. Indeed, there is empirical evidence suggesting that parameter tuning is often more important than the choice of algorithm [48] -SVM being particularly harder to tune than other classification procedures [49] .
The determination of the best values of the learning algorithm parameters is typically done by cross-validation trials [50, 51] . The range of the parameters is divided in a grid, and the training set is broken into parts (e.g., five). Each part is in turn used as testing set, and all others are used as training set. Then, a classifier is induced using the training set and tested with the testing set. The classification errors yielded with each part are then averaged, and the parameterisation with the least classification error is selected [52] . Although there are studies developing methods to determine these parameters (e.g., [53, 54] ), the cross-validation method is still the method adopted by the majority of data analysts [51, 52] .
Thus, the selection of the correct performance metric is a critical step. Although commonly used, the overall classification accuracy (the proportion of correctly classified data points)-or equivalently, the classification error-may not be a reliable metric if the training set is imbalanced. That is, if the training data of one the classes outnumbers the training data of the other class [55] . This is because the performance of the classifier on the larger class dominates the behaviour of this metric, and thus it gives optimistically biased results [44] . Indeed, the definition of the accuracy metric is particularly important for binary classification, since the performance of the classifiers can be particularly sensitive to the classes' relative size [44, 56] . In this condition, the result of the tuning process may be unreliable not because of the process, but rather because of the accuracy metric employed in it. If the training data set is imbalanced and the classification accuracy is utilised, the outcome of the tuning process will indicate that a particular parameterisation is the one with the highest classification accuracy. However, it may be biased towards the majority class, since that parameterisation may yield a classifier that very accurately classifies the majority class to the detriment of the minority class [43] . Since the class of interest is often just a small component of the training, the classifier would then underestimate the true extension of this small but important class.
There are better alternative accuracy metrics to the classification accuracy; for example, sensitivity and specificity [50] . Sensitivity is the proportion of true positives correctly classified, while specificity is the proportion of true negatives correctly classified [44] . In this way, sensitivity indicates how good the classifier is at recognising positive cases, and specificity indicates how good the classifier is recognising negative cases [44] . Note that in binary classification, classification accuracy may not be a reliable indicator-particularly if the data set is imbalanced, since the influence of the majority class is much higher than that of the minority class [43] .
Sensitivity and specificity are often combined in one metric for better analysis and comparison [57] . In particular, the geometric mean between sensitivity (s) and specificity (S) [18, 58] , Equation (6), is particularly useful:
The geometric mean (G) indicates the balance between classification performances on the positive and negative classes. A high misclassification rate in the positive class will lead to a low geometric mean value, even if all negative data points are correctly classified [43] ; a similar result is obtained if the classifiers show high misclassification in the negative class. In this way, if both sensitivity and specificity are high, the geometric mean G is also a high value; however, if one of the component accuracies-sensitivity or specificity-is low, the geometric mean G is affected by it. Thus, a classifier with high geometric mean is highly desirable for class-specific mapping [59] , and hence G can be used to fine-tune binary algorithms of classification.
A particular observation is necessary for BSVM. Since the positive class and the negative class are penalised differently, the BSVM effectively has two penalisation variables, which complicates the grid-search optimisation process. In general, the penalisation cost of the positive class should have a large value compared with that of the negative class, because it is unknown whether the unlabelled samples are actually positive or negatives. However, there is no clear criterion to adjust these parameters, and often the user has to resort to trial-and-error [38] .
Like SVM, the OCSVM algorithm depends on free-parameters that need to be set to develop the classifier. These free-parameters consist of kernel parameters (e.g., the radial factor of the radial-basis kernel function and the degree of the polynomial kernel), and regularisation parameters. In the case of OCSVM, the regularisation parameter is ν, ranging from 0 to 1, and defines the upper bound of the fraction of training data points regarded as outliers and and the lower bound of the fraction of training data points regarded as support vectors [45] . In binary and multi-class classification, the determination of the free-parameters is often done by grid-search cross-validation using the classification accuracy as metric [29, 52] . However, the training set used with these types of classifiers does not contain data points outside the class of interest, and thus it is only possible to assess the sensitivity of the classifier in the cross-validation process [36, 37] . Using only the sensitivity to parameterise a classification algorithm may result in a classifier with high sensitivity but low specificity, overestimating the true extension of the class of interest.θ
To minimise the effects of this limitation, the cross-validation process can be carried out using the ratio between the sensitivity and the number of support vectors as metric [36, 60] (Equation (7)), where n is the number of testing data points, I is the characteristic function, f θ is the OCSVM decision function parametrised with θ, and N sv is the number of support vectors in f θ . This ratio enforces high sensibility while limiting model complexity (the number of support vectors), which usually indicates good model generalisation ability [60] .
Methods

Study Area
The study area is located in Saloum river delta in Senegal, Africa (Figure 1 ). The area is predominantly flat, with altitudes ranging from below sea level in the estuarine zone to about 40 m above mean sea level inland. The climate is Sudano-Sahelian type with a long dry season from November to June and a 4-month rainy season from July to October [61, 62] . The regional annual precipitation-which is the main source of freshwater recharge to the superficial aquifer-increases southward from 600 to 1000 mm. The hydrologic system of the region is dominated by the river Saloum, its two tributaries (Bandiala and Diomboss), and numerous small streams locally called "bolons". Downstream, it forms a large low-lying estuary bearing tidal wetlands, a mangrove ecosystem, and vast areas of denuded saline soils locally called "tan" [62] . The largest land cover classes present in the study area are water, mangrove species, shrubs, savannah, and bare soil. The main crop is millet, and the urban settlements are usually small and sparse. Saltpans develop to the north because of excessive salinity [63] . In this paper, interest is focused on one type of mangrove: high-mangrove. High-mangrove is generally characterised by a dense and tall canopy, and is composed of species like Rhizophora racemose, Rhizophora mangle, and Avicennia Africana [64] . The mapping of this particular land cover class is important for the monitoring and preservation of the Saloum river delta, as its presence or absence is closely related to the mangrove system health [62, 64] . The Saloum river delta was designated a UNESCO World Heritage site for its remarkable natural environment and extensive biodiversity, and is listed in the Ramsar List of Wetlands of International Importance [63] . Particularly important is Saloum's mangrove system, occupying roughly 180,000 ha supporting a wide variety of fauna and flora, and the local economy [63] .
Remotely Sensed Data and Training Set
Remotely sensed data of the study area were acquired on 9 February 2015 by Landsat 8 and downloaded from United States Geological Survey Global Visualizer (USGS GLOVIS). In this study, all non-thermal bands (bands 2 to 7) have been used. Since only one image was utilised for the analysis and the atmosphere may be considered to be homogeneous within the study area, atmospheric correction was not necessary [65] . The digital numbers were normalised using the max-min rule to range from 0 to 1.
The study area is mostly composed of eight large land cover classes (Table 1) : water, high-mangrove, low-mangrove, bare soil, savannah, shrubs, humid areas, and burnt areas. The training set is comprised of 100 pixels per class for each of the eight land cover classes. 
Experiments
Four experiments were conducted where the first two experiments were used as benchmark. In the first, an OCSVM classifier was developed using only training data of the class of interest (high-mangrove). This experiment is thus labeled as OCSVM. The kernel function utilised in the analysis was the radial-basis function, and its free-parameters were fine-tuned using 10-fold cross-validation, as described in Section 2.3. From this analysis, the free-parameters were set as γ = 0.0000610 and ν = 0.025.
In the second experiment, an image analyst collected 100 points per land cover present in the study area, comprising a total of 800 data points. The data points labeled as high-mangrove were reclassified as positive (class of interest), and the remain training points were reclassified as negative (class of no interest). Next, an SVM was developed to discriminate exclusively the class of interest. This experiment is labeled as SVM. The kernel function utilised for analysis was the radial-basis, and its free-parameters were set with 10-fold cross-validation as γ = 2 and C = 0.125, using the geometric mean as described in Section 2.3. This approach consists of a common binarisation process of the classification problem, and has been successfully used in previous studies (e.g., [26] ), and extensively studied by machine learning researchers (e.g., [22, 24, 25] ).
The third and fourth experiments were conducted in a semi-supervised way. Thus, a simple random sample of pixels was utilised to collect random pixels throughout the study scene, composed of 1000 pixels. Following the semi-supervised approach, these were then labelled as negative without individual verification [34, 37] . Next, only the class of interest was sampled by an analyst, similar to what happened with the one-class approach. In the third experiment, a BSVM classifier was trained. The kernel function utilised for analysis was the radial-basis, and its parameters (γ, C p , and C n ) were set by trial-and-error ensuring C n < C p , since negative class may contain mislabelled data points. From this analysis, γ = 2, C p = 256, and C n = 0.03125.
In the fourth experiment, the proposed approach was developed. That is, the use of a WSVM classifier trained in a semi-supervised fashion. Here the same sample that was utilised to train the BSVM was also used to train the WSVM. However, differently from the BSVM, with the WSVM, an instance-dependent cost-sensitive approach was implemented to minimise the effect of the mislabeled data points in the learning process. To this end, the following heuristics was applied: negative data points that are spectrally close to known positive training points are likely to be mislabeled, and thus must have to have less impact in the learning process. On the other hand, random points dissimilar to known positive points are likely to be correctly labelled, and thus are important for a correct learning algorithm. Note that the labels of the positive points that were collected manually by the user are considered certain, and thus correct. Negative points, however, which were randomly selected and blindly labelled as negative, may be misclassified. The number of negative training data points that are mislabelled is expected to be small, since the area occupied by the class of interest is also expected to be small (roughly 10% from previous studies; e.g., [62] ).
The function utilised to relate the spectral distance with the nearest positive point was the exponential function in Equation (8):
where w i is the weight of the ith random point and d 2 i is the squared euclidean distance of the ith random point to its nearest positive point in the feature space. The free-parameter σ > 0 is utilised as a smoothing parameter; large values of σ increase the average weight of the points, while small values reduce it. Note that the maximum assigned weight is 1, and the smallest is asymptotically 0. Thus, the misclassification of data points with large weights (close to 1) are more costly that the misclassification of points with less weight (close to 0). In this way, the learning process is informed of which training points are more important to define the decision boundaries. Since it is necessary to assign a weight value to all training data points, the positive points were assigned the maximum weight 1, because these are considered certain and correctly labeled.
Note that this weighting model is not necessarily unique. Indeed, any function assigning distances to the interval of 0 to 1 may be used. However, the exponential function is sufficiently sophisticated to represent the intuitive behaviour of decay, but simple enough to produce results with a minimum of data [66] .
Nevertheless, the purpose of this study is not to determine which weight-assigning functions are the most suitable under given conditions, but rather to show the general effectiveness of the method. Thus, only the exponential function was utilised.
Similar to the SVM, the kernel function that was used was the radial-basis function, and its free-parameters were defined using a 10-fold cross-validation process with the geometric mean as metric. From this analysis, these were set as γ = 2 and C = 512. The values of σ were set by trial-and-error. A range of values were tested ranging from very small (0.01) to large (10); at the end, the best value for σ was 1. All weight values were then normalised using the maximum weight. From this analysis, the weights of the negative data points ranged from 0.001 to 0.86.
All experiments where conducted with LibSVM version 3.21 and LibSVM-weights version 3.20.
Classification Accuracy and Comparison
Classification accuracy was estimated using an independent testing set of 2000 simple random pixels, as it is not practical to ground truth in every pixel of the classified image [5] . An image analyst visually classified each pixel, labelling the point as positive (belonging to high-mangrove) or negative (not belonging to high-mangrove) in the same month and year (February 2015) as the image acquisition, with support of Google Earth and Google Maps. From this analysis, 107 pixels were labeled as positive and 1893 were labeled as negative. The accuracy of each classification was expressed in terms of the proportion of correctly classified testing data points, and also using sensitivity and specificity. Sensitivity is the proportion of positive pixels correctly classified, while specificity is the proportion of negative pixels correctly classified [29] . More concretely, the classification accuracy (a) is obtained by
sensitivity (s) is determined using
and specificity (S) is calculated as
where n is the number of testing points correctly classified, and N is the total number of testing points. n + is the number of positive cases correctly classified, and N + the total number of positive cases in the testing sample. Similarly, n − is the number of negative cases correctly classified and N − the total number of negative cases in the testing sample. Since a single testing set was used for each test site, the statistical significance of the difference in overall accuracy between different classification approaches will be assessed using the McNemar test [67] . The McNemar test is based on a binary contingency table in which pixels are classified as correctly or incorrectly allocated by the two classifiers under comparison. The main diagonal of this table shows the number of pixels on which both classifiers were correct and on which both classifiers were incorrect. The McNemar test, however, focuses on the proportion of pixels where one classifier was correct but the other was incorrect. The analysis will be based upon the evaluation of the 100(1 − α)% confidence interval, where α is the level of significance, for the difference between two accuracy values expressed as proportions (e.g., p 1 and p 2 ) expressed as [68] :
where the term SE is the standard error derived of the difference between the proportions, which can be determined by [68] :
where p 10 the proportion of testing pixels where the first classifier was correct and the second was incorrect, and p 01 the proportion of testing pixels where the first classifier was incorrect and the second was correct. In this way, the statistical assessment of the differences was conducted to determine if these were significantly different or not [67] . To perform this analysis, it is necessary to define the zone of indifference [67] . This is the largest amount of allowable difference that determines if the methods are considered equivalent or non-inferior [69] . In this evaluation, it was assumed that the zone of indifference was 1.00%. Although this value was selected arbitrarily, it ensures that small differences in accuracy are inconsequential [70] . Table 2 summarises the accuracy metrics, overall accuracy, sensitivity, and specificity obtained with each method in the discrimination of high-mangrove land cover class. The difference between the classification accuracies yielded by SVM and WSVM was 0.15% ranging from −0.09% to 0.39% at 95% confidence interval. On the other hand, the difference between the classification accuracies yielded by WSVM and OCSVM was 4.90% ranging from 3.85% to 5.95% at 95% confidence interval. Finally, the difference between the classification accuracies yielded by BSVM and WSVM was −3.00%, ranging from −4.55% to −1.35% at 95% confidence interval.
Results
Discussion
The confidence interval for the difference (Figure 2 ) in accuracy is within the region of indifference (−1%, 1%), and thus provides evidence for the non-inferiority of WSVM. In other words, the statistical analysis shows that the classification accuracy derived from WSVM is non-inferior to that of SVM at the 5% level of significance. However, WSVM was developed without the need to collect training data points in secondary classes, which contrasts with SVM, where all classes present in the study area were incorporated in the training set. Indeed, the sampling effort was similar to that of OCSVM, but the confidence interval is outside and above the region of indifference without intersecting it. This provides evidence for the difference between the classifications at the 5% significance level.
Comparing the two semi-supervised classification methods (BSVM and WSVM), the confidence interval is outside and below the region of indifference without intersecting it. However, the difference is smaller than that with OCSVM. Note that if the region of indifference were increased to (−2%, 2%), the conclusion would not change, since the interval defining the difference between BSVM and WSVM would not cross zero, although there would be an overlapping region. The main difference between BSVM and WSVM is in the way the learning algorithms deal with the negative class. BSVM penalises all points of the negative class in the same amount. The WSVM, on the other hand, particularises the penalisation. This leads WSVM to trust some negative training data points in the same way as a positive training data point and disregard some negative points as blunders.
Particularly informative is the specificity that quantifies how well each method discriminates negative data points. SVM, BSVM, and WSVM yielded specificity accuracies above 90%, while OCSVM yielded a respective value roughly 5% lower. This indicates that OCSVM is committing more pixels of the classes of no interest to the class of interest; that is, the number of false positives is larger in this method. Geometrically, this suggests an over-expansion of the decision boundary of the class of interest in the classification space, leading to more pixels to be allocated to the class of interest, particularly those close to the boundary of the class of interest.
Sensitivity values were also high. In particular, 90.65% for SVM and OCSVM, 86.24% for BSVM, and 89.72% for WSVM. The high value yielded by OCSVM can be explained by the over-extension of the decision boundary, which is extended enough to accommodate a large number of positive testing data points. The lower value yielded by WSVM and BSVM, when compared to SVM, can be a consequence of the way the negative data set was sampled. With the training set used by SVM, all classes present in the study site were sample.
Thus, the classification space outside the class of interest (the negative class) is well characterised in the sense that it contains samples describing all spectral patterns present in the image [71] . In other words, all regions of the negative classification space are represented in the training set. That may not happen with the WSVM and BSVM, where the training data was randomly generated. In other words, some regions of the classification space may not have been sample, and thus the resulted classifier may be committing untrained areas to the class of interest. Indeed, WSVM and BSVM errors occur mostly in forest and shrub class in areas spectrally similar to the class of interest-high-mangrove. Figure 3 shows four excerpts of the maps produced by each method, where frame (a) is the WSVM map, (b) the OCSVM map, (c) the SVM map, and (d) the BSVM map. This shows that OCSVM (frame (b)) is overestimating the extension of the the class of interest (high-mangrove). This can be explained by the fact the OCSVM does not have access to information of the classification space outside the class of interest, and thus, this may lead the learning algorithm to overextend the decision boundary [47] , resulting in the overestimation of the positive class/class of interest. An additional factor may contribute to this result. The parameterisation of the OCSVM is particularly difficult, since the user typically only has information about the positive class, which may lead to oversensitive classifiers [24, 36, 60] . Note however that the purpose of this analysis is not to show that OCSVM underperforms when compared with binary classification approaches. However, these results are in line with previous analysis that made that claim [24, 32] . The BSVM method (frame (d)) underestimates the extension of the class of interest. Indeed, this result is in line with the sensitivity results (Table 2) , where BSVM is the least sensitive method. Frame (a) and frame (c) indicate that the WSVM and SVM induced similar classifications, as also supported by the statistical analysis (Figure 2) . Note that the purpose of this analysis is not to provide support for the claim that the WSVM yields significant accuracy improvements over the SVM, but rather to support that WSVM yields results not inferior to those of SVM requiring much less training effort than the SVM. Indeed, with WSVM, the user needs only to manually sample the class of interest, like with the OCSVM.
Conclusions
This paper proposes and tests a method that aims to reduce the training sampling effort in class-specific mapping. The motivation for the development of this method comes from the fact that although one-class classification requires the user to collect only training data from the class of interest (which represents a great reduction in training effort), these methods may overestimate the class of interest. Typically, if information about the class of interest and the classes of no interest is available, binary classifiers tend to achieve higher classification accuracy. However, these methods require the user to collect training data from classes of no interest. The proposed method combines the sampling effort required by the one-class classifier with the discrimination capability of a binary class using a semi-supervised approach with cost-sensitive learning. The results indicate that although the four methods under analysis achieved high overall classification accuracy, the one-class classification achieved the lowest classification accuracy (88.85%) due to the overestimation of the extension of the class of interest, and the proposed method (93.75%) was non-inferior to the binary classification (93.90%) at the 5% level of significance, requiring however less training effort.
