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With the rising following of football-teams and the increasing amount of money poured into 
the sport, players are raised to higher pedestals of fame than ever before.  
When the highlights from football matches are shown, it is always the attacking players who 
score or assist the goal who receives the recognition while the goalkeeper is left looking 
frustrated and punching the goal-frame.  
 
The European football market is estimated to be worth €28.4 billion in 2018; therefore there 
is no lack of money for the big clubs, but what they are continually chasing is points in the 
league and winning games in cups (Deloitte 2019). This is what football-clubs and players 
live and die for: to get the ball into the opponent's net and stop them from scoring in our 
goal. With this understanding, it is easier to grasp why a team would pay over €200 million 
for a striker, because his main objective is to score goals. And those goals could translate 
into securing that important win in extra time that gives the team the needed points or further 
qualification. But it begs for the question of why the same thing is not right; that the 
goalkeeper's main objective is to make saves not to concede goals, and that those saves will 
prevent the club from dropping those crucial points in the domestic league or save that vital 
penalty in the penalty shoot-out in a big tournament?  
 
The business of collecting event-data in football has recently been very lucrative, and several 
new companies have invested millions of euros in being the provider to gamblers, 
supporters, and football clubs (Biermann 2019). This means that there is a lot of innovation 
that can be leveraged by clubs to identify goalkeepers that will suit the clubs playing style 
and be of the quality searched after. One of the main constraints to this is that in today's 
industry, traditional scouts are doing the majority of the groundwork of identifying talent, 
which leads to biased views and the chance of the goalkeeper not being up to the preferred 
standard. These failed signings are the costliest mistakes clubs make (Biermann 2019). They 
will spend a lot to sign them, and if they fail to perform at the expected level, their market 
value significantly drops, leaving them to sell them for a fraction of what they acquired them 
for. To counter this, key performance indicators (KPIs) are identified, which quantifies the 
goalkeeper's performance in an objective and unbiased way. This will minimize the 
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possibility of signing players who are not at up to the expected standard, which will reduce 
costs for the club. Further, it can reduce the expenditure on scouts, and creating a more 
competitive team can also be the side effects of using such KPIs to identify potential new 
signings.  
 
The remainder of this report is structured as follows. Chapter two contains relevant research 
on the topic of interest and shows the lack of research on the area. In section three, the 
methodology behind the analysis is presented, and in chapter four, the results are displayed. 
Chapter five discusses the results and how they can be interoperated and discusses the future 
impact this might have on the sport. It is all rounded off in chapter six, where the conclusion 





2.0 Literature review   
Ever since Operational Research was used as an approach to aid the military, organisations 
have used it to improve their business processes and optimise their supply chain (Wright 
2009). It occurred to some of them that the same methods could be used for other branches 
of organisations such as sport: "The possibility of applying the scientific method to the 
athletic games does not appear to have received much attention by the operation research 
community" (Mottley 1954).    
By adhering to the framework proposed by Rose (2013), a definition of Sports Analytics is 
recommended as the following: 
Sports Analytics refers to the use of data science and statistics to improve any area of a 
sports team or -organisation, by improving decision making.  
The amount of raw data collected by sports teams around the world has recently skyrocketed, 
and the need to visualise, understand and turn that data into knowledge to act upon has 
become the focus of almost all sports teams (Hughes and Franks 2005; Mackenzie and 
Chusion 2013; Memmert and Raabe 2018). 
 
2.1 Baseball 
It was Michael Lewis' (2003) bestselling book "Moneyball" and the subsequent $120 million 
Hollywood production that made Sports Analytics a colloquial term (Hakes and Sauer 
2006). The book follows the Oakland A's and Billy Beane's journey from a futile team to 
reaching the playoffs of the World Series in America with one of the lowest budgets in the 
league by exploiting market inefficacies (Hakes and Sauer 2006; Baumer and Zimbalist 
2013). This was done by focusing on on-base percentage instead of batting average and 
stolen bases and punts. The rise of sports analytics can best be visualised by the fact that the 
30 MLB clubs today employ more than 250 analysts, where most hold a Ph-D in 
mathematics, statistics, or IT (Biermann 2019). By focusing their player-recruitment and 
sporting-philosophy on these principles, they revolutionised Major League Baseball (MLB), 
and changed the game forever, even if they did not tell the story in the exact manner (Harvard 
Business Review 2012; Lewis 2003; Baumer and Zimbalist 2013).  
Today, however, there is no significant advantage for MLB teams that focus a lot of 
resources on sports analytics specialists, simply because they all do. Every MLB team now 
employs numerous people to crunch the numbers and extract information to find actionable 
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data points. This information will then be passed onto specialist coaches who understand the 
quantitative side of baseball and have a proven record of how to increase the metrics for the 
players and create on-field success for the baseball team (Murphy 2019). Lastly, MLB has 
created its own database with all metrics collected for fans to engage with and has created a 
new value stream with fantasy baseball heavily relying on these statistics (Medium 2019).  
 
2.2 Basketball 
Since the introduction of the three-point field goal in basketball in 1979, it would take almost 
40 years until the revolution started, and the changes have been dubbed "as the most 
influential gerrymander in sports history" (Frazier and Sachare 2004; Goldsberry 2019). By 
adding a new way of scoring points worth 50% more than the former, a new category of 
superstars would be created. Whereas in 2012, the league average was 18.7 attempts in a 
game for three-pointers, in 2017, it was 27 attempts (Merrimack College 2019; Goldsberry 
2019; Bailey et al. 2018). Figure 1 and 2 shows this shift in a succinct fashion from a game 
where the most common shoot-position was scattered mainly inside of the three-point line 
hoop, while in the 2016/2017 season there was a clear tendency for shooters to either shoot 
from as close to the hoop as possible, or from the three-point line.  
  
 




Figure 8 The Most common shot location in the NBA in 2016-2017. Adapted from Goldsberry (2019) 
Goldsberry (2019) explains that the shift started in the early 2000s when the NBA began to 
collect tracking data and event data, meaning it collected "what happened" data and "where 
did it happen" data for all actions in the NBA. In the beginning, it did not affect the game, 
but when people within the Huston Rockets started mapping and visualising where shots 
were taken from, and calculating the average point return on shooting from different 
distances it became clear to them that some regions of the arena were worth than other areas. 
This became the backbone for the Houston Rockets under general manager Daryl Morey 
which is identified as the pioneer for identifying this ineffective in the game and utilising it 
to its fullest by winning the division titles several times in the last decade (Goldsberry 2019). 
This style entails setting up possession plays to free up players in certain areas on the three-
point line and execute the shot with precision or find available space near the hoop for a 
player to receive a pass there. Houston Rockets took this tactic to the extreme when they in 
2017 shot more than 50% of their shots from outside the three-point line (The Athletic 2017). 
This eventually left the fans frustrated and started critiquing the games as boring and 
predictable, even though they were the most winning team in the regular season (Harvard 
Business Review 2018).  
Goldsberry (2019) further explains that one of the most recognisable differences is that the 
players like Dennis Rodman and Shaquille O'Neal would not have reached the levels of fame 
they now hold if they were to play the game today, with different skill sets required to be at 




Football's transformation into a numbers game started when the small British company 
named Prozone was founded in 1995 (Biermann 2019). By placing eight heat-sensitive 
cameras to Pride Park Stadium, home of Derby County FC, they were able to capture each 
player's location every 0.1 seconds and record over 3 000 touches of the ball for each game. 
In 2005 there were eight, and in 2017, 19 out of 20 Premier League clubs using their services 
in an attempt to quantify the game to gain an advantage over their opponents (Biermann 
2019; Medeiros 2017).  
Kuper and Szymanski (2009) found that only 16% of the variation in league position was 
explained by the expenditure on transfers, whereas spending on wages accounted for 92% 
of the variation in league position when they looked at the top two leagues in England. This 
would mean that the more you pay in wages, the higher you will finish in the league, the 
amount of money you pay in transfer fees does not affect. This is only one example of what 
Kuper and Szymanski call "systematic failures", others being scouts recommending blond 
players because they stand out more than the average hair colour of brown and that 
nationalities matter because of previous players from the same nationality performed at a 
high level. 
 
 Since the 2013/14 season, Sportec Solutions has overseen the recording, storing, and 
distributing all data for every single game in the Bundesliga and Bundesliga 2. This 
encompasses 36 teams and 396 games each season were they collect tracking- and event 
data for all players (Sportec Solutions 2020; Memmert and Raabe 2018). This data set is 
shared with all clubs, partners and academics to turn the vast amounts of raw data into useful 
information and knowledge. Further, this collaboration has been a breeding ground for 
academics, mathematicians, statisticians, and several other professions to try to develop 
better variables that might lead to a more in-depth insight into the game.   
 
The data collected by Sportec Solution lead to the development of "dangerousity" as a 
metric. This metric attempts to measure the probability of a goal being scored at every time 
a player has the ball (Link, Lang, and Seidenschwarz 2016; Biermann 2019). This was 
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achieved by dividing the football pitch into 2x2m2 squares with a distance of 34 meters from 
the goal, as shown in Figure 3. 
 
Figure 9 Quantification of Zone by dividing the pitch into 2 x 2 m2 squares. Adapted from Link, Lang, and Seidenschwarz  
(Link, Lang, and Seidenschwarz 2016) 
The green colour represents a low dangerousity, while a red colour represents higher 
dangerousity for the attacking team.  
 This is accomplished by looking at four components: 
1) Zone – describes the danger of a player in possession of the ball in a given square 
2) Control – the extent a player can implement his tactical intention given the control 
of the ball he has 
3) Pressure – represents the ability that the defending team can prevent the player in 
possession of the ball by stopping them from scoring 
4) Density – the chance the player in possession of the ball has to defend their own goal 
if they were to lose possession of the ball in the given square they are located.  
 
In the same framework, other metrics to quantify the game was also proposed, such as:  
• Action value – how much more dangerous a person can make the situation with their 
possession of the ball 
• Dominance – the difference in performance between different teams 
 
Expected goals (xG) were invented by Sam Green (2012) in 2012, working for OptaPro, 
trying to find better metrics to evaluate attacking players by looking at the way goals had 
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been scored previously (Biermann 2019). Based on historical shot data by OptaPro, they 
were able to quantify the probability for a shot being scored depending only on the distance 
from goal and if it was a shot from the ground, a volley, or a header (Gregory 2020). This 
has later proved very useful both for the football teams to more objectively evaluate the 
players and for the spectators and multiples of media outlets including these in their post-
match analysis. This gave the audience a more in-depth look into the game and its decisive 
moments. Tippett (2019) points out that the real value in xG is in the fact that it can identify 
why specific types of passes add the most xG to an attack, and by analysing this data, player 
evaluation can improve. Further, Tippett (2019) and Schoenfeld (2019) points out that this 
might have consequences for the game on a longer scale, by teams creating tactical 
approaches and attacking moves that are built around getting the ball in the right spot to 
maximise xG. The same would also be true for defending, as Williams (2020) argues that 
defending will be conquered by the teams that minimise the other team's xG.  
In later years the xG has been further improved also to include goalkeepers positioning, the 
number of defenders in between the shot and the goal, and to include whether the shot was 
taken by the weaker or stronger foot of the attacker. This makes the xG more accurate data, 
which is essential for any analysis to be conceived as valid, and turn this knowledge into 
actionable insights (Statsbomb 2018b).  
The invention of xG has led to many similar metrics, such as: 
• Expected assists (xA) which looks at the probability of the next pass leading to a shot 
at goal 
• Expected goal chain (xGC) is a metric that involves all the players in the sequence 
of passes leading up to the shot on goal. This can create a pattern of which players 
are included in the building up to a shot on goal, and reveal which players are mostly 




With goalkeepers being the only player on the field allowed to use their hands, this creates 
a different set of skills required for them to master the game and its demands. These demands 
have been studied in detail with the money pouring in from big European clubs partnering 
up with sports scientist professionals to get an edge over their other competitors. A lot of 
research has also been conducted by academics on goalkeepers.  
 9 
A test to determine the physical skills required for a goalkeeper was developed to assess 
diving, jumping, sprint running, and directional changes (Knoop, Fernandez-Fernandez, and 
Ferrauti 2013).  
Strand, Krosshaug and Andersen (2011) examined the situations goalkeepers are most prone 
to injury and identified two situations most injuries occurred. Furthermore, Schmitt, 
Schlitter, and Boesiger (2010) examined the risk for goalkeepers when they were diving, 
and found that goalkeepers who rotated when they landed had a significantly lower risk for 
injury to their hip by doing so.  
According to Otte, Millar, and Hüttermann (2019), it was identified that the football team 
needed to have a goalkeeper coach employed by the team to develop an individual training 
program suited for each goalkeeper and his skillset.  
 
A large pile of research on goalkeepers and penalties has also been created over the years, 
with the standardized nature of a penalty kick being the main reason for this (van der Kamp 
et al. 2018; McMorris and Colenso 1996; Knoop, Fernandez-Fernandez, and Ferrauti 2013; 
Bar-Eli et al. 2007; Bar-Eli and Azar 2009; Savelsbergh et al. 2005; Peiyong and Inomata 
2012). Every single penalty follows the same rules, allowing for research into many 
directions to be generated and in a game filled with chaos and complexity.  
 
When the back-pass rule was amended in 1992 by FIFA, a different way of playing football 
was introduced to goalkeepers. They were no longer able to pick the ball up with their hands 
from a back-pass from a fellow teammate but had to rely on their observational and ball-
handball skills to maintain possession. Ito et al. (2004) noticed that the goalkeeper now has 
a higher amount of passes in games, and the importance of completing these passes 
successfully has significantly increased in recent years. This development has continued 
until this day, by successful coaches such as Maurizio Sarri stating that "the goalkeeper is 
the first attacker" (Mendonca 2018, 146).  
 
This research has created a foundation to create physiologically and mentally strong 
goalkeepers, as well as understanding the new demands the game requires in terms of 
distribution. There is, however, a lack of research on key performance indicators (KPI) for 
goalkeepers. By identifying suitable KPIs for goalkeeper, better quantification of their 
performances can be made, and thus this is the focus of the rest of this literature review.  
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The literature agrees that the commonly used metrics such as save percentage (S%), and 
passing percentage (P%) are not able to accurately predict how well a goalkeeper is 
performing in a game (Gelade 2014; Castellano, Casamichana, and Lago 2012; Link and 
Hoernig 2017; Carling et al. 2014). The main argument is that S% does not consider the 
level of difficulty each shot has but simply aggregates together all shots on target and 
calculates how many percentages of the shots were saved. Furthermore, there is a bias 
against keepers in lower-ranked teams as they will have lower S% than goalkeepers in 
higher-ranked teams by facing a higher number and more difficult shots than the better ones 
(Gelade 2014).  
To find a better metric to look at how goalkeepers are dealing with shots, Statsbomb 
designed Goals Saved Above Average (GSAA). The idea is that the total xG will say how 
many goals "should" be conceded during a game. Over time this will show how many goals 
the goalkeeper "costs" the team and how many goals the goalkeeper has "saved" the team, 
thus creating an actionable metric clubs have been looking for a long time (Tippett 2019).  
This metric uses the updated xG from Statsbomb that includes the goalkeepers positioning 
and the number of players in between the goal and the ball to get the best quality of data and 
thus increases the accuracy of the model (Statsbomb 2018b; 2018a).  
 
Due to the lack of research on the topic of evaluating goalkeepers performance, Schuckers 
(2011) tackled this problem for ice hockey goalkeepers, which is very similar to a 
goalkeepers of football. Schuckers calculated a defensive independent goalie rating (DIGR,) 
which gives every shot an independent difficulty such that each shot can be viewed 
objectively and by summarising for the total shots, the total difficulty, and dividing by the 
number of shots. This gives an independent S% of the difficulty of the shots which can be 
used to rank the goalkeepers by the ability to save shots in ice hockey. This represents one 
KPI for an ice hockey goalkeeper that can be used to measure their value objectively. 
However, the weakness in this model is that it only looks at one metric, the shot-stopping, 
and not any other areas for an ice hockey team.  
 
Oberstone (2010) presented a quantitative look at what separates the best goalkeepers from 
the rest in his article by doing a multiple regression that retroactively identifies the specific 
pitch activities that contributed to increasing the Opta index score. The Opta Index used to 
be a rating system from the six previous games and based on pitch actions for the players, a 
score from 0 to 600 was given (OPTA 2011). The analysis contained 34 metrics, ranging 
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from clean sheets (matches with zero goals conceded), total shots received, and the total 
number of saves. The remaining metrics that significantly affected the regression analysis 
were: Shots outside the box, shots from inside the box, punches, short distribution, clean 
sheets, and goals conceded.  
 
Yam (2019) presents a framework for identifying undervalued goalkeepers by dividing the 
goalkeeper's actions into three categories, and looking at five variables from Statsbomb's 
database: 
1. Shot stopping - GSAA representing the goalkeepers shot-stopping ability and 
Positional Deviation from optimum for the goalkeeper 
2. Crossing - Crosses Claimed Above Average (CCAA) represents how many crosses 
the goalkeeper caught, measured against the average goalkeeper in the same league.  
3. Distribution - Positive outcome (PO), distribution actions into the opponent's half 
that results in a free-kick, throw-in, corner, shot, or throw in for the goalkeepers' 
team. It was also included a variable to look at the difference between a goalkeeper's 
passing length under normal circumstances and when the goalkeeper is under 
pressure.  
 
Even though the article is that it only contains data for one season (2017/2018), it managed 
to identify two goalkeepers who were undervalued; Nick Pope and Dean Henderson. This 
was achieved by identifying that Dean Henderson had similar metrics to a Premier League 
goalkeeper despite even though he was playing in League 1 (third tier in English football) 
at the time. Nick Pope was identified by having the second highest GSAA in the Premier 
League and also in the top 5 for several other variables in Yam's analysis. Both of them are 
today playing regularly in the Premier League and are competing for the Nr. 1 jersey for 
England (Sky Sports 2020; Football365 2020). 
 
The same categorization was created when Statsbomb (2018a) introduced their analysis of 
goalkeeper performance, and high importance was placed on new metrics developed by 
Statsbomb to replace, what Statsbomb views, are outdated metrics that do not measure 
actionable metrics for a goalkeeper.  
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3.0 Methodology  
This is a descriptive study analysing which of the independent variables is most important 
for a goalkeeper to be playing for a club highly ranked in the ELO rating.   
 
3.1 Quantitative analysis  
Regression analysis is chosen because the focus is looking for the relationships between one 
dependent variable and several independent variables. Firstly, several simple regression 
analyses are performed to visualise the data and look for trends in the data. Further, a 
multiple linear regression analysis is run, as it lets us compare the dependent variable to 
many independent variables and try to account for the variation of the independent variables 
in the dependent variable synchronically. It also enables us to make predictions about future 
values for the dependent variable based on values for the independent variable (Uyanık and 
Güler 2013).  
 
3.2 Data collection 
The data collected are composed of Statsbomb's database for all goalkeepers and their 
metrics, Statsbomb were chosen because they are the market leader in data collection in 
football, with higher granularity and twice the event data collected for every game 
(Statsbomb 2020). 
An observation is defined as one goalkeeper playing games for one team in one season. If 
one player is transferred from team X to team Y in the middle of the season, there would be 
an observation for his metrics for the duration he played at team X, and another observation 
with his metrics playing for the other team Y, providing the player meets the other 
requirements for being included in the analysis as well.  A total of 1034 observations, spread 
over 311 teams, were identified in the initial data with 54 different metrics included for each 
player. To measure the relative skill of a team, the Elo rating system is used as an objective 
measurement.  Elo rating is a system created by Arpad Elo in the 1970s and is meant to 
calculate the relative skill for a player/team in a zero-sum game (Elo 1978). Originally it 
was intended to improve the contemporary chess rating system but has later been 
implemented by FIFA to rank the national teams across the globe (FIFA 2018). To collect 
the ELO ratings on the website, clubelo.com was used for its function of checking the ELO 
 13 
rating on any previous date and also for its coverage of European leagues. The ELO is not a 
direct measure of the individual performance of the goalkeeper, but it measures the 
performance of the whole team.  
 
Domestic League  Seasonal coverage ELO coverage 
English 1st and 2nd division 2018/2019 & 2019/2020 Yes 
German 1st and 2nd division 2018/2019 & 2019/2020 Yes 
Spanish 1st and 2nd division  2018/2019 & 2019/2020 Yes 
Italian 1st and 2nd division  1st:2018/2019 & 2019/2020 
2nd 2019/2020 
Yes 
French 1st and 2nd division  2018/2019 & 2019/2020 Yes 
Dutch 1st and 2nd division  2018/2019 & 2019/2020 Not for 2nd  
Norwegian 1st division  2019  Yes 
Belgian 1st division 2018/2019 & 2019/2020 Yes 
Austrian 1st division  2018/2019 & 2019/2020 Yes 
Danish 1st division  2018/2019 & 2019/2020 Yes 
Table 10 Data collection and ELO coverage 
 
It was only data for domestic league games that were collected, as other data was not 
available through the database provided, and it was not possible to obtain ELO ratings for 
the Dutch 2nd division; thus, those players were eliminated (n=82) from the analysis.   
 
3.3 Data Processing 
After collecting the metrics for the observations, a thorough process of selecting the most 
accurate metrics to be included in the analysis for all observations is initiated, and the 







Name Abbreviation Short Description Description 
Y ELO  ELO Rating   
𝐗𝟏 GSAA Goals Saved Above 
Average 
Goals Saved Above Average: Reflects on how 
many goals should be conceded in regards to 
the Post-shot xG faced (Statsbomb 2018b). 
Post-shot xG represents the chance of a goal 
being scored when the trajectory of the ball is 
known, which body part it was struck with, 
and the number of defenders between the 
attacker and the goalkeeper is known. The 
aggregated post-shot xG for the match is 
calculated, and the amount of goals conceded 
is subtracted to give the GSAA.  
𝐗𝟐 GKAP Goalkeeper Aggressive 
Position 
Goalkeeper Aggressive Position: How far from 
the optimal position for facing a shot, the 
goalkeeper is (on average). 
𝐗𝟑 PE Positioning Error On average, how far from the optimal position 
for facing a shot the goalkeeper is. This is 
calculated by an algorithm from Statsbomb for 
every chance (Yam 2019) 
𝐗𝟒 xC xChain Total xG from shots coming from possessions 
a specific player participated in (Biermann 
2019) 
𝐗𝟓 Pass% Pass % The number of passes that were received by a 
teammate calculated a percentage of the total 
number of passes attempted. 
𝐗𝟔 PID% Pass Into danger % Percentage of passes made where the 
recipient was under pressure, or in another 
dangerous scenario. The danger is defined as 
having an opponent within 3 meters when the 
pass is received. Calculated as a percentage of 
the total number of passes made (Biermann 
2019).  
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𝐗𝟕 PIP% Pass Into Pressure % Percentage of Passes made where the 
recipient was under pressure, where pressure 
is defined as having an opponent within 5 
meters when the pass is received. Calculated 
as a percentage of the total number of passes 
made (Biermann 2019). 
𝐗𝟖 GTS Game time per season Number of games played in one season 
𝐗𝟗 PL Pass length Average pass length of completed passes 
𝐗𝟏𝟎 Save % Save % Percentage of on-target shots that were saved 
by the goalkeeper. 
𝐗𝟏𝟏 Height Height Height in cm 
𝐗𝟏𝟐 Height
2 Height2 Height in cm squared 
𝐗𝟏𝟑 Age Age Age 
𝐗𝟏𝟒 Age
2 Age2 Age squared 
𝐗𝟏𝟓 xSv% Expected Save % Expected save percentage, given the PSxG of 
shots faced, how many saves is the goalkeeper 
expected to make. An example could be that if 
there are 12 shots on target during a game 
that gives a total Post-shot xG of four, there 
should be a 75% save rate to concede four 
goals and save eight shots that did not end up 
as a conceded goal.   
𝐗𝟏𝟔 CCAA%  Claims Claimed 
Above Average 
This metric looks at every data point 
labelled as a cross or High ball in the 
Statsbomb dataset if this cross/high ball 
intersects with the 5-yard box at any point 
it marked as a "claimable cross". It then 
looks at how often the goalkeeper claims 
the "claimable crosses", and by looking at a 
large number of goalkeepers, it will find an 
average number of crosses that a 
goalkeeper should come for. Therefore it is 
possible for this metric to asess if a 
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goalkeeper is doing better than the 
average goalkeeper or if he is not doing 
that.  
(Statsbomb 2019) 
Table 11 Variable overview 
To run the regression analysis, Microsoft Excel is used. However, Microsoft Excel only 
allows for a maximum of 16 independent variables so a constraint of  
n ≤ 16 independent variables are introduced.  
 
By using the same categorisation as Yam (2019) and Statsbomb (2018a) used for their 
articles, except adding one more category to account for personal details, a comprehensive 
framework is introduced: 
1. Shot stopping to include the most critical aspect of a goalkeeper's life, to keep the 
ball out of the net. Yam included only 𝑋1 to account for this, but looking at other 
factors as well, such as 𝑋2 to look at a goalkeeper's ability to sweep behind the 
defence which will nullify an attack before it gets the chance to develop into a big 
goal-scoring chance will account for a more substantial portion of the hot stopping 
aspect. Also, the position of the goalkeeper should be included to account for 
instances where the goalkeeper is not in the right place before a shot is fired will 
improve the analysis of a goalkeeper, that's why 𝑋3 is included. Even though it has 
been established by Gelade (2014) and Castellano, Casamichana and Lago (2012) 
that 𝑋10 is an outdated aspect of the game and that does not reflect the quality of the 
saves, only the number of saves, it will still be included in the analysis to further look 
at this variable to see if their conclusion is correct, or that the new and revised 
variable 𝑋15 is a better measurement of this phase of the game. 
2. Crossing. 𝑋16 is included to account for the goalkeeper's ability to deal with crosses. 
With more than 17 crosses per game, it is an essential area for goalkeepers to deal 
with to make it to the top level  
3. To look at these aspects of distributing the ball, the percentage of successful passes, 
passes into danger, passes into pressure, and pass length is included. All of these 
variables are traditional metrics that have been used for a long time but is judged to 
be the best representatives of a goalkeeper's abilities to distribute the ball.  
 17 
4. Personal details such as height and number of games were also included to look at 
these factors. 
 
Appendix 1 includes the full list of metrics that were collected from Statsbomb.  
 
3.4 Data analysis  
Firstly, to ensure that the players who are included in the study are the first-choice 
goalkeeper, or a worthy replacement on the same level so that the ELO rating will reflect 
the relative skill of the goalkeeper, a cut off mark is set at ten games per season. This means 
if a goalkeeper has played less than ten games in a season, their statistical metrics will not 
be included in the study. Ten games represent between 22% and 38% for the selected 
domestic leagues and therefore is a suitable cut off point to eliminate players that have not 
played enough games to generate enough data on their skill level. This step removed 373 
observations from the analysis. If players with less than ten games are included, there will 
be a risk of involving players that played games due to an injury to their first-choice 
goalkeeper or a red card, thus giving game time to a player which generally would not obtain 
game time, which would impair the analysis by generating noise.  
Thereafter, the height for several players was missing, so this was manually looked up on 
the transfermarket.com website, it was however, not possible to find the height for all 
players, so a further 14 observations were eliminated, leaving us with 565 observations to 
investigate further.  
 
3.4.1 Simple Regression analysis 
As the first step in the analysis, several simple regression analyses (SRA) are run to visualise 
the data at hand. Simple regression analysis is defined by Lane (2018, 464) as a statistical 
method used to study the relationship between two variables, with one independent variable 
and one independent variable.  Furthermore, by plotting the results in a Cartesian coordinate 
system, the dependent variable on the Y coordinates and independent variable as X 
coordinates, the "best-fitted line" according to the observations can be found with the 
ordinary least squared method. This method minimises the sum of all the residuals, which is 
the difference from the fitted line and the observation, to create a line that is as close to the 
observations as possible. All "best-fitted lines" will follow the same function: 
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y = α + β𝑥𝑖 + 𝜀𝑖 
 
y = dependent variable 
α = intersection between y − axis and 𝑏𝑒𝑠𝑡 𝑓𝑖𝑡𝑡𝑒𝑑 line 
β𝑥𝑖 = 𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑏𝑒𝑠𝑡 − 𝑓𝑖𝑡𝑡𝑒𝑑 𝑙𝑖𝑛𝑒 𝑓𝑜𝑟 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑖 
𝜀𝑖 =  𝑒𝑟𝑟𝑜𝑟 𝑓𝑜𝑟 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑖 
Equation 4 Simple regression equation 
 
3.4.2 Multiple regression analysis 
As the second step of this analysis a multiple regression (MRA) analysis, which is an 
extension of a simple linear regression, is used to assess the relationship between two or 
more independent variables and a single continuous dependent variable (Lane 2018). The 
equation for the multiple linear regression is: 
?̂? = β0 + β1𝑋1 + β2𝑋2 + ⋯ + β𝑛𝑋𝑛 + 𝜖 
 










 to Bn = regression coefficients X1 to Xn 
𝜖 = 𝑒𝑟𝑟𝑜𝑟 
Equation 5 Multiple regression equation 
 
A multiple regression analysis of the independent variables is used to explain the dependent 
variable and is measured by R2. Each regression coefficient represents the change in ?̂? 
relative to a one-unit change in the respective independent variable, holding all other 
independent variables constant (Lane 2018).  
 
The last step in the regression analysis is to complete the backward elimination in stepwise 
regression. The backward elimination starts with all the variables in the analysis and with 
each step, the variable with the highest P-value is eliminated until all variables have a P-




3.4.3 Multiple regression considerations 
According to Lane (2018) there are two main concerns when performing an MRA: 
• Overfitting. Overfitting occurs when the analysis starts to describe the random error 
in the data and not the relationship between the variables. This is typically done by 
including too many variables in the model, which makes it too complicated for the 
data to find the relationships between dependent and independent variables.  
• Multicollinearity. By adding more independent variables to the analysis, 
relationships between these independent variables are inevitably created. This is a 
problem because one of the most critical elements of MRA is by looking at the effect 
on the dependent variable that a change in one independent variable and holding the 
other independent variables constant. However, if there is a correlation between two 
independent variables, this will not be possible, as the change in one independent 
variable will affect another independent variable. We seek to find an analysis where 
the dependent variable is correlated to all the independent variables, but not that the 






4.1 Simple regression analysis 
Firstly, several simple regression analyses are produced to visualise and better understand 
the data at hand. An example is provided below in Figure 4:  
 
 
Figure 10 Illustration of an SRA with Positional errors as independent variable and ELO rating as the dependent 
variable 
In this illustration, the y-axis represents the ELO ranking, and the x-axis, the ELO ranking 
is on the y-axis characterises the number of positional errors per game for goalkeepers. The 
red line represents the best-fitted line. As demonstrated in Figure 4, there is a clear trend 
between observations of goalkeepers playing in higher-ranked teams in the ELO rating, 
positioning themselves more accurately to shots than goalkeepers playing in lower-ranked 
ELO teams. This explains the downward trend, with goalkeepers in lower-ranked teams in 
the Elo rating making more mistakes regarding their positioning before shots. The regression 
coefficient is -140.31 and the interception point being 1799.23, which means that if the 
goalkeeper were to make one positional error, the ELO ranking would be predicted to be 
1799.23 – 140.31 = 1658.69. The position before a shot for a goalkeeper is essential for his 
probability to save the ball, and thus a considerable increase in their ELO rating should 





Another example can be seen in Figure 5, representing the SRA of GSAA and the ELO 
rating. Again, a clear trend emerges with goalkeepers playing for higher-rated ELO teams 
having a higher GSAA score than goalkeepers playing in lower-ranked ELO teams. This 
time the regression coefficient is 182,49, meaning if the goalkeeper were to improve their 
GSAA with one unit, the predicted ELO would be increased by 182.49. This seems rational, 
as the goalkeepers playing in higher-ranked teams in the ELO rating would save the team 
for more goals compared to players in lower-ranked teams in the ELO rating.  
 
Figure 11 Illustration of an SRA for GSAA and ELO rating 
To better understand the following models, it is essential to understand what these statistical 
metrics mean (Lane 2018). R2 can be interpreted as how much of the variation for the 
dependent variable can be explained by the analysis. It is always between 0 and 100%, where 
100% represents a perfectly straight line identical to the best-fitted line. The standard error 
explains what the average distance from the best-fitted line, and the observed value is for 
the analysis. The P-value is the probability that the same value, or higher, is observed in the 
sample, given that the null hypothesis is true. A lower P-value would indicate more reliable 
evidence against the null hypothesis. For our analysis, a P-value of ≤0.05 is deemed 
significant.    
 















Significant Observations R2 Intersection 
coefficient 
GKAP 10.47 3.005 0.001 Yes 565 0.021 1337.384 
Age 4.47 1.488 0.003 Yes 565 0.016 1408.840 
Age2 0.08 0.026 0.004 Yes 565 0.015 1474.272 
Height 2.8 1.506 0.065 No 565 0.006 1005.692 
Height2 0.01 0.004 0.067 No 565 0.006 1273.297 
GSAA 182.5 33.350 0 Yes 565 0.051 1533.618 
PE -140.31 22.001 0 Yes 565 0.067 1799.270 
xC 670.93 81.788 0 Yes 565 0.107 1432.075 
CCAA% -2.55 2.471 0.302 No 565 0.002 1538.587 
PID % -11.28 1.867 0 Yes 565 0.061 1692.579 
PL -6.07 0.860 0 Yes 565 0.081 1807.617 
P% 4.76 0.593 0 Yes 565 0.103 1225.186 
PIP% 20.84 3.934 0 Yes 565 0.047 1437.184 
GTS 2.08 0.754 0.006 Yes 565 0.013 1485.462 
xSv% 2.53 1.946 0.194 No 565 0.003 1355.101 
S% 5.41 1.018 0 Yes 565 0.048 1151.861 
Table 12 Simple regression analysis overview 
Table 2 indicates that there is a clear tendency for most variables to improve the ELO rating 
if the independent variable is increased with one. However, for variables such as PL, PID%, 
CCAA%, and PE, this is not true, and most variables have P-values that are less than 0.05, 
which are deemed significant.  
 
There is a very low R2 for all of the SRAs, which means that the line best fitted to the 
observations only accounts for < 0.01 of the variability in the model, which indicates that 
there is a high level of variability that is not accounted for in the model.  
 
For our SRAs, the P-value is generally significant, meaning they are < 0.05, except for 
xSv%, CCAA%, height, and height2, with the last two narrowly missing out.  
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4.2 Multiple regression analysis 
The purpose of the multi regression analysis is to identify which of the 16 independent 
variables explains the most variability for the ELO rating and also has a P-value that is 
significant. To do this, all the independent and dependent variables are inserted into an Excel 
workbook, and the analysis is initiated by eliminating the variable that has the highest P-
value and then removing it from the analysis. This is done until all variables are significant. 
The following results were found:  
 
Step R2 Adjusted R2 Standard error Variable 
eliminated 
The P-value for 
eliminated variable 
1 0.298 0.277 130.642 Age 0.861 
2 0.298 0.278 130.527 Height2 0.851 
3 0.298 0.280 130.412 GSAA 0.609 
4 0.297 0.281 130.325 PL 0.264 
5 0.296 0.280 130.354 P% 0.321 
6 0.294 
 
0.280 130.352 CCAA% 0.264 
7 0.290 0.277 130.614 - - 
Table 13 Multiple regression analysis overviews 
 
Step 7 is named "The final model" from hereafter because all P-values are <0.05 from this 
point. For our model, the changes in R2 and adjusted R2 are marginal, which indicates that 
the model has neither been strengthened nor weakened by eliminating the six variables from 
the model.  
The variables that remain significant are: 
 
Variable name Regression 
coefficient 
 
P-value Standard error 
Interception point 959.013 0.001 290.754 
Age2 0.099 0 0.023 
GKAP 8.915 0.003 2.952 
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PID% -8.056 0 1.815 
Save% 4.675 0 1.130 
Height 3.254 0.014 1.314 
PIP% 12.138 0.001 3.679 
PE -140.348 0 20.834 
90s Played 1.922 0.004 0.661 
xSv% -5.648 0.007 2.081 
xC 383.532 0 87.213 
Table 14 Multiple regression analysis variable overviews 
With the regression coefficients now known, the predicted ELO can be calculated with the 
following equation: 
 
Ŷ = 959.013 + 0.099X14 + 8.915X2 − 8.056X6 + 4.675X10 + 3.254X11 + 12.138X7
− 140.348X3 + 1.922X8 − 5.648X15 + 383.532X4   
Equation 6 Predicted dependent variable equation 
A diagram visualising the predicted ELO and the actual ELO can be useful to see how 
accurate the model is. The red line represents an increase in one unit on each axis.  
 
 























Bring (1994) note the importance of standardised regression coefficients to be able to 
determine the relative importance of the variables. This is achieved by standardising all 
values from the final model, except the ELO rating in the MRA by the following equation: 
 
𝑍𝑖𝑘 =
𝑥𝑖𝑘  −  𝜇𝑖  
𝜎𝑖
   
 
𝑥𝑖𝑘 = 𝑣𝑎𝑙𝑢𝑒 𝑓𝑜𝑟 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑖 𝑎𝑛𝑑 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛 𝑘 
𝜇𝑖 =  𝑚𝑒𝑎𝑛 𝑜𝑓 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑖 
𝜎𝑖 = 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑖𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑓𝑜𝑟 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑖 
Equation 7 Standardising equation 
A full list of the mean and standard deviations for the variables is included in Appendix 2.  
By running the same MRA as is in the final model for the standardized regression 
coefficients, the following result is found: 
 
R Square 0.290 
Adjusted R Square 0.277 
Standard Error 130.614  
Observations 565 
Table 15 Standardised MRA overview 
Name Coefficients Standard Error P-value 
Intercept 1534.009 5.495 0 
Norm Age2 24.584 5.609 0 
Norm GKAP 19.013 6.295 0.003 
Norm PID -27.087 6.102 0 
Norm Save% 29.026 7.018 0 
Norm Height 13.952 5.636 0.014 
Norm PIP 19.510 5.914 0.001 
Norm PE -39.909 5.924 0 
Norm 90s 16.403 5.637 0.004 
Norm xS% -18.776 6.917 0.007 
Norm xC 28.712 6.529 0 
Table 16 Standardised variable overview 
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 As expected, when running a standardised version of the final model, the P-value and 
standard error for the entire model is unchanged, R2 and adjusted R2 remains the same 
because the model has only been standardised, not changed. The reason these standardised 
regression coefficients are useful is that they are all in one unit, namely standard deviations 
away from the mean and not in games played, years or cm (Courville and Thompson 2001). 
When all variables are on the same scale, they are comparable, and it is possible to more 
reasonably compare the regression coefficients as the relevant impact of each of the variables 
on the dependent variable. The standardised regression coefficients can be interpreted as 
"given a one-unit change in 𝑍𝑖 how much ?̂? 𝑤𝑖𝑙𝑙 𝑐ℎ𝑎𝑛𝑔𝑒" (Newman and Browner 1991).    
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5.0 Discussion 
5.1 Simple regression analysis 
The R2 values are spread out on the lower end of the scale, with the max being xC with 0.107 
and the smallest being xSv% 0.002. This means that the independent variable explains 
between 0.2% and 10.7% of the variability of the dependent variable. The P-values are 
significant for all variables except for xSv%, CCAA%, height, and height2.  
The analysis indicates the following form the regression coefficients:  
• Highly ranked ELO teams tend to have taller, older, and goalkeepers that coming 
further out to claim the ball (GKAP), but do not catch more crosses than the league 
average (CCAA%).  
• It also indicates that short passes (PL) to a teammate (P%) that is at least five meters 
away from an opponent (PIP) will increase the ELO rating of the team.  
• Lastly, it implies that goalkeepers who save more shots than is expected of them 
(GSAA), a higher save percentage and expected save percentage also will increase 
the ELO rating of the team, while positional errors tend to lead to a lower ELO rating.  
 
All these variables make logical sense, except for the CCAA%. For this variable, the 
coefficient says that to increase the ELO rating of the team, the goalkeeper tends to claim 
fewer crosses than the league average, contradicting what is one of the goalkeeper's most 
important jobs for goalkeepers, namely catching crosses. It is important to note that CCAA% 
has the highest P-value at 0.302, meaning it is far from significant and that the null 
hypothesis is most likely true, indicating that there is no relationship between the dependent 
and independent variables. The R2 is also the lowest of all variables in the SRA at 0.002, so 
only a fraction of the variability for the dependent variable can be attributed to changes in 
the independent variable.  
The P-value of xSv% is also very high at 0.193 and has a meagre R2 score of 0.003; this 
shows that this variable also might have a true null hypothesis, which means that there is no 
relationship between the dependent and independent variable.  
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5.2 Multiple regression analysis 
5.2.1 Predicted and actual ELO ratings  
The first thing to note about the MRA is that Figure 6 would indicate that our analysis seems 
to overestimate the ELO rating of teams with a low ELO rating. This can be found by looking 
at Figure 6 and noticing the high amount of observations that is located above the red line 
for a low actual ELO rating, and the number of players being below the red line growing as 
the ELO rating increases. If the model was perfectly calibrated, there would be minimal 
deviations from the red line for actual and predicted ELO ratings. The smallest deviations 
from the red line are located to be in the middle of the graph, meaning that the model is best 
at identifying the observations with an average Elo rating. What seems to happen in the 
analysis is that there are both highly and lowly ranked ELO teams, which include 
goalkeepers with high and low variables values and that the regression analysis is not able 
to differentiate between them. This explains why the lowest predicted value is 1300, and the 
highest is 1700, whereas the actual ELO is ranging between 1200 and 2000.  
 
5.2.2 Independent variables 
After completing the backward elimination process, ten variables remained that had a P-
value smaller than 0.05. The R2 only marginally changed from the first step to the final 
model, while the adjusted R2 remained unchanged. The standard error was also consistent 
throughout the process. When all values from the final model have been standardised, the 
regression coefficients and standard deviations are similar in absolute terms, and the R2, P-
values, and the standard deviations for the entire model are unchanged from the final model.     
 
By looking at Table 5, it is not easy to interpret which variables are the most important. 
However, Table 7 tackles this problem because all variables use standard deviations as their 
unit, making it more coherent. The standardized regression coefficients can be interpreted 
as a change of one standard deviation to an independent variable, and the ELO rating will 
increase/decrease with the value of the coefficient. Because all values for the standardized 
regression coefficients (SRCs) are within a range from 13.9 and 39.9 units, in absolute terms, 
the outcome is very similar for all independent variables. Therefore, we have identified 10 
KPIs for goalkeepers playing on good teams, namely all variables form the final model. 
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It is noteworthy that almost all the new metrics invented by Statsbomb, namely GSAA and 
CCAA%, were eliminated in the process, contradicting Yam's (2019) research. This means 
that the independent variables do not contribute to explaining more of the variability of the 
dependent variable than the other independent variables already do.  
 
Based on predictions from the final model, the following areas are important for a goalkeeper 
and the teams ELO rating:  
• Older, taller, and more experienced goalkeepers that are sweeping behind their 
defence (GKAP) tend to increase the ELO rating for the team.  
• Short passes to teammates that are at least 5 meters away from an opponent is 
preferred. To take part in a possession series that leads to a shot on target is also 
estimated by the MRA to increase the ELO rating of the team.  
• A high S% would contribute to a higher ELO taring, but the opposite is predicted by 
the MRA for xSv%.  
 
Age, height2, and GKAP are variables that have positive coefficients, meaning that the older, 
taller, and more aggressive the goalkeeper is, it is estimated that the ELO rating will increase. 
However, this only makes partial logical sense. If a goalkeeper is more towering, he will 
also have a more extensive shot-stopping ability. Still, if a goalkeeper is too tall, he will also 
struggle to dive quickly down to save shots near his feet and lose some speed and agility due 
to his long limbs and heavier weight. Both these factors are essential for a goalkeeper to 
perform at the highest level and contradict the regression coefficients, which indicates that 
a taller goalkeeper will lead to a higher ELO rating for the team. It is important to note that 
the Age variable was eliminated from the MRA, but the Age2 was included. The difference 
between the Age variable and the Age2 is that the Age2 will put a lot more emphasis on older 
goalkeepers as their variable value will be squared. 
What seems likely is that a minimum height is required to be able to catch crosses, have 
adequate shot-stopping abilities and that at a certain height, if not it can become a hindrance. 
The same is most likely true for age, as it would be challenging for a goalkeeper to play at a 
top European club at the age of 48, and at the age of 16. This is because to develop as a 
goalkeeper, and it is necessary to gain experience and learn from mistakes by playing games. 
Over time the young goalkeepers will gain knowledge and understanding about the game 
and also reach his peak performance age. For older goalkeepers, they will lose their physical 
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performance, and their recovery time would increase, meaning they would struggle to play 
and train as much as is required. Lastly, if a goalkeeper is coming further out of his goal to 
claim through balls and sweep behind the defence, it will improve his value and his 
contribution to the team. There is, however, a fine line between success and failure, as a lot 
of attributes are necessary to do so. Both speed and agility to get to the ball first, 
understanding of the developing attack, and the movements of the opponents and bravery to 
go into though challenges with the opponent are required. But if the goalkeeper is starting 
too far out of his goal to claim through balls, it leaves him open shots from far out that can 
go over him and into the goal. Therefore, it is not possible for the goalkeeper to have an 
extremely high GKAP score, as he cannot be as far forward as his defenders. Just like age 
and height2, it beneficial to have a goalkeeper that is sweeping behind the defence, but not a 
goalkeeper that is so aggressive that the opposition can be score past him or attempt to claim 
passes that are not possible to come for.  
 
If the goalkeeper were to try to improve his xC, to increase the ELO score of his team, it 
would be challenging. This is because the circumstances dependent on the team's 
performance after the goalkeeper has distributed the ball. If a goalkeeper were to pass 4 
meters to a central defender, and then the team creates a fantastic passing sequence, it is not 
necessary the pass of the goalkeeper that was the defining piece. It can, however, be that the 
goalkeeper kicks the ball to the striker with a finely timed pass, which leads to the shot on 
target to lift his xC score. If the goalkeeper is playing on a team consisting of players who 
are incredibly skilled the xC score of the goalkeeper would most likely be inflated due to the 
abilities of the other players, casting a shade on the relevance of the xC variables abilities to 
describe a goalkeepers ability to distribute the ball.  
 
Lastly, the final model found that if passes were to be made to a teammate within three 
meters, the ELO rating would be predicted to decrease, This is most likely to do with the 
time a teammate has the ball before he is pressed by an opponent, as it is much harder to 




5.2.3 Multi regression considerations 
To avoid overfitting the model, a backward elimination process is executed in the multi 
regression analysis with a cut-off point at 0.05 for the P-value. This means that only 
significant variables are left in the analysis to counter overfitting.     
 
To check for multicollinearity, a correlation matrix was created for the final model:  
 
  Age2 GKAP PID% S% Height PIP% PE 90s 
Played 
xSv% xC 
Age2 1 -0.088 0.027 0.043 -0.163 -0.006 0.034 0.027 0.050 -0.021 
GKAP -0.088 1 -0.146 -0.087 0.060 0.036 0.259 0.011 -0.065 0.397 
PID% 0.027 -0.146 1 -0.138 0.069 0.122 0.126 0.091 -0.187 -0.280 
S% 0.043 -0.087 -0.138 1 -0.066 0.083 -0.170 0.114 0.591 0.110 
Height -0.163 0.060 0.069 -0.066 1 0.073 -0.037 -0.032 -0.055 0.045 
PIP% -0.006 0.036 0.122 0.083 0.073 1 -0.096 0.123 -0.022 0.246 
PE 0.034 0.259 0.126 -0.170 -0.037 -0.096 1 0.078 -0.111 0.055 
90s 
Played 
0.027 0.011 0.091 0.114 -0.032 0.123 0.078 1 0.056 0.064 
xSv% 0.050 -0.065 -0.187 0.591 -0.055 -0.022 -0.111 0.056 1 0.029 
xC -0.021 0.397 -0.280 0.110 0.045 0.246 0.055 0.064 0.029 1 
Table 17 Correlation matrix for the final model 
 
A correlation analysis is often done to determine if a relationship exists between two 
variables and how strong this association might be (Taylor 1990). The result is then 
visualised in a correlation matrix containing all independent variables. The correlation 
coefficient is often represented as the variable r and can take a range of values between -1 
and 1. An r score of 1 would give a perfectly straight line going upwards to the right, and an 
r score of -1 would create a straight line going downwards to the right if visualised. In 
absolute terms, a low correlation would give an r score of ≤0.35, a moderate correlation 
would have an r score between 0.36 and 0.67, and a high correlation would be an r score 
over 0.67 (Taylor 1990).  
For Table 8, there is a low correlation, except xC-GKAP and S%-xSv%, which has a 
moderate correlation. It makes intuitive sense that the S% and xSv% are correlated, as they 
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very much calculate the same score. A closer look at how the regression coefficients for S% 
and xSv% developed through step one to six in the MRA is needed to determine if these are 
correlated. 
 






Step 1 -8.298 7.388 Age 
Step 2 -8.298 7.381 Height2 
Step 3 -8.284 7.364 GSAA 
Step 4 -5.820 4.942 PL 
Step 5 -6.007 4.861 P% 
Step 6 -5.854 4.916 CCAA% 
Step 7 -5.648 4.675  
 
Table 18 Regression coefficient development for S% and xSv% in the MRA 
Table 9 shows that the regression coefficients did not change their sign and was only altered 
in a minor way. The most significant change was provoked when GSAA was eliminated 
from the analysis. Further analysis is needed to understand the relationship between xSv% 
and S%, so two separate MRA are run: one without xSv% and one without S% to look at 
how the analysis would be without them being included. A full overview of these MRAs can 
be found in Appendix 3. When xSv% is not included in the analysis, S% is eliminated in 
step 1, and when S% is not included in the analysis, the xSv% is removed in step 4. For both 
examples, the R2 of the final model is marginally higher than both of the alternative MRAs. 
Both these facts lead us to believe that multicollinearity does not affect the analysis in any 
meaningful way.  
 
It also seems that xSv% is explaining a lot of the same variability for the dependent variable 
that GSAA does. This is probably because they are both built on post-shot xG and will, 
therefore, have the same underlying tendencies. When xSv% is not included in the MRA, 
the GSAA remains a significant variable, as shown in Appendix 3. 
Because xSv% is built on post-shot xG, there is nothing the goalkeeper can do about 
changing this, but it is more up to the defence to lower shots on target, which in turn would 
reduce the xSv%. This is different from S%, which only depends on the number of saves the 
goalkeeper makes out of the total amount of shots, which is something the goalkeeper can 
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do something about. Therefore, to interpret the negative xSv% regression coefficient, it 
should be viewed as the fewer shots that produce xG against the goalkeeper, the better for 
the team.  
 
5.3 Future research 
As discussed earlier, there have been identified ten KPIs that are the most important 
variables for the goalkeepers to improve the team's ELO. Roughly half of the KPIs are 
traditional metrics (Age2, Height, S%, 90s played) that have been used for a long time, but 
the rest are more recent innovations. It is positive that the newly innovated metrics are 
included in the Final Model, as they remain significant. They do however, only account for 
the 29% of the variability of the ELO rating for the team, which means that further 
innovation is needed to explain more of the variability and therefore improve the reliability 
of the analysis. To accomplish this, innovation from the sports analytics companies is 
required in order to create even better metrics than the one we have today. Based on 
conclusions from this analysis, clubs are still overvaluing taller and older goalkeepers, a new 
focus for them should be on metrics that evaluate their shot-stopping based on the difficulty 
of the shot, such as post-shot xG, metrics that quantify their ability to claim crosses and 
distribution. To do this, however, new metrics needs to be invented or further developed to 
encompass the crossing and shot-stopping aspect of goalkeeping in a better way than is 
available today.  
Potential for innovation regarding the CCAA% is a good foundation but needs to be 
developed further to be more accurate and also to incorporate the starting position of the 
goalkeeper before the cross is taken. In the same way that the positioning before a shot is 
taken is essential for the goalkeeper's ability to save the shot stop, the positioning before a 
cross is just as important. For shot-stopping, GSAA is another way of improving the metric 
is by including whether or not the goalkeepers have contact with the ground when the shot 
is taken. This would be represented as a binary metric and would improve it because the 
goalkeeper needs contact with the ground to dive to the side. A lot of goalkeepers in today's 
game do not have their feet on the ground when the shot is taken, meaning it takes longer 
for them to be able to react to the shot. This might increase the goalkeeper's time to react 
where the shot is coming, which might again lead to a higher probability of saving the shot.   
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By further developing the dangerousity metric developed by Link (2016) to quantify better 
the distribution aspect football will lead to a better understanding of which goalkeeper is 
better equipped to distribute the ball in a fashion that is beneficial for the team.   
One aspect that, most likely, it will not be able to quantify is the goalkeeper's ability to 
communicate. This is a crucial skill that a lot of goalkeepers lack in, which has consequences 
for the team's performance. By having excellent communication skills, the goalkeeper can 
prevent shots before they are taken by getting teammates in the right position so that they 
can block or tackle the attacker before he is able to shoot. This is an intrinsic ability that 
advances in technology most likely will not be able to measure accurately, but an 
understanding of that this skill essential for a goalkeeper is nevertheless necessary for 
practitioners.  
Currently, there are two paths being explored by football analytics:  
• Closed research – where knowledge is developed by a club and is kept in-house to 
develop a competitive edge over the rest (New York Times 2019). This is done 
because clubs are investing heavily in this field and do not want to share their insights 
with competitors in fear of being copied and surpassed. 
• Open research – Clubs, academics, and private organizations group together their 
forces to develop new knowledge and publish this for others to read and develop 
further (Evans et al. 2019). This has been the way knowledge has been created for 
decades by building on what has been done previously and increasing the 
understanding of new fields of research in a transparent way.  
 
With the competitive nature of football clubs, this trend will undoubtedly continue, but to 
tackle a challenge like quantifying football in a meaningful and useful way, cooperation and 
knowledge-sharing are needed, maybe not directly between clubs, but between academics, 
conferences and companies.   
 
Another factor in deepening the knowledge of the quantitative side of football is by hiring 
more sporting directors, who oversee all footballing operations in a football club. The 
importance of a sporting director is highlighted by Parnell et al. (2018), which notes that by 
consolidating all responsibilities for the different departments within a football club, a 
holistic and long-term plan can be created. This plan will surpass any single manager leading 
the first team, and in this way, continuity and longevity can be given to a sports analytics 
department. In the current climate, absolute power is given to the manager of a team, and 
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the identity of the club can often be sacrificed to mould around the manager's footballing 
principles. By having a sporting director, a reliable and durable plan can be devised for 
football clubs, compared to today's situation of sacking the manager every ten months and 
starting from scratch again, but also assign more influence over the transfer policy for a club 
(Biermann 2019).  
 
As noted by both Bierman (2019) and Knutson (2020), the success of analytical movements 
does not depend on being able to confirm already established doctrines to gain the approval 
of the footballing environment. It depends on finding small and meaningful advantages and 
adding these together to leverage them effectively. It is only then that an analytical 





In this report, 16 variables were included in a multi regression analysis, and in the end, ten 
key performance indicators remained significant. The KPIs explained 29% of the variability 
of the ELO rating the goalkeeper is playing for, where 4/10 were traditional metrics, and 
6/10 were newly invented, which gives us an even split between them. There is still a lot of 
variability that needs to be explained by the independent variables to make this analysis 
usable by commercial entities. However, it has identified a clear trend between the ELO 
rating and the KPIs. The analysis also highlighted the importance of new innovations in the 
search for better ways to quantify football. This could be accomplished by either improving 
the existing metrics or finding new ways to break down the game into pieces that can be 
quantified in a better way than is done today. This can result in reduced costs for the club 
because less expenditure will be lost on players that do not live up the expectations of them 
and on wage and travel costs related to the club's scouting network.  
 
In a business always chasing short term fixes, a longer planning horizon needs to be 
implemented for stability, consistency, and longevity. By having a sporting director that is 
in charge of footballing operations, the influence in the transfer philosophy of the sporting 
analytics department can be increased and over time, the impact can spread to other areas 
such as hiring managers and coaches, as well as players.  
For this to be a reality though, innovations from the sports analytics community are needed 
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Metric Name Short Description Description 
𝑴𝟏 Age The age of the player in years 
𝑴𝟐 Height The height of the player in cm 
𝑴𝟑 OP Passes Average passing completion % allowed by the 
opponent 
𝑴𝟒 Pass% Proportion of Passes made that were completed 
successfully  
𝑴𝟓 Long Balls The average number of long balls, longer than 30 
meters, per game 
𝑴𝟔 L/R Footedness% Aggregate the total number of passes with the 
left foot and with the right foot, divide the 
smallest amount by the biggest. A higher 
number would indicate more two footedness 
𝑴𝟕 Long Ball% The amount, in percentage, long balls account 
for in all passes attempted 
𝑴𝟖 Pr. Long Balls Number of long passes to a player who is under 
pressure (pressure is defined as an opponent 
within 5 meters when receiving the ball) 
𝑴𝟗 UPr. Long Balls Number of long passes when the goalkeeper is 
under pressure 
𝑴𝟏𝟎 Passes Pressured% The proportion of passes that is passed to a 
teammate which has a defender within 5 meters  
𝑴𝟏𝟏 Pr. Pass% Proportion of Passes made that were completed 
successfully, while under pressure 
𝑴𝟏𝟐 Pr. Pass% Dif. Subtract the Pr Pass% from the Pass%, and find 
the difference between regular passes, and 
passes completed under pressure 
𝑴𝟏𝟑 Deep Progressions Passes, dribbles and carries into the opposition 
final third per game 
𝑴𝟏𝟒 xGBuildup The total xG of possession a player was involved 
in an outside shot or assist 
𝑴𝟏𝟓 xGChain Total xG from shots coming from your 
possession 
𝑴𝟏𝟔 Carries Amount of meters the ball was carried forward 
during a game 
𝑴𝟏𝟕 Carry% In percentage, how successful (lose/keep 
possession of the ball) the carries were 
𝑴𝟏𝟖 Carry Length The average distance the ball was carried 
forward each time 
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𝑴𝟏𝟗 OP F3 Passes Passes into the opponents final third 
𝑴𝟐𝟎 PintoB Number of passes into the opponent's box 
𝑴𝟐𝟏 OP Passes Into Box Number of passes by the opposition into our box 
𝑴𝟐𝟐 SP PintoB  No adequate definition was found for this 
variable 
𝑴𝟐𝟑 Passes Inside Box Passes inside the opponent's box to another 
teammate 
𝑴𝟐𝟒 Touches In Box Number of touches inside the opponent's box 
𝑴𝟐𝟓 PinTin  No adequate definition was found for this 
variable 
𝑴𝟐𝟔 Through balls A pass splitting the opponent's defence for a 
teammate that has a shot 
𝑴𝟐𝟕 Box Cross% The amount, in percentage, of crosses, account 
for the total amount of passes 
𝑴𝟐𝟖 Successful Crosses How many of the crosses a player took reached a 
teammate 
𝑴𝟐𝟗 Crossing% How many, in percentage, of the crosses reached 
a teammate 
𝑴𝟑𝟎 Pass Length The average length of passes, in maters 
𝑴𝟑𝟏 Pr. Pass Length The average length of passes under pressure, in 
meter 
𝑴𝟑𝟐 Pass Length Ratio The ratio between regular passes, and passes 
under pressure 
𝑴𝟑𝟑 Pr. Pass Length% In percentages, how long are the passes under 
pressure compared to regular passes 
𝑴𝟑𝟒 Pr. Pass Length Dif. The difference between passes under pressure, 
and regular passes 
𝑴𝟑𝟓 Succ. Pass Length The average length of passes that reached a 
teammate 
𝑴𝟑𝟔 Succ.Pr. Pass Length The average length of passes that reached a 
teammate, when the passer was under pressure 
𝑴𝟑𝟕 Goals Conceded Number of goals conceded 
𝑴𝟑𝟖 PSxG Faced Post Shot xG: Total number of xG face from shots 
on target 
𝑴𝟑𝟗 GSAA Goals Saved Above Average: Reflects how many 
goals should be conceded in regards to the Post-
shot xG faced 
𝑴𝟒𝟎 Save% The number of shots on target divided by how 
many saves a goalkeeper made 
𝑴𝟒𝟏 xSv% Expected save percentage, given the PSxG of shots 
faced, how many saves is the goalkeeper expected to 
make. 
𝑴𝟒𝟐 Shot Stopping% Expected save percentage, given the PSxG of 
shots faced - calculated as the PSxG/Saves 
𝑴𝟒𝟑 xG Faced Total xG from all shots, including those off-target 
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𝑴𝟒𝟒 Shots Faced Number of on-target shots faced 
𝑴𝟒𝟓 Shots Faced OT % The percentage of shots faced by the goalkeeper 
that were on-target 
𝑴𝟒𝟔 All Shots Faced Number of shots faced, including those off-
target 
𝑴𝟒𝟕 Positioning Error How far away from the optimal position for 
facing shots a goalkeeper were, on average 
𝑴𝟒𝟖 GK Aggressive Dist. How far from the goal a keeper is coming 
forward to perform defensive actions 
𝑴𝟒𝟗 Claims% Claims Claimed Above Average reflects how 
many crosses the GK should have claimed 




𝑴𝟓𝟎 Pass into Danger% Passes reaching 15 meters within the opponent's 
goal  
𝑴𝟓𝟏 Pass into Pressure% Percentage of Passes made where the recipient 
was under pressure 
𝑴𝟓𝟐 Positive Outcome Number of times a player is involved in a 
sequence that soon results in a positive 
outcome, such as throw in opponents final third, 
shot on/off target, corner or free-kick on final 
third 
𝑴𝟓𝟑 Positive Outcome% How frequently a player is involved in a positive 
outcome, expressed as a percentage of the total 
positive outcome score a team achieves while 





Standard deviation and mean for independent variables in MRA for standardized variables.  
Name 𝝁 𝝈 
Age2 801.433 249.230 
GKAP 18.789 2.132 
PID% 14.053 3.362 
Save% 70.681 6.208 
Height 189.281 4.287 
PIP % 4.646 1.607 
PE 1.890 0.284 
90s Played 23.345 8.532 
xSv% 70.637 3.324 






MRA without xSv% included as a variable: 
Step R2 The standard 






Step 1 0.294 130.8  S% 0.929 
Step 2 0.294 130.7 Height2 0.871 
Step 3 0.294 130.5 Age2 0.865 
Step 4 0.294 130.4 PL 0.248 
Step 5 0.293 130.5 P% 0.34 
Step 6 0.292 130.4 CCAA% 0.06 




MRA without S% included as a variable: 
Step R2 The standard 






Step 1 0.295 130.7  Height2 0.874 
Step 2 0.295 130.6 Age 0.87 
Step 3 0.295 130.5 xSv% 0.649 
Step 4 0.294 130.4 PL 0.238 
Step 5 0.293 130.5 P% 0.34 
Step 6 0.291 130.5 CCAA% 0.07 
Step 7 0.287 130.3 
 
 
 
 
 
