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Dear editor,
We present a new algorithm to search for effective
disturbance vectors with a complexity of 238 based
on the following two properties of disturbance vec-
tors. One property is the weight correlation be-
tween the first 16-step disturbance vectors and the
60-step disturbance vectors. The other property
requires all the differences of the active bit posi-
tions of the first 16-step disturbance vectors to be
less than 3 if the weight of the 60-step disturbance
vectors is less than 35. This algorithm is not only
able to retrieve all known disturbance vectors, but
can also identify all 60-step disturbance vectors
of which the weight is less than 35. Significantly,
some of the identified disturbance vectors belong
to neither Type-I nor Type-II [1], i.e., the cate-
gories of known disturbance vectors.
The attack complexity of the modular differen-
tial attack [2, 3] mainly depends on whether the
properties of the disturbance vector and the differ-
ential path are effective. Thus, searching for and
identifying an effective disturbance vector is a pre-
condition to constructing a good differential path.
At present, many heuristic cost functions [4–6]
have been proposed to evaluate the disturbance
vector, where the weight of the last 60-step words
of the disturbance vector is viewed as the basic
evaluation criterion. However, the identification
of all the lower weight 60-step disturbance vectors
in the whole search space with a size of 2512 is
difficult.
A new algorithm, which is capable of identifying
all optimal disturbance vectors, is presented. The
main difficulty is to determine how to diminish the
searching space. This problem was overcome by
designing an algorithm consisting of four steps to
reduce the searching space gradually. The first and
second steps provide two necessary conditions to
search the disturbance. The third step serves to
exclude any impossible weight distribution of the
initial messages. The last step is to determine the
active bit distribution. In this way, all 60-step dis-
turbance vectors with a weight less than 35 can
be identified. The weight of the last 60-step words
is an important factor to evaluate the disturbance
vector. Thus, the optimum cannot possibly exist
in the residual search space.
Definition 1 (Initial disturbance vector). The
first 16 words w0, w1, . . . , w15 of the disturbance
vectors are termed the initial messages.
Definition 2 (The weight distribution).
The weight of each of the initial messages,
h(w0), h(w1), . . . , h(w15), is termed the weight dis-
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tribution of the initial messages.
Definition 3 (The active bit and the active bit
position). The non-zero bit of the disturbance
vector is termed the active bit, and the position
of the active bit is termed the active bit position.
Definition 4 (The active bit distribution). If all
active bits of the initial messages are determined,
then these determined active bits are termed the
active bit distribution of the initial messages.
Definition 5 (Tracking equation). The relation
expression between wbk and the initial messages
are determined by message expansion, and the ex-
pression set is termed the tracking equation set.
Each item in the set is termed a tracking equa-
tion, where wbk denotes the b-th bit of wk, and
16 6 k 6 59, 0 6 b 6 31.
First step. This step is intended to prove by
way of computation that h(wi) 6 3 is a necessary
condition to search for disturbance vectors with a
weight less than 35. Hence, the maximum weight
of the initial messages satisfies h(wi) 6 3, where
0 6 i 6 15.
Each 60-step disturbance vector is viewed as a
matrix that is denoted by W , consists of 60 rows,
and has a length of 32. Let Cl denote the l
th
column of W and let Cl[t]
t=59
t=0 denote the value
of Cl.
Lemma 1. If matrix W is a non-zero matrix
W 6= 0 and the weight of W is less than 35, then
it has at least one zero column.
Based on Lemma 1, Theorem 1 can be attained.
Theorem 1. For each initial message, if h(wi) >
3, then the weight of the 60-step disturbance vec-
tor must be more than 34.
Second step. The purpose of this step is to deter-
mine the upper bound of the weight of the initial
messages in three ways: parity calculation, using
a formula to calculate the weight, and by applying
Theorem 2.
First, the parity calculation, which is used
to demonstrate how to estimate the weight of
a 60-step disturbance vector by employing a
tracking equation, is discussed. Let nki de-
note the frequency of wi in the tracking equa-
tion of wk. Apparently, the prerequisite of
h(wk) = 0 is
∑15
i=0 h(wi)n
k
i = 0. Hence, if∑15
i=0 h(wi)n
k
i is even, then let h(wk) = 0; other-
wise, h(wk) = 1. Therefore, the estimated weight
is
∑59
k=16
∑15
i=0 h(wi)n
k
i . However, the use of the
parity calculation to estimate the weight of the dis-
turbance vectors is approximate. More precisely,
if only one word has the active bit in the track-
ing equation of wk, we calculate the real minimum
weight as this situation, which is easy to analyze.
Second, the formula used to calculate the weight
of the disturbance vector is discussed. Since the
relations between the active bit positions and the
bit positions are neglected, it is difficult to calcu-
late the real minimum weight of the disturbance
vector by parity calculation. Thus, a formula for
calculating the weight of the disturbance vectors is
presented to further estimate the weight of these
vectors.
Property 1. In the tracking equation of wk, if
one of the differences of the active bit position is
equal to that of one bit, i.e., xip,jq = d
k
ia,jb
, then
the pth active bit of the ath word wi can elimi-
nate the qth active bit of the bth word wj , where
0 6 i 6 14 and i < j 6 15, and xip,jq denotes
the difference of the active bit position between
the pth active bit position of wi and the q
th active
bit position of wj , d
k
ia,jb
denotes the difference of
the bit position between the bit position of the ath
word wi and the bit position of the b
th word wj in
the tracking equation of wk.
According to Property 1, the exponential func-
tion e−c(xipjq−d
k
iajb
)
2
can denote whether the pth
active bit of the ath word wi eliminates the q
th ac-
tive bit of the bth word wj in the tracking equation
of wk. Let yip,jq = δ(
∑
dkia,jb
e
−c(xip,jq−d
k
ia,jb
)
) de-
note whether xip,jq can be eliminated in the track-
ing equation of wk. Thus, the eliminated number
in the tracking equation of wk is as follows:
nk =
∑
ip,jq
uipujqyip,jq (1)
=
∑
ip
∑
jq
uipujqδ


∑
dk
ia,jb
e
−c
(
xip,jq−d
k
ia,jb
)

,
where uipujq = (1 − δ(
∑i
s=0
∑p−1
t=1 ustuipyst,ip)) ·
(1 − δ(
∑i
s=0
∑p−1
t=1 ustujqyst,jq )) · (1 −
δ(
∑j
s=i
∑q−1
t=1 uipustyip,st)), δ(x) = {
1, x > 0
0, x = 0
.
Eq. (1) provides a method to directly calculate
the weight of wk by the differences in the active
bit positions, and this is the formula used to cal-
culate the weight of the disturbance vector. Many
impossible weight distributions can be excluded
by (1). For 16 6 k1 6 31, there are fewer ini-
tial disturbance vectors in the tracking equation
of wk1 . Hence, by (1), it is easy to verify whether
h(wk1 ) = 0 by the parity calculation. If this result
holds, then according to Theorem 3 below, the ac-
tive bit differences must be less than 3. Thus, it
is not difficult to retrieve all possible active bit
distributions satisfying h(wk1) = 0 by exhausting
3 bits. Further, those distributions can be used to
verify whether h(wk2) = 0 calculated by the parity
calculation with 32 6 k2 6 59. Hence, the possi-
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ble weight distribution of the initial disturbance
vector attained by the parity calculation is a pre-
cise estimation of those initial disturbance vectors.
This is helpful for excluding additional impossible
weight distributions of the initial disturbance vec-
tors.
The parity calculation and the formula calcu-
lating the weight of the disturbance vector can be
used to prove Theorem 2 as follows.
Theorem 2. The minimum weight of the 44-step
disturbance vector is 12.
According to Theorem 2, it is not difficult to
observe that
h60 =
59∑
i=0
h(wi) =
15∑
i=0
h(wi) +
59∑
i=16
h(wi).
The upper bound of
∑15
i=0 h(wi) can be obtained
by calculating the minimum weight of the 44-step
disturbance vectors. Actually, Theorem 2 was
used to calculate all 44-step disturbance vectors
with a weight less than 15; hence, it limits the
weight of the initial messages to less than 20 when
we search for the 60-step disturbance vector with
a weight less than 35. Thus,
∑15
i=0 h(wi) 6 20 is
the second necessary condition to search for dis-
turbance vectors with a weight less than 35.
Third step. This step is intended to exclude
almost all of the impossible weight distributions
of the disturbance vectors by using the adopted
methods of parity calculation and formula compu-
tation of the weight of the disturbance vector.
At first, by using the parity calculation, a large
number of impossible initial messages can be ex-
cluded. In terms of the remaining messages, the
formula calculating the weight of the disturbance
vector can further exclude initial messages that are
impossible. Finally, most of the impossible initial
messages are removed by way of selection.
Fourth step. This step is used to determine the
active bit distribution of initial messages based on
Theorem 3.
Each disturbance vector is also viewed as a ma-
trixM . In addition, let |xmax,min| denote the max-
imum active bit position difference, and let the
columns in which the active bit xmax and xmin are
located be denoted as Cmax, Cmin, where xmax and
xmin represent the maximum and minimum active
bit positions of the initial messages. Before prov-
ing Theorem 3, the following three important lem-
mas are presented.
Lemma 2. If the weight of 60-step disturbance
vectors is less than 35, then for 16 6 j 6 59,
Cmin[j] = 0.
Lemma 3. Let Cl1 , Cl2 , Cl3 be three consecutive
columns to the left of Cmin, then h(Cmin)+h(Cl1)+
h(Cl2) + h(Cl3) > 10.
Lemma 4. The active bits of Cmax can impossi-
bly diffuse to the column Cmin.
Based on the above lemmas, Theorem 3 can be
proved.
Theorem 3. If |xmax,low| > 3, then the weight
of the 60-step disturbance vector is more than 34.
Finally, based on Theorem 3, all active bit posi-
tion differences of the initial messages are limited
to |dip,jq | < 3. Hence, it is sufficient to only con-
sider three consecutive bits of the initial messages.
Conclusion. Based on Theorems 1 and 3, the
initial disturbance vectors could be limited to
h(wi) 6 3 and
∑15
i=0 h(wi) 6 20, respectively.
Then parity calculation and a formula calculating
the weight of the disturbance vectors were adopted
to exclude the impossible weight distribution of
the initial messages. Based on Theorem 3, all ac-
tive bit position differences of the initial messages
were limited to |dip,jq | < 3. Hence, it suffices to
only consider three consecutive bits of the initial
messages to identify all the 60-step disturbance
vectors of which the weight is less than 35.
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