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Derivations in algebras of operator-valued
functions
A.F. Ber, B. de Pagter and F.A. Sukochev∗
Abstract
In this paper we study derivations in subalgebras of Lwo0 (ν;L (X)),
the algebra of all weak operator measurable funtions f : S → L (X),
where L (X) is the Banach algebra of all bounded linear operators
on a Banach space X. It is shown, in particular, that all derivations
on Lwo0 (ν;L (X)) are inner whenever X is separable and infinite di-
mensional. This contrasts strongly with the fact that Lwo0 (ν;L (X))
admits non-trivial non-inner derivations whenever X is finite dimen-
sional and the measure ν is non-atomic. As an application of our
approach, we study derivations in various algebras of measurable op-
erators affiliated with von Neumann algebras.
1 Introduction
It follows from recent results ([2], [3]) that the algebra L0 (ν) of all (equiv-
alence classes of) ν-measurable functions on a measure space (S,Σ, ν) does
not admit non-trivial derivations if and only if the Boolean algebra of all
ν-measurable subsets of S is atomic. Thus, if ν is atomless, then the algebra
L0 (ν) admits non-trivial derivations δ which are obviously not inner and also
not continuous with respect to the topology of convergence in measure. If
X is a finite dimensional Banach space, then it is straightforward that any
such derivation extends ”coordinatewise” to a non-trivial non-inner deriva-
tion on the algebra L0 (ν;L (X)) of all (Bochner) ν-measurable functions
f : S → L (X). However, if X is an infinite dimensional Banach space, then
the situation changes drastically.
Suppose now that X is an infinite dimensional separable Banach space
and let Lwo0 (ν;L (X)) be the algebra of all weak operator ν-measurable func-
tions f : S → L (X) (see Section 3 for precise definitions). It follows from
∗Research is partially supported by the Australian Research Council
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one of the main results of the present paper (see Theorem 5.17) that every
derivation in Lwo0 (ν;L (X)) is necessarily inner and hence continuous with
respect to the topology of convergence in measure. Actually, Theorem 5.17
shows that similar results hold for a large class of appropriate subalgebras
(so-called admissible subalgebras) of Lwo0 (ν;L (X)). It should be pointed out
that, specializing to the case that the underlying set S consists of one point,
we recover the classical result of P. Chernoff ([5]), who showed that every
derivation on L (X) is inner (answering a question raised by S. Sakai in [16],
Section 4.1).
Interesting applications of our approach and techniques lie in the realm
of the theory of non-commutative integration on semi-finite von Neumann
algebras, initiated by I.E. Segal ([18]). The classical spaces of measurable
operators associated with an arbitrary pair (M, τ) of a semi-finite von Neu-
mann algebra M and a faithful normal semi-finite trace τ are the following:
(i). the space of all measurable operators S (M), introduced by Segal ([18]);
(ii). the space of all locally measurable operators LS (M), introduced by S.
Sankaran ([17]; see also F.J. Yeadon’s paper [22]);
(iii). the space S (τ) = S (M, τ) of all τ -measurable operators, first consid-
ered by E. Nelson ([12]).
It should be noted that always S (τ ) ⊆ S (M) ⊆ LS (M) (some of the
relevant definitions may be found at the beginning of Section 6). For some
of the simplest examples of von Neumann algebras of type I, we have
S (τ) = S (M) = LS (M) . (1)
For example, the equalities (1) hold in the special case (M, τ) = (L∞ (ν) , ν),
where the trace ν is given by integration with respect to a finite measure ν.
Similarly, ifH is a Hilbert space andM = B (H) is the von Neumann algebra
of all bounded linear operators in H (so, B (H) = L (X) as Banach algebras,
with X = H), equipped with the standard trace τ = tr, then the equalities
(1) hold (and these algebras coincide with the von Neumann algebra B (H)
itself). However, these equalities do not hold any longer for the von Neumann
algebra M = L∞ (ν)⊗B (H), equipped with the tensor product trace τ =
ν ⊗ tr, whenever ν is non-atomic and H is infinite dimensional (see Remark
6.20). As will be seen in Section 6, in this latter case, our general results for
derivations on subalgebras of Lwo0 (ν;L (X)) have implications for each of the
algebras listed above.
Firstly, it will be shown that the algebra Lwo0 (ν;B (H)) may be identified
with the algebra LS (M) of all locally measurable operators affiliated with
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M = L∞ (ν)⊗B (H) (see Proposition 6.3) and therefore, every derivation
on LS (M) is inner. This result has already been obtained in [1], through
methods based on the theory of Kaplansky-Hilbert modules. Our approach
is different and we believe that the methods based on the realization of the
algebra LS (M) as a space of operator-valued functions provide additional
insight into the matter. For example, the following observation, which seems
to have escaped the attention, exhibits itself: topology of convergence lo-
cally in measure in LS (M), as introduced by Yeadon in [22], coincides with
the natural topology of convergence in measure on sets of finite measure in
Lwo0 (ν;B (H)) (see Remark 6.4).
The effectiveness of our approach is illustrated further by showing that
the results of Section 5 may be applied to show that derivations on the alge-
bras S (M) and S (τ) are also inner (see Corollary 6.18). These applications
are not straightforward and require some additional techniques (see Section
6, in particular, Proposition 6.17 and its proof), which may be of indepen-
dent potential interest. Furthermore, the notion of admissible subalgebra of
Lwo0 (ν;L (X)) (see Section 5) is flexible enough to include also the ideal S0 (τ)
in S (τ) of all τ -compact operators (see Proposition 6.7). Consequently, also
derivations on S0 (τ ) are discussed (see Corollary 6.8).
In Section 2 some basic notation and terminology is introduced and in
Section 3 some necessary results concerning vector-valued and operator val-
ued functions are established. Section 4 exhibits some elementary algebraic
properties of derivations, which will be used in the subsequent sections. In
Section 5, which contains one of the main results of the paper (Theorem
5.17), we study in detail derivations on admissible subalgebras of the algebra
Lwo0 (ν;L (X)). Finally, in the last section, the results of Section 5 will be
applied to derivations on algebras of measurable operators affiliated with a
von Neumann algebra M = L∞ (ν)⊗B (H).
Acknowledgement 1.1 The authors thank Sh.A. Ayupov for the preprint
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2 Notation and terminology
If X is a (complex) Banach space, then X∗ denotes its Banach dual space.
The value of a functional x∗ ∈ X∗ at x ∈ X is denoted by 〈x, x∗〉. The Banach
algebra of all bounded linear operators in X is denoted by L (X) and its
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multiplicative unit is the identity operator 1 = 1X . The subalgebra of L (X)
consisting of all finite rank operators is denoted by F (X). Furthermore,
K (X) is the Banach algebra of all compact operators. Evidently, F (X) ⊆
K (X) ⊆ L (X). If p ∈ L (X) is a projection (that is, p2 = p), then its range
Ran (p) will also be denoted by Xp. Hence, X = Xp⊕Xp⊥, where p
⊥ = 1−p.
The algebra L (Xp) may be identified with a subalgebra of L (X) as follows.
Given T ∈ L (Xp), define T˜ ∈ L (X) by setting T˜ x = Tx, x ∈ Xp, and
T˜ x = 0, x ∈ Xp⊥. Note that
‖T‖L(Xp) ≤
∥∥∥T˜∥∥∥
L(X)
≤ ‖p‖L(X) ‖T‖L(Xp) .
The map T 7−→ T˜ is an algebraic isomorphism from L (Xp) onto the subal-
gebra
pL (X) p = {pSp : S ∈ L (X)} = {S ∈ L (X) : S = pSp}
of L (X). It should be observed that the identification of the algebra L (Xp)
with a subalgebra of L (X) depends on the choice of the specific projection
p onto Xp.
3 Spaces of vector-valued functions
Next, we recall some facts concerning vector-valued and operator-valued
functions, and introduce some relevant notation. For the general theory
of vector-valued measurable functions, the reader is referred to [7]. Given a
non-empty set S and a (complex) vector space V , if f : S → C and v ∈ V ,
then the function f ⊗ v : S → V is defined by setting (f ⊗ v) (s) = f (s) v,
s ∈ S. If, in addition, Σ is a σ-algebra of subsets of S, then sim (Σ;V ) denotes
the vector space of all Σ-simple V -valued functions, that is, f ∈ sim (Σ;V )
if and only if f is of the form f =
∑n
j=1 χAj ⊗ vj, with Aj ∈ Σ and vj ∈ V
(j = 1, . . . , n; n ∈ N). Note that, without loss of generality, it may be
assumed that Ai ∩ Aj = ∅ whenever i 6= j.
Let Y be a (complex) Banach space and (S,Σ, ν) be a complete σ-finite
measure space (so, Σ equals the σ-algebra of all ν-measurable sets). As-
sume that Γ is a linear subspace of Y ∗ which contains a countable norm-
ing subset for Y (that is, there exists a sequence {y∗n}
∞
n=1 in Γ such that
‖y‖Y = supn |〈y, y
∗
n〉| for all y ∈ Y ; note that this implies that ‖y
∗
n‖Y ∗ ≤ 1
for all n). A function f : S → Y is called ν-measurable with respect to
Γ if the scalar functions s 7−→ 〈f (s) , y∗〉, s ∈ S, are ν-measurable for all
y∗ ∈ Γ (see e.g. [7], Section II.1). The linear space of all such Y -valued
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measurable functions is denoted by LΓ0 (ν; Y ) and L
Γ
∞ (ν; Y ) is the subspace
of LΓ0 (ν; Y ) consisting of all ν-essentially bounded functions. The following
simple observation will be used.
Lemma 3.1 If f ∈ LΓ0 (ν; Y ), then the function s 7−→ ‖f (s)‖Y , s ∈ S, is
ν-measurable.
Proof. If {y∗n}
∞
n=1 ⊆ Γ is a norming subset, then
‖f (s)‖Y = sup
n
|〈f (s) , y∗n〉| , s ∈ S.
Since the functions s 7−→ |〈f (s) , y∗n〉|, s ∈ S, are ν-measurable for all n, the
statement of the lemma is now clear.
A function f ∈ LΓ0 (ν; Y ) is called a ν-null function if f (s) = 0 ν-a.e. on
S. Using the assumption on Γ, the following lemma is easily proved.
Lemma 3.2 If f ∈ LΓ0 (ν; Y ), then the following two statements are equiva-
lent:
(i). f is a ν-null function;
(ii). for every y∗ ∈ Γ the scalar function s 7−→ 〈f (s) , y∗〉, s ∈ S, is a ν-null
function.
The space of all ν-null functions is denoted by N (ν; Y ). Note that
N (ν; Y ) is a linear subspace of both LΓ0 (ν; Y ) and L
Γ
∞ (ν; Y ). The spaces
LΓ0 (ν; Y ) and L
Γ
∞ (ν; Y ) are defined by setting
LΓ0 (ν; Y ) = L
Γ
0 (ν; Y )upslopeN (ν; Y ) , L
Γ
∞ (ν; Y ) = L
Γ
∞ (ν; Y )upslopeN (ν; Y ) ,
respectively. Equipped with the norm ‖·‖∞, given by
‖f‖∞ = esssups∈S ‖f (s)‖Y , f ∈ L
Γ
∞ (ν; Y ) ,
it is easily verified that LΓ∞ (ν; Y ) is a Banach space. Note that the algebraic
tensor products L0 (ν) ⊗ Y and L∞ (ν) ⊗ Y may be identified with linear
subspaces of LΓ0 (ν; Y ) and L
Γ
∞ (ν; Y ), respectively.
Remark 3.3 In the present paper we shall be dealing with the following two
special cases of this general setting. Suppose that X is a separable (complex)
Banach space. Let {xn}
∞
n=1 be dense in the closed unit ball of X and suppose
that x∗n ∈ X
∗ is such that ‖x∗n‖X∗ = 1 and 〈xn, x
∗
n〉 = ‖xn‖X , for each n ∈ N.
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(a). The sequence {x∗n}
∞
n=1 is norming for X. Hence, Γ = X
∗ satisfies
the requirements for Y = X. It follows from the Pettis measurability
criterion (see e.g. [7], Theorem II.1.2) that the ν-measurable functions
with respect to Γ are precisely the Bochner ν-measurable functions. In
this case, the spaces LX
∗
0 (ν;X) and L
X∗
∞ (ν;X) will be denoted simply
by L0 (ν;X) and L∞ (ν;X), respectively.
(b). Let L (X) be the Banach algebra of all bounded linear operators in X.
For x ∈ X and x∗ ∈ X∗, define the linear functional x ⊗ x∗ ∈ L (X)∗
by setting
〈T, x⊗ x∗〉 = 〈Tx, x∗〉 , T ∈ L (X) ,
and let Γ = X ⊗ X∗, the linear span of {x⊗ x∗ : x ∈ X, x∗ ∈ X∗} in
L (X)∗. It is clear that {xn ⊗ x
∗
m : n,m ∈ N} is a countable norming set
for Y = L (X). The L (X)-valued ν-measurable functions with respect
to X ⊗ X∗ will be called weak operator ν-measurable functions and
the space LX⊗X
∗
0 (ν;L (X)) is denoted by L
wo
0 (ν;L (X)). The spaces
LX⊗X
∗
0 (ν;L (X)) and L
X⊗X∗
∞ (ν;L (X)) are denoted by L
wo
0 (ν;L (X))
and Lwo∞ (ν;L (X)), respectively. Similar notation will be used if L (X)
is replaced by any closed subspace B of L (X). It should be observed
that, by the Pettis measurability criterion, a function f : S → L (X) is
weak operator ν-measurable if and only if for each x ∈ X the X-valued
function s 7−→ f (s)x, s ∈ S, is Bochner ν-measurable.
Returning to the general setting, the space LΓ0 (ν; Y ) is equipped with the
vector space topology T0 of convergence in measure on sets of finite measure.
A neighbourhood base at 0 for T0 is given by the sets
V (A; ε, δ) =
{
f ∈ LΓ0 (ν; Y ) : ν {s ∈ A : ‖f (s)‖Y > ε} < δ
}
,
where ε, δ > 0 and A ranges over all ν-measurable subsets of S satisfying
ν (A) <∞. The topology T0 is metrizable, induced by the translation invari-
ant metric d0 given by
d0 (f, g) =
∞∑
n=1
1
2nµ (An)
∫
An
‖f (s)− g (s)‖Y
1 + ‖f (s)− g (s)‖Y
dν (s) , f, g ∈ Lwo0 (ν; Y ) ,
where {An}
∞
n=1 is a partition of S into ν-measurable sets satisfying 0 <
ν (An) < ∞ for all n (note: the metric d0 depends on the choice of the par-
tition {An}
∞
n=1). A sequence {fn}
∞
n=1 in L
Γ
0 (ν; Y ) converges to f ∈ L
Γ
0 (ν; Y )
with respect to T0 if and only if every subsequence {fnk}
∞
k=1 has a subse-
quence
{
fnkj
}∞
j=1
such that fnkj (s) → f (s) with respect to the norm in Y
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as j →∞, ν-a.e. on S. This is also equivalent to
lim
n→∞
ν {s ∈ A : ‖fn (s)− f (s)‖Y ≥ ε} = 0
for every ε > 0 and every ν-measurable set A ⊆ S with ν (A) < ∞. The
reader is advised to keep in mind that, in general, LΓ0 (ν; Y ) is not a Banach
algebra. The following observation will be important.
Lemma 3.4 The space LΓ0 (ν; Y ) is complete with respect to the topology T0.
Proof. For the sake of convenience, we present the proof for the case that
ν (S) <∞. The extension to the general σ-finite case is easy. If ν (S) <∞,
then it may be assumed that the metric d0 is given by
d0 (f, g) =
∫
S
‖f (s)− g (s)‖Y
1 + ‖f (s)− g (s)‖Y
dν (s) , f, g ∈ Lwo0 (ν; Y ) .
Suppose that {fn}
∞
n=1 is a Cauchy sequence in L
Γ
0 (ν; Y ). By passing to a sub-
sequence, it may be assumed, without loss of generality, that d0 (fn+1, fn) ≤
2−n for all n ∈ N. This implies that
∫
S
∞∑
n=1
‖fn+1 (s)− fn (s)‖Y
1 + ‖fn+1 (s)− fn (s)‖Y
dν (s) <∞
and so, there exists a ν-measurable set E ⊆ S such that ν (SE) = 0 and
∞∑
n=1
‖fn+1 (s)− fn (s)‖Y
1 + ‖fn+1 (s)− fn (s)‖Y
<∞, s ∈ E.
It is easy to see that this implies that
∞∑
n=1
‖fn+1 (s)− fn (s)‖Y <∞, s ∈ E.
Since Y is a Banach space, the series
∑∞
n=1 (fn+1 (s)− fn (s)) is norm con-
vergent in Y for all s ∈ E. Defining
f (s) = f1 (s) +
∞∑
n=1
(fn+1 (s)− fn (s)) , s ∈ E
and f (s) = 0, s ∈ SE, it is clear that fn (s) → f (s) ν-a.e. on S and
f ∈ Lwo0 (ν; Y ) (as f is the ν-a.e. pointwise limit of a sequence of functions
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in Lwo0 (ν; Y )). It will be shown next that d0 (fn, f) → 0 as n → ∞. Given
ε > 0, there exists N ∈ N such that∫
S
‖fn (s)− fm (s)‖Y
1 + ‖fn (s)− fm (s)‖Y
dν (s) ≤ ε
for all n,m ≥ N . Lettingm→∞, it follows from the dominated convergence
theorem that ∫
S
‖fn (s)− f (s)‖Y
1 + ‖fn (s)− f (s)‖Y
dν (s) ≤ ε,
that is, d0 (fn, f) ≤ ε for all n ≥ N . This suffices to prove the lemma.
If a ∈ L0 (ν) and f ∈ L
Γ
0 (ν; Y ), then the function af ∈ L
Γ
0 (ν; Y ) is
defined by setting (af) (s) = a (s) f (s), ν-a.e. on S. With respect to this
action, LΓ0 (ν; Y ) is an L0 (ν)-module. Similarly, L
Γ
∞ (ν; Y ) has the structure
of an L∞ (ν)-module.
Definition 3.5 A linear operator T : LΓ0 (ν; Y )→ L
Γ
0 (ν; Y ) is called L0 (ν)-
linear if T (af) = aT (f) for all f ∈ LΓ0 (ν; Y ) and all a ∈ L0 (ν). The unital
algebra of all L0 (ν)-linear operators in L
Γ
0 (ν; Y ) which are continuous with
respect to T0 is denoted by LL0
(
LΓ0 (ν; Y )
)
. Similarly, the unital algebra of
all L∞ (ν)-linear operators in L
Γ
∞ (ν; Y ) which are continuous (with respect
to the norm in LΓ∞ (ν; Y )), is denoted by LL∞
(
LΓ∞ (ν; Y )
)
.
Remark 3.6 It may be of some interest to observe that LL∞
(
LΓ∞ (ν; Y )
)
coincides with the algebra of all L∞ (ν)-linear operators in L
Γ
∞ (ν; Y ) which
are continuous with respect to the topology T0. Indeed, if T is an L∞ (ν)-
linear operator which is T0-continuous, then it is an immediate consequence
of the closed graph theorem that T is continuous with respect to ‖·‖∞.
For the proof of the converse implication, suppose that T is an L∞ (ν)-
linear operator in LΓ∞ (ν; Y ) which is bounded with respect to ‖·‖∞. We claim
that
‖(Tf) (s)‖Y ≤ ‖T‖L(LΓ∞(ν;Y )) ‖f (s)‖Y , ν-a.e. on S, (2)
for all f ∈ LΓ∞ (ν; Y ). Indeed, suppose that f ∈ L
Γ
∞ (ν; Y ) is such that (2)
does not hold. Then there exists α > ‖T‖L(LΓ∞(ν;Y )) such that the set
A = {s ∈ S : ‖(Tf) (s)‖Y > α ‖f (s)‖Y }
satisfies ν (A) > 0. Since T (χAf) = χATf , it is clear that χAf 6= 0 and
‖(T (χAf)) (s)‖Y ≥ α ‖(χAf) (s)‖Y , s ∈ S.
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Consequently,
α ‖(χAf) (s)‖Y ≤ ‖T (χAf)‖∞ ≤ ‖T‖L(LΓ∞(ν;Y )) ‖χAf‖∞ , ν-a.e. on S,
and so,
α ‖χAf‖∞ ≤ ‖T‖L(LΓ∞(ν;Y )) ‖χAf‖∞ .
This implies that α ≤ ‖T‖L(LΓ∞(ν;Y )), which is a contradiction. Therefore, (2)
holds, from which it is clear that T is continuous with respect to T0.
It should be observed that it follows from (2) that any T ∈ LL∞
(
LΓ∞ (ν; Y )
)
has the property that Tfn → Tf ν-a.e. on S, whenever f ∈ LΓ∞ (ν; Y ) and
{fn}
∞
n=1 is a sequence in L
Γ
∞ (ν; Y ) satisfying fn → f ν-a.e. on S.
For the proof of the next proposition, the following simple and well known
observation is needed (cf. [23], Lemma 96.6). Recall that a set D ⊆ L0 (ν)
+
is called order bounded if there exists a ∈ L0 (ν)
+ such that f ≤ a for all
f ∈ D (here L0 (ν)
+ denotes the positive cone of L0 (ν)).
Lemma 3.7 Suppose that D ⊆ L0 (ν)
+ is upwards directed. If D is not
order bounded in L0 (ν)
+, then there exists a sequence {fn}
∞
n=1 in D and a
ν-measurable set E ⊆ S such that ν (E) > 0 and fn ≥ nχE for all n ∈ N.
Proof. Since L0 (ν) is order separable (see e.g. [11], Example 23.3 (iv)),
there exists an increasing sequence {gn}
∞
n=1 in D which has the same upper
bounds as the set D. Hence, {gn}
∞
n=1 is not order bounded in L0 (ν). Define
the function h : S → [0,∞] by setting h (s) = supn∈N gn (s), s ∈ S. Since
{gn}
∞
n=1 is not order bounded in L0 (ν), there exists a ν-measurable set H
such that
H ⊆ {s ∈ S : h (s) =∞}
and 0 < ν (H) <∞. For k, n ∈ N define
Gn,k = {s ∈ H : gn (s) ≤ k} .
Since Gn,k ↓n ∅ for each k ∈ N, there exists nk ∈ N such that ν (Gnk,k) ≤
2−(k+1)ν (H). Defining
G =
∞⋃
k=1
Gnk,k,
it follows that ν (G) ≤ 1
2
ν (H) and so, ν (HG) ≥ 1
2
ν (H) > 0. Furthermore,
gnk ≥ kχHGnk,k
≥ kχHG, k ∈ N.
Hence, the set E = HG and the functions fk = gnk , k = 1, 2, . . ., have the
desired properties.
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Proposition 3.8 An L0 (ν)-linear operator T : L
Γ
0 (ν; Y ) → L
Γ
0 (ν; Y ) is
continuous with respect to T0 if and only if there exists a function 0 ≤ a ∈
L0 (ν) such that
‖(Tf) (s)‖Y ≤ a (s) ‖f (s)‖Y , ν-a.e. on S, (3)
for all f ∈ LΓ0 (ν; Y ).
Proof. If there exists a function 0 ≤ a ∈ L0 (ν) satisfying (3), then it is
clear that T is continuous with respect to the topology T0 (see the discussion
preceding Lemma 3.4).
Assuming that T is T0-continuous, define the subset D ⊆ L0 (ν)
+ by
setting
D =
{
‖(Tf) (·)‖Y : f ∈ L
Γ
∞ (ν; Y ) , ‖f‖∞ ≤ 1
}
.
It should be observed that D is upwards directed. Indeed, suppose that
f, g ∈ LΓ∞ (ν; Y ) with ‖f‖∞, ‖g‖∞ ≤ 1 and let
A = {s ∈ S : ‖(Tf) (s)‖Y ≥ ‖(Tg) (s)‖Y } .
Defining h ∈ LΓ∞ (ν; Y ) by setting h = χAf+χSAg, it is clear that ‖h‖∞ ≤ 1.
Since T is L0-linear, it follows that Th = χATf + χSATg and so,
‖(Th) (s)‖Y = χA (s) ‖(Tf) (s)‖Y + χSA (s) ‖(Tg) (s)‖Y , s ∈ S.
This implies that ‖Th‖Y ≥ ‖Tf‖Y ∨ ‖Tg‖Y in L0 (ν). Hence, D is upwards
directed.
Suppose that D is not order bounded in L0 (ν)
+. It follows from Lemma
3.7 that there exists a sequence {fn}
∞
n=1 in L
Γ
∞ (ν; Y ), with ‖fn‖∞ ≤ 1 for all
n, and a ν-measurable set E ⊆ S, with 0 < ν (E) <∞, such that
‖Tfn‖Y ≥ nχE, n ∈ N. (4)
Defining gn = (1/n) fn, n ∈ N, it is clear that ‖gn‖∞ → 0 and hence, gn → 0
with respect to T0. Since T is assumed to be T0-continuous, this implies that
Tgn → 0 with respect to T0. On the other hand, it follows from (4) that
‖Tgn‖Y ≥ χE for all n ∈ N, which clearly is a contradiction.
Consequently, there exists a function 0 ≤ a ∈ L0 (ν) such that
‖(Tf) (s)‖Y ≤ a (s) , ν-a.e. on S,
for all f ∈ LΓ∞ (ν; Y ) satisfying ‖f‖∞ ≤ 1. If f ∈ L
Γ
0 (ν; Y ) is arbitrary, then
f may be written as f = bf˜ , where f˜ ∈ LΓ∞ (ν; Y ) satisfies
∥∥∥f˜ (s)∥∥∥
Y
≤ 1,
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s ∈ S, and b ∈ L0 (ν) satisfies 0 ≤ b (s) ≤ ‖f (s)‖Y , s ∈ S (indeed, define
f˜ (s) = f (s) / ‖f (s)‖Y and b (s) = ‖f (s)‖Y whenever f (s) 6= 0 and let
f˜ (s) = 0 and b (s) = 0 whenever f (s) = 0). Since T is L0-linear, it follows
that
‖(Tf) (s)‖Y = b (s)
∥∥∥(T f˜) (s)∥∥∥
Y
≤ a (s) ‖f (s)‖Y , s ∈ S.
The proof is complete.
In the sequel, we will also use the following simple observation.
Proposition 3.9 Suppose that A is a linear subspace of LΓ0 (ν; Y ), which is
also a module over L∞ (ν) (that is, af ∈ A for all a ∈ L∞ (ν) and f ∈ A).
Furthermore, assume that for every f ∈ LΓ0 (ν; Y ) there exists a ν-measurable
partition {An}
∞
n=1 of S such that χAnf ∈ A for all n ∈ N. If T0 : A →
LΓ0 (ν; Y ) is an L∞ (ν)-linear operator, then T0 has a unique extension to an
L0-linear operator T : L
Γ
0 (ν; Y ) → L
Γ
0 (ν; Y ). The operator T is uniquely
determined by the property that χATf = T0 (χAf) for all f ∈ L
Γ
0 (ν; Y ) and
all ν-measurable sets A ⊆ S satisfying χAf ∈ A.
Proof. It will be shown first that for every f ∈ LΓ0 (ν; Y ) there exists a
unique Tf ∈ LΓ0 (ν; Y ) such that χATf = T0 (χAf) for all ν-measurable sets
A ⊆ S satisfying χAf ∈ A. To this end, let f ∈ L
Γ
0 (ν; Y ) be given. By the
assumption on A, there exists a ν-measurable partition {An}
∞
n=1 of S such
that χAnf ∈ A for all n. Since T0 is L∞-linear, it follows that
T0
(
χAnf
)
= χAnT0
(
χAnf
)
and so, it is clear that T0
(
χAnf
)
is supported on An. Therefore,
Tf =
∞∑
n=1
T0
(
χAnf
)
is well defined as a pointwise sum and Tf ∈ LΓ0 (ν; Y ). If A ⊆ S is any
ν-measurable set such that χAf ∈ A, then
χATf =
∞∑
n=1
χAT0
(
χAnf
)
=
∞∑
n=1
χAnT0 (χAf) = T0 (χAf) .
To prove the uniqueness of Tf , suppose that g ∈ LΓ0 (ν; Y ) is such that
χAg = T0 (χAf) for all ν-measurable sets A ⊆ S satisfying χAf ∈ A. This
implies, in particular, that χAng = T0
(
χAnf
)
for all n and so,
g =
∞∑
n=1
χAng =
∞∑
n=1
T0
(
χAnf
)
= Tf.
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It follows, in particular, that the definition of Tf does not depend on the
particular choice of the partition {An}
∞
n=1 with the property that χAnf ∈ A
for all n.
To show that T is linear, let f, g ∈ LΓ0 (ν; Y ) be given. A moment’s
reflection shows that there exists a ν-measurable partition {An}
∞
n=1 of S
with the property that χAnf, χAng ∈ A for all n. If α, β ∈ C, then
χAnT (αf + βg) = T0
(
αχAnf + βχAng
)
= αT0
(
χAnf
)
+ βT0
(
χAng
)
= αχAnTf + βχAnTg = χAn (αTf + βTg)
for all n and hence, T (αf + βg) = αTf + βTg.
Finally, it will be shown that T is L0-linear. Suppose that g ∈ L0 (ν) and
that f ∈ LΓ0 (ν; Y ) and let {An}
∞
n=1 be a ν-measurable partition of S such
that χAng ∈ L∞ (ν) and χAnf ∈ A for all n. Since χAngf ∈ A, it follows that
χAnT (gf) = T0
(
χAngf
)
= χAngT0
(
χAnf
)
= χAngTf
for all n. Hence, T (gf) = gTf , which completes the proof of the proposition.
It should be observed that, in particular, the subspace A = LΓ∞ (ν; Y )
satisfies the hypothesis of the above proposition. Indeed, if f ∈ LΓ0 (ν; Y ),
then the sets
An = {s ∈ S : n− 1 ≤ ‖f (s)‖Y < n} , n ∈ N
are ν-measurable (see Lemma 3.1) and satisfy fχAn ∈ L
Γ
∞ (ν; Y ) for all n.
It is assumed now that X is a separable Banach space and the notation
and terminology introduced in Remark 3.3 will be employed.
Lemma 3.10 If F : S → X is Bochner ν-measurable and f : S → L (X)
is weak operator ν-measurable, then the function s 7−→ f (s)F (s), s ∈ S, is
Bochner ν-measurable.
Proof. First suppose that F ∈ sim (Σ;X), that is, there exist A1, . . . , An ∈ Σ
and x1, . . . , xn ∈ X such that F =
∑n
j=1 χAj ⊗ xj . This implies that
f (s)F (s) =
n∑
j=1
χAj (s) f (s)xj , s ∈ S.
Since the functions s 7−→ f (s) xj , s ∈ S, are Bochner ν-measurable (see
Remark 3.3 (b)), it is clear that the function s 7−→ f (s)F (s), s ∈ S, is
Bochner ν-measurable. The general result now follows from the fact that
the pointwise limit of a sequence of Bochner ν-measurable functions is again
Bochner ν-measurable (see [7], Section II.1).
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Corollary 3.11 With respect to pointwise multiplication, the space
Lwo0 (ν;L (X)) is a unital algebra. Consequently, L
wo
0 (ν;L (X)) is also a
unital algebra.
Proof. Let f, g ∈ Lwo0 (ν;L (X)) be given. If x ∈ X , then the function
s 7−→ g (s)x, s ∈ S, is Bochner ν-measurable (see Remark 3.3 (b)). Hence, by
Lemma 3.10, the function s 7−→ f (s) g (s)x, s ∈ S, is Bochner ν-measurable.
Consequently (see Remark 3.3 (b)), the function s 7−→ f (s) g (s) is weak op-
erator ν-measurable, that is, fg ∈ Lwo0 (ν;L (X)). Since the ν-null functions
form a two-sided ideal in Lwo0 (ν;L (X)), it is now evident that L
wo
0 (ν;L (X))
is an algebra.
Next, the algebras Lwo∞ (ν;L (X)) and L
wo
0 (ν;L (X)) will be identified
with algebras of linear operators on the spaces L∞ (ν;X) and L0 (ν;X), re-
spectively. Suppose that f ∈ Lwo∞ (ν;L (X)). For F ∈ L∞ (ν;X), define
mfF : S → X by setting
(mfF ) (s) = f (s)F (s) , s ∈ S.
It follows from Lemma 3.10 that mfF is Bochner measurable. Moreover,
‖(mfF ) (s)‖X ≤ ‖f (s)‖L(X) ‖F (s)‖X ≤ ‖f‖∞ ‖F‖∞ , ν-a.e. on S. (5)
Consequently, mf : L∞ (ν;X)→ L∞ (ν;X) is a bounded linear map satisfy-
ing ‖mf‖L(L∞(ν,X)) ≤ ‖f‖∞. The next lemma shows that the latter inequality
is actually an equality.
Lemma 3.12 If f ∈ Lwo∞ (ν;L (X)), then ‖mf‖L(L∞(ν,X)) = ‖f‖∞.
Proof. If x ∈ X , then mf (1⊗ x) (s) = f (s)x ν-a.e. on S. Hence, if
‖x‖X ≤ 1, then
‖f (s) x‖X ≤ ‖mf (1⊗ x)‖∞ ≤ ‖mf‖L(L∞(ν,X)) ‖(1⊗ x)‖∞
= ‖mf‖L(L∞(ν,X)) ‖x‖X ≤ ‖mf‖L(L∞(ν,X)) , ν-a.e. on S,
where the exceptional set depends on x. Since X is separable, there exists
a countable set {xn}
∞
n=1 which is dense in the unit ball of X . It follows
from the above that ‖f (s) xn‖X ≤ ‖mf‖L(L∞(ν,X)) for all n, ν-a.e. on S.
Consequently,
‖f (s)‖L(X) = sup
n
‖f (s)xn‖X ≤ ‖mf‖L(L∞(ν,X)) , ν-a.e. on S,
and so, ‖f‖∞ ≤ ‖mf‖L(L∞(ν,X)). The proof is complete.
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If f ∈ Lwo∞ (ν;L (X)), then it is clear that mf ∈ LL∞ (L∞ (ν;X)) (see
Definition 3.5) and, by Lemma 3.12, it is clear that the map f 7−→ mf is a
linear isometry from Lwo∞ (ν;L (X)) into LL∞ (L∞ (ν;X)). The next objective
is to show that this isometry is surjective. The proof of this proposition is
modeled after the proof of Lemma 6 in [13], where Lwo∞ (ν;L (X)) is considered
as an algebra of operators on the space Lp (ν;X), 1 ≤ p <∞.
Proposition 3.13 If T ∈ LL∞ (L∞ (ν;X)), then there exists a unique f ∈
Lwo∞ (ν;L (X)) such that T = mf .
Proof. To avoid any possible confusion, in the present proof, we use the
pedantic notation F˙ for the equivalence class (with respect to the measure
ν) of a ν-measurable function F on S.
Let T ∈ LL∞ (L∞ (ν;X)) be given. Since
‖T (1⊗ x)‖∞ ≤ ‖T‖L(L∞(ν;X)) ‖x‖X , x ∈ X,
we may choose Fx ∈ L∞ (ν;X) for each x ∈ X , such that
F˙x = T (1⊗ x) and ‖Fx (s)‖X ≤ ‖T‖L(L∞(ν;X)) ‖x‖X , s ∈ S.
Since the Banach spaceX is assumed to be separable, there exists a countable
linearly independent subset {xn}
∞
n=1 such that span {xn}
∞
n=1 = X . Let W be
the Q+ iQ-linear span of the set {xn}
∞
n=1 and note that W is countable and
dense in X . Since the vectors {xn}
∞
n=1 are linearly independent, for each
s ∈ S there exists a unique Q + iQ-linear map f0 (s) : W → X such that
f0 (s) xn = Fxn (s) for all n ∈ N. If w ∈ W , then w =
∑n
j=1 αjxj with
αj ∈ Q+ iQ, 1 ≤ j ≤ n. Hence,
(f0 (·)w)
· =
n∑
j=1
αjF˙xn =
n∑
j=1
αjT (1⊗ xn) = T (1⊗ w) = F˙w.
Since W is countable, this implies that there exists a ν-measurable set A ⊆ S
such that ν (SA) = 0 and
f0 (s)w = Fw (s) , s ∈ A,w ∈ W. (6)
In particular,
‖f0 (s)w‖X ≤ ‖T‖L(L∞(ν;X)) ‖w‖X , s ∈ A,w ∈ W,
which implies that for each s ∈ A, the Q + iQ-linear map f0 (s) : W → X
extends uniquely to a bounded (C-) linear map f (s) : X → X satisfying
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‖f (s)‖L(X) ≤ ‖T‖L(L∞(ν;X)). Setting f (s) = 0 whenever s ∈ SA, this
defines a function f : S → L (X). A moment’s reflection shows that the
function f is weak operator ν-measurable and so, f ∈ Lwo∞ (ν;L (X)).
We claim that
(f (·)x)· = T (1⊗ x) , x ∈ X. (7)
Indeed, given x ∈ X , there exists a sequence {wk}
∞
k=1 in W such that
‖x− wk‖X → 0 as k →∞. Since f (s) ∈ L (X), this implies that f (s)wk →
f (s)x for all s ∈ S. On the other hand, wk → x in X implies that
1 ⊗ wk → 1 ⊗ x in L∞ (ν;X) and so, T (1⊗ wk) → T (1⊗ x), that is,
F˙wk → F˙x in L∞ (ν;X). Consequently, Fwk (s) → Fx (s) ν-a.e. on S. It
follows from (6) that f (s)wk = f0 (s)wk = Fwk (s) for all s ∈ A and all k.
Therefore, Fx (s) = f (s) x ν-a.e. on S, that is, (f (·)x)
· = F˙x = T (1⊗ x),
by which the claim (7) is proved.
Let mf ∈ LL∞ (L∞ (ν;X)) be the operator corresponding to
f˙ ∈ Lwo∞ (ν;L (X)). It will be shown next that T = mf . It follows from
(7) that mf (1⊗ x) = T (1⊗ x) for all x ∈ X . By the L∞ (ν)-linearity of
both operators, this implies that
mf (g ⊗ x) = T (g ⊗ x) , g ∈ L∞ (ν) , x ∈ X. (8)
Consequently, mfG = TG for all G ∈ L∞ (ν) ⊗ X . Given F ∈ L∞ (ν;X),
it follows from the definition of Bochner measurability that there exists a
sequence {Fn}
∞
n=1 in L∞ (ν) ⊗ X such that Fn (s) → F (s) ν-a.e. on S. as
n → ∞. This clearly implies that mfFn → mfF ν-a.e. Furthermore, as
observed at the end of Remark 3.6, also TFn → TF ν-a.e. It follows from
(8) that, mfFn = TFn for all n and hence, mfF = TF . This shows that
T = mf and the proof is complete.
In combination with Lemma 3.12, the above proposition yields immedi-
ately the following result.
Corollary 3.14 The map f 7−→ mf , f ∈ Lwo∞ (ν;L (X)), is an isometric
unital algebra isomorphism from Lwo∞ (ν;L (X)) onto LL∞ (L∞ (ν;X)).
Next, operators on the space L0 (ν;X) will be considered. If
f ∈ Lwo0 (ν;L (X)), then it follows from Lemma 3.10 that, for every F ∈
L0 (ν;X), the function s 7−→ f (s)F (s), s ∈ S, defines an element of
L0 (ν;X). Defining the map mf : L0 (ν;X)→ L0 (ν;X) by setting
(mfF ) (s) = f (s)F (s) , s ∈ S,
it is clear that mf is an L0-linear operator. Moreover,
‖(mfF ) (s)‖X ≤ ‖f (s)‖L(X) ‖F (s)‖X , s ∈ S,
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and so, it follows from Proposition 3.8 that mf ∈ LL0 (L0 (ν;X)). If f ∈
Lwo0 (ν;L (X)) and mf = 0, then f = 0. Indeed, mf = 0 implies that
mf (1⊗ x) = 0 for all x ∈ X , that is, f (s) x = 0 ν-a.e. on S for all
x ∈ X . Since X is separable, it follows that f is a ν-null function (cf. Lemma
3.2). Consequently, the map f 7−→ mf is a unital algebra isomorphism from
Lwo0 (ν;L (X)) into LL0 (L0 (ν;X)). It will be shown next that this map is
actually surjective.
Proposition 3.15 If T ∈ LL0 (L0 (ν;X)), then there exists a unique f ∈
Lwo0 (ν;L (X)) such that T = mf .
Proof. Let T ∈ LL0 (L0 (ν;X)) be given. It follows from Proposition 3.8
that there exists 0 ≤ a ∈ L0 (ν) such that ‖(TF ) (s)‖X ≤ a (s) ‖F (s)‖X
ν-a.e. on S for all F ∈ L0 (ν;X). Defining
An = {s ∈ S : n− 1 ≤ a (s) < n} , n ∈ N,
it is clear that {An}
∞
n=1 is a partition of S and a (s) ≤ n ν-a.e. on S. Since
T
(
χAnF
)
= χAnT (F ) for all F ∈ L0 (ν;X), it follows that T leaves the
subspace L0 (An, ν;X) invariant. Moreover,
‖(TF ) (s)‖X ≤ n ‖F (s)‖X , s ∈ An, F ∈ L0 (An, ν;X) .
This implies that T leaves L∞ (An, ν;X) invariant and its restriction to
L∞ (An, ν;X) is bounded (and evidently, L∞ (An, ν)-linear). Hence, it fol-
lows from Proposition 3.13 that there exists fn ∈ Lwo∞ (An, ν;L (X)) such
that ‖fn‖∞ ≤ n and
(TF ) (s) = fn (s)F (s) , s ∈ An, F ∈ L∞ (An, ν;X) . (9)
It should be observed that this implies that
(TF ) (s) = fn (s)F (s) , s ∈ An, F ∈ L0 (An, ν;X) . (10)
Indeed, let F ∈ L0 (An, ν;X) be given and define
Bk = {s ∈ An : ‖F (s)‖X ≤ k} , k ∈ N.
Since χBkF ∈ L∞ (An, ν;X), it follows from (9) that
χBk (s) (TF ) (s) = T
(
χBkF
)
(s) = χBk (s) fn (s)F (s) , s ∈ An.
Since Bk ↑ An as k →∞, this implies that (10) holds.
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Define f ∈ Lwo0 (ν;L (X)) by setting f (s) = fn (s) whenever s ∈ An. If
F ∈ L0 (ν;X), then χAnF ∈ L0 (An, ν;X) for all n and so, it follows from
(10) that
χAn (s) (TF ) (s) = T
(
χAnF
)
(s) = χAn (s) fn (s)F (s)
= χAn (s) f (s)F (s) , s ∈ S,
for all n ∈ N. Since
⋃∞
n=1An = S, this implies that (TF ) (s) = f (s)F (s),
ν-a.e. on S. The proof is complete.
Corollary 3.16 The map f 7−→ mf , f ∈ Lwo0 (ν;L (X)) is an algebra iso-
morphism from Lwo0 (ν;L (X)) onto LL0 (L0 (ν;X)).
4 Derivations
In this section, some simple and well known facts concerning derivations
are recalled. For convenience of the reader, we include their short proofs.
For an account of derivations in Banach algebras, the reader is referred to
[6]. Additional details concerning derivations in C∗ and W ∗-algebras may be
found in [15], [16] and [4].
Let A be a complex algebra. For x, y ∈ A, the commutator [x, y] is defined
by setting
[x, y] = xy − yx.
The center of A is denoted by Z (A), that is,
Z (A) = {x ∈ A : [x, y] = 0 ∀y ∈ A} .
Evidently, Z (A) is an abelian subalgebra of A.
A linear map δ : A→ A is called a derivation if
δ (xy) = δ (x) y + xδ (y) , x, y ∈ A.
If w ∈ A, then the map δw : A → A, given by δw (x) = [w, x], x ∈ A, is
a derivation. A derivation of this form is called inner. It is clear that any
inner derivation on A vanishes on the center. Furthermore, if w1, w2 ∈ A,
then δw1 = δw2 if and only if w1 − w2 ∈ Z (A).
Lemma 4.1 Suppose that A is unital (with unit element 1). If δ : A → A
is a derivation, then the following two statements are equivalent:
(i). δ (z) = 0 for all z ∈ Z (A);
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(ii). δ is Z-linear, that is, δ (zx) = zδ (x) for all x ∈ A and z ∈ Z (A).
Proof. If δ (z) = 0 for all z ∈ Z (A), then δ (zx) = zδ (x) for all x ∈ A
and z ∈ Z (A). Hence, (i) implies (ii). If δ is Z-linear and z ∈ Z (A), then
δ (z) x = δ (zx) − zδ (x) = 0 for all x ∈ A. Taking x = 1, this implies that
δ (z) = 0. Hence, (ii) implies (i).
Lemma 4.2 If δ : A → A is a derivation, then δ (z) ∈ Z (A) for all z ∈
Z (A).
Proof. If z ∈ Z (A), then
xδ (z) = δ (xz)− δ (x) z = δ (zx) − zδ (x) = δ (z) x
for all x ∈ A. Hence, δ (z) ∈ Z (A).
The set of all idempotents in A is denoted by I (A), that is,
I (A) =
{
p ∈ A : p2 = p
}
.
In particular, the set of all central idempotents in A is denoted by I (Z (A)).
Lemma 4.3 Let δ : A→ A be a derivation.
(i). If p ∈ I (A), then pδ (p) p = 0.
(ii). If p ∈ I (Z (A)), then δ (p) = 0.
(iii). If p ∈ I (Z (A)), then δ (px) = pδ (x) for all x ∈ A.
(iv). If p ∈ I (A) and x ∈ A are such that px = xp, then pδ (x) p = pδ (xp) p.
Proof. (i). If p ∈ I (A), then
δ (p) = δ
(
p2
)
= δ (p) p+ pδ (p) . (11)
Multiplying both sides of this equation by p yields that pδ (p) p = 2pδ (p) p
and so, pδ (p) p = 0.
(ii). If p ∈ I (Z (A)), then it follows from (i) that pδ (p) = δ (p) p = 0
and so, (11) implies that δ (p) = 0.
(iii). Since δ (px) = δ (p) x + pδ (x), statement (iii) follows immediately
from (ii).
(iv). It follows from δ (xp) = δ (x) p+ xδ (p) that
pδ (xp) p = pδ (x) p+ pxδ (p) p.
Since pxδ (p) p = xpδ (p) p, it follows from (i) that pxδ (p) p = 0 and so,
pδ (xp) p = pδ (x) p.
The following lemma may be considered as an extension of (iii) of Lemma
4.3.
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Lemma 4.4 Suppose that A is an algebra which is also a module over a
commutative unital algebra B, such that 1Bx = x, x ∈ A, and b (xy) =
(bx) y = x (by) for all b ∈ B and x, y ∈ A. Assume furthermore that x ∈ A
and xy = 0 for all y ∈ A imply that x = 0. If δ : A → A is a derivation,
then δ (px) = pδ (x) for all x ∈ A and p ∈ I (B).
Proof. Let p ∈ I (B) and x ∈ A be given. If y ∈ A, then px (1B − p) y = 0
and so,
(1B − p) δ (px) y + pxδ ((1B − p) y) = 0.
Multiplying this identity on the left by 1B−p shows that (1B − p) δ (px) y =
0. Since this holds for all y ∈ A, it follows that (1B − p) δ (px) = 0, that
is δ (px) = pδ (px). Interchanging p and 1B − p, this also implies that
pδ ((1B − p) x) = 0. Furthermore,
δ (x) = δ (1Bx) = δ (px) + δ ((1B − p) x) .
Multiplying this identity by p, it follows that
pδ (x) = pδ (px) + pδ ((1B − p)x) = δ (px) .
The proof of the lemma is complete.
Also, the following general observation will be used.
Lemma 4.5 Let A be an algebra and δ : A → A be a derivation. For
p ∈ I (A) define the subalgebra Ap of A by setting
Ap = pAp = {pxp : x ∈ A} .
Defining δp : Ap → Ap by setting δp (x) = pδ (x) p, x ∈ Ap, the map δp is a
derivation in Ap.
Proof. It should be noted that an element x ∈ A belongs to Ap if and only
if x = px = xp. Therefore, if x, y ∈ Ap, then
δp (xy) = pδ (xy) p = pδ (x) yp+ pxδ (y) p
= pδ (x) py + xpδ (y) p = δp (x) y + xδp (y) .
This proof is complete.
The following observation will be used in the next section.
Lemma 4.6 Let (S,Σ, ν) be a finite measure space. If 0 6= δ : L∞ (ν) →
L0 (ν) is a linear map satisfying δ (ab) = δ (a) b+ aδ (b), a, b ∈ L∞ (ν), then
there exists a ν-measurable set B ⊆ S with ν (B) > 0 such that for every
ε > 0 there exists aε ∈ L∞ (ν) satisfying |aε| ≤ ε1 and |δ (aε)| ≥ χB.
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Proof. If A ⊆ S is ν-measurable, then δ (χA) = δ (χ
2
A) = 2χAδ (χA) and
so, δ (χA) = 0. Since δ 6= 0, there exists a ∈ L∞ (ν) such that δ (a) 6= 0.
Multiplying a by an appropriate scalar, it may be assumed that |δ (a)| ≥ χB
for some ν-measurable set B ⊆ S with ν (B) > 0. Given ε > 0, there
exist disjoint ν-measurable sets {An}
N
n=1 and scalars {αn}
N
n=1 such that the
function b =
∑N
n=1 αnχAn satisfies |a− b| ≤ ε1. From the observations above,
it follows that δ (b) = 0. Consequently, the function aε = a − b satisfies the
desired conditions.
5 Admissible subalgebras of Lwo0 (ν;L (X))
Following P.R. Chernoff ([5]), a subalgebra U of L (X) is termed standard
whenever F (X) ⊆ U. If U ⊆ L (X) is a standard subalgebra, then I (U)
denotes the set of all projections in U, that is,
I (U) =
{
p ∈ U : p2 = p
}
.
Throughout the present section, it is assumed that X is a separable Banach
space and that (S,Σ, ν) is a σ-finite measure space.
Definition 5.1 Let U be a closed standard algebra of L (X). A subalgebra
A of Lwo0 (ν;L (X)) is called U-admissible if:
(i). A is an L∞ (ν)-submodule of L
wo
0 (ν;U), that is, A ⊆ L
wo
0 (ν;U) and
gf ∈ A whenever g ∈ L∞ (ν) and f ∈ A;
(ii). If f ∈ Lwo∞ (ν;L (X)) and if for every ε > 0 there exists a projection
p ∈ I (F (X)) such that
∥∥f (1⊗ p⊥)∥∥
∞
≤ ε, then χAf ∈ A for all
ν-measurable sets A ⊆ S with ν (A) <∞;
(iii). for every f ∈ Lwo0 (ν;U) there exists a ν-measurable partition {An}
∞
n=1
of S such that χAnf ∈ A for all n ∈ N.
It should be noted that condition (ii) implies that Lwo∞ (A, ν;L (Xp)) ⊆ A
for all ν-measurable sets A ⊆ S with ν (A) < ∞ and all p ∈ I (F (X))
(where L (Xp) is identified with a closed subalgebra of L (X), as described
in Section 2). Furthermore, if U ⊆ L (X) is a closed standard algebra, then
it is evident that Lwo0 (ν;U) and L
wo
∞ (ν;U) are U-admissible subalgebras of
Lwo0 (ν;L (X)). The main objective in the present section is to show that,
if X is infinite dimensional, then any derivation δ : A → A is given by
δ (f) = [w, f ], f ∈ A, for some w ∈ Lwo0 (ν;L (X)).
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Remark 5.2 Let (S,Σ, ν) be a σ-finite measure space and H be a separable
Hilbert space. The von Neumann algebra M = L∞ (ν)⊗B (H) is equipped
with the tensor product trace τ (with respect to the integral in L∞ (ν) and
the standard trace in B (H). As will be shown in Section 6, the algebra
LS (M) of all locally measurable operators may be identified with the algebra
Lwo0 (ν;B (H)). As we shall see in Proposition 6.7, the above definition of
admissible algebras has been chosen such that:
(a). The algebra S (M) of all measurable operators affiliated with M and
the algebra S (τ) of all τ -measurable operators are both U-admissible
with respect to U = B (H) .
(b). The algebra S0 (τ ) of all τ -compact operators is U-admissible with re-
spect to U = K (H), the algebra of all compact operators in H.
Some simple observations first.
Lemma 5.3 Suppose that A ⊆ Lwo0 (ν;L (X)) satisfies (i) and (ii) of Defi-
nition 5.1. If f ∈ A is such that fg = 0 for all g ∈ A, then f = 0.
Proof. Let {xn}
∞
n=1 be a dense subset ofX . For each n ∈ N, let x
∗
n ∈ X
∗ sat-
isfy 〈xn, x∗n〉 = 1. Define the rank one projection pn in X by setting pn (x) =
〈x, x∗n〉xn, x ∈ X . Let the ν-measurable set A ⊆ S with ν (A) <∞ be fixed.
It follows from assumption (ii) that χA⊗ pn ∈ A and so, f (χA ⊗ pn) = 0 for
all n. This implies, in particular, that
f (s)xn = f (s)χA (s) pnxn = 0 ν-a.e. on A
for all n ∈ N. Since {xn}
∞
n=1 dense in X , this implies that f (s) = 0 ν-a.e.
on A. Using that ν is a σ-finite measure, it follows that f = 0.
A combination of Lemmas 4.4 and 5.3 yields the following result.
Corollary 5.4 If A ⊆ Lwo0 (ν;L (X)) satisfies (i) and (ii) and if δ : A → A
is a derivation, then δ (χAf) = χAδ (f) for all f ∈ A and all ν-measurable
subsets A ⊆ S.
Suppose now that A ⊆ Lwo0 (ν;L (X)) satisfies (i) and (ii) of Definition
5.1 and let δ : A → A be a derivation. It will be shown that δ is L∞-linear,
that is, δ (af) = aδ (f) for all a ∈ L∞ (ν) and f ∈ A. It is assumed, up to
Lemma 5.8, in addition, that ν (S) <∞.
If p ∈ I (F (X)), then it follows from (ii) and the discussion in Section 2
that
Lwo∞ (ν;L (Xp)) ⊆ Ap = (1⊗ p)A (1⊗ p) ⊆ L
wo
0 (ν;L (Xp)) .
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It is not difficult to show that the commutant of Lwo∞ (ν;L (Xp)) in
Lwo0 (ν;L (Xp)) is equal to L0 (ν) ⊗ Cp and so, the centre of Ap is given
by Z (Ap) = Zp ⊗ Cp, where Zp ⊆ L0 (ν) is given by
Zp = {a ∈ L0 (ν) : a⊗ p ∈ A} .
Note that Zp is a subalgebra of L0 (ν) satisfying L∞ (ν) ⊆ Zp. It follows
from Lemma 4.5 that the map δp : f 7−→ (1⊗ p) δ (f) (1⊗ p), f ∈ Ap,
defines a derivation on Ap. The derivation δp leaves the centre Zp ⊗ Cp
invariant (see Lemma 4.2). Consequently, there exists a unique linear map
δzp : L∞ (ν)→ L0 (ν) such that
δp (a⊗ p) = δ
z
p (a)⊗ p, a ∈ L∞ (ν) , (12)
and satisfying
δzp (ab) = δ
z
p (a) b+ aδ
z
p (a) , a, b ∈ L∞ (ν) .
Lemma 5.5 If 0 6= p, q ∈ I (F (X)) are such that q = pq = qp, then δzp (a) =
δzq (a) for all a ∈ L∞ (ν).
Proof. If a ∈ L∞ (ν), then
δzq (a)⊗ q = δq (a⊗ q) = (1⊗ q) δ (a⊗ q) (1⊗ q)
= (1⊗ q) δ ((1⊗ q) (a⊗ p)) (1⊗ q)
= (1⊗ q) [δ (1⊗ q) (a⊗ p) + (1⊗ q) δ (a⊗ p)] (1⊗ q) .
Using Lemma 4.3 (i), it follows that
(1⊗ q) δ (1⊗ q) (a⊗ p) (1⊗ q) = (1⊗ q) δ (1⊗ q) (1⊗ q) (a⊗ p) = 0
and so,
δzq (a)⊗ q = (1⊗ q) δ (a⊗ p) (1⊗ q)
= (1⊗ q) (1⊗ p) δ (a⊗ p) (1⊗ p) (1⊗ q)
= (1⊗ q) δp (a⊗ p) (1⊗ q)
= (1⊗ q)
(
δzp (a)⊗ p
)
(1⊗ q) = δzp (a)⊗ q.
Since q 6= 0, this implies that δzq (a) = δ
z
p (a). The proof of the lemma is
complete.
Assume now that X is infinite dimensional. Since the Banach space X is
separable, there exist sequences {xn}
∞
n=1 in X and {x
∗
n}
∞
n=1 in X
∗ such that
(see e.g. [10], Proposition 1.f.3):
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1. 〈xn, x∗m〉 = δnm for all n,m ∈ N;
2. span {xn}
∞
n=1 is dense in X ;
3. {x∗n}
∞
n=1 separates the points of X .
For n ∈ N, define the projection pn ∈ I (F (X)) by setting
pnx =
n∑
k=1
〈x, x∗k〉xk, x ∈ X.
It should be observed that pmpn = pnpm = pm whenever m ≤ n. Indeed, if
x ∈ X , then
pmpnx =
m∑
k=1
〈pnx, x
∗
k〉xk =
m∑
k=1
〈
n∑
j=1
〈
x, x∗j
〉
xj , x
∗
k
〉
xk
=
m∑
k=1
n∑
j=1
〈
x, x∗j
〉
〈xj , x
∗
k〉 xk =
m∑
k=1
n∑
j=1
δj,k
〈
x, x∗j
〉
xk
=
m∑
k=1
〈x, x∗k〉xk = pmx,
and similarly, pnpmx = pmx. In particular, that {pn}
∞
n=1 is a commuting
family of projections. Also the following observation will be used.
Lemma 5.6 If f ∈ L0 (ν;L (X)) is such that (1⊗ pn) f (1⊗ pn) = 0 for all
n ∈ N, then f = 0.
Proof. First assume that f ∈ L0 (ν;L (X)) is such that f (1⊗ pn) = 0 for
all n ∈ N, that is,
n∑
k=1
〈x, x∗k〉 f (s)xk = 0, ν-a.e. on S, x ∈ X, n ∈ N.
Taking x = xn, this implies that f (s)xn = 0 for all n ∈ N and ν-a.e. on S.
Since span {xn}
∞
n=1 is dense in X , it follows that f (s) = 0 ν-a.e. on S.
Suppose next that f ∈ L0 (ν;L (X)) is such that (1⊗ pn) f = 0 for all
n ∈ N, that is,
n∑
k=1
〈f (s) x, x∗k〉xk = 0, ν-a.e. on S, x ∈ X, n ∈ N.
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Since {xk}
∞
k=1 are linearly independent, this implies that 〈f (s)x, x
∗
k〉 = 0
ν-a.e. on S for all k ∈ N. Using that {x∗k}
∞
k=1 separates the points of X , it
follows that f (s)x = 0 ν-a.e. on S for all x ∈ X and so, f = 0 (since X is
separable).
Assume now that (1⊗ pn) f (1⊗ pn) = 0 for all n ∈ N. Since
(1⊗ pm) (1⊗ pn) = 1⊗ pm
whenever m ≤ n, it follows that (1⊗ pm) f (1⊗ pn) = 0 for all m,n ∈ N.
Fixing m ∈ N, it follows from the first part of the proof that (1⊗ pm) f = 0
for all m. Applying the second part of the present proof, this implies that
f = 0.
Since pmpn = pm whenever m ≤ n, it follows from Lemma 5.5 that
δzpn = δ
z
pm
for all m,n ∈ N. Consequently, there exists a linear map δz :
L∞ (ν)→ L0 (ν) satisfying
δz (ab) = δz (a) b+ aδz (b) , a, b ∈ L∞ (ν) ,
and
(1⊗ pn) δ (a⊗ pn) (1⊗ pn) = δ
z (a)⊗ pn, a ∈ L∞ (ν) , n ∈ N.
Lemma 5.7 In the situation as above, it follows that δz = 0.
Proof. Suppose that δz 6= 0. Let qn ∈ I (F (X)) be defined by qn = pn+1−pn
for all n ∈ N. Note that qn 6= 0 for all n. It follows from Lemma 4.6 that
there exists a ν-measurable subset B ⊆ S with ν (B) > 0 such that for every
n ∈ N there exists an ∈ L∞ (ν) satisfying |an| ≤ n−2 ‖qn‖
−1
L(X) and
|δz (an)| ≥ n ‖qn‖L(X) χB. (13)
Since |an (s)| ≤ n−2 ‖qn‖
−1
L(X), s ∈ S, it follows that the series
f (s) =
∞∑
n=1
an (s) qn
defines an element f (s) ∈ K (X). It is also clear that f ∈ L0 (ν;K (X)) ⊆
L0 (ν;L (X)). Given ε > 0, there exists N ∈ N such that
∞∑
n=N
|an (s)| ‖qn‖L(X) ≤ ε, s ∈ S,
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and hence, the projection pN ∈ I (F (X)) satisfies
∥∥f (1⊗ p⊥N)∥∥∞ ≤ ε.
Therefore, it follows from (ii) that f ∈ A (recall that it is assumed at present
that ν (S) <∞).
Since (1⊗ qn) f = (an ⊗ qn) = f (1⊗ qn), it follows that
(1⊗ qn) δ (f) (1⊗ qn) = (1⊗ qn) δ (f (1⊗ qn)) (1⊗ qn)
= (1⊗ qn) δ (an ⊗ qn) (1⊗ qn)
= δqn (an ⊗ qn) = δ
z
qn
(an)⊗ qn
for all n ∈ N. Observing that qnpn+1 = pn+1qn = qn, it follows from Lemma
5.5 that δzqn = δ
z
pn+1
, that is, δzqn = δ
z on L∞ (ν). Consequently,
(1⊗ qn) δ (f) (1⊗ qn) = δ
z (an)⊗ qn, n ∈ N.
If s ∈ B, then
|δz (an) (s)| ‖qn‖L(X) = ‖qnδ (f) (s) qn‖L(X) ≤ ‖qn‖
2
L(X) ‖δ (f) (s)‖L(X)
and so, (13) implies that
n ‖qn‖
2
L(X) ≤ ‖qn‖
2
L(X) ‖δ (f) (s)‖L(X) , n ∈ N.
Since qn 6= 0, this contradicts the fact that ‖δ (f) (s)‖L(X) <∞ ν-a.e. on S.
Therefore, it may be concluded that δz = 0.
Note that the result of Lemma 5.7 may be formulated as
(1⊗ pn) δ (a⊗ pn) (1⊗ pn) = 0, a ∈ L∞ (ν) , n ∈ N. (14)
Lemma 5.8 Same situation as above. The derivation δ is L∞ (ν)-linear on
A, that is, δ (af) = aδ (f) for all f ∈ A and a ∈ L∞ (ν).
Proof. It should be observed first that δ (a⊗ pn) = aδ (1⊗ pn) for all a ∈
L∞ (ν) and n ∈ N. Indeed, if m ≥ n, then
δ (a⊗ pn) = δ ((1⊗ pn) (a⊗ pm))
= δ (1⊗ pn) (a⊗ pm) + (1⊗ pn) δ (a⊗ pm)
and so,
δ (a⊗ pn) (1⊗ pm) = aδ (1⊗ pn) (1⊗ pm) + (1⊗ pn) δ (a⊗ pm) (1⊗ pm) .
It follows from (14) that
(1⊗ pn) δ (a⊗ pm) (1⊗ pm) = (1⊗ pn) (1⊗ pm) δ (a⊗ pm) (1⊗ pm) = 0
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and hence,
δ (a⊗ pn) (1⊗ pm) = aδ (1⊗ pn) (1⊗ pm)
for all m ≥ n. Now, Lemma 5.6 implies that δ (a⊗ pn) = aδ (1⊗ pn).
Suppose next that f ∈ A and a ∈ L∞ (ν). If n ∈ N, then
δ (a (1⊗ pn) f) = δ (a (1⊗ pn)) f + a (1⊗ pn) δ (f) (15)
= aδ (1⊗ pn) f + a (1⊗ pn) δ (f) .
On the other hand,
δ (a (1⊗ pn) f) = δ ((1⊗ pn) af) (16)
= δ (1⊗ pn) af + (1⊗ pn) δ (af)
= aδ (1⊗ pn) f + (1⊗ pn) δ (af) .
Comparing (15) and (16), it follows that
(1⊗ pn) (aδ (f)) = (1⊗ pn) δ (af) , n ∈ N.
Consequently, Lemma 5.6 implies that aδ (f) = δ (af). The proof is com-
plete.
Proposition 5.9 Suppose that X is an infinite dimensional separable Ba-
nach space and that A is a subalgebra of Lwo0 (ν;L (X)) satisfying conditions
(i) and (ii) of Definition 5.1. If δ : A→ A is a derivation, then δ is L∞ (ν)-
linear, that is, δ (af) = aδ (f) for all f ∈ A and a ∈ L∞ (ν).
Proof. The case that ν (S) < ∞ has been obtained in Lemma 5.8. Using
Corollary 5.4, the extension to the case that ν is σ-finite follows via a standard
argument.
Remark 5.10 In the situation of Proposition 5.9, define the subalgebra MA
of L0 (ν) by
MA = {a ∈ L0 (ν) : af ∈ A for all f ∈ A} .
By (i) of Definition 5.1, L∞ (ν) ⊆ MA. We claim that δ (af) = aδ (f) for
all f ∈ A and a ∈ MA. Indeed, given a ∈ MA, there exists a ν-measurable
partition {An}
∞
n=1 of S such that aχAn ∈ L∞ (ν) for all n. Using Corollary
5.4 and Proposition 5.9, it follows that
χAnδ (af) = δ
(
χAnaf
)
= χAnaδ (f)
for all n ∈ N. This implies that δ (af) = aδ (f).
In particular, if A =Lwo0 (ν;U) for some closed standard subalgebra U of
L (X), then δ is L0 (ν)-linear.
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If U is a closed standard subalgebra of L (X), then T0 denotes the topology
in Lwo0 (ν;U) of convergence in measure on sets of finite measure (see Section
3).
Proposition 5.11 Let U be a closed standard subalgebra of L (X). If δ :
Lwo0 (ν;U) → L
wo
0 (ν;U) is an L0 (ν)-linear derivation, then δ is continuous
with respect to T0.
Proof. It follows from Lemma 3.4 that Lwo0 (ν;U) is a complete metrizable
topological vector space with respect to T0. Therefore, it is sufficient to show
that δ is closed (see e.g. [14], Theorem 2.15). Accordingly, suppose that
{fn}
∞
n=1 is a sequence in L
wo
0 (ν;U) such that fn
T0→ 0 and δ (fn)
T0→ g as n→∞
for some g ∈ Lwo0 (ν;U). Let p, q ∈ I (F (X)) be two rank one projections
and note that p, q ∈ U. There exist x0, y0 ∈ X and x
∗
0, y
∗
0 ∈ X
∗ satisfying
〈x0, x∗0〉 = 〈y0, y
∗
0〉 = 1, such that px = 〈x, x
∗
0〉x0 and qx = 〈x, y
∗
0〉 y0, x ∈ X .
Defining the rank one operator v ∈ F (X) by setting vx = 〈x, y∗0〉x0, x ∈ X ,
it follows that
pTq = 〈Ty0, x
∗
0〉 v, T ∈ L (X) . (17)
It follows from (17) that
((1⊗ p) fn (1⊗ q)) (s) = pfn (s) q = an (s) v, s ∈ S,
where an ∈ L0 (ν). Since fn
T0→ 0 implies that (1⊗ p) fn (1⊗ q)
T0→ 0, it is
clear that an → 0 as n → ∞ in measure on sets of finite measure. Hence,
anδ (v)
T0→ 0 in Lwo0 (ν;U). Furthermore, δ is L0-linear and so,
δ ((1⊗ p) fn (1⊗ q)) = anδ (v)
for all n. Consequently, δ ((1⊗ p) fn (1⊗ q))
T0→ 0 as n→∞. Since,
δ ((1⊗ p) fn (1⊗ q))
= δ (1⊗ p) fn (1⊗ q) + (1⊗ p) δ (fn) (1⊗ q) + (1⊗ p) fnδ (1⊗ q) ,
δ (1⊗ p) fn (1⊗ q)
T0→ 0 and (1⊗ p) fnδ (1⊗ q)
T0→ 0 as n → ∞, it follows
that
(1⊗ p) δ (fn) (1⊗ q)
T0→ 0, n→∞.
On the other hand, δ (fn)
T0→ g implies that
(1⊗ p) δ (fn) (1⊗ q)
T0→ (1⊗ p) g (1⊗ q) , n→∞
and so, (1⊗ p) g (1⊗ q) = 0.
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Since every finite rank projection in X may be written as a sum of finitely
many rank one projections, it follows that (1⊗ p) g (1⊗ p) = 0 for all finite
rank projections p in X . Consequently, via Lemma 5.6 it may be concluded
that g = 0. This shows that δ is closed and hence, δ is T0-continuous.
Corollary 5.12 Assuming that X is infinite dimensional, let U be a closed
standard subalgebra of L (X). If δ : Lwo0 (ν;U) → L
wo
0 (ν;U) is a derivation,
then δ is continuous with respect to T0.
Proof. It follows from Remark 5.10 that δ is L0-linear and so, the result is
an immediate consequence of 5.11.
Proposition 5.13 Let U be a closed standard subalgebra of L (X). If δ :
Lwo0 (ν;U) → L
wo
0 (ν;U) is an L0 (ν)-linear derivation, then there exists w ∈
L0 (ν;L (X)) such that δ (f) = wf − fw for all f ∈ A.
Proof. It follows from Proposition 5.11 that δ is continuous with respect to
T0. Consequently, by Proposition 3.8, there exists 0 ≤ a ∈ L0 (ν) such that
‖δ (f) (s)‖L(X) ≤ a (s) ‖f (s)‖L(X) , ν-a.e. on S, (18)
for all f ∈ Lwo0 (ν;U). Fix x0 ∈ X with ‖x0‖X = 1 and let x
∗
0 ∈ X
∗ be such
that ‖x∗0‖X∗ = 1 and 〈x0, x
∗
0〉 = 1. Define F0 ∈ L0 (ν;X) by F0 = 1⊗ x0.
For F ∈ L0 (ν;X) and s ∈ S, define the rank one operator gF (s) ∈
F (X) ⊆ U by setting
gF (s) x = 〈x, x
∗
0〉F (s) , x ∈ X.
It is clear that
‖gF (s)‖L(X) ≤ ‖F (s)‖X . (19)
Furthermore, if x ∈ X and x∗ ∈ X∗, then the function
s 7−→ 〈gF (s)x, x
∗〉 = 〈x, x∗0〉 〈F (s) , x
∗〉 , s ∈ S,
is ν-measurable. Therefore, gF ∈ Lwo0 (ν;U). Identifying the elements of
Lwo0 (ν;U) with L0 (ν)-linear operators on L0 (ν;X) (see Corollary 3.16), it
is clear that gFF0 = F . Furthermore, the map F 7−→ gF , F ∈ L0 (ν;X), is
linear from L0 (ν;X) into L
wo
0 (ν;U). It should be observed that
gfF = fgF , f ∈ L
wo
0 (ν;U) , F ∈ L0 (ν;X) . (20)
Indeed,
gfF (s) x = 〈x, x
∗
0〉 f (s)F (s) = f (s) (〈x, x
∗
0〉F (s)) = f (s) gF (s) x
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for x ∈ X , s ∈ S, and so, (20) holds. Similarly, it follows that
gbF = bgF , b ∈ L0 (ν) , F ∈ L0 (ν;X) , (21)
that is, the map F 7−→ gF , F ∈ L0 (ν;X), is L0 (ν)-linear.
Define the linear operator T : L0 (ν;X)→ L0 (ν;X) by setting
TF = δ (gF )F0, F ∈ L0 (ν;X) . (22)
Since δ is L0-linear, it follows, in particularly, from (21) that T is also L0-
linear. Furthermore, it follows from (18) and (19) that
‖(TF ) (s)‖X = ‖δ (gF ) (s) x0‖X ≤ ‖δ (gF ) (s)‖L(X)
≤ a (s) ‖gF (s)‖L(X) ≤ a (s) ‖F (s)‖X , s ∈ S,
and so, T is continuous with respect to the topology T0 (see Proposition
3.8). Therefore, it follows from Proposition 3.15 that there exists w ∈
Lwo0 (ν;L (X)) such that
TF = wF, F ∈ L0 (ν;X) . (23)
Finally, it will be shown that δ (f) = [w, f ] for all f ∈ Lwo0 (ν;U). If f ∈
Lwo0 (ν;U) and F ∈ L0 (ν;X), then it follows from (22), (23) and (20) that
[w, f ]F = wfF − fwF = δ (gfF )F0 − fδ (gF )F0
= δ (fgF )F0 − fδ (gF )F0
= δ (f) gFF0 + fδ (gF )F0 − fδ (gF )F0
= δ (f) gFF0 = δ (f)F.
Since this holds for all F ∈ L0 (ν;X), we may conclude that δ (f) = [w, f ].
The proof is complete.
Corollary 5.14 Suppose that X is infinite dimensional and let U be a closed
standard subalgebra of L (X). If δ : Lwo0 (ν;U) → L
wo
0 (ν;U) is a derivation,
then there exists w ∈ L0 (ν;L (X)) such that δ (f) = wf − fw for all f ∈ A.
Corollary 5.15 Let X be a separable Banach space and let A be the algebra
Lwo0 (ν;L (X)) or L
wo
0 (ν;K (X)). If δ : A → A is an L0 (ν)-linear derivation,
then there exists w ∈ Lwo0 (ν;L (X)) such that δ (f) = wf−fw for all f ∈ A.
Corollary 5.16 Let X be an infinite dimensional separable Banach space
and let A be the algebra Lwo0 (ν;L (X)) or L
wo
0 (ν;K (X)). If δ : A → A is a
derivation, then there exists w ∈ Lwo0 (ν;L (X)) such that δ (f) = wf − fw
for all f ∈ A.
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Theorem 5.17 Let X be a separable Banach space and (S,Σ, ν) be a σ-
finite measure space. Suppose that U ⊆ L (X) is a closed standard algebra
and that A ⊆ Lwo0 (ν;L (X)) is a U-admissible subalgebra. If δ : A → A is
an L∞ (ν)-linear derivation, then there exists w ∈ Lwo0 (ν;L (X)) such that
δ (f) = wf − fw for all f ∈ A.
Proof. It follows from condition (iii) of Definition 5.1 and Proposition 3.9
that δ extends uniquely to an L0 (ν)-linear map δˆ : L
wo
0 (ν;U) → L
wo
0 (ν;U).
Recall from Proposition 3.9 that χAδˆ (f) = δ (χAf) for all f ∈ L
wo
0 (ν;U) and
all ν-measurable sets A satisfying χAf ∈ A. We claim that δˆ is a derivation.
Indeed, suppose that f, g ∈ Lwo0 (ν;U). It follows from condition (iii) on
the algebra A that there exists a measurable partition {An}
∞
n=1 such that
χAnf, χAng ∈ A for all n. Using that δˆ is L0 (ν)-linear, we find that
χAn δˆ (fg) = δˆ
(
χAnfg
)
= δ
(
χAnfχAng
)
= δ
(
χAnf
)
χAng + χAnfδ
(
χAng
)
= χAn δˆ (f) g + χAnf δˆ (g)
for all n ∈ N. Hence, δˆ (fg) = δˆ (f) g + f δˆ (g), which shows that δˆ is a
derivation in Lwo0 (ν;U). Consequently, the result of the theorem follows
immediately from Proposition 5.13.
Corollary 5.18 Let X be an infinite dimensional separable Banach space
and (S,Σ, ν) be a σ-finite measure space. Suppose that U ⊆ L (X) is a closed
standard algebra and that A ⊆ Lwo0 (ν;L (X)) is a U-admissible subalgebra.
If δ : A → A is a derivation, then there exists w ∈ Lwo0 (ν;L (X)) such that
δ (f) = wf − fw for all f ∈ A.
6 Applications to algebras of measurable op-
erators
In the present section, we shall apply the results of the previous section
to algebras of measurable operators with respect to certain von Neumann
algebras. For details on von Neumann algebra theory, the reader is referred to
e.g. [8], [9], [15] or [19]. General facts concerning measurable operators may
be found in [18], [21] and [22] (see also [20], Chapter IX). For the convenience
of the reader, some of the basic definitions are recalled.
Let M be a von Neumann algebra on a Hilbert space H . The set of
all self-adjoint projections in M is denoted by P (M). The commutant
30
of M is denoted by M′. A linear operator x : D (x) → H , where the
domain D (x) of x is a linear subspace of H , is said to be affiliated with M
if yx ⊆ xy for all y ∈ M′ (which is denoted by xηM). A linear operator
x : D (x)→ H is termed measurable with respect toM if x is closed, densely
defined, affiliated withM and there exists a sequence {pn}
∞
n=1 in P (M) such
that pn ↑ 1, pn (H) ⊆ D (x) and p⊥n is a finite projection (with respect to
M) for all n. It should be noted that the condition pn (H) ⊆ D (x) implies
that xpn ∈ M. The collection of all measurable operators with respect to
M is denoted by S (M), which is a unital ∗-algebra with respect to strong
sums and products (denoted simply by x + y and xy for all x, y ∈ S (M)).
Furthermore, a closed densely defined linear operator x : D (x)→ H is called
locally measurable (with respect to M) if xηM and there exists a sequence
{pn}
∞
n=1 in P (Z (M)) such that pn ↑ 1 and xpn ∈ S (M) for all n. The
collection of all locally measurable operators is denoted by LS (M), which
is a unital ∗-algebra with respect to strong sums and products. Evidently,
S (M) is a ∗-subalgebra of LS (M). For details we refer e.g. to [22].
If the von NeumannM is semi-finite, equipped with a semi-finite faithful
normal trace τ , then an operator x ∈ S (M) is called τ -measurable if there
exists a sequence {pn}
∞
n=1 in P (M) such that pn ↑ 1, pn (H) ⊆ D (x) and
τ
(
p⊥n
)
< ∞ for all n. The collection S (τ ) of all τ -measurable operators
is a unital ∗-subalgebra of S (M). For details see e.g. [21]. An operator
x ∈ S (τ) is said to τ -compact if for every ε > 0 there exists a projection
p ∈ P (M) such that ‖xp‖B(H) < ε and τ
(
p⊥
)
< ∞. The collection S0 (τ)
of all τ -compact operators is a two-sided ideal in S (τ ).
Now, we specialize to the case where H is a separable Hilbert space and
M = L∞ (ν)⊗B (H), the von Neumann algebra tensor product of L∞ (ν)
and B (H) acting on the Hilbert space tensor product L2 (ν)⊗H . Here,
(S,Σ, ν) is a σ-finite measure space and L∞ (ν) is considered as a von Neu-
mann algebra on the Hilbert space L2 (ν), acting via multiplication. The von
Neumann algebra B (H) is equipped with its standard trace tr and L∞ (ν)
is equipped with the trace ν, given by ν (f) =
∫
S
fdν, 0 ≤ f ∈ L∞ (ν).
Let τ = ν ⊗ tr be the tensor product trace on M, that is, τ is the unique
semi-finite normal faithful trace τ satisfying τ (f ⊗ x) = ν (f) tr (x) for all
0 ≤ f ∈ L∞ (ν) and 0 ≤ x ∈ B (H). Identifying the tensor product
L2 (ν)⊗H with the Bochner space L2 (ν;H), the von Neumann algebra
L∞ (ν)⊗B (H) may be identified with the space Lwo∞ (ν;B (H)), where the
function f ∈ Lwo∞ (ν;B (H)) corresponds to the operator xf on L2 (ν;H) given
by (xfF ) (s) = f (s)F (s), ν-a.e. on S for all F ∈ L2 (ν;H) (see e.g. [19]). It
should be observed that if f ∈ Lwo∞ (ν;B (H)), then f ≥ 0 (that is, xf ≥ 0) if
and only if f (s) ≥ 0 in B (H) ν-a.e. on S. Using this observation, it is not
difficult to show that a sequence {fn}
∞
n=1 in L
wo
∞ (ν;B (H)) satisfies fn ↓n 0
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(in the von Neumann algebra Lwo∞ (ν;B (H))) if and only if fn (s) ↓n 0 (in
B (H)) ν-a.e. on S. The (tensor product) trace on Lwo∞ (ν;B (H)) is given
by
τ (f) =
∫
S
tr (f (s)) dν (s) , 0 ≤ f ∈ Lwo∞ (ν;B (H)) . (24)
Indeed, using the preceding observations, it is not difficult to show that
(24) defines a semi-finite normal faithful trace τ on Lwo∞ (ν;B (H)) satisfying
τ (f ⊗ x) = ν (f) tr (x), 0 ≤ f ∈ L∞ (ν), 0 ≤ x ∈ B (H).
The following observation will be used.
Lemma 6.1 A projection p ∈ M ∼= Lwo∞ (ν;B (H)) is finite if and only if
p (s) is a finite projection in B (H) for ν-almost all s ∈ S.
Proof. First assume that p (s) is a finite projection in B (H) for ν-almost
all s ∈ S and suppose that q ∈ P (Lwo∞ (ν;B (H))) is such that q ≤ p and
q ∼ p. Since q ∼ p, there exists a partial isometry v ∈ Lwo∞ (ν;B (H))
such that v∗v = p and vv∗ = q. This implies that v (s)∗ v (s) = p (s) and
v (s) v (s)∗ = q (s) ν-a.e. on S. Since p (s) is finite ν-a.e., it follows that
q (s) = p (s) ν-a.e. on S and hence, p = q. This shows that the projection p
is finite in Lwo∞ (ν;B (H)).
Assume now that p ∈ P (Lwo∞ (ν;B (H))) is finite and letH (s) = p (s) (H),
s ∈ S. Setting S∞ = {s ∈ S : dimH (s) =∞}, suppose that ν (S∞) > 0 and
define p1 ∈ P (Lwo∞ (ν;B (H))) by p1 = χS∞p. It follows from [8], Proposition
II.1.9 and Proposition II.1.1 that there exist Bochner ν-measurable functions
ηn : S∞ → H , n ∈ N, such that {ηn (s)}
∞
n=1 is an orthonormal basis in H (s)
for all s ∈ S∞. Defining q ∈ P (Lwo∞ (ν;B (H))) by setting
q (s) ξ =
∞∑
n=1
〈ξ, η2n (s)〉 η2n (s) , s ∈ S∞
and q (s) = 0 if s ∈ SS∞, it is easily verified that q < p1 and q ∼ p1.
Hence, p1 is not finite. Since p1 ≤ p, this is a contradiction. Therefore, we
may conclude that ν (S∞) = 0, that is, p (s) is finite for ν-almost all s ∈ S.
The proof is complete.
We will show next that the algebra Lwo0 (ν;B (H)) may be identified with
the algebra LS (M). Let f ∈ Lwo0 (ν;B (H)) be given. It should be recalled
that, by Lemma 3.10, fF ∈ Lwo0 (ν;H) for all F ∈ L2 (ν;H). Define the
linear subspace D (xf ) of L2 (ν;H) by setting
D (xf ) = {F ∈ L2 (ν;H) : fF ∈ L2 (ν;H)}
and define the linear operator xf : D (xf )→ L2 (ν;H) by
xfF = fF, F ∈ D (xf ) . (25)
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Lemma 6.2 If f ∈ Lwo0 (ν;B (H)), then the operator xf , defined by (25), is
locally measurable with respect to M.
Proof. Define the subsets An of S by setting
An =
{
s ∈ S : ‖f (s)‖B(H) ≤ n
}
, n ∈ N, (26)
which are ν-measurable by Lemma 3.1. It is clear that
χAnL2 (ν;H) =
{
χAnF : F ∈ L2 (ν;H)
}
⊆ D (xf )
and it follows from the dominated convergence theorem that
D =
⋃∞
n=1
χAnL2 (ν;H) (27)
is dense in L2 (ν;H). This shows that D (xf ) is dense in L2 (ν;H). Suppose
that {Fn}
∞
n=1 is a sequence in D (xf ) and that F,G ∈ L2 (ν;H) such that
Fn → F and xfFn → G in L2 (ν;H). Passing to a subsequence, it may be
assumed that Fn (s)→ F (s) and f (s)Fn (s)→ G (s) ν-a.e. on S. Therefore,
f (s)F (s) = G (s) ν-a.e. and hence, F ∈ D (xf ) and xfF = G. This shows
that xf is closed.
Using thatM′ = L∞ (ν)⊗C1, it is easy to verify that xf is affiliated with
M. Finally, defining the projections {pn}
∞
n=1 in P (Z (M)) by pn = χAn ⊗1,
it is evident that pn ↑ 1 and xfpn ∈ M for all n ∈ N. Consequently,
xf ∈ LS (M).
If f ∈ Lwo0 (ν;B (H)) and the sets An ⊆ S are defined by (26), then it
follows easily that the subspace D, defined by (27), is a core for the operator
xf , that is, xf is the closure of its restriction to D. Using this observation,
the first part of the following proposition follows via a standard argument.
Proposition 6.3 The map f 7−→ xf , f ∈ Lwo0 (ν;B (H)), is a unital ∗-
isomorphism from Lwo0 (ν;B (H)) onto LS (M).
Proof. It remains to be shown that for every x ∈ LS (M) there exists f ∈
Lwo0 (ν;B (H)) such that x = xf . To this end, first assume that x ∈ S (M).
By definition, there exists a sequence {pn}
∞
n=1 such that pn ↑ 1, xpn ∈M and
p⊥n is finite for all n. As observed in Lemma 6.1, this implies that p
⊥
n (s) is a
finite projection in B (H) ν-a.e., that is, tr
(
p⊥n (s)
)
∈ N ∪ {0}, for ν-almost
all s ∈ S. Since p⊥n ↓ 0 in M implies that p
⊥
n (s) ↓ 0 in B (H) ν-a.e. on
S (see the observations preceding (24)) and tr
(
p⊥n (s)
)
∈ N ∪ {0}, it follows
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that for (ν-almost) every s ∈ S there exists ns ∈ N such that pn (s) = 1 for
all n ≥ ns. Consequently, if the ν-measurable sets An are defined by setting
An = {s ∈ S : pn (s) = 1} ,
then An ↑ S. Note that pn
(
χAn ⊗ 1
)
= χAn ⊗ 1. For each n ∈ N, there
exists a unique fn ∈ L
wo
∞ (ν;B (H)) such that xpn = xfn . If m ≤ n, then
xχAmfm = xfm
(
χAm ⊗ 1
)
= xpm
(
χAm ⊗ 1
)
= x
(
χAm ⊗ 1
)
= x
(
χAn ⊗ 1
) (
χAm ⊗ 1
)
= xpn
(
χAn ⊗ 1
) (
χAm ⊗ 1
)
= xfn
(
χAm ⊗ 1
)
= xχAmfn
and so, χAmfm = χAmfn. Therefore, there exists a unique f ∈ L
wo
0 (ν;B (H))
such that χAnf = χAnfn for all n. We claim that x = xf . Indeed,
x
(
χAn ⊗ 1
)
= xpn
(
χAn ⊗ 1
)
= xfn
(
χAn ⊗ 1
)
= xf
(
χAn ⊗ 1
)
for all n, from which it easily follows that x = xf .
Assume now that x ∈ LS (M). There exists a sequence {qn}
∞
n=1 of mu-
tually orthogonal central projections in M such that
∑∞
n=1 qn = 1 and
xqn ∈ S (M) for all n. Each qn is of the form qn = χBn ⊗ 1, where Bn
is a ν-measurable set. Since qnqm = 0 whenever n 6= m, it follows that the
sets {Bn}
∞
n=1 are mutually disjoint (modulo ν-null sets). Furthermore, it is
clear that
⋃
nBn = S. From the first part of the proof it follows that for
every n there exists a unique fn ∈ Lwo0 (ν;B (H)) such that xqn = xfn . A
moment’s reflection shows that fn = χBnfn for all n and so, there exists
a unique f ∈ Lwo0 (ν;B (H)) such that fn = χBnf for all n ∈ N. Since
x
(
χBn ⊗ 1
)
= xf
(
χBn ⊗ 1
)
for all n, it is now clear that x = xf , which
completes the proof of the proposition.
Remark 6.4 In [22] Definition 3.1, Yeadon introduces the topology of con-
vergence locally in measure in the algebra LS (M) for a general von Neumann
algebra M. If M = L∞ (ν)⊗B (H) and the algebra LS (M) is identified
with the algebra Lwo0 (ν;B (H)) via the above proposition, then this topology
in LS (M) corresponds to the topology of convergence in measure on sets of
finite measure in Lwo0 (ν;B (H)) (as defined in Section 3 of the present pa-
per). To verify this claim, it should be observed that Z (M) ∼= L∞ (ν) and
that the dimension function D : P (M) → M (ν)+ (in the sense of Segal,
[18] Definition 1.4) is given by (Dp) (s) = tr (p (s)), s ∈ S. Here, M (ν)+
denotes the collection of all (equivalence classes of) ν-measurable functions
with values in [0,∞]. The details are left to the reader.
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If f ∈ Lwo0 (ν;B (H)) is self-adjoint, that is, f (s)
∗ = f (s) ν-a.e. on S,
and if φ is a bounded Borel function on R, then φ (f) : s 7−→ φ (f (s)), s ∈ S,
is a bounded function from S into B (H). On the other hand, the operator
xf ∈ LS (M) is self-adjoint and so, the operator φ (xf) ∈ M is defined via
the functional calculus of xf . The next lemma describes the relationship
between φ (f) and φ (xf). The ∗-algebra of all bounded Borel functions on
R is denoted by Bb (R).
Lemma 6.5 If f ∈ Lwo0 (ν;B (H)) is self-adjoint and φ ∈ Bb (R), then
φ (f) ∈ Lwo∞ (ν;B (H)) and xφ(f) = φ (xf ).
Proof. Let f ∈ Lwo0 (ν;B (H)) be fixed and self-adjoint. Define U ⊆ Bb (R)
by setting
U =
{
φ ∈ Bb (R) : φ (f) ∈ L
wo
∞ (ν;B (H)) and xφ(f) = φ (xf )
}
.
It is easily verified that U is a unital ∗-subalgebra of Bb (R). If {φn}
∞
n=1 is a
sequence in U and if φ ∈ Bb (R) is such that φn → φ uniformly on R, then
it follows from the properties of the functional calculus that φn (f) → φ (f)
uniformly on S. Hence, φ (f) ∈ Lwo∞ (ν;B (H)) and
∥∥xφn(f) − xφ(f)∥∥M → 0
as n → ∞. Similarly, ‖φn (xf)− φ (xf )‖M → 0 and so, xφ(f) = φ (xf ).
This shows that U is uniformly closed in Bb (R). If λ ∈ CR and the
function rλ ∈ Bb (R) is defined by setting rλ (t) = (λ− t)
−1, t ∈ R, then
a straightforward calculation shows that xrλ(f) = rλ (xf) = (λ1− xf )
−1.
Consequently, rλ ∈ U for all λ ∈ CR. The Stone-Weierstrass theorem now
implies that C0 (R) ⊆ U .
Suppose that the sequence {φn}
∞
n=1 in U
+ and φ ∈ Bb (R)
+ are such that
0 ≤ φn (t) ↑n φ (t), t ∈ R. From the properties of the functional calculus it
follows that φn (xf ) ↑n φ (xf ) in M. On the other hand,
φn (f (s)) ↑n φ (f (s)) , s ∈ S,
in B (H). Hence, φ (f) ∈ Lwo∞ (S;B (H)) and φn (f) ↑ φ (f) in L
wo
∞ (S;B (H)),
which implies that xφn(f) ↑n xφ(f) in M. This shows that φ ∈ U
+. From
this observation it follows that U+ is closed in Bb (R)
+ under monotone
pointwise convergence of sequences. Together with the inclusion C0 (R) ⊆ U ,
this suffices to conclude that U = Bb (R), which completes the proof of the
lemma.
In the sequel, we shall frequently identify a function f ∈ Lwo0 (S;B (H))
with the corresponding operator xf ∈ LS (M). An immediate consequence
of Lemma 6.5 is the following.
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Corollary 6.6 If f ∈ Lwo0 (S;B (H)) is self-adjoint, then the spectral mea-
sure ef of f (as a self-adjoint operator in LS (M)) is given by
ef (B) (s) = ef(s) (B) , s ∈ S,
for every Borel set B ⊆ R. In particular, for every Borel set B ⊆ R, the
function s 7−→ ef(s) (B), s ∈ S, is ν-measurable.
To apply the results of Section 5 in the present setting, the following
observations are relevant.
Proposition 6.7 (i). The algebras LS (M), S (M) and S (τ) are B (H)-
admissible.
(ii). The algebra S0 (τ ) is K (H)-admissible.
Proof. (i). It is evident that LS (M) ∼= Lwo0 (ν;B (H)) is B (H)-admissible.
It is clear that S (M) and S (τ ) satisfy condition (i) of Definition 5.1. Since
Lwo∞ (ν;B (H))
∼=M⊆ S (τ ) ⊆ S (M) ,
it is also clear that both S (M) and S (τ) satisfy condition (ii). If f ∈
Lwo0 (ν;B (H)), then there exists a ν-measurable partition {An}
∞
n=1 of S such
that χAnf ∈ L
wo
∞ (ν;B (H)), that is, χAnf ∈M for all n. Hence, S (M) and
S (τ) also satisfy condition (iii) of Definition 5.1.
(ii). It should be observed first that S0 (τ) ⊆ Lwo0 (ν;K (H)). Indeed,
if f ∈ S0 (τ ), then there exists for every n ∈ N a projection pn ∈ P (M)
satisfying ‖fpn‖∞ ≤ 1/n and τ
(
p⊥n
)
< ∞. Using (24), it follows that
there exists a ν-measurable set A ⊆ S satisfying ν (SA) = 0, such that
‖f (s) pn (s)‖B(H) ≤ 1/n and tr
(
pn (s)
⊥
)
< ∞ for all s ∈ A. Consequently,
f (s) ∈ K (H) for all s ∈ A and so, f ∈ Lwo0 (ν;K (H)). Since S0 (τ)
is a two-sided ideal in S (τ), it is clear that S0 (τ ) is an L∞ (ν)-module.
To show that S0 (τ) satisfies condition (ii) of Definition 5.1, suppose that
f ∈ Lwo∞ (ν;B (H)) is such that for every ε > 0 there exists p ∈ I (F (H))
satisfying
∥∥f (1⊗ p⊥)∥∥
∞
≤ ε and let the ν-measurable set A ⊆ S with
ν (A) < ∞ be given. We have to show that χAf ∈ S0 (τ). If ε > 0, then
there exists p ∈ I (F (H)) such that
∥∥f (1⊗ p⊥)∥∥
∞
≤ ε. Replacing p by the
orthogonal projection in H onto Ker (p)⊥, it is easily seen that the projection
p may be assumed to be self-adjoint, that is, p ∈ P (F (H)). Defining the
projection q ∈ P (M) by q = χA⊗p, it is clear that τ (q) = ν (A) tr (p) <∞.
Furthermore, q⊥ = χA ⊗ p
⊥ + χAc ⊗ 1 and so,∥∥(χAf) q⊥∥∥∞ = ∥∥(χAf) (1⊗ p⊥)∥∥∞ ≤ ε.
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This shows that χAf ∈ S0 (τ ).
Finally, it will be shown that S0 (τ) satisfies condition (iii) of Definition
5.1 with respect to U = K (H). Since the measure ν is assumed to be σ-finite,
it suffices to consider the case that ν (S) < ∞. Given f ∈ Lwo0 (ν;K (H)),
define the sets Bk,n (k, n ∈ N) by setting
Bk,n =
{
s ∈ S : tr
(
e|f(s)| (1/k,∞)
)
> n
}
.
It follows from Corollary 6.6 that these sets are ν-measurable. Furthermore,
since f (s) ∈ K (H), it is clear that tr
(
e|f(s)| (1/k,∞)
)
∈ N for all k ∈ N
and s ∈ S. Consequently, Bk,n ↓n ∅ for all k and so, for each k there exists
nk ∈ N such that ν (Bk,nk) ≤ 2
−k. Defining
Al =
∞⋂
k=l
Bck,nk , l ∈ N,
it is clear that ν (Acl ) ≤ 2
−l+1 and so, Al ↑ S. Furthermore, if s ∈ Al, then
tr
(
e|f(s)| (1/k,∞)
)
≤ nk for all k ≥ l. We claim that χAlf ∈ S0 (τ ) for all
l ∈ N. Indeed, given l and ε > 0 let k ∈ N be such that k ≥ l and 1/k ≤ ε.
The projection p = χAle
|f | (ε,∞) satisfies
τ (p) =
∫
Al
tr
(
e|f(s)| (ε,∞)
)
dν (s)
≤
∫
Al
tr
(
e|f(s)| (1/k,∞)
)
dν (s) ≤ nkν (Al) <∞
and ∥∥(χAlf) p⊥∥∥∞ = ∥∥(χAlf) e|f | [0, ε]∥∥∞ ≤ ε.
Hence, χAlf ∈ S0 (τ) for all l. This suffices to show that S0 (τ ) satisfies
condition (iii) of Definition 5.1 with respect to U = K (H).
A combination of Theorem 5.17, Corollary 5.18 and Proposition 6.7 im-
mediately yield the following results.
Corollary 6.8 Let H be a separable Hilbert space, (S,Σ, ν) be a σ-finite
measure space andM = L∞ (ν)⊗B (H). If A is one of the algebras LS (M),
S (M), S (τ) or S0 (τ) and if δ is a Z (M)-linear derivation in A, then there
exists w ∈ LS (M) such that δ (x) = wx− xw, x ∈ A.
Corollary 6.9 Let H be a separable infinite dimensional Hilbert space,
(S,Σ, ν) be a σ-finite measure space and M = L∞ (ν)⊗B (H). If A is one
of the algebras LS (M), S (M), S (τ) or S0 (τ) and if δ is a derivation in A,
then there exists w ∈ LS (M) such that δ (x) = wx− xw, x ∈ A.
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If A is equal to either S (M) or S (τ ), then it actually follows that the
element w in Corollary 6.8 may be chosen from the algebra A itself (that is, δ
is inner). This will follow from the general result of Proposition 6.17, which
is of interest in its own right. The proof of this proposition is divided into a
number of lemmas.
LetM be a von Neumann algebra on a Hilbert space H and suppose that
A is a ∗-subalgebra of LS (M). If w ∈ LS (M) is such that [w, x] ∈ A for all
x ∈ A, then the map δw : A → A, defined by setting δw (x) = [w, x], x ∈ A,
is a derivation in A. In general, δw need not be inner in A. It will be shown
that if A is absolutely solid in LS (M) (that is, if x ∈ LS (M) and y ∈ A
are such that |x| ≤ |y|, then x ∈ A) and if M ⊆ A, then such a derivation
δw is always inner in A, that is, there exists w1 ∈ A such that δw = δw1 .
The following theorem will be used (see [9], Theorem 6.2.7).
Theorem 6.10 If e, f ∈ P (M), then there exist unique mutually orthogonal
central projection p0 and q0 which are maximal with respect to the properties:
1. q0e ∼ q0f ;
2. pe ≺ pf whenever p ∈ P (Z (M)) satisfies p ≤ p0;
3. pf ≺ pe whenever p ∈ P (Z (M)) satisfies p ≤ 1− p0 − q0.
For e, f ∈ P (M) define z (e, f) ∈ P (Z (M)) by setting z (e, f) = p0+q0.
It should be observed that z (e, f) is also given by
z (e, f) =
∨
{p ∈ P (Z (M)) : pe - pf} . (28)
Moreover, z (f, e) = 1− p0. This implies, in particular, that
z (f, e) ≥ 1− z (e, f)
and so,
z (e, f) ∨ z (f, e) = 1. (29)
Let a ∈ LSh (M) with spectral measure ea. For n ∈ Z, define the central
projections pan and q
a
n by setting
pan = z (e
a (−∞, n] , ea (n+ 1,∞)) , qan = z (e
a (n + 1,∞) , ea (−∞, n]) .
In the proof of Lemma 6.12 the following observation will be used.
Lemma 6.11 If {en}
∞
n=1 is a sequence of finite projections in M such that
en ↓ 0 and if p ∈ P (M) is such that p - en for all n, then p = 0.
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Proof. Since e1 is finite and p - e1, it follows that p is finite and so, the
projection e = e1∨p is also finite. The reduced von Neumann algebra eMe is
finite, en ↓ 0 in eMe and p - en in eMe for all n. Let T : eMe→ Z (eMe)
be the center-valued trace (see [9], Theorem 8.2.8). It follows from en ↓ 0
that T (en) ↓ 0, and p - en implies that T (p) ≤ T (en) for all n. Hence,
T (p) = 0 and so p = 0, which proves the lemma.
Lemma 6.12 The central projections {pan}n∈Z and {q
a
n}n∈Z satisfy:
(i). pan ∨ q
a
n = 1 for all n ∈ Z;
(ii). pan ↓n∈Z and q
a
n ↑n∈Z;
(iii).
∧
n∈Z p
a
n = 0 and
∧
n∈Z q
a
n = 0.
Proof. (i). This follows immediately from (29).
(ii). If n ∈ Z, then
pan+1e
a (−∞, n] ≤ pan+1e
a (−∞, n+ 1]
- pan+1e
a (n+ 2,∞) ≤ pan+1e
a (n+ 1,∞)
and so, it follows from (28) that pan+1 ≤ p
a
n. Similarly,
qane
a (n + 2,∞) ≤ qane
a (n+ 1,∞)
- qane
a (−∞, n] ≤ qane
a (−∞, n+ 1]
and hence, qan ≤ q
a
n+1.
(iii).Since a ∈ LS (M), there exists a sequence {zk}
∞
k=1 in P (Z (M))
such that zk ↑ 1 and azk ∈ S (M) for all k ∈ N. Defining p∞ ∈ P (Z (M))
by p∞ =
∧
n∈Z p
a
n, it follows that
p∞e
a (−∞, n] - p∞e
a (n+ 1,∞) , n ∈ Z. (30)
([9], Proposition 6.2.3). It follows from (30) that for each k ∈ N,
p∞zke
azk (−∞, n] - p∞zke
azk (n+ 1,∞) , n ∈ Z.
Let k ∈ N be fixed for the moment. Since azk ∈ S (M), there exists n0 ∈ N
such that eazk (n0 + 1,∞) is a finite projection. Consequently, if m ∈ Z and
n ∈ N satisfies n ≥ max (m,n0), then
p∞zke
azk (−∞, m] ≤ p∞zke
azk (−∞, n] - p∞zke
azk (n+ 1,∞)
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and so, it follows from Lemma 6.11 that p∞zke
azk (−∞, m] = 0. Letting
m ↑ ∞, it follows that p∞zk = 0 for all k ∈ N. Since zk ↑ 1, this implies that
p∞ = 0. This shows that p
a
n ↓n∈Z 0.
Similarly, if q−∞ =
∧
n∈Z q
a
n, then
q−∞e
a (n+ 1,∞) - q−∞e
a (−∞, n] , n ∈ Z,
which implies that
q−∞zke
azk (n+ 1,∞) - q−∞zke
azk (−∞, n] , n ∈ Z,
for all k ∈ N. If n < 0, then eazk (−∞, n] ≤ e|azk| [−n,∞). Since azk ∈
S (M), there exists n0 ∈ Z such that e|azk| [−n,∞) is a finite projection for
all n ≤ n0. As above, it now follows that q−∞zk = 0 for all k ∈ N. Since
zk ↑ 1, this implies that q−∞ = 0.
The following general observation concerning Boolean algebras will be
needed.
Lemma 6.13 Let B be a complete Boolean algebra (with smallest element 0
and largest element 1).
(i). If {An}n∈Z and {Bn}n∈Z are two sequences in B such that An ↓n∈Z,
Bn ↑n∈Z,
∧
n∈ZAn = 0,
∧
n∈ZBn = 0 and An ∨ Bn = 1 for all n, then∨
n∈Z (An ∧ Bn+1) = 1.
(ii). If {Aj}j∈J is a countable family in B such that
∨
j∈J Aj = 1, then there
exists a disjoint family {Bj}j∈J in B such that Bj ≤ Aj for all j ∈ J
and
∨
j∈J Bj = 1.
Proof. (i). It follows from An ∨ Bn = 1 that An ≥ Bcn and Bn ≥ A
c
n for all
n. This implies, in particular, that Bn ↑n∈Z 1. Hence, for each n ∈ Z,
Bn ∨
∨∞
k=n
(Bk+1Bk) = 1
and so, ∨∞
k=n
(Bk+1Bk) = B
c
n.
Consequently, ∨
n∈Z
(Bn+1Bn) =
∨
n∈Z
Bcn = 1.
It follows from An ≥ Bcn that
An ∧Bn+1 ≥ B
c
n ∧ Bn+1 = Bn+1Bn
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and hence, ∨
n∈Z
(An ∧ Bn+1) = 1.
(ii). Without loss of generality, it may be assumed that J = N. Defining
B1 = A1 and
Bj = Aj (A1 ∨ · · · ∨ Aj−1) , j ≥ 2,
it is clear that the sequence {Bj}j∈N has the desired properties.
A combination of Lemma 6.12 and Lemma 6.13 (applied to the complete
Boolean algebra of central projections in M) yields the following result.
Corollary 6.14 If a ∈ LSh (M), then there exists a disjoint sequence
{zn}n∈Z in P (Z (M)) such that zn ≤ p
a
nq
a
n+1 for all n ∈ Z and
∨
n∈Z zn = 1.
Lemma 6.15 If a ∈ LSh (M) and n ∈ Z satisfies ea (−∞, n] - ea (n+ 1,∞)
and ea (n + 2,∞) - ea (−∞, n+ 1], then there exists a partial isometry
v ∈M such that
|av − va|+ 1 ≥ |a− (n+ 1) 1| .
Proof. Let u1, u2 ∈M be partial isometries such that
u∗1u1 = e
a (−∞, n] and u1u
∗
1 ≤ e
a (n+ 1,∞) ,
u∗2u2 = e
a (n+ 2,∞) and u2u
∗
2 ≤ e
a (−∞, n+ 1] .
It should be observed that
u∗1u2 = (e
a (n+ 1,∞)u1)
∗ (ea (−∞, n+ 1] u2)
= u∗1e
a (n+ 1,∞) ea (−∞, n+ 1] u2 = 0
and hence, u∗2u1 = (u
∗
1u2)
∗ = 0. Defining v = u1 + u2, this implies that
v∗v = u∗1u1 + u
∗
2u2 = e
a (−∞, n] + ea (n + 2,∞)
and so, v is a partial isometry.
Since
|v∗av − v∗va|2 = |v∗ (av − va)|2 = (av − va)∗ vv∗ (av − va)
≤ (av − va)∗ (av − va) = |av − va|2 ,
it follows that |v∗av − v∗va| ≤ |av − va|. Therefore, it is sufficient to show
that
|v∗av − v∗va|+ 1 ≥ |a− (n+ 1)1| . (31)
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It should be observed that v∗v is a projection which commutes with a and
that the operator v∗av − v∗va is self-adjoint.
Note that
u∗1au2 = (e
a (n + 1,∞)u1)
∗ a (ea (−∞, n + 1]u2)
= u∗1e
a (n + 1,∞)aea (−∞, n+ 1] u2 = 0
and hence, u∗2au1 = (u
∗
1au2)
∗ = 0. This implies that
v∗av = u∗1au1 + u
∗
2au2
and so,
v∗av − v∗va = [u∗1au1 − a] e
a (−∞, n] + [u∗2au2 − a] e
a (n+ 2,∞) . (32)
Since
u∗1au1 = u
∗
1ae
a (n + 1,∞)u1 ≥ (n+ 1) u
∗
1e
a (n+ 1,∞)u1
= (n+ 1)u∗1u1 = (n + 1) e
a (−∞, n]
and
aea (−∞, n] ≤ nea (−∞, n] ≤ (n+ 1) ea (−∞, n] ,
it follows that
[u∗1au1 − a] e
a (−∞, n] ≥ − [a− (n + 1)1] ea (−∞, n] ≥ 0.
Similarly,
u∗2au2 = u
∗
2ae
a (−∞, n + 1]u2 ≤ (n+ 1) u
∗
2u2 = (n+ 1) e
a (n+ 2,∞)
and
aea (n+ 2,∞) ≥ (n + 2) ea (n + 2,∞) ≥ (n+ 1) ea (n+ 2,∞)
and so,
− [u∗2au2 − a] e
a (n+ 2,∞) ≥ [a− (n + 1)1] ea (n+ 2,∞) ≥ 0.
The above estimates, in combination with (32), show that
|v∗av − v∗va| ≥ |a− (n+ 1)1| (ea (−∞, n] + ea (n+ 2,∞)) . (33)
Observe next that
nea (n, n+ 2] ≤ aea (n, n+ 2] ≤ (n+ 2) ea (n, n+ 2]
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and so,
−ea (n, n+ 2] ≤ [a− (n+ 1)1] ea (n, n+ 2] ≤ ea (n, n+ 2] .
This implies that
ea (n, n+ 2] ≥ |a− (n + 1)1| ea (n, n+ 2] . (34)
Adding (34) and (33) yields
|v∗av − v∗va|+ ea (n, n + 2] ≥ |a− (n+ 1) 1| ,
from which (31) follows. The proof is complete.
Lemma 6.16 If a ∈ LSh (M), then there exist a partial isometry v ∈ M
and an operator a1 ∈ LSh (M) such that a− a1 ∈ Z (LS (M))h and
|av − va|+ 1 ≥ |a1| .
Proof. Let the sequence {zn}n∈Z in P (Z (M)) be as in Corollary 6.14. For
each n, the operator azn satisfies the conditions of Lemma 6.15 (with respect
to the reduced von Neumann algebra Mzn). Consequently, for each n ∈ Z
there exists a partial isometry vn ∈Mzn such that
|(azn) vn − vn (azn)|+ zn ≥ |azn − (n + 1) zn| .
Defining the partial isometry v ∈M by setting v =
∑
n∈Z vnzn, the operator
b ∈ Z (LS (M))h by b =
∑
n∈Z (n+ 1) zn and a1 = a − b, it follows that
a− a1 = b ∈ Z (LS (M))h and
|av − va|+ 1 ≥ |a1| .
The proof of the lemma is complete.
We are now in a position to prove the already advertised proposition.
Proposition 6.17 Let A be a ∗-subalgebra of LS (M) such that M ⊆ A
and A is absolutely solid (that is, if x ∈ LS (M) and y ∈ A satisfy |x| ≤ |y|,
then x ∈ A). If w ∈ LS (M) is such that [w, x] ∈ A for all x ∈ A, then
there exists w1 ∈ A such that [w, x] = [w1, x] for all x ∈ A.
Proof. First observe that [w∗, x] = − [w, x∗]∗ ∈ A for all x ∈ A. Conse-
quently, Rew and Imw satisfy the hypothesis of the proposition. Therefore,
without loss of generality, it may be assumed that w is self-adjoint. It follows
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from Lemma 6.16 that there exists a partial isometry v ∈M and an operator
w1 ∈ LS (M) such that w−w1 ∈ Z (LSh (M)) and |[w, v]|+1 ≥ |w1|. Since
|[w, v]| + 1 ∈ A, the assumptions on A imply that w1 ∈ A. Finally, since
w − w1 ∈ Z (LSh (M)), it is also clear that [w, x] = [w1, x] for all x ∈ A.
Combining Proposition 6.17 with Corollary 6.8 and Corollary 6.9 we ob-
tain the following results.
Corollary 6.18 Let H be a separable Hilbert space, (S,Σ, ν) be a σ-finite
measure space and M = L∞ (ν)⊗B (H). Any Z (M)-linear derivation on
each of the algebras LS (M), S (M) or S (τ) is inner.
Proof. For the algebra LS (M), this is already stated in Corollary 6.8.
Since the algebras S (M) and S (τ ) are solid in LS (M) andM is contained
in both algebras, the result follows from Corollary 6.8 in combination with
Proposition 6.17.
Corollary 6.19 Let H be a separable infinite dimensional Hilbert space,
(S,Σ, ν) be a σ-finite measure space and M = L∞ (ν)⊗B (H). Any deriva-
tion on each of the algebras LS (M), S (M) or S (τ ) is inner.
It should be noted that a derivation on S0 (τ ) need not be inner. Indeed,
assuming that H is infinite dimensional, let p ∈ P (B (H)) be such that
tr (p) = tr (1− p) = ∞ and define w ∈ P (M) by w = χS ⊗ p. It is easily
verified that the derivation δ in S0 (τ ), given by δ (f) = wf −fw, f ∈ S0 (τ),
is not inner.
Remark 6.20 It should be observed that if M = L∞ (ν)⊗B (H), where
S = [0, 1] equipped with Lebesgue measure ν and H is an infinite dimensional
separable Hilbert space, then
M  S (τ )  S (M)  LS (M) .
To verify this claim, we make the following observations.
(a). Let p0 ∈ B (H) be a rank one projection and a ∈ L0 (ν). Define f ∈
Lwo0 (ν;B (H)) = LS (M) by setting f = a ⊗ p0. Since τ (1⊗ p0) = 1
and f (1⊗ p0)
⊥ = 0, it is clear that f ∈ S0 (τ ) ⊆ S (τ ). If a /∈ L∞ (ν),
then f /∈M. Hence, M  S (τ ).
(b). Let f ∈ Lwo0 (ν;B (H)) be such that f (s) ∈ K (H) ν-a.e. on S and
let e|f | be the spectral measure of |f | (see Corollary 6.6). Defining
pn = e
|f | (n,∞), n ∈ N, it follows that pn (s) = e|f(s)| (n,∞) is a finite
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rank projection for ν-almost all s ∈ S and hence, by Lemma 6.1, pn is
a finite projection in M. Since fp⊥n ∈ M for all n and p
⊥
n ↑ 1 in M,
it follows that f ∈ S (M).
For n ∈ N, define the intervals In by In = (2
−n, 2−n+1] and let qn ∈
P (B (H)) be such that tr (qn) = 2
n. Let f ∈ Lwo0 (ν;B (H))
+ be defined
by setting
f =
∞∑
n=1
nχIn ⊗ qn,
as a pointwise convergent series. If 0 ≤ λ ∈ R and s ∈ In, then
ef(s) (λ,∞) = enqn (λ,∞), which is equal to qn if 0 ≤ λ < n and equal
to 0 if λ ≥ n. Consequently,
τ
(
ef (λ,∞)
)
=
∑
n>λ
tr (qn) ν (In) =∞
for all λ ≥ 0. This shows that f /∈ S (τ) and hence, S (τ)  S (M).
It should be observed that the function g ∈ Lwo∞ (ν;B (H))
+, given by
g =
∑∞
n=1 χIn ⊗ qn, takes its values in F (H) but, τ (e
g (λ,∞)) = ∞
whenever 0 ≤ λ < 1 and so, g /∈ S0 (τ ).
(c). If a ∈ L0 (ν), then it is clear that a ⊗ 1 ∈ LS (M). We claim that
a⊗1 ∈ S (M) only if a ∈ L∞ (ν). Indeed, if a⊗1 ∈ S (M), then there
exists a projection p ∈ P (M) such that (a⊗ 1) p ∈ Lwo∞ (ν;B (H))
and p⊥ is finite (that is, p (s)⊥ is finite rank ν-a.e.). Define the ν-
measurable set A ⊆ S by setting
A = {s ∈ S : |a (s)| > ‖(a⊗ 1) p‖∞} .
Since |a (s)| ‖p (s)‖B(H) ≤ ‖(a⊗ 1) p‖∞ ν-a.e. on S, it follows that
p (s) = 0 ν-a.e. on A, that is, p (s)⊥ = 1 ν-a.e. on A. Con-
sequently, ν (S) = 0 and hence, a ∈ L∞ (ν). It is now clear that
S (M)  LS (M).
Remark 6.21 As follows from Corollary 6.18, any derivation δ in LS (M),
S (M) or S (τ), where M = L∞ (ν)⊗B (H), is inner and hence, δ is Z-
linear. The main ingredient to obtain this Z-linearity has been Proposition
5.9 (and Remark 5.10). In the setting of von Neumann algebra, the Z-
linearity of derivations also follows from the following proposition, which is
of interest in its own right. The proof of this proposition follows the same
lines as the proof of Proposition 5.9, although there are some non-trivial other
ingredients. However, in view of the length of the present paper, a detailed
proof of this proposition will appear elsewhere.
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Proposition 6.22 Suppose that M is properly infinite, that is, every non-
zero projection in P (Z (M)) is infinite (with respect to M). Let A ⊆
LS (M) be a ∗-subalgebra such that M ⊆ A. If δ : A → A is a deriva-
tion, then δ is Z-linear.
A typical example of a von Neumann algebraM which satisfies the conditions
of the previous proposition is M = L∞ (ν)⊗N , where N is a factor for
which 1N is infinite. Indeed, if 0 6= p ∈ Z (M), then p = χA ⊗ 1N for some
projection χA ∈ L∞ (ν). Since 1N is infinite, there exists q ∈ P (N ) such
that q 6= 1N and q ∼ 1N . This implies that χA ⊗ q < p and χA ⊗ q ∼ p.
Hence, p is an infinite projection in M.
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