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Abstract
This paper studies a general class of nonlinear varying coefficient time series mod-
els with possible nonstationarity in both the regressors and the varying coefficient
components. The model accommodates a cointegrating structure and allows for endo-
geneity with contemporaneous correlation among the regressors, the varying coefficient
drivers, and the residuals. This framework allows for a mixture of stationary and non-
stationary data and is well suited to a variety of models that are commonly used in
applied econometric work. Nonparametric and semiparametric estimation methods are
proposed to estimate the varying coefficient functions. The analytical findings reveal
some important differences, including convergence rates, that can arise in the conduct
of semiparametric regression with nonstationary data. The results include some new
asymptotic theory for nonlinear functionals of nonstationary and stationary time se-
ries that are of wider interest and applicability and subsume much earlier research on
such systems. The finite sample properties of the proposed econometric methods are
analyzed in simulations. An empirical illustration examines nonlinear dependencies in
aggregate consumption function behavior in the US over the period 1960 - 2009.
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In recent years, there has been renewed econometric interest in time–varying coefficient
models and their potential applications in economics. These models offer additional flexibil-
ity in practical work and often correspond more closely to underlying theory specifications
than conventional fixed coefficient models. They are usually motivated by the potential in-
stability in economic relations over time, as emphasized in the recent work of Müller and
Petalas (2010). Allowing for time evolution in relationships can be particularly important
when dealing with long time series where the stability of a relationship comes naturally into
question. Examples abound in economics and finance, where institutional and technological
changes may change the effects of fundamentals, the manner in which variables are related,
or possible transitions over time (Phillips and Sul, 2007). Other examples arise in environ-
mental science, resource depletion, and climate change regressions, where trends over long
time frames are evidently endogenous to the sample period selected and considerable flexibil-
ity is needed in the specification of the trend mechanism (see Phillips, 2010). Trending time
series models are also relevant in modeling macroeconomic activity and financial bubbles,
where transition effects can alter cointegrating relations, the form of the nonstationarity,
and introduce shifts in regimes (Phillips and Yu, 2011).
Early work by Robinson (1989) pioneered a nonparametric kernel regression approach to
the estimation of time-varying coefficient models in a deterministic trend framework. Since
then a vast empirical literature has emerged demonstrating that many economic variables
manifest certain types of stochastic trend nonstationarity, primarily of the unit root or near
unit root variety. Such variables include the nominal three month US Treasury bill rate
(e.g., Hamilton 1994; Gao et al 2009a) as well as total consumption and income variables
(e.g., Hall 1978; Campbell and Mankiw 1990; Muellbauer and Lattimore 1999). Some time
series in economics, finance and climatology also show evidence of deterministic drift over
various time periods, including consumer price index series in economics, stock price series in
finance and temperature series in climatology. The nonstationarity in such series may then
involve an unknown deterministic trend function in the systematic component of the model
and there may be further complications arising from the superposition of deterministic and
stochastic trends.
While it may be appealing in principle to address the complications of time varying
coefficient variation and data nonstationarity in a nonparametric regression formulation,
our experience suggests that a completely nonparametric time series approach may not be
workable even for the bivariate case because of poor convergence characteristics arising from
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multivariate nonstationarity. We are therefore motivated to consider a class of more specific
but still rather general varying coefficient models of the form
Yt = X
′
t β(Zt, Ut) + et,
Xt = Xt−1 + µt,
Zt = Zt−1 + νt, (1.1)
where (Ut, µt, νt) is a vector of weakly dependent linear processes generated by a sequence
of independent and identically distributed (iid) variates {ξt}, {et} is a martingale difference
sequence that may be correlated with {ξt}, the functional coefficient β(z, u) is assumed to
be continuous in (z, u) ∈ Rdz+du = (−∞,∞)dz+du , and 1 ≤ t ≤ n with sample size n. Our
specification of (1.1) allows Ut to be multivariate, while Zt is univariate in the case where
the unknown function β(z, u) is estimated by a nonparametric method. The variable Ut may
be endogenously correlated with the innovations (µt, νt), a feature that allows for control
function and augmented regression formulations. A strongly endogenous case of this type





′ is considered in Example 2.6 below and then in the empirical example
of Section 6. Model (1.1) imposes a unit root structure on Xt and Zt to allow for possible
cointegration in the relationship between Xt and Yt and stochastic trend nonstationarity in
one of the functional coefficient arguments (Zt). As discussed in Remark A.2 of Appendix A,
the discussion of this paper remains valid when Ut is generated by Ut = Λ(ξt−1, · · · , ξt−τ ; ηt),
where τ ≥ 1 is a positive integer, Λ(·, · · · , ·) is a measurable function and {ηt} is another
vector of iid random variables and independent of {ξt}. Extensions to near integrated
processes seem also possible under some further conditions and with some modification of
the methods but will not be considered in this paper.
In the parametric case, functional coefficient time series models have already been pro-
posed to deal with various modelling problems involving explanatory variables in the coeffi-
cients of a time series model. For instance, in modelling the dependence between the return
of a share and the market return, a short–term interest rate variable may naturally be in-
volved in determining the betas of a CAPM structure (see, for example, Faff and Brooks
1998), thereby inducing variable dependence in the coefficients. Similar considerations apply
to models of consumption behavior that allow for nonstationarity and varying coefficients
(Hall, 1978). Some research has recently appeared that seeks to address this type of speci-
fication. Following the paper by Cai, Fan and Yao (2000) in the stationary nonparametric
case, Cai, Li and Park (2009) consider a functional coefficient time series model where non-
stationarity is involved in either the parametric regressors or the coefficients, Xiao (2009)
discusses a functional coefficient cointegrating model where nonstationarity is only involved
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in the parametric regressors, and Sun, Cai and Li (2013) further consider the case where
both the parametric and nonparametric regressors are nonstationary. To cover a wider range
of possible dependencies that may arise in practical work, model (1.1) allows for a varying
coefficient structure in which potentially correlated stationary and nonstationary variables
may both be accommodated within the same model while also permitting endogeneity in
the regressors and covariates that drive the time varying coefficients.
We focus on the leading case where model (1.1) allows for a unit root stochastic trend
in both Xt and Zt. As discussed in Section 2, this model includes many existing nonpara-
metric and semiparametric models. Some useful new models that allow for endogeneity and
incorporate nonstationarity are also covered in this framework. This includes several non-
linear simultaneous equations systems that extend the models used in Newey, Powell and
Vella (1999), Newey and Powell (2003), Su and Ullah (2008), and Florens, Johannes and van
Bellegem (2012) to a nonstationary data setting. In the semiparametric case, (1.1) includes
partially linear models with nonstationary regressors and therefore complements existing
work on semiparametric regression for the stationary regressor case (e.g. Robinson 1988;
Härdle, Liang and Gao 2000; Fan and Yao 2003; Gao 2007; Li and Racine 2007; Teräsvirta,
Tjøstheim and Granger 2010).
Other related work for the nonstationary case has covered a variety of more specific
models, including Park and Phillips (1999, 2001) for parameter estimation in parametric
nonlinear regression, Phillips and Park (1998), Karlsen and Tjøstheim (2001) and Karlsen,
Mykelbust and Tjøstheim (2007) for nonparametric nonstationary autoregression, Gao et
al (2009a, 2009b) and Wang and Phillips (2012) for nonparametric specification testing in
a nonstationary environment, Phillips (2009) for nonparametric kernel estimation involv-
ing integrated time series and potentially spurious regression, Wang and Phillips (2009a)
for nonparametric cointegration estimation, Wang and Phillips (2009b) for structural non-
parametric cointegration estimation by kernel resgression, and Gao and Phillips (2010) for
estimation in semiparametric simultaneous systems with time series data.
The present work based on model (1.1) has the following novel features:
(i) The model allows for stochastic trends in both the regressor Xt and the varying coeffi-
cient covariate Zt, while permitting another covariate Ut that is weakly dependent. A
distinctive feature is that (1.1) involves both stationary and nonstationary covariate
drivers in the functional form β(·, ·).
(ii) The system is nonlinear, simultaneous and possibly cointegrating. There is contempo-
raneous correlation among the variates {(Xt, Zt)} and {Ut}, so endogeneity and some
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heteroskedasticity may be accommodated (the latter by way of martingale difference
sequence innovations and suitable functional limit theory for partial sum processes, as
in Assumption A.1 (iii)-(iv).
(iii) The models and proposed estimation methods provide a natural way of addressing
the endogeneity, cointegration structure, and time varying coefficient behavior that is
inherited from some commonly used modeling frameworks in econometrics and other
disciplines, as discussed in the examples given in Section 2.
(iv) The econometric methods and asymptotic theory involve new results for several non-
parametric and semiparametric regression models in the presence of a mixture of sta-
tionary and integrated regressors. In consequence, both the model (1.1) and the limit
theory considerably extend and complement existing work on asymptotics for nonsta-
tionary and varying coefficient models.
The rest of the paper is organized as follows. Several important examples of model
(1.1) that are suited to econometic implementation are discussed in Section 2. Sections
3 and 4 propose estimation methods and establish asymptotics. The simulations reported
in Section 5 assess the finite sample performance of the proposed estimation methods and
limit theory in three illustrative examples. Section 6 provides an empirical application to
US income, consumption and interest rate data, motivated by theory considerations that
induce a varying coefficient structure (Hall, 1978). The framework of model (1.1) is used
to examine whether more specific existing models, such as those in Campbell and Mankiw
(1990), are empirically supported within this general framework. Section 7 concludes and
discusses future research. Technical assumptions are given in Appendix A together with
some useful preliminary lemmas. Proofs of the main theorems are in Appendix B.
2 Nonparametric and semiparametric cointegration
We discuss several special cases of model (1.1) to illustrate the range of potential application
of our methods and results. Each of these models has its own particular features, which we
consider separately below. Estimation and limit theory for the models along with model
(1.1) are covered in Sections 3 and 4. For convenience, we assume X0 = Z0 = OP (1)
throughout the paper. Extensions that allow for other initializations, including distant
past initializations, may be considered following the lines of Phillips and Magdalinos (2009)
but are not developed here. The dimension of the covariate Zt is dν and when Zt enters
nonparametrically we will assume that dν = 1.
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Model 2.1 (Multivariate nonparametric model): Let dx = 1 and Xt ≡ 1. Then (1.1) is a
bivariate nonparametric model of the form
Yt = β(Zt, Ut) + et,
Zt = Zt−1 + νt, (2.1)
where both {νt} and {Ut} are linear processes. This system (2.1) allows for the inclusion
of both stationary and nonstationary regressors in the same model. The model may be
interpreted as a nonparametric simultaneous equations model and complements existing
models with only stationary regressors (e.g., Newey, Powell and Vella 1999; Newey and
Powell 2003; Su and Ullah 2008) by permitting nonstationary components.
Model 2.2 (Additive nonparametric regression): Set dx = 2, Xt = (1, 1)
′ and β(z, u) =
(β1(z), β2(u))
′. In this case, (1.1) is a nonparametric additive model of the form
Yt = β1(Zt) + β2(Ut) + et,
Zt = Zt−1 + νt, (2.2)
where {Ut} is a stationary time series, and both β1(·) and β2(·) are unknown functions.
Model (2.2) includes nonparametric simultaneous equations such as
Yt = m(Zt) + εt,
Zt = Zt−1 + νt,
E [εt|νt, · · · , νt−τ ] = λ(νt, · · · , νt−τ ) (2.3)
for some τ ≥ 0, since system (2.3) can be written in augmented regression (control variate)
form as
Yt = m(Zt) + λ(νt, · · · , νt−τ ) + et,
Zt = Zt−1 + νt, (2.4)
which is a special case of model (2.2) with β1(·) = m(·), β2(·) = λ(·), Ut = (νt, · · · , νt−τ )′
and et = εt − λ(νt, · · · , νt−τ ). We establish an estimation limit theory for model (2.4) in
Corollary 4.2 below.
Model (2.2) complements existing additive models and nonparametric studies (such as
Gao, 2007) where the regressors are all assumed to be stationary. Models (2.1) and (2.2)
have various empirical applications where it is important to allow for nonstationarity, such
as relationships between stock prices, long–term bond yields and the Treasury bill rate.
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Model 2.3 (Time varying and varying coefficient models): Let Xt = (X1t, 1)
′ and β(z, u) =
(β1(z), β2(u))




1tβ2(Ut) + β1(Zt) + et,
X1t = X1t−1 + µt,
Zt = Zt−1 + νt. (2.5)
Model (2.5) can incorporate both stationary and nonstationary regressors in the same addi-
tive system and therefore complements existing studies with restrictive classes of regressors
and covariates (such as, Cai, Li and Park 2009; Xiao 2009). Model (2.5) has various empirical
applications where multiple sources of nonstationarity are involved, such as the dependence
of commodity group consumption expenditures on total consumption and disposable income.
Model 2.4 (Partial linear model A): Let Xt = (X1t, 1)
′ and β(u, z) = (β, β1(z))
′. In this
case, (1.1) is a partial linear model of the form
Yt = X
′
1tβ + β1(Zt) + et,
X1t = X1t−1 + µt,
Zt = Zt−1 + νt, (2.6)
where β is a dx − 1–dimensional vector of unknown parameters and β1(·) is an unknown
univariate function. Model (2.6) allows for the case where both the parametric and non-
parametric regressors are nonstationary and may be generated by correlated linear processes.
In a separate study, Gao and Phillips (2013) consider the case where X1t is generated as
X1t = H(Zt) + ζt, in which H(·) is an unknown function of a trending regressor Zt and ζt is
a stationary time series independent of Zt.
Model 2.5 (Partial linear model B): Consider the case where dx = dz = 1, Xt ≡ 1 and
β(u, z) = zθ + β1(z). Then (1.1) is a further partial linear model of the form
Yt = Ztθ + β1(Zt) + et,
Zt = Zt−1 + νt, (2.7)
where θ is an unknown parameter measuring the linear impact of Zt. When β1 is an integrable
function, the parameter θ and function β1 (·) are separable and identifiable in view of the
stronger signal in the linear component of the model, as discussed in Section 4.2 below.
A stationary counterpart of model (2.7) is Yt = U
′
tθ + β2(Ut) + et, for which a similar
identification issue arises and additional conditions are required for identification.
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Model 2.6 (Partial linear model C ): Let dx = 1, Xt ≡ 1 and β(u, z) = zγ + β2(u). In this
case, model (1.1) takes the partial linear form
Yt = Ztγ + β2(Ut) + et,
Zt = Zt−1 + νt, (2.8)
where γ is an unknown parameter and β2(·) is an integrable function such that E [|β2(Ut)|] <
∞. This model (2.8) covers parametric linear specifications of the form
Yt = Ztγ + εt,
Zt = Zt−1 + νt,
E [εt|νt, · · · , νt−τ ] = λ(νt, · · · , νt−τ ), (2.9)
for some integer τ ≥ 0, since (2.9) can be written in the augmented regression form
Yt = Ztγ + λ(νt, · · · , νt−τ ) + et,
Zt = Zt−1 + νt, (2.10)
which is a special case of model (2.8) with β2(·) = λ(·), Ut = (νt, · · · , νt−τ )′ and et =
εt − λ(νt, · · · , νt−τ ). The estimation limit theory for model (2.10) is established in Theorem
4.4 below.
As we discuss in the following section, the estimation methods and the asymptotic theory
are different for the two partial linear models A and B given in equations (2.6) and (2.7).
These models have their own particular empirical applications. For example, (2.6) can be
used to deal with cases where nonstationary stochastic trends are involved in modelling the
relationship among economic variables. On the other hand, (2.7) can be used to model the
behavioral relationship between consumption and income while taking account of a potential
nonlinear covariate impact that involves the short term interest rate, as in Hall (1978). When
the nonlinear function β1 (Zt) in (2.7) is of smaller order than the linear component (for
example when β1 is an integrable function), the model components are effectively orthogonal
asymptotically and treatment of the system is similar to that of a linear time series model,
as we discuss in Section 4.2.
Sections 3 and 4 discuss identification, estimation, and the associated limit theory with a
focus on models (1.1), (2.2), and (2.6)–(2.10), since the treatment of models (2.1) and (2.5)
follows in a similar way to that of model (1.1). For other interesting subcases of model (1.1)
the respective estimation procedures and asymptotics may also be established in related
ways to (1.1) and the details are therefore omitted.
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3 Nonparametric and coefficient varying cointegration
We start with some general results on kernel density estimation that are not included in
the present literature and involve both nonstationary and stationary data. These results
are needed in the development of nonparametric and semiparametric asymptotics for model
(1.1) and its various special cases considered above. They will be useful in other applications
of kernel methods where stationary and nonstationary data appear.
3.1 Density estimation
Our particular interest, given the nonparametric form of model (1.1), is a multivariate case
of kernel density estimation where the component variables may be stationary and nonsta-
tionary. The limit theory for this case is presently unknown and is needed here for our
regression applications.
We use Ki(·) and hi (i = 1, 2) to denote kernel functions and bandwidth parameters.
Typically K1 is univariate (for the nonstationary component) and K2 is a multivariate kernel
(for the stationary component). Other notation and the assumptions used in the asymptotics




















where Ut is a du–dimensional stationary time series, and Zt follows a unit root model of the
form Zt = Zt−1+νt. By virtue of Assumption A.1(iv), we have a functional law with limiting













t=1 Ut, and bnrc is the integer part
of nr.
Our first result shows convergence of the kernel density estimate (3.1), involving a sta-
tionary and nonstationary pair, to the product of the marginal density of the stationary
component and the local time of the limit of the (standardized) nonstationary component.
Theorem 3.1. Let Assumptions A.1(i)(ii)(iv), A.2(ii)(iii), and A.3 hold. Let Xt ≡ 1 in



















→D p(u) LBν (1, 0), (3.2)





I [|Bν(s)| < ε] ds is the local–time process of the Brownian
Bν(t) and p(u) is the marginal density function of Ut.
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Theorem 3.1 extends existing results on kernel density estimation for the nonstationary
case (see, for example, Theorem 2.1 of Wang and Phillips 2009a) to the case where correlated
nonstationary and stationary regressors are both involved in the same nonparametric form.
Correspondingly, the limit involves both the probability density of Ut and the local time of




2 and this affects the corresponding
rate of convergence, in comparison with the stationary case where the usual standardization
is nh1h
du
2 . This change arises because the amount of time spent by the time series Zt around
any particular spatial point (such as the origin) is of order
√
n rather than n. Importantly,
even though the covariates Zt and Ut are dependent, the limit in (3.2) is the product of the
probability density p(u) and the spatial local time LBν (1, 0), reflecting independence in the
limit.
3.2 Estimation in model (1.1)
For model (1.1) we propose to estimate the varying coefficient function β(z, u) using local









they are automatically removable under some mild bandwidth conditions which are listed
in Assumption A.2(iii). Hence the use of local linear estimation is not necessary for bias
reduction in this kind of integrated time series case where the amount of time spent by
the nonstationary series around any particular spatial point is of order
√
n rather than n.
The asymptotic equivalence of local level and local linear kernel estimation in nonstationary
nonparametric regression was recently discovered in Wang and Phillips (2009a, 2009b) and is
being considerably extended in the present multivariate case involving both stationary and
nonstationary regressors.1 In what follows we therefore propose using standard local level
methods to estimate β(z, u) at some fixed pair (z, u).
Accordingly, β(z, u) is estimated by

















giving the estimation error































1In very recent work, Chan and Wang (2013) have discovered that local linear kernel estimation offers
some advantages in terms of uniform consistency in nonstationary nonparametric regression.
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provided the inverse exists. The asymptotic theory of β̂(z, u) depends on the probabilistic
structure of (Xt, Zt, Ut). Theorem 3.2 gives the relevant asymptotic theory for a self normal-
ized version of β̂(z, u).









β̂(z, u)− β(z, u)
)
→D N (0,Σ1) , (3.5)





































′ dLBν (r, 0). (3.6)



















2 reflect the nonstationary and stationary components of
β(Zt, Ut). The following corollary provides corresponding results for the multivariate non-
parametric model (2.1) which is a special case of (1.1) with Xt = 1.








β̂(z, u)− β(z, u)
)




















→D p(u) LBν (1, 0). (3.8)
Remark 3.1. (i) Theorem 3.2 shows that the rate of convergence is governed by the degree
of nonstationarity involved in Xt, which affects the scaling of the moment matrix component∑n
t=1XtX
′
t in A1n(z, u), and the nonstationarity of Zt, which affects the convergence behavior
of sums involving the kernel weights in (3.4). The rate of convergence differs by a factor of
O (n) from the simpler nonparametric regression case where Xt is stationary or a constant,
as given in Corollary 3.1.
(ii) Corollary 3.1 extends results for univariate examples of nonparametric regression for
integrated time series that have recently been studied in Karlsen and Tjøstheim (2001),
Karlsen, Mykelbust and Tjøstheim (2007), Wang and Phillips (2009a, 2009b), and Gao and
Phillips (2013) as well as standard kernel density results for the case where both Zt and Ut
are stationary (see, for example, Chapter 2 of Gao, 2007).
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4 Additive nonlinear cointegration
4.1 Nonparametric additive cointegration
We start by considering a nonparametric additive model of the form suggested in model
(2.2), viz.,
Yt = β1(Zt) + β2(Ut) + et,
Zt = Zt−1 + νt, (4.1)
giving a structure for Yt that involves a nonstationary regressor, Zt, and a stationary regres-
sor, Ut. As mentioned earlier, this type of model seems appropriate in studying relationships
among several economic variables whose stochastic orders may differ and where there may
be determining factors of different orders in the nonparametric functions, some stationary
and others nonstationary. Since nonlinear functions of an integrated regressor can change
the order of integration, relationships such as (4.1) may be well-balanced in terms of stochas-
tic order. Because this model mixes both stationary and nonstationary regressors, existing
studies in the field of additive nonparametric modelling (such as Chapter 2 of Gao 2007) are
not applicable.
Further specification of model (4.1) involves the following identification condition.
Assumption 4.1. The function m(z, u) ≡ β1(z)+β2(u) is uniquely defined. Both β1(z) and
β2(u) are nonparametrically unknown functions and estimable up to an additive constant.
We next discuss the consistent estimation of β1(z) and β2(u) using a marginal inte-
gration approach. Let Ri(·) be some known, nonnegative deterministic functions such that∫∞
−∞ dR1(u) = 1 and
∫∞
−∞ dR2(z) = 1. Let c1(β) =
∫
β2(u)dR1(u) and c2(β) =
∫
β1(z)dR2(z).








(β1(z) + β2(u)) dR2(z) = β2(u) + c2(β). (4.3)
If β1(z) and β2(u) are estimated, then both β1(z) and β2(u) may be estimated up to an
additive constant.































m̂(z, u) dR1(u) and β̂2(u) =
∫ ∞
−∞
m̂(z, u) dR2(z). (4.5)
The following asymptotic results for the estimation of (4.1) are established for the case
where Ut is a stationary time series.
Theorem 4.1. Let Assumptions 4.1, A.1(i)–(iv), A.2(ii)(iii), A.3 and A.4 hold. Let dx = 2
and Xt ≡ 1 hold in (1.1) and the component functions of the model (4.1) be estimated as in
(4.5).
(i) If, in addition,
√














1ns(z) with B1ns(z) =
∫∞
−∞wns(z, u)dR1(u). The asymptotic form of






π1 (1 + oD(1)), (4.7)
where C1(K) =
∫
K21(x)dx and π1 =
∫ r21(u)
p(u)
du is the same as in Assumption A.4(ii).
(ii) If, in addition,
√














2ns(u) with B2ns(u) =
∫∞
−∞wns(z, u)dR2(z). The asymptotic form of







π2 (1 + oP (1)), (4.9)
where C2(K) =
∫
K22(x)dx and π2 =
∫
r22(z)dz is the same as in Assumption A.4(ii).






→D N(0, σ2e). (4.10)





→D N(0, σ2e). (4.11)
Model (2.4) takes a special case of (4.1) of the form
Yt = β1(Zt) + β2(Ut) + et,
Zt = Zt−1 + νt with Ut = νt, (4.12)
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where there is high correlation between the nonstationary regressor Zt and stationary re-
gressors Ut = Zt − Zt−1 that is induced by the specification Ut = νt. Corollary 4.2 below
shows that both functions β1(·) and β2(·) may still be consistently estimated. As discussed
in the proof given in Appendix B, this is due to the fact that the standardized variate 1√
t
Zt
and Ut are asymptotically uncorrelated when t→∞.
Corollary 4.2. Let the conditions of Theorem 4.1 hold. Then the conclusions of Theorem
4.1 remain true for model (4.12).
Remark 4.1. Theorem 4.1 and Corollaries 4.1–4.2 show that the functions β1(·) and β2(·) are










case. As discussed following Theorem 3.1, this difference is due to the nonstationarity of Zt
which impacts the convergence rate of the joint nonparametric estimator (4.4) and thereby
that of the estimator of β2(·) even though the associated regressor Ut in this function is itself
stationary.
4.2 Semiparametric additive cointegration
We now focus on models (2.6) and (2.7) and discuss the identifiability and estimability of the
unknown parameters and functions in these semiparametric models. To open discussion and




t β + β1(Zt) + et, (4.13)
where Vt = X1t in model (2.6) and Vt = Zt in model (2.7).
To begin, suppose for the moment that Vt and Zt are both stationary. Accordingly, let
H(z) = E[Vt|Zt = z]. In the case where H(z) is a smooth function and the covariance
matrix Σ = E
[
(Vt − E [Vt|Zt]) (Vt − E [Vt|Zt])′
]
is positive definite, both β and β1(·) can be
semiparametrically estimated as in the existing literature by projecting out the nonparamet-
rically fitted conditional expectations (see, for example, Robinson 1988; Härdle, Liang and
Gao 2000; Gao 2007; Li and Racine 2007; Teräsvirta, Tjøstheim and Granger 2010). In the
case where Vt and Zt are highly correlated as they may be in models (2.6) and (2.7) with
nonstationarity present, this conventional semiparametric approach can break down asymp-
totically because of potential singularity in the asymptotic moment matrix. We therefore
examine a direct approach to fitting (4.13) that takes into account the effects of nonstation-
arity on the model components.
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Suppose we treat β as the parameter of interest in (4.13) and β1(·) as a nuisance parameter
so that the nonparametric term is absorbed into the disturbance as random noise. If Vt
and Zt were both stationary and the model itself were a linear model, then minimizing
E
(
[Yt − V ′t b]
2) leads to the regression coefficient b = (E [V1V ′1 ])−1 E [V1Y1] which equals β
under
E [V1β1(Z1)] = 0, and E [V1e1] = 0 (4.14)
the first part of which implies under ergodicity 1
n
∑n
t=1 Vtβ2(Zt) →P 0. So (4.14) is an
orthogonality condition which ensures that β is identifiable and estimable in the stationary





Vtβ1(Zt) = OP (1) (4.15)
for the identification and estimability of β in the nonstationary case. To derive a more
explicit condition that reduces to (4.15), we consider the explicit case where Xt = Xt−1 +µt
and Zt = Zt−1 + νt. Without loss of generality, we here assume that X1t follows the same








. Then, analogous to the proof of Lemma






























where the limits exist under the integrability conditions of Assumption 4.2 below. The
























Ztβ1(Zt) = oP (1). (4.17)
Assumption 4.2. (i) Let β1(z) in model (2.6) be continuous in z and both β1(z) and β
2
1(z)
be integrable. In addition,
∫
β1(z)dz 6= 0.





Under Assumption 4.2, both β in model (2.6) and θ in model (2.7) are uniquely identifi-



































Yt − Z ′tθ̂
)
for model (2.7), (4.19)












, in which K1 and h1 are assumed to satisfy the
following conditions.
Assumption 4.3. (i) There exists a real function L(u, v) such that
|β1(v + h1u)− β1(v)| ≤ hL(u, v)
for all u ∈ R = (−∞,∞) and
∫
K1(u)L(u, v)du <∞ for each given v.











We are now ready to establish the following main results on the limit theory for the
estimates of the parametric and nonparametric components in models (2.6) and (2.7). Proofs
are in Appendix B.













































Theorem 4.3. (i) Let Assumptions 4.2(ii) and A.1(i)(ii)(iii) hold. Then, under Xt ≡ 1,




























Theorem 4.2(i) shows that there is a kind of bias term involved in (4.20) when
∫
β1(z)dz 6=
0. By contrast, Theorem 4.3(i) shows that such a bias term disappears in the case of Xt = Zt
even when
∫
zβ1(z)dz 6= 0. This is basically because Xt and Zt involved in the parametric
and nonparametric components are generated by two different integrated time series in model
(2.6), while model (2.7) involves only one integrated time series in both the parametric and
nonparametric components. Note that the bias term involved in (4.20) disappears when∫
β1(z)dz = 0. Note also that Theorem 4.3(i) however remains the same when
∫
zβ1(z)dz =
0. We omit the discussion for the cases of
∫
β1(z)dz = 0 and
∫
zβ1(z)dz = 0, since the detail
is very similar.
We next consider augmented regression models of the type shown in (2.10) which involve a
parametric nonstationary component combined with a nonparametric function of stationary
variates, written in the form
Yt = Ztγ + β2(Ut) + et,
Zt = Zt−1 + νt. (4.24)
The natural approach to (4.24), given the stationary nonparametric component β2(Ut), is
to estimate γ and β2(·) by semiparametric weighted least squares. However, since Zt is
nonstationary and is correlated with Ut, existing approaches and limit theory (e.g., Robinson
1988; Härdle, Liang and Gao 2000) are not directly applicable.
Let α = E [β2(Ut)] and ηt = β2(Ut)− α + et, so that (4.24) may be written as
Yt = α + Ztγ + ηt,
Zt = Zt−1 + νt. (4.25)










where Z̃t = Zt − n−1
∑n
s=1 Zs and Ỹt = Yt − n−1
∑n
s=1 Ys. The unknown function β2(u) is




Wnt(u) (Yt − Ztγ̂) , (4.27)
17

















obtained in this way is given in Theorem
4.4 below, for which we use the following conditions.
Assumption 4.4. (i) Suppose that β2(u) is twice differentiable and that the second deriva-
tive, β
(2)
2 (u), is continuous with
∫∞
−∞
∣∣∣β(2)2 (u)∣∣∣ p(u) <∞, where p(u) is the marginal density
of Ut.








(iii) The bandwidth h2 satisfies h2 → 0, nhdu2 →∞ and
√
nh42 = O(1).
Theorem 4.4. (i) Let Assumptions A.1(i)(ii)(iii) hold. Then, for model (4.25), we have as
n→∞












t=1 ηt ⇒D Bη(r) on the Skorohod



















Remark 4.2. Theorems 4.2 and 4.3 show that the usual order n convergence rate of linear
cointegration is achievable in the semiparametric case as long as the identification condition
in Assumption 4.2 holds and direct least squares regression in (4.25) is used. Other methods,
such as fully modified least squares (Phillips and Hansen, 1990) may be employed in this
model to remove second order bias effects (arising from serial dependence in ηt = β2(Ut) −
α+ et and endogeneity in Zt) in the usual way and to conduct pivotal inference on γ. These
methods are standard and do not need to be detailed here. However, as shown in Example
5.3 below, the more conventional semiparametric least squares estimator of γ in (4.24) can
have a much slower rate of convergence than the order n rate in some nonstationary models
when Assumption 4.2(ii) does not hold.
5 Examples of implementation
This section provides three examples of implementation with specific parameter settings.
The first focuses on a varying–coefficient model. The second considers some particular cases
18
of a nonparametric additive model. Some versions of semiparametric cointegrating models
are discussed in the third example.
Example 5.1. Consider a varying–coefficient model of the form
Yt = Xt β(Zt, Ut) + et, t = 1, 2, · · · , n,
Xt = Xt−1 + µt with µt = 0.5µt−1 + εt,







where X0 = Z0 = 0, µ0 = ν0 = 0, et = εt+1 and {εt}
iid∼ N [0, 1]. We take the following two
cases:
Case A : Ut = νt Case B : Ut
iid∼ U [0, 1],
where U [0, 1] denotes the uniform distribution on [0, 1].
The function β(·, ·) is estimated by local level regression as





























for certain bandwidth choices (h1, h2). To select (h1, h2) we first introduce the leave–one–out
estimator of β(z, u) which we write in the form β̃(−t)(z, u). We then define the leave–one–out







Yt −Xt β̃(−t)(Zt, Ut)
)2
. (5.3)
An optimal bandwidth value for (h1, h2) is chosen according to the rule
CV(ĥ1, ĥ2) = min
h1,h2∈H2n
CV(h1, h2), (5.4)
where H2n is of the form [n−1, n−1+c1 ] × [n−1, n−1+c2 ], in which each 0 < ci < 1 is chosen
such that each of (ĥ1, ĥ2) is achievable and locally unique. With this bandwidth choice, the
function β(·, ·) is estimated by
β̂(z, u) = β̃(z, u; ĥ1, ĥ2). (5.5)
We perform a small simulation experiment to evaluate the performance characteristics of
β̂(z, u) for sample sizes n = 201, 551, 901, and 1501. Finite sample performance is assessed
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∣∣∣β̂ (Zt, Ut)− β (Zt, Ut)∣∣∣ ,
and cross validation via (5.3) is used for the bandwidth choice. The simulation results are
based on N = 5000 replications and are tabulated in Table 5.1 below.
Table 5.1: Average Absolute Biases
n Case A Case B
n = 201 0.6213 0.4776
n = 501 0.3420 0.4617
n = 901 0.3108 0.2654
n = 1501 0.2014 0.2241
Table 5.1 shows that absolute biases decrease slowly as the sample size increases. The slow
diminution of the bias conforms with asymptotic theory in the nonparametric nonstationary
case.
Example 5.2. We consider a nonparametric additive model of the form
Yt = β1(Zt) + β2(Ut) + et, (5.6)
Zt = Zt−1 + νt, (5.7)





2 , β2(u) = u
2, and the respective error mechanisms
Case C : νt = 0.5 νt−1 + εt with Ut = εt−1 and et = εt+1,
Case D : νt = 0.5 νt−1 + εt with Ut = νt and et = εt+1,
Case E : νt = εt with Ut = εt and et = εt+1.
where ν0 = 0 and {εt}
iid∼ N(0, 1). Cases C–E cover some common simultaneous systems
with strong endogeneity where a nonstationary regressor (Zt), a stationary regressor (Ut),
and the equation error et are all highly correlated and driven by εt.
The nonparametric systematic component of (5.6) is m(z, u) = β1(z) + β2(u), which is
estimated by m̂(z, u) = β̂1(z) + β̂2(u). The finite sample performance of m̂(z, u) is assessed








Bandwidth selection is performed by cross validation as in (5.3) and the simulation results
reported in Table 5.2 below are based on N = 5000 replications.
Table 5.2: Average Mean Squared Error
n Case C Case D Case E
n = 201 0.0175 0.0312 0.0169
n = 501 0.0162 0.0284 0.0148
n = 901 0.0148 0.0275 0.0137
Table 5.2 shows that the proposed estimator performs adequately even in the presence of
strong endogeneity among both stationary and nonstationary variables in this model. Again,
the mean squared error of the nonparametric estimator declines slowly with n.
Example 5.3. We consider a regression model that involves a nonstationary regressor and
takes the partially linear form
Yt = Zt θ + β1(Zt) + et, (5.8)
Zt = Zt−1 + νt, (5.9)
where the initialization Z0 = 0 and various functional forms for β1(·) and probabilistic
structures for {νt} are explored. This type of model might be used as a partially linear
predictive regression model when Zt is adapted to the past. We examine two approaches
to estimating model (5.8). The first involves direct estimation and subsequent elimination
of the linear cointegrating component. The second follows the conventional semiparametric
approach of first eliminating the functional component by nonparametric regression. It will
become apparent that these approaches have very different properties in a model such as
(5.8) and (5.9) where the regressor is nonstationary.
The first approach proceeds on the presumption of a strong signal in the regressor Zt
from the stochastic trend (5.9) and the presence of a nonlinear integrable function β1 ∈ L1
that attenuates the effects of large Zt. The coefficient θ of the linear cointegrating term in
(5.8) may then be estimated directly by least squares as
θ̂ = (Z ′Z)−1Z ′Y, (5.10)
where Z ′ = (Z1, · · · , Zn) and Y ′ = (Y1, · · · , Yn). The unknown function β1 can subsequently
be estimated using nonparametric regression on the parametric residuals to capture any
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. The bandwidth h3 is selected by minimizing







Yt − θ̂nZt − β1,(−t)(Zt;h3)
)2
, (5.12)





















in which H3n has the form [n−1, n−1+c3 ] with each 0 < c3 < 1 chosen so h̃3 is achievable and
locally unique. This process leads to the following estimate of β1 as
β̂1(z) = β1(z; h̃3). (5.14)
The second approach follows conventional semiparametric practice of eliminating the non-
parametric component and then proceeding with a direct regression for the linear component





W (−t)ns (Zt)Ys and Γ̃t(Zt) =
n∑
s=1,6=t
W (−t)ns (Zt)Xs, (5.15)
where W
(−t)













and h4 is a bandwidth parameter. Let









consider the following approximate system that is induced after (semiparametric) elimination
of the function β1
Ỹt = θ Z̃t + error. (5.16)
The leave–one–out semiparametric least squares (SLS) estimator of θ is obtained by linear
regression on this approximate system leading to
θ̃(h4) = (Z̃
′Z̃)−1Z̃ ′Ỹ , (5.17)
where Z̃ ′ = (Z̃1, · · · , Z̃n) and Ỹ ′ = (Ỹ1, · · · , Ỹn) for some bandwidth h4. Next we define the















where H4n is of the form [n−1, n−1+c4 ], in which each 0 < c4 < 1 is chosen such that each
of h̃4 is achievable and locally unique. The parameter θ is then estimated by θ̃ ≡ θ̃(h̃4).






Ys − Zs θ̃
)
, (5.20)














We perform a small simulation exercise to assess the finite–sample performance of θ̂
and θ̃. The relevant asymptotics for θ̂ are given in Theorem 4.3, where it is shown that θ̂ is
asymptotically mixed normal with convergence rate n. By contrast, θ̃ appears to have a slow
rate of convergence, as evidenced by the large variances and mean squared errors reported
in the simulations below. A rigorous asymptotic treatment of this case presents substantial
challenges, and only the following heuristic analysis is attempted here.
The intuition is worth describing. In the first approach, the direct linear cointegrating
regression (5.10) preserves the signal strength of the unit root process Zt, thereby producing
an O (n) convergence rate because the effect of the misspecification from ignoring the nonlin-
ear component is negligible when β1 ∈ L1 since n−1
n∑
k=1
Ztβ1(Zt) = op (1) under very general
assumptions (see Phillips, 2009). In the second approach, the dependent variable Yt and lin-
ear regressor Zt are both effectively ‘detrended’ using nonparametric leave-one-out regression
(5.15), producing residuals Ỹt and Z̃t. The effect of this detrending on Z̃t is analogous to a
nonparametric autoregression of Zt on Zt−1, which is consistent (Wang and Phillips, 2009a)
and, in the present case, fits the trajectory of Zt (as described in Phillips, 2009), and whose
residuals therefore behave more like an I (0) variate than an I (1) variate. The resulting
second stage estimator θ̃(h4) of θ suffers from this semiparametric adjustment by using a
regressor with a diminished signal, leading to an estimator with a slower convergence rate or
possibly inconsistency. Hence, in the case of nonstationary semiparametric regression, con-
ventional semiparametric estimation performs a preliminary nonparametric regressions on
the dependent variable and regressor which acts as a form of stochastic detrending of those
variables that reduces their signal strength. The secondary regression applies to the residu-
als from this first stage nonparametric regressions and therefore suffers the consequences of
the reduced signal strength, thereby affecting the convergence of the estimates of the linear
component.
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Tables 5.3 and 5.4 below provide simulation findings that support this distinction between
the two estimators. The simulation uses the following generating mechanisms involving two
different L1 functions β1 :












where ν0 = 0 and {εt}
iid∼ N [0, 1]. We assess finite sample performance in terms of bias,





























where µ̂ = θ̂ or θ̃, β̂(·) = β̂1(·) or β̃1(·), µ̂ = 1N
∑N
j=1 µ̂(j), and µ̂(j) is the estimator at the
j–th replication. The simulation results reported in Tables 5.3 and 5.4 below are based on
N = 5000 replications and provide the mean ABS and MSE outcomes.
Table 5.3: ABS and MSE Outcomes for Case F
Case A n = 201 n = 501 n = 901
ABS(θ̂) 0.002723 0.001032 0.000587
std(θ̂) 0.002541 0.000968 0.000521
ABS(θ̃) 0.029187 0.012981 0.0055897
std(θ̃) 0.098776 0.074876 0.035657
MSE1(β̂1) 0.121563 0.093451 0.080748
MSE2(β̂1) 0.141674 0.103564 0.090414
MSE1(β̃1) 0.654856 0.638715 0.604646
MSE2(β̃1) 0.914873 0.870187 0.843102
Tables 5.3 and 5.4 clearly show the superiority of the estimator θ̂ in terms of both bias
and mean square error, at least under Assumption 4.2(ii). The semiparametric weighted
least squares estimator θ̃ has decidedly poor performance by comparison. Similarly, the
nonparametric estimator β̂1 is superior to β̃1 in all cases and by both criteria. The usual
semiparametric estimator is therefore seen to be quite unreliable in this class of models
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with a nonstationary regressor, even though it is commonly used in partially linear model
estimation.
Table 5.4: ABS and MSE Outcomes for Case G
Case B n = 201 n = 501 n = 901
ABS(θ̂) 0.003576 0.001329 0.000658
std(θ̂) 0.003109 0.001108 0.000529
ABS(θ̃) 0.034623 0.017328 0.008946
std(θ̃) 0.09826 0.07639 0.053879
MSE1(β̂1) 0.114636 0.095783 0.081793
MSE2(β̂1) 0.135723 0.10958 0.094764
MSE1(β̃1) 0.684102 0.668231 0.636728
MSE2(β̃1) 0.981439 0.947628 0.875682
6 Empirical application to consumption
This section provides an empirical application of the methods to explain aggregate consump-
tion behavior in the US over the period 1960 - 2009. Our primary focus in this application
is the identification and estimation of potential nonlinearities in relationships involving the
nonstationary aggregate consumption data. A secondary focus is to explore the potential
role of other macroeconomic variables like interest rates in influencing the form of the non-
stationary relationships.
We use data from the Bureau of Economic Analysis2 on the following three variables:
ct = log(consumption expenditure), it = log(disposable income), and rt = real interest rate.
Note that ct, it and rt are all real data. The data are quarterly and comprise 199 observations
over the period from the first quarter of 1960 to the last quarter of 2009. The real interest
rate variable is measured by subtracting the ex post inflation rate over the following quarter
from the nominal interest rate. The data are plotted in Fig. 1. The histograms shown on
the axis borders provide crude estimates of the local time spent at various levels by the series
over the period 1960Q1-2009Q4. The strong trend component in ct and it is reflected in the
near uniform local time estimates for these series in comparison with rt (c.f., Phillips, 2001b,
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Yt: log(PCE) Xt: log(DPI)
Zt: RIR
Figure 1. The top panel gives the plots of Yt = ct, Xt = it and Zt, respectively, and the
bottom panel gives their corresponding local–time densities.
2005).
Transforming to the notation of the paper we set Yt = ct, Xt = it, and Zt = rt. A
convenient starting point is the prototype fixed parameter consumption function
Yt = α + βXt + et, (6.1)
whose differenced form
Yt − Yt−1 = β (Xt −Xt−1) + et − et−1 ≡ β (Xt −Xt−1) + εt (6.2)
is the basis for many empirical models that are common in the literature (e.g., Campbell
and Mankiw 1990; Campbell, Lo and MacKinlay 1997).
The methods developed in the paper can be used to check whether a fixed parameter
model such as (6.2) is supported empirically against more general functional specifications.
There is a growing literature (see, for example, Gylfason, 1981; Faff and Brooks, 1998;
Hahm and Steigerwald, 1999; Cai, Li and Park, 2009; Xiao, 2009) to support alternative
formulations that treat the propensity to consume parameter β as a function of certain
covariates. Among other possibilities, polynomial functions have often been suggested as
flexible functional forms for variable coefficients such as β(·) – see, for example, Faff and
Brooks (1998). Underlying such formulations is a Hall–type (1978) consumption model with
varying coefficients of the form
Yt = α(Zt−1) + β(Zt−1)Yt−1 + ζt, (6.3)
2The data are available at: http://www.bea.gov.
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where both α(z) and β(z) are unknown functions of z, and ζt is an error process. This model
may be fitted and analyzed using the methods of the present paper. Specific functional forms
may then be tested against (6.3).
Let K(·) be a probability kernel and h the bandwidth. Functions α(z) and β(z) can be

























































An application of the nonparametric test proposed in Gao et al (2009a) to test the null
hypothesis H0 : α(z) = α0 and β(z) = β0 ≡ 1 produces a p–value of 0.1874. This test
suggests that it may not be unreasonable to assume that Yt follows a unit–root structure of
the form Yt = α0 + Yt−1 + ζt, supporting the original analysis in Hall (1978).
To use the explicit framework of the present paper with potentially nonlinear nonsta-
tionary regressors, we propose a varying–coefficient model of the form
Yt = β(Zt)Xt + et,
Xt = L1(Xt−1) + µt,
Zt = L2(Zt−1) + νt, (6.7)
where β(·) and Li(·) are all unknown functions. Taking this general nonlinear framework as
a starting point, we proceed to evaluate whether the data exhibit any unit root structure by
using the nonparametric test proposed in Gao et al (2009a) for checking empirical support
in the data for the null hypothesis H0 : P (L1(Xt−1) = Xt−1) = P (L2(Zt−1) = Zt−1) = 1.
The respective p–value outcomes of 0.2316 and 0.1092 imply that it is reasonable to assume
that both Xt and Zt follow the unit root structure given in model (1.1). This empirical
simplification along with model (6.7) then suggests the simpler system
Yt = β(Zt)Xt + et,
Xt = Xt−1 + µt,
Zt = Zt−1 + νt,
E[et] = E[µt] = E[νt] = 0, (6.8)
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To allow for endogeneity between et and (Xt, Zt), we decompose et as et = λ(µt, νt) + εt
so that E[εt|µt, νt] = 0. Let Ut = (µt, νt)′, Xt = (Xt, 1)′ and β(Zt, Ut) = (β(Zt), λ(Ut))′.
Accordingly, we can rewrite (6.8) in augmented regression format as
Yt = X
′
tβ(Zt, Ut) + εt = Xtβ(Zt) + λ(Ut) + εt,
Xt = Xt−1 + µt,
Zt = Zt−1 + νt, (6.9)
which falls within the class of varying coefficient models studied in this paper. Accordingly,









































































































The plot of β̂(z) shown in Fig. 2 over z ∈ (−0.02, 0.1) suggests that the function β (z)
may be reasonably approximated by a second–order polynomial function of the following
form, at least over this part of the sample space,
β2(z) = β0 + β1 z + β2 z
2. (6.11)
The parameters β0, β1 and β2 may be estimated through (6.9) when β(z) is replaced by
the specification (6.11). Since E [λ(µt, νt)] = 0, we apply the approach given in (4.24)–






















2 and h2 is chosen by semiparametric cross–validation as in Section 5
above.
The fitted parametric model is
β̃2(z) = β̃0 + β̃1z + β̃2z
2, (6.12)
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where β̃0 = 0.6233, β̃1 = −0.4293 and β̃2 = 1.5725. A t–test confirms that all these
coefficients are significant with p–values close to zero3. An application of the specification
test proposed in Gao, Tjøstheim and Yin (2012) to test this parametric specification against
a general nonparametric alternative produces a p–value of 0.2317. This test outcome suggests
that the quadratic approximation β̃2(z) of β(z) may be reasonable over this particular region
of the sample space. A simpler linear parametric form produced the fitted function
β̃1(z) = 0.6165− 1.901z. (6.13)
As in the case of (6.12), a t–test shows that the coefficients are all significant.
The nonparametric estimate β̂(z) is shown in Figure 2 against plots of the parametric
estimates β̃1(z) and β̃2(z). These plots corroborate the empirical test results, indicating that
the functional slope coefficient β(z) in (6.8) can be approximately treated as a second order
polynomial function of Zt rather than as a constant parameter for values of the real interest
rate in the region (−0.02, 0.1). Fixed coefficient models such as (6.2) do not seem to be
supported against general nonlinear varying coefficient alternatives for these data.














Figure 2. The curve in blue is the nonparametric estimate; the dot lines in red represent
the second–order polynomial; and the dot lines in black denote the linear line.
This empirical implementation of kernel nonparametrics uses cross validation based
choices of the bandwidths as in (5.3) and (5.4). Since the vector of regressors Ut involved in
3Conventional t–tests are robust to this type of parametric regression under nonstationarity, being equiv-






, and giving the same p–values.
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the nonparametric kernel estimation (6.9) is stationary, the asymptotic consistency of θ̂(z)
follows in a similar way to Theorem 4.4, provided the parametric specification is correct.
These asymptotic results therefore justify the use of the nonparametric and semiparametric
methods in the empirical analysis in the presence of nonstationary time series regressors and
varying coefficients.
7 Conclusion and further discussion
This paper has focused on varying coefficient models of the type (1.1) that include a wide
range of related specifications such as multivariate nonparametric models of the form (2.1)
and partial linear models such as those in (2.6) - (2.8). Many of these models are now used in
empirical research with cross section data under independence assumptions. But the models
are also relevant in time series contexts in econometrics where stochastic nonstationarity is
a feature of much economic and financial data. The model constructions we have used here
allow for intrinsically nonstationary specifications in the data generating mechanisms within
a wide class of nonparametric and semiparametric regressions. Asymptotic theory for all
these regressions is developed as well as some new methods of estimation for particular cases
that take advantage of the data nonstationarity. These results will be of use to practitioners
in time series econometrics who want to consider many different alternatives to linear speci-
fications, including varying coefficient models and additive nonlinear nonstationary systems.
Some developments of the methods and results of the paper are possible and desirable.
In an early draft of this paper (Gao and Phillips, 2012), we also considered models such as
(1.1) in cases where Xt = ft+µt and Zt = gt+νt, with ft and gt being unknown deterministic
functions of t. For such specifications and under certain conditions, the estimation theory
corresponds to the case where Xt and Zt are stationary. Rather more generally, the proposed
procedures and limit theory may be extended to deal with models of the type
Yt = X
′
t β(Zt, Ut) + et,
Xt = Xt−1 + ft + µt,
Zt = Zt−1 + gt + νt, (7.1)
where ft and gt are unknown deterministic functions of t. In this case, the variables involve
both stochastic trends and deterministic components. In such cases, it is realistic in practical
work to expect that the functional forms of the deterministic components will be unknown.
Then reparameterization, filtering, or linear regression extraction (as in Park and Phillips,
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1988,1989) is generally not applicable for removing the trends involved in Xt and Zt without
risk of misspecification bias. Nonparametric estimation is needed to address these more
general specifications. Establishment of a limit theory in such cases depends on how the
deterministic trend components behave asymptotically. For instance, in the case where
























































s=1 µs = Op (1) and q(r) =
∫ r
0
f(s)ds is an accumulated trend function.












, leads to an




































in a suitable probability space where µbnrc,n = Bµ (r) + op (1) . For such a model, some
results corresponding to those given here seem attainable and worthy of future investigation.
Further extensions of our results to cases where the regressor Xt and functional coefficient
argument Zt have a local to unity rather than unit root structure also seem possible, following
on from recent work on nonparametric asymptotics (Wang and Phillips, 2009a).
8 Appendix A: Assumptions and proofs
8.1 Assumptions
This paper considers the case where covariates Xt and Zt are generated as integrated processes
according to
Xt = Xt−1 + µt and Zt = Zt−1 + νt, t = 1, 2, · · · , n, (7.1)
where X0 = Z0 = OP (1). Let dµ, dν = 1 and du be the dimensions of Xt, Zt and Ut, respectively,
duµν = du + dµ + 1 and {ξi : −∞ < i < ∞} be a vector of duµν–dimensional independent and
identically distributed (iid) random variables.





′. Suppose that there is a real–valued matrix of lag coefficients of the form
Cj = (cj,kl : 1 ≤ k, l ≤ duµν) such that Wt =
∑∞
j=0Cjξt−j . As discussed in Remark A.2 in Appendix
A below, the main results of this paper remain true when µt and νt follow linear processes, and
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Ut is a stationary time series generated by Ut = Λ(ξt−1, · · · , ξt−τ ; ηt), where Λ(·, · · · , ·) is a vector
function and ηt is another vector of independent and identically distributed random variables.
Throughout the paper we use ||·|| for the Euclidean norm, “⇒D” for weak convergence, “→D ”
for convergence in distribution, and “→P ” for convergence in probability.
Assumption A.1 (i) Let {ξi : −∞ < i < ∞} be a sequence of iid continuous random vectors
with E[ξ1] = 0 and positive definite matrix Σξ and finite fourth order cumulants. Let ϕ(u) be the
characteristic function of ξ1 and assume
∫∞
−∞ |u| |ϕ(u)| du <∞. Let the density, pξ(·), of ξ1 satisfy∫





for some δ > 0 satisfying 2δ2 + 4δ − 5 > 0.
(ii) The coefficients {cj,kl} satisfy
∑∞
j=0 cj,klz




as j → ∞,
where λ > 1 is chosen such that λ+ 12 > 2 + δ >
2
λ−1 with δ > 0 as in (i).
(iii) Let Ft = σ(et, · · · , e1; ξt+1, ξt, · · · , ξ−∞) be a σ–field generated {(ei, ξj) : 1 ≤ i ≤ t;−∞ <




< ∞ a.s. for all t ≥ 2,
where σ2e > 0 is some constant.








t=1 Wt. There is a vector Brownian motion
(Be, Bw) such that (En(r),Wn(r)) =⇒D (Be(r), Bw(r)) on the Skorohod space D[0, 1]duµν+1 as







(v) Let {ξt} and {es} be independent for all t ≥ s+ 2.
Assumption A.2. (i) Suppose that β(z, u) is continuously differentiable in (z, u).
(ii) For i = 1, 2, let each Ki(·) be symmetric, continuous, non–negative and bounded probability
densities with
∫
||u||2Ki(u)du <∞ for i = 1, 2.














Assumption A.3. Let p(u) be the marginal density function of Ut and pτ (u, v) be the joint
density of (Ut, Ut+τ ). Suppose that p(u) is continuous in u and that pτ (u, v) is also continuous in
(u, v) uniformly in τ ≥ 1.
Assumption A.4. (i) β1(z) and β2(u) are both continuously differentiable.
(ii) R1(·) and R2(·) are continuously differentiable. For i = 1, 2, there exist bounds 0 < cimin <





du and π2 =
∫




∫ ∣∣∣β(1)1 (z)∣∣∣ r2(z)dz <∞ and ∫ ∣∣∣β(1)2 (u)∣∣∣ r1(u)du <∞.
Since the lag coefficient matrix Cj is not necessarily diagonal, Assumption A.1(i)(ii) allows
for contemporaneous correlation between the regressors and the residuals. This joint dependence
structure allows for the presence of endogeneity and nonstationarity.
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Remark A.1(i) Assumption A.1(i)(ii) ensures that Wt is stationary and α–mixing (see, for ex-
ample, Corollary 4 of Withers 1981; Theorem 2.1 of Pham and Tran 1985). Assumption A.1(i)(ii)
allows for correlated {Ut} and {µt, νt}, including the special case of strong endogeneity where
Ut = νt. As a result, we can have Zt − Zt−1 = Ut as mentioned in models (2.4) and (2.10) above.
Note also that Assumption A.1(i)(ii) covers the case where {Ut} is independent of {(µt, νt)}. Both
the correlated and uncorrelated cases for {Ut} and {(µt, νt)} are considered in simulations. Instead
of imposing a linear process structure, one may directly assume that Wt is a vector of station-





w (k) < ∞, where
δ1 > 0 is chosen such that E ||Wt||2+δ1 < ∞. In order to validate the main theorems in this case
(particularly the proof of Theorem 3.2), the extra condition is included in Assumption A.1(iv) that
Bµ(r) and Bν(r) are independent.
(ii) In applications, we may choose Ft = σ (et, · · · , e1; ξt+1, ξt, · · · , ξ−∞) generated by {(ei, ξj) :
1 ≤ i ≤ t;−∞ < j ≤ t}. In this case, Assumption A.1(v) holds if {ξs} and {et} are independent for
all s ≥ t + 1. Assumption A.1(iii)-(iv) also allows for heteroskedastic innovations et. Assumption
A.2(i)(ii) imposes some mild conditions on the kernel functions and β(z, u). Assumption A.2(iii)
imposes some technical conditions on the bandwidth parameters. The last part of Assumption





for i = 1, 2, and (λ0, λ1, λ2) is chosen suitably such that λ1 ≥ 12 (λ2 − λ0). Assump-
tions A.3 and A.4 are reasonable and may be justified under more primitive conditions.
8.2 Useful lemmas
The following lemmas are needed for us to establish some useful asymptotic properties and are of
independent interest.










, respectively. For i = 0, 1, let q
(i)
t (u|x, z) and q
(i)
t (u|z) be the i–th partial derivative with
respect to t. We then have the following lemma.















Ut and Us are mutually independent.
Meanwhile, we have as t→∞
q
(i)
t (u|x, z)→ p(i)(u) and q
(i)
t (u|z)→ p(i)(u) (7.2)
for i = 0, 1, where p(u) denotes the marginal density of Ut.
Proof : Let us introduce some notation. Recall the definitions of µt, νt and Ut as given in As-




1µt +D3νt and vt = D
τ
2Ut. It follows from Assumption A1(i)(ii) that there are coefficients
{cj : j ≥ 0} and {dj : j ≥ 0} as well as a sequence of independent and identically distributed








where {εi} satisfies the same conditions that are imposed on the components of ξi in Assumption
A.1(i), and {cj : j ≥ 0} and {dj : j ≥ 0} satisfy such conditions that are imposed on {cj,kl} in




, vt and vs are
mutually independent when t, s→∞ and st → 0.









when t, s → ∞ and st → 0. As a consequence, it implies the mutual
independence between Zt and (Zs, vt, vs) when t, s→∞ and st → 0.
To simplify the notation, we assume without loss of generality that var(ut) = var(vt) ≡ 1. In









Y3 = vt and Y4 = vs, and ψst(λ1, λ2, λ3, λ4) = ψ(λ1, λ2, λ3, λ4) be the characteristic function of
(Y1, Y2, Y3, Y4). Our aim in the following proof is to show that as t, s→∞ and st → 0,














Using the structure of ut, we have
ut = C(1)εt + ε̃t−1 − ε̃t = C(1)εt + ut, (7.5)
where C(1) =
∑∞
j=0 cj and ut = ε̃t−1 − ε̃t with ε̃t =
∑∞
j=0 c̃jεt−j , in which c̃j =
∑∞
k=j+1 ck.






















which implies that 1√
t
∑t





as t→∞. This implies that we need only to approximate
ut by C(1)εt in the following derivations. Without loss of generality, we set C(1) ≡ 1 in the rest of























































where K > 1 is some positive integer.
For given (λ1, λ2, λ3, λ4), we have















+ λ3 dt−i + λ4 ds−i, bst(j) =
λ1√
t
+ λ3 dt−j and cst(k) = λ3dt−k + λ4ds−k.
Let ψ(·) be the characteristic function of εt. The logarithm of the characteristic function of
(Y1t, Y2s, Y3K , Y4K) is then given by






































































































































t, s→∞ and st → 0. This completes equation (7.4) and thus the first part of Lemma A.1.
To prove the second part of Lemma A.1, we let pt(x, z, u) and pt(z, u) be the joint density
functions of (Xt, Zt, Ut) and (Zt, Ut), respectively. We also let pt(x, z) and pt(x, z|u) be the joint
density of (Xt, Zt) and the conditional density of (Xt, Zt, Ut) given Ut. Let qt(x, z, u), qt(z, u),

















































where qt(z) denotes the density function of
Zt√
t
. The proof of the second part is thus completed.
Remark A.2. As may be seen from the derivations in (7.5)–(7.9), Ut can still be correlated
with (Xt, Zt), but it does not need to follow a linear process as assumed in Assumption A.1.
As a matter of fact, Ut and (Xt, Zt) can still be mutually independent when (Xt, Zt) satisfies
Assumption A.1, but {Ut} is a stationary time series generated by a vector function of the form





{ηj} is a sequence of independent and identical distributed random variables and independent of
{ξi}, and τ ≥ 1 is a positive integer.
Let us now give some details to show that the conclusions of Lemma A.1 remain true in
the case where {Ut} is generated by the functional form. Recall the notation of ut and de-
fine vt = D
τ
2Ut ≡ λ(εt−1, · · · , εt−τ ; ηt), in which λ(·, · · · , ·) is a measurable function such that
E
[
|λ(εt−1, · · · , εt−τ ; ηt)|2
]



























Y3t = λ(εt−1, · · · , εt−τ ; ηt) and Y4s = λ(εs−1, · · · , εs−τ ; ηs). (7.11)
For given (λ1, λ2, λ3, λ4), we have



























































Similarly to the derivations in (7.9), the characteristic function of (Y1t, Y2s, Y3t, Y4s) is given by







ψ(bt) · ψ1st · ψ2st, (7.13)








j=s−τ εj + λ4Y4s
))]












Using the result that ex = 1 + x
(
1 + x2! + · · ·
)
as x→ 0, we have as t, s→∞
ei ast
∑s−1






















Using the dominated convergence theorem, equations (7.13) and (7.14) therefore imply that as
t, s→∞
log (Ψst) = (s− τ − 1) log(ψ(ast)) + log(ψ(ast)) + log(ψ(bt)) + (t− s− τ − 1) log(ψ(bt))
+ log(ψ1st) + log(ψ2st)
= −1
2


















































which shows that Y1t, Y2s, Y3t and Y4s are mutually independent when t, s→∞ and st → 0.
Before proceeding we introduce a definition and some useful formulae.
Definition A.1. (i) The local time process {LS(t, s) : t ≥ 0, s ∈ R1 = (−∞,∞)} of a measurable
stochastic process {S(t), t ≥ 0} is defined as






I {|S(r)− s| < ε} dr. (7.16)
















See Revuz and Yor (1999) for more detail about the definition (7.16) and the two occupation time
formulae (7.17).
Remark A.3. In order to deal with the case where both stationary and nonstationary regressors
are involved in the unknown function β(z, u), new limit results are established in Lemmas A.3 and
A.4 below. These lemmas introduce some new technology for proving results of this kind. Under
Gaussianity and the weak convergence (En(r),Wn(r))⇒D(Be(r), Bw(r)) on D[0, 1]duµν+1 imposed
in Assumption A.1(iv), existing results such as Theorem 2.1 of Wang and Phillips (2009a) and
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Theorem 1 of Phillips (2009) are directly applicable in the proofs of other lemmas and theorems in
the rest of Appendix A and the whole part of Appendix B. Meanwhile, the present paper employs
a new central limit argument in Lemma A.6, along with Lemma A.5, to assist in the proof of
Theorem 3.2.
In the rest of Appendix A and the whole part of Appendix B below, we set dz = 1 and let
du = 1 without loss of generality to simplify notation and derivations in the proofs.
Lemma A.2. Let f(x) be a known function defined on (−∞,∞). Suppose that |f(x)| and f2(x)
are integrable with respect to x ∈ (−∞,∞). Let C1(f) =
∫∞
−∞ f(x)dx 6= 0. Suppose {Wt} satisfies













where dn is a sequence of positive numbers satisfying dn →∞ and dnn → 0, ztn =
Zt
dn
, and bac ≤ a
denotes the integer part of a.
Proof : Note that dn =
√




in the rest of our discussion. The proof of Lemma A.2
follows immediately since the conditions of Theorem 2.1 of Wang and Phillips (2009a) are satisfied
trivially.
Recall that p(u) is the marginal density function of {Ut}. Let pt(u|z) be the conditional density
of Ut given Zt = z. We have the following lemma.





















































πt(Ut, Zt)→P 0, (7.22)















Proof : (i) We first prove (7.19). Let pt(·) be the marginal density function of Zt, qt(·) and qt(·|u)
be the marginal density of Zt√
t
and the conditional density of Zt√
t





































p(u) = p(u). (7.23)
Choose large enough m→∞ such that m√
nh1

































































Ki1(v)dv · LBν (1, 0) · p(u) + oP (1) +
∫
Ki1(v)dv · LBν (1, 0) · oP (1)
→ D
∫
Ki1(v)dv · LBν (1, 0) p(u),
where the first term follows from Lemma A.2 with f(x) = K1(x), the second term follows from the
boundedness of K1(·) as well as pt(u|z) and p(u), and the third term follows from Lemma A.2(i)
with f(x) = K1(x) and (7.18). We therefore complete the proof of (7.19).
(ii) We need only to prove (7.21) with i = 1. The case i = 2 follows similarly. Let pst(·|Zs)
be the conditional density function of Zt − Zs given Zs. Let qst(·|Zs) be the conditional density
function of Zt−Zs√



























































































































using Lemma A.1. This therefore completes the proof of (7.21) for i = 1. The other case follows
similarly.
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pt(y|z)dy = pt(u|z)(1 + o(1)). (7.29)
Meanwhile, note that E [πs(Us, Zs)|Zs] = 0 and
E
[






















= h2 pt(u|z) (1 + o(1))
∫
K22 (y)dy. (7.30)
In order to deal with J2n of equation (7.28), we consider the following partition such that
























E [|ψ1(Zt)ψ1(Zs)| · |ψ2(Zs, Zt)|] , (7.31)
where ψ2(Zs, Zt) = E {πt(Zt, Ut)πs(Zs, Us)|(Zt, Zs)}.
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Since E [|πt(Ut, Zt)|] ≤ Ch2, we then apply some properties for the α–mixing condition on {Ut}
(see, for example, Lemma A.1 of Gao 2007 with Q = 0) to imply |ψ2(Zs, Zt)| ≤ Ch22 · αu(t− s) for
given (Zt, Zs).







































derived by Assumptions A.1(ii) and A.2(ii)(iii)
as well as Lemma A.1, and we have also used Lemma A.1 and Assumption A.2(iii) in association




with λ4 = λ0 + 1 =
(2+δ)(λ−1)−2
3+δ > 0 (by Corollary 4(a) of Withers 1981
and Assumptions A.1(i) and A.2(ii)).





















E [ψ1(Zs)Ψ1(Zt)E (πt(Ut, Zt)πs(Us, Zs)|(Zs, Zt))] (7.33)










































implied by Assumption A.3 and
Lemma A.1. WE therefore complete the proof of Lemma A.3.
Lemma A.4. Let Assumptions A.1(i)(ii), A.2(ii)(iii) and A.3 hold. We have as n→∞
f̂(z, u)→D p(u) LBν (1, 0), (7.35)



































pt(y|Zt)dy = pt(u|Zt)(1 + oP (1)). (7.36)




































(pt(u|Zt)− pt(u|z))→P 0. (7.38)


































































































































≡ A1n +A2n, (7.40)












pt(u|z)→D p(u) LBν (1, 0), (7.41)
|A2n| =

























= oP (1), (7.42)
in which Lemma A.2 has been used in (7.41) with K1(u) and in (7.42) with |L1(v)| = |K1(v)v|,
respectively. Note that equation (7.38) has been used in the line above (7.42) for the case where
t→∞, and Assumption A.3(ii) has also been used to deal with the part where t is not large enough





























The following lemma extends an earlier result of Phillips (2009).






Proof : The proof of (7.43) follows that of the second conclusion of Theorem 1 of Phillips (2009),
since Assumption A.1 ensures that Assumptions 2.2–2.4 of Phillips (2009) are satisfied. Note that




2 , by which∫∞
−∞ y
4h(y) <∞ holds trivially. This completes the proof of Lemma A.5.
Lemma A.6. Let {εnk}, {ηnk} and {ξnk} be sequences of random variables. Let fn(· · · ) be a real
function of its components and define
uk,n = fn(εn1, · · · , εnk; ηn1, · · · , ηnk; ξn1, · · · , ξnk; · · · ).
Let {Fn,k; 1 ≤ k ≤ n} be a sequence of increasing σ–fields such that {εn,k+1,Fn,k; 1 ≤ k ≤ n} forms
a martingale difference and {uk,n} is adapted to Fn,k for all 1 ≤ k ≤ n and n ≥ 1.
(i) Let {ηn,k+1, εn,k+1,Fn,k; 1 ≤ k ≤ n} form a martingale difference, and {ηnk} and {εnk}
satisfy the following condition as n→∞ and then m→∞
max
m≤k≤n
∣∣E (η2n,k+1|Fn,k)− σ2η∣∣→ 0 and max
m≤k≤n
∣∣E (ε2n,k+1|Fn,k)− σ2ε ∣∣→ 0 a.s.,
for some σ2η > 0 and σ
2













(ii) Let {ξnj ; j ≥ 1} be Fn,1–measurable for each n ≥ 1, and there exist a sequence of posi-
tive constants dn → ∞ and a Gaussian process G(r) such that 1dn
∑bnrc
s=1 ξns⇒DG(r) on D[0,∞).




s=1 ηn,s+1⇒DW (r) on D[0, 1].
(iii) Let max1≤k≤n |uk,n| = oP (1) and 1√n
∑n
k=1 |uk,n| |E [ηn,k+1εn,k+1|Fn,k]| = oP (1).




kn →D T 2(ξ, η) as
n→∞.
Then, we have SnTn →D N(0, 1) as n→∞, where Sn =
∑n
k=1 uknεn,k+1.
Proof : In a non–trivial extension of Theorems 3.2 and 3.4 of Hall and Heyde (1980) and under
certain conditions, Wang (2012) established a new martingale central limit theorem in which the
usual stability condition involving convergence in probability to the limiting conditional variance
may be weakened to convergence in distribution, as in Assumption (iv) above. The proof of Lemma
A.6 then follows from Theorem 2.1 of Wang (2012).
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9 Appendix B: Proofs of Theorems 3.1–3.2 and 4.1–4.3
9.1 Proof of Theorem 3.1
The proof of Theorem 3.1 follows from Lemma A.4.
9.2 Proof of Theorem 3.2
We assume without loss of generality that the dimension of Ut is du = 1 throughout this proof. Let




















































J1, · · · , Jdµ
)′
be any given vector of real numbers satisfying J ′J = 1, and then define
X̃t = J




















































































































































× E (∆j(Ut;Zt, Xt)∆j(Us;Zs, Xs)|(Zs, Xs;Zt, Xt))]





























































































































αu(t− s) = o(1), (7.4)
where we have used Assumptions A.1(i)(ii) and A.2(ii)(iii).

















































































× E (∆j(Ut;Zt, Xt)∆j(Us;Zs, Xs)|(Zs, Xs;Zt, Xt))] = o(1). (7.5)












































K22 (v)dv as t → ∞
in the same way as in the proof of Lemma A.4 above.
Recall that J =
(
J1, · · · , Jdµ
)′
is any vector of real numbers satisfying J ′J = 1, and define
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X̃t = J






























where B̃µ(r) is defined in the same way as Bµ when µt is replaced by J
′µt. To complete the proof


























→ D N(0,Σxz), (7.8)








2 (v)dv. We can apply Lemma A.6 to derive (7.8). Let
l =
(
l1, · · · , lduµν
)′
be any vector of real numbers satisfying l′l = 1, and assume without loss of
generality that du = 1. We then match the notation of Lemma A.6 in the following correspondence:
ηn,t = l
′ξt, ξnt = l
′ξ1−t, εn,t+1 = et,

















and let Fn,t = σ (et, · · · , e1; ξt, ξt−1, · · · ) be generated by {(ei, ξj) : 1 ≤ i ≤ t,−∞ < j ≤ t}, where
Xt = l
′Xt. Assumption A.1 then implies that Assumptions (i) and (ii) of Lemma A.6 are trivially
satisfied. Equation (7.7) shows that Assumption (iv) of Lemma A.6 is also satisfied. Meanwhile,






























which implies max1≤t≤n |ut,n| = oP (1). This, along with Assumption A.1(iii), implies that As-
sumption (iii) of Lemma A.6 is satisfied. Thus Lemma A.6 can be applied to deduce (7.8). This
completes the proof of Theorem 3.2.
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9.3 Proof of Theorem 4.1




































wns(z, u) (β1(Zs)− β1(z))
)
dR2(z). (7.12)
The proof of Theorem 4.1(i) follows in the same manner as that of Theorem 4.1(ii). So we provide














































































































































































































































In view of (7.13) and (7.14), in order to show Theorem 4.1(ii) with {wns(z, u)}, it suffices to



















ns ≡ 1 and, given (7.12)–(7.14), to prove Theorem 4.1(ii) it suffices to
show that as n→∞
b−1n ∆n →D N(0, σ2e), (7.15)






















wns(z, u) (β1(Zs)− β1(z))
)
dR2(z). (7.17)








A.1(i)–(iii), A.2 and A.3, the proof of (7.15) then follows similarly to that of (7.8) (with Xt ≡ 1).











Rn(x1, x2) dR2(x1)dR2(x2), (7.18)























Let L1(x, y) = K1(x)K1(x + y). By the same reasoning as in the proof of Lemma A.2 with













































































































Equations (7.18) and (7.20) imply that
b2n =




































= (1 + oP (1)) · h1
×
∫ ∑ns=1











|β(1)1 (z)|dR2(z) = oP (h1), (7.22)
where Assumptions A.2(iii) and A.4(iii) have been used. Similarly, under Assumptions A.2(iii) and
A.4(iii) we have d1n = oP (h2). The proof of Theorem 4.1(ii) is therefore completed.
9.4 Proof of Theorem 4.2
(i) By definition


















































































which follow by standard weak convergence arguments. Results (7.23)–(7.26) complete the proof
of Theorem 4.2(i).


















In view of the proof of Theorem 3.1 of Wang and Phillips (2009a), in order to complete the proof
of Theorem 4.3(ii), it suffices to evaluate the last term of (7.27). Similar to the derivation of (7.24),


















































= oP (1), (7.29)
which completes the proof of Theorem 4.2(ii).
9.5 Proof of Theorem 4.3
(i) From the definition of θ̂
























































































n. The proof of Theorem 4.3(i) follows immediately from (7.30) and
(7.31).
















Similarly to the proof of Theorem 4.2(ii), in order to complete the proof of Theorem 4.3(ii), it

































≡ h1J1n + J2n, (7.35)

































→D LBν (1, 0), (7.37)














= oP (1), (7.38)
which completes the proof of Theorem 4.3(ii).
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9.6 Proof of Theorem 4.4
Equations (4.25) and (4.26) imply








where Z̃t = Zt − 1n
∑n







































































This completes the proof of Theorem 4.4(i). In consequence, as n→∞
















Wnt(u)Zt (γ − γ̂) +
n∑
t=1
Wnt(u) (β2(Ut)− β2(u)) , (7.43)
































(1 + oP (1)), (7.44)
which, along with (7.42), complete the proof of Theorem 4.4(ii).
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