Abstract Conjugate gradient methods are widely used for large scale unconstrained optimization problems. Most of conjugate gradient methods don't always generate a descent search direction, so the descent condition is usually assumed in the analysis and implementations. Dai and Yuan (1999) proposed a conjugate gradient method which generates a descent search direction at every iteration and converges globally to the solution if the Wolfe conditions are satisfied within the line search strategy. In this paper, we give a new conjugate gradient method based on the study of Dai and Yuan, and show that our method always produces a descent search direction and converges globally if the Wolfe conditions are satisfied. Moreover our method has the second-order curvature information with a higher precision which uses the modified secant condition proposed by Zhang, Deng and Chen (1999) and Zhang and Xu (2001) . Our numerical results show that our method is very efficient for given standard test problems, if we make a good choice of a parameter included in our method.
Introduction
We are concerned with the following unconstrained minimization problem: minimize f(x), (1.1) where f : R n → R is smooth and its gradient g(x) ≡ ∇f(x) is available. There are several kinds of numerical methods for solving (1.1), which include the steepest descent method, the Newton method and quasi-Newton methods, for example. Among them, the conjugate gradient method is one choice for solving large scale problems, because it does not need any matrices [4, 7] . Conjugate gradient methods are iterative methods and at the kth iteration, the form is given by
where α k is a positive step size and d k is a search direction. Search directions are usually defined by
where g k+1 denotes ∇f(x k+1 ) and β k+1 ∈ R is a scalar parameter, which characterizes conjugate gradient methods. Usually the parameter β k+1 is chosen so that (1.2)-(1.3) reduces to the linear conjugate gradient method if f(x) is a strictly convex quadratic function and if α k is calculated by the exact line search. Several kinds of formulas for β k+1 has been proposed. For example, the Fletcher-Reeves (FR), Polak-Ribiére-Polyak (PRP) and Hestenes-Stiefel (HS) formulas are well known and they are given by
(1.4)
(1.5) 6) where · denotes the Euclidean norm and
The global convergence properties of the FR, PRP and HS methods without regular restarts have been studied by many researchers, including Al-Baali [1] and Gilbert and Nocedal [5] . The conjugate gradient method with regular restart was also found in [7] . To establish convergence properties of these methods, it is usually required that the step size α k should satisfy the strong Wolfe conditions: 8) where 0 < δ < σ < 1. On the other hand, many other numerical methods (e.g. the steepest descent method and quasi-Newton methods) for unconstrained optimization are proved to be convergent under the Wolfe conditions, which are weaker than the strong Wolfe conditions:
Thus it is an interesting issue to study global convergence of conjugate gradient methods under the Wolfe conditions instead of the strong Wolfe conditions. Line search strategies require the descent condition
however most of conjugate gradient methods don't always generate a descent search direction, so condition (1.11) is usually assumed in the analysis and implementations. Some strategies have been studied which produce a descent search direction within the framework of conjugate gradient methods (see Fletcher [4] for example). Dai and Yuan [2] proposed the conjugate gradient method with
which generates a descent search direction at every iteration and they showed that the proposed method converges globally if the Wolfe conditions (1.9) and (1.10) are satisfied. Furthermore, they dealt with a hybrid method in [3] . In this paper, we propose a new formula for β k+1 , which is motivated by the study of Dai and Yuan ( [2] , Section 2), and we show that our method always produces a descent search direction and converges globally if the Wolfe conditions (1.9) and (1.10) are satisfied. Moreover our formula has the second-order curvature information with a higher precision, which uses the modified secant condition proposed by Zhang, Deng and Chen [8] and Zhang and Xu [9] . Since our formula has available gradient, function value information and approximates Hessian information, we can expect our method to converge faster than the Dai-Yuan method (called the DY method).
This paper is organized as follows. In Section 2, we deal with an extension of the DY method and give a sufficient condition for generating a descent search direction. In Section 3, we establish global convergence of conjugate gradient methods discussed in Section 2. In Section 4, as one example of new methods, we give a conjugate gradient method which has second-order curvature information with a higher precision. In Section 5, some numerical experiments are presented. Our numerical results show that the proposed method is very efficient for given test problems, if we adopt a good choice of a parameter included in our formula.
Extension of the Dai-Yuan Method
In this section, we consider a condition that a descent search direction is generated, and we extend the DY method. We make such a direction inductively. Suppose that the current search direction d k is a descent direction, namely, g T k d k < 0 at the kth iteration. Now we need to find a β k+1 that produces a descent search direction d k+1 . This requires that
Letting τ k+1 be a positive parameter, we define
Taking the positivity of τ k+1 into consideration, we have
Therefore if condition (2.3) is satisfied for all k, the conjugate gradient method with (2.2) produces a descent search direction at every iteration. From (2.2), we can get various kinds of conjugate gradient methods by choosing various τ k+1 . In Section 4, we will give a concrete τ k+1 satisfying (2.3) and establish global convergence of the proposed method. We note that the Wolfe condition (1.10) guarantees d
2) reduces to the DY method (1.12). It follows from (1.3) and (2.2) that The above relation can be rewritten as
Recall that if we set τ k+1 = d
T k y k , our method reduces to the DY method. Therefore formula (1.12) is also expressed as follows
Equations (2.5) and (2.6) play an important role in our convergence analysis in the next section.
Global Convergence of the Conjugate Gradient Method
In this section, we establish a convergence theorem of the conjugate gradient method with the parameter β k+1 given in (2.2). For this purpose, we make the following standard assumptions.
Assumption 3.1 (1) f is bounded below on R n and is continuously differentiable in a neighborhood
It should be noted that the assumption that the objective function is bounded below is weaker than the usual assumption that the level set is bounded. Under Assumption 3.1, we have the following useful lemma, which was proved in ( [2] , Lemma 3.2), for general iterative methods.
Lemma 3.2 Suppose that Assumption 3.1 holds. Consider any method of the form (1.2),
where d k is a descent search direction and α k satisfies the Wolfe conditions (1.9) and (1.10).
Then the following holds
or equivalently
where φ k is the angle between the search direction d k and the steepest descent direction −g k .
Note that condition (3.1) or (3.2) is known as the Zoutendijk condition. By using this lemma, we obtain the following convergence theorem of the conjugate gradient method with (2.2). 
It is sufficient to consider only the case where the method does not terminate after finite many iterations. We will prove this theorem by contradiction. If the theorem is not true, there exists a constantc > 0 such that
Rewriting (1.3) as
and squaring both sides of the above equation, we have
Dividing both sides by (g
(3.4)
By rearranging the above inequality, we have
Hence, from (3.4), we get the following inequality
(3.5)
Therefore it follows from (3.6) and (3.3) that
This contradicts the Zoutendijk condition (3.1). Therefore the proof is complete. 2
This theorem corresponds to Theorem 3.3 in [2] and Theorem 2.3 in [3] . Next we pay attention to the sufficient descent condition, namely, for some constant c > 0,
The sufficient descent condition is usually assumed in the analysis of conjugate gradient methods, while our method guarantees this condition if we choose τ k+1 such that τ k+1 ≥ d 
with c = 1 1 + σ .
Proof. The proof is done by induction. By noting that σ > 0 implies
, the result clearly holds for k = 0 since
where c = . Assume that (3.7) holds for some k ≥ 0. It follows from the strong Wolfe condition (1.8) that Then we have
(ii) The case g
The conditions on β k+1 and (3.8) yield
By noting
, the inequality above implies that
By summarizing the cases (i) and (ii), the sufficient descent condition (3.7) holds with c =
1+σ
at the k + 1st iteration. Therefore the theorem is proved. 
New Conjugate Gradient Method Based on the Modified Secant Condition
In this section, we present a concrete formula of τ k+1 that satisfies condition (2.3) and propose a new conjugate gradient method. We also show the global convergence of the proposed method by using Theorem 3.3. In order to accelerate the conjugate gradient method, we aim to incorporate the second order information of the objective function into the formula of β k+1 . For this purpose, we make use of secant conditions of quasi-Newton methods. The quasi-Newton method is known as another method for solving unconstrained optimization problem (1.1). This method generates sequences {x k } and {B k } by the iteration x k+1 = x k + α k d k and an updating formula for B k , where d k is a search direction that is obtained by solving the linear system of equations B k d k = −g k and B k is an approximation to the Hessian ∇ 2 f(x k ) of f(x) at x k . A new matrix B k+1 is usually required to satisfy the secant condition
where
The above equation employs only the gradients, but doesn't have the available function value information. By extending the secant condition (4.1), Zhang, Deng and Chen [8] and Zhang and Xu [9] proposed the modified secant condition
where u k is any vector with s T k u k = 0 and B k+1 is a reasonable approximation to the Hessian ∇ 2 f(x k+1 ). It should be noted that the modified secant condition (4.2) has both available gradient and function value information. The following result which was given in [8, 9] plays an important role when we apply the modified secant condition to our conjugate gradient method. Though the proof can be found in [9] , we give a brief proof for completeness.
Lemma 4.1 Assume that the function f(x) is sufficiently smooth. If s k is sufficiently small, then for any vector u with s
Proof. It follows from the Taylor expansion that
where T k+1 ∈ R n×n×n is the tensor of f at x k+1 . By canceling the terms which include the tensor, we have
Since the following hold
and g
we see that
Therefore we obtain
and s
The proof is complete. 2
It follows from (4.4) and (4.5) that
These two estimates show that s T k y k approximates the second-order curvature s
and we would like to apply this quantity to the parameter τ k+1 in our conjugate gradient method (2.2). However, since the second term in (4.6) is not always non-negative, Theorem 3.3 does not always hold, when we directly choose τ k+1 = d
T k y k . In order to remedy this difficulty, we set
Note that (4.7) does not depend on a choice of u k . One reasonable value of t k in (4.7) is t k = 1, because this case corresponds to (4.6). If we set t k = 0, (4.7) reduces to τ 
Thus we obtain
e r w i s e ) .
This implies that α k τ new k+1 has a good information of the second order curvature s
We now state the algorithm of our conjugate gradient method as follows. 
Step5. Set k := k + 1 and go to Step1.
y k is satisfied for all k, the assumptions of Theorem 3.3 always hold. Therefore, we obtain the following theorem that implies the global convergence of our method. 
has both available gradient and function value information. Therefore, we can expect that our method performs better than the DY method (1.12).
Closing this section, we note that our method reduces to the Hestenes-Stiefel method within the framework of the linear conjugate gradient method, because the facts θ k = 0 and
for a strictly convex quadratic function.
Preliminary Numerical Results
We compare our method (4.9) with the FR method (1.4), PRP method (1.5), HS method (1.6) and the DY method (1.12) from the viewpoint of numerical performance. The test problems are drawn from the paper [6] . The preliminary numerical results of our tests are reported in Table 5 .1. The first column "P" and the second column "Name" denote the problem number and problem name, respectively. Each problem was tested with different values of n ranging from n = 20 to n = 10000. We give only two cases of n in Table 5 .1.
The numerical results are given in the form of I/F, where I and F denote the numbers of iterations and function value evaluations respectively. The stopping condition is
We also terminate the iteration if function value improvement is too small. More exactly, iterations are terminated whenever
In this case, we use a superscript "*" to show that the iteration is terminated due to (5.2) but (5.1) is not satisfied. In addition, we write "Failed" if d k is so large that a numerical overflow occurs while the method tries to compute f(
. If the number of iterations exceeds 1000, we also stop the algorithm. However this case didn't occur in our numerical experiments. Our line search subroutine computes α k such that the Armijo rule (1.9) holds with δ = 0.01. The initial value of α k is always set to 1 in the line search procedure at each iteration. Although our line search cannot always ensure a descent search direction for all methods, an uphill search direction did not occur in our numerical experiments. For method (4.9), we fixed t k to t independent of k, and tested values of t ranging from 0 to 100, and in Table 5 .1 "θ" denotes the number of iterations for which θ k > 0 holds. In this case, (4.6) is employed. From Table 5 .1, we see that for some problems, method (4.9) with t = 1 really performs much better than the DY method, for example Problem 21 with n = 1000 and n = 10000. However, for some other problems, method (4.9) with t = 1 performs worse than the DY method, for example Problem 22 with n = 1000 and n = 10000. On the whole, method (4.9) with t = 1 and the DY method perform quite similarly for the given test problems. In case of Problem 25, the case θ = 0 means that results of method (4.9) coincide with those of the DY method. We found a good choice of a parameter t k by testing values of t ranging from 0 to 100. Good choices are listed in the last column of Table 5 .1. Specifically, in the case t = 17 for Problem 21, the numbers of iterations and function evaluations are 15 and 48 respectively, which was the best case of our numerical tests for this problem. Furthermore, method (4.9) with t = 99.6 was the best case for Problem 22. However, we did not observe a special tendency of a choice of t k .
If we make a good choice of parameter t k , method (4.9) outperforms the other methods. We also note that numerical performance depends on how often positive values of θ k are adopted.
Conclusion
In this paper, we have considered the conjugate gradient method with the formula (2.2) and have proved that it converges globally to the solution if we choose τ k+1 such that τ k+1 ≥ d T k y k for all k and the Wolfe conditions are satisfied. This method includes the Dai-Yuan method as a special case. We have also shown that the search direction satisfied the sufficient descent condition if we used the strong Wolfe conditions. As a choice of concrete τ k+1 , we have proposed (4.7) based on the modified secant condition (4.2). The conjugate gradient method with (4.7) always produces descent search directions and converges globally. It should be noted that our formula has the available gradient, function value information, and the second order curvature information.
The preliminary numerical experiments show that if we choose a good value of t k , method (4.9) performs very well. However we have not theoretically estimated an optimal parameter t k yet. In our preliminary numerical experiments, we fixed the value of t k . It is interesting to make a suitable choice of the parameter t k based on the estimate (4.8). We consider a parameter such that t k approaches 1, for example. Theoretical or practical choice for t k is further research. 
