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Abstract
The sieve is a morphological scale-space operator that ﬁlters an input signal by removing intensity extrema at a speciﬁc scale. In
images, this processing can be carried out along a path – the 1D sieve – or over a connected graph – the 2D sieve. The 2D version
of the sieve generally performs better; it is however much more complex to implement.
In this paper we present the 1.5D sieve, a Hamiltonian path-based version of the sieve algorithm that behaves ‘‘in between” the 1D or
2D sieve algorithms, depending on the number of paths used. Experiments show that its robustness to the presence of noise and its per-
formance in texture classiﬁcation are similar to the original 2D sieve formulation, while being much faster and simpler to implement.
 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The sieve algorithm uses morphological ﬁlters to remove
signal extrema at diﬀerent scales. The ﬁlters used are suc-
cessive max and min operators that are applied on windows
of diﬀerent sizes; the size of the window corresponds to the
sieving scale. The sieve output is causal: edges vanish as the
scale increases and no new image structures, such as edges
or extrema, are introduced (Bangham et al., 1996a).
Morphological scale-space operators have been success-
fully applied to various areas of image processing, such as
image denoising (Gimenez and Evans, 2005; Young and
Evans, 2003), segmentation (Bangham et al., 1998a; Gime-
nez and Evans, 2005), and texture classiﬁcation (Southam
and Harvey, 2004; Southam and Harvey, 2005). In the lat-
ter case, while the sieve outperformed other texture classi-
ﬁcation algorithms, the optimal version to use (1D or 2D)
depends on the type of texture analysed. Additionally,
sieves have also shown to be very resilient to noise (Harvey
et al., 1997).
This paper presents the 1.5D sieve, a path-based algo-
rithm that behaves in between the 1D and 2D sieves. The
1.5D sieve is strictly equivalent to the 1D sieve when a sin-
gle path is used, and is equivalent to the 2D sieve when a
large number of Hamiltonian paths are used. The 1.5D
sieve, being a path-based approach, as opposed to a con-
nected-area approach, is much less complex than the 2D
sieve, both from a mathematical and implementation
perspective.
We illustrate the performance of our algorithm by repli-
cating the experiment of Harvey et al. on the sieve’s robust-
ness to noise (Harvey et al., 1997), and Southam and
Harvey’s experiment on texture classiﬁcation (Southam,
2006). In both cases, we show that the 1.5D sieve results
are comparable to the more complex 2D algorithm.
This article is organised as follows: Section 2 reviews the
concepts of 1D and 2D sieves, and introduces Hamiltonian
paths. In Section 3, we describe our 1.5D sieve algorithm.
Section 4 deals with the theoretical equivalence of the
1.5D sieve to the 1D and 2D algorithms. Results on noise
robustness and texture classiﬁcation are presented in
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Section 5. Section 6 concludes the paper, while Appendix A
illustrates the random Hamiltonian path generation
algorithm.
2. Background
The 1D sieve output Y of a signal X at a scale S is cal-
culated in two passes. In each pass, minima and maxima of
length 6 S are detected and removed. The passes are:
Y tmp ¼ min
f
ðmax
b
ðX ÞÞ ð1Þ
Y ¼ max
f
ðmin
b
ðY tmpÞÞ ð2Þ
where f and b deﬁne a respectively forward or backward
centred window of size S þ 1. The succession of Eqs. (1)
and (2) is also known as an M sieve. The sieve can also
be computed by removing maxima ﬁrst, i.e., reversing the
order of Eqs. (1) and (2). This operation is also known as
an N sieve (Bangham et al., 1996b). An illustration of
the ðMÞ 1D sieve algorithm is shown in Fig. 1.
The 2D sieve works on the same principle, but uses a
more complex graph connectivity-based approach where,
for a 2D signal, extrema are detected and removed if their
connected area is 6 S. This process involves complicated
‘‘bookkeeping” because extrema can have complicated
shapes (e.g., a ‘‘Q”-shaped region with 100 pixels is an
extrema when S ¼ 100) and the connectivity of the region
itself, as well as all its neighbours, has to be kept at all
times. While eﬃcient data structures can be used, creating
and linking them can be time consuming (Bangham et al.,
1996a). The 2D algorithm is illustrated in Fig. 2.
Complexity-wise, the 1D sieve is OðNÞ where N is the
number of pixels in the image. The 2D sieve’s complexity
is higher than OðNÞ, although no precise ﬁgure has been
given by the authors (Bangham and Harvey, 2002). The
1.5D sieve has a complexity of OðMNÞ, where M is the
number of paths used (typically 20–30, and thus M  N ).
Other scale-space approaches propose using a tree struc-
ture, rather than a planar connected graph, such as Salem-
bier and Garrido Max tree (Salembier and Garrido, 2000)
or Bangham et al. sieve trees (Bangham et al., 1998a,b,
1999). Their complexity varies between OðGNÞ for the
max-tree (where G is the number of gray-levels in the
image) to OðN 2logNÞ for other approaches (Meijster and
Wilkinson, 2002). For a detailed review of these algorithms
and comparative performance, we refer the reader to Meij-
ster and Wilkinson (2002).
2D sieves frequently use graphs to represent images, a
process illustrated in Fig. 3. On this graph representation,
Hamiltonian paths are deﬁned as: ‘‘a path in a graph such
that all vertices are visited once and once only” (Garey and
Johnson, 1990). Examples of Hamiltonian paths are illus-
trated in Fig. 3b and c. These paths are used to process
an image in a one-dimensional manner; indeed, raster-type
paths (a sub-class of Hamiltonian paths) are the ones gen-
erally used by the 1D sieve algorithm when applied to
images.
3. The 1.5D sieve
While the 1D sieve is simple, it is of limited use in image
processing. The 2D sieve, on the other hand, is more versa-
tile but requires complex data structures that have to be
created and maintained. We propose that using multiple
random Hamiltonian paths in a conservative framework
can approximate the behaviour of the 2D sieve, while
retaining the simplicity of the 1D algorithm.
The 1.5D sieve algorithm proceeds as follows: let X be
the input image and let us compute M random Hamilto-
nian paths: p1; . . . ; pM over X using the method of Fredem-
bach and Finlayson (2005) (see Appendix A for more
details). We deﬁne piðX Þ as the ‘‘vectorisation” of X along
the path pi (this property is illustrated in Fig. 4).
The 1.5D sieve algorithm is deﬁned as:
piðyitmpÞ ¼ min
f
ðmax
b
ðpiðX ÞÞÞ; i ¼ 1; . . . ;N ð3Þ
Y tmp ¼ min
i2N
ðyitmpÞ ð4Þ
piðyiÞ ¼ max
f
ðmin
b
ðpiðY tmpÞÞÞ; i ¼ 1; . . . ;N ð5Þ
Y ¼ max
i2N
ðyiÞ ð6ÞFig. 1. A 1D signal (ﬁrst row) and the result of the sieve algorithm at scale
one after each of the passes described in Eqs. (1) and (2).
Fig. 2. A synthetic image (left) and the output of the 2D sieve algorithm
after the minmax (middle) and maxmin (right) steps at a scale equivalent
to the area of the black region.
Fig. 3. Schema of a 3  3 image and corresponding graphs. (a): The graph
associated with the image. (b): A raster path over the graph. This type of
Hamiltonian path is used in the original 1D sieve. (c): A non-regular
Hamiltonian path over the graph.
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where yitmp and y
i are the images resulting from sieving
along the path pi (illustrated in Fig. 4).
If i ¼ 1 (i.e., there is only a single path), the 1.5D algo-
rithm is exactly equivalent to the 1D sieve: Eqs. (3) and (5)
are equal to Eqs. (1) and (2), while Eqs. (4) and (6) have no
eﬀect.
However when i > 1, Eqs. (4) and (6) act as a ‘‘conser-
vative check”. The algorithm will consider that a given
region is an extremum only if all the M paths agree. This
behaviour is illustrated in Fig. 4, where two paths consider
a region to be an extremum at a certain scale while a third
path does not. This conservative behaviour is in accor-
dance with the sieve property of causality: no new extrema
must be created (Bangham et al., 1996b).
Note that our 1.5D sieve algorithm is readily parallelisa-
ble; indeed, the steps described by Eqs. (3) and (5) can be
carried out independently for each of the M paths, their
output being combined at the end. This is not the case with
the 2D sieve.
To create the random Hamiltonian paths we use the
method presented in (Fredembach and Finlayson, 2005),
an overview of which is given in Appendix A. This method
was chosen because its complexity is expected to be linear
with respect to the number of pixels in the image and,
importantly, because it enables many diﬀerent random
paths over a single image. In contrast, other methods either
ﬁnd a single path per image (Adhar, 2001; Chen et al.,
2002) or, like the Christoﬁdes algorithm, have a OðN 2Þ
complexity (Bollobas, 1979).
Hamiltonian paths have also been used in various
areas of image processing, such as ordering or indexing
(Bar-Joseph and Cohen-Or, 2003; Battiato et al., 2004),
as well as mathematical morphology (Lezoray et al.,
2007).
Fig. 4. An illustration of the 1.5D algorithm using 3 diﬀerent paths. The paths are impressed over a binary image (gray = 1, white = 0); the square
represents the starting point of the path, the triangle the end. We observe that when paths disagree the route of conservatism is chosen. This is to ensure
that no additional image structures will be created, in accordance with the sieve decomposition theorem.
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4. Equivalence of the 1.5D to the 1D and 2D sieves
As seen in the previous section, when a single path is
used, the 1.5D formulation is strictly identical to the 1D
sieve. The equivalence of the 1.5D to the 2D sieve is
achieved if every region of an image admits a path that vis-
its all its pixels sequentially, and, if said paths can be found.
Let I be an image and I2 be the expanded (by a factor
of 2) version of I. Let R be a region of I; it was shown in
(Fredembach and Finlayson, 2005) that R2, the expanded
version of R admits an Hamiltonian circuit. Let us now
deﬁne R to be the complement of R in I. Since R is itself
a region of I, it follows that R2, its expanded equivalent,
also admits a Hamiltonian circuit. A schema illustrating
these variables is shown in Fig. 5.
Moreover, in 4-connected grid graphs, two disjoint,
adjacent Hamiltonian circuits can be merged into a single,
encompassing one (Bollobas, 1979). It follows that there
exist at least one Hamiltonian circuit over I2 such that
the whole of R2 will be explored sequentially. By using
that circuit as a path in the 1.5D sieve algorithm, we ensure
that the exact scale of R2 will be found.
The considered algorithm to generate Hamiltonian
paths uses a spanning tree construction; it is able to gener-
ate as many diﬀerent paths over I2 as there are diﬀerent
spanning trees in I (for more details see Fredembach and
Finlayson, 2005 and Appendix A). Thus, generating all
possible paths on I2 ensures the exact scale of every region
is found. In this limiting case, the 1.5D sieve is therefore
equivalent to the 2D algorithm.
This is a theoretical equivalence only, because the num-
ber of possible paths, Mmax, is commensurable. In
(Wu, 1977) it has been shown that for a grid graph com-
prising N vertices (i.e., an image with N pixels), there were
e1:16 N possible spanning trees, so Mmax ¼ e1:16 N , which con-
sidering the usual size of images is impossible to compute.
In reality, a number of paths equal to the number of an
image’s regions NR is suﬃcient to correctly assess the scale
of every region, but this number can still be quite large and
its computation expensive. In practice, we will use M paths
where:
1 < M < NR  N  Pmax ð7Þ
Our algorithm will therefore behave in between the 1D and
2D sieves.
5. Experiments
In this section, we evaluate the performance of the 1.5D
sieve algorithm. Fig. 6 shows the output of the 1D, 2D and
1.5D sieves at diﬀerent scales and for diﬀerent numbers of
paths.
5.1. Robustness to noise
The ﬁrst experiment is to assess the 1.5D sieve’s robust-
ness to noise. To do so, we use the framework of Harvey
et al. (1997) where the variance of scale estimation is com-
puted in the presence of Gaussian and Impulse noise.
Sample images from this test are shown in Fig. 7. The
baseline image consists of a grayscale disc cast on a uni-
form background. The diameter of the disc is 50 pixels
and its amplitude is 144. The size of the background target
is 100 100 pixels and its amplitude is 112. This image is
then corrupted by either uncorrelated Gaussian noise
ðl ¼ 0; r ¼ 24Þ or, alternatively, Impulse noise, where pix-
els are replaced with a random value in the range [0,255]
and a noise density of 0.2.
We then sieve the image at all possible scales; the scale at
which the largest area is detected is assumed to be the scale
of the disc (which is true in the noiseless case). The disc cen-
tre is then calculated as the centre of mass of the detected
area. Repeating this experiment over 150 instances of
noise, we calculate the standard deviations of the estimated
circle position (x and y) and scale: rx, ry and rs. The smal-
ler this standard deviation, the more robust the algorithm
is in the presence of noise.
Table 1 shows the results for both the 2D and the 1.5D
(using 5, 10 and 30 paths) sieves. The diﬀerence between
the two algorithms diminishes as more paths are used.
With 30 paths the 1.5D sieve is almost equivalent to the
2D algorithm.
5.2. Texture classiﬁcation
The second experiment compares the performance of
the 1.5D with the 1D and 2D sieves for texture classiﬁca-
tion. A comprehensive review of state of the art algo-
rithms carried out in (Southam, 2006) showed that, for
the Outex_TC_00000 and Outex_TC_00010 test suites
(Ojala et al., 2002; Outex, XXX), the best performing
algorithms were the 1D and 2D sieve, respectively. The
test suite TC_00000 is rotationally invariant and uses
leave-out half cross validation (in all the Outex test suites
the training and testing sets are provided). The TC_00010
training set consists of 480 textures from 24 classes,
imaged at a ﬁxed orientation of 0. The testing set com-
prises 3840 images of the same 24 classes but the textures
Fig. 5. A 3 4 image I and its 6 8 expanded version I2. A sample region
R of I and its corresponding expanded version R2 are shown, as well as
their respective complements R and R2.
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are rotated by 5, 10, 15, 30, 45, 60, 75 and 90.
Consequently, one path will not suﬃce to discriminate
between rotated textures. For this test, the 1D sieve fea-
ture vector is actually composed of six diﬀerent raster-
type paths oriented at every 15 (Southam, 2006). Sample
textures are shown in Fig. 8.
The texture analysis is carried out using scale granular-
ity. For each algorithm: 1D, 1.5D and 2D sieve, the texture
images are sieved at scales 1, 2, 5, 13 and 30. From these six
images (the original one and the ﬁve sieved images), we
generate granularity images by taking the absolute diﬀer-
ence of two consecutive scales: original and scale one, scale
Fig. 6. The results of sieving an image with the 1D (ﬁrst column), 1.5D (with 5, 10 and 30 paths) and 2D (last column) sieve at various scales. The size of
the image is 64 64; for the 1.5D sieve, we see that the more paths used, the closer the results are to the 2D algorithm.
Fig. 7. The target image used in the robustness experiment (left); corrupted with Gaussian noise (middle) and Impulsive noise (right).
Table 1
Standard deviations of scale and position estimates in the presence of Gaussian and impulsive noise for the 2D sieve and the 1.5D sieve using 5, 10, and 30
paths
Gaussian noise Impulsive noise
2D 1.5D5 1.5D10 1.5D30 2D 1.5D5 1.5D10 1.5D30
rx 0.280 9.3 5.32 0.270 0.0425 9.12 4.76 0.046
ry 0.243 9.28 5.4 0.22 0.0416 9.32 4.68 0.0472
rs 55 235 102 48 3.91 202 47 4.01
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one and scale two, scale two and scale ﬁve, etc. The ﬁrst
three moments (mean, standard deviation, and skewness)
of each granularity image are then calculated, thus result-
ing in a 15-dimensional feature vector. In the 1D case, since
there are six independent paths, the feature vector will have
90 entries.
A feature vector is created for each image in the training
set, then, each test image’s feature vector is calculated and
its Euclidian distance to the training data is used to deter-
mine which class the test image belongs to. A more detailed
explanation of this procedure can be found in (Harvey
et al., 1997).
In the 1.5D case, since the textures are strongly oriented,
we use ‘‘masks” to guide the paths. Speciﬁcally, we create
gradient images that will be the input of the random Ham-
iltonian paths algorithm, i.e., the gradients of the masks
will be the labels of the graph’s edges prior to computing
the minimum spanning tree (see Appendix A for details).
As a result, the paths will loosely adopt the masks’ orienta-
tion. In this experiment, we will use 24 paths based on 12
rotations of the masks at regular angles (we create 2 paths
per angle). Some orientations of the masks are shown in
Fig. 9.
The 1.5D sieve algorithm therefore yields a 15-dimen-
sional feature vector, the same size as the 2D sieve, that
is used to classify textures. The Outex sets have deﬁned
training and testing procedures that we follow. The results,
Table 2, illustrate that the 1.5D sieve algorithm performs
‘‘in between” the 1D and 2D methods and displays a gen-
erally good performance. Indeed, the 1.5D sieve’s average
performance over both texture sets is almost identical to
the 2D algorithm and much higher than the 1D sieve.
6. Conclusion
We have shown that multiple random Hamiltonian
paths could be used in the sieve framework. Using multiple
paths and adopting a conservative approach, a 1.5D sieve
algorithm (named as such because it behaves as either the
1D or 2D sieve in its limiting case) was developed.
Fig. 9. Various orientations of masks used in the creation of random Hamiltonian paths.
Table 2
Recognition rates for both the rotationally invariant and variant Outex sets with 1D, 1.5D (using 24 paths of various orientation) and 2D sieves
TC_00 Success rate Vector length TC_10 Success rate Vector length
1D 0.998 90 1D 0.718 90
1.5D 0.99 15 1.5D 0.902 15
2D 0.95 15 2D 0.943 15
Fig. 8. Sample textures from the Outex TC_00000 suite (ﬁrst row) and a texture under various orientations in the Outex TC_00010 suite (second row).
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Advantages of our algorithm are that it only takes about
20 lines of Matlab code to implement: the 2D sieve algo-
rithm is considerably more complex to code. Also, the
1.5D sieve algorithm is readily parallelisable and has a lin-
ear (with the number of pixels) complexity.
Results using relatively few paths show that it can be as
robust as the 2D sieve while performing comparably in the
task of texture classiﬁcation.
Appendix A
In this appendix we give an overview of the random
Hamiltonian path algorithm. For a detailed analysis and
a proof that the algorithm indeed always yield a Hamilto-
nian path, we refer the reader to Fredembach and Finlay-
son (2005).
Let us consider an image I and its graph representation
G. The ﬁrst step is to construct the minimum spanning tree
of G: T. The construction of T is important since the shape
of the Hamiltonian path depends on the shape of T. In gen-
eral, we want this shape to be random; this randomness
allows us to derive the 1.5D equivalence to the 2D algo-
rithm shown in Section 4.
To ensure randomness, we weigh the edges ofGwith ran-
dom weights prior to computing T. In the texture classiﬁca-
tion experiment, we used a more ‘‘structured” approach and
used the masks’s gradients as weights. The root of the span-
ning tree is always chosen at random, we have found it to be
of negligible inﬂuence in our experiments.
To ﬁnd the Hamiltonian path that corresponds to T, we
ﬁrst expand T and then complete the missing edges by
‘‘walking around” the tree. An illustration of the whole
procedure is shown in Fig. 10.
To ﬁnd a minimum spanning tree in a linear-time, we
use the method of Krager and Tarjan (1995) that has an
expected (with high probability) linear complexity. Once
the minimum spanning tree has been found, the rest of
the algorithm consists in visiting every pixel once to ‘‘walk
around” the edges, which in turn, is linear too.
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