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We characterize functions u from the real line into a Hilbert space that are the
orbits of a unitary group {U (t)}t∈R; that is, u(t) = U (t)u(0), for all real t. One of the
characterizations is that u be the Fourier transform of a certain type of vector-valued
measure Z ; we then use our characterizations to construct Z from u.
© 2008 Elsevier Inc. All rights reserved.
The most immediate applications of a strongly continuous semigroup of operators {T (t)}t0 appear to be pointwise; that
is, involve only individual orbits t → T (t)x, x being the initial data, from any of the many physical problems that may be
modelled as an abstract Cauchy problem. Thus at ﬁrst glance a family of operators seems unnecessary; the desired solutions
are merely maps t → u(t) from [0,∞) into a Banach space. But the realization of the solution as an orbit of a family of
bounded operators is essential for well-posedness, so that small errors in the initial data, or other parameters of the model,
have a controllable effect on the corresponding solution. Even if one has a solution, it is of immense practical value to be
able to write that solution as an orbit of an appropriate family of bounded operators.
In this paper, we characterize continuous maps t → u(t), from the real line into a Hilbert space, that are the orbits
t → U (t)u(0) of a strongly continuous unitary group {U (t)}t∈R (Theorem 4). It is necessary and suﬃcient that u be what we
call unitary (Deﬁnition 2); on the Hilbert space of random variables with ﬁnite variance, a unitary family is a stationary time
series. Other equivalences include u being the Fourier transform of an appropriate vector-valued measure, the inner product
〈u(t),u(s)〉 having a similar representation with respect to a nonnegative real measure, the operator B : u(t) → iu′(t) being
symmetric, and u(t) being unitarily equivalent to the function (r → e−irt), for all real t , on L2(R,μ), for some measure μ.
The unitary operators U (t) are then unitarily equivalent to multiplication by (r → e−irt) on L2(R,μ).
We use the map u to construct the vector-valued measure mentioned above (Theorem 10) and characterize atoms (The-
orem 7).
The equivalence (e) ⇐⇒ (f) of Theorem 4 may be of independent interest: if, for continuous u from the real line into
a Hilbert space, the linear operator B(
∫ t
0 u(r)dr) ≡ i(u(t) − u(0)) with domain the span of {
∫ t
0 u(r)dr | t ∈ R}, is symmetric
on the closure of its domain, then it is automatically essentially self-adjoint.
The discrete analogue of Theorem 4(a)–(d), characterizing sequences {uk}k∈Z in a Hilbert space that equal the orbit
{Uku0}k∈Z of a unitary operator U , appears in [2].
Throughout this paper, H is a Hilbert space, with inner product 〈·,·〉. A unitary group {U (t)}t∈R is a strongly continuous
family of bounded operators on H such that U (0) = I , the identity operator, and U (t + s) = U (t)U (s), for all real s, t . See
[4,7–9] for basic material on semigroups of operators and the spectral theorem.
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Lemma 1. Suppose {u(r) | r ∈ R} ⊆ H. The following are equivalent.
(a) There exists a group of operators {U (t)}t∈R on the span of {u(r) | r ∈ R} such that U (t)u(s) = u(t + s), for s, t ∈ R.
(b) If, for αk ∈ C, tk ∈ R,∑Nk=0 αku(tk) = 0, then∑Nk=0 αku(tk + s) = 0, for all s ∈ R.
Note in particular that it is suﬃcient, in Lemma 1, that {u(r) | r ∈ R} be linearly independent.
Deﬁnition 2. Deﬁne u : R→ H to be unitary if
〈
u(t + r),u(s + r)〉= 〈u(t),u(s)〉,
for all r, s, t ∈ R.
When H is the Hilbert space of random variables with ﬁnite variance, a unitary family is a stationary time series; see,
for example, [5]. The vector-valued measure Z in (c) of Theorem 4 is the spectral distribution function of the time series.
Deﬁnition 3. As in [2, Deﬁnition 2.2], for x ∈ H , deﬁne the countably additive Borel H-valued measure Z on the real line to
be orthogonal with respect to x if Z(φ) = 0, Z(R) = x, and
〈
Z(Ω1), Z(Ω2)
〉= 〈Z(Ω1 ∩ Ω2), x〉,
for all Borel subsets Ω1,Ω2 of the real line. It follows automatically that Z is of bounded semivariation, ‖Z(Ω)‖ ‖x‖, for
all Borel Ω , Ω → 〈Z(Ω), x〉 = ‖Z(Ω)‖2 is a (positive) measure on the real line and∫
R
f (s)dZ(s)
is deﬁned, for any bounded Borel f , as a limit of integrals of simple functions. See [3], in particular Proposition I.1.11b,
Deﬁnition I.1.12, Corollary I.1.19, and Theorem II.4.1, for details and background on vector-valued measures.
Theorem 4. Suppose u : R→ H is continuous. Then the following are equivalent.
(a) u is unitary.
(b) There exists a strongly continuous unitary group {U (t)}t∈R on the closure of the span of {u(r) | r ∈ R} such that
u(t) = U (t)u(0),
for all t ∈ R.
(c) There exists a countably additive Borel H-valued measure Z on R, orthogonal with respect to u(0), such that
u(t) =
∫
R
e−irt dZ(r)
for all t ∈ R.
(d) There exists a Borel measure μ on the real line such that
〈
u(t),u(s)
〉= ∫
R
ei(s−t)r dμ(r)
for all s, t ∈ R.
(e) The linear operator B deﬁned by
B
( t∫
0
u(r)dr
)
≡ i(u(t) − u(0)) (t ∈ R),
with domain the span of {∫ t0 u(r)dr | t ∈ R}, is essentially self-adjoint on the closure of the span of {u(r) | r ∈ R}.
(f) The linear operator B from (e) is symmetric.
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u(t) − u(0),
s∫
0
u(r)dr
〉
= −
〈 t∫
0
u(r)dr,u(s) − u(0)
〉
.
(h) There exists a measure μ on the real line and unitary Λ : span{u(r) | r ∈ R} → L2(R,μ) such that
Λ
(
u(t)
)= (r → e−irt)
for all real t.
If u ∈ C1(R, X), then (a)–(h) are equivalent to the following.
(i) For any real s, t,〈
u′(t),u(s)
〉= −〈u(t),u′(s)〉.
(j) The linear operator B deﬁned by
B
(
u(t)
)≡ iu′(t) (t ∈ R),
with domain the span of {u(r) | r ∈ R}, is essentially self-adjoint on the closure of the span of {u(r) | r ∈ R}.
(k) The linear operator B from (j) is symmetric.
Under any of (a)–(h), we have(
ΛU (t)Λ−1 f
)
(r) = e−irt f (r),
for r, t real, f ∈ L2(R,μ).
Proof. Let X be the closure of the span of {u(r) | r ∈ R}.
(a) → (b). The proof that, for any real t ,
U (t)
(
N∑
k=1
αku(tk)
)
≡
N∑
k=1
αku(t + tk) (αk ∈ C, tk ∈ R, N ∈ N)
deﬁnes a unitary operator on X is essentially the same as (a) → (b) in [2, Theorem 2.3], using Lemma 1. The continuity of
u implies that t → U (t)x is continuous on R for any x in the span of {u(r) | r ∈ R}, thus the uniform boundedness of ‖U (t)‖
implies that the same is true for any x in X; that is, {U (t)}t∈R is strongly continuous. Finally, for s, t real, αk, tk,N as above,
U (t)U (s)
(
N∑
k=1
αku(tk)
)
= U (t)
(
N∑
k=1
αku(s + tk)
)
=
(
N∑
k=1
αku(t + s + tk)
)
= U (t + s)
(
N∑
k=1
αku(tk)
)
;
that is, {U (t)}tR is a group on the dense span of {u(r) | r ∈ R}, hence, since U (t) is bounded for all real t , is a group on X .
(b) → (c). Stone’s theorem implies that there exists self-adjoint A such that −i A generates {U (t)}t∈R . The spectral
theorem implies that there exists a self-adjoint projection-valued measure E such that
A =
∫
R
r dE(r),
so that
U (t) = e−it A =
∫
R
e−irt dE(r) (t ∈ R).
(See [7, Theorems VIII.5 and VIII.6], [4, II.6.9 and II.6.10].)
Deﬁning
Z(Ω) ≡ E(Ω)u(0),
for Ω a Borel subset of the real line, we clearly have the desired integral representation; all that remains is to show
orthogonality: for Ω1,Ω2 Borel subsets of the real line, by properties of E ,〈
Z(Ω1), Z(Ω2)
〉≡ 〈E(Ω1)u(0), E(Ω2)u(0)〉= 〈E(Ω2)E(Ω1)u(0),u(0)〉= 〈E(Ω2 ∩ Ω1)u(0),u(0)〉≡ 〈Z(Ω2 ∩ Ω1),u(0)〉,
as desired.
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μ(Ω) ≡ 〈Z(Ω),u(0)〉,
as in [2, Theorem 2.3], with the unit circle replaced by the real line, z → zn replaced by r → e−irt . A standard approximation
argument, beginning with simple functions and using the orthogonality of Z , shows that〈∫
R
f (r)dZ(r),
∫
R
g(r)dZ(r)
〉
=
∫
R
f (r)g(r)dμ(r),
for f , g bounded and Borel measurable on the real line, so that choosing f (r) ≡ e−irt , g(r) ≡ e−irs gives us the integral
of (d).
(d) → (a) is immediate.
(b) → (e). Let A be as in the proof of (b) → (c). Let D be the span of {∫ t0 u(r)dr | t ∈ R}. Note that, for s, t ∈ R,
U (t)
( s∫
0
u(r)dr
)
=
s∫
0
U (t)u(r)dr =
s∫
0
U (t)U (r)u(0)dr =
s∫
0
U (t + r)u(0)dr =
s∫
0
u(t + r)dr
=
s+t∫
t
u(r)dr =
s+t∫
0
u(r)dr −
t∫
0
u(r)dr.
Since t → ∫ s+t0 u(r)dr−∫ t0 u(r)dr is continuously differentiable, this shows that D ⊆D(A); the calculation also clearly shows
that D is invariant under U (t), for all real t . Since, in addition, D is dense in X , D is a core for A [7, Theorem VIII.11]. Since
−i A generates {U (t)}t∈R ,
−i A
( t∫
0
u(r)dr
)
= −i A
( t∫
0
U (r)u(0)dr
)
= U (t)u(0) − u(0) = u(t) − u(0),
for any real t . Thus B = A|D; D being a core for the self-adjoint operator A says that B is essentially self-adjoint.
(e) → (f) is clear by deﬁnition.
(f) → (b). Since B is symmetric, ±iB is dissipative. Since these operators act on a Hilbert space, this implies [4, I.3.8] that
there exist strongly continuous semigroups of contractions {U+(t)}t0, generated by an extension of −iB , and {U−(t)}t0,
generated by an extension of iB , both on X .
For t  0, s ∈ R, since −iB generates {U+(t)}t0,
−iB
( t∫
0
U+(r)u(s)dr
)
= U+(t)u(s) − u(s),
while, by (f),
−iB
( t∫
0
u(r + s)dr
)
= −iB
( s+t∫
s
u(r)dr
)
= −iB
(( s+t∫
0
−
s∫
0
)
u(r)dr
)
= (u(s + t) − u(0))− (u(s) − u(0))
= u(s + t) − u(s).
Uniqueness of (mild) solutions of the abstract Cauchy problem implies that
U+(r)u(s) = u(r + s), (*)
for all r  0, s ∈ R. An identical argument shows that
U−(r)u(s) = u(s − r), (**)
for the same r, s. This implies that, for r  0,
U+(r)U−(r) = I = U−(r)U+(r)
on the span of {u(s) | s ∈ R}, hence on all of X , since U±(r) is bounded and the span of {u(s) | s ∈ R} is dense. Thus
U (t) ≡
{
U+(t), t  0,
U−(−t), t  0
deﬁnes a strongly continuous unitary group, while (*) and (**) imply that U (t)u(0) = u(t), for all real t .
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〈
u(t) − u(0),
s∫
0
u(r)dr
〉
=
〈
−iB
( t∫
0
u(r)dr
)
,
s∫
0
u(r)dr
〉
= −i
〈
B
( t∫
0
u(r)dr
)
,
s∫
0
u(r)dr
〉
,
while
−
〈 t∫
0
u(r)dr,u(s) − u(0)
〉
= −
〈 t∫
0
u(r)dr,−iB
( s∫
0
u(r)dr
)〉
= −i
〈 t∫
0
u(r)dr, B
( s∫
0
u(r)dr
)〉
,
so that the equality in (g) is equivalent to B being symmetric.
(h) → (b). For t real, deﬁne the linear operator W (t) on L2(R,μ) by(
W (t) f
)
(r) ≡ e−irt f (r) (r ∈ R, f ∈ L2(R,μ)),
then
U (t) ≡ Λ−1W (t)Λ (t ∈ R)
deﬁnes the desired unitary group.
(b) → (h). As in (b) → (c), there exists self-adjoint A such that −i A generates {U (t)}t∈R . Since X equals the closed span
of {U (t)u(0) | t ∈ R}, by a multiplication-operator version of the spectral theorem (see the proof of [4, Theorem II.6.9]), there
exists a measure μ on the real line, and unitary
Λ : X → L2(R,μ)
such that
Λ
(
u(0)
)= 1 and (ΛU (t)Λ−1 f )(r) = e−irt f (r) (t ∈ R, f ∈ L2(R,μ)),
so that(
Λ
(
u(t)
))
(r) = (ΛU (t)(u(0)))(r) = (ΛU (t)Λ−11)(r) = e−irt,
for t, r ∈ R.
Now suppose u ∈ C1(R, X).
(g) ⇐⇒ (i). (g) → (i) is clear by differentiating with respect to both t and s, while (i) → (g) is clear by integrating with
respect to t and s.
(b) → (j). Let A be as in the proof of (b) → (c), and let D be the span of {u(r) | r ∈ R}. As in the proof of (b) → (e), since
t → U (t)u(r) = u(t + r) is differentiable, for any real r, and D is dense and invariant under U (t), for all real t , it follows that
D is a core for A. For t ∈ R, since −i A generates {U (t)}t∈R ,
−i A(u(t))= −i A(U (t)u(0))= d
dt
(
U (t)u(0)
)= u′(t),
thus B = A|D , so that D being a core for A is saying that B is essentially self-adjoint.
(j) → (k) is clear by deﬁnition.
(k) → (b). As in (f) → (b), there exist strongly continuous semigroups of contractions {U+(t)}t0, generated by an
extension of −iB , and {U−(t)}t0, generated by an extension of iB , both on X . For t  0, real s, since −iB generates
{U+(t)}t0,
−iB(U+(t)u(s))= d
dt
U+(t)u(s),
while, by (k),
−iB(u(t + s))= u′(t + s) = d
dt
u(t + s).
By uniqueness of solutions of the abstract Cauchy problem,
U+(t)u(s) = u(t + s) (t  0, s ∈ R).
Similarly,
U−(t)u(s) = u(s − t) (t  0, s ∈ R).
R. deLaubenfels / J. Math. Anal. Appl. 351 (2009) 400–407 405As in (f) → (b), if
U (t) ≡
{
U+(t), t  0,
U−(−t), t  0
then {U (t)}t∈R is a strongly continuous unitary group such that u(t) = U (t)u(0), for all real t , as desired.
This concludes the proof of all equivalences.
Under any of (a)–(h), the representation of (ΛU (t)Λ−1) is clear from the proof of (h) → (b). 
Remarks 5. In order that unitary u be continuous, it is suﬃcient that t → 〈u(t),u(0)〉 be continuous at t = 0, since then, for
s, t real,∥∥u(t) − u(s)∥∥2 = 〈u(t) − u(s),u(t) − u(s)〉= 〈u(t),u(t)〉− 〈u(t),u(s)〉− 〈u(s),u(t)〉+ 〈u(s),u(s)〉
= 2〈u(0),u(0)〉− 2Re〈u(t),u(s)〉= 2∥∥u(0)∥∥2 − 2Re〈u(0),u(s − t)〉,
so that
lim
s→t
∥∥u(t) − u(s)∥∥2 = 2∥∥u(0)∥∥2 − 2Re〈u(0),u(0)〉= 0,
for any real t .
When u is C1, (a) → (i) may be shown directly, as follows. For any real s, t , nonzero r,
0= 1
r
[〈
u(t + r),u(s + r)〉− 〈u(t),u(s)〉]= 〈u(t + r), 1
r
(
u(s + r) − u(s))〉+ 〈1
r
(
u(t + r) − u(t)),u(s)〉;
letting r → 0 gives
0= 〈u(t),u′(s)〉+ 〈u′(t),u(s)〉.
We will use Theorem 4 to characterize atoms of the vector-valued measure Z and construct Z , both in terms of u.
Deﬁnition 6. For  > 0, λ real, u : R→ X , deﬁne
P,λ,u ≡ 1
2
∞∫
0
e−r
[
e−iλru(−r) + eiλru(r)]dr.
Theorem 7. Suppose u is unitary and λ is real. Then lim→0+ P,λ,u exists, and the following are equivalent.
(a) λ is not an atom of Z , from Theorem 4.
(b) (lim→0+ P,λ,u) is orthogonal to u(0).
Proof. Using Theorem 4(c), for  > 0,
P,λ,u = 
2
∞∫
0
e−r
[
e−iλr
∫
R
eirs dZ(s) + eiλr
∫
R
e−irs dZ(s)
]
dr
= 
2
∫
R
[ ∞∫
0
e−r
(
e−i(λ−s)r + e−i(s−λ)r)dr
]
dZ(s)
= 
2
∫
R
[
1
( − i(s − λ)) +
1
( + i(s − λ))
]
dZ(s)
=
∫
R
2
(2 + (s − λ)2) dZ(s).
Since the integrand is bounded by one, for all s ∈ R,  > 0, and converges pointwise, as  → 0+ , to 1{λ}(s), dominated
convergence implies that (lim→0+ P,λ,u) = Z({λ}). Let E be the projection-valued measure from the proof of Theorem 4.
Using the fact that E({λ}) is a self-adjoint projection, Z({λ}) = 0 if and only if
0= ∥∥Z({λ})∥∥2 = 〈Z({λ}), Z({λ})〉= 〈E({λ})u(0), E({λ})u(0)〉= 〈u(0), (E({λ}))2u(0)〉= 〈u(0), E({λ})u(0)〉
= 〈u(0), Z({λ})〉,
as desired. 
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Z
({λ})= lim
→0+
P,λ,u .
We may similarly use Stone’s formula [7, Theorem VII.13] to construct Z((a,b)), for a,b real.
Lemma 9. If u is unitary and A is as in Theorem 4, then, for λ real,  > 0,
P,λ,u = 1
2i
[
(λ − i − A)−1 − (λ + i − A)−1]u(0).
Proof.
(λ − i − A)−1u(0) = i(iλ +  − i A)−1u(0) = i
∞∫
0
e−iλre−reir Au(0)dr = i
∞∫
0
e−iλre−ru(−r)dr
and
(λ + i − A)−1u(0) = −i(−iλ +  + i A)−1u(0) = −i
∞∫
0
eiλre−re−ir Au(0)dr = −i
∞∫
0
eiλre−ru(r)dr,
so that
1
2i
[
(λ − i − A)−1 − (λ + i − A)−1]u(0) = 1
2
[ ∞∫
0
e−iλre−ru(−r)dr +
∞∫
0
eiλre−ru(r)dr
]
= P,λ,u. 
Theorem 10. If u is unitary, a < b, Z is as in Theorem 4, and neither a nor b is an atom of Z (see Theorem 7), then
Z
(
(a,b)
)= lim
→0+
1
π
b∫
a
P,λ,u dλ.
Proof. Let E, A, X be as in Theorem 4 and its proof. Stone’s formula states that [7, Theorem VII.13], for any x ∈ X ,
lim
→0+
1
2π i
b∫
a
[
(λ − i − A)−1 − (λ + i − A)−1]xdλ = 1
2
[
E
([a,b])+ E((a,b))]x;
letting x= u(0) and applying Lemma 9 implies that
lim
→0+
1
π
b∫
a
P,λ,u dλ = 1
2
[
Z
([a,b])+ Z((a,b))]= Z((a,b)),
since we are assuming that Z({a}) = 0= Z({b}). 
Remark 11. Lemma 9 and the proof of Theorem 7 show that, for complex w not on the real line, A and Z as in the proof
of Theorem 4,
R
(
w,u(0)
)≡ (w − A)−1u(0) = ∫
R
1
w − r dZ(r).
The same integral deﬁnition makes sense for real w outside the support of Z , even when w is not in the resolvent set of A.
The support of Z is called the local spectrum σ(A,u(0)) of A at u(0). The map w → R(w,u(0)), deﬁned by the integral
above on the complement of the support of Z (called the local resolvent ρ(A,u(0)) of A at u(0)) may be considered a
pointwise analogue of the resolvent map w → (w − A)−1 (see [6]).
More generally,
f
(
A,u(0)
)≡ ∫
R
f (r)dZ(r)
deﬁnes a pointwise functional calculus for A at u(0), deﬁned for functions f bounded and Borel measurable on the support
of Z . See [1] for a characterization of unitary solutions of the reversible abstract Cauchy problem in terms of pointwise
functional calculi.
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