Abstract-In this paper we present an in-network caching architecture based on content routers to improve the traffic efficiency in the Internet. The main idea is to provide a forwarding fabric where data requests are forwarded towards the closest caches in the network path. Conversely, data chunks from the servers are cached in the content routers along the path, serving further data requests. In addition, content routers store a neighborhood mapping of available routers, leveraging resource discovery in the network proximity. Some benefits of the architecture include multi-source content retrieval, better traffic efficiency and gradual deployment. As proof-of-concept, we implemented a content router prototype and evaluated it in different scenarios comparing the bandwidth, latency and neighborhood search. The experimental results show that the content router can leverage multi-source content retrieval with bandwidth reduction without incurring in increased latency.
I. INTRODUCTION
The fast growth of the number of broadband subscribers and the increase of user generated content have put pressure in the Internet infrastructure, requiring higher bandwidth capacity and low latency to connect content providers and end-users. Commercial incentives have increased the bandwidth availability in the last mile, connecting customers to the Internet, while content providers have deployed data-centers in the Internet core to provide higher bandwidth and availability in the first mile. However, the infrastructure connecting the residential subscribers to the content providers, also known as the middle mile [1] , has been forgotten in the upgrade process due to the lack of incentives. The middle mile becomes the major bottleneck in the data transfer time between sites due to the lack of incentives to upgrade the intermediate infrastructure mainly composed of transit points.
In order to reduce the pressure in the infrastructure and also the inter-ISP traffic, ISPs have deployed Web caches [2] , to reduce the redundant traffic going through their networks. The placement of the caches close to the consumers improves the overall user experience and also temporarily reduces the pressure in the middle mile. Content delivery networks (CDNs) [3] were proposed to leverage the caching capabilities on the network and place the content closer to the clients. Peerto-peer caches [4] were also introduced to leverage the caching capabilities for peer-to-peer content.
On the other hand, storage prices have decreased substantially faster than bandwidth costs, indicating that it might be interesting to cache all the content within a network instead of re-fetching whenever it is requested. According to [5] , capacity of solid-state and magnetic storage have increased 100-fold and the costs have decreased $50/GB and $0.50/GB respectively, while the connectivity costs have decreased in much slower pace [6] . In addition, recent surveys [7] [8] [9] show that a large portion of the network traffic is redundant and has the opportunity to be cached, specially peer-to-peer traffic. Despite these interesting findings, caching peer-to-peer traffic is not trivial due to the heterogeneity of the applications and protocols [5] , which evolve much faster than the caching devices. Moreover, peer-to-peer protocols lack documentation, resulting in an additional barrier to deploy caches similar to Web-caches in the Internet for peer-to-peer traffic.
In this paper we present an in-network caching architecture aiming at improving the overall traffic efficiency by caching content in the edge network. The general idea is to provide a forwarding fabric that forwards data requests along a set of content routers that may have stored the requested piece of data without any explicit look-up procedure. The caching mechanism uses high-level content identifiers, resulting in location-independent identifiers to represent content in the Internet. Content routers work under the application layer, thus, supporting a broader range of applications, for instance, HTTP, peer-to-peer, FTP, among others. In addition, the proposed mechanism allows for on path content lookup by forwarding requests to nearby caches, removing the lookup latency associated to Web-caches. The benefits of such approach include improved traffic efficiency by saving the amount of traffic in the network, opportunistic multi-source content retrieval by redirecting requests to nearby caches and security embedded in the content, allowing for authentication directly with the original provider. As proof-of-concept, we implemented a prototype and evaluated it comparing the bandwidth saving in the server side, the latency in the content retrieval and the neighborhood lookup, and analyze how content routers can improve the network efficiency.
The organization of this paper is as follows. Section II presents the design of the network caching architecture and the content router. Section III presents the implementation and evaluation of the in-network caching architecture. Section IV presents the evaluation and the analysis of the experimental evaluation. Section VI presents the related work and compares with our approach. Finally, Section VII summarizes the paper.
II. NETWORK CACHING DESIGN
In this section, we present the in-network caching architecture, outlining the design goals for the Content Router (CR), and discussing the content identification, discovery and forwarding mechanisms.
A. Design Goals
The in-networking caching architecture aims at the following design goals:
• Protocol independence. The in-network caching mechanism must be independent of any specific protocol, for instance, peer-to-peer protocols or HTTP. This goal is mainly due to the fast evolution of peer-to-peer protocols and lack of documentation of the API, making it hard to follow and evolve together.
• Multi-source content retrieval. The forwarding mechanism should support multi-source content retrieval from multiple caches in the path towards the original provider.
• Cache-based forwarding. The delivery mechanism forwards data requests towards other in-network caches that may have the content, thus, avoiding any lookup process and incurring into a minimum latency towards the original content provider.
• Content authenticity. Clients should be able to verify the content integrity despite retrieving data chunks from multiple sources.
B. Content Router
The Content Router (CR) is a network element that acts as a regular router and also provides content routing mechanisms. The main idea is that CRs inspect a CR header in all intransit data and store some of them with a certain caching probability. Thus, further requests can be served by the cache data in the CR. In addition to the caching feature, CRs also store pointers to pieces of data that passed through it, but it did no cache it due to space limits. Hence, incoming data requests can be detoured to a neighbor CR which may have the requested piece of data, reducing the overall bandwidth consumption and latency in the network that would result by forwarding the request directly to the server. Requests can be detoured for a fixed amount of hops to prevent the search to go further in the network without retrieving the content. Therefore, in order to be able to cache data, CRs need to have a standardized content identification, discovery, forwarding and security mechanisms, since CRs support multi-source content retrieval. We will discuss each of these issues below.
C. Content Identification
In order to address resources in the Internet and cache them in the CR, we use identifiers that are simultaneously independent from the forwarding, routing, storage location and the underlying transport protocol. Thus, we use content identifiers that are solely based on the content called cryptographic identifiers (cryptoID) [10] . The benefit of using cryptoIDs are threefold: first, cryptoIDs result from a strong cryptographic hash over a data block, strongly binding the content identifier with the data that it carries; second, the cryptoID namespace is homogeneous since it is results from a standard hash function and does not need an external authority to manage the namespace; third, cryptoIDs are not bound to any specific protocol, i.e., content identification is not an internal parameter from a protocol but it exists by its own.
The basic unit of communication used in the in-network caching architecture is a data chunk. A chunk is a piece of data that is identified by a cryptoID and has variable length that fits within a datagram. The content providers generate the data chunks and use a cryptographic hash function to generate the chunks' cryptoIDs. Then, they aggregate the cryptoIDs together into meta information structure called metadata. The metadata also contains additional information about the content, for example, version and validity, and the chunk list is ordered to allow the correct reconstruction of the original content. Therefore, clients need to retrieve the content metadata prior to the data chunks download. For legacy applications, we use CR-proxies to perform the name to metadata resolution and the chunk retrieval (described below).
D. Content Discovery & Forwarding
Each CR holds an internal table called neighborhood table that holds information about incoming and outgoing chunks. For each incoming chunk, the CR stores the incoming interface, chunk cryptoID, outgoing interface and timestamp. The incoming and outgoing interface information is used to forward chunk requests to the next CR which may have the requested chunk. The design decision to include both incoming and outgoing interface is to allow content search in different regions with pre-established precedence, for instance, towards the network edge or the core. CRs receive chunks in the incoming interface and forwards them through the outgoing interface, thus, caches can be configured to just forward requests to the outgoing interface, not the incoming interface. As a consequence, chunk requests are forwarded towards the network edge, reducing the load on the core CRs. The timestamp field contains the time when the chunk was last seen, providing information for forwarding decision and neighborhood entry eviction. In case there is more than one entry for the same cryptoID, the CR will use the most recently one as the preferred destination. Also, whenever the neighborhood table gets full, the least recently used entry will be purged from the table.
Whenever a CR receives a request for a data chunk, it checks whether its internal cache has the chunk or not. In the former case (cache has the chunk), it will respond the request on the server's behalf and return the chunk. In the latter case (cache does not have the chunk), it will look for an entry in the neighbor table to forward the request to the next content router. If there isn't an entry in the neighborhood table, it will forward the data using the underlying forwarding mechanism, e.g., IP-based routing, toward the destination. Any CR on the path is able to intercept chunk requests and will perform the same procedure as described above.
The main idea of the neighbor zones is to allow CR to divert regular chunk request to CR that might have the content for n hops before going directly to the server to reduce the traffic in the middle mile and the load on the server. Fig. 2 illustrates an example of neighborhood table and the neighbor zones around a CR. CRs can be configured to introduce a limited amount of delay in the request forwarding through the neighbor zones by setting the number of neighbors that a request should visit. Thus, requests do not need to wait for look up procedures like in Web-caches but they go within the network towards other caches and, in the last case, to the server.
CR can find each other by inspecting the requests and responses in transit in the network. Each message contains a header that contains the cryptoID of the last CR, thus, the next hop CR can know its neighbors and forward requests to them. CR failures can be dealt with error messages provided by the underlying forwarding mechanism, for instance, ICMP host unreachable messages sent by routers. Whenever a router forwards a request towards a faulty router, the underlying IP network will return an ICMP Host Unreachable from the IP routers in the path. Thus, content routers in the path are able to receive the message and evict that mapping in their neighborhood table.
Neighborhood table are constantly updated with in-transit chunk to provide correct forwarding information. Whenever a request arrives on a CR, it is preferably forwarded to the outgoing interface, thus, reducing the load on the core routers. If the same request returns to the content router, it means that the content router to where the request was previously forwarded does not contain a copy of the chunk, thus, the content router removes that entry in the neighborhood table.
In order to support legacy applications, we introduce CRproxies to bridge the legacy Internet and the CR-aware network. The CR-proxy works transparently and whenever it receives a content request, e.g., an HTTP GET, it diverts the original request to the CR-proxy and performs a name to metadata resolution. An optimization for this case is to cache the metadata in the CR-proxy, reducing the resolution step. Once the CR-proxy has the metadata, it sends multiple requests for the chunks IDs listed in the data structure, and reassembles the chunks into the original content. Then, it returns the complete content to the legacy application.
E. Content Security
We use Merkle Trees [11] to provide partitioned content authentication in multi-source content retrieval scenarios. Merkle Tree is a signature amortization technique used to provide partitioned chunk authentication and integrity with one digital signature regardless of the number of pieces. A Merkle Tree is a binary tree constructed over the data blocks and each leaf contains the cryptoID of a data block and the internal nodes contain the concatenation of the hash of the siblings. The resulting hash on the top of the tree is known as root hash and it is digitally signed to provide content authentication and integrity. Each chunk has attached an authentication path, which is the sibling hash value at each height of the tree, and it is used to authenticate the chunk against the root hash.
Upon retrieving content from the network, clients securely retrieve the content root hash from a trusted site and then they retrieve chunks from the network. As chunks arrive in the clients, they are able to authenticate the chunks with the previously retrieved root hash. Any modifications in the data will incur in a different cryptoID, protecting against any tampering attacks [12] , [13] . Some benefits of using Merkle Trees include low processing overhead since it requires just one digital signature, and content-based authentication, allowing content retrieval from unknown and untrusted sources regardless of the location. Hence, the security is not placed on the network location, e.g., an IP address of the server, but in the content itself, making it easier to migrate and retrieve content from multiple sources.
III. IMPLEMENTATION
In this section we present the implementation of the CR mechanism. The CR is implemented as a background service running in Linux machines, composed of a kernel module and a userspace management unit, shown in Fig. 3 .
The Netfilter module is located in the kernel space and it is responsible for intercepting chunk request and response messages from the network, and delivering them to the Control module. This module uses the kernel netlink interface to capture packets directly from the kernel space and divert them to the user space in the Control module. The Control module handles the packet processing and forwarding, receiving data from the kernel space, caching and forwarding based on the neighborhood table. The Cache Memory is responsible for storing the data itself and the initial version is implemented as a hash table. The accounting module is responsible for collecting the statistics about the data popularity based on the requests and responses passing through the router. These statistics will be used by the cache memory to help the cache eviction policies. The Neighborhood Table contains forwarding information collected from in-transit data messages in the network together with the last-seen information. Finally, the Responder module is responsible for returning cached data to clients on the server's behalf.
The forwarding mechanism based on cryptoIDs between content routers use a special header containing details about the carried data. Fig. 4 illustrates the packet header used for the content discovery and forwarding mechanism based on cryptoIDs.
Fig. 4: Caching control header
The type field has a 8-bit field describing the type of the message, for instance, chunk request or response and signaling between CRs. The cryptoID is the permanent content identifier and it is generated using a cryptographic hash function, e.g., SHA-1, over the data. The cache control field has 8-bit length and provides signaling information for the routers, for example, whether a data chunk has already been previously cached in the network. In this case, the cached flag has one bit and it is stored within the cache control header. The neighbor zone field has 8-bit length and contains the number of neighbors that a message should visit before going directly to the server.
At each router, the neighbor zone field is decreased in one and, when it reaches zero, the content router forwards the data directly to the server. This field also avoids infinite loops in the network, working also as a time-to-live for a chunk message. The visited neighbor field has a 256-bit length bloom filter [14] that contains all the CR IDs visited by a chunk request to prevent loops in the network. Before forwarding a request, each CR inspects whether its cryptoID is in the visited neighbor field. If it is not included, then it adds cryptoID and forwards the request to the next CR, otherwise, it might be a loop or, less likely, a false positive. A false positive in an incorrect answer returned from a bloom filter when it is almost full, for example, returning that the next hop is already visited despite of not visiting it before. The false positive does not affect the CRs and the worse results is to forward the request to the original provider.
The visited neighbor field also allows CRs to decide where to forward chunk requests, e.g., if a CR forwards a chunk request to an outgoing interface and the request returns without any data response, the CR will forwarding to the incoming interface to search for the content in the upper networks. In addition, the CR can purge that entry in the neighborhood table.
The current version of the CR is implemented over UDP datagram as the forwarding mechanism, running on ports 22000 and 22001 in Linux OS machines. Clients send data requests to the servers and intermediate CRs cache these information in the popularity table, as they will be used as input parameter for caching policies. Whenever a CR intercepts a passing-by request or response, it may cache it based on the caching policies, e.g., popularity of the requests and responses. If a CR does not cache a data chunk, it adds a pointer in the neighborhood table, indicating possible destinations for content lookup. Whenever there is a data chunk message, CRs have a probability to cache it in their cache memory to serve for further requests.
IV. EVALUATION
We have performed initial evaluation of the CRs' performance taking into account three metrics: (a) bandwidth; (b) latency; and (c) neighborhood search. For the first metric, we analyzed the bandwidth reduction in the server side due to the caching mechanism. For the second metric, we analyzed the latency introduced by the CR box. Finally, for the third metric, we analyzed how effective the neighborhood search is compared to a regular caching mechanism.
In order to evaluate the CR prototype, we used six virtual machines running Debian with 128MB of RAM each on a Mac OS 10.6 2.4GHZ, 2GB RAM. The topology has two clients, one Web-server and three CR and it is illustrated in Fig. 5 .
The topology is based on part of our campus topology, with a student laboratory connected to the laboratory gateway, that is connected to the department gateway and finally to the faculty gateway. Based on this topology, we added a CR to provide caching and neighborhood lookup capabilities on each gateway. We selected one machine in the student's lab to be client 1 and one machine connected directly to the department gateway to be the client 2. Finally, we selected a machine connected directly to the faculty's gateway to be our Webserver. Also, we added a 20 milliseconds of latency between each CR link to represent the intermediate routers connecting each CR. In the first evaluation scenario, we analyzed the bandwidth reduction in the server side due to the caching in the CR. We compared different caching probabilities, ranging from zero (there is no caching feature, thus, a regular network) to 100%, where the CR caches everything in the network. Using the topology described in Fig. 5 , client 1 requests a 100KB Webpage 5 times from the server and CRs along the path cache the data. Fig. 6a shows the results for the first evaluation. As expected, the first experiment indicates that as the number of requests increases, the probability of a CR caching the content increases since it becomes popular and has the preference to be cached in the CR.
For the second evaluation scenario, we used the same scenario described in the first one and we compared the latency in a scenario with and without CRs in the network. Fig.  6b shows the experimental results for the Web-page retrieval latency and there is a variance in the download time with different CR configurations. Since the caching probability is randomly chosen, it is unpredictable where the content will be placed and if the request will be forwarded to the CR that is storing that piece of data. We expect that these delays should be reduced in real machines since virtual machines do not have dedicated network interfaces.
Finally, the third evaluation analyzed the impact of the neighborhood search of the CR. The neighborhood search allows for searching nearby CRs for the requested piece of data, possibly reducing the bandwidth consumption in the server side. Fig. 5 illustrates how the neighborhood search is performed in our topology. The result illustrated in Fig. 6c shows that it reduces considerably the bandwidth consumption since it forwards the requests from CR2 to CR1 before forwarding it to CR3 and the server in the topology. The neighborhood lookup would show an even better result for a larger topology since it would have been able to walk through a larger network.
V. DISCUSSION

A. Deployment
CRs can be installed in routers that support embedded Linux, for example, OpenWRT, and deployed as bumps-in-thewire in the network. The benefit of such approach is that CRs do not require configuration or maintenance, since they have self-discovery mechanism and can handle failures alone. As future work, we plan to port it to OpenWRT and run instances of CRs in Mikrotik [15] routers. These routers work as regular routing devices and they will also be able to cache part of the data and forward based on the content. Another approach to deploy CRs is to use OpenFlow-enabled switches to divert the traffic to a host running a CR service to perform the caching and forwarding mechanism.
B. Incentives
Recently storage costs have decreased rapidly compared to the cost of bandwidth [5] , making the addition of storage in an ISP's network an attractive solution. Because our CRs are protocol agnostic, they are able to cache all kinds of content and thus reduce out-going traffic from an ISP, creating a financial incentive for the ISP to deploy them. This is in contrast to existing caching solutions, e.g., Web caches, which are able to capture only a certain kind of traffic. For end users in the ISP, CRs are also a good solution because the content authentication schemes serve as reassurances to them that content has not been modified in transit. In addition, because the content is served from the user's own ISP, it is likely to be delivered faster. In essence, our CR is an alternative to solve the middle mile problem by reducing the amount of traffic transiting between ISPs, thus effectively speeding up the transfer of data.
VI. RELATED WORK
Web-caches [2] store popular content in caches located closer to clients, reducing latency and the traffic exchanged in the Internet. Web caches intercept clients' requests and perform requests on their behalf, storing the content in their caches to be served to other clients. Compared to our approach, Web caches are restricted to HTTP and have latency lookup during the content retrieval procedure. CRs provide mechanism to find cached data on the forwarding path towards the destination and also in the neighborhood.
Content-centric Caching (CONIC) [16] introduces a cleanslate approach for content retrieval in caches based on Conic Routers (CR). Clients requesting data send requests to the servers and CR on the path intercept the request and queries other clients cache for the content. In our approach, we don't have the lookup latency, but provide on path search for content chunks, improving the overall latency and cache hit. In addition, our scheme is not restricted to HTTP and also supports multi-source content retrieval.
Cache-and-Forward (CNF) [17] is an in-network caching architecture where routers are considered to have a large amount of memory for storage. These routers perform contentaware caching, routing and forward packet requests based on the location-independent identifiers towards the content provider. The main difference compared to our approach is that we provide an in-network discovery procedure to provide detours to possible storage locations and also multi-source content retrieval. Moreover, we are not restricted to a specific protocol as CNF is to HTTP.
Cachecast [18] proposes a redundant traffic elimination technique in multicast communication. It consists of small caches on links that inspects frames and replaces the redundant data with a link entry, which can be used to recover the original data in the output of the network, eliminating the redundant traffic in single source multiple destination communication in the Internet. Our approach is different since they aim at removing the redundant traffic that sources send to destinations while in our approach we assume that clients that request for data can use caches as alternative sources.
VII. CONCLUSION AND FUTURE WORK
In this paper we have presented an in-network caching architecture that leverages the caching and forwarding features through content routers. These routers are able to store data in transit for further requests and also to forward requests based on the content identifiers to nearby caches, improving the network efficiency. The prototype evaluation shows that CRs can provide multi-source content retrieval, reduce the bandwidth consumption in the network and also perform data search in the neighbor CRs. As future work, we plan to extend the CR to support legacy applications and also port the prototype to Mikrotik routers to be gradually deployed in the campus to provide more experimental data collection.
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