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Abstract—Cluster computing was introduced to replace the 
superiority of super computers. Cluster computing is able to 
overcome the problems that cannot be effectively dealt with 
supercomputers. In this paper, we are going to evaluate the 
performance of cluster computing by executing one of data 
mining techniques in the cluster environment. The experiment 
will attempt to predict the flight delay by using linear regression 
algorithm with apache spark as a framework for cluster 
computing. The result shows that, by involving 5 PC’s in cluster 
environment with equal specifications can increase the 
performance of computation up to 39.76% compared to the 
standalone one. Attaching more nodes to the cluster can make the 
process become faster significantly. 
Keywords—Cluster computing, linear regression, flight delay 
prediction, pyspark, apache spark.  
I.  INTRODUCTION  
High Performance Computing (HPC) becomes one of hot 
topics in the recent years. Either one of the most popular HPC 
products in the world is called supercomputer. However, 
traditional supercomputer is no longer dominant in the area of 
computing and its availability has changed dramatically 
because of its high cost and low accessibility factors [1][2]. 
Thus, it is required the HPC system with low cost and high 
accessibility. Rajak [3] explains that there are 3 types of 
modern HPC which has better implementation than the 
traditional supercomputer in term of accessibility and cost. 
Those are: grid, cloud, and cluster computing. Grid computing 
is good for resource balancing, access to additional storage, and 
reliability. Cloud computing has the benefits in super 
computing power, high resource availability, virtualization, 
crash recovery, and flexibility. Whereas cluster computing has 
some advantages, especially in term of manageability, single 
system image (SSI), and high availability. Not all computation 
is suitable for all of those 3 solutions, i.e. grid and cloud 
computing are overkill to solve the simple data mining 
problems. So it is required the smaller scale of HPC to solve 
the simpler problem, and it can be overcome effectively by 
using cluster computing[1][3][4]. 
Data mining commonly is processed in a standalone 
computer. However, for the large dataset, mining the data in a 
standalone PC can take several seconds, minutes, hours, even 
days, depend on the hardware specifications. A solution is 
needed to make mining process become more effective, 
especially in term of processing time [4][5]. 
In this paper, we will implement data mining algorithm in a 
cluster environment to accelerate the mining process. We are 
going to analyze the performance of cluster computing by 
comparing with various numbers of nodes and the standalone 
one as well. We will evaluate the performance one by one so 
that we can see the significance of cluster computing for data 
mining processing. Case study of this research is predicting the 
flight delay by using linear regression algorithm. All the 
simulations will be conducted in the virtual environment. 
This paper consists of six sections. Rest of this paper is 
organized as follows. The ideas, terminologies, and related 
researches that conducted by other researchers is discussed in 
section II. The methodology that used in the experiment is 
explained in section III. Section IV consists of experiment 
process and result. In this section, Linear Regression algorithm 
is executed in the both standalone and cluster environment. 
Conclusion of this research is presented in the section V, 
followed by the future work in section VI. 
II. LITERATURE REVIEW 
Cluster computing is a part of Superior Computing or High 
Performance Computing (HPC) [3]. Cluster computing is also 
known as a part of distributed or parallel processing system 
[4]. It consists of some interconnected individual computers, 
through Local Area Network (LAN) [6]. Those interconnected 
computers are running together as a single integrated source. It 
has some benefits, such as in term of performance 
improvement, high availability, cost reduction, and 
manageability [4][7][8]. 
According to [4], there are three types of cluster computing, 
those are High Performance Computing Cluster (HPC Cluster), 
High Availability Cluster, and Load Balancing Cluster. In this 
paper, cluster computing’s type that are going to be 
implemented is High Performance Computing Cluster (HPC 
Cluster). The goal is to accelerate the prediction on flight 
delay problem.  
Flight delay is defined when a carrier lands or takes off 
latter than its scheduled time for arrival or departure. This 
phenomenon is becoming common and happened frequently in 
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all over the world. Around 20% carriers have more than 15 
minutes delay [9].  
PySpark is built to provide users the python API in Spark 
environment. Python is the most popular programming 
language or tool, especially for the analytics, data science, and 
machine learning [10][11]. On the other hand, Apache Spark 
[12] is a unified analytics engine for large scale data 
processing. Spark is also big data framework that widely used 
by both academia and industry. Spark has at least four 
advantages for performing data analytics [12][13], those are: 
 Speed: spark is 100x faster than Hadoop in memory, or 
10x on disk. Apache Spark has an Advanced Directed 
Acyclic Graph (DAG) execution engine to support in-
memory computing and acyclic data flow. 
 Ease of Use: spark supports many popular 
programming languages, such as: java, scala, python, 
and R. 
 Generality: spark has huge libraries that can be used to 
perform many activities, including SQL and 
DataFrames, Spark Streaming, GraphX, and MLib for 
machine learning.  
 Runs Everywhere: spark can run on top of Mesos, 
Hadoop, and also in the cloud and standalone. Spark 
also has the ability to access various data sources, such 
as: Cassandra, HBase, S3, and HDFS.  
On-time flight is important for many parties. Passengers 
want to arrive several hours earlier or on-time to the 
destination for their business or appointment. Flight delay can 
bring the uncertainty for the passenger, lost the time, and 
sometime it increases the trip cost. On the other hand, the 
airline companies are also charged for the penalties, fines and 
additional operational costs for the crew and aircraft retention 
in airports. As a conclusion, flight delay have some negative 
impacts, especially on economic aspect, for the passengers, 
airline companies, and also airports [14]. 
In this research, the flight delay prediction is conducted by 
using linear regression method, and it is executed in cluster 
environment. The result will be compared with the 
performance when executed in standalone mode. A lot of 
research papers discussed regarding flight delay prediction 
using some data mining techniques, such as decision tree 
[15][16][17], random forest [16][18][17], AdaBoost [16], 
KNN [16], Naïve Bayes [19], C4.5 [19], Linear Regression 
[19][17], Gradient Boosting Classifier [20], Deep Learning 
[21], etc.  
Linear Regression is chosen because its popularity to 
predict something and also become one of the most common 
tools for analytical needs. It is a well-known algorithm that 
theoretically logic, appropriate in most applications, and easy 
to implement [22][23][5]. In this paper, Linear Regression is 
used to predict the flight delay. As a future work, we will use 
other methods for the same case study, and compare it with the 
performance of Linear Regression in cluster environment. 
III. METHODOLOGY 
The experiment that conducted in this research has the 
following details: 
 Algorithm: Linear Regression 
 Dataset: Flight (2702218 records, with 70% for training 
and 30% or testing) 
 Number of nodes: 1-5 (using virtual machine) 
 A computer with specification: Intel Xeon E5620 
Processor (Cores: 4, Threads: 8), 16 GB RAM, DDR5 
1024 MB VGA, 3TB HDD, Windows 10 OS. 
This simulation was performed on top of virtual machine 
(VirtualBox). All the nodes created here have equal 
specifications, such as: single CPU Core, 2 GB RAM, 
Windows 8.1, and PySpark as a cluster computing platform.  
The dataset was already preprocessed, so we could use it 
directly. 
 
Figure 1: 5 Virtual PCs created in Virtual Machine with 
equal specifications 
Apache Spark was used in this research, since it is more 
powerful than the competitors for the cluster and distributed 
computing. Spark is 10x faster than Hadoop. Spark is platform 
to do either batch or stream computing with in memory 
computing capability. PySpark is a combination of Python and 
Spark, so that we can use all python’s library in Spark 
environment. Such combination makes both python and spark 
become more powerful and very useful, especially in data 
science technology. 
IV. EXPERIMENT & RESULT 
We performed the experiment in 5 environments. Those are: 
 Standalone: it involves a single PC (in virtual machine) 
with 2GB RAM. No other PCs connected to this 
standalone PC. 
 Cluster_1: it involves two PCs (in virtual machine) in 
which 1 PC works as a master node and another PC 
works as a worker node. In addition, each PC has 2GB 
RAM. 
 Cluster_2: it involves three PCs (in virtual machine), 
each acquires 2GB RAM. 1 PC works as master node 
and 2 other PCs work as worker nodes. 
 Cluster_3:  it involves four PCs (in virtual machine), 
each has 2GB RAM. There are 3 workers and 1 master 
node on this cluster. 
 Cluster_4: it involves five PCs (in virtual machine) in 
which 4 PCs have the role of workers and 1 PC for 
master node.  
For the first experiment, we created the first node (Node_1) 
and run the algorithm trough Jupyter Notebook. This first 
attempt was conducted in standalone mode. The result was, it 
took 137.4 seconds to complete the task (Table 1).  
Regarding the accuracy of the algorithm, we measured the 
error prediction by using Root Mean Squared Error (RMSE). 
RMSE is used to calculate the differences between values that 
predicted by the algorithm and the values observed [24]. It 
shows that linear regression algorithm has error prediction 
around 13,149 minutes for the flight delay dataset. However, 
this research is not focusing on this case. The accuracy of this 
algorithm remain the same, even when we conduct the 
experiment in the cluster environment with more and more 
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nodes attached. In this paper, we are going to highlight the 
performance of each experiment in term of time consumption, 
since cluster computing can help us to accelerate the 
performance speed of data mining computation.  
On the next experiment, we started to create a cluster 
environment with 1 master node and 1 worker node. It resulted 
a processing time that slightly better than the standalone one 
(around 123.9 seconds). Faster performance can be acquired 
when more than 1 worker nodes are attached.  
 
Table 1: Computation Performance between Standalone 
and Cluster environment. 
On the third experiment, we used 1 master node and 2 
worker nodes. The processing time became faster than the first 
and second experiment, with 100.4 seconds to complete the 
task.  
The next step was running the algorithm on a master node 
which supported with 3 worker nodes. We obtained better 
computational performance compared to 3 experiments in 
advance. Here, we got 87.1 seconds. 
Finally, we used 1 master and 4 worker nodes to increase 
the speed of computation. It was proofed by getting 82.9 
seconds to perform delay prediction on the flight dataset. 
We then repeated each experiment 5 times to gain the 
average time for all computation environments. The average 
computational time for the standalone, cluster_1, cluster_2, 
cluster_3, and cluster_4 environments are 131.02, 123.52, 
98.06, 85.4, and 78.92 respectively (Table 1). 
According to the experiment’s result captured in Table 1, by 
using cluster computing, the computational time can be 
decreased up to 39.76%. The more computers attached to the 
cluster, the faster computing time. 
 
Figure 2: Computing time has continued to go down when 
more computers are connected 
These experiments show us that cluster computing is a 
good alternative to increase the computation performance, 
especially in data mining field. It is also a cheap way to 
accelerate the processing speed, thanks to its scalability. We 
only need the commodity hardware that probably no longer 
being used by others. Once we found unused PCs, we can 
attach them directly to our cluster environment so that the 
computing performance become faster and faster. Better 
specification of the attached PCs can also affect the 
computation performance of cluster as well. 
V. CONCLUSION 
This research was conducted to evaluate the performance of 
linear regression algorithm to process the data in cluster 
environment. Linear Regression here was used to predict the 
flight delay, in which the dataset is publicly available on the 
internet. We performed the simulation in a virtual 
environment. The 1
st
 experiment was running the algorithm in 
a virtual standalone PC. On the 2
nd
 experiment, we started to 
develop cluster environment, but consist of 1 master and 1 
worker node. The 3
rd
 experiment was simulated on 1 master 
and 2 worker nodes. The 4
th
 experiment, the simulation 
involved 1 master and 3 worker nodes. Lastly, on the 5
th
 
experiment, we use 5 virtual PCs with 4 PCs as worker and 1 
PC as master node.  
The performance of this algorithm became faster and faster 
when more PC attached. The computational time can be 
decreased up to 39.76% by involving 5 PCs with equal 
specifications on the cluster. But indeed by attaching more 
PCs with better specifications can affect the computing 
performance as well. 
VI. FUTURE WORK 
As a future work, we will perform the flight delay 
prediction using other machine learning methods in which 
implemented on the cluster environment. Those algorithms 
finally will be compared with the performance of Linear 
Regression that already conducted in this paper to find the most 
suitable algorithm for the case of flight delay prediction. 
REFERENCES 
[1] N. A. Al Etawi, “A Comparison between Cluster, Grid, and Cloud 
Computing,” Int. J. Comput. Appl., vol. 179, no. 32, pp. 37–42, 2018. 
[2] Z. Yin, H. Lan, G. Tan, M. Lu, A. V. Vasilakos, and W. Liu, 
“Computing Platforms for Big Biological Data Analytics: Perspectives 
and Challenges,” Comput. Struct. Biotechnol. J., vol. 15, pp. 403–411, 
2017. 
[3] R. Rajak, “A comparative study: Taxonomy of high performance 
computing (HPC),” Int. J. Electr. Comput. Eng., vol. 8, no. 5, pp. 3386–
3391, 2018. 
[4] M. M. Naeem, H. Mahar, F. Memon, M. Siddique, and A. Chohan, 
“Cluster Computing Vs Cloud Computing a Comparison and an 
Overview,” Sci. Int., vol. 28, no. 6, pp. 5267–5271, 2016. 
[5] F. A. Rafrastara and Q. Deyu, “A Survey and Taxonomy of Distributed 
Data Mining Research Studies: A Systematic Literature Review,” Int. J. 
Comput. Sci. Inf. Secur., vol. 14, no. 5, pp. 12–30, 2016. 
[6] M. Sharma and S. Husain, “Analyzing the Difference of Cluster, Grid, 
Utility & Cloud Computing,” IOSR J. Comput. Eng., vol. 19, no. 01, pp. 
55–60, 2017. 
[7] K. Kaur and A. K. Rai, “A Comparative Analysis: Grid, Cluster and 
Cloud Computing,” Int. J. Adv. Res. Comput. Commun. Eng., vol. 3, no. 
3, pp. 2278–1021, 2014. 
[8] I. Gandotra, P. Abrol, P. Gupta, R. Uppal, and S. Singh, “Cloud 
Computing Over Cluster, Grid Computing : a Comparative Analysis,” J. 
Grid Distrib. Comput., vol. 1, no. 1, pp. 1–4, 2011. 
[9] N. Chakrabarty, “A Data Mining Approach to Flight Arrival Delay 
Prediction for American Airlines,” arXiv:1903.06740 [cs.LG], 2019. 
[10] G. Piatetsky, “KDnuggets,” 2019. [Online]. Available: 
https://www.kdnuggets.com/2019/05/poll-top-data-science-machine-
learning-platforms.html. [Accessed: 26-Sep-2019]. 
[11] B. Santosa and A. Umam, Data Mining dan Big Data Analytics. Penebar 
Media Pustaka, 2018. 
[12] “Apache Spark.” [Online]. Available: https://spark.apache.org/. 
[Accessed: 26-Sep-2019]. 
[13] W. Feng, “Learning Apache Spark with Python,” 2019. 
International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 18, No. 3, March 2020
121 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 
[14] A. Sternberg, J. Soares, D. Carvalho, and E. Ogasawara, “A Review on 
Flight Delay Prediction,” arXiv:1703.06118 [cs.CY], pp. 1–21, 2017. 
[15] S. Manna, S. Biswas, R. Kundu, S. Rakshit, P. Gupta, and S. Barman, 
“A statistical approach to predict flight delay using gradient boosted 
decision tree,” in ICCIDS 2017 - International Conference on 
Computational Intelligence in Data Science, Proceedings, 2018. 
[16] S. Choi, Y. J. Kim, S. Briceno, and D. Mavris, “Prediction of weather-
induced airline delays based on machine learning algorithms,” in 
AIAA/IEEE Digital Avionics Systems Conference - Proceedings, 2016. 
[17] A. M. Kalliguddi and A. K. Leboulluec, “Predictive Modeling of 
Aircraft Flight Delay,” Univers. J. Manag., 2017. 
[18] J. J. Rebollo and H. Balakrishnan, “Characterization and prediction of 
air traffic delays,” Transp. Res. Part C Emerg. Technol., 2014. 
[19] Y. Ding, “Predicting flight delay based on multiple linear regression,” in 
IOP Conference Series: Earth and Environmental Science, 2017. 
[20] N. Chakrabarty, T. Kundu, S. Dandapat, A. Sarkar, and D. K. Kole, 
“Flight Arrival Delay Prediction Using Gradient Boosting Classifier,” in 
Emerging Technologies in Data Mining and Information Security, no. 
January, Springer Singapore, 2019, pp. 651–659. 
[21] Y. J. Kim, S. Choi, S. Briceno, and D. Mavris, “A deep learning 
approach to flight delay prediction,” in AIAA/IEEE Digital Avionics 
Systems Conference - Proceedings, 2016. 
[22] B. Emir, D. C. Gruben, H. T. Bhattacharyya, A. L. Reisman, and J. 
Cabrera, “Predictive Modeling in HEOR,” in Statistical Topics in Health 
Economics and Outcomes Research, CRC Press, 2018. 
[23] M. Su, Z. Zhang, Y. Zhu, and D. Zha, “Data-driven natural gas spot 
price forecasting with least squares regression boosting algorithm,” 
Energies, vol. 12, no. 6, 2019. 
[24] R. Varatharajan, G. Manogaran, and M. K. Priyan, “A big data 
classification approach using LDA with an enhanced SVM method for 
ECG signals in cloud computing,” Multimed. Tools Appl., 2018. 
 
International Journal of Computer Science and Information Security (IJCSIS), 
Vol. 18, No. 3, March 2020
122 https://sites.google.com/site/ijcsis/ 
ISSN 1947-5500 
