ABSTRACT Cognitive radio (CR) enables unlicensed users to sense for and access underutilized licensed channels (or white spaces) owned by the licensed users in an opportunistic manner. Clustering segregates nodes in a network into logical groups called clusters. In CR networks (CRNs), larger cluster size improves network scalability thereby contributing to reduced routing overhead; however, it reduces cluster stability as the number of available common channels in a cluster reduces resulting in increased number of re-clusterings and clustering overhead. This paper presents our proposed first-of-its-kind cluster size adjustment scheme based on an artificial intelligence approach called reinforcement learning. The proposed scheme adapts the cluster size with the amount of white spaces as time goes by in order to improve network scalability and cluster stability in CRNs. Due to the lack of progress in the investigation of cluster size adjustment schemes in the literature, this paper also analyzes their attributes, and then presents such schemes investigated in various kinds of distributed wireless networks. Simulation results show that our proposed scheme improves network scalability by creating larger clusters, and improves cluster stability by reducing the number of re-clusterings (i.e., the number of cluster splits) and clustering overhead, while reducing interference between licensed and unlicensed users in CRNs.
I. INTRODUCTION
Traditionally, clustering segregates nodes into logical groups (or clusters) in a distributed wirelesss network. Cluster size adjustment adjusts the number of nodes in a cluster so that a cluster achieves the right cluster size. While clustering has been well investigated in the literature, the same cannot be said for cluster size adjustment.
A. WHY CLUSTER SIZE ADJUSTMENT IS CRUCIAL TO NETWORK PERFORMANCE ENHANCEMENT?
We present three motivational examples to understand its significance.
Firstly, the cluster size is adjusted according to traffic loads. Consider all clusters in a network with a uniform cluster size regardless of hotspot nodes and node densities. This causes unequal traffic loads among clusterheads (or the leader of a cluster) affecting load balancing throughout the entire network. In [1] , nodes form clusters with smaller cluster size if they are physically closer to the base station as they tend to become hotspot nodes. In [2] , nodes form clusters with smaller cluster size when node degree (or the number of neighbor nodes) increases due to uneven node distribution in the underlying network.
Secondly, the cluster size is adjusted according to energy consumption. The energy consumption of intra-cluster communication increases with the average node degree, the transmission radius of a clusterhead (i.e., a larger transmission radius of a clusterhead increases the number of member nodes in a cluster), and the size of the packets. Suppose, clusterheads can communicate with base stations directly in a single hop. So, the energy consumption of inter-cluster communication increases with the physical distance between a clusterhead and a base station, and the size of the packets. Consider all clusters in a network with a uniform cluster size regardless of energy consumption. This causes unequal traffic loads among clusterheads causing unequal energy consumption throughout the entire network. In [3] , in contrary to the previous example [1] , nodes form clusters with smaller cluster size if they are physically further away from the base station as they tend to consume higher amount of energy for inter-cluster communication, and lower amount of energy for intra-cluster communication.
Thirdly, the cluster size is adjusted according to the requirements of the applications of the underlying network. In [3] , sensing outcomes are spatially correlated, so physically close sensor nodes form a cluster to gather sensing outcomes, which tend to be similar. This helps the clusterheads to remove redundant data received from their respective sensor nodes (or member nodes), contributing to reduced intra-cluster and inter-cluster communications.
B. BENEFITS OF CLUSTER SIZE ADJUSTMENT IN ACHIEVING THE CLUSTERING OBJECTIVES
Cluster size adjustment is crucial to achieving three main clustering objectives as follows:
a. Improving network scalability, which can be achieved by: a) increasing the number of member nodes in a cluster or reducing the number of clusters in the network, and b) reducing small clusters consisting of a single or a few nodes [4] . With reduced number of clusters, routing overhead reduces as routing messages are exchanged at the cluster level [5] . While larger cluster size tends to increase network scalability, it tends to: a) reduce cluster stability, b) prevent load balancing as a clusterhead may be overloaded with traffic, and c) increase the contention level among the member nodes in a cluster as only a single available common channel is used at the cluster level for intra-cluster communication, while different available common channels can be used in different clusters. b. Improving cluster stability, which can be achieved by reducing the number of re-clusterings of the clusters, contributing to reduced clustering overhead. In a multichannel environment, each cluster must have at least a single available common channel for intra-cluster communication, and a smaller cluster size increases the number of available common channels in a cluster, reducing the number of re-clusterings caused by the lack of an available common channel in a cluster. While smaller cluster size tends to increase cluster stability, it tends to reduce network scalability. c. Supporting collaborative tasks as clustering affects the performance achieved by the underlying collaborative tasks, such as data aggregation and collaborative channel sensing. As an example, a larger cluster size allows a clusterhead to gather more channel sensing outcomes from member nodes so that a clusterhead can make more accurate decision on channel availability in a multichannel environment. Nevertheless, a larger cluster size tends to reduce cluster stability.
C. OUR CONTRIBUTIONS
While general reviews and investigations of clustering, particularly cluster formation and maintenance (e.g., cluster splitting), have been presented in a considerable amount of literature in the context of mobile ad hoc networks [6] , wireless sensor networks [7] - [13] , and cognitive radio networks (CRNs) [14] , [15] , there is only a perfunctory effort to investigate cluster size adjustment. This article complements their works by proposing a firstof-its-kind cluster size adjustment scheme called RL-Budget based on an artificial intelligence approach, namely reinforcement learning (RL) [16] , and a traditional cluster size adjustment scheme, namely the budget-based approach [17] , to increase network scalability and cluster stability in CRNs, which may also be called the next-generation wireless networks. In addition, RL-Budget reduces interference between PUs and SUs, which is crucial as unlicensed users (or secondary users, SUs) use the underutilized licensed channels (or white spaces) owned by the licensed users (or primary users, PUs) in an opportunistic manner. In an interweave approach, upon the reappearance of the unpredictable and dynamic PU's activities in an operating channel, the SUs must switch their transmissions to other idle (or available) channels.
Although the budget-based approach has been applied in wireless ad hoc networks to adjust the cluster size with reduced clustering overhead, it has not been investigated in the context of CRNs. To the best of our knowledge, this is the first time RL is applied to a budget-based cluster size adjustment scheme in order to address the challenge of unpredictable and dynamic network environment in which the cluster size changes with the amount of white spaces as time goes by, thereby improving network scalability and cluster stability. In CRNs, the Lazos's biclique graph approach [18] (see Section II-B.4) adjusts the cluster size in stages, in which a new biclique graph is constructed whenever a node joins or leaves a cluster, based on the current (or instantaneous) condition of the operating environment (i.e., the amount of white spaces). On the other hand, RL-Budget adjusts the cluster size dynamically as time goes by based on longer-term condition of the operating environment. Due to the limited investigation of this topic, we also discuss some salient cluster size adjustment schemes, including their attributes, investigated in distributed wireless networks, including wireless ad hoc networks, wireless sensor networks (WSNs) and CRNs, in Section II. Wireless ad hoc networks enable nodes to commucate among themselves without fixed infrastructure; while WSNs enable a collection of sensor nodes, which also serve as the wireless nodes, to sense, gather and send their sensing outcomes to their respective clusterheads.
D. ORGANIZATION OF THIS ARTICLE
The rest of this article is organized as follows. Section II presents related work. Section III presents our proposed cluster size adjustment scheme, namely RL-Budget, for CRNs. Section IV presents performance evaluation of RL-Budget. Section V presents conclusions and future work.
II. RELATED WORK
Each cluster is comprised of a clusterhead and member nodes. The clusterhead, which serves as a local point of process, coordinates intra-cluster and inter-cluster communications, as well as collaborative tasks essential to CRNs. The member nodes perform intra-cluster commmunication with their respective clusterheads, as well as intra-cluster tasks, such as gathering local data. In addition, member nodes that can hear from nodes of neighboring clusters can serve as gateway nodes to perform inter-cluster communication (e.g., routing message exchange). Figure 1 shows a cluster structure with three clusters (i.e., C 1 , C 2 and C 3 ). The member nodes (i.e., M This rest of this section presents the attributes of cluster size adjustment in Section II-A, followed by various cluster size adjustment schemes in Section II-B.
A. ATTRIBUTES OF CLUSTER SIZE ADJUSTMENT
While a taxonomy for the attributes of cluster formation has been presented in [15] , Figure 2 presents the attributes of cluster size adjustment in distributed wireless networks. The rest of this subsection presents these attributes.
1) DEFINITIONS OF CLUSTER SIZE
The cluster size can be based on either the number of member nodes in a cluster (D.1) or the number of hops between a clusterhead and any of its member nodes (D.2).
2) OBJECTIVES OF CLUSTER SIZE ADJUSTMENT
There are three main objectives of cluster size adjustment, namely improving network scalability (B.1), improving cluster stability (B.2), and supporting collaborative tasks (B.3).
3) CHALLENGES OF CLUSTER SIZE ADJUSTMENT
There are four main challenges associated with cluster size adjustment as follows: H. A smaller cluster size tends to increase the number of available common channels in a cluster, which reduces the number of re-clusterings, contributing to improved cluster stability.
4) CHARACTERISTICS OF CLUSTER SIZE
There are three main characteristics associated with cluster size as follows: C. [25] , [26] . Secondly, smaller clusters cause lesser number of member nodes required to stay awake during the wake up period at the cluster level in most sleep-wake schemes [27] . P.3 Lower overhead can be achieved with both larger or smaller clusters. Larger cluster size reduces routing overhead, while smaller cluster size reduces clustering overhead due to reduced number of re-clusterings. P. 4 Larger cluster size aims to improve network scalability. P.5 Higher number of common channels in a cluster can be achieved with smaller cluster size. This reduces the number of re-clusterings, contributing to improved cluster stability.
B. CLUSTER SIZE ADJUSTMENT SCHEMES
This section presents existing works on some salient cluster size adjustment schemes in distributed wireless networks. In spite of the advantages brought about by cluster size adjustment, there has been limited work in this topic. While our focus is on CRNs, most of the investigations of cluster size adjustment schemes are in the context of wireless ad hoc networks and WSNs, which can be leveraged to develop such schemes in CRNs. There are four main approaches. Section II-B.1 presents the budget-based approach applied to wireless ad hoc networks and WSNs, Section II-B.2 presents the membership reassignment approach applied to WSNs, Section II-B.3 presents the maximum hop count approach applied to WSNs, and Section II-B.4 presents the biclique graph approach applied to CRNs. Table 1 presents the attributes of some salient cluster size adjustment schemes, including RL-Budget. The rest of this section focuses on the operation of each scheme.
1) BUDGET-BASED APPROACH
Abdesslem's budget-based approach: In [28] , a budget-based approach is proposed to form clusters whose cluster size is close to a budget value, which serves as a bound that restricts the number of nodes in a cluster, while reducing the number of isolated nodes in wireless ad hoc networks. The clusterhead distributes the budget value in the form of tokens downstream in a tree structure; and a node that receives a token joins the cluster and becomes its member node. Each node propagates the remaining tokens downstream to its neighbor node with the lowest node degree (or the number of neighbor nodes) first so that such node does not form a single-node cluster. This procedure continues until the tokens are all distributed. Surplus tokens are sent upstream back to the parent node or the clusterhead so that the tokens can be redistributed to the other branches of the tree structure. Nevertheless, a node may not receive any tokens and remain nonclustered, so it connects with a neighboring clustered node to join the respective cluster although the cluster may have run out of tokens. This reduces the number of single-node clusters, although a cluster may be slightly larger than its budget. The Abdesslem's budget-based approach has been shown to increase cluster size.
Krishnan-Starobinski's budget-based approach:
In [29] , two budget-based approaches, namely Rapid and Persistent, are proposed for WSNs. Based on the Abdesslem's budgetbased approach [28] , the tokens are propagated downstream based on their node degrees in the Abdesslem's budgetbased approach [28] , while they are propagated in an arbitrary manner in both Rapid and Persistent [29] causing some downstream nodes to receive more tokens than they need. Consider a tree structure rooted at a clusterhead. In Rapid, tokens are propagated downstream in a one-way direction and the surplus tokens are discarded resulting in smaller cluster size. In Persistent, tokens are propagated downstream in a two-way direction, and each member node sends surplus tokens upstream back to its parent node or the clusterhead in order to redistribute those tokens to the other branches of the tree structure. Persistent has been shown to achieve larger cluster size as compared to Rapid. Rapid and Persistent have been shown to reduce clustering overhead; although both approaches have shown to incur approximately similar clustering overhead.
2) MEMBERSHIP REASSIGNMENT APPROACH

Virrankoski-Savvidees's membership reassignment approach:
In [20] , a membership reassignment approach is proposed to form clusters with higher local uniformity, rather than network-wide uniformity, in WSNs. Local uniformity is preferred as: a) correlated data gathered from neighboring nodes can be combined to ease collaborative tasks such as data aggregation, and b) the variation among the length of the links in a cluster is reduced, contributing to a lower node degree variation in a cluster. Achieving higher local uniformity (or lower node degree variation in a cluster) helps a clusterhead to adjust the number of member nodes in a cluster in order to form uniform-sized clusters given an underlying network with non-uniform node degree and resource availability, and minimizing the number of single-node clusters. When the cluster size of a cluster is less than a cluster size threshold, a physically closest node from a neighboring cluster, whose size is greater than the cluster size threshold, is invited to switch its membership to join the cluster. This procedure continues until the cluster size threshold is reached, which reduces node degree variation in a cluster. The VirrankoskiSavvidees's membership reassignment approach has been shown to improve uniformity.
Lai's membership reassignment approach: In [30] , a membership reassignment approach is proposed to form clusters that distribute traffic loads in a uniform manner for load balancing and energy efficiency in WSNs. The base station: a) receives information from clusterheads and gateway nodes, b) keeps track of the difference between the number of nodes in the cluster of a gateway node and the number of nodes in a neighbor cluster of the gateway node. Larger difference indicates that the cluster size of the cluster of the gateway node is larger than the cluster size of the neighbor cluster of the gateway node, and c) reassigns the membership of gateway nodes so that clusters have uniform cluster size. This procedure continues until the cluster size of all clusters becomes uniform. The Lai's membership reassignment approach has been shown to reduce energy consumption.
3) MAXIMUM HOP COUNT APPROACH
Bandara-Jayasumana's maximum hop count approach:
In [31] , a maximum hop count approach is proposed to form clusters whose cluster size is restricted to a maximum number of hops h max between a clusterhead and each of its member nodes in WSNs. A clusterhead sends a time to live (TTL) to its next-hop neighbor nodes, who reduce the TTL value by one. The neighbor nodes forward the TTL value to their respective next-hop neighbor nodes who do the same updates on the TTL value. This procedure continues, and nodes that receive TTL = 0 become candidate clusterheads who subsequently form their own clusters. Hence, a cluster is created in the form of a tree structure rooted at a clusterhead. With TTL = h max , a clusterhead informs the nodes at h max hops away of its cluster to serve as clusterheads, creating clusters with h max hops; while with TTL = (2 × h max ) + 1, a clusterhead informs the nodes at [(2 × h max ) + 1] hops away of its cluster to serve as clusterheads, creating larger and more circular clusters, as well as improving the distribution of clusterheads. The Bandara-Jayasumana's maximum hop count approach has been shown to increase cluster size. 
4) BICLIQUE GRAPH APPROACH
The biclique graph approach [18] enables a node to construct two types of graphs: a) a bipartite graph to show the relationship of different attributes (e.g., the number of nodes in a cluster and the number of available common channels in a cluster), and b) a biclique graph to adjust the attributes (e.g., cluster size) according to a set of rules.
Lazos's biclique graph approach: In [18] , a biclique graph approach is proposed to form clusters with a balanced number of SUs in a cluster and number of available common channels in a cluster in CRNs. This is because a smaller cluster size increases the number of available common channels in a cluster, reducing the number of re-clusterings and clustering overhead; however, it tends to reduce network scalability. Each SU i constructs a bipartite graph G i (A i , B i , E i ), where vertices in A i represent the SU i and its one-hop SU neighbor nodes, vertices in B i represent the set of the available channels of SU i, and E i represents the set of edges connecting vertices A i and B i . Next, each SU i constructs a biclique graph
to adjust the cluster size based on some rules. Examples of rules are max[|a i | + |b i |] that maximizes the number of member nodes and the number of available common channels in a cluster, and max[|a i |·|b i |] that reduces clusters with small cluster size and low number of available common channels in a cluster. The Lazos's biclique graph approach has been shown to increase the number of available common channels in a cluster.
III. RL-BUDGET: A CLUSTER SIZE ADJUSTMENT SCHEME FOR COGNITIVE RADIO NETWORKS
RL-Budget is based on RL and it is inspired by the budgetbased approach [17] , [28] , [29] for improving network scalability and cluster stability. Q-learning [16] , which is a popular RL approach, is employed by each clusterhead to determine the budget value. The rest of this section presents system model and RL-Budget.
A. SYSTEM MODEL
This section presents the operating environment, clustering message, and cluster formation. Table 2 summarizes the notations used in this section.
1) OPERATING ENVIRONMENT
We consider static PU y ∈ Y = {1, 2, ..., |Y |} and SU i ∈ I = {1, 2, ..., |I |} in a distributed CRN. Each PU y occupies a single licensed channel h only, while each SU i can transmit in one of the available channels. Each channel can be occupied by a number of PUs at different locations. Whenever a PU reappears in a channel, the channel becomes unavailable to SUs located within the communication range of the respective PU. Hence, the PU's activity level for a particular channel is different at different locations. [32] , [33] :
where a higher OFF probability P OFF h,t at decision epoch t indicates a higher amount of white spaces, and hence greater cluster stability if channel h is chosen as the operating channel of a cluster. As the focus of this article is the network layer, we consider perfect channel sensing that provides accurate information about the presence of PUs' activities in the channels.
a: DEFINITIONS OF CHANNEL CAPACITY, NUMBER OF AVAILABLE CHANNELS, AND PACKET SUCCESSFUL TRANSMISSION RATE
In this article, channel capacity φ i,h,t ← P OFF h,t represents the probability of an operating channel h being OFF at SU node i at decision epoch t calculated using Equation (2) . An available channel has lower P OFF h,t . At a clusterhead, a higher number of available channels represents more selections of operating channels for the respective cluster contributing to a higher number of common channels in the cluster. Higher packet successful transmission rate of a channel represents a higher channel capacity (or more white spaces) in the selected operating channel, which is also the common channel of the cluster. Note that, while the channel capacity φ i,h,t of non-operating channels can be measured through channel sensing, the channel capacity of operating channels can only be measured through packet successful transmission rate.
2) CLUSTERING MESSAGE
Each SU i, including both clusterhead and member node, sends clustering message CMsg i periodically to its SU neighbor nodes J i . The clustering message CMsg i contains: a) nodeState i ∈ {CH , MN , NC} representing the state of SU i which can be either a clusterhead, a member node or a nonclustered node, b) β C i ,t representing the budget value of a cluster C i at decision epoch t, c) K i representing a set of available channels at SU i, and d) φ i,h,t representing the channel capacity of a channel h at SU i at decision epoch t. The information is needed to calculate clustering metrics used to make clustering decisions during cluster formation and cluster size adjustment. available channel h ∈ H for a time interval T sense in a sequential manner to receive and store clustering message CMsg j i from SU neighbor node j i ∈ J i . There are two main cases. Firstly, the SU i does not receive any clustering message CMsg j i . Hence, SU i becomes a clusterhead nodeState i = CH and forms its own cluster C i . Secondly, the SU i receives at least a single clustering message CMsg j i from a SU neighbor node j i ∈ J i , which can be a clusterhead, a member node or a nonclustered node. The SU i becomes a clusterhead nodeState i = CH and forms its own cluster C i if it has the maximum number of available channels |K i | among its SU neighbor nodes J i , otherwise it becomes a member node nodeState i = MN of a clusterhead CH * j = argmax n∈J i |K n |, which has the maximum number of available channels.
Upon becoming a clusterhead, clusterhead CH i calculates the budget value of its own cluster β C i ,t (see Section III-B.2), which provides the maximum number of remaining tokens available at the clusterhead N τ i . Based on the number of remaining tokens available at a neighboring clusterhead N τ j i received from neighboring clusterheads, nonclustered SUs join a cluster (see Section III-B.1). The clusterhead CH i chooses a channel k * i = argmax h∈K i φ i,h,t , which has the maximum channel capacity φ i,h,t , as the operating channel of the cluster.
B. RL-BUDGET
RL-Budget consists of node joining and cluster size adjustment procedures.
1) NODE JOINING
Node joining allows a nonclustered SU node to join a cluster after receiving at least a single clustering message from any of its neighboring SU nodes. Algorithms 1(a) and 1(b) show the cluster formation procedures embedded in a nonclustered SU i and a SU clusterhead CH i , respectively. In Part I of Algorithm 1(a), a nonclustered SU i senses each available channel h ∈ H for a time interval T sense in a sequential manner to receive and store clustering message CMsg j sent by a SU neighbor node from a neighbor cluster C j . In Part II of Algorithm 1(a), the clustering message CMsg j is processed. The nonclustered SU i ranks the neighboring clusters based on their number of remaining tokens available at the respective clusterheads N τ i . The neighboring clusters are ranked such that a cluster C j has the highest rank (i.e., C j ,t = 1) if it has the highest number of remaining tokens available at the clusterhead compared to the other neighboring clusters (i.e., j * = argmax n∈J i N τ n ). Similarly, other clusters are ranked as second, third and so on. Subsequently,
Algorithm 1(a)
there is lack of a next cluster to be considered, then it becomes a clusterhead with nodeState i = CH . Upon node joining, SU i becomes a member node M C j ,i , and sends packets to clusterhead CH j using the operating channel of cluster C j .
Algorithm 1(b) enables a SU clusterhead to improve network scalability by granting a token to a nonclustered SU node, and improve cluster stability by ensuring that the number of common channels in a cluster must be greater than a preset threshold upon node joining. In Algorithm 1(b), a SU clusterhead CH i receives a token request message TReq j,i from a nonclustered SU j. The SU clusterhead CH i accepts the membership request, updates the number of remaining tokens available at the clusterhead CH i , namely N τ i , and sends a token τ i,j via a token acceptance message TAcc i,j to the nonclustered SU j if: a) the number of common channels in the cluster C i is greater than a preset threshold for the minimum number of common channels in a cluster upon node joining at decision epoch t, specifically N C i,t ≥ N C . This ensures that, upon the reappearance of a PU's activities in the operating channel, SU nodes in the cluster can switch their transmissions to another available common channel in the cluster, and b) there is at least a single token available, specifically N τ i ≥ 1. Otherwise, the SU clusterhead CH i rejects the membership request and sends a token reject message TRej i,j to the nonclustered SU j.
2) CLUSTER SIZE ADJUSTMENT
The cluster size adjustment procedure determines the budget value (or the optimal cluster size) in order to constrain the number of nodes in a cluster as time goes by. The RL model is embedded in a SU clusterhead CH i , and it has three main representations, namely state, action and reward as shown in Table 3 .
Part I of Algorithm 2 shows the cluster size adjustment procedure at clusterhead CH i . A clusterhead CH i observes VOLUME 6, 2018 and keeps track of its states s i,t ∈ S from the operating environment. The clusterhead CH i selects a budget value β C i ,t = a i,t ∈ A, which has the best possible Q-value Q i,t (s i,t , a i,t ) for the state s i,t , and performs cluster size adjustment (i.e., node joining (see Algorithm 1(b) in Section III-B.1)). Note that, a budget value of a i,t = 2 indicates that only two nodes can join a cluster C i , namely a clusterhead CH i itself and a member node M C i ,i . The clusterhead CH i receives data packets from its member nodes M C i . If a data packet is successfully delivered from a member node to the clusterhead CH i , the successful packet transmission gives u i,t = 1, otherwise it gives u i,t = 0. The clusterhead CH i calculates the reward r i,t+1 (s i,t , a i,t ) based on the successful packet transmission u i,t and the number of underutilized channels at clusterhead CH i using Equation (3) . Next, the clusterhead CH i updates the Q-value for the state-action pair using Equation (4).
Part II of Algorithm 2 shows the cluster split procedure of a cluster C i at clusterhead CH i . Whenever the number of available common channels in the cluster is less than the minimum threshold N C i,t < N C , the clusterhead CH i relinquishes its role as the clusterhead, splits its cluster C i by broadcasting a cluster split message TSplit i , and becomes nonclustered nodeState i = NC. The member nodes M C i becomes nonclustered nodeState i = NC upon receiving the cluster split message TSplit i . Next, Algorithm 1(a) is run to establish new clusters.
IV. PERFORMANCE EVALUATION OF RL-BUDGET
This section presents simulation setup and parameters, results and discussions, as well as complexity analysis of RL-Budget.
A. SIMULATION SETUP AND PARAMETERS
RL-Budget is implemented in network simulator QualNet 6.1. The SUs and PUs are randomly deployed in a CRN. As the main focus of RL-Budget is to adjust the cluster size in a CRN, we assume perfect channel sensing and synchronization among the SUs, and a common control channel is available for control message exchange. Table 4 presents the simulation parameters and values. In comparison to the PUs, higher number of SUs allows the SUs to form clusters and adjust their cluster sizes in a practical scenario. The minimum threshold for the number of common channels at the clusterhead is 2 (i.e., the operating and backup channels), which is lower than the number of channels in the network (i.e., 5), allowing the SUs to form larger clusters with higher budget values while reducing single-node clusters. Table 5 presents the four types of PUs' activities models with different arrival rates λ ON h and λ OFF h [32] , [34] , namely very low, low, intermittent, and high, applied to investigate the effects of different PUs' activities levels on RL-Budget. The very low PU's activity level has very short ON and very long OFF periods so a PU reappears in a channel for a very short period of time; the low PU's activity level has short ON and long OFF periods so a PU reappears in a channel for a short period of time; the intermittent PU's activity level has short ON and short OFF periods so a PU reappears in a channel more frequently despite a short period of time; and the high PU's activity level has long ON and short OFF periods so a PU reappears in a channel for a long period of time.
We compare the network performance of RL-Budget with Instantaneous-Available-Channel-Budget (IAC-Budget) and Random-Budget (R-Budget), which are proposed for comparison in this article. This is because there are lack of cluster size adjustment schemes, which adjust the cluster size dynamically as time goes by, for CRNs in the literature, although cluster size has been considered during cluster formation [15] . There are two main differences among these schemes based on the selection of the budget value and the selection of the operating and backup channels. Firstly, the budget value a) is selected using RL in RL-Budget, b) is equivalent to the number of available channels at the clusterhead at a particular time instant in IAC-Budget, and c) is randomly selected within a range from two to the number of available channels in the network in R-Budget. In other words, R-Budget does not use information (i.e., the number of available channels) from the operating environment, IAC-Budget uses instantaneous information, and RL-Budget uses longer-term information learned through RL. Secondly, the operating and backup channels a) have the highest and second highest channel capacity, respectively in RL-Budget, b) are selected randomly from a list of instantaneously available channels at a particular time instant in IAC-Budget, and c) are selected randomly in R-Budget.
B. RESULTS AND DISCUSSIONS
RL-Budget aims to: a) minimize the SU-PU interference ratio, which represents a ratio of the total number of SUs packets that interfere with PUs activities to the total number of packets sent by SU member nodes, b) minimize the number of clusters in the network, c) increase the number of nodes in a cluster to improve network scalability, as well as d) minimize the number of cluster splits or re-clusterings to improve cluster stability. This rest of this section presents the performance achieved by RL-Budget, and it is compared with IAC-Budget and R-Budget under varying levels of PUs activities, as well as the number of channels and PUs in the network, respectively.
1) EFFECTS OF VARYING PUs ACTIVITIES
In general, the cluster size reduces as the PUs' activities increase from very low to high. The numbers of SUs, PUs and channels are 15, 10 and 5, respectively. Figure 3 shows the SU-PU interference ratio for all three schemes under different types of PUs activities levels. RL-Budget achieves the lowest SU-PU interference ratio as RL determines the budget value based on successful packet delivery (see Equation 4 ). As IAC-Budget chooses a random channel out of the instantaneously available channels as the operating channel, and R-Budget chooses a random channel as the operating channel, there is a higher possibility of the reappearance of PUs activities causing interference to PUs. IAC-Budget causes the highest SU-PU interference ratio at very low, low and intermittent PUs activities levels because the budget value can be higher due to the instantaneously high number of available channels, so it creates larger clusters (see Figure 4) , and hence higher SU-PU interference ratio. Figure 4 shows the average number of nodes in a cluster for all three schemes under different types of PUs activities levels. RL-Budget achieves higher number of nodes in a cluster as compared to R-Budget under all kinds of PUs activities levels because the Q-value of RL increases with VOLUME 6, 2018 higher utilization of underutilized channels at the clusterhead and successful packet delivery, allowing more SUs to join the cluster. At intermittent and high PUs activities levels, RL-Budget has approximately the same number of nodes in a cluster as in IAC-Budget, while at very low and low PUs activities levels, RL-Budget has slightly lower number of nodes in a cluster. This is because, in IAC-Budget, very low and low PUs activities levels can cause the budget value to become higher creating larger clusters with higher SU-PU interference ratio; while RL-Budget has slightly lower number of nodes in a cluster contributing to significantly lower SU-PU interference ratio (see Figure 3) . approximately the same number of clusters in the network as IAC-Budget, while at very low and low PUs activities levels, RL-Budget creates slightly higher number of clusters in the network as compared to IAC-Budget. This is because very low and low PUs activities levels in IAC-Budget can cause the budget value to become higher creating larger clusters despite significantly higher SU-PU interference ratio (see Figure 3) . Figure 6 shows the number of times of cluster splits in the network for all three schemes under different types of PUs' activities levels. RL-Budget achieves the lowest number of cluster splits except at intermittent PUs' activity level. This is because RL helps to create stable clusters (B.2) by determining the budget value based on successful packet delivery, which considers the effect of PUs' activities for each budget value, and chooses the cluster size that has minimum effects of PUs' activities on clusters. In IAC-Budget, the budget value is the instantaneous number of available channels at the clusterhead, which may vary due to the dynamic and unpredictable nature of PUs' activities causing higher number of cluster splits. In R-Budget, the budget value is chosen randomly without considering the effect of PUs' activities, causing higher number of cluster splits. At intermittent PUs' activities level, RL-Budget has slightly higher number of cluster splits as compared to R-budget because R-Budget creates smaller clusters with lower number of nodes in a cluster (see Figure 4) , and so there is a higher number of common channels in a cluster providing more stable clusters.
In short, RL-Budget achieves lower SU-PU interference ratio of up to 33% as compared to IAC-Budget and up to 27% as compared to R-Budget without significant degradation in the average number of nodes in a cluster. RL-Budget reduces the number of clusters in the network by 19% as compared to R-Budget, while there is slightly higher number of clusters as compared to IAC-Budget to minimize SU-PU interference. RL-Budget reduces the number of cluster splits of up to 9% as compared to IAC-Budget and up to 22% as compared to R-Budget. 
2) EFFECTS OF VARYING NUMBER OF CHANNELS IN THE NETWORK
In general, a higher number of channels at the clusterhead increases the budget value. The number of SUs is 30. Each channel can have different levels of PUs activities which can be either very low, low, intermittent or high. The number of PUs and the values of their respective minimum thresholds for the number of channels in the cluster are presented in Table 6 . The values in Table 6 allows investigations into the effects of higher budget values on cluster size adjustment. Increasing the minimum thresholds for the number of common channels in the clusters with the total number of channels in the network ensures that the SUs form larger clusters; however, when the number of common channels in a cluster falls below the minimum threshold, cluster split occurs. FIGURE 7. SU-PU interference ratio generally has slight changes with increasing total number of channels in the network. RL-Budget achieves the lowest value. Lower value indicates lower number of packets that interfere with PUs' activities. Figure 7 shows the SU-PU interference ratio for all three schemes under varying number of channels in the network. RL-Budget achieves the lowest SU-PU interference ratio as RL determines the budget value based on successful packet delivery (see Equation 4 ). IAC-Budget has the highest SU-PU interference ratio at 10 channels because higher number of channels (or higher budget value) in the network can create larger clusters. R-Budget causes the highest SU-PU interference ratio at 4 channels. This is because R-Budget chooses the budget value randomly without considering the effect of PUs' activities, and at lower number of channels in the network, the effect of PUs' activities is higher causing higher interference level. However, at higher number of channels, it exploits the availability of channels in the network, reducing the SU-PU interference. Figure 8 shows the average number of nodes in a cluster for all three schemes under varying number of channels in the network. RL-Budget achieves higher number of nodes in a cluster as compared to R-Budget because the Q-value of RL increases with higher utilization of underutilized channels at the clusterhead and successful packet delivery, allowing more SUs to join the cluster. RL-Budget has approximately the same number of nodes in a cluster as compared to IAC-Budget at 4 and 10 channels, a slightly higher number of nodes at 6 channels, and significantly higher number of nodes at 8 channels. This is because higher number of channels increases successful packet delivery, and hence higher budget value, creating larger clusters (P.4). Figure 9 shows the number of clusters in the network for all three schemes under varying number of channels in the network. RL-Budget creates a lower number of clusters in the network as compared to R-Budget because RL-Budget aims to maximize the cluster size by determining the budget value based on the number of underutilized channels at VOLUME 6, 2018 FIGURE 10. Number of times of cluster splits reduces with increasing total number of channels in the network. RL-Budget generally achieves lower values. Lower value increases cluster stability.
the clusterhead which helps to create larger clusters (P.4). RL-Budget has approximately the same number of clusters in the network as IAC-Budget at 4 and 10 channels, a slightly lower number of clusters at 6 channels, and significantly lower number of clusters at 8 channels. This is because, at 6 and 8 channels, higher successful packet delivery causes the budget value to increase, and hence higher average number of nodes in a cluster (see Figure 8) , which reduces the number of clusters in the network for improved network scalability (B.1). Figure 10 shows the number of times of cluster splits in the network for all three schemes under varying number of channels in the network. RL-Budget achieves the lowest number of cluster splits except at 6 channels. This is because RL helps to create stable clusters (B.2) by determining the budget value based on successful packet delivery, which considers the effect of PUs activities for each budget value that helps to minimize such effect on clusters. At 6 channels, RL-Budget achieves slightly higher number of cluster splits as compared to IAC-Budget because IAC-Budget creates smaller clusters with lower number of nodes in a cluster (see Figure 8) , so there is a higher number of common channels in a cluster, providing more stable clusters in IAC-Budget. All the schemes achieve a lower number of cluster splits as the number of channels increases in the network. This is because higher number of channels in the network increases the number of common channels in the clusters, causing clusters to become more stable.
In short, RL-Budget reduces the SU-PU interference ratio of up to 25% as compared to IAC-Budget and up to 28% as compare to R-Budget. RL-Budget has up to 14% higher number of nodes in a cluster as compared to IAC-Budget, and up to 23% higher as compared to R-Budget. RL-Budget reduces the number of clusters in the network by 9% as compared to IAC-Budget, and by 15% lower as compared to R-Budget. Although RL-Budget creates larger clusters with higher number of nodes, it reduces the number of times of cluster splits by up to 34% as compared to IAC-Budget and up to 33% as compared to R-Budget. 
3) EFFECTS OF VARYING NUMBER OF PUS IN THE NETWORK
In general, the cluster size reduces as the number of PUs increases in the network. The number of SUs is 30, the total number of channels is 10, the minimum threshold for the number of common channels at the clusterhead is 5, and the total number of PUs varies from 20 to 120. Under this scenario, there are sufficient number of available channels for intra-cluster communication (e.g., data packet transmission) while preventing SUs from forming single-node clusters. Figure 11 shows the SU-PU interference ratio with confidence interval, which represents the maximum and minimum values, for all three schemes under varying number of PUs in the network. Comparatively, RL-Budget achieves the lowest SU-PU interference ratio from 20 to 60 PUs and the highest from 80 to 120 PUs. This is because, as the number of PUs increases, IAC-Budget and R-budget create clusters with an average of two nodes (i.e., a clusterhead and a member node) in a cluster; while RL-Budget creates clusters with at least three nodes (i.e., a clusterhead and two member nodes) in a cluster (see Figure 12 ). This reduces packet transmission from member nodes to their respective clusterheads by approximately half in IAC-Budget and R-Budget as compared to RL-Budget, and hence IAC-Budget and R-Budget achieve lower SU-PU interference ratio. Nevertheless, channels with a high number of PUs are not preferred in practice. Figure 12 shows the average number of nodes in a cluster for all three schemes under varying number of PUs in the network. RL-Budget achieves the highest number of nodes in a cluster because the Q-value of RL increases with higher utilization of underutilized channels at the clusterhead. As the number of PUs increases, the average number of nodes in a cluster reduces. This is because, at higher number of PUs, nodes in a cluster do not have a sufficient number of common channels to satisfy the criteria of the minimum threshold for the number of common channels in a cluster, and hence IAC-Budget creates smaller clusters. Figure 13 shows the average number of clusters in the network for all three schemes under varying number of PUs in the network. RL-Budget creates the lowest number of clusters in the network because it aims to maximize the cluster size by determining the budget value based on the number of underutilized channels at the clusterhead, which helps to select a higher budget value, resulting in lower number of clusters in the network for improved network scalability (B.1). With the increment in the number of PUs, the average number of clusters increases. This is because, at a higher number of PUs, SUs are unable to join a cluster due to the lack of common channels to satisfy the criteria of the minimum threshold for the number of common channels in a cluster, resulting in higher number of clusters in the network. Figure 14 shows the number of times of cluster splits in the network for all three schemes under varying number of PUs in the network. RL-Budget achieves the highest number of cluster splits as compared to IAC-Budget and R-Budget. This is because, as the number of PUs increases, IAC-Budget and R-Budget create clusters with an average of two nodes (i.e., a clusterhead and a member node) in a cluster (see Figure 12 ), and hence it achieves lower number of cluster splits, while RL-Budget creates larger clusters (P.4) to improve network scalability (B.1), and hence it achieves higher number of cluster splits. In short, RL-Budget achieves lower SU-PU interference ratio of up to 23% and 26% as compared to IAC-Budget and R-Budget, respectively. RL-Budget creates larger clusters of up to 38% higher in the average number of nodes in a cluster as compared to IAC-Budget, and up to 33% higher as compared to R-Budget without significant increase in the number of cluster splits. RL-Budget reduces the number of clusters in the network by 41% as compared to IAC-Budget, and by 33% as compared to R-Budget.
C. COMPLEXITY ANALYSIS
This section presents the complexity analysis of RL-Budget, specifically message and time complexities. Similar complexity analysis [35] has inspired the complexity analysis conducted in this section. The message complexity M represents the number of messages exchanged among the SUs to form and adjust the cluster size based on the Q-values (i.e., cluster splits). The message complexity M is increased by one when a SU sends/ broadcasts a message to its neighboring SU(s) [32] , [35] . The time complexity T represents the number of time steps incurred to perform cluster size adjustment. We assume discrete time steps. Each time step starts with a message transmission from a SU sender and ends with a complete processing of the message at a SU receiver [32] , [35] . RL-Budget incurs three types of overheads, including clustering information broadcast, cluster size adjustment and cluster splitting overheads.
Clustering information broadcast requires each SU i to broadcast clustering messages CMsg i at a rate of γ CMsg i , which is the number of clustering messages broadcast by a SU i within a preset time interval T CMsg i in order to exchange clustering information with neighboring SUs J i . Suppose, the average number of time steps of a cluster size adjustment procedure (i.e., cluster size adjustment and cluster splitting) is E. With |I | SUs in the network, the message complexity is M c = |I |Eγ CMsg i and the time complexity is T c = E for clustering information broadcast.
Cluster size adjustment adjusts the cluster size based on the budget value. Each nonclustered SU i senses each available channel k i ∈ K i for a T sense period in order to receive clustering message CMsg j from neighboring SUs J i . Consider a nonclustered SU i in two scenarios. Firstly, there is no neighboring clusters, so SU i declares itself as a clusterhead, and then broadcasts its node state nodeState i = CH to potential neighboring SUs J i . So, it takes M a = 1 message and T a = T sense + 1 time steps. Secondly, there are more than a single neighboring cluster from which the SU i receives clustering message CMsg j . The SU i sends a token request message TReq i,j to the clusterheads CH j∈J i , unfortunately all of them returns a token reject message TRej j∈J i ,i , and so the SU i declares itself as a clusterhead CH i , and then broadcasts its node state nodeState i = CH to the neighboring SUs J i . So, it takes M a = 2N CH + 1 messages and T a = T sense + N CH + 1 time steps. Hence, the message complexity is M a = [1, 2N CH + 1] and the time complexity is T a = [T sense + 1, T sense + N CH + 1] for cluster size adjustment.
Cluster splitting splits a cluster based on the number of common channels in a cluster. A clusterhead CH i splits its cluster C i whenever the number of available common channels in a cluster is less than its threshold N C i,t < N C . The clusterhead CH i broadcasts a cluster split message TSplit i with nodeState i = NC to its member nodes M C i . So, it takes M s = 1 message and T s = 1 time step.
In short, the overall message complexity is M = [|I |Eγ CMsg i + 2, |I |Eγ CMsg i + 2N CH + 2] and the overall time complexity is T = [E + T sense + 2, E + T sense + N CH + 2] time steps for RL-Budget.
V. CONCLUSIONS AND FUTURE WORK
This article presents RL-Budget, which is a novel cluster size adjustment scheme based on an artifical intelligent approach called reinforcement learning and a budget-based approach for cognitive radio networks (CRNs). Compared to the non-RL budget-based approach, the proposed approach has been shown to improve network scalability by reducing the number of clusters in the network of up to 41%, and cluster stability by reducing the number of cluster splits of up to 34%, as well as to reduce interference from secondary users to primary users (PUs) of up to 33%, under three varying factors, including PUs' activities levels, the number of channels in the network, and the number of PUs in the network. Further research can be pursued to investigate two main open issues. Firstly, multiple-hop clusters can be established. As an example, RL-Budget can be extended to multiple-hop clusters in which tokens can be allocated to member nodes who distribute them among their respective neighbor nodes. Secondly, cluster merging can incorporated to improve network scalability without significantly jeopardizing network performance (e.g., SU-PU interference ratio in CRNs). In addition, Table 1 presents a wide range of potential enhancements, which have yet to be considered in this article, that can be further investigated for RL-Budget. This includes addressing the challenges (i.e., energy constraints, non-uniform resource availability, and isolated nodes), improving the network performance (i.e., higher uniformity, lower energy consumption, and lower overhead), and so on.
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