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Abstract This paper presents an automatic image synthesis
method to transfer the style of an example image to a con-
tent image. When standard neural style transfer approaches
are used, the textures and colours in different semantic re-
gions of the style image are often applied inappropriately
to the content image, ignoring its semantic layout, and ru-
ining the transfer result. In order to reduce or avoid such
effects, we propose a novel method based on automatically
segmenting the objects and extracting their soft semantic
masks from the style and content images, in order to pre-
serve the structure of the content image while having the
style transferred. Each soft mask of the style image repre-
sents a specific part of the style image, corresponding to the
soft mask of the content image with the same semantics.
Both the soft masks and source images are provided as mul-
tichannel input to an augmented deep CNN framework for
style transfer which incorporates a generative Markov ran-
dom field (MRF) model. Results on various images show
that our method outperforms the most recent techniques.
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1 Introduction
Style transfer is a process of migrating a style from a “style
image” to a “content image”. The goal is to be able to gener-
ate different renditions of the same scene according to differ-
ent style images. Image style transfer has become a popular
problem in computer vision and graphics, and can gener-
ate impressive results covering a wide variety of styles for
both images [16] and videos [35]. It has also been widely
employed to solve problems such as texture synthesis [9],
inpainting [6], head portraits [36,12], super-resolution [23,
7], font generation [1], and smoke simulations [25]. More-
over, a number of useful applications of image style transfer
have been shown, such as: stylisation of 3D CAD models
for more aesthetically pleasing presentation of design solu-
tions [33], stylisation of maps to provide better visualisa-
tion [22], stylisation to provide seamless integration of con-
tent in augmented reality [28], and stylisation of 3D models
for technical illustration [20].
When existing neural style transfer methods are applied
to images with complex structures, visual elements from the
style image are often transferred to semantically irrelevant
areas of the content image. In order to achieve good results,
users must pay attention to the composition and/or the se-
lection of the style image, because for example the back-
ground colours or textures will often ruin the style transfer
results, especially for portraits where the artefacts can be
particularly off-putting. Addressing this problem, [4] (and
subsequently [17]) recently proposed a method which uses
a manually generated semantic map to help control the style
transfer, and can achieve better results than some common
methods.
In this paper, we specifically consider the problem of
image style transfer guided by automatically extracted soft
semantic masks. To achieve this, we adapt various semantic
segmentation and labelling techniques to extract soft masks
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associated with specific semantics. By deploying the seman-
tic masks to control the transfer, it is possible to avoid errors
such as those shown in figure 1(c) generated using the CNN-
MRF method [29] in which stylised foreground objects are
contaminated by the background texture, and vice verse.
The main contributions of the paper are as follows:
1. We adapt a state-of-the-art semantic segmentation method [48]
to generate semantic masks automatically. Instead of us-
ing hard segmentation as [48], we propose to use soft
masks containing the probabilities of occurrence of dif-
ferent objects in the image, since they preserve more
information and are more robust when image regions
have similar chances of belonging to multiple object cat-
egories. They are used to capture elements of the styles
for objects in the style image and to preserve the struc-
ture of the content image. For the human face in particu-
lar we use a more detailed segmentation, in which differ-
ent facial parts such as the nose, eyes and mouth are also
automatically segmented, providing fine-grained control
in perceptually crucial areas; these are also treated as se-
mantic masks.
2. We augment a trained deep convolutional neural net-
work by concatenating K soft mask channels and N chan-
nels of regular filters. This is further combined with a
generative Markov random field (MRF) model [29] for
image style transfer. Both the style and content images
and their semantic maps are input into the augmented
deep convolutional neural network. Extensive experiments
show that such higher-level semantic information im-
proves the quality of style transfer.
2 Related Work
Style transfer using deep networks. The success of deep
CNNs (DCNNs) in image processing has also raised inter-
est in image style transfer. [38] proposed a new style trans-
fer method for headshot portraits. During their method, they
presented a new multiscale technique based on deep net-
works to robustly transfer the local statistics of an example
portrait onto a new one. [16,15] showed remarkable results
by using the VGG 19-layer network for style transfer. Their
approach was employed in unguided settings and taken up
by various follow-up papers. [17] in particular extended the
Gram matrix method beyond the paradigm of transferring
global style information between pairs of images, and they
introduced control over spatial location, colour information
and spatial scale. [46] built a Multi-style Generative Net-
work (MSG-Net), which achieved real-time performance.
[41] presented an alternative approach which trained com-
pact feed-forward convolutional networks. The resulting net-
works are extremely light-weight and can generate images
faster than [16]. By combining the benefits of training feed-
forward convolutional neural networks and perceptual loss
functions, [23] presented a novel approach for image style
transfer. [29] suggested an approach to preserving local pat-
terns of the style image. Instead of using a global represen-
tation of the style computed as a Gram matrix, they used
patches of the neural activation from the style image. [35]
presented an approach that transfers the style from one im-
age (for example, a painting) to a whole video sequence. In
order to solve the problem of distortions which made the re-
sult look like a painting in photographic style transfer, [32]
developed a photographic style transfer method which con-
strains the transformation from the input to the output by
using a photorealism regularization term. [24] proposed a
new method named deep image analogy which is based on
finding semantically-meaningful dense correspondences be-
tween two input images for image visual attribute transfer.
Different from the image domain transfer problem, [5] pro-
posed a new approach which involves two asymmetric func-
tions, which are a forward function that encodes example-
based style and a backward function that removes the style,
for applying and removing makeup.
Two main types of methods are used in deep learning
based style transfer: global approaches based on the Gram
matrix or other global measures, and local approaches based
on patch matching. Compared to the global methods, meth-
ods based on patch matching are more flexible and better
cope with cases in which the visual styles or elements vary
across the image. However, they could also produce visi-
ble artefacts when there are local matching errors. In order
to control the region of application of the style image, [17]
used several manually specified spatial guidance channels,
containing values in [0,1], for both the content and style im-
ages. Their experiments showed that the guidance channels
can ensure that the style is transferred between regions of
similar scene content in the content and style images. It is
however time-consuming to produce masks. As a result, for
examples in their paper, they just used a mask to separate
two parts of the image (e.g. sky and non-sky) for simple
spatial control, and did not distinguish more detailed con-
tent in the images. For most methods not based on local
matching such as [42,30], they are prone to indiscriminately
transfer different styles, which belong to specific objects in
the style image, across the content image, thereby degrad-
ing the transfer result. Also, some methods use domain spe-
cific models and therefore cannot be applied to general im-
ages [5].
MRF-based image synthesis. Markov Random Fields
(MRFs) are a famous framework for non-parametric image
synthesis [10], [13]. [27] and [26] modelled the texture as
an MRF and computed some approximation to the optimal
solution. [47] formulated the patch mapping problem as a la-
belling problem modelled by a discrete MRF. Moreover, [14]
proposed a novel unsupervised method for texture and colour
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Fig. 1 Automatic semantic style transfer using deep convolutional neural networks.
transfer based on MRFs. In their approach an adaptive patch
partition is used to capture the style of the example image
and preserve the structure of the source image. MRF models
suffer from a limitation that local image statistics are usu-
ally not sufficient for capturing complex image layouts at
a global scale. [44] and [26] proposed a multi-resolution
synthesis approach to improve this. We adapt this in our
method. [29] presented a combination of generative Markov
random field (MRF) models for image synthesis. Unlike other
MRF-based texture synthesis approaches, their combined sys-
tem can both match and adapt local features with consid-
erable variability, and therefore our paper is based on this
method.
Semantic segmentation. Recently, CNN architectures
have been shown to be capable of providing semantic seg-
mentation [19,40], generic object detection [31] and image
completion [18]. [19] proposed a method called R-CNN,
which combines region proposals with CNNs. In [18], a deep
CNN is used to disentangle patch structure and style, and vi-
sual aesthetics (style) alongside structure and semantics are
used to enhance image completion. [34] applied a trained
network (VGG 16-layer net) to each proposal in an input
image, and constructed the final semantic segmentation map
by combining the results from all the proposals. [37] pro-
posed a fully convolutional network for semantic segmen-
tation. For producing accurate and detailed segmentations,
they defined a skip architecture which combines semantic
information from a deep, coarse layer with appearance infor-
mation from a shallow, fine layer. In order to achieve better
results, some existing face detection methods are also used
in style transfer. By searching a database using Face++ [11]
to find images with similar poses to a given source portrait
image, [45] presented a novel colour transfer approach for
portraits. [48] introduced a new form of convolutional neural
network that combines the strengths of Convolutional Neu-
ral Networks and Conditional Random Fields based proba-
bilistic graphical modelling. These models rely primarily on
convolutional layers to extract high-level patterns, and then
use deconvolution to label the individual pixels. Currently
they have trained this model to recognise 20 classes, and
our paper uses this method to obtain some semantic content
from images.
Limitations of current methods. Although there has
been considerable development on neural style transfer, the
recent methods tend to have the same types of problems as
the earlier works. Most existing methods either use Gram
matrices (or equivalent measures) which treat images glob-
ally, or for methods based on local patch matching, can often
match regions of one object in the style image to regions of a
different object in the content image, causing artefacts such
as those shown in figure 1. This is more critical for human
faces as subtle mismatches can be detrimental to the qual-
ity of synthesised images. To address this, existing meth-
ods [4,17] use manual segmentation to improve style trans-
fer. However, manual segmentation is time-consuming and
laborious. In contrast, our method automatically performs a
partial soft semantic segmentation of the content and style
images. We augment the CNNMRF model used in [29] to
further incorporate soft semantic masks, which can better
capture features from the style image and preserve the struc-
ture of the content image. Another issue is that it is difficult
to disentangle content and style, and so the transfer from one
image to another tends to include some (undesired) elements
of content in addition to style. Although we do not address
this problem explicitly, by limiting the transfer of style to
appropriate local regions the issue is mitigated.
We first briefly introduce our augmented DCNN archi-
tecture in section 3, followed by details for the style transfer
algorithm in section 4. We then provide details for automatic
semantic mask extraction in section 5. Experimental results
and discussions are presented in section 6 and finally con-
clusions are drawn in section 7.
3 Architecture
We now discuss our augmented DCNN architecture which
is based on VGG 19-layer network [39] for style transfer.
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It takes as input a content image and a style image, both of
which are fed into the VGG 19-layer network. The DCNN
architecture combines pooling and convolution layers l with
3× 3 filters (for example, the first layer after second pool-
ing is named Conv3 1). Like common DCNNs, intermediate
post-activation results denoted as xl for the layer l consist
of N channels, which capture patterns from the source im-
ages for each region of the image. Our augmented network
is shown in figure 2.
Our augmented network also takes K semantic soft masks
as input, which are down-sampled to produce semantic chan-
nels pl at layer l with the same resolution as xl .
We concatenate them to form the new output with N+K
channels, defined as dl and labelled accordingly for each
layer (e.g. myConv4 1). Before concatenation, the semantic
channels are weighted by parameter β to balance their im-
portance:
dl = (xl ,β pl). (1)
We set β = 20 which we have found experimentally to
provide interesting results.
4 Semantic Style Transfer Optimization function
Next, we introduce our style transfer model. We use an aug-
mented loss function which is based on a patch-based ap-
proach [29] for style transfer, using optimisation to minimise
content reconstruction error Ec and style remapping error Es,
which combines an MRF and a DCNN model, given a style
image xs ∈ R
3×ws×hs , a content image xc ∈ R
3×wc×hc , and se-
mantic maps mck ∈ R
wc×hc and msk ∈ R
wc×hc associated with
the content and style images, respectively (k = 1,2, . . . ,K).
For simplicity, the semantic masks for the content and style
images are also collectively represented as mc ∈ R
wc×hc×K
and ms ∈ R
ws×hs×K . The style transfer result image is de-
noted by x ∈ R3×wc×hc . Since the synthesised image x is
expected to have the same semantic layout as the content
image, we treat mc also as the semantic masks for the syn-
thesised image. During our method, we make the high-level
neural encoding of x similar to xc and use the local patches
similar to patches in xs. As a result, the style of xs is trans-
ferred onto the layout of xc. Meanwhile, we penalise patch
matches with inconsistent semantic masks. We define an en-
ergy function as follows and seek x that minimises it:
E(x)=α1Es(Φ(x),Φ(xs),Φ(mc),Φ(ms))+α2Ec(Φ(x),Φ(xc)).
(2)
Es and Ec are defined as the style loss function and content
loss function respectively, where Φ(x) is x’s feature map
(activation) that the network outputs in some layer, Φ(xs)
is the feature map (activation) of the style image xs in the
same layer, and Φ(mc) and Φ(ms) are the semantic masks
of the content and style images downsampled to the same
resolution as Φ(x) and Φ(xs). For our method, Es aims to
penalise inconsistencies in neural activations and/or seman-
tic masks between x and xs. Ec computes the squared dis-
tance between the feature map of the synthesised image and
that of the content source image xc. Since x is assumed to
have the same content layout as xc, Ec does not involve the
semantic masks.
Style loss function: We extract all the local patches from
Φ(x), denoted as Ψ(Φ(x)). For a given layer, assuming N is
the number of channels, each patch in Ψi(Φ(x)) has size t ×
t×N, where t is the width and height of the patch. Similarly,
Ψ̃(Φ(mck)) and Ψ̃(Φ(msk)) are the down-sampled semantic
masks of extracted patches, each of size t × t. We define the
modified energy function Es incorporating semantic masks
as
Es(Φ(x),Φ(xs),Φ(mc),Φ(ms)) =
P
∑
i=1
‖Ψ ∗i (Φ(x))−Ψ
∗
NN(i)(Φ(xs)) ‖
2+
P
∑
i=1
K
∑
k=1
‖ Ψ̃i(Φ(mck))−Ψ̃NN(i)(Φ(msk)) ‖
2
,
(3)
where P is the number of patches in the synthesised image.
For each patch Ψi(Φ(x)) with semantic masks Ψ̃i(Φ(mck))
we find its best matching patchΨNN(i)(Φ(ms)) orΨNN(i)(Φ(xs))
using normalised cross-correlation over all Ps example patches
in Ψ ∗(Φ(xs)):
NN(i) := argmax
j=1,...,Ps
Ψ ∗i (Φ(x)) ·Ψ
∗
j (Φ(xs))
|Ψ ∗i (Φ(x)) | · |Ψ
∗
j (Φ(xs)) |
, (4)
where Ψ ∗i (Φ(x)) =
(
Ψi(Φ(x)),βΨ̃i(Φ(mc))
)
is the concate-
nation of neural activation and semantic masks for the ith
patch of the synthesised image, andΨ ∗j (Φ(xs))=
(
Ψj(Φ(xs)),βΨ̃j(Φ(ms))
)
is the concatenation of neural activation and semantic masks
for the jth patch of the style image. The nearest patch thus
takes both style similarity and semantic consistency into ac-
count.
Content loss function: In order to control the content
of the synthesised image, we define Ec as the squared Eu-
clidean distance between Φ(x) and Φ(xc):
Ec(Φ(x),Φ(xc)) = ‖(Φ(x)−Φ(xc)‖
2
. (5)
Like method [29], we also minimise Equation 2 using
backpropagation with L-BFGS. In Equation 2, α1 and α2
are weights for the style image and the content image con-
straints, respectively. According to our experiments, we set
α1 = 10
−4 and α2 = 20, and these values can be fine tuned
to interpolate between the content and the style preservation.
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Fig. 2 Style transfer framework with deep neural networks and soft masks.
5 Automatic Soft Semantic Mask Extraction
[4] manually generated the semantic masks that they used
in their work to control the style transfer. [12] proposed a
stylised facial animation method by using facial segmenta-
tion. During [4], each image used one mask containing se-
mantic labels, where each component (not necessarily con-
nected) was indicated by a particular pixel value in the im-
age. Often these values were carefully chosen so that com-
ponents with similar appearance such as ear and nose would
be assigned similar mask values. Not only is it tedious to
manually segment the image, but for most images some parts
cannot be partitioned accurately. Therefore, instead of us-
ing a single crisp mask to control an image stylisation, we
propose to use a set of soft masks. Such soft masks pro-
vide more information than a single crisp mask, and do not
require potentially unreliable boundaries to be set in the se-
mantic mask, which is especially beneficial at ill-defined ob-
ject boundaries.
In this paper we aim to automatically generate soft masks.
Obviously this would make mask-based style transfer more
convenient for the user. However, generating appropriate masks
is challenging. Ideally, the segmentation of the style and
content images should be consistent, e.g., using co-segmentation
[43]. However, such approaches have not been developed for
semantic segmentation. Moreover, the different appearance
of photographs compared to artwork (typically used for style
images) leads to the cross-depiction problem [21], so that se-
mantic segmentation techniques trained on photographs will
fail on paintings. In this paper we not only demonstrate our
approach for the domain of portraits, which are a popular
topic for style transfer [36], and non-photorealistic render-
ing in general, but also show stylisation of scenes containing
other objects, such as cars and trains. Portrait style transfer
allows us to leverage state-of-the-art techniques for face de-
tection, which are more robust than general segmentation
methods, and are effective even for many artworks. During
our method, facial component masks are automatically ex-
tracted using a combination of semantic segmentation, facial
landmark detection, and skin detection.
5.1 Semantic Image Prediction
[48] proposed a semantic segmentation method named CRF-
RNN. CRF-RNN achieves a good result on the popular Pas-
cal VOC segmentation benchmark. This improvement can
be attributed to the uniting of the strengths of CNNs and
CRFs in a single deep network. In our work, we use CRF-
RNN to produce semantic probability maps. Instead of la-
belling each pixel with an object category, we skip over the
max pooling stage and extract the neural activations before
that and rescale them to [0, 1]. These are treated as proba-
bility maps predicting the chance of each pixel belonging to
each object category. An example is shown in figure 3.
Using their pre-trained model with 20 categories pro-
vides 20 probability masks which represent different types
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(a) content (b) style (c) probability
map for (a)
(d) probability
map for (b)
Fig. 3 Probabilistic semantic segmentations using CRF-RNN [48] for
person prediction.
of objects. Since most images only contain a small number
of object types, rather than using all 20 semantic masks we
just use a subset of five so as to reduce memory requirements
and improve efficiency. For a given content and style image
pair the five semantic masks are automatically selected as
the five masks maximising their average probability.
We have found that the CRF-RNN is mostly reliable for
photographs. For paintings its performance degrades, espe-
cially as the style of the artwork becomes more extreme.
However, it is still capable of producing adequate extrac-
tions of people, cars, etc. for many paintings (used as style
images) that we have tested.
5.2 Skin Detection
Skin detection is performed on the photographic images [3],
using a rule-based analysis of pixels in YCbCr colour space.
The skin mask is then intersected with the person mask pro-
vided by the CRF-RNN, so as to subdivide the person into
skin and non-skin (e.g. hair, clothing). An example is shown
in figure 4.
Since skin detection is primarily colour based, it is not in
general effective on artwork due to the typical colour shifts,
as well as distortions caused by strong brush stroke textures.
Therefore, for paintings the facial region is detected using
the face detector, rather than using skin detection.
5.3 Face and Facial Part Segmentation
Facial landmark detection aims to detect key-points in hu-
man faces, e.g. eyebrows, eyes, nose. There is an extensive
literature on this topic. For example, [8] developed a style-
aggregated network (SAN) to deal with the large intrinsic
variance of image styles for facial landmark detection. One
application of facial landmark detection is for face and facial
part segmentation, which is used in our method.
During our method, the facial landmark detection is per-
formed using OpenFace [2], which is based on Conditional
Local Neural Fields, a version of the well known Constrained
Local Model approach. Alternative facial landmark detec-
tion methods may be used instead. Sixty-eight facial land-
(a) skin (b) nose (c) eyes (d) mouth (e) masks
Fig. 4 Segmentation of facial components for the images in figure 3.
marks are located, from which the eye, nose, inner and outer
mouth regions are determined – see figure 4.
Since the facial landmarks only cover the lower half of
the face, the outline of the face is extended upwards, and
intersected with the person mask provided by the semantic
segmentation to produce a good approximation to the head
region. This mask is used for artwork. For photographs the
skin mask is used instead of the extended facial region as it
is more accurate (although prone to noise).
The above steps result in a set of masks that are blurred
to produce soft masks identifying the following objects: face/skin,
nose, eye, mouth, see figure 4 for an example. To provide
a more compact visualisation we also combine the set of
soft masks into a single colour image, see figure 4. The soft
masks for body, background and face/skin are mapped to
red, green, blue respectively, while the eyes, nose and mouth
values are mapped to cyan, yellow, magenta respectively.
(Note that when performing style transfer the multiple soft
image masks are used instead.)
5.4 Background Masks
The individual foreground masks are combined by first ap-
plying a max operation to the set to produce a single fore-
ground mask. This is inverted (subtracted from one) to gen-
erate a single background mask.
6 Results
We use the pre-trained VGG 19-layer network with the aug-
mented layers myConv3 1 and myConv4 1. For layers relu3 1,
relu4 1, myConv3 1 and myConv4 1 we use 3× 3 patches,
and we set the stride to one. Following the patch-based ap-
proach of [29], we synthesise at multiple increasing resolu-
tions, and randomly initialise the optimisation. On a GTX
Titan with 12GB of GPU RAM, synthesis takes from 5 to
30 minutes depending on the output quality and resolution.
We will now compare the proposed method with sev-
eral popular methods: [16,29,42,30] which are representa-
tive global and local neural style transfer methods, and [17,
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4] which use manual segmentation to improve style transfer.
Note that for our method multiple soft masks were used; the
single colour mask is just shown for illustrative purposes.
For [4], we set the content weight to 10, style weight to 25,
semantic weight to 100, and we use the masks from [4] when
available and otherwise manually draw them ourselves. For [17],
we used two image maps of values in the range [0,1] for
content and style images like figures 3(c, d), similar to the
examples used in their paper, which are also used in our
method. To partially overcome orientation and scale differ-
ences between the style and the content images, we also al-
low a range of rotations and scalings to be considered in the
CNNMRF, following the settings in [29].
We use figure 3(a) with several different backgrounds as
the content image, and choose figure 3(b) as the style image.
Style transfer results obtained by the different methods are
shown in figure 5. Considering the six existing methods and
by comparing the results in figure 5, it seems that [16] , [23]
and [29] cannot transfer the background texture well. [4]
achieves better background texture transfer, comparable to
our method, but some key facial parts (nose and mouth) are
lost. [17] can control the spatial texture very well, but the
human style transfer is not so good. It also generates errors
in rows 1 and 2 of figure 5 (d). Because both our method
and [29] are based on the MRF regulariser, and [23,16,42,
30] have also demonstrated some good results, we mainly
compare our results with those methods.
Given content and style images in figure 6, figure 7 shows
style transfer applied separately to photographs of men and
women. We transfer the style of each style image to each
content image. We can see from figure 7 that our method
can achieve better results than the other methods and avoid
errors in applying style transfer to inappropriate parts. The
style images contain a range of simple and more compli-
cated textures. In both cases, our method achieves effective
results, and preserves the content of the images. [29] can
also achieve interesting results, but only for simple texture
images.
For style images that contain a mixture of textures – e.g.
rows 2 and 6 in figure 6 – the results of [29] have many
errors in which styles are misapplied. [16] cannot transfer
enough style to content image. [23], [42] and [30] also
generate some imperfect results. Our method can achieve
better results in specific parts in mouth and eyes. For exam-
ples in rows 7 and 8 of figure 6, our method can achieve
better results in specific parts in eyebrows, mouth and eyes
and mouth area.
Detection of skin and facial parts is affected by differ-
ent skin colour, and by significant variations in illumination.
However, our pipeline is reasonably robust, and is demon-
strated on the content images shown in figure 8 which pro-
vide an example with harsh lighting and another with dark
skin. The visualisations of their soft masks in figure 8 re-
veals some minor errors, but our method produces robust
style transfer results (figure 9). In comparison we see many
existing methods have difficulty stylising such images.
Style transfer of different object types. More exam-
ples of style transfer for objects like train, car, bus and boat
are shown in figures 10 and 11. In these examples, in the
mask images the green part shows the background proba-
bility mask, and the red part shows the object probability
mask. Our method produces better results in all these ex-
amples. The comparison results are shown in figure 11. Our
method achieves effective results, and preserves the content
of the images. [29] can also achieve interesting results, but
the results of [29] still have many errors in which styles
are misapplied. [16] cannot transfer enough style to content
images. [23], [42] and [30] generate some imperfect results
too. Our method can achieve better results in specific parts
in background area.
Comparison of soft masks and binary masks. Fig-
ure 12 shows probability masks of trains, and in the mask
images the green part shows the background probability mask,
and the red part shows the object probability mask. We com-
pare our method using soft masks (shown in the second row)
with alternative binary masks (shown in the third row). In
comparison, the results with the soft masks in figures 13(b,
d) not only avoid choosing thresholds but also are visually
better than with hard masks (a, c) since more information is
preserved.
Automatic multi probability map selection. Not only
will probability maps provide a richer feature vector that
will benefit the style transfer, but avoiding the need for thresh-
olding or winner-take-all selection has the potential to im-
prove robustness. Figures 14 and 15 show an example in
which our automatic semantic mask selection effectively chooses
relevant object types (person and dog). It demonstrates style
transfer using our method when multiple object categories
are present. Note that even though the irrelevant 3rd–5th
masks contain very little response, it is not a problem to in-
clude them.
Figure 16 shows a further example of style transfer us-
ing multiple classes along with greater variation of pose and
image composition.
One can see in figure 16 that the red color in the style im-
age is propagated into the background in figure 16(g) when
the soft mask weight β = 20. When the soft mask weight
is set as β = 25 (i.e., with a higher semantic mask weight),
it effectively constrains style transfer, and no red color is
propagated into the background, as shown in figure 16(h).
Our method also allows styles to be transferred from
multiple style images to a single content image. In this case,
the semantic masks are essential to direct the method to
choose suitable patches. Some interesting style transfer re-
sults are shown in figure 18 with input images and their
masks presented in figure 17.
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(a) Content (b) [16] (c) [23] (d) [17] (e) [4] (f) [29] (g) [42] (h) [30] (i) Our
Fig. 5 Style transfer results from several methods using versions of a content image with varied backgrounds.
(a) (b) (c) (d) (e) (f) (g) (h)
Fig. 6 Style (a,b,e,f) and content (c,d,g,h) images along with visualisations of their soft masks.
Colour control. Our method better preserves objects and
their styles, thanks to soft semantic masks. However, simi-
lar to existing neural style transfer methods, when the same
object from the content and style images has substantially
different colours, our method tends to produce stylised im-
ages with colours mixed. An example is shown in figure 19
where the red car in the content image and the blue car in
the style image lead to the purple car in the stylised result.
[17] proposed two methods to control colour information in
style transfer which can better preserve colour in the content
image during stylisation, and we demonstrate applying their
approach to our method.
In the first approach we perform style transfer only in the
luminance channel, while keeping the chromiance channels
from the content image unchanged. To improve matching,
before style transfer, we also use intensity mapping for each
luminance pixel Ls in the style image to obtain Ls∗
Ls∗ =
Dc
Ds
(Ls −us)+uc, (6)
where uc and us are the mean luminances of the content and
style images, respectively, and Ds and Dc are their standard
deviations. For the second method, we apply colour his-
togram matching before style transfer. Each RGB pixel Ps
in the style image is transformed as
P∗s = APs +a, (7)
where A is a 3×3 matrix and a is a 3-vector such that after
the transformation the mean and covariance of the style im-
age matches the content image. Colour control results based
on the two methods are shown in figure 19. The standard re-
sult is shown in figure 19(a). We can see that, it can achieve
a good colour control result by using the luminance chan-
nel, and is shown as figure 19(b). However, by using colour
histogram matching method, there is some wrong colour
transferred in background in figure 19(c). This is because a
global transformation is not sufficient to capture colour dif-
ferences between the content and style images. The method
may work better if the transformation is applied separately
for individual objects. However, since our method does not
produce hard segmentation, it is not obvious how this can be
achieved.
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Fig. 7 Human style transfer comparison.
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(a) (b) (c) (d)
Fig. 8 Content (a,c) images along with visualisations of their soft
masks(b,d).
Failure cases and Limitations. Different categories of
segmentation failures can occur, and affect the style trans-
fer results in different ways. If an object present in the con-
tent image does not exist in the style image then the transfer
result for that object will be similar to the results for the
baseline CNNMRF method that we use [29]. If an object
in the style image is mis-recognised as another object then
there are two possibilities. If this object does not exist in
the content image then again the result will be similar to the
baseline method. Alternatively, the faulty classification will
result in faulty style transfer.
An example of the effect of a segmentation failure is
shown in figure 20. The content image is reasonably well
segmented, but the more challenging task of segmenting the
artwork used as the style image contains greater errors. While
the skin (generated using the face fitted by OpenFace) is de-
tected reasonably well in the style image, the head (gener-
ated using the CRF-RNN) is missing the left-hand part of the
hair. This has caused our method to match part of the con-
tent image’s background to hair, and consequently stylise
it as hairy. Despite this flaw, the result is still considerably
better than the baseline CNNMRF method which contains
many instances of inappropriate style transfer.
Our method relies on automatically calculated semantic
masks. When some objects, either in the content image or in
the style image, are not correctly detected, the method can-
not find the correct matching for the missing objects. Fig-
ures 21 and 22 show some failure examples of this kind.
One can see from figure 21 that, because the dog in the
style image is not correctly detected in semantic segmen-
tation (figure 21 (f)), the style of the dog in figure 21(d) is
not transferred to the dog in the output image. In the exam-
ple shown in figure 22, the dog in the content image in fig-
ure 22(a) is not segmented correctly where part of it is con-
sidered to belong to the man, the style (red clothing) from
the man in the style image is erroneously transferred to the
dog in the output image.
Modifying the number of masks. The semantic seg-
mentation significantly affects the style transfer results. For
some style images, for example some paintings of portraits,
it is difficult to automatically segment the face, skin, month,
eyes, etc., and to properly segment the background and fore-
ground. If the accuracy and reliability of the semantic seg-
mentation can be improved, this will lead to better style
transfer results. Figure 23 shows an experiment in which the
number of labels in the semantic masks is increased, and
demonstrates the importance of separately labelling all the
major components of the face.
Modifying the soft mask weight. There are three pa-
rameters in our style transfer model, α1, α2 and β which
are the weights for the style, content and semantic mask
loss terms. Since the effect of α1 and and α2 is consid-
ered in [29], we focus on studying the effect of β . By de-
fault we set the soft mask weight β = 20. This value can be
adjusted to control the importance of semantic compliance.
Figure 24 demonstrates the effect of modifying β using the
content image in figure 6(c) and style image in figure 3(b),
where α1 = 10
−4, α2 = 20. When β is too small, the result
does not have sufficient semantic control and can produce
semantically wrong matches. On the other hand, setting β
too large may result in matched patches having poor con-
tent/style consistency. According to our experiments, β ∈
[15,35] achieves best results.
Modifying the content and style weight. Further ex-
periments are carried out, in which α1 and α2 are modi-
fied while β = 20 is fixed. Figure 25 demonstrates the effect
of modifying α1 using the content image in figure 6(c) and
style image in figure 3(b), where α2 = 20. Using the same
images, figure 26 demonstrates the effect of modifying α2,
where α1 = 10
−4.
When α1 or α2 is too small, the result does not have
sufficient content/style information. On the other hand, set-
ting α1 or α2 too large may result in matched patches hav-
ing poor style/content consistency. According to our exper-
iments, α1 ∈ [10
−3
,10−4] and α2 ∈ [20,40] achieve best re-
sults.
User evaluation. In addition to visual inspection, we
also performed a quantitative comparison with five existing
methods. Since there is no standard automatic style trans-
fer measure or test, we performed a user study in which the
users were presented with a style image, a content image,
and stylised output images from the following four meth-
ods: I [16], II [23], III [29], IV, which is our method, V [42]
and VI [30].
The user study is designed using the 2AFC (Two-Alternative
Forced Choice) paradigm, widely used in perceptual stud-
ies due to its simplicity and reliability. In each trial the user
was asked to complete two tasks by answering the following
questions:
– Task 1: Given the two result images, which image better
matches the target style?
– Task 2: Given the two result images, which image do
you prefer?
For each question, the user can choose either of the two re-
sult images.
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(a) input (b) [16] (c) [23] (d) [29] (e) [42] (f) [30] (g) Our
Fig. 9 Portrait style transfer comparison for content images with harsh lighting and dark skin.
(a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k) (l)
Fig. 10 Content (a,b) and style (c,d) images and their soft masks.
To make the comparison more meaningful while limit-
ing the user effort to a reasonable level, we used the full set
of results that were contained in figures 3, 6, 10, containing
12× 6 = 72 test images (6 sets for human faces and 6 sets
without human faces) and stylised results generated by the
six methods. For each task, 50 users participated in the user
study, with ages ranging from 17 to 54. To avoid bias, we
randomised the order of image pairs shown as well as their
left/right position. Altogether, results of each method are
compared against 12×5= 60 results of alternative methods.
We recorded the total number of user preferences (clicks) for
each method, and treat these as random variables.
We performed the ANOVA test and results are shown in
figures 27 and 28. The p-values comparing our method and
alternative methods are shown in table 1. They show that the
method proposed in this paper has the highest mean score
and is preferred by the majority of the users. The difference
between our method and alternative methods is statistically
significant (at the level of 0.05).
7 Conclusions
Our paper demonstrates the benefits of automatic seman-
tic mask extraction by combining state-of-the-art methods
for both semantic segmentation and facial features. Using
soft masks helps mitigate this, but there is certainly scope
to improve semantic segmentation, or to develop methods
dedicated to generating soft semantic masks. In most cases,
soft masks can achieve better results than binary masks, es-
pecially in uncertain areas. The probability maps show the
likelihood of having specific objects in the image, and can
help capture elements of the styles for objects in the style
image and preserve the structure of the content image. The
artwork can lead to problems with general segmentation meth-
ods which are mainly intended for photographs of natural
scenes. Therefore we use a different approach to extract fa-
cial skin for artworks, as compared to photographs, of peo-
ple. However, if the artwork is so highly abstracted that auto-
matic segmentation is impossible or unreliable, then a semi-
automatic approach to segmentation should be used.
There remain some areas with scope for improvement,
which suggests the following future work:
– Fine tuning the weights of the semantic masks can be
used to achieve different sylisations. In the future we will
carry out more extensive experiments to 1/ determine
which semantic weights produce the best style transfer
results, and 2/ investigate the relationship between se-
mantic weights and the input images.
– The probability maps show the likelihood of having spe-
cific objects in the image, and can help capture elements
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(a) input (b) [16] (c) [23] (d) [29] (e) [42] (f) [30] (g) Our
Fig. 11 Objects style transfer comparison.
Table 1 The p-value of the ANOVA test of the proposed method against the other methods for both tasks
method I [16] II [23] III [29] V [42] VI [30]
Task 1 8.0319e-05 0.0102 0.0172 0.0041 0.0129
Task 2 8.3080e-07 0.0163 0.0224 0.0304 0.0025
of the styles for objects in the style image and preserve
the structure of the content image. Therefore, this ap-
proach can be applied to improving special applications
for which this is a requirement, such as makeup transfer.
– Although our method is robust to minor segmentation er-
rors, better segmentation would obviously lead to better
stylisation results, as more appropriate patches will be
matched and chosen, leading to fewer faulty instances
of style transfer.
In the future, we will test the effectiveness of using the
most recent segmentation methods to obtain semantic
maps.
Our current method can only perform 2D image style
transfer, not geometric style transfer. It is an interesting fu-
ture direction which we will investigate as future work.
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Fig. 21 Result showing the effects of stylisation with a missing style object in semantic segmentation.
(a) content image (b) man (c) dog (d) style image (e) man (f) dog (g) Output
Fig. 22 Result showing the effects of style transfer with a missing content object in semantic segmentation.
(a) no mask (b) 2 masks (c) 3 masks (d) 6 masks
Fig. 23 Result showing the effects on style transfer with an increasing
number of labelled objects in the soft masks.
(a) β = 0 (b) β = 10 (c) β = 20
(d) β = 30 (e) β = 40 (f) β = 80
Fig. 24 Result showing the effects of varying parameter β .
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Fig. 25 Result showing the effects of varying parameter α1.
(a) α2 = 10 (b) α2 = 20 (c) α2 = 40
(d) α2 = 60 (e) α2 = 80 (f) α2 = 100
Fig. 26 Result showing the effects of varying parameter α2.
Fig. 27 Boxplots of user preferences for six different style transfer
methods in task 1, showing the mean (red lines), quartiles (blues lines),
and extremes (black lines) of the distributions.
Fig. 28 Boxplots of user preferences for four different style transfer
methods in task 2, showing the mean (red lines), quartiles (blues lines),
and extremes (black lines) of the distributions.
