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Abstract
Starting from earliest papers by Rosa we solve, directly and explicitly, the existence problem
for cyclic k-cycle systems of the complete graph Kv with v ≡ 1 (mod 2k), and the existence
problem for cyclic k-cycle systems of the complete m-partite graph Km×k with m and k being
odd. As a particular consequence, a cyclic p-cycle system of Kv with p being a prime exists
for all admissible values of v but (p; v) =(3; 9). This was previously known only for p=3; 5; 7.
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1. Introduction
We use the standard notation of graph theory so that Kv, Km×k and Ck will, respec-
tively, denote the complete graph on v vertices, the complete m-partite graph with parts
of size k, and the k-cycle. As usual, speaking of a k-cycle (b1; b2; : : : ; bk), we mean
that its edges are [b1; b2]; [b2; b3]; : : : ; [bk ; b1].
A k-cycle system of a graph G=(V; E) is a (multi)set B of k-cycles whose edges
partition E. The set B is cyclic if V =Zv and if B=(b1; b2; : : : ; bk)∈B implies that
B+ 1= (b1 + 1; b2 + 1; : : : ; bk + 1) is also in B.
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Note, in particular, that a 3-cycle system of the complete graph Kv, usually called
a Steiner triple system, is a 2 − (v; 3; 1) design. For general background on k-cycle
systems we refer to [16,19]. Quite recently it has been proved that k-cycle systems of
Kv always exist when k and v satisfy the necessary conditions (see [3,24]). Relevant
background on STSs is provided by [9].
A k-cycle system of G is also called a decomposition of G into k-cycles or a
(G;Ck)-design. More generally, given a subgraph H of a graph G, a (G;H)-design is
a decomposition of G into copies of H (see [14]).
Given a k-cycle B=(b1; b2; : : : ; bk) with vertices in Zv, the list of di5erences from
B is the multiset FB= {±(bi− bi−1) | i=1; 2; : : : ; ; k} where b0 = bk . We call (Kv; Ck)-
di5erence system (DS in short) any setF= {B1; B2; : : : ; Bn} of k-cycles (starter cycles)
with vertices in Zv such that the multiset FF=
⋃n
i=1 FBi covers each nonzero element
of Zv exactly once.
Analogously, we de-ne a (Km×k ; Ck)-DS to be a set F= {B1; B2; : : : ; Bn} of k-cycles
with vertices in Zmk such that FF=Zmk − mZmk .
The above terminology is justi-ed by the fact that any (Kv; Ck)- or (Km×k ; Ck)-DS
generates a cyclic (Kv; Ck)- or (Km×k ; Ck)-design whose cycles are all the translates of
its starter cycles.
We point out, however, that not every cyclic k-cycle system of Kv or Km×k is
generated by a diHerence system. For instance, it is obvious that a cyclic (Kk; Ck)-design
(whose existence will be shown for k prime in the last section) cannot be generated
by a (Kk; Ck)-DS since any k-cycle produces too many (exactly 2k) diHerences.
A description in terms of diHerences of any cyclic k-cycle system may be found
in [8].
Note the analogy between the notions of DSs given above and di5erence fami-
lies. A (v; k; 1) di5erence family generates a cyclic 2 − (v; k; 1) design, i.e., a cyclic
(Kv; Kk)-design while a (mk; k; k; 1) diHerence family generates a cyclic (k; 1)-group
divisible design of type km, i.e., a cyclic (Km×k ; Kk)-design (see [1,5,6] for more in-
formation).
In a series of early papers [20,21,22,23], Rosa studied the existence problem for
cyclic k-cycle systems of the complete (m-partite) graph. Rosa gave cyclic k-cycle
systems for k ≡ 2 (mod 4) and Kotzig provided a solution for k ≡ 0 (mod 4). For cyclic
k-cycle systems of Kv with k even see also [11].
We brieKy illustrate the strategy used by Rosa. He proves the existence of an n× k
matrix A=(aih) with entries in Z satisfying the following conditions:
{|aih| | 16i6n; 16h6k}= {1; 2; : : : ; kn}; (1)
k∑
h=1
aih≡ 0 (mod 2kn+ 1): (2)
Then he associates with A a set F(A)= {B1; : : : ; Bn} of closed k-trails in the com-
plete graph on Z2kn+1 where Bi =(bi1; bi2; : : : ; bik) is de-ned by bij =
∑j
h=1 aih.
The set F(A) will fail to be a (K2kn+1; Ck)-DS only if some Bi is not a cycle. In
this case, F(A) generates a decomposition of K2kn+1 into closed k-trials.
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Starting from A, one may generate (k!)n matrices satisfying (1) and (2). These
matrices are all of the form A =(ai; i(h)) where =(1; 2; : : : ; n) is an arbitrary
n-tuple of permutations on the set {1; 2; : : : ; k}.
In view of this, there are good chances that F(A) is actually a (K2kn+1; Ck)-DS for
a suitable . Hence this method is a strong indication about the existence of a cyclic
(K2kn+1; Ck)-design for any (k; n). In spite of this, for k odd, Rosa was able to prove
its existence for k =3; 5; 7.
In a similar way, Rosa gave a strong indication about the existence of a cyclic
(Km×k ; Ck)-design with both m and k being odd but, also here, he leaves the problem
open for k¿7.
In this paper we prove, directly and explicitly, the existence of a cyclic (K2kn+1; Ck)-
design for any (k; n) and the existence of a cyclic (Km×k ; Ck)-design for any pair of
odd integers m and k.
In our constructions we need the crucial help of Skolem sequences and Rosa
sequences.
Denition 1.1. A Skolem sequence of order n is a sequence of n integers (s1; : : : ; sn)
such that
⋃n
i=1{si; si + i}= {1; 2; : : : ; 2n+ 1} − {k} where
k =
{
2n+ 1 for n≡ 0 or 1 (mod 4);
2n otherwise:
In the case of n≡ 2 or 3 (mod 4) one usually speaks of a hooked Skolem sequence.
Denition 1.2. A Rosa sequence of order n is a sequence of n integers (r1; : : : ; rn) such
that
⋃n
i=1{ri; ri + i}= {1; 2; : : : ; 2n+ 2} − {n+ 1; k} where
k =
{
2n+ 2 for n≡ 0 or 3 (mod 4);
2n+ 1 otherwise:
In the case of n≡ 1 or 2 (mod 4) one usually speaks of a hooked Rosa sequence.
Theorem 1.3. There exists a Skolem sequence of order n for any n¿ 1 [25].
There exists a Rosa sequence of order n for any n¿1 [20].
We point out that Skolem sequences and their generalizations (see also [4]) have
revealed to be very useful in the construction of several kinds of combinatorial designs
(see, e.g., [7,12,18]).
2. Cyclic k-cycle systems of K2kn+1
In this section, we explicitly construct a (K2kn+1; Ck)-design for any pair of positive
integers k and n. First, we consider the case of n=1 where we have the following
nice easy solution.
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Fig. 1. A (K21; C10)-DS.
Fig. 2. A (K23; C11)-DS.
Lemma 2.1. There exists a cyclic k-cycle system of K2k+1 for any k.
Proof. Let B=(b1; b2; : : : ; bk) be the k-cycle de-ned by
bi =


i(−1)i+1 for i¡k
2
;
i(−1)i for i¿k
2
:
It is immediate to see that the bi’s are pairwise distinct so that B is actually a k-cycle.
Also, it is easy to check that FB=Z2k+1−{0} so that B generates the required k-cycle
system.
Figs. 1 and 2 give examples of the k-cycle B when k =10 and 11.
In all the -gures, representing a cycle with vertices in Zv, we only indicate the
diHerences from that cycle not exceeding (v− 1)=2.
Theorem 2.2. There exists a cyclic (K2kn+1; Ck)-design for any pair of positive integers
k and n.
Proof. We divide the proof into 7 cases.
Case 1: k is even.
As pointed out in the introduction, this case was already solved by Rosa and Kotzig.
Here we propose another easy solution.
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Fig. 3. A (K20n+1; C10)-DS.
For i=1; : : : ; n consider the k-cycle Bi =(bi1; bi2; : : : ; bik) de-ned by
bij =


(1− j)n
2
for j odd;
i +
(j − 2)n
2
for j even; j6
k + 2
2
;
i +
(k + j + )n
2
for j even; j¿
k + 2
2
;
where =0 or −2 according to whether k ≡ 0 or 2 (mod 4), respectively, i.e.,
=(−1)k=2 − 1.
We note, -rst, that in each Bi the bij’s with j even form a decreasing sequence
bi2¿bi4¿ · · ·¿bi; k−1 in the interval I = [0; (k + 1)n] while the bij’s with j odd form
an increasing sequence bi1¡bi2¡ · · ·¡bik in the complement of I in Z2kn+1. Thus, the
bij’s in Bi are pairwise distinct and hence Bi is actually a k-cycle.
Now, we want to prove that F= {B1; B2; : : : ; Bn} is a (K2kn+1; Ck)-DS. To do this it
is enough to show that FF covers the set {1; 2; : : : ; kn}.
Let z ∈{1; 2; : : : ; kn}. Then z= x + yn with 16x6n and 06y6k − 1. One may
easily check that
x + yn=


(−1)y(bx;y+2 − bx;y+1) for y6k − − 22 ;
(−1)!(bi; j+(−1)"+1 − bij) for
k − − 2
2
¡y¡k − 1;
where !=y + k=2, i= n+ 1− x, j=(3k − 2y)=2 and "= k=2.
We also have
x + (k − 1)n=
{
bn+1−x;1 − bn+1−x; k for k ≡ 0 (mod 4);
bxk − bx1 for k ≡ 2 (mod 4):
Thus, in any case, we have z ∈FF.
Figs. 3 and 4 give examples of (K2kn+1; Ck)-DSs when k =10 and 12.
Case 2: n=1.
Here the solution is given by Lemma 2.1.
Case 3: k =3, n¿1.
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Fig. 4. A (K24n+1; C12)-DS.
Fix a Skolem sequence (s1; : : : ; sn) of order n. Then the required design is generated
by the starter cycles B1; : : : ; Bn where Bi =(0; i; si + i + n).
Case 4: k =5, n¿1.
Fix a Skolem sequence (s1; : : : ; sn) of order n. Here the required design is generated
by the starter cycles B1; : : : ; Bn where Bi =(0; si + i; i;−2n; i + 3n) with B1 replaced by
B′1 = (0; s1 + 1; 1; 5n+ 1; 2n) in the case of n≡ 2 or 3 (mod 4).
Case 5: k¿5 is odd and 1¡n≡ 0 or 1 (mod 4).
Fix a Skolem sequence (s1; : : : ; sn) of order n.
Then, for i=1; : : : ; n, consider the k-cycle Bi =(bi1; bi2; : : : ; bik) de-ned as follows:
bi1 = 0; bi2 =− si;
bij =


−jn
2
for j even; j 
=2;
i +
(j − 3)n
2
for j odd; j6
k + 1
2
;
i +
(k + j + )n
2
for j odd; j¿
k + 1
2
;
where =− 2 or 0 according to whether k ≡ 1 or 3 (mod 4), respectively, i.e.,
=(−1)(k+1)=2 − 1.
Reasoning as in the 1st case one may see that each Bi is actually a k-cycle.
Let us show that F= {B1; : : : ; Bn} is a (K2kn+1; Ck)-DS.
First of all, by De-nition 1.1 we have
n⋃
i=1
{±(bi1 − bi2);±(bi2 − bi3)}=
n⋃
i=1
{±si;±(si + i)}= ± {1; 2; : : : ; 2n};
so that each element in {1; 2; : : : ; 2n} is covered by FF.
For 16x6n we have
x + yn=


(−1)y(bx;y+1 − bx;y+2) for 26y6k − − 32 ;
(−1)!(bi; j+(−1)"+1 − bij) for
k − − 3
2
¡y¡k − 1;
where !=y + (k − 1)=2, i= n+ 1− x, j=(3k − 2y − 1)=2 and "=(k + 1)=2.
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Fig. 5. A (K22n+1; C11)-DS with n≡ 0 or 1 (mod 4).
Fig. 6. A (K18n+1; C9)-DS with n≡ 0 or 1 (mod 4).
Finally, for 16x6n we have
x + (k − 1)n=
{
bn+1−x;1 − bn+1−x; k for k ≡ 3 (mod 4);
bxk − bx1 for k ≡ 1 (mod 4):
In this way we see that each element in the set {1; 2; : : : ; kn}, namely of the form
x + yn with 16x6n and 06y6k − 1, appears in FF. This assures that F is a
(K2kn+1; Ck)-DS.
Figs. 5 and 6 give examples of (K2kn+1; Ck)-DSs for k =11 and 9 when n≡ 0 or
1 (mod 4).
Case 6: 5¡k ≡ 1 (mod 4) and n≡ 2 or 3 (mod 4).
Consider the set of k-cycles F de-ned as in case 5. Here we have⋃n
i=1{si; si + i}= {1; 2; : : : ; 2n − 1; 2n + 1} so that F fails to be a (K2kn+1; Ck)-DF
only because 2n + 1 appears twice in FF while 2n does not appear there. Consider
the k-cycle A=(a1; a2; : : : ; ak) de-ned as follows:
a1 = 1; a3 = 0; ak−2 = 5n; ak−1 = (4− k)n; ak =(k + 3)n=2 + 1
and aj = b1j for all j’s =∈{1; 3; k − 2; k − 1; k}.
It is straightforward to check that A is actually a k-cycle (its vertices are pairwise
distinct). Let us calculate its list of diHerences (mod 2kn+ 1). We have
a1 − a2 = b13 − b12 = s1 + 1; a2 − a3 = b12 − b11 =− s1;
ak−2 − ak−3 = b1; k−3 − b1; k−2 = (k + 7)n2 ;
120 M. Buratti, A. Del Fra /Discrete Mathematics 261 (2003) 113–125
ak−1 − ak−2 = b1k − b11 = (k − 1)n+ 1;
ak−1 − ak = b1; k−1 − b1; k−2 = (k + 5)n2 ; ak − a1 = b1; k−1 − b1k =
(k + 3)n
2
:
The above identities imply that
±{aj − aj+1 | j=1; 2; k − 3; k − 2; k − 1; k}
= ± {b1j − b1; j+1 | j=1; 2; k − 3; k − 2; k − 1; k}:
We also have
b13 − b14 = 2n+ 1; a3 − a4 = 2n;
b1j − b1; j+1 = aj − aj+1 for 46j6k − 4:
Thus, we have FA=(FB1−{±(2n+1)})∪{±2n} so that, in view of the previous
observation on FF, we may claim that F′= {A; B2; : : : ; Bn} is a (K2kn+1; Ck)-DS.
Case 7: 3¡k ≡ 3 (mod 4) and n≡ 2 or 3 (mod 4).
The set F de-ned as in the 5th case fails to be a (K2kn+1; Ck)-DS for the same
reason for which it fails in the 6th one. Also here we overcome this inconvenience by
replacing the cycle B1 with a cycle A such that FA=(FB1 − {±(2n+ 1)})∪{±2n}.
One may easily check that a cycle A satisfying this condition is the one de-ned by
the following rules:
a1 = 1; a3 = 0; aj = b1j for 1 
= j 
=3:
It is worthwhile to note that when k is odd and 2kn+ 1 is a prime, a nice solution
of the problem treated in this section may be obtained as follows. Fix a primitive kth
root of unity ∈Z2kn+1 and construct, for i=1; : : : ; n, the k-cycle
Bi =(i+1; i+2; : : : ; i+k):
It is straightforward to check that {B1; : : : ; Bn} is a (K2kn+1; Ck)-DS.
3. Cyclic k-cycle systems of Km×k
First we consider the case of m=3.
Lemma 3.1. There exists a cyclic (K3×k ; Ck)-design for any odd k but k =3.
Proof. It is well known that no cyclic (K3×3; C3)-design exists. So, assume k¿5. Let
B=(b1; b2; : : : ; bk) be the k-cycle de-ned as follows:
bi =(3i − 2)(−1)i for 16i6k − 4;
bk−3 = 1; bk−2 =− 6; bk−1 = 19; bk =0:
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Fig. 7. A (K3×11; C11)-DS.
It is easy to see that the bi’s are pairwise distinct. Let us show that {B} is a
(K3×k ; C3)-DS. Observing that Z3k − 3Z3k = ± {6x + 1 | 06x¡k}, it suPces to check
that 6x + 1∈FB for each x∈{0; 1; : : : ; k − 1}:
6× 0 + 1= bk − b1; 6× 1 + 1= bk−3 − bk−2; 6× 2 + 1= bk−4 − bk−3;
6× 3 + 1= bk−1 − bk ; 6× 4 + 1= bk−1 − bk−2;
6x + 1= (−1)x(bk−x − bk−x+1) for 56x6k − 1:
Figure 7 gives a (K3×11; C11)-DS.
Theorem 3.2. For any pair of odd integers (m; k), but (m; k) 
=(3; 3), there exists a
cyclic k-cycle system of Km×k .
Proof. Set k =2h+ 1 and m=2n+ 1.
Case 1: n=1.
Here the solution is given by Lemma 3.1.
Case 2: n¿1.
For i=1; 2; : : : ; n, consider the k-cycle Bi =(bi1; bi2; : : : ; bik) de-ned by the following
rules:
bij =


m(j − 1)
2
for j odd; j 
= k;
m
(
h− j
2
)
− i for j even;
bik = ri + (hm− n− 1);
where (r1; r2; : : : ; rn) is a -xed Rosa sequence of order n.
For our purpose it is enough to prove that F= {B1; : : : ; Bn} is a (Km×k ; Ck)-DS or,
equivalently, that the set Z = {1; 2; : : : ; hm+n}−{0; m; 2m; : : : ; hm} is covered by FF.
Each z ∈Z may be written in the form z=mx ± y with 06x6h and 16y6n.
For 06x6h− 1 and 16y6n we have
mx ± y= ± (−1)h+x(by; h±x+1 − by; h±x)∈FF:
Now consider the elements z ∈Z of the form z=mh± y with 16y6n.
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Fig. 8. A (Km×11; C11)-DS with m=2n + 1.
First, assume that z 
= hm+ n, i.e., y 
= n. In this case, we have z= t + (hm− n− 1)
with t ∈{1; 2; : : : ; 2n} − {n + 1}. Thus, by De-nition 1.2, we have t= ri or t= ri + i
for some i so that z= ri + (hm− n− 1) or z= ri + i + (hm− n− 1) for some i. Then
z ∈FF since for each i=1; : : : ; (m− 1)=2 we have
bik − bi1 = ri + i + (hm− n− 1) and bik − bi; k−1 = ri + (hm− n− 1): (3)
It remains to show that hm+ n also appears in FF. Observe that
hm+n=(2n+1)+(hm−n−1) and − (hm+n)= (2n+2)+(hm−n−1): (4)
By De-nition 1.2 there is a suitable i for which one of the following identities holds:
2n+ 1= ri or 2n+ 1= ri + i or 2n+ 2= ri or 2n+ 2= ri + i:
Thus, in view of (3) and (4), we obtain that hm+ n∈FF.
Figure 8 gives an example of (Km×11; C11)-DS when m is odd.
Now, we are going to show that in the case where m and k are coprime, there is
an elegant solution of the problem considered in this section.
Note that in this case we may identify Zmk and mZmk with the groups Zm⊕Zk and
{0}⊕Zk , respectively.
First, recall that a starter [10] in Zm, m odd, is a set {(xi; yi) | 16i6(m− 1)=2} of
pairs of elements of Zm such that
(m−1)=2⋃
i=1
{xi; yi}=
(m−1)=2⋃
i=1
{xi − yi; yi − xi}=Zm − {0}: (5)
Theorem 3.3. Let m; k be coprime odd integers and let S= {(xi; yi) | 16i6(m−1)=2}
be a starter in Zm. For i=1; : : : ; (m− 1)=2, de<ne Bi =(bi0; bi1; : : : ; bi; k−1) by
bi0 = (0; 0); bij =
{
(xi; j) for j even;
(yi;−j) for j odd :
Then, identifying Zmk with Zm⊕Zk , we have that {B1; : : : ; Bn} is a (Km×k ; Ck)-DS.
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Proof. It is not diPcult to see that for i=1; : : : ; n we have
FBi = ± ({xi; yi}×{−1})∪
⋃
h∈Zk−{±1}
{xi − yi; yi − xi}×{h}:
So, in view of (5) we have
FF=
n⋃
i=1
FBi =
k−1⋃
h=0
(Zm − {0})×{h}=(Zm⊕Zk)− ({0}⊕Zk):
The assertion follows.
Corollary 3.4. Let m; k be coprime odd integers. Then, identifying Zmk with Zm⊕Zk ,
we have that a (Km×k ; Ck)-DS is given by the cycles B1, . . . , B(m−1)=2 where
Bi =(bi0; bi1; : : : ; bi; k−1) is de<ned by
bi0 = (0; 0); bij =(−1) j(i; j) for j¿0:
Proof. It suPces to apply Theorem 3.3 using as S the so-called patterned starter
{(i;−i) | 16i6(m− 1)=2}.
4. Cyclic p-cycle systems of the complete graph with p a prime
The existence of a cyclic (Km×k ; Ck)-design may be helpful to get a cyclic (Kmk ; Ck)-
design. In fact we have
Theorem 4.1. If there exists a cyclic (Km×k ; Ck)-design and a cyclic (Kk; Ck)-design,
then there also exists a (Kmk ; Ck)-design.
Proof. Let A and B, respectively, be a cyclic (Km×k ; Ck)-design and a cyclic (Kk; Ck)-
design. For any B=(b1; : : : ; bk)∈B and any i∈{1; 2; : : : ; m}, set mB+ i=(mb1 + i,
: : : ; mbk+i) (modmk). It is straightforward to check that A∪{mB+i |B∈B; 16i6m}
is a cyclic (Kmk ; Ck)-design.
Because of Theorem 4.1, the existence problem for cyclic (Kk; Ck)-designs is re-
markable. For k a prime the easy answer is given by the following theorem.
Theorem 4.2. There exists a cyclic (Kk; Ck)-design for any odd prime k.
Proof. It is straightforward to check that a cyclic (Kk; Ck)-design is given by B=
{B1; : : : ; B(k−1)=2} where Bi =(bi1; : : : ; bik) is the k-cycle de-ned by bij = i ·j.
The result established in the previous sections and the above two theorems allow us
to state:
Theorem 4.3. If k is an odd prime, then there exists a cyclic (Kv; Ck)-design for any
admissible value of v but (v; k) 
=(9; 3).
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Proof. The admissible values of v for which there exists a (Kv; Ck)-design are those
satisfying the following conditions:
v(v− 1)≡ 0 (mod 2k) and v≡ 1 (mod 2): (6)
This is because in a (Kv; Ck)-design we have exactly v(v − 1)=2k cycles and the
number of cycles through any given vertex is (v − 1)=2. On the other hand, if k is a
prime, condition (6) is equivalent to the following:
v≡ 1 or k (mod 2k):
For v≡ 1 (mod 2k) the existence of a cyclic (Kv; Ck)-design is guaranteed by Theo-
rem 2.2. For v≡ k (mod 2k), i.e., v=mk with m odd, we get a cyclic (Kv; Ck)-design
by applying Theorem 3.2 in conjunction with Theorems 4.1 and 4.2.
The existence problem for cyclic (Kk; Ck)-designs for general k will be considered
in a forthcoming paper.
Added in Proof. In a very recent paper [13] solving a problem posed by Alspach [2],
Fu and Wu also got the existence of a cyclic (K2kn+1; Ck)-design for any (k; n).
References
[1] R.J.R. Abel, DiHerence families, in: C.J. Colbourn, J.H. Dinitz (Eds.), CRC Handbook of Combinatorial
Designs, CRC Press, Boca Raton, FL, 1996, pp. 270–287.
[2] B. Alspach, Research problems, Problem 3, Discrete Math. 36 (1981) 333.
[3] B. Alspach, H. Gavlas, Cycle decompositions of Kn and Kn − I , J. Combin Theory, Ser. B 81 (2001)
77–99.
[4] C.A. Baker, Extended Skolem sequences, J. Combin. Designs 3 (1995) 363–379.
[5] T. Beth, D. Jungnickel, H. Lenz, Design Theory, Cambridge University Press, Cambridge, 1999.
[6] M. Buratti, Recursive constructions for diHerence matrices and relative diHerence families, J. Combin.
Designs 6 (1998) 165–182.
[7] M. Buratti, 1-rotational Steiner triple systems over arbitrary groups, J. Combin. Designs 9, 215–226.
[8] M. Buratti, A description of any regular or 1-rotational design by diHerence methods, in preparation.
[9] C.J. Colbourn, A. Rosa, Triple Systems, Clarendon Press, Oxford, 1999.
[10] J.H. Dinitz, Starters, in: C.J. Colbourn, J.H. Dinitz (Eds.), CRC Handbook of Combinatorial Designs,
CRC Press, Boca Raton, FL, 1996, pp. 467–473.
[11] S.I. El-Zanati, C. Vanden Eynden, N. Punnim, On the cyclic decomposition of complete graphs into
bipartite graphs, Austral. J. Combin. 24 (2001) 209–219.
[12] H. Fu, M. Mishima, 1-rotationally resolvable 4-cycle systems of 2Kv, J. Combin. Designs 10 (2002)
116–125.
[13] H. Fu, S. Wu, An analog of Alspach’s conjecture, preprint.
[14] K. Heinrich, Graph decompositions and designs, in: C.J. Colbourn, J.H. Dinitz (Eds.), CRC Handbook
of Combinatorial Designs, CRC Press, Boca Raton, FL, 1996, pp. 361–366.
[15] A. Kotzig, Decomposition of a complete graph into 4k-gons, Mat.-Fyz. Casopis Sloven. Akad. Vied 15
(1965) 229–233 (in Russian).
[16] C.C. Lindner, C.A. Rodger, Decomposition into cycles II: cycle systems, in: J.H. Dinitz, D.R. Stinson
(Eds.), Contemporary Design Theory: A Collection di Surveys, Wiley, New York, 1992, pp. 325–369.
[17] R. Peltesohn, Eine Losung der beiden HeHterschen DiHerenzenprobleme, Compos. Math. 6 (1938)
251–257.
M. Buratti, A. Del Fra /Discrete Mathematics 261 (2003) 113–125 125
[18] R. Rees, N. Shalaby, Simple and indecomposable twofold cyclic triple systems from Skolem sequences,
J. Combin. Designs 8 (2000) 402–410.
[19] C.A. Rodger, Cycle Systems, in: C.J. Colbourn, J.H. Dinitz (Eds.), CRC Handbook of Combinatorial
Designs, CRC Press, Boca Raton, FL, 1996, pp. 266–270.
[20] A. Rosa, A note on Steiner triple systems (Slovak), Mat. Fyz. Casopis 16 (1966) 285–290.
[21] A. Rosa, On cyclic decompositions of the complete graph into (4m+2)-gons, Mat.-Fyz. Casopis Sloven.
Akad. Vied 16 (1966) 349–352.
[22] A. Rosa, On cyclic decompositions of the complete graph into polygons with odd number of edges
(Slovak), UCasopis PUest. Mat. 91 (1966) 53–63.
[23] A. Rosa, On decompositions of a complete graph into 4k-gons, Mat. UCasopis Sloven. Akad. Vied 17
(1967) 242–246 (in Russian).
[24] M. USajna, Cycle decompositions of Kn and Kn − I , Ph.D. Thesis, Simon Fraser University, July 1999.
[25] N. Shalaby, Skolem sequences, in: C.J. Colbourn, J.H. Dinitz (Eds.), CRC Handbook of Combinatorial
Designs, CRC Press, Boca Raton, FL, 1996, pp. 457–461.
