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Abstract. Smart cities are proposed as a medium-term option for all cities. This 
article aims to propose an architecture that allows cities to provide solutions to 
interconnect all their elements. The study case focuses in locating and optimi-
zed regulation of traffic in cities. However, thanks to the proposed structure and 
the applied algorithms, the architecture is scalable in size of the sensor network, 
in functionality or even in the use of resources. A simulation environment 
which is able to show the operation of the architecture in the same way that a 
real city would, is presented.  
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1 Introduction 
The social, economic, environmental, and engineering challenges of this transforma-
tion will shape the 21st century. The lives of the people living in those cities can be 
improved –and the impact of this growth on the environment reduced– by the use of 
“smart” technologies that can improve the efficiency and effectiveness of urban sys-
tems. A smart city can be defined as the integration of technology into a strategic 
approach to achieve sustainability, citizen well-being, and economic development [9]. 
The smart city offers a coherent vision for bringing together innovative solutions that 
address the issues facing the modern city, but there are still many challenges to be 
dealt with. 
Through the use of sensor networks, the building automation and control systems, 
which started with wired technology, have now entered the era of wireless technolo-
gy, having produced technologies such as ZigBee, Z-Wave, EnOcean, among others. 
Wireless Sensor Networks (WSN) are used for gathering the information needed by 
intelligent environments, whether in urban construction and smart cities, home and 
building automation, industrial applications or smart hospitals [11]. However, the 
growing heterogeneity of this type of wireless network protocol makes them difficult 
to use. WSNs make it possible to build a wide range of applications, such as those 
used to control energy costs, monitor environmental data, implement security and 
access control in buildings, or automate industrial and home environments, and, In-
door Locating System (ILS). 
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Although outdoor locating is well covered by systems such as the current GPS or 
the future Galileo, ILS still needs further development, especially with respect to 
accuracy and the use of low-cost and efficient infrastructures. Some of the applica-
tions of ILSs include among others tracking (people, assets and animals), access con-
trol, wander prevention, warning and alert systems, controlling security perimeters 
and optimization of resources. 
Thus, at present there is a growing need for versatile open platforms capable of in-
tegrating different sensing technology over wireless technologies, merging data sets 
from heterogeneous sources, and intelligently managing the generated information. 
Although there are already some architectures or frameworks that allow the intercon-
nection of sensors, both in academia and in business [5], the reality is that existing 
platforms are designed for a specific end, using a specific technology stack for each 
deployment, and offering a very specific set of services whose functionality is very 
limited. Therefore, current systems are limited by the pre-installation of infrastructure, 
and integrators have to face the decision of choosing between other technologies or 
adapting their existing systems and infrastructure. It is also difficult for integrators to 
combine the information obtained from heterogeneous wireless sensor networks since 
there are no adequate tools to do so. 
This papers is structured as follows, next section introduces the state of the art. 
Section 3 includes an overview of the proposed architecture. The results of the eval-
uation of this architecture are presented in Section 4. Finally, a last section contains 
conclusions and future word. 
2 Agents’ Theory and Swarm Intelligence 
There are many complexities in software agents. In this paper we focus on two com-
pletely opposite ends that are described below and take shape in the proposed case 
study. These ends are lightweight and heavyweight agents. 
Lightweight agents have their origins in the study of animal behavior [3] where, 
compared to the case of ants, the intelligence of a single ant is far from the great skills 
that the colony shows. Therefore, the interactions between agents are the place where 
the intelligent part is centralized. The study of behavior has to be done by analyzing 
the environment of the entities and observing their actions, so that the representation 
of this behavior is mainly focused on sensory inputs and signals sent to actuators. 
Computationally, their representation is essentially numerical and it is based on the 
assignation of values to different parameters. This makes them more efficient than 
heavyweight agents. 
On the other hand, heavyweight agents are based on the cognitive part of artificial 
intelligence, where each agent tries to reach the level of human intelligence [15]. 
Therefore, in this case the intelligence resides in each of the agents that take part in 
the system. They have the advantage over lightweight agents, that the fact of being 
developed taking into account human knowledge, facilitates understanding and  
communication with users. For example, the concept of "emergence" of an agent  
corresponds to the concept of human "emergency" resulting easier to understand. 
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Other examples of conceptual representations developed by heavyweight agents are 
beliefs, desires, intentions or goals, plans, etcetera [10]. 
2.1 Swarm Intelligence 
As is known, a swarm is a set of single agents (such as the case of the mentioned 
lightweight agents) usually identical, cooperating among each other and their  
environment to complete a common objective or task with the ability of intelligent 
behavior [2]. 
In recent years, swarm based algorithms have become more and more popular due 
to their capabilities to provide solutions to complex problems. Some of these algo-
rithms can be found in [7]. Problems trying to provide solutions swarm intelligence 
are mainly related to artificial intelligence (AI), data mining [8] and robotics [4]. 
These problems include optimization tasks, data analysis and pictures, optimal routes, 
etc. As shown in [2], the main advantages of swarm intelligence are the robustness, 
adaptability and self-organization, flexibility, scalability and decentralization, getting 
a good solution to distributed problems. 
3 Architecture Overview 
To design the platform proposed in this study, special attention is paid to open sys-
tems. Open systems exist in dynamic operating environments, in which new compo-
nents may continuously join the system, or already existing components may leave it, 
and in which the operation conditions might unpredictability change. Therefore, open 
systems are characterized by the heterogeneity of their participants, their limited con-
fidence, possible individual goals in conflict and a great probability of non-
accordance with specifications. 
These large systems can quite naturally be seen in terms of the services offered or 
demanded, and consequently, in terms of the entities (agents) providing or consuming 
services. It should be noted that these entities might not have been designed in a joint 
way or even by the same development team. Entities may enter or leave different 
organizations in different moments and for different reasons. Moreover, they may 
form coalitions or organizations among themselves to attain their current goals. 
3.1 Platform Layers Description 
Under the frame of this work, we proposed a new open platform, especially designed 
for the integration of heterogeneous sensor, through lightweight agents, and intelli-
gent management of automated environments is means of heavyweight agents.  
The platform will incorporate advanced algorithms for intelligent information man-
agement and novel mechanisms to provide security for the information and communi-
cation within the platform. We propose to use a Virtual Organizations (VO) of  
Multiagent Systems (MAS) [16][12][1] to facilitate the design of the platform, which 
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will be deployed in a cloud environment allowing sustainable growth, and adapted to 
the needs of deployment. 
Since the proposed platform is intended to facilitate major infrastructure manage-
ment, we propose to develop it within a Cloud Computing (CC) platform that allows 
resizing the resources and services necessary to manage the platform in an efficient 
way and according to the computational resources required for each deployment. The 
proposed development makes it possible to address the deployment of sensor net-
works in both small and large spaces, regardless of the set of technologies used in 
each case. This is because the CC environment assumes the computational costs of 
both the storage and computation of the information collected, treated and subse-
quently merged. In addition, a CC environment will also assume the subsequent 
commissioning of services, which the end user will employ. That will allow the in-
formation generated in different contexts to be used within the framework of smart 
city, while maintaining the level of quality specified in the contract for use of the 
platform with a Utility Computing model. 
 
 
Fig. 1. Platform architecture 
The platform is divided into a layered architecture as shown in Figure 1. As we can 
see, the platform is composed of different layers associated with the different func-
tional blocks. These levels are distributed in the different layers of the architecture 
shown in Figure 1. 
The following section describes the components and main features of the  
architecture: 
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• Layer 0. Integrate sensing/performance technologies. The platform will facili-
tate integration sensing technologies currently available, regardless of their nature, 
and will provide an open environment that allows the dynamic addition of new 
sensor systems and technologies. In order to accomplish this, the platform will 
provide data encapsulation mechanisms that standardize the information received 
from sources such as Wi-Fi, ZigBee, etc. Layer 0 of the platform is a broker that 
defines communication with sensor networks of different natures (Wi-Fi, ZigBee, 
Bluetooth, etc.), and obtains the raw data from sensor networks. The main novelty 
of this layer is the ability to provide the platform and the upper layers with open-
ness regarding the connection to sensor networks of different natures, and thus en-
sure that upper layers of the architecture have access to information and are able to 
perform data fusion at different levels. 
• Layer 1. Low-level services. Given the information exchanged with the environ-
ment through layer 0 as described above, the existing functional requirements and 
a set of low-level services will now be defined; specifically those that depend on 
the types of networks and technologies integrated into every deployment. After 
obtaining the raw data, a gateway is provided, defined through adapters that allow 
the information received to be standardized. In this first stage, the platform  
provides services such as filtering of signals, normalization services or other 
treatment services at the basic level signals. These services are provided by the 
adapters and will be associated with algorithms that perform initial treatment of 
the data, so that these data can be presented to higher layers in a more homoge-
nized way. Each of these services will expose an API to higher layers which will 
allow interaction with each low-level service, and thus, with the underlying sens-
ing/performance technologies. 
• Layer 2. Information fusion algorithms. The platform is structured as a VO of 
MAS. Each organization includes the roles required to facilitate an intelligent 
management of the information obtained from the lower levels of the architecture. 
The MAS incorporates agents specifically designed to interact with low-level ser-
vices. In addition, we propose the design of intelligent agents specialized in In-
formation Fusion (IF)[6]. For this purpose, roles that allow merging information 
automatically through supervised learning and previous training have been in-
cluded. This procedure can be applied in cases such as the mixture of experts. Sta-
tistical techniques will be added based on linear programming, neural networks 
and classifiers. Thus, specialized agents in IF can combine different sensing tech-
nologies that provide heterogeneous data and provide more accurate information 
to the upper layer services. In addition to providing IF techniques, this layer will 
provide an automatic generation of IF flows between different levels by including 
the organization of agents. This organization will contain roles such as analysis 
workflow, prediction workflow and workflow processing. The analysis workflow 
is responsible for analyzing a given workflow and for creating a new workflow 
automatically. The workflows will combine different techniques and algorithms 
integrated into the virtual organization for data processing for a specific case 
study. To carry out the analysis and prediction of workflow, statistical techniques 
based on Bayesian networks were applied to estimate the most appropriate  
26 P. Chamoso et al. 
 
execution flows. These data will be presented to the top layer, as a high-level API 
specific to each service, so that it is possible to use them in an easy and simple way. 
• Layer 3. High-level services. The top layer of the platform provides an innova-
tive module that allows management and customization of services to end users, 
due to the capabilities of the MAS which is deployed over the CC environment. 
The tasks associated with the man-machine interfaces are performed at these le-
vels in order to adapt according to the characteristics of the user and facilitate de-
cision making by the user. To do this, we will develop a deployment model which 
will enable seamless access to the lower layers, encapsulating the information 
merged by the lower layer agents in the form of web services. These web services 
are developed in a way that is sensitive to context (QoS-aware), making it  
possible to maintain the quality level regardless of the input data stream and the 
computational needs of the fusion algorithms. To do this, a business model based 
on pay-per-use and dynamic contracts could be used to guarantee a reliable service 
regardless of demand. This intermediate layer of Cloud services allows high-level 
applications (apps) to use the information from lower layers in a homogenous 
way, thus facilitating the development of applications in the context of smart  
cities. 
4 Results 
Nowadays traffic flow control is a major problem both in large cities as in smaller 
cities. The main problem in this area is jams formed due to a non-optimal utilization 
of the pathways’ capacity. Within this scope, the proposed architecture is adapted to 
the application environment, allowing address this problem. It addresses the problem 
of gathering data from multiple sensors, automate the processing and generate useful 
information that can be used effectively in managing traffic flow automatically. 
To carry out the demonstration, and since test the system in a real environment 
would be a high cost when necessary to establish the specific sensing or adapt exist-
ing ones, an environment that simulates the operation of a real city has been devel-
oped. This environment consists of a 3D printed model. With this recreation, real data 
are received with which we are able to make appropriate tests to validate the system 
before deploying it in a real city. 
Sensor Network 
In order to understand the architecture, it is necessary to start with the lower part, the 
sensor network. The first problem that arises in the case study is the need of tracking 
the vehicle flow across the stretch of roads that integrate the system. 
Although tests will be done with the simulated environment, there are different al-
ternatives sensing adaptable to real environments, able to interact with the system in 
the same way. To locate vehicles in the simulation environment, a series of magnets 
are distributed parallel to steel rails on which vehicles circulate. These vehicles are 
equipped with a hall sensor that detects the presence of those magnets, placed in a 
specific way and order that defines the streets of the city where they are and the posi-
tion of each street with an accuracy of 1 to 2 mm. 
 Swarm Agent-Based Architecture Suitable for Internet of Things and Smartcities 27 
 
Each vehicle in the city is part of the swarm and is considered a lightweight agent 
with his position as the only knowledge. 
Layer 0 
This layer is responsible for receiving data from different protocols through commu-
nication standards used to subsequently serve to a higher layer. It refers to a broker 
where a specific software for each standard runs. In all cases, software have been 
developed using different libraries and tools available for each technology. For exam-
ple, the case study of BLE is based on the Gatttool, which allows us to use BLE ser-
vices through a series of simple commands. Just a simple configuration that varies 
depending on the type of communication to use is needed. For example, to BLE one 
needs to know the MAC address of the device. In the case study BLE is present in the 
vehicle. So far, in the middleware are integrated communications via Wi-Fi (a, b, g, n 
and c are treated the same way), RFID, BLE and ZigBee. 
Layer 1 
This layer translates all data received from the layer 0 to a common protocol. So, at 
this level, no matter how sensors obtained the data but the data itself, which must be 
encapsulated to provide it in a well defined manner to the upper layer by low-level 
services. In this case, the protocol used to serve data in a homogeneous manner is 
MQTT (Message Queuing Telemetry Transport). This open protocol connectivity 
M2M (Machine-to-Machine) allows sending telemetry data as a message. It is also a 
very lightweight protocol. Data are available in a well-defined way in the system 
hierarchical topics. These topics are conceptually associated with the information they 
represent, for example, the position of the vehicle is published (served at higher lay-
ers) on the topic '/vehicles/location' where 'vehicles' is the root topic of our vehicle 
system and 'location' is one of the topics that are within 'vehicles' topic. These data 
represent the information lightweight agents. 
Layer 2 
The second layer acts directly on the previous layer, obtaining the services corres-
ponding to the needed information. In this layer heavyweight agents are located and 
they are structured in VO. Thus the system is divided into less complex structures and 
simplicity. 
In this layer, heavyweight agents receive the information. They have more functio-
nality than lightweight agents and they are specialized in IF. Their mission is to com-
municate this information gained from other agents in this layer, apply the necessary 
data transformations and serve them to the layer 3. For the present case, moreover, 
there VO composed of agents that apply statistical techniques and, specifically to this 
case study, there are agents responsible for implementing algorithm H-ABC (Hierar-
chical Ant Based Control) 14, based algorithm Ant Based Control (ABC) but it can be 
applied to large networks as in the case of city streets. 
This system is scalable and therefore is applicable both to the demonstration envi-
ronment, and in a real city. Its implementation is based on the authors presented in 13, 
but with several differences. The main new proposal is that there is no need for ve-
hicles to carry a GPS sensor, it is the system itself which locates them. Furthermore, 
this proposal is able to automatically detect events such as accidents or other  
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situations that block access in some way by analyzing the flow, which will be reduced 
in a sounded way and algorithms based on neural networks will detect the alert, acting 
accordingly. 
The system performs dynamic routing system maintaining a route table for each in-
tersection based on probabilistic results provided by the corresponding agents. 
Once the decision is made, the states of the traffic lights will be modified using the 
services defined high level in the upper layer. 
Layer 3 
In the top layer of the architecture a series of high-level services are presented to end 
users to monitor and control the system. System status can be accessed via web  
services or using the Node.js technology for current study. This allows real-time inte-
raction with the system, either by defining different routes, managing existing inter-
sections or adding new ones or monitoring the state of the whole system. Different 
apps developed for this purpose. 
5 Conclusions and Future Work 
As a result, a scalable architecture capable of dealing jointly or independently all 
kinds of sensor that smart city may need, regardless of the technology used. The size 
of the swarm formed is not a problem for the architecture and the cost is directly 
linked to the use of the system, which allows it to be implemented both in small and 
medium cities. 
As future work, we intend to implement the system in a real environment, starting 
with small neighborhoods or towns of Salamanca (Spain). This will serve to make 
some studies of the installation, service and maintenance costs when implementing 
the proposed platform for small and medium cities to be smarter cities and the saving 
that the system can offer to every kind of town. 
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