To solve a wide range of different problems, the research in black-box optimization faces several important challenges. One of the most important challenges is the design of methods capable of automatic discovery and exploitation of problem regularities to ensure efficient and reliable search for the optimum. This paper discusses the Bayesian optimization algorithm (BOA), which uses Bayesian networks to model promising solutions and sample new candidate solutions. Using Bayesian networks in combination with population-based genetic and evolutionary search allows BOA to discover and exploit regularities in the form of a problem decomposition. The paper analyzes the applicability of the methods for learning Bayesian networks in the context of genetic and evolutionary search and concludes that the combination of the two approaches yields robust, efficient, and accurate search.
Introduction
One of the most important challenges of black-box optimization is the design of methods capable of automatic discovery of regularities in the problem. A proper utilization of problem regularities ensures efficient and reliable search for the optimum on a wide range of problems of bounded difficulty. Genetic and evolutionary computation [1] [2] [3] offers a class of methods that are capable of exploiting regularities in the form of a problem decomposition by combining bits and pieces of promising solutions found so far and perturbing solutions slightly. Many important real-world problems can be efficiently and reliably optimized by using such a decompositional bias; however, most of the commonly used genetic and evolutionary algorithms use simple operators that are incapable of learning problem regularities. Moreover, many operators are simply not expressive enough to solve difficult real-world problems in a scalable manner.
This paper focuses on the Bayesian optimization algorithm (BOA), which uses Bayesian networks to learn and exploit a proper decomposition of the problem. In particular, the paper addresses the issue of learning a proper decomposition and analyzes the scalability of BOA by combining the developed theory with the convergence theory of genetic algorithms. The results indicate that there is a large range of parameters that ensure efficient and reliable search. Additionally, the paper shows that for problems decomposable into subproblems of bounded order, the number of evaluations of the objective function required by BOA to find the optimum grows subquadratically or quadratically with the number of variables in the problem. Theoretical results are verified with a number of experiments. The paper considers problems where each candidate solution is represented by a fixed-length binary string, but the theory can be extended to strings over alphabets of higher cardinality in a straightforward manner.
The paper starts by describing the Bayesian optimization algorithm and the techniques for learning and sampling Bayesian networks. Section 3 analyzes the learning of Bayesian networks with tournament selection and its relationship to problem nonlinearities. The section shows that problem nonlinearities introduce statistical dependencies that are much stronger than the dependencies brought about by tournament selection by itself. Additionally, Section 3 shows that the strength of each statistical dependency increases with the magnitude of the nonlinearity that causes the dependency. Section 4 combines the developed theory with the theory of genetic algorithms to estimate the number of evaluations until the convergence of BOA on problems decomposable into subproblems of bounded order. Theoretical results are verified with experiments on several artificial decomposable problems. Finally, Section 5 concludes the paper.
Bayesian optimization algorithm
The Bayesian optimization algorithm (BOA) [4, 5] evolves a population of candidate solutions (strings) to the given problem by using Bayesian networks to model promising solutions and generate new candidate solutions. BOA generates the first population of candidate solutions at random with uniform distribution but the initial population can also be biased to a particular region in the search space [6] .
The population is updated for a number of iterations (generations), each consisting of four steps. (1) From the current population, the better strings are first selected using one of the popular selection methods, such as tournament and truncation selection. For example, binary tournament selection selects each new solution in two steps: select random pair of candidate solutions, and pick the winner. The two steps of tournament selection are repeated until enough promising solutions have been selected. (2) A Bayesian network that fits the selected set of strings is then constructed. (3) New strings are generated according to a joint distribution encoded by the constructed network. (4) The new strings are incorporated into the original population, replacing some of the old ones or all of them.
The above four steps are repeated until some termination criteria are met. For instance, the run can be terminated when the population converges to a singleton, the population contains a good enough solution, or a bound on the number of iterations has been reached. For more details, please see [5] .
The first discussion of using Bayesian networks in optimization dates back to Baluja and Davies [7] . A similar algorithm that also uses Bayesian networks to model promising solutions was independently developed by Etxeberria and Larrañ naga [8] , who called the algorithm the estimation of Bayesian network algorithm (EBNA). Another similar algorithm was developed by M€ u uhlenbein and Mahnig [9] , who improved their factorized distribution algorithm (FDA) by replacing factorized distributions with Bayesian networks and incorporating structural learning. The modification of FDA was named the learning factorized distribution algorithm. For an overview of optimization techniques based on building and using probabilistic models, see Refs. [10, 11] .
The remainder of this section describes basic principles of learning and utilization of Bayesian networks. The section starts by introducing Bayesian networks. Next, the section describes a simple greedy algorithm for constructing a Bayesian network and two scoring metrics that can be used to discriminate competing models. Finally, the section describes forward simulation, which can be used to sample new candidate solutions based on the built model represented Bayesian network.
Bayesian networks
A Bayesian network [12, 13] is a directed acyclic graph with the nodes corresponding to the variables in the modeled data set (in our case, to the positions in solution strings) and the edges corresponding to the conditional dependencies. A Bayesian network encodes a joint probability distribution
where X ¼ ðX 1 ; . . . ; X n Þ is a vector of all considered variables (string positions); P X i is the set of parents of X i in the network (the set of nodes from which there exists an edge to X i ); and pðX i jP Xi Þ is the conditional probability of X i given its parents P Xi . In addition to the structure, each Bayesian network must also contain the table of conditional probabilities pðX i jP Xi Þ for all i.
A directed edge relates the variables so that in the encoded distribution, the variable corresponding to the terminal node is conditioned on the variable corresponding to the initial node. More incoming edges into a node result in a conditional probability of the corresponding variable with a conjunctional condition containing all its parents. Additionally, the network encodes independence assumptions that each variable is independent of any of its antecedents in the ancestral ordering (parents first) given the parents of the variable.
The structure of a Bayesian network is illustrated in Fig. 1 . The structure shown in the figure encodes a number of conditional dependencies. For instance, the speed of the car depends on whether it is raining and/or radar is enforced. The road is most likely wet if it is raining. Additionally, the network encodes a number of simple and conditional independence assumptions. For instance, the radar enforcement is independent of whether it is raining or not. A more complex conditional independence assumption is that the probability of an accident is independent of whether the radar is enforced, given a particular speed and condition of the road. Section 2.2 discusses how to learn the structure and probabilities of a Bayesian network given a data set (in this case, the set of selected solutions). 
Learning Bayesian networks
The efficiency and reliability of BOA depend on how well the network reflects dependencies and independencies that decompose the problem properly. There are two major subtasks of learning Bayesian networks: (1) Learn the structure (what edges to put in the network).
(2) Learn the parameters (values of conditional probabilities).
In BOA, learning the parameters for a specified structure is easy, because the value of each variable is specified in every promising solution. To maximize the likelihood of a model with fixed structure and complete data, the probabilities should be set according to their values based on the selected set of promising solutions. Thus, the parameters can be learned by iterating through all selected solutions and computing all necessary statistics.
On the other hand, learning the structure of the network is a difficult combinatorial problem; in fact, it has been shown that finding the best network is NP-complete [14] . Therefore, there is no known algorithm for finding the best network in a polynomial time. However, a simple greedy algorithm [15] often performs well and has been successfully used in a number of difficult machine learning tasks. The greedy algorithm performs elementary graph operations that improve the quality of the current network the most, starting from an empty network or a network from a different source (e.g., the model used in the previous generation). Each operation either (1) incorporates a new dependency by adding an edge into the current network, (2) adds a new (or stronger) independency by deleting an edge in the current network, or (3) reverses an edge in the current network.
To measure quality of each network structure, various scoring metrics can be used. Recently, we have used the Bayesian-Dirichlet (BD) metric, the minimum description length (MDL) metric, and a metric that is a combination of both the BD and MDL metric. The use of various scoring metrics in BOA is discussed in [5, 16] .
The Sections 2.2.1 and 2.2.2 discuss two classes of metrics: Bayesian metrics and MDL metrics. It is beyond the scope of this paper to provide a detailed description of either class of metrics. For more information on Bayesian metrics, please refer to [15, 17] . For more information on MDL metrics, please see [18] [19] [20] .
Bayesian metrics
Bayesian metrics [15, 17] account for the uncertainty of the network structure and its parameters by specifying prior distributions for both the network structures as well as the parameters of each structure. The quality of a particular structure is measured by computing the marginal likelihood of the structure with respect to the given data. The marginal likelihood is computed by averaging the likelihood of the models conditioned on the observed data according to a prior distribution over all possible conditional probabilities in the model:
pðBjDÞ ¼ pðBÞ pðDÞ
where B is the evaluated Bayesian network structure (without particular parameters), D is the data set, and h denotes a possible set of parameters specifying the conditional probabilities in the network B. Furthermore, pðBÞ is the prior distribution over network structures, pðhjBÞ is the prior distribution of the parameters (conditional probabilities) of the particular network structure, and pðDjB; hÞ denotes the probability of D given the network structure and its parameters. Since the probability of data denoted in the last equation by pðDÞ is the same for all network structures, this term is usually omitted.
To compute the marginal likelihood, it is necessary to specify a prior distribution over network structures and their parameters. The BD metric [15, 17] assumes that conditional probabilities follow Dirichlet distribution and makes a number of additional assumptions, yielding the following score:
where pðBÞ is the prior probability of the network B; the product over x i runs over all instances of X i (in binary case these are 0 and 1); the product over p i runs over all instances of the parents P i of X i (all possible combinations of values of P i ); mðp i Þ is the number of instances with the parents P i set to the particular values given by p i ; and mðx i ; p i Þ is the number of instances with X i ¼ i and P i ¼ p i . Terms m 0 ðp i Þ and m 0 ðx i ; p i Þ denote prior information about the values of the corresponding statistics mðp i Þ and mðx i ; p i Þ, respectively. In this paper we consider the K2 metric which uses an uninformative prior that assigns m 0 ðx i ; p i Þ ¼ 1 and m 0 ðp i Þ ¼ P xi m 0 ðx i ; p i Þ. A prior distribution over network structures specified by term pðBÞ can bias the construction toward particular structures by assigning higher prior probabilities to those preferred structures. Prior knowledge about the structure permits the assignment of higher prior probabilities to those networks similar to the structure believed to be close to the correct one [15] . The search can also be biased toward simpler models by assigning higher prior probabilities to models with fewer edges or parameters [16, 21, 22] . If there is no prior information about the network structure, the probabilities pðBÞ are set to a constant and omitted in the construction (uniform prior).
Minimum description length metrics
MDL metrics [18, 23, 24] are based on the assumption that the number of regularities in the data encoded by the model is somehow proportional to the amount of compression of the data allowed by the model. The model that results in the highest compression should therefore encode the most regularities. There are two major approaches to the design of MDL metrics. The first approach is based on a two-part coding where the score is negatively proportional to the sum of the number of bits required to store (1) the model, and (2) the data compressed according to the model. The second approach uses the universal code, and normalizes the probability of the data given a model by the sum of the probabilities of all data sequences given that model. The normalized probability of the data is used as the basis for computing the number of bits required to compress the data.
In this paper, we analyze one of the MDL-based metrics, called the Bayesian information criterion (BIC) [25] . In the context of optimization, BIC was previously used in the extended compact genetic algorithm [26] and EBNA [27] . In the binary case, BIC assigns the network structure a score according to
where H ðX i jP i Þ is the conditional entropy of X i given its parents P i , n is the number of variables in the problem, and N is the population size (the size of the training data set). The conditional entropy H ðX i jP i Þ is given by
H ðX i jP i Þ denotes the average number of bits required to store the value of X i given information about the value of P i . The entropy is multiplied by the population size to reflect the number of bits required to store the entire population. The term log 2 N denotes the number of bits required to store one parameter of the model (one probability or frequency). The number of bits required to store each parameter is divided by two because only half of the bits really matter in practice [20] . The term with the conditional entropy ensures that the more the information about the parents of a variable enables to compress the values of the variable, the higher the value of the BIC metric. The term with log 2 ðN Þ introduces the pressure toward simpler models by decreasing the metric proportionally to the number of parameters required to fully specify the network.
Sampling the Bayesian network
Given a network structure and conditional probabilities for the structure, new solutions are generated according to the distribution encoded by the model. The sampling proceeds in two steps. The first step orders the nodes so that each node is preceded by its parents. The basic idea is to generate variables in a certain sequence so that the values of the parents of each variable are generated prior to the generation of the variable itself.
In the second step, the values of all variables of a new individual are generated according to the computed ordering. The ordering of variables ensures that when the algorithm attempts to generate a value of each new variable, the parents of the variable have already been generated. Given the values of the parents of a variable, the distribution of the values of the variable is given by the corresponding conditional probabilities.
What makes a good Bayesian network in BOA?
It is important to understand the semantics of Bayesian networks in the framework of BOA. Conditional dependencies represent relationships among different variables and will cause the involved variables remain in the configurations seen in the selected population of promising solutions. Independence assumptions lead to the mixing of independent parts of promising solutions. Therefore, each network defines one particular way of decomposing the problem into several subproblems.
What decomposition should BOA use? Let us first consider the onemax fitness function, which returns the number of ones in the input binary string. The task is to maximize the fitness, and the optimum of onemax is thus in the string of all ones. For onemax, efficient and reliable convergence can be achieved with a simple model that contains no dependencies (edges). The reason for this is that selection increases proportion of ones in each position, because solutions that contain one in any position perform better than those that contain zero in that position. Sampling a model with no interactions maintains the increased proportion of ones in each position and introduces diversity into the population. Over time, the population can be shown to move closer and closer to the optimum, and the algorithm can be shown to converge to the optimum with high confidence in approximately Oðn log nÞ fitness evaluations [28, 29] .
However, the situation changes for concatenated traps, where the fitness is defined as the sum of trap subfunctions over disjoint subsets of five string positions, each trap subfunction defined as
where u is the number of ones in the input binary string of size 5. Each trap has one global optimum in 11111 and one local optimum in 00000. An n-bit concatenated trap has 2 n=5 À 1 local optima and only one global optimum.
In concatenated traps, the average fitness of solutions with 0 in any position is higher than the average fitness of solutions with 1 in that position. Consequently, using a model with no dependencies would bias the search in the exactly opposite direction and the population would converge to the local optimum in the string of all zeroes in approximately Oðn log nÞ evaluations. The same would happen if any subset of string positions in each trap was considered independently of the remaining bits in that trap. However, if a model considered interactions among the variables in each group of 5 bits corresponding to one trap subfunction, and assumed independence between the different blocks, the algorithm would converge to the global optimum in Oðn log nÞ evaluations [28, 29] .
A similar result can be obtained for any problem that can be decomposed into subproblems of bounded order; if the decomposition encoded by the probabilistic model agrees with a proper problem decomposition, the problem can be reliably solved in Oðn log nÞ to Oðn 2 log nÞ fitness evaluations. Since many important real-world problems can be decomposed into subproblems of bounded order or can be accurately approximated by such a decomposition, this leads us to an important challenge: If we were able to find a nonmisleading problem decomposition with low computational overhead, we would be able to solve an important class of real-world problems efficiently, reliably, and accurately, without requiring any information about the structure of the problem.
There has been much effort in developing theory that would specify what a nonmisleading decomposition is [30] [31] [32] and much of that is based on the concept of building blocks [32] . Nonetheless, BOA takes a different approach and assumes that every nonlinearity involved in the problem can mislead the algorithm if it is not included in the model. Of course, many nonlinearities need not be considered. As an example imagine a onemax function with an additional reward for the optimal string. In that case, the fitness contributions of different variables are not independent, although it is not necessary to consider any dependencies. On the other hand, concatenated traps introduce nonlinearities that must be considered for efficient and reliable convergence to the global optimum.
But how can BOA discover nonlinearities when the model building identifies statistical dependencies, while the dependencies that we are interested in are related to the fitness? In the past, the basic assumption of most algorithms based on probabilistic modeling was that selection ''transforms'' nonlinearities in the fitness into statistical dependencies. However, does this really happen? The following section answers this question by relating fitness nonlinearities to the scoring metric that is used to guide the model building.
3. Dependencies: The good, the bad, and the ugly There are two important tasks required for a successful application of the methods for learning and utilizing Bayesian networks in black-box optimization. The methods for learning the structure of the network must be capable of identifying nonlinear interactions among the different variables in the problem. Additionally, the learned network (assuming it encodes correct relationships) must lead to efficient optimization. There has been work done in justifying the use of a correct model. Some of the results focus on the theoretical analysis of GAs and their working [28, 33] , while others consider the use of graphical models in particular [34] [35] [36] . However, only little work has been done to justify the success of BOA and other evolutionary algorithms based on probabilistic model-building in learning a good model [37] . Moreover, most of this work has been empirical in its nature.
There are two basic pressures toward models with interactions. The first pressure originates in the fitness function and is brought about by the selection operator, where we can expect certain configurations of correlated variables be preferred at the expense of others. This leads to the discovery of the good, nonlinear, interactions in the problem that, in turn, lead to efficient optimization. However, contrary to intuition, for many selection methods there is also a pressure toward models with interactions coming from selection only, even if the fitness contributions of the considered variables are independent and even if infinite populations are used [38] .
Let us illustrate this on an example. Consider a onemax of size n ¼ 2 and an infinite population. As shown in Table 1 (a), all the solutions 00, 01, 10, and 11 will occupy 25% of the initial population. After performing the binary tournament selection, the frequencies will change as shown in Table 1 (b). If the two positions were statistically independent, the following equation would have to be satisfied:
where pð1ÃÞ and pðÃ1Þ denote the total probability of 1 on the first and second positions, respectively. Substituting the probabilities from Table 1 yields Table 1 The proportions of the solutions on a 2 bit onemax before and after binary tournament selection The population is assumed to be infinite. Therefore, selection introduces two kinds of dependencies, one of which we want to discover while the other one we want to ignore. To discover fitness nonlinearities, it is important that the statistical dependencies corresponding to these nonlinearities (good dependencies) are much stronger than the statistical dependencies corresponding to fitness-independent variables (bad dependencies). Furthermore, it is important that the strength of a statistical dependency between nonlinear variables is somehow proportional to the amount of nonlinearity between the two variables, so that the strongest interactions are going to be preferred to the weaker ones. The analysis of the two types of dependencies and their magnitudes is crucially important for the justification of using the conventional methods for learning graphical models in BOA and other algorithms based on using probabilistic models.
This section focuses on the issue of learning a good model and shows that the BIC metric is capable of discovering correct interactions without being misled by nonlinearities introduced by the selection operator only. The developed theoretical model can be used to determine a sufficient population size for discovering dependencies among the variables that are correlated in the fitness. The theory assumes that BOA must find a good model already in the first generation; the assumptions of the theory are thus somewhat pessimistic. However, empirical results presented later show that the derived bound on the number of evaluations fits the actual empirical results well. The section considers binary tournament selection, which is among the most popular selection operators used in genetic and evolutionary computation. Section 3.1 relates the collateral noise to the problem size, states important assumptions, and provides basic notations used in the remainder of the section. Section 3.2 discusses the problem of deciding between adding and not adding an edge into the Bayesian network and defines the critical population size, which is the minimum population size for finding the dependency under consideration. Subsequently, the critical population size is computed and empirical results are provided to verify the theory.
Assumptions and notation
To make the theoretical analysis tractable, we make several assumptions about the problem. First, we assume that the fitness function is defined as the sum of subfunctions applied to disjoint subsets of variables of order k and that all the subfunctions are the same:
where p denotes a permutation of f1; 2; . . . ; ng and g denotes a contribution of the variables in its argument to the overall fitness (the fitness of a building block). Section 4 discusses the case where the fitness contributions of different subsets differ significantly. In some cases it is possible to apply the results of the theory also to the case where the subfunctions overlap; however, in most cases the theory would have to be extended to incorporate the effects of the overlap. Furthermore, even in presence of overlap, many real-world problems can be approximated by decomposition into independent subproblems. Only the first generation of BOA is considered. The theoretical model developed under this assumption is somewhat conservative; however, empirical results presented later support the assumption and match the theory well.
A particular partition of the problem decomposition is considered. Without loss of generality, we denote the variables in the considered partition by
. . . ; Y k Þ and their instantiations (blocks of k bits) by x ¼ ðx 1 ; . . . ; x k Þ and y ¼ ðy 1 ; . . . ; y k Þ. The fitness contribution of X and Y is denoted by gðX 1 ; . . . ; X k Þ ¼ gðX Þ and gðY 1 ; . . . ; Y k Þ ¼ gðY Þ, respectively. We denote the total fitness of the solutions containing the block x ¼ ðx 1 ; . . . ; x k Þ by F ðxÞ (note that F ðxÞ is a random variable) and we assume that the contributions of the remaining variables can be modeled by a normal distribution with the variance proportional to the size of the problem:
where l x is the average fitness of the solutions containing x ¼ ðx 1 ; . . . ; x k Þ, and r 2 c is the variance of the noise coming from the remaining variables in the solutions (collateral noise). Additionally,
where n is the size of the problem. The above assumption can be justified by the central limit theorem for all problems decomposable into subproblems of bounded order where the fitness contribution of each subproblem is of the same magnitude. If the magnitude of the contributions varies from one subproblem to another, the population sizes required for building a good model decrease, because in each generation only a subset of the subproblems will matter. By pðxÞ ¼ pðx 1 ; . . . ; x k Þ, we denote the probability of the particular block of variables. The probability is computed as the relative frequency of the partial solution x given a population of solutions. The probability of other subsets of variables is denoted in a similar fashion. For example, pðx 1 ; x 2 Þ denotes the probability of the first two variables of the block x, pðx 2 Þ denotes the proba-bility of the second variable in the block x, and so forth. The probability distribution of pðxÞ is denoted by pðX Þ.
Additionally, we assume that the probabilities follow their expected behavior in the case of an infinite population, although in practice we can expect additional noise due to the finite size of the population. This assumption is later justified by bounding the population size so that the frequencies are close enough to their expected values with high confidence.
We consider only the binary tournament selection. Although the results seem to hold with other selection methods, the theoretical analysis becomes intractable. Empirical results for tournament selection with bigger tournaments are presented to justify this claim.
External noise in the fitness function can be incorporated into the theory in a straightforward manner, if the noise can be approximated by zero-mean normal distribution. If the variance of the external noise does not grow faster than linearly with the size of the problem, all the above assumptions will remain satisfied. However, if the external noise grows faster than linearly with the size of the problem, there are minor modifications in the theory; however, all these modifications are straightforward and are therefore omitted. Section 3.2 discusses the decision making between adding and not adding an edge between two variables, and describes the critical population size.
Edge additions and the critical population size
Consider the decision making between the following two cases: (1) Add an edge from X 2 to X 1 . (2) Do not add the edge from X 2 to X 1 .
To decide whether to add or not add the edge, we must compare the values of the scoring metric for the current network with and without the edge, and choose the better alternative. Since both MDL and Bayesian metrics are decomposable, it is sufficient to look at the term corresponding to X 1 .
There are two different cases of decision making and they are illustrated in Fig. 2 . In the first case (see Fig. 2(a) ), X 1 is isolated; in the second case (see Fig.  2(b) ), several edges that end in X 1 already exist in the network. This section analyzes the first case in detail; Section 3.5 extends the results of the analysis to the second, more general, case.
The score assigned by BIC to X 1 without the edge from X 2 to X 1 is given by
where H ðX 1 Þ is the entropy X 1 , and N is the number of selected solutions (selected population size). After adding an edge from X 2 to X 1 , the new score for X 1 is given by
where H ðX 1 jX 2 Þ is the conditional entropy of X 1 given X 2 . For an addition of the edge X 2 ! X 1 , the following inequality must be satisfied:
By substituting Eqs. (10) and (11) into Eq. (12), we get
Let us denote the difference between the marginal and conditional entropy of X 1 by D:
If X 1 and X 2 are not independent, D is strictly positive. The positivity of D is later supported by an exact calculation of D in the general case. Since D > 0 and the linear term grows faster than the logarithmical one, Eq. (13) will be satisfied for a large enough N . Intuitively, when the two variables are not independent, for a big enough population size, the dependency should be discovered. We call the sufficient population size for the discovery of the dependency X 2 ! X 1 the critical population size and denote it by N crit . To determine N crit , the following equation must be solved for N :
The above equation has two solutions but there is no closed form for either of these solutions. The dependency is discovered for the population sizes lower Fig. 2 . Making a decision between adding and not adding an edge. There are two cases; the first case assumes that there are no other edges into the terminal node of the considered edge, the second assumes that there are a number of such edges.
than the first (lower) solution or greater than the second (greater) one. The first solution is approximately equal to 1 þ 2D ln 2. However, since even for small problems the value of D is very small, this solution is of no interest in our case. N crit is therefore defined as the larger of the two solutions of the last equation (Eq. (15) ).
If the ratio 1=2D is large enough, the larger of the two solutions of the above equation
Since for an increasing problem size the magnitude of D decreases inversely proportionally to the number of decision variables in the problem or even faster (more on this later), the above approximation can be directly used to determine N crit . Fig. 3 shows the numerical solution and its approximation using Eq. (16). The solutions corresponding to the two methods are almost indistinguishable.
In order to apply our results to the scale-up behavior of BOA with BIC metric, we are interested in the growth of N crit with respect to the size of the problem (the number of decision variables). Eq. (16) indicates that the growth of N crit is proportional to the growth of 1=2D and therefore to determine the growth of N crit with respect to the size of the problem, it is sufficient to compute the growth of 1=2D with respect to the same parameter. Section 3.3 starts by computing the probabilities of partial solutions after applying binary tournament selection to the initial, random, population. These probabilities are then used to determine the growth of D in two cases: (1) fitness contributions of X 1 and X 2 are independent, and (2) fitness contributions of X 1 and X 2 are not independent. The two cases are distinguished by a parameterization of the fitness contribution of X 1 and X 2 . The growth of D is then substituted to Eq. (16) to determine the growth of N crit .
Block probabilities after binary tournament
The initial population is generated at random with uniform distribution and therefore the probability of any instantiation of the variables in the considered block of k binary variables is given by
where x ¼ ðx 1 ; . . . ; x k Þ denotes the bits in the considered block. Binary tournament selects two parents at random and chooses the one with a higher fitness. Denote the probability of a tournament between the competing blocks x and y in a particular ordering by p tourn (note that x and y correspond to the same partition in the problem). Using Eq. (17),
The ordering of x and y does not affect the result of selection and therefore the probability of x after binary tournament selection is given by
where F ðxÞ and F ðyÞ denote the distribution of fitness values for x and y, respectively (see Eq. (8)); and pðF ðxÞ > F ðyÞÞ denotes the probability that a solution containing the block x wins a tournament over a solution with the block y. The probability of x winning the tournament over y can be rewritten as pðF ðxÞ > F ðyÞÞ ¼ pðF ðxÞ À F ðyÞ > 0Þ: ð20Þ
Since both F ðxÞ and F ðyÞ are normally distributed (see Eq. (8)), F ðxÞ À F ðyÞ follows the normal distribution with the mean equal to the difference of the individual means of F ðxÞ and F ðyÞ, and the variance equal to the sum of the variances of the two distributions. The difference of the mean fitness of F ðxÞ and F ðyÞ is equal to the difference of the contributions of x and y to the overall fitness, denoted by gðxÞ and gðyÞ. The reason for this is that F ðxÞ and F ðyÞ are not correlated (due to the assumptions) and, consequently, the contributions of the remaining bits cancel out. Thus, 
where UðxÞ denotes the cumulative probability density function of a zero-mean normal distribution with the standard deviation of 1. The resulting probability of x after binary tournament selection is thus given by
The ratio of the fitness differences to the deviation of the collateral noise decreases with the problem size and is usually very small for moderate-to-large problems. Therefore, a linear approximation of the cumulative density function in the above equation can be used, where UðxÞ ¼ ð1=2Þ þ ðx= ffiffiffiffiffi ffi 2p p Þ, yielding
In most cases we are interested only in marginal probabilities of instances x 1 and x 2 of the first two variables. These can be computed by marginalization:
where g gðx 1 ; x 2 Þ denotes the average fitness contribution of X with X 1 ¼ x 1 and X 2 ¼ x 2 , and g g denotes the average block fitness contribution g; that is, g gðx 1 ; x 2 Þ ¼ 
Pairwise frequencies therefore depend only on the average block fitnesses of the corresponding 2 bits. The behavior for any block of order k can be accurately approximated by a special case of a 2 bit building block with the fitness defined according to the average building-block fitnesses g gðx 1 ; x 2 Þ. 
General 2 bit case
In the general 2 bit case, the fitness of two variables X 1 and X 2 can be written as
where a 0 , a 1 , a 2 , and a 12 are constants. In the above equation, if fitness contributions of X 1 and X 2 are independent, then a 12 ¼ 0. On the other hand, if a 12 6 ¼ 0, fitness contributions of X 1 and X 2 are correlated. The probability distribution of X 1 and X 2 after applying binary tournament selection can be computed using Eq. (25), yielding
By summing the above equations over X 1 and X 2 , respectively, we get 
The above equations can be used to compute the frequencies of any instantiation of X 1 and X 2 , yielding the following set of equations:
In the last set of equations, the parameters v ij are defined to be equal to the terms they replace. Additionally, the probabilities of single variables X 1 and X 2 , can be computed as follows:
Again, the parameters v i are defined to be equal to the terms they replace. Next, we compute the order of the growth of D in two separate cases. The first case considers two nonlinearly interacting variables where a 12 6 ¼ 0. The second case considers two variables whose contributions are independent and thus a 12 ¼ 0. In both the cases, the marginal entropies H ðX 1 Þ, H ðX 2 Þ, and H ðX 1 ; X 2 Þ are first computed. These are then used to compute D, which can be expressed in terms of marginal entropies as
3.4.1. Dependent case: a 12 6 ¼ 0 First, let us compute an approximation of the entropy of X 1 defined as
Using the set of Eqs. (32) , the entropy of X 1 can be computed as
Since v 1 is very small for moderate-to-large sized problems (it approaches zero as r c approaches infinity), we can use the following linear approximation of the logarithm near 1:
Thus,
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H ðX 2 Þ can be computed analogously to H ðX 1 Þ, yielding
The joint entropy H ðX 1 ; X 2 Þ is given by
where
The terms A ij can be approximated as follows:
Since v ij is very small, we can use the following approximations to simplify the last equation:
By substituting the approximations of A ij and the equations for v ij , we get
Thus, the difference D between the marginal and conditional entropies can be approximated by 
Using the assumption that r 2 c / n where n is the number of variables in the problem, we can imply that
In other words, the critical population size for discovering a dependency between the two variables that are nonlinearly correlated grows approximately linearly with the size of the problem. Furthermore, as the strength of the nonlinearity increases, the population size required to discover the nonlinearity decreases. Therefore, the stronger nonlinearities will be preferred to the weaker ones.
Section 3.4.2 discusses the case where the contributions of the considered variables are independent of each other (i.e., a 12 ¼ 0).
Independent case: a 12 ¼ 0
Note that in this case, a 12 ¼ 0. Therefore,
We can now write v 2 in terms of v 1 as
where b ¼ a 2 =a 1 . The entropies of X 1 and X 2 can be computed as follows:
Since v i is very small, the logarithms in Eq. (47) can be approximated as
Using the above approximations, the entropy H ðX i Þ is given by
Thus, the entropies H ðX 1 Þ and H ðX 2 Þ are given by
The only other term remaining to compute the entropy difference D is the joint entropy, H ðX 1 ; X 2 Þ, which is given by
where v 00 ¼ Àð1 þ bÞv 1 , v 01 ¼ Àð1 À bÞv 1 , v 10 ¼ ð1 À bÞv 1 , and v 11 ¼ ð1 þ bÞv 1 . Furthermore,
Summing A ij for i; j 2 f0; 1g gives us H ðX 1 ; X 2 Þ:
Using the approximations from Eqs. (48) and (49),
The entropy difference D can be computed by substituting Eqs. (51), (52) and (55) into Eq. (33): 
In other words, the population size to discover the dependencies between linear variables, which are independent with respect to the fitness function, grows approximately quadratically with the problem size.
The above theory assumes that X 1 has no parents before the decision is made on whether the edge X 2 ! X 1 should be added into the network (see Fig. 2(a) ). The following section discusses the extension of the theory for the general case where X 1 already has a number of parents before the decision regarding the edge X 2 ! X 1 is made (see Fig. 2(b) ). Subsequently, the section justifies the assumption that the frequencies follow their expected behavior by incorporating the effects of finite population sizing into the model.
General case: multiple parents of X 1 exist
In the previous section, we computed the required population size for the addition of the first edge into X 1 . How does the situation change if some edges that end in X 1 are already present in the current model? This section indicates that even in this case, the overall growth of the population size does not change much, although the population size must grow exponentially with the order of the considered dependencies.
The condition for adding the edge X 2 ! X 1 into the network if there are edges X 3 ! X 1 to X k ! X 1 already present in the model is given by
Using the definition of BIC, the last equation can be rewritten as
Analogously to the case of the first edge addition, the critical population size is the larger of the two solutions of the above equation and the growth of D determines the growth of the critical population size.
To determine the growth of D, let us first discuss the form of the nonlinearities that should be discovered in this case. If the contribution of X 1 does not depend on X 2 given the values of X 3 to X k , then the edge X 2 ! X 1 is not required, because there is no additional nonlinearity that must be covered in the model. However, if there is some combination of values of X 3 to X k for which the contributions of X 1 and X 2 are correlated, an edge should be added to reflect the nonlinearity.
The discussion in the above paragraph suggests that the nonlinearities that are conditioned on the particular values of X 3 to X k are important to cover. In that case, the growth of D can be approximated by partitioning the population according to the instantiations of X 3 to X k , and looking at each subpopulation separately. The size of each partition of the population can be arbitrarily close to N =2 kÀ2 , because the probabilities of the blocks of k À 2 bits get closer to each other asymptotically (with respect to n). We do not require that the sizes of the partitions are almost equal; however, we require that we can bound these sizes in some way. Fig. 5 shows an example partitioning of the population according to the first 3 bits.
Using the subpopulations of the partitioning according to ðX 3 ; . . . ; X k Þ, the overall D can be computed as the weighted sum of DÕs for each subpopulation, because H ðX 1 jX 3 ; . . . ; X k Þ ¼ X where H x 3 ;...;x k ðX Þ denotes the entropy of X in the partition of ðx 3 ; . . . ; x k Þ. Consequently, if the fitness contributions of X 1 and X 2 are correlated in at least one partition, the dominant term in D will be the one coming from that partition, and the dependency will be found if the size of that partition grows as Oðn 1:05 Þ. Since the size of each partition is approximately N =2 kÀ2 (or at least bounded from both sides close to this asymptotic value), the overall growth of the population size can be bounded by Oð2 kÀ2 n 1:05 Þ. If the contributions of X 1 and X 2 are correlated in more than one partition, the population-sizing bound can be decreased accordingly. On the other hand, if the contributions of X 1 and X 2 are independent in every context of X 3 to X k , the population size to discover this unnecessary dependency X 2 ! X 1 should grow as Oð2 kÀ2 n 2:1 Þ. Therefore, the theory for the case of adding the first edge that ends in X 1 can be extended to the general case in a straightforward manner, yielding the overall bound on the population size of
where k is the maximum order of the subproblems in the problem decomposition. The above result has two important implications: (1) Sufficient population size: The sufficient population size for discovering fitness nonlinearities and encoding them in the learned Bayesian network grows approximately with Oð2 k n 1:05 Þ. Assuming a fixed order of decomposition, the growth is Oðn 1:05 Þ. (2) Favored nonlinearities: The magnitude of the nonlinearities affects the population sizing. The higher the magnitude, the smaller the population size. Assuming a particular population size, only the strongest nonlinearities can be covered, because the population size grows exponentially with the order of the covered dependencies. Both the dependent case and the independent one assume that the frequencies after applying selection are equal to their expected values. Section 3.6 analyzes the effects of using finite populations on the accuracy of the actual frequencies and incorporates the results of the analysis into the developed model.
Getting the frequencies right
The purpose of this section is to analyze the effects of the finite population sizing and apply the results of the analysis to the presented population-sizing model. In particular, the lower bound on the population size is given so that the actual frequencies of each block of k bits are close enough to their expected values with high confidence, where ''close enough'' will be defined later.
Assume that the probability of x being a winner of one tournament is equal to its expected probability pðxÞ after selection. It is straightforward to extend the analysis to ensure that the above assumption is satisfied [39] , but doing that is out of the scope of this paper. Now let us denote the actual probability (relative frequency) of x in the selected set of solutions after performing m tournaments by p m ðxÞ. Note that after m tournaments there are m solutions selected (m is the size of the selected population) and, since the tournaments are stochastic, p m ðxÞ is a random variable.
The distribution of mp m ðxÞ is binomial, because p m ðxÞ is equal the number of successes in m independent trials divided by the number m of trials, each trial with the probability of success equal to pðxÞ. The mean of mp m ðxÞ is mpðxÞ and the variance is mpðxÞð1 À pðxÞÞ. 
With confidence a the actual frequency p m ðxÞ is within from its expected value pðxÞ, if
where U is the cumulative density of the unit normal distribution. For m, we get
where U À1 is the inverse cumulative density of the unit normal distribution. The number of tournaments must therefore grow inversely proportionally with the square of .
How should we set the value of for the population sizing in BOA? Let us first get back to the values of the frequencies and their dynamics with the problem size. The frequencies of any pairwise block approach 0.25 inversely proportionally to the standard deviation r c of the collateral noise. It would be therefore reasonable to set the error to decrease at the same rate so that the same relative accuracy could be achieved for the entire spectrum of problem sizes. For instance, the distance of the frequencies to their asymptotic value could deviate by at most 1% independently of the size of the problem. In that case, the actual population size could be bounded by the two extreme cases at an arbitrary level of confidence.
The frequencies for bigger blocks of variables exhibit the same behavior, but they are scaled down by an additional factor of 2 kÀ2 where k is the order (size) of the considered block (see Eq. (23)). So the accuracy of the frequencies should also increase proportionally to 2 k . Therefore, it is reasonable to require that
where k is the order of dependencies that we must consider to find the optimum. Using the assumption that r 2 c / n (see Eq. (9)), we get
where n is the size of the problem. Substituting the last equation into Eq. (68) yields m ¼ Oð2 k nÞ:
Therefore, for a constant bound k on the order of the subproblems, the population size to ensure that the frequencies retain the same relative error with arbitrary confidence grows linearly with the problem size. Since the growth of the population sizes in both the dependent case and the independent one was at least linear as well, the population sizing model for the BIC metric is applicable in the case of finite populations.
The following section presents empirical results that verify the model and the approximations made in its derivation.
3.7. Critical population size: empirical results Fig. 6(a) shows the critical population size for onemax. Both the simulation for infinite populations (based on the exact theoretical model for the frequencies using an infinite population) as well as the final approximate result are shown. The figure shows that the match between the theory and the infinitepopulation simulation is very good and that the critical population size for discovering a dependency between independent variables increases approximately quadratically with the fitness variance that is proportional to the size of the problem. Fig. 6 (b) compares the critical population size for concatenated traps to empirical results with finite and infinite populations. The correlated bits are both selected from one of the trap subfunctions, while the independent bits are selected from two different subfunctions. The infinite-population simulation was compared to the developed theory. The simulation for a finite population was performed by simulating the actual binary tournament selection on a finite population and increasing the population size until the probability of discovering the dependency was more than 95% in 100 independent runs. The exact theoretical results and the approximations match very well. We can also see that the use of a finite population introduces additional noise that increases the population-sizing requirements for a reliable detection of the correct dependencies, but that the growth of the appropriate population size is still approximately linear. The results in Fig. 6 (b) also indicate that there is a large range of population sizes that result in a reliable discovery of nonlinear dependencies but still do not introduce unnecessary dependencies between independent variables. Moreover, the range grows with the problem size.
Our theoretical analysis considered only binary tournament selection. Fig.  7(a) indicates that the range of population sizes leading to the discovery of good dependencies but ensuring that the algorithm is not misled by bad dependencies grows with the selection pressure. The bad news is that the growth of the required population sizes grows slightly faster with increased selection pressures. For the tournament size of s ¼ 2, the actual growth of the population size is approximately Oðn 1:035 Þ. For the tournament size of s ¼ 16, the growth increases to Oðn 1:242 Þ. On the other hand, the order of the growth of the population size required to discover the bad dependencies decreases from 1:974 for s ¼ 2 to 1:572 for s ¼ 16. Nonetheless, as mentioned above, the range of adequate population sizes still increases with the selection pressure. Fig. 7(b) shows that increasing the tournament size up to s ¼ 16 decreases the critical population size even for the case of a finite population. However, for high selection pressures, the positive effects of increasing the selection pressure can be expected to decrease and actually harm the performance of the algorithm in practice due to the premature convergence.
We observed similar results regarding the discovery of dependencies of higher order for both the onemax and trap function. The population sizes required to discover the dependencies of higher order seem to grow even slower than those required to discover the dependencies of order 2, but we believe that this is merely a consequence of our choice of the fitness functions. For other Fig. 7 . The effects of increasing the selection pressure on the critical population size. As the selection pressure increases, the critical population size decreases. The reason for this behavior is that increasing the selection pressure results in increasing the effect of each nonlinearity on the frequencies after selection.
functions, the behavior may change, but the order of the growth should still remain the same.
What about K2 metric?
It has been shown that the behavior of Bayesian and MDL metrics is asymptotically the same although Bayesian metrics are known to introduce unnecessary dependencies in practice. These dependencies are often eliminated by either (1) restricting the maximum order of interactions in the model or (2) biasing prior probabilities of network structures to favor simpler models.
The theoretical analysis in this paper considered only BIC metric. It is interesting that the behavior of the K2 metric (see Eq. (3)) is very similar according to the accurate simulation with an infinite population. However, the noise in the considered frequencies due to the finite populations results in many unnecessary dependencies in practice as we observed in our experiments with BOA with K2 metric [16] . Fig. 8 shows the critical population size with respect to the variance of the problem for K2 metric on both onemax and trap problems with binary tournament selection. Comparing the results for K2 metric indicates that K2 metric requires lower population sizes to discover the dependencies. This can be seen as one reason for the preference of more complex models compared to the MDL metric. Another reason for this behavior is the response of the K2 metric to the noise in data.
Ramifications for the scalability of BOA
Let us now combine the results of the above section with the ones presented in our previous work [37] to determine how BOA scales up on the decom- posable problems where the fitness contributions of all the subproblems are scaled the same, the order of the subproblems in the decomposition is bounded by a constant, and the interactions between the subproblems are of much lower magnitude than the interactions within each subproblem. We first analyze the results of Section 3 to determine the growth of an adequate population size with respect to the size of the problem. Subsequently, we estimate the overall time to convergence by using the convergence-time approximation for BOA presented in [37] .
There are two important results Section 3: (1) Good dependencies: To discover good dependencies, the population size grows near linearly with the problem size (Oðn 1:05 Þ). (2) Bad dependencies: To be misled by bad dependencies, the population size grows near quadratically with the problem size (Oðn 2:1 Þ). Additionally, the sufficient population size for discovering bad dependencies is orders of magnitude bigger than the population size required for discovering good dependencies. That is a fundamentally important result. First of all, the linear growth of the population size for a good dependency indicates that even if we were to discover all good dependencies in the first generation of BOA, the growth of the population size would still be almost linear. Second, there is a large range of adequate population sizes so that the search is still efficient enough and no superfluous dependencies are incorporated in the used model.
The above result can be used to determine how the adequate population size to solve a problem reliably and accurately grows with the size of the problem. There are three important factors influencing the population sizing in BOA [37] : (1) Initial supply: The population must be large enough to ensure that there is a sufficient supply of alternative solutions for each subproblem. (2) Decision making: The population must be large enough to ensure that the decision making between the alternative solutions to each subproblem is not misled by the noise from the remaining solutions and that the best partial solution indeed wins. (3) Model building: The population must be large enough to ensure that the learned model is correct. The first two factors are known from the analysis of the population sizing in GAs [1, 28, [40] [41] [42] . However, in all those models, crossover was assumed to mix solutions properly or--in the terminology of BOA--the model was assumed to be correct. The last factor is introduced to ensure that BOA is capable of discovering such a good model and, among other things, the theory of the other factors can be applied.
The population size required for an adequate initial supply grows only logarithmically with the problem size [32, 42] . The growth of the population size for the good decision making grows with the square root of the problem size [28] . Therefore, the population size required to build an accurate model is the dominant factor affecting the population sizing in BOA [37] . Using the developed population-sizing model for building a correct model yields the following bound on the growth of the population size
where N opt denotes the sufficient population size, n is the size of the problem, and k is an upper bound on the order of the subproblems in a proper decomposition. However, the population sizing is not the only important factor influencing the scalability of BOA. The total number of evaluations required to find the optimum can be bounded by
where N is the population size, and G is the total number of generations.
The last piece we must collect to complete the puzzle of BOA scalability is the time to convergence. Fortunately, the number of generations until convergence in BOA can be modeled analogously to the case with the onemax problem and a perfect model for onemax (the network with no interactions). In that case, M€ u uhlenbein and Voosen [29] showed that the number of generations until convergence grows as
where p is the proportion of ones on each position in the initial generation, n is the problem size, and I is the selection intensity. The selection intensity in generation t is given by
where f f ðt þ 1Þ is the average fitness in the population in generation t þ 1, f f ðtÞ is the average fitness in generation t, and rðtÞ is the standard deviation of the fitness values in generation t. For most commonly used selection methods, such as tournament or truncation selection, the selection intensity is constant and the number of generations is therefore bounded by
Although the approximation of G given in Eq. (74) is correct only for a simple model with no interactions applied to the onemax case, the model can be used to accurately model the convergence time of BOA on many other decomposable problems where the order of each subproblem is bounded by a constant and the contributions of all the subproblems are scaled the same (see [43] and [37] ). When the dynamics of the fitness variance is similar to the onemax case, the actual approximation given by Eq. (74) approximates the time to convergence very well. Even if this is not the case, the time to convergence can still be accurately approximated by fitting G according to Eq. (76). The reason for that behavior, is that the convergence can be upperbounded by the number of generations it would take to converge if the initial population contained only two partial solutions in each partition, the best and the second best partial solution of the partition.
Using Eqs. (72), (73) and (76), the total number of evaluations until convergence to the optimum can therefore be bounded as follows:
where n is the size of the problem. In other words, the number of evaluations required by BOA to converge to the optimum grows subquadratically with the problem size. Fig. 9 shows the average number of evaluations using BOA with binary tournament selection and elitist replacement that replaces the worst half of the population by offspring. Two test functions are used: (1) onemax, and (2) concatenated traps. The minimal population size for ensuring convergence in 30 independent runs is used, and the results are averaged over the 30 runs. Since for onemax, a correct model doesnÕt have to be found, the growth of the number of evaluations can be bounded using the gamblerÕs ruin populationsizing model [28] , and the total number of evaluations can be estimated as Oðn ln nÞ. For concatenated traps, a good model must be built, so the number of evaluations can be estimated according to the theory developed in this (77)).
In the above text, we assumed that the contributions of all the subproblems are scaled the same. In practice, there are two extreme cases of scaling the contributions of different subproblems: (1) uniform scaling, and (2) exponential scaling [44] . For uniformly scaled subproblems, fitness contributions of all subproblems are approximately the same. For exponentially scaled subproblems, contributions of one subproblem overshadow contributions of all remaining subproblems in some ordering of subproblems (from the most important to the least important). How does the scalability of BOA change for exponential scaling? On exponentially scaled problems, convergence proceeds sequentially from the most important subproblem to the least important one, and only one or a few subproblems matter at any point in time. Finding good dependencies is easier than for uniformly scaled problems, because the signal for discovering currently relevant dependencies is stronger. However, for exponentially scaled problems, some partial solutions might be lost due to the effects of genetic drift (random effects of selection with no fitness signal) before the corresponding subproblem starts to matter. We must ensure that the population size is large enough to preserve enough copies of each possible partial solution to the least salient subproblem until the rest of the solution is converged or close to converge. It has been shown that the population sizes ensuring sufficient preservation of the least salient partial solutions grow linearly with the problem size [44, 45] . Thus, the exponential scaling should not have any negative effect on the order of growth of the population size in BOA (the bound actually decreases from Oðn 1:05 Þ to OðnÞ). Although exponential scaling does not increase BOAÕs population-sizing requirements, it increases the number of generation until convergence, which grows linearly with the number of the subproblems in the decomposition [44] . Since the number of subproblems in the decomposition can grow at most linearly with the problem size, the required number of evaluations until convergence on exponentially scaled problems is
Fig . 10 verifies the above bound on the number of evaluations on the exponentially scaled deceptive function of order 3 based on the deceptive function presented in [5] . Again, the figure shows the average results over 30 independent runs and all the runs are required to converge to the optimum.
To summarize both results from Eqs. (77) and (78), the overall number of evaluations until convergence the problems decomposable into subproblems of bounded order is expected to be somewhere between Oðn 1:55 Þ to Oðn 2 Þ, where n is the size of the problem. If the difficulty and order of the subproblems increases with the problem size, the above estimates may further increase. In other words, BOA meets the challenge and enables automatic discovery and exploitation of appropriate problem decomposition with only little computational overhead, and proves to be an efficient and scalable method for solving decomposable problems of bounded difficulty.
Conclusions
By combining the achievements of genetic and evolutionary computation with the advanced methods of machine learning and probabilistic modeling, BOA is capable of solving problems decomposable into subproblems of bounded order quickly, accurately, and reliably. The number of evaluations until reliable convergence to the optimum grows as Oðn 1:55 Þ or Oðn 2 Þ, depending on the scaling of the subproblems in a proper problem decomposition.
Additionally, there is a large sweet spot for setting a proper population size for different selection pressures to ensure fast and reliable convergence to the optimum. Although the practitioner might not know all the parameters involved in the computation of the adequate population size, the algorithm is robust enough to accommodate for the uncertainty.
Finally, there are almost no parameters to set in BOA; the only parameter is the population size. Even the population size can be eliminated by using the parameter-less population-sizing procedure for genetic algorithms [46] . BOA is capable of doing the rest: (1) decomposing the problem properly, and (2) exploiting the proper problem decomposition to ensure fast and reliable convergence. Of course, if prior information about the problem is available in the form of the relationships among the decision variables in the problem or good partial solutions, this prior knowledge can be used to bias the model building and further improve BOAÕs efficiency. 
