1. Introduction. It is well known that alternating direction implicit methods (ADI -methods) often provide very powerful techniques for computing numerical solutions to partial differential equations of elliptic type. The theoretical explanation for this is incomplete. The theory is in fact so unsatisfactory that it is often not possible to predict whether a suggested ADI-scheme is likely to converge or not.
Consider the following Dirichlet problem -r-(ai(x) -M --(oí(x) -^-) + c(x)u =/(x), x € ß;
(11) àxi\ ô.Ti / óxL \ dx2/ u(x) = g(x), x on the boundary of ß, where x = (xi, x2) and P is the interior of a compact region. The coefficients ai, 0% and c are real valued sufficiently smooth functions, cti and a2 are strictly positive and e is bounded from below by a sufficiently large lower bound c0. Let us introduce a rectangular lattice of mesh points on the region. We approximate the boundary of the region by nearby mesh points at which the solution is approximately known. If we set up the standard five point difference approximation to ( 1.1 ) on this lattice, we get a system of linear equations with as many equations as unknowns. It can be shown that this system has a unique solution if c0 is sufficiently large. It is well known that if the number of unknowns is very large it is often best to solve such a system with some iterative method. In this paper we will consider an ADI-method which for the case ai = a2 = 1 and c = 0 is identical with the original ADI-method of Peaceman and Rachford [3] . It is known both from existing theory and numerical experiments that this ADI-method, using a sequence of different iteration parameters, is often superior to other iterative methods. Cf. Birkhoff, Varga and Young [2] . In practice one usually chooses the parameters in a cyclic way. In this paper we will always suppose that this is done and we will call the number of parameters m the cycle length. How to make the best choice for this number of steps, m, will not be discussed in this paper. Before we describe our new result we will give a short survey of certain aspects of the theory for ADI-methods. For details we refer to Birkhoff, Varga and Young [2], Varga [5] and Wachspress [6] .
Let us thus first consider Laplace's equation with Dirichlet data given on the boundary of a unit square. Suppose we use a uniform lattice of mesh points with mesh size A. It is then possible, for any given m, to construct a set of iteration parameters for which the discrete L2-norm of the error function is reduced by at least a factor
for each full cycle of iterations. For the same problem the spectral radius of the point successive over relaxation operator is equal to pi. The number of arithmetic operations used to complete a step in the ADI-scheme is of the same order as for the successive over relaxation method. These facts explain why ADI-methods can be much more efficient than other iterative methods when A is small and m ¡t 2. It has been shown that essentially the same rapid convergence is achieved in more general cases provided certain operators commute. Birkhoff and Varga [1] have however shown that these commutativity conditions impose very strong restrictions on both the coefficients and the region, which must then be rectangular.
Very little is known for noncommutative cases except when m = 1. In this oneparameter case there exists a simple convergence proof which at the same time gives an adequate estimate for the asymptotic rate of convergence. However, as we have seen earlier, m = 1 is the least interesting case. Some weak results have also been proved for the multi-parameter case. Thus Pearcy [4] has shown that we can always get convergence for any given problem and any given mesh if we choose m sufficiently large, have a mild restriction on the size of the iteration parameters and use them in a certain order. Pearcy's technique is however not refined enough to give more than a very weak estimate for the rate of convergence. But it is known from numerical experiments that the same rapid convergence as in commutative cases is possible even in noncommutative cases.
In this paper we will consider equations of type (1.1) in rectangular regions. Our operators will then in general not commute. For any given m we will construct iteration parameters which will make our scheme converge rapidly if the mesh size is sufficiently small. We will also be able to show that our estimate for the spectral radius of the operator which corresponds to a full cycle of iterations differs from that in a comparable commutative case only by a lower order term. Our technique would enable us to exhibit an estimate for this difference in terms of the mesh size, the iteration parameters, the coefficients and certain of their derivatives. Our iteration parameters will in general depend on the space variables. This dependence is however quite simple and it therefore adds little to the programming effort. Furthermore, a numerical experiment indicates that our theorems are not true if we restrict our choice to parameters which do not vary with the space variables. The result of this and other numerical experiments will be reported in a separate paper.
2. Preliminaries and Statement of Results. To simplify the writing up of our proofs we will suppose that our region is a unit square and that our lattice of mesh points is uniform, i.e. Axi = Ax2 = A. The extension of our results to rectangular regions and rectangular lattices is immediate. We suppose that A = \/N for some integer JV and that A ^ A0 where A0 is a given constant. The interior of the lattice is defined by the cartesian product Our difference approximation to (1.1) is the standard five point approximation
where e¡ is the unit vector in the direction of the positive ith coordinate axis and
Introduce the operators Q» defined by
where ci(x) and c2(x) are real valued sufficiently smooth functions which fulfill Ci(x) + c2(x) = c(x). If we consider u(x) to be a vector with a component corresponding to each point of R(h), we see easily that the centered difference structure implies that the operators Q¡, i = 1, 2, correspond to symmetric matrices and that they thus only have real eigenvalues. We will always assume that these eigenvalues are bounded from below by a strictly positive constant for all A ^ A0. We will refer to this condition as the eigenvalue condition. We will discuss the eigenvalues of Q», i = 1, 2, in Section 3 and give a sufficient condition in terms of the coefficients of Q¡ to ensure that the eigenvalue condition is fulfilled. In the same section we will also show that (2.1) has a unique solution and that the operators on the left-hand sides of our ADI-scheme
have well defined inverses if pn(x, A) > 0. Here ui(x) is the initial approximation to the solution of (2.1) and p"(x, A) are the iteration parameters. We will assume that these parameters satisfy
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use We will also assume that the parameters pn(x, A) can be written as a product of a fixed function of x and a function which depends on A and n. To simplify the notations later, we let p"(x, A) have the form
where fc"(A) > 0 and b(x) is a sufficiently smooth, strictly positive function. Now suppose that Ui,ui, ■ ■ ■ converge to a limit. This limit must then be equal to the solution of (2.1). This fact enables us to reduce our problem to the study of the convergence to zero of the solution of the following error equation,
with where u is the solution of (2. 1).
In the following we shall work almost exclusively with mesh functions which are zero for x € dR(h). We therefore introduce the space
with an inner product and a norm defined by
By Í2(A) we denote the spectral radius of the operator A. It is well known that (2.5) 0(A) á ||A||.
For p ^ q we will write Hf Av for ApA^ ■ ■ ■ Aa ■ We also define YLt! * A, = 7 = the identity operator. Consider (2.4). To decide the convergence of our method we want to estimate
Using (2.3) we see that ,2 P, -h2Qi = j--6(x)(l -k,Qi')b(x) and
(2.6) tells us that
By a similarity transformation we get (2.7)
The spectral radius ttm will eventually be estimated by using (2.5). Before this is done we will however carry out still another similarity transformation. Thus let us introduce
It is easily seen that and the remainder ß is defined by (2.9). In commutative cases ß = 0. From (2.8) and (2.9) we obtain, (2.10)
fi", ^n rnr. + Il R II.
We will show in Section 4 how to choose the ku to make the first of these terms small and in Sections 5 and 6 how to choose b(x) to make || ß || very small. The first term in (2.10) can be treated just as if our problem were commutative. As will be shown in Section 3, Q¡ as well as Q, are selfadjoint operators and they therefore only have real eigenvalues. The bounds which we can get for || [Jî* Tri || depend on lower and upper bounds for these eigenvalues. Suppose that we know that the eigenvalues of Q,, i = 1,2, lie between a and ß where 0 < a < ß. We are then able to state our main result. Theorem 1. Ifb'(x) = ai(x) and we choose ky conveniently we have
We give estimates for a and ß in Section 3. There we will also show that (2.12) a/ß = 0(A2) if the eigenvalue condition is fulfilled. From (2.11) and (2.12) follows where 0 < q(h) = 0(hllm). Compare (1.2). The case a¡ = a2 is of course of particular interest in many applications. In that case we can prove a somewhat stronger theorem.
Theorem 2. Suppose that oi(x) = Oi(x). Then if b2(x) = ai(x) and k, are chosen conveniently we have " ^ » * {(iwJ + °{hWm)) I' bei »■ Remark. If we consider equations of type (1.1) for which the coefficients can be extended to be periodic (of period 2 in xi and x2), even, sufficiently smooth functions for all values of x it can be shown that we do not necessarily need to choose b2(x) = ai(x) to achieve rapid convergence. In fact it suffices to make max | d/dx2(ai/b2) | sufficiently small. The proof of this result is quite involved and we do not give it in this paper. Numerical experiments indicate that an upper bound for | d/dx2(ai/b ) | is needed to guarantee convergence for small values of m. To finish our proof, we show that which completes the proof. We may use Propositions 3.2 and 3.3 to estimate the quantities a and ß which were introduced in Section 2. These propositions also tell us that if the eigenvalue condition is fulfilled we always have a/ß = 0(h).
It should however be pointed out that the values of a and ß which can be computed from Propositions 3.2 and 3.3 often are rather pessimistic and that it is sometimes advisable to try to get better bounds by some other method since the error estimates are then improved. It is also known from experience that the efficiency of the ADI-scheme depends very much on the choice of a and ß.
We next show some simple consequences of the eigenvalue condition. The following lemmas will be used later. small. This problem has been extensively treated in the literature and hence we will give it only a brief treatment. We refer the reader to [2], [5] or [6] for details. The optimal as well as several other good choices of k, are known. The perhaps simplest choice is iZ/sV2*-»'2-, 9
v=ß\ä) ' , = 1,2, ...,m, which corresponds to the parameters suggested in the original paper by Peaceman and Rachford [3] . With this choice we get The last equality follows from the fact that a/ß = 0(h).
Using the results of Section 3 we see that
It is easy to show that (4.1) and (4.2) are true also for the optimal parameters due to Jordan. Cf. Wachspress [6] . In the proof of our theorems we will suppose that the k, are chosen so that (4.1) and (4.2) hold. But we could by our technique prove convergence when A -> 0 for all sets of k, for which 5. A Fundamental Inequality. In this section we will derive an inequality for the operators K,ß = kMl + k.Qiy1(QÍQÍ -QiQi)(l + KQ¿)~1 which will play an important part in the proofs of our theorems.
Lemma 5.1.
The following corollary follows immediately from the lemma. 
A¡i(x,A) = Ati(x,h) + 0(A),
We can extend the formula (5.1) to be valid even for x € dR(h) if we replace D±Xi by D±Xi in (5.1), where
The D±Xi are thus mappings of U0 into f70 • We extend our coefficients, when needed, by defining them to be zero for x £ dR(h). Our formula (5.1) will then not only give a correct representation for (QiQ2 -Q2 Qi)u in the interior of our mesh but will also give a representation of Qi Q2 -Q2 Qi as the sum of operators which have the form 6. Proofs of the Theorems. We will now estimate the norm of the remainder ß which was defined by (2.9). Next consider the second term in (6.4). We easily get (6.6) A TAT« -lÍr"n T* = T2i(TnTn -TnT22)Tl2.
In the same way n TrlT* -n Trl n t« i ii = T31r32 (Û T,iT* -n T*II O + T3l (Ti2 II Ta -II T«Tn\ fl TA .
By (6.6) To prove (6.1), we use (6.4), (6.5) and (6.7).
We now prove (6.2). It can be shown by elementary calculations that
We now show how to estimate the norm of the first term in terms of the norm of Krr ■ Define Pv and P"" by mi 4-fc,ei')_1(i + krQir1 -(i + krQiyl(i + k&'r1 ¡:2(QÍQ2' -Q2'Qi)
(1 + krQirl(l + krQ2'rl\ = (14-krQ2'rlPrr .
(6.9) = (1 -krQirHa + krQirlki(QiQ2' -Q2'Qi) -(i + krQir\i + KQiy'ia + kj&'r1 = (1 + KQiy'Kl + krQiy\km(QiQi -QiQi)(l + krQir1
x (i 4-fcmQ/r'Ki + krQir1 = (14-krQiy'-PrM + KQir1. P,m can now be treated as P" above. We get ||P,' II ^ ||P« || ^ ||X,-||/(1 -|| Km ||).
To finish our proof of (6.2) we use the definition of B, and remember that kv < km , v -1, 2, • • • , m -1.
The proof of (6.3) is quite similar. Using the definition of Rj and Lemma 3.1 we get II Rß II á X II TyiTu+1,2 -Tß+i,iTyl ||.
7=1
We can treat these terms almost exactly as we did the terms in B, after having observed that TyiTp+i,i -Tp+i¡2Tyi = 4|(14 kyQi)~\l + ka+iQÍT1 -(1 + ¿WiQsVU + h&)~\ This finishes the proof of Lemma 6.1 and thus also the proof of Theorem 1.
We now indicate how to modify the proof above to get a proof of Theorem 2. Our first modification consists in not carrying out the last similarity transformation in Section 2. We instead define our remainder as By carrying out an analysis of this remainder analogous to that of B in the proof of Theorem 1, we can prove a lemma corresponding to Lemma 6.1. The main difference in these two lemmas is that the estimate of || B || will contain terms proportional to || Kmm ||. However as the corollary to Lemma 5.1 shows us this is not dangerous if ai = a2. To finish our proof we only have to note that bem+l = bJl(Pr + h2Q2y\pr + h2Ql)(Pr + A^'ip, ~ A*«?,)«! = II (1 + krQ2r\l -krQl')(l + krQi)-\l -krQi)bei = IlTrlUTrtbtl + R'bei. 
