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Abstract
Demands on capturing dynamic scenes of underwater
environments are rapidly growing. Passive stereo is appli-
cable to capture dynamic scenes, however the shape with
textureless surfaces or irregular reflections cannot be re-
covered by the technique. In our system, we add a pattern
projector to the stereo camera pair so that artificial textures
are augmented on the objects. To use the system at under-
water environments, several problems should be compen-
sated, i.e., refraction, disturbance by fluctuation and bub-
bles. Further, since surface of the objects are interfered by
the bubbles, projected patterns, etc., those noises and pat-
terns should be removed from captured images to recover
original texture. To solve these problems, we propose three
approaches; a depth-dependent calibration, Convolutional
Neural Network(CNN)-stereo method and CNN-based tex-
ture recovery method. A depth-dependent calibration is our
analysis to find the acceptable depth range for approxima-
tion by center projection to find the certain target depth for
calibration. In terms of CNN stereo, unlike common CNN-
based stereo methods which do not consider strong distur-
bances like refraction or bubbles, we designed a novel CNN
architecture for stereo matching using multi-scale informa-
tion, which is intended to be robust against such distur-
bances. Finally, we propose a multi-scale method for bub-
ble and a projected-pattern removal method using CNNs to
recover original textures. Experimental results are shown
to prove the effectiveness of our method compared with the
state of the art techniques. Furthermore, reconstruction of a
live swimming fish is demonstrated to confirm the feasibility
of our techniques.
1. Introduction
There are strong demands on capturing dynamic scenes
of underwater environments, e.g., measurement of seabeds,
capturing dynamic shape deformations of swimming fish
or humans, inspection of water-filled nuclear tanks by au-
tonomous robots, etc. Passive stereo is a common solution
for capturing 3D shapes because of its great advantage of
simplicity; i.e., it only requires two cameras in theory. In
addition, since the shapes are recovered only from a pair
of stereo images, it can capture moving or deforming ob-
jects. One severe problem on passive stereo is instability,
i.e., it fails to capture objects with textureless surfaces or
irregular reflection. To overcome the problem, using a pat-
tern projector to add an artificial texture onto the objects has
been proposed [15]. In the system, we also take the same
approach to achieve robust and dense reconstruction.
Considering underwater environments, there are addi-
tional problems for shape reconstruction by stereo, such
as refraction and disturbances by fluctuation and bubbles.
Further, since original textures of objects are interfered by
projected patterns if active illumination is projected, they
should be removed for obtaining both 3D shapes and tex-
tures. In this paper, we propose three approaches to solve
aforementioned problems. For the refraction issue, a depth-
dependent calibration where refractions are approximated
by lens distortion of a center projection model is pro-
posed [13]. In the paper, we analyze to find the acceptable
depth range for the approximation and find the best depth
for calibration. For the problems of disturbances by ob-
stacles, we propose Convolutional Neural Network(CNN)-
based stereo as a solution. Since captured images of un-
derwater scenes are affected by mixtures of light attenua-
tion caused by strong absorption of light intensity in water
medium and strong disturbances such as bubbles, shadows
of water surface or fluctuation, it is impossible to decom-
pose them analytically. To handle such difficult problems,
learning-based approaches, especially CNN techniques, are
proposed.
Our shape reconstruction consists of two techniques,
such as CNN-based object segmentation and CNN-based
stereo matching. The CNN-based target object segmenta-
tion method efficiently segment a target object, e.g., fish
in our experiment, from background, which is not only
useful for reducing calculation times, but also effective
to achieve robust reconstruction by narrowing the search
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ranges of stereo disparities. CNN-based stereo effectively
works under common variations [31], however, there are
strong disturbances at underwater environment. In case of
such strong disturbances, we propose a novel architecture of
CNN, which uses multi-scale information of captured im-
ages.
For the texture recovery, we also propose a CNN-based
method for projected-pattern removal and bubble cancella-
tion. Main contributions of the proposed technique are as
follows:
1. A practical technique is proposed to achieve dense and
robust shape reconstruction based on passive stereo us-
ing active pattern projection.
2. A valid depth range for depth-dependent approxima-
tion by radial distortion is analysed.
3. A target-region detection method by CNN for robust
stereo matching is proposed.
4. A multi-scale CNN-based stereo technique specialized
for underwater environment is proposed.
5. A multi-scale CNN-based bubble and projected pattern
removal method specialized for underwater environ-
ment is proposed.
Experimental results are shown to prove the effectiveness
of our method by comparing the results with the previous
method. We also conduct demonstration to show the recon-
structed sequence of a swimming fish.
2. Related works
To recover shape and texture of underwater environment,
many researches have been done. Main issue for underwater
environment is refraction and generally two types of solu-
tion are proposed; one is geometric approach and the other
is approximation-based approach. Geometric approach is
based on physical models such as refractive index, distance
to refraction interface, and normal of the interface. Agrawal
et al. introduced polynomial formulation for the model [1].
Sedlazeck and Koch proposed structure from motion for
underwater environment [11]. Kawahara et al. proposed
pixel-wise varifocal camera model [12]. In this model, ap-
propriate focal lengths are assigned to each pixel. Those
techniques can calculate genuine light rays if parameters
are correctly estimated and interface is completely planar,
however, they are usually impractical. On the other hand,
approximation approach converts captured images into cen-
tral projection images by lens distortion and focal length
adjustment [7]. They assumed focal point moved backward
to adjust light paths as linear as possible, then remaining
error was treated as lens distortion. Kawasaki et al. also
proposed a simple method to approximate the refraction by
radial distortion [13]. Since the parameter cannot be fixed
for all the depth range, they proposed a depth dependent
technique. It works well in most cases, however in specific
case it fails because refractive distortion depends on depth
and effective range of depth is not thoroughly analyzed yet.
Another problem for underwater environment is distur-
bances by bubbles, water fluctuation and other effects. Re-
cently, convolutional neural network (CNN) based stereo
matching becomes popular, which is robust to irregular dis-
tortion on image set. Z˘bontar and LeCun proposed a CNN-
based method to train network as a cost function of im-
age patches [31]. Those techniques rather concentrate on
textureless region recovery, but not noise compensation,
which is a main problem for underwater stereo. Since patch
based technique is known to be slow, Luo et al. proposed a
speeding-up technique by substituting FCN to inner prod-
uct at final stage [20]. Shaked and Wolf achieved high ac-
curacy as well as fast calculation time by combining both
FCN to inner product [26]. To fundamentally solve the cal-
culation time, end-to-end approach called DispNet is pro-
posed, but accuracy is not so high [21]. Another aspect for
underwater environment is that range of the scale of ob-
stacles is large. Recently, to solve such scaling problem,
multi-scale CNN technique is proposed. Nah et al. pro-
posed a method for deblurring [22], Zhaowei et al. proposed
a method for dehaze [3] and Li et al. proposed a method for
object recognition [16], Yadati et al., Lu et al., and Chen
et al. [29, 19, 4] used multi-scale features for CNN-based
stereo matching. We also use multi-scale features for CNN-
based stereo matching, but novel network architecture to
recognize multi-scale information is proposed.
Collection of huge data for learning is another open
problem for CNN-based stereo techniques. For solution,
Zhou et al. proposed a technique without using ground truth
depth data, but LR consistency as a loss function [33]. To-
nioni et al. proposed a unsupervised method by using ex-
isting stereo technique as an instruction [27]. Tulyakov and
Ivanov proposed a multi-instance learning (MIL) method by
using several constraints and cost functions [28]. We also
take a similar approach to [28] and use several cost func-
tions.
CNNs are also popular in the field of image restoration
and segmentation. In underwater environment, there are
several noises, such as bubbles or shadows of water sur-
faces. In addition, projected pattern onto the target object is
also a severe noise. To remove such a large noise, inpainting
method based on a GAN is promising [10, 30]. However,
since resolution of generative approaches are basically low,
noise removal approach is better fit to our purpose. For ef-
ficient noise removal, shallow CNN-based approach using
residual is proposed [8]. The technique is also extended to
remove reflection [6]. Liu and Fang propose an end-to-end
architecture using the WIN5RB network [18] which out-
perform others. We also use this technique, but data col-
lection and multi-scale extension is novel. Liao et al. [17]
denoised depth images both using depth image and RGB
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Figure 1. Left: Minimum system configuration of the proposed
algorithm. Right: Our experimental system for evaluation where
two cameras and a projector are set outside a water tank.
image. Zhang et al. [32] denoised images with CNNs with
different noise levels taken into account. Choi et al. [5] pro-
posed denoising with multi-scales with light-weight compu-
tation. Nakamura et al. [23] removed texts in natural scene
images using multi-layers of convolutions and deconvolu-
tions.
Image segmentation is also important for our system,
since usually only the regions of the target object are enough
for 3D shape reconstruction. Badrinarayanan et al. pro-
posed a network architecture for semantic segmentation
called SegNet [2]. Ronneberger et al. also proposed a net-
work architecture called U-Net which is useful for biomed-
ical image segmentation [24]. Since captured images do not
look similar to scenery image, but rather close to biomedical
image, we use U-Net for our segmentation.
3. System and algorithm overview
3.1. System Configuration
Our system consists of stereo camera pair and one laser
projector as shown in Fig. 1. We prepare two systems for
our experiments. One is for evaluation purpose where two
cameras and a projector are set outside a water tank. The
other is a practical system where devices are installed into
a specially built waterproof housing in order to make dis-
tance between interface glass and camera lens to be rela-
tively short. For the both systems, the optical axes of the
cameras are set orthogonal to glass surface so that error
by refraction approximation is minimized. The two cam-
eras are synchronized by GPIO cable to capture dynamic
scenes. In terms of the pattern projector to add textures onto
the objects, no synchronization is required since the pattern
is static. In our implementation, we use a laser projector
where diffractive optic element (DOE) is used to configure
wave pattern proposed in [25] without losing light power.
3.2. Algorithm
The algorithm of our underwater shape reconstruction
will be explained by using Fig. 2. First, the camera pair is
calibrated. The refractions in the captured images are mod-
eled and canceled by center projection approximation in our
technique using depth-dependent intrinsic and extrinsic pa-
Image capture CNN segmentation CNN stereoImage undistorting
Captured image Undistorted image
(center projection)
Segmented image
Mask image
3D shape
CNN segmentation
CNN texture recovery
Figure 2. Overview of the algorithm.
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Figure 3. Depth-dependent error of approximation estimated by
simulation.
rameters which are acquired in advance. In the measure-
ment process, the targets are captured with stereo cameras.
Pattern illumination is projected onto the scene for adding
features on it. From captured images, target regions are de-
tected by a CNN-based segmentation technique, where only
fish regions are extracted. Then, a stereo-matching method
is applied to the target regions. In our technique, a CNN-
based stereo is applied to increase stability under the condi-
tion of dimmed patterns, disturbances by bubbles, and flick-
ering shadows. Then, 3D points are reconstructed from the
disparity maps estimated by the stereo algorithm. Outliers
are removed from the point cloud and meshes are recov-
ered by Poisson equation method [14]. Since textures are
degraded by bubbles and projected patterns, they are effi-
ciently recovered by CNN-based bubble canceling and pat-
tern removal techniques. Using the recovered 3D shapes
and textures, we can render the dynamic and textured 3D
scene.
3.3. Depth-dependent calibration
Because of refractions, captured images of underwater
scene are severely distorted. In this paper, we undistort
captured images by a lens distortion model [13]. The tech-
nique is only an approximation, because refraction effect
is not strictly represented as the lens-distortion model, but
it can be used for stereo matching for limited working dis-
tances [13]. For the actual process, a calibration tool, i.e.,
planar board with checker pattern, is submerged to a wa-
ter tank to retrieve intrinsic and extrinsic (camera-to-camera
transformation) parameters, and thus, it is preferable if the
best depth for approximation is known in advance. In the
paper, we simulate error using actual parameter of our sys-
tem as shown in Fig. 3, showing that a maximum error is
below 0.8% if depth range is less than 1m. Thus, we set all
the devices as close as possible to the water interface so that
the error becomes small enough to be ignored.
4. CNN based stereo technique with pattern
projection
In the technique, we first apply CNN-based target re-
gion extraction technique (Sec. 4.1) to increase robustness
as well as decrease calculation time Then, multi-scale CNN
stereo (Sec. 4.3) is applied to reconstruct 3D points.
4.1. CNN-based target-region extraction
For many applications, reconstruction targets are recog-
nizable, such as swimming fishes in the water. In gen-
eral, the wider the range of disparities considered in stereo-
matching processes, the more ambiguities exist, leading to
wrong correspondences. Thus, by extracting the target re-
gions from the input images and reducing possibilities of
matching within the detected target regions, 3D reconstruc-
tion process becomes more robust.
To this purpose, we implemented an U-Net [24], an FCN
with multi-scale feature extraction, and trained it. We made
training dataset from underwater image sequence contains
live fish (since one of our applications is live fish measure-
ment) where scenes are illumination by the pattern projec-
tor. Since both the target and background regions are pro-
jected with the same pattern, segmentation between those
regions was difficult. From image sequences, 100 images
were sampled and the target regions were masked with man-
ual operations. These training images were augmented by
scalings, rotations, and translations. As a result, we pro-
vide 980 pairs of source images and target-region masks for
training U-Net. We used softmax entropy for loss function.
The trained U-Net was tested for large number of images,
we obtained qualitatively successful results in most exam-
ples (Fig. 4).
In the evaluation process, we have found that the num-
bers of resolution levels of the U-Net architecture is im-
portant. By using only two or three levels of resolutions,
we could not get sufficient results. We finally reached the
conclusion that the U-Net with five levels of resolutions
works effectively with our dataset by qualitative evaluation
increasing number of levels. Regarding the number of train-
ing data pairs, 300 augmented image pairs from around 30
annotated data did not work sufficiently for a living fish, but
at least 100 pairs were required.
Figure 4. An example of CNN segmentation. Left: Successful
example. Right: Minor failure example. Patternless region was
difficult to detect.
Using the obtained results, rectified images are masked
so that only measurement target is on the images. We also
use this mask image to limit the output disparity of stereo
matching, which can drastically decrease calculation time
as well as improve accuracy.
4.2. CNN stereo matching by transfer learning
In general, normal stereo-matching methods such as
SGBM are not robust against strong noises since they do not
classify pixels into right intensity and wrong intensity [9].
Because CNN-based stereo proposed in [31] learns from
real images, it is possible to cope with the noises. In the
technique, small image patches from stereo image pairs are
processed by CNNs and their feature vectors are calculated.
Similarity measures of the feature vectors are used to find
the best-matching disparities for every patches of the input
images.
In the method, we propose an effective training method
for CNN-based stereo specialized for bubble-disturbed im-
ages by applying a transfer-learning technique. First, we
made a training dataset disturbed by bubbles from Middle-
bury 2005 and 2006 dataset. Middlebury dataset contains
1890 images in total, and we used 540 images of them. To
create images with bubbles, we set a display monitor behind
a water tank and put a bubble generator inside a tank (Fig. 5
(left)). The Middlebury images were presented on the mon-
itor and captured by the camera in front of the water tank.
The captured images were warped both by the perspective
projection and the refraction by the air-water interfaces. To
compensate for this, gray code was presented on the display
screen and captured by the camera. Then, lens distortion pa-
rameters are estimated, which approximate the refraction,
by using the gray code. The captured images were undis-
torted by the lens distortion parameters and rectified by ho-
mography transformation. Examples of a source image and
their bubble-disturbed images are shown in Fig. 5 (right).
Since Middlebury dataset is annotated with ground-truth
disparities, we can get positive and negative pairs of image
patches for stereo-matching training data. The positive pairs
of patches are sampled from stereo images with correspond-
ing positions, whereas the negative pairs are sampled ran-
domly. Using these matching pair datasets, we additionally
trained the CNN-based similarity measure pipeline with the
captured dataset.
(a) Capturing scene
(b) Original Middlebury image and
with bubbles
Figure 5. Capturing images through bubbles to create real learning
dataset.
4.3. Multi-scale CNN stereo
CNN-based stereo techniques usually take fixed-size im-
age patches because a large number of patches with wide
variation are trained. However, it sometimes makes wrong
correspondences unless wider regions are considered; repet-
itive pattern of windows are well known example. Simi-
larly, we assume bubbles whose shapes and sizes vary by
large scale, the ambiguity can increase and cause serious
failures. Therefore, we propose a novel network architec-
ture for stereo matching called multi-scale CNN Stereo,
which can cope with such ambiguities (Fig. 6(Left)).
The network takes two image patches as input, and
outputs similarity score between the patches. One input
patch is processed by two CNN-layer pipelines, one is for
low-resolution, wide-range process, and the other is high-
resolution, narrow-range process. The input patch is scaled
to half through MaxPooling operation for low-res process,
and the center sub-image of the input is considered for high-
res process.
Each of the convolutional layers is composed of 3×3
convolution, batch normalization, and ReLU operation. As
a result, two processed patches (high and low-res) have the
same sizes with half the original patches with 64 channels.
The high and low-res results are concatenated, and used as
a feature vector to measure similarities. The neural net-
work parameters are optimized to minimize a hinge loss
expressed as
loss = max(0, s− − s+ +m), (1)
i.e., high similarity score is marked to positive patch pair,
while low similarity score is marked to negative patch pair,
where s− is output score of negative patch pair, s+ is that
of positive patch pair and m is margin which means posi-
tive score must exceed negative score at this value. In our
training, we used m = 0.2 as the margin.
Using both high and low-res information helps recogniz-
ing wide area and narrow area similarities at the same time,
and it leads to robustness against underwater disturbances.
The ability of Multi-scale CNN Stereo is shown in Fig. 11.
We trained the multi-scale CNN with training dataset cre-
ated from modified (i.e., with bubble) Middlebury dataset
similarly with section 4.2 with data augmentation of ran-
dom rotations, scalings, and brightness changes. Note that
input patches were explicitly extracted from the same epipo-
lar lines of input images in training phase, but whole image
can be inputted in estimation phase.
5. Texture recovery from noise, bubble and
projected pattern
For real situations, the captured images are often
severely degraded by underwater environments, such as
bubble and other noises, as well as projected pattern on the
object surface. In order to remove such undesirable effects,
we propose a CNN-based texture recovery technique. In our
technique, we focus on two major problems, such as bub-
bles and projected patterns. Although those two phenomena
are totally different and have different optical attributes, it is
common in the sense that appearances for both effects have
a wide variation in scale. Note that such wide variation de-
pends on the distance between a target object, bubble and a
projector. Such a large variation of scale makes it difficult
for removal by simple noise removal method.
Since multi-scale CNN is suitable to learn such a vari-
ation, we also use a multi-scale CNN for our bubble and
pattern removal purpose. The network for such obstacle re-
moval is shown in Fig. 6(Right). In the figure, it is shown
that an original image is converted to three different resolu-
tions and trained by independent CNN. Each output is up-
sampled and concatenated to higher resolution. This net-
work is advantageous because it can handle a large struc-
ture of projected pattern, as well as it can be trained in
a relatively short time. We prepared two datasets to train
the network for bubble removal and pattern removal. For
training bubble removal network, we also used Middlebury
dataset containing bubbles mentioned in Sec. 4.3. For train-
ing pattern removal network, we captured several real tar-
gets with/without pattern projection to create training data.
However, the number of data is not sufficient to train the
network, we synthesize training data by using CG. We use
Middlebury dataset and reconstruct 3D shape with texture
map, and then, use virtual pattern projector to add pattern
onto the object surface. Then, images were translated, ro-
tated, and scaled randomly for data augmentation. The pat-
tern removal ability of this network is shown in the experi-
ment.
6. Experiments
To evaluate proposed method, we conducted 4 experi-
ments. In Sec. 6.1, we describe how our method is accurate
and dense under depth-dependent calibration. In Sec. 6.2, it
is examined that how our multi-scale CNN stereo is robust
against underwater disturbances. In Sec. 6.3, qualitative
evaluation results of texture recovery are shown. Finally
in Sec. 6.4, we captured and reconstructed real swimming
fish to confirm the feasibility of our method.
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Figure 6. Left: Network architecture of multi-scale CNN Stereo. Right: Network architecture of multi-scale CNN pattern removal.
Numbers of the data description (round-cornered rectangles) are data dimensions.
Figure 7. Upper row shows target objects and bottom row shows
reconstruction results. Left to right: a calibration board, a vinyl
fish and a mannequin head.
6.1. Validation of shape reconstruction by depth-
dependent calibration
For the experiments, we used Point Grey Grasshopper3
cameras and Canon LV-HD420 lamp projector. To repro-
duce underwater environments, we used a water tank with
a size of 90×45×45cm. Target objects were a calibration
board, a vinyl model of fish, and a silicon model of a hu-
man head as shown in Fig. 7. They are captured in the air
and reconstructed with a structured-light technique to ac-
quire the ground-truth. The cameras and the projector were
calibrated at a distance of 60cm by our depth-dependent cal-
ibration technique and captured images were converted to
center projection image. Each target object is placed at dif-
ferent distances, ranging from 40 to 80cm by 10cm intervals
and captured with/without pattern projection, i.e., in total
180 images were captured. Then, all the objects were re-
constructed by the proposed method and the numbers of the
reconstructed points and measured ICP residual errors from
the ground-truth were calculated. The results are shown in
Fig. 9. It is proved that all shapes are successfully recovered
with our depth-dependent calibration technique. Further, it
can be confirmed that, in most cases, a larger number of
points were reconstructed with pattern projection than with-
out projection. The accuracies were also better than without
pattern projection in most cases.
6.2. Evaluation of various CNN stereo techniques
Next, we tested CNN-based stereo for underwater scene
with bubbles. For evaluation purpose, we prepared four im-
plementations, such as CNN-based stereo of [31], multi-
scale CNN stereo with linear combination (ms-cnn-lin),
multi-scale CNN stereo with FCN (ms-cnn-fcn), and trans-
fer learned ms-cnn-lin with bubble erased images (ms-cnn-
lin(trans)). The target objects were placed at a distance of
50, 60, 70cm and the depth-dependent calibration was ap-
plied as same as the previous experiment. We intentionally
made bubbles to interfere image capturing process. We re-
produced four bubble environments, i.e., far little bubble,
far much bubble, near little bubble, and near much bubble.
In addition, no bubble scenes as reference were prepared.
We captured three pairs of images for each target with five
environments. In total, 90 images were captured. Then,
we removed bubbles on the images with multi-scale bubble
removal architecture, and reconstructed all the scenes and
targets. We calculated average RMSE from the GT shape
of each target. The results are shown in Fig. 10. From the
graph, we can confirm that the accuracy of proposed CNN
architecture is better than previous method, supporting the
effectiveness of our method. Fig. 11 shows examples of the
reconstructed disparity maps (masked with segmentation
results) for each technique confirming that shapes are recov-
ered by our technique even if captured images are severely
degraded by bubbles.
6.3. Experiments of texture acquisition
We also tested the bubble-removal and the pattern-
removal techniques. The results are shown in Fig. 12. It
is shown that bubbles in the source images were success-
fully removed as shown in the top row of the figure. In the
bottom row, we can also confirm that projected patterns are
robustly removed by multi-scale CNN technique.
6.4. Demonstration with a live fish
Finally, we captured a live swimming fish (filefish) at an
aquarium. We used a special experimental system with an
Figure 8. Live fish experiment. Top: Captured images. Middle: Segmentation results. Bottom: Reconstruction results.
0
2
4
6
8
10
12
14
16
18
0 500000 1000000 1500000 2000000
R
M
S
E
[m
m
]
Number of points
Board with pattern
Board without pattern
Fish with pattern
Fish without pattern
Head with pattern
Head without pattern
Figure 9. Graph of accuracy and density experiment. Horizontal
axis represents number of reconstructed points, vertical axis rep-
resents RMSE from the GT shape, and lower right point is better
result. Our pattern projection based passive stereo method drasti-
cally improves the RMSE as well as point density.
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
board fish head board(erased) fish(erased) head(erased)
R
M
S
E
[m
]
mc-cnn
ms-cnn-lin
ms-cnn-lin(trans)
ms-cnn-fcn
Figure 10. Comparison on proposed method and previous method.
Our methods (ms-cnn-fcn) performed best in most cases. (erased)
means result from bubble removed images.
aluminum housing. Cameras are same as the above experi-
ment, but a projector is substituted by laser pattern projec-
tor. We captured and reconstructed 360 frames. Five frames
from the results are shown in Fig. 8 for example. As shown
in the figure, we can confirm that the target object is mostly
successfully segmented by our CNN-based object segmen-
tation method. In addition, dense shapes of the swimming
fish are successfully reconstructed, which proves the effec-
tiveness and practicality of our method. Texture are also
partially recovered with our method.
7. Conclusion
The paper presents a practical underwater dense shape
reconstruction technique as well as texture refinement
method using stereo cameras with a static-pattern projec-
tor. Since underwater environments have severe condi-
tions, such as refraction, light attenuation and disturbances
by bubbles, we propose a CNN-based solutions, such as a
target-object segmentation, robust stereo matching with a
multi-scale CNN and CNN based texture-recovery method.
By comparing 3D shape reconstruction with various meth-
ods, since other methods are severely affected by bub-
bles and other degradation of underwater environment, our
method achieved best among them. Further, bubbles and
projected patterns on the objects are successfully removed
by our method. We also conducted experiments to show that
our approximation of refraction by radial distortion is feasi-
ble. Our future plan is to apply the technique to a swimming
human for sports analysis.
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Figure 11. Difference of disparity maps between stereo methods in bubble scene. Bubble is so severe and almost any method can produce
quite poor results, whereas our method produced much better results.
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Figure 12. Result of texture acquisition experiment. Left pane is results of bubble removal and Right pane is results of pattern removal.
Left: Input images. Middle-left: Close-up view of input. Middle-right: Output images. Right: Close-up view of output. (a, b):
Middlebury dataset. (c): Fish model. (d, e): Pattern removal dataset we created. (f): Live fish.
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