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Abstract— The last decade has witnessed a great interest
in using evolutionary algorithms, such as genetic algorithms,
evolutionary strategies and particle swarm optimization (PSO),
for multivariate optimization. This paper presents a hybrid
algorithm for searching a complex domain space, by combining
the PSO and orthogonal design. In the standard PSO, each
particle focuses only on the error propagated back from the
best particle, without “communicating” with other particles. In
our approach, this limitation of the standard PSO is overcome
by using a novel crossover operator based on orthogonal design.
Furthermore, instead of the “generating-and-updating” model
in the standard PSO, the elitism preservation strategy is applied
to determine the possible movements of the candidate particles
in the subsequent iterations. Experimental results demonstrate
that our algorithm has a better performance compared to
existing methods, including five PSO algorithms and three
evolutionary algorithms.

I. I NTRODUCTION
E consider the optimization problem in a highdimensional space. Let f (x) be the objective function
of N variables, where x = (x1 , ..., xN ). The problem can be
described mathematically as

W

minimizing f (x) subject to xi ∈ E for all i ∈ N,

(1)

where E denotes the set of constraints on the variables xi . A
constraint could be the upper and lower limit of the variable,
such as ai ≤ xi ≤ bi .
There are several approaches to solving this optimization
problem. The gradient-based approach starts with an initial
estimate x0 . At each iteration, it calculates the gradient of
the objective function in order to find the next estimate:
xnext = x − α∇f (x) ,

(2)

where α is the learning rate. The gradient-based approach can
be applied to only objective functions that are differentiable.
It is sensitive to the initial point, and it requires large memory
for gradient computation.
Another optimization approach uses evolutionary algorithms. It evaluates and updates a population of solutions
iteratively. At each iteration, the optimal solutions are preserved according to the principle of “survival of the fittest”.
There are different strategies for the interaction within the
population, including genetic algorithms, niche technology,
ant colony algorithm and particle swarm optimization. This
population-based approach is less sensitive to the initial
conditions, and using a sufficient population size it can
converge to a solution.
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Among the evolutionary algorithms, particle swarm optimization is considered as a powerful and problemindependent method for multivariate optimization. It is inspired by the social behavior of animals such as bird flocking,
and was introduced by Kennedy and Eberhart [1]. PSO
begins with an initial population of randomly generated
individuals or particles. It updates the particles and selects
the one with the maximum fitness as the output. PSO differs
from other evolutionary algorithms in the genetic operator
that is used for generating the next population. In PSO, the
“father” particles are updated according to the bias of their
current positions and velocities.
However, PSO has been shown to have slow convergence
and low solution accuracy, especially for problems involving
a high-dimensional space. To overcome these limitations,
several approaches have been developed [3]–[20], which
can be divided into three main categories: the multi-swarm,
multi-phase stategy, the information-based updating strategy,
and the hybrid strategy. Yan et al. [6] partition the entire
population into several sub-swarms and execute the PSO on
each of them independently. Some rules for using the best
particles to modify the position and velocity of particles are
proposed in [9], [14]. Brits et al. [10] apply the concept of
“niches” to PSO, in which different functions for “fitness
sharing” and “crowding” are defined. Kai et al. [19] divide
the optimization process into the “isolated”, “communing”
and “united” phases, and split the whole swarm into some
sub-populations, called “tribes”. Lovbjerg et al. [20] combine
the traditional updating rules with the ideas of breeding and
sub-populations.
The hybrid strategy combines the standard PSO with other
optimization algorithms to achieve faster convergence and
better solution accuracy. It uses a local search to complement
the exploring ability of the standard PSO. Examples of hybrid
strategy are listed in Table I.
TABLE I
H YBRID ALGORITHMS .
Algorithm
PSO + Genetic Algorithm
PSO + Nelder-Mead simplex search method
PSO + Expectation Maximization
PSO + Ant Colony Algorithms
PSO + Chaos + Linear Interior Point method
PSO + Sequential Quadratic Programming technique
PSO + Chaos + Adaptive Inertia Weight Factor
PSO + Alternating Least Squares

Reference
[3], [13], [18]
[4], [11]
[5]
[7]
[12]
[15]
[16]
[17]

We propose a particle swarm optimization approach based
on orthogonal design (OD). In our approach, termed ODPSO,
each particle in the swarm can be divided into several
partial vectors where each of them acts as a factor in the
orthogonal design. Orthogonal design is then employed to
search the best scales among all the various combinations.
Compared to previous OD-based methods [21]–[25], our
proposed algorithm has the following properties.
1) While orthogonal design has been applied to determine
the optimal parameters for the standard PSO [8], and
to adjust particle velocity [23], we consider orthogonal
design as a crossover operator which affect the particles
directly. The proposed ODPSO evaluates all candidate
particles generated by the OD operator and directly
selects the particle with the best fitness to replace the
worst particle in the previous swarm.
2) A fundamental advantage of our algorithm over other
methods is that we adopt the crossover operator which
involves more selected particles than just two parents.
Theoretically, it is more effective to explore the search
space with a multi-parent operator than the classical
two-parent operator [21] [23]. As the diversity of
recombination is enhanced, so are the solution accuracy
and the convergence rate.
3) Most of classical PSO methods adopt the “generatingand-updating” strategy, in which each particle will
move to the next position after the velocity is updated.
This updating rule helps in maintaining the swarm
diversity, but it slows down the convergence. The
proposed approach improves convergence by using
elitism preservation strategy, in which a particle is
updated only if it fitness is guaranteed to improve.
The rest of the paper is organized as follows. Section
II reviews the fundamentals of particle swarm optimization
and orthogonal design. Section III describes the proposed
ODPSO approach and discusses the OD-based operator and
the elitism preservation strategy. Section IV presents experimental results and analysis of the proposed approach
on several constrained multivariate optimization problems.
Section V gives the conclusions.
II. S TANDARD PSO AND O RTHOGONAL D ESIGN
This section provides some background for the standard
PSO algorithm and the concept of orthogonal design.
A. Standard PSO
Particle swarm optimization is inspired by the behaviors
of birds when they try to locate food [1]. In PSO, each
candidate solution, also called a “particle”, is composed of
two parts: the position and the velocity. Like other evolutionary algorithms, PSO conducts a search based on the whole
swarm. Let xi be the position and vi be the velocity of the
i-th particle. Let pi be the best position of the ith particle,
and g be the global best position of the whole swarm. At
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each iteration, the position and the velocity of a particle are
updated according to the values of pi and g:
vt+1
= w vti + c1 r1 (pi − xti ) + c2 r2 (g − xti )
i

= xti + vt+1
xt+1
i
i

(3)
(4)

Here, w, c1 and c2 are acceleration factors and r1 and r2 are
uniform random variables in the interval [−1, 1].
B. Orthogonal design
Consider an experiment that involves some factors, each of
which have several possible values called levels. Suppose that
there are P factors, each factor has Q levels. The number of
combinations is QP , and for large P and Q it is not practical
to evaluate all combinations.
Orthogonal design has been developed as a mathematical
tool to study multi-factor and multi-level problems. It aims
to extract an orthogonal array L of M rows, where each row
represents a combination to be evaluated. The array has three
key properties.
1) During the experiment, the array represents a subset
of M combinations, from all possible QP combinations. Computation is reduced considerably because
M << QP .
2) Each column represents a factor. If some columns are
deleted from the array, it means a smaller number of
factors are considered.
3) The columns of the array are orthogonal to each other.
The selected subset is scattered uniformly over the
search space to ensure its diversity.
A simple but efficient method is proposed in [21] to
generate an orthogonal array L where M = Q × Q and P =
Q + 1. The steps of this method are shown in Algorithm 1.
input : The number of levels Q
output: An orthogonal array L
Calculate M = Q × Q and P = Q + 1.
Initialize an zero matrix L with M rows and P
columns.
for i = 1 to M do
Li,1 = mod (⌊(i − 1)/q⌋, q)
Li,2 = mod (i − 1, q)
for j = 1 to P − 2 do
Li,2+j = mod (Li,1 × j + Li,2 , q)
end
end
Algorithm 1: Procedure for generating an orthogonal
array L.
III. P ROPOSED M ETHOD
This section describes the proposed particle swarm optimization based on orthogonal design. We present the ODbased operator and the updating strategy and then describe
the main steps of the proposed ODPSO algorithm.

A. OD-based operator and updating strategy
Each solution to the optimization problem is represented
as a particle. For an objective function with N variables, a
particle is encoded in the form of
xi = [xi,1 , xi,2 , · · · , xi,N ],

i = 1, 2, · · · , S

(5)

where S is the swarm size.
The standard PSO algorithm updates the current swarm
by comparing with the global best particle g and the local
best pi , as in (3) and (4). It lacks the interaction between
neighboring particles and is therefore easily trapped into
local minima [3]–[6]. One technique to address this problem
is to employ the multi-parent crossover during the evolution.
When applied to GAs, this technique has been shown to
improve the convergence rate.
Given m particles, the question is how to execute the
multi-parent crossover efficiently. Since each particle consists
of N factors, there are mN combinations. Consequently, the
orthogonal design method is employed to select M (if a
LM (QP ) orthogonal array is considered, where P = N and
Q = m) representative sets of combinations to shorten the
computational time. The procedure of OD-based crossover
is detailed in Algorithm 2.
input : m particles xi,j , i ∈ [1, m] and j ∈ [1, N ]
output: A new set of m particles pi,j

Construct the orthogonal array Lm×m mm+1
using Algorithm 1.
Delete the last (m + 1 − n) columns of
Lm×m mm+1 to get A = Lm×m (mn ).
Generate m new particles:
for i = 1 to m do
for j = 1 to N do
index = Ai,j
pi,j = xindex,j
end
end
Compute the fitness for all pi,j .
Mix pi,j and xi,j and rank all particles in the
decreasing order of fitness
Select the top m particles as the output.
Algorithm 2: OD-based operator for m particles.

improved. The procedure for the OD-based PSO is shown in
Algorithm 3. A convergence criterion or the maximum run
can be used as the termination condition.
input : Swarm size S, Maximum iterations K
output: Best particle
Construct a random initial population xi , i ∈ [1, S].
for t = 1 to K do
for i = 1 to S do
= w vti + c1 r1 (pi − xti ) + c2 r2 (g − xti )
vt+1
i
Apply the elitism preservation strategy:
xt+1
i


=

xti + vt+1
i
xti

),
if f (xti ) ≤ f (xt+1
i
otherwise.

Select m particles randomly and execute
Algorithm 2.
Set pi = xt+1
if f (xt+1
) < f (pi ).
i
i
Set g = arg min f (pi ).
end
Check the termination condition.
end
Take the particle g as the output.
Algorithm 3: OD-based particle swarm optimization
for multivariate optimization.
Remark 2: The convergence of ODPSO is guaranteed
because of the elitism preservation strategy. A particle moves
only if the movement will lower this objective function.
The ODPSO works well if there exists a time function
α(t) in (0, 1] such that the objective function decays as
) ≤ α(t)f (xti ), for i in [1, S].
f (xt+1
i
IV. E XPERIMENT R ESULTS AND A NALYSIS
In this section, we analyze the proposed ODPSO algorithm
in terms of solution accuracy and success rates, and the effect
of the OD operator on optimization performance. The experiments are run on several well-known benchmark problems in
optimization. These problems are listed Table II. They vary
in terms of the number of local or global minima and the size
of the search space. We also compare the proposed algorithm
with five PSO methods and three evolutionary algorithms.
A. Comparison with other PSO methods

Remark 1: The OD-based operator behaves as the local
search among the selected particles. As shown in Fig. 1, the
crossover operator considers several particles simultaneously
to search the best combination of particles. This OD-based
operator uses several parent particles and scatters the candidate solutions uniformly over the feasible space.

The ODPSO algorithm is tested on 23 benchmark problems. In these problems, the number of variables goes from

B. Steps of OD-based PSO
To obtain a more precise solution compared to the standard PSO, the OD-based operator is employed. The elitism
preservation strategy for upgrading the current swarm is
proposed, in which the particle is updated only if its fitness is
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Fig. 1. Example of how the new particle x∗ is generated from x1 , x2 , x3
and x4 using the OD crossover operator. The flag indicates the optimum
particle, and the arrow represents particle velocity.

TABLE II
O BJECTIVE FUNCTIONS FOR ANALYSIS OF PSO ALGORITHMS .

Function
B2=x21 + 2x22 − 0.3 cos(3πx1 ) − 0.4 cos(4πx2 ) + 0.7
2

5.1 2
1
5
BR= x2 − 4π
+ 10 1 − 8π
cos(x1i) + 10
2 x1 + π x1 − 6
h
2

2

Dimension N
2
2

Search space
−100 ≤ xi ≤ 100
−5 ≤ x1 ≤ 10, 0 ≤ x2 ≤ 15

ES=− cos(x1 ) cos(x2 ) exp − (x1 − π) − (x2 − π)

2

−100 ≤ xi ≤ 100

DJ=x21 + x22 + x23
hP
i2 hP
i4
PN
2
N
N
VD= i=1 (xi − 1) +
+
i=1 i (xi − 1)
i=1 i (xi − 1)
PN
SP= i=1 x2i
 
 Q
PN
x2i
N
xi
GR= i=1 4000
− j=1 √
+1
i

PN  2
RA= i=1 h xi − 10 cos (2πxi ) + 10
i

PN
2
RS= i=1 100 x2i − x2i+1 + (xi − 1)
2  P
4
P
PN
N
N
ZA= i=1 x2i +
+
j=1 0.5jxj
k=1 0.5kxk
i2
PN h
PN
TR= i=1 N − j=1 cos (xj ) + i (1 − cos (xi )) − sin (xi )

3

−5.12 ≤ xi ≤ 5.12

4

−100 ≤ xi ≤ 100

10, 30

−100 ≤ xi ≤ 100

8, 10, 30, 50

−300 ≤ xi ≤ 600

10, 20

−5.12 ≤ xi ≤ 5.12

2 to 30. The parameters we use for the ODPSO algorithm
are listed in Table III. The values for w, c1 , and c2 are
recommended in [2]. We set parameter Vmax to prevent the
explosion of the generated particles.
TABLE III
PARAMETERS USED FOR THE ODPSO ALGORITHM .
Swarm size
150
w
[0.4, 0.9]

Max iterations
3000
c1
2.0

Error goal
1e − 100
c2
2.0

No. particles (m)
10
Vmax
10

The particles are initialized randomly in the search space.
The search terminates when the maximum number of iterations is reached, or the error between the best particle
and the global mimimum is below 10−100 . The results of
ODPSO are averaged over 30 independent runs. Five PSObased algorithms are also applied on the same problems: GAPSO [3], NM-PSO [4], IPSO [6], PSACO [7], and OPSO
[23].
Table IV reports the mean error obtained by the proposed
ODPSO and other PSO algorithms. The ODPSO algorithm
outperforms five other PSO algorithms in 19 out of 23 test
functions. For example, the ODPSO algorithm can locate
the unique optimum perfectly (mean error of 0) in seven
test functions, namely B2(2), BR(2), ES(2), VD(4), GR(8),
RA(10) and RS(2), whereas other PSO algorithms cannot.
For other test functions DJ(3), SP(10), ZA(2) and
ZA(5), the ODPSO algorithm achieves an average error
of 5.9710−101 . The results seem to be reasonable because
the parameter Error Goal is set to 10−100 . Furthermore,
a better solution can be expected if this parameter is set
lower. Although the results of ODPSO on three test functions
GR(50), RA(20) and RS(20) are not the best, its performance
can be improved by fine-tuning the parameter m; a detail
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2, 4, 5, 10, 20

−5 ≤ xi ≤ 10

2, 5, 10

−5 ≤ xi ≤ 10

4, 8

−10 ≤ xi ≤ 10

discussion will be given in Section IV-C.
For six test functions GR(10), GR(30), GR(50), RA(20),
RS(10), and RS(20), the success rate of the ODPSO algorithm is 90%, 80%, 64%, 68%, 88%, and 66%, respectively.
For the other 17 test functions, ODPSO achieves a 100%
success rate. The success rate is the percentage of runs that
an algorithm reaches the global minimum.
In summary, the proposed ODPSO is very competitive
compared with existing PSO algorithms, and the OD-based
operator improves the efficiency of the original PSO.
B. Comparison with other EAs
In this section, the proposed method is compared with
other evolutionary algorithms, on two optimization problems listed in Table V. The evolutionary algorithms are
Niche Genetic Algorithm (NGA) [28], Ant Colony Algorithm (ACA) [29], and Genetic Algorithm with the Elitist
Selection (GA-ES)[30]. The niche technique is considered
as an effective strategy to maintain the population diversity.
The ACA simulates the foraging behavior of ants. When the
paths are encoded as the candidate solutions, the shortest
path between the colony and a food source is regarded as
the optimal solution. The main difference between GA-ES
and the standard GA is the strategy for selecting the next
population. The GA-ES uses the elitism preservation strategy
instead of the classical roulette-wheel selection.
The parameters for ODPSO are the same as in Section
IV-A and the parameters for other methods are listed in
Table VI. In ACA, parameter P denotes the remaining
pheromone used in each candidate solution, which depends
on the corresponding fitness; parameter T is the attenuation
coefficient for pheromone. The stopping criterion for NGA,
ACA and GA-ES is reached after the maximum number of
iterations.
Table VII presents the results of the ODPSO and three
evolutionary algorithms, on the “Peaks” and “Himmelblau”

TABLE IV
C OMPARISON OF ODPSO AND PSO- BASED ALGORITHMS IN TERMS OF THE MEAN ERROR .

Test
Function
B2(2)
BR(2)
ES(2)
DJ(3)
VD(4)
SP(10)
SP(30)
GR(8)
GR(10)
GR(30)
GR(50)
RA(10)
RA(20)
RS(2)
RS(4)
RS(5)
RS(10)
RS(20)
ZA(2)
ZA(5)
ZA(10)
TR(4)
TR(8)
1
2

ODPSO
0
0
0
5.68e-101
0
6.39e-101
3.20e-12
0
7.40e-4
3.19e-10
2.01e-8
0
10.35
0
2.88e-14
4.14e-9
0.052
3.992
4.89e-101
6.89e-101
4.68e-85
6.63e-5
2.73e-5

GA-PSO [3]
1e-5
9e-5
3e-5
4e-5
6.4e-4
1.3e-4
5e-5
0
0
-

Average Error
NM-PSO [4] IPSO [6]
3.24e-10
3e-5
4e-5
1.63e-13
1.34e-9
2.76e-11
4.1e-4
0.001
9.96e-12
1.91e-11
0.800
4.28
3e-5
1.71e-9
5.6e-3
0.477
3e-5
2.6e-4
7.57e-5
3.03e-5
-

PSACO [7]
5.55e-17
2.62e-13
0
7.69e-29
6.23e-22
1.72e-10
1.85e-4
5.71e-27
3.64e-17
2.0e-8
-

OPSO [23]
0
1.00
2.25
0.390
-

The best result for each problem is highlighted in bold font.
Some comparison results are not available in the published papers. They are indicated by the “-” symbol.

TABLE V

TABLE VI

T WO OPTIMIZATION PROBLEMS : PEAKS AND H IMMELBLAU [27].

PARAMETERS USED BY THE NGA, ACA, AND GA-ES A PPROACH

Test Function
i
h
f1 = 3 (1 − x1 )2 × exp −x21 − (x2 + 1)2


−10 x1 /5 − x31 −hx52 × exp −x21 −i x22
2

− (1/3) × exp − (x1 + 1) − x22
2
2
f2 = x21 + hx2 − 11 + x1 + x22 −
i7
+0.1 × (x1 − 3)2 + (x2 − 2)2

Search Space

Algorithm
NGA

−30 ≤ x1 , x2 ≤ 30
One global minimum

ACA

Two local minima

GA-ES

−6 ≤ x1 , x2 ≤ 6
One global minimum
Three local minima

problems over 30 independent runs. In terms of convergence,
for both problems the ODPSO converges to the global optima
in all runs, i.e. a success rate of 100%. In comparison, the
NGA, ACA and GA-ES have much lower success rates. For
the “Peaks” problem, the success rate for NGA, ACA and
GA-ES is 73.3%, 56.7% and 76.7%, respectively. For the
“Himmelblau” problem, the success rate for NGA, ACA and
GA-ES is 9.1%, 3.3% and 80.0%, respectively.
In terms of computation time, ODPSO is slower than
ACA, and faster than NGA and GA-ES. NGA needs to
partition the population into several sub-niches, which is
time-consuming since it must process all individuals in each
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Description
PopSize= 150, Iterations= 3000, Pc = 0.6
Pm = 0.05, NicheSize= 15
PopSize= 150, Iterations= 3000
P = exp(−fitness), T = 0.9
PopSize= 150, Iterations= 3000
Pc = 0.6, Pm = 0.05

iteration. Although the elitism preservation strategy in GAES ensures that the chromosome is updated only if its fitness
is improved, GA-ES lacks additional operators (such as
the OD-based crossover in ODPSO) to explore the better
solution.
Figures 2 shows the best fitness at different iterations of
the four methods (ODPSO, NGA, ACA and GA-ES), for one
run in terms of the “Peaks” test function. As what we can see,
the ODPSO method finds a lower minimum at each iteration,
compared to the NGA, ACA, and GA-ES algorithms.
On the “Peaks” problem, after 370 iterations, the
local minima achieved by the four algorithms are:
ODPSO=−6.550, NGA=−6.5479, ACA=−6.5374, and GAES=−6.07. However, except for the proposed ODPSO, all

TABLE VII
C OMPARISON OF ODPSO AND EVOLUTIONARY ALGORITHMS ON

for the OD-based operator: m = S/15, m = 2S/15 and
m = 3S/15.
Table VIII shows the performance of the ODPSO for 30
independent runs. It can be observed that with a higher m,
the performance of ODPSO is improved. For all three test
functions, the average error for m = 30 is much smaller than
that for m = 10. The average error of ODPSO when m = 30
is lower than the average error of other PSO algorithms, listed
in Table IV. When m = 10, the success rate of ODPSO for
the three test functions is 64%, 68% and 66%, respectively.
In comparison, when m = 30, the success rate of ODPSO
increases to 89%, 90% and 88%, respectively. When more
particles are used (by increasing m), the diversity of the
candidate solutions generated by the OD operator is enhanced
and the ODPSO is more likely to locate a better solution.
Furthermore, the elitism preservation strategy used in the
ODPSO improves convergence because new particles with
lower fitness are discarded.
Table VIII shows that increasing m will lead to longer
processing time for the OD-based operator. The value
m = 2S/15 seems to have a good tradeoff between the
computation time and solution accuracy.

“P EAKS ” AND “H IMMELBLAU ” PROBLEMS .

Average minima
Computation time(s)
Success rate

Average minima
Computation time(s)
Success rate

Peaks test function
NGA
ACA
GA-ES
-6.5506 -6.5497
-6.5510
77.911
2.293
23.423
73.3%
56.7%
76.7%
Himmelblau test function
ODPSO
NGA
ACA
GA-ES
0.0000
0.0252
0.0771
1.590e-15
5.363
73.694
0.398
23.129
100%
9.1%
3.3%
80.0%
ODPSO
-6.5511
11.389
100%

0
ODPSO
NGA
ACA
GA−ES

Best Fitness

−1
−2
−3
−4
−5
−6
0

50

100
150
200
Generation × 10

250

300

V. C ONCLUSIONS

(a) Computational results of “Peaks” function over 3000 iterations;
−6.54

Best Fitness

−6.542
ODPSO
NGA
ACA

−6.544
−6.546
−6.548
−6.55
250

260

270
280
Generation × 10

290

300

(b) Details about ODPSO, NGA and ACA in last 300 iterations from (a)
Fig. 2. Evolutionary curves of ODPSO, NGA, ACA, and GA-ES on the
“Peaks” test function.

other algorithms are trapped in the local minima and the
fitness does not improve after 370 iterations.
We skip the evolutionary curves obtained from the “Himmelblau” problem, but a similar phenomenon is observed,
where NGA, ACA and GA-ES are trapped into the local
optimal of 0.05, 0.0035 and 6.616e − 015, respectively. In
comparison, the ODPSO only requires 1030 iterations to
obtain the global minimum.
C. Sensitivity analysis of OD-based operator

Designing a practical and robust operator to enhance the
performance of PSO is a significant and promising research
direction in Evolutionary Computation. In this paper, a novel
PSO algorithm (ODPSO) for multivariate optimizations is
proposed. The main difference between our approach and the
existing work is that we introduce a crossover operator based
on the orthogonal design and an updating strategy based on
elitism preservation.
The orthogonal design method has been proven that it can
generate the candidate samples uniformly over the search
space and select a representatives subset. Thus the proposed
OD operator can be regarded as the a local search around the
selected particles. It can help in exchanging the information
among different particles as well as maintaining the diversity
of the swarm. Instead of the the classical “generating-andmove” rule, we propose an updating strategy in which the
particle will only move the new position if it has a better
fitness. This updating strategy has been shown to result in
better convergence.
Evaluated on several benchmark optimization problems,
the proposed ODPSO is shown to outperform several other
PSO algorithms and evolutionary algorithms in terms of
solution accuracy and success rate. Our experiments indicate
that using more particles for the OD operator will produce a
better solution to the optimization problem, albeit there is a
tradeoff between computation time and solution accuracy.
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