We show how universal codes can be used for solving some of the most important statistical problems for time series. By definition, a universal code (or a universal lossless data compressor) can compress any sequence generated by a stationary and ergodic source asymptotically to the Shannon entropy, which, in turn, is the best achievable ratio for lossless data compressors.
Introduction
Since C. Shannon published the paper "A mathematical theory of communication" [47] , the ideas and results of Information Theory have played an important role in cryptography [26, 48] , mathematical statistics [3, 8, 25] , and many other fields [6, 7] , which are far from telecommunications. Universal coding, which is a part of Information Theory, also has been efficiently applied in many fields since its discovery [21, 13] . Thus, application of results of universal coding, initiated in 1988 [35] , created a new approach to prediction [1, 19, 27, 28] . Maybe the most unexpected application of data compression ideas arises in experiments that show that some ant species are capable of compressing messages and are capable of adding and subtracting small numbers [30, 43] .
In this chapter we describe a new approach to estimation, prediction and hypothesis testing for time series, which was suggested recently [35, 38, 42] . This approach is based on ideas of universal coding (or universal data compression). We would like to emphasize that everyday methods of data compression (or archivers) can be directly used as a tool for estimation and hypothesis testing. It is important to note that the modern archivers (like zip, arj, rar, etc.) are based on deep theoretical results of the source coding theory [10, 20, 24, 32, 46] and have shown their high efficiency in practice because archivers can find many kinds of latent regularities and use them for compression.
It is worth noting that this approach was applied to the problem of randomness testing [42] . This problem is quite important for practice; in particular, the National Institute of Standards and Technology of USA (NIST)has suggested "A statistical test suite for random and pseudorandom number generators for cryptographic applications" [33] , which consists of 16 tests. It has turned out that tests which are based on universal codes are more powerful than the tests suggested by NIST [42] .
The outline of this paper is as follows. The next section contains some necessary definitions and facts about predictors, codes, hypothesis testing and description of one universal code. The section 3 and 4 are devoted to problems of estimation and hypothesis testing, correspondingly, for the case of finite-alphabet time series. The case of infinite alphabets is considered in the 5 section. All proofs are given in Appendix, but some intuitive indication are given in the body of the paper.
Definitions and Statements of the Problems

Estimation and Prediction for I.I.D. Sources
First we consider a source with unknown statistics which generates sequences x 1 x 2 · · · of letters from some set (or alphabet) A. It will be convenient now to describe briefly the prediction problem. Let the source generate a message x 1 . . . x t−1 x t , x i ∈ A for all i, and the following letter x t+1 needs to be predicted. This problem can be traced back to Laplace [11, 29] who considered the problem of estimation of the probability that the sun will rise tomorrow, given that it has risen every day since Creation. In our notation the alphabet A contains two letters 0 ("thesunrises") and 1 ("thesundoesnotrise"), t is the number of days since Creation, x 1 . . . x t−1 x t = 00 . . . 0.
Laplace suggested the following predictor:
L 0 (a|x 1 · · · x t ) = (ν x 1 ···xt (a) + 1)/(t + |A|),
where ν x 1 ···xt (a) denotes the count of letter a occurring in the word x 1 . . . x t−1 x t .
It is important to note that the predicted probabilities cannot be equal to zero even through a certain letter did not occur in the word x 1 . . . x t−1 x t .
Example. Let A = {0, 1}, x 1 ...x 5 = 01010, then the Laplace prediction is as follows: L 0 (x 6 = 0|x 1 ...x 5 = 01010) = (3 + 1)/(5 + 2) = 4/7, L 0 (x 6 = 1|x 1 ...x 5 = 01010) = (2 + 1)/(5 + 2) = 3/7. In other words, 3/7 and 4/7 are estimations of the unknown probabilities P (x t+1 = 0|x 1 . . . x t = 01010) and P (x t+1 = 1|x 1 . . . x t = 01010). (In what follows we will use the shorter notation: P (0|01010) and P (1|01010)).
We can see that Laplace considered prediction as a set of estimations of unknown (conditional) probabilities. This approach to the problem of prediction was developed in 1988 [35] and now is often called on-line prediction or universal prediction [1, 19, 27, 28] . As we mentioned above, it seems natural to consider conditional probabilities to be the best prediction, because they contain all information about the future behavior of the stochastic process. Moreover, this approach is deeply connected with game-theoretical interpretation of prediction [17, 37] and, in fact, all obtained results can be easily transferred from one model to the other.
Any predictor γ defines a measure (or an estimation of probability) by the following equation
γ(x i |x 1 ...x i−1 ).
And, vice versa, any measure γ (or estimation of probability) defines a predictor: γ(x i |x 1 ... x i−1 ) = γ(x 1 ... x i−1 x i )/γ(x 1 ... x i−1 ).
Example. Let us apply the Laplace predictor for estimation of probabilities of the sequences 01010 and 010101. From (2) we obtain L 0 (01010) = a probability estimation) χ we have χ(01010) = 1 60 and χ(010101) = 1 140 , then we obtain from (3) the following prediction, or the estimation of the conditional probability, χ(1|01010) = 1/140 1/60 = 3 7 . Now we concretize the class of stochastic processes which will be considered. Generally speaking, we will deal with so-called stationary and ergodic time series (or sources), whose definition will be given later, but now we consider may be the simplest class of such processes, which are called i.i.d. sources. By definition, they generate independent and identically distributed random variables from some set A. In our case A will be either some alphabet or a real-valued interval.
The next natural question is how to measure the errors of prediction and estimation of probability. Mainly we will measure these errors by the Kullback-Leibler (KL) divergence which is defined by
where P (a) and Q(a) are probability distributions over an alphabet A (here and below log ≡ log 2 and 0 log 0 = 0). The probability distribution P (a) can be considered as unknown whereas Q(a) is its estimation. It is well-known that for any distributions P and Q the KL divergence is nonnegative and equals 0 if and only if P (a) = Q(a) for all a [14] . So, if the estimation Q is equal to P, the error is 0, otherwise the error is a positive number. The KL divergence is connected with the so-called variation distance
via the the following inequality (Pinsker's inequality)
Let γ be a predictor, i.e. an estimation of an unknown conditional probability and x 1 · · · x t be a sequence of letters created by an unknown source P . The KL divergence between P and the predictor γ is equal to
For fixed t it is a random variable, because x 1 , x 2 , · · · , x t are random variables. We define the average error at time t by
Analogously, if γ( ) is an estimation of a probability distribution we define the errors per letter as follows:
andρ
where, as before, γ(x 1 ...
. (Here and below we denote by A t and A * the set of all words of length t over A and the set of all finite words over A correspondingly:
Claim 1 ([35]). For any i.i.d. source P generating letters from an alphabet
A and an integer t the average error (7) of the Laplace predictor and the average error of the Laplace estimator are upper bounded as follows:
where e ≃ 2.718 is the Euler number.
So, we can see that the average error of the Laplace predictor goes to zero for any i.i.d. source P when the length t of the sample x 1 · · · x t tends to infinity. Such methods are called universal, because the error goes to zero for any source, or process. In this case they are universal for the set of all i.i.d. sources generating letters from the finite alphabet A, but later we consider universal estimators for the set of stationary and ergodic sources. It is worth noting that the first universal code for which the estimation (11) is valid, was suggested independently by Fitingof [13] and Kolmogorov [21] in 1966.
The valuē
has one more interpretation connected with data compression. Now we consider the main idea whereas the more formal definitions will be given later. First we recall the definition of the Shannon entropy h 0 (P ) for an i.i.d. source P h 0 (P ) = − a∈A P (a) log P (a).
It is easy to see that t −1 x 1 ...xt∈A t P (x 1 ...x t ) log(P (x 1 ...x t )) = −h 0 (P ) for the i.i.d. source. Hence, we can represent the average errorρ t (P γ) in (9) asρ t (P γ) = t −1
More formal and general consideration of universal codes will be given later, but here we briefly show how estimations and codes are connected. The point is that one can construct a code with codelength γ code (a|x 1 · · · x t ) ≈ − log 2 γ(a|x 1 · · · x n ) for any letter a ∈ A (since Shannon's original research, it has been well known that, using block codes with large block length or more modern methods of arithmetic coding [31] , the approximation may be as accurate as you like). If one knows the real distribution P, one can base coding on the true distribution P and not on the prediction γ. The difference in performance measured by average code length is given by
Thus this excess is exactly the error defined above (6) . Analogously, if we encode the sequence x 1 . . . x t based on a predictor γ the redundancy per letter is defined by (8) and (9) . So, from mathematical point of view, the estimation of the limiting probabilities and universal coding are identical. But − log γ(x 1 ...x t ) and − log P (x 1 ...x t ) have a very natural interpretation. The first value is a code word length (in bits), if the "code" γ is applied for compressing the word x 1 ...x t and the second one is the minimal possible codeword length. The difference is the redundancy of the code and, at the same time, the error of the predictor. It is worth noting that there are many other deep interrelations between the universal coding, prediction and estimation [32, 35] . We can see from the claim and the Pinsker inequality (5) that the variation distance of the Laplace predictor and estimator goes to zero, too. Moreover, it can be easily shown that the error (6) (and the corresponding variation distance) goes to zero with probability 1, when t goes to infinity.
(Informally, it means that the error (6) goes to zero for almost all sequences x 1 · · · x t according to the measure P. ) Obviously, such properties are very desirable for any predictor and for larger classes of sources, like Markov and stationary ergodic (they will be briefly defined in the next subsection). However, it is proven [35] that such predictors do not exist for the class of all stationary and ergodic sources (generating letters from a given finite alphabet). More precisely, if, for example, the alphabet has two letters, then for any predictor γ and for any δ > 0 there exists a source P such that with probability 1 ρ γ,P (x 1 · · · x t ) ≥ 1/2 − δ infinitely often when t → ∞. In other words, the error of any predictor may not go to 0, if the predictor is applied to an arbitrary stationary and ergodic source, that is why it is difficult to use (6) and (7) to compare different predictors. On the other hand, it is shown [35] that there exists a predictor R, such that the following Cesaro average t −1 t i=1 ρ R,P (x 1 · · · x i ) goes to 0 (with probability 1) for any stationary and ergodic source P, where t goes to infinity. (This predictor will be described in the next subsection.) That is why we will focus our attention on such averages. From the definitions (6), (7) and properties of the logarithm we can see that for any probability distribution γ
Taking into account these equations, we can see from the definitions (8) and (9) that the Chesaro averages of the prediction errors (6) and (7) are equal to the errors of estimation of limiting probabilities (8) and (9) . That is why we will use values (8) and (9) as the main measures of the precision throughout the chapter. A natural problem is to find a predictor and an estimator of the limiting probabilities whose average error (9) is minimal for the set of i.i.d. sources. This problem was considered and solved by Krichevsky [23, 24] . He suggested the following predictor:
where, as before, ν x 1 ···xt (a) is the number of occurrencies of the letter a in the word x 1 . . . x t . We can see that the Krychevsky predictor is quite close to the Laplace's one (35) . 
It is known that
where Γ( ) is the gamma function [22] . So, (14) can be presented as follows:
The following claim shows that the error of the Krichevsky estimator is a half of the Laplace's one.
Claim 2. For any i.i.d. source P generating letters from a finite alphabet
A the average error (9) of the estimator K 0 is upper bounded as follows:
where C is a constant.
Moreover, in a certain sense this average error is minimal: it is shown by Krichevsky [23] that for any predictor γ there exists such a source P * that
Hence, the bound ((|A| − 1) log t + C)/(2t) cannot be reduced and the Krichevsky estimator is the best (up to O(1/t)) if the error is measured by the KL divergence ρ.
Consistent Estimations and On-line Predictors for Markov and Stationary Ergodic Processes
Now we briefly describe consistent estimations of unknown probabilities and efficient on-line predictors for general stochastic processes (or sources of information).
First we give a formal definition of stationary ergodic processes. The time shift T on A ∞ is defined as T (x 1 , x 2 , x 3 , . . . ) = (x 2 , x 3 , . . . ). A process P is called stationary if it is T -invariant: P (T −1 B) = P (B) for every Borel set B ⊂ A ∞ . A stationary process is called ergodic if every T -invariant set has probability 0 or 1: P (B) = 0 or 1 whenever T −1 B = B [5, 14] .
We denote by M ∞ (A) the set of all stationary and ergodic sources and let 
be the set of all finite-order sources.
The Laplace and Krichevsky predictors can be extended to general Markov processes. The trick is to view a Markov source p ∈ M m (A) as resulting from |A| m i.i.d. sources. We illustrate this idea by an example [44] . So assume that A = {O, I}, m = 2 and assume that the source p ∈ M 2 (A) has generated the sequence OOIOIIOOIIIOIO.
We represent this sequence by the following four subsequences: * * I * * * * * I * * * * * , * * * O * I * * * I * * * O, * * * * I * * O * * * * I * , * * * * * * O * * * IO * * .
These four subsequences contain letters which follow OO, OI, IO and II,
, for all 0 < m ≤ t, all a ∈ A and all x 1 · · · x t ∈ A t . Therefore, each of the four generated subsequences may be considered to be generated by an i.i.d. source. Further, it is possible to reconstruct the original sequence if we know the four (= |A| m ) subsequences and the two (= m) first letters of the original sequence. Any predictor γ for i.i.d. sources can be applied to Markov sources. Indeed, in order to predict, it is enough to store in the memory |A| m sequences, one corresponding to each word in A m . Thus, in the example, the letter x 3 which follows OO is predicted based on the i.i.d. method γ corresponding to the x 1 x 2 -subsequence (= OO), then x 4 is predicted based on the i.i.d. method corresponding to x 2 x 3 , i.e. to the OI-subsequence, and so forth. When this scheme is applied along with either L 0 or K 0 we denote the obtained predictors as L m and K m , correspondingly, and define the probabilities for the first m letters as follows: (16), we can present the Krichevsky predictors for M m (A) as follows:
It is worth noting that the representation (14) can be more convenient for carrying out calculations if t is small. Example. For the word OOIOIIOOIIIOIO considered in the previous example, we obtain K 2 (OOIOIIOOIIIOIO) = 2 −2 1 Here groups of multipliers correspond to subsequences II, OIIO, IOI, OIO.
In order to estimate the error of the Krichevsky predictor K m we need a general definition of the Shannon entropy. Let P be a stationary and ergodic source generating letters from a finite alphabet A. The m− order (conditional) Shannon entropy and the limiting Shannon entropy are defined as follows:
(20) (If m = 0 we obtain the definition (12) .) It is also known that for any m 
The following so-called empirical Shannon entropy, which is an estimation of the entropy (20) , will play a key role in the hypothesis testing. It will be convenient to consider its definition here, because this notation will be used in the proof of the next claims. Let v = v 1 ...v k and x = x 1 x 2 . . . x t be words from A * . Denote the rate of a word v occurring in the sequence
For example, if x = 000100 and v = 00, then ν x (00) = 3. For any 0 ≤ k < t the empirical Shannon entropy of order k is defined as follows:
where
. Let us define the measure R, which, in fact, is a consistent estimator of probabilities for the class of all stationary and ergodic processes with a finite alphabet. First we define a probability distribution {ω = ω 1 , ω 2 , ...} on integers {1, 2, ...} by
(In what follows we will use this distribution, but results described below are obviously true for any distribution with nonzero probabilities.) The measure R is defined as follows:
It is worth noting that this construction can be applied to the Laplace measure (if we use L i instead of K i ) and any other family of measures.
Example. Let us calculate R(00), ..., R (11) . From (14) and (19) we obtain:
Having taken into account the definitions of ω i (24) and the measure R (25), we can calculate R(z 1 z 2 ) as follows:
(1/ log 4 − 1/ log 5) 1/4 + . . .
Analogously, R(01) = R(10) ≈ 0.204, R(11) ≈ 0.296. The main properties of the measure R are connected with the Shannon entropy (20) .
Theorem 1 ([35]).
For any stationary and ergodic source P the following equalities are valid:
with probability 1,
So, if one uses the measure R for data compression in such a way that the codeword length of the sequence x 1 · · · x t is (approximately) equal to log(1/R(x 1 · · · x t )) bits, he/she obtains the best achievable data compression ratio h ∞ (P ) per letter. On the other hand, we know that the redundancy of a universal code and the error of corresponding predictor are equal. Hence, if one uses the measure R for estimation and/or prediction, the error (per letter) will go to zero.
Hypothesis Testing
Here we briefly describe the main notions of hypothesis testing and the two particular problems considered below. A statistical test is formulated to test a specific null hypothesis (H 0 ). Associated with this null hypothesis is the alternative hypothesis (H 1 ) [33] . For example, we will consider the two following problems: goodness-of-fit testing (or identity testing) and testing of serial independence. Both problems are well known in mathematical statistics and there is an extensive literature dealing with their nonparametric testing [2, 8, 9, 12] .
The goodness-of-fit testing is described as follows: a hypothesis H id 0 is that the source has a particular distribution π and the alternative hypothesis H id 1 that the sequence is generated by a stationary and ergodic source which differs from the source under H id 0 . One particular case, mentioned in Introduction, is when the source alphabet A is {0, 1} and the main hypothesis H id 0 is that a bit sequence is generated by the Bernoulli i.i.d. source with equal probabilities of 0's and 1's. In all cases, the testing should be based on a sample x 1 . . . x t generated by the source.
The second problem is as follows: the null hypothesis H SI 0 is that the source is Markovian of order not larger than m, (m ≥ 0), and the alternative hypothesis H SI 1 is that the sequence is generated by a stationary and ergodic source which differs from the source under H SI 0 . In particular, if m = 0, this is the problem of testing for independence of time series.
For each applied test, a decision is derived that accepts or rejects the null hypothesis. During the test, a test statistic value is computed on the data (the sequence being tested). This test statistic value is compared to the critical value. If the test statistic value exceeds the critical value, the null hypothesis is rejected. Otherwise, the null hypothesis is accepted. So, statistical hypothesis testing is a conclusion-generation procedure that has two possible outcomes: either accept H 0 or accept H 1 .
Errors of the two following types are possible: The Type I error occurs if H 0 is true but the test accepts H 1 and, vice versa, the Type II error occurs if H 1 is true, but the test accepts H 0 . The probability of Type I error is often called the level of significance of the test. This probability can be set prior to the testing and is denoted α. For a test, α is the probability that the test will say that H 0 is not true when it really is true. Common values of α are about 0.01. The probabilities of Type I and Type II errors are related to each other and to the size n of the tested sequence in such a way that if two of them are specified, the third value is automatically determined. Practitioners usually select a sample size n and a value for the probability of the Type I error -the level of significance [33] .
Codes
We briefly describe the main definitions and properties (without proofs) of lossless codes, or methods of (lossless) data compression. A data compression method (or code) ϕ is defined as a set of mappings ϕ n such that ϕ n : A n → {0, 1} * , n = 1, 2, . . . and for each pair of different words x, y ∈ A n ϕ n (x) = ϕ n (y). It is also required that each sequence ϕ n (u 1 )ϕ n (u 2 )...ϕ n (u r ), r ≥ 1, of encoded words from the set A n , n ≥ 1, could be uniquely decoded into u 1 u 2 ...u r . Such codes are called uniquely decodable. For example, let A = {a, b}, the code ψ 1 (a) = 0, ψ 1 (b) = 00, obviously, is not uniquely decodable. In what follows we call uniquely decodable codes just "codes". It is well known that if ϕ is a code then the lengths of the codewords satisfy the following inequality (Kraft's inequality) [14] : Σ u∈A n 2 −|ϕn(u)| ≤ 1 . It will be convenient to reformulate this property as follows:
Claim 4. Let ϕ be a code over an alphabet A. Then for any integer n there exists a measure µ ϕ on A n such that
for any u from A n .
(Obviously, this claim is true for the measure µ ϕ (u) =
. It was mentioned above that, in a certain sense, the opposite claim is true, too. Namely, for any probability measure µ defined on A n , n ≥ 1, there exists a code ϕ µ such that
(More precisely, for any ε > 0 one can construct such a code ϕ * µ , that |ϕ * µ (u)| < − log µ(u) + ε for any u ∈ A n . Such a code can be constructed by applying a so-called arithmetic coding [31] .) For example, for the above described measure R we can construct a code R code such that
As we mentioned above there exist universal codes. For their description we recall that sequences x 1 . . . x t , generated by a source P, can be "compressed" to the length − log P (x 1 ...x t ) bits (see (27) ) and, on the other hand, for any source P there is no code ψ for which the average codeword length ( Σ u∈A t P (u)|ψ(u)| ) is less than −Σ u∈A t P (u) log P (u). Universal codes can reach the lower bound − log P (x 1 ...x t ) asymptotically for any stationary and ergodic source P in average and with probability 1. The formal definition is as follows: a code U is universal if for any stationary and ergodic source P the following equalities are valid:
with probability 1, and
where E(f ) is the expected value of f, h ∞ (P ) is the Shannon entropy of P, see (21) . So, informally speaking, a universal code estimates the probability characteristics of a source and uses them for efficient "compression".
In this chapter we mainly consider finite-alphabet and real-valued sources, but sources with countable alphabet also were considered by many authors [4, 16, 18, 39, 40] . In particular, it is shown that, for infinite alphabet, without any condition on the source distribution it is impossible to have universal source code and/or universal predictor, i.e. such a predictor whose average error goes to zero, when the length of a sequence goes to infinity. On the other hand, there are some necessary and sufficient conditions for existence of universal codes and predictors [4, 18, 39] .
3 Finite Alphabet Processes
The Estimation of (Limiting) Probabilities
The following theorem shows how universal codes can be applied for probability estimation.
Theorem 2. Let U be a universal code and
Then, for any stationary and ergodic source P the following equalities are valid:
The informal outline of the proof ia as follows:
goes to the Shannon entropy h ∞ (P ), that is why the difference is 0. So, we can see that, in a certain sense, the measure µ U is a consistent nonparametric estimation of the (unknown) measure P.
Nowadays there are many efficient universal codes (and universal predictors connected with them), which can be applied to estimation. For example, the above described measure R is based on a universal code [34, 35] and can be applied for probability estimation. More precisely, Theorem 2 (and the following theorems) are true for R, if we replace µ U by R.
It is important to note that the measure R has some additional properties, which can be useful for applications. The following theorem describes these properties (whereas all other theorems are valid for all universal codes and corresponding measures, including the measure R).
Theorem 3. ( [34, 35] ) For any Markov process P with memory k i) the error of the probability estimator, which is based on the measure R, is upper-bounded as follows:
ii) the error of R is asymptotically minimal in the following sense: for any measure µ there exists a k−memory Markov process p µ such that
iii) Let Θ be a set of stationary and ergodic processes such that there exists a measure µ Θ for which the estimation error of the probability goes to 0 uniformly:
Then the error of the estimator which is based on the measure R, goes to 0 uniformly too:
Prediction
As we mentioned above, any universal code U can be applied for prediction. Namely, the measure µ U (31) can be used for prediction as the following conditional probability:
The following theorem shows that such a predictor is quite reasonable. Moreover, it gives a possibility to apply practically used data compressors for prediction of real data (like EUR/USD rate) and obtain quite precise estimation [41] .
Theorem 4. Let U be a universal code and P be any stationary and ergodic process. Then
An informal outline of the proof is as follows:
). Taking into account Theorem 2, we obtain the first statement of the theorem. Comment 1. The measure R described above has one additional property if it is used for prediction. Namely, for any Markov process P (P ∈ M * (A)) the following is true:
with probability 1, where R(x t+1 |x 1 ...
It is known [45] that, in fact, the statements ii) and iii) are equivalent.
Problems with Side Information
Now we consider the so-called problems with side information, which are described as follows: there is a stationary and ergodic source whose alphabet A is presented as a product A = X ×Y. We are given a sequence (x 1 , y 1 ), . . . , (x t−1 , y t−1 ) and side information y t . The goal is to predict, or estimate, x t . This problem arises in statistical decision theory, pattern recognition, and machine learning. Obviously, if someone knows the conditional probabilities P (x t | (x 1 , y 1 ) , . . . , (x t−1 , y t−1 ), y t ) for all x t ∈ X, he has all information about x t , available before x t is known. That is why we will look for the best (or, at least, good) estimations for this conditional probabilities. Our solution will be based on results obtained in the previous subsection. More precisely, for any universal code U and the corresponding measure µ U (31) we define the following estimate for the problem with side information:
.
The following theorem shows that this estimate is quite reasonable.
Theorem 5. Let U be a universal code and let P be any stationary and ergodic process. Then
The proof is very close to the proof of the previous theorem.
3.4
The Case of Several Independent Samples
In this part we consider a situation which is important for practical applications, but needs cumbersome notations. Namely, we extend our consideration to the case where the sample is presented as several independent samples
. . x r tr generated by a source. More precisely, we will suppose that all sequences were independently created by one stationary and ergodic source.
whereas the definition of R is the same (see (25) ). (Here, as before,
The following example is intended to show the difference between the case of many samples and one.
Example. Let there be two independent samples y = y 1 . . . y 4 = 0101 and x = x 1 . . . x 3 = 101, generated by a stationary and ergodic source with the alphabet {0, 1}. One wants to estimate the (limiting) probabilities P (z 1 z 2 ), z 1 , z 2 ∈ {0, 1} (here z 1 z 2 . . . can be considered as an independent sequence, generated by the source) and predict x 4 x 5 (i.e. estimate conditional probability P (x 4 x 5 |x 1 . . . x 3 = 101, y 1 . . . y 4 = 0101). For solving both problems we will use the measure R (see (25) ). First we consider the case where P (z 1 z 2 ) is to be estimated without knowledge of sequences x and y. Those probabilities were calculated previously and we obtained: R(00) ≈ 0.296, R(01) = R(10) ≈ 0.204, R(11) ≈ 0.296. Let us now estimate the probability P (z 1 z 2 ) taking into account that there are two independent samples y = y 1 . . . y 4 = 0101 and x = x 1 . . . x 3 = 101. First of all we note that such estimates are based on the formula for conditional probabilities:
Then we estimate the frequencies: ν 0101⋄101 (0) = 3, ν 0101⋄101 (1) = 4, ν 0101⋄101 (00) = ν 0101⋄101 (11) = 0, ν 0101⋄101 (01) = 3, ν 0101⋄101 (10) = 2, ν 0101⋄101 (010) = 1, ν 0101⋄101 (101) = 2, ν 0101⋄101 (0101) = 1, whereas frequencies of all other three-letters and four-letters words are 0. Then we calculate :
K In order to avoid repetitions, we estimate only one probability P (z 1 z 2 = 01).
Carrying out similar calculations, we obtain R(0101 ⋄ 101 ⋄ 01) ≈ 0.00292, R(z 1 z 2 = 01|y 1 . . . y 4 = 0101, x 1 . . . x 3 = 101) = R(0101 ⋄ 101 ⋄ 01)/R( 0101 ⋄ 101) ≈ 0.32812. If we compare this value and the estimation R(01) ≈ 0.204, which is not based on the knowledge of samples x and y, we can see that the measure R uses additional information quite naturally (indeed, 01 is quite frequent in y = y 1 . . . y 4 = 0101 and x = x 1 . . . x 3 = 101). Such generalization can be applied to many universal codes, but, generally speaking, there exist codes U for which U (x 1 ⋄ x 2 ) is not defined and, hence, the measure µ U (x 1 ⋄ x 2 ) is not defined. That is why we will describe properties of the universal code R, but not of universal codes in general. For the measure R all asymptotic properties are the same for the cases of one sample and several samples. More precisely, the following statement is true:
Claim 5. Let x 1 , x 2 , ..., x r be independent sequences generated by a stationary and ergodic source and let t be a total length of these sequences
if t → ∞, (and r is fixed) the statements of the Theorems 2 -5 are valid, when applied to
(In theorems 2 -5 µ U should be changed to R.)
The proofs are completely analogous to the proofs of the Theorems 2-5. Now we can extend the definition of the empirical Shannon entropy (23) to the case of several words
For example, if x 1 = 0010, x 2 = 011, then ν x 1 ⋄x 2 (00) = 1. Analogously to (23) ,
For any sequence of words x 1 = x 1 1 . . . x 1 t 1 , x 2 = x 2 1 . . . x 2 t 2 , ..., x r = x r 1 . . . x r tr from A * and any measure θ we define θ(
The following lemma gives an upper bound for unknown probabilities. Lemma 1. Let θ be a measure from M m (A), m ≥ 0, and x 1 , . . . , x r be words from A * , whose lengths are not less than m. Then
4 Hypothesis Testing
Goodness-of-Fit or Identity Testing
Now we consider the problem of testing H id 0 against H id 1 . Let us recall that the hypothesis H id 0 is that the source has a particular distribution π and the alternative hypothesis H id 1 that the sequence is generated by a stationary and ergodic source which differs from the source under H id 0 . Let the required level of significance (or the Type I error) be α, α ∈ (0, 1). We describe a statistical test which can be constructed based on any code ϕ.
The main idea of the suggested test is quite natural: compress a sample sequence x 1 ...x t by a code ϕ. If the length of the codeword (|ϕ(x 1 ...x t )|) is significantly less than the value − log π(x 1 ...x t ), then H id 0 should be rejected. The key observation is that the probability of all rejected sequences is quite small for any ϕ, that is why the Type I error can be made small. The precise description of the test is as follows: The hypothesis H id 0 is accepted if
Otherwise, H id 0 is rejected. We denote this test by T id ϕ (A, α). 
Theorem 6. i) For each distribution π, α ∈ (0, 1) and a code ϕ, the Type I error of the described test T id ϕ (A, α) is not larger than α and ii) if, in addition, π is a finite-order stationary and ergodic process over
Testing for Serial Independence
Let us recall that the null hypothesis H SI 0 is that the source is Markovian of order not larger than m, (m ≥ 0), and the alternative hypothesis H SI 1 is that the sequence is generated by a stationary and ergodic source which differs from the source under H SI 0 . In particular, if m = 0, this is the problem of testing for independence of time series.
Let there be given a sample x 1 ...x t generated by an (unknown) source π. The main hypothesis H SI 0 is that the source π is Markovian whose order is not greater than m, (m ≥ 0), and the alternative hypothesis H SI 1 is that the sequence is generated by a stationary and ergodic source which differs from the source under H SI 0 . The described test is as follows.
Let ϕ be any code. By definition, the hypothesis
where α ∈ (0, 1 
5
Real-Valued Time Series
Density Estimation and Its Application
Here we address the problem of nonparametric estimation of the density for time series. Let X t be a time series and the probability distribution of X t is unknown, but it is known that the time series is stationary and ergodic. We have seen that Shannon-MacMillan-Breiman theorem played a key role in the case of finite-alphabet processes. In this part we will use its generalization to the processes with densities, which was established by Barron [3] . First we describe considered processes with some properties needed for the generalized Shannon-MacMillan-Breiman theorem to hold. In what follows, we restrict our attention to processes that take bounded real valued. However, the main results may be extended to processes taking values in a compact subset of a separable metric space. Let B denote the Borel subsets of R, and B k denote the Borel subsets of R k , where R is the set of real numbers. Let R ∞ be the set of all infinite sequences x = x 1 , x 2 . . . with x i ∈ R, and let B ∞ denote the usual product sigma field on R ∞ , generated by the finite dimensional cylinder sets {A 1 , . . . A k , R, R, . . .}, where A i ∈ B, i = 1, . . . , k. Each stochastic process X 1 , X 2 , . . . , X i ∈ R, is defined by a probability distribution on (R ∞ , B ∞ ). Suppose that the joint distribution P n for (X 1 , X 2 , . . . , X n ) has a probability density function p(x 1 x 2 . . . x n ) with respect to a sigma-finite measure M n . Assume that the sequence of dominating measures M n is Markov of order m ≥ 0 with a stationary transition measure. A familiar case for M n is Lebesgue measure. Let p(x n+1 |x 1 . . . x n ) denote the conditional density given by the ratio p(x 1 . . . x n+1 ) /p(x 1 . . . x n ) for n > 1. It is known that for stationary and ergodic processes there exists a so-called relative entropy rateh defined byh
where E denotes expectation with respect to P . We will use the following generalization of the Shannon-MacMillan-Breiman theorem:
. If {X n } is a P −stationary ergodic process with density p(x 1 . . . x n ) = dP n /dM n andh n < ∞ for some n ≥ m, the sequence of relative entropy densities −(1/n) log p(x 1 . . . x n ) convergence almost surely to the relative entropy rate, i.e.,
with probability 1 (according to P ).
Now we return to the estimation problems. Let {Π n }, n ≥ 1, be an increasing sequence of finite partitions of R that asymptotically generates the Borel sigma-field B and let x [k] denote the element of Π k that contains the point x. (Informally, x [k] is obtained by quantizing x to k bits of precision.) For integers s and n we define the following approximation of the density
We also considerh
Applying the claim 2 to the density p s (x 1 . . . x t ), we obtain that a.s.
Let U be a universal code, which is defined for any finite alphabet. In order to describe a density estimate we will use the probability distribution ω i , i = 1, 2, . . . , see (24) (In what follows we will use this distribution, but results described below are obviously true for any distribution with nonzero probabilities.) Now we can define the density estimate r U as follows:
where the measure µ U is defined by (31) . (It is assumed here that the code
t ) is defined for the alphabet, which contains |Π i | letters.) It turns out that, in a certain sense, the density r U (x 1 . . . x t ) estimates the unknown density p(x 1 . . . x t ).
Theorem 8. Let X t be a stationary ergodic process with densities p(x 1 . . .
whereh andh s are relative entropy rates, see (38) , (41) . Then
with probability 1 and
We have seen that the requirement (44) plays an important role in the proof. The natural question is whether there exist processes for which (44) In words, the density depends on a sign of the previous value. If the value is positive, then the density is more than 1/2, otherwise it is less than 1/2. It is easy to see that (44) is true for any α ∈ (0, 1). The following two theorems are devoted to the conditional probability r U (x|x 1 ...x m ) = r U (x 1 ...x m x)/r U (x 1 ...x m ) which, in turn, is connected with the prediction problem. We will see that the conditional density r U (x|x 1 ...x m ) is a reasonable estimation of the unknown density p(x|x 1 ...x m ).
Theorem 9. Let B 1 , B 2 , ... be a sequence of measurable sets. Then the following equalities are true:
ii) E(
We have seen that in a certain sense the estimation r U approximates the unknown density p. The following theorem shows that r U can be used instead of p for estimation of average values of certain functions.
Theorem 10. Let f be an integrable function, whose absolute value is bounded by a certain constantM and all conditions of the theorem 2 are true. Then the following equality is valid:
ii) lim
It is worth noting that this approach was used for prediction of real processes [41] .
Hypothesis Testing
In this subsection we consider a case where the source alphabet A is infinite, say, a part of R n . Our strategy is to use finite partitions of A and to consider hypotheses corresponding to the partitions. This approach can be directly applied to the goodness-of-fit testing, but it cannot be applied to the serial independence testing. The point is that if someone combines letters (or states) of a Markov chain, the chain order (or memory) can increase. For example, if the alphabet contains three letters, there exists a Markov chain of order one, such that combining two letters into one transforms the chain into a process with infinite memory. That is why in this part we will consider the independence testing for i.i.d. processes only (i.e. processes from M 0 (A)).
In order to avoid repetitions, we will consider a general scheme, which can be applied to both tests using notations H ℵ 0 , H ℵ 1 and T ℵ ϕ (A, α), where ℵ is an abbreviation of one of the described tests (i.e. id and SI.)
Let us give some definitions. Let Λ = λ 1 , ..., λ s be a finite (measurable) partition of A and let Λ(x) be an element of the partition Λ which contains x ∈ A. For any process π we define a process π Λ over a new alphabet Λ by the equation
We will consider an infinite sequence of partitionsΛ = Λ 1 , Λ 2 , .... and say that such a sequence discriminates between a pair of hypotheses H ℵ 0 (A), H ℵ 1 (A) about processes, if for each process ̺, for which H ℵ 1 (A) is true, there exists a partition Λ j for which H ℵ 1 (Λ j ) is true for the process ̺ Λ j . Let H ℵ 0 (A), H 1 (A) ℵ be a pair of hypotheses,Λ = Λ 1 , Λ 2 , ... be a sequence of partitions, α be from (0, 1) and ϕ be a code. The scheme for both tests is as follows:
The hypothesis
It is important to note that one does not need to check an infinite number of inequalities when applying this test. The point is that the hypothesis H ℵ 0 (A) has to be accepted if the left part in (36) or (37) is less than − log(αω i ). Obviously, − log(αω i ) goes to infinity if i increases. That is why there are many cases, where it is enough to check a finite number of hypotheses H ℵ 0 (Λ i ).
Theorem 11. i) For each α ∈ (0, 1), sequence of partitionsΛ and a code ϕ, the Type I error of the described test T 
Conclusion
Time series is a popular model of real stochastic processes which has a lot of applications in industry, economy, meteorology and many other fields. Despite this, there are many practically important problems of statistical analysis of time series which are still open. Among them we can name the problem of estimation of the limiting probabilities and densities, on-line prediction, regression, classification and some problems of hypothesis testing (goodness-of-fit testing and testing of serial independence). This chapter describes a new approach to all the problems mentioned above, which, on the one hand, gives a possibility to solve the problems in the framework of the classical mathematical statistics and, on the other hand, allows to apply methods of real data compression to solve these problems in practise. Such applications to randomness testing [42] and prediction of currency exchange rates [41] showed high efficiency, that is why the suggested methods look very promising for practical applications. Of course, problems like prediction of price of oil, gold, etc. and testing of different random number generators can be used as case studies for students.
Appendix
Claim 1. We employ the general inequality
valid for any distributions µ and η over A (follows from the elementary inequality for natural logarithm ln x ≤ x − 1), and find:
= log e (
≤ log e (−1 +
Applying the well-known Bernoulli formula, we obtain
= log e (−1 +
Again, using the Bernoulli formula, we finish the proof
The second statement of the claim follows from the well-known asymptotic equality 1 + 1/2 + 1/3 + ... + 1/t = ln t + O(1), the obvious presentation
and (10).
Claim 2. The first equality follows from the definition (9), whereas the second from the definition (12) . From (16) we obtain:
where c 1 , c 2 are constants. Now we use the well known Stirling formula
where θ ∈ (0, 1) [22] . Using this formula we rewrite the previous equality as
wherec 1 ,c 2 are constants. Hence,
Applying the well known Jensen inequality for the concave function −x log x we obtain the following inequality:
The source P is i.i.d., that is why the average frequency
is equal to P (a) for any a ∈ A and we obtain from two last formulas the following inequality:
On the other hand,
From (7) and (7) we can see that
Claim 3. First we consider the case where m = 0. The proof for this case is very close to the proof of the previous claim. Namely, from (16) we obtain:
where θ ∈ (0, 1) [22] . Using this formula we rewrite the previous equality as (23), we obtain
Hence,
Having taken into account the definition of the empirical entropy (23), we apply the well known Jensen inequality for the concave function −x log x and obtain the following inequality:
P is stationary and ergodic, that is why the average frequency
where h 0 (P ) is the first order Shannon entropy, see (12) . We have seen that any source from M m (A) can be presented as a "sum" of |A| m i.i.d. sources. From this we can easily see that the error of a predictor for the source from M m (A) can be upper bounded by the error of i.i.d. source multiplied by |A| m . In particular, we obtain from the last inequality and the definition of the Shannon entropy (20) the upper bound (22) .
Theorem 1.
We can see from the definition (25) of R and the Claim 19 that the average error is upper bounded as follows:
for any k = 0, 1, 2, .... Taking into account that for any P ∈ M ∞ (A) lim k→∞ h k (P ) = h ∞ (P ), we can see that
The second statement of the theorem is proven. The first one can be easily derived from the ergodicity of P [5, 14] .
Theorem 2 . The proof is based on the Shannon-MacMillan-Breiman theorem which states that for any stationary and ergodic source P
with probability 1 [5, 14] . From this equality and (29) we obtain the statement i). The second statement follows from the definition of the Shannon entropy (21) and (30) .
Theorem 4. i) immediately follows from the second statement of the theorem 2 and properties of log. The statement ii) can be proven as follows:
Here the first inequality is obvious, the second follows from the Pinsker's inequality (5), the others from properties of expectation and log . iii) can be derived from ii) and the Jensen inequality for the function x 2 .
Theorem 5. The following inequality follows from the nonnegativity of the KL divergency (see (5)), whereas the equality is obvious.
Now we can apply the first statement of the previous theorem to the last sum as follows:
From this equality and the last inequality we obtain the proof of i). The proof of the second statement can be obtained from the similar representation for ii) and the second statement of the theorem 4. iii) can be derived from ii) and the Jensen inequality for the function x 2 .
Lemma 1. . First we show that for any source θ * ∈ M 0 (A) and any words
where t = r i=1 t i . Here the equality holds, because θ * ∈ M 0 (A) . The inequality follows from Claim 1. Indeed, if p(a) = ν x 1 ⋄...⋄x r (a)/t and q(a) = θ * (a), then
From the latter inequality we obtain (51). Taking into account the definition (34) and (51), we can see that the statement of Lemma is true for this particular case. For any θ ∈ M m (A) and x = x 1 . . . x s , s > m, we present θ(x 1 . . . x s ) as
where θ(x 1 . . . x m ) is the limiting probability of the word x 1 . . . x m . Hence, θ(x 1 . . . x s ) ≤ u∈A m a∈A θ(a/u) νx(ua) . Taking into account the inequality (51), we obtain a∈A θ(a/u) νx(ua) ≤ a∈A (ν x (ua)/ν x (u)) νx(ua) for any word u. Hence,
If we apply those inequalities to θ(x 1 ⋄ ... ⋄ x r ), we immediately obtain the following inequalities
Now the statement of the Lemma follows from the definition (34).
Theorem 6. Let C α be a critical set of the test T id ϕ (A, α), i.e., by definition, C α = {u : u ∈ A t & − log π(u) − |ϕ(u)| > − log α}. Let µ ϕ be a measure for which the claim 2 is true. We define an auxiliary setĈ α = {u : − log π(u) − (− log µ ϕ (u)) > − log α}. We have 1 ≥ u∈Ĉα µ ϕ (u) ≥ u∈Ĉα π(u)/α = (1/α)π(Ĉ α ). (Here the second inequality follows from the definition ofĈ α , whereas all others are obvious.) So, we obtain that π(Ĉ α ) ≤ α. From definitions of C α ,Ĉ α and (26) we immediately obtain that C α ⊃ C α . Thus, π(C α ) ≤ α. By definition, π(C α ) is the value of the Type I error. The first statement of the theorem is proven.
Let us prove the second statement of the theorem. Suppose that the hypothesis H id 1 (A) is true. That is, the sequence x 1 . . . x t is generated by some stationary and ergodic source τ and τ = π. Our strategy is to show that lim
with probability 1 (according to the measure τ ). First we represent (52) as
From this equality and the property of a universal code (29) we obtain
From (29) and (21) we can see that
for any k ≥ 0 (with probability 1). It is supposed that the process π has a finite memory, i.e. belongs to M s (A) for some s. Having taken into account the definition of M s (A) (18), we obtain the following representation:
for any k ≥ s. According to the ergodic theorem there exists a limit
which is equal to h k (τ ) [5, 14] . So, from the two last equalities we can see that
Taking into account this equality, (54) and (53), we can see that
for any k ≥ s. From this inequality and Claim 1 we can obtain that
, where c is a positive constant, t → ∞. Hence, (52) is true and the theorem is proven.
Theorem 7 .
Let us denote the critical set of the test T SI ϕ (A, α) as C α , i.e., by definition, C α = {x 1 . . . x t : (t − m) h * m (x 1 . . . x t ) − |ϕ(x 1 ...x t )|) > log(1/α)}. From Claim 2 we can see that there exists such a measure µ ϕ that − log µ ϕ (x 1 ...x t ) ≤ |ϕ(x 1 ...x t )| . We also definê
(55) Obviously,Ĉ α ⊃ C α . Let θ be any source from M m (A). The following chain of equalities and inequalities is true:
1 ≥ µ ϕ (Ĉ α ) = (Here both equalities and the first inequality are obvious, the second and the third inequalities follow from (55) and the Lemma, correspondingly.) So, we obtain that θ(Ĉ α ) ≤ α for any source θ ∈ M m (A). Taking into account thatĈ α ⊃ C α , where C α is the critical set of the test, we can see that the probability of the Type I error is not greater than α. The first statement of the theorem is proven.
The proof of the second statement will be based on some results of Information Theory. We obtain from (29) that for any stationary and ergodic p lim
with probability 1. It can be seen from (23) that h * m is an estimate for the m−order Shannon entropy (20) . Applying the ergodic theorem we obtain lim t→∞ h * m (x 1 . . . x t ) = h m (p) with probability 1 [5, 14] . It is known in Information Theory that h m (̺)−h ∞ (̺) > 0, if ̺ belongs to M ∞ (A)\M m (A) [5, 14] . It is supposed that H SI 1 is true, i.e. the considered process belongs to M ∞ (A) \ M m (A). So, from (56) and the last equality we obtain that lim t→∞ ((t − m) h * m (x 1 . . . x t ) − |ϕ(x 1 ...x t )|) = ∞. This proves the second statement of the theorem.
Theorem 8. First we prove that with probability 1 there exists the following limit lim t→∞ 1 t log(p(x 1 . . . x t )/r U (x 1 . . . x t )) and this limit is finite and nonnegative. Let A n = {x 1 , . . . , x n : p(x 1 , . . . , x n ) = 0}. Define z n (x 1 . . . x n ) = r U (x 1 . . . x n )/p(x 1 . . . x n )
for (x 1 , . . . , x n ) ∈ A and z n = 0 elsewhere. Since E P (z n |x 1 , . . . , x n−1 ) = E r U (x 1 . . . x n ) p(x 1 . . . x n ) x 1 , . . . , x n−1 = r U (x 1 . . . x n−1 ) p(x 1 . . . x n−1 ) E P r U (x n |x 1 . . . x n−1 ) p(x n |x 1 . . . x n−1 ) = z n−1 A r U (x n |x 1 . . . x n−1 )dP (x n |x 1 . . . x n−1 ) dP (x n |x 1 . . . x n−1 )/dM n (x n |x 1 . . . x n−1 ) = z n−1 A r U (x n |x 1 . . . x n−1 )dM n (x n |x 1 . . . x n−1 ) ≤ z n−1 the stochastic sequence (z n , B n ) is, by definition, a non-negative supermartingale with respect to P , with E(z n ) ≤ 1, [49] . Hence, Doob's submartingale convergence theorem implies that the limit z n exists and is finite with P −probability 1 (see [49, Theorem 7.4.1] ). Since all terms are nonnegative so is the limit. Using the definition (57) with P -probability 1 we have lim n→∞ p(x 1 . . . x n )/r U (x 1 . . . x n ) > 0, lim The first term is the average redundancy of the universal code for a finitealphabet source, hence, according to the theorem 2, it tends to 0. The second term tends toh s −h for any s and from (44) we can see that it is equals to zero. The second statement is proven. (63) and (46) we obtain (47) . ii) can be derived from i) and the Jensen inequality for the function x 2 .
Theorem 10. The last inequality of the following chain follows from the Pinsker's one, whereas all others are obvious. From these inequalities we obtain: From this equality, (7) and Corollary 1 we obtain (48) . ii) can be derived from (7) and the Iensen inequality for the function x 2 .
Theorem 11. The following chain proves the first statement of the theorem:
(αω i ) = α.
(Here both inequalities follow from the description of the test, whereas the last equality follows from (24) .) The second statement also follows from the description of the test. Indeed, let a sample is created by a source ̺, for which H 1 (A) ℵ is true. It is supposed that the sequence of partitionsΛ discriminates between H ℵ 0 (A), H ℵ 1 (A). By definition, it means that there exists j for which H ℵ 1 (Λ j ) is true for the process ̺ Λ j . It immediately follows from Theorem 1 -4 that the Type II error of the test T ℵ ϕ (Λ j , αω j ) goes to 0, when the sample size tends to infinity.
