practitioners needing estimates of a firm's equity cost of capital have long relied on the Capital Asset Pricing Model (CAPM). Recent evidence casts renewed doubt on the validity of the CAPM and beta. However, there is not much evidence to gauge the importance of the rejections of the CAPM in a practical decision-making context. This paper presents evidence on the sources of error in estimating required returns over time. We use a number of proxies for the true mean variance efficient portfolio, allowing that the CAPM is the "wrong" model. The analyst is assumed to rely on a standard market index. We find that the great majority of the error in estimating the cost of equity capital is found in the risk premium estimate, and relatively small errors are due to the risk measure, or beta. This suggests that analysts should improve estimation procedures for market risk premiums, which are commonly based on historical averages. This can be done by using regression models, such as have appeared in the recent finance literature, or by purchasing forecasts from firms that specialize in producing them.
Introduction
Practitioners needing estimates of a firm's equity cost of capital, or expected rate of return, have long relied on the Capital Asset Pricing Model (CAPM, Sharpe 1964) as a framework for producing such estimates. The model is appealing because it has a strong theoretical basis and is relatively easy to use. However, recent evidence, notably the work of Fama and French (1992) and others, has cast renewed doubt on the validity of the CAPM and its famous beta coefficient. If beta is "dead," then its death has left many practitioners in the lurch, as no theoretically justified and easily implementable way to estimate the cost of capital seems to be waiting in the wings.' 'One natural successor to the CAPM is the Arbitrage Pricing Theory (APT) of Ross (1976) , which replaces the market beta with a number of factor betas. However, studies suggest that such multiple-beta models do not resolve the CAPM's problems in accurately predicting avOf course, the fact that the CAPM can be rejected by data should not be surprising. It is a highly stylized theoretical model, and all such models are in some sense "wrong." The important questions, from a practical perspective, are whether the use of a model leads to systematically poor decisions and whether another model can help improve decision making. The answer to these questions is likely to depend on the application to which the model is put.
In this paper, we focus on the problem of estimating a cost of equity capital. This application is important in a number of settings. For example, required return estimates are a crucial input in public utility rate regulation, the valuation of closely held enterprises, and corporate capital budgeting problems. However, there is little evidence on how well or poorly the CAPM actually performs in these settings (Kaplan and Ruback 1995 is one recent exception).
The performance of a model in practice depends on how the model is implemented. An imperfect model, expertly implemented, may lead to better decisions than a superior model that is poorly implemented. The objective of our analysis is therefore to evaluate the relative magnitudes of the various sources of errors that are likely to be made, given current practices for estimating a required return.
Our study is directly motivated by problems such as public utility rate hearings and the valuation of closely held companies by financial advisors. In these a.pplications one wants to establish precise values for a cost of capital, given the state of information at a point in time. These may be considered as "single-project" decisions made repeatedly over time. As such, errors over time are crucial. We therefore focus our analysis on the errors through time, as measured by statistics such as the timeseries forecast error variance and mean absolute error. Errors in estimating the market risk premium are likely to be very important in such a context. In contrast, consider an analyst whose objective is to rank multiple projects at a point in time. Since at any point in time the market risk premium is fixed across the projects, errors in the market premium are unlikely to be crucial for project ranking decisions.
Although our focus is required-return errors through time, our results are important for capital budgeting applications that involve project selection. Errors in the risk premium will affect the cost-of-capital estimates for all of the projects under consideration at a given time. If these estimates are used to determine the overall size of the capital budget, then the time-series errors are important. Firms that repeatedly make poor capital funding decisions are likely to pass up profitable investments and take on bad projects, placing themselves at a competitive disadvantage.
Using simulations we find that errors in the cost of equity capital are reduced by about 40 percent, for small stocks and most industries, when the standard practice of using historical averages to estimate the premium on a market index is replaced with a simple estimate using current market indicators. Errors that are likely to arise from using the "wrong" beta have a much smaller impact. This is especially interesting in view of the recent controversies over the CAPM and beta. To some extent, our paper renders these controversies unimportant from the perspective of intertemporal variations in the cost of capital.
The paper proceeds as follows. Section 2 describes the models and our approach to analyzing of the sources of error in required returns. Section 3 describes the data. Sections 4-7 describe the simulation approach. In ?8 we present the results. Section 9 is the conclusion. An appendix provides technical details.
Modeling the Cost of Capital
Basic portfolio theory describes mean variance efficient portfolios, which maximize expected return for a given level of risk (variance of return). In the CAPM, the "market portfolio" is supposed to be mean-variance efficient in equilibrium. This ex ante mean variance efficiency of the market portfolio justifies using the CAPM in cost-of-capital calculations. However, the evidence (e.g., Fama and French 1992) suggests that standard market indexes are not mean variance efficient. If the CAPM is "wrong," then it is difficult to assess the sources of error in cost of capital estimates, unless the "right" model that determines the cost of capital is known. To address this problem, we use a latent variables model. A latent variables model has the advantage that it does not require us to take a stand on what is the correct equilibrium model. Roll (1977) showed that even when the CAPM fails, expected returns must be explained by betas relative to a mean-variance efficient portfolio. In other words, Rp is the return of a mean-variance efficient portfolio if and only if the following expression holds: Assume that we have a risk-free asset with return Rf, so that E(-yo) = Rf. Consider a market index such as the SP500 and denote its return as Rm. We choose the SP500 as the benchmark premium to be consistent with current practice. According to the latent variable model, the SP500 is just another portfolio that should satisfy Equation (1):
Now, assuming that /3mp is not zero, taking the ratio of the Equations (1) and (2) produces a simple result: 
Equation (3) provides a general expression for E (Ri), the required return or cost of equity capital. The term Ci is the C coefficient for asset i, which is the measure of risk in the latent variable model. Note that the C coefficient depends on the unobserved, mean variance efficient portfolio. Although Equation (3) may look similar to the CAPM, it is important to understand the differences. First the benchmark portfolio, which we choose to be the SP500, is not the "market portfolio" of the CAPM. Second, the Ci coefficient is used to measure risk, instead of the beta coefficient of the CAPM. The evidence that the SP500 is not mean variance efficient implies that the Ci coefficients are not the same as the usual betas. mean-variance efficient portfolio Rp, then the Ci coefficients reduce to the usual betas.)
As described in subsequent sections, we use the latent variable model (3) as a convenient way to structure our simulations. It is also possible to estimate the model directly to generate estimates of the cost of capital. We, therefore, consider the performance of a hypothetical analyst who adopts this sophisticated approach, even though it is not representative of current practice.
Sources of Error in Cost of Capital Estimation
Using the latent variable model, we can frame the problem of estimating the cost of capital in a way that makes it easy to break out the sources of error. Three things go into the formula, as given by Equation (3). The first is the risk-free rate of return. Typically, a Treasury market yield is used in practice for Rf. The second input is the expected risk premium on the SP500, denoted by E(Rt, -Rf). Finally, the risk measure, Ci, is needed. The latter two inputs are likely to be the most troublesome.3 We therefore focus on errors in the estimates of risk and errors in estimating the SP500 premium.4
Define ri = Ri -Rf as the excess rate of return for asset i. The excess return on the SP500 is rm = Rm -Rf.
Equation ( 
where E(.) is the average (or unconditional) expectation. Equation (5) breaks the total error variance into the sum of three effects. The first term is the contribution of the variance of the errors in estimating the expected risk premium on the SP500. This is the variance of the expected risk premium error multiplied by the square of the expected C coefficient. The latter is a number close to 1.0 (see Table 2 and Figure 1 ). The second term is the contribution of the variance of the errors in the estimates of the risk, Ci. Its effect is the variance of the risk measurement error multiplied by the square of the average expected premium. The average premium is on the order of -% per month, so the multiplier for the risk estimation effect is about (0.005)2, a number much smaller than 1.0. The third term captures interaction effects that may arise when the errors in the estimates of Ci and the errors in forecasting the expected market premium are correlated. We show below that this term is relatively small. Thus, Equation (5) suggests the logic of our result that errors in estimating the risk measures are likely to be relatively unimportant, while errors in estimating the market-wide premium are very important.
The Data
We use a sample of monthly data for common stock returns, interest rates, and a set of market indicators. The stocks are value-weighted portfolios formed from New York and American Stock Exchange common 'Equation (5) follows from a Taylor series expansion for E, viewed as a function of two random variables: the risk premium error and the risk measurement error. The interaction effects include the covariance between the two. Equation (5) assumes that the forecasts are unbiased and efficient, which implies that the forecast errors should be mean zero and independent of the forecasts. To the extent that this assumption fails, the resulting errors will be attributed to the interaction effects. stocks, and returns are measured in excess of the one month U.S. Treasury bill rate. The data are provided by the Center for Research in Security Prices (CRSP). CRSP forms portfolios of stocks grouped on market equity capitalization at the beginning of each year. We use the returns for the smallest decile of firms to approximate closely held firms that are usually the subject of business valuation problems. We also use 12 value-weighted industry portfolios, grouped by two-digit SIC codes, following Ferson and Harvey (1991). Industry comparables are often used in practice to value closely held firms for which historical data are not available. One of the industries represents public utilities, which are of interest as the subject of rate regulation proceedings.
To define the true risk premiums to be used in our simulations, we investigate several methods for forecasting the SP500. One method is to use the forecasts provided by econometric forecasting services, such as Data Resources, Inc. (DRI). We obtained DRI forecasts monthly, starting in July of 1985. DRI forecasts the level of the SP500 one to six months ahead and three years ahead. Each month we use the nearest term forecast that is at least one month ahead and convert the forecast to a monthly return.6 As DRI forecasts the index level, which is net of dividends, we combine their forecasts with the actual monthly dividend yield to study forecast rates of return. Using the actual yield makes the DRI forecasts look better, but the effect is probably small since the aggregate dividends are relatively easy to predict one month ahead.
Recent research suggests that expected returns and risk, conditioned upon the current values of certain market indicators or state variables, differ from the unconditional moments of the return distributions. By including both the security returns and the market indicators in our sample and using the joint empirical distribution, we are able to capture in our analysis this important time-variation in risk and return.
We represent information about the state of the economy at a point in time using a collection of variables suggested by previous research (see the review article by Ferson 1995). The variables are: (1) the lagged level 6 To do this, we assume a flat term structure of expected returns. For example, if the forecast is a two-month return, r2, we form the onemonth return as r, = (1 + r2)1/2 -1. of the one-month Treasury bill yield from CRSP, (2) the lagged dividend yield of the CRSP value-weighted NYSE + AMEX stock index, (3) the lagged slope of the U.S. Government bond term structure, measured by the yield difference for 10-year versus three month-tomaturity bonds from Citibase, (4) a quality spread in the corporate bond market, measured as the difference between the Citibase yields for BAA and AAA rated corporate bonds, and (5) a dummy variable for the month of January. These data are available to us on a monthly basis, starting in February of 1947. Our sample ends in December of 1989.
Overview of the Method
The simulation strategy proceeds in three steps, which are described in the next three sections of the paper. An appendix at the end of the paper provides further technical details. In the first step, we define the true risk premiums for the SP500. The true required returns for the various assets are then constructed to conform to a particular latent variable model, as in Equation (3). (We use several specifications of the model to check the sensitivity of the results.) In the second step, we generate samples of artificial data. Each of the artificial samples contains 515 monthly returns for our representative assets and the SP500 index, matched to the February 1947 through December 1989 period. The artificial returns are equal to the true required returns plus noise, which noise is generated by resampling from the actual data. In the third step, we model a hypothetical analyst who observes a sequence of artificial returns for the assets and the SP500, and at each date forms cost of capital estimates. The analysts does not know the true efficient portfolio, the true risk premiums, or the true risk measures.
The experiment is repeated 1,000 times for each set of assumptions about which the model generates the data and what the analyst does with the data. In each experiment the analyst sequentially processes a sample with 515 observations, generating a monthly sequence of forecasts. We then analyze the errors in the estimates, aggregating across the 1,000 trials.7 7In those cases where the analyst runs a latent variable model, it requires a highly iterative search for each month. Repeated for each
Defining the True Expected Excess Returns
Our first step is to specify the true values for the expected risk premiums. This requires a specification of the expected premium for the SP500 index and the true values of the C coefficients. Together, these determine the true values of the expected premiums for the representative assets via Equation (3).
The Expected SP500 Premiums
Since our simulations may be sensitive to the specification for the true expected premium for the SP500, we use finance theory and the results of recent empirical research, augmented by our own analysis, to guide the specification. We also vary the assumptions to check the sensitivity of the results. The concept of semi-strong form market efficiency is well established in finance research (e.g., Fama 1970). It implies that the expected market premium fully reflects publicly available information at the time the forecasts are made. It also implies that the best forecast using only publicly available information is the closest to the true expected premium. Table 1 compares forecasts of the SP500 monthly returns from several expected return models, using data for July 1985-December 1989. The analysis begins in July of 1985 because the DRI data are available from that date. The first column of the table records the results using the DRI forecasts. The remaining columns summarize four alternative models.
Two of the models use the historical, arithmetic average excess returns of the SP500 to form forecasts. Bruner et al. (1996) provide a survey of the methods used to estimate cost of capital in a sample of highly regarded firms and financial advisors. Most of the firms used historical averages to estimate the market risk premium, despite a general agreement that the market premium should theoretically reflect current market expectations. Two versions of this historical average approach are used in Table 1 . One uses all of the historical data (starting in 1947) that would be available on the date that a month, each simulation trial, and for each version of the simulations, it takes a lot of computer time. It takes almost two months of run time (using Gauss on a 486-50 PC) to get 100 trials. Therefore, we run only 100 trials for those simulations. The first row of Table 1 shows the total variance of the SP500 excess return. The second row shows the error variance of the five forecasts. The last three rows of the table summarize the average forecast errors, the mean squared errors (MSE), and the mean absolute errors (MAE). To keep the units comparable, we report the square of the MAE. By any of these measures, the DRI forecasts were the best over this period. Their forecasts explain about 16 percent of the variance of the future return. Using either error variance or MSE, the second best forecast is delivered by the regression models using the entire history of the available data. (Using MAE, the 60-month historical average is second best, but the differences in the MAEs, excluding DRI, are relatively small.) By error variance or MSE, the historical average using only the last 60 months of returns is the worst forecast.
Rows 2 through 4 of Table 1 break the SP500 variance down into the sum of three terms for each forecast. These terms, as explained in the notes to the table, are the forecast error variance, the variance of the forecast, and the systematic forecast error. The latter component indicates if the forecast fails to make efficient use of information by measuring the relation between the forecast and the forecast error. (If the forecast error is related to the forecast, and if this relation were known in advance, the forecast could be improved.) The systematic forecast error numbers do not show any glaring inefficiencies, which supports the assumptions used to derive Equation (5). Four of the five average forecast errors are negative, which indicates that the SP500 outperformed most expectations over this period. The most variable forecast is the DRI forecast, followed by the 60-month regression model.
Since the DRI forecasts in Table 1 have the smallest forecast errors, market efficiency suggests that the DRI forecasts provide the best model of the expected SP500 premium, under the assumption that DRI uses only publicly available information to generate its forecasts. However, it is possible that DRI uses more information than is readily available in the market. Moreover, it is difficult for us to mimic the process by which DRI arrives at its forecasts in a simulation.8 The second best model is the regression model using all of the historical data. This model uses only readily available data, and in a simple mechanical way. We therefore use this model to represent the true expected premiums in our simulations. We regress the SP500 excess return on the market indicators: rmt =60 + 61t Zl+ UMt t =1,. . .,T,
where Z,_1 is the vector of the most recent lagged values of the state variables. We use time series data for February 1947 through December 1989, and take the fitted values of the regression as our model of the "true" expected premium. Our model for the true expected premium on the SP500 is likely to lead us to understate the importance of risk premium errors in the cost-of-capital calculations. The DRI forecasts vary more from month to month than the regression forecasts. If the DRI numbers are closer to the true expected premiums, then we use smoother premiums than we should in the simulations. A smoother expected premium is likely to appear to be easier to estimate. Given our finding that risk premium error is important, the regression model is a conservative choice. 8 The details of DRI's approach are proprietary, but our inquiries at DRI revealed that they use a number of variables similar to the ones we use in our regression models in forming their forecasts.
Defining the True Risk Measures
The true C coefficients depend on the unobserved, mean variance efficient portfolio. We use three widely different proxies for the mean variance efficient portfolio. If the results are similar in all three cases, we build confidence in their relevance to the real world. The first proxy is the CRSP value-weighted common stock index. The second is a combination of the stock index and a 20-year U.S. Treasury bond weighted as 90 percent bond, 10 percent stock. The third proxy we call "ex-post optimal." We form a combination of the size and industry portfolios, using their returns data over the entire sample period, which maximizes the average excess return of the portfolio divided by the sample standard deviation of the portfolio. Table 2 summarizes the values of the true risk measures, Ci. There are three columns corresponding to the three different assumptions about the mean variance efficient portfolio. From Equation (3), the C coefficient for an asset i equals its conditional beta on the mean variance efficient portfolio, divided by the conditional beta of the SP500 on the mean variance efficient portfolio: Ci = /ip I /pm. To form the coefficients in Table 2 we estimate conditional betas for the asset and for the SP500 under the assumption that the conditional betas are fixed parameters.9 Our estimate of Ci is the ratio of the estimates for ,ip and fmp. Table 2 shows that the Ci are substantially different using the different mean variance portfolio proxies; especially, the ex post optimal proxy is different from the other two. Therefore, comparing the simulations that use the different proxies should provide useful information on the robustness of the results. Under standard regression model assumptions, the second regression delivers a consistent estimate pip for the conditional beta, so the ratio of two regression slopes is a consistent estimate of the C coefficient. Table 2 makes the assumption that the true C coefficients are fixed parameters over time. As the simulation results may be sensitive to that assumption, we conduct additional experiments, described below, in which the true C coefficients are assumed to be time-varying.
Each of the cases summarized in

Generating the Artificial Data
The difference between the excess returns in the actual data and the true expected premiums, as determined above, define a sample of error terms. Each error term is an N vector, where N is the number of assets including the SP500. We demean these errors to produce a sample of "unexpected" monthly return vectors. Following Efron (1982) , the unexpected returns represent the population distribution for the simulations. We randomly resample, with replacement, from this "urn" of unexpected return vectors. This implies that the conditional covariance matrix of the N returns in the "population" for our simulations is equal to the sample conditional covariance matrix that we estimate in the actual data. By resampling we also preserve any nonnormality that may be present in the data.
The artificial excess returns for asset i are formed for a given "date" in the simulations as the sum of the true expected excess return for that date, CiE(rm), plus a randomly resampled unexpected return, ui: ri = CiE(rm) + ui i = 1, ..,N.
Each artificial sample contains 515 observations for the N excess returns, matched to the February 1947 through December 1989 period.
Modeling the Analyst's Behavior
In the simulations the hypothetical analyst observes a sequence of artificial returns data for the SP500 and the other assets, but does not know what mean variance efficient portfolio generates the true expected returns. In each simulation trial, the analyst "lives" on a single sample path of the artificial data. The analyst estimates the cost of capital for the small stock portfolio and the 12 industries at each date, using only data that would be available on that "date." Depending on the method that the analyst adopts, as many as 120 monthly observations are used to initialize the model. We therefore exclude the first 120 months when we compare the various approaches, evaluating the simulated forecast errors for the remaining 395 "months."
Forecasting the SP500 Premium
The first forecast for the SP500 used by our hypothetical analyst is the historical average excess return of the SP500, given the series of artificial data known to the analyst on the forecast date. As we described earlier, this is representative of current practice. In a second approach, a more sophisticated analyst estimates a regression model for the excess return of the SP500 on the predetermined market indicator variables. In this case the analyst uses the artificial data for the SP500, and we allow him/ her to observe the actual sample values of the predetermined indicators. We re-use the actual market indicators in the simulations for several reasons. This approach implies that given an infinite sample, the analyst would discover the true expected return model. By combining the actual state variables with randomly resampled residuals, the only relation between the predetermined variables and the artificial returns is through the true expected returns, consistent with the market efficiency assumption. The approach ensures that this relation is the same as the one we observe in our actual data. A cost of this approach is that the simulations do not reflect randomness in the conditioning variables. However, since the variance of returns is dominated by the unexpected returns, this does not seem to be a serious limitation.
As described above, we are unable to evaluate an analyst who purchases forecasts from a service like DRI, because we would have to simulate what they do to generate their forecasts. However, since DRI uses variables similar to those in our regression models, our simulations in which the analyst uses regression models may provide a reasonable approximation to the results that would be obtained by an analyst who purchases forecasts from a service like DRI.
A third approach used by our hypothetical analyst is to estimate a latent variable model explicitly, using the Generalized Method of Moments (GMM, see Hansen 1982) as described in the appendix. Since a latent variable model is used by us to generate the "true" risk premiums, it seems reasonable to consider an analyst who also uses state-of-the-art financial econometrics.
Estimating Risk
We compare three approaches that an analyst might use for estimating the risk measures, Ci. These are designed to capture a wide range of variation such as might be experienced in practice. In the first approach the analyst uses the previous 60 months of artificial data and estimates simple regression betas against the SP500. (In practice, analysts may purchase similar beta estimates from third party vendors or estimate them in housesee Bruner et al. (1996) for relevant survey evidence.) The second approach uses the "sophisticated" estimates of the Ci coefficients that are produced by GMM estimation of a latent variable model. The third approach is the simplest and crudest. In this case, the analyst simply assumes that all of the betas are equal to one. This means that the analyst's expected return of the SP500 is assigned as the cost of capital.
The Simulation Results
With three ways to estimate the market risk premium, three ways to estimate risk, and three proxies for the unobserved efficient portfolio, there are 27 combinations. We consider the GMM market premium estimates only in combination with the GMM risk estimates, which reduces the number of cases to 21. Return  Figures 1-3 summarize the total errors in the cost of capital estimates. Each figure uses a different assumption about the unobserved mean-variance efficient portfolio, and includes one set of columns for each the 12 industries, the small firm stock portfolio, and the SP500. In Figure 1 the value-weighted index is the meanvariance efficient portfolio. The smallest overall errors are obtained when the regression model is used to estimate the SP500 premium, and the largest errors occur using the past historical average. The GMM approach is better than the historical averages, but not as good as the regression methods. The method used to estimate the SP500 premium matters more than the method used to estimate risk. For example, the first two rows of the figure show that simply assuming Ci = 1 works better than regression betas on the SP500 for some industries and worse for others, but the average performance across the industries of the two methods is close.10 Figure 2 summarizes the results when the efficient portfolio is assumed to be 90 percent bonds and 10 percent stocks. The smallest errors are obtained using a regression model for the SP500 premium and the 60-month regression betas for risk. The worst results are obtained when the analyst uses historical averages to 10 We repeat the simulations behind Figure 1 (excepting the models using the GMM) but we use MAE to measure the total forecast errors, and we find similar results: The largest errors are produced using the historical average to estimate the SP500 premium (using ones is worse than regression betas) and the smallest errors are made using the regression to estimate the premium (either type of beta similar). estimate the SP500 premium and assumes that the betas are all equal to 1.0. The method used to estimate risk does not matter as much as the method used to estimate risk premiums. The GMM approach performs better than the historical premium estimates, but not as well as the regression approach. The GMM approach is a relatively complicated nonlinear procedure. It is interesting to find that a simpler regression approach produces smaller errors, out-of-sample. Figure 3 illustrates the results when the efficient portfolio is ex post optimal, and again the results are similar. The fact that we get similar results using three very different proxies for the mean-variance efficient portfolio is comforting. It suggests that similar results are relevant in the real world, even though the ex ante meanvariance efficient portfolio is unknown. substantially reduce errors in cost of capital estimates by using more accurate measures of the expected SP500 premium. The direct risk estimation effect may understate the importance of risk estimation error, because the interaction effects reflect correlation between the errors in the estimates of risk and errors in the risk premiums. However, even if we attribute the entire interaction effect to risk estimation error, we find that the combined effect is smaller than the direct risk premium estimation error most of the time. This approach creates a problem when the fitted value in the denominator takes values close to zero. When the denominator is less than 10 basis points, we replace the time-varying C coefficient for that date by the average C coefficient in Table 2 . 
Errors in Estimating Required
Breaking Down the Sources of Errors
Conclusions
To calculate a cost of equity capital, analysts often use historical average returns as an estimate of the risk premium on a market index, combined with estimates of beta according to the CAPM. Our simulations suggest that the accuracy of cost of capital figures is likely to benefit from improving the estimates of the expected premium on a standard market benchmark, even if the CAPM is the "wrong" model. Estimates that reflect the current state of the economy may be purchased from specialists or generated in house, for example, using straightforward regression analysis. When errors in the cost of capital over time are the issue, improving the market premium estimate is much more important than are concerns about using the "wrong" beta. Recent evidence that expected risk premiums vary with the state of the economy raises a host of issues about the practice of capital budgeting, and this article has merely scratched the surface. For example, our analysis followed the common practice of using monthly data to develop the estimates, even though the results may be used to evaluate cash flows many years into the future. However, studies find that market indicators like the ones we use have higher explanatory power for long-horizon returns than for short-horizon returns (e.g., Fama and French 1989). Therefore, state dependence in required returns is likely to be very important when formally incorporated into long-term capital budgeting problems. Future research is needed to deepen our understanding of these important issues.12
