We present an algorithmic equivalent statement to the Jacobian conjecture. Given a polynomial map F on an affine space of dimension n, our algorithm constructs n sequences of polynomials such that F is invertible if and only if the zero polynomial appears in all n sequences. This algorithm provides then a classification of polynomial automorphisms of affine spaces.
Introduction
The Jacobian Conjecture originated in the question raised by Keller in [8] on the invertibility of polynomial maps with Jacobian determinant equal to 1. The question is still open in spite of the efforts of many mathematicians. We recall in the sequel the precise statement of the Jacobian Conjecture, some reduction theorems and other results we shall use. We refer to [6] for a detailed account of the research on the Jacobian Conjecture and related topics.
Let K be a field and K[X] = K[X 1 , . . . , X n ] the polynomial ring in the variables X 1 , . . . , X n over K. A polynomial map is a map F = (F 1 , . . . , F n ) : K n → K n of the form (X 1 , . . . , X n ) → (F 1 (X 1 , . . . , X n ), . . . , F n (X 1 , . . . , X n )),
where
The polynomial map F is invertible if there exists a polynomial map G = (G 1 , . . . , G n ) : K n → K n such that X i = G i (F 1 , . . . , F n ), 1 ≤ i ≤ n. We shall call F a Keller map if the Jacobian matrix
has determinant equal to 1. Clearly an invertible polynomial map F has a Jacobian matrix J with non zero determinant and may be transformed into a Keller map by composition with the linear automorphism with matrix J(0) −1 .
Jacobian Conjecture. Let K be a field of characteristic zero. A Keller map F : K n → K n is invertible.
For F = (F 1 , . . . , F n ) ∈ K[X] n , we define the degree of F as deg F = max{deg [1] or [9] ). The Jacobian conjecture for quadratic maps was proved by Wang in [10] . We state now the reduction of the Jacobian conjecture to the case of maps of third degree (see [1] , [11] , [4] and [5] ).
where H(X) is a homogeneous cubic map and having the following property: if F is invertible, then F is invertible too.
b) (Drużkowski) The cubic part H may be chosen of the form
and with the matrix A = (a ij ) 1≤i≤N 1≤j≤N satisfying A 2 = 0.
Polynomial maps in the Drużkowski form are easier to handle than general cubic homogeneous polynomial maps. However we note the following result.
Proposition 2 ([7] Proposition 2.9).
Let r ∈ N. If the Jacobian Conjecture holds for all cubic homogeneous polynomial maps in r variables, then for all n ∈ N the Jacobian Conjecture holds for all polynomial maps of the form
with A ∈ M n (C) and rank A ≤ r.
Given a polynomial map F : C n → C n , we shall call a polynomial
In this paper we present a recursive algorithm to invert polynomial maps. Given a polynomial map F : C n → C n of the form F = Id + H, where H(X) is a homogeneous cubic map, our algorithm constructs, for 1 ≤ i ≤ n, a sequence P 
The algorithm
Let us consider a polynomial map F :
. . , X n ], we define the following sequence of polynomials in C[X],
and, assuming P k−1 is defined,
The following lemma is easy to prove.
Lemma 3. For a positive integer m, we have
In particular, if we assume that for some integer m, P m (X 1 , . . . , X n ) = 0, then
. . .
Let us assume that F is invertible. Then for the polynomial sequence (P i k ) constructed with P = X i , there exists an integer m i such that P i m i = 0 and the inverse map G of F is given by
Proof. Taking into account lemma 3, it is enough to prove that there exists an integer m i such that P
Let us consider, for a fixed i, the polynomial sequence
We write the Taylor series for the polynomial
. . , X n + H n ) and obtain
and the polynomials Q 21 , Q 22 , Q 23 are either zero or homogeneous polynomials of degrees 5, 7, 9, respectively. Let us prove by induction that
where Q nj is either zero or a homogeneous polynomial of degree 2n − 1 + 2j. We have already seen it for n = 2. Let us assume
Q n−1,j with Q n−1,j either zero or a homogeneous polynomial of degree 2n − 3 + 2j. We want to prove the property for P i n . We have
is a sum of polynomials which are either zero or homogeneous polynomials of degrees 3
. . , X n ) is a sum of polynomials which are either zero or homogeneous polynomials of degrees 2n + 2j − 1, 2n + 2j + 1, . . . , 6n − 9 + 6j. Therefore
Q nj where Q nj is either zero or a homogeneous polynomial of degree 2n − 1 + 2j.
Applying lemma 3, we obtain
Now, we have that X i = G i (F 1 , . . . , F n ) and G i is a polynomial of degree N i . Then the summands appearing in the development of the expression 
Proof. We have seen in the proof of Theorem 4 that deg
Applying Lemma 3, we obtain
Reasoning as in the proof of Theorem 4, we obtain that the homogeneous summands of P i m of degrees > 3N i must be zero, hence deg P i m ≤ 3N i . By induction we obtain deg P i k ≤ 3N i for all k. By Theorem 4, the homogeneous summands of P (3N i −1)/2 have degrees ≥ 3N i , so we obtain the last sentence of the Proposition. ✷ Corollary 6. Let F be a polynomial map as in Theorem 4. If F is invertible, then there exists P ∈ C[X 1 , . . . , X n ] invariant under F .
Proof. Indeed, if P i m is the first zero polynomial in the sequence (P i k ), then P i m−1 is invariant under F . ✷ Remark 7. We have presented our algorithm for cubic homogeneous complex polynomial maps but one can see easily that it is valid for cubic homogeneous polynomial maps defined over any field K of characteristic 0.
Due to Proposition 1, we have presented the algorithm in the cubic homogeneous case however its validity is wider.
where H i (X 1 , . . . , X n ) is a polynomial in X 1 , . . . , X n of lower degree d i ≥ 2, 1 ≤ i ≤ n. Let us assume that F is invertible. Then for the polynomial sequence (P i k ) constructed with P = X i , there exists an integer m i such that P i m i = 0 and the inverse map G of F is given by
Proof. Following the proof of Theorem 4, one can see that the lower degrees of the polynomials (P Proof. From Lemma 3 applied to P (X) = X i , we have
, hence the equivalence between a) and c) is clear. Now
Let us assume b). We have then n j=1
We shall prove by induction
for all k ≥ 0. For k = 1, it is true by hypothesis. Let us assume that it is true for k. By applying ∂/∂X j to (1), we obtain
Multiplying by H j , summing from j = 1 to n and taking into account the case k = 1 with i = j 1 , . . . , j k , we obtain (1) for k + 1. Let us assume c). If H is homogeneous, the summands of P ∂H i ∂X j H j in increasing degree order. ✷ Remark 10. In the set of polynomial maps as in Proposition 9, our algorithm provides a filtration {P n } n≥1 such that P n is the subset of polynomial maps with P i n = 0, 1 ≤ i ≤ n. Clearly P 1 = {Id} and, applying Proposition 9, P 2 is the set of quasi-translations.
Examples

3.1
We consider the following Keller map in dimension 2 to illustrate that the validity of our algorithm is not restricted to homogeneous cubic maps.
Let us write
. Taking into account the bound for the degree of the inverse, we may disregard the terms of degree > 6 in the polynomial sequences (P i k ). We obtain
3.2
We consider the following Keller map F in dimension 5. 
c 2 with parameters a 1 , a 2 , a 3 , a 4 , b 1 , c 1 , c 2 , c 5 , e 2 . By applying the algorithm we obtain P i 2 = 0, for i = 1, . . . , 5, hence F is a quasi-translation.
3.3
We consider the following Keller map F in dimension 6
with parameters a 4 , a 5 , c 1 , c 2 , c 3 , c 4 , c 5 , d 4 , e 1 . Denoting G = F −1 and taking variables (Y 1 , . . . , Y 6 ) for G, we obtain P 
