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SUR LES REPRE´SENTATIONS DE KRAMMER GE´NE´RIQUES
IVAN MARIN
Abstract. We define a representation of the Artin groups of type ADE by monodromy of
generalized KZ-systems which is shown to be isomorphic to the generalized Krammer repre-
sentation originally defined by A.M. Cohen and D. Wales, and independantly by F. Digne.
It follows that all pure Artin groups of spherical type are residually torsion-free nilpotent,
hence (bi-)orderable. Using that construction we show that these irreducible representations
are Zariski-dense in the corresponding general linear group. It follows that all irreducible
Artin groups of spherical type can be embedded as Zariski-dense subgroups of some general
linear group. As group-theoretical applications we prove properties of non-decomposition in
direct products for several subgroups of Artin groups, and a generalization in arbitrary types
of a celebrated property of D. Long for the braid groups. We also determine the Frattini and
Fitting subgroups and discuss unitarity properties of the representations.
1. Introduction
Les groupes d’Artin, ou d’Artin-Tits, sont les ge´ne´ralisations des groupes de tresses associe´s
a` chacun des groupes de Coxeter finis. Ils apparaissent comme espaces d’Eilenberg-MacLane
de varie´te´s alge´briques complexes, quotients d’un comple´mentaire d’arrangement d’hyperplans
(« espace de configuration ») par le groupe de Coxeter correspondant. Cela permet notam-
ment de construire une grande partie de leurs repre´sentations par monodromie de syste`mes
diffe´rentiels sur cet espace de configuration, par la de´formation de repre´sentations du groupe
de Coxeter associe´. Il s’agit d’une ge´ne´ralisation des syste`mes de Knizhnik-Zamolodchikov
pour le groupe de tresses classique. Les repre´sentations des groupes d’Artin qui apparaissent
de cette fac¸on sont plus faciles a` comprendre que les autres quand les questions qui se posent
peuvent s’exprimer a` partir du syste`me diffe´rentiel dont elles proviennent.
Parmi les repre´sentations du groupe de tresses classique, une repre´sentation retient parti-
culie`rement l’attention depuis quelques anne´es. Il s’agit d’une repre´sentation irre´ductible de
l’alge`bre de Birman-Wenzl-Murakami, introduite en 1989, qui a e´te´ particulie`rement e´tudie´e
par D. Krammer et dont il a montre´ en 2000, en concurrence avec S. Bigelow, qu’elle e´tait
fide`le (cf. [Kr, Bi]). Cette repre´sentation apparaˆıt e´galement dans les travaux de R. Lawrence
[La] en 1991, c’est pourquoi elle est parfois appele´e repre´sentation de Lawrence-Krammer.
On montre facilement que ces diffe´rentes constructions donnent lieu a` des repre´sentations
e´quivalentes. Pour des comparaisons explicites, on pourra consulter [PP, Z].
Les repre´sentations de l’alge`bre de Birman-Wenzl-Murakami font partie des repre´sentations
qui peuvent s’obtenir par monodromie. D’autre part, la repre´sentation de Krammer et la
preuve de sa fide´lite´ a e´te´ ge´ne´ralise´e, par Cohen et Wales [CW] en types ADE, et par
Digne [D] pour tous les types cristallographiques. Comme il s’agit essentiellement de la seule
repre´sentation de ces groupes dont la fide´lite´ soit connue, son e´tude pre´sente un inte´reˆt par-
ticulier.
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Le but de ce travail est, d’une part, de construire un syste`me diffe´rentiel sur l’espace de
configuration en types ADE, c’est-a`-dire une « repre´sentation infinite´simale » (prop. 5), dont
la monodromie est la repre´sentation de Krammer en types ADE (the´ore`me A).
Cette construction nous permet de de´finir une forme quadratique infinite´simale qui explique
naturellement l’apparition de structures unitaires sur la repre´sentation de Krammer en type
A, et conjecturalement en types D et E (cf. [Ma5, Ma4]).
D’autre part, elle permet de de´terminer l’enveloppe alge´brique des repre´sentations de Kram-
mer, et de de´terminer la de´composition de ses puissances tensorielles. Nous montrons ici
(the´ore`me B) que le groupe d’Artin conside´re´ est Zariski-dense dans le groupe line´aire as-
socie´ a` la repre´sentation de Krammer, et qu’il en est de´ja` de meˆme pour certains de ses
sous-groupes.
La fide´lite´ de cette repre´sentation permet d’obtenir des re´sultats nouveaux de the´orie des
groupes, par exemple la re´siduelle nilpotence des groupes d’Artin purs. De ce re´sultat de
densite´ pour la topologie de Zariski nous de´duisons de plus des conse´quences sur les possibles
de´compositions en produit direct de sous-groupes, notamment des sous-groupes d’indice fini,
des groupes d’Artin. Nous en de´duisons enfin les sous-groupes de Fitting et de Frattini, et
ge´ne´ralisons en tous types une proprie´te´, due a` D. Long, des groupes de tresses.
La section suivante pre´sente les notations utilise´es et de´taille, sans les de´montrer, les princi-
paux re´sultats issus de ce travail. En section 3 nous de´finissons l’action infinite´simale, e´tudions
ses proprie´te´s et introduisons une forme quadratique remarquable ( | ). En section 4 nous
de´montrons que la monodromie de cette action est isomorphe a` la repre´sentation de Kram-
mer ge´ne´ralise´e, en section 5 nous de´montrons sa Zariski-densite´ et pre´sentons des applications
imme´diates. La section 6 de´veloppe les conse´quences de ce re´sultats pour les groupes d’Artin-
Tits sphe´riques irre´ductibles de type arbitraire. Enfin, les sections 7 et 8 contiennent une
e´tude des diffe´rents cas An et Dn, qui sert notamment a` de´terminer le discriminant de ( | ).
Remerciements. Les calculs ont be´ne´ficie´ des ressources du centre de calcul Me´dicis de
l’Ecole Polytechnique. Je remercie de nombreuses personnes pour des e´changes qui m’ont
stimule´ dans ce travail, notamment Y. de Cornulier, C. Cornut, F. Courtes, J. Crisp, F.
Digne, D. Krammer, L. Paris. Je remercie en particulier Y. de Cornulier pour de pre´cieux
commentaires sur une version pre´liminaire, ainsi que F. Digne pour avoir rectifie´ les formules
de [D].
2. Notations et pre´sentation des re´sultats
2.1. Groupes d’Artin et repre´sentation de Krammer. On note W un groupe de Cox-
eter fini irre´ductible, conside´re´ comme groupe de re´flexion d’un R-espace vectoriel de dimen-
sion n, ou` n de´signe le rang de W . On dira que W est de type ADE s’il est d’un des types
An, Dn ou En, avec n ∈ {6, 7, 8}. Rappelons que cette condition est e´quivalente a` la proprie´te´
que toutes les re´flexions de W se trouvent dans la meˆme classe de conjugaison. D’autre part,
rappelons que le groupe de Coxeter de type I2(m) est le groupe die´dral d’ordre 2m, et que
celui de type An−1 est le groupe syme´trique Sn.
On notera R l’ensemble des re´flexions de W . A chacune de ces re´flexions s est associe´
un hyperplan H = Ker(s − 1) de l’espace vectoriel Rn conside´re´, donc a` W est associe´ un
arrangement d’hyperplans re´els. Complexifiant Rn en Cn, on en de´duit une action de W sur
C
n et un arrangement A d’hyperplans complexes. On note XW le comple´mentaire dans C
n
de cet arrangement d’hyperplans.
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Les groupes d’Artin-Tits dits « sphe´riques» sont les groupes fondamentaux B = π1(XW /W )
associe´s a` de tels groupes de Coxeter finis. Ils sont dits irre´ductibles lorsque le groupe de Cox-
eter correspondant l’est. Notant P = π(XW ) le groupe d’Artin pur correspondant, on a une
suite exacte naturelle
1→ P → B
π
→W → 1
Lorsque W est de type An−1, le groupe B (resp. P ) est le groupe des tresses (pures) a` n+ 1
brins.
Supposons W de´fini par un syste`me {s1, . . . , sn} de re´flexions simples. Par re´fe´rence au
diagramme de Coxeter de W , on dira que si est relie´ a` sj si les noeuds i et j du diagramme
de Coxeter sont relie´s a` une areˆte : cela signifie que le sous-groupe < si, sj > n’est pas
de type I2(2). On peut naturellement associer a` ce syste`me de re´flexions simples un syste`me
d’ante´ce´dents σ1, . . . , σn dans B, qui sont appele´s des ge´ne´rateurs d’Artin deB : ils engendrent
B et les relations entre ces e´le´ments se lisent sur le diagramme de Coxeter deW . Pre´cise´ment,
B est alge´briquement de´fini par ge´ne´rateurs σ1, . . . , σn et relations σiσj = σjσi si si et sj ne
sont pas relie´es, et
σiσjσi . . .︸ ︷︷ ︸
m
= σjσiσj . . .︸ ︷︷ ︸
m
si < si, sj > est un groupe die´dral de type I2(m). Le morphisme surjectif π : B → W de
noyau P ve´rifie donc π(σi) = si pour tout i ∈ [1, n].
Introduisons e´galement CkW , pour k ≥ 1, le sous-groupe de P engendre´ par σ
2k
1 , . . . , σ
2k
n .
Un re´sultat de J. Crisp et L. Paris (cf. [CP]) montre que C1W , donc tout C
k
W pour k ≥ 1, est
un groupe localement libre en ces ge´ne´rateurs, et ceci quel que soit W : notant xi = σ
2k
i , cela
signifie que les seules relations entre ces e´le´ments sont xixj = xjxi si les noeuds du diagramme
de Coxeter de W correspondant a` i et a` j ne sont pas relie´s entre eux.
Soit L = Q[q, q−1, t, t−1], et supposons que W est de type ADE. A la suite des travaux de
Krammer, Cohen et Wales d’une part, F. Digne de l’autre, ont inde´pendamment construit
une repre´sentation line´aire fide`le RK : B → GLN (L), ou` N de´signe le nombre de re´flexions
de W , que nous appelerons de´sormais repre´sentation de Krammer. Nous ne rappellerons pas
les formules qui de´finissent cette repre´sentation, d’une part parce qu’elles sont complique´es
et peu e´clairantes, d’autre part parce que nous ne les utiliserons pas ici. Nous renvoyons a`
[CGW] pour cette description : nos parame`tres sont relie´s aux parame`tres r et l de [CGW]
par r = q−1 et t = l−1.
2.2. Alge`bre d’holonomie et repre´sentations de monodromie. Une manie`re de´sormais
classique d’obtenir des repre´sentations des groupes d’Artin consiste a` e´tudier des repre´sen-
tations de l’alge`bre de Lie d’holonomie de l’arrangement d’hyperplans A, telle que de´finie et
e´tudie´e par Kohno, notamment dans [Ko]. Les exemples en type A sont le´gion. En dehors du
type A, on pourra par exemple consulter [Ch, BMR, MT].
Fixant un corps k de caracte´ristique 0, cette alge`bre de Lie g de´finie sur k est pre´sente´e
par une famille de ge´ne´rateurs ts, s ∈ R, soumise aux relations [ts, tZ ] = 0 ou`
– Z ⊂ Cn parcourt les sous-espaces de codimension 2 intersections d’e´le´ments de A
– s parcourt les e´le´ments de R tels que s|Z = IdZ
– tZ de´signe la somme des tu pour u|Z = IdZ .
Pour tout S ⊂ R on notera gS la sous-alge`bre de Lie de g engendre´e par les e´le´ments ts, s ∈ S.
Notons M = k[[h]] l’anneau des se´ries formelles en une inde´termine´e sur k et K = k((h))
son corps des fractions. On note alors gh = g⊗M.
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A tout s ∈ R, on associe une forme line´aire αs sur C
n de noyau Ker(s − 1). La 1-forme
diffe´rentielle d logαs =
dαs
αs
ne de´pend pas de la forme particulie`re choisie, et les relations de
g impliquent que la 1-forme, a` valeur dans gh,
ω = h
∑
s∈R
tsd log αs ∈ Ω
1(XW )⊗ g
h
En conse´quence, si k = C, toute repre´sentation ρ : g → gl(V ), ou` V est un k-espace vec-
toriel, donne lieu par monodromie a` une repre´sentation de P sur V h = V ⊗M. Une telle
repre´sentation ne de´pend pas du point-base choisi a` isomorphisme pre`s. De plus, si V est
muni d’une action de W telle que
∀s ∈ R ∀w ∈W wρ(ts)w
−1 = ρ(twsw−1)
on dira que ρ est e´quivariante. En d’autre termes, elle s’e´tend en une repre´sentation de
B = kW ⋉ Ug, ou` Ug de´signe l’alge`bre enveloppante universelle de g. La repre´sentation
de monodromie s’e´tend alors en une repre´sentation S : B → GL(V h). Les proprie´te´s des
repre´sentations construites de cette fac¸on qui nous seront utiles sont les suivantes :
(1) Si σ est un ge´ne´rateur d’Artin et s = π(σ), alors S(σ) est conjugue´ a` s exp(iπhρ(ts)).
(2) Si ρ est (absolument) irre´ductible, alors S est (absolument) irre´ductible
La premie`re de ces proprie´te´s est classique ; pour la deuxie`me on pourra consulter [Ma5].
2.3. Re´sultats sur la repre´sentation de Krammer. En section 3 nous construisons, pour
tout groupe de Coxeter W irre´ductible fini de type ADE et tout m ∈ k, une repre´sentation
de g dans le sous-espace vectoriel de base R, que nous appelons repre´sentation de Krammer
infinite´simale. Cette repre´sentation est compatible avec l’action naturelle par conjugaison
de W sur R, et permet donc de construire par monodromie, si k = C, une repre´sentation
R : B → GLN (M) ⊂ GLN (K).
Un plongement de L dansM = k[[h]], donc dans K = k((h)), est de´fini par la donne´e des
images de q et t, qui doivent eˆtre inversibles et alge´briquement inde´pendantes. C’est le cas
notamment si q = eh et t = emh pour m 6∈ Q.
Les formules de´finissant cette « repre´sentation de Krammer infinite´simale » sont nettement
plus simples que les descriptions connues de la repre´sentation de Krammer dans le cas ge´ne´ral.
Nous montrons en section 4 (the´ore`me A) que, si N de´signe le nombre de re´flexions de W ,
The´ore`me 1. Pour tout W de type ADE et m 6∈ Q, la repre´sentation de Krammer RK
plonge´e dans GLN (K) par q = e
h et q = emh est isomorphe a` R.
Nous montrons en section 3 que ρ, donc R, est irre´ductible. Nous montrons e´galement que
ρ : g → glN (k) est surjective, et meˆme que ρ(gS) = glN (k) pour S compose´ des racines
simples de W . Une conse´quence (section 5.1, the´ore`me B) est que
The´ore`me 2. Pour tout W de type ADE et m 6∈ Q, la repre´sentation de Krammer RK
plonge´e dans GLN (K) par q = e
h et q = emh est d’image Zariski-dense.
2.4. Conse´quences sur les groupes d’Artin-Tits. Une conse´quence du premier the´ore`me
est le fait que P se plonge, pour tout W de type ADE, dans
GL0N (K) = 1 + hMN (M) ⊂ GLN (K)
qui est un groupe re´siduellement nilpotent-sans-torsion. Comme tous les groupes d’Artin-
Tits sphe´riques peuvent se plonger dans un groupe de type ADE d’apre`s [Cr], on en de´duit
imme´diatement (corollaire du the´ore`me A)
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The´ore`me 3. Tout groupe d’Artin-Tits sphe´rique pur est re´siduellement nilpotent-sans-
torsion, et en particulier biordonnable.
La re´siduelle nilpotence-sans-torsion avait de´ja` e´te´ obtenue en types A,B (et I2(m)) par
Falk et Randell [FR] et ulte´rieurement en type D par Leibman et Markushevich [LM]. Remar-
quons qu’en posant artificiellement q = eh et t = e
√
2h dans les formules de la repre´sentation
de Krammer, il est possible d’obtenir directement, mais de fac¸on un peu magique, ce re´sultat.
Nous renvoyons a` [Ma7] ou` nous avons utilise´ cette me´thode. Le fait que tout groupe re´si-
duellement nilpotent-sans-torsion est biordonnable est de´montre´ par exemple dans [Pas].
Une conse´quence du deuxie`me the´ore`me est que tout groupe d’Artin-Tits sphe´rique ir-
re´ductible de type ADE est sous-groupe Zariski-dense d’un groupe line´aire. Il en est donc
de meˆme pour les groupes de type Bn, qui s’identifient a` des sous-groupes d’indice fini de
groupes de type An. Un re´sultat analogue s’obtient facilement pour les groupes die´draux, qui
se plongent dans GL2(K) d’apre`s un re´sultat de G. Lehrer et N. Xi [LX]. Le cas des groupes
exceptionnels F4,H3,H4 ne´cessite un peu plus de travail, pour comple´ter la de´monstration
(section 6) du
The´ore`me 4. Pour tout groupe d’Artin-Tits sphe´rique irre´ductible G, il existe N ∈ N et un
corps K tel que
(1) B s’identifie a` un sous-groupe Zariski-dense de GLN (K)
(2) Les sous-groupes CkW sont e´galement Zariski-denses.
Soulignons que ce re´sultat n’e´tait pas connu pour le groupe de tresses « classique ».
2.5. Conse´quences de la Zariski-densite´. Le the´ore`me 4 a plusieurs conse´quences remar-
quables de type « the´orie des groupes » sur les groupes d’Artin-Tits sphe´riques irre´ductibles.
Rappelons tout d’abord que, si B est un tel groupe, son centre Z est cyclique infini.
En premier lieu, cela permet de retrouver facilement un re´sultat de L. Paris.
The´ore`me 5a. (L. Paris, [Par]) Soit B un groupe d’Artin-Tits irre´ductible, et Z son centre.
Si B = U × V est une de´composition de B en produit direct, alors U ⊂ Z ou V ⊂ Z.
De plus, cette nouvelle de´monstration (section 6.2) montre que de nombreux autres groupes
ont cette proprie´te´, par exemple les sous-groupes d’indice fini de B.
The´ore`me 5b. Soit B un groupe d’Artin-Tits sphe´rique irre´ductible, et G un sous-groupe
d’indice fini de B. Si G = U × V est une de´composition de G en produit direct, alors U ⊂ Z
ou V ⊂ Z.
Plus ge´ne´ralement, on en de´duit une ge´ne´ralisation a` tous les groupes d’Artin-Tits d’un
the´ore`me fameux de D. Long sur le groupe de tresses. Dans [Lo], il est en effet de´montre´
a` l’aide de la classification de Nielsen-Thurston des diffe´omorphismes que les sous-groupes
sous-normaux Q des groupes G qui sont des mapping class groups ou des groupes de tresses
ve´rifient la proprie´te´ suivante, ou` l’on a note´ Z le centre de G.
(L) Si H1,H2 sont deux sous-groupes distingue´s propres de Q non inclus dans Z, alors
H1 ∩H2 n’est pas inclus dans Z.
Cette proprie´te´ a des conse´quences importantes en the´orie des repre´sentations, de´ja` pour
Q = G. Elle implique notamment que
(1) on ne peut essentiellement pas construire de repre´sentation line´aire fide`le par somme
directe de repre´sentations non fide`les
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(2) pour ve´rifier qu’une repre´sentation d’un groupe de tresses est fide`le, il suffit de ve´rifier
la fide´lite´ sur le centre et le sous-groupe libre naturel.
Une conse´quence du the´ore`me 4 est que cette proprie´te´ se ge´ne´ralise a` tous les sous-groupes
d’indice fini des groupes d’Artin-Tits sphe´riques
The´ore`me 6. Soit B un groupe d’Artin-Tits sphe´rique irre´ductible, et G un sous-groupe
d’indice fini de B. Alors tous les sous-groupes sous-normaux de G ve´rifient (L).
Plus pre´cise´ment, nous e´tudions en section 6.3 les proprie´te´s des groupes sans torsion, ap-
pele´s ici « fortement line´aires », qui se plongent dans un groupe line´aire GLN (K), pour un
certain corps K et un certain entier N , de telle fac¸on que leur adhe´rence pour la topologie
de Zariski contienne SLN (K). Les groupes d’Artin-Tits sphe´riques irre´ductibles en font par-
tie d’apre`s le the´ore`me 4, ainsi que leurs sous-groupes d’indice fini, soit par des arguments
ge´ne´raux (prop. 15), soit parce qu’ils contiennent les sous-groupes CkW pour k assez grand. Le
the´ore`me 6 de´coule alors d’une proprie´te´ ge´ne´rale de ces groupes fortement line´aires (the´ore`me
C, section 6.3).
En particulier, ce the´ore`me montre que, pour de´terminer la fide´lite´ d’une repre´sentation
d’un groupe d’Artin-Tits sphe´rique irre´ductible B, il suffit de ve´rifier la fide´lite´ de sa restric-
tion au centre et a` n’importe lequel de ses sous-groupes sous-normaux. Or, tous ces groupes
sauf peut-eˆtre un nombre fini d’entre eux (correspondant aux types exceptionnels) admet-
tent un sous-groupe sous-normal qui est libre, donc auquel des me´thodes de ping-pong sont
susceptibles de s’appliquer.
En effet, on a un morphisme surjectif π : B →W vers le groupe de Coxeter correspondant,
et P = Kerπ s’identifie a` π1(X), pourX le comple´mentaire d’un certain arrangement d’hyper-
plans. En types A,B et I2(m) cet arrangement est super-re´soluble ou encore « fiber-type »,
suivant la terminologie de [OT], donc il existe une fibration X → Y , de fibre C\{m points} et
dont l’espace de base est de π2 nul. Cela induit un plongement π1(C \ {m points}) →֒ π1(X)
comme sous-groupe normal, donc comme sous-groupe sous-normal de B. En type D il existe
e´galement une telle fibration, due a` Brieskorn, introduite dans [Br] et particulie`rement e´tudie´e
par Markusevitch et Leibman dans [LM]. Les seuls cas dans lesquels l’existence d’un tel sous-
groupe sous-normal libre reste a` notre connaissance ouverte sont donc les types exceptionnels
H3,H4, F4, E6, E7, E8.
Enfin, ces re´sultats permettent d’obtenir facilement les sous-groupes de Fitting Fit(G) et
de Frattini Φ(G) de ces groupes. En type A, le groupe Φ(B) a e´te´ de´termine´ par Long dans
[Lo].
The´ore`me 7. Soit Q un sous-groupe sous-normal d’un groupe d’Artin-Tits sphe´rique ir-
re´ductible B. Alors Fit(Q) = Z(Q) et, si Q est finiment engendre´, alors Φ(Q) = {e}. En
particulier, Φ(B) = {e}.
De´monstration. Le fait que Fit(Q) = Z(Q) de´coule du the´ore`me C et de son deuxie`me
corollaire. Supposons Q finiment engendre´. D’apre`s le corollaire 3 du the´ore`me C on a
Φ(Q) ⊂ Z(Q) ⊂ Z(B). Soit ℓ : B → Z le morphisme longueur associe´ aux ge´ne´rateurs
d’Artin, et ℓˇ : Q→ Z sa restriction a` Q. Si ℓˇ(Q) = {0}, alors Φ(Q) ⊂ Kerℓ d’ou` Φ(Q) = {e}
car Z(B) est engendre´ par un e´le´ment de longueur non nulle. Sinon ℓˇ(Q) = mZ avec m ∈ N∗.
Or, pour tout nombre premier p ne divisant pas m, le sous-groupe ℓˇ−1(pmZ) est maximal
dans Q donc Φ(Q) ⊂ ℓˇ−1(pmZ). Comme mZ est monoge`ne ℓˇ−1(pmZ) est maximal dans Q
donc Φ(Q) ⊂ Kerℓ et on conclut comme pre´ce´demment. 
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2.6. Discussions sur l’unitarite´. Un dernier aspect de cette approche infinite´simale de la
repre´sentation de Krammer concerne la pre´sence d’une forme quadratique, simple a` de´finir
et naturelle, qui est « invariante » par l’action infinite´simale en type ADE. De telles formes
conduisent a` l’existence de formes unitaires invariantes sur la repre´sentation de Krammer
ge´ne´rique par des me´thodes de monodromie alge´brique, de´veloppe´es dans [Dr, En, Ma4] en
types A, B, et I2(m). De telles me´thodes n’ont pas encore e´te´ de´veloppe´es en type D et E,
donc cela ne permet pour l’instant que de de´montrer l’unitarisabilite´ a priori (prop. 11) de la
repre´sentation de Krammer en type A, explicite´e par R. Budney dans [Bu] par de toutes autres
me´thodes. Ne´anmoins, il nous a semble´ utile de de´crire explicitement cette forme quadratique,
tre`s vraisemblablement a` l’origine de formes unitaires invariantes, pour les diffe´rents types.
Notamment, nous de´terminons les facteurs irre´ductibles de son discriminant.
3. Repre´sentations de Krammer infinite´simales
3.1. De´finitions des ope´rateurs τs. On note a • b = aba
−1 et on fixe un corps k de
caracte´ristique 0. Soit W un groupe de Coxeter irre´ductible fini de type ADE de rang n,
identifie´ a` un sous-groupe de re´flexions de Cn, R l’ensemble de ses re´flexions et g l’alge`bre de
Lie d’holonomie associe´e.
Soit V un k-espace vectoriel de base {vs, s ∈ R}, muni de l’action de W de´finie par
w.vs = vw•s. Le vecteur v e´gal a` la somme des vs pour s ∈ R est W -invariant, et engendre
V W parce que toutes les re´flexions sont conjugue´es dans W .
On va de´finir, pour tout m ∈ k, une famille d’e´le´ments τs ∈ End(V ) pour s ∈ R, dont on
montrera ensuite qu’ils permettent de de´finir une repre´sentation e´quivariante de g.
De´finition 1. Pour tout s ∈ R on note τs ∈ End(V ) l’endomorphisme de´fini par
τs.vu =
 vs•u − vs si su 6= usvu si su = us, u 6= s
mvs si u = s
On identifie w ∈W a` son action naturelle sur V .
Lemme 1. Pour tous s ∈ R, w ∈W , on a wτsw
−1 = τw•s
De´monstration. On note δu,s le symbole de Kronecker, i.e. δu,s = 1 si u = s, 0 sinon, et δ
′
u,s = 1
si u 6= s et us = su, 0 sinon. Soit u ∈ R. On remarque τs.vu = vs•u − vs +mδu,svs + δ′u,svs,.
On a
wτsw
−1.vu = wτs.vw−1•u
= w(vsw−1•u − vs +mδs,w−1•uvs + δ′s,w−1•uvs)
= vwsw−1•u − vw•s +mδs,w−1•uvw•s + δ′s,w−1•uvw•s
= v(w•s)•u − vw•s +mδw•s,uvw•s + δ′w•s,uvw•s
= τw•s.vu

Remarquons que, identifiant toujours s ∈ R a` son action naturelle sur V , on a τs = s− ps
avec
ps.vu =
 vs si su 6= us0 si su = us, u 6= s
(1−m)vs si u = s
On en de´duit wpsw
−1 = pw•s.
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En particulier, s et ps commutent et on a p
2
s = (1−m)ps. On ve´rifie facilement sps = pss =
ps pour tout s ∈ R donc psτs = τsps = mps. On en de´duit
τ3s − τs −mτ
2
s +m = 0, s =
−1
m+ 1
τ2s + τs +
1
m+ 1
si m 6= −1
et donc les spectres compare´s de τs et s sont
τs 1 −1 m
s 1 −1 1
3.2. Une forme quadratique invariante. Introduisons la forme biline´aire syme´trique telle
que (vr|vs) = m− 1 si r = s, (vr|vs) = −1 si rs 6= sr et (vr|vs) = 0 sinon. Il est clair qu’elle
est invariante pour l’action de W .
Proposition 1. Lorsque ( | ) est non de´ge´ne´re´e et m 6= 1, pour tout s ∈ R, 11−mps est le
projecteur orthogonal sur kvs par rapport a` cette forme et τs est autoadjoint. Enfin, ( | ) est
non de´ge´ne´re´e pour des valeurs ge´ne´riques de m et, si k ⊂ R, c’est un produit scalaire pour
m assez grand.
De´monstration. Comme chaque re´flexion est a` la fois orthogonale par rapport a` ( | ) et
involutive, on en de´duit que r est autodajoint pour tout r ∈ R. Comme on a p2r = (1−m)pr
et Impr = kvr, il suffit de montrer que pr est autoadjoint pour avoir la premie`re partie de
l’e´nonce´. On a pr(vs) = −(vr|vs)vr d’ou` (pr(vs)|vs′) = −(vr|vs)(vr|vs′) = (vs|pr(vs′)) et pr est
bien autoadjoint. Le de´terminant de la matrice de´finissant ( | ) dans la base naturelle est un
polynoˆme unitaire non constant en m, donc cette forme quadratique est bien non de´ge´ne´re´e
pourm ge´ne´rique, et si k ⊂ R ses mineurs principaux sont e´galement des polynoˆmes unitaires
non constant en m, donc sont strictement positifs si m est suffisamment grand. On en de´duit
d’apre`s le crite`re de Sylvester que, pourm suffisamment grand, ( | ) est un produit scalaire. 
Quandm n’est pas ge´ne´rique, on peut dire a priori la chose suivante. Par abus de langage, on
appellera discriminant de ( | ) le de´terminant de sa matrice dans la base forme´e des vs, s ∈ R
pour un ordre donne´ surR. Il s’agit donc d’un polynoˆme unitaire enm a` coefficients rationnels
de degre´ #R.
Pour tout s ∈ R, introduisons les nombres
c(W ) = #{s′ ∈ R \ {s} | s′s = ss′}
c′(W ) = #{s′ ∈ R | s′s 6= ss′}
qui ne de´pendent pas du choix de s puisque toutes les re´flexions sont conjugue´es entre elles,
et notons V1 ⊕ · · · ⊕ Vr une de´composition en irre´ductibles de V en tant que W -module, avec
dimVi ≤ dimVi+1. On constate par examen de chacune des se´ries que cette de´composition est
sans multiplicite´s, c’est-a`-dire Vi 6≃ Vj pour i 6= j. D’autre part, comme W est de type ADE,
toutes ces repre´sentations sont absolument irre´ductibles et de´finies surQ. Ainsi ( | ) appartient
au carre´ syme´trique de V ∗ en tant queW -module, estW -invariant et sa de´pendance en m est
affine. Comme V est autodual en tant que W -module, on peut identifier canoniquement ( | )
a` un e´le´ment, de´pendant affinement de m, de
⊕r
i=1 EndW (Vi) ≃ k
r et son discriminant se
de´compose comme produit de r facteurs de la forme Qi(m)
dimVi , avec Qi polynoˆme de degre´
1 en m. On peut d’autre part supposer que V1 est la repre´sentation triviale, engendre´e par la
somme v des vs pour s ∈ R. On a (v|v) = (#R)(m −#R + c(W )), donc m −#R + c(W )
apparaˆıt comme facteur irre´ductible du discriminant de ( | ). Enfin, V ≃ V ∗ en tant que
W -module, donc V ∗ ⊗ V ∗ s’identifie a` la repre´sentation de permutation naturelle sur R×R.
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Type Discriminant De´f. > 0 ssi
E6 (m− 21)(m − 3)
20(m+ 3)15 m > 21
E7 (m− 33)(m − 5)
27(m+ 3)35 m > 33
E8 (m− 57)(m − 9)
35(m+ 3)84 m > 57
Tab. 1 – Discriminant de ( | ) en type E.
Comme cette action comprend au moins trois parties stables syme´triques {(vs, vs) | s ∈ R},
{(vs, vu) | < s, u >≃ I2(3)} et {(vs, vu) | < s, u >≃ I2(2)}, toutes non vides si n ≥ 3, on
en de´duit r ≥ 3 si n ≥ 3. On peut ve´rifier au cas par cas que r = 2 pour n = 2, r = 3 pour
W de type An avec n ≥ 3 et W de type E6, E7, E8, r = 4 pour W de type Dn avec n ≥ 5
et r = 5 pour W de type D4, et de´duire la valeur du discriminant de cette de´composition
explicite. Nous obtenons plus loin la valeur du discriminant pour chacun de ces types par une
me´thode alternative, qui permet de plus de de´crire la restriction de V a` des sous-alge`bres de
Lie remarquables de g. Une fois les facteurs Qi obtenus, une condition ne´cessaire et suffisante
de de´finie positivite´ pour k = R est alors donne´e par Qi(m) > 0 pour tout 1 ≤ i ≤ r. Nous
verrons type par type que cette condition s’exprime de la fac¸on suivante.
Proposition 2. Si k = R, la forme ( | ) est de´finie positive si et seulement sim > #R−c(W ).
Cela de´coulera des propositions 16 et 17 pour les types classiques. Pour les types E, cela
de´coule d’un calcul explicite (cf. table 1).
3.3. Restriction aux sous-espaces EX . Soit X une intersection d’hyperplans de re´flexion
de codimension 2. On note
RX = {g ∈ R | ∀x ∈ X g(x) = x}, WX = {g ∈W | ∀x ∈ X g(x) = x}, τX =
∑
g∈RX
τg,
et EX le sous-espace de V engendre´ par les vs pour s ∈ RX . C’est un sous-espace stable de V
pour l’action de WX , mais e´galement des τs, ps pour s ∈ RX . L’ensemble RX est l’ensemble
des re´flexions du sous-groupe parabolique WX de W , lequel est de type I2(2) ou I2(3) car W
est de type ADE. Plus pre´cise´ment, tout couple (s1, s2) de re´flexions distinctes engendre un
tel sous-groupe WX , de type I2(2) si s1s2 = s2s1, de type I2(3) sinon.
3.3.1. Si WX est de type I2(2). Notons RX = {s1, s2}, avec s1s2 = s2s1, et prenons (vs1 , vs2)
pour base de EX . Dans cette base,
τs1 =
(
m 0
0 1
)
, τs2 =
(
1 0
0 m
)
,
donc τX = (m+ 1)Id et [τs1 , τX ] = [τs2 , τX ] = 0.
3.3.2. Si WX est de type I2(3). Notons RX = {s1, s2, s3} et prenons (vs1 , vs2 , vs3) pour base
de EX . Dans cette base,
τs1 =
 m −1 −10 0 1
0 1 0
 , τs2 =
 0 0 1−1 m −1
1 0 0
 , τs3 =
 0 1 01 0 0
−1 −1 m

donc τX = mId et [τs1 , τX ] = [τs2 , τX ] = [τs3 , τX ] = 0.
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W An−1 Dn E6 E7 E8
#R n(n−1)2 n(n− 1) 36 63 120
c(W ) (n−2)(n−3)2 n
2 − 5n+ 7 15 30 63
Tab. 2 – De´nombrement des groupes de Coxeter de type ADE
3.4. Action du centre et irre´ductibilite´. Soit τ la somme des τs pour s ∈ R. On a
τ.vs = τsvs +
∑
s′s 6=ss′
τs′ .vs +
∑
s6=s′
s′s=ss′
τs′ .vs = mvs +
 ∑
s′s 6=s′s
vs′•s − vs′
+ c(W )vs
ou` l’on rappelle que c(W ) = #{s′ ∈ R \ {s} | s′s = ss′} ne de´pend pas de s puisque toutes
les re´flexions sont conjugue´es entre elles. De plus,∑
s′s 6=s′s
vs′•s − vs′ = 0
pour la meˆme raison. On en de´duit que τ est un scalaire, qui vaut m+ c(W ). Le nombre de
re´flexions et c(W ) sont donne´s par la table 2.
Soit maintenant v ∈ V la somme des vs pour s ∈ R. Il est clairement invariant par l’action
deW , et meˆme engendre line´airement l’espace des vecteurs de V invariants parW . Pour tout
s ∈ R,
τs.v = τs.vs +
∑
ss′ 6=s′s
τs.vs′ +
∑
s6=s′
ss′=s′s
τs.vs′ = mvs +
 ∑
s′s 6=s′s
vs•s′ − vs
+ ∑
s6=s′
ss′=s′s
vs•s′
soit τs.v = (m− 1)vs+ s.v− c
′(W )vs = (m− 1− c′(W ))vs+v avec c′(W ) = #{s′ ∈ R | s′s 6=
ss′}, soit c(W ) + c′(W ) + 1 = #R.
On en de´duit
Proposition 3. Si V est semi-simple sous l’action des τs, s ∈ R, et m 6∈ {#R− c(W ),−1},
alors V est absolument irre´ductible pour cette action.
De´monstration. Il suffit de montrer que V est irre´ductible pour k alge´briquement clos. Comme
m 6= −1, l’action de s ∈ R est un polynoˆme de celle de τs, donc les sous-espaces stables pour
l’action des τs sont stables pour l’action de W puisque R engendre W . Comme l’espace des
vecteurs W -invariants de V est de dimension 1, il existe U ⊂ V irre´ductible sous l’action des
τs, s ∈ R, tel que v ∈ U . Mais alors τs.v − v = (m−#R + c(W ))vs donc vs ∈ U pour tout
s ∈ R, d’ou` U = V et V est irre´ductible. 
En particulier, pour m ge´ne´rique, V est irre´ductible d’apre`s la proposition 1. Une le´ge`re
variante de la preuve pre´ce´dente permet de de´montrer un re´sultat d’irre´ductibilite´ de V sous
l’action des τs pour s parcourant certaines parties S de R.
Proposition 4. Soit S ⊂ R engendrant W . Si V est semi-simple sous l’action des τs, s ∈ S,
et m 6∈ {#R− c(W ),−1}, alors V est absolument irre´ductible sous cette action.
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Type Ar, r ≥ 1 Br, r ≥ 2 Cr, r ≥ 3 Dr, r ≥ 4 E6 E7 E8 F4 G2
Dimension r + 1 2r + 1 2r 2r 27 56 248 26 7
Tab. 3 – Dimensions des plus petites repre´sentations irre´ductibles
De´monstration. Comme pre´ce´demment, on suppose k alge´briquement clos. Les sous-espaces
stables pour l’action des τs, s ∈ S sont encore stables pour l’action de W puisque S engendre
W . Comme l’espace des vecteurs W -invariants de V est de dimension 1, il existe U ⊂ V
irre´ductible sous l’action des τs, s ∈ S, tel que v ∈ U . Soit s ∈ S 6= ∅. On a τs.v − v =
(m −#R + c(W ))vs donc vs ∈ U , et il en est de meˆme de tout w.vs = vwsw−1 pour w ∈ W
puisque U est W -stable. Comme W agit transitivement sur R on en de´duit U = V et V est
irre´ductible. 
3.5. Repre´sentation de Krammer infinite´simale. Soit B = kW ⋉ Ug, ou` Ug de´signe
l’alge`bre enveloppante universelle de g. On dit qu’une repre´sentation ρ de B est infinite´sima-
lement unitaire par rapport a` une forme quadratique si ρ(w) est orthogonal pour tout w ∈W
et ρ(ts) est autoadjoint pour tout s ∈ R.
Proposition 5. L’application ts 7→ τs e´tend le W -module V en une repre´sentation ρ de B.
Elle est infinite´simalement unitaire par rapport a` ( | ) et absolument irre´ductible pour m
ge´ne´rique. De plus, la somme T des ts pour s ∈ R agit par m+ c(W ).
De´monstration. D’apre`s ce qui pre´ce`de, il reste a` ve´rifier les relations [τs, τX ] = 0 pour tout
X de codimension 2 et s ∈ RX . Comme cette condition est polynomiale en m, il suffit de
la ve´rifier pour m ge´ne´rique, et on peut donc supposer que ( | ) est non de´ge´ne´re´e d’apre`s
la proposition 1. Notons sX =
∑
s∈RX s. L’espace EX est stable par WX et les τs, ps pour
s ∈ RX , donc il en est de meˆme de son orthogonal E
⊥
X par rapport a` ( | ). Comme wps = pw•sw
et, pour s ∈ WX , ps est un projecteur orthogonal sur vs ∈ EX , on de´duit de tr = r − pr que
[τs, τX ]−[s, sX ] s’annule sur E
⊥
X , donc que [τs, τX ] s’annule sur E
⊥
X puisque ssXs = sX . Il suffit
donc de montrer que [τs, τX ] s’annule sur EX , ce qui a de´ja` e´te´ fait. L’absolue irre´ductibilite´
de´coule de la proposition 3. 
3.6. Image de g dans gl(V ). Nous allons montrer que le morphisme g→ gl(V ) est surjectif.
Pour ce faire, nous e´tablissons d’abord la proposition ge´ne´rale suivante.
Proposition 6. Soit V un k-espace vectoriel de dimension finie, et a une sous-alge`bre de Lie
de sl(V ) agissant de fac¸on absolument irre´ductible sur V . Si rg(a) > 12 dimV , alors a = sl(V ).
De´monstration. On peut supposer k = C. Si a est simple, ce re´sultat de´coule de la classifica-
tion des alge`bres de Lie simples complexes et de leur plus petite repre´sentation irre´ductible
(cf. table 3). Il reste donc a` de´montrer que, sous ces hypothe`ses, a est simple. Comme a est
re´ductive et l’alge`bre de´rive´e a′ ve´rifie les meˆmes hypothe`ses et a ⊂ sl(V ) on peut supposer
que a est semi-simple. De´composons a = a1× . . . ap suivant ses facteurs simples. On a p ≥ 1 et
on veut montrer p = 1. Soient ri les rangs des facteurs simples ai. Comme V est irre´ductible
elle s’e´crit V = V1⊗· · ·⊗Vp avec Vi repre´sentation irre´ductible fide`le de ai. En particulier, on
a vi = dimVi ≥ ri + 1. Notons v = dimV , r = rg(a). On a v = v1 . . . vp ≥ (r1 + 1) . . . (rp + 1)
et r > v/2 par hypothe`se d’ou` r = r1 + · · ·+ rp >
1
2(r1 + 1) . . . (rp + 1). Si p ≥ 3,
(r1 + 1) . . . (rp + 1) > 1 + (r1 + · · ·+ rp) + r1r2 + r2r3 + · · ·+ rp−1rp + rpr1 > 1 + 2r > 2r
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ce qui contredit l’hypothe`se. Il reste donc a` exclure le cas p = 2. Notons alors a = r1, b = r2.
On doit avoir 2(a + b) > (1 + a)(1 + b) soit ab < a + b − 1. Or ab ≥ a + b − 1 pour tous
a, b entiers naturels non nuls : supposant a ≤ b, c’est clair si a = 1 et sinon a ≥ 2 donc
ab ≥ 2b ≥ a+ b > a+ b− 1. On en de´duit p = 1 et la conclusion. 
Pour S ⊂ R on rappelle que gS est de´finie comme la sous-alge`bre de Lie de g engendre´e
par les ts pour s ∈ S.
Proposition 7. Pour des valeurs ge´ne´riques de m, l’application g→ gl(V ) est surjective. Il
en est de´ja` de meˆme de l’application gR0 → gl(V ) ou` R0 correspond aux racines simples de
W .
De´monstration. Notons a l’image de g ou de gR0 dans gl(V ). Pour m ge´ne´rique, V est semi-
simple comme repre´sentation de g et de gR0 d’apre`s la proposition 1 donc a est re´ductive
et a′ = [a, a] ⊂ sl(V ) est semi-simple. D’apre`s les propositions 3 et 4, elle agit de fac¸on
irre´ductible sur V . Pour a l’image de g il suffit de montrer a′ = sl(V ) car T agit par le scalaire
m+ c(W ), non nul pour m 6= −c(W ). Comme ce scalaire est e´galement la trace de tout τs il
en est de meˆme pour l’image de gR0 . On de´montre a′ = sl(V ) par re´currence sur le rang de
W .
Soit W˜ ⊂ W un sous-groupe parabolique maximal irre´ductible de W , ne´cessairement de
type ADE, g˜ l’alge`bre de Lie et R˜ l’ensemble de re´flexions associe´s, R˜0 = R˜ ∩ R0 et V˜ la
repre´sentation de Krammer infinite´simale correspondante. On a un morphisme injectif de g˜-
modules V˜ → Resg˜V induit par l’inclusion R˜ ⊂ R. En particulier, a
′ contient l’image de [g˜, g˜]
ou de [g˜R˜0 , g˜R˜0 ] dans sl(V˜ ) ⊂ sl(V ), de rang suppose´ e´gal a` #R˜ − 1. Ainsi, rg(a
′) ≥ #R˜ − 1
et l’on peut en de´duire la conclusion en appliquant la proposition 6 pourvu que l’on puisse
trouver W˜ avec #R˜ − 1 > 12#R et tel que R˜0 corresponde aux racines simples de W˜ . Or,
prenant pour parabolique maximal un groupe de type An−1,Dn−1,D5, E6, E7 suivant que
W est de type An,Dn, E6, E7, E8 on constate aise´ment (cf. table 2) que ces hypothe`ses sont
ve´rifie´es pourvu queW soit de rang au moins 5. On comple`te cette de´monstration en ve´rifiant
que g = gl(V ) pour au moins une valeur dem, au cas par cas sur A1, A2, A3, A4,D4 en prenant
par exemple m = 7 pour A2, A3 et m = 8 pour A4,D4. (Sur les ordinateurs actuels, le calcul
effectif dure moins de dix minutes.) 
4. Identification avec les repre´sentations de Krammer
On suppose de´sormais k = C. Nous montrons ici que la monodromie de la repre´sentation
infinite´simale V est isomorphe sur K = C((h)) a` la repre´sentation de Krammer (ge´ne´ralise´e)
introduite dans [CW, CGW]. Comme le calcul de la monodromie est tre`s de´licat, on utilise la
rigidite´ de certaines alge`bres quotients des alge`bres de groupe de certains groupes de re´flexion
(complexes) pour montrer que ces deux repre´sentations sont isomorphes.
On rappelle tout d’abord certaines notations classiques. On suppose W de type ADE
de´fini par un syste`me de racines, et on note {s1, . . . , sn} l’ensemble des re´flexions simples
correspondantes, e´tiquete´es suivant l’ordre de [Bou]. Dans le cas ADE qui nous inte´resse ici,
si est relie´ a` sj si < si, sj > est de type I2(3), et ces deux re´flexions ne sont pas relie´es si
< si, sj > est de type I2(2).
On note R : B → GLN (K) la repre´sentation que l’on obtient a` partir de ρ par monodromie
pour K = C((h)) — on a en re´alite´ R(σ) ∈ GLN (C[[h]]) pour tout σ ∈ B. Rappelons que
l’endomorphisme R(σ) est conjugue´ a` ρ(s) exp(iπhρ(ts)) si σ est un ge´ne´rateur d’Artin et
s = π(σ). D’autre part, pour m ge´ne´rique, R est irre´ductible ainsi que sa restriction a` P
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parce que ρ est irre´ductible (prop. 3) : cela de´coule des arguments de [Ma5], prop. 7 ou 8.
Enfin, rappelons que la classe d’isomorphisme de R ne de´pend pas du point base choisi.
4.1. Factorisation par les alge`bres de Hecke cubiques. Soient a, b, c ∈ K. On note
Ha,b,c(W ) le quotient de KB par les relations (σi − a)(σi − b)(σi − c) = 0 pour tout i ou
encore, ce qui est e´quivalent en type ADE, par la relation (σ1 − a)(σ1 − b)(σ1 − c) = 0. Il est
connu que, pourW de type A2 et a, b, c tels que les ine´quations de semi-simplicite´ a 6= 0, a 6= b,
a2 − ab+ b2 6= 0 et leurs permute´s par l’action naturelle de S3 sur a, b, c soient satisfaites, ce
quotient est de dimension finie et est isomorphe a` l’alge`bre de groupe sur K d’un groupe de
re´flexions complexes de cardinal 24, nume´rote´ G4 dans la classification de Shephard et Todd.
On renvoit a` [Ma1, BM] pour ce re´sultat.
En particulier, le quotient Ha,b,c = Ha,b,c(A2) est semi-simple et ses repre´sentations ir-
re´ductibles se composent de trois repre´sentations de dimension 1, note´es Sx et de´finies par
σi 7→ x pour x ∈ {a, b, c}, trois de dimension 2, note´es Ux,y = U{x,y} pour {x, y} ⊂ {a, b, c}
de cardinal 2 et caracte´rise´es par Sp(σi) = {x, y}, et une repre´sentation de dimension 3 note´e
Y . Dans Y le spectre de σi est {a, b, c}. Ainsi les repre´sentations irre´ductibles de Ha,b,c sont
caracte´rise´es par le spectre de σ1 si #{a, b, c} = 3. Remarquons d’autre part que l’e´le´ment
central (σ1σ2)
3 agit sur Sx par x
6, sur Ux,y par −x
3y3 et sur Y par a2b2c2.
Notons ρ la repre´sentation de Krammer infinite´simale associe´e a` un groupe de Coxeter W
de type ADE et R la repre´sentation de monodromie associe´e. Soit σ = σ1, s = π(σ) ∈ W et
t = ts. L’endomorphisme R(σ) est semi-simple et conjugue´ a` ρ(s)exp(λhρ(t)) avec λ = iπ,
donc a pour spectre q,−q−1, qm avec q = exp(λh). On en de´duit que cette repre´sentation se
factorise par Hq,−q−1,qm(W ). Remarquons d’autre part que, si W est de type A2, les valeurs
q,−q−1, qm satisfont les ine´quations de semi-simplicite´ pour m 6= 1.
4.2. Factorisation par les alge`bres de Birman-Wenzl-Murakami. Dans [BW], Birman
et Wenzl ont introduit un quotient de dimension finie de Ha,b,c(W ) pourW de type An. Cette
construction a e´te´ ge´ne´ralise´e par Cohen, Gijsbers et Wales dans [CGW]. On peut la de´finir
comme suit :
De´finition 2. Soit W un groupe de Coxeter de type ADE. On de´finit l’alge`bre BMW (W )
sur Q(α, l), ou` α, l sont des inde´termine´es, comme le quotient de l’alge`bre de groupe de B
par les relations
(σ21 + ασ1 − 1)(σ1 − l
−1) = 0, eiσjei = lei
si si et sj sont relie´es, et ou` ei = (l/α)(σ
2
i + ασi − 1).
.
Pour α, l ∈ K\{0} ou` K est un corps de caracte´ristique 0, on peut e´galement de´finir uneK-
alge`bre BMW (W ) spe´cialise´e en ces valeurs, comme quotient de l’alge`bre de groupe KB par
les meˆmes relations. Lorsque α et l, transcendants, sont de plus alge´briquement inde´pendants
surQ, ces deux alge`bres sont isomorphes apre`s extension des scalaires. En particulier, prenant
K = K, l’alge`bre BMW (W ) s’identifie a` un quotient de Hq,−q−1,qm(W ) pour α = q−1 − q
et l = q−m de`s que m 6∈ Q. En particulier, si W = A2 c’est un quotient, semi-simple, de
Hq,−q−1,qm , dont les repre´sentations irre´ductibles sont Sq, S−q−1 , Uq,−q−1 et Y .
Soient maintenant σi, σj tels que si soit relie´e a` sj dans le diagramme de Coxeter de W ,
et B˜ le sous-groupe de B engendre´ par σi, σj . Soit s0 = sisjsi. Le groupe B˜ est un groupe
d’Artin de type A2, et la restriction de R a` B˜ est note´e R˜. Pour ve´rifier que R se factorise par
BMW (W ) il suffit donc de ve´rifier que R˜ se factorise par BMW (A2), c’est-a`-dire que cette
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Fig. 1 – Le lacet Sij
repre´sentation semi-simple n’admet que des composantes irre´ductibles de type Sq, S−q−1 ,
Uq,−q−1 et Y , soit encore que l’e´le´ment central Sij = (σiσj)3 n’admette pour valeurs propres
que q6, q−6, 1 ou q2m.
Notons Hi, Hj les hyperplans de re´flexion correspondant a` σi et σj, et ui, uj des vecteurs
normaux a` ces hyperplans. Soit X = Hi ∩Hj. De´composons C
n = X ⊕Cui ⊕Cuj et notons
zi resp. zj la coordonne´e correspondant a` ui resp. uj . On choisit ui, uj de telle fac¸on que
l’hyperplan de re´flexion H0 correspondant a` s0 = sisjsi soit de´fini par zi = zj. On note α
∗
H la
restriction de αH a` X. Soit A
′ = A \ {H0,Hi,Hj}. On choisit x ∈ X \
⋃
A′ et ǫ > 0 tel que
(x, a, b) 6∈
⋃
A de`s que |a|, |b| ∈]0, 2ǫ]. On note xǫ = (x, ǫ, 2ǫ), qui n’appartient donc a` aucun
des hyperplans.
Introduisons alors le lacet xǫ(t) = (x, ǫ exp(2iπt), 2ǫ exp(2iπt)) de base xǫ. Sa classe est Sij .
Pour s’en assurer, on peut par exemple utiliser l’identification des triplets (a, b, c) ∈ C3 tels que
a, b 6= 0, a 6= b avec les triplets (x, y, z) ∈ C3 tels que x 6= y, y 6= z, x 6= z en posant a = y−x,
b = z−x, c = x+y+z. Alors les triplets (ǫ exp(2iπt), 2ǫ exp(2iπt), 0) correspondent aux triplets
(−ǫ exp(2iπt), 0, ǫ exp(2iπt)) qui forment un lacet de base (−ǫ, 0, ǫ). Il est homotope au lacet
γǫ(t) = (−ǫ exp(2iπt), 0, ǫ exp(2iπt
2)) par l’homotopie (α, t) 7→ (−ǫ exp(2iπt), 0, ǫ exp(2iπ(αt+
(1 − α)t2))). On peut repre´senter ce dernier comme une tresse en le projetant sur l’axe re´el
(cf. figure 1), ce qui permet de l’identifier a` (σiσj)
3 = (σjσi)
3.
Pour simplifier les notations, on note tk = tsk pour k ∈ {0, i, j}. Le pullback de ω sur [0, 1]
suivant Sij est alors
S∗ijω = h
∑
H∈A′
ρ(tH)
O(ǫ)
α∗H(x) +O(ǫ)
+ 2iπρ(t0 + ti + tj)dt→ 2iπρ(t0 + ti + tj)dt
quand ǫ → 0. Comme, lorsque ǫ diminue, la classe de conjugaison de R(Sij) ne varie pas, et
que cette dernie`re est ferme´e car R(Sij) est semi-simple, on en de´duit que R(Sij) est conjugue´
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a` exp(2iπh(t0 + ti+ tj)). En particulier, il suffit de ve´rifier que ρ(t0+ ti+ tj) n’a pour valeurs
propres que 3,−3, 0 ou m.
Pour ce faire, on de´compose V en somme de sous-espaces stables sous l’action de T ′ =
t0 + ti + tj . Notons d’abord que < vsi , vsj , vs0 > est stable et que T
′ = t0 + ti + tj agit sur ce
sous-espace par le scalaire m. On note wsk = vsk pour k ∈ {0, i, j}.
Soit R′ = R\{si, sj, s0}. Si u ∈ R′ commute a` chacune des trois re´flexions {si, sj, s0}, Cvu
est stable et T ′ agit sur cette droite par la valeur 3. On note dans ce cas wu = vu.
Si au contraire u ∈ R′ commute a` au moins l’une d’entre elles, par exemple s0, mais pas a`
toutes, on montre facilement qu’elle ne commute a` aucune des deux autres. De meˆme, si • u
ne commute alors qu’a` sj et sj • u ne commute qu’a` si. On note alors
wu = vu +
2
m(m− 3)
vs0 +
m− 1
m(m− 3)
(vsi + vsj)
et wsi•u = si • wu, wsj•u = sj • wu. On ve´rifie que ts.wx = ws•x pour s ∈ {si, sj, s0} et x ∈
{u, si•u, sj •u}. En particulier T
′ admet les valeurs propres 0 et 3 sur < wu, wsi•u, wsj•u >=<
vu, vsi•u, vsj•u >.
On a alors de´fini wu pour toute re´flexion u ∈ R
′ commutant a` une seule des re´flexions
s0, si, sj . On ve´rifie, facilement en type An,Dn, et au cas par cas en types E, que la dernie`re
possibilite´ (u ∈ R′ ne commutant a` aucune des re´flexions si, sj , s0) ne peut se produire en type
ADE. Le fait que les wu, u ∈ R forment une base de V conclut : la repre´sentation R se factorise
par BMW (W ) pour m ge´ne´rique, donc pour tout m par analyticite´ de la monodromie.
Proposition 8. Pour tout m ∈ C, la repre´sentation R se factorise par BMW (W ) spe´cialise´e
en α = q−1 − q, l = q−m.
4.3. Annulation sur l’ide´al I2. Dans [CGW] est introduit un ide´al remarquable de l’alge`bre
BMW (W ), note´ I2, qui est engendre´ par les e´le´ments eiej pour si non relie´e a` sj, c’est-a`-dire
si si et sj commutent. Nous allons montrer que R s’annule sur I2, c’est-a`-dire R(eiej) = 0.
Cette fois encore, on peut supposer m ge´ne´rique.
Soient si et sj non relie´es. On note Hi, Hj les hyperplans de re´flexion correspondants,
et on peut de´composer Cn = X ⊕ Cui ⊕ Cuj avec X = Hi ∩ Hj, si resp. sj agissant par
−1 sur ui resp. uj. On note zk la coordonne´e correspondant a` uk pour k ∈ {i, j}, et α
∗
H la
restriction de αH a` X. Il existe x ∈ X tel que α
∗
H(x) 6= 0 pour tout H ∈ A
′ = A \ {Hi,Hj}.
On note xǫ = (x, ǫ, ǫ). Il existe ǫ0 > 0 tel que, pour tout ǫ ∈]0, ǫ0[ et pour tout H ∈ R on
ait αH(xǫ) 6= 0, et meˆme αH((x, uǫ, vǫ)) 6= 0 pour tous u, v de module 1. Prenant un tel
xǫ pour point base, un chemin repre´sentant σi (resp. σj) est σi,ǫ = (x, ǫ exp(2iπt), ǫ) (resp.
σj,ǫ = (x, ǫ, ǫ exp(2iπt))). On note τi = τHi avec τH = ρ(tH). On a alors
1
iπ
σ∗i ω = h
(
τi +
∑
H∈A′
O(ǫ)
α∗H(x) +O(ǫ)
τH
)
dt,
1
iπ
σ∗jω = h
(
τj +
∑
H∈A′
O(ǫ)
α∗H(x) +O(ǫ)
τH
)
dt
d’ou` σ∗i ω → hiπτidt et σ
∗
jω → hiπτjdt quand ǫ→ 0.
En particulier, si Rǫ de´signe la monodromie de ρ avec point base xǫ, Rǫ(σi) → σ˜i =
ρ(si) exp(iπhτi) et Rǫ(σj) → σ˜i = ρ(sj) exp(iπhτj) quand ǫ → 0. Notons maintenant E =
eiej. On a e
2
k = αek pour k ∈ {i, j} et eiej = ejei, donc E
2 = α2E. Ainsi, R(E) = 0 ssi
tr(R(E)) = 0. Plus pre´cise´ment, le spectre de E est inclus dans {0, α2}. Comme α2 ≡ −4π2h2
mod h3 on a donc R(E) = 0 ssi tr(R(E)) ≡ 0 mod h3.
Remarquons que, puisque R se factorise par BMW (W ), on a ne´cessairement tr(R(E)) ≡
0 mod h2. D’autre part, les endomorphismes Rǫ(E) sont conjugue´s pour ǫ ∈]0, ǫ0[ donc
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tr(Rǫ(E)) ne de´pend pas de ǫ. Il suffit alors de montrer que tr(Rǫ(E)) modulo h
3 tend vers
0 quand ǫ→ 0, donc que e˜ie˜j ≡ 0 mod h
3 avec e˜k = (l/α)(σ˜
2
k + ασ˜k − 1) pour k ∈ {i, j}. Or
on a
e˜k = ρ
(
(sk − tk)(1− (m− tk)h˜) + h˜
2Xk +O(h˜
3)
)
avec
Xk =
m2
2
(sk − tk) +mtk(tk − sk) +
tk
6
(−4t2k + 3sktk + 1), h˜ = iπh
Remarquons ensuite que, puisque si et sj ne sont pas relie´es, si− ti et sj− tj commutent et
leurs images par ρ sont, a` un scalaire pre`s et pour des valeurs ge´ne´riques dem, des projecteurs
orthogonaux sur des droites orthogonales pour ( | ). On en de´duit que le produit de ces images
est nul, ceci pour toute valeur de m. Ainsi,
e˜ie˜j ≡ h˜
2ρ ((si − ti)Xj +Xi(sj − tj)) mod h
3.
et, notant x ∼ y si ρ(x) = ρ(y), (si−ti)Xj ∼ (si−ti)
tj
6 (−4t
2
j+3sjtj+1). De plus, (si−ti)tj ∼
(si − ti)sj, d’ou` (si − ti)Xj ∼ (si − ti)
sj
6 (−4s
2
j + 3sjsj + 1) = (si − ti)
sj
6 (−4 + 3 + 1) = 0 et
e˜ie˜j ≡ 0 mod h
3. On a ainsi montre´
Proposition 9. Pour tout m ∈ C, la repre´sentation R se factorise par BMW (W )/I2 pour
α = q−1 − q, l = q−m.
4.4. Identification a` la repre´sentation de Krammer. Dans [CGW] la structure de
BMW (W )/I2 est analyse´e lorsque α et l sont alge´briquement inde´pendants. On suppose donc
m 6∈ Q. Il existe un sous-groupe parabolique W˜ de W telle que l’alge`bre de Hecke H˜ de W˜
avec parame`tres q, −q−1 de´termine toutes les repre´sentations irre´ductibles de BMW (W )/I2.
Plus pre´cise´ment, a` toute (classe de) repre´sentation irre´ductible θ de H˜ est associe´e une
repre´sentation irre´ductible Γθ de BMW (W )/I2 de dimension (#R) dim(θ), et cette corre-
spondance θ → Γθ entre classes de repre´sentations irre´ductibles des deux alge`bres est bijec-
tive.
A tous u ∈ R et i ∈ {1, . . . , n} tel que u 6= si et usi = siu les auteurs de [CGW] associent
un e´le´ment hu,i ∈ H˜ tel que la trace de Γθ(σi) soit
qm +
∑
u 6=si
usi=siu
θ(hu,i) +
q − q−1
2
c′(W ).
La repre´sentation de Krammer ge´ne´ralise´e est alors Γθ avec θ entie`rement de´termine´ par
θ(hu,i) = q. D’autre part, on a toujours (hu,i − q)(hu,i + q
−1) = 0, donc elle est caracte´rise´e
parmi les repre´sentations Γθ par le fait d’eˆtre de dimension #R et d’envoyer σ1 sur un e´le´ment
de trace qm + qc(W ) + (q − q−1) c
′(W )
2 . En effet, si une telle repre´sentation est de dimension
#R on a dim θ = 1 donc θ(hu,i) ∈ {q, q
−1}, et∑
u 6=si
usi=siu
θ(hu,i) = qc(W )⇔ ∀u, i θ(hu,i) = q.
Comme, pour m ge´ne´rique, R est une repre´sentation irre´ductible de BMW (W )/I2 de
dimension #R, il suffit donc de montrer que tr(R(σ1)) a la valeur voulue. Comme R(σ1) est
conjugue´ a` σ˜ = ρ(s exp(λts)), il suffit de calculer la trace de σ˜.
On a V = Cvs ⊕ U ⊕ U
′ avec U =
⊕
u 6=s
us=su
Cvu et U
′ =
⊕
us 6=suCvu ; de plus dim(U) =
c(W ), σ˜.vs = q
mvs, σ˜.vu = qvu si u 6= s et us = su. D’autre part U
′ est somme directe de
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c′(W )
2 plans stables pour l’action de s et ts, engendre´s par les familles de la forme (vu, vu′)
telles que < s, u, u′ > soit de type I2(3). Sur ces plans, s = ts admet pour vecteurs propres
vu + vu′ +
2
m−1vs, vu − vu′ associe´s respectivement aux valeurs propres 1 et −1. Ainsi, la
restriction de σ˜ a` un de ces plans a pour trace q − q−1, et on en de´duit que tr(R(σ1)) a la
valeur voulue d’ou` le
The´ore`me A. Pour tout W de type ADE et m 6∈ Q, la repre´sentation de Krammer RK
plonge´e dans GLN (K) par q = e
h et q = emh est isomorphe a` R.
Corollaire. Les groupes d’Artin purs de type sphe´rique sont re´siduellement nilpotent-sans-
torsion. En particulier, ils sont bi-ordonnables.
De´monstration. On peut supposer que W est un groupe de Coxeter irre´ductible. D’apre`s
[Cr], tout groupe d’Artin pur de type sphe´rique se plonge dans un groupe d’Artin pur de type
ADE. On peut donc supposer queW est de type ADE. Notons toujoursM = C[[h]], (x, y) =
xyx−1y−1 et C1P = (P,P ), Cr+1P = (P,CrP ) les termes de la suite centrale descendante de
P . Il s’agit de montrer en particulier que leur intersection est triviale. Identifiant V a` CN , on
a R(P ) ⊂ 1 + hMN (M) donc R(C
rP ) ⊂ 1 + hr+1MN (M) d’ou`
R
⋂
r≥1
CrP
 = {1} ⇒ ⋂
r≥1
CrP = {1}
par fide´lite´ de R, au moins si les parame`tres q et t de [CW] sont transcendants sur C et
alge´briquement inde´pendants, ce qui est le cas de`s que m 6∈ Q. Autrement dit, R plonge
P dans le groupe 1 + hMN (M) qui est non seulement re´siduellement nilpotent mais aussi
re´siduellement nilpotent-sans-torsion, donc bi-ordonnable (cf. par exemple [Pas]). 
Remarquons que les mode`les matriciels de la repre´sentation de Krammer permettent e´ga-
lement d’obtenir ce dernier re´sultat, en posant un peu artificiellement q = eh et t = emh pour
m 6∈ Q dans les mode`les de [CW] et en re´duisant les formules modulo h. Nous renvoyons a`
[Ma7] ou` nous avons utilise´ cette me´thode.
5. Enveloppe alge´brique et unitarite´ de la repre´sentation de Krammer
5.1. Enveloppe alge´brique. Le calcul de l’image de ρ nous permet de de´terminer l’en-
veloppe alge´brique des groupes d’Artin de type ADE dans la repre´sentation de Krammer
associe´e. Notons Vh = V ⊗K. Pour toute re´flexion s de W , il existe un σ ∈ P tel que R(σ)
est congru a` exp(2iπhρ(ts)) modulo h
2 (σ est par exemple un lacet faisant un tour complet
autour de l’hyperplan associe´ a` s).
On de´duit alors des arguments de [Ma5], prop. 24 (ou bien [Ma6] section 7.1) que l’alge`bre
de Lie de l’enveloppe alge´brique de R(B) contient l’image de g tensorise´e par K. D’apre`s la
proposition 7, on sait que c’est glN (k)⊗K = glN (K). On en de´duit
The´ore`me B. Pour tout groupe de Coxeter fini irre´ductible de type ADE et m 6∈ Q, la
repre´sentation R identifie B a` un sous-groupe Zariski-dense de GLN (K), ou` N est le nombre
de re´flexions de W . Il en est de meˆme des images des sous-groupes CkW engendre´s par les
e´le´ments σ2k1 , . . . , σ
2k
n ou` les σi de´signent les ge´ne´rateurs d’Artin de B et k ≥ 1.
Notons L le corps des fractions de L. Comme, pour tout m 6∈ Q, la repre´sentation R
est isomorphe a` la repre´sentation de Krammer RK apre`s extension des scalaires, on de´duit
imme´diatement de ce the´ore`me le
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Corollaire. Pour tout groupe d’Artin sphe´rique irre´ductible de type ADE, la repre´sentation
de Krammer RK identifie B a` un sous-groupe Zariski-dense de GLN (L),
5.2. Remarques sur d’autres sous-groupes. Ce the´ore`me de Zariski-densite´ implique,
par des arguments ge´ne´raux que nous de´taillons plus loin, la Zariski-densite´ de nombreux
sous-groupes de ces groupes : essentiellement des sous-groupes sous-normaux et les sous-
groupes d’indice fini. En plus de ceux-ci, on peut e´galement raffiner la de´monstration de ce
the´ore`me afin d’obtenir la Zariski-densite´ d’autres sous-groupes qui ne rentrent pas dans ce
cadre. Nous donnons ici un exemple en type An−1. Rappelons que, en type An−1, le groupe
d’Artin pur est engendre´ par les e´le´ments
ξij = σj−1 . . . σi+1σ2i σ
−1
i+1 . . . σ
−1
j−1
pour 1 ≤ i < j ≤ n, et les sous-groupes F kn =< ξ
k
in | 1 ≤ i < n > pour k ≥ 1 sont des
sous-groupes remarquables de B, qui ne sont sous-normaux que si k = 1.
Proposition 10. Soit W de type An−1, et m 6∈ Q. Alors, pour tout k ≥ 1, le groupe R(F kn )
est Zariski-dense dans GLN (K).
La de´monstration est identique, sous la re´serve de montrer que que l’application gS →
gl(V ) pour S = {(1 n), . . . , (n − 1 n)} est surjective. La de´monstration de ce dernier fait est
similaire a` celle de la proposition 7. L’hypothe`se non ve´rifie´e est que S ∩Sn−1 est vide. Pour
re´soudre ce proble`me, on remarque que l’image de gS est conjugue´e a` l’image de gS′ avec
S ′ = {(1 n − 1), . . . , (n − 2 n − 1), (n − 1 n)} par l’image de la transposition (n−1 n). On
montre alors que l’image de gS′ est gl(V ) par le meˆme argument puisque S ′ ∩Sn−1 engendre
Sn−1 et il en est donc de meˆme de l’image de gS .
5.3. Unitarite´. Nous discutons ici du lien entre l’unitarite´ infinite´simale de ρ et l’e´ventuelle
unitarisabilite´ de R. Soit k un corps de caracte´ristique 0 et supposons g, B et ρ de´finies
sur k. Les alge`bres g et B sont naturellement gradue´es, par deg ts = 1 pour tout s ∈ R,
et deg(w) = 0 si w ∈ W . On note B̂ et ĝ les comple´tions de B et g par rapport a` cette
graduation. On a exp ĝ ⊂ B̂. Pour de´duire de ρ une repre´sentation de B sur K = k((h))
il suffit d’avoir un morphisme Φ˜ : B → B̂. En effet, notant ρ˜ la repre´sentation de B̂ dans
End(Vh) de´finie par ρ˜(w) = ρ(w) pour w ∈ W et ρ˜(ts) = hρ(ts), Φ̂(ρ) = ρ˜ ◦ Φ˜ de´finit une
repre´sentation de B dans GL(Vh). Un tel morphisme est donne´ pour k = C par monodromie,
et permet d’obtenir la repre´sentation de Krammer R.
Supposons que l’on ait un morphisme Φ˜ : B → B̂ satisfaisant la condition suivante
∃Φ1, . . . ,Φn ∈ exp ĝ | Φ˜(σi) = Φisi exp(tsi)Φ
−1
i(1)
Alors la repre´sentation Φ̂(ρ) correspondante de B prend ses valeurs dans le groupe unitaire
formel U εN (K) correspondant a` l’automorphisme involutif ε : f(h) 7→ f(−h) deK et a` la forme
( | ). Si k ⊂ R, on a montre´ dans [Ma5] que, apre`s torsion des coefficients de la repre´sentation
par un automorphisme convenable de K de manie`re a` faire converger les coefficients pour
h ∈ iR suffisamment proche de 0, on pouvait en de´duire des repre´sentations unitaires R˜ de B,
pourvu que ( | ) soit de´finie positive. On a montre´ ici que tel e´tait le cas pourm > #R−c(W ).
L’existence de tels morphismes satisfaisant (1) est e´tablie si B est « fiber-type » au sens de
Falk et Randell, c’est-a`-dire siW est de type An, Bn ou die´dral. C’est en effet une conse´quence
des travaux de Drinfeld [Dr] en type An, Enriquez [En] en type Bn et de [Ma4] pour les groupes
die´draux. Malheureusement ce re´sultat reste pour l’instant a` l’e´tat de conjecture en types Dn
et E6, E7, E8.
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En type An, cela nous permet en tous cas de retrouver abstraitement un re´sultat de R.
Budney, qu’il de´montre dans [Bu] en construisant une forme quadratique explicite.
Proposition 11. La repre´sentation de Krammer en type An−1 est unitarisable pour |q| = 1
proche de 1 et m > #R− c(W ) = 2n− 3.
De´monstration. Nous utilisons les notations de [Ma5]. Soit Φ ∈ Asso1(Q) un associateur
rationnel et Φ˜ le morphisme de Drinfeld associe´. On de´montre facilement que Φ̂(ρ) se factorise
par BMW (An) : cette repre´sentation irre´ductible se factorise par l’alge`bre de Birman-Wenzl-
Murakami soit pour les meˆmes raisons que la repre´sentation R, soit en utilisant les arguments
de [Ma2] prop. 4 ; l’identification avec la repre´sentation de Krammer de´coule alors du fait que
Φ̂(ρ)(δr) = exp(2hρ(Yr)), avec Yr = t1r + · · · + tr−1,r, δr = σr−1 . . . σ2σ21σ2 . . . σr−1, et que
le spectre de l’action des δr permet d’identifier la repre´sentation irre´ductible de l’alge`bre de
Birman-Wenzl-Murakami conside´re´e (cf. [Ma2], section 9). Apre`s torsion de la repre´sentation
par un automorphisme ade´quat du corps des coefficients et spe´cialisation en h ∈ iR suffisam-
ment proche de 0 on en de´duit des repre´sentations unitaires R˜h (cf. [Ma5], appendice A). Pour
des valeurs ge´ne´riques de h, ces repre´sentations sont bien isomorphes aux repre´sentations de
Krammer au moins si l’on a pris soin de choisir l’automorphisme de telle fac¸on que l’image des
ge´ne´rateurs d’Artin soit suffisamment proche, modulo h, de leur image dans la repre´sentation
originelle. 
6. Applications aux groupes d’Artin-Tits
6.1. Zariski-densite´ : preuve du the´ore`me 4. Le but de cette section est de de´montrer
le the´ore`me 4, a` savoir que tout groupe d’Artin-Tits sphe´rique et irre´ductible se plonge de
fac¸on Zariski-dense dans un groupe line´aire GLN (K). On peut prendre pour k un corps de
caracte´ristique 0 quelconque et K = K. Pour simplifier l’expose´, on supposera k = C. D’apre`s
le the´ore`me B, c’est le cas lorsqueW est de type ADE. Lorsque B est de type Bn, il se plonge
dans un groupe de type An. En effet, si l’on note σ1, . . . , σn−1 les ge´ne´rateurs d’Artin naturels
d’un groupe G de type An−1, il est classique que le sous-groupe H engendre´ par σ21, σ2, . . . , σn
est de type Bn, et est d’indice 2 dans G. De plus, il contient le sous-groupe C
1
n de G. On en
de´duit que, notant R : G → GLN (K) la repre´sentation construite en type An−1, R(H) est
e´galement Zariski-dense dans GLN (K), donc le re´sultat est vrai en type Bn.
Pour traiter les groupes de type I2(m) nous allons utiliser la repre´sentation de Burau.
Rappelons que, pour tout groupe de Coxeter W , la repre´sentation de Burau re´duite est
une de´formation de la repre´sentation de re´flexion de W . Plus pre´cise´ment, il s’agit de la
repre´sentation (irre´ductible) de l’alge`bre de Hecke de W qui correspond a` la repre´sentation
de re´flexion de W . On de´finit ici l’alge`bre de Hecke de W comme le quotient de l’alge`bre de
groupe KB par l’ide´al engendre´ par les e´le´ments (σ − q)(σ + q−1), ou` q = eh et σ parcourt
les ge´ne´rateurs d’Artin de B.
Si ρ0 : W → GLn(C) est la repre´sentation de re´flexion de W , alors il existe une repre´-
sentation e´quivariante ρ : g → gln(C) de´finie par ρ(ts) = ρ0(s) pour tout s ∈ R, et il est
classique que la monodromie Rbur : B → GLN (K) d’une telle repre´sentaton est isomorphe
a` la repre´sentation de Burau re´duite de B. De´finissont R˜bur : B → GLN (K) par R˜bur(σ) =
qRbur(σ) si σ est un ge´ne´rateur d’Artin. Alors R˜bur est la monodromie de ρ˜ : ts 7→ Id+ ρ0(s).
Revenant au cas des groupes de type I2(m) pour m ≥ 2, il a e´te´ de´montre´ par G. Lehrer
et N. Xi que R˜bur e´tait fide`le (cf. [LX], prop. 4.1). Pour conclure comme pre´ce´demment a` la
Zariski-densite´ de R˜bur(B) et de ses sous-groupes R˜bur(C
k
W ), il suffit de ve´rifier que, si une
20 IVAN MARIN
pre´sentation de W est donne´e par < s, t | s2 = t2 = 1, (st)m = 1 >, alors les matrices
ρ˜(s) =
(
0 0
−c 2
)
ρ˜(t) =
(
2 −c
0 0
)
avec c = 2cos(2π
m
), engendrent l’alge`bre de Lie gl2(C), ce qui se ve´rifie imme´diatement.
Il reste a` de´montrer ce re´sultat pour les groupes exceptionnels de type F4,H3 et H4. Nous
nume´rotons les ge´ne´rateurs d’Artin σi de ces groupes exceptionnels comme suit :
F4 H3 H4
1 2 3 4 1 2 3 1 2 3 4
Ces trois groupes admettent des plongements naturels dans des groupes de type ADE, plus
pre´cise´ment dans les groupes suivants
E6 D6
1 3 4 5 6
2
1
>>
>>
>>
>
3 4 5 6
2
       
E8
1 3 4 5 6 7 8
2
et les plongements des premiers dans les seconds sont de´finis comme suit
« F4 → E6 » « H3 → D6 » « H4 → E8 »
σ1 7→ σ2 σ1 7→ σ4σ1 σ1 7→ σ2σ5
σ2 7→ σ4 σ2 7→ σ5σ3 σ2 7→ σ4σ6
σ3 7→ σ3σ5 σ3 7→ σ6σ2 σ3 7→ σ3σ7
σ4 7→ σ1σ6 σ4 7→ σ1σ8
Ces plongements font partie des « homomorphismes de pliage » de´finis par J. Crisp dans
[Cr]. Ils sont injectifs, et pre´servent l’e´le´ment de Garside w0. Cet e´le´ment de B engendre le
centre en types F4,H3,H4,D6, E7, E8. En type E6 en revanche, le centre est engendre´ par
w20. Cela implique que la repre´sentation de Krammer restreinte RK ◦ ϕ n’est pas absolument
irre´ductible en type F4, et en particulier ne peut eˆtre d’image Zariski-dense. Plus pre´cise´ment,
l’action de l’e´le´ment de Garside du groupe d’Artin de type F4 de´compose la repre´sentation
de Krammer de type E6, de dimension 36, en somme de deux composantes, respectivement
de dimension 24 et 12 (on note que le groupe de Coxeter de type F4 admet 24 re´flexions). F.
Digne a montre´ dans [D] que l’action de F4 sur cette composante de dimension 24 e´tait fide`le.
Cela signifie que la repre´sentation correspondante RK′ : B → GL24(K) pour B de type F4
est injectif. Pour B de type H3 ou H4, on notera RK′ = RK ◦ ϕ.
Il reste a` ve´rifier que les logRK′(σ
2) engendrent glN (K), pour σ parcourant les ge´ne´rateurs
d’Artin de B, quand B est de type F4,H3,H4, et N = 24, 30, 120, respectivement. Pour ce
faire, il suffit de ve´rifier que les u(σ) = (h−1 logRK′(σ2)) mod h engendrent glN (k), c’est-
a`-dire qu’ils engendrent une alge`bre de Lie de dimension N2, au moins pour une certaine
SUR LES REPRE´SENTATIONS DE KRAMMER GE´NE´RIQUES 21
valeur de m. On obtient des mode`les matriciels1 a` coefficients entiers a` partir de [D], donc
on peut supposer u(σ) ∈ glN (Z). Le calcul sur ces matrices a` coefficients entiers a e´te´ fait
informatiquement, a` l’aide d’un programme en langage C et en re´duisant modulo 19 pour
augmenter la vitesse d’exe´cution et re´duire la taille me´moire ne´cessaire. En choisissant par
exemple les valeurs m = 5 pour les types H3 et F4, m = 7 pour les types H3 et H4, on obtient
que l’alge`bre de Lie engendre´e par les matrices u(σ) ∈ glN (F19) est glN (F19), donc l’alge`bre
de Lie engendre´e par les u(σ) est de dimension N2 surQ donc sur k pour au moins une valeur
de m. Ceci conclut la de´monstration du the´ore`me 4.
6.2. Application aux de´compositions en produit direct. Nous appliquons ici le re´sultat
de Zariski-densite´ de la repre´sentation de Krammer (ge´ne´ralise´e) au proble`me de la de´compo-
sition en produit direct des groupes d’Artin et de ses sous-groupes remarquables. Ces re´sultats
peuvent e´galement se de´duire de la section suivante. Nous en donnons ici une preuve directe
de nature diffe´rente. Le lemme cle´ est le suivant.
Lemme 2. Soit G un groupe, et V une repre´sentation semi-simple fide`le de G sur un corps
K alge´briquement clos de caracte´ristique 0 telle que V ⊗ V ait au plus trois composantes
irre´ductibles. Si G est produit direct G1 ×G2 de deux de ses sous-groupes, alors G1 ⊂ Z(G)
ou G2 ⊂ Z(G).
De´monstration. Notons tout d’abord que V est ne´cessairement irre´ductible, car sinon V ⊗ V
aurait au moins quatre composants. Supposons G ≃ G1 × G2. Comme V est irre´ductible,
V ≃ V1 ⊗ V2, avec Vi une repre´sentation irre´ductible de Gi. Comme V est fide`le, il en est de
meˆme des Vi. Or
V ⊗ V ≃ (V1 ⊗ V2)⊗ (V1 ⊗ V2)
≃ (V1 ⊗ V1)⊗ (V2 ⊗ V2)
≃ (S2V1 ⊕ Λ
2V1)⊗ (S
2V2 ⊕ Λ
2V2)
≃ (S2V1 ⊗ S
2V2)⊕ (S
2V1 ⊗ Λ
2V2)⊕ (Λ
2V1 ⊗ S
2V2)⊕ (Λ
2V1 ⊗ Λ
2V2)
Donc, comme les dimensions des Vi sont au moins 1, on en de´duit Λ
2V2 = 0 ou Λ
2V1 = 0,
donc V2 ou V1 est de dimension 1. Comme les Vi sont fide`les, on en de´duit que G1 ou G2 est
commutatif, d’ou` la conclusion.

On en de´duit
Proposition 12. Soit K un corps de caracte´ristique 0, et R : G → GLN (K) une repre´sen-
tation fide`le de G telle que R(G) soit Zariski-dense dans GLN (K). Si Γ est un sous-groupe
d’indice fini de G et Γ ≃ Γ1 × Γ2, alors Γ1 ou Γ2 est commutatif.
1Dans [D] il convient de corriger les deux donne´es suivantes. Page 56, si l’on note αi la racine simple
correspondant a` si, notamment α2 < α3, l’ordre choisi pour les racines positives xα1 + yα2 + zα3 + tα4 n’est
pas celui indique´. La liste ordonne´e des quadruplets [x, y, z, t] est au contraire
[1, 0, 0, 0], [0, 0, 0, 1], [0, 1, 0, 0], [0, 0, 1, 0], [1, 1, 0, 0], [0, 0, 1, 1], [0, 1, 1, 0], [1, 1, 1, 0],
[0, 1, 1, 1], [0, 2, 1, 0], [1, 1, 1, 1], [1, 2, 1, 0], [0, 2, 1, 1], [1, 2, 1, 1], [2, 2, 1, 0], [0, 2, 2, 1],
[1, 2, 2, 1], [2, 2, 1, 1], [1, 3, 2, 1], [2, 2, 2, 1], [2, 3, 2, 1], [2, 4, 2, 1], [2, 4, 3, 1], [2, 4, 3, 2]
D’autre part, les formules de´crivant la repre´sentation en type Dn sont incomple`tes. Dans la description de
l’image de ρ(s)(er), page 52, il faut corriger le quatrie`me cas en
qesrs + (1− q)er + t
(q−1)2(qi−1)
qi
si α+ β ∈ Φ, n(α+ β) = i ≥ 1, n(β) = i− 1
qesrs + (1− q)er si α+ β ∈ Φ, n(α+ β) = i ≥ 1, n(β) 6= i− 1
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De´monstration. Soit V = KN . On peut supposer queK est clos parce que R(G) est e´galement
Zariski-dense dans GLN (K), K de´signant la cloˆture alge´brique de K. Puisque l’adhe´rence de
Zariski R(G) de R(G) est irre´ductible en tant que varie´te´ alge´brique, que Γ est d’indice fini
dans G et que R est fide`le, on a R(Γ) = R(G) = GLN (K). Ainsi, V et les deux composantes
S2V et Λ2V de V ⊗ V sont irre´ductibles sous l’action de Γ. D’apre`s le lemme pre´ce´dent on
en de´duit la conclusion. 
Le the´ore`me 5b est alors une conse´quence imme´diate du the´ore`me 4 et de la proposition
pre´ce´dente (voir e´galement [CH] pour une autre preuve de cette impliquation). En fait, la
meˆme de´monstration permet de montrer un re´sultat beaucoup plus fort, puisque de nombreux
sous-groupes de B sont Zariski-denses dans un groupe line´aire. Comme cette proprie´te´ de non-
de´composabilite´ est une conse´quence de la proprie´te´ (L) du the´ore`me 6, e´tablie ci-dessous,
nous nous contenterons de pre´ciser les sous-groupes pour lesquels nous avons de´montre´ cette
dernie`re proprie´te´.
6.3. Groupes fortement line´aires. SiK est un corps (commutatif) et G un sous-groupe de
GLN (K), on de´signe par G son adhe´rence dans GLN (K) pour la topologie de Zariski. C’est un
sous-groupe alge´brique de GLN (K). Rappelons que Z(SLN (K)) = µN (K) est un groupe fini
et que tout sous-groupe (alge´brique) distingue´ propre de SLN (K) est inclus dans son centre.
Suivant les conventions usuelles en the´orie des groupes, H < G (resp. H ⊳ G) signifie que
H est un sous-groupe (resp. un sous-groupe normal) de G et, pour H1,H2 < G, la notation
(H1,H2) de´signe le sous-groupe de G engendre´ par les commutateurs (x, y) = xyx
−1y−1 pour
x ∈ H1, y ∈ H2. Lorsque H1,H2 ⊳ G, on a H1 ∩H2 ⊂ (H1,H2).
De´finition 3. On dit qu’un groupe sans torsion G est fortement line´aire en dimension N
sur un corps (commutatif) K s’il existe un morphisme injectif ι : G → GLN (K) tel que
ι(G) ⊃ SLN (K).
S’il existe N et K tels que cette situation se pre´sente, on dira e´galement que G est fortement
line´aire, sans pre´ciser N et K. Un groupe fortement line´aire est e´videmment line´aire au sens
habituel.
Remarquons que, puisque G est suppose´ sans torsion, tous ses sous-groupes le sont e´gale-
ment. En particulier, identifiant un tel G a` son image dans GLN (K), pour B < G la proprie´te´
B < Z(SLN (K)) e´quivaut a` B = {e}. De plus, si G 6= {e} alors G est infini, donc K est
ne´cessairement un corps infini.
Si un tel G est non abe´lien on a N ≥ 2 et, inversement, si G e´tait abe´lien son action sur
KN ne pourrait eˆtre irre´ductible pour N ≥ 2, ce qui contredirait ι(G) ⊃ SLN (K). Ainsi,
pour un tel groupe, G abe´lien e´quivaut a` N = 1.
Rappelons les deux faits e´le´mentaires suivants concernant la topologie de Zariski.
(1) si K ⊂ L est une extension de corps, alors pour tout N ≥ 1 la topologie de Zariski de
KN est induite par celle de LN
(2) si de plus K est infini, alors KN est Zariski-dense dans LN .
En conse´quence de (1), la topologie de Zariski de GLN (K) est induite par celle de GLN (L).
De plus, en tant que varie´te´ alge´brique sur K, SLN (K) est K-rationnelle, c’est-a`-dire qu’elle
admet un ouvert isomorphe a` un ouvert de l’espace affine. Une conse´quence de (2) est donc
que, si K est infini, alors SLN (K) est dense dans SLN (L).
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Supposons que l’on ait un plongement ιK : G →֒ GLN (K), le groupe G e´tant toujours
suppose´ sans torsion, donc en particulier K est un corps infini, et soit L un surcorps de K.
On note ιL : G →֒ GLN (L) le morphisme induit.
Lemme 3. ιK(G) ⊃ SLN (K) si et seulement si ιL(G) ⊃ SLN (L).
De´monstration. On peut supposer G < GLN (K) < GLN (L). On note pour les distinguer G
l’adhe´rence de G dans GLN (K) et Ĝ son adhe´rence dans GLN (L). On a G = Ĝ ∩ GLN (K)
parce la topologie de Zariski de GLN (K) est induite de celle de GLN (L). Alors Ĝ ⊃ SLN (L)
implique
G = Ĝ ∩GLN (K) ⊃ SLN (L) ∩GLN (K) = SLN (K)
et re´ciproquement G ⊃ SLN (K) implique
Ĝ = Ĝ ⊃ ̂SLN (K) = SLN (L).

En conse´quence on pourra toujours supposer K alge´briquement clos. De plus, sous ces
hypothe`ses :
(1) G agit de fac¸on absolument irre´ductible sur Kn.
(2) Z(G) ⊂ K×, et (G,G) ∩ Z(G) = {e}.
On rappelle d’autre part le re´sultat classique suivant. L’ide´e de l’appliquer dans ce cadre
est emprunte´e a` [CH].
Proposition 13. (cf. [Bor], 2.4) Soit Γ un groupe alge´brique de´fini sur un corps K, etM1,M2
deux sous-groupes de Γ(K) non ne´cessairement ferme´s tels que M1 normalise M2. Alors M1
normalise M2 et (M1,M2) = (M1,M2).
En particulier, un groupe fortement line´aire non abe´lien n’est jamais nilpotent. En effet,
notant (CrG)r≥0 la suite centrale descendante du groupe G, une re´currence imme´diate montre
Corollaire. Si G est fortement line´aire en dimension N sur K il en est de meˆme de CrG
pour tout r ≥ 0.
De nombreux sous-groupes des groupes fortement line´aires le sont e´galement.
Proposition 14. Soit G un sous-groupe sans torsion de GLN (K) tel que G ⊃ SLN (K).
Pour tout B ⊳ G tel que B 6⊂ Z(G) on a B ⊃ SLN (K).
De´monstration. D’apre`s le lemme 3 on peut supposer que K est alge´briquement clos. Comme
G normalise B, d’apre`s la proposition 13 on sait que G ⊃ SLN (K) normalise B, donc
B ∩ SLN (K) est un sous-groupe normal de SLN (K), alge´brique sur K. Il suffit de mon-
trer que H = B ∩ SLN (K) 6⊂ µN (K). Or (G,B) < B < B car B ⊳ G, de plus (G,B) <
(GLN (K), GLN (K)) < SLN (k) et enfin (G,B) 6= {e} d’apre`s l’hypothe`se B 6⊂ Z(G). Ainsi
H contient le groupe sans torsion (G,B) 6= {e} donc H 6⊂ µN (K), ce qui conclut. 
Proposition 15. Soit G un sous-groupe infini de GLN (K) tel que G ⊃ SLN (K). Pour tout
B < G d’indice fini on a B ⊃ SLN (K).
De´monstration. On suppose encore K alge´briquement clos. Soient g1, . . . , gr ∈ G tels que
G = g1B ⊔ · · · ⊔ grB. Alors G = g1B∪ · · · ∪ grB et SLN (K) ⊂ G implique que SLN (K) est la
re´union des giB∩SLN (K). PuisqueK est alge´briquement clos, c’est e´galement vrai en tant que
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K-varie´te´ alge´brique, donc il existe i ∈ [1, r] tel que giB ⊃ SLN (K) par irre´ductibilite´ de SLN
comme varie´te´ alge´brique. En particulier e ∈ giB donc gi ∈ B et giB = B ⊃ SLN (K). 
On rappelle qu’un sous-groupe B d’un groupe G est dit sous-normal s’il existe une famille
B0, . . . Bn de sous-groupes de G tels que B = Bn < Bn−1 < · · · < B1 < B0 = G et que, pour
tout i ∈ [0, n − 1], on ait Bi+1 ⊳ Bi.
The´ore`me C. Soit G un groupe sans torsion fortement line´aire (en dimension N sur K) et
B un sous-groupe sous-normal de G non inclus dans le centre de G. Alors
(1) B est fortement line´aire (en dimension N sur K) ainsi que ses sous-groupes d’indice
fini.
(2) Z(B) = Z(G) ∩B.
(3) Si A ⊳ G et A 6⊂ Z(G), alors A ∩B 6⊂ Z(G).
De´monstration. On suppose G < GLN (K) avec K alge´briquement clos, et G ⊃ SLN (K).
Si G est abe´lien le re´sultat est e´vident donc on peut supposer N ≥ 2. D’apre`s le lemme de
Schur on a Z(G) ⊂ K×. Soit B un sous-groupe sous-normal de G tel que B 6⊂ Z(G). On a
donc B = Bn < Bn−1 < · · · < B1 < B0 = G avec Bi+1 ⊳ Bi, et B 6⊂ Z(G). On de´montrera,
par re´currence sur n, les assertions (2), (3) et (1’), avec (1’) B ⊃ SLN (K). On a (1’) ⇒ (1)
d’apre`s la proposition 15.
Pour n = 0 c’est imme´diat. Supposons alors B = Bn < G satisfaisant (1’), (2) et (3), et soit
B′ ⊳ B tel que B′ 6⊂ Z(G). On a Z(B) = Z(G) ∩B donc, puisque B′ ⊂ B, on a B′ 6⊂ Z(B).
On de´duit alors de B ⊃ SLN (K) que B′ ⊃ SLN (K) d’apre`s la proposition 14. Ainsi (1’) est
de´montre´. D’autre part (2) de´coule de ce qu’alors Z(B′) ⊂ K×, et Z(G) = G ∩ K× donc
Z(G) ∩B′ = G ∩K× ∩B′ = K× ∩B′ = Z(B′).
Soit maintenant A ⊳ G tel que A 6⊂ Z(G), et A′ = A ∩B. Par hypothe`se de re´currence on
a A′ 6⊂ Z(G) donc A′ 6⊂ K× et en particulier A′ 6⊂ Z(B). Comme A′ ⊳ B on peut appliquer
la proposition 14, donc A′ ⊃ SLN (K). De plus G donc B et B′ normalisent A′ d’ou`, d’apre`s
la proposition 13,
(A′, B′) = (A′, B′) ⊃ (SLN (K), SLN (K)) = SLN (K).
On en de´duit (A′, B′) 6⊂ K× donc A′ ∩ B′ 6⊂ K× puisque A′, B′ ⊳ B. Or Z(G) ⊂ K× donc
A′ ∩B′ 6⊂ Z(G). On conclut par re´currence. 
Corollaire 1. Si G est un groupe fortement line´aire contenant deux sous-groupes A,B tels
que G ≃ A × B, alors A ⊂ Z(G) ou B ⊂ Z(G). Il en est de meˆme de ses sous-groupes
sous-normaux et d’indice fini.
De´monstration. Par l’absurde, si B 6⊂ Z(G) et A 6⊂ Z(G) on peut appliquer le the´ore`me
puisque A ⊳ G et B ⊳ G. On en de´duit A ∩ B 6⊂ Z(G), ce qui est absurde puisque A ∩B =
{e}. 
Notons Fit(G) le sous-groupe de Fitting de G, c’est-a`-dire le sous-groupe engendre´ par les
sous-groupes normaux nilpotents de G.
Corollaire 2. Si G est un groupe fortement line´aire, alors Fit(G) = Z(G).
De´monstration. En effet, Z(G) < Fit(G) et, si N ⊳ G est nilpotent, alors N ne peut eˆtre
fortement line´aire d’apre`s le corollaire de la proposition 13, donc N ⊂ Z(G) et Fit(G) =
Z(G). 
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Notons Φ(G) le sous-groupe de Frattini de G, intersection de ses sous-groupes maximaux.
Corollaire 3. Si G est un groupe fortement line´aire qui est finiment engendre´, alors Φ(G) ⊂
Z(G).
De´monstration. Le cas ou` G est abe´lien est e´vident, donc on peut l’exclure. Comme G est
line´aire et finiment engendre´, Φ(G) est nilpotent d’apre`s le the´ore`me de Platonov [Pl]. Comme
Φ(G) ⊳ G on en de´duit Φ(G) ⊂ Z(G), car sinon Φ(G) serait fortement line´aire en dimension
N ≥ 2, contredisant sa nilpotence. 
7. Etude du type An−1
7.1. Ge´ne´ralite´s. Dans le cas ou` W ≃ Sn est de type An−1, on choisit pour W˜ ⊂ W un
parabolique naturel de type An−2, isomorphe a` Sn−1. On note Tn = g, et Tn−1 = g˜ l’alge`bre
de Lie associe´e a` W˜ .
La repre´sentation Vn = V de Tn a pour dimension n(n− 1)/2. Notons vij et tij respective-
ment le vecteur de base et le ge´ne´rateur correspondant a` la transposition (i j). L’action est
alors de´crite par les formules 
tij .vjk = vik − vij
tij .vkl = vkl
tij .vij = mvij
ou` i, j, k, l correspondent a` des indices distincts. On note Vn l’espace vectoriel sous-jacent,
engendre´ par les vij , et Tn l’alge`bre de Lie des tresses infinite´simales pures, engendre´e par les
tij. On note Tn =
∑
tij, qui agit par m+ c(W ) sur Vn, et on plonge de fac¸on naturelle Tn−1
dans Tn.
7.2. Restriction a` Tn−1. Le Tn−1-module Vn admet pour sous-espace stable le sous-espace
engendre´ par les vij pour i, j < n. En tant que Tn−1-module, il est naturellement isomorphe
a` Vn−1.
Notons T ′ = Tn−1, et, pour 1 ≤ k ≤ n− 1,
v′k =
∑
i6=k
i≤n−1
vik, w
0
kn = vkn +
1
m− n+ 4
v′k, w
0 =
∑
i≤n−1
w0in, vˇ =
∑
i,j≤n−1
vij.
On introduit alors les sous-espaces suivants
Sous− espaces Dimension
Vn−1 = < vij | 1 ≤ i, j ≤ n− 1 > #R˜
Un−1 = < w0kn − w
0
k+1,n | 1 ≤ k ≤ n− 2 > n− 2
Sn−1 = < w0 +
2(n − 1)
(m− n+ 4)(m− 2n+ 5)
vˇ > 1
Chacun de ces sous-espaces est stable pour l’action de Tn−1, et on a Vn = Vn−1⊕Un−1⊕Sn−1.
Une base commode de Un−1⊕Sn−1 est donne´e par les vecteurs w1kn = w
0
kn+
2
(m−n+4)(m−2n+5) vˇ
pour 1 ≤ k ≤ n − 1. Dans cette base, on a tij .w
1
kn = w
1
kn si k 6∈ {i, j}, tik.w
1
kn = w
1
in. On en
de´duit que Un−1 ⊕ Sn−1 s’identifie a` la repre´sentation de Burau (non re´duite) infinite´simale
de [Ma2, Ma3].
26 IVAN MARIN
7.3. Forme quadratique. On suppose n ≥ 3. On a (vij |vij) = m − 1, (vij |vjk) = −1 si
#{i, j, k} = 3, (vij |vk,l) = 0 si #{i, j, k, l} = 4. Soient 1 ≤ i, j, k ≤ n− 1 et i 6= j. On a
(vij |v
′
k) =
{
m− n+ 2 si k ∈ {i, j}
−2 si k 6∈ {i, j}
(vij |vkn) =
{
−1 si k ∈ {i, j}
0 si k 6∈ {i, j}
(vij |vˇ) = m−2n+5
On en de´duit
(w0kn|vij) =
−2
m− n+ 4
, (w0kn|vˇ) =
−(n− 1)(n − 2)
m− n+ 4
, (vˇ|vˇ) = (m− 2n+ 5)
(n − 1)(n − 2)
2
et en particulier que le sous-espace Vn−1 est orthogonal a` Un−1 ⊕ Sn−1. D’autre part, si
1 ≤ k ≤ n− 1,
(vkn|vln) (vkn|v
′
l) (v
′
k|v
′
l)
k = l m− 1 2− n (n − 2)(m − n+ 2)
k 6= l −1 −1 m− 3n+ 8
On en de´duit (w1kn|w
1
ln) = α si k = l, β si k 6= l, avec
α =
(m2 + (5− 2n)m− 2)(m− n+ 3)
(m− 2n + 5)(m− n+ 4)
, β =
−(m− 2n+ 7)(m− n+ 3)
(m− 2n+ 5)(m− n+ 4)
Ainsi la forme quadratique Qn sur Vn est somme directe de Qn−1 et d’une forme quadratique
δn−1, que l’on peut de´finir pour m 6∈ {n−4, 2n−5}, de discriminant (α−β)n−2(α+(n−2)β)
soit
(m+ 1)n−2(m− n+ 3)n−1(m− 2n+ 3)
(m− n+ 4)n−2(m− 2n+ 5)
Comme Qn = Qn−1 ⊕ δn−1, et que Q2 est la forme quadratique sur la droite engendre´e par
v12 de discriminant m− 1, on en de´duit par une re´currence facile
Proposition 16. Pour W de type An−1 avec n ≥ 3, le discriminant de la forme quadratique
( | ) est
(m+ 1)
n(n−3)
2 (m− n+ 3)n−1(m− 2n+ 3)
et cette forme quadratique est de´finie positive ssi m > 2n− 3.
La condition de de´finie positivite´ provient de la remarque ge´ne´rale sur ( | ) lors de sa
de´finition (section 3.2).
8. Etude du type Dn
8.1. Ge´ne´ralite´s. On suppose n ≥ 4, et que W est de type Dn. Notons (i j) et (i j)
′ les
re´flexions respectivement de´finies par
(i j) : (z1, . . . , zi, . . . , zj , . . . , zn) 7→ (z1, . . . , zj , . . . , zi, . . . , zn)
(i j)′ : (z1, . . . , zi, . . . , zj , . . . , zn) 7→ (z1, . . . ,−zj , . . . ,−zi, . . . , zn)
vij et v
′
ij , tij, t
′
ij les vecteurs de base et les ge´ne´rateurs correspondant respectivement a` (i j)
et (i j)′. L’action est alors de´crite par les formules
tij.vkl = vkl
tij.vjk = vik − vij
tij.vij = mvij
tij.v
′
kl = v
′
kl
tij.v
′
jk = v
′
ik − vij
tij.v
′
ij = v
′
ij

t′ij .vkl = vkl
t′ij .vjk = v
′
ik − v
′
ij
t′ij .vij = vij
t′ij .v
′
kl = v
′
kl
t′ij .v
′
jk = vik − v
′
ij
t′ij .v
′
ij = mv
′
ij
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ou` i, j, k, l de´signent des indices distincts. On note Vn = V l’espace vectoriel sous-jacent
engendre´ par les vij et v
′
ij, et T
D
n = g est engendre´e par les tij et t
′
ij . On conside`re T
D
n−1 ⊂ T
D
n ,
correspondant au sous-groupe parabolique maximal W˜ engendre´ par les (i j), (i j)′ pour
1 ≤ i, j ≤ n− 1, et Vn−1 ⊂ Vn la repre´sentation associe´e.
8.2. Restriction a` T Dn−1. On de´finit, pour tout 1 ≤ k ≤ n− 1,
uk =
∑
i≤n−1
i 6=k
vik + v
′
ik, u =
∑
{r,s}⊂[1,n−1]
vrs + v
′
rs, wk = v
′
kn − vkn
et qk = (4n−m− 11)(2n −m− 9)(vkn + v
′
kn)− 2(4n −m− 11)uk + 8u. Alors{
tij .qk = t
′
ij.qk = qk
tij .qj = t
′
ij.qj = qi
{
tij .wk = wk, t
′
ij.wk = wk
tij.wj = wi, t
′
ij.wj = −wi
ou` i, j, k sont distincts et compris entre 1 et n − 1. Si m 6∈ {4n − 11, 2n − 9}, on a une
de´composition en somme directe de T Dn−1-modules, irre´ductibles pour m ge´ne´rique, Vn =
Vn−1 ⊕ UDn−1 ⊕ U
A
n−1 ⊕ Sn−1 avec
Sous− espaces Dimension
Vn−1 = < vij , v′ij | 1 ≤ i, j ≤ n− 1 > #R˜
UDn−1 = < wk | 1 ≤ k ≤ n− 1 > n− 1
UAn−1 = < qk − qk+1 | 1 ≤ k ≤ n− 2 > n− 2
Sn−1 = < q1 + · · · + qn−1 > 1
On remarque que l’espace UAn−1 ⊕ S est l’intersection des noyaux des tij − t
′
ij , pour 1 ≤
i, j ≤ n − 1. D’autre part UDn−1 est la repre´sentation de Burau infinite´simale de type Dn−1,
et UAn−1 est la repre´sentation de Burau infinite´simale de type An−2, e´tendue a` T
D
n−1 par le
morphisme d’alge`bres de Lie T Dn−1 → Tn−1 de´fini par tij, t
′
ij 7→ tij .
8.3. Forme quadratique. La forme quadratique est de´finie par (vij |vij) = (v
′
ij |v
′
ij) = m−1,
(vij |vkl) = (vij |v
′
kl) = (v
′
ij |v
′
kl) = 0, (vij |v
′
ij) = 0 et (vij |vjk) = (vij |v
′
jk) = (v
′
ij |v
′
jk) = −1 si
#{i, j, k, l} = 4.
On constate facilement que (wk|wk) = 2(m − 1) et (wi|wj) = 0 si i 6= j. On en de´duit que
le discriminant de ( | ) sur UDn−1 est 2
n−1(m− 1)n−1. La restriction de ( | ) sur UAn−1 ⊕ S est
donne´e par (qk|qk) = α, (qi|qj) = β si i 6= j, avec
α = −2(m− 2n + 9)(4n + 4nm− 12m− 3−m2)(m− 4n+ 11)(m − 2n+ 7)
β = −4(m− 2n+ 9)(m− 2n + 7)(m− 4n+ 15)(m− 4n + 11)
donc son discriminant est (α− β)n−2(α+ (n− 2)β), avec
α− β = 2(m+ 3)(m− 2n + 7)(m − 2n+ 9)(m− 4n+ 11)2
α+ (n− 2)β = 2(m− 4n+ 7)(m− 2n + 7)(m − 4n+ 11)(m− 2n+ 9)2
On en de´duit comme pour le type A, par une re´currence facile, que
Proposition 17. En type Dn, n ≥ 3, le discriminant de la forme quadratique ( | ) vaut
(m− 4n+ 7)(m− 1)
n(n−1)
2 (m+ 3)
n(n−3)
2 (m− 2n + 7)n−1
et elle est de´finie positive ssi m > 4n− 7.
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