ABSTRACT Available bandwidth (AB) measurement technologies have been widely applied in evaluating the efficiency of the network communication. The performance of most existing AB measurement methods relies on the quality of the input data, which inevitably contains noises during the measurement. These noises can be multisourcing from end-to-end packet transmission and measuring, and in many practical situations, are nonnegligible compared with the value of measuring data. This paper focuses on estimating the end-toend AB in terms of packet delays from sampled data that is contaminated by noises. We propose a novel algorithm, referred to as the adaptive-threshold algorithm, that can estimate and adaptively adjust a threshold value to separate the packets affected by the queueing delays from the rest of the packets to further improve the accuracy of AB measurement. A laboratory network-based simulation has been presented to evaluate the performance of our proposed algorithm. Numerical results demonstrate that the proposed algorithm can significantly improve the accuracy of the measurement and the estimated AB is within 10% difference from the true AB.
I. INTRODUCTION
End-to-end available bandwidth (AB) is the remaining capacity of a path, which indicates the amount of traffic that can be sent along the path without congestions. AB measurement is of critical importance for traffic engineering, QoS evaluation, streaming applications, server selection and congestion control. For many bandwidth-demanding applications like video streaming and big data, AB is a more reasonable network metric than packet delay or packet loss to support applications' strategic decisions like routing and server selection. For example, in applications such as P2P file transmission, the AB between hosts is important to achieve the optimal transmission rate. Similarly, AB measurement can help to make better routing decisions [1] and further improve the performance of dynamic adaptive streaming over HTTP [2] . While AB measurement has been widely investigated in the literature, most existing works rely on either noise-free input data or injecting a sizable amount of probing traffic which may result in network congestion during probing process.
Most existing AB measurement methods can be classified into active and passive ones. In the active methods, a sequence of probe packets will be actively injected into the network in controllable ways. The end-to-end AB estimation result can then be obtained by analyzing the receiving patterns of probe packets gives. In the passive methods, the network status will be passively monitored without injecting any probe packet. A number of sensors need to be deployed in the network to collect necessary statistics that is used to estimate AB. Generally speaking, active methods provide more accurate AB measurement results compared to the passive ones and therefore have been widely applied into many practical systems [3] . Most existing active methods use delays of probe packets as the input data, which inevitably contains various noises come from network devices and end hosts. For example, different processing time of packets due to internal schedulings of routers may experience different noises due to the stochastic traffic load. In another example, the time to perform a system call and the delay of system interruption on end hosts can also contain noises generated from the variable workload of router operation system. These variable and multisourcing noises are sometimes nonnegligible and can even exceed the true AB results. Let us consider an example of delay measurements obtained from 200 probe packets in a Network Simulator-2 [4] simulation environment as shown in Fig. 1 . In this experiment, probe packets are sent into a ten-hop end-to-end path and packet delays are measured at the other end of the path. In Fig. 1 , the relative delay value of each packet is equal to the delay of the packet minus the smallest delay value of all the packets. In this case, the packets that did not experience queueing (have the same transmission and propagation times) have zero relative values, forming a line at the bottom (rectangle in the figure). The path utilization can then be calculated as the ratio of the number of packets that are above the line to the total number of probe packets (the detail is introduced in Section III). However, when we repeat the same experiment in our laboratory network, the relative delay values are distributed quite different from that observed in Network Simulator-2 simulation environment, as shown in Fig. 2 . As we can see, there is no line that is formed by a set of points lies at the bottom of the figure, and there is only one packet that has the smallest delay value (rectangle in the figure). If we use the same method to calculate the path utilization, then the utilization is 199 200 ≈ 1, which is obviously incorrect (both the true value and the calculated by Fig.1 are 27% ). This phenomena shows that the distribution of packet delays observed in a practical environment can be much more complicated than what can be obtained by theoretical analysis. Various approaches were introduced to improve the accuracy of the AB measurement. For example, the authors in [5] investigated the sources of these noises and analyse their effects on bandwidth measurement algorithms. A number of methods have been proposed to reduce the effect of these noises. For example, the authors in [6] introduced global position system (GPS) to improve time accuracy, and [7] designed a new network measurement card, called Dag card, to record the timestamp on receiving packets, avoiding noises caused by the software of end hosts. However, these techniques require dedicated hardware and software, which may be unavailable in some practical systems. For example, in P2P file sharing platforms, hosts are ordinary users with commercial PC. Investing more hardware and software to improve the accuracy of AB measurements is generally impossible for this system. Currently, how to obtain accurate end-to-end AB measurement results from noisy data without requiring any further hardware and software investment is of great importance for many practical systems.
It is noted that the noises are multisourcing, variable and the variation range may be large. There is still a lack of an efficient method to separate the noises according to the sources. In this paper, we propose a novel active measurement method that can separate the noises from the useful results during the estimation (limited to packet delays affected by the combined noises). We provide detailed analysis on the obtained AB measurement results under various scenarios. An iterative algorithm has been proposed that can sequentially update the delay threshold using the previously observed packet delays. We establish a hardware experiment in our laboratory to evaluate the performance of our proposed algorithm. Numerical results show that our propose method can significantly improve the accuracy of the end-to-end AB measurement by sending non-instrusive probe packets.
II. RELATED WORK
Active end-to-end AB measurement algorithms can be categorized into three classes according to the modeling techniques they used.
Rate-based algorithms [8] - [10] exploit the concept of selfinduced congestion. Informally, if one sends probe packets at a rate lower than the AB, then the arriving rate of probe packets at the receiver will equal the sending rate. However, if the sending rate is higher than the AB, then the arriving rate will be lower than the sending rate.
Gap-based algorithms [11] - [13] send pairs of packets and compare the time gaps before and after the packet transmissions. Under the single-bottleneck link assumption (the bottleneck link is the link with the least AB in the path), the gap of the packet pairs can only be changed at the link with smallest AB, thus the difference of the time gaps reflects the congestion degree of the bottleneck link. As a result, the AB can be estimated.
Probability-based algorithms [14] , [15] send trains of probe packets at low rates (less than the AB) into the network. Statistically, some of the packets will not experience VOLUME 5, 2017 any queueing delays along the path while other packets will be observed a much large delay because of queueing. The proportion of non-queueing packets reflects end-to-end path utilizations, from which AB can be deduced.
It is noted that, rate-based algorithms will congest bottleneck link during probing process, and the single-bottleneck assumption of gap-based algorithms is strong, both are with limited practicalities. Probability-based algorithms are investigated to measure the AB in this paper.
III. SYSTEM MODEL AND PROBLEM FORMULATION
We follow the same probability-based mathematical model as [14] . In particular, for an one-hop path with only one traversed link i, if we inject probe packets into the path at rate r with Poisson process, then according to the PASTA property, the utilization of the path is expressed as
where u i and c i are the raw link utilization caused by the cross-traffic and the capacity of link i. For a multi-hop path that composed of a sequence of links {i|i = 1, 2, . . . n}, the path utilization is expressed as
and a first-order approximation of u(r) is
where a and b are constants to be estimated later. After a and b are obtained, the end-to-end AB can be derived as
It is noted that if probe packets from the sender to the receiver traverse along a path, the path utilization u(r) is the probability that a packet experience queueing in the path. Accordingly, with enough probe packets, the path utilization can be calculated from the ratio of the number of probe packets that are with queueing delays to the total number of probe packets.
To estimate a and b, two probing streams are sent at rates r 1 and r 1 , respectively, and path utilizations u(r 1 ) and u(r 2 ) are calculated with probe packet delays, then we obtain the following two equations:
a and b can then be derived by jointly solving the above equations. Finally, the AB of the considered path can be calculated by (2) . A drawback of the above method is that it cannot track the AB if it varies. To solve this issue, instead of projecting a line, we can follow the same line as [15] to apply Kalman Filters (KF) after the path utilizations u(r 1 ) and u(r 2 ) are obtained to derive a and b. By applying KF, real-time estimations of the AB can be obtained. We omit the details for the limit of space. Please refer to [15] for details.
According to the example of packet delays affected by noises in Section I, probe packets have different delay values even they do not queue during the transmission. Then there is no clear linear division exists between queueing packets and non-queueing packets in the transmission. These noises make it difficult to measure the delay threshold that separates the packets with and without queuing delays.
Currently, there is still a lack of an efficient method to quantify these noises. In the following, we will build a model to adaptively learn the delay value, referred to as the delay threshold caused by noises, and use it to separate packets with and without queueing delays, then calculate the path utilization as the input to an existing probability-based algorithm.
According to (1), if we send probe packets at three different rates, r 1 , r 2 and r 3 , and assume the path is not congested, then we have
which immediately gives
Now consider the time delay of probe packets from sender to receiver, denoted as t d . Theoretically, it consists of two parts without considering the system noises: the first part, t f , is the sum of transmission delay, propagation delay, and processing delay, and should be a fixed value; the second part, t q , is the total queueing delay when traversing the network path. For simplicity, we approximate the queuing system of the end-to-end path transmission using M /M /1 model with the Possion arrival of probe traffic, then by queueing theory, the cumulative distribution function(CDF) of t q is
or equivalently
So, for a given t, the proportion of probe packets whose delays are greater than t should be P(t d > t), providing that the total number of packets is large enough. Without considering the system noises, t f is the value that separates the packets with and without queueing delays, because the packets without queueing delays have only t f , and other packets have t f plus various queueing delays.
Our goal is to find the threshold value of t, say t * , such that u = P(t d > t * ) which calculates the actual path utilization. Note that without system noises, t * = t f ideally, and t f should be recognized easily since it equals the smallest delay of all packets. However, the measured delay contains various system noises as shown in Fig. 2 , t * should be update as t * = t f +X , where X is a random variable that denotes system noises. So, no clear dividing line exists between queueing packets and non-queueing packets. We design the following method to find t * .
The expected measured path utilityũ(r) under the threshold t with noise X is
u(r) = E(ũ(r; X )) = E(P(t d + X > t)).
Suppose X is i.i.d, then there must exists a constant X such that
Therefore we havẽ
where λ 0 is the rate of the cross-traffic. For three different probing rates we havẽ
Let f (t) = (λ 0 + r 3 )e (λ 0 +r 3 )(t−X −t f ) −(λ 0 + r 2 )e (λ 0 +r 2 )(t−X −t f ) (λ 0 + r 2 )e (λ 0 +r 2 )(t−X −t f ) −(λ 0 + r 1 )e (λ 0 +r 1 )(t−X −t f ) , and f (t) is an increasing function showing in the following theorem.
Theorem 1: Prove that f (t) = ae at −be bt be bt −ce ct is increasing on (0, +∞), where a > b > c are constants.
Proof: Let g t (s) = se ts , then g t (s) = e ts + tse ts . By Lagrange mean value theorem,
The derivative of f (t) is
here, we have ξ 1 > ξ 2 > 0 and t > 0, so f (t) > 0, and f (t) is increasing on (0, +∞).
The measured path utilization equals true path utilization when t = t * as explained before, then
when t > t * , by monotonicity of f (t) we have
Similarly, if t < t * ,
IV. PROPOSED ALGORITHM
According to the observations from (5) and (6), the direction to adjust current threshold t can be obtained by comparing f (t). Continuing the above procedure, threshold t will eventually approach t * , and the measured path utilization will also match the true value as a result. From the monotonicity of f (t), it is clear that if the difference between f (t) and r 3 −r 2 r 2 −r 1 is large, so does the difference between current t and target t * . Accordingly, we take
as our step length, where α is a scale coefficient. Motivated by the above observation, we can provide the iterative calculation in Algorithm 1. The initial threshold t 0 is calculated by sorting the measured delays of the first round probe packets and taking the mid value. In this algorithm, three sequences of probe packets with random rates are generated, three path utilizations are calculated according to the threshold value t based on the delay values of probe packets.
Algorithm 1 Iterative Algorithm
Input: A end-to-end path. Output: The threshold t. BEGIN: 1 t ← t 0 , initialize the threshold. Generate a probing rate r i randomly, and then send a certain amount of probe packets at the rate in Possion process.
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Calculate the path utilizationsũ(r i ) as the ratio of the packets with delay values higher than the threshold t to the total number of probe packets. Flag ← False end end END VOLUME 5, 2017 Then using (5) and (6), we adjust t sequentially until the final threshold value t * is obtained. Then the path utilization is calculated with threshold t * , and the path utilization is input to the algorithm of [15] to derive a and b using KF. The end-to-end AB is derived accordingly.
V. NUMERICAL RESULTS
We set up a network in our laboratory to evaluate the performance of our proposed algorithm. The topology of our network is shown in Fig. 3 . In the network, four hosts P s , P c1 , P c2 and P r correspond to the probe traffic sender, two cross-traffic senders, and packet receiver, respectively. The connection from P s to P r is shared with other two cross-traffic connections from P c1 to P r and from P c2 to P r . We use links with the same capacity between router A and router B, and between router B and router C, and make the latter as the bottleneck of the end-to-end connection from P s to P r . The cross-traffic is generated from the trace file of our campus network that captured by Tcpdump [16] . The end-to-end AB from P s to P r is measured by the algorithm of [15] with the delay threshold calculated by Algorithm 1. Experiments are conducted under 10 Mbps and 100 Mbps bottleneck link capacities, respectively. In Figs. 4 and 5, stable cross-traffic are sent into the network from hosts P c1 and P c2 when the capacity of bottleneck is 10 Mbps and 100 Mbps, respectively. The true available bandwidths (the capacity minus the cross-traffic rate and probe traffic rate) are shown in the figure. In Fig. 4 , our proposed algorithm achieves a significant performance improvement after two iterations of threshold update, and the AB obtained is about 10% higher than the true value in average. In Fig. 5 , when the capacity of the bottleneck link is set to 100 Mbps, The proposal algorithm also achieves a good performance with the proposed iterative algorithm, and the AB measured is close to the true value (about 5.9% difference averagely). The cases that the volumes of cross-traffic changes dramatically are also investigated. In Fig. 6 , the AB is dramatically changed at the beginning of the experiment. The proposed algorithm can follow this change and provides a good measurement of the AB, which achieve about 8% difference averagely to the true one after the dramatic change. Figure 7 shows that when the bottleneck capacity is 100 Mbps, the proposal algorithm can still follow the dramatic change of the AB, and provide a good performance of measurement, which is about 9.5% difference averagely to the true value. It is noted that the proposed algorithm has a higher AB measurement than the true value in all experiment we investigated in Figs. 4 to 7 . This is because that we simplify the queueing model of path transmission as M /M /1, and it optimistically treats the network traffic.
We have tried large networks with more hops for the end-to-end connection, such as, ten hops, and similar results are obtained. We do not show them here for brevity.
VI. CONCLUSION
The existing probability-based methods measures the endto-end AB based on the assumption that the probe packets that did not experience queueing have the same delay value, which ignores the effect of system noises caused by the internal schedulings of devices. We have proposed an iterative algorithm to obtain an accurate delay threshold from packet delays that contains system noises, which enables the accurate estimation of path utilization. Numerical results demonstrate that our proposed algorithm performs efficiently in laboratory network environment. 
