We investigate the complexity of 1) computing the characteristic polynomial, the minimal polynomial, and all the invariant factors of an integer matrix, and of 2) verifying them, when the coefficients are given as input.
Introduction
The motivation for our work is twofold: 1) we want to understand the computational complexity of some classical problems in linear algebra, 2) by locating such problems in small space complexity classes we want to clarify the inclusion relationship of such classes.
In contrast, the determinant of a matrix is complete for GapL [Dam91, Tod91, Vin91, Val92] , the class corresponding to GapP in the logspace setting. This huge difference in the complexity of the two problems 1 is somewhat surprising since the permanent and the determinant have almost the same cofactor expansion; the only difference comes with the sign. GapL turns out to capture the complexity of many other natural problems: computing
• the powers of a matrix, • iterated matrix multiplication, • the inverse of a matrix, • the characteristic polynomial of a matrix.
There are also graph theoretic problems related to counting the number s-tpaths in a graph.
Interesting decision problems can be derived from the above problems. For example, instead of computing the inverse of a matrix, it often suffices to decide whether the inverse exists. That is, to decide whether the determinant is zero or not. More generally, this motivates the complexity class C = L where one has to verify the value of a GapL function. Problems that are complete for GapL yield verification problems that are complete for C = L. For example, the determinant is GapL complete and checking singularity is complete for C = L. In case the result is a matrix or a tuple of numbers there is a subtlety one has to be careful about: for example when we say that matrix powering is in GapL, what we mean is that each entry of the resulting matrix can be computed within GapL. I.e., for a n × n matrix A this yields n 2 GapLfunctions, one for each entry of A m , and each of which is complete for GapL. Now there are two variants of the verification version: in the first version we have to verify one entry, say (A m ) i,j for given i and j. In the second version, we have to verify all the entries, i.e., A m . Both versions are complete for C = L.
But the situation can be different. An example is provided by the inverse of a matrix (if it exists). Again we have two variants of the verification problem.
• Verify one entry of the inverse: given matrix A, a, i and j, decide whether (A −1 ) i,j = a.
This problem is complete for C = L. The second variant is as follows.
• Verify the inverse of a matrix: given matrices A and B, check whether A −1 = B.
This problem can be solved by computing the product AB and comparing it with the identity matrix. Hence this can be solved in NC 1 , a subclass of C = L. In other words, verifying one entry of the inverse is a harder problem than verifying all elements.
2 In the latter problem, we put too much information in the input.
We consider the following problem.
• Verify the characteristic polynomial of a matrix:
given a matrix A and the coefficients of a polynomial p, check whether χ A = p.
It follows from a theorem of Berkowitz [Ber84] that this problem is in C = L, and Santha and Tan [ST98] asked whether it is complete for this class.
Recall that the determinant is the constant term in the characteristic polynomial of a matrix and that verifying the determinant is complete for C = L. Now, with the different complexities of the above two inverse problems in mind, the question is: is it easier to verify all the coefficients of the characteristic polynomial than to verify just one of them? We show that this is not the case: verifying the characteristic polynomial is still complete for C = L.
The minimal polynomial of a matrix is one of the factors of the characteristic polynomial of the matrix. Algorithms to compute the minimal polynomial have been studied for a long time. The best known deterministic algorithm to compute the minimal polynomial of an n × n matrix makes O(n 3 ) field operations [Sto98] . The Smith normal form of a polynomial matrix can be computed by a randomized NC 2 -circuit, i.e., in RNC 2 [KS87] . Therefore the rational canonical form of a matrix and the minimal polynomial of a matrix can be computed in RNC 2 as well. In the case of integer matrices there are even NC 2 -algorithms [Vil97] .
We take a different approach to compute the minimal polynomial of an integer 2 Note however that we don't know whether
matrix: we show that the problem can be reduced to matrix powering and solving a system of linear equations. Therefore it is in the class AC 0 (GapL), a subclass of NC 2 . With respect to the hardness of the problem we show that matrix powering can be reduced to the minimal polynomial of a matrix. Therefore the latter problem is hard for GapL. With respect to the verification of the minimal polynomial, we have a similar situation as for the characteristic polynomial: verifying whether the constant term c 0 of the minimal polynomial of a matrix A is zero is complete for C = L, because c 0 = 0 iff A is singular. We show that verifying all the coefficents is still hard for C = L.
The system of all invariant factors of a matrix A completely determines the structure of A, i.e., these factors are invariant under similarity transformations. Note that the minimal polynomial of A is the first polynomial in its system of all invariant factors. For integer matrices, the invariant factors can be computed in NC 2 [Vil97] . We extend our results and techniques to the verification of all the invariant factors of a given integer matrix: it is in
One goal of our research is to determine the complexity of algebraic problems as described above, i.e., in the ideal case, to show them complete for some complexity class. Another goal we have in mind is to clarify the relationship of these complexity classes. The may be most challenging open problem here is whether C = L is closed under complement. Many related classes have this property:
• The most popular one is nondeterministic logspace, NL, shown by Immerman [Imm88] and Szelepcsényi [Sze88] .
• For symmetric logspace, SL, this was shown by Nisan and TaShma [NTS95] .
Also, for probabilistic logspace, PL, it is trivial. For unambiguous logspace, UL, it is open as well. For the latter class, however, Reinhardt and Allender [RA97] showed that the nonuniform version of it, UL/poly, is closed under complement. This motivates the conjecture that UL might be closed under complement too.
One possible way of proving C = L to be closed under complement is to reduce the singularity problem to the nonsingularity problem. That is, given a matrix A, construct a matrix B (in logspace) such that A is singular if and only if B is nonsingular. It is well known that one does not need to consider an arbitrary matrix A: one can assume that A is an upper triangular matrix except for the entry in lower left corner (see [ABO99] ). To prove our hardness result for the characteristic polynomial, the minimal polynomial, and the invariant factors we manipulate such matrices. We think that it is quite interesting to see such transformations, because this can give some hints on how to come up with a reduction as above to solve the complementation problem for C = L. Therefore the methods we use are interesting in their own right. For more background and interesting results we recommend the paper of Allender, Beals, and Ogihara [ABO99] .
The paper is organized as follows. After some definitions in the next section, we present all the upper bounds, i.e., inclusions in complexity classes, of the above mentioned problems in Section 3. Our main results are the lower bounds, i.e., the hardness results, in Section 4. The reason for this organization is that we obtain the hardness results via a reduction that is successively extended from one problem to the next one. That way, this line of arguments is not interrupted.
Preliminaries
Complexity Classes. For a nondeterministic logspace bounded Turing machine M, we denote the number of accepting paths on input x by acc M (x), and by rej M (x) the number of rejecting paths. The difference of these two numbers is gap
For the counting classes, we have #L, the class of functions acc M (x) for some nondeterministic logspace bounded Turing machine M, and GapL based analogously on functions gap M (x). Based on counting, we consider the class C = L: a set L is in C = L, if there exists a f ∈ GapL such that for all x:
x ∈ L ⇐⇒ f (x) = 0.
Since it is open whether C = L is closed under complement, it makes sense to consider the Boolean closure of C = L. i.e., the class of sets that can be expressed as a Boolean combination of sets in C = L. For our purposes, it suffices to consider the following two classes:
is defined as the class of intersections of sets in
For sets A and B, A is AC 0 -reducible to B, if there is a logspace uniform circuit family of polynomial size and constant depth that computes A with unbounded fan-in and-, or-gates, not-gates, and oracle-gates for B. In particular, we consider the classes AC 0 (C = L) and AC 0 (GapL) of sets that are AC 0 -reducible to a set in C = L, respectively a function in GapL. Cook [Coo85] defined DET as the class of functions that are NC 1 -reducible to the determinant, i.e., the class NC 1 (GapL) (see [Coo85] for a precise definition). The known inclusion relations of these classes is as follows:
A set A is AC 0 many-one reducible to a set B, in symbols:
if there is a function f ∈ AC 0 such that for all x we have x ∈ A ⇐⇒ f (x) ∈ B. All reductions used in this paper are AC 0 many-one reductions.
Linear Algebra. Let A ∈ F n×n be a matrix over the field
The Cayley-Hamilton Theorem states that χ A (x) is an annihilating polynomial. The characteristic polynomial is a monic polynomial : its highest coefficient is one. The minimal polynomial of A, denoted µ A (x), is the unique monic annihilating polynomial of A with minimal degree.
The invariant factors of (xI − A) (or A, for short) are defined as the following (monic) polynomials:
The characteristic polynomial of A is the product of all the invariant factors, that is χ A (x) = i 1 (x) · · · i n (x). Note that the minimal polynomial of A is the first invariant factor, i.e., µ A (x) = i 1 (x). The n×n polynomial diagonal matrix that has the invariant factors of A as its diagonal entries (starting with i n (x)) and zero elsewhere is the Smith normal form of xI − A.
We decompose the invariant factors into irreducible divisors over the given number field F :
where
The irreducible divisors e 1 (x), e 2 (x), . . . , e s (x) are distinct (with highest coefficient 1) and occur in
jn,s , which are different from 1, are called the elementary divisors of A in F Note that the coefficients of the characteristic polynomial and the invariant factors of an integer matrix are all integers. Furthermore, the set of eigenvalues of A is the same as the set of all roots of χ A (x) which, in turn, is the set of all roots of µ A (x).
Problems. Next, we define some natural problems in linear algebra we are looking at. If nothing else is said, our domain for the algebraic problems are the integers.
(1) PowerElement
Input: an n × n matrix A and i, j, and m,
Input: an n × n matrix A and i ≤ n.
Input: an n × n matrix A and i ≤ n. Output: c i , the i-th coefficient of the minimal polynomial
Input: an n × n matrix A and j, k ≤ n. Output: the k-th coefficient of the j-th invariant factor of the matrix A. For each of them, we define the verification problem as the graph of the corresponding function: for a fixed function f (x), define v-f as the set all pairs (x, y) such that f (x) = y. This yields the verification problems v-PowerElement and v-Determinant. With respect to v-CharPolynomial, v-MinPolynomial and v-InvSystem, we take the tuple of all coefficients of a polynomial as the underlying function. I.e., for example in v-CharPolynomial, we have given A and c n−1 , . . . , c 0 , and have to decide whether 1, c n−1 , . . . , c 0 are the coefficients of χ A (x).
A GapL-complete function yields a C = L-complete verification problem. Hence v-PowerElement and v-Determinant are complete for C = L. We note that a special case of v-Determinant is Singularity, where one has to decide whether the determinant of a matrix A is zero. Singularity is complete for C = L as well. In case of v-CharPolynomial we have a tuple of n underlying GapL-functions. The constant term, c 0 , is complete for GapL (because c 0 = (−1) n det(A)). But not all coefficients are complete for GapL: for example c n−1 is the trace of A (the sum of all elements on the main diagonal). Therefore c n−1 can be computed in NC 1 .
It was an open problem whether v-CharPolynomial is complete for C = L [ST98] . We show that this is indeed the case.
A similar comment can be made for v-MinPolynomial. The characteristic and the minimal polynomial of a matrix A have the same set of roots, namely, the eigenvalues of A, and their respective constant terms are the products of these roots. Therefore A is singular iff the constant term of the minimal polynomial of A is zero, and hence the zero-test of the constant term is complete for C = L. We show that also v-MinPolynomial, where we have to verify all the coefficients, is hard for C = L. The same hardness result holds for v-InvSystem.
Upper Bounds
The Characteristic Polynomial. Berkowitz [Ber84] showed that for a given matrix A one can construct in logspace a sequence of matrices such that all the coefficients of χ A (x) appear in the iterated product of these matrices. Since each element of an iterated matrix product can be computed in GapL, it follows that each coefficient of χ A (x) can be verified in C = L. Since C = L is closed under logspace conjunctive reductions, also v-CharPolynomial can be solved in C = L.
The Minimal Polynomial. We mentioned in the previous section that the minimal polynomial µ A (x) of an integer matrix A can be computed in NC 2 [Vil97] . We take a different approach (see [HJ85] , Section 3.3, problem 5) and show that MinPolynomial is in AC 0 (GapL), a subclass of NC 2 .
Let p(x) = x m +c m−1 x m−1 +· · ·+c 0 be a monic polynomial and A be a matrix. Then p(x) = µ A (x) , iff 
In other words, the vectors a m , . . . , a 0 are linearly dependent. Consequently, for some monic polynomial q with degree k < m, the inequation q(A) = 0 means that the vectors a k , . . . , a 0 are linearly independent.
In summary, the coefficients c m−1 , . . . , c 0 of µ A (x) are the (unique) solution of the system (1), for the smallest m where this system has a solution. Hence we have the following algorithm to compute µ A (x). In step 1 in the above algorithm, each element of a i can be computed in GapL. In step 2, checking linear independence of given vectors is in coC = L and linear dependence is in C = L (see [ABO99] ). In step 3, we have to solve a linear system of equations. Since the vectors a m−1 , · · · , a 0 are linearly independent and a m , a m−1 , · · · , a 0 are linearly dependent, the system of linear equations in step 3 has a unique solution. Let C be the n 2 × m matrix with columns a m−1 , . . . , a 0 , i.e., C = (a m−1 · · · a 0 ). In step 3 we have to solve the system Cc = −a m in the unknown c = (c m−1 , . . . , c 0 )
T . Define the m × m matrix B and vector b of length m as
Since C has full column rank, matrix B is nonsingular. Therefore
Hence we obtain the unique solution in step 3 as c = B −1 b. The inverse of a given matrix can be computed in GapL. When m is known after step 2, each entry of B and b is computable in GapL, and therefore each entry of B −1 b is in GapL as well [AAM99] . In summary, each coefficient c i of µ A (x) can be computed in AC 0 (GapL).
Theorem 2 MinPolynomial ∈ AC 0 (GapL).
In the corresponding verification version we have given A and the coefficients of a monic polynomial, and have to decide whether these coefficients represent in fact the minimal polynomial of A.
To verify the minimal polynomial we can simplify the above algorithm for MinPolynomial as follows: Since the components of vectors a i can be computed in GapL (line 1), the first condition in line 2 can be decided in C = L. For the second condition, let B be the symmetric m × m matrix defined above, i.e.,
Now, a m−1 , . . . , a 1 , a 0 are linearly independent iff B is nonsingular.
Since each entry of B can be computed in GapL, the determinant of B can be computed in GapL as well [AAM99] . Thus the latter test can be done in coC = L. Therefore v-MinPolynomial can be decided by a C = L predicate in conjunction with a coC = L predicate.
The Invariant Factors. The system of all invariant factors of an integer matrix can be computed in NC 2 [Vil97] . We show that the invariant factors can be verified in AC 0 (C = L).
Proof . Let S = {i 1 (x), . . . , i n (x)} be the system of n given monic polynomials and let A be an n × n matrix. The algorithm exploits a result from linear algebra (see [Gan77] ): we construct the companion matrices that correspond to the non-constant polynomials in S. Let D denote the diagonal block matrix of all these companion matrices. Then S is the system of all invariant factors of A iff A is similar to D. Testing similarity can be done in
Lower Bounds
The characteristic polynomial is known to be hard for GapL. In this section we show that the same holds for the minimal polynomial and the invariant factors. We show that all the corresponding verification problems are hard for C = L.
A problem known to be complete for GapL is PowerElement where one has to compute the entry (i, j) of A m , for an n×n integer matrix A. W.l.o.g. we can focus on entry (1, n) of A m , i.e. (A m ) 1,n . Consequently, v-PowerElement is complete for C = L. We take PowerElement and v-PowerElement as the reference problems to show our hardness results. Since the construction of the graph G below in this section can be done in AC 0 , all reductions here are AC 0 many-one reductions.
Verifying the Characteristic Polynomial
The reduction from v-PowerElement to v-CharPolynomial builds on techniques from Toda [Tod91] and Valiant [Val92] to reduce iterated matrix multiplication to the determinant. In parts of our presentation we follow [ABO99] .
Proof . Let A be an n×n matrix and 1 ≤ m ≤ n. We will construct a matrix B such that the value (A m ) 1,n occurs as one of the coefficients of χ B (x).
Interpret A as representing a directed bipartite graph on 2n nodes and e edges. That is, the nodes are arranged in two columns of n nodes each. In both columns, nodes are numbered from 1 to n. If entry a k,l of A is not zero, then there is an edge labeled a k,l from node k in the first column to node l in the second column. The number of non-zero entries in A is exactly e. Now, take m copies of this graph, put them in a sequence and identify each second column of nodes with the first column of the next graph in the sequence. Call the resulting graph G ′ . Graph G ′ has m + 1 columns of nodes, and each column has exactly n nodes. The weight of a path in a graph is the product of all labels on the edges of the path. The crucial observation now is that the entry at position (1, n) in A m is the sum of the weights of all paths in G ′ from node 1 in the first column to node n in the last column. Call these two nodes s and t, respectively. Add an edge labeled 1 from t to s, and call the resulting graph G. An example for the above construction of G for A = The thicker edges indicate the two paths from s to t. The weights of these two paths sum up to 3, which is the value of (A 3 ) 1,3 . For the characteristic polynomial of the adjacency matrix B we get χ B (x) = x 12 − 3x 8 . As we will see in Section 4.2, for the minimal polynomial we get µ B (x) = x 8 − 3x 4 .
Let B be the adjacency matrix of G. So B is an N × N matrix, where N = (m + 1)n is the number of nodes of G. Let the characteristic polynomial of B have the form
where I N is the N × N identity matrix. We give two ways how to compute the coefficients c i in χ B (x):
(1) one way is to use elementary linear transformations and bring the polynomial matrix xI N − B into triangular block form. Then the characteristic polynomial of B can be computed from the resulting polynomial matrix. (2) a very elegant proof is provided by combinatorial matrix theory. From there we know that the coefficients of the characteristic polynomial can be expressed as cycle covers in the graph
We start by giving the combinatorial argument which is much shorter than the algebraic argument.
The Combinatorial Way
It is known that the coefficient c i in χ B (x) equals the sum of the disjoint weighted cycles that cover N −i nodes in G, with appropriate sign (see [BR91] or [CDS80] for more details). In the graph G, all edges go from a layer to the next layer. The only exception is the edge (t, s). So any cycle in G must use precisely this edge (t, s), and then trace out a path from s to t. Therefore each cycle in G has exactly the length m + 1, and the weighted sum of all these cycles is precisely (−1) m+1 (A m ) 1,n (for the sign, recall that we consider xI N − B). The sign of the cycle (as a permutation) is (−1) m . Hence
and all other coefficients must be zero. That is, for a = (A m ) 1,n ,
is the characteristic polynomial of B.
The Algebraic Way
We consider the adjacency matrix B of the graph G. Except for the edge from t to s, graph G is acyclic. Thus we can put the nodes of G in such an order, that adjacency matrix B is upper triangular for the first N − 1 rows with zeros along the main diagonal. The last row of B has a one in the first position (representing edge (t, s)), and the rest is zero.
Now we can write B as a (m + 1) × (m + 1) block matrix as follows
Matrix A occurs m-times on the upper sub-diagonal of B. L is the n×n matrix with a one at position (n, 1) and zero elsewhere. The empty places in B are all zero (matrices).
Therefore xI N − B has the form
. . . . . .
To compute χ B (x) we transform xI N − B into an upper triangular block matrix. Note that it already is upper triangular except for matrix L in the lower left corner. We want to eliminate this block.
The first step is to multiply the last block row by xI n , and add to it the first block row multiplied by L (from right). This transforms the last block row into 0, − AL, 0, . . . , 0, x 2 I n .
In the second step, we multiply the last block row again by xI n , and add to it the second block row multiplied by AL (from right). This transforms the last block row into
Continuing that way for m iterations, we bring the last block row into 0, . . . , 0,
Let D(x) be the resulting upper triangular matrix. The diagonal of D(x) is xI n , . . . , xI n ,
The determinant of D(x) is the product of the determinants of diagonal blocks, that is
It remains to compute the determinant of
Recall the form of matrix L: the only non-zero entry is a 1 in the lower left corner. Therefore A m L has the last column of A m as its first column and 0 elsewhere. Hence
is an n × n lower triangular matrix with the diagonal
Note however that this is not the same as χ B (x): we changed χ B (x) with each multiplication of the last block row by xI n , and we did this m-times. Therefore
In summary, both methods explicitly yield the coefficients of χ B (x) and we have
This proves the theorem.
Corollary 6 v-CharPolynomial is complete for C = L.
The Minimal Polynomial
We show in this section that the minimal polynomial of a matrix is hard for GapL. To do so, we extend the reduction from v-PowerElement to v-CharPolynomial to a reduction from PowerElement to MinPolynomial. Namely, we show that the minimal polynomial of the matrix B above has the value (A m ) 1,n as one of its coefficients.
MinPolynomial.
Proof . We consider the N × N matrix B from the previous section. The characteristic polynomial of B is χ B (x) = x N − ax N −(m+1) . We claim that the minimal polynomial of B is µ B (x) = x 2m+2 − ax m+1 .
Recall that polynomial d N −1 (x) is the greatest common divisor of all subdeterminants of (xI N −B) of order N −1. We observe that the sub-determinant at position (1, 1) is x N −1 . Hence d N −1 (x) = x l for some l. Therefore the minimal polynomial must have the form
. We claim that µ B = p m+1 . To prove our claim, we have to show that p m+1 (B) = 0 and p k (B) = 0 for all k < m + 1. To do so, we explicitly compute all the powers of B, i.e., B i for i = 2, . . . , m + 1. We get
The general form of B i for i ≤ m is as follows
Finally, matrix B m+1 is a diagonal block matrix. Its i-th diagonal block is
2 is therefore a diagonal block matrix too. Its i-th diagonal block is the square of the i-th diagonal block of B m+1 , i.e., 
It remains to prove p k (B) = B m+1+k − aB k = 0 for all k ≤ m. Note that it suffices to prove this for k = m, because p k (B) = 0 for some k implies p k+1 (B) = 0.
We consider the blocks at position (1, m + 1) in B 2m+1 and B m :
as the product B m+1 B m . Then it is easy to see that the block at position (1, m + 1) is A m LA m . Now, if p m (B) = 0, then we must have A m LA m = aA m . However, the latter equation cannot hold: by Lemma 9 below we can assume that A is nonsingular. Therefore rank(A m LA m ) = 1, whereas rank(aA m ) = n, for a = 0, and 0, otherwise. We conclude that p m (B) = 0.
In summary, we get µ B (x) = x 2m+2 − ax m+1 , where a = (A m ) 1,n . This proves the theorem.
Corollary 8 (1) MinPolynomial is hard for GapL,
It remains to justify that we may assume A to be nonsingular (in the proof of Theorem 7).
Lemma 9 Suppose A is an n × n matrix. Then there is a nonsingular upper triangular p × p matrix C (that can be easily constructed) such that (C m ) 1,p = (A m ) 1,n .
Proof . Define C as a (m + 1) × (m + 1) block matrix
where I is the n × n identity matrix. Then C is nonsingular and C m has the following form
and, for p = (m + 1)n, we have (C m ) 1,p = (A m ) 1,n as claimed.
The Invariant Factors
Since the minimal polynomial is the first polynomial in the system of all invariant factors, it follows from Theorem 7 that this system is hard for GapL as well.
Now we show that the verification of the system of all invariant factors is hard for C = L.
Theorem 10 v-InvSystem is hard for C = L.
Proof . We continue with the setting from the proof of Theorem 7, in particular with matrix B. Our goal is to determine the system of all invariant factors of B. We have already shown that i 1 (x) = µ B (x) = x 2m+2 − ax m+1 , where (A m ) 1,n = a. It remains to compute the invariant factors i 2 (x), . . . , i N (x) of B.
From the proof of Theorem 7 we know that Define g i to be the number of occurrences of the elementary divisor x i , and let r i denote the rank of B i . The following formula relates the ranks to numbers g i (see [Gan77] , Chapter VI):
for i = 1, . . . , t, where r 0 = N and t is the smallest index such that r t−1 > r t = r t+1 . We can actually compute all the ranks r i from the matrices B i which we have already computed in the proof of Theorem 7.
By Lemma 9 we may assume that rank(A) = n and therefore rank(A i ) = n for all i. Consider the general form of B i for 1 ≤ i ≤ m. The rank of B i equals the sum of the ranks of the matrices on the lower and upper sub-diagonals.
• Each of the m+1−i blocks on the upper sub-diagonal of B i has the form A i , and rank(A i ) = n. 
From equation (3) we can deduce the invariant factors: we have n − 2 factors x m+1 (note that one of the n − 1 elementary divisors x m+1 occurs in i 1 (x)), furthermore N − n(m + 1) factors x, and constant 1 as the remaining factors:
, for k = 2, . . . , n − 1,
x, for k = n, . . . , N − nm − 1, 1, for k = N − nm, . . . , N.
In summary, (A m ) 1,n = a iff i 1 (x) = x 2m+2 − ax m+1 , and i 2 (x), . . . , i N (x) as defined in (4) are the invariant factors of A. This completes the proof of Theorem 10.
Corollary 11 InvSystem is hard for GapL.
Summary and Open Problems
The following table summarizes the lower and upper bounds for the problems considered in this paper.
Problem
hard for contained in
An obvious task for further research is to close the gaps between the lower and the upper bounds where they don't match.
Another important question is whether C = L is closed under complement. In the case of an affirmative answer, C = L would equal AC 0 (C = L). In particular this would close the gap for v-InvSystem and v-MinPolynomial (and would solve lots of other problems (see [ABO99] )).
Furthermore, the comments of the anonymous referees helped to improve the presentation of the paper.
