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Resumo
O crescimento do tráfego na rede mundial de computadores tem impulsionado a pesquisa
em tecnologias que consigam usar a infraestrutura já instalada da forma mais eficiente
possível. Essa infraestrutura é, em maior parte, composta de fibra óptica. Para aumentar
sua eficiência foi proposta uma nova geração de redes ópticas, chamadas redes elásticas,
que adotam um paradigma flexível de ocupação do espectro óptico aumentando subs-
tancialmente seu aproveitamento. Contudo, um ambiente heterogêneo no qual diferentes
classes de tráfego convivem pode levar a uma competição e discriminação de algumas
classes em detrimento de outras. Neste trabalho estudamos políticas de alocação espec-
tral que visam garantir um eficiente uso da banda óptica, mantendo uma alta ocupação
do espectro e eliminando a discriminação entre classes de acesso em uma rede sob alta
carga de tráfego.
Palavras-chaves: redes ópticas elásticas; enlace único; imparcialidade; congestionamento
Abstract
The traffic growth in the global computer network has driven the research on technolo-
gies that are able to use the infrastructure already installed as efficiently as possible. This
infrastructure is, for the most part, composed of optical networks. In order to increase
its efficiency, a new generation of optical networks, called elastic networks, was proposed
adopting a flexible paradigm of optical spectrum occupancy, substantially increasing its
utilization. However, a heterogeneous environment where different classes of traffic coexist
can lead to competition and discrimination of some classes to the detriment of others. This
work studies spectral allocation policies aimed at guaranteeing an efficient use of the opti-
cal bandwidth, maintaining a high spectral occupation and eliminating the discrimination
between access classes in a network under a heavy traffic.
Keywords: elastic optical networks; single link; fairness; heavy traffic
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1 Introdução
Contextualização
O tráfego de dados nas redes de telecomunicações sempre esteve em forte cres-
cimento desde o advento dos primeiros serviços na internet nas últimas décadas do século
XX. Na década de 70, os sistemas de comunicação já enfrentavam os primeiros gargalos
em sua capacidade com cabos metálicos já saturados em uma transmissão majoritaria-
mente de voz. Com o tempo, serviços como e-mail e sites passaram a disputar espaço na
infra-estrutura dos cabos crescendo fortemente e superando em muito o tráfego de voz
que dobrava de volume apenas a cada década. Como os usuários se conectavam a inter-
net por meio de linhas telefônicas a saturação do sistema exigiu uma nova estrutura que
suportasse este crescimento.
Na década de 1980, o desenvolvimento e implementação das primeiras fibras
ópticas monomodo e lasers permitiu a continuidade da expansão do tráfego da internet.
Inicialmente a enorme capacidade de vários THz das fibras permaneceu inexplorada, mas
isso mudou a partir dos anos 90 com o advento das tecnologias WDM (wavelength division
multiplexing) que permitiram a propagação de vários comprimentos de onda concomitan-
tes, cada um deles com dezenas de Gbps. Para (AGRELL et al., 2016) a evolução das
comunicações ópticas pode ser dividida em três eras. A primeira era foi determinada pela
invenção e aplicação da detecção direta e uso de regeneradores. A segunda era compre-
ende os sistemas de longa distância não regenerados e sistemas WDM (wavelength division
multiplexing). A terceira e atual fase é determinada pelo uso da detecção coerente.
No início do século, esse crescimento se manteve exponencial (RAINIE, 2010)
e tem se mantido em pujante crescimento, atuando como um poderoso instrumento de de-
senvolvimento socioeconômico em diversas nações. Essa tendência vem se sustentando pelo
aumento e diversificação de serviços mais complexos e de maior necessidade de capacidade
como a distribuição de vídeo sob demanda, aplicações ponto-a-ponto e computação em
nuvem. Em conjunto a esse aumento na complexidade dos serviços, presenciamos também
um crescente número de usuários devido à popularização internacional de smartphones,
tablets e a democratização do acesso a internet (ANDERSON; WOLFF, 2010). Segundo
recente relatório divulgado pela CISCO, a taxa de crescimento do tráfego mundial de
dados aumentará a níveis próximos de 22% ao ano até 2020 (CISCO, 2016).
O investimento necessário para se instalar novas fibras é vultoso e tende a
ser evitado ao máximo pelos provedores de infra-estrutura. Existe então uma constante
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necessidade de aumentar o aproveitamento da fibra já instalada. Diversos grupos de tra-
balho e estudo tanto da indústria quanto da academia têm realizado um enorme esforço
no sentido de especificar novos esquemas de transmissão para auxiliar no processo de
desenvolvimento da nova geração de sistemas ópticos.
O desafio é melhorar o aproveitamento da rede instalada suportando um maior
número de clientes e taxas mais elevadas sem aumentar significativamente o custo de
infraestrutura das redes ópticas, o que passa necessariamente por aumentar a eficiência
espectral – ou seja aumentar a quantidade de informação transmitida através de uma
mesma fibra.
Embora a tecnologia WDM seja atualmente a mais abrangente no mercado
e seja capaz de oferecer transporte de alta taxa de bits, ela apresenta um inconveniente
devido à sua grade fixa. Estas redes requerem alocação total de uma larga fatia do espectro
mesmo quando a demanda de tráfego não é suficiente para preencher toda a capacidade
do comprimento de onda, o que leva a uma utilização ineficiente do espectro óptico.
Para enfrentar este problema, as Redes Ópticas Elásticas (EON - Elastic Op-
tical Network) foram apresentadas. Nelas a flexibilidade é a principal característica, espe-
cialmente na alocação de espectro e na escolha do esquema de modulação mais eficiente
para cada situação. Por esta razão, as EON também são chamadas de redes ópticas flexí-
veis (FON - Flexible Optical Network). Nas EON, o espectro é dividido em slots contíguos
em uma grade flexível, e os usuários podem solicitar o número de slots contíguos necessá-
rios para atender às suas necessidades de largura de banda. Assim o paradigma das redes
WDM, baseado em uma grade fixa, é substituído por uma paradigma flexível no qual
a grade de slots não mais obedece um aprovisionamento fixo, mas permite conexões de
diversos tamanhos a serem alocadas da melhor forma dentro do espectro.
As Redes Elásticas também são atraentes quando analisamos um aumento do
número de linhas com múltiplas taxas (NAG et al., 2010) que requerem mais versatilidade
do que as redes WDM legadas podem oferecer. Há de se notar também que os novos pa-
radigmas de computação que envolvem processamento em data-centers favorecem adoção
de redes elásticas. (KLINKOWSKI; WALKOWIAK, 2013)
Neste novo panorama de redes flexíveis, o problema de roteamento e atribuição
de comprimento de onda (RWA - Routing and wavelength assigment), que é central para a
rede em redes WDM, é substituído pelo problema de roteamento e atribuição de espectro
(RMSA - Routing, Modulation and spectrum assignment) nas redes EON. A alocação de
comprimentos de onda no espectro nas redes WDM se resume à escolha de slots que sejam
suficientes para acomodar a demanda e que esteja disponíveis em todo o trajeto da rede. Já
nas EON as requisições não serão designadas de acordo com canais padronizados seguindo
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uma grade fixa, mas alocados de acordo com a banda demandada, podendo tomar posição
em qualquer região do espectro em que esta banda estiver disponível. Essa banda pode
variar de acordo com o alcance, potência do sinal e vários outras características específicas
da transmissão se adaptando de forma ótima a cada caso (SOUZA et al., 2016).
A convivência de diferentes tipos de conexões na mesma rede traz também
novos desafios. Nessa nova forma de gerenciar o espectro, o gestor pode estar interessado
em diferentes estratégias para comercialização da capacidade disponível: podendo optar
por adicionar mais clientes em sua rede ou, em outro caso, dar preferência para clientes
que maximizem a vazão de dados na transmitidos. Também neste ambiente heterogêneo
surge o desafio de garantir acesso justo aos diferentes tipos de conexão sob o risco de
limitar o acesso de todo um perfil de usuários à internet.
Organização do trabalho
É sobre esses novos desafios que este trabalho se debruça. Começaremos apre-
sentando as características e técnicas de funcionamento e gerência utilizados neste novo
paradigma de rede óptica. E,de posse dessas ferramentas, analisaremos a operação de uma
rede óptica elástica submetida a uma alta carga de tráfego.
No primeiro capítulo, veremos o funcionamento das EON e como elas se di-
ferenciam das redes WDM convencionais, como seu espectro é organizado e ocupado.
Justamente a ocupação e gerência do espectro são o tema abordado no capítulo seguinte.
Técnicas de gerenciamento e alocação do espectro nos darão um panorama do ferramen-
tal disponível para operar uma rede elástica: algoritmos de alocação, desfragmentação e
particionamentos serão apresentados. Encerrando os fundamentos, o estudo das Cadeias
de Markov e seu uso para modelar redes de comunicação nos possibilitará a elaboração
do modelo de nossa rede em estudo para melhor compreendê-la e controlá-la.
O Capítulo 4 condensa os resultados deste trabalho. A rede em análise será
uma rede óptica elástica sob uma alta carga de tráfego com duas classes de usuários.
Primeiramente iremos analisar o comportamento da rede quando opera livremente sem
limitações para nenhuma das duas classes. Depois, iremos averiguar o impacto do uso de
particionamentos do espectro, ou seja, limitações do número máximo de ambos os tipos de
usuário ou limitando apenas um deles. E ainda, levando em consideração a flexibilidade de
sistemas que sejam adaptáveis em tempo real (redes definidas por software), estudaremos
critérios decisórios que podem ser usados por um gerente para adaptar a operação de sua
rede a o perfil de tráfego vigente em determinado momento.
Em todos estes cenários a imparcialidade e a eficiência do uso da rede serão
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o objetivo. Estudaremos a eficiência da ocupação da rede e sua vazão de tráfego em
cada situação. Também avaliaremos quão imparcial é esta rede entre as duas classes de
requisição. O critério decisório para a rede adaptável, ao fim, levará a uma operação o
mais imparcial possível e indicará qual partição é a melhor a ser adotada para atingi-la.
19
2 Redes Ópticas Elásticas
Nas últimas décadas o tráfego da rede tem crescido consistentemente. En-
quanto os elementos eletrônicos continuam a se desenvolver em ritmo exponencial, ainda
que em um passo cada vez mais lento, a capacidade das redes ópticas saíram de um
crescimento anual de 100% em 1990 para meros 20% em 2015 (WINZER, 2014). Esta dis-
paridade entre demanda e oferta das redes de comunicação pode nos levar a um colapso
das redes de comunicações ópticas (SILLARD, 2011).
Redes ópticas instaladas nos anos 2010 suportando cerca de 100 comprimentos
de onda com 100Gbit/s de capacidade cada, oferecem cerca de 10Tbit/s de banda agregada
por fibra. Com um crescimento de 40% ao ano, devemos esperar a necessidade de sistemas
comerciais oferecerem, por volta de 2024, (super)canais suportando 10Tbit/s em sistemas
com uma capacidade agregada de 1Pbit/s por fibra. Note que isto não exige que a fibra
esteja completamente em uso - o que também não era o caso das fibras instaladas em
2010 - mas a necessidade dessa capacidade instalada deve existir (AGRELL et al., 2016).
É necessário preparar as redes ópticas desde já para este novo cenário. A am-
pliação da capacidade da rede demanda tempo e investimento. Com intuito de encontrar
uma solução de compromisso entre aumento de capacidade e custo para implementá-lo,
espera-se que a atual infraestrutura de rede possa ser aperfeiçoada ao máximo evitando
ou postergando novos investimentos que, em geral são muito altos.
Neste capítulo iremos estudar algumas características das redes ópticas majo-
ritariamente utilizadas atualmente, WDM, e, em seguida, a proposta das Redes Ópticas
Elásticas que, utilizando a infraestrutura já instalada, traz ganhos de eficiência ao sistema
de comunicação ópticas.
2.1 Redes Ópticas WDM
Redes Ópticas são redes de comunicação que oferecem capacidade e conexões
de dispositivos ópticos necessários para realizar uma transmissão entre dois pontos por
via óptica (KIRCI; ZAIM, 2014). Redes WDM (Wavelength Division Multiplexing) são
redes ópticas nas quais dois usuários se comunicam usando um canal definido por um
comprimento de onda, uma faixa do espectro óptico disponível na fibra, dado uma grade
fixa de canais possíveis transmitidos multiplexados (ZANG et al., 2000).
Nas redes ópticas atuais, a banda óptica de operação é usualmente a Banda C :
comprimentos de onda entre 1530nm a 1565nm. No advento das redes WDM, o espectro
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da banda C foi subdividido em blocos de tamanhos iguais, 50GHz cada, na padronização
feita pela ITU (International Telecommunication Union) na norma ITU G.694 (RECOM-
MENDATION, 2006). Cada uma dessas faixas é associada a um comprimento de onda
como mostra a Figura 1. Cada comprimento de onda define um canal.
Figura 1 – Nas redes WDM o espectro óptico subdivido em uma grade fixa de faixas de
50GHz
Vamos definir como caminho óptico o percurso de um nó de origem até o nó de
destino em uma rede, por meio da qual um sinal é transmitido usando um comprimento de
onda contínuo sem demandar nenhuma conversão óptica-elétrica-óptica. Na ausência de
conversores de comprimentos de onda na rede, uma caminho óptico deve ocupar o mesmo
comprimento de onda em todas as fibras que formam a rota. A Figura 2 ilustra rotas
entre nós origem e destino por meio de caminhos ópticos em diferentes comprimentos de
ondas.
2.1.1 Gerenciamento de uma rede WDM
Quando um usuário solicita uma conexão em uma rede WDM, o sistema tem
que (i) selecionar uma rota para a mensagem entre os diversos nós que compõem a rede
(roteamento) e (ii) alocar adequadamente a requisição no espectro, ou seja, definir em
qual comprimento de onda a transmissão irá ocorrer.
As técnicas para lidar com este problema são chamados de algoritmos de Rote-
amento e Alocação de Comprimento de Onda, RWA (Routing and wavelength assignment).
Eles devem ser capazes de: determinar a rota apropriada, alocar o comprimento de onda
para a conexão e ainda configurar os optical switches que serão intermediários da conexão
(MUKHERJEE, 2000). Os algoritmos de RWA trabalham com as seguintes restrições:
∙ Durante toda a rota, da origem ao destino, o comprimento de onda alocado deve
ser o mesmo em todos os links intermediários;
Capítulo 2. Redes Ópticas Elásticas 21
Figura 2 – Exemplo de uma rede WDM com seus caminhos ópticos entre nós
∙ E todas as transmissões que compartilham o mesmo link devem ser alocadas em
diferentes comprimentos de onda.
Caso uma dessas restrições não possa ser atendida, a conexão é bloqueada para o usuário
(SANGEETHA et al., 2009).
Após determinada a rota e qual o comprimento de onda a ser utilizado pela
transmissão, os sinais transmitidos na rede são multiplexados de forma semelhante à mul-
tiplexação por divisão de frequência (FDM - Frequency Division Multiplexing). O tráfego
alocado em um comprimento de onda é multiplexado e transmitido na fibra óptica conco-
mitantemente a outros comprimentos de onda e, ao chegar ao destino, é demultiplexado
como mostra a Figura 3.
Figura 3 – Multiplexação por Divisão de Comprimento de Onda
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Figura 4 – Diferentes transmissões alocadas na grade fixa de uma rede WDM e suas res-
pectivas eficiências espectais
Cada um desses comprimentos de onda define um canal. As Redes WDM
modernas tipicamente suportam 88 canais. A Figura 4 mostra uma representação de
transmissões com diferentes taxas de dados convivendo no espectro.
Cabe ao algoritmo RWA determinar qual dos comprimentos de onda será de-
signado a qual transmissão. Essa estratégia de ocupação pode variar de caso a caso de
acordo com o objetivo e/ou interesse do operador da rede.
2.1.2 Eficiência espectral em redes WDM
A Figura 4 também sugere uma peculiaridade: a diferente eficiência do uso
da faixa de 50GHz por diferentes taxas de transmissão. Um sinal de 10G é facilmente
comportado pelo canal, contudo, neste paradigma de grade fixa, o espaço não usado pelo
sinal fica inutilizado e indisponível para outras conexões. Conexões de maiores taxas, no
entanto, ocupam de forma mais eficiente o canal, mas podem levar ao outro extremo:
os limites físicos das faixas fixas podem não ser capazes de oferecer a taxa necessária,
caso a demanda seja muito grande. Veja que, nessa representação, a transmissão de 100G
abrange a quase totalidade do espectro alocado para sua conexão.
Para analisar quão efetiva e eficientemente um canal óptico transmite informa-
ção usamos a razão de bits transmitidos por Hz ocupados, o que chamamos de Eficiência
Espectral. No caso da Figura 4, no sinal de 10G a eficiência espectral é de apenas 0,2
bit/Hz enquanto o sinal de 100G apresenta uma eficiência de 2 bits/Hz.
Vemos então os dois extremos da tecnologia WDM. Pequenas taxas, como a
conexão de 10G, desperdiçam espectro que permanece inutilizado e leva a uma baixa
eficiência no uso do espectro. Por outro lado, taxas mais elevadas, como 400G e 1T, não
são suportadas pois requerem canais maores do que os disponíveis na grade fixa de 50GHz
(EISENACH, 2013).
Para forçar o encaixe de conexões maiores, formatos de modulação mais ar-
rojados são utilizados tentando comprimir mais informação em menos espectro. No en-
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tanto,esses sinais são mais difíceis de transmitir por longas distâncias mantendo essa alta
eficiência espectral (JINNO et al., 2009b).
2.1.3 Super Canais
Promovendo uma certa engenharia, é possível realizar transmissões de gran-
des taxas usando a tecnologia WDM. Uma dessas possibilidade é usar múltiplos canais
combinados, como visto na Figura 5. Este grupo de comprimentos de onda é denominado
super canal por ser composto por várias subportadoras. Apesar de ser um conjunto de
Figura 5 – Transmissão de um sinal 400G por meio de supercanais WDM
canais individuais, o super canal é transmitido por toda a rota como uma entidade única.
Portanto, é necessário garantir a contiguidade de todas as subportadoras que as compõem
da origem ao destino.
Super canais deste tipo são uma forma de tentar trazer certa flexibilidade à
enrijecida grade fixa das redes convencionais. Contudo por limitações da tecnologia é
impossível eliminar os gaps espectrais (bandas de guarda) entre as subportadoras que são
necessários para permitir a correta filtragem das mesma.
É evidente o interesse dos operadores das redes em aumentar a eficiência da
utilização de sua infra-estrutura instalada. Então buscou-se construir uma rede mais fle-
xível, mais dinâmica e capaz de garantir mais eficiência no uso do espectro. Essa proposta
de rede rompe com a restrição da grade fixa e propõe uma rede elaborada sobre uma
menor unidade mínima de banda que, combinável, pode formar canais de maior capaci-
dade. Dessa forma é possível contemplar largura de bandas distintas, ainda menores que
50GHz e, ao se combinar em canais maiores, suportar as novas gerações de tecnologias de
transmissão (400Gb/s e 1Tb/s) e taxas ainda maiores.
As Redes Ópticas Elásticas foram elaboradas para melhor lidar com alocação
de recursos e, como isso, melhor administrar o espectro óptico das fibras e dos demais
recursos que compõem a rede, levando a menores custos operacionais (PALKOPOULOU
et al., 2012).
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2.2 Redes Ópticas Elásticas
As Redes Ópticas Elásticas (EON - Elastic Optical Networks) são impulsio-
nadas por requisitos não cumpridos pelo paradigma das redes WDM: suportar taxas de
transmissão superiores a 100Gb/s, possibilitar diversidade de larguras de banda entre as
diferentes conexões, diminuir o espaçamento entre os canais, ajustar o formato de mo-
dulação para cumprir os requisitos de demanda eficiente e ainda permitir que a camada
óptica se comunique diretamente com a camada do usuário (GERSTEL et al., 2012).
Esse novo paradigma foi introduzido pela ITU-T na recomendação G.694.1
(RECOMMENDATION, 2012) com a definição de uma grade de frequências flexíveis. Essa
granularidade é possível com uso de tecnologias como a OFDM (Orthogonal frequency-
division multiplexing) e Nyquist pulses, sendo essa segunda a de maior adoção, que su-
portam subportadoras de até 12,5GHz aglutináveis. Interessante notar que esta nova re-
comendação é uma expansão da recomendação G.694 (RECOMMENDATION, 2006) que
normatiza as redes WDM, portanto, as EON são um aperfeiçoamento das mesmas tra-
zendo um novo paradigma de ocupação espectral no mesmo ambiente de transmissão
multiplexada dos canais.
Essas tecnologias endereçam de forma satisfatória os limitantes vistos anteri-
ormente. Por meio dela é possível oferecer canais menores que os rígidos 50GHz da grade
fixa das redes WDM convencionais e também romper seus limites superiores criando ca-
nais de maior largura. Pode-se combinar várias subportadoras para comportar tráfegos
de diferentes tamanhos, como os supercanais, mas inova permitindo que subportadoras
adjacentes se sobreponham, graças a sua modulação ortogonal, possibilitando a cons-
trução de supercanais sem as perdas com as bandas de guarda entre as subportadoras
(CHRISTODOULOPOULOS et al., 2011) (ARMSTRONG, 2009).
A Figura 6 (a) mostra a formação desses supercanais combinando subporta-
doras contíguas e, com isso, criando um canal capaz de suportar maiores taxas de trans-
missão. A Figura 6 (b) mostra a convivência de duas transmissões simultâneas no mesmo
link, compostas por diferentes subportadoras combinadas.
O objetivo das EONs é, por meio de uma mudança de paradigma tecnoló-
gico, alocar banda óptica de tamanho apropriado ao volume de tráfego ou requisição do
usuário de uma forma espectralmente eficiente e escalável, ou seja, atender às seguintes
características (JINNO et al., 2009b):
∙ Acomodação de canais menores que um comprimento de onda: como des-
crito anteriormente, redes WDM requerem a alocação completa da capacidade de
um comprimento de onda entre o nó de origem e o nó de destino. As EONs permi-
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Figura 6 – Composição de subportadoras para formação de supercanais
tem um melhor custo-benefício, permitindo a alocação de faixas espectrais menores
que um comprimento de onda.
∙ Acomodação de canais maiores que um comprimento de onda: Como visto
quando falamos de super canais, a agregação de links é uma tecnologia já disponível
(IEEE 802.3) combinando múltiplos canais para ser capaz de atender um tráfego
maior que as limitações de um canal isolado. As Redes Elásticas, permitem a cri-
ação de super canais combinando caminhos ópticos contíguos no domínio óptico,
garantindo eficiência no uso dos recursos espectrais.
∙ Acomodação de taxas de dados heterogêneas Por fim, as Redes Elásticas
permitem a acomodação de diferentes taxas de bits no domínio óptico, graças a sua
granularidade e habilidade de agregar canais.
Para a implementação das Redes Elásticas são necessárias inovações tanto no
software quanto no hardware das redes de comunicação óptica. Os principais componentes
possibilitadores da tecnologia são: transmissores/receptores com largura de banda flexí-
vel (BVT - Bandwidht Variable Transceiver) e switches seletivos de espectro (flex WSS
- Wavelength Selective Switch) (GERSTEL et al., 2012). Há ainda em estudo e desen-
volvimento diversas soluções multiportadoras para implementação dos transdutores da
próxima geração: CoWDM (Coherent Division Multiplexing) (FRASCELLA et al., 2010),
Co-OFDM (Coherent Optical Frequency Division Multiplexing) (SHIEH et al., 2008) e
Dynamic OAWG (Optical Arbitrary Generation) (SCOTT et al., 2010).
Ora, para fazer jus aos investimentos necessários, as EONs devem mostrar
superior desempenho em operação. A Tabela 1 (GERSTEL et al., 2012) compara, em
termos de eficiência, um link de 300km usando uma rede de grade fixa e usando uma
rede elástica. Vemos que as vantagens das rede flexível podem ser muito significativas. Na
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tabela, DP-QPSK é sigla para Dual Polarization - Quadrature Phase Shift Keying; DP-
QAM significa Dual Polarization - Quadrature and Amplitude Modulation e o número que
o precede descreve o índice de modulação (que representa o número variações do sinal da
portadora em relação a seu nível não modulado). A eficiência na última coluna é calculada
adicionando ao canal proposto pelas redes elástica (múltiplo de 12,5GHz) uma banda de
guarda de 10GHz.
Tabela 1 – Ganhos em eficiência em uma rede flexível ponto-a-ponto assumindo uma grade
fixa de 50GHz na tecnologia DWM, 10GHz para as bandas de guarda e sub-
portadoras de 12,5GHz na composição dos supercanais da EON
Taxa
(Gb/s)
Formato de
Modulação
Banda do Canal
(GHz)
Solução em
Grade Fixa
Solução em EON
(Ganho em Eficiência)
40 DP-QPSK 25 + 10 1 canal de 50GHz canal de 35GHz(vs 50GHz = 43%)
100 DP-QPSK 37,5 + 10 1 canal de 50GHz canal de 47,5GHz(vs 50GHz = 5%)
100 DP-16QAM 25 + 10 1 canal de 50GHz canal de 35GHz(vs 50GHz = 43%)
400 DP-QPSK 75 + 10 4 100Gb/sem 4 canais de 50GHz
canal de 85GHz
(vs 200GHz = 135%)
400 DP-16QAM 75 + 10 2 100Gb/sem 2 canais de 50GHz
canal de 85GHz
(vs 100GHz = 17%)
1000 DP-QPSK 190 + 10 10 100Gb/sem 10 canais de 50GHz
canal de 200GHz
(vs 500GHz = 150%)
1000 DP-16QAM 190 + 10 5 200Gb/sem 5 canais de 50GHz
canal de 200GHz
(vs 250GHz = 25%)
É notório que as Redes Elásticas apresentam maior eficiência, mas esse ganho
varia de acordo com o cenário. Podemos notar, por exemplo, que a conexão de 200Gb/s
usando 16-QAM com dupla polarização é compatível na grade fixa, tornando-o a alterna-
tiva mais eficiente nesta tecnologia e, assim, reduzindo a disparidade para uma configu-
ração de rede flexível.
Diferentemente das redes WDM convencionais, na qual o formato de modu-
lação é escolhido para o maior alcance, nas EONs, as tecnologias para composição de
subportadoras também se combina com tecnologias avançadas de modulação que permi-
tem o adensamento e melhor uso do espectro para cada conexão de acordo com o alcance
exigido em cada caso (IZQUIERDO-ZARAGOZA et al., 2014). Essa mudança pode re-
duzir as perdas espectrais em até 60% (GERSTEL et al., 2012).
Uma análise detalhada de parâmetros para seleção de formato de modulação
e número de subportadoras de acordo com as condições do canal e da rede pode ser
encontrada em (SOUZA et al., 2016).
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2.2.1 Gerenciamento de uma Rede Elástica
Neste novo ambiente onde é necessário otimizar os recursos combinando sub-
portadoras para atender diferentes demandas de tráfego, os algoritmos de RWA legados
das redes WDM não são mais eficazes (TOMKOS et al., 2014). Se antes a alocação
de uma conexão se resumia a delegar um comprimento de onda ao usuário requerente,
agora o algoritmo de gerenciamento deve analisar disponibilidade de banda no espectro,
se há contiguidade destas subportadoras vacantes para comportar o tráfego do usuário e
ainda qual a modulação compatível para a distância, volume e banda dessa conexão. Os
algoritmos responsáveis por essa alocação de recursos são denominados algoritmos de Ro-
teamento, Modulação e Alocação Espectral, RMSA (Routing, Modulation and Spectrum
Assignment).
Essa nova unidade mínima de banda doravante denominada slot, ocupa uma
faixa de 12,5 GHz. Como visto na Figura 7, cada slot define um canal por si só e, caso
necessário, os slots podem ser combinados para formar canais de maior capacidade.
Figura 7 – Rede flexível com conexões de diferentes larguras de banda concomitantes
Se conhecemos previamente o tráfego da rede ou sabemos como estimá-lo com
segurança, podemos dimensionar a rede com justeza. Podemos definir quantas conexões
estarão ativas simultaneamente, durante quanto tempo e como elas estarão distribuídas no
espectro. Esse problema é tratado em alguns trabalhos: (SARIDIS et al., 2015), (STRAUB
et al., 2006) ou (VELASCO et al., 2016).
Já em um cenário dinâmico da operação, a rede recebe requisições de forma
aleatória sem prévio conhecimento por parte do algoritmo de gerenciamento. Assim como
chegam, as conexões também terminam aleatoriamente. Portanto, a alocação de recursos
deve ser feita em tempo real e tão rapidamente quanto possível. Para cada requisição,
o algoritmo RMSA deve avaliar se há recursos suficientes para atendê-la: se houver, a
requisição é aceita e alocada no espectro; se não, a requisição é rejeitada.
O processo de RMSA se inicia com a seleção de uma rota da rede entre os nós
de origem e destino. Em seguida é definida quanta banda, ou seja, quantos slots são ne-
cessários para acomodar o tráfego de dados desejado. Essa definição é feita determinando
Capítulo 2. Redes Ópticas Elásticas 28
o melhor formato de modulação compatível com a extensão do link, potência do sinal e
outros parâmetros físicos. Por fim, o processo termina na busca de slots disponíveis no
espectro da rota anteriormente determinada. Note que as restrições precisam ser correta-
mente atendidas: contiguidade dos slots formadores do canal, o que obriga que os canais
em todas as fibras que compõem a rota usem a mesma frequência (PATEL et al., 2012).
2.2.2 Fragmentação
Ainda neste novo paradigma de maior complexidade,a gerência da rede deve
lidar com novos tipos de fragmentação (WANG; MUKHERJEE, 2014). Em redes WDM
há certo tipo de fragmentação ao ser necessário garantir a continuidade do mesmo com-
primento de onda de uma transmissão em todos os links que compõem uma rota. Esse
tipo de fragmentação é denominada horizontal e nela conexões já estabelecidas entre os
diversos nós da rede impedem que seja criada uma nova conexão.
Nas Redes Elásticas, como transmissões de tamanhos diferentes começam a
coexistir no mesmo ambiente espectral, o sistema passa também a apresentar fragmen-
tação dentro da própria fibra. A fragmentação vertical cria lacunas no espectro, ou seja,
slots, que apesar de vacantes, estão isolados e não são suficientes para acomodar uma
conexão não podendo ser utilizados. Isso não ocorre nas redes WDM porque todas as
conexões ocupam a mesma parcela de espectro, como as faixas são fixas o tráfego tem
apenas uma classe. Dessa forma, qualquer requisição pode ser alocada na rede porque
caberia em qualquer faixa vacante.
A Figura 8 ilustra ambos os problemas de fragmentação. Uma rede A-B-C
recebe uma requisição de conexão entre os nós A e C com uma banda de 4 slots. O link
A-B tem quatro slots disponíveis, mas eles não são contíguos devido a uma estratégia
deficiente de ocupação do espectro (Fragmentação Vertical). O link B-C também possui 4
slots disponíveis e contíguos, mas eles não tem correspondentes em toda a rota e, portanto,
não atendem ao critério de continuidade do espectro (Fragmentação Horizontal).
A fragmentação causa dois efeitos degradantes no desempenho da rede. Primei-
ramente, aumento do número de requisições bloqueadas, o que reduz a ocupação efetiva
da rede. Em segundo lugar, a fragmentação causa, em especial, prejuízo maior a conexões
maiores ao reduzir a probabilidade de serem alocadas. Se houvesse uma requisição menor
(1 ou 2 slots) tanto para os links A-B ou para o link B-C, ela seria atendida. Esse fenô-
meno no qual uma classe de tráfego é discriminada em detrimento a outras é chamado de
parcialidade da rede. Não é uma característica desejável, por prejudicar majoritariamente
tráfegos de bandas maiores que, via de regra, utilizam o espectro de forma mais eficiente
e são mais economicamente interessantes. (IZQUIERDO-ZARAGOZA et al., 2014).
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Figura 8 – Fragmentação em uma rede flexível
Duas estratégias podem ser adotadas para lidar com essa situação: (i) impedir
que a fragmentação ocorra ou (ii) corrigir a fragmentação após sua ocorrência. Algorit-
mos de RSMA tem tradicionalmente sido otimizados para otimizar a capacidade da rede,
reduzindo a fragmentação e a probabilidade de bloqueio. Diversas técnicas que corrigem
a fragmentação após sua ocorrência também foram propostas e são denominadas desfrag-
mentadores.
O objeto de estudo deste trabalho é uma rede single-link, ou seja, não apre-
senta fragmentação horizontal. No próximo capítulo serão tratados algoritmos de gerência
espectral de Redes Flexíveis e também políticas e técnicas para evitar e tratar a fragmen-
tação vertical.
2.3 Camada cliente da rede óptica
Neste trabalho, tanto nas redes WDM convencionais quanto nas redes elásticas,
um canal é uma fração do espectro óptico que fisicamente define um percurso da origem ao
destino. Portanto, falamos de um recurso físico da rede a ser alocado para uma solicitação
de conexão.
Por sua vez, sobre este recurso físico, o caminho óptico, a transmissão pro-
priamente dita é realizada por meio de um elaborado sistema de protocolos e sub-redes
chamados camadas-cliente. Elas são chamadas assim pois tem uma relação cliente-servidor
entre si, cada uma se apoiando nos recursos oferecidos pela camada mais baixa. Estes pro-
tocolos processam os dados da transmissão no domínio elétrico, realizando funções como
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multiplexação por divisão de tempo (RAMASWAMI et al., 2009).
Por meio destes protocolos é possível fazer sofisticadas combinações e empaco-
tamentos de dados de forma a emular canais sub-𝜆. Essas tecnologias virtualmente criam
conexões menores que um comprimento de onda, organizando os dados de tal forma que
diferentes conexões trafegam concomitantemente dentro de um mesmo canal definido pelo
comprimento de onda.
As camadas-cliente predominantes atualmente são: SONET/SDH, que fazem
o papel de integrar o transporte de voz e de dados; OTN (Optical Transport Network),
uma versão mais genérica de integração; GFP (Generic Framing Procedure), de aplicação
ainda mais genérica; Ethernet; IP (Internet Protocol); MPLS (Multiprotocol Label Swit-
ching), que serve para oferecer garantia de QoS a serviços diferenciados na Internet; RPR
(Resilient Packet Ring); e SAN (Storage-Area Network), que são redes de armazenamento
para proteger dados, por exemplo de instituições financeiras.
Esta lista também inclui tecnologias mais modernas como CDN (Content De-
livery Networks), que são utilizadas para distribuir conteúdo (como serviços de streaming
de vídeo); as redes de Data Centers e o suporte à Nuvem. Além destas também importante
levar em consideração o tráfego gerado pelos celulares.
Essas estruturas são necessárias para lidar com as limitações atuais das redes
e são soluções implementáveis em nossa atual compreensão do complexo sistema que são
as redes de comunicação. Assim permite-se o desenvolvimento das redes de comunicações
enquanto garante-se o funcionamento de antigas tecnologias e aplicações legadas. Com o
advento de novas formas de ocupação do espectro, uma eletrônica mais veloz e o uso de
uma maior capacidade computacional, o que inclui inteligência artificial, futuras propostas
podem trazer simplificação para esta miríade de protocolos sobrepostos. As soluções atuais
são ótimos locais, mas uma abordagem mais ampla das redes ópticas pode nos levar a um
ótimo global.
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3 Algoritmos e Políticas de Gerenciamento
Temos interesse em administrar as Redes Ópticas Elásticas de forma a obter
um funcionamento eficaz, eficiente e imparcial. Para isso, complementando o capítulo
2, veremos agora algoritmos de alocação espectral e também políticas de gerenciamento
do espectro que visam aumentar a eficiência de seu uso. Além destes, iremos tratar de
algoritmos e técnicas para reduzir e tratar a fragmentação vertical do espectro óptico.
3.1 Algoritmos de RMSA
A operação de uma rede óptica exige a gestão de diversos protocolos, restri-
ções e equipamentos que precisam trabalhar em conjunto para que o fluxo de informação
ocorra de forma ótima e confiável. Os elementos administrados pelos algoritmos de ge-
renciamento da rede abrangem desde o nível mais baixo, na escolha dos parâmetros da
transmissão da luz na fibra, até as camadas superiores de controle de acesso ao meio,
tráfego e interconexão de sistemas.
Redes WDM tradicionais adotam um sistema de gerenciamento denominado
Roteamento e Alocação de Comprimento de Onda, cuja sigla em inglês é RWA (Routing
and Wavelenght Assignment). O roteamento é a operação de escolha da melhor rota na
rede (nós e fibras) para transferência de dados. Já a operação de alocação de comprimento
de onda é a escolha da faixa de frequência, dentre uma grade fixa de comprimentos de
onda possíveis, que será utilizado como canal para essa transmissão. Os algoritmos de
RWA devem respeitar as seguintes restrições: (i) o comprimento de onda selecionado não
pode estar em uso por outro usuário no mesmo enlace, (ii) o comprimento de onda deve
estar disponível por toda a rota e (iii) essa escolha deve, na medida do possível, não
dificultar a alocação de novas conexões futuras.
No novo cenário das Redes Ópticas Elásticas, os algoritmos que solucionam o
problema RWA não apresentam o mesmo desempenho. Isso ocorre porque no paradigma
de redes flexíveis, as conexões não tem frequências e tamanhos fixos e pré-definidos posi-
cionados nos espectro. Aqui os problemas passam então a ser de Roteamento e Alocação
de Espectro, em inglês RSA (Routing and Spectrum Assignment).
Como visto em (SOUZA et al., 2016) a modulação impacta muito no desem-
penho da rede ao permitir que transmissões de taxa de bits semelhantes tenham ocupação
espectral diferente de acordo com as especificidades de cada conexão, dessa forma, im-
pactando a eficiência espectral e energética da rede. Portanto, também é interesse que o
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formato de modulação usado na transmissão seja configurável ao estabelecer-se a trans-
missão. Nesse caso, como visto na Figura 9 o algoritmo gerente da rede passa a tratar de
problemas de Roteamento, Modulação e Alocação de Espectro, RMSA (Routing, Modu-
lation and Spectrum Assignment).
Figura 9 – Processo de RMSA
Problemas de roteamento e alocação espectral são NP-hard (CHRISTODOU-
LOPOULOS et al., 2011), então a maior parte dos trabalhos propõem heurísticas para
resolvê-los. Há diversas abordagens: (i) heurísticas que resolvem simultaneamente o pro-
blema de roteamento e o problema de alocação, chamados Algortimos de um passo (WAN
et al., 2011) (PATEL et al., 2011a); (ii) heurísticas que atacam um problema de cada vez,
chamados Algoritmos de dois passos (WAN et al., 2011) (CHRISTODOULOPOULOS et
al., 2011) (WANG et al., 2011a) (ALMEIDA et al., 2013) (WANG et al., 2012) (ZHU
et al., 2013), (iii) heurísticas que levam em consideração a distância da rota e qual o
formato de modulação melhor se aplica, Algoritmos adaptativos à distância (JINNO et
al., 2010) (TAKAGI et al., 2011b); (iv) heurísticas focadas em tratar a parcialidade da
rede (WANG; MUKHERJEE, 2014); (v) heurísticas focadas em tratar a fragmentação
da rede (YIN et al., 2013) (WANG; MUKHERJEE, 2014) (CHEN et al., 2014); dentre
muitos outros.
Os vários tipos de algoritmos de RMSA devem levar em consideração as se-
guintes restrições em sua solução(WANG et al., 2011a):
∙ Restrição de capacidade da subportadora: Cada subportadora deve ser usada
para a formação de um único canal.
∙ Restrição da continuidade do espectro: Por toda a rota escolhida, a transmissão
deve usar a mesma faixa de espectro, ou seja, o mesmo conjunto de subportadoras
combinadas em todos os trechos da rota.
∙ Restrição da contiguidade do espectro: Todas as subportadoras que compõem
o canal devem ser contíguas.
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∙ Restrição da banda de guarda: Em torno da faixa w de frequências delegada a
uma determinada transmissão, há uma faixa GC reservada para a banda de guarda.
Então a faixa [w-GC,w+GC] não pode ser usada por nenhuma outra conexão.
∙ Restrição da demanda de tráfego: Entre dois nós quaisquer da rede, s e d, o
tráfego que parte de s deve ser o mesmo que chega em d. Não deve haver adição ou
subtração de tráfego entre os nós.
Não serão foco deste trabalho os equipamentos e tecnologias habilitadoras
das Redes Elásticas (como o desafio de gerenciar as bandas de guarda). O espectro será
encarado como uma sucessão de blocos fixos de 12,5GHz combináveis respeitando as
Restrições de Contiguidade e Continuidade. Para estudos detalhados de tecnologias de
implementação das EONs, suas restrições técnicas e implementação, excelentes discussões
são desenvolvidas em (JINNO et al., 2009a), (JINNO et al., 2009b), (WANG et al., 2011b),
(KOZICKI et al., 2009), (TOMKOS et al., 2014).
3.1.1 Roteamento
Os resultados apresentados neste trabalho são frutos da análise de uma rede
single-link, ou seja, em nosso contexto não há necessidade de roteamento. Contudo, para
redes maiores que as aqui analisadas é um aspecto bastante significativo e de alto impacto
nos resultados.
Assim como nas redes WDM convencionais, nas EONs a etapa do roteamento
é aquela com objetivo de encontrar uma rota entre o nó de origem e o nó destino da
transmissão usando uma ou múltiplas subportadoras consecutivas.
Embora tanto RMSA e RWA devam levar em consideração a alocação de re-
cursos espectrais e sua continuidade para determinar o caminho óptico, nas redes elásticas
a complexidade do problema é maior à medida que levamos em consideração as peculi-
aridades da tecnologia. Primeiramente, para um caminho espectral composto por múlti-
plas subportadoras, estas devem também ser consecutivas no domínio da frequência para
ser efetivamente modulada pelos transponders OFDM (o que é denominado restrição da
continuidade do espectro, como visto anteriormente). Em segundo lugar, apesar da sub-
portadoras dentro do caminho determinado poderem se sobrepor parcialmente, diferentes
canais devem ser separados no domínio da frequência por bandas de guarda quando dois
ou mais canais compartilharem a mesma fibra (WANG et al., 2011a). Essas banda de
frequência são necessárias para a correta filtragem dos canais e seu tamanho pode ser da
ordem de uma ou várias subportadoras (KOZICKI et al., 2009).
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O problema de roteamento pode ser visto como um problema do menor cami-
nho em um grafo. Os nós do grafo representam as interfaces de conexão da rede, onde
o tráfego pode ser multiplexado e demultiplexado para que seja distribuído em redes de
menor escala. As arestas do grafo podem ser entendidas como os enlaces da rede. Di-
versas técnicas para a solução desse problema já foram exploradas na literatura. Como
mostrado em (BERTHOLD et al., 2008), uma técnica bastante comum para a solução
desse problema é o algoritmo de Dijkstra.
Exite ainda a possibilidade de utilizar a técnica de multi-path routing (RUAN;
ZHENG, 2014). Nesse tipo de abordagem, para um requisição de banda B, o algoritmo
de roteamento deve encontrar 𝑁 ≥ 2 caminhos disjuntos em enlaces que tenham banda
agregada de, pelo menos, B. Assim, o algoritmo distribui a banda igualmente entre os
caminhos encontrados.
3.1.2 Modulação
Como já vimos, redes elásticas tem como propriedade definidora a capacidade
de gerar ocupações adaptáveis a cada tipo de conexão. Neste cenário dois usuários que
solicitem conexões com mesma taxa de bits podem ser alocados com diferentes números
de slots. Isso ocorre porque há várias outras características que devem ser levadas em con-
sideração ao se alocar uma conexões: a distância de cada conexão, por exemplo, interfere
na escolha do formato de modulação utilizado na transmissão.
O componente óptico que faz a transformação do sinal digital no domínio
elétrico para o domínio óptico é denominado transceptor (transceiver em inglês). No
ambiente das redes elásticas, estes componentes devem ser capazes de lidar com a miríade
de características possíveis para uma transmissão.
Um desses parâmetros é o formato de modulação do sinal óptico transmitido. O
formato de modulação pode apresentar níveis crescentes de bits por símbolo, cuja escolha
impacta o alcance do sinal sem repetidores. Esta distância alcançada sem repetição é
denominada alcance transparente.
De forma oposta ao desejado quando se busca maior eficiência espectral, for-
matos de modulação que possuem maior ocupação espectral (constelações menos densas,
como as QPSK), são mais robustas a perdas com a distância do que os formatos de menor
ocupação (constelações mais densas, como as 16-QAM). Quanto maior a quantidade de
bits por símbolo no formato de modulação, menor será o alcance transparente do sinal
modulado. Isso se dá porque a agregação de bits por símbolo torna o sinal menos imune
ao ruído na presença das não linearidades da fibra, que obrigam a redução da distância
entre os pontos da constelação quando se aumenta o número destes para poder codificar
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mais bits por símbolo. Além disso, envio e recepção de sinais mais complexos também
aumentam o consumo de energia pelos componentes.
Portanto, ao haver uma requisição de conexão na rede, é desejado que o sistema
seja capaz de optar pelo formato de modulação que melhor alcance a distância requerida
levando em consideração os custos dessa escolha: eficiência da ocupação do espectro,
consumo de energia dos equipamentos e confiabilidade da transmissão.
Esse trade-off é analisado em (SOUZA et al., 2016). Nesse trabalho é analisado
o impacto da seleção de diversos parâmetros no desempenho dos transceptores ópticos
elásticos. Para dado alcance e taxa de bits desejados, são demonstrados quais devem ser
o formato de modulação, taxa de símbolo, taxa de código e número de subportadoras que
minimizam a ocupação da banda.
A Tabela 2 mostra, para uma taxa de 400Gb/s, os parâmetros ótimos que
devem ser utilizados para se obter uma transmissão com taxa de erro na ordem de 10−15
erros por recepções bem sucedidas. Nela, QAM é o formato de modulação Quadrature
and Amplitude Modulation e o número que o precede descreve o seu índice de modulação.
Tabela 2 – Parâmetros ótimos para uma transmissão de 400Gb/s
Alcance Formato deModulação
Largura de
Banda (GBd)
Número
de Slots
Número de
Portadoras
160 km 16-QAM 26 5 2
880 km 16-QAM 30 6 2
2428 km 16-QAM 24 7 3
3120 km 16-QAM 30 9 3
5000 km 8-QAM 32 10 3
6080 km 8-QAM 30 12 4
8000 km 8-QAM 32 13 4
3.1.3 Alocação Espectral
Algoritmos de alocação são técnicas que definem como as novas requisições
serão alocadas no espectro. Em redes ópticas convencionais (WDM), a banda de operação
do espectro é usualmente a Banda C (comprimentos de onda entre 1530nm a 1565nm).
Esta banda foi subdividida em blocos de tamanhos iguais, 50GHz cada, padronizados pela
ITU (International Telecommunication Union) (RECOMMENDATION, 2006). Portanto,
no ambiente das redes WDM as requisições são atendidas delegando-se uma dessas faixas
do espectro, não importando se a transmissão usa a completude da faixa. O algoritmo
de alocação deve posicionar as conexões nos blocos não ocupados por outras conexões.
Esses blocos alocados devem ser os mesmos em toda a rota da transmissão (como vimos
na Restrição de Continuidade do Espectro).
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Para o paradigma das redes elástiscas, a ITU padronizou a divisão do espectro
em blocos menores, de 12,5GHz, os slots. O diferencial aqui, no entanto, é que slots
vizinhos (Restrição da Contiguidade do Espectro) podem ser combinados para comportar
conexões de diferentes tamanhos.
Um modelo analítico pioneiro de ocupação da rede óptica elástica foi proposto
em (YU et al., 2014). Nele é realizado uma análise preliminar de todos os requerimentos
das redes elásticas e suas diferenças para o modelo de redes WDM. Ainda são sugeridas
métricas de desempenho para algoritmos de alocação espectral, com destaque para defini-
ção da taxa de fragmentação como o proporcional ao número de pares de slots contíguos
que estão em estados diferentes (ocupado/disponível). São apresentadas heurísticas para o
cálculo das probabilidades de estado com resultados suficientemente próximos dos obtidos
por meio de simulação.
O algoritmo de alocação deve ser capaz de ir além da simples localização de
bloco vazio e deve ser capaz de lidar com conexões heterogêneas que demandam diferentes
faixas do espectro respeitando suas restrições. A rede também é dinâmica, podendo haver
tanto chegadas de novas requisições de conexão quanto términos de conexões alocadas
anteriormente. Esses términos deixam faixas vazias no espectro que podem ser reaprovei-
tados para novas alocações.
Caso todos os usuários solicitassem conexões iguais em termos de ocupação es-
pectral (tráfego uniclasse), a perda causada pela fragmentação poderia ser evitada usando
um método de alocação que privilegie posições múltiplas da classe em questão. Contudo,
supor essa uniformidade das classes restringe uma das características mais poderosas das
EONs, que é a capacidade de suportar conexões de diferentes tamanhos. Portanto, a
alocação deve estar preparada para um tráfego multiclasse, na qual diferentes conexões
solicitam diferentes quantidades de slots. Neste cenário, uma má organização das conexões
alocadas pode gerar fragmentação e, com isso, pode levar ao bloqueio de novas conexões,
gerando perda de desempenho (WALDMAN et al., 2015).
A Figura 10 mostra uma situação na qual uma requisição de conexão é bloque-
ada devido à fragmentação. Inicialmente o espectro se encontra completamente ocupado
(a), quanto então ocorre o término de duas conexões de 1 slot cada (b). Mesmo havendo
2 slots disponíveis, a nova requisição de conexão de 2 slots tem que ser bloqueada por não
haver contiguidade (c) entre os slots disponíveis. O espectro se encontra fragmentado.
É papel do algoritmo de alocação evitar ou ao menos minimizar aos bloqueios
de requisição. Há vários tipos de algoritmos de alocação que se diferenciam quanto a
complexidade, probabilidade de bloqueio resultante e razão de slots contíguos disponíveis
no espectro em sua operação. Alguns deles podem ser visto a seguir (CHATTERJEE;
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Figura 10 – Fragmentação do espectro em redes elásticas
OKI, 2015):
∙ First Fit: neste algoritmo os slots são indexados e é mantida uma lista dos índices
disponíveis e usados. Quando há uma nova requisição, o algoritmo irá alocá-lo no
menor índice que consiga comportar a transmissão. Este algoritmo é muito interes-
sante por não exigir conhecimento do estado global da rede e apresentar uma baixa
complexidade computacional para ser implementado.
∙ Last Fit: de forma similar ao First Fit, este algoritmo aloca a conexão no primeiro
espaço disponível a partir da extremidade superior do espectro.
∙ Random Fit, o algoritmo escolhe aleatoriamente um bloco de slots suficientes para
atender a conexão demandada dentre os disponíveis e faz a alocação;
∙ First-Last Fit: como uma combinação dos dois algoritmos anteriores, nesta estraté-
gia é escolhido para a alocação o conjunto de slots disponíveis mais próximos de uma
das duas extremidades do espectro. Espera-se que assim haja mais slots disponíveis
contíguos do que o que se obtém com First-Fit ou Random Fit.
∙ Least Used: o algoritmo faz a alocação nos slots disponíveis que tenha sido usado no
menor número de links da rede. Caso haja mais de um, então aloca-se no de índice
mais baixo. Esse algoritmo é conveniente se for de interesse distribuir a carga de
tráfego por todo o espectro.
∙ Most Used: de forma oposta ao anterior, a alocação é realizada nos slots disponíveis
que tenha sido usado no maior número de links da rede. Da mesma maneira, caso
haja mais de um que atenda ao requisito, aloca-se no de índice mais baixo. Nesse
caso, prioriza-se o máximo reuso do espectro.
∙ Exact Fit: partindo do começo do espectro, este algoritmo procura pelo espaço vazio
que exatamente se enquadra no número de slots requeridos pela conexão. Caso não
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haja um espaço que se encaixe com exatidão, pode-se usar outro algoritmo para
realizar a alocação. Dessa forma, busca-se reduzir a fragmentação do espectro.
∙ Min Void: este algoritmo, dentre os espaços vazios disponíveis, aloca no menor;
∙ Max Void: em oposição ao anterior, dentre os espaços vazios disponíveis, este algo-
ritmo aloca no maior.
Diversas técnicas de alocação espectral para as redes elásticas foram propostas
na literatura (TOMKOS et al., 2014). Destacamos aqui uma proposta que, ao alocar slots
na fibra, leva em consideração informações globais da rede. É o caso First-Last-Exact
Fit (CHATTERJEE et al., 2016). O objetivo deste algoritmo é reduzir a fragmentação
da rede e, para isso, divide-se as conexões entre dois grupos: um grupo para as que
podem ser alocadas usando apenas um link e um outro grupo para as conexões que só
podem ser alocadas com dois ou mais enlaces. O primeiro grupo ele aloca usando uma
estratégia First-Exact Fit e as conexões do segundo grupo ele aloca usando a estratégia
Last-Exact Fit. Resultados mostram que em comparação com algoritmos tradicionais, a
fragmentação do espectro é reduzida e, portanto, o aproveitamento do espectro é maior.
Na próxima sessão, veremos políticas de supra gerência do espectro que tentam reproduzir
este resultado em detrimento do algoritmo (o que pode reduzir o custo computacional da
implementação).
Os algoritmos de alocação variam em desempenho e função. É importante
então levar em consideração sua aplicação para avaliação. Em (WALDMAN et al., 2015)
é mostrado que para um enlace único, qualquer algoritmo de alocação voraz (que busca
maximizar a ocupação imediatamente após a alocação) apresenta o mesmo desempenho
quando utilizada desfragmentação do espectro.
3.2 Políticas de Gestão do Espectro
A gestão do espectro vai além do algoritmo de alocação. A adoção de políticas
de gerenciamento permite definir como o espectro é subdividido, organizado e ocupado,
definindo o espaço no qual os algoritmos de alocação operam. Essas políticas também
podem ser ferramentas para resolver ou mitigar a imparcialidade.
Muitos autores focaram em maneiras de particionar o espectro, políticas que
dividem o espectro em regiões nas quais há preferência ou exclusividade para determinada
classe tentando, dessa forma, reduzir a discrepância global entre as classes que competem
pelo espectro. Uma outra estratégia é a política denominada reserva de entroncamento,
na qual nega-se acesso à rede por qualquer classe caso uma delas não consiga mais ser
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alocada, ou seja, força-se que todas as classes tenham a mesma probabilidade de bloqueio
(WALDMAN et al., 2016).
Todos essas abordagens impõem alguma penalidade à rede, seja quanto a
parcialidade, seja quanto ao tráfego ou ocupação. Nesta seção veremos algumas políti-
cas: Compartilhamento Completo, Pseudo Particionamento, Particionamento Dedicado
(WANG; MUKHERJEE, 2012), Clustering (AHUMADA et al., 2014) e a Reserva de
Entroncamento (CALLEGATI et al., 2014).
3.2.1 Compartilhamento Completo
Este é o caso ao qual já estamos habituados. Nele o espectro é compartilhado
por todas as conexões de forma indiferente. Todas conexões competem igualmente por
todos os slots disponíveis no espectro, não importando qual sua demanda de banda. Essa
é uma extensão da técnica de alocação First-Fit adotado nas redes WDM. Nas redes
elásticas, essa política tenta balancear a distribuição da carga da rede ao sempre alocar a
conexão no slot de menor posição do espectro.
Como é semelhante ao First-Fit, também seus problemas de parcialidade são
bastante semelhantes. Se as classes que competem por espaço na rede tiverem tamanhos
diferentes, então veremos as classes que demandam maior banda serem discriminadas em
relação às menores, ou seja, uma rede parcial.
3.2.2 Pseudo Particionamento
Uma forma de reduzir a parcialidade presente no Compartilhamento Completo
é criar regiões preferenciais para alocação de uma classe ou grupo. Por exemplo, pode-se
bifurcar as conexões que solicitem uma maior banda para uma extremidade do espectro
e as que demandam menor banda, para a outra extremidade do espectro. Por exemplo,
em uma rede na qual há duas classes de tráfego, 1 Tb/s e 400 Gb/s, conexões de 1 Tb/s
são alocadas da extremidade de maiores frequências do espectro enquanto as conexões de
400 Gb/s são alocadas a partir da região de menores frequências.
Essa política evita a disputa direta de conexões de tamanhos diferentes e con-
segue manter o compartilhamento total do espectro por usuários díspares. Dessa forma,
caso haja uma maior demanda de uma classe, ela ainda pode se expandir sem restrições e
sem causar perdas à alocação da outra classe. Contudo esse também é o problema dessa
política: na região média do espectro as duas classes novamente irão competir e, por sua
vez, gerar fragmentação.
Outra abordagem com a mesma orientação é a Two Rate Reservation (WANG
et al., 2014). Ele tem uso no caso exclusivo de duas classes. O algoritmo determina três
Capítulo 3. Algoritmos e Políticas de Gerenciamento 40
Figura 11 – Exemplo de um pseudo particionamento
partições, duas de uso exclusivo de cada classe e a terceira é compartilhada pelas duas.
Figura 12 – Two Rate Reservation
O algoritmo consegue aumentar a imparcialidade mesmo para o caso em que
as taxas de chegada de cada classe sejam diferentes (KIM et al., 2015).
3.2.3 Particionamento Dedicado
O Particionamento Dedicado é, por sua vez, uma versão do Particionamento
mais comprometido com a imparcialidade do que com a elasticidade da rede para receber
usuários. Supondo uma rede com duas classes de tráfego, o espectro é rigidamente dividido
em duas seções e cada classe é alocada em uma delas.
Cada partição do espectro passa, nesse caso, a ser o espectro disponível para
cada classe e, dessa forma, voltamos a um cenário uniclasse no qual a perda por fragmen-
tação pode ser completamente eliminada. Porém aqui cada classe tem um limite físico de
expansão e ao alcançá-lo toda nova conexão será bloqueada.
Para tratar esse problema é necessário a determinação de qual a partição ótima
para o cenário da rede. Essa partição deve ser capaz de, garantida a imparcialidade ine-
rente à política, permitir que não haja perdas significativas pelo aumento de bloqueio de
conexões por ter-se esgotado a região delimitada para uma classe.
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Por exemplo, suponhamos duas classes tem tráfego uniformes, ou seja, a taxa
de chegada de cada tipo de requisição é a mesma. Se dividirmos o espectro em partes
iguais ainda sim não teríamos uma divisão imparcial, dado que as classes podem ocu-
par o espectro diferentemente em cada conexão. Assim, nesse caso as classes com menor
ocupação poderão alocar mais conexões simultaneamente, gerando um desequilíbrio nas
probabilidades de bloqueio. Podemos melhorar essa abordagem utilizando um comparti-
lhamento proporcional, ou seja, dividimos o espectro de forma proporcional à ocupação
de cada classe e aos seus padrões de tráfego. Se o tráfego é uniforme, as partições devem
ser proporcionais somente aos tamanhos de cada conexão de cada classe. Se o tráfego B
tem conexões duas vezes maiores que o tráfego A, então a partição para B ocupará 2/3
do espectro enquanto a partição de A ficará com o 1/3 restante, como visto na Figura 13.
Figura 13 – Exemplo de particionamento dedicado igualitário e proporcional
Apesar da simplicidade deste método, encontrar uma configuração de partições
que gere imparcialidade pode ser um problema sem solução, dado que as razões entre as
ocupações das conexões das classes (e/ou taxas em seus perfis de tráfego) variam dentro
do espaço dos números reais e os tamanhos das partições variam apenas entre os números
naturais.
3.2.4 Clustering
Nessa abordagem as conexões são subdividas em grupos. Para determinado
perfil de tráfego os grupos são escolhidos de modo a minimizar a perda de fragmentação
entre as classes em seu interior; já em um panorama mais amplo, os grupos devem pro-
mover a imparcialidade entre eles. Por exemplo, pode-se criar um grupo para conexões
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maiores e um para conexões menores e a gerência da rede administra ambos de modo a
garantir a maximização da imparcialidade.
No interior de cada grupo, no entanto, classes de diferentes tamanhos podem
continuar convivendo e, portanto, a política de Clustering tem o inconveniente de ainda
tolerar perdas de fragmentação. Contudo essa política melhora a eficiência da rede ao
aperfeiçoar o compartilhamento de recursos entre as classes pertencentes ao mesmo grupo
e eliminando a competição entre classes de diferentes grupos.
3.2.5 Reserva de Entroncamento
A política de alocação de Reserva de Entroncamento (TR) se caracteriza pela
recusa de requisições caso o sistema esteja em um estado que discrimina alguma classe de
acesso.
A Figura 14 mostra os estados que uma rede pode assumir. Supondo uma rede
com duas classes, A que ocupa 1 slot e B que ocupa 2 slots, ela pode assumir três esta-
dos: não bloqueante, quando há slots disponíveis para receber qualquer uma das classes;
parcialmente bloqueante, quando a rede bloqueia apenas uma das classes; e totalmente
bloqueante, quando não há slots para alocar nenhuma das classes e, portanto, todas são
bloqueadas.
Figura 14 – Classificação de estados quanto ao favorecimento de classes
O que a política de Reserva de Entroncamento sustenta é que se o sistema
estiver uma situação que apenas uma das classes for servida, ou seja a rede esteja par-
cialmente bloqueante, então todas as conexões são bloqueadas. Isso gera imparcialidade
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pois quando uma classe é bloqueada, todas são. A probabilidade de bloqueio de todas
as classes são iguais: ou as classes tem a mesma chance de serem aceitas ou todas serão
bloqueadas.
3.3 Desfragmentadores
A Desfragmentação é uma resposta mais robusta ao problema da Fragmenta-
ção Espectral. Ela consiste na reorganização das conexões já alocadas no espectro para
evitar que novas conexões sejam bloqueadas por falta de blocos de slots contíguos na rota
determinada.
As técnicas de desfragmentação podem ser classificadas em dois grupos: reati-
vas e proativas (CHATTERJEE et al., 2015). Na primeira abordagem a desfragmentação
é executada quando o sistema alcança um limiar que deve ser definido pelo administrador
do sistema. A variável monitorada deve ser escolhida, assim como seu valor de limiar. A
escolha do valor impacta consideravelmente o desempenho do sistema dado, pois se for
escolhido um valor muito comum o sistema será constantemente interrompido; se for esco-
lhido um valor muito incomum, a desfragmentação não ocorrerá com frequência suficiente
para melhorar o desempenho.
O segundo conjunto de técnicas, as reativas, seguem a lógica de sempre des-
fragmentar o sistema, assim que uma conexão sai do sistema. Mantendo o sistema sempre
sob o estado desfragmentado, as perdas de fragmentação do sistema caem para zero. Esse
tipo de desfragmentação é o escolhido para as análises realizadas neste trabalho.
Considerando a fundo as restrições de cama física, (CUGINI et al., 2013) pro-
põe uma técnica que não gera interrupção no serviço, utilizando-se de reconfiguração
dinâmica das frequências do caminho óptico. Além disso, essa técnica não apresenta ne-
cessidade de transponders adicionais.
Uma técnica de desfragmentação proativa pode ser vista em (ZHANG et al.,
2013) que descreve um algoritmo de RSA baseado em desfragmentação. Esse algoritmo
tem como alvo reduzir a Probabilidade de Bloqueio geral do sistema, minimizando, simul-
taneamente, a quantidade de conexões movimentadas por operação de desfragmentação.
O algoritmo proposto julga e movimenta apenas 30% das conexões alcançando 1% de
interrupção do sistema.
Outra técnica proativa é apresentada em (KADOHATA et al., 2012). Aqui
é proposto que uma vez a cada período de tempo, mensalmente ou semanalmente, seja
feita uma manutenção do sistema. A operação periódica envolve o recálculo da topologia
virtual da rede e a desfragmentação das conexões. Essas mudanças devem considerar a
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chegada e as saídas de conexões e alterações no tráfego das conexões já estabelecidas.
Várias técnicas de desfragmentação podem ser encontradas na literatura: Reop-
timization Technique (PATEL et al., 2011b); Make-before-break (TAKAGI et al., 2011a);
Push-and-pull technique (CUGINI et al., 2013); Hitless technique (WANG et al., 2012) /
HOPS (WANG; MUKHERJEE, 2013); Reallocation of lightpaths sharing the most frag-
mented link (FÁVERO et al., 2015) e Iterative Float Blocking Neighbors (STIAKOGIAN-
NAKIS et al., 2014).
A Figura 15 mostra o funcionamento de um algoritmo de alocação espectral
de First Fit na presença de um desfragmentador.
Figura 15 – Algoritmo de alocação First Fit com desfragmentação
A principal diferença aqui é: na transição do estado (b) para o estado (c) o
sistema passa por uma desfragmentação proativa por causa da saída de uma conexão de
1 slot. Isso leva todas as conexões a serem reajustadas para um índice a menos que seu
índice anterior. Por fim, o sistema passa a ter 2 slots disponíveis e é possível alocar a nova
requisição.
O algoritmo de desfragmentação determina o limite superior de desempenho
para algoritmos vorazes de alocação espectral no enlace único (WALDMAN et al., 2015).
Dentre os três algoritmos mais utilizados, aleatório, First Fit e Bilateral, o algoritmo
aleatório é o que apresenta as maiores perdas por fragmentação, enquanto os outros dois
apresentam resultados semelhantes. Se o algoritmo de alocação for voraz, com uso de um
desfragmentador, o desempenho da rede será sempre o mesmo.
Neste trabalho iremos supor que a rede em estudo sempre está desfragmentada
durante toda sua operação sem explicitar qual a técnica de desfragmentação aplicada. A
desfragmentação garante a tratabilidade analítica da rede, como veremos no Capítulo 4.
3.4 Métricas de Desempenho
Nessa miríade de algoritmos, políticas e técnicas é desafiador determinar uma
forma de comparar o desempenho entre elas. Alguns são mais adequados a uma situação,
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outros são mais adequados para outras.
A comparação entre os métodos só faz sentido em relação aos claros objetivos
de operação de uma rede. Pode ser de interesse da gerência da rede ter o maior número
de usuários concomitantes, ter apenas usuários com baixa demanda de banda, garantir
o maior tráfego possível na rede por unidade de tempo, ou ainda promover um acesso
imparcial a diferentes tipos de usuários. Para cada um desses objetivos uma diferente
métrica deve ser considerada como referência.
Tráfego médio
O tráfego de informação é denominado como a média temporal da quantidade
de dados transferidos na rede. Considera-se sempre o melhor caso, no qual todos os clientes
da rede estão transmitindo à maior taxa que podem para o espectro para ele alocado e
totalmente ocupado.
Esse valor indica a eficiência espectral média do algoritmo. Quando compa-
rados os valores de dois algoritmos, o com maior tráfego médio conseguiu alocar mais
conexões que utilizam o espectro de forma mais eficiente.
Ocupação média
Um gerente pode considerar que a fibra é um recurso escasso que se deseja
vender de forma mais eficiente possível. Nesse cenário, o desempenho de um algoritmo
pode ser proporcional à porção do espectro que ele mantem ocupado.
Nesse caso a ocupação será a média temporal da fração do espectro ocupado,
considerando que o mesmo é um conjunto de N slots de 12,5GHz cada. A média, portanto,
é a divisão do número médio de slots ocupados pelo número total total de slots disponíveis.
Probabilidade de bloqueio
Um bloqueio é uma operação de negação de alocação de uma nova conexão
requisitada por um usuário. Bloqueios não são ações bem vindas por gerentes, pois indicam
que o sistema está subdimensionado para o tráfego que está recebendo ou que não está
alocando as conexões de forma eficiente.
A probabilidade de bloqueio é dada pela razão entre o número de requisições
bloqueadas e o número de requisições recebidas. Esse valor explicita a probabilidade de
uma nova requisição ser recusada pelo sistema, seja por falta de recursos disponíveis ou seja
pela requisição não atender os critérios de aceitação vigentes na rede (em determinado
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momento, uma rede pode estar admitindo apenas determinada classe de requisições e
bloqueando outras de acordo com sua política de gerência).
No tráfego multi-usuário o sistema pode apresentar diferentes probabilidades
de bloqueio para diferentes classes de usuários. Para cada classe i, podemos definir a
Probabilidade de Bloqueio de Classe 𝑃𝑖. Se conhecemos qual a banda 𝜆𝑖 ocupada por cada
uma das classes da rede, então podemos também definir a Probabilidade de Bloqueio de
Banda 𝑃𝑏𝑏 de cada uma dessas classes multiplicando a probabilidade de bloqueio de uma
classe por sua taxa de chegada:
𝑃𝑏𝑏 =
∑︀
𝑖 𝑖𝜆𝑖𝑃𝑖∑︀
𝑖 𝑖𝜆𝑖
Neste cenário, de posse das probabilidades de bloqueio das 𝑘 classes de requi-
sições também podemos determinar a Taxa de Ocupação 𝑁 da rede por meio da Lei de
Little (LITTLE; GRAVES, 2008):
𝑁 = (
∑︁
𝑘
𝜆𝑘𝑖𝑘)(1− 𝑃𝑏𝑏) (3.1)
Imparcialidade
O termo imparcialidade deve ser entendido como a condição em que as proba-
bilidades de bloqueio de cada classe são todas iguais entre si
Em uma situação de tráfego uniforme, por exemplo, uma rede imparcial po-
deria implementar cotas do espectro proporcionais ao tamanho das requisições de cada
classe de acesso e às respectivas taxas de requisições. Dessa forma, garante-se que haveria
proporcionalidade no número de conexões alocadas de cada classe de acordo com sua taxa
de chegada e, com isso, as probabilidades de bloqueio seriam equalizadas.
Algoritmos de RMSA que otimizam o uso do espectro com a maior quantidade
de usuários tendem a dar prioridade a classes de usuários de menor ocupação (CALLE-
GATI et al., 2013). Com o aumento da quantidade de requisições durante o tempo médio
de permanência de uma conexão na rede, acontece um acúmulo de conexões que, em algo-
ritmos vorazes, significa quase a presença exclusiva de classes de menor pegada espectral
por conexão. Essa discriminação pode levar a um serviço pouco acessível para certos tipos
de clientes, características que pode não ser desejável para redes comerciais.
O próprio conceito de imparcialidade e a forma de quantificá-la permanecem
em discussão, havendo várias definições. Esse é um problema que vai além das redes de
comunicação e tem soluções propostas em outros contextos.
Em (ZUKERMAN et al., 2005) é introduzido o conceito de imparcialidade
para algoritmo de alocação. Usando a medida proposta são traçadas curvas confrontando
a arrecadação com a venda do espectro e o nível de imparcialidade desejada. É mostrado
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o modelo matemático utilizado pode ser aplicado em diversas topologias, critérios de
imparcialidade e modelos de negócio.
Em (JAIN et al., 1998) para medir a imparcialidade na alocação de recursos
de um sistema de computação distribuído é proposto um índice de imparcialidade
𝑓(𝑥) = [
∑︀𝑛
𝑖=1 𝑥𝑖]2
𝑛
∑︀𝑛]𝑖=1𝑥2𝑖 ≥ 0
em que 𝑓(𝑥) é o valor do índice de imparcialidade para a distribuição do recurso 𝑥, que
pode ser entendido como um vetor de parcelas do recurso distribuído e 𝑥𝑖 é a parcela do
recurso alocado ao usuário 𝑖.
Na análise de a imparcialidade também é importante levar em consideração o
custo de fazê-lo. Perseguir a imparcialidade envolve em muitos casos tolher usuários de
menores conexões ou mesmo deixar espectro não utilizado na rede para garantir isonomia
entre os diferentes usuários. Ora, deve haver uma solução de compromisso entre a eficiência
de uma rede e sua operação imparcial, portanto, deve haver uma análise do custo de se
buscar uma rede menos parcial (BERTSIMAS et al., 2011). Estudos sobre este preço são
realizados em (BONALD; MASSOULIÉ, 2001) e (KELLY et al., 1998).
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4 Cadeias de Markov
As redes ópticas elásticas podem ser modeladas como redes de comutação de
circuitos, pois quando um usuário requisita uma conexão dentro da rede, os recursos da
mesma devem ser alocados com exclusividade durante todo o período de vida da conexão
alocada. Por sua vez, redes de comutação de circuitos podem ser modeladas utilizando
teoria de filas e, portanto, essa poderosa ferramenta foi adotada para os estudos deste
trabalho.
Neste capítulo cobriremos de forma básica o arcabouço matemático necessário
para modelar as redes elásticas deste trabalho como um sistema de filas. Uma abor-
dagem mais aprofundada está disponível em (KUMAR et al., 2004). Apresentaremos,
inicialmente, alguns conceitos de Cadeias de Markov e, em seguida, o desenvolvimento
matemático que embasa nossos resultados.
4.1 Conceitos de Cadeias de Markov
Um Processo Estocástico é uma família de variáveis aleatórias representando
a evolução de um sistema de valores com o tempo. É a contraparte probabilística de um
processo determinístico.
Uma cadeia de Markov é um tipo especial de processo estocástico que possui
a chamada Propriedade Markoviana: um caso particular de processo estocástico no qual
a distribuição de probabilidade do próximo estado depende apenas do estado atual e não
da sequência de eventos anteriores. Cadeias de Markov em tempo contínuo são muitas
vezes chamadas de Processos Markovianos.
4.1.1 Cadeias de Markov em Tempo Discreto
Seja um Processo Estocástico discreto no tempo {𝑋𝑛, 𝑛 ∈ {0, 1, 2, ...}} em um
espaço de estados S, chamamos este processo {𝑋𝑛} de Cadeia de Markov em tempo
discreto (DTMC - Discrete Time Markov Chain) se, para todo 𝑛 ∈ {0, 1, 2, 3, ...} e
𝑗, 𝑖0, 𝑖1, ..., 𝑖𝑛−1, 𝑖 ∈ 𝑆,
𝑃𝑟(𝑋𝑛+1 = 𝑗 | 𝑋0 = 𝑖0, 𝑋1 = 𝑖1, ..., 𝑋𝑛−1 = 𝑖𝑛−1, , 𝑋𝑛 = 𝑖) = 𝑃𝑟(𝑋𝑛+1 = 𝑗 | 𝑋𝑛 = 𝑖)
Ou seja, a probabilidade condicional de qualquer estado futuro (n+1 ) é independente
de qualquer estado passado (dos estados do tempo 0 ao tempo n-1 ), sendo dependente
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apenas do estado presente (n). Denominamos essa característica de não possuir memória
(memoryless) de Propriedade Markoviana.
Uma forma de representar graficamente uma cadeia de Markov discreta no
tempo é através de um grafo direcionado, no qual as arestas do estado 𝑋𝑛 são rotulados
com as probabilidades de um estado no tempo t transitar para o estado seguinte no tempo
n+1, como mostra a Figura 16.
Figura 16 – Uma cadeia de Markov em tempo discreto: estados e suas probabilidades de
transição
Definimos a probabilidade de transição de um estado para outro em uma Cadeia
de Markov como
𝑝𝑖,𝑗(𝑛) := 𝑃𝑟(𝑋𝑛+1 = 𝑗 | 𝑋𝑛 = 𝑖)
para todo 𝑛 ∈ {0, 1, 2, ...} e 𝑖, 𝑗 ∈ 𝑆.
Se 𝑝𝑖,𝑗(𝑛) = 𝑝𝑖,𝑗 para todo n e para todo 𝑖, 𝑗 ∈ 𝑆 então a probabilidade de
transição do estado i para o estado j não varia com o tempo. Neste caso, chamamos essa
cadeia de temporalmente homogênea. Este trabalho apenas tratará de Cadeias de Markov
temporalmente homogêneas.
Podemos definir uma matrizP de probabilidades de transição com os elementos
𝑝𝑖,𝑗. Podemos tratá-la como uma matriz estocástica se: (i) 𝑝𝑖,𝑗 ≥ 0 ∀𝑖, 𝑗 e (ii) ∀𝑖, ∑︀𝑗 𝑝𝑖,𝑗 =
1.
Como estamos usando a Cadeia de Markov para modelar um sistema em aná-
lise, temos interesse em determinar a estabilidade do modelo e, por sua vez, do sistema.
Se uma Cadeia de Markov é estável, ela tem uma distribuição de probabilidade estacio-
nária (estável) 𝜋 em S tal que, multiplicada pela matriz de probabilidades de transição,
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resulta em si própria: 𝜋 = 𝜋𝑃 . Para garantir isso, é suficiente demonstrar que a Cadeia
que modela este sistema é irredutível,positiva e recorrente.
Definamos uma cadeia irredutível. Dizemos que uma Cadeia de Markov é ir-
redutível se para todo 𝑖, 𝑗 ∈ 𝑆 é possível ir de qualquer estado i a qualquer estado j e
vice-versa. Uma cadeia positiva é uma cadeia que, para qualquer estado j, há uma proba-
bilidade positiva de que ele evolua para um próximo estado diferente de j. Por fim, uma
cadeia recorrente é aquela que partindo de um estado j qualquer, há probabilidade de a
cadeia voltar a visitá-lo em tempo médio menor que infinito (NOGUEIRA, 2009).
Todas essas definições são tratadas de forma detalhada no Apêndice D de
(KUMAR et al., 2004). Como veremos adiante, a característica recorrente da Cadeia
de Markov permite uma abordagem matemática menos computacionalmente custosa na
análise do modelo. A rede óptica, no entanto, é operada em tempo contínuo, então é
necessário primeiro definir as mesmas características neste cenário.
4.1.2 Cadeias de Markov em Tempo Contínuo
De forma análoga às DTMC, {𝑋(𝑡)} é denominado uma cadeia de Markov
contínua no tempo (CTMC - Continuous Time Markov Chain) sobre S para todo t, 𝑠 ≥ 0
e ∀𝑗 ∈ 𝑆,
𝑃𝑟(𝑋(𝑡+ 𝑠) = 𝑗 | 𝑋(𝑢), 𝑢 ≤ 𝑡) = 𝑃𝑟(𝑋(𝑡+ 𝑠) = 𝑗 | 𝑋(𝑡)) (4.1)
Uma forma de representar graficamente uma cadeia de Markov contínua no
tempo é através de um grafo direcionado, no qual as arestas do estado 𝑋𝑡 são rotulados
com taxas de transição de um estado para o seguinte, como mostra a Figura 17. Aqui,
como o tempo é contínuo, as transições não são representadas por probabilidades de
transição, mas sim taxas de transição. Assumindo homogeneidade no tempo, escrevemos
𝜆𝑖,𝑗(𝑡) := 𝑃𝑟(𝑋(𝑡+ 𝑠) = 𝑗 | 𝑋(𝑠) = 𝑖)
que serão os elementos da matriz de taxas de transição 𝑃 (𝑡).
De forma semelhante ao visto no caso discreto, uma CTMC também possui
um vetor de distribuição de probabilidade único, ou seja, apresenta estabilidade se possuir
algumas características: se for irredutível, positiva e recorrente (também chamada regular
no contexto do tempo contínuo).
Aqui também uma cadeia uma Cadeia de Markov é irredutível se para todo
𝑖, 𝑗 ∈ 𝑆 é possível ir de qualquer estado i a qualquer estado j e vice-versa. Uma cadeia
positiva é uma cadeia que, para qualquer estado j, há uma probabilidade positiva de
que ele evolua para um próximo estado diferente de j. E também uma cadeia recorrente
é aquela que partindo de um estado j qualquer, há probabilidade de a cadeia voltar a
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Figura 17 – Uma cadeia de Markov de tempo contínuo: estados e suas taxas de transição
visitá-lo em tempo médio menor que infinito. De forma análoga aos casos discretos, essas
definições podem ser encontradas em (KUMAR et al., 2004).
Agora, no contexto das Cadeias em tempo contínuo, podemos explorar suas
propriedades.
Reversibilidade de uma Cadeia de Markov
Seja {𝑋(𝑡), 𝑡 ∈ (−∞,∞)} uma Cadeia de Markov contínua no tempo estacio-
nária, ou seja, possui um vetor de distribuição probabilística estacionário. Seja seu reverso
no tempo, {̃︁𝑋(𝑡) = 𝑋(𝜏 − 𝑡)}, com 𝜏 ∈ 𝑅 {̃︁𝑋(𝑡), 𝑡 ∈ (−∞,∞)}.
Seja a matriz de taxa de transição 𝑄(𝑡) de {𝑋(𝑡)} e 𝜋 seu vetor de pro-
babilidade estacionária. Uma CTMC regular é reversível se, e somente se, existir uma
distribuição de probabilidade 𝜋 em S tal que, para todo i e j ∈ 𝑆
𝜋𝑖𝑞𝑖,𝑗 = 𝜋𝑗𝑞𝑗,𝑖
Essa condição exige obter, ou supor, o vetor de probabilidade estacionária 𝜋.
Kolmogorov enunciou um critério para reversibilidade de uma CTMC dependente apenas
das taxas de transição da Cadeia em questão. Se X(t) é uma CTMC irredutível, regular e
positiva, então ela será reversível se para qualquer sequência finita de estados 𝑖1, 𝑖2, ..., 𝑖𝑚
em S,
𝑞𝑖1,𝑖2 × 𝑞𝑖2,𝑖3 × 𝑞𝑖3,𝑖4 × ...× 𝑞𝑖𝑚,𝑖1 = 𝑞𝑖1,𝑖𝑚 × 𝑞𝑖𝑚,𝑖𝑚−1 × 𝑞𝑖𝑚−1,𝑖𝑚−2 × ...× 𝑞𝑖2,𝑖1 (4.2)
Ou seja, uma CTMC irredutível e recorrente positiva é reversível se, e somente
se, para qualquer percurso de estados fechado, o produtório das taxas de transição em
um sentido for igual ao produtório das taxas de transição no sentido oposto.
A reversibilidade permite simplificações matemáticas na modelagem das Ca-
deias de Markov que podem definir a tratabilidade ou não de um problema.
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4.2 Modelo de uma rede single-link com tráfego multiclasse
Vamos agora usar estes conceitos para modelar redes de comunicação. O trá-
fego de dados em uma rede indica a quantidade de informação que está sendo transferida
por ela.
Encaremos o tráfego de uma rede como a requisição de uso com exclusividade
de um fluxo de informações de um certo número de recursos da rede de um ponto A
até um ponto B. O tráfego em uma rede pode ser modelado, então, por um processo de
chegadas (solicitações de recursos) e seu tempo de vida (período de tempo durante o qual
os recursos disponibilizados estarão ocupados por esse tráfego). Assumiremos que tanto
as chegadas quanto seu tempo de vida são processos mutuamente independentes.
Definimos a taxa de chegada 𝜆 como
𝜆 := 𝑙𝑖𝑚𝑡→∞
número de chegadas em [0,t]
𝑡
O tempo médio entre duas chegadas é definido por 𝑡𝑐 e o tempo médio de vida 𝑡𝑣 de
uma requisição alocada é dada pelo inverso da taxa de encerramento de cada conexão 𝜇,
supondo aqui a mesma para todas as conexões.
Cada requisição alocada ocupa uma quantidade fixa e exclusiva de banda e
seu tempo de vida depende apenas de si própria. Portanto, a intensidade de tráfego desta
rede em determinado momento é a quantidade de banda oferecida para as requisições
ativas neste respectivo momento. Se conhecemos a taxa de chegada média de uma rede e
o tempo de vida médio das conexões alocadas podemos, pela Lei de Little, determinar a
carga efetiva do sistema. O tráfego é adimensional e usualmente o expressamos em Erlangs
[E].
A rede que analisaremos suporta várias classes de tráfego. Uma classe pode
ser definida como um conjunto de usuários com necessidades semelhantes, demandando
a mesma quantidade de recursos da rede. Uma classe se distingue da outra pelo sua taxa
de chegada, tempo médio de vida e a quantidade de recursos requisitada da rede. Neste
trabalho assumimos um número finito de classes, cada uma delas com uma requisição de
banda sendo um múltiplo de uma banda básica que denominamos slot. Como vimos nos
capítulos anteriores, um slot representa uma faixa de 12,5GHz do espectro óptico.
Consideremos uma rede single-link multiclasse com capacidade C - um in-
teiro múltiplo de uma taxa básica que também é usada para expressar a banda das
diferentes classes de requisições. Assumimos que há K diferentes classes e cada classe k,
𝑘 ∈ (1, 2, .., 𝐾), tem um processo estocástico de chegada poissoniano estacionário de taxa
𝜆𝑘. As conexões tem tempos de vida independentes e homogeneamente distribuídos de
acordo com uma distribuição exponencial de média 𝜇−1𝑘 e requerem 𝑏𝑘 slots quando ati-
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vas. Uma requisição da classe k é admitida na rede se houver 𝑏𝑘 slots disponíveis. Nas
redes ópticas elásticas os 𝑏𝑘 slots disponíveis precisam ser contíguos para que uma requisi-
ção possa ser alocada, contudo, como supomos o uso de desfragmentadores em uma rede
single-link garantimos que havendo slots disponíveis eles serão contíguos.
Determinamos o estado da rede em um determinado momento t pelo conjunto
de conexões ativas 𝑛𝑘 de cada classe. Se ?⃗? é o vetor que descreve os números de slots que
cada classe solicita e ?⃗? é o vetor que descreve o número de conexões ativas de cada classe
em um determinado momento
b := [𝑏1, ..., 𝑏𝑘]𝑇
n := [𝑛1, ..., 𝑛𝑘]𝑇
Supondo um algoritmo voraz, a regra de admissão de novas requisições deve
ser admitir uma nova chegada de classe 𝑘′ se ela satisfazer a seguinte condição:
𝑏𝑘′ ≤ 𝐶 −
𝐾∑︁
𝑘=1
𝑛𝑘𝑏𝑘
Se essa condição não é satisfeita então a requisição é bloqueada e perdida para
sempre. O estado atual da rede, portanto, é o que determina se uma nova requisição deve
ser aceita ou bloqueada.
Como as chegadas são consideradas poissonianas que veem médias temporais, a
probabilidade de uma chegada ser bloqueada é a probabilidade de o sistema estar em um
estado bloqueante. Assim, se encontrarmos as probabilidades estacionárias dos estados
da rede, podemos calcular, entre outras métricas, as probabilidades de bloqueio e, por
conseguinte, a ocupação média do espectro.
Consideremos agora um link de capacidade C. Seja 𝑋𝑘(𝑡) um inteiro represen-
tando o número de conexões ativas de classe k no tempo t nessa rede. Em determinado t
o Estado do link pode ser representado pelo vetor
𝑋(𝑡) := [𝑋1(𝑡), ...., 𝑋𝑘(𝑡), ..., 𝑋𝐾(𝑡)]𝑇 , 𝑡 ≥ 0
{𝑋(𝑡)} evolui pelo espaço de estados 𝑆 = 𝑛 : 𝑛𝑇 .𝑏 ≤ 𝐶, ou seja, o link pode
assumir diferentes estados (combinações de conexões ativas dentre as classes possíveis)
desde que sua capacidade máxima seja respeitada.
A Figura 18 mostra um espaço de estados para uma rede com capacidade C=
10 e com duas classes de requisições: 2 e 3. Os estados representam a ocupação da rede
quando da alocação das requisições.
O estado do link se altera de acordo com a alocação de novas conexões ou en-
cerramento das ativas. Como as chegadas ocorrem de acordo com um processo poissoniano
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Figura 18 – Espaço de estados para um rede com capacidade C=10 e com duas classes,
𝑏1 = 2 e 𝑏2 = 3.
e os tempos de vida das conexões no link são independentes e identicamente distribuídos,
então {𝑋(𝑡), 𝑡 ≥ 0} é uma Cadeia de Markov contínua no tempo (CTMC).
Como consideramos um sistema de perdas e todos os clientes admitidos são
imediatamente atendidos, então a taxa de término de conexões da classe k quando {𝑋(𝑡) =
𝑛 = [𝑛1, ...., 𝑛𝑘, ..., 𝑛𝐾 ]} é 𝑛𝑘𝜇𝑘
4.2.1 Garantindo a reversibilidade do modelo
Agora que mostramos que nossa rede pode ser modelada como uma cadeia
de Markov desejamos que ela também atenda algumas características que permitam seu
modelamento analítico.
É importante que a rede possa ser modelada como um processo reversível. A
reversibilidade permite simplificações do modelo matemático da rede e, dessa forma, torna
viável o esforço computacional necessário para sua análise.
Considerando o critério de reversibilidade de Kolmogorov (Equação 4.2), uma
cadeia recorrente e positiva é reversível se, para qualquer percurso de estados fechado,
o produtório das taxas de transição em um sentido for igual ao produtório das taxas de
transição no sentido oposto em todas as circuitações possíveis.
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Suponha, como na Figura 19, uma CTMC 𝑋𝑘(𝑡) quando 𝐶 =∞.
Figura 19 – Taxas de transição para uma CTMC 𝑋𝑘(𝑡) quando 𝐶 =∞
Neste caso não há interação entre as diferentes classes de tráfego e o número de
conexões ativas na rede não interfere na admissão de novas conexões. Cada elemento de
𝑋𝑘(𝑡) evolui independentemente. Seja 𝜋∞(𝑛𝑘) a probabilidade estacionária de 𝑋𝑘(𝑡) = 𝑛𝑘.
Da Figura 19 vemos que𝑋𝑘(𝑡) é uma árvore e, portanto, o critério de Kolmogorov se aplica.
Se 𝑋𝑘(𝑡) é reversível, podemos escrever a equação
𝜆𝑘𝜋∞(𝑛𝑘) = (𝑛𝑘 + 1)𝜇𝑘𝜋∞(𝑛𝑘 + 1) (4.3)
resolvendo a Equação 4.3 temos
𝜋∞(𝑛𝑘) = 𝑒−𝜌𝑘
𝜌𝑛𝑘𝑘
𝑛𝑘!
(4.4)
onde 𝜌𝑘 := 𝜆𝑘/𝜇𝑘 é a carga de tráfego da classe k. A probabilidade estacionária de 𝑋(𝑡) =
𝑛 = [𝑛1,...,𝑛𝐾 ], 𝜋∞(𝑛) será um produto da probabilidade de 𝑋𝑘(𝑡) = 𝑛𝑘:
𝜋∞(𝑛) := 𝜋∞(𝑛1, ...., 𝑛𝐾) =
𝐾∏︁
𝑘=1
𝜋∞(𝑛𝑘) =
𝐾∏︁
𝑘=1
𝑒−𝜌𝑘
𝜌𝑛𝑘𝑘
𝑛𝑘!
Se 𝑒𝑘 é um vetor com o k-ésimo elemento igual a 1 e os outros elementos igual
a 0, então o estado 𝑛− 𝑒𝑘 terá uma requisição k a menos que o estado n e o estado 𝑛+ 𝑒𝑘
terá uma requisição k a mais para 𝑘 = 1, ..., 𝐾 e considerando os estados n e 𝑛 + 𝑒𝑘
podemos escrever
𝜋∞(𝑛+ 𝑒𝑘) = 𝜋∞(𝑛𝑘 + 1)
𝐾∏︁
𝑘′=1
𝑘′ ̸=𝑘
𝜋∞(𝑛𝑘′) =
𝜆𝑘
(𝑛𝑘 + 1)𝜇𝑘
𝜋∞(𝑛𝑘)
𝐾∏︁
𝑘′=1
𝑘′ ̸=𝑘
𝜋∞(𝑛𝑘′)
𝜆𝑘𝜋∞(𝑛) = (𝑛𝑘 + 1)𝜇𝑘𝜋∞(𝑛+ 𝑒𝑘) (4.5)
A Equação 4.5 é obtida da Equação 4.3 de 𝑋𝑘(𝑡) . Para 𝑋(𝑡), as únicas tran-
sições possíveis a partir do estado n são 𝑛 + 𝑒𝑘 ou 𝑛 − 𝑒𝑘 com taxas 𝜆𝑘 e 𝑛𝑘𝜇𝑘. Então a
Equação 4.5 verifica a equação de balanceamento de X(t) e, portanto, X(t) é reversível.
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4.2.2 Equação de Probabilidade Estacionária de um Estado
Garantida a reversibilidade, podemos nos utilizar das identidades matemáticas
desenvolvidas para redes reversíveis para descrever nossa rede. Quando C é finito, o espaço
de estados é um truncamento do caso no qual 𝐶 =∞.
De acordo com o Teorema D.22 da seção D.3.1 de (KUMAR et al., 2004), a
probabilidade estacionária de uma Cadeia de Markov truncada, 𝜋𝐶(𝑛), mantém as mesmas
propriedades de 𝜋∞(𝑛) restrita a um espaço S, então:
𝜋𝐶(𝑛1, ..., 𝑛𝐾) =
𝜋∞(𝑛1, ..., 𝑛𝐾)∑︀
𝑛∈𝑆 𝜋∞(𝑛1, ..., 𝑛𝐾)
A probabilidade estacionária de X(t) pode então ser expressa por:
𝜋𝐶(𝑛1, ..., 𝑛𝐾) =
1
𝐺
𝐾∏︁
𝑘=1
𝜌𝑛𝑘𝑘
𝑛𝑘!
(4.6)
onde G é uma constante de normalização necessária para fazer as probabilidades estacio-
nárias somarem 1
𝐺 :=
∑︁
𝑛∈𝑆
𝐾∏︁
𝑘=1
𝜌𝑛𝑘𝑘
𝑛𝑘!
A Equação 4.6 nos permite determinar a probabilidade estacionária de um
determinado estado 𝑛𝑘 de uma Cadeia de Markov reversível. Além disso, podemos usá-la
para calcular outras informações interessantes.
Podemos, por exemplo, determinar a probabilidade de bloqueio de uma classe
k, 𝑃𝐵(𝐶, 𝑘), ao calcular a probabilidade da Cadeia estar em um estado bloqueante para
essa classe. Sejam os estados que bloqueiam a classe k descritos como 𝑆𝐵(𝑘) := {𝑛 :
𝐶 − 𝑛𝑇 .𝑏 ≤ 𝑏𝑘}:
𝑃𝐵(𝐶, 𝑘) =
∑︁
𝑛∈𝑆𝐵(𝑘)
𝜋𝐶(𝑛) =
1
𝐺
∑︁
𝑛∈𝑆𝐵(𝑘)
𝐾∏︁
𝑘′=1
𝜌
𝑛𝑘′
𝑘′
𝑛𝑘′ !
(4.7)
Outra situação é a análise da probabilidade de, em dado momento, c circuitos
da rede estejam ocupados. Seja essa probabilidade 𝑃𝑏𝑢𝑠𝑦(𝐶, 𝑐) e os estados para os quais
os c circuitos estão ocupados denotados como 𝑆𝑏𝑢𝑠𝑦(𝑐) = {𝑛 : 𝑛𝑇 .𝑏 = 𝑐}
𝑃𝑏𝑢𝑠𝑦(𝐶, 𝑐) =
∑︁
𝑛∈𝑆𝑏𝑢𝑠𝑦(𝑐)
𝜋𝐶(𝑛) =
1
𝐺
∑︁
𝑛∈𝑆𝑏𝑢𝑠𝑦(𝑐)
𝐾∏︁
𝑘′=1
𝜌𝑛𝑘𝑘
𝑛𝑘!
(4.8)
4.3 Desfragmentação e reversibilidade
Consideramos, para os resultados anteriores, uma cenário no qual as classes de
acesso não tinham limite de quantidade máxima de conexões ativas simultâneas. Isso nos
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levou a cadeias em árvore para cada uma das classes. Contudo, como as redes de comuni-
cação possuem recursos finitos, as CTMC que as modelam impõem limites e restringem
a aceitação de uma determinada conexão.
Suponha uma política de aceite/bloqueio de uma rede que se resuma a alocar
sempre que houver recursos disponíveis, ou seja, há alocação sempre que houver k slots
contíguos disponíveis para uma requisição de classe k (First Fit). A Figura 20, extraída
de (WALDMAN et al., 2015) modela essa rede em uma CTMC com C=6 e ?⃗? = [2, 4]𝑇 .
Figura 20 – A CTMC reduzida para o algoritmo First Fit com ?⃗? = [2, 4]𝑇 e 𝐶 = 6
Perceba que essa Cadeia de Markov não apresenta simetria, dado o fato de
que seus estados não representam apenas o número de conexões ativas de cada classe,
mas também a posição de cada uma. Isso poderia levar a uma explosão combinatória do
número de estados possíveis, já que há um número abismal de formas das conexões se
organizarem no espectro.
Esta cadeia não pode se representada por árvores e isto nega o argumento
usado na equação 4.3. Logo, essa cadeia não é reversível. Podemos constatar este fato no
exemplo da Figura 20 quando as transições unidirecionais entre os pares de estados {ee,
e} e {c, 0} fazem com que o critério de Kolmogorov não seja cumprido.
Observemos agora o mesmo cenário na presença de um desfragmentador. Como
agora os slots ocupados estarão garantidamente aglutinados, o estado da Cadeia passa a
representar apenas o númeo de conexões ativas, como mostra a Figura 21.
Aqui resgatamos os critérios usados na Seção 3.2. Vemos então que, atendendo
ao critério de Kolmogorov, as CTMCs para algoritmos desfragmentados apresentam re-
versibilidade.
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Figura 21 – A CTMC reduzida para o algoritmo First Fit desfragmentado com ?⃗? = [2, 4]𝑇
e 𝐶 = 6
O uso de desfragmentadores permitem, portanto, avaliar a rede a partir das
probabilidades de estado obtidas com a equação 4.6.
4.4 Algoritmos baseados em políticas não vorazes
Nos algoritmos vorazes, as requisições de conexão só são recusadas quando não
há slots contíguos no espectro para comportar as requisições. O mesmo não pode ser dito
para o cenário em que utilizamos diferentes políticas de gerenciamento espectral.
Como vimos no Capítulo 2, na vigência de políticas, as requisições podem ser
rejeitadas por várias razões dependendo de qual métrica seja perseguida naquela situação.
Vamos analisar o uso de Cadeias de Markov no modelamento da Política de Particiona-
mento.
4.4.1 Cadeia de Markov no uso do Particionamento
Existem diversas formas de particionar o espectro. Aqui vamos supor que o
particionamento tenha como objetivo promover a imparcialidade na rede. Também iremos
supor que dentro de cada partição as conexões serão alocadas em um ambiente uniclasse
pelo algoritmo First Fit, impedindo a ocorrência de perda por fragmentação dentro da
partição.
Descrevemos as partições como 𝑝 = [𝑝1, 𝑝2, ..., 𝑝𝑃 ], em que 𝑝𝑘 é o número de
slots reservados para cada partição e P é o número de partições do espectro. Supondo
inicialmente um Particionamento Dedicado, as partições são mutuamente exclusivas e
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nenhuma região do espectro é compartilhada então
𝑃∑︁
𝑘=1
𝑝𝑘 = 𝐶
Vamos supor uma rede com capacidade de 12 slots, 𝐶 = 12, no qual haja duas
classes de requisições 2 e 4 slots, ?⃗? = [2, 4]𝑇 . Se impormos um particionamento 𝑝 = [4, 8],
o espectro poderia ser fisicamente dividido como mostrado na Figura 22.
Figura 22 – Uma possível organização física da partição dedicada do espectro com ?⃗? =
[2, 4]𝑇 , 𝐶 = 12 e 𝑝 = [4, 8]
Dentro de cada uma das partições temos um ambiente uniclasse: em 𝑝1 há
apenas a alocação de requisições de 2 slots e na 𝑝2 apenas alocação de requisições de
4 slots. Ora, perceba que estamos reduzindo o número de estados possíveis que a rede
pode assumir, logo, estamos truncando a Cadeia de Markov de um algoritmo voraz que
pudesse ocupar livremente o espectro. A Figura 23 mostra a Cadeia de Markov da cadeia
particionada e como ela trunca a Cadeia de uma ocupação voraz do espectro.
Como já vimos, de acordo com o Teorema D.22 de (KUMAR et al., 2004), man-
tidas as mesmas condições de tráfego e banda, essa nova cadeia resultante da restrição do
espaço S, mantém as características da Cadeia original. Ressaltando-se a reversibilidade
da Cadeia de Markov do espectro particionado ao continuar cumprindo o critério de Kol-
mogorov (Equação 4.2). Também ressaltamos que nesta nova Cadeia número de conexões
de uma classe não interfere na alocação de conexões de outra classe, sendo o limitante
apenas o tamanho 𝑝𝑘 da partição.
Portanto, uma Cadeia particionada continua mantendo as características do
caso estudado na Seção 3.2.2 e, com isso, continua válida a Equação 4.6 de Probabilidade
Estacionária. Todas as ferramentas para a Cadeia completa continuam válidas para o caso
particionado.
Interessante notar que um sistema markoviano não necessariamente define um
mapeamento físico das partições sobre o espectro. Veja a Figura 22. Poderíamos, por
exemplo, inverter a posição de 𝑝1 e 𝑝2 e a Cadeia de Markov mostrada na Figura 23 deste
particionamento continuaria a mesma. Esta característica permite a implementação de
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Figura 23 – Comparação da CTMC de um algoritmo voraz (todos os estados) e a CTMC
de um Particionamento (estados dentro do retângulo) com ?⃗? = [2, 4]𝑇 , 𝐶 = 12
e 𝑝 = [4, 8]
partições virtuais: uma Rede Óptica Elástica gerenciada por meio de um software poderia
particionar seu espectro para atender determinada demanda durante determinado tempo
sem necessariamente agir fisicamente sobre o espectro. Essa demanda poderia ser um
fluxo momentâneo de determinado tipo de tráfego durante um período limitado de tempo
e, após o qual, a rede poderia voltar a operar livremente (com uma ocupação voraz)
ou ainda ser adaptada para outro tipo de particionamento que contemplasse um perfil
de tráfego diferente. Essa abordagem na gerência da rede é denominada SDN, Software-
Defined Networking (Rede Definida por Software, em inglês).
Pseudo Particionamento
Numa rede usando Pseudo Particionamento, as partições podem não ser de uso
exclusivo de uma classe. É necessário então garantir que (i) as classes que compartilham
regiões do espectro são tais que não há ocorrência de fragmentação ou (ii) a rede usa um
desfragmentador. Se atendidas uma dessas restrições, então podemos obter uma CTMC
reversível semelhante às já obtidas para algoritmos vorazes e para um particionamento
dedicado.
Usando uma caso semelhante, na Figura 24 temos uma rede de capacidade
de 12 slots novamente. As partições 𝑝1 e 𝑝2 ainda são de acesso privativo das classes de
ocupação 2 e 4, contudo a partição 𝑝3 é uma partição de uso compartilhado. Perceba que
como poderia haver fragmentação no interior de 𝑝3, para garantir a reversibilidade da
Cadeia que modela é necessário o uso de um desfragmentador.
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Figura 24 – Uma possível organização física da pseudo partição do espectro com ?⃗? =
[2, 4]𝑇 , 𝐶 = 12
A Figura 25 mostra a Cadeia de Markov que modela o pseudo particiona-
mento do rede mostrada da Figura 24. Diferentemente da Cadeia do Particionamento
representada na Figura 23, há agora interferência do número de conexões de uma classe
na possibilidade de alocação da outra devido à partição compartilhada. Isso leva ao acrés-
cimo de novos estados possíveis de serem alcançados.
Figura 25 – Construção da CTMC do Pseudo Particionamento (com desfragmentação) a
partir da CTMC do algoritmo voraz com ?⃗? = [2, 4]𝑇 , 𝐶 = 12
Aqui também é interessante notar que um sistema markoviano não necessa-
riamente define um mapeamento físico das partições sobre o espectro. Se invertermos a
posição de 𝑝1 e 𝑝2 ou se colocássemos 𝑝3 em qualquer das extremidades, a Cadeia de
Markov mostrada na Figura 25 continuaria a mesma.
Redes definidas por Software permitem um gigantesco ganho de versatilidade
na gerência da rede. Seria possível, migrar de uma rede pseudo particionada para uma
particionada de forma dedicada por exemplo apenas alterando a modelo markoviano que
orienta a ocupação. Dessa forma, uma rede pode ter uma zona compartilhada por diferen-
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tes classes em uma operação usual, mas se adequar para uma operação mais rígida caso
houvesse necessidade sem alterações físicas em sua operação.
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5 Imparcialidade e Eficiência em uma Rede
de Enlace Único Congestionada
Agora, de posse do ferramental conceitual e matemático construído nos capí-
tulos anteriores, somos capazes de analisar uma Rede Óptica Elástica usando as Cadeias
de Markov.
Neste capítulo iremos estudar cenários de operação imparcial de uma Rede
Óptica Elástica composta de um único enlace quando submetida a uma alta carga de
tráfego. Como tratado no final do capítulo anterior, em um ambiente no qual Redes
Definidas por Software (SDN ) são uma realidade e a gerência da rede é capaz de readaptar
políticas e técnicas de alocação durante o funcionamento da rede, procuramos estudar
valores limites entre políticas de gerenciamento para que o software gestor seja capaz de
operar na política mais adequada.
5.1 Uma EON de enlace único com alta carga de tráfego
Neste estudo usaremos uma Rede Óptica Elástica com Enlace Único de 8000
Km com classes de acesso com taxas 400 Gb/s e 1 Tb/s. De acordo com (SOUZA et
al., 2016), para esse alcance uma conexão de 400 Gb/s usando uma modulação 8-QAM
ocupará 13 slots, enquanto uma conexão de 1TB/s, com mesmo alcance e modulação,
ocupará 28 slots.
De acordo com o padrão ITU-T para Redes Elásticas cada slot representa
uma faixa de 12,5GHz do espectro. As redes atualmente em uso tem uma banda óptica de
4THz, limitadas pelos amplificadores ópticos de fibra dopada de érbio (EDFA, do inglês
erbium-doped fiber amplifier). Seriam possíveis, então, até 320 slots nas redes atuais. No
entanto, existe um desafio no uso do método analítico aqui empregado. Segundo (KUMAR
et al., 2004) a cardinalidade de um CTMC que descreve o comportamento de um enlace
multiclasse cresce com o número de classes seguindo a tendência exponencial mostrada
na Figura 26. O mesmo pode ser mostrado para o aumento do número de slots totais do
modelo do sistema. Dessa forma, a computação das probabilidades de estado pela equação
4.7 se torna cada vez mais computacionalmente custosa quando o número de classes ou
slots totais se torna excessivamente grande. Por questões práticas, a rede objeto deste
estudo terá capacidade de 164 slots (𝐶 = 164).
A opção por uma rede de enlace único permite a análise de desempenho dos
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Figura 26 – Explosão do número de estados numa CTMC de acordo com o número de
classes de acesso (todas as classes ocupam um slot e o número de slots totais
do sistema fixo em dez).
algoritmos de alocação sem a ação da fragmentação horizontal que ocorreria entre os
enlaces de uma rede maior (WALDMAN et al., 2015). Além disso, em todas situações
analisadas neste trabalho iremos supor o uso do desfragmentador sobre qualquer algoritmo
de alocação em questão, o que também elimina a fragmentação vertical no interior do
espectro.
Quanto ao perfil de tráfego, definimos como 𝜆1 a taxa de requisições da classe
de acesso de 13 slots e como 𝜆2 a taxa de requisições da classe de acesso de 28 slots. O
tempo médio de vida de uma conexão é dada por 1
𝜇
.
Temos, então, uma rede com capacidade de 164 slots e duas classes de tráfego,
13 e 28 slots. A Figura 27 mostra a Cadeia de Markov que modela a EON a ser estudada.
O número no interior de cada um dos estados representa o número de slots ocupados
naquele estado. A Figura 28 mostra a mesma Cadeia de Markov, contudo o número no
interior de cada estado representa o tráfego efetivo, em Tb/s, naquele estado.
Nas Figuras 27 e 28 os valores de transição entre os estados são as taxas de
requisição 𝜆𝑖 e as taxas de encerramento das conexões 𝜇𝑖, ou seja, a alocação de novas
conexões e o encerramento das ativas. Uma rede comercial tem interesse em fazer o maior
uso possível de sua capacidade, então, os destaque em ambas as figuras evidenciam os
estados nos quais a rede não consegue aceitar novas requisições. A ocupação é tal que não
há mais disponibilidade de slots e qualquer nova requisição seria bloqueada. Justamente
por este motivo estes estados são denominados estados bloqueantes.
Pode, à primeira vista, parecer paradoxal que a rede se isole nos estados blo-
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Figura 27 – Cadeia de Markov de uma rede gerenciada por um algoritmo voraz de alo-
cação para ?⃗? = [13, 28]𝑇 , C=164 slots. O número no interior de cada estado
representa o número de slots ocupados naquele estado. Transições calculadas
para 𝜆1 = 𝜆2.
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Figura 28 – Cadeia de Markov de uma rede gerenciada por um algoritmo voraz de alo-
cação para ?⃗? = [13, 28]𝑇 , C=164 slots. O número no interior de cada es-
tado representa a vazão, em Tb/s, naquele estado. Transições calculadas para
𝜆1 = 𝜆2.
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queantes sem que isso altere a distribuição de probabilidade da Cadeia, o que alteraria as
bases matemáticas que utilizamos para modelamento no Capítulo 4. Não há alteração na
distribuição de probabilidade da Cadeia. Se analisarmos a probabilidade de cada estado
vemos que eles são proporcionalmente impactados pelo número de conexões ativas: com
um maior número de conexões ativas a potência de 𝜆 no numerador da probabilidade
daquele estado aumenta e, assim, aquele estado tende a atingir seu valor estacionário de
forma mais rápida que um estado com menor número de conexões ativas, ou seja, com um
𝜆 de potência menor. Não se trata, portanto, de aproximação ou alteração da distribuição
de probabilidade da Cadeia; os estados bloqueantes apenas apresentam um numerador de
potência elevada que, ao ser submetida a altas cargas, atingem seus valores estacionários
mais velozmente que outros estados.
Perceba que os estados bloqueantes apresentam entre si uma taxa de transição
peculiar. Em uma operação nominal, conexões são alocadas e terminadas com regulari-
dade. Para garantir a maior ocupação possível da rede é necessário que a taxa de novas
requisições seja suficientemente elevada para que qualquer conjunto de slots liberados pelo
término de uma conexão seja imediatamente preenchida por uma nova conexão. Neste caso
dizemos que a rede se encontra congestionada. E nessa situação de congestionamento os
estados efêmeros (estados não destacados) deixam de ter relevância: como qualquer va-
cância é imediatamente ocupada, a rede se mantem operando nos estados bloqueantes.
No limite assintótico em que a intensidade tende ao infinito podemos ignorar os estados
efêmeros e a Cadeia demonstrada na Figura 27 passa a ser como na Figura 29.
Por sua vez, para entender como se dá as taxas de transição entre os estados
bloqueantes, vamos observar o caso de como o estado com 153 slots ocupados transita para
o estado com 164 slots ocupados. Vamos supor que neste cenário de tráfego intenso, uma
conexão de 28 slots é encerrada no estado com 153 slots ocupados. A probabilidade que a
Cadeia siga para o estado com 125 slots ocupados é 5 vezes maior que a probabilidade de
ele seguir para o estado com 140 slots ocupados, vide as taxas de encerramento de conexão
𝜇. Já no estado com 125 slots ocupados, a Cadeia tem probabilidades iguais de voltar ao
estado 153 ou ir para o estado 138 supondo 𝜆1 = 𝜆2), contudo uma vez no estado com
138 slots ocupados ele tem probabilidade 1 de ir para o estado com 151 slots ocupados
e, por fim, probabilidade 1 de transitar para o estado com 164 slots ocupados, estado do
qual não há retorno para o estado bloqueante com 153 slots ocupados. Por fim, a taxa de
transição entre os estados com 153 e 164 slots ocupados é 5 * 1/2 * 1 * 1 = 5/2.
A rede passa a transitar apenas entre os estados bloqueantes. Perceba, no
entanto, que estes estados não apresentam realimentação entre si, de tal forma que, ao sair
de um desses estados, a rede não retornará a ele se mantida a alta carga de tráfego. Essa
situação corrobora uma constatação dos capítulos anteriores: redes geridas por algoritmos
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Figura 29 – Cadeia de Markov para altas cargas de tráfego utilizando um algoritmo vo-
raz de alocação para ?⃗? = [13, 28]𝑇 , C=164 slots. Em destaque, os estados
bloqueantes da rede. Transições calculadas para 𝜆1 = 𝜆2.
vorazes sem nenhuma limitação priorizam a alocação de conexões menores. Em nosso
caso a rede irá, por fim, ser ocupada apenas pelas conexões de 13 slots; uma operação
totalmente parcial.
Um estado em especial está em destaque laranja nas Figuras 27, 28 e 29. Este
estado é o estado com o maior número de slots ocupados (a totalidade da rede: 164 slots)
e o estado com a maior vazão de tráfego (5,6Tb/s). Se a rede fosse administrada por
um algoritmo voraz e, por fim, levasse a Cadeia para o estado bloqueante com 156 slots
ocupados (no qual há 12 conexões de 13 slots e nenhuma de 28 slots) estaria levando a
operação a não fazer uso de quase 5% dos slots da rede e obteria uma vazão 14% menor
(4,8TB/s) em relação ao estado de maior vazão.
Quando a Cadeia se isola no estado que prioriza as conexões menores, ela
não leva ao estado de maior tráfego. Isso também condiz com que vimos nos capítulos
anteriores: conexões maiores utilizam o espectro de forma mais eficiente. Conexões maiores
não só são mais eficientes no sentido de ocupação de um maior número de slots, mas
também permite, graças a modulações mais sofisticadas, uma maior densidade de dados
por Hertz com a mesma ocupação.
Vamos, então, analisar o uso de algoritmos e políticas vistas no Capítulo 3
para uma operação mais eficiente da rede. Queremos determinar qual conjunto de taxas
de requisições (𝜆1,𝜆2) poderia levar a uma operação mais otimizada tanto no quesito
eficiência espectral quanto no quesito imparcialidade.
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Figura 30 – Cadeia de Markov para altas cargas de tráfego utilizando um algoritmo voraz
de alocação e um particionamento 𝑝 = [52, 112] para ?⃗? = [13, 28]𝑇 , C=164
slots.
5.2 Imparcialidade no uso de Particionamento Dedicado
Como vimos, quando sob alta carga de tráfego e uma ocupação voraz, a Cadeia
tende a se mover para a extremidade na qual há 12 conexões de classe 1 com 13 slots
(400 Gb/s) e nenhuma conexão de classe 2 com 28 slots (1 Tb/s). Este estado, além
de apresentar uma altíssima parcialidade (não há sequer uma conexão da classe 2), não
apresenta a melhor carga de tráfego possível dessa rede.
Vamos então propor um Particionamento que garanta a operação da rede em
um ponto mais eficiente. Primeiramente vamos garantir que a Rede opere no ponto de
maior ocupação e vazão. Vemos na Figura 28 que o ponto de maior tráfego, 5,6 TB/s,
é o estado no qual a rede é ocupada por 4 conexões de classe 1 e 4 conexões de classe
2. Façamos então, um Particionamento dessa rede de tal forma a garantir que a Cadeia
convirja para este estado. Se esse estado é alcançado com 4 conexões de cada classe, então
vamos limitar a rede a operar com 4 conexões de cada classe (𝑆1 = 𝑆2 = 4). A Cadeia
de Markov que modela a rede neste cenário pode ser vista na Figura 30: são 52 slots
reservados para a classe 1 e 112 para a classe 2, logo 𝑝 = [52, 112].
Garantida a operação neste ponto, desejamos também garantir que a rede seja
imparcial, ou seja, que a probabilidade de bloqueio de uma requisição de conexão seja
sempre a mesma não importando qual sua classe. Para garantir este cenário usaremos
a equação 4.7 e determinaremos as taxas nas quais a probabilidade de bloqueio de uma
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requisição de 13 slots seja igual a probabilidade de bloqueio de uma requisição de 28 slots.
𝑃𝐵(𝐶, 𝑘) =
∑︁
𝑛∈𝑆𝐵(𝑘)
𝜋𝐶(𝑛) =
1
𝐺
∑︁
𝑛∈𝑆𝐵(𝑘)
𝐾∏︁
𝑘′=1
𝜌
𝑛𝑘′
𝑘′
𝑛𝑘′ !
Em nossa notação, por simplicidade, utilizaremos 𝑃𝐵1 para probabilidade de
de bloqueio da classe 𝑘1 de 13 slots, 𝜆1, e 𝑃𝐵2 a probabilidade de bloqueio da classe 𝑘2 de
28 slots, 𝜆2:
𝑃𝐵1 = 𝑃𝐵2
1
𝐺
∑︁
𝑛∈𝑆𝐵1(𝑘)
𝐾∏︁
𝑘′=1
𝜆
𝑛𝑘′
𝑘′
𝑛𝑘′ !
= 1
𝐺
∑︁
𝑛∈𝑆𝐵2(𝑘)
𝐾∏︁
𝑘′=1
𝜆
𝑛𝑘′
𝑘′
𝑛𝑘′ !
como cada probabilidade de bloqueio se refere a apenas uma classe, K=1, então
𝜆
𝑆1
1
𝑆1!∑︀𝑆1
𝑛=0
𝜆𝑛1
𝑛!
=
𝜆
𝑆2
2
𝑆2!∑︀𝑆2
𝑛=0
𝜆𝑛2
𝑛!
(5.1)
Em nosso caso temos, como ambas as classes estão limitadas em 4 conexões,
𝑆1 = 𝑆2 = 4:
𝜆41
4!∑︀4
𝑛=0
𝜆𝑛1
𝑛!
=
𝜆42
4!∑︀4
𝑛=0
𝜆𝑛2
𝑛!
𝜆41
4!
1 + 𝜆
2
1
2! +
𝜆31
3! +
𝜆41
4!
=
𝜆42
4!
1 + 𝜆
2
2
2! +
𝜆32
3! +
𝜆42
4!
Como pode ser vista na Figura 31, a imparcialidade nessa situação será alcan-
çada em todas as situações que a taxa de requisições da classe 1, 𝜆1, for igual a taxa de
requisições da classe 2, 𝜆2. Esse resultado está em plena concordância com o esperado.
Se procuramos garantir que haverá sempre 4 conexões de cada classe e em condições de
igualdade, então as taxas de chegada dessas requisições devem ser as mesmas.
Ora, podemos então estender essa estratégia para conduzir a operação da rede
para qualquer um dos estados de alta carga de tráfego mostrados na Figura 29 e, neles,
determinar o par de taxas 𝜆1 e 𝜆2 que garantem imparcialidade. Pode ser de interesse do
gestor da rede priorizar certo tipo de tráfego ou de clientes em detrimento a outros, por
exemplo.
A Figura 32 mostra um particionamento que prioriza conexões maiores, 28
slots permitindo 5 destas conexões e apenas 1 conexão de 13 slots. Essa situação pode
configurar uma rede na qual haja clientes com um perfil específico de tráfego que se
deseja privilegiar, seja por contrato ou seja por resultar em maiores lucros. Neste caso,
mesmo havendo clientes de pequeno porte, conexões de maior banda terão mais espaço
no espectro.
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Figura 31 – Par (𝜆1,𝜆2) que garante uma operação imparcial de uma EON sob alta carga
de tráfego utilizando um algoritmo voraz de alocação e um particionamento
𝑝 = [52, 112] para ?⃗? = [13, 28]𝑇 , C=164 slots.
Esta abordagem pode ser expandida para casos análogos. Tanto na Figura
33, quanto na Figura 34 e Figura 35 vemos redes que podem se adequar a um perfil
de tráfego específico. Limita-se o número de conexões de cada classe, dando mais ou
menos espaço para clientes com diferentes demandas de tráfego. Em todos estes casos as
partições envolvem um estado de alta carga de tráfego, estado bloqueante no qual a rede
é dita congestionada e para o qual a Cadeia converge. Estes estados estão em evidência
nas Cadeias.
Em todos estes cenários temos interesse em analisar os critérios que levam a
rede a uma operação imparcial. Para isso usaremos para cada partição a mesma análise
utilizada na Partição [52,112]. Partindo da equação 4.7, igualamos, para cada Partição,
as Probabilidades de Bloqueio de cada uma classes 𝑃𝐵1 = 𝑃𝐵2 e chegamos na equação 5.1
reproduzida abaixo:
𝜆
𝑆1
1
𝑆1!∑︀𝑆1
𝑛=0
𝜆𝑛1
𝑛!
=
𝜆
𝑆2
2
𝑆2!∑︀𝑆2
𝑛=0
𝜆𝑛2
𝑛!
Para cada uma das partições, temos, para a Partição [13,140], 𝑆1 = 1 e 𝑆2 = 5:
𝜆1
1 + 𝜆1
=
𝜆52
5!∑︀5
𝑛=0
𝜆𝑛2
𝑛!
para a Partição [78,84], 𝑆1 = 6 e 𝑆2 = 3:
𝜆61
6!∑︀6
𝑛=0
𝜆𝑛1
𝑛!
=
𝜆32
3!∑︀3
𝑛=0
𝜆𝑛2
𝑛!
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Figura 32 – Cadeia de Markov para uma EON sob alta carga de tráfego utilizando um
algoritmo voraz de alocação e um particionamento [13,140] para ?⃗? = [13, 28]𝑇 ,
C=164 slots.
Figura 33 – Cadeia de Markov para uma EON sob alta carga de tráfego utilizando um
algoritmo voraz de alocação e um particionamento [78,84] para ?⃗? = [13, 28]𝑇 ,
C=164 slots.
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Figura 34 – Cadeia de Markov para uma EON sob alta carga de tráfego utilizando um
algoritmo voraz de alocação e um particionamento [104,56] para ?⃗? = [13, 28]𝑇 ,
C=164 slots.
Figura 35 – Cadeia de Markov para uma EON sob alta carga de tráfegoo utilizando um
algoritmo voraz de alocação e um particionamento [130,28] para ?⃗? = [13, 28]𝑇 ,
C=164 slots.
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para a Partição [104,56], 𝑆1 = 8 e 𝑆2 = 2:
𝜆81
8!∑︀8
𝑛=0
𝜆𝑛1
𝑛!
=
𝜆22
2!∑︀2
𝑛=0
𝜆𝑛2
𝑛!
para a Partição [130,28], 𝑆1 = 10 e 𝑆2 = 1:
𝜆101
10!∑︀10
𝑛=0
𝜆𝑛1
𝑛!
= 𝜆21 + 𝜆2
A Figura 36 apresenta os pares (𝜆1,𝜆2) que são solução para as equações acima.
Os valores das taxas (𝜆1,𝜆2) encontradas para cada uma das partições garantem a im-
parcialidade da operação da rede congestionada. Perceba que a classe menos limitada em
cada particionamento, tem seu tráfego privilegiado em seu respectivo par (𝜆1,𝜆2).
A imparcialidade é uma medida da igualdade da probabilidade de bloqueio
entre as classes e não uma comparação entre o número de slots ocupados. Portanto, ao
limitar o número de requisições alocadas de uma das classes é desejado que haja menos
requisições dessa respectiva classe para que um menor número de rejeições leve a uma
probabilidade de bloqueio equivalente à da classe que dispõe de mais espaço no espectro
para alocação. Sendo assim, nos pares (𝜆1,𝜆2) expostos na Figura 36, em cada uma das
partições a classe mais limitada tem seu tráfego preterido em relação à outra.
Operar exatamente com as taxas necessárias para gerar a imparcialidade, no
entanto, pode ser utópico. Uma rede dinâmica opera nas regiões intermediárias entre essas
curvas. Seria interessante então analisar no sentido oposto: conhecendo os perfis de tráfego
que garantem imparcialidade em cada partição, dado o perfil de tráfego da minha rede
qual partição melhor se adequaria? Como devo gerir minha rede para garantir a menor
parcialidade na operação? Essa análise é feita na seção 5.4.
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Figura 36 – Pares (𝜆1,𝜆2) que garantem uma operação imparcial de uma EON congesti-
onada com C=164 slots ?⃗? = [13, 28]𝑇 em cada uma das partições assinaladas
5.3 Imparcialidade no uso de Pseudo Particionamento
Analisamos na seção anterior os pares 𝜆1 e 𝜆2 de taxas de requisições de classes
1 e 2 que, em cada Particionamento Dedicado apresentado, levava a imparcialidade da
operação de uma rede congestionada. Cada um desses particionamentos limitava o número
de conexões de ambas as classes simultaneamente. Vimos também que quanto ao número
de slots alocados pode haver diferentes formas de se particionar a rede de acordo com
o interesse do operador da rede. A critério do gerente da rede, portanto, uma classe de
requisições poderia ser privilegiada em detrimento da outra.
Nos particionamentos dedicado determinava-se o número exato de conexões
possíveis para cada classe, contudo, pode ser de interesse do operador limitar apenas uma
das classes de requisições. Nesta seção faremos a análise deste cenário. Para cada estado
bloqueante em destaque na Figura 29 iremos analisar as taxas de requisições que levem a
imparcialidade limitando somente as requisições de menor pegada espectral (classe 1 - 13
slots). Como já vimos, conexões maiores, como as da classe 2, são mais eficientes e, por
se tratar de uma maior demanda de banda, são mais economicamente atraentes para a
operação de uma rede comercial.
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Figura 37 – Cadeia de Markov para altas cargas de tráfego utilizando um algoritmo voraz
de alocação e um pseudo particionamento limitando a classe 1 a um máximo
de 4 conexões para ?⃗? = [13, 28]𝑇 , C=164 slots.
O equacionamento desse situação deve ser pouco diferente. No Particiona-
mento Dedicado se seguíssemos em uma mesma linha da Cadeia, verticalmente ou hori-
zontalmente, teríamos sempre a mesma taxa de transição não importando de qual estado
partimos; isto não é mais uma verdade. Como não há independência entre os números
de conexões ativas em cada classe a simplificação permitida na equação 5.1 não é mais
possível. Neste caso, para analisarmos a igualdade de probabilidade de bloqueio entre as
classes é necessário garantir a igualdade entre o somatório das probabilidades de bloqueio
das taxas nas fronteiras do particionamento.
Comecemos analisando o particionamento mostrando na Figura 37. Nela limi-
tamos o número de conexões de 13 slots a, no máximo, quatro conexões. Para garantir a
imparcialidade neste caso, precisamos garantir que a soma das probabilidades de bloqueio
da fronteira superior do particionamento seja igual a soma das probabilidades de bloqueio
da fronteira direita do particionamento.
Comecemos definindo as probabilidades de bloqueio 𝑃𝜆1,𝜆2 de cada estado nas
fronteiras usando a equação 4.7. Partindo da fronteira à esquerda, onde ocorre a limitação
do número de conexões de 13 slots, seguimos de baixo para cima. No estado onde há 4
conexões de 13 slots e nenhuma de 28 slots: 𝑃4,0 ; em seguida, no estado onde há 4 conexões
de 13 slots e 1 de 28 slots: 𝑃4,1; seguimos assim sucessivamente até o estado mais acima
onde há 1 conexão de 13 slots e 5 de 28 slots: 𝑃1,5. Da mesma forma fazemos com a
fronteira superior, seguindo da esquerda para a direita. No estado onde não há conexão
de 13 slots e há 5 de 28 slots: 𝑃0,5; em seguida no estado onde há 1 conexão de 13 slots
e 5 de 28 slots: 𝑃1,5; seguimos sucessivamente até o estado mais à esquerda onde há 4
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Figura 38 – Pares (𝜆1,𝜆2) que garantem uma operação imparcial de uma EON com C=164
slots ?⃗? = [13, 28]𝑇 pseudo particionamento limitando a classe 1 a um máximo
de 4 conexões para ?⃗? = [13, 28]𝑇 , C=164 slots.
conexões de 13 slots e 4 conexões de 28 slots: 𝑃4,4. Por fim, somamos as probabilidades
de bloqueio de cada uma das fronteiras e igualamos:
𝑃4,0 + 𝑃4,1 + 𝑃4,2 + 𝑃4,3 + 𝑃4,4 + 𝑃1,5 = 𝑃0,5 + 𝑃1,5 + 𝑃2,4 + 𝑃3,4 + 𝑃4,4
Perceba que é uma análise mais custosa do que quando fizemos uso do particio-
namento dedicado. A Figura 38 (a) mostra os pares (𝜆1,𝜆2) que garantem a imparcialidade
para este pseudo particionamento limitando a classe 1 a no máximo 4 conexões. A Figura
38 (b), por sua vez, contrasta a solução do pseudo particionamento e do particionamento
dedicado [52,112] estudado na seção anterior.
É perceptível uma diferença entre as curvas em baixas cargas de tráfego. A
curva do pseudo particionamento privilegia as requisições de 28 slots, o que condiz com o
fato da limitação nesse cenário é rigorosa apenas para as conexões menores. A medida que
a carga de tráfego aumenta, no entanto, vemos que as curvas são assintoticamente iguais.
Como vimos, sob um tráfego intenso a rede irá se isolar no estado bloqueante, neste caso
o estado com quatro conexões de cada classe e, assim, operando no mesmo ponto que o
Particionamento Dedicado.
Expandimos esta mesma análise para os pseudo-particionamentos apresentados
nas Figuras 39, 40 e 41. Em todas elas, limitamos o número de conexões possíveis para
a classe de 13 slots respectivamente a um máximo de 6, 8 e 10 conexões, deixando livre
o número de conexões de 28 slots. A Figura 42 apresenta a solução de pares (𝜆1,𝜆2) que
garantem uma operação imparcial em todos estes cenários de pseudo particionamento em
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Figura 39 – Cadeia de Markov para altas cargas de tráfego utilizando um algoritmo voraz
de alocação e um pseudo particionamento limitando a classe 1 a um máximo
de 6 conexões para ?⃗? = [13, 28]𝑇 , C=164 slots.
Figura 40 – Cadeia de Markov para altas cargas de tráfego utilizando um algoritmo voraz
de alocação e um pseudo particionamento limitando a classe 1 a um máximo
de 8 conexões para ?⃗? = [13, 28]𝑇 , C=164 slots.
uma rede operando sob uma alta carga de tráfego.
A Figura 43 mostra no mesmo gráfico os pares (𝜆1,𝜆2) que são solução para
os cenários de Particionamento Dedicado e Pseudo Particionamento. Comparando estes
resultados percebemos certos ganhos para a classe de 28 slots em algumas regiões. Essas
diferenças podem servir como orientação para que um gestor conhecedor de seu perfil
de tráfego ou interessado em privilegiar determinada classe de usuários opte por uma
adequada Partição ou Pseudo Particionamento.
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Figura 41 – Cadeia de Markov para altas cargas de tráfego utilizando um algoritmo voraz
de alocação e um pseudo particionamento limitando a classe 1 a um máximo
de 10 conexões para ?⃗? = [13, 28]𝑇 , C=164 slots.
Figura 42 – Pares (𝜆1,𝜆2) que garantem uma operação imparcial de uma EON com C=164
slots ?⃗? = [13, 28]𝑇 em cada uma das pseudo partições
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Figura 43 – Pares (𝜆1,𝜆2) que garantem uma operação imparcial de uma EON com C=164
slots ?⃗? = [13, 28]𝑇 em cada uma das partições completas e pseudo partições
Com o aumento da carga de tráfego, mesmo sob uma limitação de apenas uma
das classes, a rede tende a assintoticamente se aproximar do comportamento da situação
na qual ambas as classes são limitadas. Mais uma vez, basta lembrarmos que a rede
congestionada sob um pseudo particionamento converge para o estados bloqueantes que,
ao fim, são os mesmos estados bloqueantes dos particionamentos dedicados.
No advento dos novos paradigmas tecnológicos propiciados pelas Redes Elás-
ticas, redes de comunicação e seus gerentes dispõem de um novo conjunto de ferramentas
que permitem a uma rede se adaptar a seu tráfego ou operar de uma forma melhor, como
as redes SDN e a possibilidade de adoção dos particionamentos virtuais já citados neste
trabalho. Um algoritmo gerente de uma rede que disponha de informações sobre ope-
rações mais eficientes, quer seja no quesito tráfego quer seja no quesito imparcialidade,
desejará adequar-se a uma melhor operação. Contudo, como decidir qual o Particiona-
mento que melhor atenda a demanda da minha rede e tenha o menor custo possível no
quesito parcialidade. Este é o assunto da próxima sessão.
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5.4 Escolha do Particionamento adequado
Na seção 4.4 vimos que o mapeamento de uma Cadeia de Markov não ne-
cessariamente reflete a organização física do espectro e sequer demanda que haja uma
intervenção física no equipamento que opera a rede. Um software que administra o sis-
tema poderia fazer uma implementação virtual de particionamentos apenas reorientando a
forma que aloca as conexões. Essas redes definidas por software (SDN), permitem grandes
ganhos de flexibilidade na gerência permitindo que a rede se adapte ao perfil de tráfego
ao qual está submetido ou ainda alterando sua operação para priorizar algum cliente ou
classe de conexões que sejam mais interessantes.
Para que esse tipo de operação seja possível, o algoritmo gestor da SDN deve
ser capaz de decidir qual a melhor partição para determinada situação. Na seção 3.4
elencamos alguns critérios que podem ser utilizados para avaliar qual partição ou modelo
melhor atende às suas demandas. Neste trabalho estudamos perfis de tráfego de uma rede
óptica elástica que gerariam imparcialidade, portanto, definimos a imparcialidade da rede
como critério a ser perseguido.
Nas seções anteriores, imparcialidade é definida como a igual probabilidade
de uma requisição ser rejeitada pela rede independente da sua classe. Então, buscar a
imparcialidade é perseguir a menor discrepância entre os tráfegos admitidos de cada uma
das classes.
Se 𝑛𝑖 é o número de slots ocupados pela classe 𝑖, 𝜆𝑖 é sua taxa de requisições e
𝑃𝐵𝑖 é sua probabilidade de bloqueio, então 𝑛𝑖𝜆𝑖(1−𝑃𝐵𝑖) é o tráfego admitido da classe 𝑖.
Disso 𝑛𝑖𝜆𝑖(1−𝑃𝐵𝑚𝑎𝑥) é o tráfego admitido imparcialmente e 𝑛𝑖𝜆𝑖(𝑃𝐵𝑚𝑎𝑥−𝑃𝐵𝑖) é o tráfego
da classe 𝑖 ’indevidamente’ admitido. Então, por fim, ∑︀𝑖 𝑛𝑖𝜆𝑖(𝑃𝐵𝑚𝑎𝑥 − 𝑃𝐵𝑖) representa o
total de tráfego admitido indevidamente, enquanto ∑︀𝑖 𝑛𝑖𝜆𝑖(1 − 𝑃𝐵𝑖) é o tráfego total
admitido.
Nosso critério de imparcialidade 𝐼 é dado por:
𝐼 = 1−
∑︀
𝑖 𝑛𝑖𝜆𝑖(𝑃𝐵𝑚𝑎𝑥 − 𝑃𝐵𝑖)∑︀
𝑖 𝑛𝑖𝜆𝑖(1− 𝑃𝐵𝑖)
(5.2)
Continuaremos a analisar nossa rede single-link com capacidade de 164 slots
e duas classes de tráfego, 13 e 28 slots. Como nas redes congestionadas nossa rede tende
a operar nos estados bloqueantes, usaremos nessa análise os particionamentos dedicados
apresentados na seção 5.2. Aplicando este cenário na equação 5.2 no qual a classe 1 estaria
sendo preterida, ou seja, apresentaria uma probabilidade de bloqueio maior que a classe
2, nosso critério passa a ser:
𝐼 = 1− 𝑛1𝜆1(𝑃𝐵1 − 𝑃𝐵2)
𝑛1𝜆1(1− 𝑃𝐵1) + 𝑛2𝜆2(1− 𝑃𝐵2)
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Figura 44 – Valores de imparcialidade para cada par (𝜆1,𝜆2) de tráfego em uma EON com
?⃗? = [13, 28]𝑇 , C=164 slots.
Analisamos o comportamento da imparcialidade para todas as combinações
(𝜆1,𝜆2) em cada uma das partições. Como esperado, em cada uma delas, a superfície
atingia o máximo de imparcialidade sobre a curva (𝜆1,𝜆2) que levaria aquele particiona-
mento a operar imparcialmente, curvas demonstradas na Figura 36. Sobrepondo, essas
superfícies obtemos a Figura 44.
Veja que os máximos da curva, evidenciados em vermelho, são os pontos sobre
os pares (𝜆1,𝜆2) que levam a imparcialidade em cada particionamento. A medida que nos
afastamos destes máximos, a imparcialidade diminui até atingir um mínimo local, eviden-
ciado em amarelo, a partir do qual é mais interessante adotar-se outro particionamento
no intuito de operar com menos parcialidade entre as classes.
A Figura 45 mostra uma visão superior da superfície de imparcialidade. Ob-
serve mais uma vez que os pares (𝜆1,𝜆2) que levam a maior imparcialidade coincidem com
as curvas da Figura 36. As regiões intermediárias tem valores de imparcialidade menores
e neles é onde o gerente da rede pode ter interesse em alterar o particionamento vigente.
Contudo, a partir de qual perfil de tráfego essa alteração vale a pena?
Para responder esta questão, calculamos quais são os pontos (𝜆1,𝜆2) nos quais
os valores de imparcialidade de um particionamento passam a ser menores que os do
particionamento vizinho. Estes limites, determinados numericamente, são apresentados
como as linhas pontilhadas na Figura 46 superpostos com os pares que são solução dos
particionamentos dedicados mostrado na Figura 36 (linhas sólidas).
De posse desses dados, com um par qualquer (𝜆1,𝜆2) dado, é possível determi-
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Figura 45 – Mapa planificado da intensidade de imparcialidade para cada par (𝜆1,𝜆2) de
tráfego em uma EON com ?⃗? = [13, 28]𝑇 , C=164 slots.
Figura 46 – Determinação dos valores limites do par (𝜆1,𝜆2) de tráfego entre os particio-
namentos para garantir a máxima imparcialidade na operação de uma EON
com ?⃗? = [13, 28]𝑇 , C=164 slots.
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nar qual particionamento geraria menor parcialidade na operação da rede. Por exemplo,
se uma rede, em determinado momento, opera com um perfil de tráfego (5,15) Erlang.
Vemos na 46 que a melhor partição a ser utilizada seria a 𝑝 = [13, 140]. Contudo, se em
outro momento o tráfego passa a ser (15,15) Erlang, então, é a partição 𝑝 = [52, 112] que
passa a ser a mais interessante. Se ainda outra alteração do perfil do tráfego, levasse a
rede a operar com (20,10) Erlang, então o software gerente da rede poderia alterar seus
critérios de alocação para um particionamento 𝑝 = [78, 84] a fim de obter um ambiente
de operação mais imparcial.
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Conclusão
Este trabalho de Mestrado serve, antes de tudo como um referencial para fu-
turos estudos a respeito de operação eficiente e imparcial de Redes Ópticas Elásticas. Ele
iniciou-se tentando expor de uma forma clara e simples os conceitos nos quais se baseiam
as Redes Ópticas Elásticas e, por comparação com as redes WDM convencionais, demons-
trar os ganhos advindos da sua implementação. A partir do segundo capítulo, esmiuçamos
as diversas estratégias de ocupação do espectro, formas de organizá-lo e de promover uma
convivência menos injusta entre os diversos perfis de usuários. Encerrando os fundamen-
tos necessários para o estudo das EON, vimos a poderosa ferramenta matemática para
modelamento e análise oferecida pelas Cadeias de Markov.
De posse desses dados, analisamos uma rede óptica elástica operando sob uma
alta carga de tráfego; cenário desejado do ponto de vista comercial, contudo desafiador
para a gerência dessa rede. Enfrentamos o desafio de garantir uma convivência imparcial
de duas classes diferentes de usuários competindo pelo espectro. Quais políticas e estraté-
gias de ocupação do espectro promoveriam a operação mais eficiente e imparcial da rede
e em quais taxas de tráfego essa operação tem melhor desempenho. Também vimos como
encontrar uma solução de compromisso entre ocupar eficientemente o espectro, privilegi-
ando conexões específicas e ainda assim oferecer uma rede justa para ambas as classes de
usuário que se utilizam da rede.
Essas perguntas são respondidas por meio de pares de taxas de requisição
que, para cada um dos particionamentos apresentados, geram imparcialidade na rede.
Contudo, o caminho oposto também é valido: em uma rede dinâmica, se a rede está
exposta a determinado perfil de tráfego, qual dentre as diversas estratégias devem ser
adotadas para garantir a menor parcialidade possível da operação. As redes definidas por
software, tão citadas no decorrer deste trabalho, permitem que a ocupação do espectro
possa ser modificada alterando-se os algoritmos do software gerente sem intervenção física
no hardware. Para isso estudamos a distribuição da imparcialidade para os perfis de tráfego
possíveis e definimos as regiões em que cada particionamento seria o mais propício para
cada operação.
Dessa forma, os resultados aqui apresentados permitem tanto o projeto de uma
rede que melhor atenda a um determinado perfil conhecido ou previsível de tráfego, como
também permite orientar a gerência de uma rede para que, em tempo real, se adeque a
um perfil de tráfego dinâmico ao qual ela seja submetida. Estes resultados são expostos
numericamente para uma rede específica (C=164 slots e taxas de 13 e 28 slots), contudo
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sua generalidade é preservada tanto nos conceitos quanto nos instrumentos matemáticos.
Perspectivas Futuras
O próximo passo natural deste trabalho é sua expansão.
A primeira forma de expandir este trabalho é analisar seus resultados para
valores no contexto de uma operação de uma rede óptica elástica de 320 slots de 12,5GHz,
valores usuais de uma rede óptica convencional. Esta análise se aproxima dos usos e
implementações reais das redes comerciais. Deve-se, no entanto, atentar-se para o alto
custo computacional envolvido.
Expandir o estudo para redes de maior tamanho também é passo decisivo.
Redes ópticas comerciais não são compostas de apenas um link, portanto, é preciso ampliar
o uso das ferramentas aqui apresentadas para este ambiente. Como vimos no final do
CApítulo 2, no entanto, em redes com mais de um enlace passamos a conviver com
problemas de fragmentação horizontal.
Para se ter uma ideia da magnitude deste desafio vejamos um exemplo. Como
mostrado na Figura 47, suponha uma rede com duas classes de tráfego, mas contando com
três pontos ABC nos quais os links são AB, BC e AC. A rede ABC passa pelo ponto B,
mas de forma opaca. Então cada estado da Cadeia de Markov que modela esta rede seria
descrito por uma sêxtupla (𝑛𝐴𝐵1 , 𝑛𝐴𝐵2 , 𝑛𝐵𝐶1 , 𝑛𝐵𝐶2 , 𝑛𝐴𝐶1 , 𝑛𝐴𝐶2 ) onde 𝑛𝑘𝜆 representa o número
de conexões ativas da classe 𝜆 na rota 𝑘. Se, assim como na rede em estudo neste trabalho,
cada um dos links tiver capacidade de 164 slots e as classes de tráfego forem de 13 e 28
slots, a Cadeia de Markov apresentaria 13017 estados possíveis.
Figura 47 – Exemplo de uma rede multi-link
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