The quantum adversary method is one of the most successful techniques for proving lower bounds on quantum query complexity. It gives optimal lower bounds for many problems, has application to classical complexity in formula size lower bounds, and is versatile with equivalent formulations in terms of weight schemes, eigenvalues, and Kolmogorov complexity. All these formulations rely on the principle that if an algorithm successfully computes a function then, in particular, it is able to distinguish between inputs which map to different values.
INTRODUCTION
Quantum query complexity is a popular model for study as it seems to capture much of the power of quantum computing-in particular, the search algorithm of Grover [11] and the period finding routine of Shor's factoring algorithm [23] can be formulated in this model-yet is still simple enough that we can often hope to prove tight lower bounds. In this model, complexity is measured by the number of queries made to the input, and other operations are for free. For most known quantum algorithms, the time complexity is bigger than the query complexity by only a polylogarithmic factor.
The two most successful techniques for proving lower bounds on quantum query complexity are the polynomial method [6] and the quantum adversary method [3] . The adversary method gives tight lower bounds for many problems and is quite versatile with formulations in terms of weight schemes [4, 26] , eigenvalues [5] , and Kolmogorov complexity [19] .Špalek and Szegedy [25] show that in fact all these formulations are equivalent. All these versions of the adversary method rest on the principle that, if an algorithm is able to compute a function f , then in particular it is able to distinguish inputs which map to different values. The method actually bounds the difficulty of this distinguishing task.
We present a stronger version of the adversary method which goes beyond this principle to essentially make use of the stronger condition that the algorithm actually computes the function-namely, we make use of the existence of a measurement which gives the correct answer with high probability from the final state of the algorithm. This new method, which we call ADV ± , is always at least as large as the adversary bound ADV, and we show an example of a monotone function f for which ADV ± (f ) = Ω(ADV(f ) 1.098 ). Moreover, ADV ± possesses all the nice properties of the old adversary method: it is a lower bound on bounded-error quantum query complexity, its square is a lower bound on formula size, and it behaves well with respect to function composition. Using this last property, and the fact that our bound is larger than the adversary bound for the base function of Ambainis, we improve the best known separation between quantum query complexity and polynomial degree giving an f such that Q (f ) = Ω(deg(f ) 1.329 ). The limitations of the adversary method are fairly well understood. One limitation is the "certificate complexity barrier." This says that ADV(f ) ≤ C0(f )C1(f ) for a total function f [26, 25] , where C0(f ) is the certificate complexity of the inputs x which evaluate to zero on f , and C1(f ) is the certificate complexity of inputs which evaluate to one. This means that for problems like determining if a graph contains a triangle, or element distinctness, where one of the certificate complexities is constant, the best bound which can be proven by the adversary method is Ω( √ N ). For triangle finding, the best known upper bound is O(N 13/20 ) [20] , and for element distinctness the polynomial method is able to prove a tight lower bound of Ω(N 2/3 ) [2] . We show that our new method can break the certificate complexity barrier-we give an example where ADV ± (f ) = Ω((C0(f )C1(f )) 0.549 ). Another limitation of the adversary method is the "property testing barrier." For a partial Boolean function f where all zero-inputs have relative Hamming distance at least from all one-inputs, it holds that ADV(f ) ≤ 1/ . A prime example where this limitation applies is the collision problem of determining if a function is 2-to-1 or 1-to-1. Here all zero-inputs have relative Hamming distance at least 1/2 from all one inputs and so the best bound provable by the adversary method is 2, while the polynomial method is able to prove a tight lower bound of Ω(n 1/3 ) [2] . We show the property testing barrier does not apply in this strict sense to ADV ± , although we do not know of an asymptotic separation for constant .
Breaking these barriers opens the possibility that ADV ± can prove tight lower bounds for problems like element distinctness and the collision problem, and improve the best known Ω( √ N ) lower bound for triangle finding.
Comparison with previous methods
We now take a closer look at our new method and how it compares with previous adversary methods. We use the setting of the spectral formulation of the adversary method [5] .
Let f : S → {0, 1} be a Boolean function, with S ⊆ {0, 1}
n . Let Γ be a Hermitian matrix with rows and columns labeled by elements of S. We say that Γ is an adversary matrix for f if Γ[x, y] = 0 whenever f (x) = f (y). We let M denote the spectral norm of the matrix M , and for a real matrix M use M ≥ 0 to say the entries of M are nonnegative. We now give the spectral formulation of the adversary method:
Here the maximum is taken over nonnegative symmetric adversary matrices Γ, and Di is a zero-one matrix where Di[x, y] = 1 if xi = yi and Di[x, y] = 0 otherwise. Γ • Di denotes the entry-wise (Hadamard) product of Γ and Di.
Let Q (f ) be the two-sided -bounded error quantum query complexity of f . Barnum, Saks, and Szegedy show that the spectral version of the adversary method is a lower bound on Q (f ):
Note that the definition of ADV(f ) restricts the maximization to adversary matrices whose entries are all nonnegative and real. Our new bound removes these restrictions:
It is clear that ADV ± (f ) ≥ ADV(f ) for any function f as the maximization is taken over a larger set. Our main theorem, presented in Section 3, states that ADV ± (f ) is a lower bound on Q (f ).
While it is clear that ADV ± is always least as large as ADV, it might at first seem surprising that ADV ± can achieve bounds super-linear in ADV. An intuition for why negative weights help is that it is good to give negative weight to entries with large Hamming distance, entries which are easier to distinguish by queries. Consider an entry (x, y) where x and y have large Hamming distance. This entry appears in several Γ • Di matrices but only appears in the Γ matrix once. Thus by giving this entry negative weight we can simultaneously decrease Γ • Di for several i's, while doing relatively little damage to the large Γ matrix.
While in form the ADV ± bound is very similar to the ADV bound, our proof of Theorem 2 departs from the standard adversary principle. The standard adversary principle is based on the fact that an algorithm A which is able to compute a function f is, in particular, able to distinguish inputs x, y such that f (x) = f (y). Distinguishing quantum states is closely related to the inner product of the states as given by the following quantitative principle:
Theorem 3. Suppose we are given one of two known states |ψx , |ψy . Let 0 ≤ ≤ 1/2. There is a measurement which correctly identifies which of the two states we are given with error probability if and only if ψx|ψy ≤ 2 (1 − ).
Let |ψ t x be the state of an algorithm on input x after t queries. The adversary method works by defining a "progress function" based on the inner product ψ is small. In [5] this is termed the Ambainis output condition. The adversary method then works by showing an upper bound on how much the progress function can change by a single query.
Our proof follows the same basic reasoning, but the Ambainis output condition no longer seems to suffice to show that the final progress function is small. We use in an essential way the stronger output condition that if a T -query algorithm A computes a Boolean function f , then there exists orthogonal projectors {Π0, Π1} which sum to the identity such that Π b |ψ
PRELIMINARIES
We assume standard background from quantum computing and Boolean function complexity, see [21] and [8] for nice references. In this section, we restrict ourselves to more specific background.
Linear algebra
The background we need about matrices can be found in, for example, [7] . We use standard notations such as | · | for absolute value, A for the entrywise complex conjugate of a matrix A, A * for the conjugate transpose of A, and x = √ x * x for the 2-norm of a vector x. For two matrices A, B of the same size, the Hadamard product or entrywise product is the matrix (
For an indexed set of vectors {|ψx : x ∈ S}, we associate an |S|-by-|S| Gram matrix M = Gram(|ψx : s ∈ S) where
It is easy to see that M is Hermitian and positive semidefinite.
We will make use of several matrix norms. For a matrix A let A be the spectral norm of A A = max For two matrices A, B let A, B be the Hilbert-Schmidt inner product. This is the inner product of A, B viewed as long vectors,
The Frobenius norm, denoted A F , is the norm associated with this inner product,
Finally, we will use the trace norm, denoted A tr , where
and B runs over all complex matrices of the same size as A. The following theorem is an easy consequence of this definition.
Theorem 4. Let A, B be n-by-n matrices. Then | A, B | ≤ A B tr .
In our proof that ADV
± is a lower bound on quantum query complexity we will need one more tool for bounding norms:
Theorem 5. (Hölder's Inequality, [7] Corollary IV.2.6) Let A, B be matrices such that AB * is defined. Then
Quantum query complexity
As with the classical model of decision trees, in the quantum query model we wish to compute some function f and we access the input through queries. The complexity of f is the number of queries needed to compute f on a worstcase input x. Unlike the classical case, however, we can now make queries in superposition.
The memory of a quantum query algorithm is described by three registers: the input register, HI , which holds the input x ∈ {0, 1} n , the query register, HQ, which holds an integer 0 ≤ i ≤ n, and the working memory, HW , which holds an arbitrary value. The query register and working memory together form the accessible memory, denoted HA.
The accessible memory of a quantum query algorithm A is initialized to a fixed state. For convenience, on input x we assume the state of the algorithm is |x, 0, 0 where all qubits in the accessible memory are initialized to 0. The state of the algorithm then evolves through queries, which depend on the input register, and accessible memory operators which do not. We now describe these operations.
We will model a query by a unitary operator where the oracle answer is given in the phase. This operator O is defined by its action on the basis state |x |i |w as
For every x, we define x0 = 0, thus querying i = 0 is the identity operation or "null query" which is needed for an important technical reason. An accesible memory operator is an arbitrary unitary operation U on the accessible memory HA. This operation is extended to act on the whole space by interpreting it as Iinput ⊗ U , where Iinput is the identity operation on the input space HI . Thus the state of the algorithm on input x after t queries can be written
As the input register is left unchanged by the algorithm, we can decompose |φ t x as |φ t x = |x |ψ t x , where |ψ t x is the state of the accessible memory after t queries.
The output of a T -query algorithm A on input x is chosen according to a probability distribution which depends on the final state of the accessible memory |ψ T x . Namely, the probability that the algorithm outputs the bit b ∈ {0, 1} on input x is Π b |ψ T x 2 , for a fixed set of projectors {Π b } which are orthogonal and complete, that is, sum to the identity. The -error quantum query complexity of a function f , denoted Q (f ), is the minimum number of queries made by an algorithm which outputs f (x) with probability at least 1 − for every x.
BOUNDED-ERROR QUANTUM QUERY COMPLEXITY
We now show that ADV ± (f ) is a lower bound on the bounded-error quantum query complexity of f .
Proof of Theorem 2. Let f : S → {0, 1} where S ⊆ {0, 1}
n be a Boolean function and let Γ be a |S|-by-|S| Hermitian matrix such that Γ[x, y] = 0 if f (x) = f (y). Notice that this property means that Γ corresponds to a weighted bipartite graph, and so the spectrum of Γ is symmetric about the origin. Thus the spectral norm Γ is in fact an eigenvalue. Let δ be an eigenvector of Γ corresponding to the eigenvalue Γ .
We imagine that we initially prepare the state |Ψ 0 =
x δx|x |0 |0 and run the algorithm on this superposition. Thus after t queries we have the state
where ψ t x is the state of the accesible memory of the algorithm on input x after t queries. We define ρ (t) to be the reduced density matrix of the state |Ψ t on the input register, that is we trace out the accessible memory. In other words,
. Although phrased differently, this is in fact the same progress function used by Høyer andŠpalek [15] in their proof that the regular adversary method is a lower bound on bounded-error quantum query complexity. Our proof rests on three claims:
1. At the beginning of the algorithm W 0 = Γ .
At the end of the algorithm |W
3. With any one query, the progress measure changes by at most
The theorem clearly follows from these three claims. The main novelty of the proof lies in the second step. This is where we depart from the standard adversary principle in using a stronger output condition implied by a successful algorithm. 
Item 2. Now consider the algorithm at the final time T . We want to upper bound | Γ, ρ (T ) |. The first thing to notice is that as Γ[x, y] = 0 when f (x) = f (y), we have Γ = Γ • F , where F is a zero-one matrix such that
As F is a real symmetric matrix, it is clear from the definition of the Hilbert-Schmidt inner product that Γ • F, ρ
• F tr , which we do using Theorem 5. By this theorem, it suffices to bound X F Y F for some X, Y such that XY * = ρ (T ) • F . Let Π0, Π1 be a complete set of orthogonal projectors which determine the output probabilities, that is, the probability that the algorithm outputs b on input x is Π b |ψ T x 2 . The correctness of the algorithm tells us that
2 ≤ . We choose X to be the matrix with rows Π f (x) δx|ψ T x , and Y to be the matrix with rows Π 1−f (x) δx|ψ T x . That is, X is the matrix where we project onto the correct answers, and Y is the matrix where we project onto the incorrect answers. Using the fact that Π0Π1 = 0, a little computation shows that
Since Π0 + Π1 = I, we get XY * + Y X * = ρ (T ) • F . Thus, using the triangle inequality and Theorem 5,
The maximum of
Item 3. We now bound how much the progress function can drop with any single query. To do this, we first look at how a single query affects the inner product between two states |ψ t x and |ψ t y . Let Ox denote the oracle operator when the input register has value x, that is Ox|i |w = (−1)
x i |i |w . For each 0 ≤ i ≤ n let Pi = z≥0 |i; z i; z| denote the projection onto the subpace querying the i th oracle bit. The t + 1 st query changes the inner product by at most the overlap between the projections onto the subspace that corresponds to indices i where xi and yi differ. As before, let ρ (t) = Gram(δx|ψ t x ), and let ρ
Using the above expression we see that
where the last step follows as Di is a real symmetric matrix and so can be shifted in the Hilbert-Schmidt inner product. Now applying Theorem 4 gives
To see the last equality notice that as each ρ
is positive semidefinite, ρ (t) i tr = Tr(ρ (t) i ). As {Pi} 0≤i≤n form a complete orthonormal set of projectors,
is a density matrix.
Remark 6. A similar statement also holds for nonBoolean functions, where the bound becomes Q (f ) ≥ 1−2(
The proof only requires significant modification in step 2, details can be found in [13] .
FORMULA SIZE
Laplante, Lee, and Szegedy [18] show that the adversary method can also be used to prove classical lower boundsthey show that ADV(f )
2 is a lower bound on the formula size of f . A formula is circuit with AND, OR, and NOT gates with the restriction that every gate has out-degree exactly one. The size of a formula is the number of leaves and the size of a smallest formula computing f is denoted L(f ). We show that ADV ± (f ) 2 remains a lower bound on the formula size of f .
Before we prove this statement, note that it implies a limitation of ADV ± (f )-it is upper bounded by the square root of the formula size of f . Thus for the binary AND-OR tree-or read-once formulae in general-the largest lower bounds provable by ADV ± are √ n. Laplante, Lee, and Szegedy conjecture that this is not a limitation at allthat is, they conjecture that bounded-error quantum query complexity squared is in general a lower bound on quantum query complexity. A major step has recently been taken toward proving this conjecture by [10, 9] , who show that
1/2+ . We will work in the setting of Karchmer and Wigderson, who characterize formula size in terms of a communication complexity game [16] . Since this seminal work, nearly all formula size lower bounds have been formulated in the language of communication complexity.
Let f : {0, 1} n → {0, 1} be a Boolean function. Following Karchmer and Wigderson, we associate with f a relation
where
For a relation R, let C P (R) denote the number of leaves in a smallest communication protocol for R, and let L(f ) be the number of leaves in a smallest formula for f . Karchmer and Wigderson show the following:
We say that a set S ⊆ X × Y is monochromatic with respect to R if there exists z ∈ Z such that (x, y, z) ∈ R for all (x, y) ∈ S. It is well known, see for example [17] , that a successful communication protocol for a relation R ⊆ X × Y × Z partitions X × Y into disjoint combinatorial rectangles which are monochromatic with respect to R. Let C D (R) be the size of a smallest decomposition of X × Y into disjoint rectangles monochromatic with respect to R. Clearly, C D (R) ≤ C P (R). We are actualy able to show the stronger statement that the square of ADV ± (f ) is a lower bound on the size of a smallest rectangle decomposition of
Proof. Laplante, Lee, and Szegedy [18] show that two conditions are sufficient for a measure to lower bound formula size. The first is rectangle subadditivity-they show that the spectral norm squared is subadditive over rectangles, and this result holds for an arbitrary, possibly negative, matrix.
Lemma 9 (Laplante, Lee, Szegedy). Let A be an arbitrary |X|-by-|Y | matrix and R a rectangle partition of
The second property is monotonicity, and here we need to modify their argument to handle negative entries. They use the property that if A, B are nonnegative matrices, and if A ≤ B entrywise, then A ≤ B . In our application, however, we actually know more: if R is a rectangle monochromatic with respect to a color i, then AR is a submatrix of Ai. And, for arbitrary matrices A, B, if A is a submatrix of B then A ≤ B .
This allows us to complete the proof: let R be a monochromatic partition of R f with |R| = C D (R f ). Then for any matrix A
And so we conclude
COMPOSITION THEOREM
One nice property of the adversary method is that it behaves very well with respect to function composition. For a function f : {0, 1}
n → {0, 1} we define the d th iteration
Thus by proving a good adversary bound on the base function f , one can easily obtain good lower bounds on the iterates of f . In this way, Ambainis shows a super-linear gap between the bound given by the polynomial degree of a function and the adversary method, thus separating polynomial degree and quantum query complexity.
Laplante, Lee, and Szegedy [18] show a matching upper bound for iterated functions, namely that ADV(
d . Thus we conclude that the adversary method possesses the following composition property.
Theorem 10 ([4, 18]). For any function f : S → {0, 1}, with S ⊆ {0, 1}
n and natural number d > 0,
We show that one direction of this theorem, the lower bound, also holds for the ADV ± bound. This is the direction which is useful for proving separations.
The proof is given in Appendix A. We actually prove a more general version of this theorem which gives a lower bound on the adversary bound of any two-level decision tree h = f • (g1, . . . , g k ) in terms of the adversary bounds of the component functions f, gi. As with the proof that ADV ± is a lower bound on quantum query complexity, the presence of negative entries again causes new difficulties here and our proof is substantially different from previous composition theorems. Also, the dual of the ADV ± bound is more complicated than that of the ADV bound, and we have not yet been able to show a matching upper bound in this theorem.
AUTOMORPHISM PRINCIPLE
In practice, many of the functions we are interested in possess a good deal of symmetry. We now show how to take advantage of symmetry to simplify the computation of the adversary bound. Let f : {0, 1} n → {0, 1} be a function. An element π = (z, τ ) ∈ Z n 2 ×Sn has a natural action on a string x ∈ {0, 1} n -we let π(x) = τ (x⊕z) be the string where each bit of x is flipped or not according to z, and the indices of the resulting string are then permuted according to τ . We say that π is an automorphism of f if f (x) = f (π(x)) for all x ∈ {0, 1} n . Intuitively, when choosing a weight matrix Γ, it makes sense that pairs (x, y) and π(x), π(y) should be given the same weight when π is an automorphism of f . The next theorem makes this intuition rigorous.
Theorem 12. Let π be an automorphism of f . There is an optimal adversary matrix Γ for which Γ[x, y] = Γ[π(x), π(y)] for all x, y.
The proof can be found in the full version of the paper [13] .
EXAMPLES
In this section, we look at some examples to see how negative weights can help to achieve larger lower bounds. We consider two examples in detail: a 4-bit function giving the largest known separation between the polynomial degree and the quantum query complexity, and a 6-bit function breaking the certificate complexity and property testing barriers.
To help find good adversary matrices, we implemented both adversary bounds as semidefinite programs and used the convex optimization package SeDuMi [1] for Matlab.
Using these programs, we tested both ADV and ADV ± bounds for all 222 functions on 4 or fewer variables which are not equivalent under negation of output and input variables and permutation of input variables (see sequence number A000370 in [24] ). The ADV ± bound is strictly larger than the ADV bound for 128 of these functions. The source code of our semidefinite programs and more examples can be downloaded from [14] .
Ambainis function
In order to separate quantum query complexity and polynomial degree, Ambainis defines a Boolean function f : {0, 1} 4 → {0, 1} which is one if and only if the four input bits are sorted 1 , that is they are either in a non-increasing or non-decreasing order. This function has polynomial degree 2, and an adversary bound of 2.5. Thus by the composition theorem for the standard adversary method, Ambainis obtains a separation between quantum query complexity and polynomial degree of
We have verified that this function indeed gives the largest separation between adversary bounds and polynomial degree over all functions on 4 or fewer variables.
In the next theorem, we construct an adversary matrix with negative weights which shows that ADV ± (f ) ≥ 2.5135. Using the composition theorem Theorem 11 we obtain ADV ± (f ) ≥ ADV(f ) 1.005 and improve the separation between quantum query complexity and polynomial degree to
Proof. We first look at some basic properties of Ambainis' function. It is a balanced function, with 8 inputs which map to zero and 8 inputs which map to one. Every input x ∈ {0, 1} 4 has 2 sensitive bits and 2 insensitive bits, where flipping both insensitive bits also changes the function value. The function is invariant under complementation of inputs, thus the Hamming distance between any zero-input and oneinput is either 1, 2, or 3. We define an adversary matrix Γ where Γ It can be shown that for every i = 1, . . . , 4, the matrix Γ • Di consists of four 4-by-4 disjoint blocks, and each of these blocks is some permutation of rows and columns of the following matrix B:
(1)
The particular block B above is one of the four blocks of Γ•D1 with columns indexed by zero-inputs 0010, 0100, 0101, 0110, and rows indexed by one-inputs 1000, 1110, 1111, 1100. We choose this particular order of rows instead of the lexicographical order, so that B is a symmetric matrix; its eigenvalues correspond to singular values of a matrix with any different ordering. We maximize the spectral norm of Γ while keeping Γ • Di ≤ 1. The optimal setting of the four variables can be found numerically by semidefinite programming and is the following:
The eigenvalues of Γ • Di are {1, 1,
}, and the eigenvalues of Γ ± • Di are {1, 1, −1, −0.2664}. The spectral norm of Γ is at least 2a+2b+2c+2d, witnessed by the all one vector. Both spectral bounds are tight due to the existence of matching dual solutions; we, however, omit them here.
Breaking the certificate complexity barrier
We now consider a function on six bits. We will consider this function in two guises. We first define a partial function f to show that ADV ± can break the property testing barrier. We then extend this partial function to a total monotone function g which gives a larger separation between the ADV and ADV
± bounds, and also shows that ADV ± can break the certificate complexity barrier.
We define the partial function f on six bits as follows:
• The zero inputs of f are: 111000, 011100, 001110, 100110, 110010, 101001, 100101, 010101, 010011, 001011.
• The one inputs of f are: 110100, 110001, 101100, 101010, 100011, 011010, 011001, 010110, 001101, 000111.
Notice that f is defined on all inputs with Hamming weight three, and only on these inputs. This function is inspired by a function defined by Kushilevitz which appears in [22] and is also discussed by Ambainis [4] . Kushilevitz's function has the same behavior as the above on inputs of Hamming weight three; it is additionally defined to be 0 on inputs with Hamming weight 0, 4, or 5, and to be 1 on inputs with Hamming weight 1, 2, or 6. All zero inputs of f have Hamming distance at least 2 from any one input, thus the relative Hamming distance between any zero and one input is = 1/3. In Theorem 14 we show that ADV
1.098 , and as both bounds compose we obtain
098 . This shows that the property testing barrier does not apply to ADV ± as it does to ADV. The relative Hamming distance (f d ), however, goes to zero when d increases. We don't know of an asymptotic separation for constant .
We now consider a monotone extension of f to a total function, denoted g. It is additionally defined to be 0 on inputs with Hamming weight 0, 1, or 2, and to be 1 on inputs with Hamming weight 4, 5, or 6. Recall that the maxterms of a monotone Boolean function are the maximal, under subset ordering, inputs x which evaluate to 0, and similarly the minterms are the minimal inputs which evaluate to 1. The zero inputs of f become maxterms of g and the one inputs become minterms. Since f is defined on all inputs with Hamming weight three, g is a total function. The extended function g is at least as hard as its sub-function f , hence ADV ± (g) ≥ ADV ± (f ). The 0-certificates of g are given by the location of 0's in the maxterms and the 1-certificates are given by the location of 1's in the minterms, thus C0(g) = C1(g) = 3. Both bounds compose thus C0(
Proof. In the adversary matrix for f we only give nonzero weight to pairs (x, y) where one is a maxterm and one is a minterm. Furthermore, for a maxterm-minterm pair (x, y), the corresponding entry of the adversary matrix depends only on the Hamming distance between x and y. As all minterms and maxterms have Hamming weight three, the Hamming distance between x and y is even and is either two, four, or six. We label the matrix entries a, b, c respectively for Hamming distances two, four, six. The optimal settings turn out to be a = (1 + 
CONCLUSION
Breaking the certificate complexity and property testing barriers opens the possibility that ADV ± can prove better lower bounds where we know ADV cannot. Salient examples are element distinctness, the collision problem, and triangle finding. For element distinctness, the best bound provable by the standard adversary method is O( √ n) while the polynomial method is able to prove a tight lower bound of Ω(n 2/3 ) [2] . For the collision problem, the adversary method is only able to prove a constant lower bound while the polynomial method again proves a tight lower bound of Ω(n 1/3 ) [2] . Finally, for the problem of determining if a graph contains a triangle, the best bound provable by the adversary method is O(n) and the best known algorithm is O(n 1.3 ) [20] .
It is also interesting to determine what limitations our new adversary method might face. The only limitation we are aware of is that the square of ADV ± is a lower bound on formula size. This is probably not a limitation, however, as [10, 9] have recently taken a major step towards proving the conjecture of Laplante, Lee, and Szegedy that the square of bounded-error quantum query complexity is in general a lower bound on formula size.
APPENDIX A. COMPOSITION THEOREM
In this section, we prove Theorem 11. We will actually show a more general result which applies to functions that can be written in the form
One may think of h as a two-level decision tree with the top node being labeled by a function f : {0, 1} k → {0, 1}, and each of the k internal nodes at the bottom level being labeled by a function gi : {0, 1} n i → {0, 1}. We do not require that the inputs to the inner functions gi have the same length. An input x ∈ {0, 1} n to h is a bit string of length n = i ni, which we think of as being comprised of k parts, x = (x 1 , x 2 , . . . , x k ), where x i ∈ {0, 1} n i . We may evaluate h on input x by first computing the k bitsxi = gi(x i ), and then evaluating f on inputx = (x1,x2, . . . ,x k ).
Adversary bound with costs. On the way to proving our composition theorem we consider as an intermediate step a generalization of the adversary method allowing input bits to be given an arbitrary positive cost. For any function f : {0, 1} n → {0, 1}, and any vector α ∈ R n + of length n of positive reals, we define a quantity ADVα(f ) as follows:
We define the analogous quantity ADV ± α (f ) by enlarging the maximization over all nonzero adversary matrices. We will use the notation ADV (±) to simultaneously refer to both ADV and ADV ± . One may think of αi as expressing the cost of querying the i th input bit xi. For example, xi could be equal to the parity of αi new input bits, or, alternatively, each query to xi could reveal only a fraction of 1/αi bits of information about xi. When α = (a, . . . , a) and all costs are equal to a, the new adversary bound ADV (±) α (f ) reduces to a · ADV (±) (f ), the product of a and the adversary bound ADV (±) (f ). In particular, when all costs a = 1 we have
(f )). When α is not the all-one vector, then ADV (±) α (f ) will not necessarily be a lower bound on the quantum query complexity of f , but this quantity can still be very useful in computing the adversary bound of composed functions.
We are able to give a lower bound on ADV (±) (h) in terms of the adversary bounds ADV (±) (f ), ADV (±) (gi).
Theorem 15. For any function h : S → {0, 1} of the form h = f • (g1, . . . , g k ) with domain S ⊆ {0, 1} n , and any cost function α ∈ R n + ,
. . , α k ), and β = (β1, . . . , β k ).
We remark that for the ADV bound one can in fact show that this holds with equality [12] . The usefulness of such a theorem is that it allows one to divide and conquer-it reduces the computation of the adversary bound for h into the disjoint subproblems of first computing the adversary bound for each gi, and then, having determined βi = ADV (±) (gi), computing ADV (±) β (f ), the adversary bound for f with costs β.
A.1 Composition Lemma
We now turn to the proof of the composition theorem. Given an adversary matrix Γ f realizing the adversary bound for f and adversary matrices Γg i realizing the adversary bound for gi where i = 1, . . . , k, we build an adversary matrix Γ h for the function h = f • (g1, . . . , g k ). Lemma 16 expresses the spectral norm of this Γ h in terms of the spectral norms of Γ f and Γg i .
Let Γ f be an adversary matrix for f , i.e. a Hermitian matrix satisfying Γ f [x, y] = 0 if f (x) = f (y), and let δ f be a prinicipal eigenvector of Γ f with unit norm. Similarly, let Γg i be a spectral matrix for gi and let δg i be a principal eigenvector of unit norm, for every i = 1, . . . , k.
It is helpful to visualize an adversary matrix in the following way. Let X f = f −1 (0) and Y f = f −1 (1). We order the rows first by elements from X f and then by elements of Y f . In this way, the matrix has the following form: Before we define our composition matrix, we need one more piece of notation. Let Γ f (0,0) = Γ f I |X f | , where I is a |X f |-by-|X f | identity matrix and similarly Γ f (1,1) = Γ f I |Y f | . We are now ready to define the matrix Γ h :
Lemma 16. Let Γ h be as in Definition 3. Then
Proof. The more difficult direction is to show Γ h ≤ Γ f · k i=1 Γg i , and we do this first. The outline of this direction is as follows:
1. We first define 2 k+n many vectors δα,c ∈ C 2. We show that each δα,c is an eigenvector of Γ h .
3. We show that {δα,c}α,c span a space of dimension 2 n . This implies that every eigenvalue of Γ h is an eigenvalue associated to at least one of the δα,c as eigenvectors corresponding to different eigenvalues of a Hermitian matrix are orthogonal. Thus δα,c is an eigenvector of Γ h with eigenvalue µα,c.
