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The idea of the out-of-time-order correlator (OTOC) has recently emerged in the study of both
condensed matter systems and gravitational systems. It not only plays a key role in investigating
the holographic duality between a strongly interacting quantum system and a gravitational system,
but also diagnoses the chaotic behavior of many-body quantum systems and characterizes the infor-
mation scrambling. Based on the OTOCs, three different concepts – quantum chaos, holographic
duality, and information scrambling – are found to be intimately related to each other. Despite of
its theoretical importance, the experimental measurement of the OTOC is quite challenging and
so far there is no experimental measurement of the OTOC for local operators. Here we report
the measurement of OTOCs of local operators for an Ising spin chain on a nuclear magnetic res-
onance quantum simulator. We observe that the OTOC behaves differently in the integrable and
non-integrable cases. Based on the recent discovered relationship between OTOCs and the growth
of entanglement entropy in the many-body system, we extract the entanglement entropy from the
measured OTOCs, which clearly shows that the information entropy oscillates in time for integrable
models and scrambles for non-intgrable models. With the measured OTOCs, we also obtain the
experimental result of the butterfly velocity, which measures the speed of correlation propagation.
Our experiment paves a way for experimentally studying quantum chaos, holographic duality, and
information scrambling in many-body quantum systems with quantum simulators.
PACS numbers: 03.67.Lx,76.60.-k,03.65.Yz
I. INTRODUCTION
The out-of-time-order correlator (OTOC), given by
F (t) = 〈Bˆ†(t)Aˆ†(0)Bˆ(t)Aˆ(0)〉β , (1)
is proposed as a quantum generalization of a classical
measure of chaotic behaviors [1, 2]. Here Hˆ is the sys-
tem Hamiltonian and Bˆ(t) = eiHˆtBˆe−iHˆt, and 〈...〉β de-
notes averaging over a thermal ensemble at temperature
1/β = kBT . For a many-body system with local opera-
tors Aˆ and Bˆ, the exponential deviation from unity of a
normalized OTOC, i.e. F (t) ∼ 1 − #eλLt, gives rise to
the Lyapunov exponent λL.
Quite remarkably, it is found recently that the OTOC
also emerges in a different system that seems unrelated
to chaos, that is, the scattering of shock waves nearby
∗ zengb@uoguelph.ca
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the horizon of a black hole and the information scram-
bling there [3–5]. A Lyapunov exponent of λL = 2pi/β
is found there. Later it is also found that the quantum
correction from the string theory always makes the Lya-
punov exponent smaller [5]. Thus it leads to a conjec-
ture that 2pi/β is an upper bound of the Lyaponuv expo-
nent, which is later proved for generic quantum systems
[6]. This is a profound theoretical result. If a quantum
system is exactly holographic dual to a black hole, its
Lyapunov exponent will saturate the bound; and a more
nontrivial speculation is that if the Lyapunov exponent
of a quantum system saturates the bound, it will possess
a holographic dual to a gravity model with a black hole.
A concrete quantum mechanics model, now known as the
Sachdev-Ye-Kitaev model, has been shown to fulfill this
conjecture [2, 7, 8]. This establishes a profound connec-
tion between the existence of holographic duality and the
chaotic behavior in many-body quantum systems [9].
Recent studies also reveal that the OTOC can be ap-
plied to study physical properties beyond chaotic sys-
tems. The decay of the OTOC is closely related to the de-
localization of information and implies the information-
theoretic definition of scrambling. In the high tem-
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2perature limit (i.e. β = 0), connection between the
OTOC and the growth of entanglement entropy in quan-
tum many-body systems has also been discovered quite
recently [10, 11]. The OTOC can also characterize
many-body localized phases, which are not even ther-
malized [10, 12–15].
Despite of the significance of the OTOC revealed by
recent theories, experimental measurement of the OTOC
remains challenging. First of all, unlike the normal time-
ordered correlators, the OTOC cannot be related to con-
ventional spectroscopy measurements, such as ARPES,
neutron scattering, through the linear response theory.
Secondly, direct simulation of this correlator requires the
backward evolution in time, that is, the ability of com-
pletely reverse the Hamiltonian, which is extremely chal-
lenging. One experimental approach closely related to
time-reversal of quantum systems is the echo technique
[16], and the echo has been studied extensively for both
non-interacting particle systems and many-body systems
to characterize the stability of quantum evolution in the
presence of perturbations [17–19] and the physics is al-
ready quite close to OTOC. Recently it has been pro-
posed that the OTOC can be measured using echo tech-
niques [20]. In addition, there also exists several other
theoretical proposals based on the interferometric ap-
proaches [21–23]. However, none of them has been ex-
perimentally implemented so far.
Here, we adopt a different approach to measure the
OTOC. To make our approach work, some extent of “lo-
cal control” is required. A universal quantum computer
fulfills this need with having a “full local control” of the
system – that is, a universal set of local evolutions can
be realized, and this set of local evolutions can build up
any unitary evolution of the many-body system, both for-
ward and backward evolution in time. That is to say, we
shall use a quantum computer to perform the measure-
ment of the OTOC. In fact, historically, one of the key
motivations to develop quantum computers is to simulate
the dynamics of many-body quantum systems [24], and
quantum simulation of many-body dynamics has been
theoretically shown to be efficient with practical algo-
rithms proposed [25]. Here the quantum computer we
use is liquid-state NMR with molecules. In this work,
we report measurements of OTOCs on a NMR quantum
simulator. We should stress that, on one hand, our ap-
proach is universal and can be applied to any system
that has full local quantum control, including supercon-
ducting qubit and trapped-ion; on the other hand, this
experiment is currently limited to a small size not be-
cause of our scheme but because of the scalability issue
of quantum computer.
II. NMR QUANTUM SIMULATION OF THE
OTOC
The system we will simulate is an Ising spin chain
model, whose Hamiltonian is written as
Hˆ =
∑
i
(−σˆzi σˆzi+1 + gσˆxi + hσˆzi ) , (2)
where σˆx,y,zi are Pauli matrices on the i-site. The pa-
rameter values g = 1, h = 0 correspond to the traverse
field Ising model, where the system is integrable. The
system is non-integrable whenever both g and h are non-
zero. We simulate the dynamics governed by the system
Hamiltonian Hˆ, and measure the OTOCs of operators
that are initially acting on different local sites. The time
dynamics of the OTOCs are observed, from which entan-
glement entropy of the system and butterfly velocities of
the chaotic systems are extracted.
A. Physical System
The physical system to perform the quantum simula-
tion is the ensemble of nuclear spins provided by Iodotri-
fluroethylene (C2F3I) which is dissolved in d-chloroform,
see Fig. 1(a) for the sample’s molecular structure. For
this molecule, the 13C nucleus and the three 19F nuclei
(19F1,
19F2 and
19F3) constitute a four-qubit quantum
simulator. Each nucleus corresponds to a spin site of the
Ising chain, as shown in Fig. 1(b). In experiment, the
sample is placed in a static magnetic field along zˆ direc-
tion, resulting in the following form of system Hamilto-
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FIG. 1. Illustration of the physical system, the Ising model
and the experimental scheme. (a) The structure of the C2F3I
molecule used for the NMR simulation. (b) The four sites
Ising spin chain, A and B label dividing the entire system
into two subsystems in the later discussion of entanglement
entropy. (c) Quantum circuit for measuring the OTOC for
general N -site Ising chain when β = 0 (in our case N = 4).
Here Rˆ = 1, Rˆx(−pi/2), Rˆy(pi/2) for Aˆ = σˆz1 , σˆy1 , σˆx1 , respec-
tively.
3nian
HˆNMR = −
4∑
i=1
ω0i
2
σˆzi +
4∑
i<j,=1
piJij
2
σˆzi σˆ
z
j , (3)
where ω0i/2pi is the Larmor frequency of spin i, Jij is the
coupling strength between spins i and j. The values of
these system parameters are given in Appendix A. The
system is controlled by radio-frequency (r.f.) pulses, and
the corresponding control Hamiltonian goes
Hˆrf(t) = −ω1(t) [cos(φ(t))σˆxi + sin(φ(t))σˆyi ] , (4)
where ω1(t) and φ(t) denote the amplitude and the emis-
sion phase of the r.f. field respectively. The control
pulse shape can be elaborately monitored to realize de-
sired dynamic evolution. Actually, such a system has
been demonstrated complete controllability [26], which
guarantes that arbitrary system evolution can be imple-
mented on it. Our experiments were carried out on a
Bruker AV-400MHz spectrometer (9.4 T) at temperature
T = 305 K.
B. Experimental Procedure
As schematically illustrated in Fig. 1(c), here we focus
on β = 0 case and measuring OTOC mainly consists of
the following parts.
1. Initial state preparation. This step aims at prepar-
ing an initial state with density matrix ρˆi ∝ Aˆ = σˆα1 , α =
x, y or z.
1.1. The natural system is originally in the thermal
equilibrium state ρˆeq populated according to the Boltz-
mann distribution. In high-temperature approximation,
ρˆeq ≈ 1/24(1 +
∑4
i=1 iσˆ
z
i ), where 1 is the identity and
i ∼ 10−5 denotes the equilibrium polarization of spin
i. Because there is no observable and unitary dynamical
effect on 1, effectively we write ρˆeq =
∑4
i=1 iσˆ
z
i .
1.2. We engineer the system from ρˆeq into ρˆ0 = σ
z
1 .
This is accomplished in two steps: first to remove the
polarizations of the spins except for that of F2 by us-
ing selective saturation pulses, and then to transfer the
polarization from F2 to
13C. Details of the method are
described in Appendix B.
1.3. For initial state ρˆ0 with α = x, y, we need to
further rotate spin at site-1 by pi/2 pulse around y or −x
axes, respectively.
2. Implementing unitary evolution of Uˆ(t) =
eiHˆtBˆe−iHˆt. The key point is that according to the Trot-
ter formula [25], the time evolution e−iHˆt of the Ising spin
chain of Eq. (2) can be approximately simulated through
the decomposition
e−iHˆmτ ≈
(
e−iHˆxτ/2e−iHˆzτ/2e−iHˆzzτe−iHˆzτ/2e−iHˆxτ/2
)m
(5)
for small enough τ . Here the dynamics is divided into m
pieces with t = mτ , and
Hˆx =
∑
i
gσˆxi (6a)
Hˆz =
∑
i
hσˆzi (6b)
Hˆzz =
∑
i
−σˆzi σˆzi+1. (6c)
Each propagator inside the bracket of Eq. (5) corresponds
to either single-spin operation or coupled two-spin op-
eration, and can be implemented through manipulating
HˆNMR with r.f. control Hˆrf: single-spin operation terms
are global rotations around x or z axis, which can be
easily done through hard pulses; two-spin operation term
e−iHˆzzτ can be generated through some suitably designed
pulse sequence based on the NMR refocusing techniques
[27]. More details of the method are described in Ap-
pendix B. The reversal of Ising dynamics eiHˆt can be
done in the similar manner. Note in the case considered
here, Bˆ is a local unitary operator on the site-N spin and
Bˆ = σˆγN with γ = x, y, z that can be implemented by a
selective r.f. pi pulse on the site-N spin. Hence, for any
given t, the total unitary evolution eiHˆtBˆe−iHˆt can be
simulated.
3. Readout. The OTOC is obtained by mea-
suring the expectation value of the observable Oˆ =
eiHˆtBˆe−iHˆtAˆeiHˆtBˆe−iHˆtAˆ. For the infinite temperature
β = 0, the equilibrium state of the many-body system Hˆ
is the maximally mixed state 1/24. Since
〈Oˆ〉β=0 = Tr
(
Uˆ(t)ρˆ0Uˆ
†(t)Aˆ
)
, (7)
when Bˆ is unitary, Uˆ(t)ρˆ0Uˆ
†(t) is a density matrix ρ(t)
evolved from ρ0 by Uˆ(t), as simulated in step 2. Fi-
nally 〈Oˆ〉β=0 becomes measuring the expectation value
of Aˆ under ρ(t). Because that NMR detection is per-
formed on a bulk ensemble of molecules, readout is an
ensemble–averaged macrosopic measurement. When the
system is prepared at state ρ(t), the expectation value of
Aˆ can then be directly obtained from the spectrum. See
Appendix B for details.
C. Results of OTOC
Two sets of typical experimental results of the OTOC
at β = 0 are shown in Fig. 2. Here we normalize the
OTOC by 〈Bˆ†(0)Bˆ(0)〉〈Aˆ†(0)Aˆ(0)〉, and because Aˆ and
Bˆ† commute at t = 0, the initial value of this normal-
ized OTOC is unity. The experimental data (red points)
agree very well with the theoretical results (blue curves).
The sources of experimental errors include imperfections
in state preparation, control inaccuracy, and decoher-
ence. See Appendix C for more details. We also mea-
sure OTOC for other operators (Aˆ = σˆα1 , Bˆ = σˆ
γ
4 with
α, γ = x, y, z) and they all behave similarly. The experi-
mental results are put in Appendix B.
40 1.4 2.8 4.2 5.6 7
−1
−0.5
0
0.5
1(a)
Aˆ = σˆz1
Bˆ = σˆx4
g = 1 h = 0
O
T
O
C
0 1.4 2.8 4.2 5.6 7
−1
−0.5
0
0.5
1
g = 1.05 h = 0.5
0 1.4 2.8 4.2 5.6 7
−1
−0.5
0
0.5
1
g = 1 h = 1
0 1.4 2.8 4.2 5.6 7
−1
−0.5
0
0.5
1(b)
Aˆ = σˆx1
Bˆ = σˆy4
t
O
T
O
C
0 1.4 2.8 4.2 5.6 7
−1
−0.5
0
0.5
1
t
0 1.4 2.8 4.2 5.6 7
−1
−0.5
0
0.5
1
t
FIG. 2. Experimental results of OTOC measurement for an Ising spin chain: (a) Aˆ = σˆz1 at the first site, and Bˆ = σˆ
x
4 at the
fourth site. (b) Aˆ = σˆx1 at the first site, and Bˆ = σˆ
y
4 at the fourth site. The three columns correspond to g = 1, h = 0; g = 1.05,
h = 0.5; and g = 1, h = 1 of model Eq. (2), respectively. The red points are experimental data, the blue curves are theoretical
calculation of OTOC with model Eq. (2) for four sites.
In both the integrable case (the first column in Fig. 2)
and the non-integrable cases (the second and the third
columns in Fig. 2), the early time behaviors look similar.
That is, the OTOC starts to deviate from unity after
a certain time (for the unit of time t, See Appendix D
for details.). However, the long time behaviors are very
different between the integrable and non-integrable cases.
In the integrable case, after the decreasing period, the
OTOC revives and recovers unity. This reflects that the
system has well-defined quasi-particle. And there exists
extensive number of integral of motions, which is related
to the fact that an integrable system does not thermalize.
While in the non-integrable case, the OTOC decreases to
a small value and oscillates, which will not revive back
to unity in a practical time scale. This relates to the fact
that the information does scramble in a non-integrable
system [11].
III. ENTROPY DYNAMICS
To better illustrate the different behaviors of the in-
formation dynamics in the two cases of integrable and
non-integrable systems, we reconstruct the entanglement
entropy of a subsystem from the measured OTOCs. En-
tanglement entropy has become an important quantity
not only for quantum information processing, but also
for describing a quantum many-body system, such as
quantum phase transition, topological order and ther-
malization. However, measuring entanglement entropy
is always challenging [28].
OTOC opens a new door for entropy measurement. An
equivalence relationship between OTOCs at equilibrium
and the growth of the 2nd Re´nyi entropy after a quench
has recently been established [10], which states that
exp(−S(2)A ) =
∑
Mˆ∈B
〈Mˆ(t)Vˆ (0)Mˆ(t)Vˆ (0)〉β=0. (8)
In the left-hand side of Eq. (8), S
(2)
A is the 2nd Re´nyi en-
tropy of the subsystem A, after the system is quenched
by an operator Oˆ at time t = 0. That is, S
(2)
A = − log ρˆ2A
and ρˆA = TrB(e−iHˆtV eiHˆt), and Vˆ = OˆOˆ†, up to a
certain normalization condition (see Appendix E). The
right-hand side of Eq. (8) is a summation over OTOCs
at equilibrium. Mˆ is a complete set of operators in the
subsystem B.
In our experiment, we choose the quench operator Oˆ ∝
(1+σˆx1 ) at the first site, and we take the first three sites as
the subsystem A and the fourth site as the subsystem B,
as marked in Fig. 1(b). In this setting, S
(2)
A measures how
much the quench operation induces additional correlation
between the subsystems A and B.
We take a complete set of operators in the subsys-
tems B as σˆα4 (up to a normalization factor), where
α = 0, x, y, z and σˆ0 = 1. Since Vˆ = OˆOˆ† ∝ (1 + σˆx1 ),
the right-hand side of Eq. (8) becomes a set of OTOCs
that are given by
〈σˆα4 (t)(1+ σˆx1 )σˆα4 (t)(1+ σˆx1 )〉β=0. (9)
Notice that Tr(σˆα4 (t)σˆ
x
1 σˆ
α
4 (t)) = Tr(σˆ
α
4 (t)σˆ
α
4 (t)σˆ
x
1 ) = 0,
the nonzero terms in Eq. (9) are nothing but OTOCs
with Bˆ = σˆα4 (α = x, y, z) and Aˆ = σˆ
x
1 , which are exactly
what we have measured. That is to say, with the help
of the relationship between OTOCs and entanglement
growth, we can extract the growth of the entanglement
entropy after the quench from the experimental data.
The results of 2nd Re´nyi entropy S
(2)
A are shown in
Fig. 3. At short time, all three curves start to grow sig-
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FIG. 3. The 2nd Re´nyi entropy S
(2)
A after a quench. A quench
operator (1+ σˆx1 ) (up to a normalization factor) is applied to
the system at t = 0, and the entropy is measured by trac-
ing out the fourth site as the subsystem B. Different colors
correspond to different parameters of g and h in the Ising
spin model. The points are experimental data, the curves are
theoretical calculations.
nificantly after certain time. This demonstrates that it
takes certain time for the perturbation applied at the first
site to propagate to the subsystem B at the fourth site
(see the discussion of butterfly velocity below). Then, for
all three cases, S
(2)
A s grow roughly linearly in time. This
indicates that the extra information caused by the initial
quench starts to scramble between subsystems A and B.
The differences lie in the long-time regime. For the inte-
grable model, the S
(2)
A oscillates back to around its initial
value after some time, which means that this extra infor-
mation moves back to the subsystem A around that time
window. As a comparison, such a large amplitude os-
cillation does not occur for the two non-integrable cases
and the S
(2)
A s saturate after growing. This supports the
physical picture that the local information moves around
in the integrable model, while it scrambles in the non-
integrable models [11].
IV. THE BUTTERFLY VELOCITY
The OTOC also provides a tool to determine the speed
for correlation propagating. At t = 0, Aˆ and Bˆ com-
mute with each other since they are operators at differ-
ent sites. As time grows, the higher order terms in the
Baker-Campbell-Hausdorff formula
Bˆ(t) =
∞∑
k=0
(it)k
k!
[H, . . . , [H,B], . . . ] (10)
becomes more and more important and some terms fail to
commute with Aˆ, at which the normalized OTOC starts
to drop. Thus, the larger the distance between sites for
Aˆ and Bˆ, the later time the OTOC starts deviating from
0.5
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FIG. 4. Measurement of the butterfly velocity: (a) shows the
OTOCs for Aˆ = σˆz1 and Bˆ = σˆ
x
i with i = 4 (blue), i = 3
(green) and i = 2 (red); (b) shows the OTOCs for Aˆ = σˆy1
and Bˆ = σˆzi with i = 4 (blue), i = 3 (green) and i = 2 (red).
The insets of (a) and (b) shows the time for the onset of chaos
td for the OTOCs v.s. the distance between two operators.
The slope gives 1/vB. Here g = 1.05 and h = 0.5.
unity. In general, the OTOC behaves as
F (t) = a− beλL(t−|x|/vB) + . . . , (11)
where a and b are two non-universal constants, |x| de-
notes the distance between two operators. Here vB de-
fines the butterfly velocity [5, 11, 29–31]. It quantifies
the speed of a local operator growth in time and defines
a light cone for chaos, which is also related to the Lieb-
Robinson bound [31, 32].
In our experiment, we fix Aˆ at the first site, and move
Bˆ from the fourth site to the third site, and to the second
site. From the experimental data, we can phenomenolog-
ically determine a characteristic time td for the onset of
chaos in each OTOC, i.e. the time that the OTOC starts
departing from unity. By comparing the three different
OTOCs in Fig. 4, it is clear that the closer the distance
between Aˆ and Bˆ, the smaller td. In the insets of Fig.
4(a) and (b), we plot td as a function of the distance, and
extract the butterfly velocity from the slope. We find
that, for OTOC with Aˆ = σˆz1 and Bˆ = σˆ
x
i , vB = 2.10;
and for OTOC with Aˆ = σˆy1 and Bˆ = σˆ
z
i , vB = 2.22.
The butterfly velocity is nearly independent of the choice
of local operators, which is kind of manifestation of the
chaotic behaviour of the system.
V. OUTLOOK
OTOC provides a faithful reflection of the informa-
tion scrambling and chaotic behaviour of quantum many-
6body systems. It goes beyond the normal order correla-
tors studied in linear response theory, which only capture
the thermalization behaviour of the system. Measuring
the OTOC functions can reveal how quantum entangle-
ment and information scrambles across all of the degrees
of freedom in a system. In the future it will be pos-
sible to simulate more sophisticated systems that may
possess holographic duality, with larger size and differ-
ent β, to extract the corresponding Lyapunov exponents
such that one can experimentally verify the connection
between the upper bound of the Lyapunov exponent and
the holographic duality.
We have used liquid-state NMR as a quantum simula-
tor for the demonstration of OTOC measurement. NMR
provides an excellent platform to benchmark the mea-
surement ideas and techniques. Our work here represents
a first and encouraging step towards further experimen-
tally observing OTOCs on large-sized quantum systems.
The present method can be readily translated to other
controllable systems. For instance, in trapped-ion sys-
tems there have been realized high-fidelity execution of
arbitrary control with up to five atomic ions [33]. Super-
conducting quantum circuits also allow for engineering on
local qubits with errors at or below the threshold [34, 35],
hence offering another very promising experimental ap-
proach. Recent years’ progress in these two quantum
hardware platforms has been fast and astounding, partic-
ularly in the pursuit of fabrication of quantum computing
architecture at large scale. It is reckoned that quantum
simulators consisting of tens of or even hundreds of qubits
are within reach in the near future [36–39]. Experimen-
talists will see the great opportunity of applying these
technologies for studying quantum chaotic behaviors for
much more complicated quantum many-body systems.
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13C F1 F2 F3 T ∗2 (s) T2 (s)
13C 15480.0 1.22 7.9
F1 -297.8 -33131.7 0.66 4.4
F2 -275.7 64.5 -42682.7 0.63 6.8
F3 39.3 51.4 -129.0 -56444.8 0.61 4.8
13C
F1
F2
F3
FIG. 5. Characteristics of Iodotrifluroethylene. Molecular
structure together with a table of the chemical shifts (on the
diagonal) and J-coupling strengths (lower off-diagonal), all
in Hz. The chemical shifts are given with respect to base
frequency for 13C or 19F transmitters on the 400 MHz spec-
trometer that we used.
Appendix A: Parameters of the System Hamiltonian
We use Iodotrifluroethylene dissolved in d-
chloroform [41]. The system Hamiltonian is given
by
HˆNMR = −
4∑
i=1
ω0i
2
σˆzi +
4∑
i<j,=1
piJij
2
σˆzi σˆ
z
j , (A1)
where ω0i/2pi is the Larmor frequency of spin i, Jij are
the coupling strength between spins i and j. The values
of parameters ω0i and Jij are given in Fig. 5.
Appendix B: Experimental Procedure
1. Initialization
The system is required to be initialized into ρˆ0 ∝ σˆz1
from the equilibrium state ρˆeq. We first exploit the
steady state effect when a relaxing nuclear spin system
is subjected to multiple-pulse irradiation [42]. To imple-
ment this, we apply the periodic sequence [pi1,2,4 − d] to
the system, where pi1,2,4 means simultaneous pi rotations
on the spins 13C, F1 and F3, and d is a time delay pa-
rameter to be adjusted, see the first part of the circuit
shown in Fig. 6(a). To do pi1,2,4, we use a pulse which is
composed of three frequency components, each Hermite-
180 shaped in 500 segments, with a duration of 1 ms.
With increasing the number of applied cycles, under the
joint effects of relaxation and pi reversions, the equilib-
rium Zeeman magnetizations
〈
σˆz1,2,4
〉
gradually decay to
zero. Only the magnetization σˆz3 is retained at last as it
is the fixed point to the periodic driving. We adjust the
time interval d between the pi pulses to achieve the best-
quality steady state. In experiment, we set d = 25 ms
and after more than 500 cycles we found that the system
was effectively steered into a steady state ρˆss ∝ σˆz3 (in
this sample, we did not see observable Overhauser en-
hancement). Next, with a SWAP operation we transfer
the polarization from the high-sensitivity F2 nucleus to
the low-sensitivity 13C nucleus. Using the method, we
finally get an initial state ρˆ0 ∝ σˆz1 . The resulting experi-
mental spectrum is shown in Fig. 6(c).
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FIG. 6. (a) Quantum circuit that measures the OTOCs. The first part aims at reset an arbitrary state to the desired initial
state. Here the time interval between the pi pulses is 25 ms, the number of cycles is l = 500, and Gz denotes z axis gradient
pulse. (b) Sequences for implementing the dynamics of e−iHˆzzτ (left) and eiHˆzzτ (right). The refocusing circuits are designed
to generate the right amount of coupled evolution. (c) 13C experimental spectrum for equilibrium state (blue) and state ρˆ0
(red) after a readout pulse Rˆ1y(pi/2). They are shown at the same scale for comparison.
2. Simulating time evolution of Ising spin chain
According to Eq. (5) of the main text, the key ingre-
dient in simulating the evolution of Ising Hamiltonian Hˆ
is to implement
e−iHˆxτ/2e−iHˆzτ/2e−iHˆzzτe−iHˆzτ/2e−iHˆxτ/2. (B1)
Here, except for e−iHˆzzτ , all other four terms are global
rotation around x (and z) axis, which can be easily done
through hard pulses. e−iHˆzzτ can be generated by ma-
nipulating the natural physical Hamiltonian HˆNMR with
a suitable refocusing scheme [43]. The basic idea is to
evolve the system with the J-term in HˆNMR and then
to use spin echoes to engineer the evolution. That is to
say, for instance, for the σˆzi σˆ
z
j term, when a transverse
pi pulses is applied to reverse the polarization of one of
the two spins, the evolution is also reserved. Hence by
designing a suitable refocusing scheme, the dynamics of
Hˆzz and −Hˆzz can be efficiently simulated.
Although general and efficient refocusing scheme ex-
ists for any σˆzσˆz-coupled evolution [27], for the present
task it is possible to find a much simplified circuit con-
struction. Fig. 6(b) shows our ideal circuits. Let O1 and
O2 define the reference frequency for carbon and fluo-
rine channel respectively. Consider the refocusing circuit
(Fig. 6(b), left) for implementing e−iHˆzzτ , it automati-
cally refocuses the fluorine spins and decouples the terms
J31, J41 and J43, and the evolution of other terms should
fulfil the following requirements to yield the right amount
of evolution:
(ω01/2pi −O1)(4τ1 − t1 + t2) = 0, (B2a)
piJ21/2× 4τ1 = −τ, (B2b)
−piJ32/2× t2 = −τ, (B2c)
piJ43/2× t1 = −τ. (B2d)
The solution to the above system of equations is given
by O1 = ω01/2pi = 15480.0 Hz, t1 = 0.004935τ , t2 =
0.009870τ and τ1 = 0.000534τ . As to the refocusing cir-
cuit for implementing eiHˆzzτ , we found that it suffices
to just make slight changes to the circuit for −eiHˆzzτ , as
shown in the figure, and one can then reverse the dynam-
ics of all terms.
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FIG. 7. Experimental results for measuring OTOCs for different Ising model parameters and different pairs of Aˆ and Bˆ. The red
points are experimental data, the blue curves are theoretical calculation of OTOC with model, the blue points are theoretical
values displayed for comparison.
Now, the whole network for implementing Ising dy-
namics is expressed in terms of single-spin rotations and
evolution of J-terms in HˆNMR. In practices, each single
spin rotation is realized through a selective r.f. pulse of
Gaussian shape, with a duration of 0.5 to 1 ms. We then
conduct a compilation procedure to the sequence of selec-
tive pulses to eliminate the control imperfections caused
by off-resonance and coupling effects up to the first order
[44, 45]. To further improve the control performance, we
employ the gradient ascent pulse engineering (GRAPE)
technique [46] on the complied sequences. Because that
compilation procedure has the capability of directly pro-
viding a good initial start for subsequent gradient itera-
tion, the GRAPE searching quickly finds out high per-
formance pulse controls for the desired propagators. The
obtained shaped pulses for different set of Hamiltonian
parameters (g, h) all have the numerical fidelities above
0.999, and have been optimized with practical control
field inhomogeneity taken into consideration.
The Ising dynamics to be simulated is discretized into
20 steps, with each time step of duration τ = 0.35 ms.
Choosing different operators for Aˆ and Bˆ, we have exper-
imentally measured the corresponding OTOC. All the
experimental results are given in Fig. 7. The theoret-
ical trajectories are plotted for comparison. Although
some discrepancies between the data and the simulations
remain, the experimental results reflect very well how
OTOCs behave differently in the integrable and chaotic
cases.
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FIG. 8. Robustness of the used GRAPE pulses against r.f. field inhomogeneity. Here the transverse axis denotes relative error
of output field power of 13C channel, and longitudinal axis that of 19F channel, Usim denotes the corrsponding propagator, f
is fidelity function.
3. Readout
All the observations are made on the probe spin 13C.
Because we use an unlabeled sample in real experiment,
the molecules with a 13C nucleus are present at a con-
centration of about 1%. The NMR signal in high field
is obtained from the precessing transverse magnetization
of the ensemble of molecules in the sample:
M(t) = Mx(t) + iMy(t)
= Tr
ρˆ(t)
∑
j
〈
σxj
〉
+ i
∑
j
〈
σyj
〉 (B3)
As the precession frequencies of different spins are dis-
tinguishable, they can be individually detected, e.g., we
obtained the measurements of 〈σˆx1 〉 and 〈σˆy1 〉 at the 13C
Larmor frequency. To measure 〈σˆz1〉, we need to apply a
pi/2 rotation along yˆ. By fitting the 13C spectrum, the
real part and imaginary parts of the peaks are extracted,
which corresponds to 〈σˆx1 〉 and 〈σˆy1 〉, respectively.
Appendix C: Experimental Error Analysis
The sources of experimental errors include imper-
fections in initial state preparation, infidelities of the
GRAPE pulses, r.f. inhomogeneity, and decoherences.
We make analysis to the data set of the case Aˆ = σˆx1 , Bˆ =
σˆy4 to get an understanding on the role of each type of
error sources. We calculated the standard deviations
σexp :=
√∑20
i=1(〈Aˆ〉iexp − 〈Aˆ〉ith)2/20 for the experimen-
tal data, which are presented in Table I.
We have run the initialization process for 50 times and
found that the fluctuation of the initial state polarization
of ρˆ0 is around 3.40%. The fluctuation is due to (i) error
in state preparation; (ii) error in spectrum fitting. The
latter can be inferred from the signal-to-noise ratio of the
spectrum, which is estimated to be ≈ 2.13%.
All the GRAPE pulses for implementing e−iHˆτ and
eiHˆτ , are of fidelities above 0.999. On such precision
level, if we assume no other sources of error and assume
that the pulse generator ideally generates these pulses,
then the experimental results should match the theoret-
ical predictions almost perfectly.
Fig. 8 plots the robustness of the GRAPE pulses in the
presence of imperfections of r.f. fields in the 13C channel
g = 1, h = 1 g = 1.05, h = 0.5 g = 1, h = 0
σexp 0.1097 0.0456 0.0308
σerrini 0.0340 0.0340 0.0340
σerrinhomo 0.0323 0.0150 0.0188
σerrT2 0.0461 0.0161 0.0214
TABLE I. The standard deviations of 〈Aˆ〉 for the experiments
and numerical simulations when Aˆ = σˆx1 , Bˆ = σˆ
y
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and 19F channel. To understand to what extent the r.f.
field inhomogeneity may affect the experimental results,
we calculate the deviation of the dynamics based on a
simple inhomogeneity model. The model assumes that
the output power discrepancy of the r.f. fields is uni-
formly distributed between ±3%. The simulated results
σerrinhomo are shown in Table I.
Another major source of error comes from decoherence
effects. We compare the experimental data to a simple
phenomenological error model, i.e., the system undergoes
uncorrelated dephasing channel, parameterized with a set
of phase flip error probabilities {pi}i=1,2,3,4 per evolution
time step t0. The density matrix ρˆ is then, at each evo-
lution step, subjected to the composition of the error
channels Ei for each qubit [47]
ρˆ→ E4 ◦ E3 ◦ E2 ◦ E1(ρˆ), (C1)
where
Ei(ρˆ) = (1− pi)ρˆ+ piσˆzi ρˆσˆzi . (C2)
with pi = (1 − e−t0/T2,i)/2 (see Fig. 5 for the values
of T2,i). The results are presented in Table I. The re-
sults indicate that, with decoherence effects taken into
account, the discrepancy between theoretical and exper-
imental data for g = 1, h = 0 is expected to be larger
than that of the other two cases, consistent with the ex-
periment data.
In summary, we conclude that r.f. inhomogeneity and
decoherence effects are two major sources of errors.
Appendix D: The Unit of Time t
Our model Hamiltonian is actually written as Hˆ =∑
i(−Jσˆzi σˆzi+1 + gσˆxi + hσˆzi ), where we automatically set
J = 1 in the main text. And we choose the natural unit
~ = 1 throughout. So our time t is in fact in the unit of
~/J .
Appendix E: Normalization Condition for the
Entanglement Entropy and OTOC Relation
The relationship between the growth of 2nd Re´nyi en-
tropy after a quench and the OTOCs at equilibrium is
given in [10]. For a system at infinite temperature, we
quench it with any operation Oˆ at t = 0. So the density
matrix at time t is ρˆ(t) = e−iHˆtOˆ1ˆOˆ†eiHˆt . Then we
study the second entanglement Re´nyi entropy between
the subregion B and the rest is denoted as A. The re-
duced density matrix is ρˆA(t) = TrBρˆ(t), which gives us
the entropy S
(2)
A (t) = − log TrA[ρˆB(t)2]. The growth of
entanglement is related to the OTOCs via
exp(−S(2)A ) =
∑
Mˆ∈B
〈Mˆ(t)Vˆ (0)Mˆ(t)Vˆ (0)〉β=0, (E1)
where the summation is taken over a complete set of op-
erators in B and Vˆ = OˆOˆ†. Here we should choose the
following normalization condition:
∑
Mˆ∈BMijMlm =
δimδlj , Tr[OˆOˆ
†] = 1ˆ.
Here, we quench the first site and take the first three
sites as the subsystemA and the fourth site as the subsys-
tem B, as marked in Fig. 1(b) of the main text. Hence,
we choose Oˆ = (1ˆ + σˆx1 )/2
(D+1)/2 (D = 4 is the total
number of sites). The complete set of operators in the
subsystems B can be taken as σˆα4 /
√
2, where α = 0, x, y, z
and σˆ0 = 1ˆ. By summing over the measured data with
the conventions above, we can get the points in Fig. 3 of
the main text. The theoretical curves are obtained by di-
rectly computing entanglement entropy from the density
matrix.
Appendix F: Revival Time of OTOC and the
Distance Between the Operators
As seen from Fig. 2 of the main text, for the integrable
case, the OTOCs will increase back around their initial
values at some time. The revival time in fact depends
on the spatial distance between the two operators, as
depicted in Fig. 9. That is, the larger the distance, the
later the revival happens. From the relationship between
the growth of 2nd Re´nyi entropy after a quench and the
OTOCs at equilibrium given in [10], we know that it will
take longer time for the entanglement entropy to decrease
back after a local quench.
FIG. 9. Numerical results of OTOCs for the integrable case.
The arrows denote the revival time, which approximately lin-
early increases with respect to the distance between operators.
Here we choose Aˆ = σˆ1z on the first site and Bˆ = σˆ
n
z on the
final site. The parameters are g = 1, h = 0.
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