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We consider the constrained optimization problem from a finite set of designs 
where their main objective and the constraint measures must be estimated via 
stochastic simulation. As simulation is time-consuming, the simulation budget needs to 
be efficiently allocated. This thesis proposes two procedures for determining the 
number of simulation replications for each design to maximize the probability of 
correct selection given a fixed computing budget. The first procedure asymptotically 
maximizes the lower bound of the probability of correct selection. The approximation 
is based on Bonferroni bounds which are applicable for the cases with independent and 
correlated performance measures. The second proposed procedure utilizes large 
deviations theory to derive an asymptotically optimal allocation which is able to 
explicitly account for the impact of the correlation among the multiple performance 
measures. As the number of the designs becomes large, the optimal allocation can be 
approximated by closed-form expressions which are simple and easy-to-implement. 
The numerical results show that the proposed procedures can enhance the simulation 
efficiency. An application example of the proposed procedure to a hospital bed 
allocation problem is also provided. The objective is to maximize the bed utilization 
while satisfying the maximum limits of turn-around-time and overflow occurrence. 
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Chapter 1. Introduction 
 
1.1. Background 
The importance of optimization is increasing in many industries as the 
globalization requires most institutions to be more competitive. Optimization can be 
defined as the process of making the best use of resources to maximize the rewards 
based on the desired result. It involves specifying the performance measures which are 
important for the institutions and knowing the set of factors or decision variables 
which can be controlled. In addition, the uncontrollable factors which influence the 
objective must be acknowledged. Trying different alternatives may be costly and thus 
we focus on the optimization by building a mathematical model to obtain the best 
alternative.   
Optimization becomes even more challenging when the performance measures are 
stochastic. The term stochastic means random or non-deterministic. This is not 
uncommon as many factors in the real world are uncertain. The evaluation of the 
performance measures need to take into account of the randomness. One common way 
is to use simulation which basically aims to imitate the real-world settings.  Amongst 
the many kinds of simulations, the term simulation in this thesis refers to the 
computer-based simulation, specifically stochastic simulation. A stochastic simulation 
enables us to evaluate a set of realizations of the random factors.  
Due to the complexities of the real-world setting, analytical expressions of the 
performance measures are often not available. For example, it is difficult to evaluate 
the waiting time of customers which is dependent on that of the previous customers. 
Thus, we focus on the stochastic discrete-event simulation. The use of discrete-event 
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simulation allows the modeling of complex problems as it is able to capture the 
dynamic relationships between the entities involved and the uncertainties inherent in 
the problem. Fu (2002) states that discrete-event simulation is the primary domain in 
optimization of stochastic simulation. An optimization where the performance 
measures are evaluated via simulation is called as optimization via simulation or 
simulation optimization.  
Although simulation can analyze and evaluate complex systems for which closed-
form analytical expressions are not available, it is computationally intensive as 
multiple simulation replications are required to evaluate each design. For example, 
increasing the accuracy of the estimated value by ten times would commonly require a 
hundred times of simulation replications. Although the advancement of technology and 
computers has made simulation faster, computing budget is often still limited. For 
instance, according to the study by Gu as cited in Simpson et al. (2004), it takes Ford 
Motor Company 36 to 160 hours just to simulate one crash simulation on a full 
passenger car. Thus, the simulation budget needs to be efficiently allocated.  
In this thesis, we consider the problem of selecting the best feasible design from a 
fixed set of alternatives or designs. As the number of designs is finite, all designs are 
simulated and the focus is the statistical inference comparison where ranking and 
selection procedures are applicable (Fu et al. 2005).  
The presence of constraints increases the difficulties in a ranking and selection 
problem. In many real world problems, the decision maker needs to optimize the main 
objective while also satisfying the constraints. This is not uncommon as there are many 
constraints which are either set internally or imposed by external authorities in 
achieving the optimal results. The constraints can be in terms of the decision variables 
or in terms of other secondary performance measures referred as the constraint 
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measures. The consideration of the latter is more difficult when the constraint 
measures are also stochastic. For example, a decision maker in a hospital may want to 
maximize bed utilization while satisfying the service criteria such as the patients 
waiting time and number of overflow. Both the utilization and service criteria depend 
on some realizations of the randomness. In this case, the computing budget 
requirement becomes higher as there are multiple performance measures. We need to 
ensure that the number of replications is sufficient to avoid false selection due to either 
feasibility or optimality. A ranking and selection problem with stochastic constraints is 
called constrained ranking and selection (Kim and Nelson, 2007).  
This thesis attempts to study the problem of finding the most efficient way in 
allocating the simulation samples for selecting the best feasible design from a fixed set 
of designs in the presence of stochastic constraints. The best design is selected based 
on a primary performance measure or main objective from the feasible designs. The 
feasible designs are the designs of which secondary performance measures or 
constraint measures satisfy the respective constraint limits. The values of the main 
objective and constraint measures considered are not available directly and are thus 
estimated using simulation. 
 
1.2. Motivation 
This current study is motivated by the fact that there are some research 
opportunities in the constrained ranking and selection (R&S) as fully elaborated in 
Chapter 2. Although simulation optimization and ranking and selection have been 
widely studied, there is relatively less development in the case with stochastic 
constraints (Andradóttir and Kim 2010). This is due to the difficulties in considering 
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the randomness of each of the performance measures. In addition, optimization with 
multiple performance measures is difficult by nature due to the trade-offs between 
them.  
As the computing budget is limited, there is still a need to develop a more efficient 
procedure for the constrained R&S. This is important as simulation optimization still 
needs a considerable amount of computational efforts (Fu et al. 2008). The existing 
works on the constrained R&S focus more on guaranteeing probability of correct 
selection (     ). There is another branch of R&S which aims to maximize       
given a fixed computing budget called as Optimal Computing Budget Allocation 
(OCBA). Although OCBA has been shown to be effective for the unconstrained 
optimization (Branke et al. 2007), none of the research has incorporated the notion of 
OCBA for constrained optimization. This motivates research in extending OCBA for 
handling the presence of stochastic constraints. As there are multiple constraint 
measures and they are often correlated, there is also a need to study the effect of 
correlation to the simulation budget allocation. As some of the real world problems 
currently could not incorporate the notion of simulation due to the presence of 
constraints, we want to apply our proposed procedure to a real world setting, in 
particular to a hospital bed allocation problem. This would complement the few 
literatures on the healthcare which use simulation optimization. One of the common 
applications of discrete-event simulation is in the area of healthcare. In particular, it is 
often used to build operational models of healthcare units (Brailsford 2007). However, 
there are few literatures which consider random constraints or use simulation 







The purpose of this thesis is to enhance simulation efficiency by intelligently 
controlling the number of simulation replications so that the probability of correctly 
selecting the best feasible design within a fixed computing budget can be maximized. 
Specifically, we aim to derive simulation budget allocation rules which are easy to 
implement. In addition, we want to demonstrate how the proposed procedure can be 
applied to address the real-world problems by providing an example on the problem of 
determining the optimal number of hospital beds.  
 
1.4. Scope 
We focus on the black-box simulation optimization from a finite set of designs.  
We focus on the ranking and selection procedure in addressing the problem instead of 
other the gradient-based methods as the decision variables are discrete. In addition, the 
selection of the best feasible design is based on the sample mean of the performance 
measure of interest. We do not discuss the consideration of parallel computing or cloud 
computing method in reducing the computational requirement as the results of this 
research can be applied both in a single computer or a set of parallel computers.  
 
1.5. Contribution 
There are several contributions made in this thesis as follows: 
 From the ranking and selection perspective, we extend the OCBA approach to 
address the constrained R&S problem in the presence of multiple stochastic 
constraints. OCBA aims to maximize       and it has been shown to be effective 
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for the unconstrained optimization. As the presence of constraints changes the 
definition of the critical designs, a direct application of OCBA may not be 
efficient and so an extension is needed.  
 In addition, we characterize the effect of correlation to the computing budget 
allocation and provide the framework for extending the result for the general 
distribution case.  
 From the practitioners’ point of view, we derive a closed-form allocation rule that 
is easy to implement and insightful. This is essential to the practitioners who may 
not want to spend significantly more time or efforts to compute the allocation for 
each design.  
 For users who are more concerned on the optimality, the procedures can also 
return optimal allocation using a solver.  
 We generalize the OCBA for selecting the best design. The proposed procedures 
show that when all of the designs are feasible, the allocation rules are the same as 
the OCBA for unconstrained optimization.  
 We provide the proof that as the number of designs becomes large, the optimal 
allocation can be approximated by closed-form expressions. In addition, the proof 
is applicable for the unconstrained optimization. Furthermore, although we do not 
provide the allocation rule, the proof is also applicable for the case with general 
distribution instead of only multivariate normal distribution.  
 From the health service research perspective, we add the case of an application of 
simulation optimization to the bed allocation problem. The framework used in this 
thesis can also be applied to other healthcare problems such as the scheduling 




1.6. Organization of the Thesis 
The organization of this thesis is as follows. Chapter 2 reviews the related works 
while chapter 3 formulates the problem of optimally computing budget allocation for 
constrained optimization and provides the solution based on Bonferroni bounds. 
Chapter 4 proposes an extension using large deviations theory to develop the optimal 
allocation framework which is able to explicitly account for the presence of correlation 
between the performance measures. An application of the proposed simulation budget 
allocation rule to the bed allocation problem is presented in chapter 5. Chapter 6 






Chapter 2. Literature Review 
 
In this chapter, existing literatures relevant to the stochastic constrained 
optimization via simulation and its application are reviewed. Section 2.1 provides a 
brief literature review on past studies pertaining to simulation optimization. Section 
2.2 specifically reviews the relatively fewer developments on the works addressing 
simulation optimization problems with stochastic constraints. Section 2.3 elaborates 
the Ranking and Selection (R&S) procedures which are applicable given a fixed set of 
alternatives. This is followed by the specific discussion on the constrained R&S 
procedures in section 2.4. Section 2.5 highlights the development of Optimal 
Computing Budget Allocation (OCBA), a R&S framework which aims to maximize 
the probability of correct selection. Section 2.6 summarizes the research gaps which 
motivate this thesis.  
 
2.1. Simulation Optimization 
Simulation optimization is the process of finding the best design where the 
performance measures need to be evaluated via stochastic simulation. It is also 
commonly called optimization via simulation (OvS). As a branch of stochastic 
optimization, it considers the randomness which influences the performance measures. 
This should be distinguished from stochastic programming. In stochastic 
programming, only the randomness needs to be simulated. In other words, there is a 
closed-form expression for the performance measure. One approach for stochastic 
programming is Sample Average Approximation (SAA) or sample path optimization 
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(Rubinstein and Shapiro, 1993; Homem-de-Mello et al., 1999; Kleywegtet al., 2001). 
Fu (2002) called this approach as simulation for optimization as for a given realization 
of the randomness using a scenario generator, the tools for deterministic optimization 
can be used. On the other hand, simulation optimization can be considered as 
optimization for simulation. This is because for each design, the performance measures 
are not available analytically and have to be evaluated via simulation. This is often 
done using commercial simulation software. An optimization subroutine then is added 
to find the best design. The type of simulation used is usually discrete-event simulation 
which is able to incorporate uncertainties and the dynamic relationships within the 
considered system.  
In general, simulation optimization can be classified into three groups (Hong and 
Nelson, 1999). The first group is ranking and selection which deals with the problem 
where the number of alternatives is fixed and all are simulated. This will be further 
described in section 2.4. The other groups deal with the case with a huge or even an 
infinite number of alternatives. Based on the type of decision variables, these 
optimization via simulation methods can be divided into two groups. The methods 
depend on whether they have continuous or discrete decision variables (Tekin and 
Sabuncuoglu 2004). Thus, the second and third groups are continuous simulation 
optimization and discrete simulation optimization. The details of the different 
procedures can be found in the excellent reviews by Swisher et al. (2003), Tekin and 
Sabuncuoglu (2004), Fu et al. (2008). A library of simulation optimization problems 
can be found in Pasupathy and Henderson (2006, 2010).  
The literature on continuous simulation optimization can be traced back to the 
stochastic approximation (SA) works by Robbins and Monro (1951) and Kiefer and 
Wolfowitz (1952). The extended version of SA can be found in Kushner and Yin 
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(2003) and Borkar (2008). The idea of stochastic approximation is similar to the 
steepest descent algorithm in the deterministic optimization as it uses the gradient to 
find the optimal solution. The challenge is in estimating the gradient in the midst of the 
noise from the uncertainties. The gradient can be estimated using the finite difference 
method. Some more efficient methods to estimate the gradient were then proposed. 
Spall (1992) proposed simultaneous perturbation stochastic approximation (SPSA). 
Unlike finite difference and SPSA, some more recent methods utilize the information 
about the simulation setting such as the distributions in generating the random 
variables. These include perturbation analysis (Ho and Cao 1991; Glasserman 1991, 
Fu and Hu 1997), and score function method (Glynn, 1990; Rubinstein and Shapiro, 
1993). A review on the different gradient estimation method can be found in Fu (2006, 
2008). A discussion on the mathematics for continuous simulation optimization is 
provided by Kim and Henderson (2008). Another approach for continuous simulation 
optimization is the response surface methodology (RSM) where the gradient is 
estimated using regression. The origin of RSM is in statistical design of experiments 
(Kleijnen, 2008) and the goal is to estimate the functional relationship between the 
input and output. This is done by obtaining the metamodel which has a rich literature 
(Barton and Meckesheimer, 2006).        
The discrete simulation optimization considers the case where the decision 
variables are discrete. In this case, the gradient cannot be obtained. In addition, 
assuming continuity in the decision variables may not be meaningful as they often 
could not be simulated. For example, scheduling rules and alternative policies are 
difficult to be converted into the continuous case. Thus, random search algorithms are 
often the only way to solve this type of problem. The algorithms will sample several 
alternatives in each iteration, evaluate them, and specify the area where the samples in 
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the next iteration should be generated. Some of the techniques include simulated 
annealing with noisy performance measures (Gelfand and Mitter, 1989), the stochastic 
ruler method (Yan and Mukai, 1992), the stochastic comparison method (Gong et al., 
1992), the cross-entropy method (Rubinstein, 1998), and the method by Andradóttir 
(1995, 1996). These techniques focus on guaranteeing to find the global optimum as 
the computational efforts go to infinity. There are also methods for global optimization 
which do not provide convergence guarantee. These are metaheuristics such as 
Evolutionary Algorithms, Tabu Search, and Simulated Annealing which provide 
intuitive guidelines on how to explore the search space. The details on metaheuristics 
can be found in Glover and Kochenberger (2003) or Gendreau and Potvin (2010). The 
main issue is how to integrate these deterministic optimization techniques with the 
simulation efficiently. There are also methods which can be used for local 
optimization. These methods focus on guaranteeing to find the local optimum so that 
they can be more efficient for a practical consideration. An example is the COMPASS 
algorithm by Hong and Nelson (2006). The general framework for a locally convergent 
algorithm can be found in Hong and Nelson (2007). It is also worthy to note that there 
are other approaches which do not aim to find the best alternative such as Ordinal 
Optimization. In Ordinal Optimization, the goal is to select the good enough designs 
(Ho et al. 1992, 2007). The ordinal optimization provides an important concept that 
selecting the best design is not equal to accurately estimating the performance 
measures of each alternative in a simulation optimization. The accuracy of the 
performance measures estimation increases according to  ( √ ⁄ ) whereas comparing 
the designs converges in an exponentially fast manner (Dai, 1996). In addition, when 
the number of the discrete alternatives is finite so that all of them can be evaluated, we 
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can use ranking and selection procedures or multiple comparison procedures (such as 
in Hochberg and Tamhane 1987, Nakayama 1997). 
 
2.2. Stochastic Constrained Optimization via Simulation  
Although simulation optimization has been well studied, the consideration of 
random constraints is limited (Fu et al., 2005). Recently, some procedures for the 
simulation-based constrained optimization problems are proposed. The works can be 
classified into two types based on the number of designs considered (Kim and Nelson 
2007). The first problem, called stochastic constrained optimization via simulation 
(OvS), considers a huge number of designs while the second problem, called 
constrained ranking and selection (R&S), considers a finite set of designs. Similar to 
the simulation optimization for the unconstrained problems, the challenge in stochastic 
constrained OvS is to balance the efforts for searching and sampling from the design 
space. For the case with continuous decision variables, Bhatnagar et al. (2011) 
proposed SAA algorithm when there are stochastic constraints while Kleijnen et al. 
(2010) tackled  the problem using RSM method. For the discrete case, there are some 
Ordinal-Optimization related works such as Li et al. (2002), Song et al. (2005), Guan 
et al. (2006), and Jia (2009). In addition, Park and Kim (2011) handled the presence of 
multiple stochastic constraints using a penalty function where the penalty parameter 
converges to infinity. Luo and Lim (2011) used the Lagrangian method where 
stochastic approximation is applied to the Lagrangian. Constrained R&S does not have 
the same challenge as it is possible to exhaustively simulate all designs and 
consequently no searching mechanism is needed. The only focus is thus the statistical 
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inference comparison (Fu et al. 2005) where R&S procedures are suitable. The next 
section reviews the ranking and selection procedures.  
 
2.3. Ranking and Selection 
R&S procedures are statistical methods for selecting the best design or the optimal 
subset from a discrete number of designs (cf. Bechhofer et al. 1995, Goldsman and 
Nelson 1998, Swisher et al. 2003, Kim and Nelson 2006). It was initially developed in 
the field of statistics. It is later applied to the area of stochastic simulation. The 
advantage of the stochastic simulation is the ability to take samples sequentially. 
Boesel et al. (2003) show that R&S procedures can also be used after simulation 
optimization procedures to select the best among all the good designs which have been 
screened from a huge number of alternatives.  
Conway (1963) argued that ranking and selection is more appropriate than the 
commonly used analysis of variance (ANOVA) when the decision maker aims to 
select the best alternative. In ANOVA, the null hypothesis is that there is no difference 
between the alternatives. As a result, a failure to reject the null hypothesis does not 
mean that the best alternative does not exist. It only indicates that the test may not be 
powerful enough to detect the difference and thus more samples should be collected. In 
addition, even if the null hypothesis is rejected, the decision maker is still interested in 
knowing the best alternative instead of stopping at the conclusion that the alternatives 
are different from one another.   
In R&S, the aim in general is to select the best design. This can be seen from its 
use of the probability of correct selection concept. A correct selection occurs when the 
best alternative is selected in the experiments. Traditional R&S procedures allocate the 
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replications based on the variance only. The larger the variance, the more replications 
are allocated. The recent R&S procedures have then been developed to consider both 
mean and variance.  
The R&S procedures can be classified into two groups. The first group guarantees 
the probability of correct selection (     ) while the second group maximizes       
or other measures of the selection quality. An example of the works under the first 
group is the two-stage procedure by Rinott (1978). The second stage determines the 
number of additional simulation replications needed based on the information in the 
first stage. Kim and Nelson (2001) and Nelson et al. (2001) propose the fully-
sequential indifference zone procedures for unconstrained optimization. In a fully-
sequential procedure, one simulation replication is collected from each alternative until 
it is eliminated from the consideration.  
The second group aims to maximize       given a computing budget such as the 
Optimal Computing Budget Allocation (OCBA) procedures which are reviewed in 
section 2.5. There are also R&S procedures which are developed based on the 
Bayesian view. Chick and Inoue (2001) and Chick et al. (2010) propose a decision-
theoretic approach. The measure of selection quality used is the expected value of 
information instead of the      . Frazier et al. (2009) develop the knowledge gradient 
technique which answers the question of the optimal one-step decision if only one 
additional sample is allowed. All of these methods usually assume that the 
performance measures are normally distributed. This assumption can be satisfied by 






2.4. Constrained R&S 
The relatively fewer literatures on R&S with multiple performance measures can 
be grouped according to whether there is any secondary performance measure which 
acts as a constraint. R&S for multiple objectives procedures are appropriate when all 
performance measures are equally important. Examples of these are Butler et al. 
(2001), Chen and Lee (2009), Lee et al. (2010), and Teng et al. (2010).   
There are several works on the constrained R&S. Andradóttir and Kim (2010) 
aims to guarantee the desired level of       for the single constraint case by 
conducting two phases sequentially or simultaneously. In the first phase, all of the 
feasible designs are identified while the best design is selected in the second phase. 
Batur and Kim (2005, 2010) and Szechtman and Yücesan (2008) focus only on the 
first phase instead of finding the best feasible design. Batur and Kim (2005, 2010) 
accelerate the computation for identifying the feasible designs when there are multiple 
constraints. Szechtman and Yücesan (2008) develop a procedure where the common 
normality assumption is not needed. It can therefore be applied to general distributions 
when there is only one stochastic constraint. Based on multi-attribute utility (MAU) 
theory, Morrice and Butler (2006) convert the constrained R&S problem to an 
unconstrained one by specifying zero value in the utility function for infeasible 
designs. Their procedure however requires the extra effort in eliciting the right utility 
functions and their relative importance across the performance measures. Kabirian and 
Ólafsson (2009) propose a heuristic algorithm for multiple stochastic constraints based 
on feasibility and quality indicators to decide when to stop simulating each design 
without studying       analytically. Healey et al. (2010) study how to minimize 
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switching when conducting the procedures. However, there was no approach which 
utilizes the OCBA framework which is elaborated in the following section.  
 
2.5. Optimal Computing Budget Allocation (OCBA) 
As mentioned, the OCBA framework by Chen et al. (2000, 2010) is a type of 
ranking and selection procedure. It aims to enhance R&S efficiency by trying to 
maximize the       given a fixed computing budget. It is often more efficient as it is 
not based on the conservative least favorable configuration used in traditional R&S 
procedures. Extensive numerical experiments by Branke et al. (2007) reveal that 
OCBA is one of the top performing procedures. This is also supported by Waeber et al. 
(2010). The idea of OCBA is to allocate more replications to the critical designs. As 
they aim to maximize the      , OCBA is not derived based on the worst case 
scenario, resulting in higher efficiency. When the number of designs is large, it can be 
integrated with a search algorithm. Studies by He et al. (2010) and Lee et al. (2010) 
have shown promising results from using an integrated framework between OCBA and 
the right search algorithm.   
OCBA was traditionally developed using the Bayesian framework. However, it 
can also be used in the frequentist setting. Chen and Lee (2011) provide a complete 
introduction to OCBA while Lee et al. (2010) review the development of OCBA 
including the many different applications of OCBA in addressing real-world problems.  
The OCBA framework is initially developed for the single objective problem 
without constraint. It has been applied to address subset selection (Chen et al. 2008), 
correlation between designs (Fu et al. 2007), and multi-objective problems (Lee et al. 
2004, 2010). However, it has not been used to address constrained R&S problems. The 
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closest work is the study by Hunter and Pasupathy (2010, 2012) which attempts to 
minimize the probability of false selection. This is only applicable when the 
performance measures are independent to each other.  
 
2.6. Summary of the Research Gaps 
Based on the literatures, there are some research gaps which are studied in this 
thesis. Firstly, there is no constrained ranking and selection procedure which attempts 
to maximize       given a fixed computing budget and is still valid when the 
performance measures are correlated to each other. Secondly, there have been no 
literatures explicitly studying the impact of correlation towards the budget allocation. 
In addition, a significant additional computational burden for obtaining the allocation 
is not desirable when the computing budget is limited. Thus, it is also needed to derive 





Chapter 3. Asymptotic Simulation Budget Allocation 
 
In this chapter, we present the simulation budget allocation which asymptotically 
maximizes the approximate term of       based on Bonferroni bounds. 
 
3.1. Overview 
In this chapter we present the problem formulations followed by the first proposed 
solution. The stochastic constrained optimization via simulation is formulated in 
section 3.2. Based on this, we formulate the computing budget allocation problem to 
maximize the probability of correct selection or minimize the probability of false 
selection in section 3.3 with the assumptions described in section 3.4. As it is difficult 
to evaluate the probability of correct selection (     ), we present two ways to 
address the problem. Firstly, the       can be approximated by a Bonferroni bound as 
shown in section 3.5 followed by the asymptotic solution in section 3.6. The sequential 
algorithm for implementing the proposed procedure is provided in section 3.7 while 
the performance of the first proposed procedure is illustrated in section 3.8. Section 3.9 
describes that the effect of correlation between performance measures is not shown as 
it is eliminated due to the use of Bonferroni bounds. In the next chapter, we present the 
second proposed procedure which aims to address the challenge in explicitly 
characterizing the impact of correlation. The first procedure has been published in 
Pujowidianto et al. (2009) and Lee et al. (2012) while the second procedure is 




3.2. Stochastic Constrained Optimization via Simulation 
We consider the problem of selecting the best feasible design from a given set of 
k  designs where    . Let    and     be the random variables where     is the 
simulation output for the main objective while      is the output for the constraint 
measure         for design         in the  th replication. Let    be the number 
of simulation replications for design   while    denotes the fraction of the total 
computing budget   that is allocated to design   and so ∑   
 
     . The means are 
         and           . Multiple simulation replications must be performed in 
order to have good estimates of    and    . The standard approach of estimation is by 
the sample mean performance measures. After simulations are performed, we can 
choose a best design based on sample mean performance measures of the main 
objective  ̂  
 
   
∑    
   
    and those of the constraint measures  ̂   
 
   
∑     
   
   . 
The variances of the main objective and the constraint measures are    
  
        and     
          . For notational convenience, let   
        
 
          ,   
        
           , and                   . Given a 
matrix  ,    refers to the transpose of  .  
Without loss of generality, we define design   as the best feasible design, i.e. the 
design with lowest objective    subject to   
        
          . That is, we consider 
the following problem    
 
           
 
               
        





3.3. Computing Budget Allocation 
With a finite number of simulation replications, we may not always select the true 
best design  . The probability of correct selection,      , is the probability that the 
true best design is selected based on the sample mean performances, i.e., 
                                     .   
A correct selection may not always occur given a finite number of simulation 
replications. In simulation, the best design   will be correctly selected based on the 
sample mean performances if i) design   remains feasible; and ii) there is no other 
feasible designs which are better than  . Thus,  
 
        
 {(⋂ ̂     
 
   
)⋂((⋂( ̂     )
 
   
)  ( ̂   ̂ ))
 
 




where, given an event  ,    refers to the complement of  . As mentioned before,  ̂  is 
the sample mean of the main objective value while the sample mean of the constraint 
measures is represented by  ̂  . 
Our goal is to intelligently control the number of simulation replications for each 
design iN  so that       is maximized given a total computing budget  . The optimal 
computing budget allocation for constrained optimization (OCBA-CO) problem is  
 
 
   
     
                 ∑    
 
   






Let   be a small value greater than 0, i.e.    . For all         and   
     , regardless of the number of designs, we make some assumptions as follows. 
Firstly, there is no design which has exactly the same main objective value as design 1, 
i.e.       |     |   . In addition, there is no design which exactly lies on the 
constraint limit, i.e.     |      |   . This is to ensure that        approaches 1 as 
the computing budget increases. In deterministic optimization, it is common to have 
the best feasible design to sit exactly on the boundary. However, in stochastic 
optimization, it is unlikely to have the mean of the constraint measures due to the 
uncertainties involved. In addition, it would not possible in stochastic optimization to 
determine whether a design is feasible if the mean is exactly on the boundary even 
when the computing budget goes to infinity. Another approach to handle this 
assumption is to redefine the feasibility by allowing an indifference zone near the 
constraint limit and the main objective of the best design. The derivation of allocation 
rules using indifference zone is beyond the scope of this thesis. However, the 
numerical examples provide the performance of an existing procedure that is 
developed based on the indifference-zone concept. Consequently, the indifference-
zone parameter is considered in creating the numerical scenarios for a fairer 
comparison. 
We assume that the simulation output samples are independent from replication to 
replication, as well as independent across different designs. For providing the insights 
on the allocation, we use normality assumption. This assumption simplifies the real-
world phenomenon and it is never satisfied in practice. However, normality 
assumption is a good approximation in simulation, because the output is obtained from 
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an average performance or batch means, so that the Central Limit Theorem usually 
holds. Thus, the sample means,  ̂  and  ̂   follow normal distribution with means    
and    while   (     
        
) is the (   )  (   ) covariance matrix, i.e. 
 
   (     







   
                            
                 
                 
    










Note that the correlation coefficient between any two random variables    and    
is denoted as       where |     |    as |     |    indicates that the uncertainty in the 
one of the measure can be removed given the information of the other measure. 
Chapter 4 presents some results which are also applicable for the case with non-normal 
distribution.   
The means are bounded, i.e.     |  |    and     |   |   . Similarly, the 
variances are bounded and they are non-zero, i.e.        
   ,         
   , 
       
   , and         
   . In our case, we consider the case where the performance 
measures of all designs are evaluated via stochastic simulation. The chance of having 
zero variance is very small. In terms of the implementation, the sample variance 
follows a chi-squared distribution which highlights that it is unlikely to have a zero 
sample variance. Thus, the allocation rules are well-defined regardless of whether the 
means and variances are given or estimated. If the performance measures of one or 
more designs are deterministic so that they do not need to be simulated, this will yield 
a different problem which is beyond the scope of the thesis. The way to handle this is 
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to reformulate the probability of correct selection which would produce different 
allocation rules for the designs with stochastic performance measures. Alternatively a 
heuristic can be used where a pre-determined value for the allocation can be specified 
to replace the allocation rules to handle the rare event of zero sample variance. 
 
3.5. The Problem Formulation using Bonferroni-bound 
A major difficulty in solving the computing budget allocation problem is that there 
is no closed-form expression for      .  While       can be estimated via Monte 
Carlo simulation, it is very time-consuming. Since the purpose of solving (3.3) is to 
enhance simulation efficiency, we need a relatively fast and inexpensive way of 
approximately solving this optimization problem. By making some approximations, 
we derive a closed-form allocation rule which is easy to compute and implement and 
can help provide more insights about the allocation problem in (3.3). First we adopt a 
common approximation used in simulation literature -- Bonferroni inequality.  
Lemma 3.1.  The        can be bounded by an approximate term of       
(    ) which is defined as follows. 
 
 
       ∑ { ̂     }
 
   
 
 ∑[   (   
 
 { ̂     }   { ̂   ̂ })]
   
 (   )        
(3.5) 
 
Proof. Based on Bonferroni inequalities,       ∑  { ̂     }
 
    
 {⋂ ((⋂ ( ̂     )
 
   )  ( ̂   ̂ ))
 
 
   }    By DeMorgan’s law,       
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}     In other word, 
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    (   {⋃ ((⋂ ( ̂     )
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   })     
By Boole’s inequality        ∑  { ̂     }
 
    ∑  {⋂ ( ̂     )
 
       
( ̂   ̂ )}  (   ) . Equation (3.5) can then be obtained as  {⋂ ( ̂     )
 
    
( ̂   ̂ )}     (     { ̂     }   { ̂   ̂ }). ■  
Remark 3.1. Like the lower bound given in Chen (1996) for the original OCBA, 
although the bounds may not be tight for a small  ,        as    . The effect 
of dependence is eliminated as Bonferroni bounds are used. Bonferroni bounds are 
useful as it is applicable for both the independent case and when the performance 
measures are correlated. This is done by providing an expression which no longer 
depends on the correlation between the performance measures. Thus, we only need the 
variance elements of    to express     .     
Define           ,     
  




   
 
  
, and           .  ( )  is the standard 
normal cumulative distribution function,  ( )  ∫  ( )  
 
  






Thus,  { ̂   ̂ }   (
     
    
) ,  { ̂     }   (
    
    √  ⁄
)  ,  and  { ̂     }  
 (
    
    √  
⁄
).  
To further facilitate the computations, we intend to find an asymptotic allocation 
rule, namely, we consider the case that    . As ,T  some terms in      will 
dominate the others.  
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(3.6) 
 
3.6. Proposed Allocation 
The term ∑ [   (     { ̂     }   { ̂   ̂ })]    in (3.6) can be simplified by 
dividing the non-best designs into two collectively exhaustive and mutually exclusive 
sets, i.e.    and   . Having two separate groups of designs facilitates the derivation by 
breaking down the      term into separate terms which at the same time provides 
insights on the division of the designs.    represents the set of designs where 
optimality is a more dominant issue to consider in maximizing      whereas    
consists of designs where feasibility is more critical.  A design becomes infeasible if 
any one of the constraints is violated.  Thus, only the most critical constraint measure 
in determining the feasibility,            { ̂     }, is considered if feasibility is 
the concern. The two sets are formally defined as follows  
 
    { |     { ̂       }   { ̂   ̂ }}      
(3.7) 
 
    { |     { ̂       }   { ̂   ̂ }}  
(3.8) 
 
For a non-feasible design, there is no need to obtain a good estimate of its main 
performance measure, as long as we can ensure that it is infeasible. If a design is in   , 
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it is more likely to be infeasible and so we want to spend the simulation budget to 
ensure that it is indeed infeasible. On the other hand, if a design is feasible, we have to 
allocate more simulation budget to ensure that the design is not better than the best 
design. Optimality is a more critical issue to consider in the latter case (i.e., when a 
design is in   ).    
The comparison between  { ̂       } and  { ̂   ̂ } for the infeasible designs 
with superior main objective values and the feasible designs only depends on the 
means. The infeasible designs with superior main objective values are in    as 
              Similarly, the feasible designs are in    as                
Assuming that         , the comparison of the two probabilities for the infeasible 
designs with inferior main objective values depends on both means (         ) and 
variances (     
      
 ).   
Equation (3.6) can then be re-written as  
 
 
   
     
[∑ { ̂     }
 
   
 ∑  { ̂       }
    
 ∑  { ̂   ̂ }
    
 (   )]             ∑    
 
   
       
        
(3.9) 
 
Let   be the Lagrange multiplier,    . In deriving, the optimal allocation, we 
relax the non-negativity constraint,     . It will be shown later in Remark 3.3 that 
the problems with and without the non-negativity constraint are equivalent as the 
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optimal solution has the property that             .  Assuming    is continuous, 
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(3.13) 
 
Lemma 3.2.       is an asymptotically concave function and consequently the 
OCBA-CO problem in (3.9) is an asymptotically convex optimization problem as 
    when              . 
Proof. See Appendix A.   
 
3.6.2. Exact Solution 
With the concavity, the solution satisfying the KKT conditions is the optimal 
solution to (3.9).  
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Theorem 3.1.  Let             ⁄ ,   (   
   ⁄ ) (   
   ⁄ )⁄ , 
      √(   )     ⁄  if     .  or         
    ⁄  if     .      can be 
asymptotically (as    ) maximized if  
 







              
(3.14) 
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(3.15) 
 
Proof. See Appendix B.   
 
3.6.3. Insights from the Allocation 
Theorem 1 offers some insights for determining an efficient simulation allocation 
rule, which are summarized in the following remarks. 
Remark 3.1. For non-best designs, it uses the ratio rule (i.e. the computing budget 
is allocated proportionally to their noise-to-signal ratio  ). The noise-to-signal ratio 
represents how likely a wrong decision is made. The higher the ratio, the greater the 
chance a non-best design will be wrongly selected as the best. The choice of feasibility 
or optimality as the basis of allocation for the non-best designs depends on which one 
is easier to detect that they are not the best feasible design. This saves the computing 
time as there is no need to obtain a good estimate of the other measure as long as we 
can ensure the non-best design to remain either infeasible or worse than the best.  
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Remark 3.2. For the best feasible design, the allocation should be large enough to 
ensure that it is both feasible and better than all other feasible designs.  
Remark 3.3. Equations (3.14) and (3.15) imply that all   ’s have the same sign. 
As the means and variances are finite and the variances are non-zero,         
      where   is a small value greater than zero when       and       . This 
shows that the assumption      in Lemma 3.2 is not violated. 
 
3.6.4. Closed-form Solution      
The solution in Theorem 3.1 requires extra computational effort as    and    are 
dependent on    and vice versa. If we assume         , the solution is no longer 
optimal. However, the implementation of Theorem 3.1 can be significantly simplified 
by the resulting closed-form expressions. The theoretical justification of the 
assumption can be found in Chapter 4 while the latter part of this section gives the 
intuition behind the assumption.. Given that         ,     and           ⁄  for 
    . It is given that  { ̂   ̂ }   
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In fact, the assumption          is not a bad one when there is a large number 
of designs in    since         as |  |   . Theorem 3.1 implies    
   √∑
  
 
   
     . If the variances are about the same, we have    √∑   
 
    , which 
partially supports our assumption. As |  |   , the assumption still holds given that 
the variances are finite even if they are unequal.  
 
3.7. Sequential Allocation Procedure 
The means and variances are clearly unknown a priori, so they must be estimated 
via simulation. Therefore, we propose a heuristic sequential allocation procedure. At 
each step, we update the sample means and variances so that the allocation can be 
calculated based on more accurate estimates.  
Each design is initially simulated with    replications in the first stage, and 
additional replications are allocated incrementally with   replications to be allocated in 
each iteration until the total computing budget is exhausted. The selection of    should 
keep a fine balance between precision and efficiency. Chen et al. (2010) suggest 
         based on their empirical results. The choice of   should not be too large 
to allow a correction by the next iteration. Chen et al. (2008) suggest      . Chen 
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and Lee (2011) provide the guidelines to choose the parameters. The following is the 
heuristic sequential algorithm (  is the iteration number): 
 
OCBA-CO Procedure 
INPUT:            where      and (     ) is a multiple of  . 
INITIALIZE:     and perform the initial simulation replications,   
    
    
  
       
LOOP – WHILE ∑   
 
       DO: 
UPDATE: Calculate the sample means and the sample variances using the new 
simulation output,  ̂  
 
  
 ∑    
  
 
     ̂   
 
  
 ∑     
  
 




   
∑ (     ̂ )
   
 
     




   
∑ (      ̂  )
   
 
   ; find the estimated best feasible design  ̂  
        ̂            ̂ 
        
          ,  ̂         [( ̂     )  ̂   ⁄ ]   ̂  
{ |    [( ̂     )  ̂   ⁄ ]  [( ̂   ̂ )  ̂  ⁄ ]}  
   { |    [( ̂     )  ̂   ⁄ ]  [( ̂   ̂ )  ̂  ⁄ ]}  update  ̂   ̂   ̂ 
( ̂     )⁄  if 
   ̂  or  ̂   ̂  ( ̂   ̂ )⁄  if    ̂ , and  ̂   ̂    ( ̂     )⁄ .  
ALLOCATE: Add the computing budget by   and determine the new number of 
simulation replications for each design,   
      
   (    (   ) )  given that 
  
   
  





for all      ̂  and   ̂
           
       
      where    ̂
    
 ̂  √∑
(  
   )
 
 ̂  
    ̂ 
 and 
   
   
  





 for all    ̂. Adjust the allocation for each design 
accordingly so that ∑ (    
      
 )      . 
32 
 
SIMULATE: Perform   (    
      
 ) additional replications for each design; 
     .  
END OF LOOP 
Remark 3.4. The sample means and sample variances are consistent estimators of 
means and variances, i.e.  ̂       ̂        ̂  
     
   and  ̂   
      
  as    . 
Consequently, the sets can be determined to be asymptotically correct. Thus, the 
sample allocation is also a consistent estimator of the allocation, i.e.   
     as 
     for all        .      
 
3.8. Numerical Experiments 
In this section, we provide numerical results to demonstrate the effectiveness of 
the approximate solution developed in the previous section.  
3.8.1. Computing Budget Allocation Procedures 
3.8.1.1. Equal Allocation (EA).  
The simulation budget is allocated equally to all designs, i.e.,      ⁄  for each  . 
The performance of EA will serve as a benchmark for comparison.  
 
3.8.1.2. OCBA for unconstrained optimization by Chen et al. (2000) (denoted by 
OCBA). 
In the original OCBA, the simulation budget is allocated based only on the main 




       
⁄




          and       √∑
  
 
   




3.8.1.3. AK+: Simultaneous Fully-sequential Indifference-zone Procedure by 
Andradóttir and Kim (2010).  
AK+ aims to guarantee the       to be no less than a specified level,   . It uses a 
sequential procedure and conducts the phase for identifying feasibility and the phase 
for considering the optimality simultaneously. A design is eliminated if it is declared 
as infeasible or inferior to another design which has been declared as feasible. An 
indifference-zone (IZ) parameter must be specified for each phase:     for the main 
objective and     for the constraint measure.  
 
3.8.2. Simulation Settings 
To compare the performance of the procedures, we carried out numerical 
experiments for several typical selection problems. In comparing the procedures, the 
measurement of effectiveness used is the       estimated by the fraction of the 
number of times the procedure successfully finds the best feasible design out of 10,000 
independent experiments. In other word,      if the best feasible design is selected 
in the experiment. Otherwise,     . Therefore, the estimated       can be 
calculated by adding the value of    divided by the number of experiments.  
As the computing budget   increases, all procedures obtain higher      . For 
comparison of OCBA-CO with EA and OCBA, we gradually increase   to a maximum 
of 100,000 simulation samples and report the computation costs to attain         
which will be shown in Table 3.1.   
Unlike OCBA-type approaches, AK+ is an indifference-zone approach which is 
developed to find a design within an indifference zone of the best design while 
ensuring the constraint measure is within another indifference zone of the feasible 
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region. In order to have a fair comparison, we have designed our examples so that 
there is a single best feasible design within the indifference zone. Thus, the second best 
feasible design is at least     away from the best design. In addition, the best design 
and the infeasible designs which are better in terms of the main objective are at least 
    away from the border of the feasible region.   
Two typical stopping criteria are implemented. One is a fixed computing budget. 
The simulation stops when the total computing budget is used up. The second one is 
     given in Lemma 3.1. The simulation proceeds until      reaches a desired 
level. For AK+, we set        and report both the average computation cost and 
the actual       out of the 10,000 independent experiments. For OCBA-CO, we stop 
the simulation when      reaches 90%, and also report the average computation cost 
and the obtained      . We follow the suggestions in literature (Andradóttir and Kim 
2010, Chen and Lee 2011) and set           , and          √       ⁄ .  
 
3.8.3. Experimental Results 
In this section, we present the computational results to compare OCBA-CO with 
the OCBA for unconstrained optimization. In addition, we provide a comparison with 
AK+ which also considers the optimality and feasibility issue simultaneously. In all 
examples, we consider minimization problems. The performance measures follow a 
normal distribution. There are   designs where   denotes the number of feasible 
designs. Similar to Andradóttir and Kim (2010), the effect of dependence is eliminated 
as the Bonferroni bounds are used in the derivations. Therefore, we only focus on the 
experiments where the main objective and constraint measure are independent to each 
other. There are three different variance configurations for each performance measure.  
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In the constant (CON) configuration,    
    
      
    
 . In the increasing (INC) 
configuration,    
  (  (   )   )
      
  (  (   )   )
 while in the 
decreasing (DEC) configuration,    
  (  (   )   )
      
  (  (   )   )
 . 
The mathematical expressions for the scenarios used are provided in the following 
paragraphs. Table 3.1 summarizes the experimental results for the scenarios 1 to 8 
when there is one stochastic constraint while those for the scenarios 9 to 11 with two 
constraint measures are shown in Table 3.2.  
Scenarios 1 and 2. The best feasible design has the lowest objective and there are 
both feasible and infeasible designs which are worse than the best.               
     (   ), and         √   ⁄  where      for scenario 1 and       
for scenario 2. For all         √    and         √   ,    
 
                 (   )√         (3.18) 
 
     (    )            (   )√         (3.19) 
 
Scenarios 3 to 11. These scenarios represent a common case in practice where 
there is a trade-off between the performance measures because all of the infeasible 
designs are better than feasible ones. The relationship between the constraint measure 
and the main objective is piecewise linear.            , and the best feasible 
design is (     ) . Scenarios 3 to 7 consider 10k  with different variance 
configurations while scenario 8 considers 100k with constant variance 




    (   )                     (3.20) 
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Scenarios 9 to 11 are similar to scenario 8 except that they consider two constraint 
measures. Constant variance configurations are used with different values of   
  and 
  
 . The second constraint measure is given by the following with     , 
 
 
    {
(       )            (   ) 




Table 3.1 indicates that OCBA-CO is more efficient than EA, OCBA, and AK+ 
for different scenarios we have tested.  While OCBA is an efficient procedure for 
unconstrained problems, it may not perform well for problems with constraints, 
particularly for the cases where the best feasible design is not the design with the 
lowest main objective value. The result of naïvely applying OCBA can be even worse 
than EA as OCBA does not take into consideration of the constraints. This highlights 
the need of our OCBA extension to OCBA-CO for handling the stochastic constraints. 
Comparing with EA, we see that OCBA-CO is even more efficient as the number of 
designs increases. The higher efficiency is obtained because a larger design space 
gives the OCBA-CO algorithm more flexibility in allocating the computing budget. 
When we set        as the stopping criterion, both OCBA-CO and AK+ result in a 
much higher    , around 97~99%, because of the use of lower bounds in the 
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derivation. The resulting     obtained from OCBA-CO is similar to that obtained via 
AK+.   
The experiment results also show that OCBA-CO performs well even when the 
assumption of          may not be satisfied. When |  | is small such as in the 
scenarios with     , theoretically there is more chance that          does not 
hold. However, OCBA-CO still performs better than EA.  Figure 3.1 shows the results 
of the estimated       given a fixed amount of   for scenarios 3 and 8. 
Table 3.2 illustrates that OCBA-CO continues to perform well when there are two 
constraints. The results in scenario 8 with one constraint and scenario 11 with two 
constraints are similar for both EA and OCBA-CO. It addition, OCBA-CO is less 
sensitive than EA when the values for the constant variances for the main objective 
and the constraint measures are changed as OCBA-CO considers the variance 
information in allocating the simulation budget. For the results in the case with more 
than two constraints, see Table 4.2 of the next chapter.   
 
Table 3.1: Problem Scenarios and Results Given One Stochastic Constraint 
 
 
1 2 3 4 5 6 7 8
26 101 10 10 10 10 10 100
0.4(k -1) 0.4(k -1) 0.5k 0.5k 0.5k 0.5k 0.5k 0.5k
CON
(σh  = 6)
CON
(σh  = 6)
CON
(σh  = 6)
INC INC DEC DEC
CON
(σh  = 6)
CON
(σg  = 6)
CON
(σg  = 6)
CON
(σg  = 6)
INC DEC INC DEC
CON
(σg  = 6)
EA 3,870 18,720 1,250 5,850 5,850 4,500 4,550 12,700
OCBA 1,670 5,670 9,700 16,100 16,300 74,050 70,500 > 100,000
OCBA-CO 1,020 2,970 550 2,400 2,600 1,550 1,700 2,350
AK+ 1,672 5,183 653 2,927 3,429 1,973 2,395 3,265
OCBA-CO 1,046 3,011 568 2,116 2,391 1,474 1,724 2,372
AK+ 99.4% 99.7% 97.6% 97.4% 97.1% 97.7% 97.6% 99.8%
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Figure 3.1: P{CS} versus T for Scenarios 3 and 8 
 
3.9. The Effect of Correlation in Allocating Simulation 
Budget 
The proposed allocation is applicable for both independent and correlated cases. 
The use of Bonferroni bounds makes this possible. On the other hand, the effect of 
correlation is eliminated due to the use of the lower bound. As the performance 
measures are usually correlated, we need to further study the explicit impact of 




CON (σh  = 2) CON (σh  = 6) CON (σh  = 6)
CON (σg  = 6) CON (σg  = 2) CON (σg = 6)
EA 7,900 8,400 12,400
OCBA-CO 2,100 2,200 2,300






   
         












































Chapter 4. Explicit Consideration of Correlation 
Between Performance Measures in Simulation 
Budget Allocation 
 
The large deviations theory studies the tail of the distribution. It was initially 
developed for studying rare-event simulation. However, it has been applied in the 
ranking and selection by Glynn and Juneja (2004) for unconstrained optimization. 
Szechtman and Yücesan (2008), Blanchet et al. (2008) and Hunter and Pasupathy 
(2010) also apply this theory to ranking and selection. The theory is useful as it can 
express the exponential rate of decay of the false selection as the computing budget 
increases. In addition, it provides a framework for handling the case where 
performance measures are not normally distributed. For a complete introduction on 
large deviations theory, see Lewis and Russell (1997) and Dembo and Zeitouni (1998).  
This chapter provides the solution based on the large deviations perspective to the 
computing budget allocation problem formulated in Chapter 3.  
 
4.1. The Problem Formulation using Large-Deviations 
Theory 
The large deviations theory is interested in the tail of the distribution. Therefore, 
the focus becomes on the probability of false selection       where         
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The       is lower bounded by 
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(4.2) 
and it is upper bounded by 
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 Let the scaled cumulant generating function of ( ̂   ̂ 
        
) be denoted as 
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(4.5) 
 
By the Gärtner-Ellis Theorem (Dembo and Zeitouni, 1998, pp. 43 and 44), the 
limit exists under several conditions and the random vector[
 ̂ 
 ̂ 
        ] satisfies the 
large deviations principle (LDP) with good rate function (see Dembo and Zeitouni, 
1998, pp. 4 for the definition of a good rate function).  This is applicable for the 
general distribution. Sections 4.1 to 4.3 discuss the general case where normality 
assumption is not required. Section 4.4 illustrates the case for normal distribution. For 
illustration purpose, equations (4.6) to (4.9) are provided to show the example of rate 
function when the performance measures are normally distributed as follow 
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where, given a matrix        refers to the inverse of  . Similarly,  ̂ 
        
 satisfies 
the LDP with good rate function 
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Since the marginal distributions for each    and     are also normal,  ̂  and  ̂   
likewise satisfy the LDP with good rate functions 
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The rate function of       can then be expressed as follows 
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4.2. Exact Solution 
 Similar to the approaches in Szechtman and Yücesan (2008) and Glynn and 
Juneja (2004), we use the Karush-Kuhn-Tucker (KKT) conditions for solving (4.12). 
The       is asymptotically minimized as     when 
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In order to find the solutions according to the conditions above, we need to obtain 
the expressions of   (     ) and 
   (    )    ⁄
   (    )    ⁄
. The expression of   (     ) can be 
derived using the KKT conditions for (4.11) which are described in Appendix C while 
the expression of 
   (    )    ⁄
   (    )    ⁄
 will be stated in Lemma 4.1.  
 Let   (     
        
)  be the   (   )  matrix containing the Lagrange 
multipliers, i.e.   (     
        )  [    
       
        
 ]. From one of the KKT 
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We can divide the constraint measures into two groups as follows: 
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Then, we can divide the non-best designs into three main sets: 
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The way to find   
 ,   
 , and    
  can be found in Appendix D.  
Lemma 4.1. Based on the KKT conditions of (4.11), 
   (    )    ⁄
   (    )    ⁄
 can be 
expressed as  
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Proof. See Appendix E.  
The details on the exact allocation can be found in Hunter (2011) and Hunter et al. 
(2012). As the exact allocation requires a solver which is computationally expensive, 
we propose closed-form expressions for obtaining the allocation in the following 
section. 
 
4.3. Closed-Form Expressions 
This section proposes the closed-form expressions for allocating the simulation 
budget. We first present the properties related to the rate functions in Section 4.3.1 
followed by the key approximation for the derivation of the closed-form allocation in 
Section 4.3.2. Consequently, it is shown in Section 4.3.3 that the allocation to each 
non-best design is inversely proportional to its score function. Sections 4.3.1 to 4.3.3 
are applicable for any general distribution where the rate function exists. For the 
specific case with multivariate normal distribution, Section 4.4 presents the expression 
of the score function while the allocation to the best design is then discussed in Section 
4.5. 
 
4.3.1. Properties of the Rate Functions 
Given that the rate function exists, there are some properties which are useful in 
deriving the closed-form expressions. As the means and variances are finite and the 
variances are non-zero,  
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Based on (4.14) and Lemma 4.1, ∑
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In addition, there are some properties related to   (  ) as shown in the following 
lemmas.  
Lemma 4.2.   (  )    if and only if       and 
   (  )
   
   if and only if 
     .  
Proof. See Bucklew (1990), page 8.  
Lemma 4.3. The degree of the polynomial function of   (  ) is always one degree 
higher than that of 
   (  )
   
.  
Proof. The rate function   (  ) can be expressed as a power series. The Taylor 
series can be used to expand   (  ). As we are interested in the behaviour of   (  ) 
near the mean value, the expansion of   (  ) about the point       is given by   
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where   
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    (  )
   
 . From Lemma 4.2,   (  )    and  
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This shows that the degree of the polynomial function of   (  ) is greater than 1. Thus, 
the degree of   (  ) is always higher than that of 
   (  )
   
.  
An example of Lemma 4.3 for the Bernoulli distribution is provided. In this case, 
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As   (  )    and   
( )(  )   , the expansion of   (  ) about the point       
is 
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Equations (4.29) and (4.30) show that the degree of   (  ) is higher than that of 
   (  )
   
 
in a Bernoulli distribution. 
 
4.3.2. Properties of the Optimal Allocation 
Given the assumptions, we can show that both the optimal allocation for the best 
design and that for each non-best design is non-zero.  
If   
   ,   
   (      )    (     )         from (4.13) which implies that 
  
        . This violates the condition that ∑   
 
     . Thus,   
   .  
Based on the KKT conditions for   (     ) , for     
 ( ) , 
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  . For 
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 ( )),   
    implies that 
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    from (C.1) and (C.2). 
Given that 
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 )         from (4.11) and 
(4.13) if   
    for any    . This means that   (  
 )         which violates the 
condition that ∑
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      from (4.14) and Lemma 4.1. This proves that 
  







4.3.3. Closed-Form Approximation 
As the number of designs becomes large, an approximation can be made which 
results in closed-form expressions. In particular, we investigate the properties when 
(|  ( )|  |  
 ( )|)   .  
The way to add the designs is bounded by the same assumptions made in chapter 
3. Let   be a small value greater than 0, i.e.    . For all         and        , 
regardless the number of designs, we make some assumptions as follow. First, the non-
best design is added in such a way that the main objective value and the constraint 
measure values do not progressively become very close to the main objective value of 
the best design and the constraint limits respectively so that       |     |    and 
    |      |    still hold. This is to ensure that PCS  approaches 1 as the computing 
budget increases. The means are also bounded, i.e.     |  |    and     |   |   . 
Similarly, the variance of the non-best design should not progressively become infinity 
or zero, i.e.        
   ,         
   ,,        
                
   . 
For all   (  ( )    
 ( )), based on the KKT conditions in (C.1) and (C.2),  
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Lemma 4.4. There exists     such that 
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Proof. Based on Lemma 4.1 and   
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 ( )), equation (4.32) 
can be re-written as 
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Equations (4.22) and (4.23) imply that only the following needs to be proven for 
Lemma 4.4 to hold 
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As   (  
 )    and   (  
 )   , equation (4.34) does not hold if   (  
 )    while 
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     from Lemma 4.2. Based on (4.31), this can only 
happen for all    ( ( )    ( )) when   
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 )    which contradicts the KKT condition in (4.13)  that   (  
    
 )  
  (  
    
  ). This proves that equation (4.34) holds.   ■ 
 
Lemma 4.5: As (|  ( )|  |  
 ( )|)   ,  
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Proof. For     
 ( ),     
 ( )    which implies that   
   (  )
   
   from (C.1). 
As   
   , 
   (  )
   
   for     
 ( ). Based on Lemma 4.2, it is implied that   (  
 )  
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 . From (4.23),   (  
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Note that all terms in (4.36) are positive as 
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As mentioned in section 3.4, it is assumed that         ,          , 
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The KKT condition in (4.36) is then satisfied if 
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These complete the proof of Lemma 4.5. ■ 
 Theorem 4.1: As (|  ( )|  |  
 ( )|)   ,  
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Proof. We investigate the case where (|  ( )|  |  
 ( )|)   . Based on 
Lemma 4.1, Lemma 4.5 and   
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According to (4.22),   (  
    
         )   . The designs that are included in the 
analysis do not have parameters that progressively approach zero variance and their 
performance measures do not become unbounded as (|  ( )|  |  
 ( )|)   . Thus, 
it remains that   (  
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Let   be the highest degree of    in   (  ) where    . Based on Lemma 4.3, 
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4.3.4. Closed-Form Allocation to the Non-best Designs 
THEOREM 4.2. As (|  ( )|  |  
 ( )|)   , 
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Proof. Equation (4.11) can be written as 
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Note that the denominator in the right side of (4.45) is   
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)    due 
to the following reasons. From (4.23),   (  
    
         )   . In addition, it has been 
previously shown that   
        .  
Let the optimal solutions to the infimum problem in (4.45) be   
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 ( )), there are some properties which the optimal values have 
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The proof of (4.44) is completed by combining (4.46) and (4.47). 
A score function provides the stochastic version of the information regarding the 
sensitivities (Rubinstein 1991, Kleijnen and Rubinstein 1996). In this case, the score 
function is the gradient of   
(|  ( )| |  
 ( )|)  (  ) with respect to   . We define the 
score function for each non-best design as follows    
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Theorem 4.3. The closed-form expressions for the allocation to the non-best 




   
  
 
      




Proof. Based on (4.13), Theorem 4.2, and (4.48), it is implied that          
                . ■ 
Theorem 4.3 shows that when the number of designs is large, the allocation to the 
non-best designs simply becomes inversely proportional to the score function of each 
non-best design.  
The score function can be expressed in the form of the rate functions as shown in 
the next section. We can solve the problem                  (     
        
) using KKT 
conditions. Let   (     
        
 ) be the   (   ) matrix containing the Lagrange 
multipliers, i.e.   (     
        
 )  [    
       
        
 ]. The KKT conditions 
for (4.48) can be found in Appendix F. Based on these conditions are: 
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4.4. Score Functions for Multivariate Normal Distribution 
Firstly, we show the score function in the case with a multivariate normal 
distribution when the performance measures are independent to each other and provide 
some insights from the allocation rule. Afterwards, we generalize the results to the case 
with correlated performance measures. For notations purpose, the following 
conventions will be used.   (    ) refers to the case with rate function   (  ) when 
     while   (    )  refers to   (  )  when     . In the case where the rate 
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function considers both the feasibility and optimality issue,   (         ) refers to 
the joint rate function when      and     .   
 
4.4.1. Score Functions when the Performance Measures are 
Independent to Each Other 
 In this case,   (     
        )  does not contain the correlation coefficient. 
Based on (4.50),  
 
   (     
        
 )
 [
     
   
 
       
    
 
       
    
 
 
       
    
 ]  
(4.51) 
 
As there are two possible outcomes for     
 (     ) and for each of       
    
     , there are      potential cases. The constraints can be divided into two types as 
follows: 
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We can then categorize the non-best designs into the following three main groups 
which cover (      ) actual sets, 
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There are (    )  sets in    and also ( 
   )  sets in   . The case where 
    
 (     )    and       
             does not exist as it is impossible to have 
      and                 by definition.  
Theorem 4.4. The score functions when the performance measures are 
independent to each other are   
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Proof. See Appendix G.  
 We can draw some intuitions behind the score function in Theorem 4.4. The 
lower the score function, the higher the chance of a design to be wrongly selected as 
the best feasible design. Its numerator represents the distance for a design to be better 
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and feasible than the best while its denominator captures the noise of the respective 
performance measures. Thus, more simulation budget should be allocated to those with 
lower score function values.  
In addition, the score function captures the performance measures that are crucial 
in ensuring that the non-best designs remain either infeasible or worse than the best. 
Therefore, the score function concentrates only on the comparison between the best 
and a design if the latter is feasible. This avoids unnecessary efforts spent for 
determining the feasibility if a design is much worse than the best. For example, a 
feasible non-best design can have a constraint measure that is very close to the 
constraint limit. The proposed allocation implies that even if the feasibility of this 
design is difficult to be determined, there is no need to focus on this as long as we can 
ensure that the non-best design remains inferior to the best in terms of the main 
objective. Likewise, the allocation is only based on the feasibility of a design if it is 
infeasible but already better than the best. For the worse infeasible designs, the score 
function is a summation of the expressions which are based on both the comparison 
with the best and the feasibility. This means that less allocation is allocated to these 
designs as they have lower chance to be selected as the best.  
As there are multiple constraints, the score function also captures the essential 
constraint measures as it sums the expressions based on the measures of which 
constraints are violated, i.e.     
 . The larger the number of violated constraints is, the 
less allocation a design receives as there is less chance for the design to be wrongly 
selected as the best feasible design. This is the advantage of the proposed procedure in 
this chapter as compared to the previous chapter using the Bonferroni bounds. The 
allocation in the latter ignores the number of violated constraints by only considering 
the most critical constraint measure. 
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4.4.2. Score Functions in the Case of Correlated Performance 
Measures 
In this section, we generalize the results to account for the correlation between the 
performance measures. Based on (4.50),  
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(4.60) 
 
Similar to the previous section, there are (      ) sets which can exist for the 
non-best designs. However, in the case of correlated performance measures, the set 
definition for each design captures the interaction between the performance measures 
as represented in the covariance matrix. We use similar notations for the sets to those 
used in the previous section. However, we denote each variable    and set   as 
  ( ) and  ( )  respectively to show that they are dependent on the relevant 
correlation coefficients.   
The constraint measures are now categorized into the following two sets,  
 
   
 ( )  {        
 ( )           
     }  (4.61) 
 
   
 ( )  {        
 ( )           
 ( )     }  (4.62) 
 




  ( )  {       
 ( )      
           
 ( )       }  (4.63) 
 
   ( )  {       
 ( )      
 ( )           
 ( )        }, (4.64) 
 
   ( )  {        
 ( )       
           
 ( )       }  (4.65) 
 
It should be noted that there are also (    ) sets in both   ( ) and   ( ).  
 
Theorem 4.5. The score functions in the case with correlated performance 
measures are described in the following equations.  
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Proof. See Appendix H.  
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Theorem 4.5 shows that the score function only considers certain performance 
measures given the correlation coefficients. Some insights can be obtained by 
comparing the sets  ,   , and    in the independent case and the sets  ( ),   ( ), and 
  ( ). The following are some possible circumstances which can provide a clearer 
picture of the insights on the allocation. It should be noted that the effect of correlation 
depends on the formulation of the problem in (3.1). In this thesis, the goal is to select 
the design with the lowest main objective value where all of its constraint measures are 
below the respective constraint limits. 
In the case of positive correlations where               
 , the problem becomes 
more difficult as there are more opportunities for the designs which are infeasible and 
worse than the best to be wrongly selected as the best. Specifically some designs in    
can be classified in  ( ) if     are close to         
 . This is because when those 
designs appear to be better than the best, they will likely appear to be feasible due to 
the correlation. Similarly, some designs in    will be in   ( ) if    is close to    as 
the events where they become feasible will most probably result in them being better 
than the best. As a result, more allocations will be given to some designs which are 
infeasible and worse than the best. This makes sense as the problem becomes more 
difficult in this context as mentioned before.  
On the other hand, in the case of negative correlations,               
 , the 
optimization problem becomes easier. Specifically, some designs in   and    will be 
classified as   ( ) when    is close to    or      are close to         
 . Due to the 
correlation, they will be worse than the best when they appear to be feasible or they 
will be declared infeasible when they become better than the best. The allocation can 
63 
 
capture that the problem becomes easier and thus fewer simulation replications will be 
allocated to these designs.  
There are also some differences between   
  and   
 ( ). If the correlation between 
any two constraint measures in   
  is positive, |  
 ( )|  |  
 |. |  
 ( )| can be smaller 
than |  
 | when the constraint measure is much closer to the respective constraint limit. 
In this case, a success in crossing the more difficult constraint, i.e. the one further from 
the limit, results in the success of the easier constraint and so the easier violated 
constraint does not belong to   
 ( ) . On the other hand, |  
 ( )|  |  
 |  when the 
correlation is negative. In this case, the feasible constraint measure might be declared 
infeasible when the infeasible one appears to be feasible and so the allocation also 
depends on this measure.    
 
4.5. Allocation to the Best Feasible Design 
The next step is to find the closed-form approximate solution for the best design. 
The allocation is obtained from either (4.13) or (4.14) whichever is larger. Equation 
(4.13) ensures the feasibility of the best design while equation (4.14) addresses the 
optimality issue. In other words, the allocation to the best design should also be large 
enough to ensure both its feasibility and superiority to the non-best designs.  
Firstly, the allocation should be enough to ensure the best design to remain 
feasible. In this case, the allocation can be derived from (4.13). Let  
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At the same time, the allocation to the best should also be large enough to ensure 
that it remains superior to the non-best designs in terms of main objective values. If the 
main issue is the comparison with non-best design in terms of the main objective, we 
know that ∑
   (  
   
 )    ⁄
   (  
   
 )    ⁄
      from (4.14). Let  ( )  denote the indicator function. 
The optimal expression of   (  
    
 ) for the independent case as described by Hunter 
and Pasupathy (2012) is 
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In the case of normal distribution,   (  
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Thus, the closed-form expression of the allocation to the best for the multivariate 
normal distribution when the performance measures are independent is 
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As for the correlated case, it is difficult to obtain the analytical expression of 
  (  
    
 )  and consequently the expression for 
   (  
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 )    ⁄
 in the presence of 
multiple constraints. For the case with a single constraint where those expressions can 
be obtained, the allocation to the best is as follows when (|  ( )|  |  
 ( )|)    
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where          ( )    (  
           ) in the case with a single constraint. 
For the case with multiple constraints, a pre-determined value for the allocation to 
the best can be specified by the users. Alternatively, a possible structure can be 
guessed based on the allocation in the case of a single constraint. Although it is 
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difficult to prove due to the complexities when dealing with inverse of high-
dimensional matrix, the following shows the possible allocation to the best in the case 
with multiple constraints that can be used as a guideline 
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where          ( )    (  
     (    )
    
 ( )) in the case with multiple 
constraints.  
It is shown above that the allocation of the best design should be more than the 
other designs of which the rate considers the main objective after being multiplied with 
a weighting factor. The weight indicates the proportion of the rate which contains the 
optimality with respect to the overall rate.  
Remarks. If there are no constraints, all non-best designs are in  . Based on 
(4.49), (4.57), and (4.79), we can obtain the same results as in Chen et al. (2000). For 
more details on OCBA, see Chen and Lee (2011).     
 
4.6. Numerical Examples 
This section evaluates the proposed approximate closed-form solution. 
Specifically, we compare the rate achieved by the closed-form expressions with that of 
the optimal solution to (4.12) via a solver as suggested in Hunter (2011) and Hunter et 
al. (2012). The rate achieved by the commonly used equal allocation (EA) is also 
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provided as a benchmark. The computation time to obtain the closed-form expressions 
and the optimal allocation via a solver is investigated to illustrate the contribution of 
the proposed allocation which is easy-to-implement. In addition, a brief description on 
the finite-time performance is provided.  
4.6.1. Convergence Rate Analysis 
Let   (          ). The convergence rate analysis shows  ( ), the rate for a 
given   where  ( )     (                 (      )               (     )). The 
equal allocation, the closed-form allocation, and the exact allocation via a solver are 
denoted as    ,    , and   
  respectively.  
4.6.1.1. Effect of Number of Designs 
We consider the case where there are no better infeasible designs. In addition, all 
of the constraint measures have the same values. Consequently, all of the constraints of 
each infeasible design are violated. The number of feasible designs is   
   (   )    (40% of the non-best designs are feasible), and the constraint limits are 
      (   ) √   ⁄             . The means of the best design are      
                 . For the non-best designs          ,   
 
             (   )√          (4.80) 
 
    (    )        (   )√         (4.81) 
 
for all           √   . In all scenarios, equal variances are used, namely 
   
     
                            . The correlation coefficients between 
main objective and the constraint measures are the same, i.e.          while those 
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between constraint measures are set to be         |      |  | |      where 
                     . 
Based on the presented problem structures, we investigate the effect of number of 
designs by considering the scenarios with                                    
in the presence of one constraint (   ) that is independent from the main objective, 
i.e.           . Figure 4.1 provides an illustration of the problem with     .  
 
Figure 4.1: Illustration of Problem Scenario 
 
Table 4.1 shows the effect of number of designs to the rate and the time needed to 
compute the allocation based on MATLAB Profiler (in seconds). Although the rate of 
the closed-form is inferior to that of the solver, the rate gap becomes smaller as the 
number of designs increases as argued in Section 4.5. In addition, this gap is relatively 
much smaller if compared to the gap between EA and the optimal allocation obtained 
via solver. For all allocations, finding the best becomes more difficult as the number of 
designs increases and so the rate decreases. Note that when        , we could not 












































perspective of the time needed for obtaining the allocation, Table 4.1 indicates that it is 
significantly faster to use closed-form expressions instead of the allocation via a solver 
when there is a large number of designs.  
 
Table 4.1: The rate of P{FS} represented by z(α) and computational time under 
different number of designs (k) 
 
 
4.6.1.2. Effect of Number of Constraints 
Table 4.2 compares the rate and the computational time when there is a small 
(   ) , medium (   ) , and large (    )  number of constraints in the 
independent case (                  )  with      . It is shown that the 
closed-form allocation continues to perform well in the presence of multiple 
constraints as the rate gap with the optimal allocation remains the same. Similar to the 
previous observation, the time needed to compute the closed-form expression is much 
faster than the exact allocation via a solver. Unlike the case with one constraint, an 
additional solver is needed for the inner optimization to evaluate the rate in finding the 
optimal allocation. Thus, the time difference in the presence of multiple constraints for 
the exact allocation is significantly increased.  
 
26 0.001068 0.005789 0.006729 0.005661 0.000940 0.010 0.978
101 0.000275 0.003714 0.004201 0.003926 0.000488 0.011 1.526
401 0.000069 0.002295 0.002523 0.002453 0.000227 0.014 9.785
901 0.000031 0.001698 0.001838 0.001807 0.000140 0.019 54.809
1,601 0.000017 0.001358 0.001457 0.001439 0.000099 0.027 227.746
2,501 0.000011 0.001137 0.001206 0.001195 0.000069 0.037 615.115
3,601 0.000008 0.000980 N/A N/A N/A 0.048 N/A
Time (in seconds)
 
            
 (   )  (   )  (  )   
   (   )   
   (   )      
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Table 4.2: The rate of P{FS} represented by z(α) and computational time under 
different number of constraints (s) 
 
 
4.6.2. Finite-Time Performance 
We also carry out a few numerical experiments to investigate the finite-time 
performance. The measurement of effectiveness for this performance is the probability 
of false selection (     ) estimated by the fraction of the number of times the 
procedure fails to find the best feasible design given a fixed budget   out of 10,000 
independent experiments.  
As the main purpose of the numerical examples is to compare the performance of 
the optimal allocation via solver and the approximate closed-form solution, we 
continue to use the same asymptotic allocations as in the previous section for ease of 
illustration. Given perfect information, we do not need to run an initial number of 
replications (     ) in investigating the finite time performance and the fixed 
computing budget is allocated in one stage. In our examples, the fixed computing 
budgets are multiples of 50.  
In the finite time, the proposed closed-form allocation also performs well. Its 
performance can also be better than the allocation obtained via a solver, i.e. the former 
requires smaller simulation budget in reaching the same level of      . Figure 4.2 
shows the values of       for given   when      and      . It is shown that the 
closed-form allocation reaches lower       than the allocation via solver given a fixed 
computing budget. A possible explanation is that the allocation obtained via a solver 
1 0.000031 0.001698 0.001838 0.001807 0.000140 0.019 54.809
5 0.000031 0.001804 0.001938 0.001907 0.000134 0.031 1691.612
10 0.000031 0.001833 0.001964 0.001933 0.000131 0.047 1696.179
Time (in second)
 
                     
 (   )  (   )  (  )   
   (   )   
   (   )      
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allocates fewer replications to the non-critical designs and so there is a possibility that 
they may be wrongly selected as the best. Table 4.3 provides the results with more 
designs in the independent case. It is also indicated that the closed-form expression can 
perform slightly better than the exact allocation via a solver in finite time.  
 
Figure 4.2: P{FS} vs. T when s=1, ρ=0 in the scenarios with k=26 and k=101 
 
Table 4.3: The computing budget (T) to reach 95% P{CS} in the independent case 











 (   )  (  ) 
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Chapter 5. Bed Allocation Problem 
 
5.1. Motivation  
Simulation optimization has been applied to many following areas such as 
inventory management (Lee et al. 2008, Chew et al. 2009). Out of the many real-world 
problems, the application of simulation to the healthcare area is quite common (Jun et 
al. 1999). However, the application of simulation optimization to healthcare is limited. 
Brailsford et al. (2007) combine discrete-event simulation with the metaheuristic Ant 
Colony Optimization (ACO) to determine the optimal screening policies in addressing 
diabetic retinopathy. Tànfani and Testi (2010) use simulation optimization to 
determine the optimal plan for the Operating Room. It is also used by Zhang et al. 
(2010) to address the issue of the long-term care planning. However, they use equal 
allocation for the simulation budget. The closest work on the application of simulation 
optimization with an efficient simulation budget allocation in the healthcare context 
would be the one by Ahmed and Alkhamis (2009). They integrate the constrained R&S 
procedure by Andradóttir et al. (2005) with the search algorithm by Alkhamis and 
Ahmed (2004) to find the optimal number of staffs in the emergency department.   
Although the bed allocation problem is not new, it remains challenging to solve. 
According to the news articles by Khalik (2010, 2012), there were still patients who 
need to be accommodated in the corridor for long hours and delayed surgical 
operations due to shortage of hospital beds. On 2 February 2012, more than half of the 
patients of a public hospital experienced waiting time longer than 6 hours. This is 
undesirable as it could cause overcrowding in the Emergency Department leading to 
increase in mortality (Sprivulis et al., 2006).  
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One main reason for the bed shortage in Singapore is the mismatch between the 
number of beds with the increasing demands due to the higher number of population. 
According to the report by Singapore Department of Statistics (2011, there is a 
significant increase in the number of people in Singapore as shown in Table 5.1. 
However, the data in the website by Singapore Ministry of Health (2012b) shown in 
Table 5.2 indicates that the number of beds remains the same across the years.  
 








According to the report by the World Health Organization (2009) based on the 
data for years 2000-2008, Singapore has 32 beds per 10,000 population. The 
population is counted based on the Singapore residents which include the citizens and 
the permanent residents. According to the analysis by the Kaiser Family Foundation 
Total Population Citizens Permanent Residents Non-Residents
1990 3,047.1 2,623.7 112.1 311.3
2000 4,027.9 2,985.9 287.5 754.5
2005 4,265.8 3,081.0 386.8 797.9
2006 4,401.4 3,107.9 418.0 875.5
2007 4,588.6 3,133.8 449.2 1,005.5
2008 4,839.4 3,164.4 478.2 1,196.7
2009 4,987.6 3,200.7 533.2 1,253.7
2010 5,076.7 3,230.7 541.0 1,305.0




Acute Hospitals 8,005 8,104 8,064
Specialty Centers 2,249 2,225 2,195
Other Hospitals 58 58 24
Total 10,312 10,387 10,283
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(2012), Singapore is ranked 42
nd
 in the world globally. It has the highest number of 
beds per 10,000 population in South East Asia of which the average is only 9 beds per 
10,000 population. However, Singapore’s bed capacity is much smaller than that in 
Europe (63 beds per 10,000 population) or Japan (140 beds per 10,000 population). 
The increase in population in Singapore has made its number of beds per 10,000 
population to drop from 32 to 27 in 2010. In addition, if the non-residents are counted, 
Singapore only has 20 beds per 10,000 population in 2010.    
The ageing population also contributes to the imbalance in demand and supply. 
The following figure shows that the elderly people (65 years and above) only 
constitute less than 10% of the population (Singapore Ministry of Health, 2012c). 
However, they account for slightly more than a quarter of the total admission 
(Singapore Ministry of Health, 2012a).  
 
Figure 5.1: Population and Admission based on Age 
  
All these indicate that there is a need to find the optimal number of beds to 
maximize bed utilization given the relevant constraints such as the patient waiting 
time. This is the area where operations researchers can contribute. Other approaches to 









Admission (443,095 patients in 2010)
below 15 years 15 - 64 years 65 years & above
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administrators or government. The first existing solution is to add capacity. For 
instance, a new hospital, Khoo Teck Puat Hospital has been opened in Yishun in 2010. 
This would be followed by the opening of Ng Teng Fong General Hospital in Jurong 
in 2014 and the Sengkang hospital in 2018. Secondly, there are efforts to reduce the 
length of stay. Lim (2010) argued the importance of downstream services for caring 
chronic patients outside the acute hospital. In addition, it was reported that the use of 
non-invasive or robotic surgery had reduced the patient recovery time. Another 
approach is to reduce waiting time by creating emergency direct to operating theatre 
such as in Tan Tock Seng Hospital (TTSH). In addition, short-stay units have been 
built to divert the patients who only require temporary monitoring so that they can be 
away from the usual admission to the inpatient ward. It has also been argued that 
setting up community health centers to support the general practitioners is useful to 
reduce the demand for care.  
Despite the wide range of literatures on the bed allocation problem, none of them 
addressed the problem using the simulation optimization technique. The existing 
literatures either use only optimization or only simulation. Those which use 
optimization aim to find the best way of allocating the beds by considering a huge 
number of possibilities (Ridge et al. 1998, Ackali et al. 2006, and Teow and Tan 
2007). On the other hand, some researchers attempt to use simulation as it enables 
them to consider the uncertainties found in the real setting (Goldman et al. 1968,  El-
Darzi et al. 1998, Harper and Shahani 2002, Akkerman and Knip 2004, Cochran and 
Barti 2006). However, the use of simulation has a limitation in the sense that it only 
considers a pre-determined set of alternatives which may not be the real best solution.  
Lapierre et al. (1999) mentioned that once a valid simulation model for the bed 
allocation problem is obtained, we could conduct the comparison among alternatives 
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using the ranking and selection procedure (R&S) to efficiently determine the number 
of replications. The R&S procedure is especially valid as we often deal with a black-
box simulation in the bed allocation problem due to the complexities of the operations. 
However, no one has applied R&S procedures to determine the optimal number of bed. 
As none of the literatures addressing this problem use simulation optimization and 
R&S procedures in particular, we will apply the proposed procedure to the bed 
allocation problem. 
In this chapter, we apply the proposed allocation procedure (OCBA-CO) in 
finding the best feasible bed configuration which consists of the number of beds for 
each specialty.  
 
5.2. System Description and Modeling 
The bed management unit is open 24 hours daily and we consider two sources to 
the bed management unit, namely the emergency patients and the elective patients. For 
the emergency patients’ arrivals, we treat the service time in the emergency department 
as one total quality. We assume that the service time distribution is uniform across 
different levels of patient acuity. Some patients from the emergency department will 
then be admitted to the bed management unit based on the historical probability of 
admission for different types of patient attributes. We assume that there is no physical 
limit for the number of patients in the emergency department. For both the emergency 
and the elective patients, we consider 5 different specialties.  
We use non-stationary Poisson process to model both the walk-in arrivals to the 
emergency department and the elective arrivals. The length of stay is exponentially 
distributed. The more critical patients receive a higher priority in practice. However, 
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for simplicity, we do not consider the different patient acuity levels and so the service 
discipline used is first-in first-out (FIFO). In addition, we assume that the travelling 
time to the ward and the cleaning time are incorporated inside the length of stay. 
Figure 5.2 shows the process flow in modeling the bed allocation problem. It is 
possible to allow for an overflow when the bed with the correct specialty for a 
particular patient is not available. This is governed by the overflow protocol in Table 




Figure 5.2: Process Flow 
 










Emergency Patients Elective Patients 
Emergency Department 
The patient is admitted Discharge 
Is bed needed? 
Is there any bed with the correct 
specialty or other specialty 
according to the protocol? 
The patient joins the 
queue 
 
The bed with the correct 
specialty or other 
specialty according to the 








Medicine Oncology Cardiac Not Applicable
Cardiac Medicine Surgery Orthopedic
Oncology Medicine Surgery Orthopedic
Surgery Medicine Oncology Cardiac
Orthopedic Surgery Medicine  Not Applicable
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5.3. Problem Description  
In this section, we formulate the bed allocation problem. We mainly consider the 
case where the number of alternatives is small. Let   be the total number of specialties 
considered while    and    are the number of available beds and the number of 
occupied beds respectively at a given fixed time of the day for the specialty   
     . We consider three performance measures, namely the bed occupancy rate 
(   ), the 99th percentile of the turn-around-time (     ), and the average number of 
overflow ( ).     is defined as the total number of occupied beds at a particular time 
of the day divided by the total number of beds, i.e.     ∑   
 
   ∑   
 
   ⁄ . In this 
study, the parameters    and    are measured at 6 a.m.       is measured from the 
time of bed request to the time the patient is admitted. Let   ,   , and    be the time of 
bed request, the time of the admission to the bed management unit, and the turn-
around-time for patient     where  is the set of all possible patients. The turn-
around-time for patient   is measured from the time of bed request to the time the 
patient is admitted, i.e.         .       can then be obtained by taking the 99
th
 
percentile of    of all patients    . The daily number of overflow represents the 
number of mismatches between the specialty of the patients and that of the bed. It is 
measured in terms of percentage of the number of overflow with respect to the number 
of admitted patients in a given day.  
Our goal is to determine the best feasible bed configuration, that is to find the 
configuration            among   designs, i.e.        , which returns the 
largest     while ensuring the 99th percentile of the turn-around-time and the daily 
number of overflow are less than the maximum limits    and    respectively as 




          subject to         ,            . (5.1) 
 
Due to the uncertainties in the patients arrival time and the length-of-stay, the 
values of     and       must be estimated via simulation. Let      be the     in 
the  -th simulation replication and in the  -th day for the bed configuration  ,     
  [  [    ]]  Similarly, the simulation sample for       is      , 
      [  [     ]]  and that for the percentage of overflow is      ,     
  [  [     ]]. The comparison of the bed configurations are based on the sample 
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     where    is the number of simulation samples for bed 
configurations   and   is the number of simulated days. We assume that simulating the 
system for   days excluding the warm-up period is sufficient to represent the original 
system. The key for an efficient comparison is then on the determination of   . This 
sub-problem has been well formulated in Chapter 3 with the aim to maximize the 
probability of correctly selecting the best alternative. The procedure and the insights 
are also presented in Chapter 3. The procedure assumes that the performance measures 
follow multivariate normal distribution. This can be satisfied as each simulation 
replication measures the performance measures that are taken from a batch of 
observations across   days. By the Central Limit Theorem, they can be well-
approximated by normal distribution.   
We note that the problem in (5.1) can be modified depending on the goal of the 
decision maker. For example, we can consider an additional constraint if the     
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should not exceed 85%. Gorunescu et al. (2002) show that hospitals need to keep 10-
15% emptiness to maintain the service efficiency using a queuing model. This is in 
line with the finding in Bagust (1999) that regular shortages can occur if the average 
bed occupancy rate is 90% or more. 
 
5.4. Efficient Procedure for Selecting the Best Feasible Bed 
Alternative 
In this section, we present the proposed framework. Our goal is to propose a 
procedure that allows the user to select the best feasible bed alternative, i.e. the design 
which optimizes the main objective while satisfies all of the constraints. Both the main 
objective and the multiple constraint measures need to be estimated via simulation.  
We use discrete-event simulation to realistically model the dynamic relationships 
in the bed management process and to incorporate the uncertainties in patients’ arrival 
and the service time in the bed management unit. In other words, the performance 
measures are estimated via simulation. We use the Optimal Computing Budget 
Allocation for Constrained Optimization (OCBA-CO) in Section 3.6 for the simulation 
budget allocation procedure. It efficiently allocates the computing budget to the critical 
designs based on the means and variances in selecting the best feasible alternative. 
When the number of alternatives is small enough for all designs to be simulated, we 
can use this procedure directly. The sequential algorithm for implementing OCBA-CO 
can be found in Section 3.7.  
We also attempt to provide the framework when the alternatives are not given. 
The problem is challenging as there are many possible ways of allocating the beds. We 
address the challenge due to the large set of possible alternatives by using stochastic 
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constrained optimization via simulation. This is done by integrating a constrained 
ranking and selection procedure for efficiently allocating the simulation budget in 
comparing the procedures and a search algorithm for generating the next set of 
solutions to be compared as shown in Figure 5.3. For the searching algorithm, we use 
the Nested Partitions method by Shi and Ólafsson (2000).  
 
 
Figure 5.3: The Framework for Integrating OCBA-CO and Nested Partitions 
 
In Nested Partitions, the search space is partitioned into several regions. In each 
region, design points are randomly sampled. Based on these samples, the most 
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declared as the most promising region, it will be further partitioned in the next 
iteration. The other regions will be aggregated as one partition called the surrounding 
region. The most promising region can be defined as the area where the best feasible 
alternative is located. This matches the characteristics of OCBA-CO which emphasizes 
on the selection of the best among a fixed number of alternatives instead of accurately 
estimating the performance of each alternative. To avoid being trapped in the local 
optimum, Nested Partitions allows backtracking if the best alternative at the current 
iteration is not located in any partitions of the previous iteration’s most promising 
region.   
 
5.5. Computational Results and Analysis  
5.5.1. Selection from a small number of alternatives 
Firstly, we look at a simple case where there are only 5 alternatives. In this case, all 
designs are simulated and there is no search needed. We compare the constrained 
ranking and selection approach we use, namely OCBA-CO and the commonly used 
Equal Allocation (EA). The measurement of effectiveness is the probability of correct 
selection (     ) which is estimated by the fraction of obtaining correct selection out 
of a pre-determined number of independent experiments. For OCBA-CO, initially each 
alternative receives an initial number of replications      . Afterwards, an 
increment      is allocated to the designs according to the allocation rule in each 
iteration.  
In the simulation, we use 4 warm-up days and subsequently 90 working days are 
simulated. The parameters for the emergency patients arrivals are taken from Ahmed 
and Alkhamis (2009) as they are easy to generate. Table 5.4 shows the arrival rates for 
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each time period. The service time in the emergency department is exponentially 
distributed with a mean of 180 minutes. In other words, the process in the emergency 
department is modelled as a delay. However, the proposed framework can also be 
applied to the case with a more detailed model for the emergency department. Aside 
from the arrival rates and the service time, we adapt the data from the work in a 
Singapore hospital by Calugcug et al. (2009). For the emergency patients, 64% of them 
are admitted. Table 5.5 shows the length of days for each specialty together with the 
breakdown of the admitted emergency patients and elective patients based on the 
specialty.  
 
Table 5.4: The arrival rates for each time period 
 
 
Table 5.5: The simulation parameters for each specialty 
 
 
In this example, 5 specialties are considered and the average bed occupancy rate 
(   ), the average 99th percentile of the turn-around-time (     ), and the number of 
overflow are measured. The maximum limit for the       is        (in minutes). 
For the number of overflow, several values of the maximum limit are used to see the 
0 2 4 6 8 10 12 14 16 18 20 22
Emergency 
Patients
5.3 3.8 3 4.8 7 8.3 9 7.8 7.8 8 6.5 3.3
Elective 
Patients




Medicine Cardiac Oncology Surgery Orthopedic
Length of Stay (days) 6.3 3.8 9.1 4.8 11.2
Proportion of Admitted 
Emergency Patients
50% 14% 5% 18% 13%
Proportion of Elective 
Patients 
14% 22% 20% 28% 16%
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effect of the selection of the overflow limit. For the setting where only one value is 
used, the limit of overflow is defined as 30%.  
We first illustrate the cases where the 5 considered alternatives are given instead 
of randomly searched. In the work by Calugcug et al. (2009), the total initial number of 
beds in the hospital was 587 of which the breakdown based on the specialties is 
presented in Table 5.6. Their proposal is to increase the total number of beds to 635. 
Although the parameters of the arrival and service time are different, we make the 
proposal by Calugcug et al. (2009) as the first alternative. We compare this alternative 
with 4 other configurations. The 4 configurations are the configuration where we 
increase by 300 (to 887), increase slightly by 20 (to 907), decrease slightly by 20 (to 
867), and a different configuration when we increase by 300 (to 887). Table 5.7 shows 
the breakdown of the 5 alternatives in terms of the number of beds for each specialty.  
 
Table 5.6: The original number of beds 
 
 
Table 5.7: The 5 considered alternatives for bed allocation 
 
 
Table 5.8 shows the three performance measures based on 50 independent 
experiments at       when EA is used. Table 5.9 presents the       obtained by 
EA and OCBA-CO under different overflow limits given that the maximum limit for 
Specialty Medicine Cardiac Oncology Surgery Orthopedic Overall
Number of Bed 222 69 56 131 109 587
Configuration
number
Medicine Cardiac Oncology Surgery Orthopedic Overall
1 248 90 65 124 108 635
2 327 69 138 131 222 887
3 320 67 135 128 217 867
4 334 71 141 134 227 907
5 327 74 133 136 217 887
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      is        (in minutes).  We consider different overflow limits from 8% to 
30%. 8% is selected as the smallest value considering that all configurations return an 
average number of overflow higher than 7%. The maximum computing budget used is 
       due to the computational requirement in simulating the model.  
The results in Table 5.9 indicate that OCBA-CO in general is more efficient than 
EA. OCBA-CO performs better than EA by requiring less computational budget for 
achieving 95%       when some of the designs are more critical than the others in 
finding the best. For instance, Table 5.10 shows the proportion of the simulation 
budget allocated to each alternative when       . It illustrates how OCBA-CO can 
perform better by allocating more simulation budget to configuration 2 as the best 
alternative. In the cases where it is easier to find the best such as when    is 28% or 
more, EA and OCBA-CO return the same performance. 
 In the previous example, the alternatives are pre-determined. Another possible 
case is to select the best among a fixed set of randomly generated alternatives. This can 
be done by fixing the minimum number and maximum number of bed for each 
specialty. Note that the decision variables are discrete as they have to be integer. Table 
5.11 shows an example of ten alternatives which are uniformly generated given that 
the minimum and maximum numbers of bed for each specialty are 50 and 250 
respectively. Table 5.12 shows the three performance measures at       when EA 
is used. The performance measures are quite different across the configurations as they 
are randomly generated. This contributes to the easy selection for most values of the 
overflow limits as shown in Table 5.13 where the best can be identified at the initial 
stage of simulation budget allocation, i.e. when      . At other values of the 




Table 5.8: The performance measures for each pre-determined configuration 
 
 
















1 98.5% 9,302.7 57.9%
2 89.7% 50.9 13.4%
3 92.0% 168.2 23.7%
4 87.3% 15.8 7.9%
5 89.0% 31.6 10.0%
EA OCBA-CO
8% 4 >350 >350
9% 4 110 90
10% 4 >350 >350
11% 5 290 130
12% 5 110 70
13% 5 >350 290
14% 2 >350 >350
15%, 16%, 17% 2 190 110
18% 2 190 130
19% 2 190 110
20% 2 190 130
21% 2 230 130
22% 2 >350 150
23% 2 >350 >350
24% 3 >350 >350
25% 3 >350 150
26% 3 110 90
27% 3 90 70
28% 3 70 70
29%, 30% 3 50 50
Maximum number of 
overflow
The best feasible 
configuration













Table 5.11: The randomly-generated configurations 
 
 
Table 5.12: The performance measures for each randomly-generated configuration 
 
 





Medicine Cardiac Oncology Surgery Orthopedic Overall
1 119 79 144 234 226 802
2 203 103 71 205 138 720
3 123 110 158 239 103 733
4 142 107 141 128 204 722
5 86 193 142 149 96 666
6 97 125 133 246 188 789
7 113 249 200 113 204 879
8 247 229 65 83 161 785
9 157 115 137 171 103 683










1 95.3% 1,214.7 55.6%
2 97.1% 1,877.3 54.6%
3 96.8% 1,076.9 61.0%
4 97.5% 6,307.4 62.5%
5 98.0% 3,017.2 70.6%
6 92.9% 267.6 50.4%
7 86.3% 11.4 39.5%
8 90.6% 45.9 37.7%
9 97.9% 4,886.7 63.6%
10 88.7% 11.0 25.8%
EA OCBA-CO
26% 10 >400 >400
27% 10 120 120
28%, 29%, …, 36% 10 100 100
37% 10 200 120
38% 8 220 120
39%, 40%, …, 49% 8 100 100
50% 8 >400 340
51% 6 180 120
52%, 53%, …, 80% 6 100 100
Maximum number of 
overflow
The best feasible 
configuration




5.5.2. Selection from a large number of alternatives 
In this section, we consider the case where the number of alternatives is huge. For 
each specialty, the minimum number of beds is 5 while the maximum number of beds 
is 500. In other words, the search space is            as there are 5 specialties. This 
translates to            alternatives. Thus, a searching algorithm is needed as it is 
virtually impossible to simulate all alternatives.  
For the settings of the Nested Partitions method, we divide each axis of the most 
promising region into two. In other words, there are    subregions as with 5 
considered specialties. The first experiment shows the results where 1 sample is taken 
from each region. The total computing budget for the first iteration is 215. 
Subsequently, we increase the total computing budget by 50 in each iteration of the 
Nested Partitions method. For the OCBA-CO, we run 5 initial replications for each 
design considered. Afterwards, there is an increment of 50 replications to be allocated 
to the designs until the total computing budget in each NP iteration is exhausted. 
Figure 5.4 shows that NP+OCBA-CO is able to converge in terms of the main 
objective value as the search algorithm progresses. In addition, we use different values 
of the limits to observe the effect of these limits to the total number of bed changes. 
Table 5.14 shows the effect of the limit on TAT while the effect of overflow limit can 
be seen in Table 5.15. As expected, a stricter requirement results in a solution with 
higher total number of beds. The solution to the case with a lower turn-around-time 
(TAT) limit has a higher total number of beds so as to reduce the waiting time. 
Similarly, reducing the allowed percentage of overflow results in a higher total number 





Figure 5.4: Convergence of NP+OCBA-CO in terms of main objective value 
 
Table 5.14: Effect of TAT limit when the overflow limit is 50% 
 
 
Table 5.15: Effect of Overflow limit when the TAT limit is 480 minutes 
 
 
This chapter shows that the proposed simulation budget allocation can be 
combined with a searching algorithm to handle the case where there is a large number 
of alternatives. The procedure and a part of the numerical results have been presented 
in Pujowidianto et al. (2012b). The integrated procedure is able to provide guidelines 
on how to select the best feasible bed configuration and the results are intuitive.  
In practice, the parameters can be updated to model the arrivals and the service 


















0 1 2 3 4 5 6 7 8 9 10
Turn-around-time (TAT) limit Total number of bed
480 705
360 824






obtained by both the users preference and by searching using some other 
metaheuristics for randomly sampling the configurations out of the possible 
combinations. In addition, the schedule of the elective patients in this chapter is 
assumed to be given. In practice, this is something that the decision maker can control 
and therefore, an integrated model can be made to capture the interaction between the 
elective patients and the patients entering the bed management unit from the 



















Chapter 6. Conclusions and Future Research 
 
We propose two new Optimal Computing Budget Allocation (OCBA) procedures 
for constrained optimization when both the main objective and constraints are 
estimated via stochastic simulation. In order to improve simulation efficiency, an 
optimization model is formulated to maximize the probability of correctly selecting the 
best feasible design, by determining the number of simulation replications for each 
design. 
The first procedure extends the notion of OCBA by considering optimality and 
feasibility at the same time. This is possible by specifying the condition for each 
design to determine whether the allocation should be based on the main objective or 
the constraint measure and their respective rules. When feasibility is the concern for a 
design and there are multiple constraints, the constraint measure that is most crucial in 
identifying the design as infeasible is used as the basis for allocation. It is shown that 
while OCBA for unconstrained optimization is an efficient procedure for traditional 
ranking and selection problems, it may perform worse than a simple equal allocation 
scheme for problems with stochastic constraints. Although some approximations are 
made based on Bonferroni bounds in deriving the allocation rule, the proposed 
procedure is valid when the performance measures are correlated. The numerical 
testing shows that OCBA-CO is more efficient than other procedures we have tested. 
The second proposed procedure attempts to find the optimal allocation which is 
able to explicitly account for the effect of correlation between the performance 
measures using large deviations theory. We show that as the number of designs 
becomes large, the optimal allocation can be approximated by closed-form 
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expressions. Unlike the first procedure, this closed-form allocation is specified as a 
function of the covariance matrix. In addition, it considers all of the significant 
performance measures instead of only the most crucial performance measures. The 
way to categorize the non-best designs is also provided. It is shown that the 
computation time to obtain the proposed allocation is much faster than the optimal 
allocation which needs to be calculated via a solver. In the finite-time, the proposed 
procedures also performs well when the computing budget is small although it is 
derived based on an asymptotic assumption.     
In addition, we formulate the bed allocation problem as a stochastically 
constrained optimization via simulation. This allows the consideration of uncertainties 
embedded in patients’ arrival and service time and the constraints on some of the 
performance measures. As simulation is computationally intensive, we apply the 
proposed OCBA procedure for constrained optimization. The results show that the use 
of this intelligent simulation budget allocation procedure saves computing time as 
compared to the simulation budget being equally allocated.  
From the simulation optimization perspective, the case study on the bed allocation 
problem shows that we provide an alternative for addressing the stochastically 
constrained optimization via a black-box simulation by integrating the proposed rule 
with Nested Partitions method for selecting the best design given a huge discrete 
search space. 
There are several limitations of this study which can lead to future research 
opportunities. First, the selection is based on the mean. In practice, there may be a need 
for a selection based on the quantile especially for the constraint measures. For 
example, in the bed allocation problem, we focus on the average daily 99
th
 percentile 
of the waiting time. This may not suitable if the decision makers are interested in the 
94 
 
extreme values which can only be captured if we consider the 99
th
 percentile among all 
of the patients. Thus, a useful extension is to derive the allocation rule for the 
constrained R&S when the performance measures are based on the quantile values. 
One source of inspiration can be found in Batur and Choobineh (2010) who address 
unconstrained optimization problems with quantile as the basis of the selection.  
Secondly, it is assumed that the design alternatives are simulated independently. 
However, it is usually recommended to use common random numbers (CRN) 
introduce some correlation between designs to reduce the computational requirements. 
The idea is to use the same random number seed for all of the alternatives in each 
replication. A research opportunity is to develop an allocation procedure that is valid 
under the use of CRN to further enhance the simulation efficiency. In the case of 
unconstrained optimization, the consideration of the correlation between designs has 
been studied by Fu et al. (2007).   
Third, the optimal allocation is derived based on the asymptotic framework, 
namely the analysis when the computing budget goes to infinity. This is useful as there 
are many nice properties in the asymptotic sense that allows us to derive insights about 
the allocation. At the same time, the simulation budget allocation procedure is always 
implemented in finite-time. Thus, there can be a difference in terms of the 
performance. Chapter 4 shows an example where the closed-form allocation performs 
better than the optimal allocation. This indicates that there is a room for improvement 
for finding the optimal allocation in the finite-time perspective. One way to address 
this is by using dynamic programming to determine the allocation sequentially. Frazier 
et al. (2009) use knowledge gradient to find the optimal allocation for the case of 
unconstrained optimization.  
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Finally, for the problem with a large number of alternatives as illustrated in the 
bed allocation problem, we use an existing search algorithm called Nested Partitions to 
integrate with the proposed optimal allocation. It is possible to use other searching 
algorithms such as the work by Vieira Junior et al. (2011) which uses COMPASS by 
Hong and Nelson (2006) as the searching algorithm. However, it is recommended to 
further study on how to enhance simulation efficiency by developing a search 
algorithm that suits on the properties of the proposed simulation budget allocation to 
exploit more of the latter.    
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Appendix A. Proof of Lemma 3.2 
A function is concave if its Hessian matrix    is negative semi-definite for all 
possible values of    i.e.  
       where   (          ) . According to 
equation (3.5),      ∑  { ̂     }
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The function (  (
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)) is concave as    . This completes the proof that      is 
asymptotically concave and the problem in (3.9) is an asymptotically convex 














Appendix B. Proof of Theorem 3.1 
Based on (3.10) and (3.11), there are three possible cases in comparing two non-
best designs:      and     ;       ; and       . The derivation for the first 
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Taking the log of (B.1) and dividing it by   on both sides: 
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Based on the KKT conditions, the relationship between    and    for all     is 
investigated. Equation (3.12) means that the number of replications to be allocated to 
the best feasible design should ideally consider its feasibility terms and its optimality 
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term from the comparison with the non-best designs in   . However, we make a 
simplification due to the complexity of the analysis by using the term that dominates 
the others. Term   dominates term   if     when    . As           (
   
    
) 
and                 , the feasibility term related to    is asymptotically  much 
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If the condition in (B.5) is fulfilled, only the feasibility term related to    is used 
and the allocation to the best design based on the feasibility,     can be found. Let 
            ⁄ ,   (   
   ⁄ ) (   
   ⁄ )⁄ ,       √(   )     ⁄  if      or 
        
    ⁄  if     . Based on (3.10), (3.11), and the feasibility term in (3.2), the 
following can be obtained: 
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Otherwise, only the optimality term is used. At least one term in 
∑  (
     
    
)
       
 





     dominates  (
    
    √   ⁄
)
    
     
  
   ⁄    ⁄ . Substituting (3.11) 
to the optimality term in (3.12) yields    , the allocation to the best design based on its 





       √∑
  
 
   
 




Substituting (B.5) and (B.6) into (B.4), the condition becomes         and so 
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Appendix D. Finding The Solutions for (4.11)  
Let      denote the  -th row and  -th column of matrix A. If    , it represents 
the column vector of  -th column from matrix A while     is for the row vector of  -
th row from matrix A.  
For     ( ) , the value of   
    
   and    
  can be computed by solving the 
system of linear equations with     variables from        
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For     
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can be computed by solving the system of linear equations with (  |  
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Appendix E. Proof of Lemma 4.1   
Given the optimal values of   
 ,   
   and   
         , equation (4.11) becomes  
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Based on (D.1) to (D.6) and (E.1) to (E.3), Lemma 4.1 can be proven.  For 
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Appendix F. The KKT conditions for problem (4.48) 
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Appendix G. Proof of Theorem 4.4 
The infimum in        is achieved as follows:  
For    ,     
    and       
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Appendix H. Proof of Theorem 4.5   
For    ( ) ,   
     from (F.4) as     
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