In this paper, a new ground-based monitor is developed that instantaneously detects all types of orbit ephemeris faults in Ground Based Augmentation Systems (GBAS). Ephemeris faults result in spatial gradients that can be detected using differential GPS measurements across spatially separated ground antennas. The monitor utilizes both carrier phase and pseudorange code measurements from multiple baselines for fault detection. We show that the developed monitor performance exceeds the existing fault detection algorithms and is capable of supporting Category III precision approach and landing.
INTRODUCTION
GBAS is a safety-critical system that is intended to support all phases of approach, landing, departure, and surface operations at an airport. GBAS will include multiple, spatially separated GPS antennas at each Ground Facility (GF), primarily to detect and isolate receiver faults and also to reduce the ranging error by averaging measurements for a given satellite. Differential GPS measurements across antennas can be used to detect and isolate the presence of ionospheric and ephemeris failures that are hazardous to GBAS.
There are three types of orbit ephemeris failures [1] . Type B failures occur when the broadcast ephemeris data is incorrect but no satellite maneuver is involved. Type A1 failures occur when the broadcast ephemeris data has been updated incorrectly following a satellite maneuver; a type A2 failure exists if the broadcast ephemeris remains unchanged after the maneuver. Type B failures can be detected by comparing the current ephemeris with a previously validated broadcast ephemeris [2] . In contrast, previous ephemerides provide no benefit for the detection of type A1 and type A2 faults due to the presence of the satellite maneuver. In order to detect these faults, ground monitors based on the range and range rate of the satellite are utilized [1] .
A major limitation of the range and range rate monitors is that their performance cannot be assessed analytically. Instead, Monte Carlo simulation is required to verify that the monitors meet requirements placed on the probability of missed detection. The fact that Monte Carlo methods are based on statistical samples weakens their ability to provide a persuasive case for integrity. In previous work, we proposed using the null space monitor, which takes a different approach to ephemeris fault detection by operating directly on raw GPS measurements [3, 4] . Although we showed that the null space monitor can detect all orbit ephemeris faults regardless of type (A1, A2 or B), in order to achieve CAT III requirements, the monitor required 7 antennas. Installing 7 antennas in GBAS facilities will be costly and not feasible given regulatory siting constraints. In this work, we develop a detection algorithm that uses code and carrier phase measurements and requires less number of antennas. This has been achieved by filtering the code and carrier measurements to resolve the integer ambiguities, which are then used in the differential carrier phase test statistics.
The first section of this paper develops the carrier phase differential monitor that enables the detection of spatial gradients caused by orbit ephemeris faults. However, due to the presence of integer ambiguities in the carrier phase measurements, the range of detectable gradients is limited. In response, the following section of the paper develops a method to resolve the integer ambiguities and account for wrong cycle resolution. Next, we show the effect of the cycle resolution process on the monitor's false alarm and missed detection probabilities. The performance of this monitor is determined a priori through analytical means, which greatly facilitates the monitor design process. Data validations of the assumed simulation parameters and error models are presented in Appendix-A.
DIFFERENTIAL CARRIER PHASE MONITOR
Given that the likelihood of two or more simultaneous ephemeris faults is much smaller than the integrity risk requirement, GBAS presumes that only one satellite is affected by an ephemeris fault at any given time. For a faulty satellite i and a fault free satellite j, the differential carrier phase measurement for antenna 1 is
where 1 and 1 are the ranges between antenna 1 and satellite i and j, respectively, Δ is the single difference ionospheric error, Δ is the single difference tropospheric error, is the single difference satellite clock bias, is the carrier wavelength, Δ 1 is the single difference cycle ambiguity for antenna 1 and Δ 1 is the single difference measurement error for antenna 1.
Similarly, the differential carrier phase measurement for antenna 2 can be written as
The differential range between the two antennas ( 2 − 1 ) is equal to the dot product of the true differential line of sight unit vector from antenna 1 to satellite i ( , ) and the baseline position vector between the two antennas ( 12 ). Because satellite i is assumed to be faulty, the line of sight unit vector computed from the ephemeris ( , ℎ ) is faulted. Therefore
where is the 3 × 1 ephemeris fault vector and 12 is the 3 × 1 relative position vector between antennas 1 and 2 expressed in the local North-East-Down (NED) frame.
Since satellite j is assumed to be fault free, the true line of sight unit vector between antenna 1 and satellite j is equivalent to the vector computed from the ephemeris, i.e., By substituting equations (3) and (4) 
Under fault-free conditions, the test statistic is normally distributed with a zero mean and the standard deviation as the double difference carrier phase measurement noise Δ 2 . Due to the low noise in the carrier phase measurements, the test statistic in (7) will be sensitive to Ephemeris faults, as we will show later. Next, we will address how to estimate and resolve the unknown cycle ambiguities.
CYCLE AMBIGUITY RESOLUTION
We will use the pseudorange measurements to estimate the cycle ambiguities, by differencing it from the carrier phase measurement:
The effect of ionospheric errors can be attenuated by taking the difference of between two antennas (9).
The error in Δ
12_
is dominated by thermal noise and multipath errors in Δ , which are much larger than the sub-cm level carrier phase noise or the 2-4mm/km differential ionospheric residual errors (vertical errors). Filtering Δ 12 reduces the effect of these errors and may allow resolving the integer ambiguity term Δ 12 (10).
where is the estimated number of independent samples being averaged and
The float ambiguity estimate in (10) will not be sufficient to meet the requirements. The error in the float ambiguity estimate itself must be incorporated to the test statistic q in (7). One way to reduce the estimate error is by increasing the filtering period. But to reach the level of the carrier phase noise in q, and thus have minimal impact on the monitor's detection capabilities, filtering periods lasting hours would be necessary. Therefore, this approach is deemed not practical. Instead, the integer ambiguity can be computed by rounding the averaged value of Δ̂. The introduction of rounding means that the test statistic error will be the same as the carrier phase noise error (no impact). However, the rounding process, which is a nonlinear and may result in the correct or incorrect integers, will cause the test statistic to be mixed gaussian distribution (Figure 1) . Therefore, the likelihood of rounding to the wrong ambiguity must be accounted for. Recall that since is fault free even under ephemeris fault, because it is geometry free by definition, the noise may cause the ambiguity to be rounded to the wrong integer. Under fault free conditions, a wrong ambiguity fix will cause the test statistic to be biased, which may cause a false alarm. Under the fault hypothesis, this incorrect fix may mask the actual fault, and thus causing a missed detection. Figure 1 : Illustration of the mixed Gaussian distribution of the test statistic q as a result of rounding The probability of rounding to the correct ambiguity, or any specific incorrect one, can be computed from the Gaussian cumulative distribution function (CDF) given the distribution of Δ̂ in (11) . For example, Figure 2 highlights the regions corresponding to a correct fix and incorrect fixes of ±1 integer cycle. 
Monitor False Alarm
It is practically not possible to integrate the mixed Gaussian distribution in Figure 1 to evaluate the false alarm probability. Given that the correct fix and all incorrect fix events are mutually exclusive and exhaustive events and using the total law of probability, we may express the false alarm probability under the null hypothesis H0 (fault free) as
For simplicity, at this stage, we will conservatively assume that any incorrect fix event will result in a false alarm ( { > | 0 , } = 1). Since IF and CF events are mutually exclusive and exhaustive, { } = 1 − { }. As a result, the probability of false alarm in (12) can be bounded as
Equation (13) illustrates that the probability of correct fix must be high enough such that the term (1 − { }) is smaller than the allocated false alarm probability (in the order of 10 -8 for GBAS CAT III). In order to achieve such probability, the float ambiguity estimate in (10) needs to be filtered for about an hour, which is not practical. Instead, we will provide a tighter bound on the false alarm probability in (13) by accounting for the impact of some incorrect fixes on the test statistic, while bounding the effect of the other incorrect fixes [5, 6] .
Incorrect fix events in (12) include infinite number of the mutually exclusive discrete incorrect fix events, and when expanded we can rewrite (12) Now, we will use the same bound technique as in (13), but only for a subset of the incorrect fixes ( + 1) ∶ ∞ [6] .
Even with the tight bound in (15) above, we needed to filter for prolonged periods before meeting the required level of Pfa. In response, we will introduce multiple threshold regions as illustrated in Figure 3 . If the test statistic lies inside the regions corresponding to the correct fix, or the regions corresponding to ±1 cycle ambiguity, no alarm is triggered. Equation ( 
Furthermore, we will utilize two aligned baselines with different lengths to improve the detection performance ( Figure 4 ). In this configuration, the monitor will compute two different test statistics (one for each baseline length) and trigger an alarm if either test statistics exceeds the threshold regions (18). 
Due to using the same antenna in both statistics, q1 and q2 will be correlated. The correlation, can be captured in the measurement noise covariance matrix. The monitor's test statistics become multidimensional mixed Gaussian distribution. Figure 5 illustrates a probability contour plot of the distribution and the threshold regions of such a monitor. The false alarm probability corresponds to the integration of the distribution over the non-highlighted regions. Mathematically, (17) becomes:
Bounding the first two term in (19) can be carried out as shown in (17). The third term in (19) can bounded as,
Joint probability terms such as { 1 ≻ ∩ 2 ≻ } or { 1∩2 } are computed numerically using the multivariate Gaussian joint probability function (mvncdf in MATLAB ® , for example). 
Monitor Missed Detection
A missed detection will occur if both test statistics are inside the threshold regions under the fault hypothesis Hf (Figure 6 ).
Similar to the false alarm probability in the previous subsection, (21) can be bounded as Under fault conditions, the "mean" (which corresponds to the maximum peak of the distribution) of the multivariate mixed Gaussian distribution will be moving along the fault slope as shown in Figure 7 . It can be easily shown from (18) that the fault slope, which is the ratio of 2 / 1 , is equal to 13 / 12 . The figure illustrates that in order to minimize the probability of missed detection, the fault slope needs to avoid passing through the threshold regions. In future work, we will exploit this property to provide an optimal selection of baseline ratio or baseline lengths, given specific siting constraints. 
MONITOR PERFORMANCE EVALUATION
In GBAS Approach Service Type D (GAST-D) CAT III, the current Standards and Recommended Practices (SARPs) has no requirements specifically placed on the ephemeris monitor. Two requirements apply to the post monitoring error in the corrected pseudorange, and are depicted in Figures 8 and 9 [7] . In both cases, the requirement applies to the probability of missed detection as a function of the size of the error due to the fault. The difference between the two requirements is whether or not there is a prior probability of a fault. Figure 8 represents the requirement without taking the fault prior probability into account. Figure 9 shows the PMD requirements weighted by the prior probability. So, the difference is that in Figure 9 , the PMD performance curve from the monitor is weighted by the prior probability then sketched and compared to the highlighted area. The ephemeris monitor PMD should satisfy both requirements.
The probability of false alarm is set to 10 -8 to satisfy the continuity requirement. We also assume a 10 -5 prior probability of ephemeris fault. Based on experimental analysis of data collected by the Federal Aviation Administration (FAA) Technical Center, it is shown in Appendix-A that the cumulative Figure 8 : Requirement on probability of missed detection assuming no a priori knowledge of the probability of a fault. Figure 9 : Requirement on probability of missed detection when a priori knowledge of the probability of a fault is available. 
P md *P apriori probability distribution of the double difference carrier phase measurement error can be overbounded by a zero-mean Gaussian distribution with a standard deviation of 6 mm, and the double difference pseudorange is bounded by a standard deviation of 83cm. The ionospheric error standard deviation of 4mm/km is assumed based on the results in [8] , which is converted to a conservative range error using the obliquity factor for a satellite at 5 degree elevation.
After analyzing the data in Appendix-A, the time constant of the pseudorange was found to be 2sec. We assume that the reference satellite, which has been validated and tracked for far longer than the tested one, was filtered for 5400 seconds. Based on the false alarm analysis using Equations (11), (19) and (20), we needed a filtering period of 492 sec and threshold of 36.4mm was adequate to meet 10 -8 using 200m and 700m long baselines.
Different ephemeris fault gradients have been simulated to evaluate Pmd. For a 3 o glide slope, the distance between the aircraft and reference antennas is 5 km at the decision height. Therefore, the ranging error resulting from an ephemeris fault is computed by multiplying the ephemeris fault gradient by the 5km distance. This process is then repeated for all tested gradient values. Figure 10 shows the resultant Pmd, where the highlighted area illustrates the monitor requirements shown in Figure 9 after weighting by a prior probability of 10 -5 . The red curve represents the minimum detectable ranging error for different probabilities of missed detection. It can be seen that this curve never penetrates the highlighted region, and hence the monitor satisfies the requirements. In contrast, if the ambiguities were not fixed and the float ambiguities after filtering for the same period of 492 seconds were used in the test statistics, the yellow curve in Figure 11 shows that the monitor doesn't meet the requirements. Figure 11 : Pmd vs ranging error for an aircraft at 5km distance from the GBAS ground station. Red: new monitor using fixed ambiguities, Yellow: using float ambiguity (equivalent to carrier-smoothed-code).
In summary, using two baselines is sufficient to meet the GBAS CAT-III requirements. The results in this paper were based on a 1-D installation, meaning that the runway and antennas are parallel. The same concept can be extended to detect ephemeris faults with multiple runway facilities. It is expected that 4 baselines (with perpendicular two) will be sufficient to detect all ephemeris faults. This means that 5 antennas, not 7 as was concluded in our previous work [4] will be enough. Future work will demonstrate this capability in addition to investigating the impact of the 492 sec filtering period on GBAS availability, extend the monitor to multiple dimensions with baseline topology optimization, and extend the monitor to detect ionospheric faults.
CONCLUSION
In this paper, we introduced a new differential carrier phase based monitor that utilizes the pseudorange measurements to resolve the cycle ambiguities and extract the most of the carrier phase sensitivity to detect faults due to its low noise. The likelihood of wrong ambiguity fix is accounted for in evaluating the false alarm and missed detection probabilities. We showed that the ephemeris monitor introduced in this work can instantaneously detect all types of ephemeris faults (B, A1 and A2 type faults) while meeting the GBAS GAST-D CAT-III requirements. We also demonstrated that compared to other previously designed monitors, this monitor requires less antennas without sacrificing performance. Aspects including extension to detect ionospheric faults and antenna siting optimization will be addressed in the future. We use the folded cumulative distribution function (folded-CDF) bounding method to evaluate the residual error models [9, 10] . In folded CDF representation, the empirical CDF is computed for the data and then compared to a Gaussian CDF with specific mean and standard deviation. Folded in this context means that the left tail likelihood is computed for errors less than the median and the right tail likelihood is computed for the ones larger than the median. The Gaussian CDF with the mean and standard deviation values that overbound all empirical CDF points is referred to as the bounding Gaussian distribution, and will be used for error modeling. Figure A-2 shows the residual folded CDF and the bounding Gaussian with a standard deviation of 84cm (thick red line).
Similarly, double difference carrier phase measurement residuals are computed ( Figure A-3) . The residuals for the carrier phase LMA data shown in Figure A -3 is after correcting for antenna phase center as discussed in [11] . Figure A-4 shows that the carrier phase residuals are overbounded by Gaussian distribution with zero mean and standard deviation of 4.5mm (thick red line). Other baselines form the same set showed that a standard deviation of 84cm for pseudorange and 6mm for carrier phase errors. We use the bounded standard deviation of pseudorange for and solve for the time constant assuming that = 492/2 , where is the time constant and 492 correspond to the filtering period (we assume independence every two time constants). Then, we change the value of until the Gaussian theoretical CDF overbounds the estimated float ambiguity error. 
