Abstract : This paper is concerned with systematic ways of designing hierarchical decentralized controllers for heterogeneous multi-agent dynamical systems. Given a bunch of independent agents or subsystems with a class of information networks, the aim of the paper is to propose a systematic design procedure for hierarchical decentralized controllers, where each subsystem cooperatively interacts with each other as well as controls it locally to achieve both the local and global goals in some senses. It is shown that employing the LQR (Linear Quadratic Regulator) method with properly chosen weighting matrices in the performance index, both the local and global objectives can be achieved by the desired hierarchical decentralized structure which fits the given information network. The effectiveness of the proposed design method is confirmed through an illustrative example and its application to a velocity consensus problem in vehicle platoons.
pursuit scheme and emphasize the effect of low rank inter-layer interactions by aggregated and distributed operations in the network to achieve the rapid consensus. Continuing this line of research, [8] and [9] presented a new class of low rank intergroup connection, namely eigen-connection to analyze hierarchical networks such that only some specific eigenvalues of the local interconnection matrices are selectively affected. Their results completely cover the previous ones in [1] , [5] [6] [7] .
However, many of the existing results on hierarchical networked control so far were for the analysis, and only a few works have dealt with the systematic synthesis. One of natural ways to develop a systematic control system design is to employ LQR approach. There are several researches investigating the mechanisms of preserving certain desirable hierarchical structures in the LQR framework, e.g. [10] , [11] . The work [12] generalized the results in [10] and introduced more general classes of structured matrices that preserve their structures under the LQR setting. [13] investigated identical decoupled systems and proposed a way to design sub-optimal controllers based on the LQR approach. [14] studied a class of two-layer hierarchical networks similar to [8] and proposed an optimization-based approach to design distributed controllers.
This paper aims to propose a new, systematic method to design hierarchical decentralized optimal controllers for hierarchical dynamical networks based on the LQR approach with the notion of low rank inter-layer interactions examined in [8] , [9] . In this new framework, the main focus is how to choose the weighting matrices in the LQR setting to derive a cooperative (state feedback or output feedback) controller which has a prescribed desirable hierarchical structure. In order to do so, we propose a systematic design method by considering a class of performance indexes consisting of both global (or upper layer) and local (or lower layer) objectives with total control input penalty. Then the desired structure of the network can be achieved by choosing proper weighting matrices in the performance index. One advantage of our LQR-based synthe-sis method is to take the global/local objectives into account in addition to just stabilizing by decentralized control.
Some less general results were presented in the authors' conference paper [15] , where the agents or subsystems share the same dynamics, i.e., they are homogeneous, and only hierarchical decentralized state feedback controller design was proposed. On the other hand, this paper considers a broader class, or heterogeneous multi-agent dynamical systems, and accordingly propose a systematic method to design both hierarchical decentralized state and output feedback controllers for stabilization with a certain optimization. Our proposed design method is then applied to a practical problem of vehicle platoons, where the control objective is to make the velocities of vehicles the same and the distances among vehicles become desirable.
The paper is organized as follows. Section 2 is concerned with our problem formulation, which explains the goal of this paper after introducing the model of two-layer heterogeneous hierarchical networks. In Section 3, we first set the performance index to be minimized in the LQR setting, which has a certain hierarchical structure, and show that the resultant optimal state feedback gain has a desirable hierarchical structure by providing a systematic state feedback design procedure with appropriate choice of the weighting matrices. Section 4 is devoted to an application of a velocity consensus problem in vehicle platoons in order to show the effectiveness of the proposed design method. Finally, some remarks are given in Section 5.
In the paper, we use the following symbols and notations. R is used to indicate the set of real numbers, and R n and R n×m denote the sets of n-dimensional column vectors with real elements and n × m real matrices, respectively. 1 n denotes the n-dimensional column vectors of which all elements are 1, and diag{} represents the diagonal or block-diagonal matrices. ⊗ stands for the Kronecker product and denotes the KhatriRao product.
mp×nq . The definition of Khatri-Rao product is given as follows: 
where partitions Δ 1 and Δ 2 satisfy (Δ 1 ) = M and (Δ 2 ) = N, respectively and X i j represents the (i, j) block matrix of X. Then, the Khatri-Rao product is a binary operator
Problem Formulation

Decentralized Control for Multi-Agent Systems
Consider a multi-agent system having N agents of which the model of the ith (i = 1, . . . , N) agent is represented byẋ
where
is the state vector of the ith agent, and u i ∈ R m i and y i ∈ R p i are the vectors containing all the inputs and measured outputs of the ith agent, respectively. Denote H i (s) the transfer function of the ith agent, i.e.,
To simplify the presentation of results, we consider a class of systems having m i = μ ∀i = 1, . . . , N, i.e., all agents have the same number of inputs. Then denote m = μN, p = p 1 +· · ·+ p N , the heterogeneous hierarchical network model iṡ
..,N ∈ R p×n . The information exchange in the real multi-agent systems controlled with a decentralized fashion is as follows: (i) Each agent sends out a unique aggregated signal to collaborate with other connected agents to realize the global objectives in addition to the local objectives. (ii) Simultaneously, each agent is able to receive the signals sent by other connected agents individually.
Let us denote G the graph representing the information structure in a multi-agent system, where each node in G stands for an agent and each edge in G represents the interconnection between two agents. In this paper, we assume that the communications between agents are bidirectional and symmetric, i.e., G is undirected. Then, the information structure in a multiagent system can be mathematically characterized by a matrix K, where the elements of K stand for the weights on the edges of G, or equivalently the weights for the information exchanges between agents. Denote E the edge set of G, then the class of K is defined by
From the theoretical point of view, such a multi-agent system can be considered as a two-layer hierarchical system, where each agent is cast as a subsystem in the lower layer and those subsystems are interconnected in the upper layer. Accordingly, the interconnection among agents in a multi-agent system can be treated in the associated two-layer hierarchical system as follows. The ith subsystem tries to collaborate with all other subsystems by sending a unique aggregated signal z i ∈ R μ , receiving a partial set of aggregated signals z j ∈ R μ from the jth subsystem satisfying (i, j) ∈ E, and determining a kind of reference command w i ∈ R μ for the global objectives in the simplest way as
Moreover, we also allow each subsystem to be implemented with a local controller whose output is denoted by u ,i , i = 1, . . . , N. Hence, the control input for each subsystem has the following form
(7) Figure 1 shows the structure of the locally controlled subsystems (agents) in the lower layer where G i (s) denotes the transfer function of the controlled ith subsystem (agent) and M i (s) denotes the local controller. As a result, the control input for the whole hierarchical network is represented by
where Fig. 2 describes the whole hierarchical dynamical networked control system, where the interaction among subsystems is represented by the term K ⊗ I μ . The question here is how to design z i , u ,i (i = 1, . . . , N) and K ∈ K s in a systematic way to achieve both the global and local objectives as well as the stabilization of the whole networked system. This is actually our hierarchical decentralized controller design, which will be explained in the next subsection.
Hierarchical Decentralized Design Problem
There are two design circumstances of hierarchical decentralized controllers for the given heterogeneous network, namely (i) state feedback design and (ii) output feedback design. If all the states of agents, x i (i = 1, . . . , N), are available, our purpose is to design a hierarchical state feedback controller. On the other hand, in the case that only partial agents' states, y i (i = 1, . . . , N), can be measured, we need to design a hierarchical output feedback controller. We will show that introducing the local observers can reduce the output feedback design problem to the state feedback case.
First, we consider the design problem for the state feedback case of which the situation is seen in Fig. 3 .
State feedback design problem: For the given network G with (A i , B i ), i = 1, . . . , N controllable, the design problem is to determine the higher level interconnection gain K ∈ K s and the lower layer state feedback gains F ,i ∈ R μ×n i and F u,i ∈ R μ×n i , which respectively produce the local feedback signal u ,i = F ,i x i and the aggregated signal to be sent
Since the reference command of the ith subsystem w i is determined by (6) and hence we have (8) , the determination of F ,i and F u,i for i = 1, . . . , N together with K ∈ K s yields a state feedback form forẋ = Ax as
where F belongs to the following class:
with F ∈ F and F u ∈ F u , where the class F of local feedback gains is defined by
and the class F u of the global feedback gains is defined by
The requirement of F ∈ F is trivial. Noting that
Consequently, the sate feedback design problem is reduced to determine F ∈ F , F u ∈ F u and K ∈ K s . In order to do this systematically, we will propose a procedure based on the LQR (Linear Quadratic Regulator) design, which can take the global/local objectives into account, in the next two sections.
Output feedback design problem: For the given network G with (A i , B i , C i ), i = 1, . . . , N controllable and observable, the design problem is to determine local output feedback controllers M i (s) in Fig. 1, i .e.,
which at least stabilize the whole network system together with an appropriate choice of K ∈ K s . Let us introduce the following Luenberger-type local observer for each subsystem,
are the vectors of estimated state and output of the local observer in the ith subsystem, respectively and L i ∈ R n i ×p i is the gain matrix of the local observer such that A i + L i C i is stable. Summing up all the local observers, we obtain an observer for the given heterogeneous networked system as follows:
..,N . It can be clearly seen that the observer (13) is fully decentralized, since it only includes local observers for subsystems. Note that the order of the local observers may be different due to the different orders of the subsystems and that certain reduced-order observers are possible to be implemented.
Then, by introducing the error vector e := x −x between the real state x and the estimated statex and employing the designed stabilizing, hierarchical state feedback controller u = Fx, as same as the standard case, the closed-loop hierarchical network model in this case becomeṡ
Since A + BF is stable and we can design L such that A + LC is stable, the estimated statex(t) will converges to the real state x(t) as t → ∞ and the whole hierarchical heterogeneous network is stable. This combination leads to the state space realization of the local controller M i (s) as follows:
This shows that the design of output feedback case can be reduced to the design of the state feedback case by introducing the local observers (12) . Therefore, in the next section, we only present our design approach for the state feedback hierarchical decentralized controller.
Hierarchical State Feedback LQR Design
In this section, we propose a systematic way of designing a state feedback hierarchical decentralized LQR controller for the given non-interacted subsystems.
Class of Performance Indexes
We first define the class of quadratic performance indexes to be minimized, which clearly captures our situation mentioned in the previous section. Consider the following performance index:
where J x relates to the local and global objectives, which is the sum of J x,L and J x,G , and J u is a penalty for the control input required to the whole system represented by
where R ( 0) ∈ R m×m . J x,L is a local performance index composing of the individual penalties for the states of subsystems represented by
corresponds to a global performance index taking into account the information structure of the network captured by a matrix K ∈ K s , and it is given by
where Q g ( 0) ∈ R n×n . We here assume that K in J x,G is restricted to the class of positive semidefinite interconnection defined by
in order to guarantee the positivity of J x,G . Note that J x,G is employed to improve the control performance, since the elements of K as well as matrix Q g put some weights on the relative states of subsystems leading to the improvement on the convergence of subsystems' states. Subsequently, we can rewrite the performance index (15) as
Following the form of Q above, we select the weighting matrix R with the following form:
Employing the two standard assumptions, namely [A1] (A, B) is controllable and
[A2] (Q 1/2 , A) is observable, it is shown from the optimal control theory [16] that the LQR optimal state feedback control is given by u = F x with
where P ∈ R n×n is the unique positive definite solution of the following Riccati equation:
It was proved in the previous works that if A, B, C, Q, R belong to some operator algebra [10] or semigroup [12] then the solution P of the Riccati equation (23) also belongs to that algebra or semigroup. As a result, they could prove that the LQR state feedback gain F has a similar property. However, in our setting in this paper, the Khatri-Rao product does not satisfy the properties of any operator algebra or semigroup, and hence it is not possible to show that with the choice of the weighting matrices as in (21) and (22), P has the same structure.
Therefore, in the next subsection, we will propose another way of choosing the weighting matrices Q and R in the forms of (21) and (22), respectively, which completely fits our situation and purpose.
State Feedback Design Procedure
We here propose a systematic design procedure for hierarchical decentralized state feedback which consists of four steps.
• Step 1 (Local LQR Design) :
Select the weighting matrices for the local objectives, Q i ∈ R n i ×n i and R i ∈ R μ×μ such that (Q 1/2 i , A i ) is observable and R i 0 for i = 1, . . . , N, and solve the corresponding local Riccati equations
to obtain the unique positive definite solution P i ∈ R n i ×n i .
• Step 2 (Setting Upper Layer Interactions) :
Choose a positive semidefinite matrix K ∈ K + s so that it properly reflects the global objective.
• Step 3 (Global LQR Setting) :
Set the weighting matrices R g ∈ R m×m and Q g ∈ R n×n for J x,G as follows:
where r g2 > 0 , r g1 > 0,
and P i ∈ R n i ×n i are the positive definite solutions of (24).
• Step 4 (State Feedback Gain Calculation) :
Set the state feedback gains F ,i and F u,i for i = 1, . . . , N as follows:
The validation of the procedure can be clearly made by the following theorem, which shows that the resultant LQR controller will belong to the class F K in (9) if the weighting matrices are chosen as in the design procedure above. (3) 
Theorem 1. Consider a set of subsystems represented by
See the appendix for the proof. There are a couple of remarks on the proposed design procedure.
• First, to make the cooperation among subsystems (agents) stronger, we may increase the value of R g due to a fact that it will increase the value of Q g as well. As a result, Q is increased while R is decreased since R −1 is proportional to R g . Thus, the global performance index J x,G is emphasized whereas the penalty for the control input u T Ru is reduced. Especially, the increase of r g1 is dominant to emphasize the cooperation, since r g2 is introduced only to make R g non-singular. This feature will be demonstrated by an illustrative example in the next subsection.
• Second, there are two ways of the implementation. The first one is a distributed manner, where the ith agent sends out the aggregated signal z i to all the connected agents and computes its own reference command w i by receiving information from the jth agents for j satisfying (i, j) ∈ E. The second one is a hierarchical decentralized manner, where the ith agent sends out the aggregated signal z i to the upper layer and the upper layer computes the reference commands w i for all i = 1, . . . , N and sends the commands to the corresponding agents.
Illustrative Example
Consider a network of 3 distinct subsystems whose transfer functions are given by
We use the following state-space realization of the form (3) for each subsystem
The parameters are set as ζ 1 = 4, ζ 2 = 4.5, ζ 3 = 5 in the simulation. We observe that each matrix A i has one unstable eigenvalue. Then by employing our design procedure, we can design a stabilizing hierarchical decentralized LQR controller for this network as follows. We first choose Q 1 = Q 2 = Q 3 = I 2 and R 1 = R 2 = R 3 = 1 and solve the local Riccati equations (24) to obtain P i (i = 1, . . . , 3). We then select R g = 101 3 1 T 3 + I 3 and Q g = P BR g B T P as in Step 3 of the design procedure to make each subsystem send a unique aggregated signal to cooperate with other two subsystems. Next, for the cooperation, let K be a Laplacian matrix as
This matrix K implies that the 1st and the 2nd subsystems are connected, the 2nd and the 3rd subsystems may be connected depending on q while the 1st and the 3rd subsystems are not connected. Subsequently, we can rewrite the global performance index x T (K Q g )x as follows:
It can be seen that x T (K Q g )x, or J x,G , puts a penalty under the form of a quadratic function with some weights for the difference between the states of subsystems. Hence, minimizing J including J x,G can reduce the gap between the states of the 2nd and 3rd subsystems simultaneously with the faster convergence for the state of each subsystem.
The left hand side plot in Fig. 4 exhibits the output responses of subsystems without a global performance index. We can see that three subsystems independently converge to 0. When a global performance index is employed but q = 0, i.e., the 2nd and 3rd subsystems are not connected, the right hand side plot in the figure shows that the output of the 3rd subsystem is still the same with the left hand side plot but the outputs of the 1st and 2nd subsystems make closer to each other before all the outputs of subsystems come to zero. This is because only the 1st and 2nd subsystems are connected while the 3rd subsystem is not connected to any of them. and with a global performance index but q = 0 (right).
Next, Fig. 5 illustrates the outputs of subsystems when q = 2 and q = 20. We can observe that the convergence speed in these cases are faster than in the last cases. Furthermore, the output of the 2nd subsystem rapidly converges to the output of the 3rd subsystem before all the outputs of subsystems come to zero as q increases. A much larger weight put on the difference between the states of the 2nd and 3rd subsystems makes them converge to each other faster. In other words, by letting q larger the network is divided into two groups of subsystems in which the first group includes the 1st subsystem and the second group composes of the 2nd and 3rd subsystems. Thus, the structure of the network is clearly reflected in the interconnection matrix K and changing the elements of K within the class K + s can improve the control performance.
Application to Vehicle Platoons
In this section, we aim at applying the designed hierarchical optimal LQR stabilizing controller for solving the velocity consensus problem in heterogeneous vehicle platoons. By heterogeneous, we mean that the dynamics of vehicles are different, since the vehicles running on the roads are made by different companies with different technical specifications such as length, weights, torques, etc. One of the fundamental problems for building an automated highway is that the cars should run at the same velocity and the distance between a car with its predecessor in a lane should be constant, minimum but positive, i.e., without collision, such that the throughput of the highway is better. This configuration of a vehicle network is usually called a vehicle string or a vehicle platoon. The simplest communication topology among the vehicles in a platoon is that a vehicle is connected with its preceding and following ones, i.e., each vehicle only regulates its velocity based on the relative positions and relative velocities with its preceding and following vehicles. Although there may also be more complex scenarios, we here only consider the string communication topology as aforementioned for simplicity.
Problem Setting
Suppose that the vehicle network composes of N + 1 different vehicles and the position vector of vehicles is denoted by
. Following the work in [17] , we consider the following model for vehicles
where a i , b i are parameters depending on the length, weight and other characteristics of the ith vehicle. Note here that in [17] , the dynamics of vehicles are homogeneous and the vehicles are assumed to connect to other vehicles with string topology and consequently, the stability of the whole vehicle network is analyzed. However, in this work, we consider independent vehicles, i.e., they are not connected at first, then we would like to design a controller for them so that their velocities become consensus and they are communicated through a string topology. Furthermore, we will consider the 0th vehicle as a leader for the network, i.e., it is freely running and other vehicles must follow it. Figure 6 describes a vehicle platoon with related variables, where r i = y i−1 − y i − γ i i = 1, . . . , N are the vehicles' headway distances, γ i (i = 1, . . . , N) are constants representing the lengths of vehicles plus safety margins of headway distances as stopping [17] . Subsequently, our objective is to design a controller for this vehicle platoon such that all the velocities of vehicles are in consensus with the velocity of the leading vehicle and the headway distances become zero so that the distances among vehicles are minimum. In the following, we will assume that γ 1 = · · · = γ N = γ for simplicity in representing the results.
The state-space model of the transfer functions H i (s) (i = 1, . . . , N) are as follows, Accordingly, the velocities of all vehicles will reach consensus and the distances between two nearest vehicles will become γ if x i comes to zero for all i = 1, . . . , N. Then, we treat H i (s), i = 1, . . . , N as subsystems and employing our method proposed in Section 3, we design an optimal hierarchical LQR state feedback controller for the speed consensus problem in the vehicle platoon.
Design Example
We consider the following example to illustrate the consensus design. Then we obtain matrices P i (i = 1, . . . , 7) and hence the hierarchical LQR state feedback gain F . The simulation result in Fig. 7 illustrates the positions of all vehicles as the 0th vehicle, i.e., the leading vehicle keeps its velocity constant at 10 m/s. At the initial condition, the distances between the 1st and 0th vehicles, between the 3rd and 2nd, and between the 6th and 5th vehicles are quite large in comparison with other distances. This configuration means that the vehicle network has initially three groups, the (1st, 2nd); (3rd, 4th, 5th); and (6th, 7th). Figure 7 clearly shows that the distances among the vehicles are regulated to be as desired and the velocities of all vehicles converge to the velocity of the leading vehicle, i.e., the velocities of vehicles are consensus. Next, we demoustrate how the vehicle platoon responses as the leading vehicle changes its velocity. Assuming that the velocity of the leading vehicle changes as a sinusoidal signal 10 + sin(0.5t), then Fig. 8 reveals that the speeds of all following vehicles are still in consensus with the velocity of the leading vehicle and the distance between each vehicle and its predecessor comes to the desired value. 
Conclusion
We have proposed a systematic method to design hierarchical, decentralized LQR-based state and output feedback controllers for heterogeneous dynamical networks. The important features of the proposed controllers are as follows. Firstly, they preserve the desirable hierarchical structure of the network. Secondly, the proposed state feedback controller is optimal in an LQR sense of which the performance index includes both local and global objective functions, and the introduction of local observers allows us to design a hierarchical decentralized output feedback controller which at least stabilizes the whole system. The effectiveness of the proposed design method has been confirmed by an application of vehicle platoons.
One of the important issues to be investigated toward practical applications is the robust controller synthesis against perturbations in subsystems. The extension to the H ∞ control case is one of right research directions for future work to this end.
