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MACEDO, D. D. J. UM MODELO DISTRIBUI´DO DE ARMAZENA-
MENTO HIERA´RQUICO DE CONHECIMENTO ME´DICO, 2014. 214
f. Defesa de Tese (Doutorado em Engenharia e Gesta˜o do Conhecimento).
Programa de Po´s-Graduac¸a˜o em Engenharia e Gesta˜o do Conhecimento, De-
partamento de Engenharia do Conhecimento, Universidade Federal de Santa
Catarina (UFSC), Floriano´polis, Brasil, 2014.
O advento da disseminac¸a˜o e consolidac¸a˜o dos sistemas computacionais, como
ferramentas de apoio aos mais variados tipos de nego´cios, criou uma de-
pendeˆncia dos usua´rios em geral, em armazenar mais e mais seus dados. Atu-
almente e´ inquestiona´vel a necessidade de registros anteriores de transac¸o˜es
dos usua´rios em sistemas computacionais. Esta necessidade vai, por exem-
plo, desde a recuperac¸a˜o de um e-mail de anos anteriores, passando por regis-
tros de transac¸o˜es banca´rias legadas, indo ate´ prontua´rios eletroˆnicos. Com
esta crescente demanda de armazenamento de dados, informac¸o˜es e conhe-
cimento, para os mais variados nichos da Indu´stria e da Cieˆncia em geral,
criou um interessante espac¸o para pesquisa e desenvolvimento de formas al-
ternativas para a persisteˆncia de longo prazo em sistemas computacionais. Na
a´rea me´dica, esta premissa e´ ainda mais verdadeira, pois todos os dias, cen-
tenas de milhares de pacientes ao redor do mundo, realizam exames me´dicos
baseados em imagens, buscando auxı´lio para o diagno´stico dos mais varia-
dos tipos de doenc¸as. As formas de persisteˆncia de dados que atualmente
sa˜o utilizadas na a´rea me´dica, em sua grande maioria, se apoiam no para-
digma relacional, que geralmente suportam os sistemas de informac¸a˜o e co-
nhecimento que esta˜o nos hospitais e clı´nicas me´dicas. Neste sentido, esta
tese propoˆs um novo modelo de armazenamento para sistemas me´dicos ba-
seados em imagens. Este modelo foi concebido a partir de um paradigma
hiera´rquico, seguindo o padra˜o para imagens me´dicas internacionalmente re-
conhecido (DICOM), o que ale´m de representar os dados de uma forma mais
natural, simplifica o processo de busca e de recuperac¸a˜o. Ao final dos expe-
rimentos e das etapas de ana´lises dos resultados, o modelo proposto mostrou
ter um desempenho mais eficiente no geral, se comparado ao modelo atual,
utilizando bancos de dados relacionais.
Palavras-chave: Armazenamento, HDF5, DICOM, Telemedicina.

ABSTRACT
MACEDO, D. D. J. A Distributed Model of Hierarchical Storage Medi-
cal Knowledge, 2014. 214 f. Defesa de Tese (Doutorado em Engenharia
e Gesta˜o do Conhecimento). Programa de Po´s-Graduac¸a˜o em Engenharia e
Gesta˜o do Conhecimento, Departamento de Engenharia do Conhecimento,
Universidade Federal de Santa Catarina (UFSC), Floriano´polis, Brasil, 2014.
The advent of the spread and consolidation of computer systems as tools sup-
porting various kinds of business, created a dependence on general users to
store more and more data. Currently there is an unquestionable need for pre-
vious records of user transactions in computer systems. This will need, for
example, from the restore of an e-mail in previous years, going through re-
cords of bank transactions legacy, going to electronic records. With this incre-
asing demand for data storage, information and knowledge for various niches
of Science and Industry in general has created an interesting space for rese-
arch and development of alternative forms for the persistence of long-term
computer systems. In the medical field, this premise is even more true be-
cause every day, hundreds of thousands of patients around the world, conduct
medical examinations based on images, seeking aid for the diagnosis of va-
rious types of diseases. Forms of data persistence that are currently used in
the medical field, mostly, rely on the relational paradigm, which generally
support information systems and knowledge that are in hospitals and medical
clinics. In this sense, this thesis proposes a new storage model for systems
-based medical images. This model was designed from a hierarchical para-
digm, following the standard for internationally recognized medical images
(DICOM), which also represents the data in a more natural, simplifies the
process of search and retrieval. At the end of experiments and after the stages
of analysis of the results, the proposed model has shown a better performance
when compared to the current model, using relational databases.
Keywords: Storage, HDF5, DICOM, Telemedicine.
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Este capı´tulo esta´ estruturado em 8 sec¸o˜es. Na primeira sec¸a˜o sera´
apresentada uma contextualizac¸a˜o, que tem a func¸a˜o de embasar os precei-
tos te´cnicos e teo´ricos da pesquisa. Na segunda sec¸a˜o sa˜o apresentados o
problema de pesquisa e as perguntas de pesquisas que guiara˜o o desenvol-
vimento desta tese. Apo´s, na sec¸a˜o treˆs (3), o objetivo geral e os objetivos
especı´ficos desta tese sera˜o descritos. Na sec¸a˜o quatro (4), sera´ mostrada a
justificativa para o desenvolvimento deste modelo e a relevaˆncia cientı´fica do
tema de armazenamento de dados neste contexto. Na sequeˆncia, na sec¸a˜o
cinco (5) sera˜o descritas as fronteiras do tema, falando das delimitac¸o˜es da
pesquisa. Na sec¸a˜o seis (6), e´ dissertado sobre o ineditismo da proposta. Na
sec¸a˜o sete (7), o alinhamento do tema da tese, com seu programa de Po´s-
Graduac¸a˜o e´ trac¸ado. Por fim, na sec¸a˜o oito (8), a estrutura deste trabalho e´
descrita, buscando antecipar o que sera´ visto em cada capı´tulo.
1.1 CONTEXTUALIZAC¸A˜O
Em 1895, o fı´sico alema˜o Wilhelm Conrad Ro¨ntgen (W.C. Ro¨ntgen)
descobriu a possibilidade da criac¸a˜o de radiac¸a˜o eletromagne´tica nos compri-
mentos de onda, atualmente conhecido como Raios-X, e desde enta˜o, a a´rea
de medicina sofreu uma reviravolta. Em 1901, em reconhecimento aos ex-
traordina´rios servic¸os que a descoberta dos raios possibilitaram, ele ganhou o
primeiro Preˆmio Nobel de Fı´sica da histo´ria.
Desde enta˜o, as imagens me´dicas tem contribuı´do significantemente
com o progresso da medicina. Va´rias modalidades de exames me´dicos base-
ados em imagens foram desenvolvidas nos u´ltimos 50 anos, incluindo tomo-
grafia computadorizada, cintilografia, ultrassonografia, ressonaˆncia magne´tica
e radiografia digital. Desta forma, o diagno´stico me´dico baseado em imagens
cresceu da infaˆncia ate´ os mais elevados nı´veis de maturidade (DOI, 2006).
Entretanto, os modernos sistemas de diagno´stico baseados em ima-
gens, na˜o se resumem somente a equipamentos de u´ltima gerac¸a˜o, que de
fato, produzem a imagem. Ha´-se ainda a necessidade de componentes que
fac¸am o processamento, a visualizac¸a˜o, a gravac¸a˜o, o armazenamento, a
recuperac¸a˜o e a transmissa˜o das imagens produzidas pelos equipamentos
(DOI, 2006). Dito isto, e´ possı´vel inferir que a “produc¸a˜o”da imagem e´ so-
mente um dos muitos componentes que devem ser pesquisados, para o de-
senvolvimento de cieˆncia e tecnologia no desenvolvimento dos diagno´sticos
me´dicos baseados em imagens (WETERING; BATENBURG, 2009).
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Para que as imagens produzidas sejam usadas nas instituic¸o˜es de sau´de,
atualmente e´ natural utilizar arquiteturas compostas de hardware e software
para auxiliar nas tarefas dos componentes ja´ explanados. Estas arquiteturas
teˆm a func¸a˜o, em suma, de facilitar a aquisic¸a˜o, o processamento e o arma-
zenamento das imagens e dos metadados gerados pelos equipamentos. Estas
arquiteturas, podem ser resumidas em: Hospital Information System (HIS),
Radiology Information System (RIS) e Picture Archiving and Communica-
tion System (PACS) .
Os conceitos histo´ricos imputados aos HIS surgiram no final da de´cada
de 60 (BAKKER, 1991). As motivac¸o˜es para sua criac¸a˜o foram originadas
das aplicac¸o˜es hospitalares que eram desenvolvidas na e´poca, que eram to-
talmente isoladas, na˜o havendo uma interac¸a˜o entre os setores dos hospitais.
De acordo com Collen (1988), o objetivo de um HIS e´ usar computadores
e equipamentos de comunicac¸a˜o para coletar, armazenar, recuperar, proces-
sar e comunicar dados de pacientes e informac¸o˜es administrativas para todos
os setores do hospitais, satisfazendo todos os requisitos funcionais para os
usua´rios que forem autorizados a usar a`s informac¸o˜es (COLLEN, 1988).
O conceito de RIS surgiu, de acordo com Collen (1988), talvez por
conta do baixo suporte da parte dos HIS, aos setores de radiologia dos hos-
pitais. Ele ainda cita, que na˜o ha´ uma diferenc¸a principal que difira os dois
conceitos, apenas ha´ um limiar que os RIS sa˜o especı´ficos para os setores
de radiologia, enquanto os HIS procuram cobrir todos os setores do hospi-
tais, inclusive o de radiologia (COLLEN, 1988). Desta forma, e´ usual que os
RIS tenham integrac¸a˜o com os HIS, para fins de interoperabilidade. Ainda,
e´ comum que dentro dos HIS, aja subsistemas complexos para tratarem os
problemas particulares dos setores de radiologia.
O conceito de PACS surgiu ha´ mais de treˆs de´cadas, no anos 80 (WE-
TERING; BATENBURG, 2009), e de acordo com Lodwick (1986) pode ser
descrito como um componente de software que e´ capaz de armazenar ima-
gens digitais produzidas por diferentes modalidades em um banco de dados
de imagens centralizado. Ainda, um PACS deve ser capaz de proporcionar
facilidades de processamento de imagens e visualizac¸a˜o para os usua´rios.
Tambe´m, deve ser possı´vel uma ra´pida transmissa˜o entre o aparelho que esta
adquirindo a imagem e a base de dados de imagens (LODWICK, 1986).
Dito isto, e´ possı´vel inferir que a relac¸a˜o entre os HIS/RIS e os PACS
da´-se enquanto os HIS/RIS, sa˜o responsa´veis pelas informac¸o˜es textuais e
gra´ficas da instituic¸a˜o de sau´de, que va˜o desde dados de pacientes, me´dicos
e enfermeiros, ate´ informac¸o˜es administrativas de toda a instituic¸a˜o de sau´de,
seja ela um grande hospital, ou ate´ menores clinicas. Enquanto os PACS, sa˜o
responsa´veis pela organizac¸a˜o, aquisic¸a˜o, armazenamento e recuperac¸a˜o de
imagens, advindas de equipamentos me´dicos hospitalares.
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Uma outra classificac¸a˜o/modelo de sistemas de apoio ao diagno´stico
me´dico e´ a Telemedicina. Esta pode ser definida como o uso de telecomuni-
cac¸o˜es e tecnologias de informac¸a˜o, para compartilhar e manter informac¸o˜es
de sau´de do paciente e para prestar cuidados clı´nicos e de educac¸a˜o em sau´de
para pacientes e profissionais, quando a distaˆncia separa os participantes do
processo (BASHSHUR, 1995).
A Telemedicina vem sendo utilizada desde 1959 (CABRAL J.E.; KIM,
1996) quando experimentos envolvendo telepsiquiatria (WITTSON; AFFLECK;
JOHNSON, 1961) e telefluoroscopia (JUTRAS, 1959) e novos procedimen-
tos me´dicos foram mostrados em transmisso˜es ao vivo em confereˆncias me´-
dicas. Na de´cada de 1970 e 1980, experimentos em telemedicina foram fo-
cados na transmissa˜o de imagens me´dicas usando a televisa˜o, via broadcast
ou usando fitas gravadas. Nos anos 90, ocorreram experimentos voltados a
telemedicina via vı´deo-confereˆncia, para realizac¸a˜o de consultas me´dicas a
distaˆncia (CABRAL J.E.; KIM, 1996).
A partir dos anos 90, ate´ os dias de hoje, os sistemas de telemedicina
se popularizaram pelo mundo. Os fatores que culminaram nesta disseminac¸a˜o
foram a maturidade que as redes de comunicac¸a˜o ao redor do mundo atingi-
ram e ao poder computacional que atualmente pode-se adquirir. Estes dois
adventos, somados ao fato da modernidade das linguagens de programac¸a˜o, e
a alta tecnologia aplicada em equipamentos me´dico hospitalares, resultaram
em uma equac¸a˜o de sucesso para a implantac¸a˜o deste tipo de modelo.
Atualmente, e´ possı´vel encontrar projetos consolidados da aplicac¸a˜o
de Telemedicina, isoladamente, ou unido a sistemas PACS, em va´rias par-
tes do mundo, como por exemplo na Inglaterra (MAY et al., 2000), Alema-
nha (THIELSCHER; DOARN, 2008), (DUENNEBEIL et al., 2010), China
(WANG; GU, 2009), (XUE; LIANG, 2007), (HSIEH et al., 2001), Paquista˜o
(MALIK, 2007), India (PAL et al., 2005), entre outros paı´ses.
Na Ame´rica Latina, a principal iniciativa neste sentido e´ o Sistema In-
tegrado de Telemedicina e Telessau´de (STT), integrante da Rede Catarinense
de Telemedicina (WANGENHEIM et al., 2009), (WALLAUER et al., 2008),
(MAIA; WANGENHEIM; NOBRE, 2006). Esta infraestrutura de servic¸os de
Telemedicina e Telessau´de, aplicada inicialmente em Santa Catarina, Brasil,
teve seu marco inicial em 1999, com um projeto de aplicac¸a˜o de algumas tec-
nologias que estavam naquele momento sendo desenvolvidas pelo Cyclops
Group (GROUP, 2013), da UFSC. Estas tecnologias estavam sendo desen-
volvidas em parceria com instituic¸o˜es da Alemanha e ainda contava com fi-
nanciamento do CNPq (Conselho Nacional de Desenvolvimento Cientı´fico e
Tecnolo´gico) e da Fundac¸a˜o Volkswagen (Wolfsburg/German).
Depois da etapa de ana´lise e desenvolvimento, no ano de 2002 o pro-
jeto piloto desta rede iniciou a operac¸a˜o, fazendo a ligac¸a˜o em pequenas
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clı´nicas me´dicas dos municı´pios de Floriano´polis e Sa˜o Jose´. Apo´s isto, no
ano de 2004, baseados no sucesso da aplicac¸a˜o da tecnologia nas clı´nicas,
o Governo do Estado de Santa Catarina, juntamente com o Projeto Cyclops,
iniciaram a ana´lise para implementac¸a˜o de um piloto em nı´vel estadual, para
ser implementado no primeiro semestre do 2005. Este piloto tinha o intuito
de demostrar em nu´meros, o qua˜o positivo era a aplicac¸a˜o de servic¸os de
Telemedicina Assı´ncrona, no contexto do Sistema U´nico de Sau´de (SUS).
Esse projeto piloto enta˜o teve inicio em dois municı´pios, sendo eles,
Quilombo e Sa˜o Lourenc¸o do Oeste, e eles formaram o marco inicial da
RCTM (Rede Catarinense de Telemedicina). Devido aos bons resultados ob-
tidos, logo apo´s, mais 3 pontos de presenc¸a foram implantados, sendo ofe-
recido primeiramente laudos a` distaˆncia, remessa eletroˆnica de resultados e
armazenamento de imagens nas modalidades de Eletrocardiograma, Tomo-
grafia Computadorizada e Ultrassonografia. Deste enta˜o, esta rede vem sendo
maximizada, ja´ ultrapassando mais de 2.500.000 (dois milho˜es e quinhentos
mil) de exames realizados. No Capı´tulo 2, sobre a Fundamentac¸a˜o Teo´rica,
a arquitetura da RCTM sera´ descrita em maiores detalhes, juntamente com
as modalidades atendidas e os servic¸os oferecidos. Uma imagem do sistema
pode ser vista na Figura 1.
A organizac¸a˜o das informac¸o˜es, tanto texto quanto imagens, dentro
destes modelos, e´ feita por padro˜es reconhecidos e amplamente utilizados.
Para os HIS/RIS, o padra˜o usado e´ o Heath Level Seven (HL7), que e´ caracte-
rizado por ser composto por um conjunto de padro˜es para troca e integrac¸a˜o
de informac¸o˜es me´dicas (DOLIN et al., 2001) (DOLIN et al., 2006). No caso
da Telemedicina e dos PACS, o padra˜o utilizado e´ o Digital Imaging and
Communications in Medicine (DICOM), que visa reduzir custos (HUANG,
2011) e organizar o workflow de uma instituic¸a˜o de sau´de com base em suas
imagens digitais, visando sempre a interoperabilidade, quando haja ativida-
des de aquisic¸a˜o, armazenamento, visualizac¸a˜o, processamento, recebimento,
envio, busca e impressa˜o de exames (ASSOCIATION, 1993) (MILDENBER-
GER; EICHELBERG; MARTIN, 2002). Alguns exemplos de uma imagens
DICOM podem ser vistas a seguir, na Figura 2.
Entretanto, como o nome diz, uma “imagem” DICOM, na˜o e´ com-
posta apenas pela “figura” explicitada. Uma imagem DICOM pode ser com-
posta por mais de 2000 metadados, que va˜o deste a identificac¸a˜o do paciente
(Patient ID), ate´ por exemplo o laudo dado para tal imagem. Desta forma, a
complexidade do gerenciamento destas imagens aumenta significativamente,
pois o que sera´ armazenamento na˜o e´ somente uma figura, mas sim um con-
junto de informac¸o˜es (metadados) de identificac¸a˜o e composic¸a˜o da imagem,
juntamente com um pixeldata (a figura).
Para efeitos pra´ticos, quando um paciente realiza um exame me´dico
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Figura 1: Tela Inicial do STT da RCTM.
baseado em imagem no formato DICOM, este exame e´ segmentado hierar-
quicamente, onde e´ realizado um estudo (study), que conteˆm uma ou mais
se´ries (series), com uma ou mais imagens (images) embutidas. Na Figura
3 e´ possı´vel visualizar um exemplo de operac¸a˜o e o modelo de informac¸a˜o,
nativamente hiera´rquico do DICOM.
Em relac¸a˜o a forma com que os dados sa˜o armazenados, isoladamente,
estes dados na˜o significam nada. Pore´m, automaticamente quando estes da-
dos sa˜o hierarquizados gera-se uma informac¸a˜o acerca do paciente. Neste
caso, pode-se inferir, por exemplo, que o paciente “X”, com “Y”enderec¸o, re-
alizou um estudo, com uma ou mais se´ries, que conte´m uma ou mais imagens.
Isto e´ so´ informac¸a˜o, sem nenhum conhecimento relacionado. Entretanto, ha´
uma atividade intensiva em conhecimento, por parte do me´dico, quando este
efetua a ana´lise destes estudos, se´ries e imagens, para e realizac¸a˜o de um
laudo. Este laudo e´ um dos metadados do DICOM e tambe´m esta contido
dentro das imagens. Desta forma, e´ intrı´nseco que ha´ um conhecimento em-
butido em cada uma dessas imagens.
Em relac¸a˜o ao tamanho e a quantidade de imagens por estudo e a
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Figura 2: Exemplo de uma Imagem DICOM.
quantidade de espac¸o utilizada por estas imagens, na Tabela 1 e´ possı´vel vi-
sualizar esta informac¸a˜o. Sa˜o dados os exemplos em relac¸a˜o a` Radiologia
Computadorizada, Ressonaˆncia Magne´tica, Tomografia Computadorizada e
Ultrassom. A informac¸a˜o foi extraı´da das bases de dados de produc¸a˜o do
STT/RCTM e foi aplicada me´dia aritme´tica para ilustrar os dados.
Com relac¸a˜o ao cerne desta pesquisa – o armazenamento e recuperac¸a˜o,
o protocolo DICOM define apenas as diretrizes para formatos de arquivos,
perfis para aplicac¸a˜o, modelos de dados e mı´dias fı´sicas (NEMA, 2011).
A especificac¸a˜o das formas de armazenamento na˜o sa˜o definidas, ficando a
cargo de cada desenvolvedor escolher a melhor forma de persisteˆncia para sua
aplicac¸a˜o. A falta deste padra˜o, culminou no surgimento de va´rias alternati-
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Figura 3: Modelo da Informac¸a˜o - DICOM.
Modalidade Quant. de Imagens Tamanho (Mb)
Radiologia Computadorizada 1.6 16
Ressonaˆncia Magne´tica 325.6 5
Tomografia Computadorizada 163.3 87
Ultrassom 7.2 6
Tabela 1: Quantidade de Imagens e Tamanhos.
vas de armazenamento, que va˜o desde armazenamento simples em sistemas
de arquivos, passando pelos tradicionais Sistemas de Gerenciadores de Ban-
cos de Dados (SGBD), ate´ complexos sistemas de armazenamento baseados
em outros paradigmas.
Entretanto, a definic¸a˜o da plataforma de armazenamento deve ser feita
com extremo cuidado, pois este tipo de banco de dados ultrapassam facil-
mente a barreira dos centenas de terabytes. Ha´ casos, na˜o muito raros, onde
estas bases de dados ultrapassam a barreira dos petabytes (JEPSEN, 2003).
Isto acontece porque ale´m do volume natural na quantidade de exames que
sa˜o realizados, ainda ha´ regulac¸o˜es ao redor do mundo para a persisteˆncia
destes exames.
No Brasil, por exemplo, o Conselho Federal de Medicina (CFM) de-
termina que o tempo que um exame deve ser armazenado, independente da
modalidade, e´ de 20 anos (CFM: Conselho Federal de Medicina, 2007). So-
mado ao fato de que estas imagens na˜o devem possuir nenhum tipo de perda
de qualidade, visto que isto poderia induzir a um diagno´stico equivocado. No
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exterior, por exemplo na Inglaterra, o perı´odo de tempo que um exame deve
ser armazenado e´ de 9 a 15 anos, dependendo da modalidade (RADIOLO-
GISTS, 2008). Na Alemanha, e´ de 30 anos para radiografia (BMJ, 1987) e
nos Estados Unidos, varia de 5 a 10 anos, sendo que este tempo pode ser mo-
dificado, se houver um requerimento do governo (SICKLES; WOLVERTON;
DEE, 2002).
A` primeira vista, estas regulac¸o˜es podem parecer um pouco “exage-
radas”, pelo fato dos recursos computacionais e diretamente, os custos a eles
relacionados, que devem ser aplicados para suporta´-las. Entretanto, a possi-
bilidade de acesso a exames que fazem parte do histo´rico de um paciente e´
vital para o acompanhamento de um tratamento, para checar a evoluc¸a˜o do
caso e ainda, isso pode influenciar diretamente no pedido de novos exames.
Um exemplo que pode ser dado e´ se um paciente ja´ realizou exames que en-
volvem a irradiac¸a˜o para aquisic¸a˜o de uma imagem, ou seja, o paciente foi
exposto a radiac¸a˜o com Raios-X, e´ vital que novos pedidos de exames, desta
natureza, na˜o sejam autorizados a fim de evitar exposic¸o˜es desnecessa´rias aos
pacientes (RON, 2003).
Por fim, dentro dos sistemas me´dicos, sejam eles HIS, RIS, PACS ou
de Telemedicina ha´ va´rios dados e informac¸o˜es armazenadas, que va˜o deste
registros de data de nascimento de pacientes, passando por informac¸o˜es di-
versas sobre os equipamentos e ate´ informac¸o˜es sobre a natureza do exame.
Entretanto, um fator de extrema importaˆncia, que raramente e´ citado e´ o co-
nhecimento que ha´ embutido neste tipo de sistema. Todas a`s vezes que exa-
mes sa˜o realizados e que me´dicos especialistas efetuam ana´lises – baseadas
em sua experieˆncia, e trac¸am diagno´sticos, dentro do sistema fica gravado o
resultado de uma tarefa intensiva em conhecimento e que pode ser usada no
futuro em va´rios cena´rios, como por exemplo Knowledge Discovery Textual
Databases, Knowlegde Discovery in Databases ou Data Mining, para dife-
rentes propo´sitos, como por exemplo para busca de estudo de casos correlatos
ou ainda para fins educacionais, entre outros.
1.2 PROBLEMA DE PESQUISA
A partir do contexto apresentado, nota-se um interessante problema de
pesquisa, visto que dia–a–dia os sistemas me´dicos recebem mais e mais exa-
mes, isto deve-se ao crescimento natural da populac¸a˜o ou ainda, pelo fato de
que a` acessibilidade a cuidados me´dicos teˆm aumentado nas u´ltimas de´cadas,
com novos equipamentos, tratamentos e metodologias. Consequentemente,
as bases de dados desse tipo de servic¸o crescem exponencialmente, podendo
ultrapassar as barreiras dos petabytes. Este crescimento esta diretamente re-
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lacionado com a manutenc¸a˜o e ‘a gesta˜o do sistema, na qualidade do servic¸o
e na experieˆncia que o usua´rio tera´ na utilizac¸a˜o de tais plataformas.
Em relac¸a˜o a` manutenc¸a˜o e a` gesta˜o de sistemas hospitalares, este fa-
tor esta ligado diretamente na escalabilidade de tais servic¸os, pois a medida
que as bases crescem, a complexidade inerente a este evento esta intrı´nseca.
Ainda sobre manutenc¸a˜o, ha´ um processo de backup do dados, que e´ ta˜o com-
plexo quanto os quesitos de escalabilidade. Ainda, ha´ um desafio relacionado
a este advento, que sa˜o as taxas de uptime destes servic¸os, pois por lhe darem
diretamente com apoio a vida, sua na˜o disponibilidade pode causar a morte de
pacientes. Quanto a qualidade do servic¸o, isto esta ligado diretamente ao de-
sempenho do mesmo, pois sistemas com uma baixa perfomance sa˜o difı´ceis
de serem aceitos pelos usua´rios, pois prejudica a experieˆncia do mesmo na
utilizac¸a˜o do servic¸o.
Na Figura 4 pode-se ver uma evoluc¸a˜o no crescimento da base de da-
dos DICOM do STT/RCTM do ano de 2006 ate´ 20121. Como ja´ foi sa-
lientado, os exames suportados por esta rede, ja´ passaram da barreira dos
2.500.000 (dois milho˜es e quinhentos mil) exames e a base de dados DICOM
ja´ ultrapassou a barreira dos 10.000.000 (dez milho˜es de imagens) e isso so´
tende a crescer.
Figura 4: Evoluc¸a˜o da base de dados da RCTM 2006-2012.
Desta maneira, a persisteˆncia de dados de longo prazo tem se tor-
nado um problema real a ser enfrentado, pois com as tecnologias existentes
1Os dados relativos ao ano de 2013 ainda na˜o foram completamente consolidados, desta
forma, pode haver uma divergeˆncia nos nu´meros. O dado em questa˜o e´ relativo ate´ o meˆs de
Dezembro de 2012. Isto sera´ atualizado assim que os dados forem sintetizados
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atualmente, o desempenho e a escalabilidade desta Rede tem sofrido per-
das contundentes. Uma importante informac¸a˜o e´ que esta pesquisa na˜o tem
a intenc¸a˜o de apontar que as tecnologias atuais na˜o sa˜o boas o suficiente.
Afirma-se com este trabalho que a atividade de pesquisa sobre o tema e´ vi-
tal e o desenvolvimento de modelos alternativos de armazenamento sa˜o ne-
cessa´rios. O exemplo dado desta Rede em especı´fico e´ so´ um, entretanto, na
literatura pode-se ver claramente os esforc¸os de pesquisadores pelo Mundo,
buscando alternativas via´veis, que va˜o deste tunning dos SGBDs tradicionais,
passando por otimizac¸o˜es em sistemas de arquivos, usando ı´ndices dos mais
variados tipos, ate´ aplicac¸o˜es usando o paradigma NoSQL.
1.2.1 Pergunta de Pesquisa
Apresentados os problemas de pesquisa citados na sec¸a˜o anterior, a
seguinte pergunta de pesquisa deve ser levantada:
“A aplicac¸a˜o de uma camada de persisteˆncia hiera´rquica e dis-
tribuı´da e´ via´vel para sistemas me´dicos baseados em imagens?”
1.3 OBJETIVOS
1.3.1 Objetivo Geral
Propor um modelo hiera´rquico de armazenamento e recuperac¸a˜o de
dados, informac¸o˜es e conhecimentos me´dicos, de forma paralela e distribuı´da,
para Sistemas de Telemedicina.
1.3.2 Objetivos Especı´ficos
1. Identificar os requisitos para elaborac¸a˜o de um modelo hiera´rquico
de armazenamento de dados para imagens me´dicas DICOM.
2. Identificar plataformas de sistemas de arquivos distribuı´dos e para-
lelos que se adequem ao modelo proposto, visando a manutenc¸a˜o de longo
prazo de forma distribuı´da e que seja de fa´cil acesso.
3. Propor um modelo hiera´rquico de armazenamento e recuperac¸a˜o
empregando o formato de dados HDF5, integrado com um servidor de ima-
gens me´dicas DICOM.
4. Demostrar a viabilidade do modelo proposto por meio de imple-
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mentac¸a˜o de um proto´tipo integrado com a infraestrutura do estudo de caso,
neste caso a Rede Catarinense de Telemedicina, substituindo assim o SGBD.
5. Realizar uma ana´lise comparativa usando o modelo proposto nas
plataformas de sistemas de arquivos distribuı´dos identificadas, por meio de
uma ana´lise de desempenho buscando identificar qual se adapta melhor para
o modelo proposto.
1.4 JUSTIFICATIVA E RELEVAˆNCIA
Atualmente, grande parte do que e´ visto, lido, ouvido, escrito e me-
dido, pode ser coletado e disponibilizado em sistemas computacionais. Para
obter efetividade e eficieˆncia neste sistemas, e´ fundamental criar soluc¸o˜es es-
cala´veis, que possam responder a`s demandas de desenvolvimento de aplicac¸o˜es
com esses dados. Tais aplicac¸o˜es visam desenvolver soluc¸o˜es para o trata-
mento, a recuperac¸a˜o e a disseminac¸a˜o de informac¸a˜o e/ou conhecimento, de
natureza tanto narrativa quanto descritiva, a partir de volumes exponencial-
mente crescentes de dados multimı´dia (CARVALHO; LEON et al., 2006).
Desta forma, a justificativa para o desenvolvimento desta pesquisa se
da´ pela importaˆncia do tema citado para as mais variadas a´reas, inclusive a
medicina. O tema armazenamento de dados e´ visto como um dos pilares para
o crescimento e o desenvolvimento de diversos setores ba´sicos, como por
exemplo educac¸a˜o, sau´de e financ¸as. Setores como os citados, necessitam de
ferramentas que auxiliem a boa gesta˜o dos dados, informac¸o˜es e conhecimen-
tos que seus sistemas visem armazenar. Neste caso, estes modelos sa˜o criados
a partir de necessidades que venham a surgir, geralmente por demandas rela-
cionadas ao desempenho, a escalabilidade e a disponibilidade. Neste sentido,
para que aja a criac¸a˜o de novos modelos, que derivara˜o ferramentas, que ira˜o
compor soluc¸o˜es em geral, e´ necessa´rio um esforc¸o em pesquisa e no desen-
volvimento de novos modelos, me´todos e metodologias que busquem sanar
as demandas do mercado.
A relevaˆncia do tema armazenamento de dados, ou to´picos relaciona-
dos, sa˜o citados em va´rios importantes relato´rios te´cnicos de comunidades
cientı´ficas pelo mundo, como por exemplo The Grand Challenges in Global
Health (HEALTH, 2013), Grand Research Challenges in Computing, “Gran-
des Desafios da Pesquisa em Computac¸a˜o no Brasil” (CARVALHO; LEON
et al., 2006) (MEDEIROS, 2008).
No caso da iniciativa desenvolvida no Brasil em 2006 (CARVALHO;
LEON et al., 2006) (MEDEIROS, 2008), foram propostos cinco (5) gran-
des desafios a serem enfrentados nos pro´ximos 10 anos, a partir da data de
publicac¸a˜o do relato´rio, no caso 2006–2016. Para a projec¸a˜o destes desafios,
38
uma comissa˜o analisou 47 propostas, que foram enviadas de todo o Brasil e
consolidaram os resultados nos seguintes to´picos:
1. Gesta˜o da Informac¸a˜o em grandes volumes de dados multimı´dia dis-
tribuı´dos;
2. Modelagem computacional de sistemas complexos artificiais, naturais
e so´cio- culturais e da interac¸a˜o homem-natureza;
3. Impactos para a a´rea da computac¸a˜o da transic¸a˜o do silı´cio para novas
tecnologias;
4. Acesso participativo e universal do cidada˜o brasileiro ao conhecimento;
5. Desenvolvimento tecnolo´gico de qualidade: sistemas disponı´veis, cor-
retos, seguros, escala´veis, persistentes e ubı´quos.
Como primeiro item da lista, a gesta˜o da informac¸a˜o (ou Gesta˜o do
Conhecimento, dependendo do contexto) em grandes volumes de dados mul-
timı´dia distribuı´dos foi citada. Este primeiro desafio vai diretamente ao en-
contro do cerne desta pesquisa, a qual visa desenvolver um modelo de arma-
zenamento distribuı´do para grandes volumes de dados multimı´dia, voltados
para sistemas de Telemedicina.
Ainda, como justificado para o desenvolvimento desta pesquisa, agora
no enfoque da medicina, no ano de 2007 o CFM (Conselho Federal de Me-
dicina) determinou que a disponibilidade de acesso de um exame me´dico e´
de no mı´nimo 20 anos (CFM: Conselho Federal de Medicina, 2007). Esta
determinac¸a˜o por parte do CFM tem impacto direto sobre armazenamento
dos dados. Resumidamente, um hospital, clı´nica ou instituic¸o˜es de sau´de em
geral, que realizam exames me´dicos baseados em imagens, sa˜o responsa´veis
por manteˆ-lo disponı´vel por um perı´odo de, no mı´nimo, 20 anos.
Dito isto, a relevaˆncia do tema e´ vital para o bom desenvolvimento do
setor de sau´de no Brasil e no Mundo, visto que se escalado isto, para dezenas
ou centenas de pacientes, que realizam anualmente centenas ou milhares de
exames, que sa˜o compostos por milhares ou milho˜es de imagens, tem-se um
cena´rio altamente complexo, onde o crescimento exponencial das bases de
dados deve ser um dos principais problemas na arquitetura computacional
para sistemas desta natureza.
1.5 DELIMITAC¸O˜ES DA PESQUISA
A proposta de modelo de armazenamento exposto nesta tese, na˜o tem
a intenc¸a˜o de explorar questo˜es relacionadas ao design de interac¸a˜o entre o
39
usua´rio e os sistemas, visto que no modelo na˜o ha´ interac¸a˜o direta com o
usua´rio final, e sim com os engenheiros e os administradores que tem a func¸a˜o
de implantar e manter o sistema de persisteˆncia. Dessa forma, este trabalho
na˜o contemplara´ viso˜es qualitativas de sua implementac¸a˜o em larga escala,
devido ao tempo que seria necessa´rio para esta avaliac¸a˜o.
O modelo a ser apresentado, pressupo˜e que aja uma infraestrutura
computacional e de comunicac¸a˜o que seja confia´vel, pois neste trabalho, na˜o
sera˜o tratados temas como toleraˆncia a faltas, ou controle de congestiona-
mento, tanto dos sistemas, como dos meios de comunicac¸o˜es envolvidos.
Esta func¸a˜o sera´ deixada para os provedores de servic¸os e para os sistemas
de arquivos distribuı´dos que sera˜o integrados e avaliados, juntamente com o
modelo proposto.
Nesta pesquisa, na˜o ha´ o objetivo de desenvolver uma plataforma com-
pleta em sua versa˜o final, desenhada na forma de produto para distribuic¸a˜o
de propo´sito geral. Neste sentido, sera´ desenvolvido um proto´tipo que tera´
a func¸a˜o de provar a hipo´tese proposta, respondendo aos objetivos trac¸ados.
Este proto´tipo sera´ disponibilizado sob a licenc¸a General Public License (GPL)
para toda a comunidade de software, para apreciac¸a˜o, discussa˜o, melhorias,
para a partir disto, gerar uma versa˜o final, na forma de produto.
Devido a grande disseminac¸a˜o e uso de sistemas gerenciadores de ban-
cos de dados relacionais, e sua aplicac¸a˜o em massa em sistemas de medicina
em geral, esta tese na˜o tem a pretensa˜o de substituir imediatamente estes
sistemas de persisteˆncia. O que se espera, e´ que quando engenheiros e desen-
volvedores, deste tipo de sistema, se deparem com os problemas de pesquisa
acima relacionados, eles busquem este modelo como uma das alternativas
possı´veis para melhoria dos tempos de resposta dos sistemas.
1.6 INEDITISMO DA PROPOSTA
Para verificar a originalidade do modelo, ou ainda, o ineditismo do
mesmo, no sentido de averiguar trabalhos relacionados ou similares ao pro-
posto, foi realizada uma Revisa˜o Sistema´tica da Literatura (RSL), onde foram
realizadas pesquisas bibliogra´ficas que abordassem o tema sistemas me´dicos,
vinculados com sistemas de persisteˆncia de dados, nas seguintes bases de co-
nhecimento:






As pesquisas realizadas foram limitadas aos trabalhos publicados de
1993 ate´ 2013. Esta definic¸a˜o foi trac¸ada devido a data de lanc¸amento do
padra˜o DICOM. As buscas foram realizadas por meio da utilizac¸a˜o de palavras-
chave nos mecanismos de busca das bases de dados consultadas, sempre ade-
quando as strings solicitadas aos mecanismos de cada base. As palavras-
chave foram divididas em treˆs (3) classes, relacionadas ao objeto, as operac¸o˜es
realizadas, as bases tecnolo´gicas, visando assim fornecer uma maior acuraci-
dade ao levantamento.
O objeto relacionado a esta tese e´ o DICOM, o qual necessita de o-
perac¸o˜es de ‘indexing”, “storage”, “store”, “index”, “query”, “retrival”, em
bases tecnolo´gicas de armazenamento hiera´rquico “HDF” e “Hierarchical
Data Format”. Como informac¸a˜o adicional, os contextos (PACS, HIS, RIS
e Telemedicina) foram retirados das buscas, pois independente do contexto
e da forma com que ele se aplica, o objeto de pesquisa ainda permanece o
mesmo. Ainda, de acordo com a RSL, na primeira fase da pesquisa foi limi-
tada somente ao tı´tulo, abstract e as palavras-chave dos artigos.
Com este me´todo, na˜o foram encontrados trabalhos que contemplem
a persisteˆncia de dados de forma hiera´rquica, usando te´cnicas de armazena-
mento de forma distribuı´da e paralela para sistemas me´dicos baseados em
imagens DICOM. No Capı´tulo 3, sera´ demostrado o resultado deste estudo,
onde e´ feita uma ana´lise dos trabalhos relacionados que foram recuperados.
Por fim, apo´s a conclusa˜o da RSL, baseando-se na metodologia proposta e
nas bases de conhecimento pesquisadas, poˆde-se confirmar o ineditismo desta
proposta de modelo.
1.7 ADEREˆNCIA DO TEMA AO PPEGC
Devido a natureza interdisciplinar do Programa de Po´s-Graduac¸a˜o em
Engenharia e Gesta˜o do Conhecimento (PPGEGC), ha´-se a necessidade de
alinhar os temas das pesquisas de mestrado e doutorado, com a geˆnese central
do programa. Entretanto, para se fazer este alinhamento, e´ necessa´rio discutir
um pouco sobre como esta geˆnese foi criada e esta sendo desenvolvida.
O PPGEGC surgiu em 2004, devido a` reformulac¸a˜o realizada no Pro-
grama de Po´s-Graduac¸a˜o em Engenharia de Produc¸a˜o (PPGGEP) da Uni-
versidade Federal de Santa Catarina (UFSC) e tem como cerne o desen-
volvimento de pesquisas acerca de macroprocessos de explicitac¸a˜o, gesta˜o e
disseminac¸a˜o do conhecimento que, foram divididas em treˆs a´reas de concen-
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trac¸a˜o: Engenharia do Conhecimento, Gesta˜o do Conhecimento e Mı´dia do
Conhecimento. Estas a´reas foram divididas nas seguintes linhas de pesquisa
(EGC, 2013):
• Engenharia do Conhecimento Aplicada a Governo Eletroˆnico;
• Engenharia do Conhecimento Aplicada a`s Organizac¸o˜es;
• Teoria e Pra´tica em Engenharia do Conhecimento;
• Gesta˜o do Conhecimento da Sustentabilidade;
• Gesta˜o do Conhecimento, Empreendedorismo e Inovac¸a˜o Tecnolo´gica;
• Teoria e Pra´tica em Gesta˜o do Conhecimento;
• Mı´dia e Conhecimento na Educac¸a˜o;
• Mı´dia e Disseminac¸a˜o do Conhecimento;
• Teoria e Pra´tica em Mı´dia e Conhecimento.
Desde enta˜o, o PPGEGC tem desenvolvido e otimizado suas linhas
de pesquisa, e tem focado suas pesquisas e sua formac¸a˜o no conhecimento,
percebido como produto, processo e resultado de interac¸o˜es sociais e tec-
nolo´gicas entre agentes humanos e tecnolo´gicos, que desenvolvem os seguin-











Dito isto, esta tese esta alinhada principalmente com a a´rea de En-
genharia do Conhecimento, com o intuito de auxilar na Gesta˜o do Conheci-
mento no aˆmbito me´dico, ainda auxiliando na Mı´dia do Conhecimento em
aspectos diversos. Ale´m disto, esta pesquisa tem adereˆncia direta com as li-
nhas de pesquisa de Engenharia do Conhecimento Aplicada a`s Organizac¸o˜es,
que visa estudar a concepc¸a˜o, desenvolvimento e implantac¸a˜o de soluc¸o˜es da
Engenharia do Conhecimento nas organizac¸o˜es. No caso desta pesquisa, em
particular, as organizac¸o˜es va˜o deste grandes hospitais, ate´ pequenas clı´nicas.
Ainda, ha´ um alinhamento direto com a linha de pesquisa de Teoria
e Pra´tica em Gesta˜o do Conhecimento, que tem o objetivo estudar a teoria e
a pra´tica da gesta˜o do conhecimento nas organizac¸o˜es e suas relac¸o˜es com
a engenharia e com a mı´dia e conhecimento. Feito o alinhamento com as
a´reas de pesquisa e com as linhas de pesquisa do PPGEGC, ainda ha´ uma
ligac¸a˜o direta nos processos de conhecimento de “armazenamento de conhe-
cimento”, que e´ o cerne da pesquisa, entretanto ainda ha´ adereˆncia com outros
processos, como o de “aquisic¸a˜o de conhecimento”e “transfereˆncia de conhe-
cimento”.
Sobre os processos restantes, esta tese ainda tende a auxiliar ou servir
como base para a execuc¸a˜o dos processos. No caso da criac¸a˜o, descoberta,
codificac¸a˜o, uso, compartilhamento, transfereˆncia e evoluc¸a˜o de conheci-
mento, este trabalho visa proporcionar uma camada ba´sica de armazenamento
e recuperac¸a˜o que pode ser usada como backend para o desenvolvimento de
outros trabalhos, utilizando de outros me´todos e te´cnicas da engenharia do
conhecimento, que tenham como direto os processos de conhecimento supra-
citados.
O PPGEGC tem como missa˜o promover o ensino, pesquisa e extensa˜o,
de forma interdisciplinar, sobre o conhecimento como elemento agregador de
valor para a sociedade (EGC, 2013). No caso desta pesquisa em especı´fico,
ela tem como objetivo fim uma melhoria dos tempos de resposta e do aten-
dimento em geral no aˆmbito da sau´de. Com esta maximizac¸a˜o do parque
de equipamentos me´dicos hospitalares, mais pacientes podera˜o ser atendidos.
Ainda, com uma construc¸a˜o de uma base de conhecimento de casos passa-
dos, a sociedade como um todo ganhara´, por interme´dio da pra´tica me´dica,
melhores tratamentos, baseados em experieˆncias passadas.
Entretanto, somente o alinhamento do tema desta pesquisa, com as
linhas de pesquisa que sa˜o desenvolvidas no PPGEGC, e com os proces-
sos de conhecimentos nele desenvolvidos, e´ necessa´rio que a pesquisa de-
senvolvida tenha cara´ter interdisciplinar e e´ vital que a tese esteja vinculada
ao “tripe´”engenharia, gesta˜o e mı´dias do conhecimento, que formam a base
conceitual do PPGEGC. Desta forma, em suma, o projeto de pesquisa deve
pertencer obrigatoriamente a umas das treˆs a´reas, pore´m deve estar atrelada
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na fusa˜o de duas ou ate´ das treˆs a´reas do PPGEGC.
Sobre a interdisciplinaridade, Repko (2008) cita que ela atua na fron-
teira do conhecimento humano e segue um padra˜o que ocorre em treˆs etapas
(REPKO, 2008):
1. os pesquisadores selecionam um assunto ou objeto de um framework
disciplinar;
2. preenchem as lacunas do conhecimento derivadas da falta de atenc¸a˜o a
essa to´pico pela pra´tica disciplinar;
3. se a pesquisa atrai uma massa critica, os pesquisadores expandem fron-
teiras, criando um espac¸o de novos conhecimentos e novos papeis pro-
fissionais.
1.8 METODOLOGIA
Para o desenvolvimento desta tese, do ponto de vista da natureza desta
pesquisa, esta sera´ aplicada. Este tipo de pesquisa tem o intuito de criar co-
nhecimentos, com objetivo de aplicac¸a˜o pra´tica para solucionar problemas do
mundo real, neste caso, o problema de armazenamento de imagens me´dicas
de forma hiera´rquica e distribuı´da. Do ponto de vista da abordagem para o
desenvolvimento desta pesquisa, ela sera´ de natureza quantitativa.
Para efeitos elucidativos, a abordagem qualitativa na˜o foi levada em
considerac¸a˜o nesta tese, visto o grau de complexidade em avaliar esta aborda-
gem em cena´rios reais de aplicac¸a˜o, e ainda, visto que esta tese na˜o pretende
gerar um produto final, mas sim, um conjunto de proto´tipos, que teˆm o ob-
jetivo de provar o modelo proposto. Ainda, com base neste modelo, ha´-se a
possibilidade de construir outros proto´tipos com tecnologias diferentes, desta
forma, a pesquisa qualitativa, focada somente em um proto´tipo, poderia se
tornar deficita´ria.
Do ponto de vista dos objetivos desta, esta sera´ uma pesquisa expe-
rimental e explorato´ria, onde teˆm-se o objetivo de elaborar hipo´teses e ex-
plicitar o problema de pesquisa atrave´s de experimentos que sera˜o basea-
dos no modelo que sera´ apresentado. Sobre os procedimentos te´cnicos para
a elaborac¸a˜o desta tese, sera˜o desenvolvidos levantamentos bibliogra´ficos
acerca dos temas relacionados, visando embasar a construc¸a˜o do modelo pro-
posto.
Para o desenvolvimento do modelo teo´rico do modelo proposto, sera˜o
desenvolvidos um conjunto de proto´tipos, utilizando-se de tecnologias de
vanguarda com integrac¸o˜es entre os mu´ltiplos componentes e por fim, sera´ re-
alizada uma pesquisa experimental com os proto´tipos, onde os mesmos sera˜o
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aplicados em um cena´rio real, derivando assim o primeiro estudo de caso do
modelo. Por fim, ainda havera´ duas etapas em que metodologias sera˜o descri-
tas, pore´m estas relacionadas aos procedimentos metodolo´gicos da proposta
e ainda ao conjunto de testes do proto´tipo no estudo de caso, sendo que estes
procedimento sera˜o apresentadas na Sec¸a˜o 5.2.
1.9 ESTRUTURA DO TRABALHO
Este tese esta subdividida em 7 capı´tulos, apresentados abaixo.
1. Capı´tulo 1 - Introduc¸a˜o: Neste capı´tulo, foi dada uma contextualizac¸a˜o
geral sobre o tema de pesquisa, culminando no problema de pesquisa
que esta tese se propo˜e a abordar atrave´s das perguntas de pesquisa ela-
boradas. Apo´s isto foram dissertados os objetivos gerais e especı´ficos
que formam esta tese. Na sequeˆncia a relevaˆncia e a justificativa para
a elaborac¸a˜o da pesquisa foram levantados, buscando sensibilizar da
importaˆncia do tema para a comunidade cientı´fica. Logo apo´s foram
trac¸adas a delimitac¸o˜es do escopo que esta tese ira´ abordar, bem como
a adereˆncia ao PPEGC foi determinada. Por fim, foi falado sobre a
estrutura do trabalho que rege esta tese.
2. Capı´tulo 2 - Fundamentac¸a˜o Teo´rica: neste capı´tulo sera´ dada a fun-
damentac¸a˜o teo´rica desta pesquisa. Os assuntos relacionados tem a
func¸a˜o de embasar o leitor acerca dos temas abordados no modelo pro-
posto. Sera´ dissertado sobre os conceitos de Telemedicina, passando
pelo objeto de aplicac¸a˜o desta tese, o Sistema Integrado de Telemedi-
cina e Telessau´de (STT), pois sera´ nele que os testes sera˜o realizados.
Apo´s isto, sera´ explanado sobre o DICOM, e sobre a aplicac¸a˜o que de-
senvolve este padra˜o no STT, o CyclopsDCMServer. Em seguida, sera´
dissertado sobre formatos de dados, passando pelo Hierarchical Data
Format (HDF5) . Apo´s isto sera˜o abordados os sistemas de indexac¸a˜o
de dados, onde sera´ falado dos seus fundamentos e sua importaˆncia
para sistemas de persisteˆncia de dados. Ainda, sera˜o abordados os Sis-
temas de Arquivos Distribuı´dos, falando de sua importaˆncia, modelos,
ferramentas e aplicac¸o˜es. Sera˜o abordados os seguintes tipos de sis-
temas CEPH, PVFS, Lustre, FhGFS e o HDFS, pois estes servira˜o de
backend no modelo. Por fim, sera˜o dadas as considerac¸o˜es finais do
capı´tulo.
3. Capı´tulo 3 - Estado da Arte: para verificar o ineditismo, ou ainda, a ori-
ginalidade do modelo proposto, nesta capı´tulo sera´ discutido o estado
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da arte do tema desta tese, buscando averiguar a existeˆncia de trabalhos
relacionados ou similares. Para realizac¸a˜o deste levantamento, sera´ uti-
lizado o me´todo Revisa˜o Sistema´tica da Literatura, proposto e disse-
minado por Kitchenham (KITCHENHAM, 2004). Ainda, sera˜o discu-
tidos trabalhos relacionados e trabalhos realizados, relativos ao tema
central do modelo proposto. Por fim, sera˜o dadas as considerac¸o˜es fi-
nais do capı´tulo.
4. Capı´tulo 4 - Modelo Proposto: neste capı´tulo, dado o contexto apre-
sentado sobre o tema e baseando-se no levantamento bibliogra´fico e
posteriormente a revisa˜o sistema´tica da literatura, pode-se desenvol-
ver um modelo de armazenamento para imagens me´dicas DICOM de
forma hiera´rquica e distribuı´da. Neste capı´tulo, sera´ discutido o mo-
delo atual que e´ usado no estudo de caso (STT/RCTM) e sua res-
pectiva arquitetura. Ainda, sera´ apresentado o modelo proposto para
esta tese e a arquitetura proposta para implementar este modelo. Sera˜o
trac¸adas observac¸o˜es sobre todos os componentes da arquitetura, suas
interligac¸o˜es, fundamentos e func¸o˜es dentro do contexto que sera´ apre-
sentado. Por fim, sera˜o dadas as considerac¸o˜es finais do capı´tulo.
5. Capı´tulo 5 - Ambiente e Resultados Experimentais: Neste capı´tulo
sera˜o apresentados os experimentos baseados no modelo proposto e em
sua arquitetura. Sera´ explicada a metodologia procedural de testes para
avaliac¸a˜o do modelo, bem como a arquitetura computacional utilizada
nos testes. Em outra palavras, sera˜o mostradas as configurac¸o˜es dos
computadores e os pacotes de software utilizados no proto´tipo. Ainda,
sera˜o apresentados dados preliminares dos resultados dos quatro (4) ex-
perimentos, apresentando observac¸o˜es iniciais. Finaliza-se o capı´tulo
com considerac¸o˜es gerais relacionadas a esta fase da pesquisa.
6. Capı´tulo 6 - Ana´lises e Discusso˜es dos Experimentos: Neste capı´tulo
sera´ efetuada a ana´lise dos experimentos realizados no Capı´tulo 5. Busca-
se trac¸ar observac¸o˜es sobre os resultados obtidos e ainda, elaborar com-
parac¸o˜es entre o modelo proposto, utilizando formatos de dados hiera´r-
quicos de forma distribuı´da e paralela, para armazenamento e recupe-
rac¸a˜o de imagens me´dicas DICOM versus o modelo atual, utilizando o
sistema gerenciador de bancos de dados PostgreSQL. O capı´tulo esta
dividido em duas partes, sendo a primeira delas a ana´lise dos resul-
tados, que sera´ dividida na ana´lise do processo de armazenamento e
posteriormente, a ana´lise do processo de recuperac¸a˜o de dados. Na se-
gunda parte, sera´ proposta uma discussa˜o sobre os resultados e ana´lises
obtidas. Por fim, sera˜o dadas as considerac¸o˜es finais do capı´tulo.
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7. Capı´tulo 7 - Concluso˜es e Trabalhos Futuros: Neste capı´tulo sera˜o
dadas as considerac¸o˜es finais desta tese, apontando a`s contribuic¸o˜es
alcanc¸adas, fazendo a ligac¸a˜o entre os objetivos almejados e o fecha-
mento dos mesmos. Ainda, sera´ respondida a pergunta de pesquisa e




Neste capı´tulo sera´ dada a fundamentac¸a˜o teo´rica desta pesquisa. Os
assuntos aqui relacionados teˆm a func¸a˜o de prover embasamento acerca dos
temas abordados no modelo proposto. Sera´ dissertado sobre os conceitos de
Telemedicina, passando pelo objeto de aplicac¸a˜o desta tese, o Sistema Inte-
grado de Telemedicina e Telessau´de (STT), pois sera´ nele que os testes sera˜o
realizados. Apo´s isto, sera´ explanado sobre o padra˜o de imagens me´dicas
DICOM, pois ele e´ o objeto central desta tese. Ainda, sera˜o abordados os
Sistemas de Arquivos Distribuı´dos (SAD), falando de sua importaˆncia, mo-
delos, ferramentas e aplicac¸o˜es. Sera˜o abordados os seguintes tipos de siste-
mas CEPH, PVFS, Lustre, FhGFS e o HDFS, pois estes servira˜o de backend
no modelo. Em seguida, sera´ dissertado sobre formatos de dados, abordando
o Hierarchical Data Format (HDF5), pilar central desta tese. A seguir, sera˜o
abordados os indexac¸a˜o de dados, onde sera´ falado dos seus fundamentos e
sua importaˆncia para sistemas de persisteˆncia de dados e sera´ dado o exem-
plo de mecanismo de indexac¸a˜o escolhido para esta tese, o Clucene. Por fim,
sera˜o dadas as considerac¸o˜es finais deste capı´tulo.
2.1 TELEMEDICINA
A Telemedicina pode ser definida, de acordo com Bashshur (1995)
como o uso de telecomunicac¸o˜es e tecnologias de informac¸a˜o para com-
partilhar e manter informac¸o˜es de sau´de do paciente e para prestar cuida-
dos clı´nicos e de educac¸a˜o em sau´de para pacientes e profissionais, quando
a distaˆncia separa os participantes envolvidos no processo (BASHSHUR,
1995). Moore (1999) ainda afirma que Telemedicina e´ a entrega de servic¸os
de sau´de, de forma remota, atrave´s de meio de telecomunicac¸o˜es, em ativida-
des de consulta interativa e servic¸os de diagno´stico (MOORE, 1999).
No passado, durante a de´cada de 80 e 90, os servic¸os de Telemedi-
cina eram exclusivamente, ou quase que totalmente, enderec¸ados aqueles que
estavam excluı´dos dos grandes centros me´dicos ou ainda, para localizac¸o˜es
distantes na˜o assistidas por cuidados me´dicos, em especial as zonas rurais.
Entretanto, isto mudou nos u´ltimos anos, pois atualmente as aplicac¸o˜es de Te-
lemedicina teˆm crescido e se espalhado por va´rias a´reas, como por exemplo
em medicina militar, na prisa˜o ou mesmo nas casas dos pacientes (MOORE,
1999).
A primeira aparic¸a˜o deste tipo de abordagem foi em 1959 (CABRAL
J.E.; KIM, 1996), quando experimentos envolvendo tele-psiquiatria (WITT-
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SON; AFFLECK; JOHNSON, 1961) e tele-fluoroscopia (JUTRAS, 1959)
onde novos procedimentos me´dicos foram mostrados em uma transmissa˜o
ao vivo em confereˆncias me´dicas. Na de´cada de 1970 e 1980, experimentos
em Telemedicina foram focados na transmissa˜o de imagens me´dicas usando
a televisa˜o, via broadcast ou usando fitas gravadas, buscando levantar di-
agno´sticos com especialistas, ou ainda, visando segunda opinia˜o me´dica. Nos
anos 90, o foco principal foram os experimentos voltados a Telemedicina
via vı´deo-confereˆncia, para realizac¸a˜o de consultas me´dicas a distaˆncia (CA-
BRAL J.E.; KIM, 1996).
Desde enta˜o, os sistemas de Telemedicina tem se popularizado expo-
nencialmente. Os principais fatores que culminaram nesta disseminac¸a˜o fo-
ram a maturidade que as redes de comunicac¸a˜o ao redor do mundo chegaram e
tambe´m ao poder computacional que atualmente pode-se adquirir. Estes dois
adventos, somados ao fato da modernidade das linguagens de programac¸a˜o, e
a alta tecnologia aplicada em equipamentos me´dico hospitalares, resultaram
em uma equac¸a˜o de sucesso para implantac¸a˜o deste tipo de modelo.
Atualmente, as Redes de Telemedicina (Telemedicine Networks) tam-
be´m sa˜o bastante utilizadas para fins educacionais – buscando formar me-
lhor profissionais na a´rea me´dica, para deciso˜es clı´nicas, inteligeˆncia arti-
ficial, para registro de prontua´rio de pacientes, para suporte administrativo,
organizac¸a˜o de fluxo de trabalho, entre outras tarefas (MOORE, 1999).
Hoje em dia, e´ possı´vel encontrar projetos consolidados da aplicac¸a˜o
de Telemedicina, isoladamente, ou unido a sistemas PACS, em va´rias par-
tes do mundo, como por exemplo na Inglaterra (MAY et al., 2000), Alema-
nha (THIELSCHER; DOARN, 2008), (DUENNEBEIL et al., 2010), China
(WANG; GU, 2009), (XUE; LIANG, 2007), (HSIEH et al., 2001), Paquista˜o
(MALIK, 2007), India (PAL et al., 2005), entre outros Paı´ses. Estes ainda,
podem se encontrar totalmente integrados com os RIS/HIS, visando uma me-
lhor gereˆncia do hospital como um todo.
De acordo com Moore (1999), a Telemedicina pode ser dividida em
duas categorias, sendo elas a assı´ncrona e a sı´ncrona. O servic¸o sı´ncrono deve
ocorrer em tempo real e, primariamente, inclui interac¸o˜es com a´udio, vı´deo
e imagens. Este servic¸o e´ usado comumente para consultas remotas, dis-
cusso˜es de casos entre me´dicos ou para fins educacionais (MOORE, 1999).
Ja´ o servic¸o assı´ncrono (WILSON, 2003), ocorre em diferentes tempos e ge-
ralmente e´ caracterizado pelo uso de imagens, e-mail e algumas vezes vı´deos.
Este tipo de servic¸o geralmente e´ usado na tele–radiologia ou tele-patologia.
O servic¸o assı´ncrono algumas vezes podem ser baseados somente em soft-
ware, algumas vezes ela pode ser porta´vel para outras arquitetura e estes
sistemas podem incluir scanners de filmes, sistemas DICOM, sistemas de




Na aˆmbito da Ame´rica Latina, a principal iniciativa neste sentido e´ o
Sistema Integrado de Telemedicina e Telessau´de (STT) , integrante da Rede
Catarinense de Telemedicina (RCTM) (WANGENHEIM et al., 2009), (WAL-
LAUER et al., 2008), (MAIA; WANGENHEIM; NOBRE, 2006). Esta infra-
estrutura de servic¸os de Telemedicina e Telessau´de, aplicada inicialmente em
Santa Catarina, Brasil, teve seu marco inicial em 1999, como um projeto
de aplicac¸a˜o de algumas tecnologias que estavam naquele momento sendo
desenvolvidas pelo Cyclops Group (GROUP, 2013), da UFSC. Estas tecno-
logias estavam sendo desenvolvidas em parceria com instituic¸o˜es da Alema-
nha e ainda contava com financiamento do CNPq e da Fundac¸a˜o Volkswagen
(Wolfsburg/German).
Depois da etapa de ana´lise e de desenvolvimento, no ano de 2002 o
piloto desta rede iniciou a operac¸a˜o, fazendo a ligac¸a˜o em pequenas clı´nicas
me´dicas dos municı´pios de Floriano´polis e Sa˜o Jose´. Apo´s isto, no ano de
2004, baseados no sucesso da aplicac¸a˜o da tecnologia nas clı´nicas, o Governo
do Estado de Santa Catarina, juntamente com o Projeto Cyclops, iniciaram a
ana´lise para implementac¸a˜o de um piloto a nı´vel estadual, para ser imple-
mentado no primeiro semestre do 2005. Este piloto tinha o intuito de demos-
trar em nu´meros o qua˜o positivo era a aplicac¸a˜o de servic¸os de Telemedicina
Assı´ncrona, no contexto do Sistema U´nico de Sau´de (SUS).
Este projeto piloto teve inicio em dois municı´pios, sendo eles Qui-
lombo e Sa˜o Lourenc¸o do Oeste, e eles formaram o marco inicial da RCTM.
Devido aos bons resultados obtidos, logo apo´s mais treˆs (3) pontos de presenc¸a
foram implantados, sendo oferecido primeiramente laudos a distaˆncia, re-
messa eletroˆnica de resultados e armazenamento de imagens nas modalida-
des de Eletrocardiograma, Tomografia Computadorizada e Ultra-Sonografia.
Deste enta˜o, esta rede vem sendo maximizada, ja´ ultrapassando mais de dois
milho˜es e quinhentos mil (2.500.00) exames realizados.
Ate´ o meˆs de abril de 2012, o STT ja´ estava presente em 287 dos
293 municı´pios catarinenses, sendo que mais de 193 ja´ tem a capacidade de
enviar exames a distaˆncia. O volume de exames armazenados no sistema
ultrapassou os 2 milho˜es exames e engloba, dentre outros, eletrocardiogra-
mas, exames dermatolo´gicos, ana´lises clinicas, tomografias computadoriza-
das, ressonaˆncias magne´ticas, ultrassonografias e raios-X, conforme mostra a
Figura 5. Ate´ abril de 2012, a base era composta por 2.118.709 exames, sendo
os exames mais expressivos sa˜o Ana´lises Clı´nicas, com 41,05%, os exames
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de Radiologia Computadorizada, com 27,21% e os Eletrocardiogramas, com
21,63% (ANDRADE; WAGNER; WANGENHEIM, 2012).
Figura 5: Tabela com a quantidade de exames do STT (ANDRADE; WAG-
NER; WANGENHEIM, 2012).
O STT/RCTM servira´ como base de testes no estudo de caso que sera´
proposto para avaliac¸a˜o do modelo de armazenamento proposto nesta tese. A
proposta e´ alterar apenas o backend de armazenamento de dados, deixando
assim a aplicac¸a˜o intocada. Este e´ um requisito primordial para o sucesso
do modelo que esta sendo proposto, visto que a adaptabilidade a` sistemas de
Telemedicina, PACS, HIS e RIS, ja´ existentes deve ser feito de forma simples,
na˜o causando altos custos com adaptac¸o˜es de co´digos para suportar a nova
arquitetura que ira´ persistir os exames.
2.2 DICOM
Nos u´ltimos 40 anos ocorreu um crescimento exponencial no uso de
sistemas digitais na a´rea da medicina, principalmente figurados na forma de
modernos equipamentos me´dicos e sistemas de computac¸a˜o em geral. Isto
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aconteceu devido a maturidade em que a computac¸a˜o e a engenharia atingi-
ram, proporcionando para os mais variados meios, facilidades nunca vistas
ate´ enta˜o. No aˆmbito da Medicina, atualmente, hospitais, centros me´dicos e
clı´nicas podem contar com o apoio de equipamentos me´dicos baseados em
imagens para auxiliar no diagno´stico de seus pacientes. Entre estes equipa-
mentos, pode-se citar como exemplos, as modalidades de Tomografia Com-
putadorizada, Ressonaˆncia Magne´tica, Raio-X, entre outros.
Entretanto, com este crescimento e posterior popularizac¸a˜o, muitos
fabricantes iniciaram a construc¸a˜o de seus pro´prios equipamentos, para de-
terminadas modalidades, o que culminou em uma inexisteˆncia de formato de
interoperabilidade entre equipamentos de fabricantes diferentes, o que rapi-
damente tornou-se um problema, pois a falta de integrac¸a˜o e sistemas, preju-
dicava a atividade me´dica.
Devido a este fato, no final da de´cada de 70, o Cole´gio Americano
de Radiologia (American College of Radiology - ACR) e a Associac¸a˜o Naci-
onal dos Fabricantes de Produtos Ele´tricos (National Electrical Manufactu-
rers Association - NEMA) se uniram para criac¸a˜o de uma padronizac¸a˜o para
transfereˆncia de imagens me´dicas e para troca de informac¸o˜es entre diferentes
fabricantes, buscando assim, uma melhor interoperabilidade entre mu´ltiplos
equipamentos (BIDGOOD et al., 1997).
Desta forma, em 1985 surgiu o padra˜o denominado DICOM (Digital
Imaging and Communication in Medicine). Para manutenc¸a˜o e melhorias no
formato, um comiteˆ foi criado, sendo este composto por diversos grupos de
trabalho, que foram divididos em a´reas de concentrac¸a˜o. Houve ainda uma
versa˜o lanc¸ada em 1988 com significantes melhorias, principalmente rela-
cionadas a estrutura de dados, terminologias e codificac¸a˜o. Atualmente este
formato esta em sua terceira versa˜o (1993), e foi optado que fosse a u´ltima.
Desta forma na˜o havendo mais lanc¸amento de verso˜es, mas sim atualizac¸o˜es
regulares no formato (HUSSEIN et al., 2004).
Como ja´ mencionado, o objetivo do padra˜o DICOM e´ possibilitar
comunicac¸a˜o e interoperabilidade entre mu´ltiplos equipamentos, visando re-
duzir custos e organizar o workflow de instituic¸o˜es de sau´de com base em
suas imagens digitais, sempre quando houver atividades de aquisic¸a˜o, arma-
zenamento, visualizac¸a˜o, processamento, recebimento, envio, busca e im-
pressa˜o de exames (ASSOCIATION, 1993) (MILDENBERGER; EICHEL-
BERG; MARTIN, 2002). Na Figura 6 pode-se visualizar mais um exemplo
de uma imagem DICOM.
Para assegurar o padra˜o, foi estabelecido uma se´rie de documentos,
divididos em partes, que tratam de va´rios aspectos do DICOM. Estes docu-
mentos sa˜o de suma importaˆncia para este trabalho, visto que a conformi-
dade com o padra˜o e´ um dos requisitos primordiais para a validac¸a˜o cientı´fica
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Figura 6: Exemplo de uma Imagem DICOM.
desde trabalho. Por exemplo, pode-se citar a padronizac¸a˜o de quais servic¸os
que um cliente ou servidor pode fornecer (NEMA, 2004a), o mapeamento de
objetos do mundo para a estrutura de dados do padra˜o (NEMA, 2003) e de
como o formato digital das imagens deve ser armazenada binariamente em
sistemas de arquivos (NEMA, 2011).
O processo de digitalizac¸a˜o dos objetos do mundo real para o padra˜o
e´ feito pelo emprego de modelos entidade-relac¸a˜o, com mapeamentos pre´-
definidos e formalizados no documento que trata desta parte do padra˜o (NEMA,
2003). Assim como a parte de abstrac¸a˜o destes objetos DICOM, que conte´m
as informac¸o˜es que descrevem como este objeto foi encapsulado. Esta abstra-
c¸a˜o e´ chamada na literatura pela sigla IOD (Information Object Definition).
Cada um dos IODs e´ constituı´do de elementos de dados (data ele-
ments) obrigato´rios e opcionais que sa˜o identificados unicamente interna-
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mente no padra˜o em um diciona´rio de dados (NEMA, 2004b) e agrupados
de acordo com similaridade. Dessa maneira, o identificador, chamado de tag,
e´ composto pelo grupo (G) ao qual pertence e o elemento dentro desse grupo
(E), resultando assim em um identificador seguindo o formato hexadecimal
(GGGG, EEEE), por exemplo, o identificador (0010, 0010) e´ mapeado para
o nome do paciente (PRADO, 2012). Na Figura 7 pode-se visualizar uma
representac¸a˜o da estrutura de um elemento de dados.
Figura 7: Representac¸a˜o de um Elemento de Dados (NEMA, 2004b).
Os IODs podem ser objetos de dois tipos: normalizado ou composto.
Os objetos normalizados sa˜o elementos especı´ficos do mundo real, isto e´,
pode existir um elemento que agrupe todas as informac¸o˜es referentes ao pa-
ciente, como nome, idade, sexo, altura peso, dentre outros dados e, de ma-
neira similar, um elemento composto pelos atributos do estudo, como dados
temporais sobre quando o estudo foi realizado, identificador do estudo. A
combinac¸a˜o dos tipos de dados normalizados resulta nos IODs do tipo com-
posto, que por sua vez sa˜o constituı´dos de todos os dados necessa´rios para
contextualizac¸a˜o da informac¸a˜o de um exame. Cada IOD conteˆm um iden-
tificador u´nico global de ate´ 64 caracteres, chamado de UID (Unique Iden-
tifier) em que o prefixo deste identificador deve estar registrado em alguma
organizac¸a˜o reguladora, como a ANSI nos Estados Unidos ou DIN na Ale-
manha (PRADO, 2012).
Para ilustrar um IOD do tipo composto, pode-se pensar em um corte
de uma tomografia computadorizada, que conte´m centenas de cortes. Toda
informac¸a˜o pertencente ao corte e´ mapeado para um IOD. Assim, indivi-
dualmente um IOD composto sempre e´ completo de forma que contenha
informac¸o˜es redundantes de todos os dados sobre um exame (PRADO, 2012).
Por exemplo, dados do paciente examinado, dado do estudo realizado, dados
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Tag Tipo Descric¸a˜o
0002,0102 OB Informac¸a˜o Privada
0008,0008 CS Tipo da Imagem
0008,0020 DA Data do Estudo
0008,0021 DA Data da Se´rie
0008,0060 CS Modalidade
0008,0070 LO Fabricante
0008,0080 LO Nome da Instituic¸a˜o
0010,0020 LO Identificador do Paciente
0010,21B0 LT Histo´rico do Paciente Adicional
Tabela 2: Exemplos de Metadados DICOM.
da se´ries oriundas do estudo, dentre outros.
Desta forma, como ja´ mencionado, uma “imagem” DICOM, na˜o e´
composta apenas pela “figura” explicitada (Pixel Data). Uma imagem DI-
COM pode ser composta por mais de 2000 metadados, que va˜o deste do
identificador do paciente (Patient ID), ate´ por exemplo o laudo dado para tal
imagem. Nas refereˆncias da NEMA, o termo metadado e´ comumente usado
como data element, sendo assim, sinoˆnimos para fins te´cnicos. Um data ele-
ment armazena os dados, informac¸o˜es e conhecimentos acerca do conteu´do
da imagem me´dica, visto que, mesmo isoladamente, cada imagem DICOM
deve se auto-descrever, tendo assim um significado pro´prio.
Dito isto, a complexidade do gerenciamento destas imagens aumenta
significativamente, pois o que sera´ armazenamento na˜o e´ somente uma fi-
gura, mas sim um conjunto de informac¸o˜es (metadados) de identificac¸a˜o e
composic¸a˜o da imagem, juntamente com um pixel data (a figura). Na Tabela
2 e´ possı´vel visualizar alguns exemplos de metadados que podem ser encon-
trados em implementac¸o˜es do padra˜o. Lembrando ainda que e´ somente para
fins ilustrativos, visto que ha´ mais de 2000 metadados possı´veis no padra˜o.
Em relac¸a˜o aos servic¸os, no DICOM ha´ dois tipos, sendo eles do tipo
C ou N. Apenas servic¸os do tipo C sera˜o vistos aqui. Esta delimitac¸a˜o foi
proposta porque sa˜o eles os servic¸os que tem relac¸a˜o direta com o objeto
da tese, pois tratam de armazenamento, recuperac¸a˜o e busca. Estes servic¸os
sera˜o implementados pelo sistema de indexac¸a˜o, para localizac¸a˜o dos dados
dentro do modelo proposto. Dentro dos servic¸os do tipo C, treˆs (3) deles sera˜o
abordados e estudados, sendo eles:
• Armazenamento: C-Store – Composite Store;
• Busca: C-Find – Composite Find;
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• Recuperac¸a˜o: C-Get e C-Move – Composite Get/Move.
No aˆmbito do Sistema Integrado de Telemedicina e Telessau´de (STT),
foi desenvolvido uma aplicac¸a˜o, ou ainda, um servidor de imagens me´dicas
DICOM, chamado de CyclopsDCMServer. Este servidor e´ responsa´vel em
receber as imagens enviadas pelos equipamentos me´dico hospitalares, seg-
menta´-las e armazena´-las no banco de dados do sistema. E´ neste componente
de software que esta tese fara´ experimentos do modelo.
2.3 SISTEMAS DE ARQUIVOS DISTRIBUI´DOS
Um Sistema de Arquivos Distribuı´do (SAD) pode ser entendido como
uma implementac¸a˜o distribuı´da do modelo cla´ssico de time-sharing de um
sistema de arquivos, onde mu´ltiplos usua´rios compartilham recursos de com-
partilhamento de arquivos e de armazenamento (LEVY; SILBERSCHATZ,
1990). O propo´sito de um SAD e´ permitir aos clientes, sendo eles usua´rios
ou aplicac¸o˜es, armazenarem e acessarem arquivos remotos exatamente como
se fossem locais, possibilitando assim que os usua´rios acessem a camada de
distribuic¸a˜o a partir de qualquer computador (TANENBAUM; STEEN, 2002)
(COULOURIS, 2009) .
Em relac¸a˜o a`s caracterı´sticas dos SAD, eles sa˜o responsa´veis pela
organizac¸a˜o, armazenamento, recuperac¸a˜o, atribuic¸a˜o de nomes, comparti-
lhamento e protec¸a˜o de arquivos. Ale´m disso, eles fornecem uma interface
de programac¸a˜o que caracteriza a abstrac¸a˜o de arquivo, liberando os progra-
madores da preocupac¸a˜o com os detalhes da alocac¸a˜o e layout do armazena-
mento fı´sico nos discos (COULOURIS, 2009). Um modelo cla´ssico de SAD
pode ser visto na Figura 8.
Figura 8: Representac¸a˜o Cla´ssica de um SAD.
De acordo com (COULOURIS, 2009), para atingir as caracterı´sticas
pre´-definidas na concepc¸a˜o, no projeto e no desenvolvimento de um SAD,
existem muitos requisitos e armadilhas no projeto, para a implantac¸a˜o des-
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ses servic¸os distribuı´dos que sa˜o baseados em SAD. Dentre estes requisitos,
pode-se citar:
• Transpareˆncia: um SAD deve suportar um grau de transpareˆncia sa-
tisfato´rio para o usua´rio final. Ele deve contrabalancear a flexibilidade
e escalabilidade derivadas da transpareˆncia, com a complexidade e de-
sempenho do software. Os tipos de transpareˆncia encontrados em SAD
podem ser de acesso, localizac¸a˜o, mobilidade, desempenho e mudanc¸a
de escala.
• Atualizac¸o˜es Concorrentes de Arquivos: as modificac¸o˜es realizadas
em um arquivo, por um determinado usua´rio na˜o devem interferir na
operac¸a˜o de outros clientes que estejam acessando, ou alterando, o
mesmo arquivo simultaneamente. Este e´ o conhecido “controle de con-
correˆncia”, sempre discutido na literatura.
• Replicac¸a˜o de Arquivos: em um SAD que suporta operac¸o˜es de re-
plicac¸a˜o de dados, um arquivo pode ser representado por va´rias co´pias
ideˆnticas em va´rios locais diferentes do sistema. Do ponto de vista
te´cnico, isto tem duas vantagens: compartilhamento de carga, melho-
rando o desempenho e escalabilidade do servic¸o e a melhora nos nı´veis
de toleraˆncia a falhas, permitindo assim que se uma falha ocorrer, o
arquivo ainda sera´ acessı´vel em outro ponto do SAD.
• Heterogeneidade do Hardware e do Sistema Operacional: este e´
um importante quesito no projeto de um sistema de arquivo distribuı´do,
visto que a heterogeneidade pode ser um fator limitador na implantac¸a˜o
do mesmo. Desta forma, as interfaces de servic¸o devem ser definidas
de forma que o software, tanto do cliente, como do servidor, possam
ser implantados para diferentes plataformas e sistemas operacionais.
• Toleraˆncia a Falhas: um SAD deve ser capaz de continuar seu fun-
cionamento em casa de falhas de hardware, software, no cliente ou
no servidor. Em va´rios casos esta toleraˆncia pode ser encontrada em
abordagens stateless ou um servidor ou cliente pode ser totalmente res-
taurado, sem a necessidade de restaurac¸a˜o de backups. Ainda, para este
requisito, a replicac¸a˜o de arquivos e´ fundamental.
• Consisteˆncia: e´ um requisito que esta cruzado com o controle de con-
correˆncia, visto que com a implantac¸a˜o de mu´ltiplas co´pias de um
mesmo arquivo, em va´rias partes do SAD, somada ao fato de que va´rios
usua´rios podem acessar e modificar o arquivo, simultaneamente, o grau
de complexidade aumenta significativamente. Ainda, ha´ o fato de que,
57
o tempo de replicac¸a˜o de co´pias e alterac¸o˜es entre mu´ltiplos datacen-
ters pode ser um pouco demorada, dependendo da rede usada.
• Seguranc¸a: o controle de acesso aos arquivos armazenados no SAD e´
um requisito primordial na concepc¸a˜o e projeto de um servic¸o. To-
das as requisic¸o˜es, tanto de leitura, como de escrita, necessitam de
autenticac¸a˜o, evitando assim acessos na˜o-autorizados em parte dos ar-
quivos. Ainda, ha´ a possibilidade de inserir criptografia nos dados
armazenados, o que aumenta os nı´veis de seguranc¸a e, consequente-
mente, a sobrecarga nos servidores, devido as operac¸o˜es de criptografia
e descriptografia de dados em tempo real.
• Eficieˆncia: um SAD deve oferecer os recursos que tenham pelo menos
o mesmo poder e flexibilidade de sistemas de arquivos locais. Ainda,
deve obter um desempenho compara´vel ou superior, independente da
carga a qual eles esta˜o expostos. Este e´ um requisito complexo e al-
tamente desafiados, visto que acessos locais na˜o dependem de interco-
municac¸a˜o entre mu´ltiplos computadores. Por u´ltimo, este e´ um requi-
sito fundamental para uma boa experieˆncia do usua´rios lidando com o
sistema.
Para atender alguns dos requisitos acima citados, como por exemplo
“eficieˆncia” e “toleraˆncia a falhas”, comumente em projetos de SAD, sa˜o
usados “middlewares”. Estes middlewares teˆm a func¸a˜o de intermediar a`s
requisic¸o˜es de entrada e saı´da e dar-lhes o tratamento adequado, de acordo
com a solicitac¸a˜o realizada. Na Figura 9 e´ possı´vel visualizar como estes
componentes de software se encaixam em uma arquitetura ba´sica de um SAD.
Figura 9: Representac¸a˜o Cla´ssica de um SAD com Middleware.
Um “middleware” pode ser definido como um componente de soft-
ware que fornece servic¸os para outros softwares, ale´m das ja´ fornecidas pelo
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sistema operacional. Os middlewares tambe´m teˆm a func¸a˜o de facilitar o pro-
cesso de desenvolvimento de software, visto que eles abstraem a`s tarefas de
comunicac¸a˜o para os desenvolvedores. No contexto dos SAD, os middlewa-
res sa˜o usados para auxiliar nas tarefas de comunicac¸a˜o, gerenciamento de
dados ou ainda, proporcionando melhores nı´veis de abstrac¸a˜o para os desen-
volvedores, por meio do uso de API (Application Programming Interface) de
alto nı´vel .
Quanto a` comunicac¸a˜o e o processamento, para proporcionar melho-
res nı´veis de eficieˆncia e escalabilidade, comumente sistemas de arquivos
distribuı´dos implementam middlewares especı´ficos para proporcionar escrita
e leitura paralela. Na literatura ha´ refereˆncias para este tipo de abordagem
como Parallel File Systems (PAD) . Como o pro´prio nome diz, esta abor-
dagem pode receber “n” solicitac¸o˜es de escrita e leitura, de “n” usua´rios e
processa´-las simultaneamente, dando mais vaza˜o ao sistema como um todo.
Para o desenvolvimento e a aplicac¸a˜o destas abordagens na concepc¸a˜o
e no projeto de aplicac¸o˜es para sistemas distribuı´dos, as duas iniciativas mais
disseminadas e suportadas sa˜o o Messaging Passing Interface (MPI) e o Pa-
rallel Virtual Machine (PVM) . Sendo que o u´ltimo (PVM) tem caı´do em
desuso nos u´ltimos anos, visto a popularidade do MPI. Neste trabalho, sera´
usado como base o paradigma do MPI, devido ao suporte dele para os mais
variados tipos de SAD, e ainda somado ao fato de sua integrac¸a˜o com as
bibliotecas de alto nı´vel. Na Sec¸a˜o 2.3.1 sera´ dissertado mais sobre este pa-
radigma.
Baseados nestes requisitos, caracterı´sticas e funcionalidades, muitos
SAD foram desenvolvidos nos u´ltimos anos, para suportar um grandes nu´mero
de naturezas de aplicac¸o˜es ou ainda para propo´sito geral. Exemplos des-
tes SAD podem ser: AFS (HOWARD et al., 1988), Lustre (BRAAM et al.,
2004), CEPH (WEIL et al., 2006a), PVFS (LIGON W.B.; ROSS, 1996),
FhGFS (FRAUNHOFERFS, 2013), HDFS (BORTHAKUR, 2007), CODA
(SATYANARAYANAN et al., 1990), SPRITE (BAKER; OUSTERHOUT,
1991), ECHO (BIRRELL et al., 1993), entre outros.
2.3.1 Messaging Passing Interface
O Message Passing Interface (MPI) pode ser definido como uma bi-
blioteca padra˜o e porta´til de sub-rotinas de comunicac¸a˜o para programac¸a˜o
paralela, que foi projetado para funcionar em uma ampla variedade de com-
putadores paralelos. Ele e´ u´til em computadores paralelos, tais como SP2
da IBM, o Cray ResearchT3D, bem como em redes de estac¸o˜es de trabalho
(workstations) (SNIR et al., 1995). Atualmente, o MPI se tornou de fato um
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padra˜o em termos de computac¸a˜o paralela para alto-desempenho.
O MPI baseou-se no modelo de passagem de mensagem (message pas-
sing que surgiu como um expressivo paradigma para programac¸a˜o paralela
(GROPP et al., 1996). Ate´ enta˜o, a sintaxe e semaˆntica de cada implementac¸a˜o
deste modelo eram diferentes e notou-se um espac¸o para o desenvolvimento
e implementac¸a˜o de uma padronizac¸a˜o para fins de interoperabilidade entre
sistemas. Desta forma, em abril de 1992 o processo de criac¸a˜o do padra˜o
teve inicio no Message Passing Interface Forum, na confereˆncia Supercom-
puting’92 (GROPP et al., 1996). Apo´s 18 meses de discusso˜es, em maio de
1994 a versa˜o 1.0 do padra˜o foi disponibilizada a comunidade e desde enta˜o
o padra˜o vem se aperfeic¸oando.
A principal caracterı´stica do MPI e´ a troca de mensagens entre proces-
sos. Entretanto, ale´m da func¸a˜o de enviar e receber mensagens e coordenar
estas operac¸o˜es, o MPI tambe´m disponibiliza func¸o˜es primitivas, como Bro-
adcast e Gather. Neste caso o Broadcast e´ responsa´vel em enviar uma mensa-
gem para todos os processos envolvidos e o Gather e´ responsa´vel em receber
as mensagens de retorno e trata´-las. Com a definic¸a˜o do padra˜o, va´rios gru-
pos de pesquisa pelo mundo iniciaram atividades de desenvolvimento de suas
pro´prias verso˜es do padra˜o. Dentre estas iniciativas pode-se citar as alter-
nativas opensource MPICH (GROPP et al., 1996), OpenMPI (GABRIEL et
al., 2004), CHIMP-MPI (ALASDAIR; BRUCE; MILLS, 1994), entre outros.
Enquanto isto, ha´ ainda alternativa proprieta´rias, como por exemplo o Intel
MPI, HP MPI, MATHLAB MPI, entre outras. Todas estas verso˜es tem suas
particularidades e propo´sitos, mas seguem estritamente o padra˜o definido,
atingindo assim interoperabilidade entre mu´ltiplos sistemas.
O MPI ale´m de fornecer um aumento no desempenho de processa-
mento de transac¸o˜es, ele tambe´m utiliza paralelizac¸a˜o de escrita e leitura de
dados, via interface MPI-IO (CORBETT et al., 1996). O MPI-IO foi proposto
como uma extensa˜o do padra˜o MPI para preencher as lacunas relativas a ati-
vidades de escrita e leitura. O MPI-IO proveˆ uma interface de alto nı´vel para
descrever o particionamento de arquivos entre processos, para transfereˆncia
de estruturas globais entre processos e arquivos, atividades de escrita e leitura
de modo assı´ncrono e otimizac¸a˜o no armazenamento de arquivos em sistema
de armazenamento (CORBETT et al., 1996).
Dessa forma, o Laborato´rio Nacional de Argonne, nos EUA, desen-
volveu uma implementac¸a˜o da interface do MPI-IO, chamada ROMIO. O
objetivo do projeto foi desenvolver uma interface de aplicac¸a˜o de alto desem-
penho para leitura e escrita paralela. O ROMIO foi baseado na versa˜o 2.0 do
MPI e usa um componente chamado de ADIO Abstract-Device Interface IO
(THAKUR; GROPP; LUSK, 1996) , para atividades de integrac¸a˜o de siste-
mas de arquivos e tarefas de escrita e leitura. Na Figura 10 e´ possı´vel visua-
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Figura 10: Arquitetura do ROMIO - Baseado em (THAKUR; GROPP;
LUSK, 1999).
lizar a arquitetura do ROMIO. Nesta figura e´ possı´vel que a portabilidade foi
implementada no topo da arquitetura, e que as atividades de integrac¸o˜es entre
diferentes sistemas de arquivos foi entregue ao ADIO (THAKUR; GROPP;
LUSK, 1999).
Desde sua concepc¸a˜o ate´ os dias de hoje, o ROMIO se disseminou
e tornou-se uma das implementac¸o˜es do MPI-IO mais utilizadas. Fato e´
que algumas das interfaces, que implementam o MPI ja´ vem com o RO-
MIO embutido em seus co´digos-fonte. Exemplos das interfaces podem ser
MPICH, LAM, HP MPI, SGI MPI e o NEC MPI. Em outras interfaces, como
o OpenMPI, que na˜o vem com o ROMIO embutido, ,mas pode facilmente ser
estendida baixando o co´digo-fonte e integrando as interfaces.
2.3.2 Ana´lise dos Sistemas de Arquivos Distribuı´dos
De acordo com (TANENBAUM; STEEN, 2002) os SAD podem ser
divididos em: cliente-servidor, baseados em clusters e sistemas sime´tricos. O
tipo cliente-servidor, tem como componente um servidor que tem a func¸a˜o
de disponibilizar o acesso aos dados armazenados, por qualquer cliente que
esteja autorizado a usar o servic¸o. Neste modo, os clientes acessam os dados
da mesma forma que um sistema de arquivos comum, assim na˜o importando
o local fı´sico em que o dado se encontra.
O tipo de SAD baseado em clusters (agregados), sa˜o arquiteturas com-
putacionais direcionadas para as aplicac¸o˜es que operam de forma paralela,
que sa˜o a base para o surgimento da te´cnica de file striping. Esta te´cnica tem
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a func¸a˜o de particionar os arquivos em partes e dividı´-los em va´rios elementos
do cluster, possibilitando assim que estas partes sejam acessadas de forma pa-
ralela, agilizando o desempenho do sistema como um todo (TANENBAUM;
STEEN, 2002). Os tipos de SAD que suportam estas te´cnicas de mu´ltiplos
acessos sa˜o comumente chamados de Sistemas de Arquivos Paralelos (SAP).
Uma importante informac¸a˜o e´ que mesmo eles suportando trabalhar em para-
lelo, eles tambe´m trabalham somente com distribuic¸a˜o dos dados e gravac¸a˜o
em me´todos seriais.
Os sistemas sime´tricos, tambe´m sa˜o considerados um tipo de SAD e
estes sa˜o baseados nos sistemas peer-to-peer. Neste tipo de sistema e´ usado
uma Distributed Hash Table para distribuic¸a˜o dos arquivos nos nodos partici-
pante e um mecanismo de busca e recuperac¸a˜o baseados em chaves. Ainda,
e´ possı´vel a concepc¸a˜o de uma arquitetura desta natureza, em cima de um
outro SAD, onde cada nodo local armazena dados (TANENBAUM; STEEN,
2002). Assim, este tipo de SAD e´ caracterizado por ter alto poder de vaza˜o
de dados.
Essa taxonomia objetiva normalizar os treˆs (3) tipos ba´sicos de SAD
e como sa˜o os seus comportamentos esperados para cada categoria definida.
Entretanto, as implementac¸o˜es modernas de SAD se baseiam, em parte, nos
modelos pre´-estabelecidos, mas va˜o ale´m em alguns aspectos. Alguns exem-
plos podem ser o Distributed Object Storage ou Large-Scale File Systems.
Estes tipos de abordagens diferenciam-se no modo em que os dados sa˜o tra-
tados e armazenados, pore´m a natureza do SAD cla´ssico permanece.
Neste trabalho, os SAD escolhidos para serem avaliados como plata-
forma de armazenamento e distribuic¸a˜o de dados para o modelo proposto fo-
ram o CEPH, FhGFS, PVFS e o Lustre. Os crite´rios que definiram a utilizac¸a˜o
desses, em lugar de outros, foram a maturidade desses sistemas, a quantidade
de documentac¸a˜o de suas API, por terem a API aberta, a possibilidade de
implementac¸a˜o de escrita e leitura paralela por meio do MPI-IO, a populari-
dade dos mesmos na comunidade cientı´fica, por serem softwares de uso livre
e, por fim, por serem para computac¸a˜o de alto desempenho.
Ale´m disto, posteriormente, foi inserido um contra-exemplo, o HDFS,
pois se trata de um popular exemplo de um SAD para infraestruturas de
Cloud Computing, pois a intenc¸a˜o tambe´m e´ avaliar o modelo em um sistema
com esta natureza, cruzando os resultados com outros sistemas. Na Tabela 3
pode-se visualizar os cinco (5) sistemas de arquivos distribuı´dos selecionados
para integrac¸a˜o e avaliac¸a˜o deste trabalho. Eles sera˜o avaliados para fins de
verificac¸a˜o de qual deles se adapta melhor ao modelo proposto, fornecendo
assim uma quantidade maior de opc¸o˜es e ainda, fornecendo resultados so´lidos
de que SAD usar para este cena´rio proposto.
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SAD Linguagem API I/O Paralelo License Sistema
Operacional




HDFS Java Java, C, HTTP MPI-IO Apache License 2.0 Cross-
plataform
Lustre C POSIX, liblus-
tre, FUSE
MPI-IO GPLv2 Linux
FhGFS C e C++ POSIX MPI-IO FhGFS EULA Linux
PVFS C C, libpvfs, PO-
SIX
MPI-IO LGPL Linux
Tabela 3: Comparac¸a˜o dos SAD Selecionados.
2.3.3 CEPH
O CEPH1 (WEIL et al., 2006a) e´ um sistema de arquivos que foi de-
senvolvido pela Universidade da Califo´rnica em 2006. A motivac¸a˜o para a
sua concepc¸a˜o foi ter um sistema de arquivos mais escala´vel, confia´vel e efi-
ciente. Um dos pontos importantes do CEPH, de acordo com Weil et al.
(2006), e´ que os sistemas de arquivos modernos que adotam armazenamento
de dados orientados a objetos, sofrem se´rios problemas com as limitac¸o˜es em
torno da escalabilidade do servic¸o (AZAGURY et al., 2003), principalmente
devido a distribuic¸a˜o dos servidores de metadados (Metadata Servers - MDS)
e de seus gerenciadores.
Figura 11: Arquitetura do CEPH (WEIL et al., 2006a).
Em relac¸a˜o a arquitetura do CEPH, que pode ser vista na Figura 11,
ela foi construı´da visando uma escalabilidade mais satisfato´ria de acesso aos
metadados. Assim, foi proposto a separac¸a˜o ma´xima dos MDS dos servido-
res de dados OSD (Object Storage Devices) , utilizando da substituic¸a˜o das
1http://www.ceph.com
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tabelas de alocac¸o˜es por uma func¸a˜o aleato´ria de distribuic¸a˜o de dados, que
foi desenhada para utilizac¸a˜o em clusters heterogeˆneos e dinaˆmicos (WEIL et
al., 2006a). Ale´m disto, sua arquitetura foi desenvolvida visando sistemas lar-
gamente distribuı´dos, onde as falhas e as inconsisteˆncias dos nodos do cluster
podem ser frequentes. Para contornar estes eventos, o CEPH desenvolveu treˆs
caracterı´sticas:
1. Desassociac¸a˜o de dados e metadados: tem a func¸a˜o de maximizar a
separac¸a˜o dos dados armazenados a partir dos metadados. As operac¸o˜es
de metadados sa˜o gerenciadas pelo servidor de metadados (MDS), as-
sim enquanto os clientes interagem diretamente com os servidores de
dados (OSD) desenvolvem as operac¸o˜es de E/S (Entrada e Saı´da) (WEIL
et al., 2006a). Desta forma, foi introduzido a func¸a˜o de distribuic¸a˜o
de dados chamada CRUSH (Controlled Replication Under Scalable
Hashing (WEIL et al., 2006b) que e´ responsa´vel em unir os dados que
esta˜o espalhados em determinados objetos e fazer a associac¸a˜o com o
dispositivo de armazenamento.
2. Gerenciador dinaˆmico de metadados distribuı´dos: o gerenciamento efe-
tivo dos metadados e´ um fator crı´tico para todo o desempenho do sis-
tema, por isto, o CEPH utiliza uma arquitetura diferenciada de cluster
baseada no Dynamic Subtree Partitioning que a responsabilidade do
gerenciamento do sistema de arquivos entre dezenas ou ate´ centenas de
servidores de metadados (MDS) (WEIL et al., 2006a). Este particio-
namento e´ realizado de forma hiera´rquica e tem a func¸a˜o de preservar
a localizac¸a˜o dos dados, facilitando o processo de atualizac¸a˜o e conse-
quentemente no desempenho do sistema.
3. Armazenamento de objetos distribuı´dos atoˆmicos e confia´veis: siste-
mas distribuı´dos de larga escala compostos por milhares de dispositi-
vos sa˜o inerentemente dinaˆmicos. Na maioria dos casos, eles sa˜o cons-
truı´dos incrementalmente, crescendo em termos de espac¸o de armaze-
namento, ao mesmo tempo que dispositivos sa˜o substituı´dos e desta
forma, um grande volume de dados sa˜o criados, movidos e deletados.
O CEPH deleta a responsabilidade da migrac¸a˜o de dados, replicac¸a˜o e
a detecc¸a˜o e recuperac¸a˜o de falhas do cluster ao OSD que armazena o
dado, enquanto em um nı´vel mais alto, o OSD prove um u´nico objeto
lo´gico para os clientes e servidores de metadados (MDS)(WEIL et al.,
2006a).
Um dos grandes atrativos para a adoc¸a˜o do CEPH esta´ no seu mapa
de hierarquia de objetos. No seu modo de operac¸a˜o, quando um cliente tem a
necessidade de realizar um acesso a um determinado arquivo, primeiramente
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ele deve fazer uma solicitac¸a˜o ao servidor de metadados. O MDS vai loca-
lizar a`s partes do arquivos nos OSD no mapa de hierarquia de objetos para
traduzir o nome do arquivo em um inode2, que retornara´ todas as informac¸o˜es
sobre a forma de distribuic¸a˜o do arquivo solicitado. Diferentemente de outros
sistemas de arquivos distribuı´dos, no CEPH na˜o ha´ a necessidade de fazer a
alocac¸a˜o dos metadados, pois os objetos no sistema de arquivos sa˜o cons-
truı´dos a partir de um nu´mero inode e apo´s isto sa˜o distribuı´dos com a func¸a˜o
CRUSH, simplificando o processo e aliviando a carga de trabalho para com
os metadados, permitindo assim o MDS gerenciar com grande eficieˆncia, um
grande conjuntos de objetos, teoricamente de qualquer tamanho.
2.3.4 PVFS
O Parallel Virtual File System, mais conhecido como PVFS3 (LIGON
W.B.; ROSS, 1996) e´ um sistema de arquivos paralelo que teve seu desen-
volvimento iniciado em 1993, atrave´s de um financiamento da NASA (Nati-
onal Aeronautics and Space Administration) que tinha o objetivo de estudar
padro˜es de E/S em aplicac¸o˜es paralelas. No inicio a motivac¸a˜o era desenvol-
ver um sistema de arquivos paralelos para o PVM (Parallel Virtual Machine)
e apo´s esta etapa, focou-se na integrac¸a˜o com o paradigma MPI.
O design do PVFS, em princı´pio era prover particionamento de dados
e arquivos em ambientes distribuı´dos, focando em alto desempenho, forne-
cendo uma interface mais pro´xima possı´vel dos padro˜es UNIX–Like. Isso
permitiria que as viso˜es fı´sicas e lo´gicas do arquivos fossem independentes,
facilitando assim o acesso aos dados. O desenvolvimento do PVFS teve como
foco principal o escalonamento da E/S dos discos, para quando va´rios clientes
acessam o mesmo arquivo, simultaneamente (LIGON W.B.; ROSS, 1996).
Em 1999, foi proposta uma reformulac¸a˜o no co´digo do PVFS, que cul-
minou primeiramente no PVFS2000 e logo apo´s foi renomeado para PVFS2.
Ele tinha como propo´sito realizar melhorias no PVFS, e tinha como foco abor-
dar os problemas de modularidade de co´digo, flexibilidade de configurac¸a˜o e
um melhoramento significativo na integrac¸a˜o com o MPI-IO (Message Pas-
sing Interface – Input/Output) (KUNKEL; LUDWIG, 2007). Na Figura 12 e´
possı´vel visualizar a arquitetura do PVFS2.
Um importante aspecto do PVFS2 e´ a flexibilidade quanto a imple-
mentac¸a˜o de diferentes configurac¸o˜es na sua arquitetura. E´ possı´vel realizar
2Inode pode ser definido como uma estrutura de dados de um sistema de arquivos UNIX-




Figura 12: Arquitetura do PVFS2 (KUNKEL; LUDWIG, 2007).
definic¸o˜es de quantos nodos o sistema tera´, ate´ definic¸o˜es de quantos blo-
cos o arquivo sera´ dividido. O nu´cleo de sua arquitetura e´ composto por
componentes cla´ssicos de um sistema de arquivos distribuı´do, sendo um ser-
vidor de metadados, um servidor de dados e um cliente. Em seu modo de
operac¸a˜o, o servidor de metadados e´ consultado e o mesmo retorna uma ta-
bela de localizac¸a˜o dos blocos, nos diferentes nodos, que esta˜o persistindo o
dado procurado. Apo´s isto o servidor de metadados acessa paralelamente os
nodos identificados na tabela para resgatar o arquivo solicitado.
2.3.5 Lustre
O Lustre File System4 e´ um sistema de arquivos distribuı´do e paralelo
que teve o inicio de seu desenvolvimento dado pelo pesquisador Peter Braam,
na Universidade de Carniege Mellon, em 1999. O seu primeiro release foi
apresentado em 2003, em sua versa˜o 1.0 foi lanc¸ada pela empresa “Clus-
ter File Systems”, de propriedade do pesquisador. O grau de sofisticac¸a˜o
e inovac¸a˜o que o Lustre trouxe em sua arquitetura (BRAAM et al., 2004),
despertou interesse da Sun MicroSystems, que adquiriu a empresa em 2007.
Entretanto, devido a compra da Sun MicroSystems pela Oracle, o desenvolvi-
mento do Lustre ficou parado por algum tempo e no final de 2010, os princi-
pais engenheiros e desenvolvedores do Lustre foram contratados pela Wham-
4http://www.lustre.org
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Cloud5, que atualmente tem um contrato com a Oracle para a continuac¸a˜o do
desenvolvimento do Lustre. Na Figura 13 e´ possı´vel visualizar a arquitetura
do Lustre File System em um cluster.
Figura 13: Arquitetura do Lustre (BRAAM et al., 2004).
Uma importante caracterı´stica do Lustre e´ o Management Server –
MGS, que tem a func¸a˜o de armazenar todas as informac¸o˜es sobre configu-
rac¸o˜es dos sistemas de arquivos da infraestrutura e ainda, proveˆ estas infor-
mac¸o˜es para ou outros componentes do Lustre. Sobre os componentes que
formam a arquitetura, podem-se citar o Metadata Server – MDS, o Metadata
Target – MDT, o Object Storage Servers – OSS, o Object Storage Target –
OST e os clientes de fato. Na Figura 14 pode-se visualizar a arquitetura de
componentes do Lustre e as relac¸o˜es entre estes componentes.
O MDS tem a func¸a˜o de armazenar os metadados em um ou mais
MDTs disponı´veis para os clientes do Lustre. Cada um destes MDS, tem o
papel de gerenciar os nomes e direto´rios no sistema de arquivos distribuı´dos,
e ainda, prover o gerenciamento da rede para um ou mais MDTs. Por outro
lado, o MDT e´ responsa´vel por armazenar metadados, como por exemplo no-
mes de arquivos, direto´rios, permisso˜es e layouts para um MDS. Cada um dos
sistemas tem pelo menos um MDT, entretanto, podem haver configurac¸o˜es
compartilhadas onde um MDT pode ser compartilhado entre va´rios MDS,
5www.whancloud.com
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Figura 14: Componentes do Lustre (WHANCLOUD, 2013).
pore´m so´ pode haver um acesso por vez ao MDS, gerando desta forma um
“gargalo” no sistema de arquivos (WHANCLOUD, 2013).
Em relac¸a˜o aos objetos de um sistema de arquivos Lustre, o OSS tem
o papel de prover o servic¸o de E/S e gerenciamento de rede para um ou mais
OSTs. Normalmente em um arquitetura Lustre, os servidores OSS podem
oferecer o servic¸o para ate´ oitro OSTs, com ate´ 16 terabytes cada. Em ar-
quiteturas tı´picas, a configurac¸a˜o de um MDT dedicado, dois ou mais OSTs
em cada nodo OSS e um cliente para cada. Ja´ o OST e´ onde os arquivos
dos usua´rios sa˜o armazenados em um ou mais objetos, sendo que cada um
destes objetos esta˜o em um OST separado no sistema de arquivos (WHAN-
CLOUD, 2013). Um importante aspecto e´ a flexibilidade pois a quantidade
de objetos por arquivo pode ser configurado, maximizando assim o desempe-
nho. Em relac¸a˜o aos clientes, estes tem a func¸a˜o natural em uma arquitetura
de sistema de arquivos distribuı´dos, ou seja, eles usam a infraestrutura.
2.3.6 FhGFS - The Fraunhofer Parallel Cluster File System
O The Fraunhofer Parallel Cluster File System, ou FraunhoferFS ou
ainda, como e´ mais conhecido o FhGFS6 e´ um sistema de arquivos paralelo,
que foi desenvolvido pelo Centro de Competeˆncias Fraunhofer para High Per-
formance Computing (FRAUNHOFERFS, 2013). A arquitetura de metada-
dos distribuı´dos que foi desenvolvida para suporta´-lo foi desenhada para pro-
porcionar uma alta escalabilidade e fa´cil flexibilidade (FRAUNHOFERFS,
2013). O FhGFS e´ distribuı´do livre de taxas, e ainda conta com um suporte




A documentac¸a˜o desenvolvida para o sistema e´ voltada praticamente
para cientistas, desta forma ficando limitada a projetos de pesquisa que sa˜o
voltados para este sistema. Em termos de configurac¸a˜o e implementac¸a˜o do
sistema, ela e´ de fato mais simples, se comparada aos sistemas de arquivos
distribuı´dos convencionais, que exigem um alto grau de conhecimento sobre
a arquitetura, diferente disto, o FhGFS abstraı´ isto para o usua´rio. Na Fi-
gura 15 e´ possı´vel visualizar a arquitetura do FhGFS, que se assemelha muito
com uma arquitetura cla´ssica de um sistema de arquivo distribuı´do e paralelo,
sendo composto por um servidor de metadados, um servidores de dados e um
ou mais clientes realizando acessos.
Figura 15: Arquitetura do FhGFS (FRAUNHOFERFS, 2013).
Na arquitetura citada, existem dois componentes que se destacam,
sendo o servidor para gerenciamento da infraestrutura e um servic¸o de admi-
nistrac¸a˜o e monitoramento, que proveˆ uma interface via Web para instalac¸a˜o,
configurac¸a˜o e monitoramento do sistema. O core do sistema foi desen-
volvido na linguagem de programac¸a˜o Java7, tornando o sistema multipla-
taforma. Como adic¸a˜o, o FhGFS na˜o tem seu co´digo fonte disponı´vel, so-
mente foi disponibilizado o cliente de acesso sob a licenc¸a GPL. O FhGFS
tem alguns interessantes componentes chave, entre eles pode-se citar (FRAU-
NHOFERFS, 2013):
1. Distribuic¸a˜o dos Conteu´dos dos Arquivos e dos Metadados: de acordo
com seus idealizadores, o conceito fundamental da arquitetura do FhGFS
e´ evitar fortemente “gargalos”. Desta forma, a divisa˜o dos arquivos e
metadados em mu´ltiplos servidores de armazenamento e´ somente um
dos conceitos, pois uma outra importante caracterı´stica e´ a distribuic¸a˜o
7http://www.java.com
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dos metadados no sistema de arquivos, em mu´ltiplos servidores de ar-
mazenamento. Desta maneira, os gargalos sa˜o evitados, pois havera´
mu´ltiplos pontos de acesso ao sistema, o que melhora significativo os
tempos de resposta quando ha´ casos de centenas ou milhares de arqui-
vos concorrendo ao mesmo metadado.
2. Tecnologias de High Performance Computing: devido a sua natureza, o
seu nu´cleo foi construı´do de um esquema escala´vel e multi-thread, com
suporte nativo a Infinibad8. Ale´m de possuir suporte nativo a Ethernet,
ou qualquer outro tipo de rede baseado em TCP (Transmission Control
Protocol) , ele pode funcionar simultaneamente com o Infiniband, ge-
renciando a troca de conexo˜es entre as tecnologias em caso de alguma
falha.
3. Clientes e Servidores em Qualquer Ma´quina: na˜o ha´ uma especificac¸a˜o
de distribuic¸a˜o de sistema operacional Linux, pois no caso, tando o cli-
ente, quando o servidor do FhGFS podem rodar ao mesmo tempo na
mesma ma´quina, desta forma, incrementando um maior desempenho
para pequenos clusters ou pequenas redes. Ainda, na˜o ha´ a necessi-
dade de uma partic¸a˜o dedicada no servidor, pois ele usa as partic¸o˜es
existem. Um ponto importante diz respeito com sua compatibilidade
com qualquer tipo de sistema de arquivos nativo para o sistema opera-
cional Linux.
2.3.7 HDFS - Hadoop File System
O Hadoop File System – HDFS (BORTHAKUR, 2007) e´ um sistema
de arquivos distribuı´do e faz parte do conjunto de aplicac¸o˜es do Hadoop 9,
servindo assim como backend para as informac¸o˜es. Ele foi organizado e con-
cebido pela Apache Foundation 10 que buscou desenvolver um sistema, que
fosse ao mesmo tempo escala´vel e confia´vel, e tinha como objetivo fim suprir
a necessidade de sistemas largamente distribuı´dos com grande vaza˜o, sempre
priorizando a baixa lateˆncia (SHVACHKO et al., 2010).
Em sua arquitetura, o HDFS armazena os dados e metadados em ser-
vidores distintos, assim como o PVFS, Lustre e FhGFS. O seu servidor dedi-
cado de metadados e´ chamado de NameNodes e os seus servidores de dados
sa˜o chamados de DataNodes. Um importante aspecto da arquitetura do HDFS
8InfiniBand e´ um tipo de barramento de comunicac¸a˜o ou dispositivo de comunicac¸a˜o que




e´ que diferentemente do Lustre e do PVFS, o HDFS na˜o usa um esquema de
protec¸a˜o de dados, como por exemplo RAID (Redundant Array of Indepen-
dent Disks) , para proporcionar durabilidade aos dados. Ao inve´s disto, ele
usa um esquema de replicac¸a˜o de dados para proporcionar a seguranc¸a ne-
cessa´ria para o sistema de arquivos (SHVACHKO et al., 2010). Na Figura 16
e´ possı´vel visualizar a arquitetura do HDFS.
Figura 16: Arquitetura do HDFS (BORTHAKUR, 2007)
Em seu modo de operac¸a˜o, o acesso aos dados no nodos foi construı´do
sob o paradigma write-once-read-many (BORTHAKUR, 2007), ou seja, so-
mente um cliente podera´ escrever um arquivo. Desta forma na˜o ha´ simulta-
neidade de escrita, o que proporciona um desempenho mais satisfato´rio, ja´
que os mecanismos de consisteˆncia de dados sa˜o simplificados. Entretanto,
quanto a leitura dos dados, eles podem ser lidos “N” vezes, concorrentemente,
ja´ que os dados sa˜o replicados pra outro nodos, evitando assim “gargalos”.
Um importante componente do HDFS e´ o mecanismo de MapRe-
duce (DEAN; GHEMAWAT, 2008). Este componente da arquitetura tem a
func¸a˜o de processar e gerar grandes volumes de dados, visando a reduc¸a˜o
dos espac¸os de busca e por fim, otimizando o desempenho do sistema. Ele
e´ dividido em dois passos, onde ha´ o “mapa”, onde o NameNode recebe
um arquivo, divide-o em pequenos pedac¸os e os envia para os DataNodes,
que repetem a mesma operac¸a˜o formando assim uma estrutura hiera´rquica de
mu´ltiplos nı´veis e um mapa a ela relacionada.
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2.4 FORMATOS DE DADOS
Um formato de dados pode ser definido como o formato de um ar-
quivo de dados e como ele esta codificado. Geralmente esta terminologia esta
associada a outros conceitos, como por exemplo: tipo de dado, formato de
arquivos, container de dados, formato de conteu´do, modelos de dados, entre
outros. O conceito fundamental aponta para “como” um dado sera´ explicitado
para as aplicac¸o˜es.
Estes dados, podem ser de muitas naturezas e a partir destas, empre-
sas e desenvolvedores em geral determinam os formatos de dados para tal
conteu´do. Por exemplo, um arquivo multimı´dia de vı´deo pode ser codificado
de va´rias formas, e cada uma destas formas, tem seu pro´prio modelo de da-
dos e um propo´sito especı´fico de existir. Neste contexto, pode-se desejar mais
resoluc¸a˜o para um determinado conteu´do de vı´deo, desde forma podendo-se
usar o formato MP4 ou MKV. Este e´ somente um exemplo de como dados
podem ser embutidos dentro de formatos.
Na literatura ha´ uma diversidade de formatos de dados, para os mais
variados fins, propo´sitos e aplicac¸o˜es. Ja´ foram produzidos uma quantidade
significativa de estudos acerca de formatos de dados, sendo focados no meio
cientı´fico ou comercial. Entretanto, no contexto comercial, as empresas de
software definem seus pro´prios formatos ou usam formatos ja´ estabelecidos.
Alguns exemplos destes formatos comerciais podem ser:
• Texto: DOC, DOCX, ODT, TEX, etc.
• Imagens: PNG, JPG, JPEG, EPS, etc.
• Vı´deo: AVI, MKV, MP4, WMV, etc.
• Som: WAV, MP3, WMA, FLAC, etc.
No contexto cientı´fico, ha´ tambe´m uma extensa variedade de forma-
tos ja´ foram criados. Exemplos destes podem ser visualizados no trabalho
(GRAY et al., 2005) e (GEORGIEVA; GANCHEVA; GORANOVA, 2009)
onde sa˜o vistas uma variedade de formatos cientı´ficos relevantes para a comu-
nidade cientı´fica. Estes formatos sa˜o XML (Extensible Markup Language),
XDF (Extensible Data Format), CGNS (General Notation System), XSIL
(Extensible Scientific Interchange Language), RDF (Resource Description
Framework), CDF (Commom Data Format), NetCDF (Network Common Data
Format) e o HDF (Hierarchical Data Format). De acordo com (GEORGI-
EVA; GANCHEVA; GORANOVA, 2009), estes formatos podem ser basea-
dos em XML (XML Schema, RDF, XSIL, CGNS e o XDF) ou podem ser
para fins cientı´ficos (CDF, HDF e o NetCDF).
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Cada um desses formatos tem suas pro´prias particularidades, modos
de operac¸a˜o diferentes, representac¸o˜es de dados distintas, modelos de dados
diversos, entre outras caracterı´sticas que os diferenciam e ate´ algumas delas
que se interpo˜em. Entretanto, como propo´sito fim, todos eles se convergem
em tarefas intensivas de armazenamento, representac¸a˜o e gerenciamento de
dados.
Para os formatos de dados que sa˜o baseados no XML, ha´ uma quan-
tidade de estudos relacionados a` persisteˆncia de dados me´dicos, de va´rias
naturezas. Exemplos destes estudos podem ser vistos em (HU; LEE, 2004),
(BLAZONA; KONCAR, 2007), (YOU; YAO, 2005), (LEE; HU, 2003), (LEIF;
LEIF, 2011), entre outros. Estes exemplos foram citados somente para ilus-
trarem a variedade e a maturidade dos estudos que foram e sa˜o realizados
baseados em tecnologias que tem o XML como base e imagens me´dicas DI-
COM como foco de estudos.
Quanto a` essas tecnologias, e´ consenso na comunidade acadeˆmica que
o XML pode na˜o ser ta˜o eficiente para gerenciar grandes volumes de da-
dos, porque a sobrecarga de processamento e armazenamento podem tornar-
se proibitivos. Uma soluc¸a˜o muito eficiente para contornar este problema
e´ implementar o XML para representar metadados, que tem natureza mais
complexa e deixar a tarefa de armazenamento para uma outra tecnologia que
use formato bina´rio e seja mais eficiente (GEORGIEVA; GANCHEVA; GO-
RANOVA, 2009). Ha´ outra quantidade significativa de estudos, como por
exemplo (TIAN et al., 2002), que tentam anular ou contornar esta ineficieˆncia
para determinados tipos de aplicac¸o˜es. Devido ao fato de uma abrangeˆncia
significativa de estudos acerca de tecnologias baseadas em XML no aˆmbito
da medicina, mas especificamente para imagens me´dicas e sistemas em geral,
avaliac¸o˜es destas tecnologias na˜o sa˜o o foco deste trabalho.
Para os formatos de dados cientı´ficos, em formato bina´rio (CDF, Net-
CDF e HDF), poucos estudos acadeˆmicos se´rios, com metodologias, avalia-
c¸o˜es de modelos e proto´tipos foram desenvolvidos, visando modelos de per-
sisteˆncia de dados de longo prazo para imagens me´dicas. Exemplos destes
podem ser vistos em (MACEDO et al., 2009), (MAGNUS et al., 2012), (SO-
ARES et al., 2012), (MACEDO et al., 2011) e (SOARES et al., 2013). Estes
trabalhos, em sua totalidade, tratam cena´rios de armazenamento distribuı´dos
de imagens DICOM, usando NetCDF ou o HDF5, foco principal desta tese.
Esses tipo de formato de dados funcionam com esquemas bem elabo-
rados de bibliotecas para suporte aos desenvolvedores, juntamente com um
formato de dados auto-descritivo (self-describing). Eles formam uma ca-
mada auxiliar aos middlewares e integrado a eles para formar uma camada
de abstrac¸a˜o que tem a func¸a˜o de proporcionar aos desenvolvedores nı´veis
mais elevados de abstrac¸a˜o no processo de desenvolvimento de software, pro-
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porcionando um melhor gerenciamento dos dados e do workflow como um
todo. Este tipo de esquema tambe´m e´ chamado de biblioteca de alto nı´vel ou
high-level libraries. Na Figura 17 e´ possı´vel visualizar a localizac¸a˜o destas
bibliotecas na arquitetura.
Figura 17: Representac¸a˜o de um SAD com Bibliotecas de Altos Nı´vel.
O Hierarchical Data Format e o Network Common Data Format sa˜o
comumente usados em mu´ltiplas comunidades cientı´ficas, incluindo astrono-
mia, fı´sica de fusa˜o e medicina (SHASHARINA et al., 2007). Em relac¸a˜o ao
Common Data Format, da NASA, na˜o foram encontradas refereˆncias de tra-
balhos cientı´ficos que se propusessem a persistir imagens me´dicas DICOM.
Este fato pode ser notado devido a natureza do NetCDF, que foi inspirado
no CDF e conta com um suporte mais elaborado para um grande nu´meros de
propo´sitos.
No caso do NetCDF, no trabalho de (MAGNUS et al., 2012), foi re-
alizada uma ana´lise do formato de dados, como camada distribuı´da de per-
sisteˆncia para imagens me´dicas DICOM. Ale´m disto, foi realizada uma mo-
delagem de dados e todo o processo de construc¸a˜o de uma arquitetura para
persistir os mesmos. Foram comparadas a abordagem proposta com uma
abordagem usando HDF5 e um SGBD convencional (PostgreSQL). Como re-
sultado, foi constatado que o NetCDF tem um tempo de lateˆncia maior, se
comparado com os outros dois sistemas. Desta forma, apo´s esta avaliac¸a˜o so-
bre este formato de dados especı´fico, nesta tese, na˜o sera˜o abordados aspectos
relacionados ao NetCDF.
No trabalho de (DOUGHERTY et al., 2009) intitulado Unifying Bio-
logical Image Formats with HDF5 e´ proposta uma discussa˜o sobre a adoc¸a˜o
do formato HDF5 como plataforma ba´sica para imagens biolo´gicas. Este
trabalho teo´rico foi desenvolvido por va´rios pesquisadores de centros de ex-
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celeˆncia, que concluı´ram que o assunto na˜o e´ se as cieˆncias biome´dicas va˜o
adotar o HDF5 como um framework para suporte a imagens, pois isto aos
poucos ja´ esta acontecendo, mas quanto tempo isso vai demorar e qua˜o difı´cil
sera´ integrar os muitos tipos de dados me´dicos sobre o formato HDF5.
Dentro desse contexto, nesta tese, o formato de dados HDF5 foi defi-
nido como formato padra˜o para este modelo de armazenamento hiera´rquico
proposto. Esta decisa˜o foi tomada devido a alguns fatores, entre eles podem-
se citar: a` representac¸a˜o hiera´rquica natural de um exame me´dico baseados
no padra˜o DICOM; devido a trabalhos cientı´ficos anteriores realizados que
atestam e/ou indicam que o HDF5 pode persistir imagens me´dicas DICOM
(MACEDO et al., 2009), (SOARES et al., 2012), (MACEDO et al., 2011) e
(SOARES et al., 2013). O HDF5 e´ uma tecnologia u´nica que torna possı´vel
o gerenciamento de grandes e complexas colec¸o˜es de dados (GEORGIEVA;
GANCHEVA; GORANOVA, 2009), que e´ exatamente o caso de bases de
dados de imagens me´dicas.
O HDF5 tambe´m e´ amplamente suportado por uma quantidade signi-
ficativa de plataformas, que va˜o desde pequenos computadores ate´ ma´quinas
para computac¸a˜o de alto desempenho. Ele pode ser acessı´vel via uma grande
quantidade de linguagens de programac¸a˜o, como por exemplo, Fortran, Java,
C e C++, sendo estas duas u´ltimas a linguagem de programac¸a˜o que o ser-
vidor de imagens DICOM do estudo de caso (CyclopsDCMServer) e´ escrito.
O HDF5 e´ altamente escala´vel, sem limitac¸a˜o alguma relacionada a este as-
pecto.
Esse formato ainda e´ regido por uma licenc¸a BSD (Berkley Software
Distribution), o que torna possı´vel, por exemplo, fechar o co´digo-fonte e co-
mercializar a aplicac¸a˜o desenvolvida. Por fim, o HDF5 tem um grande grupo
de pesquisadores e cientistas que fazem parte do HDF Group (HDFGROUP,
2013), o que o torna constantemente atualizado e melhorado. Outros for-
matos de dados, como por exemplo o CDF ou o NetCDF tambe´m satisfazem
estes crite´rios, entretanto, o HDF5 e´ o que apresenta o melhor equilı´brio entre
eles (JACKSON; SIMMONS; GRAEF, 2010). Ale´m disto, ha´ outras impor-
tantes caracterı´sticas do formato de dados HDF5, que sa˜o importantes para a
persisteˆncia de dados desta natureza. Entre estas podem ser citadas:
• Acesso Randoˆmico: aponta para a possibilidade de recuperac¸a˜o de da-
dos especı´ficos, dentro de um conjunto de dados complexo. Um exem-
plo deste acesso pode ser dado atrave´s da recuperac¸a˜o de somente a
imagem (pixel data) ou ainda seus metadados.
• Portabilidade e Multiplataforma: indica que os arquivos HDF5 po-
dem ser utilizados em uma grande quantidade de plataformas compu-
tacionais e arquiteturas diferentes, sendo que os dados podem ser por-
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tados entre estas mu´ltiplas plataformas, naturalmente, sem alterac¸o˜es.
• Armazenamento de Dados: aponta para a possibilidade de se armaze-
nar qualquer quantidade de dados, sem limitac¸a˜o alguma. Certamente,
as tarefas de gerencia destes dados devem ser otimizadas, mas na˜o ha´
limitac¸a˜o para tamanhos de conjuntos de dados que podem ser per-
sistidos. No caso de bases de dados de imagens me´dicas, este e´ um
importante requisito.
• Preservac¸a˜o de Dados: indica que o HDF5 foi concebido para per-
sisteˆncia de dados de longo prazo (long-term data preservation). Este
e´ um requisito prima´rio, visto que como ja´ mencionado, o histo´rico de
um paciente no Brasil deve ser armazenado por, no minimo, 20 anos.
2.4.1 Hierarchical Data Format - HDF5
O Hierarchical Data Format (HDF) foi criado pelo NCSA (Natio-
nal Center for Supercomputing Applications), na University of Illinois em
Urbana-Champaign, em conjunto com a NASA (National Aeronautics and
Space Administration) e atualmente ele e´ aplicado em diversas a´reas, como
por exemplo: simulac¸a˜o computacional em grids computacionais (SHASHA-
RINA et al., 2007), computac¸a˜o paralela (YU et al., 2006), gerenciamento de
dados geogra´ficos (LEE; SPENCE, 2002), dentre outros.
O HDF e´ composto por um modelo de dados, uma biblioteca e um
formato de dados para armazenamento e gerenciamento de dados. O HDF
suporta uma variedade ilimitada de tipos de dados e e´ projetado para proces-
sos de leitura e escrita flexı´vel e eficiente para grandes volumes de dados.
O HDF atualmente encontra-se na versa˜o de nu´mero 5, chamada de HDF5.
O HDF5 e´ porta´vel e extensı´vel, permitindo a`s aplicac¸o˜es se integrarem de
forma simples. A tecnologia HDF5 tambe´m inclui ferramentas e aplicac¸o˜es
para gerenciamento, manipulac¸a˜o, visa˜o e ana´lise de dados no formato HDF5
(FOLK et al., 2011).
O objetivo do HDF e´ prover armazenamento eficiente de grandes vo-
lumes de dados cientı´ficos expressos de maneira hiera´rquica para acesso por
longo perı´odo de tempo (FOLK; POURMAL, 2010). As operac¸o˜es de criac¸a˜o,
manipulac¸a˜o e modificac¸a˜o dos dados, sa˜o realizadas por meio de uma API
nativa em linguagem Fortran ou ”C”. Ha´ duas verso˜es, conceitualmente di-
ferentes, que recebem atualizac¸o˜es regularmente, o HDF4, para compatibili-
dade de sistemas legados, e o HDF5, atual versa˜o. O uso do HDF5 e´ encora-
jado para novos projetos uma vez que soluciona uma se´rie de limitac¸o˜es do
HDF4, principalmente o tamanho ma´ximo de 2GB de um arquivo no formato
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HDF4 e aperfeic¸oamento do co´digo para ser mais eficiente, dentre outras ca-
racterı´sticas (PRADO, 2012). Nas pro´ximas subsec¸o˜es as caracterı´sticas do
HDF5 sera˜o expostas, para um melhor entendimento deste formato de dados.
2.4.2 Estrutura do HDF5
A estrutura de um arquivo HDF5 possuı´ cinco (5) estruturas simples,
pore´m essenciais que formam o seu modelo de dados e a base de seu funci-
onamento interno via biblioteca. Estes cinco componentes sa˜o: HDF5 Data-
set (conjunto de dados), HDF5 Groups (grupos), HDF5 Datatypes (tipos de
dados, HDF5 Links (atalhos) e o HDF5 Attributes (atributos) (FOLK et al.,
2011). A seguir sera´ apresentado em detalhes cada um destes componentes
que formam a arquitetura do HDF5.
2.4.2.1 HDF5 Datasets
Os HDF5 Datasets podem ser entendido como uma matriz de varia´veis,
cujos elementos sa˜o dados logicamente representados como uma matriz mul-
tidimensional (FOLK et al., 2011). Ainda, ele tambe´m pode ser entendido
como um objeto composto de uma colec¸a˜o de elementos de dados. Ele e´ com-
posto por um cabec¸alho uma matriz de dados, que pode ser unidimensional ou
multidimensional, dependendo de como o conjunto de dados foi definido. O
cabec¸alho e´ composto por um nome (name), um tipo de dados (datatype), um
espac¸o de dados (dataspace) e um esquema (layout). Na Figura 18 e´ possı´vel
visualizar uma representac¸a˜o lo´gica de um dataset.
O componente “nome” (name) e´ usado para identificac¸a˜o de cada um
dos conjunto de dados. O componente “tipo de dados”(datatype) pode ser
do tipo atoˆmico ou composto, sendo que o primeiro pode ser representado
por caracteres ou nu´meros e o segundo tem a func¸a˜o de encapsula´-los. O
componente “espac¸o de dados” (dataspace) pode ser definido como um me-
tadado que tem a func¸a˜o de representar a dimensa˜o dos conjuntos de dados,
os quais podem suportar tamanhos infinitos, dependendo do esquema de ar-
mazenamento definido (FOLK et al., 2011). Por u´ltimo, o “esquema” (layout)
pode ser definido como a forma que os dados sera˜o armazenados dentro do
container de dados. Por padra˜o, este esquema usa contı´nuo, mas pode ser
alterado para armazenar por tamanho de blocos especı´ficos, que podem ser
pre´-definidos pelos desenvolvedores.
Um conjunto de dados HDF5 pode crescer com ou sem limites ma´ximos
de extensa˜o. Isto vai depender diretamente do esquema de armazenamento
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Figura 18: Representac¸a˜o de um HDF5 Dataset (HDFGROUP, 2013).
que foi pre´-definido. Assim, dependendo do esquema de armazenamento de-
finido, e´ possı´vel armazenar uma quantidade ilimitada de dados dentro de um
container HDF5 (FOLK et al., 2011). Atualmente, as seguintes opc¸o˜es de
esquema sa˜o suportadas:
• Contı´nuo (Contiguos): define que os elementos da matriz de dados
esta˜o representados com uma u´nica sequeˆncia em um conjunto de ma-
trizes HDF5.
• Fragmentada (Chunked): define que os elementos da matriz esta˜o
representados como sub-matrizes normais de tamanho fixo, ou ainda,
fragmentadas.
• Compacto (Compact): define que os pequenos conjuntos de dados
HDF5 (ate´ 64KBs) sa˜o representados de uma forma que todos os ele-
mentos da matriz podem ser lidos como parte de uma matriz de meta-
dados ou um cabec¸alho.
2.4.2.2 HDF5 Groups
Os grupos HDF5 podem ser entendidos como representac¸o˜es de asso-
ciac¸o˜es entre zero ou mais itens HDF5, como por exemplo em um conjunto
de dados HDF5 (FOLK et al., 2011). Estas representac¸o˜es na pra´tica sa˜o
formadas por containers que conte´m outros grupos ou ainda, outros conjuntos
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de dados. Uma analogia para esta representac¸a˜o pode ser dada atrave´s de um
sistema de arquivos cla´ssico do UNIX, onde pode-se encontrar os direto´rios.
Estes direto´rios podem estar vazios, ou ainda, podem conter mais direto´rios
ou arquivos, formando assim uma a´rvore de direto´rios e arquivos.
Figura 19: Representac¸a˜o de um HDF5 Group (HDFGROUP, 2013).
Na Figura 19 e´ possı´vel visualizar um grupo HDF5 (HDFGROUP,
2013). A diferenc¸a da analogia de sistemas de arquivos UNIX dos pro´prios
grupos HDF5, e´ que estes u´ltimos sa˜o interligados atrave´s de um grafo direci-
onado, permitindo assim, trac¸ar refereˆncias circulares entre objetos. Os gru-
pos HDF5 sa˜o de grande importaˆncia para arquitetura como um todo, visto
que eles teˆm func¸a˜o de auxiliar na organizac¸a˜o da estrutura em formato de
a´rvore e assim, hiera´rquica de um arquivo HDF5. Como informac¸a˜o com-
plementar, e para melhor expor os grupos HDF5, todo arquivo em formato
HDF5 tem um grupo inicial denominado, grupo raiz ou ainda, (root group)
(“/”).
2.4.2.3 HDF5 Datatypes
Um tipo de data (datatype) HDF5 implementa um mecanismo flexı´vel,
extensı´vel e porta´vel para armazenamento de elementos de dados, determi-
nando assim, a forma como os elementos sera˜o interpretados, e ainda, para
transfereˆncia de dados entre esquemas compatı´veis (HDFGROUP, 2013). Um
conjunto de dados tem um u´nico tipo de dados do qual aplica todo o elemento
de dados. No momento da criac¸a˜o de um conjunto de dados, tambe´m ocorre
a definic¸a˜o do tipo de dados a ser armazenado e apo´s o processo de criac¸a˜o,
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o tipo de dados na˜o pode ser modificado. Assim, o tipo de dados (datatype)
de um conjunto de dados (dataset) e´ imuta´vel (HDFGROUP, 2013).
O HDF5 proveˆ um sistema de tipos de dados de ilimitada flexibilidade.
Uma matriz HDF5 tem dois pontos-chave: um espac¸o de dados (dataspace)
que descreve a forma da matriz e um tipo de dados (datatype) que descreve o
tipo do elemento de dados. Dezenas de familias ou classes de tipos de dados
HDF5 atualmente sa˜o suportados, sendo eles: inteiro, ponto flutuante, string,
bitfield, opaque, compound, reference, enum, variable-lenght e array (FOLK
et al., 2011) (HDFGROUP, 2013).
2.4.2.4 HDF5 Links
Atualmente o HDF5 suporta somente links (atalhos) unidirecionais e
links com u´nica fonte e destino (single source/single destination). Ale´m disto,
a fonte deve ser um grupo HDF5. Na Tabela 4 e´ fornecida uma visa˜o geral
dos tipos de links proporcionados pelo HDF5. O link “soft” e “external”
sa˜o chamados de links simbo´licos devido ao fato de que eles referenciam os
seus destinos via um caminho (path) ou pela combinac¸a˜o de nome e caminho
HDF5. Diferentemente, os “hard” links na˜o modificam o estado de seus des-
tinos (FOLK et al., 2011). Ainda ha´ o links que sa˜o definidos pelo usua´rio
(user-defined) que sa˜o utilizados comumente para dar mais flexibilidade na
construc¸a˜o da a´rvore HDF5.
Tipo de Link HDF5 Destino
Hard Link Enderec¸o / Identificador
Soft Link Caminho HDF5
External Link Arquivo / Caminho HDF5
User-Defined Link User-Defined
Tabela 4: Tipos de Links - HDF5.
2.4.2.5 HDF5 Attributes
O modelo de dados do HDF5 define um mecanismo chamado HDF5
Attributes (atributos HDF5) que podem ser utilizados para descrever obje-
tos HDF5, sendo eles os conjuntos de dados (datasets), grupos (groups) e
tipos de dados (datatypes) (FOLK et al., 2011). Estes atributos tem como
caracterı´stica o fato de serem ana´logos aos tipos primitivos de linguagens de
programac¸a˜o. Por questo˜es de implementac¸a˜o e lo´gica, o nome de um atri-
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buto HDF5 deve ser u´nico no escopo de um arquivo HDF5. Um atributo
HDF5 na˜o suporta tipos de armazenamento com compressa˜o ou fragmen-
tados e ainda, na˜o ha´ acesso a atributos de forma parcial e na˜o podem ser
compartilhados entre diferentes estruturas HDF5.
2.4.3 Arquitetura do HDF5
Na Figura 20 e´ possı´vel visualizar um esquema da arquitetura de soft-
ware que o HDF5 implementa. Tipicamente, as aplicac¸o˜es, ferramentas e
APIs de alto nı´vel acessam arquivos HDF5 por meio da API da biblioteca
do HDF5 (FOLK et al., 2011). Uma analogia para este tipo de abordagem,
para os usua´rios de sistemas gerenciadores de bancos de dados relacionais, e´
que estas camadas seriam como interfaces do estilo ODBC (Open Database
Connectivity) .
Figura 20: Arquitetura do HDF5 (FOLK et al., 2011).
Como definido nas sec¸o˜es sobre os componentes do HDF5, na criac¸a˜o
de um conjunto de dados, os seguintes paraˆmetros devem ser definidos: tipo
de elemento de dados e um tipo de dados especı´fico do HDF4, a forma da
matriz multidimensional, inclusive com seu tamanho ma´ximo e um espac¸o
de dados do HDF5. Ainda, deve ser definido um esquema de armazenamento
de dados, que pode ser do tipo contı´nuo, fragmentado ou compacto, que vai
depender diretamente do tipo de dados que esta sendo armazenado. E por
fim, devem ser definidos os filtros e o esquema externo de acesso ao conteu´do
(HDFGROUP, 2013).
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Sobre a Figura 20, e´ possı´vel visualizar treˆs camadas horizontais, que
compo˜em toda a arquitetura do HDF5. As camadas sa˜o: ferramentas (tools),
biblioteca HDF5 (HDF5 Library) e a camada de armazenamento (storage).
Cada uma desta camadas, tem func¸o˜es bem definidas dentro da arquitetura,
auxiliando em todo o processo de modelagem, construc¸a˜o dos arquivos, ar-
mazenamento e recuperac¸a˜o de dados.
A primeira camada, a de ferramentas, e´ responsa´vel pela integrac¸a˜o
com as camadas superiores de uma arquitetura de software ou ate´ aplicac¸o˜es
que esta˜o nela contidas. Nesta camada, ainda podem estar contidas as apli-
cac¸o˜es e as interfaces para domı´nios mais especı´ficos que podem ser desen-
volvidas e acopladas livremente. Como exemplo, podemos citar a aplicac¸a˜o
HDFView (HDFGROUP, 2013) que auxilia no processo de visualizac¸a˜o de
arquivos HDF5. Outro exemplo que pode ser citado e´ a interface com a
aplicac¸a˜o MATLAB, para armazenamento de dados de simulac¸o˜es, em sua
maioria nume´ricas, que podem gerar terabytes de dados.
A segunda camada, a da biblioteca HDF5, e´ composta por treˆs (3) sub-
camadas, sendo elas a camada de interface com linguagens de programac¸a˜o
(C++, Phyton, Fortran, etc), as bibliotecas internas e a camada virtual de ar-
quivos. Na primeira delas, a de interface com as linguagens de programac¸a˜o
suportadas, elas sa˜o responsa´veis pela integrac¸a˜o da biblioteca com aplicac¸o˜es
que sera˜o acopladas na arquitetura. Nela esta´ contida uma API completa para
interac¸a˜o com o restante da arquitetura. A segunda camada, biblioteca in-
terna, esta o nu´cleo (core) da arquitetura do HDF5. Na terceira camada, esta˜o
as camadas virtuais de arquivos. Esta camada e´ responsa´vel em prover as
interfaces necessa´rias de escrita e leitura para a biblioteca do HDF5 e para
as camadas inferiores da arquitetura. Por exemplo, a uma interface virtual de
arquivos para o MPI-IO, sendo nesta interface podem ser acopladas sistemas
de armazenamento que suportem procedimentos de escrita e de leitura em
paralelo.
Por fim, a terceira camada, a de armazenamento, podem estar de fato
os arquivos no formato HDF5. Esta suposic¸a˜o e´ levantada, pois do ponto de
vista arquitetural, ainda podem haver algumas camadas abaixo desta, entre-
tanto estas, esta˜o fora do escopo do formato de dados HDF5. Como primeiro
exemplo, no processo de criac¸a˜o de um arquivo HDF5, se este for ser arma-
zenado localmente, em um sistema de arquivos convencional em um sistema
operacional que suporte POSIX-IO, tipo um EXT4 do Linux, este processo
e´ finalizado neste momento. Como segundo exemplo, ainda ha´ outras cama-
das virtuais de arquivos que podem ser utilizadas para direcionar o armaze-
namento dos arquivos, como por exemplo o MPI-IO ou outra qualquer que
venha a ser desenvolvida e acoplada a arquitetura.
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2.4.4 Desempenho
Em relac¸a˜o ao desempenho do HDF5, ele tem como caracterı´stica
prima´ria ser um formato de dados de alto desempenho, devido ao seu projeto
(design) interno, seu modelo de dados e de acesso e ao seu modo de operac¸a˜o.
Sua biblioteca permite ainda, que desenvolvedores utilizem te´cnicas de para-
lelizac¸a˜o de processamento (CPU) e sistemas de arquivos para atingir um
melhor desempenho de leitura e escrita. Sobre esta paralelizac¸a˜o, a nı´vel de
armazenamento, aplicac¸o˜es paralelas baseadas em MPI podem acessar arqui-
vos HDF5 de forma paralela, permitindo assim acesso ra´pido para grandes
conjuntos de dados HDF5 (FOLK et al., 2011). Ainda, podem ser acoplados
sistemas de arquivos distribuı´dos que funcionam de forma paralela, como por
exemplo Lustre, PVFS, FhGFS, etc.
De acordo com (FOLK et al., 2011) alguns desenvolvedores tem tido
sucesso implementando esquemas de indexac¸a˜o de conjuntos de dados HDF5.
Ainda, de acordo com (PRADO, 2012), internamente o formato de dados
HDF5 utiliza uma implementac¸a˜o de a´rvore B para acelerar a recuperac¸a˜o
dos dados, mas apesar disso na˜o ha´ meio de acesso externo para essa facili-
dade, sendo considerada uma desvantagem para os usua´rios que necessitam
de algum meio de manipulac¸a˜o similar aos SGBDR. Como consequeˆncia e´
encontrada pesquisas para superar o problema de consultas e gerenciamento
dos dados armazenado em formato HDF5 em (NAM; SUSSMAN, 2003),
(GOSINK et al., 2006), (ALTED; VILATA, 2007).
E´ importante salientar que isto na˜o e´ uma falta de interesse da co-
munidade que utiliza o HDF5 e do HDF Group, mas sim, um problema de
domı´nios de aplicac¸a˜o ta˜o diversos, que a tarefa de desenvolver um me-
canismo de indexac¸a˜o para propo´sito geral se torna praticamente invia´vel.
De acordo com (FOLK et al., 2011), na˜o ha´ uma soluc¸a˜o definitiva para
indexac¸a˜o de conjuntos de dados HDF5 que sejam efetivos, tanto para esque-
mas multidimensionais ou unidimensionais, para todos os tipos de queries.
Do ponto de vista dos usua´rios e desenvolvedores, o ideal seria um
esquema de indexac¸a˜o de propo´sito geral, pore´m para o HDF Group (HDF-
GROUP, 2013) e´ um desafio atingir um denominador comum, devido como ja´
citado, a natureza dinaˆmica dos mu´ltiplos domı´nios de aplicac¸a˜o que usam o
formato de dados HDF5. Desta forma, fica a cargo de cada um dos usua´rios,
desenvolverem seus pro´prios mecanismos de indexac¸a˜o de dados, que aten-
dem a um domı´nio especı´fico e disponibiliza´-los para a comunidade como
um todo. Nesta tese, sera´ proposto um modelo de indexac¸a˜o de dados para
imagens me´dicas DICOM.
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2.4.5 Seguranc¸a e Consisteˆncia
A biblioteca HDF5 usa um u´nico sema´foro para proteger a`s estrutu-
ras internas dos dados que podem ser modificadas por mu´ltiplas threads em
execuc¸a˜o. Entretanto, isto proporciona a arquitetura somente uma seguranc¸a
para as threads, chamado thread-safety, na˜o suportando acessos concorren-
tes a arquivos HDF5 (FOLK et al., 2011). Ja´ existem trabalhos sendo de-
senvolvidos, que visam permitir acesso concorrente para estruturas de dados
individuais dentro dos conjuntos de dados armazenados.
Em relac¸a˜o a` seguranc¸a lo´gica dos dados, o HDF5 na˜o tem como
func¸a˜o primordial proporcionar camadas de controle de acesso aos arquivos.
Fica a cargo de cada um dos sistemas operacionais instalados nos servidores
de armazenamento de dados, no caso de um cena´rio distribuı´do ou ma´quinas
isoladas, a responsabilidade de preservar o acesso, a modificac¸a˜o e a remoc¸a˜o
de todo ou de parte dos conjuntos de dados persistidos.
Sobre as propriedades similares as ACID (Atomicity, Consistency, Iso-
lation, Durability), comumente encontradas nos bancos de dados relacionais,
como ja´ mencionado, o HDF5 na˜o possuı´ um modelo de transac¸a˜o para mo-
dificac¸o˜es de dados que garanta atomicidade das operac¸o˜es. O acesso por
mu´ltiplas threads de um processo na˜o pode modificar os dados com garantia
de consisteˆncia, inclusive acesso a grupos e conjuntos de dados diferentes,
uma vez que ha´ estruturas globais que sa˜o alteradas durante o processo de
atualizac¸a˜o da informac¸a˜o (PRADO, 2012).
Este conceito na computac¸a˜o e´ conhecido como thread-safety, e nestes
casos cabe ao utilizador da biblioteca HDF5 criar mecanismos para garantir
tal propriedade, se assim necessitar. Ainda assim e´ possı´vel habilitar uma
primitiva de sincronizac¸a˜o, que usa a abstrac¸a˜o de sema´foros na interface
de programac¸a˜o, para permitir que mu´ltiplos processos possam fazer leituras
enquanto um u´nico processo estiver modificando o arquivo em HDF5, pore´m
tal funcionalidade deve ser selecionada durante o processo de construc¸a˜o da
biblioteca HDF5 (PRADO, 2012).
2.5 INDEXAC¸A˜O
Os ı´ndices podem ser definidos como estruturas de acesso adicionais
que sa˜o utilizadas para aumentar a velocidade da recuperac¸a˜o de registros
na resposta de certas condic¸o˜es de busca. Os ı´ndices fornecem um acesso
eficiente aos registros a partir de campos de indexac¸a˜o que sa˜o utilizados para
construir o ı´ndice. Ha´ uma quantidade significativa de ı´ndices, em que cada
um deles usa uma estrutura de dados especı´fica para aumentar a velocidade
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da busca (ELMASRI; NAVATHE, 2009).
Os tipos de ı´ndice mais utilizados sa˜o baseados em arquivos ordenados
(ı´ndices de nı´vel u´nico) e estruturas de dados de a´rvores (ı´ndices multinı´veis
e a´rvores-B). Pore´m, eles podem ser construı´dos em hashing ou em outras es-
truturas de busca de dados (ELMASRI; NAVATHE, 2009). Como ilustrac¸a˜o,
alguns exemplos de tipos de indexac¸a˜o podem ser bitmap index, dense index,
sparse index, reverse index e inverted index.
Esses mecanismos, em sua totalidade, tambe´m auxiliam o processo
de construc¸a˜o de consultas (queries) para recuperac¸a˜o de determinada parte
de informac¸a˜o. Como ja´ mencionado, o HDF5 na˜o proveˆ mecanismos para
elaborac¸a˜o de queries de alto nı´vel do tipo SQL, para que os programadores
integrem suas aplicac¸o˜es com o backend. Neste tese, para construir estes me-
canismos de consultas sobre os dados armazenados nos arquivos HDF5, foi
definido o uso de ı´ndices invertidos (inverted index) para indexac¸a˜o dos ter-
mos de busca, isto e´, os metadados das imagens DICOM. Essa estrate´gia foi
definida por permitir a indexac¸a˜o homogeˆnea, extensı´vel e flexı´vel de todos
os tipos de metadados que esta˜o associados a imagens DICOM em qualquer
nı´vel da hierarquia estruturada nos arquivos HDF5.
Na literatura pode-se encontrar uma grande quantidade de ferramen-
tas, que proporcionam mecanismos de busca e indexac¸a˜o de co´digo aberto,
como por exemplo Apache Lucene, Sphinx, Glimpse e o Xapian, entre outros.
Cada um destes tem caracterı´sticas pro´prias e modelos de operac¸a˜o distintos,
pore´m tem como propo´sito facilitar tarefas intensivas de busca e recuperac¸a˜o
de dados. O Apache Lucene, e´ um software da Apache Foundation escrito na
linguagem de programac¸a˜o Java e conta com uma variac¸a˜o chamada, CLu-
cene, que foi portada para linguagem C++. O principal, ou ainda, mais conhe-
cido utilizador deste mecanismo de indexac¸a˜o e´ a enciclope´dia colaborativa
Wikipe´dia.
O CLucene pode ser definido como uma API de busca e de indexac¸a˜o
de alto desempenho, escala´vel, flexı´vel, multiplataforma, de co´digo aberto e
repleta de caracterı´sticas importantes para desenvolvedores. Ele clama por
ser mais ra´pido que o Apache Lucene, visto que foi desenvolvido em C++. E´
uma API muito madura, com ampla documentac¸a˜o, com escalabilidade acima
da me´dia que resulta em melhores nı´veis de desempenho (CLUCENE, 2013).
Pelas razo˜es expostas, o CLucene se apresenta como a escolha neste
trabalho para a estrate´gia de utilizar ı´ndices invertidos. Ainda, o CLucene se
apresenta como uma escolha conveniente para indexac¸a˜o de conjuntos de da-
dos HDF5, devido a suas semelhanc¸as de arquitetura, como podem ser vistas
abaixo:
• Linguagem de programac¸a˜o: como mencionado, ele e´ escrito em C++
o que torna compatı´vel com o HDF5.
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• Escala´vel: com as caracterı´sticas de escalabilidade ilimitada do HDF5
na˜o faria sentido escolher uma soluc¸a˜o que na˜o atendesse a este requi-
sito.
• Multiplataforma: assim como o HDF5, o CLucene e´ multiplataforma.
Neste requisito, na˜o faria sentido escolher um sistema de buscas que
na˜o trabalhasse em diferentes arquiteturas.
• Flexibilidade: ele conte´m caracterı´sticas de flexibilidade interessantes
que remetem diretamente a liberdade que o HDF5 proporciona para
construir estruturas de persisteˆncia de dados.
Por fim, os requisitos acima levantados podem ser aplicados ao Apa-
che Lucene, escrito em Java, pois atendem a maioria dos pontos discutidos.
Entretanto, como um dos focos deste trabalho e´ o desempenho, pode-se en-
contrar algumas avaliac¸o˜es de desempenho, como por exemplo em (BROAD-
BENT; SAUNDERS; EKSTROM, 2006), em que o CLucene foi mais ra´pido
do que o Apache Lucene e o Glimpse. Uma abstrac¸a˜o de onde esta camada
de indexac¸a˜o, e´ localizada na arquitetura, pode ser vista na Figura 21.
Figura 21: Abstrac¸a˜o da Arquitetura com a Camada de Indexac¸a˜o.
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2.6 CONSIDERAC¸O˜ES FINAIS DO CAPI´TULO
Neste capı´tulo foram vistos assuntos relacionados a fundamentac¸a˜o
teo´rica desta tese, onde foram realizados estudos para embasar o modelo que
esta sendo proposto. Inicialmente foi dissertado sobre conceitos teo´ricos so-
bre Telemedicina e caracterı´sticas te´cnicas do Sistema Integrado de Teleme-
dicina e Telessau´de (STT). Em seguida foi abordado o padra˜o DICOM, abor-
dando de suas peculiaridades e quesitos te´cnicos.
Apo´s isso, foi dissertado sobre os Sistemas de Arquivos Distribuı´dos
(SAD), falando de suas caraterı´sticas e seus componentes. Na sequeˆncia,
foi falado sobre esquemas de paralelizac¸a˜o de escritas e leituras em SAD,
usando MPI-IO. Ainda, foi realizada uma ana´lise dos SAD do mercado e na
sequeˆncia foram detalhados os sistemas CEPH, PVFS, Lustre, FhGFS e o
HDFS, que servira˜o de backend para o modelo.
Na sequeˆncia, foi dissertado sobre os Formatos de Dados, definindo o
que eles sa˜o e pra que sa˜o utilizados. Foram abordados formatos de dados da
famı´lia XML e formatos bina´rios, como o CDF, NetCDF e o HDF5. Apo´s
isto, foi dissertado sobre os componentes do formato de dados HDF5 e sua
arquitetura. Ainda, foram abordados aspectos de seguranc¸a e consisteˆncia de
dados no HDF5. Por fim, foi falado sobre mecanismos de indexac¸a˜o de dados
e a ferramenta que fara´ este papel no modelo, no caso o CLucene.
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3 ESTADO DA ARTE
Para verificar o ineditismo, ou ainda, a originalidade do modelo pro-
posto, neste capı´tulo sera´ discutido o estado da arte do tema desta tese, bus-
cando averiguar a existeˆncia de trabalhos relacionados ou similares. Para
realizac¸a˜o deste levantamento, foi utilizado o me´todo Revisa˜o Sistema´tica da
Literatura, proposto e disseminado por Kitchenham (KITCHENHAM, 2004).
Assim, sera˜o discutidos os to´picos de relacionados a contextualizac¸a˜o da pes-
quisa, questo˜es de pesquisa, definic¸o˜es de bases de dados a serem pesquisa-
das, termos de pesquisa, procedimentos e crite´rios de selec¸a˜o dos estudos,
procedimentos de avaliac¸a˜o e qualidade dos estudos, estrate´gias de extrac¸a˜o e
sintetizac¸a˜o dos dados e identificac¸a˜o de estudos relevantes. Ainda, sera˜o
tratados os trabalhos relacionados ao tema e os trabalhos realizados para
construc¸a˜o deste modelo. Por fim, sera˜o apresentadas as considerac¸o˜es finais
do capı´tulo.
3.1 REVISA˜O SISTEMA´TICA DA LITERATURA
O revisa˜o de literatura e´ uma tarefa fundamental para a ana´lise de
a´reas de conhecimento. Ela visa, primariamente, proporcionar me´todos para
identificac¸a˜o dos principais autores, obras e metodologias ja´ desenvolvidas
sobre determinado assunto. Com isto, e´ possı´vel identificar gaps nas pesqui-
sas ja´ realizadas, dando uma visa˜o geral sobre a a´rea pesquisada. Em Kit-
chenham (2009) (KITCHENHAM et al., 2009) e´ realizada uma Revisa˜o Sis-
tema´tica da Literatura (RSL), do ingleˆs Systematic Literature Review (SLR)
, acerca do tema engenharia de software, onde e´ proposto uma RSL sobre o
pro´prio tema. Esta revisa˜o foi elaborada seguindo a metodologia proposta,
pela mesma autora em (KITCHENHAM, 2004). Desta forma, na RSL aqui
redigida, sera´ usada este me´todo, que e´ internacionalmente aceito.
3.1.1 Contextualizac¸a˜o da Pesquisa
A falta de padronizac¸a˜o para o armazenamento de dados e informac¸o˜es,
em sistemas me´dicos baseados em imagens (PACS, RIS e Telemedicina) mo-
tivou o desenvolvimento de va´rios tipos de abordagens para a soluc¸a˜o do
armazenamento de longo prazo para estes tipos de sistema. Estes tipos de
soluc¸o˜es va˜o deste a utilizac¸a˜o de bancos de dados baseados no paradigma
relacional, passando por armazenamento natural em sistemas de arquivos e
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indo ate´ o armazenamento baseado no paradigma NoSQL em nuvens compu-
tacionais. Desta forma, o desenvolvimento deste levantamento bibliogra´fico
e´ motivado pela tentativa de se desvendar quais estrate´gias teˆm sido desen-
volvidas, que estejam alinhadas com o tema desta tese.
3.1.2 Questo˜es Especificas da Pesquisa
Esta pesquisa visa responder a seguinte pergunta:
• Quais estrate´gias teˆm sido desenvolvidas para a aplicac¸a˜o de uma ca-
mada de persisteˆncia hiera´rquica e distribuı´da para sistemas me´dicos
baseados em imagens?
3.1.3 Definic¸o˜es de Bases de Dados e Termos de Pesquisa
Esta pesquisa por trabalhos relacionados foi realizada a partir da rede
da Universidade Federal de Santa Catarina – UFSC, pois nesta rede ha´ a pos-
sibilidade de acesso irrestrito as principais bases via Internet. A metodologia
seguiu o padra˜o de acesso as principais bases de dados de documentos ci-
entı´ficos da a´rea. A saber, as bases de dados consultadas foram:





As pesquisas realizadas foram limitadas aos trabalhos publicados no
perı´odo de Janeiro de 1993 ate´ Dezembro de 2013. Este definic¸a˜o foi trac¸ada
devido a data de lanc¸amento do padra˜o DICOM. As buscas foram realizadas
atrave´s da utilizac¸a˜o de palavras-chave nos mecanismos de busca das bases de
dados consultadas, sempre adequando as strings solicitadas aos mecanismos
de cada base. As palavras-chave foram divididas em treˆs classes, relaciona-
das ao objeto, as operac¸o˜es realizadas, as bases tecnolo´gicas, visando assim
fornecer uma maior acuracidade ao levantamento.
O objeto relacionado a esta tese e´ o DICOM, que necessita de operac¸o˜es
de ‘indexing”, “storage”, “store”, “index”, “query”, “retrival”, em bases tec-
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nolo´gicas de armazenamento hiera´rquico “HDF” e “Hierarchical Data For-
mat”. Como informac¸a˜o adicional, os contextos (PACS, HIS, RIS e Teleme-
dicina) foram retirados das buscas, pois independente do contexto e da forma
com que ele se aplica, o objeto de pesquisa ainda permanece o mesmo. As-
sim, de acordo com a RSL, a primeira fase da pesquisa foi limitada somente
ao tı´tulo, abstract e as palavras-chave dos artigos. Por u´ltimo, para um pri-
meiro refinamento, foi excluı´da a palavra chave ”web”, pois estava causando
poluic¸a˜o aos resultados, resgatando trabalhos de outros escopos.
3.1.4 Procedimentos e Crite´rios de Selec¸a˜o dos Estudos
Os artigos selecionados para ana´lise, foram publicados na lı´ngua in-
glesa, durante o perı´odo de 1993 ate´ 2013, devido as razo˜es acima levanta-
das. Somente foram analisados artigos publicados em confereˆncias ou em
journals, devido a relevaˆncia dos mesmo para a cieˆncia, e ainda por este es-
tabelecerem processos de revisa˜o por pares. Dessa forma, foram excluı´dos
artigos te´cnicos da Web, visto que eles na˜o passaram pelo crivo da comuni-
dade cientı´fica.
Ale´m disto, foram tratados como relevantes, trabalhos que buscassem
responder a questa˜o de pesquisa levantada, acerca da utilizac¸a˜o de formatos
de dados hiera´rquicos para armazenamento e recuperac¸a˜o de imagens DI-
COM, bem como os metadados a elas relacionados. Como crite´rio de selec¸a˜o
dos artigos, foi realizado um filtro inicial, realizado atrave´s da leitura do tı´tulo
do trabalho, o resumo e as palavras-chave.
3.1.5 Procedimentos para Avaliac¸a˜o da Qualidade dos Estudos
Em relac¸a˜o a avaliac¸a˜o da qualidades dos estudos, foram levantados
crite´rios para a selec¸a˜o dos mesmos. Tais crite´rios foram gerados levando em
considerac¸a˜o a natureza da proposta, bem como seus componentes, sua meto-
dologia, sua arquitetura e suas tecnologias relacionadas. Estes foram criados
para fins de se obter um melhor alinhamento com a proposta de modelo aqui
apresentada.
1. O estudo deve apresentar experimentos realizados e com metodologia
concreta e passı´vel de ser reproduzida;
2. O estudo deve estar alinhado com o tema de armazenamento de ima-
gens DICOM;
3. O estudo na˜o pode ser relacionado ao armazenamento de imagens DI-
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COM em SGBD’s;
4. O estudo deve ser aplicado ao contexto da Telemedicina, RIS, HIS ou
PACS;
5. O estudo na˜o deve ser relacionado a` itens que estejam fora do escopo
do trabalho.
3.1.6 Estrate´gia para Extrac¸a˜o e Sintetizac¸a˜o dos Dados
Para estrate´gia de extrac¸a˜o e sintetizac¸a˜o dos dados dos artigos recu-
perados, os mesmo sera˜o expostos citando seus autores, ano de publicac¸a˜o,
titulo do artigo, domı´nio de aplicac¸a˜o, modelo de armazenamento utilizado,
modelo de gerenciamento proposto, experimentos realizados, discussa˜o sobre
os resultados e ainda, relacionando o trabalho com o tema desta proposta de
pesquisa. Desta forma, facilitando assim a ana´lise e a apreciac¸a˜o das aborda-
gens encontradas.
3.1.7 Identificac¸a˜o dos Estudos Relevantes
Como resultado da identificac¸a˜o dos estudos relevantes nas bases de
conhecimento, na Tabela 5 pode ser visualizada a relac¸a˜o dos reposito´rios
consultados, os termos pesquisados e a quantidade de resultados separados
por base.
3.1.8 Estudos Relevantes Sintetizados
Apo´s a fase de identificac¸a˜o dos estudos relevantes para esta revisa˜o
sistema´tica, foram identificados um total de 545 trabalhos nos reposito´rios
internacionais de artigos, que tinham algum nı´vel de relac¸a˜o com o mo-
delo apresentado nesta tese. Apo´s uma primeira leitura do tı´tulo, abstract
e palavras-chave, foram aplicados os crite´rios de exclusa˜o expostos, onde os
artigos tinham que estar alinhados com o tema desta tese, apresentando expe-
rimentos, com metodologia concreta e passı´vel de ser reproduzida, relaciona-
dos com armazenamento hiera´rquico de imagens me´dicas DICOM, que na˜o
estivessem relacionadas com o uso de sistema gerenciadores de bancos de da-
dos relacionais e dentro de um contexto de PACS, RIS, HIS ou Telemedicina.
Apo´s esta primeira leitura, foram selecionados um total de 32 artigos.
Depois desta primeira fase, os 32 artigos selecionados foram analisa-
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Tabela 5: RSL – Artigos Encontrados nas Bases de Conhecimento.
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dos na ı´ntegra, buscando encontrar relac¸o˜es so´lidas com o modelo apresen-
tado nesta tese. Foram encontrados estudos que va˜o desde armazenamento
em sistemas de arquivos (COSTA et al., 2009), passando por estudos de
indexac¸a˜o de dados para o formato HDF5 no aˆmbito da fı´sica (GOSINK et
al., 2006), trabalhos na a´rea de armazenamento de objetos DICOM em nuvens
computacionais (TENG et al., 2010), entre outros. Entretanto, excetuando-se
trabalhos relacionados de autoria de Douglas D. J. de Macedo, na˜o foram
identificados trabalhos que estejam 100% alinhados com o tema desta pes-
quisa. Pore´m, foram encontrados estudos relacionados, que conte´m algum
tipo de relac¸a˜o com componentes encontrados no modelo proposto. Exem-
plos destes pode ser vistos na sec¸a˜o 3.2.
3.2 TRABALHOS RELACIONADOS
No artigo Scientific formats for object-relational database systems: a
study of suitability and performance (COHEN et al., 2006) foi proposta uma
extensa˜o de um modelo tradicional de armazenamento, que foi comparado
com um modelo objeto relacional e outros modelos usando o HDF (verso˜es 4
e 5) e o NetCDF. Como consequeˆncia, este estudo indicou resultados promis-
sores para os formatos de dados cientı´ficos analisados, em relac¸a˜o aos bancos
de dados objeto relacionais. Dos formatos analisados, o HDF5 apresentou
um desempenho na ordem de 200%.
Uma importante contribuic¸a˜o deste estudo foi a indicac¸a˜o de que os
dados armazenados sob os formatos de dados cientı´ficos sa˜o mais fa´ceis de
gerenciar, se comparada a persisteˆncia usando bancos de dados objeto re-
lacionais. A relac¸a˜o deste estudo com o modelo aqui apresentado, esta na
utilizac¸a˜o de formatos de dados cientı´ficos para persisteˆncia de dados, ao
inve´s da utilizac¸a˜o tradicional. Ainda, este estudo indica que entre os for-
matos de dados cientı´ficos analisados, o HDF5 e´ o que obte´m um melhor
desempenho, ale´m de ter um nı´vel de gerenciamento mais amiga´vel e sim-
ples do que os modelos tradicionais avaliados, usando bancos de dados objeto
relacionais.
Em (TENG et al., 2010), o trabalho intitulado A medical image archive
solution in the cloud relatam sobre o armazenamento de imagens me´dicas
DICOM em cena´rios distribuı´dos, no caso, nuvens computacionais. Neste
estudo foi usado a plataforma Windows Azure para persistir as imagens, sob
um banco de dados relacional. Foi proposto um modelo de armazenamento,
busca e recuperac¸a˜o para PACS. Como resultado, este artigo demostrou que
o proto´tipo desenvolvido teve boa viabilidade de implementac¸a˜o de platafor-
mas de armazenamento de longo prazo. A relac¸a˜o deste trabalho com o mo-
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delo aqui proposto encontra-se na preocupac¸a˜o de distribuic¸a˜o de imagens
em cena´rios altamente distribuı´dos para persisteˆncia de longo prazo.
No trabalho intitulado HDF5-FastQuery: Accelerating Complex Que-
ries on HDF Datasets using Fast Bitmap Indices (GOSINK et al., 2006), foi
desenvolvido um modelo de gerenciamento de dados usando ı´ndice de bit-
map chamado HDF5-FastQuery. O modelo desenvolvido foi comparado com
outra soluc¸a˜o usando a´rvore-R* e ainda, comparando com a leitura nativa
oferecida pelo HDF5. Como resultado, o HDF5-FastQuery obteve um de-
sempenho superior em ate´ duas vezes, se comparada as outras abordagens.
Foi observado ainda que o ı´ndice usando a´rvore-R na˜o suportou o aumento
de volume de informac¸o˜es, apresentando falhas de consisteˆncia. A relac¸a˜o
deste estudo com o modelo aqui apresentado esta na parte de construc¸a˜o de
ı´ndices auxiliarem para indexac¸a˜o de dados sob o formato HDF5. Como com-
plemento, vale ressaltar que o objeto do estudo foi na a´rea de fı´sica e na˜o na
a´rea me´dica.
Em (FOLINO; SHAH; KRANSNOGOR, 2009) o trabalho intitulado
On the storage, management and analysis of (multi) similarity for large scale
protein structure datasets in the grid foi apresentada uma proposta de compa-
rac¸a˜o de similaridade entre proteı´nas para concepc¸a˜o de uma base de conhe-
cimento. No trabalho foi usado um modelo de persisteˆncia utilizando bancos
dados relacionais (Oracle) e o formato de dados HDF5, por meio de consultas
SQL e a pro´pria interface de interac¸a˜o nativa do HDF5. Como resultado, a
utilizac¸a˜o do HDF5 foi superior ao Oracle, em termos de desempenho e ge-
renciamento de dados. A relac¸a˜o deste trabalho com o modelo aqui proposto
encontra-se na intersec¸a˜o de dados crı´ticos armazenados em bancos de dados
relacionais e em formatos de dados cientı´ficos, onde o HDF5 teve desempe-
nho superior.
No artigo Indexing and retrieving DICOM data in disperse and uns-
tructured archives (COSTA et al., 2009) foi apresentado um esquema de
recuperac¸a˜o de objetos DICOM usando sistemas de arquivos locais, usando
ı´ndices invertidos. Para isto foi usada a versa˜o original do Lucene, escrito em
Java. Como resultados, os autores concluı´ram que esta pode ser uma nova
forma de armazenamento e recuperac¸a˜o de dados ou ainda, que este pode
estender o modelo relacional, tradicionalmente utilizado. A relac¸a˜o deste es-
tudo com o modelo aqui apresentado esta na fase de indexac¸a˜o de objetos
DICOM para armazenamento e posterior recuperac¸a˜o. Entretanto, eles na˜o
utilizaram nenhuma camada de abstrac¸a˜o ou hierarquizac¸a˜o para armazena-
mento dos dados, sendo isto feito localmente, com o sistema de entrada e
saı´da do pro´prio sistema operacional. Ainda, a abordagem adotada e´ local e
na˜o distribuı´da.
Em (ABDULJWAD; NING; DE, 2010) o artigo intitulado SMX/R: Ef-
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ficient way of storing and managing XML documents using RDBMSs based on
paths aborda tambe´m aspectos de armazenamento, de busca e de recuperac¸a˜o
de informac¸o˜es usando o formato da dados hiera´rquico XML. Neste traba-
lho foi usado o modelo de bancos de dados relacionais, em conjunto com
o formato XML buscando um melhor desempenho em relac¸a˜o ao modelo
anteriormente desenvolvido pelo mesmo grupo, chamado XRel. Como resul-
tado, o modelo proposto teve um desempenho superior ao XRel. A relac¸a˜o
deste trabalho com o modelo aqui apresentado resume-se na concepc¸a˜o de
um modelo de armazenamento, busca e recuperac¸a˜o usando formatos de da-
dos hiera´rquicos XML.
Como adic¸a˜o aos trabalhos relacionados, durante a fase de selec¸a˜o
dos estudos, baseados nos crite´rios de exclusa˜o, foram identificados dois tra-
balhos, que tem relac¸a˜o direta com o tema, pois tratam de armazenamento
de imagens me´dicas DICOM de forma hiera´rquica com o formato de dados
HDF5, sendo eles (DOUGHERTY, 2009) e (DOUGHERTY et al., 2009).
Apesar de ambos trabalhos estarem alinhados com o tema, eles na˜o tratam
componentes como indexac¸a˜o e distribuic¸a˜o de dados. Estes trabalhos foram
excluı´dos da ana´lise final, visto que na˜o continham experimentos, modelos ou
arquiteturas validadas com metodologia clara, entretanto, cabem aqui serem
relacionados.
Em 2009, o pesquisador Matthew T. Dougherty, do Centro Nacional
de Imagens Macromoleculares (National Center for Macromolecular Ima-
ging), em Houston, no Texas, escreveu um artigo, intitulado, “Envisioning a
Standard Image Storage Framework” (DOUGHERTY, 2009), onde foi des-
crita a possibilidade da criac¸a˜o de um framework visando persisteˆncia e inte-
roperabilidade para imagens me´dicas sob o formato HDF5. Pore´m, este foi
um estudo teo´rico, onde na˜o houveram experimentos, metodologias, arquite-
turas e resultados que pudessem comprovar a ideia.
Ainda em outubro de 2009, o mesmo pesquisador, juntamente com es-
pecialistas de va´rias a´reas, como armazenamento e imagens me´dicas, e ate´ o
presidente do HDF Group, Michael J. Folk, publicaram um artigo intitulado
(DOUGHERTY et al., 2009) intitulado Unifying Biological Image Formats
with HDF5. Neste trabalho foi proposta uma discussa˜o sobre a adoc¸a˜o do for-
mato HDF5 como plataforma ba´sica para imagens biolo´gicas. Este trabalho
teo´rico foi desenvolvido por va´rios pesquisadores de centros de exceleˆncia,
que concluı´ram que o assunto na˜o e´ se as cieˆncias biome´dicas va˜o adotar
o HDF5 como um framework para suporte a imagens, pois isto aos poucos
ja´ esta acontecendo, mas quanto tempo isso vai demorar e qua˜o difı´cil sera´
integrar os muitos tipos de dados me´dicos sobre o formato HDF5.
Entretanto, estes dois artigos foram publicados em uma confereˆncia
em 18 a 22 de marc¸o de 2009 e em um journal em outubro de 2009, respecti-
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vamente, e anteriormente a este perı´odo, ja´ haviam sido publicados treˆs arti-
gos citando a possibilidade de armazenamento de imagens me´dicas DICOM
sob o formato HDF5, pelo pesquisador Douglas D. J. de Macedo (MACEDO
et al., 2009) (MACEDO et al., 2008d) (MACEDO et al., 2008a), que ja´ conti-
nham experimentos, arquiteturas e testes validados. Dito isto, destes 32 arti-
gos selecionados, nenhum deles continha um nı´vel de alinhamento suficiente
para ser relacionado com o modelo aqui apresentado. Todos os trabalhos en-
contrados, que tinham relac¸a˜o de armazenamento hiera´rquico distribuı´do de
imagens me´dicas DICOM, esta˜o relacionados com o grupo de pesquisa que
vem desenvolvendo este modelo desde 2007, com autoria ou co-autoria de
Douglas D. J. de Macedo, o que atesta o ineditismo desta proposta de modelo.
Na Sec¸a˜o 3.3 estes trabalhos sera˜o expostos, para um melhor entendimento
da construc¸a˜o deste modelo.
3.3 TRABALHOS REALIZADOS
Em complemento, durante as pesquisas, foram encontrados trabalhos
de autoria ou co-autoria de Douglas D. J. de Macedo (MACEDO, D.D.J.)
tratando sobre o tema desta tese. Em sua totalidade, foram experimentos re-
alizados e publicados em confereˆncias ou perio´dicos internacionais visando
averiguar, com a comunidade, sobre a aceitabilidade de partes do modelo pro-
posto. Os trabalhos iniciaram em 2007, com a tentativa de armazenar dados
me´dicos em outros formatos. Os primeiros resultados foram publicados em
(MACEDO et al., 2008d) e (MACEDO et al., 2008a), onde foi demostrada
uma arquitetura ba´sica usando o formato de dados HDF5, como base do mo-
delo.
Figura 22: Arquitetura proposta em (MACEDO et al., 2009).
No ano de 2009, foi proposta uma arquitetura completa para imagens
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DICOM usando o formato de dados HDF5 (MACEDO et al., 2009) que ti-
nha como backend um sistema de arquivo distribuı´do. Esta arquitetura apesar
de funcional, tinha se´rio problemas com a escrita de grandes volumes de da-
dos e ainda, com a recuperac¸a˜o de dados dos mu´ltiplos nodos do agregado
computacional. Na Figura 22 e´ possı´vel visualizar a primeira arquitetura pro-
posta. Ainda em 2009, foi proposta uma estrutura de replicac¸a˜o de dados
(AMARAL et al., 2009), usando um sistema de arquivo distribuı´do mais sim-
ples, no caso o NFS (Network File System) e comparada com um sistema de
replicac¸a˜o de dados usando um banco de dados relacional, no caso, o Post-
greSQL.
Em 2011, motivados pelos resultados obtidos em trabalhos anteriores
e somado ao fato motivac¸a˜o de superar os problemas encontrados quando a
escrita de grandes volumes de dados e a sua posterior recuperac¸a˜o com de-
sempenho satisfato´rio, foi proposto um trabalho de otimizac¸a˜o de co´digo em
(MACEDO et al., 2011), onde foram comparados os resultados desta nova
abordagem, com os resultados obtidos anteriormente. Ainda em 2011, o tra-
balho (SOARES et al., 2011) focou os esforc¸os em escrita paralela de imagens
DICOM no formato de dados HDF5 em sistemas de arquivos distribuı´dos. O
foco deste estudo foi somente na fase de escrita dos dados, deixando de lado
a parte de recuperac¸a˜o. Na Figura 23 e´ possı´vel visualizar esta arquitetura.
Figura 23: Arquitetura proposta em (SOARES et al., 2011).
Em 2012, motivados com os bons resultados obtidos usando escrita
paralela de objetos DICOM, foi proposta uma melhoria no modelo de gravac¸a˜o,
usando MPI-IO, em (SOARES et al., 2012) e (SOARES et al., 2012), cada
um destes demostrando fases distintas do processo de escrita em mu´ltiplos
nodos em um cena´rio distribuı´do. O primeiro deste foi focado na a´rea de
comunicac¸a˜o entre os nodos e no custo desta no processo de gravac¸a˜o. O
segundo uniu a parte de custos de comunicac¸a˜o com o processo completo de
gravac¸a˜o, onde iniciava no servidor de imagens medicas, ate´ a alocac¸a˜o final
no nodo do sistema de arquivo distribuı´do.
Ainda em 2012, foi proposto uma nova arquitetura para persisteˆncia
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para imagens me´dicas, pore´m esta era focada no formato de dados NetCDF
(MAGNUS et al., 2012). Neste estudo, foi comparado o processo de arma-
zenamento e de recuperac¸a˜o de dados no formato NetCDF, em comparac¸a˜o
com as outras arquiteturas ja´ validadas, usando HDF5. Como resultado, foi
constatado que o formato NetCDF tem desempenho inferior para persisteˆncia
de imagens DICOM, se comparado com o HDF5. O estudo indica que o
NetCDF tem desempenho satisfato´rio para este fim, se estiver integrado ao
formato HDF5 para efetuar a parte de hierarquizac¸a˜o dos dados.
Em 2013, foi proposta uma extensa˜o do modelo de armazenamento,
pore´m focado em nuvens computacionais privadas (SOARES et al., 2013).
O foco do estudo foi na a´rea de gerenciamento de grandes volumes de da-
dos. Foi apresentado um modelo de interoperabilidade para armazenamento
e recuperac¸a˜o de dados me´dicos usando formato de dados HDF5. Ainda em
2013, foi proposta uma melhoria no sistema de replicac¸a˜o de dados (AMA-
RAL et al., 2013), onde foram analisadas as replicac¸o˜es de dados entre mu´ltiplos
nodos em um esquema de bancos de dados distribuı´dos e esta abordagem foi
comparada com os resultados obtidos em cena´rios distribuı´dos no formato
HDF5.
3.4 CONSIDERAC¸O˜ES FINAIS DO CAPI´TULO
Neste capı´tulo foi visto o estado da arte relacionado ao tema desta
pesquisa, afim de verificar o ineditismo do modelo proposto. Para isto, foi
realizada uma Revisa˜o Sistema´tica da Literatura (RSL), baseado na aborda-
gem de (KITCHENHAM et al., 2009). Foi dada uma contextualizac¸a˜o da
pesquisa e, posteriormente, foi levantada uma questa˜o de pesquisa, para guiar
a revisa˜o. Durante o processo de revisa˜o sistema´tica, foram consultadas as
principais bases de conhecimento, sendo elas: ACM Digital Library, IEEEx-
plore, Springer Link, PubMed e Science Direct.
Ale´m disto, foram definidos termos de busca alinhados com a pergunta
de pesquisa e no processo de busca de estudos, foram levantados um total de
545 estudos. Apo´s a primeira etapa de aplicac¸a˜o de crite´rios de exclusa˜o,
restaram 32 trabalhos alinhados com o tema. Na segunda fase, com leitura
e ana´lise integral dos artigos, foi identificado que nenhum deles estava total-
mente alinhado com o modelo proposto. Por fim, foram levantados alguns
trabalhos relacionados que continham partes do modelo proposto e apo´s isto,
foram explicitados os artigos de autoria ou co-autoria de Douglas D. J. de




Dado o contexto apresentado sobre o tema, e baseando-se no levan-
tamento bibliogra´fico e, posteriormente na revisa˜o sistema´tica da literatura,
poˆde-se desenvolver um modelo de armazenamento para imagens me´dicas
DICOM de forma hiera´rquica e distribuı´da. Neste capı´tulo, e´ discutido o
modelo conceitual do estudo de caso (STT/RCTM), bem como sua arquite-
tura, definic¸a˜o dos componentes contidos nela e as relac¸o˜es entre estes. Ale´m
disto, o modelo proposto para persisteˆncia e´ apresentado, juntamente com
o modelo de dados e de indexac¸a˜o concebidos para o modelo. Como com-
plemento, e´ apresentada uma arquitetura baseada no novo modelo proposto,
onde sa˜o trac¸adas observac¸o˜es sobre todos os componentes da arquitetura,
suas interligac¸o˜es, fundamentos e func¸o˜es dentro do contexto que e´ apresen-
tado. Por fim, sa˜o dadas as considerac¸o˜es finais do capı´tulo.
4.1 MODELO CONCEITUAL DO STT/RCTM
Para um melhor entendimento do modelo que esta sendo proposto, e´
importante conhecer o modelo de armazenamento atual que inspirou a con-
cepc¸a˜o de um novo modelo, como ele funciona, quais seus componentes e
sua arquitetura. Na Figura 24 e´ possı´vel visualizar o modelo conceitual do
STT/RCTM utilizado para persisteˆncia de dados, que serve como estudo de
caso nesta tese. Nele pode-se ver um modelo em camadas, bastante utilizado
em sistemas de informac¸a˜o e/ou conhecimento em geral, que sa˜o baseados no
paradigma cliente–servidor. Neste modelo sa˜o encontrados usua´rios, equi-
pamentos, interfaces de comunicac¸a˜o, uma camada de imagens e aplicac¸a˜o
segmentadas, um interpretador de comandos e a camada de armazenamento
de fato.
Em relac¸a˜o a` camada de usua´rios, estes podem ser tanto pessoas, softwa-
res, computadores, tablets, celulares, etc. Usua´rios sa˜o considerados aqui
qualquer entidade que estabelece uma relac¸a˜o com o modelo, inclusive ate´
os equipamentos me´dico–hospitalares. Quanto aos equipamentos, estes po-
dem ser desde aparelhos de eletrocardiograma, passando por equipamentos
de ressonaˆncia magne´tica, tomografia computadorizada, ate´ equipamentos de
raio-x digital. Os equipamentos esta˜o nesta camada devido ao fato de que em
va´rios momentos, eles atuam no modelo como agentes solicitados operac¸o˜es,
de consulta, leituras, buscas, recuperac¸o˜es, gravac¸o˜es, etc. e desta forma,
tambe´m atuam como clientes em alguns momentos.
Na interface, e´ ilustrado uma camada de interac¸a˜o com os usua´rios ou
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Figura 24: Modelo Conceitual Atual do STT/RCTM.
equipamentos, com o restante do modelo. Nesta camada, encontra-se toda a
parte de comunicac¸a˜o entre as entidades, desde a parte de hardware, como por
exemplo links de comunicac¸a˜o, roteadores, switches, modems, entre outros,
ate´ na parte de lo´gica, com algoritmos de roteamento, firmwares, sistemas
de controle de fluxo, proxies, etc. Nesta camada acontece toda a parte de
comunicac¸a˜o com o mundo exterior ao modelo e e´ a entrada principal do
modelo, do ponto de vista dos usua´rios e equipamentos.
Na camada abaixo, o modelo e´ divido em dois blocos, sendo a ca-
mada de imagens e a camada de aplicac¸a˜o e a camada de interpretac¸a˜o dos
comandos. Na camada de aplicac¸a˜o se encontra o pro´prio software, neste
caso especı´fico, escrito na linguagem de programac¸a˜o PHP e abaixo dela esta
seu interpretador de comandos. Neste ponto da camada, vale a pena ressaltar
que o software poderia estar escrito em outra linguagem, isto dependendo do
contexto que esta sendo aplicado. Neste caso especı´fico, foi escrito em PHP
por se tratar de um sistema Web, mas poderia ter sido escrito em Java, Python,
ASP.net, entre outros. Ainda nesta camada, encontra-se o servidor Web, que
e´ o responsa´vel em receber as requisic¸o˜es externas, repassar para as pa´ginas
relacionadas, que ira˜o usar o interpretador de comandos para atingir a base de
dados, ou ainda, o servidor de imagens me´dicas.
Na camada de imagens, pode-se encontrar os servidores de imagens,
como por exemplo o CyclopsDCMServer, que neste modelo e´ o responsa´vel
em receber as imagens advindas dos equipamentos me´dico–hospitalares, des-
construı´-las e envia´-las para o banco de dados que ira´ persistir o exame. Esta
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camada e´ responsa´vel em interagir atrave´s da interface com os usua´rios e fa-
zer a intermediac¸a˜o de suas solicitac¸o˜es com as camadas inferiores, ou ainda,
com o interpretador de comandos, dependendo do contexto da requisic¸a˜o. E´
neste ponto do modelo que ira´ ser iniciado o processo de desenvolvimento
de um novo modelo, visto que a ide´ia a princı´pio e´ proporcionar um novo
me´todo de armazenamento.
Na base do modelo, a camada de armazenamento, que e´ a responsa´vel
por persistir de fato os exames dos pacientes. Nesta camada, no modelo
tradicional que esta sendo aplicado, encontra-se um sistema gerenciador de
bancos de dados relacionais (PosgreSQL), que conte´m uma base de dados
especı´fica para armazenamento de imagens em formato bina´rio (BLOBs) e
outra base de dados com exames ja´ segmentados e convertidos para outros
formatos convencionais na Web, como JPEG2000 ou PNG. Este e´ um ponto
de interesse para o novo modelo que esta sendo apresentado, pois sera´ nesta
camada a principal inovac¸a˜o, onde este modelo tradicional de armazenamento
sera´ substituı´do por outro modelo de persisteˆncia.
Resumindo, quando um paciente se dirige ate´ um hospital para realizar
um exame me´dico baseado em imagens, estas imagens sa˜o enviadas pelos
pro´prios equipamentos ou ainda, por seus operadores, atrave´s das interfaces
de comunicac¸a˜o que interligam os pontos. Desta forma, e´ disparada uma
conexa˜o direta do equipamento para a camada de imagens, onde se encontra o
servidor DICOM que ira´ receber estas imagens e trata´-las. Apo´s receber estar
imagens, o servidor de imagens ira´ fazer o parsing da imagem e segmenta´-la,
separando os metadados da imagens em si.
Este e´ um ponto chave do modelo, pois aqui o servidor de imagens DI-
COM ira´ enviar solicitac¸o˜es de gravac¸a˜o para a camada de armazenamento,
gravando os metadados em uma base distinta, juntamente com as imagens
DICOM ja´ convertidas para formatos usuais na Web, isto para facilitar a
visualizac¸a˜o no pro´prio browser. Ainda, em um segunda etapa, o servidor
de imagens ira´ enviar uma solicitac¸a˜o de armazenamento do objeto bina´rio
da imagem DICOM (BLOB) em outra base de dados, pois em alguns casos,
os especialistas necessitam de uma melhor resoluc¸a˜o ou flexibilidade para vi-
sualizar a imagem, como por exemplo usando software de visualizac¸a˜o de
imagens DICOM, como o DIMP (web), OsiriX (stand-alone), entre outros.
4.2 ARQUITETURA DO STT/RCTM
Baseados no modelo conceitual do STT/RCTM apresentado, foi cons-
tituı´da uma arquitetura computacional que implementa o modelo. Na Figura
25 e´ possı´vel visualizar esta arquitetura em detalhes. Basicamente a arquite-
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tura e´ composta por usua´rios (me´dicos, pacientes e te´cnicos), softwares (STT
e Servidor DICOM), servidores e dispositivos de armazenamento. Todos es-
tes componentes tem pape´is bem definidos dentro da arquitetura e nesta sec¸a˜o
sera´ tratada cada um destes pape´is, que inferem diretamente em operac¸o˜es na
arquitetura.
Figura 25: Arquitetura Atual do STT/RCTM
O processo inicia quando um paciente vai ate´ um hospital para realizar
um exame me´dico baseado em imagens. Te´cnicos (enfermeiros, te´cnicos de
equipamentos, entre outros) realizam o procedimento com o paciente e as
imagens sa˜o geradas. Neste momento ha´ dois processos possı´veis, o primeiro
deles o te´cnico ira´ verificar se a gerac¸a˜o das imagens ocorreu com sucesso
atrave´s da workstation radiolo´gica ou ainda, em cena´rios mais tradicionais, o
pro´prio me´dico pode laudar os exames na workstation. Nessa mesma estac¸a˜o,
anteriormente pode ter sido realizado o cadastro do paciente, com todos os
metadados que ira˜o compor as imagens DICOM.
Apo´s este processo, as imagens podem ser transferidas para o servi-
dor de imagens me´dicas diretamente, em tempo real, atrave´s de um processo
sı´ncrono, ou ainda, podem ser armazenadas em uma bridge local, que sera´
enviada posteriormente, atrave´s de um processo assı´ncrono. A bridge e´ um
importante componente nesta arquitetura, visto que ela preserva os dados em
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casos de falhas - como comunicac¸a˜o, energia, etc, onde os exames na˜o po-
dem ser enviados em tempo real. Ainda, ha´ casos de grandes hospitais que
podem gerar tantos exames, que o link de comunicac¸a˜o com o servidor de
imagens remoto fica congestionado, e desta forma a bridge faz um papel de
escalonador no envio das imagens, dando-lhes a prioridade necessa´ria.
Independente do tipo de processo de envio, assı´ncrono ou sı´ncrono, a
comunicac¸a˜o entre os equipamentos me´dicos ou a bridges e´ realizada atrave´s
do protocolo de transporte TCP, realizando uma comunicac¸a˜o direta na porta
(4007) do servidor de imagens, que esta em standby aguardando exames.
Quando o servidor de imagens recebe os estudos enviados, ele executa um
processo de parsing (desconstruc¸a˜o) dos estudos, se´ries e imagens. Neste
processo ele extraı´ todos os mais de 2000 metadados dos exames, bem como
a imagem (pixeldata).
Apo´s o processo de envio, recebimento e posterior desconstruc¸a˜o, o
servidor DICOM estabelece uma conexa˜o com o banco de dados de produc¸a˜o
do sistema Web, onde ele envia metadados selecionados anteriormente na
modelagem do banco de dados. Entre estes metadados podem citar o estudo,
se´rie, imagens convertidas em formatos para Web (JPEG2000, PNG, JPG,
etc), nome do paciente, data de nascimento, nome da ma˜e, datas de realizac¸a˜o
dos exames, modalidade do exame, identificadores, entre outros metadados.
Apo´s o armazenamento dos metadados e da imagens ja´ convertidas no
banco de dados de produc¸a˜o para o sistema Web, o servidor DICOM arma-
zena as imagens DICOM em formato bina´rio (BLOBs) em outros bancos de
dados relacionais, especı´ficos para este fim. Terminado as fases de realizac¸a˜o
do exame, envio das imagens, recebimento, posterior desconstruc¸a˜o e arma-
zenamento das bases de dados, finaliza-se a fase e inicia-se uma nova fase na
arquitetura, onde os me´dicos e pacientes esta˜o envolvidos.
No caso do me´dico especialista, ele dentro do sistema ira´ receber uma
mensagem em sua lista de tarefas que ha´ um exame pendente de determinada
modalidade para efetivac¸a˜o de um laudo. Em relac¸a˜o aos perfis de me´dicos
possı´veis dentro do sistema, ha´ dois casos, sendo um deles o me´dico executor
e o me´dico residente. O me´dico executor pode emitir um laudo, efetivar uma
segunda opinia˜o em relac¸a˜o a um caso complexo, pode conferir um laudo
dado por um me´dico residente, visualizar exames e ainda, manipula´-los. Em
relac¸a˜o ao me´dico residente, este tem um perfil restrito onde apenas visualiza
e manipula exames e pode efetuar um laudo tempora´rio, que sera´ validado
por um me´dico executor.
No momento que um me´dico efetua um laudo em um exame de um
paciente e´ a fase onde o conhecimento e´ explicitado. Neste instante o me´dico,
baseado em seu conhecimentos e experieˆncias determina uma opinia˜o sobre
uma determinada doenc¸a que pode estar relacionada com a imagem que e´
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mostrada a ele pelo sistema. Desta forma, ele emite sua opinia˜o sobre o
caso, que e´ gravado na base de dados e sincronizada com os servidores de
imagem me´dica, para efeitos de armazenamento. Por u´ltimo, o paciente apo´s
a realizac¸a˜o do exame no hospital, recebe seu co´digo de acesso ao exame e
com este co´digo, acessa o sistema Web onde ele tera´ acesso ao seu exame
completo, com imagens e laudo relacionado.
4.3 MODELO PROPOSTO
4.3.1 Procedimentos Metodolo´gicos
Os procedimentos metodolo´gicos empregados para o desenvolvimento
do modelo que esta sendo proposto iniciaram com a revisa˜o da literatura, bus-
cando embasar a`s escolhas que foram realizadas com o que ha´ de mais atual
nas bases de conhecimento nacionais e internacionais. Apo´s isto, houve uma
etapa de especificac¸a˜o e ana´lise sobre as partes do modelo, onde baseados no
modelo conceitual atual e sua consequente arquitetura, somada a entrevistas
com especialistas poˆde-se conceber um modelo conceitual para o armazena-
mento e recuperac¸a˜o das imagens me´dicas.
Desta foram, baseando-se no modelo conceitual proposto, foi desen-
volvida uma arquitetura computacional que cobriu a totalidade do modelo
conceitual. Esta arquitetura foi desenvolvida utilizando-se de componentes
que teˆm func¸o˜es especı´ficas e bem determinadas na operac¸a˜o da arquite-
tura. Para a avaliac¸a˜o da arquitetura proposta, foi elaborado um estudo de
caso onde o modelo, figurado atrave´s da arquitetura, foi implantando em um
cena´rio real. Desta forma houve uma etapa de verificac¸a˜o para determinar a
efetividade do modelo proposto para o que ele se propoˆs. Esta u´ltima fase sera´
apresentada no Capı´tulo 5, onde sera´ apresentada a validac¸a˜o da arquitetura
proposta.
4.3.2 Modelo Conceitual
Dado o contexto apresentado, nesta sec¸a˜o e´ detalhado o modelo con-
ceitual para persisteˆncia de exames me´dicos baseados em imagens DICOM.
Na Figura 26 e´ possı´vel visualiza´-lo em detalhes. Uma das importantes carac-
terı´sticas deste novo modelo e´ a adaptabilidade e flexibilidade para integrac¸o˜es
a modelos mais tradicionais, visto que com pouco esforc¸o pode-se adaptar a
sistemas de Telemedicina, RIS, HIS ou PACS. Ainda, como complemento, a
partir desta integrac¸a˜o, toda a parte superior de modelos tradicionais de sis-
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temas de informac¸a˜o ou conhecimento permanece exatamente com seu modo
de operac¸a˜o, na˜o havendo impacto para os usua´rios em geral.
Figura 26: Modelo Conceitual de Armazenamento Proposto.
Dessa forma, as camadas relacionadas a equipamentos me´dicos, usua´-
rios em geral, interfaces, camada de imagens, camada de aplicac¸a˜o e interpre-
tador de comandos ja´ foram dissertadas e na concepc¸a˜o deste novo modelo,
elas na˜o sera˜o alteradas, visto que um dos requisitos para uma boa aceitac¸a˜o
de um novo modelo de armazenamento e´ a adaptabilidade a modelos pre´-
existentes, desta forma, atendendo a este importante crite´rio. Nesta proposta
de modelo foram criadas as camadas de indexac¸a˜o, hierarquizac¸a˜o, virtual de
acesso, paralelizac¸a˜o, serializac¸a˜o, distribuic¸a˜o de dados, virtual de acesso e
por fim a camada de armazenamento.
106
A Camada de Indexac¸a˜o foi concebida no sentido de indexar os me-
tadados advindos do servidor de imagens, visto que isto e´ um requisito muito
importante para um sistema desta natureza. Nessa camada esta˜o implementa-
das func¸o˜es de busca (C-Find) e recuperac¸a˜o (C-Get e C-Move) de de alto
nı´vel para que os desenvolvedores da aplicac¸a˜o possam usa´-las de forma
mais usual. Vale ressaltar que em um cena´rio cla´ssico, os desenvolvedores
integrariam sua aplicac¸a˜o usando conectores e interfaces, da linguagem de
programac¸a˜o, aos sistema gerenciadores de bancos de dados relacionais.
A Camada de Hierarquizac¸a˜o e´ responsa´vel por receber os dados
advindos do servidores de imagens, entre eles os metadados (desconstruı´dos)
e hierarquiza´-los dentro do formato de dados especificado. Ela tem func¸a˜o
de proporcionar preservac¸a˜o dos dados, acesso randoˆmico, portabilidade e
multiplataforma. Num conceito de mais alto nı´vel, nesta camada que esta
localizado a modelagem do sistema de armazenamento de dados, onde ha´
descritores que indicam como determinado metadados vai ser hierarquizado
e em que ponto da hierarquia, para posteriormente ser armazenado.
A Camada Virtual de Arquivos pode ser visualizada na Figura 27.
Este e´ um componente do modelo que tem a func¸a˜o de tratar as operac¸o˜es
de entrada e saı´da (I/O) em baixo nı´vel, de forma que a aplicac¸a˜o possa ler e
gravar dados utilizando variados recursos de armazenamento de dados. Esta
camada serve no modelo como uma interface entre as camadas inferiores e
superiores, intermediando as operac¸o˜es de armazenamento, nos meios que
forem declarados. Como exemplo, nesta camada que o MPI-IO pode ser
integrado, abstraindo assim a complexidade de desenvolver para este tipo de
sistema de armazenamento paralelo.
A Camada de Paralelizac¸a˜o e Camada de Serializac¸a˜o sa˜o as cama-
das que determinam qual tipo de escrita e leitura sera´ realizada para o modelo
como um todo. Neste caso, e´ possı´vel realizar escritas de forma paralela, divi-
dindo os dados em partes e gravando simultaneamente em diferentes partes de
um agregado computacional. Por outro lado, na camada de serializac¸a˜o esta
usa tipos comuns de escrita e leitura, que pode ser tanto usada para agrega-
dos computacionais, como tambe´m em sistemas de arquivos convencionais.
Para este modelo, esta sendo uma abordagem distribuı´da, entretanto, devido
aos quesitos de flexibilidade ja´ expostos, e´ possı´vel tambe´m usar o mesmo
modelo de forma local, em um u´nico nodo computacional ou reposito´rio de
dados.
A Camada de Distribuic¸a˜o de Dados e´ a responsa´vel por gerenciar
a distribuic¸a˜o dos dados no ambientes distribuı´dos aplicados nas arquiteturas
advindas deste modelo. A func¸a˜o e´ abstrair dos desenvolvedores as tarefas
de alocac¸a˜o de dados nos nodos. Este e´ uma camada intermedia´ria que serve
como interface entre os me´todos de gravac¸a˜o e leitura (serial ou paralelo) e
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Figura 27: Camada Virtual de Arquivos
os sistemas de arquivos distribuı´dos que persistem de fato os exames.
A Camada Virtual de Acesso tem a func¸a˜o de intermediar as soli-
citac¸o˜es de distribuic¸a˜o de dados e os nodos computacionais onde os dados
realmente esta˜o armazenados. Neste camada esta˜o alocados middlewares dos
sistemas de arquivos distribuı´dos que intermediara˜o os processos de gravac¸a˜o
ou recuperac¸a˜o de dados. Por fim, a Camada de Armazenamento tem a
func¸a˜o de servir de backend para os dados. Nela de fato que os objetos DI-
COM, ja´ hierarquizados sa˜o armazenados. Nesta camada esta˜o localizados os
agregados computacionais, servidores de dados, sistemas de armazenamento
de dados (storages).
A func¸a˜o geral das camadas expostas e´ expressar, de forma concei-
tual, como um sistema de armazenamento hiera´rquico e´ constituı´do. Mode-
los como estes servem de base para concepc¸a˜o e posterior desenvolvimento
de arquiteturas que o implementara˜o na pra´tica para suportar cena´rios reais.
Na Sec¸a˜o 4.4 uma arquitetura baseada neste modelo sera´ proposta, buscando
implementar cada uma das camadas expostas, afim de validar o modelo que
esta sendo proposto nesta tese.
4.3.3 Modelo de Dados e Indexac¸a˜o
Passada a etapa de construc¸a˜o do modelo conceitual de persisteˆncia, da
mesma forma que em um modelo tradicional, os dados devem ser modelados
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antes de serem persistidos. Desta forma, notou-se a necessidade de definir
um modelo de dados especı´fico para as imagens me´dicas. Para isto, foram
realizadas reunio˜es com especialistas em imagens me´dicas, te´cnicos, gesto-
res hospitalares e me´dicos para definir como seria o modelo que seria utili-
zado. Assim, seguiu-se estreitamente a documentac¸a˜o do padra˜o DICOM,
com relac¸a˜o a estruturas e tipos de dados. Desta foi foi concebido o modelo
de dados que e´ possı´vel ser visto na Figura 28.
Figura 28: Modelo de Dados Hiera´rquicos.
Este modelo e´ constituı´do em um grupo raiz (/), do pro´prio mecanismo
do HDF5, onde iniciam-se as operac¸o˜es de escritas e a hierarquia do arquivo.
Logo abaixo, optou-se por determinar o hospital que o estudo esta sendo re-
alizado. Neste ponto, e´ importante dizer que mesmo o paciente possa fazer
mu´ltiplos exames, em instituic¸o˜es distintas, o modelo de dados preveˆ esta ati-
vidade e integrara´ o novo estudo ao prontua´rio do paciente. Isto e´ realizado
atrave´s do sistema de links de datasets do HDF5.
Logo abaixo, esta localizado o paciente, com todos os seus metadados
de identificac¸a˜o, como nome, nu´mero de identificac¸a˜o, carta˜o SUS, enderec¸o,
nome da ma˜e e do pai, data de nascimento, entre outros. Um paciente pode ter
um ou mais estudos, que conte´m uma ou mais series, que conte´m uma ou mais
imagens. Cabe ressaltar aqui que este modelo usa metadados de identificac¸a˜o
do estudo, da se´rie e da instaˆncia em cada um dos pontos de hierarquia e
que estes dados servem para localizar e ordenar os exames. Este modelo
de dados tem como caracterı´stica ser altamente flexı´vel, podendo ser modifi-
cado no momento da criac¸a˜o das estruturas do arquivo HDF5, na˜o havendo
implicac¸o˜es com o tamanho final do arquivo que ira´ persistir os exames.
Concomitante ao modelo de dados proposto, um modelo de indexac¸a˜o
dos dados foi desenvolvido. Este modelo, exposto na Figura 29, foi desen-
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volvido utilizando o mecanismo de indexac¸a˜o de documentos do CLucene,
ja´ apresentado anteriormente. O CLucene se apresenta como a escolha neste
trabalho para a estrate´gia de utilizando ı´ndices invertidos. Ainda, o CLucene
se apresenta como uma escolha conveniente para indexac¸a˜o de conjuntos de
dados HDF5, devido a suas semelhanc¸as de arquitetura, ja´ apresentadas ante-
riormente.
Na Figura 29 e´ possı´vel visualizar ainda como este processo de indexa-
c¸a˜o e´ realizado. O processo inicia quando um objeto DICOM e´ desconstruı´do
e os metadados repassados para o extrator de termos do CLucene que inicia a
gerac¸a˜o dos documentos. Nesta etapa do processo sa˜o gerados treˆs documen-
tos distintos, que esta˜o interligados entre si, que sa˜o relacionados aos estudo,
a se´rie e a instaˆncia (imagem). Uma informac¸a˜o importante e´ que so´ meta-
dados selecionados sa˜o indexados, com objetivo de localizar os arquivos no
sistema de persisteˆncia.
Figura 29: Extrac¸a˜o dos Metadados e Gerac¸a˜o do I´ndice.
Os metadados indexados foram definidos de acordo com o padra˜o DI-
COM, sendo estes os obrigato´rios para sistemas de busca e recuperac¸a˜o de
dados, de acordo com documentos da NEMA. Entre estes metadados, no
nı´vel do estudos sa˜o o StudyInstanceUID (identificac¸a˜o do estudo), Study-
Date (data do estudo), StudyTime (hora do estudo), PatientID (identificac¸a˜o
do paciente dono do estudo), PatientsName (nome do paciente). No nı´vel
da se´rie, os metadados indexados sa˜o o StudyInstanceUID (relac¸a˜o com o
estudo), SeriesInstanceUID (identificac¸a˜o da se´rie), Modality (tipo de moda-
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lidade da se´rie), SeriesNumber (nu´mero da se´rie). Por fim, no nı´vel da ima-
gem, ou instaˆncia, os metadados indexados sa˜o o StudyInstanceUID (relac¸a˜o
com o estudo) SeriesInstanceUID (relac¸a˜o com a se´rie), SOPInstanceUID
(identificac¸a˜o da instaˆncia) e InstanceNumber (nu´mero da instaˆncia).
No final do processo de construc¸a˜o dos documentos CLucene, relaci-
onados com os estudos, se´ries e instaˆncias, os 3 documentos sa˜o indexados e
o processo tem finaliza. Por fim, os metadados selecionados para comporem
o esquema de indexac¸a˜o deste modelo podem ser estendidos ou ainda, modi-
ficados, de acordo com a necessidade da aplicac¸a˜o, indexando novos termos,
relacionados a metadados, que podem posteriormente serem recuperados pelo
CLucene.
4.4 ARQUITETURA PROPOSTA
Baseado no modelo proposto nesta tese, que tem uma func¸a˜o concei-
tual como ja´ mencionado, nesta sec¸a˜o sera´ exposta uma arquitetura que foi
desenvolvida para representar o modelo. Na Figura 30 e´ possı´vel visualizar
a arquitetura proposta para esta tese. Ela foi divida em treˆs camadas, sendo
elas: Entrada de Dados (1), Tratamento de Dados (2) e Armazenamento de
Dados (3). Estas camadas e suas funcionalidades, componentes e respectivas
caracterı´sticas sera˜o expostas nesta sec¸a˜o.
Na camada de Entrada de Dados (1), sa˜o retratados os usua´rios, hos-
pitais e o servidores de imagens me´dicas DICOM. Esta camada representa o
modelo tradicional de operac¸a˜o de arquiteturas convencionais de persisteˆncia
de dados. E´ possı´vel visualizar usua´rios, que podem ser pacientes, te´cnicos,
me´dicos, residentes, entre outros, se relacionando com o hospital. Este relaci-
onamento esta figurado nas modalidades de exames que podem ser realizadas,
como por exemplo ressonaˆncia magne´tica, raio-X digital, ultrassonografia,
tomografia computadorizada, entre outros.
Apo´s o processo de realizac¸a˜o dos exames me´dicos baseado em ima-
gem, nos respectivos equipamentos, ha´ uma interface de comunicac¸a˜o que
intermedia as operac¸o˜es de manipulac¸a˜o do exame em uma workstation ra-
diolo´gica ou o processo de gravac¸a˜o do exame na bridge DICOM. A bridge
DICOM ira´ efetuar o envio via redes de comunicac¸o˜es de forma sı´ncrona ou
assı´ncrona, dependendo do tipo de ambiente a qual a arquitetura estiver ope-
rando. Foi abstraı´do desta arquitetura tratamentos de qualidade e garantia de
links de comunicac¸a˜o entre os hospitais e o servidor de imagens, visto que
isto esta fora do escopo desta proposta de modelo.
Apo´s o envio por parte da bridge DICOM, o servidor DICOM recebe
estes exames e efetua a desconstruc¸a˜o das imagens DICOM, extraindo to-
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Figura 30: Arquitetura Proposta.
112
dos os metadados e as respectivas imagens (pixel data). Com as imagens do
exame, desconstruı´das, ha´-se a necessidade de modela´-las de acordo com o
modelo de dados desejado para o sistema de persisteˆncia de dados. Os tipos
de persisteˆncia de dados suportados sa˜o os sistemas gerenciadores de bancos
de dados relacionais (MySQL, PostgreSQL, SQLite e Oracle), formatos de
dados cientı´ficos, como o NetCDF ou HDF5 e ate´ estruturas de persisteˆncias
baseadas no formato XML.
No caso da arquitetura aqui apresentada, o sistema de persisteˆncia defi-
nido para hierarquizac¸a˜o dos dados foi o HDF5, pelas razo˜es ja´ apresentadas.
Desta forma, os exames passara˜o pela fase de modelagem de dados, onde
os dados sera˜o definidos e a informac¸a˜o passada para a camada inferior. Na
camada de Tratamento dos Dados (2) recebera´ os dados ja´ desconstruı´dos e
modelados e enviara´ para o H5Wrap. O H5Wrap e´ um componente de soft-
ware que tem a func¸a˜o de invocar os me´todos da API do HDF5, preparando
os dados para a hierarquizac¸a˜o, criando os grupos, definindo os datasets, ti-
pos de dados, entre outras caracterı´sticas. Os dados ja´ modelados e definidos
sa˜o passados para a biblioteca do HDF5, onde os me´todos sera˜o executados
na API e os dados passados para a camada virtual de arquivos do HDF5, onde
sera´ definido o mecanismo de persisteˆncia que sera´ utilizado.
Por fim o arquivo de fato sera´ gerado, ou ainda, integrado a uma hie-
rarquia ja´ existente, contendo os metadados enviados, juntamente com sua
respectiva imagem. Nesta fase ainda, o mecanismo de indexac¸a˜o de da-
dos, implementado usando ı´ndice invertidos usando o sistema CLucene, este
ira´ capturar as tags propostas para indexac¸a˜o, que sa˜o: StudyInstanceUID,
PatientsName, PatientsID, PatientsBirthDate, PatientsBirthTime, PatientSex,
StudyDate, StudyTime, AccessionNumber, StudyID, SeriesInstanceUID, Mo-
dality, SeriesNumber, SOPInstanceUID e InstanceNumber. Na˜o esta contido
a indexac¸a˜o do pixeldata, visto que isso causaria uma sobrecarga no sistema,
e ainda, na˜o ha´ a necessidade, pois a func¸a˜o do indexador e´ proporcionar
localizac¸a˜o dos dados, para posterior recuperac¸a˜o.
Terminada a fase de envio dos dados e posterior tratamento dos mesmo,
com estes ja´ hierarquizados em uma estrutura HDF5 e com os metadados ja´
indexados usando ı´ndice invertidos pelos mecanismos do CLucene, os dados
de fato comec¸am a ser persistidos. Uma importante observac¸a˜o sobre a ar-
quitetura proposta e´ que os dados sera˜o criados em tempo real ja´ no backend
selecionado, no caso um sistema de arquivos distribuı´dos. Com isto, ganha-se
desempenho, pois na˜o ha´ uma etapa preliminar onde os dados ja´ contidos em
um arquivo HDF5 tenham obrigatoriamente que ser migrados para os servi-
dores de dados remotos.
A camada de Armazenamento de Dados (3) tem a func¸a˜o de rece-
ber as chamadas da camada superior onde ja´ vem com definic¸o˜es de tipo de
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me´todo de armazenamento que sera´ utilizado para persistir os dados. Este
me´todos podem ser de forma paralela, onde processos concorrentes sa˜o cria-
dos para aumentar a vaza˜o do processo e assim, ganhar desempenho e ainda,
pode ser de forma serial, onde somente um processo e´ acionado e este grava
sequencialmente os dados no backend a ser utilizado. No caso desta arqui-
tetura foi definida a utilizac¸a˜o do MPI-IO para o me´todo paralelo, pois este
e´ um me´todo amplamente suportado nos mu´ltiplos sistemas de arquivos dis-
tribuı´dos. Entretanto, pode-se utilizar outro me´todos de paralelizac¸a˜o, como
o MPICH ou ainda o OpenMPI, que esta˜o fora do escopo deste trabalho.
Passada a fase de selec¸a˜o do me´todo de gravac¸a˜o dos dados, o fluxo
e´ direcionado para a fase de distribuic¸a˜o de dados. Nesta etapa, mu´ltiplos
sistemas de arquivos distribuı´dos podem ser integrados a arquitetura, para ha-
bilitar opc¸o˜es de persisteˆncia distintas. Para esta arquitetura, foram definidas
e implementadas a arquitetura os seguintes sistemas: PVFS, HDFS, CEPH,
FhGFS e o Lustre. Os me´todos de gravac¸a˜o, tando de forma paralela, quanto
serial foram integradas aos middlewares de operac¸a˜o destes sistemas de ar-
quivos para fornecer um maior nı´vel de transpareˆncia para o processo.
Selecionados o me´todo de gravac¸a˜o dos dados, e posteriormente o sis-
tema de arquivos distribuı´dos que ira´ persistir os exames, os dados sa˜o passa-
dos para o sistema de escalonamento e armazenamento dos dados, onde estes
sera˜o divididos e alocados nos servidores de dados e nos servidores de meta-
dados. Cada um sistemas de arquivos teˆm comportamentos distintos quanto
a divisa˜o, distribuic¸a˜o, armazenamento e recuperac¸a˜o dos dados. Em suma,
todos eles dividem os arquivos em partes e armazenam eles e para efeitos de
localizac¸a˜o e redundaˆncia, usam os servidores de metadados. Uma impor-
tante informac¸a˜o aqui e´ que estes metadados na˜o tem relac¸a˜o com os me-
tadados do das imagens DICOM, pois estes ja´ foram hierarquizados e esta˜o
contidos em um arquivo bina´rio que sera´ armazenado.
Ainda, nesta camada, pode haver cena´rios onde a distribuic¸a˜o dos da-
dos na˜o e´ um requisito do sistema, em que o hospital necessita ou opta por
armazenar os arquivos localmente, em servidores locais. Como opc¸a˜o, esta
arquitetura preveˆ este comportamento e desta forma, o processo de armaze-
namento dos exames encerra-se com os dados nos discos locais do servidor.
Como adendo, e´ importante salientar que este na˜o e´ o comportamento padra˜o
da arquitetura, mas sim mais uma opc¸a˜o de armazenamento que busca pro-
porcionar maiores nı´veis de adaptabilidade a arquiteturas tradicionais ja´ exis-
tentes.
Para todas as treˆs camadas da arquitetura, e´ possı´vel visualizar interfa-
ces de comunicac¸a˜o e interoperabilidade com o mundo externo a` arquitetura.
No caso da interface da camada de entrada de dados, esta faz relac¸a˜o a co-
nexa˜o com componentes externos a arquitetura, tanto de entrada, como de
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saı´da, como por exemplo conexa˜o com bancos de dados relacionais, descri-
tores XML, etc. Na camada de tratamento de dados, a interface se faz pre-
sente para receber solicitac¸o˜es externas de componentes que necessitam de
um exame e desta forma, va˜o conectar ao indexador e solicitar a informac¸a˜o.
Por fim, na camada de armazenamento de dados, a interface esta presente para
administrac¸a˜o dos dados, por parte de administradores do agregado computa-
cional que estara´ suportando os dados.
4.4.1 Workflow da Arquitetura Proposta
De forma pra´tica, a arquitetura proposta pode ser vista, na forma de
fluxo de funcionamento (workflow) na Figura 31. Nesta figura e´ possı´vel visu-
alizar que o processo de forma completa. O processo inicia com a realizac¸a˜o
de um exame me´dico em um equipamento me´dico–hospitalar o qual gera ima-
gens no formato DICOM. Estes dados sa˜o enviados via redes de comunicac¸a˜o
baseadas na pilha de protocolos TCP/IP, para o servidor de imagens DICOM.
Figura 31: WorkFlow da Arquitetura Proposta para o Modelo.
O servidor de imagens ira´ receber a imagem e desconstruı´-la, sepa-
rando os metadados que descrevem a imagem ou o conjunto delas, da figura
(pixel data). Os metadados segmentados e modelados sera˜o enviados para a
camada de hierarquizac¸a˜o que executa o H5Wrap, invocando os me´todos de
criac¸a˜o do arquivo hierarquizado, na API do HDF5. O arquivo sera´ criado e
indexado, ja´ solicitando um me´todo de escrita (ou leitura), no caso do work-
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flow apresentado aqui, de forma paralela. Desta forma, o MPI-IO ira´ disparar
os mu´ltiplos processos de escrita (ou leitura) para o agregado computacional.
4.4.2 Design do Arquivo no Formato HDF5
Em relac¸a˜o ao design do arquivo criado, ele esta de fato hierarquizado,
no formato HDF5. Todas os exames, estudos, se´ries e respectivas imagens
esta˜o armazenadas em formato bina´rio, em um u´nico arquivo. Esta foi uma
decisa˜o de arquitetura tomada visando proporcionar um maior desempenho,
visto que dividir o arquivo, em arquivos menores, causa um problema de ge-
renciamento de dados e ainda, um overhead desnecessa´rio ao sistema. A
tarefa de divisa˜o do arquivo foi empregada aos middlewares dos sistemas de
arquivos distribuı´dos, que ira˜o dividir o arquivo criado, em mu´ltiplos servido-
res de dados, com a redundaˆncia necessa´ria, para caso de falhas de hardware
ou software. A interac¸a˜o com este container de dados podera´ ser realizada
naturalmente pela arquitetura desenvolvida, ou ainda, usando as ferramentas
de administrac¸a˜o do pro´prio HDF5.
Para ilustrar, na pra´tica, como uma imagem DICOM e´ representada
dentro do container de dados HDF5, na Figura 32 e´ possı´vel visualizar parte
de uma imagem DICOM no formato HDF5, onde somente um pequeno tre-
cho do cabec¸alho foi exposto, e e´ possı´vel ver alguns dos metadados, como
por exemplo o PatientID e o PatientsName. A imagem DICOM no formato
proposto na˜o foi exposta por completo, pois uma imagem desta natureza, com
todos seus metadados e o pixeldata e´ representada no formato HDF5 dentro
da me´dia de 300.000 (trezentas mil) linhas de texto.
A` primeira vista, isto pode parecer ter um alto custo computacional,
se comparada a modelo tradicionais, pois processar uma quantidade signifi-
cativa de texto, em tempo real, pode causar um overhead nos sistemas de per-
sisteˆncia. Entretanto vale ressaltar novamente que o arquivo e´ construı´do em
formato bina´rio, buscando assim um maior desempenho. A Figura 32 a qual
foi recuperada usando ferramentas de extrac¸a˜o do pro´prio conjunto de ferra-
mentas do HDF5, onde ela efetuou um dump do arquivo bina´rio, extraindo
assim os dados solicitados em formato texto.
4.5 CONSIDERAC¸O˜ES FINAIS DO CAPI´TULO
Neste capı´tulo foi apresentado o modelo proposto para armazenamento
hiera´rquico de imagens me´dicas no formato HDF5. Foram apresentados o
modelo conceitual do STT/RCTM, usado atualmente e sua arquitetura rela-
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Figura 32: Exemplo de uma Imagem DICOM Hierarquizada
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cionada, que implementa o modelo. Ale´m disto, foram descritos todos os
pontos de relacionamento entre os componentes desta arquitetura, buscando
proporcionar um melhor entendimento do modo de operac¸a˜o atual do objeto
de estudo de caso.
Em seguida, foi apresentado o modelo conceitual da proposta, que e´
composto pelas camadas de hierarquizac¸a˜o, indexac¸a˜o, virtual de arquivos,
paralelizac¸a˜o, serializac¸a˜o, distribuic¸a˜o de dados, virtual de acesso e por fim,
a camada de armazenamento de dados. Este modelo conceitual foi desen-
volvido buscando abstrair tecnologias, e focando em componentes que um
modelo desta natureza deve ter. Ainda, foi apresentado o modelo de dados
hierarquizados no formato HDF5 e o modelo de indexac¸a˜o usando ı´ndices
invertidos, por meio do CLucene.
Adiante, foi apresentada a arquitetura proposta para implementar o
modelo conceitual proposto nesta tese. Esta arquitetura foi dividida em treˆs
camadas, sendo elas a camada de entrada de dados - que trata do recebimento
dos dados no sistema, a camada de tratamento dos dados - que tem a func¸a˜o de
tratar os dados e converteˆ-los para o formato proposto, e por u´ltimo a camada
de armazenamento de dados, onde de fato os processos de armazenamento sa˜o
disparados, definindo o me´todo de armazenamento e seu respectivo backend.
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5 AMBIENTE E RESULTADOS EXPERIMENTAIS
Neste capı´tulo sa˜o apresentados os experimentos baseados no modelo
proposto e em sua arquitetura. E´ explicada a metodologia procedural de testes
para avaliac¸a˜o do modelo, bem como a arquitetura computacional utilizada
nos testes. Em outra palavras, sa˜o mostradas as configurac¸o˜es dos computa-
dores e os pacotes de software utilizados no proto´tipo. Finaliza-se o capı´tulo
com considerac¸o˜es gerais relacionadas a esta fase da pesquisa.
5.1 ARQUITETURA COMPUTACIONAL
Com o intuito de prover maiores nı´veis de repetibilidade e/ou repro-
duc¸a˜o dos experimentos apresentados, na Figura 33 e´ possı´vel visualizar a
arquitetura computacional onde os experimentos foram realizados. Trata-se
de uma arquitetura de sistemas de arquivos distribuı´dos convencional, com-
posta por oito nodos que foram utilizados para armazenamento e recuperac¸a˜o
das imagens me´dicas. No topo da arquitetura e´ possı´vel ver dois componen-
tes, separados em dois computadores distintos, sendo que um atuou como
cliente DICOM e outro como servidor DICOM.
Figura 33: Arquitetura Computacional do Cluster utilizado nos Testes
Na Tabela 6 e´ possı´vel visualizar a configurac¸a˜o ba´sica dos computa-
dores que compuseram a arquitetura computacional, onde sa˜o ilustrados os
nomes dos hosts para identificac¸a˜o, quantidade de memo´ria RAM, tipo de
processador e quantidade de espac¸o em disco. Uma importante informac¸a˜o
sobre os discos rı´gidos e´ que em relac¸a˜o aos nodos do cluster, a quantidade
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Host Memo´ria Processador Disco
DICOM Server 16 Gb Intel Core i5 2.8 GHz 500 Gb
DICOM Client 16 Gb Intel Core i5 2.8 GHz 160 Gb
Nodo 1 8 Gb Intel Core i5 2.8 GHz 20 Gb
Nodo 2 8 Gb Intel Core i5 2.8 GHz 20 Gb
Nodo 3 8 Gb Intel Core i5 2.8 GHz 20 Gb
Nodo 4 8 Gb AMD Athlon x2 2.0 GHz 20 Gb
Nodo 5 8 Gb Intel Core i5 2.8 GHz 20 Gb
Nodo 6 8 Gb Intel Core i5 2.8 GHz 20 Gb
Nodo 7 4 Gb AMD Athlon x2 2.0 GHz 20 Gb
Nodo 8 8 Gb Intel Core i5 2.8 GHz 20 Gb
Tabela 6: Configurac¸o˜es dos Computadores utilizados nos Testes
disponibilizada para integrac¸a˜o com o SAD foi de 20Gb por nodo, desta
forma resultando em um espac¸o de armazenamento u´nico de 160 Gb, visto
que como caracterı´stica dos SADs escolhidos, esses integram a quantidade de
armazenamento entregue aos mesmos.
Ainda sobre a composic¸a˜o da arquitetura de testes, esta foi composta
por ma´quinas sem dedicac¸a˜o exclusiva para os testes, que sa˜o utilizadas no
dia a dia para desenvolvimento de software. Desta forma, derivaram em um
cluster na˜o-dedicado, sendo que todos os testes foram realizados em hora´rios
alternativos quando estas ma´quinas estavam ociosas. Por fim, sobre a parte de
comunicac¸a˜o, todos os testes foram realizados em um barramento de 1Gb/s
Ethernet.
Sobre os pacotes de software que compuseram os testes e suas respec-
tivas verso˜es, o sistema operacional utilizado no cluster foi o CentOS 6.2.
O motivo para definic¸a˜o deste sistema operacional foi sua compatibilidade
com os pacotes de sistemas de arquivos distribuı´dos utilizados nos experi-
mentos. Ja´ nas duas ma´quinas que continham o cliente DICOM e o servidor
DICOM, o sistema operacional utilizado foi o Debian 6.0.8, posto a sua com-
patibilidade com o servidor de imagens me´dias DICOM (CyclopsDCMSer-
ver). Sobre os pacotes de software utilizados, abaixo segue a lista com suas
respectivas verso˜es.
• HDF5 – Versa˜o 1.8.9
• MPI – MPICH2 – versa˜o 1.4.1-p1
• PVFS – OrangeFS – versa˜o 2.8.5.
• Lustre – Versa˜o 2.1.55
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• FHGFS – Versa˜o 2011.04-r19
• CEPH – Versa˜o 0.47.2-4
• CLucene – Versa˜o 2.4.0
• PostgreSQL – Versa˜o 8.4
5.2 METODOLOGIA DOS EXPERIMENTOS
Para a avaliac¸a˜o do modelo proposto nesta tese, foi idealizada uma me-
todologia de experimentos e nesta sec¸a˜o esta e´ discutida. A validac¸a˜o deste
modelo esta sendo aplicada como estudo de caso, o primeiro experimento
foi analisar o armazenamento e recuperac¸a˜o de imagens me´dicas no modelo
atual, utilizando o sistema gerenciador de bancos de dados relacionais Post-
greSQL. Desta forma, com os resultados do modelo atual e´ possı´vel trac¸ar
comparac¸o˜es estatı´sticas com modelo que esta sendo proposto. Assim, todos
os outros resultados obtidos sera˜o comparados diretamente, com os resultados
adquiridos nos testes do modelo atual.
Em um segundo momento a validac¸a˜o do modelo e´ efetuada a com-
parac¸a˜o da aplicac¸a˜o do modelo em diferentes softwares para construc¸a˜o de
SADs. Assim, identificando qual destes pacotes de software tem o compor-
tamento mais eficiente, se integrado ao modelo proposto. Sobre o sistemas
de arquivos distribuı´dos que sera˜o utilizados nos experimentos, estes sa˜o o
Lustre, PVFS, CEPH e o FhGFS, por razo˜es ja´ expostas.
Como informac¸a˜o, o sistema de arquivos distribuı´dos HDFS, do Ha-
doop, foi excluı´do das rotinas de experimentos devido a problemas de esta-
bilidade que o mesmo apresentou quando integrado com o modelo proposto,
ficando este como um dos trabalhos futuros a serem desenvolvidos. Proble-
mas destas natureza, utilizando o HDFS ja´ foram relatados na literatura, como
por exemplo em (TANTISIRIROJ et al., 2011).
A metodologia de experimentos para o SGBD foi a mesma dos testes
com os SADs, ou seja, foram realizadas operac¸o˜es com 1000, 2500, 5000
e 10000 imagens, onde foram coletados os tempos de inserc¸a˜o por objeto e
ainda os tempos totais da operac¸a˜o. Baseados nestes dados, foram geradas
as me´dias, medianas, desvio padra˜o, maior nu´mero e menor nu´mero. O foco
dos experimentos foi averiguar o desempenho e a escalabilidade do modelo
hiera´rquico proposto. Nestes experimentos foram tratadas as operac¸o˜es de
armazenamento e recuperac¸a˜o de imagens me´dicas DICOM, tando de forma
serial, como de forma paralela.
Por exemplo: foram armazenadas 1000 imagens DICOM de forma se-
rial no sistema de arquivos distribuı´dos CEPH, onde foram coletados o tempo
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de cada uma das inserc¸o˜es no container HDF5 e o tempo total. Por fim, bus-
cando garantir o mı´nimo de significaˆncia estatı´stica aos resultados dos testes,
e ainda, buscando proporcionar maiores nı´veis de confiabilidade nos dados
apresentados, cada um dos testes foi realizados 25 vezes, onde extraiu-se a
me´dia, mediana, desvio padra˜o, menor valor e maior valor.
Sobre o tipo de exames que compo˜em a base de dados, estes foram
retirados aleatoriamente de uma base de dados de testes, com exames devida-
mente anonimizados, para preservar a identidade dos pacientes. A proporc¸a˜o
da quantidade de arquivos, por modalidades, foi determinada de acordo com
a realidade de um sistema PACS de produc¸a˜o. Na Tabela 7 e´ possı´vel visua-
lizar os tipos de modalidades que foram utilizadas, a quantidade de imagens
por modalidade e ainda, o tamanho destes conjuntos de dados. A heteroge-
neidade dos tipos de exames, de variadas modalidades diferentes e´ importante
para simular um cena´rio real de um PACS em produc¸a˜o.
Modalidade Quantidade Tamanho
Raio-X Digital (CR) 100 1.1 Gb
Ressonancia (RM) 300 0.135 Gb
Tomografia (CT) 18530 9.2 Gb
Angiografia (XA) 1977 3.4 Gb
Ultra-som (US) 2370 2.1 Gb
TOTAL 23277 15.935 Gb
Tabela 7: Composic¸a˜o da Base de Dados
Acerca do modo de operac¸a˜o dos testes, o fluxo de informac¸a˜o foi ini-
ciado no cliente DICOM, que envia para o servidor DICOM uma quantidade
X de exames a serem armazenados, ou ainda, uma quantidade Y que deseja
que sejam recuperados. O servidor DICOM, no caso do armazenamento, re-
cebe a solicitac¸a˜o de armazenamento, e em tempo real inicia o recebimento
das imagens e a posterior desconstruc¸a˜o das imagens e entrega para o modelo
proposto (proto´tipo), que iniciara´ o procedimento de hierarquizac¸a˜o, indexa
os metadados do exame, faz a selec¸a˜o do backend a ser utilizado, define a
forma de armazenamento e de fato, finaliza com o armazenamento do dado.
No caso do processo de recuperac¸a˜o de dados, o cliente DICOM solicita ao
servidor DICOM a localizac¸a˜o de uma determinada imagem. O servidor en-
trega a solicitac¸a˜o ao indexador do modelo proposto (proto´tipo). O indexador
fara´ uma consulta interna em sua base de dados e informara´ ao servidor DI-
COM qual a localizac¸a˜o do exame solicitado dentro do container de dados.
Com relac¸a˜o ao modo de operac¸a˜o dos testes, no caso dos processos de
avaliac¸a˜o do modelo proposto, foram utilizados o cliente DICOM, o servidor
DICOM, o Nodo 1 atuou como servidor de metadados e dados, enquanto
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os outros sete servidores atuaram como servidores de dados. No caso de
avaliac¸a˜o do modelo atual, foram utilizados o cliente DICOM, o servidor
DICOM e o Nodo 1 atual como servidor de bancos de dados, onde de fato
estava instalado o sistema gerenciador de bancos de dados PostgreSQL.
Finalizando o cena´rio relativo a metodologia, na Tabela 8 pode ser vi-
sualizado o tamanho dos conjuntos de dados e qual sua relac¸a˜o de tamanho
para cada um dos backends, a saber, HDF5, CLucene, PostgreSQL e no sis-
tema de arquivos. No caso do HDF5, esta informac¸a˜o faz refereˆncia ao tama-
nho do container HDF5 quando armazenado em um disco local. No caso do
CLucene, esta informac¸a˜o faz refereˆncia ao tamanho do ı´ndice que sera´ pes-
quisado. No caso do PostgreSQL, esta informac¸a˜o faz refereˆncia ao tamanho
dos conjuntos de dados quando persistidos neste SGBD. No caso especı´fico
do filesystem, esta informac¸a˜o faz refereˆncia ao tamanho dos conjuntos de
dados quando persistidos nos sistemas de arquivos distribuı´dos.
Imagens 1000 2.500 5.000 10.000
HDF5 695 MB 1.7 GB 3.4 GB 6.6 GB
CLucene 1004 KB 1.2 MB 2 MB 3 MB
PostgreSQL 488 MB 1.2 GB 2.4 GB 4.7 GB
FileSystem 562 MB 1.3 GB 2.7 GB 5.3 GB
Tabela 8: Tamanho da Base de Dados
5.3 EXPERIMENTOS REALIZADOS
Nesta sec¸a˜o e´ feito um detalhamento sobre a aplicac¸a˜o da metodo-
logia e do ambiente nos experimentos realizados. Na Tabela 9 e´ possı´vel
visualizar o resumo dos testes aplicados na validac¸a˜o desta tese. Para cada
um dos tipos de backend, foram realizadas as operac¸o˜es de armazenamento
e recuperac¸a˜o, de conjuntos de dados compostos de imagens me´dicas, nos
tamanhos de 1000, 2500, 5000 e 10000 imagens. No caso especı´fico dos sis-
temas de arquivos distribuı´dos, ainda, foram realizadas operac¸o˜es de arma-
zenamento e recuperac¸a˜o, de forma serial e paralela. Sobre a quantidade de
vezes, como citado na metodologia, os testes foram realizados 25 vezes, para
garantir o mı´nimo de significaˆncia estatı´stica na validac¸a˜o dos resultados.
No total, foram realizados 18 diferentes testes de validac¸a˜o, sendo 16
avaliando o modelo proposto, utilizando os SADs Lustre, PVFS, CEPH e
FhGFS e dois avaliando o modelo atual, utilizando o SGBD PostgreSQL.
Como os testes foram realizados executando diferentes tipos de operac¸a˜o,
para diferentes conjuntos de dados, isto resultou em um total de 72 diferentes
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No Backend Tipo de Operac¸a˜o Imagens Qtde
1 Lustre Armazenamento Serial 1000, 2500, 5000, 10000 25 vezes
2 Lustre Armazenamento Paralelo 1000, 2500, 5000, 10000 25 vezes
3 Lustre Recuperac¸a˜o Serial 1000, 2500, 5000, 10000 25 vezes
4 Lustre Recuperac¸a˜o Paralelo 1000, 2500, 5000, 10000 25 vezes
5 PVFS Armazenamento Serial 1000, 2500, 5000, 10000 25 vezes
6 PVFS Armazenamento Paralelo 1000, 2500, 5000, 10000 25 vezes
7 PVFS Recuperac¸a˜o Serial 1000, 2500, 5000, 10000 25 vezes
8 PVFS Recuperac¸a˜o Paralelo 1000, 2500, 5000, 10000 25 vezes
9 CEPH Armazenamento Serial 1000, 2500, 5000, 10000 25 vezes
10 CEPH Armazenamento Paralelo 1000, 2500, 5000, 10000 25 vezes
11 CEPH Recuperac¸a˜o Serial 1000, 2500, 5000, 10000 25 vezes
12 CEPH Recuperac¸a˜o Paralelo 1000, 2500, 5000, 10000 25 vezes
13 FhGFS Armazenamento Serial 1000, 2500, 5000, 10000 25 vezes
14 FhGFS Armazenamento Paralelo 1000, 2500, 5000, 10000 25 vezes
15 FhGFS Recuperac¸a˜o Serial 1000, 2500, 5000, 10000 25 vezes
16 FhGFS Recuperac¸a˜o Paralelo 1000, 2500, 5000, 10000 25 vezes
17 PostgreSQL Armazenamento 1000, 2500, 5000, 10000 25 vezes
18 PostgreSQL Recuperac¸a˜o 1000, 2500, 5000, 10000 25 vezes
Tabela 9: Resumo dos Experimentos.
tipos de testes. Estes 72 (setenta e dois) diferentes tipos de testes, foram
executados 25 (vinte e cinco) vezes, cada um deles, resultando num total de
1.800 (mil e oitocentos) testes. Esta quantidade de experimentos resultou em
um total de 18.000 para os testes com 1000 objetos, 45.000 para os testes de
2500 objetos, 90.000 para os testes com 5000 objetos e 180.000 para os testes
com 10000 objetos, totalizando 8.325.000 amostras que foram analisadas.
Enta˜o, esta quantidade significativa de amostras foram sintetizadas por
me´dias e quantidades totais, gerando uma soma do tempo total e uma me´dia
para cada um dos testes. Os gra´ficos foram gerados para expressar as amos-
trar de uma forma mais lo´gica. As amostras foram agrupadas por tipos de
operac¸a˜o e posteriormente separadas em quatro experimentos distintos. O
Experimento 01 tratou do armazenamento de forma serial, o Experimento
02, tratou do armazenamento de forma paralela, o Experimento 03 tratou a
recuperac¸a˜o de forma serial e por fim o Experimento 04 tratou a recuperac¸a˜o
de forma paralela.
Como observac¸a˜o final, em relac¸a˜o a execuc¸a˜o dos experimentos, para
todos os gra´ficos dos testes, os dados de armazenamento e recuperac¸a˜o do
modelo atual, utilizando bancos de dados relacionas, foram inseridos nos
gra´ficos para efeitos comparativos. Assim, foi possı´vel trac¸ar observac¸o˜es
sobre o desempenho e a escalabilidade do modelo atual versus o proposto.
As fontes semi-sintetizadas dos gra´ficos desta sec¸a˜o, esta˜o expressas nos
Apeˆndices C, D, E e F. Nas pro´ximas sub-sec¸o˜es os experimentos sa˜o apre-
sentados.
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5.3.1 Experimento 01: Armazenamento Serial
Nesta sub-sec¸a˜o e´ visto o Experimento 01, que trata do armazena-
mento serial de dados nos sistemas de arquivos distribuı´dos (SADs). A me-
todologia de experimentos foi aplicada e na Figura 34 pode-se visualizar o
tempo me´dio individual para cada umas das 25 tentativas e na Figura 35
e´ possı´vel visualizar o tempo serial total para cada umas das 25 tentativas
(operac¸o˜es). Para os dados de me´dias, os dados esta˜o explicitados em mi-
lione´simos (7 casas decimais) de segundos e para os totais apresentados, esta˜o
expressos em cente´simos (duas casas) de segundos.
O objetivo da primeira parte do experimento e´ identificar qual o tempo
me´dio de armazenamento de uma imagem DICOM (instaˆncia) atrave´s do mo-
delo proposto, assim as imagens sa˜o hierarquizadas e armazenadas de forma
serial nos sistemas de arquivos distribuı´dos selecionados. Ainda, consta nos
gra´ficos os tempos das mesmas tentativas, usando o modelo atual utilizando
uma arquitetura de bancos de dados relacionais PostgreSQL. No mesmo gra´-
fico, ainda e´ possı´vel verificar a diferenc¸a de desempenho e estabilidade entre
os pro´prios SADs selecionados, projetando assim qual deles tem o melhor
desempenho no experimento.
(a) Armazenamento Serial de 1.000 (b) Armazenamento Serial de 2.500
(c) Armazenamento Serial de 5.000 (d) Armazenamento Serial de 10.000
Figura 34: Gra´ficos do Tempo Me´dio de Armazenamento Serial.
126
(a) Armazenamento Serial de 1.000 (b) Armazenamento Serial de 2.500
(c) Armazenamento Serial de 5.000 (d) Armazenamento Serial de 10.000
Figura 35: Gra´ficos do Tempo Total de Armazenamento Serial.
Na segunda parte do Experimento 01, a Figura 35 ilustra os tempos
totais de armazenamento, esta segue a mesma metodologia da primeira parte
do Experimento, com a diferenc¸a que esta, tem como objetivo identificar os
tempos totais para persisteˆncia dos conjuntos de dados de forma serial nos
sistemas de arquivos distribuı´dos e utilizando bancos de dados, no modelo
atual. Com este experimento e´ possı´vel prever quanto tempo em me´dia, e´
o custo computacional para armazenar 1000, 2500, 5000 e 10000 imagens,
tanto para o modelo proposto nesta tese, quanto no modelo relacional.
Como resultado preliminar deste primeiro experimento, e´ possı´vel cons-
tatar que o modelo proposto, utilizando o HDF5 e sistemas de arquivos dis-
tribuı´dos como backend, para qualquer um dos casos de armazenamento serial
apresentados, tem desempenho e estabilidade superiores a abordagem usando
bancos de dados.
Esta infereˆncia e´ va´lida tanto para os resultados de me´dias, da primeira
parte do experimento, quanto para os resultados totais, na segunda parte do
experimento. No capı´tulo 6 uma ana´lise mais detalhada sera´ realizada, no-
tando as diferenc¸as entre a`s abordagens.
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5.3.2 Experimento 02: Armazenamento Paralelo
Nesta sub-sec¸a˜o e´ visto o Experimento 02, que trata do armazena-
mento paralelo de dados nos sistemas de arquivos distribuı´dos (SADs). A me-
todologia de teste dos experimentos foi aplicada, e na Figura 36 pode-se visu-
alizar o tempo me´dio individual para cada uma das 25 tentativas (operac¸o˜es)
e na Figura 37 e´ possı´vel visualizar o tempo total de armazenamento paralelo
para cada uma das 25 tentativas (operac¸o˜es) de persisteˆncia. Para os dados
de me´dias, os dados esta˜o explicitados em milione´simos de segundos e para
totais apresentados, os dados esta˜o expressos em cente´simos de segundos.
O objetivo da primeira parte do experimento, expresso na Figura 36 e´
identificar qual o tempo me´dio de armazenamento, no modo paralelo, de uma
imagem DICOM (instaˆncia) atrave´s do modelo proposto. Ainda na mesma
Figura, sa˜o ilustrados os tempos me´dios de gravac¸a˜o, de forma convencional,
do modelo atual, usando bancos de dados. No gra´fico e´ possı´vel ainda, vi-
sualizar quais dos sistemas de arquivos distribuı´dos tem melhor desempenho
executando o experimento.
(a) Armazenamento Paralelo de 1.000 (b) Armazenamento Paralelo de 2.500
(c) Armazenamento Paralelo de 5.000 (d) Armazenamento Paralelo de 10.000
Figura 36: Gra´ficos do Tempo Me´dio de Armazenamento Paralelo.
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(a) Armazenamento Paralelo de 1.000 (b) Armazenamento Paralelo de 2.500
(c) Armazenamento Paralelo de 5.000 (d) Armazenamento Paralelo de 10.000
Figura 37: Gra´ficos do Tempo Total de Armazenamento Paralelo.
Na segunda parte do experimento, que pode ser visto na Figura 37,
este trata os tempos totais de armazenamento das imagens de forma paralela,
usando o modelo proposto. Esta etapa segue a mesma metodologia da pri-
meira parte, entretanto esta etapa difere pois tem como objetivo averiguar os
tempos totais para persisteˆncia dos conjuntos de dados e compara´-los entre si
e contra o modelo atual. Com a execuc¸a˜o deste experimento e´ possı´vel prever
qual o tempo total em me´dia para armazenar os conjuntos de dados.
Como resultados preliminares deste primeiro experimento, e´ possı´vel
constatar que o modelo proposto nesta tese, usando armazenamento de ima-
gens me´dicas, em sistemas de arquivos distribuı´dos, de forma paralela, na˜o
teve desempenho superior ao modelo atual, usando bancos de dados. Ainda,
foi possı´vel constatar que o modelo, integrado ao sistema de arquivos dis-
tribuı´dos Lustre em especı´fico, apresentou uma instabilidade insatisfato´ria,
com alta variac¸a˜o dos tempos na operac¸a˜o dos testes. No capı´tulo 6 uma
ana´lise mais detalhada sera´ trac¸ada, observando as diferenc¸as entre as abor-
dagens.
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5.3.3 Experimento 03: Recuperac¸a˜o Serial
Nesta sub-sec¸a˜o e´ visto o Experimento 03, que tem o intuito de abor-
dar a parte de recuperac¸a˜o das imagens DICOM, de forma serial, usando o
modelo proposto nesta tese, e ainda, usando o modelo atual utilizando ban-
cos de dados. A metodologia de testes dos experimentos foi aplicada e na
Figura 38 pode-se visualizar o tempo me´dio individual da recuperac¸a˜o de
uma imagem, para cada umas das 25 tentativas (operac¸o˜es). Na Figura 39 e´
possı´vel visualizar o tempo total da recuperac¸a˜o dos conjuntos de dados de
forma serial, usando o modelo proposto. Para os dados de me´dias, estes esta˜o
explicitados em milione´simos de segundos e para os dados totais, estes esta˜o
expressos em cente´simos de segundos.
(a) Recuperac¸a˜o Serial de 1.000 (b) Recuperac¸a˜o Serial de 2.500
(c) Recuperac¸a˜o Serial de 5.000 (d) Recuperac¸a˜o Serial de 10.000
Figura 38: Gra´ficos do Tempo Me´dio de Recuperac¸a˜o Serial.
O objetivo da primeira parte do experimento, expresso na Figura 38
e´ identificar qual o tempo me´dio de recuperac¸a˜o, de forma serial, de uma
imagem DICOM atrave´s do modelo proposto. Ainda na mesma figura, sa˜o
apresentados os tempos me´dios de recuperac¸a˜o utilizando bancos de dados.
A diferenc¸a deste experimento, para o experimento de armazenamento e´ que,
enquanto o primeiro trata o armazenamento de 1000, 2500, 5000 e 10000
imagens, o experimento de recuperac¸a˜o busca, atrave´s do indexador do mo-
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delo, uma (1) imagem dentro de um conjunto de dados de 1000, 2500, 5000
e 10000 imagens, desta forma, os tempos de recuperac¸a˜o na˜o variam tanto,
pois trata-se de apenas um objeto.
(a) Recuperac¸a˜o Serial de 1.000 (b) Recuperac¸a˜o Serial de 2.500
(c) Recuperac¸a˜o Serial de 5.000 (d) Recuperac¸a˜o Serial de 10.000
Figura 39: Gra´ficos do Tempo Total de Recuperac¸a˜o Serial.
Ja´ na segunda parte do experimento, que pode ser visualizado na Fi-
gura 39, este trata da recuperac¸a˜o de forma serial, de 1000, 2500, 5000 e
10000 imagens aleato´rias, dentro dos containers de dados ja´ hierarquizados,
utilizando o modelo proposto. Esta etapa segue a mesma metodologia dos
testes anteriores, entretanto ela tem o intuito de averiguar qual o tempo total
de recuperac¸a˜o de forma serial dos conjuntos de dados, e ainda, compara´-los
com o mesmo processo de recuperac¸a˜o para os mesmos conjuntos de dados,
usando o modelo atual. Com a execuc¸a˜o deste experimento e´ possı´vel prever
o tempo total em me´dia de recuperac¸a˜o.
Sobre a primeira parte do Experimento 03, visto na Figura 38 e´ impor-
tante salientar que independente do tamanho do conjunto de dados, os tem-
pos de recuperac¸a˜o na˜o variam significativamente, visto que a recuperac¸a˜o
proposta foi apenas para um objeto. Esta parte do experimento foi apresen-
tada de forma separada, por tamanho dos conjuntos de dados, por fatores de
normalizac¸a˜o com o restante dos experimentos.
Como resultados preliminares do Experimento 03, que tratou da re-
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cuperac¸a˜o de forma serial de imagens me´dicas DICOM, foi possı´vel consta-
tar que o modelo proposto nesta tese, teve desempenho superior ao modelo
atual, utilizando bancos de dados. Ainda foi possı´vel constatar uma estabili-
dade, com uma mı´nima variac¸a˜o, utilizando ambas abordagens. No Capı´tulo
6 uma ana´lise mais detalhada sera´ trac¸ada, observando as diferenc¸as entre as
abordagens.
5.3.4 Experimento 04: Recuperac¸a˜o Paralela
Nesta sub-sec¸a˜o e´ visto o Experimento 04, que trata o problema de
recuperac¸a˜o de imagens me´dicas DICOM, utilizando o modelo proposto,
de forma paralela. Neste experimento, sa˜o apresentados os resultados da
recuperac¸a˜o de dados utilizando o modelo atual, usando bancos de dados.
A metodologia de testes foi aplicada e na Figura 40 e´ possı´vel visualizar o
tempo me´dio de recuperac¸a˜o de uma (1) imagem de forma paralela. Na Fi-
gura 41 e´ possı´vel visualizar o tempo total de recuperac¸a˜o de forma paralela
dos conjuntos de dados completos. Para os dados das me´dias apresentadas,
estes esta˜o explicitados em milione´simos de segundos e para os dados totais,
estes esta˜o expressos em cente´simos de segundos.
(a) Recuperac¸a˜o Paralela de 1.000 (b) Recuperac¸a˜o Paralela de 2.500
(c) Recuperac¸a˜o Paralela de 5.000 (d) Recuperac¸a˜o Paralela de 10.000
Figura 40: Gra´ficos do Tempo Me´dio de Recuperac¸a˜o Paralela.
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O objetivo da primeira parte do experimento, visualizado na Figura 40
e´ identificar qual o tempo me´dio de recuperac¸a˜o de um objeto, de forma para-
lela, atrave´s do modelo proposto. Na Figura, se apresentou os tempos me´dios
de recuperac¸a˜o usando bancos de dados, por fatores comparativos. Para esta
primeira etapa, o mesmo modo de operac¸a˜o do experimento de recuperac¸a˜o
serial foi utilizado, enta˜o, independente do tamanho do conjunto de dados
apresentado, os tempos de recuperac¸a˜o variam pouco, pois trata-se de apenas
um objeto.
(a) Recuperac¸a˜o Paralela de 1.000 (b) Recuperac¸a˜o Paralela de 2.500
(c) Recuperac¸a˜o Paralela de 5.000 (d) Recuperac¸a˜o Paralela de 10.000
Figura 41: Gra´ficos do Tempo Total de Recuperac¸a˜o Paralela.
Ainda sobre o primeiro experimento, e´ importante salientar que os
tempos de recuperac¸a˜o usando bancos de dados na˜o foram feitos de forma pa-
ralela, mas sim, com seu modo de operac¸a˜o convencional, usando operac¸o˜es
internas do SGBD, como por exemplo o comando SELECT. A` primeira vista,
pode-se parecer que o que esta sendo comparado, na˜o e´ compara´vel, entre-
tanto o intuito na˜o e´ uma comparac¸a˜o direta, mas sim uma estimativa de de-
sempenho para cada um dos modelos que esta˜o sendo avaliados.
Na segunda parte do experimento, que pode ser visualizado na Figura
41, este trata da recuperac¸a˜o de forma paralela da totalidade dos conjuntos
de dados. Esta etapa segue a mesma metodologia dos testes anteriores, en-
tretanto tem o objetivo de averiguar qual o tempo total de recuperac¸a˜o para
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cada conjunto, de forma a averiguar qual tem o melhor desempenho. Com
este experimento e´ possı´vel prever quanto tempo, ou seja, qual o desempenho
no processo de recuperac¸a˜o dos datasets.
Como resultados preliminares do Experimento 04, que trata da recu-
perac¸a˜o de forma paralela de imagens DICOM, foi possı´vel constatar que o
modelo proposto, independente do tipo de backend a ser utilizado, tem um de-
sempenho superior para recuperac¸a˜o de imagens DICOM de forma paralela.
Salienta-se que de forma similar a recuperac¸a˜o de forma serial, a estabili-
dade no processo de recuperac¸a˜o das imagens foi o destaque do experimento,
utilizando ambos os modelos.
5.4 CONSIDERAC¸O˜ES FINAIS DO CAPI´TULO
Neste capitulo foram demonstrados os experimentos realizados basea-
dos no modelo proposto e em sua arquitetura. Foi apresentada a metodologia
de testes para avaliac¸a˜o do modelo, bem como a arquitetura computacional
utilizada nos testes, onde foram mostradas as configurac¸o˜es dos computado-
res e os pacotes de software utilizados no proto´tipo. Os experimentos pro-
postos foram explicados e divididos em 72 diferentes tipos de testes, que
foram executados 25 vezes, buscando proporcionar uma maior significaˆncia
estatı´stica para as avaliac¸o˜es. Desta forma, o processo de avaliac¸a˜o do mo-
delo culminou em um total de 1800 testes, que derivaram 8.325.000 amostras
a serem analisadas.
As amostras foram divididas em quatro experimentos distintos, que vi-
saram analisar os tempos de armazenamento serial, armazenamento paralelo,
recuperac¸a˜o serial e recuperac¸a˜o paralela. Observac¸o˜es preliminares foram
trac¸adas onde poˆde-se constatar que o modelo proposto e´ superior em treˆs
dos quatro experimentos. O Experimento 03, que trata do armazenamento




6 ANA´LISES E DISCUSSO˜ES DOS EXPERIMENTOS
Neste capı´tulo e´ efetuada a ana´lise dos experimentos realizados no
Capı´tulo 5. Busca-se trac¸ar observac¸o˜es sobre os resultados obtidos e ainda,
elaborar comparac¸o˜es entre o modelo proposto, utilizando formatos de dados
hiera´rquicos de forma distribuı´da e paralela, para armazenamento e recupera-
c¸a˜o de imagens me´dicas DICOM versus o modelo atual, utilizando o sistema
gerenciador de bancos de dados PostgreSQL. O capı´tulo esta dividido em
duas partes, sendo a primeira delas a ana´lise dos resultados, que foi dividida
na ana´lise do processo de armazenamento e posteriormente, a ana´lise do pro-
cesso de recuperac¸a˜o de dados. Na segunda parte, e´ proposta uma discussa˜o
sobre os resultados e as ana´lises obtidas.
6.1 ANA´LISE
Em relac¸a˜o a maneira que as ana´lises sa˜o trac¸adas, estas esta˜o dividi-
das em duas partes. A primeira relativa ao processo de armazenamento de
imagens me´dicas usando o modelo proposto. A segunda parte refere-se a
ana´lise do processo de recuperac¸a˜o das imagens. Como ja´ mencionado na
metodologia dos experimentos, as comparac¸o˜es sera˜o realizadas em dois mo-
mentos distintos. No primeiro momento, os resultados dos experimentos com
o modelo proposto sera˜o comparados com os mesmos processos usando o
modelo atual. Em um segundo momento, ha´ uma ana´lise onde dentro do mo-
delo proposto, sa˜o analisados os resultados dos diferentes tipos de sistemas
de arquivos distribuı´dos.
A ana´lise apresentada caracteriza-se pelas avaliac¸o˜es de armazena-
mento de dados, onde ha´ uma avaliac¸a˜o sobre o desempenho global, das
me´dias totais dos experimentos, e na sequeˆncia ha´ uma ana´lise das me´dias
dos conjuntos de dados, para que assim a analise fique mais so´lida. Foi reali-
zada a ana´lise das avaliac¸o˜es de recuperac¸a˜o de dados, onde tambe´m ha´ uma
avaliac¸a˜o global, levando em considerac¸a˜o as me´dias totais dos experimen-
tos e depois ha´ uma ana´lise das me´dias dos conjuntos de dados, desta forma,
conseguindo uma ana´lise mais precisa.
Uma importante observac¸a˜o sobre as ana´lises de comparac¸a˜o de re-
sultados, diz respeito aos dados do modelo atual, usando bancos de dados.
A` primeira vista, pode-se parecer que o que esta sendo comparado, na˜o e´
compara´vel, visto que os dados do modelo foram processados em outros
tipos de backend e de forma distribuı´da. Entretanto o intuito na˜o e´ uma
comparac¸a˜o direta e definitiva, mas sim, adquirir uma estimativa de desem-
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penho, para cada um dos modelos que esta˜o sendo avaliados. Desta forma,
este estudo serve tambe´m de base para tomadas de deciso˜es sobre me´todos de
persisteˆncia de imagens DICOM.
6.2 ANA´LISE DAS AVALIAC¸O˜ES DE ARMAZENAMENTO DE DADOS
6.2.1 Ana´lise do Armazenamento
Na Figura 42 pode-se visualizar o tempo me´dio total, em segundos,
do processo de armazenamento para os conjuntos de dados de 1000, 2500,
5000 e 10000 imagens me´dicas DICOM. Nos gra´ficos considera-se os tem-
pos me´dios totais, para o processo de armazenamento, tanto serial, quanto
paralelo. Por fatores comparativos, foram incluı´dos os tempos me´dios totais
usando o modelo atual, por meio do SGBD PostgreSQL.
(a) Ana´lise Armazenamento - 1.000 (b) Ana´lise Armazenamento - 2.500
(c) Ana´lise Armazenamento - 5.000 (d) Ana´lise Armazenamento - 10.000
Figura 42: Gra´ficos da Ana´lise das Avaliac¸o˜es de Armazenamento de Dados.
Na Figura 42a e´ possı´vel ver os tempos analisados para o dataset com
1000 objetos. Em relac¸a˜o a comparac¸a˜o entre o modelo atual versus o modelo
proposto, o modelo atual teve desempenho superior ao modelo proposto, para
todos os tipos de sistema de arquivos distribuı´dos, se usados de forma para-
lela. Enquanto o tempo ma´ximo usando escrita paralela no modelo proposto,
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usando o Lustre como backend, foi de 1296,98 segundos, o tempo ma´ximo
de armazenamento de 1000 objetos usando bancos de dados foi de 178.93
segundos, resultando em uma diferenc¸a de 624.85%.
Em relac¸a˜o ao PVFS trabalhando em modo paralelo, a diferenc¸a de-
sempenho foi de 156.84%. Em relac¸a˜o ao CEPH tambe´m trabalhando de
modo paralelo, a diferenc¸a de desempenho foi de 184.19%. E por fim, em
relac¸a˜o ao FhGFS, a diferenc¸a foi de 79.30%. Nas Figuras 42b, 42c e 42d, que
tratam dos conjuntos de dados de 2500, 5000 e 10000 objetos, esta tendeˆncia
se confirmou e em todas as ana´lises realizadas de forma paralela, o modelo
atual usando bancos de dados teve desempenho superior ao modelo proposto
usando sistemas de arquivos distribuı´dos. Esta e´ uma tendeˆncia natural, visto
que a`s me´dias individuais tendem a variar, entretanto as me´dias totais se man-
tem.
Finalizada a ana´lise do modelo atual versus o modelo proposto de
forma paralela, para armazenamento de imagens, como proposto, agora os
sistemas de arquivos distribuı´dos sa˜o comparados entre si, a fim de verifi-
car quais deles tem melhor desempenho. Em relac¸a˜o aos SADs, na Figura
42a, que refere-se ao armazenamento de 1000 objetos, o mais eficiente foi o
FhGFS, realizando a operac¸a˜o em um tempo ma´ximo de 320.83 segundos,
em segundo lugar o PVFS realizou a operac¸a˜o em 459.56 segundos, em ter-
ceiro lugar veio o CEPH, que realizou a operac¸a˜o em 508.50 segundos e por
u´ltimo, em quarto lugar, o Lustre realizou a operac¸a˜o em 1296.98 segundos.
Nas Figuras 42b, 42c e 42d, que tratam dos conjuntos de dados de 2500,
5000 e 10000 objetos, esta tendeˆncia se confirmou, pelo motivos ja´ expostos
e o FhGFS continuou sendo o mais eficiente fazendo o armazenamento dos
objetos de forma paralela.
Ainda na Figura 42a, que trata do armazenamento de 1000 objetos,
pore´m agora analisando o modelo proposto trabalhando de forma serial, para
todos os quatro tipos de sistemas de arquivos distribuı´dos, estes tiveram de-
sempenho superior ao modelo atual usando banco de dados. Enquanto o
tempo mı´nimo para armazenamento de forma serial usando o modelo pro-
posto foi do CEPH com 17.76 segundos, o tempo mı´nimo do modelo atual
usando banco de dados foi de 178.93 segundos, resultando em uma diferenc¸a
de desempenho de 907.49% em favor do CEPH.
Em relac¸a˜o ao Lustre, a diferenc¸a de desempenho foi de 74.84% mais
eficiente. Em relac¸a˜o ao PVFS, a diferenc¸a de desempenho foi de 45.04%
mais eficiente. E em relac¸a˜o ao FhGFS, a diferenc¸a de desempenho foi de
89.62% mais eficiente. Nas Figuras 42b, 42c e 42d, que tratam dos conjuntos
de dados de 2500, 5000 e 10000 objetos, esta tendeˆncia se confirmou, e o
CEPH continuou sendo o que obteve o mais eficiente desempenho realizando
a operac¸a˜o dos objetos de forma paralela.
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Finalizada a ana´lise do modelo atual versus o modelo proposto de
forma serial, para armazenamento de imagens, como proposto, agora os sis-
temas de arquivos distribuı´dos sa˜o comparados entre si, a fim de verificar
quais deles tem melhor desempenho. Em relac¸a˜o aos SADs trabalhando de
forma serial, na Figura 42a, que trata do armazenamento de 1000 objetos,
o mais eficiente desempenho foi o CEPH, realizando a operac¸a˜o em 17.76
segundos, seguindo pelo FhGFS realizando a operac¸a˜o em 94.36 segundos,
em terceiro lugar veio o Lustre, realizando a operac¸a˜o em 112.34 segundos e
por u´ltimo, em quarto lugar, veio o PVFS, realizando a operac¸a˜o em 123.37
segundos. Nas Figuras 42b, 42c e 42d, que tratam dos conjuntos de dados de
2500, 5000 e 10000 objetos, esta tendeˆncia se confirmou e o CEPH continuou
sendo o que obteve o mais eficiente desempenho fazendo o armazenamento
dos objetos de forma serial.
Por fim, na Figura 43 o gra´fico evolutivo do armazenamento, tanto em
modo serial, quanto paralelo, pode ser visualizado. O intuito do gra´fico e´
mostrar a tendeˆncia de crescimento dos tempos, entre os sistemas de arqui-
vos distribuı´dos usando o modelo proposto. No gra´fico e´ possı´vel visualizar,
as mesmas concluso˜es ja´ observadas durante a sec¸a˜o, desta forma, veˆ-se que
o CEPH foi o mais eficiente SAD para armazenamento em modo serial e
o FhGFS obteve mais eficiente desempenho trabalhando de forma paralela.
Ainda, e´ possı´vel observar que o pior desempenho do processo de armazena-
mento, em modo serial ficou com o PVFS e o pior, em modo paralelo foi o
Lustre.
(a) Armazenamento Serial (b) Armazenamento Paralelo
Figura 43: Gra´ficos Evolutivos das Avaliac¸o˜es de Armazenamento de Dados.
6.2.2 Tabela da Ana´lise do Armazenamento
As ana´lises dos experimentos definidas na sec¸a˜o anterior trataram dos
tempos totais dos experimentos relacionados ao armazenamento, em modo
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paralelo e serial. Nesta sub-sec¸a˜o uma ana´lise similar sera´ realizada, entre-
tanto esta sera´ realizada com os nu´meros das me´dias dos experimentos, e
na˜o com os nu´meros totais. Desta forma, espera-se uma ana´lise ainda mais
minuciosa e detalhada, pois os dados que sera˜o analisados sa˜o apresentados
na casa dos milione´simos de segundos. A tabela expressa na Figura 44 trata
do armazenamento de imagens me´dicas DICOM, em modo serial e paralelo,
usando o modelo atual com bancos de dados e o modelo proposto usando
sistemas de arquivos distribuı´dos.
Figura 44: Ana´lise dos Experimentos de Armazenamento de Dados.
Na tabela e´ possı´vel visualizar os quatro conjuntos de dados (1000,
2500, 5000 e 10000), ainda e´ possı´vel visualizar os cinco tipos de backends,
a` saber Lustre, PVFS, CEPH, FhGFS e Bancos de Dados (PostgreSQL). Na
tabela, sa˜o apresentados os dados das me´dias, menor amostra, maior amostra,
variac¸a˜o, desvio padra˜o e por fim, o resultado. Quanto ao resultado, este foi
expresso em porcentagem (%) para uma melhor visualizac¸a˜o dos resultados
obtidos. Uma importante observac¸a˜o e´ que a porcentagem expressa repre-
senta o percentual de desempenho em relac¸a˜o ao modelo atual, utilizando
bancos de dados.
Para os testes com armazenamento serial, seguindo os resultados ja´
expostos na sec¸a˜o anterior, o modelo atual teve desempenho inferior. Esta in-
ferioridade de desempenho ficou exposta em 110.14% pior do que as me´dias
dos sistemas de arquivos distribuı´dos que sa˜o usando como backend de dados
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do modelo proposto nesta tese. O destaque deste experimento foi o CEPH,
que obteve o menor tempo, que representa 922.60% mais eficiente que do os
experimentos usando bancos de dados. Na sequeˆncia, o segundo mais efici-
ente foi o FhGFS, que foi 106.55% mais eficiente, seguindo pelo Lustre com
51.69% e por u´ltimo, o PVFS com 51.00%.
Para os testes com armazenamento paralelo, os mesmos tambe´m se-
guiram os resultados ja´ expostos na sec¸a˜o anterior, onde o modelo atual foi
mais eficiente do que todas as ana´lises realizadas com o modelo proposto,
usando SADs. No caso, a abordagem usando bancos de dados foi 181.32%
mais eficiente do que a me´dia dos resultados do modelo proposto. O mais
eficiente sistema de arquivos distribuı´dos foi o FhGFS, que obteve um de-
sempenho 87.21% pior que o modelo atual, sendo seguido pelo PVFS que
foi 122.86% pior, em terceiro lugar ficou o CEPH com 140.69% e em u´ltimo
lugar, o Lustre obteve um desempenho 374.52% pior.
Em relac¸a˜o a variac¸a˜o, nos testes de armazenamento serial, o que ob-
teve a menor variac¸a˜o foi o Lustre, sendo seguido pelo CEPH, em terceiro
lugar o PVFS, em quarto lugar veio a abordagem usando banco de dados e
por u´ltimo, com maior variac¸a˜o ficou o FhGFS. Em relac¸a˜o aos testes com
armazenamento paralelo, o que obteve a menor variac¸a˜o foi o PVFS, em se-
gundo lugar foi o FhGFS, em terceiro lugar foi o CEPH, em quarto lugar foi
a abordagem usando bancos de dados e em u´ltimo lugar foi o Lustre. Desta
forma, pode-se inferir que no geral, a maior estabilidade e´ apresentada pelo
Lustre, usado de forma serial, e ainda, a pior estabilidade tambe´m e´ do Lustre,
so´ que em modo paralelo.
6.3 ANA´LISE DAS AVALIAC¸O˜ES DE RECUPERAC¸A˜O DE DADOS
6.3.1 Ana´lise da Recuperac¸a˜o
Na Figura 45 pode-se visualizar o tempo me´dio total, em segundos,
do processo de recuperac¸a˜o para os conjuntos de dados de 1000, 2500, 5000
e 10000 imagens me´dicas DICOM. Nos gra´ficos foram inseridos os tempos
me´dios totais, para o processo de recuperac¸a˜o, tanto em modo serial, quanto
em paralelo, e ainda, por fatores comparativos e seguindo a metodologia pro-
posta, foram inseridos os tempos me´dios totais usando o modelo atual, atrave´s
do SGBD PostgreSQL.
Na Figura 45a e´ possı´vel ver os tempos analisados para o dataset com
1000 objetos. Em relac¸a˜o a comparac¸a˜o entre o modelo atual versus o modelo
proposto, o modelo proposto teve desempenho superior na totalidade dos tes-
tes, tanto trabalhando em modo serial, quanto em modo paralelo, utilizando
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(a) Recuperac¸a˜o de 1.000 (b) Recuperac¸a˜o de 2.500
(c) Recuperac¸a˜o de 5.000 (d) Recuperac¸a˜o de 10.000
Figura 45: Gra´ficos da Ana´lise das Avaliac¸o˜es de Recuperac¸a˜o de Dados.
qualquer um sistemas de arquivos distribuı´dos analisados. Enquanto o tempo
ma´ximo do modelo atual atingiu 143.38 segundos, o SAD que teve o pior de-
sempenho, ou seja, com tempo ma´ximo foi o PVFS, em modo paralelo, com
19.34 segundos, resultando em uma diferenc¸a de 641.37%.
Como comparac¸a˜o, nos testes de recuperac¸a˜o de 1000 objetos em
modo paralelo, o FhGFS foi o que obteve a maior eficieˆncia, obtendo 15.77
segundos, resultando em uma diferenc¸a de 809.19% em relac¸a˜o ao modelo
atual. Em segundo lugar o Lustre obteve 16.33 segundos, resultando em uma
diferenc¸a de 778.02%. Em terceiro lugar o CEPH obteve 17.67 segundos,
resultando em uma diferenc¸a de 711.43%. E por fim, como ja´ citado, o pior
desempenho foi do PVFS, com um resultado de 19.34 segundos, resultando
na menor diferenc¸a entre o modelo proposto, executado em modo paralelo,
com 641.37%.
Como complemento, no restante dos experimentos de recuperac¸a˜o em
modo paralelo, o modelo proposto foi mais eficiente, se comparado ao modelo
atual. Nos testes de 2500 objetos, que pode ser visto na Figura 45b a ordem
de desempenho entre os SADs foi alterada, sendo que o FhGFS manteve o
melhor desempenho (809.85%), seguido pelo PVFS que obteve (806.97%),
em terceiro lugar o Lustre (791.71%) e em u´ltimo lugar o CEPH (712.33%).
Nos testes de 5000 objetos, que pode ser visto na Figura 45c, o FhGFS man-
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teve melhor desempenho (805.27%), em segundo lugar o Lustre (778.87%) e
em terceiro e quarto lugares, empatados o PVFS e CEPH (708.26%). Por fim,
nos testes de 10000 objetos, que pode ser visto na Figura 45d, o FhGFS man-
teve o melhor desempenho (800.74%), em segundo lugar o PVFS (769.28%),
em terceiro lugar o Lustre (748.40%) e em u´ltimo lugar o CEPH (704.40%).
Ainda, sobre a recuperac¸a˜o, na Figura 45a, que trata da recuperac¸a˜o
de 1000 objetos, pore´m agora analisando os dados de recuperac¸a˜o serial, para
os quatro tipos de SAD analisados como backend no modelo proposto, estes
tiveram desempenho superior se comparados ao modelo atual, usando bancos
de dados. Enquanto o tempo ma´ximo utilizando bancos de dados atingiu
143.48 segundos, o tempo ma´ximo de recuperac¸a˜o de 1000 objetos, usando
o modelo proposto, usando o Lustre como backend atingiu 15.97 segundos,
resultando em uma diferenc¸a de desempenho de 797.81%.
Como comparac¸a˜o, nos testes de recuperac¸a˜o de 1000 imagens em
modo serial, o FhGFS foi o que obteve o melhor resultado, que obteve 15.31
segundos, culminando em uma diferenc¸a de desempenho de 836.51% em
relac¸a˜o ao modelo atual. Em segundo lugar, o CEPH obteve 15.58 segundos,
resultando em uma diferenc¸a de 820.28%. Em terceiro lugar o PVFS obteve
15.63 segundos, resultando em uma diferenc¸a de 817.34%. E por fim, como
ja´ citado, o pior desempenho foi do Lustre, com 15.97 segundos, resultando
na menor diferenc¸a entre o modelo proposto e o modelo atual, executando
processo de recuperac¸a˜o 797.81% mais ra´pido do que usando bancos de da-
dos, pore´m sendo o pior SAD avaliado para este conjunto de dados.
Como complemento, no restante dos experimentos de recuperac¸a˜o em
modo serial, o modelo proposto obteve melhor desempenho, se comparado
ao modelo atual. Nos testes de 2500 objetos, que pode ser visto na Figura
45b a ordem de desempenho foi alterada, sendo o FhGFS manteve o melhor
desempenho (843.80%), seguindo pelo PVFS (839.37%), em terceiro lugar o
Lustre (793.29%) e em u´ltimo lugar o CEPH (787.13%). Nos testes de 5000
objetos, que pode ser visto na Figura 45c, o PVFS foi o que obteve o melhor
resultado (843.91%), sendo seguindo pelo FhGFS (832.94%), em terceiro
lugar o CEPH (807.00%) e em u´ltimo o Lustre (772.11%). Por fim, nos testes
de recuperac¸a˜o serial de 10000 objetos, que pode ser visto na Figura 45d, o
PVFS obteve o melhor desempenho (842.20%), sendo seguido pelo Lustre
(829.05%), em terceiro lugar o FhGFS (823.12%) e em u´ltimo lugar o CEPH
(809.56%).
Por fim, na Figura 46 e´ possı´vel visualizar o gra´fico evolutivo do pro-
cesso de recuperac¸a˜o, tanto serial, quanto paralela. O objetivo do gra´fico e´
proporcionar uma visualizac¸a˜o geral sobre a tendeˆncia de crescimento dos
tempos, entre os diferentes tipos de backends que integrados ao modelo pro-
posto. No gra´fico, e´ possı´vel visualizar ainda, as mesmas infereˆncias ja´ ob-
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servadas durante a sec¸a˜o, desta forma, veˆ-se uma evoluc¸a˜o constante entre os
diferentes tipo, mostrando baixa variac¸a˜o nos resultados.
(a) Recuperac¸a˜o Serial (b) Recuperac¸a˜o Paralelo
Figura 46: Gra´ficos Evolutivos das Avaliac¸o˜es de Recuperac¸a˜o de Dados.
6.3.2 Tabela da Ana´lise da Recuperac¸a˜o
As ana´lises dos experimentos definidas na sec¸a˜o anterior trataram dos
tempos totais dos experimentos relacionados ao processo de recuperac¸a˜o, em
modo serial e paralelo. Nesta sub-sec¸a˜o uma ana´lise similar e´ realizada, entre-
tanto esta sera´ realizada levando em considerac¸a˜o os nu´meros das me´dias dos
experimentos, e na˜o os nu´meros totais. Desta forma, espera-se uma ana´lise
ainda mais minuciosa e detalhada, pois os dados que sera˜o analisados sa˜o
apresentados na casa dos milione´simos de segundos. A tabela expressa na
Figura 47 trata do processo de recuperac¸a˜o de imagens me´dicas DICOM,
usando o modelo proposto, tanto de forma serial, quanto paralela e ainda,
apresenta-se os dados do modelo atual, utilizando bancos de dados.
Na tabela e´ possı´vel visualizar os quatro conjuntos de dados (1000,
2500, 5000 e 10000), ainda e´ possı´vel visualizar os cinco tipos de backends,
a` saber, Lustre, PVFS, CEPH, FhGFS e Bancos de Dados (PostgreSQL). Na
tabela, sa˜o apresentados dados das me´dias, menor amostra, maior amostra,
variac¸a˜o, desvio padra˜o e por fim, o resultado. Quanto ao resultado, este foi
expresso em porcentagem (%) para uma melhor visualizac¸a˜o dos resultados
obtidos. A porcentagem expressa representa o percentual de desempenho em
relac¸a˜o ao modelo atual, utilizando bancos de dados.
Para os testes de recuperac¸a˜o serial, seguindo os resultados ja´ expos-
tos na sec¸a˜o anterior, pore´m agora detalhados, o modelo atual usando ban-
cos de dados teve desempenho inferior, em comparac¸a˜o ao modelo proposto.
Esta inferioridade de desempenho ficou exposta em 815.46% pior do que as
me´dias dos sistemas de arquivos distribuı´dos que foram utilizados como bac-
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Figura 47: Ana´lise dos Experimentos de Recuperac¸a˜o de Dados.
kend para o modelo proposto nesta tese. O destaque deste experimento foi o
PVFS, que obteve o menor tempo em me´dia, com 0.0153465 milione´simos
de segundo, representando uma superioridade 834.30% mais eficiente que o
modelo atual. Na sequeˆncia, o segundo mais eficiente, muito pro´ximo foi
o FhGFS com 0.0153714, representando uma superioridade 832.78% mais
eficiente, em terceiro lugar o CEPH com 0.0159581, representando 798.49%
mais eficiente e por u´ltimo, em quarto lugar o Lusre com 0.0159726, que
representa 797.67% mais eficiente que a abordagem usando bancos de dados.
Para os testes de recuperac¸a˜o paralela, seguindo os resultados ja´ ex-
postos, o modelo proposto obteve melhor desempenho em relac¸a˜o ao modelo
atual, levando em considerac¸a˜o qualquer um dos backends utilizados para
persisteˆncia dos dados. No caso da recuperac¸a˜o paralela, o modelo atual
teve um desempenho 756.68% pior que a me´dia dos sistemas de arquivos
distribuı´dos. O mais eficiente SAD foi o FhGFS, representando uma supe-
rioridade de 806.39% mais eficiente se comparado com o modelo atual. Em
segundo lugar o Lustre, sendo este 774.00% mais eficiente que o modelo
atual. Em terceiro lugar o PVFS, sendo o mesmo 743.10% mais eficiente que
o modelo atual. Em u´ltimo lugar, o CEPH foi 709.28% mais eficiente.
Em relac¸a˜o a` variac¸a˜o, nos testes de recuperac¸a˜o serial, o que obteve
a menor variac¸a˜o foi o FhGFS, sendo seguido pelo Lustre, em terceiro lugar
o PVFS, em quarto lugar a abordagem usando bancos de dados e em u´ltimo
145
lugar o CEPH. Em relac¸a˜o a` variac¸a˜o aos testes de recuperac¸a˜o paralela, o que
obteve menor variac¸a˜o foi a abordagem usando bancos de dados, em segundo
lugar o FhGFS, em terceiro lugar o CEPH, em quarto lugar o Lustre e em
u´ltimo lugar o PVFS. Desta forma, e´ possı´vel inferir que a abordagem que
tem a melhor estabilidade em relac¸a˜o a recuperac¸a˜o de forma serial e´ a que
aplica o modelo proposto, usando o FhGFS, e ainda, a que representa a pior
estabilidade e´ o PVFS, recuperando dados de forma paralela.
6.4 DISCUSSO˜ES FINAIS DOS EXPERIMENTOS
Na Figura 48 pode ser visualizada uma tabela com o estrato final dos
experimentos, levando em considerac¸a˜o as me´dias dos testes realizados. O
objetivo desta tabela e´ mostrar, de forma visual e direta, a classificac¸a˜o final
(ranking) dos testes realizados, levando em considerac¸a˜o o modelo proposto,
com os quatro (4) tipos de backend, a` saber Lustre, PVFS, CEPH e FhGFS,
em conjunto com o modelo atual, utilizando bancos de dados (PostgreSQL).
Figura 48: Ana´lise Consolidada dos Experimentos.
Baseado nos dados da tabela, para o processo de armazenamento de
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dados, em modo serial, o primeiro lugar ficou com o CEPH, em segundo lugar
o FhGFS, em terceiro lugar o Lustre, em quarto lugar o PVFS e em quinto e
u´ltimo lugar, a abordagem usando bancos de dados. Entretanto, nos testes de
armazenamento de dados, em modo paralelo, a abordagem usando bancos de
dados ficou em primeiro lugar, em segundo lugar o FhGFS, em terceiro lugar
o PVFS, em quarto lugar o CEPH e em quinte e u´ltimo lugar o Lustre.
Desta forma, apo´s a finalizac¸a˜o dos experimentos e suas respectivas
ana´lises, e´ possı´vel inferir que, para as operac¸o˜es de armazenamento de ima-
gens me´dicas DICOM, em modo serial, o modelo proposto nesta tese foi
superior, atingindo melhor desempenho, se comparado ao modelo atual, uti-
lizando bancos de dados. A abordagem proposta nesta tese mostrou-se supe-
rior na totalidade dos experimentos desta categoria. Ainda, e´ possı´vel inferir,
que baseados nos experimentos de armazenamento serial, que o CEPH foi
o sistema de arquivos distribuı´dos que obteve um resultado mais eficiente,
atingindo uma superioridade de 922.60% se comparado com a abordagem
utilizando bancos de dados. Ale´m disto, dentro das ana´lises de backends para
o modelo proposto, o CEPH foi o que obteve o melhor desempenho entre os
sistemas de arquivos distribuı´dos analisados.
Ja´ para operac¸o˜es de armazenamento, em modo paralelo, o modelo
atual, utilizando bancos de dados, obteve melhor desempenho do que qual-
quer um dos tipos de sistemas de arquivos distribuı´dos utilizados como bac-
kend para o modelo proposto. Baseado nos experimentos realizados, e´ possı´vel
inferir que o custo de comunicac¸a˜o (socket), para o armazenamento de forma
paralela dos conjuntos de dados, causou perdas significativas de desempenho,
perdas estas que afetaram os resultados finais. Foi constatado, em um con-
junto de 1000 amostras coletadas durante os testes, que o custo de comunicac¸a˜o
atingiu a me´dia de 56% do tempo total de armazenamento de uma imagem
DICOM. Desta forma, isto escalado para a casa dos milhares de exames, re-
sultou nos dados apresentados e na consequente perda de desempenho. Por
fim, de acordo com experimentos, ainda e´ possı´vel inferir que, baseado nas
ana´lises de armazenamento paralelo, para o modelo proposto, que o FhGFS
obteve melhor desempenho entre o SADs analisados nos testes.
Ainda, baseado nos dados da tabela, para o processo de recuperac¸a˜o de
dados, em modo serial, o primeiro lugar ficou com o PVFS, em segundo lugar
o FhGFS, em terceiro lugar o CEPH, em quarto lugar o Lustre e em quinto
e u´ltimo lugar a abordagem usando bancos de dados. Por outro lado, nos
experimentos de recuperac¸a˜o de dados, em modo paralelo, o primeiro lugar
ficou com o FhGFS, em segundo lugar o Lustre, em terceiro lugar o PVFS,
em quarto lugar o CEPH e em quinto e u´ltimo lugar a abordagem usando
bancos de dados.
Desta forma, e´ possı´vel inferir que o modelo proposto, usando forma-
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tos de dados hiera´rquicos de forma distribuı´da, para persisteˆncia de imagens
me´dicas, obteve melhor desempenho nos experimentos de recuperac¸a˜o se-
rial e tambe´m nos experimentos de recuperac¸a˜o paralela, se comparado com
os dados de recuperac¸a˜o utilizando o modelo atual, com bancos de dados.
Entretanto, para os experimentos de recuperac¸a˜o serial, houve uma variac¸a˜o
entre os SADs que obtiveram melhor desempenho, dependendo do tamanho
do conjunto de dados.
Para os conjuntos de 1000 e 2500 objetos, o FhGFS foi o SAD mais
eficiente e para os conjuntos de 5000 e 10000 objetos, o PVFS foi o que
obteve melhor desempenho. No geral, na comparac¸a˜o entre os backends do
modelo proposto, o PVFS foi o sistema que obteve o melhor desempenho,
sendo 843.30% mais ra´pido que o modelo atual. Sobre a recuperac¸a˜o em
modo paralelo, o FhGFS foi o SAD que obteve o melhor desempenho en-
tre os sistemas analisados, sendo este 806.39% melhor que o modelo atual
utilizando bancos de dados.
Sobre a estabilidade das abordagens averiguadas no experimentos, esta
foi traduzida atrave´s da captac¸a˜o das variac¸o˜es de tempo entre as me´dias dos
testes. Em relac¸a˜o ao armazenamento serial, a melhor estabilidade apresen-
tada foi do Lustre e a pior foi do FhGFS. Com isto, e´ possı´vel inferir que,
mesmo o Lustre tendo ficado em terceiro lugar geral no ranking de desempe-
nho, sua estabilidade e´ um ponto forte. Ainda, sobre o armazenamento serial,
mesmo o FhGFS tendo ficado em segundo lugar geral, dentro destes experi-
mento, ele apresenta pior estabilidade, com uma variac¸a˜o de tempos acima da
me´dia.
Em relac¸a˜o ao armazenamento paralelo, a melhor estabilidade apre-
sentada foi a abordagem usando bancos de dados, sendo esta 181.32% mais
eficiente que a me´dia do modelo proposto. Para os SADs analisados no mo-
delo proposto, o PVFS e a pior estabilidade foi do Lustre. Com isto, e´ possı´vel
inferir que, mesmo o PVFS tendo ficado como terceiro lugar entre os sistemas
analisados para o modelo proposto, este obteve melhor estabilidade. Ainda,
sobre o armazenamento paralelo e sua consequente estabilidade, o Lustre foi
o que obteve pior estabilidade e ainda, pior desempenho no geral.
Ainda sobre a estabilidade das abordagens averiguadas nos experi-
mentos, em relac¸a˜o a recuperac¸a˜o serial o FhGFS foi o que obteve menor
variac¸a˜o nos testes e o CEPH foi o que obteve maior variac¸a˜o e por con-
sequeˆncia, pior estabilidade. Com isto, e´ possı´vel inferir que mesmo o FhGFS
ficando em segundo lugar geral, sendo este 832.78% mais eficiente que a
abordagem atual, ele foi o mais esta´vel. Ainda, sobre recuperac¸a˜o serial,
mesmo o CEPH sendo o que obteve maior variac¸a˜o, ele foi 709.28% mais
eficiente que a abordagem usando bancos de dados.
Em relac¸a˜o a recuperac¸a˜o paralela, a menor variac¸a˜o foi da abordagem
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usando bancos de dados e a pior foi do PVFS. Com isto e´ possı´vel inferir
que mesmo a abordagem usando bancos de dados sendo a mais esta´vel, no
geral, contando-se a me´dia geral dos experimentos do modelo proposto, esta
e´ 756.68% pior do que a me´dia geral para este experimento. Ainda, sobre
recuperac¸a˜o paralela, mesmo o PVFS sendo o mais insta´vel, este ainda ficou
em terceiro lugar geral, para esta modalidade de testes.
6.5 CONSIDERAC¸O˜ES FINAIS DO CAPI´TULO
Neste capı´tulo abordou-se um conjunto de ana´lises dos experimentos
realizados. O objetivo foi trac¸ar observac¸o˜es sobre os resultados obtidos e
ainda, elaborando comparac¸o˜es entre o modelo proposto, utilizando formatos
de dados hiera´rquicos de forma distribuı´da e paralela, para armazenamento e
recuperac¸a˜o de imagens me´dicas DICOM versus o modelo atual, utilizando o
sistema gerenciador de bancos de dados PostgreSQL. O capı´tulo foi dividido
em duas partes, sendo a primeira delas a ana´lise dos resultados, que foi di-
vidida na ana´lise do processo de armazenamento e posteriormente, a ana´lise
do processo de recuperac¸a˜o de dados. Na segunda parte, foi proposta uma
discussa˜o sobre os resultados e ana´lises obtidas nos experimentos.
Como conclusa˜o da etapa de ana´lises dos experimentos realizados, o
mais eficiente desempenho de armazenamento, contando o modo serial e pa-
ralelo, ficou com o CEPH, trabalhando em serial e o menos eficiente no pro-
cesso de armazenamento no geral ficou com o Lustre, trabalhando em modo
paralelo. Sobre a recuperac¸a˜o, o mais eficiente desempenho no geral ficou
com o PVFS, trabalhando em modo serial e a menos eficiente foi a aborda-
gem usando bancos de dados. Desta forma, com os resultados ja´ expostos e
analisados, e´ possı´vel inferir o sucesso do modelo proposto e sua aplicac¸a˜o
nos processos de armazenamento e posterior recuperac¸a˜o de imagens me´dicas
DICOM.
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7 CONCLUSO˜ES E TRABALHOS FUTUROS
Nesta tese foi apresentado um novo modelo de armazenamento para
sistemas me´dicos baseados em imagens. Este modelo foi concebido a partir
de um paradigma hiera´rquico, seguindo o padra˜o para imagens me´dicas in-
ternacionalmente reconhecido (DICOM). Assim, representando os dados de
uma forma mais natural, simplificando o processo de busca e de recuperac¸a˜o,
tanto do pixeldata, como dos metadados relacionados. Ao final dos experi-
mentos e das etapas de ana´lises dos resultados, o modelo proposto mostrou
ter um desempenho superior, se comparado ao modelo cla´ssido de SGBDs.
Desta forma, o modelo, juntamente com sua posterior validac¸a˜o figura como
principal contribuic¸a˜o desta tese.
Em relac¸a˜o aos objetivos propostos, foi possı´vel (1) identificar os re-
quisitos para elaborac¸a˜o de uma proposta de modelo hiera´rquico de armaze-
namento de dados para imagens me´dicas no formato DICOM. Esta identifi-
cac¸a˜o foi baseada atrave´s revisa˜o bibliogra´fica onde foram elencados as ca-
raterı´stica para este tipo de sistema e quais sa˜o as necessidades para sistemas
desta natureza. Tambe´m, foi possı´vel (2) identificar as plataformas computa-
cionais de sistemas de arquivos distribuı´dos que melhor se adequam ao mo-
delo criado, visando sempre manutenc¸a˜o de longo prazo. Esta identificac¸a˜o,
tambe´m, foi realizada atrave´s da revisa˜o da literatura, pois nesta, foram levan-
tados os preceitos te´cnicos para este tipo de sistema, onde foram pesquisados
o Lustre, o PVFS, o CEPH, o FhGFS e o HDFS como plataforma de per-
sisteˆncia do modelo. Em complemento, o HDFS foi retirado das rotinas dos
experimentos, devido a problemas de estabilidade apresentados.
Apo´s as fases de levantamento bibliogra´fico e revisa˜o sistema´tica da
literatura, foi proposto um modelo hiera´rquico de armazenamento e recupe-
rac¸a˜o utilizando o formato de dados hiera´rquicos HDF5 (3), que poˆde ser
discutido no Capı´tulo 4. Para implementar o modelo conceitual proposto, foi
desenvolvida uma arquitetura computacional dividida em camadas, ja´ integra-
das a arquitetura do STT/RCTM, que serviu como estudo de caso. Feita esta
integrac¸a˜o foi possı´vel demostrar (4) a viabilidade do modelo proposto por
meio da implementac¸a˜o de um proto´tipo integrado com o estudo de caso. Fo-
ram realizados experimentos (5), buscando realizar uma ana´lise comparativa
utilizando o modelo proposto versus o modelo cla´ssico de SGBDs.
Como conclusa˜o, baseando-se na ana´lise dos resultados experimen-
tais, o mais eficiente desempenho de armazenamento, levando em considerac¸a˜o
os modos serial e paralelo, foi o CEPH, trabalhando em serial e o menos efi-
ciente no processo de armazenamento no geral foi o Lustre, trabalhando em
modo paralelo, pelas razo˜es relativas a parte de comunicac¸a˜o e sincronizac¸a˜o.
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Sobre a recuperac¸a˜o, o mais eficiente desempenho no geral ficou com o
PVFS, trabalhando em modo serial e o menos eficiente desempenho foi a
abordagem usando bancos de dados. Desta forma, com os resultados ja´ ex-
postos e analisados, e´ possı´vel inferir o sucesso do modelo proposto e sua
aplicac¸a˜o nos processos de armazenamento e posterior recuperac¸a˜o de ima-
gens me´dicas DICOM.
Finalizando, e´ importante salientar que o intuito dos experimentos e
sua posterior ana´lise foi comprovar que o modelo proposto nesta tese e´ via´vel
para persisteˆncia de imagens me´dicas DICOM de forma hiera´rquica e dis-
tribuı´da. Ainda, como ja´ mencionado, devido a grande disseminac¸a˜o e uso
de sistemas gerenciadores de bancos de dados relacionais, e sua aplicac¸a˜o
em massa em sistemas de medicina em geral, esta tese na˜o teve a pretensa˜o
de substituir imediatamente estes sistemas de persisteˆncia. O que se espera, e´
que quando engenheiros e desenvolvedores, deste tipo de sistema, se deparem
com os problemas de pesquisa relacionados, busquem este modelo como uma
das alternativas possı´veis para melhoria dos tempos de resposta dos sistemas.
Por fim, este trabalho, partiu de uma contextualizac¸a˜o, que identificou
um problema de pesquisa e que este derivou em uma pergunta de pesquisa.
Dito isto, apo´s todas as etapas de revisa˜o da literatura, que buscou embasar
os preceitos te´cnicos do trabalho, apo´s a etapa de revisa˜o sistema´tica da lite-
ratura, buscando validar o ineditismo da tese, apo´s a construc¸a˜o do modelo
teo´rico e sua consequente arquitetura, e finalmente, apo´s a etapa experimen-
tal e a ana´lise dos dados, e´ possı´vel responder a pergunta, inferindo que sim,
que a aplicac¸a˜o de uma camada de persisteˆncia hiera´rquica e distribuı´da se
mostrou via´vel e eficaz para persisteˆncia de sistemas me´dicos baseados em
imagens.
Desta forma, verificou-se que o modelo proposto na tese, teve sig-
nificativo reconhecimento pela comunidade cientı´fica, tanto da a´rea me´dica,
quanto da a´rea da cieˆncia da computac¸a˜o e da a´rea interdisciplinar. Este reco-
nhecimento pode ser aferido atrave´s da aceitac¸a˜o de va´rios artigos cientı´ficos
publicados em journals e eventos internacionais.
7.1 TRABALHOS FUTUROS
Como sugesta˜o de trabalhos futuros, sugere-se que o modelo proposto
neste trabalho seja estendido, com integrac¸o˜es com outros tipos de backend,
distribuı´dos e paralelos. Ainda neste sentido, a integrac¸a˜o deste modelo com
outros tipos de sistemas de arquivos distribuı´dos para Internet, sob paradig-
mas NoSQL, como por exemplo HDFS, do Hadoop, MongoDB, Casandra,
Hypertable, entre outros.
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A ana´lise dos experimentos realizados nesta pesquisa foram direciona-
dos ao estudo de caso, onde o modelo atual utilizou como backend o sistema
gerenciador de bancos de dados PostgreSQL. Dito isto, outra pesquisa seria, a
ana´lise de experimentos para este modelo, levando em considerac¸a˜o outros ti-
pos de SGBDs, como por exemplo o MySQL, Microsoft SQL Server, Oracle,
entre outros.
Sobre a a´rea de comunicac¸a˜o de dados, este trabalho na˜o teve o intuito
de realizar uma ana´lise comparativa de me´todos de comunicac¸a˜o, realizando
tratamento dos me´todos de comunicac¸a˜o, protocolos, sincronizac¸a˜o, entre ou-
tros aspectos. Desta forma, indica-se como trabalhos futuros a realizac¸a˜o de
ana´lises de comunicac¸a˜o, principalmente de forma paralela, pois estas foram
as que obtiveram o pior desempenho, quando usadas para armazenamento de
dados.
O modelo concebido foi criado com o objetivo de servir e suportar
imagens me´dicas. Entretanto, trata-se de um modelo de armazenamento de
imagens de proposito geral, desta forma, indica-se como outra pesquisa a
aplicac¸a˜o do modelo para outros tipos de imagens, como por exemplo: ima-
gens geoespaciais, imagens digitais para prospecc¸a˜o de solos, entre outros ti-
pos de imagens, que ale´m de conter pixeldatas, contenham significado atrave´s
de metadados.
Por fim, outra sugesta˜o refere-se ao cena´rios dos experimentos realiza-
dos para validac¸a˜o do modelo. Neste foi utilizado um cluster computacional
formado por 8 ma´quinas, sendo uma deles servidor de metadados e as 8 ser-
vidores de dados. Desta forma, medic¸o˜es de escalabilidade e desempenho,
quando o backend tiver 2, 4, 8, 16, 32, ou mais nodos na˜o foram realizadas.
Desta forma, acredita-se que um trabalho futuro de avaliac¸a˜o de desempe-
nho do crescimento do cluster e ainda, nos sistemas de replicac¸a˜o de dados
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Apo´s mais de 15 anos trabalhando com infraestrutura e engenharia de
sistemas crı´ticos, na parte de desenvolvimento e operac¸a˜o, tive a oportuni-
dade de passar por grandes parques computacionais, como o do Correios, da
Universidade Federal de Rondoˆnia, da Receita Federal, da Ambev, da IBM e
da Universidade Federal de Santa Catarina. Foi nesta u´ltima, em 2006, que
tive a oportunidade de me engajar no projeto da Rede Catarinense de Tele-
medicina (RCTM) (WALLAUER et al., 2008) (MAIA; WANGENHEIM;
NOBRE, 2006).
A RCTM (WALLAUER et al., 2008) (MAIA; WANGENHEIM; NO-
BRE, 2006) foi desenvolvida pelo Laborato´rio de Telemedicina, da Universi-
dade Federal de Santa Catarina, em parceria com a Secretaria de Estado da
Sau´de (SES) do Estado de Santa Catarina. A motivac¸a˜o para a criac¸a˜o desta
rede foi a necessidade do Estado em diminuir custos de transporte de pacien-
tes para os centros especializados mais pro´ximos, ainda atingindo melhores
nı´veis de qualidade e de tempo de resposta.
Como plataforma tecnolo´gica, a RCTM funciona muito bem. Ela basi-
camente e´ composta por uma arquitetura cliente–servidor web, desenvolvida
na linguagem de programac¸a˜o PHP (PHP Hypertext Preprocessor) e os dados
sa˜o armazenados em um sistema gerenciador de bancos de dados relacionais
PostgreSQL. Desta forma, trata-se de uma arquitetura computacional bem
tradicional, entretanto de grande valia para a populac¸a˜o em geral.
Entretanto, no decorrer da operac¸a˜o, nos deparamos com um grave
problema de escalabilidade desta rede, pois a medida que ela crescia, o de-
sempenho da mesma ia caindo para nı´veis alarmantes. Apo´s va´rios expe-
rimentos, testes e proto´tipos, em todos os componentes da arquitetura da
RCTM, foi constatado que o principal gargalo estava no banco de dados. Fo-
ram gastos extensos recursos a fim de melhorar as configurac¸o˜es de memo´ria
e processador das ma´quinas que hospedavam o banco de dados e ainda, muito
tempo revendo o design e o tunning do banco de dados como um todo, para
constatarmos que o problema era bem mais profundo, e que isto necessitaria
de uma pesquisa mais detalhada.
Foi enta˜o, que a partir de 2006, iniciei pesquisas de aplicac¸a˜o de es-
trate´gias de Sistemas Distribuı´dos aplicados em Sistemas de Telemedicina,
visando persisteˆncia de dados a longo prazo, com requisitos de transpareˆncia
e seguranc¸a, para o armazenamento de dados, informac¸o˜es e conhecimento,
que esta˜o embutidos nestes tipos de cena´rios. Isto culminou em uma se´rie de
estudos, como aplicac¸a˜o de replicac¸a˜o de dados distribuı´dos (MACEDO et
al., 2008b), (MACEDO et al., 2008c). Ainda, apo´s va´rios experimentos, vi-
mos que para o armazenamento somente de textos, a estrate´gia de replicac¸a˜o
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estava indo muito bem, entretanto, quando coloca´vamos volume no sistema,
com a inserc¸a˜o das imagens dos exames, o desempenho era prejudicado.
Desta forma, surgiu a pergunta:
Porque usar o paradigma relacional?
Desta forma, no inicio de 2007, culminando com o final do mestrado,
no´s iniciamos pesquisas utilizando outros formatos de dados cientı´ficos para
persisteˆncia dos dados (MACEDO et al., 2008a), (MACEDO et al., 2008d).
Nossa ideia era criar cena´rios onde abandona´ssemos completamente o pa-
radigma relacional, ou ainda, cria´ssemos infraestruturas hı´bridas para per-
sisteˆncia dos dados. Grac¸as a muita pesquisa e trabalho da equipe, tivemos
bastante sucesso nos primeiros proto´tipos e enta˜o quando entrei no douto-
rado, foquei todos os esforc¸os em criar um modelo de armazenamento de
conhecimento baseado em outros paradigmas, que na˜o o relacional.




Neste capı´tulo esta˜o as publicac¸o˜es relacionadas ao tema desta tese,
que foram desenvolvidas durante a fase do doutorado, (2009 – 2013) ate´ o pre-
sente momento. Ainda, foram publicados mais 5 trabalhos acadeˆmicos, sendo
1 capı´tulo de livro (ERRC’09), 1 livro (CNI’12), 1 Workshop (WGRS/SBRC’12),
1 artigo regional (ERRC’11) e 1 artigo em revista (e-Tech’13). Entretanto, es-
tes u´ltimos 5 na˜o esta˜o totalmente alinhados com o tema desta tese e na˜o sera˜o
citados abaixo.
A tı´tulo de observac¸a˜o, os pesquisadores MSc. Tiago Steimetz Soares
(SOARES, T.S.), Marcone Magnus (MAGNUS, M.), Hilton Perantunes (PE-
RANTUNES, H. W. G.), MSc. Thiago Coelho Prado (PRADO, T.C.), Marcus
Vinı´cius Floreˆncio e Souza e MSc. Elias Amaral (AMARAL, E.) foram alu-
nos e pesquisadores que participaram da elaborac¸a˜o e no desenvolvimento de
partes desta pesquisa, sob supervisa˜o de Douglas Dyllon Jeronimo de Ma-
cedo (MACEDO, D. D. J.), utilizando esta pesquisa como base para os seus
trabalhos de conclusa˜o de curso, seja ele graduac¸a˜o ou mestrado.
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Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 0.7210977 0.3819444 0.4125000 0.3127136 0.1702966
2 0.4023855 0.3836923 0.4143876 0.3104588 0.1846559
3 0.8296440 0.3865901 0.4175173 0.3207299 0.1927189
4 0.4294642 0.3839663 0.4146836 0.3118601 0.1886186
5 0.9238806 0.3908379 0.4221049 0.3209300 0.1806373
6 0.7876930 0.3884361 0.4195110 0.3264247 0.1753096
7 0.6346807 0.3944913 0.4260506 0.3179014 0.1768480
8 0.6064060 0.3920127 0.4233737 0.3187168 0.1725469
9 0.3675151 0.3864944 0.4174139 0.3234172 0.1782507
10 0.3550379 0.3850482 0.4158520 0.3132448 0.1716480
11 0.6855588 0.3782672 0.4085285 0.3216681 0.1840612
12 0.7213194 0.3855553 0.4163997 0.3180208 0.1789713
13 0.7659211 0.3851378 0.4159488 0.3147664 0.1781507
14 0.9689758 0.3871150 0.4180842 0.3246543 0.1731295
15 0.3732340 0.3899823 0.4211809 0.3185675 0.1895569
16 0.6798691 0.3853080 0.4161327 0.3216586 0.1784963
17 0.3631585 0.3829933 0.4136328 0.3201038 0.1774913
18 0.7264775 0.3805552 0.4109996 0.3109698 0.1843436
19 0.4170280 0.3853483 0.4161762 0.3169526 0.1709795
20 0.7352071 0.3848631 0.4156522 0.3119801 0.1736184
21 0.6674986 0.3877312 0.4187497 0.3080535 0.1863405
22 0.8089139 0.3909490 0.4222249 0.3083197 0.1815829
23 0.4287943 0.3953390 0.4269661 0.3147141 0.1736265
24 0.7294223 0.3853080 0.4161327 0.3187059 0.1855348
25 0.3711517 0.3782672 0.4085285 0.3121467 0.1658424
MÉDIA 0.6200134 0.3862493 0.4171493 0.3167072 0.1789303
MENOR 0.3550379 0.3782672 0.4085285 0.3080535 0.1658424
MAIOR 0.9689758 0.3953390 0.4269661 0.3264247 0.1927189
DESVIO 0.1931047 0.0043644 0.0047136 0.0051296 0.0067928
MEDIANA 0.6798691 0.3853483 0.4161762 0.3179014 0.1782507






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 0.4845394 0.3848983 0.4156902 0.3226113 0.1674264
2 1.0289216 0.3865125 0.4174335 0.3188585 0.1635327
3 1.0618811 0.3925120 0.4239129 0.3282180 0.1692225
4 0.4771845 0.3880390 0.4190821 0.3193661 0.1782712
5 1.0414090 0.3933659 0.4248351 0.3268439 0.1767195
6 1.0572853 0.3940152 0.4255364 0.3320913 0.1723219
7 0.4699264 0.3935127 0.4249937 0.3258363 0.1628120
8 0.4790612 0.3923831 0.4237737 0.3247284 0.1658856
9 0.9830997 0.3923227 0.4237085 0.3299564 0.1685090
10 1.1241562 0.3867116 0.4176485 0.3193014 0.1622743
11 1.0486856 0.3803031 0.4107274 0.3301690 0.1679482
12 1.1045482 0.3883927 0.4194641 0.3268322 0.1717804
13 0.4667519 0.3922220 0.4235998 0.3236099 0.1767310
14 0.4801567 0.3906633 0.4219163 0.3317479 0.1681659
15 1.0116253 0.3934256 0.4248996 0.3272425 0.1753953
16 0.9672768 0.3866305 0.4175610 0.3275117 0.1635395
17 1.0251989 0.3886383 0.4197293 0.3234801 0.1828766
18 1.0264843 0.3805583 0.4110029 0.3189318 0.1799275
19 0.4982435 0.3837973 0.4145011 0.3253434 0.1624819
20 0.9815681 0.3842219 0.4149597 0.3129386 0.1680922
21 1.4199045 0.3872602 0.4182410 0.3199310 0.1637880
22 0.9818797 0.3935670 0.4250523 0.3135393 0.1723384
23 0.4863911 0.3988818 0.4307923 0.3203160 0.1774935
24 1.0104145 0.3844678 0.4152253 0.3221922 0.1823444
25 0.4667578 0.3918964 0.4232481 0.3130057 0.1889303
MÉDIA 0.8473340 0.3891680 0.4203014 0.3233841 0.1715523
MENOR 0.4667519 0.3803031 0.4107274 0.3129386 0.1622743
MAIOR 1.4199045 0.3988818 0.4307923 0.3320913 0.1889303
DESVIO 0.2944990 0.0046277 0.0049979 0.0055381 0.0073616
MEDIANA 0.9830997 0.3886383 0.4197293 0.3236099 0.1692225






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 0.5519125 0.3876296 0.4186400 0.3248571 0.1711119
2 1.1268152 0.3892899 0.4204330 0.3215320 0.1645035
3 1.1434634 0.3948615 0.4264504 0.3295505 0.1581020
4 1.1920910 0.3905427 0.4217862 0.3233761 0.1708966
5 1.1011475 0.3945634 0.4261285 0.3275392 0.1661590
6 0.5517049 0.3951652 0.4267784 0.3331356 0.1682191
7 0.5764807 0.3940380 0.4255610 0.3289632 0.1621494
8 0.5687531 0.3907380 0.4219971 0.3252177 0.1752817
9 1.6965655 0.3924041 0.4237964 0.3329974 0.1591626
10 0.5806112 0.3874178 0.4184112 0.3216285 0.1699194
11 1.1680427 0.3830757 0.4137218 0.3321215 0.1664203
12 1.2070076 0.3869125 0.4178655 0.3280320 0.1667939
13 1.2428811 0.3906459 0.4218975 0.3261540 0.1576142
14 0.5714130 0.3901194 0.4213290 0.3340361 0.1674973
15 1.1902843 0.3929183 0.4243518 0.3338705 0.1611496
16 0.5652008 0.3852729 0.4160947 0.3308940 0.1668824
17 1.1538006 0.3890835 0.4202102 0.3290988 0.1627997
18 0.5692270 0.3789798 0.4092982 0.3278420 0.1698388
19 0.6848950 0.3814069 0.4119195 0.3301225 0.1638554
20 1.0762525 0.3801751 0.4105891 0.3188733 0.1705162
21 0.5690261 0.3850925 0.4158999 0.3249724 0.1698081
22 0.5735493 0.3920829 0.4234496 0.3148571 0.1689066
23 1.2043071 0.3994098 0.4313626 0.3216422 0.1621735
24 0.5628901 0.3840139 0.4147350 0.3229016 0.1668618
25 1.1304164 0.3925309 0.4239334 0.3189042 0.1684764
MÉDIA 0.9023495 0.3891348 0.4202656 0.3265248 0.1662040
MENOR 0.5517049 0.3789798 0.4092982 0.3148571 0.1576142
MAIOR 1.6965655 0.3994098 0.4313626 0.3340361 0.1752817
DESVIO 0.3381539 0.0051185 0.0055280 0.0051707 0.0044433
MEDIANA 1.0762525 0.3901194 0.4213290 0.3275392 0.1668618






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 1.0974845 0.3869131 0.4178661 0.3348954 0.1804359
2 1.0337037 0.3872578 0.4182384 0.3312211 0.1751092
3 0.8017069 0.3910930 0.4223804 0.3405502 0.1765920
4 1.0527933 0.3885791 0.4196654 0.3353982 0.1787404
5 0.6626098 0.3907460 0.4220057 0.3373418 0.1792912
6 1.1821996 0.3922015 0.4235776 0.3454409 0.1881963
7 0.9808240 0.3905733 0.4218192 0.3413544 0.1908806
8 0.7142990 0.3869059 0.4178584 0.3374693 0.1797979
9 1.2351501 0.3893776 0.4205278 0.3413560 0.1785016
10 1.0349941 0.3851109 0.4159198 0.3350139 0.1794217
11 1.1860913 0.3819971 0.4125569 0.3378458 0.1780597
12 0.6616197 0.3929889 0.4244280 0.3419979 0.1747693
13 0.8090124 0.3942393 0.4257784 0.3431969 0.1798123
14 0.6713848 0.3947940 0.4263775 0.3487687 0.1871414
15 1.0808163 0.3956380 0.4272890 0.3478770 0.1795312
16 0.9659851 0.3861799 0.4170743 0.3446290 0.1772397
17 0.9783403 0.3929591 0.4243958 0.3510487 0.1873130
18 0.6862514 0.3860220 0.4169038 0.3458190 0.1810181
19 0.6553802 0.3848245 0.4156105 0.3326778 0.1740306
20 1.0786262 0.3860648 0.4169500 0.3382018 0.1906786
21 1.0894575 0.3878832 0.4189139 0.3355818 0.1860995
22 0.9897515 0.3925917 0.4239990 0.3261347 0.1773581
23 0.8102467 0.4044189 0.4367724 0.3363152 0.1773011
24 1.0141008 0.3933247 0.4247907 0.3343203 0.1791003
25 1.0450808 0.3929559 0.4243924 0.3420103 0.1873723
MÉDIA 0.9407164 0.3902256 0.4214437 0.3394586 0.1809517
MENOR 0.6553802 0.3819971 0.4125569 0.3261347 0.1740306
MAIOR 1.2351501 0.4044189 0.4367724 0.3510487 0.1908806
DESVIO 0.1850569 0.0046755 0.0050495 0.0059250 0.0050173
MEDIANA 0.9897515 0.3905733 0.4218192 0.3382018 0.1794217






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 1387.99 525.08 567.08 317.52 170.30
2 579.18 528.33 570.59 312.43 184.66
3 1525.59 534.31 577.05 321.87 192.72
4 561.34 530.24 572.66 318.73 188.62
5 1246.01 531.62 574.15 322.35 180.64
6 1718.43 530.57 573.01 330.33 175.31
7 1263.75 532.03 574.60 323.18 176.85
8 1740.71 534.12 576.85 319.27 172.55
9 622.98 529.22 571.56 330.17 178.25
10 535.44 529.28 571.62 315.76 171.65
11 1696.65 526.10 568.19 326.18 184.06
12 1765.71 392.06 577.05 319.54 178.97
13 1482.16 391.79 425.06 320.93 178.15
14 1926.86 393.81 574.15 332.21 173.13
15 711.09 398.73 430.62 323.46 189.56
16 1921.61 393.57 425.06 329.59 178.50
17 570.38 390.84 422.11 324.99 177.49
18 2038.34 388.45 419.52 314.58 184.34
19 612.52 392.39 423.78 318.20 170.98
20 1432.68 394.58 426.15 317.02 173.62
21 1504.19 398.25 430.10 313.39 186.34
22 2364.15 400.00 432.00 309.90 181.58
23 556.23 404.03 436.35 320.79 173.63
24 2038.01 393.57 425.06 320.98 185.53
25 622.40 526.10 568.19 317.34 165.84
MÉDIA 1296.98 459.56 508.50 320.83 178.93
MENOR 535.44 388.45 419.52 309.90 165.84
MAIOR 2364.15 534.31 577.05 332.21 192.72
DESVIO 590.64 68.92 73.94 5.80 6.79
MEDIANA 1432.68 404.03 568.19 320.79 178.25






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 1423.57 1329.16 1435.50 819.58 418.57
2 3046.01 1348.16 1456.01 803.17 408.83
3 3257.55 1350.98 1459.06 822.50 423.06
4 1656.52 1342.35 1449.74 813.04 445.68
5 4182.69 1354.40 1462.75 821.44 441.80
6 3024.78 1351.46 1459.58 840.88 430.80
7 1400.44 1351.05 1459.13 825.85 407.03
8 1557.49 1349.38 1457.33 812.97 414.71
9 3457.66 1350.68 1458.73 841.83 421.27
10 4278.12 1339.09 1446.22 804.47 405.69
11 3921.14 1333.03 1439.68 834.15 419.87
12 3193.76 991.60 1456.01 818.30 429.45
13 1400.58 997.88 1077.71 821.09 441.83
14 1502.05 993.73 1073.23 847.01 420.41
15 3232.30 1002.38 1456.01 830.81 438.49
16 3183.10 990.90 1070.17 838.88 408.85
17 3235.93 992.29 1071.67 824.18 457.19
18 3621.09 973.93 1051.84 803.95 449.82
19 1456.52 985.60 1064.45 816.91 406.20
20 2998.39 982.94 1061.58 799.40 420.23
21 4733.17 992.04 1071.40 809.60 409.47
22 3528.30 1008.77 1089.47 788.09 430.85
23 1641.76 1023.13 1104.98 814.64 443.73
24 3646.52 1164.79 1257.97 811.49 455.86
25 1274.94 1157.82 1250.44 799.71 472.33
MÉDIA 2794.18 1162.30 1285.63 818.56 428.88
MENOR 1274.94 973.93 1051.84 788.09 405.69
MAIOR 4733.17 1354.40 1462.75 847.01 472.33
DESVIO 1085.94 171.86 184.91 14.83 18.40
MEDIANA 3183.10 1157.82 1435.50 818.30 423.06






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 3135.75 2668.51 2881.99 1650.08 855.56
2 6234.24 2692.94 2908.37 1617.62 822.52
3 6603.49 2700.83 2916.89 1652.34 790.51
4 7798.41 2685.56 2900.40 1641.47 854.48
5 5970.96 2708.36 2925.03 1648.47 830.80
6 3137.40 2701.68 2917.82 1688.65 841.10
7 3354.61 2700.56 2916.60 1668.61 810.75
8 3271.46 2684.91 2899.70 1630.24 876.41
9 8526.53 2694.32 2909.87 1700.14 795.81
10 3506.10 2685.37 2900.20 1617.40 849.60
11 6140.03 2664.29 2322.86 1680.04 832.10
12 6603.79 1977.40 2322.86 1644.50 833.97
13 7098.65 1990.57 2881.99 1662.33 788.07
14 3454.72 1986.20 2145.10 1707.35 837.49
15 6755.73 2002.01 2162.17 1689.74 805.75
16 3219.48 1985.17 2143.99 1695.33 834.41
17 6097.06 1992.76 2152.18 1680.61 814.00
18 3360.35 1938.86 2093.97 1658.78 849.19
19 3757.51 1958.56 2115.24 1656.66 819.28
20 6215.85 1948.15 2104.01 1643.36 852.58
21 3335.66 1970.49 2128.13 1640.34 849.04
22 3436.93 2013.13 2174.18 1585.03 844.53
23 6544.81 2051.87 2216.02 1633.78 810.87
24 3476.93 2150.80 2322.86 1626.90 834.31
25 5986.76 2169.16 2342.70 1643.67 842.38
MÉDIA 5080.93 2308.90 2508.21 1654.54 831.02
MENOR 3135.75 1938.86 2093.97 1585.03 788.07
MAIOR 8526.53 2708.36 2925.03 1707.35 876.41
DESVIO 1764.66 348.46 365.67 29.36 22.22
MEDIANA 5970.96 2150.80 2322.86 1650.08 834.31
Armazenamento Paralelo HDF - 5000 - TOTAL
  
 
Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 11720.49 5299.22 5723.15 3401.62 1804.36
2 11535.08 5331.05 5757.53 3331.95 1751.09
3 9866.86 5348.05 5775.90 3414.34 1765.92
4 11584.69 5315.64 5740.89 3395.28 1787.40
5 8181.26 5350.61 5778.65 3393.64 1792.91
6 13490.68 5354.64 5783.01 3485.86 1881.96
7 14751.17 5343.53 5771.01 3456.09 1908.81
8 9267.31 5305.13 5729.54 3380.92 1797.98
9 12626.92 5322.92 5748.76 3465.30 1785.02
10 11390.55 5307.68 5732.29 3363.34 1794.22
11 12679.53 5277.77 5699.99 3419.64 1780.60
12 8550.22 4008.11 5049.06 3418.53 1747.69
13 10488.76 4009.77 5778.65 3471.91 1798.12
14 8495.07 4014.87 5057.58 3527.78 1871.41
15 12526.38 4021.73 5066.23 3497.12 1795.31
16 11392.07 3962.73 4991.90 3492.26 1772.40
17 11384.32 4013.18 5055.45 3508.15 1873.13
18 8725.39 3943.74 4967.98 3456.35 1810.18
19 8095.36 3943.46 4967.62 3333.13 1740.31
20 12002.63 3953.22 4979.91 3400.40 1906.79
21 11774.45 3970.85 5002.13 3376.40 1861.00
22 11184.27 4024.39 5069.57 3290.76 1773.58
23 10338.24 4063.16 5118.41 3390.33 1773.01
24 12374.03 4227.71 5325.70 3357.45 1791.00
25 11448.36 4671.68 5045.42 3433.01 1873.72
MÉDIA 11034.96 4615.39 5388.65 3418.46 1809.52
MENOR 8095.36 3943.46 4967.62 3290.76 1740.31
MAIOR 14751.17 5354.64 5783.01 3527.78 1908.81
DESVIO 1734.32 655.74 362.48 60.51 50.17
MEDIANA 11392.07 4227.71 5325.70 3414.34 1794.22
Armazenamento Paralelo HDF - 10000 - TOTAL







Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 0.1157161 0.1217808 0.0164214 0.1153306 0.1702966
2 0.1158922 0.1231070 0.0164200 0.0841458 0.1846559
3 0.1153327 0.1233534 0.0158145 0.0814705 0.1927189
4 0.1154038 0.1232347 0.0161074 0.0839576 0.1886186
5 0.1153523 0.1219763 0.0160419 0.0904685 0.1806373
6 0.1152899 0.1219007 0.0154397 0.0838020 0.1753096
7 0.1153005 0.1236557 0.0176105 0.0809648 0.1768480
8 0.1152326 0.1231965 0.0152551 0.0834579 0.1725469
9 0.1154424 0.1226200 0.0160862 0.0845280 0.1782507
10 0.1154162 0.1227999 0.0160503 0.0834050 0.1716480
11 0.1152188 0.1216557 0.0152836 0.0833843 0.1840612
12 0.1155310 0.1194462 0.0159689 0.0829515 0.1789713
13 0.1154581 0.1190438 0.0161716 0.0830510 0.1781507
14 0.1156856 0.1169373 0.0163866 0.0836414 0.1731295
15 0.1158583 0.1165996 0.0161526 0.0836686 0.1895569
16 0.1161900 0.1145939 0.0158654 0.0834000 0.1784963
17 0.1160245 0.1172435 0.0159764 0.0827239 0.1774913
18 0.1159023 0.1154963 0.0179551 0.0832442 0.1843436
19 0.1175296 0.1157116 0.0169449 0.0829046 0.1709795
20 0.1158569 0.1148527 0.0152608 0.0831570 0.1736184
21 0.1155720 0.1176634 0.0158935 0.0844588 0.1863405
22 0.1157587 0.1155641 0.0157907 0.0915806 0.1815829
23 0.1156291 0.1183654 0.0151985 0.0841499 0.1736265
24 0.1156071 0.1157554 0.0153908 0.0825476 0.1855348
25 0.1156949 0.1174849 0.0161963 0.0837457 0.1658424
MÉDIA 0.1156758 0.1193615 0.0160673 0.0852056 0.1789303
MENOR 0.1152188 0.1145939 0.0151985 0.0809648 0.1658424
MAIOR 0.1175296 0.1236557 0.0179551 0.1153306 0.1927189
DESVIO 0.0004653 0.0032223 0.0006728 0.0066792 0.0067928
MEDIANA 0.1156071 0.1190438 0.0160419 0.0834579 0.1782507






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 0.1149410 0.1186320 0.0175376 0.1153306 0.1674264
2 0.1150538 0.1187532 0.0168362 0.0841458 0.1635327
3 0.1147374 0.1188450 0.0164932 0.0814679 0.1692225
4 0.1149909 0.1189988 0.0172720 0.0839448 0.1782712
5 0.1149025 0.1188900 0.0166876 0.0904677 0.1767195
6 0.1150125 0.1179247 0.0165281 0.0838006 0.1723219
7 0.1148380 0.1187332 0.0185112 0.0809609 0.1628120
8 0.1148643 0.1187625 0.0166265 0.0834570 0.1658856
9 0.1149942 0.1182127 0.0167141 0.0845280 0.1685090
10 0.1150684 0.1182648 0.0172307 0.0834049 0.1622743
11 0.1148440 0.1174863 0.0164953 0.0833840 0.1679482
12 0.1149235 0.1170931 0.0169612 0.0829403 0.1717804
13 0.1152056 0.1174486 0.0168353 0.0830339 0.1767310
14 0.1153966 0.1141735 0.0169576 0.0836275 0.1681659
15 0.1156923 0.1142712 0.0169352 0.0836611 0.1753953
16 0.1154720 0.1125183 0.0168520 0.0833981 0.1635395
17 0.1154292 0.1145642 0.0168706 0.0827187 0.1828766
18 0.1155082 0.1132315 0.0190827 0.0832281 0.1799275
19 0.1169305 0.1131034 0.0172322 0.0828841 0.1624819
20 0.1154467 0.1116937 0.0164075 0.0835054 0.1680922
21 0.1151922 0.1141326 0.0167609 0.0824786 0.1637880
22 0.1155055 0.1123312 0.0170798 0.0841524 0.1723384
23 0.1152918 0.1149769 0.0164859 0.0829872 0.1774935
24 0.1153605 0.1144502 0.0165981 0.0834822 0.1823444
25 0.1153390 0.1139278 0.0175679 0.0809125 0.1889303
MÉDIA 0.1152376 0.1160568 0.0170224 0.0847161 0.1715523
MENOR 0.1147374 0.1116937 0.0164075 0.0809125 0.1622743
MAIOR 0.1169305 0.1189988 0.0190827 0.1153306 0.1889303
DESVIO 0.0004400 0.0025331 0.0006257 0.0066056 0.0073616
MEDIANA 0.1151922 0.1170931 0.0168520 0.0834049 0.1692225






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 0.1141725 0.1151800 0.0182251 0.1151720 0.1711119
2 0.1142663 0.1151485 0.0173135 0.0828874 0.1645035
3 0.1140256 0.1154454 0.0170577 0.0799551 0.1581020
4 0.1142341 0.1153980 0.0177079 0.0826898 0.1708966
5 0.1137803 0.1153016 0.0172026 0.0891650 0.1661590
6 0.1139094 0.1149113 0.0172571 0.0826581 0.1682191
7 0.1139919 0.1152055 0.0191178 0.0796611 0.1621494
8 0.1139780 0.1152865 0.0174514 0.0823798 0.1752817
9 0.1140764 0.1152117 0.0172999 0.0832844 0.1591626
10 0.1144038 0.1152613 0.0178044 0.0818145 0.1699194
11 0.1140053 0.1121720 0.0171703 0.0818740 0.1664203
12 0.1141504 0.1153797 0.0174009 0.0817070 0.1667939
13 0.1145765 0.1151279 0.0172664 0.0817300 0.1576142
14 0.1145025 0.1121720 0.0174481 0.0821513 0.1674973
15 0.1146532 0.1126089 0.0175501 0.0820976 0.1611496
16 0.1146456 0.1111255 0.0173836 0.0818121 0.1668824
17 0.1146411 0.1124220 0.0174364 0.0814649 0.1627997
18 0.1142975 0.1116790 0.0194353 0.0817372 0.1698388
19 0.1161168 0.1114756 0.0175896 0.0817776 0.1638554
20 0.1147475 0.1105510 0.0170895 0.0821944 0.1705162
21 0.1143556 0.1119132 0.0175020 0.0796611 0.1698081
22 0.1143553 0.1107193 0.0178300 0.0823798 0.1689066
23 0.1142590 0.1125259 0.0171674 0.0832844 0.1621735
24 0.1144136 0.1114981 0.0171828 0.0818145 0.1668618
25 0.1145390 0.1120485 0.0180267 0.0818740 0.1684764
MÉDIA 0.1143639 0.1134307 0.0175967 0.0834891 0.1662040
MENOR 0.1137803 0.1105510 0.0170577 0.0796611 0.1576142
MAIOR 0.1161168 0.1154454 0.0194353 0.1151720 0.1752817
DESVIO 0.0004492 0.0018361 0.0005838 0.0068236 0.0044433
MEDIANA 0.1142975 0.1126089 0.0174364 0.0818740 0.1668618






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 0.1143515 0.1147017 0.0178880 0.1170859 0.1804359
2 0.1144280 0.1148148 0.0172750 0.0836580 0.1751092
3 0.1142809 0.1148081 0.0171520 0.0804513 0.1765920
4 0.1145189 0.1148535 0.0175160 0.0833869 0.1787404
5 0.1142263 0.1145988 0.0172940 0.0904980 0.1792912
6 0.1142755 0.1141620 0.0172210 0.0833775 0.1881963
7 0.1142223 0.1145122 0.0191010 0.0803082 0.1908806
8 0.1142437 0.1145672 0.0174630 0.0823992 0.1797979
9 0.1143329 0.1145699 0.0173210 0.0827352 0.1785016
10 0.1145701 0.1149039 0.0174960 0.0821722 0.1794217
11 0.1142192 0.1145122 0.0172040 0.0821917 0.1780597
12 0.1141520 0.1148729 0.0174260 0.0821579 0.1747693
13 0.1148109 0.1141057 0.0172510 0.0821660 0.1798123
14 0.1147549 0.1121340 0.0173280 0.0825098 0.1871414
15 0.1149821 0.1122630 0.0174600 0.0825694 0.1795312
16 0.1149228 0.1116710 0.0173540 0.0822442 0.1772397
17 0.1150479 0.1118536 0.0173840 0.0819142 0.1873130
18 0.1148908 0.1118867 0.0188720 0.0822358 0.1810181
19 0.1156688 0.1109040 0.0175320 0.0823697 0.1740306
20 0.1150901 0.1109359 0.0175550 0.0829415 0.1906786
21 0.1147530 0.1117120 0.0174740 0.0904980 0.1860995
22 0.1147649 0.1110399 0.0177160 0.0833775 0.1773581
23 0.1148276 0.1117752 0.0172360 0.0803082 0.1773011
24 0.1147811 0.1114407 0.0171500 0.0823992 0.1791003
25 0.1149319 0.1116648 0.0177280 0.0827352 0.1873723
MÉDIA 0.1146419 0.1131705 0.0175359 0.0843476 0.1809517
MENOR 0.1141520 0.1109040 0.0171500 0.0803082 0.1740306
MAIOR 0.1156688 0.1149039 0.0191010 0.1170859 0.1908806
DESVIO 0.0003719 0.0015733 0.0004746 0.0072385 0.0050173
MEDIANA 0.1147530 0.1141057 0.0174260 0.0823992 0.1794217






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 105.28 126.72 17.90 123.12 170.30
2 106.22 125.10 17.51 92.56 184.66
3 105.72 124.31 16.94 90.24 192.72
4 105.43 126.24 17.55 93.88 188.62
5 106.61 127.86 16.85 97.26 180.64
6 105.53 124.87 17.32 94.37 175.31
7 105.89 126.50 19.05 88.59 176.85
8 105.10 125.42 16.83 92.27 172.55
9 106.34 126.31 17.58 103.56 178.25
10 106.60 124.49 17.46 92.56 171.65
11 105.95 127.09 16.97 91.77 184.06
12 105.98 125.66 17.09 89.89 178.97
13 116.74 123.73 17.63 91.19 178.15
14 117.36 123.70 17.69 92.19 173.13
15 124.00 121.68 17.63 92.33 189.56
16 120.14 118.01 17.74 92.92 178.50
17 115.44 122.01 17.45 91.79 177.49
18 116.46 120.40 19.27 93.36 184.34
19 119.93 120.79 25.18 92.20 170.98
20 116.49 117.01 16.87 91.51 173.62
21 120.47 121.80 17.03 94.37 186.34
22 117.25 120.48 16.99 88.59 181.58
23 117.18 123.14 16.43 92.27 173.63
24 119.62 119.45 17.50 103.56 185.53
25 116.64 121.54 17.50 92.56 165.84
MÉDIA 112.34 123.37 17.76 94.36 178.93
MENOR 105.10 117.01 16.43 88.59 165.84
MAIOR 124.00 127.86 25.18 123.12 192.72
DESVIO 6.55 2.94 1.67 7.00 6.79
MEDIANA 115.44 123.73 17.50 92.33 178.25






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 261.90 309.06 47.91 329.10 425.74
2 262.99 307.65 47.38 234.25 461.64
3 261.87 304.75 47.45 229.30 481.80
4 262.35 306.61 48.49 239.54 471.55
5 263.47 309.63 48.25 252.28 451.59
6 262.90 307.99 47.77 238.34 438.27
7 263.51 307.98 52.47 227.81 442.12
8 261.78 305.39 47.95 235.74 431.37
9 262.54 307.31 48.75 259.42 445.63
10 265.52 304.78 48.48 237.39 429.12
11 263.28 308.57 48.04 236.69 460.15
12 262.60 308.64 47.69 234.14 447.43
13 290.48 306.28 48.94 236.80 445.38
14 294.84 303.56 48.96 238.69 432.82
15 298.82 298.95 49.59 238.26 473.89
16 296.79 293.08 49.05 236.74 446.24
17 288.60 297.84 47.94 235.81 443.73
18 293.47 295.39 51.55 240.52 460.86
19 298.53 295.25 58.47 238.06 427.45
20 291.04 289.43 48.60 235.83 434.05
21 296.17 296.08 48.29 238.34 465.85
22 292.20 294.60 47.04 227.81 453.96
23 291.57 302.85 45.95 235.74 434.07
24 294.22 296.31 48.17 259.42 463.84
25 291.83 297.39 48.64 237.39 414.61
MÉDIA 278.93 302.22 48.87 242.14 447.33
MENOR 261.78 289.43 45.95 227.81 414.61
MAIOR 298.82 309.63 58.47 329.10 481.80
DESVIO 15.90 6.10 2.39 19.73 16.98
MEDIANA 288.60 304.75 48.29 237.39 445.63






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 503.58 602.62 99.87 617.41 851.48
2 500.90 599.09 101.09 452.60 923.28
3 500.42 597.12 99.14 440.10 963.59
4 497.53 601.35 100.12 467.66 943.09
5 487.64 605.82 99.74 491.78 903.19
6 487.77 606.60 100.93 465.17 876.55
7 498.87 603.32 108.40 441.46 884.24
8 488.10 598.83 100.56 455.95 862.73
9 489.01 603.66 101.07 505.15 891.25
10 508.26 598.45 99.77 462.40 858.24
11 492.90 603.27 100.70 462.10 920.31
12 501.40 607.22 101.12 456.88 894.86
13 563.71 606.63 100.60 463.72 890.75
14 559.79 602.02 101.10 464.88 865.65
15 559.65 589.79 102.73 465.53 947.78
16 560.66 584.30 100.53 459.78 892.48
17 549.39 587.60 100.48 458.01 887.46
18 541.83 585.31 105.32 467.25 921.72
19 556.89 586.30 112.23 467.33 854.90
20 553.09 580.90 100.72 464.47 868.09
21 546.74 586.03 102.48 465.17 931.70
22 538.35 586.72 97.62 441.46 907.91
23 538.48 593.73 98.42 455.95 868.13
24 547.77 587.06 99.17 505.15 927.67
25 553.12 588.24 101.05 462.40 829.21
MÉDIA 525.03 595.68 101.40 470.39 894.65
MENOR 487.64 580.90 97.62 440.10 829.21
MAIOR 563.71 607.22 112.23 617.41 963.59
DESVIO 29.15 8.56 3.11 34.57 33.96
MEDIANA 538.35 598.45 100.70 463.72 891.25




Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 997.80 997.23 196.22 1257.34 1702.97
2 999.65 1195.10 198.40 918.16 1846.56
3 997.91 1192.12 194.53 884.99 1927.19
4 1001.20 1201.64 196.32 939.26 1886.19
5 984.35 1215.60 195.56 979.41 1806.37
6 977.11 1207.79 197.15 933.91 1753.10
7 997.39 1203.22 213.67 885.37 1768.48
8 981.75 1193.70 196.75 888.12 1725.47
9 982.03 1209.18 197.49 964.18 1782.51
10 981.90 1200.23 195.51 920.40 1716.48
11 980.41 1208.45 196.14 927.81 1840.61
12 983.82 1212.51 198.78 911.42 1789.71
13 1117.33 1211.05 196.90 927.66 1781.51
14 1106.79 1205.05 197.46 928.08 1731.29
15 1110.24 1178.16 199.45 923.15 1895.57
16 1118.61 1182.90 197.14 917.53 1784.96
17 1109.99 1175.53 192.52 913.94 1774.91
18 1099.29 1181.46 205.64 924.65 1843.44
19 1102.66 1169.32 209.76 930.47 1709.80
20 1111.73 1175.99 228.36 921.23 1736.18
21 1101.35 1174.51 198.86 918.16 1863.40
22 1091.48 1187.94 194.96 884.99 1815.83
23 1097.78 1179.39 193.96 939.26 1736.26
24 1102.89 1178.44 195.29 979.41 1855.35
25 1098.90 1150.80 196.11 933.91 1658.42
MÉDIA 1049.37 1183.49 199.32 938.11 1789.30
MENOR 977.11 997.23 192.52 884.99 1658.42
MAIOR 1118.61 1215.60 228.36 1257.34 1927.19
DESVIO 60.00 42.10 7.72 70.96 67.93
MEDIANA 1091.48 1192.12 196.90 924.65 1782.51
Armazenamento Serial HDF - 10.000 - TOTAL







Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 0.0270691 0.0274680 0.0278725 0.0248861 0.1432490
2 0.0161190 0.0182719 0.0171684 0.0153289 0.1429451
3 0.0169301 0.0168941 0.0177700 0.0158660 0.1421980
4 0.0160649 0.0255690 0.0175056 0.0156300 0.1440130
5 0.0154610 0.0159631 0.0167764 0.0149789 0.1427230
6 0.0161610 0.0164800 0.0168906 0.0150809 0.1431911
7 0.0162261 0.0259528 0.0170060 0.0151839 0.1423079
8 0.0155380 0.0165470 0.0181833 0.0162351 0.1427751
9 0.0154991 0.0163012 0.0173846 0.0155220 0.1446501
10 0.0155330 0.0261741 0.0170621 0.0152340 0.1424789
11 0.0157001 0.0151320 0.0167585 0.0149629 0.1428601
12 0.0155981 0.0154669 0.0173390 0.0154812 0.1443121
13 0.0176959 0.0263579 0.0172861 0.0154340 0.1419181
14 0.0153019 0.0156891 0.0182998 0.0163391 0.1440209
15 0.0156660 0.0153401 0.0166645 0.0148790 0.1423050
16 0.0155501 0.0164270 0.0170340 0.0152090 0.1437661
17 0.0160232 0.0150459 0.0171830 0.0153420 0.1423679
18 0.0155370 0.0256600 0.0172089 0.0153651 0.1437021
19 0.0156939 0.0157080 0.0176276 0.0157390 0.1420769
20 0.0159869 0.0166531 0.0167350 0.0149419 0.1424411
21 0.0159149 0.0259099 0.0170599 0.0152321 0.1443461
22 0.0154891 0.0169811 0.0179537 0.0160301 0.1422870
23 0.0154140 0.0152450 0.0170151 0.0151920 0.1504240
24 0.0162239 0.0259371 0.0174239 0.0155571 0.1436378
25 0.0159609 0.0164270 0.0164797 0.0147140 0.1435022
MÉDIA 0.0163343 0.0193440 0.0176675 0.0157746 0.1433799
MENOR 0.0153019 0.0150459 0.0164797 0.0147140 0.1419181
MAIOR 0.0270691 0.0274680 0.0278725 0.0248861 0.1504240
DESVIO 0.0022964 0.0048093 0.0021749 0.0019419 0.0016701
MEDIANA 0.0157001 0.0165470 0.0171830 0.0153420 0.1429451






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 0.0272501 0.0257690 0.0287323 0.0256538 0.1424521
2 0.0157659 0.0159180 0.0179334 0.0160120 0.1449229
3 0.0153971 0.0156150 0.0169197 0.0151069 0.1430349
4 0.0158122 0.0154049 0.0179435 0.0160210 0.1465811
5 0.0155079 0.0152550 0.0174575 0.0155871 0.1427682
6 0.0154960 0.0151272 0.0177085 0.0158112 0.1448130
7 0.0159199 0.0156760 0.0172658 0.0154159 0.1455571
8 0.0155659 0.0155439 0.0174327 0.0155649 0.1432819
9 0.0157728 0.0158029 0.0174194 0.0155530 0.1427659
10 0.0164690 0.0159252 0.0172661 0.0154161 0.1432251
11 0.0167670 0.0151401 0.0167531 0.0149581 0.1461750
12 0.0154471 0.0153842 0.0173590 0.0154991 0.1429320
13 0.0150781 0.0144081 0.0172672 0.0154171 0.1441230
14 0.0155239 0.0156910 0.0169096 0.0150979 0.1452542
15 0.0156550 0.0155380 0.0169029 0.0150919 0.1440410
16 0.0155039 0.0158591 0.0172009 0.0153580 0.1443280
17 0.0159280 0.0154200 0.0172178 0.0153730 0.1439490
18 0.0153770 0.0156372 0.0176925 0.0157969 0.1432571
19 0.0153809 0.0154750 0.0167494 0.0149548 0.1456630
20 0.0157359 0.0153549 0.0168538 0.0150480 0.1434820
21 0.0174251 0.0160761 0.0177230 0.0158241 0.1446181
22 0.0154290 0.0152969 0.0169221 0.0151091 0.1448231
23 0.0163889 0.0156701 0.0175985 0.0157130 0.1447721
24 0.0151160 0.0152340 0.0168987 0.0150881 0.1439690
25 0.0144460 0.0151460 0.0175414 0.0156620 0.1445180
MÉDIA 0.0161663 0.0158947 0.0177468 0.0158453 0.1442123
MENOR 0.0144460 0.0144081 0.0167494 0.0149548 0.1424521
MAIOR 0.0272501 0.0257690 0.0287323 0.0256538 0.1465811
DESVIO 0.0023820 0.0020857 0.0023167 0.0020685 0.0011188
MEDIANA 0.0155659 0.0155380 0.0172672 0.0154171 0.1441230






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 0.0271580 0.0272498 0.0285443 0.0254860 0.143501954
2 0.0156260 0.0159199 0.0168391 0.0150349 0.142104006
3 0.0156870 0.0161619 0.0173790 0.0155170 0.142682154
4 0.0153811 0.0156460 0.0171606 0.0153220 0.143687954
5 0.0156162 0.0154591 0.0168762 0.0150681 0.142066006
6 0.0171928 0.0158851 0.0179088 0.0159900 0.142704154
7 0.0159640 0.0152168 0.0173790 0.0155170 0.142111929
8 0.0159400 0.0164149 0.0167953 0.0149958 0.143982992
9 0.0158460 0.0158820 0.0172917 0.0154390 0.144712133
10 0.0153961 0.0156231 0.0171876 0.0153461 0.142515884
11 0.0163939 0.0155160 0.0178079 0.0158999 0.143531056
12 0.0169969 0.0156269 0.0166722 0.0148859 0.142241822
13 0.0152581 0.0152159 0.0176097 0.0157230 0.146041141
14 0.0151560 0.0150130 0.0168012 0.0150011 0.142163129
15 0.0158291 0.0153911 0.0169603 0.0151432 0.142052907
16 0.0155330 0.0160611 0.0167294 0.0149369 0.142303177
17 0.0150530 0.0160909 0.0174049 0.0155401 0.141376932
18 0.0155010 0.0162601 0.0169579 0.0151410 0.142990086
19 0.0157800 0.0161970 0.0176276 0.0157390 0.142161931
20 0.0150890 0.0160859 0.0171326 0.0152969 0.141663047
21 0.0167360 0.0160952 0.0174327 0.0155649 0.142494056
22 0.0162599 0.0161622 0.0169801 0.0151608 0.142093909
23 0.0154638 0.0167291 0.0187310 0.0167241 0.143677929
24 0.0150099 0.0158579 0.0167507 0.0149560 0.143295228
25 0.0165050 0.0164030 0.0168840 0.0150750 0.143121857
MÉDIA 0.0162549 0.0163266 0.0176738 0.0157801 0.1428511
MENOR 0.0150099 0.0150130 0.0166722 0.0148859 0.1413769
MAIOR 0.0271580 0.0272498 0.0285443 0.0254860 0.1460411
DESVIO 0.0023477 0.0023140 0.0023125 0.0020648 0.0010390
MEDIANA 0.0156870 0.0159199 0.0171606 0.0153220 0.1425159






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 0.0262651 0.0278130 0.0290639 0.0259500 0.144083908
2 0.0155280 0.0265651 0.0166890 0.0149009 0.144860056
3 0.0156269 0.0157509 0.0172044 0.0153611 0.143558055
4 0.0272038 0.0157161 0.0169614 0.0151441 0.143283974
5 0.0174758 0.0162101 0.0172469 0.0153990 0.143297913
6 0.0159910 0.0155730 0.0178506 0.0159380 0.142922935
7 0.0171151 0.0156369 0.0171975 0.0153549 0.142960892
8 0.0158012 0.0155160 0.0171585 0.0153201 0.143354916
9 0.0164349 0.0150528 0.0166476 0.0148640 0.142542087
10 0.0155849 0.0155101 0.0179457 0.0160229 0.142666152
11 0.0161581 0.0151291 0.0173780 0.0155160 0.142930994
12 0.0153630 0.0157959 0.0172850 0.0154331 0.145478875
13 0.0156548 0.0155802 0.0169221 0.0151091 0.141961875
14 0.0155041 0.0160060 0.0169635 0.0151460 0.143404063
15 0.0156760 0.0156360 0.0171371 0.0153010 0.142912936
16 0.0167191 0.0154591 0.0186402 0.0166430 0.141921052
17 0.0169170 0.0163090 0.0167585 0.0149629 0.142342848
18 0.0158031 0.0150580 0.0173587 0.0154989 0.141935848
19 0.0150330 0.0154250 0.0171171 0.0152831 0.143043007
20 0.0160091 0.0152948 0.0174429 0.0155740 0.143128888
21 0.0162601 0.0149941 0.0181486 0.0162041 0.142003812
22 0.0158358 0.0156641 0.0179390 0.0160170 0.142742067
23 0.0152540 0.0152349 0.0168727 0.0150650 0.14205803
24 0.0160298 0.0155652 0.0172300 0.0153840 0.143310964
25 0.0163920 0.0150170 0.0173542 0.0154948 0.144357094
MÉDIA 0.0168654 0.0164605 0.0177805 0.0158755 0.1430825
MENOR 0.0150330 0.0149941 0.0166476 0.0148640 0.1419211
MAIOR 0.0272038 0.0278130 0.0290639 0.0259500 0.1454789
DESVIO 0.0030304 0.0032520 0.0023983 0.0021414 0.0008998
MEDIANA 0.0159910 0.0155730 0.0172300 0.0153840 0.1429609






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 27.07 27.47 27.87 24.89 143.25
2 16.12 18.27 17.17 15.33 142.95
3 16.93 16.89 17.77 15.87 142.20
4 16.06 25.57 17.51 15.63 144.01
5 15.46 15.96 16.78 14.98 142.72
6 16.16 16.48 16.89 15.08 143.19
7 16.23 25.95 17.01 15.18 142.31
8 15.54 16.55 18.18 16.24 142.78
9 15.50 16.30 17.38 15.52 144.65
10 15.53 26.17 17.06 15.23 142.48
11 15.70 15.13 16.76 14.96 142.86
12 15.60 15.47 17.34 15.48 144.31
13 17.70 26.36 17.29 15.43 141.92
14 15.30 15.69 18.30 16.34 144.02
15 15.67 15.34 16.66 14.88 142.31
16 15.55 16.43 17.03 15.21 143.77
17 16.02 15.05 17.18 15.34 142.37
18 15.54 25.66 17.21 15.37 143.70
19 15.69 15.71 17.63 15.74 142.08
20 15.99 16.65 16.73 14.94 142.44
21 15.91 25.91 17.06 15.23 144.35
22 15.49 16.98 17.95 16.03 142.29
23 15.41 15.24 17.02 15.19 150.42
24 16.22 25.94 17.42 15.56 143.64
25 15.96 16.43 16.48 14.71 143.50
MÉDIA 16.33 19.34 17.67 15.77 143.38
MENOR 15.30 15.05 16.48 14.71 141.92
MAIOR 27.07 27.47 27.87 24.89 150.42
DESVIO 2.30 4.81 2.17 1.94 1.67
MEDIANA 15.70 16.55 17.18 15.34 142.95






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 68.13 64.42 71.83 64.13 356.13
2 39.41 39.80 44.83 40.03 362.31
3 38.49 39.04 42.30 37.77 357.59
4 39.53 38.51 44.86 40.05 366.45
5 38.77 38.14 43.64 38.97 356.92
6 38.74 37.82 44.27 39.53 362.03
7 39.80 39.19 43.16 38.54 363.89
8 38.91 38.86 43.58 38.91 358.20
9 39.43 39.51 43.55 38.88 356.91
10 41.17 39.81 43.17 38.54 358.06
11 41.92 37.85 41.88 37.40 365.44
12 38.62 38.46 43.40 38.75 357.33
13 37.70 36.02 43.17 38.54 360.31
14 38.81 39.23 42.27 37.74 363.14
15 39.14 38.84 42.26 37.73 360.10
16 38.76 39.65 43.00 38.39 360.82
17 39.82 38.55 43.04 38.43 359.87
18 38.44 39.09 44.23 39.49 358.14
19 38.45 38.69 41.87 37.39 364.16
20 39.34 38.39 42.13 37.62 358.70
21 43.56 40.19 44.31 39.56 361.55
22 38.57 38.24 42.31 37.77 362.06
23 40.97 39.18 44.00 39.28 361.93
24 37.79 38.08 42.25 37.72 359.92
25 36.12 37.87 43.85 39.15 361.30
MÉDIA 40.42 39.74 44.37 39.61 360.53
MENOR 36.12 36.02 41.87 37.39 356.13
MAIOR 68.13 64.42 71.83 64.13 366.45
DESVIO 5.96 5.21 5.79 5.17 2.80
MEDIANA 38.91 38.84 43.17 38.54 360.31






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 135.79 136.25 142.72 127.43 717.51
2 78.13 79.60 84.20 75.17 710.52
3 78.43 80.81 86.90 77.58 713.41
4 76.91 78.23 85.80 76.61 718.44
5 78.08 77.30 84.38 75.34 710.33
6 85.96 79.43 89.54 79.95 713.52
7 79.82 76.08 86.90 77.58 710.56
8 79.70 82.07 83.98 74.98 719.91
9 79.23 79.41 86.46 77.20 723.56
10 76.98 78.12 85.94 76.73 712.58
11 81.97 77.58 89.04 79.50 717.66
12 84.98 78.13 83.36 74.43 711.21
13 76.29 76.08 88.05 78.61 730.21
14 75.78 75.06 84.01 75.01 710.82
15 79.15 76.96 84.80 75.72 710.26
16 77.66 80.31 83.65 74.68 711.52
17 75.27 80.45 87.02 77.70 706.88
18 77.51 81.30 84.79 75.71 714.95
19 78.90 80.98 88.14 78.69 710.81
20 75.45 80.43 85.66 76.48 708.32
21 83.68 80.48 87.16 77.82 712.47
22 81.30 80.81 84.90 75.80 710.47
23 77.32 83.65 93.66 83.62 718.39
24 75.05 79.29 83.75 74.78 716.48
25 82.53 82.01 84.42 75.37 715.61
MÉDIA 81.27 81.63 88.37 78.90 714.26
MENOR 75.05 75.06 83.36 74.43 706.88
MAIOR 135.79 136.25 142.72 127.43 730.21
DESVIO 11.74 11.57 11.56 10.32 5.19
MEDIANA 78.43 79.60 85.80 76.61 712.58




Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 262.65 278.13 290.64 259.50 1440.84
2 155.28 265.65 166.89 149.01 1448.60
3 156.27 157.51 172.04 153.61 1435.58
4 272.04 157.16 169.61 151.44 1432.84
5 174.76 162.10 172.47 153.99 1432.98
6 159.91 155.73 178.51 159.38 1429.23
7 171.15 156.37 171.97 153.55 1429.61
8 158.01 155.16 171.58 153.20 1433.55
9 164.35 150.53 166.48 148.64 1425.42
10 155.85 155.10 179.46 160.23 1426.66
11 161.58 151.29 173.78 155.16 1429.31
12 153.63 157.96 172.85 154.33 1454.79
13 156.55 155.80 169.22 151.09 1419.62
14 155.04 160.06 169.64 151.46 1434.04
15 156.76 156.36 171.37 153.01 1429.13
16 167.19 154.59 186.40 166.43 1419.21
17 169.17 163.09 167.58 149.63 1423.43
18 158.03 150.58 173.59 154.99 1419.36
19 150.33 154.25 171.17 152.83 1430.43
20 160.09 152.95 174.43 155.74 1431.29
21 162.60 149.94 181.49 162.04 1420.04
22 158.36 156.64 179.39 160.17 1427.42
23 152.54 152.35 168.73 150.65 1420.58
24 160.30 155.65 172.30 153.84 1433.11
25 163.92 150.17 173.54 154.95 1443.57
MÉDIA 168.65 164.60 177.81 158.75 1430.83
MENOR 150.33 149.94 166.48 148.64 1419.21
MAIOR 272.04 278.13 290.64 259.50 1454.79
DESVIO 30.30 32.52 23.98 21.41 9.00
MEDIANA 159.91 155.73 172.30 153.84 1429.61
Recuperação Paralela HDF - 10.000 - TOTAL







Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 0.0152600 0.0159669 0.0146730 0.0151589 0.143249026
2 0.0174530 0.0147102 0.0165820 0.0145359 0.142945069
3 0.0157621 0.0151951 0.0156929 0.0145180 0.142198008
4 0.0157030 0.0156698 0.0148160 0.0145979 0.144012999
5 0.0151451 0.0156910 0.0149980 0.0144060 0.142723007
6 0.0149510 0.0153499 0.0158329 0.0145490 0.143191055
7 0.0155671 0.0148940 0.0154431 0.0144780 0.142307911
8 0.0160530 0.0155289 0.0149460 0.0159731 0.142775079
9 0.0154462 0.0155771 0.0154319 0.0165241 0.14465014
10 0.0162871 0.0155380 0.0147550 0.0159361 0.142478886
11 0.0156820 0.0148301 0.0148301 0.0161278 0.142860135
12 0.0153348 0.0185201 0.0154071 0.0154521 0.144312149
13 0.0157950 0.0144482 0.0160859 0.0152991 0.141918072
14 0.0159221 0.0156119 0.0156720 0.0153341 0.144020926
15 0.0155420 0.0160260 0.0152810 0.0151310 0.142305005
16 0.0179551 0.0160971 0.0145199 0.0153100 0.143766105
17 0.0156641 0.0156970 0.0154250 0.0157168 0.142367865
18 0.0166602 0.0163720 0.0156610 0.0154071 0.143702113
19 0.0163100 0.0163312 0.0146530 0.0157850 0.142076925
20 0.0155370 0.0145760 0.0181959 0.0149901 0.142441138
21 0.0160539 0.0151720 0.0164359 0.0149791 0.144346101
22 0.0162361 0.0151072 0.0166709 0.0157590 0.142286995
23 0.0159869 0.0156012 0.0159161 0.0159209 0.150424023
24 0.0155470 0.0152729 0.0258980 0.0156059 0.143637825
25 0.0174119 0.0169320 0.0146451 0.0153520 0.143502192
MÉDIA 0.0159706 0.0156286 0.0159387 0.0153139 0.1433799
MENOR 0.0149510 0.0144482 0.0145199 0.0144060 0.1419181
MAIOR 0.0179551 0.0185201 0.0258980 0.0165241 0.1504240
DESVIO 0.0007341 0.0008422 0.0022352 0.0005827 0.0016701
MEDIANA 0.0157621 0.0155771 0.0154319 0.0153341 0.1429451






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 0.0155411 0.0150919 0.0160520 0.0149970 0.1424521
2 0.0159180 0.0150762 0.0155849 0.0156848 0.1449229
3 0.0170271 0.0150762 0.0160599 0.0152571 0.1430349
4 0.0148730 0.0154750 0.0158160 0.0149610 0.1465811
5 0.0159919 0.0150130 0.0162508 0.0148101 0.1427682
6 0.0178249 0.0148289 0.0153980 0.0153320 0.1448130
7 0.0156631 0.0150890 0.0155780 0.0147891 0.1455571
8 0.0170112 0.0159039 0.0155890 0.0162189 0.1432819
9 0.0160060 0.0152988 0.0158300 0.0162179 0.1427659
10 0.0167470 0.0156810 0.0154381 0.0156569 0.1432251
11 0.0171981 0.0152311 0.0156691 0.0160480 0.1461750
12 0.0158930 0.0161788 0.0160289 0.0152781 0.1429320
13 0.0168669 0.0150728 0.0159280 0.0150690 0.1441230
14 0.0158341 0.0147960 0.0151379 0.0155342 0.1452542
15 0.0151429 0.0144911 0.0156631 0.0160761 0.1440410
16 0.0170949 0.0160081 0.0164139 0.0153968 0.1443280
17 0.0166628 0.0162930 0.0171812 0.0156391 0.1439490
18 0.0152550 0.0151441 0.0156212 0.0153592 0.1432571
19 0.0158701 0.0156801 0.0158269 0.0142050 0.1456630
20 0.0160711 0.0159700 0.0155611 0.0143070 0.1434820
21 0.0171790 0.0156250 0.0164111 0.0150552 0.1446181
22 0.0153971 0.0152249 0.0219541 0.0151031 0.1448231
23 0.0148361 0.0148480 0.0160139 0.0157840 0.1447721
24 0.0148690 0.0153589 0.0165801 0.0144629 0.1439690
25 0.0167999 0.0153172 0.0188282 0.0147300 0.1445180
MÉDIA 0.0161429 0.0153509 0.0162566 0.0152789 0.1442123
MENOR 0.0148361 0.0144911 0.0151379 0.0142050 0.1424521
MAIOR 0.0178249 0.0162930 0.0219541 0.0162189 0.1465811
DESVIO 0.0008480 0.0004623 0.0013926 0.0005629 0.0011188
MEDIANA 0.0159919 0.0152311 0.0158300 0.0152781 0.1441230






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 0.0149400 0.0152481 0.0169251 0.0152199 0.143501954
2 0.0142632 0.0148931 0.0159569 0.0153010 0.142104006
3 0.0155461 0.0151880 0.0147691 0.0148709 0.142682154
4 0.0148571 0.0153391 0.0149350 0.0170670 0.143687954
5 0.0166521 0.0144730 0.0155120 0.0160739 0.142066006
6 0.0163519 0.0152998 0.0159581 0.0153069 0.142704154
7 0.0156791 0.0149450 0.0159829 0.0151989 0.142111929
8 0.0146430 0.0150809 0.0161710 0.0152590 0.143982992
9 0.0151660 0.0155580 0.0155871 0.0158510 0.144712133
10 0.0248940 0.0152609 0.0168941 0.0146101 0.142515884
11 0.0167329 0.0151331 0.0157681 0.0146110 0.143531056
12 0.0151670 0.0152609 0.0159559 0.0147340 0.142241822
13 0.0148740 0.0152659 0.0160711 0.0150001 0.146041141
14 0.0143158 0.0147271 0.0146999 0.0148451 0.142163129
15 0.0158429 0.0145891 0.0161092 0.0153520 0.142052907
16 0.0157120 0.0156460 0.0150521 0.0149009 0.142303177
17 0.0151401 0.0149751 0.0151858 0.0149400 0.141376932
18 0.0149209 0.0156760 0.0163791 0.0160811 0.142990086
19 0.0232871 0.0163410 0.0150752 0.0157990 0.142161931
20 0.0171480 0.0153670 0.0163431 0.0157650 0.141663047
21 0.0221219 0.0144579 0.0150261 0.0153990 0.142494056
22 0.0152521 0.0147378 0.0178168 0.0151072 0.142093909
23 0.0145390 0.0149701 0.0148170 0.0147061 0.143677929
24 0.0153680 0.0151229 0.0152519 0.0151980 0.143295228
25 0.0161068 0.0147820 0.0154879 0.0155969 0.143121857
MÉDIA 0.0163808 0.0151335 0.0157492 0.0153118 0.1428511
MENOR 0.0142632 0.0144579 0.0146999 0.0146101 0.1413769
MAIOR 0.0248940 0.0163410 0.0178168 0.0170670 0.1460411
DESVIO 0.0027889 0.0004167 0.0007661 0.0005648 0.0010390
MEDIANA 0.0153680 0.0151331 0.0157681 0.0152199 0.1425159






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 0.0159969 0.0155680 0.0164769 0.0152402 0.144083908
2 0.0153489 0.0155089 0.0150139 0.0158861 0.144860056
3 0.0149331 0.0148480 0.0151210 0.0155001 0.143558055
4 0.0159180 0.0149920 0.0157528 0.0146701 0.143283974
5 0.0159090 0.0148489 0.0157311 0.0152969 0.143297913
6 0.0150750 0.0167100 0.0156159 0.0150859 0.142922935
7 0.0151680 0.0146990 0.0160980 0.0150352 0.142960892
8 0.0156651 0.0151861 0.0162151 0.0162280 0.143354916
9 0.0152822 0.0153642 0.0153592 0.0160570 0.142542087
10 0.0159309 0.0149319 0.0153821 0.0146730 0.142666152
11 0.0154011 0.0150959 0.0156569 0.0155020 0.142930994
12 0.0149570 0.0152681 0.0155790 0.0151560 0.145478875
13 0.0154841 0.0166330 0.0158010 0.0157061 0.141961875
14 0.0159440 0.0153182 0.0159130 0.0154409 0.143404063
15 0.0147929 0.0147290 0.0147200 0.0148180 0.142912936
16 0.0154190 0.0146050 0.0152760 0.0157881 0.141921052
17 0.0158620 0.0150890 0.0159938 0.0157032 0.142342848
18 0.0156660 0.0155110 0.0154390 0.0154569 0.141935848
19 0.0152471 0.0158892 0.0159609 0.0159039 0.143043007
20 0.0144851 0.0150750 0.0166769 0.0148740 0.143128888
21 0.0154681 0.0157750 0.0201340 0.0155230 0.142003812
22 0.0150411 0.0153971 0.0160460 0.0151632 0.142742067
23 0.0154331 0.0145550 0.0162289 0.0158038 0.14205803
24 0.0152199 0.0148780 0.0155649 0.0184081 0.143310964
25 0.0152569 0.0153439 0.0154412 0.0166070 0.144357094
MÉDIA 0.0153962 0.0152728 0.0158879 0.0155811 0.1430825
MENOR 0.0144851 0.0145550 0.0147200 0.0146701 0.1419211
MAIOR 0.0159969 0.0167100 0.0201340 0.0184081 0.1454789
DESVIO 0.0003995 0.0005472 0.0009940 0.0007608 0.0008998
MEDIANA 0.0154011 0.0151861 0.0157311 0.0155001 0.1429609






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 15.26 15.97 14.67 15.16 143.25
2 17.45 14.71 16.58 14.54 142.95
3 15.76 15.20 15.69 14.52 142.20
4 15.70 15.67 14.82 14.60 144.01
5 15.15 15.69 15.00 14.41 142.72
6 14.95 15.35 15.83 14.55 143.19
7 15.57 14.89 15.44 14.48 142.31
8 16.05 15.53 14.95 15.97 142.78
9 15.45 15.58 15.43 16.52 144.65
10 16.29 15.54 14.76 15.94 142.48
11 15.68 14.83 14.83 16.13 142.86
12 15.33 18.52 15.41 15.45 144.31
13 15.79 14.45 16.09 15.30 141.92
14 15.92 15.61 15.67 15.33 144.02
15 15.54 16.03 15.28 15.13 142.31
16 17.96 16.10 14.52 15.31 143.77
17 15.66 15.70 15.42 15.72 142.37
18 16.66 16.37 15.66 15.41 143.70
19 16.31 16.33 14.65 15.78 142.08
20 15.54 14.58 18.20 14.99 142.44
21 16.05 15.17 16.44 14.98 144.35
22 16.24 15.11 16.67 15.76 142.29
23 15.99 15.60 15.92 15.92 150.42
24 15.55 15.27 16.90 15.61 143.64
25 17.41 16.93 14.65 15.35 143.50
MÉDIA 15.97 15.63 15.58 15.31 143.38
MENOR 14.95 14.45 14.52 14.41 141.92
MAIOR 17.96 18.52 18.20 16.52 150.42
DESVIO 0.73 0.84 0.88 0.58 1.67
MEDIANA 15.76 15.58 15.43 15.33 142.95






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 38.85 37.73 40.13 37.49 356.13
2 39.80 37.69 38.96 39.21 362.31
3 42.57 37.69 40.15 38.14 357.59
4 37.18 38.69 39.54 37.40 366.45
5 39.98 37.53 40.63 37.03 356.92
6 44.56 37.07 38.50 38.33 362.03
7 39.16 37.72 38.95 36.97 363.89
8 42.53 39.76 38.97 40.55 358.20
9 40.01 38.25 39.58 40.54 356.91
10 41.87 39.20 38.60 39.14 358.06
11 43.00 38.08 39.17 40.12 365.44
12 39.73 40.45 40.07 38.20 357.33
13 42.17 37.68 39.82 37.67 360.31
14 39.59 36.99 37.84 38.84 363.14
15 37.86 36.23 39.16 40.19 360.10
16 42.74 40.02 41.03 38.49 360.82
17 41.66 40.73 42.95 39.10 359.87
18 38.14 37.86 39.05 38.40 358.14
19 39.68 39.20 39.57 35.51 364.16
20 40.18 39.92 38.90 35.77 358.70
21 42.95 39.06 41.03 37.64 361.55
22 38.49 38.06 54.89 37.76 362.06
23 37.09 37.12 40.03 39.46 361.93
24 37.17 38.40 41.45 36.16 359.92
25 42.00 38.29 47.07 36.82 361.30
MÉDIA 40.36 38.38 40.64 38.20 360.53
MENOR 37.09 36.23 37.84 35.51 356.13
MAIOR 44.56 40.73 54.89 40.55 366.45
DESVIO 2.12 1.16 3.48 1.41 2.80
MEDIANA 39.98 38.08 39.58 38.20 360.31






Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 74.70 76.24 84.63 76.10 717.51
2 71.32 74.47 79.78 76.50 710.52
3 77.73 75.94 73.85 74.35 713.41
4 74.29 76.70 74.68 85.33 718.44
5 83.26 72.36 77.56 80.37 710.33
6 81.76 76.50 79.79 76.53 713.52
7 78.40 74.73 79.91 75.99 710.56
8 73.21 75.40 80.85 76.30 719.91
9 75.83 77.79 77.94 79.26 723.56
10 124.47 76.30 84.47 73.05 712.58
11 83.66 75.67 78.84 73.06 717.66
12 75.83 76.30 79.78 73.67 711.21
13 74.37 76.33 80.36 75.00 730.21
14 71.58 73.64 73.50 74.23 710.82
15 79.21 72.95 80.55 76.76 710.26
16 78.56 78.23 75.26 74.50 711.52
17 75.70 74.88 75.93 74.70 706.88
18 74.60 78.38 81.90 80.41 714.95
19 116.44 81.70 75.38 79.00 710.81
20 85.74 76.84 81.72 78.82 708.32
21 110.61 72.29 75.13 76.99 712.47
22 76.26 73.69 89.08 75.54 710.47
23 72.70 74.85 74.08 73.53 718.39
24 76.84 75.61 76.26 75.99 716.48
25 80.53 73.91 77.44 77.98 715.61
MÉDIA 81.90 75.67 78.75 76.56 714.26
MENOR 71.32 72.29 73.50 73.05 706.88
MAIOR 124.47 81.70 89.08 85.33 730.21
DESVIO 13.94 2.08 3.83 2.82 5.19
MEDIANA 76.84 75.67 78.84 76.10 712.58




Tentativas Lustre PVFS CEPH FhGFS Banco de Dados
1 159.97 155.68 164.77 152.40 1440.84
2 153.49 155.09 150.14 158.86 1448.60
3 149.33 148.48 151.21 155.00 1435.58
4 159.18 149.92 157.53 146.70 1432.84
5 159.09 148.49 157.31 152.97 1432.98
6 150.75 167.10 156.16 150.86 1429.23
7 151.68 146.99 160.98 150.35 1429.61
8 156.65 151.86 162.15 162.28 1433.55
9 152.82 153.64 153.59 160.57 1425.42
10 159.31 149.32 153.82 146.73 1426.66
11 154.01 150.96 156.57 155.02 1429.31
12 149.57 152.68 155.79 151.56 1454.79
13 154.84 166.33 158.01 157.06 1419.62
14 159.44 153.18 159.13 154.41 1434.04
15 147.93 147.29 147.20 148.18 1429.13
16 154.19 146.05 152.76 157.88 1419.21
17 158.62 150.89 159.94 157.03 1423.43
18 156.66 155.11 154.39 154.57 1419.36
19 152.47 158.89 159.61 159.04 1430.43
20 144.85 150.75 166.77 148.74 1431.29
21 154.68 157.75 201.34 155.23 1420.04
22 150.41 153.97 160.46 151.63 1427.42
23 154.33 145.55 162.29 158.04 1420.58
24 152.20 148.78 155.65 184.08 1433.11
25 152.57 153.44 154.41 166.07 1443.57
MÉDIA 153.96 152.73 158.88 155.81 1430.83
MENOR 144.85 145.55 147.20 146.70 1419.21
MAIOR 159.97 167.10 201.34 184.08 1454.79
DESVIO 3.99 5.47 9.94 7.61 9.00
MEDIANA 154.01 151.86 157.31 155.00 1429.61
Recuperação Serial HDF - 10.000 - TOTAL
