I. Introduction
Bit-sliced arithmetic coding (BSAC), standardized as an MPEG-4 audio coding, improves the performance of advanced audio coding (AAC) [1] by providing fine-grain bitstream scalability and error resilience. Since terrestrial-digital multimedia broadcasting (T-DMB) for multimedia broadcasting service for users moving at high speed was adopted as a world standard in 2007, a low complexity solution of the BSAC decoder has become crucial for portable receivers.
The solution of the BSAC decoder was studied in [2] and [3] . To improve the decoding time, especially in the filter bank part, a BSAC decoder was implemented as a hardware module in a field-programmable gate array [2] , and an inverse FFT was used for the fast version of the inverse discrete cosine transform [3] . However, there have been no studies to reduce the complexity in the noiseless decoding part, which occupies a large portion of the decoding time. In [2] , it was verified that the complexity of the noiseless decoding part of the BSAC, including arithmetic decoding, accounts for 53% of the decoding time. This is about 24% higher than in the MPEG-4 AAC counter part including Huffman decoding, which accounts for 29% [2] . Thus, to implement a fast BSAC decoder, further studies of the BSAC noiseless decoding section are required. We present a method to accelerate noiseless decoding without a tradeoff between performance and complexity. An ARM9E processor was used for the tests.
II. Conventional Full Search Method in Noiseless
Decoding of the Reference BSAC Decoder
The fine-grain scalability (FGS) of the BSAC results from arithmetic coding in the noiseless coding part, where the quantized spectral values are divided by their bit planes. The most significant bits (MSBs) are first coded and then packed in the bitstream together with the side information required for the decoding. The next significant bits are continuously coded and packed together. Thus, the bitstream of a lower layer is comprised in the bitstream of an upper layer, and the side information items required for each layer are divided by the number of layers to be coded. In the noiseless decoding part, the current significance values (CSVs) of the symbols of each layer are obtained from the side information, and the spectral values are reconstructed. This is done by decoding the symbols in order from the symbol composed of the uppermost bits to the symbol composed of the lowermost bits to obtain quantization samples with reference to the maximum significance value (MSV) of each layer. At that time, differential decoding is performed on the side information, and arithmetic decoding is performed on the symbols.
Searching the MSV, which determines whether arithmetic decoding is required for an arbitrary layer from the base layer to the top layer, is indispensable in the noiseless decoding part. The reference BSAC decoder employs a full search (FS) method, which compares all of the CSVs to find the MSV. Even when arithmetic decoding is determined, the CSV of each symbol is examined to determine whether arithmetic decoding is required. The FS method is used for all of the searches, including the search of the MSV, comparison between the CSVs, and the resulting MSV. In the FS method, the number of calculations per frame is dependent on the search range, the number of the channel, the number of the window group, and the number of the layer. Therefore, the FS method applied in the reference decoder has a simple loop but high complexity resulting from the many comparison operations.
III. Significant Tree Search Method for Fast
Arithmetic Decoding
To search the decoding positions of the symbols and obtain the MSV, a fast search method is proposed, using the significance tree structure shown in Fig. 1 . The proposed significance tree search (STS) method is performed in units of 32 consecutive arithmetic-coded symbols known as the decoding band. The significance trees are made and stored in each decoding band so that searching is performed in units of the intermediate significance value (ISV) by comparing the top components of each significance tree structure. For example, when a frequency search range between 0 and 509 is provided, the number of ISVs is between 0 and 14 in a frequency search range between 0 and 479 so that the MSV can be searched in units of decoding bands. In a frequency search range between 480 and 509, which is not covered in the last decoding band, the MSV is obtained by the FS method. Figure 2 shows the lossless decoding procedure using the significance tree structure. Steps s0, s3, s5, and s7 are the same as the blocks in the reference BSAC decoder. Steps s1, s2, s6, and s8 are added to the reference decoder, and step s4 is modified to apply the STS method. First, the CSVs of the symbols of each layer are obtained from the side information (step s0). At step 1, the arithmetic-coded symbols are divided into decoding bands, and the tree structures are built up in order of importance of the significance value in every decoding band. The top component of the tree structure in every decoding band is scanned at step s2 to search for the MSV. In s3, the MSV is compared with the minimum significance value (mSV) to determine whether arithmetic decoding is to be performed. When the MSV is larger than or equal to the mSV, the process proceeds to s4 so that the decoding positions of the symbols are searched while the CSVs of the symbols that belong to the reference layer with the maximum significance tree are compared. Then, it is determined whether arithmetic decoding is required for the current layer in accordance with the search result. Even when arithmetic decoding is required by the MSV, the CSVs of the coefficients of the symbols are examined to determine whether arithmetic decoding is required. When it is determined that arithmetic decoding is required, steps s5 and s6 are performed on the symbols in units of the decoding bands. When it is determined that arithmetic decoding is not required, the process proceeds to s7. When the MSV is smaller than the mSV, the process proceeds to s8 so that the significance search tree is updated for the decoding bands on which arithmetic decoding is performed in each frame. At this time, the number of calculations per frame is obtained by multiplying the sum of the number of decoding bands of each layer and the frequency search range to which the FS method is applied, the number of channels, the number of window groups, and the number of layers, by each other. The number of the decoding band is given by int (frequency range/32) with int (•) denoting the floor function (returning the largest integer that is lower than the operand). The partial full-search frequency search range is the remaining range after the decoding bands are grouped.
IV. Complexity and Experimental Results
The number of maximum comparison operations per frame to search the MSV is defined as the Q value. The definition of Q is given by Q = search range × channels × window groups × layer, (1) where the search range in the STS method is replaced by the sum of the number of decoding bands and partial full search range. Figure 3 shows an example of the search methods to search the MSV. Assume that the frequency search range is 510, the number of channels is 2, and the number of window groups is 8. In the conventional FS method of Fig. 3(a) , the number of times the comparisons are performed to find the MSV is 510×2×8=8,160 per layer, which is performed on each frame by the number of layers. For example, when the number of layers is 58 (10 basic layers and 48 enhancement layers), the Q value per frame must be performed 8,160×58=473,280 number of times. With the STS method of Fig. 3(b) under the same conditions, the search range is 45 with 15 decoding bands and 30 partial full search ranges. The number of times the comparisons need to be performed to find the MSV with the STS method is (15+30)×2×8=720 per layer, which is performed on each frame by the number of layers. When the number of the layers is 58 (10 basic layers and 48 enhancement layers), the Q value is 58×(15+30)×2×8=41,760. Thus, it is possible to obtain the same result as that of the conventional FS method with fewer than 1/10 of the number of calculations of the conventional full search. While the search range is 1,024 in the worst case in the conventional FS method, the search range in the STS method, which is the sum of the number of decoding bands and partial full search range, is 64 in the worst case. Under the same conditions, 1/16 of the number of calculations of the FS method are required. The STS method requires additional memory and complexity, such as the update of a tree structure and grouping of the arithmetic-coded symbols. The required memory size is a maximum of 512 bytes (32 bits×16 bits) and is a negligible quantity. To confirm the total complexity considering the additional complexity, the method was tested on an ARM9E processor with MPEG-4 ER\-BSAC conformance bitstreams [4] . Figure 4 summarizes the complexity of the two methods and shows that the proposed method yields about 23% reduction in complexity, even when considering the additional complexity.
V. Conclusion
In this letter, a fast computation method was proposed for the noiseless decoding part of a BSAC decoder to make real-time BSAC decoding feasible. With about 22% reduction in complexity, application of the proposed method to the noiseless decoding part provides the same audio quality as the previous method in the reference decoder. Therefore, real-time decoding for applications such as live streaming is easily possible.
