Matching estimators are widely used in empirical economics for the evaluation of programs or treatments. Researchers using matching methods often apply the bootstrap to calculate the standard errors. However, no formal justification has been provided for the use of the bootstrap in this setting. In this article, we show that the standard bootstrap is, in general, not valid for matching estimators, even in the simple case with a single continuous covariate where the estimator is root-N consistent and asymptotically normally distributed with zero asymptotic bias. Valid inferential methods in this setting are the analytic asymptotic variance estimator of Abadie and Imbens (2006a) as well as certain modifications of the standard bootstrap, like the subsampling methods in Politis and Romano (1994) .
1. INTRODUCTION MATCHING METHODS have become very popular for the estimation of treatment effects in the absence of experimental data.
2 Researchers using matching methods often apply the bootstrap to calculate the standard errors. However, bootstrap inference for matching estimators has not been formally justified.
This article addresses the question of the validity of the standard bootstrap for nearest-neighbor matching estimators with replacement and a fixed number of neighbors. We focus on the case of a fixed number of neighbors because it conforms to the usual practice in empirical economics, where researchers applying matching estimators typically employ nearest-neighbor matching with a very limited number of neighbors (e.g., one). We show in a simple case, with a single continuous covariate, that the standard bootstrap fails to provide asymptotically valid standard errors, in spite of the fact that the matching estimator is root-N consistent and asymptotically normal with no asymptotic bias. We show that the average bootstrap variance can overestimate as well as underestimate the asymptotic variance of matching estimators. We provide some intuition for the failure of the bootstrap in this context. 1 We are grateful for comments by Peter Bickel, Stéphane Bonhomme, Joel Horowitz, Francis Kramarz, Whitney Newey, seminar participants at Princeton, CEMFI, CREST, and Harvard/MIT, and two anonymous reviewers. Financial support for this research was generously provided through NSF Grants SES-0350645 (Abadie), SES-0136789, and SES-0452590 (Imbens) .
2 For example, Dehejia and Wahba (1999) . See Rosenbaum (2001) and Imbens (2004) for surveys. 3 Other examples of failure of the bootstrap arise in the contexts of estimating the maximum of the support of a random variable (Bickel and Freedman (1981) ), estimating the average of a There are valid alternatives to the bootstrap for inference with matching estimators. In Abadie and Imbens (2006a) , we derived conditions under which the nearest-neighbor matching estimator with replacement and a fixed number of matches is root-N consistent and asymptotically normal, and we proposed an analytic estimator of the asymptotic variance. Under those conditions, the validity of certain alternatives to the bootstrap, such as subsampling (Politis and Romano (1994) ) or the M-out-of-N bootstrap (Bickel, Götze, and van Zwet (1997) ), can be established from general results. 4 2. SETUP 
Basic Model
In this article we adopt the standard model of treatment effects under unconfoundedness (Rosenbaum and Rubin (1983) , Heckman, Ichimura, and Todd (1998) , Rosenbaum (2001) , Imbens (2004) ). The goal is to evaluate the effect of a treatment on the basis of data on outcomes, treatments, and covariates for treated and untreated units. We have a random sample of N 0 units from the control (untreated) population and a random sample of N 1 units from the treated population, with total sample size N = N 0 + N 1 . Each unit is characterized by a pair of potential outcomes, Y i (0) and Y i (1), denoting the outcomes under the control and active treatments, respectively. We observe Y i (0) for units in the control sample and Y i (1) for units in the treated sample. For all units, we observe a covariate vector, X i .
5 Let W i indicate whether a unit is from the control sample (W i = 0) or the treatment sample (W i = 1). For each unit, we observe the triple (X i W i Y i ), where
is the observed outcome. Let X be an N-column matrix with column i equal to X i and assume analogous notation for Y and W.
In this article, we focus on matching estimation of the average treatment effect for the treated:
We make the following two identifying assumptions: variable with infinite variance (Arthreya (1987) ), and superefficient estimation (Beran (1984) ). Resampling inference in these contexts can be conducted using alternative methods such as subsampling (Politis and Romano (1994) ) and versions of the bootstrap where the size of the bootstrap sample is smaller than the sample size (e.g., Bickel, Götze, and van Zwet (1997) ). See Hall (1992) and Horowitz (2003) for general discussions. 4 See, for example, Politis, Romano, and Wolf (1999) . 5 To simplify our proof of lack of validity of the bootstrap, we will consider in our calculations the case of a scalar covariate. With higher dimensional covariates there is the additional complication of biases that may dominate the asymptotic distribution of matching estimators (Abadie and Imbens (2006a) 
A nearest-neighbor matching estimator of τ matches each treated unit i to the control unit j with the closest value for the covariate and then averages the within-pair outcome differences, Y i − Y j , over the N 1 matched pairs. In this article, we focus on the case of matching with replacement, so each control unit may be used as a match for more than one treated unit.
For each treated unit i, let D i be the distance between the covariate value for observation i and the covariate value for the closest untreated match:
Then let
be the set of closest matches for treated unit i. If unit i is an untreated unit, then J (i) is defined to be the empty set. When X i is continuously distributed, the set J (i) will consist of a single index with probability 1, but for bootstrap samples there will often be more than one index in this set (because an observation from the original sample may appear multiple times in the bootstrap sample). For each treated unit, i, let
be the average outcome in the set of the closest matches for observation i, where #J (i) is the number of elements of the set J (i). The matching estimator of τ is then
For the subsequent discussion, it is useful to write the estimator in a different way. Let K i denote the weighted number of times unit i is used as a match (if unit i is an untreated unit, with K i = 0 if unit i is a treated unit):
Then we can writê
In Abadie and Imbens (2006a) we proved that under certain conditions (for example, when X i is a scalar variable) the nearest-neighbor matching estimator in (1) is root-N consistent and asymptotically normal with zero asymptotic bias. 6 We also proposed a consistent estimator for the asymptotic variance ofτ:
where σ 2 (X i W i ) is an estimator of the conditional variance of Y i given W i and X i , based on matching. Let l(i), be the closest match to unit i, in terms of the covariates, among the units with the same value for the treatment (that is, units in the treatment groups are matched to units in the treatment group, and units in the control group are matched to units in the control group).
7 Then
More generally, in Abadie and Imbens (2007) , we proposed a bias correction that makes matching estimators root-N consistent and asymptotically normal regardless of the dimension of X i . 7 To simplify the notation, here we consider only the case without matching ties. The extension to accommodate ties is immediate, but it is not required for the purpose of the analysis in this article.
Let V(τ) be the variance ofτ. In Abadie and Imbens (2006a) , we showed that (under regularity conditions) the normalized version of the variance estimator, N 1 V AI is consistent for the normalized variance, N 1 V(τ):
The Bootstrap
In this article we consider two versions of the bootstrap variance commonly used in empirical research. The first version centers the bootstrap variance at the matching estimate in the original sample. The second version centers the bootstrap variance at the mean of the bootstrap distribution of the matching estimator.
Consider a random sample Z = (X W Y) with N 0 controls and N 1 treated units. The matching estimator,τ, is a functional t(·) of the original sample: τ = t(Z). We construct a bootstrap sample, Z b , with N 0 controls and N 1 treated by sampling with replacement from the two subsamples. We then calculate the bootstrap estimator,τ b , applying the functional t(·) to the bootstrap sample: τ b = t(Z b ). We denote expectations over the bootstrap distribution (conditional on the sample) as E [·|Z] . The first version of the bootstrap variance is the second moment of (τ b −τ) conditional on Z:
The second version of the bootstrap variance centers the bootstrap variance at the bootstrap mean, E[τ b |Z], rather than at the original estimate,τ:
Although these bootstrap variances are defined in terms of the original sample Z, in practice an easier way to calculate them is by drawing B bootstrap samples. Given B bootstrap samples with bootstrap estimatesτ b , for b = 1 B, we can obtain unbiased estimators for these two variances aŝ
We will focus on the first bootstrap variance, V B I , and its expectation,
does not converge to zero. We will show that in some cases the limit of
) is positive and that in other cases this limit is negative. As a result, we will show that N 1 V B I is not a consistent estimator of the limit of N 1 V(τ). This will indirectly imply that
Thus in the cases where the limit of
is smaller than zero, it follows that the limit of
is also smaller than zero.
AN EXAMPLE WHERE THE BOOTSTRAP FAILS
In this section we discuss in detail a specific example where we can calculate the limits of N 1 V(τ) and
Data Generating Process
We consider the following data generating process (DGP):
The marginal distribution of the covariate X is uniform on the interval [0 1]. It follows from Assumptions 3.2 and 3.3 that the propensity score is e(x) = α/(1 + α).
ASSUMPTION 3.2: The ratio of treated and control units is
N 1 /N 0 = α for some α > 0. ASSUMPTION 3.3: The propensity score, e(x) = Pr(W i = 1|X i = x), is con- stant.
Exact Variance and Large Sample Distribution
The data generating process implies that, conditional on X = x, the average treatment effect is equal to E[Y i (1) − Y i (0)|X i = x] = τ for all x. Therefore, the average treatment effect for the treated is equal to τ. Under this data gen-
Conditional on X and W, the only stochastic component ofτ is Y. By Assumption 3.4, given W i = 0, the Y i 's are mean zero, unit variant, and independent
, and (iii) K i is a deterministic function of X and W, it also follows that the conditional variance ofτ given X and W is
The variance of the matching estimator is equal to the variance of E[τ|X W] plus the expectation of V(τ|X W). Because V(E[τ|X W]) = V(τ) = 0, the exact unconditional variance of the matching estimator equals the expected value of the conditional variance:
LEMMA 3.1-Exact Variance: Suppose that Assumptions 2.1, 2.2, and 3.1-3.4 hold. Then:
(i) The exact variance of the matching estimator is
See the Appendix for proofs.
The Bootstrap Variance
Now we analyze the properties of the bootstrap variance, V B I . As before, let Z = (X W Y) denote the original sample. Notice that
is the expected bootstrap variance. Notice also that the expectation
2 |Z] over the population distribution of Z. Let K b i be the number of times that unit i in the original sample is used as a match in bootstrap sample b. For the DGP of Section 3.1,
From equations (2) and (5) we obtain
The following lemma establishes the limit of N 1 E[V B I ] under our DGP.
LEMMA 3.2 -Bootstrap Variance: Suppose that Assumptions 3.1-3.4 hold. Then, as N → ∞,
Recall that the limit of the normalized variance ofτ is 1 + (3/2)α. For small values of α the limit of the expected bootstrap variance exceeds the limit variance by the third term in (7), 2 exp(−1) 0 74, or 74%. For large values of α, the second term in (7) dominates and the ratio of the limit expected bootstrap and limit variance is equal to the factor in the second term of (7) multiplying (3/2)α. Since (5 exp(−1) − 2 exp(−2))/(3(1 − exp(−1))) 0 83, it follows that as α increases, the ratio of the limit expected bootstrap variance to the limit variance converges to 0.83, suggesting that in large samples the bootstrap variance can under-as well as overestimate the true variance.
Failure of the Bootstrap
So far, we have established the relationship between the limiting variance of the estimator and the limit of the average bootstrap variance. We end this section with a discussion of the implications of the previous two lemmas for the validity of the bootstrap. The bootstrap provides a valid estimator of the asymptotic variance of the simple matching estimator if
Lemmas 3.1 and 3.2 show that
Assume that the bootstrap provides a valid estimator of the asymptotic variance of the simple matching estimator. Then
2 |Z] ≥ 0, it follows by the Portmanteau lemma (see, e.g., van der Vaart (1998, p. 6)) that, as N → ∞,
However, the algebraic inequality
does not hold for large enough α. As a result, the bootstrap does not provide a valid estimator of the asymptotic variance of the simple matching estimator. The second version of the bootstrap provides a valid estimator of the asymptotic variance of the simple matching estimator if
Assume that the second version of the bootstrap provides a valid estimator of the asymptotic variance of the simple matching estimator. Then
Again, this inequality does not hold for large enough α. As a result, the second version of the bootstrap does not provide a valid estimator of the asymptotic variance of the simple matching estimator.
Because the variance is an unbounded functional, inconsistency of the bootstrap variance does not necessarily imply inconsistency of the bootstrap estimator of the asymptotic distribution of matching estimators. However, using an argument similar to the one applied above, it is easy to see that the bootstrap distribution of √ N 1 ( τ b − τ) is not consistent, in general, for the asymptotic distribution of √ N 1 ( τ − τ). The reason is that if the bootstrap is consistent for the asymptotic distribution of √ N 1 ( τ − τ), then the limit inferior of the variance of √ N 1 ( τ b − τ) should not be smaller than 1 + (3/2)α, which we have shown happens for large enough α.
As is apparent from equation (2), the matching estimator becomes linear after conditioning on X and W. The reason is that K 1 K N are fixed once we condition on X and W. This implies that the wild bootstrap of Här-dle and Mammen (1993) can be used to estimate the conditional distribution of matching estimators. 8 The reason why the bootstrap fails to reproduce the unconditional distribution ofτ is that the bootstrap fails to reproduce the distribution of K i , even in large samples. To gain some intuition about this, consider the DGP of Section 3.1. Equations (3), (4), and (6) imply that
Consider the situation when α = N 1 /N 0 is small. Then, because the number of control units is large relative to the number of treated units, most observations in the control group are used as a match no more than once, so Pr(K i > 1|W i = 0) is small. In a bootstrap sample, however, treated units can appear multiple times. Every time that a treated unit appears in the bootstrap sample, this unit is matched to the same control unit, creating instances in which K b i − K i > 1. This problem does not disappear by increasing the sample size. As a result, even in large samples, the bootstrap fails to reproduce the distribution of K i and, in particular, it fails to reproduce E[K 
CONCLUSION
The results in this article have an immediate implication for empirical practice: bootstrap standard errors are not valid as the basis for inference with simple nearest-neighbor matching estimators with replacement and a fixed number of neighbors. In Abadie and Imbens (2006a) , we proposed a valid estimator of the variance of matching estimators that is based on a normal approximation to the asymptotic distribution of these estimators. Simulation results in Abadie and Imbens (2006b) suggest that the analytic standard errors proposed in Abadie and Imbens (2006a) work well even in fairly small samples. Alternative inferential methods for matching estimators are the subsampling method of Politis and Romano (1994) and the M-out-of-N bootstrap of Bickel, Götze, and van Zwet (1997) .
In this article we consider only simple nearest-neighbor matching estimators with a fixed number of matches. Heckman, Ichimura, and Todd (1998) have proposed kernel-based matching methods for which the number of matches increases with the sample size. Because these estimators are asymptotically linear, we anticipate that the bootstrap provides valid inference. The same conjecture applies to other asymptotically linear estimators of average treatment effects, such as the propensity score weighting estimator proposed by Hirano, Imbens, and Ridder (2003) . In addition, if X i includes only discrete covariates with a finite number of possible values, then a simple matching estimator can be constructed to match each observation in the treatment group to all untreated observations with the same value of X i . This matching estimator is just a weighted average of differences in means across groups defined by the values of the covariates. As a result, the standard bootstrap provides valid inference in this context.
APPENDIX
Before proving Lemma 3.1, we introduce some notation and preliminary results. Let X 1 X N be a random sample from a continuous distribution. Let M j be the index of the closest match for unit j. That is, if W j = 1, then M j is the unique index (ties happen with probability 0), with W M j = 0, such that X j − X M j ≤ X j − X i for all i such that W i = 0. If W j = 0, then M j = 0. Let K i be the number of times unit i is the closest match for a treated observation:
Following this definition, K i is zero for treated units. Using this notation, we can write the estimator for the average treatment effect on the treated aŝ
Also, let P i be the probability that the closest match for a randomly chosen treated unit j is unit i, conditional on both the vector of treatment indicators W and on the vector of covariates for the control units X 0 :
For treated units, we define P i = 0.
The following lemma provides some properties of the order statistics of a sample from the standard uniform distribution. LEMMA A.1: Let X (1) ≤ X (2) ≤ · · · ≤ X (N) be the order statistics of a random sample of size N from a standard uniform distribution, r] (N − j + 1) [s] (N + 1) [r+s] where for a positive integer a and a nonnegative integer b:
The proof of this lemma and of other preliminary lemmas in this appendix are available in the working paper version of this article (Abadie and Imbens (2006b) ).
Notice that the lemma implies the following results:
First we investigate the first two moments of K i , starting by studying the conditional distribution of K i given X 0 and W.
LEMMA A.2 -Conditional Distribution and Moments of K i : Suppose that Assumptions 3.1-3.3 hold. Then the distribution of K i conditional on W i = 0, W, and X 0 is binomial with parameters (N 1 P i ):
This implies the following conditional moments for K i :
To derive the marginal moments of K i we need first to analyze the properties of the random variable P i . Exchangeability of the units implies that the marginal expectation of P i given N 0 , N 1 , and W i = 0 is equal to 1/N 0 . To derive the second moment of P i , it is helpful to express P i in terms of the order statistics of the covariates for the control group. For control unit i, let ι(i) be the order of the covariate for the ith unit among control units:
(1 − W j )1{X j ≤ X i } Furthermore, let X 0(k) be the kth order statistic of the covariates among the control units, so that X 0(1) ≤ X 0(2) ≤ · · · ≤ X 0(N 0 ) , and for control units, X 0(ι(i)) = X i . Ignoring ties, which happen with probability zero, a treated unit with covariate value x will be matched to control unit i if
, then x will be matched to unit i if
and if ι(i) = N 0 , x will be matched to unit i if
To obtain P i , we need to integrate the density of X conditional on W = 1, f 1 (x), over these sets. With a uniform distribution for the covariates in the treatment group (f 1 (x) = 1 for x ∈ [0 1]), we obtain the following representation for P i :
(A.1) LEMMA A.3-Moments of P i : Suppose that Assumptions 3.1-3.3 hold. Then:
(ii) The Mth moment of P i is bounded by
The proof of this lemma follows from equation (A.1) and Lemma A.1 (see Abadie and Imbens (2006b) 
Substituting this into (3), we get
proving part (i). Next, consider part (ii). Multiply the exact variance ofτ by N 1 and substitute N 1 = αN 0 to get
Then take the limit as N 0 → ∞ to get
Finally, consider part (iii). Let S(r j) be a Stirling number of the second kind. For any nonnegative integer M, the Mth moment of K i given W and X 0 is (Johnson, Kotz, and Kemp (1993) , applying Lemma A.3(ii) , we obtain that the moments of K i are uniformly bounded:
Notice that Joag-Dev and Proschan (1983) ). Therefore,
Finally, we writê
where
Conditional on X and W, the ξ i are independent, and the distribution of ξ i is degenerate at zero for W i = 1 and normal
where (·) is the cumulative distribution function of a standard normal variable. Integrating over the distribution of X and W yields
Now, Slustky's theorem implies (iii).
Q.E.D.
Next we introduce some additional notation. Let R b i be the number of times unit i is in the bootstrap sample. In addition, let D b i be an indicator for inclusion of unit i in the bootstrap sample, so that
be the number of distinct control units in the bootstrap sample. Finally, define the binary variable B i (x) for i = 1 N to be the indicator for the event that in the bootstrap sample a treated unit with covariate value x would be matched to unit i. That is, for this indicator to be equal to 1, the following three conditions need to be satisfied: (i) unit i is a control unit, (ii) unit i is in the bootstrap sample, and (iii) the distance between X i and x is less than or equal to the distance between x and any other control unit in the bootstrap sample. Formally,
For the N units in the original sample, let K b i be the number of times unit i is used as a match in the bootstrap sample:
Equation (6) implies
The first step in deriving this expectation is to establish some properties of Suppose that Assumptions 3.1-3.3 hold. Then, for w ∈ {0 1} and n ∈ {1 N 0 }:
Next, we prove a general result for the bootstrap. 
PROOF: Here we prove (i). The proof of part (ii) is similar in spirit, but much longer (see Abadie and Imbens (2006b) ). Notice that for i j l, such that W i = 0 and W j = W l = 1,
Notice also that {R b j : W j = 1} are exchangeable with which is bounded away from infinity (this is shown in the proof of Lemma A.5).
Convergence in probability of a random variable along with boundedness of its second moment implies convergence of the first moment (see, e.g., van der Vaart (1998)). As a result, 
