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For the simulation of equilibrium states and finite-temperature response functions of strongly-
correlated quantum many-body systems, we compare the efficiencies of two different approaches in
the framework of the density matrix renormalization group (DMRG). The first is based on matrix
product purifications. The second, more recent one, is based on so-called minimally entangled typ-
ical thermal states (METTS). For the latter, we highlight the interplay of statistical and DMRG
truncation errors, discuss the use of self-averaging effects, and describe schemes for the computa-
tion of response functions. For critical as well as gapped phases of the spin-1/2 XXZ chain and
the one-dimensional Bose-Hubbard model, we assess the computation costs and accuracies of the
two methods at different temperatures. For almost all considered cases, we find that, for the same
computation cost, purifications yield more accurate results than METTS – often by orders of magni-
tude. The METTS algorithm becomes more efficient only for temperatures well below the system’s
energy gap. The exponential growth of the computation cost in the evaluation of response functions
limits the attainable timescales in both methods and we find that in this regard, METTS do not
outperform purifications.
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I. INTRODUCTION
Finite-temperature correlation and response functions
of quantum many-particle systems are of great interest.
They provide insights into the many-body physics and
allow to compare theoretical models to experimental re-
sults. However, their accurate computation remains chal-
lenging. For many relevant models, one has to rely on
the development of efficient numerical techniques. The
most successful method for the study of strongly corre-
lated one-dimensional (1D) systems is the density-matrix
renormalization group (DMRG), which is based on ma-
trix product states (MPS) [1–3]. While DMRG was orig-
inally designed to study ground states of 1D systems, its
extension to the time evolution of quantum states within
tDMRG [4–6] allows for the simulation of quenches and
response functions. Based on this extension, quite differ-
ent methods for simulations at finite temperatures have
been developed. One of them rests on a purification [46]
of the density matrix [7–9], which can be encoded in
matrix product form [10, 11]. First, this was success-
fully applied to study static finite-temperature proper-
ties of quantum spin chains [12, 13]. The combination
with real-time tDMRG allows for the accurate evalua-
tion of finite-temperature response functions and can be
applied to compute spectral functions and to study a va-
riety of experimentally relevant systems [14–22]. For such
purposes, purifications can similarly be combined with a
Chebyshev expansion [23]. Despite their success, simula-
tions based on purifications are often limited with respect
to the reachable inverse temperatures, times, or Krylov
expansion orders in frequency domain approaches. This
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2is due to a growth of entanglement, which is accompa-
nied by a corresponding growth of computation costs.
The search for complementary approaches led to an algo-
rithm that avoids the direct encoding of the mixed states:
Instead of purifying the density matrix, one can sample
cleverly chosen pure states, so-called minimally entangled
typical thermal states (METTS) [24, 25]. While they can
be efficiently encoded in matrix product form as their
entanglement is relatively low, they represent well the
thermal properties of the system at hand. The METTS
algorithm has been successfully applied to study static
properties and quantum quenches at finite temperature
[26–28]. However, a thorough analysis of its accuracy and
efficiency compared to computations using matrix prod-
uct purifications of the density matrices was lacking.
The extreme cases of infinite and zero temperatures
are relatively easy to understand. Purifications should
prevail at higher temperatures, while METTS should be-
come favorable at lower temperatures when the ground
state is approached. The infinite temperature purifica-
tion can be written exactly as an MPS of bond dimension
D = 1. This is clearly simpler and more efficient than
averaging over several METTS samples (each having in
this case the same probability). The argument prevails
for large finite temperatures. As e−βHˆ ≈ 1− βHˆ can for
example be represented exactly as a purification of bond
dimension D = 5 for the XXZ model, the evaluation
of an arbitrary product operator in a chain of length L
would cost O(LD3) operations. In contrast, the number
of METTS samples required for a precise estimate should
scale exponentially with the size of the spatial support of
the considered product operator. On the other hand,
at zero temperature and for a system without ground-
state degeneracy, (almost) every METTS is simply the
ground state |gs〉. So, one only needs to produce a sin-
gle METTS with bond dimension Dgs. In contrast, the
zero-temperature purification would correspond to the
projector |gs〉〈gs| and have bond dimension D2gs. Thus,
for T = 0, METTS are clearly more efficient.
In this work, we discuss how self-averaging can be used
to moderately reduce statistical errors in the METTS al-
gorithm and introduce schemes for the evaluation of re-
sponse functions using METTS. We compare the accura-
cies and computation costs of the METTS and purifica-
tion approaches for the evaluation of finite-temperature
correlation and response functions. We focus on two
paradigmatic models of interacting quantum systems,
namely the spin-1/2 XXZ chain [29–31] and the 1D Bose-
Hubbard model [32, 33] at critical as well as non-critical
points of their phase diagrams. In contrast to indica-
tions and expectations expressed in the earlier literature
[24, 28, 34], for almost all cases considered here, we find
that, for the same computation cost, the purification ap-
proach yields more accurate results than METTS – often
by orders of magnitude. METTS become more efficient
only for temperatures well below the energy gap of the
system. It would be interesting to investigate further
whether other approaches as, for example, computations
based on the ground state and a few excited states, which
can be determined variationally, could outperform the
METTS approach for such very low temperatures. For
the comparisons, we always use equal total computation
costs for both methods, ignoring that METTS simula-
tions can be parallelized more easily than purification
simulations by generating independent Markov chains on
different computing nodes. This can be taken into ac-
count by keeping in mind that, to reduce the presented
METTS errors by an order of magnitude, one needs to
increase the number of employed computing nodes by at
least a factor of 100.
The article is structured as follows. Sections II and
III shortly review the algorithms for computing static
observables with purifications and METTS, respectively,
and discuss the interplay of statistical and truncation
errors for METTS (Sec. III B) as well as self-averaging
(Sec. III C). In section V, we introduce, for METTS,
a simple scheme and two more elaborate schemes for
the computation of response functions, which are anal-
ogous to corresponding schemes based on purifications
[14, 16, 17]. The main objective of the paper, the effi-
ciency comparison of METTS and purifications, is pre-
sented in section IV for static correlations functions in the
spin-1/2 XXZ chain and the Bose-Hubbard model, and
in section VI, for response functions in the XXZ model.
Some technical issues are described in appendices. We
summarize and conclude in section VII.
II. MATRIX PRODUCT PURIFICATIONS
Let us briefly review how to compute finite-
temperature expectation values 〈Oˆ〉β = Tr(ρˆβOˆ)/Zβ us-
ing matrix product purifications. Here, we work with the
canonical ensemble ρˆβ = exp(−βHˆ) and Zβ = Tr ρˆβ .
A state |Pρˆ〉 ∈ H ⊗Haux is called a purification of the
density matrix ρˆ on H if
Traux |Pρˆ〉〈Pρˆ| = ρˆ. (1)
Choosing the auxiliary Hilbert space Haux isomorphic to
the physical Hilbert space H, i.e., H ' Haux, it is simple
to give a purification of the infinite-temperature state
ρˆ0 = 1. It is
|Pρˆ0〉 =
⊗
i
(∑
σi
|σi〉 ⊗ |σi〉aux
)
, (2)
where |σi〉 are orthonormal basis states for lattice site i,
and |σi〉aux for the corresponding lattice site of the auxil-
iary system. For the orthonormal basis {|σ〉 = ⊗i |σi〉}
of H, let |X〉 ∈ H ⊗Haux denote the vectorization of an
operator Xˆ on H such that
|X〉 ≡
∑
σ,σ′
〈σ|Xˆ|σ′〉 |σ〉 ⊗ |σ′〉aux. (3)
3In this notation, we have that |ρβ/2〉 ∈ H ⊗ Haux is ac-
cording to equations (1) and (3) a purification of the
density matrix ρˆβ .
Because |ρ0〉 ≡ |Pρˆ0〉, as given in Eq. (2), is a product
state, it can be encoded as an MPS with matrices of
bond dimension one (cf. appendix A). With |ρ0〉 as the
initial state, one can employ imaginary-time evolution, to
obtain purifications |ρβ/2〉 for finite-temperature states
ρˆβ ,
|ρβ/2〉 =
(
e−βHˆ/2 ⊗ 1aux
)|ρ0〉. (4)
To this purpose, one can employ the time-dependent
DMRG algorithm (tDMRG) [5, 6] or the almost identical
time-evolved block decimation (TEBD) [4]. Specifics of
our simulations are summarized in appendix A. Exploit-
ing that
Zβ = 〈ρβ/2|ρβ/2〉 and ρˆβ = Traux |ρβ/2〉〈ρβ/2|,
thermal expectation values can be computed by
〈Oˆ〉β = 1
Zβ
Tr
(
e−βHˆOˆ
)
=
〈ρβ/2|Oˆ|ρβ/2〉
〈ρβ/2|ρβ/2〉 , (5)
where both physical and auxiliary degrees of freedom are
summed over.
III. METTS SAMPLING
A. Algorithm for static observables
The strategy employed in the minimally entangled typ-
ical thermal states (METTS) algorithm is to approximate
thermal expectation values 〈Oˆ〉β by sampling pure quan-
tum states that have two favorable properties. They rep-
resent well the physical properties of the system for the
given temperature, and the entanglement of the states is
relatively low, which makes DMRG calculations efficient.
Expressing the trace for the thermal expectation value
using some orthonormal basis {|n〉} of product states
|n〉 =
⊗
i
|ni〉, (6)
where |ni〉 are (arbitrary) orthonormal basis states for
lattice site i, we have
〈Oˆ〉β = 1
Zβ
∑
n
〈n|e−βHˆOˆ|n〉. (7)
Defining the METTS |φn〉 and their probabilities Pn,
|φn〉 := 1√
Pn
e−βHˆ/2|n〉, Pn := 〈n|e−βHˆ |n〉, (8)
tDMRG tDMRG
Figure 1: METTS algorithm for the evaluation of static ob-
servables. A product state |n〉 is evolved in imaginary time
up to τ = β/2 and normalized to obtain the METTS sample
|φn〉. A projective measurement with transition probabilities
pn′n = |〈n′|φn〉|2 yields a new product state |n′〉, which is
again evolved in imaginary time, etc. Observables are evalu-
ated by averaging the expectation values obtained from the
samples.
the thermal average reads
〈Oˆ〉β = 1
Zβ
∑
n
Pn〈φn|Oˆ|φn〉. (9)
Thus, by sampling the states |φn〉 according to the prob-
abilities Pn/Zβ , we can approximate 〈Oˆ〉β by averaging
over 〈φn|Oˆ|φn〉. The computation cost of DMRG is di-
rectly related to the entanglement of the quantum state
(see appendix C). Hence, product states (6) are a natural
choice because their entanglement entropy is zero and it
remains reasonably low during imaginary-time evolution.
The sampling is accomplished efficiently by generating a
Markov chain of METTS as illustrated in Fig. 1. An ar-
bitrary initial product state |n〉 is evolved in imaginary
time to obtain the METTS |φn〉. (See appendix A for
details on the tDMRG evolution.) Then, the METTS is
collapsed through a projective measurement with mea-
surement basis (6), yielding a new product state |n′〉
with probability pn′n := |〈n′|φn〉|2 from which one sub-
sequently computes |φn′〉 and so on. The transition prob-
abilities obey the detailed balance condition
pn′nPn = |〈n′|e−βHˆ/2|n〉|2 = pnn′Pn′ (10)
such that the desired distribution Pn is indeed the fixed
point of this Markov process.
Note that the projective measurement, |φn〉 → |n′〉,
can be carried out sequentially, site by site. Starting at
some site i, we go from |φn〉 to |n′i〉〈n′i|·|φn〉/
√
pi(n′i) with
probability pi(n′i) := |〈n′i|φn〉|2. Measuring subsequently
on site j, we go to |n′in′j〉〈n′in′j | · |φn〉/
√
pi(n′i)pi(n
′
j |n′i)
with cond. probability pi(n′j |n′i) := |〈n′in′j |φn〉|2/pi(n′i)
such that, in the end, we arrive at state |n′〉 indeed with
4probability
pn′n = pi(n
′
i)pi(n
′
j |n′i)pi(n′k|n′in′j) . . . = |〈n′|φn〉|2.
Due to this, the projective measurement of MPS |φn〉 can
be done efficiently in a single sweep through the lattice
[24, 25].
In order to ensure ergodicity and reduce autocorrela-
tion times, it is useful to switch between different mea-
surement bases {|n(k)〉} during the sampling. Details on
this and our corresponding choice are described in ap-
pendix B.
B. Errors: Statistics, truncations, and Trotter
There are two error sources for the evolution of MPS
in the framework of tDMRG as described in appendix A.
The first is due to truncations of low-weight terms in the
Schmidt decomposition of the wave function. This error
is well-controlled by the truncation threshold (we call it
P for purifications and M for METTS) which bounds,
in every time step, the two-norm deviation ‖ψtrunc − ψ‖
of the truncated MPS from the exactly evolved state. We
implement tDMRG using fourth-order Trotter-Suzuki de-
compositions of the evolution operators with time steps
∆t of size 0.125 for purifications and 0.05 for METTS
(~ = 1). These are the second error source. The re-
sulting errors of order ∆t5 can only become relevant for
very large times and we made sure that they are never
dominant for the presented data. Additionally, the accu-
racy of the METTS sampling algorithm is influenced by
a third error source – the statistical error that depends
on the number of samples N used for averaging.
Figure 2 illustrates the interplay of statistical errors
and truncation errors in a METTS computation of the
correlator 〈S−3 S+0 〉β for the exactly solvable 1D XX model
[∆ = 0 in Eq. (11)] at inverse temperature β = 4, where
site i = 0 is at the center of the chain. The exact solution
is shortly described in appendix D. The top panel shows
the convergence of the METTS algorithm for different
truncation thresholds M as a function of the number of
samples. For low sample numbers, the statistical error
dominates and the truncation error is negligible. Auto-
correlation times between subsequent samples are short
and the statistical error is to a good approximation pro-
portional to 1/
√
N and independent of the truncation
threshold. Once the sample number reaches a certain
M-dependent threshold, the statistical error has reduced
to a magnitude that is comparable to the error induced
by the truncations. The curves begin to level out as the
relative contribution of the truncation error grows. At
a certain point, further samples will not enhance the ac-
curacy of the simulation as the truncations prevent fur-
ther convergence to the correct value. Of course, the
less we truncate (the lower M is), the longer the 1/
√
N -
convergence persists.
The truncation affects the accuracy in two ways. As
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Figure 2: Convergence of the METTS algorithm for the static
correlation function 〈Sˆ−3 Sˆ+0 〉β in an XX chain [∆ = 0 in
Eq. (11)] of length L = 64 at β = 4. The figure shows the er-
rors for different truncation thresholds M as a function of the
number of samples (top) and as a function of the computation
cost (bottom).
every METTS is approximated by a truncated MPS, the
values one obtains for each sample are not exact. Ad-
ditionally, the produced samples will not correspond ex-
actly to the correct probability distribution Pn of Eq. (9).
This is because the transition probabilities depend on the
samples and are thus also affected by the truncations.
While lowering the truncation threshold M yields more
accurate results, it also increases the computation cost
per sample. In the lower panel of Fig. 2, we present the
same errors of the METTS algorithm as in the top panel,
but here as a function of the total computation cost which
we quantify in an implementation-independent way as de-
scribed in appendix C. This shifts the simulations with
lower truncation thresholds and thus more costly sam-
ples to the right. Whereas, for a fixed number of samples
5(top panel), the accuracy is a monotonic function of M,
this is not necessarily so for fixed total computation cost
(lower panel). When plotted against the total computa-
tion costs, accuracy curves of METTS simulations with
different M have crossings. For practical simulations, it
is therefore important to choose the truncation thresh-
old such that the two error sources are balanced. In the
lower panel of Fig. 2, one can easily read off the trun-
cation threshold that is optimal for a given computation
cost. While the optimal truncation threshold depends
on the specific system studied and the observable that is
evaluated, it generally shifts towards lower values of M
with increasing total computation cost.
C. Exploiting self-averaging
If the considered model is translation invariant, we are
free to choose an arbitrary position in the lattice for the
evaluation of an observable. While the average of these
expectation values will converge to the correct result in-
dependent of the position, a single METTS sample itself
is not translation invariant. We can thus exploit self-
averaging to reduce statistical errors in the METTS al-
gorithm. For a correlation length ξ, averaging a local
observable 〈Oˆx0〉β over a block of L′ sites x0 corresponds
for high and intermediate temperatures to O(L′/ξ) sta-
tistically independent samples. Therefore, we can expect
that the statistical METTS errors reduce by a factor of
order
√
ξ/L′. For systems with open boundary condi-
tions, one has to restrict the averaging to sites x0 with a
sufficient distance from the boundaries.
We illustrate the effect for the spin-1/2 XXZ chain in
Fig. 3, by averaging the correlator 〈Sˆ−x0+iSˆ+x0〉β over dif-
ferent numbers L′ of central sites x0 and comparing the
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Figure 3: Reducing statistical errors in the METTS algo-
rithm by self-averaging. Shown are errors for the correla-
tor 〈Sˆ−i Sˆ+0 〉β in an XXZ chain (11) of length L = 64 at in-
verse temperature β = 4. Fixing the truncation threshold to
M = 10
−12 and the number of samples to N = 100, 400, the
correlator was estimated by averaging over L′ = 1, 4 or 16
central sites, respectively.
result to quasi-exact purification data (see appendix D).
The observed error reduction is of the expected order of
magnitude. For ∆ = 3 and β = 4, the impact of self-
averaging is rather small for short distances i. This is
due to the fact that, in this case, the temperature is al-
ready well below the gap (cf. Table I) and all excitations
occurring in the METTS are of long wavelength. Hence,
short-range correlations in the METTS are almost trans-
lation invariant.
As the additional computation cost for the spatial aver-
aging of time-local observables (in equilibrium or quench
dynamics) is negligible, it is advisable to enhance the
METTS precision through the self-averaging whenever
finite-size effects are well-controlled. Spatial averaging
in the evaluation of a response function would however
require additional real-time evolutions and seems hence
not useful.
IV. COMPARISON FOR STATIC
CORRELATORS
A. Procedures to compare efficiencies
In this section, we compare the efficiencies of METTS
and matrix product purifications, by studying accuracies
of static thermal correlation functions for fixed computa-
tion costs. To this purpose, accuracies are quantified by
the deviations of the obtained expectation values from
exact or quasi-exact data as described in appendix D.
For the error of N METTS, we generate several sets of
N subsequent samples, and take the root mean square of
the average deviations from the reference data in each set.
The computation cost due to evolving MPS in imaginary-
time (and also real-time in section V) is quantified in a
fashion that is largely independent of the chosen imple-
mentation, time step, and platform, as a function of the
MPS bond dimensions Di = Di(β, t) as detailed in ap-
pendix C. For METTS, we average the computation costs
of the sample sets.
To take the interplay between statistical and trunca-
tion errors (section III B) into account in the assessment
of the performances of METTS and purifications, we pro-
ceed as follows. We choose a truncation threshold P for
the purification and determine the theoretical computa-
tion cost of the simulation. Then we produce METTS
samples, using different truncation thresholds M, and
fix the sample set size N for each M by the quotient of
the purification cost and the average cost per METTS
sample such that, for each truncation threshold, the to-
tal computation costs of both methods are equal. In the
figures, we only present the results for the truncation
thresholds M that yield the best results, i.e., those M
that approximately minimize the error for fixed compu-
tation cost, as well as the results for two nearby values
of M.
Setting the total computation costs of both methods
equal, ignores that METTS simulations can be paral-
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Figure 4: Comparing accuracies of METTS and purifications for the static correlation function 〈Sˆ−i Sˆ+0 〉β in a spin-1/2 XXZ
chain (11) of length L = 128 at inverse temperatures β = 4, 16. Site i = 0 is at the center of the chain. The columns refer
to the non-interacting case (∆ = 0, left), the isotropic Heisenberg antiferromagnet (∆ = 1, center) and the gapped Ne´el phase
(∆ = 3, right). The top panels show the (quasi-)exact expectation values. Below we compare the errors of the purification with
truncation thresholds P = 10
−10, 10−12 to several METTS simulations with different truncation thresholds M. All curves in a
given panel that refer to the same temperature share the same computation cost. The corresponding METTS sample set sizes
and bond dimensions are specified in Table II.
lelized more easily than purification simulations, by gen-
erating independent Markov chains on different comput-
ing nodes. However, this can be easily taken into ac-
count. To reduce the METTS errors, as presented in the
following, by an order of magnitude, one has to increase
the number of employed computing nodes by at least a
factor of 100. This assumes that the extent of thermal-
ization phases at the beginnings of the Markov chains is
negligible, and the factor 100 is a lower bound because
one also needs to decrease M (hence, increasing the com-
putation cost per METTS) when the statistical error is
being reduced.
B. Spin-1/2 XXZ chain
For the spin-1/2 XXZ chain [29–31] with Hamiltonian
Hˆ =
∑
i
{
1
2
(
Sˆ+i Sˆ
−
i+1 + Sˆ
−
i Sˆ
+
i+1
)
+ ∆Sˆzi Sˆ
z
i+1
}
, (11)
let us consider three values of the anisotropy parameter:
the exactly solvable non-interacting case ∆ = 0 and the
isotropic Heisenberg antiferromagnet at ∆ = 1, which
are both critical (gapless), as well as the point ∆ = 3 in
the gapped Ne´el phase. The lattice with open boundary
conditions has size L and site i = 0 is at the center of
the chain. We apply the METTS and purification algo-
rithms, as described in sections II and III A, to compute
the static correlation function 〈Sˆ−i Sˆ+0 〉β at inverse tem-
peratures β = 4 and 16.
Figure 4 displays the accuracies of both methods for
fixed values of the total computation cost. The columns
refer to the three values of the anisotropy parameter ∆.
The top panels present the absolute value of the quasi-
exact correlation function 〈Sˆ−i Sˆ+0 〉β . The panels below
display the errors of the purification simulations with
P = 10
−10 and 10−12 and the errors of several METTS
simulations with different truncation thresholds M. All
curves that appear within a panel and refer to the same
temperature are based on simulations of equal total com-
putation costs. For each panel, the METTS truncation
7thresholds M are chosen such that, for the largest M, the
truncation error dominates; for the lowest, the statistical
error dominates; and for the intermediate M, statisti-
cal and truncation errors are balanced in an optimal way
such that the error is (approximately) minimized for the
given computation cost.
For almost all parameters, the matrix product purifi-
cation simulations yield more accurate results than the
best METTS computations. For β = 4, the errors of the
methods differ by up to a few orders of magnitude. When
lowering the temperature, entanglement and correlation
lengths increase. The increased absolute value of the cor-
relation function is reflected in a correspondingly larger
absolute error for the simulations based on purifications.
The efficiency of the METTS sampling can increase when
lowering the temperatures, especially when it gets suffi-
ciently below the energy gap ∆E. In this case, the di-
mension of the relevant state space to be sampled by
METTS is strongly reduced and hence is the statistical
error. This is confirmed for the lower temperature β = 16
in Fig. 4. For the critical (gapless) systems, the purifi-
cation approach is still more accurate. For the gapped
system (∆ = 3), the temperature is with β = 16 already
substantially below the energy gap, β∆E∆=3 ∼ 10 (cf.
Table I), and METTS can in this case indeed outperform
the matrix product purification.
In the introduction, we have already explained why
one should expect purifications to be more efficient than
METTS at higher temperatures. That METTS can be-
come more efficient at low temperatures is most obvi-
ous for the limit β → ∞. In this case, every METTS
|φn〉 for which the initial state |n〉 has nonzero overlap
with a ground state will simply be this ground state,
|φn〉 = |gs〉 (up to truncation errors). The purification,
on the other hand, evolves to the purification |gs〉⊗|gs〉aux
of the ground state density matrix |gs〉〈gs|. As the tensor
product of two MPS of bond dimension D is an MPS with
bond dimension D2, for the same accuracy, β →∞ com-
putation costs for the METTS are reduced by roughly a
Spin-1/2 XXZ chain
∆ = 0 ∆ = 1 ∆ = 3
∆EL=32 0.0475(8) 0.1177(4) 0.6521(9)
∆EL=64 0.0241(6) 0.0617(6) 0.6242(5)
∆EL=128 0.0121(8) 0.0319(3) 0.6162(7)
1D Bose-Hubbard model
J = 0.09375 J = 0.125 J = 0.25
∆EL=32 0.1415(6) 0.032(6) 0.0134(4)
∆EL=64 0.1395(2) 0.0291(6) 0.0005(0)
∆EL=128 0.1389(7) 0.0282(0) 0.0001(2)
Table I: Energy gaps to the first excited state for the spin-
1/2 XXZ model (11) and the Bose-Hubbard model (12) with
µ = 0.5 and U = 1, determined by DMRG.
factor of D3 [47].
The error of the purification changes significantly as a
function of the distance i. Here, the deviation from the
(quasi)-exact reference data is mainly due to the trun-
cations. Generally, when we evaluate a correlator based
on a truncated matrix product state, the error can grow
at short distances, reaching an P-dependent maximum,
before starting to decay as the absolute value of the cor-
relator itself becomes very small. On the other hand,
METTS simulation errors often remain constant at large
distances. Even for the exponentially decaying correla-
tion functions, the METTS error stays well above zero.
This is clearly a signature of the statistical error. Cases
where the METTS error decays with distance, are usu-
ally situations where the truncation error dominates over
the statistical error. For the computation costs chosen in
our study, this is seen for temperatures well below the
energy gap, but one can also observe this behavior when
choosing very large truncation thresholds.
Finally, let us shortly discuss an ergodicity issue in the
gapped Ne´el phase. For β = 16, the system is essen-
tially in its ground state. Hence, the weight of the two
degenerate Ne´el states in the thermal state becomes sig-
nificant. The purified state still obeys the Z2 symmetry.
Every METTS sample is essentially some linear combi-
nation of the ground states. Depending on the choice
of the collapse basis {|n〉}, severe ergodicity problems
can occur in the METTS algorithm. As can be shown,
even for the rotation-symmetric random bases that we
use (described in appendix B) and which seem to have
very good ergodicity properties at first sight, the tran-
sition probabilities from one of the degenerate ground
states to the other decay exponentially in the system size
L. Several remedies are available. One can for example
avoid this issue by symmetrizing every METTS before
measurements. However, in the case of response func-
tions (see section V), this would require an additional
real-time evolution and, hence, roughly a doubling of the
costs. Alternatively, one could, e.g., use the Sˆx and the
Sˆy eigenbases for the METTS collapse. Here, we decided
to keep the random collapse bases and implicitly average
over the two Ne´el states by using symmetrized observ-
ables; for 〈Sˆ−i (t)Sˆ+0 (0)〉β , according to
〈Sˆ−i (t)Sˆ+0 (0)〉β + 〈Sˆ+i (t)Sˆ−0 (0)〉β = 4〈Sˆxi (t)Sˆx0 (0)〉β ,
such that the measurement is not sensitive to the broken
symmetry.
C. 1D Bose-Hubbard model
The Hamiltonian of the one-dimensional (1D) Bose-
Hubbard model [32, 33] with open boundary conditions
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Figure 5: Comparing accuracies of METTS and purifications for the static correlation function 〈bˆ†0bˆi〉β in the 1D Bose-Hubbard
model (12) of length L = 32 at inverse temperatures β = 4, 16 with µ = 0.5 and U = 1. The local Hilbert spaces were truncated
to a maximum of five bosons per site, and site i = 0 is at the center of the chain. The columns refer to the Mott-insulating phase
(J/U = 0.09375, left) with one boson per site in the ground state, the phase boundary (J/U = 0.125, center) and the superfluid
phase (J/U = 0.25, right). The corresponding METTS sample set sizes and bond dimensions are specified in Table III.
is given by
Hˆ =
∑
i
{
−J
(
bˆ†i bˆi+1 + h.c.
)
+
U
2
nˆi(nˆi − 1)− µnˆi
}
(12)
with ladder operators bˆi obeying [bˆi , bˆ
†
j ] = δij and the
number operators nˆi = bˆ
†
i bˆi, hopping J , onsite interac-
tion U , and chemical potential µ.
We set µ = 0.5 and U = 1, and consider three val-
ues of the hopping parameter. J = 0.09375 corresponds
to the Mott-insulating phase with one particle per site,
J = 0.125 places the system close to the phase boundary
between the Mott-insulating and the superfluid phases,
and J = 0.25 lies in the superfluid phase. In Fig. 5, we
show the comparison between METTS and purifications
for the Bose-Hubbard model at β = 4 and β = 16. Again,
all curves in a given panel that refer to the same temper-
ature share the same computation cost. In general, the
results are similar to those for the XXZ model. However,
the differences between the METTS and purifications er-
rors are larger in the comparison for the Bose-Hubbard
model. This can be explained with the smaller energy
gaps, compared to those in the spin-1/2 XXZ model. See
Table I. For the Bose-Hubbard model at the specified
points in the phase diagram, errors of the METTS sim-
ulations exceed those of purification simulations by two
to three orders of magnitude.
V. ALGORITHMS FOR RESPONSE
FUNCTIONS
The matrix product purification and METTS methods,
as described in sections II and III A, can be extended to
the computation of thermal response functions
〈Xˆ(t)Yˆ 〉β ≡ 1
Zβ
Tr(ρˆβXˆ(t)Yˆ ) (13)
with Xˆ(t) ≡ eiHˆtXˆe−iHˆt. For purifications, several
schemes have been suggested and analyzed [14, 16–18].
They have different properties concerning the depen-
dence of computation costs on β and t. According to
the naming introduced in Refs. [17, 18], we address below
computation schemes A, B, and C, introduce correspond-
ing schemes for the METTS framework, and discuss their
9properties.
In Refs. [17, 18], further optimizable classes of schemes
have been studied. In comparison to the near-optimal
scheme C, they allow to substantially reduce computa-
tion costs, for example, for systems with separated en-
ergy scales. As there is probably no useful adaptation of
them for METTS, they will not be addressed here. In
related work, Pizˇorn et al. [35] recently discussed the op-
tion of working, for matrix product purifications (equiv-
alently, one can think in terms of matrix product opera-
tors [18]), in the Heisenberg picture, i.e., to compute the
vectorization |X†(t)〉 of the evolved operator Xˆ†(t) and
the vectorization |ρβ〉 of the thermal state ρˆβ to then
obtain 〈Xˆ(t)Yˆ 〉β = 〈X†(t)|Yˆ |ρβ〉/Zβ . One may notice
that this is just a special case of the class of optimiz-
able schemes suggested in Eq. (9) of Ref. [17] or Eq. (18)
of Ref. [18]. We will not discuss it further because this
Heisenberg picture scheme is in general computationally
suboptimal and has no direct METTS equivalent. Specif-
ically, the cost analysis in Refs. [17, 18] suggests that the
Heisenberg picture scheme will typically reach half the
maximum times that can be reached by the optimized
schemes or the near-optimal scheme C to be described
below.
A. The simple scheme A
Starting from the matrix product purification |ρβ/2〉
[Eq. (4)] of the density matrix ρˆβ , according to evaluation
scheme A [14] for the response function (13), we first
compute matrix product representations of e−iHˆt|ρβ〉 and
e−iHˆtYˆ |ρβ〉 using tDMRG. The response function is then
given by the matrix element
〈Xˆ(t)Yˆ 〉β = 1
Zβ
[〈ρβ/2|eiHˆt]Xˆ[e−iHˆtYˆ |ρβ/2〉]. (14)
The vectorization (3) of operators corresponds to the iso-
morphism between the space B(H) of linear maps on the
physical Hilbert space H and the tensor product space
H ⊗ Haux. It allows us to formulate equivalently (and
more intuitively) scheme A in terms of matrix product
operators (MPOs). Indicating MPOs with square brack-
ets, scheme A reads in this representation simply
〈Xˆ(t)Yˆ 〉β = 1
Zβ
Tr
([
ρˆβ/2e
iHˆt
]
Xˆ
[
e−iHˆtYˆ ρˆβ/2
])
. (15)
As done in Eqs. (14) and (15), the evolved MPS or MPOs
that are used for the evaluation of the response function
are always indicated by square brackets in the following.
The METTS equivalent of scheme A is illustrated in
Fig. 6. For every sample |φn〉, we compute[〈φn|eiHˆt]Xˆ[e−iHˆtYˆ |φn〉] (16)
using real-time evolution and then average over the val-
tDMRG
tDMRG
tDMRG
tDMRG
tDMRG
tDMRG
Figure 6: The METTS scheme for the evaluation of response
functions used in this work (scheme A). We carry out two in-
dependent tDMRG-simulations with the METTS sample |φn〉
and the state Yˆ |φn〉 as initial MPS. At intermediate times
t1, t2, . . . , we insert operators Xˆi to evaluate. The values ob-
tained need to be averaged over all METTS samples.
ues obtained for each sample. In practice, this means
that we have to carry out two independent tDMRG sim-
ulations, using |φn〉 and Yˆ |φn〉 as initial states, up to
some maximum time. At any intermediate time-point
that we are interested in, we can evaluate the response
function 〈Xˆ(t)Yˆ 〉β – even for a set of operators {Xˆi} if
we wish.
B. Scheme B is not useful for METTS
In the context of matrix product purifications, we have
the alternative scheme B [16] which reads in the MPO
representation
〈Xˆ(t)Yˆ 〉β = 1
Zβ
Tr
([
ρˆβ/2
]
Xˆ
[
e−iHˆtYˆ eiHˆtρˆβ/2
])
. (17)
In comparison to scheme A (15), it corresponds to shift-
ing exp(iHˆt) from the first to the second MPO. In
Ref. [18], it was explained why this scheme has some
advantages at higher temperatures and disadvantages at
lower temperatures. The METTS equivalent would be to
compute [〈φn|]Xˆ[e−iHˆtYˆ eiHˆt|φn〉]. (18)
As exemplified in Fig. 7 and explained in the following, its
computation costs are unfortunately strictly higher than
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Figure 7: Computation costs for different evaluation schemes
in the METTS algorithm. For the isotropic Heisenberg anti-
ferromagnet (∆ = 1) at inverse temperatures β = 4 (left)
and 16 (right), we show the average cost per sample of
the real-time evolution for the evaluation of 〈Sˆ−0 (t)Sˆ+0 (0)〉 in
schemes A, B and C (system size L = 32, truncation threshold
M = 10
−10).
those of scheme A (16). Both schemes share the cost
for computing [eiHˆt|φn〉]. In scheme A, the evolution of
[e−iHˆt
′
Yˆ |φn〉] for t′ = 0→ t has usually about the same
cost, and the entanglement in both states increases typi-
cally linearly with t′ everywhere in the system, reaching
some value Et. In scheme B (18), the required evolution
of [e−iHˆt
′
Yˆ eiHˆt|φn〉] for t′ = 0 → t starts with the high
entanglement value Et. Due to quasi-locality [36, 37], the
entanglement will then reduce in regions of the lattice
that are at sufficient distance from the spatial support of
operator Yˆ . It will however remain high or even increase
in the vicinity of Yˆ .
C. Reaching longer times with scheme C
Among the classes of optimizable evaluation schemes
studied in Refs. [17, 18], the near-optimal scheme C was
found to be very useful and reaches about twice the maxi-
mum times reachable with schemes A and B. In the MPO
representation, it reads
〈Xˆ(t)Yˆ 〉β = 1
Zβ
Tr
([
ρˆβ/2e
iHˆt/2Xˆe−iHˆt/2
]
× [e−iHˆt/2Yˆ eiHˆt/2ρˆβ/2]). (19)
In a similar way, we can compute the response function
with METTS, by averaging over[〈φn|eiHˆt/2Xˆe−iHˆt/2] [e−iHˆt/2Yˆ eiHˆt/2|φn〉], (20)
which makes it possible to reach, for the same computa-
tional resources, times approximately twice as big as in
scheme A.
D. Comparison of schemes A, B, and C
Due to the cyclic property of the trace and the (trivial)
fact that the evolution operators commute with density
matrices ρˆβ , the results of all three schemes converge up
to differences in truncation and Trotter errors (see ap-
pendix A) to the same thermal average (13). As the trun-
cations in the real-time evolutions are well controlled, the
errors of the simulations based on different schemes do
not differ significantly if all other parameters are left un-
changed. Statistical errors can however differ somewhat
[48]. Figure 7 compares the computation costs of the dif-
ferent evaluation schemes in the METTS algorithm for
an autocorrelation function in the isotropic Heisenberg
antiferromagnet [∆ = 1 in Eq. (11)]. While scheme B
proves to be the least efficient for the parameters con-
sidered here, scheme C indeed reduces the computation
costs significantly and thus allows for the evaluation of
longer maximum times with METTS.
Nevertheless, we choose to use scheme A in this
work because it allows to evaluate response functions
〈Xˆi(t)Yˆ 〉β for a whole set of operators {Xˆi} and all times
t (up to the maximum reachable time) with only two
tDMRG runs per METTS sample. This is very useful
for the analysis of response functions like 〈Sˆ−i (t)Sˆ+0 (0)〉β ,
studied in section VI. In contrast, scheme C requires, for
every METTS sample, separate tDMRG runs for every
required time t and operator Xˆi. This is also a drawback
in comparison to scheme C for purifications [Eq. (19)],
where one obtains results for all times t with only two
tDMRG runs.
VI. RESPONSE IN THE SPIN-1/2 XXZ CHAIN
Figure 8 compares the accuracies of the response func-
tion 〈Sˆ−i (t)Sˆ+0 (0)〉β in the XXZ chain as computed via
METTS and purification simulations for times t = 2.5
and 10. The structure of the plots is as in Fig. 4, i.e., the
columns again refer to the three values of the anisotropy
parameter ∆ = 0, 1, 3 already considered in section IV B
and all curves that appear within a panel and refer to
the same temperature are based on simulations with the
same total computation costs. As the thermal response
functions are complex-valued, we show both the real and
the imaginary part of the (quasi-)exact results.
Generally, the error curves closely resemble the results
we obtained for the computation of static correlators in
Fig. 4. The purifications are more efficient than METTS
except for the gapped system (∆ = 3) at the low tem-
perature β = 16.
Figure 9 displays the errors and computation costs of
both methods as a function of time t in the evaluation
of response functions for ∆ = 0 at inverse temperature
β = 16. Each column refers to a truncation threshold
M for the METTS algorithm and shows the errors (top)
and computation costs (bottom) for different numbers of
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Figure 8: Comparing METTS and purifications for the finite-temperature response function 〈Sˆ−i (t)Sˆ+0 (0)〉β in the spin-1/2
XXZ chain at (a) t = 2.5 and (b) t = 10. In the top panels, we show the (quasi-)exact real and imaginary part of the response
function. Below we compare the errors as in Fig. 4. The system size was set to L = 64 and evaluation scheme A was used.
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Figure 9: Time-dependence of errors and computation costs for the spin-1/2 XXZ chain of length L = 32 at ∆ = 0 and
β = 16. The columns refer to different truncation thresholds in the METTS algorithm. The top panels show the errors for the
calculation of 〈Sˆ−0 (t)Sˆ+0 (0)〉β based on different sample numbers in the METTS algorithm and different truncation thresholds
P in the purification. In the lower panels, the corresponding computation costs are presented.
samples. The purification errors and costs of three differ-
ent truncation thresholds P are shown in each column.
The convergence of the METTS errors is clearly re-
minding of the behavior shown in Fig. 2. As a function
of the number of samples, the error is approximately pro-
portional to 1/
√
N , until it saturates to an M-dependent
threshold that can be lowered by decreasing the trunca-
tion threshold.
The exponentially growing computation costs in both
the METTS approach as well as the matrix product pu-
rification approach limit the reachable maximum times,
i.e., at least qualitatively, METTS seem to have no fa-
vorable properties in this respect.
VII. CONCLUSIONS AND DISCUSSION
We have studied properties of the METTS algorithm
for the simulation of strongly correlated systems at fi-
nite temperatures. There is an interplay of statistical
and DMRG truncation errors that one should take into
account for efficient simulations. While the optimal trun-
cation threshold M for METTS depends on the specific
system studied and the observable that is evaluated, it
generally shifts towards lower values of M with increas-
ing total computation cost. As demonstrated, one can
also exploit self-averaging of (approximately) translation
invariant systems to reduce statistical errors in METTS
simulations for static observables.
We have presented a simple scheme for the evaluation
of response functions using METTS and two more elab-
orate schemes, one of which gives access to longer max-
imum times but needs a separate simulation for every
required point in time.
For spin-1/2 XXZ chains and the 1D Bose-Hubbard
model, we have compared the accuracies and computa-
tion costs of the METTS and purification approaches for
the evaluation of finite-temperature correlation and re-
sponse functions. For almost all cases considered here,
we found in contrast to indications and expectations ex-
pressed in the earlier literature that, for the same total
computation cost, the purification approach yields more
accurate results than METTS – often by orders of mag-
nitude. METTS become more efficient only for tempera-
tures well below the energy gap of the system (β∆E & 10
in our case). For both methods, we have discussed the
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temperature dependence of the accuracies, and for corre-
lators also their distance dependence.
It would be interesting to investigate further whether
other DMRG approaches for the low-temperature regime,
such as computations based on the ground state and a
few excited states or a sampling that is restricted to the
complement of the ground state space, could outperform
the METTS in these cases.
Lastly, please note that also the evolution under time-
dependent Hamiltonians, starting from thermal initial
states, can be simulated with both, purifications and
METTS, in complete analogy to the case of pure states.
To this purpose, one can for example employ a Magnus
expansion of the time-evolution operator [38].
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Appendix A: Truncations in our tDMRG simulations
The results for the observables and computation costs
presented here are essentially independent of the cho-
sen time-evolution algorithm. We use time-dependent
DMRG (tDMRG) [4–6] and employ a Trotter-Suzuki de-
composition [39, 40] of fourth order, i.e., approximate the
time-evolution operator for a (real or imaginary) time
step ∆τ according to
e−∆τHˆ =
∏
k
e−ak∆τHˆevene−bk∆τHˆodd +O(∆τ5) (A1)
with suitable coefficients ak, and bk. In this expression,
Hˆeven and Hˆodd contain all Hamiltonian terms on odd
and even bonds of the lattice, respectively, such that Hˆ =
Hˆeven + Hˆodd. As all bond terms contained in Hˆeven are
mutually commuting, it is simple to apply the unitaries
e−ak∆τHˆeven (analogously for Hˆodd) to matrix product
states (MPS), which have the form
|ψ〉 =
∑
{σi}
(∏
i
Aσii
)
|σ〉. (A2)
Here, i runs over all lattice sites, and Aσii is a Di×Di+1
matrix. The dimensions Di are the so-called bond dimen-
sions and the bond dimensions for the left and right ends
of the chain are 1 such that the matrix product (
∏
iA
σi
i )
evaluates to a scalar.
When a time-step evolution operator such as
exp(−ak∆τHˆeven) is applied to the MPS, the bond di-
mensions Di increase to D˜i ≥ Di – partly for technical
reasons, because the resulting state needs to be brought
to MPS form, and partly because the entanglement in
the state can grow. States with higher entanglement
generally require larger bond dimensions. Hence, it is
necessary to compress the matrix product representa-
tion, i.e., to make a controlled approximation such that
the bond dimensions are again reduced to some extent.
This can be achieved through a Schmidt decomposition
|ψ〉 = ∑D˜j=1 λj |j〉L ⊗ |j〉R of the state [9], which boils
down to doing singular value decompositions of the ten-
sors Ai. The corresponding reduced density matrices for
the left and right parts of the system are
∑
j λ
2
j |j〉L〈j|L
and
∑
j λ
2
j |j〉R〈j|R, respectively. The bond dimension for
the given bipartition of the lattice is then reduced from
D˜ to some value D′ < D˜ by retaining only the D′ largest
Schmidt coefficients λj and truncating all smaller ones.
|ψtrunc〉 =
D′∑
j=1
λj |j〉L ⊗ |j〉R (A3)
The resulting two-norm error is(‖ψtrunc − ψ‖
‖ψ‖
)2
=
∑
j>D′ λ
2
j∑
j λ
2
j
. (A4)
In our simulations, we control errors due to trunca-
tions by discarding in every step of the algorithm only
components with density matrix eigenvalues λ2j below a
predefined truncation threshold. In this way, the bond di-
mensions become functions of (inverse) temperature and
time, Di = Di(β, t). For purifications, the truncation
threshold is denoted by P and by M for the METTS.
The employed values are specified in the results sections
and corresponding figures. For all imaginary- and real-
time evolutions of purifications, we choose time steps of
size ∆τP = ∆tP = 0.125 and for the METTS they are
∆τM = ∆tM = 0.05.
Appendix B: Choices for the METTS collapse
In section III A, we reviewed the METTS algorithm
for a fixed orthonormal basis {|n〉}, used in the projec-
tive measurements to generate a new product state |n′〉
from the current METTS state |φn〉 ≡ e−βHˆ/2|n〉/
√
Pn.
In order to ensure ergodicity and reduce autocorrelation
times, it is useful to switch between different measure-
ment bases {|n(k)〉} during the sampling [25]. This is pos-
sible, because it simply corresponds to using an overcom-
plete basis in the representation of the trace in Eq. (7),
i.e., to starting instead from the expression
〈Oˆ〉β = 1
Zβ
∑
k
pik
∑
n
〈n(k)|e−βHˆOˆ|n(k)〉, (B1)
where pik ≥ 0 are probabilities (
∑
k pik = 1) according
to which we choose basis {|n(k)〉} to collapse a METTS.
The rest of the derivation remains unchanged except for
extending the detailed balance to the choice of the mea-
surement bases.
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Figure 10: Fit to measured computation times t for a single lo-
cal tDMRG step as a function of the bond dimension D. The
measured times are normalized such that limD→∞ t/D3 → 1.
We fit the cost model c(D) of Eq. (C1) and obtain coefficients
a = 7.6, b = 17.6.
In our simulations, we found the following proce-
dure to be robust and efficient. Before every collapse
of the wavefunction, we randomly determine measure-
ment bases {|n(k)i 〉, ni = 1, . . . , d} for the site Hilbert
spaces span{|σ〉, σ = 1, . . . , d} and then choose |n(k)〉 =⊗
i |n(k)i 〉. For every site, the local basis states |n(k)i 〉
are obtained by first choosing |n˜(k)i 〉 =
∑d
σ=1(an,σ +
ibn,σ)|σ〉 with an,σ and bn,σ drawn from the standard
normal distribution. Using the Gram-Schmidt process,
these d states are subsequently orthonormalized to ob-
tain {|n(k)i 〉}.
Appendix C: Quantification of computation costs
The main contribution of this work is to compare the
efficiency of the METTS and matrix product purification
algorithms. In order to make this comparison as indepen-
dent as possible from specific details of the implemen-
tation and computer architecture, we approximate the
computation costs associated with the imaginary- and
real-time tDMRG evolutions by integrals over a function
of the bond dimensions Di = Di(β, t), which were de-
scribed in detail in appendix A. As the elementary steps
in the employed DMRG algorithms are matrix multipli-
cations and singular value decompositions for the MPS
matrices Aσii [Eq. (A2)], the computation cost scales in
leading order with the third power of the bond dimen-
sions. However, small bond dimensions can lead to sub-
stantial subleading contributions corresponding to copy-
ing matrices etc. In a realistic assessment of the actual
computation cost, these need to be taken into account,
especially as optimal METTS bond dimensions can be
quite small in some cases. Therefore, we model the com-
putation cost c(D), associated with a single local tDMRG
step as a function of the bond dimension D, by
c(D) = D3 + aD2 + bD. (C1)
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Figure 11: Computation time (normalized) versus theoretical
computation cost according to Eq. (C2). For the XXZ model
(11) with L = 32 sites, we show data points for various trun-
cation thresholds (M = 10
−4, 10−6, 10−8, 10−10, 10−12); in
each case, we include both the computation of static observ-
ables and response functions (t = 2.5, 5, 10).
As shown in Fig. 10, a fit to actual measured computation
times yields coefficients a = 7.6 and b = 17.6. While
the exact values of a and b depend to some extent on
the particular implementation at hand and the employed
computer architecture, deviations of the coefficients do
not decisively change the results of our study. In essence,
the coefficients only depend on the cost scaling of the
employed linear algebra routines that are implemented in
the highly optimized LAPACK library [41] for the given
computer architecture.
Based on this, we model the computation costs for an
imaginary-time evolution from τ = 0 to β/2 and a subse-
quent real-time evolution to time t, as they occur in the
different algorithms (see sections II, III A, and V), by
Cimag(β) =
∫ β/2
0
dτ
∑
i
c(Di(τ, 0)) (C2a)
Creal(β, t) =
∫ t
0
dt′
∑
i
c(Di(β/2, t
′)), (C2b)
where i runs over all bonds of the lattice. For schemes
that require a certain sequence of imaginary- and real-
time evolutions, we sum the corresponding contributions
to quantify the total cost. For METTS, we use the aver-
age computation cost per METTS and multiply for com-
parisons by the considered number of METTS.
Figure 11 shows that the theoretical computation cost
(C2) provides a realistic description of the DMRG com-
putation cost for all simulations, independent of the spe-
cific system parameters. Over several orders of mag-
nitude, the agreement is very good; only for extremely
short computation times, one obtains slight deviations.
This additional overhead is mainly due to the compu-
tation time needed for the collapse procedure and the
evaluation of observables.
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Table II: Sample set sizes and bond dimensions for the comparison of static observables in the XXZ chain of length L = 128
(Fig. 4). DP is the maximum bond dimension of the matrix product purification and DM labels the average METTS bond
dimension in the center of the chain. N denotes the sample set size that was used in the comparison of the methods.
β P M
∆ = 0 ∆ = 1 ∆ = 3
DP DM N DP DM N DP DM N
4 10−10 10−4 22 1.0 190 29 1.0 352 42 1.0 473
4 10−10 10−6 22 2.0 55 29 2.1 82 42 2.4 188
4 10−10 10−8 22 3.8 23 29 4.5 38 42 4.8 75
4 10−10 10−10 22 5.5 13 29 7.9 15 42 8.0 31
4 10−12 10−4 28 1.0 430 51 1.0 1367 73 1.0 1841
4 10−12 10−6 28 2.0 124 51 2.1 319 73 2.4 734
4 10−12 10−8 28 3.8 54 51 4.5 150 73 4.8 292
4 10−12 10−10 28 5.5 30 51 7.9 62 73 8.0 121
16 10−10 10−6 61 2.0 486 108 2.2 1611 72 2.4 926
16 10−10 10−8 61 5.2 143 108 7.0 330 72 4.7 313
16 10−10 10−10 61 10.2 44 108 14.4 89 72 7.7 105
16 10−10 10−12 61 15.8 16 108 23.6 30 72 12.2 38
16 10−12 10−6 110 2.0 2308 204 2.2 8301 126 2.4 4904
16 10−12 10−8 110 5.2 683 204 7.0 1702 126 4.7 1661
16 10−12 10−10 110 10.2 210 204 14.4 462 126 7.7 560
16 10−12 10−12 110 15.8 79 204 23.6 155 126 12.2 203
Table III: Sample set sizes and bond dimensions for the comparison of static observables in the Bose-Hubbard model with size
L = 32 (Fig. 5). DP, DM, and N are defined as in Table II.
β P M
J/U = 0.09375 J/U = 0.125 J/U = 0.25
DP DM N DP DM N DP DM N
4 10−10 10−4 16 1.0 166 21 1.0 236 44 1.0 1363
4 10−10 10−6 16 2.1 52 21 2.6 52 44 3.0 239
4 10−10 10−8 16 3.3 26 21 3.7 31 44 5.4 92
4 10−10 10−10 16 5.5 10 21 6.3 12 44 9.8 29
4 10−12 10−4 31 1.0 588 40 1.0 1128 66 1.0 4684
4 10−12 10−6 31 2.1 186 40 2.6 251 66 3.0 821
4 10−12 10−8 31 3.3 93 40 3.7 148 66 5.4 317
4 10−12 10−10 31 5.5 38 40 6.3 59 66 9.8 102
16 10−10 10−6 33 2.1 246 44 2.7 324 99 3.1 2019
16 10−10 10−8 33 3.2 119 44 3.8 176 99 6.5 543
16 10−10 10−10 33 7.0 33 44 8.5 42 99 11.9 142
16 10−12 10−6 57 2.1 1008 81 2.7 1651 187 3.1 12204
16 10−12 10−8 57 3.2 487 81 3.8 898 187 6.5 3285
16 10−12 10−10 57 7.0 138 81 8.5 215 187 11.9 864
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Appendix D: Exact versus quasi-exact reference data
In our assessments of efficiencies, we need to quan-
tify the errors of observables and for this purpose, reli-
able exact or quasi-exact data are indispensable. For the
non-interacting point ∆ = 0 of the XXZ model (11), the
XX model, we can evaluate all observables exactly. As
the system is for this case in a Gaussian state, all cor-
relation functions are determined by the single-particle
Green’s function due to Wick’s theorem [42]. Exploiting
this, we can obtain static correlations as well as response
functions by evaluating Pfaffian determinants of matrices
that contain elements of the single-particle Green’s func-
tion [43–45]. The colored curves in Fig. 12, marked with
triangles and circles, show the errors of matrix-product
purification simulations for different truncation thresh-
olds P as compared to such exact results.
Although the XXZ model (11) is Bethe-Ansatz inte-
grable [29] for all values of ∆, no exact expressions for
longer-ranged static correlators or response functions are
available. The same is true for the Bose-Hubbard model
(12), which is not (known to be) integrable. For these
cases, we use very accurate purification simulations to
obtain quasi-exact reference data. In particular, we used
the truncation threshold P = 10
−14 during imaginary-
time evolutions and P = 10
−12 during (subsequent) real-
time evolutions. (P has been defined in appendix A.) To
justify this procedure, we show in Fig. 12 with black solid
lines (no symbols) also the errors of the other simulations
compared to this quasi-exact data. These curves deviate
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Figure 12: Deviations of purification results for different trun-
cation thresholds P from exact as well as quasi-exact refer-
ence data in an XX chain [∆ = 0 in Eq. (11)] of length L = 32
at inverse temperatures β = 4 and 16. The static correla-
tor 〈Sˆ−i Sˆ+0 〉β (left) and the response function 〈Sˆ−0 (t)Sˆ+0 (0)〉β
(right) are compared against an exact solution (colored curve
with symbols) as well as against quasi-exact purification data
(corresponding black solid curves). Due to the high precision
of the quasi-exact data, these curves overlap partially.
indeed only very slightly from the colored curves that
correspond to the comparison to the exact results.
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