(MSN) trellis codec chip which can increase noise tolerance in partial-response channels applicable to digital magnetic recording. The Viterbi detector in this codec features an area-efficient pipelined architecture and a modulo metric normalization technique. The chip was implemented in a 1.2-pm CMOS process with a die size of 22 mm'. It offers a 12-Mb/s data rate when operating at 30 MHz. Experimental results verified the predicted coding gain of 2.8 dB relative to the uncoded system at a bit-error rate of 10 -'. [l] to be attractive models for magnetic recording channels. Kobayashi [2] also gave an algorithm for maximum-likelihood detection for these channels, which is essentially equivalent to the trellis-based Viterbi algorithm [3] .
To improve the reliability of such partial-response maximum-likelihood (PRML) channels, a new class of codes -matched spectral null (MSN) codes-has recently been proposed [4] . MSN codes are constructed to have a power spectrum that has nulls at precisely those frequencies where the channel transfer function has a null. The transfer function of the dicode channel has a first-order null at zero frequency (dc), meaning that the transfer function and its first derivative vanish at this frequency. The class-IV partial response channel has first-order nulls at zero frequency (dc) and at the Nyquist frequency. By matching the channel null frequencies, the MSN codes exploit the channel memory, enhancing minimum distance properties of received symbol sequences, while re- ducing the complexity of the Viterbi detectors [4] . For a dicode channel, the theory of MSN codes predicts that a MSN-coded system in which the MSN code has a firstorder null at dc should tolerate close to 3 dB more noise power than the uncoded PRML channel.
In this paper we present the first chip implementation of a rate 8/10 MSN trellis codec for the dicode partialresponse channel. Since the class-IV channel is equivalent to an interleaved dicode channel, the benefits of the code can be extended to the former channel by interleaving. In Fig. 1 we show the system block diagram of the rate 8/10 trellis-coded PRML channel. The chip reported in the paper contains the shaded boxes in Fig. 1 , including the encoder, a Viterbi detector, and a sliding block decoder.
The remainder of this paper is organized as follows. In Section 11, we give a brief overview of the trellis code and the chip block diagram. In Section 111, two architectural features used in the chip-area-efficient pipelining and modulo normalization-are discussed. In Section IV we review the design tools that were used in the physical design of the chip. The experimental setup and performance evaluation results are described in Section V. We conclude the paper in Section VI. channel output sequence a near maximum-likelihood estimate of the correct code sequence, and a sliding-block decoder that uses two adjacent 10-b code-word estimates supplied by the Viterbi detector to determine the 8-b decoded data. Fig. 3 shows the Viterbi-detector trellis structure for the rate 8/10 MSN trellis code. It represents the possible sequences at the output of the trellis-coded dicode channel. The edges are labeled by ulu2/c1~12 where u l u 2 are code symbols and c i p 2 are channel output symbols. For each of the six trellis states, the Viterbi detector recursively generates a code sequence, called the survivor. Among all sequences generated by a trellis path ending in a specified state, the output sample sequence corresponding to the survivor provides the best fit (in the sense of squared error) to the noisy received output sequence.
The Viterbi detector contains a branch metric calculator, two pipelined add-compare-select (ACS) processors, and a path memory. The branch metric calculator calculates the branch metric, which is the squared-Euclidean distance between the channel output symbols ~1~~1~ and the received signals slsz (in 6-b soft decision format); that is,
is the branch metric of the branch labeled c,c2. Note that since s: and si are common to all branch metrics, they can be ignored in the subsequent minimization. The branch metrics then become bm, , I z = L>: + c; -2c,s, -2c,s2.
Since c I , c2 E (0,1, -1}, only adders and single-bit shifters are required in the branch metric calculation.
The path metric for each state is the accumulation of branch metrics of the survivor sequence ending in that state. Path metric update is the key operation to determine the extension of the survivor sequence. It involves adding the old path metric with the corresponding branch metric of all incident branches, comparing their sums, and selecting the minimum (hence the name add-compareselect, or ACS, for the unit that performs this operation). For example, for state 1 in where pml is the path metric of state i. The ACS design will be discussed in more detail in the next section.
The path memory is implemented using the registerexchange scheme. The survivor sequences are stored in six shift registers each with a length of 32 stages (64 b). The shift register i always holds the survivor sequence for state i. This is accomplished by updating the entire contents of every shift register during every decoding cycle (which corresponds to one trellis stage), using multiplexers which are controlled by the comparison operation in the corresponding ACS.
An alternative architecture for path memory design is the trace-back scheme [51. It has the advantage that regular RAM'S can be used instead of shift registers and multiplexers, at the expense of a larger number of stages being stored. The trace-back approach is attractive when the number of states is large and the trellis is regular (e.g., convolutional codes). In our case we have only six states and a relatively irregular trellis. Therefore, we chose to use the register-exchange scheme.
ACS ARCHITECTURE

A. Area -Efficien t Pipelining
Most hardware realizations of the Viterbi detector in the literature [6] , [7] achieve high data rate with a stateparallel approach, i.e., devoting one ACS to each state. The six-state detector trellis for the rate 8/10 MSN code, shown in Fig. 3 , requires four 4-input ACS's (for states 2, 3, 4, and 5 ) and two 2-input ACS's (for states 1 and 6).
The throughput rate can be increased by means of pipelined processing of independent interleaved data sources, but this approach is applicable only in the context of memoryless channels. For partial-response channels, with memory in the form of intersymbol interference, we have developed a new technique that achieves the dual objectives of high throughput and area efficiency. We let several states share the same ACS, thus reducing the required silicon area. The partitioning and scheduling of the states into ACS's are carefully arranged to create an internal structure that can be exploited by pipelining to reduce the throughput penalty. The area-time trade-off performed by the new area-efficient architecture is, in some sense, the converse of that achieved by the proposed high-speed architecture [8] , which uses a block processing technique to achieve higher throughput rate at the expense of increased area. For several applications, it has been shown that the area-efficient architecture achieves a smaller overall area-time product than the high-speed architecture [9].
Our area-efficient technique is based on graph emulation, which has also been found to be useful in other coding applications [9]. Roughly speaking, the partition and scheduling of the states are guided through a folding of the original trellis into a smaller trellis. For example, the six-state trellis in Fig. 3 can be folded into the two-state trellis shown in Fig. 4 , with states 1, 3, and 5 combined into the single node represented by processor P1, and states 2, 4, and 6 combined into the single node represented by processor P2. Note that there are two branches connecting any two states in the smaller trellis. Hence, P1 and P 2 are implemented by two 4-input ACS's.
The key idea is that the states sharing the same ACS can be processed in a pipelined fashion, even for channels that have memory. We refer to this structure as internal parallelism to differentiate it from external parallelism, where independent data sources are interleaved at the input to a single (memoryless) channel. To a large extent, the throughput penalty from using fewer ACS's is overcome by pipelining the ACS's. Specifically, for a four-input ACS, we put a pipeline latch after the adder, the first compare select, and the second compare select, as shown in Fig. 5 . Such an arrangement is natural because the adder delay is roughly equal to the compare-select delay. As soon as the first state finishes adding the old path metrics and branch metrics and proceeds to the compare select, the second state can be activated. Therefore, this pipelining scheme can increase the throughput rate by a factor of 3. (This assumes that the delay associated with the pipeline latches is negligible and that the pipeline delay is evenly partitioned among the pipeline stages.) The scheduling of the states in P1 and P 2 is shown in Fig. 6 . Two dummy states, 7 and 8, are added into the schedule to assure proper time dependency between states in the current stage and the past stage. As in Fig. 6 , each stage is partitioned into four minor cycles. At the second minor cycle (see Fig. 7(b) ), for example, state 2 is processed in P1 while state 3 is processed in P2. They both require the old path metrics from states 1-4, as can be seen from Fig. 3 . At the next minor cycle (see Fig. 7(c) ), states 4 and 5 are processed, requiring the old path metrics from states 3-6. In a pipelined structure, the moving windows in Fig. 7(b) and (c) simply correspond to a set of fixed feedback connections from the output to the input of the pipelined ACS. These connections are illustrated by net A -D in Fig. 5 .
The need for the two dummy states can be seen when the pipeline ACS's are at minor cycles 1 and 4 ( Fig. 7(a) and (d)). In both cases, the moving windows take one old path metric from the wrong stage. Since states 1 and 6 depend only on two states (whose old path metrics remain in the correct stage), the operation is correct if we disable half of the ACS's at minor cycles 1 and 4. These are accomplished by the control signals C1 and C2 shown in Fig. 5 .
We can summarize the overall area-time trade-off of the area-efficient pipelining architecture as follows. The speed is 33% slower than a six-state nonpipelined implementation, mainly due to the additional dummy states. On the other hand, the area is substantially less because of the reduction in: 1) the number of ACS's; 2) the number of feedback connections between ACS's; and 3) the number of interconnections between the branch metric calculators and the ACS's, stemming from the fact that each branch metric is now used in one ACS only. Although these area improvements are slightly offset by the incorporation of the pipeline latches in the ACS units, the net area reduction is measured to be roughly 50%, thereby providing a favorable overall area-speed tradeoff.
B. Modulo Normalization
Metric normalization is another important design consideration for a Viterbi decoder. The normalization is required to prevent errors due to overflow or underflow during the updating and storage of the path metrics in a finite precision implementation of the Viterbi algorithm. Several normalization techniques have been proposed and used in the past. Most of them attempt to exploit the fact that, despite the potential unbounded magnitude of the path metrics, pairwise differences between them remain bounded in magnitude by a fixed quantity A, independent of the number of ACS recursion. We have developed an improved method for exact calculation of A [lo] which leads to smaller ACS word-length requirements than those based upon previous bounds.
One of the most frequently used metric normalization techniques is shown in Fig. 8 . Updated path metrics from all ACS's are applied to a global minimization circuit whose output is broadcast back to every ACS to be subtracted. The result then defines the normalized path metric for each state. This technique introduces global wiring as well as significant delay in the critical ACS path. In addition, it is not compatible with the pipelined ACS architecture discussed previously.
In our chip we used a method called modulo normalization, which is best explained by a "runners-in-a-race'' analogy. Suppose in a competitive track race, the maximum distance between any two runners is less than half the circumference, then it is straightforward to tell who is leading. In Fig. 9 , for example, if all the runners are running counterclockwise, then 3 is leading and 5 is trailing. Therefore, with the circumference being twice the size of the difference bound A, the relative magnitude of the metrics can be determined by modulo arithmetic. This technique builds the normalization directly into the ACS operation, and it provides the most local and uniform design [ 111. Furthermore, modulo normalization is especially well suited to the pipelined ACS architecture.
IV. PHYSICAL DESIGN
Computer-aided design tools were heavily used in the simulation and physical design of the chip. The tool set [12] contains general-purpose place-and-route tools and module generators dedicated to three different types of modules: array modules, bit-sliced data paths, and random logic blocks. Bit-sliced data paths were used in the pipelined ACS's, the branch metric calculators, and a part of the sliding-block decoder. Array modules such as PLA were used to generate the encoder and decoder tables. Random logic blocks were used in various local control units.
High-level specifications and parameterization of these module generators greatly expedite the physical design of the chip. For example, a PLA can be generated by providing the size information and a personality matrix. Random logic blocks are compiled from a high-level hardware description language into standard cells. Bit-sliced data paths are generated from a netlist description of data-path cells and their interconnections. This netlist is described for one bit, and the actual word-length parameter of the data path is provided at run time. This makes possible a quick generation of the ACS's for global floorplanning before the exact word length is determined (e.g., from the calculation of A).
The path memory in the Viterbi detector, on the other hand, was customized by manual layout editing because it involves substantial replication of a basic component that depends heavily upon the trellis structure. The overall goal was to balance the design time and layout quality. The complete design (including architectural modification and final simulation) was finished in three man-months.
To aid in testing, an on-chip 1-D channel was incorporated into the design. In chip-test mode, the encoder output is fed to the internal (noiseless) 1-D channel, with the channel output then directed to the Viterbi detector, followed by the sliding-block decoder. The resulting decoded output should match a delayed version of the original encoder input. This feature proved to be very useful in the functional testing of the chip.
V. EXPERIMENTAL RESULTS
The performance of the rate 8/10 MSN code was experimentally evaluated using the VLSI chip described in the previous sections. This section presents the experimental results.
Two chips were configured according to Fig. 1 to simulate a trellis-coded class-IV partial-response system. As mentioned previously, the encoder, detector, and decoder functions were implemented on the chip. The interleaving, deinterleaving, serial-to-parallel conversion, and parallel-to-serial conversion were implemented using off-the-shelf fast TTL logic. The AGC, filter, control, and equalizer functions shown in Fig. 1 were derived from an experimental partial-response maximum-likelihood (PRML) receiver.
The evaluation of the trellis-coded system was based on the experimental configuration shown in Fig. 10 . The analog signal generator was used to synthesize class-IV partial-response waveforms for trellis-coded or uncoded sequences based on a random data input. Noise was added to the waveform, which was then applied to the PRML receiver. For the uncoded system, the decoded output from the PRML receiver was used to determine the error rate as a function of signal-to-noise ratio (SNR). For evaluation of the trellis-coded system performance, the PRML receiver was used only for the purpose of performing A/D conversion, and for timing and gain recovery. The sample sequence and the recovered clock from the receiver were applied to the trellis codec chips. The decoded data were used to measure the error rate. All performance comparisons were performed at a channel data rate of 30 Mb/s. Fig. 11 shows measured performance of the uncoded and the trellis-coded system in the presence of additive noise. As shown, the trellis-coded system tolerates approximately 2.8 dB more noise than the uncoded system at an error rate of lo-'. This measured improvement is in good agreement with analytic and simulated results reported in [4] . This added immunity to noise provided by trellis coding may be used to improve performance or increase the recording density, or both, in magnetic recording systems.
VI. SUMMARY
The chip floorplan and micrograph are shown in Fig.  12(a) and (b) . The die size is 4.2 mm X 5.2 mm in a 1 . 2 -~m CMOS technology. As can be seen from the die photo, a six-ACS nonpipelined implementation would have significantly increased the size of the chip. Our area-efficient technique in fact makes it possible for a class-IV trellis codec to be implemented in a single chip, including two copies of the dicode codec and the analog front end shown in Fig. 1 . Because the encoder and sliding block decoder are running at one-fifth of the speed of the Viterbi detector, they can be shared by the two dicode codecs for additional area savings.
The chip has been tested to correctly operate at a data rate of 12 Mb/s using a 30-MHz clock, with 0.55-W power dissipation. For the complete class-1V channel, the throughput rate is 24 Mb/s. Close to 3-dB coding gain was verified.
Even though our chip was designed for a specific partial-response channel, we believe that some of the novel architectural techniques described in this paper are applicable to the design of Viterbi detectors for other applications.
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