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Abstract
Multipoint polynomial evaluation and interpolation are fundamental for modern algebraic
and numerical computing. The known algorithms solve both problems over any field by using
O(N log2 N ) arithmetic operations for the input of size N , but the cost grows to quadratic for
numerical solution. Our study results in numerically stable algorithms that use O(uN log N )
arithmetic time for approximate evaluation (within the relative output error norm 2−u ) and
O(uN log2 N ) time for approximate interpolation. The problems are equivalent to multiplication
of an n × n Vandermonde matrix by a vector and the solution of a nonsingular Vandermonde
linear systems of n equations, respectively. The algorithms and complexity estimates can be
also applied where the transposed Vandermonde matrices replace Vandermonde matrices. Our
advance is due to employing and extending our earlier method of the transformation of matrix
structures, which enables application of the HSS–Multipole method to our tasks and further
extension of the algorithms to more general classes of structured matrices.

Key words: Polynomials, Multipoint evaluation, Interpolation, Vandermonde matrices, Cauchy
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Introduction

Multipoint polynomial evaluation and interpolation are fundamental for modern algebraic and numerical computing. For the input deﬁned by N parameters, the classical solution algorithms use
order of N 2 arithmetic operations. The fast algorithms (sometimes called superfast) use O(N log2 N )
arithmetic operations over any ﬁeld [BP94], [P01], [GG03], but are numerically unstable. Quadratic
time algorithms are still the user’s choice for numerical computations, in spite of some research
advances in [PSLT93], [P95], [PZHY97].
Our present study produces numerically stable algorithms for approximate multipoint polynomial
evaluation and interpolation within the relative output error norm 2−u by using O(uN log N ) and
O(uN log2 N ) arithmetic time, respectively. According to some empirical evidence even these nearly
optimal bounds can actually be overly pessimistic (see the end of Section 7).
We have obtained our results as corollaries from similar results on the approximation (by using
nearly linear arithmetic time) of the product of a Vandermonde matrix by a vector and of the
solution of a nonsingular Vandermonde linear system of equations. Our techniques imply the same
results where transposed Vandermonde matrices replace Vandermonde matrices.
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Our progress relies on reducing the evaluation and interpolation tasks to computations with
structured matrices, transformation of matrix structures, and application of the Multipole algorithms. The latter technique has previously succeeded in the paper [MRT05] (see also [CGS07],
[XXG12]), for producing a numerically stable approximate solution of nonsingular Toeplitz linear
systems of equations by using nearly linear arithmetic time, but we apply a distinct transformation of matrix structure and also apply new techniques that enable incorporation of the Multipole
algorithms into approximate computations with a broader class of matrices, covering the class of
Vandermonde matrices, their transposes and inverses.
The papers [MRT05], [CGS07], [XXG12] as well as [H95], [GKO95] and [G98] employ the same
basic transformation of matrix structures. Like our transforms in this paper, it is a specialization of
the general approach proposed in [P90], and we hope that our current work will renew interest to
this approach.
Our present advance has potential impact to the practice of univariate polynomial root-ﬁnding.
The current best package of subroutines MPSolve 2012 (second release) relies on Ehrlich–Aberth iterations, which amount essentially to recursive multipoint polynomial evaluation. MPSolve performs
it in quadratic time by means of Horner’s algorithm [BF00], that is slower by order of magnitude
than this can be done now, based on our current progress.
We organize our paper as follows. We recall some deﬁnitions in the next section, recall the
evaluation and interpolation tasks (including their matrix versions) and their currrent solution cost
in Section 3, and specify fast FFT-based reduction of these tasks to each other in Section 4. We
approximate Cauchy matrices of a large class by low-rank
 matrices in Section 5. In Section 6 we
employ these approximations to accelerate by a factor of N/ log N the known numerical algorithms
for multiplication of these matrices by a vector.√ In Section 7 we apply the HSS techniques to
strengthen this acceleration by another factor of N and to yield fast numerical approximation of
the product of a Vandermonde matrix by a vector and the solution of a nonsingular linear system
of equations with such a matrix. In Section 8 we extend the Cauchy matrix structure by using
displacement operators. We conclude the paper with short Section 9.
We refer the reader to [Pa] on an extension of this work to various computations with structured matrices and to a more comprehensive presentation of methods of the transformation of their
structures.
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Definitions and auxiliary results

Hereafter “op” stands for “arithmetic (ﬁeld) operation”.
T
M = (mi,j )m,n
and M H are its transpose and Hermitian transpose,
i,j=1 is an m × n matrix. M
respectively.
(B1 | . . . | Bk )T is a k × 1 block matrix with blocks B1 , . . . , Bk . diag(B1 , . . . , Bk ) = diag(Bj )kj=1
is a k × k block diagonal matrix with diagonal blocks B1 , . . . , Bk .
For 1 × 1 blocks bj = Bj , j = 1, . . . , k, these are a vector b = (bj )kj=1 of dimension k and a k × k
diagonal matrix Db = diag(bj )kj=1 , respectively.
I = In = (e1 | . . . | en ) = diag(1)nj=1 is the n × n identity matrix. Its columns e1 , . . . , en are
the n coordinate vectors. J = Jn = (en | . . . | e1 ) is the n × n reﬂection matrix.
n
I and J are the simplest examples of Toeplitz matrices T = (ti−j )i,j=1 and Hankel matrices
n−1

H = (hi+j )i,j=0 , which are two most popular classes of structured matrices. JH and HJ are
Toeplitz matrices if H is a Hankel matrix, and vice versa. We recall the following well known result.
Fact 2.1. One can multiply an n × n Toeplitz or Hankel matrix by a vector by using O(n log n) ops.
Fact 2.2. It is suﬃcient to perform O(n log2 n) ops to approximate closely the solution of a nonsingular n × n Toeplitz or Hankel linear system of n equations.
Proof. Apply the multiplier J to reduce a Hankel linear system to Toeplitz linear system and use
[XXG12] to compute their approximate solutions.
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f
0T
for a scalar f is the n × n matrix of f-circular shift.
In−1 0
M is a m × n unitary matrix if M H M = In or M M H = Im .
κ(M ) = ||M || ||M −1 || ≥ 1 is the condition number of a nonsingular matrix M (for a ﬁxed matrix
norm || · ||). The unitary matrices have full rank and the minimum condition number 1. A matrix
is ill conditioned if its condition number is large (in context). ∆-rank of a matrix M for a positive
∆ is the integer min||M̃ −M ||≤∆{rank M̃ }. The numerical rank is the ∆-rank for a small positive ∆.


Zf =

Theorem 2.1. (See [S98, Corollary 1.4.19] for P = −M −1 E.) Suppose M and M + E are two
θ
nonsingular matrices of the same size and ||M −1E|| = θ < 1. Then ||I − (M + E)−1 M || ≤ 1−θ
and
θ
−1
−1
−1
−1
−1
−1
|(M + E) − M || ≤ 1−θ ||M ||. In particular |(M + E) − M || ≤ 0.5||M || if θ ≤ 1/3.
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Polynomial and rational evaluation and interpolation. Links
to Vandermonde and Cauchy matrices and complexity

As we state below, multipoint polynomial and rational evaluation and interpolation problems are
equivalent to multiplying Vandermonde and Cauchy matrices by vectors and solving linear systems of
equations with these matrices, respectively. We refer the reader to [P01, Ch. 3] and the bibliography
therein on these and other links between the problems of polynomial and rational evaluation and
interpolation and structured matrices.
Problem 1. Multipoint polynomial evaluation and Vandermonde-by-vector product.
INPUT: 2n scalars p0 , . . . , pn−1 ; x1, . . . , xn .
OUTPUT: n scalars v1 , . . . , vn satisfying
vi = p(xi ) for p(x) = p0 + p1 x + · · · + pn−1 xn−1 and i = 1, . . . , n

(3.1)

n
)ni,j=1 , p = (pj )n−1
V p = v for V = Vx = (xj−1
j=0 , and v = (vi )i=1 .
i

(3.2)

or equivalently

Problem 2. Polynomial interpolation and Vandermonde linear system solving.
INPUT: 2n scalars v1 , . . . , vn ; x1, . . . , xn , the last n of them distinct.
OUTPUT: n scalars p0 , . . . , pn−1 satisfying equations (3.1) and (3.2).
Problem 3. Multipoint rational evaluation and Cauchy-by-vector product.
INPUT: 3n scalars s1 , . . . , sn ; t1 , . . . , tn ; v1 , . . . , vn .
OUTPUT: n scalars v1 , . . . , vn satisfying
vi =

n

j=1

uj
for i = 1, . . . , n
si − tj

(3.3)

or equivalently

Cu = v for C = Cs,t =

1 n
, u = (uj )nj=1 , and u = (ui )ni=1 .
si − tj i,j=1

Problem 4. Rational interpolation and Cauchy linear system solving.
INPUT: 3n scalars s1 , . . . , sn ; t1 , . . . , tn ; v1 , . . . , vn , the ﬁrst 2n of them distinct.
OUTPUT: n scalars u1 , . . . , un satisfying (3.3) and (3.4).
3

(3.4)

n
p(x)
Note that every rational function r(x) = t(x) , for p(x) of equation (3.1), t(x) = j=1 (x − tj )
n
u
and distinct scalars t1 , . . . , tn , can be represented as r(x) = j=1 x−tj j , which turns into equations
(3.3) if we write vi = r(si ) for i = 1, . . . , n.
The matrices V = Vx in (3.2) and C = Cs,t in (3.4) are called Vandermonde and Cauchy matrices,
respectively. They make up two other classes of most popular structured matrices, besides the classes
of Toeplitz and Hankel matrices. These matrix classes have quite distinct features. E.g., the matrix
structure of Cauchy type is invariant in row and column interchange (in contrast to the structures
of Toeplitz and Hankel types) and enables expansion of the matrix entries into Loran’s series (unlike
the structures of the three other types). Nevertheless the four classes can be linked to each other
by means of structured matrix multiplication. In addition to the cited Toeplitz–Hankel link via the
multiplier J, we have various links via Vandermonde and transposed Vandermonde multipliers (see
[P90], [P01, Sections 4.7 and 4.8]). The following fact is a simple example.
n
Fact 3.1. (i) H = V T V = ( k=1 xi+j−2
)ni,j=1 is a Hankel matrix for any m × n Vandermonde
k
j−1 m,n
matrix V = (xi )i,j=1 . (ii) Given the entries x1 , . . . , xn of the n × n matrix V , it is suﬃcient to
perform O(n log n) ops to compute all entries of the matrix H.
Proof. Verify part (i) by inspection. Support part (ii) by the algorithm of [BP94, page 34].



It is well known that det Vx = i<k (xi −xk ) and det Cs,t = i<j (si −sj )(ti −tj )/ i,j (si −tj ), and
so the matrices V and C are nonsingular (and even strongly nonsingular, that is nonsingular together
with all their leading blocks) where the knots x1 , . . . , xn and s1 , . . . , sn ; t1 , . . . , tn , respectively, are
distinct, and then Problems 2 and 4 have unique solutions.
Let us recall the complexity of the known algorithms for Problems 1–4. Horner’s algorithm of
1819 evaluates the polynomial p(x) of (3.1) at a single knot x by using 2n−2 ops, and this is optimal
[P66]. (The algorithm was used by Newton in 1669, by a number of medieval mathematicians, and in
the Nine Chapters on the Mathematical Art at the time of the Han Dynasty in China (202 BC–220
AD).) For Problem 1 with n knots, n applications of Horner’s algorithm involve 2(n − 1)n ops, but
this is not optimal anymore. The algorithms of [F72], [F72], and [MB72] (cf. [BP94], [P01], [GG03])
solve both Problems 1 and 2 by using O(n log2 n) ops over any ﬁeld of constants, which is within
a logarithmic factor from the optimum [S73], [B-O83]. For numerical computations with rounding,
however, these fast algorithms are unstable, and the users choose quadratic time algorithms for
Problems 1–4 (cf. [BF00], [P64], [BP70], [BEGO08]).
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DFT, IDFT, FFT, IFFT, and the reduction of polynomial
to rational computations

√
√
Suppose xi = ωi for i =√0, . . . , n − 1, ω = exp(2π −1/n) is a primitive nth root of 1, V = nΩ =
(ω(i−1)(j−1))ni,j=1 , V −1 / n = ΩH = Ω−1 = √1n (ω−(i−1)(j−1))ni,j=1 , Ω is a unitary matrix, ΩH Ω = In .
Then Problems 1 and 2 turn into the computational problems of the forward and inverse discrete
Fourier transforms (hereafter DFT and IDFT). The FFT (Fast Fourier transform) and Inverse
FFT (IFFT) are numerically stable algorithms that solve these problems by using 1.5n log2 n and
1.5n log2 n + n ops, respectively, if n is a power of 2 (cf. [BP94, Sections 1.2 and 3.4]). Generalized
FFT uses O(n log n) ops to solve these tasks for any n [P01, Problem 2.4.2].
Next we reduce Problems 1 and 2 of polynomial computations to Problems 3 and 4 of rational
computations with the knots tj = aωj−1 , for j = 1, . . . , n and a scalar a = 0, and vice versa by using
O(n log n) ops (see an alternative way in Section 8).
For a polynomial p(x) of a degree n − 1 and a scalar a deﬁne the following expression,

p(x)
uj
=
x n − an
x − aωj−1
n

(4.1)

j=1

where the Lagrange interpolation formula for the knots a, aω, . . . , aωn−1 implies that
uj = p(aωj−1 )/(naj−1 ω(j−1)(n−1)), j = 1, . . . , n.
4

(4.2)

Substitute x = si into (4.1) and obtain
p(si ) = (sni − an )

n

j=1

uj
, i = 1, . . . , n.
si − aωj−1

(4.3)

Equations (4.2) and (4.3) enable us to reduce Problems 1 and 3 (with the knots tj = ωj−1 , j =
1, . . . , n) to one another by means of applying DFT, computing the values sn−1
, . . . , sn−1
(both
n
1
stages involve O(n log n) ops), and performing O(n) additional ops.
Let us similarly apply O(n log n) ops to reduce to one another Problems 2 and 4 (with the knots
tj = ωj−1 , j = 1, . . . , n) where n = 2k . Given the knots xi = si and the values p(si ) for i = 1, . . . , n,
we evaluate the coeﬃcients p0 , . . . , pn−1 of p(x), thus solving Problem 2, by successively performing
the following stages.
Algorithm 4.1. Reduction of Problem 2 to Problem 4 for roots of 1 as t-knots.
1. Compute the values vi = p(si )/(sni − an ), i = 1, . . . , n by using O(n log n) ops.
2. Compute the values u1 , . . . , un satisfying (4.3) (this is Problem 4 for tj = aωj−1 , j = 1, . . . , n).
u

3. Sum the regular fractions x−aωj j−1 for j = 1, . . . , n and output the coeﬃcients p0 , . . . , pn−1 of
the numerator polynomial of the output fraction.
Throughout the summation at Stage 3 ensure that the denominators of all computed fractions
should be binomials. To achieve this, always sum pairs of fractions having the denominators of
h
h
h
h
the form x2 − a2 ωg(h) and x2 + a2 ωg(h) . Then the denominator of the sum is also a binomial,
h+1
h+1
x2 −a2 ω2g(h) . In this process Stage 3 has k = log2 n levels of summation for h = 0, 1, . . . , k −1,
and we use n multiplications and n/2 additions at each level, that is 1.5kn = 1.5n log2 n ops overall.
This proves the desired reduction of Problem 2 to Problem 4 (with the knots tj = ωj−1 , j = 1, . . . , n)
at the cost performing O(n log n) ops where n = 2k .
Algorithm 4.2. Reduction of Problem 4 to Problem 2 for roots of 1 as t-knots.
n
uj
i)
Given the values vi = j=1 sp(s
n −an = s −aω j−1 solve Problems 4 as follows. First compute the
i
i
values p(si ) = (sni − an )vi , i = 1, . . . , n, by using O(n log n) ops, then compute the coeﬃcients of
the polynomial p(x) (by solving Problem 2) and the values p(aωj−1 ) (with the knots tj = ωj−1 ,
for j = 1, . . . , n) by using O(n log n) ops, and ﬁnally apply exressions (4.2) to compute the values
u1 , . . . , un .
To extend our reduction of Problems 2 and 4 to one another to the case of any positive integer
n, apply generalized FFT. Then the cost bound of O(n log n) ops is still supported, although the
overhead constant increases a little. For the general set of knots t1 , . . . , tn the algorithms can be
extended, but the cost bound would grow to O(n log2 n) ops.
To support alternative reductions among Problems 1–4, we can employ the following matrix
equation (see, e.g., [P01, Section 3.6]),
Cs,t = diag(t(si )−1 )ni=1 Vs Vt−1 diag(t (ti ))ni=1
where s = (si )ni=1 , t = (ti )ni=1 , and t(x) =
√
√
Vt = nΩ and Vt−1 = nΩH .
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n−1
i=0

(4.4)

(x − ti ). and write t = (ωj−1 )nj=1 to obtain

Low-rank approximation of Cauchy matrices

An m × n matrix M of a rank l can be nonuniquely expressed as M = GH T where the pair {G, H}
of matrices of sizes m × l and n × l, respectively, is called a generator of length l for the matrix
M , l ≥ rank(M ). The numerical (or approximate) rank of a matrix is the minimium rank of a
nearby matrix, under a ﬁxed tolerance to the approximation error norm. Next we will compute
short generators of low-rank approximations for a large class of n × n Cauchy matrices.
5

t−c
Definition 5.1. Two complex points s and t are (θ, c)-separated from one another if | s−c
| ≤ θ (for
a separation factor θ < 1 and a complex separation center c). Two sets of complex numbers S and
T are (θ, c)-separated from one another if every two points s ∈ S and t ∈ T are (θ, c)-separated from
one another. δc,S = mins∈S |s − c| and δc,T = mint∈T |t − c| denote the distances from the center c to
the sets S and T, respectively.

Lemma 5.1. Suppose two complex points s and t are (θ, c)-separated from one another for a positive
t−c
θ < 1 and a complex c and write q = s−c
, |q| ≤ θ. Then for every positive integer k we have
1
qk
|q|k
1  (t − c)k
θk
+
|
=
=
where
|q
≤
.
k
s−t
s−c
(s − c)k
s−c
1 − |a|
1−θ
k−1

(5.1)

i=0

Proof.

1
s−t

=

1
s−c

1
1−q

=

1
s−c

∞
i=0

qi =

k

1
s−c (

i=0

qi +

∞
i=k

qi ) =

k

1
s−c (

i=0 q

i

+

qk
1−q ).

1
Corollary 5.1. (Cf. [MRT05], [CGS07, Section 2.2].) Suppose C = ( si −t
)n
is a Cauchy matrix
j i,j=1
deﬁned by two sets of parameters S = {s1 , . . . , sn } and T = {t1 , . . . , tn }. Suppose these sets are (θ, c)separated from one another for 0 < θ < 1 and a scalar c and write δ = δc,S = minni=1 |si − c|. Then
for every positive integer k it is suﬃcient to use 2kn + 4n ops to compute the matrices
T
h n,k
G = (1/(si − c)g )n,k+1
i,g=1 , H = ((tj − c) )j,h=0 ,

(5.2)

supporting the representation C = C + E where
C = GH T , rank(C) ≤ k + 1,
E = (ei,j )ni,j=1 , |ei,j | ≤

qk
for all pairs {i, j},
(1 − q)δ

(5.3)
(5.4)

and so ||E|| ≤ nq k /((1 − q)δ).
Proof. Apply (5.1) for s = si , t = tj and all pairs {i, j} to deduce (5.4).
1
Corollary 5.1 bounds the numerical rank of the large subclass of Cauchy matrices C = ( si −t
)n
j i,j=1
whose parameter sets S = {s1 , . . . , sn } and T = {t1 , . . . , tn } are (θ, c)-separated from one another,
where the values 1 − θ and δ are positive but not small. We can replace δ = δc,S = minni=1 |si − c|
by δ = δc,T = minnj=1 |tj − c| throughout because of the symmetric roles of the sets S and T.
The Cauchy matrices with the knot set T = {tj = bωj−1 , j = 1, . . . , n} have link to Vandermonde matrix structure, and we call them CV matrices. Their transposes have the knot set
S = {sj = aωj−1 , j = 1, . . . , n}, have link to transposed Vandermonde matrix, and we call them
CV T matrices.

Theorem 5.1. Assume positive integers g, h and n, a scalar e, and a CV matrix C = Cs,e =
1
( si −t
)n
such that tj = b(ωj−1 ) for j = 1, . . . , n, gh = n, n is not small, and |b| = 1. Then
j i,j=1
there is a permutation n × n matrix P such that CP is a 3 × g block matrix with block columns
T
T T
(Cj,−
| ΣTj | Cj,+
) , j = 0, . . . , g − 1, where the diagonal blocks Σj have sizes nj × h, and the rows
of the blocks Σj and Σk lie in pairwise distinct sets of rows of the matrix CP unless |j − k| ≤ 1
or |j − k| = g − 1 (and so the blocks Σ1 , . . . , Σg together have at most 3hn entries), whereas every
T
T T
matrix (Cj,−
| Cj,+
) is an h × (n − nj ) Cauchy matrix deﬁned by the sets of parameters that are
(1/2, cj )-separated from one another for some scalars cj lying on the unit circle {z : |z| = 1} and
at the distance of at least 0.5h/n2 from the set Sj .
√
Proof. Represent the n knots of the set S in polar coordinates, si = ri exp(2πφi −1) where ri ≥ 0,
0 ≤ φi < 2π, φi = 0 if ri = 0, and i = 0, 1, . . . , n − 1. Re-enumerate all values φi to have them in
(new)
= minni=0 φi and let P denote the permutation matrix that
nonincreasing order and to have φ0
deﬁnes this re-enumeration. To simplify our notation assume that already the original enumeration
j(h+1)−1
has these properties and that e = 1. Write Sj = {sj }j ∈ S and Tj = {ωl }l=jh
∈ T to denote the
6

sets of knots lying in the semi-open sectors of the complex plane bounded by the pairs of rays from
the origin to the points ωjh and ω(j+1)h , respectively. Namely denote by Sj and Tj the subsets of the
sets S and T made up of the knots whose arguments φj satisfy 2πjh/n ≤ φj < 2π(j(h + 1) − 1)/n,
j = 0, . . . , g − 1.
Write (a → b) to denote the arc of the unit circle {z : |z| = 1} with the end points a and b.
(4j+1)h
(4j+3)h
For every j, j = 1, . . . , g, choose a center cj on the arc (ω4n
→ ω4n
). This arc has the
(2j+1)h
length πh/n and shares the midpoint ω2n
with the arc (ωjh → ω(j+1)h ), having the length
2πh/n. Choose the center cj at the distance at least 2h/n2 from the set S (as required). This is
possible because the set has exactly n elements. For j = 0, . . . , g − 1, index by jh, . . . , j(h + 1) − 1
the columns shared by the blocks Cj,−, Σj and Cj,+ and index the rows of the blocks Σj by the
indices of the elements of the set Sj−1 ∪ Sj ∪ Sj+1 . Note that the sets Sj and Tk = {ωl }kh−1
(k−1)h are
(1/2, cj )-separated from one another unless |j − k| ≤ 1 or |j − k| = g − 1, and this immediately
supports the separation requirement of the theorem.
Apply Corollary 5.1 for q = 1/2, δ = 0.5h/n2, C = (Cu,− | Cu,+ )T , and u = 1, . . . , g and obtain
the following corollary.
Corollary 5.2. The matrix P C of Theorem 5.1 can be represented as
PC = Σ + C + E

(5.5)

where Σ is the block diagonal matrix diag(Σu )gu=1 , rank(C) ≤ (k + 1)g, E = (ei,j )ni,j=1 , |ei,j | ≤
n2 22−k /h for all pairs {i, j}, and so ||E|| ≤ n3 22−k /h.
The corollary bounds the numerical rank of CV matrices and can be extended to Cauchy matrices
of a large class. Indeed Theorem 5.1 and the corollary can be immediately extended to the case where
1
)n
h does not divide n (in this case write g = n/h ) and to the case of CV T matrices C = ( si −t
j i,j=1
1
for si = aωi−1 for all i and |b| = 1 because −C T is the Cauchy matrix ( ti−s
)n . The proof
j i,j=1
techniques enable extension to the case where instead of the set T on the unit circle {x : |x| = 1}
we have the points of such a set more or less equally spaced either on a line interval, which has a
length between 1 and 2 (say) and lies in the complex plane not very far from the origin, or where
these points are more or less equally spaced on an approximation of such an interval by a segment
of a curve.
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Fast approximate multiplication of CV, CV T , Vandermonde
and transposed Vandermonde matrices by a vector

Write α(M ) = α(M, k, h) to denote the number of ops suﬃcient to approximate the product of the
matrix M by a vector v within the error norm bound n3 22−k ||v||/h. Corollary 5.2 implies that
α(C) ≤ α(Σ) + α(C).
Deﬁning (5.5) we can choose any positive integer k and any pair of integers g and h such that
1 ≤ g < n, 1 ≤ h < n and gh ≥ n. For a ﬁxed positive u we can ensure the bound ||E|| ≤ 2−u by
choosing k = 3(u + 2) log2 n , and so for a constant u it is suﬃcient to choose k of order log n.
In Section 4 we have transformed all Vandermonde matrices into Cauchy matrices of the above
class CV, and so we can apply the same cost bounds to approximate Vandermonde multiplication by
a vector, except that the bound on the error norm ||E|| can grow by a factor of µ ≤ 1/ mini |sni − an |.
Having n complex points sn1 , . . . , snn ﬁxed, we can readily select a point an such that µ ≤ 3n, and
then we can still ensure the same bound on the output error norm by increasing k by log2 (3n) .
This observation extends our results on approximate multiplication by a vector from the class of
CV matrices to any Vandermonde matrix V , that is to any input of Problem 1. By applying the
transposition we can extend these results also to transposed Vandermonde and CV T matrices.
Clearly α(Σ) ≤ 6hn − n because the matrix Σ has at most 3hn nonzero entries, whereas α(C) <
2(n + h)kg because C is given by the g products of matrices of sizes at most n × h having rank
7

−b
k. It follows that we can compute
a close approximation to the vectors
√
√ Cv and V v within 2 ||v||
fast, namely, by using O(n n log n) ops if we choose h of about n log n and choose g of about

n/ log n. This algorithm accelerates the known algorithms for multipoint polynomial evaluation

by a factor of n/ log n, but we will obtain faster algorithms because the upper estimate for α(C)
above is crude and overly pessimistic.

7

HSS matrices and accelerated multiplication by a vector
and the solution of a linear system of equations

Hereafer we use the acronym “HSS” for “hierarchically semiseparable”. To decrease the bound
α(C), we will exploit the HSS (that is hierarchically semiseparable) structure of the matrix C,
whose construction and study are closely related to the Multipole algorithms (cf. [GR87]). The HSS
structure was already implicit in our study in the two previous sections.
Next we recall one of the equivalent or nearly equivalent deﬁnitions and some fundamental
properties of this class, referring the reader to [VVGM05], [MRT05], [VVM07], [VVM08], [X12], and
the bibliography therein on the long history of the study of this and similar matrix classes, known
under the names of matrices with low Hankel rank, rank structured matrices, quasiseparable, and
weakly, recursively, or sequentially semiseparable matrices. See [GR87], [LRT79], [PR93], on the
related subjects of Multipole and Nested Dissection Algorithms.
Definition 7.1. A matrix is an (l, u)-HSS matrix if l is the maximum rank of its subdiagonal blocks
and if u is the maximum rank of its superdiagonal blocks, that is blocks lying strictly below or strictly
above the diagonal, respectively.
Any banded matrix B having the pair (l, u) of lower and upper bandwidths is an (l, u)-HSS
matrix, and so is its inverse if the matrix is nonsingular. It is well known that a banded n × n
matrix having the pair (l, u) of lower and upper bandwidths can be multiplied by a vector by using
O((l + u)n) ops, whereas O((l + u)2 n) ops are suﬃcient to solve a nonsingular linear system of n
equations with such banded matrices. Application of Multipole algorithms enables extension of both
properties to (l, u)-HSS matrices (see [GR87], [MRT05], [CGS07], [XXG12]). Furthermore, like the
matrices of the classes T , H, V and C, the HSS matrices allow compressed representation: one can
deﬁne generalized generators that readily express the n2 entries of an (l, u)-HSS n × n matrix via
O((l + u)n) parameters. The inverse of a nonsingular (l, u)-HSS n × n matrix M is also an (l, u)-HSS
n × n matrix, and a generator expressing the inverse via O((l + u)n) parameters can be computed
by using O((l + u)2 n) ops. See [XXG12] and references therein on the supporting algorithms and
their eﬃcient implementation.
The block diagonal matrix Σ has at most 3hn entries. The matrix C consists of the oﬀ-diagonal
blocks. By combining Theorem 5.1 and Corollary 5.2 with the Multipole/HSS techniques of [MRT05],
[CGS07], [XXG12], deduce that for any real constant b and for k = 3(b + 2) log2 n , the matrix C
of (5.5) is an (l, u)-HSS matrix where l + u ≤ ckh, h ≤ c log n, n3 22−k /h ≤ 2−b , and c and c are
two constants. By applying the cited results on multiplication of HSS matrices by a vector and on
the solution of HSS nonsingular linear systems of equations, we obtain the following results (cf. [Pa,
Theorem 33]).
Theorem 7.1. Assume a positive scalar b, a complex e such that |e| = 1, and two vectors f and
s of dimension n. (i) Then one can approximate the product M f within the error norm bound
2−b ||M || ||f || by using O(bn log n) ops provided that M is a CV, CV T , Vandermonde or transposed
Vandermonde n×n matrix. (ii) The op bound for solving a nonsingular linear system of n equations
with the coeﬃcient matrix in the above classes increases versus part (i) by a factor of log n and the
error norm bounds increases by a factor of ||M −1 ||/||M ||. (iii) The op bounds of parts (i) and (ii)
also hold for approximate evaluation of a polynomial of degree n − 1 at n points and for approximate
interpolation to this polynomial from its n values, respectively.
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Extension of matrix structures and complexity estimates

To extend our progress we recall and employ the Sylvester displacements AM −M B of matrices with
the structures of Cauchy and Vandermonde types. We say that an n × n matrix M = Cs,t (G, H)
has a d-structure of the Cauchy type {s, t} with a generator G, H if Ds M − M Dt = GH T for a
pair of n × d matrices G and H with columns gj and hj , for j = 1, . . . , d, and rows ui and vi , for
i = 1, . . . , n, respectively, or equivalently if
M=

d

j=1


D(gj )CD(hj ) =

uTi vj
si − tj

n−1


for C =

i,j=0

1 n
si − tj i,j=1

(8.1)

(cf. [P01, Example 1.4.1 and 4.6.4]). In this case we write M = Cs,t (G, H). In particular M =
1
( si −t
)n
if d = 1 and if G = H = (1, . . . , 1)T . Formula (8.1) expresses a matrix M via a nonunique
j i,j=1
pair of generators {G, H} of its displacement, called displacement generators of the matrix.
Similar extensions of other classes of structured matrices such as Toeplitz, Hankel, and Vandermonde matrices M and their transposes have been deﬁned as well. Namely these basic classes have
been extended to the matrices whose displacements AM −M B have small ranks (called displacement
ranks of the matrices M ) for appropriate nonunique pairs of operator matrices A and B, similarly
to the pair of operator matrices A = Ds and B = Dt , which support such an extension of the class
1
of Cauchy matrices Cs,t = ( si −t
)n
by virtue of (8.1). Each pair of operator matrices deﬁnes
j i,j=1
a class of matrices with the associated structure. For example, the pairs (A, B) = (Ze , Zf ) and
(A, B) = (Ze , ZfT ) for a pair of distinct constants e and f deﬁne the classes of matrices with Toeplitz
and Hankel structures, respectively, whereas the following operator matrices A and B for any scalar
f deﬁne an extension of the class of the Vandermonde matrices V = Vx = (xji )ni,j=1 ,
Dx V − V Zf = (xni − f)ni=1 (0 | . . . | 0 | 1).

(8.2)

The transpose of this equation is basic for extending the class of transposed Vandermonde matrices
VT,
 
0
 .. 
 
ZfT V T − V T Dx =  .  ((xni − f)ni=1 )T .
(8.3)
0
1
We refer the reader to [BP94], [GO94], [P01, Sections 4.1–4.5], [PW03], and the bibliography therein
on expressing various structured matrices via their displacements (this includes matrices with the
structures of Toeplitz, Hankel, Vandermonde and transposed Vandermonde types) and to [P01,
Section 1.5] on performing arithmetic operations with matrices in terms of their displacements,
exempliﬁed by the following simple but basic result.
Theorem 8.1. (Cf. [P90] and[P01, Theorem 1.5.4].) Assume ﬁve matrices A, B, C, M and N
with compatible sizes. Then
A(M N ) − (M N )C = (AM − M B)N + M (BN − N C),

(8.4)

T
T
T
and BN − N C = GN HN
, then A(M N ) − (M N )C = GM N HM
and so if AM − M B = GM HM
N
T
for GM N = (GM | M GN ) and HM N = (N HM | HN ).

By virtue of this simple theorem one can transform a pair of operator matrices (A, B) into any
other pair of operator matrices by means of multiplication with appropriate multipliers. Consequentltly we can transform the classes of matrices with the structures of Toeplitz, Hankel, Vandermonde, transposed Vandermonde, and Cauchy types into each other at will. This simple observation
has already lead to substantial algorithmic beneﬁts, because it enabled us to exploit distinct features of various matrix structures, in particular the fact that the matrix structure of Cauchy type
is invariant in row and column interchange (in contrast to the structures of Toeplitz and Hankel
9

types) (cf. [GKO95], [G98]) and enables expansion of the matrix entries into Loran’s series (unlike
the structures of the three other types) (cf. [MRT05], [CGS07], [XXG12]).
The transformation of the matrix structures of Vandermonde into Cauchy type was the basis for
our current progress in this paper, and these transforms can be obtained by means of multiplication
of a Vandermonde matrix Vs √
by the inverse Vt−1
√ of a Vandermonde matrix, where we can choose
j−1 n
t = (ω )j=1 to obtain Vt = nΩ and Vt−1 = nΩH (cf. equation (4.4)).
More general transforms of matrix structures enable extension of our algorithms to wider classes
of matrices. In particular wby engaging the Cauchy and Cauchy-like matrices we can extend our
algorithms to for rational multipoint evaluation and interpolation, but at this point our progress
becomes more limited because it becomes harder to control propagation of approximation errors (cf.
[Pa]).

9

Conclusions

Presently we have no estimates for the treshold input sizes for which our algorithms running in nearly
linear time outperform their variant of Section 6 and the known algorithms running in quadratic
time. Implementation work for our algorithms should prompt their reﬁnements toward decreasing
these values.
Our demonstration of the power of the transformation of matrix structures should motivate
research eﬀorts for ﬁnding new inexpensive transforms of matrix structures and their new algorithmic
applications. One can be also motivated to seek further applications and extensions of the proposed
techniques, e.g., to operations with conﬂuent Vandermonde matrices, to the computations with
Loewner matrices, and to various problems of rational interpolation such as the Nevanlinna–Pick
and matrix Nehari problems, where, however, the progress can be limited to the case of suﬃciently
well conditioned inputs.
Acknowledgements: Our research has been supported by NSF Grant CCF–1116736 and PSC
CUNY Awards 64512–0042 and 65792–0043.
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