Abstract. Let Q be a positive-definite quaternary quadratic form with integer coefficients. We study the problem of giving bounds on the largest positive integer n that is locally represented by Q but not represented. Assuming that n is relatively prime to D(Q), the determinant of the Gram matrix of Q, we show that n is represented provided that
Introduction and Statement of Results
If Q is a positive-definite quadratic form with integer coefficients, which integers are represented by Q? This innocous sounding question has resulted in some very deep mathematics, and there are still not complete answers to this question. For example, there is no unconditional answer to the question of which integers are represented by x 2 + y 2 + 7z 2 (see [16] and [19] ), and it is unknown whether every odd number can be represented by x 2 + xy + 5y 2 + 2z 2 (see [15] , [20] ).
The question raised in the first paragraph has a long history, beginning with Fermat's claimed classification of which integers are sums of two squares. The first analytic result handling arbitrary positive-definite forms is due to Tartakowsky [25] in 1929. To state the result, we need some notation.
Let Q( x) = 1 2
x T A x be a positive-definite quadratic form in r variables, and assume that A has integer entries and even diagonal entries. Let D(Q) = det(A) be the discriminant of Q. Define the level of Q, N(Q), to be the smallest positive integer N so that NA −1 has integer entries and even diagonal entries.
We say that Q locally represents the integer n if there is a solution to the congruence Q( x) ≡ n (mod p k ) for all primes p and all k ≥ 1. We say that n is primitively locally represented if one can solve Q( x) ≡ n (mod p k ) for all primes p and all k ≥ 1 with the additional restriction that p does not divide all the entries of x.
Theorem (Tartakowsky, 1929) . Assume that r ≥ 5. Then every sufficiently large integer n that is locally represented by Q is represented. If r = 4, the same conclusion holds provided that n is primitively locally represented.
Tartakowsky's result does not give a bound on the largest locally represented by non-represented integer n. Results of this type were given by Watson [27] , who proved that for r ≥ 5, any locally represented integer n ≫ D(Q) 5/(r−4)+1/r is represented by Q if 5 ≤ r ≤ 9 (and the same conclusion holds when n ≫ D(Q) if r ≥ 10).
Watson did not make the implied constant in his estimate explicit. Hsia and Icaza [11] gave completely explicit results that prove that any locally represented integer n ≫ D(Q) (n−2)/(n−4)+2/n is repesented using an algebraic method. This improves Watson's exponent in the case that r = 5 and r = 6.
The case of r = 4 variables is more subtle, because it is no longer true that every sufficiently large locally represented integer is represented. Indeed, x 2 + y 2 + 7z 2 + 7w 2 locally represents every positive integer, but fails to represent any integer of the form 3 · 7 2k (as observed by Watson in [26] ). The first result in this direction was due to Kloosterman [18] using a variant of the circle method. Refined results in the r = 4 case were proven by Fomenko ([8] , [9] ) by considering the theta series of Q as a weight 2 modular form and using the Petersson inner product. In [22] , Schulze-Pillot gave a completely explicit bound in the case that r = 4, showing that if n is primitively locally represented and n ≫ N(Q) 14+ǫ , then n is represented by Q. (Schulze-Pillot obtains the better bounds n ≫ N(Q) 9+ǫ and n ≫ N(Q) 4+ǫ under the assumptions that N(Q) is squarefree, and D(Q) is squarefree, respectively.)
In 2006, Browning and Dietmann [6] applied a modern form of the Hardy-Littlewood circle method and improved the exponents in Hsia and Icaza's work in the cases that r = 7, 8 and 9. Also, they prove that in the r = 4 case that if stronger local conditions on n are chosen than any n ≫ det(Q) 2 Q 8+ǫ is represented, where Q is the height of Q (the absolute value of the largest coefficient). The height Q is between det(Q) 1/4 and det(Q) (depending on the successive minima of the corresponding lattice). The local condition in question is referred to by the authors as the 'strong local solubility condition' and is the condition that there is some x ∈ (Z/pZ) 4 so that Q( x) ≡ n (mod p r ) with p ∤ A x (and here r = 1 if p > 2 and r = 3 if p = 2).
In 2014, the author [20] proved a stronger result in a more specific case. If r = 4 and det(Q) is a fundamental discriminant, then every locally represented integer n ≫ D(Q) 2+ǫ is represented. The bound given in [20] is ineffective (and is related to the possible presence of an L-function with a Siegel zero) and not explicit. However, it is amenable to explicit computations and it was used to prove that x 2 +3y 2 +3yz +3yw +5z 2 +zw +34w 2 , which has D(Q) = N(Q) = 6780, represents all odd positive integers.
The focus of the present paper is to handle arbitrary quaternary quadratic forms by bounding the Petersson norm of the cuspidal part of the theta series. (The quaternary case has received a lot of attention recently. See [2] , [3] , [20] , [1] , and [7] .)
The method we use relies on the explicit formula of Scheithauer [21] for the Weil representation. This yields a formula for the Fourier expansion of the theta series at each cusp. Our main result is the following. Theorem 1. Suppose that Q is a primitive, positive-definite, integer-valued quaternary quadratic form.
• If n is relatively prime to D(Q) and is locally represented by Q, then n is represented provided
• If n satisfies the strong local solubility condition for Q, then n is represented by
• If n is primitively locally represented by Q, then n is represented provided
• If n is any positive integer that is locally represented by Q, n is not represented by Q and
then there is an anisotropic prime p so that p 2 |n and np 2k is not represented by Q for any k ≥ 0.
Remark. The result stated above in the case that gcd(n, N(Q)) = 1 is ineffective and relies on lower bounds for L(Ad 2 f, 1) where f is a newform. When f has CM, the L-function L(Ad 2 f, s) has a Dirichlet L-function as a factor and we cannot rule out the possibility that this L-function has a Siegel zero. This result can be made effective for a given Q at the cost of a finite computation.
In contrast, the results in the second, third and fourth cases are effective. While it is not especially difficult to make these results completely explicit, we will not take that step. Examples suggest that the resulting bounds would not be small enough to be useful in concrete applications.
Remark. In the case that N(Q) = D(Q) and the successive minima of Q are of the same magnitude, we obtain that any n ≫ D(Q) 4+ǫ which satisfies the strong local solubility condition for Q is represented. This is the same quality result as obtained by Browning and Dietmann [6] . In cases where the successive minima of Q are of different orders of magnitude or N(Q) is substantially smaller than D(Q), our result improves on Browning and Dietmann's.
In Section 2 we define notation and review Scheithauer's formula and elements of the theory of quadratic forms. In Section 3 we bound the coefficients of the Eisenstein series portion of the theta series. In Section 4 we bound the Petersson norm of the cusp form component and in Section 5 we conclude our main results.
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Background and notation
A quadratic form in r variables Q( x) is integer-valued if it can be written in the form Q( x) = 1 2
x
T A x, where A is a symmetric r × r matrix with integer entries, and even diagonal entries. The matrix A is called the Gram matrix of Q. The quadratic form Q is called positive-definite if Q( x) ≥ 0 for all x ∈ R r with equality if and only if x = 0. We let D(Q) = det(A), and we define N(Q) to be the level of Q, which is the smallest positive integer N so that NA −1 has integer entries and even diagonal entries. The form Q may be associated to an even lattice L by setting L = Z n and defining an inner product on L via
x, y ∈ Z for all y ∈ L} denote the dual lattice of L. The discriminant form is the finite abelian group D = L ′ /L and this group is equipped with an inner product D × D → Q/Z. For x, y ∈ D we will denote the inner product by x y, and following this convention we denote
Throughout, if n is a positive integer, we let d(n) denote the number of divisors of n. For a positive-definite integer-valued Q, let r Q (n) = #{ x ∈ Z r : Q( x) = n} and define
to be the theta series of Q. When r is even, Theorem 10.9 of [13] shows that θ Q (z) is a holomorphic modular form of weight r/2 for the congruence subgroup Γ 0 (N) with Nebentypus
. We denote this space of modular forms M r/2 (Γ 0 (N), χ Q ) and S r/2 (Γ 0 (N), χ Q ) the subspace of cusp forms. Here and throughout, χ D denotes the Kronecker character of the field Q( √ D). We may decompose θ Q (z) as
where E(z) = ∞ n=0 a E (n)q n is an Eisenstein series, and
Let Z p be the ring of p-adic integers. The form Q locally represents the non-negative integer m if and only if for all primes p there is a vector x p ∈ Z r p so that Q( x p ) = m. We say that m is represented by Q if there is a vector x ∈ Z r with Q( x) = m. We say that Q is anisotropic at the prime p if x ∈ Z r p and Q( x) = 0 implies that x = 0. This is known to occur only if r ≤ 4.
Define the genus of Q, Gen(Q), to be the set of quadratic forms equivalent to Q over Z p for all primes p (and equivalent to Q over R). It follows from work of Siegel [24] that
where
(Some authors omit the factor
n is an eigenfunction of all Hecke operators normalized so that a(1) = 1 and lying in the orthogonal complement of the space of oldforms. The Deligne bound gives the bound
on the nth coefficient of a newform. (In the case of k = 2, this result was first established by Eichler, Shimura, and Igusa.) Distinct newforms are orthogonal with respect to the Petersson inner product.
Eisenstein contribution
In this section we give bounds on
We make use of the reduction maps in the approach that Jonathan Hanke takes to computing local densities in [10] , as well as the explicit formulas of Yang [28] . If p ∤ n and p ∤ N(Q), then
In the event that p|n and p ∤ N(Q) we have
If Q is a quadratic form and p is a prime, we introduce the quantity r p (Q) to measure "how anisotropic" the form Q is at the prime p. Take a Jordan decomposition of Q in the form
where each Q i has unit discriminant and is indecomposible over Z p . If p > 2 this forces Q i to have dimension 1, while if p = 2, we must allow Q i to be equivalent to xy or x 2 + xy + y 2 . Given a vector x, we decompose x = x 1 ⊥ x 2 ⊥ · · · ⊥ x k , and we define
We declare r p (Q) = ∞ if Q is anisotropic at p. We have r p (Q) = 0 if and only if Q is isotropic modulo p. It is easy to see that if r p (Q) is finite, then r p (Q) ≤ ord p (N(Q)). The main result of this section gives three different bounds on β p (n).
Lemma 2. Suppose that Q is a primitive positive-definite quaternary form, n is locally represented by Q and r p (Q) is defined as above.
(1) If n satisfies the strong local solubitility condition for Q, then
(2) If n is primitively locally represented by Q, then
Remark.
A somewhat more detailed analysis shows that when n is primitively locally represented, one has β p (n) ≥ p −⌈ordp(N (Q))/2⌉ (1 − 1/p). In some cases, this bound is superior to the one above, but in the situation where Q is equivalent over Z p to x 2 − ǫy 2 + pz 2 + pǫw 2 , where ǫ p = −1, the bounds are the same for n with ord p (n) = 1.
Before we begin the proof of Lemma 2, we review Hanke's recursive methods to compute β p (n).
To handle the cases that p|N(Q), Hanke divides the solutions to the congruence Q( x) ≡ n (mod p k ) into four classes: good, zero, bad type I, and bad type II.
We consider a Jordan decomposition of Q in the form described above. One says that a solution
. The integer n satisfies the strong local solubitility condition if n is locally represented and there are good type solutions. A solution is of zero type if x ≡ 0 (mod p), and a solution is of bad type if x i ≡ 0 (mod p) for all i with a i = 0, but there is some i with x i ≡ 0 (mod p) and a i ≥ 1. A bad type solution has type I if there is some i so that a i = 1 and x i ≡ 0 (mod p), and has type II if for all i with x i ≡ 0 (mod p), a i ≥ 2.
Hanke gives recursive formulas for the local densities by giving recursive ways to compute good, zero, and bad type solutions. The good type contribution to the density, β The zero type contribution to the density is β
In the case of the bad type solutions, these are related to local densities of n/p and n/p 2 for different forms. In particular, write Q = Q 1 ⊥pQ 2 ⊥p 2 Q 3 where Q 1 , Q 2 and Q 3 are (not necessarily indecomposable) forms whose Jordan decompositions have coefficients that are units in Z p . The bad type I reduction map gives
and the bad type II reduction map gives
Proof of Lemma 2. We first give a lower bound for the contribution from the good type solutions, assuming that some exist. This will prove part 1 of Lemma 2.
Since Q is primitive, dim Q 1 ≥ 1. First, we consider the case that p ∤ n, and in this case all solutions will be good type solutions. If p ∤ 2D(Q), the table on page 363 of [10] shows that
Otherwise, diagonalize Q and let Q 1 be the orthogonal summand consisting of terms whose coefficients are coprime to p. Then, Yang's formula gives
It follows from this that if dim
In the case that p = 2, we simply enumerate all possibilities for the 2-adic Jordan composition of Q mod 8 and compute the local density for each Q and each n ∈ {1, 3, 5, 7}. We find that the minimum positive local density is 1/2. Now suppose that ord p (n) ≥ 1. When we count good type solutions for p > 2, these exist if and only if Q 1 is isotropic mod p, which implies that dim Q 1 ≥ 2. If p ∤ D(Q) and so dim Q 1 = 4 then we have β p (Q; n) ≥ 1 − . If dim Q 1 = 3, then Q 1 = 0 defines a conic in P 2 with a point on it, and the variety Q 1 = 0 over F p is isomorphic to P 1 and so there are p + 1 points on Q 1 = 0 over P 2 . This gives p(p − 1) good type solutions mod p and so β For part 2, good type solutions exist if p ∤ n and this gives β p (n) ≥ 1 − 1/p and β 2 (n) ≥ 1/2. If p|n and there are no good type solutions, there must be bad type I or bad type II solutions. We decompose Q = Q 1 ⊥pQ 2 ⊥p 2 Q 3 . Then in the case of bad type I solutions, we get
However, in the bad type I case, we have solutions x = x 1 ⊥ x 2 ⊥ x 3 with x 2 ≡ 0 (mod p), which gives good type solutions for
If dim Q 1 = 3 and p > 2, then there are good type solutions, and so β p (Q; n) ≥ 1 − 1/p. If p = 2, we have β p (Q ′ ; n/p) ≥ 1/4 and so β p (Q; n) ≥ 1/16.
In the case of bad type II reduction, we prove the claim by induction on ord p (D(Q)). There must be good type solutions or bad type I solutions when ord p (D(Q)) = 0 or 1. If ord p (D(Q)) ≥ 2 and there are no bad type I solutions, then we have
If we let Q ′′ = Q 1 ⊥pQ 2 ⊥Q 3 , we have ord p (D(Q ′′ )) = ord p (D(Q)) − 2 and so we get
when p > 2 and when p = 2 we get
as desired. This proves part 2.
Now we turn to part 3 of the lemma. The claim already follows from part 1 if there are any good type solutions. For the zero and bad type solutions, we prove by induction that if
For the bad type I solutions we have
This doesn't give the desired bound only when dim Q 1 = 3. If dim Q 1 = 3 and p > 2, then Q 1 is isotropic and there are good type solutions and hence β p (Q; n) ≥ 1 − 1/p. In the case that p = 2, we have that Q 1 is either isomorphic to xy⊥az 2 or one of the diagonal forms [14] ). A bad type I solution in this case must be a solution Q( x) = n with Q ∼ = Q 1 ⊥2Q 2 and x 1 ≡ 0 (mod 2) but x 2 ≡ 0 (mod 2). In this situation, it must be that n ≡ 2 (mod 4). However, it is easy to see that each of the possible forms listed above for Q 1 must have β Good 2 (Q 1 , n) > 0 and so in this case we have β 2 (Q, n) ≥ 1/4, which proves the desired result.
For the bad type II solutions we have
Since dim Q 3 ≤ 3, we always get the desired result. In all cases, this proves that β p (Q; n) ≥ (1 − 1/p)p −ordp(n) provided n is locally represented by Q.
for all Q that are isotropic over Q p and locally represent n, by induction on r p (Q).
In the case that r p (Q) = 0, there are good type solutions and the desired result holds.
Suppose that r p (Q) = 1, ord p (n) ≥ 1 and that there are no good type solutions. Then we can decompose Q = Q 1 ⊥pQ 2 ⊥p 2 Q 3 and there is a vector x with Q( x) = 0 with x = x 1 ⊥ x 2 ⊥ x 3 and x 2 ≡ 0 (mod p). This implies that there are bad type I solutions, and the reduction map gives
Suppose that r p (Q) ≥ 2 and n is locally represented. If there are good type solutions, the desired result holds. If there are bad type solutions, then let Q = Q 1 ⊥pQ 2 ⊥p 2 Q 3 . If there are bad type I solutions, we get
If dim Q 1 = 3, then p = 2, Q 1 is anisotropic, ord 2 (n) = 1 and all solutions to Q ′ ≡ n/2 (mod 8) are good type solutions. Hence, β 2 (Q ′ ; n/2) ≥ 1/2 and we get the desired result.
If there are no bad type I solutions, bad type II solutions give
We have dim Q 3 ≥ 1 and so if p > 2 we get
while if p = 2 we get
Finally, consider the case when there are no good type or bad type solutions. This implies that Q( x) = n implies that x ≡ 0 (mod p) and this means that ord p (n) ≤ r p (Q). The bound proven above that β p (n; Q)
. This proves part 3 of the lemma by induction.
Petersson norm bound
As above, let Q be a positive-definite, primitive, quaternary quadratic form, and decompose θ Q (z) = E(z) + C(z). The goal of this section is to prove the following.
Theorem 3. For all ǫ > 0, we have
To do this, we will bound the Petersson norm of θ Q (z)−θ R (z) where Q and R are two quadratic forms that are in the same genus. We have that
is the mass of the genus. Now, using the triangle inequality, we have that
We can write this as
We can decompose this as a sum over cusps a/c (letting w denote the width of the cusp, so w = N gcd (c 2 ,N ) ) and get
We lower the boundary on y to √ 3/2 and get Here f | γ = ∞ n=1 a a/c (n)q n/w . We get cancellation unless n = m and this gives us
At the cost of a factor of 2 we can replace a a/c (n) with the coefficient of θ S at the cusp a/c, for some S ∈ Gen(Q).
In [21] , Scheithauer works out an explicit formula for the Weil representation attached to a quadratic form, which yields explicit formulas for the coefficients of θ S at all cusps. To state this formula, we need some notation. Let S = Theorem 4.7 of [21] gives that the coefficient of q n/w in the Fourier expansion of θ S | γ is
where ξ and ξ β are roots of unity.
This is a lattice that contains L and all the vectors in the count above are contained in T . Let R be 4w times the quadratic form corresponding to T .
Lemma 4. The form R is an integral quadratic form.
It follows that the coefficient of q n/w in θ S | γ is bounded by
Proof. First, we claim that if α ∈ D c * , then 2α ∈ D c . This is because if α ∈ D c * , then the definition gives that for all δ ∈ D c we have cδ 2 /2 + αδ ≡ 0 (mod 1) which implies that cδ 2 +2αδ ≡ 0 (mod 1), or δ, cδ + 2α, δ ≡ 0 (mod 1). Since δ ∈ D c , cδ = 0 and so δ, cδ = 0. . From the definition, we know that N b, b /2 ∈ Z from the definition of the level and so w x, x /2 ∈ Z.
Hence, if x ∈ D c , then wS( x) ∈ Z, while if x ∈ D c * , then 2 x ∈ D c and so 4wS( x) = wS(2 x) ∈ Z. This proves that R is an integral quadratic form.
We have that the discriminant of R is
Putting together the computations above we see that
We rewrite this expression using
3(x/w) dx and get
To estimate this expression, we now need bounds on n≤x r R (n) 2 . We use that
We use the bound
which is given in the proof of Lemma 4.1 of [4] . Here λ max is the largest eigenvalue of the Gram matrix of R.
To bound max n≤x r R (n), we follow the argument given in the answer to MathOverflow question 256576 (by GH from MO). We assume that R is Korkin-Zolotarev reduced. This implies that we can write
where a 1 a 2 a 3 a 4 = R(x, y, z, w) is a binary quadratic polynomial (with coefficients that are polynomial in n). The proof of Lemma 8 in [5] implies that if P = ax 2 + bxy + cy 2 + dx+ ey + f , with b 2 −4ac < 0, then number of solutions to P (x, y) = 0 is at most 6d(|4a(b 2 − 4ac)(4acf + bd
We have that a 3 a 4 ≥
, and this gives r R (n) ≪ n 1+ǫ D(R) −1/4+ǫ + n 1/2 . Combining this bound with the one for n≤x r R (n)
2 , we get
We plug this into the bound on C, C and get
Now, we set u = x/w, so du = dx/w. We use that
The first term above is bounded by N ǫ 1
is much smaller than the third, as |D c | ≤ |D|.
The lemma implies that the second term above
since w ≤ N. The third term above is at most
It follows from this that
This reduces Theorem 3 to Lemma 5.
Proof of Lemma 5. For a given divisor c of N, the number of cusps a/c with denominator c is φ(gcd(c, N/c)), where φ is Euler's totient. Moreover, by the first isomorphism theorem, we have that |D| = |D c ||D c |. We write
Recalling that w = 
. We get then that and
and then only if p|N. Here a(p) is the eigenvalue of the pth Hecke operator acting on f , which is also the pth Fourier coefficient of f . Moreover, g i ,
In general, the space of "translates" of the newform f is isometric to the tensor product of the spaces W p i (f ) for the p i |M/N with the isometry mapping contribution is made to the nth coefficient from f |V (p i ) if i ≥ 1. Using the tensor product isometry, we come to the conclusion that if C(z) = c i h i is an expression for C in terms of the orthonormal basis constructed by Schulze-Pillot and Yenirce, then for gcd(n, N) = 1, the nth coefficient of C(z) is bounded by we get that |a C (n)| ≪ d(n) √ nN 1/2+ǫ C, C 1/2 if gcd(n, N) = 1.
Proof of Theorem 1. In the case that gcd(n, N(Q)) = 1 and n is locally represented, we have that β p (n) ≥ 1 − 1/p and β 2 (n) ≫ 1. This gives a E (n) ≫ n In the case that n satisfies the strong local solubility condition, then Lemma 2 again gives that β p (n) ≥ 1 − 1/p and β 2 (n) ≥ 1/4 and so a E (n) ≫ n 1−ǫ D(Q) −1/2 . We use the general bound |a C (n)| ≪ C, C 1/2 N 1+ǫ d(n) √ n which gives |a C (n)| ≪ max{N(Q) 5/4+ǫ D(Q) 1/8+ǫ , N(Q) 3/2+ǫ }d(n) √ n.
It follows that a E (n) > |a C (n)| if n ≫ max{N(Q) 5/2+ǫ D(Q) 5/4+ǫ , N(Q) 3+ǫ D(Q) 1+ǫ }.
In the case that n is primitively represented by Q, Lemma 2 gives β p (n) ≫ p −ordp(D(Q)/2) (1−1/p) for p|2D(Q). We have β p (n) ≥ 1 − 1/p for p ∤ 2D(Q) which gives a E (n) ≫ n 1−ǫ D(Q) −1−ǫ provided n is primitively locally represented by Q. We use the same bound on |a C (n)| as in the previous case and this gives a E (n) > |a C (n)| if n ≫ max{N(Q) 5/2+ǫ D(Q) 9/4+ǫ , N(Q) 3+ǫ D(Q) 2+ǫ }.
Finally, Lemma 2 implies that if n is locally represented by Q, then either β p (n) ≥ 1 −
or ord p (n) > ord p (N(Q) ). This latter case can only occur if r p (Q) = ∞, namely when Q is anisotropic at p.
If n is locally represented by Q and β p (n) ≥ (1 − 1/p)p −ordp(N (Q)) for all p, then we have
. Using that |a C (n)| ≪ max{N(Q) 5/4+ǫ D(Q) 1/8+ǫ , N(Q) 3/2+ǫ }d(n) √ n we get that n is represented by Q if n ≫ max{N(Q) 9/2+ǫ D(Q) 5/4+ǫ , N(Q) 5+ǫ D(Q) 1+ǫ }.
Hence, if n is larger than this bound, locally represented, but not represented by Q, then we must have ord p (n) > ord p (N(Q)) for some prime p|N(Q) that is an anisotropic prime for Q. This implies that n is p-stable in the terminology of Hanke (see Definition 3.6 of [10] ) and Corollary 3.8.2 implies that r Q (n) = r Q (np 2k ) for any k ≥ 1. Hence, p 2 |n and r Q (np 2k ) = 0 for all k ≥ 1, as desired.
