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Abstract
Weak signal identification and inference are very important in the area of penalized model selection, yet they
are under-developed and not well-studied. Existing inference procedures for penalized estimators are mainly
focused on strong signals. This thesis propose an identification procedure for weak signals in finite samples,
and provide a transition phase in-between noise and strong signal strengths. A new two-step inferential
method is introduced to construct better confidence intervals for the identified weak signals. Both theory
and numerical studies indicate that the proposed method leads to better confidence coverage for weak
signals, compared with those using asymptotic inference. In addition, the proposed method outperforms the
perturbation and bootstrap resampling approaches. The method is illustrated for HIV antiretroviral drug
susceptibility data to identify genetic mutations associated with HIV drug resistance.
We also provide signal’s inference method based on the exact distribution of penalized estimator. The
finite sample distribution is quite different from its asymptotic counterpart, which can be highly non-normal
with a point mass at zero. Numerical studies indicate that the density-based approach works well when true
parameter is moderately large. However, it cannot provide accurate inference when signal is weak.
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Chapter 1
Introduction
1.1 Introduction to penalized model selection
Penalized model selection methods are developed to select variables and estimate coefficients simultaneously,
which is extremely useful in variable selection when the dimension of predictors is very large. It has many
applications in statistical modeling such as biomedical studies, public health, econometric study, social
and environmental sciences. For example, the nationwide Framingham heart study and MESA study are
interested in identifying risk factors which are associated with cardiovascular disease including heart attack
and stroke. The penalized model selection is able to identify a subgroup of risk factors which are associated
with specific diseases, among hundreds of candidate variables. The identified risk factors are incorporated
to build more efficient models to predict the outcome of the disease. This is very important and beneficial
for patients in clinical studies.
One of the main purpose of variable selection is to avoid model over-fitting as the noise variables increase
the dimension of parameter space, and are likely to lead less precision of parameter estimations. Some most
well-known penalized model selection methods include LASSO (Tibshirani, 1996), SCAD (Fan and Li, 2001),
adaptive LASSO (Zou, 2006), MCP (Zhang, 2010), and truncated-L1 penalty method (Shen et al., 2012).
The basic framework for regularized model selection can be formulated as follows under a linear regression
model framework:
y = Xθ + ε,
where y = (y1, · · · , yn)T is a response variable, X = (X1, · · · ,Xp) is a n × p design matrix with p < n,
θ = (θ1, θ2, · · · , θp)T , and ε ∼ N(0, σ2In). Throughout the entire chapter we assume that all covariates are
standardized with XTj Xj = n for j = 1, · · · , p.
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The penalized least square estimator is the minimizer of the penalized least square function:
L(θ) =
1
2n
‖y −Xθ‖2 +
p∑
j=1
pλ(|θj |), (1.1)
where ‖ · ‖ is the Euclidean norm and pλ(·) is a penalty function controlled by a tuning parameter λ. For
example, the adaptive LASSO penalty proposed by Zou (2006) has the following form:
pALASSO,λ(θ) = λ
|θ|
|θˆLS | ,
where θ is a component of θ, and θˆLS is the least-square estimator of θ. Similarly, the SCAD penalty
proposed by Fan and Li (2001) has the following form:
pSCAD,λ(θ) =

λ|θ|, when |θ| ≤ λ;
− |θ|2−2aλ|θ|+λ22(a−1) , when λ < |θ| ≤ aλ;
(a+1)λ2
2 , when |θ| > aλ,
where a usually takes the value of 3.7.
The penalized least square estimator θ̂ is obtained by minimizing (1.1) given a λ, where the best λ can
be selected through k-fold cross validation, generalized cross-validation (GCV) (Fan and Li 2001) or the
Bayesian information criterion (BIC) (Wang et al., 2007).
A desirable penalized estimators have the following properties: unbiasedness, sparsity and the oracle
property. Unbiasedness indicates that the model parameters can be estimated nearly unbiasedly, especially
when the true coefficient is sufficiently large. Sparsity refers that the model selection procedure can auto-
matically set noise coefficients to be zero, and reduces model complexity. The oracle property consists of
two parts: model selection consistency and asymptotic normality (Fan and Li, 2001; Huang and Xie, 2007).
Model selection consistency implies that the selection procedure can successfully distinguish useful features
from noises, where the true zero coefficients are estimated to zero with probability approaching 1 when the
sample size is large. The asymptotic normality indicates that the estimators of true non-zero coefficients are
normally distributed asymptotically. That is, the oracle estimators have the same asymptotic distribution
as they would have, if the zero coefficients are eliminated in advance.
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Under the orthogonal designed matrix X, the adaptive LASSO estimator has an explicit expression:
θˆALASSO =
(
|θˆLS | − λ|θˆLS |
)
+
sgn(θˆLS), (1.2)
where + takes a positive value of a function. The SCAD estimator has a slightly more complicated explicit
expression:
θˆSCAD =

(|θˆLS | − λ)+sgn(θˆLS) |θˆLS | ≤ 2λ
(a−1)θˆLS−aλsgn(θˆLS)
a−2 2λ ≤ |θˆLS | ≤ aλ
θˆLS |θˆLS | ≥ aλ.
(1.3)
In this thesis, we mainly focus on the properties of the adaptive LASSO estimator, although our method
can be extended to other penalized estimators.
Define the active and null sets as A = {j : θj 6= 0}, Ac = {j : θj = 0}, and the estimated active and null
sets as An = {j : θˆj 6= 0}, Acn = {j : θˆj = 0}. The regularized estimates θ̂ enjoys oracle properties if we
choose tuning parameter λ under certain conditions. That is, if the tuning parameter λn satisfies conditions
of
√
nλn → 0, nλn →∞, then the adaptive LASSO estimator has oracle properties such that An = A with
probability tending to 1 as n goes to infinity. This indicates that the adaptive LASSO is able to successfully
classify model parameters into two groups, A and Ac, if the sample size is large enough.
In addition, the adaptive LASSO has the following asymptotic normality:
√
n(I(θA) + Ω)
{
θˆA − θA + (I(θA) + Ω)−1b
}
→ N {0, I(θA)} .
where Ω = diag
{
p
′′
λ(|θ1|), · · · , p
′′
λ(|θq|)
}
, b = (p
′
λ(|θ1|)sgn(θ1), · · · , p
′
λ(|θ1|)sgn(θq))T and the term Ω con-
verges to 0 if the sample size goes to infinity.
Specifically, the estimated bias and covariance to nonzero components of θ̂An are given by:
bˆ(θ̂An) = (
1
n
XTAnXAn + Ω)
−1(p
′
λ(|θˆ1|)sgn(|θˆ1|), · · · , p
′
λ(|θˆq|)sgn(|θˆq|))T , (1.4)
and
Ĉov(θ̂An) =
{
XTAnXAn + nΩ
}−1
XTAnXAn
{
XTAnXAn + nΩ
}−1
σ̂2, (1.5)
where the covariance term has a sandwich form. The bias formula and the sandwich formula are effective
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to compute the bias and covariance for all nonzero components of penalized estimator θ̂, especially for large
coefficients.
1.2 Review on signal’s inference in penalized model selection
In this section, we review several approaches of parameter inference under the penalized model selection
framework.
Section 1.1 indicates that we can construct a bias-corrected confidence interval based on (1.4) and (1.5).
The finite sample performance of the asymptotic-based inference method relies on the magnitude of coeffi-
cient. It performs well only when the model coefficient are large since formula (1.5) might underestimate
the estimator’s standard deviation when the coefficient is small. Therefore, there exists a gap between finite
sample behavior and the asymptotic properties in section 1.1.
We use the following simulation study to illustrate this point. We generate 1000 dataset from a model
y = Xθ + ε,θ = (1, 0.2, 0, 0, 0, 0)T , where n = 100, σ = 1, Xi ∼ N(0, 1) for i = 1, · · · , 6, and the covariates
are orthogonal, i.e., cor(Xi,Xj) = 0. For each simulation, the adaptive LASSO estimator is used to select
variables and estimate parameters, and the tuning parameter λ is selected based on the BIC. The simulation
results are summarized in Table 1.1. When the coefficient is sufficiently large such as θ1 = 1, the finite
sample behavior of the adaptive LASSO estimator is consistent with the estimator based on the asymptotic
property. This is reflected by that the detection power of selecting a true signal is 100%, the standard error
calculated based on sandwich formula (0.094) is quite close to the empirical standard error (0.103), and the
coverage rate based on the asymptotic confidence interval is also close to 95%. However, these desirable
features no longer hold for a small coefficient such as θ2 = 0.2. Specifically, the adaptive LASSO shrinks
θ2 to be 0 with 61% of time. In addition, the parameter estimation for θ2 is biased and the standard error
calculated by the asymptotic formula is underestimated. This motivating example indicates that the finite
sample behavior of the penalized estimator cannot be captured by the asymptotic theory fully, especially
when the magnitude of model parameter is small.
Table 1.1: The adaptive LASSO estimator, standard errors (SE), true positive rate and confidence interval
coverage rate(CR)
θˆ SETrue(θˆ) SEAsym(θˆ) CR (95% CIAsym) TPR
θ1 = 1 1.000 0.113 0.094 94.0% 1
θ2 = 0.2 0.161 0.103 0.045 73.5% 0.389
SEAsym and CR are calculated based on averaging over a subset when the coefficient is selected
Another common approach for parameter inference is the bootstrap method. The regular bootstrap
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quantile confidence interval with 1− α coverage is:
[
θˆ∗α/2, θˆ
∗
1−α/2
]
,
and the standard 1− α-level confidence interval is:
[
θˆ − zα/2σˆ∗, θˆ + zα/2σˆ∗
]
,
where θˆ∗α/2, θˆ
∗
1−α/2 and σˆ
∗ are the α/2 quantile, 1− α/2 quantile of the bootstrap estimators and standard
deviation based on bootstrap resampling, respectively. However, the penalized model introduces a shrinkage
effect and leads to a bias estimator of θ. Therefore, these two types of confidence intervals can be unreliable,
especially when the coefficient is small.
The m out of n subsampling bootstrap method has been proposed as a remedy when standard bootstrap
fails (Politis and Romero, 1994). It applies bootstrap samples with size m, where m → ∞ and m/n → 0.
Bickel et al. (1997) show that m out of n bootstrap method can perform well when standard bootstrap meth-
ods fail. Another advantage of the subsampling technique is that it reduces computational cost, especially
when the sample size is large. Recently, Efron (2013) proposes a smooth bootstrap procedure which takes
model selection into account. The new bootstrap confidence interval is centered at the smoothing average
based on the resampling with a new standard error calculation for the smooth estimator. The confidence
interval constructed based on the smoothed estimator has better asymptotic properties.
A more recent work by Minnier et al. (2012) introduces a perturbation resampling method which draws
inference for the regularized estimators. In each resampling, the perturbation estimator is a minimizer of a
perturbed version of objective function. More specifically, suppose G = {G1, · · · , Gn} is a set of i.i.d positive
random variables, where Gi satisfies E(Gi) = 1, V ar(Gi) = 1 (e.g.: Gi ∼ Exp(1)), then the perturbed
objective function equals
L∗(θ) =
1
2n
n∑
i=1
(yi − xiθ)2Gi +
p∑
j=1
p′λ(|θˆ∗,LSj |)|θj |, (1.6)
where xi is the ith row of X, θˆ
∗,LS
j is the jth component of θ̂
∗,LS , and θ̂∗,LS is obtained based on
θ̂∗,LS = argminθ
{
1
2n
n∑
i=1
(yi − xiθ)2Gi
}
.
The perturbation estimator is the minimizer of (1.6), and is denoted as θ˜∗. Minnier et al. (2012) show that
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P (θ˜∗Ac = 0)→ 1, and the limiting distribution of
√
n(θ˜∗A − θ̂A) is the same as
√
n(θ̂A − θA) given the data.
Here A is the active set of non-zero coefficients of θ, θ̂ is the minimizer of (1.1), and θ̂A is the penalized
estimator for non-zero coefficients. Based on the fact that θ̂A follows a normal distribution, and the non-
active set estimator tends to zero with the probability approaching to 1. Combining both,
√
n(θ˜∗ − θ̂) and
√
n(θ̂ − θ) have the same limiting distribution. This provides the construction of confidence regions for θ.
In addition, Minnier et al. (2012) show that the perturbation method can provide more accurate confidence
region, compared with the inference based on the asymptotic distribution. In addition, the perturbation
method performs well even when the covariates are moderately correlated.
Recently, Potscher and Leeb (2009), Potscher and Schneider (2009) and Potscher and Schneider (2010)
develop an alternative method through density estimation of the penalized estimator for confidence intervals
construction when covariates are orthogonal-designed. They show that the distributions of the LASSO-
type estimators, such as LASSO, adaptive LASSO and SCAD estimator, are highly non-normal under finite
samples, and estimating their distributions becomes nonfeasible when the true coefficient is in magnitude of
n−1/2. Their theory development for the distribution of the penalized estimator relies on the true parameter,
and therefore is difficult to apply in practice since true information is unknown.
1.3 Review on weak signal in penalized model selection
In general, identification and inference for weak signal coefficients play an important role in scientific discov-
ery. A extreme argument is that all useful signals are weak (Donoho and Jin, 2008), where each individual
weak signal might not contribute significantly to a model’s prediction, but the weak signals combined to-
gether could have significant influence to predict a model. In addition, even though some variables do not
have strong signal strength, they might still need to be included in the model by design or by scientific
importance.
An underlying sufficient condition for successful model selection is that all nonzero parameters should
be greater than a uniform signal strength, which is proportional to σ/
√
n (Fan and Li, 2001). In other
words, signal strength within a noise level Cσ/
√
n should not be detected through a regularized procedure.
However, due to an uncertain scale for the constant C, the absolute boundary between noise and signal level
is unclear. Therefore, it is important to define a more informative signal magnitude which is applicable in
finite samples.
Established asymptotic theory mainly targets strong-signal coefficient estimators. When signal strength
is weak, existing penalized methods are more likely to shrink the coefficient estimator to be 0, and no
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inference can be provided based on asymptotics. Moreover, even if a weak signal is selected in the model
selection procedure, inference of weak-signal parameters in finite samples is not valid based on the asymptotic
theory. For instance, the diagonal term of (1.5) underestimates the estimator’s true standard error, which
leads to an under-coverage confidence interval for small coefficient. For finite samples, the inference of the
weak signals is still lacking in the current literature.
Standard bootstrap methods are not applicable when the parameter is close to zero (Knight and Fu,
2000). Andrews (2000) shows that standard bootstrap is inconsistency in some situations, especially when
the true parameter is close to zero. When the true parameter is zero, the bootstrap is not asymptotically
correct to the first order and it provides over-coverage confidence interval. More generally, the standard
bootstrap method is not applicable to boundary problems, and the boundary is in order of n−1/2 in some
standard hypothesis testing problem. Even if m out of n bootstrap provides better inference compared with
its standard counterpart, its performance remains poor for small model parameter.
Studies on weak signal identification and inference are quite limited. Among these few studies, Jin et al.
(2014) propose a two-step graphlet screening method in high-dimensional variable selection, where all the
useful features are assumed to be rare and weak. Their variable selection criterion is measured by Hamming
distance, which is quite different from the measurement criterion for strong signal detection in a regular
model selection framework. Therefore, whether the selection procedure possesses the oracle property or not
is not a concern in their study. In addition, their work mainly focuses on signal detection, not on parameter
inference.
Zhang and Zhang (2014) develop a projection approach which projects a high-dimensional model to a
low-dimensional problem and construct confidence intervals for regression coefficients. The low dimensional
projection approach is quite different from the existing variable selection, thus their inference method is not
applicable for the penalized estimator. The recent perturbation resampling method (Minnier, Tian and Cai,
2012) is proposed to draw inference for regularized estimators. However, their approach is more suitable for
relatively strong signal rather than weak signal inference. In addition, the perturbation method tends to
produce an under-coverage confidence interval when a coefficient is small.
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Chapter 2
Weak Signal Identification and
Inference in Penalized Model
Selection
In this chapter, we propose an identification procedure for weak signals, and provide a weak signal interval
in-between noise and strong signal strengths, where the weak signal range is defined based on the signal’s
detectability under the penalized model selection framework. In addition, we propose a new two-step in-
ferential method to construct better inference for the weak signals. In theory, we investigate finite sample
behavior for weak signal inference, and show that our two-step procedure guarantees that the confidence
interval reaches an accurate coverage rate under regularity conditions. Our numerical studies also confirm
that the proposed method leads to better confidence coverage for weak signals, compared to existing meth-
ods based on asymptotic inference, perturbation methods and bootstrap resampling approaches (Efron and
Tibshirani, 1993; Efron, 2013). We mainly focus on the adaptive LASSO estimator as an illustration for
penalized estimators. Our method, however, is also applicable for other appropriate penalized estimators.
The chapter is organized as follows. In Section 2.1.1, we propose weak signal definition and identification.
The two-step inference procedure and its theoretical property for finite samples are illustrated in Section
2.1.3. In Section 2.3, we evaluate finite sample performance of the proposed method and compare it to other
available approaches, and apply these methods for an HIV drug resistance data example. The last section
provides a brief summary and discussion.
2.1 Methodology
2.1.1 Weak signal definition
The uniform signal strength required for good asymptotic property does not provide much information in
finite sample practice. Therefore, it is more important to define a more informative signal magnitude which
is applicable in finite samples. This motivates us to define a transition phase in-between noise level and
strong-signal level. In the following, we propose three phases corresponding to noise, weak signal and strong
signal, where three different levels are defined based on low, moderate and high detectability of signals,
respectively.
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Suppose a model contains both strong and weak signals. Without loss of generality, the parameter vector
θ consists of three components: θ = (Θ(S),Θ(W ),Θ(N))T , where Θ(S),Θ(W ) and Θ(N) represent strong-
signal, weak-signal and noise coefficients. We introduce a degree of detectability to measure different signal
strength levels as follows.
For any given penalized model selection method, we define Pd as a probability of selecting an individual
variable. For example, for the LASSO approach in (1.2), Pd has an explicit form of θ function given n, σ
and λ:
Pd(θ) = P (θˆALASSO 6= 0|θ) = Φ(θ −
√
λ
σ/
√
n
) + Φ(
−θ −√λ
σ/
√
n
). (2.1)
Clearly, Pd(θ) is a symmetric function, and Pd(θ) → 0 for θ = 0, Pd(θ) → 1 for any θ 6= 0, as n → ∞. For
finite samples, Pd(θ) is an increasing function of |θ|, and measures the detectability of a signal coefficient,
which serves as a good indicator of signal strength such that a stronger signal leads to a larger Pd and vice
versa.
In the following, we define a strong signal if Pd is close to 1, a noise variable if Pd is close to 0, and a
weak signal if a signal strength is in-between strong and noise levels. Specifically, suppose there are two
threshold probabilities, γs and γw derived from Pd, the three signal-strength levels are defined as:
θ ∈ Θ(S) if Pd > γs
θ ∈ Θ(W ) if γw < Pd ≤ γs
θ ∈ Θ(N) if Pd ≤ γw,
(2.2)
where τ0  γw < γs  1, and τ0 = minθ Pd(θ) = 2Φ(−
√
nλ
σ ) can be viewed as a false-positive rate of model
selection. Theoretically τ0 → 0 when n → ∞ for consistent model selection. In finite samples, τ0 does not
need to be 0, but close to 0.
To see the connection between signal detectability Pd and signal strength, we let ν
γ be a positive solution
of Pd = γ in (2.1):
γ = Φ(
νγ −√λ
σ/
√
n
) + Φ(
−νγ −√λ
σ/
√
n
). (2.3)
It can be shown that νγ is an increasing function of γ. In addition, if the two positive threshold values
νs and νw are solutions of equation (2.3) corresponding to γ = γs and γw, then the definition in (2.2) is
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equivalent to

θ ∈ Θ(S) if |θ| > νs
θ ∈ Θ(W ) if νw < |θ| ≤ νs
θ ∈ Θ(N) if |θ| ≤ νw.
(2.4)
Figure 2.1 also illustrates a connection between definition (2.2) and definition (2.4).
The following lemma provides selections of γs and γw, which is useful to differentiate weak signals from
noise variables. Lemma 1 also infers the order of weak signals, given both γs and γw are bounded away from
0 and 1.
Lemma 2.1.1 (Selection of γs and γw) If assumptions of
√
nλn → 0, nλn → ∞ are satisfied, and if the
threshold values of detectability γw and γs corresponding to the lower bounds of weak and strong signals
satisfy:
max
{
, 2Φ(−
√
nλn
σ
)
}
< γw < γs < 1− ,
where  is a small positive value; then for any γ in the weak signal range (γw, γs), we have νγ/
√
λn → 1.
Although Lemma 2.1.1 implies that ν within the weak signal range converges to zero asymptotically, the
weak signal and noise variables have different orders. Specifically, Lemma 1 indicates that if the regularity
condition nλn → ∞ is satisfied, then a weak signal goes to zero more slowly than a noise variable. This is
due to the fact that the weak signal has the same order as
√
λn, which goes to zero more slowly than the
order of noise level n−1/2. To simplify notation, the tuning parameter λn is denoted as λ throughout the
rest of the paper.
The definitions in (2.2) and (2.4) are particularly meaningful in finite samples since νγ depends on n, λ, σ
and γ. That is, the weak signals are relative and depend on the sample size, the signal to noise ratio, and
the tuning parameter selection. In other words, weak signals Θ(W ) might be asymptotically trivial since the
three levels automatically degenerate into two levels: zero and nonzero coefficients. However, weak signals
should not be ignored in finite samples and serve as a transition phase between noise variables Θ(N) and
strong signals Θ(S).
2.1.2 Weak signal identification
In this section we discuss how to identify weak signals more specifically. We propose a two-step procedure to
recover possible weak signals which might be missed in a standard model selection procedure, and distinguish
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weak signals from strong signals.
The key component of the proposed procedure is to utilize the estimated probability of detection P̂d.
Since the true information of parameter θ is unknown, Pd cannot be calculated directly using (2.1). We
propose to estimate Pd by plugging in the least-square estimator θˆLS in (2.1). The expectation of the
estimator P̂d remains an increasing function of |θ|. That is,
P̂d = Φ(
θˆLS −
√
λ
σ/
√
n
) + Φ(
−θˆLS −
√
λ
σ/
√
n
), (2.5)
and
E(P̂d) = Φ(
√
n√
2σ
(θ −
√
λ))− Φ(−
√
n√
2σ
(θ +
√
λ)).
In the following, the weak signal is identified through replacing Pd, (γ
w, νw) and (γs, νs) in (2.2) by
P̂d, (γ1, ν1) and (γ2, ν2), where (γ1, ν1) and (γ2, ν2) satisfy equation (2.3). We denote the identified noise,
weak and strong parameter spaces as
(
Θ̂(N), Θ̂(W ), Θ̂(S)
)
, where Θ̂(N) =
{
θ : |θˆLS | ≤ ν1
}
, Θ̂(W ) ={
θ : ν1 < |θˆLS | ≤ ν2
}
, and Θ̂(S) =
{
θ : |θˆLS | > ν2
}
. The details of selecting ν1 and ν2 are given below.
Note that in finite samples, there is no ideal threshold value ν1 which can separate signal variables and
noise variables perfectly, as there is a trade-off between recovering weak signals and including noise variables.
Here ν1 is selected to control a signal’s false-positive rate τ . Specifically, ν1 = zτ/2
σ√
n
for any given tolerant
false-positive rate τ since it can be shown that P (θ /∈ Θ̂(N)|θ = 0) = τ, see Lemma 2.7.1 in the supplement.
Here we choose the false-positive rate τ to be larger than the τ0, since we intend to recover most of the
weak signals. This is very different from standard model selection which mainly focuses on model selection
consistency, but neglects detection of weak signals.
The low threshold value ν2 for strong signals is selected to ensure that a strong signal can be identified
with high probability. We choose ν2 =
√
λ + zα/2
σ√
n
, and it can be verified that the estimated detection
rate P̂d for any identified strong signal stays above 1− α. In fact, based on (2.5), P̂d satisfies the inequality
Pd > E(P̂d) when the true signal is strong. Figure 2.2 illustrates the relationship between Pd and E(P̂d).
Therefore there is a high probability that the true detection rate Pd is larger than 1− α when P̂d > 1− α.
In summary, the main focus of weak signal identification is to recover weak signals as much as possible,
at the cost of having a false-positive rate τ in finite samples. This is in contrast to standard model selection
procedures which emphasize consistent model selection with a close-to-zero false-positive rate, but at the
cost of not selecting most weak signals.
To better understand the difference and connection between the proposed weak signal identification
procedure and the standard model selection procedure, we provide Figure 2.3 for illustration. Let Pd,0(θ)
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(dashed line) and Pd,1(θ) (dotted line) denote the probabilities of selecting θ in the standard model selection
and the proposed weak signal identification, respectively, where Pd,0(θ) = P (|θˆLS | >
√
λ), and Pd,1(θ) =
P (ν1 < |θˆLS | <
√
λ). Then the total selection probability Pd,2(θ) (solid line) for the proposed method is
Pd,2(θ) = Pd,0(θ) +Pd,1(θ) = P (|θˆLS | > ν1). Figure 2.3 indicates that the proposed procedure recovers weak
signals better than the standard model selection procedure, but at a cost of a small false-positive rate of
including some noise variables. These two procedures have similar detection power for strong signals.
2.1.3 Weak signal inference
In this section, we propose a two-step inference procedure which consists of an asymptotic-based confidence
interval for strong signals, and a least-square confidence interval for the identified weak signals.
The asymptotic-based inference method has been developed for the SCAD estimator (Fan and Li, 2001).
Zou (2006) also provides the asymptotic distribution of the adaptive LASSO estimator θ̂An for nonzero
parameters, where An = {1, 2, · · · , q}. In finite samples, the adaptive LASSO estimator θ̂An is biased due
to the shrinkage estimation. The bias term of θ̂An and the covariance matrix estimator of θ̂An are given by
bˆ(θ̂An) = (
1
n
XTAnXAn + Ω)
−1(p
′
λ(|θˆ1|)sgn(|θˆ1|), · · · , p
′
λ(|θˆq|)sgn(|θˆq|))T , (2.6)
and
Ĉov(θ̂An) =
{
XTAnXAn + nΩ
}−1
XTAnXAn
{
XTAnXAn + nΩ
}−1
σ̂2, (2.7)
where Ω = diag
{
wˆ1
|θˆ1| , · · · ,
wˆq
|θˆq|
}
, and wˆi = 1/|θˆLS,i|. Although the bias term is asymptotically negligible, it
is important to correct the biased term to get more accurate confidence intervals in finite samples. That is,
for any strong signal in Θ̂(S), a 100(1− α)% confidence interval can be constructed as
θˆ + bˆAL ± zα/2σˆAL, (2.8)
where bˆAL and σˆAL are the corresponding biased component in (2.6) and the square root of the diagonal
variance component in (2.7).
The above inference procedure performs well for strong signals (Fan and Li, 2001; Zou, 2006; Huang and
Xie, 2007). However, this procedure does not apply well to weak signals. This is because weak signals are
often missed in standard model selection procedures, and therefore there is no confidence interval constructed
for any estimator shrunk to 0. Moreover, even if a weak signal is selected, the variance estimator in (2.7)
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tends to underestimate its true standard error, and consequently the confidence interval based on (2.8) is
under-covered. Here we propose an alternative confidence interval for a weak signal in Θ̂(W ) by utilizing
the least-square information as follows.
The proposed inference for weak signals is motivated in that the bias-corrected confidence interval in (2.8)
is close to the least-square confidence interval when a signal is strong. Therefore it is natural to construct a
least-square confidence interval for a weak signal to solve the problem of excessive shrinkage for weak signal
estimators. We construct a 100(1− α)% least-square confidence interval for an identified weak signal as
θˆLS ± zα/2σˆLS , (2.9)
where θˆLS and σˆLS are the components of the least-square estimator and the square root of the diagonal
component of the covariance matrix estimator:
θ̂LS = (X
TX)−1XTy,
Ĉov(θ̂LS) = (X
TX)−1σ̂2.
Combining (2.8) and (2.9), we provide a two-step confidence interval for any detected signal coefficient
as the following:
{
θˆ + bˆLS ± zα/2σˆLS
}
1{θ∈Θ̂(W )} +
{
θˆ + bˆAL ± zα/2σˆAL
}
1{θ∈Θ̂(S)}. (2.10)
Here we propose different confidence interval constructions for weak and strong signals, and the proposed
inference is a mixed procedure combining (2.8) and (2.9). Our inference procedure performs similarly to
the asymptotic inference for strong signals, but outperforms the existing inference procedures in that the
proposed confidence interval provides more accurate coverage for weak signals. Note that if a signal strength
is too weak, neither existing methods nor our method can provide reasonably good inferences. Nevertheless,
our method still provides a better inference than the asymptotic-based method across all signal levels.
2.2 Theoretical results
In this section, we establish finite sample theory on coverage rate for the proposed two-step inference method,
and compare it with the coverage rate of the asymptotic-based inference method. The asymptotic properties
for penalized estimators have been investigated by Fan and Li (2001), Fan and Peng (2004), Zou (2006),
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Zou and Li (2008) and many others. When the sample size is sufficiently large and the signal strength is
strong, the asymptotic inference is quite accurate in capturing the information of the penalized estimators.
For instance, the covariance estimator of the penalized estimates in (2.7) is a consistent estimator (Fan and
Peng, 2004). However, the sandwich estimator of the covariance only performs well for strong signals, not
for weak signals in finite samples. Therefore, it is important to investigate the finite sample property of the
penalized estimator, and especially the weak signal estimators for the proposed method.
We construct the exact coverage rates of the 100(1− α)% confidence intervals for the proposed method
and the asymptotic method when the sample size is finite. The derivation for finite sample theory is very
different from the asymptotic theory. In addition, since the coverage rate function is not monotonic, we need
to compare the difference of the two coverage rates piece-wisely.
Given a confidence level parameter α, the following regularity conditions are required for selecting the
false-positive rate τ :
(C1) τ ≥ α,
(C2) α+τ2 < Φ(− 12zα/2), which is equivalent to τ < 2Φ(− 12zα/2)− α.
Condition (C1) is to ensure that the second step of the proposed method is able to identify weak signals.
Condition (C2) provides a range of τ, so the false positive-rate is not too large. In addition, we also assume
that λ satisfies the criterion:
√
λ ≥ zα/2 σ√
n
. (2.11)
The criterion in (2.11) implies that our focus is the case when
√
λ ≥ zα/2 σ√n , where excessive shrinkage
might affect weak signal selection. It can be verified that α ≥ τ0 if λ is in this range, and this guarantees
that τ > τ0.
In the following, for any parameter θ and parameter ν associated with a different level of tuning, we
introduce three probability functions, Ps, CRa and CRb as follows. Let Ps be the detection power of θ:
Ps(θ, ν) = Φ(
θ − ν
σ/
√
n
) + Φ(
−θ − ν
σ/
√
n
).
We define CRa as the coverage probability based on the asymptotic inference approach when |θˆLS | is larger
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than ν:
CRa(θ, ν) =

{
Ps(θ, ν)− 2Φ(−zα/2 σ˜(θ)σ )
}
·I{
ν≤zα/2 σ˜(θ)√n
} if |θ| ≤ |ν − zα/2 σ˜(θ)√n |
Φ(zα/2
σ˜(θ)
σ )− Φ(
√
n(ν−θ)
σ ) if |ν − zα/2 σ˜(θ)√n | ≤ |θ| ≤ ν + zα/2
σ˜(θ)√
n
1− 2Φ(−zα/2 σ˜(θ)σ ) if |θ| > ν + zα/2 σ˜(θ)√n ,
where σ˜(θ) = (1 + λθ2 )
−1σ; and CRb is the coverage probability based on the least-square confidence interval
when |θˆLS | is larger than ν:
CRb(θ, ν) =

{Ps(θ, ν)− α} · I{ν≤zα/2 σ√n} if |θ| ≤ |ν − zα/2 σ√n |
1− α2 − Φ(
√
n(ν−θ)
σ ) if |ν − zα/2 σ√n | ≤ |θ| ≤ ν + zα/2 σ√n
1− α if |θ| > ν + zα/2 σ√n .
The explicit expressions of coverage rates based on the asymptotic and the proposed two-step methods
are provided in the following lemma.
Lemma 2.2.1 Suppose n, σ and tuning parameter λ are given, the coverage rate CR1(θ) of the 100(1−α)%
confidence interval for any coefficient θ based on the asymptotic inference is
CR1(θ) =
CRa(θ, ν0)
Ps(θ, ν0)
, (2.12)
where ν0 =
√
λ. Given any τ , the coverage rate CR(θ) of the 100(1 − α)% confidence interval for any
coefficient θ using the proposed two-step inference method is given by:
CR(θ) =
CRb(θ, ν1) + CRa(θ, ν2)− CRb(θ, ν2)
Ps(θ, ν1)
, (2.13)
where ν0 =
√
λ, ν1 = zτ/2
σ√
n
, and ν2 =
√
λ+ zα/2
σ√
n
.
The derivations of CR1(θ) and CR(θ) are provided in the proof of Lemma 2.2.1 in the supplement. In
fact, CR1(θ) is the conditional coverage probability based on the asymptotic confidence interval, given that θ
is selected using tuning parameter λ. Similarly, CR(θ) is the conditional coverage probability of the proposed
confidence interval in (2.10), given that θ is selected based on the two-step procedure. The expression of
CR(θ) in (2.13) can be interpreted as the summation of two sub-components, where the first component
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CRb(θ,ν1)−CRb(θ,ν2)
Ps(θ,ν1)
, corresponds to the conditional coverage probability of the least-square confidence interval
when ν1 < |θˆLS | < ν2, and the second component CRa(θ,ν2)Ps(θ,ν1) , is the conditional coverage probability of the
asymptotic-based confidence interval when |θˆLS | > ν2.
In addition, we show in the supplement that both CR1(θ) and CR(θ) are piece-wise smooth functions,
and require one to compare two coverage rates at each interval separately. We introduce the boundary points
associated with CR1(θ) and CR(θ) as follows. Let c1, c2, c3 and c4 be the solutions of θ =
√
λ− zα/2 σ˜(θ)√n ,
θ =
√
λ + zα/2
σ˜(θ)√
n
, θ =
√
λ + zα/2
σ√
n
− zα/2 σ˜(θ)√n , and θ =
√
λ + zα/2
σ√
n
+ zα/2
σ˜(θ)√
n
, respectively. Here c1
and c2 are the boundary points of piece-wise intervals for CR1(θ) in (2.12), and c3 and c4 are the boundary
points of piece-wise intervals for CR(θ) in (2.13). It can be shown that the orders of c1, c2, c3 and c4 satisfy
c1 < c3 < c2 < c4. More specific ranges for c1, c2, c3 and c4 are provided in Lemma 2.7.2 of the supplement.
Since there are no explicit solutions for these boundary points, we rely on the orders of these boundary
points to examine the difference between CR1(θ) and CR(θ).
In the following, we define ∆(θ) = CR(θ)−CR1(θ) as a difference function between CR(θ) and CR1(θ).
Theorem 2.2.1 and Theorem 2.2.2 provide the uniform low bounds of ∆(θ) for different ranges of λ when
zα/2
σ√
n
≤ √λ < (zα/2 + zτ/2) σ√n and
√
λ ≥ (zα/2 + zτ/2) σ√n . The mathematical details of the proofs are
provided in section 2.7.
Theorem 2.2.1 Under conditions (C1)-(C2), if λ satisfies zα/2
σ√
n
<
√
λ < (zα/2 + zτ/2)
σ√
n
, the piece-wise
lower bounds for ∆(θ) are provided as follows:
(a) when θ ∈ [0, c1] , ∆(θ) ≥ 1− ατ > 0;
(b) when θ ∈ [c1, ν0] , ∆(θ) ≥ 21+α − 2Φ( 12zα/2) > 0;
(c) when θ ∈ [ν0,+∞) , ∆(θ) satisfies either ∆(θ) ≥ 0 or −α2 < ∆(θ) < 0.
In addition, a more specific lower bound for ∆(θ) on [ν0,+∞) is given by:
∆(θ) ≥

−4(1− α2 )Φ(− 32zα/2) if θ ∈ [ν0,min {ν3, c3}]
See Table 2.1 if θ ∈ [min {ν3, c3} ,max {ν3, c2}]
− 4(1−α)(2−α)2 Φ(−2zα/2)− α(1−α)2−α if θ ∈ [max {ν3, c2} , c4]
−(1− α)Φ(− 32 zα/2)
Φ( 32 zα/2)
2 if θ ∈ [c4, ν4]
−(1− α)Φ(−2zα/2)Φ(2zα/2)2 if θ ∈ [ν4,∞) ,
where ν3 = (zα/2 + zτ/2)
σ√
n
, and ν4 =
√
λ + 2zα/2
σ√
n
. Table 2.1 provides the lower bounds for ∆(θ) on
interval [min {ν3, c3} ,max {ν3, c2}] under three cases.
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Table 2.1: Specific bounds of ∆(θ) on interval [min {ν3, c3} ,max {ν3, c2}]
case 1: θ ∈ [c3, ν3] θ ∈ [ν3, c2]
c3 < ν3 < c2 −2Φ(− 32zα/2) − 4(1−α)(2−α)2 Φ(−2zα/2)− α(1−α)2−α
case 2: θ ∈ [c3, c2] θ ∈ [c2, ν3]
c3 < c2 < ν3 −2(1− α)Φ(− 32zα/2) − 1−α[Φ( 12 zα/2)]2 Φ(−2zα/2)
case 3: θ ∈ [ν3, c2]
ν3 < c3 < c2 −α2
Theorem 2.2.2 Under conditions (C1)-(C2), if λ satisfies
√
λ ≥ (zα/2 + zτ/2) σ√n , the lower bounds for
∆(θ) are provided as follows:
(a) when θ ∈ [0,min {ν3, c1}] , ∆(θ) ≥ 1− ατ > 0;
(b) when θ ∈ [min {ν3, c1} , ν0] , see Table 2.2;
(c) when θ ∈ [ν0,+∞) , ∆(θ) ≥ 0 or −α2 < ∆(θ) < 0.
Table 2.2: Specific bounds of ∆(θ) on interval [min {ν3, c1} , ν0]
case 4: θ ∈ [ν3, ν0]
ν3 < c1 2− α− 2Φ( 12zα/2)
case 5: θ ∈ [c1, ν3] θ ∈ [ν3, ν0]
c1 < ν3 Φ(− 12zα/2)− α2 2− α− 2Φ( 12zα/2)
Theorem 2.2.1 and Theorem 2.2.2 indicate that the proposed method outperforms the asymptotic-based
method, with a uniform lower bound for ∆(θ) when θ ∈ [0, ν0]. More specifically, the lower bound of ∆(θ)
depends on α and τ for case (i) (θ ∈ [0, c1]) in Theorem 2.2.1 and case (i) (θ ∈ [0,min {ν3, c1}]) in Theorem
2.2.2. Since we select τ to be larger than α, it is clear that ∆(θ) is bounded above zero. For case (ii)
(θ ∈ [c1, ν0]) in Theorem 2.2.1 and case (ii) (θ ∈ [min {ν3, c1} , ν0]) in Theorem 2.2.2, the lower bound of
∆(θ) only depends on α. In fact, the minimum value of 21+α −2Φ( 12zα/2) is larger than 0.22 if α ∈ [0.05, 0.1],
based on Theorem 2.2.1. This also confirms that the proposed method provides a confidence region with at
least 22% improvement in coverage rate than the one based on the asymptotic method. The lower bounds
of case (ii) in Theorem 2.2.2 can be interpreted in a similar way.
In addition, both Theorem 2.2.1 and Theorem 2.2.2 imply that when θ ∈ (ν0,+∞) with a moderately large
coefficient, the proposed method performs better than, or close to, the asymptotic method. In summary, the
two-step inference method provides more accurate coverage than the one based on the asymptotic inference,
and is also more effective for the weak signal region.
In Theorem 2.2.1, since the order relationships among c2, c3 and ν3 change for different ranges of tuning
parameters and choices of false positive rate τ , it leads to the three cases in Table 2.1. Figure 2.4, Figure
17
2.5 and Figure 2.6 illustrate examples for the three cases. Similarly, the order relationships among ν3 and c1
also change for different choices of λ and τ in Theorem 2.2.2, leading to the two cases in Table 2.2. Figure
2.7 and Figure 2.8 graph these two cases.
We also measure the difference between CR(θ) and the nominal confidence level 1 − α. Theorem 2.2.3
provide an upper bound between CR(θ) and 1 − α when θ ∈ [ν1,+∞) . The mathematical details of the
proof is provided in section 2.7.
Theorem 2.2.3 (Difference between CR(θ) and 1 − α) Under conditions (C1)-(C2), for any given n, σ,
tuning parameter λ and proper selection of τ , the difference between CR(θ) and confidence level 1− α when
θ ≥ ν1 can be bounded by:
|(1− α)− CR(θ)| <

Φ(− 12 zα/2)
Φ( 12 zα/2)
− α+ 4(1− α)Φ(− 32zα/2), if c3 < ν3;
Φ(− 12zα/2)− α2 + 4(1− α)Φ(− 32zα/2), if c3 ≥ ν3.
Theorem 2.2.3 provide an upper bound between CR(θ) and 1− α when θ ∈ [ν1,+∞) . According to the
details of proof in section 2.7, the worst case of the two-step inference performance for θ ≥ ν1 happens when
θ is close to c3. The upper bound for the difference between the actual coverage rate and nominal level relies
on α, which is provided in the above theorem. For example, the upper bound is roughly around 15% when
α = 0.05, and around 16% when α = 0.1. In general, the difference between CR(θ) and 1 − α gradually
decreases as signal gets stronger, and the difference becomes marginal when signal turns sufficiently strong.
2.3 Numerical studies
To examine the empirical performance of the proposed inference procedure, we conduct simulation studies
to evaluate the accuracy of the confidence intervals described in section 2.1.3. We generate 400 simulated
data with a sample size of n under the linear model y = Xθ + N (0, σ2), where X = (X1, · · · ,Xp) and
Xj ∼ N (0, In). We allow covariatesX to be correlated with an AR(1) correlation structure, and the pairwise
correlation cor(Xi,Xj) = ρ
|i−j|. We choose (n, p, σ) = (100, 20, 2) and (400, 50, 2), and ρ = 0, 0.2 or 0.5 for
each setting. In addition, the p-dimensional coefficient vector θ = (1, 1, 0.5, θ, 0, · · · , 0), which consists of
two strong signals of 1’s, one moderate strong signal of 0.5, one varying-signal θ, and (p− 4) null variables.
We let the coefficient θ vary between 0 (null) to 1 (strong signal) to examine the confidence coverages across
different signal strength levels.
We construct 95% confidence intervals for an identified signal based on (2.10). We implement the glmnet
package in R (Friedman et al., 2010) to obtain the adaptive LASSO estimator, where λ is tuned by the
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Bayesian information criterion (BIC). For comparison, we also construct standard confidence intervals based
on the asymptotic formula in (2.8), along with the bootstrap method (Efron and Tibshirani, 1993), the
smoothed bootstrap method (Efron, 2013) and the perturbation method (Minnier et al., 2012). For both
regular bootstrap and smoothed bootstrap methods, the number of bootstrap sampling is set to be 4000
(Efron, 2013). For the perturbation method, the resampling time is set to be 500 according to Minnier et
al. (2012). In addition, the coverage rate for the OLS estimator is included as a benchmark since there is
no shrinkage in OLS estimation and the confidence interval is the most accurate.
Figure 2.9 illustrates the relationship between τ0 and τ when ρ = 0.2 for two model settings (n, p, σ) =
(100, 20, 2) and (400, 50, 2), where τ0 = 2Φ(−
√
nλ
σ ) based on Section 2.1.1. We choose τ larger than τ0
according to Section 3.2, that is, the false-positive rate in the weak signal recovery procedure is slightly
larger than the false-positive rate in the model selection procedure. In these two model settings, τ0 are
around 0.1 and 0.03 respectively; here we select τ as 0.2. In practice, the selection of τ is flexible, and can
be determined by a tolerance level for including noise variables.
Figure 2.10 and Figure 2.11 provide the coverage probabilities for θ varying between 0 and 1 when
ρ = 0.2 in two model settings. In each figure, νs and νw are the average threshold coefficients corresponding
to the detection powers Pd = 0.9 and 0.1, respectively. When the signal strength is close to zero, neither
of the coverage rates using our method and the asymptotic method are accurate. However, the proposed
method is still better than the asymptotic one, since the asymptotic coverage rate is close to zero; while
the bootstrap and perturbation methods tend to provide over-coverage confidence intervals. The proposed
method becomes more accurate as the magnitude of signal θ increases, and also outperforms all the other
methods especially in the weak signal region. For example, in setting 1, the coverage rate of the proposed
method is quite close to 95% when the signal strength is larger than 0.4. On the other hand, the resampling
methods and asymptotic inference provide low coverage rates for signal strength below 0.8. When signal
strength is above 0.8, the coverages from all methods are accurate and close to 95%.
The results for correlated covariates settings are provided in Table 2.4. For each setting, we select two
different values of θ whose detection probabilities Pd are between 0.1 and 0.9. For all these settings, the
asymptotic inference, bootstrap and perturbation methods provide confidence intervals far below 95% when
signals are weak. In general, our method provides a stable inference even when the correlation coefficient
increases, and the coverage rate for weak signals is between 91-97% when ρ = 0.5. The asymptotic-based
inference has the lowest coverage rates among all, and performs extremely poorly when ρ is larger. The
coverage rates based on the perturbation method are all below 75% for weak signals. Note that the coverage
rate improvement using the smoothed bootstrap method is not significant compared to the standard boot-
19
strap method. In addition, for n = 100, p = 50, the bootstrap and smooth bootstrap methods encounter a
singular-designed matrix problem due to a small sample size, which do not produce any simulation results
7-10% times. The average coverage rates provided in Table 2.4 might not be valid and are marked with ∗.
In general, our two-step method is computationally more efficient than the resampling methods. Table 2.5
also provides the computation time for a single simulation run for each of these methods.
Figure 2.12 also presents the probabilities of assigning each signal category for a given θ value, where
the probabilities for identified strong signal (P (θ ∈ Θ̂(S))), weak signal (P (θ ∈ Θ̂(W ))) and null variable
(P (θ ∈ Θ̂(N))) are denoted as solid, dotted and dashed lines respectively. The probability of each identified
signal category relies on signal strength. Specifically, when a signal is close to zero, it is likely to be identified
as zero most of the time, with the highest P (θ ∈ Θ̂(N))); when a signal falls into the weak signal region,
P (θ ∈ Θ̂(W )) becomes dominant; and when θ increases to be a strong signal, P (θ ∈ Θ̂(S)) also gradually
increases and reaches to 1.
2.4 Applications
In this section, we apply HIV drug resistance data
(http://hivdb.stanford.edu/) to illustrate the proposed method. The HIV drug resistance study aims to
identify the association of protease mutations with susceptibility to the antiretroviral drug. Since antiretro-
viral drug resistance is a major obstacle to the successful treatment of HIV-1 infection, studying the generic
basis of HIV-1 drug resistance is crucial for developing new drugs and designing an optimal therapy for
patients. The study was conducted on 702 HIV-infected patients, where 79 out of 99 protease codons in the
viral genome have mutations. Here the drug resistance is measured in units of IC50.
We consider a linear model:
y =
p∑
i=1
Xiθi + ε, (2.14)
where the response variable y is the log-transformation of nonnegative IC50, and the model predictors Xi
are binary variables indicating the mutation presence for each codon. The total number of candidate codons
p = 79. We are interested in examining which codon mutations have effect on drug resistance.
We apply the proposed two-step inference method to identify codons’ mutation presence which have
strong or mild effects on HIV drug resistance. We use the GLMNET in R to obtain the adaptive LASSO
estimator for the linear model in (2.14), where the initial weight of each coefficient is based on the OLS
estimator. The tuning parameter λ is selected by the Bayesian information criterion, and σ is estimated
similarly as in Zou (2006). To control the noise variable selection, we choose τ = 0.05. According to the
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proposed identification procedure in Section 2.1.2, we calculate two threshold values ν1 and ν2 as 0.061 and
0.136, which correspond to two threshold probabilities, γ1 = 0.327 and γ2 = 0.975, for identifying weak and
strong signals, respectively.
We constructed 95% confidence intervals using the proposed method and the perturbation approach
(Minnier et al. 2011) for the chosen variables. Since all the predictors are binary variables, the bootstrap
resampling method is not applicable, as it leads to a singular design matrix.
In the first step, we apply the adaptive LASSO procedure which selects 17 codons; in the second step,
our method identifies additional 11 codons associated with drug resistance. Among 28 codons we identified,
13 of them are identified as strong signals and 15 of them as weak signals. Minnier et al.’s (2011) approach
identified 18 codons, where the 13 signals (codon 10, 30, 32, 33, 46, 47, 48, 50, 54, 76, 84, 88 and 90) are the
same as our strong-signal codons, and their remaining 5 signals (codon 37, 64, 71, 89 and 93) are among our
15 identified weak signals. In previous studies, Wu (2009) identifies all 13 strong signals using a permutation
test for the regression coefficients obtained from LASSO; while Johnson et al. (2005) collect drug resistance
mutation information based on multiple research studies, and discover 9 strong-signal codons (10, 32, 46, 47,
50, 54, 76, 84, 90) which are relevant to drug resistance. Neither of these approaches distinguish between
strong-signal and weak-signal codons.
Figure 2.13 presents a graphical summary showing the half-width of the constructed confidence intervals
based on our method and the perturbation approach, where strong signals are labeled in blue, and weak
signals are labeled in red. To make full comparisons for both strong and weak signals, Figure 2.13 includes
confidence intervals for all selected variables based on our method, even if some of them are not selected by
Minnier et al.’s (2011) approach. Table 2.3 also provides the average half-widths of confidence intervals in
each signal category. In general, our method provides shorter lengths of confidence intervals for all strong
signals, and longer lengths of confidence intervals for weak signals compared to the perturbation approach.
This is not surprising, since the variables with weak coefficients associated with the response variable are
relatively weaker, and likely result in wider confidence intervals to ensure a more accurate coverage.
Table 2.3: Average half width of the CIs
All Selected Variables Strong Signals Weak Signals
CIOur 0.147 0.118 0.173
CIPtb 0.171 0.197 0.148
In summary, our approach recovers more codons than other existing approaches. One significance of our
method lies in its capability of identifying a pool of strong signals which have strong evidence association
with HIV drug resistance, and a pool of possible weak signals which might be mildly associated with drug
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resistance. In many medical studies, it is important not to miss statistically weak signals, which could be
clinically valuable predictors.
2.5 Summary and discussion
In this chapter, we propose weak signal identification under the penalized model selection framework, and
develop a new two-step inferential method which is more accurate in providing confidence coverage for weak
signal parameters in finite samples. The proposed method is applicable for true models involving both strong
and weak signals. One advantage of the new method is that it is able to recover possible weak signals which
are missed due to excessive shrinkage in model selection, in addition to distinguishing weak signals from
strong signals.
The two-step inference procedure imposes different selection criteria and confidence interval construction
for strong and weak signals. Both theory and numerical studies indicate that the combined approach is
more effective compared to the asymptotic inference approach, and bootstrap sampling and other resampling
methods. Moreover, the computation cost of the proposed method is much lower than resampling procedures.
The primary concern for the existing model selection procedure is that it applies excessive shrinkage in
order to achieve model selection consistency. However, this results in low detection power for weak signals
in finite samples. The essence of the proposed method is to apply a mild tuning in identifying weak signals.
Therefore, there is always a trade-off between a signal’s detection power and false-discovery rate. In our
approach, we intend to recover weak signals as much as possible, without sacrificing too much model selection
consistency by including too many noise variables.
In our numerical studies, we notice that the resampling methods do not provide good inference for weak
signals. Specifically, the coverage probability of bootstrap confidence interval is over-covered and exceeds
the (1 − α)100% confidence level when the true parameter is close to 0. This is not surprising, as Andrew
(2000) shows that the bootstrap procedure is inconsistent for boundary problems, such as in our case where
the boundary parameters are in the order of 1/
√
n.
In the proposed two-step inference procedure, although we utilize information from the least-square
estimators, our approach is very different from applying the least-square inference directly without a model
selection step. The non-penalization method is not feasible when the dimension of covariates is very large,
e.g., to examine or visualize thousands of conference intervals without model selection. Therefore it is
essential to make a sound statistical inference in conjunction with the variable selection, simultaneously.
In addition, our method is also different from drawing inference after model selection, which could be
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problematic; as once we fail to select some important variables, no inference can be made for the parameters
associated with these variables.
In this paper, we develop our method and theory under the orthogonal design assumption. However,
our numerical studies indicate that the proposed method is still valid when correlations among covariates
are moderate. It would be interesting to extend the current method to non-orthogonal designed covariates
problems. In addition, it is important to explore weak-signal inference for high-dimensional model settings
when the dimension of covariates exceeds the sample size. For high-dimensional settings, one possible
direction is to scale down the model size using variable screening methods (Fan and Lv, 2007; Li et al.,
2012). This enables us to have a smaller number of features than the sample size, and we can apply the
weak signal identification procedure for the downsized model. These problems are quite challenging and
deserve further investigation.
2.6 A tuning parameter adjustment approach
In section 2.1.2, we identify weak signal and select tuning parameter under the principle of controlling
signal selection’s type I error. In this section, we propose a new method of selecting tuning parameter,
by maximizing the summation of type I error and detection power of a predetermined weak signal’s lower
bound. We define the lower bound of weak signal as θγw =
√
λ, whose detection power is around 0.5 if
we only use model selection. In the weak signal identification, a mild tuning parameter λnew is selected to
better identify signals around θγw . The basic rule of selecting λnew is to increase the detection probability
for signals around θγw as much as possible, while controlling for the false positive rate of selecting variables
at the same time.
When tuning parameter equals θγw , the type I error equals 2Φ(−
√
nλnew
σ ), and the selection power for
θ = θγw equals Φ(
√
nλ−√nλnew
σ ) + Φ(
−√nλ−√nλnew
σ ). In this way, we select λnew based on:
λnew = arg max { new type I error + new detection power for θγw}
= arg max
{
1− 2Φ(−
√
nλnew
σ
) + Φ(
√
nλ−√nλnew
σ
) + Φ(
−√nλ−√nλnew
σ
)
}
.
Equivalently, λnew is the solution to the equation below:
φ(
√
n(
√
λ−√λnew)
σ
) + φ(
√
n(−√λ−√λnew)
σ
)− 2φ(−
√
nλnew
σ
) = 0, (2.15)
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and it can be verified from (2.15) that the following inequalities hold for λnew:
λ/4 < λnew < λ. (2.16)
We conduct simulations to verify the performance of the new tuning parameter selection approach. Our
model is generated in the same way with that in section 2.3, and n = 100, p = 50, σ = 2, together with
θ = (1, 1, 0.5, 0.5, 0, · · · , 0). We conduct 400 simulation runs, and we observe the the relationship between
λ and λnew, the detection power of weak signal lower bound θγw , and the false positive rate under λ and
λnew. The simulation results are displayed in Figure 2.19. Simulation shows that the new tuning parameter
is always smaller than the original tuning parameter, which is consistent with the conclusion in (2.16). The
new tuning parameter is more stable over different simulations, compared with the original tuning parameter
λ. Weak signal lower bound θγw varies in different simulation, its detection power becomes much higher than
0.5 when applying the new tuning parameter, compared with that using original λ. In addition, the type I
error using λnew is slightly larger than that using λ. However, the new type I error is still under control and
is around 0.2 for different simulations.
There exists several advantages of the new tuning parameter adjustment approach. First, it connects
weak signal lower bound with λ. The weak signal lower bound no longer only relies on signal selection’s
type I error. Second, weak signal identification step is based on the model selection step, thus the model
selection procedure and weak signal identification procedure are closely connected. In this way, one can also
check that the new weak signal lower bound θγw falls outside the doughnut hole asymptotically.
2.7 Proofs of the main results
Notations
ν0 =
√
λ, ν1 = zτ/2
σ√
n
, ν2 =
√
λ+ zα/2
σ√
n
, ν3 = (zα/2 + zτ/2)
σ√
n
, ν4 =
√
λ+ 2zα/2
σ√
n
.
Tuning Parameter Selection
BIC criteria function is:
BIC(λ) = log(σˆ2λ) + qˆλ
log(n)
n
,
where σˆλ is the estimated standard deviation based on λ, and qˆλ is the number of covariates in the model.
Proof of Lemma 2.1.1
For any γ satisfies  < γ < 1− , we show that νγ that solves Pd = γ follows νγ√λn → 1, as n→∞.
Pd can be rewritten as Pd = Φ(
√
nλn
σ (
νγ√
λn
−1))−Φ(−
√
nλn
σ (1+
νγ√
λn
)). Given nλn →∞, if limn→+∞ νγ√λn >
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1, then Pd(ν
γ)→ 1, as n→∞; else if limn→+∞ νγ√λn < 1, then Pd(ν
γ)→ 0, as n→∞. Since Pd(νγ) = γ ∈
(, 1− ) , we have limn→+∞ νγ√λn = 1, as n→∞.
Therefore, both νs and νw satisfies ν
s√
λn
→ 1 and νw√
λn
→ 1.
Expectation of P̂d
Since
√
n/σθˆLS ∼ N(0, 1), then
E(P̂d) = E
{
Φ(
√
n
σ
(θˆLS −
√
λ))− Φ(−
√
n
σ
(
√
λ+ θˆLS))
}
= Φ(
√
n√
2σ
(θ −
√
λ))− Φ(−
√
n√
2σ
(θ +
√
λ)).
Proof of Lemma 2.2.1
Define CIa :
{
θ : |θˆLS − θ| < zα/2σ˜(θ)/
√
n
}
, CIb :
{
θ : |θˆLS − θ| < zα/2σ/
√
n
}
. The confidence interval
in (2.10) can be rewritten as:
CIa · I{|θˆLS |≥ν2} + CIb · I{ν1<|θˆLS |<ν2}.
Based on CIa, CIb, we define functions CRa(θ, ν), CRb(θ, ν) in the following manners:
CRa(θ, ν) = P (θ ∈ CIa, |θˆLS | > ν), (2.17)
CRb(θ, ν) = P (θ ∈ CIb, |θˆLS | > ν)σ/
√
n). (2.18)
Besides, define Ps(θ, ν) as P (|θˆLS | > ν), which equals to
Ps(θ, ν) = Φ(
θ − ν
σ/
√
n
) + Φ(
−θ − ν
σ/
√
n
). (2.19)
The explicit expression of CRa(θ, ν) is derived based on three cases:
(i). If ν < θ − zα/2 σ˜(θ)√n , then
CRa(θ, ν) = P
(
|θˆLS − θ| ≤ zα/2 σ˜(θ)√
n
)
= 1− 2Φ(−zα/2 σ˜(θ)
σ
).
(ii). If |θ − zα/2 σ˜(θ)√n | < ν < θ + zα/2
σ˜(θ)√
n
, then
CRa(θ, ν) = P
(
ν < θˆLS < θ + zα/2
σ˜(θ)√
n
)
= Φ(zα/2
σ˜(θ)
σ
)− Φ( ν − θ
σ/
√
n
).
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(iii). If ν < −θ + zα/2 σ˜(θ)√n , then
CRa(θ, ν) = P
(
θ − zα/2 σ˜(θ)√
n
< θˆLS < −ν
)
+ P
(
ν < θˆLS < θ + zα/2
σ˜(θ)√
n
)
= Ps(θ, ν)− 2Φ(−zα/2 σ˜(θ)
σ
).
The expression of CRb(θ, ν) can be derived in a similar way. Therefore, CRa(θ, ν) and CRb(θ, ν) have the
explicit expressions as:
CRa(θ, ν) =

(
Ps(θ, ν)− 2Φ(−zα/2 σ˜(θ)σ )
)
·
I{
ν<zα/2
σ˜(θ)√
n
} if |θ| < |ν − zα/2 σ˜(θ)√n |,
Φ(zα/2
σ˜(θ)
σ )− Φ( ν−θσ/√n ) if |ν − zα/2
σ˜(θ)√
n
| ≤ |θ| ≤ ν + zα/2 σ˜(θ)√n ,
1− 2Φ(−zα/2 σ˜(θ)σ ) if |θ| > ν + zα/2 σ˜(θ)√n ,
and
CRb(θ, ν) =

(Ps(θ, ν)− α) 1{ν<zα/2 σ√n} if |θ| < |ν − zα/2 σ√n |,
1− α2 − Φ( ν−θσ/√n ) if |ν − zα/2 σ√n | < |θ| < ν + zα/2 σ√n ,
1− α if |θ| > ν + zα/2 σ√n .
The equations in (2.17)-(2.19) are used to provide explicit expressions for CR1(θ) and CR(θ) in Lemma
2.2.1. According to the definition of CR1,
CR1(θ) = P (θ in asymptotic-based CI|θ is selected in model selection)
= P (|θˆLS − θ| < zα/2 σ˜(θ)√
n
∣∣∣∣ |θˆLS | > √λ)
=
P (|θˆLS − θ| < zα/2 σ˜(θ)√n , |θˆLS | >
√
λ)
P (|θˆLS | >
√
λ)
=
CRa(θ, ν0)
Ps(θ, ν0)
,
where ν0 =
√
λ.
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Similarly, CR(θ) can be expressed as
CR(θ) = P (θ ∈ CI as in (2.10) |θ is selected by the two-step procedure)
=
P (θ ∈ CIa, |θˆLS | ≥ ν2) + P (θ ∈ CIb, ν1 < |θˆLS | < ν2)
P (|θˆLS | > ν1)
=
P (θ ∈ CIa, |θˆLS | ≥ ν2) + P (θ ∈ CIb, |θˆLS | > ν2)− P (θ ∈ CIb, |θˆLS | > ν1)
P (|θˆLS | > ν1)
=
CRa(θ, ν2) + CRb(θ, ν1)− CRb(θ, ν2)
Ps(θ, ν1)
.
Lemma 2.7.1 If we select ν1 = zτ/2
σ√
n
, then the false positive rate of weak signal identification procedure
equals τ .
Proof of Lemma 2.7.1
By definition, the false positive rate equals P (θ ∈ Θ̂(w) ∪ Θ̂(s)|θ = 0) = P (|θˆLS | > ν1|θ = 0) =
2Φ(−
√
n
σ ν1) = τ.
Lemma 2.7.2 Under conditions (C1)-(C2), when λ satisfies conditions
√
λ > zα/2
σ√
n
,
(a) if c1 is the solution to θ =
√
λ− zα/2 σ˜(θ)√n , then c1 ∈
(
(zα/2 − zτ/2) σ√n ,
√
λ
)
;
(b) if c2 is the solution to θ =
√
λ+ zα/2
σ˜(θ)√
n
, then c2 ∈
(√
λ+ 12zα/2
σ√
n
,
√
λ+ zα/2
σ√
n
)
;
(c) if c3 is the solution to θ =
√
λ+ zα/2
σ√
n
− zα/2 σ˜(θ)√n , then c3 ∈
(√
λ,
√
λ+ 12zα/2
σ√
n
)
;
(d) if c4 is the solution to θ =
√
λ+ zα/2
σ√
n
+ zα/2
σ˜(θ)√
n
, then
c4 ∈
(√
λ+ 32zα/2
σ√
n
,
√
λ+ 2zα/2
σ√
n
)
.
In addition, the order relationships of c1, c2, c3 and c4 follow: c1 < c3 < c2 < c4.
Proof of Lemma 2.7.2
Define functions K1(θ), K2(θ), K3(θ) and K4(θ) as follows:
K1(θ) = θ −
√
λ+ zα/2
σ˜(θ)√
n
,
K2(θ) = θ − (
√
λ+ zα/2
σ˜(θ)√
n
),
K3(θ) = θ − (
√
λ+ zα/2
σ√
n
− zα/2 σ˜(θ)√
n
),
K4(θ) = θ − (
√
λ+ zα/2
σ√
n
+ zα/2
σ˜(θ)√
n
).
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The function K1(θ) is an increasing function of θ, and there exists a unique solution to K1(θ) = 0. Since
K1(
√
λ) > 0, so c1 <
√
λ. Moreover, we have K1((zα/2 − zτ/2) σ√n ) = (zα/2 − zτ/2) σ√n −
√
λ + zα/2
σ˜(θ)√
n
<
zα/2
σ˜(θ)√
n
− zτ/2 σ√n < ( 12zα/2 − zτ/2) σ√n < 0, where we use that σ˜(θ) < σ2 when θ <
√
λ, and 12zα/2 < zτ/2
followed by condition (C1) and (C2). Combining K1(
√
λ) > 0 and K1((zα/2 − zτ/2) σ√n ) < 0, we have
c1 ∈
(
(zα/2 − zτ/2) σ√n ,
√
λ
)
.
Based on the definition of c2, c2 =
√
λ + zα/2
σ˜(c2)√
n
, it is obvious that c2 >
√
λ. Further we have
σ/2 < σ˜(c2) < σ, thus c2 ∈
(√
λ+ 12zα/2
σ√
n
,
√
λ+ zα/2
σ√
n
)
. In the following, we show that there exists a
unique solution to the function K2(θ) in
(√
λ+ 12zα/2
σ√
n
,
√
λ+ 2zα/2
σ√
n
)
, through showing that K ′2(θ) > 0
in this interval. Note that K ′2(θ) = 1− zα/2/
√
nσ˜′(θ), where σ˜′(θ) = 2σλθ3 (1 +
λ
θ2 )
−2, it is sufficient to show
θ3(1 + λθ2 )
2 > 2zα/2
σ√
n
λ. The proof can be done in two steps. First, given that θ <
√
λ + 2zα/2
σ√
n
and
condition (C2), we have θ < 3
√
λ and consequently (1 + λθ2 )
2 > 10081 . Second, we can show that
100
81 θ
3 >
100
81 (
√
λ+ 12zα/2
σ√
n
)3 > 10081 ·
[
(
√
λ)3 + 3(
√
λ)2 · 12zα/2 σ√n
]
= 25081 zα/2
σ√
n
λ > 2zα/2
σ√
n
λ. Combining these two
steps, it holds that θ3(1 + λθ2 )
2 > 2zα/2
σ√
n
λ. Equivalently, K ′2(θ) > 0 on
(√
λ+ 12zα/2
σ√
n
,
√
λ+ 2zα/2
σ√
n
)
.
Similar to c1, c3 =
√
λ+ zα/2
σ√
n
− zα/2 σ˜(c3)√n . Based on the fact that σ/2 < σ˜(c3) < σ, together with that
K3(θ) is an increasing function, it is straightforward to show that c3 ∈
(√
λ,
√
λ+ 12zα/2
σ√
n
)
.
In addition, c4 satisfies c4 =
√
λ+ zα/2
σ√
n
+ zα/2
σ˜(c4)√
n
. First, it can be shown that c4 ∈(√
λ+ 32zα/2
σ√
n
,
√
λ+ 2zα/2
σ√
n
)
. The function K4(θ) has the same derivative with K2(θ), thus K
′
4(θ) > 0
in
(√
λ+ 32zα/2
σ√
n
,
√
λ+ 2zα/2
σ√
n
)
. Therefore, there exists a unique root of K4(θ) in the above interval.
Lemma 2.7.3 Given θ ∈
(√
λ+ 12zα/2
σ√
n
,
√
λ+ 2zα/2
σ√
n
)
, then θ > c2 if and only if θ >
√
λ + zα/2
σ˜(θ)√
n
,
and θ > c4 if and only if θ >
√
λ+ zα/2
σ√
n
+ zα/2
σ˜(θ)√
n
.
Proof of Lemma 2.7.3 The conclusions directly come from the fact that K ′2(θ) = K
′
4(θ) > 0 on(√
λ+ 12zα/2
σ√
n
,
√
λ+ 2zα/2
σ√
n
)
, as is shown in Lemma 2.7.2.
The conclusions in Lemma 2.7.2 and Lemma 2.7.3 are critical in our proof of Theorem 2.2.1 and Theorem
2.2.2.
Lemma 2.7.4 (Monotonicity of CR1(θ))
Suppose θ > 0, CR1(θ) is a piece-wise monotonic function on [0, c2]. More specifically, CR1(θ) is a non-
decreasing function on [0, c1], an increasing function on [c1, c2].
Proof of Lemma 2.7.4
When θ ∈ [0, c1] , both −Φ
(
−zα/2 σ˜(θ)σ
)
and Ps(θ, ν0) are increasing functions of θ. In addition,
Φ
(
−zα/2 σ˜(θ)σ
)
< 0 and Ps(θ, ν0) > 0. It is straightforward to show that the derivative of
−Φ(−zα/2 σ˜(θ)σ )
P
(1)
d (θ)
is always positive, so CR1 is non-decreasing when θ ∈ [0, c1] .
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When θ ∈ [c1, c2] , CR1 can be written as
CR1(θ) =
Φ
(
σ√
n
(θ −√λ)
)
− Φ
(
−zα/2 σ˜(θ)σ
)
Ps(θ, ν0)
.
It is sufficient to show that
Φ
(
σ√
n
(θ−√λ)
)
Φ
(
σ√
n
(θ−√λ)
)
+Φ
(
− σ√
n
(θ+
√
λ)
) is increasing w.r.t θ, which is equivalent to show
that its derivative w.r.t θ is always positive. This holds true because Φ
(
σ√
n
(θ −√λ)
)
is an increasing
function of θ, Φ
(
− σ√
n
(θ +
√
λ)
)
is a decreasing function of θ, and both of them are positive.
Lemma 2.7.5 For any fixed parameter value ν > 0, the function
CRb(θ, ν)
Ps(θ, ν)
=

(
1− αPs(θ,ν)
)
1{
ν<zα/2
σ√
n
} if |θ| < |ν − zα/2 σ√n |
1−α2−Φ
(√
n
σ (ν−θ)
)
Ps(θ,ν)
if |ν − zα/2 σ√n | < |θ| < ν + zα/2 σ√n
1−α
Ps(θ,ν)
if |θ| > ν + zα/2 σ√n ,
is
(a) non-decreasing, when |θ| ≤ |ν − zα/2 σ√n |;
(b) increasing, when |ν − zα/2 σ√n | < |θ| < ν + zα/2 σ√n ;
(c) decreasing, when |θ| ≥ ν + zα/2 σ√n .
Proof of Lemma 2.7.5
By definition, for any positive ν,
Ps(θ, ν) = Φ
(√
n
σ
(θ − ν)
)
+ Φ
(
−
√
n
σ
(θ + ν)
)
,
and
∂Ps(θ, ν)
∂θ
=
√
n
σ
[
φ
(√
n
σ
(θ − ν)
)
− φ
(
−
√
n
σ
(θ + ν)
)]
> 0.
Then Ps(θ, ν) is an increasing function w.r.t |θ|.
When θ > 0, it can be shown that CRb(θ,ν)Ps(θ,ν) is non-decreasing on
[
0, |ν − zα/2 σ√n |
]
, and decreasing on[
ν + zα/2
σ√
n
,+∞
)
.
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When θ ∈
[
|ν − zα/2 σ√n |, ν + zα/2 σ√n
]
,
∂
∂θ
(
CRb(θ, ν)
Ps(θ, ν)
)
=
√
n
σ
· 1
Ps(θ, ν)2
·
[
φ
(√
n
σ
(θ − ν)
)
Φ
(
−
√
n
σ
(θ + ν)
)
+φ
(
−
√
n
σ
(θ + ν)
)
Φ
(√
n
σ
(θ − ν)
)
+
α
2
φ
(√
n
σ
(θ − ν)
)
− α
2
φ
(
−
√
n
σ
(θ + ν)
)]
> 0,
therefore CRb(θ,ν)Ps(θ,ν) is an increasing function w.r.t to θ on
[
|ν − zα/2 σ√n |, ν + zα/2 σ√n
]
.
Lemma 2.7.6 The formulas for CR1(θ) and CR(θ) in Lemma 2.2.1 can also be expressed as:
CR1(θ) =
CRa(θ, ν0)
Ps(θ, ν0)
, (2.20)
CR(θ) =

CRb(θ,ν1)
Ps(θ,ν1)
if |θ| < ν0
CRb(θ,ν1)
Ps(θ,ν1)
− CRb(θ,ν2)Ps(θ,ν1) if ν0 ≤ |θ| ≤ c3
CRb(θ,ν1)
Ps(θ,ν1)
+ CRa(θ,ν2)Ps(θ,ν1) −
CRb(θ,ν2)
Ps(θ,ν1)
if |θ| > c3.
(2.21)
Then CR1(θ) = J1(θ), CR(θ) = J2(θ)− J3(θ) + J4(θ), where the four functions J1(θ), J2(θ), J3(θ) and J4(θ)
are defined as:
J1(θ) =
CRa(θ, ν0)
Ps(θ, ν0)
, J2(θ) =
CRb(θ, ν1)
Ps(θ, ν1)
,
J3(θ) =
CRb(θ, ν2)
Ps(θ, ν1)
, J4(θ) =
CRa(θ, ν2)
Ps(θ, ν1)
.
Proof of Lemma 2.7.6
The Lemma follows immediately from Lemma 2.2.1, J3(θ) = 0 when θ ≤ ν0, and J4(θ) = 0 when θ ≤ c3.
In fact, J1 represents CR1 in (2.20), and J2, J3 and J4 represent different components of CR in (2.21),
which are critical to the following derivations of the difference between the two coverage functions, as in
Theorem 2.2.1 and Theorem 2.2.2.
Proof of Theorem 2.2.1
(i). When θ ∈ [0, c1], we have ∆(θ) ≥ 1− ατ > 0.
When θ ∈ [0, c1], it is obvious that CR1(θ) = 0. By Lemma 2.7.5, CR(θ) is increasing on [0, ν0], and
CR(θ) = 1 − ατ when θ = 0. Thus CR(θ) − CR1(θ) ≥ 1 − ατ for θ ∈ [0, c1], which provides the first lower
bound in Theorem 2.2.1. Note that here we also use c1 < ν0 by Lemma 2.7.2.
(ii). When θ ∈ [c1, ν0] , we have ∆(θ) ≥ 21+α − 2Φ( 12zα/2) > 0.
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When θ ∈ [c1, ν0], by definition
CR1(θ) =
Φ
(
zα/2
σ˜(θ)
σ
)
− Φ
(√
n
σ (ν0 − θ)
)
Ps(θ, ν0)
,
CR(θ) =
1− α2 − Φ
(√
n
σ (ν1 − θ)
)
Ps(θ, ν1)
.
In the following, we show that ∂CR1(θ)∂θ >
∂CR(θ)
∂θ , so CR(θ) − CR1(θ) is decreasing when θ ∈ [c1, ν0].
The first order derivatives of CR1(θ) and CR(θ) are:
∂CR1(θ)
∂θ
=
[
zα/2
σ
φ
(
zα/2
σ˜(θ)
σ
)
σ˜(θ)′ +
√
n
σ
φ
(√
n
σ
(ν0 − θ)
)]
Ps(θ, ν0)
−1 (2.22)
−
[
Φ
(
zα/2
σ˜(θ)
σ
)
− Φ
(√
n
σ
(ν0 − θ)
)]
Ps(θ, ν0)
−2 (2.23)
∂CR(θ)
∂θ
=
√
n
σ
φ
(√
n
σ
(ν1 − θ)
)
Ps(θ, ν1)
−1 (2.24)
−
[
1− α
2
− Φ
(√
n
σ
(ν1 − θ)
)]
Ps(θ, ν1)
−2, (2.25)
where each first-order derivative is composed of two parts. We show the inequality of each part separately.
First we show that (2.22) > (2.24), which is sufficient by showing
φ
(√
n
σ
(ν0 − θ)
)
Ps(θ, ν0)
−1 > φ
(√
n
σ
(ν1 − θ)
)
Ps(θ, ν1)
−1.
This is equivalent to show
Φ
(√
n
σ (θ − ν1)
)
+ Φ
(
−
√
n
σ (θ + ν1)
)
φ
(√
n
σ (θ − ν1)
) > Φ
(√
n
σ (θ − ν0)
)
+ Φ
(
−
√
n
σ (θ + ν0)
)
φ
(√
n
σ (θ − ν0)
) . (2.26)
The inequality in (2.26) can be proved based on monotinicity of two functions Φ(x)φ(x) and
Φ(−x−y)
φ(x−y) . Specifically,
it can be shown that Φ(x)φ(x) is an increasing function of x ∈ R, and Φ(−x−y)φ(x−y) is a decreasing function of y ∈ R+,
for any fixed value of x > 0. More specifically, since ν1 < ν0, we have
Φ
(√
n
σ (θ − ν1)
)
φ
(√
n
σ (θ − ν1)
) > Φ
(√
n
σ (θ − ν0)
)
φ
(√
n
σ (θ − ν0)
) and Φ
(
−
√
n
σ (θ + ν1)
)
φ
(√
n
σ (θ − ν1)
) > Φ
(
−
√
n
σ (θ + ν0)
)
φ
(√
n
σ (θ − ν0)
) ,
based on which the inequality in (2.26) holds.
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Next we show that (2.24) < (2.25), which is equivalent with
[
1− α
2
− Φ
(√
n
σ
(ν1 − θ)
)]
Ps(θ, ν1)
−2 >
[
Φ
(
zα/2
σ˜(θ)
σ
)
− Φ
(√
n
σ
(ν1 − θ)
)]
Ps(θ, ν0)
−2.
It can be shown by
1− α2 − Φ
(√
n
σ (ν1 − θ)
)
Ps(θ, ν1)
2 >
1− α2 − Φ
(√
n
σ (ν0 − θ)
)
Ps(θ, ν0)
2 >
Φ
(
zα/2
σ˜(θ)
σ
)
− Φ
(√
n
σ (ν1 − θ)
)
Ps(θ, ν0)
2 .
Based on the above arguments, we can conclude that for θ ∈ [c1, ν0]:
∂CR1(θ)
∂θ
>
∂CR(θ)
∂θ
.
Therefore, minθ∈[c1,ν0] ∆(θ) = CR(ν0)− CR1(ν0). More specifically,
CR(ν0) =
Φ(ν0−ν1
σ/
√
n
)− α2
Φ(ν0−ν1
σ/
√
n
) + Φ(−ν0−ν1
σ/
√
n
)
>
1− α
1 + α
,
CR1(ν0) =
Φ( 12zα/2)− α2
1
2 + Φ(− 2ν0σ/√n )
< 2Φ(
1
2
zα/2)− 1,
thus
CR(ν0) − CR1(ν0) > 2
1 + α
− 2Φ(1
2
zα/2),
which provides the second lower bound in Theorem 2.2.1.
(iii). When θ ∈ [ν0,+∞) , we have ∆(θ) satisfies either ∆(θ) ≥ 0 or −α2 < ∆(θ) < 0. We discuss over three
different cases.
Case 1: c3 < ν3 < c2. The case is illustrated in Figure 2.4 and Figure 2.14.
When θ ∈ [ν0, c3], we have
J1(θ) =
Φ(zα/2
σ˜(θ)
σ )− Φ( ν0−θσ/√n )
Φ( θ−ν0
σ/
√
n
) + Φ(−θ−ν0
σ/
√
n
)
, J2(θ) =
1− α2 − Φ( ν1−θσ/√n )
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
,
and J3(θ) =
1− α2 − Φ( ν2−θσ/√n )
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
,
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thus
∆(θ) = J2(θ)− J1(θ)− J3(θ)
=
Φ( ν2−θ
σ/
√
n
)− Φ( ν1−θ
σ/
√
n
)
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
−
Φ(zα/2
σ˜(θ)
σ )− Φ( ν0−θσ/√n )
Φ( θ−ν0
σ/
√
n
) + Φ(−θ−ν0
σ/
√
n
)
.
Further,
∆(θ) =
Φ( ν2−θ
σ/
√
n
)− Φ( ν1−θ
σ/
√
n
)
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
−
Φ(zα/2
σ˜(θ)
σ )− Φ( ν0−θσ/√n )
Φ( θ−ν0
σ/
√
n
) + Φ(−θ−ν0
σ/
√
n
)
>
Φ( ν2−θ
σ/
√
n
)− Φ( ν1−θ
σ/
√
n
)
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
−
Φ(zα/2
σ˜(θ)
σ )− Φ( ν0−θσ/√n )
Φ( θ−ν0
σ/
√
n
)
>
Φ( ν2−θ
σ/
√
n
)− Φ( ν1−θ
σ/
√
n
)
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
−
Φ( ν2−θ
σ/
√
n
)− Φ( ν0−θ
σ/
√
n
)
Φ( θ−ν0
σ/
√
n
)
=
[
Φ( ν2−θ
σ/
√
n
)− Φ( ν1−θ
σ/
√
n
)
]
Φ( θ−ν0
σ/
√
n
)−
[
Φ( ν2−θ
σ/
√
n
)− Φ( ν0−θ
σ/
√
n
)
]
Φ( θ−ν1
σ/
√
n
)[
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
]
Φ( θ−ν0
σ/
√
n
)
−
[
Φ( ν2−θ
σ/
√
n
)− Φ( ν0−θ
σ/
√
n
)
]
Φ(−θ−ν1
σ/
√
n
)[
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
]
Φ( θ−ν0
σ/
√
n
)
= ∆1(θ)−∆2(θ),
where the second inequality uses that zα/2
σ˜(θ)√
n
≤ ν2−θ when θ ≤ c3 by Lemma 2.7.3. Here ∆1(θ) and ∆2(θ)
are defined as:
∆1(θ) =
[
Φ( ν2−θ
σ/
√
n
)− Φ( ν1−θ
σ/
√
n
)
]
Φ( θ−ν0
σ/
√
n
)−
[
Φ( ν2−θ
σ/
√
n
)− Φ( ν0−θ
σ/
√
n
)
]
Φ( θ−ν1
σ/
√
n
)[
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
]
Φ( θ−ν0
σ/
√
n
)
,
∆2(θ) =
[
Φ( ν2−θ
σ/
√
n
)− Φ( ν0−θ
σ/
√
n
)
]
[
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
]
Φ( θ−ν0
σ/
√
n
)
Φ(
−θ − ν1
σ/
√
n
).
First, it is straightforward to show that ∆1(θ) > 0. Second, ∆2(θ) can be bounded from above by some
small value. In fact,
∆2(θ) <
[
Φ( ν2−θ
σ/
√
n
)− Φ( ν0−θ
σ/
√
n
)
]
Φ( θ−ν1
σ/
√
n
)Φ( θ−ν0
σ/
√
n
)
Φ(
−θ − ν1
σ/
√
n
)
< 4
[
Φ(
ν2 − θ
σ/
√
n
)− Φ(ν0 − θ
σ/
√
n
)
]
Φ(
−θ − ν1
σ/
√
n
)
< 4
[
1− α
2
− Φ(−1
2
zα/2)
]
Φ(−3
2
zα/2),
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where we use that ν2− θ < zα/2 σ√n , − 12zα/2 σ√n < ν0− c3 < ν0− θ and Φ(−θ−ν1σ/√n ) < Φ(−ν0−ν1σ/√n ) < Φ(− 32zα/2)
when ν0 < θ < c3. Combining the lower bounds for ∆1(θ) and ∆2(θ), we have:
∆(θ) > −4
[
1− α
2
− Φ(−1
2
zα/2)
]
Φ(−3
2
zα/2).
In fact, the lower bound on the right hand side is quite close to zero.
When θ ∈ [c3, ν3],
∆(θ) = J2(θ)− J1(θ)− J3(θ) + J4(θ),
where
J1(θ) =
Φ
(
zα/2
σ˜(θ)
σ
)
− Φ
(√
n
σ (ν0 − θ)
)
Φ
(√
n
σ (θ − ν0)
)
+ Φ
(
−
√
n
σ (θ + ν0)
) ,
J2(θ) =
1− α2 − Φ
(√
n
σ (ν1 − θ)
)
Φ
(√
n
σ (θ − ν1)
)
+ Φ
(
−
√
n
σ (θ + ν1)
) ,
J3(θ) =
1− α2 − Φ
(√
n
σ (ν3 − θ)
)
Φ
(√
n
σ (θ − ν1)
)
+ Φ
(
−
√
n
σ (θ + ν1)
) ,
J4(θ) =
Φ(zα/2
σ˜(θ)
σ )− Φ
(√
n
σ (ν3 − θ)
)
Φ
(√
n
σ (θ − ν1)
)
+ Φ
(
−
√
n
σ (θ + ν1)
) .
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Therefore,
∆(θ) =
Φ(zα/2
σ˜(θ)
σ )− Φ( ν1−θσ/√n )
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
−
Φ(zα/2
σ˜(θ)
σ )− Φ( ν0−θσ/√n )
Φ( θ−ν0
σ/
√
n
) + Φ(−θ−ν0
σ/
√
n
)
=
Φ( θ−ν1
σ/
√
n
)− Φ(−zα/2 σ˜(θ)σ )
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
−
Φ( θ−ν0
σ/
√
n
)− Φ(−zα/2 σ˜(θ)σ )
Φ( θ−ν0
σ/
√
n
) + Φ(−θ−ν0
σ/
√
n
)
>
Φ( θ−ν1
σ/
√
n
)− Φ(−zα/2 σ˜(θ)σ )
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
−
Φ( θ−ν1
σ/
√
n
)− Φ(−zα/2 σ˜(θ)σ )
Φ( θ−ν1
σ/
√
n
)
+
Φ( θ−ν1
σ/
√
n
)− Φ(−zα/2 σ˜(θ)σ )
Φ( θ−ν1
σ/
√
n
)
−
Φ( θ−ν0
σ/
√
n
)− Φ(−zα/2 σ˜(θ)σ )
Φ( θ−ν0
σ/
√
n
)
=
Φ( θ−ν1
σ/
√
n
)− Φ(−zα/2 σ˜(θ)σ )[
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
]
Φ( θ−ν1
σ/
√
n
)
·
(
−Φ(−θ − ν1
σ/
√
n
)
)
+Φ(−zα/2 σ˜(θ)
σ
)
[
1
Φ( θ−ν0
σ/
√
n
)
− 1
Φ( θ−ν1
σ/
√
n
)
]
>
Φ( θ−ν1
σ/
√
n
)− Φ(−zα/2 σ˜(θ)σ )[
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
]
Φ( θ−ν1
σ/
√
n
)
·
(
−Φ(−θ − ν1
σ/
√
n
)
)
> −2Φ(−θ − ν1
σ/
√
n
) > −2Φ(−3
2
zα/2),
the second inequality holds since
Φ(
θ − ν1
σ/
√
n
) >
1
2
, 0 <
Φ( θ−ν1
σ/
√
n
)− Φ(−zα/2 σ˜(θ)σ )[
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
] < 1,
and the last inequality holds since −θ− ν1 < −(zα/2 + zτ/2) σ√n < − 32zα/2 σ√n , when θ ≥ c3 >
√
λ ≥ zα/2 σ√n .
When θ ∈ [ν3, c2] , ∆(θ) = J2(θ)− J1(θ) + J4(θ)− J3(θ), where
J1(θ) =
Φ
(
zα/2
σ˜(θ)
σ
)
− Φ
(√
n
σ (ν0 − θ)
)
Φ
(√
n
σ (θ − ν0)
)
+ Φ
(
−
√
n
σ (θ + ν0)
) ,
J2(θ) =
1− α
Φ
(√
n
σ (θ − ν1)
)
+ Φ
(
−
√
n
σ (θ + ν1)
) ,
J3(θ) =
1− α2 − Φ
(√
n
σ (ν2 − θ)
)
Φ
(√
n
σ (θ − ν1)
)
+ Φ
(
−
√
n
σ (θ + ν1)
) ,
J4(θ) =
Φ(zα/2
σ˜(θ)
σ )− Φ
(√
n
σ (ν2 − θ)
)
Φ
(√
n
σ (θ − ν1)
)
+ Φ
(
−
√
n
σ (θ + ν1)
) .
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Therefore,
∆(θ) =
Φ
(
zα/2
σ˜(θ)
σ
)
− α2
Ps(θ, ν1)
−
Φ
(
zα/2
σ˜(θ)
σ
)
− Φ
(√
n
σ (ν0 − θ)
)
Ps(θ, ν0)
.
Further we have ∆(θ) > ∆1(θ) + ∆2(θ), where
∆1(θ) =
Φ
(
zα/2
σ˜(θ)
σ
)
− α2
Ps(θ, ν1)
−
Φ
(
zα/2
σ˜(θ)
σ
)
− α2
Φ( θ−ν1
σ/
√
n
)
,
and ∆2(θ) =
Φ
(
zα/2
σ˜(θ)
σ
)
− α2
Φ( θ−ν1
σ/
√
n
)
−
Φ
(
zα/2
σ˜(θ)
σ
)
− Φ( ν0−θ
σ/
√
n
)
Φ( θ−ν0
σ/
√
n
)
.
It is straightforward to get a bound for ∆1(θ). In fact,
∆1(θ) =
Φ
(
zα/2
σ˜(θ)
σ
)
− α2
Ps(θ, ν1)Φ(
θ−ν1
σ/
√
n
)
·
[
−Φ(−θ − ν1
σ/
√
n
)
]
,
here Φ
(
zα/2
σ˜(θ)
σ
)
− α2 < 1 − α, Ps(θ, ν1) > Φ( θ−ν1σ/√n ) > 1 − α2 , and −θ − ν1 < −ν3 − ν1 < −2zα/2σ/
√
n.
Therefore, ∆1(θ) < 0 and |∆1(θ)| < 4(1−α)(2−α)2 Φ(−2zα/2).
It takes a few more steps to bound ∆2(θ). In fact,
∆2(θ) =
1− α2 − Φ
(
−zα/2 σ˜(θ)σ
)
Φ( θ−ν1
σ/
√
n
)
−
Φ( θ−ν0
σ/
√
n
)− Φ
(
−zα/2 σ˜(θ)σ
)
Φ( θ−ν0
σ/
√
n
)
=
[
1− α2
Φ( θ−ν1
σ/
√
n
)
− 1
]
+ Φ
(
−zα/2 σ˜(θ)
σ
)[
1
Φ( θ−ν0
σ/
√
n
)
− 1
Φ( θ−ν1
σ/
√
n
)
]
>
[
1− α2
Φ( θ−ν1
σ/
√
n
)
− 1
]
+
α
2
[
1
Φ( θ−ν0
σ/
√
n
)
− 1
Φ( θ−ν1
σ/
√
n
)
]
,
the inequality holds since Φ
(
−zα/2 σ˜(θ)σ
)
> α2 . It can also be shown that both
1
Φ(
θ−ν0
σ/
√
n
)
− 1
Φ(
θ−ν1
σ/
√
n
)
and
1−α2
Φ(
θ−ν1
σ/
√
n
)
− 1 are decreasing functions of θ, given θ > ν0 > ν1. Therefore,
∆2(θ) >
[
1− α2
Φ(ν2−ν1
σ/
√
n
)
− 1
]
+
α
2
[
1
Φ(ν2−ν0
σ/
√
n
)
− 1
Φ(ν2−ν1
σ/
√
n
)
]
=
1− α
Φ(ν2−ν1
σ/
√
n
)
− 1− α
1− α2
> −α(1− α)
2− α .
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Combining the lower bounds of ∆1(θ) and ∆2(θ), the lower bound for ∆(θ) is provided by
∆(θ) > −4(1− α)
(2− α)2 Φ(−2zα/2)−
α(1− α)
2− α > −
α
2
.
When θ ∈ [c2, c4],
J1(θ) =
1− 2Φ
(
−zα/2 σ˜(θ)σ
)
Φ
(√
n
σ (θ − ν0)
)
+ Φ
(
−
√
n
σ (θ + ν0)
) ,
J2(θ) =
1− α
Φ
(√
n
σ (θ − ν1)
)
+ Φ
(
−
√
n
σ (θ + ν1)
) ,
J3(θ) =
1− α2 − Φ
(√
n
σ (ν2 − θ)
)
Φ
(√
n
σ (θ − ν1)
)
+ Φ
(
−
√
n
σ (θ + ν1)
) ,
J4(θ) =
Φ(zα/2
σ˜(θ)
σ )− Φ
(√
n
σ (ν2 − θ)
)
Φ
(√
n
σ (θ − ν1)
)
+ Φ
(
−
√
n
σ (θ + ν1)
) .
Therefore
∆(θ) = J2(θ)− J1(θ) + J4(θ)− J3(θ)
=
Φ
(
zα/2
σ˜(θ)
σ
)
− α2
Ps(θ, ν1)
−
Φ
(
zα/2
σ˜(θ)
σ
)
− Φ
(
−zα/2 σ˜(θ)σ
)
Ps(θ, ν0)
.
Again, ∆(θ) > ∆1(θ) + ∆2(θ), where
∆1(θ) =
Φ
(
zα/2
σ˜(θ)
σ
)
− α2
Ps(θ, ν1)Φ
(√
n
σ (θ − ν1)
) · [−Φ(−√n
σ
(θ + ν1)
)]
,
and ∆2(θ) =
Φ
(
zα/2
σ˜(θ)
σ
)
− α2
Φ
(√
n
σ (θ − ν1)
) − 2Φ
(
zα/2
σ˜(θ)
σ
)
− 1
Φ
(√
n
σ (θ − ν0)
) .
Firstly,
∆1(θ) < 0 and |∆1(θ)| < 4(1− α)
(2− α)2 Φ(−2zα/2),
which holds true because Φ
(
zα/2
σ˜(θ)
σ
)
− α2 < 1−α, Ps(θ, ν1) > Φ
(√
n
σ (θ − ν1)
)
> 1− α2 , 12zα/2 < zτ/2, and
−ν3 − ν1 = −(zα/2 + 2zτ/2) σ√n < −2zα/2 σ√n .
Secondly, when θ > c2, it holds that θ > ν0+zα/2
σ˜(θ)√
n
according to Lemma 2.7.3, and further Φ
(√
n
σ (θ − ν0)
)
>
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Φ
(
zα/2
σ˜(θ)
σ
)
. Therefore,
∆2(θ) >
Φ
(
zα/2
σ˜(θ)
σ
)
− α2
Φ
(√
n
σ (θ − ν1)
) − 2Φ
(
zα/2
σ˜(θ)
σ
)
− 1
Φ
(
zα/2
σ˜(θ)
σ
)
> Φ
(
zα/2
σ˜(θ)
σ
)
− α
2
−
2Φ
(
zα/2
σ˜(θ)
σ
)
− 1
Φ
(
zα/2
σ˜(θ)
σ
)
= Φ
(
zα/2
σ˜(θ)
σ
)
+
1
Φ
(
zα/2
σ˜(θ)
σ
) − α
2
− 2.
The function on the right hand side is a decreasing function of Φ
(
zα/2
σ˜(θ)
σ
)
. Given that Φ
(
zα/2
σ˜(θ)
σ
)
<
1− α2 , we have
∆2(θ) > 1− α
2
− 1
1− α2
− α
2
− 2 = −α(1− α)
2− α .
Combining the lower bounds for ∆1(θ) and ∆2(θ), we have
∆(θ) > −4(1− α)
(2− α)2 Φ(−2zα/2)−
α(1− α)
2− α . (2.27)
This lower bound for ∆(θ) is exactly the same with that in the interval [ν3, c2] .
When θ ∈ [c4, ν4],
J1(θ) =
1− 2Φ
(
−zα/2 σ˜(θ)σ
)
Φ
(√
n
σ (θ − ν0)
)
+ Φ
(
−
√
n
σ (θ + ν0)
) ,
J2(θ) =
1− α
Φ
(√
n
σ (θ − ν1)
)
+ Φ
(
−
√
n
σ (θ + ν1)
) ,
J3(θ) =
1− α2 − Φ
(√
n
σ (ν2 − θ)
)
Φ
(√
n
σ (θ − ν1)
)
+ Φ
(
−
√
n
σ (θ + ν1)
) ,
J4(θ) =
1− 2Φ(−zα/2 σ˜(θ)σ )
Φ
(√
n
σ (θ − ν1)
)
+ Φ
(
−
√
n
σ (θ + ν1)
) .
Therefore
∆(θ) =
Φ
(√
n
σ (ν2 − θ)
)
− α2
Ps(θ, ν1)
+
[
1− 2Φ
(
−zα/2 σ˜(θ)
σ
)][
1
Ps(θ, ν1)
− 1
Ps(θ, ν0)
]
>
[
1− 2Φ
(
−zα/2 σ˜(θ)
σ
)][
1
Ps(θ, ν1)
− 1
Ps(θ, ν0)
]
,
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the inequality holds since ν2 − θ ≥ ν2 − ν4 = −zα/2 σ√n when θ ≤ ν4.
Let ∆1(θ) =
[
1− 2Φ
(
−zα/2 σ˜(θ)σ
)] [
1
Ps(θ,ν1)
− 1Ps(θ,ν0)
]
. We show that ∆1(θ) is negative but quite close
to zero. When θ > c4, Ps(θ, ν1) > Ps(θ, ν0) > Φ(
3
2zα/2), and further Ps(θ, ν1)− Ps(θ, ν0) ∈
(
0,Φ(− 32zα/2)
)
.
Therefore,
0 <
1
Ps(θ, ν0)
− 1
Ps(θ, ν1)
=
Ps(θ, ν1)− Ps(θ, ν0)
Ps(θ, ν1)Ps(θ, ν0)
<
Φ(− 32zα/2)
Φ( 32zα/2)
2
,
together with Φ(zα/2
σ˜(θ)
σ )− Φ(−zα/2 σ˜(θ)σ ) < 1− α, we have
∆1(θ) < 0 and |∆1(θ)| < (1− α)
Φ(− 32zα/2)
Φ( 32zα/2)
2
.
Therefore,
∆(θ) > −(1− α)Φ(−
3
2zα/2)
Φ( 32zα/2)
2
.
When θ ∈ [ν4,+∞),
J1(θ) =
1− 2Φ
(
−zα/2 σ˜(θ)σ
)
Φ
(√
n
σ (θ − ν0)
)
+ Φ
(
−
√
n
σ (θ + ν0)
) ,
J2(θ) =
1− α
Φ
(√
n
σ (θ − ν1)
)
+ Φ
(
−
√
n
σ (θ + ν1)
) ,
J3(θ) =
1− α
Φ
(√
n
σ (θ − ν1)
)
+ Φ
(
−
√
n
σ (θ + ν1)
) ,
J4(θ) =
1− 2Φ(−zα/2 σ˜(θ)σ )
Φ
(√
n
σ (θ − ν1)
)
+ Φ
(
−
√
n
σ (θ + ν1)
) .
Therefore,
∆(θ) =
[
1− 2Φ
(
−zα/2 σ˜(θ)
σ
)][
1
Ps(θ, ν1)
− 1
Ps(θ, ν0)
]
.
Here ∆(θ) < 0, and
∆(θ) >
1
Ps(θ, ν1)
− 1
Ps(θ, ν0)
> −Φ(−2zα/2)
Φ(2zα/2)
,
where we use that θ − ν0 > 2zα σ√n when θ > ν4. In fact, Ps(θ, ν1) ≈ Ps(θ, ν0) when θ gets quite large, thus
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∆(θ) ≈ 0.
We complete the proof for case 1 in Theorem 2.2.1.
Case 2: c3 < c2 < ν3. The case is illustrated in Figure 2.5 and Figure 2.15.
When θ ∈ [ν0, c3] ,
J1(θ) =
Φ(zα/2
σ˜(θ)
σ )− Φ( ν0−θσ/√n )
Ps(θ, ν0)
,
J2(θ) =
1− α2 − Φ( ν1−θσ/√n )
Ps(θ, ν1)
, J3(θ) =
1− α2 − Φ( ν2−θσ/√n )
Ps(θ, ν1)
,
and ∆(θ) = J2(θ)− J1(θ)− J3(θ)
=
Φ( ν2−θ
σ/
√
n
)− Φ( ν1−θ
σ/
√
n
)
Ps(θ, ν1)
−
Φ(zα/2
σ˜(θ)
σ )− Φ( ν0−θσ/√n )
Ps(θ, ν0)
,
the expression of ∆(θ) is exactly the same with that of case 1 on [ν0, c3], thus a same lower bound can be
provided in a similar fashion with case 1.
When θ ∈ [c3, c2] , we have
J1(θ) =
Φ(zα/2
σ˜(θ)
σ )− Φ( ν0−θσ/√n )
Φ( θ−ν0
σ/
√
n
) + Φ(−θ−ν0
σ/
√
n
)
, J2(θ) =
1− α2 − Φ( ν1−θσ/√n )
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
,
J3(θ) =
1− α2 − Φ( ν2−θσ/√n )
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
, J4(θ) =
Φ(zα/2
σ˜(θ)
σ )− Φ( ν2−θσ/√n )
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
.
Therefore,
∆(θ) = J2(θ)− J1(θ) + J4(θ)− J3(θ)
=
Φ(zα/2
σ˜(θ)
σ )− Φ( ν1−θσ/√n )
Ps(θ, ν1)
−
Φ(zα/2
σ˜(θ)
σ )− Φ( ν0−θσ/√n )
Ps(θ, ν0)
=
Φ( θ−ν1
σ/
√
n
)− Φ(−zα/2 σ˜(θ)σ )
Ps(θ, ν1)
−
Φ( θ−ν0
σ/
√
n
)− Φ(−zα/2 σ˜(θ)σ )
Ps(θ, ν0)
.
Define
∆1(θ) =
Φ( θ−ν1
σ/
√
n
)− Φ(−zα/2 σ˜(θ)σ )
Ps(θ, ν1)
−
Φ( θ−ν1
σ/
√
n
)− Φ(−zα/2 σ˜(θ)σ )
Φ( θ−ν1
σ/
√
n
)
,
∆2(θ) =
Φ( θ−ν1
σ/
√
n
)− Φ(−zα/2 σ˜(θ)σ )
Φ( θ−ν1
σ/
√
n
)
−
Φ( θ−ν0
σ/
√
n
)− Φ(−zα/2 σ˜(θ)σ )
Φ( θ−ν0
σ/
√
n
)
,
then ∆(θ) > ∆1(θ) + ∆2(θ).
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Here ∆1(θ) can also be expressed as
∆1(θ) =
Φ( θ−ν1
σ/
√
n
)− Φ(−zα/2 σ˜(θ)σ )
Ps(θ, ν1)Φ(
θ−ν1
σ/
√
n
)
·
[
−Φ(−θ − ν1
σ/
√
n
)
]
. (2.28)
We know Φ( θ−ν1
σ/
√
n
) − Φ(−zα/2 σ˜(θ)σ ) < 1 − α since θ < c2 < ν3, and Ps(θ, ν1) > Φ( θ−ν1σ/√n ) > 12 since θ > ν1.
Besides, the condition that ν3 > c2 provides ν1 + zα/2
σ√
n
>
√
λ + 12zα/2
σ√
n
, so ν1 >
√
λ − 12zα/2 σ√n and
further Φ(−θ−ν1
σ/
√
n
) < Φ(− 32zα/2). Based on these conclusions, we have |∆1(θ)| < 4(1− α)Φ(− 32zα/2).
It is straightforward to show that ∆2(θ) > 0. Together we know ∆(θ) > −4(1− α)Φ(− 32zα/2).
When θ ∈ [c2, ν3] ,
J1(θ) =
1− 2Φ(−zα/2 σ˜(θ)σ )
Φ( θ−ν0
σ/
√
n
) + Φ(−θ−ν0
σ/
√
n
)
, J2(θ) =
1− α2 − Φ( ν1−θσ/√n )
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
,
J3(θ) =
1− α2 − Φ( ν2−θσ/√n )
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
, J4(θ) =
Φ(zα/2
σ˜(θ)
σ )− Φ( ν2−θσ/√n )
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
.
Therefore,
∆(θ) = J2(θ)− J1(θ) + J4(θ)− J3(θ)
=
Φ(zα/2
σ˜(θ)
σ )− Φ( ν1−θσ/√n )
Ps(θ, ν1)
− 1− 2Φ(−zα/2
σ˜(θ)
σ )
Ps(θ, ν0)
=
Φ( θ−ν1
σ/
√
n
)− Φ(−zα/2 σ˜(θ)σ )
Ps(θ, ν1)
− Φ(zα/2
σ˜(θ)
σ )− Φ(−zα/2 σ˜(θ)σ )
Ps(θ, ν0)
.
Define
∆1(θ) =
Φ( θ−ν1
σ/
√
n
)− Φ(−zα/2 σ˜(θ)σ )
Ps(θ, ν1)
−
Φ( θ−ν1
σ/
√
n
)− Φ(−zα/2 σ˜(θ)σ )
Φ( θ−ν1
σ/
√
n
)
,
∆2(θ) =
Φ( θ−ν1
σ/
√
n
)− Φ(−zα/2 σ˜(θ)σ )
Φ( θ−ν1
σ/
√
n
)
− Φ(zα/2
σ˜(θ)
σ )− Φ(−zα/2 σ˜(θ)σ )
Φ( θ−ν0
σ/
√
n
)
,
then ∆(θ) > ∆1(θ) + ∆2(θ).
In fact, ∆1(θ) can be written exactly as that in (2.28). Here Φ(
−θ−ν1
σ/
√
n
) < Φ(−2zα/2) since −θ−ν1σ/√n ≤
−c2−ν1
σ/
√
n
<
√
n
σ
[
−(√λ+ 12zα/2 σ√n )− (
√
λ+ 12zα/2)
σ√
n
]
≤ −2zα/2, Φ( θ−ν1σ/√n ) − Φ(−zα/2
σ˜(θ)
σ ) < 1 − α, and
Φ( 12zα/2) < Φ(
θ−ν1
σ/
√
n
) < Ps(θ, ν1). Combining these conclusions we have ∆1(θ) < 0 and |∆1(θ)| <
1−α
[Φ( 12 zα/2)]
2 Φ(−2zα/2).
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In addition,
∆2(θ) =
[
1− Φ(zα/2
σ˜(θ)
σ )
Φ( θ−ν0
σ/
√
n
)
]
+
[
1
Φ( θ−ν0
σ/
√
n
)
− 1
Φ( θ−ν1
σ/
√
n
)
]
Φ(−zα/2 σ˜(θ)
σ
) > 0,
since θ−ν0
σ/
√
n
> zα/2
σ˜(θ)
σ when θ > c2, according to Lemma 2.7.3.
Therefore, ∆(θ) > − 1−α
[Φ( 12 zα/2)]
2 Φ(−2zα/2). The right hand side is quite close to zero. When α ≤
0.1,Φ(−2zα/2) < 5 · 10−4.
When θ ∈ [ν3, c4] , [c4, ν4] , and [ν4,∞) . the expressions of ∆(θ) are exactly the same with those for case 1
in [c2, c4] , thus the same lower bounds can be provided.
Case 3: ν3 < c3 < c2. The case is illustrated in Figure 2.6 and Figure 2.16.
When θ ∈ [ν0, ν3] ,
J1(θ) =
Φ(zα/2
σ˜(θ)
σ )− Φ( ν0−θσ/√n )
Φ( θ−ν0
σ/
√
n
) + Φ(−θ−ν0
σ/
√
n
)
,
J2(θ) =
1− α2 − Φ( ν1−θσ/√n )
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
,
J3(θ) =
1− α2 − Φ( ν2−θσ/√n )
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
.
Therefore,
∆(θ) = J2(θ)− J1(θ)− J3(θ)
=
Φ( ν2−θ
σ/
√
n
)− Φ( ν1−θ
σ/
√
n
)
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
−
Φ(zα/2
σ˜(θ)
σ )− Φ( ν0−θσ/√n )
Φ( θ−ν0
σ/
√
n
) + Φ(−θ−ν0
σ/
√
n
)
,
a same lower bound can be provided in the same way with case 1 when θ ∈ [ν0, c3] .
When θ ∈ [ν3, c3] ,
J1(θ) =
Φ(zα/2
σ˜(θ)
σ )− Φ( ν0−θσ/√n )
Φ( θ−ν0
σ/
√
n
) + Φ(−θ−ν0
σ/
√
n
)
,
J2(θ) =
1− α
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
,
J3(θ) =
1− α2 − Φ( ν2−θσ/√n )
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
.
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Thus
∆(θ) = J2(θ)− J1(θ)− J3(θ)
=
Φ( ν2−θ
σ/
√
n
)− α2
Ps(θ, ν1)
−
Φ(zα/2
σ˜(θ)
σ )− Φ( ν0−θσ/√n )
Ps(θ, ν0)
.
Further,
∆(θ) >
Φ( ν2−θ
σ/
√
n
)− α2
Ps(θ, ν1)
−
Φ(zα/2
σ˜(θ)
σ )− Φ( ν0−θσ/√n )
Φ( θ−ν0
σ/
√
n
)
> Φ(
ν2 − θ
σ/
√
n
)− α
2
− 1 + Φ(−zα/2
σ˜(θ)
σ )
Φ( θ−ν0
σ/
√
n
)
> Φ(zα/2
σ˜(θ)
σ
)− α
2
− 1 + Φ(−zα/2
σ˜(θ)
σ )
Φ( θ−ν0
σ/
√
n
)
,
where the third inequality holds since ν2− θ ≥ zα/2 σ˜(θ)n when θ ≤ c3 by Lemma 2.7.2. Define the right hand
side of above inequality as ∆1(θ), which equals:
∆1(θ) = Φ(zα/2
σ˜(θ)
σ
)− α
2
− 1 + Φ(−zα/2
σ˜(θ)
σ )
Φ( θ−ν0
σ/
√
n
)
. (2.29)
Then
∆1(θ) > Φ(zα/2
σ˜(θ)
σ
)− α
2
− 1 + Φ(−zα/2
σ˜(θ)
σ )
Φ(zα/2
σ˜(θ)
σ )
= Φ(zα/2
σ˜(θ)
σ
) +
1
Φ(zα/2
σ˜(θ)
σ )
− 2− α
2
> −α(1− α)
2− α > −
α
2
,
the first inequality holds since θ − ν0 < zα/2 σ˜(θ)n when θ < c3 < c2, based on Lemma 2.7.3, and the second
inequality holds since Φ(zα/2
σ˜(θ)
σ ) < 1− α2 . Therefore ∆(θ) > −α2 when θ ∈ [ν3, c3].
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When θ ∈ [c3, c2],
J1(θ) =
Φ(zα/2
σ˜(θ)
σ )− Φ( ν0−θσ/√n )
Φ( θ−ν0
σ/
√
n
) + Φ(−θ−ν0
σ/
√
n
)
,
J2(θ) =
1− α
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
,
J3(θ) =
1− α2 − Φ( ν2−θσ/√n )
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
,
J4(θ) =
Φ(zα/2
σ˜(θ)
σ )− Φ(νν2−θσ/√n )
Φ( θ−ν1
σ/
√
n
) + Φ(−θ−ν1
σ/
√
n
)
.
Therefore,
∆(θ) =
Φ(zα/2
σ˜(θ)
σ )− α2
Ps(θ, ν1)
−
Φ(zα/2
σ˜(θ)
σ )− Φ( ν0−θσ/√n )
Ps(θ, ν0)
,
and ∆(θ) > Φ(zα/2
σ˜(θ)
σ
)− α
2
−
Φ(zα/2
σ˜(θ)
σ )− Φ( ν0−θσ/√n )
Φ( θ−ν0
σ/
√
n
)
.
Note that the right hand side of the above inequality is exact the same with ∆1(θ) in (2.29), thus we have
a lower bound of ∆(θ) on [c3, c2] given by ∆(θ) > −α(1−α)2−α > −α2 .
When θ ∈ [c2, c4] , [c4, ν4] , [ν4,+∞) , the same lower bounds can be provided with those for case 1 and case
2.
Proof of Theorem 2.2.2
(i). When θ ∈ [0,min{ν3, c1}], we know CR(θ) is increasing based on Lemma 2.7.5, together with CR1(θ) =
0, we have ∆(θ) ≥ ∆(θ = 0) = 1− ατ .
(ii). When θ ∈ [min{ν3, c1}, ν0], we discuss over two different cases: ν3 < c1 and ν3 ≥ c1 separately.
Case 4: ν3 < c1. The case is illustrated in Figure 2.7 and Figure 2.17.
When θ ∈ [ν3, ν0],
∆(θ) = J2(θ)− J1(θ).
Here J2(θ) is decreasing according to Lemma 2.7.5, and J1(θ) is non-decreasing according to Lemma 2.7.4.
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Therefore,
∆(θ) ≥ J2(θ = ν0)− J1(θ = ν0),
where J2(θ = ν0) =
1− α
Ps(ν0, ν1)
,
and J1(θ = ν0) =
Φ(zα/2
σ˜(ν0)
σ )− Φ(
√
n
σ (ν0 − ν0))
Ps(ν0, ν0)
=
Φ(zα/2
σ˜(ν0)
σ )− 12
Ps(ν0, ν0)
.
Since Ps(ν0, ν1) < 1, it holds true that J2(θ = ν0) > 1 − α. Besides, J1(θ = ν0) = Φ(zα/2
σ˜(ν0)
σ )− 12
Ps(ν0,ν0)
<
2Φ( 12zα/2)−1, where we use that σ˜(ν0)σ = 12 and Ps(ν0, ν0) > 12 . Therefore ∆(θ) ≥ 1−α− (2Φ( 12zα/2)−1) =
2− α− 2Φ( 12zα/2).
Case 5: ν3 ≥ c1. The case is illustrated in Figure 2.8 and Figure 2.18.
When θ ∈ [c1, ν3], we have
∆(θ) =
1− α2 − Φ(
√
n
σ (ν1 − θ))
Ps(θ, ν1)
− Φ(zα/2
σ˜(θ)
σ )− Φ(
√
n
σ (ν0 − θ))
Ps(θ, ν0)
=
1− α2 − Φ(
√
n
σ (ν1 − θ))
Ps(θ, ν1)
− Φ(
√
n
σ (θ − ν0))− Φ(−zα/2 σ˜(θ)σ )
Ps(θ, ν0)
.
The first component of ∆(θ) follows:
1− α2 − Φ(
√
n
σ (ν1 − θ))
Ps(θ, ν1)
> 1− α
2
− Φ(
√
n
σ
(ν1 − θ))
> 1− α
2
− Φ(
√
n
σ
(ν1 − c1)) > 1− α
2
− Φ(−1
2
zα/2),
the third inequality holds since
√
λ ≥ (zα/2 + zτ/2) σ√n , and further ν1 − c1 = ν1 − (
√
λ − zα/2 σ˜(c1)√n ) <
ν1 −
√
λ+ 12zα/2
σ√
n
< − 12zα/2 σ√n .
The second component of ∆(θ) follows:
Φ(
√
n
σ (θ − ν0))− Φ(−zα/2 σ˜(θ)σ )
Ps(θ, ν0)
<
Φ(
√
n
σ (θ − ν0))− Φ(−zα/2 σ˜(θ)σ )
Φ(
√
n
σ (θ − ν0))
= 1− Φ(−zα/2
σ˜(θ)
σ )
Φ(
√
n
σ (θ − ν0))
< 1− 2Φ(−zα/2 σ˜(θ)
σ
) < 1− 2Φ(−1
2
zα/2),
since Φ(
√
n
σ (θ − ν0)) < 12 and σ˜(θ) < σ2 when θ < ν0.
Combining the bounds for the first and second component of ∆(θ), we have ∆(θ) > 1− α2 −Φ(− 12zα/2)−
(1− 2Φ(− 12zα/2)) > Φ(− 12zα/2)− α2 .
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When θ ∈ [ν3, ν0],
∆(θ) =
1− α
Ps(θ, ν1)
− Φ(
√
n
σ (θ − ν0))− Φ(−zα/2 σ˜(θ)σ )
Ps(θ, ν0)
,
with the same argument as in case 4 when θ ∈ [ν3, ν0], it holds true that ∆(θ) > 1− α2 − Φ(− 12zα/2).
When θ ∈ [ν0, c3],
CR(θ) = J2(θ)− J3(θ),
CR1(θ) = J1(θ),
and thus
∆(θ) =
Φ(
√
n
σ (ν2 − θ))− α2
Ps(θ, ν1)
− Φ(zα/2
σ˜(θ)
σ )− Φ(
√
n
σ (ν0 − θ))
Ps(θ, ν0)
.
Since J1(θ) increases according to Lemma 2.7.4, J2(θ) decreases, and J3(θ) increases on [ν0, c3] according to
Lemma 2.7.5, ∆(θ) is a decreasing function within the above interval. Therefore,
∆(θ) ≥ ∆(θ = c3),
and
∆(θ = c3) > Φ(
√
n
σ
(ν2 − c3))− α
2
− Φ(
√
n
σ (c3 − ν0))− Φ(−zα/2 σ˜(c3)σ )
Φ(
√
n
σ (c3 − ν0))
= Φ(zα/2
σ˜(c3)
σ
)− α
2
− 1 + Φ(−zα/2
σ˜(c3)
σ )
Φ(
√
n
σ (c3 − ν0))
> Φ(zα/2
σ˜(c3)
σ
)− α
2
− 1 + Φ(−zα/2
σ˜(c3)
σ )
Φ( 12zα/2)
= Φ(−zα/2 σ˜(c3)
σ
)
[
1
Φ( 12zα/2)
− 1
]
− α
2
> −α
2
,
where we use that ν2 − c3 = zα/2 σ˜(c3)√n based on the definition of c3, and
√
n
σ (c3 − ν0) < 12zα/2 based on
Lemma 2.7.2. Therefore ∆(θ) > −α2 when θ ∈ [ν0, c3].
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When θ ∈ [c3, c2],
∆(θ) = J2(θ)− J1(θ) + J4(θ)− J3(θ)
=
Φ(zα/2
σ˜(θ)
σ )− α2
Ps(θ, ν1)
− Φ(zα/2
σ˜(θ)
σ )− Φ(
√
n
σ (ν0 − θ))
Ps(θ, ν0)
> Φ(zα/2
σ˜(θ)
σ
)− α
2
− Φ(zα/2
σ˜(θ)
σ )− Φ(
√
n
σ (ν0 − θ))
Φ(
√
n
σ (θ − ν0))
= Φ(zα/2
σ˜(θ)
σ
) +
Φ(−zα/2 σ˜(θ)σ )
Φ(
√
n
σ (θ − ν0))
− α
2
− 1
> Φ(zα/2
σ˜(θ)
σ
) +
1
Φ(zα/2
σ˜(θ)
σ )
− 2− α
2
> −α(1− α)
2− α > −
α
2
,
where the second inequality holds since θ < ν0 + zα/2
σ˜(θ)√
n
when θ < c2, based on Lemma 2.7.3. Therefore
∆(θ) > −α2 when θ ∈ [c3, c2].
When θ ∈ [c2, c4],
∆(θ) = J2(θ)− J1(θ) + J4(θ)− J3(θ)
=
Φ(zα/2
σ˜(θ)
σ )− α2
Ps(θ, ν1)
− 1− 2Φ(−zα/2
σ˜(θ)
σ )
Ps(θ, ν0)
> Φ(zα/2
σ˜(θ)
σ
)− α
2
− 1− 2Φ(−zα/2
σ˜(θ)
σ )
Φ(
√
n
σ (θ − ν0))
> Φ(zα/2
σ˜(θ)
σ
)− α
2
− 1− 2Φ(−zα/2
σ˜(θ)
σ )
Φ(zα/2
σ˜(θ)
σ )
= Φ(zα/2
σ˜(θ)
σ
) +
1
Φ(zα/2
σ˜(θ)
σ )
− 2− α
2
> −α(1− α)
2− α > −
α
2
,
where the second inequality holds since θ > ν0+zα/2
σ˜(θ)√
n
when θ > c2 by Lemma 2.7.3. Therefore ∆(θ) > −α2
when θ ∈ [c2, c4].
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When θ ∈ [c4, ν4],
∆(θ) = J2(θ)− J1(θ) + J4(θ)− J3(θ)
=
1− α
Ps(θ, ν1)
− 1−
α
2 − Φ(
√
n
σ (ν2 − θ))
Ps(θ, ν1)
+
1− 2Φ(−zα/2 σ˜(θ)σ )
Ps(θ, ν1)
− 1− 2Φ(−zα/2
σ˜(θ)
σ )
Ps(θ, ν0)
=
Φ(
√
n
σ (ν2 − θ))− α2
Ps(θ, ν1)
+
[
1− 2Φ(−zα/2 σ˜(θ)
σ
)
] [
1
Ps(θ, ν1)
− 1
Ps(θ, ν0)
]
>
1
Ps(θ, ν1)
− 1
Ps(θ, ν0)
> 1− 1
Ps(θ, ν0)
> 1− 1
Φ( 32zα/2)
= −Φ(−
3
2zα/2)
Φ( 32zα/2)
,
where the first inequality holds since Φ(
√
n
σ (ν2 − θ)) − α2 > 0, when θ < ν4; the third inequality holds
since θ − ν0 > zα/2 σ√n + zα/2
σ˜(θ)√
n
> 32zα
σ√
n
when θ > c4, and thus Ps(θ, ν0) > Φ(
3
2zα/2). Therefore,
∆(θ) > −Φ(− 32 zα/2)
Φ( 32 zα/2)
when θ ∈ [c4, ν4].
When θ ∈ [ν4,+∞), we have
∆(θ) =
1− 2Φ(−zα/2 σ˜(θ)σ )
Ps(θ, ν1)
− 1− 2Φ(−zα/2
σ˜(θ)
σ )
Ps(θ, ν0)
>
1
Ps(θ, ν1)
− 1
Ps(θ, ν0)
> 1− 1
Φ(
√
n
σ (θ − ν0))
> −Φ(−2zα/2)
Φ(2zα/2)
,
where the last inequality holds since θ − ν0 > 2zα σ√n when θ > ν4. In fact, Ps(θ, ν1) ≈ Ps(θ, ν0) when θ
becomes quite large, and further ∆(θ) ≈ 0.
The Bias-corrected confidence interval
The penalized likelihood function can be written as
L(θ) =
1
2n
‖y −Xθ‖2 +
p∑
j=1
pλ(|θj |) = 1
2n
‖y −
p∑
j=1
Xjθj‖2 + λn
p∑
j=1
wˆj |θj |,
and its first derivative equals:
∂L(θ)
∂θj
= − 1
n
XTj (y −
p∑
j=1
Xjθj) + λnwˆjsgn(θj), j = 1, · · · , p.
We know θˆAL satisfies
∂L(θ)
∂θ
∣∣∣∣
θˆAL
= 0,
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which can be rewritten as
1
n
XT (y −XθˆAL)− ΓAL = 0, (2.30)
where ΓAL = (λnwˆ1sgn(θˆ
AL
1 ), · · · , λnwˆpsgn(θˆALp ))T . When n is large enough, it satisfies θˆALj = 0 for j ∈ Ac,
we can rewrite (2.30) for θj , j ∈ A as
1
n
XTA(y −XAθˆALA )− ΓALA = 0. (2.31)
A Taylor expansion of (2.31) at θ∗A provides
1
n
XTA(y −XAθ∗A)−
1
n
(XTAXA)(θˆ
AL
A − θ∗A)− ΓALA = 0,
and further it holds that
√
n(θˆALA − θ∗A) + (
1
n
XTAXA)
−1 · √nΓAL → N(0,C−111 σ2). (2.32)
Based on (2.32), the bias term b̂ALA is given by
b̂ias
AL
A = (
1
n
XTAXA)
−1(λnwˆ1sgn(θˆAL1 ), · · · , λnwˆdsgn(θˆALq ))T ,
and the bias term b̂SCADA is given by
b̂ias
SCAD
A = (
1
n
XTAXA + Ω)
−1(p
′
λ(|θˆ1|)sgn(|θˆ1|), · · · , p
′
λ(|θˆd|)sgn(|θˆq|))T .
We also compare the coverage rate obtained from the proposed method with the nominal level 1 − α.
We first provide some properties about CR(θ) in the following lemma.
Lemma 2.7.7 Under conditions (C1)-(C2), given n, σ, tuning parameter λ and proper selection of τ , when
θ ∈ [0, ν0], CR(θ) is an increasing function. In addition, when θ ∈ [ν0,max{c3, ν3}], CR(θ) can be approxi-
mated by a piece-wise monotonic function C˜R(θ), and it satisfies that
|C˜R(θ)− CR(θ)| < 4(1− α)Φ(−3
2
zα/2).
The monotonicity of C˜R(θ) can be displayed in two cases:
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a) if c3 < ν3, C˜R(θ) is decreasing on [ν0, c3], and increasing on [c3, ν3];
b) if c3 ≥ ν3, C˜R(θ) is decreasing on [ν0, c3] .
The explicit expression for C˜R(θ) is provided in the proof of Lemma 2.7.7. In view of lemma 2.7.7, CR(θ)
is roughly piece-wise monotonic up to a small uniformly bound 4(1 − α)Φ(− 32zα/2). We will utilize its
approximate piece-wise monotonicity to quantify the difference between CR(θ) and the nominal confidence
level 1− α. Theorem 2.2.3 provides the upper bound for their difference when θ ≥ c1.
Proof of Lemma 2.7.7
When θ ∈ [0, ν0], CR(θ) = J2(θ) = CRb(θ,ν1)Ps(θ,ν1) , CR(θ) is increasing immediately from Lemma 2.7.5.
When θ ∈ [ν0, c4], based on Lemma 2.7.6, we write the expression of CR(θ) explicitly according to the
following two cases that c3 < ν3 and c3 ≥ ν3.
i). if c3 < ν3, then
CR(θ) =

Φ(
ν2−θ
σ/
√
n
)−Φ( ν1−θ
σ/
√
n
)
Ps(θ,ν1)
if θ ∈ [ν0, c3] ,
Φ(zα/2
σ˜(θ)
σ )−Φ(
ν1−θ
σ/
√
n
)
Ps(θ,ν1)
if θ ∈ [c3, ν3] ,
Φ(zα/2
σ˜(θ)
σ )−α2
Ps(θ,ν1)
if θ ∈ [ν3, c4] .
Define C˜R(θ) as:
C˜R(θ) =

Φ(
ν2−θ
σ/
√
n
)−Φ( ν1−θ
σ/
√
n
)
Φ(
θ−ν1
σ/
√
n
)
if θ ∈ [ν0, c3] ,
Φ(zα/2
σ˜(θ)
σ )−Φ(
ν1−θ
σ/
√
n
)
Φ(
θ−ν1
σ/
√
n
)
if θ ∈ [c3, ν3] ,
Φ(zα/2
σ˜(θ)
σ )−α2
Φ(
θ−ν1
σ/
√
n
)
if θ ∈ [ν3, c4] .
(2.33)
We show that C˜R(θ) is a piece-wise monotonic function, and the difference between C˜R(θ) and CR(θ)
satisfies |C˜R(θ)− CR(θ)| < 4(1− α)Φ(− 32zα/2). Firstly, when θ ∈ [ν0, c3],
C˜R(θ) = 1−
Φ( θ−ν2
σ/
√
n
)
Φ( θ−ν1
σ/
√
n
)
.
For any fixed y > 0, Φ(x−y)Φ(x) is an increasing function of x, where x ∈ R, thus C˜R(θ) is decreasing of θ.
Moreover, CR(θ)− C˜R(θ) = Φ(
θ−ν1
σ/
√
n
)−Φ( θ−ν2
σ/
√
n
)
Ps(θ,ν1)Φ(
θ−ν1
σ/
√
n
)
·
[
−Φ(− θ+ν1
σ/
√
n
)
]
, it can be easily shown that Φ( θ−ν1
σ/
√
n
)−
Φ( θ−ν2
σ/
√
n
) is increasing on
(−∞, 12 (ν1 + ν2)), and decreasing on ( 12 (ν1 + ν2),+∞), thus Φ( θ−ν1σ/√n ) −
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Φ( θ−ν2
σ/
√
n
) ≤ 2Φ( 12 (ν1+ν2)
σ/
√
n
)−1 < 1−α. Together with Ps(θ, ν1) > Φ( θ−ν1σ/√n ) > 12 , Φ(− θ+ν1σ/√n ) < Φ(− 32zα/2)
and θ > ν0, it holds true that |CR(θ)− C˜R(θ)| < 4(1− α)Φ(− 32zα/2).
Secondly, when θ ∈ [c3, ν3] ,
C˜R(θ) = 1− Φ(−zα/2
σ˜(θ)
σ )
Φ( θ−ν1
σ/
√
n
)
.
Since Φ(−zα/2 σ˜(θ)σ ) is decreasing and Φ( θ−ν1σ/√n ) is increasing w.r.t θ, C˜R(θ) is increasing on [c3, ν3]. The
upper bound for |CR(θ)− C˜R(θ)| can be proved in a similar fashion.
ii). if c3 ≥ ν3, then
CR(θ) =

Φ(
ν2−θ
σ/
√
n
)−Φ( ν1−θ
σ/
√
n
)
Ps(θ,ν1)
if θ ∈ [ν0, ν3] ,
Φ(
ν2−θ
σ/
√
n
)−α2
Ps(θ,ν1)
if θ ∈ [ν3, c3] ,
Φ(zα/2
σ˜(θ)
σ )−α2
Ps(θ,ν1)
if θ ∈ [c3, c4] .
We define
C˜R(θ) =

Φ(
ν2−θ
σ/
√
n
)−Φ( ν1−θ
σ/
√
n
)
Φ(
θ−ν1
σ/
√
n
)
if θ ∈ [ν0, ν3] ,
Φ(
ν2−θ
σ/
√
n
)−α2
Φ(
θ−ν1
σ/
√
n
)
if θ ∈ [ν3, c3] ,
Φ(zα/2
σ˜(θ)
σ )−α2
Φ(
θ−ν1
σ/
√
n
)
if θ ∈ [c3, c4] .
(2.34)
Similar to case i), we show that C˜R(θ) is a piece-wise monotonic function, and the difference between C˜R(θ)
and CR(θ) satisfies |C˜R(θ)− CR(θ)| < 4(1− α)Φ(− 32zα/2). When θ ∈ [ν0, ν3],
C˜R(θ) = 1−
Φ( θ−ν2
σ/
√
n
)
Φ( θ−ν1
σ/
√
n
)
,
for any fixed y > 0, Φ(x−y)Φ(x) is an increasing function of x ∈ R, thus C˜R(θ) is decreasing of θ. The upper
bound for |CR(θ)− C˜R(θ)| can be shown in the same fashion with that in case i) when θ ∈ [ν0, c3].
When θ ∈ [ν3, c3],
C˜R(θ) =
1− α2
Φ( θ−ν1
σ/
√
n
)
−
Φ( θ−ν2
σ/
√
n
)
Φ( θ−ν1
σ/
√
n
)
,
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it can be checked easily that C˜R(θ) is a decreasing function on this interval. Moreover, CR(θ) − C˜R(θ) =
Φ(
ν2−θ
σ/
√
n
)−α2
Ps(θ,ν1)Φ(
θ−ν1
σ/
√
n
)
·
[
−Φ(−θ−ν1
σ/
√
n
)
]
. Since ν2−θ
σ/
√
n
< ν2−ν3
σ/
√
n
< zα/2,
−ν1−θ
σ/
√
n
< −ν1−ν3
σ/
√
n
< −2zα/2, together with
Ps(θ, ν1) > Φ(
θ−ν1
σ/
√
n
) > 1− α2 , we have |CR(θ)− C˜R(θ)| < 4(1−α)(2−α)2 Φ(−2zα/2) < 4(1− α)Φ(− 32zα/2).
Combining the conclusions of case i) and case ii), it holds true that C˜R(θ) is a piece-wise monotonic
function, and the difference between C˜R(θ) and CR(θ) can be bounded from above by a small value.
Proof of Theorem 2.2.3
Based on lemma 2.7.7, minθ≥ν1 C˜R(θ) = C˜R(c3). We discuss the bound for 1 − α − C˜R(c3) separately
for two cases: c3 < ν3 and c3 > ν3.
If c3 < ν3,
C˜R(c3) = 1−
Φ( c3−ν2
σ/
√
n
)
Φ( c3−ν1
σ/
√
n
)
, thus (1− α)− C˜R(c3) =
Φ( c3−ν2
σ/
√
n
)
Φ( c3−ν1
σ/
√
n
)
− α.
For any a, b > 0, a > b, the function Φ(x−a)Φ(x−b) is an increasing function of x, since c3 ∈
(√
λ,
√
λ+ 12zα/2σ/
√
n
)
,
it holds true that
Φ( c3−ν2
σ/
√
n
)
Φ( c3−ν1
σ/
√
n
)
<
Φ(
√
λ+ 12 zα/2σ/
√
n−ν2
σ/
√
n
)
Φ(
√
λ+ 12 zα/2σ/
√
n−ν1
σ/
√
n
)
=
Φ(− 12zα/2)
Φ(
√
nλ
σ +
1
2zα/2 − zτ/2)
<
Φ(− 12zα/2)
Φ( 12zα/2)
,
where in the last inequality we have used that
√
nλ
σ +
1
2zα/2 − zτ/2 ≥ 32zα/2 − zτ/2 ≥ 12zα/2. Similarly, it
holds true that
Φ( c3−ν2
σ/
√
n
)
Φ( c3−ν1
σ/
√
n
)
>
Φ(
√
λ−ν2
σ/
√
n
)
Φ(
√
λ−ν1
σ/
√
n
)
=
α
2
Φ(
√
λ−ν1
σ/
√
n
)
≥ α
2− α,
where in the last inequality we have used that
√
λ−ν1
σ/
√
n
≤ zα/2. Therefore,
(1− α)− C˜R(c3) ∈
(
α(α− 1)
2− α ,
Φ(− 12zα/2)
Φ( 12zα/2)
− α
)
.
If c3 > ν3,
C˜R(c3) =
Φ(ν2−c3
σ/
√
n
)− α2
Φ( c3−ν1
σ/
√
n
)
.
We know Φ(ν2−c3
σ/
√
n
) = Φ(zα/2
σ˜(c3)
σ ) < Φ(
9
13zα/2), which is because σ˜(c3) <
9
13σ given c3 <
√
λ+ 12zα/2σ/
√
n <
52
3
2
√
λ. Moreover, Φ( c3−ν1
σ/
√
n
) > Φ(ν3−ν1
σ/
√
n
) = 1− α2 , together we have
C˜R(c3) ≤
2Φ( 913zα/2)− α
2− α .
On the other hand,
Φ(ν2−c3
σ/
√
n
)− α2
Φ( c3−ν1
σ/
√
n
)
> Φ(
ν2 − c3
σ/
√
n
) = Φ(zα/2
σ˜(c3)
σ
)− α
2
> Φ(
1
2
zα/2)− α
2
,
where the last inequality we have used that σ˜(c3) >
σ
2 given c3 >
√
λ. Therefore,
(1− α)− C˜R(c3) ∈
(
1− α− 2Φ(
9
13zα/2)− α
2− α ,Φ(−
1
2
zα/2)− α
2
)
.
Combining the bound for 1− α− C˜R(θ) and the conclusions in Lemma 2.7.7, we have the upper bound
for 1− α− CR(θ).
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Table 2.4: Coverage probabilities of confidence regions when σ = 2
p=20 p=50
n θ ρ = 0 ρ = 0.2 ρ = 0.5 ρ = 0 ρ = 0.2 ρ = 0.5
100 0.3 CROur 90.0 96.1 91.4 92.2 93.3 97.0
CRAsym 66.0 48.6 36.5 26.3 18.9 11.7
CRPtb 67.3 68.6 74.2 68.6 64.8 58.6
CRBs 74.5 77.0 88.7 100.0* 100.0* 100.0*
CRsmBS 68.1 65.4 74.3 95.1* 93.5* 92.3*
CROLS 95.0 95.3 94.3 92.0 93.5 95.0
0.75 CROur 92.9 91.4 96.0 92.3 96.5 94.2
CRAsym 89.0 85.3 75.8 92.3 90.3 74.5
CRPtb 87.6 90.9 86.4 90.0 93.8 78.9
CRBs 91.4 90.7 88.0 98.9* 98.8* 100.0*
CRsmBS 89.3 89.1 89.2 91.3* 95.3* 91.1*
CROLS 93.8 94.8 95.0 94.3 94.8 95.3
200 0.2 CROur 91.0 93.6 93.2 88.6 94.2 91.2
CRAsym 48.2 35.1 25.0 12.8 5.0 11.9
CRPtb 61.4 65.3 69.4 48.1 44.2 49.3
CRBs 58.5 58.1 72.8 56.1 61.0 63.5
CRsmBS 54.7 50.5 62.6 46.0 48.8 46.4
CROLS 94.5 95.3 95.3 94.5 95.0 95.0
0.6 CROur 94.7 95.5 94.2 95.4 96.7 95.7
CRAsym 90.1 91.5 74.9 89.0 80.4 69.6
CRPtb 90.2 92.6 86.1 84.2 88.0 89.6
CRBs 90.7 91.7 88.4 86.9 89.4 82.7
CRsmBS 88.4 89.5 91.2 80.7 84.2 81.4
CROLS 95.8 95.8 93.5 96.3 93.3 95.8
400 0.15 CROur 90.2 95.7 92.4 96.7 95.9 92.6
CRAsym 10.3 40.0 31.0 10.3 2.6 6.4
CRPtb 33.6 51.0 60.3 33.6 39.3 44.7
CRBs 35.3 54.2 57.9 35.3 39.1 38.6
CRsmBS 27.4 49.9 52.2 27.4 32.2 31.3
CROLS 94.3 96.5 93.0 94.3 93.5 93.0
0.4 CROur 96.2 95.7 94.8 93.6 97.0 96.7
CRAsym 89.6 92.0 83.6 89.6 91.0 80.5
CRPtb 79.5 89.3 89.2 79.5 75.8 70.7
CRBs 87.5 89.3 80.3 87.5 82.4 70.3
CRsmBS 79.8 87.2 84.3 79.8 76.6 71.0
CROLS 95.8 94.3 95.0 95.8 94.5 93.8
∗ indicates that the bootstrap and smooth bootstrap methods encounter a singular-designed matrix probelm (7-10%
times), and only partial simulation results are used for calculation.
Table 2.5: Computation time for one simulation run
Two-step Method Bootstrap Perturbation
0.86s 127.61s 262.07s
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Figure 2.1: Define signal level based on Pd
θ
0
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Figure 2.2: Pd and E(P̂d)
θ
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Figure 2.3: Signal’s detectability in two-step procedure
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Figure 2.4: CR(θ) versus CR1(θ) (An example: Case 1)
Figure 2.5: CR(θ) versus CR1(θ) (An example: Case 2)
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Figure 2.6: CR(θ) versus CR1(θ) (An example: Case 3)
Figure 2.7: CR(θ) versus CR1(θ) (An example: Case 4)
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Figure 2.8: CR(θ) versus CR1(θ) (An example: Case 5)
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Figure 2.9: False positive rate for simulation setting 1 & 2
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Figure 2.10: 95% confidence interval’s coverage rates for simulation setting 1 when ρ = 0.2
Figure 2.11: 95% confidence interval’s coverage rates for simulation setting 2 when ρ = 0.2
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Figure 2.12: Empirical probabilities of identifying each signal level for simulation setting 1 & 2
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Figure 2.13: Half width of confidence intervals of selected signals for HIV data
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Figure 2.14: J1(θ)− J4(θ) (Case 1)
Figure 2.15: J1(θ)− J4(θ) (Case 2)
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Figure 2.16: J1(θ)− J4(θ) (Case 3)
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Figure 2.17: J1(θ)− J4(θ) (Case 4)
Figure 2.18: J1(θ)− J4(θ) (Case 5)
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Figure 2.19: Simulation results of the tuning parameter adjustment approach
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Chapter 3
A Density Approach of Signal’s
Inference for Penalized Model
Selection
In this chapter, we provide signal’s inference method based on the exact distribution of the penalized
estimator. This follows the theory developed by Potscher and Schneider (2008) and Potscher and Leeb
(2009). Under the orthogonal design assumption, the common penalized estimators have explicit expression
for the penalized estimators. For example, the SCAD and adaptive LASSO estimator are provided in (1.2)
and (1.3).
In addition, the density functions for these estimators can be directly obtained based on their explicit
forms. This provides exact finite sample distributions, where the density formula is a function of sample size,
standard deviation of noise term, the tuning parameter and the true parameters. The finite sample distri-
bution is quite different from the asymptotic distribution described in section 1.2 when the true coefficient
is small, which is reflected by that the finite sample distribution can be highly non-normal, and consists of
a point mass at zero and several piece-wise continuous mixture components.
In theory, the exact finite sample distribution can provide a more accurate inference than the approximate
asymptotic-based inference. However, the exact distribution relies on the true parameter, which is unknown
in practice. Therefore, here we replace the true parameter by its estimated value for constructing confidence
intervals, and we provide the numerical performance of the estimated confidence interval to assess the
feasibility of the density approach.
This chapter is organized as follows. In section 3.1, we provide explicit expressions of the density func-
tions for the adaptive LASSO and the SCAD estimator. The standard confidence interval and quantile
confidence interval are constructed based on their density formulas. Section 3.2 evaluates the performance
of the proposed inference procedures. Section 3.3 discusses the estimation of non-detection probability, and
compares to several different estimators. Summary and discussion are provided in Section 3.4.
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3.1 Penalized estimator: finite sample distribution
We follow similar arguments by Potscher and Schneider (2008) and Potscher and Leeb (2009). Given true
parameter θ, the sample size n, tuning parameter λ, the standard error σ and θ corresponding to the covariate
x, the finite sample cumulative distribution of ξ =
√
n(θˆSCAD − θ) is
dFn,θ,λ(ξ) =
{
Φ(
nλ− xTxθ√
xTxσ
)− Φ(−nλ+ x
Txθ√
xTxσ
)
}
dδ−n1/2θ(ξ) (3.1)
+ {f1(ξ) + f2(ξ) + f3(ξ) + f4(ξ) + f5(ξ) + f6(ξ)} dξ, (3.2)
where
f1(ξ) =
1
σ
√
xTx
n
φ
(√
xTx
n
ξ
σ
)
1{ξ < −√n(aλ+ θ)},
f2(ξ) =
1
σ
(
√
xTx
n
− 1
a− 1
√
n
xTx
)φ
(
(
√
xTx
n
− 1
a− 1
√
n
xTx
) · ξ
σ
− n(aλ+ θ)
(a− 1)
√
xTxσ
)
1{−√n(aλ+ θ) ≤ ξ < −√n(λ+ θ)},
f3(ξ) =
1
σ
√
xTx
n
φ(
√
xTx
n
· ξ
σ
− nλ√
xTxσ
)1{−√n(θ + λ) ≤ ξ < −√nθ},
f4(ξ) =
1
σ
√
xTx
n
φ(
√
xTx
n
· ξ
σ
+
nλ√
xTxσ
)1{−√nθ ≤ ξ < √n(λ− θ)},
f5(ξ) =
1
σ
(
√
xTx
n
− 1
a− 1
√
n
xTx
)φ
(
(
√
xTx
n
− 1
a− 1
√
n
xTx
) · ξ
σ
+
n(aλ− θ)
(a− 1)
√
xTxσ
)
1{√n(λ− θ) ≤ ξ < √n(aλ− θ)},
f6(ξ) =
1
σ
√
xTx
n
φ
(√
xTx
n
ξ
σ
)
1{ξ ≥ √n(aλ− θ)}.
Note that θˆSCAD follows a mixture distribution, which consists of a point mass at 0 and several piecewise
continuous distributions. It can be verified that for a fixed parameter θ, the above mixture distribution
coverages to normal distribution, as sample size n goes to infinity and the tuning parameter λ is properly
selected. This indicates that the finite sample distribution and the asymptotic distribution for the penalized
estimator agree with each other if the sample size is large enough. However, the finite sample distribution
should be more accurate for the penalized estimator when the sample size is small.
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We provide the cumulative distribution function of ξ as follows:
Fn,θ,λ(ξ) =

F1(ξ), if ξ < −
√
n(aλ+ θ)
F2(ξ) + P2, if −
√
n(aλ+ θ) ≤ ξ < −√n(λ+ θ)
F3(ξ) + P2 + P3, if −
√
n(θ + λ) ≤ ξ < −√nθ
F4(ξ) + P2 + P3 + P4 + P0, if −
√
nθ ≤ ξ < √n(λ− θ)
F5(ξ) + P2 + P3 + P4 + P5 + P0, if
√
n(λ− θ) ≤ ξ < √n(aλ− θ)
F1(ξ) + P2 + P3 + P4 + P5 + P6 + P0, if ξ ≥
√
n(aλ− θ),
where
F1(ξ) = Φ(
ξ
√
xTx√
nσ
);
F2(ξ) = Φ(
ξ(x
Tx√
n
−
√
n
a−1 )− n(aλ+θa−1 )√
xTxσ
);
F3(ξ) = Φ(
ξ
√
xTx√
nσ
− nλ√
xTxσ
);
F4(ξ) = Φ(
ξ
√
xTx√
nσ
+
nλ√
xTxσ
);
F5(ξ) = Φ(
ξ(x
Tx√
n
−
√
n
a−1 ) + n(
aλ−θ
a−1 )√
xTxσ
),
and
P0 = Φ(
nλ− xTxθ√
xTxσ
)− Φ(−nλ+ x
Txθ√
xTxσ
),
P2 = F1(−
√
n(aλ+ θ))− F2(−
√
n(aλ+ θ)),
P3 = F2(−
√
n(λ+ θ))− F3(−
√
n(λ+ θ)),
P4 = F3(−
√
nθ)− F4(−
√
nθ),
P5 = F4(
√
n(λ− θ))− F5(
√
n(λ− θ)),
P6 = F5(
√
n(aλ− θ))− F1(
√
n(aλ− θ)).
Based on the above formulation of Fn,θ,λ(ξ), suppose ξα/2 and ξ1−α/2 are the α/2 and 1−α/2 quantiles
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of Fn,θ,λ(ξ) respectively, a 100(1− α)% level quantile confidence interval CIQ for θ can be constructed by:
CIQ =
(
θˆSCAD −
ξ1−α/2√
n
, θˆSCAD −
ξα/2√
n
)
. (3.3)
In addition, from the density function in (3.1), suppose E(ξ) and σ(ξ) are the mean and standard deviation
of ξ, we can construct a standard confidence interval CIS as:
CIS =
(
θˆSCAD −
E(ξ) + zα/2σ(ξ)√
n
, θˆSCAD −
E(ξ)− zα/2σ(ξ)√
n
)
. (3.4)
Note that calculations of ξα/2, ξ1−α/2, E(ξ) and σ(ξ) rely on the knowledge of the true parameter θ,
which is unknown in practice. Computationally, we can substitute θ by a least square estimator or other
regularized estimators.
Similarly, the finite sample distribution of ω =
√
n(θˆALASSO − θ) is:
FALASSO,n,θ,λ(ω) = 1{
√
nθ + ω ≥ 0}Φ(z2(ω)) + 1{
√
nθ + ω < 0}Φ(z1(ω)), (3.5)
where z1(ω) and z2(ω) are the roots of solving the following equation:
z2 +
√
nθ − ω
σ
√
xTx
n
z − (nλ
σ2
+
xTx√
nσ2
θω) = 0. (3.6)
It follows immediately from (3.5) that the density function of ω, which we called fALASSO,n,θ,λ(ω) is:
fALASSO,n,θ,λ(ω) =
{
Φ(
√
nλ−
√
xTxθ
σ
)− Φ(−
√
nλ−
√
xTxθ
σ
)
}
dδ−√nθ(ω) (3.7)
+ {f1(ω) + f2(ω)} dω, (3.8)
where
f1(ω) = c0(1− s(ω))φ(z1(ω))1{
√
nθ + ω < 0},
f2(ω) = c0(1 + s(ω))φ(z2(ω))1{
√
nθ + ω ≥ 0},
c0 =
1
2σ
√
xTx
n
,
s(ω) =
c2(ξ)√
[c2(ξ)]2 + c3
.
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The solutions of (3.6) can be explicitly expressed as
z1(ω) = −c1(ω)−
√
[c2(ω)]2 + c3,
z2(ω) = −c1(ω) +
√
[c2(ω)]2 + c3,
where
c1(ω) =
√
nθ − ω
2σ
√
xTx
n
,
c2(ω) =
√
nθ + ω
2σ
√
xTx
n
,
c3 =
nλ
σ2
.
Following Fn,θ,λ(ω), suppose ωα/2 and ω1−α/2 are the α/2 and 1−α/2 quantiles of Fn,θ,λ(ω) respectively,
a 100(1− α)%-level quantile confidence interval CIQ for θ can be constructed by:
CIQ = [θˆALASSO −
ω1−α/2√
n
, θˆALASSO −
ωα/2√
n
]. (3.9)
We utilize the density function in (3.7), and let E(ω) and σ(ω) be the mean and standard deviation of
ω, then construct a standard confidence interval CIS as:
CIS = [θˆALASSO −
E(ω) + zα/2σ(ω)√
n
, θˆALASSO −
E(ω)− zα/2σ(ω)√
n
]. (3.10)
Since the finite sample distribution for the weak signal deviates from a normal distribution, the symmetric
standard confidence interval based on the normality might not be the most efficient confidence interval.
There are several potential drawbacks of the standard confidence interval. The first one is the estimation
of standard deviation. The existing formulas are known to be underestimated for the true standard errors
which lead to under-coverage confidence intervals. For example, it is possible that the standard deviation
can be estimated to be zero based on the above formula. Secondly, the standard confidence interval becomes
unreliable as the distribution is asymmetric, therefore the mean µ is no longer the center of the distribution.
Given the actual density is asymmetric and highly-skewed, one extreme case for the ill-behaved standard
confidence interval is that the true distribution of the estimator is so skewed that µ lies outside its 100(1−α)%
quantile. In such case, the standard confidence interval can be misleading for the true signal. In another
situation, the distribution of the penalized estimator might no longer be continuous. This occurs when the
signal is weak, and there is positive point mass at zero. For discontinuous density function, it makes more
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sense to construct a quantile confidence interval instead. Although there are potential drawbacks for the
standard confidence intervals in theory, their performance is not worse than the quantile confidence interval
in practice. We compare their finite sample performance in the next section.
3.2 Numerical studies
To examine the empirical performance of the density-based inference approach, we conduct simulation studies
in a similar setting as in Section 2.3. We generate 400 simulated data with a sample size of n for the linear
model y = Xθ + N (0, σ2), where X = (X1, · · · ,Xp) and Xj ∼ N (0, In). We allow covariates X to be
correlated with an AR(1) correlation structure, and the pairwise correlation cor(Xi,Xj) = ρ
|i−j|. We choose
(n, p, σ) = (100, 20, 2), (100, 50, 2) and (400, 50, 2) for each setting. To assess the performance of the proposed
methods when the orthogonal-designed assumption is violated, we let ρ = 0.2 for each setting. In addition,
the p-dimensional coefficient vector θ = (1, 1, 0.5, θ, 0, · · · , 0), which consists of two strong signals of 1’s, one
moderate strong signal of 0.5, one varying-signal θ, and (p − 4) null variables. We allow the coefficient θ
vary between 0 (null) to 2 (strong signal) in order to examine the confidence coverages across different signal
strength levels.
We construct 95% confidence intervals based on (3.9) and (3.10). Figures 3.1, 3.3 and 3.5 provide the
coverage probabilities for θ varying between 0 and 2. Note that when the signal strength is close to zero,
neither of the coverage rates using the standard method or quantile method are accurate. However, the
proposed method becomes more accurate as the magnitude of θ increases. For example, when ρ = 0.2, in
setting 1, the coverage rate of the proposed method is quite close to 95% when the signal strength is larger
than 0.8; and in setting 3, the coverage rate of the proposed method is quite close to 95% when the signal
strength is larger than 0.5.
The proposed inference method is still accurate for strong signals even when p is close to n if correlation
between covariates is low, as is shown in Figure 3.3. In all the settings, the standard confidence intervals
perform similarly, if not better than, the quantile confidence intervals. On the other hand, the performance of
density-based inferential method is deteriorate as the correlation between covariates increases. For example,
the coverage probabilities in setting 1 are less than 95% for any signal strength when ρ = 0.5.
To compare the density-based inference approach with the asymptotic-based inference method and the
proposed two-step inference method in Chapter 2, we also include the coverage probabilities for all methods
in Figures 3.2, 3.4 and 3.6. In general, the density-based standard confidence interval provides more accurate
inference than the asymptotic-based method. The density-based quantile confidence interval performs better
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for the weak signals, but not for the moderately large signals. The two-step inference method provides better
confidence intervals than either of these two density approaches. For example, when ρ = 0.2, in setting 1,
the coverage rate of the density approach is close to 95% when the signal strength is larger than 0.8; in
setting 3, the coverage rate of the density approach is close to 95% when the signal strength is larger than
1. Therefore, the density approach works effectively only for strong signals. When signal strength becomes
sufficiently large, all these methods can provide accurate inference.
3.3 More estimators for Pd
The estimation of Pd is crucial to the signal’s identification. In addition to the proposed estimator of Pd
described above, other estimators are provided as follows. We can replace unknown θ by a ridge estimator
or a least-square estimator in the expression of Pd. Indeed, there exist a bias-variance trade-off for each of
these estimators. We explain the details as following.
To simplify our discussion, we assume that the covariates are standardized such that xTx = n. For a
fixed λ, the explicit estimator of adaptive LASSO is:
θˆALASSO = (|θˆLS | − λ|θˆLS | )+sgn(θˆ
LS).
Therefore we have the detection probability Pd with the following form:
P (θˆALASSO 6= 0) = Φ(−
√
nλ+
√
nθ
σ
) + Φ(
−√nλ−√nθ
σ
). (3.11)
Thus the expected value of P̂d by replacing θ with θˆLS in Pd becomes
E(P̂d) = E
{
Φ(
√
n
σ
(θˆLS −
√
λ)) + Φ(−
√
n
σ
(θˆLS +
√
λ))
}
= Φ(
√
n√
2σ
(θ −
√
λ)) + Φ(−
√
n√
2σ
(θ +
√
λ)).
It is obvious that P̂d is not an unbiased estimator of Pd. We can modify the estimator P̂d by rescaling σ,
which is Pd(n, θˆLS , kσ, λ). The expectation of the new estimator becomes:
E{Pd(n, θˆLS , kσ, λ)} = E
{
Φ(
√
n
kσ
(θˆLS −
√
λ)) + Φ(−
√
n
kσ
(θˆLS +
√
λ))
}
(3.12)
= Φ(
√
n√
1 + k2σ
(θ −
√
λ)) + Φ(−
√
n√
1 + k2σ
(θ +
√
λ)). (3.13)
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When k  1, (3.13) becomes quite close to Pd. Thus we can obtain a nearly-unbiased estimator for Pd, by
rescaling σ in P̂d.
An alternative way of estimating Pd is to use other estimator of θ rather than θˆLS . For example, the
ridge estimator is another option, since θˆridge =
1
1+ρ θˆLS and it is a rescaled version of θˆLS . The expected
value of P̂d by replacing θ with θˆridge becomes:
E(P̂d) = E(Pd(n, θˆridge, kσ, λ))
= E
{
Φ(
√
n
kσ
(
1
1 + ρ
θˆLS −
√
λ)) + Φ(−
√
n
kσ
(
1
1 + ρ
θˆLS +
√
λ))
}
= Φ
 √n√
k2 + ( 11+ρ )
2σ
(
1
1 + ρ
θ −
√
λ)
+ Φ
− √n√
k2 + ( 11+ρ )
2σ
(
1
1 + ρ
θ +
√
λ)
 ,
where any given scaling parameters r and k also satisfy:
E
{
Φ(
√
n(
√
λ− rθˆLS)
kσ
)
}
= Φ(
√
n(
√
λ− aθ)√
k2 + r2σ
).
If we let k =
√
ρ2+2ρ
1+ρ , then
E(P̂d) = Φ
(√
n
σ
(
1
1 + ρ
θ −
√
λ)
)
+ Φ
(√
n
σ
(
√
λ+
1
1 + ρ
θ)
)
.
The above estimator indicates that there exists a bias-variance trade-off. That is, if we obtain less biased
estimator of Pd, then there is more variation for the estimator. In general, the estimator by plugging in
θˆLS achieves better performance compared with other estimators, as it provides a stable estimation of Pd,
although is at the cost of a bit of bias.
3.4 Summary and discussion
In this chapter, we propose signal’s inference method using the exact finite sample distribution of the
penalized estimator. The finite sample cumulative distribution function and the probability density function
for a single model parameter can be obtained marginally if we assume covariates are orthogonally designed.
The proposed method is applicable for any model parameter, whether the corresponding covariate is selected
or not. However, the finite sample distribution of the penalized estimator requires the knowledge of the true
parameter. In practice, the true information is unknown, and therefore we replace the true parameter by
the least-square estimator.
72
Our numerical studies indicate that the proposed inferential method only works well when the signal is
strong. When a signal strength is weak, the density-based approach provides an under-coverage confidence
interval. In addition, the density-based approach does not perform well when the covariates are correlated,
even if the correlation is weak or moderate. This is not surprising since the method is developed based on
the marginal distribution of the estimator for each model parameter, and the marginal distribution assuming
independence of covariates does not capture all the information for the joint distribution if covariates are
correlated. For non-orthogonal designed covariates, it remains an open question of whether a joint distribu-
tion of model parameter estimator can be obtained or not. In addition, it is worth investigating to estimate
the detection probability jointly.
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Figure 3.1: 95% confidence interval’s coverage rates for n=100, p=20 when ρ = 0.2
Figure 3.2: 95% confidence interval’s coverage rates for n=100, p=20 when ρ = 0.2(all methods)
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Figure 3.3: 95% confidence interval’s coverage rates for n=100, p=50 when ρ = 0.2
Figure 3.4: 95% confidence interval’s coverage rates for n=100, p=50 when ρ = 0.2(all methods)
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Figure 3.5: 95% confidence interval’s coverage rates for n=400, p=50 when ρ = 0.2
Figure 3.6: 95% confidence interval’s coverage rates for n=400, p=50 when ρ = 0.2(all methods)
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