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Abstract
This paper deals with two separate but related results. First we consider weak
solutions to a parabolic operator with Hörmander vector fields. Adapting the iter-
ation scheme of Jürgen Moser for elliptic and parabolic equations in Rn we show
a parabolic Harnack inequality. Then, after proving the Harnack inequality for
weak solutions to equations of the form ut =
∑
Xi(aijXju) we use this to show
Hölder continuity. We assume the coefficients are bounded and elliptic. The itera-
tion scheme is a tool that may be adapted to many settings and we extend this to
nonlinear parabolic equations of the form ut = −X∗i Aj(Xju). With this we show
both a Harnack inequality and Hölder continuity of weak solutions.
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Notation Use
R
n the n-dimensional Euclidean space
R
n+1 the product of the n-dimensional Euclidean space and a time
interval (0, T )
x a point in n-dimensional Euclidean space. x = {x1, x2, ...xn}T
dcc(x, y) the Carnot-Carathéodory (CC) distance from x to y. (see pg.
20)
Bcc(x, r) a CC ball centered at x with radius r. Bcc(x, r) = {y ∈
R
n | dcc(x, y) < r}. Also B(x, r), Br. (see pg. 20)
|Bcc(x, r)| the volume of the ball. |Bcc(x, r)| =
∫
B
dx. Here dx is Lebesgue
measure
R an open bounded rectangle in Rn+1. It is the product of a
Carnot-Carathéodory ball and a time interval: Bcc(x, r)×(0, T )
u(x, t) a solution to a partial differential equation. u(x, t) : Rn+1 → R
Xi a vector field.
{Xi}mi=1 a collection of vector fields.
Xiu the derivative of u in the direction of Xi.
X∗i the formal adjoint of Xi. (see pg. 18)
∇u the spatial gradient of u.
|∇u| the norm of the spatial gradient of u. |∇u| =
[
∑n
i=1(∂u/∂xi)
2]1/2
∇0u the horizontal gradient of u. ∇0u =
∑m
i=1XiuXi. (see pg. 19)
|∇0u| the norm of the horizontal gradient of u. |∇0u| =
[
∑m
i=1(Xiu)
2]1/2
{aij(x, t)} an m×m matrix of whose coefficients are functions of x and t.
L2(R) the Lebesgue space of functions on R. It consists of functions
u for which
∫
R
u2dxdt <∞. (see pg. 23)
L∞(R) consists of all functions u for which ess sup u <∞
viii
Notation Use
W 1,2(R) the Sobolev space of functions on R. It consists of functions
u ∈ L2(R) with the weak derivatives of u in L2(R).
S1,2(R) the Sub-elliptic Sobolev space of functions on R. It consists of
functions u ∈ L2(R) with the weak derivatives of u in L2(R).
(see pg. 23)
ut the derivative of u in time. ut = ∂u/∂t

10.1 Introduction
This paper deals with two versions of the heat equation. The classical heat equation
tells us the temperature at a given location in a material at a given time. It is simply
modeled by
ut = ∆u
in some region. The derivatives here are the usual ones taken along the coordinates
axes. This equation has been studied by many people and is very well known. This
equation may also be written as:
ut = div (∇u).
A typical property of interest is the bounds on the behavior of a solution to such
a PDE. One classical result is that solutions to the heat equation have a Harnack-
type inequality which says that the maximum temperature in a domain R can be
known in terms of the minimum. That is
max
R
u(·, t1) ≤ Cmin
R
u(·, t2).
In this inequality, the constant C can be calculated explicitly based on the first
time observed, t1, the second time observed, t2, and the dimension of the space in
which the heat diffuses. A second property that is often of interest is how smooth
or well-behaved the solutions are. One goal is to show that solutions are Hölder
continuous with respect to some metric. If x and y are any two points in the domain
considered, then
|u(x)− u(y)| ≤ C|x− y|α
where α is between zero and one.
It is natural to extend the restrictions that one places on the equation to gain
further understanding of the nature of the diffusion of heat. We may add the
2complication of specifying the nature of the medium through which the heat diffuses.
We do this with a matrix that models the homogeneity of the material. The new
equation would be
ut = div (a∇u)
where a = {aij} is an n × n matrix of functions that model the material. This
equation is well known when we assume the coefficients are smooth. This would be
the easiest case. Even in the worst case, where the functions are merely measurable,
much is known.
A natural extension of the original problem would then be to take the derivatives
not along the coordinates axes, but rather along vector fields. The vector fields
could yield strange curves and even fractal-type behavior. In general, we consider
less vector fields, m than the dimension of the space, n. But in order to do much
with them we ask that they possess a certain property: that they can span the
entire space being considered when taken in any combination. If Xi is any of the
m vector fields, then the equation takes the form
ut =
m∑
ij
Xj(aijXiu).
Because the solutions cannot be assumed to be too smooth, we add another com-
plication. We assume that the derivatives do not necessarily exist as functions but
only in a weak sense. This further muddies the original problem by making it more
difficult to take the two derivatives we have in the above equations.
A final wrinkle on the original equation would be to consider not a matrix aij ,
but a non-linear function A in the equation. This gives us
ut =
m∑
j
X∗j (Aj(x,∇0u)).
3Non-linear behavior is often difficult to deal with in PDE. This last change would
give us a much wider class of functions to consider.
This paper proves the two properties considered above regarding the behavior
of solutions. We show a Harnack inequality and Hölder continuity of the solu-
tions. We assume that the coefficients are only measurable, bounded functions and
not smooth. We assume the derivatives are taken along vector fields that yield
potentially strange geometry.
This paper deals with two separate but related problems. First we will consider
positive, weak solutions, u(x, t) ∈ S1,2(R), to
ut = −
m∑
i,j=1
X∗i
(
aij(x, t)Xju
)
in a domain R = Bcc(x, r)× (0, τ) ⊂ Rn+1 where the {Xi}mi=1, m ≤ n, are Hörman-
der vector fields. The matrix of coefficients {aij(x, t)} are bounded, measurable
functions on R satisfying an ellipticity condition. We will call this the parabolic
problem. For this problem we deal with two issues, establishing a Harnack-type
inequality for positive, weak solutions and proving Hölder continuity for those so-
lutions. The problem is a classical one addressed by many authors. Jurgen Moser
[25] dealt with weak solutions, u(x, t) ∈ W 1,2(Q), to
n∑
i,j=1
∂
∂xi
(
aij(x, t)
∂
∂xj
v
)
= 0
in a unit cube, Q ⊂ Rn. In this paper, he introduced an iteration scheme that has
formed the foundation of an approach to the issue of regularity of solutions adapted
by many authors. His general approach was to define for some bounded domain
D ⊂ Rn,
M(p,D) :=
( 1
|D|
∫
D
up
)1/p
.
4Using the facts that
max
D
u = M(∞, D)
and
min
D
u = M(−∞, D)
combined with Cacciopoli and Sobolev inequalities he was able to construct an
iteration that accomplishes for some constant C > 0
max
D
u = M(∞, D) = lim
k→∞
( 1
|D|
∫
D
upk
)1/pk ≤ C ( 1|D|
∫
D
upk
)1/pk
along with
min
D
u = M(−∞, D) = lim
k→∞
( 1
|D|
∫
D
u−pk
)1/−pk ≥ C ( 1|D|
∫
D
u−pk
)1/−pk
.
These two inequalities hold for values of pk close to 0: −pk < 0 < pk. Then these
are linked with ( 1
|D|
∫
D
upk
)1/pk ≤ C ( 1|D|
∫
D
u−pk
)1/−pk
for pk → ǫ. Moser later [26] addressed the continuity of solutions to a parabolic
operator in Rn using the same iteration. We will employ the Moser iteration here.
The second problem we deal with is positive, weak solutions to
ut = −
m∑
j=1
X∗jAj(x,∇0u)
in the same region R as above. Here, {Xi}mi=1, m ≤ n, are smooth vector fields
satisfying Hörmander’s condition for hypoellipticity. X∗j is the formal adjoint of Xj ,
and A(x,∇0u) is a measurable function satisfying certain requirements (see (0.5)
and following). This is a nonlinear generalization of the parabolic problem. It is
useful to extend the Moser technique to many situations as authors have since his
work in 1961. Trudinger [36] used the Moser method in 1967 to establish Harnack
5type inequalities for quasilinear elliptic equations of the form
div~a(x, u,∇u) + b(x, u,∇u) = 0
and
div~a(x, t, u,∇u) + b(x, t, u,∇u)− ut = 0.
Then in 1995 Saloff-Coste, [32] used a sketch version of Moser’s method to show
that the parabolic Harnack inequality is equivalent to both the doubling property
for measures and the Poincaré inequality in the Riemannian manifold setting. This
small list is far from exhaustive.
We note that the following results are motivated by a direct proof, using the it-
eration of Moser, of the Harnack inequality and Hölder continuity of weak solutions
to the two equations we examine. In the case of derivatives along Hörmander vector
fields, results are known in the case of certain elliptic operators, (see [7]) but not
in the parabolic case. Also, results are not known for the case where the matrix of
coefficients aij are only measurable and L∞ bounded. Results have been known for
parabolic-type operators since 1958 with constant aij coefficients (see [16]). Then
for measurable coefficients a parabolic and elliptic Harnack inequality was proven
for non-divergence form operators (see [21]). This current work brings together
the following: derivatives along Hörmander vector fields, merely bounded and mea-
surable coefficients, parabolic-type operators and Moser’s method. To accomplish
this new tools are needed. A Sobolev inequality for Hörmander vector fields from
Capogna, Danielli, Garofalo, (see [7]), a Poincaré inequality for Hörmander vectors
fields from Jerison, (see [19]) and the existence of smooth test functions of compact
support on the Carnot-Carathéodory balls with bounded horizontal gradient from
Citti, Garofalo and Lanconelli, (see [10]). The iteration scheme of Moser is nec-
essarily different. We take into account the geometry of the Carnot-Carathéodory
6balls that makes the integration tricky. These all result in explicit constants for
both the Harnack inequality and Hölder continuity in this geometry.
0.2 Main results
The main results of this paper are the following four theorems. For the parabolic
case we have the
Theorem 0.1. Harnack inequality for weak solutions
Let u ∈ S1,2(R) be a positive, weak solution to
(0.1) ut = −
m∑
i,j=1
X∗i
(
aij(x, t)Xju
)
in R = {Bcc(x, r) × (0, τ)}. Also define R+ = {B(x, r′) × (τ+, τ)} and R− =
{B(x, r′) × (τ−1 , τ−2 )} for 0 < r′ < r, 0 < τ−1 < τ−2 < τ+ < τ . The {Xi}mi=1,
m ≤ n, are smooth Hörmander vector fields and the matrix of coefficients aij(x, t)
are L∞(R) bounded and elliptic satisfying
(0.2) λ−1|ξ|2 ≤ aij(x, t)ξiξj ≤ λ|ξ|2
for every (x, t) ∈ R and for every ξ ∈ Rn. Then there exists a constant C > 0
depending on λ > 0, n, and R such that
(0.3) max
R−
u ≤ Cmin
R+
u
where the maximum and minimum are the essential supremum and infimum over
their respective domains.
We use the notation for some function v,
X∗j v = −
n∑
i=1
(
∂bi
∂xi
v +
∂v
∂xi
bi). (See section 0.5)
The second is the
7Theorem 0.2. Hölder continuity of weak solutions with respect to the CC metric
Let u(x, t) ∈ S1,2(R) be a positive, weak solution to
ut = −
m∑
i,j=1
X∗i
(
aij(x, t)Xju
)
in R as defined above. Then for every (x, t) and (y, s) ∈ R = B(x, r) × (0, τ),
0 < r < 1 there exists a constant C depending on n, λ, and R such that
(0.4) |u(x, t)− u(y, s)| ≤ C d((x, t), (y, s))α
for some 0 < α < 1 and d
(
(x, t), (0, 0)
)
= max {dcc(x, 0),
√|t|}.
Then for the nonlinear generalization we have the following
Theorem 0.3. Harnack inequality for weak solutions to a nonlinear operator
Let u ∈ S1,2(R) be a positive, weak solution to
(0.5) ut = −
m∑
j=1
X∗jAj(x,∇0u)
in R = {B(x, r) × (0, τ)}. Also define R+ = {B(x, r′) × (τ+, τ)} for 0 < r′ < r,
0 < τ−1 < τ
−
2 < τ
+ < τ . {Xi}mi=1, m ≤ n, are smooth vector fields satisfying
Hörmander’s condition for hypoellipticity. X∗j is the formal adjoint of Xj. The
measurable function A(x,∇0u) fulfills the following structural requirements:
(S)


Aj(x,∇0u) ≤ C|∇0u|
λ|∇0u|2 ≤ Aj(x,∇0u)Xj ≤ Λ|∇0u|2
for some constants C, Λ, λ > 0. Then there exists a constant C depending on λ,
n, and R such that
(0.6) max
R−
u ≤ Cmin
R+
u
8where the max and min are the essential supremum and infimum over these do-
mains.
Last we have
Theorem 0.4. Hölder continuity of weak solutions to a nonlinear operator with
respect to the CC metric
Let u(x, t) ∈ S1,2(R) be a positive, weak solution to
ut = −
m∑
j=1
X∗jAj(x,∇0u)
in R as defined above. Then for every (x, t) and (y, s) ∈ R = B(x, r) × (0, τ),
0 < r < 1 there exists a constant C > 0 depending on n, λ, and R such that
(0.7) |u(x, t)− u(y, s)| ≤ C d((x, t), (y, s))α
for some 0 < α < 1 and d
(
(x, t), (0, 0)
)
= max {dcc(x, 0),
√|t|}.
0.3 Examples of the nonlinear parabolic operator
Let u ∈ S1,2(R) be a positive, weak solution to
(0.8) ut = −X∗jAj(x,∇0u)
in R = {B(x, r) × (0, τ)}, R ⊂ Rn. Also define R+ = {B(x, r′) × (τ+, τ)} for
0 < r′ < r, 0 < τ−1 < τ
−
2 < τ
+ < τ . {Xi}mi=1, m ≤ n, are smooth vector fields
satisfying Hörmander’s condition for hypoellipticity. That is:
Rank
(
Lie[X1, ..., Xm]
)
(x) = n
9for any x ∈ Rn. X∗j is the formal adjoint ofXj. The measurable functionA(x,∇0u) :
R
m → Rm fulfills the following structural requirements:
(S)

 Aj(x,∇0u) ≤ C|∇0u|λ|∇0u|2 ≤∑mj=1Aj(x,∇0u)Xju ≤ Λ|∇0u|2
for some constants C, Λ, λ > 0.
i. First we point out that the parabolic version we prove in Theorem 0.1 is
contained in this nonlinear example. Let Aj(x,∇0u) = aij(x, t)Xiu. Then
we have
ut = −
∑
j
X∗jAj(x,∇0u) = −
∑
i,j
X∗j
(
aij(x, t)Xiu
)
.
Then we have the structural requirements (S) met in the inequality (0.2)
from the ellipticity and boundedness of aij(x, t):
λ−1|ξ|2 ≤ aij(x, t)ξiξj ≤ λ|ξ|2
and noticing that
aij(x, t)Xiu ≤ λ|Xiu|.
We can apply the results of Theorems 0.3 and 0.4 to achieve the same
Harnack inequality and Hölder continuity proved directly in the parabolic
case.
ii. Let
Aj(x,∇0u) = Xju√
1 + |∇0u|2
with |∇0u| < M in R for some constant M > 0. This is similar to the
mean curvature for intrinsic minimal graphs studied by several authors:
Cheng, Hwang, Malchiodi and Yang [9], Manfredini [24] and Pauls [31].
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We consider weak solutions of the equation
ut =
m∑
j
Xj
( Xju√
1 + |∇0u|2
)
.
The structural requirements are met in the following:
Aj(x,∇0u) = Xju√
1 + |∇0u|2
≤ |∇0u|√
1
,
~A(x,∇0u) · ∇0u = Xju√
1 + |∇0u|2
· ∇0u ≤ |∇0u|
2
√
1
and
~A(x,∇0u) · ∇0u = ∇0u√
1 + |∇0u|2
· ∇0u ≥ |∇0u|
2
√
1 +M2
.
Applying the results from Theorem 0.3, we have a Harnack inequality for
weak solutions to (0.5) in R. We also are guaranteed Hölder continuity of
these solutions with respect to the CC metric.
iii. Let
Aj(x,∇0u) = Xju
1 + |∇0u|2
with |∇0u| < M in R for some constant M > 0. That gives us
ut = −
∑
j
X∗jAj(x,Xju) = −
∑
j
X∗j
Xju
1 + |∇0u|2 .
We can see that the structural conditions are satisfied in the following:
Aj(x,∇0u) = Xju
1 + |∇0u|2 ≤
|∇0u|
1 + |∇0u|2 ≤ |∇0u|,
~A(x,∇0u) · ∇0u =
m∑
j=1
Aj(x,∇0u) ·Xju = ∇0u
1 + |∇0u|2 · ∇0u ≤
|∇0u|2
1
,
11
and
~A(x,∇0u) · ∇0u =
m∑
j=1
Aj(x,∇0u) ·Xju = ∇0u
1 + |∇0u|2 · ∇0u ≥
|∇0u|2
1 + |M |2 .
Applying the results from Theorem 0.3, we have a Harnack inequality for
weak solutions to (0.5) in R. We also are guaranteed Hölder continuity of
these solutions with respect to the CC metric.
0.4 Chronology of the elliptic and parabolic Harnack inequality
This is a table showing some developments relevant to the current work in the
study of elliptic and parabolic operators. We will look at different settings and with
assumptions on the matrix of coefficients, A(x, t), having components aij(x, t).
1954 - J. Hadamard, [16] shows the first parabolic Harnack inequality for
operators with constant coefficients aij in Rn. Pini obtained the same result in 1954
separately.
1958 - J. Nash, [30] proves a Harnack inequality for an elliptic operator in Rn
using heat kernel estimates. This was for measurable and uniformly elliptic {aij}.
Moser showed the same in 1964 using the iteration method that is employed in the
current paper.
1961 - J. Moser, [26] proves an elliptic Harnack inequality for solutions to
n∑
i,j=1
∂
∂xi
(aij
∂
∂xj
u) = 0
and that the Harnack inequality implies Hölder continuity.
1964 - J. Moser, [25] shows a parabolic Harnack inequality using his iteration
scheme and the John-Nirenberg theorem. This paper provides the basis for many
authors ( see [12], [36], [32] ) as well as the current results.
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1967 - Aronson and Serrin, [2] treat the second order quasilinear parabolic
equation
ut = divA(x, t, u,∇u) = B(x, t, u,∇u)
and were the first to show two-sided Gaussian bounds for divergence form uniformly
elliptic operators in Rn.
1967 - Trudinger, [36] deals with two kinds of equations
div a(x, u,∇u) + b(x, u,∇u) = 0
and
div a(x, t, u,∇u) + b(x, t, u,∇u)− ut = 0
and following the iteration used by Moser establishes a Harnack inequality for weak
solutions to both.
1968 - Trudinger, [37] shows point wise estimates for quasilinear parabolic
equations.
1969 - Bony, [3] considers degenerate elliptic partial differential equations of
the type
r∑
i=1
X2i u+ Y u+ cu = 0
whereX1, ..., Xr, Y are first order homogeneous differential operators. Various prop-
erties of solutions are studied in connection with the Lie algebra generated by these
operators. He proves a local form of the Harnack inequality.
1971 - Moser, [27] shows a parabolic Harnack inequality using alternate meth-
ods besides the John-Nirenberg theorem. The John-Nirenberg theorem is used in
the current results in a form modified by Aimar [1]. Moser uses an approach by
Bombieri based on minimal surfaces.
13
1973 - Trudinger, [38] deals with operators of the type
Lu = − ∂
∂xi
(
aij(x)uxi + ai(x)u
)
+ bi(x)uxi + a(x)u = −
∂f i
∂xi
+ f
where the aij are measurable functions on a domain Ω ⊂ Rn and f is an integrable
function on Ω. He proves the Harnack inequality for solutions and then shows
Hölder continuity.
1980 - Krylov and Safonov, [21] prove a parabolic and elliptic Harnack
inequality for non-divergence form operators
Lu = −
n∑
i,j=1
aij∂i∂ju
with aij measurable, symmetric and uniformly elliptic.
1983 - Franchi and Lanconelli, [12] were the first to apply a Moser technique
to obtain Hölder continuity of solutions for non-uniformly elliptic operators with
measurable coefficients.
1986 - Jerison and Sanchez-Calle, [20] treat degenerate elliptic operators
with smooth coefficients. We give their main result.
Theorem 0.5. Let Ω be an open subset of Rn. Let
L =
n∑
i,j=1
(
1/k(x)
) ∂
∂xi
(
k(x)aij
∂
∂xj
)
where the coefficients aij and k are C
∞(Ω), k is positive and the matrix aij is
symmetric positive semi-definite for every x ∈ Ω. Also suppose that L satisfies a
sub-elliptic estimate: There is a constant C and a number ǫ such that all u ∈ C∞0 (Ω)
satisfy
||u||2ǫ ≤ C(||Lu||+ ||u||).
Here
||u||s =
( ∫ |uˆ(ξ)|2(1 + |ξ|2)s dξ)1/2,
14
||u|| = ( ∫ |u(x)|2 dµ(x))1/2
and
dµ(x) = h(x)dx.
Then for ( ∂
∂t
− L)u(t, x) = 0 we have for the heat kernel h(t, x, y) the following:
h(t, x, y) ≤ Aµ(B(x, t1/2))−1 e−d(x,y)2/γt
h(t, x, y) ≥ A′µ(B(x, t1/2))−1 e−d(x,y)2/γ′t
|∂ktXj1 · · ·Xjph(t, x, y)| ≤ Cp,kt−k−p/2µ
(
B(x, t1/2)
)−1
e−d(x,y)
2/γt
For some positive constants A, A′, γ, γ′, Cp,k and every x, y ∈ Ω 0 < t < 1.
1988 - Kusuoka and Stroock, [22] use probability methods for heat kernel
estimates on Hörmander vector fields. We give their main result.
Theorem 0.6. Let aij ∈ C2b be a symmetric, non-negative definite matrix-valued
function. Define
Lu(x) =
N∑
i,j=1
[∂xi(aij∂xju)](x).
Let P (t, x, ·) be the unique transition probability function on RN such that the as-
sociated Markov semigroup {Pt : t > 0} satisfies
Ptφ(x)− φ(x) =
∫ 1
0
[PsLφ](x)ds
for all φ ∈ C∞0 (RN). Let {Eλ : λ ∈ [0,∞)} denote the resolution of the identity
determined by {Pt : t > 0} and set A =
∫
[0,∞)
λdEλ. Let the Dirichlet form be given
by
S(f, f) =
∫
[0,∞)
λd(E)
15
Assume there exist A ∈ (0,∞), ν ∈ (0,∞) and δ ∈ (0,∞) such that
||f ||2+4/ν2 ≤ A(S(f, f) + δ||f ||22)||f ||4/ν1
for f ∈ L2(RN); or equivalently that there is a B ∈ (0,∞) such that
||Pt||1→∞ ≤ Beδt/tν/2
for t > 0. Then P (t, x, dy) = p(t, x, y)dy and there is a C ∈ (0,∞) depending only
on ν such that for each ρ ∈ (0, 1] and all (t, x) ∈ (0,∞)× RN :
p(t, x, ·) ≤ C(A/ρt)ν/2eρδtexp[−D(x, ·)2/(1 + ρ)t] a.e.
1992 - Varopolous, [41] shows various parabolic Harnack inequalities using
heat kernel estimates. He does not use the approach taken by Moser.
Theorem 0.7. Let {Xi}ki=1 be a Hörmander system of vector fields on the manifold
V , Y a C∞ vector field on V , and a, a C∞ function on V . Let D be the differential
operator
k∑
i=1
X2i + Y − a−
∂
∂t
,
defined on R × V. Let I = (α, β) ⊂ R, Ω and open relatively compact subset of V ,
K a compact subset of Ω, t1, t2, such that α < t1 < t2 < β, J ∈ I (N), m ∈ N.
Then there exists a constant C such that every positive solution u of Du = 0 in
I × Ω satisfies
sup
x∈K
|( ∂
∂t
)m(
∂
∂x
)J u(t1, x)| ≤ C inf
x∈K
u(t2, x)
with spatial derivatives taken with respect to some fixed system of local coordinates.
1992 - Grigory’an, [15] uses heat kernel estimates to prove the parabolic
Harnack inequality and does not rely on Moser’s method. He shows the Harnack
inequality is implied by the doubling property and the Poincaré inequality. He
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also shows a Harnack inequality without using the doubling property and Poincaré
inequality. The behavior of the Green function G(x, y, t) of the Cauchy problem for
the heat equation on a connected, noncompact, complete Riemannian manifold is
investigated. For manifolds with boundary it is assumed that the Green function
satisfies a Neumann condition on the boundary. His results are similar to Saloff-
Coste [32] but arrives at them with different methods.
Theorem 0.8. Let M be a geodesically complete, noncompact, smooth, connected
Riemannian manifold of dimension n. Let ∆ be the Laplace operator on M as-
sociated with the Riemannian metric g. Suppose M satisfies the following two
hypotheses:
1. For any concentric geodesic balls B(x,R), B(x, 2R) of radii R and 2R
µB(x, 2R) ≤ Aµ(x,R)
Where the constant A is the same for all balls.
2. For some constant N > 1 and a > 0, for any geodesic ball B(x,R) ⊂ M
and for any smooth function f defined in the ball B(x,NR) the following inequality
holds: ∫
B(x,NR)
|∇f |2 ≥ a
R2
inf
ξ∈R
∫
B(x,R)
(f − ξ)2
Then the uniform parabolic Harnack inequality is valid with the constant P depend-
ing on A, a, N .
Fix a point x ∈M . Let u(x,t) be a positive solution of (∂t −∆)u = 0 in Q8R =
B(x,R) × (0, 8R2) which is smooth in Q8R and satisfies the Neumann condition
for x ∈ ∂M (if ∂M is non-empty). Set Q˜ = BR × (3R2, 4R2), and suppose that
sup
Q˜
u = 1. Then u(x, 64R2) ≥ γ, γ = γ(A, a,N).
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1993 - Citti, Garofalo, and Lanconelli, [10] establish a uniform Harnack
inequality for weak solutions u of
(−
m∑
i=1
X2i + V ) u = 0
where V is a measurable function belonging to an analogue to the local Kato class
for the Xi. They also introduce a very important cutoff function for CC balls which
we make use of in the current paper. We state this lemma for completeness.
Lemma 0.9. Existence of cut-off functions
For every ball B(x, t) ⊂ R, and every s,t > 0 with s < t, there exists a function
ψ ∈ C∞0 (B(x, t)) such that 0 ≤ ψ ≤ 1 in B(x, t), ψ ≡ 1 in B(x, s) and |∇0ψ| ≤
C/(t− s), where C is a positive constant which is independent of t and s.
1993 - Capogna, Danielli and Garofalo, [7] prove a version of the Sobolev
embedding theorem for functions in S1,p0 using the fractional integral operators used
by Gilbarg and Trudinger [14]. With this result they prove a Harnack inequality
for solutions to a subelliptic operator and Hölder continuity. Their main result:
Theorem 0.10. Let U ⊂ Rn be a bounded open set with relative homogeneous
dimension Q > 0. Let {Xi}mi=1 be C∞ vector fields satisfying Hörmander’s condition
for hypoellipticity. Assume 1 < p ≤ Q. Let u ∈ S1,ploc be a non-negative solution to
the equation
m∑
j=1
X∗jAj(x, u,∇0u) = f(x, u,∇0u)
Then there exist C > 0 and R0 > 0 such that for any BR = B(x,R) with B(x, 4R) ⊂
U , and R ≤ R0,
ess sup
BR
u ≤ C(ess inf
BR
u +K(R))
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1993 - Varopolous, [41] shows that the upper and lower Gaussian bounds on
the fundamental solution are implied by the parabolic Harnack principle. This is
done in the setting of Hörmander vector fields.
1995 - Saloff-Coste, [32] shows the parabolic Harnack inequality is equivalent
to the doubling property and the Poincaré inequality. This is done in Riemann-
ian manifold setting. He assumes the aij coefficients are bounded, measurable,
symmetric and elliptic. His main result:
Theorem 0.11. Let M be a C∞ connected manifold. Let L be a second order
differential operator with real C∞ coefficients on M and no zero order term. Use
as distance ρ(x, y) = sup{|f(x)− f(y)|, f ∈ C∞(M), |∇f | ≤ 1}. Consider the two
properties, the doubling property and Poincaré inequality:
(0.9) µ(B(x, 2r)) ≤ C1µ(B(x, r))
(0.10)
∫
B(x,r)
|f − fB|2dµ ≤ C2r2
∫
B(x,2r)
|∇f |2dµ
for 0 < r < r0, x ∈M , f ∈ C∞(M) and fB = 1|B|
∫
B
f
Then the following two statements are equivalent
A. The properties (0.9) and (0.10) above hold for some r0.
B. There exists r1 > 0 and a constant C depending only on the parameters
0 < ǫ < η < δ < 1 such that for any x ∈ M , any real s, and any 0 < r < r1, any
non-negative solution u of (∂t + L)u = 0 in Q = (s− r2, s)× B(x, r) satisfies
(0.11) sup
Q−
u ≤ Cinf
Q+
u
where
Q− = [s− δr2, s− ηr2]× B(x, δr)
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and
Q+ = [s− ǫr2, s)× B(x, δr)
It should be noted the similarities and differences between this paper’s current
results and those of Saloff-Coste. The current results are contained in those of
Saloff-Coste. We examine a parabolic-type operators that satisfy properties (0.9)
and (0.10) above. So by his results, the Harnack inequality holds in some region.
He does not employ a direct proof which we do here. Also, using the geometry
created by the Hörmander vector fields, we calculate the constants for the Harnack
inequality and Hölder continuity explicitly. A further advantage of the direct proof
is to allow for extension into the generalized nonlinear case as we do here as well
as other cases.
2002 - Uguzzoni, Bonfiglioli, and Lanconelli, [39] use heat kernel esti-
mates with Gaussian bounds to prove the parabolic Harnack inequality on Carnot
groups.
2004 - Uguzzoni, Bonfiglioli, and Lanconelli, [40] construct the funda-
mental solutions for non-divergence form operators where the Xi are Hörmander
vector fields generating a stratified group G and aij is a positive-definite matrix
with Hölder continuous entries. They also provide Gaussian estimates of Γ and its
derivatives and some results for the relevant Cauchy problem.
2006 - M. Bramanti et al., [4] prove the existence of a fundamental solution
for a class of Hörmander heat-type operators. For this solution and its derivatives
they obtain sharp Gaussian bounds that allow to prove an invariant Harnack in-
equality. The matrix aij is real symmetric, uniformly positive definite and having
Hölder continuous entries.
A list of some developments relevant to the current work of those in the Hör-
mander vector field setting. Chronologically:
1969 - Bony showed local Harnack inequalities for degenerate elliptic operators.
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1988 - Kusuoka and Stroock use probability methods for heat kernel estimates.
1992 - Grigory’an shows a Harnack inequality without using the doubling prop-
erty of measures and the Poincaré inequality.
1993 - Capogna, Danielli and Garofalo prove a Harnack inequality and Hölder
continuity for solutions to a subelliptic operator.
1993 - Varopolous shows that Gaussian bounds on the heat kernel are implied
by the parabolic Harnack principle.
1995 - Saloff-Coste shows the parabolic Harnack inequality is equivalent to the
doubling property and the Poincaré inequality.
2002 - Uguzzoni uses heat kernel estimates with Gaussian bounds to prove a
parabolic Harnack inequality.
2004 - Uguzzoni constructs the heat kernel for the non-divergence form opera-
tors.
2006 - Bramanti uses sharp Gaussian bounds to prove a Harnack inequality.
0.5 Hörmander Vector Fields
We will use vector fields of the form
Xi = bi
∂
∂xi
where the bi ∈ C∞(Rn). We will consider solutions to
ut = −
m∑
i,j=1
X∗i
(
aij(x, t)Xju
)
and
ut = −
m∑
j=1
X∗jAj(x,∇0u)
along smooth vector fields {Xi}mi=1, m ≤ n, satisfying Hörmander’s [18] condition:
rank
(
Lie[X1, ..., Xm]
)
= n
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at every x ∈ Rn.
We may take the derivative along a vector field. If we consider a simple example:
X1 = b1
∂
∂x1
then we have for some function f :
X1f = b1
∂f
∂x1
.
We also will make use of the formal adjoint of any Xi, X∗i . The formal adjoint of
a vector field Xi is the operator X∗i such that for functions f, g ∈ C∞0 (R)∫
R
Xif · g dxdt =
∫
R
f ·X∗i g dxdt.
We compute:
∫
R
Xif · g dxdt =
∫
R
n∑
j=1
(bj
∂
∂xj
f) · g dxdt =
∫
R
n∑
j=1
(
∂
∂xj
f) · (bjg) dxdt
And integrating by parts gives us:
= −
∫
R
f ·
n∑
j=1
(
∂
∂xj
(bjg) dxdt = −
∫
R
f ·
n∑
j=1
(
∂bj
∂xj
g +
∂g
∂xj
bj) dxdt
=
∫
R
f ·X∗i g dxdt
So that X∗i g takes the form (−1)( ∂bj∂xj g +
∂g
∂xj
bj)
In this paper, we use equations of the form
ut = −
m∑
j=1
X∗jAj(x,∇0u)
So for φ ∈ C∞0 (R) we can say
φut = −
m∑
j=1
X∗jAj(x,∇0u)φ
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And integrating over R
∫
R
φut dxdt = −
m∑
j=1
∫
R
XjφAj(x,∇0u) dxdt.
We use throughout this paper the horizontal gradient of a function f .
Definition 0.12. Horizontal gradient
The horizontal gradient of a function f is defined to be:
∇0f = X1fX1 +X2fX2 + · · ·+XmfXm.
And the size of the horizontal gradient is
|∇0f | =
( m∑
i=1
(Xif)
2
)1/2
.
We note that for the {Xi}mi=1 the horizontal gradient will not in general equal the
Euclidean spatial gradient in Rn, ∇f . The vector fields {Xi}mi=1 give us a natural
distance.
0.6 Carnot Carathéodory Distance and Balls
The vector fields {Xi}mi=1 give us a control distance. Consider a piecewise C1
curve γ : [0, T ] → Rn. Let x, y ∈ Rn. For δ > 0 we define the class C(δ) of
absolutely continuous paths γ : [0, 1]→ R3 with endpoints γ(0) = x and γ(1) = y,
so that
γ′(t) =
m∑
i=1
ai(t)Xi|γ(t)
and
m∑
i=1
ai(t)
2 ≤ δ2
for a.e. t ∈ [0, 1]. Such paths are called horizontal.
Definition 0.13. Carnot-Carathéodory metric
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We define the Carnot-Carathéodory (CC) metric to be
(0.12) dcc(x, y) = inf {δ such that C(δ) = ∅}.
A dual formulation is
dcc(x, y) = inf {T : ∃γ : [0, T ]→ Rn, γ(0) = x, γ(T ) = y,
m∑
i=1
ai(t)
2 ≤ 1 a.e.}.
We will refer to the CC distance as d and dcc. With the CC distance we can define
balls in Rn. We set
Br = B(x, r) = Bcc(x, r) = {y : dcc(x, y) < r}
the ball centered at x of radius r. We use as the volume of the ball |B(x, r)| =∫
B(x,r)
dx. It is worth noting that the geometry created by the vector fields, {Xi}mi=1
is different from the Euclidean space, Rn. One major issue we face in obtaining
estimates on the behavior of functions is the geometry of the Carnot-Carathéodory
balls. In the Euclidean setting the ratio of the volume of two balls is proportional
to their radii. In the Carnot-Carathéodory setting the situation is different. The
volume of two balls is related in the following way from a proposition of Nagel,
Stein and Wainger [29].
Proposition 0.14. Given a bounded set U ⊂ Rn there exist Q ≥ n, R0 > 0,
CB > 0, such that for every x ∈ U , R ≤ R0 and 0 < t < 1
(0.13) |B(x, tR)| ≥ CBtQ|B(x,R)|
which we will make use of in our results. Test functions play an integral role in
these results. Since the Sobolev theorem we use is assumed to be for functions of
compact support on a Carnot-Carathéordory ball and our solutions are not sup-
ported in these domains, we work around the problem with certain test functions.
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Moser used such functions in the Euclidean case [25], [26] and they are standard
in applications of this type. But the geometry of the Carnot-Carathéordory balls
is much different. In the Euclidean context, balls in n-dimensions are very well
behaved, having symmetry as well as level sets which are also balls. This is not
the case in the present context. The Carnot-Carathéordory balls can be badly
behaved, having cusps and the level sets could potentially behave just as badly.
When we use the test functions, we set two radii and construct the function to be
φ = 1 on the smaller of the concentric balls. Then the function decreases to 0 with
bounded gradient until it is φ = 0 outside of the larger radius. This fact has been
an obstacle until 1993 when Citti, Garofalo, and Lanconelli [10] constructed such
test functions. Also Nagel and Stein [28] in 2001 revisited the test functions along
with showing the existence of smooth metric equivalent to the control metric over
Hörmander vector fields.
There is another difficulty present in the use of these test functions in the
Carnot-Carathéodory setting. In the construction, the two radii may not be ar-
bitrarily close to each other. We may not merely choose two radii r > r′ > 0
and construct a useful test function. The radii must be bounded away from each
other. We recall Nagel and Stein [Lemma 3.1.1] [28] that there exist two constants
0 < c1 < 1 < c2 such that φ = 1 on x < c1r and φ = 0 on x > c2r. Here c1 and c2
come about in the construction of level sets of the CC balls.
The facts of this construction are worth mentioning even though the details of
these restrictions are not obvious when we use the test functions. In constructing
the test functions Citti, Garofalo and Lanconelli construct a quasi-distance D(x, y)
that satisfies
c1dcc(x, y) ≤ D(x, y) ≤ c2dcc(x, y)
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for every x, y ∈ B(x, r). Now construct a new ball B(x,R) = {y | D(x, y) < R}.
This gives us
B R
c2
⊂ B(x,R) ⊂ B R
c1
which says that we can create a B ball whose boundary is contained in a CC ball
of a larger radius and containing a CC ball of a smaller radius. In order for us to
use this fact we must construct nested balls. In the proof we use radii r and r′ so
let those constants be given. This gives us two inequalities based on
c1dcc(x, y) ≤ D(x, y) ≤ c2dcc(x, y)
which are
c1r ≤ r ≤ c2r
And the second is
c1r
′ ≤ r′ ≤ c2r′.
So we need balls that satisfy
B(x, r′) ⊂ B(x, r′c2) ⊂ B(x, rc1) ⊂ B(x, r).
This requires our constants to satisfy r′c2 ≤ rc1. Recalling that 0 < c1 < 1 < c2
forces r and r′ to be bounded away from each other and not arbitrarily close.
0.7 Weak solutions
We will consider positive, weak solutions to
ut = −
m∑
i,j=1
X∗i
(
aij(x, t)Xju
)
and
ut = −
m∑
j=1
X∗jAj(x,∇0u)
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in a region R ⊂ Rn+1. In order to create the context for these solutions we will
begin with definitions.
Definition 0.15. L2(R)
L2(R) is defined to be the space of all functions such that
||f ||L2(R) =
( ∫
R
|f |2 dxdt)1/2 <∞
Definition 0.16. L2loc(R)
L2loc(R) is defined to be the space of all functions such that
||f ||L2(R) = (
∫
K
|f |2 dxdt)1/2 <∞
for all compact subsets K of R.
Throughout the paper we use the notion of weak derivatives. We define
Definition 0.17. Weak derivative
If u, v ∈ L2(R), then v is the weak derivative of u if
∫
R
uX∗i φ dxdt = −
∫
R
vφ dxdt
for all φ ∈ C∞0 (R)
Definition 0.18. S1,2(R)
We define S1,2(R) to be the set of functions u : R→ R such that u, ut are in L2(R)
and all of the horizontal derivatives of u are in L2(R).
The S1,2(R) norm is then given by
||u||S1,2 = ||u||L2 + ||ut||+
m∑
i=1
||Xiu||L2.
We note that S1,2(R) is a Banach space under this norm.
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In this paper we consider weak solutions.
Definition 0.19. Weak solution to (0.1)
A weak solution to
ut = −
m∑
i,j=1
X∗i
(
aij(x, t)Xju
)
is defined as a function for which the first derivatives ut, X1u, ..., Xmu are square
integrable in R and satisfy
∫∫
R
φut +
m∑
i,j=1
(
aij(x, t)Xju
)
Xiφ dxdt = 0
for every φ(x, t) ∈ C∞ which has compact support in the x variable for every fixed
t.
We use an analogous definition for weak solutions to (0.5)
Definition 0.20. Weak solution to (0.5)
A weak solution to
ut = −
m∑
j=1
X∗jAj(x,∇0u)
is defined as a function for which the first derivatives ut, X1u, ..., Xmu are square
integrable in R and satisfy
∫∫
R
φut +
m∑
j=1
(
Aj(x,∇0u)
)
Xjφ dxdt = 0
for every φ(x, t) ∈ C∞ which has compact support in the x variable for every fixed
t.
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CHAPTER 1
Parabolic Harnack Inequality
1.1 Flow of the proof
The flow of the proof will be as follows. We will first prove a Cacciopoli inequality
for weak solutions v to (0.1). We will show that these hold for various powers of the
function. This will give us two inequalities for bounds on both the square of the
horizontal gradient of v and on the maximum of v2 over all t from above in terms
of v2. We will the use a Sobolev embedding theorem by Capogna, Danielli and
Garofalo [6] to allow for the estimate of higher powers of v in terms of v2. We will
combine this with the bounds from the Cacciopoli inequality to form an inequality
that we may iterate to achieve both the minimum and maximum of our function
over specific domains. The iteration will work for integrals of vp and v−p for p close
to 0. We will bridge the gap between these two values with the results of Aimar [1]
and his John-Nirenberg style theorem for spaces of homogeneous type. In order to
show that his results work, we need to show that log(v) satisfies a certain bounded
mean oscillation (BMO) condition. With this result, we will finish the proof of the
parabolic Harnack inequality. Then, patterning our proof after Moser [25] we will
show that this Harnack inequality implies Hölder continuity of solutions in a unit
rectangle with respect to the CC metric.
1.2 Cacciopoli Inequality
In order to begin this proof we will construct a Cacciopoli inequality relating
the value of
∫
R′
v2 over R′ ⊂ R ⊂ Rn+1 to ∫
R
|∇0v|2 and
∫
R
v2.
Theorem 1.1. Let v ∈ S1,2(R) be a positive, weak subsolution to
(1.1) vt = −
m∑
i,j=1
X∗i
(
aij(x, t)Xjv
)
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in R = {B(x, r) × (0, τ)}. Also define R′ = {B(x, r′) × (0, τ ′)} for 0 < r′ < r,
0 < τ ′ < τ . Let {Xi}mi=1, m ≤ n, be smooth Hörmander vector fields satisfying
Hörmander’s condition for hypoellipticity. Let the matrix of coefficients aij(x, t) be
L∞ bounded and uniformly elliptic. That is
λ−1|ξ|2 ≤ aij(x, t)ξiξj ≤ λ|ξ|2
for every (x, t) ∈ R and for every ξ ∈ Rn. Then there exist constants C1, C2
depending on λ, n, and R such that
(1.2)
∫∫
R′
|∇0v|2dxdt ≤ C1
∫∫
R
v2dxdt
(1.3) max
t∈[0,σ]
∫
B(x,r′)
v2dxdt ≤ C2
∫∫
R
v2dxdt
Where the max is the essential supremum over this interval.
Consider the function φ(x, t) = v(x, t)ψ2(x, t). We will make the support of
ψ(x, t) compact in the x variable for any fixed t and differentiable. Notice this
also makes φ ≥ 0. In order to accomplish the construction of φ we will recall the
existence of test functions in Citti, Garofalo, and Lanconelli [10]
Lemma 1.2. Existence of Carnot-Carathéodory test functions.
There exists r0 > 0 such that given a metric ball B(x, r) ⊂⊂ R, with r ≤ r0 and
0 < r′ < r, there exists a function ψ ∈ C∞0 (B(x, r)) such that 0 ≤ ψ ≤ 1, ψ ≡ 1 in
B(x, r′) and |∇0ψ| ≤ CHGr−r′ . Here, CHG > 0 is a constant independent of r and r′.
Define ψ(x, t) := ψ1(t)ψ2(x) in the following way:
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(1.4) ψ1(t) =

 1 if τ
′ < t < τ
0 if t ≤ 0
ψ2(x) =


1 if dcc(x, 0) ≤ r′
0 if dcc(x, 0) > r
And ψ1(t) is linearly interpolated from 0 to τ ′. Since v is a subsolution to (0.1) in
R we have
(1.5)
∫∫
R
φvt dxdt +
m∑
i,j=1
∫∫
R
Xiφ
(
aij(x, t)Xjv
)
dxdt ≤ 0
(1.6)
∫∫
R
ψ2vvt dxdt +
m∑
i,j=1
∫∫
R
Xi(vψ
2) aij(x, t)Xjv dxdt ≤ 0.
We calculate Xi(vψ2) = Xivψ2 + 2ψXiψv and substituting
(1.7)
∫∫
R
ψ2v vt dxdt +
m∑
i,j=1
∫∫
R
Xivψ
2 aij(x, t)Xjv dxdt
+
m∑
i,j=1
∫∫
R
2ψXiψv aij(x, t)Xjv dxdt ≤ 0.
Notice that 1
2
ψ2(v2)t = ψ
2vvt which gives
(1.8)
∫∫
R
1
2
ψ2(v2)t dxdt+
m∑
i,j=1
∫∫
Xivψ
2 aij(x, t)Xjv dxdt
≤
m∑
i,j=1
−2
∫∫
R
vψXiψ aij(x, t)Xjv dxdt.
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Now consider the RHS of the equation
(1.9)
m∑
i,j=1
vψXiψ aij(x, t)Xjv
and the Schwarz inequality:
(1.10) |
m∑
i,j=1
vψXiψ aij(x, t)Xjv| ≤
(
ψ2 〈∇0v, a∇0v〉〈∇0ψ, a∇0ψ〉 v2
) 1
2 .
And using Young’s inequality we get:
(1.11) ≤ 1
4
〈∇0v, a∇0v〉ψ2 + v2〈∇0ψ, a∇0ψ〉.
Now substitute back into the RHS of (1.8) to get:
(1.12)
∫∫
R
1
2
ψ2(v2)t dxdt +
∫∫
R
〈∇0v, a∇0v〉ψ2dxdt
(1.13) ≤ 2
∫∫
R
ψ2
4
〈∇0v, a∇0v〉dxdt + v2〈∇0ψ, a∇0ψ〉.
Now gathering the ψ2〈∇0v, a∇0v〉 terms onto the LHS of (1.8) we get:
(1.14)
∫∫
R
1
2
ψ2(v2)t dxdt+
∫∫
R
1
2
〈∇0v, a∇0v〉ψ2dxdt
≤
∫∫
R
v2〈∇0ψ, a∇0ψ〉dxdt.
Use the ellipticity and boundedness of aij(x, t) to get
(1.15)
∫∫
R
1
2
ψ2(v2)t dxdt +
∫∫
R
1
2λ
|∇0v|2ψ2dxdt ≤ 2λ
∫∫
R
v2|∇0ψ|2dxdt
Notice that 1
2
(ψ2v2)t = ψψtv
2 + vvtψ
2. And use this fact by adding v2ψψt to both
sides:
32
(1.16)
∫∫
R
1
2
ψ2(v2)t dxdt + v
2ψψt dxdt +
∫∫
R
1
2λ
|∇0v|2ψ2dxdt
≤ 2λ
∫∫
R
v2(|∇0ψ|2 + |ψψt|)dxdt
This gives
(1.17)
∫∫
R
1
2
(ψ2v2)t dxdt +
∫∫
R
1
2λ
|∇0v|2ψ2dxdt
≤ 2λ
∫∫
R
v2
(|∇0ψ|2 + |ψψt|)dxdt.
Now integrate this over Rσ = {B(x, r) × 0 ≤ t ≤ σ < τ } and drop the second
integrand on the LHS. We note that
∫∫
Rσ
1
2λ
|∇0v|2ψ2dxdt ≥ 0.
We choose σ so that
(1.18)
∫
B(x,r′)
v2|t=σ dx ≥ 1
2
max
t∈(0,σ)
∫
B(x,r′)
v2dx.
This gives us:
(1.19)
∫∫
Rσ
1
2
(v2ψ2)t dxdt ≤ 2λ
∫∫
Rσ
v2
(|∇0ψ|2 + |ψ ψt|) dxdt.
Now consider the
(1.20) max
t∈(0,σ)
∫
B(x,r′)
v2 dx ≤ 2
∫
B(x,r′)
v2 |t=σ dx
which we constructed above. ψ = 1 on R′ and we fix t, so
max
t∈(0,σ)
∫
B(x,r′)
v2 dx ≤ 2
∫
B(x,r′)
v2 |t=σ dx
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≤ 2
∫
B(x,r′)
v2ψ2|t=σ dx
≤ 2
∫
B(x,r)
v2ψ2|t=σ dx
And since ψ vanishes at t = 0
= 2
∫
B(x,r)
v2ψ2|t=σ − v2ψ2|t=0 dx = 2
∫∫
Rσ
(v2ψ2)tdxdt
Now recall (1.19) integrated over Rσ. We will combine that with the 12λ factor as
well as the fact that the above is four times the (1.19) inequality. Putting these
together gives:
(1.21) max
t∈(0,σ)
∫
B(x,r′)
v2dx ≤ 8λ
∫∫
Rσ
v2
(|∇0ψ|2 + |ψψt|) dxdt.
Then use the non-negativity of the RHS and take the integral over the larger rec-
tangle R for
(1.22) max
t∈(0,σ)
∫
B(x,r′)
v2dx ≤ 8λ
∫∫
R
v2
(|∇0ψ|2 + |ψψt|) dxdt.
In creating the test function φ according to Lemma 1.2 above, we use the result
on the bounds of the horizontal gradient of test functions in Citti, Garofalo, and
Lanconelli [10] in order to attain a constant independent of ψ. Specifically, from
Lemma 1.2 we use |∇0ψ| ≤ CHGr−r′ . This allows us to say
(1.23) |∇0ψ|2 + |ψψt| ≤
( C2HG
(r − r′)2 +
1
τ − τ ′
)
Which gives us
(1.24) max
t∈(0,σ)
∫
R′
v2 dx ≤ 8λ( C2HG
(r − r′)2 +
1
τ − τ ′
) ∫∫
R
v2 dxdt.
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This proves (1.3). Now look at the second integrand on LHS of (1.17).
(1.25)
∫∫
R′
1
2λ
|∇0v|2 ψ2dxdt ≤
∫∫
R′
1
2λ
|∇0v|2 dxdt
(1.26) ≤ 2λ
∫∫
R′
v2 (|∇0ψ|2 + |ψψt|) dxdt
Which gives us
(1.27)
∫∫
R′
|∇0v|2 ψ2dxdt ≤ 4λ2
∫∫
R′
v2 (|∇0ψ|2 + |ψψt|) dxdt
(1.28) ≤ 8λ2( C
2
HG
(r − r′)2 +
1
τ − τ ′ )
∫∫
R
v2 dxdt
And the integral on the RHS is taken over R since it is non-negative. This gives
(1.29)
∫∫
R′
|∇0v|2 dxdt ≤ 8λ2( C
2
HG
(r − r′)2 +
1
τ − τ ′ )
∫∫
R
v2 dxdt
with ψ = 1 on R′.
1.3 Cacciopoli for other values of p
Above we proved a Cacciopoli type inequality, (Theorem 1.1) for positive, weak
solutions to
ut = −
m∑
i,j=1
X∗i
(
aij(x, t)Xju
)
in R ⊂ Rn+1 for smooth Hörmander vector fields. Now we need to show that this
result holds for powers of u. We will consider a function v = up for p > 1
2
. We also
need similar inequalities for p < 0 and 0 < p < 1. This, along with the Sobolev
style embedding inequality will provide the basis of the Moser-type iteration.
Proposition 1.3. (Cacciopoli for powers of u)
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Under the assumptions of Theorem 1.1 above, the results are true for powers of
v := up, for p > 1
2
,
(1.30)
∫∫
R′
|∇0(up)|2dxdt ≤ C1
∫∫
R
(up)2dxdt
(1.31) max
t∈[0,σ]
∫
B(x,r′)
(up)2dxdt ≤ C2
∫∫
R
(up)2dxdt
If u is a weak supersolution to (0.1) and p < 0 then we have a similar result with
the inequality reversed:
(1.32)
∫∫
R′
|∇0(up)|2dxdt ≥ C1
∫∫
R
(up)2dxdt
(1.33) max
t∈[0,σ]
∫
B(x,r′)
(up)2dxdt ≥ C2
∫∫
R
(up)2dxdt
Proof:
Let v := up be a positive subsolution to
ut = −
m∑
i,j=1
X∗i
(
aij(x, t)Xju
)
in the rectangle R as above and φ = ψ2up. Then we have
(1.34)
∫∫
R
φvt dxdt+
m∑
i,j=1
∫∫
R
Xiφ(aij(x, t)Xjv) dxdt ≤ 0
Calculate
vt = (u
p)t = pu
p−1ut
and
Xi(φ) = Xi(ψ
2up) = pup−1ψ2Xiu+ 2Xiψu
pψ.
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We substitute the definitions of φ and v:
∫∫
R
ψ2uppup−1ut dxdt
+
m∑
i,j=1
∫∫
R
(pup−1ψ2Xiu+ 2Xiψu
pψ)aij(x, t)(pu
p−1Xju) dxdt ≤ 0
∫∫
R
ψ2u2p−1ut + p
2u2p−2ψ2〈∇0u, a∇0u〉dxdt
+
∫∫
R
2pψu2p−1〈∇0ψ, a∇0u〉 dxdt ≤ 0.
We recognize that 2pu2p−1ut = 12ψ
2(u2p)t :
∫∫
R
1
2
ψ2(u2p)t dxdt+ p
2u2p−2ψ2〈∇0u, a∇0u〉
+
∫∫
R
2pψu2p−1〈∇0ψ, a∇0u〉 dxdt ≤ 0
Examining the RHS we have by the Schwarz and Young’s inequalities:
(1.35) − 2pψu2p−1〈∇0ψ, a∇0u〉 ≤ |2pψu2p−1〈∇0ψ, a∇0u〉|
(1.36) ≤ 2p(〈∇0ψ, a∇0ψ〉u2p ψ2〈∇0u, a∇0u〉u2p−2) 12
(1.37) ≤ 2p(〈∇0ψ, a∇0ψ〉u2p + 1
4
〈∇0u, a∇0u〉ψ2u2p−2).
Substituting back in and combining like terms we have
∫∫
R
ψ2(u2p)t dxdt+
∫∫
R
(p2 − p
2
)u2p−2ψ2〈∇0u, a∇0u〉 dxdt
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≤
∫∫
R
2p〈∇0ψ, a∇0ψ〉u2p dxdt
At this point, observe v = up, ∇0v = pup−1∇0u and use both boundedness and
ellipticity of aij(x, t)
(1.38)
∫∫
ψ2(v2)t dxdt+
∫∫
1
λ
2p− 1
p
ψ2|∇0v|2 dxdt ≤
∫∫
2pλ|∇0ψ|2 v2 dxdt
At which point, we have the same inequality as (1.17) and the proof follows as
above. For the case p < p0 < 0 we let v = up/2 be a supersolution to (0.1) in R.
We then have for φ = vψ2 the following:
(1.39) vt = (u
p/2) =
p
2
up/2−1ut,
(1.40) Xiv = Xi(u
p/2) =
p
2
up/2−1Xiu
and
(1.41) Xiφ = Xi(vψ
2) = Xi(u
p/2ψ2) =
p
2
up/2−1Xiuψ
2 + 2ψXiψu
p/2
And we substitute these into
(1.42)
∫∫
R
φvt dxdt+
m∑
i,j=1
∫∫
R
Xiφ(aij(x, t)Xjv) dxdt ≥ 0.
to get ∫∫
R
up/2ψ2(
p
2
up/2−1ut)dxdt
+
∫∫
R
[
p
2
up/2−1Xiuψ
2 + 2ψXiψu
p/2] aij(x, t)(
p
2
up/2−1Xiu) dxdt ≥ 0.
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Since
(1.43)
1
2
(v2)t = vvt = (u
p/2)(
p
2
up/2−1ut)
we can arrive at ∫∫
R
1
2
(v2)tψ
2 + ψ2〈∇0v, a∇0v〉 dxdt
≥ −2
∫∫
R
vψ〈∇0ψ, a∇0v〉 dxdt
At this point, we have inequality (1.8) and we may proceed in the proof exactly as
above. The case for 0 < p < 1 is modified in the following way: we must reverse
t and use v := up(x,−t). Then our test function must be φ = upψ2. The proof
proceeds in the same way except there is a factor of 1
λ
2p−1
p2
in front of the |∇0v|2
term. That is:
(1.44)
∫∫
ψ2(v2)t dxdt+
∫∫
1
λ
2p− 1
p2
ψ2|∇0v|2 dxdt ≤
∫∫
2pλ|∇0ψ|2 v2 dxdt
1.4 Sobolev Theorem and Iteration
Above we proved the following estimates, (Theorem 1.1):
∫∫
R′
|∇0v|2dxdt ≤ C1
∫∫
R
v2dxdt
max
t∈[0,σ]
∫
B(x,r′)
v2dx ≤ C2
∫∫
R
v2dxdt
for positive, weak solutions to (0.1) in R. Then we showed that these held for
powers of u, v := up. Now we will combine these with the Sobolev embedding
theorem to begin the Moser iteration. We introduce the
Theorem 1.4. (Sobolev Embedding Theorem) Let U ⊂ Rn be a bounded open set,
then there exists a CS > 0, r0 > 0 such that for any x ∈ U , Br = Bcc(x, r), with
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r ≤ r0, here 1 < k ≤ 2
(1.45) (
1
|Br|
∫
Br
|u|2kdx) 12k ≤ CS( 1|Br|
∫
Br
|∇0u|2dx) 12
for any u ∈ S1,20 (Br)
Squaring both sides, we will use this formula in the form
(1.46) (
1
|Br|
∫
Br
|u|2kdx) 1k ≤ CS( 1|Br|
∫
Br
|∇0u|2dx)
In order to use the Sobolev embedding theorem in the setting where our function
v is not compactly supported but merely defined on the ball B(x, r) we will recall
the cut off function ψ(x, t) defined above:
(1.47) ψ1(t) =

 1 if τ
′ < t < τ
0 if t ≤ 0
ψ2(x) =


1 if dcc(x, 0) ≤ r′
0 if dcc(x, 0) > r
and as before we have a bound on the horizontal gradient. So we set w = v · ψ ∈
S1,20 (B(x, r)) and notice that on B(x, r
′) we have:
w(x, t) = v(x, t) · ψ(x, t) = v(x, t) · ψ1(t) · ψ2(x) = v(x, t) · 1 = v(x, t).
Also we have
∇0w = ∇0(v · ψ) = ∇0vψ +∇0ψv = ∇0vψ + 0 · v = ∇0vψ = ∇0v.
Then on B(x, r) we have:
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w(x, t) = v(x, t) · ψ(x, t).
Also we have
∇0w = ∇0(v · ψ) = ∇0vψ +∇0ψv
Now we calculate for the function w above:
(
1
|Br′|
∫
Br′
|v|2kdx) 1k ≤ ( 1|Br′|
∫
Br′
|vψ|2kdx) 1k =
def
(
1
|Br′ |
∫
Br′
|w|2kdx) 1k
= (
|Br|
|Br||Br′|
∫
Br′
|w|2kdx) 1k
Then on the larger domain we have
(1.48) ≤ ( |Br||Br′|
1
|Br|
∫
Br
|w|2kdx) 1k = ( |Br||Br′|)
1
k (
1
|Br|
∫
Br
|w|2kdx) 1k
which is the domain over which we may apply the Sobolev embedding theorem
since w has compact support. Now we will deal with the size of the CC balls with
the following proposition from Nagel, Stein and Wainger, [29] and use
Proposition 1.5. Given a bounded set U ⊂ Rn there exist Q ≥ n, R0 > 0, CB > 0,
such that for every x ∈ U , R ≤ R0 and 0 < t < 1
(1.49) |B(x, tR)| ≥ CBtQ|B(x,R)|
In our use of the proposition, we have t = r
′
r
and use
(1.50)
|B(x, r)|
|B(x, tr)| =
|B(x, r)|
|B(x, r′
r
r)| ≤ CB(
r
r′
)Q
Now estimate the size of the balls with CB( rr′ )
Q. From (1.48)
(1.51) ≤ CS[CB( r
r′
)Q/k](
1
|Br|
∫
Br
|∇0w|2dx)
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Now substitute the definitions of w = vψ, and ∇0w = ∇0vψ +∇0ψv
(1.52) = CS[CB(
r
r′
)Q/k](
1
|Br|
∫
Br
|∇0vψ +∇0ψv|2dx).
We notice that
|∇0vψ +∇0ψv|2 = |∇0v|2ψ2 + v2|∇0ψ|2 + 2ψ〈(∇0v)v∇0ψ〉
Now apply the Schwarz inequality
≤ |∇0v|2ψ2 + v2|∇0ψ|2 + 2[(|∇0v|2ψ2v2|∇0ψ|2)1/2]
And Young’s inequality
≤ |∇0v|2ψ2 + v2|∇0ψ|2 + [(|∇0v|2ψ2) + (|v|2)|∇0ψ|2]
= 2|∇0v|2ψ2 + 2v2|∇0ψ|2
Since we are on B(x, r), ψ ≤ 1 and |∇0ψ| ≤ CHG/(r − r′)2
= 2|∇0v|2 + 2CHGv2/(r − r′)2.
We replace this back into (1.52):
(1.53) ≤ CS[CB( r
r′
)Q/k](
1
|Br|
∫
Br
[2|∇0v|2 + 2CHGv2/(r − r′)2]dx)
= 2 CS[CB(
r
r′
)Q/k](
1
|Br|
∫
Br
|∇0v|2 + (CHGv2/(r − r′)2)dx )
This allows us to say
(1.54)
(
1
|Br′|
∫
Br′
|v|2kdx) 1k ≤ 2 CS[CB( r
r′
)Q/k](
1
|Br|
∫
Br
|∇0v|2 + (CHGv2/(r − r′)2) dx).
Now we will use this estimate from the Sobolev embedding theorem to prove
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Theorem 1.6. Let u ∈ S1,2(R) be a positive, weak subsolution to (0.1) in R =
{B(x, r)× (0, τ)}. Also define
R′ := {B(x, r′)× (0, τ ′)}
for 0 < r′ < r, 0 < τ ′ < τ . {Xi}mi=1, m ≤ n, are smooth Hörmander vector fields
and the matrix of coefficients aij(x, t) are L
∞ bounded, measurable and uniformly
elliptic satisfying
λ−1|ξ|2 ≤ aij(x, t)ξiξj ≤ λ|ξ|2
for every (x, t) ∈ R and for every ξ ∈ Rn. Then there exists a constant γ depending
on λ, n, and R such that
(1.55) max
R′
u ≤ γ( 1|R|
∫∫
R
up dxdt)1/p
for p > 1.
Proof: In order to prove the theorem, we need a lemma modeled after Moser
[25]. Now for v ∈ S1,2(R), define
(1.56) Hr,τ(v) :=
1
|Br × (0, τ)|
∫∫
R
v2 dxdt
(1.57) Mr,τ (v) :=
1
|Br| maxt∈[0,τ ]
∫
Br
v2dx
(1.58) Dr,τ(v) :=
1
|Br × (0, τ)|
∫∫
R
|∇0v|2dxdt
Lemma 1.7. Let v ∈ S1,2(R). Let k = 1+ 2
n
for n ∈ N, α = n
n−2
, β = n
2
Then, we
have for some constants C1, C2 > 0:
(1.59) Hr′,τ(v
k) ≤ C1Mr,τ (v) 2n
[
C2Hr′,τ (v) +Dr′,τ(v)
]
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Proof:
Notice that
1
α
+
1
β
=
n− 2
n
+
2
n
= 1.
In particular, α and β are Hölder conjugates. First consider
∫
Br′
v2k dx =
∫
Br′
v2(1+
2
n
) dx =
∫
Br′
v2v
4
n dx
And by Hölder’s inequality we have
≤ (
∫
Br′
v2α dx)
1
α (
∫
Br′
v
4β
n dx)
1
β = (
∫
Br′
v2α dx)
1
α (
∫
Br′
v2 dx)
2
n
≤ (
∫
Br′
v2α dx)
1
αM(v)
2
n |Br| 2n
Since the max over all t is greater than or equal to the value for any t. We will
use Sobolev’s embedding theorem on the RHS. We notice now the step mentioned
earlier. The integral
(1.60) (
∫
Br′
v2α dx)
1
α
is taken over the ball, Br′ and we will use the results from above. Use the Sobolev
embedding theorem on the (1.60) term in the form of the inequality (1.54) to
achieve:
∫
Br′
v2k dx ≤ 2 CS[CB( r
r′
)Q/k](
∫
Br
|∇0v|2 + (CHGv2/(r − r′)2) dx)M(v) 2n |Br| 2n
Integrate in t over [0′,σ] to get:
|Br′ × (0, τ ′)|Hr′,τ ′(vk)
≤ 2 CS[CB( r
r′
)Q/k]|Br × (0, τ ′)|
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×[Dr,τ ′(v) + (1/r2)Hr,τ ′(v) ]Mr,τ (v) 2n |Br| 2n .
Now we combine constants and divide the size of the |Br′ × (0, τ ′)|:
Hr′,τ ′(v
k) ≤ 2 CS[CB( r
r′
)Q/k]
|Br × (0, τ ′)|
|Br′ × (0, τ ′)|
×[Dr,τ ′(v) + (1/r2)Hr,τ ′(v) ]Mr,τ (v) 2n |Br| 2n .
Before we finish with the creation of the iteration inequality we will deal with the
size of the CC balls with the proposition from Nagel, Stein and Wainger, [29] and
use
(1.61)
|B(x, r)|
|B(x, tr)| =
|B(x, r)|
|B(x, r′
r
r)| ≤ CB(
r
r′
)Q
Now estimate the size of the balls with CB( rr′ )
Q.
Hr′,τ ′(v
k) ≤ 2 CS[C2B(
r
r′
)Q+Q/k]
[
Dr,τ ′(v) + (1/r
2)Hr,τ ′(v)
]
Mr,τ (v)
2
n |Br| 2n .
(1.62) Hr′,τ ′(v
k) ≤ 2 CS[C2B(
r
r′
)Q+Q/k]|Br| 2n
[
Dr,τ ′(v) + (
1
r2
)Hr,τ ′(v)
]
Mr,τ (v)
2
n .
This proves the lemma. In terms of Hr,τ(v), Dr,τ(v) and Mr,τ (v) we calculate our
local bounds (1.2) and (1.3) as:
(1.63) Mr,τ (v) =
1
|Br′ | maxt∈(0,τ)
∫
Br
v2dx
(1.64) ≤ 8λ( C
2
HG
(r − r′)2 +
1
τ − τ ′ )
1
|Br|
∫∫
R
v2dxdt
(1.65) ≤ 8λ( C
2
HG
(r − r′)2 +
1
τ − τ ′ )Hr,τ(v)
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Then for some C3 depending on λ, R and n we have
(1.66) Mr,τ (v) ≤ C3Hr,τ (v)
And
Dr,τ ′(v) =
1
|Br × (0, τ ′)|
∫∫
R
|∇0v|2 dxdt
where we need to replace the τ ′ with a τ
Dr,τ ′(v) ≤ 1|Br × (0, τ ′)|
|(0, τ)|
|(0, τ)| 8λ
2(
C2HG
(r − r′)2 +
1
τ − τ ′ )
∫∫
R
v2dxdt
≤ 1|Br × (0, τ)|
|(0, τ)|
|(0, τ ′)| 8λ
2(
C2HG
(r − r′)2 +
1
τ − τ ′ )
∫∫
R
v2dxdt
=
τ
τ ′
8λ2(
C2HG
(r − r′)2 +
1
τ − τ ′ )Hr,τ(v)
gives for some C4 dependent on λ, n and R
(1.67) Dr′,τ ′(v) ≤ C4Hr,τ(v)
So substituting these into the results of the lemma (2.41) above, we get
Hr′,τ ′(v
k) ≤ C1C3Hr,τ(v) 2n [C4Hr,τ (v) + C2Hr,τ(v)]
= C1C3[C4 + C2]Hr,τ (v)
2
nHr,τ(v)
= γ Hr,τ(v)
2
n
+1
(1.68) = γ Hr,τ(v)
k
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where
γ = 2CS[C
2
B(
r
r′
)Q+Q/k]|Br|2/n
× [8λ2 τ
τ ′
(
C2HG
(r − r′)2 +
1
τ − τ ′ ) + 1/r
2]
(
8λ(
C2HG
(r − r′)2 +
1
τ − τ ′ )
) 2
n .
This shows that for a positive, weak subsolution v in R that is square integrable,
then vk is square integrable in R′. We can then repeat this exponentiation by k to
achieve the max of v in a smaller domain. For example, take
(1.69) vν := v
pν/2
a positive, weak subsolution inR where pν = p0kν , pν ≥ p0 ≥ p′ > 1 and k = 1+2/n,
n ∈ N is as above. Notice that k > 1 for all n and since p0 is greater than 1, pν > 1
for all ν. The construction allows pν → ∞ as ν → ∞. Likewise, when p0 < 0 as
will be the case for min
R
u(x, t), then pν → −∞.
Now let us set up the domains for each of the iterations. Each iteration will be
defined in its own rectangle.
Let
(1.70) τν := τ
1 + τ ′ν
1 + τν
,
which converges to τ ′ as ν →∞. Also let
(1.71) rν := r
1 + r′ν
1 + rν
which converges to r′ and ν →∞. Let
(1.72) Rν = Brν × (0, τν).
Notice that since ν starts at 0, we have
(1.73) τ0 = τ
1 + τ ′ · 0
1 + τ · 0 = τ
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and
(1.74) τ1 = τ
1 + τ ′
1 + τ
< τ
which gives us smaller τν as ν →∞. Also notice that
(1.75) r0 = r
1 + r · 0
1 + r · 0 = r > r1.
Likewise,
(1.76) R0 = B0 × (0, τ0) = B(x, r)× (0, τ)
and Rν → R′ as ν →∞.
Set
(1.77) Hν := Hrντν (vν) =
1
|Rν |
∫∫
Rν
vpνdxdt.
Now we will show the iteration. Take for example, for any positive value of ν
(1.78) Hν+1 = Hrν+1,τν+1(vν+1) =
1
|Rν+1|
∫∫
Rν+1
vpν+1dxdt ≤ γHkν
To arrive at a constant for γ we need to go back to the local bounds calculated
earlier for higher powers of p. Using the same conventions for Hν = Hrν ,τν we have
Mν+1 =
1
|Bν+1|maxt
∫
Bν+1
vν+1dx =
1
|Bν+1|
|Rν |
|Rν |maxt
∫
Bν+1
vp0k
ν+1/2dx
≤ 4pν+1λ( C
2
HG
(rν − rν+1)2 +
1
τν − τν+1 )
|Rν |
|Bν+1|Hν
(1.79) ≤ 4pν+1λ( C
2
HG
(rν − rν+1)2 +
1
τν − τν+1 )
(
CB(
rν
rν+1
)Q
)
τνHν
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Where CHG was the constant from the bounds on the horizontal gradient. CB was
the constant from the bounds of the CC balls.
Dν+1 =
1
|Rν+1|
∫∫
Rν+1
|∇0vν+1|2dxdt = 1|Rν+1|
|Rν |
|Rν |
∫∫
Rν+1
|∇0vν+1|2dxdt
(1.80) ≤ 4λ2(pν+1)2/(2pν − 1)( C
2
HG
(rν − rν+1)2 +
1
τν − τν+1 )
(
CB(
rν
rν+1
)Q
)
Hν
Now substitute (1.79) and (1.80) into the lemma above. This gives
≤ [4λ2(pν+1)2/(2pν − 1)( C
2
HG
(rν − rν+1)2 +
1
τν − τν+1 )
(
CB(
rν
rν+1
)Q
)
Hν +Hν ]×
[4pν+1λ(
C2HG
(rν − rν+1)2 +
1
τν − τν+1 )
(
CB(
rν
rν+1
)Q
)
τν ]
2
nH
2
n
ν
≤ [4λ2(pν+1)2/(2pν − 1)( C
2
HG
(rν − rν+1)2 +
1
τν − τν+1 )
(
CB(
rν
rν+1
)Q
)
+ 1]×
[4pν+1λ(
C2HG
(rν − rν+1)2 +
1
τν − τν+1 )
(
CB(
rν
rν+1
)Q
)
τν ]
2
nHkν
Which is
(1.81) Hν+1 ≤ γHkν
with γ depending on R, n, λ only. Now we will use this fact to achieve a maximum.
First we will iterate down to H0. Take any Hν and notice that
Hν ≤ γ1Hkν−1 ≤ γν2Hkν−1
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for some γ2 ≥ γ
1
ν
1 . So
Hν ≤ γν2Hkν−1
Now use (Hν−1)k to iterate again.
= γν2 (Hν−1)
k ≤ γν2 (γν−12 Hkν−2)k
= γ
(ν)+(ν−1)k
2 H
k2
ν−2
≤ γ(ν)+(ν−1)k2 (γ(ν−2)2 Hkν−3)k
2
= γ
(ν)+(ν−1)k+(ν−2)k2
2 H
k3
ν−3
≤ γ(ν)+(ν−1)k+(ν−2)k2+...+(1)kν−12 Hk
ν
0
≤ γkν3 Hk
ν
0
for some
γ3 ≥ γ
ν+(ν−1)k+...+(1)kν−1
kν
2
So we have
Hν ≤ γkν3 Hk
ν
0
which in terms of the integrals says that
1
|Rν |
∫∫
Rν
vp0k
ν/2dxdt ≤ γkν3
( 1
|R|
∫∫
R
vp0/2dxdt
)kν
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Then taking kν roots:
(1.82)
( 1
|Rν |
∫∫
Rν
|vp0/2|kνdxdt)1/kν ≤ γ3 1|R|
∫∫
R
vp0/2dxdt.
We now use the following fact from Lp theory:
lim
p→∞
(
∫
R
vp dxdt)1/p = ||v||∞ = ess sup
R
u.
So on the LHS of (1.82) we have
max
R′
v = lim
ν→∞
(
1
|Rν |
∫∫
Rν
|vp0/2|kνdxdt)1/kν
So we conclude:
(1.83) max
R′
u ≤ γ( 1|R|
∫∫
R
updxdt
)1/p
.
We will consider the case for p < 0 in order to achieve a similar result for
the minimum of vp0/2 in R′, where v is a weak supersolution. So assume that
pν < p0 < 0 where −p0 is the same value as above. Let pν = p0kν/2. Then
lim
ν→∞
pν = −∞. Notice also that at ν = 0, we have pν=0 = −p0/2 as before. Each of
the calculations are the same as the 0 < p0 < pν case except that we have
Hν+1 ≥ γHν
since v is a supersolution we have:
∫∫
φvt dxdt+
m∑
i,j=1
∫∫
Xiφ(aij(x, t)Xjv) dxdt ≥ 0.
Then by a similar argument we have
(1.84) Hν ≥ γkνHkν0
51
and taking kν roots the RHS of (1.84) tends to the minimum of vp0/2 in R′,
lim
ν→∞
(
1
|Rν |
∫∫
Rν
|vp0/2|kνdxdt)1/kν = min
R′
v
where p0 < 0.
So we conclude:
γ
( 1
|R|
∫∫
R
u−pdxdt
)1/−p ≤ min
R′
u
Now it is only left to establish an inequality that will bridge the gap between
positive and negative p0,
1
|R−|
∫∫
R−
vp0k
ν/2dxdt ≤ γ 1|R+|
∫∫
R+
v−p0k
ν/2dxdt
1.5 Bridge step
Above we established appropriate estimates on the maximum and minimum
of a positive, weak solution to (0.1) in a rectangle R. We turn to the gap for
−p0 < 0 < p0. Our earlier results gave us (1.83)
max
R′
up ≤ γ
∫∫
R
updxdt
so we start with v = u−ǫ which was proven to be a positive subsolution under the
p < 0 case. Applying the results of (1.55) above we get
max
R′
u−ǫ ≤ γ(
∫∫
R
u−ǫpdxdt)1/p
Now taking the −1/ǫ root and setting p = 2 we find
min
R′
u ≥ γ−1/ǫ(
∫∫
R
u−2ǫdxdt)−1/2ǫ
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Let γ−1/ǫ = γ1 and use ǫ for 2ǫ
(1.85) min
R′
u ≥ γ1(
∫∫
R
u−ǫdxdt)−1/ǫ
Introduce the notation for some domain D ⊂ R
(1.86) M(p,D) := (
1
|D|
∫
D
up dxdt)1/p
and use this for (1.85) which gives us
(1.87) M(−∞, R′) = min
R′
u ≥ γ1(
∫∫
R
u−ǫdxdt)−1/ǫ = γ1M(−ǫ, R).
We also want to establish for some constant γ∗
(1.88) max u
R∗
= M(∞, R∗) ≤ γ∗(
∫∫
R
uǫdxdt)1/ǫ = γ∗M(ǫ, R).
So we let R∗ ⊂ R− where the boundary of R∗ does not touch the top of R−. Now
apply the results of (1.55) to u in R∗ with p′ > 1, then for some γ′:
(1.89) max
R∗
u ≤ γ′M(p′, R−)
Recall that we proved the local bounds:
∫∫
|∇0v|2dxdt ≤ C1
∫∫
v2dxdt
and
max
t∈(0,τ)
∫
v2dx ≤ C2
∫∫
v2dxdt
for 0 < p < 1, in the form v = up/2(−t, x). We create an iteration argument like
the one above. This gives us, for some γ the inequality
(
1
|R−|
∫∫
R−
upkdxdt)1/pk ≤ γ( 1|R|
∫∫
R
updxdt)1/p
like before. Now let pk = p′ and p = p
′
k
. This gives
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(
1
|R−|
∫∫
R−
up
′
dxdt)1/p
′ ≤ γ( 1|R|
∫∫
R
up
′/kdxdt)k/p
′
The issue here is that the p′ will stay fixed and we will iterate the RHS to achieve
p′
k
→ ǫ with larger k. Using the k = 1 + 2/n from the previous iteration, we set
p′ = k+1
2
and pν = 1kν
k+1
2
. This gives
M(p′, R−) ≤ γν M(pν , R)
for some γν . Now let ν be the smallest integer such that
(1.90) pν =
1
kν
k + 1
2
< ǫ
We find
(1.91) M(p′, R−) ≤ γM(ǫ, R)
Combining (1.91) and (1.89) gives
max u
R∗
≤ γ′M(p′, R−) ≤ γγ′M(ǫ, R)
which proves (1.88) with γ∗ = γγ′. Take this along with
M(−ǫ, R) ≤ γmin
R′
u
proved earlier. To finish the proof of the Harnack inequality, we need to bridge the
gap between M(ǫ, R∗) and M(−ǫ, R′). In order to do this we will use the results of
Hugo Aimar [1].
1.6 Lag mapping
First, some definitions.
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Definition 1.8 (Lag Mapping). Let R(x0, r0) be a fixed ball in the space of homo-
geneous type (X, d, µ). We use X = Rn+1. We shall say that a function
T : R(x0, r0)× (0, r0]→ X ×R+; T (x, r) = (ξ, ρ),
is a lag mapping if there exist three constants Ki, i = 1, 2, 3 such that the inequalities
(1.92) dcc(x, ξ) ≤ K1r,
(1.93) K2ρ ≤ r ≤ K3ρ
hold for every x ∈ R(x0, r0) and r ∈ (0, r0].
In the following we will consider rectangles
R((x, t), r) = R(x, r) = B(x, r)× (t− r, t+ r).
In the definition of BMO we shall use non-negative functions h of a real variable t,
which are continuous, non-negative, h(t) = 0 if t < 0, h(t) is increasing for t > 0,
h(t+s) ≤ h(t)+h(s) and e−ǫh(t) is an integrable function on (0,∞) for every ǫ > 0.
Definition 1.9 (BMO condition). Let f be a real-valued measurable function on the
space of homogeneous type (X, d, µ). We shall say that f satisfies a BMO condition
with lag mapping T on the rectangle R(x0, r0), with respect to h(s) =
√
s if there
exists a real function C(x, r) on R(x0r0)× (0, R0] such that
(1.94)
1
|R(x, r)|(
∫
R(x,r)
√
(f − C(x, r))+ dxdt) ≤ N(f),
(1.95)
1
|R(x, r)|(
∫
R(x,r)
√
(C(x, r)− f)+ dxdt) ≤ N(f),
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for some constant N(f) and every (x, r) ∈ R(x0, r0)×(0, R0]. Let BMO(x0, r0, T, h)
be the class of all such functions.
The main result of the paper and the one we will make use of is the
Theorem 1.10 (John Nirenberg for BMO with Time Lag). Let T be a one to one
lag mapping on R(x0, r0) with the following property: there exists 0 < γ < 1 such
that for every r ≤ r0
(1.96) R(x0, γr)× (0, γr] ⊂ T (R(x0)× (0, r]).
Then there exist two constants δ and C depending on Ki, A, γ and a lag mapping
S on B(x0, δr0) (S(x, r) = (ζ, τ)) such that if f ∈ BMO(x0, r0, T, h) and u = e−f ,
the inequality
(1.97) (mR(x,r)(u
−ǫ)) · (mR(ζ,τ)(uǫ)) ≤ C
holds for some ǫ > 0, depending only on N(f), and every (x, r) ∈ R(x0, δr0) ×
(0, δr0]. Moreover, the mapping S can be given explicitly in terms of T :
S(x, r) = (ξ(x,
r
η
); ηρ(x,
r
η
)),
where ξ and ρ are the components of T and η is a constant depending only on Ki,
i = 0, 1, 2, 3.
We will use this in the following way. The bridge part of the theorem is from
(1.97) and takes the form
(1.98)
1
|R((x, t), r)|
∫∫
R((x,t),r)
u−ǫdxdt · 1|S(R)|
∫∫
S(R)
uǫdxdt ≤ C
Where
S((x, t), r) = (x, t− 2r2/η2), r)
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Now we want to show that this theorem applies to our setting. First our space
(X, d, µ) is a space of homogenous type with
X = Rn+1
d((x, t), (y, s)) = dcc(x, y) + |t− s|1/2
and µ = (n+1)-dimensional Lebesgue measure. We will use two notations: (x, t) ∈
X ⊂ Rn+1 or x ∈ X ⊂ Rn+1 depending on whether we want to draw attention to
the time dimension of a point.
The constants K2ρ ≤ r ≤ K3ρ are both 1. Now we need to show that the
doubling property holds. We want an A such that
0 < µ(R(x, 2r)) < Aµ(R(x, r))
holds for r > 0 and every (x, t) ∈ X. An earlier proposition [1.5] gives us
|B(x, tr)| ≥ CtQ|B(x, r)|
for every x ∈ U bounded, r ≤ R0 and 0 < t < 1. So set t = 1/2 and use
|B(x, 1
2
r)| ≥ CB(1
2
)Q|B(x, r)|
|B(x, 1
2
r)| × 2r ≥ CB(1
2
)Q|B(x, r)| × 2r
|B(x, 1
2
r)× (−r
2
,
r
2
)| ≥ CB(1
2
)Q+1|B(x, r)× (−r, r)|
|R(x, r
2
)| ≥ CB(1
2
)Q+1|R(x, r)|
Which gives the desired inequality for A > 1
CB
(2)Q+1
We will use the lag map T : Rn×R×[0,∞)→ Rn×R×[0,∞). This map acts on
pairs from Rn+1 and R+ in the form T ((x, t), r) where (x, t) is a point in space-time
and r is a radius for the rectangle in Rn+1. Define T ((x, t); r) := ((x, t− 2r2); r) =
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((ξ, s), ρ). We want to check that T is a lag map. Notice that
d((x, t), (ξ, ρ)) = dcc(x, x) + |t− ρ|1/2 = 0 + |t− (t− 2r2)|1/2 = r
√
2.
Last we check that there exists 0 < γ < 1 such that for every r ≤ R0
(1.99) R(x0, γr)× (0, γr] ⊂ T (R(x0, r)× (0, r]).
R(x0, γr)× (0, γr] = Bcc(x, γr)× (t− γr, t+ γr)× (0, γr].
T (R(x0, r)× (0, r]) = Bcc(x, r)× (t− 2r2 − r, t + r − 2r2)× (0, γr]
Clearly, Bcc(x, γr) ⊂ Bcc(x, r) and (0, γr] ⊂ (0, r] for every 0 < γ < 1. And
(t− γr, t+ γr) ⊂ (t− 2r2 − r, t + r − 2r2) for γ < 1.
1.7 Estimates on log(u)
Now we calculate estimates on v := − log u. We will use the results of these
estimates to show that v ∈ BMO(x0, r0, T, h) in order to use the results (1.97)
of Aimar which will conclude the proof. We will consider positive supersolutions
u ≥ ǫ > 0 in B(x, r) × (−r < t < r). Let v(x, t) := −log(u). Recall from the
definition of weak supersolution to
ut = −
m∑
i,j=1
X∗i
(
aij(x, t)Xju
)
in the region R defined before:
(1.100)
∫∫
R
φut dxdt+
m∑
i,j=1
∫∫
R
(aij(x, t)Xju)Xiφ dxdt ≥ 0.
We will use φ = ψ2u−1 where φ(x, t) ≥ 0 is of compact support in the x variable
and ψ is independent of t and of compact support.
Then we have with
vt = (−log(u))t = −ut
u
58
Xiv = Xi(−log(u)) = −Xiu
u
Xiφ = 2ψXiψu
−1 − u−2Xiuψ2
(1.101)
∫∫
R
ψ2
ut
u
+ < 2ψ∇0ψu−1, a∇0u > dxdt
−
∫∫
R
<
∇0u
u2
ψ2, a∇0u > dxdt ≥ 0.
And substituting for vt and ∇0v
∫∫
R
−(ψ2vt)− < ∇0(ψ2), a∇0v > − < ψ2∇0v, a∇0v > dxdt ≥ 0
∫∫
R
ψ2vt+ < ∇0(ψ2), a∇0v > + < ψ2∇0v, a∇0v > dxdt ≤ 0
Now consider the integral in t from t1 to t2 in the interval:
∫
B(x,r)
ψ2v dx|t2t1 +
∫ t2
t1
∫
B(x,r)
2ψ < ∇0ψ, a∇0v > +ψ2 < ∇0v, a∇0v > dxdt ≤ 0.
And taking to the RHS the second integrand
∫
B(x,r)
ψ2vdx|t2t1 +
∫ t2
t1
∫
B(x,r)
ψ2 < ∇0v, a∇0v > dxdt
≤ −2
∫ t2
t1
∫
B(x,r)
ψ < ∇0ψ, a∇0v > dxdt.
(1.102)
∫
B(x,r)
ψ2v dx|t2t1 +
∫ t2
t1
∫
B(x,r)
ψ2 < ∇0v, a∇0v > dxdt
≤ |2
∫ t2
t1
∫
B(x,r)
ψ < ∇0ψ, a∇0v > |dxdt.
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Now we look at the second term in the integral and use Schwarz’ and Young’s
inequality:
2
∫ t2
t1
∫
B(x,r)
ψ < ∇0ψ, a∇0v > dxdt
≤ 2(
∫ t2
t1
∫
B(x,r)
ψ2 < ∇0v, a∇0v > dxdt
×
∫ t2
t1
∫
B(x,r)
< ∇0v, a∇0v > dxdt)1/2
(1.103) ≤ 2(1
4
∫ t2
t1
∫
B(x,r)
ψ2 < ∇0v, a∇0v > dxdt
+
∫ t2
t1
∫
B(x,r)
< ∇0v, a∇0v > dxdt)
When we combine (1.102) with (1.103) we get:
(1.104)
∫
B(x,r)
ψ2vdx|t2t1 +
1
2
∫ t2
t1
∫
B(x,r)
ψ2 < ∇0v, a∇0v > dxdt
≤ 2
∫ t2
t1
∫
B(x,r)
< ∇0ψ, a∇0ψ > dxdt
Now we make use of Jerison’s Poincaré inequality for Hörmander vector fields [19].
We will point out that Jerison assumes v is C∞(B(x, r)). In order to improve this
result for functions v ∈ S1,2(B(x, r)), we will use the fact that the smooth functions
are dense in S1,2(B(x, r)). I.e. given a v ∈ S1,2(B(x, r)), there exists a sequence of
smooth functions on the ball, {vn}∞n=1 ∈ C∞(B(x, r)), such that
lim
n→∞
vn = v
and
lim
n→∞
∇0vn = ∇0v
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in the S1,2 norm. We will let Ω be a neighborhood of the closure of the unit ball
B(x, 1), in Rn.
Lemma 1.11 (Poincaré inequality). Let {Xi}mi=1, m ≤ n, be smooth vector fields
satisfying Hörmander’s condition. Then there is a positive constant CP and a radius
r0 > 0 such that for every x ∈ B(x, 1) and every 0 < r < r0 for which B(x, 2r) ⊂ Ω
(1.105)
∫
B(x,r)
|v − VB|2 dx ≤ CP r2
∫
B(x,r)
|∇0v|2 dx
holds for every function, v ∈ S1,2(B(x, r) × (0, τ)) with fixed t. Here VB(t) =
1
|B(x.r)|
∫
v(x, t)dx.
Now we construct a test function whose existence is guaranteed by Lemma (1.2)
[10]. Let ψ(x) be defined as follows:
ψ(x) =


1 if dcc(x, 0) < r
0 if dcc(x, 0) ≥ 2r
We note that |∇0ψ| ≤ CHG/r2. Now we recall the bounds on aij(x, t), integrating
in t on the RHS since ψ is independent of t and use (1.104).
∫
B(x,r)
ψ2vdx |t2t1 +
1
2λ
∫ t2
t1
∫
B(x,r)
|∇0v|2ψ2dxdt ≤ 2λ(t2 − t1)
∫
B(x,r)
|∇0ψ|2dx.
We observe that we defined ψ(x) = 1 on B(x, r) so this leads to
(1.106)
∫
B(x,r)
vdx |t2t1 +
1
2λ
∫ t2
t1
∫
B(x,r)
|∇0v|2dxdt ≤ 2λ(t2 − t1)
∫
B(x,r)
|∇0ψ|2dx.
Substitute the value VB = 1|B(x,r)|
∫
B(x,r)
vdx and divide by (t2 − t1),
(
VB(t2)− VB(t1)
(t2 − t1) )|B(x, r)|+
1
2λ
∫ t2
t1
∫
B(x,r)
|∇0v|2dxdt ≤ 2λ
∫
B(x,r)
|∇0ψ|2dx.
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Now use the Poincaré lemma
(
VB(t2)− VB(t1)
(t2 − t1) )|B(x, r)|+
CP r
2
2λ(t2 − t1)
∫ t2
t1
∫
B(x,r)
(v−VB)2dxdt ≤ 2λ
∫
B(x,r)
|∇0ψ|2dx.
On the RHS we have |∇0ψ| ≤ 1/r so we get
(
VB(t2)− VB(t1)
(t2 − t1) )|B(x, r)|+
CP r
2
2λ(t2 − t1)
∫ t2
t1
∫
B(x,r)
(v − VB)2dxdt ≤ 2λ
r2
∫
B(x,r)
dx
Now divide through by |B(x, r)|
VB(t2)− VB(t1)
(t2 − t1) +
CP r
2
2|B(x, r)|λ(t2 − t1)
∫ t2
t1
∫
B(x,r)
(v−VB)2dxdt ≤ 2λ|B(x, r)|r2 |B(x, r)|
Take t1 → t2. We note that VB need not be differentiable although we will assume
so for the present argument. We present a remark (1.12) at the end of the proof over
an alternative technique using the Steklov average. This allows us not to assume
the t derivative of VB exists.
(1.107)
dVB
dt
+
CP r
2
2|B(x, r)|λ
∫
B(x,r)
(v(x, t)− VB)2dx ≤ 2λ
r2
=: m
Let w(x, t) = v(x, t)−mt and W = VB(t)−mt. Then
dW
dt
=
dVB
dt
−m
and
v(x, t)− VB = w(x, t) +mt− (W +mt) = w(x, t)−W
Substituting this back into (1.107) we get
(1.108)
dW
dt
+
CP r
2
2|B(x, r)|λ
∫
B(x,r)
(w(x, t)−W )2dx ≤ 0.
(1.109)
dW
dt
≤ − CP r
2
2|B(x, r)|λ
∫
B(x,r)
(w(x, t)−W )2dx
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Let
Bs(t) = {x ∈ B(x, r) : w(x, t) > s}
Then (s−W )2 < (w −W )2, hence
(1.110)
dW
dt
≤ − CP r
2
2|B(x, r)|λ
∫
Bs(t)
(s−W )2dx
(1.111)
dW
dt
≤ − CP r
2
2|B(x, r)|λ(s−W )
2|Bs(t)|
(1.112)
dW
dt
(s−W )−2 ≤ − CP r
2
2|B(x, r)|λ |Bs(t)|
We integrate from t1 to t2:
(1.113)
∫ t2
t1
dW
dt
(s−W )−2 ≤ − CP r
2
2|B(x, r)|λ |Bs(t)× (t1, t2)|
−( 1
(s−W (t2)) −
1
(s−W (t1))) ≤ −
CP r
2
2|B(x, r)|λ |Bs(t)× (t1, t2)|
1
(s−W (t2)) −
1
(s−W (t1)) ≥
CP r
2
2|B(x, r)|λ |Bs(t)× (t1, t2)|
We defined W (t) = VB(t)−mt and from (1.107) we see that
(1.114)
dVB
dt
≤ 2λ
r2
= m.
So we can say W (t) ≤ 0 on (t1, t2). So that leads us to say:
1
s
≥ 1
(s−W (t2)) ≥
1
(s−W (t2)) −
1
(s−W (t1)) .
Hence
(1.115) |Bs(t)× (t1, t2)| ≤ 2|B(x, r)|λ
CP r2s
=:
c3
r2s
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Set
R˜((x, t), r) = B(x, r)× (t− r2, t+ r2)
So we can say that
(1.116) µ{(x, t) ∈ R˜((x0, t0), r) : w > s} ≤ c3
r2s
for every s > 3mr2. We let µ be the n + 1 dimensional Lebesgue measure on the
rectangle. We will prove this for w since we defined w = v −mt. So
(1.117)
∫
R˜((x0,t0),r)
√
(v(x, t)− VB)+dµ(x, t) ≤
∫
R˜((x0,t0),r)
√
w+dµ(x, t)
Use the Lebesgue-Stieltjes integral:
∫
R˜((x0,t0),r)
√
w+dµ(x, t) = −1
2
∫ ∞
3mr2
s−1/2dµ(s)
And integration by parts
= −1
2
[
µ(s)s−1/2|∞3mr2 −
1
2
∫ ∞
3mr2
s−3/2µ(s)ds
]
with the boundary terms equal to 0.
=
1
4
∫ ∞
3mr2
s−3/2µ(s)ds
Now we use the bounds on µ:
≤ 1
4
∫ ∞
3mr2
s−3/2
c3
r2s
ds
(1.118) =
1
4
c3
r2
∫ ∞
3mr2
1
s5/2
ds
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Which converges since
C
∫ ∞
3mr2
1
s5/2
ds ≤ C
∫
R
1
s5/2
ds <∞.
This leads us to say
∫
R˜((x,t),r)
√
(v(x, t)− VB)+dµ(x, t) ≤ c4
Now notice that for any slice of time t1 to t2 we have |t1 − t2| = 2r2. If we replace
t with 2t1 − t in the above we find
t1 ≤ 2t1 − t ≤ t2
−t1 ≤ −t ≤ t2 − 2t1
t1 ≥ t ≥ 2t1 − t2 = 2t1 − (t0 + r2)
and that gives
|(t1)− [2t1 − (t0 + r2)]| = |t0 − t1 − r2| = 2r2
This is the correct size of the time slice with t1 as the upper and t2 as the lower
bounds. Now we consider 2t1 − t ∈ (t2, t1). We take the argument over at (1.114).
dVB
dt
≤ 2λ
r2
= m
and we integrate from t1 to t to get
(1.119) VB(t1)− VB ≤ m[(2t1 − t)− t1] ≤ 2mr2.
Now for s > 3mr2 set
Bs(t) = {x ∈ B(x, r) : VB − v(x, t) > s}
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which implies VB(t1)−s > v(x, t) Putting these requirements together with (1.119)
gives us:
VB − v(x, t) > VB − (VB(t1)− s) > s− (VB(t1)− VB) > s− 2mr2 > 0
Set
R̂((x, t), r) = B(x, r)× ((2t1 − t)− r2, (2t1 − t) + r2)
We use the above inequality with (1.107) to achieve following the integration above:
µ({x ∈ R̂ : VB − v(x, t)}) ≤ c
s
.
This converges by the argument above. This gives us
∫
B(x0,t0−2r2)×(−r,r)
√
(VB − v(x, t))+dµ(x, t) ≤ c5
where the center of the new ball is t0 − 2r2 as expected.
This shows v = −log(u) belongs to BMO with h(s) = √s+ and lag mapping T .
Aimar’s main theorem then gives the desired result
(
∫
R((x,t);r)
u−ǫdµ) · (
∫
R((x,τ);r)
uǫdµ) ≤ Cµ(R)2
where τ = t− 2(r/η)2. In the above
η = [K0(1 + 2[K
5
0(2(K
−1
2 + 2K1)K3K
−1
2 + 5K
2
0K
−1
2 +K1) + 1]K0)]
−1
This bridges the gap if we choose from (1.90) pν = ǫ.
Remark 1.12. We begin our discussion of an alternate proof with recalling equation
(1.100) for a weak solution u ∈ S1,2(R), R ⊂ Rn+1.
(1.120)
∫∫
R
φut dxdt+
m∑
i,j=1
∫∫
R
(aij(x, t)Xju)Xiφ dxdt ≥ 0.
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From (1.100) we proved the inequality
(1.121)
∫
R˜((x,t),r)
√
(v(x, t)− VB)+ dµ(x, t) ≤ c4
Now we will alter the argument from the beginning with the Steklov average.
Definition 1.13. Steklov average
For a positive, weak solution u ∈ S1,2(R) to (0.1) we define
uh =
1
h
∫ t+h
t
u(x, τ)dτ
Observe that if u is a weak solution to (0.1) then so is uh. Also, we have that uh is
differentiable in t so we can use the following form of the weak solution: For each
t ∈ [t1, t2] ⊂ [0, T ] we have
(1.122)
∫∫
R
φ ∂tuh(x, t) dxdt+
m∑
i,j=1
∫∫
R
(aij(x, t)Xjuh(x, t))Xiφ dxdt = 0
for every φ(x, t) ∈ C∞(R) for each fixed t.
We also have the following results from Lp theory concerning the Steklov average
[23]:
i. If u ∈ Lp(Ω × (0, T )) then uh → u in Lp(Ω × (0, T − δ)) as h → 0+ for
0 < δ < T .
ii. If ∇u ∈ Lp(Ω × (0, T )) then ∇uh → ∇u in Lp(Ω × (0, T − δ)) as h → 0+
for 0 < δ < T .
Here ∇u denotes the Euclidean spatial gradient of u. Notice that the analogous
result for the horizontal gradient of u follows from (ii).
We may continue from (1.122) to achieve the same bounds on log(u). Then, at
the end of the proof of the bounds on log(u) before the application of the modified
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John-Nirenberg theorem of Aimar we will have from (1.98)
(1.123)
1
|R((x, t), r)|
∫∫
R((x,t),r)
u−ǫh dxdt ·
1
|S(R)|
∫∫
S(R)
uǫhdxdt ≤ C
Now we may apply the results from the Lp theory of Steklov averages:
lim
h→0+
1
|R((x, t), r)|
∫∫
R((x,t),r)
u−ǫh dxdt ·
1
|S(R)|
∫∫
S(R)
uǫhdxdt
=
1
|R((x, t), r)|
∫∫
R((x,t),r)
u−ǫdxdt · 1|S(R)|
∫∫
S(R)
uǫdxdt ≤ C.
1.8 Hölder Continuity
We now show that weak solutions in a bounded domain are Hölder continuous.
This section follows closely the approach by Moser [25]. Let us construct appro-
priate domains to examine the continuity. First let u be a positive, weak solution
to
ut = −
m∑
i,j=1
X∗i
(
aij(x, t)Xju
)
in
R = B(x, r)× (0, τ)
and subdomains
R+ = B(x, r/4)× (7τ/8, τ)
R− = B(x, r/4)× (τ/8, τ/6)
We will use the distance d((x, t), (0, 0)) = max {dcc(x, 0),
√|t|} for x ∈ Rn and
t ∈ R. Also, we will form an n+1 dimensional vector x′ = (x1, x2, ...t) ∈ R ⊂ Rn+1.
With this extra notation we will now restate the distance d((x, t), (y, s)) as
d(x′, y′) := d((x, t), (y, s)).
Then we have for a positive, weak solution in R, u(x, t) := u(x′) a corollary to the
main theorem:
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Corollary 1.14. (Hölder Continuity of weak solutions) Let u ∈ S1,2Loc(R) be a weak
positive solution to
ut = −
m∑
i,j=1
X∗i
(
aij(x, t)Xju
)
in a domain R. Then using the notation from above, there exist constants C > 0,
and 0 < α < 1 such that for every x′, y′ ∈ R′ ⊂ R, x′ 6= y′, we have
(1.124) |u(x′)− u(y′)| ≤ C d(x′, y′)α
Set the average of u in R−:
µ− :=
1
|R−|
∫∫
R−
u(x, t) dxdt ≤ max
R−
u
We proved earlier in the main theorem that
(1.125) min
R+
u ≥ γ−1µ−1 = γ−1 1|R−|
∫∫
R−
u(x, t) dxdt
For p = 1. For any positive, weak solution u in a bounded domain R, let
M = essmax
R
u
m = essmin
R
u
M+ = essmax
R+
u
m+ = essmin
R+
u
Then M − u is a non-negative weak solution to
ut = −
m∑
i,j=1
X∗i
(
aij(x, t)Xju
)
since it is const− u ≥ 0. Likewise with u−m. The mean values of M − u, u−m
in R− are
1
|R−|
∫∫
R−
(M − u) dxdt = M − µ−
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1
|R−|
∫∫
R−
(u−m) dxdt = µ− − u
Apply (1.125) to both
(1.126) min
R+
(M − u) = (M −M+) ≥ γ−1(M − µ−).
Since (M − u) is minimized when u is maximized in R+.
(1.127) min
R+
(u−m) = (m+ −m) ≥ γ−1(µ− −m).
Since (u −m) is minimized when u is minimized. Let the oscillations ω = M −m
and ω+ = M+ −m+ represent the difference between the max and min on a given
domain. Adding (1.126) and (1.127) we find that
(1.128) (M −M+) + (m+ −m) ≥ γ−1(µ− −m+M − µ−)
implies
(M −m)− (M+ −m+) ≥ γ−1(M −m)
ω − ω+ ≥ γ−1ω
ω − γ−1ω ≥ ω+
ω(1− γ−1) ≥ ω+
So we can say
(1.129) ω+ ≤ (γ − 1
γ
)ω = θω
for some 0 < θ < 1. Let x′ ∈ R′ ⊂ R with a k-neighborhood also contained in R′.
So for any x′, y′ ∈ R′ such that d(x′, y′) < k then the oscillation of u in R′ is ω.
Also we have if d(x′, y′) < k
4
then the oscillation of u in R′ is θω. Finally this allows
us to say if d(x′, y′) < k
4ν
then the oscillation of u in R′ is θνω.
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LetR′ ⊂ R be any region. Let x′ ∈ R′ with a k-neighborhood contained wholly in R.
Then for x′, y′ ∈ R′ satisfying d(x′, y′) < k, choose ν such that k
4ν+1
≤ d(x′, y′) < k
4ν
.
Then we have 1
4ν
≤ 4
k
d(x′, y′). Putting these together we have
(1.130) |u(x′)− u(y′)| ≤ θνω ≤ (1
4
)ανω = [(
1
4
)ν ]αω ≤ [ 4
k
d(x′, y′)]αω
= [(
4
k
)αω]d(x′, y′)α = Cd(x′, y′)α
with
α =
−log(θ)
log(4)
=
−log(γ−1
γ
)
log(4)
and 0 < α < 1. This proves the Hölder continuity with respect to the CC metric and
so our second main result. We notice that with the above result and a proposition
of Nagel, Stein and Wainger [29] we have that the solutions to (0.1) are Hölder
continuous with respect to the Euclidean metric. They proved that there exists a
constant c > 0 and a constant ǫ depending on the number of commutators it takes
to span the space such that
c|x− y| ≤ dcc(x, y) ≤ c−1|x− y|ǫ.
So with (1.130) we have
|u(x, t)− u(y, s)| ≤ Cd(x′, y′)α ≤ c−1C|x− y|ǫα.
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CHAPTER 2
Nonlinear Generalization
2.1. Introduction
Now we will consider a more general non-linear case of which the above results are
a special case. We will examine the operator
(2.1) Lu = ut +
m∑
j=1
X∗jA(x,∇0u)
And corresponding solutions to
(2.2) Lu = 0
Where A : Rm → Rm is a measurable function, and X∗j is the formal adjoint of Xj .
Let u ∈ S1,2loc (Rn+1). We want to consider weak solutions u to (2.2) in a rectangle
R((x, t), r) = Bcc(x, r) × (0, r). Here, r ∈ R, x ∈ Rn. By Bcc(x, r) we mean a
Carnot-Carathéodory ball B(x, r) := {y ∈ Rn : dcc(x, y) < r} where dcc is the
natural control metric associated with the vector fields {Xi}mi=1. In the following
we will refer to dcc(x, y) as d(x, y). By a weak solution to Lu = 0 in R((x, t), r) we
mean
(2.3)
∫
R((x,t),r)
φut dxdt+
m∑
j=1
∫
R((x,t),r)
Aj(x,∇0u)Xjφ dxdt = 0.
for all φ ∈ C∞0 (B(x, r)) with φ(x) ≥ 0.
We will consider the following structural conditions on the function A which we
will denote (S).
(S)


Aj(x,∇0u) ≤ C|∇0u|
λ|∇0u|2 ≤ Aj(x,∇0u)Xju ≤ Λ|∇0u|2
for some constants C, Λ, λ > 0.
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Notice that in the parabolic case we considered for the Moser iteration,
Aj(x,Xju) = aij(x, t)Xju.
We will now develop minimum and maximum inequalities for weak solutions to
(2.2) in a rectangle.
Theorem 2.1. Let R be a rectangle, R((x, t), r) = Bcc(x, r)× (0, r) in Rn+1. Let
Lu = ut +
m∑
j=1
X∗jA(x,∇0u)
and consider positive, weak solutions u ∈ S1,2(R) to Lu = 0 in R. Here {Xi}mi=1,
m ≤ n, are vector fields satisfying Hörmander’s condition for hypoellipticity. Under
the assumption of the structural conditions (S) we have the following
(2.4) max
R′
u ≤ γ1( 1|R|
∫
R
up dxdt)1/p
(2.5) (
1
|R|
∫
R
up dxdt)1/p ≤ γ2 min
R′
u
for some constants γ1, γ2 > 0 depending on R, n, Λ, λ, and C.
With the proof of the preceding two inequalities, we will move to the corre-
sponding bridge step
(2.6) (
1
|R|
∫
R
up0 dxdt)1/p0 ≤ γ3( 1|R|
∫
R
u−p0 dxdt)−1/p0
as in the parabolic case above. Together, these three inequalities will give us a
Harnack inequality for weak solutions to (2.2) in R.
2.2 Non linear Cacciopoli Inequality
We will begin the proof of a Harnack inequality in the same manner as above
with the Cacciopoli inequality. For convenience, we will let R = R((x, t), r).
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Theorem 2.2. Local bounds for weak solutions to Lu = 0
With the hypotheses above, including the structural conditions (S), let u ∈
S1,2(R) be a positive, weak solution to
(2.7) Lu = 0
in R = {B(x, r) × (0, τ)}. Also define R′ = {B(x, r′) × (0, τ ′)} for r > r′ > 0,
τ > τ ′ > 0. Then there exists constants C1, C2 depending on λ, n, and R such that
(2.8)
∫
R′
|∇0u|2dxdt ≤ C1
∫
R
u2dxdt
and
(2.9) max
t∈[0,σ]
∫
B(x,ρ′)
u2dxdt ≤ C2
∫
R
u2dxdt
Where the max is the essential supremum over this interval.
Proof:
Consider a positive, weak solution u to Lu = 0:
(2.10)
∫
R
φ ut dxdt+
m∑
j=1
∫
R
Aj(x,∇0u)Xjφ dxdt = 0
Now we let the test function φ = uψ2 where ψ is a function compact in the x
variable and independent of t. Also, we construct the test function to give ψ = 1
on R′. Substituting gives:
∫
R
uψ2 ut dxdt +
m∑
j=1
∫
R
Aj(x,∇0u)Xj(uψ2) dxdt = 0
Notice that (u
2)t
2
= uut and Xj(uψ2) = Xjuψ2 + 2uψXjψ. This gives us:
(2.11)
∫
R
(u2)t
2
ψ2 dxdt+
m∑
j=1
∫
R
Aj(x,∇0u)Xjuψ2 dxdt
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+2
m∑
j=1
∫
R
Aj(x,∇0u)uψXjψ dxdt = 0
(2.12)
∫
R
(u2)t
2
ψ2 dxdt+
m∑
j=1
∫
R
Aj(x,∇0u)Xjuψ2 dxdt
= −2
m∑
j=1
∫
R
Aj(x,∇0u)uψXjψ dxdt
Now we apply the Schwarz and Young’s inequalities to the RHS of (2.12).
∫
R
(u2)t
2
ψ2 dxdt+
m∑
j=1
∫
R
Aj(x,∇0u)Xjuψ2 dxdt
≤ 1
2
∫
R
|Aj(x,∇0u)|2ψ2 dxdt+ 2
∫
R
u2|∇0ψ|2 dxdt
and recall the bounds on Aj from (S):
∫
R
(u2)t
2
ψ2 dxdt+ λ
∫
R
|∇0u|2ψ2 dxdt
≤ C
2
2
∫
R
|∇0u|2ψ2 dxdt+ 2
∫
R
|∇0ψ|2u2 dxdt
And adding like terms we arrive at:
(2.13)
∫
R
(u2)t
2
ψ2 dxdt+ (λ− C
2
2
)
∫
R
|∇0u|2ψ2 dxdt ≤ 2
∫
R
|∇0ψ|2u2 dxdt
Notice that 1
2
(ψ2u2)t = ψψtu
2 + uutψ
2. And use this fact by adding ψψtu2 to both
sides:
(2.14)
∫
R
1
2
(ψ2u2)t dxdt+(λ−C
2
2
)
∫
R
|∇0u|2ψ2 dxdt ≤ 2
∫
R
u2(|∇0ψ|2+ψψt) dxdt
Now integrate this over Rσ = {B(x, r) × 0 ≤ t ≤ σ < τ} and drop the second
integrand on the LHS. It is ≥ 0. We’ll choose σ so that
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(2.15)
∫
B(x,p′)
u2|t=σdx ≥ 1
2
max
t∈(0,σ)
∫
B(x,r′)
u2dx.
This gives us from (2.14):
(2.16)
∫
Rσ
1
2
(u2ψ2)t dxdt ≤ 2
∫
Rσ
u2(|∇0ψ|2 + |ψ ψt|) dxdt.
Now consider the
(2.17) max
t∈(0,σ)
∫
B(x,r′)
u2 dx ≤ 2
∫
B(x,r′)
u2 |t=σ dx
which we constructed above in (2.15). ψ = 1 on R′ and t is fixed, so
max
t∈(0,σ)
∫
B(x,r′)
u2 dx ≤ 2
∫
B(x,r′)
u2 |t=σ dx
≤ 2
∫
B(x,r′)
u2ψ2|t=σ dx
≤ 2
∫
B(x,r)
u2ψ2|t=σ dx
Now recall (2.16) integrated over Rσ. We will combine that with the 12 factor as
well as the fact that the above is twice the (2.16) inequality. Putting these together
gives:
(2.18) max
t∈(0,σ)
∫
B(x,r′)
u2dx ≤ 8λ
∫∫
Rσ
u2(|∇0ψ|2 + |ψψt|) dxdt.
Then use the non-negativity of the RHS and take the integral over R for
(2.19) ≤ 8
∫∫
R
u2(|∇0ψ|2 + |ψψt|) dxdt.
Now we use as result on the bounds of the horizontal gradient of test functions in
Citti, Garofalo, and Lanconelli [10] in order to attain a constant independent of ψ.
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Lemma 2.3. Existence of Carnot-Carathéodory test functions. There exists r0 > 0
such that given a metric ball B(x, r) ⊂⊂ R, with r ≤ r0 and 0 < r′ < r, there
exists a function ψ ∈ C∞0 (B(x, r)) such that 0 ≤ ψ ≤ 1, ψ ≡ 1 in B(x, r′) and
|∇0ψ| ≤ CHGr−r′ . Here, CHG > 0 is a constant independent of r and r′.
Define ψ(x, t) := ψ1(t)ψ2(x) in the following way, using the cut-off functions of
Citti, Garofalo and Lanconelli [10]:
ψ1(t) =


1 if τ ′ < t < τ
0 if t ≤ 0
ψ2(x) =

 1 if dcc(x, 0) < r
′
0 if dcc(x, 0) > r
and as before we have a bound on the horizontal gradient. This allows us to say
(2.20) |∇0ψ|2 + |ψψt| ≤
( C2HG
(r − r′)2 +
1
τ − τ ′
)
Which gives us
(2.21) max
t∈(0,σ)
∫
R′
u2 dx ≤ 8( C
2
HG
(r − r′)2 +
1
τ − τ ′ )
∫∫
R
v2 dxdt.
This proves (2.9). We note that the result is similar to the parabolic case since the
approach was the same. The difference is that the bounds on the aij(x, t) matrix
are gone and we find only the bounds from the structural conditions (S). This is
also true the following proof of the bounds on the derivatives.
Now we return to (2.14)
∫
R
1
2
(ψ2u2)t dxdt + (λ− C
2
2
)
∫
R
|∇0u|2ψ2 dxdt ≤ 2
∫
R
u2(|∇0ψ|2 + ψψt) dxdt
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and drop the first integrand. Integrated over R′ gives
(2.22) (λ− C
2
2
)
∫
R′
|∇0u|2ψ2 dxdt ≤ 2
∫
R′
u2(|∇0ψ|2 + ψψt) dxdt
Again use the fact that ψ = 1 on R′
(λ− C
2
2
)
∫
R′
|∇0u|2 dxdt ≤ 2
∫
R′
u2 (|∇0ψ|2 + |ψψt|) dxdt
Which gives us
∫
R′
|∇0u|2 dxdt ≤ 2(λ− C
2
2
)−1
∫
R′
u2 (|∇0ψ|2 + |ψψt|) dxdt.
And using the previous bounds on ψ, ψt and |∇0ψ|
(2.23)
∫
R′
|∇0u|2 dxdt ≤ 2(λ− C
2
2
)−1(
C2HG
(r − r′)2 +
1
τ − τ ′ )
∫
R
u2 dxdt.
And the integral on the RHS is taken over R since it is non-negative. This proves
the result in (2.8), and so Theorem 2.2 is proved.
2.3 Nonlinear Cacciopoli for up
Since we have a Cacciopoli inequality for weak solutions u, now we look at
powers of u, v := up.
Corollary 2.4. The same inequality of Theorem 2.2 holds, up to a constant, for
powers of a weak solution u, v = up.
Proof: Let φ = ψ2up for p > 1
2
and ψ be defined as above. Calculate
vt = (u
p)t = pu
p−1ut
and
Xj(φ) = Xj(ψ
2up) = 2ψupXjψ + pψ
2up−1Xju.
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We substitute the definitions of φ and v into (2.10):
∫
R
ψ2up(p)up−1ut dxdt+
m∑
j=1
∫
R
Aj(x,∇0u)(2ψupXjψ + pψ2up−1Xju) dxdt
which gives
∫
R
ψ2up(p)up−1ut dxdt+
m∑
j=1
∫
R
Aj(x,∇0u)(pψ2up−1Xju) dxdt
≤ −2
m∑
j=1
∫
R
Aj(x,∇0u)ψupXjψ dxdt.
We use the Cauchy and Young’s inequality on the RHS:
∫
R
ψ2up(p)up−1ut dxdt+
m∑
j=1
∫
R
Aj(x,∇0u)(pψ2up−1Xju) dxdt
≤ 1
2
∫
R
|Aj(x,∇0u)|2ψ2 dxdt+ 2
∫
R
u2p|∇0ψ|2 dxdt
Use the bounds on |Aj| from (S) and substitute for v:
∫
R
1
2
ψ2(v2)t dxdt+ λ
∫
R
|∇0v|2ψ2 dxdt
∫
R
1
2
ψ2(v2)t dxdt+ λ
∫
R
|∇0v|2ψ2 dxdt
≤ C
2
2
∫
R
|∇0v|2ψ2 dxdt + 2
∫
R
v2|∇0ψ|2 dxdt
Adding like terms to get
∫
R
1
2
ψ2(v2)t dxdt+ (λ− C
2
2
)
∫
R
|∇0v|2ψ2 dxdt
≤ 2
∫
R
v2|∇0ψ|2 dxdt
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Notice that 1
2
(ψ2u2)t = ψψtu
2 + uutψ
2. And use this fact by adding ψψtu2 to both
sides:
(2.24)
∫
R
1
2
(ψ2u2)t dxdt+(λ−C
2
2
)
∫
R
|∇0u|2ψ2 dxdt ≤ 2
∫
R
u2(|∇0ψ|2+ψψt) dxdt
Now integrate this over Rσ = {B(x, r) × 0 ≤ t ≤ σ < τ} and drop the second
integrand on the LHS. It is ≥ 0. We’ll choose σ so that
(2.25)
∫
B(x,p′)
u2|t=σdx ≥ 1
2
max
t∈(0,σ)
∫
B(x,r′)
u2dx.
This gives us from (2.24):
(2.26)
∫
Rσ
1
2
(u2ψ2)t dxdt ≤ 2
∫
Rσ
u2(|∇0ψ|2 + |ψ ψt|) dxdt.
Now consider the
(2.27) max
t∈(0,σ)
∫
B(x,r′)
u2 dx ≤ 2
∫
B(x,r′)
u2 |t=σ dx
which we constructed above in (2.25). ψ = 1 on R′ and t is fixed, so
max
t∈(0,σ)
∫
B(x,r′)
u2 dx ≤ 2
∫
B(x,r′)
u2 |t=σ dx
≤ 2
∫
B(x,r′)
u2ψ2|t=σ dx
≤ 2
∫
B(x,r)
u2ψ2|t=σ dx
Now recall (2.26) integrated over Rσ. We will combine that with the 12 factor as
well as the fact that the above is twice the (2.26) inequality. Putting these together
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gives:
(2.28) max
t∈(0,σ)
∫
B(x,r′)
u2dx ≤ 8λ
∫∫
Rσ
u2(|∇0ψ|2 + |ψψt|) dxdt.
Then use the non-negativity of the RHS and take the integral over R for
(2.29) ≤ 8
∫∫
R
u2(|∇0ψ|2 + |ψψt|) dxdt.
Now we use a result on the bounds of the horizontal gradient of test functions in
order to attain a constant independent of ψ. Define ψ(x, t) := ψ1(t)ψ2(x) in the
following way, using the cut-off functions of [10]:
ψ1(t) =

 1 if τ
′ < t < τ
0 if t ≤ 0
ψ2(x) =

 1 if dcc(x, 0) < r
′
0 if dcc(x, 0) > r
and as before we have a bound on the horizontal gradient. This allows us to say
(2.30) |∇0ψ|2 + |ψψt| ≤ ( C
2
HG
(r − r′)2 +
1
τ − τ ′ )
Which gives us
(2.31) max
t∈(0,σ)
∫
R′
u2 dx ≤ 8( C
2
HG
(r − r′)2 +
1
τ − τ ′ )
∫∫
R
v2 dxdt.
This proves the result for (2.9) Now we return to (2.24)
∫
R
1
2
(ψ2u2)t dxdt + (λ− C
2
2
)
∫
R
|∇0u|2ψ2 dxdt ≤ 2
∫
R
u2(|∇0ψ|2 + ψψt) dxdt
and drop the first integrand. Integrated over R′ gives
(2.32) (λ− C
2
2
)
∫
R′
|∇0u|2ψ2 dxdt ≤ 2
∫
R′
u2(|∇0ψ|2 + ψψt) dxdt
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Again use the fact that ψ = 1 on R′
(λ− C
2
2
)
∫
R′
|∇0u|2 dxdt ≤ 2
∫
R′
u2 (|∇0ψ|2 + |ψψt|) dxdt
Which gives us
∫
R′
|∇0u|2 dxdt ≤ 2(λ− C
2
2
)−1
∫
R′
u2 (|∇0ψ|2 + |ψψt|) dxdt.
And using the previous bounds on ψ, ψt and |∇0ψ|
(2.33)
∫
R′
|∇0u|2 dxdt ≤ 2(λ− C
2
2
)−1(
C2HG
(r − r′)2 +
1
τ − τ ′ )
∫
R
u2 dxdt.
And the integral on the RHS is taken over R since it is non-negative. This proves
the result in (2.8), and so the corollary is proved. For the case p < p0 < 0 we let
v = up/2 be a weak supersolution to (2.10) in R. We then have for φ = vψ2 the
following:
vt = (u
p/2) =
p
2
up/2−1ut,
Xjv = Xj(u
p/2) =
p
2
up/2−1Xju
and
Xjφ = Xj(vψ
2) = Xj(u
p/2ψ2) =
p
2
up/2−1Xjuψ
2 + 2ψXjψu
p/2
And we substitute these into (2.10):
∫
R
(vψ2)
p
2
up/2−1ut dxdt+
m∑
j=1
∫
R
Aj(x,∇0u)(p
2
up/2−1Xjuψ
2+2ψXjψu
p/2) dxdt ≥ 0.
which gives us
∫
R
(vψ2)
p
2
up/2−1ut dxdt +
m∑
j=1
∫
R
Aj(x,∇0u)p
2
up/2−1Xjuψ
2 dxdt
≥ −2
m∑
j=1
∫
R
Aj(x,∇0u)ψXjψup/2 dxdt.
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At this point, notice that p < 0 and the sign on the 2 in the RHS. We multiply by
−1 and proceed.
∫
R
(vψ2)
|p|
2
up/2−1ut dxdt +
m∑
j=1
∫
R
Aj(x,∇0u) |p|
2
up/2−1Xjuψ
2 dxdt
≤ 2
m∑
j=1
∫
R
Aj(x,∇0u)ψXjψup/2 dxdt.
We calculate 1
2
(vt)
2 = p
2
up/2up/2−1ut and substitute into the first integrand:
∫
R
1
2
ψ2(vt)
2 dxdt+
m∑
j=1
∫
R
Aj(x,∇0u) |p|
2
up/2−1Xjuψ
2 dxdt
≤ 2
m∑
j=1
∫
R
Aj(x,∇0u)ψXjψup/2 dxdt.
Again we use the Cauchy and Young’s inequalities on the RHS and recognize that
up = v2 and ∇0v = |p|2 up/2−1Xju.∫
R
1
2
ψ2(vt)
2 dxdt+
m∑
j=1
∈R tAj(x,∇0u)∇0vψ2 dxdt
≤ 1
2
∫
R
|Aj(x,∇0u)|2 dxdt + 2
∫
R
v2|∇0ψ|2 dxdt.
Now use the (S) bounds on Aj
∫
R
1
2
ψ2(v2)t dxdt+λ
∫
R
|∇0v|2ψ2 dxdt ≤ C
2
2
∫
R
|∇0v|2ψ2 dxdt+2
∫
R
v2|∇0ψ|2 dxdt
And from this point, the proof proceeds exactly like above. The case for 0 < p < 1
is modified in the following way: we must reverse t and use v := up(x,−t). Then
our test function must be φ = upψ2. The proof proceeds in the same manner except
there is a factor of λ(2p−1)
p2
in front of the |∇0v|2 term.
2.4 Nonlinear Iteration and bridge step
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In order to run a Moser type iteration scheme, we needed the local bounds on
(2.34)
∫
R′
|∇0u|2dxdt ≤ C1
∫
R
u2dxdt
and
(2.35) max
t∈[0,σ]
∫
B(x,r′)
u2dxdt ≤ C2
∫
R
u2dxdt
Saloff-Coste shows in [32] that the parabolic Harnack inequality is equivalent to
the doubling property
µB(x, 2R) ≤ AµB(x,R)
and the Poincaré inequality
∫
B(x,r)
|v − VB|2 dx ≤ Cr2
∫
B(x,r)
|∇v|2dx
as we have used in the proof above. This is done in the Riemannian manifold setting.
He assumes the matrix of coefficients, aij , are bounded and measurable, symmetric
and elliptic. Saloff-Coste addresses the Moser iteration and on its dependence on
both the Sobolev inequality and the Poincare inequality. Also, Grigory’an [15]
showed the same for non-compact Riemannian manifolds. Now we will use the
local bounds above to run the Moser iteration.
Theorem 2.5. Let u be a positive, weak subsolution to
ut = −
m∑
j=1
X∗jAj(x,∇0u)
in R with R′ defined as above. If the structural hypotheses (S) and the general
assumptions from the local bounds theorem hold, then for p > 1, there exists a
constant γ depending on λ, C, n, and R such that
(2.36) max
R′
u ≤ γ( 1|R|
∫∫
R
up dxdt)1/p.
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The proof follows just as in the parabolic case. The constant γ is slightly
different. This is due to the fact that in the original parabolic case, the aij(x, t)
are bounded and elliptic with constants λ and 1
λ
whereas the function Aj(x,∇0u)
in the nonlinear case is bounded by a constant C and another λ which is not an
eigenvalue. Here γ is the finite sum of terms
(2.37) γ = [CB(
r
r′
)Q 8(
C2HG
(r − r′)2 +
1
τ − τ ′ ) + 1]
(
8(
C2HG
(r − r′)2 +
1
τ − τ ′ )CB (
r
r′
)Q
) 2
n .
Proof: In order to prove the theorem, we use the lemma modeled after Moser [25].
Now for v ∈ S1,2(R), define as before:
(2.38) Hr,τ(v) :=
1
|Br × (0, τ)|
∫∫
R
v2 dxdt
(2.39) Mr,τ (v) :=
1
|Br| maxt∈[0,τ ]
∫
Br
v2dx
(2.40) Dr,τ(v) :=
1
|Br × (0, τ)|
∫∫
R
|∇0v|2dxdt
Lemma 2.6. Let v ∈ S1,2(R). Let k = 1+ 2
n
for n ∈ N, α = n
n−2
, β = n
2
Then, we
have for some constants C1, C2 > 0:
(2.41) Hr′,τ(v
k) ≤ C1Mr,τ (v) 2n
[
C2Hr′,τ (v) +Dr′,τ(v)
]
which we proved above. In terms of Hr,τ(v), Dr,τ (v) and Mr,τ (v) we calculate
our local bounds (2.8) and (2.9) as:
(2.42) Mr,τ (v) =
1
|Br′ | maxt∈(0,τ)
∫
Br
v2dx
(2.43) ≤ 8( C
2
HG
(r − r′)2 +
1
τ − τ ′ )
1
|Br|
∫∫
R
v2dxdt
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(2.44) ≤ 8( C
2
HG
(r − r′)2 +
1
τ − τ ′ )Hr,τ(v)
(2.45) ≤ 8( C
2
HG
(r − r′)2 +
1
τ − τ ′ )Hr,τ(v)
Then for some C3 depending on λ, R and n we have
(2.46) Mr,τ (v) ≤ C3Hr,τ (v)
And for
Dr,τ ′(v) =
1
|Br × (0, τ ′)|
∫∫
R
|∇0v|2 dxdt
we calculate:
Dr,τ ′(v) ≤ 1|Br × (0, τ ′)|
|(0, τ)|
|(0, τ)| 2(λ−
C2
2
)−1(
C2HG
(r − r′)2 +
1
τ − τ ′ )
∫∫
R
v2 dxdt
≤ 1|Br × (0, τ)|
|(0, τ)|
|(0, τ ′)| 2(λ−
C2
2
)−1(
C2HG
(r − r′)2 +
1
τ − τ ′ )
∫∫
R
v2 dxdt
=
τ
τ ′
2(λ− C2
2
)−1(
C2HG
(r − r′)2 +
1
τ − τ ′ )Hr,τ(v)
≤ τ
τ ′
2(λ− C2
2
)−1(
C2HG
(r − r′)2 +
1
τ − τ ′ )Hr,τ(v)
gives for some C4 dependent on λ, n and R
(2.47) Dr′,τ ′(v) ≤ C4Hr,τ(v)
So substituting these into the results of the lemma above, we get
Hr′,τ ′(v
k) ≤ C1C3Hr,τ(v) 2n [C4Hr,τ (v) + C2Hr,τ(v)]
= C1C3[C4 + C2]Hr,τ (v)
2
nHr,τ(v)
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= γ Hr,τ(v)
2
n
+1
(2.48) = γ Hr,τ(v)
k
where
γ = 4CSCB(
r
r′
)Q[(λ−C2
2
)−1
τ
τ ′
(
C2HG
(r − r′)2+
1
τ − τ ′ )+
1
2r2
]
(
8|Br|( C
2
HG
(r − r′)2+
1
τ − τ ′ )
) 2
n .
We can repeat this exponentiation by k as in the parabolic case. Take
(2.49) vν := v
pν/2
a positive subsolution in R where pν = p0kν , pν ≥ p0 ≥ p′ > 1 and k = 1 + 2/n,
n ∈ N is as above.
Now we set up the domains for each of the iterations. Each iteration is defined
in its own rectangle.
Let
(2.50) τν := τ
1 + τ ′v
1 + τv
,
and
(2.51) rν := r
1 + r′v
1 + rv
Let
(2.52) Rν = Brv × (0, τν)
Set
(2.53) Hν := Hrντν (vν) =
1
|Rν |
∫∫
Rν
vpνdxdt.
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Now we will show the iteration. We notice that
(2.54) Hν+1 = Hrν+1τν+1(vν+1) =
1
|Rν+1|
∫∫
Rν+1
vpν+1dxdt ≤ γHkν
where γ depends on R, n, λ only.
Now we will use this fact to achieve a maximum. First iterate down to H0. Take
any Hν and notice that
Hν ≤ γ1Hkν−1 ≤ γν2Hkν−1
for some γ2 ≥ γ
1
ν
1 . So
Hν ≤ γν2Hkν−1
Now use (Hν−1)k to iterate again.
= γν2 (Hν−1)
k ≤ γν2 (γν−12 Hkν−2)k
= γ
(ν)+(ν−1)k
2 H
k2
ν−2
≤ γ(ν)+(ν−1)k2 (γ(ν−2)2 Hkν−3)k
2
= γ
(ν)+(ν−1)k+(ν−2)k2
2 H
k3
ν−3
≤ γ(ν)+(ν−1)k+(ν−2)k2+...+(1)kν−12 Hk
ν
0
≤ γkν3 Hk
ν
0
for some
γ3 ≥ γ
ν+(ν−1)k+...+(1)kν−1
kν
2
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So we have
Hν ≤ γkν3 Hk
ν
0
which says that
1
|Rν |
∫∫
Rν
vp0k
ν/2dxdt ≤ γkν3
( 1
|R|
∫∫
R
vp0/2dxdt
)kν
Then taking kν roots:
(2.55)
( 1
|Rν |
∫∫
Rν
|vp0/2|kνdxdt)1/kν ≤ γ3 1|R|
∫∫
R
vp0/2dxdt.
letting ν →∞ we conclude:
max
R′
u ≤ γ( 1|R|
∫∫
R
updxdt
)1/p
.
This proves Theorem 2.5.
Similarly we are able to achieve the inequalities
(2.56) γ
( 1
|R|
∫∫
R
u−pdxdt
)1/−p ≤ min
R′
u
and the crucial bridge step
(2.57)
1
|R−|
∫∫
R−
vp0k
ν/2dxdt ≤ γ 1|R+|
∫∫
R+
v−p0k
ν/2dxdt
which are now seen to be independent of the nonlinear function Aj(x,∇0u). So the
iterations for each of these inequalities may be run in a similar way with the slight
difference that the constants will be altered in the manner explained above.
2.5 Nonlinear Estimates on log(u) and Hölder continuity
Next we wish to obtain estimates on the function v := log(u) for a weak super-
solutions u to
(2.58) ut = −
m∑
j=1
X∗jAj(x,∇0u).
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If we are able to obtain estimates of the form
(2.59)
1
|R+|
∫
R+
√
(v − C(x, r)) dxdt ≤ N(v)
and
(2.60)
1
|R−|
∫
R−
√
(C(x, r)− v) dxdt ≤ N(v)
for some constant N depending on the function v, some constant C and rectangles
R+ and R− subsets of R((x, t), r). Then we will be in a position to apply Aimar’s
[1] result for functions satisfying a BMO property with a lag mapping used above
and complete the proof of the Harnack inequality.
To begin, we will first let v = −log(u), φ = ψ2u−1, with ψ ≥ 0 and of compact
support on B(x, 2r). We will let
ψ = ψ(x) =
n∏
ν=1
χν(xν)
and
χν(xν) =


1 if |xν − x0ν | < r
0 if |xν − x0ν | ≥ 2r
following [10]. Here we use (x01, x
0
1, ...x
0
n) to be the center of the ball in space. Then
we calculate
vt = (−log(u))t = −ut
u
Xjφ = Xj(ψ
2u−1) = 2ψXjψu
−1 − ψ2u−2Xju
Xj(v) = Xj(−log(u)) = −Xju(u−1)
And with (2.58) we have
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∫∫
R
ψ2u−1ut dxdt+ 2
m∑
j=1
∫∫
R
AjψXjψu
−1 dxdt−
m∑
j=1
∫∫
R
Ajψ
2u−2Xju dxdt ≥ 0.
Moving the second integrand to the RHS
∫∫
R
ψ2u−1ut dxdt−
m∑
j=1
∫∫
R
Ajψ
2u−2Xju dxdt ≥ −2
m∑
j=1
∫∫
R
AjψXjψu
−1 dxdt
which gives us by substituting vt
−
∫∫
R
ψ2vt dxdt−
m∑
j=1
∫∫
R
Ajψ
2u−2Xju dxdt ≥ −2
m∑
j=1
∫∫
R
AjψXjψu
−1 dxdt
and hence
∫∫
R
ψ2vt dxdt+
m∑
j=1
∫∫
R
Ajψ
2u−2Xju dxdt ≤ 2
m∑
j=1
∫∫
R
AjψXjψu
−1 dxdt
Again we use the Cauchy and Young inequalities on the RHS to obtain
∫∫
R
ψ2vt dxdt+
m∑
j=1
∫∫
R
Ajψ
2u−2Xju dxdt
≤ 1
2
m∑
j=1
∫∫
R
|Aj|2u−2ψ2 dxdt+ 2
∫∫
R
|∇0ψ|2 dxdt
Now use the boundedness of Aj(x,∇0u) from the (S) conditions on the second
integrand on the LHS and on the first integrand of the RHS
∫∫
R
ψ2vt dxdt+ λ
∫∫
R
ψ2|∇0u|2u−2 dxdt
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≤ Λ
2
∫∫
R
|∇0u|2u−2ψ2 dxdt+ 2
∫∫
R
|∇0ψ|2 dxdt
At this point, notice that we have Xj(v) = −Xju(u−1) from above which gives us
|∇0v| = |∇0u|u−1.
∫∫
R
ψ2vt dxdt+λ
∫∫
R
ψ2|∇0v|2 dxdt ≤ Λ
2
∫∫
R
|∇0v|2ψ2 dxdt+2
∫∫
R
|∇0ψ|2 dxdt
Gathering like terms
(2.61)
∫∫
R
ψ2vt dxdt+ (λ− Λ
2
)
∫∫
R
ψ2|∇0v|2 dxdt ≤ 2
∫∫
R
|∇0ψ|2 dxdt
Integrate from t1 to t2 and observe that ψ = 1 on B(x, r) is independent of t.
∫
B(x,r)
v dx|t2t1 + (λ−
Λ
2
)
∫ t2
t1
∫
B(x,r)
|∇0v|2 dxdt ≤ 2(t2 − t1)
∫
B(x,r)
|∇0ψ|2 dx
Now we recall the Poincaré lemma and the definition of VB(t) = 1|B|
∫
vdx.
[VB(t2)− VB(t1)]|B(x, r)|+ CP r2(λ− Λ
2
)
∫ t2
t1
∫
B(x,r)
(v − VB)2 dxdt
≤ 2(t2 − t1)
∫
B(x,r)
|∇0ψ|2 dx
Divide by (t2 − t1)
[VB(t2)− VB(t1)]
(t2 − t1) |B(x, r)|+ CP r
2(λ− Λ
2
)
1
(t2 − t1)
∫ t2
t1
∫
B(x,r)
(v − VB)2 dxdt
≤ 2
∫
B(x,r)
|∇0ψ|2 dx
Take t2 → t1
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dVB
dt
|B(x, r)|+ CP r2(λ− Λ
2
)
∫
B(x,r)
(v − VB)2 dxdt ≤ 2
∫
B(x,r)
|∇0ψ|2 dx.
Divide through by |B(x, r)| and use the bounds on |∇0ψ| ≤ 1/r
dVB
dt
+
CP r
2
|B(x, r)|(λ−
Λ
2
)
∫
B(x,r)
(v − VB)2 dxdt ≤ 2|B(x, r)|r2 |B(x, r)|.
We note that this inequality is the same form as (1.107) and that the proof is
identical for both positive and negative t. This shows that v = −log(u) meets the
BMO condition from Aimar [1]. So we may apply his results to finish the bridge
step. Thus we have proved the Harnack inequality for positive, weak solutions to
ut = −
m∑
j=1
X∗jAj(x,∇0u).
With the Harnack inequality in place, the Hölder continuity with respect to the CC
metric follows by the same argument as before following the pattern of J. Moser
[25].
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