Abstract. We consider a class of elliptic and parabolic differential operators with unbounded coefficients in R n , and we study the properties of the realization of such operators in suitable weighted L 2 spaces.
Introduction
There is a very wide literature on boundary value problems for linear elliptic and parabolic equations in bounded domains in R n . A big part of the results can be extended easily to unbounded domains, provided the coefficients of the differential operators are bounded.
A comprehensive approach to the case of unbounded coefficients in R n may be found in [1] , [2] and [3] . Under appropriate hypotheses, they are able to work in suitably weighted spaces. A typical simple example which is not in general covered by their results is the Ornstein-Uhlenbeck operator Here Q = [q ij ] i,j=1,... ,n is any symmetric positive definite matrix, and B is any nonzero matrix. Q t is the matrix defined by
where e sB * is the exponential of the transpose matrix B * . Besides their own mathematical interest, operators with unbounded coefficients arise in stochastic perturbations of ODE's. Consider for instance the linear equation u (t) = Bu(t) + F (u(t)), which give nonlinear coefficients to the operator A. Surprisingly, the literature deals essentially with the case where F is bounded. Our work can be considered as a first step in the study of the more general case of a Lipschitz continuous F . Moreover, at the end of the paper we consider also an example in which A has variable nonlinear coefficients.
In the paper [4] we have described the properties of the realizations of A and T (t) in spaces of continuous and bounded functions in R n . Here we study the realizations of A and T (t) in a L 2 space with respect to a suitable measure. Besides the usual Lebesgue measure, which will be considered in a forthcoming paper [9] , an appropriate measure in the study of a dynamical system is its invariant measure, which exists and is unique under suitable assumptions, see [6] . We assume that all the eigenvalues of the matrix B have negative real part, so that there exist C > 0, ω > 0 such that
Therefore, the matrix
is well defined. We consider the Gaussian weight associated to the matrix Q ∞ , measure µ(x)dx is invariant for T (t), in the sense that
The main result of the paper is the characterization of the domain of the realiza-
µ is more delicate. Indeed, due to the strong decay of the weight µ(x) as |x| → ∞, there are difficulties in treating differential operators in L 2 µ by the usual methods. We use a technique similar to the one employed in [8] to get optimal Schauder type estimates: we show that for every α ∈ (0, 1), D(A) is continuously embedded in the interpolation space
This is done by using the representation formula for the resolvent R(λ, A),
and optimal estimates for
, which are obtained with the aid of the explicit representation formula (1.2) and interpolation arguments.
By a similar procedure it is possible to prove that for every θ ∈ (0, 1) the domain of the realization of
We consider also the case of matrices Q, B depending on x, with continuous coefficients, such that the limits lim |x|→∞ Q(x) = Q, lim |x|→∞ B(x) = B exist, and Q, B satisfy the above assumptions. µ is again the Gaussian weight associated to the matrix Q ∞ defined in (1.5). By using a suitable localization procedure we show that also in this case the domain of the realization
Once optimal regularity results for elliptic equations have been established, from the general theory of analytic semigroups one gets easily optimal regularity results for parabolic equations,
(1.9)
Precisely, one shows that for every u 0 ∈ H 
with λ i > 0 for i = 1, . . . , n. Let Γ be the set of all multi-indexes γ = (γ 1 , . . . , γ n ) with γ i ∈ N ∪ {0}. For every γ ∈ Γ let H γ be the Hermite polynomial in R n associated to the matrix Q ∞ , defined by
where for every nonnegative integer r, H r is the one dimensional r-th Hermite polynomial
It is not hard to see that the set
For notational convenience we set also
Using the equalities
in which case we have
Moreover one can see that for every s ∈ N a function ϕ belongs to H 
Lemma 2.1. If ϕ is differentiable with respect to
Proof. It is sufficient to show that for every polynomial ϕ we have
If ϕ is a polynomial, then
Therefore,
and the statement follows.
In the next sections we shall use an explicit characterization of the interpolation spaces (L 
Lemma 2.2.
For every h = 1, . . . , n and m ∈ N we have 
whereΓ is the set of all multi-indexes in (N ∪ {0}) n−1 and ϕγ , m+1 is the coefficient corresponding to the multi- index (γ 1 , . . . ,γ h−1 , m,γ h , . . . ,γ n−1 ). Therefore,
For every m ≥ 2 and ε > 0 we have
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Taking ε small and M large in such a way that
Since the set of all polynomials is dense in D(A h ), the statement is proved for m = 1. Arguing by recurrence, one can prove that the statement holds for every m. 
where
, and the statement follows.
Properties of T (t)
The measure µ(x)dx is invariant for the semigroup T (t), in the sense specified by the following lemma. 
Proof. Since the set of the functions x → e i h,x is dense in L 1 µ , it is sufficient to prove that for every h ∈ R n we have Estimates for T (t)f and its derivatives are provided by the following lemma.
Lemma 3.2. For every f ∈ L 2
µ and t > 0 we have
Proof. Using the Hölder inequality in formula (1.2) we get
and (3.3) follows from (3.1). Moreover, setting µ t (y) = (2π)
t y,y /2 , for every t > 0 we have
By the Hölder inequality,
so that (3.4) holds for |β| = 1.
To estimate the second order derivatives we remark that for every regular ϕ ∈ L 2 µ we have DT (t)ϕ = e tB * T (t)Dϕ, t > 0. It follows that for i, j = 1, . . . , n we have
and (3.4) follows for |β| = 2. The proof for |β| = 3 is similar.
From (3.3) and (3.4) it follows by interpolation that for 0
This estimate is not optimal for t near 0, and it will be improved later. However, we are going to use it in the next proposition to characterize the interpolation spaces D A (θ, 2), A being the infinitesimal generator of T (t).
It is not difficult to see that the semigroup T (t) is analytic in L 2 µ . In [4, §2.2] one can find a proof which is an adaptation to the finite dimensional case of a result for equations in infinitely many variables due to [7] . Here we give a simple direct proof. 
Proposition 3.3. The semigroup T (t) defined in (1.2) is analytic in L
Moreover, due to Lemma 2.1, x → Bx, DT (t)f belongs to L 2 µ and by estimates (3.4) we have
It follows that t → T (t)f is differentiable for t > 0 with values in L 2
µ , and
We recall that if X is any Banach space and A :
It is well known that for θ ∈ (0, 1) the space D A (θ, 2) coincides with the interpolation space (X, D(A)) θ,2 , with equivalence of the respective norms. In the next proposition we characterize such spaces. 
Proposition 3.4. We have
Indeed, given any f ∈ D(A), for λ > 0 we have, due to (3.5),
Taking the minimum for λ > 0 we get (3.6). Then we may apply the Reiteration Theorem ([11, §1.10]) to get, for 0 < θ < α < 1,
µ , and the statement follows for 0 < θ < 1.
Let now θ = 0. We remark preliminarily that if X is a Banach space and A generates a bounded analytic semigroup
. Indeed, we may replace A byÃ = A − I, T (t) bỹ
T (t) = T (t)e −t and we get D
and the norm ||| · ||| is equivalent to the norm of (X, D(A 2 )) 1/2,2 . Therefore, 
which means that g ∈ DÃ(0, 2). So, it is sufficient to prove that (X, D(
To this aim, we remark that T (t) is a contraction semigroup so that A is m-accretive and it admits bounded imaginary powers (see e.g. [10, §2] Lemma 3.5. Let A be the generator of an analytic semigroup T (t) in a Banach space X, and let 0 ≤ θ < 1. Then for every f ∈ D A (θ, 2) and θ < α < 1 ,2) ,X) is bounded in (0, 1), it is sufficient to prove that 2) . Corollary 3.6. Let 0 ≤ θ < α < 1, and let T (t) be the semigroup defined in (1.2) . There exists C > 0 such that for every f ∈ H θ µ we have
Proof. Estimate (3.7) is an immediate consequence of Proposition 3.4 and Lemma 3.5.
To prove (3.8) we remark that Proposition 3.4 and estimate (3.5) imply that
Characterization of the domain of A
The main result of the paper is the following theorem. 
The function (1 − θ)f vanishes outside B(0, R) and satisfies
By the well known a priori estimates for elliptic equations with regular coefficients in bounded sets, if Re λ is large enough we have
so that for every δ > 0
Using (5.6) and (5.7) we get
Taking ε so small that C ε ≤ 1/4 and then δ so small that C 1 (R)δ ≤ 1/4 we get
and (5.5) follows.
To conclude, we remark that for Re λ large and for every g ∈ L 
