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Abstract
We determine and study the ground states of a focusing Schro¨dinger equation in dimension one
with a power nonlinearity |ψ|2µψ and a strong inhomogeneity represented by a singular point
perturbation, the so-called (attractive) δ′ interaction, located at the origin.
The time-dependent problem turns out to be globally well posed in the subcritical regime, and
locally well posed in the supercritical and critical regime in the appropriate energy space. The
set of the (nonlinear) ground states is completely determined. For any value of the nonlinearity
power, it exhibits a symmetry breaking bifurcation structure as a function of the frequency (i.e.,
the nonlinear eigenvalue) ω. More precisely, there exists a critical value ω∗ of the nonlinear
eigenvalue ω, such that: if ω0 < ω < ω
∗, then there is a single ground state and it is an odd
function; if ω > ω∗ then there exist two non-symmetric ground states.
We prove that before bifurcation (i.e., for ω < ω∗) and for any subcritical power, every ground
state is orbitally stable. After bifurcation (ω = ω∗ + 0), ground states are stable if µ does not
exceed a value µ⋆ that lies between 2 and 2.5, and become unstable for µ > µ∗. Finally, for µ > 2
and ω ≫ ω∗, all ground states are unstable. The branch of odd ground states for ω < ω∗ can be
continued at any ω > ω∗, obtaining a family of orbitally unstable stationary states.
Existence of ground states is proved by variational techniques, and the stability properties of
stationary states are investigated by means of the Grillakis-Shatah-Strauss framework, where
some non standard techniques have to be used to establish the needed properties of linearization
operators.
1 Introduction
The present paper is devoted to the analysis of existence and stability of the ground states of a
nonlinear Schro¨dinger equation with a point defect in dimension one. The Schro¨dinger equation
bears an attractive power nonlinearity, and the defect is described by a particular point interaction
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in dimension one, the so-called attractive δ′ interaction. In a formal way, the time dependent equation
to be studied is given by{
i∂tψ(t) = − ∂xxψ(t)− γδ′0ψ(t)− λ|ψ(t)|2µψ(t)
ψ(0) = ψ0
(1.1)
where ψ0 represents the initial data, and λ > 0, γ > 0, µ > 0. The non rigorous character of the
expression (1.1) is due to the fact that the combination 12∂xxψ(t)+ γδ
′
0ψ(t) is meaningless if literally
interpreted as an operator sum or as a form sum, due to the exceedingly singular character of the
perturbation given by δ′0. Nevertheless, it is well known ([5]) that it is possible to define a singular
perturbation Hγ of the one-dimensional laplacian − d2dx2 which is a self-adjoint operator in L2(R) and
has the expected properties of the stated formal expression. The self-adjointness is implemented
through the singular boundary condition which defines the domain of the operator, i.e
D(Hγ) = {ψ ∈ H2(R\{0}), | ψ′(0+) = ψ′(0−) , ψ(0+) − ψ(0−) = −γψ′(0+) }
and the action is Hγψ = −ψ′′ out of the origin.
The δ′ is called repulsive when γ < 0 and attractive when γ > 0. Note that the generic element of
the domain of δ′ interactions is not continuous at the origin (but its left and right derivative exist and
coincide), at variance with the milder and better known case of the δ interaction (which is defined
by ψ ∈ H1(R) and boundary condition ψ′(0+) − ψ′(0−) = αψ(0), where the real parameter α is
interpreted as the strength of the interaction). The quadratic form computed on a domain element
ψ turns out to be
(Hγψ,ψ) = ‖ψ′‖2L2 − γ|ψ′(0)|2
which justifies the name of δ′ interaction given to Hγ . Concerning the physical meaning of the
δ′ interaction, perhaps its best known use is in the analysis of Wannier-Stark effect (see [6]). It
is known that the spectrum of Wannier-Stark hamiltonians in the presence of a periodic array of
δ′ interactions shows a remarkably different behaviour with respect to the case of regular periodic
potential; in particular, the spectrum has no absolutely continuous part and it is typically pure point
(by the way, the corresponding properties of Wannier-Stark for the δ array are not known). In the
present paper, the core interpretation is that of a strongly singular and non trivial scatterer. It is
known that the δ′ interaction cannot be obtained as the limit of Schro¨dinger operators in which
the potential is a derivative of a δ–like regular function, as the name could erroneously suggest
(see [11, 14] for a thorough analysis of this problem). An approximation through three scaled δ
potentials exists, but the scaling is nonlinear as the distance of the centres vanishes. Nevertheless,
the δ′ interaction has a high energy scattering behaviour that can be reproduced, up to a phase
factor, through scaling limits of scatterers with internal structure, the so-called spiked-onion graphs
(see [6]). These are obtained joining two halflines by N edges of length L and letting L→ 0, N →∞
while keeping the product NL fixed. An analogous behaviour is obtained considering a sphere with
two halflines attached. These results enforce the interpretation of the δ′ interaction as an effective
model of a scatterer with non elementary structure. By the way, in this respect the results of the
present paper give support to this view through the analysis of the bifurcation of nonlinear bound
states.
From a more abstract point of view, both δ and δ′ interactions are members of a 4-parameter
family of self-adjoint perturbations of the one dimensional laplacian, the so-called 1-dimensional
point interactions (see [4, 5, 13]). As explained above, we interpret the presence of a point interaction
in the equation (1.1) as a model of strongly singular interaction between nonlinear waves and an
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inhomogeneity. When the inhomogeneity is described by a δ interaction, a fairly extended literature
exists of both physical and numerical character; more recently, there has been a growing interest
in this model from the mathematical side, in the attempt to establish rigorous results concerning
the existence of stationary states ([9, 34]), the asymptotic behaviour in time ([25]), and the reduced
dynamics on the stable soliton manifold ([20]). To the knowledge of the authors the only rigorous
result about the NLS with δ′ interaction concerns the well-posedness of the dynamics, and is contained
in [1], where the whole family of point perturbation is treated in the presence of a cubic nonlinearity.
We give here a brief description of the results of the present paper.
We first extend the result given in [1] to cover global well-posedness for the problem 1.1 in the
energy space (Q = H1(R+)⊕H1(R−), coinciding with the form domain of Hγ) in the subcritical
case µ < 2 and local well-posedness for µ ≥ 2. In particular, the equation has two conserved
quantities, the energy E and the charge (i.e. the L2-norm) M , as in the unperturbed NLS equation.
They are associated to symmetries of the space of solutions, respectively time translation and phase
invariance. The free NLS equation has one more conserved quantity, linear momentum, associated to
space translation; this symmetry is broken by the defect, and correspondingly there is not momentum
conservation.
In the main part of the paper we are concerned with the identification of the ground states for
equation 1.1 and the analysis of their stability in the case of attractive δ′ interaction.
A nonlinear standing wave, or a nonlinear bound state in physical terminology, as in the linear case
is a solution of the form
ψ(t) = eiωtφω .
Correspondingly, φω fulfils the stationary equation
Hγφω − λ|φω|2µφω = −ωφω. (1.2)
We call A the set of stationary states of the equation 1.1.
Every member of A has to be a classical (C2(R±)) and square integrable solution of the standard
NLS to the left and to the right of the singularity. This gives, for the spatial part of the standing
wave, the only possible forms
φω(x) =
{
±λ− 12µ (µ + 1) 12µω 12µ cosh− 1µ [µ√ω(x− x1)], x < 0
λ
− 1
2µ (µ+ 1)
1
2µω
1
2µ cosh
− 1
µ [µ
√
ω(x− x2)], x > 0.
Note that in the introduction we omit, to simplify notation, the dependence of φ from every parameter
other than the frequency ω. The standing wave solution is represented as a solitary wave of the NLS
centered at x1 on the left of the origin and a solitary wave of the same NLS centered at x2 on the
right of the origin; the parameters x1, x2 defining the solution are to be chosen in such a way that the
function φω satisfies the boundary conditions embodied in domain of Hγ . Eventually, they depend
on the parameter λ, µ, γ, ω which enter the equation. It turns out that there exist two families
of stationary states, a family F1 whose members respect the symmetry x1 = −x2 and a family F2
whose members do not enjoy this symmetry.
It is an important point that the analysis of standing waves by ODE methods has a variational
counterpart in the fact that the standing waves turn out to be critical points of an action functional.
The action functional for our problem is defined as
Sω(φ) =
1
2
Fγ(φ)− λ
2µ + 2
‖φ‖2µ+22µ+2 +
ω
2
‖φ‖22 = E(φ) +
ω
2
M(φ), φ ∈ Q, (1.3)
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where we indicate by Fγ(φ) the quadratic form associated to the δ
′ point interaction Hγ .
It is easy to see that solutions of (1.2) are critical point of (1.3). The above action is easily seen to
be unbounded from below for focusing nonlinearities. We show however that the action Sω attains a
minimum when constrained on the natural constraint 〈S′ω(φ), φ〉 = 0 (the so-called Nehari manifold)
which obviously contains the set of solutions to Euler-Lagrange equations for Sω. In the present
paper we adhere to the customary mathematical use to call ground states the minimizers of the
action on the natural constraint. To prove that the constrained minimum problem has a solution we
exploit a) the boundedness from below of the action on the associated Nehari manifold; b) the fact
that the Nehari manifold is bounded away from zero; c) classical Brezis-Lieb inequalities showing
that the limit of a minimizing sequence exists and it is an element of the minimization domain; d)
finally, minimizers turn out to be elements of D(Hγ) and satisfy equation (1.2).
For an analysis of the analogous problem in the simpler case of NLS with a δ interaction see [17].
It turns out that ground states do not exist for ω ≤ 4
γ2
and that for every ω > 4
γ2
there is at least
one ground state. More precisely, for every ω ∈ ( 4
γ2
, 4(µ+1)
γ2µ
), there exists a unique (up to a phase
factor) stationary state. Furthermore, it belongs to the family F1, so it is symmetric with respect to
the defect. From such a family, a couple of non symmetric stationary states, i.e., belonging to the
family F2, bifurcates in correspondence of the value ω∗ = 4(µ+1)γ2µ .
Before focusing on the issue of determining the stability of the stationary states, we recall that, to
the U(1)-invariance of equation (1.1), the appropriate notion of stability for our problem corresponds
to the so-called orbital stability, which is Lyapunov stability up to symmetries. The stationary state
φω is orbitally stable if given a tubular neighbourhood U(φω) of the orbit of the ground state (i.e., a
neighbourhood modulo symmetries), the evolution ψ(t) is in U(φω) for all times if the ψ(0) datum
is near as it needs to the orbit of φω. Precise definitions are given in section 6.3.
There are two main approaches to determine orbital stability or instability of stationary states:
the variational or direct method, pioneered in the classic paper [8], and linearization. In our analysis
we employ the linearization method, studied in a rigorous way first by Weinstein ([32] [33]) and then
developed as a general theory for hamiltonian systems by Grillakis, Shatah, and Strauss ([21], [22]).
“Linearization” in this context is a conventional denomination because the theory includes in fact
the control of the nonlinear remainder.
A summary of the essential steps of the method can be sketched as follows. The equation (1.1)
can be written as a hamiltonian system on a real Hilbert space after separating real and imaginary
part of ψ = u + iv. Given a stationary state, the linearization of the so constructed hamiltonian
system at the point φω is described by the second derivative of the action S
′′(φω). Such a quantity is
identified with a linear operator, whose action is suitably represented with the aid of operators Lγ,ω1
and Lγ,ω2 defined through
S′′(φω)(u+ iv) = L
γ,ω
1 u+ iL
γ,ω
2 v
(we refer to 6.2 and subsequent comments for the explicit definition). Lγ,ω1 and L
γ,ω
2 are easily seen
to be self-adjoint on their natural domains.
Then, denote by n(Lγ,ω1 ) is the number of negative eigenvalues of L
γ,ω
1 , and define the function
p(ω) =
{
1 if d
2
dω2Sω(φω) > 0
0 if d
2
dω2
Sω(φω) < 0
.
Now, provided that
a) the essential spectrum of S′′ω(φω) is bounded away from zero,
b) Ker(Lγ,ω2 ) = Span{φω},
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c) n(Lγ,ω1 ) = n,
the stationary state φω is stable if n− p = 0, and unstable if n− p is odd.
We accurately compute d
2
dω2
Sω(φω) for the ground states of our model, in critical and supercritical
regime, and prove the occurrence of an exchange of stability between the two subfamilies of F1. For
subcritical and critical nonlinearity power µ ≤ 2 and low frequency ω ∈ ( 4
γ2
, 4(µ+1)
γ2µ
), the symmetric
(odd) states are stable, while crossing the critical frequency ω∗ the symmetric branch of stationary
states becomes unstable and the two newborn asymmetric states prove stable. After bifurcation
(ω = ω∗ + 0), ground states are stable for not too strong nonlinearities 2 < µ < µ⋆, where µ⋆ lies
between 2 and 2.5, and they become unstable for µ > µ⋆. Finally, in the supercritical regime µ > 2
and large frequency ω ≫ ω∗, all ground states are unstable.
We are then in the presence of a pitchfork bifurcation, accompanied by a spontaneous symmetry
breaking on the stable branches of the bifurcation. The phenomenon of bifurcation of asymmetric
ground states from a branch of symmetric ones was discovered by Akhmedeev ([3]) in a model of
propagation of electromagnetic pulses in nonlinear layered media, and then studied in a rigorous
way in several mathematical papers (see [29] and references therein) with various generalizations
of the original result, which was concerned with an exactly solvable example. In these works the
bifurcation is induced by a change of sign in the nonlinearity (i.e., a transition to a defocusing regime)
in a localized region. Here we have an analogous effect in a different model, in which the bifurcation
is induced by a strong point defect.
We remark that no such a phenomenon shows up in the case of a single δ perturbation of NLS.
Nevertheless, a situation similar in some respects appears in the case of the NLS with two attractive
δ interactions separated by a distance, a double δ - well. This model is studied in [26], where
an analysis of the model is given by means of dynamical systems techniques, and [18], where the
bifurcation is explored in the semiclassical regime. See also [27] for the analogous phenomenon
with a regular potential of double well type and [30] for the introduction of a related normal form.
The analogy is a reminiscence of the the fact that the δ′ interaction can be approximated in the
norm resolvent sense by a suitable scaled set of three δ interactions (see [11] and [14]), so it may
be considered as a singular model of a multiple well. We finally recall that a different definition of
ground state for a semilinear Schro¨dinger equation requires that they are minimizers of the total
energy constrained to have constant mass. The two definitions are related, but not in an obvious
way, because the constrained action is bounded from below irrespective of the power nonlinearity µ
and the constrained energy on the contrary is bounded from below only in the subcritical case µ < 2.
On the other hand, the general GSS theory guarantees that the ground states are local minima of the
constrained energy if and only if they are stable, and this gives a connection between two definitions.
The paper is organized as follows: after giving the main notation, we introduce the model by
recalling few elementary properties of the NLS and of the point interaction (sections 2.1. and 2.2).
Then we state the variational problem that embodies the search for the ground states and two
variants of it (section 2.3). In section 3 we establish the well-posedness of the dynamical problem,
that turns out to be only local in time for strong nonlinearity (µ ≥ 2) and global in time for weak
nonlinearity (µ < 2). In section 4 we prove, by variational techniques, the existence of a ground
state (theorem 4.1), while in section 5 we explicitly compute the ground state (proposition 5.1) and
show the occurrence of a bifurcation with symmetry breaking (theorem 5.3). Section 6 is devoted
to the issue of determining the stability and instability of the ground states: first, in section 6.1,
we prove the spectral properties a), b), and c) for S′′ω evaluated at the ground states (propositions
6.1, 6.3, and 6.4); then, in section 6.2, we compute d
2
dω2
Sω(ψω) and study its sign (proposition 6.5);
finally, in section 6.3 we collect all information and prove stability, instability and the occurrence of
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a pitchfork bifurcation (proposition 6.9 and theorem 6.11).
1.1 Notation
For the convenience of the reader, we collect here some notation that will be used through the paper.
Most symbols will be defined again, when introduced.
- ω0 :=
4
γ2
is the frequency of the linear ground state.
- ω∗ := 4
γ2
µ+1
µ is the frequency of bifurcation.
- The symbol f ′ denotes the derivative of the function f with respect to the space variable x. Time
derivative is explicited through the symbol ∂t.
- We denote the Lp-norm by ‖ · ‖p. When p = 2 we omit the subscript. The squared H1-norm of f
is defined as the sum of the squared L2-norms of f and of f ′.
- The following abuse of notation is repeatedly used:
‖ψ′‖pp := lim
ε→0+
(∫ −ε
−∞
|ψ′(x)|p dx+
∫ ∞
ε
|ψ′(x)|p dx, 1 ≤ p <∞
)
- Our framework is the energy space
Q := H1(R+)⊕H1(R−)
‖ψ‖2Q := ‖ψ‖2 + ‖ψ′‖2
- The ordinary scalar product in L2 is denoted by (·, ·) and is antilinear on the left factor. We often
use the duality product in the space Q, denoted by 〈f, g〉, where f ∈ Q⋆ and g ∈ Q. Again, it is
antilinear in f . For simplicity, in the bracket 〈·, ·〉 we often exchange in the bracket the place of the
element of Q with the place of the element of Q∗.
- The symbol ǫ denotes the sign function.
2 Preliminaries
Here we recall some well-known facts.
2.1 Free stationary NLS
The set of the solutions to the free (i.e. without point perturbation) stationary Schro¨dinger equation
with focusing power nonlinearity
− ψ′′ − λ|ψ|2µψ = −ωψ, ω > 0, λ > 0, µ > 0
is given by {φx0ω , x0 ∈ R, ω > 0}, where
φx0ω (x) = λ
− 1
2µ (µ+ 1)
1
2µω
1
2µ sech
1
µ [µ
√
ω(x− x0)] (2.1)
Note that they are smooth, exponentially decaying functions.
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2.2 δ′ interaction: hamiltonian operator
The hamiltonian operator describing the so-called δ′0 interaction is defined on the domain
D(Hγ) = {ψ ∈ H2(R\{0}), ψ′(0+) = ψ′(0−) , ψ(0+)− ψ(0−) = −γψ′(0+)} (2.2)
and its action is given by
Hγψ = −ψ′′ , x 6= 0 .
Note that in the current literature the opposite sign of γ appears in the definition of Hγ . This is
a matter of convention, and we prefer to adopt the present one because we consider the case of
attractive δ′ interaction only.
An equivalent description of the elements of the operators domain D(Hγ) is
ψ = χ+ψ+ + χ−ψ−, (2.3)
where
ψ± ∈ H2(R\{0}) ∩H1(R)
are even functions which satisfy the boundary conditions
ψ+(0) − ψ−(0) = −γψ′+(0) = −γψ′−(0).
In this representation, the action of Hγ is
Hγψ(x) := −χ+(x)ψ′′+(x)− χ−(x)ψ′′−(x).
Let us recall the main spectral properties of Hγ . The essential spectrum is purely absolutely contin-
uous: σess(Hγ) = [0,+∞).
Concerning the discrete spectrum, if γ ≤ 0, then σp(Hγ) = ∅; if γ > 0, then there exists a unique
eigenvalue, given by σp(Hγ) = {− 4γ2 }. The corresponding normalized eigenfunction is given, ∀ γ ∈
(0,+∞), by
ψγ(x) =
(
2
γ
) 1
2
ǫ(x)e
− 2
γ
|x|
, ǫ(x) ≡ x|x| .
Finally, the singular continuous spectrum is empty: σsc(Hγ) = ∅.
In the following we use the notation ω0 =
4
γ2 .
2.3 δ′-interaction: quadratic form
It is known (see [1] that the description of the dynamics generated by Hγ can be equivalently
accomplished by using the quadratic form
Fγ(ψ) := ‖ψ′‖2 − γ−1|ψ(0+)− ψ(0−)|2, (2.4)
where, with an abuse of notation, we denoted ψ′ := χ+ψ′+ + χ−ψ′−, according to the notation
introduced in Section 1.1. The domain of Fγ is given by (see also Section 2.2 in [1])
D(Fγ) := H
1(R+)⊕H1(R−). (2.5)
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We will consider the form domain as the natural energy space for the δ′ interaction; it is independent
of γ and from now on we will indicate it by Q. If ψ belongs to the operator domain of a δ′-interaction
with strength γ, then one has
Fγ(ψ) := ‖ψ′‖2 − γ|ψ′(0)|2 .
which explains the name given to the operator.
Due to (2.5), it is natural to endow the space Q with the norm
‖ψ‖2Q :=
1
2
‖ψ+‖2H1(R) +
1
2
‖ψ−‖2H1(R) = ‖ψ‖2 + ‖ψ′‖2.
It is immediately seen that the following proposition holds
Proposition 2.1. The form Fγ is continuous in the topology induced by the norm ‖ · ‖Q.
Proof. In order to estimate the pointwise term in Fγ , notice that
|ψ(0+) − ψ(0−)|2 ≤ 2|ψ(0+)|2 + 2|ψ(0−)|2 ≤ 2‖ψ+‖‖ψ′+‖+ 2‖ψ−‖‖ψ′−‖ ≤ 2‖ψ‖2Q, (2.6)
where we used the well-known fact that ‖φ‖2∞ ≤ ‖φ‖2‖φ′‖2 for any φ ∈ H1(R). The first term in
(2.4) is trivially estimated by the squared Q-norm, so the proof is complete.
Finally, we notice that, for any m ≥ −ω0 one has
Fγ(ψ) = ((Hγ +m)
1
2ψ, (Hγ +m)
1
2ψ)−m(ψ,ψ). (2.7)
This is immediate for ψ ∈ D(Hγ), then a density argument shows that (2.7) holds for any ψ ∈ Q.
2.4 Functionals and variational problems
We first define the functionals we use through the paper. All of them act on the energy space Q,
defined in (2.5).
We define the Hamiltonian of the NLS with a point defect as the sum of the linear Hamiltonian of
the corresponding point interaction and of the nonlinear self-interacting part.
So, in the particular case of the Hγ interaction, or δ
′ defect, we have for the total energy
E(ψ) =
1
2
‖ψ′‖22 −
1
2γ
|ψ(0+) − ψ(0−)|2 − λ
2µ + 2
‖ψ‖2µ+22µ+2 . (2.8)
Standard results in the calculus of variations (see for example [10] show that E ∈ C1(Q,R) and the
Fre´chet derivative
E′(ψ) = Hγψ − λ|ψ|2µψ ∈ Q∗ ∀ψ ∈ Q .
Moreover we define the mass functional (sometimes called charge)
M(ψ) := ‖ψ‖2.
The mass obviously belongs to C1(Q,R). Both mass and energy are conserved by the flow (see
Proposition 3.4).
A prominent role in the variational characterization of stationary states is played by the action
functional
Sω := E +
ω
2
M , (2.9)
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or explicitly
Sω(ψ) =
1
2
‖ψ′‖2 + ω
2
‖ψ‖2 − 1
2γ
|ψ(0+) − ψ(0−)|2 − λ
2µ+ 2
‖ψ‖2µ+22µ+2 . (2.10)
Again, Sω ∈ C1(Q,R) and for every ψ ∈ Q
S′ω(ψ) = Hγψ + ωψ − λ|ψ|2µψ ∈ Q∗ .
Stationary states ψω satisfy S
′
ω(ψω) = 0 .
Moreover, it is useful to define the so-called Nehari functional
Iω(ψ) : = 〈S′ω(ψ), ψ〉 = ‖ψ′‖2 + ω‖ψ‖2 −
1
γ
|ψ(0+) − ψ(0−)|2 − λ‖ψ‖2µ+22µ+2
= 2Sω(ψ)− λµ
µ+ 1
‖ψ‖2µ+22µ+2.
(2.11)
It is immediately seen by its definition that the zero-level set of the Nehari functional contains the
stationary states associated to the action Sω.
The action Sω restricted to the Nehari manifold gives the last auxiliary functional
S˜(ψ) :=
λµ
2(µ+ 1)
‖ψ‖2µ+22µ+2 = Sω(ψ) −
1
2
Iω(ψ) . (2.12)
In many physical contexts, the search for the ground states can be formulated as follows:
Problem 2.2. Given m > 0, find the minimum and the minimizers of the functional E in the energy
space Q under the constraint M = m.
Nevertheless, in the investigation of orbital stability of stationary states it proves useful to study
another variational problem, namely
Problem 2.3. Find the minimum and the non vanishing minimizers of the functional Sω in the
energy space Q under the constraint Iω = 0.
This is the problem studied in the present paper. It can be rephrased to the issue of characterizing,
as explicitly as possible, the function
d(ω) := inf{Sω(ψ), ψ ∈ Q\{0}, Iω(ψ) = 0}. (2.13)
Finally, studying problem 2.3 is equivalent (see Section 4) to the
Problem 2.4. Find the minima and the non vanishing minimizers of the functional S˜ in the energy
space Q under the constraint Iω ≤ 0.
Problems 2.2 and 2.3 are related, but not in an obvious way. Of course, when 2.2 has a solution
ψ, via Lagrange multiplier theory it turns out that there exists a real multiplier ω such that E′(ψ)+
ωM ′(ψ) = 0, which coincides with S′ω(ψ) = 0, meaning that ψ is a stationary point of Sω and by
definition it belongs to Iω, so it is a solution of 2.3. Nevertheless the two problems are not equivalent
and a complete analysis will be given elsewhere. See however the remarks at the end of Section 4
and Section 6.
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3 Well-posedness and conservation laws
Here we treat the problem of the existence and uniqueness of the solution to equation (1.1). In the
present paper we are mainly interested in solution lying in the energy space Q and in the operator
domain D(Hγ), i.e. weak or strong solutions respectively. Let us stress that it is possible to obtain
local well-posedness in L2 by proving suitable Strichartz estimates and then following the traditional
line (see e.g. [10]); this route is followed for a general point interaction and a cubic nonlinearity in
[1], to which we refer.
We begin with weak solutions and to this end, instead of equation (1.1) we study its integral form,
i.e.
ψ(t) = e−iHγtψ0 + iλ
∫ t
0
e−iHγ(t−s)|ψ(s)|2µψ(s) ds, (3.1)
where the initial data ψ0 belong to Q.
For an exhaustive treatment of the problem given by a general point interaction at the origin and a
cubic nonlinearity, see [1]. In particular, we recall that the dual Q⋆ of the energy space Q, i.e. the
space of the bounded linear functionals on Q, can be represented as
Q⋆ = H−1(R)⊕ Span(δ(0+), δ(0−)), (3.2)
where the action of the functionals δ(0±) on a function ϕ ∈ Q reads
〈δ(0±), ϕ〉 = ϕ(0±).
As usual, exploiting formula (2.7), one can extend the action of Hγ to the space Q, with values in
Q⋆, by
〈Hγψ1, ψ2〉 := ((Hγ +m)
1
2ψ1, (Hγ +m)
1
2ψ2)−m(ψ1, ψ2), (3.3)
where m > −ω0. The continuity of Hγψ1 as a functional of the space Q is immediately proved by
Cauchy-Schwarz inequality, (3.3) and (2.7), that together give
|〈Hγψ1, ψ2〉| ≤ C‖ψ1‖Q‖ψ2‖Q. (3.4)
Now we are ready to state the following lemma.
Lemma 3.1. For any ψ ∈ Q the identity
d
dt
e−iHγtψ = −iHγe−iHγtψ (3.5)
holds in Q⋆.
Proof. The time derivative of the functional e−iHγtψ is defined in the weak sense, namely〈
d
dt
e−iHγtψ, ·
〉
:= lim
h→0
1
h
[
(e−iHγ(t+h)ψ, ·) − (e−iHγtψ, ·)
]
.
Now, fix ξ in the operator domain D(Hγ) defined in (2.2). Then,〈
d
dt
e−iHγtψ, ξ
〉
= lim
h→0
(
ψ,
eiHγ(t+h)ξ − eiHtξ
h
)
= (ψ, iHγe
iHγtξ) = 〈−iHγe−iHγtψ, ξ〉,
where we used (3.3).
Then, the result can be extended to ξ ∈ Q by a density argument, and by (3.4) we get the
continuity of the functional ddte
−iHγtψ on Q, so the result is proven.
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Corollary 3.2. By (3.5), one immediately has that the formulation (1.1) of the Schro¨dinger equation
holds in Q⋆.
In order to prove a well-posedness result we recall from Section 4 in [1] that the one-dimensional
Gagliardo-Nirenberg estimates holds for any ψ in Q, i.e.
‖ψ‖p 6 C‖ψ′‖
1
2
− 1
p
L2
‖ψ‖
1
2
+ 1
p
L2
, ψ ∈ Q (3.6)
where the C > 0 is a positive constant which depends on the index p only.
Notice that from inequality (3.6) one immediately obtains the Sobolev-type estimate
‖ψ‖2µ+2 ≤ C‖ψ‖Q. (3.7)
Proposition 3.3 (Local well-posedness in Q). Fixed ψ0 ∈ Q, there exists T > 0 such that equation
(3.1) has a unique solution ψ ∈ C0([0, T ), Q) ∩ C1([0, T ), Q⋆).
Moreover, eq. (3.1) has a maximal solution ψmax defined on an interval of the form [0, T ⋆), and the
following “blow-up alternative” holds: either T ⋆ =∞ or
lim
t→T ⋆
‖ψmax(t)‖Q = +∞.
Proof. We denote by X the space L∞([0, T ), Q), endowed with the norm ‖ψ‖X := supt∈[0,T ) ‖ψ(t)‖Q.
Given ψ0 ∈ Q, we define the map G : X −→ X as
Gφ := e−iHγ ·ψ0 + iλ
∫ ·
0
e−iHγ(·−s)|φ(s)|2µφ(s) ds.
Notice first that the nonlinearity preserves the space Q. Indeed, referring to the decomposition (2.3),
since both ψ± belong to H1(R), the functions |ψ±|2ψ± belong to H1(R) too, and so the energy space
is preserved.
Now, estimate (3.6) with p =∞ yields
‖|φ(s)|2µφ(s)‖Q ≤ C‖φ(s)‖2µ+1Q ,
so
‖Gφ‖X ≤ ‖ψ0‖Q + C
∫ T
0
‖φ(s)‖2µ+1Q ds ≤ ‖ψ0‖Q + CT‖φ‖2µ+1X . (3.8)
Analogously, given φ, ξ ∈ Q,
‖Gφ −Gξ‖X 6 CT
(
‖φ‖2µX + ‖ξ‖2µX
)
‖φ− ξ‖X . (3.9)
We point out that the constant C appearing in (3.8) and (3.9) is independent of ψ0, φ, and ξ. Now
let us restrict the map G to elements φ such that ‖φ‖X 6 2‖ψ0‖Q. From (3.8) and (3.9), if T is
chosen to be strictly less than (8C‖ψ0‖2Q)−1, then G is a contraction of the ball in X of centre zero
and radius 2‖ψ0‖Q, and so, by the contraction lemma, there exists a unique solution to (3.1) in the
time interval [0, T ). By a standard one-step bootstrap argument one has that the solution actually
belongs to C0([0, T ), Q) and, due to the validity of (1.1) in the space Q⋆ (see Corollary 3.2), we
immediately have that the solution ψ actually belongs to C0([0, T ), Q) ∩ C1([0, T ), Q⋆).
The proof of the existence of a maximal solution is standard, while the blow-up alternative is a
consequence of the fact that, whenever the Q-norm of the solution is finite, it is possible to extend
it for a further time by the same contraction argument.
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The next step consists in the proof of the conservation laws.
Proposition 3.4. For any solution ψ ∈ C0([0, T ), Q) to the equation (3.1), the following conserva-
tion laws hold at any time t:
‖ψ(t)‖ = ‖ψ0‖, E(ψ(t)) = E(ψ0),
where the symbol E denotes the energy functional introduced in (2.8).
Proof. The conservation of the L2-norm can be immediately obtained using Lemma 3.1 and Corollary
3.2. So,
d
dt
‖ψ(t)‖2 = 2Re
〈
ψ(t),
d
dt
ψ(t)
〉
= 2 Im 〈ψ(t),Hγψ(t)〉 = 0
by the self-adjointness ofHγ . In order to prove the conservation of the energy, notice that 〈ψ(t),Hγψ(t)〉
is differentiable as a function of time. Indeed,
1
h
[〈ψ(t+ h),Hγψ(t+ h)〉 − 〈ψ(t),Hγψ(t)〉] =
〈
ψ(t+ h)− ψ(t)
h
,Hγψ(t+ h)
〉
+
〈
Hγψ(t),
ψ(t+ h)− ψ(t)
h
〉
and then, passing to the limit h→ 0,
d
dt
(ψ(t),Hγψ(t)) = 2Re
〈
d
dt
ψ(t),Hγψ(t)
〉
= 2 Im 〈|ψ(t)|2ψ(t),Hγψ(t)〉, (3.10)
where we used the self-adjointness of Hγ and corollary 3.2. Furthermore,
d
dt
(ψ(t), |ψ(t)|2µψ(t)) = d
dt
(ψµ(t)ψ(t), ψµ(t)ψ(t)) = (2µ + 2) Im 〈|ψ(t)|2µψ(t),Hγψ(t)〉. (3.11)
From (3.10) and (3.11) one then obtains
d
dt
E(ψ(t)) =
1
2
d
dt
〈ψ(t),Hγψ(t)〉 − 1
2µ + 2
d
dt
(ψ(t), |ψ(t)|2µψ(t)) = 0
and the proposition is proved.
Corollary 3.5. For µ < 2, all solutions to (3.1) are globally defined in time.
Proof. By estimate (3.6) with p = ∞ and conservation of the L2-norm, there exists a constant M ,
that depends on ψ0 only, such that
E(ψ0) = E(ψ(t)) ≥ 1
2
‖ψ′(t)‖2 −M‖ψ′(t)‖
Therefore a uniform (in t) bound on ‖ψ′(t)‖2 is obtained. As a consequence, one has that no blow-
up in finite time can occur, and therefore, by the blow-up alternative proved in theorem (3.3), the
solution is global in time.
Using a well established analysis which we will not repeat here (see again [1] for a detailed study
in the case µ = 1)), one can get well posedness for strong solutions of (3.1), i.e. in the operator
domain.
12
Theorem 3.6 (Local and global well posedness in the operator domain). For any µ > 0 and initial
datum ψ0 ∈ D(Hγ) there exists T ∈ (0,+∞) such that the equation (3.1) has a unique solution
ψ ∈ C([0, T ),D(H)) ∩ C1([0, T ), L2(R)). Moreover, equation (3.1) has a maximal solution ψ(t)
defined on the interval [0, T ⋆). For such a solution, the following alternative holds: either T ⋆ = +∞
or
lim
t→T ⋆
‖ψ(t)‖H = +∞.
Moreover, if 0 < µ < 2 and ψ0 ∈ D(Hγ) the equation (3.1) has a unique global solution ψ ∈
C(R,D(Hγ)) ∩ C1(R, L2(R)).
Finally, mass and energy are conserved quantities for both weak and strong solutions.
4 Existence of a ground state
In this section we show the existence of a solution to problem 2.3 for any ω > ω0. More precisely,
we prove the following theorem:
Theorem 4.1. Let ω > 4
γ2
. There exists ψ ∈ Q\{0}, with Iω(ψ) = 0, that solves problem 2.4,
namely
Sω(ψ) = d(ω).
In order to prove theorem 4.1 we need four preliminary lemmas. In the first lemma we show that
problems 2.3 and 2.4 share the same solutions.
Lemma 4.2. For the functionals Sω and S˜, defined respectively in (2.9) and (2.12), the following
equalities hold:
d(ω) := inf {Sω(ψ), ψ ∈ Q\{0}, Iω(ψ) = 0} = inf{S˜(ψ), ψ ∈ Q\{0}, Iω(ψ) ≤ 0}. (4.1)
Furthermore, a function φ ∈ Q\{0} satisfies S˜(φ) = d(ω) and Iω(φ) ≤ 0 if and only if Sω(φ) = d(ω)
and Iω(φ) = 0.
Proof. Let φ be a nonzero element of Q such that Iω(φ) = 0. Then, by (2.11), Sω(φ) = S˜(φ),
therefore
inf{Sω(ψ), ψ ∈ Q\{0}, Iω(ψ) = 0} ≥ inf{S˜(ψ), ψ ∈ Q\{0}, Iω(ψ) ≤ 0}. (4.2)
On the other hand, let φ be an element of Q such that Iω(φ) < 0. Defined
α(φ) :=
[Fγ(φ) + ω‖φ‖2]
1
2µ
λ
1
2µ ‖φ‖1+
1
µ
2µ+2
, (4.3)
one can directly verify that α(φ) < 1, Iω(α(φ)φ) = 0, and then, by (2.11),
Sω(α(φ)φ) = S˜(α(φ)φ) = α(φ)
2µ+2S˜(φ) < S˜(φ),
so
inf{Sω(ψ), ψ ∈ Q\{0}, Iω(ψ) = 0} ≤ inf{S˜(ψ)), ψ ∈ Q\{0}, Iω(ψ) ≤ 0}. (4.4)
From (4.2) and (4.4), identity (4.1) is proven.
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From (4.1), it is obvious that, if φ minimizes Sω on the set Iω = 0, then it minimizes S˜ on the
set Iω ≤ 0 too.
Suppose now that S˜(φ) = d(ω) (then φ minimizes S˜ on the set Iω ≤ 0) and Iω(φ) < 0. Defining
α(φ) like in (4.3) one finds α(φ) < 1, Iω(α(φ)φ) = 0, and Sω(α(φ)φ) = α(φ)
2µ+2S˜(φ) < d(ω) again,
that contradicts the definition of d(ω). So the lemma is proven.
Lemma 4.3. The quantity d(ω) defined in (2.13) is strictly positive.
Proof. First notice that, for any a > 0,
|ψ(0+) − ψ(0−)|2 ≤ 2|ψ(0+)|2 + 2|ψ(0−)|2 ≤ 2‖ψ+‖‖ψ′+‖+ 2‖ψ−‖‖ψ′−‖
≤ a(‖ψ+‖2 + ‖ψ−‖2) + a−1(‖ψ′+‖2 + ‖ψ′−‖2) = 2a‖ψ‖2 + 2a−1‖ψ′‖2
(4.5)
where we used decomposition (2.3), estimate (3.6) with p = ∞, and Cauchy-Schwarz inequality.
Therefore,
Fγ(ψ) + ω‖ψ‖2 ≥
(
1− 2
γa
)
‖ψ′‖2 +
(
ω − 2a
γ
)
‖ψ‖2. (4.6)
Since ω > 4
γ2
, we can fix the parameter a in such a way that
2
γ
< a <
γω
2
,
so it is proven that
Fγ(ψ) + ω‖ψ‖2 ≥ C‖ψ‖2Q. (4.7)
Then, by the estimate (3.7)
Iω(ψ) ≥ C‖ψ‖2Q − λ‖ψ‖2µ+22µ+2 ≥ C1‖ψ‖22µ+2 − λ‖ψ‖2µ+22µ+2.
It appears that, if Iω(ψ) ≤ 0, then either ψ = 0 or
‖ψ‖2µ+2 ≥
(
C1
λ
) 1
2µ
> 0.
Therefore, since in problem 2.4 we are looking for a non vanishing minimizer, and owing to the fact
that on the Nehari manifold Sω = S˜, it must be d(ω) > 0.
In the third lemma we consider a pair of functionals S0ω, I
0
ω, that correspond to the functionals
Sω, Iω in the absence of the point interaction:
S0ω(ψ) =
1
2
‖ψ′‖2 + ω
2
‖ψ‖2 − λ
2µ+ 2
‖ψ‖2µ+22µ+2
I0ω(ψ) = ‖ψ′‖2 + ω‖ψ‖2 − λ‖ψ‖2µ+22µ+2.
Lemma 4.4. The set of the minimizers of the functional S0ω among the functions in Q\{0}, satisfying
the constraint I0ω = 0, is given by
{eiθχ+φ0ω, eiθχ−φ0ω, θ ∈ [0, 2π)},
where the function φ0ω has been defined in (2.1).
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Proof. First notice that, reasoning like in the proof of lemma 4.2, one can prove that the search for
the minimizers of S0ω among the nonzero functions in Q that satisfy I
0
ω = 0, is equivalent to the
search for the minimizers of S˜ among the nonzero functions in Q that satisfy I0ω ≤ 0.
Let us define the real function of a real variable
d0(ω) := inf{S˜(ψ), ψ ∈ Q\{0}, I0ω(ψ) ≤ 0}.
Proceeding like in lemma 4.3 one can show that d0(ω) > 0.
Besides, we recall that φ0ω minimizes the functional S˜ among all functions in H
1(R)\{0} such
that I0ω = 0. Now, making resort to the representation (2.3), let us consider a generic function of
Q\{0} supported on R+, call it χ+ψ+, with ψ+ ∈ H1(R) and even, and suppose that I0ω(χ+ψ+) ≤ 0.
One immediately has
S˜(χ+ψ+) =
1
2
S˜(ψ+) ≥ 1
2
S˜(φ0ω) = S˜(χ+φ
0
ω),
so χ+φ
0
ω is a minimizer of S˜ among the functions of Q\{0}, supported on R+ and satisfying I0ω ≤ 0.
Notice that the equal sign holds if and only if ψ+ = φ
0
ω. Otherwise, ψ+ would not belong to the
family (2.1), nevertheless, as S0ω(ψ+) = S
0
ω(φ
0
ω), it would be a minimizer of S
0
ω among the nonzero
functions in H1(R) that satisfy I0ω = 0, which is impossible.
Thus, for any function ψ ∈ Q\{0}, with ψ = χ+ψ++χ−ψ−, and I0ω(ψ) ≤ 0, the following alternative
holds: either I0ω(χ+ψ+) ≤ 0 and so
S˜(ψ) ≥ S˜(χ+ψ+) ≥ S˜(χ+φ0ω), (4.8)
or I0ω(χ−ψ−) ≤ 0 and so
S˜(ψ) ≥ S˜(χ−ψ−) ≥ S˜(χ−φ0ω), (4.9)
and the equality in the last step of (4.8) and (4.9) holds if and only if |ψ+| = φ0ω, or |ψ−| = φ0ω,
respectively.
Taking into account the U(1)−symmetry of the problem, the proof is complete.
Lemma 4.5. For the infimum of problem 2.4 the following inequality holds
d(ω) < S˜(eiθχ+φ
0
ω) =
1
2
(
µ+ 1
λ
) 1
µ
ω
1
2
+ 1
µ
∫ 1
0
(1− u2) 1µ du. (4.10)
Proof. We notice that the last identity in (4.10) can be obtained by direct computation. Furthermore,
Iω(χ+φ
ω
0 ) = I
0
ω(χ+φ
ω
0 )−
1
γ
(
(µ + 1)ω
λ
) 1
µ
= −1
γ
(
(µ+ 1)ω
λ
) 1
µ
< 0.
Following the proof of lemma 4.2 we define
α :=
[Fγ(χ+φ
0
ω) + ω‖χ+φ0ω‖2]
1
2µ
λ
1
2µ ‖χ+φ0ω‖
1+ 1
µ
2µ+2
=
(
1− 1
γλ
2|φ0ω(0+)|2
‖φ0ω‖2µ+22µ+2
) 1
2µ
=
(
1− µ
γ(µ+ 1)ω
1
2
∫ 1
0 (1− u2)
1
µ du
) 1
2µ
< 1.
Therefore, I0ω(αχ+φ
ω
0 ) = 0 and
S˜(αχ+φ
ω
0 ) =
α2µ+2
2
(
µ+ 1
λ
) 1
µ
ω
1
2
+ 1
µ
∫ +∞
0
(1− u2) 1µ du,
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and, since α < 1, we get
d(ω) ≤ α
2µ+2
2
(
µ+ 1
λ
) 1
µ
ω
1
2
+ 1
µ
∫ +∞
0
(1− u2) 1µ du < 1
2
(
µ+ 1
λ
) 1
µ
ω
1
2
+ 1
µ
∫ +∞
0
(1− u2) 1µ du,
and the proof is complete.
Now we can prove theorem 4.1.
Proof. Let {ψn} be a minimizing sequence for the functional S˜ on the set Iω ≤ 0. We show that
there exists a subsequence of {ψn} that converges weakly in Q. First, notice that ‖ψn‖Q is bounded.
Indeed, the sequence ‖ψn‖2µ+2 is bounded as it converges. Furthermore, by the lower boundedness
of the form Fγ , and recalling that Iω(ψn) ≤ 0, we have
0 ≤
(
ω − 4
γ2
)
‖ψn‖2 ≤ Fγ(ψn) + ω‖ψn‖2 ≤ λ ‖ψn‖2µ+22µ+2 ≤ C,
so ‖ψn‖ ≤ C.
Then, using Iω(ψn) ≤ 0 again, by the decomposition (2.3) and estimate (3.6),
‖ψ′n‖2 ≤ λ ‖ψn‖2µ+22µ+2 − ω‖ψn‖2 +
1
γ
|ψn(0+)− ψn(0−)|2 ≤ C + 2
γ
(|ψn,+(0)|2 + |ψn,−(0)|2)
≤ C + C‖ψn,+‖‖ψ′n,+‖+ C‖ψn,−‖‖ψ′n,−‖ ≤ C + C
(
1
ε
‖ψn‖2 + ε‖ψ′n‖2
)
.
(4.11)
Choosing ε sufficiently small, we obtain that ‖ψ′n‖2 is bounded, so the sequence {ψn} is bounded in
Q, and then, by Banach-Alaoglu theorem, there exists a converging subsequence, that we call {ψn}
again, in the weak topology of Q. We call ψ∞ the weak limit of the sequence {ψn}.
We prove that ψ∞ 6= 0. To this aim, we show, first, that the sequences {ψn(0±)} converge to
ψ∞(0±), and, second, that limn→∞ Iω(ψn) = 0.
Let us define the functions ϕ±(x) := χ±(x)e∓x. Then, integrating by parts,
(ϕ+, ψn)Q =
∫ +∞
0
e−xψn(x) dx−
∫ +∞
0
e−xψ′n(x) dx = ψn(0+).
Analogously, (ϕ−, ψn)Q = ψn(0−). Therefore, by weak convergence,
ψn(0±) = (ϕ±, ψn)Q → (ϕ±, ψ∞)Q = ψ∞(0±), (4.12)
and the first preliminary claim is proven. We prove the second claim by contradiction, i.e., supposing
that Iω(ψn) → 0 is false. Then, there must be a subsequence of {ψn}, denoted by {ψn} too, such
that
lim
n→∞ Iω(ψn) = −β < 0.
We define the sequence ζn := νnψn, with
νn :=
[Fγ(ψn) + ω‖ψn‖2]
1
2µ
λ
1
2µ ‖ψn‖
1+ 1
µ
2µ+2
< 1.
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Since
lim
n→∞ νn = limn→∞
[
1 +
Iω(ψn)
λ‖ψn‖2µ+22µ+2
] 1
2µ
=
[
1− βµ
2(µ+ 1)d(ω)
] 1
2µ
< 1,
we obtain
lim
n→∞ S˜(ζn) = ν
2µ+2S˜(ψn) < S˜(ψn)
and, since Iω(ζn) = 0, it follows that the assumption that {ψn} is a minimizing sequence is false.
Therefore, it must be
lim
n→∞ Iω(ψn) = 0. (4.13)
To prove that ψ∞ 6= 0 we proceed by contradiction again. Assume that ψ∞ = 0. Define the
sequence ηn := ρnψn with
ρn :=
[‖ψ′n‖2 + ω‖ψn‖2] 12µ
λ
1
2µ ‖ψn‖
1+ 1
µ
2µ+2
(4.14)
Using (4.12) and (4.13) we obtain
lim
n→∞ ρn = limn→∞
[
1 +
Iω(ψn) + γ
−1|ψn(0+)− ψn(0−)|2
λ‖ψn‖2µ+22µ+2
] 1
2µ
= 1,
and therefore
lim
n→∞ S˜(ηn) = limn→∞ ρ
2µ+2
n S˜(ψn) = d(ω).
Moreover, owing to definition (4.14),
I0ω(ηn) = I
0
ω(ρnψn) = ρ
2
n
(
‖ψ′n‖2 + ω‖ψn‖2 − λρ2µn ‖ψn‖2µ+22µ+2
)
= 0,
so, due to Lemma 4.4,
d(ω) ≥ S0ω(χ+φ0). (4.15)
On the other hand, by Lemma 4.5 we conclude
d(ω) < S˜(χ+φ0) ≤ S˜(ηn).
that contradicts (4.15). So the hypothesis ψ∞ = 0 cannot hold.
Now we prove that Iω(ψ∞) ≤ 0. To this purpose, we follow the last lines in the proof of proposition
2 in [17]. First, we recall an inequality due to Brezis and Lieb ([7]): if un converges to u∞ weakly in
Lp, then
‖un‖pp − ‖un − u∞‖pp − ‖u∞‖pp −→ 0, ∀ 1 < p <∞. (4.16)
First, we notice that if un = ψn and p = 2µ + 2, then (4.16) yields
S˜(ψn)− S˜(ψn − ψ∞)− S˜(ψ∞) −→ 0. (4.17)
Further applying (4.16) to the sequence {ψn} and to the sequence {ψ′n} with p = 2, and using (4.12),
yields
Iω(ψn)− Iω(ψn − ψ∞)− Iω(ψ∞) −→ 0. (4.18)
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Suppose Iω(ψ∞) > 0. Then, by (4.18) and (4.13),
lim
n→∞ Iω(ψn − ψ∞) = limn→∞ Iω(ψn)− Iω(ψ∞) = −Iω(ψ∞) < 0.
Choose n¯ such that Iω(ψn − ψ∞) < 0 for any n > n¯. Then, by definition of d(ω) we have
d(ω) ≤ S˜(ψn − ψ∞), ∀n > n¯, (4.19)
but, on the other hand, ψ∞ 6= 0 implies S˜(ψ∞) > 0, and, together with (4.17), this yields
lim
n→∞ S˜(ψn − ψ∞) = limn→∞ S˜(ψn)− S˜(ψ∞) = d(ω)− S(ψ∞) < d(ω),
that contradicts (4.19), and so it must be Iω(ψ∞) ≤ 0. As a consequence, by definition of d(ω),
S˜(ψ∞) ≥ d(ω).
Now, since ψ∞ is the weak limit of {ψn} in L2µ+2, we must have
S˜(ψ∞) =
λµ
2(µ + 1)
‖ψ∞‖2µ+22µ+2 ≤ limn→∞
λµ
2(µ + 1)
‖ψn‖2µ+22µ+2 = d(ω)
which implies
S˜(ψ∞) = d(ω), (4.20)
and so ψ∞ is a solution to the minimization problem 2.4, and therefore, to the minimization problem
2.3 too. The proof is complete.
Corollary 4.6 (Strong convergence). If a minimizing sequence {ψn} for the problem 2.4 converges
weakly in Q, then it converges strongly in Q.
Proof. Formulas (4.16) and (4.20) prove that {ψn} converges strongly in L2µ+2. As a consequence,
Fγ(ψn) + ω‖ψn‖2 = 2 µ
µ+ 1
S˜(ψn) + Iω(ψn) −→ µ
µ+ 1
S˜(ψ∞) −→ Fγ(ψ∞) + ω‖ψ∞‖2,
and by (4.7) this is equivalent to the strong convergence in Q.
We end this section by adding some remarks on the variational problem 2.2, i.e. to minimize the
energy at fixed norm.
To be precise, let us define the manifold
Γm =
{
ψ ∈ Q : ‖ψ‖2 = m} (4.21)
and
− Em = inf {E(ψ) | ψ ∈ Γm} . (4.22)
In the following results it is shown that in the supercritical regime the constrained energy is un-
bounded from below and in the subcritical regime its infimum is finite and negative. Moreover the
energy is controlled from below by ‖ · ‖Q norm.
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Lemma 4.7. (Behaviour of the constrained energy).
1) Let µ > 2; then Em = +∞ and the energy E is unbounded from below in Γm;
2) Let µ < 2; then 0 < Em < +∞; moreover there exist positive and finite constants C1, C2
(depending on µ, γ,m) such that
E(ψ) > C1‖ψ‖2Q −C2 ∀ ψ ∈ Γm; (4.23)
3) Let µ = 2; then, there exists m∗ > 0 such that for m < m∗ inequality (4.23) holds true.
Proof. To show 1) let us consider the trial function
Φ(σ, x) =
√
m
(2πσ2)
1
4
e−
|x|2
4σ2 .
A direct calculation shows that Φ(σ, x) ∈ Γm , and
E(Φ(σ, x)) =
1
2σ2
‖Φ′(1, ·)‖2 − σ
−µ
2µ + 2
‖Φ(1, ·)‖2µ+22µ+2 .
This proves that for µ > 2 the energy is unbounded from below. Moreover, for µ < 2 and σ big
enough, E(Φ(σ, ·)) < 0.
Now, let us show the bound (4.23). The nonlinear term and the point interaction term in the energy
are dominated by the kinetic energy. Let us consider first the nonlinear term.
Gagliardo-Nirenberg estimate (3.6) jointly with the condition ψ ∈ Γm give
‖ψ‖2µ+22µ+2 ≤ C‖ψ′‖µ‖ψ‖µ+2 = C(‖ψ′‖2)
µ
2 (‖ψ‖2)1−µ2+µ = Cmµ (‖ψ′‖2)µ2 (‖ψ‖2)1−µ2 ≡ ∗ .
With the use of the classical elementary inequality
xy ≤ x
p
p
+
yq
q
,
(
1
p
+
1
q
= 1
)
one obtains, for any ε > 0,
∗ = Cmµ (‖ψ′‖2 ε)µ2 (‖ψ‖2ε− µ2−µ)1−µ2 ≤ Cmµ [‖ψ′‖2ε2
µ
+
‖ψ‖2 ε− µ2−µ
2
2−µ
]
= Cmµ
µ
2
ε‖ψ′‖2 + Cmµ+1 2− µ
2
ε
− µ
2−µ .
(4.24)
from which it follows
‖ψ‖2µ+22µ+2 ≤ C˜1ε‖ψ′‖2Q + C˜2 (4.25)
In an analogous way one can treat the point interaction part of the energy. Again taking in account
that ψ ∈ Γm and by use of Sobolev embedding in one dimension and elementary inequalities, one
has
1
γ
|ψ(0+)− ψ(0−)|2 ≤ 1
γ
[
ε‖ψ′‖2 + ‖ψ‖
2
ε
]
≤ 1
γ
ε‖ψ‖2Q + δ (4.26)
Collecting the estimates for the nonlinear part and for the point interaction part of the energy and
choosing ε small enough one gets points 2).
To prove 3), it suffices to notice that from (3.6) one immediately has
E(ψ) ≥ 1
2
‖ψ′‖2 − Cλm
6
‖ψ′‖2 −
√
m
γ
‖ψ′‖,
for any ψ ∈ Γm, and the proof is complete.
19
Note that the constrained action attains its minimum for every positive value of µ, at variance
with the constrained energy, which is unbounded from below for µ > 2. Even for µ < 2 it is not
guaranteed that the energy constrained on Γm has a minimum, i.e. that there exist a solution to the
variational problem
− Em = min {E(ψ) | ψ ∈ Γm} .
An analysis of this problem for NLS with point interactions will be given in [2]. However, let us note
that if a minimum exists at ψm, and the constraint Γm is regular at ψm, there exists a Lagrange
multiplier Λm such that E
′(ψm) +ΛmM ′(ψm) = 0. This means that ψm is a stationary point for Sω
with ω = Λm and so ψm ∈ Iω.
5 Identification of the ground state: bifurcation
Proposition 5.1. Any solution ψ to Problem 2.3 has the form
ψx1,x2,θω (x) =
{ −eiθφx1ω (x), x < 0
eiθφx2ω (x), x > 0
, (5.1)
where the functions φxiω have been defined in (2.1), θ can be arbitarily chosen, and the couple (x1, x2)
is determined in the following way: denoted ti = tanh(µ
√
ω|xi|), then (t1, t2) solves the system{
t2µ1 − t2µ+21 = t2µ2 − t2µ+22
t−11 + t
−1
2 = γ
√
ω
. (5.2)
Proof. Consider the functional Jω,ν = Sω + νIω, with ν a Lagrange multiplier. Any solution of
problem 2.3 must then be a stationary point for Jω,ν . Let ψ be one of such solutions. Then,
S′ω(ψ)ψ = Iω(ψ) = 0.
Furthermore,
I ′ω(ψ)ψ = −2µλ‖ψ‖2µ+22µ+2,
and therefore J ′ω,ν(ψ)ψ = −2νµλ‖ψ‖2µ+22µ+2. Thus, for nontrivial solutions it must be ν = 0. We
conclude that any non vanishing minimizer ψ of the functional Jµ,ν must fulfil S
′(ψ) = 0, i.e.
S′ω(ψ)η = 0, ∀η ∈ Q. (5.3)
Applying (5.3) first to η, then to ξ = −iη, and summing the two expressions, we find
Bγ(ψ, η) − λ(|ψ|2µψ, η) + ω(ψ, η) = 0, (5.4)
where we used the shorthand notation
Bγ(ψ, η) := (ψ
′, η′)− 1
γ
(ψ(0+) − ψ(0−))(η(0+) − η(0−)).
So, from (5.4) the following estimate holds.
|Bγ(ψ, η)| ≤ λ‖ψ‖2µ∞‖ψ‖‖η‖ ≤ Cψ‖η‖, ∀ η ∈ Q. (5.5)
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Notice that, letting η vary among the functions vanishing in a neighbourhood of zero, we conclude
from (5.5) that ψ ∈ H2(R\{0}). Thus, for a generic η ∈ Q a straightforward computation gives
Bγ(ψ, η) = (−ψ′′, η)− (η(0+) − η(0−))
(
ψ(0+) − ψ(0−)
γ
+ ψ′(0−)
)
, (5.6)
where we used the notation ψ′′ := χ+ψ′′++χ−ψ′′−. So, from (5.5) and (5.6), we conclude that ψ belongs
to the domain D(Hγ) (see definition (2.2)). As a consequence, the function Hγψ − λ|ψ|2µψ + ωψ
belongs to L2(R).
Furthermore, from (5.4)
(Hγψ − λ|ψ|2µψ + ωψ, η) = 0, ∀η ∈ Q,
and, since Q is dense in L2(R),
Hγψ − λ|ψ|2µψ + ωψ = 0 in L2(R). (5.7)
Since ψ lies in the domain of Hγ , equation (5.7) can be rewritten as
−ψ′′ − λ|ψ|2µψ + ωψ = 0, x 6= 0, ψ ∈ H2(R\{0})
ψ′(0+) = ψ′(0−)
ψ(0+) − ψ(0−) = −γψ′(0+)
. (5.8)
Consider first the case of a real ψ. Then, the first equation can be interpreted as the law of motion of
a point particle with unitary mass, moving on the line under the action of the double-well potential
V (x) = λ2µ+2x
2µ+2− ω2 x2. By standard methods of classical mechanics (see e.g. [19]) one immediately
sees that the only solutions that vanish at infinity correspond to the zero-energy orbits, whose shape is
given by (2.1), where x0 is a free parameter that, in the mechanical problem, embodies the invariance
under time translation.
Consider now the possibility of complex solutions. Writing ψ(x) = eiθ(x)ρ(x), the first equation in
(5.8) yields
−ρ′′ − 2iθ′ρ′ − λρ2µ+1 + (ω + θ′′)ρ = 0,
thus, in order to make the imaginary part vanish, either ρ′ or θ′ must be identically equal to zero. If
ρ′ = 0, then ψ either vanishes or is not an element of L2(R). So it must be θ′ = 0, and since R\{0}
is not connected, one can choose a value for the phase in the positive halfline and another value in
the negative halfline. One then obtains that all possible solutions to (5.8) must be given by
ψx1,x2,θ1,θ2ω (x) =
{
eiθ1φx1ω (x), x < 0
eiθ2φx2ω (x), x > 0
, (5.9)
where x1 and x2 are to be chosen in order to satisfy the matching conditions at zero.
We remark that, among the functions in (5.9), once fixed x1 and x2 the minimum of Sω is accom-
plished if the condition eiθ1 = −eiθ2 is fulfilled. Indeed, it is clear that such a condition minimizes
the quantity −2γ−1|ψ(0+) − ψ(0−)|2, while the other terms in the definition (2.9) of the functional
Sω are the same. This explains the phase factor in (5.1).
Owing to the phase invariance of the problem, without losing generality we can choose θ1 = π,
θ2 = 0, so the matching conditions in (2.2) yield the following system for the unknowns x1, x2, and
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ω: 
tanh(µ
√
ωx1)
cosh
1
µ (µ
√
ωx1)
+ tanh(µ
√
ωx2)
cosh
1
µ (µ
√
ωx2)
= 0
1
cosh
1
µ (µ
√
ωx2)
+ 1
cosh
1
µ (µ
√
ωx1)
= γ
√
ω tanh(µ
√
ωx1)
cosh
1
µ (µ
√
ωx1)
.
(5.10)
By the first equation of system (5.10), x1 and x2 must have opposite sign. Furthermore, the second
equation gives x1 > 0. So it is proven that x2 < 0 < x1.
Denoting ti = tanh(µ
√
ω|xi|), and exploiting elementary relations between hyperbolic functions,
system (5.10) gives (5.2) and the proof is complete.
Before explicitly showing the solutions to the problem (5.1), (5.2), we prove a preliminary lemma.
Lemma 5.2. For any µ > 0, a > 2
√
µ+1
µ , there exists a unique x¯ ∈
(
2
a , 1
]
such that
(a2 − 1)x¯2 − 2ax¯+ 1
(ax¯− 1)2µ+2 + x¯
2 − 1 = 0
Proof. Let us denote w(x) = (a
2−1)x2−2ax+1
(ax−1)2µ+2 + x
2 − 1. First, notice that w (2a) = 0. Furthermore,
w′
(
2
a
)
=
2
a
(4(µ + 1)− µa2)
as a > 2
√
µ
µ+1 . Therefore w(x) < 0 in some right neighbourhood of
2
a . On the other hand,
w(1) > 0, so the set Ξ whose element are the zeroes of w in
(
2
a , 1
]
, is not empty. Let us denote
x1 := minΞ. Then, since w is regular in
(
2
a ,+∞
)
, it must be either w(x) < 0 or w(x) > 0 in
some right neighbourhood of x1. In the first case, x1 is a local maximum for w. Besides, since
w(1) > 0, there exists x2 > x1 such that w(x2) = 0. As a consequence, there are two local minima
y1 ∈
(
2
a , x1
)
, y2 ∈ (x1, x2). Owing to the mean value lemma, there exist three points z1, z2 and
z3, lying respectively in a neighbourhood of y1, x1 and x2, such that w
′′(z1) > 0, w′′(z2) < 0 and
w′′(z3) > 0. Owing to the mean value lemma again, there exist s1 ∈ (z1, z2) and s2 ∈ (z2, z3) such
that w′′′(s1) < 0 and w′′′(s2) > 0. From the explicit expression
w′′′(x) = [−4µa3(a2 − 1)(2µ + 1)(µ + 1)x2 + 4a2(µ+ 1)(2µ + 1)(2µa2 + 3)x
+ 4a(5µ2a2 − 2µ3a2 + µ+ 3µa2 − 1)](ax − 1)−2µ−5 (5.11)
it is clear that w′′′(x) < 0 for large x.It follows that w′′′ undergoes at least two changes of sign in
the interval
(
2
a ,+∞
)
, but the expression (5.11) shows that in the interval
(
1
a ,+∞
)
there is a single
change of sign only. As a consequence, our starting assumption is false and it must be w(x) > 0 in
some neighbourhood of x1.
Let us suppose that there is a point x2 > x1 such that w(x2) = 0. Following the same reasoning as
before, we conclude that w′′′ must change sign at least twice in
(
1
a ,+∞
)
, that contradicts (5.11).
As a consequence, there is only one zero (i.e. x1) of w in
(
2
a ,+∞
)
, so the lemma is proven.
Theorem 5.3. If ω0 < ω ≤ ω∗, then the solutions to Problem 2.3 are given by ψy,−y,θω (see definition
(5.1)), with θ ∈ R and
y =
1
2µ
√
ω
log
γ
√
ω + 2
γ
√
ω − 2 . (5.12)
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If ω > ω∗, then the solutions to Problem 2.3 are given by ψy1,−y2,θω and ψy2,−y1,θω , with θ ∈ R and
y1 =
1
2µ
√
ω
log
∣∣∣∣1 + t11− t1
∣∣∣∣ , y2 = 12µ√ω log
∣∣∣∣1 + t21− t2
∣∣∣∣ , (5.13)
where the couple (t1, t2), with t1 < t2, solves the system (5.2).
Proof. The function
f(t) := t2µ − t2µ+2 (5.14)
vanishes at the points 0 and 1, and is strictly positive in the interval (0, 1). Furthermore, in the
interval (0, 1) its only stationary point is t¯ :=
√
µ
µ+1 , where the function f has a local maximum and
takes the value m := µ
µ
(µ+1)µ+1
.
As a consequence, given a > 0, the system
a = f(t1) = f(t2) (5.15)
in the unknowns t1 and t2, has no solutions for a > m, the unique solution t1 = t2 = t¯ for a = m,
and, imposing t1 < t2, three solutions for 0 ≤ a < m: indeed, there exists a unique couple t1, t2,
with t1 ∈ [0, t¯), t2 ∈ (t¯, 1], such that f(t1) = f(t2) = a. Therefore, the three couples (t1, t1) (t2, t2),
(t1, t2), solve (5.15).
So the set of the solutions to the first equation in (5.2) with t1 ≤ t2 consists of the union of
T1 := {0 ≤ t1 = t2 ≤ 1}
and
T2 := {(t1, t2), 0 ≤ t1 < t¯ < t2 < 1, f(t1) = f(t2)}. (5.16)
Due to the regularity of f , T2 is a regular curve (see Figure 1).
We consider the second equation in (5.2). Varying the parameter ω, it describes a family of
hyperboles in the plane (t1, t2), whose intersections with T1 and T2 provide the required solutions to
the system (5.2).
First, observe that
min
t1,t2∈T1
(t−11 + t
−1
2 ) = 2, (5.17)
and such a minimum is attained at t1 = t2 = 1.
Second, we claim that
inf
t1,t2∈T2
(t−11 + t
−1
2 ) = 2
√
µ+ 1
µ
, (5.18)
and such a value is attained at t1 = t2 = t¯. To show this, we use the Lagrange multiplier method,
and find that any stationary point of the function t−11 + t
−1
2 constrained on f(t1) = f(t2) must satisfy
the condition
t21f
′(t1) = −t22f ′(t2), t1 and t2 6= t¯.
Let us define g(t) := t2f ′(t). Notice that g > 0 in (0, t¯), and g < 0 in (t¯, 1]. Therefore, the condition
g(t1) = −g(t2) with 0 < t1 < t¯ < t2 < 1 is equivalent to g2(t1) = g2(t2), t1 < t2.
Observe that
g2(t) =
∫ t
t¯
d
ds
g2(s) ds =
∫ t
t¯
(4s3(f ′(s))2 + 2s4f ′(s)f ′′(s)) ds. (5.19)
23
 PSfrag replacements
t1
t2
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1
ω > ω⋆ ω = ω⋆ ω < ω⋆
ω1
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T2
Figure 1: The system (5.2). Full lines represent the solutions to the first equation, while dashed
lines represent the family of hyperboles given by the second equation. The concavity of the curve
represented T2 refers to a sufficiently large value of µ (for instance, µ > 1/2). For µ near zero, T2
can exhibit some changes in convexity, but the result on bifurcation and on the number of solutions
still holds.
In the interval [0, t¯] the function f is monotone, so it is possible to perform the change of variable
t→ y = f(t). Then
g2(t1) =
∫ f(t1)
m
p((τ(y)) dy (5.20)
where we introduced the function
p(t) := 4t3f ′(t) + 2t4f ′′(t) = (8µ2 + 4µ)t2µ+2 − (8µ2 + 20µ + 12)t2µ+4 (5.21)
and the function τ , that is the inverse of f in the interval [0, t¯].
Analogously, exploiting the monotonicity of f in the interval [t¯, 1], one can change the variable
in the integral in (5.19) and obtain
g2(t2) =
∫ f(t2)
m
p(σ(y)) dy (5.22)
where the function σ is the inverse of f in the interval [t¯, 1].
The function p is non negative in
[
0,
√
2µ2+µ
2µ2+5µ+3
]
, and vanishes at the endpoints of the same
interval. Its only stationary point in the interval (0, 1) is located at t˜ :=
√
2µ2+µ
2µ2+7µ+6 and is a local
maximum, where
p
(
t˜
)
=
4
(2µ + 3)µ+1
(
2µ2 + µ
µ+ 2
)µ+2
. (5.23)
In the interval (t˜, 1] the function p is negative and monotonically decreasing. As a consequence, from
(5.22) one gets
g2(t2) =
∫ m
f(t2)
|p(σ(y))| dy. (5.24)
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Besides, since
p(t¯) = −8 µ
µ+2
(µ + 1)µ+1
. (5.25)
one immediately has t¯ >
√
2µ2+µ
2µ2+5µ+3
> t˜.
Comparing equations (5.23) and (5.25), p
(
t˜
)
< |p(t¯)| if and only if
(µ + 1)µ+1
(
µ+
1
2
)µ+2
<
(
µ+
3
2
)µ+1
(µ+ 2)µ+2
which holds for any value of µ. Therefore, maxt∈[0,t¯] |p(t)| = |p(t¯)|.
As a consequence, if s1 < t¯ < s2, then
|p(s1)| < |p(t¯)| < |p(s2)|,
and recalling that t1 and t2 are defined to fulfil f(t1) = f(t2),
g2(t1) = 2
∫ f(t1)
m
p(τ(y)) dy < 2
∫ m
f(t2)
|p(σ(y))| dy = g2(t2). (5.26)
where in the last identity we used (5.24).
It follows that the only point where g2(t1) = g
2(t2) is given by t1 = t2 = t¯, so there are no stationary
points of the function t−11 + t
−1
2 on the set T2. By comparison with the endpoints (0, 1) and (1, 0)
one immediately has that t1 = t2 = t¯ corresponds to a minimum, so by direct computation our claim
(5.18) is proved.
As a consequence, from (5.17) and (5.18) we have that:
• if ω ≤ ω0, then the system (5.2) has no solutions;
• if ω0 < ω ≤ ω∗, then the only solution to (5.2) lies in T1 and reads t1 = t2 = γ2√ω ;
• if ω > ω∗, then the system (5.2) exhibits three solutions: the first one lies in T1 and is given
by t1 = t2 =
γ
2
√
ω
.
Furthermore, in the set T2 consider the region t1 <
γ
2
√
ω
< t2; expressing t1 from the second
equation of (5.2) and plugging it into the first one, one obtains the equation w(t2) = 0, with
w defined as in the proof of lemma 5.2 and a = γ
√
ω. By virtue of the same lemma, such
equation has a unique solution t∗2 in the considered interval. The unique value of t1 such that
(t1, t
∗
2) is a solution to (5.2) is given by (t
∗
1)
−1 = γ
√
ω − (t∗2)−1.
Due to the symmetry of (5.2) under exchange of t1 and t2, the third and last solution is given
by (t∗2, t
∗
1).
Any solution to (5.2) singles out a stationary point of the functional Sω on the Nehari manifold,
that is unique up to multiplication by a phase. Obviously, the value of Sω on such functions is
independent of the phase.
Defining y like in (5.12), y1 and y2 like in (5.13), and owing to (5.1), we conclude that:
• if ω0 < ω ≤ ω∗, then the only stationary point (up to a phase) for the functional Sω is given by
ψy,−y,0ω . Due to its uniqueness, it must be the minimizer for Sω whose existence is established
by theorem 4.1. The explicit expression for y given in (5.12) is found imposing t1 = t2 in the
second equation of (5.2).
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• For ω > ω∗ two further solutions appear. Keeping into account the signs of x1 and x2 estab-
lished in proposition (5.1), the two related families of solutions can be denoted by ψy1,−y2,θω ,
ψy2,−y1,θω , with y1 and y2 positive numbers. Obviously, the functional Sω takes the same value
on them. In order to establish which stationary point is the minimizer we must compare
Sω(ψ
y1,−y2,θ
ω ) with Sω(ψ
y,−y,θ
ω ).
Let us proceed with such a comparison. From (2.12) we know that the functional Sω reduces to S˜
when evaluated on stationary states. We have
Sω(ψ
y,−y,θ
ω ) =
ω
1
2
+ 1
µ (µ+ 1)
1
µ
2λ
1
µ
[∫ 1
−1
(1− t2) 1µ dt −
∫ 2
γ
√
ω
− 2
γ
√
ω
(1− t2) 1µ dt
]
,
and
Sω(ψ
y1,−y2,θ
ω ) =
ω
1
2
+ 1
µ (µ + 1)
1
µ
2λ
1
µ
[∫ 1
−1
(1− t2) 1µ dt −
∫ t2
−t1
(1− t2) 1µ dt
]
.
Introducing the function ϕ(t) := − t
γ
√
ωt−1 , we obtain
Sω(ψ
y,−y,θ
ω ) =
ω
1
2
+ 1
µ (µ+ 1)
1
µ
2λ
1
µ
[∫ 1
−1
(1− t2) 1µ dt −
∫ 2
γ
√
ω
ϕ
(
2
γ
√
ω
)(1− t2)
1
µ dt
]
Sω(ψ
y1,−y2,θ
ω ) =
ω
1
2
+ 1
µ (µ+ 1)
1
µ
2λ
1
µ
[∫ 1
−1
(1− t2) 1µ dt −
∫ t2
ϕ(t2)
(1− t2) 1µ dt
]
.
We define the function
q(t) :=
∫ t
ϕ(t)
(1− ν2) 1µ dν, (5.27)
thus
Sω(ψ
y,−y,θ
ω ) =
ω
1
2
+ 1
µ (µ + 1)
1
µ
2λ
1
µ
[∫ 1
−1
(1− t2) 1µ dt − q
(
2
γ
√
ω
)]
Sω(ψ
y1,−y2,θ
ω ) =
ω
1
2
+ 1
µ (µ + 1)
1
µ
2λ
1
µ
[∫ 1
−1
(1− t2) 1µ dt − q(t2)
]
.
Since
q′(t) = (1− t2) 1µ − (1− ϕ2(t)) 1µ ϕ
2(t)
t2
,
the stationary points of q must solve the equation
t2(1− t2) 1µ − (1− ϕ2(t)) 1µϕ2(t) = 0, (5.28)
which is equivalent to the first equation of (5.2) in the unknowns (t,−ϕ(t)). Furthermore, from
(5.27),
t−1 − ϕ−1(t) = γ√ω. (5.29)
Thus, from (5.28) and (5.29) we conclude that the couple (t,−ϕ(t)) solves the system (5.2). This
implies that the functional S˜, restricted to functions of the kind (5.1), has stationary points only in
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correspondence with the solutions of (5.2). In other words, for ω > ω∗ there are three stationary
points for q, and they coincide with y, y1, y2.
A straightforward computation provides
q′′
(
2
γ
√
ω
)
=
2
γ
√
ω
(
1− 4
γ2ω
)(
γ2ω − 4 µ+ 1
µ
)
which is positive if ω > ω∗. Then, 2
γ
√
ω
is a minimum for q, and since q is regular and there are no
other stationary points, it must be
Sω(ψ
y1,−y2,θ
ω ) < Sω(ψ
y,−y,θ
ω ).
Thus we conclude that ψy1,−y2,θω and ψy2,−y1,θω are the minimizers, and the proof is complete.
We end this section showing that the branch of nonlinear standing waves bifurcates from the
trivial (vanishing) stationary state for ω > ω0 =
4
γ2
.
Proposition 5.4. Let us consider the branch of symmetric standing waves
(ω0, ω
∗) ∋ ω 7→ ψy,−y,θω ∈ L2(R) ∩H2(R\{0}) .
The following relations hold true
lim
ω→ω0
‖ψy,−y,θω ‖ = limω→ω0 ‖ψ
y,−y,θ
ω ‖Q = limω→ω0 ‖ψ
y,−y,θ
ω ‖H2(R\{0}) = 0
Proof. The result immediately follows by observing that the solution
(
2
γ
√
ω
, 2
γ
√
ω
)
to (5.2) tends to
(1, 1) as ω → ω0 + 0. So, in the same limit y tends to +∞, and the result immediately follows from
the explicit expression ((5.9), (5.12)) for ψy,−y,0ω .
6 Stability and instability of the ground states
6.1 The linearized evolution around a stationary solution
We study the second variation of the functional Sω. Indeed, for any w ∈ Q
d
ds
Sω(ψ + sw) = Re (Hγψ + ωψ − λ|ψ|2µψ,w),
which is often referred to as the fact that S′ω[ψ] = Hγψ+ωψ−λ|ψ|2µψ in a weak sense. Therefore,
linearizing the equation (1.1) around the real function ψ can be made by computing the second
variation of the functional Sω. Given w ∈ Q, with u = Rew and v = Imw one has
d2
ds2
Sω(ψ + sw) = ‖w′‖2 + ω‖w‖2 − 1
γ
|w(0+) −w(0−)|2 − λ
∫
R
|w(x)|2|ψ(x)|2µdx
− 2µλ
∫
R
u2(x)|ψ(x)|2µdx
= ‖u′‖2 + ω‖u‖2 − 1
γ
|u(0+)− u(0−)|2 − λ(2µ+ 1)
∫
R
u(x)2|ψ(x)|2µdx
+ ‖v′‖2 + ω‖v‖2 − 1
γ
|v(0+) − v(0−)|2 − λ
∫
R
v(x)2|ψ(x)|2µdx.
(6.1)
27
Defining the operators
Lγ,ω1 u = Hγu+ ωu− (2µ + 1)λ|ψ|2µu
Lγ,ω2 v = Hγv + ωv − λ|ψ|2µv
(6.2)
on the domain D(Lγ,ω1 ) = D(L
γ,ω
2 ) = D(Hγ) (see (2.2)), we get
d2
ds2
Sω(ψ + sw) = (u,L
γ,ω
1 u) + (v, L
γ,ω
2 v). (6.3)
Now we derive the general spectral properties of the operators Lγ,ω1 and L
γ,ω
2 , needed to prove
stability or instability of the stationary states.
It is easy to show that Lγ,ω1 and L
γ,ω
2 are self-adjoint operators in L
2(R). In fact they are abstract
Schro¨dinger operators of the form (Hγ + ω) + Vi(x) , where the perturbation Vi(x) = ci|ψ|2µ(x) is
given by a bounded and rapidly decaying function, and c1 = 2µ + 1 , c2 = 1 . Let us consider the
couple of operators Lγ,ω2 and − d
2
dx2 + ω − λ|ψ|2µ. Both are self-adjoint extensions of the same closed
symmetric operator with defect indices (2, 2); so their resolvents differ for a finite rank operator.
As a consequence, thanks to the Weyl’s theorem (see [31], Theorem XIII.4), the essential spectra of
Lγ,ω2 and − d
2
dx2
+ ω − λ|ψ|2µ coincide. Moreover, σe(− d2dx2 + ω − λ|ψ|2µ) = σe(− d
2
dx2
+ ω) = [ω +∞),
because the potential V2 is (− d2dx2 +ω)-compact. The same reasoning holds for the operator Lγ,ω1 , so
we can conclude
σe(L
γ,ω
1 ) = σe(L
γ,ω
2 ) = [ω,+∞).
Moreover, the fact that Lγ,ω1 and L
γ,ω
2 are symmetric and relatively compact perturbations of the
self-adjoint nonnegative operator Hγ + ω allows to conclude (see for example [24], Theorem 6.32)
that the possible discrete spectrum is finite or accumulates at the border of the essential spectrum,
which in our case is positive. So the negative spectrum is finite.
We will often use the previous remarks without repeating the argument.
We need more detailed spectral information on the operators Lγ,ω1 and L
γ,ω
2 , in particular concerning
the number of negative eigenvalues. A standard technique to deal with this sort of problems in the
case of operators with domain elements which are regular enough (typically Schro¨dinger operator
with a smooth enough potential) relies on the Sturm oscillation theorem which relates the number
of nodes of an eigenfunction to the ordering of the corresponding eigenvalue. So, if ψ is positive,
then it coincides with the first eigenfunction, which is simple and corresponds to the ground state.
This reasoning is not applicable in our case, due to the singular character of Hγ , with possibly
discontinuous domain elements. By the way, the problem is not completely settled neither for the
case of the milder δ interaction, so we give an independent proof of the relevant spectral properties
for this case too.
The results are based on a generalization of a ground state transformation for the singular operator
Hγ .
Proposition 6.1. Let eiωtψ(x) be a stationary solution to problem (3.1) with ψ(0+)ψ(0−) < 0.
Then, for the operator Lγ,ω2 defined in (6.2), the following statements hold:
a) Ker Lγ,ω2 = Span {ψ}
b) Lγ,ω2 ≥ 0
Proof. Along this proof we denote the operator Lγ,ω2 by L2. Proceeding like in the proof of Proposition
5.1 up to formula (5.7), one obtains that the function ψ is regular in R\{0} and fulfils the boundary
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conditions defined by the δ′-interaction. So, by the equation for the stationary states (5.7) again,
one immediately verifies that L2ψ = 0 and point a) is proven.
To prove b), notice that for any φ ∈ D(L2) the following identity holds at any point x 6= 0:
−φ′′ + ωφ− |ψ|2µφ = − 1
ψ
d
dx
(
ψ2
d
dx
(
φ
ψ
))
;
integrating by parts,
(φ,L2φ) =
∫ 0
−∞
ψ2
∣∣∣∣ ddx
(
φ
ψ
)∣∣∣∣2 dx+ ∫ ∞
0
ψ2
∣∣∣∣ ddx
(
φ
ψ
)∣∣∣∣2 dx+ limε→0
[
φ′φ− ψ
′
ψ
|φ|2
]+ε
−ε
. (6.4)
The integral terms in (6.4) are non negative and equal zero if and only if φ = ψ. Let us focus on the
contribution of the boundary, that consists of two terms. Using boundary conditions, the first term
gives
lim
ε→0
[
φ′φ¯
]ε
−ε = −γ|φ′(0+)|2 (6.5)
For the second term we immediately get
− lim
ε→0
[
ψ′
ψ
|φ|2
]ε
−ε
=
ψ′(0−)ψ(0+)|φ(0−)|2 − ψ′(0+)ψ(0−)|φ(0+)|2
ψ(0+)ψ(0−) (6.6)
Summing (6.5) and (6.6), and using the matching condition for both ψ and φ we finally get
− lim
ε→0
[
ψ′
ψ
|φ|2
]ε
−ε
= − ψ
2(0+)|φ(0−)|2 + ψ2(0−)|φ(0+)|2 − 2ψ(0+)ψ(0−)Re(φ(0+)φ(0−))
γψ(0+)ψ(0−)
= − |ψ(0+)φ(0−) − ψ(0−)φ(0+)|
2
γψ(0+)ψ(0−)
Due to the hypothesis ψ(0+)ψ(0−) < 0, verified by all ground states, we conclude that the boundary
term in (6.4) is non negative, and this completes the proof.
Remark 6.2. An analogous proposition holds in the case, treated in [17], [16], [28] of a δ interaction
with strength α (no matter if attractive or repulsive). One has that (the meaning of the symbols is
the obvious one)
a) Ker Lα,ω2 = Span {ψ}
b) Lα,ω2 ≥ 0
In this case, the boundary term in (6.4) vanishes.
Now we prove the spectral features of interest for the operator Lγ,ω1 defined in (6.2).
Consider first the case of the symmetric stationary state ψ = ψy,−y,θω . We define
Lγ,ω1,sym = Hγ + ω −
ω(µ+ 1)(2µ + 1)
cosh2(µ
√
ω(|x|+ y)) (6.7)
and
Lγ,ω2,sym = Hγ + ω −
ω(µ+ 1)
cosh2(µ
√
ω(|x|+ y)) , (6.8)
where tanh(µ
√
ωy) = 2
γ
√
ω
.
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Proposition 6.3. Fixed µ > 0, the operator Lγ,ω1,sym has:
a) A trivial kernel and one simple negative eigenvalue, if ω < ω∗;
b) A one-dimensional kernel, spanned by the function
ξ−1(x) =
sinh(µ
√
ω(|x|+ y))
cosh
1+ 1
µ (µ
√
ω(|x|+ y))
,
where y has been defined in (5.12), and one simple negative eigenvalue, if ω = ω∗;
c) A trivial kernel and two simple negative eigenvalues or a double negative eigenvalue, if ω > ω∗.
Proof. For shorthand, in this proof we will denote the operators Lγ,ω1,sym and L
γ,ω
2,sym by L1 and L2,
respectively. Furthermore, the function ψy,−y,0ω will be denoted by ψ.
Consider first the case ω ≤ ω∗. By stationarity of ψ, the following identity must hold up to
higher order terms in w:
Sω(ψ + w) = Sω(ψ) +
1
2
(u,L1u) +
1
2
(v, L2v), (6.9)
for any w = u+ iv in Q, with u and v real.
By Proposition 6.1, the operator L2 is non-negative, and by Weyl’s theorem on the stability of the
essential spectrum (see for example [23] or Theorem XIII.4 in [31]), one has σess(L1) = σess(Hγ+ω) =
[ω,+∞). Furthermore, Theorem 5.3 guarantees that ψ minimizes the functional Sω on the Nehari
manifold. Thus, since the Nehari manifold has codimension one, the operator L1 has at most one
negative eigenvalue.
On the other hand,
(ψ,L1ψ) = −2µλ‖ψ‖2µ+22µ+2 < 0, (6.10)
so we can conclude that for ω ≤ ω∗ the operator L1 has exactly one negative eigenvalue.
Concerning the kernel of L1, we recall that the only square-integrable solution to the linear
differential equation
− ξ′′ + ωξ − ω(µ + 1)(2µ + 1)
cosh2(µ
√
ω ·) ξ = 0 (6.11)
is given, up to a factor, by
ξ(x) =
sinh(µ
√
ωx)
cosh
1+ 1
µ (µ
√
ωx)
. (6.12)
Furthermore, there cannot be a solution ζ /∈ Span(ξ) to equation (6.11) such that ∫∞a |ζ(x)|2dx <∞
for some finite a, otherwise, by invariance under reflection of (6.11), the function ζ(−x) would be a
solution to (6.12) too, satisfying
∫ −a
−∞ |ζ(x)|2dx <∞, so we would obtain three linearly independent
solutions to (6.11). As a consequence, the possible solutions to the equation
L1ξ + ωξ − ω(µ + 1)(2µ + 1)
cosh2(µ
√
ω (| · |+ y))ξ = 0 (6.13)
are given by ξa(x) = χ+(x)ξ(x + y) + aχ−(x)ξ(x − y), with a ∈ C, provided that they fulfil the
matching condition of the δ′ interaction. Such conditions prescribe the identity of the left and the
right derivative at zero, namely ξ′(y) = aξ′(−y). Since ξ′ is even, this implies either a = 1 or ξ′(y) = 0.
In the first case, imposing the boundary condition ξ1(0+)−ξ1(0−) = −γξ′1(0+) leads to the equation
2 sinh(µ
√
ωy) cosh(µ
√
ωy) = γ
√
ω[sinh2(µ
√
ωy)−µ], that cannot be solved in y for any µ > 0. In the
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second case, one has ξ′a(0) = 0, which is fulfilled, as ξ′a(0+) =
√
ω cosh
−2− 1
µ (µ
√
ωy)[µ−sinh2(µ√ωy)],
if and only if sinh2(µ
√
ωy) = µ. This is equivalent to tanh(µ
√
ωy) =
√
µ
µ+1 , that, owing to definition
of y in (6.7), is verified only for ω = ω∗. Furthermore, since zero is a stationary point, ξa must be
continuous at zero, so a = −1.
Thus we proved points a) and b), and the case ω ≤ ω∗ is exhausted.
In order to prove point c), let us write the spectrum of L1 as
σ(L1) := {ν1, . . . , νn} ∪ {τ1, . . . , τm} ∪ [ω,+∞),
where νi < νj < 0 and τl > τm ≥ 0 for any i < j and any l > m. The boundedness and fast decay in
x of the last term in the l.h.s. of (6.13) ensures that both m and n are finite. Moreover the essential
spectrum coincides with the one of L1, thanks to the Weyl’s theorem again.
By (6.10), we know that n > 0. Denoted by Pα the orthogonal projection in L
2 on the eigenspace
associated to the eigenvalue α, we define the following operators:
- P− is the projection on the space
⊕
j Pνj ;
- P+ is the projection on the space
⊕
j Pτj ;
- Pc is the projection on the space associated to the essential spectrum [ω,+∞) of L1.
Let us suppose that n = 1. Then, denoted by F1 the quadratic form associated to the operator
L1, there exists at least a non vanishing combination η of ψ and ξ−1 that satisfies F1(η) ≥ 0. Indeed,
denoted by ψ1 the only (up to a phase) normalized eigenfunction associated to the eigenvalue −ν1,
we define the function
η := −(ψ1, ξ−1)
(ψ1, ψ)
ψ + ξ−1.
Notice first that, since by (6.10) F1(ψ) < 0, ψ and ψ1 cannot be orthogonal, therefore η is well
defined. Furthermore, ψ and ξ−1 are linearly independent as they have different parity, so it must
be η 6= 0. Since (ψ1, η) = 0, η has no components in the negative part of the spectrum of L1, so
F1(η) ≥ 0.
But this is not the case. Indeed, for a generic combination φ = αψ + βξ−, we have
F1(φ) = |α|2F1(ψ) + |β|2F1(ξ−1) + 2Reα¯β〈L1ψ, ξ−1〉 = |α|2F1(ψ) + |β|2F γ,ω1 (ξ−1), (6.14)
as the mixed term vanishes, being the scalar product of an even and an odd function.
Now we compute F1(ξ−1). We notice that, due to the continuity of ξ−1, the term related to the point
interaction vanishes, so, after integrating by parts, we get
F1(ξ−1) = lim
ε→0
[∫ −ε
−∞
ξ−1(x)
(
−ξ′′−1(x) + ωξ−1 −
ω(2µ+ 1)(µ + 1)
cosh2(µ
√
ω(x− y))ξ−1(x)
)
dx
+
∫ ∞
ε
ξ−1(x)
(
−ξ′′−1(x) + ωξ−1 −
ω(2µ + 1)(µ + 1)
cosh2(µ
√
ω(x+ y))
ξ−(x)
)
dx
+ξ−1(0)(ξ′−1(0−)− ξ′−1(0+))
]
= ξ−1(0)(ξ′−(0−)− ξ′−1(0+)),
(6.15)
where we used the fact that, by definition of ξ−1,
−ξ′′−1(x) + ωξ−1(x)−
ω(2µ + 1)(µ + 1)
cosh2(µ
√
ω(|x|+ y))ξ−1(x) = 0, ∀x 6= 0.
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Then, one can directly compute
F1(ξ−1) = −4
γ
(
1− 4
γ2ω
) 1
µ
[
µ− (µ+ 1) 4
γ2ω
]
which is negative if and only if ω > ω∗. Thus, as a consequence of (6.14), beyond the bifurcation
frequency ω∗, for any linear combination φ of ξ−1 and ψ we have F1(φ) < 0, that contradicts the
hypothesis of having only one simple negative eigenvalue in the spectrum of L1.
In order to prove that actually either n = 2 or n = 1 and ν1 is a double eigenvalue, we prove
that ψ minimizes Sω on the Nehari manifold with the additional constraint ϕ(0+) = −ϕ(0−). To
this aim, we first observe that, if ϕ ∈ Q fulfils ϕ(0+) = −ϕ(0−), then
Sω(ϕ) =
1
2
‖ϕ′‖2 + ω
2
‖ϕ‖2 − λ
2µ + 2
‖ϕ‖2µ+22µ+2 −
2
γ
|ϕ(0+)|2
Iω(ϕ) = ‖ϕ′‖2 + ω‖ϕ‖2 − λ‖ϕ‖2µ+22µ+2 −
4
γ
|ϕ(0+)|2 = 0
(6.16)
Consider the unitary transformation U♯ of the space Q, defined by
ϕ♯(x) := (U♯ϕ)(x) := ǫ(x)ϕ(x)
and notice that, if ϕ(0+) = −ϕ(0−), then ϕ♯ belongs to H1(R), so the minimization problem is
mapped into the problem of minimizing the functional
Sω,♯(ϕ♯) =
1
2
‖ϕ′♯‖2 +
ω
2
‖ϕ♯‖2 − λ
2µ+ 2
‖ϕ♯‖2µ+22µ+2 −
2
γ
|ϕ♯(0)|2 (6.17)
among the functions in H1(R) that satisfy the constraint
Iω,♯(ϕ♯) = ‖ϕ′♯‖2 + ω‖ϕ♯‖2 − λ‖ϕ♯‖2µ+22µ+2 −
4
γ
|ϕ♯(0)|2 = 0.
Problem (6.17) corresponds to the issue of finding the ground state for a nonlinear Schro¨dinger
equation in the presence of a δ-type defect of strength −4/γ. By [17] and [16], we know that the
solution reads
φω,♯ :=
[
(µ+ 1)ω
λ
] 1
2µ
cosh−
1
µ (|x|+ y) ,
so we obtain, still up to a phase,
φω,♯ = U♯ψ
and, as a consequence, ψ minimizes the action on the Nehari manifold with the additional condition
ψ(0+) = −ψ(0−).
It remains to prove that such a constraint has codimension two. We denote the constraint by
M := {ϕ ∈ Q, Iω(ϕ) = 0, ϕ(0+) = −ϕ(0−)}. (6.18)
By the operator U♯ such a constraint is mapped to
M♯ := {ϕ ∈ H1(R), Iω,♯(ϕ) = 0}. (6.19)
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It is well-known ([17], [16]) that M♯ has codimension one as a subspace of H1(R). On the other
hand, since any function ζ in Q can be decomposed as
ζ =
1
2
(ζ(0+)− ζ(0−))ǫ(·)e−|·| + ζ˜ ,
with ζ˜ ∈ H1(R), we have
Q = H1(R)⊕ Span{ǫ(·)e−|·|},
so H1(R) has codimension one as a subspace of Q. Therefore,M♯ has codimension two as a subspace
of Q. Thus, by unitarity of U♯, M has codimension two as a subspace of Q too.
We then proved that the negative space of the operator L1 has dimension at most two and that
for ω > ω∗ it equals exactly two. The proof is concluded.
Now we consider the case of an asymmetric ground state ψy1,−y2,θω . We define
Lγ,ω1,asym = Hγ + ω −
ω(µ+ 1)(2µ + 1)
cosh2 (µ
√
ω (x+ χ+(x)y2 − χ−(x)y1))
and
Lγ,ω2,asym = Hγ + ω −
ω(µ+ 1)
cosh2 (µ
√
ω (x+ χ+(x)y2 − χ−(x)y1))
where tanh(µ
√
ωyj) = tj, and t1, t2 are the unique positive solutions to (5.2) with t1 < t2.
Proposition 6.4. Fixed µ > 0, for any ω > ω∗ the operator Lγ,ω1,asym has trivial kernel and one
simple negative eigenvalue.
Proof. For shorthand, in this proof we will denote the operator Lγ,ω1,asym by L1. Furthermore, the
function ψy1,−y2,0ω will be denoted by ψ.
By Theorem 5.3, if ω > ω∗ then ψ is a local minimizer for the functional Sω on the Nehari
manifold. As a consequence, one can prove that L1 has one simple negative eigenvalue by following
the proof of Proposition 6.3 up to (6.10).
Concerning the kernel of L1, one can follow the reasoning carried out in the proof of 6.3 through
(6.11), (6.12) and conclude that the only solutions to the equation L1ξ = 0 can be given by ξa(x) =
χ+ξ(x + y2) + aχ−ξ(x − y1), where a is a complex number, provided that ξa fulfils the matching
conditions at zero, that translate into the system
µ−sinh2(µ√ωy2)
cosh
2+ 1µ (µ
√
ωy2)
= a µ−sinh
2(µ
√
ωy1)
cosh
2+ 1µ (µ
√
ωy1)
sinh(µ
√
ωy2)
cosh
1+ 1µ (µ
√
ωy2)
+ a sinh(µ
√
ωy1)
cosh
1+ 1µ (µ
√
ωy1)
= −γ√ω sinh(µ
√
ωy2)
cosh
2+ 1µ (µ
√
ωy2)
(6.20)
Expliciting a from the first equation, plugging it into the second, and denoting as customary ti =
tanh(µ
√
ωyi), we get the equation
t1
µ− (µ + 1)t21
+
t2
µ− (µ+ 1)t22
= −γ√ω,
that, using the second equation in (5.2), gives
1− t21
t1(µ − (µ+ 1)t21)
+
1− t22
t2(µ− (µ+ 1)t22)
= 0.
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Finally, by the first equation in (5.2) one gets
1
t2µ+11 (µ − (µ+ 1)t21)
+
1
t2µ+12 (µ− (µ + 1)t22)
= 0.
Such a problem translates to the problem of finding t1 and t2 such that 0 ≤ t1 < t¯ < t2 ≤ 1, and
g2(t1) = g
2(t2), where g(t) := t
2f ′(t) and f(t) = t2µ − t2µ+2.
The problem was treated in the last form in the proof of Theorem 5.3, from formula (5.19) up to
formula (5.26). The conclusion is that it has no solutions, so none among the functions ξa lies in the
kernel of L1, which is therefore trivial. This concludes the proof.
6.2 The sign of d′′(ω)
Proposition 6.5. Given µ > 0, the sign of the second derivative of the function d, defined in (2.13),
is determined as follows:
1. if 0 < µ ≤ 2, then d′′(ω) > 0 for any ω ∈ (ω0, ω∗) ∪ (ω∗,+∞). Furthermore, 0 < d′′(ω∗ + 0) <
d′′(ω∗ − 0);
2. if µ > 2, then d′′(ω) > 0 for ω ∈ (ω0, ω∗). Besides, d′′(ω∗ − 0) > 0;
3. there exists µ⋆ ∈ (2, 2.5) such that
(a) If µ < µ⋆, then d′′(ω∗ + 0) > 0, so there exists ω1(µ) ≥ ω∗ such that d′′(ω) > 0 for any
ω ∈ (ω∗, ω1(µ));
(b) if µ = µ⋆, then d′′(ω∗ + 0) = 0;
(c) if µ > µ⋆, then d′′(ω∗ + 0) < 0;
4. if µ > 2, then there exists ω2(µ) ≥ ω∗ such that, if ω > ω2(µ), then d′′(ω) < 0.
Proof. First, we notice that, given µ > 0, ω > ω0, and denoted by ψω a solution to the problem 2.3
corresponding to the chosen value of µ and ω, one has
d′(ω) =
1
2
‖ψω‖2.
Indeed, from definition (2.13), using the stationarity of ψω we get
d′(ω) =
d
dω
Sω(ψω) =
d
dω
E(ψω) +
1
2
M(ψω) +
ω
2
d
dω
M(ψω) = S
′
ω[ψω]
d
dω
ψω +
1
2
M(ψω) =
1
2
M(ψω).
Expliciting M(ψω) one obtains
d′(ω) =
(
µ+ 1
λ
) 1
µ ω
1
µ
− 1
2
2µ
[∫ 1
ζ1(ω)
(1− t2) 1µ−1 dt+
∫ 1
ζ2(ω)
(1− t2) 1µ−1 dt
]
, (6.21)
provided that the change of variable t = tanh(µ
√
ω(x − x1)) (t = tanh(µ
√
ω(x − x2))) has been
performed in the first (second) integral. The lower bounds in the intervals of integration are defined
by
ζi(ω) =

2
γ
√
ω
, ω ∈ (ω0, ω∗]
ti, ω ∈ (ω∗,+∞)
, i = 1, 2 (6.22)
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where the couple t1, t2 is the unique solution to the system (5.2) such that t1 < t¯ < t2, where
t¯ =
√
µ
µ+1 .
Differentiating (6.21) yields
d′′(ω) =
(
µ+ 1
λ
) 1
µ ω
1
µ
− 3
2
2µ
{(
1
µ
− 1
2
)[∫ 1
ζ1(ω)
(1− t2) 1µ−1 dt+
∫ 1
ζ2(ω)
(1− t2) 1µ−1 dt
]
−ω
[
ζ ′1(ω)(1− ζ21 (ω))
1
µ
−1 + ζ ′2(ω)(1 − ζ22(ω))
1
µ
−1]} . (6.23)
Let us denote
(I) :=
(
1
µ
− 1
2
)[∫ 1
ζ1(ω)
(1− t2) 1µ−1 dt+
∫ 1
ζ2(ω)
(1− t2) 1µ−1 dt
]
(II) := − ω
[
ζ ′1(ω)(1 − ζ21 (ω))
1
µ
−1
+ ζ ′2(ω)(1− ζ22 (ω))
1
µ
−1]
.
(6.24)
1. 0 < µ ≤ 2.
The quantity (I) is positive for any ω > ω0. Moreover, by (6.22), for ω ∈ (ω0, ω∗) the quantity (II)
can be explicitly evaluated as
(II) =
2
γ
√
ω
(
1− 4
γ2ω
) 1
µ
−1
(6.25)
which is positive too. Therefore, by (6.23) and (6.24), we conclude that d′′(ω) > 0, if ω0 < ω < ω∗.
To determine the sign of (II) for ω > ω∗, it is convenient to distinguish between the cases µ ≤ 2 and
µ > 2. Let us start with µ ≤ 2. Rewriting the first equation in (5.2) as
t21(1− t21)
1
µ = t22(1− t22)
1
µ
and differentiating with respect to ω, we obtain
t′1 =
µt2 − (µ+ 1)t32
µt1 − (µ+ 1)t31
(
1− t22
1− t21
) 1
µ
−1
t′2,
where we neglected in the notation the dependence on ω. Therefore
(II) = −ωt′2(1− t22)
1
µ
−1
(
1 +
µt2 − (µ+ 1)t32
µt1 − (µ+ 1)t31
)
.
We prove that such a quantity is positive for µ < 2. As t1 < t¯ < t2, this reduces to prove
(µ+ 1)t32 − µt2 > µt1 − (µ + 1)t31. (6.26)
To this aim, we define the function
Γ(t) := [(µ + 1)t3 − µt]2 = 1
4
t4−4µ[f ′(t)]2,
where f is defined as in (5.14), namely by f(t) := t2µ − t2µ+2. By the fundamental theorem of the
integral calculus, for any t ∈ [0, 1]
Γ(t) =
∫ t
t¯
[
(1− µ)s3−4µ[f ′(s)]2 + 1
2
s4−4µf ′(s)f ′′(s)
]
ds, (6.27)
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where t¯ =
√
µ
µ+1 . Now we proceed like in the proof of theorem 5.3, formulas (5.20)-(5.25). First, we
define the function s1 as the inverse of f in the interval [0, t¯], as well as the function s2 that is the
inverse of f in [t¯, 1]. Then, performing the change of variable u = f(s), (6.27) gives
Γ(t) =
∫ f(t)
m
Σ(si(u)) du (6.28)
where i = 1 if t ∈ [0, t¯], i = 2 if t ∈ (t¯, 1], m := f(t¯) = µµ
(µ+1)µ+1
, and
Σ(s) := (1− µ)s3−4µf ′(s) + 1
2
s4−4µf ′′(s) = µs2−2µ − 3(µ + 1)s4−2µ.
Consider the case t1 ∈ [t¯/
√
3, t¯). The study of the sign of Σ and Σ′ shows that Σ is negative and
strictly decreasing in (t¯/
√
3, 1), for any u ∈ [f(t1),m) one has
0 > Σ(s1(u)) > Σ(t¯) = −2 µ
2−µ
(1 + µ)1−µ
> Σ(s2(u)),
and therefore, denoting a = f(t1) = f(t2),
Γ(t1) = −
∫ m
a
Σ(s1(u)) du < −
∫ m
a
Σ(s2(u)) du = Γ(t2). (6.29)
Second, consider the case t1 < t¯/
√
3. Write Γ(t1) as
Γ(t1) =
∫ f(t¯/√3))
m
Σ(s1(u)) du +
∫ f(t1)
f(t¯/
√
3)
Σ(s1(u)) du.
Notice that the first integral in the r.h.s. is positive, while the second is negative, owing to the facts
that Σ is positive in (0, t¯/
√
3) and that f(t1) < f(t¯/
√
3). Then, denoting by t¯2 the only point in
(t1, 1] such that f(t¯/
√
3) = f(t¯2), by (6.29),
Γ(t1) < Γ(t¯/
√
3) ≤ Γ(t¯2). (6.30)
Furthermore, since t1 < t¯/
√
3, it must be t¯2 < t2, and since Σ is negative in the interval (t¯2, t2),
we obtain Γ(t2) = −
∫ f(t¯2)
a Σ(s2(u))du + Γ(t¯2) > Γ(t¯2) that, together with (6.30) and (6.29) yields
Γ(t1) < Γ(t2) for any t1 ∈ [0, t¯), which is equivalent to (6.26). So we proved (II) > 0 if µ ≤ 2, that,
together with the positivity of (I), proves that d′′(ω) > 0 for any ω > ω0, ω 6= ω∗.
In order to complete the proof of point 1., we need to evaluate d′′(ω∗± 0), and to compare them.
By (6.23) and (6.24), this amounts to compare the value of the two limits limω→ω∗±0[(I)+(II)]. From
(6.24) it is clear that (I) is continuous at ω∗, where it takes the value
(
2
µ − 1
) ∫ 1√
µ
µ+1
(1− t2) 1µ−1 dt,
so we reduce to study the limits of the term (II) only. The left limit is immediately given by (6.24)
and (6.25), and reads
lim
ω→ω∗−0
(II) =
√
µ
(µ+ 1)
1
µ
− 1
2
> 0. (6.31)
Computing the right limit is more complicated. Differentiating both equations in (5.2) one can
express the couple (t′1, t
′
2) as a function of the couple (t1, t2), namely
t′1 = −
γf ′(t2)t21t
2
2
2
√
ω
(
t21f
′(t1) + t22f ′(t2)
) , t′2 = − γf ′(t1)t21t222√ω (t21f ′(t1) + t22f ′(t2)) , (6.32)
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where we neglected in notation the dependence of t1 and t2 on the variable ω and denoted f(t) =
t2µ − t2µ+2. From (6.32), (6.22), (6.24), and since, by (5.2), f(t1) = f(t2), one gets
(II) =
γ
√
ω
2
t2µ1 t
2µ
2 f
1
µ
−1(t1)
t2−2µ1 f
′(t1) + t
2−2µ
2 f
′(t2)
t21f
′(t1) + t22f ′(t2)
. (6.33)
Here, the only non trivial factor is the last one, in which both numerator and denominator vanish
as ω goes to ω∗ from the right. In order to compute such a limit we pass from the variable ω to the
variable t1. In other words, we consider t2 as a function of t1.
We define the functions
N(t1) := t
2−2µ
1 f
′(t1) + t
2−2µ
2 (t1)f
′(t2(t1))
D(t1) := t
2
1f
′(t1) + t22(t1)f
′(t2(t1))
(6.34)
and provide a Taylor expansion near t1 = t¯ =
2
γ
√
ω
for both of them. One immediately gets
N ′(t1) := (2− 2µ)
[
t1−2µ1 f
′(t1) + t
1−2µ
2 f
′(t2)t˙2
]
+ t2−2µ1 f
′′(t1) + t
2−2µ
2 f
′′(t2)t˙2
D′(t1) := 2t1f ′(t1) + t21f
′′(t1) + 2t2f ′(t2)t˙2 + t22f
′′(t2)t˙2
where we used the notation t˙2 :=
dt2
dt1
(t1). To evaluate N
′(t¯) and D′(t¯) we must then compute dt2dt1 (t¯).
From f(t1) = f(t2) it follows
t˙2 =
f ′(t1)
f ′(t2)
. (6.35)
By de l’Hoˆpital’s Theorem,
lim
t1→t¯−0
t˙2 = lim
t1→t¯−0
f ′′(t1)
f ′′(t2)t˙2
,
from which one immediately has
(
limt1→t¯ t˙2
)2
= 1. Now, since f ′(t1) > 0 and f ′(t2) < 0, it must be
lim
t1→t¯−0
t˙2 = −1.
As a consequence, N ′(t¯) = D′(t¯) = 0. Further differentiating N and D, and recalling that f ′(t¯) = 0,
one obtains
N ′′(t¯) := 8(1− µ)t¯1−2µf ′′(t¯) + 2t¯2−2µf ′′′(t¯) + t2−2µf ′′(t¯)d
2t2
dt21
(t¯)
D′′(t¯) := 8t¯f ′′(t¯) + 2t¯2f ′′′(t¯) + t2f ′′(t¯)
d2t2
dt21
(t¯).
By (6.35)
d2t2
dt21
(t1) =
f ′′(t1)(f ′)2(t2(t1))− (f ′)2(t1)f ′′(t2(t1))
(f ′)3(t2(t1))
,
so, again using de l’Hoˆpital’s theorem,
lim
t1→t¯−0
= −2f
′′′(t¯)
3f ′′(t¯)
.
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It then follows
N ′′(t¯) := 8(1 − µ)t¯1−2µf ′′(t¯) + 4
3
t¯2−2µf ′′′(t¯)
D′′(t¯) := 8t¯f ′′(t¯) +
4
3
t¯2f ′′′(t¯).
So, going back to (6.33), we get
lim
ω→ω∗+0
(II) =
γ
√
ω
∗
2
t¯4µf
1
µ
−1
(t¯)
6(1− µ)t¯1−2µf ′′(t¯) + t¯2−2µf ′′′(t¯)
6t¯f ′′(t¯) + t¯2f ′′′(t¯)
,
which, recalling that t¯ =
√
µ
µ+1 and the definition of the function f , gives
lim
ω→ω∗+0
(II) =
√
µ
(µ+ 1)
1
µ
− 1
2
5− 2µ
4µ + 5
> 0. (6.36)
Comparing (6.31) and (6.36), and observing that the existence of such limits implies the existence
of the left and right derivative and gives their values, one completes the proof of point 1.
2. µ > 2, ω0 < ω ≤ ω∗.
In this case, term (I) is negative, so one must compare its size to the size of (II).
From (6.22) and (6.23) we know that
d′′(ω) =
(
µ+ 1
λ
) 1
µ ω
1
µ
− 3
2
µ
r(ω), (6.37)
where
r(ω) =
2− µ
2µ
∫ 1
2
γ
√
ω
(1− t2) 1µ−1dt+ 1
γ
√
ω
(
1− 4
γ2ω
) 1
µ
−1
. (6.38)
Then,
r′(ω) = − 1
γω
3
2
(
1− 1
µ
)(
1− 4
γ2ω
) 1
µ
−2
< 0.
We estimate the first term in the r.h.s. of (6.38), for ω = ω∗, as
0 >
2− µ
2µ
∫ 1
√
µ
µ+1
(1− t2) 1µ−1dt > 2− µ
2µ
∫ 1√
µ
µ+1
(1− t) 1µ−1dt(
1 +
√
µ
µ+1
)1− 1
µ
=
2− µ
2
(
1 +
√
µ
µ+1
)
(µ + 1)
1
µ
.
So,
r(ω∗) >
1
2(µ + 1)
1
µ
 2− µ
1 +
√
µ
µ+1
+
√
µ(µ+ 1)
 > 2− µ+√µ(µ+ 1)
2(µ + 1)
1
µ
> 0.
Thus, since r is monotonically decreasing, we have r > 0 for any r ∈ (ω0, ω∗].
Finally, since limω→ω∗−0 d′′(ω) exists and can be recovered by putting ω = ω∗ in (6.37), one
obtains that d′′(ω∗ − 0) equals such limit and so point 2. is proven.
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3. µ > 2.
In order to prove points 3 (a,b,c) we need to evaluate d′′(ω∗ + 0). We compute limω→ω∗+0 d′′(ω).
Then,
lim
ω→ω∗+0
d′′(ω) = lim
ω→ω∗+0
(I) + lim
ω→ω∗+0
(II),
with (I) and (II) defined in (6.24), and, by a direct computation,
lim
ω→ω∗+0
(I) =
(
2
µ
− 1
)∫ 1
√
µ
µ+1
(1− t2) 1µ−1dt < 0.
Exactly as in the proof of point 1., one finds that the right limit of the term (II) is given by formula
(6.36).
Now, according to (6.23) and (6.24), the sign of d′′(ω∗ + 0), is given by the sign of the function
w(µ) := lim
ω→ω∗+0
[(I) + (II)] =
(
2
µ
− 1
)∫ 1
√
µ
µ+1
(1− t2) 1µ−1 dt+
√
µ
(µ+ 1)
1
µ
− 1
2
5− 2µ
4µ+ 5
.
Such a sign is obviously negative for µ ≥ 52 , so we restrict to 2 < µ < 52 . Then,
w′(µ) = −
(
2
µ2
+
µ− 2
2µ
3
2 (µ+ 1)
3
2
)∫ 1
√
µ
µ+1
(1− t2) 1µ−1 dt− µ− 2
µ3
∫ 1
√
µ
µ+1
(1− t2) 1µ−1 log
(
1
1− t2
)
dt
+
2µ + 1
2
√
µ(µ+ 1)
1+ 1
µ
5− 2µ
4µ + 5
− (µ+ 1)
1
2
− 1
µ
µ
3
2
log (µ + 1)
5− 2µ
4µ + 5
− 1√
µ(µ+ 1)
1
2
− 1
µ
5− 2µ
4µ + 5
− 30
√
µ(µ+ 1)
1
2
− 1
µ
(4µ + 5)2
.
(6.39)
For 2 < µ < 52 the only non negative term in (6.39) is the third one. By elementary computation we
find that the sign of the sum of such term with the last one is negative if and only if
−16µ3 + 12µ2 + 25 < 60µ2.
Since for µ = 2 the inequality is verified, it must be verified for any µ > 2, owing to the fact,
easy to check, that the l.h.s is a monotonically decreasing function, while the r.h.s is monotonically
increasing. As a consequence, w is monotonically decreasing for µ ∈ [2, 52 ], so there exists a unique
value of µ that makes d′′(ω∗ +0) vanish. Denoting it by µ⋆, we complete the proof of points 3 (b,c).
Point 3 (a) follows by continuity from the fact that, if µ < µ⋆, then d′′(ω∗ + 0) > 0.
4. µ > 2, ω →∞.
Point 4. follows from the asymptotics of t1 and t2 as ω goes to ∞, in the region t2 > t1 > 0:
t1 =
1
γ
√
ω
+ o(ω−
1
2 ) t2 = 1− 1
2γ2µωµ
+ o(ω−µ) (6.40)
t′1 = −
1
2γω
3
2
+ o(ω−
3
2 ) t′2 =
µ
2γ2µωµ+1
+ o(ω−µ−1). (6.41)
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Let us prove such asymptotics. The condition t2 > t1 selects, among the solutions to the system
(5.2), those belonging to the set T2 defined in (5.16). It is immediately seen that, in such region,
t1 → 0 and t2 → 1 as ω →∞. As a consequence, from the second equation in (5.2) one gets
lim
ω→∞ γ
√
ωt1 = lim
ω→∞
γ
√
ωt2
γ
√
ωt2 − 1 = 1,
so the first formula in (6.40) is proven.
From the first equation in (5.2) we have
lim
ω→∞ t
−2µ
1 (1− t22) = limω→∞ t
−2µ
2 (1− t21) = 1,
and by the first of (6.40)
1− t22 =
1
γ2µωµ
+ o(ω−µ)
and the second identity in (6.40) immediately follows.
In order to prove (6.41) we differentiate both equations in (5.2), obtaining
t′1t
2µ−1
1 (µ− (µ+ 1)t21) = t′2t2µ−12 (µ− (µ+ 1)t22)
t′1t
−2
1 + t
′
2t
−2
2 = − γ2√ω
(6.42)
Expressing t′2 from the second equation and plugging it into the first one we get
ω
3
2 t′1 = −
γωt21t
2µ+1
2 (µ− (µ + 1)t22)
2t2µ+12 (µ − (µ+ 1)t22) + 2t2µ+11 (µ− (µ+ 1)t21)
,
that converges to − 12γ as ω goes to infinity, and so the first formula in (6.41) is proved. To prove the
second one, it is sufficient to use the first equation in (6.42) and by (6.40), (4.9), the first in (6.41)
one finally obtains
lim
ω→∞ω
µ+1t′2 =
µ
2γ2µ
and the proof is complete.
6.3 Stability and instability of the ground states. Pitchfork bifurcation
We recall the definition of orbital neighbourhood and orbital stability.
Definition 6.6. The set
Uη(φ) := {ψ ∈ Q, s.t. inf
θ∈[0,2π)
‖ψ − eiθφ‖Q ≤ η}
is called the orbital spherical neighbourhood with radius η of the function φ.
Definition 6.7. We call orbitally stable (in the future) any stationary state φ such that for any
ε > 0 there exists δ > 0 such that
inf
θ∈[0,2π)
‖ψ − eiθφ‖Q ≤ δ =⇒ sup
t≥0
inf
θ∈[0,2π)
‖ψ(t) − eiθφ‖Q ≤ ε,
where ψ(t) is the solution to the problem (3.1) with ψ as initial datum.
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Figure 2: Hypocritical and critical case (i.e. µ ≤ 2). All ground states are stable.
Definition 6.8. We call orbitally unstable any stationary state that is not orbitally stable.
Proposition 6.9 (Stability and instability of ground states). Consider the ground states of the dy-
namics described by (1.1), defined as the solutions to problem 2.4 and explicitly computed in Theorem
5.3. Then,
1. If 0 < µ ≤ 2, then for any ω ∈ (ω0,+∞), ω 6= ω∗, all ground states are stable.
2. If µ > 2, then
(a) there exists ω1 > ω
∗ such that all the ground states with frequency ω < ω1 are orbitally
stable.
(b) There exists ω2 ≥ ω1 such that if ω > ω2 then all ground states with frequency ω > ω2 are
orbitally unstable.
Proof. Points 1 and 2 (a) follow from Theorem 2 in [21]. Indeed, notice that Assumption 1 in such
theorem is proven by Propositions 3.3 and 3.4, while Assumption 2 follows from Proposition 5.1 and
Theorem 5.3. Furthermore, owing to propositions 6.1, 6.3 a), b), and 6.4, Assumption 3 is verified
for all ground states. Therefore, in order to establish orbital stability, it is sufficient to remark that,
for the considered cases, Proposition 6.5 establishes d′′(ω) > 0.
Case 2 b) follows from Theorem 4.7 in [21], as we know from Proposition 6.5 that d′′(ω) < 0.
Thus, the theorem is proven.
Remark 6.10. By Theorem 3 in [21] we have that, under the hypotheses of Theorem 6.9, the ground
states solve Problem 2.2, i.e., they minimize at least locally the energy 2.8 among the functions with
the same L2-norm.
Theorem 6.11 (Pitchfork bifurcation). Given µ > 0, if ω > ω∗ then the stationary solutions ψy,−y,θω
defined in Theorem 5.3 are orbitally unstable.
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Figure 3: First hypercritical case (i.e. 2 < µ < µ⋆ < 2.5). Symmetric ground states are
stable. Immediately after bifurcation, the two newborn asymmetric states are still stable. At large
frequencies, they become unstable.
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Figure 4: Second hypercritical case (i.e. µ > µ⋆). Symmetric ground states are stable. Change
of stability occurs immediately after bifurcation.
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Proof. Closely mimicking the computation that led to formula (6.23), one gets
d2Sω(ψ
y,−y,θ
ω )
dω2
(ω) =
(
µ+ 1
λ
) 1
µ ω
1
µ
− 3
2
µ
{(
1
µ
− 1
2
)∫ 1
2
γ
√
ω
(1− t2) 1µ−1 dt+ 2
γ
√
ω
(
1− 4
γ2ω
) 1
µ
−1}
.
As ω > ω∗, we know by proposition 6.3 we know that the number of negative eigenvalues of the
operator Lγ,ω equals two. If d
2Sω(ψ
y,−y,θ
ω )
dω2
(ω) is positive (for instance if µ ≤ 2), then the result follows
from Theorem 6.2 in [22].
On the other hand, if d
2Sω(ψ
y,−y,θ
ω )
dω2
(ω) is negative, then we restrict the problem to the space Qa
of antisymmetric functions lying in Q. First, from the explicit knowledge of the propagator of the
Schro¨dinger equation with a δ′ interaction, represented by the integral kernel (see [4])
e−iHγt(x, y) =
ei
(x−y)2
4t√
4πit
+ ǫ(xy)
ei
(|x|+|y|)2
4t√
4πit
+
ǫ(xy)
2γ
∫ +∞
0
e
−2u
γ
ei
(|x|+|y|−u)2
4t√
4πit
+
2ǫ(xy)
γ
e
i 4t
γ2 e
− 2
γ
|x|+|y|
it appears that, denoting g˜(x) = g(−x), one has
˜e−iHγtψ0 = e−iHγtψ˜0
Let us consider the problem (1.1), and initial data ψa0 such that ψ˜
a
0 = −ψa0 . Then, applying Duhamel’s
formula to (1.1), one finds
ψt = e
−iHγtψ0 + iλ
∫ t
0
e−iHγ(t−s)|ψs|2µψs,
so that
ψ˜t = e
−iHγtψ˜0 + iλ
∫ t
0
e−iHγ(t−s)|ψ˜s|2µψ˜s = −e−iHγtψ0 + iλ
∫ t
0
e−iHγ(t−s)|ψ˜s|2µψ˜s
It follows that ψ˜t solves (1.1) with −ψ0 as initial data. Since (1.1) is invariant under multiplication
by a phase factor, and since the solution is unique, it must be ψ˜t = −ψt, and so we have that (1.1)
preserves the antisymmetry, and therefore the evolution problem (1.1) is well-defined in Qa.
Now, as already remarked in the proof of Proposition 6.3, the functions ψy,−y,θω are the minimizers
of Sω among the antisymmetric functions belonging to the Nehari manifold. The time-evolution
operator, linearized around them, admits a simple negative eigenvalue, so, by Theorem 4.1 in [21],
the stationary state ψy,−y,θω is orbitally unstable in Qa, so, a fortiori, it is orbitally unstable in Q.
To complete the proof, we recall that the instability of ψy,−y,θω in the case
d2Sω(ψ
y,−y,θ
ω )
dω2
(ω) = 0 can
be established by the argument in [12].
We are then in the presence of a pitchfork bifurcation, that can be depicted as in Figure 5.
We leave open the issue of optimizing ω1 and ω2, and possibly getting ω1 = ω2. In other words,
we do not know whether, for a frequency beyond the bifurcation, each ground state undergoes only
a change of variable or more.
Finally, we don’t treat here the problem of determining the stability features of the ground states
at the bifurcation frequency. This will be the subject of a forthcoming note.
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Figure 5: Pitchfork bifurcation. The branch of the (anti-)symmetric ground states can be con-
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