Pitch plays a crucial role in speech and music, but is highly degraded for people with cochlear implants, leading to severe communication challenges in noisy environments. Pitch is determined primarily by the first few spectrally resolved harmonics of a tone. In implants, access to this pitch is limited by poor spectral resolution, due to the limited number of channels and interactions between adjacent channels. Here we used noise-vocoder simulations to explore how many channels, and how little channel interaction, are required to elicit pitch. Results suggest that two to four times the number of channels are needed, along with interactions reduced by an order of magnitude, than available in current devices. These new constraints not only provide insights into the basic mechanisms of pitch coding in normal hearing but also suggest that spectrally based complex pitch is unlikely to be generated in implant users without significant changes in the method or site of stimulation.
INTRODUCTION
Pitch perception is a critical component of auditory and speech perception (McDermott 2004; Oxenham 2012) . It provides cues for linguistic features, such as intonation and emphasis contrasts (Highnam and Morris 1987) , as well as paralinguistic features, such as age, gender, and emotional state of the talker (Lieberman and Michaels 1962; Abberton and Fourcin 1978; Titze 1989) . Pitch is also intrinsically related to music perception, as it conveys crucial information about the melody, harmony, and tonality of sounds. For harmonic complex tones, such as those produced by musical instruments and the human voice, pitch is determined primarily by the low-numbered harmonics (Plomp 1967; Ritsma 1967) , which are thought to be spectrally resolved at the level of the auditory periphery (Moore and Gockel 2011; Oxenham 2012) . Hearing-impaired listeners commonly experience pitch processing deficits that may arise in part from reduced spectral resolution (Glasberg and Moore 1986; Arehart 1994; Bernstein and Oxenham 2006) . The spectral resolution of cochlear implants (CIs) is limited by the number of electrodes or channels (between 12 and 24 in current devices) and by the interactions of electrical current between adjacent electrodes. Because of this lack of resolution, CI users do not have access to the pitch produced by spectrally resolved harmonics and instead receive much weaker pitch information via the periodic fluctuations of a complex tone's temporal envelope (Kong et al. 2009; Carlyon et al. 2010; Macherey et al. 2011; Fielden et al. 2015; Cosentino et al. 2016 ). This weaker form of pitch, which is also perceived by normal-hearing listeners when presented only with high-numbered spectrally unresolved harmonics (Houtsma and Smurzynski 1990; Shackleton and Carlyon 1994) , is generally only available for fundamental frequencies (F0s) below about 300 Hz in CIs (Carlyon et al. 2010) , is strongly degraded by room reverberation (Qin and Oxenham 2005 ; Sayles and Winter 2008), and cannot convey more than one pitch at a time (Carlyon 1996; Micheyl et al. 2010; Oxenham and Kreft 2014) .
The inability to perceive strong pitch cues via CIs underlies some of the difficulties experienced by CI users in complex acoustic environments. For instance, CI users have difficulty understanding speech in situations with multiple talkers (Stickney et al. 2004; Rosen et al. 2013) , and have difficulty recognizing simple melodies (Kong et al. 2004; McDermott 2004; Galvin et al. 2007; Zeng et al. 2014) . Although it is believed that the limited number of independent spectral channels explains the lack of complex spectral pitch perception in CI users, it is not known how many channels would be needed, or how independent the information from each channel would need to be to restore such pitch via CIs. Some studies have addressed this question using vocoderbased simulations of CI stimulation in normal-hearing listeners (Kong et al. 2004; Crew et al. 2012) . Their results have suggested that as few as 16 channels may be sufficient to elicit pitch (Kong et al. 2004) , even when channel interactions are taken into account (Crew et al. 2012) . If true, it would suggest that only an incremental improvement in current CIs would be needed to restore some complex spectral pitch. However, a number of factors make the interpretation of the previous results difficult. First, the parameters used in those studies do not rule out the influence of temporal-envelope cues. Although temporal-envelope cues for pitch perception are weak, they can be sufficient to convey melodic information (Burns and Viemeister 1976) . Therefore, it is important to rule them out completely to test specifically for spectral cues. Second, the tasks in the previous studies either involved familiar melody recognition or contour recognition, tasks that do not explicitly require the extraction of the F0 (McDermott et al. 2008) , meaning that good performance could be achieved by simply extracting the lowest spectral edge of the stimuli, rather than the F0 itself.
The aim of the current study was to determine the spectral resolution necessary to extract pitch from low-numbered, spectrally resolved harmonics, in terms of number of channels and spectral interactions. Noise-excited envelope vocoders were used to simulate aspects of CI processing (Dudley 1939; Shannon et al. 1995) . Varying degrees of channel interaction were simulated by using filters with different spectral slopes (Fu and Nogaki 2005; Bingabr et al. 2008) . We ensured that the F0 had to be extracted from low-numbered resolved harmonics by band-pass filtering the stimuli before vocoding, so that the lower spectral edge of the stimuli did not provide usable information for the task. We removed potential temporal-envelope pitch cues by low-pass filtering the temporal envelope at 50 Hz. We also limited the information available in the pitch contour of the stimuli by using a melody discrimination task that required the detection of small changes in pitch, involving a single scale step (one or two semitones) that never resulted in a reversal of the melodic contour (Oxenham et al. 2011) . The results show that a minimum of 32 channels without any spectral overlap is required for extracting complex spectral pitch. When spectral overlap between channels is introduced, spectral resolution corresponding to at least 64 channels with 72 dB/octave overlap is needed to provide the minimal spectral information necessary to elicit usable pitch.
GENERAL METHODS

Participants
Participants for all experiments were tested to ensure that they had audiometric hearing thresholds no greater than 15 dB hearing level (HL) at octave frequencies from 250 Hz to 8 kHz. No participant had a history of neurological or hearing damage. Written informed consent was provided by each participant, and all participants were compensated for their time. The experiment was conducted at the University of Minnesota Twin Cities. The University of Minnesota Institutional Review Board gave approval for this experiment.
Vocoder Parameters
For experiments 1-4, the stimuli were vocoded with noise carriers. Although sine wave vocoders have been shown to better represent CI users' performance on pitch-related tasks (Luo et al. 2007) , they can also potentially add extraneous pitch cues. The acoustic pure and complex tones were first passed through a filter bank of logarithmically spaced frequency bands using very high-order finite impulse response (FIR) filters (N 9 1000), which ensured a flat overall spectral response (G0.1 dB ripple in the passband) and essentially no spectral overlap between channels. These were the analysis filters used for all the experiments. The impulse response of the filters was time aligned with a latency of about 20 ms. The frequency range for the entire filter bank (from the lowest to the highest cutoff frequencies) was 200-6000 Hz, and the number of channels was varied based on the experiment. Following band-pass filtering, the temporal envelopes in each channel were computed using a Hilbert transform followed by a fourth-order Butterworth low-pass filter with a cutoff frequency of 50 Hz to remove periodicity cues from the envelope. The resulting envelopes were then used to modulate independent samples of Gaussian white noise, and the resulting stimuli were then re-filtered through the synthesis filter bank. The slopes of the synthesis filter bank were varied according the parameters in the various experiments using either very high-order FIR filters (N 9 1000) for the no-overlap conditions or Butterworth filters ranging from fourth (24 dB/oct) to 60th order (360 dB/oct), as described in each of the individual experiments as follows. Finally, the output stimulus was generated by summing the outputs across all channels.
Experimental Setup
All stimuli were generated digitally and were converted to analog at a sampling rate of 48 kHz via a Lynx Studio L22 sound card. All testing was carried out in a soundattenuating booth. Stimulus presentation and response collection were controlled using the AFC software package (Ewert 2013) under MATLAB (MathWorks, Natick, MA). The stimuli were presented diotically at 65 dB sound pressure level (SPL) via HD 650 headphones (Sennheiser, Wedemark, Germany). For all experiments, all the stimuli were presented in background threshold-equalizing noise (TEN) at 55 dB SPL per equivalent rectangular bandwidth (ERB) around 1 kHz Moore et al. (2000) .
EXPERIMENT 1: EFFECT OF NUMBER OF SPECTRAL CHANNELS
Rationale
The aim of experiment 1 was to determine the number of spectral channels required for listeners to accurately perceive spectral pitch, as measured in a melody discrimination task. In this experiment, there was no spectral overlap between adjacent channels.
Participants
Thirteen participants (six males, aged 20-29) took part in this experiment. All participants performed two tasks: Task 1, a training and screening task using non-vocoded stimuli, and Task 2, the task of interest, using noise-vocoded stimuli.
Stimuli
The perception of pitch was measured using the paradigm described by Oxenham et al. (2011) . This paradigm involves a two-interval, two-alternative forced-choice melody discrimination task, where each interval consists of a four-note melody. On each trial, the four-note melody was generated from an octave of the diatonic (major) scale, where the first note of the scale (tonic) had an F0 of either 250 or 500 Hz. The notes were selected randomly with uniform distribution and replacement, with the restriction that no three consecutive notes could be the same. Either the notes in the second interval melody were unchanged (Bsame^trial) or the second or third note of the melody was raised or lowered by one scale step (Bdifferent^trial) (see Fig. 1 ). Listeners were asked to indicate whether the two melodies were the same or different. For example, in the schematic shown in Figure 1 , each box corresponds to one trial with two melodies. For the two panels on the left, there is no change in the overall pitches of the notes in the melodies so the correct response would be same. For the two example trials in the panels on the right, the second note is shifted downwards by one step so the correct response would be different. Because the change was only one scale step (either one or two semitones), it never resulted in a reversal of the melodic contour. Experiments 1-4 all used the same melody discrimination task. The only differences across experiments involved modifications in the vocoder parameters. When pure-tone pitch perception was tested, the first melody was comprised of pure tones between 250 and 500 Hz, whereas the second melody was transposed up one octave (500 to 1000 Hz), to avoid listeners being able to compare identical stimuli across the two melodies. When complextone pitch perception was measured, the first melody was still comprised of pure tones between 250 and 500 Hz, but the second melody was comprised of harmonic complex tones, band-pass filtered between 1000 and 3000 Hz (filter slopes of 48 dB/octave), with F0s ranging from 250 to 500 Hz. The change from pure to complex tones ensured again that listeners were not able to compare identical stimuli across the two melodies. In order to correctly identify a step change, listeners must extract the pitch of each of the tones. Each tone had a total duration of 300 ms, including 10-ms raised-cosine onset and offset ramps. Within a melody, notes were separated by 200-ms gaps, leading to a tone repetition time of 500 ms, or a tempo of 120 beats per second. These stimulus durations are similar to previous studies investigating melody perception in normal-hearing listeners as well as CI users (Pressnitzer et al. 2001; Kong et al. 2004; Oxenham et al. 2011) . All the stimuli were vocoded with the noise vocoder described earlier before being presented to the listeners. The number of channels were 8, 16, 32, and 64. The synthesis filter slopes were designed to have no overlap between channels, so the same FIR filters as the analysis filters were used for the synthesis filter in this experiment (see description in the BGeneral Methods^). run consisting of 20 trials. Each block consisted of five runs each for the pure-tone and complex-tone conditions. The training was carried out on the nonvocoded stimuli to ensure that listeners understood and were able to complete the task. Visual feedback (correct/incorrect) was provided after each trial. The participants were required to obtain a score of 80 % correct or higher for three consecutive runs within the two blocks in order to continue with the study. After the training, 10 of the 13 participants successfully passed the screening and were allowed to continue with the study to Task 2. The three participants who failed the screening could still perform the task to an average level of 70 % accuracy, and all had some musical training. Three of the remaining ten participants reported having no formal musical training. Task 2 consisted of five test blocks consisting of ten runs, each corresponding to a different condition, with 20 trials per condition. The ten conditions tested were two types of tones (pure and complex tones) and five vocoder conditions (8, 16, 32, and 64 channels and non-vocoded) . No feedback was provided in Task 2 to avoid the possibility that the participants learned to base their judgments on any non-pitch-related cues. The order of presentation of the blocks and runs was randomized.
Behavioral Data Analysis
For each task in experiments 1-4, each participant's performance on the melody perception task was first calculated using d' and then converted to the percentage equivalent proportion correct score assuming unbiased responding (PC max ): proportion correct (max for 2AFC) percentage = (d'/√2) × 100 (Macmillan and Creelman 2004) . This method gives us a more accurate estimate of sensitivity, independent of bias, as it is derived from the d' scores.
Results
The results of this experiment for both the pure-and complex-tone conditions are shown in Figure 2a . Equivalent proportion correct responses under unbiased responding (PC max ) were analyzed for both tasks using a repeated-measures analysis of variance (ANOVA), where the factors were stimulus type (pure or complex tones) and number of channels (8, 16, 32, 64, no vocoder ). An overall significant main effect of FIG. 1. Schematic representation of the pure and complex tone melody discrimination paradigms used in experiments 1-4. The top row shows the pure -tone melody discrimination paradigm, where the second interval always has a melody shifted upwards by an octave. The bottom row shows the complex -tone melody discrimination paradigm, where the second interval is made of complex tones whose F0s correspond to the F0s of the tones in the first interval; however, the complex tones are filtered between 1 and 3 kHz so that the F0s are physically not present (the removed components of each tone shown by the grey blocks). In both Bdifferent^paradigm examples, the second tone is shifted downwards by one scale step (indicated by the red arrow).
the number of channels was found (F 4, 36 = 78.6, P G 0.001). There was no significant effect of pure vs. complex tones (F 1, 9 = 0.3, P = 0.6) and no significant interaction between the two factors (F 4, 36 = 2.4, P = 0.07). Post hoc tests (with Bonferroni adjustment for multiple comparisons; criterion P value = 0.005) indicated that the 32, 64, and no vocoder conditions were significantly different from all other conditions (P G 0.001 in all cases); no significant difference was found between 8 and 16 channels (P 9 0.05). For the pure tones, only performance in the 8-channel condition was not significantly above the 50 % level of chance (P 9 0.05); performance in all the other conditions exceeded chance (P G 0.001 in all cases). For the complex tones, performance was not significantly different from chance in the 8-and 16-channel conditions (P 9 0.05 in both cases). In order to test for practice effects across blocks, a repeated-measures ANOVA was carried out, again with PC max as the dependent variable, but with factors of tone type (pure or complex), number of channels, and block number. The same results as earlier were observed, along with no significant effect of block number (F 4, 36 = 2.1, P = 0.1) and no significant interactions between block number and the other factors. Thus, no evidence for practice effects was observed. Overall, the results suggest that complex pitch perception requires at least 32 channels.
EXPERIMENT 2: INTERACTIONS BETWEEN NUMBER OF CHANNELS AND SPECTRAL SLOPES
Rationale
Experiment 1 indicated that the minimum number of channels required is 32. Although this number is higher than that suggested in some previous studies, even this may be an underestimate when considering CIs, as it does not take into account the effects of interactions between channels. In experiment 2, the same paradigm was used as that in experiment 1, but different filter slopes were used to simulate different degrees of channel interactions.
Participants
Twelve participants (six males, aged 20-29) took part in this experiment. None had previously taken part in experiment 1. All participants had audiometric thresholds of no more than 15 dB HL at octave frequencies from 250 Hz to 8 kHz. No participant had a history of neurological or hearing damage. All participants performed two tasks: Task 1, a training task using non-vocoded stimuli, and Task 2, the main task of interest using noise-vocoded stimuli. Two participants failed to reach the performance criteria for Task 1, leaving 10 participants (four males and six females) to perform Task 2.
Stimuli
The stimulus paradigms for experiment 2 were the same as for experiment 1. All the stimuli were vocoded using the noise vocoder described earlier.
To simulate different number of channels, the number of frequency bands was varied (32, 48, and 64 channels). To vary the degree of channel interaction, the slope of the synthesis filters used to create the frequency bands was varied, with slopes of 24, 48, and 72 dB/octave, along with a control no-overlap condition, as in experiment 1.
Procedure
As in experiment 1, Task 1 was a training as well as a screening task, which was carried out using nonvocoded stimuli. The participants were required to obtain a score of at least 80 % correct in three consecutive runs within the two training blocks in order to continue with the study. After the training, ten of the 12 participants successfully passed the screening and were allowed to continue with the study to Task 2.
Task 2 consisted of five test blocks, each consisting of 24 runs. Each run corresponded to a different condition, with 20 trials per condition. The 24 conditions tested were two types of tones (pure vs. complex tones) × three channel conditions (32, 48, and 64 channels) × four spectral slope conditions (24, 48, and 72 dB/octave and no-overlap). Similar to Task 1, the participants were presented in each trial with two melodies of four tones each and were asked to determine if the two melodies were the same or different. Unlike Task 1, participants were not given visual feedback after every trial. The order of presentation of the blocks and runs was randomized for each participant.
Results
The results of this experiment are shown in Figure 2b . The resulting PC max scores were analyzed using a repeated-measures ANOVA with factors of stimulus type (pure or complex tones), number of channels (32, 48, 64) , and filter slope (24, 48, and 72 dB/octave and no overlap). A significant main effect of slope was found (F 3, 27 = 38.4, P G 0.001), with no other main effects and no significant interactions (P 9 0.05 in all cases). Post hoc tests (with Bonferroni adjustment for multiple comparisons; criterion P value is 0.008) indicated that the no-overlap conditions were significantly different from all other slope conditions (P G 0.001), while the other three conditions with overlap were not significantly different from each other (P 9 0.05). Furthermore, only the no-overlap conditions produced performance that was significantly above chance for all three channel conditions (P G 0.005), whereas of the conditions with shallower filter slopes, only the 72 dB/octave conditions produced abovechance performance, and then only with 64 channels (P G 0.001).
EXPERIMENT 3: SPECTRAL SLOPES NEEDED FOR ABOVE -CHANCE PERFORMANCE
Rationale
The results of experiment 2 were unexpected, as we found that even with slopes of 72 dB/octave, performance was generally not significantly above chance. The aim of experiment 3 was to determine what steepness of slopes would be needed, given a large number of channels (64), to elicit accurate complex spectral pitch.
Methods
The 10 participants (four males, aged 20-29) who completed experiment 2 also took part in experiment 3. The same melody discrimination paradigm was used as in experiments 1 and 2. Only the 64-channel vocoder was used in this experiment, together with filter slopes of 72, 96, 120, and 144 dB/oct. As all the participants in experiment 3 had already passed the training/screening task of experiment 2, they only completed the test task here. The task consisted of five test blocks each consisting of eight runs corresponding to different conditions, with 20 trials per run. The eight conditions tested included two types of tones (pure vs. complex tones) with four spectral slope conditions (72, 96, 120, and 144 dB/oct). The task was the same as the previous two experiments. Participants were not given feedback. The order of presentation of the blocks and runs was randomized for each participant.
Results
The results are shown in Figure 2c . The PC max values were submitted to a repeated-measures ANOVA, where the factors were stimulus type (pure and complex tones) and amount of overlap or slope (72, 96, 120, and 144 dB/octave, and no overlap). A significant main effect of slope was found (F 3, 27 = 8.86, P G 0.001), but no main effect of stimulus type (F 1, 9 = 5.01, P = 0.06) and no significant interaction (F 3, 27 = 0.69, P = 0.56). Contrast analysis revealed a linear trend for filter slope (F 1, 9 = 21.8, P = 0.001), suggesting a gradual improvement in performance with increasing filter slope. This impression is supported by post hoc tests (with Bonferroni adjustment for multiple comparisons; criterion P value is 0.008), which indicated that only the shallowest (72 dB/oct) and steepest (144 dB/oct) conditions were significantly different from each other (P G 0.005). All the conditions produced a performance that was significantly above chance (P G 0.001 in all cases). However, even performance with the 144 dB/oct slopes was substantially poorer on average (~65 %) than that found with the steep filters used in the no-overlap conditions with 64 channels (~75 %).
EXPERIMENT 4: EFFECTS OF ASYMMETRIC FILTER SLOPES
Rationale
The results from experiments 1-3 show that very steep filter slopes are critical for eliciting pitch from the vocoder noise bands. The aim of this experiment was to determine if one steep edge would improve performance and, if so, whether the upper or lower filter slope was more important in defining the pitch strength of the stimulus. On one hand, spectral edge pitch (Kohlrausch and Houtsma 1992) has been found to be stronger for the lower-frequency edge than the higher, leading to the prediction that the lower filter slope may limit perception. On the other hand, it may be that any sharp spectral edge is sufficient to induce a pitch percept; in that case, no perceptual asymmetry may be observed between the two slopes. These predictions were tested by measuring melody discrimination using filters that had one steep slope (360 dB/oct) and one slope that decayed at 36, 48, 72, or 96 dB/oct.
Methods
The ten participants (four males, aged 20-29) who took part in experiments 2 and 3 also took part in experiment 4. The experimental paradigm for experiment 4 was the same as for the earlier experiments. All the stimuli were vocoded using the noise vocoder described earlier. In this experiment, only 64 channels were used. One filter slope was always fixed at 360 dB/oct, while the other slope was 36, 48, 72, or 96 dB/oct.
As all the participants in experiment 4 had passed the training/screening task in experiment 2, they only carried out the test task. The task consisted of five test blocks consisting of 16 runs, each corresponding to a different condition, with 20 trials per condition. The 16 conditions tested were two types of tones (pure vs. complex tones) × two sides for steep edge (low-vs. high-frequency edge) × four spectral slope conditions (36, 48, 72, and 96 dB/octave). The task was the same as the previous three experiments. Participants were not given feedback. The order of presentation of the blocks and runs was randomized for each participant.
Results
The results from this experiment are shown in Figure 2d . The PC max values were submitted to a repeated-measures ANOVA where the factors were stimulus type (pure and complex tone), side of steep edge (low and high), and slope of the shallow edge (36, 48, 72, and 96 dB/octave). Significant main effects of stimulus type (F 1, 9 = 34.3, P G 0.001) and slope of the shallow edge (F 3, 27 = 7.28, P G 0.001) were observed, along with a significant interaction between those two factors (F 3, 27 = 3.62, P = 0.024). However, no significant effect of side of steep edge was observed (F 1, 9 = 0.12, P = 0.73), and no significant interactions with the side of the steep edge were found (P 9 0.05 in both cases). Post hoc tests (with Bonferroni adjustment for multiple comparisons; criterion P value is 0.003) indicated that the 72 and 96 dB/octave conditions were significantly different from the 36 and 48 dB/octave conditions (P G 0.001). Contrast analysis revealed a linear trend for filter slope (F 1, 9 = 24.8, P = 0.001), suggesting a gradual improvement in performance with increasing filter slope. All the conditions produced a performance that was significantly above chance (P G 0.001 in all cases). The results suggest that only one steep filter slope is necessary for accurate pitch perception, and that steep low and high slopes produce equally salient pitches.
EXPERIMENT 5: PITCH MATCHES AND PITCH COMPARISONS
Rationale
Experiments 1-4 investigated the minimum spectral resolution required to extract complex spectral pitch. The results demonstrate that a large number of channels (32 or more) and very steep slopes on at least one side of the spectrum of each channel (greater than 72 dB/oct) are required to induce an accurate pitch sensation. However, it remains unclear what pitch the vocoded stimuli induces, whether it corresponds to the pitch computed from the peaks within the spectrum which would correspond to the F0 of the tone, some transformation of the spectral centroids of the vocoder peaks, or a transformation of the steepest slopes from the vocoder peaks. Here, we used pitch-matching and pitch-comparison paradigms to determine the pitch produced by the vocoded pure and complex tones used in experiments 1-4 and to relate the pitch to the physical characteristics of the vocoded stimuli.
Participants
Fourteen normal-hearing participants (four males, ages 18-29) were recruited to perform a pitchmatching task. All participants had hearing thresholds of less than 15 dB HL at octave frequencies from 250 Hz to 8 kHz. All participants had previous musical training. Eight of the participants had taken part in experiments 2-4; six were newly recruited to the study.
Stimuli and Procedure
Pitch-Matching Task. A pitch-matching paradigm was carried out for both pure tones and complex tones. In both tone conditions, each trial began with a 300-ms vocoded tone followed by a 500-ms silence, and then, a non-vocoded tone. For the pure tone conditions, the trial started with a vocoded pure tone followed by a non-vocoded pure tone. Similarly, for the complex tone condition, the trial started with a vocoded complex tone filtered between 1 and 3 kHz (the same as the complex vocoded tones used in experiments 1-4) followed by a non-vocodedcomplex tone, also filtered between 1 and 3 kHz. In both conditions, the listeners had to vary the pitch of the non-vocoded tone until it matched the pitch of the vocoded tone. The tones were embedded in a broadband (50 Hz to 22 kHz) threshold-equalizing noise (TEN; Moore et al. 2000) ; background noise began 300 ms before the standard tone, continued through the trial, and ended 300 ms after the end of the comparison tone. The tones were vocoded using the same vocoder as the previous experiment. Six stimulus conditions were used: three non-overlapping conditions similar to experiment 2 (32, 48, and 64 channels), two asymmetric slope conditions with 64 channels where either the low and the high pass slopes were 360 and 36 dB/octave or vice versa, and a final symmetric steep slope condition with 64 channels and 72 dB/octave slopes. The F0s of the tones were either 280, 375, or 500 Hz.
The starting frequency or F0 of the variable non-vocoded tone was randomly selected on each block from a uniform distribution on a discrete semitone scale ±18 semitones around the frequency or F0 of the vocoded tone. After each trial, participants could adjust the frequency or F0 of the non-vocoded tone up or down by four, one, or 0.25 semitones; could elect to hear the trial at the same frequencies again; or could indicate that they were satisfied with the pitch match by using virtual buttons on a graphical user interface. Participants were encouraged to bracket the pitch of the reference vocoded tone by adjusting the pitch of the non-vocoded tone below and above that of the reference before making a final decision.
The task consisted of eight blocks, four each for the complex-and pure-tone conditions. Within each run, there were 36 trials. The experiment took place over two to three sessions of 2 h each. This task was not timed, and no feedback was given; participants were encouraged to take their time to ensure accuracy. Due to the challenging nature of this task, an exclusion criterion for the experiment was set. A participant was required to achieve 30 % matching accuracy in pure and complex tones in any condition. Based on this criterion, four participants were excluded from the study, leaving a total of 10 participants (seven females and three males, ages 18-29). Seven of the ten participants in the final dataset had also completed experiment 4. Pitch Comparison Task. The stimuli used were the vocoded pure and vocoded complex tones used in experiment 5 for the three conditions with overlap (360-36, 36-360, and 72-72 dB/octave). In both tone conditions (pure and complex), each trial began with a 300-ms vocoded tone from one condition followed by a 500-ms silence, and then a vocoded tone from another condition with the same frequency or F0. For example, a trial could have the first tone as a 500-Hz complex tone vocoded with 360-36 dB/octave asymmetric slopes followed by a 500-Hz complex tone vocoded with 36-360 dB/octave asymmetric slopes. The listeners would have to indicate which of the two tones sounded higher.
Listeners were instructed to pick the Bhigher toneî n a two-interval forced-choice paradigm. A total of 18 runs were presented to the listeners, with each run consisting of 20 trials. Each run corresponded to a different tone (F0s = 280, 375, and 500 Hz) and condition comparison. No feedback was provided. The order of presentation of the blocks and runs was randomized for each participant. Figure 3 shows the histograms, pooled across all participants and all trials, for both pure and complex tones across all vocoder conditions, with the x-axis representing the deviation in semitones from the frequency or F0 of the target tone prior to vocoding. For the analysis of accuracy, the proportion of matches within +/−0.25 semitones of the comparison tone was analyzed using a repeated-measures ANOVA, where the factors were stimulus type (pure or complex tone) and vocoder condition (three non-overlap conditions, two asymmetric conditions, and one symmetric condition). A significant main effect of vocoder condition was observed (F 5, 45 = 49.6, P G 0.001), with no significant effect of stimulus type (F 1, 9 = 2.44, P = 0.15) and no significant interaction (F 5, 45 = 2.25, P = 0.065). Post hoc tests (with Bonferroni adjustment for multiple comparisons; criterion P value is 0.003) revealed that the 36-360 dB/oct asymmetric condition and the 72 dB/ octave symmetric condition were significantly different from the other four conditions (P G 0.001 in both cases), reflecting the generally lower performance in both conditions. Additionally, the 64 channel no-overlap condition was significantly different from all other vocoder conditions (P G 0.001 in all cases), reflecting the fact that performance was the best in this condition. In summary, according to the pitch matches, the modal pitch of the vocoded tones corresponded to spectral peaks of the vocoded stimuli and was roughly the same for the symmetrically and asymmetrically filtered stimuli, although the pitch accuracy was poorer for the asymmetrically filtered stimuli with the shallow slope on the low side. Thus, according to the outcomes of the pitch-matching experiments, the pitch of the vocoded stimulus seems to be determined by the peak frequency of the vocoder filter, and not by the center frequency of the slope, or the spectral centroid of the filter.
Results
In the pitch comparison task, participants were asked to directly compare the pitch produced by the two asymmetric conditions with 360 and 36 dB/oct slopes on either side. All participants responded at a rate of 100 % for both pure and complex tones that the pitch of tones vocoded with asymmetric slopes of 360-36 dB/oct was higher than the pitch of tones vocoded with either asymmetric slopes of 36-360 dB/oct or symmetrical slopes of 72 dB/oct. In addition, all listeners judged at a rate of 100 % that the pitch of pure and complex tones vocoded with symmetrical slopes of 72 dB/oct was higher than the pitch of the tones vocoded with asymmetrical slopes of 36-360 dB/oct. Thus, although the pitch matches revealed no difference in the modal pitch of the two asymmetric conditions (suggesting that the peak of the vocoder filters determines the pitch), direct comparisons resulted in pitch judgments consistent with the spectral centroid of the stimuli, in line with expectations based on the timbral property of brightness (McDermott et al. 2008; Allen and Oxenham 2014) .
GENERAL DISCUSSION
Spectral Resolution Required for Complex Spectral Pitch Is Higher than Expected
The results from experiment 1 provide an estimate of the minimum number of spectral channels that is needed to elicit complex spectral pitch. The outcomes suggest that a minimum of 32 channels are required, which with our logarithmically scaled vocoder is roughly equivalent to channel bandwidths of two semitones or 12 %. In terms of distance along the human cochlea, using Greenwood's (1990) map, this corresponds to roughly 0.6 mm per channel in the central part of the cochlea. Note that the estimated number of channels can be considered a lower bound, because it does not take into account any potential effects of spectral spread or non-uniform neural survival. Experiments 2 and 3 show that even with 32 or 64 channels, pitch perception is very limited when some spectral spread is incorporated in the simulations: even filter slopes as steep as 72 dB/oct were not sufficient to elicit reliable pitch percepts when 32 channels were used. Indeed, filter slopes as steep as 144 dB/oct still produced substantially poorer performance with a 64-channel vocoder than was observed in our non-overlap conditions.
Our conclusions that at least 32 channels without spectral overlap, or 64 channels with very steep filter slopes (972 dB/oct) are required for complex spectral pitch extraction, are at odds with earlier studies that examined the number of channels and degree of spectral resolution needed for melody perception (Kong et al. 2004; Crew et al. 2012; Fielden et al. 2015) . This apparent discrepancy can be ascribed to the fact that we were able to rule out cues based on temporalenvelope pitch and spectral edge pitch, which could have allowed the participants in the earlier studies to perform the tasks without extracting the pitch corresponding to the F0 from the lownumbered harmonics. Thus, it seems that when complex spectral pitch extraction is required with an accuracy of one musical semitone, a surprisingly high degree of spectral resolution is necessary.
Comparison of Spectral Resolution Required for Complex Spectral Pitch and Speech Perception
Studies investigating the number of vocoder channels needed for speech perception have found that the perception of simple sentences can be achieved with as few as four spectral channels (Shannon et al. 1995; Loizou et al. 1999; Faulkner et al. 2001 ) and have reported no systematic increase in performance with increasing number of channels beyond about eight (Friesen et al. 2001; Smith et al. 2002) . A higher number of channels can improve performance when the speech is presented in background noise (Dorman et al. 1998 ), but even here, performance tends to plateau with between 12 and 20 spectral channels. In terms of spectral overlap, speech perception in noise becomes poorer with increasing amounts of spectral overlap; however, using slopes steeper than about 50 dB/oct does not further improve performance (Bingabr et al. 2008 ). In contrast, our results for melodic pitch perception suggest that up to 64 channels are required, and that performance continues to improve with filter slopes up to and beyond 144 dB/octave.
It should be noted that some elements of speech perception, including prosody and speaker identification, rely to some extent on pitch perception. We are not aware of any studies that have systematically examined the effects of number of channels or filter slope for pitch-related aspects of speech. Although the variations in pitch with speech are generally very large compared to the subtle pitch changes associated with melodies (Patel et al. 1998) , it is still likely that robust pitch perception in a speech context (particularly in the presence of background noise or competing speech) requires the extraction of pitch from spectrally resolved harmonics. It therefore seems likely that the high number of channels and steep filter slopes required for the present task would also be needed to convey reliable pitch information in a speech context.
Effects of Asymmetric Spread on Melody Perception, Pitch Matching, and Pitch Comparisons
One important conclusion from our study is that accurate pitch perception can be elicited, so long as one of the slopes of each band-pass filter is very steep. The question of which slope is more important, and how it affects the overall pitch, appeared to be answered differently in the different experiments. The results from experiment 4, based on melody discrimination, suggested that similar performance was achieved whether the low or high filter slopes were steep. In contrast, the pitch-matching results from experiment 5 suggested that pitch accuracy was greater when the lower filter slope was steeper. One way to reconcile these results is to assume that the steeper lower slope (which coincides with the steeper slope of the excitation pattern after cochlear filtering; e.g., Zwicker 1970; Glasberg and Moore 1990) does result in more accurate pitch representations, but that the pitch generated by the steep high slope is still sufficiently accurate for good performance in the melody discrimination task.
In terms of the actual pitch generated by the vocoded stimuli, the results from the pitch-matching tasks strongly suggest that the pitch corresponds to the peak frequency of the vocoder filters, regardless of the slopes. Here again, an apparently different conclusion is reached when considering the results from the pitch-comparison experiment, where the stimuli with the steeper lower slope were consistently judged higher in pitch than the stimuli with the steeper upper slope. This finding is consistent with earlier studies, showing that the percept of tones with the same F0s can differ based on changes in brightness produced by shifts in the position of the spectral centroid of the tones (Samson et al. 1997; Caclin et al. 2005; Fastl and Zwicker 2007; Allen and Oxenham 2014) . In other words, although the pitch remained the same, as demonstrated by the pitchmatching results, listeners responded in the pitchcomparison task based on perceived changes in brightness.
Mechanisms of Pitch Perception
The discussion of pitch in our current study has mainly focused on the spectral (or place) pitch that is extracted via tonotopically mapped spectral information. However, pitch may also be extracted by a purely temporal code or a combined spectrotemporal code. The temporal code suggests that periodicity is coded based on a population of neurons firing synchronously in the phase with the acoustic waveform (e.g., Cariani and Delgutte 1996; Plack et al. 2006) , while the combined spectro-temporal code proposes that the period of an acoustic waveform could be determined by an array of coincidence detectors that correlates instantaneous phase information between different cochlear channels (e.g., Loeb et al. 1983; Shamma and Klein 2000) . Physiological studies in nonhuman mammals have found auditory-nerve phase locking to be present robustly up to 1-2 kHz, and then strongly degraded above 2-3 kHz, depending somewhat on the species (Palmer and Russell 1986) . Studies in humans have attempted to infer a limit of temporal coding from indirect psychophysical tests, and have reached limits that range from 1.5 kHz, based on the limits of binaural phase sensitivity (Grantham and Wightman 1978) , to 4-5 kHz, based on frequency difference limens (Moore 1973), to 8 kHz, based on the point at which frequency difference limens no longer become systematically worse (Moore and Ernst 2012). Some evidence suggests that it is possible to extract complex pitch in normal-hearing listeners using only frequency components above 8 kHz (Oxenham et al. 2011) , which is considered well above the limits of temporal phase locking. This outcome suggests that spectral coding, by itself, can be used for accurate pitch perception. Interestingly, animal vocoder studies of pitch have suggested that pitch processing in non-human mammals largely depends on temporal-envelope processing of unresolved harmonics, and that the sharper tuning associated with the human cochlea may result in stronger pitch extraction cues through spectral processing (Shofner and Campbell 2012; Shofner and Chaney 2013; Shofner 2014) . Taken together, these outcomes support the interpretation of our current results in terms of spectral coding, although the role of temporal information cannot be ruled out.
Implications for Current and Future Implantable Auditory Prostheses
In the current study, we used noise-excited envelope vocoders. This technique has been used in many previous studies to simulate the CI users' performance on auditory tasks (Shannon et al. 1995; Dorman et al. 1998; Loizou et al. 1999; Rosen et al. 1999; Friesen et al. 2001; Qin and Oxenham 2005; Bingabr et al. 2008) and is widely believed to simulate aspects of CI processing, such as poor frequency selectivity and loss of temporal fine structure information. In many circumstances, the performance of NH listeners under vocoded conditions has been shown to be comparable to performance on the same tasks by CI users (e.g., Oxenham and Kreft 2014). Current CIs have somewhere between 12-24 active channels. The current spread produced on average seems to be equivalent to filter slopes of between 8 and 24 dB/oct, depending on the stimulation mode (monopolar stimulation, or more focused strategies, such as partial-tripolar stimulation), and on the assumptions made to relate electrical spread in the cochlea to acoustical filter slopes (Bingabr et al. 2008; Oxenham and Kreft 2014) . Given that the minimum number channels required for accurate complex spectral pitch appears to be at least 32, with filter slopes exceeding 72 dB/octave, it seems unlikely that current CI devices will meet these constraints, even with significant further technical innovations. Therefore, alternative methods may be required to restore complex spectral pitch perception via implants. Given that the electrode-neuron interface is still a major limiting factor in CIs and noting the extremely high resolution needed for extraction of spectral pitch cues, neural prostheses such as intraneural electric stimulation Snyder 2007, 2010) or neurotrophic alternatives (Pinyon et al. 2014; Wise et al. 2016 ) could be potential solutions. With current CIs, it seems that pitch must continue to be conveyed via the less salient and less accurate pitch elicited by periodic temporal-envelope fluctuations.
