The mathematical investigation of hysteresis models is still largely open, except for the rather special case of plasticity, despite of their obvious importance in applications. However, a remarkable effort in this direction is to be acknowledged to the Soviet school, cf. the monograph [7] ; and interest in this subject has been spreading also among western mathematicians in the last few years. [13] , and was also used for modelling other hysteresis phenomena. In fact, this model has an appealing geometrical Interpretation, which also allows to perform efficient numerical computations [11] . Actually it can be regarded äs the most satisfactory mathematical model of hysteresis currently available.
It was already in 1935 that the physicist Preisach proposed in [10] a mathematical model for representing ferromagnetic hysteresis; this then became populär among scientists and engineers [3] , [4] , [8] , [9] , [13] , and was also used for modelling other hysteresis phenomena. In fact, this model has an appealing geometrical Interpretation, which also allows to perform efficient numerical computations [11] . Actually it can be regarded äs the most satisfactory mathematical model of hysteresis currently available.
The key idea of the Preisach model, also known äs the independent domain model, consists in representing a general hysteresis loop by "adding" several elementary rectangular loops. Following Krasnosel'skii and Pokrovskii, compare e.g. [6] , [7] , this construction is formalized here by defining a hysteresis operator acting between spaces of time-dependent functions, which correspond to the input and the Output of a System with hysteresis. The formulation is presented in Section 2, where the basic definitions of elementary hysteresis (or "de/ay") operator \ , of the Preisach plane P and of the Preisach operator W are introduced. The latter is obtained by integrating the elementary operators with respect to a measure defined in P.
The main aim of the present paper is to investigate the relationship between the properties of the measure and those of the corresponding operator W. In an effort to make our presentation äs complete and self-contained äs possible, also some results of [6] , [7] , [12] are reported here (with or without proof), aside several original ones; this shall be pointed out at each occurrence.
In Section 2 the construction of the operator W is recalled and a characterization of the case in which it operates in C°([0, T]), 0<T<oo, is given. In Section 3 it is proved that under the only condition that W operates in C°([0, T]), it is also continuous with respect to the uniform topology of C° ([0, T] ). This result was already stated in [7] and independently stated and proved in [12] . Our present argument is different from that of [12] ; it is based on the analytical representation and treatment of the curve B (t), which in the Preisach plane separates the two phases characterized by w c = -l and νν ρ = 1 respectively. We also analyze in detail the properties of B (t), which have an interest in themselves and can also be exploited in the numerical approximation, cf. [11] .
In Section 4 the cases in which W is uniformly continuous or even Lipschitz continuous in C°([0, T]) are characterized in terms of the corresponding measure μ; these results are already included in [7] , the second one without proof. Furthermore, necessary and sufficient conditions on μ are given for W to operate and have weak continuity properties in the Holder spaces C°'
A ([0, T]) with 0<A^1, in the Sobolev spaces W ltp (0 9 T) with l^p^oo, and in C°([0, Γ])ηΒΥ(0, Τ), where BV denotes the space of functions with bounded Variation.
In Section 5 the case in which W is invertible is characterized in terms of μ; it also turns out that W is one-to-one if and only if it is onto. Finally, necessary and sufficient conditions on μ are given for W~l to operate and to be weakly star continuous in the spaces C°» A 
([0, Γ]), ^'(O, T) and C°([0, T])nBV(0, T), s well s to be Lipschitz continuous in C°([0, T]).
In Section 6 we extend W to functions which depend also on space, not only on These results do not exhaust the properties of the Preisach operator. For instance a question, which is not considered here, is how W changes s μ varies in the space of measures on the Preisach plane. This question arises if one wants to identify the measure μ, which is of interest in applications. Some results concerning the identification problem can be found in [2] , [5] , but several questions are still open.
The Preisach model is also well-behaved for coupling with various partial differential equations, cf. [12] , and this looks s an interesting area of research. Note that y is well defmed and depends measurably upon ί, ρ and η. Π
We state the main properties of the elementary hysteresis operators vv . βι-βι
Proposition 2. 2. Let ρ e int (P). Then \ν ρ has the following properties for all arguments in their respective domains:
Proof. Properties (i) -(v) follow immediately from Definition 2. 1. The last two properties are consequences of the following facts: First, if the function νν ρ (χ, η) has a jump at i>0, the next jump occurs only after χ has gone from ρ χ to ρ 2 or conversely; second, the number of such oscillations of χ between ρ 1 and ρ 2 is finite, s χ is uniformly continuous. Π
We remark that, for any reasonable choice of function spaces X and 7, the elementary hysteresis operator >ν ρ : X -» Υ is discontinuous. Also, for ease of exposition we so far excluded the case ρ ΐ = ρ 2 , i.e. a switch without memory. We will return to this point at the end of this section.
We now introduce the Preisach hysteresis operator. (iii') // i t < t 2 and η e S, then 
then W (χ, η) e B V (0, T) for all η E S, and We now present an extremely useful geometric Interpretation, which in fact dates back to the origin of the Preisach model and has accompanied it ever since. As χ evolves in time, new arcs appearing in B (t) must be parallel to the axes ρ ί and ρ 2 by the construction just given; any portion of B (t) with a different shape must have been present in the initial configuration J3(0) determined by η and x(0). In the case of a virgin ferromagnetic material, namely of a System which never experienced magnetization, It is not difiicult to imagine how the Preisach model generates continuous hysteresis loops in the input-output-plane. Let us consider a periodic input xeC°([0, Γ]) oscillating between two values x i <x 2 ' 9 this corresponds to a periodic movement of B (t) within the triangle A(x l9 x 2 ) with vertices (x l5 x^, (x l5 x 2 ) and (x 2 , x 2 ) in the Preisach plane. The Output W(x, η) therefore also is periodic with the same period, and the area of the loop bounded by the pair (χ(ί)> [H^x, η)~] (ί)), i.e. the resulting hysteresis loop, is equal to
We want to close this section with a remark concerning the main diagonal ρ^ = Q 2 , the boundary of P. If we consider a measure μ concentrated along the main diagonal, with no atoms (which in this case is equivalent to the condition in Theorem 2. 5), then the geometric Interpretation yields
This means that the hysteresis operator W degenerates into a superposition operator. That is only natural since the main diagonal does not represent memory. On the other hand, an arbitrary finite Borel measure μ on P can be written s μ = μ 0 + μ^, where μ 0 is concentrated on int (P) and μ Δ on the main diagonal; the corresponding Preisach operator is the sum of a superposition operator and an operator s defined in 2. 3. These considerations also prove: Theorem 3. l was already stated in [6] , [7] and proved in [12] . The considerations of [6] , [7] , [12] rest on the geometric Interpretation described in Section 2, whereas the boundary curve B (t) separating the " + "-region and the " -"-region in the Preisach plane represents the state of the System. One therefore is induced to study the evolution of B (t) in time. We now propose -and this is the second aim of this sectionto decompose the Preisach operator W into an input-state map F and a state-output map E, and actually to use this s an alternative definition of W (compare the discussion at the end of this section). It then turns out that F is Lipschitz continuous, whereas the properties of E obviously depend upon the measure μ; in particular, E may be smooth. This is obtained rather directly. The main goal of this section is to analyze the operator F, i.e. the time evolution of the boundary curve JB(i), in more detail in order to prove some of the characterizations given later s well s Theorem 3. 1. To give an analytical representation of the curve B (t), it seems convenient to change to the coordinates ....62-61 "_g2 + £i
which are, in fact, the coordinates originally used by Preisach [10] , see also [7] . A given boundary curve will be written s v = \p(u\ where ip e Ψ for some set Ψ; later we will write v = \p(i)u to include evolution in time, so that We will obtain the time evolution F of the internal state by a completion argument, analogous to the defmition of a hysteron of first kind in [7] . First, we give an analytical representation of the motion of the straight lines which form the boundary curve. We state some properties of the mapping G. Proof. The justification of (i) -(v) is straightforward. To prove (vi) we observe that for all u ^ 0
We describe the evolution of the internal state for a piecewise monotone continuous input. Proof. For piecewise monotone x, it follows from Lemma 3. 5. Passing to the limit, we obtain it also for arbitrary x, since F is continuous by Proposition 3. 7. Π
The cone K 0 from Definition 3. 4 and Figure 3 . l preserves its meaning for arbitrary continuous inputs:
. Then for all t we have:
e. x(t)-u^ip(t)u^x(t) + u for all w^O. (iii) "// \p(t) lies on the boundary of X 0 (x(i)), then ψ (t) is identical with that boundary up to u":
Proof. Let X H e C^m([0, T]) with x n -> χ uniformly. Then (i) holds for 13 by Lemma 3. 5, (i), and also for φ, because ip n (t)-> ip(t) uniformly on [0, oo) by Proposition 3. 7. Since ψ (t) (0) = x(i) by Lemma 3. 9, the rest is now a direct consequence of(i). D
The order preserving properties of G extend to F.
Lemma 3. 11. Let χ e C°([0, T]), φ 0 e Ψ 19 set ψ = F(x, φ 0 ). Let χ be monotone on some interval / <=[(), T]. // i, s e /, then x(t)^x(s) implies tp(i)rgt/;(s), and x(t)<x(s) implies ip(t)<ip(s). (Recall Definition 3. 3 for the meaning of "<" in Ψ^.)
Proof. This is immediate from 3. 5, (iii). Π Proof. If *! and x 2 are piecewise monotone, it follows from Lemma 3. 5, (iii) and (iv). If not, take piecewise linear interpolates x ln , x 2n such that x in -* x { uniformly and x ln^x2 ", and note that F is continuous by Proposition 3. 7 and that ip^t) (0) = x f (i) by Lemma 3. 9. Π
We investigate the input-state map F in more detail, in order to get properties which will be used in Section 5. 
(T) = M(T) = x(T), d(T) = 0, m is nondecreasing, M and d are nonincreasing. If t > s, ifcen K (i ) => K (s) and J (i ) c Δ (s).
Proof. Immediate from the continuity of χ. Π
As it is intuitively obvious, the cone K (t) has the following property: The portion of graph φ (i), which lies within K (t), will remain unchanged after time t. 
Proof. 
\p(s)u^\p(s)u = max{M(t) -u, \p(i)u}.
The assumptions of (i) and (ii) both imply that the max is attained at ψ (t) u and therefore ip(s)u^ip(t)u. Bounding χ from below, the reverse inequality is obtained. This proves (i) directly and reduces (ii) to (i). Π The next lemma states that the Variation of ψ (t) in time takes place within the set 
ip = F(x, ψ 0 ). Then for any ^O we have ip(t)u = \p(T)u for all u^. and t^.l( ). In particular, \p(t)u = \p () ( ) for all u^u^ and all i^O. Moreover, ip(l( )) restricted to [0, M] is a straight line of slope +1 or -l for all ^0.
Proof. On (w^, oo), all ψ (t) coincide with ψ 0 by Lemma 3. 15, (ii) and defmition of u#. Let now ^u#. Since φ: [Ο, Γ] -»(^, || · ID is continuous, it is enough to prove the first assertion for T^t>l( ). In this case, we have because χ(Τ) = ψ(Τ) (0), ψ(Τ) has Lipschitz constant l and by the definition of l( ). Therefore, (u, ψ (T) M) e int (K (i)) for all M^M, and we obtain ψ (t) u = ψ (Τ) u from Lemma 3. 15, (ii). The second assertion follows directly from Lemma 3. 10, (iii). Π It now turns out that the evolution defmed by F leaves the internal state sets ψ 1 and \p invariant. Proof. Lemma 3.18 implies ψ (t) e Ψ^ Now let φ 0 e ^-Since obviously ψ(0) e ^, it is enough to show ψ(Τ) e Φ. We will construct a monotone decreasing sequence {u k } such that ψ(Τ) \ [w k + 1 , u k~\ has slope -hl or -1. Since we already know from Lemma 3. 18 that ψ (T) has the required form on [M # , oo), with u* from Definition 3. 17, we may set i^ = u+. We define i x = l(u^) and, with d from Definition 3. 13
If we assume for definiteness sequences s in Figure 3 ] s required, which either has w k = 0 for some fc 6 /W or is strictly decreasing. In the latter case, {t k } is increasing to some limit, and since by construction
the continuity of χ implies that {u k } converges to zero. Π
We remark that Theorem 38. 2 in [7] gives a description similar to Lemma 3. 19.
We can also describe precisely the support of φ (i), which obviously cannot decrease in time. Proof. For a given φ e Ψ one can easily define an input χ whose local maxima and minima produce the corners of φ. All other assertions have already been stated and proved in Propositions 3. 7, 3. 19 and Lemma 3. 22 . Π This completes the first part of this section.
We now define the state-output map E and discuss some of its properties. As E o F must correspond to the hysteresis operator W defined in 2. 3, it is clear that E should measure the sets of switches which are in the same position, i.e. the two sets above and below an internal state curve ψ e Ψ 0 :
where c+ and C-are the values taken on by an individual switch (in Section 2 we assumed c+ = l, c_ = -1). This description makes apparent the analytical properties of £; formally it leads to difficulties if one wants to consider measures which are not absolutely continuous or which are only locally finite. To treat an infinite but locally finite measure (e.g. the Lebesgue measure without restrictions on support), one simply fixes a reference state ψ μ and a reference Output value γ μ = Ε(ψ μ , μ). The other problem is harder; if the measure of a boundary curve graph (ψ) c: ffi + x#? is not zero, then one has to know the state of the switches on the boundary curve. This means that one has to decide how a switch with, say, an upper threshold ρ 2 behaves subject to an input with local maximum exactly equal to ρ 2 . Does it switch or not? The Situation is inherently ambiguous, the decision made implicitly in Definition 2. l is arbitrary. However, s already stated in Section 2, if the measure of some set ^2 = const} or {g^const} does not vanish, then the Output y = y(t) is in general a discontinuous function. Therefore, in the continuous case this ambiguity does not matter. We state the relevant assumption, already given in Theorems 2. 5 and 3. l, formally in (M, i;)-coordinates. 
O-oo
For μ e M^\Jt we fix ψ μ Ε Φ, y e K, set Ε(ψ μ , μ) = }> μ and define JE (φ, μ) for tp e Ψ ι by the signed difference
For με Ji this is equivalent to Definition 3. 26, if we define γ μ to be Ε(ψ μ , μ) from that definition. In the following, we mainly ignore the case μ e Ji^\Ji, since it only complicates the exposition.
The following order preserving property of E is obvious. 
\Ε(ψ η9 μ)-Ε(φ,μ)\£\ο+-€_.\·\μ\(Κ ιί )
where R n denotes the region between graph(ip) and graph(tp w ). From Lemma 3. 22 we conclude that jR n is contained in the ε-neighbourhood of graph (t/; | [0, u M (\p)~\) with ε = \\ψ -ψ η \\ 00 + \η Μ (ψ) -η Μ (ψ η )\, which converges to zero for n-> oo. Since (Pj) holds, *0. D We now compose E and F to define the Preisach operator. (
ii) // χ is monotone on I (i.e., either nondecreasing or nonincreasing on /), then so is Wx, and x(s) ^ x(t) implies (Wx) (s) ^ (Wx) (t) for t, s e L (iii) // Wx is strictly monotone on /, then so is x, and (Wx)(s)<(Wx)(t) implies x(s)<x(i) for t, sei.
Proof. Assertions (i) and (ii) immediately follow from the corresponding properties of F and E in Lemmas 3.11, 3. 12 and 3. 27. To prove (iii), set \p = F(x, ψ 0 ) and consider the case that Wx is increasing. We show that for any s < i, the function χ has a unique maximum on [s, i] at r = t. Indeed, if there is a maximum at r < f, then \p(t)^ip(r), by comparison with the input χ which is equal to χ on [0, r] and constant on [r, i]; therefore (Wx) (t) ^(Wx) (r), contradicting the assumption that Wx is increasing. Π
In order to prove Theorem 3. l, we restate it in the terminology of this section. In this section we discuss various continuity properties of the Preisach operator W.
It was already proved in [7] , Theorem 38. (i) μ has property (P 2 ).
(
ii) £(·, μ) : (Ψ Ϊ9 d^) --» IR is uniformly continuous. (iii) W: C°([0, T]) -> C°([0, Γ]) is uniformly continuous.
Proof. The part "(i) ^ (iii)" was already proved in [7] , p. 254 f.; we shall restate that argument in our terminology. We may assume μ ^ 0. To prove "(ii) => (iii)" we note that for x l9 x 2 e C°([0, T]) and ip i = F(x i , φ 0 ) we have for all t by Theorem 3. 24. 
Then one easily checks that

\(Wxl)(t e )-(Wx< 2 )(t £ )\>L\\x\-x< 2 l
if ε is small enough. Π
The equivalence of (i) and (iii) in Theorem 4. 5 was already stated in [7] , Section 38. 6, without proof.
We formulate the most important special case of Theorem 4. 5 separately. We remark that one could obtain Corollary 4. 6 immediately from Proposition 3. 7 and the defmition of E without further analysis. This is one of the attractive features of the decomposition W = E o F presented in Section 3.
We will now consider boundedness and continuity properties of W in spaces other than C°([0, T]). We first formulate an auxiliary lemma, which will enable us to conclude weak star continuity of W from boundedness of W. Proof. Fix any χ e S i and any sequence {x" e SJ such that x" -> χ in S x ; then the set {/(*")} is relatively compact in S 2 , therefore f(x n >)-> w in S 2 for some w e S 2 and some subsequence. By continuity of / in X we also have f(x n ')-+f(x) in X\ thus w =/(*). As the limit does not depend on the subsequence, the whole sequence f(x") converges to f(x) in S 2 . D In Section 5 we will establish the continuity of the inverse of W. Since the lemma needed there is similar to the one just proved, we present it at once.
Lemma 4. 8. Let Χ, Υ be metric spaces, let f: X -> Υ be continuous and Yaf(X) be dense in Y. Also assume that for any relatively compact set ΚαΫ, the set f~l(K) is relatively compact. Then f(X) = Y 9 and if moreover f is injective, then f~l\Y-+X is continuous.
Proof. Fix any y E Υ and let the sequence {y n e Ϋ} converge to y. Then for any choice of x n ef~l(y n ), the sequence {x n } is relatively compact, hence x w , -> x for some subsequence {x n ,} and some χ e X. Since / is continuous, we have f(x) = y. So / is surjective. Let / now be injective. Fix any y e Y and any sequence {y n e Y} with y n -» y. By the same argument s above we conclude that f~i(y n ) -> x=f~l(y) 9 since χ does not depend on the subsequence. Π
In order to obtain bounds on Wx in various norms, we want to estimate the oscillation of Wx. To do this, we have to relate the Variation of the internal state, already described in Lemma 3. 16, to the measure μ. The crucial property of W is given in the next lemma. We can then characterize a boundedness property for W in Holder spaces. (ii) We have
(m(t),M(t)) = A(t)uS"(t).
In particular, W then maps C°'
, and is sequentially weakly star continuous.
Proof. Let us first prove that (ii) implies that W is sequentially weakly star continuous. This is a consequence of Lemma 4.7. We set Jf = C°([0, T]) and take for S; bounded subsets of C°' Vi ([0, T]) such that W:S i -+S 2 by (ii). We have only to note that W:X-+X is continuous by Theorem 3.1, that C°' Vi ([0, T]) has a separable predual and therefore, with respect to the weak star topology, the S t are relatively compact and metrizable. Let us now prove that (ii) implies (i). First, assume that μ has bounded support. Take any ξ >0 and λ E K. To obtain a bound on μ (Κ 2 (λ, λ + ξ) ) 9 we construct a suitable xeC°'
Vl ([0, T]). Now fix a t ± with 0<ί!<Τ and set x(i!) = A, x(0) = x 0 , where x 0 is such that the support of μ lies above graph(i/;(0)). Proof. Since L<oo implies that μ is concentrated on int (P), the first part is already given in Proposition 2. 4, (vii r ). For the rest, the strong convergence is given in Theorem 3. l and the weak star convergence follows from Lemma 4. 7 in the same manner s in the proof of Theorem 4. 12, since BV(0, T) has the separable predual C° ([0, T]) . D
We remark that the convergence of the integral in Theorem 4. 14 is only a sufficient, but not a necessary condition for the inequality stated there to hold. To check this, consider a measure concentrated on the main diagonal ρ^ = ρ 2 with bounded (one-dimensional) density; in this case the hysteresis operator degenerates into a Lipschitz continuous superposition operator, but the integral obviously diverges. § 5.
Inverse Preisach operator
Here we shall determine the conditions, under which there exists the inverse W' 1 of the Preisach operator W, and study its properties. In contrast to the second part of Section 4, here geometrical objects to be considered are triangles of the form which correspond to sets of switches whose thresholds both lie between fixed bounds λ ι and λ 2 . We write down a formal definition in (u, t;)-coordinates. 
A(m(t) 9 M(t)) =
If λ ι >λ 29 we define Α(λ ΐ9 λ 2 ) = Α (λ 2 , A A ) . Π For convenience, we describe at once the setting in which we will formulate the results of this section. It is obvious from the definition of W that W maps X into Y. In the study of the inverse of W and its properties, a key role will be played by the following condition, which expresses the strict positivity of the measure μ in the neighbourhood of the main diagonal {ρ e P : ρ ί = ρ 2 } resp. the t;-axis {(M, v) e M 2 : u = 0}. Next, we obtain (iv) from (ii). Let Wx be nondecreasing on /. Assume that there exist s, t e/ with s<f and x(i)<x(s). We then may also assume that x(r)^x(s) for all r e [s, i]. With ip = F(x, tp 0 ), we then have ip(i)<i/;(s) by comparison and Lemma 3. 12, therefore (Wx) (t)<(Wx) (s) by assumption (ii), which is a contradiction. Finally, we prove that (iv) does not hold if the triangle property is not satisfied. Take λ 1 <λ 2 with μ(Α(λ ΐ9 A 2 )) = 0 and define χ e X to be the linear interpolate corresponding to x(0) = 0, x(T/2) = A 2 , χ(Τ) = λ 1 . Then Wx is nondecreasing, but χ is not monotone. Π
We remark that the reverse implications in Statements (iii) and (iv) above always hold, s was proved in Lemma 3. 30, so the triangle condition is characterized by the Statement, that χ e X is (strictly) monotone on a subinterval if and only if Wx is (strictly) monotone on that interval.
The next result states that the triangle property is equivalent to the injectivity of W. λ 1 , λ 2 ) )>0 for all horizontal Strips K 2 (^i> λ 2 ) with a ^ λ^ < λ 2 ^ b (refer to Definition 4. 9 for notation). Now take any λ 2 >α and t 1 e(0,T), and choose y s the interpol te of y(0) = 0, y(t l ) = μ(Α(α, λ 2 )), j;(7") = 0. Also take χ e X with y = Wx. By the above, χ(ί 1 ) = λ 2 , and χ is increasing on [0, f-J s well s decreasing on [f l9 T]. Therefore, for all λ ί <λ 2 Proof. Since this argument is analogous to that of Theorem 4. 12, we will s t te it more briefly. To prove (ii) from (i), note that (i) implies (T) and therefore W is invertible by Corollary 5. 9. Moreover, for any t i <t 2 Proof of Lemma 5. 13. The proof is based upon a close inspection of the internal states vMf) and \p 2 (t) 9 where ψ ί = Ρ(χ ί ,ψ 0 ) for i = 1,2. Fix any i e [0, T]. For x 1 (i) = x 2 (t) the assertion is trivial, so let us assume that Xi(t)<x 2 
\y(t 2 )-y(t ί )\ = μ(A(λ,λ + ξ)), \y(t 2 )-y(ti)\
(t). We can Interpret the difference (Wx 2 )(t)-(Wx l )(t)
s the signed area between graph^f)) and graph(y>i(i))· Since A(x l (t\ x 2 (i)) is contained in that area, if φ 1 (ί)^φ 2 (ί), then and we are done. The Situation is more difficult if \pi(t)u>\p 2 (t)u for some w>0, and the estimate above obviously is no longer valid. We introduce the following notation (compare Figure 5. 1 
Because χ 1 (ί)Φχ 2 (ί) and because supp^^i)) is bounded, 0<M^<M*<00.
v Now obviously where φ^ and φ+ are the straight lines with slope -l through Q± and Ρ % , respectively. Since the measure μ is nonnegative, this implies (*), and the proof is complete. Π
There is a more explicit version of the condition for μ in the previous theorems ( s it was remarked by Stephan Luckhaus). Here we shall be concerned with the properties of the hysteresis operator W and of its inverse FF" 1 (if it exists) in the case that the input function depends not only on time, but also on another variable, typically representing space. So we introduce a domain ci P*, whose generic point will be denoted by y in order to avoid confusion with the previous use of the letter x; however, conforming to Standard notation in the theory of PDE's, we will write u for the input function. In a general way, given any "memory operator" for any function u : Ω χ [Ο, Τ] -* US we set for all (y, t) e Ω χ [0, T], for the moment without specifying any regularity assumption. In this approach, the space variable y only plays the role of a parameter. The nonlocal dependence involves just the time variable; there is memory but no space interaction. Of course, this formulation may not be satisfactory for certain applications.
The results we shall present in a moment are intended to be applied for either H = W or H = W~i, whence the initial conditions have been prescribed. Note that also the initial conditions may depend on y, and hence must satisfy natural regularity assumptions, such s measurability for example. We set and introduce for Z = C°([0, T]) the set of (strongly) measurable functions M( ; Z) = {u : Ω -> Z \ 3u n : Ω -* Z, lim \\ u n (y) -ti(y)|| z = 0 for almost all y 6 Ω, u" takes only finitely many values}.
We consider the following function spaces, all Banach spaces endowed with natural norms : Proof. Omitted.
