Explicit bounds for the solutions of second order linear differential equations  by Almenar, Pedro & Jódar, Lucas
Computers and Mathematics with Applications 57 (2009) 789–798
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Explicit bounds for the solutions of second order linear
differential equations
Pedro Almenar a, Lucas Jódar b,∗
a Vodafone Spain, S.A., P. E. Castellana Norte, 28050 Madrid, Spain
b Instituto Universitario de Matemática Multidisciplinar, Universidad Politécnica de Valencia Camino de Vera s/n 46022 Valencia, Spain
a r t i c l e i n f o
Article history:
Received 18 July 2008
Accepted 10 September 2008
Keywords:
Second order linear differential equation
Bounds
Oscillating solutions
a b s t r a c t
This paper deals with the construction of explicit bounds for solutions of second order
linear differential equations of the type [p(x)y′(x)]′ + q(x)y(x) = 0, p(x), q(x) > 0, x > x0.
The construction is based on the study of the evolution of two complementary functionals
involving y(x) in the sequence of zeroes of y(x) and y′(x). Based on that, both a theoretical
bound and an algorithm to explicitly calculate that bound are presented. An illustrative
example shows that the bounds proposed here improve previous results.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
This paper is devoted to the construction of explicit bounds for the solutions (and their derivatives) of second order linear
differential equations
(p(x)y′(x))′ + q(x)y(x) = 0, x > x0, (1)
where p(x) and q(x) are strictly positive and continuously differentiable functions in an interval [x0, T ] and y(x0) and y′(x0)
are known.
Equations of the type (1), such as Legendre’s equation, Bessel’s equation or Laguerre’s equation, are frequent in the
literature, since many physical problems can be directly reduced to an equation such as (1). The determination of the orbits
of bodies around the Earth or the Sun, the calculation of the currents and potentials in electrical circuits or the movement of
objects subject to frictional forces, for instance, are examples of such problems. In addition,manymethods for solving partial
differential equations, such as variable separation method or Laplace and Fourier transformmethods also conduct naturally
to equations such as (1). The determination of bounds for the solutions of (1) is important since most of the equations
of that type cannot be solved explicitly so that properties such as oscillation, boundedness or asymptotic behaviour are
sometimes the only information one may get of them. Furthermore, many methods for solving (1) numerically, as the
Stormer method (see [1, p. 314]) or Runge-Kutta (see [2, pp. 226–227]) require the knowledge of the bounds of the solution
and their derivatives in order to explicitly bound or even estimate the resulting error. The study of Sturm-Liouville problems
can also be addressed via equations such as (1) by taking q(x) = r(x)+λs(x), and therein the approximation of eigenvalues
and eigenfunctions requires again the knowledge of bounds of the solution and their derivatives in order to obtain explicit
bounds for the approximation errors (see [3–5]). Likewise, some methods for solving partial differential equations require
the determination of upper bounds for the solutions of equations such as (1) (see [6,7,29]) in order to approximate the
solution of the partial differential problem with a-priori error bounds.
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Historically the problem of explicitly building bounds for the solutions of (1) when p(x) and q(x) are strictly positive
has not been, to the knowledge of the authors, thoroughly investigated, and most of the papers either have focused mainly
on the case of p(x) or q(x) being negative, or have not considered the oscillation of the solution as a factor to obtain sharp
bounds [8].
The first works that focus on p(x), q(x) positive date back to the results of Sonin, generalised later by Pólya (see [9, p.166]),
who basically determined the decreasing or increasing behaviour of the maxima of y(x) depending on the positive (resp.
negative) sign of (p · q)′(x) (see (5)). Some refinement was provided later by Butlewski [10] and independently Leighton
[11], who obtained bounds for the cases (p · q)′(x) < 0 and (p · q)′(x) > 0, as well as for cases with a mixed behaviour.
Butlewski also extended this results to the nonlinear case [12]. A further advance was achieved by Trevisan [13] and Opial
[14] who analysed the case where p(x) = 1 and q(x) could be decomposed as a sum or quotient of functions satisfying
certain properties. All these results take advantage of the sign of (p · q)′(x), but none of them makes use of the absolute
value of (p · q)′(x) as well, thus failing in extracting all the potential behind the resulting formulae.
In order to find some progress in that direction it is necessary to go into the works about the asymptotic behaviour of
y(x) and y′(x) as p(x) or q(x) tend to a certain value (typically 0 or∞) when x tends to+∞, such as [15–18], and later [19,14,
20–24]. Nevertheless, typically these works seek existence results rather than providing a constructive approach, i.e., they
prove long-term behaviours but do not focus in how to obtain sharp bounds in specific intervals ofR+ or even in the entire
R+. That will be the target of the present paper.
The organisation of the paper is as follows. Section 2 is devoted to prove the main results around the boundedness of
y(x) and y′(x) in an interval [x0, T ]. Section 3 will overcome several practical issues of these results to build an algorithm to
explicitly calculate a bound for these functions in any bounded interval [x0, T ]. An example of application of this algorithm
will be also presented.
2. Main results
In the analysis that follows we will make use of two complementary functionals of y(x) and y′(x) defined by:
F(y, x) = (y(x))2 + p(x)(y
′(x))2
q(x)
, (2)
and
G(y, x) = p(x)q(x)(y(x))2 + (p(x)y′(x))2. (3)
As a simple calculation can yield, if p(x), q(x) > 0, x ∈ [x0, T ] then (2) and (3) verify
F(y, x),G(y, x) > 0, G(y, x) = p(x)q(x)F(y, x), x ∈ [x0, T ]. (4)
Moreover
F ′(y, x) = − (y
′(x))2(p · q)′(x)
(q(x))2
, (5)
and
G′(y, x) = (p · q)′(x)(y(x))2. (6)
As (5) and (6) show, F and G have the interesting property that their increasing/decreasing behaviour is complementary
with each other and depends basically on the sign of (p · q)′(x) ((5) in fact is Sonin-Pólya’s theorem).
Once themain tools have been introduced, wewill beginwith the following lemma, key for the rest of proofs of the paper.
Lemma 1. Let [a, b] be a closed interval contained in [x0, T ], let y(x) be a solution of (1), let p(x), q(x) ∈ C1[a, b] such that
p(x), q(x) > 0 for x ∈ [a, b] and let F and G be defined as in (2) and (3). Then there exist ξ, χ ∈]a, b[ such that
F(b)− F(a) = − (p · q)
′(ξ)
2(p(ξ)q(ξ))2
[∫ b
a
q(x)F(x)dx+ p(b)y(b)y′(b)− p(a)y(a)y′(a)
]
, (7)
and
G(b)− G(a) = (p · q)
′(χ)
2q(χ)
[∫ b
a
G(x)
p(x)
dx− p(b)y(b)y′(b)+ p(a)y(a)y′(a)
]
. (8)
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Proof. Let us focus first on (7). From (5) one has
F(b)− F(a) = −
∫ b
a
(y′(x))2(p · q)′(x)
q2(x)
dx. (9)
From the Mean Value Theorem for integrals [25, p. 195], since p(x)(y′(x))2 ≥ 0 there exists a ξ ∈ [a, b] such that
F(b)− F(a) = − (p · q)
′(ξ)
p(ξ)(q(ξ))2
∫ b
a
p(x)(y′(x))2dx. (10)
Now, integrating by parts (10) and using (1) it is straightforward to show that∫ b
a
p(x)(y′(x))2dx = p(x)y′(x)y(x)∣∣ba + ∫ b
a
q(x)y2(x)dx. (11)
Therefore, from (2) and (11) one has∫ b
a
q(x)F(y, x)dx =
∫ b
a
(p(x)(y′(x))2dx+ q(x)y2(x))dx
= 2
∫ b
a
(p(x)(y′(x)))2dx− p(b)y(b)y′(b)+ p(a)y(a)y′(a). (12)
Combining (10) and (12) one gets (7) 
The proof of (8) is immediate from (3) and (6), following the same steps used for F .
Remark 1. The condition of continuous differentiability of p(x), q(x) in [a, b] in Lemma 1 can be weakened to piecewise
continuously differentiability in the same interval. The main impact of that change is that, if define H as the set {t; ∃s ∈
[a, b] / t = (p·q)′(s)
2p(s)(q(s))2
} (respectively I = {t; ∃z ∈ [a, b] / t = (p·q)′(z)2q(z) }), then we have to replace (p·q)
′(ξ)
2p(ξ)(q(ξ))2
in (7) by a value
φ ∈ [infH, supH] (respectively (p·q)′(χ)2q(χ) by ϕ ∈ [inf I, sup I]), as the interested reader may easily prove.
Applying Lemma 1 to the sequence of zeroes of y(x) and y′(x) in [x0, T ] one gets the following result:
Lemma 2. Let y(x) be a solution of (1), let F and G be defined as in (2) and (3). Let {xi, i = 1, 2, . . .} be the ordered sequence of
zeroes of y(x) and y′(x) and let us suppose that p(x)q(x) is monotonic in each interval ]xi, xi+1[. Then there exist two sequences
{ti, i ≥ 0} and {si, i ≥ 0}, with ti, si ∈]xi, xi+1[ for i ≥ 1 such that the following inequalities hold:
G(xi+1) ≥ max
(
0,G(xi)
[
1+ (p · q)
′(ti)
2q(ti)
∫ xi+1
xi
dx
p(x)
])
, i ≥ 1, (13)
F(xi+1) ≥ max
(
0, F(xi)
[
1− (p · q)
′(si)
2p(si)(q(si))2
∫ xi+1
xi
q(x)dx
])
i ≥ 1. (14)
In addition, if
(p · q)′(ti)
2q(ti)
∫ xi+1
xi
dx
p(x)
< 1, (15)
then one yields
G(xi+1) ≤ G(xi)
1− (p·q)′(ti)2q(ti)
∫ xi+1
xi
dx
p(x)
, i ≥ 1. (16)
Likewise, if
(p · q)′(si)
2p(si)(q(si))2
∫ xi+1
xi
q(x)dx > −1, (17)
then one yields
F(xi+1) ≤ F(xi)
1+ (p·q)′(si)
2p(si)(q(si))2
∫ xi+1
xi
q(x)dx
, i ≥ 1. (18)
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Proof. Let us focus first on the inequalities that concern G.
If we apply (8) to the sequence {xi, i ≥ 1} of zeroes of y(x) and y′(x) one yields that there exists a sequence {ti, i ≥ 1}
such that ti ∈]xi, xi+1[ and
G(xi+1)− G(xi) = (p · q)
′(ti)
2q(ti)
∫ xi+1
xi
G(x)
p(x)
dx, i ≥ 1. (19)
Now, the right-hand side of Eq. (19) can be either negative or positive or zero. If it is negative, since p(x)q(x) is monotonic
in each interval from (6) one has G(xi+1) < G(x) < G(xi) for x ∈]xi, xi+1[. Therefore
G(xi+1)− G(xi) ≤ G(xi+1) (p · q)
′(ti)
2q(ti)
∫ xi+1
xi
dx
p(x)
, i ≥ 1, (20)
and
G(xi+1)− G(xi) ≥ G(xi) (p · q)
′(ti)
2q(ti)
∫ xi+1
xi
dx
p(x)
, i ≥ 1. (21)
Let us assume now that the right-hand side of (19) is positive. As before, that will mean that G(xi+1) > G(x) > G(xi). Then
G(xi+1)− G(xi) ≤ G(xi+1) (p · q)
′(ti)
2q(ti)
∫ xi+1
xi
dx
p(x)
, i ≥ 1, (22)
and
G(xi+1)− G(xi) ≥ G(xi) (p · q)
′(ti)
2q(ti)
∫ xi+1
xi
dx
p(x)
, i ≥ 1, (23)
which are exactly like (20) and (21) respectively.
Note that the right-hand side of (19) being zero can only happen if (p · q)′(ti) = 0, a case where (20) and (21) will also
apply. That means that (20) and (21) are valid regardless of the value of (p · q)′(ti).
From (21) and the fact that G > 0 one yields (13). And if (15) applies, from (22) one yields (16) 
The proof of (14) and (18) for F is analogous to that of (13) and (16) for G and will not be repeated here.
Remark 2. As it can be easily shown, a sufficient condition to ensure hypothesis (15) is that p(x)q(x) is monotonic
decreasing in ]xi, xi+1[. Likewise, a sufficient condition to ensure hypothesis (17) is that p(x)q(x) is monotonic increasing
in ]xi, xi+1[. Taking into account these facts, in the next theorem we will focus on the study of the monotonicity of p(x)q(x)
in order to make use of Lemma 2.
Theorem 1. Let y(x) be a solution of (1) and let F and G be defined as in (2) and (3). Let {xi}, {ti} and {si} be defined as in Lemma 2
and let us suppose that only the m first values of {xi} lie in [x0, T ] (with m > 1).
If p(x)q(x) is monotonic decreasing in [x0, T ] then G is upper bounded as follows:
G(x) ≤ G(x0), x ∈ [x0, x1]; (24)
G(x) ≤ G(x1) ≤
G(x0)+ (p·q)′(t0)2q(t0) p(x0)y(x0)y′(x0)
1− (p·q)′(t0)2q(t0)
∫ x1
x0
dx
p(x)
, x ∈ [x1, x2]; (25)
G(x) ≤ G(x1)
i−1∏
n=1
[
1− (p·q)′(tn)2q(tn)
∫ xn+1
xn
dx
p(x)
] , x ∈ [xi, xi+1], 1 < i ≤ m− 1. (26)
Likewise, F is bounded below as follows:
F(x) ≥ F(x0), x ∈ [x0, x1]; (27)
F(x) ≥ F(x1) ≥ F(x0)
[
1− (p · q)
′(s0)
2p(s0)(q(s0))2
∫ x1
x0
q(x)dx
]
+ (p · q)
′(s0)
2p(s0)(q(s0))2
p(x0)y(x0)y′(x0), x ∈ [x1, x2]; (28)
F(x) ≥ F(x1)
i−1∏
n=1
[
1− (p · q)
′(sn)
2p(sn)(q(sn))2
∫ xn+1
xn
q(x)dx
]
, x ∈ [xi, xi+1], 1 < i ≤ m− 1. (29)
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Proof. Let us focus first on the inequalities on G. From (6) one gets (24) easily. In order to prove (25) it is necessary to note
that x0 is just the starting point of the working interval [x0, T ] and not a zero of y(x) or y′(x). Thus we can apply Lemma 1
to the first interval [x0, x1] to yield
G(x1)− G(x0) = (p · q)
′(t0)
2q(t0)
[∫ x1
x0
G(x)
p(x)
dx+ p(x0)y(x0)y′(x0)
]
(30)
for t0 ∈]x0, x1[. From (6) and (30), following the same procedure used in Lemma 2 it is straightforward to prove (25).
Finally, since p(x)q(x) is monotonic decreasing in [x0, T ], it is obvious that (15) applies for i ≤ m. Therefore (26) can be
obtained taking (6) into account in [xi, xi+1] and applying (16) recursively.
As for the inequalities on F (27)–(29), they can be proved in a similar fashion to (24)–(26), respectively.
Theorem 2. Let y(x) be a solution of (1) and let F and G be defined as in (2) and (3). Let {xi}, {ti} and {si} be defined as in Lemma 2
and let us suppose that only the m first values of {xi} lie in [x0, T ] (with m > 1).
If p(x)q(x) is monotonic increasing in [x0, T ] then G is bounded below as follows:
G(x) ≥ G(x0), x ∈ [x0, x1]; (31)
G(x) ≥ G(x1) ≥ G(x0)
[
1+ (p · q)
′(t0)
2q(t0)
∫ x1
x0
dx
p(x)
]
+ (p · q)
′(t0)
2q(t0)
p(x0)y(x0)y′(x0), x ∈ [x1, x2]; (32)
G(x) ≥ G(x1)
i−1∏
n=1
[
1+ (p · q)
′(tn)
2q(tn)
∫ xn+1
xn
dx
p(x)
]
, x ∈ [xi, xi+1], 1 < i ≤ m− 1. (33)
Likewise, F is upper bounded in the following manner:
F(x) ≤ F(x0), x ∈ [x0, x1]; (34)
F(x) ≤ F(x1) ≤
F(x0)+ (p·q)′(s0)2p(s0)(q(s0))2 p(x0)y(x0)y′(x0)
1+ (p·q)′(s0)
2p(s0)(q(s0))2
∫ x1
x0
q(x)dx
, x ∈ [x1, x2]; (35)
F(x) ≤ F(x1)
i−1∏
n=1
[
1+ (p·q)′(sn)
2p(sn)(q(sn))2
∫ xn+1
xn
q(x)dx
] , x ∈ [xi, xi+1], 1 < i ≤ m− 1. (36)
Proof. The proof is straightforward and analogous to that of Theorem 1.
Remark 3. It is important to remark that Theorems 1 and 2, together with (2) and (3), allow us to obtain, in any scenario,
explicit bounds for |y(x)| and |y′(x)| when y(x) is a solution of (1), as well as for higher derivatives of y(x) by recursive
derivation of both members of (1).
Remark 4. The bounds obtained by Sonin, Pólya, Butlewski [9, p. 166] and Leighton [11] are basically G(x) < G(x0) and
F(x) > F(x0) for the case p(x)q(x) decreasing and G(x) > G(x0) and F(x) < F(x0) for the case p(x)q(x) increasing. It is
straightforward to show that Theorems 1 and 2 improve strictly those bounds.
3. An algorithm
The bounds presented in Theorems 1 and 2 have several drawbacks from the calculation perspective that reduce their
practical applicability, the lack of knowledge of the exact location of the zeroes {xi, i = 0, 1, . . .} of y(x) and y′(x) being the
most important one. The purpose of this section is to overcome these issues by finding additional bounds of all variables
presented in (24)–(29)and (31)–(36), allowing the construction of an algorithm for obtaining bounds of F and G regardless
of the monotonicity of (p · q)(x).
We will proceed by distinguishing 4 cases in the monotonicity of (p · q)(x) in [x0, T ]:
Case 1. (p · q)(x) is monotonic decreasing in [x0, T ].
In order to make use of Theorem 1, we need to bound the number of zeroes {xi} between x0 and x, as well as their
minimum distances.
Thus, let us denote by N(a, b) the number of zeroes of y(x), y′(x) in [a, b]. Let us also define
Φ(x0) = arctan
(
p(x0)y′(x0)
y(x0)
)
, 0 ≤ Φ(x0) ≤ 2pi, (37)
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and Φ(x1) as the multiple of pi2 immediately below than Φ(x0). We denote by [x]+ = [x] + 1, the entire part of x plus 1.
Then, according to [26, Theorem 8] one has
N(x, x0) ≤
[
2
pi
(∫ x
x0
max
[
A
p(x)
,
q(x)
A
]
dx− Φ(x0)+ Φ(x1)
)]+
, (38)
N(x, x0) ≥
[
2
pi
(∫ x
x0
min
[
A
p(x)
,
q(x)
A
]
dx− Φ(x0)+ Φ(x1)
)]+
, (39)
for any A > 0. Now, let us define
Nmax(x, x0) = min
{[
2
pi
(∫ x
x0
max
[
A
p(x)
,
q(x)
A
]
dx− Φ(x0)+ Φ(x1)
)]+
, A > 0
}
, (40)
Nmin(x, x0) = max
{[
2
pi
(∫ x
x0
min
[
A
p(x)
,
q(x)
A
]
dx− Φ(x0)+ Φ(x1)
)]+
, A > 0
}
. (41)
Let us now bound the upper and lower values of the sequence {xi}. From (40) and (41), we can define two sequences {xmini }
and {xmaxi } such that {xmini } is the sequence of minima of the set of solutions x of the sequence of equations
Nmax(x, x0) = i, x ≤ T , i ≥ 1; (42)
and {xmaxi } is the sequence of minima of the set of solutions x of the sequence of equations
Nmin(x, x0) = i, x ≤ T , i ≥ 1. (43)
It is straightforward to show that xmini < xi < x
max
i for i ≥ 1. Now we need to get a lower bound of the distance xi+1 − xi
between the zeroes {xi}. For x1 − x0, from (42) one gets
x1 − x0 ≥ xmin1 − x0 = Dmin(x1, x0). (44)
For the rest of intervals, from (42) and (43) and [27, Theorem V.6] one yields
xi+1 − xi ≥ Dmin(xi+1, xi) = max
{
xmini+1 − xmaxi ,
pi
2
√
min{p(x), x ∈ [xmini , xmaxi+1 ]}
max{q(x), x ∈ [xmini , xmaxi+1 ]}
}
, i > 0. (45)
Let us now define
K1,i = max
{
(p · q)′(x)
2p(z)q(x)
, xmini ≤ x, z ≤ xmaxi+1
}
, (46)
K2,i = max
{
(p · q)′(x)
2p(x)q2(x)
q(z), xmini ≤ x, z ≤ xmaxi+1
}
. (47)
The application of Theorem 1, (24) and (27), yields
G(x) ≤ G(x0), x ∈
[
x0, xmax1
]
, (48)
F(x) ≥ F(x0), x ∈
[
x0, xmax1
]
. (49)
In order to apply Theorem 1, (25) and (28), we need to take into account that y(x0)y′(x0) can be positive or negative. If it
is positive, let us define
K3 = max
{
(p · q)′(x)
2q(x)
, x0 ≤ x ≤ xmax1
}
, (50)
K4 = min
{
(p · q)′(x)
2p(x)q2(x)
, x0 ≤ x ≤ xmax1
}
. (51)
From (25), (28), (44), (46), (47), (50) and (51), one gets
G(x1) ≤ Gmax(x1) = G(x0)+ K3p(x0)y(x0)y
′(x0)
1− K1,0Dmin(x1, x0) , (52)
F(x1) ≥ Fmin(x1) = max
{
F(x0), F(x0)
(
1− K2,0Dmin(x1, x0)
)+ K4p(x0)y(x0)y′(x0)} . (53)
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If y(x0)y′(x0) is negative, by defining
K5 = min
{
(p · q)′(x)
2q(x)
, x0 ≤ x ≤ xmax1
}
, (54)
K6 = max
{
(p · q)′(x)
2p(x)q2(x)
, x0 ≤ x ≤ xmax1
}
, (55)
one gets
G(x1) ≤ Gmax(x1) = min
{
G(x0)+ K5p(x0)y(x0)y′(x0)
1− K1,0Dmin(x1, x0) ,G(x0)
}
, (56)
F(x1) ≥ Fmin(x1) = F(x0)
(
1− K2,0Dmin(x1, x0)
)+ K6p(x0)y(x0)y′(x0). (57)
Finally, we can apply Theorem 1, (26) and (29), as well as (41), (43), (46), (47), (52), (53), (56) and (57) to yield
G(x) ≤ Gmax(x1)
Nmin(x,x0)−1∏
j=1
(
1− K1,jDmin(xj+1, xj)
) , x ∈ [xmax1 , T] ; (58)
F(x) ≥ Fmin(x1)
Nmin(x,x0)−1∏
j=1
(
1− K2,jDmin(xj+1, xj)
)
, x ∈ [xmax1 , T] . (59)
Summarising the previous results, (48), (49), (52), (53) and (56)–(59) define the bounds of G and F for this case 1.
Case 2. (p · q)(x) is monotonic increasing in [x0, T ].
In this case, we need to apply Theorem 2 and the bounds for xi and xi+1 − xi determined in the previous case. Thus (31)
and (34) give
G(x) ≥ G(x0), x ∈
[
x0, xmax1
]
, (60)
F(x) ≤ F(x0), x ∈
[
x0, xmax1
]
. (61)
In a similar manner to (52), (53), (56) and (57), in the calculation of Gmin(x1) and Fmax(x1)we need to distinguish 2 cases:
• y(x0)y′(x0) is positive.
Let us define
K7,i = min
{
(p · q)′(x)
2p(z)q(x)
, xmini ≤ x, z ≤ xmaxi+1
}
, (62)
K8,i = min
{
(p · q)′(x)
2p(x)q2(x)
q(z), xmini ≤ x, z ≤ xmaxi+1
}
. (63)
From (32), (35), (54), (55), (62) and (63) one gets
G(x1) ≥ Gmin(x1) = G(x0)
(
1+ K7,0Dmin(x1, x0)
)+ K5p(x0)y(x0)y′(x0), (64)
F(x1) ≤ Fmax(x1) = min
{
F(x0),
F(x0)+ K6p(x0)y(x0)y′(x0)
1+ K8,0Dmin(x1, x0)
}
. (65)
• y(x0)y′(x0) is negative.
From (32), (35), (50), (51), (62) and (63) one gets
G(x1) ≥ Gmin(x1)
= max {G(x0),G(x0) (1+ K7,0Dmin(x1, x0))+ K3p(x0)y(x0)y′(x0)} , (66)
F(x1) ≤ Fmax(x1) = F(x0)+ K4p(x0)y(x0)y
′(x0)
1+ K8,0Dmin(x1, x0) . (67)
Finally, from (33), (36), (41), (62) and (63) one gets
G(x) ≥ Gmin(x1)
Nmin(x,x0)−1∏
j=1
(
1+ K7,jDmin(xj+1, xj)
)
, x ∈ [xmax1 , T] ; (68)
F(x) ≤ Fmax(x1)
Nmin(x,x0)−1∏
j=1
(
1+ K8,jDmin(xj+1, xj)
) , x ∈ [xmax1 , T] . (69)
796 P. Almenar, L. Jódar / Computers and Mathematics with Applications 57 (2009) 789–798
Summarising the previous results again, (60), (61) and (64)–(69) define the bounds of G and F for this case 2.
Case 3. There exists a set {zi, x0 < z1 < z2 < · · · < T } such that (p · q)(x) is monotonic decreasing in [x0, z1],
[z2, z3], . . . , [z2i, z2i+1], and monotonic increasing in [z1, z2], [z3, z4], . . . , [z2i−1, z2i].
This case can be addressed by applying Case 1 results to the intervals [x0, z1], [z2, z3], . . . , [z2i, z2i+1] and Case 2 results
to the intervals [z1, z2], [z3, z4], . . . , [z2i−1, z2i]. Thus, applying (48), (49), (52), (53) and (56)–(59) [x0, z1] one gets an upper
bound of G(z1), Gmax(z1) and a lower bound of F(z1), Fmin(z1).
For the following intervals, it is necessary to take into account the fact that the values of y(zi) and y′(zi) are not known for
i > 0. Therefore from the second interval on it is not possible to apply directly (52), (53), (56), (57) and (64)–(67). Instead,
one has to apply (48), (49), (60) and (61) up to the first zero of y(x), y′(x) in each interval [zi, zi+1], for i ≥ 1 and bound
as in (58), (59), (68) and (69) from that point on, taking into account that until the second zero there will not be a real
improvement of the bounds (48), (49), (60) and (61).
Let us concentrate on the second interval, [z1, z2]. We first need to determine the sequences {xmaxi,1 }, {xmaxi,1 }, i > 0, where
i, 1 stands for ith zero of the interval [z1, z2]. Logically we will take z1 = xmax0,1 = xmin0,1 . As for the position of the first zero we
can only assume that xmin1,1 = z1. For the calculation of xmax1,1 we can define, analogously to (40) and (41),
Nmin(z1, x) = max
{[
2
pi
∫ x
z1
min
(
A
p(x)
,
q(x)
A
)
dx
]+
, A > 0
}
− 1, (70)
and
Nmax(z1, x) = min
{[
2
pi
∫ x
z1
max
(
A
p(x)
,
q(x)
A
)
dx
]+
, A > 0
}
− 1. (71)
Then we can apply [26, Theorem 8], (70) and (71) to obtain the sequence {xmini,1 } as the minima of the set of solutions x of the
sequence of equations
Nmax(x, z1) = i− 1, x ≤ z2, i ≥ 2; (72)
and the sequence {xmaxi,1 } as the minima of the set of solutions x of the sequence of equations
Nmin(x, z1) = i, x ≤ z2, i ≥ 1. (73)
In a similar way to (45), we can define Dmin as
xi+1,1 − xi,1 ≥ Dmin(xi+1,1, xi,1)
= max
{
xmini+1,1 − xmaxi,1 ,
pi
2
√
min{p(x), x ∈ [xmini,1 , xmaxi+1,1]}
max{q(x), x ∈ [xmini,1 , xmaxi+1,1]}
}
, i > 0. (74)
And likewise, we can define the constants Ki,j,1 as
K7,j,1 = min
{
(p · q)′(x)
2p(z)q(x)
, xminj,1 ≤ x, z ≤ xmaxj+1,1
}
, (75)
K8,j,1 = min
{
(p · q)′(x)
2p(x)q2(x)
q(z), xminj,1 ≤ x, z ≤ xmaxj+1,1
}
. (76)
Once the sequences of bounds {xmaxi,1 } and {xmini,1 } of the zeroes, their minimum distance and the constants Ki,j,1 have been
determined, we can apply (60), (61), (68) and (69) to the interval [z1, z2]. That yields
G(x) ≥ Gmin(z1) = p(z1)q(z1)Fmin(z1), x ∈
[
z1, xmax1,1
] ; (77)
F(x) ≤ Fmax(z1) = Gmax(z1)p(z1)q(z1) , x ∈
[
z1, xmax1,1
] ; (78)
G(x) ≥ Gmin(z1)
Nmin(x,z1)−1∏
j=1
(
1+ K7,j,1Dmin(xj+1,1, xj,1)
)
, x ∈ [xmax1,1 , z2] ; (79)
F(x) ≤ Fmax(x1)
Nmin(x,z1)−1∏
j=1
(
1+ K8,j,1Dmin(xj+1,1, xj,1)
) , x ∈ [xmax1,1 , z2] . (80)
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In the third interval, [z2, z3], the process is the same. First to get the sequences of bounds {xmaxi,2 } and {xmini,2 } as in (72) and
(73), then to determine Dmin(xi+1,2, xi,2) as in (74) and then to calculate the constants Ki,j,2 as
K1,j,2 = max
{
(p · q)′(x)
2p(z)q(x)
, xminj,2 ≤ x, z ≤ xmaxj+1,2
}
, (81)
K2,j,2 = max
{
(p · q)′(x)
2p(x)q2(x)
q(z), xminj,2 ≤ x, z ≤ xmaxj+1,2
}
. (82)
Then one can apply (48), (49), (58) and (59) to obtain
F(x) ≥ Fmin(z2) = Gmin(z2)p(z2)q(z2) , x ∈
[
z2, xmax1,2
] ; (83)
G(x) ≤ Gmax(z2) = p(z2)q(z2)Fmax(z2), x ∈
[
z2, xmax1,2
] ; (84)
G(x) ≤ Gmax(z2)
Nmin(x,z2)−1∏
j=1
(
1− K1,j,2Dmin(xj+1,2, xj,2)
) , x ∈ [xmax1,2 , z3] ; (85)
F(x) ≥ Fmin(z2)
Nmin(x,z2)−1∏
j=1
(
1− K2,j,2Dmin(xj+1,2, xj,2)
)
, x ∈ [xmax1,2 , z3] . (86)
For the rest of intervals it will suffice to apply the same method displayed for intervals [z1, z2] and [z2, z3].
Case 4. There exists a set {zi, x0 < z1 < z2 < · · · < T } such that (p · q)(x) is monotonic increasing in [x0, z1],
[z2, z3], . . . , [z2i, z2i+1], and monotonic decreasing in [z1, z2], [z3, z4], . . . , [z2i−1, z2i].
This case can be addressed by applying Case 2 results to the intervals [x0, z1], [z2, z3], [z4, z5], . . . and Case 1 results to
the intervals [z1, z2], [z3, z4], . . . while taking into consideration the same issues mentioned in Case 3. Thus, (60), (61) and
(64)–(69) allow to get an upper bound of F(z1), Fmax(z1) and a lower bound of G(z1), Gmin(z1).
For the second interval [z1, z2] it is necessary to define the sequences {xmaxi,1 }, {xmaxi,1 } as in (72) and (73), the lowest distance
between zeroes Dmin(xi,1, xi+1,1) as in (74) and the constants Ki,j,1 as (81) and (82). Then, doing like in (83)–(86) one gets
F(x) ≥ Fmin(z1) = Gmin(z1)p(z1)q(z1) , x ∈
[
z1, xmax1,1
] ; (87)
G(x) ≤ Gmax(z1) = p(z1)q(z1)Fmax(z1), x ∈
[
z1, xmax1,1
] ; (88)
G(x) ≤ Gmax(z1)
Nmin(x,z1)−1∏
j=1
(
1− K1,j,1Dmin(xj+1,1, xj,1)
) , x ∈ [xmax1,1 , z2] ; (89)
F(x) ≥ Fmin(z2)
Nmin(x,z1)−1∏
j=1
(
1− K2,j,1Dmin(xj+1,1, xj,1)
)
, x ∈ [xmax1,1 , z2] . (90)
The procedure for [z2, z3] and the rest of intervals is analogous.
Example 1. The initial value problem
y′′ + 1√
x
y = 0, x > 1; y(1) = 1; y′(1) = 0; (91)
has the solution (see [28, p. 132])
y(x) = √x
 Y ′23 ( 43 )+ 12Y 23 ( 43 )
J 2
3
( 4
3
)
Y ′2
3
( 4
3
)− J ′2
3
( 4
3
)
Y 2
3
( 4
3
) J 2
3
(
4
3
x
3
4
)
+
− 12 J 23
( 4
3
)− J ′2
3
( 4
3
)
J 2
3
( 4
3
)
Y ′2
3
( 4
3
)− J ′2
3
( 4
3
)
Y 2
3
( 4
3
)Y 2
3
(
4
3
x
3
4
) , (92)
where Js(x) and Ys(x) are the Bessel functions of sth order of the first and the second kind, respectively. For this problem,
direct application of Butlewski-Leighton’s results ((3) and (6), given that p(x)q(x) is decreasing for x > 1) gives
|y(x)| ≤ x 14 , x ≥ 1. (93)
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Fig. 1. Comparison of bounding methods and exact solution.
The problem (91) corresponds to the case 1 of the algorithm described in this section. Accordingly, let us take [1, 25] as
the interval of analysis. If one applies (37)–(59) to the problem and displays the results, together with the solution of (91)
and with Butlewski-Leighton bound, one gets the graphs of the Fig. 1.
Fig. 1 shows that the improvement achieved by this method with respect to Butlewski-Leighton’s is better than 20% at
the end of the interval [1, 25].
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