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Abstract
Control of Nonlinear Optical Properties of Van Der Waals
Materials
by
Rezlind Bushati
Van der Waals materials are a broad class of materials that exhibit unique optoelectronic
properties. They provide a rich playground for which they can be integrated into current
on-chip devices due to their nanometer-scale size, and be utilized for studying fundamental
physics. Strong coupling of emitters to microcavities provides many opportunities for new
exotic physics through the formation of hybrid quasi-particles exciton-polaritons. This thesis
focuses on exploring and enhancing nonlinearity of van der Waals materials through strongly
coupling to microcavities.
By taking advantage of the stacking order of TMDs, we show intense second-harmonic generation from bulk, centrosymmetric TMD systems. In addition, due to their large refractive
index, they support their own Fabry-Perot modes allowing for the creation of self-hybridized
exciton-polaritons. Recent studies have also shown that strain in van der Waals materials
can provide new insight, as well as new physics into these systems. Combining strain with
microcavities allows for increased nonlinear interactions in monolayer strained TMD polariton systems. Our studies in TMDs strained by circular pillars as well as rectangular pillars
iii

allow for easy manipulation of nonlinearity.
Antiferromagnets are a recent class of 2D materials that have many exotic optoelectronic and
magnetic properties. Our nonlinear polariton spectroscopy studies in strongly coupled NiPS3
show insight into previously unknown properties of spin-correlated NiPS3 excitons. Finally,
we study a new material, CrSBr, which is an antiferromagnet with highly anisotropic properties. Moreover, CrSBr provides large tunability of excitonic absorption and emission due to
the inter-layer coupling of the exciton-magnon complexes present in the system. Strong coupling of CrSBr allows for tunable exciton-magnon-polaritons, and nonlinear experiments provide a platform for re-writable polariton landscapes. The ability to enhance second-harmonic
generation, exciton-exciton interactions, and polariton-polariton interactions paves the way
for on-chip integration in addition to providing a platform for investigating new physics in
previously unexplored materials.
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microcavity crystals six weeks after they were taken out of the cryostat and
stored in a standard vacuum desiccator. Degradation of the samples is clearly
visible. e - h Images of bare NiPS3 crystals on SiO2 /Si substrates show no
degradation, even after several weeks of exposure to air. Scale bars indicate
10µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Temperature dependent PL from NiPS3 crystals on a SiO2 /Si substrate. Degree of linear polarization obtained from the NiPS3 for temperatures below the Néel temperature. Inset: PL peak energy versus temperature.
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5.10 Linear reflectance and Q-factor of microcavity sample M1 at 4 K .
a As-measured angle-resolved reflectance of M1 displaying the anti-crossing
signatures characteristic of strong light-matter coupling. b Line-cuts taken
in the vicinity of the Rabi angles for X1 and X2 , and X3 . Positions of the
line-cuts are indicated in a. c A line-cut taken at 0 deg shows a microcavity
mode with large photonic fraction (cf. Simulated polariton dispersion) and a
full-width at half maximum of 8 meV, resulting in a cavity quality Q-factor of
approximately 200. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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5.11 Transfer matrix simulations of NiPS3 at 4 K . a Schematic of NiPS3
inside a microcavity with a dielectric bottom mirror and a silver top mirror.
b Complex refractive index of NiPS3 calculated from experimental absorption
data recorded at T = 4 K. c Electric field profile (purple line) inside the microcavity containing a 190 nm-thin NiPS3 flake. Dashed lines indicate the real
part of the refractive index in each layer. d Corresponding transfer matrix
calculations fully account for all strong-coupling features of the experimentally
observed microcavity dispersion (Fig. 5.2).

. . . . . . . . . . . . . . . . . .
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5.12 Hopfield coefficients for M1. a-d Calculated Hopfield coefficients indicate
exciton and photon fractions for each of the four polariton branches in the
microcavity dispersion of M1. Branches are sorted from lowest (a) to highest
(d) in energy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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5.13 Vanishing anti-crossing features in M1 under increasing temperatures. Upper panel: Optical reflectance contrast measured at different temperatures. Lower panel: Reflectance contrast profiles are taken at the intersection between the optical mode and X1 & X2 (blue lines) and X3 (purple
lines) resonances, as indicated by the color-coded dashed lines above. . . . .
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5.14 Excitation power-dependence of exciton emission in a bare NiPS3
flake. a Emission peak energies of X1 excitons are robust under increasing
power of continuous-wave laser excitation at 2.33 eV. This behavior demonstrates the absence of power-induced energy shifts in the bare flake and contrasts the effects of cavity-induced dispersive nonlinearity observed in Fig.
5.4c-e and 5.17c-e. b Strongly increasing exciton-densities induce the saturation of the X1 oscillator strength. The dependence of the integrated PL
intensity on the exciton density nx is fitted by a saturation model according
to I(nx ) ∼

nx
,
1+nx /ns

where ns denotes the saturation density. The saturation

density, ns = (2.8 ± 0.8) e13 cm−2 , determined in this experiment is in excellent agreement with the saturation densities independently evaluated in our
nonlinear polariton spectroscopy measurements.

. . . . . . . . . . . . . . .
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5.15 Angle-resolved reflectance contrast of M2 at T =4 K. Reflectance map
plotted together with a coupled oscillator model fit of a single cavity mode and
absorption peaks X1 , X2 , and X3 for negative angles. Reflectance signal was
analyzed by a linear polarizer along the direction of maximum PL emission.
Anti-crossings at each intersection between the cavity mode (white dashed
line) and an excitonic resonance (red dashed-dotted lines) are reproduced
with good agreement between model and experimental data. The multiple
branches of the polariton dispersion are depicted as blue solid lines. Rabi
splittings determined from the fit are ℏΩ1 = 4 meV, ℏΩ2 = 4 meV, and
ℏΩ3 = 9 meV.
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85

5.16 Hopfield coefficients for M2. a-d Calculated Hopfield coefficients indicate
exciton and photon fractions for each of the four polariton branches in the
microcavity dispersion of M2. Branches are sorted from lowest (a) to highest
(d) in energy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
xxii
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5.17 Polariton nonlinearities in M2 under increasing density. a Polariton
dispersion for the lowest (P0 ) and highest (360 × P0 ) excitation power of the
broadband laser pulses. b Density-dependent exciton energies determined
from absorption minima in line-cuts at 23 (X1 and X2 ) and at 0 (X3 ). ce Reduction of Rabi splitting due to saturation of absorption. Red solid lines
represent fits according to Eq. 4.1. . . . . . . . . . . . . . . . . . . . . . . .
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Crystal structure of CrSBr. a Crystal structure of CrSBr viewed from
the out of plane c-axis direction. b Crystal structure of bi-layer CrSBr showing antiferromagnetic ordering. Interestingly, the in-plane order results in a
system where monolayer CrSBr is a ferromagnet, while bi-layer CrSBr is an
antiferromagnet (with bulk CrSBr also behaving as an antiferromagnet, as
will be shown in the Results section). c Optical image of exfoliated CrSBr
flakes showing the characteristic highly anisotropic mechanical exfoliation of
CrSBr.
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93

CrSBr absorption, PL, and magnetic field dependence. a Bulk CrSBr
flake on SiO2 /Si substrate. b Magnetic field dependence of PL showing a
15 meV shift of exciton PL as a function of out of plane magnetic field.
c Low temperature (T = 1.6 reflectance (red) and PL (blue) of bulk CrSBr
on SiO2 /Si substrate showing a main exciton absorption at 1.363 eV, and
many PL features (unidentified states) to the red of the exciton PL.
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6.3

Strong coupling of bulk CrSBr in a DBR-Au microcavity a Schematic
of bulk CrSBr exfoliated on a DBR, with 35 nm Au grown via e-beam evaporation afterwards. b Optical microscope image of the CrSBr microcavity.
The left part of the flake is 250 nm thick, while the right part is 580 nm
thick. Due to the large thickness of the bulk flake, this results in a multimode
cavity. c PL of the CrSBr flake as a function of angle, showing the strong
polarization dependence (ρ ≈ 90%). d Reflectivity of the bulk CrSBr flake in
the microcavity along the a-axis. Because the flake has no absorption along
the a-axis, we lose strong coupling and retrieve the bare cavity mode of the
system. Thus no polaritons are present in the a-axis direction. e PL of
the CrSBr microcavity along the b-axis, showing multiple (6) lower polariton
branches. The different dispersions of the lower polaritons correspond to the
detuning of the cavity modes from the excitonic absorption. (i.e., as we go
from LP1 to LP6, the modes become more dispersive). . . . . . . . . . . . .
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6.4

Strong coupling of bulk CrSBr in a DBR-Au microcavity a Schematic
of bulk CrSBr exfoliated on a DBR, with 35 nm Au grown via e-beam evaporation afterwards. b Optical microscope image of the CrSBr microcavity. The
left part of the flake is 250 nm thick, while the right part is 500 nm thick.
Due to the large thickness of the bulk flake, this results in a multimode cavity.
c PL of the CrSBr flake as a function of angle, showing the strong polarization dependence. d Reflectivity of the bulk CrSBr flake in the microcavity
along the a-axis. Because the flake has no absorption along the a-axis, we lose
strong coupling and retrieve the bare cavity mode of the system. Thus no
polaritons are present in the a-axis direction. e PL of the CrSBr microcavity
along the b-axis, showing multiple (6) lower polariton branches. The different
dispersions of the lower polaritons correspond to the detuning of the cavity
modes from the excitonic absorption. (i.e., as we go from LP1 to LP6, the
modes become more dispersive).
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Anisotropic absorption of CrSBr in a microcavity Polarization dependent white light k-space measurements show the transition from weak coupling
(single cavity mode) to strong coupling (multiple lower polariton branches).
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Power dependent polariton redshift Interestingly, unlike in previous examples where a blueshift is expected with increasing polariton density, nonlinear measurements of LP4 show a 3.7 meV redshift at 0 T. Moreover, the
same experiment under a 7 T magnetic field shows only a 0.6 meV redshift.
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99

Polariton Hysteresis Hysteresis measurements of polariton sample (LP5)
show maximum hysteresis at 0.4 T. Magnetic field direction is parallel to
b-axis of the sample. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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6.10 Transfer matrix simulations of CrSBr microcavity a Simulations of
CrSBr microcavity with bottom DBR compmosed of 30 SiO2 (154nm)/Si3 N4 (111nm)
layers, 580 nm of CrSBr, and 35nm Au showing good agreement with experimental results. b Simulated E-field profile at 0 angle at LP6 (red circle in
(a)) showing the multimode field present in the CrSBr flake.
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Chapter 1
Outline
Chapter 2 will briefly introduce microcavities, excitons, light matter interactions, and the
strong coupling regime. In addition, a brief introduction of transition metal dichalcogenides
(TMDs) and anti-ferromagnets (namely NiPS3 and CrSBr) will be given.

Chapter 3 covers our results in microcavity assisted SHG response from bulk, centrosymmetric TMDs. We relax the symmetry requirements for SHG via polariton formation in
TMDs, and delve deeper into the details as to the origin of the intense SHG signal.

Chapter 4 covers enhanced nonlinearity from strained W Se2 in a microcavity. Our results show that due to the exciton funneling in strained TMD in pillars, we reach saturation
at lower powers than in un-strained samples. Placing a strained W Se2 inside a microcavity
provides many advantages for increased polariton-polariton interactions, which pave the way
to decreasing power thresholds for nonlinear phenomena in TMD excitons.

Chapter 5 describes the formation of correlated exciton-polaritons in anti-ferromagnet
NiPS3 , and further theoretical analysis studies the nature of these correlated excitons. Non1

linear experiments are also conducted to determine the saturation phenomena of these correlated excitons.

Chapter 6 explores new material CrSBr, an anti-ferromagnet with peculiar excitons which
are strongly linked to the magnons of the system. Thus the formation of exciton-magnonpolaritons allows for new degrees of freedom for the tunability of these modes. Moreover,
nonlinear studies in CrSBr show a promising landscape for re-writable polariton potentials.
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Chapter 2
Introduction
The fields of optics and photonics have had a significant impact in today’s world. Whether it’s
the submarine optical fibers that run through the oceans and connect the world, or photonic
integrated circuits, research in this direction continues to advance at an incredibly fast pace.
The unique optoelectronic properties of 2D materials make them natural candidates for
integration with photonics. The vast majority of 2D materials available today provide many
potential uses, such as: conductors (graphene), insulators (h-BN), active components in
LEDs (TMDs) as well as more recently studied magnetic 2D materials such as the ones in
this thesis (NiPS3 and CrSBr).
Today, the majority of nonlinear devices use bulk crystals such as beta barium borate
(BBO), potassium titanate phosphate (KTP), or lithium niobate (LiNbO3 ). As the demand
for miniaturization is ever-increasing, 2D materials provide a natural advantage over their
bulk counterparts for nonlinear applications.
Throughout this thesis, strong light-matter coupling, where hybridization between optical
and material resonance is realized, is used to control the optical response and achieve the
main results reported. In the works reported here, the resonance arises from the coupling
of a microcavity mode (Distributed Bragg Reflector (DBR) cavity modes) and an excitonic
3

resonance (or exciton-magnon resonance as in CrSBr) coming from a material such as a
TMD or an anti-ferromagnet which is placed inside the microcavity.

2.1

Light-Matter Interactions

2.1.1

Microcavities

Due to their planar dimensions, 2D materials are perfect candidates to be integrated with
planar microcavities. In all of the experiments in this thesis, the optical resonance arises
from planar microcavities. The Fabry-Pérot microcavity consists of two mirrors placed close
enough to each other such that the separation between the two is an integer multiple of the
wavelength of interest [2]. As shown in Figure 2.1a, two DBRs consisting of (λ/4) dielectrics
of index 2.01 (silicon nitride) and 1.45 (silicon dioxide) respectively, form a cavity mode at
nc (λ/2n ). In this example, the cavity mode material is comprised of the lower index silicon
dioxide material. Fig. 2.1b shows the dispersion cavity mode dispersion as a function of
wavenumber (or angle). The condition for constructive interference after a round trip is

k⊥ = kcos(θ)

(2.1)

At higher angles of incidence (Fig. 2.1, an additional wavevector which is parallel to the
surface arises, which makes the total k larger than 2π/λ, thus causing the cavity frequency
to increase.
Thus,
k⊥ × 2L = 2mπ
and
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(2.2)

Figure 2.1: Microcavities and their dispersions. a DBR microcavity consisting of
alternating dielectric layers Si3 N4 and SiO2 , forming a λ/2 cavity mode at nc b Cavity
dispersion as a function of angle showing the characteristic dispersion of planar microcavities.
c Cavity mode taken at θ = 0 showing a cavity mode at 2 eV. d E-field profile at 2 eV
showing the E-field maximum at the nc position.

w=√

mπc/L
n̄2 − sin2 θ

(2.3)

where n̄ is the effective index of the microcavity, L is the separation of the two mirrors,
and c is the speed of light. Fig. 2.1 shows a reflection linecut at 0 angle of incidence, which
shows a cavity mode whose quality factor (Q-factor) can be described by

Q=

5

wc
δwc

(2.4)

which is simply the ratio of the resonant frequency wc to the FWHM linewidth δwc .

2.1.2

Excitons

When a material absorbs energy (such as photons) that is higher than its bandgap, an
electron is excited from the valence band to the conduction band. This leaves a positively
charged hole in the valence band. The new quasi-particle called the exciton is the bound
state between the negatively charged electron and the positively charged hole via electrostatic
Coulomb attraction. I will briefly categorize excitons in solid state systems as Frenkel [3]
or Wannier-Mott [4]. Frenkel excitons typically have large binding energy (0.1-1 eV), are
localized at each site (ill-defined Bohr radius), and typically exist in a host material that
has low dielectric constant such as organic molecules [3]. On the other hand, WannierMott excitons such as those in inorganic semiconductors, have large dielectric constant, and
as a consequence, electric field screening by other valence electrons reduces the Coulomb
interactions between the electron and the hole. This leads to Wannier-Mott excitons having
large Bohr radius ( 10 nm), but have binding energies far smaller than Frenkel type ( 10
meV). As we will see below, 2-D TMD excitons are peculiar in that they have properties of
both Frenkel and Wannier-Mott type.
Excitons in TMDs
Exciton binding energy is determined by many factors such as the material’s dielectric constant. However, in addition to this, the binding energy strongly depends on the dimensionality of the system. The exciton binding energy is given by [5]:

En = −

E0
(n + α−3
)2
2
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(2.5)

where α is the system’s dimensionality, n is the principal quantum number, and E0 is the
Rydberg exciton. With simple substitution for α = 2, as in monolayer TMDs, this leads to
a 4-fold increase in exciton binding energy. In addition, dielectric screening can be further
reduced due to the electric field lines extending outside of the material,leading to further
enhancement of binding energy [6]. Thus, excitons in 2-D TMDs have large binding energy
due to their dimensionality ( 300 meV [7]), but also have measurable Bohr radius [8]. Thus
2-D TMD excitons are Wannier-Mott type excitons but with very large binding energy as in
Frenkel excitons. It should be noted that while bulk excitons in TMDs have lower binding
energies and larger bohr radius, they are perfectly valid candidates for strong coupling, and
even provide distinct advantages to 2-D TMDs, as will be seen in Chapter 3.

2.1.3

Exciton-Polaritons

When excitons such as the ones discussed above are placed inside a microcavity, the electromagnetic modes of the microcavity will interact with the exciton dipole moment. If certain
conditions (described below) are met, new quasi-particles, exciton-polaritons are formed
which have the properties of both matter (material exciton) and the light (cavity photon).
In essence, the exciton-polariton forms when an exciton inside a cavity annihilates, emits
a photon with energy E and momentum k, then the emitted photon is reabsorbed by the
medium, creating a new exciton with the same E and k. This continues until the excitation leaves the cavity, or the electron or hole is scattered [2]. As mentioned above, the
dipole moment -er of the exciton couples to the cavity field E which results in the coupling
Hamiltonian
Z
HCX =

Ψ† (r)[−er · E(r)]Ψ(r)dr.

which leads to the exciton-photon coupling Hamiltonian:
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(2.6)

H=

X

EC (k)Bk† Bk +

k

X

EX (k)Ck† Ck +

k

X

ℏg(k)(Bk† Xk + (Xk Bk† )

(2.7)

k

The Hamiltonian can then be diagonalized with the Hopfield transformation:

aLk = Xk Xk − Ck Bk

(2.8)

aUk = Ck Xk − Xk Bk

(2.9)

where Xk and Ck are the Hopfield coefficients which satisfy Xk2 + Ck2 = 1 such that the
transformation is canonical. The Hamiltonian above then reduces to

H=

X

EU (k)aUk † aUk +

k

X

L
EL (k)aL†
k ak

(2.10)

k

where L and U are lower and upper polariton branches. Then the dispersion relation for
the upper and lower branches is:

ELU (k)

1
1
= (EX (k) + EC (k)) ±
2
2

q
∆2k + 4ℏ2 g(k)2

(2.11)

where EC is given by the cavity dispersion, and EX is the exciton dispersion (which
for practical purposes, will be treated as a flat line in k). The energy mismatch ∆k is the
detuning between the cavity and exciton modes:

∆k = EC (k) − EX (k)

(2.12)

The Hopfield Coefficients mentioned above provide information regarding the photon (exciton) fraction of the polariton. Thus, they are crucial to understanding the nature of the
newly formed polariton along the polariton dispersion curve. The fractional component of
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the exciton-polariton is given by:

|Ck |2 =

EU (k)EX (k) − EL (k)EC (k)
p
(EC (k) + EX (k)) ∆2k + 4ℏ2 g(k)2

(2.13)

|Xk |2 =

EU (k)EC (k) − EL (k)EX (k)
p
(EC (k) + EX (k)) ∆2k + 4ℏ2 g(k)2

(2.14)

The dispersion relation in equation 2.11 leads to a characteristic avoided crossing of the
energies of the two modes, as seen in Fig. 2.2. While equation 2.11 is crucial in understanding
polariton physics, it is not yet complete for experimental purposes. The exciton-polaritons
formed are the new eigenstates which are the admixture of the photon and exciton, whose
fractions are given by the Hopfield Coefficients above. However, in equation 2.11, avoided
crossing appears regardless of the strength of interaction. There are no linewidths (losses)
of the individual resonances, thus exciton-polaritons will always form. In reality, we need
to consider the linewidth broadening of excitons and the finite Q-factor of the cavity mode,
which also results in linewidth broadening of the cavity mode. Thus, the modified equation
for the upper and lower polariton dispersion becomes:

ELU (k)

1
1
= (EX (k) + EC (k) − iγx − iγc ) ±
2
2

q
ℏ2 Ω2R − (γx − γc )2

(2.15)

where ΩR is the Rabi frequency, γx is the exciton linewidth broadening, and γc is the
cavity mode broadening. This new dispersion relation strongly depends on the sign of the
expression in the square root. Namely, if ℏΩR > (γx − γc ), then ELU exhibits energy splitting
as seen in equation 2.11, which corresponds to the strong coupling regime. If, however,
ℏΩR < |γx − γc |, the square root becomes imaginary thus the anticrossing disappears. This
leads to the weak coupling regime where the system can be described as separate, weakly
interacting exciton and photon modes.
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Figure 2.2: Exciton-Polariton Dispersion. a DBR microcavity consisting of the same
design as Fig. 2.1b, with the addition of monolayer W S2 in the field maximum. b Dispersion
as a function of angle showing the dispersion of exciton-polaritons formed by excitons in W S2
and the cavity mode. This results in the characteristic avoided crossing of the mode. c Line
cut at a finite angle showing the two split modes. d E-field profile at 2 eV showing the E-field
maximum at the W S2 position which results in the strongest coupling (largest splitting).
To give an intuitive picture of strong coupling, Fig. 2.2 shows the same DBR-DBR
structure as in Fig. 2.1, but with the addition of a monolayer of W S2 at the center of the
cavity (in the field maximum). As seen in 2.2b, the cavity dispersion is now very different
from 2.1b, with the cavity mode splitting into two branches (lower and upper polariton).
From the line cut in 2.2c, one can see the splitting of the upper and lower polariton branches,
and as mentioned previously, if the linewidths of the resonators are larger than the splittings,
2.2c would be one broad mode as opposed to two distinct modes.
10

2.2
2.2.1

Anti-ferromagnets
NiPS3

N iP S 3 is a layered van der Waals material which is an antiferromagnet with a Néel temperature of 155 K. It belongs to a class of antiferromagnetic van der Waals materials in the
form of transition metal phosphorus trisulfides (T M P S3 ). Being a van der Waals material,
N iP S 3 offers immense opportunity for studying antiferromagnetism near the 2D limit. Of
the many transition metal phosphorus trisulfides, N iP S 3 is particularly interesting due to its
rich optical properties. It hosts spin correlated excitons that are highly localized (Chapter
5), exhibit photoluminescence (PL) with linewidths of 300µeV at T = 4 K, and show a
strong polarization response (>90 %) which is linked to the underlying antiferromagnetic
ordering [9, 10]. Due to the extremely narrow absorption linewidths and van der Waals
nature of the material, N iP S 3 makes for an ideal candidate to be exfoliated and integrated
into a microcavity in order to study exciton-polaritons in this system. As we will see in
Chapter 5, our nonlinear studies on exciton-polaritons in N iP S 3 will provide new insight
into the nature of these narrow linewidth excitons.

2.2.2

CrSBr

Another antiferromagnet that is of particular interest is CrSBr. Unlike N iP S 3 , CrSBr
is an antiferromagnet in which each individual layer is a ferromagnet, but has alternating
spin directions. This provides a platform where monolayer CrSBr is a ferromagnet, but bilayer CrSBr is an antiferromagnet (with bulk CrSBr also being an antiferromagnet) [11].
Interestingly, the excitons hosted by CrSBr are strongly linked to the magnons in the system.
Thus, one can actively tune the excitonic energy as a function of magnetic field by switching
from the antiferromagnetic state to the ferromagnetic state [12]. Like in the previous cases,
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CrSBr is a natural candidate for strong coupling with a microcavity, and as will be seen
in Chapter 6, provide a new landscape where we have tunable exciton-magnon-polaritons.
In addition, our nonlinear studies of CrSBr allow for re-writable polariton landscapes by
taking advantage of the magnetic hysteresis in CrSBr.
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Chapter 3
Relaxation of Symmetry
Requirements for Second Harmonic
Generation in self-hybridized
exciton-polaritons in bulk TMDS
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The following work described is adapted from
Relaxing Symmetry Rules for Non-Linear Optical Interactions via Strong
Light-Matter Coupling
Mandeep Khatoniar, Rezlind Bushati, Ahmed Mekawy ,Florian Dirnberger, Andrea Alu,
Vinod Menon
Accepted in ACS Photonics (2022)
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3.1

Introduction

Transition Metal Dichalcogenides (TMDCs) are van der Waals(vdW) materials that exhibit
a vista of much sought after optical and electronic properties. They have been studied extensively in the monolayer (ML) limit due to their direct bandgap, large exciton binding
energy, valley properties, and oscillator strength [13, 14, 8, 15]. Due to these properties,
strong coupling between cavity photons in microcavities and excitons in ML TMDCs can
been demonstrated at room temperature [16]. In addtion in such a strongly coupled system,
the polaritons retain the valley excitonic properties of the host material [17, 18, 19]. More
recently, there has been interest in polaritons formed in bulk TMDCs due to their high
refractive index, which enables Fabry-Pérot modes to be sustained in TMDC slabs which
strongly couples with the exciton modes of the bulk TMDC [20, 21, 22]. This coupling results in a self-hybridized system where the bulk TMDC itself provides both the photonic and
excitonic components required for strong coupling, without the need for an external cavity.
In addition to their exceptional linear optical properties, there have also been numerous
reports on their nonlinear optical response. Second harmonic generation (SHG) can be observed in TMDCs owing to the lack of inversion symmetry in the ML and odd layer limit
[23, 24, 25, 26].More recently, SHG in TMDCs has emerged as a powerful spectroscopic tool
to characterize the layer number as well as the crystal orientation, the latter being an important parameter for achieving precise twist angle in vdW heterostructures [27, 28, 29, 30].
In addition to intense SHG, other second order susceptibility χ(2) mediated processes like
sum frequency generation at continuous wave pump,optical parametric amplification and
signatures of spontaneous parametric down-conversion have also been realized in these systems [31, 32, 33]. These nonlinear optical responses can be further enhanced by engineering
light-matter interactions with nanophotonic tools. Since 2D TMDCs show high values of
nonlinear susceptibility, (e.g.,two-photon absorption in MoS2 is 4 orders of magnitude larger
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than III-V group semiconductors such as GaAs) they represent an ideal system for nonlinear
optical applications [34]. Despite this advantage, 2D TMDCs suffer from the limitation that
second-order nonlinear response is limited to the ML/odd few layer limit, which proves to be
a challenge for device integration. Several attempts have been put forward to increase the
interaction time via auxiliary systems where a ML or few-layer TMDCs couple to plasmonic
or photonic modes in passive [35, 36, 37] or active [38] nanostructures.
The restoration of inversion symmetry in bulk TMDC crystals with naturally occurring 2H
stacking, prohibits second order nonlinearity under the electric dipole approximation, consequently creating a limitation in terms of the available interaction length. Several attempts to
amplify weak χ(2) in say centrosymmetric silicon via geometric strcturing that invokes effects
beyond the dipole approximation, or amplification of weak surface χ(2) via integration with
large quality factor photonic modes have been demonstarted [39, 40, 41, 42]. In addition to
feeble responses, these practices suffer from stringgent resonance requirements that causes
a bottleneck in terms of fabrication and integration. In this work, we achieve strong nonlinear χ(2) response, despite the presence of inversion symmetry, in a planar self-hybridized
exciton polaritons formed via strong coupling of Fabry-Pérot modes sustained by bulk ( 140
nm) W Se2 and the exciton resonances of each layer. The existence of these modes creates
a non-zero phase difference between the SHG signal generated in each layer, owing to the
asymmetry of the electric field of the fundamental laser at the polariton mode, which when
added coherently, does not cancel out in the far field. Recently, SHG from patterned bulk
TMD has been shown in [38], where flakes of a certain thickness were pre-selected based
on the weak SHG signal in their bulk form. In contrast our approach eliminates stringent
thickness requirements and also provides an insight into the details of the SHG process. We
compare the polarization response of this polariton system and find they exhibit similar behavior as their ML counterparts. A comparison between a ML TMDC system and these self
hybridized polariton systems show that the latter is more efficient at lower powers than the
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former. The strong coupling assisted approach presented here allows to simultaneously use
material systems where crystal symmetry dependent selection rules can be relaxed to recover
latent nonlinearity whilst leveraging the additional photonic control knobs and the inherent
nonlinearity of polariton fluids. [43]. Along with their facile ”pick and place” fabrication,
this platform offers relatively broadband responses thus making it an attractive candidate
for realization of nonlinear photonics applications.

3.2

Experimental Results

Figure 3.1a shows the schematic of the structure used in this work, which consists of a
bulk W Se2 flake dry transferred on top of a 7.5 µm2 square box that was etched on a 10.5
period Distributed Bragg Reflector(DBR) consisting of alternating TiO2/SiO2 layers. The
thickness of the bulk TMDC and the depth of the square hole were optimized using transfer
matrix calculations and coupled mode theory such that self-hybridized exciton polaritons are
only formed within the square structure, and outside the etched box there are no polaritons
are supported. This step ensures homogeneity of the refractive index surrounding region in
which polaritons are formed. Moreover a single flake can host both the regions of polariton
formation as well as a reference region with no strong coupling.
Figure 3.1b shows the white light reflection taken at the location of the square box
indicating the presence of two new eigenmodes, namely the upper and the lower polariton
branches. We fit a coupled oscillator model to obtain a Rabi splitting of 70 meV and a
negative cavity mode detuning of 77.5 meV. Transfer matrix simulation and experimental
data for of white light reflection spectrum taken outside the square region are shown in
3.5. Figure 3.2a shows the SHG signal (in blue) when the lower polariton is excited with
pulsed Ti:Sapphire laser tuned at a wavelength resonant to the minima of the lower polariton
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Figure 3.1: Schematic and white light dispersion of self-hybridized excitonpolaritons in WSe2 . a Schematic of the W Se2 polariton device. b shows the white
light spectrum of the polariton system and a coupled oscillator model fit used to extract the
polariton parameters are shown in pink dashed lines.
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branch (at k∥ = 0). As a comparison the SHG signal from the region where no polaritons
are formed (outside the square) is also shown in Fig.

3.2a (in red). A sharp signal at

half the wavelength of the fundamental is observed in the case of resonant excitation of the
polariton branch. The output intensity versus input power dependence in logarithmic scale
is plotted in Figure 3.6a., shows a slope of 1.83, which is indicative of SHG . We detect no
discernible signal from the region outside the square box, and estimate a lower bound for
the enhancement factor based on the detector noise levels. Inside the box the SHG signal is
enhanced at least by three orders of magnitude. Figure 3.2b compares the SHG intensity
as a function of detuning of the fundamental wavelength from the one at k∥ = 0 . The laser
has a linewidth of approximately 5nm and the polariton linewidth is 20nm. We find that
the SHG signal is reduced by 80% for a laser-cavity detuning of 15 nm.
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Figure 3.2: Enhanced second harmonic generation in self-hybridized excitonpolaritons in WSe2 . a shows the SHG response of the polariton device with the fundamental resonant with wavelength at k∥ = 0 . b compares the relative SHG intensity as a
function of detuning of the fundamental from the wavelength at k∥ = 0.

To further characterize the nature of the SHG in the polariton system we resort to
polarization dependent studies. We measure the linear polarization response of the SHG by
rotating the plane of input linear polarization of the fundamental while keeping the bulk
TMDC and an output analyzer stationary. Under this measurement configuration the D3 h
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symmetry structure should give a four-fold symmetry [44]. See Section 3.8 for details. The
inset of Figure 3.3a. shows the fourfold symmetry as a function of the input polarization of
the fundamental excitation. This gives distinctive evidence that the SHG originates from a
crystal with a D3 h symmetry group and it can be attributed to the residual phase that the
SHG and the fundamental pick up due to multiple reflections within the structure, thereby
producing a non-zero SHG in the far field. After confirming the crystal symmetry, we excite
the sample with a circularly polarized fundamental. As seen in ML TMDCs, the polariton
system also produces a circularly polarized SHG signal. Figure 3.3a shows the measured
SHG signal when excited with σ + fundamental. The helicity of the SHG signal is flipped
from the one of the fundamental thereby confirming the D3 h symmetry. We define degree of
σ+

σ−

+

−I
circular polarization as ρ = | II σ+ +I
|, where I σ is the intensity of right-handed circularly
σ−
−

polarized light and I σ is the intensity of left-handed circularly polarized light when analyzed
through a quarter wave plate and linear polarizer at the output. After normalizing with the
degree of circular polarization of the laser,we obtain a value of ρ = 0.87 for the case of bulk
W Se2 polaritons, which is comparable with the reported value ρ = 0.94 obtained for SHG
from a ML WS2 coupled to a passive photonic structure [36].
Next, we compare the efficiency of SHG from polaritons with a ML WS2 that was transferred on 300nm thermal oxide on Silicon. WS2 was chosen as an archetypal ML as it has
one of the largest value of second order permitivity.The power dependent measurements in
Figure 3.3b. show the ratio between the SHG signal from the W Se2 self-hybridized polariton sample and a reference W S2 ML which is pumped at the same wavelength. The plot
can be divided into three distinct regimes of power. At low pump powers (region I), it can
be seen that the efficiency of SHG from the polariton system is higher than the one from a
non center-symmetric ML WS2 sample. At intermediate powers (region II) of ≈ 1mW there
is a drop in the ratio of intensities of SHG generation in the polariton systems and the ML
WS2 . This is the region where the Kerr like polariton nonlinearity via phase space filling
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Figure 3.3: Helicity measurements and comparison of SHG intensity to monolayer
TMD. a SHG response as a function of input circular polarization . The helicity of the SHG
is flipped as seen in ML systems. Inset shows the SHG response as a function of input linear
polarization for a fixed analyzer. b shows the ratio of SHG intensity of a polariton system
and a ML WS2 pumped at the same fundamental wavelength. Error bars represent fitting
errors while extracting area under the curve of the SHG signals
of the excitons kicks in. At higher pump powers (region III), as a consequence of phase
space filling the lower polaritons branch shifts towards higher energies, thereby making the
pump laser detuned from the lower polariton resonance. This results in overall reduction in
efficiency as shown in Figure 3.3b. However, this ”efficiency reduction” is not inherent, but
because the lower polariton blueshifting results in the fundamental beam no longer pumping
at exactly the mode position. This effect results in a deviation from the typical slope of 2 for
the SHG signal from the polariton system ( Figure 3.6a and Section 3.11). Individual plots
for SHG intensity comparison for the self-hybridized polaritons and ML WS2 as a function of
pump power are shown in Figure 3.10. Such phase space filling effects have been extensively
studied in various ML TMDC systems with interest in the generation of polariton blockade
[45, 46, 47, 48, 49].
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3.3

Sample fabrication and measurements

A DBR with center wavelength of 740nm consisting of 10.5 periods of alternating TiO2 and
SiO2 with thicknesses of 88nm and 128m, respectively, was sputtered on a glass substrate,
with SiO2 being the top layer. A 7.5 µm by 7.5 µm square hole was written with electron beam lithography (Elionix ELS G100) on a spin-coated positive electron beam resist
(495PMMA A6) of thickness 440 nm. A bulk W Se2 crystal of 140nm thickness and size
of 60x70 µm2 was exfoliated with the scotch tape method and transferred on to the square
hole via the polypropylene carbonate (PPC) transfer technique in order to create the freestanding W Se2 . The AFM measurements of the square hole as well as the W Se2 crystal are
shown in Figure 3.4a and Figure 3.4b, respectively.

Figure 3.4: AFM measurements. a shows the 7.5 µm by 7.5 µm square hole which was
written via electron beam lithography. b shows the AFM thickness measurement of the
W Se2 flake which would be subsequently transferred to the square hole.
In order to remove residue left by the PPC process, the structure was then soaked in
chloroform for 2 hours at room temperature. The thicknesses of both the air hole and the
W Se2 were measured with atomic force microscopy (Bruker Dimension FastScan). White
light dispersion data was collected by using a broadband halogen light source and imaging
the back aperture of a 50x objective with numerical aperture of 0.8 (Olympus MPLFLN)
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onto a Princeton Instruments Monochromator with an EMCCD Camera (Pixis 1024B). For
the SHG measurements, a Titanium-Sapphire laser (Coherent Mira) was used to pump at
the fundamental wavelength of 832 nm, while the SHG signal was detected through the
Princeton Instruments Monochromator. A 500 nm short pass filter was used in the collection side to filter out the excitation beam. Linear polarization measurements were recorded
by using a linear (LP) in the excitation path and a collinear LP in the collection path. For
helicity resolved SHG measurements, the excitation circular polarization was determined by
using an LP followed by a quarter-wave plate (QWP) to determine the left and right circularly polarized states of the excitation beam. In the collection path, an analyzer of a QWP
followed by an LP was used to resolve the chiral response of the system.

3.4

Transfer Matrix and E-field profile

Figure 3.5a and 3.5b shows the experimental and the transfer matrix simulation of white
light dispersion of the 140nm bulk W Se2 respectively outside the etched region. The reflection dips in Figure 3.5a correspond to the A exciton of bulk W Se2 . The red dot indicates
the energy at which the two systems were excited to yield the results shown in Figure 3.2a.
Figure 3.5c shows the squared electric field along the growth direction (z) of the structure
at the etched region. The field inside the W Se2 is asymmetric in z.

3.5

SHG characterization

Figure 3.6a. shows the output SHG intensity as a function of the power of the fundamental
incident on the self-hybridized polariton. A slope of 1.83 is obtained after fitting a line which
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Figure 3.5: Transfer matrix simulations outside the etched box. a and b show the
experimental and transfer matrix simulation of the reflection spectrum of the bulk W Se2
outside the etched box respectively. c shows the simulated electric field in the polariton
region
indicates the process being SHG. Figure 3.6b shows the full linewidths at half maxima (σ)
of the fundamental and SHG signals in red and violet, respectively. The SHG is narrower
than the fundamental because material dispersion of the TMDC bulk.
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Figure 3.6: SHG power dependence and linewidth. a shows the output intensity as a
function of input power. b compares the spectral linewidth of the fundamental laser and the
SHG signal.

3.6

Simulations

Purcell enhancement due to formation of polaritons
We perform FDTD simulations for Purcell enhancement due to the polariton mode on the
residual bulk SHG from 140nm W Se2 . To that end we compare the SHG generated for a
system of bulk W Se2 of thickness d= 140nm placed on top of a Distributed Bragg reflector of
alternating layers of TiO2 /SiO2 and the same bulk W Se2 placed with an air spacer of 440 nm
as shown in figure 3.7a. A Gaussian beam with the characteristics of the fundamental laser
and frequency ω excites the structure at normal incidence. Ex is the electric field in-plane
and k is the wave vector of incidence. The bulk W Se2 is is assumed to have a finite bulk χ(2)
and we simulate the SH electric field magnitude at 2ω. Figure 3.7b shows the comparison
between the SHG signal corresponding to h=440nm of air (in red) and h=127nm of SiO2 (in
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purple). The enhancement due to increased density of states in this system is approximately
16 times.

Figure 3.7: Purcell enhancement simulations. a shows a schematic of the simulation
configuration. h is the spacer thickness and d is the thickness of the bulk W Se2 . b a
comparative amplitude of SH electric field for spacer height h =440nm of air and h= 127nm
of SiO2 in red and purple respectively.

Modeling the TMD as alternating layers of χ(2)
Purcell enhancement alone does not account for this large increase in SHG signal, and we
now take a closer look at the physical processes that give rise to such intense SHG from a
center-symmetric material. One could posit that the SHG is generated from an odd layered
system with the last layer generating an intense SHG owing to loss of inversion symmetry.
However this would result in a broadband response of the SHG and not be limited to the
polariton resonance, as shown in Figure 3.2b. Moreover this strong fundamental wavelength
dependence has been noted in several TMDC flakes of various thickness when they are
pumped on and off the polariton resonance. Another possibility is the enhancement of the
residual surface SHG rate due to an enhanced density of photonic states owing to a cavity
mode that is resonant with either the SH or the fundamental wavelength. To investigate
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this possibility we perform FDTD simulations for a bulk material with a fixed χ(2) using a
broadband fundamental source, where we replicate the configuration used in our experiment
and obtain an enhancement of ≈ 16 times. See Section 3.6 and Figure 3.7 S4b for more
details. A similar enhancement has been reported in systems where a ML TMDC flake is
coupled to passive resonant structures [35, 36, 37]. This passive enhancement factor however
fails to explain the drastic enhancement of at least three orders of magnitude when the system
is excited at the polariton resonance. To fully explain the experimental results we use a model
with layers of alternating χ(2) [26]. Any crystal with inversion symmetry should possess zero
second order nonlinearity because the macroscopic polarization, p(2) (E) = −p(2) (−E) leads
to vanishing of all even nonlinear susceptibility under the electric dipole approximation.
This is indeed true for 2H stacking of even number of layers in 2D TMDCs in which the
inversion symmetry is restored. This cancellation of SHG for an even number of layers can be
envisioned macroscopically as shown in Fig. 3.8a, where two successive MLs have alternative
signs of the induced second order polarization, i.e., χ(2) in the first layer is equivalent to −χ(2)
in the next layer, leading to a cancelling of the SHG for even number of layers in the far
field. However, recent reports have shown that despite the existence of geometrical inversion
symmetry in some systems, e.g., bilayer WSe2, SHG can arise by breaking the inversion
symmetry of the induced charges. If the field is asymmetric across different layers of the 2D
TMDC, the nonlinear polarizations add coherently, generating SHG. This is depicted in Fig.
3.8b where the nonlinear polarizations represented by arrows, are in opposite directions,
but not of the same magnitude [50] . Recent work has additionally shown that artificially
stacking 2D layers with a controllable twist angle between the layers can lead to enhancing
or suppressing SHG, described by a superposition relation shown in Fig.

3.8b but with

the arrows now pointing along different directions [51]. For the given polariton system, if
we consider a pump wavelength at the fundamental frequency ω impinging from the top,
the electric field distribution is not symmetric. In this case the SHG from different layers
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does not cancel each other in the far field as shown in Fig.

3.8c thereby resulting in

the SHG signal that is observed in the experiment. This effect is further enhanced by the
higher photonic density of states at the polariton branches. While this model captures
the qualitative behavior of the SHG, it overestimates the value of the SHG response seen
previously in a related work [26]. We classically model the enhancement in the nonlinear
process by solving coupled linear equations at the fundamental frequency ω, and at the
SHG frequency 2ω. To describe the SHG response of the system we model the W Se2 as
a mutlilayer system with layer thickness of 0.5 nm. The only non-vanishing susceptibility
terms are,
(2)
(2)
(2)
χ(2)
yyy = −χyxx = χxxy = χxyx

(3.1)

where y is the armchair direction of the crystal lattice. We assume in the simulation that
the incident polarization is aligned with the armchair direction, giving rise only to SHG
polarized in the armchair direction. We model the nonlinear polarization in each layer as,
(2)

pl
(2)

where l is the layer number, and χl

(2)

(ω) 2

= ϵ0 χl,yyy El,y

(3.2)

is positive for odd layers, and negative for even layer

(ω)

counted from a fixed reference, and El,y is the field distribution in layer l at the fundamental
frequency. We then use this polarization current as the source for the SH signal. We use this
model to describe the SHG from a ML and the polariton system. Interestingly, using this
simple model we can observe an enhancement of around four orders of magnitude between
SHG from ML, and the SHG from bilayer, which perfectly matches our experimental results.
The polariton system shows enhanced SHG at lower polariton resonance with SHG efficiency
close to that of a ML. We attribute this large SHG in the cavity coupled system near resonance due to the combination of the field enhancement and its spatial profile, which leads to
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an asymmetric distribution of nonlinear polarization. At the same time in bulk W Se2 outside the lower polariton resonance we found an almost negligible SHG owing to near perfect
cancellation of the SH field of individual layers in the far field as shown in Fig 3.8d.
The model used here remains within the dipole approximation. The analysis shows that in
layered systems like TMDCs, SHG should be treated as a collective effect of its constituent
non-centrosymmetric ML.

Finally we comment on the advantages of having a dielectric spacer layer. In the structure
described in the text above, the use of air as a spacer layer allowed us to access narrower
polariton modes in addition to the advantages mentioned earlier. However similar SHG
responses can also be found in structures with PMMA spacers and a metal mirror. The resonances obtained in those systems are broader and have a lower enhancement due to their
lower quality factor. We could do away with the bottom mirror and form self-hybridized
polaritons in bulk TMDCs on glass or silicon substrates as reported in several works [20, 38].
However in these systems we are limited to bulks of thickness ranging only about from about
60 nm to 100 nm. This is shown via various transfer matrix calculation for different device
geometries in Section 3.9 and Figure 3.9 5. We also note that similar analysis can be done
to explain the weak bulk SHG observed by [38] in bulk TMDCs in a narrow range of thickness. Strong SHG seen in self hybridized polariton systems with Polymethyl methacrylate
(PMMA) spacer is shown in Section 3.12 and Figure 3.12 7.

3.7

Coupled Mode Theory

In this work, the nonlinear response of bulk W Se2 is underpinned by coupling it to a photonic
cavity in form of a Fabry-Pérot resonator with its two reflective surfaces are a bulk W Se2 ,
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a

b
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d

Figure 3.8: SHG simulations modelling 2H stacked W Se2 . a shows 2H stacked bilayer
W Se2 with equal second order nonlinear polarization p and out of phase hence generating no
SHG. b shows 2H stacked bilayer W Se2 with unequal and opposite p can generate nonzero
SHG. c Enhancing the nonlinear polarization in bulk W Se2 by coupling to a photonic cavity
where the fundamental field significantly increase along with unequal second order polarization from individual layers in the bulk TMDC. d shows normalized SHG power calculated
for the structures in (c) with bulk TMDC height of 140 nm. The ratios of the SHG at the
SH wavelength 425 nm are 0.9 : 0.5 : 0.003 : 0.0002 for the ML, polariton system, Bulk on
SiO2 , bilayer, respectively.
and the DBR as shown in Fig. 3.1a. The system represents two eigenmodes, represented
by their respective frequencies ωa and ωb . Here, ωa represents the exciton resonance of
the W Se2 , and ωb represents the resonance frequency of the photonic cavity which can be
actively tuned with changing its height h. For an external excitation, the photonic cavity
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mode is indirectly excited, and the bulk W Se2 mode is excited directly from an impinging
wave as shown in Fig.

3.1a. These dynamics can be captured by employing the coupled

mode theory (CMT) to describe the coupled oscillators system. The two oscillators are the
material resonance ωa and the photonic cavity mode ωb . The material resonance mode is
coupled to the radiation incident from above with radiation rate γr , while the cavity mode
is coupled indirectly to the incident radiation. The two modes are coupled with coupling
rate κ thus forming the half matter half-light particles when κ > γr . The CMT governing
equations are:
p
da
= (iωa − γa − γr ) a + iκb + 2γr s+
dt
p
s− = −s+ + 2γr a

(3.3)
(3.4)

db
= (iωb − γb ) b + iκa
dt

(3.5)

where γa and γb are the absorption rates of the 2D TMDC, and the photonic cavity respectively while γr is the radiative coupling rate. For oblique incidence, the material resonance
ωa does not change, the cavity resonance changes as
2
2
ωb2 = ωb0
+ c2 k⊥
→ ωb ≈ ωb0 + 0.5 sin2 θ

(3.6)

with c is the light speed, and k⊥ is the normal wavenumber inside the cavity. We can solve
the differential equations under slowly varying approximation and give the reflection as,
− (i∆ωa + γa + γr ) (i∆ωb + γb ) − κ2 + 2γr (i∆ωb + γb )
R=
(i∆ωa + γa + γr ) (i∆ωb + γb ) + κ2

2

(3.7)

Here, ωb0 = 2.23 × 1015 rad/s, ωa = 2.55 × 1015 rad/s, γa = 0.015ωb , γb = 0.0011ωa , γr =
0.05ωa , κ = 0.004ωb , calculated to match the experimental results.
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3.8

SHG Polarization

If eω and e2ω are the electric field polarization of the fundamental and the SHG signal
respectively then we can define the electric field of the SHG as follows

E(2ω) · e2ω = E(ω)e2ω · χ(2) : eω eω

(3.8)

Where E(ω) is the electric field of the fundamental in scalar form and χ(2) is the second
order susceptibility. Now for TMDC the second order dielectric tensor has the only one non(2)

(2)

(2)

(2)

vanishing element for D3h symmetry group namely χT M DCC = χxxx = −χxyy = −χyyx =
(2)

−χyxy = d. If the linear polarization of the normal incident laser makes an angle θ with
the armchair

 axis of the crystal then the polarization of the laser can be decomposed as
cosθ 


 So the SHG electric field can now be calculated as follows
eω = 
sinθ




0



Px2ω




0
d −d 0 0 0 0 0 0
:
Py2ω = 
0 0 0 0 0 0 0 −d −d

cos2 θ







2
 sin θ 

 



.

 = dcos(2θ) −dsin(2θ)
..






cosθsinθ


sinθcosθ
(3.9)

2ω
Therefore the electric field is givenby E(2
 ω ) = e2ω · P . Now if we put an analyzer parallel
cosθ 
to that of the fundamental e2ω = 
 We obtain
sinθ

E(2ω) = E(ω)d [cos(2θ)cos(θ) − sin(2θ)sin(θ)] = dcos(3θ)
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(3.10)

I = Io cos2 (3θ)

(3.11)

where Io = (E(ω)d)2 ). Which is six fold symmetric and is what is observed in an experimental scheme where the sample is rotated while keeping the input linear polarization of the
fundamental and the analyzer constant.
However

if the analyzer makes an arbitrary angle β with the armchair (x) axis then e2ω =
cos(β)

 and
sin(β)
E(2ω) = d [cos(2θ)cos(β) − sin(2θ)sin(β)] = dcos(2θ + β)

(3.12)

I = Io cos2 (2θ + β)

(3.13)

which is four fold symmetric and it is the scheme that is used in our measurements shown
in the inset of Figure 3a in the main text where the input polarization is varied while the
analyzer and the TMDC is kept constant.

3.9

Self-hybridized polaritons in various geometries

We show transfer matrix simulations of the reflection spectrum displaying the formation
of self-hybridized polaritons (SHP) in bulk W Se2 of various thickness by placing them on
different substrates. Figure 3.9a shows the SHP in 30nm bulk W Se2 placed on a 8 period
DBR reflector with alternating TiO2 /SiO2 and 250nm of PMMA as spacer thickness. Figure
3.9b shows formation of SHP in the same bulk W Se2 but the DBR is replaced with a gold
mirror of thickness of 100nm. Figure 3.9c and 3.9d show SHP formed in 70nm bulk W Se2
placed on glass and silicon substrates respectively. As can be seen from the plots forming
33

Figure 3.9: Transfer matrix simulations. a,b,c,d show transfer matrix simulation of
white light reflection from various configurations in which bulk W Se2 can generate selfhybridized polaritons.
SHP with lossless bottom mirrors facilitate in realization of narrower modes with higher
field confinements. Using gold increases the linewidth of the polariton but the presence of a
dielectric spacer facilitates the flexibility in choice of the TMDC bulk thickness by providing
a precise and more tunable degree of control during fabrication. The SHP modes formed
in bulk W Se2 on glass and silicon substrates show broader resonances and are also limited
in the range of thickness where the Fabry-Pérot modes sustained by these systems coincide
with their excitons.
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3.10

Comparison of power dependence of self hybridized
polaritons and ML WS2

A comparison between SHG intensities of ML WS2 and self-hybridized polaritons are shown
in Figure 3.10a and 3.10b as a function of input power of the fundamental.
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Figure 3.10: Power dependence comparisons of monolayer W S2 and self-hybridized
bulk W Se2 . (a,b) SHG intensities of self-hybridized polaritons (in blue) and ML WS2 in
orange as a function of pump power while pumped at the same fundamental wavelength.
At powers larger than 1mW the SHG of the polariton system starts to saturate due to
the blue shift of the lower polariton branch as a result of phase space filling. This results in
an apparent reduction of SHG efficiency as a function of power along with a deviation from
the typical slope of 2 as seen for the SHG from ML WS2 .

3.11

Carrier induced excitonic nonlinearity

Carrier induced excitonic nonlinearity can manifests itself via one the three major mechanisms : a) Exchange interaction causing re-normalization of single particle and exciton
energies and thus shift the transition frequency, b) Phase space filling which causes a direct
reduction of excitonic oscillator strength by reducing the number of available single particle
states that contribute to the exciton formation, and c) Long range Coulomb screening caused
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by excess change carriers. Of these the first two are due to the fermionic nature of the single
particles states that make up the exciton and the third is independent of spin and depends
only on the charge. These carrier induced effects have been extensively studied in III-V systems [52, 53] and in TMDCs [54, 55]. In the case of polariton formation the first two effects
are manifested as shown in the cartoon of Figure 3.11a and 3.11b. The system starts in the
configuration that is shown by the blue solid lines. For exchange interaction in Figure. 3.11a,
due to the energy re-normalization the exciton blue shifts, which causes both the polariton
branches to blue shift as shown by the orange dashed lines. Figure 3.11b. shows the effect
of phase space filling on exciton-polaritons. The reduction on the oscillator strength causes
the Rabi splitting energy to reduce and close the gap and effectively recover an uncoupled
system shown by the orange dashed line. This mechanism has been shown to be dominant
in TMDC and other large band-gap systems [45, 46, 47, 48, 49]. Figure 3.11c shows the
experimental shift of energies of the upper and lower polariton at the angle of anti-crossing
as a function of input laser power for bulk MoSe2 self-hybridized polariton systems. As it
can the seen the lower polariton blue shifts as a function of power and this effect manifests
as a reduction of the intensity of SHG as shown in Figure 3b in the main text. Note that
the MoSe2 self-hybridized polariton shown here has a lower Rabi splitting compared to the
system used in the main text and is excited at an energy with high excitonic fraction which
causes it to saturate at lower powers as compared to the self-hybridized polaritons in W Se2 .
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Figure 3.11: Nonlinear exciton effects on polariton dispersion. a shows a schematic of
the effect of different carrier induced excitonic nonlinearities on the polariton dispersion. b
shows extracted energies of the polariton branches in a MoSe2 bulk self-hybridized polariton
as a function of input power at the Rabi splitting angle.

3.12

SHG from self-hybridized polaritons in bulk MoSe2
on DBR

We show that SHG can be generated when excited at the lower polariton resonances formed
in self-hybridized polaritons as shown in configurations similar to 3.9a where spin coated
PMMA spacer was used to form the polariton modes. Figure 3.12a shows the white light
reflection spectrum of a bulk MoSe2 flake on 250nm PMMA spun on a DBR centered at
750nm. The red circle indicates the energy where the polariton was excited for SHG as
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shown in Figure 3.12b.

Figure 3.12: SHG from self-hybridized bulk M oSe2 . a shows WL reflection spectrum of
bulk MoSe2 on a DBR with PMMA as spacer layer. b shows the SHG from the bulk MoSe2
when the fundamental is resonant at the energy indicated by the red circle .
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3.13

Conclusion

In summary, here we have demonstrated a platform to relax crystal symmetry requirements
for second order nonlinear response in bulk TMDC crystals via formation of exciton polaritons. The fact that we achieve strong nonlinear responses in bulk TMDCs reduces challenges
with fabrication and integration into passive photonic platforms. Although we focus solely
on the SHG process in the current work other χ(2) processes like sum/difference frequency
generation and optical parametric amplification can be explored in these systems. In addition, these polariton systems inherently possess a χ(3) response that can lead to saturation of
absorption, tunable index of refraction and single photon nonlinearity via polariton blockade,
thereby forming a versatile platform for a plethora of applications in the field of nonlinear
photonics and quantum optics. Furthermore, the power dependent saturation of the SHG
can be used to estimate polariton-polariton interaction strengths in systems where traditional techniques of measuring contrasts in resonant laser reflection as a function of power
are not feasible.
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Chapter 4
Enhancing exciton-polariton
non-linearity in monolayer WSe2 via
strain
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4.1

Introduction

Van der Waals materials provide a powerful landscape for modifying their optical and electronic properties through strain [56, 57, 58, 59]. In particular, monolayer TMDs are excellent
candidates for strain tunability, as they can withstand strains of more than 10% [60]. As
shown in Chapter 2, the unique optical properties of monolayer TMDs arise from their rich
electronic band structures. Applying mechanical tensile strain to TMDs can continuously
modify their band structure as a function of increasing strain [57]. Specifically, strain effects
on the band structure are most apparent in the K point of the Brillouin Zone, where the
bandgap decreases as strain is increased. This leads to direct optical access to strained regions in TMDs as both the absorption and the PL shows a marked redshift as a function of
strain [61]. Using strain with van der Waals materials provides many potential applications,
such as strain sensors [62], strain based nano-imaging [63], and low temperature single photon emitters [64, 65].
Inspired by our previous work [66] which shows exciton funneling in strained W Se2 monolayers, our experiments show increased nonlinearity in strained W Se2 exciton-polaritons.
This provides multiple unique advantages to previous works of strained TMDs on SiO2 /Si
pillars, as will be seen in the Results section of this chapter. Our results pave the way for
using lower threshold strain-engineered nonlinear polaritonic devices, and providing an ideal
platform to realize polariton blockade and polariton condensation in monolayer TMDs.

4.2
4.2.1

Results
Strained W Se2 excitons on DBR

As seen in Fig. 4.1a, we utilize a design in which we etch pillars on the top SiO2 layer of a
DBR. This provides a unique platform for studying monolayer TMDs under strain, as shown
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by the E-field profile to the left. The designed electromagnetic field profile allows for the
top of the pillar to lie in an E-field maximum position, while the bottom etched out region
is in an E-field minimum. Thus, due to Purcell effects, strained W Se2 (top of the pillar)
has maximized PL intensity, while unstrained W Se2 has highly suppressed PL. AFM scans
in Fig. 4.1b show a clear tenting of the W Se2 flake. Both circular pillars and rectangular
lines were used to study the effects of exciton funneling on (uni-axial and bi-axial) strained
W Se2 . In order to accurately study the effects of strain, in addition to rectangular lines and
circular pillars, a 20 x 30 µm rectangle (dashed light blue box in Fig. 4.1c) was fabricated.
This provides a control region where monolayer W Se2 is still in the E-field maximum, as the
strained region, but due to the large size of the rectangle, does not exhibit any signatures of
strain. The green dashed rectangle and circle represent a fabricated 20 x 2 µm line and a 2
µm diameter pillar, respectively, while the red dashed rectangle and circle represent a 20 x
1 µm line and a 1 µm diameter pillar, respectively. Despite the W Se2 monolayer also being
present between the fabricated structures (orange box in 4.1c), the confocal map shows no
PL from the regions in between the fabricated regions. The inset in 4.1c shows the PL from
two different regions (blue cross and red cross), showing a redshift in PL due to the presence
of strain in the red cross region.
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Figure 4.1: Strained W Se2 on rectangular and circular pillars. a Schematic of a
strained W Se2 monolayer on top of a DBR where the highest strain region in the monolayer
lies on the top SiO2 layer of the DBR, while the unstrained monolayer is on the etched region
below. This creates an experimental advantage where the strained region lies in an e-field
maximum, while the unstrained region lies in an e-field minimum, thus minimizing signal
from the unstrained region. b Atomic Force Microscope (AFM) image showing the strained
TMD on top of a circular pillar in the middle of the image, and a rectangular line pillar to
the left of the circular pillar. c Confocal PL scan of the structures. As seen from the inset,
PL taken from two regions (blue cross and red cross) shows a red shift in the spectrum as
expected from strained TMD. The orange box represents the W Se2 monolayer. The light
blue dashed rectangle represents a 20 x 30 µm region where TMD does not have any strain.
The green dashed rectangle and circle represent a 20 x 2 µm line and a 2 µm diameter pillar.
The red dashed rectangle and circle represent a 20 x 1 µm line and a 1 µm diameter pillar.
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Nonlinear measurements on the strained TMD system show a significant increase in both
absorption saturation and excitonic blueshift. As seen in Fig. 4.2a, measurements in the
unstrained and strained (rectangular line) regions of W Se2 show a significantly lower power
threshold for achieving absorption saturation. Excitonic blueshift is also enhanced in the
strained W Se2 region (Fig. 4.2b).

Figure 4.2: Enhanced nonlinearity in strained W Se2 on a DBR a Saturable absorption measurements showing that excitons in strained W Se2 saturate at lower input powers
than those of unstrained W Se2 . The data points are the integrated area under the absorption curve. b Measuring the excitonic blueshift (which is a measure of exciton-exciton
interactions) also shows a significant increase in interactions on strained W Se2 as opposed
to unstrained W Se2 .

4.2.2

Enhanced nonlinearity in strained exciton-polaritons

While the results above already provide numerous optical advantages to SiO2 /Si pillars, they
also provide the advantage of readily achieving strong coupling of strained W Se2 through
spin-coating PMMA and then subsequently depositing Ag on top of the structure. White
light reflection plots in Fig. 4.3b show the characteristic anti-crossing expected in excitonpolaritons. The solid blue lines are the analytical fit to the lower and upper polariton modes.
The dashed red curve and dashed red horizontal line are the bare cavity mode and W Se2
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exciton resonance, respectively. Detailed explanations of the structure design and a closer
look at k-space images are provided in Methods.

Figure 4.3: Strong coupling of strained W Se2 monolayers. a Schematic of strained
W Se2 monolayers in a cavity. Due to the design (as previously mentioned in 4.1a), only the
strained region (on top of the pillars) is strongly coupled, while the unstrained regions do
not strongly couple. b K-space white light reflection plot showing the characteristic anticrossing arising from the formation of exciton-polaritons in the system. The blue solid lines
are the analytical fits for the polariton modes, while the red dashed curve and horizontal
line correspond to the uncoupled cavity mode and exciton resonance, respectively.
To further study the effects of strain on nonlinearity, we perform power-dependent measurements on the strongly coupled system to give insight into polariton-polariton interactions. By using a high-power broad-band pulsed laser (NKT Photonics, SuperK Extreme),
we performed nonlinear polariton spectroscopy measurements and measured the microcavity
dispersion as a function of power density (see Methods). As seen in Fig. 4.4, as we increase
laser power, by taking line cuts at the Rabi angle, we notice that the Rabi splitting of the
strongly coupled cavity decreases significantly more in the strained W Se2 regions than in the
unstrained region. Due to the discrete nature of the modes in the circular pillars (Methods),
the measurements in 4.4 compare the unstrained region with only the 2µm line.
In order to determine if the circular pillars provide an increased funneling effect of excitons, thus higher nonlinearity than the rectangular lines, we perform similar measurements
to the ones in Fig. 4.4. However, linecuts were taken at k∥ = 0, as opposed to the Rabi
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Figure 4.4: Rabi splitting reduction comparison for strained and un-strained cavity
W Se2 polaritons. Nonlinear measurements showing lower power threshold for strained
W Se2 polaritons (pink circles) as opposed to unstrained W Se2 polaritons (blue circles)
angle. Fig. 4.5 shows the blueshift of the lower polariton as a function of power. The 2 µm
pillar (blue circles) shows the largest blueshift at k∥ = 0, which is consistent with increased
funneling in the circular pillars, as excitons are trapped in all directions, as opposed to only
one direction in the line case.
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Figure 4.5: Enhanced Polariton nonlinearities via strain engineering. Polariton
blueshift as a function of power at k∥ = 0 showing the increased nonlinearity in strained
W Se2 exciton-polaritons. Nonlinear measurements show that engineering strain (such as
pillars or rectangles) leads to different enhancements of nonlinearity.

4.3
4.3.1

Methods
Fabrication

The DBR is a commercially purchased DBR composed of SiO2 (n = 1.47) and T iO2 (n =
2.3). It was designed with a center wavelength of around 740 nm, with the SiO2 and T iO2
thicknesses being 125 nm and 78 nm, respectively. For the structuring of the DBRs, first, a
positive resist (PMMA 495K A4) was spin-coated at 3000 RPM to give a thin film thickness
of 200 nm. Then, electron beam lithography (ELIONIX ELS-G100) was used to pattern the
PMMA. 10 nm of chromium was deposited via e-beam evaporation, and then lift-off was
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performed with acetone. The chromium structures were then used as a mask in order to use
reactive ion etching (PlasmaPro NPG80) to etch the top SiO2 layer. Finally, the chromium
mask was then removed by wet etching with ceric ammonium nitrate.

Figure 4.6: Fabrication for strain engineered W Se2 structures. a Structures fabricated
through electron beam lithography. The large rectangle represents regions where unstrained
TMD will be transferred, and the lines and circles represent varying size regions where the
TMD will experience strain. b Post-transfer image of the stack showing the W Se2 sandwiched in between h-BN. c Post-PMMA spin coating of the stack, showing large thickness
variation in the spin-coated PMMA due to varying heights arising from both the pillars and
the van der Waals stack.
As seen in Fig. 4.6a, the completed structures on the top SiO2 layer of the DBR consist
of a large 20 x 30 µm rectangle which acts as the un-strained region of W Se2 . Below the
large rectangle are varying thin rectangles with circular pillars below each thin rectangle.
The rectangles and pillars have the following dimensions: leftmost rectangle and pillar - 20
µm x 500 nm rectangle, 500 nm diameter pillar, middle rectangle and pillar - 20 µm x 1 µm
rectangle, 1 µm diameter pillar, rightmost rectangle and pillar - 20 µm x 2 µm rectangle, 2 µm
diameter pillar. Fig. 4.6b shows the same structures post transfer of W se2 . First, thin (¡10
nm) h-BN was dry transferred through PDMS, then annealed at 150◦ for 3 hours under N2
gas to remove residue. Then, monolayer W Se2 was transferred on top of the h-BN, followed
by the same annealing step. Finally, the last thin (¡10 nm) h-BN was PDMS transferred and
then annealed, to finish the stack. Fig. 4.6c shows the same stack post-PMMA spin-coating.
Interference fringes appear post spin-coating, which indicate that there is large variety in
PMMA thickness. This is expected due to the thickness variation from the structures and
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the van der Waals stack. As seen in the following subsection (Optical Measurements),
this thickness variation limits the k-space measurements to only the 2 µm structures.

4.3.2

Optical Measurements

K-space Measurements
Unlike spectroscopy measurements, as in the inset of 4.1c where only energy information is
required, k-space measurements require both energy and angular information. As a result,
varying height differences and measurements where the spot size is bigger than the pillar
cause distorted k-space images.

Figure 4.7: K-space imaging of rectangular lines and circular pillars. a White
light reflection k-space image showing polariton modes in the strained W Se2 on the 2 µm
line. b Similar data for the circular pillar shows discrete modes arising from the optical
confinement of the circular pillar. Thus making it difficult to determine the Rabi angle.
As shown in Fig. 4.7a, and 4.7b, both the rectangular line and the circular pillar show
distorted k-space. Particularly in 4.7b, discrete optical modes can be seen, as opposed to a
continuous mode as in 4.7a. These discrete, non-dispersive modes have also been utilized in
[67]. However, for the nonlinear measurements in Fig. 4.4, it is non-trivial to extract the
Rabi angle from the k-space data.
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Nonlinear Optical Measurements
For the measurements in both Fig. 4.4 and 4.5, a broadband, supercontinuum source (NKT
Photonics, SuperK Extreme) was used to pump the cavity. A 600 nm long-pass filter and
a 800 nm short-pass filter were used. The source had a repetition rate of 10 MhZ, with a
pulse width of approximately 30 ps.

4.4

Conclusion

In summary, we show increased nonlinearity in strained W Se2 exciton-polaritons due to
excitonic funneling. The microcavity design provides multiple advantages. By simply using
a DBR as the platform for strain measurements on pillars, the clever design of electric
field positions allows us to study near background-free emission from only strained W Se2
excitons. By studying the nonlinear properties of circular pillars and rectangular pillars,
this strain engineering allows for control of the magnitude of funneling and thus nonlinear
response. Moreover, once the top mirror of the cavity is deposited, the newly formed excitonpolaritons acquire the increased nonlinear properties from the strained excitons. This leads
to enhanced polariton-polariton interactions, which pave the way for realizing blockade and
polariton condensation.
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Chapter 5
Spin-correlated exciton-polaritons in a
van der Waals magnet
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The following work described is adapted from
Spin-correlated exciton-polaritons in a van der Waals magnet
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5.1

Introduction

Strong light-matter coupling has recently emerged as an attractive platform to engineer
quantum materials.

When coherent optical feedback drives material excitations into a

strong coupling regime, new hybrid quasiparticles known as polaritons determine the energy scales of the coupled system. Dressing specific collective modes, such as excitons or
phonons with tailored optical fields is expected to cause selective modifications of material
properties [68, 69]. Pioneering experiments using excitons in semiconductors embedded in
optical cavities realized Bose–Einstein-like condensates, demonstrated fundamental phenomena, such as superfluidity, and spawned device concepts like polaritonic interferometers and
Hamiltonian simulators [70, 71]. More recently, the prospects of strong light-matter coupling
for manipulating collective phenomena like magnetism, superconductivity, and ferroelectricity in correlated materials has garnered much attention [72, 73, 74].
Among different classes of quantum materials, magnetic van der Waals (vdW) crystals
provide access to a large variety of electronic and magnetic phases. Their strong electronic
correlations, exotic magnetic orders, and potential for pressure-induced superconductivity
currently motivates immense research efforts [75]. In addition to magnetic ordering, experiments demonstrated strong internal coupling of phonons and magnons [76]. Such intertwined
degrees of freedom make these materials an ideal platform for exploring new aspects of tailored optical control. Particularly the recent discovery of optically active excitons with
coupling to the antiferromagnetic order [9, 10, 77, 78] opens an extraordinary opportunity
in this endeavor.
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5.2

Results

Here we demonstrate strong coupling between an optical microcavity mode and spin-correlated
excitons hosted in the vdW magnetic insulator NiPS3 . Hybridization results in a previously
unobserved class of polaritons with unique signatures of excitons, photons, and spins. These
newly formed quasiparticles are utilized as a probe to study the nature and interactions of
spin-correlated excitons. We find that long-range excitonic interactions are severely suppressed owing to the tightly bound and highly localized nature of the excitons. By modeling
excitonic transitions in strongly correlated insulators, we capture the key experimental signatures and demonstrate that spin-correlated excitons in NiPS3 have an origin that is distinct
from that of excitons in conventional band semiconductors.
Within the class of vdW magnets, the family of transition metal thiophosphates (MPX3 ,
with M being a transition metal and X a chalcogen) realizes different types of antiferromagnetism, such as Néel, stripy, and zig-zag phases [79]. NiPS3 is a correlated insulator that
hosts zig-zag chains of ferromagnetically oriented Ni spins, which align antiferromagnetically
inside each layer below the Néel temperature TN = 155 (see fig:1a) [80].
Our low-temperature photoluminescence (PL) measurements of NiPS3 crystals exfoliated
onto standard SiO2 /Si substrates (see Figure 5.1b) show a narrow exciton emission peak at
1.476 µeV, in agreement with recent studies [9, 10]. Due to their exceptional coherence, these
excitons exhibit spectral widths as low as 350 in high-resolution PL experiments [10]. Our
theoretical analysis of strongly correlated electronic states in NiPS3 based on an extended
Hubbard model reveals excitonic transitions between p-orbitals with zero net-magnetization
in S orbitals, and spin-polarized, long-range ordered Ni d -orbitals (cf. red ellipses in Figure
5.1a). As a result, these excitons intrinsically couple to the magnetic order of Ni spins.
Their highly anisotropic dipole moment predicted by our model is in excellent agreement
with the large degree of linearly polarized PL emission ( >80 %) observed in our experiments
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Figure 5.1: Excitons in the vdW antiferromagnet NiPS3 . a Magnetic moments of Ni
atoms in the hexagonal honeycomb lattice slightly magnetize surrounding S ligands except
those located between two Ni atoms with opposite spin. Excitons with highly anisotropic
dipole moment (red ellipses) form between spin-polarized Ni d-orbitals and unmagnetized S
p-orbitals. The black dashed rectangle marks the in-plane magnetic unit cell with dimensions
5.8Å × 10.1Å [1]. b A NiPS3 flake with 160 nm thickness and lateral width around 50 on top
of a SiO2 /Si substrate shows narrow PL emission (full-width at half maximum ≲ 600) with
strong linear polarization reaching 83 %. Spectra represent minimum (grey) and maximum
(blue) emission. PL intensity versus polarizer angle θ, plotted in the inset, is well described
by I(θ) = I0 sin2 (θ), where θ denotes the analyzer angle with respect to the minimum, I0 ,
of the PL intensity. Blue and grey spectra respectively represent 90 deg and 0 deg analyzer
angles. c Optical absorption derived from the linear reflectance spectrum reveals three
resonances, X1 , X2 , and X3 , below the charge transfer gap.
as shown in the inset of Figure 5.1b.
The optical absorption spectrum derived from the linear reflectance contrast in Figure
5.1c shows three distinct resonances close to the excitonic transition observed in PL spectra.
The first resonance, X1 , coincides with the PL emission at 1.476 eV and is therefore ascribed
to the absorption of these spin-correlated excitons [9]. Another absorption peak, X2 , at
1.479 eV, as well as a much broader feature, X3 , at 1.498 eV, were also reported in ref. [9].
Their line-shape and temperature dependence indicate that, like X1 , they are coupled to the
long-range magnetic order and may be related to magnon modes [81, 82, 9]. Indeed, photo-
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excitation of these resonances with ultrashort laser pulses has recently led to the generation
of coherent magnon oscillations [78].
As the temperature approaches TN , all the excitonic features discussed above vanish
(see Figures 5.9, 5.13 ). This strong correlation between excitons and antiferromagnetism
is also apparent in an external in-plane magnetic field, which simultaneously rotates the
magnetic axis and the emitted photon polarization [77]. In its antiferromagnetic state,
NiPS3 thus presents an excellent opportunity for exploring strong light-matter coupling with
spin-correlated excitons.
To realize strong coupling between these exotic quasiparticles and microcavity photons,
we transfer NiPS3 crystals onto dielectric bottom mirrors prior to evaporating a 35 nm-thin
top silver mirror (see Methods and Figure 5.2a). The thickness of each individual crystal
directly determines the overlap with the photon cavity field. About one out of four NiPS3
crystals exhibits a cavity resonance suitable for the observation of strong coupling in our
experiments (cf. Fig. S4). Figure 5.2b displays an optical image of a NiPS3 microcavity
flake with lateral dimensions around 15µm and a thickness of 170 nm determined by atomic
force microscopy.
Figure 5.2c shows an angle-resolved optical reflectance contrast map measured at T =4 K.
The photonic mode has multiple anti-crossing features that are characteristic of polariton
formation via strong coupling of cavity photons and excitons. As indicated by the splittings,
each absorption resonance (X1 , X2 , X3 ) strongly couples to the optical cavity mode. We fitted
the new modes using a coupled oscillator model and determined Rabi splitting energies ℏΩ
comparable to the values observed in standard band semiconductors [83]. However, the anticrossing signature of strong coupling vanishes upon approaching TN (cf. Figure 5.2d and
Fig. S10), indicating a relation between the polaritons and long-range magnetic order.
First, we study the cavity PL emission obtained under non-resonant laser excitation at
T =4 K. Angle-integrated spectra comprise a main peak at 1.476 eV, a pronounced high56
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Figure 5.2: Strong light-matter coupling in NiPS3 microcavities. a NiPS3 crystals
enclosed by a dielectric bottom mirror and a 35 nm-thin top silver layer form a microcavity.
b Optical microscope image of a single NiPS3 crystal inside the cavity. Scale bar is 5 µm.
c Angle-resolved optical reflection contrast map at 4 K of the same crystal plotted together
with a coupled oscillator model of a single cavity mode and absorption resonances X1 , X2 and
X3 for negative angles. Anti-crossings at each intersection between the cavity mode (white
dashed line) and an excitonic resonance (black dash-dotted lines) are reproduced with good
agreement between the model and the experimental data. The resulting multiple branches
of the polariton dispersion are depicted as blue solid lines. The Rabi splittings indicated
by gray circles are ℏΩ1 = 4 meV, ℏΩ2 = 2 meV, and ℏΩ3 = 10 meV, as obtained from
fits. d Anti-crossing features are almost absent in the reflectance contrast map recorded at
120 K. e Integrated PL intensity of X1 as a function of analyzer angle. f Angle-integrated
PL emission shows strong linear polarization of more than 50 % and pronounced peaks at
the X1 and X2 absorption resonances. Blue and grey spectra represent 90◦ and 0◦ analyzer
angles, respectively.
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energy shoulder at 1.478 eV and a broad emission band around 1.46 eV as shown in Figure
5.2f. The linear polarization observed in Figure 5.2e shows that the antiferromagnetic order
of NiPS3 is preserved in our strongly coupled cavity sample. Like in the bare flakes on
SiO2 /Si, the degree of polarization varies from sample to sample.
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Figure 5.3: Pronounced bottleneck of polariton relaxation. a Angle-resolved PL
emission recorded at 4 K superimposed by the coupled oscillator model shown in 5.2c.
b Schematic illustration of polariton relaxation and the bottleneck effect: Excitons from
the reservoir scatter with phonons to weakly populate the lowest polariton branch, while
efficient scattering due to long-range exciton-exciton interactions is suppressed. c Cavity PL
emission at 60 K. Intensity-scale is indicated in a by the number given in brackets. d Comparison of angle-integrated normalized PL spectra at 4 K and 60 K (intensity spikes were
removed).
We gain valuable insight into the nature of the resulting exciton-polaritons from angleresolved emission maps. Unlike in most exciton-polariton systems [70, 84], the strongest PL
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signal of our NiPS3 cavity is observed at energies close to the X1 and X2 exciton resonances
(see Figure 5.3a and 5.3b) and only a small fraction of the total polariton emission occurs
from the lowest energy states of the polariton dispersion. This behavior indicates the presence
of a pronounced polariton relaxation bottleneck towards the bottom of the dispersion at
1.46 eV, and thus weak polariton scattering processes and interactions. Despite matching
with phonon energies found in recent Raman studies (∆E ≈ [range−units = single, range−
phrase = −]1020 meV) [85], exciton scattering rates are not sufficient to populate these lowenergy polariton states during the short polariton lifetime [86].
Even in the absence of efficient polariton relaxation via phonons, long-range excitonexciton exchange interactions typically overcome the relaxation bottleneck and facilitate
majority population of low-lying polariton states [70]. However, the observed weak polariton
relaxation indicates that these interactions are greatly suppressed in NiPS3 . As shown in
Figure 5.3c and Figure 5.2d, only the enhanced phonon scattering at elevated temperatures
is able to reduce the relaxation bottleneck and thus increases the fraction of PL observed
from low-energy polariton states around 1.46.
We also perform polariton excitation spectroscopy – a powerful technique highly susceptible to nonlinear optical phenomena [70, 49, 47] – to further study the interactions of
spin-correlated excitons (see Methods). As shown in Figure 5.4a, tuning the power density
of the incident broadband laser pulses allows us to measure the microcavity dispersion under
increasing excitation density. Since the excitonic fraction is dispersive, exciton energies can
be obtained from absorption minima in line-cuts taken at angles at which the exciton fraction is close to unity (see Fig. S9). Additionally, Rabi splitting energies can be determined
from fits to the dispersion in the anti-crossing region.
Due to repulsive long-range interactions and the Pauli exclusion principle, polaritons
formed by delocalized excitons in band semiconductors typically respond to increasing density by shifting towards higher energies [49, 47]. However, for the three exciton resonances
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Figure 5.4: Polariton nonlinearities under increasing density. a Polariton dispersion
for the lowest (P0 ) and highest (≈ 360P0 ) excitation power of the incident broadband laser
pulses. Inset shows a magnified view of the fitted oscillator model for both powers. b Densitydependent exciton energies directly determined from absorption minima in line-cuts at 0◦
(X1 and X2 ) and at 20◦ (X3 ) with high exciton fraction. c-e Reduction of Rabi splitting
Ω(np ) relative to the Rabi splitting Ω0 obtained at the lowest excitation power. Red solid
lines represent a fit based on Eq: 1 to determine the saturation density.
plotted in Figure 5.4b, no significant shifts are noticeable despite the high polariton densities
(nP ≈ 5e12 cm−2 ) reached in our experiment. Very similar behavior has recently been observed for localized moiré excitons in 2D vdW heterostructures [47]. In excellent agreement
with our microscopic model presented in Figure 5.1a and the conclusions drawn from Figure
5.3, excitons in NiPS3 are thus characterized by the suppressed long-range interactions of
strongly localized excitons.
Despite the absence of intrinsic dispersive exciton nonlinearities, strong coupling introduces a collective nonlinear response in the electronic dispersion of our NiPS3 microcavity.
As shown in Figure 5.4c-e, saturation of optical absorption modifies the dispersion due to
a gradual reduction of Rabi splitting energies Ω(np ) under increasing polariton density np .
While the negatively detuned cavity analyzed in as shown in Figure 5.4, indicates no noticeable saturation for Ω3 , higher total polariton density reached in a near zero-detuned cavity

60

reveals its saturation at high powers (cf. Fig. S12 and S13). The large saturation density
(ns ) of X1 and X2 exceeding 1013 cm−2 indicates that excitons in NiPS3 are strongly localized
and tightly bound by attractive Coulomb forces, despite the pronounced electrostatic screening effects inherent to bulk crystals. As expected from our microscopic model presented in
Figure 5.1a, the average Bohr radius of X1 and X2 excitons in NiPS3 estimated from their
optical saturation (aB = 6 ± 1Å, see Bohr radius calculations) is comparable to the order
of the size of the unit cell [1]. This conclusion is also in excellent agreement with recent
first-principles calculations [87] and the large effective masses predicted in ref. [88] resulting
in Bohr radii well below 1 nm. The apparent inconsistency between the large exciton binding energies (several hundred meV) and the fact that spin-correlated excitons vanish around
T = TN highlights the distinct origin of these magnetically coupled excitations in NiPS3
from excitons in conventional band semiconductors. Despite their exceptionally small Bohr
radii, the modest Rabi splitting energies observed in our microcavities further demonstrate
the presence of a relatively small exciton oscillator strength in NiPS3 . Finally, we emphasize
that pronounced electronic correlations in NiPS3 [80] are responsible for the strong exciton
localization supported by the results in Figure 5.3 and 5.4.

5.3

Methods

Sample fabrication and characterization
For microcavity fabrication, highly reflective Bragg mirrors (from 1.39 eV to 1.62 eV) were
grown by plasma-enhanced chemical vapor deposition of 30 pairs of Silicon nitride/Silicon
dioxide layers on Silicon wafers. Commercial NiPS3 bulk crystals (acquired from 2D Semiconductors) were thinned down in multiple cycles of stick-and-release on blue tape (PVC
tape 224PR, Nitto) and transfered onto a polydimethylsiloxane (PDMS, AD series, Gel-Pak)
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film. After moderately pressing the PDMS film onto a Bragg mirror (or a SiO2 /Si substrate,
oxide thickness 285) and swiftly releasing it, the majority of crystals that were transfered
showed a thickness of a few tens to hundreds of nanometers. Subsequent to NiPS3 transfer, a
35 nm-thin layer of silver was deposited by electron-beam physical vapor deposition to form
a top mirror, resulting in measured quality factors of around 100. Within 24 hours after
transfer, the samples were cooled down to T =4 K and kept inside the high-vacuum chamber
of a dry-flow cryostat (Montana Systems).

Optical spectroscopy
Reflectance spectra and maps were obtained from the attenuated output of a spectrally
broadband tungsten-halogen lamp (250W LSH-T250, Horiba), spatially filtered, and focused
to a spot size of 2.0 by the 100× microscope objective (NA=0.66) mounted inside the cryostat. The reflected signal was analyzed by a linear polarizer along the axis of maximum PL
intensity. Angle-integrated and angle-resolved measurements were recorded by respectively
focusing either real-space images or the back-focal plane of the objective onto a spectrometer
connected to a charge-coupled device (CCD). Polariton dispersions were fitted by varying
the vacuum Rabi splitting and the exciton–photon detuning while keeping the exciton energy
and the effective refractive index of NiPS3 constant.
For the PL experiments, unless specified otherwise, a continuous-wave laser with 2.33 eV
energy and P̄ = 120/cm2 average output power was focused onto the sample to a spot size
of 1.0 by the same objective used for reflectance spectroscopy. The collected PL signal was
directed towards the spectrometer and spectrally filtered to remove the laser emission. For
polarization-resolved measurements, stationary linearly polarized laser excitation was used
to obtained PL emission, which was subsequently passed through a rotating half-waveplate
and a polarizer fixed along the direction parallel to the entrance slit of the spectrometer.
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The degree of linear polarization is thus defined as ρ = (I⊥ − I∥ )/(I⊥ + I∥ ), where I⊥ (I∥ )
denotes the PL intensity when the emission polarization is analyzed perpendicular (parallel)
to the antiferromagnetic spin orientation [77].

Nonlinear polariton spectroscopy
For nonlinear spectroscopy, spectrally broad pulses from a super-continuum laser (NKT
Photonics, SuperK Extreme) with a repetition rate of 78 MHz and a pulse width of 20 ps were
filtered by a bandpass filter from 1.41 eV to 1.52 eV to minimize absorption at higher energies
and the resulting heating effects. The time-averaged laser power of the spectrally filtered
pulses was increased from 0.07 mW to 25.3 mW, while the reflected signal was attenuated by
optical density filters before entering the detector. Polariton branches were monitored for
different input powers by mapping the numerically determined reflectance minima at different
angles. The resulting dispersion plots were then fitted in a small angle range around the
anti-crossing region for each laser power with a coupled oscillator model to determine the
Rabi splitting energies.
Under increasing laser-induced polariton density np , saturation of optical absorption
modifies the dispersion due to a gradual reduction of Rabi splitting energies Ω(np ). The
decrease with respect to the Rabi splitting obtained at the lowest density, Ω0 , is given
by [47]
1
Ω(np )
=q
Ω0
1+

np
ns

.

(5.1)

Fitting this to the experimental data yields a saturation density ns for each set of polariton
branches.
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5.4

Theoretical analysis of spin-correlated excitons in
NiPS3

The following theoretical calculations were done by Dr. Ajesh Kumar

The objective of this section is to theoretically understand the experimental results on
optical absorption and photoluminescence in NiPS3 . Based on existing density functional
theory (DFT) results [80, 88] we first construct a toy model that keeps the essential electronic
orbitals near the insulating gap. Within the toy model, we describe the zig-zag antiferromagnetic (Z-AFM) phase using the self-consistent Hartree-Fock mean-field approximation.
We then study the optical properties of NiPS3 by constructing collective exciton modes in
the mean-field basis within the time-dependent Hartree-Fock approximation (TDHFA). Our
central result is that the underlying magnetic order strongly constrains the optical properties
of the material. In particular, the peaks in the optical absorption are due to charge-transfer
(or p-d) excitons with a net dipole moment that is perpendicular to the ferromagnetic chains
of the Z-AFM, and the peaks disappear above the Néel temperature rather than the temperature scale associated with the exciton binding energy. Let us begin by first describing
the extended Hubbard model that we will use for our subsequent theoretical analyses.

Extended Hubbard model
Recent DFT calculations [80, 88] indicate that NiPS3 is a charge-transfer insulator. Near
the insulating gap, there is a conduction band which is mostly made of a Ni d-orbital and
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a valence band which is mostly made of of S p-orbital, separated by a gap of ≈ 1.8 eV.
The valence d-band that plays the role of a lower-Hubbard band is separated from the
conduction d-band by a much larger energy of 6 eV. To describe the excitonic properties
below the insulating gap, we only include a single d-orbital per Ni atom and a single p-orbital
per S atom. We thus have a total of 2 d-orbitals per unit cell, and 6 p-orbitals (see Fig. 5.5),
with the p(d)-orbitals having an on-site energy −Ep (−Ed ), with Ep > Ed . We introduce
nearest neighbor hopping tpd between the p and the d orbitals and make the simplifying
assumption that they are the same between all the p and d bonds. Similarly, we introduce
hopping tdd between nearest-neighbor d-orbitals.
The d-orbitals of Ni are known to have a strong on-site Hubbard interaction U , which we
incorporate. We also include nearest neighbor repulsions Vpd and Vdd . Let us turn to a hole
picture in the following, where the net filling is 2 holes per unit cell, and magnetic states can
be pictured in an atomic limit as composed of single localized spin moments on the Ni atoms
that develop long-range magnetic order. Combining all these ingredients, and choosing Ed
as our zero of energy, we obtain the following tight-binding extended Hubbard model which
we have separated into a non-interacting part Hsp and an interacting part Hint. :

H = Hsp + Hint.

Hsp = Ep

X
r,σ,j

Hint. = U

X
r,i

X

X

⟨(r,i)(r ′ ,j)⟩pd

σ

npr,j,σ − tpd

ndr,i, ndr,i, + Vpd

X

d†r,i,σ cr′ ,j,σ − tdd

X

(5.2)

X

X

⟨(r,i)(r ′ ,j)⟩dd

σ

ndr,i,σ npr′ ,j,σ′ + Vdd

⟨(r,i)(r ′ ,j)⟩pd σ,σ ′

X

d†r,i,σ dr′ ,j,σ + h.c. (5.3)

X

⟨(r,i)(r ′ ,j)⟩dd σ,σ ′
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ndr,i,σ ndr′ ,j,σ′ (5.4)

Here d and c annihilate a hole in the d and p orbitals respectively, nd and np are the
corresponding fermion number operators, r, r ′ are unit cell labels, i, j are orbital indices
within a unit cell, σ, σ ′ indicate spin, and ⟨. . .⟩pd (⟨. . .⟩dd ) constrain the sum over nearest
neighbor p-d (d-d) orbitals. Our next step is to obtain a mean-field description of the
Z-AFM within this toy model.

Self-consistent Hartree-Fock
To describe the Z-AFM we need an enlarged magnetic unit cell, twice the original unit cell,
as shown in Figure 5.1a. Because the Z-AFM has a U (1) spin-rotation symmetry about
the majority-spin direction, which we call z, we can divide the self-consistent Hartree-Fock
(SCHF) calculation into and spin sectors, so that all the single-particle states in a particular
σ
in spin
sector have the same ŝz quantum number ±1. The Hartree-Fock Hamiltonian HHF

sector σ is then:

σ
σ
HHF
= Hsp
+ ΣσH + ΣσF

ΣσH (k) =

(5.5)

X †
U X †
dk,i,σ dk,i,σ
⟨dk′ ,i,n(σ) dk′ ,i,n(σ) ⟩
Nk i
k′
X †
X †
X †
Vpd X †
⟨dk′ ,j,σ′ dk′ ,j,σ′ ⟩
+
dk,i,σ dk,i,σ
⟨ck′ ,j,σ′ ck′ ,j,σ′ ⟩ +
ck,i,σ ck,i,σ
Nk
k′ ,σ ′
k′ ,σ ′
+

(5.6)

⟨ij⟩pd

⟨ij⟩pd

X †
Vdd X †
⟨dk′ ,j,σ′ dk′ ,j,σ′ ⟩
dk,i,σ dk,i,σ
Nk
′
′
k ,σ
⟨ij⟩dd

ΣσF (k) = −

X †
X
Vpd X †
′
dk,i,σ ck,j,σ
⟨ck′ ,j,σ dk′ ,i,σ ⟩
e−i(k−k )·aij
Nk
a
k′
⟨ij⟩pd

Vdd
−
Nk

X
⟨ij⟩dd

ij

d†k,i,σ dk,j,σ

X

⟨d†k′ ,j,σ dk′ ,i,σ ⟩

k′

X
aij
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e

−i(k−k′ )·aij

(5.7)
+ h.c.

where n(σ) flips the spin σ, Nk is the total number of momentum points in the Brillouin
zone and the sum over aij sums over all lattice vectors that connect orbital i to j. We now
σ
diagonalize HHF
is each spin sector and self-consistently obtain the mean-field bands. We

constrain the filling by choosing an initial state that has 2 filled bands in each spin sector, a
number which remains conserved in the iterative procedure of the SCHF. In particular, we
start with an initial state which has the d orbitals half-filled in a Z-AFM pattern and find
well converged insulating mean-field solutions for a range of parameters where the charge
spreads around on the nearby p orbitals, resembling Fig. 5.1a. For use in the following, let
us label the annihilation operators for the mean-field bands by fk,v/c,σ for the valence/filled
and conduction/empty states respectively.

Calculated optical properties of excitons in NiPS3
We now calculate the collective exciton modes within the time-dependent Hartree-Fock approximation (TDHFA) which can give rise to peaks in the optical absorption in the obtained
Z-AFM Mott insulating phase. The exciton modes at momentum Q̌ = 0 take the following
form:
X

uk,I,σ f.k, c(I), σfk,v(I),σ + vk,I,σ f.k, v(I), σfk,c(I),σ

(5.8)

k,I,σ

where I is a particle-hole excitation label connecting a valence/conduction mean-field band
labeled by v/c(I). Within TDHFA, we now calculate u, v and the exciton energies ω. Let
us define the matrix elements:
′

′
′
′
Aσ,σ
I,J (k, k ) ≡ 0|fk′ ,c(J),σ ′ fk,v(I),σ Hint. f.k, c(I), σf.k , v(J), σ |0
′

(5.9)

σ,σ
BI,J
(k, k′ ) ≡ 0|fk′ ,v(J),σ′ fk,v(I),σ Hint. f.k, c(I), σf.k′ , c(J), σ ′ |0

where |0⟩ is the vacuum state with no particles. The collective modes are then obtained by
solving [89, 90]:
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Figure 5.5: The dashed black lines indicate the unit cell of the NiPS3 lattice, consisting of
two Ni atoms and six P atoms.


 A

−B ∗

 
 
B  u 
u 
  = ω 
−A∗
v
v

(5.10)

where we have suppressed the ǩ, I, σ indices which are all implicitly summed over in the
matrix multiplication. The above matrix equation constitutes a non-Hermitian eigenvalue
problem, which we reduce to a Hermitian problem by Cholesky decomposing the Hessian
matrix of the Hartree-Fock total energy functional [90]. Let us index the exciton modes by
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i, with energies ω i and wavefunctions ui , v i .
With the exciton modes in hand, we now turn to the computation of the optical conductivity. Defining matrix elements of the current operator Jˆk = ek Hsp (k):

Jk,I,σ ≡ ψk,c(I),σ |Jˆk |ψk,v(I),σ

(5.11)

The real part of the optical conductivity is then given by [90, 91]:

X
πG0 1 X
µ
i
Re{σ µµ (ω)} =
sgn(ωi )δ(ω − ωi )
uik,I,σ J µ∗k,I,σ + vk,I,σ
Jk,I,σ
S ω i
k,I,σ

2

(5.12)

where G0 is the conductance quantum, S is the total system area, µ = x/y and J µ
indicates the µ-component of the current matrix elements. We introduce a finite linewidth
to the delta-function peaks at the exciton energies by replacing it by a Lorentzian.
Fig. 5.6 shows the numerically calculated optical absorption for a typical set of parameters, chosen such that the insulating gap and exciton binding energies match the experimentally found values. The parameters that we use for the results presented in the following are:
Ep = 1.1, tpd = 0.5, tdd = 0.05, U = 6, Vpd = 1.7, Vdd = 0.3, all in eV, and Nk = 4. We find
that Re{σ yy } ≫ Re{σ xx }, i.e., the system tends to strongly absorb light polarized along the
y (perpendicular to the ferromagnetic 1d chains) direction compared to x.
To understand the nature of the excitons contributing to the peaks in the calculated
optical absorption, let us study their orbital content. To this end, we define

f i (α, β) ≡

X

β
ui k,I,σ ψ α∗k,c(I),σ ψk,v(I),σ

(5.13)

k,I,σ

where α, β label the orbital components of the SCHF wavefunctions (for a given ǩ, c/v, σ,
the wavefunctions have 16 components labeled by the various d- and p-orbitals in the Z-AFM
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Figure 5.6: Re {σ µµ (ω)} in units of the conductance quantum G0 versus ω for the parameters
listed in the text in an energy range below the SCHF insulating gap of 1.74 eV. We have
introduced a phenomenological exciton linewidth of 0.0025 eV.
phase, as sketched in Fig. 5.1a). We gauge fix the first component of the SCHF wavefunctions
to be real to evaluate f . Here we do not include the de-excitation coefficients v, because
we find them to be typically much smaller than u. We find that most of the contribution
to |f i (α, β)|2 comes from charge-transfer or p-d excitons where the p-orbitals are shared
between d-orbitals having opposite magnetic moments, as illustrated in 5.1a. These results
illustrate that the excitons are strongly correlated with the underlying magnetic order. Let
us now turn to a concrete consequence of this correlation.

Spin-correlated magnetic properties of excitons
We now address a direct consequence of this correlation eventually leading to the disappearance of exciton absorption shown in Fig. 5.2c,d and 5.13 as the system is heated above the
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Néel temperature of the Z-AFM. To model the effect of temperature, we introduce disorder
in the Z-AFM and study how this affects the optical absorption. Consider the magnetic unit
cell shown in 5.1a, which has 4 d-orbitals. Since these carry most of the spin magnetization
we sequentially disorder these spins. We begin with the converged SCHF wavefunctions
ψǩ,c/v,σ for the Z-AFM ground state and perform selective (acting only on a given orbital)
on-site randomly generated SU (2) spin-rotation transformations.
We then calculate the collective modes of the modified SCHF state. Note that we are
no longer able to label the single-particle SCHF states by their ŝz quantum numbers since
the SU (2) rotation introduces mixing between the 2 spin-sectors. The collective modes no
longer admit spin labels as well, modifying (u/v)ǩ,I,σ to simply (u/v)ǩ,I , meaning that the
excitation label I accounts for particle-hole excitations between any filled state to any empty
state. Similarly, the A, B matrices and current matrix elements Jˇ lose their spin labels.
Solving for the collective modes using the method described earlier now has a fundamental
problem. Since we modify the SCHF wavefunction, the state no longer describes a local
energy minimum, and therefore, the Hessian matrix of the Hartree-Fock energy functional
is not positive-definite. The negative eigenvalues of the Hessian signify that the system can
lower its mean-field energy by fluctuations in the spin-flip sector that take it back to the
Z-AFM ground state. However, since we are after the properties of excitons, which are made
of same-spin particle-hole excitations, we can work in the sector of particle-hole excitations
that correspond to positive eigenvalues of the Hessian. We therefore artificially introduce a
large energy penalty for particle-hole fluctuations in the sector that corresponds to negative
eigenvalues of the Hessian. Using this modified positive-definite Hessian, we can proceed
with the collective mode calculation as before by Cholesky decomposition of the Hessian.
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Figure 5.7: Dry transfer process of NiPS3 crystals. a (1)-(5) Individual steps of
transferring NiPS3 crystals onto a dielectric mirror. First, NiPS3 crystals are peeled from a
bulk NiPS3 crystal with blue tape. The crystals are subsequently exfoliated from the tape to
the PDMS before being transferred from the PDMS to the substrate. b Cavity mode energy
for various NiPS3 flakes. Due to differences in thickness, individual crystal flakes exhibit
different cavity resonance energies.

5.5

Microcavity Fabrication

For microcavity fabrication, highly reflective Bragg mirrors (from 1.39 eV to 1.62 eV) were
grown by plasma-enhanced chemical vapor deposition of 30 pairs of Silicon nitride/Silicon
dioxide layers on Silicon wafers. Subsequent to NiPS3 transfer, a 35 nm-thin layer of silver
was deposited by electron-beam physical vapor deposition to form a top mirror, resulting in
measured quality factors of around 100.
Because flakes of different thickness support different optical resonances in the cavity, we
first characterize various flakes in our cavity through random sampling. Fig. 5.1a shows a
histogram of 19 individual NiPS3 flakes with cavity modes spanning from 1.4 eV to 1.58 eV
at room temperature. Of those 19 flakes, 5 exhibit cavity modes with positive or negative
detuning in an energy range that is suitable to observe strong coupling at 4 K with an
objective of NA=0.66. In section 4.2, we discuss our results obtained from microcavity
sample M 1, which exhibits a mode that is negatively detuned by -14 meV from the X1
exciton at 1.476 eV. In Section 4.13, we present a full analysis of the results obtained from
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M 2, a microcavity sample with near-zero positive detuning of +1 meV.
Within 24 hours after transfer, the samples were cooled down to T =4 K and kept inside
the high-vacuum chamber of a closed-cycle cryostat (Montana Systems).

5.6

Degradation of NiPS3 microcavities over time

Several weeks after the microcavity samples were removed from the high-vacuum chamber
of the cryostat, degradation of our NiPS3 microcavity flakes was noticeable in optical microscope images. As displayed in Fig. 5.8a-d, the top Ag mirror deposited directly on NiPS3
flakes shows a marked change after being stored in a desiccator over the course of six weeks.
On the contrary, NiPS3 flakes on SiO2 /Si substrates show no noticeable degradation in the
same time span (Fig. 5.8e-h). We speculate that degradation of the NiPS3 flakes in the
cavity samples occurs due to the intercalation of oxidized Ag in contact with the NiPS3
flakes, which is not present in the SiO2 /Si samples. We also note that a 30-nm thin layer
of polymethyl methacrylate (PMMA) deposited on top of the NiPS3 crystals prior to silver
deposition prevents the degradation process.

5.7

Temperature dependence of NiPS3 exciton emission

Several studies on excitons in NiPS3 have established a relation between excitons and the
long-range antiferromagnetic order by investigating the influence of flake thickness and sample temperature on their spectroscopic signatures [9, 10, 77]. Upon approaching the antiferromagnetic to paramagnetic phase transition, absorption resonances as well as emission peaks
associated with the X1 , X2 and X3 states are progressively weakened and eventually vanish
for temperatures above the Néel temperature. Similarly, the degree of linear polarization ob73

Figure 5.8: Degradation of NiPS3 microcavity crystals. a, c Optical microscope images
of two microcavity crystals directly after fabrication and before mounting the samples in the
vacuum chamber of the cryostat. b, d Images of the same microcavity crystals six weeks after
they were taken out of the cryostat and stored in a standard vacuum desiccator. Degradation
of the samples is clearly visible. e - h Images of bare NiPS3 crystals on SiO2 /Si substrates
show no degradation, even after several weeks of exposure to air. Scale bars indicate 10µm.
served for exciton PL emission in bulk crystal flakes decreases with increasing temperatures
and disappears around T = TN . Another manifestation of in-plane antiferromagnetism in
NiPS3 – linear dichroism – displays comparable temperature behavior [10].
5.9 shows the degree of PL polarization measured in the NiPS3 crystal flake depicted in
5.8e. For temperatures ranging from T =4K to 120K, the observed PL polarization gradually
reduces to zero. At the same time, the energy of X1 excitons, determined by the position of
their emission peak, does not strongly vary as the temperature increases.
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Figure 5.9: Temperature dependent PL from NiPS3 crystals on a SiO2 /Si substrate. Degree of linear polarization obtained from the NiPS3 for temperatures below the
Néel temperature. Inset: PL peak energy versus temperature.

5.8

Estimated exciton and polariton densities under
photoexcitation

Exciton density
For comparison with the 2D exciton-polariton densities obtained under pulsed laser excitaf
tion (calculated in the next section), we introduce an effective 2D exciton density nef
to
x

characterize exciton and exciton-polariton densities obtained under non-resonant continuouswave laser excitation. With absorption coefficients α(hν) extracted from Belvin et al. [78],

neff
x =

P̄
α(hν) τ d,
hν
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(5.14)

where P̄ = 120kW/cm2 is the time-averaged power density of the focused continuouswave laser emission at hν = 2.33eV in all experiments unless specified otherwise.
where P̄ = 120kW/cm2 is the time-averaged power density of the focused continuouswave laser emission at hν = 2.33eV in all experiments unless specified otherwise.
For bare NiPS3 crystals on SiO2 /Si substrates, we extract α(hν) = 4.2 × 105 cm−1 and
use an exciton lifetime of τ = 11 [10]. Our experimental conditions thus result in effective
2D exciton densities around nX ≈ 1013 cm−2 for flake thicknesses ranging from d=100 to
200 nm.
According to our simulations (Section 4.10), lower laser absorption due to the top silver
mirror reduces the nominally induced 2D effective exciton-polariton density in our microcavity samples by about one order of magnitude. For the microcavity sample M1 with
f
= 3×1012 cm−2 ,
a thickness of 150 nm, for example, we find a photoexcited density, nef
x

which is comparable to the order of magnitude of exciton-polariton densities reached under
the pulsed laser excitation conditions used for the measurements shown in 5.4 and in 5.17.

Polariton density
The polariton density obtained under pulsed laser excitation is estimated from the GrossPitaevskii (GP) equation. At wavevector k,


iℏγpol
∂ψpol (k, t)
= ϵpol (k) −
ψpol (k, t) + ℏFP (k, t) ,
iℏ
∂t
2

(5.15)

where ϵpol (k) = ℏωpol (k) is the energy of a particular polariton branch in the microcavity
dispersion, γpol is the linewidth of the polariton and FP (k, t) represents the coherent laser
excitation. With a temporal width of around 20 ps, the pulse duration significantly exceeds
the polariton lifetime (<100 fs), which allows us to treat FP (k, t) analogous to continuouswave excitation in resonance with the polariton branch. We thus express the pumping term
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as FP (k, t) = FP (k)e−iωP t and ψpol (k, t) = ψ̃pol (k)e−iωP t where ωP is the pump frequency.
This simplifies the above equation to


iℏγpol
ℏωP − ϵpol (k) +
ψ̃pol (k) = ℏFP (k)
2

(5.16)

The FP (k) term can be written in the form of an input-output relation:
s
FP (k) = C(k)

η=

η · Pint (k)
,
ℏωP

(5.17)

|ttop mirror |2
.
τtrip

(5.18)

Here C(k) denotes the photon Hopfield coefficient of the respective polariton branch, as
plotted in Figures 5.12, and 5.16. Pint (k) is the power incident on the top mirror and η is
the coupling coefficient. Moreover, η is determined by ttop mirror , the transmission of the top
mirror, and τtrip , the photon round trip time in the cavity.
Equation 5.16 can be written as

ψ̃pol (k, ωP ) =

ℏFP (k)
ℏωP − ϵpol (k) +

(5.19)

iℏγpol
2

and the polariton density at the wavevector k and frequency ωP is thus given by

|ψpol (k, ωP , t)|2 = ψ̃pol (k, ωP )

int (k)
|C|2 η·Pℏω
P

2

=

(ωP − ωpol (k))2 +

γpol 2
2

.

(5.20)

To determine the total polariton density at wavevector k, we integrate over all frequencies:
Z

2

ψ̃pol (k)

=

P)
|C|2 η·ξ(k,ω
ℏωP

(ωP − ωpol (k))2 +

γpol 2
2

dωP .

(5.21)

Here, ξ(k, ωP ) denotes the incident power density (power/frequency/wavevector). We can
77

numerically calculate this integral, or make an approximation to get a close form solution
for the density. We note that the Lorentzian part of the integrand for γpol → 0 is a Dirac
delta function,
γ

pol
1
2
,
γ
γpol →0 π (ωP − ωpol )2 + ( pol )2
2

δ(ωP − ωpol ) = lim

(5.22)

and using the above formula for constant power density ξ(k, ωP ) in the narrow range of
excitation, we get
2

ψ̃pol (k)

≈

2π|C|2 η · ξ
,
ℏωpol (k)γpol (k)

(5.23)

where γpol (k) is determined from the experimental data.
2

The absolute polariton density np in real space is obtained by summing ψ̃pol (k)

in the

k-space for the experimental wave vector range:

np =

kX
max

2

ψ̃pol (k)

k=kmin

kmax
2π|C|2 η · ξ X
1
=
.
ℏ
ωpol (k)γpol (k)
k=k

(5.24)

min

If P0 is the measured real space peak power density (power/energy) of the pulsed supercontinuum laser excitation, then ξ = P0 /N , where N is the number of k points in between kmin
and kmax .
Based on the above, we determine the polariton density under pulsed laser excitation for
each of the four polariton branches observed in the microcavity dispersion of M1 and M2.
To capture the effects of increasing polariton density on the microcavity dispersion, we add
the densities obtained in the two polariton branches most relevant for determining the Rabi
splitting at each anti-crossing. For example, to obtain the density dependence of Ω1 , we sum
the polariton density in the two lowest branches of the microcavity dispersion.
We estimate the error of the polariton density, δnp , by
s
δnp = np

δωpol
ωpol

2


+
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δP0
P0

2


+

δγpol
γpol

2
.

(5.25)

For the laser powers used to obtained the data shown in Figure 5.4 (for M1 ) and in 5.17 (for
M2 ), the uncertainty of the power calibration, δP0 ≈ 5µW , is negligible. The uncertainties
δωpol and δγpol are determined from 95% confidence intervals of Lorentz functions fitted to
reflectance minima. While δωpol /ωpol is typically much smaller than 1%, δγpol /γpol reaches
values around 5% for some fits. The maximum cumulative uncertainty of np for a given
sum of two polariton branches (as described above) therefore reaches up to 10%. Compared
to the several orders of magnitude of polariton densities covered in our experiments, these
errors are negligible and have thus been omitted from the discussion of our results.
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5.9

Linear reflectance of microcavity sample M1
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Figure 5.10: Linear reflectance and Q-factor of microcavity sample M1 at 4 K
. a As-measured angle-resolved reflectance of M1 displaying the anti-crossing signatures
characteristic of strong light-matter coupling. b Line-cuts taken in the vicinity of the Rabi
angles for X1 and X2 , and X3 . Positions of the line-cuts are indicated in a. c A linecut taken at 0 deg shows a microcavity mode with large photonic fraction (cf. Simulated
polariton dispersion) and a full-width at half maximum of 8 meV, resulting in a cavity quality
Q-factor of approximately 200.

5.10

Simulated polariton dispersion of microcavity sample M1

To simulate the optical dispersion of NiPS3 microcavities, we first derive the absorption from
the reflectance of a NiPS3 flake on a SiO2 /Si substrate at T =4 K. After determining the
thickness of the NiPS3 flake by atomic force microscopy, we derive the extinction coefficient
to use Kramers-Kronig relations for retrieving the complex refractive index of NiPS3 plotted
in Figure 5.11b. Transfer matrix calculations thus allows us to determine the electric field
(Figure 5.11c), as well as the microcavity reflectance contrast plot in 5.11d for a cavity with
a bottom dielectric mirror comprised of alternating layers SiO2 /Si3 N4 with thickness 143 nm
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Figure 5.11: Transfer matrix simulations of NiPS3 at 4 K . a Schematic of NiPS3
inside a microcavity with a dielectric bottom mirror and a silver top mirror. b Complex
refractive index of NiPS3 calculated from experimental absorption data recorded at T = 4 K.
c Electric field profile (purple line) inside the microcavity containing a 190 nm-thin NiPS3
flake. Dashed lines indicate the real part of the refractive index in each layer. d Corresponding transfer matrix calculations fully account for all strong-coupling features of the
experimentally observed microcavity dispersion (Fig. 5.2).
and 103 nm, respectively, and a 190 nm-thin NiPS3 flake with a top mirror of 35 nm Ag.
The reflectance contrast plot in 5.11d shows microcavity dispersion with anti-crossing
features around the intersection of the optical modes with each of the excitonic resonances
X1 , X2 , and X3 . The simulated microcavity dispersion is in excellent agreement with the
experimental data from M1 that is shown in Fig. 5.2 of the main results. The corresponding
Hopfield coefficients plotted in SFigure-6 provide the contribution of the cavity, X1 , X2 , and
X3 for each polariton branch.
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Figure 5.12: Hopfield coefficients for M1. a-d Calculated Hopfield coefficients indicate
exciton and photon fractions for each of the four polariton branches in the microcavity
dispersion of M1. Branches are sorted from lowest (a) to highest (d) in energy.
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5.11

Impact of temperature on strong exciton-photon
coupling in M1

Due to correlations with the antiferromagnetic spin order, optical absorption of excitons in
NiPS3 is observed only below the Néel temperature [9, 10]. Correspondingly, anti-crossing
features in the reflectance contrast of our microcavity samples also appear at low temperatures. Fig. 5.13 compares angle-resolved reflection maps of M1 recorded at various temperatures. At T =4 K, for example, the dispersion exhibits multiple anti-crossing features at
the intersections between the optical mode and the excitonic resonances. At T =120 K, only
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Energy (eV)

remnants of the signatures of strong coupling are observed.
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Figure 5.13: Vanishing anti-crossing features in M1 under increasing temperatures. Upper panel: Optical reflectance contrast measured at different temperatures. Lower
panel: Reflectance contrast profiles are taken at the intersection between the optical mode
and X1 & X2 (blue lines) and X3 (purple lines) resonances, as indicated by the color-coded
dashed lines above.
Line-cuts taken at the intersection of the optical mode with the X1 & X2 , and the X3 resonances are plotted for different temperatures in the lower panel. The anti-crossing signatures
of strong exciton-photon coupling are resolved for temperatures well below TN =155 K.
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5.12

Optical nonlinearity of bulk NiPS3 flakes on SiO2/Si
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Figure 5.14: Excitation power-dependence of exciton emission in a bare NiPS3
flake. a Emission peak energies of X1 excitons are robust under increasing power of
continuous-wave laser excitation at 2.33 eV. This behavior demonstrates the absence of
power-induced energy shifts in the bare flake and contrasts the effects of cavity-induced
dispersive nonlinearity observed in Fig. 5.4c-e and 5.17c-e. b Strongly increasing excitondensities induce the saturation of the X1 oscillator strength. The dependence of the integrated PL intensity on the exciton density nx is fitted by a saturation model according to I(nx ) ∼ 1+nnxx/ns , where ns denotes the saturation density. The saturation density,
ns = (2.8 ± 0.8) e13 cm−2 , determined in this experiment is in excellent agreement with
the saturation densities independently evaluated in our nonlinear polariton spectroscopy
measurements.
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5.13

Strong light-matter coupling and polariton nonlinearity in M2 with near-zero detuning

In support of the main results obtained from the microcavity sample M1 with negative
detuning, in the following we present a full analysis of the measurements obtained from a
second microcavity sample, M2, with near-zero detuning between the optical mode and the
X1 exciton resonance.
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Figure 5.15: Angle-resolved reflectance contrast of M2 at T =4 K. Reflectance map
plotted together with a coupled oscillator model fit of a single cavity mode and absorption
peaks X1 , X2 , and X3 for negative angles. Reflectance signal was analyzed by a linear
polarizer along the direction of maximum PL emission. Anti-crossings at each intersection
between the cavity mode (white dashed line) and an excitonic resonance (red dashed-dotted
lines) are reproduced with good agreement between model and experimental data. The
multiple branches of the polariton dispersion are depicted as blue solid lines. Rabi splittings
determined from the fit are ℏΩ1 = 4 meV, ℏΩ2 = 4 meV, and ℏΩ3 = 9 meV.
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Like in microcavity sample M1, we observe anti-crossing features at each intersection
between the optical cavity mode and one of the excitonic resonances in Fig. 5.15a. Rabi
splitting energies of M2 determined by fitting a coupled oscillator model are in good agreement with the results obtained from M1.
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Figure 5.16: Hopfield coefficients for M2. a-d Calculated Hopfield coefficients indicate
exciton and photon fractions for each of the four polariton branches in the microcavity
dispersion of M2. Branches are sorted from lowest (a) to highest (d) in energy.

From the coupled oscillator model fits, we derive Hopfield coefficients describing photonic and excitonic fractions of the different polariton branches in the dispersion of M2 (see
SFigure-10). Compared to the negatively detuned microcavity sample M1, we note that
near-zero detuning in M2 results in an enhanced excitonic fraction at zero angle in the
lowest polariton branch (Fig. 5.16a).
Analogous to the nonlinear polariton excitation spectroscopy presented for M1 in Fig.
5.4, we discuss the results obtained on M2 in the following paragraph. Because of the smaller
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Figure 5.17: Polariton nonlinearities in M2 under increasing density. a Polariton
dispersion for the lowest (P0 ) and highest (360 × P0 ) excitation power of the broadband
laser pulses. b Density-dependent exciton energies determined from absorption minima in
line-cuts at 23 (X1 and X2 ) and at 0 (X3 ). c-e Reduction of Rabi splitting due to saturation
of absorption. Red solid lines represent fits according to Eq. 4.1.
mode detuning, nominally identical experimental excitation conditions result in higher photoinduced polariton densities. The main spectroscopic signatures from M1 are also observed
in 5.17 for M2.
First, we obtain exciton energies from absorption minima in line-cuts taken at angles
near unity exciton fraction: 23◦ for X1 and X2 and 0◦ for X3 (Hopfield coefficients in Fig.
5.16). Importantly, none of the three exciton resonances shown in Fig. 5.17b shift in energy
under increasing polariton density. This lack of density-induced energy renormalization
effects confirms our conclusion about the absence of significant long-range exciton-exciton
interactions in NiPS3 similar to the results on M1.
Second, nonlinear saturation of optical absorption also leads to a reduction of Rabi splitting energies (see SFigure-11c-e) in M2. Saturation densities for Ω1 and Ω2 are ns,1 =
(1.3 ± 0.2) e13 cm−2 and ns,2 = (2.8 ± 1.5) e13 cm−2 , which agree reasonably well with the
saturation densities obtained for M1 : ns,1 = (2.9 ± 0.7) e13 cm−2 and ns,2 = (1.6 ± 0.3) e13
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cm−2 . Here, numbers in brackets denote the value of ns and the corresponding standard
error determined by the fit. In contrast to M1, which shows no measurable saturation for
Ω3 , we observe clear saturation for Ω3 with ns,3 = (5.1 ± 0.3) e13 cm−2 in M2. We believe the
observation of saturation effects for Ω3 to be related to the higher photoinduced polariton
density, particularly in the two most relevant polariton branches (Fig. 5.16c,d) for the near
zero-detuned cavity M2. Because the photoexcited density is higher, the reduction of Ω3 is
also more pronounced in the measurement and can be captured by the fit. We thus suggest
that in order to observe a substantial reduction of Ω3 also for M1 higher laser excitation powers are needed. However, laser-induced sample damage observed in other NiPS3 microcavity
flakes limits access to this regime.
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5.14

Bohr radius and oscillator strength of excitons in
NiPS3

Measurements of absorption saturation can be used to evaluate the exciton Bohr radius in
polariton systems. From the saturation of optical absorption observed in Figures 5.4 and
p
5.17, we can estimate the Bohr radius of excitons in NiPS3 according to aB ≈ 0.07/ns [92].
To account for the different values of saturation densities and their uncertainty determined
by our measurements, we estimate an average exciton Bohr radius for all saturation densities
obtained for X1 and X2 . In the microcavity sample M1, we find aB,1 = 5 ± 1Å for X1 and
aB,2 = 7 ± 1Å for X2 , while for M2, we obtain aB,1 = 7 ± 1Å for X1 and aB,2 = 5 ± 2Å for
X2 . Taking into account the propagation of uncertainties associated with these values, we
estimate the average Bohr radius of X1 and X2 excitons in NiPS3 to be aB = 6 ± 1Å.
We note that the saturation densities obtained from our measurements and the resulting
exciton Bohr radius is in good agreement with reports in other polariton systems. For example, for microcavity polaritons based on GaAs quantum wells the observed saturation density,
ns = 1.5e11 cm−2 , estimates the exciton Bohr radius as aB =6.8 nm, in line with theoretical
calculations predicting aB =6.3 nm [70]. Similar agreement can be found for polaritons in
II-VI semiconductors and in monolayer transition metal dichacolgenides [92, 70, 47].
Even though the exciton Bohr radii derived above are small, Rabi splitting energies
observed in our experiments of just a few meV are modest compared to tens of meV large
Rabi splitting energies obtained for tightly bound excitons in monolayer transition-metal
dichalcogenides [47] and the even larger Rabi splittings observed in organic microcavities [86,
84]. This can be rationalized by the fact that the relevant electron and hole bands in NiPS3
have large effective mass [88] and that the charge-transfer character of excitons significantly
reduces the exciton oscillator strength.
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5.15

Conclusion

In summary, we demonstrate strong coupling between microcavity photons and spin-correlated
excitons in the vdW magnetic insulator NiPS3 . Hybridization leads to a new type of quasiparticle which inherits signatures of excitons, photons, and spins. A detailed experimental
and theoretical analysis of these polaritons demonstrates the absence of typical long-range
exciton-exciton interactions to result from the strong localization of tightly bound excitons.
Future studies could explore the potential of spin-correlated polaritons and their coupling
to magnons for optical control of the high-speed information processing demonstrated in
antiferromagnets [93]. Furthermore, with the ability of spin-correlated excitons to strongly
couple to a microcavity photon field emerges the unique opportunity of realizing polariton
Bose-Einstein condensates interacting with magnetically ordered spin systems. Finally, our
experiments on correlated vdW antiferromagnets represent a first step towards the cavityinduced optical engineering of strongly correlated quantum materials.
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Chapter 6
Nonlinear studies of
exciton-magnon-polaritons in CrSBr

6.1

Introduction

Inspired by the results of our NiPS3 polariton work in Chapter 4, a new material CrSBr
provides many opportunities for the tunability of its emission properties, as will be seen in
the following sections. Similar to NiPS3 , CrSBr is an anti-ferromagnet with a Néel temperature TN = 132 which exhibits strong absorption, PL, and linear polarization [9, 10].
In CrSBr, both the absorption and the PL are highly linearly polarized arising from the
crystal anisotropy. Moreover, the excitons in CrSBr are linked to the magnetic ordering in
the crystal [9], and an application of a magnetic field allows us to easily tune the PL energy
of CrSBr. Here, we demonstrate for the first time, to the best of our knowledge, strong
coupling of excitons in CrSBr to a microcavity. Because CrSBr excitons are affected by an
application of a magnetic field, polaritons (due to their excitonic fraction) will also be shifted
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when a magnetic field is applied. Thus, CrSBr allows for a rich playground in which we can
transition from weak to strong coupling via polarization, and easily tune polariton energy
via the application of a magnetic field.
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6.2
6.2.1

Results
Tunable Exciton-Magnon-Polaritons via Magnetic Field

As shown in the crystal structure (Fig. 6.1a and 6.1b), CrSBr is an antiferromagnet where
an individual layer is a ferromagnet, but the ferromagnetic layers are antiferromagnetically
coupled. Each ferromagnetic layer is comprised of Cr and S atoms which are surrounded by
Br atoms, and the layers are stacked along the c-axis via van der Waals interactions. As seen
in Fig. 6.1c, much like the previous experiments with WSe2 and NiPS3 , CrSBr flakes were
prepared through mechanical exfoliation (see Methods of this chapter). However, mechanical
exfoliation of CrSBr produced highly anisotropic flakes.

Figure 6.1: Crystal structure of CrSBr. a Crystal structure of CrSBr viewed from the
out of plane c-axis direction. b Crystal structure of bi-layer CrSBr showing antiferromagnetic
ordering. Interestingly, the in-plane order results in a system where monolayer CrSBr is a
ferromagnet, while bi-layer CrSBr is an antiferromagnet (with bulk CrSBr also behaving as
an antiferromagnet, as will be shown in the Results section). c Optical image of exfoliated
CrSBr flakes showing the characteristic highly anisotropic mechanical exfoliation of CrSBr.
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Measurements on a bulk CrSBr flake (Fig. 6.2a) were taken at T = 1.6K to study the
optical reflection and PL properties. Unlike TMDs where only the monolayer has PL, CrSBr
also exhibits PL in its bulk form (blue curve in Fig. 6.2c). Moreover, as seen from the red
curve in Fig. 6.2c, the narrow linewidth reflection of CrSBr makes it an ideal candidate for
strongly coupling to a microcavity. Fig. 6.2b shows the differential reflection tuning as a
function of out of plane magnetic field. Although saturation of tuning occurs at a relatively
high field (2 T), it should be noted that the field direction is out of plane. Shifting excitonic
energy with in-plane magnetic fields requires far less magnetic field strength [12].

Figure 6.2: CrSBr absorption, PL, and magnetic field dependence. a Bulk CrSBr
flake on SiO2 /Si substrate. b Magnetic field dependence of PL showing a 15 meV shift
of exciton PL as a function of out of plane magnetic field. c Low temperature (T = 1.6
reflectance (red) and PL (blue) of bulk CrSBr on SiO2 /Si substrate showing a main exciton
absorption at 1.363 eV, and many PL features (unidentified states) to the red of the exciton
PL.
The exciton energy shift in Fig. 6.2b is approximately 15 meV, which is multiple times the
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exciton linewidth. The magnetic field transitions the bulk CrSBr from an antiferromagnet
to a ferromagnet. By switching from spin-forbidden (antiferromagnetic) to spin-allowed
( ferromagnetic) ordering, the exciton wavefunction extends beyond 1 layer in the c-axis
direction, and it is this interlayer coupling that induces a shift in the exciton energy [12].
Because bulk CrSBr is also ideal for strong coupling, one does not need to exfoliate to the
monolayer limit. Instead, the structure in Fig. 6.3a and 6.3b is done by exfoliating many
bulk flakes of CrSBr on a DBR, then growing Au on top via E-beam evaporation (See
Methods of this chapter for details). Interestingly, both absorption and PL of CrSBr are
highly anisotropic.
As seen in Fig. 6.3d, white light reflection measurements of the bulk CrSBr cavity show
only a cavity mode along the a-axis. This is due to CrSBr having no absorption along the
a-axis. Thus, we do not see any signatures of polariton formation. On the other hand, the
PL in Fig. 6.3e shows many lower polariton (LP) branches. Unlike in the previous experiments with WSe2 and NiPS3 , the complex refractive index of CrSBr allows for a multimode
cavity to form when 580 nm of CrSBr is used. This results in 6 polariton branches, with
each polariton branch having distinct dispersion. As expected from our exciton-polariton
formulation in Chapter 2, the more negative detuned modes result in more dispersive (photon like) polaritons. Thus as we go from least detuning (LP1) to most detuning (LP6), the
modes become progressively more dispersive.
The magnetic field measurements in Fig. 6.4a show that the PL of each of the polariton
branches is red-shifted. Upon closer inspection, due to their respective excitonic fraction,
each polariton branch is redshifted by a different energy amount. As seen in Fig. 6.4b,
the polaritons show a trend in that they progressively redshift by a lower energy amount as
the modes are further detuned from the exciton absorption of CrSBr. This is expected, as
the tuning of the polaritons is dependent on their respective excitonic fraction. Thus, for
example, LP6 is tuned by 9 meV, while LP3 is tuned by 15 meV.
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Figure 6.3: Strong coupling of bulk CrSBr in a DBR-Au microcavity a Schematic of
bulk CrSBr exfoliated on a DBR, with 35 nm Au grown via e-beam evaporation afterwards.
b Optical microscope image of the CrSBr microcavity. The left part of the flake is 250
nm thick, while the right part is 580 nm thick. Due to the large thickness of the bulk
flake, this results in a multimode cavity. c PL of the CrSBr flake as a function of angle,
showing the strong polarization dependence (ρ ≈ 90%). d Reflectivity of the bulk CrSBr
flake in the microcavity along the a-axis. Because the flake has no absorption along the
a-axis, we lose strong coupling and retrieve the bare cavity mode of the system. Thus no
polaritons are present in the a-axis direction. e PL of the CrSBr microcavity along the
b-axis, showing multiple (6) lower polariton branches. The different dispersions of the lower
polaritons correspond to the detuning of the cavity modes from the excitonic absorption.
(i.e., as we go from LP1 to LP6, the modes become more dispersive).
Fig. 6.5 shows the k-space reflection plots for the CrSBr microcavity at orthogonal
polarization directions, at B = 2T. When the detector is aligned with the a-axis of the
crystal, the result is an optical cavity mode with no polaritonic features present. However,
when it is aligned with the b-axis, multiple polariton branches (as shown in the PL in Fig.
6.3e) are present. Unlike the PL in Fig. 6.3e, the polariton modes are red-shifted due to the
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Figure 6.4: Strong coupling of bulk CrSBr in a DBR-Au microcavity a Schematic of
bulk CrSBr exfoliated on a DBR, with 35 nm Au grown via e-beam evaporation afterwards.
b Optical microscope image of the CrSBr microcavity. The left part of the flake is 250 nm
thick, while the right part is 500 nm thick. Due to the large thickness of the bulk flake, this
results in a multimode cavity. c PL of the CrSBr flake as a function of angle, showing the
strong polarization dependence. d Reflectivity of the bulk CrSBr flake in the microcavity
along the a-axis. Because the flake has no absorption along the a-axis, we lose strong
coupling and retrieve the bare cavity mode of the system. Thus no polaritons are present
in the a-axis direction. e PL of the CrSBr microcavity along the b-axis, showing multiple
(6) lower polariton branches. The different dispersions of the lower polaritons correspond to
the detuning of the cavity modes from the excitonic absorption. (i.e., as we go from LP1 to
LP6, the modes become more dispersive).
application of a magnetic field. The lower intensity signal in the bottom half of the plots is
due to fiber issues with the energy range and has no physical meaning.

6.2.2

Polariton tuning via nonlinearity and hysteresis

In order to study the nonlinear properties of excitons in CrSBr, we first conducted powerdependent measurements using a continuous-wave 532 nm source. Shown in Fig. 6.6 is the
power-dependent results for LP4 in the CrSBr cavity taken at both 0 T and 7 T magnetic
field. Surprisingly, the polaritons red-shift as opposed to the expected blue-shift as in our
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Figure 6.5: Anisotropic absorption of CrSBr in a microcavity Polarization dependent
white light k-space measurements show the transition from weak coupling (single cavity
mode) to strong coupling (multiple lower polariton branches).
previous works. Moreover, little to no red-shift appears when the sample is in its ferromagnetic state (7 T). Our current understanding is that at 0 T, the optical excitations perturb
the antiferromagnetic spin order. Thus the system launches coherent magnons to restore the
equilibrium spin state [94].
The oscillating magnetization induced by the magnons reduces the polariton energy.
With the number of magnons being controlled by the source power, that determines the
absolute polariton red shift as seen in Fig. 6.6a. Alternatively, no such energy shift should
occur when the system is already in its ferromagnetic state (Fig. 6.6b).
In order to determine the magnitude of hysteresis in the system, we perform magnetic
field sweeps and find that when the magnetic field is parallel to the b-axis of the flake, we get
the largest hysteresis at 0.4 T. Due to the correlation of PL energy and antiferromagnetic to
ferromagnetic ordering, the hysteresis is optically accessed and shows a 1.6 meV redshift at
0.4 T(LP5, Fig. 6.7).
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Figure 6.6: Power dependent polariton redshift Interestingly, unlike in previous examples where a blueshift is expected with increasing polariton density, nonlinear measurements
of LP4 show a 3.7 meV redshift at 0 T. Moreover, the same experiment under a 7 T magnetic
field shows only a 0.6 meV redshift.

Figure 6.7: Polariton Hysteresis Hysteresis measurements of polariton sample (LP5) show
maximum hysteresis at 0.4 T. Magnetic field direction is parallel to b-axis of the sample.
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Polariton memory
Looking at figures 6.4, 6.6 and 6.7, we summarize some very important phenomena:
• CrSBr cavity polaritons can be easily redshifted via magnetic field.
• CrSBr cavity polaritons can be easily redshifted via CW pump.
• Hysteresis measurements allow for two stable states that are have a 1.6 meV difference.
Because we can redshift polaritons via input power, we conduct the following experiments:
We sweep the field from 0 T to 0.4 T, where our PL energy is at the higher stable state (Fig.
6.7). Then, keeping the field constant at 0.4 T, we increase our laser power to redshift the
polaritons as in 6.6. Specifically, we increase power to redshift the PL energy beyond 1.6
meV. Then, once we return back to low power, the system blueshifts NOT to the original
state, but the other stable state, which is 1.6 meV redshifted.

Figure 6.8: Re-writable exciton-magnon-polariton memory a Power dependent measurements at 0.4 T utilize hysteresis and power dependent redshift in order to switch between
FM and AFM order. b Low-power measurements at 0.4 T taken post up-down sweep showing
AFM and FM spectra.
As seen in Fig. 6.2.2a, at 0.4 T our low power (500 µW ) measurements give a PL energy of
1.3223 meV for LP4. Then, the PL is redshifted to 1.3195 meV by increasing the power to 14
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mW (red curve). Once the power is reduced from 14 mW to 500 µW (blue curve), the PL has
been redshifted by approximately 1.5meV. Fig. 6.2.2b shows the low power measurements
before (AFM) and after (FM) the power sweeps have been implemented. Because the lower
energy state is stable, the system stays in this state until it is re-initialized by re-applying a
magnetic field sweep to return to the high energy state.

Figure 6.9: Re-writable polariton modes a, b, c, d Power dependent measurements for
polaritons LP3, LP4, LP5, LP6.
Fig. 6.2.2a, b, c, d show the re-writable polariton modes for each of the lower polaritons
(LP3, LP4, LP5, LP6). While there are slight differences in the magnitude of energy shift,
the polaritons exhibit similar phenomenological behavior.
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6.3

Methods

Sample Fabrication
For the bottom DBR, 30 pairs of alternating SiO2 (154nm)/Si3 N4 (111nm) layers were grown
by plasma-enhanced chemical vapor deposition (PECVD) on a Silicon wafer. Then, CrSBr
crystals were exfoliated onto Nitto PVC tape 224PR, then transferred onto polydimethylsiloxane (PDMS) film. The PDMS film with bulk CrSBr flakes was pressed gently onto the
DBR mirror substrate, then quickly released. The final step in the microcavity growth was
evaporation of 35 nm of Au via e-beam evaporation. While Ag evaporation would also have
worked to form polaritons, due to the same degradation process as in NiPS3 , Au evaporation
was chosen instead.

Optical Spectroscopy
Reflectance measurements were taken from a broadband tungsten-halogen lamp (250W LSHT250). For the PL measurements, a continuous-wave laser (532 nm) was focused onto
the sample inside of the cryostat. Linear polarization-resolved measurements were used
by placing a rotating half-wave plate and a linear polarizer at the output. The degree of
linear polarization is defined as:

ρ = (I⊥ − I∥ )/(I⊥ + I∥ )

(6.1)

where I⊥ and I∥ correspond to the intensity with respect to the exciton dipole moment.
Magnetic field measurements were conducted on a cryostat (ATTOCUBE attoDRY 2100).
The sample was mounted inside the cryostat such that the magnetic field direction is out
of plane. For k-space measurements, a set of lenses were placed inside the cryo chamber to
relay the k-space out to the spectrometer outside the cryostat window.
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6.4

Transfer matrix simulations of CrSBr polaritons

Figure 6.10: Transfer matrix simulations of CrSBr microcavity a Simulations of
CrSBr microcavity with bottom DBR compmosed of 30 SiO2 (154nm)/Si3 N4 (111nm) layers, 580 nm of CrSBr, and 35nm Au showing good agreement with experimental results.
b Simulated E-field profile at 0 angle at LP6 (red circle in (a)) showing the multimode field
present in the CrSBr flake.
Transfer matrix simulations shown in Fig. 6.10 show the multi-mode polariton system
in CrSBr. Fig. 6.10a shows the white light reflection showing good agreement with the
experimental results, while 6.10b shows the E-field profile at 0 angle at LP6, which shows a
large field confinement in the CrSBr flake.

6.5

Conclusion

In summary, CrSBr is an incredibly rich material with tunable optoelectronic and magnetic
properties. Due to its highly anisotropic excitons, CrSBr allows for strong coupling when
light is polarized along its b-axis, but shows no strong coupling when light is polarized along
its a-axis. Moreover, due to their coupling to magnons, the exciton energy can be easily
tuned via an external magnetic field. By implementing CrSBr into microcavities, CrSBr
polaritons can also be easily tuned via an external magnetic field. Nonlinear and hysteresis
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measurements were also used to provide re-writable polariton energy landscapes. Because
the polaritons can be permanently modified (until a new hysteresis sweep clears them), one
can pattern polariton landscapes with different energies, as only the regions of the flake
which have been exposed to high pump power will be at the low energy state.

Figure 6.11: Polariton Energy Landscape Re-writable polariton energy landscapes via
CW laser excitation.
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Chapter 7
Conclusion

This thesis explores nonlinear excitonic properties in van der Waals materials. Broadly
speaking, we utilize strong coupling to enhance and modify polariton nonlinearities in W Se2 ,
N iP S3 , and CrSBr. In Chapter 3, we relax symmetry rules via self-hybridized polaritons
to achieve large second harmonic generation in bulk, centrosymmetric W Se2 . In Chapter
4, use excitonic funneling due to strain to increase polariton nonlinearity in strongly coupled strained monolayer W Se2 . In Chapter 5, we study antiferromagnetic N iP S3 and use
nonlinear polariton spectroscopy to further study the nature of spin-correlated excitons in
N iP S3 . Finally, in Chapter 6, we study antiferromagnetic CrSBr, and through strong coupling, utilize exciton-magnon-polaritons to achieve tunable polariton emission via an external
magnetic field. Moreover, this highly anisotropic material allows for uni-directional strong
coupling. Taking advantage of nonlinearity in CrSBr excitons and magnetic hysteresis, we
provide a platform of bi-stability in which polaritons in CrSBr can be easily tuned from
one stable state to another via CW pump.
Looking forward, I want to specifically highlight our results in Chapter 3 and Chapter
6. In our SHG work, we provide a platform that can be used for tunable SHG as well as
105

saturable absorption.

Figure 7.1: Power dependent SHG intensity. As we increase power, SHG intensity drops
off not because of a drop in SHG efficiency, but because of polaritonic blueshift causing the
input source to be non-resonant with the polariton mode.
As the input power is increased, the drop-off in intensity is due to polaritonic blueshift.
Thus the input laser is no longer resonant with the polariton mode. One can utilize this by
making power-dependent SHG systems or even pattern W Se2 and utilize it as a nonlinear
de-multiplexer. Moreover, the mode dependence of the SHG allows for a platform in which
SHG (or any χ2n ) is highly wavelength selective. Due to the self-hybridized polaritons, the
system can be easily integrated on existing photonic circuits.
In our CrSBr work, our nonlinear work provides a platform for re-writable polariton
landscapes. This gives advantages for both practical purposes and fundamental physics.
Due to the polaritons’ bi-stable state, we can permanently write varying polariton en106

Figure 7.2: Polariton Energy Landscape Re-writable polariton energy landscapes via
CW laser excitation.
ergy landscapes by only utilizing high power CW pump.. These energy landscapes can be
patterned to study fundamental phenomena such as polariton-polariton interference and
Ising models. Alternatively, due to the different magneto-resistance between the two states,
re-configurable polariton memory can be a powerful tool for magnetic memory device applications (MRAM).
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Appendix A
Appendix
A.1

Fourier imaging

Fourier imaging is a powerful tool that is used throughout the experiments in this thesis.
By imaging the back focal plane of the objective, one can reconstruct the energy-momentum
dispersion of the light coming out of the objective. Through the use of a spectrometer and
a CCD, one can retrieve the k-space information of the system.

Back-focal plane imaging
The working principle of Fourier imaging is the following: light coming from a sample enters
an objective in the form of different plane wave components at different angles. The objective
transforms the plane waves to paraboloidal waves and focuses them at a point in the back
focal plane of the objective. Each plane wave coming from the sample at a given angle θ
is focused to a single point in the back focal plane of the objective. Thus, the back focal
plane of the objective maps an incoming plane wave at angle θ to a single point (performs a
Fourier transform) [95].
In principle, one could simply place the objective right next to a spectrometer and CCD
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Figure A.1: Back focal plane of an objective
Ray diagram showing a sample emitting parallel plane waves at a given angle, and the objective focusing the angular information at one point on the back focal plane of the objective.

camera to try to get k-space information of their sample. However, that is highly impractical,
as the back focal plane is usually inside the objective mount. Thus, one must use simple
relay optics to project the back focal plane onto the specteometer and CCD. While there
are many schemes for Fourier imaging (2f system, 4f systems, etc), Fig. A.2 shows a typical
imaging scheme where a tube lens is placed right after the objective, then a second lens is
placed after the imaging plane formed by the tube lens, which will then give the k-space
information onto the detector. For most Fourier setups, the tube lens and the k-space lens
act as a simple two-lens system that are used to image the back focal plane of the objective.
Some things to note:
• The Numerical Aperture (NA) of the objective is what defines the bounds of our
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Figure A.2: Relaying back focal plane image to detector
Ray diagram showing the relay of the back focal plane image to the detector.
angular information. A higher NA objective will give larger angle information.
• The angular resolution is determined by the size of the k-space image with respect
to the detector camera. As we are using individual pixels of the camera, a small
magnification k-space will result in multiple angles belonging to one pixel, which will
lower resolution. In order to change the k-space size, a simple change in focal length
ratio of the tube lens and k-space lens is needed.
• Different schemes, as well as a detailed analysis of each component in a Fourier imaging
setup is well explained in [95]

A.2
A.2.1

Nanofabrication
Electron Beam Lithography

All of the patterning necessary was done with an Elionix ELS-G100 EBL machine. It has
an acceleration voltage of 100kV, and has an electron beam waist diameter of 2-5 nm. EBL
writing was done with positive resist PMMA 495K A4. The resist was spin coated at 3000
RPM to give approximately 200 nm thickness on Si substrates. After exposing to the EBL
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at 700 µC/cm2 , the PMMA was developed with a 3:1 ratio IP A : H2 O for 60 seconds.

A.2.2

Plasma Enhanced Chemical Vapor Deposition

The DBRs grown throughout this thesis were grown through an Oxford Instruments PlasmaPro
NPG80 PECVD machine. Both SiO2 and Si3 N4 were grown at a temperature of 350◦ C.
SiO2 was grown using gases silane and nitrous oxide, while Si3 N4 was grown using a combination of silane, ammonia, and nitrogen.

A.2.3

E-beam Evaporation

All the metals deposited in the various experiments (Ag, Au, Cr) were deposited via an AJA
International Orion-8E E-beam evaporation system. The growth rate of all the metals was
0.5 Å. The pressure inside the chamber hovered between 2.4e-8 Torr and 1.1e-7 Torr.

A.2.4

Reactive Ion Etching

All etching in Chapter 3 and Chapter 4 were done on SiO2 through reactive ion etching
(PlasmaPro NPG80). A combination of CF4 and O2 gasses were used in order to etch the
SiO2 layers.
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