Is moving to the countryside a credible commitment device for couples? We investigate whether lowering the arrival rate of potential alternative partners by moving to a less populated area lowers the dissolution risk for a sample of Danish couples. We find that of the couples who married in the city, the ones who stay in the city have significant higher divorce rates. Similarly, for the couples who married outside the city, the ones who move to the city are more likely to divorce. This correlation can be explained by both a causal and a sorting effect. We disentangle them by using the timing-of-events approach. In addition we use information on father's location as an instrument. We find that the sorting effect dominates. Moving to the countryside is therefore not a cheap way to prolong relationships.
Introduction
We give evidence that of the marriages that are formed in the city, those who remain in the city have a higher divorce rate than the ones who move out. Likewise, the couples who * Acknowledgement: Michael Svarer acknowledges financial support from the Danish National Research Foundation through its grant to CAM and the Danish Social Science Research Council. We are grateful to Jaap Abbring and seminar participants at Cemfi Madrid, Copenhagen Business School, Centre for Applied Microeconometrics, Copenhagen, University of Aix-Marseille 1, Tinbergen Institute Amsterdam, and IZA, Bonn for very constructive comments. We also thank Ulla Nørskov Nielsen for very useful research assistance. marry in the countryside but move to the city are more likely to divorce than the ones who stay in the countryside. The main question we want to address in this paper is whether this correlation reflects a causal link. In Gautier et al. (2005) we give evidence that cities serve as a marriage market. The basic idea is that the rate at which singles meet potential partners is higher in the city either because of a size-of-the-market effect or because cities are more densely populated. Therefore, singles (in particular the most attractive ones) will exploit this and move to the city. The same observation suggests that leaving the city can be used as a credible commitment device for couples to stabilize their relationship.
By moving to the countryside, the number of outside offers decreases for both partners which on its turn decreases the value of continued search while married. This is consistent with the fact that couples have a larger probability to leave the city, even those who never have kids. Alternatively, if relatively unstable relationships sort themselves in the city then we also observe a higher divorce rate in cities but then there is no causal link. One possible story that is consistent with sorting is that stable marriages are more likely to want kids and are more likely to buy a house, see Svarer and Verner (2006) for evidence.
Since kids require more space and since there is more home ownership outside the city we find a large proportion of the stable marriages outside the city. Another possibility is that living in a remote area is attractive because of the low land prices but it also implies that one has to spend a large fraction of time together with one's partner and this requires a stable relationship.
We apply the timing-of-event methodology (Abbring and van den Berg, 2003) to distinguish the causal effect of living in a city on the divorce rate from the correlationthrough-unobservables effect. In addition, we conduct an instrumental variable analysis using information on father's location as exclusionary restriction. The assumption is that father's location affects moving decisions but not the stability of a marriage. Our results suggest that the sorting effect dominates. There is no significant causal effect of living in the city on the divorce probability.
The paper is organized as follows, first we discuss some literature on endogenous separations and commitment in section 2. In section 3 we discuss the data and our empirical strategy. Section 4 contains our empirical results and section 5 concludes.
Theoretical background 2.1 Separations
Point of departure is the separations model of Burdett et al. (2004) . We briefly discuss this model and the possible equilibria and then we discuss how various forms of commitment may help to select the most favorable equilibria and increase expected marriage duration.
In the simplest version of the separations model, agents are ex ante identical and meet other agents at rate α while exogenous separations occur at rate σ. The quality of a marriage is a random variable that can take two values. With probability π, a potential marriage is good (G) and with probability (1 − π), the marriage is bad (B) . In order to enter a new relationship, agents must leave their old partners. Agents can be in three possible states: N G (good marriage), N B (bad marriage), and N S (single) where N G +N B +N S = 1 and the payoff of each state N i is V i . Let P B and P G be the probabilities of accepting respectively a good and a bad marriage and let S B and S G be indicator variables which equal one when agents search in respectively good and bad marriages and zero if they do not search. The cost of "searching on the job" are equal to K. P i and S i are chosen in equilibrium. Specifically, all agents choose p i and s i but since we only consider symmetric equilibria, p i = P i and s i = S i . Burdett et al. (2004) show that depending on the parameter variables, five types of symmetric pure strategy equilibria exist. The conditions can be calculated straightforwardly by considering every possible strategy profile and deriving the implied parameter configurations for which the imposed strategy profile is an equilibrium. Rather then repeating this exercise we qualitatively state what those conditions are and refer for the exact expressions to their paper.
1. Type D (degenerate), P B = P G = 0 (if utility of single > utility of marriage) 2. Type C (choosy), P B = 0, P G = 1, S G = 0 (if utility of a good marriage is sufficiently high and utility of a bad marriage is sufficiently low) 3. Type F (faithful), P B = 1, P G = 1, S G = S B = 0 (if utility of both the good and bad marriages are sufficiently high and the payoffs of search on the job are sufficiently low) 4. Type U (unfaithful), P B = 1, P G = 1, S G = 0, S B = 1 (if utility of both the good and bad marriages are sufficiently high and the payoffs of search on the job are sufficiently high) 5. Type P (perverse), P B = 1, P G = 1, S G = 1, S B = 0 (if utility of both the good and bad marriages are sufficiently high but their difference is sufficiently small and the payoffs of search on the job are sufficiently high).
There is no equilibrium where everybody continues searching (all S i and P i are 1)
because if S B = 1 good marriages will never separate because a good marriage strictly dominates a bad marriage. The P equilibrium is one of "self-fulfilling beliefs". I.e. if there is no difference between good and bad marriages, then if everybody belief that their partner searches in G-marriages this becomes an equilibrium. Even if G−marriages are slightly better, this common belief equilibrium can survive. It is easy to see that the Pequilibrium is never efficient. Burdett et al. (2004) show that under certain parameter configurations, the U equilibrium is efficient. If this is the case, the market will also select this equilibrium. Under alternative configurations, the F equilibrium is the most efficient one but in that case, the market may still select the inefficient U equilibrium. If search cost, K are sufficiently high, equilibria U and P no longer exist. Note that this can be welfare improving for the agents.
Commitment
For the configurations where the F equilibrium is most efficient but where also the U and the P equilibria exist, agents have incentives to engage in relationship-specific capital:
investments that have a higher value inside than outside the relationship. Relationshipspecific capital increases the value of the relationship, V G , relative to the value of the other states, V B and V N . Examples of relationship-specific capital include home ownership (see e.g. Sullivan (1995)) and having kids 1 The form of commitment that we focus on in this paper is that agents can choose to reduce α and or increase K by moving to a less efficient search market like a rural area.
This could also increases the set of parameter configurations for which the faithful, F, equilibrium occurs and can eliminate the perverse equilibrium.
To see this, consider two types of markets, cities (C) and rural areas (R) and assume that the contact rate is higher in the city than in a rural area: α C > α R . In that case, equilibria U and P may exist in the city but if α R is sufficiently small, they will not exist in rural areas.
If there are only exogenous reasons for couples to stay in the city, irrespective of their marriage quality, i.e. labor market considerations, strong preferences for theatres etc.
then we could identify the pure city effect in the divorce hazard. However, given that α C > α R , good marriages are, conditional on their preferences for the city amenities, more likely to leave the city than bad marriages because they are willing to pay a higher price in order to avoid a divorce 3 . Moreover, there may exist an interaction between some forms of relation specific capital and preferences for the country side. I.e. stable 2 Premarital cohabitation is widely used in Denmark (as well as in the other Scandinavian countries).
In the current data set around 78% of the couples who marry lived together before marriage. The occurance of cohabitation is also increasing substantially in other countries. In the U.S. the number of cohabiting couples has increased from 1. If the individual enters a relationship we also observe the personal characteristics of the partner. Based on the available information we sample all partnerships that are formed during the observation period. That is, we follow much of the duration literature (see e.g.
van den Berg (2001)) and base inference on a flow sample of partnership by discarding those partnerships that were formed before 1980. With respect to the movement process we set the clock at zero at the moment of marriage.
We divide Denmark into two regions: cities and rural areas. In the main part of this paper we only include Copenhagen, the most dense area in Denmark which hosts 12.7 % of the population in 1995, in the city category and the rest of Denmark is considered to be the countryside. We also experiment with different city definitions but this does not change our conclusions. The main explanatory variable in our analysis is thus an indicator variable that takes the value 1 if the individual is currently living in Copenhagen.
Individuals can occupy one of three states in the marriage market: single, cohabiting, 
Explanatory variables
Our main variable of interest is the city dummy. In addition, we also include three other commitment variables in the analysis. First, we distinguish between couples who are formally married or not by the indicator variable, marriage. Second, we consider the housing status of the couple in the sense that we discriminate between home owners and those who do not own their own house. Finally, we have an indicator variable, children 0-6, for the presence of children between 0 and 6 years old in the household. We report descriptive statistics for these and the additional explanatory variables in Table 2 . In Table 1 we present the association measure gamma 4 for the four commitment variables. 
Note:
* denotes significant different from 0 at the 5% level
As Table 1 shows, the association between the four commitment variables suggest they are strong complements. As Drewianka (2005) argues, this is not surprising since each of these features increases the relative value of a relationship and stimulates additional commitment investments.
In addition to the commitment variables we also include a number of additional explanatory variables in the subsequent analysis like dummies for educational attainment. 4 Gamma is calculated as P −Q P +Q , where P is the number of pairs of the two indicator variables that take the same value (1 and 1 or -1 and -1) whereas Q is the number of pairs that takes opposing values (-1 and 1 or 1 and -1).
Some individuals may still be studying (we observe the current education at the time of observation). The educational variables are therefore also allowed to be time-varying.
The reference group has less than high school education. Vocational education refers to individuals that have some sort of practical training, like carpenters etc. The other categories refers to different levels of further education. "Short" represents people who have studied for 14 years, "medium" stands for 16 years of education and "long" for at least 18 years. Next, we use information on gross income. Gross income is measured in 1980 prices and includes both labour and non labour income as well as received unemployment insurance benefits. We also include variables measuring the age of the partners as well as their age difference. The variable, sickness, is an indicator variable taking the value 1 if the individual receives sickness benefits during the year. As a general rule sickness benefits are received if a person has a spell of illness for more than 13 weeks. Each individual's degree of unemployment during the year is defined as the number of hours of unemployment divided by the number of potential supplied working hours. Finally, we have an indicator variable that takes the value 1 if the father (data limitations imply that we only observe location of father, not the mother, and we can also not see if they are still together) of at least one of the individuals in a given couple is living in the countryside.
This variable works as an exclusionary restriction in the subsequent analysis where we explicitly model the moving decision from the city to the countryside and vice versa. Our conjecture is that having a father currently living in the countryside can have a pull effect on one's location decision but is unrelated to the quality of the marriage. Of the couples formed in Copenhagen around 38% move to a less populated area during the course of the relationship. On the other hand, only 4% of the partnerships that are formed in the countryside move to Copenhagen.
Empirical Model
In order to investigate the effect of locating in a given area on the dissolution risk we estimate a duration model where the random variable is the time spent in a given relationship. Since the location decision is potentially endogenous to the dissolution risk, our goal is to disentangle the commitment effect from the sorting effect. First, we apply the timing-of-event model of Abbring and van den Berg (2003) . We estimate the process of dissolution simultaneously with the process of moving to a less populated area allowing the two processes to be interdependent through the error structure. Second, we use an exclusionary restriction to strengthen identification. We assume that the moving process starts at the beginning of the relationship.
Timing-of-events method
The timing-of-events method enables us to identify the causal effect of location choice on the dissolution rate under some well-defined assumptions which we discuss below. The estimation strategy requires simultaneous modelling of the divorce rate and the moving hazard. Let T r(elationship) and T m(ove) denote the duration of a relationships and the duration till the agent moves in or out of a city. Both are continuous nonnegative random variables. We allow T r and T m to interact through correlation of unobservables or through a possible treatment effect of moving in or out of the city. Suppose for example that each period, the couple draws an r =(utility in city/ utility in countryside), where r depends on for example job market opportunities. Let the marriage quality be given by q ∈ [0, 1].
Then, the optimal strategy is to define a reservation value r * (q) above which the couple moves to the city. Then T m depends on the quality of marriage but not in a deterministic
way. This randomness is necessary for identification. We assume further that all individual differences in the joint distribution of the processes can be characterized by observed explanatory variables, x, and unobserved variables, v. The moving incidence and the exit rate out of marriage are characterized by the moments at which they occur, and we are interested in the effect of the realization of T m on the distribution of T r . The distributions of the random variables are expressed in terms of their hazard rates h m (t|x m,t , v m ) and h r (t|t m , x r,t , v r ). Conditional on x and v, we can therefore ascertain that the realization of T m affects the shape of the hazard of T r from t m onwards in a deterministic way. This independence assumption implies that the causal effect is captured by the effect of t m on h r (t|t m , x r,t , v r ) for t > t m . This rules out that t m affects h r (t|t m , x r,t , v r ) for t ≤ t m , i.e.
anticipation of the move has no effect on the relationship hazard. This assumption will be falsified if one or both partners stop searching in the anticipation period before moving to the city or searches extra hard in the anticipation period before moving to the countryside. However, we justify the use of the model by the fact that the time span between the moment at which the anticipation occurs and the moment that the actual move takes place is relatively short compared with the duration of a marriage (the average duration of relationships is approximately 6.7 years in our sample while the average time to find a house is only a few months). This implies that the potential bias from anticipation is small.
Given the independence and no anticipation assumptions, the causal effect of moving on the divorce rate is identified by a mixed proportional hazard model. That is, it is a product of a function of time spent in the given state (the baseline hazard), a function of observed time-varying characteristics, x t , and a function of unobserved characteristics, v
where λ (t) specified as exp(λ m (t)) is the baseline hazard and ϕ (x t , v) is the scaling function specified as exp(β ′ x t + v). More specifically the system of equations is:
where D(t m ) is a time-varying indicator variable taking the value 0 before the couple moves, and 1 after the couple moves.
Intuitively, the timing-of-events method uses variation in marriage duration and in du- 
Results
Since the quality of a relationship may depend on the location of the marriage -agents who met in a city could have been more choosy because of the higher contact rate α Cwe report the results separately for the subset of relationships that are formed in the city and those that are formed in the countryside.
The variables of interest are the commitment variables: being married, whether one owns a house, having young kids, and having older kids. The latter distinction is important because the cost of divorce is larger for young kids. Of particular interest in this study is the time-varying indicator variable that denotes whether the couple is currently living in the city or in the countryside. In addition to this variable we also condition on the usual suspects in the divorce literature (see e.g. Svarer (2004)). We only report the coefficients for the commitment variables here. In Table 3 We have on the other hand not been able to locate any previous work that explores the effect of moving from more populated areas to lesser populated on the dissolution risk.
Although the fact that the divorce risk is lower in rural areas has also been observed by Peters (1986) and Jalovaara (2001).
The results presented in model 2 suggest that moving to the countryside is not an exogenous event in relation to the dissolution process. Indeed, the significant effect of leaving Copenhagen vanishes once we model the moving decision simultaneously with the dissolution process. Taken at face value this implies that based on unobservable factors, the stable relationships are more likely to leave Copenhagen and this association is what drives the findings of model 1. This is captured by the correlation between the unobserved heterogeneity terms in the moving hazard and the dissolution hazard. This correlation is significantly negative. As we argued before, this could also be caused by an interaction between marriage quality and living in the city (cities have a causal effect on dissolution of bad marriages). Model 3, where we introduce an exclusionary restriction in the moving equation suggests however that this is not the case. Couples where at least one partner has a father currently living in the countryside have a much higher moving probability. In fact, the hazard rate out of Copenhagen is 93% higher for these couples. Assuming that father's location is unrelated to marriage stability and assuming that the effect of location choice on father's location is independent of marriage quality this variable randomizes locations of couples (irrespective of marriage quality). With this exclusion restriction we find no significant effect of living in the countryside on the divorce hazard. Moreover, we show in Table A1 (in appendix) that the moving hazard is higher for couples that also invest in the other commitment variables like becoming homeowner, having young children and being formally married. This suggests that also in terms of observables, the stable relationships are more likely to move to the countryside. We do want to stress however that we use those variables mainly as controls and do not want to
give them a structural interpretation because of endogeneity problems.
The process of moving to a new location is a stressful event. To what extent does this affect our divorce rate? If we assume that the process of moving can only have an effect on the hazard rate in the first 2 years we can control for it by allowing for (piecewise constant) time varying treatment effects of the moving variable in the dissolution hazard.
We do however not find significant time varying effects of moving on the dissolution hazard and conclude that this exercise does not change our main findings presented in Table 3 .
Moreover, below we also look at the reverse movement from countryside to city and find that allowing for sorting results in an insignificant city effect.
We do not consider the exogeneity status of the other commitment variables in this study. In a related study, Svarer and Verner (2006) take a closer look at children. They find that couples that are less prone to end their relationship are more likely to get children. Since couples with children are more likely to leave the city and are also more likely to buy a house this suggests indeed that stable relationships are more likely to engage in various forms of commitment.
In Table 4 we consider the dissolution hazard of individuals who married in the countryside. Again, we find a positive association between living in a more populated area and the risk of dissolution. This association looses power once we address endogeneity with only the timing-of-event model but remains significant. The correlation between the unobserved heterogeneity terms is also insignificant for model 2. However, when we use our exclusion restriction we find that there is a large and significant positive association between the unobservables in the moving and dissolution hazard and that the effect of moving to Copenhagen is driven by this association and not by a causal effect generated by our proposed mechanism. Our interpretation of the difference between model 2 and model 3 is that identification gets stronger when we include the instrument. In model 2 identification in only based on the rather low fraction of couples that move (around 4% cf. Table 2 ). Apparently, this is not sufficient to identify the correlation between the two sets of unobservables and the sorting effect is not significant (as shown in Table   4 ). Identification improves with the inclusion of the very significant dummy variable for whether at least one of the fathers of the couple lives in the countryside.
The fact that our results hold both for couples remaining in the city and for couples moving to the city strengthens our conclusion that stable relationships sort in the countryside.
The higher divorce rates are not caused by the fact that we mismeasure cohabitation in the city. If because of the larger student population, spurious cohabitations more frequently take place in the city, this could explain the higher divorce rate there. However, (i) if we repeat our estimations excluding the cohabiting population, we find similar results 7 and (ii) the couples who move together to the city are likely to have a real relationship and we also find higher divorce rates for them. Finally, the results presented in Table 3 and 4 still hold when we change the definition of the city versus the countryside or also consider Aarhus and Odense to be cities. Including less populated areas in the city definition lowers the effect on dissolution risk in model 1, where the moving decision is not modelled. Not surprisingly, this effect also vanishes once moving is modelled explicitly. 7 Since most partnerships begin as cohabitation (around 80%) the sample is severely reduced when we focus on those formally married. The effect of leaving Copenhagen is almost the same as when we included the cohabiting couples. The standard errors are however a lot larger due to the lower sample size which makes the results not as stastically robust as the ones based on the entire sample.
Concluding remarks
Is moving to the countryside a credible commitment device for couples? In this paper, we investigate whether lowering the arrival rate of potential marriage partners by moving to a less populated area lowers the divorce rate for a sample of Danish couples. We find, using the timing-of-events model of Abbring and van den Berg (2003) , that conditional on location of marriage, the divorce risks are higher in the city but that this is mainly caused by sorting of relatively stable relationships in the countryside. This is confirmed by using an exclusion restriction. Our main conclusion is that moving to the countryside is not a cheap way to prolong relationships. [ 
