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Abstract
Consumers interact with firms across multiple devices, browsers, and machines; these
interactions are often recorded with different identifiers for the same individual. The failure
to correctly match different identities leads to a fragmented view of exposures and behaviors.
This paper studies the identity fragmentation bias, referring to the estimation bias resulted from
using fragmented data. Using a formal framework, we decompose the contributing factors of
the estimation bias caused by data fragmentation and discuss the direction of bias. Contrary
to conventional wisdom, this bias cannot be signed or bounded under standard assumptions.
Instead, upward biases and sign reversals can occur even in experimental settings. We then
propose and compare several corrective measures, and demonstrate their performances using
an empirical application.
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1 Introduction
Consumers interact with firms across a variety of channels. Oftentimes, the identity of a consumer
is masked by the technology that facilitates the interaction. On the Internet, a user is represented
by a set of digital signatures generated based on the user’s behaviors. These signatures usually take
the form of cookies, which are small text files on the user’s device placed bywebsites to identify and
track visitors.1 Depending on the number of devices and browsers deployed and the frequency
caches are cleared, a user cangenerate a plenitude of cookies perwebsite. For example, on Facebook
the majority of users have multiple cookies; 10% of them are even associated with more than ten
cookies each (Coey and Bailey, 2016). Unlike Facebook, most other websites do not mandate
consumer sign-in when providing contents and services, and therefore cannot analyze data at the
true user level. For these websites, cookies remain the main unit of customer identification and
subsequent customer analysis. Since the mapping from cookies to unique users is unavailable,
firms face problems identifying their customers.
Some firms use device-level identifiers to circumvent the identity measurement problem.
Examples include device ID; IMSI (InternationalMobile Subscriber Identity, an identifier for phone
numbers); and device fingerprints, which are device-specific signatures created from a unique set
of information that the device makes known (e.g., operating system, browser, plug-ins used).
However, using device-level identifiers is not a complete solution, because people own multiple
devices. As of 2015, an average US consumer owned 3.64 Internet-connected devices.2 What
is more, behaviors by the same person are interrelated across devices. A survey by Google in
2012 finds that 90% of people use several devices to complete the same task, including shopping,
search and browsing, trip planning, video watching, etc.3 These facts suggest that device-level
measurement is incomplete in describing a user.
Log-in systems may be the best identification method today. However, requiring users to log
in before accessing contents can deter many potential customers by adding friction to their visits,
and is thus impractical for many firms. In practice, even Amazon and Facebook allow users to
browse contents without signing in, and rely on cookies and device IDs to link anonymous visitor
behaviors to existing customer IDs. Taken together, even the best identification technologies today
can only stitch together a fraction of a user’s interactions and behaviors, giving firms an incomplete
view of their users. We term this phenomenon “identity fragmentation.”
Identity fragmentation is not unique to the digitalworld. Brick-and-mortar stores face problem
linking anonymous counter transactions to existing member IDs on file. Outside the marketplace,
the US healthcare system contains 8-12% of duplicated and incomplete medical records (Force,
2004), caused by patient name or Social Security Numbermistyping.4 Fragmentedmedical records
1 For an introduction to cookies and online tracking, see https://www.consumer.ftc.gov/articles/0042-online-tracking.
2http://www.globalwebindex.net/blog/digital-consumers-own-3.64-connected-devices
3 https://www.thinkwithgoogle.com/research-studies/the-new-multi-screen-world-study.html
4 https://www.imprivata.com/intl/duplicate-medical-records-and-overlays-101
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can distort measures of symptoms and medical history, which leads to inappropriate treatments.
Inaccurate patient identification cost the average hospital $1.5million and theUS healthcare system
$6 billion annually.5
Data with fragmented identifiers pose a unique challenge to estimation. In its simplest form,
the problem manifests as an inability to size the user group. For example, ComScore estimated
that the number of audiences can be inflated up to 2.5 times by using cookie-level measures.6 Basic
descriptives of a dataset are suspect becausemarket size ismeasuredwith error. More importantly,
causal associations that occur across machines, devices or cookies (henceforth channels) cannot be
reliably capturedwithout a unique ID. Consider a consumerwho sees an ad on her work computer
and later buys the advertised product on her home computer. If these interactions are treated as
independent observations coming from different users, the causal link between the ad exposure
and the purchase is broken. Naive approaches used to estimate advertising effects in this scenario
will result in a bias. Similar biases will arise when we seek to estimate effects of other marketing
instruments. Simply put, the fragmentation of identities creates the potential for bias in parameter
estimates. We refer to this as the identity fragmentation bias.
This paper analytically characterizes the identity fragmentation bias. Under relatively weak
assumptions, we show that the sign andmagnitude of the identity fragmentation bias are undeter-
mined, and that this bias does not converge to zero in the limit. The first result stands in contrast to
the finding in existing research (Coey and Bailey, 2016), which shows that the use of cookie-level
data results in an attenuation bias under stronger assumptions.
To analyze the bias, we decompose the bias into three components under a linear model.7 The
first component arises because outcomes become fragmented when identities are split. This source
of fragmentation createsmeasurement error in the dependent variable that results in an attenuation
bias (indeed the bias highlighted in Coey and Bailey 2016). The second component arises from
the fragmentation of regressors and is akin to the omitted variable bias. The splitting of covariates
across identity fragments causes some variation in the covariates to be left unaccounted for. The
third bias component is created by a spurious correlation that arises between the fragmented
outcomes and covariates. While the first component can be signed under general settings, the
latter two components have arbitrary sign andmagnitude. As a result, the direction of the identity
fragmentation bias as a whole is undetermined in general.
We show the robustness of this result by examining a number of model perturbations. First,
we compare models where the parameters of interest are common across fragments and models
where parameters of interest are fragment-specific. Then we examine a setting with an arbitrary
number of fragments. We have also analyzed, albeit not included in the paper, cases where
5https://www.fiercehealthcare.com/finance/patient-matching-technology-costs-1-5-million
6 https://www.comscore.com/Insights/Presentations-and-Whitepapers/2007/Cookie-Deletion-Whitepaper
7 We use the linear model primarily as an exposition device, since closed-form results and decompositions are readily obtainable.
Results can be easily generalized to non-linear settings.
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the researcher splits data across fragments when estimating models, cases where data contain a
mixture of fragmented and complete identities, and cases where identities are probabilistically
matched. In all cases, the identity fragmentation bias persists and is unsigned without further
assumptions. We discuss special conditions where the bias can indeed be bounded or signed. In
particular, we show that an experimental context with a strict form of randomization (symmetric
splitting across fragments) allows for a complete characterization of the fragmentation bias. This
context, with slightly different assumptions, nests the setting that Coey and Bailey (2016) consider
as a special case.
Wepropose andevaluate three solutions toovercome the identity fragmentationbias: stratified
aggregation, de-biasing, and identity linking. We find that each of these methods can be useful in
the right context. To illustrate the bias and evaluate solutions empirically, we conduct an empirical
exercise using a large dataset from an online seller of durable goods. In this setting consumers
interact with the seller across mobile, desktop, and tablet devices; their identities are made known
to us by an identitymatching vendor. We use this data to examine the bias caused by fragmentation
and find that most advertising effects are biased upward. We show that this pattern comes from the
correlation between device preferences for purchase and advertising exposure. Using constructed
demographic variables, we show that stratified aggregation can collapse fragmented identities and
remove the bias. This removal of bias comes at the cost of precision. Whether the loss in precision
is compensated for by the increase in accuracy is an empirical question and is context dependent.
Our paper contributes to several strands of literature. The first one examines the role of
reliable customer identifiers, such as household IDs (Rossi, McCulloch and Allenby, 1996) and
cookies (Aziz and Telang, 2016; Miller and Skiera, 2017), in obtaining accurate insights from data.
Blake, Nosko and Tadelis (2016) and Trusov, Ma and Jamal (2016) document the value of cross-site
visit data corresponding to the identified individual customer. While these papers demonstrate
the value of unfragmented data in the context of profiling or prediction, we focus on the accuracy
of parameter estimates. We believe that the accurate estimation of advertising or marketing effects
is important in that these estimated effects feed into subsequent marketing decisions.
Second is the literature that recognizes potential problems arisen from using cookie-level
in lieu of individual-level data, including Bleier and Eisenbeiss (2015); Chatterjee, Hoffman and
Novak (2003); Rutz, Trusov and Bucklin (2011); Hoban and Bucklin (2015); and Manchanda et al.
(2006). While these papers articulate the possibility of problems, we complement them by formally
analyzing the bias that emerges from identity fragmentation.
Our paper is closely related to Coey and Bailey (2016), who also examine the analytic form
of estimation bias caused by identity fragmentation, albeit under more restrictive assumptions.
Combining experimental variation and simulated outcomes, they show that the use of cookie-level
data results in an attenuation bias under a “clean” environment. Their setting abstracts away
from commonly observed confounds resulted from consumer behavior, including activity bias
(Lewis, Rao and Reiley, 2015; Johnson, Lewis and Nubbemeyer, 2017) and purchase substitution
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across channels (Goldfarb and Tucker, 2011). This setting allows them to construct an experiment-
based de-biasing approach to reconstruct the user-level effect from cookie-level estimates. Our
paper discusses the property of estimator when activity bias and channel substitution are taken
into account. We also relax their assumption that cookie uses are ex-ante symmetric, so that our
framework can be generalized to discuss other cross-channel settings.
Although the properties of the fragmented estimator and its bias have not been fully discussed
in the existing literature, several authors have proposed approaches to alleviate the data fragmen-
tation problem. These approaches include data linking (Abramitzky et al. 2019; see Bailey et al.
2017 for a review), experiment-based adjustments (Coey and Bailey, 2016; Koehler et al., 2016),
missing data imputation (Novak et al., 2015), and aggregation at a less granular level (Rutz, Trusov
and Bucklin, 2011; Blake et al., 2018). Our paper takes another step forward by comparing several
prevalent solutions and proposing methods to improve the last approach.
Our paper is also related to the rich set of literature on spillover effect, which is a major source
of estimation bias caused by identity fragmentation. For example, Verhoef, Neslin and Vroomen
(2007) find that 73% of consumers report usingmore than one channel for search during a purchase
occasion. Any fragmentation across search channels will result in biases of the type we describe
herein. Similar phenomena such as TV-online spillovers (Joo et al., 2013; Liaukonyte, Teixeira and
Wilbur, 2015; Lobschat, Osinga and Reinartz, 2017) and online-offline spillovers (Li and Kannan,
2014; Kalyanam et al., 2018) can also create identity fragmentation bias.
From an econometric standpoint, the fragmentation issue is similar to the problems identified
in the literature on repeated cross-sections (see Verbeek 2008 for a review). Repeated cross-section
data can be thought of as “fragmented” along the time dimension; estimates will then be biased
when there exist inter-temporal dependencies, that is, “spillovers” across time. To reiterate, while
our paper uses the estimation of marketing effects as a continuing example, the issues caused by
identity fragmentation and the proposed solution are broadly relevant.
The rest of this paper is organizedas follows. In thenext section,wemotivate the fragmentation
problem using a simple example and then follow this with a formal characterization of the identity
fragmentation bias. We then discuss related topics including experiments, generalizations and
extensions. We proceed to examine several proposed solutions, and use an empirical application
to showcase the bias and performance of solutions. We conclude with a short discussion and
present ideas for future research.
2 An Illustrative Example
Consider a setting where consumers each has two devices, say a mobile (M) and a desktop (D).
Consumers are exposed to advertisements, and the researcher seeks to estimate the impact that
these ads have on purchases. Suppose that advertising is persuasive, and that its effect does not
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hinge on which device is used for ad delivery. In the example presented in Table (1), there are two
consumers who have been exposed to 2 and 4 ads, respectively. Since both consumers purchase
equal amounts, there is no discernible advertising effect
(
β  0
)
. This is depicted in panel (a) of
the table.
Table 1: Estimating Advertising Effects with Fragmented Data: An Example
(a) True Data
Identity Device Purchase Ads Actual Effect
1 D 1 2
β  0M
2 D 1 4M
(b) Fragmented Data
Observed ID Device Purchase Ads Est. Effect
1(a) D 1 2
β  0.41(b) M 0 02(a) D 1 3
2(b) M 0 1
(c) Fragmented Data
Observed ID Device Purchase Ads Est. Effect
1(a) D 1 0
β  −0.41(b) M 0 22(a) D 1 1
2(b) M 0 3
Now consider the case where identities are fragmented. Since the researcher can no longer
associate devices to individuals, he mistakenly assumes that there are four distinct observations.
Table 1(b) shows that if consumers are exposed to advertising ondevices that they thenpurchase on,
a spurious positive correlation is created and then manifested as an upward bias in the estimated
advertising effect. In this example, the parameter estimate is β  0.4. The bias does not necessarily
go upwards. Suppose instead that consumers see ads more often on their mobile device but buy
predominantly on their desktops. In such scenarios (as in panel (c) of Table 1), the estimated
advertising effect can be negative, even when the truth is a null effect.
This stylized example demonstrates that identity fragmentation can lead to significant biases,
which cannot be signed without additional information. Ultimately, this bias is a function of
advertising exposure and purchase patterns, and the consumer’s predispositions towards devices
and channels. In the next section, we provide a formal framework to characterize the identity
fragmentation bias, and decompose the bias into interpretable components. We then discuss the
scenarios in which these components are present, and investigate the role each component plays
in forming the bias.
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3 Characterizing the Identity Fragmentation Bias
This section provides a formal characterization of the identity fragmentation bias. We use the term
“fragment” to describe any sub-identity that a consumer may have. Fragments can arise across
cookies, devices, channels, or any other avenue of measurement across which identities can possibly
be split. Tomake the illustration concrete, we focus on the earlier example, where the research goal
is estimating the effect of advertising on purchases and where data are fragmented across devices.
The analysis and results are not constrained to the particular example.
To facilitate exposition, we consider estimates under the standard linear model; the sources of
bias we present below pertain to nonlinear scenarios. In this section, we specifically assume that
each consumer has exactly two devices. We also assume that the researcher (or firm) do not or
cannot separate observation units by devices; as such, the researcher regards all cookies or devices
as equal when conducting the analysis. Alternative specifications and extensions are discussed in
the next section.
3.1 Analysis Framework
The researcher estimates a common effect of advertising exposures on purchases outcomes using
a linear model:
y  β0 + x′β1 + . (1)
Here, y denotes the dollar spent per user; x represents a vector of covariates including advertising
exposure, and  is the error component. The parameter of interest is β1. Let y j , x j denote the
corresponding variables on device j. By construction, y 
∑J
j1 y j , x 
∑J
j1 x j . We assume
E[ |x1 , ..., x J]  0. Restricting our attention to the case where J  2, we have y  y1 + y2 and
x  x1 + x2.
The un-fragmented (true) data consists of N observations, reflecting N unique individuals
whose observations are identically and independently distributed. Let Y  [y(1) , ..., y(N)]′, X j 
[x′(1) j , ..., x′(N) j], and define X  [η X1 + X2] where η is a length-N vector of ones. If individual-
level identities were observed, a researcher could obtain an estimate of β1 by regressing Y on
X. When the data is fragmented, a researcher observes
[
Y1
Y2
]
and
[
X1
X2
]
. Without additional
information, the researcher treats each device as an independent observation (and consequently
as a different user) and obtains an estimate of β1 by regressing Y˜ on X˜, where
Y˜ ≡
[
Y1
Y2
]
, X˜ ≡
[
η X1
η X2
]
.
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An important aspect of the fragmentation is themanner inwhich purchases are split across devices.
We allow the consumer to have idiosyncratic preferences over their usage patterns across devices,
which is reflected by variables s(i) ∈ {0, 1}. These variables reflect the distribution of purchases
made across devices, with s(i)  1 implying that consumer i’s purchase was made on device 1,
s(i)  0 implying purchase was made on device 2. We define s to be an N × N diagonal matrix
where the ith diagonal is s(i), and stack these matrices to define S 
[
s
I − s
]
. We can then express
the relation between the fragmented and un-fragmented purchase information as
Y˜  SY. (2)
We defineΛx  E[s|(X1 ,X2)], which allows for the consumer’s device usage preferences to depend
on exposures (X). Further, we define W ≡ [IN×N IN×N], and Ω(k+1)×(k+1)  diag(1/2, 1, ..., 1).
With this notation, we characterize the relation between the complete exposure data (X) and its
fragmented version
(
X˜
)
as
X WX˜Ω (3)
The regression estimator using fragmented data can be written as
β̂  (X˜′X˜)−1(X˜′Y˜) (4)
 (X˜′X˜)−1(X˜′SY) (5)
 (X˜′X˜)−1[X˜′S(WX˜′Ωβ + )] (6)
Additional assumptions are needed for the subsequent analysis:8
Assumption 1. s ⊥  |(x1 , x2);
Assumption 2. Standard assumptions for OLS consistency: mean independence of error term, full rank of
X, independently distributed error term .
The assumptions above are introduced to exclude other conventional forms of bias, so that
the remaining bias is induced solely by identity fragmentation. Under these assumptions, we can
represent the expectation of β as
E[β̂ |X1 ,X2]  Ωβ + (X˜′X˜)−1
[
0
(X1 − X2)′[Λx − 12 I]ηβ0 + [−X′1(I −Λx)X1 + X′1X2 − X′2ΛxX2]β1
]
.
(7)
8Here β and Λ are treated as fixed. If the parameters are treated as random variables instead (as in a Bayesian model), then
additionally we require Λ ⊥ β.
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Our main interest is in β̂1, the estimate for the non-intercept parameter(s). Let ϑ  (X˜′X˜)−122 be
the bottom-right J × J sub-matrix of (X˜′X˜)−1, then the conditional mean of estimation bias for β1 is
E[β̂1 |X1 ,X2] − β1  (X˜′X˜)−122︸¨¨ ¨︷︷¨¨ ¨︸
ϑ
©­­­­«
(X1 − X2)′[Λx − 12 I]ηβ0︸¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨︸
∆3
+ [X′1X2]β1︸¨¨ ¨¨ ¨︷︷¨¨ ¨¨ ¨︸
∆2
−[X′1(I −Λx)X1 + X′2ΛxX2]β1︸¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨︸
∆1
ª®®®®¬
(8)
 ϑ (∆3 + ∆2 + ∆1)
We provide a detailed derivation of the identity fragmentation bias in the appendix. In the
expression above, the multiplier ϑ is always positive definite. Therefore, the sign of bias in β̂1 is
solely determined by the components ∆1, ∆2 and ∆3.
3.2 The Bias Components
Equation (8) decomposes the fragmentation bias into three components (we ignore the scaling
factor ϑ since it does not affect the sign of the bias). Each component represents a specific
form of distortion emerging from the split identities: fragmentation of the outcome variable (∆1),
fragmentation of the exposure variables (∆2), and interaction of the fragmented outcome and
exposures (∆3).
∆1 : Purchase Fragmentation Effects
The first bias component results from splits of the outcome variable Y. For each row of the
fragmented data y˜(i) ≤ y(i). In other words, each row in the fragmented data only captures
a fraction of variation in the original y. This type of measurement error manifests itself via
the terms −X′1(I − Λx)X1 and −X′2ΛxX2 and creates an attenuation bias. Put simply, since the
number of observations is artificially increased while the total variation in the outcome variable
is held constant, there is a direct downward influence on the estimate. This component of the
fragmentation bias can never be eliminated, except in the trivial case when β1  0. In other words,
even if all other sources of bias are removed, the failure to reconstruct individual identities and
their purchase patterns will always result in a bias in the original regression estimate.
∆2 : Exposure Fragmentation Effects
The second bias component comes from the fragmentation of data on the exposure side. The
fragmentation of identities prevents the model from establishing the association between x’s and
y’s across fragments. The fragmentation of identities leaves out some variation in the x’s for each
8
row. To see this, note that the true covariate is X  X1+X2.However, in the fragmented data, some
rows have X˜  X1 and consequently, the variation pertaining to X2 is omitted; in other rows, the
opposite occurs. This omission is represented by the interaction term X′1X2 in ∆2, which is often
seen in the characterization of omitted variable bias (see, e.g., Greene 2003 and Wooldridge 2009).
In our illustrative example, the ads seen by the consumer on one device never make it into
the data collected from the other device, and a consumer’s exposure to advertising is consequently
mis-measured. When advertising is persuasive
(
β1 ≥ 0) and advertising levels are non-negative
(X ≥ 0), this mis-measurement creates an upward bias (∆2 ≥ 0). The magnitude of this bias
component depends on the size of X′1X2, namely, the strength of the correlation between ad
exposures across fragments.
∆3 : Spurious Covariance Effects
The final component of the bias is ∆3. This term captures the spurious correlation between Y˜ and
X˜ generated by fragmentation. Recall that Y˜  SY and that E[S |(X1 ,X2)] 
[
Λx
I −Λx
]
. One can
recast the main element in ∆3, the product (X1 − X2)′(Λx − 12 I), as an estimate of cov(X˜ , S). This
is the covariance between advertising exposure and device usage preferences. This covariance can
be nonzero due to device-level activity bias. For example, if a consumer is more likely to see ads
and buy products on the same device, then cov(X˜ , S) > 0, creating an upward distortion in the
estimator. If the ads and purchases are made systematically on different devices, the resultant
distortion goes in the opposite direction. This bias can exist even if device usage preference does
not depend on exposure levels. To see this, note that even when Λ does not depend on (X1 ,X2),
cov(X˜ , S) , 0 as long as X1 , X2 and Λ , 12 I. As long as there are differential device usage
preferences and differential exposure levels, this bias component will likely persist.
Spurious correlation can also occur if there is cross-device substitution in purchases as a
response to advertising. For example, suppose in response to a promotion on the first device, a
user increases the purchases on this device, but at the same time decrease purchases on the other
device by the same amount. The advertising is ineffective overall. However, the advertising effect
is overestimated, because the researcher only observes the positive ad-purchase correlation on the
first device and attributes the decrease of consumption on the second device as noise. From an
econometric standpoint, this bias is caused by the fact that the fragmentedmeasures for purchases,
SY and (1 − S)Y, have measurement errors correlated with X.
Although activity bias and cross-device substitution effects both create spurious correlation,
they are different in nature. Activity bias is generated from consumers device usage preferences
per se, while cross-device substitution effects arise due to a shift in device usage caused by
ad exposures. Furthermore, activity bias arises from the stacking of fragmented data, and can
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therefore be removed by unstacking the data (i.e., separately estimating the model by device). By
contrast, cross-device substitution effects are not eliminated even when data are unstacked.
3.3 Discussion: Experiments and Randomization
To facilitate a discussion of our results, we present a simpler version of the bias where the exposure
variable is a scalar. In this setting, the fragmentation bias reduces to
E[β1 |X1 ,X2] − β1 
[∑(λx − 1/2)(x(i)1 − x(i)2)β0 + (+∑ x(i)1x(i)2 −∑(1 − λx)x2(i)1 −∑ λxx2(i)2) β1][∑(x2(i)1 + x2(i)2) − 12N (∑ x(i)1 +∑ x(i)2)2] ,
(9)
or more succinctly to
E[β1 |X1 ,X2] − β1 
(λx − 12 )(x1 − x2)β0 +
(
−(1 − λx)x21 + x1x2 − λxx22
)
β1
x21 + x
2
2 − 12 (x1 + x2)2
. (10)
Here, the barred terms represent empirical means. We use this simplified characterization to study
a few special cases below.
3.3.1 Does Randomization Help?
One may suspect that even with fragmented identities, randomization of exposures across frag-
ments can mitigate the bias or at least directionally bound it. As it turns out, this conjecture is
not necessarily true. Consider an example where β1 > 0 and β0  0. Let’s assume we randomize
exposures such that
x1  3, x2  1, x21  10, x
2
2  2.
In other words, exposure is randomized across devices, but some devices get higher and more
variable exposures. Let’s further assume that device preferences are independent of exposure so
thatE (s |x)  λx  λ. Under this setting, simple substitution into (10) shows that the fragmentation
bias becomes
E[β1 |X1 ,X2] − β1 
(
2λ − 74
)
β1.
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It is straightforward to see that the bias varies with device preferences λ:
λ ∈ (7/8, 1] ⇒ β̂1 > β1;
λ ∈ (3/8, 7/8) ⇒ 0 < β̂1 < β1;
λ ∈ [0, 3/8) ⇒ β̂1 < 0.
The bias is zero only when λ  78 . For other levels of λ, we have either an upward or a downward
bias. In other words, randomization by itself does not provide additional guarantees regarding
the sign of the fragmentation bias.
3.3.2 When Can We Guarantee Attenuation?
By puttingmore structure on the exposure distribution, one can find a sub-class of problemswhere
the bias can be analytically characterized. Consider the following condition:
The symmetric treatment condition (STC).
(A) E[x1]  E[x2], E[x21]  E[x22]; x1 ⊥ x2.
(B) E[s|X1 ,X2]  Λ does not depend on (X1 ,X2).
Under STC, E[β̂1]  β12 . Put differently: if the researcher can guarantee that the exposure across
fragments is symmetric inmean and variance terms, and that the device preferences do not depend
on exposures, then the estimator is attenuated by a factor exactly equal to the number of fragments.
In Coey and Bailey (2016), attenuation bias occurs when x1 , x2 are i.i.d. distributed and a user
purchases products using each cookie with equal probability: this is a special case of STC. Note
that under the STC setting, one can construct an unbiased estimator from the original fragmented
estimates. We return to this point in Section 4.
3.4 Generalizations and Extensions
3.4.1 Device-Specific Effects
In cases where devices (channels) are well-defined, a researcher may want to estimate device-
specific effects. They may choose one of two approaches below, which lead to different forms
of biases. The first approach is pooling data across different devices together and specifying
device-specific ad variables. The posited model is
y  β0 + x′1β1 + x
′
2β2 + . (11)
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The stacked data is now X˜ ≡
[
η X1 ∅
η ∅ X2
]
. Let β̂slope ≡ [β̂′1 β̂′2]′, then the bias can be expressed
as
E
[
β̂slope |X1 ,X2
]
− βslope  ϑ

X′1(Λx −
1
2 I)ηβ0︸¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨︸
∆3
−X′1(I −Λx)X1β1︸¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨︸
∆1
+X′2ΛxX1β2︸¨¨ ¨¨ ¨¨︷︷¨¨ ¨¨ ¨¨︸
∆2
X′2(
1
2 I −Λx)ηβ0︸¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨︸
∆3
+X′2(I −Λx)X1β1︸¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨︸
∆2
−X′2ΛxX2β2︸¨¨ ¨¨ ¨¨ ¨¨ ¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨︸
∆1

(12)
As before, the estimation bias contains attenuation effect (∆1), omitted variable bias (∆2), and
spurious correlation (∆3). In contrast to the common-effect model, here consumers’ substitution
between purchase channels influences not only the spurious correlation but also the omitted
variable bias, as is reflected by the interaction between Λx and X1, X2.
The second approach is splitting data by device and estimating ad effect separately for each
device. The fragmentation bias in this case is
E
[
β̂slope |X1 ,X2
]
− βslope 

(X′1X1)−1(−X′1(I −Λx)X1β1︸¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨︸
∆1
+X′2ΛxX1β2︸¨¨ ¨¨ ¨¨︷︷¨¨ ¨¨ ¨¨︸
∆2
)
(X′2X2)−1(−X′2ΛxX2β2︸¨¨ ¨¨ ¨¨ ¨¨ ¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨︸
∆1
+X′2(I −Λx)X1β1︸¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨︷︷¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨ ¨¨︸
∆2
)

Activity bias now disappears because the researcher no longer stacks the fragmented data. How-
ever, other bias components remain. In particular, bias caused by cross-device substitution may
still manifest itself in the omitted-variable-bias term (∆2). Moreover, unlike in the common-effect
model, here STC no longer guarantees attenuation bias. This is because the bias terms in different
devices do not cancel outwith each otherwhen the underlying parameters β1 and β2 are potentially
different.
3.4.2 Generalization to J Fragments
Generalizing our discussion to the case where identities are fragmented into J ≥ 2 fragments
(devices) is straightforward. For the common-effect model the bias is expressed as:
E[β̂1 |X1 , ...,X J]−β1  ϑ


J∑
j1
X′j(Λ j −
1
J
I)η
 β0 +

J∑
j1
X′j(Λ j − I)X j +
∑
j1, j2
X′j1(Λ j1 +Λ j2)X j2
 β1
 ;
(13)
where ϑ is the appropriate lower blockdiagonal of (X˜′X˜)−1. The structure of the bias is similar to the
casewhere J  2. We do not belabor a detailed discussion here, and simply note that the interpreta-
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tion of and results associatedwith the bias are similar to that discussed earlier. For example, under a
moregeneral set of symmetric treatment conditions:
{
E[x j]  E[x j′], E[x2j ]  E[x2j′], x j ⊥ x j′ , ∀ j , j′
}
,
we can show that E[β1 |x1 , ...x J]  β1J , i.e., attenuation increases with the number of devices (chan-
nels).
We can also extend the results corresponding to the device-specific-effect model to obtain, for
the stacked-data version:
E[βslope |X1 , ...,X J] − βslope  ϑ 
X′1(Λ1 − 1J I)ηβ0 + X′1(Λ1 − I)X1β1 +
∑
j,1 X′1Λ1X jβ j
:
X′J(Λ j − 1J I)ηβ0 + X′J(ΛJ − I)X Jβ J +
∑
j,J X′JΛJX jβ j
 ; (14)
and for split-sample version:
E[βslope |X1 , ...,X J] − βslope  
(X′1X1)−1(X′1(Λ1 − I)X1β1 +
∑
j,1 X′1Λ1X jβ j)
:
(X′JX J)−1(X′J(ΛJ − I)X Jβ J +
∑
j,J X′JΛJX jβ j)
 . (15)
3.5 Other Extensions
While associated results are not reported, we have considered settings where the researcher is
interested in other model forms, including treatment-effect type estimators and nonlinear models
(e.g., logit). Wehave also considered caseswheredatamay exhibit falsematching, partialmatching,
or probabilistic matching.9 Our general finding across these models, settings, and specifications is
that (a) the identity fragmentation bias continues to exists; (b) the bias structure is driven by some
combination of the three components aforementioned; (c) in most cases the sign of the bias cannot
be easily determined.
4 Proposed Solutions
In this section, we discuss three possible solutions to identity fragmentation bias: stratified ag-
gregation, complete randomization for the common-effect model, and identity linking. Below we
discuss their relative strengths and limitations.
4.1 Stratified Aggregation
The key idea behind stratified aggregation is that we can un-fragment the data by collecting and
aggregating fragments, so that the fragmented identities of a particular consumer are collapsed
9 Many of these analysis may be added to the paper in subsequent versions. They are available from the authors upon request.
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within the aggregation. The idea is similar to the approach adopted in papers that study cross-
channel spillover effects; this approach analyzes data at a higher level of geographic aggregation,
such as county, city, or stores (e.g., Joo et al. 2013, Blake et al. 2017, Kalayam et al. 2018). While
this form of broad aggregation (across geography) provides robustness, it significantly reduces
statistical power and restricts our ability to study meaningful heterogeneity.
To alleviate these problems, we propose a stratified-aggregation approach. This approach
constructs “bins” at the most granular level such that all fragments of a given user fall into the
same bin. This granularity is achieved by utilizing multiple variables to construct aggregation
strata. For example, we can define bins by collecting fragments that have, say, the same zipcode ×
gender × age × education combination. The granularity (and correspondingly the effective sample
size and power) increases with the number of variables available.
It isworth noting that although stratified aggregation changes theunit of analysis, the resulting
slope estimate is still an average measure of individual-level effect. In other words, aggregation
is a valid approach when a researcher’s interest is in the individual-level estimate. In practice, a
higher level of aggregation will inevitably decrease precision. In Section 5, we demonstrate the
performance of stratified-aggregation estimator using a real-world application.
4.2 Structured Experimentation: Randomization and Debiasing
In our earlier discussion, we show that under the STC, the estimator in a common-effect model
takes a known bias form—attenuation by the number of fragments per user. We also show that the
form of attenuation does not depend on users’ device usage preference. Thus, we can construct the
unbiased estimator by simply multiplying the original estimator with the number of devices, i.e.,
J β̂1. The confidence interval of this adjusted estimator is always at least
√
J times the confidence
interval of the estimator with matched data; the loss of power is caused by the loss of variation
created by fragmentation.
In the experiment design literature, there is a distinction between intent-to-treat and actual
treatment effect. Due to activity bias, the STC is more likely to be violated if the focus in on actual
treatment effect. On the other hand, if we focus on intent-to-treat effects, the STC can be satisfied
by ensuring that treatments are completely randomized across channels. This means that in order
to use the de-biasing approach outlined above, the researcher needs to shift the focus from actual
treatment effect to intent-to-treat estimates. This de-biasing approach may also work when the
number of fragments is heterogeneous across the true units of observation. In these cases, we can
multiply the fragment-level estimates with the average number of fragments. In practice, access to
information about the number of fragments is limited except in very special circumstances.
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4.3 Identity Linking
An increasing number of firms provide the “identity graphing” service, where they take informa-
tion on the fragmented identities (say IP addresses) and augment them with their own data to
facilitate linking.10 Two linking methods are prevalent. One is deterministic—linking IDs based
on unique account information; the other is probabilistic—linking based on a set of common
information that indicates a high probability of identity overlap.
At first glance, identity graphing may offer significant gains in estimation performance. How-
ever, neither method can guarantee complete resolutions of the identity fragmentation. In fact,
partial matching can actually exacerbate the bias. Suppose the pooled data contains a proportion r
of fragmented users. The resultingmixed estimator is the weighted average of the “pure” estimators
(Durbin, 1953; Theil and Goldberger, 1961):
β̂m  ωβ̂ f + (I − ω)β̂l , where ω  (rX˜′X˜ + (1 − r)X′X)−1rX˜′X˜ ,
where β̂ f is the estimator using only the fragmented data, while β̂l is the estimator obtained
from the unfragmented data alone. It immediately follows that E[β̂m |X] − β  ω(E[β̂ f |X] − β).
The problems with this estimator are that since ω is a matrix, (i) ω does not necessarily increase
“monotonically” with r; (ii) the total effect of weighting depends on not only the elements in ω, but
also elements in the bias term E[β̂ f |X] − β. In simulation exercises, we see that with intermediate
ranges of r, β̂m is often further away from β and sometimes the bias takes the reversed sign
compared to β̂ f .
To summarize: stratified aggregation requires the least assumptions, and is valid even when
the model of interest is nonlinear or even structural. Complete randomization and estimator
debiasing is specific to the common-effect model, and has more particular assumptions as well as
practicality requirements; but it can give unbiased estimates if implementable. The identity linking
approach is seemingly attractive, but has caveats that are often easily overlooked. When using
this approach, one may want to get access to metrics pertaining to the matching performance, and
interpret the results with caution.
5 Empirical Application
The goal of this application is to show the magnitude of identity fragmentation bias in a realistic
setting and to demonstrate the performance of stratified aggregation. We first describe the institu-
tional background, and present data patterns that indicate the existence of identity fragmentation
bias, then proceed to the estimation result discussion.
10 http://www.campaignlive.com/article/why-cross-device-tracking-latest-obsession-marketers/1361742
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5.1 The Context
We focus on digital attribution, namely, the problem of assigning credit for a positive outcome of
interest (e.g., visits, engagements, conversions) across a variety ofmarketing and advertising touch-
points (Li and Kannan, 2014; Barajas et al., 2016; Berman, 2018). Any solution to the attribution
problem relies on our ability to estimate the effect these marketing interventions have on the
relevant outcomes. One can view this estimation as a digital analog of the classic marketing mix
model, albeit on a much more granular scale. These estimators are calibrated on data obtained
either via experimentation (e.g., Barajas et al. 2016) or, more commonly, via observation. In either
case, the unit of analysis is often the cookie. Problems created by identity fragmentation are relevant
in this context.
The data comes froman online seller of durable products. The goal of the exercise is to estimate
the impact that various forms of online advertising have on customer engagement, measured by
qualified visits to the firm’s website. Our data has 391,195 observations, including the following
variables: engagement (Y); display ads, search ads, and social media ads (X).
The original data is a matched dataset, meaning that observations are at the individual con-
sumer level. The data also records the devices where engagements and advertising exposures take
place. These devices are classified as desktop, mobile phone, and tablets. We construct the frag-
mented data by dividing each observation into three fragments, each corresponding to a specific
device. This data is observational and consequently we warn the reader from interpreting effects
as causal. To the extent that marketing may be targeted, we conjecture that the implied targeting
bias will be positive.
5.2 Data Descriptives
In total there are three types of bias components that contribute to the identity fragmentation bias:
attenuation caused by measurement error on Y, omitted variable bias via fragmentation of X, and
spurious correlation generated by activity bias and/or device substitution during purchases. The
bias induced bymeasurement error onY always exists in fragmented data. Omitted variable biases
will exist if X j’s are correlated with each other. In our data, advertising exposures on different
devices are not significantly correlated with each other, so omitted variable bias is likely to be a
secondary issue. Therefore, we focus our attention on examining the evidence of activity bias and
device substitution effects.
Activity bias exists if the average tendency of engagement on each device is positively cor-
related with ads on each device. Figure 1 shows the distribution of ads on different devices: it
is heavy on mobile phones, less heavy on desktops, and minimal for tablets. The distribution
of engagements (Figure 2) shows a similar pattern across devices. The resemblance of the two
histograms suggests the existence of activity bias.
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Figure 1: Ad Exposure across Devices
Figure 2: Engagement Distribution across Devices
Device substitution during purchases in response to advertising exposure will also contribute
to the bias. Examining the cross-correlation matrix between X j’s and Yj’s is a simple approach
to check if such substitution exists. Formally speaking, if there is no device substitution, that is,
s j ⊥ (X1 , ...X J), then Corr(Yj ,X j)  Λ j · Corr(Y,X j′), ∀ j, j′. This means that in the case of J  3,
Corr(Y1 ,X1) : Corr(Y2 ,X1) : Corr(Y3 ,X1)  Corr(Y1 ,X2) : Corr(Y2 ,X2) : Corr(Y3 ,X2)
Corr(Y1 ,X3) : Corr(Y2 ,X3) : Corr(Y3 ,X3)  Λ1 : Λ2 : Λ3.
In other words, if device substitution is absent, we should expect different columns of the corre-
lation matrix to be proportional to each other (same for rows). Table 2 shows that this is not the
case.
A slightly more informal route to discerning device substitution involves comparing the diag-
onal of thematrix (roughly corresponding to the estimate using fragmented data)with the column-
sums (corresponding to common-effect estimates using matched data). A diagonal element larger
than the column-sum indicates that device substitution bias dominates the measurement error
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effect on Y. In Table 2, we see that the diagonal elements are much larger than the column-sum in
most cases. This strong device substitution pattern is likely to bias the estimates upward.
Table 2: Correlations Between Purchase Patterns and Advertising Exposure across Devices
(a) Search
Searchm Searchd Searcht
Ym 0.2057 -0.0439 -0.0128
Yd -0.0446 0.1914 -0.0172
Yt -0.0201 -0.0117 0.2422
(b) Social
Socialm Sociald Socialt
Ym 0.0642 -0.0229 -0.0046
Yd -0.0163 0.0949 -0.0039
Yt -0.0064 -0.0079 0.0715
(c) Display
Displaym Displayd Displayt
Ym 0.1363 -0.0756 -0.0192
Yd -0.0488 0.2147 -0.0131
Yt -0.0224 -0.0218 0.1518
5.3 Estimation Results
In Table 3, we present the estimates related to the common-effect and device-specific-effect models.
A few points are worth mentioning. First, across all specifications, identity fragmentation leads
to inflated estimates. In the common-effect specification, the magnitude of inflation ranges from
40% (search ad effect) to 88% (display ad effect). Identity fragmentation also leads to narrower
confidence intervals compared to the true estimates: this is caused by the fact that the number
of “observations” is tripled in the fragmented data. The combination of inflated point estimates
and shrunk confidence interval leads to zero overlap between the fragmented and true estimates.
Similar upward biases are seen in the device-specific-effect model, with the inflation in estimates
ranging from 28% (Social on Tablet) to 91% (Display on Mobile). Overall, there are significant
upward biases that could have serious consequences formarketing investment decisions if ignored.
5.4 Stratified Aggregation
We now turn to the examination of a proposed solution for the fragmentation bias. Since the
original dataset does not contain customer demographics or other variables to aggregate around,
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Table 3: Fragmentation Bias Estimates
(a) Common Effects Model
True Est True SE Fragmented Est Fragmented SE Bias Ratio ([3]/[1])
Intercept 0.9540 0.0024 0.3008 0.0009 0.3153
Search 0.2584 0.0025 0.3626 0.0016 1.4032
Social 0.1439 0.0039 0.2157 0.0026 1.4991
Display 0.0428 0.0007 0.0806 0.0005 1.8816
(b) Device-Specific Effects Model
True Est True SE Fragmented Est Fragmented SE Bias Ratio ([3]/[1])
Intercept 0.9535 0.0024 0.3006 0.0009 3.1720
Search.m 0.2564 0.0031 0.3699 0.0020 1.4430
Social.m 0.1191 0.0047 0.1859 0.0031 1.5603
Display.m 0.0396 0.0010 0.0759 0.0006 1.9160
Search.d 0.2741 0.0052 0.3733 0.0034 1.3622
Social.d 0.1985 0.0075 0.2836 0.0049 1.4285
Display.d 0.0456 0.0010 0.0849 0.0007 1.8597
Search.t 0.2394 0.0076 0.2979 0.0050 1.2445
Social.t 0.2516 0.0280 0.3238 0.0183 1.2868
Display.t 0.0449 0.0038 0.0813 0.0025 1.8116
we simulate a set of demographic variables and use them to augment the original data. In
particular, for each true identity, we assign an MSA variable uniformly drawn from one of 48
districts; Age drawn uniformly within the [18, 82] range; and Income drawn from one of 10 discrete
income buckets.
Figure 3 shows the results of the stratified aggregation exercise. Although the 95% confidence
intervals for the aggregated estimates are significantly larger in most cases, they contain the
confidence intervals of true estimates as well as the point estimates from the unfragmented data.
The aggregated estimates for the tablet ad effects do not perform as well since both purchases
and ad exposures on the tablet are scarce. Even so, the results are significantly superior to those
obtained when the identity fragmentation issues are ignored.
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Figure 3: Estimator Comparison across Different Data
(a) Common Effects Model
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Note: The horizontal dashed lines indicate the estimated effect sizes, with black, red and blue representing the true (unfragmented),
fragmented and stratefied aggregation based estimates. The vertical lines the 95% confidence region.
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6 Conclusion and Future Directions
This paper demonstrates the persistence of an estimation bias when using data with fragmented
user identifiers. We characterize the bias in various settings, show that the bias canhave anarbitrary
sign, and document the primary sources of the bias. We propose and evaluate two solutions apart
from the data matching practice provided by the industry. The first is constructing unbiased
estimator based on a symmetric-experiment design. While this method relies on some strong
conditions, it eliminates the bias when the conditions needed for implementation are satisfied.
The second is aggregating identifiers to the most granular unit matchable and conducting analysis
at this level. This approach has two main advantages: it requires fewer assumptions, and can be
applied to obtain an unbiased estimate for device-specific influences. This approach, however,
comes at a cost of reduced power and flexibility.
Although all the formal results are based on a linear-model setup, the intuition can be gener-
alized to discrete choice models. To see this, note that the logistic regression can alternatively be
written as a linear regression of log odds on the covariates. We conjecture that attenuation bias is
more likely to occur in choice models since estimated magnitudes are relative to the residual term.
When the model is incorrectly specified, the residual term tends to be larger, and we expect the
estimators to exhibit attenuation. That being said, other factors we have discussed could swamp
this effect depending on the context.
In future and continuing research, we hope to investigate the performance and properties of
the stratified aggregation estimator, in particular how it performs with a richer set of variables
used for constructing the strata. We will also explore its performance in general nonlinear models.
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Appendix A Derivation of Identity Fragmentation Bias
A.1 Common-Effect Model
Under the assumptions laid out in the paper, we have  ⊥ (s , x1 , x2) ⇒ E[g(x1 , x2 , s)]  0, ∀g.
Therefore:
E[β̂ |X1 ,X2]  (X˜′X˜)−1 ·
(
X˜′ ·
[
Λx
I −Λx
]
W · X˜
)
·Ωβ
 (X˜′X˜)−1 ·
(
X˜′ ·
[
Λx Λx
I −Λx I −Λx
]
· X˜
)
·Ωβ
 Ωβ + (X˜′X˜)−1 ·
(
X˜′ ·
[
(Λx − I)I Λx
(I −Λx)I −Λx
]
· X˜
)
·Ωβ.
(A.1)
Since X˜′ ·
[
(Λx − I)I Λx
(I −Λx)I −Λx
]

[
η′ η′
X′1 X
′
2
]
·
[
I
−I
]
·
[
Λx − I Λx
]

[
0
(X1 − X2)′
]
·
[
Λx − I Λx
]
, equation
(A.1) can be written equivalently as
E[β̂ |X1 ,X2]  Ωβ + (X˜′X˜)−1 ·
([
0
(X1 − X2)′
]
·
[
Λx − I Λx
]
·
[
η X1
η X2
]
·
[
1
2β0
β1
])
 Ωβ + (X˜′X˜)−1 ·
([
0
(X1 − X2)′
]
·
[
(2Λx − I)η (Λx − I)X1 +ΛxX2
]
·
[
1
2β0
β1
])
 Ωβ + (X˜′X˜)−1 ·
([
0 0
(X1 − X2)′(2Λx − I)η (X1 − X2)′(Λx − I)X1 +ΛxX2
]
·
[
1
2β0
β1
])
 Ωβ + (X˜′X˜)−1
[
0
(X1 − X2)′(Λx − 12 I)ηβ0 + (X′1((Λx − I))X1 + X′1X2 − X′2ΛxX2)β1
]
.
(A.2)
To get E[β1 |X1 ,X2] − β1, only the bottom-right block entry of (X˜′X˜)−1 needs to be calculated.
Formally, let X˜′X˜ 
[
2N η′(X1 + X2)
(X′1 + X′2)η X′1X1 + X′2X2
]
≡
[
A11 A12
A21 A22
]
and (X˜′X˜)−1 ≡
[
B11 B12
B21 B22
]
, then
E[β1 |X1 ,X2]  β1 + B21 · 0 + B22 ·
(
(X1 − X2)′(Λx − 12 I)ηβ0 + (X
′
1(Λx − I)X1 + X′1X2 − X′2ΛxX2)β1
)
⇒ E[β1 |X1 ,X2] − β1  B22 ·
(
(X1 − X2)′(Λx − 12 I)ηβ0 + (X
′
1(Λx − I)X1 + X′1X2 − X′2ΛxX2)β1
)
,
(A.3)
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where
B22 (A22 − A21A−111A12)−1 
[
X′1X1 + X
′
2X2 −
(X′1 + X′2)η · η′(X1 + X2)
2N
]−1
. (A.4)
A.2 Device-Specific-Effect Model
With a device-specific-effect model, we use the same notation to represent slightly different objects.
The first change involves the covariates: X˜ ≡
[
η X1 ∅
η ∅ X2
]
. Second, the dimension ofΩ changes
from k + 1 to 2k + 1; as before, the first element of Ω is 1/2 and the rest are 1. With the same
notation, Equation (A.1) in Section A.1 still holds. Now
X˜′ ·
[
(Λx − I)I Λx
(I −Λx)I −Λx
]
· X˜  X˜′ ·
[
I
−I
]
·
[
Λx − I Λx
]
· X˜

©­­«

η′ η′
X′1 ∅
∅ X′2
 ·
[
I
−I
]ª®®¬ ·
( [
Λx − I Λx
]
·
[
η X1 ∅
η ∅ X2
])


∅ ∅ ∅
X′1(2Λx − I)η X′1(Λx − I)X1 X′1ΛxX2
X′2(I − 2Λx)η X′2(I −Λx)X1 −X′2ΛxX2
 .
(A.5)
Combining Equation (A.5) with Equation (A.1),
E[β̂ |X1 ,X2] Ωβ + (X˜′X˜)−1 ·

∅ ∅ ∅
X′1(2Λx − I)η X′1(Λx − I)X1 X′1ΛxX2
X′2(I − 2Λx)η X′2(I −Λx)X1 −X′2ΛxX2
 ·

1
2β0
β1
β2

Ωβ + (X˜′X˜)−1 ·

0
X′1(Λx − 12 I)ηβ0 X′1(Λx − I)X1β1 X′1ΛxX2β2
X′2(12 I −Λx)ηβ0 X′2(I −Λx)X1β1 −X′2ΛxX2β2

;
thus
E[βslope] − βslope  B22 · [X′1(Λx − 12 I)ηβ0 X′1(Λx − I)X1β1 X′1ΛxX2β2X′2(12 I −Λx)ηβ0 X′2(I −Λx)X1β1 −X′2ΛxX2β2
]
.
Here as before, B22 is the bottom-right diagonal matrix of (X˜′X˜)−1; now it has dimension 2k × 2k.
Note that X˜′X˜ 

2N η′X1 η′X1
X′1η X
′
1X1 ∅
X′2η ∅ X′2X2
 . Let A11 ≡ 2N , A12 
[
η′X1 η′X1
]
, A21 
[
X′1η
X′2η
]
, and
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A22 
[
X′1X1 ∅
∅ X′2X2
]
. Then:
B22  (A22 − A21A−111A12)−1 
[
X′1(I − ηη
′
2N )X1 −X′1 · ηη
′
2N · X2
−X′2 · ηη
′
2N · X1 X′2(I − ηη
′
2N )X2
]−1
.
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