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ABSTRACT
Interfaces and their atomic structure play a key role in two–dimensional
materials such as the graphene - boron nitride (C-BN) superlattices. C-BN
superlattices with regular ordered subdomains of graphene and boron nitride
have recently been synthesized and characterized as a potential candidate
for optoelectronic and thermoelectric devices. However, detailed structure of
the interface, and its effect on fundamental properties (such as the thermal
conductivity) is unknown and largely complicated by the ∼ 2% lattice mis-
match between the two materials. This work provides an in-depth view of
the possible interfacial structures in C-BN superlattices, and quantifies their
effect on the thermal conductivity.
The equilibrium structures are predicted using atomistic total energy
calculations and scaling arguments based on continuum theory. The lat-
tice mismatch results in a competition, unique to two–dimensional systems,
between mismatch strain and two strain–relieving mechanisms: nanoscale
misfit dislocations, and ripples via out–of–plane deformation. For flat su-
perlattices, a critical superlattice pitch (thickness) exists beyond which the
interface is decorated by strain–relieving misfit dislocations. For superlat-
tices that can deform out–of–plane, large–scale ripple formation serves as a
highly efficient mechanism to relieve misfit strain.
Using first–principles approach based on density functional perturbation
theory (DFPT) and single–mode relaxation time (SMRT) approximation to
the phonon Boltzmann transport equation, thermal transport property of
one such stable structure is studied. Acoustic mismatch between graphene
and boron nitride introduces wave interference effects (such as opening of
phonon band gap) and phonon scattering mechanisms at the interface that
severely affect the thermal conductivity. In the classical limit (large pitch
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superlattices), the thermal conductivity increases with the superlattice pitch
due to the presence of interfacial thermal resistance at the interface. How-
ever, for ultra low pitch superlattices, influence of wave interference effects
results in the modification of phonon group velocity and scattering time, and
in turn results in a decrease in thermal conductivity with increasing pitch.
The work can serve as a guide for interface engineering in C-BN super-
lattice and any two–dimensional superlattice in general, since the approach
presented here provides a generalized framework.
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CHAPTER 1
INTRODUCTION
Breakthroughs in growing a single atomic layer of graphene via chemical va-
por deposition (CVD) [1] have led to the growth of similar two–dimensional
(2D) materials such as nitrides, sulfides, selenides, and tellurides [2, 3].
Recently there has been a lot of interest in the growth of hybridized two–
dimensional materials such as the graphene - boron nitride (C-BN) superlat-
tice [4, 5, 6, 7]. Ordered superlattices that integrate graphene and hexagonal
boron nitride are intriguing due to their tunable physical properties such as
the energy gap Eg [8] that arises from the hybridization of pure hexagonal
boron nitride (Eg > 5.0 eV) and pure hexagonal graphene (a semi-metal
with zero energy gap and linear electronic dispersion). Several studies have
exploited this property and predicted that controlled growth of such su-
perlattices can open new doors to fabricate nanoscale electronic devices for
optoelectronic [9], photovoltaic [10], and magnetic [11] applications. Tunable
thermal conductivity [12, 13] is another such property that arises due to the
difference in the acoustic properties of graphene and boron nitride. A recent
study [14] has shown that reduction in thermal conductivity improves the
thermoelectric efficiency of graphene by ∼10-20 times, and such engineered
graphene is promising for next-generation energy harvesting and energy con-
version devices.
Access to this diverse spectrum of applications depends critically on ob-
taining atomic–scale control of the interface between graphene and boron
nitride subdomains. Although the two constituent materials both exhibit
a honeycomb lattice, they possess a ∼ 2% lattice mismatch (in contrast
to 2.46 A˚ in graphene, the length of the BN unit cell is 2.51 A˚). In anal-
ogy to heteroepitaxial thin film growth on a substrate, lattice mismatch in
these two–dimensional superlattices can result in the decoration of the inter-
face by strain–relieving topological defects (nanoscale equivalent of “misfit
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dislocations”) [15, 16, 17, 18] and corrugations (in the form of sinusoidal
rippling) [19, 20, 21, 22] beyond some critical geometrical dimensions (layer
thickness). The presence of interface, including defects and corrugations,
can result in increased scattering of electrons [23] and phonons [24, 25],
which in turn can enhance or degrade the performance of two–dimensional
devices. In thin-film heteroepitaxy, in-depth studies of interfacial structures,
strain-relieving mechanisms [26, 27, 28, 29], and their effect on physical
properties [24] have been a key enabling tool for significant improvements to
the quality of thin-film devices. For next-generation optoelectronic, energy
harvesting, and energy conversion devices, a detailed understanding of the
nature of the interface and its effect on the physical properties (such as the
thermal conductivity) will also be a key enabler for low–dimensional systems.
This thesis aims to establish the equilibrium interfacial structures in var-
ious C-BN superlattices and quantify their effect on the thermal transport
property. Specifically, it answers two main questions: how does the super-
lattice geometrical dimension (layer thickness etc.) affects the interfacial
structures and the thermal conductivity in ordered graphene - boron nitride
superlattices. In recognition of the fact that no one approach can adequately
address all the phenomena that occur at many time and length scales, a
broad suite of computational and theoretical tools are utilized to address
these questions. The work focuses on superlattices where the pitch (layer
thickness) of the graphene and the boron nitride subdomain are equal, but
the analysis presented here can be easily extended to other geometries.
To predict the stable interfacial structures, a direct simulation approach
based on molecular dynamics (in which the interface structure and morphol-
ogy arises during annealing) is of limited utility due to the computational
cost, the difficulty of capturing rare events such as defect formation, and
especially because many of the defect geometries of interest are not achiev-
able by a simple localized rearrangement of the lattice. Instead, an approach
based on atomistic total energy methods is implemented to map out the
interplay between mismatch strain, topological defects, and rippling in C-
BN superlattices. The molecular simulator package LAMMPS [30] is used
to analyze the structures and energies of different interfacial configurations,
and equilibrium structures across a spectrum of superlattice geometries are
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identified. Additionally, dense packing of atoms in this two–dimensional su-
perlattice facilitate the use of scaling arguments based on continuum theory
and dislocation theory to validate the atomistic findings. The results show
that in flat superlattices, the formation of misfit dislocations – in the form
of 5|7–membered rings at the interface – is energetically favored beyond
a critical pitch Hcr. The existence of this critical pitch, analogous to the
critical thickness of epitaxially grown thin-films [26, 28], inhibits the stability
regime of the coherent (defect–free) interface to particular superlattice ge-
ometries. In addition, ripple formation, a strain-relief mechanism unique to
two-dimensional materials, in freestanding superlattices is effective to assist
in the maintenance of the coherency.
To quantify the effect of the predicted interfacial structures on the thermal
transport property, a first-principles approach based on density functional
perturbation theory (DFPT) [31, 32, 33] and relaxation time approximation
to the phonon Boltzmann transport equation (PBE) [34] is used. The ap-
proach involves determining fundamental properties such as phonon frequen-
cies, group velocities, Bose-Einstein populations and phonon relaxation times
from first-principles to compute the thermal conductivity. The acoustic mis-
match between graphene and boron nitride results in wave interference effects
(opening of phonon band gap) and phonon scattering mechanisms (interfa-
cial thermal resistances) at the interface. Accordingly, wave-particle duality
arguments [35, 24, 36], commonly used in three-dimensional heterostruc-
tures, are used to compute the thermal conductivity across a spectrum of
superlattice geometries. In the classical limit (large pitch superlattices), the
thermal conductivity increases with the pitch due to the additional phonon
scattering mechanisms introduced by the interface. However, for ultra low
pitch superlattices, wave interference effects result in the modification of
group velocity and scattering time, and in turn result in a decrease in ther-
mal conductivity with increasing pitch.
The outline of the thesis is presented below.
Chapter 2 presents an overview of the topology and growth behavior in
thin film heterostructures and two dimensional superlattices. A brief review
of the origin of lattice mismatch strain and strain–relieving mechanisms
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such as misfit dislocations and rippling is given. Additionally, the atomistic
techniques and the continuum theory adopted to predict the equilibrium
interfacial structures and their energetics are described in detail.
In Chapter 3 detailed description of the equilibrium interfacial structures
of graphene - boron nitride superlattice obtained via atomistic simulations
and scaling arguments (continuum theory) is provided. The interplay of
mismatch strain and strain–relieving mechanisms – misfit dislocation and
rippling is explained and critical geometrical dimensions (for stability) are
established.
In Chapter 4 the theory of thermal conductivity for solids (in general)
and superlattices (in particular) is reviewed. Brief discussion on the DFPT-
based first-principles approach and SMRT approximation to the phonon
Boltzmann transport equation is provided.
Chapter 5 presents a detailed description of the thermal transport in
graphene, boron nitride and graphene - boron nitride superlattices. A sim-
plified theory of thermal conductivity to conveniently describe the thermal
transport in two dimensional materials is formulated. Using the classical and
wave picture of phonons, variation of the superlattice thermal conductivity
with the layer thickness is explained in detail.
Chapter 6 summarizes the thesis and describes the directions for future
work that arise from the research presented.
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CHAPTER 2
TOPOLOGY OF HETEROSTRUCTURES:
AN OVERVIEW
2.1 Historical Introduction
The concept of heterostructure-based devices is as old as the transistor it-
self. It dates back to 1940’s when William Shockley suggested the use of
wide bandgap emitters for improved unidirectional charge carrier injection
[37]. However, fabrication techniques were not available for the realization of
such devices until 1969 when Jadus and Feucht successfully fabricated GaAs
transistors using molecular beam epitaxy [38]. This field has since expanded
substantially, with 1980s dominated by developing growth technology for
bulk heterostructures, the 1990s by heterojunction bipolar transistor devel-
opments, the early 2000s by strained Silicon CMOS technologies and in recent
years, the realization of low dimensional superlattices. Vast array of liter-
ature [39, 40, 41, 42] reviews the history and evolution of heterostructures,
and the important heterostructure-based device technologies in mainstream
microelectronics that have emerged.
Considerable effort has been devoted to study the growth behavior and
interfacial structures of bulk heterostructures. In-depth studies, both theo-
retical and experimental, performed on their epitaxial growth behavior has
markedly enriched the general knowledge about their structure. It is now
well–known that lattice mismatch between substrate and overlaying thin film
results in the formation of threading misfit dislocations at the interface due
to their strain–relieving capabilities. One of the early, seminal theoretical
works on predicting the existence of these dislocations is of J.W. Matthews
[26] in 1970s. Using simple scaling arguments (based on continuum theory),
he formulated mathematical expressions for film critical thickness beyond
which it becomes energetically favorable to introduce strain–relieving dis-
5
locations. Since then, this idea has been used and extended to investigate
the growth behavior and stability of numerous heterostructures. Experi-
mental studies performed by Yashar et al. [27], Wieseur et al. [43], Chen
et al. [44], Holec et al. [45] and many others corroborated the theoretical
findings of Matthews. Tersoff et al. [46] and Hataaja et al. [47] extended
the Matthews model to study strain–induced surface roughening, another
strain-relieving mechanism resulting in three dimensional island formation,
in epitaxial layers and validated them with experimental findings. With
the advancement in computational power, numerous atomistic simulations
have also been performed to study the growth behavior and topology in
detail. Oyama et al. [48], Shiraishi et al. [28], and Pizzagalli et al. [49]
performed first-principles studies based on density functional theory (DFT)
to investigate misfit dislocation formation at the heteroepitaxial interfaces.
Ashu et al. [50] , Dong et al. [51], Hale et al. [52] used force-field based
molecular dynamics (MD) simulations to study the critical film thickness
in bulk heterostructures. In addition to studies on three-dimensional het-
erostructures, some recent studies have investigated interfacial structures
in low-dimensional heterostructures as well. Schlenker et al. [53] studied
the formation of misfit dislocations in quantum-wells made out of lattice-
mismatched GaInAs/GaAs heterostructures. Ertekin and co-workers [54]
developed an equilibrium model using variational approach to study inter-
facial coherency in heteroepitaxial nanowires and confirmed their findings
using finite element analysis.
These growth behavior studies on bulk and low–dimensional heterostruc-
tures have been useful tools, especially for device engineers. Predictive ca-
pability of the theoretical and atomistic models has resulted in significant
reduction in the experimental time in addition to the improvements in the
quality of heterostructure–based devices. For accelerated deployment of low–
dimensional superlattice-based optoelectronic, energy harvesting, and energy
conversion devices, a detailed understanding of the topology of such super-
lattices will be useful as well.
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2.2 Growth and interfacial structures of thin film
heterostructures
The last section presented the historical development of bulk heterostruc-
tures and reviewed some of the growth behavior studies performed. In this
section, general concepts on epitaxial growth, lattice mismatch and stress–
relaxation mechanisms such as misfit dislocations will be laid down. More
detailed information can be found in advanced textbooks [55, 56].
Epitaxial crystal growth is one of the most important techniques to fab-
ricate “state of the art” heterostructure–based semiconductor devices. The
term “epitaxy” refers to the growth of a single crystal film on top of a
crystalline substrate. If the thin film material is same as the substrate,
the crystallographic registry is commonly referred to as homoepitaxy. The
epitaxial deposition of a film material that is different from the substrate
is termed as heteroepitaxy. There are numerous techniques to grow crystals
epitaxially, which can be classified according to the phase of material used
to grow the layer. Some of the techniques commonly used by experimental-
ists are molecular beam epitaxy (MBE), physical vapor deposition (PVD),
chemical vapor deposition (CVD) and liquid phase epitaxy (LPE).
In heteroepitaxial thin film growth, the substrate provides a platform for
positioning the first arriving atoms of film materials, and each atomic layer
of the film material serves the same function for the subsequent layers. In
general, the stress–free lattice dimension af of the film material parallel to
the interface differs from that of the substrate as. Nonetheless, the atoms of
the film material position themselves in alignment with those of the substrate
in order to maintain the atomic structure. This results in a uniform elastic
strain in the film along the interface, commonly termed as lattice mismatch
strain, given by
f =
as − af
af
. (2.1)
For films with small thickness, the strain energy induced due to the mismatch
is small and crystallographic registry between the film and the substrate
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crystals is easily maintained. Such an interface is said to be coherent. Fig.
2.1a shows an example of a coherent interface. As the coherent film grows
thicker in size, the strain energy increases linearly with the film thickness,
which drives various physical mechanisms for strain relaxation. The most
common strain relaxation mechanism is the formation of glide dislocations
at the film - substrate interface, commonly called misfit dislocations. Misfit
dislocations are a type of edge dislocation with burgers vector of magnitude
af in the direction parallel to the interface, resembling an addition or removal
of a plane of atoms from the film. The crystallographic registry is partially
destroyed due to these dislocations, the interface in turn is said to be
incoherent. Illustration of an incoherent interface is shown in Fig. 2.1b. The
dislocations accommodate a portion of the total mismatch f , leaving behind
a residual mismatch to be accommodated by the elastic strain. In addition to
forming misfit dislocations, there are other strain-relieving mechanisms like
island growth formation, bulging, peeling etc. which are sometimes observed
in experiments.
2.3 Growth and interfacial structures of
two-dimensional superlattices : An analogy
The most common technique to grow high-purity, high performance thin film
materials is via chemical vapor deposition (CVD). It is a chemical process
in which a heated substrate is exposed to volatile precursor gas or gases in
ultra high vacuum chamber, resulting in the deposition of a thin film on
top of the substrate with very low defect densities. The substrate is then
dissolved and by-products produced in the process are removed by gas flow
through the chamber.
While the practice of growing thin films and bulk heterostructures via
CVD has existed for a long time, the breakthrough in growing a single
atomic layer was recently achieved, when Li et al. [1] successfully fabricated
single layers of graphene by low-pressure CVD on copper foil with methane
as the precursor. Since then, numerous two-dimensional materials such as
nitrides, suplhides, selenides and tellurides [2, 3] have been grown. This
has also sparked interest in the growth of two-dimensional heterostructures
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Figure 2.1: Interfacial structures in bulk heterostructures. a) Coherent
interface formed by squishing the film (introducing elastic strain) in order to
maintain perfect crystallographic registry between the film and substrate (b)
Incoherent interface formed by relieving the increasing elastic strain energy
through the formation of misfit dislocations at the interface. The extra plane
of atoms (in red) results in imperfect crystallographic registry.
like the C-BN superlattices. There have been few recent experimental work
demonstrating the successful growth of such heterostructures. Using cop-
per as substrate, methane and ammonia borane as precursors Ajayan and
coworkers [4] were successful in growing a large-area atomic layer with hy-
bridized domains of graphene and hexagonal boron nitride (h-BN). Recently
the same group demonstrated a controlled-domain growth [7] of layered het-
erostructure of the two materials by growing h-BN on copper/nickel foil via
ammonia borane, partially etching it via laser and then growing graphene
on the etched region using methane. Similar techniques have been used by
Sutter et al. [5] and Levendorf et al. [6]. However, detailed description of
the atomic structure of the interface of such lattice-mismatched superlattice
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has not been reported. This can be attributed to the relative recency in the
fabrication of controlled, sharp interfaces. Some of the possible and stable
interfacial structures can be predicted using analogy to the bulk heteroepi-
taxial growth behavior studies discussed earlier.
The mechanics of two-dimensional heterostructures differ slightly from
their 3-D counterparts. With substrate out of the picture, the definition
of lattice mismatch modifies to the ratio of the difference in the lattice
dimensions of the two individual materials to the lattice dimension of the
smaller material. For the case of C-BN superlattice, where the lattice
dimension of graphene aC is smaller than the lattice dimension of boron
nitride aBN (unit cell shown in Fig. 2.2a), the mismatch f can be defined as
f =
aBN − aC
aC
. (2.2)
As discussed earlier, in bulk heterostructures the lattice mismatch f is com-
pletely accommodated by straining the thin film (with negligible deformation
in the thick substrate) in order to maintain coherency at the interface. How-
ever in two-dimensional heterostructures no such constraint is applicable,
and to maintain a coherent interface (Fig. 2.2a) the mismatch is partially
accommodated by the two materials through stretching of the smaller lattice
dimension material and squishing of the other. This in turn results in a
strain energy that varies linearly with the supercell pitch H (as shown in
Fig. 2.2a). In bulk heterostructures such linearly growing strain energy
results in the formation of misfit dislocations viewed as an extra plane of
atoms. Accordingly, by analogy when strain energy in the coherent system
becomes large, it is possible that two-dimensional form of misfit dislocations
(which can be viewed as extra line of atoms) can exist at the interface of
such two-dimensional heterostructures as well. For graphene-based systems,
the extra line of atoms rearrange to form pentagon-heptagon pairs that are
commonly observed in experiments [15, 16]. Figure 2.2b shows an illustrative
image of the nanoscale equivalent of “misfit dislocations” that can form at
the interface of graphene-boron nitride superlattice.
In addition to releasing strain via formation of misfit dislocations, these
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Figure 2.2: Interfacial structures in two-dimensional heterostructures. a) Co-
herent interface in graphene-boron nitride superlattice formed by stretching
graphene (black) and squishing boron nitride (red). Unit cell is highlighted in
green. b)Incoherent interface in graphene-boron nitride superlattice formed
by introducing an extra line of atoms in graphene (shaded in grey), which
rearrange to form pentagon-heptagon rings.
two-dimensional heterostructures offer a unique, competing feature to relieve
the strain by deforming out–of–plane. In fact, such a “rippled” structure can
be energetically favorable as has been reported earlier [19, 20, 21, 22]. It
has also been shown that out–of–plane relaxation reduces the dislocation
formation energy in two–dimensional membranes [19, 20, 57], suggesting
that misfit dislocations can also form in the presence of rippling. In order
to provide an in–depth view of the atomic structure of the interface of
two–dimensional heterostructures, all the possible competing strain-releasing
mechanisms and their combinations discussed here are now taken into
consideration.
2.4 Equilibrium Energy: Continuum and Atomistic
descriptions
In the spirit of Matthews equilibrium model, relative stability of the com-
peting interfacial structures discussed in the last section can be determined
by comparing their formation energy. Two-dimensional systems, in contrast
to their 3-D counterparts, provide an opportunity to estimate the formation
energy computationally via molecular simulations, presenting an in-depth
atomistic perspective. Additionally, the dense packing of atoms in two-
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dimensional membranes facilitate its modeling as a Von Karman plate [58]
and scaling arguments based on general non linear elasticity theory [58, 56]
can also be used to estimate the formation energy contributed by mismatch,
out-of-plane buckling and dislocation. The formalism adopted for both the
approaches is briefly discussed in this section, but will be described in detail
in the following chapter.
2.4.1 Atomistic Description
From an atomistic point of view, the topology and energetics of these two-
dimensional systems can be studied by performing computer simulations
using variety of methods depending on the length and the time scales.
First-principles methods like density functional theory (DFT), tight bind-
ing treatments (TB) offer a full electronic structure picture but suffer with
limitations on the size of the system. Direct simulation approach based on
molecular dynamics (in which the interface structure and morphology arises
during annealing) is also of limited utility due to its computational cost, the
difficulty of capturing rare events such as defect formation, and especially
because many of the defect geometries of interest are not achievable by a
simple localized rearrangement of the lattice. Empirical force–field based
molecular mechanics (EMM) simulations on the other hand neglect the elec-
tronic interactions (quantum structure) and time-dependent behavior but
enable a drastic increase in model size. The basic idea of this method is to
find a relaxed, lowest energy conformation (or a set of low energy conformers
in equilibrium) of a crystal structure under appropriate boundary conditions
and force field. The relative stability of two candidate structures can be
easily obtained by comparing their energy. To predict the stable interfacial
structures of C-BN superlattice (or any 2D superlattice in general), and their
relative stability for various supercell geometries, an atomistic total energy
method based on EMM is an appropriate choice. The main ideas of the
simulation are discussed in this section. Textbooks on classical molecular
dynamics [59, 60] describe the technical and numerical details in great detail.
In EMM, an atomic system with starting coordinates ~r is relaxed at
temperature T = 0K in order to find the minimum energy of the system. The
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total energy of the system can be given by the potential energy, calculated
from a potential energy function U(~r). In general, the form of the potential
energy function is arbitrarily complex, but in most cases the potential is
simplified to a spherically symmetric two or three-body interaction, so as to
reduce computational expenses. Using Taylor series expansion, the potential
energy function U(~r) at any given point in space can be expressed as
U(r + ∆r) = U(r) +
∂U
∂r
∆r +
∂2U
∂2r
(∆r)2. . . (2.3)
The expansion series is generally truncated at either first or second order,
since the system behaves harmonically close to equilibrium. For a second
order expansion, Newton-Raphson procedure can be used to obtain the local
minimum configuration by solving for ∆r in the equation
∂U
∂r
+
∂2U
∂2r
∆r = 0 . (2.4)
Invoking a numerical finite difference approach, the equation can be
rearranged to a form
rn = rn−1 +
(
∂2U
∂2r
)−1
∂U
∂r
. (2.5)
Thus, with a good/reasonable initial guess r0, following an iterative pro-
cedure the sequence rn converges to a minimum energy configuration. This
is the main idea of molecular mechanics based simulations, where with an
appropriate choice of a potential energy function (defined by force fields)
and initial configuration, one obtains the lowest energy structure. It is to
be noted that most advanced molecular dynamics formalisms go beyond
Newton-Raphson procedure. In particular, the adoption of classical mechan-
ics permits highly accurate numerical integration schemes such as predictor
- corrector integrators and the family of symplectic integrators.
For this study, such force–field based molecular mechanics simulations have
been performed using energy minimization via conjugate-gradient method
(with periodic boundary condition), as implemented in LAMMPS [30]. Two
primary loops are involved: an outer iteration loop which sets the search
direction along which the coordinates of the atoms are changed and an inner
iteration loop to evaluate force and energies several times to set new coor-
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dinates. Well–developed many-body tersoff potential [61] has been used as
force fields to describe the different bonding states of the system correctly.
Appropriate inter-mixing parameters for the potential, shown in Table 2.1,
have been used to accurately model the lattice structure and elastic proper-
ties of graphene and boron nitride. The analytical form for the pair potential
and the scheme to obtain the inter-mixing parameters is described in detail
in Appendix A.
As mentioned earlier, relative stability of the competing structures can
be determined by comparing their formation energy. However, to facilitate
the comparison of supercells of different sizes formation energy per unit area
is considered; an analysis based on the formation energy per total number
of atoms gives equivalent results to those reported here. For the case of
C-BN superlattice, the superlattice formation energy is the total energy of
the relaxed superlattice relative to the energy of an equal number of carbon
atoms within pure graphene and boron/nitrogen atoms in pure boron nitride.
Thus, the formation energy Ef is given by
Ef = Esl − (NCEC +NBNEBN) , (2.6)
where Esl is the computed total energy of the supercell, EC is the total
energy per two atoms of unstrained graphene, EBN is the total energy per
BN formula unit of unstrained boron nitride, NC is the number of carbon
atom pairs in the supercell, andNBN is the number of boron/nitrogen formula
units in the supercell. The formation energy density is equal to Ef divided
by the initial (undeformed) area Asl of the supercell.
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2.4.2 Continuum Description
In two–dimensional membranes, the dense packing of atoms facilitate its
modeling as a Von Karman plate [58]. Accordingly, in addition to the atom-
istic description, a quantitative picture of the interfacial structure and its
formation energy can be obtained by using a non-linear continuum descrip-
tion of the stress and strain fields. In this section, the continuum formalism
adopted is briefly discussed. The approach is based on a simple variational
principle which can be summarized as follows : at mechanical equilibrium,
the elastic displacement fields, arising due to mismatch and relaxation mech-
anisms, are those that minimize the total energy subject to appropriate
boundary conditions. The displacement fields obtained can then be mapped
to obtain strain fields and total formation energy.
In a general non-linear (large deflection) elasticity theory [18, 19], topology
in a flat membrane can be described by in-plane displacement fields ui(X)
and out-of plane displacement field w(X) at each point X = (x1, x2) in the
reference state. The deformation map (x1, x2, 0) → (x1 + u1, x2 + u2, w)
results in membrane strains ij given by
ij = 
0
ij +
1
2
(
∂ ui
∂ xj
+
∂ uj
∂ xi
)
+
1
2
∂ w
∂ xi
∂ w
∂ xj
(2.7)
Each subscript takes values 1 and 2 representing the in–plane coordinate
directions. The strains ij have three contributions: the initial (pre) strain
0ij, the distortion strain 
d
ij(gradients of the in-plane displacements) and
bending strain Fij (caused by large out-of plane deflection). The total energy
Ec, associated with the deforming surface, comprises of elastic strain energy
Es(arising due to mismatch and relaxation mechanisms) and the bending
energy Eb (arising due to out-of plane deformation), and is given by
Es =
1
2
∫
d2XCijklijkl (2.8)
Eb =
∫
d2X
(
1
2
κHˆ2 + κGKˆ
)
(2.9)
Here Cijkl are the elastic constants, κ and κG are the mean and gaussian
rigidities respectively. Helfrich [62] form is chosen for the bending energy,
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in which energy depends on the mean curvature Hˆ and gaussian curvature
Kˆ (that are described by the principal curvatures of the surface). The two
terms simplify to
Hˆ = ∇.
(
∇w√
1 + |∇w|2
)
(2.10)
Kˆ =
det(∂i∂jw)
(1 + |∇w|2)2 (2.11)
For two-dimensional membranes with periodic boundary conditions im-
posing Gauss-Bonnet theorem makes the Gaussian curvature term irrelevant.
The periodic boundary conditions makes the two–dimensional manifold topo-
logically equivalent to a two-torus whose Euler characteristic χ exactly equals
zero. The Gauss-Bonnet theorem vanishes the total Gaussian curvature of
the membrane
∫
d2XKˆ = 2piχ = 0. Additionally, assuming ∇w  1 [19]
simplifies the bending energy term to
Eb =
1
2
κ
∫
d2X(∂i∂jw)
2 . (2.12)
With exact solutions to the displacement fields ui(X) and w(X), the total
energy Etotal = Es + Eb can be accurately calculated. Methods like stress
function approach [58] or complex variable methods [17, 19] provide the exact
solutions; however to date an analytical solution for dislocations in two–
dimensional membranes that are free to buckle in three–dimensions remains
unknown. Therefore, to keep the model simple, a variational approach to
the displacement fields is implemented here. Starting with appropriate form
for the displacement fields, the variational parameters are determined by
minimizing the total energy Ec. For the case of C-BN superlattice, the initial
state is chosen so that graphene is unstrained, and boron nitride is subjected
to a uniform compressive pre-strain (eigenstrain) so that it conforms perfectly
to the natural graphene lattice. Further simplifications have been performed
on the elastic strain energy Es. Following the earlier work by Matthews
[26] and others [54], interactions between the mismatch strain field and
dislocation field are not considered. As a result, the total strain energy is
decoupled to strain energy arising independently from the residual mismatch
Emis and from the dislocations Edis. A more accurate formulation would
17
be to superpose the strain fields rather than the strain energies, but the
error introduced is small when the strain relieved by dislocations is small
compared to misfit strain, and particularly when the dislocation energy is
highly concentrated in the vicinity of the core. The dislocation formation
energy Edis is estimated by adopting well established isolated dislocation
theories formulated for flat and buckled dislocations [56, 57].
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CHAPTER 3
INTERFACE STRUCTURES OF
GRAPHENE - BORON NITRIDE
SUPERLATTICE
3.1 Introduction
In this chapter a detailed description of the stable equilibrium interface
structures of graphene-boron nitride superlattice is presented. Due to the
relative recency in the fabrication of C-BN superlattices, an in-depth atomic
picture of the interface in not yet reported and this work , to our knowledge,
is the first attempt to do that. To reveal the stable structures, the super-
lattice is modeled as an infinite two–dimensional sheet composed of ordered,
alternating layers of graphene and boron nitride. We focus on superlattices
where the pitch (layer thickness) of the graphene and the boron nitride sub-
domain are equal, but the analysis presented here can be easily extended to
other geometries.
The Tersoff potential results in T = 0 K lattice constants, aC = 2.46 A˚,
aBN = 2.52 A˚, giving a lattice mismatch of ∼ 2.4%, in reasonable agreement
with the experimental lattice mismatch of ∼ 2.0% [7]. This lattice mismatch
between graphene and boron nitride results in mismatch strain in the
superlattice, portion of which is accommodated by formation of misfit
dislocation beyond a critical size. We first study the energetics of superlattice
constrained to remain flat (by an underlying substrate, or when incorporated
into a multilayer stack) and study the competition between the coherent
(defect-free) and the incoherent interface structure (decorated with two-
dimensional form of misfit dislocations) for various supercell geometry. We
then analyze the same by allowing the superlattice to freely deform out-of-
plane.
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3.2 Coherent flat superlattice
The first structure considered is a superlattice with a perfect registry of atoms
along the interface (coherent interface) aligned in a zig–zag arrangement 1.
For the atomistic calculations, (L,H) supercells of the C-BN superlattice are
simulated by repeating the unit cell of the two subdomains L times along the
interface and H times perpendicular to the interface, as illustrated in Fig.
3.1a. In the coherent superlattice, every [L,H] supercell can be represented
by (L = 1, H) supercell due to the periodicity; however, we introduce this
notation now to make more straightforward the comparison to the incoherent
systems for which L becomes an important parameter (the dislocation spac-
ing). From the molecular simulations and using Eq. 2.6, the formation energy
density for a variety of supercell sizes (L,H) = (1, 10), (1, 20), (1, 30), (1, 40)
is computed. For all the supercell sizes simulated, a uniform formation
energy density of Ecoh ∼ 1.96 meV/A˚2 (Fig. 3.1b) is observed with slight
deviations only at the interface.
A simple linear elastic description (presented in the last chapter) explains
this elementary trend quite nicely. We assume a linear form for the in-
plane displacement ux in both the subdomains of the superlattice, so that
ux = fCx where fC is a constant, and neglect uy. This displacement trans-
lates into a uniform strain along the interface given by Eq. 2.7, equaling |fC |
in graphene subdomain and |fBN | = |f | − |fC | in boron nitride subdomain.
In the terminology of heteroepitaxy, the total lattice mismatch f = 2.4 %
is partially accommodated by developing a constant positive strain fC in
graphene (uniformly stretched) and partially by a constant negative strain
fBN in boron nitride (uniformly squished), so that
|f | = |fC |+ |fBN | . (3.1)
If the elastic constants for the two materials were equivalent, the total
1We only consider the zig–zag interface in this work, however the analysis can be easily
extended for arm–chair interface. The only difference that arises is in the orientation of
the misfit dislocation dipole. Here the misfit dislocations are perpendicular to the interface
and are most optimally aligned to relieve the misfit strain. In the arm–chair interface, the
misfit dislocation dipole makes an angle of pi/3 and thus partially relieve the mismatch
strain. Additionally, the defect formation energy in the flat superlattices can increase [17],
and in turn can result in larger critical thickness.
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Figure 3.1: Stable structure and energetics of coherent flat graphene - boron
nitride superlattice. (a) Coherent-interface (10,5) superlattice. The supercell
(in blue) is simulated by repeating the unit cell of the two subdomains:
graphene (black) and boron nitride (red) 10 times along and 5 times
perpendicular to the interface. (b) Formation energy density of the coherent
interface superlattice with varying supercell size. The formation energy
densities obtained via atomistic calculations (closed symbols) and continuum
descriptions (open symbols) are shown.
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mismatch would be evenly shared between the two subdomains so that
graphene would be equally stretched and boron nitride would be equally
squished: |fC | = |fBN | = |f | /2 in order to minimize the total mismatch
strain energy Emm given by the Eq. 2.8, so that
Emm =
Asl
4
(
CBN f
2
BN + CC f
2
C
)
. (3.2)
The slight difference in the elastic moduli (CC = 26.48 eV/A˚
2, CBN =
24.17 eV/A˚2) results in a slightly unequal distribution of the lattice mis-
match. With these elastic moduli, Emm is minimized by fBN = −1.14%,
fC = 1.25%, and the average strain energy density in boron nitride is es-
timated to be 1.90 meV/A˚2 and in graphene to be 1.75 meV/A˚2. These
results obtained are in very good agreement with description obtained from
the atomic potentials as can be seen in Fig. 3.1. The slight deviation
between the elastic theory and the atomistic results exists because of the
chemical bonding between disparate materials across the interface, which is
not accounted for in the elastic theory.
3.3 Incoherent flat superlattice
In the coherently–interfaced superlattice, the uniform strain in each subdo-
main results in a uniform strain energy density, as a result the total strain
energy contained in a particular subdomain grows linearly with the pitch H
of the superlattice. In bulk hetero-epitaxial systems, the total strain energy
due to the lattice mismatch also varies linearly with thin-film height, and
results in strain–relieving misfit dislocations at the interface beyond a critical
film thickness [26, 27, 28, 29]. Accordingly, by analogy we study the energet-
ics of incoherent superlattices with the corresponding two–dimensional form
of misfit dislocations and compare it with the coherent system.
The formation of misfit dislocations is simulated by inserting an extra line
of atoms in the graphene subdomain of each supercell. This amounts to the
introduction of a dislocation pair with burgers vector ~b = (1, 0) and (−1, 0),
separated by H units perpendicular to the interface in each (L,H) supercell.
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Fig. 3.2a shows such a flat C-BN superlattice whose interface is decorated
with pentagon-heptagon 5|7 dislocations, the nanoscale equivalent of misfit
dislocations. A total of 44 configurations with varied supercell size have been
studied and the computed formation energy density of some of them have
been tabulated in Table 3.1 (In the table Ea represents the formation energy
densities determined via molecular simulations and Ec represents the same
determined via continuum theory)
We observe that for a givenH, as shown in Fig. 3.2b, when dislocation pairs
are spaced closely together (small L), the formation energy density EL,Hinc is
quite large due to the high cost of introducing a large defect concentration.
As the dislocation spacing L increases, the formation energy density quickly
drops. For H = 10 the formation energy density of the coherent system
Ecoh is lower than that of the incoherent system E
L,H=10
inc for any L, and
dislocation formation at the interface is not favorable. On the other hand,
for superlattices of larger pitch H = 20, 30, 40, EL,Hinc dips below Ecoh for
appropriate choices of the dislocation spacing L, suggesting that the build-
up of strain energy as H grows does eventually induce the formation of
misfit dislocations. The pitch of H = 20 appear to lie close to the boundary
between coherent and incoherent superlattices, signaling the existence of a
critical pitch for misfit dislocations in these 2-D superlattices.
Close inspection of Fig. 3.2b shows that for sufficiently large pitch H
there is a minimum in the formation energy density around L = 41,
suggesting an optimal dislocation spacing L as well. Beyond this spacing,
the formation energy density increases slowly as the dislocation spacing is
increased, approaching the value Ecoh. The behavior and the optimal spacing
can be understood by looking at the nature of the misfit dislocation. Misfit
dislocations relieve a fraction of mismatch strain at a cost of forming defects
at the interface. When an extra column of atoms is incorporated into the
graphene subdomain, the dislocation pair accommodates a portion of the
lattice mismatch f , leaving behind a residual mismatch of
f ∗ =
(L)aBN − (L+ 1)aC
(L+ 1)aC
=
f − 1/L
1 + 1/L
. (3.3)
The lattice mismatch is completely relieved at a dislocation spacing
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L = 1/f , which corresponds remarkably to the observed value of the mini-
mum formation energy density occurring near L = 41.
The trends in the observed formation energy density are well–captured
by a simple scaling analysis, similar in nature to models employed in
estimating critical thicknesses of thin films grown epitaxially on lattice–
mismatched substrates [26, 28, 54]. The total formation energy arises from
two contributions: the dislocation formation energy and the residual strain
energy. Neglecting any interactions between the two, the formation energy
per [L,H] supercell is estimated to be
Einc = E
∗
mm + 2Edis , (3.4)
where E∗mm is the strain energy arising from the residual mismatch f
∗, and
Edis is the dislocation formation energy. E
∗
mm is evaluated using Eqs. (3.1)
and (3.2), with f replaced by f ∗. To estimate dislocation formation energy,
well–developed isolated dislocation theory [54, 57, 56] is adopted so that
Edis = (Y b
2)/(8pi) ln(Lac/2rc) . (3.5)
Here Y is the Young’s modulus (equal to the average of YC and YBN),
b is the magnitude of the burger’s vector (equal to the length of the unit
cell aC) and rc is the dislocation core radius, taken to be 0.94 A˚ [19]. The
formation energy density calculated in this manner reproduces the atomistic
result remarkably as shown in Fig. 3.2b. The largest deviations occur for
small superlattices where core overlap and distortion renders the isolated
dislocation theory inapplicable, which may not be a problem in real systems
since such high defect densities are unlikely to form. Comparing the strain
energy densities of the coherent and incoherent systems via Eqs.(3.2) and
(3.4), a critical pitch of Hdiscr = 19 unit cells is determined, in very good
agreement with the atomistic results. If H < Hdiscr , the coherent interface
is stable and misfit dislocation formation is unfavorable to form; on the
other hand for larger pitch H ≥ Hdiscr introduction of the dislocations
offsets the mismatch strain energy and the presence of dislocations becomes
favorable. These results demonstrate that, in analogy to the thin film
epitaxial heterostructures, critical thickness for misfit dislocations exist for
two–dimensional lattice–mismatched materials as well.
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Figure 3.2: Stable structure and energetics of incoherent flat graphene - boron
nitride superlattice. (a) Incoherent-interface (10,5) superlattice simulated by
mapping 11 unit cells of graphene to 10 unit cells of boron nitride with ends
terminated by 5—7 - membered rings. (b) Formation energy density of the
incoherent interface superlattice with varying supercell size.
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L H Ea(meV/A˚
2) Ec(meV/A˚
2)
10 10 26.27 28.97
20 21.70 22.15
30 20.18 19.88
40 19.42 18.74
20 10 8.73 10.59
20 5.30 6.26
30 4.20 4.82
40 3.65 4.09
40 10 4.66 5.26
20 2.20 2.63
30 1.44 1.75
40 1.08 1.31
60 10 3.74 4.05
20 1.92 2.12
30 1.31 1.47
40 1.03 1.15
80 10 3.30 3.54
20 1.90 1.99
30 1.39 1.47
40 1.15 1.22
100 10 3.03 3.25
20 1.90 1.95
30 1.48 1.52
40 1.27 1.30
120 10 2.85 3.06
20 1.91 1.94
30 1.55 1.57
40 1.37 1.38
140 10 2.73 2.93
20 1.92 1.94
30 1.62 1.60
40 1.45 1.44
160 10 2.63 2.83
20 1.92 1.94
30 1.65 1.64
40 1.51 1.49
Table 3.1: Formation energy densities in incoherent flat graphene-boron
nitride superlattice.
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3.4 Coherent rippled superlattice
So far we have studied the stable interfacial structure of C-BN superlat-
tice which is constrained to remain flat. It is important to determine how
the trends established above are modified when the superlattices are not
restricted to stay flat, but are free to deform out–of–plane. Out–of–plane
deformations of two-dimensional membranes have been shown to have strain
relieving capabilities as well [19, 20, 21, 22] and there is a good possibility
that they will be stable in these two-dimensional superlattices as well.
To analyze the stability of “out–of–plane deformations”, energy minimized
structure of a variety of supercell size is studied through molecular simula-
tions. The simulations reveal that all superlattices with H > 1, when allowed
to deform out-of-plane, result in sinusoidal corrugations(ripple formation)
along the interface for ripple wavelengths L = λ ≥ 5 unit cells, as illustrated
in Fig. 3.3a. Only the H = 1 superlattices are found to be stable with
respect to rippling for any rippling wavelength. Thus, in analogy with the
critical pitch for misfit dislocations, a critical pitch for rippling is observed
at Hripcr = 2. Moreover, ripple formation is a remarkably efficient strain relief
mechanism. As tabulated in Table. 3.2 (and later shown in Fig. 3.3c), when
ripples form the formation energy density is reduced by approximately an
order of magnitude relative to the flat superlattices. The formation energy
density of the coherent lattice is most reduced via formation of long wave-
length ripples: the formation energy density appears to drop monotonically
to a finite value as L grows. This converged value of the formation energy
density depends on H, and is smallest for large H and largest for small H,
approaching Ecoh as H approaches 1.
Ripple formation can be understood by close inspection of the structure of
the superlattices. Fig. 3.3a shows the displacements observed in for the
(L,H) = (10, 5) superlattice. Rippling is confined mainly to the boron
nitride subdomain, while the sinusoidal corrugations penetrate somewhat
into, but decay away from, the interface to the graphene subdomain. This
arises because in the superlattice geometry, boron nitride is effectively under
compression as a result of the boundary conditions imposed by the interface
while graphene is effectively in tension. Thus, boron nitride can relieve the
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L H Ea(meV/A˚
2) Ec(meV/A˚
2)
10 10 0.939 1.112
20 0.808 1.003
30 0.764 0.965
40 0.742 0.946
20 10 0.509 0.564
20 0.345 0.419
30 0.290 0.366
40 0.263 0.338
40 10 0.427 0.402
20 0.249 0.253
30 0.186 0.197
40 0.153 0.168
60 10 0.406 0.372
20 0.232 0.224
30 0.168 0.167
40 0.135 0.137
80 10 0.395 0.363
20 0.226 0.215
30 0.162 0.158
40 0.131 0.128
100 10 0.388s 0.358
20 0.222 0.211
30 0.160 0.154
40 0.126 0.124
120 10 0.383 0.356
20 0.219 0.209
30 0.158 0.152
40 10.125 0.122
140 10 0.380 0.355
20 0.216 0.208
30 0.156 0.151
40 0.125 0.121
160 10 0.377 0.354
20 0.217 0.207
30 0.159 0.151
40 0.137 0.120
Table 3.2: Formation energy densities in coherent rippled C-BN superlattice.
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compressive strain via the formation of sinusoidal ripples. To maintain
continuity at the interface, corrugations are observed in graphene near the
interface as well, but they decay quickly and much of the graphene remains
flat. As the pitch gets smaller, the proximity of adjacent interfaces results in
the preservation of sinusoidal ripples across even the graphene subdomain,
as illustrated in Fig. 3.3b. However, since graphene is nominally in tension,
ripple formation in graphene costs energy and hence the advantages of rip-
pling are reduced in smaller pitch superlattices and vanish completely for
the pitch of H = 1.
Scaling analysis of observed displacement fields associated with rippling
confirms the observations from the atomistic simulations that ripple forma-
tion is indeed induced by the compressive nature of the boundary conditions
applied to the boron nitride subdomain. We implement the variational ap-
proach and non-linear description of the stress and strain fields, discussed
earlier in Section 2.4.2, in order to estimate the energy of ripple formation.
Due to the large scale deformation, the total energy density Eripcoh of the rippled
membrane comprises of a bending energy in addition to the stretching en-
ergy. The variational approach gives a very good description of the formation
energies of the rippled superlattices. A sinusoidal form for the out–of–plane
displacement w is assumed, so that w = Ag(y) cos (kx) where A is the rip-
pling amplitude, k = 2pi/L, and g(y) is equal to one inside the boron nitride
subdomain and decays exponentially across the interface into the graphene
subdomain. The exponentially decaying function g(y) with variable decay
constant is incorporated to account for the change in the rippling behavior
across the interface observed in Fig. 3.3a. An approximate form of g(y),
obtained by fitting the topology observed in atomistic simulations, is
g(y) =
1
1 + exp(−B1(y)) +
1
1 + exp(−B2(y −
√
3aCH))
+
1
1 + exp(−B2(y − (
√
3(aC + aBN)H)))
+B4 , (3.6)
where B1, B2, B3, and B4 are variational parameters.
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Figure 3.3: Stable structure and energetics of coherent graphene - boron
nitride superlattices that are free to deform out–of–plane. (a) Coherent-
interface (10,5) superlattice showing rippling in boron nitride.(b) Large-scale
deformation in (100,10) coherent superlattice. For long wavelength and small
pitch superlattices, proximity of adjacent interfaces and large amplitude of
rippling in boron nitride result in preservation of rippling across graphene as
well.(c) Formation energy density of the coherent rippled superlattice with
varying supercell size. Inset demonstrates the energetic stability of ripples
beyond L = 5.
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We further assume ux, the displacement field in the direction parallel
to the interface, as ux = −m
(
x− L
4pi
sin 4pix
L
)
and uy = 0; this particular
form for ux and w are complementary in that the distortion strain and the
bending strain can offset each other exactly if m = pi2A2/L2 (hinting at
why ripple formation is so effective for reducing strain energy). The param-
eters in the variational approach (A, m, B1, B2, B3, and B4) are obtained
by minimizing the total energy Eripcoh. The displacement fields capture the
atomistic topology reasonably well, with slight deviations observed near the
interface. Additionally, the formation energy densities obtained for various
supercell dimensions match quite well with the atomistic results, as shown
in Fig. 3.3c. Overall, considering the formation energy densities resulting
from introduction of planar misfit dislocations (as discussed in the previous
section) or from rippling, we conclude that for a superlattice free to deform
out–of–plane ripple formation is much more favorable than the introduction
of planar topological defects for any superlattice geometry.
3.5 Incoherent rippled superlattice
Given the effectiveness of ripple formation at relieving the mismatch strain
energy, it is interesting to consider whether misfit dislocations can ever be
stable to form in the presence of rippling. Although at first the low formation
energy densities in the rippled systems seem to suggest that dislocation
formation is too costly and unnecessary, nature of the long–range decay of
the strain fields and total energies of dislocations that are themselves buckled
complicates this picture. The formation energy of a topological defect itself
can be favorably affected by rippling, as local deformations can help to relieve
large localized strains near the defect cores. Previous studies indicate that
out–of–plane relaxation [19, 20, 57] reduces the dislocation formation energy
in a two–dimensional surface, and that the formation energy may in fact
be finite and localized (rather than slowly decaying logarithmically, as in
the flat case). For the combination of misfit dislocations and rippling, our
simulations show local deformations in the vicinity of the misfit dislocation
core, as shown in Fig. 3.4a, now superposed on the sinusoidal corrugations
observed previously.
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L H Ea(meV/A˚
2) Ec(meV/A˚
2)
10 10 6.73 5.88
20 4.22 2.94
30 3.51 1.96
40 3.15 1.47
20 10 2.70 2.94
20 1.44 1.47
30 1.02 0.98
40 0.820 0.735
40 10 1.19 1.43
20 0.641 0.717
30 0.446 0.478
40 0.346 0.358
60 10 0.847 0.980
20 0.458 0.490
30 0.322 0.326
40 0.252 0.245
80 10 0.610 0.735
20 0.338 0.367
30 0.237 0.245
40 0.186 0.183
100 10 0.472 0.588
20 0.267 0.294
30 0.190 0.196
40 0.155 0.147
120 10 0.386 0.490
20 0.222 0.245
30 0.158 0.163
40 0.125 0.122
140 10 0.317 0.420
20 0.186 0.210
30 0.137 0.140
40 0.122 0.105
160 10 0.268 0.367
20 0.160 0.183
30 0.129 0.122
40 0.106 0.091
Table 3.3: Formation energy densities in incoherent rippled C-BN superlat-
tice.
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Figure 3.4: Stable structure and energetics of incoherent graphene - boron
nitride superlattices that are free to deform out–of–plane. (a) Rippled (10,5)
superlattice with interface decorated by 5—7 membered rings. (b) Large-
scale deformation in (100,10) incoherent superlattice in addition to sharp
curvature around the vicinity of misfit dislocation core.(c) Formation energy
density of the incoherent rippled superlattice with varying supercell size. The
formation energy per unit cell quickly converges to EF ≈ 12.7 eV, resulting
in a 1/area decaying formation energy density.
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As expected, the formation energy density of the rippled, incoherent
superlattices, tabulated in Table 3.3, drops significantly compared to that
of the flat, incoherent superlattices. Remarkably, we observe that the total
formation energy per unit cell does not vary with the supercell size, but
quickly converges to EF ≈ 12.7 eV for large supercells. Further, we note that
sharp curvature (as shown in 3.4b) introduced due to the local deformations
results in localization of a significant portion of the formation energy to
the core of the misfit dislocation, as can be seen in Fig. 3.5a. This is in
contrast to its flat counterpart where in addition to the dislocation core there
is a significant strain energy contribution from the (1/r) slowly decaying
dislocation strain fields and uniform residual mismatch strain field (Fig.
3.5b). In 1988, Seung and Nelson[57] suggested that the formation energy of a
rippled dislocation in a two–dimensional membrane should be finite-valued,
which has been corroborated by recent analysis of rippled dislocations in
graphene[19]. Indeed, when the dislocation theory proposed by Seung and
Nelson is adopted to estimate the finite dislocation formation energy, given
by
Eripdis = 2
Y b2
8pi
ln(
rb
rc
) , (3.7)
where rb ∼ 127κ/Y b is the buckling radius, we find that the total energy
Eripinc = 2E
rip
dis ≈ 12.6 eV is in excellent agreement with the atomistic forma-
tion energy, as can be seen in Fig. 3.4c. Slight deviations occur for small
supercells where dislocation-dislocation interactions become important.
In consideration of the scaling behavior of the defect formation energy
density for the case of rippled, incoherent interfaces, the results predict that
when out–of–plane displacements are allowed, in principle the formation of
misfit dislocations beyond some supercell size will always be favorable over
pure ripple formation. This is because the total formation energy density of
the rippled, incoherent superlattices drops with the supercell area as 12.6/Asl
while the total formation energy density of the rippled, coherent superlattices
approaches a small, but finite non-zero value. A cross-over point is observed
between the formation energy density of rippled, coherent and rippled, inco-
herent systems around L = 120. This suggests that the misfit dislocations
can occur in rippled systems as well, but only when large–scale deformations
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(and thus large L) are possible. Thus, we conclude that interface coherency in
the C-BN superlattices can be maintained for much longer pitches, compared
to the previously observed Hdiscr = 19, when the atoms are free to deform
out–of–plane, thereby taking the advantage of its strain relieving capabilities.
Figure 3.5: Contour plots of atomistic formation energy density in (100,10)
(a) rippled, incoherent and (b) flat, incoherent superlattice. Formation
energy density in the rippled superlattice is highly localized to the core
of the misfit dislocation. On the contrary, the (1/r) slowly decaying
dislocation strain fields and uniform residual mismatch results in a long–
ranged, extended formation energy density.
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3.6 Summary
An in-depth atomistic view of the possible (stable) interfacial structures
of lattice–mismatched graphene-boron nitride superlattice is presented and
the effect of supercell geometry (pitch, length) on their stability is studied.
For this, atomistic total energy methods using force-field based molecular
simulations and scaling arguments based on continuum theory are used. It is
observed that a 2.4 % lattice mismatch between graphene and boron nitride
results in a competition between mismatch strain and two strain–relieving
mechanisms: nanoscale misfit dislocations and rippling formed via out–of–
plane relaxation.
First, superlattices constrained to remain flat are considered and two pos-
sible interface structures: coherent and incoherent are studied. The results
show that the stability of a coherent interface is limited by a critical supercell
pitch (Hdiscr = 19) beyond which strain relieving misfit dislocations, in the
form of 5—7-membered rings, become energetically favorable to form. The
in-plane constraints are then removed and effectiveness of out-of-plane defor-
mation in relieving strains due to mismatch and dislocations is studied. It is
observed that out-of-plane deformation results in sinusoidal corrugations (in
the form of rippling) along the interface for a pitch Hripcr ≥ 2. Additionally,
an order of magnitude reduction is observed in the formation energy densities
of the rippled superlattices compared to the flat counterparts. Rippling also
screens the logarithmically diverging dislocation strain energy and results
in finite-valued dislocation formation energy localized only to the core of
the dislocation. A cross-over point exists between the formation energy of
density of rippled, coherent and rippled, incoherent systems around supercell
length L = 120, suggesting that misfit dislocations can be stable in rippled
superlattices but only for large superlattice geometry.
In addition to results from the atomistic simulations, scaling arguments
based on continuum theory and isolated dislocation theory are used to study
the energetics of the various superlattice structures. The results from the
two approaches for both flat and rippled two–dimensional membranes agree
remarkably well. It is interesting to see if the predictions made here can be
verified experimentally.
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CHAPTER 4
THERMAL TRANSPORT IN SOLIDS: AN
OVERVIEW
4.1 Introduction
In the last chapter we revealed the possible interfacial structures of graphene
- boron nitride superlattice that compete against each other depending
on the supercell size. All the structures have different topology and it is
expected that the nature of interface, along with the observed misfit dis-
locations and corrugations, will affect the fundamental properties like the
electrical conductivity and the thermal conductivity [63]. It has been ob-
served that the presence of interfaces, defects and corrugations result in
increased scattering of electrons [23] and phonons [24, 25], which in turn
enhances or degrades the performance of semiconductor-based devices. In-
fact, this is one of the key reasons why C-BN superlattice is being looked
upon as a candidate for next-generation thermoelectric material [12, 13, 14]
at the first place. It is expected that by tuning the supercell size of the C-
BN superlattice additional phonon scattering can be introduced, resulting in
reduced thermal conductivity and in turn improved thermoelectric efficiency.
The idea has been derived from the numerous experimental [64, 65, 66]
and theoretical studies [33, 67, 68, 69, 70] performed on bulk heterostruc-
tures and superlattices. A common observation in all the studies is that the
thermal conductivity of superlattices in in-plane and cross-plane directions
are significantly lower than the bulk thermal conductivity of the constituent
materials. In a series of experiments on silicon - germanium superlattices,
Lee et al. [64] observed that for small period, when the layer thickness was
less than the critical thickness for misfit dislocations, the thermal conductiv-
ity of the superlattices decreased with decreasing layer thickness. Capinski et
al. [65] observed a similar trend for GaAs/AlAs superlattices. By solving the
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Boltzmann transport equation (BTE), Chen et al. [67] showed that the addi-
tional phonon scattering by the interface resulted in a strong reduction in the
effective phonon relaxation time, and validated the experimentally observed
reduction in the thermal conductivity. An interesting experiment conducted
by Venkatsubramanian [66] on Bi2Te3/Sb2Te3 superlattices showed that as
the period thickness increased, the room temperature thermal conductivity
reached a minimum for a period thickness 5 nm. It was suggested that the
decreasing behavior for small periods was due to interference effects among
phonon waves scattered at the interface, leading to phonon band gaps, as
observed earlier by Narayanamurti et al. [71]. Theoretical models by Simkin
et al. [35], Tamura et al. [69], Hyldgaard et al. [68] incorporated the
modified phonon spectra and captured the decreasing trend qualitatively
well, however they did not incorporate the complex wave effects on phonon
relaxation time. Recently, using first-principles density-functional pertur-
bation theory (DFPT), Broido et al. [70] and Garg et al. [72] estimated
the thermal conductivity for short–period Si-Ge superlattices and observed
excellent agreements with the experiments. In addition to theoretical mod-
els, molecular dynamics simulations have also been applied to study phonon
transport across interfaces. Non–equilibrium molecular dynamics (NEMD)
is often used to compute the thermal boundary resistances. Volz et al. [73]
performed a series of molecular dynamics calculations on bulk superlattices
which showed that the thermal conductivity decreased when compared to
the bulk systems. A detailed review by Cahill et al. [24] highlights several of
the experimental and theoretical studies performed on bulk heterostructures
and superlattices.
Because two-dimensional superlattice structures are relatively new, there
are very few theoretical studies on thermal conductivity that have been
reported. Using non-equilibrium green’s function(NEGF) Jiang et al. [13]
studied the variation of ballistic thermal conductance in graphene-boron
nitride superlattice nano ribbons with the supercell size. They observed
a minima in thermal conductance at a supercell size much lower than the
phonon mean free path, which they attributed to the phonon localization
property and the number of confined modes. The authors [74] also investi-
gated the effect of boron nitride nano dots on the heat current in graphene
nanribbons using NEGF and NEMD, and claimed that there is an inverse
38
relationship between the number of atoms at the interface and heat current.
Sevincli et al. [75] investigated the phonon propagation and the thermal
conductivity in graphene disordered with domains of boron nitride using
real space Kubo approach and reported strong effects of domains on the
thermal conductivity. Recently, Sevik et al. [12] investigated the thermal
conductivity of ordered graphene - boron nitride superlattices using equilib-
rium molecular dynamics and observed that for the superlattice with pitch
less than the phonon mean free path the perpendicular thermal conductivity
slowly increases with the pitch (1.5 nm to 30 nm). However, detailed in-
sights on the thermal transport in such ordered superlattices have not been
investigated. Additionally, it is intriguing to study the thermal transport in
ultra short period superlattices where the wave interference and tunneling
effects can play a significant role to affect the thermal conductivity. As the
2D superlattice find its way to laboratories and devices, such a study will
come in handy for the device engineers.
In the following sections we lay down the foundation of thermal conduc-
tivity in general so as to discuss the results in detail in the following chapter.
We review the theoretical description of thermal transport in solids and su-
perlattices in particular1. Detailed descriptions can be found in advanced
textbooks [76, 77, 78].
4.2 Fundamentals of thermal conductivity
One of the fundamental properties of solids is their ability to conduct heat,
usually quantified by thermal conductivity. Heat is mostly transmitted
via electrical carriers (electrons or holes), lattice vibrations (phonons),
electromagnetic waves, or other excitations. In metals, electrons are the
major heat carriers, while in semiconductors and insulators lattice vibrations
conduct most of the heat for a wide temperature range. On a macroscopic
level, one observes transfer of heat from one end to other, but on atomistic
level what actually happens is vibrations of atoms around their equilibrium
position (crystal lattice). These vibrations are not independent but are
1The work only focuses on the phononic contribution to the thermal conductivity,
electronic contribution is not taken into account.
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rather coupled with the surrounding atoms, resulting in a crystal vibration
field composed of vibrational quanta referred commonly as “phonons”. Each
phonon or vibration mode has a frequency ω(~q), depending on the wave vector
~q (in reciprocal space) and thus carries energy ~ω(~q). When a temperature
gradient is applied, thermal energy is propagated by means of wave packets
(traveling with velocity ~v = ∂ω(~q)
∂~q
) consisting of these phonons. The “total
heat flux” carried by all the phonon modes can be easily written as
~W =
∑
~q, s
~v(~q, s) ~ω(~q, s)N(~q, s) . (4.1)
Here s signifies the polarization of the phonon mode and N(~q, s) is
the number of phonons with wave vector ~q and polarization s. The
phonon population N(~q, s) can be broken down into two parts – equilibrium
part N0(~q, s) and non-equilibrium part n(~q, s). The equilibrium phonon
population is given by Bose-Einstein distribution function
N0(~q, s) =
1
exp[~ω(~q, s)/kBT ]− 1 . (4.2)
There are many microscopic theories that attempt to address the non-
equilibrium quantity n(~q, s). Two formulations commonly used in literature
are linear-response methods based on Green-Kubo formalism and methods
based on solution of the Boltzmann transport equation [34]. For this study,
the latter has been used. Due to symmetry, the equilibrium part does not
contribute to the total heat flux and Eq. 4.1 simplifies to
~W =
∑
~q, s
~v(~q, s) ~ω(~q, s)n(~q, s) . (4.3)
Thermal conductivity can be easily determined by comparing this micro-
scopic expression of heat flux to the macroscopic definition of heat conduc-
tion
Wα = −καβ(∇Tβ)V ∗ . (4.4)
Here καβ gives the amount of heat flux along a direction α for a temperature
gradient along direction β. V ∗ is the volume of the crystal. Thus, knowledge
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of the non-equilibrium phonon population n(~q, s), phonon frequency ω(~q, s)
and group velocity ~v(~q, s) facilitates the evaluation of heat flux and in turn
thermal conductivity.
4.2.1 Phonon frequency and velocity
From the discussion in the previous sections it is clear that to evaluate
thermal conductivity, knowledge of the phonon-dispersion relation ω vs. ~q
is a must. This issue can be addressed by using a well–established density
functional perturbation theory (DFPT) [31, 32, 33], known to yield accurate
results in the past. We briefly review the main ideas of the theory here.
Potential energy V of any crystal, with unit cell characterized by ~l and
atomic position in each unit cell described by ~b, can be expanded via Taylor
series in powers of the atomic displacement u(~l ~b) as
V = V0 +
∑
~l,~b,α
∂V
∂uα(~l,~b)
∣∣∣∣∣∣
0
uα(~l,~b)
+
1
2
∑
~l,~b,~l′,~b′
∑
αβ
∂2V
∂uα(~l,~b)∂uβ(~l′, ~b′)
∣∣∣∣∣∣
0
uα(~l,~b)uβ(~l′, ~b′) (4.5)
At the equilibrium configuration, the total energy is minimized with
respect to the atomic configuration and the first derivative of potential energy
with respect to the atomic displacement goes to zero. The second derivatives
yield the second-order inter-atomic force constants
φαβ(~l,~b,~l′, ~b′) =
∂2V
∂uα(~l,~b)∂uβ(~l′, ~b′)
. (4.6)
To describe the motion of each atom in the crystal, Newton’s equation of
motion can be written as
mβ
∂2uα(~l,~b)
∂t2
= −
∑
~l′,~b′,β
φαβ(~l,~b,~l′, ~b′) uβ(~l′, ~b′) . (4.7)
The equation can be solved by assuming the displacement of each atom as
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uα(~l,~b) =
1√
mb
∑
~q
Uα(~q,~b) exp[i(~q ·~l − ωt)] . (4.8)
Substituting this equation in Eq. 4.7 results in
ω2Uα(~q,~b) =
∑
~b′β
Dαβ(~b, ~b′, ~q)Uβ(~q, ~b′) , (4.9)
which translates into an eigenvalue problem, whose determinant equation
looks like
|Dαβ(~b, ~b′, ~q)− ω2δαβδ~b~b′| = 0 . (4.10)
Here Dαβ(~b, ~b′, ~q) is the dynamical matrix, diagonalization of which yield
the phonon frequencies corresponding to wave vector ~q.
This approach forms the basis of density functional perturbation theory
where perturbations to the displacement of atoms result in the calculation
of properties such as the phonon dispersion of a material. For this study,
such DFPT calculations have been performed via PWscf and PHonon codes
of Quantum Espresso [79] distribution. Appropriate pseudo potentials,
Monkhorst-Pack mesh and energy cut-off have been chosen to model the
system accurately. More details on these parameters will be presented in the
next chapter.
4.2.2 Phonon Boltzmann equation
One of the methods to obtain the non-equilibrium phonon population is
by deriving Boltzmann equation for phonons. The fundamental assumption
that drives the derivation is that the quantity N(~q, s) is considered as a
distribution function N(~q, s, ~r, t) that measures the occupation number of
phonons (~q, s) in the neighborhood of a point ~r in space at time t. In
the presence of temperature gradient, the rate of change of this distribution
function satisfies the Boltzmann equation
∂N(~q, s)
∂t
|diff + ∂N(~q, s)
∂t
|scatt = 0 (4.11)
where the first term represents diffusion of N(~q, s, ~r, t) and second term
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represents the rate of change of N(~q, s, ~r, t) due to possible phonon scattering
mechanisms. Assuming steady state the diffusion term can be written as
∂N(~q, s)
∂t
|diff = −~v(~q, s) . ∇T ∂N0(~q, s)
∂T
(4.12)
The scattering term can be simplified by introducing the concept of phonon
relaxation time 2. The simplest and most commonly used relaxation-time
approach is single mode relaxation time (SMRT) method. In this picture,
one calculates the relaxation rate of phonons (~q, s) assuming that all the
other phonons remain in thermal equilibrium. With this assumption, the
scattering term in equation 4.11 simplifies to
∂N(~q, s)
∂t
|scatt = −N(~q, s)−N0(~q, s)
τ(~q, s)
(4.13)
Inserting the two equations Eq. 4.12 and Eq. 4.13 in Eq. 4.11 provides
the non-equilibrium phonon population
n(~q, s) = −~v(~q, s)τ(~q, s) .∇T ∂N0(~q, s)
∂T
(4.14)
Using this approximation for n(~q, s), the thermal conductivity tensor, as
shown in Eq. 4.4, simplifies to
καβ =
1
V ∗
∑
~q, s
τtotal (~q, s) ~vα(~q, s) ~vβ(~q, s)
∂N0(~q, s)
∂T
~ ω(~q, s) (4.15)
4.2.3 Scattering mechanisms
The central problem in transport theory is the calculation of the phonon
relaxation time τ(~q, s). Phonons in solids scatter via variety of mechanisms
(as illustrated in Fig. 4.1), and the interplay of these mechanisms makes the
study of thermal conductivity more intriguing and interesting. Finite sample
size, static imperfections, alloying, anharmonicity are some of the main
mechanisms providing scattering source in semiconductors. For this work,
only the scattering arising due to boundary and phonon-phonon anharmonic
2In general, due to the inelastic nature, anharmonic phonon interactions are not
correctly represented by such relaxation time picture
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scattering has been considered. Numerous studies have been performed
to evaluate the scattering time due to these mechanisms. Some of the
mathematical models commonly used in the literature are reviewed here.
Figure 4.1: Possible phonon scattering mechanisms in solids.
A. Boundary scattering
At low temperatures, boundaries of crystal with finite size act as the main
source of scattering and limit the effective mean free path of phonons.
According to Ziman [34], the boundary scattering relaxation time of a phonon
with velocity v(~q, s) in the polarization s can be expressed as
1
τbd(s)
=
1− p
1 + p
v(~q, s)
L0
(4.16)
Here L0 represents the boundary size and p 6= 0 represents surface
nonspecularity.
B. Three-phonon anharmonic scattering
Atomic vibrations become increasingly anharmonic as the temperature in-
creases and phonon-phonon scattering becomes a dominant scattering mech-
anism. The second-order term in the taylor expansion of the potential
function V , as shown in Eq. 4.5, gives the harmonic description of phonons.
By considering the third-order term of potential via perturbation theory, it
is possible to treat the mechanisms in which two phonons merge together
into a third phonon (Class 1 event) or a phonon splits into two phonons
(Class 2 event), as illustrated in Fig. 4.2. Such scattering processes are
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usually termed as three-phonon anharmonic scattering. Both processes can
take place in a normal manner (N process, with momentum sum of the two
annihilated/created phonons confined to first brillouin zone), or in an umk-
lapp manner (U process, with momentum sum of two annihilated/created
phonons lying beyond the first brillouin zone and brought back to the zone
via reciprocal lattice vector). Normal process preserves energy and momen-
tum and thus does not contribute to the resistance of the heat flow [80].
Umklapp process changes the net direction of phonon propagation, creates
resistance and hence contributes to the finite thermal conductivity in crystal.
Figure 4.2: Three-phonon anharmonic scattering. (a) Class 1 event in which
two phonons merge together into a third phonon. (b) Class 2 event in which
a phonon splits into two new phonons
The relaxation time due to three-phonon scattering process can be
accurately evaluated via Fermi’s golden rule based on first order perturbation
theory. Using the usual definition of Fermi’s golden rule [76] and taking into
account the energy and momentum conservation, relaxation time can be
evaluated
1
τ3ph(~q, s)
= pi
∑
~q,~q′,s′,s”
|V3(~q, s, ~q′, s′, ~q′′, s′′)|2
[2(N0(~q′, s′)−N0(~q′′, s′′))∂(ω(~q, s) + ω(~q′, s′)− ω(~q′′, s′′))
+ (1 +N0(~q′, s′) +N0(~q′′, s′′))∂(ω(~q, s)− ω(~q′, s′)− ω(~q′′, s′′)) (4.17)
Here, V3 is the three-phonon anharmonic scattering strength which can
be evaluated with the third order interatomic force constants. Evaluation
of the relaxation time via this full description is very difficult. Instead,
approximate expressions have been developed by Klemens [81, 82], Srivastava
[76], Balandin et. al. [83, 84] and are often used in the literature. In
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this study, Klemens model for three phonon umklapp scattering has been
adopted, which simplifies Eq. 4.17 to
1
τ3ph(~q, s)
= γ(s)2
kbT
Mv(~q, s)2
ω(~q, s)2
ωmax(s)
, (4.18)
where ωmax(s) is the maximum cut-off frequency for a given branch s, M is
the mass of an atom in the crystal and γ(s) is the mode averaged Gru¨neisen
parameter, defined as the logarithmic change in the frequency due to the
logarithmic change in volume, which measure the anharmonicity in the crys-
tal. As has been confirmed by Nika et al. [83, 84], it is important to use
a mode-dependent Gru¨nessian parameter in the calculation of the thermal
conductivity for better agreement with experiments. The mode-averaged
Gru¨nessian parameter is obtained via averaging γ(~q, s) over the brillouin
zone.
The total relaxation time τtotal is obtained by combining the expressions for
the individual processes, in this case boundary scattering and three-phonon
scattering, according to the Matthiessen’s rule [85] resulting in
1
τtotal(~q, s)
=
1
τ3ph(~q, s)
+
1
τbd(~q, s)
(4.19)
4.3 Theoretical description of thermal conductivity in
superlattices
Thermal transport in superlattices is highly intriguing due to the possibility
of tuning the fundamental properties such as the thermal conductivity. It
has been reported that thermal transport in superlattice is anisotropic [24],
with different thermal conductivity along the interface and perpendicular to
it. Thermal transport parallel to the interface is usually very efficient. There
is much more interest in thermal transport perpendicular to the interface,
commonly termed as “cross-plane” direction, where interesting physics hap-
pens. Experimental studies [64, 65, 66] on cross-plane thermal conductivity
in bulk superlattices have commonly observed two trends: (i) For small pitch
superlattices, the thermal conductivity reduces as the pitch increases (due
to wave interferences). (ii) For very large pitch superlattices, the trend is
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completely reversed and an increase in the thermal conductivity is observed
as the pitch increases (due to interface resistance).
Figure 4.3: Variation of cross–plane thermal conductivity of superlattices
with the pitch. For superlattices with pitch less than the phonon mean free
path λ, the thermal conductivity decreases with the pitch. For pitch larger
than λ, the thermal conductivity increases with the pitch.
Accordingly, current theoretical models available in the literature on
phonon transport in superlattices are usually divided into two groups as
shown schematically in Fig. 4.3. The first group treats phonons as totally
incoherent particles [67, 86] and calculates the the thermal conductivity
using Fourier law incorporating diffuse interface scattering. The approach
captures the trend of increasing thermal conductivity with increasing pitch
but fails to capture the decreasing trend for small pitch due to the missing
wave features of phonons. The second group treats phonons as totally
coherent waves [68, 69] and captures the wave interference effects leading
to decrease in thermal conductivity for short pitch. The wave interference
effects are incorporated by calculating the phonon dispersion relations for
the superlattices. However, the model fails to capture the increasing thermal
conductivity trend for large pitch superlattices. The disagreement is resolved
by bringing “phonon mean free path” into the picture. By introducing a
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complex wave vector into the lattice dynamics model, Simkin et al. [35]
proposed a theory that the particle model can be used for a superlattice pitch
(H) greater than the mean free path (λ) and the wave picture is suitable when
pitch is lower than λ. We briefly review the two models here.
4.3.1 Particle regime: λ < H
The particle theory is based on the concept that for a very large pitch
superlattices, phonons scatter the same way as in bulk materials with
additional scattering coming due to interface (known as interface boundary
scattering). In 1941, Kapitza discovered that when heat flows between copper
and superfluid helium, a temperature step ∇T develops across the interface
that was proportional to the heat flow JQ as
σB∇T = JQ (4.20)
Here σB is the boundary conductance, inverse of which provides the
resistance RB to the heat flow. The same phenomenon is known to exist
for any general interface. One of the most widely used models for predicting
RB is the diffuse mismatch model (DMM) proposed by Swartz and Pohl [86].
The DMM assumes that all the phonons scatter diffusely and elastically at the
interface. Accordingly, the transmission probability of a phonon scattering
across the interface is related only to the phonon density of states, phonon
group velocity and phonon energy on each side of the interface. Under Debye
approximations, the transmission probability is usually simplified to
Γ1→2 =
∑
s
v−22 (s)∑
s
v−21 (s) +
∑
s
v−22 (s)
(4.21)
Here 1 and 2 represents the two constituent materials of the superlattice.
Using this transmission probability the interfacial boundary conductance can
be obtained [87]
σ1→2B =
1
4V ∗
∑
~q,s
Γ1→2~ ω(~q, s)v1,s
∂N0(~q, s)
∂T
=
1
RB
(4.22)
By applying the basic Fourier’s law of heat conduction, the effective
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thermal resistance RSL and the effective thermal conductivity KSL can now
be given by
RSL =
H
K1
+
H
K2
+ 2RB , (4.23)
KSL =
2H
RSL
=
1
1/K1 + 1/K2 + 2RB/H
. (4.24)
Here RB is the interfacial boundary resistance, K1 and K2 of the bulk
thermal conductivity of the the constituent materials and H is the pitch of
the superlattice.
Clearly, the particle theory qualitatively predicts the reduction in thermal
conductivity as the pitch H decreases (with decrease in H, the interface
scattering term starts dominating). As mentioned before, this behavior
has been observed in many experiments for bulk heterostructures and
superlattices. However, quantitative study for two-dimensional superlattices
like the graphene-boron nitride superlattice has not been performed and it is
crucial to study the same to comment on the thermal conductivity reduction
in such two dimensional superlattices, as well as to guide the experiments.
4.3.2 Wave regime λ > H
For small–pitch superlattices phonons start interfering with the interface (
due to the fact that mean free path is longer than the characteristic dimen-
sion of the material), and the scattering behavior does not remain the same
as in bulk. Additionally, mechanisms like lattice mismatch, bond disparity
etc. kick in, which can modify the phonon dispersion relations. Such inter-
ference features were first documented by Narayanamurti et al. [71]; they
observed that due to interference of waves reflected from multiple interfaces
a phonon band gap existed and only phonons of selected frequencies could
pass through. Simkin et al. [35] showed that such wave interferences modify
the phonon dispersion relation resulting in multiple phonon band gaps and
reduction in average group velocity of phonons. In-depth analysis on wave
interference can be found in advanced textbooks [88]. Several theoretical
studies [68, 69] have confirmed that for bulk superlattice, wave interference
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is the primary reason for reduction in the thermal conductivity, arising due
to modification of the group velocities and scattering time. It is interesting
to study the effect of wave interference on the phonon dispersion of these
lattice-mismatched two-dimensional superlattices and in turn on the thermal
conductivity.
The DFPT approach described in Section 4.2.1 can, in principle, be used
to study the modified phonon dispersions. Three phonon scattering and
boundary scattering time can be evaluated by the approach described in
Section 4.2.3 . Additional scattering mechanisms like interface mass-mixing
scattering due to diffusion, interface dislocation scattering etc. have been
considered in a rigorous study by Srivastava [76], however on first order
these mechanisms can be neglected. Finally, using Eq. 4.15, the thermal
conductivity for these small pitch superlattices can be evaluated. Detailed
discussion will be laid down in the next chapter.
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CHAPTER 5
THERMAL TRANSPORT IN GRAPHENE -
BORON NITRIDE SUPERLATTICE
5.1 Introduction
In this chapter, detailed description of the thermal transport in C-BN su-
perlattice and its two constituents is presented. A simplified mathematical
model, commonly used to evaluate thermal conductivity and conductance
in two–dimensional graphene-like materials, is formulated. The model is
then used to describe the thermal transport in isotopically pure graphene
and boron-nitride. Wave-particle duality arguments along with the simpli-
fied model facilitate the description of thermal transport in the superlattice
including its variation with supercell size. As discussed earlier, the stable
interfacial structure of the superlattice changes with the supercell size and
ideally, we would like to study the thermal transport in all of them. However,
for this thesis the analysis is restricted to only flat coherent C-BN superlat-
tices.
The first–principles calculations, to obtain phonon dispersions and
Gru¨nessian parameters, are performed using the plane–wave–based Quan-
tum Espresso package [79]. Ultrasoft pseudo potentials with Perdew-Burke-
Ernzerhof exchange correlations are used for carbon, boron and nitrogen
atoms. For graphene, a plane wave cutoff of 60 Ry and a Monkhorst pack
mesh of 8×8×1 in the k-space are chosen through the convergence test of the
lattice energy. For boron nitride and C-BN superlattice the same Monkhorst
pack mesh works, however, the convergence test results in a plane wave cutoff
of 40 Ry and 70 Ry respectively.
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5.2 Simplified description of thermal conductivity for
two-dimensional materials
The calculation of the thermal conductivity outlined in the Section 4.2 is
accurate but rather complicated to evaluate. For graphene–like 2D materials
some simplifications have been proposed previously [83, 84] that make the
thermal conductivity relatively easy to evaluate. Graphene and graphene-
like 2D materials are not ideal 2D crystals since the atoms in them can
vibrate in all the three directions. For a 2 atom graphene unit cell as shown
in Fig. 5.1a, there are six phonon polarizations that can contribute to the
thermal conductivity: (i) out-of-plane acoustic (ZA) and out-of-plane optical
(ZO) modes (ii) transverse acoustic (TA) and transverse optical (TO) modes
having transverse vibrations within the plane (iii) longitudinal acoustic (LA)
and longitudinal optical (LO) modes having longitudinal vibrations within
the plane.
Figure 5.1: (a) Crystal lattice of graphene. Shaded region shows the 2
atom rhombic unit cell. (b) Reciprocal lattice of graphene. For thermal
conductivity calculation, phonon dispersion and the group velocities are
evaluated along the Γ→M direction
Under the relaxation time approximation framework to solve the phonon
Boltzmann transport equation, diagonal element of the thermal conductivity
tensor (shown in Eq. 4.15) is given by
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καα =
1
V ∗
∑
~q, s
τtotal (~q, s) ~v
2(~q, s) cos2 φ
∂N0(~q, s)
∂T
~ω(~q, s) . (5.1)
For a sheet of graphene-like 2D material with length Lx, width Ly and
thickness h, the volume V ∗ equals LxLyh. Summation in the equation can
be converted to an integration by taking into account the 2D phonon density
of states within the isotropic continuum limit
∑
~q, s
→
∑
s
~qmax∫
0
LxLy
(2pi)2
2piq dq . (5.2)
Under this limit, the following expression for average in-plane scalar
thermal conductivity in a two-dimensional material is obtained
K =
1
4pikBT 2h
∑
s
~qmax∫
0
[
~ω(~q, s)
dω(~q, s)
dq
]2
τtotal(~q, s)
exp[~ω(~q, s)/kBT ]
[exp[~ω(~q, s)/kBT ]− 1]2 q dq . (5.3)
Here h is the thickness of the material. The expression can be further
simplified in the case of Debye-like linear dispersion ω(~q, s) = v(s)~q to
K =
~2
4pikBT 2h
∑
s
ωmax∫
ωmax
{
ω(s)3τtotal(ω(s))
exp[~ω(s)/kBT ]
[exp[~ω(s)/kBT ]− 1]2
}
dω .
(5.4)
Here ωmax is the maximum frequency of a polarization s in the brillouin
zone, ωmin is the low-bound cut-off frequency (incorporated to avoid
logarithmic divergence of thermal conductivity) determined by the condition
that phonon MFP cannot exceed the physical size L of the sheet [83, 84] and
is given by
ωmin =
v(s)
γ(s)
√
Mv(s)
kBT
ωmax(s)
L
(5.5)
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With the knowledge of phonon dispersion and scattering time, this simplified
formulation can be easily used to compute the isotropic thermal conductivity
of any general 2D material.
5.3 Thermal transport in graphene
Using the simplified formulation discussed in the last section, thermal con-
ductivity of isotopically pure graphene is evaluated. For this a 2 atom unit
cell, as shown in Fig. 5.1a, is utilized.1 The graphene layer is considered
to remain parallel to the x-y plane with thermal reservoirs (at slightly dif-
ferent temperatures) along the y-direction. Consequently, in the reciprocal
space (brillouin zone shown in Fig. 5.1b) the phonon dispersion and the
group velocities are evaluated along the Γ → M direction. The calculated
dispersion, as shown in Fig. 5.2 a, agrees very well with other theoretical
work [89, 84, 83] as well with experimentally obtained dispersion for graphite
[90, 91], indicating the high accuracy of the harmonic force constants ob-
tained from the first–principles calculations. As pointed out earlier, the 2
atoms in graphene result in 6 phonon polarizations: 3 acoustic and 3 optical.
From the phonon dispersion, it is evident that the “flat” optical modes with
much smaller group velocities (slope) than those of the acoustic modes would
contribute negligibly to the thermal conductivity.
To calculate the Gru¨neisen parameters, phonon dispersion for a 1% biaxi-
ally strained graphene lattice is evaluated as well. As can be seen in Fig. 5.2
b, the parameters for LA and TA modes are fairly constant (mode-averaged
Gru¨nessian parameters – γLA = 1.53, γTA = 0.58). However, large nega-
tive values are obtained for the out-of-plane acoustic modes (ZA) indicating
high strength of phonon scattering in the anharmonic process. This in turn
would lead to shorter relaxation times, and lesser contribution to the ther-
mal conductivity, in comparison to the other two acoustic modes. Similar
observations have been reported earlier. Klemens [81] used a similar argu-
ment and obtained the thermal conductivity of graphite by just considering
1The lattice structure is different from the one used earlier; however the thermal
conductivity, which is a fundamental property to the material, does not change with the
choice of the lattice structure.
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the LA and TA modes, Kong et al. [92], Nika et al. [83] have neglected
the contribution of ZA and optical modes while using the long wavelength
approximation (LWA) to compute thermal conductivity of graphene. Qiu et
al. [93], through their equilibrium MD simulation observed that in supported
graphene breakdown of symmetry selection rule results in scattering of ZA
modes as a result the in-plane LA and TA are the dominant heat carriers.
Accordingly, to estimate the thermal conductivity here only the contribution
from the LA and the TA modes are considered.
Using Eq. 5.4, the temperature dependent thermal conductivity (shown
in Fig. 5.3a) for a sufficiently large width (L = 20µm and boundary
specularity p = 0.9) is obtained. We observe that for low temperatures
(when not many phonons are excited) the thermal conductivity increases
following the trend dominated by the specific heat capacity, till a point
beyond which the anharmonic (umklapp) scattering starts to dominate and
result in T−α(1 < α < 2) decreasing trend. For LA modes, the larger
Gru¨nessian parameter (∼ 3 times of TA modes) and group velocity (∼ 2
times of TA modes) translate into slightly higher phonon scattering rate
(Fig. 5.3b) rate and in turn result in slightly lower contribution to the
thermal conductivity than the TA modes. Additionally, we observe a size
dependence of the thermal conductivity with the graphene width L as shown
in Fig. 5.4. The thermal conductivity increases linearly for low values of L,
however the dependency weakens for larger sizes. Such a behavior is mainly
because of the 1/L1/2 dependence of the lower bound frequency cut-off ωmin in
addition to the decreasing contribution of phonon-boundary scattering to the
scattering time. For an isotopically pure graphene with width L = 20µm,
room temperature thermal conductivity of about 2700 W/mK is obtained
which matches fairly well with recently conducted experiments [94, 95, 83]
and theoretical work [92, 83, 96].
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Figure 5.2: (a)Phonon dispersion of graphene along Γ → M direction
obtained using density functional perturbation theory (b) Mode-dependent
Gru¨neisen parameters obtained by evaluating the phonon dispersion for a 1%
biaxially strained graphene lattice
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Figure 5.3: (a) Temperature dependent thermal conductivity of graphene
for a width L = 20µm and boundary specularity p = 0.9. The individual
contribution of LA and TA modes to the conductivity are also plotted.
(b) Phonon scattering rate of LA and TA modes as a function of phonon
frequency. Large Gru¨neisen parameter and group velocity translates into a
slightly larger contribution of LA modes to the thermal conductivity.
5.4 Thermal transport in boron - nitride
Single layer hexagonal boron nitride is structurally analogous to graphene,
but with carbon atoms replaced by alternating boron and nitrogen atoms. It
is expected that the difference in the type of atoms should result in different
harmonic and anharmonic behavior in boron nitride. Thus, it is interest-
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Figure 5.4: Size dependence thermal conductivity of graphene at room
temperature. The dependence is strong for low L values, and it weakens
for larger L.
ing to see how the thermal properties in this isomorph differs from that of
graphene. We follow the same recipe as the one used for graphene in the last
section.
Fig. 5.5a shows the computed phonon dispersion and gru¨nessian param-
eters of boron nitride. Similar to graphene, due to the flat optical modes
and the high negative gru¨nessian parameter of ZA, only the LA and TA
modes are considered for thermal conductivity calculation. The mode aver-
aged gru¨nessian parameters obtained for LA and TA modes (Fig. 5.5b) are
1.80 and 1.34 respectively. The variation of the thermal conductivity with
temperature for L = 20µm and boundary specularity p = 0.9 has been shown
in Fig.5.6a. Room temperature thermal conductivity of 1190 W/mK is ob-
tained for this isotopically pure boron nitride, which is the highest among
non-carbon-based materials. Additionally, the variation of the room temper-
ature thermal conductivity with size L is shown in Fig. 5.7, which follows a
trend similar to graphene. The results agree with the theoretical observations
by Lindsay et al. [97]. The thermal conductivity is significantly lower than
graphene, which primarily arises due to lower acoustic phonon frequencies
(thus lower group velocities), in addition to the high scattering rate of the
TA modes, as shown in Fig 5.6b.
58
Figure 5.5: (a)Phonon dispersion of boron nitride along Γ → M direction
obtained using density functional perturbation theory (b) Mode-dependent
Gru¨neisen parameters obtained by evaluating the phonon dispersion for a 1%
biaxially strained boron nitride lattice
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Figure 5.6: (a) Temperature dependent thermal conductivity of BN for a
width L = 20µm and boundary specularity p = 0.9. (b) Phonon scattering
rate of LA and TA modes as a function of phonon frequency. Higher
scattering rate of TA modes result in a lower contribution to the thermal
conductivity.
5.5 Thermal transport in graphene - boron nitride
superlattice
As discussed, periodic arrangement of alternating layers of graphene and
boron nitride can affect the cross-plane thermal conductivity significantly.
Analogous to bulk superlattices, the interface can create additional thermal
resistance, modify the phonon scattering mechanisms, and in turn can affect
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Figure 5.7: Size dependence thermal conductivity of BN at room tempera-
ture. The dependence is strong for low L values, and it weakens for larger
L.
the thermal conductivity. Additionally, for superlattices with pitch lower
than the mean free path, wave interference effects due to acoustic mismatch
across the interface can affect the phonon dispersion relations and thus the
thermal conductivity. For this study, we analyze the thermal conductivity for
two kinds of coherent, flat superlattices - a) Superlattices with pitch longer
than the phonon mean free path (∼400 nm) and b) Superlattices with pitch
much shorter than the mean free path. Analyzing the thermal conductivity
of superlattices with pitch around the mean free path is beyond the scope of
this study, because such analysis requires expensive computational resources.
5.5.1 Thermal conductivity in long pitch superlattices
For superlattices with pitch H longer than the phonon mean free path (∼400
nm), particle theory of phonons (as discussed in section 4.3.1) can be used.
The interfacial thermal conductance due to the two–dimensional superlattice
can be obtained by modifying the Eq. 4.22. Using the 2D phonon density of
states, as shown in Eq. 5.2, we obtain the following expression for interface
thermal conductance
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Figure 5.8: Interfacial thermal conductance in graphene - boron nitride
superlattice obtained using diffuse mismatch model(DMM) for interface
scattering.
σ1→2B =
k3BT
2
8pi~2
Γ1→2
h
∑
s
(~ωmax/kBT )∫
0
{
X3
exp[X]
[exp[X]− 1]2
}
dX . (5.6)
Here ωmax takes the minimum of the maximum frequencies of the graphene
and the boron nitride. The transmission probability is obtained using Eq.
4.21; however only the contribution from the longitudinal and the transverse
acoustic modes are considered. The conductance follows a T 2 temperature
dependence for low temperatures and approaches a constant value for higher
temperatures (a trend similar to the specific heat capacity, since transmission
probability is temperature independent), as illustrated in Fig. 5.8. Using
the computed thermal conductance and the thermal conductivity values for
graphene and boron nitride in Eq. 4.24, the thermal conductivity for the
graphene -boron nitride superlattice as a function of the superlattice pitch
H is evaluated.
As shown in Fig. 5.9a, we observe that the thermal conductivity at room
temperature for a width L = 20µm and boundary specularity p = 0.9 de-
creases as the pitch of the superlattice is reduced, following a trend similar
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to that of the bulk superlattices [67]. This can be easily explained from the
overall thermal conductivity expression Eq. 4.24. For a particular tempera-
ture, the interfacial thermal resistance RB is a constant as can be deduced
from Eq. 5.6. For a very large pitch, the contribution from the thermal
resistance term 2RB/H is negligible and the thermal conductivity is con-
stant, equaling KSL =
KCKBN
KC+KBN
. As the pitch H decreases, the contribution
from the resistance term starts to dominate, thus reducing the overall ther-
mal conductivity. Additionally, we observe that the dominance of thermal
resistance significantly affects the temperature dependence of the thermal
conductivity. As shown in Fig. 5.9b, for very large pitch superlattices where
the thermal resistance is negligible, the thermal conductivity varies the same
way as bulk graphene and boron nitride. However, as the pitch decreases the
temperature dependence of the thermal conductivity changes, approaching
towards a T 2 dependence. This suggests that for low-pitch superlattices the
dominant scattering mechanism is phonon-interface scattering and the ther-
mal conductivity follows the trend of the interfacial thermal conductance.
However, as proposed by Simkin et al. [35], the thermal resistance will be
the dominant scattering mechanism only for the superlattices with pitch
greater than the dominant mean free path (which for graphene-like materials
is about 400 nm). For, superlattices with pitch lower than the mean free
path, such a classical model cannot account for the wave interference effects
which may kick in.
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Figure 5.9: (a) Thermal conductivity of graphene - boron nitride superlattice
as a function of supercell pitch H at room temperature. Room temperature
bulk thermal conductivities of graphene and boron nitride are marked
for comparison. (b) Temperature dependence of the superlattice thermal
conductivity for various values of pitch.
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5.5.2 Thermal conductivity in ultra-short pitch superlattices
To study the effect of phonon wave interference on thermal conductivity ,if
any, in ultra-short pitch superlattices, an approach similar to the one used
earlier to calculate thermal conductivity in isolated graphene and boron ni-
tride is followed. We treat the superlattice as a different material altogether,
use DFPT to compute the phonon dispersion relations and Boltzmann trans-
port equation to calculate the thermal conductivity. Owing to the fact that
DFPT becomes computationally expensive as the number of atoms in a
unit cell increases , we restrict our analysis to very small pitch superlattices
(H = 1, 2, 3, 4).
Fig. 5.10 shows the phonon spectrum of the graphene - boron nitride
superlattice with pitch H = 1 obtained via DFPT. For comparison, the
phonon dispersion of graphene and boron nitride are also shown (the phonon
branches have been folded at quarter points so as to be consistent with
the brillouin zone of the superlattice). Slight acoustic mismatch across the
interface results in a dispersion completely different from the constituent ma-
terials2. We observe that the slight mass difference between carbon, boron
and nitrogen atoms results in opening of phonon band gap (highlighted) at
the zone center and edges, similar to that observed in bulk superlattices
[71, 35]. As the pitch is increased, the amount of band–folding as well as
the band–gap opening increases, as illustrated in Fig. 5.11. Additionally,
by visualizing the phonon eigen-displacements as shown in Fig. 5.12, it
is observed that the band–gap leads to localization of the high frequency
phonon modes confined either to the graphene or boron nitride subdomain.
For a pitch of 1, the confinement is not perfect and the phonon modes tunnel
through the interface; however as the pitch is increased the modes exponen-
tially decay as they cross the interface.
The mode-dependent Gru¨neisen parameters (Appendix B) for the super-
lattices are calculated by evaluating the phonon dispersion for 0.5% biaxially
strained lattice (the value of 1% biaxial strain used earlier for graphene and
boron nitride is not chosen, as it results in a lattice where boron nitride
2We observe a negative frequency for ZA modes which we believe arise due to the
mismatch strain in the system (the eigen displacements correspond to a buckling mode,
hinting to the fact that system is unstable with respect to buckling)
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subdomain is completely strain-free and in turn changes the phonon physics
completely). Using the computed phonon dispersion and Gru¨neisen param-
eters in Eq. 5.4, thermal conductivity for such short-pitch superlattices is
evaluated. Fig. 5.13 shows the computed thermal conductivity along the
cross-plane direction at room temperature. We observe for a superlattices
with pitch H = 2 and higher, thermal conductivity gradually decreases with
increase in the pitch H, however as the superlattice pitch is decreased from
H = 2 to H = 1, there is a dramatic increase in the thermal conductivity.
The trend can be understood by comparing the group velocities and phonon
relaxation times as the pitch is increased. As shown in Fig. 5.14, for the
superlattices with pitch H = 2 and higher, as the pitch is increased, the
group velocity slightly decreases while phonon relaxation time does not vary
much, resulting in the gradual (but slow) decrease in the thermal conduc-
tivity. The group velocity reduces due to increase in the amount of band
folding and band gap opening. For a pitch of H = 1, the group velocity as
well as the relaxation time is significantly higher than that for pitch H = 2,
which explains the sharp increase in the thermal conductivity. This sud-
den increase in the group velocity trend can be understood by the phonon
tunneling that is observed for the superlattice of pitch H = 1. The slight
increase in relaxation time can be due to absence of some acoustic scat-
tering channels previously observed for the silicon/germanium superlattices
[70, 72]. However, a detailed description of such scattering channels cannot
be understood under the simplified Klemens approach that has been used in
this study.
Combining the trends of superlattice thermal conductivity obtained using
the classical and the wave picture of phonon, it is speculated that a min-
ima will occur in the thermal conductivity as the pitch of the superlattice
is varied, thus opening potential avenues for improving the thermoelectric
efficiency.
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Figure 5.11: Phonon dispersion of graphene - boron nitride superlattice with
pitch a) H = 2 b) H = 3 and c) H = 4. The amount of band–folding and
band–gap opening increases with the pitch, which results in the decrease of
phonon group velocity.
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Figure 5.12: Phonon eigen-displacements of ZA modes in C-BN superlattices
with varying pitch illustrating the confinement of high frequency phonon
modes. a) A propagating mode in H = 1 superlattice. Due to the close
proximity of periodic unit cells, the phonons tunnel through resulting in no
confinement. Confined modes in b) H = 2, c) H = 3 and H = 4 superlattice
with phonons confined either to graphene (in yellow, marked 1) or BN (in
blue-violet, marked 2). The displacement decays exponentially away from
the interface as the pitch increases.
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Figure 5.13: Variation of cross-plane thermal conductivity of ultra short
pitch Graphene - boron nitride superlattice with superlattice pitch H at
room temperature. Wave interference effects lead to a decrease in thermal
conductivity with the increase in pitch.
5.6 Summary
We present a detailed description of thermal transport in graphene, boron
nitride and coherently interfaced flat graphene - boron nitride superlattices.
For this, a first–principles approach based on density- functional perturba-
tion theory and relaxation time approximation to the phonon Boltzmann
transport equation is used. A simplified mathematical model to compute
the thermal conductivity in two–dimensional materials is presented, which
results in a room temperature thermal conductivity of 2700 W/mK for
graphene and 1190 W/mK for boron nitride.
To understand the effect of supercell geometry (pitch) on the thermal
conductivity, wave-particle duality arguments, commonly used in three-
dimensional heterostructures, are considered. In the classical approach, the
phonons are assumed to be incoherent particle and the thermal conduc-
tivity is computed by considering the bulk properties of the constituent
materials and the thermal resistance offered by the interface. To compute
the thermal resistance it is assumed that the phonons diffusely scatter at
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the interface, and (accordingly) well–established diffuse mismatch model is
used. The results show that for the superlattices with pitch greater than the
phonon mean free path, as the pitch is increased the thermal conductivity
increases and approaches a constant value of 1510 W/mK. Additionally,
the temperature dependence of the thermal conductivity changes due to
the dominance of interface scattering over the three-phonon and boundary
scattering. However, the classical model only works for the superlattices
with pitch greater than the mean free path. For superlattices with pitch
smaller than the mean free path, wave interference effects kick in due to the
acoustic mismatch and change the thermal conductivity variation completely.
To account for the wave interference effects, the phonon dispersion relations
of the superlattices are computed using DFPT. The acoustic mismatch
between graphene and boron nitride results in opening of phonon band gap
opens up at the zone center and edges. The amount of band gap opening
increases with the pitch and in turn results in decrease of group velocity
with increase in pitch. For a superlattice of pitch 2 and higher, the thermal
conductivity gradually decreases with increase in pitch due to this reduction
in the group velocity. However, a sharp increase in thermal conductivity is
observed when the pitch decreases from 2 to 1, which (we believe) occurs due
to phonon tunneling and absence of acoustic scattering channels.
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Figure 5.14: (a) Comparison of group velocity of LA (solid) and TA (dashed)
modes in Graphene (C), boron nitride (BN), and graphene - boron nitride
superlattice (SL) with pitch H=1, 2, 3, and 4. (b) Comparison of the phonon
scattering rate of LA and TA modes in C-BN superlattice with pitch H=1,
2, 3, and 4.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
6.1 Key Results
Graphene - boron nitride superlattices with regular ordered subdomains of
graphene and boron nitride have recently been synthesized and character-
ized as a potential candidate for optoelectronic and thermoelectric devices.
However, the detailed structure of interface and its effect on the fundamental
properties such as the thermal conductivity has not been explored largely
due to lattice mismatch between the the two materials. The focus of this
work has been to establish the equilibrium interfacial structures in graphene
- boron nitride superlattice and quantify their effect on the thermal transport
properties.
The work reveals that the lattice mismatch between graphene and boron
nitride results in a competition between mismatch strain and two strain–
relieving mechanisms: nanoscale misfit dislocations, and ripples via out–of–
plane deformation. For superlattices constrained to remain flat, stability of a
coherent interface is limited by a critical supercell pitch beyond which misfit
dislocations, in the form of 5—7-membered rings, become energetically fa-
vorable to form. For superlattices that can deform out–of–plane, large–scale
ripple formation serves as a highly efficient mechanism to relieve misfit strain.
Through out–of–plane deformation, the formation energy densities reduces
by an order of magnitude compared to the flat counterparts, demonstrating
that such deformations can be favorably used to maintain coherency region
in these superlattices.
This work also illustrates that for coherently-interfaced flat superlat-
tices, the superlattice geometry significantly affects the thermal conductivity
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(providing viable opportunities to improve the thermoelectric efficiency).
Acoustic mismatch between graphene and boron nitride results in wave in-
terference effects and additional phonon scattering mechanisms (interfacial
thermal resistances) that affect the thermal conductivity. In the classical
limit (large pitch superlattices), the thermal conductivity increases with the
pitch due to the additional phonon scattering mechanisms introduced by
the interface. However, for ultra low pitch superlattices, wave interference
effects modify the phonon group velocities and scattering times, and result
in a decrease in thermal conductivity with increasing pitch.
The results can serve as a guide for interface engineering in graphene-
boron nitride superlattice and any two–dimensional superlattice in general,
since the approach presented here provides a generalized framework.
6.2 Future Work
The findings of this work opens many more intriguing opportunites that can
be explored. The interfacial structures predicted can be used as starting
point to explore novel phenomena unique to these two-dimensional superlat-
tices.
The presence of misfit dislocations and rippling beyond critical pitch can
introduce additional scattering mechanisms and in turn can significantly af-
fect the fundamental transport properties. Such affects can be systematically
studied using techniques such as the equilibrium and the non-equilibrium
molecular dynamic simulations. Additionally, dislocations at the interface
can excite “fluttering dislocation phonon modes” [98] that can be favorably
used to enhance thermal transport across the interface. It will be intriguing
to study the geometrical conditions for such modes and quantify the effect
on thermal properties.
For ultra-short pitch superlattices, a Klemens type approach adopted here
fails to capture the contribution of individual phonon scattering channels
to the thermal conductivity. Using rigorous formulations such as the Fermi
golden rule, it will be interesting to study the effect of individual scattering
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channels in greater details.
Lastly, the framework presented here is more broadly applicable to other
two-dimensional superlattices outside of graphene. It will be interesting
to investigate whether this approach can be used to explore the interfacial
structures and thermal properties in other two-dimensional superlattices.
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APPENDIX A
TERSOFF POTENTIALS
The form of Tersoff potential used in this study can be written as [61]
Vij = fC(rij) [fR(rij) + bijfA(rij)]
where
fC(rij) =

1, rij < Rij,
1
2
+ 1
2
cos(pi
rij−Rij
Sij−Rij ), Rij < rij < Rij
0, rij > Rij
fR(rij) = Aij exp(−λIijrij),
fA(rij) = −Bij exp(−λIIij rij),
bij = (1 + β
ni
i ζ
ni
i )
− 1
2ni ,
ζij =
∑
k 6=i,j
fC(rik)g(θijk) exp[(λ
III
ij )
3(rij − rik)3]
g(θijk) =
(
1 +
c2i
d2i
− c
2
i
[d2i + (cos(θijk)− hi)2]
)
Here rij is the distance between atoms i and j, fR and fA are competing
attractive and repulsive pairwise terms and fC is a cutoff term which ensures
only nearest-neighbor interactions. bij is the bond angle term which depends
on the local coordination of atoms around atom i and the angle between
atoms i, j and k (θijk). For the mixing parameters, the geometric mean is
calculated for the multiplier parameters and the arithmetic mean is calculated
for the exponential parameters. These rules are
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λIij =
(λIi + λ
I
j )
2
, λIIij =
(λIIi + λ
II
j )
2
, λIIIij =
(λIIIi + λ
III
j )
2
,
Aij = (AiAj)
(1/2), Bij = (BiBj)
(1/2),
Rij = (RiRj)
(1/2), Sij = (SiSj)
(1/2),
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APPENDIX B
GRU¨NEISEN PARAMETERS
Table shows the mode-dependent Gru¨neisen parameters for the superlattices
of pitch H=1, 2, 3, and 4.
Pitch γLA γTA
1 1.52, 1.57, 1.49, 1.52 0.33, 0.64, 0.38 ,0.11
2 1.60, 1.56, 1.56, 1.53, 0.39, 0.82, 0.65, 0.59,
1.56, 1.58, 1.53, 1.79 0.45, 0.37, 0.29, 0.20
3 3.15, 1.82, 1.47, 1.66, 0.145, 0.20, 0.33, 0.39,
1.65, 1.60, 1.63, 1.60, 0.42, 0.42, 0.38, 0.34,
1.58, 1.63, 1.51, 1.82 0.19, 0.29, 0.20, 0.12
4 3.15, 1.81, 1.33, 0.74, 0.45, 0.55, 0.37, 0.37,
1.24, 1.28, 1.35, 1.60, 0.49, 0.38, 0.35, 0.28,
1.64, 1.36, 1.58, 1.41, 0.25, 0.20, 0.27, 0.12,
1.48, 1.53, 1.58, 1.46 0.22, 0.37, 0.41. 0.34
Here the parameters are provided for the folded LA and TA modes in
addition to the unfolded ones.
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