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Abstract
In this paper, we describe a robust method for the es-
timation of curvature on a triangle mesh, where this mesh
is a discrete approximation of a piecewise smooth surface.
The proposed method avoids the computationally expensive
process of surface tting and instead employs normal vot-
ing to achieve robust results. This method detects crease
discontinuities on the surface to improve estimates near
those creases. Using a voting scheme, the algorithm es-
timates both principal curvatures and principal directions
for smooth patches. The entire process requires one user
parameterthe voting neighborhood size, which is a func-
tion of sampling density, feature size, and measurement
noise. We present results for both synthetic and real data
and compare these results to an existing algorithm devel-
oped by Taubin (1995).
1. Introduction
The estimation of surface curvature plays a key role in
many computer vision algorithms such as scene segmen-
tation and object recognition [10]. The challenge is that
curvature is often difcult to compute with just a discrete
approximation and not the original smooth surface itself.
Additionally, we typically assume a scene contains rigid ob-
jects, and therefore the original surfaces are not just smooth
but piecewise smooth [2]. In this paper, we address the
problem of estimating curvature of piecewise smooth sur-
faces from triangle mesh approximations, despite crease
discontinuities and possible surface noise.
What do we mean by surface curvature? If we follow
Taubin [10], we see that for a point p on a smooth surface S,
we can completely specify the surface curvature at p with
two scalars, 1
p and 2
p, and two orthogonal unit vectors,
T1 and T2. The scalars are the principal curvatures and
correspond to the maximum and minimum normal curva-
tures at p. Associated with the curvatures are the principal
directions, which are the vectors T1 and T2. We seek an
algorithm that estimates both the principal curvatures and
principal directions for each vertex of a mesh.
In the literature two methods show the most promise:
Taubin [10] and Tang and Medioni [9]. These methods dif-
fer from the traditional range image approaches [2]. We
suggest that both methods are curve tting algorithms that
t a family of curves around a point and use this ensemble
of curves to estimate curvature. Other curve tting methods
include [1, 6]. By contrast, surface tting methods [3, 8]
locally t an analytic surface around a point and compute
curvature from the derivatives of this function. Other ap-
proaches [5, 11] use the topology and geometry of the mesh
directly to estimate total curvature for a region of the mesh.
We propose a novel curve tting method with the follow-
ing traits:
 detects piecewise smooth creases,
 smoothes measurement error, and
 estimates principal curvatures and principal directions.
In the following sections, we begin with a brief background
of Taubin's discrete formulation of curvature estimation.
We then present the details of our algorithm and follow with
experimental results. These results use both synthetic and
real data to compare our algorithm to Taubin's method. Fi-
nally, we conclude with a few closing remarks.
2. Discrete estimation
Taubin [10] shows that the symmetric matrix
Mp =
1
2
Z 
 
p(T)TTt
d ; (1)
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that are equivalent to the principal directions fT1;T2g and
eigenvalues that are related by a xed homogeneous linear
transformation to the principal curvatures as
1
p = 3m1
p   m2
p
2
p = 3m2
p   m1
p
(2)
where m1
p and m2
p are the eigenvalues of Mp associated
with T1 and T2, respectively. The other eigenvalue is zero
and corresponds to the eigenvector equal to N at p. Taubin
approximates equation (1) as
~ Mv =
1
2
X
wiiTiTt
i (3)
for a nite set of directions Ti where ~ Mv denotes ap-
proximation of Mp at vertex v. The weight wi is a dis-
crete version of the integration step and has the constraint P
wi = 2. Taubin's algorithm computes ~ Mv and then
nds the eigenvectors and eigenvalues that lead to the prin-
cipal directions and principal curvatures with equation (2).
The question that we now face is how do we estimate i
and Ti in equation (3) from a discrete triangle mesh. Taubin
employs a truncated Laurent series, which works well if the
mesh has little or no surface noise. Tang and Medioni [9],
however, have developed their approach with noise in mind.
They formulate a matrix similar to equation (3) but do not
relate the eigenvalues to the principal curvatures. Our algo-
rithm extends the robust capabilities of Tang and Medioni
with the more complete formulations from Taubin. We call
our method normal voting.
3. Normal voting
The basic idea of normal voting is to select a geodesic
neighborhood of a vertex where the triangles in this neigh-
borhoodrstvotetoestimatethenormalatthevertex. Then,
with these normal estimates, the vertices in the same neigh-
borhood vote to estimate curvature.
3.1. Vote collection
The rst step in normal voting is to nd the triangles that
are close, in a geodesic sense, to the vertex of interest. Our
geodesic neighborhood problem is to nd the m triangles
that are the closest geodesic neighbors of a given vertex v.
Kimmel and Sethian [4] present an algorithm that solves
this problem in O(mlogm) time. We denote the collec-
tion of triangles that are geodesic neighbors of v as surface
patch S0
v. Figures 3(a) and 3(b) show examples of two dif-
ferent neighborhood sizes.
The next step involves the voting of the triangle faces
fi 2 S0
v at the vertex v. We rst consider how v collects
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Figure 1. These line drawings show the nor­
mal voting geometries. (a) A triangle votes at
a vertex. We rotate N by (2i  ) in plane i.
(b) A vertex votes for curvature at another
vertex. The vectors Nv, ~ ni, and Ti lie in the
plane i and ~ ni is the projection of Nvi.
votes where we assume that each fi generates a normal
vote Ni at v. Medioni et al. [7] suggest representing Ni
as a covariance matrix Vi = NiNt
i and collecting votes as a
weighted matrix sum
Vv =
X
wiVi =
X
wiNiNt
i (4)
where the summation is over the m neighborhood of v. Un-
fortunately, the downside is that we lose absolute sign ori-
entation (Nj =  Ni, NiNt
i = NjNt
j). We can solve this
problem with an ad hoc solution that we discuss later.
The next question is how does fi generate Ni at v.
With some insight, we see that an interesting approach is
to t a smooth curve from fi to v and allow the normal
to follow this curve. What type of curve should we use?
Medioni et al. [7] argue that the most appropriate one is a
circular arc with the shortest possible arc length. Following
this argument, we construct the geometry in Figure 1(a).
The curve in this gure lies entirely in the plane i, which
contains the face normal Nrooted at centroid ciand the
point v. We can compute i in the gure as
cosi =
Nt  ! vci
k  ! vcik
(5)
where   ! vci = ci   v. This equation leads to the normal
estimate
Ni = N   2cosi
  ! vci
k  ! vcik
: (6)
The above formulation is computationally more efcient
than the voting elds and matrix rotations of Medioni et al.
If we recall equation (4), we now only lack the weighting
term wi. Two factors effect this term: surface area of fi and
geodesic distance gi of ci from v. We choose an exponential
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wi =
Ai
Amax
exp

 
gi


(7)
where  controls the rate of decay, Ai is the area of fi, and
Amax is the area of the largest triangle in the entire mesh.
If gm is the maximum geodesic distance that bounds the
m geodesic neighborhood, then we typically set gm = 3
since votes beyond have negligible inuence. We note that
m, and by extension , is the only user specied parameter
of the normal voting algorithm.
3.2. Crease detection
The third step is to decompose Vv in equation (4) with
eigen analysis and to classify v. Since Vv is a symmet-
ric semi-denite matrix, eigen decomposition generates real
eigenvalues 1  2  3  0 with corresponding eigen-
vectors ~ e1, ~ e2, and ~ e3. Medioni et al. [7] dene the follow-
ing relationships
Ss = 1   2 ; surface patch saliency;
Sc = 2   3 ; crease junction saliency; and
Sn = 3 ; no preferred orientation saliency.
(8)
We suggest that the maximum of the above relationships
determines how we classify v
maxfSs;"Sc;"Sng =
8
<
:
Ss : surface Nv = ~ e1
"Sc : crease Tv = ~ e3
"Sn : no orientation
(9)
where 0  " < 1 is a system constant that controls the
relative signicance of the saliencies.
We demonstrate the impact of " with examples. First,
consider the case where " ! 0. This system always clas-
sies a vertex as a surface patch. Conversely, the system
where " ! 1 will never declare a vertex as a surface
patch. These extremes reveal that " governs the decision
point for crease detection. When designing a system, we x
" to discriminate the types of creases that we expect while
allowing a certain level of noise. For most applications, the
system " = 2 offers a balanced compromise. As a rule of
thumb, we can use  = 2arctan
q
1
"+1 to design for a spe-
cic crease angle.
3.3. Curvature estimation
With our normal estimate Nv for smooth patches from
the previous sections, we can generate a nite set of cur-
vature votes i in the directions Ti around v. We can plug
these values into equation (3) and estimate the principal cur-
vatures1
v and2
v anddirectionsT1 andT2 atv. Taubinuses
only the vertices that share an edge with v. We enlarge this
neighborhood with our geodesic algorithm to nd the ver-
tices within gm = 3 boundary. For the weight term, we
again use a decay function as in equation (7) except that we
exclude Ai and constrain with the sum
P
wi = 2. We
must now address how to estimate i and Ti for each vertex
vi in the m neighborhood.
The geometry in Figure 1(b) illustrates the direction
for Ti with
Ti =
~ ti
k~ tik
; ~ ti =   ! vvi   (Nt
v  ! vvi)Nv (10)
where   ! vvi = vi   v. For the normal curvature i in the
direction of Ti, we use a discrete denition for curvature
with the change in turning angle #i and arc length s
i =
#i
s
: (11)
For the normal curvature, we must project Nvi into the
plane i that contains Nvrooted at vand vi as
~ ni = Nvi   (P t
i Nvi)Pi (12)
where ~ ni is the projection and Pi = Nv  Ti. The change
in turning angle is
cos(#i) =
Nt
v~ ni
k~ nik
: (13)
Finally, we estimate the change in arc length s = gi as
the geodesic distance from vi to v using the output from
Kimmel and Sethian's algorithm [4]. We equate the sign of
i to be the same as the sign of T t
i~ ni.
We have reached our goal. We discuss a couple of notes,
however. First, we only compute surface curvature if we
classify a vertex as a surface patch. We do nothing for ver-
tices that we declare to be creases or to have no preferred
orientation. Additionally, as we gather the vertices with the
neighborhood algorithm, we do not cross crease vertices.
This restriction constrains S0
v to the same smooth patch as v
and thus improves the curvature estimate.
4. Experimental Results
We now investigate the experimental results for the al-
gorithm we have presented. We begin with the qualitative
results in Figures 2 and 3. Theses gures illustrate the per-
formance of normal voting for a fandisk model. To this
model, we have added noise to each coordinate of the ver-
tices where we specify the noise as the variance of a Gaus-
sian distribution. We show two variance values of 0:05%
and 0:1% of the average edge length lave in Figures 2(a)
and 2(b), respectively. In Figures 2(c) and 2(d), we place
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Figure 2. Crease detection for fandisk
with (a,c) 0:05% and (b,d) 0:1% Gaus­
sian noise. The zoom views (c,d) are
the same crease from (a,b). The model
is available in the data distribution at
http://research.microsoft.com/ hoppe.
a black (blue for color illustrations) normal at each smooth
vertex and a black (purple) tangent at each crease vertex.
The zoom views demonstrate the robust detection of the
creases despite severe reex angles of neighboring triangles
and the robust estimation of normals even near creases. If
we vary the neighborhood size, we see the effects in Fig-
ures 3(c) and 3(d). These zoom views have black (red)
vectors for the maximum principal directions. The surfaces
have 0:1% Gaussian noise and each view shows a different
neighborhood size with  = lave and  = 5lave, respec-
tively. The zoom area is the light grey (yellow) box in Fig-
ures 3(a) and 3(b), and these gures also show an example
of each neighborhood as grey (yellow and red) target splats.
The  = lave neighborhood in Figure 3(a) is equivalent
to the umbrella neighborhood of Taubin. As these gures
show, the enlargement of the neighborhood allows signi-
cant improvement in the local agreement of principal direc-
tions.
Figures 4(g)4(o) provide a more quantitative analysis
of the performance. In these gures, we graph the error of
the algorithm for both synthetic and real data where we use
ground truth to establish the error. For these graphs, we
manipulate three variables: surface type, noise level, and
neighborhood size. Figures 4(a)4(c) illustrate the surface
(a) (b)
(c) (d)
Figure 3. Effect of neighborhood size
with (a,c)  = lave and (b,d)  = 5lave. Vectors
in (c,d) show direction of maximum curvature
for the boxed regions in (a,b).
types and noise levels for the synthetic data. These meshes
are planar, cylindrical, and spherical, respectively. We cor-
rupt the Z coordinate of each vertex with Gaussian noise of
either 50%, 10%, 5% or 1% of lave. From left to right, the
gures show the effects of 50%, 10%, and 5% noise. For
brevity, we do not show the 1% noise. Figures 4(d)4(f)
illustrate real data generated from an IVP Ranger System,
which is a sheet-of-light prole scanner.
We rst consider synthetic data to evaluate noise sensi-
tivity. We choose three surface types: planar, cylindrical,
and spherical. The graphs in Figures 4(g)4(i) compare the
performance of the normal voting algorithm for two neigh-
borhoods ( = 3lave and  = 5lave) to Taubin's algorithm.
The surface noise for these graphs is 10%. We look at the
normal estimation for the plane in Figure 4(g). The error in
this graph is as follows err = (1 jNt
pNvj) where Np = Z
is the ground-truth normal and Nv is the estimation. This
graph is a histogram plot with vertex bins across the hori-
zontal axis and a log scale for the vertical. Figure 4(h) uses
a similar error measure and compares the estimation of the
principal directions Tv for the cylinder. We let Tp = X be
the ground truth. The third graph in Figure 4(i) compares
the estimation of the principal curvatures for the sphere.
We use a different error measure err = j1
p   1
vj where
1
p is the ground truth and 1
v is the estimate. For each of
these graphs, we see a similar trend. The normal voting
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formance over Taubin's algorithm.
Next, we consider the effect of different noise levels. We
use the four noise levels to evaluate the algorithms perfor-
mance with a neighborhood size  = 3lave. Using the pre-
vious error measures and graphs, Figures 4(j)4(l) plot the
normal voting error for each surface type and noise level.
Although the 50% level seems to overwhelm the normal
voting algorithm, the other three levels offer useful results
for most applications. Again, these graphs demonstrate the
robustness of the algorithm.
Finally, we explore real data from an IVP Ranger Sys-
tem, which is a sheet-of-light prole scanner. The basic
output of the scanner is a single range prole in the plane
of the sheet of light. For our tests, we stack 512 proles to-
gether to form a 512512 range image with 256 range bins
at 0:62 mm resolution. With a simple algorithm and proper
calibration, we convert these range images into appropriate
triangle meshes. We again use three surface types as with
the synthetic data. With slight modications, we use the
same error measures and graphs as with the synthetic data.
Since we do not know the absolute orientation of the objects
relative to the scanner, we must account for this uncertainty.
For the plane, we average the normal estimates to serve as
the ground truth Np = 1
n
P
Nv for each vertex, and for the
cylinder, we average the minimum principal direction esti-
mates Tp = 1
n
P
Tv. These ad hoc formulations of ground
truth introduce some error, but the error is constant across
our analysis and is tolerable. Figure 4(m)4(o) show the er-
ror graphs. These results are similar to the synthetic data
where again the normal voting algorithm shows improve-
ment over Taubin's algorithm.
5. Conclusions
We have introduced a new algorithm for estimation
of surface normals and principal curvatures on a triangle
surface mesh where the mesh is an approximation of a
piecewise smooth surface. This algorithm allows the de-
tection of crease discontinuities and is robust to surface
noise. The algorithm is non-iterative and has a complex-
ity of O(nmlogm) time where n is the number of vertices
in the mesh and m is the neighborhood size as dened by .
The parameter  is the only user-specied parameter for the
algorithm. We have presented results for this new algorithm
using both synthetic and real data where we have demon-
strated stable results independent of the surface curvature
and noise level. These results highlight the improvements
that our extension of Taubin's original algorithm offers.
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Figure 4. Comparison of (ac, gl) synthetic and (df,mo) real data.
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