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ABSTRACT 
Although molecular dynamics (MD) simulation has been widely used to study of 
physical properties of nanomaterials, it suffers from a well-known time scale limitation 
where it cannot simulate processes that take longer than about hundreds of nanosec-
onds. However, many important processes in physics and materials science take place 
on time scales that cannot be reached by MD, and thus a key limitation of atomistic 
simulations is the ability to study the mechanical deformation of nanostructures at 
experimentally-relevant time scales. In this thesis, a new computational technique is 
proposed to overcome this issue. Specifically, a generic history-penalized self-learning 
metabasin escape (SLME) algorithm is developed which demonstrated high compu-
tational efficiency in potential energy surface exploration. The SLME method is then 
coupled, via transition state theory, to mechanical deformation, which enables a di-
rect link between the externally applied strain rate and the energy barriers crossed 
on the potential energy surface. This new methodology is then used to elucidate the 
strain rate and temperature effects on (1) the yield stresses of amorphous solids, (2) 
shear transformation zone (STZ) characteristics in two-dimensional amorphous solids, 
(3) shear transformation zones that nucleate at the free surfaces of nanostructured 
amorphous solids. Finally, the SLME method has also been utilized to study force-
v 
induced unfolding of the protein ubiquitin. In doing so, the long time scale atomistic 
simulations shed new insight into the role of amino acid sequence in protein unfolding 
dynamics. Specifically, it is found that the functional (binding) sites of protein can 
be responsible for protein unfolding dynamics, instead of only performing biological 
functions as previously thought. 
Vl 
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Chapter 1 
Introduction 
1.1 Motivation 
1 
Since experiments have intrinsic limitations in spatial and temporal resolution, com-
putational simulations have become an powerful approach for understanding physical 
properties of materials due to the increasing prominence and availability of high 
performance computers. Computational simulations have some advantages over ex-
periments. Chief among them is the ability to, with atomic scale resolution, track 
the dynamic evolution of a nanostructure over time in response to externally applied 
loading. This atomic scale resolution is possible through the development of molec-
ular dynamics (MD) simulations (Alder and Wainwright, 1959; Allen and Tildesley, 
1987) , which while developed more than 50 years ago have recently become widely 
used in many areas of science and engineering. Despite the benefits and promise of 
MD , significant issues with it remain. In particular, the major limitations of MD are 
the small length scales it can study, which are on the order of tens of nanometers , 
and the time scales it can access, which are on the order of hundreds of nanoseconds. 
Therefore, the objective of this thesis is to develop a computational technique to 
overcome the time scale limitation of MD. 
In MD simulations, assuming an interatomic potential that governs the atomic 
interactions is known, Newton 's equations of motion are solved and integrated forward 
in time, with a time step on the order of picoseconds (10-15 seconds). Therefore, 
in order to enable large strains to occur in a nanostructure within the timescale of 
2 
hundreds of nanoseconds, strain must be applied to the nanostructure at an artificially 
high rate. This results in MD simulations exhibiting strain rates on the order of 
109 s-1 (Park et al. , 2009) , which is around 10 orders of magnitude higher than 
experimental strain rate. Other researchers attempted to avoid the strain rate issue by 
utilizing quasistatic simulations (Maloney and Lemaitre, 2006), which are formulated 
around finding the minimum energy configuration for a system in response to applied 
loads and boundary conditions. However, there is no temperature or kinetic energy 
in quasistatic simulations, and thus the deformation mechanism of materials obtained 
either by MD or quasistatic simulation may be very different from real experiments 
at much lower strain rates. 
Atomistic simulations that can access longer time scales and operate at slower 
strain rates are needed to resolve many important scientific problems, two of which 
are studied in thi~ thesis. For example, the plasticity of amorphous solids has been 
extensively studied for decades (Schuh et al. , 2007; Cheng and Ma, 2011a) and one 
of the key unresolved issues lies in characterizing the properties of the unit inelastic 
deformation mechanism, the shear transformation zone (STZ). A significant amount 
of effort has occurred using athermal , quasistatic (AQ) simulations (Maloney and 
Lemaitre, 2006; Tsamados et al. , 2009; Tanguy et al., 2006; Lemaitre and Caroli, 
2007) and classical MD simulation (Zink et al., 2006b; Falk and Langer, 1998). 
However, because of the time scale and strain rate limitations, a key issue has gone 
unresolved. That is , what are the characteristics of STZs, which are the equivalent in 
amorphous solids to dislocations in crystalline solids, at the laboratory conditions? 
Another example of a problem that cannot be addressed by classical MD simula-
tions is that of protein folding and unfolding. The reason is that many proteins fold 
and unfold on a time scale of milliseconds to seconds (Thirumalai et al. , 2010; Hartl 
et al. , 2011) , which clearly cannot be reached by MD. As a result of this, in compu-
3 
tational studies of the mechanical unfolding of the protein ubiquitin, the steered MD 
(SMD) simulations are typically performed at constant applied forces (i.e. greater 
than 300 pN) that are much larger than those used experimentally (100 pN) (Fer-
nandez and Li , 2004; Schlierf et al. , 2004). Furthermore, the unfolding pathways that 
the proteins pass through in the SMD simulations are likely to be different than what 
would occur experimentally. It is therefore one of the key outcomes of this thesis 
to develop a computational algorithm that enables the study of problems involving 
force-induced deformation at long time-scales, such as plasticity of amorphous solids 
and protein unfolding. 
1.2 Overview of accelerated molecular dynamics and poten-
tial energy surface exploration methods 
The issues regarding the time scale limitations have been known for some time, and 
thus researchers have previously developed various techniques to overcome this limi-
tation. Some of the best-known approaches are reviewed below. 
1.2.1 Accelerated molecular dynamics simulation 
Accelerated molecular dynamics is an approach to help the system escape from a 
deep energy basin and reach time scales that are not accessible to MD. There are 
various techniques to boost the activation transition. According to transition stat e 
theory (TST) , the transition rate is proportional to exp( -Q/kBT) , where Q is the 
activation energy barrier and T is the system temperature. The transition rate can 
be boosted by reducing the energy barrier Q and/ or increasing system temperature 
T. Temperature accelerated dynamics is based on raising T to make events happen 
more quickly and then filter out the transitions t hat should not have happened at 
low temperature (So et al., 2000). The hyperdynamics approach is to reduce the 
activation energy barrier Q by applying a biased potential E to the system. MD 
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simulation is performed on the biased potential energy surface and the simulation 
time is boosted by a factor of exp(E/k8 T) (Voter, 1997b). However ,the key challenge 
of hyperdynamics is designing an appropriate bias potential to meet the requirement 
of computational efficiency. There is no any prior information about the basin and 
neighboring states, so bias potential designing is very difficult. 
1.2.2 Activation relaxation technique (ART)method 
Activation relaxation technique (ART) (Barkema and Mousseau, 1996) is a activation 
state searching method which only requires an initial state. With a given state, 
it firstly relaxes the system to a local energy minimum, then start the activation 
process by add random displacement followed by several step minimization. The 
system eventually reaches a saddle point by iterative approach. Once a saddle point is 
reached , the system is relaxed backward and forward to find the transition path. The 
ART method has been utilized to study activation event distribution in amorphous 
solids (Rodney and Schuh, 2009a). The initial local minimum is pushed out of it 
energy basin along a random direction , so the transition path may not escape from 
the lowest saddle point. 
1.2.3 Metadynamics 
Metadynamics is free energy surface sampling method developed by Laio et al. (Laio 
and P arrinello, 2002). Gaussian potentials are applied to the free energy surface to fill 
the free energy well. The forces coming from gaussian will push the system to visit 
free energy wells separated by large free energy barriers. Although metadynamics 
does not require the prior information of transition states, t he number of degrees of 
freedom or collective variables should be selected to facilitate the sampling, which 
requires a priori knowledge as to the important physics controlling the solution. The 
metadynamics has been widely applied to study protein folding (Piana and Laio, 
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2007; Bussi et al., 2006), crystallization (Quigley et al., 2009; Quigley and Rodger, 
2008) and phase transitions (Martoiiak et al., 2005). 
1.2.4 Autonomous basin climbing (ABC) method 
Autonomous basin climbing (ABC) method was developed by Kushima et al. (Kushima 
et al., 2009a) to explore the potential energy surface. The ABC is an activation-
relaxation based procedures, and it can be summarized as follow. For a given N-
particle system with potential energy E ( r) where r specifies its 3N-D atomic config-
uration, exploration of the PES is first guided by the force F = -8Ej8r. However, 
if the system follows only the force, it ends up at a local minimum and gets trapped. 
Therefore, penalty functions are imposed to assist the system in escaping from the 
local energy basin in a similar manner as metadynamics (Laio and Parrinello, 2002). 
Explicitly, they first located a local minimum at s1 via the steepest decent quench 
32 and then added a Gaussian penalty function <PI (r- s1 iw,h) = hexp [-(r~~~)2 ] 
around s1 in the (3N +1)-D space where his the 1D penalty height and w is the 3N-D 
penalty half-width. After each penalty function addition, an energy minimum search 
was performed on the augmented energy surface \liP(r) = E(r) + 2::::f=1 ¢i(r), which 
is the sum of the original potential energy and all the previously imposed penalty 
potentials. By repeating the alternating sequence of penalty function addition and 
augmented energy relaxation, the system was activated to fill up the local minimum 
basin and escaped through the lowest saddle point. By keeping all the penalty func-
tions imposed during the simulation, they eliminated frequent re-crossing of small 
barriers, which is a significant advantage of such history-penalized methods (Laio 
and Parrinello, 2002; Wang and Landau, 2001). The ABC method has been applied 
to a serials of studies in long time scale, including nanocrystal creep (Lau et al., 2010), 
void nucleation and growth (Fan et al., 2011) and dislocation-defect interactions at 
slow strain rates (Fan et al., 2013). However, the ABC method suffers from an in-
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crease in computational expense as more of the PES is explored due to the need to 
history-penalize the PES, which means that penalty functions must be stored such 
that regions of the PES that have already been explored are not visited again. 
1.3 Contribution of this Thesis 
The main contribution of this thesis is the development of a computational method 
that enables the atomistic study of the mechanical deformation of nano materials at 
experimentally-relevant time scales and strain rates. Specifically, an efficient method-
ology to map out relevant portions of the potential energy surface is first developed, 
which is an extension of the ABC method (Kushima et al., 2009a). This method is 
then coupled, via transition state theory, to applied mechanical deformation, such 
that an explicit link is established between the externally imposed strain rate and 
the resulting portion of the PES that can be explored within the physical time that 
is available to the atomistic system between strain increments. 
Upon development of this new computational method, it is applied to bring new 
insights into the plasticity of amorphous solids, and the mechanically-induced unfold-
ing of protein. In particular, new insights into the structure and characteristics of 
the unit plastic deformation mechanism in amorphous solids, the shear transforma-
tion zone, are obtained as a function of strain rate and temperature. For protein, 
new insights regarding the role of binding site on the unfolding process are obtained. 
Further details are given in the subsequent chapters. 
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Chapter 2 
Self-learning metabasin escape (SLME) 
algorithm 
2.1 Introduction 
Despite the tremendous amount of scientific research effort in the last three decades, 
the glass transition has remained one of the major unresolved problems in condensed 
matter theory (Weintraub et al., 1995; Stillinger, 1995; Berthier and Biroli , 2011). 
This is mainly because critical dynamical properties , in particular the shear vis-
cosity "7 of supercooled liquids which increases more than 17 orders of magnitude 
upon the glass transition (Angell, 1988), are not directly accessible by most glass 
transition theories. For example, the random first-order transition theory (RFOT) 
(Kirkpatrick and Wolynes , 1987; Lubchenko and Wolynes, 2006) expresses the free 
energy of a supercooled liquid F as a functional of its inhomogeneous density field 
p(r) and seeks the nontrivial solutions to F[~? = 0. Using a simple hard-sphere liquid 
model and an approximated density functional (Ramakrishnan and Yussouff, 1979) , 
Singh et al. was able to identify a metastable inhomogeneous glassy state when the 
system density is higher than a threshold value (Singh et al., 1985). Kirkpatrick 
and Wolynes (Kirkpatrick and Wolynes , 1987) argued that such a metastable inho-
mogeneous state corresponds to the non-decaying plateau of the density correlation 
function limt---too ( (r, t) (r' , 0) ) -=f. 0 predicted by the mode coupling theory (MCT) 
(Bengtzelius et al., 1984; Leutheusser , 1984). More explicitly, Kirkpatrick and Thiru-
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malai proved that the governing equations for the spin fluctuation in the mean-field 
p-spin (p> 2) models (Gross and Mezard, 1984) are identical to the MCT equa-
tions, such that the non-decaying correlation function plateau value in MCT acts as 
an order parameter, the so-called Edwards-Anderson parameter (Edwards and An-
derson , 1975) , signaling the onset of metastable glassy states when the temperature 
drops below TMc T (Berthier and Biroli, 2011; Kirkpatrick and Thirumalai, 1987). 
Within the mean-field scope of these theories, however, the lifetime of the predicted 
metastable states is infinite and therefore the corresponding relaxation time diverges 
at T MCT· Such a divergence is unphysical since the structural relaxation time = /G 
measured by both experiments and computations only increases for 4 orders of mag-
nitude at T McT (Berthier and Biroli, 2011), where G is the instantaneous shear 
modulus (Dyre, 2006). 
To go beyond t he mean-field approximation, and more importantly to address t he 
connection between thermodynamic properties and viscosity, one often assumes the 
existence of an ideal glass transition at finite temperature, called the Kauzmann tem-
perature Tx (Kauzmann, 1948), at which the configurational entropy of metastable 
glassy states vanishes. Using phenomenological arguments that a supercooled liquid 
is composed of independent droplets of linear size~ (Kirkpatrick et al., 1989) , one is 
able to make a qualitative estimation of the free energy and configurational entropy 
of these droplets as a function of ~ and argue that the thermodynamic tempera-
ture Tx is the same as the dynamical Vogel-Fucker-Tamman (VFT) temperature T 0 
at which the extrapolated structural relaxation time diverges (Berthier and Biroli, 
2011 ; Lubchenko and Wolynes, 2006). Since the static structural factor and dy-
namical density correlation functions are insufficient to describe supercooled liquids 
beyond the mean-field approximation, higher-order density correlation functions , such 
as the four-point and three-point correlation functions (Berthier et al., 2005) , were 
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introduced to address the so-called dynamical heterogeneity (Berthier and Biroli, 
2011 ; Ediger, 2000). Incorporating these complicated higher-order correlation func-
tions into the glass transition theory implies that the density may not be an efficient , 
although systematic, probe for the structural relaxation events in supercooled liquids. 
It seems much more desirable to avoid these higher-order density correlation functions 
by directly expressing viscosity, the most critical dynamical property of supercooled 
liquids , as the stress tensor correlation function time integral (Zwanzig, 2001) . 
Evaluating such a time integral near the glass transition temperature is impossible 
without efficient potential energy surface (PES) exploration algorithms. Since typical 
structural relaxation timescales are far beyond the timescales that are accessible in 
molecular dynamics (MD) simulations, one often resorts to the transition state theory 
to estimate the rates of these rare events (Stillinger, 1995; Heuer, 2008; Wales and 
Scheraga, 1999; Wales, 2006). Existing methods are able to follow a specific transition 
from a given initial state to a final st ate which is either given or unknown (Voter, 
1997a; Elber and Karplus, 1987). For example, the blue moon method (Carter 
et al. , 1989) and meta-dynamics (Laio and Parrinello, 2002) require a pre-determined 
subspace of order parameters; the string method (Weinan et al., 2002), including the 
nudged elastic band method, requires a priori knowledge of both the initial and final 
states; both the hyper-dynamics 21 and dimer methods , when coupled to the kinetic 
Monte Carlo method (Henkelman and Jonsson, 1999), spend most of their time re-
crossing small barriers in a hierarchy of sequential cooperative events. Therefore, none 
of these methods have been successfully applied to study the complex potential energy 
landscapes in a vitrified fluid which is known to exhibit heterogeneous structures of 
metastable energy basins (Stillinger, 1995). 
Kushima et al. (Kushima et al. , 2009b) have recently developed a metadynamics-
based (Laio and Parrinello, 2002) approach, called autonomous basin climbing (ABC) , 
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to explore the 3N-Dimensional (3N-D) PES of supercooled liquids and fed the ob-
tained trajectories to a closed form ofthe Green-Kubo viscosity time integral (Kushima 
et al., 2009b; Li et al., 2011). Using the ABC algorithm, Kushima et al. were able to 
compute the entire viscosity spectrum over thirty decades (Kushima et al., 2009b; 
Li et al., 2011) and provided the first topological connectivity of the 3N-D energy 
basins with clear distinctions between fragile behaviors and strong ones (Kushima 
et al., 2009c; Kushima et al., 2009d). Their results further suggested that super-
cooled liquids should not be categorized as strong or fragile liquids; instead, all liquids 
have characteristic fragile-to-strong crossover temperatures (Kushima et al., 2009c; 
K ushima et al., 2009d) . 
2.2 Self-learning metabasin escape algorithm 
The essential idea of the original ABC algorithm is to avoid sampling along the 3N-
D PES as in MD simulations, but rather to utilize the extra dimension in energy 
so that metabasin escaping events can be identified and compared in the (3N+1)-D 
space. Their basic algorithm can be summarized as follows. For a given N-particle 
system with potential energy E(r) where r specifies its 3N-D atomic configuration, 
exploration of the PES is first guided by the force F = -8Ejar. However, if the 
system follows only the force, it ends up at a local minimum and gets trapped. 
Therefore, penalty functions are imposed to assist the system in escaping from the 
local energy basin in a similar manner as metadynamics (Laio and Parrinello, 2002). 
Explicitly, they first located a local minimum at s1 via the steepest decent quench 
32 and then added a Gaussian penalty function ¢1 (r- s 1 lw, h) = hexp [- (r~~~) 2 ] 
around s 1 in the (3N+1)-D space where his the 1D penalty height and w is the 
3N-D penalty half-width. After each penalty function addition, an energy minimum 
search was performed on the augmented energy surface \lJP(r) = E(r) + L:f=1 cPi(r), 
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which is the sum of the original potential energy and all the previously imposed 
penalty potentials. Using this approach, one does not need to specify the softest 
eigenmode searching direction as in the hyperdynamics (Voter, 1997a) or dimer 
methods (Henkelman and Jonsson, 1999) , or to restrict the searching subspace as in 
metadynamics (Laio and Parrinello, 2002). By repeating the alternating sequence of 
penalty function addition and augmented energy relaxation, the system was activated 
to fill up the local minimum basin and escaped through the lowest saddle point. By 
keeping all the penalty functions imposed during the simulation, they eliminated 
frequent re-crossing of small barriers , which is a significant advantage of such history-
penalized methods (Laio and Parrinello, 2002; Wang and Landau, 2001). 
In spite of the demonstrated successes in supercooled liquids (Kushima et al. , 
2009b; Li et al., 2011; Kushima et al., 2009c; Kushima et al., 2009d) and also in a few 
other extremely slow dynamical processes such as creep (Lau et al., 2010) and void 
nucleation and growth (Fan et al., 2011), the original ABC algorithm developed by 
Kushima et al (Kushima et al., 2009b) has two notable shortcomings. First, since the 
ABC method, like classical MD simulations, requires only calculations of the energy 
and forces, its computational expense should in principle be comparable to MD so 
that large atomistic systems containing 105 particles or more can be routinely mod-
ele(l. Unfortunately, the current ABC algorithm suffers greatly from t he increasing 
number of imposed penalty functions and therefore the extra computational load over 
a regular MD simulation increases dramatically as the simulation progresses. This 
has been limiting typical ABC trajectories implemented in various applications to a 
few thousand local minima and saddle points for a system containing a few hundred 
atoms in 3D. Although small binary Lennard-Janes (b-LJ) systems containing as few 
as 150 particles (Kob, 1999) are sufficiently enough to obtain the inherent struc-
tures and diffusivity above T 9 , the ABC trajectories of these small systems starting 
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from deeply supercooled configurations do not fully relax to similar initial energies 
(Kushima et al., 2009b; Li et al., 2011) . This is because the activated particles in 
a typical metabasin, which contains a few hundred b_LJ particles (see below) , are 
inevitably overlapped with their periodic boundary condition (PBC) images. As to 
be demonstrated below, such overlapping-metabasin trajectories near and below T 9 
can be symmetrically reduced to independent activation processes as the system size 
increases so that the correlation length distributions of an individual metabasin can 
be measured. 
The second inevitable problem of the ABC implementation concerns the sub-
tle choice of the penalty function parameters{ h, w}. In the glass transition case, 
Kushima et al. followed the Lindemann criterion 2 to choose a constant Gaussian 
penalty half-widthv'21wl = 0.447 for the supercooled binary Lennard Jones (b-LJ) 
liquid (Kob and Andersen, 1995). However, for arbitrarily given materials systems, 
it is unclear whether such constant parameter values would still be relevant , or even 
exist. Moreover, since complex systems that exhibit slow dynamics naturally have 
a hierarchical distribution of metabasins with different sizes and energy depths , it 
is unlikely that the relaxation events can all be faithfully captured using the same 
constant parameters. 
This work intends to address these two seemingly different problems, i. e. the bot-
tleneck in the computational efficiency and the subtle issue of choosing the constant 
parameter values, under a unified scheme. The essential idea is to allow the system to 
learn by itself how the penalty functions should be applied as the trajectory evolves 
without any pre-specified conditions. Moreover, as a natural consequence of these 
self-learning strategies, the metabasin correlation lengths of supercooled liquids will 
be identified. Explicitly: 
1. Start from a given initial configuration, find the corresponding local minimum 
13 
on the PES at s1 , and then apply the first penalty function with a small random 
half-width and height since there is no history yet. Or, one may follow a short 
MD trajectory to generate the penalty function as in metadynamics (Laio and 
Parrinello, 2002), which is equivalent to small random penalty functions since 
atoms in supercooled liquids are essentially immobile within the accessible MD 
timescale. This is referred as the random rule. The other rule, to be specified 
below, is the self-learning rule after new local PES minima being identified. The 
random rule is set to be the current rule. 
2. Check whether the current penalty function overlaps with any of the previous 
ones according to the criterion specified below in Eq. (3 .1). Namely, for any 
two penalty functions¢ ([wi[ < Wmax, hi < hmax) and¢ ([wj[ < Wmax, hj < hmax), 
if the 3N-D distance between their centers is smaller than the sum of their half-
widths, 
(2.1) 
these two closely positioned penalty functions will be replaced by a combined 
penalty function ¢ (r- sn[wn, hn) with 
(2.2) 
and 
(2.3) 
while the center of the new penalty function will be shifted to 
(2.4) 
where the weights 
(2.5) 
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and pj = 1 - Pi· One may refer to Figs. 1(a-c) for three illustrative examples 
and detailed discussions below. Then the combined penalty function is labelled 
as the current penalty function and the total number of penalty functions is 
reduced by one. Step 2) is repeated until the current penalty function does not 
overlap with any of the previous ones. 
3. Then minimize the augmented potential energy \.IJP(r) = E(r) + l.:f=1 ¢i(r) to 
locate the next local minimum at Sp+l on this augmented energy surface. 
4. Check whether Sp+l is a true local minimum on the original PES, which satisfies 
the following two criteria: vanishing force and non-zero distance away from all 
the previous true local minima. 
(a) If yes, backtrack along the last minimization path to locate the saddle point 
configuration Ssad· Then update the current penalty function selection rule 
using the displacement and the energy difference between the new local 
minimum and the corresponding saddle point as 
2 lwp+ll = 3lssad- Sp+ll (2.6) 
and 
(2.7) 
One may refer to Figs. 1(d-f) for the illustrative examples and detailed 
discussions below. 
(b) If no, keep the current penalty function selection rule. 
In either case, apply a new penalty function¢ (r- Sp+1 lwp+l, hp+l) using the 
current rule and the total number of penalty functions is increased by one. 
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5. Repeat Steps 2) to 4) until a sufficiently large configurational space has been 
sampled. 
Compared to the original ABC approach, the new algorithm outlined above in-
troduces two designed self-learning strategies. First, the new algorithm constantly 
searches for redundant penalty functions and replaces them with more effective ones. 
Such a combination strategy is crucial to maintain a minimum amount of penalty 
functions while effectively occupying the penalized configurational subspace. A few 
scenarios occur frequently in the metabasin filling processes, which we now discuss in 
detail. 
One special case illustrated in Fig. 2·1(a) concerns two sequential local minima sP 
and Sp+l on the augmented energy surfaces \lfP(r- sp) and \lfP+l (r- Sp+I) respectively 
are extremely close to each other. This often occurs right after a true local minimum 
on the PES is identified but the magnitude of the local curvature of the applied 
penalty function c/Jp"(r-sp) (green curve) is smaller than E"(r-sp)· In this case, the 
computational efficiency critically depends on the local curvature of the augmented 
energy surface at Sp· When two virtually identical penalty functions (green and blue 
curves) are caught in sequence, the rules specified in Eqs. (2.2) and (2.3) delete both 
of them and create a new penalty function (red curve) with a doubled height and 
the same half-width so that the local curvature of the penalty function doubles. This 
combination process repeats until the augmented energy surface curves downwards, 
pushing the system away from the trapped configuration. 
Fig. 2·1(b) illustrates the case of maximal separation between two penalty func-
tions with identical half-widths. As specified in Eq. (2.1) , combination occurs only 
when the center of one penalty function (blue curve) lies within a half-width distance 
away from the other center (green curve). After combination, the new penalty func-
tion (red curve) is centered halfway between the two original centers as specified in 
2 (a) 
¢ 
1 
2 (b) 
1 
16 
2 (c) 
1 
Figure 2·1: Self-learning strategies on the (a-c) combination and (d-e) 
initial choice of penalty functions. (a) Two sequential fully overlapped 
penalty functions (green dotted and blue dashed) give a strong indi-
cation of inefficient sampling. The combined penalty function (red 
solid) doubles the local curvature to assist the system in moving away 
from the stuck configuration. (b) Combination of two penalty functions 
(green dotted and blue dashed) at the maximal separation. The new 
penalty function (red solid) has a half-width that is 1.5 times of the 
original values. (c) Combination between two penalty functions of dif-
ferent sizes. (d) The original energy E and the penalty function ¢ with 
self-learned half-width lwl = lssad- sl and height h = E (ssad)- E (s). 
(e) Their augmented energy W still has a dip at the original local 
mm1mum. (f) The augmented energy'l! using a smaller half-width 
lw l = ~ lssad- sicurves downwards , which is desirable for fast relax-
ations. 
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Eqs. ( 4-5) with a doubled height and 3/2 times half-width as specified in Eqs. (2-3). 
Such a 3/2 pre-factor justifies Eq. (2.6), which will be discussed in detail below. 
The third case concerns the combination of one large penalty function and one 
small one. As shown in Fig. 2·1(c), the small penalty function is essentially absorbed 
by the large one. Finally, we note that in our simulations the half-width upper limit 
Wmaxis set to be half of the simulation box and the penalty height maximum hmax is 
set to be one order of magnitude higher than the highest energy barrier. There are no 
combinations allowed for penalty functions that are larger than these limits to avoid 
unphysical basin filling processes. 
The second self-learning strategy concerns the initialization of new penalty func-
tion parameters after a true local minimum on the original PES is identified, by mea-
suring the displacement and energy difference between the true local minimum and the 
corresponding saddle point. Fig. 2·1( d) plots the self-learned penalty function ¢p+l (r) 
with a half-width of \wp+l\ = \ssad- Sp+l\ and a height of hp+l = E (ssad)- E (sp+l) 
on top of the original PES E(r). The augmented energy surface 'lJP is plotted in 
Fig. 2·1(e), showing a small undesirable dip at sp+l· To enforce fast relaxations away 
from Sp+l, one needs to lower the local curvature at Sp+l· This can be done by either 
increasing the height or decreasing the half-width of the applied penalty function, 
where the latter is preferred for better accuracy. If one assumes deep energy basins of 
a supercooled liquid follow the same sinusoid shape in the vicinity of a local minimum 
as in crystalline materials 38, it is straightforward to prove that the augmented en-
ergy surface will curve down with a critical width jwp+l\ = 0.9\ssad- Sp+l\ using the 
quartic penalty function to be discussed below. Eq. (2.6) takes a smaller pre-factor 
of \wp+l\ = ~ \ssad - Sp+l l to further decrease the local curvature of \lfP+l (r- Sp+l) as 
plotted in Fig. 2·1(f), and also to match the combination rule of Eq. (2.4) such that 
penalty functions with the targeted half-width jwp+ll = \ssad- Sp+l\ may be restored 
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after combination. 
2.3 SLME results and discussions 
To test the performance of the self-learning energy basin filling algorithm, a standard 
supercooled b-LJ liquid at a constant reduced density of 1.2 and a 4:1 ratio for 
the A:B particles was used (Kob and Andersen, 1995). The b-LJ model used the 
LJ potential Va13(r) = 4ca[J [C';13 ) 12 - (a;13 ) 6] with EAA = 1.0, O"AA= 1.0, EAB =1.5 , 
O" As= 0.8, Ess= 0.5 , and O"ss= 0.88, truncated and shifted at cutoff distances of 
2.50"afJ (Kob and Andersen, 1995). All the former and subsequent potential related 
parameters and values are given in the reduced LJ units. Supercooled liquids were 
prepared via slow annealing from T= 2.0 to 10-5 at five different constant cooling 
rates 1x10- 4 , 8xl0-5 , 1x1o- 5 , 4x1o- 6 , and 4 x w-7 39. Independent supercooled 
configurations were collected, among which the highest and lowest energies are -
7.632 and -7.716 per particle, respectively. Since the average energy per particle 
-7.653 (±0.017) corresponds to 1.09TMcT based on the monotonic temperature to 
averaged local minimum energy T --t E (T) mapping (Kushima et al., 2009b) these 
independent supercooled configurations effectively cover the temperature region from 
T MGT and above to T 9 and below. Here the mode coupling temperature T Mer= 
0.435 37 and T 9 ~ 0.37, since the latter used slightly different b-LJ potential radius 
cutoffs (Kushima et al., 2009b ). 
Quartic penalty functions ¢( r - s I h, w) = h [ 1 - ( r-;,/ ) 2] 2 were used in this study 
to replace the Gaussian functions used in the original ABC algorithm (Laio and 
Parrinello, 2002; Kushima et al. , 2009b), because the former have naturally vanishing 
energy and forces at lr- sl = lwl so that the radial truncations are no longer required. 
The overall computational efficiency of the self-learning algorithm is summarized 
in Fig. 2·2(a), with direct comparisons to the original ABC results. Fig. 2·2(a) shows 
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Figure 2·2: Computational cost reduction via using the new self-
learning algorithm, as compared to using the original ABC approach. 
(a) For a b-LJ liquid containing N = 256 particles, the total computa-
tional time cost t is plotted against the total number of local minima for 
each approach. Grey symbols are raw data, shown as circles for 6 inde-
pendent ABC runs and triangles for 10 independent self-learning runs. 
Both sets of raw data were separately fitted by quadratic functions, 
red dashed line for the ABC and green solid line for the self-learning 
algorithms. (b) The quadratic scaling coefficients tS2 are plotted as a 
function of the system size for N = 108, 256, 500, and 1000 particles. 
Note that for N = 1000, the original ABC algorithm fails to generate 
enough data for meaningful quadratic fits. All computations in this 
work are performed on one dual-core AMD Opteron processor at 2.2 
GHz. 
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the total computational time cost t as a function of the number of local minima 
identified N s for a b-LJ liquid with N = 256 particles. In 50 hours on a single CPU, the 
self-learning algorithm found an average of 758 (±49) new local minima, as compared 
to an average of 13 (±4) using the original ABC method. Since independent penalty 
functions were all kept throughout the entire simulation to avoid barrier re-crossing 
events, the computational time spent in finding the next local minimum should scale 
proportionally with the total number of penalty functions applied. This implies that 
the total computational time cost t should scale quadratically with the total number of 
local minima N 8 • A quadratic fit to the 16 independent trajectories (grey symbols, 6 
for ABC and 10 for self-learning) shown in Fig. 2( a) gave ~2 = 9.6 X w- 2 and 8.5 X w- 5 
s 
hours for the original ABC and new self-learning algorithms, respectively. Such an 
0(103 ) reduction in the quadratic scaling coefficient of the overall computational cost 
found for the N = 256 case was consistent for smaller and larger system sizes, as shown 
in Fig. 2(b). In particular, for the b-LJ liquid with N= 103 particles, only one or two 
local minimum were found in 50 hours using the original ABC algorithm such that a 
meaningful quadratic fit similar to Fig. 2·2(a) could not be performed. 
In addition to the significantly larger number of local minima that can be identified 
( Fig. 2·2), the computational efficiency enhancement should also give insight into 
the configurational subspace that has been visited. This is particularly necessary for 
supercooled liquids, because finding a large number of local minima within a small 
configurational subspace does not necessarily lead to any metabasin escaping events. 
Therefore, it is plotted in Fig. 2·3 the topological connectivity trees of all the local 
minima and saddle points constructed from two representative (out of sixteen in 
total) basin-filling trajectories shown in Fig. 2·2 (a), with their energy values scaled 
against the supercooling trajectories shown in Fig. 2·3(a) . Specifically, Fig. 2·3(b) 
is for ABC and Fig. 2·2(c) is for self-learning, where both started from the same 
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Figure 2·3: (a) Average quench energy per particle E (T) as a function 
of temperature T obtained from slow annealing at a constant quenching 
rate of 4 x 10-7 . This defines the T --t E (T) mapping 28,39 at the 
given quenching rate, essentially identical for N = 256 (red circles) and 
N = 1000 (green triangles). Topological connectivity tree structures 
consisting of the PES local minima and saddle points for an N = 256 
b-LJ liquid, obtained from two basin filling trajectories starting from 
the same initial deeply trapped potential energy state (blue circles) , 
one using (b) the original ABC algorithm and the other using (c) the 
new self-learning algorithm. The lower end point of each vertical line, 
or a leaf, represents an independent local minimum. The connecting 
point between any two local minima represents the saddle point of the 
minimum activation energy between them. 
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supercooled configuration with an energy of -7.716 per particle, obtained from a slow 
annealing at a constant cooling rate of 4x10-7 as shown in Fig. 2·3(a). Within 50 
hours using one CPU, the original ABC trajectory visited a PES subspace covering 
the maximal saddle point energy of -7.702 per particle and the maximal mean square 
displacement of 0.006 per particle. In contrast , the self-learning algorithm reached 
much further, finding the maximal saddle point energy of -7.435 per particle, which is 
20 times higher in the energy per particle, and the maximal mean square displacement 
of 6.135 per particle, which is 1021 times larger in distance per particle. Therefore, 
through the self-learning strategies outlined above, the new algorithm not only avoids 
using pre-determined constant ABC parameters, but also explored a significantly 
larger subspace of the PES than the original ABC algorithm by climbing over much 
higher saddle points (Fig. 2·3) and reaching out to many more local minima (Fig. 
2·2). 
With such a dramatically enhanced computational efficiency, it is possible to probe 
a few critical structural relaxation processes occurring in supercooled liquids, in par-
ticular the metabasin correlation length distribution when a bulk supercooled liquid 
approaches the glass transition temperature. While results obtained via using the 
original ABC method did quantitatively predict the structural relaxation time scales 
over 30 orders of magnitude, it is unclear how the dynamic correlation lengths would 
vary as supercooled liquids approach their glass transition temperatures. Using a 
generalized point-to-set correlation method, Kob et al. was able to obtain the dy-
namic correlation length for a quasi-hard sphere system down to the mode coupling 
temperature T MGT 40, but not significantly below due to the timescale limitation in 
MD simulations. 
Fig. 2·4 shows the penalty function half-width distributions (red symbols) ob-
tained from the same 10 independent self-learning trajectories of Fig. 2·2(a) for the 
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Figure 2 ·4: Topological connectivity tree structures (a-c) and distri-
bution of the self-learned penalty function half-widths lwl (d) for su-
percooled b-LJ liquids with N= 256, 500, and 1000 particles. There 
are 8287, 2107, and 627 local minima, respectively. As N gets larger , 
metabasins are decoupled more from their PBC images, and eventually 
self-learning trajectories probe purely independent metabasin escape 
events. (e) The most probable metabasin sizes, measured by the peaks 
of the half-width distribution profiles shown in (d) , as a function of 
the system size N The solid line is an exponentially decaying function 
of~ (N) = 3.09 x [ 1 - exp ( -0.147N~ ) J. The asymptotic metabasin 
size~ (N--+ oo) = 3.09 corresponds to a volume of 148 b-LJ particles. 
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N = 256 case. Consistent agreement is found among these converged distribution 
functions obtained from completely independent trajectories. It is recalled that a 
metabasin can be thought of as a subspace of the PES in which a supercooled liquid 
will reside for a long time, but will likely not revisit it after escape events. Within 
the context of the self-learning algorithm, when the same configurational subspace 
is visited over and over again, it triggers the self-learned combination condition as 
specified by Eq. (2.1) so that the widths of the penalty functions continue to grow. 
However, these self-learned combination processes will cease as soon as the system es-
capes from the current metabasin, leaving behind the penalty functions whose widths 
represent the actual size of the metabasin. In other words, the self-learned penalty 
function width distributions shown in Fig. 2·4(b) should directly correspond to the 
size distributions of metabasins. 
As discussed above, the metabasin activation processes in small systems such as 
N = 256 or less are strongly coupled to their PBC images. Consequently, the activated 
particles during the metabasin escape processes do not automatically relax to deeply 
supercooled states, so that these self-learning trajectories consist of many states of 
high energy. These undesirable overlapping activation processes can be systematically 
reduced by increasing the system size N, as shown by the connectivity trees in Fig. 
4(b) for N= 500 and in Fig. 4(c) for N= 1000. In particular, the self-learning 
trajectories for the N = 1000 case explore deeply supercooled states with occasional 
activation processes associated with individual metabasin escape events. 
The gradual decoupling of overlapped metabasins can also been seen in Fig. 4(d), 
where the penalty function half-width distribution obtained from the N = 500 (yellow 
symbols) and 103 cases (green symbols) is shifted towards larger values as compared to 
the N = 256 case (green symbols). In particular , the peak of the penalty function half-
width distribution profile, namely the most probable meta basin size ~, is increased 
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from 1.88 (± 0.17) for N= 256, 2.20 (± 0.14) for N= 500, to 2.35 (±0.13) for N= 
1000. Fig. 2·4(e) summarizes the most probable metabasin correlation length, the 
peak of the penalty function width distribution profile of Fig. 2·4( d) , as a function 
of N. 
To obtain the scaling rule for the metabasin correlation length shown in Fig. 
2·4(e), it is important to note a few characteristic features of supercooled liquids re-
vealed by using our history-penalized basin filling approach that are fundamentally 
different from the RFOT results 6. First, the fragility of the b-LJ liquids is a nat-
ural consequence of the fact that after being trapped in a deeper energy basin, the 
system requires a higher activation energy to escape. Namely, there are no small 
activation energy events available in the connectivity tree structures of Fig. 2·4( a-c) 
that can connect a deep energy basin to another deep energy basin of similar depth. 
In contrast, the connectivity tree structures of Si02 , which is known to be a "strong" 
liquid (Angell, 1988) , are replete with escape mechanisms that have similarly small 
activation energies (Kushima et al., 2009d). Such a direct energy landscape origin 
of fragility does not require the configurational entropy cost assumption as in the 
Adam-Gibbs theory (Adam and Gibbs, 1965) and in the RFOT (Xia and Wolynes, 
2000), so that the configurational entropy crisis at the Kauzmann temperature TK 
does not have to be the ultimate destiny for supercooled liquids. 
Second, from any supercooled liquid basin, no matter how deep it is, the activation 
energy required to cross the bottleneck barrier to the rest of the PES is a finite value. 
From the perspective of the transition state theory for rare events, a finite activation 
energy corresponds to a finite relaxation time, with the only exception being the crys-
talline state where there are no other symmetry-distinct states that are degenerate in 
energy. Therefore, divergence in the structural relaxation time of supercooled liquids 
cannot occur at non-zero thermodynamic Kauzmann temperature T K or non-zero 
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dynamic VFT temperature T 0 . Namely, the ideal glass transition should not exist 
at a finite temperature. Instead the diverging VFT extrapolation of the structural 
relaxation time, the so-called fragile behavior, is avoided by a natural crossover to 
the strong behavior of constant activation energy, since all energy basins have finite 
depths. In other words, the apparent configurational entropy crisis only exists within 
the metabasin, but not after metabasin escape events. From such an energy landscape 
perspective, the fragile-to-strong crossover is inevitable for all supercooled liquids. 
Third, a finite relaxation time corresponds to a finite correlation length, so that the 
collective motion during any metabasin relaxation process must be a truly localized 
event. Namely, a metastable basin possesses an exponentially decaying tail in real 
space. 
When the metabasin correlation length shown in Fig. 2·4(e) is fitted using an 
exponentially decaying function (solid line), an asymptotic correlation length of~ = 
3.09 is found. Therefore, in a macroscopic sample of the b-LJ liquid, the collective 
motion of particles in a typical metabasin relaxation event has a finite correlation 
length of 3.09, which corresponds to a volume of 148 b-LJ particles. Using the 
T----+ E (T) mapping of Fig. 2·3(a), it is concluded that a typical metabasin relaxation 
event consists of the collective motion of 148 particles when the bulk b-LJ liquid 
reaches below the glass transition temperature T 9 . Such a metabasin correlation 
length is of the same order as the phenomenoglical ~ ;::::::4.542 or 5.86 by the RFOT, the 
assumed value of about 100 particles for 31 different types of metallic glasses (Johnson 
and Samwer, 2005), the computed value of about 140 particles in a MD simulation 
using an embedded atom method force field (Mayr, 2006), and the measured 3±1 nm 
for poly( vinyl acetate) at 10 K above T 9 by nuclear magnetic resonance (Tracht et al., 
1998). It is noted that although our computed metabasin correlation length is the 
same order of magnitude as the value phenomenoglically predicted by the RFOT, the 
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former is a finite number and the latter diverges at a non-zero Kauzmann temperature 
TK. 
In this charpter a generic self-learning algorithm is presented in this work that 
is capable of capturing escape events from metabasins in supercooled liquids. The 
computational cost of the original ABC algorithm is significantly reduced via the new 
self-learning strategies developed in this work for the following two reasons. First , 
the computational load decreases because the total number of penalty functions is 
reduced through penalty function combinations. Second, self-learned combinations 
create flexibility in the penalty funct ion widths, which then naturally self-adapt to 
the underlying metabasin energy landscape. The resulting variation in the penalty 
function widths represents the actual size distribution of metabasins in supercooled 
liquids. As a generic approach involving only energy and force calculations, this self-
learning algorithm may offer a new efficient computational tool for attacking many 
phenomena of long-standing scientific interest involving extremely slow dynamics in 
condensed matters. 
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Chapter 3 
Plasticity of amorphous solids 
3.1 Introduction 
Because of their unique combination of high strength and moderate toughness, amor-
phous solids such as metallic glasses have been extensively studied in recent years 
(Schuh et al., 2007; Cheng and Ma, 201la). A key parameters that must be accu-
rately predicted in amorphous solids is the yield stress, because thet typically fail 
catastrophically immediately following yield via shearbanding. However , a definitive 
link between the effects of temperature and experimentally-relevant strain rates on 
the yield stress has not been established to-date. 
There has recently been significant effort in studying the inelastic deformation 
of amorphous solids using atomistic simulation techniques such as classic molecular 
dynamics (MD) (Falk and Langer, 1998; Cao et al. , 2009; Zink et al., 2006b; Shimizu 
et al. , 2006; Cheng and Ma, 2011b; Shi and Falk, 2007; Zink et al. , 2006a). However, 
MD simulations suffer from well-known issues related to strain rates t hat are about 
10 orders of magnitude larger than experimentally accessible ones. Other researchers 
have attempted to avoid the time scale and strain rate issues that are inherent to MD 
by utilizing athermal, quasistatic shear (AQS) of amorphous solids to study the me-
chanical leading to strain localization (Tsamados et al. , 2009; Maloney and Lemaitre, 
2006; Tanguy et al. , 2006; Karmakar et al., 2010; Dasgupta et al. , 2012). Because 
there is no thermal energy in the system as would be the real case in real experiments, 
the energetic barrier that are crossed in the potential energy surface (PES) are artifi-
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cially low, and thus the system does not explore all possible configurations that would 
be experimentally. A more recent approach to voiding the limitations of MD to study 
the yielding and plasticity of amorphous solids is so-called PES exploration techniques 
(Rodney and Schuh, 2009a; Rodney and Schuh, 2009b; Delogu, 2008; Mayr, 2006). 
These methods have had some success in calculating the activation energy and vol-
umes of shear transformation zones (STZs) (Delogu, 2008; Mayr, 2006). However, 
none of these studies has been able to explore a sufficiently large portion of the PES 
to make definitive statements about the strain rate and temperature-dependence of 
the yield stress for amorphous solids, particularly at laboratory strain rates. 
It's clear that there is a pressing need for advanced atomistic simulation techniques 
that are able to access experimental strain rates, and thus give new insight into the 
mechanical behavior and properties of amorphous solids at these slower strain rates. 
In this chapter, we firstly introduce a new approach to studying the mechanics of 
amorphous solids at a wide rage of strain rates. This is accomplished by presenting a 
new computational technique that couples the SMLE algorithm for PES exploration, 
with mechanical deformation and the standard Monte Carlo approach. The effects 
of temperature and strain rate on the yield stress of amorphous solids has been 
determined by using SLME method at experimentally relevant strain rates that MD 
cannot access. The findings have implications for the validity of interpreting recently 
developed universal scaling laws for amorphous solids (Johnson and Samwer, 2005) 
within the context of extrapolating the results of high strain rate MD simulations 
to experimental strain rates, as has recently been proposed (Cheng and Ma, 2011b), 
and also for the universality of the yield mechanism (Johnson and Samwer, 2005) for 
amorphous solids for all strain rates and temperatures. The strain rate equivalent 
of temperature on the yield stress at experimentally-accessible strain rates is also 
established. 
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Another important unresolved issue with regards to the deformation of amorphous 
solids lies in identifying the characteristics of the unit inelastic deformation mecha-
nism, the shear transformation zone (STZ) (Schuh et al., 2007; Cheng and Ma, 2011a; 
Argon, 1979; Maloney and Lemaitre, 2006; Tsamados et al., 2009; Tanguy et al., 2006; 
Lemaitre and Caroli, 2007; Zink et al., 2006b; Falk and Langer, 1998; Rodney and 
Schuh, 2009a; Rodney and Schuh, 2009b), which has primarily been done through 
both AQS and classical MD simulations (Zink et al., 2006b; Falk and Langer, 1998) , 
and more recently potential energy surface (PES) exploration techniques (Rodney and 
Schuh, 2009a; Rodney and Schuh, 2009b). There have also been interesting recent 
theoretical developments that have significantly augmented the atomistic simulations. 
In particular, researchers have identified that two-dimensional (2D) STZs behave anal-
ogous to a classical Eshelby inclusion (Eshelby and Eshelby, 1957) embedded within 
a matrix, where the matrix exhibits a quadrupolar deformation symmetry, and where 
the inclusion represents the size of the STZ (Dasgupta et al., 2012; Maloney and 
Lemaitre, 2006). These recent studies (Dasgupta et al., 2012; Maloney and Lemaitre, 
2006) were performed without accounting for strain rate and temperature effects, and 
therefore it remains unclear what the structure and characteristics of STZs are at ex-
perimentally relevant temperatures and experimentally accessible strain rates. These 
issues are addressed in the present work using a combination of shear deformation and 
a PES exploration algorithm (Cao et al., 2012) , and report the finding of two distinct 
types of STZs in a 2D binary Lennard-Janes (BLJ) solid: those that have identical 
characteristics to those that emerge from purely strain-driven, athermal quasistatic 
atomistic calculations, and those that emerge from a purely thermally activated state. 
In contrast to the extensive theoretical and computational research on bulk STZs, 
very little work has been done on characterizing STZs that nucleate at the surfaces of 
amorphous solids, which we term surface STZs in the present work. Understanding 
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the characteristics of surface STZs is growing in relevance, particularly as within the 
past five years, researchers have begun fabricating (Carmo et al., 2011; Nakayama 
et al. , 2012) and mechanically characterizing bulk metallic glass nanowires (Nakayama 
et al. , 2010; Magagnosc et al. , 2013; Volkert et al. , 2008). These experimental studies 
have revealed enhanced tensile ductility in smaller , volume confined samples, though 
the potential role of surface STZs in controlling this nanoscale property has not 
been investigated. Other researchers have performed classical MD studies of the 
deformation and failure of bulk metallic glass nanowires (Shi, 2010; Shi et al. , 2011). 
Importantly, none of these experimental or computational studies has elucidated the 
characteristics of the unit inelastic deformation mechanism, or surface STZ, at the 
nanowire surface, part icularly as compared to bulk STZs and considering the effects 
of different strain rates. 
In analogy with plasticity in surface-dominated crystalline nanowires, surface 
STZs are expected to have a substantial effect on the plasticity of bulk met allic 
glass nanowires. For crystalline nanowires, the effects of surfaces on the plasticity 
and mechanical properties have been much studied over the past decade (Park et al. , 
2009; Weinberger and Cai, 2012). The origin of surface effects in crystalline solids 
arises due to the under coordination of the surface atoms, which leads to yielding 
occurring from the surfaces of nanowires, rather than from the bulk (Zhu et al. , 2008; 
Park et al. , 2006) . In contrast , the study of surface STZs has not yet commenced. 
Therefore, it is the purpose of this work to examine their structure and characteristics 
in two-dimensions, particularly in comparison to those previously established for bulk 
STZs (Cao et al., 2013; Cao et al., 2014). 
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3.2 Strain-coupled self learning metabasin escape algorithm 
To incorporate the effects of strain rate and temperature, we begin with the following 
expression for a single-event shear strain rate i'single, which is derived (Zhu et al., 
2008) from the transition state theory for constant temperature. The gives the most 
likely nucleation rate for STZs: 
. kBT [ Q(T)- TSc] 
/'single= nvo ~tfl exp - kBT ' (3.1) 
where n is the number of independent STZ nucleation sites, v0 is the attempt fre-
quency, ~t is the shear modulus, n is the activation volume, and Sc is the activation 
configurational entropy that is primarily due to anharmonic thermal expansion and 
thermal softening effects (Ryu et al., 2011), which are partially captured during the 
initial slow quenching stage needed to obtain the initial configuration by the stress-
free NPT (constant number of particles, and constant pressure and temperature) 
ensemble. 
It can be seen in Eq. (3.1) that the single-event nucleation rates i'single do not nec-
essarily follow the Arrhenius relation since the activation energy Q(T) can be strongly 
dependent on temperature, which is one of the well known phenomena occurring in 
many relaxation events of supercooled liquids and amorphous solids. (Kushima et al. , 
2009b) Such strong temperature dependence is inherited directly from the free energy 
Fi(T) of the ith local minimum basin (Li et al. , 2011) as Qij(T) = Qij[Fi(T), Fj(T)]. 
Namely, the temperature dependence of Qi1(T) has a functional dependence through 
the temperature dependent free energy of the initial and final inherent structures, 
Fi(T) and Fj(T) , respectively. While the SLME trajectories are along the PES, the 
detailed balance between any two thermally equilibrated free energy basins Fi(T) and 
Fj(T) is enforced at all times by the standard Monte Carlo method as to be discussed 
below. Therefore, the entire collection of {Fi(T), Qij(T)} forms an ergodic system 
33 
with only Markov chain transitions being allowed. One may refer to (Li et al., 2011) 
and (Kushima et al., 2009b) for more detailed discussions. 
Following this new formalism, the single-event activation energy Q(T) is extended 
to the temperature-and strain-rate-dependent many-event Q*(T, )'), where Q*(T, )') 
contains many (hundreds) of such activation events, as illustrated by the green box 
in Fig. 3·9. Specifically, Q*(T, )') is the maximal activation energy with respect to 
the initial free energy basin F(T), so that Q*(T, )') truncates the ergodic Markovian 
system into an ergodic Markovian subspace and the remainder, the part that is not 
accessible at the given strain rate)'. As)' decreases, the ergodic Markovian subspace 
increases monotonically, with the important implication that more and more me-
chanical deformation pathways that were not accessible at high strain rates become 
accessible assuming that the PES exploration technique (i.e. the SLME approach) is 
able to reach and climb over the corresponding energy barriers on the PES. Because 
the SLME approach enables us to efficiently access and calculate the allowed acti-
vated states Q(T, )') :::; Q*(T, )') for essentially arbitrarily large Q*(T, )'), it can be 
used to compute the yield stress T(T, )') and activation volume O(T, )') at all relevant 
temperatures and shear strain rates )' ranging from MD to experimentally accessible. 
Having established the theoretical basis for extending Q(T) to Q*(T, )'), it is 
noted that, in contrast to the simpler deformation processes occurring in crystalline 
materials (Zhu et al., 2008), the coupled thermomechanical deformation events in 
amorphous solids likely consist of multiple sequential activation events. 
Therefore, by defining a characteristic prefactor from Eq. (3.1) as io 
--- exp - that 1s known to be weakly T dependent Johnson and Samwer, kBTnvo (Sc) . ( 
J.-Lrl kB 
2005; Cheng and Ma, 2011b), Eq. (3.1) can be rewritten as 
. . [ Q(T)] 
"!single ='Yo exp - kBT · (3.2) 
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Figure 3·1: Illustration of how the SLME method (Cao et al., 2012) 
is utilized to find the equilibrium configuration after a given strain in-
crement D:..1 is applied to the system. Specifically, starting from In, a 
shear increment D:..1 is applied to the system. At that point , a standard 
conjugate gradient (CG) energy minimization is performed while keep-
ing the strain fixed , giving the state ~~;_ 1 . Starting from the energy 
minimized configuration ~~;_1 , the SLME method is used to determine 
the potential energy tree structure as shown, where the lower end point 
of each vertical line specifies an independent local minimum energy 
configuration, and where every pair of these local minima is connected 
by a unique saddle point specifying the lowest activation energy barrier 
between them. The tree structure is truncated to only enable energy 
transitions below Q*, as shown in the green box. Finally, a classical 
Monte Carlo algorithm is employed to find, among the hundreds of lo-
cal minima in the green box, the most likely equilibrium configuration, 
which is then denoted l n+I· The same procedure is then utilized to 
find the next equilibrium configuration for the st rain l n+2 , though it is 
noted that the PES tree structure is different at the new shear strain 
ln+2 , which again is mapped out using the SLME method. 
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Finally, by converting from Q(T) to Q*(T, 1) based on the above discussion, one can 
construct the maximal activation energy barrier by rearranging Eq. (3.2) as 
(3.3) 
which defines the ergodic Markovian region in the entire SLME connectivity tree 
structures at the given strain rate, for example as shown as the green box in Fig. 3·9. 
Within this ergodic window, all the transitions follow the Markov chain processes to 
reach a local equilibrium, so that the amorphous solid (BLJ) system can relax to the 
accessible lowest free-energy configurations. 
We now detail how the SLME method is coupled with shear deformation and 
the classical Monte Carlo to calculate the stress and equilibrium atomic positions of 
the BLJ solid as a function of strain, strain rate, and temperature, with no change 
in methodology needed to distinguish between elastic and plastic strain increments. 
After obtaining the initial stress-free glassy structures for a given temperature, we 
apply the following algorithm for all loading increments. Specifically, assume that, as 
shown in Fig. 3·9, the system exists at shear strain "'n- A shear strain increment !::."( = 
0.01% is then applied, followed by a standard conjugate gradient energy minimization 
to find the resulting equilibrium positions of the atoms, which brings us to the shear 
strain state 1~;_ 1 in Fig. 3·9. It is important to note that the system size and 
boundaries are held fixed during the energy minimization such that the shear strain 
"/~;_1 = "'n + !::."(. 
From that point, the SLME approach (Cao et al., 2012; Kushima et al., 2009b) is 
utilized to explore the PES at the strain "/~;_ 1 , as illustrated via the potential energy 
connectivity tree structures (Wales, 2003) shown in Fig. 3·9, while again the system 
size and boundaries are held fixed. Importantly, it only allows transitions within the 
SLME connectivity tree structures below the maximum energy barrier Q* shown in 
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Eq. (3.3) as highlighted by the green box shown in Fig. 3·9. The maximum energy 
barrier Q* is a defined parameter that specifies the maximum barrier height on the 
PES that can be overcome, via thermal assistance, for a given strain rate. This is 
because in physical terms, choosing a value of Q* is equivalent, as shown in Eq. (3.3), 
to specifying the strain rate of the simulation for a given temperature. In other words, 
for very high strain rates as seen in MD simulations, only small energetic barriers Q* 
can be crossed for each strain increment due to the small amount of time given to 
the system to explore other possible, thermally-assisted configurations. In contrast, 
at slower strain rates, the system has more time between successive strain increments 
such that it can explore many other possible, thermally-assisted configurations, and 
thus potentially climb over larger energy barriers, with the sole restriction that the 
thermally assisted barrier crossing must be smaller than Q*. It is important to note, 
however, that we do not enforce that the maximum barrier height Q* is crossed for 
each strain increment. 
Summarized a different way, the picture of deformation underlying our work is 
one that receives contributions due to both mechanical and thermal work. The me-
chanical work dominates the deformation process at high strain rates, when the time 
in between strain increments is not sufficient to enable substantial, thermally-assisted 
atomic motion. Thermal work is viewed as making a substantial contribution to the 
deformation process at slower strain rates, when sufficient time to enable thermally-
driven deformation in between successive strain increments is provided to the system. 
As shown in Fig. 3·9 starting from the specific strain state ~~~ 1 , the SLME 
algorithm typically finds on the order of a few hundred local minima for each value of 
shear strain, which gives on the order of ten thousand local minima for the entire shear 
deformation process, as well as all of the corresponding lowest energy barriers between 
every pair of these local minima. In other words, at a given strain rate, the system 
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can self-explore the PES via the SLME approach by climbing over all the allowed 
energy barriers that are smaller than Q*, as depicted via the green boxed portion 
of the PES connectivity tree structure in Fig. 3·9. Within this truncated potential 
energy subspace, we identify the most likely free-energy basin, namely the basin with 
the lowest free energy at this instantaneous NVT (constant number of particles, and 
constant volume and temperature) ensemble at the given strain state, via the standard 
Monte Carlo method. This lowest free-energy basin at strain ln+l = ~~~1 = In+ Ll{, 
as shown by the green circle in Fig. 3·9, is assigned to be the initial configuration 
for the next loading increment. Furthermore, the atomic configuration corresponding 
to the lowest free-energy basin corresponds to the shear strain state ln+l· The shear 
stress corresponding to the shear strain ln+l is then obtained by calculating the 
virial stress based upon the atomistic configuration at rn+l · At this point, a new 
shear strain increment of 0.01% is applied and the SLME process as just described is 
repeated until the yield stress is obtained, where the yield stress is determined to be 
the maximum stress that is reached before the first substantial stress drop signifying 
yield is obtained. 
3.3 Strain-rate and temperature dependence of yield stress 
of amorphous solids 
3.3.1 Binary Lennard-Jones model 
A binary Lennard-Jones (bLJ) potential (Kob and Andersen, 1995) is used in our 
simulations with periodic boundary conditions in all three directions. This bLJ po-
tential is widely utilized for atomistic studies of amorphous solids because its ground 
state is not crystalline. The system contained N = 1000 particles of the same unit 
mass, with an A:B particle ratio of 4:1. Standard parameters are used: EAA = 1.0, 
EAB = 1.5, EBB = 0.5, rJ AA = 1.0, rJ AB = 0.8, and fJBB = 0.88, while the cutoff 
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distances are set to 2.5a AA· Supercooled liquids were prepared by equilibrating the 
system at temperature T = 2.0 followed by slow quenching toT= 1.0 using the NVT 
ensemble at a constant particle density of 1.2. These supercooled liquids were then 
further quenched at constant NPT to obtain stress-free glassy structures at differ-
ent target temperatures, T = 0.05, 0.1, 0.15, 0.2, 0.3 and 0.4 near and below the glass 
transition temperature T9 = 0.37 (Kushima et al., 2009b) , where all cooling was done 
at a constant rate of 4 x 10-6 (Sastry et al., 1998). All units in this section, as well 
as the rest of the manuscript, are given in reduced (dimensionless) LJ form . 
3.3.2 Benchmarking SLME results against classical MD at high strain 
rates 
Before discussing the key results of this section, the SLME results are compared to 
those obtained using high strain rate classical MD. This is done to ensure that the 
SLME method is able to reproduce the high strain rate MD results, which serve as 
the benchmark solution for the high strain rate regime. Fig. 4·6 shows the raw data 
output (filled symbols) from the SLME trajectories, specifically, the shear yield stress 
T as a function of the ergodic activation energy window Q* for temperatures ranging 
from just above the glass transition temperature Tg = 0.37 (Kushima et al., 2009b) 
to deeply below. There are no error bars in Fig. 4·6 as it is based on a single set of 
calculations starting from the same initial configuration for each temperature. It is 
clear from Fig. 4·6 that the yield stress in shear for a given temperature increases 
with increasing strain rate (equivalently with a decrease in the accessible activation 
energy window Q*), and decreases with increasing temperature. 
Following (Johnson and Samwer, 2005) to assume the elastic energy density as a 
function of strain varies sinusoidally on average for amorphous solids, the SLME data 
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Figure 3·2: Shear yield stress T as a function of activation energy Q* 
computed by the SLME method (filled symbols) at various tempera-
tures T. By fitting to Eq. (3.4) (solid lines), Ar/(k8 T) is found to be 
185.4, 89.5, 57, 39.8, 22.83 and 14.25 for T=0.05, 0.10, 0.15, 0.20, 0.30, 
and 0.40, respectively. 
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is fitted in Figure ( 4·6) with solid lines using the formula 
(3.4) 
where To is the SLME-computed yield stress at Q* = 0 and Ar is a fitting constant. 
The fixed exponent 3/2 comes from (Johnson and Samwer, 2005), who observed a 
universal (T /Tg) 213 scaling law for plastic yielding of 31 different metallic glasses as 
[ k T. ( · ) ] 2/3 ( T) 2/ 3 T = To - To ~T g ln ~ Tg (3.5) 
In Eq. (3.5), there are two unknown temperature-dependent parameters to be deter-
mined based on the SLME results. First , the effective activation barrier at the zero 
stress state, Ar can be obtained from fitting the raw SLME data in Fig. 4·6 to Eq. 
(3.4). Before moving forward, we discuss the implications of the strong temperature-
dependence for the fitting constant Ar in Fig. 4·6, and its relationship to Eq. (3.4). 
Our SLME results in Fig. 4·6 demonstrate that the 3/2 exponential function in Eq. 
(3.4), which has become widely utilized since the work of (Johnson and Samwer, 
2005), can be used to fit the yield stress of amorphous solids for strain rates ranging 
from exceptionally fast (i.e. MD time scales) to experimentally-relevant. However, 
in order to be applicable for the wide range of temperatures from far below T9 to T9 
as in Fig. 4·6, Ar must vary as a function of temperature. This can be observed 
by the fact that the normalized value Ar/(k8 T) must change by more than an or-
der of magnitude from 185.4 at 0.14T9 to 14.25 at T9 in order to fit the different 
temperature-dependent curves in Fig. 4·6. This also illustrates the error in assuming 
Ar is constant, as has been done in previous works for amorphous solids (Cheng and 
Ma, 2011b). 
The second more subtle parameter to be fit in Eq. (3.5) is the temperature-
( ) kBTnvo (Sc) . fi dependent prefactor i o T = D exp - , wh1ch was rst defined above Eq. 
f-L kB 
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Figure 3·3: (a) Shear yield stress T computed using the SLME (solid 
lines) and MD (open symbols) methods at the MD-accessible strain 
rates ..y. (b) Values of the prefactor io as a function of temperature. 
(3 .2). This prefactor is difficult to calculate primarily due to issues in obtaining an 
exact value for the activation entropy Sc, but also because the variation of the at-
tempt frequency v0 with temperature is also unknown. Furthermore, recent work has 
demonstrated that the attempt frequency v0 can also take on a wide range of val-
ues (Koziatek et al., 2013; Rodney et al., 2011) . Therefore, in the present work, i o(T) 
is obtained by directly fitting to MD simulation results at various temperatures. In 
doing so, it is demonstrated in Fig. 3·3(a) that the SLME results for the yield stress 
do match the MD simulation results for a range of temperatures for all accessible MD 
strain rates. From Fig. 3·3(b), it is clear that io(T) increases significantly for tern-
peratures below about T=0.2, while taking values close to 1 for larger temperatures. 
This is likely due to the exponential dependence of the activation entropy exp ( :~) 
in low-temperature activation processes , i.e., a substantial activation entropy increase 
is needed for any activation events to occur at these low temperatures . 
There is one other important comment regarding the fitting of io(T). Specifically, 
while we have obtained it for the SLME simulations for each temperature from MD 
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Figure 3·4: Shear stress T versus strain 1 at (a) T = 0.05 and (b) 
T = 0.20 by MD , MD (inherent) and SLME for MD-accessible strain 
rate of 'Y = 5 x 10-5 . 
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simulations, the only impact of io(T) on the SLME results in Fig. 3·3, and also 
to be shown later in Fig. 4·5 is to shift the position of the SLME curves, while 
importantly the slope remains unchanged. Therefore, even though the SLME results 
are fit to match t he MD results at MD strain rates, we will show later in Fig. 4·5 
because the slope of the SLME and MD curves differ even at high strain rates where 
the differences in the yield stress values are nearly negligible, the different slopes will 
cause noticeable differences between the SLME and MD results at experimental strain 
rates, particularly at low temperatures. 
As a final test of the SLME method to reproduce the benchmark MD simulation 
results at high, MD-accessible strain rates, Fig. 3·4 shows a comparison of the SLME 
and MD-generated st ress-strain curves for two different temperatures, T = 0.05 and 
T = 0.2, for the MD-accessible strain rate of 'Y = 10-5 . As can be seen, there is more 
fluctuation in the MD results due to the dynamic nature of an MD simulation. To 
smooth out the fluctuations to enable a clearer comparison between MD and SLME, 
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the inherent structures for the MD simulations are obtained by performing energy 
minimization on the MD configuration to bring the MD trajectory to the nearest local 
minimum, which is shown by the solid black symbols in Fig. 3·4. Encouragingly, the 
SLME results agree with MD for both the low temperature case in Fig. 3·4(a) where 
T = 0.05, and the higher temperature case where T /T9 = 0.54 in Fig. 3·4(b), in 
both the yield stress and strain, as well as the general trajectory of the system after 
yielding has occurred. 
3.3.3 SLME results of strain rate and temperature-dependence of yield 
stress 
Although qualitative trends similar to Fig. 3·3 have been observed in recent MD 
simulations of yielding in amorphous solids (Cheng and Ma, 2011b), there are no-
table quantitative discrepancies between the MD and SLME results, especially at low 
temperature and when high strain rate MD results are extrapolated to slow strain 
rates. Explicitly, follow Eq. (3.5) and plot the yield stress versus strain rate curve 
for various temperatures in Fig. 4·5(a), which compares the SLME results (filled 
symbols and solid lines) to the extrapolation of the MD results (open symbols and 
dashed lines) to slower strain rates. What is noticeable is that, while the SLME and 
MD results agree fairly well for all strain rates for temperatures greater than about 
T = 0.2, the difference between the SLME and extrapolated MD results at slower 
strain rates increases as the temperature decreases. 
These discrepancies at low temperatures are mainly caused by the differing values 
of Ar in Eq. (3.5), where the SLME values of Ar are significantly larger than the 
MD values at low temperatures. For example, at T = 0.05 = 0.14Tg the SLME 
Ar = 9.27 is nearly two times larger than the MD Ar=4.86. Physically, this means 
that while at low temperatures the MD trajectories are dominated by slow dynamics, 
the SLME trajectories can still explore the entire relevant PES subspace truncated 
- - --- -
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Figure 3·5: Comparison of MD (open symbols and their extrapolated 
dashed lines) and SLME (solid lines) results for (a) yield stress T ver-
sus strain rate 'Y, with the experimental strain rate window shaded; 
(b) yield stress r versus normalized temperature T /T9 ; (c) activation 
volume 0 versus strain rate -y. 
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by the given strain rate (or effectively Q* of Fig. 3·9) to identify the most favorable 
free energy basins. The ability of reaching more stable free-energy metabasins using 
the SLME approach enables the materials to sustain larger yield stresses. On the 
other hand, the MD and SLME predictions for the yield stress are consistent for the 
MD-accessible strain rate of 1 = 10- 3 for all temperatures. Not coincidentally, the 
value of Ar for SLME is 7.96 while the Ar from MD is 7.56 at T = 0.2, which reflects 
the good agreement between MD and SLME as the temperature increases. 
To further quantify the difference introduced due to the discrepancies in Ar be-
tween MD and SLME at low temperatures, for T = 0.05 in Fig. 4·5(a) the yield 
stress of 1.07 is reached for a laboratory strain rate of 1 = 10-15 , where the labora-
tory strain rate is about 10 orders of magnitude slower than the typical MD strain 
rate of 1 = 10- 5 . This yield stress using the MD extrapolation is predicted to oc-
cur at a strain rate of 1.5 x 10-10 , or a five order of magnitude predicted difference 
in strain rate. In conjunction with this, Fig. 3·6 shows a comparison of the shear 
stress-strain curve at T = 0.1 as obtained using the SLME approach, for both an 
MD strain rate of 3.2 x 10- 3 and an experimental one of 6.5 x 10- 12 . It can be seen 
that the major difference at the two strain rates is the reduction in yield stress with 
decreasing strain rate, while the elastic properties, i.e. the slope of the linear portion 
of the stress-strain curve, are quite similar. 
From Fig. 4·5(a), and similar to the results to be discussed in Fig. 4·5(b), it 
is clear that for as the temperature increases, the agreement between extrapolated 
MD and SLME improves, even down to very slow strain rates. However , for lower 
temperatures, or the temperature range that the mechanical properties of BMGs are 
most often tested within , there is a significant discrepancy between the extrapolated 
MD and SLME results at the slower, experimentally-relevant strain rates. This is 
quantified by choosing the representative MD strain rate to be 1 = 10- 3 and the 
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Figure 3·6: Shear stress T versus strain "( at T = 0.1 by SLME for 
two different strain rates, the first ('Y = 3.2 x 10-3 ) being comparable 
to MD, and the second ( "( = 6.5 x 10-12 ) being experimentally-relevant 
(i.e. ~10 orders of magnitude smaller than MD) . 
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representative experimental strain rate to be ~ = 10-15 . Taking ~ = 10-15 , it finds 
that for T = 0.05 = 0.14Tg, the extrapolated yield stress using MD would be about 
T = 0.86, while the yield stress obtained using SLME is about T = 1.07, which is about 
26% larger. Similarly, the yield stress obtained using SLME forT= 0.10 = 0.28Tg is 
about 17% larger than the extrapolated MD value. 
There are three important points to emphasize based on the numerical results 
shown in Fig. 4·5. (1) The SLME results agree with the MD results at MD-accessible 
strain rates for all temperatures. (2) At slower strain rates, SLME gives quite different 
results than obtained via directly extrapolating the MD results, particularly for lower 
temperatures. (3) One needs other independent means, in particular experimental 
measurements , to assess the accuracy of the SLME results as compared to the ex-
trapolated MD results at the slower, experimentally-relevant strain rates. However, it 
is noted that while the MD and SLME results are obtained from the same PES, only 
small barriers are crossed using MD due to the well-known strain rate limitations. 
Furthermore, the slow strain rate data obtained using the extrapolation of the MD 
data is based upon the crossings of small barriers at higher strain rates, while the 
SLME results at slow strain rates are based upon climbing over much larger energy 
barriers. 
There is another striking result in Fig. 4·5(b), which is the increasingly strong 
sensitivity to temperature exhibited by the yield stress for decreasing (slower) strain 
rates. In particular, for the experimentally relevant strain rate of~ = 10-15 , the yield 
stress decreases nearly two orders of magnitude from very low temperatures to when 
T = T9 is reached. This dramatic decrease in yield stress occurs because within the 
SLME framework at very low strain rates, the atomistic system has sufficient time to 
explore many possible exit paths even out of very deep metabasins (Cao et al., 2012; 
Cao et al., 2013). 
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Figure 3·7: Snapshot of the number of atoms whose displacement 
magnitude is larger than 5% of the maximum displacement magnitude 
as calculated using the SLME approach at the activated state (i.e. the 
highest saddle point that is crossed before yield) for strain rates of (a) 
"( = 3.2 x 10-3 , and (b)"(= 6.5 x 10-12 and T = 0.1. Image (c) shows 
the probability density of displacements, which demonstrates that at 
slower strain rates, there are more atoms with larger displacements at 
yield. In total, 275 atoms are active by this 5% criteria in (a) and 335 
atoms are active in (b). 
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It is noted that a similar result to the deformation map shown in Fig. 4·5(b) was 
presented by (Homer and Schuh, 2009) using a mesoscale finite element model for 
Vitreloy 1, i.e. a significant decrease in yield strength with increasing temperature 
at very slow strain rates. The constitutive assumptions in the (Homer and Schuh, 
2009) model that enables this behavior is that STZs can shear both forward and back-
ward, and that the STZs can interact through their elastic fields. These assumptions 
combine, at high temperature, to lead to homogeneous glass flow, with a decrease 
in strain rate sensitivity with increasing stress. Interestingly, the same behavior is 
observed in the SLME results in Fig. 4·5(b) where no such constitutive assumptions 
are made, and where the yield stress was obtained solely through PES exploration. 
This suggests that the current SLME model is able to capture the experimentally-
observed (Schuh et al., 2007) transition from non-Newtonian flow to Newtonian-flow 
at temperatures approaching T9 and very slow loading rates, which is also correlated 
with a transition from low to high strain rate sensitivity. 
In addition to quantifying the differences inherent to extrapolating MD simula-
tions of the yield stress to experimentally-relevant strain rates, the differences in the 
calculation of the activation volume D are also discussed. The activation volume is 
important because it directly reflects the STZ volume as D ~ 0.1 VsTz (Argon, 1979; 
Schuh et al., 2007). The activation volume is defined as the derivative of activation 
energy with stress, i.e. D('Y, T) = -8Q* /fh. Because the strain rate-r and the ac-
tivation energy Q* are related by Eq. 3.3, the activation volume can be written as 
D('Y, T) <X (8T/8ln')')-I, where 8T/8ln')' is the strain rate sensitivity. 
Therefore Fig. 4·5(c) the activation volume Dis plotted that is computed using 
both MD and SLME for three representative temperatures below T9 as a function 
of the shear strain rate -r. As can be seen, there are again larger differences in the 
activation volume between the extrapolated MD and SLME predictions for the lower 
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Figure 3-8: Contour plot of the shear yield stress Ty as a function of 
normalized shear strain rate ~I io and normalized temperature T IT9 
computed by the SLME method. At the experimental strain rate 
~lio = 10- 15 and room-temperature T = 0.27Tg (plus symbol) , the 
dashed line shows that the yield stress is as sensitive to a one order 
of magnitude decrease in strain rate as it is to a 1.5%T9 increase in 
temperature. In contrast, at a typical MD strain rate of ~I io = 10- 3 
and room-temperature T = 0.27Tg (star) , the dashed line shows that 
the yield stress is as sensitive to a one order of magnitude decrease in 
strain rate as it is to a 5.1 %T9 increase in temperature. 
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temperatures. Furthermore, it is clear that for the considered range of temperatures 
from T = 0.1 toT= 0.3 and shear strain rates ranging from 1 = 10-3 to 10-20 that 
the activation volumeD as computed using the SLME method generally ranges from 
4-8 in reduced LJ units. Considering the density of the bLJ amorphous solid is around 
1.2, this implies that the activation volume D ranges from about 5 to 10 atoms, and 
that the activation volume increases with decreasing strain rate "'f. Furthermore, the 
strain rate sensitivity decreases with decreasing 1, which can be seen in Fig. 4·5(a), 
which implies that the yield stress is more sensitive to the strain rate for higher strain 
rates. 
However, for lower temperatures, similar to the observations in Figs. 4·5(a) and 
4·5(b) for the yield stress, there is a noticeable difference in the activation volume 
predicted using the extrapolated MD and SLME results at an experimentally-relevant 
strain rate of 1 = 10-15 . Specifically, the activation volume for SLME is about 
6.3, while the activation volume that is obtained by extrapolating the MD result 
is about 5.5. This difference corresponds to a difference of 15% in the STZ volume 
estimated by extrapolating the results of high strain rate MD simulations. Again, this 
result suggests that caution should be utilized in directly extrapolating MD results 
down to laboratory strain rates (Cheng and Ma, 2011b), particularly for the lower 
temperatures that are the ones of technological interest . 
The atomistic motion at yield at the activated state (corresponding to the highest 
saddle point that is crossed prior to yield) is compared for two different strain rates, 
1 = 3.2 x 10-3 and 6.5 x 10-12 in Fig. 3·7 as obtained using the SLME approach. What 
is noteworthy in doing so is that while the number of active atoms is not substantially 
larger at the slower strain rate, Fig. 3· 7( c) demonstrates that those atoms typically 
have larger displacements at yield at slower strain rates. Furthermore, Fig. 3· 7 
demonstrates that, unlike the visualization of defects in crystalline nanostructures 
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using well-defined metrics such as centrosymmetry or common neighbor analysis to 
identify dislocations, stacking faults and twins, it is difficult to identify precisely the 
yield mechanism in amorphous solids. This difficulty is likely the main reason why 
many researchers prefer to perform two-dimensional studies of yielding in amorphous 
solids (Falk and Langer, 1998; Zink et al., 2006b; Karmakar et al., 2010; Maloney 
and Lemaitre, 2006; Tanguy et al., 2006; Tsamados et al., 2009). 
The results of Fig. 4·5 have significant ramifications for the interpretation of 
previous results reported in the literature. In particular, as previously noted, a recent 
work by (Cheng and Ma, 2011b) used the earlier cooperative shear model (CSM) 
of (Johnson and Samwer, 2005) to extrapolate MD simulation results of Cu64 Zr36 
at high strain rates to predict the yield stress of metallic glasses at experimentally-
relevant strain rates for a range of temperatures up to T /T9 = 300K /787 K = 0.38. 
Our results suggest that this extrapolation of MD results to lower strain rates via 
the CSM model may be valid, but only for temperatures larger than about T jT9 = 
0.15/0.37 = 0.41. Thus, if a similar trend holds for Cu64 Zr36 , the yield stresses 
at experimental strain rates for that material at the temperature range considered 
by (Cheng and Ma, 2011b) should in fact be considerably (rv 20- 30%) higher. 
However, the most important implication of Fig. 4·5 is that the SLME simulations 
and the extrapolation of high strain rate MD simulations follow distinctly different 
energetic paths during the applied shear deformation at low temperatures and exper-
imental strain rates, which implies that extrapolation of the governing deformation 
mechanisms from MD strain rates to experimental ones may not be valid. This can 
be seen by the discrepancy in the yield stress as well as the activation volume between 
the extrapolated MD and SLME for temperatures less than T = 0.5T9 . 
Finally, Fig. 3·15 shows the shear yield stress 'Ty contour as a function of the 
normalized strain rate~ /io and normalized temperature T /Tg, which is directly gen-
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erated using the SLME method. Taking as representative a room temperature-like 
value ofT = 0.27Tg and an experimental strain rate of 1/io = 10-15 , it is found 
that 8T/8log10 (1/io) = 0.039 and 8Tj8(T/Tg) = 2.6. This establishes the strain 
rate equivalent of temperature for yield stress variations. Namely, the yield stress is 
found to be as sensitive to a one order of magnitude decrease in strain rate as it is 
to a 1.5%Tg increase in temperature. This is in contrast to at the MD strain rate of 
1/io = w-3 and room temperature T = 0.27T9 , where the yield stress is found to be 
as sensitive to a one order of magnitude decrease in strain rate as it is to a 5.1 %Tg 
increase in temperature. 
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3.4 Strain-rate and temperature-driven transition in the 
shear transformation zone 
All recent studies of STZ plasticity (Dasgupta et al., 2012; Maloney and Lemaitre, 
2006) were performed without accounting for strain rate and temperature effects, 
and therefore, it remains unclear what the structure and characteristics of STZs are 
at experimentally relevant temperatures and experimentally accessible strain rates. 
These issues are studied in this section using the aforementioned SLME method. Two 
distinct types of STZs in a 2D binary Lennard-Janes (bLJ) solid are found; those 
that have identical characteristics to those that emerge from purely strain-driven, 
athermal quasistatic atomistic calculations, and those that emerge from a purely 
thermally activated state. It is also shown that the transition is characterized by 
changes in the inclusion size, the matrix deformation symmetry, the localized strain 
and displacement fields, the local free volume, the deformation mechanism inside the 
STZ, and finally the STZ nucleation stress. 
3.4.1 2D Binary Lennard-Jones model 
The 2D BLJ solid of (Falk and Langer, 1998) considered in this work contained 
N = 1000 particles of the same unit mass under periodic boundary conditions. 
The material contained two types of particles, with a large-to-small particle ratio 
of 447:553. The glass was prepared by quenching from a liquid state (Falk and 
Langer , 1998) to well below the glass transition temperature T9 = 0.3 in a constant 
volume ensemble with a cooling rate of 2 x 10- 7 . After quenching, the amorphous 
structures were relaxed to zero average stress states using an NPT ensemble. For the 
BLJ potential CJsL and EsL have units of length and energy, respectively, while the 
mass of all particles is m = 1. With these defined, the reduced time is written as 
t0 = CJsLJm/EsL, the shear modulus is EsL/CJh, while the strain rate .:Y units are 
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(CYsL.Jm/EsL)-1. All units in this paper are given in reduced LJ form, where a com-
prehensive description of LJ reduced units is given in Appendix B of Ref. (Allen and 
Tildesley, 1987). Finally, we should also emphasize that our choice of studying a 2D 
and not 3D amorphous solid using the aforementioned BLJ potential does not pre-
clude the formation and propagation of localization instabilities in two dimensional 
such as shear bands (Falk and Langer, 1998; Maloney and Lemaitre, 2006; Tsamados 
et al., 2009). 
3.4.2 Defining the characteristics of two-dimensional strain-driven and 
thermally-activated shear transformation zones 
Before assessing the coupled effects of strain rate and temperature on the STZ char-
acteristics , the STZ characteristics for two limiting cases are firstly discussed and de-
fined. In the first case, the system was first quenched to a temperature ofT= 0.001T9 . 
Shear strain increments of 0.01% were subsequently applied to the quenched structure 
followed by conjugate gradient energy minimization, where this scenario corresponds 
to the limiting case of purely shear strain ( 1 )-driven deformation at very low, or effec-
tively zero, temperature. This scenario is typically called athermal quasistatic shear 
(AQS) in the literature (Maloney and Lemaitre, 2006; Dasgupta et al., 2012) , and we 
keep that nomenclature here. 
The second case corresponds to purely thermal activation of the system in the ab-
sence of any shear deformation using the previously discussed SLME algorithm ( Cao 
et al. , 2012) . Specifically, the initial stress-free configuration after quenching is ac-
tivated by imposing (2N + 1)-D history-based penalty functions followed by energy 
minimization. A series of activation and relaxation steps can make the system escape 
from the current basin and move to a neighboring energy well. The SLME trajec-
tories consist of free energies of all the inherent structures Fi(T) = F(Si; T) that 
have been visited, where Si are the 2N-D position vectors of local minima, as well 
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as the activation free energies Qij(T) between all pairs. Following these trajectories, 
the system is activated to cross sufficiently large energy barriers that cause strain 
localization (Rodney and Schuh, 2009a) via pure thermal activation, in the absence 
of any applied shear deformation. 
The work in this section focuses on the first plastic event , i.e. , the development 
of the initial STZ, rather than on the structure of the STZ at yield or on the nature 
of STZ interactions leading to failure via shearbanding. This first plastic event is 
identified by a small drop in the potential energy versus strain curve, and occurs 
in the AQS simulation at 3.1% shear strain, which is well below the yield strain of 
7.1%. Unlike in centrosymmetric crystalline solids, the forces acting on atoms in 
an amorphous solid are nonzero after a small homogeneous strain increment from an 
equilibrium state due to the lack of crystalline symmetry, and a nonaffine displacement 
bu is necessary to bring the system to a local energy minimum. Here bu is defined as 
bu = u- uborn ) (3.6) 
where u is the displacement and the Born term uborn corresponds to the homogeneous 
contribution to the displacement u. Similarly, the nonaffine local strain bfJ is defined 
as 
(3.7) 
where the von Mises strain rJ is obtained following (Falk and Langer, 1998) and 
f/born is the applied strain on the simulation box. Thus, while the von Mises strain rJ 
is always positive, the nonaffine local strain brJ can be negative as the strain applied 
to the simulation box can be larger than the strain on an individual atom. 
Figures 3·9(a) and (c) show the total nonaffine displacement field for AQS and 
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Figure 3·9: Nonaffine displacement c5u at STZ nucleation and T = 
O.OOlTg computed by (a) AQS and (c) purely thermal activation, with 
the background colored by the local shear modulus (Yoshimoto et al., 
2004; Lutsko, 1988) f..tm. Von Mises local shear strain TJ at STZ nucle-
ation and T = 0.001Tg for (b) AQS and (d) purely thermal activation. 
Angularly averaged nonaffine (e) displacement magnitude (l6ul) 0 and 
(f) local strain ( 6TJ) 0 as a function of distance d from the center of the 
STZ. Both black (upper) and red solid lines in (e) decay exponentially, 
while the black and red lines (upper) in (f) follow Eqs. (3.8) and (3.9), 
respectively. 
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thermal activation (calculated using SLME (Cao et al., 2012)), respectively, at the 
formation of the first STZ, with the background colored by the local shear modulus 
p,m (Yoshimoto et al., 2004; Lutsko, 1988). p,m was calculated by partitioning the sim-
ulation box into small squares of length L/10, with L being the simulation box length. 
The angularly averaged nonaffine displacement magnitudes (lb"ul)e are plotted in Fig. 
3·9( e) as a function of the distance d from the center of the STZ. It is clear that the 
purely strain-driven AQS results (black squares) agree well with the analytic solution 
based on the Eshelby inclusion (blue pluses) as expected (Dasgupta et al., 2012). They 
both follow the same exponential decay function (115ul) 0 = (1- 5·uoo) exp( -kd) +5u00 , 
where for AQS the decay exponent k = 0.29 and the far-field nonaffine displacement 
plateau Ou00 = 0.13. In contrast, the nonaffine displacement field for the purely ther-
mally activated STZ (red triangles) not only decays significantly faster with k = 0.66, 
but also decays to a much smaller far-field plateau Ou00 = 0.068. This substantially 
lower far-field nonaffine deformation is related to the fact that systems containing 
thermally activated STZs are able to reduce the strain energy throughout the amor-
phous system by localizing the plastic deformation more effectively than in the AQS 
cases. 
In addition, the local von Mises shear strain rt offers a complementary view of these 
self-localized STZs, as summarized in Figs. 3·9(b) and (d) for the AQS and purely 
thermal cases, respectively. The angularly averaged nonaffine local strain (5rt) 0 as a 
function of distanced from the STZ center is plotted in Fig. 3·9(f). Interestingly, the 
AQS strain field [Fig. 3·9(f), black squares] does not decay monotonically as the AQS 
nonaffine displacement field [Fig. 3·9( e)]. Instead, it contains nontrivial oscillations 
within the overall exponentially decay profile as 
(3.8) 
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where the oscillative wave vector ko = 0.49 and the decay exponent kd = 0.4 7. 
Furthermore, we define the strain-driven STZ core size as de = 7f /2ko = 3.2, indicating 
the matrix relaxation immediately surrounding the STZ. 
In sharp contrast , the local strain field of the purely thermally activated configu-
ration [Fig. 3·9(f], red triangles) has a random-walk Gaussian core overlapped by a 
far-field exponentially decaying tail: 
(3.9) 
where the Gaussian variance a= 1.89, the exponential decay rate k = 0.34, and the 
STZ core distance de = 4.3. This purely thermal STZ core contains about 56 atoms, 
as compared to 31 atoms for the AQS case. As a summary of Figs. 3·15(a)-(f), it 
is noted that the thermally activated STZs have significantly larger core areas and 
faster exponential decay rates than the purely strain-driven STZs. 
Having established the two distinct STZ characteristics, it is important to address 
why the two types of STZs have different decay lengths in the strain and displace-
ment fields , and why the thermally assisted STZs are larger than the strain-driven 
STZs. This is because the thermally assisted STZs are able to grow in size in com-
parison to strain-driven STZs by diffusive processes. Furthermore, this also provides 
a mechanism for the matrix surrounding the STZ to reach lower energy, less strained 
configurations than for the matrix surrounding the STZ in the strain-driven case. 
Finally, this explains why the decay rate for the displacement fields surrounding ther-
mally assisted STZs is much faster than for the displacement fields surrounding the 
purely strain-driven STZs. 
In Figs. 4·6(a) and (b), we show the radial (bur) and tangential (but) components 
of the nonaffine displacement field outside of the AQS core radius de = 3.2, and their 
angle-resolved magnitudes in Figs. 4·6(c) and (d). It is important to emphasize that 
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Figure 3 ·10: (a) Radial (bur) and (b) tangent ial (but) projections of 
t he AQS nonaffine displacement field bu [Fig. 3·9a] at STZ nucleation 
and T = 0.001T9 • (a, b) The black circles are de = 3.2. (c , d) T he 
normalized angle-resolved lbur(B)I and lbut(B)I shown at d :::; 9 (red 
circles) , 12 (green squares), and 15 (purple t riangles), respectively. ( e-
h) The purely t hermal activation [Fig. 3·9c] results, in t he same order 
as (a-d) . The black circles in (e) and (f) are de = 4.3. Black lines in 
(c) and (d) are t he Eshel by inclusion results at d = 15. 
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the non-affine displacements in Figs. 4·6(a) and (b) correspond to the deformation 
of the matrix surrounding the STZ (inclusion) which has been centered in the middle 
of the image, where an empty hole of radius de = 3.2 has been drawn to represent 
the STZ core as previously discussed. The quadrupolar deformation of the matrix 
surrounding the central STZ core region is clearly present in these AQS results, which 
agrees well with the analytic Eshelby solutions (Dasgupta et al., 2012) [Figs. 4·6(c) 
and (d), black lines]. By fitting to the numerical results to Eq. (8) of (Dasgupta 
et al., 2012), the inclusion radius is found to be a= 3.2, shear eigenstrain E* = 8.0%, 
and Poisson's ratio v = 0.32. However, our thermal activation simulation results in 
Figs. 4·6(e) and (f) do not exhibit quadrupolar symmetry, which is in agreement 
with other recent PES results (Rodney and Schuh, 2009a). For this purely thermal 
activation study using the SLME method, more than 200 sequential activated events 
were sampled, and 90% in absence of quadrupolar symmetry. The snapshots in Figs. 
4·6( e) and (f) correspond to the minimum energy state obtained following the crossing 
of the highest saddle point, which results in a large local strain in the STZ core 
exceeding 10%. 
3.4.3 Strain Rate and Temperature Effects on Two-Dimensional STZ 
Characteristics 
Having established the two distinct STZ types (strain driven and thermally activated) 
above, we now utilize the SLME algorithm coupled with shear deformation to study 
the coupled effects of temperature and strain rate on the characteristics of 2D STZs, 
where the results are summarized in Fig. 3·15. Specifically, as shown in Fig. 3·15(a), 
there are effectively two regions, the thermally activated region for high T and slow 
~ (yellow area), and the strain-driven region for low T and high~ (green area). 
Before discussing the nature of the transition from strain-driven and thermally 
activated STZs at slow (experimentally relevant) strain rates that is summarized 
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in Fig. 3·15(a), it is important to first establish as one means of validating the 
SLME approach that this universal transition over broad temperature and strain-
rate ranges that is captured by the SLME approach can also be observed in actual 
MD simulations. Therefore, we performed classical MD simulations at a strain rate 
of 't = 1 x 10-5 , for a range of temperatures from 0.17T9 to 0.58T9 . As shown in Fig. 
3·15(a), according to the MD simulations the STZ characteristics change from strain 
driven (black pluses) to thermally-activated (red crosses) around 0.5T9 , as shown in 
Fig. 3·15(a) , matching the predictions of the SLME approach. Furthermore, the 
sharp transition at about 0.5T9 is characterized, as seen in Figs. 3·15(b) and (c), by 
transitions in both the displacement and the strain fields that were previously shown 
to be due to the transition in STZ characteristics from strain-driven to thermally 
activated. 
Having established that MD and SLME agree for high strain rates, the SLME 
approach is used to access those strain rates (i.e., ten or more orders of magnitude 
smaller than MD) that can be considered to be experimentally accessible. In doing 
so, it finds that at an experimentally relevant temperature T = 0.33Tg , Fig. 3·15(d) 
indicates that all the curves for 't ~ 1.0 x 10-9 coincide with the AQS (and Eshelby) 
results, and all the curves for 't ::; 7.4 x 10-12 coincide with the purely thermal 
results. This indicates that the characteristics of the STZ are strain dominated for 
the former and thermally assisted for the latter . These results are important because 
the strain rate at which the transition from strain-dominated to thermally dominated 
STZ nucleation occurs corresponds to one that occurs at the strain rates that are 
experimentally relevant ('t = 1 x 10- 14), i.e. about ten orders of magnitude smaller 
than the MD strain rate ('t = 1 x 10-5 ). This carries the important implication that if 
the STZ quadrupolar symmetry is broken at experimental strain rates, there may be 
an effect on the resulting shearband formation that occurs due to the STZ interactions 
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Figure 3 ·11: (a) Summary of transition between strain-driven to 
thermally activated STZ nucleation as a function of strain rate and 
temperature, while also showing the dependence on the STZ nucle-
ation stress, and the change in STZ area 6.S as computed using a 
Voronoi decomposition. The black dashed line is the fitting function 
log10 (1) = - 42.17 exp( -4.53T /T9 ). Normalized (ibul )e and (bry) 0 ver-
sus d for various (b and c) t emperatures at 'Y = 1 x 10- 5 via classical 
MD simulations , (d)( e) strain rates at T = 0.33T9 by SLME, and (f)(g) 
temperatures at 'Y = 2.2 x 10- 18 by SLME. The black and red lines in 
(b )- (g) correspond to the AQS and purely thermal results, respectively. 
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that would be not be captured in artificially high strain rate MD simulations. 
Thus, while Figs. 3·15 (d) and (e) demonstrate the transition in STZ characteristics 
that occurs due to reducing the strain rate from MD to experimental, Figs. 3·15(f) 
and (g) demonstrate that the same transition in STZ characteristics can be achieved 
by keeping a constant strain rate, but increasing the temperature. As a summary 
of all the results demonstrated in Figs. 3·15(b)-(g), Fig. 3·15(a) indicates that the 
transition from strain-dominated (Eshelby, or AQS) STZ nucleation to thermally 
dominated can be observed for strain rates ranging from MD (1 = 1 x 10-5 ) to 
experimental ( 1 = 1 x 10-15 ) by increasing the temperature, or by reducing the 
strain rate at constant temperature. Moreover, the stress needed to nucleate the 
initial STZ decreases with increasing temperature, or equivalently with decreasing 
strain rate. 
It is also relevant to consider the effects of system size on the present results. 
This is important because previous studies, such as done by Lerner and Procaccia 
(Lerner and Procaccia, 2009), have demonstrated that the yield stress, and the stress 
drop after yield, among other interesting quantities, are indeed system size depen-
dent, where the system size refers to a system of N atoms having periodic boundary 
conditions such that surface effects are not considered. For our results in Fig. 3·15, 
the STZ transition mechanism observed from strain driven to thermally assisted does 
not change. However, what will change with the system size is the position of the 
transition curve in Fig. 3·15(a). 
Before moving on, it is relevant to discuss here the effects of dimensionality on the 
results reported here, i.e., whether this sharp transition in STZ characteristics would 
be seen in three-dimensional (3D) amorphous solids. Some skepticism as to whether 
such a finding would hold in three dimensional arises from recent results by (Olsson 
and Teitel, 2007), (Guan et al., 2010) and (Langer and Egami, 2012), where stress-
(a) 
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Figure 3·12: Change in Voronoi area tlS of each atom between the 
undeformed configuration and STZ nucleation at T = 0.33T9 for strain 
rates of (a) 2.4 X 10-5 and (b) 5.0 X 10-14 . 
density, stress-temperature, and stress-viscosity scaling relations, respectively, were 
observed. It is at present unclear whether the sharp transition in STZ characteristics 
that we have observed here in two dimensions would be observed in three dimensions, 
and is an important issue that will be considered in future work. 
We address the transition in the deformation mechanism inside the STZ that 
occurs in transitioning from strain-induced to thermally-activated STZ formation. 
Figure 4·11 shows the change in Voronoi area tlS within the STZ core at T = 0.33T9 
for shear strain rates of 2.4 X w-5 (left) and 5.0 X w-14 (right). It is found that the 
Voronoi area for the STZ at the faster, MD-relevant strain rate of 2.4 x 10-5 is about 
0.21, whereas a much larger increase of 0.93 is found for the experimental strain rate of 
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5.0 x 10-14 . These values are representative of the average change in Voronoi area that 
we calculate across the range of different strain rates and temperatures we considered 
as shown in Fig. 3·15( a), where the average fj.S for strain-driven STZ nucleation is 
about 0.18, while the average /j.S for thermally activated STZ nucleation is about 
0.98. Furthermore, the significantly faster decay of the nonaffine displacement field 
at the experimental strain rate that was previously quantified in Fig. 3·15 is seen 
clearly in comparing Fig. 4·11(b) to Fig. 4·11(a). 
Most interestingly, the deformation inside the STZ changes from shear dominated 
at elevated strain rates, which corresponds well to the relatively small change in 
STZ Voronoi area as illustrated in Fig. 4·11(a) , to tensile once the deformation is 
thermally activated as shown in Fig. 4·11 (b), which also agrees well with the larger 
change in STZ Voronoi area. Furthermore, it is observed that the feature that co-
incides with the shear-to-tensile deformation change inside the STZ is the breaking 
of the quadrupolar symmetry that is seen in Fig. 4·11(a) , where in Fig. 4·11(b) the 
compressive portion of the quadrupolar deformation is significantly reduced, whereas 
the tensile portion remains largely intact. This suppression of the compressive por-
tion of the quadrupole renders the STZ deformation largely tensile at slower strain 
rates, resulting in the larger STZ area changes, whereas the largely shear-dominated 
STZ deformation results in very small area changes, which is consistent with a shear 
(volume-preserving) deformation mechanism. 
As a final, but important , comment, it is noted that no comparison of the strain-
driven or thermally activated STZs to experimental results have been made in this 
work. This fact is not particular to this simulation study, but is in fact a general 
theme of all atomistic simulation studies of STZs in amorphous solid due to the fact 
that the atomic scale structure of an individual STZ has yet to be resolved experimen-
tally (Schuh et al. , 2007; Cheng and Ma, 2011a). In contrast, current experimental 
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studies are able to back out the STZ size by using activation energy arguments (Pan 
et al. , 2008; Harmon et al. , 2007) . Thus, it is hoped that the theoretical results 
of STZ characteristics obtained in this work may prove beneficial to theorists and 
experimentalists alike in the future. 
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3.5 Surface shear transformation zones in amorphous solids 
3.5.1 Preparation of bulk and surface glasses 
A 2D system of 1000 atoms is considered that interacts via the binary Lennard-Jones 
(bLJ) potential of (Falk and Langer, 1998) . This binary system, which is known to be 
a good glass former , has been extensively studied (Widom et al., 1987; Shi and Falk, 
2005a; Shi and Falk, 2005b; Ashwin et al., 2013). The system contains two types of 
particles with a large to small particle ratio of N1 / Ns = ( 1 + ..J5) /4. Standard length 
and energy values are used, where a-ss= 2sin(7r/10) and Ess= 0.5 , a-LL= 2sin(7r/5) 
and ELL= 0.5, and o-81= 1.0 and Es1 = 1.0. All of these pair-wise interactions are 
truncated at the same cutoff distance of 2.5. Both the large and small particles have 
the same mass m = 1, which defines the time unit as t 0 = o-s1 Jm/c:81 for this bLJ 
system. The glass transition temperature is Tg = 0.3. 
To prepare the glass, a 2D bulk liquid was equilibrated at a high temperature of 
T = 1.0 = 3.33Tg for 100,000t0 under a constant number of particles, volume, and 
temperature (NVT) ensemble, where the bulk nature was enforced by applying peri-
odic boundary conditions in both the x and y-directions. The particle number density 
(N1 + N8 )/(LxLy) = 0.98. For the AQ simulations, the liquid was then quenched to a 
low temperature of T=0.0001 at a cooling rate of 2 x 10-7 , while for the finite temper-
ature SLME simulations the liquid was quenched to T = 0.33T9 to approximate room 
temperature. Following this quenching procedure twenty independent glassy samples 
were prepared to study the effects of sample-to-sample variation. After quenching, 
these amorphous structures were fully relaxed to a zero average stress state using an 
NPT (constant number of particles, pressure and temperature) ensemble. The struc-
tures at the conclusion of the NPT portion of the equilibration were used to study 
the formation of bulk STZs, where no free surfaces are present due to the periodic 
boundary conditions. Structures having free surfaces were created using the same 
69 
procedure, followed by removing periodicity in the y-direction, and a relaxation for 
100,000t0 to release the local residual stress that occurs due to the creation of the 
free surfaces. 
3.5.2 Surface and bulk STZs under athermal, quasistatic loading 
Once the 2D amorphous structures (both the bulk structures and those with free 
surfaces) were obtained after cooling and equilibration, they were subject to uniaxial 
tension in the x-direction with a strain increment of .6.E = 10-4. The bulk structures 
were also subject to a compressive strain of v.6.E in the y-direction, where v = 0.39 
is the Poisson's ratio. This was done to allow relaxation in the direction transverse 
to the applied strain. The structures were loaded until formation of the first STZ, 
which corresponds to a small energy drop on the potential energy versus tensile strain 
curve. Unlike in centrosymmetric crystalline solids, the forces acting on atoms in 
an amorphous solid are not zero after applying a small strain increment from an 
equilibrium state, and a non-affine displacement 6'u is necessary to bring the system 
to a new equilibrium state. Here, the non-affine displacement, which represents the 
deviation with respect to a homogeneous deformation field (Alexander, 1998), can be 
defined as 
(3.10) 
where a denotes different atoms and i, j = 1, 2 defines the 2D Cartesian coordinates. 
Xad and X~i are the position vectors for an atom a in the deformed and reference 
configurations, respectively, Eij is the strain tensor and 6ij is the identity tensor. We 
also computed the atomic shear strain to measure local inelastic deformation. The 
local shear strain is defined as TJ = ~ (FFT - I), where the deformation gradient F 
is obtained by minimizing the mean-square difference between bond lengths in the 
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Figure 3·13: Representat ive non-affine displacement field bu for (a) 
bulk STZ and (c) surface STZ nucleation. Mises local shear strain 77 for 
(b) bulk STZ and (d) surface STZ nucleation. All cases for AQ loading 
conditions, where the arrows indicate the direction of tensile loading. 
reference and current configurations (Falk and Langer, 1998; Shimizu et al., 2007). It 
is noted that for both the AQ and finite temperature SLME simulations, the nonaffine 
displacements were calculated with respect to the inherent structures, or local energy 
minima. 
Our first results examme the structure of bulk and surface STZs under the 
well-known AQ conditions that have been used in many prior simulations of bulk 
STZs . (Maloney and Lemaitre, 2006; Tsamados et al. , 2009; Tanguy et al. , 2006 ; 
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Lemaitre and Caroli, 2007). In presenting the results in Figs. 3·13 and 3·14, it is 
noted that 20 AQ simulations were performed for both the bulk and surface geome-
tries using different initial configurations. The non-affine displacement fields shown 
in Figs. 3·13 and 3·14 were chosen as representative of the fields seen in the 20 AQ 
simulations. 
Figs. 3·13(a) and (c) show the nonaffine displacement for representative bulk 
and surface STZs, respectively, while the corresponding local strain for the bulk and 
surface STZs is shown in Figs. 3·13(b) and (d). The nonaffine displacement in the 
bulk case in Fig. 3·13( a) is reasonable as the displacements along the x-direction 
point outward in the direction of the applied tensile loading, while the displacements 
in the y-direction point inwards towards the STZ core due to the Poisson effect. The 
surface STZ in Fig. 3·13( c) also exhibits a nonaffine displacement field with similar 
characteristics as the bulk STZ in Fig. 3·13(a), though one compressive pole in the 
y-direction is missing due to the presence of the free surface. 
Next the nonaffine displacements were decomposed for both the bulk and surface 
STZs in Fig. 3·13 into their tangential and radial components. This exposition is typ-
ically performed for two reasons. First, bulk STZs are known to exhibit a quadrupolar 
response in the nonaffine displacement field (Maloney and Lemaitre , 2006), which is 
clearly shown in Figs. 3·14(a) and (b). Second, this decomposition also reflects the 
matrix response to the STZ core, which has recently been represented theoretically 
as an Eshelby inclusion that is embedded within a matrix, where the matrix exhibits 
quadrupolar deformation symmetry and where the inclusion represents the size of the 
STZ (Dasgupta et al., 2012). 
Interestingly, the surface STZ in Fig. 3·14(c) and (d) exhibits a very similar 
quadrupolar response as the bulk STZ in Fig. 3·14(a) and (b), with the obvious 
difference that again, one compressive contribution to the STZ is missing due to the 
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Figure 3 ·14: Representative radial (bur) projection of the AQ non-
affine displacement field bu for (a) bulk and (c) surface STZs. Repre-
sentative tangential (but) projection of the AQ nonaffine displacement 
field for (b) bulk and (d) surface STZs. 
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Figure 3·15: (Color online) Normalized angle resolved radial (6ur(B)) 
projections of the AQS nonaffine displacement field 6u for (a) bulk 
and (c) surface STZs. Normalized angle resolved tangential (but(B)) 
projections of the AQS nonaffine displacement field for (b) bulk and 
(d) surface STZs. Filled symbols are raw data of 20 independent AQ 
simulations, which were averaged to obtain the bulk and surface radial 
and tangential projections. 
presence of the free surface. We additionally characterize the size of the bulk and 
surface STZs in Fig. 3·14, and find that the plastic cores contain about 25 and 18 
atoms for bulk and surface STZs, respectively, based on a criteria of atoms whose 
local strain exceeds 5%. While it is to be expected that the surface STZ core size is 
smaller than the bulk due to the presence of the free surface, it is interesting to note 
that the surface STZ core size is larger than half of the bulk value. 
The results in Figs. 3·13 and 3·14 were obtained from a single representative AQ 
simulation. However, as previously mentioned, 20 such AQ simulations were per-
formed for both the bulk and surface geometries using different initial configurations 
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for more accurate statistical sampling and characterization. Thus, the angle resolved 
magnitudes of the radial and tangential contributions to the nonaffine displacement 
field for all 40 AQ simulations are shown in Fig. 3·15. Both the bulk and surface 
STZs exhibit symmetry, though the surface symmetry differs from the bulk due to the 
presence of the free surface. Fig. 3·15 also demonstrates that the radial projections 
in the y-directions are smaller than those in the x, or tensile direction. For the bulk 
in Fig. 3·15(a), the magnitudes of the radial projections ate= 0 and e = rr for the 
x-direction are larger than they-direction projections at 8 = rr /2 and 8 = 3rr /2. This 
is also observed for the surface radial projection in Fig. 3·15(c) , though it is noted 
that the angles 8 that correspond to the x and y directions are slightly shifted as 
compared to the bulk case in Fig. 3·15(a); this will be discussed more later. 
That is also verified the surface radial and tangential projections seen in Figs. 
3·15(c) and (d) cannot be reproduced by adding different amounts of y-direction 
compressive strain to a bulk sample. Furthermore, the average strain value for the 
nucleation of the initial STZ for the 20 bulk AQ simulations is 0.034, while the 
average surface STZ nucleation strain over 20 AQ simulations is slightly lower at 
0.029. Overall, we denote the characteristics of both the bulk and surface STZs that 
we have documented in Figs. 3·13-3·15 as strain-driven, as these were obtained from 
AQ simulations in which thermal effects are not considered. 
Due to the uniaxial tensile deformation that is applied, both the bulk and surface 
STZs can be represented geometrically by an ellipse, as shown in Fig. 3·16, where the 
ellipsoidal characteristics are obtained by averaging over the results of 20 independent 
AQ simulations. However , t he STZs differ in the exact ellipsoidal shape they take. 
The bulk STZs have a minor to major axis ratio of b/a = 0.74, while the surface 
STZs are more elongated, having a minor to major axis ratio of b/a = 0.57. The 
ratio for the surface STZ is smaller than the bulk due to the fact that the free surface 
(a) 
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Figure 3 ·16: Schematic plots of the ellipsoidal geometry of (a) bulk 
and (b) surface STZs. Ellipsoidal characteristics obtained by averaging 
over the results of 20 independent AQ simulations. 
Table 3.1: Comparison of bulk and surface STZs under AQ tensile 
loading. Values in parenthesis are the standard deviations from 20 
independent AQ simulations. 
bulk STZ 
surface STZ 
contracts to enforce the kinematic constraint that there should be zero stress normal 
to the surface (Haiss , 2001). Other fundamental differences between the bulk and 
surface STZs can be gleaned by comparing their principle angles as in Table 3.1. 
Specifically, the x-direction principle angle for bulk STZs is 1.5° while they-direction 
principle angle is 1.4°, which implies that the direction of nonaffine displacement 
essentially coincides with the x and y-axes , respectively, as would be expected for 
uniaxial tension. 
In contrast , the principle angles for the surface STZ are different. In particular, the 
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Figure 3·17: Angularly averaged nonaffine displacement magnitudes 
(16ul )8 as a function of distance d from the STZ center for both bulk 
and surface STZs. Gray filled and open symbols are raw data of 20 
independent AQ simulations, which were averaged to obtain the bulk 
and surface STZ curves. 
x-direction principle angle is 18.3°, meaning that the direction of maximum nonaffine 
displacement does not coincide with the tensile axis, and is instead rotated by nearly 
20° with respect to it. The rotation of the principle angle for the surface STZ can 
be intuitively understood if the diagram in Fig. 3·16(b) is interpreted similar to a 
free body diagram. In that sense, the forces that result along the principal, or tensile 
directions require a y-direction component to balance out the compressive y-direction 
force from the material bulk, which would otherwise be unbalanced due to presence 
of the free surface. 
Fig. 4·5 shows the angularly averaged nonaffine displacement magnitudes (l8ul )8 
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as a function of distance d from the center of both bulk and surface STZs due to AQ 
tensile loading. The averaged magnitudes over ten cases were fitted to the exponential 
decay function (lbul)e = (1 - bub) exp( -kd) +bub, where for bulk and surface the 
exponential decay constants , which have units of inverse length, are k = 0.26 ± 0.07 
and 0.23±0.06 respectively, while the boundary nonaffine displacement plateau bub = 
0.055 ± 0.022 and 0.037 ± 0.033 for bulk and surface, respectively; the boundary 
nonaffine displacements are non-zero due to the finite size of the simulation box. 
Overall, this implies that the decay rate of the displacement field is essentially the 
same for bulk and surface STZs that arise due to AQ loading. It is noted that we 
also considered additional ways of examining the nonaffine displacement magnitude 
decay, for example along the direction of maximum nonaffine displacement in the 
case of the surface STZ. However, changing the directionality of the plotting did not 
impact the main results shown in Fig. 4·5, and thus we show only the angularly 
averaged nonaffine displacement. 
Before leaving this section, we would like to comment on the choice of using an 
exponential decay function to fit the data shown in Fig. 4·5, where our primary in-
terest lies in representing the nonaffine displacement decay of the STZ core, rather 
than the long-ranged elastic medium response, which is known to follow a 1/r rela-
tionship (Eshelby and Eshelby, 1957; Maloney and Lemaitre, 2006). This choice is 
justified by the fact that an exponential decay is known to accurately represent other 
topological defects (Dauxois and Peyrard, 2006; Campbell et al., 2004) , including 
dislocations in crystalline solids (Peierls, 1940) and topological solitons in conduct-
ing polymers (Heeger et al., 1988; Lin et al., 2006). Due to the limited size of our 
simulation supercells, Fig. 4·5 can only accurately capture the plastic STZ core con-
tributions, but not the slow-decaying elastic medium response. This gives rise to the 
non-zero non-affine displacements at the supercell boundary bub as shown in Fig. 4·5. 
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Although it is difficult based on the simulation data presented in this work to estimate 
the exact distance at which the exponential decay of the plastic core will switch over 
to the power law decay, it is reasonable to expect that both the exponential decay of 
the plastic STZ core and the far field elastic power-law decay may be captured if a 
much larger supercell could be simulated. 
3.5.3 Strain rate and temperature effects on bulk and surface STZs 
The previous section focused on comparing the characteristics of strain-driven bulk 
and surface STZs under AQ conditions, i.e. neglecting temperature and strain rate 
effects. Because of this, we now utilize the SLME method to characterize the nature 
of surface STZs under tensile deformation at finite temperature and for a range of 
strain rates from MD-accessible to experimentally-relevant. Specifically, we chose two 
characteristics strain rates, MD-relevant ( E = 1 x 10-5 ) and experimentally- relevant 
(i: = 1 x 10-18 ) , which is slightly more than 10 orders of magnitude smaller than MD, 
and a temperature T = 0.33T9 which approximates room temperature. 
For these SLME simulations at the MD strain rate of E = 1 x 10-5 , the average 
yield strain for a bulk STZ is 0.031, while for a surface STZ it is 0.025. For the 
SLME simulations at the experimental strain rate of E = 1 x 10-18 , the average bulk 
STZ yield strain is 0.019, while the average surface STZ yield strain is 0.016. In all 
cases, the surface yield strain is smaller than the bulk, as expected. Furthermore, at 
the slower strain rate, the bulk yield strain decreases. This is because at the slower 
strain rate, the system has more time between loading increments to climb over higher 
energy barriers, which can lead to yielding at a lower strain value. 
Figs. 4·ll (a) and 4·11(c) show the total nonaffine displacement field at a strain 
rate 1 x 10- 5 for bulk and surface STZs, respectively, where again all simulation 
results in this section were obtained using the SLME method. As can be seen, the 
quadrupolar symmetry still exists at the high, MD-relevant loading rate which agrees 
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Figure 3·18: Representative non-affine displacement field 6u for (a) 
bulk STZ and (c) surface STZ nucleation at a strain rate off_ = 1 x 10-5 . 
Representative non-affine displacement r5u for (b) bulk STZ and (d) 
surface STZ nucleation at a strain rate of f_ = 1 x 10-18 . 
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with the AQ, or strain-driven STZs shown in Figs. 3·13(a) and (c), and which suggests 
that the STZ geometry both within the bulk and at free surfaces is not impacted by 
very high strain rate loading. 
However, as decrease the strain rate, due to the substantially larger amount of 
time the system has to explore the PES in between loading increments, the possibility 
that thermal fluctuations will enable the system to cross over larger energy barriers on 
the PES increases, which may impact the resulting STZ structure. The importance 
of the thermal effects is illustrated in Figs. 4·11 (b) and (d), in which both bulk and 
surface STZs appear to lose quadrupolar symmetry when the strain rate decreases to 
f. = 1 x 10-18 . As a consequence, these are referred to as thermally-activated bulk 
and surface STZs. In addition to the nonaffi.ne displacement field, we also show the 
Mises local shear strain for representative bulk and surface STZs at different strain 
rates is shown in Fig. 3·19. The strain field appears for the surface STZs in Figs. 
3·19(c) and (d) to extend further into the bulk region for the slower strain rate case in 
Fig. 3·19(d). Again, we emphasize that the results in Figs. 4·11 and 3·19 were chosen 
as they are representative of the non-affine displacement fields and shear strains seen 
in analyzing the results of the 20 independent SLME simulations that were done for 
both strain rates. 
By further analyzing the results of the 20 independent SLME simulations at the 
both strain rates (f. = 1 x 10-5 and f. = 1 x 10-18), for the MD-relevant strain 
rate of f. = 1 x 10-5 , it found that all 20 bulk STZs showed quadrupolar symmetry, 
as illustrated in Fig. 4·11(a). Therefore, in Fig. 3·20(a), we compare the average 
magnitude of the nonaffine displacement (black filled circles) with the previous AQ 
fitting function used in Fig. 4·5 (blue solid line) for bulk STZs, and find that they 
overlap, which demonstrates that high strain rates do not impact the geometry or 
decay length for strain-driven bulk STZs. 
81 
f. = 1 x w- 5 (b) f.= 1 x w-
18 
>- >-
X X 
(c) f.= 1 x w-
5 E = 1 X 10- 18 
>- >-
X X 
Figure 3·19: Representative Mises local shear strain rJ for bulk STZ 
at strain rates of (a) f_ = 1 X w-5 and (b) f_ = 1 X w- 18 . Representative 
Mises local shear strain rJ for surface STZ at strain rates of (c) f. = 
1 X w-5 and (d) E = 1 X w-18 . 
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Figure 3· 20: N onaffi.ne displacement magnitude decay rate for bulk 
STZs at a strain rate of (a) 1 x 10-5 ; (b) 1 x 10-18 (right) at T = 0.33T9 . 
Open symbols are raw data of 20 independent SLME simulations while 
the filled symbols are the average values. The solid lines represent 
fitting functions. 
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However, the structure of the bulk STZs changes when the strain rate is decreased 
to the experimentally-relevant value of 1 x 10-18 . In this case, 11 out of 20 bulk STZs 
were found to lose symmetry, as illustrated in Fig. 4·11(b), where the thermally acti-
vated bulk STZs were found to have a core size containing 31 atoms, which is larger 
than the strain-driven bulk STZ core size of 25 atoms. Thus, in Fig. 3·20(b), the 
averaged nonaffine displacement for the 11 thermally-activated cases in which sym-
metry is lost were also fitted to an exponential decay function, where the exponential 
decay constant is k = 0.44 ± 0.08 and the boundary nonaffi.ne displacement plateau is 
bub = 0.051 ± 0.022. Comparing to the previous bulk STZ decay rate for the AQ sim-
ulations of k = 0.26 implies that thermally activated bulk STZs at slower strain rates 
under uniaxial tension exhibit a higher decay rate of the displacement field, which is 
in agreement with our previous results for shear-driven bulk STZs (Cao et al. , 2013). 
Similar to the bulk STZs, surface STZs also keep their AQ symmetry at the high, 
MD-relevant strain rate of 1 x 10-5 , where the average nonaffine displacement for 
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Figure 3·21: Nonaffine displacement magnitude decay rate for surface 
STZs at a strain rate of (a) 1 x 10- 5 ; (b) 1 x 10- 18 (right) at T = 0.33T9 . 
Open symbols are raw data of 20 independent SLME simulations while 
the filled symbols are the average values. The solid lines represent 
fitting functions. 
20 independent SLME simulations falls exactly on the AQ fitting curve previously 
derived in Fig. 4·5, as shown in Fig. 3·21(a). For the surface STZs, once the strain 
rate is decreased to 1 x 10-18 , 15 of the 20 independent simulations were found to lose 
quadrupolar symmetry, and thus their strain-driven characteristics. As an example, 
the thermally-activated surface STZs were found to have a core size of 28 atoms, in 
comparison with the 15 atom core size found for the strain-driven surface STZs. The 
average of these 15 simulations, in which the surface STZs are thermally activated, 
are plotted in Fig. 3·21(b) and fitted to an exponential function with k = 0.16 ± 0.05 
and 6u= = 0.028 ± 0.02. The other five simulations , in which symmetry remained 
in the surface STZ, were labeled as strain driven. The average value of the nonaffine 
displacement magnitude is slightly smaller than for the strain-driven case, which is 
likely due to the fact that only two simulations were used to generate the average 
value. 
In comparing the bulk and surface STZ characteristics at the two different strain 
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rates, Figs. 3·20(a) and 3·21(a) make clear that at the high, MD-relevant strain rate 
of f_ = 10-5 , the bulk and surface STZs show similar decay characteristics. However , 
in contrast at the slower, experimentally-relevant strain rate of f_ = 10-18 , the de-
cay characteristics change. Specifically, as shown in Fig. 3· 20(b) for the bulk, the 
thermally-activated bulk STZs decay faster than the strain-driven bulk STZs. This 
trend is reversed for the surface STZs at experimental strain rates as shown in Fig. 
3·21(b). Also of interest , it is noted that as seen in Figs. 3·20(b) and 3·21(b) for both 
thermally-activated bulk and surface STZs, respectively, the magnitude of the atomic 
motion within the STZ core increases substantially as compared to the strain-driven 
bulk and surface STZs in Figs. 3·20(a) and 3·21(a). Furthermore, while the magni-
tude of the atomic motion inside the STZs increases, it is evident that in comparing 
Figs. 4·11(c) and (d) that the size of the thermally-activated STZ also increases as 
compared to the strain-driven case. 
This change in decay characteristics for thermally-activated surface as compared 
to bulk STZs can directly be tied to the geometry. Specifically, for bulk STZs as 
shown in Figs. 4·11(a) and (b), as the strain-rate decreases and thermal activation 
plays a larger role, the nonaffine displacements decay more rapidly due to the fact that 
the deformation becomes more localized, i.e. fewer atoms move, but the magnitude of 
the motion increases due to the contribution of thermal energy. In contrast, while the 
magnitude of the atomic motion also increases for the surface atoms that comprise the 
thermally-activated surface STZs, this also forces atoms near the surface to exhibit 
larger amplitude motions such that the zero stress state normal to the surface can be 
enforced. 
This can also be quantified by calculating the average drop in potential energy 
corresponding to the formation of the first STZ, where a representative energy versus 
tensile strain curve for the surface STZ at high and slow strain rates is shown in 
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Thermally activated bulk and surface STZs. 
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Fig. 3·22(a). Before discussing the magnitude of the energy drop due to surface STZ 
formation, we note that the surface STZ nucleation strain is clearly smaller at the 
slower strain rate, which occurs because at the slower strain rate, the system has more 
time between loading increments to explore and cross over higher energy barriers on 
the PES, which implies that STZ nucleation can occur for lower tensile strains. 
By calculating the average energy drop for both strain-driven and thermally ac-
tivated surface STZs, we find that the average potential energy drop is 0.39c:sL for 
the strain-driven surface STZs, while the thermally-activated surface STZs showed 
an average energy drop of 0.57c:sL· On a normalized basis, the strain-driven surface 
STZs recover only about 1% of the strain energy upon STZ nucleation, while the 
thermally-activated surface STZs recover about 7% of the strain energy, where a rep-
resentative comparison is shown in Fig. 3·22(a). Thus, the larger energy drop for the 
thermally-activated surface STZs results in a larger nonaffine displacement relaxation 
and slower nonaffine displacement field decay rate. Finally, Fig. 3· 22(b) demonstrates 
that the energy drop is larger for thermally activated surface than bulk STZs, which 
is consistent with what is seen in Figs. 4·11(d) and 3·21(b), and is consistent with 
the notion of a more compliant surface as discussed above. While we have not shown 
a figure doing so, this explanation comparing the energy drop can also be used to 
explain why for the bulk, as shown in Fig. 3·20(b), the strain-driven STZs decay 
slower than the thermally-activated ones. 
It has been noted that 15 out of 20 independent SLME simulations resulted in ther-
mally activated surface STZs, whereas 11 out of 20 independent SLME simulations 
resulted in thermally activated bulk STZs. This suggests, perhaps not surprisingly, 
that the activation energy barrier for thermally-activated surface STZs is smaller than 
that required for bulk STZs. 
Finally, an important, and unresolved issue to consider in the future is the effect 
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of the surface STZ type on the resulting failure, or shearbanding characteristics that 
occur in surface-dominated amorphous solids. In particular, it is possible that the 
difference between thermally-activated and strain-driven surface STZs will lead to 
differences in the resulting shearband that forms, both in terms of the nucleation 
stress and strain, but also perhaps in terms of shearband orientation and size. 
3.6 Conclusion 
In this chapter, a new atomistic computational approach coupling PES exploration 
techniques and transition state theory is firstly developed. This novel approach allows 
us to study the deformation and failure mechanism of amorphous solids at strain 
rates ranging from MD to experimental, and all relevant temperatures under the 
melting temperature. The strain rate and temperature-dependence of the yield stress 
for a model bLJ amorphous solid has been studied. It found that the results of 
classical MD simulations can safely be extrapolated down to experimental strain rates 
for temperatures higher than 0.4 T_9 . However, significant differences were found in 
both the yield stress and the activation volume for lower temperatures between the 
proposed method and extrapolated MD results, which suggests extrapolation of the 
governing deformation mechanisms from MD strain rates may not be valid at lower 
temperatures. The strain rate equivalent of temperature on the yield stress sensitivity 
at laboratory experimental conditions have also been identified. 
In addition, the unit plastic deformation STZ in a two-dimensional bLJ amor-
phous solid has also been studied. Specifically, a transition in the STZ characteristics 
is found where the transition can occur either by increasing the temperature or by 
decreasing the strain rate. The transition occurs between STZs that have charac-
teristics identical to those that are found in purely strain-driven, AQS calculations, 
and those that emerge from a purely thermally activated state. The specific changes 
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in STZ characteristics that occur in moving from the strain-driven to the thermally 
activated STZ regime include a 33% increase in STZ size, faster spatial decay of the 
displacement field , a change in deformation mechanism inside the STZ from shear 
to tension, a reduction in the stress needed to nucleate the first STZ, and finally a 
notable loss in the characteristic quadrupolar symmetry of the surrounding elastic 
matrix that has previously been seen in athermal, quasistatic shear studies of STZs. 
Finally, a systematic study was performed of the characteristics of STZs that nu-
cleate at free surface of two-dimensional amorphous solids to tensile loading using AQ 
and SLME methods. In the athermal, quasistatic limit which neglects temperature 
and strain rate , surface STZs exhibit similar decay rates to bulk STZs, though the 
direction of maximum nonaffine displacement is rotated away from the tensile loading 
direction. Greater differences between bulk and surface STZs are found at room tem-
perature and experimentally-relevant strain rates. In particular, surface STZs exhibit 
a smaller decay rate of the nonaffine displacement field , and also show a greater ten-
dency to exhibit thermally activated behavior that is only observed at experimental 
strain rates, in contrast to bulk STZs which show both thermally activated and strain 
driven behavior at experimental strain rates. 
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Chapter 4 
Mechanical Unfolding Mechanism of 
Ubiquitin 
4.1 Introduction 
In this chapter, we will present the force induced unfolding of protein results at long 
time scales. Recently, mechanical force has been utilized to mimic t he effects of 
external stimuli that cause the folding , unfolding and misfolding of biological pro-
teins (Neuman and Nagy, 2008; Bustamante et al. , 2004). This has become possible 
over the past 15 years due to the recent experimental advances based on force clamping 
techniques using atomic force microscope (AFM) and optical tweezers (OT), which 
can apply a constant force to each end of a protein in order to obtain the force-
dependent unfolding t ime distributions (Popa et al. , 2013; Perez-Jimenez et al. , 2011; 
Garcia-Manyes et al., 2009; del Rio et al. , 2009; Neuman and Nagy, 2008). These 
experiments have been used not only to force the proteins to explore new, previously 
unaccessible portions of the potential energy landscape, but also to determine if the 
unfolding configurations can be correlated to those seen due to chemical denatura-
t ion (Carrion-Vazquez et al. , 1999; Stirnemann et al. , 2014). 
One protein that has been extensively studied using such single molecule exten-
sional experiments is ubiquitin, which consists of 76 amino acids, and is known to 
regulate diverse inner-cellular processes (Ricke et al. , 2005). Ubiquitin's sole func-
t ional binding site exists at Ile44, which can interact non-covalently with the ubiquitin 
90 
binding domains that exist in enzymes for activating, conjugating and ligating (Dikic 
et al., 2009). The force clamping experiments have reported that the time required to 
completely unfold ubiquitin is a few seconds when the applied force is 100 pN (Fer-
nandez and Li, 2004; Schlierf et al., 2004). Furthermore, by performing an extensive 
number of such experiments, Fernandez et al. reported that ubiquitin exhibits inter-
mediate states when the end-to-end extensions are about 8 and 12 nm (Schlierf et al., 
2004). 
However, a key shortcoming of single molecule pulling experiments is the lack 
of atomistic detail with regards to the unfolding pathways, as well as the structure 
of the intermediate configurations (Hsin et al., 2011). Researchers have thus used 
steered molecular dynamics (SMD) simulations to obtain such details (Sotomayor 
and Schulten, 2007), with the key shortcomings that SMD simulations occur at forces 
that are significantly larger and at timescales that are significantly shorter than occur 
experimentally (Elber, 2005; Li et al., 2010; Carrion-Vazquez et al., 2003) . Other re-
searchers have used monte carlo (MC) simulations (Irback et al., 2005) with simplified 
force fields, or coarse-grained Go-like models (Imparato and Pelizzola, 2008; Mickler 
et al., 2007; Hyeon et al., 2008) to study the unfolding at experimentally-relevant 
force ranges. While these simulations have found intermediate configurations with 
end-to-end extensions matching those reported experimentally, they also suffer from 
the drawbacks that neither the Go-like models nor simplified potentials are as accu-
rate as all-atom simulations, that MC simulations do not give time scale information 
that enables direct comparison with experiment, and also that Go-like coarse-grained 
models are unable to capture the sequence-specific protein unfolding mechanisms as 
are described in the present work. 
In this work, we employ the self-learning metabasin escape (SLME) method 
(Kushima et al., 2009a; Cao et al., 2012; Cao et al., 2013), which couples poten-
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tial energy surface exploration with constant applied forces to study the mechanical 
unfolding of ubiquitin at experimentally-relevant forces (around 100 pN), and time 
scales (seconds). Moreover, our simulations are able to elucidate why a simple two-
state kinetic model is able to depict the complex unfolding mechanism that is due to 
the presence of intermediate configurations. In particular, we obtain the intermedi-
ate conformations and their related timescales for the key unfolding processes, which 
thus offers an explanation as to why the intermediate configurations of ubiquitin have 
generally not been observed experimentally. Overall, our simulations have not only 
enabled the discovery of new unfolding pathways and intermediate configurations, 
but also support the hypothesis that protein unfolding occurs on the complex, rugged 
free energy landscape involving metastable intermediate configurations (Frauenfelder 
et al., 1991). 
4.2 The simulation methods and model 
It is well-known that steered MD (SMD) simulations for force clamping exhibit two 
major drawbacks as compared to the corresponding force clamp experiments. First, 
the SMD simulations are typically performed at constant applied forces (i.e. greater 
than 300 pN) that are much larger than those used experimentally (100 pN) for ubiqui-
tin (Li et al., 2010), though recent MD simulations have used experimentally-relevant 
unfolding forces (Stirnemann et al., 2013). Thus, the energy landscape explored dur-
ing steered MD simulations is significantly different than that in the experiments (Li 
et al., 2010). Second, steered MD simulations can only access time scales on the order 
of hundreds of nanoseconds, which is more than 7 orders of magnitude smaller than 
the experimentally-observed unfolding time of seconds (Schlierf et al., 2004). 
In order to study the unfolding of ubiquitin at experimentally-relevant forces and 
time scales, the recently developed self-learning metabasin escape (SLME) method 
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of Cao et al. (Cao et al., 2012; Cao et al., 2013) is utilized which couples potential 
energy surface (PES) exploration with mechanical deformation. In this approach, 
quartic penalty functions are utilized to push the system out of potential energy 
wells in which it can become stuck due to the relatively low force (100 pN) that is 
constantly applied. Upon application of a sufficient number of penalty functions, 
the system escapes over the lowest energy barrier to a neighboring potential energy 
well, where penalty functions are again applied if the applied force is not sufficient to 
lower the energy barrier to enable the system to escape. Thus, the penalty functions 
can be physically interpreted as thermal activation that assists the mechanical force 
in enabling the system to escape from a local energy minimum. This procedure is 
repeated until ubiquitin is completely unfolded such that its end-to-end length is 
about 23 nm at 100 pN (Stirnemann et al., 2013). In going through this procedure, 
the system is able to find and pass through all relevant intermediate configurations, 
which are described in the main manuscript. 
The AMBER99sb potential field (Hornak et al., 2006) is employed which utilizes 
an implicit solvent model for water in conjunction with the Protein Data Bank (PDB) 
ID 1 UBQ for the native configuration of ubiquitin. The native ubiquitin structure 
was equilibrated at 300K, and then energy minimization was performed to generate 
the corresponding local energy minimum. At both theN and C-termini we applied a 
constant pulling force ranging from 100 to 600 pN using the SLME method. Clamping 
forces greater than 300 pN were also simulated using SMD to compare with the SLME 
results for higher forces. All simulations, i.e. both SMD and SLME, were performed 
using the open source GROMACS simulation package (Gromacs, 2014; Hess et al., 
2008). 
For obtaining the PMF, umbrella sam ping with 100 pN clamping force is per-
formed using GROMACS. It is sampled every 1 Aof end-to-end distance with 1000 
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(b) 
Figure 4·1: (a) Schematic illustration of the native structure of ubiq-
uit in (b) Structures of B,C, D and E consist of pairs of strands (Irbiick 
et al. , 2005). 
kJ-mol-1 A -2 force constant during 1 ns equilibration. The PMF was then extracted 
by the Weighted Histogram Analysis Method (WHAM) (Hub et al. , 2010). 
4.3 Validation of Self-learning metabasin escape algorithm 
via comparison to steered MD 
The objective of this section is to validate our SLME approach (Kushima et al. , 2009a; 
Cao et al. , 2012; Cao et al. , 2013) by comparing its results to steered molecular 
dynamics (SMD) simulations. Both SLME and SMD simulations were performed 
on ubiquitin , whose structure is illustrated in Fig. 4·1, for a force clamp ranging 
from 350 to 600 pN. In both the SMD and SLME simulations, we employed the 
AMBER99sb potential field with the GB/SA implicit solvent model. Starting from 
t he native configuration for ubiquitin, energy minimization was first performed to 
equilibrate the structure, followed by a 1 ns equilibration within the NVT ensemble 
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Figure 4· 3: The end-to-end extension versus time for SLME and MD 
simulations for clamping forces of 350, 500 and 600 pN. 
at 300 K. After the minimization and temperature equilibration, the clamping force 
was applied at both the N and C termini of ubiquitin . All SMD and SLME simulations 
were performed using the publicly available GROMACS simulation code. 
In Fig. 4·2, the unfolding pathway for this high force regime is presented as 
CBDEA where f3d35 is C, /31/32 is B, /33 /35 is D, /33 /34 is E and a is A. This unfolding 
pathway is the same as previously reported using MC simulations (Irback et al. , 2005), 
and is found using both the SMD and SLME approaches. 
The unfolding time ( T) is calculated from transition state theory (Popa et al., 
2011; Hanggi et al., 1990) via 
T = (v exp- Q/ksT) -1 ' (4.1) 
where Q is the activation energy barrier separating two adjacent energy minima, vis 
a frequency prefactor and T is the temperature. We used the experimentally obtained 
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forces; (B) Fraction of SLME unfolding simulations that exhibit an 
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value v =4x 109 s-1 for the low force ( < 300 pN) regime (Popa et al., 2011), while 
a value of v = 6 x 1012 s-1 from transition state theory was used in the high force 
(> 300 pN) regime (Papa et al., 2011). It is expected that the prefactor would differ 
at low versus high forces because the attempt frequency should be larger at larger 
applied forces.A comparison of the unfolding end to end displacement as a function 
of time for three different clamping forces (350, 500 and 600 pN) is shown in Fig. 
4·3. As can be seen, the unfolding time increases with decreasing clamping force. 
Furthermore, no intermediate configurations are observed in Fig. 4·3, suggesting that 
intermediate configurations are not favorable for such large forces. 
Fig. 4·4 (A) shows the unfolding step size for representative SLME simulations 
at different clamping forces. The unfolding pathways at 400 pN clearly exhibit two-
state characteristics. In contrast at 150 pN, some unfolding pathways pass through 
an intermediate state. The general trend is illustrated in Fig. 4·4 (B), where it is 
shown that the percentage of unfolding simulations that show an intermediate state 
increases dramatically as the clamping force decreases below about 300 pN. 
4.4 The Role of Binding Site on the Mechanical Unfolding 
As shown in Fig. 4·5, the unfolding times obtained using the SLME method are 
comparable to the experimentally obtained values in low force regime ( T=10-3 to 10 
s), and also to the SMD simulations in the high force regime (T=10- 9 to 10-7 s). Of 
note, the transition between the high force to low force regime illustrated in Fig. 4·5 
is characterized by the dramatic increase in unfolding time that occurs for clamping 
forces smaller than 300 pN. 
Having established the ability of the SLME method to match both the MD 
and experimentally-observed unfolding times across a wide range of clamping forces, 
the subsequent discussion focuses on unfolding at 100 pN, as extensive experimen-
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tal (Schlierf et al., 2004) and computational (Irback et al., 2005) studies were per-
formed for this force value. To get a statistical representation of the unfolding path-
ways, it is conducted 80 SLME simulations with the clamping force set as 100 pN, 
with the results reported in Fig. 4·6(A). First, unlike in the experiments (Schlierf 
et al., 2004) and MC simulations (Irback et al., 2005) , we observe that at 100 pN the 
vast majority of the unfolding pathways pass through an intermediate configuration, 
as shown in Fig. 4·6(A). This is representative of a more general trend, shown in Fig. 
4·4(B), where the percentage of unfolding simulations that pass through an interme-
diate state increases dramatically once the clamping force decreases below about 300 
pN. This result is in contrast to the experimental results of Schlierf et al. (Schlierf 
et al., 2004) and the MC simulations of lrback et al. (Irback et al., 2005). It will be 
explained and justified in Fig. 4·4(B) once we have introduced the new intermediate 
configurations we have uncovered below. 
The next step is to characterize the intermediate configurations that are observed 
using the SLME method, which are summarized in Fig. 4·6(B) for the 100 pN clamp-
ing force that was previously used experimentally (Schlierf et al. , 2004). Specifically, 
Fig. 4·6(B) shows the four most common unfolding pathways we observed, where 
paths CBDEA, DCBEA and DCEBA all involve an intermediate configuration, and 
thus three-state unfolding, while paths CBDEA and DCBEA also exhibit two state 
unfolding with no intermediate configuration. The alphabetic nomenclature we use to 
describe the different (3 sheets of ubiquitin follows that done previously (Irback et al., 
2005) , and can be seen in Fig. 4·1. The x-axis in Fig. 4·6(B) is given in energy minima 
explored rather than time, due to the fact that the lifetimes of the intermediate states 
are about 4-6 orders of magnitude smaller than the unfolding time. A comparative 
graphic illustrating the unfolding extension versus time for those pathways with an 
intermediate state is shown in Fig. 4· 7. 
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Table 4.1: Relative frequency of unfolding pathways for different 
clamping forces. 80 simulations were performed at 100 pN, 30 for the 
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Furthermore, it is observed, similar to Schlierf et al. (Schlierf et al. , 2004), in-
termediate configurations centered around about end-to-end extensions of 7 and 12 
nm, which correspond to representative paths CBDEA and DCBEA, respectively, in 
Fig. 4·6(B). The pathway DCEBA does not exhibit a consistent intermediate length, 
instead showing a distribution of intermediate extensions from 7 to 12 nm as shown 
in Fig. 4·8. 
The occurrence of each pathway as a function of clamping force is summarized 
in Table 4.1. At high (> 300 pN) clamping forces, the two-state CBDEA unfolding 
pathway is nearly always followed. As the clamping force decreases below 300 pN, 
the CBDEA three state unfolding pathway is observed more frequently, as are the 
two new unfolding pathways DCBEA and DCEBA. Overall, at 100 pN, two state 
unfolding is observed in just 11.3% of the simulations, with three state unfolding 
observed in 88.7% of the simulations. Interestingly, the novel unfolding pathways 
DCEBA and DCBEA are observed with equal probability (total 41.5%) as the lower 
energy three state CBDEA pathway ( 41.3%). 
Fig. 4·9 shows the potential energy disconnectivity graphs for the unfolding path-
way at 100 pN force clamping as well as corresponding atomic structures correspond-
ing to the first unfolding event and the resulting intermediate configuration. In Fig. 
4·9(A), the unfolding pathway is CBDEA with DEA as the intermediate configura-
tion. Both the initial unfolding event of f3d35 separation as well as the intermediate 
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Figure 4·9: Disconnectivity graphs (left) of ubiquitin unfolding at 100 
pN and the molecular structures (middle, right) for the first unfolding 
event and the resulting intermediate configuration. (A) CBDEA un-
folding. II shows the separation of (31(35 , while III shows the interme-
diate configuration. (B) DCBEA unfolding. II shows (33(35 detachment 
acts as the first unfolding event, with the resulting intermediate con-
figuration shown in III. (C) DCEBA unfolding. II again shows (33 (35 
detachment as the initial unfolding event, while III shows the result-
ing intermediate configuration. (D) Demonstration of initiation of D 
unfolding pathway involving rotation of (33 , including the Ile44 residue. 
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state (DEA), which is found after detachment of /31/32 , are comparable to earlier MC 
results (Irbiick et al., 2005). 
However, the two pathways that start from the unfolding of D, which corresponds 
to the detachment of /33 /35 in Figs. 4·9(B) and (C), represent novel unfolding pathways 
at 100 pN as compared to previously proposed pathways (Schlierf et al., 2004; Irbiick 
et al., 2005; Imparato and Pelizzola, 2008). Specifically, these unfolding pathways do 
not start with the /31/35 detachment that has been reported in all previous simulations 
of ubiquitin unfolding (Schlierf et al., 2004; Irbiick et al., 2005; Imparato and Pelizzola, 
2008). As shown in Fig. 4·9(D) for both the DCBEA and DCEBA pathways, the key 
event is the rotation of /33 , which contains the Ile44 residue. The rotation of /33 first 
causes the separation of His68 on /35 with Ile44 on /33 , and continues until /33 bonds 
with the distal part of /35 . This sequence of events results in the initial unfolding event 
at 100 pN force starting from D (/33/35 ) rather than the previously reported unfolding 
pathway starting from C (/31/35 ), which was observed by us at higher clamping forces 
and by others at 100 pN (Irbiick et al., 2005; Imparato and Pelizzola, 2008). 
Furthermore, after the unfolding of /33/35 , the breaking mechanism of /31 /35 is also 
different from the unfolding in the high force regime. Specifically, at low forces, 
the separation of /31 and /35 occurs via tearing of the hydrogen bonds, while at high 
forces , the separation of /31 and /35 via shearing of the hydrogen bonds. Moreover, the 
potential energy for this new unfolding pathway, which starts from D in the low force 
regime as shown in Figs. 4·9(B) and (C), is clearly higher than that required in the 
CBDEA unfolding pathway with intermediate end-to-end extension of 7 nm in Fig. 
4·9(A), as additional thermal energy is required for the rotation-induced detachment 
of j33 j34 in Fig. 4·9(D). This thermal energy makes a greater contribution at the lower 
forces , which is why this mechanism is not observed at the higher forces that are 
applied in the SMD simulations. 
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It is also interesting to note some similarities between our new D-based unfolding 
pathways and recently reported folding pathways for ubiquitin. Specifically, in a 
recent all-atom MD simulation of high-temperature folding of ubiquitin, Piana et 
al. reported the existence of partially formed (33 and (34 with low ~-values at the 
transition state ensemble (Piana et al., 2013). Their MD simulations were run for 
a few milliseconds, which is important as the time scales we find for the unfolding 
events and intermediate configurations at 100 pN are on the order of tens or hundreds 
of microseconds. 
For the D unfolding pathways, we observe that the detachment between (33 and 
(35 starts from the hydrogen bonds between Ile44 and His68. To determine the role 
of the Ile44 residue in the D unfolding pathway, we consider the mutation of Ile44 to 
Glycine, denoted as I44G. We performed 15 independent SLME simulations at 100 
pN clamping force using the I44G mutation, and found that unfolding did not start 
from D ((33(35), but instead from C ((31(35 ) for all 15 cases. 
To understand why the mutation prevents the D unfolding pathway, we compare 
the molecular structure near (33 and (35 for I44G and wild type ubiquitin. Specifically, 
we find the formation of a new hydrogen bond between Thr66 in (35 and Ala46 in 
the loop connecting (33 and (34 in I44G. The new hydrogen bond strengthens the (33(35 
connection and also restrict the separation of Gly44 and His68, which thus prevents 
the initiating mechanism for the D unfolding pathway. Furthermore, the Gly residue 
has a smaller side chain than the Ile residue, which gives more flexibility to the 
molecular structure surrounding Gly, which enables the formation of a new hydrogen 
bond between (35 and the loop. Conversely, the large side chain of Ile gives less 
flexibility to structure surrounding Ile, which prevents the hydrogen bond formation 
between (35 and the loop in wild type ubiquitin. Overall, this mutation study has 
demonstrated the importance of the Ile44 side chain in enabling the new D unfolding 
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configuration. (B) PMF for intermediate states shown in Fig. 4·9. (C) 
PMF at different forces for the fully unfolded states. 
pathway we have described. 
The involvement of the Ile44 residue is important not only because it is the sole 
binding site of ubiquitin (Ricke et al., 2005; Dikic et al., 2009), but also because it 
has been reported that protein binding sites exhibit relatively high flexibility with 
respect to the termini of a protein (Haliloglu and Erman, 2009), where predictions 
of this relatively high fluctuation of specific drug binding sites in proteins using the 
Gaussian network approach (Haliloglu et al., 2008) have been made. Previously, the 
binding sites of several proteins have been observed to adapt and reconfigure itself 
depending on the binding molecule according to the induced fit model of conformation 
changes (Bahar et al. , 2010). However, we observe conformational changes of the Ile44 
binding site in an entirely different context in the present work, as the initial event 
enabling the new unfolding pathway, which is observed in the low clamping force 
regime of ubiquitin unfolding. 
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We show in Fig. 4·10 the potentials of mean force (PMF) that were calculated 
using umbrella sampling (see Methods for details). The umbrella sampling was done 
every 0.1 nm at a force constant of 1000 kJ mol- 1 nm-2 . Fig. 4·10(A) focuses on 
the initial /3 sheet separation, where the CBDEA pathways feature , at an extension 
of about 2 nm, breaking of /31/35 for the 600, 350 and 100 pN clamping forces . Fur-
thermore, the energy barrier to breaking /31 /35 decreases with decreasing force from 
about 60 kJ/mol at 600 pN to about 10 kJ/mol at 100 pN, which is due to the longer 
unfolding time required for smaller clamping forces , where the longer unfolding times 
give the system a higher probability of climbing over large energy barriers on the 
potential energy surface. 
It is seen that the energy barrier that must be overcome to break /31/35 for the 
CBDEA pathway is much larger than is observed for the 100 pN DCEBA/DCBEA 
pathway shown at the bottom right hand corner of Fig. 4·10(A), where the /31 /35 
separation for the DCEBA/ DCBEA pathways occurs at an extension of about 0.6 
nm. The energy barrier for the /31 /35 separation for the DCEBA/DCBEA pathways 
is lower due to the separation of /33/35 before the /31/35 separation occurs at 0.6 nm 
extension. Essentially, the initial detachment of /33 /34 reduces the structural integrity 
of /35 , such that the /31 /35 separation requires less energy. 
Fig. 4·10(B) shows the PMFs for the three main intermediate configurations ob-
served in our simulations. The existence of each is verified by locating an energy 
barrier to be overcome along the unfolding pathway after the initial /3-sheet separa-
tion. The PMFs of the intermediate configurations are presented, where (DEA) has 
the largest free energy barrier, while BA has the smallest, which will be connected 
to the lifetimes of each intermediate configuration. Fig. 4·10(C) shows the PMFs 
for three different force levels indicating that the extension needed to fully unfold 
ubiquitin increases with increasing force , a result that is consistent with previous 
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Figure 4·11: Frequency histogram of the survival times of the three 
most common intermediate configurations at a 100 pN clamping force. 
(A) CBDEA; (B) DCBEA; (C) DCEBA. Dashed red line corresponds 
to experimental temporal resolution limit of 1 ms (Neuman and Nagy, 
2008). 
MD simulations (Stirnemann et al., 2013) and what was observed previously in Fig. 
4·4(A). 
Finally, we discuss the seeming discrepancy between the large percentage of in-
termediate configurations (nearly 90%) observed in this work at 100 pN clamping 
force , which is in contrast to the nearly universal two state unfolding that was ob-
served experimentally (Schlierf et al., 2004). Specifically, we show in Fig. 4·11 the 
frequency histogram of the survival times of the three most common pathways ( CB-
DEA, DCEBA, DCBEA) in which an intermediate configuration was found. These 
survival times were calculated by summing up the energy barriers crossed on the PES 
during the lifetime of the intermediate state, and then converting the total energy 
barrier to time based on transition state theory, as shown in Eq. 4.1 in the Ap-
pendix. It is thus consistent with the previous discussion on the PMF barriers seen 
in Fig. 4·10(B) that, due to having the highest energy barrier to overcome to leave 
the intermediate state, the DEA intermediate has the longest lifetime as seen in Fig. 
4·11(A). 
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As seen in Fig. 4·11 , most of the survival times for all three intermediate configu-
rations are smaller by about two orders of magnitude than the experimental resolution 
of 1 ms (Neuman and Nagy, 2008), or -3 on the log10 scale used in Fig. 4·11, which 
may explain why only a small number of intermediate configurations were found in 
experimental studies of force clamp unfolding of ubiquitin (Schlierf et al., 2004). This 
result is also consistent with recent steered MD simulations of the force-induced un-
folding of ubiquitin (Stirnemann et al. , 2013), in which no intermediate configurations 
of ubiquitin were observed for clamping forces ranging from 30 to 250 pN, likely be-
cause the total simulation times were 150 nanoseconds or less, which is much smaller 
than the survival time for any of the intermediate configurations we have reported. 
4.5 Conclusion 
In this chapter, we have used new atomistic simulation methods that can access 
experimentally-relevant force clamping values and time scales to study the mechani-
cal unfolding of ubiquitin. We have first uncovered a new unfolding pathway whose 
initial event involves large conformational changes of the ;3-sheet containing Ile44, 
the sole binding site of ubiquitin. The resulting intermediate configurations exhibit 
end-to-end extensions that match those observed experimentally. Furthermore, our 
simulations show that the lifetimes of the intermediate configurations generally fall 
below the available experimental time resolution, which explains why these interme-
diate states have generally not been observed experimentally. Finally, our results 
support the hypothesis that protein unfolding processes happen on the complicated, 
rugged free energy landscape that plays a vital role in understanding protein dynamics 
and functions such as folding and ligand-binding. 
Due to the ability of our atomistic simulation to probe the long-time dynamics 
and mechanics of protein structure as described in this work, our work can be further 
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extended for studying the force-driven protein dynamics such as protein unfolding 
mechanics as well as force-quenched protein refolding dynamics (Fernandez and Li , 
2004) , whose relevant timescales are much larger than those of classical MD sim-
ulations. Here, it is noted that this force-quenched refolding dynamics may allow 
one to quantitatively characterize a protein misfolding related to diseases such as 
amyloidosis (Oberhauser et al., 1999). Moreover , unlike coarse-grained simulations, 
our atomistic simulations may be able to uncover the role of amino acid sequence 
in protein dynamics and mechanics such as protein (un)folding and force-quenched 
refolding dynamics. As indicated in this work, the functional site of a protein (for in-
stance, the binding site) is responsible for not only a protein's biological function such 
as ligand-binding but also protein unfolding dynamics. Specifically, when the Ile44 
residue serving as the ubiquitin binding site is mutated, we found different unfolding 
pathways, which implies that a single point mutation may lead to undesirable fold-
ing process such as protein misfolding. Our work suggests that the SMLE atomistic 
simulations enable not only long-time simulation of protein dynamics with timescales 
close to those accessible with single-molecule experiments, but also an insight into 
the role of amino acid sequence on the long-time protein dynamics such as protein 
(un)folding, refolding/misfolding, and protein aggregation. 
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Chapter 5 
Summary and future research 
5.1 Summary of the thesis 
In this thesis, a generic self-learning metabasin escape algorithm was developed to 
investigate the slow dynamics in nanomaterials. The new method reduces the total 
number of penalty functions through penalty function combination and has demon-
strated high computational efficiency in potential energy exploration. The computa-
tional efficiency gained can enable the investigation of both larger system sizes, as 
well as the ability to cross larger energy barrier. 
The new method is applied to two problems in this thesis. The first one is plasticity 
of amorphous solids. Coupling the SLME PES searching algorithm with mechanical 
deformation via transition state theory enabled the study of the deformation and fail-
ure mechanisms of amorphous solids at strain rates ranging from MD to experimental. 
In addition, a transition was uncovered in the STZ characteristics from strain driven 
to thermally activated where the transition can occur either by increasing system 
temperature or by decreasing the strain rate. The STZs that nucleate at the free 
surfaces of two-dimensional amorphous solids were studied and compared with the 
previously characterized bulk STZs. 
The second problem studied was the mechanical unfolding of ubiquitin at 
experimentally-relevant forces and time scales. A new unfolding pathway was found 
that involves large conformational changes of sole binding site of ubiquitin. The 
resulting intermediate configurations exhibit end-to-end extension that math those 
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observed experimentally.The lifetime of intermediate states were also calculated. 
5.2 Future work 
Due to the time scale limitation of MD simulation, our SLME approach can further 
extended for studying processes in physics and materials science taking place at the 
long-time scale. Future work in applying and developing the SLME method should 
focus on: ( 1) Investigating how STZs nucleate, coalesce and interact to form nanoscale 
shearbands; (2) Investigating how other proteins of interest (i.e. GFP, prion) fold and 
misfold. 
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