Abstract. Hambly, Keevash, O'Connell and Stark have proven a central limit theorem for the characteristic polynomial of a permutation matrix with respect to the uniform measure on the symmetric group. We generalize this result in several ways. We prove here a central limit theorem for multiplicative class functions on symmetric group with respect to the Ewens measure and compute the covariance of the real and the imaginary part in the limit. We also estimate the rate of convergence with the Wasserstein distance.
Introduction
The study of random matrices has gained importance in many areas of mathematics and physics, for example in nuclear physics, infinite dimensional integrable systems and large−n representation theory. Random matrix theory (RMT) was in the recent years also of big interest in number theory since the study of the spectrum of the characteristic polynomial of a random matrix in a compact Lie group was central in obtaining conjectures. A good example to illustrate this is the paper of Keating and Snaith [10] . They conjectured that the Riemann zeta function on the critical line could be modeled by the characteristic polynomial of a random unitary matrix considered on the unit circle. One of the results in [10] is Theorem 1.1. Let x be a fixed complex number with |x| = 1 and g n be a unitary matrix chosen at random with respect to the Haar measure. Then Log det(I n − xg n ) and N 1 , N 2 independent, normal distributed random variables.
Constin and Lebowitz have proven 10 years earlier in [6] a weaker version of this theorem. They showed that Im   Log det(I n − xg n ) 1 2 log(n)
They conjectured that the same is true for the real part and that the imaginary part and the real part are independent in the limit, but haven't been able to prove this.
The situation for the characteristic polynomial of permutation matrices is similar. A permutation matrix is a unitary matrix of the form (δ i,σ(j) ) 1≤i,j≤n with σ ∈ S n and S n the symmetric group. It is easy to see that the permutation matrices form a group isomorphic to S n . We call for simplicity both groups S n and use this identification without mentioning it explicitly. The characteristic polynomial Z n (x) of a permutation matrix is defined as Z n (x) = Z n (x)(σ) := det(I − xσ) with x ∈ C, σ ∈ S n . with N a , N b standard normal distributed random variables.
As for unitary matrices, it is natural to ask if N a and N b are independent. This question is not considered in [9] and was the main motivation for this paper. We will see in Corollary 2.7.1 that N a and N b are indeed independent. But we can show here much more. The main result of this paper is Theorem 2.7, which is an extension of Theorem 1.2 with three important differences. These differences are
• We compute the covariance of the real and the imaginary part in the limit.
• We endow S n with the Ewens measure (see Definition 2.4), which is a generalization of the uniform measure.
• We consider more general class functions on S n , the so called multiplicative class functions W n (f ) (see Definition 2.5).
We have introduced multiplicative class functions W n (f ) in [7] as generalization of Z n (x) and studied there the asymptotic behavior of their moments with respect to the uniform measure on S n . The main idea there is to write down the generating function with a combinatorial argument and to use function theory to extract the asymptotic behavior.
The structure of this paper is as follows: we introduce in Section 2 multiplicative class functions W n (f ) and state the main theorem of this paper. We do in Section 3 some preparations and state in Section 4 an auxiliary central limit theorem. We then prove in Section 5 the main Theorem 2.7. In Section 6 we then estimate the convergence rate of the probability measures in the main theorem with the Wasserstein distance.
Definition and main theorem
We introduce in Section 2.1 the Ewens measure and some well know functions on S n . In Section 2.2, we give an alternative expression for Z n (x) and use this expression to introduce the multiplicative class functions W n (f )(x). We then state in Section 2.3 the main theorem of this paper.
2.1. The symmetric group S n . All functions on S n in this paper are invariant under conjugation (u(hgh −1 ) = u(g)), i.e. they are class functions. It is therefore natural to take a look at the conjugation classes of S n . These can be parameterize with partitions. Definition 2.1. A partition λ is a sequence of nonnegative integers λ 1 ≥ λ 2 ≥ · · · . The size of the partition is |λ| := m λ m and the length of ℓ(λ) is the largest ℓ such that λ ℓ = 0. We call λ a partition of n if |λ| = n, and denote this by λ ⊢ n.
Let σ ∈ S n be arbitrary and write σ = σ 1 σ 2 · · · σ ℓ ∈ S n with σ i disjoint cycles of length λ i . Since disjoint cycles commute, we can assume that λ 1 ≥ λ 2 ≥ · · · ≥ λ ℓ . We call the partition λ = (λ 1 , λ 2 , . . . , λ ℓ ) the cycle type of σ. It remains to show that two elements of S n are conjugated if and only if they have the same cycle type. Since this is well known, we omit the proof here and refer to [4, chapter 39] . We introduce as next the cycles counts of a given length. Definition 2.2. Let σ ∈ S n be given with cycle-type λ = (λ 1 , · · · , λ ℓ ). We define
The functions C (n) m (σ) depends only on the cycle-type of σ and are thus class functions on S n . It is clear that the cycle type λ of σ ∈ S n is uniquely determined by the values of C
n . We therefore can work with the functions C (n) m or with the cycle type λ. We prefer here to use C (n) m . The most natural measure on S n is the uniform measure (i.e P [A] = |A| n! ), but there exists of course other important measures on S n than the uniform measure. One of these measures is the Ewens measure, appearing in population genetics (see [8] ). The Ewens measure is a generalization of the uniform measure and has an additional weight depending on the total number of cycles. 1 Definition 2.3. Let θ > 0. We then set for σ ∈ S n with cycle type λ
The measure P θ [.] is called the Ewens measure with parameter θ.
The uniform measure is the special case θ = 1.
Many results about the Ewens measure can be found in the book [3, chapter 4] , for instance Lemma 2.4. Let θ > 0 be given. The distribution of (C 1 , C 2 , · · · , C n ) with respect to the Ewens measure on S n is given by
and the expectation of
. We now come multiplicative class functions. We first give a explicit expression for Z n (x) using the cycle counts C (n) m , and then use this expression to introduce multiplicative class functions.
Let σ ∈ S n be given, then
The proof of this equation is straightforward. One first has to take a look a the case when σ is a cycle and then take a look at the general case. More details can be found in [13] .
Definition 2.5. Let x ∈ C be complex number and f : S 1 → C be a real analytic function with S 1 := {z ∈ C : |z| = 1}. We then define the multiplicative class function associated to the function f as
For brevity, we simply call this a multiplicative class function. We also set
with log the principal branch of logarithm and log(−y) := log(y) + iπ for y ∈ R >0 and log(0) = ∞.
It is clear that W n (f ) and w n (f ) are class functions on S n and that the characteristic polynomial is the special case f (x) = 1 − x.
Multiplicative class functions W n (f ) have been introduced in [7] as generalization of the characteristic polynomial Z n (x). The motivation was that one can compute the asymptotic behaviour of the moments of Z n (x) and of W n (f ) using the same method with only minor changes. We will see in Section 5 that this is here also the case.
In contrast, the extension to the Ewens measure is much more laborious. We will see in the proof of Lemma 4.2 that the case 0 < θ < 1 causes much more work than the uniform measure.
2.3. The main theorem. We state in this section the main result of this paper. For this we need some small preparations. Definition 2.6. Let f : S 1 → C be a real analytic function, x ∈ S 1 be arbitrary but fixed. If x is a root of unity of order p, i.e. x p = 1 and p minimal, we set
If x is not a root of unity, we set
If the sum in (2.8) and the integral in (2.9) respectively does not exists, we set m(f )(x) := ∞.
The integral in (2.9) exists for each real analytic f = 0 since the zeros of f are isolated and
for s 0 a zero of f . Thus m(f )(x) = ∞ if and only if f ≡ 0, or x is a root of unity of order p and f (x m ) = 0 for some 1 ≤ m ≤ p.
One could rewrite the integral in (2.9) as S 1 log f (ϕ) dϕ with dϕ the uniform measure on S 1 . We have not used this because this can be easily confused with the complex integral
We now come to the main theorem. We distinguish the cases x a root of unit and x not a root of unity. For x not a root of unity we assume, as in Theorem 1.2, that x of finite type (see Definition 3.15 ). This condition is essential in our proof. We postpone the definition of finite type to the end of Section 3.3 since we can illustrate there why we need this assumption.
Theorem 2.7. Let f : S 1 → C be real analytic, x ∈ S 1 and S n be endowed with Ewens measure.
• If x is not a root of unity and of finite type, and all zeros of f are roots of the unity, then
with N a complex normal distributed random variable. The covariance of the real and the imaginary part of N is given by
The real and the imaginary part of N are independent if and only if the covariance is equal to 0.
• If x is a root of unity of order p and f (x m ) = 0 for all 1 ≤ m ≤ p then
As promised in the beginning, we now can prove Corollary 2.7.1. The random variables N a and N b in Theorem 1.2 are independent.
Proof. We know that Z n (x) = W n (1 − x) and can therefore can apply Theorem 2.7. The independence thus follows if we can show that the expression in (2.12) is 0 for f (x) = 1 − x. A simple computation shows log(1 − e 2πis ) = log |1 − e 2πis | − iπs for
Re log(1 − e 2πis ) Im log(1 − e 2πis ) ds
The last integral is 0 since the integrand is odd.
Preliminaries
We present in this section a collection of well known definitions and results, which we need for the proof of Theorem 2.7.
Asymptotic behavior of C (n)
m and the Feller-coupling. We follow in this section the book [3] . 
with all Y m independent.
Proof. See [3, Section 4].
One of the problems of convergence in distribution of a sequence (X n ) n∈N is that usually all X n are defined on different probability spaces and it is thus very difficult to compare them directly. This is the case for C • All Y m (ξ) are independent.
• We have
• For any fixed b ∈ N,
Proof. See We write C (n) m and Y m for both sets of random variables and do not distinguish them anymore.
Elementary analysis.
We give here some simple and well known results from analysis. We state them without further comments.
with A m := m k=1 a k for m ≥ 1 and A 0 := 0.
We can use this to prove
Proof. The lemma follows from Lemma 3.3 and straightforward verification.
Finally we need
Lemma 3.6 (Hölder inequality). Let (a m ) n m=1 and (b m ) n m=1 be finite sequences and p, q ≥ 1 such that
Uniformly distributed sequences. We introduce in this section uniformly distributed sequences and state some interesting properties. We follow the book [11] and omit most of the proofs since they are not difficult. We begin with the definition of uniformly distributed sequences.
(3.8)
for each α, β with 0 ≤ α ≤ β ≤ 1.
The following theorem shows that the name uniformly distributed is well chosen. 
, then (3.10) follows immediately from (3.9). For h an arbitrary, proper Riemann-integrable function, one can uses an approximation argument.
We would like to emphasize at that this point, that (3.10) does not have to be true for improper Riemann integrable functions. One thus needs further assumptions to handle functions like log(t) or t −1/2 . This is indeed the cause why we need in Theorem 2.7 the finite type condition. We also need the discrepancy of a sequence.
We call D n the discrepancy and D * n the * -discrepancy of the sequence t.
It is easy to see that D * n ≤ D n ≤ 2D * n and therefore D n and D * n are equivalent. We prefer to work with D * n since we have a more explicit expression for it. Lemma 3.10. Let n be fixed and t = (t m ) m∈N be a sequence in
An important fact is that Theorem 3.8, the discrepancy and uniformly distributed sequences are closely related. We have
The following conditions are equivalent
We have introduced the discrepancy since it allows us to estimate the rate of convergence in Theorem 3.8. We have 
(3.14)
We will work in Section 5 with h(s) = log f (e 2πis ) for f real analytic. If s 0 is a zero of f , then
We thus cannot apply Koksma's inequality in this situation. We instead use Theorem 3.13. Let δ > 0 and 0 = s 0 < s 1 < · · · < s d+1 = 1 with s k+1 − s k > 2δ be given. We set
Further let t = (t m ) n m=1 be a sequence in I and h : I → C be proper Riemann integrable function of bounded variation V (h). Then
Proof. We consider here only I = [δ, 1 − δ]. The general case is complete similar. W.l.o.g we can assume that t 1 < t 2 < · · · < t n . We put t 0 := δ, t n+1 := 1 − δ and look at
It follows immediately from Lemma 3.10 that |J| ≤ D * n V (h). This observation together with a partial integration proves the theorem.
We consider in Section 5
for a fixed t and f real analytic. We are thus interested in the sequence ({mt}) It is clear that we have to distinguish between t rational and t irrational. The case t rational is easy to handle. The next lemma shows that we can apply Theorem 3.12 and Theorem 3.13 respectively for t irrational. We can use Theorem 3.13 only if we can estimate of the discrepancy of ({mt})
with s := min {s, 1 − s}. We set
The constant η is called the type of x and t respectively.
A simple computation now shows Lemma 3.16. Let t be of type η and q ∈ N be fixed. For γ > η there exist a constant K such that
If t is of finite type, then the discrepancy of the sequence ({mt}) m∈N can be estimated with Erdös-Turán-Koksma inequality. We get 
Auxiliary central limit theorem
We prove in this section the following auxiliary central limit theorem 
with N a complex normal distributed random variable with covariance matrix
2)
The real and the imaginary part of N are independent if and only if E ab = 0. Theorem 4.1 is similar to Lemma 3.1 in [9] , but there are two important differences:
• We can calculate the covariance between the real and imaginary part and show when they are independent in the limit.
• We consider a more general measure on S n .
Proof. We use in this proof the Feller-coupling (see Section 3.1). The random variables C We then can show Lemma 4.2. Let a m , b m , A n , B n , A n and B n be as above. We then have
In particular, we see that 1
and thus
( A n + i B n ) have the same asymptotic behavior as n → ∞.
We first finish the proof of Theorem 4.1 and then prove Lemma 4.2.
We do this by computing the characteristic function of
We can compute χ (n) (t a , t b ) explicitly since E e itY = exp(λ(e it − 1)) for Y a Poisson distributed random variable with E [Y ] = λ. We get
We now use that (e it − 1) − it − 
for |t a |, |t b | ≤ K with K an arbitrary fixed number. We get
We apply Lemma 3.5 to each summand. The first summand converge by condition (4) to −θ(
). The second summand converge by condition (4) to θt a t b E ab . The third summand converge by the conditions (2), (4) and (5) to 0. Therefore
pointwise for all |t a |, |t b | ≤ K. Since K was arbitrary, χ n (t a , t b ) converge everywhere. This proves the theorem.
We now finish the proof by proving Lemma 4.2.
Proof of Lemma 4.2. It is enough to prove (4.4) since the other statements follow immediately with Markov's inequality and Slutsky's theorem. We have to distinguish the case θ ≥ 1 and 0 < θ < 1. We begin with θ ≥ 1 and use (3.3) and the conditions (2) and (3) to get
This proves the lemma for θ ≥ 1.
The case 0 < θ < 1 is a little bit more difficult since (3.3) is now weaker. We solve this problem by splitting the sum. We do this as follows
We now show that each summand in (4.12) is O(1).
Equation (3.3) gives us
We thus can use the same computation as in (4.11) to see that the first summand in (4.12) is equal to O(1). We next look at the second summand in (4.12). We have
We now use Lemma 3.5 and condition (2) and (3) to see that n/2<m≤n
This shows that the second summand in (4.12) is also O(1).
We finally look at the third summand.
It is obvious that a permutation σ ∈ S n can have at most one cycle with length greater than n/2. This fact and condition (1) together gives us We now need an upper bound for (
. A simple computation shows
.
We thus have log n−m−γ n−m n−γ n
We now use 
since n − m > 0. We put everything together and get
We use condition (1) and the Hölder inequality (see Lemma 3.6) for some p, q > 1, specified in a moment.
n/2<m≤n
The second factor is a Riemann sum for (1 − t) −γq dt. If we choose a q > 1 with γq < 1 then the integral exists and one can use Theorem 3.13 to see that the second factor converge to this integral. We now check if we can choose q in a such a way that the product is O 1). We have
Condition (6) now ensures the existence of a p >
. We get with this p (and q) that the product is bounded. This shows that the third summand in (4.12) is O(1). This prove the lemma and completes the proof of Theorem 4.1.
Many assumptions we need in the proof of Theorem 4.1 are to handle the case θ < 1. If one is only interested in the case uniform measure (θ = 1) or in θ ≥ 1, one can weaken the assumptions. We state this as a corollary. 
Let A n and B n be as in Theorem 4.1. We then have
The real and the imaginary part of N are independent if and only if E ab = 0.
Proof of the main Theorem 2.7
We now are ready to prove Theorem 2.7. We recommend to read first Section 3.3 before reading this proof.
Proof of Theorem 2.7. We have by definition
We thus can apply Theorem 4.1 with c m := log f (x m ) . We now show that the conditions (1) - (6) are fulfilled in all cases mentioned in Theorem 2.7. We use the notation x = e 2πit , t m := {mt} , t = (t m )
3) Case 1.1: x not a root of unity and f zero free. Condition (1) is trivially fulfilled since a m is bounded in this case and b m ≤ 2π by definition of w n (f ). We next look at condition (2). We have
The function h(s) is in this case a real analytic function on [0, 1] and we therefore can apply Theorem 3.8 to see that the last expression converge to
We need in (2) also the rate of convergence. We thus use Theorem 3.12 instead of Theorem 3.8 and have therefore to estimate D * n (t). Since x is assumed to be of finite type, see Definition 3.15, we can use Theorem 3.17 and get D n (t) = O(n −α ) for some α > 0. This gives the desired error rate.
It follows with the same argument that
This shows that conditions (2), (5), (6) and the first part of condition (4) Re log f (e 2πis ) Im log f (e 2πis ) ds
This gives the desired expression for the covariance mentioned in Theorem 2.7. This shows that condition (3) and the rest of condition (4) are fulfilled. This completes the proof of Theorem 2.7 in this case. Case 1.2 x not a root of unity and all zeros of f are roots of unity.
The function h(s) is in this case not anymore of bounded variation and we thus have to apply Theorem 3.13.
The discrepancy can be estimated as in case 1.1 as
We define s 1 , . . . , s d to be the zeros of f (e 2πis ) and choose now a δ = δ(n) such that the error terms in (3.16) vanishes for n → ∞. By assumption, all zeros of f are roots of unity and thus there exist a q ∈ N such that s k = p k q for some p k ∈ N. Since x is assumed to be of finite type, we can apply Lemma 3.16 to see that
and some γ, K > 0. We choose now δ = K n γ . Condition (1) follows immediately with this choice of δ. Let s 0 = 0, s d+1 = 1 and let V (h) be as in Theorem 3.13. We then get
Thus condition (2) is fulfilled. A simple calculation shows that
It is now easy to see that one can use the same argumentation as in (5.9) also for h 2 , h 3 and h p . The conditions (5), (6) and the first part of condition (4). The argumentation for b m is as above.
Case 2: x a root of unity of order p and f (x m ) = 0 for all 1 ≤ m ≤ p. We have
It is easy to see that
This shows the desired convergence. To get the rate of convergence, one has to use
This is a classical result and can be found for instance in the book [1] . This shows that Condition (2) is fulfilled. The other calculations are similar. We therefore omit them.
We have until now proven that
in all cases mentioned in Theorem 2.7 inclusive the calculation of the correlation.
To complete the proof, we have to show that
We define as in the proof of Theorem 4.1
We know from Lemma 4.2 that w n (f ) and w n (f ) have the same asymptotic behavior. It is therefore enough to prove
We first look at the case x not a root of unity. We get with Lemma 3.5 and (5.9)
We have by definition that m(f ) = 1 0 log f (e 2πis ) ds and thus
In x is a root of unity, one has to replace (5.9) by (5.11). We omit the details since this calculations are similarly.
Estimation of the Wasserstein distance
We estimate in this section the convergence rate of the random variable w n (f )(x) with respect to the Wasserstein distance, see Theorem 6.2 and Theorem 6.5. Unfortunately we have to distinguish between complex and real valued random variables. We thus look in Section 6.1 first at the real and the imaginary part of w n (f ) separately and then look in Section 6.2 at the complex case. Definition 6.1. Let X 1 , X 2 be real valued random variables not necessarily defined on the same space. The Wasserstein distance d W between X 1 and X 2 is then defined as
It is easy to see that d W is a metric. We now show Theorem 6.2. Let θ > 0, and x be either not a root of unity and of finite type or a root of unity. Let N = N a + iN b be as in Theorem 2.7, then
We prove this theorem by reducing it to 
Proof of Theorem 6.2. We use the notation
We use as in the proof of Theorem 2.7 the Feller coupling, see Section 3.1. The random variables w n (f )(x) and w n (f )(x) are thus defined on the same space. We now get with Lemma 4.2
Similarly for the imaginary part.
This shows that we can replace w n (f ) by w n (f ) in Theorem 6.2. It follows with the triangle inequality and (5.17) that one can replace also
We now have
Since all Y m are independent, we can apply Theorem 6.3 for
We only have to check that the assumptions of Theorem 6.3 are fulfilled. We use the computations in Section 5 and get
An application of the triangle inequality shows that one can neglect the error term O(n −δa ) in (6.13). This proves the theorem.
6.2. The two dimensional case. The definition of the Wasserstein distance can be extended to R d without any problems. Unfortunately it is often very difficult to handle the case d > 1. In many situations it is much easier to take stronger assumptions on the test functions g. We thus set Definition 6.4. Let X 1 , X 2 be random variables with values in R d , not necessarily defined on the same space. The weak Wasserstein distance d wW between X 1 and X 2 is then defined as
We now show Theorem 6.5. Let θ > 0, and x be either not a root of unity and of finite type or a root of unity. Let N be as in Theorem 2.7. We then have
This theorem is an alternative proof of Theorem 2.7 since the weak Wasserstein distance is a metric on the space of random variables. We prove Theorem 6.5 with Stein's method. We can not give here a full introduction, but try to illustrate at least the idea of Stein's method. Assume that a random 1 variable Z and a g ∈ G are given. In many situations one can find a "good" function g only depending on g and Z such that
for all random variables X. This simplifies the study of the Wasserstein distance since one now has to consider only one random variable. This reformulation is of course only useful if we can find a g with good properties. This is surprisingly often the case. For d = 1, N a standard normal distributed random variable and g ∈ C 1 (R, R), one has Before we proof Theorem 6.5, we have to take a look at the derivations of U g. with K only depending on Σ.
There exists also upper bounds for M k (U g) if Σ is non negative definite, but we do not need them here. The reason is the following lemma.
Lemma 6.8. The covariance matrix Σ in Theorem 2.7 is singular if and only if there exist γ = (γ a , γ b ) ∈ R \ {0} such that γ a log |f (x m )| = γ b arg f (x m ) for all m ∈ N except finitely many.
Proof. We prove this lemma only for x not a root of unity and of finite type. The case x a root of unity is similarly. We define a(s) and b(s) as (6.8). We know from Section 5 that Since Σ is a 2 × 2 matrix, one can directly compute the eigenvalues. One gets after a small calculation that Σ is non-negative definite if and only if and Σ is singular if and only if we have equality in (6.26) . But equation (6.26 ) is the Schwarz inequality for L 2 . This shows that Σ is always non negative definite and that Σ is singular if and only if the functions a(t) and b(t) are linearly dependent. This proves the lemma since a(t) and b(t) have only finitely many discontinuity points and x m1 = x m2 for m 1 = m 2 .
We are now ready to prove Theorem 6.5.
Proof of Theorem 6.5. Let g ∈ G be given with M 1 (g) ≤ 1, M 2 (g) ≤ 1. We have to distinguish the cases Σ singular and Σ regular. We start with the singular case. We know from Lemma 6.8 that Σ is singular if and only if a m = b m for only finitely many m. We thus have
with g(t) := g (1+i)t . This shows that we can argue as in the one-dimensional case.
We now come to Σ regular. We now use (6.23) to give the desired upper bound. Let U g be as in (6.22) . We use the notation
, Hess(U g) = g aa g ab g ab g bb and X := We also introduce
