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Les cavités sont le lieu privilégié des interactions d’une protéine avec ses ligands, et sont donc
déterminantes pour sa fonction. Cette dernière est aussi inﬂuencée par la dynamique de la protéine.
Bien que les cavités aient été étudiées depuis les années 70, les travaux sur leur dynamique ne
sont apparus que récemment et peu de méthodes sont disponibles malgré leur intérêt, notamment
pour le criblage virtuel et la conception de médicaments.
Les cavités d’une protéine déﬁnissent un ensemble foisonnant très dynamique et labile. Ainsi,
identiﬁer “une” cavité le long d’une trajectoire est ardu car le site d’intérêt peut être sujet à
des divisions, fusions, disparitions et apparitions. Je propose donc une méthode pour résoudre
cette question et pouvoir exploiter la dynamique des cavités de façon systématique et rationnelle.
Cette méthode classiﬁe les cavités selon les groupes d’atomes les entourant, avec les algorithmes
et paramètres que j’ai identiﬁés comme procurant les meilleurs critères qualitatifs et quantitatifs
de suivi de ces cavités.
Par ailleurs, pour caractériser les évolutions principales de la géométrie des cavités en relation
avec la dynamique de la protéine, j’ai développé une méthode basée sur l’Analyse en Composantes
Principales (ACP). Cette méthode peut être utilisée pour sélectionner ou construire des confor-
mations ayant des cavités de géométrie spéciﬁée. Deux exemples d’applications sont traitées : la
sélection de conformations ayant des cavités de géométries diverses et l’étude de l’évolution du
réseau de cavités internes de la myoglobine lors de la diﬀusion du monoxyde de carbone en son
sein.
Ces deux méthodes ont été utilisées pour trois projets de criblage virtuel ciblant respectivement
le domaine de coupure-ligation de l’ADN-gyrase de M. tuberculosis, la subtilisine 1 de l’agent
du paludisme P. vivax et GLIC, homologue procaryote des récepteurs ionotropes pentamériques
humains. Les molécules sélectionnées à l’aide de ces méthodes ont permis d’identiﬁer une molécule
active contre la subtilisine 1 ainsi que deux inhibiteurs et deux potentiateurs de GLIC.
Mots clés : Cavités de protéines, dynamique des cavités, criblage virtuel, conception ration-
nelle d’inhibiteurs, Analyse en Composantes Principales, identification dynamique des cavités,
allostérie
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Cavities are the prime location of the interactions between a protein and its ligands. As an
important feature of the protein fold, they are crucial for its functions. The protein function is
also inﬂuenced by its dynamics. Although cavities have been studied since the seventies, speciﬁc
studies on their dynamical behaviour only appeared recently. Few methods can tackle this aspect,
despite its interest for virtual screening and drug design.
Protein cavities deﬁne an extremely labile and dynamic ensemble. Identifying "one" cavity
along a trajectory ("tracking" a cavity) is therefore an arduous task, because the underlying site
can be subjected to several events of fusions, divisions, apparitions and disparitions. I propose a
method to help resolve this question, thus enabling systematic and rational dynamical exploita-
tion of protein cavities. This method classify cavities using the atom groups that ﬂank it, using
algorithms and parameters that I identiﬁed as giving best qualitative results for cavity tracking.
To characterize the main directions of evolution of cavity geometry, and to relate them with
the dynamics of the underlying structure, I developed a method based on Principal Component
Analysis (PCA). This method can be used to select or build conformations with given cavity
shapes. Two examples of applications have been treated : the selection of conformations with
diverse cavity geometries, and the analysis of the myoglobin cavity network evolution during the
diﬀusion of carbon monoxide in it.
These two methods have been used in three projects involving virtual screening, targeting
the breakage-reunion domain of M. tuberculosis DNA-gyrase, P. vivax subtilisin 1 and GLIC,
an procaryotic model of human pentameric ligand-gated ion channel. These methods enabled
us to identify an inhibitor of subtilisin 1 and four eﬀectors of GLIC (two inhibitors and two
potentiators).
Keywords : Protein cavities, cavities dynamics, virtual screening, rational drug design, Prin-
cipal Component Analysis, dynamical identification of cavities, allostery
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Chapitre I
L’analyse fonctionnelle des cavités pour
développer de nouvelles stratégies
d’identification de molécules actives
1 Les phases de dévelopement d’un médica-
ment
1.1 Historique et enjeux économiques
Avant le développement de la médecine moderne, les médicaments étaient principalement des
remèdes à base de plantes ou de minéraux, utilisés pour soulager les symptômes dont souﬀraient
les patients sans apporter nécessairement de solution pour traiter la maladie sous-jacente[1]. Les
avancées en chimie au cours du XIXe siècle ont rendu possible l’identiﬁcation, l’extraction et la
puriﬁcation des molécules actives présentes dans ces remèdes[1, 2, 3]. Les travaux de Pasteur
et de ses successeurs ont aidé à identiﬁer les causes des maladies (microbes, virus, parasites,
champignons, déréglement de mécanismes biologiques...). Malgré cela, et jusqu’à la moitié du
XXe siècle environ, les médicaments étaient découverts principalement par l’étude des substances
thérapeutiques naturelles ou simplement par sérendipité[4]. Ainsi, c’est totalement par hasard que
Fleming découvrit le premier antibiotique (la péniciline) en 1928[5]. Le processus de découverte
des médicaments s’est ensuite progressivement rationnalisé. Le développement des chimiothèques
et des méthodes de biologie moléculaire a rendu possible le criblage de plus en plus de composés
chimiques sur des cellules vivantes[3]. L’essor de la génétique moléculaire au cours des années 70 a
permis d’identiﬁer plus rapidement les protéines à cibler et de les tester directement[2, 3]. Depuis
la ﬁn des années 80, le développement de la bioinformatique (génomique comme structurale)
a également permis de mieux optimiser les composés (méthodes QSAR), puis de guider leur
conception[2]. Au cours des années 90, la découverte de nombreuses molécules actives a été possible
grâce à l’utilisation des techniques de criblage à haut débit. Dans le même temps, les conditions
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d’entrée des médicaments sur le marché se sont progressivement durcies pour assurer la sécurité
des patients.
Ainsi, malgré ces avancées, le coût de développement d’une nouvelle substance chimique
(NCE : New chemical entity) a progressivement augmenté pour dépasser le milliard de dollars au
cours des années 2000[6]. Le développement des médicaments candidats est également une entre-
prise risquée, puisque la plupart des projets sont arrêtés avant la ﬁn des études cliniques, pour
des raisons diverses (toxicité, manque d’eﬃcacité, problème de brevet...)[7]. L’industrie pharma-
ceutique est constituée d’entreprises parmi les plus grosses du monde, ce qui leur permet d’avoir
les moyens ﬁnanciers nécessaires pour pouvoir développer en parallèle plusieurs médicaments
candidats. Le milieu académique et les entreprises de plus petites tailles font néanmoins partie
intégrante de cette industrie en relayant et apportant l’innovation nécessaire dans les premières
phases de la conception d’un médicament. Les preuves de concepts développées dans ces petites
entreprises sont généralement revendues aux "big pharma" pour réaliser les phases cliniques.
Le nombre de nouvelles molécules mises sur le marché varie d’année en année, mais est rela-
tivement stable depuis les 20 dernières années[8], autour de 30 molécules par an pour le marché
américain (voir ﬁgure I.1.a). L’augmentation quasi exponentielle du coût de développement d’un
médicament[6, 9] reste toutefois problématique (ﬁgure I.1.b). Il est donc de plus en plus important
de trouver de nouvelles voies de développement tout en essayant de diminuer les risques et les
coûts de chaque étape, notamment au tout début d’un projet lorsque l’investissement est encore
limité.
a. b.
Figure I.1 – a. Nombre de nouvelles entités moléculaires approuvées par la FDA (Food and Drug Agency) de
1993 à 2012. Source : Jiang 2013[8]. b. Evolution du nombre de molécules approuvées par milliard de dollard, de
1950 à 2010 (échelle logarithmique en ordonnées). Tiré de Scannell et al., 2012[9].
Le développement d’un médicament se déroule en plusieurs phases[10, 11]. La première phase,
dite de découverte, est l’étude des mécanismes d’action liés à une maladie, et la détermination de
molécules pour bloquer ces mécanismes. Elle se divise en plusieurs étapes : l’étude de la pathologie,
la génération de touches (target-to-hit), la sélection de têtes de séries (hit-to-lead) et l’optimisation
des têtes de séries 1[11]. A la ﬁn de cette phase, plusieurs dizaines ou centaines de molécules ont
été sélectionnées et testées sur un modèle simple (tests biochimiques ou phénotypiques). Les
molécules les plus prometteuses (ayant une grande aﬃnité pour la cible ou une bonne eﬃcacité
contre l’infection) sont ensuites conduites en phase préclinique. La phase préclinique consiste à
1. Pour la déﬁnition des termes touches et têtes de séries, voir section 1.3 de ce chapitre
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réaliser une première estimation de l’eﬃcacité et de la toxicité des molécules à l’aide de modèles
animaux.
Les molécules présentant des propriétés concluantes à l’issue de la phase préclinique passent
en phase d’essais cliniques où la molécule est testée pour la première fois sur des volontaires
humains[12, 13]. Les essais cliniques sont décomposés en 4 phases distinctes[12]. Durant la phase
I, la molécule est administrée à un petit nombre de volontaires sains aﬁn de tester sa toxicité
et son évolution cinétique (cette phase peut être traitée diﬀéremment pour certains composés
anticancéreux). Les molécules passant la phase II (non toxiques et aux propriétés cinétiques ap-
propriées) sont testées sur un petit nombre de patients malades, aﬁn de déterminer la plus petite
dose eﬃcace et d’estimer les eﬀets secondaires éventuels à plusieurs doses. L’eﬃcacité du nouveau
médicament est évaluée en phase III dans une étude à grande ampleur impliquant de nombreux
patients volontaires. La molécule testée est administrée à une partie des patients, tandis que
l’autre partie est soumise à un traitement de référence ou à un placebo dans le cas où aucun
traitement n’existe. Les essais la de phase III permettent de déterminer avec précision les doses et
modes d’administration les plus eﬃcaces et les risques associés au médicament. A la suite de ces
essais, l’industriel peut demander une autorisation de mise sur le marché (AMM) aux autorités
de sécurité du médicament. Il doit faire la preuve de l’eﬃcacité et de l’absence de dangerosité
du médicament[11]. Enﬁn, la phase IV correspond aux études post-commercialisation sur le long
terme.
Le coût de développement varie d’un projet à un autre, mais augmente sensiblement au cours
des diﬀérentes phases précliniques et cliniques[7] (tableau I, dernière colonne). A chaque étape
du projet, le médicament peut être jugé dangereux ou ineﬃcace et le développement arrété[14]
(tableau I, 2e colonne), ce qui signiﬁe généralement une perte conséquente pour l’industriel qui
développe le projet[7]. Il est donc crucial de diminuer le taux de perte, et donc de diminuer le
risque inhérent à chaque projet. Pour cela, un eﬀort particulier doit être réalisé dès les phases
d’étude du mécanisme et précliniques pour éviter de porter plus loin des projets voués à l’échec
tout en restant innovant[15]. La multiplication des familles moléculaires est une voie de diminution
du risque : on peut plus facilement s’aﬀranchir d’une famille s’avérant posséder un inconvénient
rédhibitoire s’il est possible de se rabattre sur une autre famille également prometteuse (tableau
I, 4e colonne).
Durant ma thèse, je me suis intéressé au développement rationnel de médicaments basés sur
de petite molécules chimiques ciblant une protéine. Je m’inscris exclusivement dans la phase de
découverte, au niveau de l’étude du mécanisme et de la découverte des touches in silico. Mon
but est de déterminer de nouvelles méthodes permettant de mieux tirer partie des modèles du
fonctionnement de la protéine cible aﬁn de sélectionner des molécules plus pertinentes pour les
phases de criblage et donc de multiplier le nombre de touches à coût constant.
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Phase Tx. de succès Durée (ans) # molécules Coût (M$)
Découverte 50% 4.5 14.6 674
dont découverte des touches 80% 1.0 24.3 94
touches à têtes de séries 75% 1.5 19.4 166
optimisation 85% 2.0 14.6 414
Préclinique 69% 1.0 12.4 150
Phase I 54% 1.5 8.6 273
Phase II 34% 2.5 4.6 319
Phase III 70% 2.5 1.6 314
Enregistrement 91% 1.5 1.1 48
Total 4% 13.5 1.0 1,778
Tableau I – Coût, durée, taux de succès et nombre de molécules moyennes nécessaires pour chaque phase d’un
projet de développement de médicament. Source : Paul et al.. 2010[7].
1.2 La phase de découverte : définition d’une cible biologique
A la base même d’un projet de développement d’un médicament se trouve la pathologie. Le
développement rationnel de médicaments implique de déterminer le mécanisme sous-jacent à la
maladie : mécanisme d’infection d’un virus ou d’une bactérie, cible d’une toxine, voies déréglées
par un cancer ou une maladie génétique. La première étape d’un projet consiste donc à déterminer
ce mode de fonctionnement ainsi qu’un angle d’attaque potentiel pour traiter la pathologie.
1.2.1 Modélisation du mécanisme pathogénique
L’établissement du mécanisme biologique fait intervenir de nombreuses méthodes issues de
disciplines diverses. Dans le cadre d’agents infectieux, le séquençage et l’annotation du génome
de l’agent pathogène permet d’avoir une première idée du rôle de certaines protéines, mais rend
également possible la production des protéines du pathogène par génie génétique. Les études de
localisation de l’expression des protéines (micropuce ADN, microscopie confocale, immunoﬂuo-
rescence, ...), la détermination des interactions entre protéines (double hybride, spectrométrie de
masse, ...) et les méthodes de knockout ou d’extinction de gène permettent d’aﬃner le modèle de
fonctionnement et de déterminer les gènes essentiels de la pathologie. Les protéines produites par
ces gènes peuvent alors être étudiées en détail, ce qui fournit de nombreuses informations pouvant
être utilisées pour la recherche d’eﬀecteurs. Ces études peuvent être très longues et donner lieu à
de multiples interprétations ; elles constituent la base de la recherche fondamentale en biologie.
Lorsque la pathologie est bien comprise, il est possible de sélectionner une ou plusieurs pro-
téines jouant un rôle déterminant dans son mécanisme. Ces protéines seront les cibles des cam-
pagnes de développement de médicament. Elles peuvent potentiellement provenir de n’importe
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quel type, mais on dénombre quelques familles particulièrement importantes[16, 17, 18] :
— les récepteurs couplés aux protéines G (RCPG ou GPCR en anglais) : cette famille de
protéines transmembranaires joue le rôle de senseurs, et est impliquée dans de nombreux
processus physologiques (régulation du système immunitaire, récepteurs de certains neuro-
transmetteurs, contrôle du rythme cardiaque, de la pression sanguine, ...). Entre 40% et
60% des médicaments sur le marché ciblent un RCPG[17, 19].
— les kinases : élément central de multiples voies de signalisation et de régulation, elles sont
la cible de nombreuses molécules anticancéreuses[16].
— les protéases : souvent utilisées par les procaryotes et les virus pour hydrolyser leurs po-
lyprotéines (ensemble non fonctionnel de protéines synthétisées en un seul passage de la
polymérase)[20] ou pour maturer un précurseur vers une nouvelle forme fonctionnelle[21,
22, 23]. Les protéases ont aussi un rôle dans certaines voies de signalisation[24].
— les canaux ioniques : cibles de nombreux anesthésiques, de composés psychotropes et de
médicaments contre l’hypertension[25]
1.2.2 Etude structurale de la cible
Au fur et à mesure du développement d’un projet de développement de médicament, il devient
de plus en plus important de connaître la structure de la cible au niveau atomique, pour aﬃner les
diﬀérents modèles et optimiser eﬃcacement un composé intéressant. Il existe diﬀérentes techniques
d’obtention d’une structure protéique, mais les plus courantes restent la cristallographie par rayons
X et la résonnance magnétique nucléaire (RMN).
La cristallographie par rayons X donne accès de façon précise à une image de la protéine, à
condition de pouvoir en former des cristaux. Les cristaux de protéine sont formés en puriﬁant et
en concentrant la protéine cible dans un tampon de composition précise (ﬁgure I.2.a). Le cristal
est ensuite soumis à un ﬂash de rayons X, ce qui permet de capturer le motif de diﬀraction du
réseau cristallin (ﬁgure I.2.b). Le motif de diﬀraction est ensuite utilisé pour déterminer la densité
éléctronique de la protéine, sous réserve de pouvoir déterminer les phases. Les atomes sont ensuites
placés dans la densité éléctronique à l’aide de logiciels comme O ou Coot (ﬁgure I.2.b), ce qui
permet après plusieurs étapes de raﬁnement d’obtenir la structure de la protéine.
La résonance magnétique nucléaire (RMN) quant à elle utilise plusieurs propriétés des noyaux
atomiques liés à leur spin (moment magnétique nucléaire). Les expériences de RMN utilisent des
séquences d’impulsions d’un champ magnétique très intense pour conditionner les spins de certains
de ces atomes. La relaxation des spins (retour à l’état initial) est ensuite analysée pour déterminer
l’environnement éléctronique des atomes. En croisant les résultats de plusieurs types d’expérience
(HSQC[26], COSY[27], NOESY... - ﬁgure I.3.b), il est possible d’obtenir des informations sur
les distances et les angles entre diﬀérentes paires d’atomes de la protéine. Ces informations sont
utilisées pour déﬁnir des contraintes qui sont utilisées dans des logiciels de simulations (comme
ARIA[28] ou CYANA[29]) pour réaliser et aﬃner des modèles de structure. Les variations entre
5
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a. b.
c.
Figure I.2 – Détermination de structure par cristallographie aux rayons X. a. Production de cristaux
de protéines. b. Exemple de motif de diﬀraction c. Assignement d’une structure dans sa densité électronique
modèles sont le reﬂet à la fois de la dynamique interne de la protéine et des diﬀérentes incertitudes
dans les données expérimentales et de la simulation (ﬁgure I.3.c).
Figure I.3 – Détermination de structure par résonance magnétique nucléaire. a. Le signal mesuré,
somme des signaux induits par les atomes. b. Exemple de spectre NOESY c. Ensemble de structures déterminées
avec ARIA ; la partie centrale de la protéine est bien déﬁnie, alors que les partie C- et N-terminales sont très
variables du fait de l’absence de contraintes sur ces parties.
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1.2.3 Détermination d’un site orthostérique ou allostérique
L’obtention de la structure atomique permet de sélectionner précisément le site de liaison
préférentiel des futurs ligands. Souvent, on préfèrera cibler le site orthostérique, c’est-à-dire le site
de ﬁxation du substrat (dans le cas d’une enzyme) ou d’une molécule inhibitrice déjà connue.
Il est alors important d’avoir des indications structurales permettant de déterminer le site avec
certitude. Dans l’idéal le site orthostérique est déterminé en co-cristallisant la protéine avec le
ligand (substrat ou eﬀecteur), mais la connaissance des acides aminés impliqués dans la fonction
(déterminés par RMN ou mutations par exemple) peut suﬃre.
Il peut être préférable dans certains cas de ne pas viser le site orthostérique, soit parce qu’il
n’en existe pas comme pour les protéines n’étant pas des enzymes (protéines de structure par
exemple[30]), soit parce que le site orthostérique n’est pas avantageux en tant que cible, pour des
raisons de spéciﬁcité par exemple (sites ATP notamment[16]). Dans ce cas, il est nécessaire de
sélectionner un site dit allostérique, c’est-à-dire un site d’interaction autre que le site orthostérique
ayant un lien avec la fonction de la cible. L’identiﬁcation de sites allostériques peut également
être l’occasion de créer de nouvelles opportunités sur des cibles déjà exploitées dans le passé. Il
n’est pas trivial de déterminer si une région particulière d’une protéine peut être un bon site
allostérique. Le chapitre II, dédié au suivi des cavités le long d’une dynamique, traite notamment
de ce point.
1.3 Trouver et optimiser une "touche"
Le site choisi est ensuite criblé aﬁn de déterminer des molécules potentiellement actives :
les touches. Ces molécules sont raﬃnées, les meilleures sont déﬁnies comme "têtes de séries"
et sont alors optimisées. Ces diﬀérentes appellations sont fonction de l’aﬃnité, qui doit être la
plus importante possible tout en limitant la toxicité et l’insolubilité. La découverte d’une touche
provient souvent de criblages hauts débits, de criblages virtuels, ou d’un criblage dit "basé sur le
ligand" lorsqu’un composé actif est déjà connu. Ces diﬀérentes méthodes nécessitent la mise en
place d’un test biologique permettant d’évaluer l’eﬃcacité des molécules sélectionnées.
L’optimisation des touches est le travail du chimiste médicinal. L’objectif est de modiﬁer un
composé en ajoutant, supprimant ou modiﬁant des groupes chimiques, aﬁn de rendre le composé
plus eﬃcace, moins toxique et plus longtemps biodisponible. Les outils de relation structure-
activité (QSAR) permettent de rationaliser cette approche.
1.3.1 Criblage haut-débit
Le criblage permet de déterminer une liste réduite de molécules, ayant une activité et une
bonne aﬃnité, à partir d’une banque de molécules chimiques (une chimiothèque) plus ou moins
grande. Il existe deux grandes stratégies de criblage. Le criblage haut débit est la solution classique
qui consiste à tester l’intégralité d’une chimiothèque de façon automatisée à l’aide de robots[31].
Ce type de criblage est relativement ﬁable car il ne dépend que de la qualité du test et de la
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chimiothèque. Un autre avantage est qu’il ne requiert pas de connaissances sur la structure de la
cible, il peut donc être utilisé dès la conception du test biologique. Malheureusement, il est aussi
très onéreux, notamment lors de tests de chimiothèques de plusieurs centaines de milliers, voire
plusieurs millions de composés.
1.3.2 Criblage virtuel basé sur la structure de la cible
Le criblage virtuel consiste à ﬁltrer les molécules in silico aﬁn de rejeter celles qui n’ont a priori
que peu de chances d’avoir un eﬀet[32]. Pour cela, on utilise des logiciels d’arrimage moléculaire
pour simuler la pose du ligand à l’intérieur du site choisi. Les molécules les plus prometteuses
(celles qui sont les plus adaptées au site) sont ensuite commandées et testées de la même façon
que pour un criblage haut débit. Cette méthode permet de réduire drastiquement le nombre de
molécules testées, donc de diminuer le coût relatif à l’achat ou au stockage des composés, ainsi que
le coût des tests. Malheureusement, la méthode est moins ﬁable, le taux d’erreur (à la fois faux
positifs et faux négatifs) restant relativement important ; il est donc possible de passer à côté de
molécules actives. Un autre problème est la nécessité absolue de connaître la structure atomique
de la cible, ce qui n’est pas forcément chose aisée. Toutefois, pour beaucoup de projets en phase
de preuve de concept, pour lequel il n’existe pas de test automatisé ou assez de ressources pour
entreprendre le test d’une chimiothèque complète, le criblage virtuel est une étape obligatoire.
1.3.3 Criblage virtuel basé sur la structure du ligand
Lorsque la cible possède un substrat ou une molécule active connue, il est possible de réaliser
une recherche de composés dite "basée sur le ligand". Le but est de rechercher des molécules d’une
chimiothèque dont la forme et le placement des fonction chimiques ressemblent à la molécule de
départ (substrat ou molécule active). Ces recherches ne nécessitent pas d’avoir la connaissance de la
structure de la cible, ce qui peut être très avantageux dans certains cas où la structure est complexe
à obtenir (protéines membranaires diﬃcilement cristallisables, gros complexes protéiques). Cette
problématique ne sera pas étudiée dans ce manuscrit.
1.3.4 Optimisation d’une touche (hit-to-lead)
Une fois un petit nombre de touches déterminées, il est généralement nécessaire de les opti-
miser. L’optimisation d’un composé consiste à modiﬁer, supprimer ou ajouter des groupements
chimiques au composé, pour :
— améliorer l’aﬃnité du composé pour la cible
— améliorer la biodisponibilité du composé en augmentant sa capacité à passer les barrières
(intestinales, cellulaires...) et en diminuant les possibilités de métabolisation.
— diminuer la toxicité
Pour cela, il est nécessaire de concevoir des tests de toxicité, de solubilité et de biodisponibilité
en plus des tests d’eﬃcacité déjà utilisés lors des phases de recherche. Cette étape d’optimisation
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est cruciale, car elle doit permettre de passer d’une touche assez peu eﬃcace et potentiellement
dangereuse à un médicament candidat administrable à un patient.
L’optimisation repose sur une très bonne connaissance de la chimie médicinale : certains
groupements sont à proscrire car notoirement toxiques ou métabolisables, d’autres permettent
d’augmenter ou de diminuer la solubilité d’un composé. Le chimiste médicinal doit jongler avec
l’ensemble de ces contraintes tout en tenant compte de la structure du composé et de son inter-
action avec le site ciblé. Pour cela, il réalise une relation structure-activité (SAR pour Structure-
activity relationship), aidé si besoin par des méthodes statistiques (QSAR pour Quantitative SAR,
QSAR3D). Ces méthodes (notamment l’ACP, discutée au chapitre III) sont appliquées sur les ré-
sultats de premiers essais d’optimisation pour déterminer les déterminant chimiques de l’activité
du composé et guider ainsi les eﬀorts du chimiste. Les méthodes de QSAR3D utilisent également
les données structurales du site ciblé pour guider l’établissement de cette relation.
1.4 Phases précliniques, cliniques et autorisation de mise sur le
marché
La phase préclinique correspond au test des molécules sur des modèles animaux : souris, chien,
porc, singe... Ces tests doivent pouvoir déterminer des doses minimales d’eﬃcacité et de toxicité,
ainsi que la dose maximale tolérée[12, 10, 11]. Si la toxicité est trop forte ou l’eﬃcacité trop
faible, le projet peut être arrété dès cette étape. Les doses déterminées sur ces modèles animaux
permettent d’avoir une première idée des doses utilisables sur l’humain.
La partie purement clinique du projet se décompose en trois phases. Ces phases impliquent
un nombre croissant de patients volontaires : de quelques dizaines d’individus en phase I jusqu’à
plusieurs milliers en phase III. Ces phases permettent de s’assurer que la molécule est eﬀectivement
eﬃcace et non toxique, d’aﬃner les connaissances sur le métabolisme et les eﬀets secondaires du
médicament candidat, et de régler les doses qui seront utilisées pour le lancement du produit sur
le marché.
Les tests de phase I sont réalisés sur des patients volontaires en bonne santé, ou au contraire en
impasse thérapeutique. Ces tests ont pour objectif d’évaluer les doses ne provoquant pas d’eﬀets
indésirables et d’étudier le métabolisme du composé chez l’humain. Cette phase permet également
de recenser les eﬀets secondaires associés à l’utilisation du médicament testé. Les médicaments
anticancéreux peuvent ne pas passer par une phase I du fait de leur mécanisme particulier.
La phase II consiste à une première étude de l’eﬃcacité du médicament. Ces tests sont eﬀectués
sur un nombre modéré (plusieurs centaines) de patients volontaires touchés par la pathologie
ciblée. Cette phase se décompose en deux sous-phases, IIa et IIb. La phase IIa permet de vériﬁer
l’eﬃcacité du traitement, tandis que la phase IIb vise à déterminer la dose thérapeutique à utiliser.
Lors de la phase III, le médicament est testé sur un nombre important de patients volontaires,
jusqu’à plusieurs milliers voire dizaine de milliers de malades. Il est nécessaire non seulement de
prouver que le médicament possède une eﬃcacité, mais que celle-ci soit supérieure à l’eﬃcacité d’un
traitement de référence. Si ces tests s’avèrent concluant (eﬃcacité supérieure aux médicaments
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préexistants et absence de toxicité aux doses eﬃcaces), le médicament peut être déposé à l’agence
de sécurité du médicament pour être avalisé.
L’autorisation de mise sur le marché (AMM) est délivrée par les autorités de régulation des
médicaments propres à chaque pays ou région (ANSM en France, EMA en Europe, FDA aux
Etats-Unis). L’autorisation n’est délivrée qu’après l’étude du dossier transmis par l’entreprise
pharmaceutique à la ﬁn de l’étude clinique. Après la mise sur le marché, le nouveau médicament
débute la phase IV des essais cliniques qui correspond au suivi du médicament. Le but est d’amas-
ser des connaissances sur le mécanisme et les eﬀets du médicament, en recensant notamment les
eﬀets indésirables rares et les eﬀets du composé sur le très long terme. L’AMM peut ainsi être
retirée lors de la découverte d’eﬀets secondaires dangereux ou d’un manque d’eﬃcacité à long
terme.
2 La recherche de nouvelles stratégies d’inhibi-
tion in silico
Comme nous avons pu le voir dans la section précédente, la recherche de nouveaux médica-
ments est un déﬁ nécessitant la mobilisation de ressources importantes. Dans un domaine très
compétitif, la découverte de nouvelles stratégies d’inhibition de pathogènes par des voies in-
novantes ouvre de nouvelles opportunités, ce qui peut être un atout majeur. L’amélioration des
méthodes de sélection de composés in silico permet à la fois d’accélérer la découverte de nouveaux
inhibiteurs, de diminuer le coût du criblage des composés et d’améliorer les chances d’identiﬁer
des molécules actives. Je me place ici dans un contexte exclusivement basé sur la structure, dans
l’optique de réaliser des criblages virtuels les plus eﬃcaces possibles en tirant parti au maximum
des données structurales existantes. Pour atteindre cet objectif, je réalise des modèles du fonc-
tionnement des protéines cibles aﬁn de choisir la voie d’action la plus pertinente pour un projet
de développement de médicaments, via la détermination de poches allostériques ou la dynamique
du site actif. L’utilistation de nouvelles stratégies sur des cibles nouvelles ou déjà connues permet
en eﬀet de découvrir et développer des composés pouvant contourner les brevets industriels déjà
en place ou évitant des problèmes de toxicité et de biodisponibilité. La meilleure caractérisation
des sites d’intérêt permet également d’élargir les possibilités de criblage et de sélectionner des
composés qui n’auraient pas pu l’être précédemment.
Dans cette section, j’introduirai les bases théoriques nécessaires à la compréhension des méca-
nismes d’association entre une protéine et un ligand. Je ferai donc la revue des outils utilisés pour
modéliser les associations possibles avec des composés chimiques, mais également pour comprendre
le fonctionnement de la cible. Cela inclue donc les logiciels de prédiction d’arrimage moléculaire
(docking protéine-ligand), la dynamique moléculaire, le calcul de chemins de transition et l’ana-
lyse des cavités de la protéine ciblée. Nous soulignerons l’importance de la prise en compte de la
dynamique de la cible pour chacun de ces types d’analyse.
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2.1 Principes physiques de l’association protéine-ligand
2.1.1 Thermodynamique de l’association protéine-ligand
Deux molécules ne vont s’associer que si elles ont un "intérêt commun" à le faire. Plus pré-
cisément, l’enthalpie libre totale du complexe protéine-ligand (Gcomplexe ) doit être inférieure à
la somme des enthalpies libres du récepteur seul (Grec) et du ligand seul (Glig ) 2. On déﬁnit la
diﬀérence d’enthalpie libre d’association ∆Gassoc ainsi :
∆Gassoc = Gcomplexe − (Grec +Glig )
∆Gassoc doit donc être strictement négatif pour que l’interaction entre le récepteur et son li-
gand soit favorable. De fait, plus ∆G est négatif, plus l’aﬃnité du récepteur pour son ligand est
importante.
Figure I.4 – Prise en compte de l’énergie de solvatation dans l’énergie d’association protéine-ligand.
La prise en compte de l’eﬀet du solvant étant en général complexe à modéliser[33], on décom-
pose l’énergie d’association pour faire émerger les termes d’association en milieu "sec" (ﬁgure I.4),
plus facilement calculable :
∆Gassoc = ∆Gassoc,desolv +∆Gdesolv ,rec +∆Gdesolv ,lig +∆Gsolv
= ∆Hassoc,desolv +∆Hdesolv ,rec +∆Hdesolv ,lig +∆Hsolv
−T (∆Sassoc,desolv +∆Sdesolv ,rec +∆Sdesolv ,lig +∆Ssolv )
Les termes d’entropie (∆S) sont en général diﬃciles à estimer[33] et peuvent varier grandement
2. L’association entre une protéine et son ligand se déroule naturellement à pression constante et en phase
condensée. On peut donc utiliser l’enthalpie libre G au lieu de l’énergie libre F , la diﬀérence entre ces deux
grandeurs, PV , étant quasi constante (P est constante et ∆V est généralement très faible).
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d’un ligand à l’autre et d’un récepteur à l’autre. De plus, la balance ∆H/∆S est très inﬂuencée
par le solvant et en particulier par les ions.
On se concentrera donc sur les termes d’enthalpie (∆H), c’est-à-dire les termes correspondant
aux interactions, qui sont appréhendables plus facilement. On peut ainsi décomposer le terme
d’enthalpie désolvatée :
∆Hassoc,desolv = Hrec,lig +∆Hlig ,lig +∆Hrec,rec
L’enthalpie d’association Hrec,lig , qui correspond à l’énergie d’interaction entre le récepteur et son
ligand, doit donc compenser non seulement les interactions propres au récepteur (∆Hrec,rec) et
au ligand (∆Hlig ,lig) pouvant être perdues lors de l’association, mais surtout la perte de certaines
interactions avec le solvant (∆Hdesolv ,rec et ∆Hdesolv ,lig).
Le nombre d’interactions est donc un élément très important de l’association entre une protéine
et un ligand. Les concavités à la surface et les trous à l’intérieur de la protéine permettent de
créer un grand nombre d’interactions simultanées en permettant la formation de liaisons sur un
plus grand nombre de faces du ligand. Cela permet d’augmenter l’enthalpie d’association Hrec,lig
et donc en principe d’augmenter l’aﬃnité du récepteur pour son ligand. Un autre bénéﬁce est que
plus il y a d’interactions, plus le ligand doit être spéciﬁque du récepteur pour pouvoir se lier. Le
ligand ne pourra en eﬀet pas former autant d’interactions ou aura des incompatibilités stériques
avec un récepteur légèrement diﬀérent. Cette spéciﬁcité est un avantage certain dans le cadre
de la conception de médicament (toxicité et eﬀets secondaires réduits). Ces trous et concavités
dans la protéine seront désignés sous le terme commun de cavité (je déﬁnirai plus en détail les
cavités dans la section 2.5 de ce chapitre). La forme des cavités explique également la spéciﬁcité de
l’association protéine-ligand puisque le ligand doit avoir une forme suﬃsament proche de celle de
la cavité pour pouvoir y entrer et réaliser ces interactions qui agissent souvent à courte portée (ex :
liaisons hydrogènes). De plus, la complémentarité de forme permet de maximiser les contacts entre
ligand et récepteur et donc de tirer proﬁt au maximum des forces de van der Waals attractives.
Le détail de la forme géométrique de la cavité peut ainsi être déterminante pour certaines familles
de ligand.
2.1.2 Modèles dynamiques de l’association protéine-ligand
Le premier modèle de la reconnaissance entre une protéine et son ligand est le modèle "clé-
serrure" (ﬁgure I.5.a), introduit par Fischer dès 1894[34]. C’est un modèle statique : le récepteur
possède une cavité dont la forme correspond exactement à celle du ligand. Ce modèle s’est avéré
inexact pour de nombreuses protéines pour lesquelles les structures apo (libres) et holo (liées) sont
nettement diﬀérentes. L’ajustement induit (ﬁgure I.5.b), correspondant à une transformation du
récepteur au cours de la liaison avec le ligand, a ainsi été introduit par Koshland en 1958[35] pour
répondre à ce problème. Ce modèle implique une certaine ﬂexibilité du récepteur et introduit
donc une notion de dynamique absente du modèle clé-serrure. Un troisième modèle, celui de la
sélection conformationnelle (ﬁgure I.5.c), postule que la conformation holo du récepteur fait partie
12
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Figure I.5 – Modèles d’association protéine-ligand. a. Modèle clé-serrure. b. Modèle d’ajustement induit.
La conformation du récepteur change au cours de l’association. c. Modèle de sélection conformationnelle. La forme
holo (conformation du récepteur lorsqu’il est lié au ligand) est présente de façon très minoritaire lorsque le ligand
n’est pas lié. Le ligand ne se ﬁxe que sur cette forme et "reconnaît" donc cette conformation parmi les autres.
de l’ensemble des conformations visitée par le récepteur non lié, mais que cette conformation est
simplement beaucoup plus rare que la conformation apo (elle n’est donc pas mesurée). Dans ce
modèle, le ligand n’interagit pas avec le récepteur s’il n’est pas dans le bon état et "sélectionne"
donc la conformation holo qui est ainsi stabilisée par la liaison avec le ligand. Ce modèle a été
introduit petit à petit, suite à diverses observations faites notamment sur les anticorps qui peuvent
se lier à diﬀérents antigènes grâce à ces changements de conformations[36, 37, 38, 39]. Il a été
formalisé pour les interactions protéine-protéine par Kumar et al.[40].
Les modèles d’ajustement induit et de sélection conformationnelle ont été longtemps en com-
pétition. Toutefois, il est sans doute probable que la plupart des associations protéines-ligand
suivent une combinaison des deux modèles à des degrés divers[41, 42, 43]. Certaines sources privi-
légient en revanche l’hypothèse d’une association provoquée par la sélection conformationnelle[44],
notamment à faible concentration[43]. On peut voir dans ces deux modèles des paradigmes utiles
pour l’arrimage moléculaire que j’aborde dans la section suivante.
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2.2 L’arrimage moléculaire (docking)
L’arrimage moléculaire, ou docking en anglais, consiste à prédire la structure d’un complexe
à partir des structures de ses composants. En particulier, le docking protéine-ligand permet de
prédire la pose d’une petite molécule dans le site d’une protéine. Les logiciels de docking associent
à chaque pose un score correspondant généralement à une estimation de l’énergie d’association du
ligand. Les ligands ayant un bon score (i.e : une faible énergie) sont ainsi plus susceptibles de se
lier à la cible que les autres. Le docking consiste donc à trouver, pour un ligand et une protéine
cible donnés, la pose du ligand dans la protéine donnant la meilleure énergie. C’est donc un outil
très utilisé dans le domaine de la conception de médicament, car il permet de sélectionner parmi
un grand nombre de petites molécules celles qui sont les plus à même de se ﬁxer à la protéine cible.
Ce problème est très complexe, car il fait intervenir un grand nombre de degrés de libertés : ceux
de la protéine, ceux du ligand et ceux des associations possibles entre les deux (trois degrés de
translation et trois de degrés de rotation). Aﬁn de simpliﬁer ce problème, les logiciels de docking
tentent de limiter voire de supprimer certains de ces degrés de liberté :
— soit en limitant les degrés de libertés translationnels et rotationnels en limitant la zone ciblée
à un site spéciﬁque. Cette méthode est généralement utilisée lorsque l’on connait le site à
cibler, ce qui est le cas la plupart du temps dans les projets de conception de médicament. Il
est aussi possible de discrétiser l’espace des degrés de libertés translationnels et rotationnels
exploré.
— soit en réduisant les degrés de liberté de la protéine, en rigidiﬁant les atomes de la chaîne
principale et/ou des chaînes secondaires.
— soit en réduisant les degrés de liberté du ligand, en totalité ou en partie, en décomposant le
ligand en fragments rigides reliés par des liaisons pouvant tourner librement ou par incré-
ments d’angle.
— soit par une combinaison de l’un des trois points précédents.
De façon évidente, plus on supprime de degrés de liberté, plus on simpliﬁe le modèle et la com-
plexité du problème mais moins la pose prédite et son score sont plausibles. Actuellement, la
plupart des logiciels de docking prennent en compte en partie la ﬂexibilité du ligand. Certains de
ces logiciels peuvent également prendre en compte la ﬂexibilité du récepteur en rendant ﬂexibles
les chaînes latérales[45, 46, 47]. Ces logiciels peuvent donc modéliser en partie le phénomène
d’ajustement induit. Pour modéliser le phénomène de sélection de conformations, il est possible
de réaliser un docking sur de multiples conformations, soit en réalisant le docking indépendamment
sur plusieurs conformations, soit en utilisant des méthodes dédiées[48, 49, 50, 51].
Les logiciels de docking utilisés pour le criblage virtuel ont vocation à docker des centaines de
milliers, voire des millions de composés sur une cible en un temps raisonnable. Aﬁn d’atteindre
cette vitesse d’exécution, ces logiciels se limitent donc à l’exploration d’un seul site de la protéine,
suppriment ses degrés de liberté (récepteur rigide) et discrétisent ceux du ligand (décomposition en
fragments rigides et échantillonnage des angles de torsion). C’est le cas par exemple de DOCK[52,
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53, 54], AutoDock[55, 56] et AutoDock Vina[57], FRED[58], Glide[59], FlexX[60, 61] ou GOLD[62,
63].
Il existe un grand nombre de subtilités caractérisant chaque logiciel de docking. La fonction
de score en est la diﬀérence principale, mais d’autres diﬀérences existent : les méthodes de dé-
composition du ligand et d’échantillonnage des angles de torsion, la pose du ligand, l’élagage de
l’arbre des possibilités... Les étapes de criblage virtuel du chapitre IV utilisent les logiciels DOCK
6 et FlexX, qui vont donc être explorés plus en détail.
a. b. c.
Figure I.6 – Fonctionnement de DOCK a. Sphères remplissant le site visé du récepteur. Les couleurs
représentent le type d’interaction de chaque sphère (ici choisi au hasard). b. Grille d’interaction générée pour le
même récepteur (bleu, rouge : électrostatique, jaune : contact/van der Waals). c. Pose de l’ancre : certains atomes
de l’ancre (représentée par des bâtons, le reste du ligand est représenté en ﬁl de fer) sont alignés sur les centres des
sphères de la couleur complémentaire à l’atome. Les centres des sphères sélectionnées sont représentées en rouge,
les autres centres en bleu.
DOCK est l’un des premiers algorithmes de docking. Le logiciel ne gérait initialement que le
docking rigide, sans prendre en compte la ﬂexibilité du ligand, mais cette fonctionnalité a depuis
été implémentée. Le fonctionnement de DOCK se base sur la superposition des atomes du ligand
avec les centres de sphères remplissant le site du récepteur. Ces sphères sont générées par sphgen
(ﬁgure I.6.a), et la contribution du récepteur à l’interaction est précalculée sous forme de grille
(ﬁgure I.6.b). DOCK attribue ensuite à chaque sphère une "couleur" correspondant à l’interaction
prédominante dans cette région (donneur ou accepteur de liaison hydrogène, interaction hydro-
phobe, charge positive/négative ou neutre). Le ligand est d’abord décomposé en fragments rigides
(ﬁgure I.7.a), séparés par des liaisons permettant la rotation. Un des fragments (généralement le
plus gros) est désigné comme l’ancre. Ce fragment est placé dans le récepteur de telle sorte que
ses atomes se rapprochent du centre des sphères de "couleur" complémentaires à sa nature (don-
neur/accepteur, hydrophobe/hydrophobe, charges positives/négatives, ﬁgure I.6.c). Les autres
fragments sont ensuite ajoutés itérativement de la même façon (ﬁgure I.7.b et c), l’échantillon-
nage des angles de torsion du ligand provenant d’une table précalculée. Les poses sont préﬁltrées
par un score de "bump" qui discrimine les poses présentant des recouvrements trop importants
entre les atomes du ligand et ceux du récepteur. Le score de chaque pose intermédiaire est calculé
à partir des grilles d’interactions, prend en compte les contacts avec le récepteur et les interactions
électrostatiques. Les poses intermédiaires sont ﬁltrées à chaque étape à l’aide d’un algorithme de
clustering prenant en compte le score et la diversité géométrique des poses, aﬁn de réduire la
combinatoire des poses. Les poses ﬁnales sont optimisées à l’aide d’un champ de force (voir sec-
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Figure I.7 – Etapes de la pose d’un ligand. a. Décomposition du ligand en fragments rigides. b. Placement
du premier fragment (ancre) dans le récepteur. c. Reconstruction itérative du ligand, fragment par fragment, via
l’échantillonnage des angles de torsion.
FlexX est un logiciel plus récent développé au milieu des années 90[60, 61]. FlexX modélise la
surface d’interaction des atomes par des surfaces déﬁnies par des coupes d’une sphère (ﬁgure I.8.a).
Le ligand est décomposé de la même façon que DOCK et suit le même schéma de reconstruction
itérative du ligand (ﬁgure I.7). L’ancre est placée à l’aide d’un algorithme de hachage géométrique
qui fait correspondre des triangles reliant les surfaces d’interaction du ligand à des points déﬁnis
sur les surfaces d’interaction du récepteur (ﬁgure I.8.b). Le score est une estimation de l’énergie
libre d’association et comprend des termes pour les liaisons hydrogènes, les ponts salins, la surface
de contact hydrophobe et la perte de degrés de libertés. Les poses intermédiaires proches sont
regroupées par un algorithme de partitionnement hiérarchique, et seules les k poses de meilleur
score sont sélectionnées pour l’itération suivante.
Les diverses approximations réalisées lors du calcul de la pose, nécessaires pour la rapidité du
calcul, impactent fortement sa précision[66]. La pose et son énergie associée sont donc fortement
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a. b.
Figure I.8 – Fonctionnement de FlexX a. Surfaces d’interaction utilisées par FlexX pour le placement
de l’ancre et des fragments. A gauche : exemple de surface d’interaction pour un groupe carbonyle. A droite, de
gauche à droite : surfaces coniques (électrostatique, donneur de liaison hydrogène, cation-pi), coniques tronquées
(accepteur de liaison hydrogène), rectangles sphériques (idem). b. Placement de l’ancre par hachage géométrique.
Images tirée de Rarey et al. 1996[61].
hypothétiques[33]. Ainsi, les tests d’eﬃcacité de ces algorithmes visent à mesurer le rang d’un
ligand connu parmi un nombre de composés "leurres"[67] ou la précision de la pose d’un ligand
connu[68]. Un bon algorithme placera le ligand connu parmi les composés de meilleur score et/ou
à proximité de la pose connue, mais il n’est absolument pas garanti que ce soit toujours le cas.
Dans le cadre d’un criblage virtuel, il est donc nécessaire de sélectionner un grand nombre de
composés aﬁn d’augmenter les chances d’obtenir une touche. En outre, les algorithmes de docking
n’ont pas vocation à ﬁltrer les composés particulièrement réactifs (et donc peu intéressant car
peu spéciﬁques), toxiques ou insolubles. Il faut donc réaliser des ﬁltres supplémentaires : fonctions
chimiques, solubilité, toxicité (ADMET)...
Ni DOCK, ni FlexX ne prennent en compte la ﬂexibilité du récepteur. Certains logiciels de do-
cking laissent toutefois la possibilité de rendre ﬂexibles certaines chaînes latérales, au détriment de
la rapidité d’exécution[45, 46]. Pour prendre en compte la ﬂexibilité du site actif, il est également
possible d’utiliser plusieurs conformations du récepteur, ce qui revient à considérer le modèle de
sélection de conformation. Cette approche, appelée ensemble docking, peut utiliser des structures
expérimentales ou provenant de la modélisation[49, 50, 51]. En particulier, l’utilisation de confor-
mations générées par dynamique moléculaire a récemment donné de bons résultats[50, 69, 70, 71].
Enﬁn, on peut noter que de nouvelles méthodes d’échantillonnage de la conformation du site visé
ont été récemment développées spéciﬁquement pour ce type d’applications. Parmi ces méthodes,
on peut citer SCARE[72], les techniques de fumigation[73] et de pressurisation[74]. Nous nous
intéresserons plus en détail à la sélection de conformations à partir de la géométrie des cavités au
chapitre III.
2.3 La dynamique moléculaire
2.3.1 Principe général de la dynamique moléculaire
La Dynamique Moléculaire (DM, molecular dynamics en anglais) est une technique permettant
de simuler l’évolution de plusieurs molécules au cours du temps[75]. A partir d’une structure
atomique et de vitesses initiales, on peut utiliser le principe fondamental de la dynamique, mA =
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F, pour générer des conformations successives dans le temps. Il existe plusieurs composants clés
rentrant en compte dans une dynamique moléculaire :
— la topologie du système, qui déﬁnit l’ensemble des atomes et leurs liaisons
— les coordonnées et vitesses initiales des atomes du système. Les coordonnées proviennent
généralement de structures déterminées expérimentalement (voir section 1.2.2), tandis que
les vitesses initiales sont souvent générées automatiquement.
— les thermostats/barostats éventuels, qui permettent de contrôler la température et/ou la
pression de l’environnement selon l’ensemble thermodynamique choisi.
— le champ de force, qui déﬁnit l’ensemble des forces appliquées aux atomes du système sous
forme de potentiels. Les atomes ont le plus souvent une représentation ponctuelle symbo-
lisant la position du noyau. Le nom "champ de force" dénote aussi les paramètres associés
aux diﬀérents atomes, liaisons et forces (masse, charge, constantes des potentiels, ...).
— l’intégrateur, qui est l’algorithme produisant une nouvelle conformation à partir des coordon-
nées des conformations et/ou des vitesses précédentes, du champ de force et des éventuels
thermostats, barostats et autres forces éventuellement appliquées.
2.3.2 Ensembles thermodynamiques, thermostats et barostats
Une dynamique moléculaire peut être réalisée dans plusieurs ensembles thermodynamiques
diﬀérents, selon les grandeurs que l’on souhaite garder constantes au cours du temps. Les plus
couramment utilisés sont :
— l’ensemble microcanonique (NVE) : la quantité de matière (N), le volume (V) et l’énergie
(E) sont constants
— l’ensemble canonique (NVT) : la quantité de matière, le volume et la température (T) sont
constants. Cet ensemble nécessite un thermostat pour échanger de l’énergie avec le système
et le garder à température constante.
— l’ensemble isotherme-isobare (NPT) : la quantité de matière, la pression (P) et la tem-
pérature sont constantes. Cet ensemble nécessite à la fois un thermostat pour garder la
température constante et un barostat pour garder la pression constante.
Le système est déﬁni dans un volume ﬁni (éventuellement variable dans le cas de l’ensemble
NPT), généralement choisi comme périodique aﬁn de simuler un système inﬁni et éviter des eﬀets
de bords peu réalistes (ondes de pression).
Le principe sous-jacent aux thermostats est de moduler la vitesse des particules du sys-
tème pour réduire (ou augmenter) la température pour la faire tendre vers la température
cible. Cette modulation des vitesses peut être réalisée par une dilatation ou contraction (ther-
mostat de Berendsen[76]), via l’ajout de degrés de libertés supplémentaires (thermostat de Nosé-
Hoover[77, 78]), ou par l’ajout de "collisions" aléatoires (thermostat d’Andersen[79] et dynamique
de Langevin). Le thermostat de Berendsen ne sera pas traité ici, car il n’est pas réalisé stricte-
ment dans l’ensemble canonique et peut engendrer des artefacts non réalistes (eﬀets dit de "solvant
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chaud, soluté froid" et du "glaçon volant"). Le thermostat de Nosé-Hoover inclu un degré de li-
berté supplémentaire au système qui représente le bain thermostaté. Ce bain possède une "masse"
Q : plus Q est grande, plus le bain échangera de l’énergie avec le système. Le thermostat de Nosé-
Hoover garantit que le système est eﬀectivement simulé dans l’ensemble canonique. Le processus
est également strictement déterministe puisqu’il n’emploie pas de nombres aléatoires. Il n’évite
cependant pas complétement le phénomène de "solvant chaud, soluté froid".
La dynamique de Langevin applique une approche diﬀérente visant à émuler l’eﬀet du solvant
sur un soluté via l’ajout de deux types de forces supplémentaires au système. La première est dé-
crite comme une force de friction, qui réduit la vitesse des atomes du système proportionnellement
à leur vitesse (X˙) et à la fréquence de collision avec le solvant (γ) : Ffriction = −γmX˙. La seconde
est une ﬂuctuation aléatoire simulant des chocs, qui est proportionnelle à la fréquence de collision
γ ainsi qu’à la vitesse du solvant, donc à la température T0 du bain : Fchocs =
√
2γkbT0mR,
avec R un processus gaussien de moyenne nulle et de déviation standard égale à 1. L’équation du
mouvement devient donc :
miAi = miX¨i = Fi + Ffriction,i + Fchocs,i
= Fi − γmiX˙i +
√
2γkbT0miRi
Le "thermostat" de Langevin fait donc tendre progressivement les vitesses des atomes du système
vers des vitesses correspondant à la température du bain thermostaté.
Les barostats fonctionnent tous sur un principe commun qui est de faire évoluer le volume du
système (i.e : de la boîte) en fonction de la pression interne aﬁn de s’approcher d’une valeur de
pression cible. Pour cela, le volume V de la boîte peut être considéré comme un degré de liberté
supplémentaire de "masse" Q, à l’instar de la méthode de Nosé-Hoover pour les thermostats. Ce
degré de liberté peut être interprété comme un piston de masse Q, s’opposant plus ou moins aux
changements de volume ; un piston de petite masse fait osciller le volume rapidement, au contraire
d’un piston de grande masse qui oscillera plus lentement. Lorsque Q tend vers l’inﬁni, on retrouve
le comportement d’une dynamique moléculaire classique sans changement de volume.
2.3.3 Le champ de force
L’élément le plus important et le plus complexe des programmes de dynamique moléculaire
est le champ de force (force field en anglais). Il déﬁnit en eﬀet l’ensemble des forces appliquées à
chaque atome du système. Le champ de force choisi a donc un impact direct et important sur le
résultat d’une dynamique moléculaire[80, 81]. Les valeurs des paramètres du champ de force sont
déterminées de façon empirique en tentant d’approcher au maximum les propriétés mesurées d’un
grand nombre d’espèces chimiques[82, 83, 84]. Le champ de force déﬁnit deux grandes catégories
de forces : les forces agissant à travers les liaisons covalentes, et les forces agissant à distance.
Les forces agissant à travers les liaisons covalentes (bonded terms) sont liées à la topologie
chimique du système qui déﬁnit ces liaisons. Elles font intervenir des atomes liés par une liaison
covalente à leurs voisins, et sont déﬁnies à partir de potentiels. Ces potentiels sont relativement
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rapides à calculer car la liste des atomes aﬀectés est ﬁxe et ne dépend pas de la position des
atomes. En outre, le nombre de termes composant ces potentiels croît linéairement avec le nombre
d’atomes. Parmi ces potentiels, quatre se retrouvent dans la plupart des logiciels de dynamique
moléculaire :
— les forces de liaisons dépendent de la longueur l de la liaison entre deux atomes. Elles sont
habituellement déﬁnies par un potentiel harmonique centré sur une longueur d’équilibre l0







— le potentiel des angles de liaison dépend de l’angle θ entre trois atomes liés consécutivement
par des liaisons covalentes. Il est souvent déﬁni par un potentiel harmonique centré sur un







— le potentiel des angles de torsion (ou angles dièdres) dépend de l’angle dièdre ω entre quatre
atomes liés consécutivement par des liaisons covalentes. Le potentiel utilisé dépend des
atomes concernés et peut posséder plusieurs minima. Il est généralement déﬁni par des








(1 + cos(nω + φn))
— le potentiel des angles de torsion impropres se rapproche des angles de torsion mais est
déﬁni sur des ensembles d’atomes pour corriger empiriquement certaintes propriétés de
forme, comme la planéité des systèmes conjugués (potentiel 1).
Il existe également d’autres potentiels de correction, comme le Urey-Bradley[84] (couplage liaison-
angles) ou les termes de couplage entre les angles dièdres φ et ψ CMAP[80], basés sur la carte de
Ramachandran (dans le programme CHARMM).
Les forces agissant à distance (non-bonded terms) sont fonction de la distance entre deux
atomes. En pratique, elles s’appliquent aux atomes non liés de façon covalente. En principe, ces
forces pourraient faire intervenir l’ensemble des n(n− 1)/2 paires d’atomes d’un système ce qui
en fait l’étape de calcul la plus lourde. Il est donc nécessaire d’avoir recours à des approximations
permettant d’accélérer substantiellement le temps de calcul. Ces forces sont principalement de
deux types :
— les forces de van der Waals et la répulsion interatomique (principe d’exclusion de Pauli) sont
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Figure I.9 – Potentiels des forces définies lors d’une dynamique moléculaire. 1. Potentiel harmonique
(longueurs des liaisons, angles entre deux liaisons, angles de torsion impropres). 2. Potentiel périodique en série
de Fourier (angles de torsion) 3. Potentiel de Lennard-Jones (forces de van der Waals) 4. Potentiel de Coulomb
(forces éléctrostatiques)
Il est possible d’ignorer les interactions au delà d’un certain seuil ; pour garder la continuité
de la fonction d’énergie, on peut par exemple décaler la fonction pour qu’elle devienne nulle
au niveau du seuil.








Dans le cas de simulations en condition périodique, il est possible d’accélérer les calculs en
découpant le potentiel en deux parties selon les distances entre atomes. Les interactions à
courte portée sont ainsi calculées normalement par sommation directe en tenant à jour la
liste des paires d’atomes proches. Les interactions à longue portée sont elles calculées par
sommation d’Ewald[85, 86] dans l’espace réciproque de Fourier, ce qui a l’avantage d’être
une méthode rapide et de tenir compte des interactions à longue portée. Une fonction de
partage est utilisée pour partitionner de façon continue et dérivable les interactions de courte
portée des interactions de longue portée.
On peut également ajouter un terme prenant en compte spéciﬁquement les liaisons hydrogènes,
mais la plupart des champs de forces plus récents ne l’utilise pas, ces interactions étant modélisées
en adaptant les deux termes précédents.
L’ensemble de ces termes déﬁnit un champ de force classique, qui peut être éventuellement
modiﬁé ou amélioré pour rendre compte de phénomènes plus complexes, au détriment de la vi-
tesse de calcul : polarisabilité (oscillateur de Drude), réactions chimiques, modèles hybrides entre
mécanique classique et quantique (QMMM ), ...
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2.3.4 L’intégrateur et la génération des vitesses intitiales.
L’intégrateur est l’algorithme produisant une nouvelle conformation à partir de la conformation
précédente et du champ de force. Il existe plusieurs algorithmes d’intégration, tous basés sur des
méthodes de diﬀérence ﬁnie : méthodes de Verlet[87] et Verlet avec vélocités[88], leapfrog [89],
méthode de Beeman[90]. Un algorithme très utilisé est la méthode de Verlet avec vélocités[88],
qui utilise les coordonnées X, les vitesses V et l’accélération A (calculée par le champ de force)
de la conformation au temps t pour produire les coordonnées et vitesses de la conformation au
temps t+∆t :








Il présente le double avantage de correspondre à un schéma d’intégration centré, donc précis et
robuste, et de donner les vitesses au temps t (contrairement aux méthodes Verlet et leapfrog). Le
pas de temps ∆t est ﬁxe, et doit être suﬃsament petit pour simuler correctement des phénomènes
oscillatoires rapides et les chocs entre particules à la température du système. Le but est d’éviter
d’obtenir des conformations sortant de la zone où l’évolution du potentiel est compatible avec les
lois de conservation de l’énergie (atomes qui se chevauchent, liaisons trop longues). En général,
∆t est ﬁxé à 1 fs pour une dynamique classique réalisée aux conditions standard de température
et de pression, mais peut être augmenté à 2 voire 4 fs en appliquant des algorithmes spéciﬁques,
notamment SHAKE[91], qui ﬁxent la longueur des liaisons impliquant des atomes d’hydrogène.
L’algorithme de Verlet avec vélocités nécessite un jeu de vitesses intiales, puisqu’elles sont
utilisées dès la 1re étape. Ces vitesses sont reliées à la température T du système. La composante
de la vitesse de chaque atome dans chacune des 3 directions de l’espace, vix, est donc tirée












où p(vix) est la probabilité que l’atome i ait une vitesse vix dans la direction x.
2.3.5 Le solvant
Le solvant utilisé pour l’immense majorité des simulations de dynamique moléculaire est l’eau,
éventuellement associé à quelques ions pour neutraliser le système ou simuler une concentration
en sels. Ce solvant peut être simulé de façon implicite, en utilisant une dynamique de Langevin
et des constantes diéléctriques variables, ou de façon explicite, en incorporant un grand nombre
de molécules d’eau dans le système. Les modèles de solvants implicites permettent de réaliser des
simulations beaucoup plus longues, mais beaucoup moins précises qu’avec des solvants explicites.
Il existe plusieurs modèles de solvants implicites, plus ou moins complexes, dont le point
commun est de substituer les molécules d’eau par un modèle continu. Ces modèles décomposent
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l’énergie de solvatation du soluté 3, ∆Gsolv , en deux termes représentant l’énergie provenant des
interactions électrostatiques (∆Gelec) et l’énergie apolaire (hydrophobe) ∆Gapolaire :
∆Gsolv = ∆Gelec +∆Gapolaire
Le terme ∆Gapolaire prend en compte les interactions ne faisant pas intervenir les charges, no-
tamment les interactions de van der Waals ainsi que le gain d’énergie lié à la désorganisation
du solvant. Ce terme est généralement modélisé à l’aide de la surface accessible au solvant A :
∆Gapolaire = σA, où σ est un facteur déterminé empiriquement.
Le terme ∆Gelec doit, quant à lui modéliser, les interactions électrostatiques avec le solvant. Un
modèle communément considéré comme le modèle "étalon" des solvants implicites est le modèle
de Poisson-Boltzman qui donne le potentiel électrostatique d’un ensemble de charges ponctuelles
plongées dans un solvant. Le modèle de Poisson-Boltzmann est très complexe à calculer et n’est
donc généralement pas utilisé dans les simulations de dynamique moléculaire. Pour cette raison,
d’autres modèles ont été élaborés. Le modèle le plus simple est de remplacer la permittivité du
vide ε0 par celle de l’eau, εeau (on a εeau/ε0 ∼ 80). Ce modèle améliore le comportement des
résidus situés à la surface de la protéine, près du solvant, mais détériore la précision au sein de la
protéine, dont la permittivité est située entre 2 et 4. Un modèle très utilisé est le modèle de Born
généralisé[92], qui ajoute le terme ∆GBorn au potentiel électrostatique :

















Dans cette équation, les termes Ri et Rj sont proportionnels au degré d’enfouissement des atomes
i et j. Nous avons utilisé un modèle de solvant implicite dérivant du modèle de Born généralisé,
ACE[93], pour le calcul de chemin de transition avec POE (voir section 2.4.2).
2.3.6 Les logiciels de dynamique moléculaire
Les premières simulations de dynamique moléculaire datent de la ﬁn des années 1950[94].
Les premiers modèles utilisés dans ces simulations faisaient intervenir un champ de force très
simple (sphères dures) et ne simulaient que les collisions entre particules. L’application de la
dynamique moléculaire aux protéines date du milieu des années 1970, avec les travaux de Levitt et
Warshel[95], corécipiendaires avec Martin Karplus du prix Nobel 2013. Ce dernier est à l’origine du
développement du programme CHARMM[96], un des premiers logiciels de dynamique moléculaire,
toujours mis à jour et utilisé de nos jours. CHARMM utilise les champs de force développés par le
groupe de développement de CHARMM, notamment dans le groupe de MacKerell[84]. D’autres
moteurs de dynamique moléculaires ont été développés : NAMD[97], AMBER[98] et sa famille de
champs de force associée, GROMACS[99] et son champ de force GROMOS, ou bien MMTK[100].
3. On note que l’utilisation de la notation ∆G procède d’un abus de language car elle caractérise normalement
un ensemble représentant un état thermodynamique
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Une des avancées récentes notable des logiciels de dynamique moléculaire est l’utilisation des
cartes graphiques pour accélérer les calculs.
2.3.7 Les dérivés de la Dynamique Moléculaire
Le principe de la dynamique moléculaire a été étendu au cours du temps à l’aide d’un grand
nombre de méthodes, en ajoutant ou modiﬁant des termes au champ de force, en modiﬁant
l’intégrateur, etc. Les dérivés permettant de simuler des intermédiaires entre deux conformations,
typiquement active et inactive, sont particulièrement utiles pour l’analyse du fonctionnement
d’une protéine. Ils permettent de mieux comprendre les mécanismes moléculaires responsables de
l’activation d’une cible et donc de choisir de façon plus eﬃcace un site et une conformation à cibler.
Ils peuvent également être utilisés comme première étape d’un calcul de chemin de transition[101]
(voir section suivante).
Un des dérivés les plus utilisés est la dynamique moléculaire dirigée (SMD, pour Steered Mole-
cular Dynamics). Le principe est de tirer un ensemble d’atomes du système vers des coordonnées
cibles, par l’ajout d’un potentiel basé sur la distance entre les coordonnées du système et de la
cible. Il est ainsi possible de tirer l’ensemble des atomes d’une protéine de sa conformation active
à sa conformation inactive pour générer des conformations intermédiaires. La dynamique molé-
culaire ciblée (TMD, Targeted Molecular Dynamics) vise à contraindre la structure à se déplacer
dans une hypersphère déﬁnie par une valeur de RMSD à la structure cible. Cette valeur de RMSD
évolue avec le temps de la valeur initiale (RMSD entre la structure de départ et la structure cible)
jusqu’à atteindre 0, ce qui assure que la structure ﬁnale est identique à la structure cible.
Ces méthodes très eﬃcaces sur des transitions simples se trouvent prises par des barrières
infranchissables dans des cas plus complexes. Il est alors nécessaire d’utiliser d’autres outils plus
poussés pour calculer des chemins de transition.
2.4 Calcul de chemins de transition
2.4.1 Intérêt, principe et méthodes de calcul de chemins de transition
Lorsqu’il existe des structures de la protéine dans deux états diﬀérents, typiquement forme
active-forme passive, il est possible de réaliser un calcul de chemin de transition. Un chemin de
transition est une collection de conformations intermédiaires représentant un chemin plausible
entre deux structures initiales et ﬁnales. L’intérêt d’un tel chemin est de modéliser le fonctionne-
ment de la cible de façon très détaillée. Le modèle aide à générer de nouvelles stratégies d’inhibi-
tion, notamment en déterminant de nouveaux sites potentiellement allostériques. Les conforma-
tions intermédiaires peuvent alors servir de base pour l’étape de criblage virtuel.
Le problème du calcul de chemin de transition est extrêmement complexe. Pour paraphraser
Bolhuis[102], il s’agit en quelque sorte de "lancer des cordes au dessus de chaînes de montagnes
accidentées, dans le noir". On peut également ajouter que ces montagnes ne sont malheureusement
pas situées dans un espace à 3 dimensions, mais dans l’espace des degrés de liberté d’une protéine,
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de l’ordre de 10,000 dimensions, ce qui rend la tâche d’autant plus complexe... De fait, il existe
plusieurs méthodes, plus ou moins subtiles, pour réaliser de tels chemins. Les plus "brutales"
échantillonnent les chemins à l’aide de dynamiques moléculaires standards. Ces méthodes sont
généralement utilisées pour calculer le chemin de repliement de petites protéines, comme pour
le projet Folding@HOME[103, 104] ou les travaux du groupe de D.E. Shaw[105]. Les chemins
de transition calculés par simple dynamique moléculaire ne peuvent être observés que pour des
trajectoires de l’ordre de plusieurs millisecondes et nécessitent donc des ressources extrêmement
importantes (super-ordinateurs, clusters de plusieurs dizaine de milliers de processeurs, ...).
Pour obtenir des chemins de transition de molécules plus grosses de façon plus eﬃcace, il existe
d’autres méthodes utilisant diﬀérents types de biais aﬁn d’arriver à un chemin plausible. Il est
tout d’abord possible d’utiliser les dérivés de la dynamique moléculaire décrits dans la section
précédente, comme la SMD ou la TMD. L’inconvénient principal de ces méthodes est qu’elles in-
troduisent un biais fort et déforment ainsi le paysage énergétique échantillonné. Le chemin calculé
est donc très marqué par ce biais et s’éloigne d’un chemin d’énergie libre minimal, ce qui diminue
grandement la plausibilité du chemin. D’autres algorithmes modiﬁent cette surface d’énergie libre
aﬁn de permettre au système d’échantillonner plus librement son espace des phases. Ces modiﬁ-
cations sont faites de telle façon qu’il soit possible de retrouver la surface d’énergie libre initiale
(correspondant à l’ensemble canonique). Par exemple, le principe de la métadynamique[106] est
de forcer le système à s’écarter de son état initial en ajoutant un terme énergétique défavorable
aux endroits déjà visités (ﬁgure I.10.a). La méthode de l’umbrella sampling [107] permet quant
à elle de diminuer les barrières d’énergie libre, facilitant l’échantillonnage de plusieurs bassins.
Lorsque ces méthodes sont utilisées pour déterminer un chemin de transition, il est nécessaire
de déﬁnir des coordonnées réactionnelles de faible dimension, décrivant l’état d’avancement du
système le long du chemin. Ce sous-espace des phases décrit par les coordonnées réactionnelles
permet de déﬁnir une surface d’énergie libre que l’on peut alors moduler pour faciliter les possi-
bilités d’évolution du système aﬁn d’obtenir un échantillonnage correct. Ces algorithmes laissent
le système relativement libre et approximent correctement l’énergie libre le long du chemin déﬁni
par les coordonnées réactionnelles choisies, mais ils sont biaisés par ce choix.
Un troisième groupe d’algorithme utilise un chemin initial (pouvant être déterminé automati-
quement ou par d’autres méthodes), et le raﬃne de façon itérative aﬁn de diminuer son énergie.
Une de ces méthodes, le string of swarms[108], consiste à produire une multitude de dynamiques
très courtes à partir de chaque conformation du chemin, puis à moyenner les trajectoires résul-
tantes pour déterminer les directions d’évolution diﬀusive de chaque conformation (ﬁgure I.10.b).
Ces conformations sont ensuites déplacées dans ces directions moyennes aﬁn d’aligner le vecteur de
diﬀusion moyen et la tangeante au chemin. Ce déplacement est réalisé en gardant une contrainte de
distance entre deux conformations consécutives pour éviter de regrouper toutes les conformations
dans le bassin de plus basse énergie. Enﬁn, CPR (pour Conjugate peak refinement [109]) est une
méthode visant à optimiser un chemin sur la surface d’enthalpie du système au lieu de la surface
d’énergie libre. La valeur de l’enthalpie d’une conformation est en eﬀet directement accessible via
le champ de force car elle ne prend pas en compte l’entropie du système, diﬃcile à estimer. Pour
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Figure I.10 – Trois familles de méthodes de calcul de chemins de transition. a. Méthodes de calcul
d’énergie libre (Métadynamique, Umbrella sampling). Métadynamique, à gauche : la surface d’énergie libre déﬁnie
par la coordonnée réactionnelle (en noir) est progressivement "remplie" (courbes 1 à 7), ce qui oblige le système à
évoluer vers d’autres bassins. Umbrella sampling, à droite : la surface d’énergie libre (en noir) est modiﬁée (aplatie,
courbes grises) pour autoriser un échantillonnage plus étendu, mais d’une façon "réversible" (il est possible de
retrouver les valeurs réelles d’une quantité à l’aide d’une formule mathématique). b. String method with swarms
of trajectories. (a) Les conformations déﬁnissant le chemin sont réparties de façon homogène sur une "corde". (b)
Lors d’une itération, les conformations évoluent dans la direction moyenne déterminée par une nuée de trajectoires
de dynamique moléculaire non biaisées. c. Conjugate Peak Refinement (CPR) : le chemin (initial : point-trait,
intermédiaire après 6 itérations : rouge, réel : vert) est raﬃné itérativement en optimisant le maximum énergétique
(point noir) dans le sous-espace orthogonal au chemin (ﬂèche) jusqu’à atteindre un minimum (croix). L’optimisation
s’arrète lorsque les maxima locaux ne peuvent plus être optimisés : il s’agit de point de selles sur la surface
d’enthalpie du système.
calculer le chemin, CPR optimise itérativement l’énergie de la conformation d’énergie maximale
du chemin. Cette optimisation se fait dans le plan bisecteur des intermédiaires voisins de part et
d’autre du chemin (ﬁgure I.10.c). CPR n’utilise pas de notion de dynamique et n’utilise que les
principes de la mécanique moléculaire. Le chemin produit est un chemin adiabatique à 0K, il n’est
donc pas possible d’utiliser de solvant explicite puisque celui-ci gèlerait lors de l’optimisation.
2.4.2 L’approche POE (Path Optimization and Exploration)
L’approche POE, développée au laboratoire par A. Blondel, est une méthode utilisant CPR
à grande échelle pour calculer le chemin de transition de grands systèmes lors de mouvements de
grande amplitude (ex : mouvements de domaines). Le problème principal de CPR est sa tendance
à réaliser des chemins topologiquement très complexes, dont la plupart des mouvements n’ont
pas d’intérêt fonctionnel (ﬁgure I.11.a). De plus, CPR ayant pour objet de chercher les points de
selle le long d’un chemin, il ne se débarasse pas spontanément des avatars topologiques tels que
les croisements de chaînes principales ou latérales. Pour contrer ce défaut, POE tente de trouver
des raccourcis entre des conformations du chemin situées relativement près dans l’espace mais
éloignées dans la séquence de conformations du chemin.
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Figure I.11 – Optimisation de chemins de transition à l’aide de POE . a. Un chemin de transition
d’une protéine obtenu avec CPR (vert), et le même chemin après optimisation avec POE (bleu). Un exemple de
raccourci pouvant être entrepris est indiqué avec une ﬂêche rouge. b. Combinatoire de la reconstruction du chemin
complet à partir des raccourcis calculés avec CPR. Les conformations provenant du chemin initial sont indiqués en
ligne noire, les séries de conformations remplacées par des raccourcis sont indiqués en segment épais de couleur.
c. Schéma explicatif de la continuité énergétique du chemin produit par POE après réduction. Les conformations
sont représentées par des ronds (bleus ou rouges), l’interpolation linéaire entre deux conformations est représentée
par un segment gris. L’évolution de l’énergie entre deux conformations est schématisée par une parabole, le seuil
d’énergie Eseuil par un trait bleu. Lorsque l’énergie entre deux conformations non consécutives ne dépasse pas le
seuil d’énergie (parabole rouge), les conformations intermédiaires peuvent être supprimées. Ce n’est pas possible
lorsque l’énergie dépasse le seuil (paraboles en pointillés).
Ces racourcis sont modélisés dans un premier temps par des "lignes droites" (des interpolations
linéaires) dans l’espace des conformations puis optimisés à l’aide de CPR. Les raccourcis qui ont
pu être produits et qui apportent une amélioration sont ensuite combinés en plusieurs chemins
candidats (ﬁgure I.11.b). Ces chemins candidats sont ensuite optimisés une nouvelle fois à l’aide de
CPR. Le chemin ﬁnal, qui sera utilisé comme point de départ pour l’itération suivante, est ensuite
choisi parmi ces candidats selon des critères d’énergie et de complexité (nombre de conformations,
longueur curvilinéaire, barrières de basse énergie). Aﬁn de réduire la complexité du chemin à
la suite de cette recombinaison, POE sélectionne en priorité les raccourcis diminuant à la fois
l’énergie, le nombre de conformations intermédiaires et la distance curvilinéaire entre le départ et
l’arrivée. La plupart du temps, pour un chemin composé de n intermédiaires, il est trop coûteux
d’optimiser les (n − 1)(n − 2)/2 raccourcis possibles. Il est donc nécessaire de passer par une
heuristique pour déterminer les raccourcis ayant le plus de chance d’aboutir à un chemin plus
simple et d’énergie plus basse avant de tenter de les calculer.
L’heuristique de sélection des raccourcis que j’ai développée, tip-ext, consiste en un programme
permettant de calculer le nombre d’intersections de chaînes principales et/ou secondaires entre
deux conformations (ﬁgure I.12). Les chaînes principales sont modélisées par un segment de droite
entre deux Cα consécutifs, tandis que les chaînes latérales sont modélisées par un segment entre
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un Cα et un atome situé loin sur la chaîne secondaire (ﬁgure I.12.a). Pour détecter si deux chaînes
se croisent entre deux conformations i et j, tip-ext déﬁnit un tétraèdre reliant les extrémités des
deux chaînes. Le volume est calculé analytiquement le long de l’interpolation linéaire faisant passer
de la conformation i à la conformation j selon un paramètre λ. S’il existe λ0 ∈ [0, 1] tel que le
volume s’annule, et si les segments modélisant les chaînes se croisent pour ce λ0, alors on considère
que ces deux chaînes risquent de se croiser lors du calcul du raccourci de i vers j (ﬁgure I.12.b).
On évite donc de faire le calcul de transition du raccourci entre les conformations i et j, aﬁn de
gagner du temps. Cette heuristique donne de très bon résultats, en prédisant notamment de façon
assez précise quand un calcul de raccourci échoue à cause d’énergies trop élevées (du fait d’un
croisement entre deux liaisons). Elle permet également de déﬁnir des cartes topologiques pour des
chemins de transition (voir ﬁgure I.12.c).
Figure I.12 – tip-ext : une heuristique de sélection de raccourcis dans un chemin de transition.
a. Modélisation des chaînes principales et chaînes latérales : les chaînes principales sont modélisées par le segment
entre deux Cα consécutifs, les chaînes latérales par un segment entre le Cα et un atome de la chaîne latérale situé
relativement loin dans la chaîne (Nζ pour les lysines, par exemple). b. Intersection de chaînes : la détection d’une
intersection de deux chaînes entre deux conformations est calculée à partir de l’interpolation linéaire (de paramètre
λ) du tétraèdre déﬁni par les sommets des deux chaînes. c. La carte topologique d’un chemin est déﬁnie par le
nombre d’intersections entre les chaînes de chaque paire de conformations i, j d’un chemin. Sur cette carte, la valeur
est normalisée par le nombre I d’intersections entre la structure initiale et ﬁnale (noir : I intersections, blanc :
aucune intersection, rouge : plus de I intersections).
Outre le calcul de raccourcis dans le chemin, une deuxième simpliﬁcation est eﬀectuée en rédui-
sant le nombre de conformations intermédiaires, ce qui permet également de diminuer le nombre
de raccourcis à calculer lors de l’itération suivante. Les conformations supprimées lors de cette
étape de réduction sont choisies aﬁn que l’énergie du chemin entre deux conformations successives
ne dépasse pas un seuil prédéﬁni (ﬁgure I.11.c). Les structures linéairement interpolés entre deux
conformations consécutives d’un chemin produit par POE ont donc une énergie inférieure à un
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seuil donné, ce qui garantit que le chemin ne passe pas au travers de zones d’énergie très élevée.
La réduction permet de ne garder que les conformations essentielles au chemin. En outre, le seuil
d’énergie est abaissé à chaque itération de POE aﬁn d’aider à l’optimisation du chemin. POE a été
utilisé à plusieurs reprises pour le calcul de chemins de transition de protéines, notamment dans
le cadre de la recherche d’inhibiteurs : récepteur de l’acide rétinoïque[110], proline racémase[111]
et toxine de l’anthrax[112].
2.5 Les cavités au sein des protéines
La fonction des protéines est pratiquement toujours portée par leur forme. C’est en eﬀet la
conﬁguration des atomes dans l’espace qui autorise les interactions spéciﬁques de la protéine avec
son substrat ou ses partenaires. Les cavités, c’est-à-dire les concavités situées à l’intérieur ou à la
surface des protéines, sont de fait particulièrement importantes pour leur fonctions. En eﬀet, leur
forme concave permet à la protéine de réaliser beaucoup d’interactions en même temps, ce qui
augmente l’énergie d’interaction entre la protéine et son substrat (voir section 2.1.1).
2.5.1 Intérêt de l’analyse des cavités
Les cavités ont de multiples fonctions au sein des protéines. Tout d’abord, les cavités et autres
défauts d’empilement ont un rôle ambigu dans la stabilité de la protéine. Ces vides dans la
structure permettent ainsi un équilibre entre stabilité thermodynamique et ﬂexibilité[113].
Les cavités ont souvent un rôle central dans la fonction des protéines. Les sites actifs des
enzymes en sont l’exemple évident : siège de la fonction, les cavités enzymatiques ont une forme
particulière permettant de ﬁxer spéciﬁquement leur substrat. A ce titre, les cavités des sites
enzymatiques sont régulièrement étudiées en parallèle de leur structure. Le lien entre les cavités et
la fonction d’une protéine peut également apparaître de façon plus subtile et moins spéciﬁque. La
myoglobine contient ainsi des cavités dans lesquelles de petits ligands (typiquement le dioxygène
O2, mais également les monoxydes de carbone (CO) et d’azote (NO)) peuvent se déplacer[114, 115,
116]. Ces cavités servent aussi de voie de passage vers l’extérieur de la protéine pour ces petites
molécules[117, 118, 119, 120, 121, 122], ce qui inﬂue sur leurs constantes cinétiques d’association.
Les cavités occupent également une place centrale dans la fonction des protéines de la famille
des cytochromes p450 : le site actif, situé en plein milieu de la protéine, n’est atteignable qu’en
passant par une multitude de réseau de cavités servant simultanément de voie d’accès et de
crible[123, 124, 125].
Enﬁn, la détection des cavités est une étape centrale dans un grand nombre de logiciels d’ar-
rimage moléculaire et de criblage virtuel. En eﬀet, la complémentarité de forme entre un li-
gand et la cavité du site d’intérêt est un facteur clé de la fonction de score utilisée dans ces
logiciels[53, 126, 127].
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2.5.2 Détection des cavités
Il est important de noter qu’il n’existe pas de déﬁnition univoque des cavités au sein des
protéines. Dans ce manuscrit, je désignerai comme cavité un volume de l’espace déﬁni par un
algorithme de détection qui sera spéciﬁé pour chaque application. Ces algorithmes sont conçus
pour identiﬁer des creux relativement concaves à l’intérieur ou à la surface de la protéine, pouvant
être vides ou remplis d’eau. Chaque cavité est entourée d’atomes de la protéine qui déﬁnissent
une poche. Cette déﬁnition des cavités a le mérite de désigner la plupart des sites d’interaction
protéine-ligand.
La surface délimitant le volume d’une cavité peut elle aussi être décrite de plusieurs façons.
Dans leur article séminal sur la surface moléculaire[128], Lee et Richards décrivent à la fois la
surface de van der Waals d’une molécule (l’union des surfaces de van der Waals de tous ses atomes)
et la surface accessible au solvant (SAS). Le volume accessible au solvant consiste schématiquement
à placer une molécule de solvant (généralement l’eau, modélisable par une sphère de rayon 1,4
Å) à tous les endroits possibles de l’espace où cette molécule ne chevauche aucun atome de la
protéine (ﬁgure I.13.a, étapes 1 et 2). Connolly a beaucoup développé les méthodes de calcul et
de représentation de la surface accessible au solvant[129, 130]. La SAS, utilisé dans l’ensemble des
chapitres de ce manuscrit, est sans doute la déﬁnition la plus utilisée dans le calcul des cavités et la
plus simple d’implémentation. Les diagrammes de Voronoi et de Laguerre peuvent également être
utilisés pour décrire la surface moléculaire, en décrivant les plans séparant de façon équidistante
les atomes et le solvant[131].
La déﬁnition de la surface moléculaire est une première étape pour décrire les cavités et permet
de déterminer les cavités non reliées au solvant. Il est toutefois nécessaire de déﬁnir un nouveau
critère permettant de séparer les cavités à la surface de la protéine du reste du solvant (le bulk).
Une méthode régulièrement utilisée lorsque l’on considère la surface accessible au solvant consiste
à supprimer les positions de ce dernier qui sont également accessibles à une sphère de taille bien
supérieure à celle du solvant (de 3 à 10 Å de rayon en général, ﬁgure I.13.a, étape 2 et 3). Les
α-shapes[132, 133, 134, 135, 136], dérivés de la tesselation de Voronoi, sont déﬁnies comme le sous-
ensemble des arêtes de la triangulation de Delaunay contenues dans le volume (de van der Waals)
de la protéine. Cette déﬁnition permet de discriminer précisément les cavités des "dépressions"
de la surface de la protéine, grâce à une analyse du "ﬂux" des tétraèdres obtus vers les tétraèdres
aigus déﬁnis par ces arêtes de Delaunay.
D’autres ﬁltres peuvent également être utilisés aﬁn de réduire le nombre des cavités détectées
et favoriser les cavités intéressantes pour la fonction. Le ﬁltre le plus utilisé discrimine les cavités
selon leur volume, mais il existe aussi des ﬁltres sur leur concavité, la régularité de leur surface,
la composition en acide aminés de la poche...
2.5.3 Implémentations et logiciels de détection des cavités
Il existe de nombreux logiciels de détection des cavités, chacun ayant leur propre implémen-
tation et variation des principes explorés dans la section précédente. Pérot et al.[137] ont re-
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Figure I.13 – Le volume accessible au solvant, principe et implémentation sur une grille. a. Déﬁnition
du volume accessible au solvant et des cavités associées. 1. Le volume accessible au solvant est déﬁni par l’ensemble
des positions accessibles à une petite sphère (sonde interne, disques bleus) ne recouvrant pas les atomes (disques
verts). 2. Ce volume déﬁnit tout l’espace (en bleu), on utilise donc une deuxième sphère de plus grande taille (sonde
externe, disque rose) pour exclure le solvant "externe" (bulk). 3. Les cavités sont déﬁnies par le volume accessible
au solvant auquel on soustrait le volume externe (zone uniquement bleue). b. Implémentation des cavités type Lee
et Richards par discrétisation de l’espace à l’aide d’une grille. 1. Placement des sondes internes sur les points de
grille tels qu’aucun recouvrement avec les atomes n’est possible. Les points de grille pouvant acceuillir le centre
de la sonde sont indiqués en bleu. 2. Placement des sondes externes, les points recouverts par les sondes externes
(en rouge et rose foncé) sont supprimés. 3. Développement des centres des sondes internes sélectionnés (points
recouverts en cyan). Les cavités sont déﬁnies par l’ensemble des points recouverts par les sondes internes (points
bleus et cyans) dont les centres n’ont pas été supprimés par la sonde externe.
censé une grande partie de ces logiciels. La plupart des logiciels de détection des cavités ap-
pliquent des ﬁltres pour ne garder que celles ayant le plus de chance de ﬁxer une molécule
d’intérêt pour la conception de médicament. Certains logiciels utilisent des principes diﬀérents
de l’analyse géométrique de la surface de la protéine, comme les données issues de la géno-
miques (conservation des résidus[138, 139]) ou énergétiques (potentiels[140, 141, 142], sondes
physicochimiques[143, 144]). D’autres se spécialisent pour réaliser des tâches spéciﬁques, comme
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la détection de tunnels[145, 146, 147].
Parmis les logiciels généralistes utilisant des méthodes purement géométriques, on retrouve
les cavités déﬁnies à l’aide de la tesselation de Voronoi ou des alpha-shapes : APROPOS[148],
CAST[135] et CASTp[149], les algoritmes dévoloppés au sein du groupe de Deok-Soo Kim[150],
fpocket[151] et ses dérivés, SplitPocket[152, 153].
Enﬁn, les logiciels basés sur une déﬁnition proche de la surface accessible au solvant sont
les plus nombreux, et présentent une grande variété d’implémentation. Sphgen (utilitaire de dé-
téction de cavité de DOCK[52, 53]), SURFNET[154] et PASS[155] remplissent l’espace avec des
sphères. POCKET[156], LigSite[157] et ses dérivés scannent l’espace autour d’un point en sui-
vant des directions déﬁnies par un cube autour de ce point. Enﬁn, TravelDepth[158], LSMS[159]
PocketPicker[160], PocketDepth[161], VICE[162] et gHECOM[163], ainsi que mkgrid, un logiciel
développé au laboratoire, implémentent le principe de la surface accessible au solvant en discréti-
sant l’espace à l’aide d’une grille régulière. En général, les étapes de la détection suivent le schéma
indiqué dans la ﬁgure I.13.b. mkgrid ajoute une option supplémentaire, permettant d’avoir deux
rayons de sondes externes diﬀérentes : la sphère de plus petit rayon est utilisée pour placer les
centres des sondes externes (points rouges), tandis que la plus grosse sphère est utilisée pour sup-
primer les points délimitant le volume accessible au solvant. De ce fait, la sonde externe pénètre
légèrement à l’intérieur de la protéine, ce qui permet de ﬁltrer un grand nombre de cavités peu
intéressantes situées à la surface de la protéine.
2.5.4 L’analyse dynamique des cavités
La dynamique du site de liaison peut avoir une grande importance dans l’association entre
une protéine et son ligand (voir section 2.1.1). Les cavités étant le lieu privilégié des interactions
protéine-ligand, il semble naturel d’en analyser la dynamique aﬁn d’en tirer des connaissances
sur la fonction, ou pour pouvoir améliorer l’étape de criblage virtuel d’un projet de conception
de médicament. Pourtant, le lien entre fonction et cavités n’est généralement étudié que dans un
cadre statique[164, 165, 166]. Une exception notable provient des globines : la diﬀusion des ligands
au sein de leurs réseaux de cavités est une composante importante de leur fonction, qui a été large-
ment étudiée[118, 119, 121, 122]. L’analyse quantitative de l’évolution de la géométrie des cavités
reste toutefois assez peu étudiée, et le plus souvent uniquement à l’aide de descripteurs simpli-
ﬁés (surface, volume ou position du centre géométrique)[166]. Les logiciels dédiées à la détection
et l’analyse des cavités sur de multiples conformations n’ont d’ailleurs commencé à être déve-
loppés que récemment : Krone et al.[167], MDpocket[168] (basé sur fpocket), PPIAnalyzer[169],
Provar[170], TRAPP[171] ou KVFinder[172]. Ces développements récents font de l’étude dyna-
mique des cavités un domaine en pleine expansion. A noter toutefois qu’à ma connaissance, il
n’existe aucun exemple utilisant précisément la dynamique de la géométrie des cavités pour amé-
liorer la pertinence des étapes de criblage virtuel.
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3 Détermination d’inhibiteurs du virus de la
dengue : exemple et genèse de l’utilisation de
la dynamique des cavités pour la conception
de médicament
Ce projet de détermination d’inhibiteurs du virus de la dengue a été lancé avant mon arrivée
au laboratoire par Arnaud Blondel courant 2009. Ronan Rocle, à l’époque doctorant au sein du
laboratoire, a réalisé la plupart des analyses décrites dans cette section. Au cours de ce projet,
il aura utilisé un grand nombre d’analyses préﬁgurant des méthodes développées au cours de ma
thèse. Ce projet est donc à la fois un exemple de projet de conception de médicament réalisé au
sein du laboratoire, mais également le point de départ du développement de ces méthodes. J’ai
été associé à ce projet après le départ de R. Rocle, mais je n’ai pas pu apporter de contribution
technique, le projet étant resté longtemps bloqué au stade des tests biologiques.
3.1 Pathologie, mode d’action du virus et stratégie d’inhibition
3.1.1 Pathologie et implications socioeconomiques
La dengue est une maladie virale tropicale touchant entre 50 et 100 millions de personnes
dans le monde[173]. Elle est transmise par la piqure des moustiques tigres (genre Aedes). La
plupart du temps, l’infection par le virus de la dengue entraîne des symptômes type "état gripal" :
forte ﬁèvre, fatigue, céphalées, douleurs musculaires et articulaires. Une autre forme, plus rare et
plus grave, existe : la dengue sévère, ou dengue hémorragique. Cette forme est caractérisée par
une ﬁèvre hémorragique, avec vomissements et douleurs abdominales. Elle touche environ 500
000 personnes par an, dont 2,5% des cas sont mortels. De façon inquiétante, le réchauﬀement
climatique augmente les zones de viabilité du moustique vecteur de la dengue, ce qui expose
environ 40 à 60% de la population mondiale au virus (ﬁgure I.14). On dénote par exemple un
premier cas autochtone en France métropolitaine en 2010. La dengue est donc un problème de
santé mondial au coût humain et économique[174, 175] important.
Le virus de la dengue (DENV ) existe sous la forme de 4 sérotypes diﬀérents (dénotés DEN-1 à
DEN-4), de séquences très similaires. Malgré la similarité entre les quatre sérotypes, une première
infection par un sérotype ne garantit qu’une imunité temporaire aux autres sérotypes. Plus grave
encore, cela augmente à plus long terme les chances de développer une forme hémorragique lors
d’une seconde infection par un autre sérotype[176]. Cette particularité crée une diﬃculté majeure
pour le développement d’un vaccin contre la dengue, car un vaccin candidat doit protéger des
quatre sérotypes simultanément. A ce jour, il n’existe pas encore de vaccin ni d’antiviral sur le
marché, les soins consistant à traiter les symptômes de la maladie, et la prévention à contrôler la
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Figure I.14 – Zones touchées par l’épidémie de dengue en 2013 (source : OMS[173]).
population de moustiques. Toutefois, un candidat vaccin est actuellement développé par Sanoﬁ-
Pasteur et vient de passer la phase III des essais cliniques[177], avec une eﬃcacité globale estimée
à 60,8%, et des eﬃcacités par sérotypes allant entre 42,3% et 77,7%.
3.1.2 Mécanisme d’infection et stratégie d’inhibition
Le virus de la dengue est un virus enveloppé à ARN positif, du genre Flavivirus. L’ARN du
virus code pour 10 protéines : 3 protéines structurales C (capside), prM/M (membrane) et E
(enveloppe), et 7 protéines non structurales (NS1, NS2A, NS2B, NS3, NS4A, NS4B et NS5). Le
virus pénètre dans la circulation sanguine lorsque le moustique pique l’hôte. La protéine E, qui
recouvre la totalité de l’enveloppe du virus, interagit avec des protéines présentes à la surface
des cellules hôtes[178, 179, 180], déclenchant l’endocytose du virus. La diminution du pH dans
l’endosome déclenche ensuite un changement de conformation de la protéine E, qui passe d’une
forme dimérique "plate"[181] à une forme trimérique en forme de pic, qui vient se ﬁcher dans la
membrane cellulaire et la tirer vers la membrane virale, ce qui déclenche la fusion de ces dernières
(cf. ﬁgure I.15). La protéine E est composée de 3 domaines : le domaine II (représenté en jaune)
constitue la "pointe" de la protéine, au bout de laquelle se situe une zone hydrophobe permettant
l’ancrage à la membrane dévoilée lors de l’acidiﬁcation (le peptide de fusion[182, 183]). Le domaine
III (bleu) est la partie venant se coller au domaine II lors du changement de conformation, aﬁn de
rapprocher les membranes virales et cellulaires. Enﬁn, le domaine I (rouge) est le domaine central
reliant les domaines II et III.
La fusion des membranes permet l’entrée de la capside, et donc du matériel génétique du virus,
dans le cytoplasme de la cellule hôte. L’ARN viral est alors traduit en une unique polyprotéine par
le ribosome de la cellule hôte, et clivée à l’aide d’une protéase virale pour former l’ensemble des
composants du virus. Ces protéines sont ensuite translocalisées vers le réticulum endoplasmique
rugueux, où ils sont assemblés pour former les virions. A la sortie du virion par exocytose, le
précurseur prM est clivé pour former la protéine M, ce qui induit un changement structural[185].
Le virion est alors arrivé à maturité et peut donc infecter de nouvelles cellules.
Pour ce projet, Arnaud Blondel et Ronan Rocle ont choisi de cibler le processus de fusion pour
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Figure I.15 – Mécanisme de fusion des membranes virales et cellulaires, déclenché par un changement
de conformation de la protéine E (représentée en bleu, rouge et jaune ici). a. Forme dimérique préfusion. c. Forme
trimérique préfusion. f. Forme trimérique postfusion. Repris de Modis 2004[184].
bloquer l’infection par le virus. L’objectif est ici de cibler la protéine E au moment du passage de sa
forme dimérique "préfusion" à sa forme trimérique "postfusion", lors du changement de pH dans
l’endocyte. Ce choix se justiﬁe par l’existence des structures préfusion[181] et postfusion[184] (voire
ﬁgure I.16 pour le détail des structures), ce qui permet de modéliser le mécanisme permettant de
passer de l’une à l’autre.
Figure I.16 – Structures de l’enveloppe du virus et de la protéine E. a. Densité électronique du virus
mature à 28°C, forme préfusion. b. Modèle de l’agencement des protéines d’envelope. L’unité asymétrique est
composée de 3 monomères de couleur rouge, bleu et vert, agencés en un icosaèdre de 90 dimères. c. et d. Structures
du dimère (forme préfusion, c.) et du trimère (forme postfusion, d.) de la protéine E. Domaine I en rouge, domaine
II en jaune, domaine III en bleu. En haut : surface du dimère/trimère complet ; la surface d’un des monomère est




3. DÉTERMINATION D’INHIBITEURS DU VIRUS DE LA DENGUE : EXEMPLE ET GENÈSE DE L’UTILISATION
DE LA DYNAMIQUE DES CAVITÉS POUR LA CONCEPTION DE MÉDICAMENT
3.1.3 Particularités de la cible
La particularité principale de la protéine E en tant que cible pour un projet de conception
de médicament est son absence de site actif : ce n’est pas une enzyme. En eﬀet, la fonction de
la protéine E est activée par un simple changement de pH et transmise par un changement de
conformation. Il est donc nécessaire de trouver un site "allostérique", pour lequel la liaison d’une
petite molécule devrait permettre de bloquer le mouvement de la forme préfusion à la forme
postfusion.
3.2 Chemin de transition de la forme préfusion à la forme postfu-
sion
Plusieurs projets de conception de médicaments visent le site β-OG[186, 187, 188], situé au
milieu du domaine II de la protéine et déjà exploré au cours du chapitre III. Nous cherchons à
déterminer d’autres sites potentiellement intéressants pour bloquer la fonction, dans le but de
nous diﬀérencier et d’apporter de nouvelles stratégies d’inhibition. Un chemin de transition d’un
monomère de la forme préfusion à la forme postfusion a ainsi été réalisé aﬁn de déterminer les
sites les plus intéressants pour inhiber ce changement de conformation. Ce chemin a été produit
au laboratoire en utilisant l’approche POE (voir section 2.4.2). Pour déterminer un chemin initial,
deux SMD (voir section 2.3.7) partant respectivement des structures pré et postfusion sont pro-
duites par paliers, en tirant chacune des trajectoires vers la structure ﬁnale du segment précédent
de l’autre trajectoire. Les structures cibles sont ainsi mises à jour régulièrement. Ce chemin a
ensuite été raﬃné par 11 itérations successives de POE réalisées en solvant implicite (ACE [93]),
faisant passer la distance curvilinéaire de la trajectoire de 153Å (chemin initial à partir des SMDs)
à 20,4Å, soit un ratio distance curvilinéaire/RMSD passant de 12,4 à 1,65 (RMSD pre-postfusion
= 12.3 Å). Le nombre de conformations diminue également, passant de 305 à 58. Le chemin perd
en complexité spatiale, comme l’indiquent le chemin visualisé sur les deux premières composantes
principales, ﬁgure I.15.a, et la diminution de la complexité topologique, ﬁgure I.15.b. Ce chemin
a été utilisé pour identiﬁer et valider les cavités dont la forme change au cours du changement de
conformation. Deux cavités ont été identiﬁées, au sein desquelles la ﬁxation d’une petite molécule
pourrait potentiellement empêcher leur diminution de volume et ainsi bloquer le mouvement (non
présenté, projet industriel).
3.3 Dynamique moléculaire et sélection des structures
Aﬁn de réaliser un échantillonnage des conformations, une dynamique moléculaire de 1 ns de la
forme dimérique de la protéine E a été produite en solvant explicite. Les trajectoire de chacun des
deux monomères ont été extraites, alignées puis concaténées pour former une unique trajectoire
de 20 000 conformations. Les cavités ont été calculées sur cette trajectoire concaténée à l’aide de
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Figure I.17 – Chemin de transition de la forme préfusion à la forme postfusion. a. Projections du
chemin initial après SMD (bleu) et du chemin ﬁnal après 11 itérations de POE (rouge) sur les deux premières
composantes principales (PC1-2) du chemin initial (abscisse : PC1, ordonnée : PC2). b. Evolution de la carte
topologique des chemins de transition. Les cartes sont données pour les trajectoires résultant des itérations 1, 4, 8
et 11 de POE (de gauche à droite et de bas en haut). Un point i, j de la carte correspond au nombre d’intersections
de chaînes principales ou secondaires lors du passage de la conformation i à la conformation j (voir 2.4 pour plus
de détail sur le calcul de ce nombre). Cette valeur est codée en niveau de gris, en normalisant par le nombre
d’intersections entre les conformations initiales et ﬁnales (noir : 1, nombre d’intersections entre conformations
initiales et ﬁnales ; blanc : 0, pas d’intersection). Lorsque la valeur pour un point i, j est supérieure à la valeur entre
les conformations initiales et ﬁnales, il est représenté en rouge. c. Changement de conformation du monomère au
cours du chemin ﬁnal après la 11e itération de POE. De haut en bas : structure initiale, structure 24/59, structure
43/59, structure ﬁnale.
mkgrid. Les poches sont déﬁnies comme l’ensemble des acides aminés situés à moins de 6 Å de
chaque cavité.
L’analyse des cavités et de la dynamique structurale a été réalisée par Ronan Rocle au la-
boratoire, avant la conception des méthodes de suivi et d’analyse des cavités explorées dans les
chapitres II et III. Une analyse visuelle des cavités a permis de révéler leur fragmentation dans un
grand nombre de conformations. Les cavités ont été isolées à l’aide de boîtes englobantes détermi-
nées visuellement. L’évolution et la fragmentation de ces cavités ont été étudiées en calculant le
centre géométrique de chaque cavité (globale ou fragments), et en utilisant là aussi des boîtes en-
globantes. Résolue dans cette étude grâce à des critères de position et de géométrie, l’identiﬁcation
des cavités s’est toutefois clairement posée.
La dynamique structurale des poches des cavités sélectionnées était analysée en utilisant l’ACP
(voir principe général section 2.1). Cela nécessitait de déﬁnir une poche qui convienne à l’ensemble
des cavités de la trajectoire, fragments ou non. La projection des trajectoires d’une des poches
sur ses trois premières composantes principales est représentée ﬁgure I.18, en même temps que la
variation de son volume (représentée par un code couleur). Cette projection est divisée en plusieurs
zones, autant que de conformations diﬀérentes utilisées pour le criblage. Les conformations utilisées
pour le criblage sont ensuite séléctionnées en prenant les structures les plus proches des centres
de ces zones, puis en séléctionnant les conformations de plus petit ou grand volume, et enﬁn les
conformations dont l’énergie éléctrostatique est la plus favorable.
L’utilisation des cavités faite ici préﬁgure des outils développés aux chapitres II et III. Les
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Figure I.18 – Projection de la trajectoire d’une poche sur ses 3 premières composantes principales.
Les points correspondant à chaque structure de la poche sont reliés dans l’ordre de la trajectoire. La couleur du
trait correspond à la variation du volume de la cavité associée, du bleu (faible volume) au rouge (grand volume).
Les structures choisies sont indiquées par des sphères.
méthodes utilisées sont laborieuses et manuelles, et leur automatisation a été un élément central
de mon travail. L’utilisation de boîtes englobantes pour extraire les cavités d’intérêt a laissé la
place à une méthode plus précise et systématique exposée au chapitre II. De même, bien qu’une
classiﬁcation relativement poussée des cavités ait été réalisée, la variation de la géométrie des
cavités n’est pas précisément prise en compte dans la sélection des conformations. Ce point sera
traité au chapitre III.
3.4 Criblage et sélection des molécules
Le criblage a été réalisé à l’aide du logiciel FlexX, en utilisant la Chimiothèque Nationale, une
métachimiothèque de composés produits dans divers laboratoires français, ainsi que la ChemDiv,
une chimiothèque commerciale. A l’époque du criblage, elle comprenait environ 40 000 composés.
Le criblage a été réalisé sur 12 conformations séléctionnées à l’étape précédente. Pour chaque
conformation, l’état de protonation des histidines présentes a été varié, ce qui représente une
quarantaine de criblages diﬀérents. Un classement entrelacé des composés a ensuite été utilisé aﬁn
de réaliser la séléction sur plusieurs critères à la fois (énergie minimale, énergie moyenne, famille
chimique ; voir chapitre IV section 2.4 pour le détail de l’algorithme utilisé). Les 200 molécules de
plus haut rang ont ensuite été commandées et envoyées au laboratoire de Félix Rey pour réaliser
des tests d’eﬃcacité.
3.5 Tests préliminaires
Une première série de tests a d’abord été envisagée, comprenant des mesures biophysiques
(dénaturation thermique, microcalorimétrie) et biochimiques (test de fusion des membranes). Ces
tests ont été par la suite jugés trop complexes et trop coûteux en protéines. Ils ont donc été
abandonnés au proﬁt de tests d’infection du virus sur des cellules Vero. Une solution de virus et
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de composés est mise en contact avec un tapis de cellules en culture, puis rincée. Après un temps
d’incubation, les plages de cellules mortes sont comptées : plus le composé est eﬃcace, moins les
cellules meurent.
Ces tests d’infections ont été réalisés par Joe Cockburn au sein du laboratoire de Félix Rey.
Cette série, réalisée en trois exemplaires sur 80 composés, a permis d’identiﬁer une dizaine de
composés potentiellement eﬃcace. Des mesures d’eﬀets-doses pour ces composés sont attendus
aﬁn de s’assurer de cette eﬃcacité et de commencer l’étape d’optimisation des composés.
4 Objectifs de la thèse
Le principal objectif de cette thèse est de proposer de nouveaux inhibiteurs ou eﬀecteurs dans
diﬀérents projets de conception de médicaments, éventuellement selon un mécanisme d’action
novateur. Ces eﬀecteurs sont sélectionnés en associant des méthodes d’analyse du fonctionnement
d’une protéine, notamment la dynamique des cavités, avec des méthodes de criblage virtuel.
L’approfondissement des méthodes d’analyse des cavités est également un point central de ma
thèse.
4.1 Proposition d’inhibiteurs potentiels pour différentes cibles
J’ai eu l’opportunité de contribuer à trois projets de conception de médicaments au cours de
ma thèse. Le premier projet vise l’ADN-gyrase de Mycobacterium tuberculosis et a été entrepris
en collaboration avec le groupe de Claudine Mayer à l’Institut Pasteur. Un deuxième projet, en
collaboration avec Sanoﬁ, a pour objectif de déterminer de nouvelles molécules ciblant les parasites
responsables du paludisme en bloquant la subtilisine de type 1, protéine nécessaire à la sortie du
parasite des érythrocytes. Enﬁn, un dernier projet vise à déterminer des eﬀecteurs d’un récepteur
procaryote ionotrope modulé par le proton, GLIC, homologue de divers récepteurs neuronaux
humains, dont les récepteurs GABAA et les récepteurs nicotiniques.
4.2 Développement d’outils d’analyse dynamique des cavités
Aﬁn d’améliorer la pertinence des criblages réalisés au cours de ces diﬀérents projets, au delà de
l’analyse des informations de la littérature, des données fournies par nos collaborateurs et du fonc-
tionnement des cibles, j’ai utilisé au maximum les informations obtenues à partir de l’analyse des
cavités des protéines ciblées. Pour obtenir ces informations, j’ai développé de nouvelles méthodes
d’analyse de la dynamique des cavités, et j’ai pu les éprouver sur ces diﬀérentes applications.
4.2.1 Suivi des cavités
Lors d’un projet impliquant une étape de criblage virtuel, il est nécessaire de choisir un site
particulier, donc une cavité particulière. Il est donc nécessaire de pouvoir identiﬁer les diﬀérentes
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cavités apparaissant au cours de la dynamique, et de pouvoir extraire les propriétés de chacune :
variation du volume, de la surface, des résidus composant la poche, de la forme. Cette identiﬁcation
n’est pas un problème trivial, car les cavités au sein des protéines sont un ensemble à la déﬁnition
subjective et très labile : elles disparaissent, apparaissent, se divisent, fusionnent entre elles au
cours du temps. Le chapitre II traite donc du suivi des cavités d’une protéine sur une multitude de
conformations. Le suivi des cavités permet ainsi de réaliser des analyses systématiques des cavités
d’une protéine, facilitant et rationalisant le choix des cavités à cibler et leurs conformations.
4.2.2 Analyse de la dynamique des cavités et sélection de conformations pour le
criblage
Une fois le site choisi, il faut choisir une ou plusieurs conformations des résidus composant
le site pour pouvoir démarrer le criblage virtuel. La plupart du temps, les conformations choisies
proviennent de structures obtenues expérimentalement. Des criblages sur des conformations issues
de modélisation moléculaire ont été entrepris avec succès[49, 50, 51], généralement en utilisant
la dynamique moléculaire[50, 69, 70, 71], ou bien des techniques d’échantillonnage utilisant des
contraintes sur la structure[72, 73, 74]. Malheureusement, ces techniques ne font que peu référence
aux cavités sous-jacentes bien qu’elles constituent un élément important de l’association protéine-
ligand en posant une contrainte forte sur la forme du ligand. Lorsque c’est le cas, ces techniques
utilisent des indicateurs ne prenant pas en compte les détails géométriques des cavités : volume,
surface, position du centre géométrique... Aﬁn d’améliorer la qualité du criblage, j’ai donc déve-
loppé un ensemble de méthodes permettant de choisir ou de construire des conformations suivant
l’évolution des cavités choisies. J’ai choisi d’analyser la dynamique des cavités en utilisant l’ana-
lyse par composantes principales (ACP), et l’ensemble du chapitre III est donc dédié à l’étude de
l’application de cette méthode sur les cavités.
4.2.3 Développement d’un logiciel pour l’automatisation des analyses des cavités au
sein des protéines
L’ensemble de ces méthodes (suivi des cavités, ACP sur les cavités) ont été implémentées dans
un module Python destiné à faciliter la manipulation des cavités aussi bien sous forme statique
que dynamique. Le logiciel sera disponible à l’adresse http ://TODO.fr/. Les fonctionnalités et
l’architecture du programme ainsi qu’une courte introduction de son fonctionnement sont données
en annexe, section 1.
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Chapitre II
Détection et suivi des cavités au sein
des protéines
1 Les cavités au sein des protéines : un en-
semble labile et non univoque, difficile à
suivre
1.1 Suivre les cavités au cours du temps : intérêt et exemples
d’applications
L’étude de la dynamique des cavités est un domaine assez récent et en pleine expansion comme
indiqué au chapitre précédent. Lors d’un projet impliquant un criblage virtuel ou pour analyser la
fonction d’une protéine, il peut être intéressant de suivre l’évolution de certaines propriétés d’une
cavité en particulier. Ces propriétés peuvent être le volume de la cavité ou sa surface, ou encore
des propriétés associées aux résidus entourant la cavité : hydrophobicité, conservation... Il peut
également être intéressant de suivre l’évolution de la géométrie de la cavité à l’aide de méthodes
comme l’analyse en composantes principales (voir chapitre III pour une étude détaillée de ce
point). Pour extraire ces propriétés d’une cavité particulière, il est toutefois nécessaire d’identiﬁer
la cavité parmi les autres : c’est le but du suivi des cavités.
Les applications du suivi des cavités sont multiples. Lors de l’étude de la fonction d’une pro-
téine, cette analyse permet de repérer des cavités temporaires, n’apparaissant pas dans la structure
cristallographique, et d’estimer leur impact éventuel sur la fonction. On peut également étudier
la stabilité de la forme d’une cavité et en tirer des indications sur son rôle fonctionnel. Il est
aussi possible de détecter des phénomènes de "respiration" des réseaux de cavités en étudiant les
corrélations ou anticorrélations entre diﬀérentes cavités. Ce type d’étude peut avoir son impor-
tance dans des familles de protéines comme les globines[118, 119, 121, 122] ou les cytochromes
p450[123, 124, 125]. Lors de projet impliquant un criblage virtuel, le suivi des cavités peut per-
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mettre la détermination de sites allostériques. Identiﬁer une cavité d’intérêt et en extraire les
propriétés permet également d’aider à la séléction des conformations à utiliser lors d’un criblage.
Ces propriétés peuvent en eﬀet jouer sur la qualité des composés séléctionnés :
— l’utilisation de conformations pour lesquelles la cavité étudiée a des volumes variés permet
de sélectionner des composés de structures chimiques plus diverses
— l’étude de la conservation des résidus de la poche permet de sélectionner des conformations
ne présentant que des résidus conservés, aﬁn de séléctionner des composés n’interagissant pas
avec des résidus susceptibles de muter et diminuer ainsi le risque d’apparition de résistances.
— l’étude de l’hydrophobicité de la poche permet d’éviter d’orienter la sélection vers des com-
posés peu solubles
Il est donc particulièrement intéressant de pouvoir identiﬁer une ou plusieurs cavités et de
les suivre au cours du temps. Malheureusement, ce n’est pas un problème simple du fait de la
grande variabilité des cavités. De fait, il n’a à ce jour et à ma connaissance quasiment jamais été
traité précisément dans des études scientiﬁques (à l’exception notable des travaux d’Eyrisch et
Helms[189, 166]).
1.2 Problématique du suivi des cavités
1.2.1 Une grande variété de définitions, sans consensus
L’étude de la dynamique d’une structure est une tâche relativement aisée théoriquement,
puisqu’il suﬃt de suivre l’évolution des coordonnées des atomes au cours du temps. Cette déﬁnition
de la structure par ses coordonnées atomiques est univoque, ce qui n’est pas le cas des cavités.
Nous avons pu voir dans le chapitre précédent que la déﬁnition même des cavités est sujette
à diverses interprétations. L’étude de la dynamique des cavités se heurte donc à un premier
problème, qui est le choix de leur représentation. On peut déﬁnir quatre diﬀérences principales
entre ces interprétations des cavités :
— le choix de la surface interne, près de la protéine présente le moins de diversité : SAS,
tesselation de Voronoi...
— le choix de la surface externe, séparant la cavité du solvant (bulk), peut être très variable :
grande sphère exclusive, distance aux atomes, ﬂux de tétraèdres, notion de profondeur...
— le choix de la représentation numérique des cavités entraîne également des diﬀérences de
forme (sphères, points de grilles, tétraèdres...)
— enﬁn, les ﬁltres raﬃnant la surface et supprimant les cavités jugées "peu intéressantes" sont
légion ; chaque logiciel possède sa propre spéciﬁcité à ce niveau
L’immense variété des paramètres jouant sur la présence et la forme des cavités fait qu’une cavité
détectée par un logiciel n’aura pas la même forme voire sera absente en utilisant un autre logiciel.
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1.2.2 La variabilité des cavités au cours du temps
Chacun de ces paramètres agit comme un seuil, une limite plus ou moins artiﬁcielle sur un
espace continu, l’extérieur de la protéine. Ces seuils sont problématiques lorsque l’on veut comparer
les cavités provenant de deux logiciels diﬀérents, comme on vient de le voir. Malheureusement,
ils sont tout aussi problématiques lorsque l’on veut comparer des cavités de deux conformations
diﬀérentes d’une même protéine. En eﬀet, de petites variations dans les coordonnées peuvent
potentiellement avoir de gros eﬀets sur les cavités détectées. Par exemple, une petite cavité peut
diminuer légèrement de volume et passer en dessous du seuil de volume minimal, ce qui entraîne sa
disparition (ﬁgure II.1.a). De façon moins extrême, un goulot d’étranglement dans une cavité peut
se réduire suﬃsamment pour diviser la cavité en deux (ﬁgure II.1.b). Inversement, deux cavités
pouvant apparaître bien distinctes selon diﬀérents critères (géométrique, fonctionnel...) peuvent
fusionner, perdant ainsi leur identité. Les cavités sont donc un ensemble en pratique très labile,
sujet au cours d’une dynamique à de très nombreux événements d’apparition, de disparition, de
division et de fusion. De plus, la "respiration" des protéines fait que des cavités peuvent se former
à n’importe quel endroit en leur sein[190]. Le suivi des cavités se pose alors comme un problème








Figure II.1 – Exemples d’événements liés à l’utilisation de seuils dans la définition des cavités. a.
Evènement de disparition/apparition de cavité lorsque la cavité passe en dessous du seuil de volume. b. Evènement
de fusion/division lié à la déﬁnition de la surface de la cavité. L’écart entre les conformations de gauche et de droite
est de 10ps et le changement structural sous-jacent est très limité.
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1.3 Esquisses de solutions
1.3.1 Suivi d’une cavité unique lors d’une dynamique
Ces événements d’apparition/disparition et de fusion/division sont problématiques lorsqu’il
s’agit de suivre l’évolution des cavités au cours du temps. En eﬀet, comment traiter une cavité
lorsqu’elle se divise ? Doit-on alors suivre une seule des deux cavités résultantes, et si oui laquelle ?
Si on décide de suivre les deux cavités, comment traiter les cas de fusion sans risquer de s’éloigner
de la cavité d’origine ? Comment suivre la cavité lorsqu’elle disparaît pour réapparaître un instant
plus tard en s’étant déplacée ? Dans ce genre de situation, on risque rapidement soit de ne suivre
l’évolution que d’une petite partie d’une cavité, soit d’étendre progressivement l’étude à un grand
nombre de cavités diﬀérentes.
Il existe plusieurs solutions pour contourner ce problème lorsqu’on ne s’intéresse qu’à "une
seule" cavité. La solution la plus simple est de limiter la détection de cavité à la région de l’espace
autour de la cavité d’intérêt, typiquement à l’aide d’une forme géométrique comme un cube ou un
cylindre[167, 191]. Cette méthode peut manquer de précision lorsque la cavité d’intérêt dépasse le
cadre ou quand d’autres cavités rentrent dans le cadre. Elle n’est en outre pas du tout adaptée à
l’étude de systèmes soumis à de larges déplacements de sous-domaines. Une solution pour éviter
ces problèmes est de spéciﬁer un groupe de résidus clés (résidus catalytiques, en contact avec un
ligand...) et de ﬁltrer les cavités pour ne garder que celles étant suﬃsament proches de ces résidus.
1.3.2 Suivi de l’ensemble des cavités d’une protéine
Etendre les solutions du suivi d’une cavité unique au suivi de l’ensemble des cavités d’une
protéine n’est pas immédiat. La solution du découpage de l’espace n’est plus applicable, puisque
l’espace considéré est l’ensemble de la protéine. De même, il est très laborieux de déﬁnir des résidus
clés pour l’ensemble des cavités de la protéine, ce qui demande une très bonne connaissance du
système et de ses cavités.
Je propose une méthode qui consiste à réaliser une correspondance entre chaque cavité et les
résidus les entourant. J’appelerai les résidus en contact avec la cavité l’empreinte de la cavité
sur la structure. Les empreintes des cavités de l’ensemble des conformations d’une dynamique
peuvent être regroupées par similarité en utilisant un algorithme de partitionnement (voir an-
nexe 3). Chaque groupe déterminé par l’algorithme déﬁnit alors une cavité unique tout au long de
la trajectoire. Suivre une cavité consiste à ne considérer que les cavités appartenant à son groupe.
Eyrisch et Helms avaient proposé une solution similaire pour résoudre ce problème[189, 166], pas-
sée malheureusement relativement inaperçue, et que nous avons redécouverte indépendamment,
Arnaud Blondel et moi-même. A noter qu’Ashford et al.[170] ont également développé l’idée
d’utiliser les empreintes des cavités dans leur logiciel Provar sans toutefois l’appliquer au suivi des
cavités.
Ce chapitre est dédié au développement, à l’amélioration et la généralisation de cette méthode.
L’approche que j’ai développée initialement consiste à utiliser un algorithme de partitionnement
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hiérarchique en considérant des empreintes booléennes (résidus situés à moins d’une certaine
distance seuil des cavités) comparées par la distance de Jaccard. L’approche utilisée par Eyrisch
et Helms est similaire, la diﬀérence principale provenant de l’ajout d’une contrainte empêchant
l’existence de plus d’une unique cavité de chaque groupe par conformation. J’ai décidé pour
ma part de ne pas utiliser cette contrainte, considérant qu’il est acceptable d’avoir des cavités
pouvant se diviser en plusieurs morceaux au cours d’une dynamique. Diﬀérents algorithmes de
partitionnements et diﬀérentes empreintes seront testés pour tenter de déﬁnir la méthode la plus
pertinente et la plus robuste pour le suivi de l’ensemble des cavités. J’utiliserai les cavités détectées
par mkgrid dans ce chapitre. La méthode est toutefois généralisable à n’importe quelle méthode
de détection grâce au système de correspondance cavité-empreinte.
2 Méthodes et controles
2.1 Protéines étudiées, dynamique moléculaire et détection des
cavités
Nous avons utilisé quatre systèmes pour tester l’eﬃcacité des algorithmes de suivi des cavités :
— la myoglobine de cachalot
— le dimère de la protéine d’enveloppe du virus de la dengue
— le facteur œdemateux de la toxine d’anthrax (EF)
— la tyrosine kinase Abl (ABL1)
Ces quatre systèmes ont été choisis car ils possèdent tous plusieurs sites intéressantes d’un point
de vue fonctionnel. Ces diﬀérents sites sont explicités section 2.7.
Les paramètres de dynamique moléculaire utilisés pour chacun de ces quatre systèmes sont
indiqués en annexe, section 2. Pour EF, deux trajectoires provenant de deux dynamiques réalisées
respectivement en présence et en absence de la calmoduline ont été concaténées puis échan-
tillonnées pour former une trajectoire de 2000 conformations. Les autres dynamiques ont été
échantillonnées aﬁn d’obtenir des trajectoires de 1000 conformations chacune. Les cavités ont été
détectées pour chaque conformation de ces trajectoires à l’aide de mkgrid, en utilisant une sonde
interne de 1.4A de rayon, une petite sonde externe de 5.2A de rayon (placement des centres) et
une grande sonde externe de 8A de rayon (suppression des points de grille externes).
2.2 Principe général de l’algorithme du suivi des cavités
Les cavités sont détectées pour chaque conformation d’une trajectoire. Chaque cavité de chaque
conformation possède un identiﬁant unique déterminé par la méthode de détection (mkgrid) ne
permettant pas de suivre la cavité au cours du temps. J’appellerai ces cavités non suivies les cavités
instantanées. Les empreintes de chaque cavité instantanée sont calculées puis regroupées à l’aide
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d’un algorithme de partitionnement. Les groupes ainsi formés déﬁnissent les cavités suivies au
cours du temps, ce sont les cavités transverses. Lorsqu’une cavité instantanée semble provenir de
la fusion de plusieurs cavités transverses, elle peut être découpée en plusieurs lobes. Les empreintes
de ces lobes sont ensuites utilisées pour assigner un numéro de cavité transverse à chaque lobe en
utilisant le résultat de l’algorithme de partitionnement précédemment réalisé. Un schéma explicatif









































Figure II.2 – Schéma de l’algorithme de suivi des cavités.
2.3 Définition des empreintes structurelles des cavités
Une déﬁnition assez naturelle consiste à utiliser les atomes situés à moins de 5A d’une cavité
pour déﬁnir son empreinte, déﬁnition d’ailleurs utilisée par Eyrisch et Helms. Cette déﬁnition
très précise produit des empreintes de taille 3natome , qui peuvent prendre beaucoup de temps à
être traitées par les algorithmes de partitionnement. Pour réduire la taille de ces empreintes, je
propose de déﬁnir des groupes structuraux comme des sous-ensembles d’atomes de la protéine.
Les empreintes sont alors décrites non plus sur les atomes mais sur les groupes structuraux.
Typiquement, ces groupes peuvent être les résidus (déﬁnissant des empreintes de taille nres), mais
aussi les chaînes principales et chaînes latérales des résidus pris séparément (taille 2nres − nGLY )
ou tout simplement les atomes.
Ces empreintes sont purement booléennes, basées sur un seuil de distance. Il est possible
de déﬁnir d’autres empreintes en se basant sur la valeur de distance minimale entre un groupe
structural et la cavité. Je déﬁnis donc trois types d’empreintes diﬀérentes (voir ﬁgure II.3) :
— les empreintes de distance fpdist considèrent la distance euclidienne minimale entre la cavité
c et le groupe structural g :
fpdistc (g) = min
i∈c,j∈g
d(i, j)
avec d(i, j) la distance euclidienne entre le point de grille i et l’atome j. Ces empreintes ne
seront pas utilisées dans ce chapitre, car elles mettent l’accent sur les groupes structuraux
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éloignés de la cavité considérée, ce qui conduit à des assignements peu satisfaisants, notam-
ment pour les systèmes présentant de larges mouvements (données non précisées ici). Elles
sont toutefois utiles pour déﬁnir les deux autres types d’empreintes.
— les empreintes booléennes ou empreintes de contact sont déﬁnies à partir des empreintes de









fpdistc (g) < dcontact
)
— les empreintes de contact-distance dérivent des empreintes de distance mais tombent à 0 au
delà d’une distance seuil. Elles conservent donc le contexte local des empreintes de contact
tout en limitant les eﬀets de bords engendrés par le saut de valeur de 0 à 1 des empreintes
de contact. Elles peuvent être déﬁnies à partir des empreintes de distance à l’aide d’un seuil
de distance dcontact :
fpcontdistc (g) = max(0, dcontact − min
i∈c,j∈g
d(i, j))
= max(0, dcontact − fpdistc (g))
Figure II.3 – Forme des trois types d’empreintes. En abscisse, la liste des groupes structuraux. En
ordonnée, la valeur prise par l’empreinte pour chaque groupe. En rouge, empreinte de distance ; en bleu, empreinte
de contact-distance ; en vert, empreinte de contact (valeurs booléennes).
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2.4 Partitionnement des empreintes
2.4.1 Les différentes distances envisagées
Le partitionnement d’un ensemble de points en haute dimension (ici les empreintes) demande
la plupart du temps d’avoir une mesure de distance entre les points. Les distances utilisées peuvent
être adaptées à diﬀérent types d’empreintes : réelles (distance, contact-distance) ou booléennes
(contact). Dans ce chapitre, je considèrerai quatres distances diﬀérentes :













— la distance utilisée par Eyrisch et Helms (EH, empreintes booléennes) :
dEH (a, b) =
|a ∩ b|
min(|a|, |b|)
Je calcule ensuite la distribution des distances entre empreintes pour chacune des distances
considérées (ﬁgure II.4). On remarque que pour la plupart des systèmes et des distances, la dis-
tribution est plus ou moins bimodale. Il existe un premier ensemble de faibles distances, et un
ensemble plus grand de grandes distances. L’ensemble de faibles distances correspond aux dis-
tances entre les empreintes de cavités proches dans l’espace, il comprend donc les distances entre
empreintes de mêmes cavités transverses. Il est donc possible de déﬁnir une distance seuil dseuil
située entre ces deux modes aﬁn de sélectionner préférentiellement les paires d’empreintes sus-
ceptibles de correspondre à la même cavité transverse. J’ai donc choisi dseuil comme la distance
correspondant au premier minimum local de la distribution après avoir passé le premier maxi-
mum local (correspondant au premier mode). Cette distance sera utilisée dans les algorithmes de
partitionnement aﬁn d’éviter de déﬁnir manuellement le nombre de partitions (donc le nombre de
cavités transverses) voulues. Elle est représentée par un point sur la courbe dans la ﬁgure II.4.
Cette déﬁnition peut être problématique. En eﬀet, les distributions des distances euclidiennes,
Jaccard et EH des empreintes d’ABL1 ne sont pas bimodales, la distance seuil ne peut donc pas
être déﬁnie pour ces distributions. Par ailleurs, les modes correspondant aux faibles distances ap-
paraissent plus nettement pour la distance cosinus. La distance cosinus appliquée aux empreintes
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contact-distance + dist. cosinus contact-distance + dist. euclidienne





contact + dist. Eyrisch
Figure II.4 – Distribution des distances entre toutes les paires d’empreintes pour la myoglobine
(courbe bleue), la protéine E du virus de la dengue (vert), EF (rouge) et ABL1 (cyan). L’échelle en ordonnée est
logarithmique ; la distribution est normalisée et lissée par une fenêtre glissante de Hamming de largeur 0.05. De
gauche à droite et de haut en bas : distance cosinus sur empreintes de contact-distance ; distance euclidienne sur
empreintes de contact-distance ; distance Jaccard sur empreintes de contact ; distance utilisée par Eyrisch et Helms
sur empreintes de contact.
de contact-distance semble donc plus robuste. Elle sera donc utilisée en priorité, sauf pour com-
parer les résultats du suivi des cavités avec ceux provenant de la méthode d’Eyrisch et Helms.
Le seuil de distance utilisé par Eyrisch et Helms est ﬁxé à 0.85, comme indiqué dans leur article.
J’utiliserai également des seuils de distance ﬁxes respectivement choisis à 0.15, 0.3, 0.5, 0.7, 0.8,
0.85 et 0.9.
2.4.2 Les différents algorithmes de partitionnement : avantages et inconvénients
Une fois la matrice de distances et la distance seuil établies, on peut réaliser le partitionnement
et l’assignement des empreintes. Ces deux étapes sont séparées : le partitionnement permet de
déﬁnir des groupes d’empreintes similaires, tandis que l’assignement utilise le résultat du parti-
tionnement pour donner un identiﬁant à chaque empreinte. Cette décomposition a deux avantages,
étant donné que le partitionnement est l’étape la plus coûteuse en temps de calcul :
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— il est possible de réaliser le partitionnement sur un sous-ensemble des empreintes puis de
réaliser l’assignement après coup sur l’ensemble des empreintes
— il est possible de réaliser l’assignement des lobes des cavités sans avoir à refaire le partition-
nement après l’étape de découpe de ceux-ci
De nombreux algorithmes de partitionnement ont été décrits dans la littérature. Rui et al. en
ont réalisé une revue relativement récente et complète[192]. Chaque classe d’algorithmes est plus
ou moins adaptée aux diﬀérents problèmes de partitionnement existant. Pour la méthode de suivi
des cavités, il est nécessaire de considérer des algorithmes pouvant réaliser le partitionnement de
données assez nombreuses (ninst , soit jusqu’à 72507 pour EF) à partir d’une matrice de distances
(et non des données d’entrée). La topologie des données du problème est également spéciﬁque,
puisque comme vu dans la section précédente, je recherche des groupes d’empreintes proches les
unes des autres mais pas forcément très séparés des autres groupes. Le nombre de partitions doit
être également déterminé à partir des données, préférentiellement à partir d’un critère de distance
(voir section précédente). L’algorithme se doit enﬁn d’être suﬃsamment rapide pour traiter ces
données en un temps raisonnable (quelques heures tout au plus), et éventuellement d’être suﬃsam-
ment simple pour être programmé aisément ou disponible dans une librairie dédiée facile d’accès.
A partir de ces critères, j’ai identiﬁé quatre algorithmes de partitionnement : DBSCAN, le parti-
tionnement spectral de graphe et les partitionnements hiérarchiques de type UPGMA et complet 1.
Ces algorithmes sont décrits en détail en annexe 3, mais une courte description de leur fonction-
nement ainsi que de leurs avantages et leurs inconvénients pour le partitionnement des empreintes
de cavités sont exposés dans le tableau I. A noter que l’utilisation de cartes auto-organisatrices
partitionnées hiérarchiquement a été considérée un temps (voir annexes, section 3.3), mais aban-
donnée du fait de l’inﬂuence du choix de la taille de la carte sur le résultat du partitionnement
(et notamment du nombre de partitions) et de la diﬃculté de relier cette taille à un paramètre
du système.
2.5 Assignement des empreintes non utilisées durant l’étape de
partitionnement
Pour assigner des identiﬁants aux empreintes à partir des résultats du partitionnement, nous
avons utilisé deux méthodes. La méthode la plus rapide et la plus générale consiste à calculer l’em-
preinte moyenne de chaque partition, puis d’assigner à chaque empreinte le numéro de partition
de l’empreinte moyenne la plus proche. L’autre méthode consiste à assigner à chaque empreinte le
numéro de partition de l’empreinte ayant servi au partitionnement la plus proche. Dans les deux
cas, les empreintes ayant servi au partitionnement gardent le numéro de partition à laquelle elles
sont associées. La deuxième méthode peut également être légèrement modiﬁée pour la rendre plus
cohérente vis-à-vis de l’algorithme de partitionnement spectral de graphe (voir annexes, dernier
paragraphe de la section 3.5 p.162).
1. Le partitionnement hiérarchique simple n’a pas été retenu du fait de sa susceptibilité au phénomène de
"chaînage" : une unique partition qui grossit au fur et à mesures que des points lui sont ajoutés.
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Algorithme Description Avantages et Inconvénients
Partitionnement
hiérarchique
Initialement, chaque empreinte déﬁ-
nit son propre groupe. Les groupes
sont fusionnés deux à deux pour
former un nouveau groupe selon
un critère de distance : moyenne
(resp. maximum) des distances entre
les points de chaque classe pour
UPGMA (resp. complet). L’algo-
rithme se termine lorsque tous les
groupes ont été fusionnés en un
groupe unique regroupant tous les
points. L’arbre ainsi déﬁni est coupé
à un certain niveau déﬁni à partir de
dseuil pour déterminer les partitions.
+ Possibilité de changer dseuil sans
avoir à refaire le partitionnement
+ Possibilité de donner un nombre
de partitions voulu
- Les partitions ne sont pas décou-
pées dans les zones de faible den-
sité a priori
- Pour l’algorithme "complet", le
seuil de distance choisi automati-
quement est moins pertinent du
fait de la déﬁnition de distance
entre classes
DBSCAN Un graphe de distance est déﬁni
en reliant chaque paire d’empreintes
situées à moins de dseuil l’une de
l’autre. Les points de cœurs sont dé-
ﬁnis comme les empreintes ayant au
moins minPts voisins. Les points de
cœurs voisins partagent le même nu-
méro de partition. Les points direc-
tement liés à un point de cœur hé-
ritent de son numéro de partition. Les
points non numérotés sont regroupés
dans une partition "bruit".
+ Partitionnement dans les zones de
faible densité
+/- Présence d’une partition "bruit"
un peu fourre-tout mais utile pour
la détection des cavités fusionnées
- Impossibilité de donner un
nombre de partitions voulu
- Assignement un peu moins cohé-
rent des empreintes non utilisées
pour le partitionnement





Un graphe de distance est déﬁni
en reliant chaque paire d’empreintes
situées à moins de dseuil l’une de
l’autre. La valeur de chaque arête
(i, j) vaut (dseuil −dij)/dseuil . La ma-
trice de transition du graphe est cal-
culée et diagonalisée. Les empreintes
appartiennent au numéro du vecteur
propre pour laquelle la projection du
vecteur de transition de l’empreinte
est maximale.
+ Partitionnement dans les zones de
faible densité
+ Possibilité de donner un nombre
de partition voulu
+ Assignement cohérent des em-
preintes non utilisées pour le par-
titionnement
- Relativement lent et coûteux en
mémoire (calcul des distances +
diagonalisation)
Tableau I – Courte description, avantages et inconvénients des algorithmes de partitionnement
utilisés dans ce chapitre.
Eyrisch et Helms utilisent un partitionnement hiérarchique de type complet, avec comme
contrainte l’impossibilité pour deux cavités d’une même conformation de faire partie d’une même
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partition. Pour tester cette méthode, cette contrainte sera modélisée en donnant la valeur 1 (dis-
tance maximale qu’il est possible d’atteindre avec la distance EH) à l’ensemble des distances entre
deux empreintes tirées d’une même conformation. L’utilisation des méthodes d’assignement rend
complexe la mise en place de cette contrainte, que ce soit pour l’assignement des empreintes de
lobes de cavités fusionnés ou pour celui des empreintes non utilisées lors de l’échantillonnement.
En eﬀet, dans ces deux cas les empreintes n’apparaissent pas dans la matrice de distances d’ori-
gine, et il est donc nécessaire de prendre en compte le résultat de l’assignement au cas par cas,
conformation par conformation, ce qui est très coûteux en temps. L’algorithme d’Eyrisch et Helms
ne sera donc testé qu’en absence d’échantillonnage et de découpage des cavités fusionnées.
2.6 Traitement des cavités fusionnées
Parfois, plusieurs cavités fusionnent pour n’en former qu’une de très grande taille. Il peut être
souhaitable de diviser ces cavités en plusieurs morceaux aﬁn de retrouver les lobes correspon-
dant aux cavités transverses pertinentes. Idéalement, le découpage devra se faire dans des zones
géométriques favorables, les goulots d’étranglement (voir ﬁgure II.6).
2.6.1 Détection
La détection des cavités fusionnées peut se faire de plusieurs façons. La méthode la plus simple
consiste à diviser systématiquement les cavités dont la taille dépasse un volume seuil donné. L’in-
convénient de cette méthode est qu’elle peut diviser de grosses cavités pourtant cohérentes et
pertinentes d’un point de vue fonctionnel. L’idéal est d’inférer à partir du résultat de l’algo-
rithme de partitionnement. Une méthode générale consiste à comparer les empreintes moyennes
de chaque partition avec une “somme” d’empreintes moyennes (en réalité, la valeur maximale des
deux empreintes pour chaque groupe structural ; voir ﬁgure II.5.a). Si une somme d’empreinte est
plus proche d’une empreinte unique que de l’un de ses composants, alors cette empreinte unique
est constituée de deux partitions plus petites qui ont fusionnées (ﬁgure II.5.b et c). Il faut donc
diviser toutes les cavités de cette partition. Pour DBSCAN, il peut également être intéressant de
diviser les empreintes tombant dans la partition "bruit".
2.6.2 Division des cavités au niveau des goulots d’étranglement
Une fois qu’une cavité est annotée comme étant fusionnée, la division se déroule comme suit :
1. On déﬁnit une sonde, de taille superieure à la sonde interne utilisée pour la détection (ﬁ-
gure II.6.1).
2. Les zones de la cavité dans lesquelles il est possible de placer le centre de la sonde sans
qu’elle ne dépasse de la cavité sont calculées (ﬁgure II.6.2).
3. S’il n’existe qu’une seule zone connexe, la cavité ne peut pas être découpée. On augmente
donc la taille de la sonde et on recommence à l’étape 2.
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Figure II.5 – Détection des cavités fusionnées. a. Les empreintes moyennes (i et j) peuvent être combinées
pour former une empreinte "fusionnée" (max(i, j)). Les empreintes moyennes de i et j sont indiquées par un code
couleur sur la structure (bleu : atomes éloignés, rouge : atomes très proches). Les cavités moyennes de i et de j
sont représentées sur leurs empreintes respectives et sont superposées sur l’empreinte combinée. b. L’ensemble des
combinaisons possibles de fusions entre i et j est comparé avec les empreintes moyennes d’origine. Chaque point
du graphe (i, j) coloré indique que la combinaison formée par les empreintes moyennes i et j est plus proche d’une
empreinte moyenne k que de i ou de j. Le code couleur du point indique le numéro de la partition k la plus proche.
c. L’empreinte moyenne de k est très proche de la combinaison de i et j. Les cavités de la partition k seront donc
découpées, car elles ont été identiﬁées comme des cavités fusionnées.
4. S’il existe plusieurs zones non connexes, on étend ces zones au reste de la cavité en utilisant
l’algorithme de ligne de partage des eaux (watershed en anglais) pour déﬁnir les sous-cavités
qui composent la cavité d’origine (ﬁgure II.6.3-5).
5. L’empreinte de chaque sous-cavité est calculée et est utilisée pour redéﬁnir l’aﬀectation de
chacune de ces sous-cavités.
6. Si après division et aﬀectation, il reste une sous-cavité pouvant être considérée comme une
cavité fusionnée, on recommence l’étape de division sur cette cavité.
Dans tous les cas, on s’arrête si la taille de la sonde dépasse un seuil donné. Dans ce chapitre le
rayon d’origine de la sonde est de 1.6A, le pas d’augmentation du rayon est de 0.2A et le rayon
maximal est de 3A.
2.7 Mesure de la qualité du suivi des cavités
Elaborer une métrique de qualité du suivi des cavités d’une protéine est diﬃcile entre autres
car un bon assignement des cavités peut être subjectif. J’essayerai d’objectiver au maximum la
mesure tout en vériﬁant graphiquement que ce que l’on obtient correspond bien à nos attentes. Il
existe plusieurs possibilités pour mesurer la qualité de l’aﬀectation de l’algorithme de suivi, le plus
simple et le moins rigoureux restant la mesure "à l’œil". Cette solution à l’avantage de coller avec
une déﬁnition intuitive des cavités et reste donc une validation tout à fait pertinente et souvent
53
54 2. MÉTHODES ET CONTROLES
sonde
1 2 3 4 5
Figure II.6 – Découpage géométrique des cavités fusionnées. L’exemple est artiﬁciel et représenté en 2
dimensions. 1. Une sonde est choisie de taille plus grande que la sonde de détection. 2. Les zones accessibles au
centre de la sonde sont calculées. 3. Chaque élément connexe se voit attribué un numéro diﬀérent (représenté ici
par une couleur). 4. La distance à l’extérieur (représentée en gradient de couleur du bleu vers le rouge) est utilisée
pour déﬁnir des goulots d’étranglement. 5. L’algorithme watershed étend chaque zone jusqu’à atteindre un goulot.
incontournable. Il est malheureusement quasiment impossible d’identiﬁer tous les assignements
insatisfaisants sur des milliers de conformations.
Pour essayer de s’aﬀranchir des a priori, il est possible de suivre les cavités d’une protéine pour
laquelle plusieurs sites ont été bien décrits dans la littérature. On peut alors vériﬁer que le suivi
est cohérent et stable pour les cavités de ce site, en déterminant si les identiﬁants aﬀectés aux
cavités proches d’un ensemble de résidus clés (la poche) a tendance à prendre une valeur unique.
Nous suivrons cette approche en suivant les cavités des quatre systèmes et en sélectionnant la
cavité dont l’empreinte est la plus proche d’une déﬁnition de poche tirée de la littérature :
— pour la myoglobine, les atomes situés à moins de 5A d’un des quatre atomes de xénon[114]
déﬁnissent la poche pour ce site de ﬁxation du xénon (dénotés Xe1 à Xe4 selon la nomen-
clature de Tilton et al.)
— pour la protéine E du virus de la dengue, je déﬁnis trois poches décrites précédemment dans
la littérature et utilisées dans des projets d’identiﬁcation d’inhibiteurs : le site β-OG[181, 30]
et les sites dits 1 et 2[193, 194].
— Deux sites ont été utilisés pour la toxine de l’anthrax (EF) : le site catalytique[195] et le
site SABC, utilisé pour identiﬁer un inhibiteur allostérique de la toxine[112]
— pour ABL1, deux sites ont été utilisés : le site de ﬁxation de l’imatinib[196], ligand com-
pétitif de l’ATP, et le site de ﬁxation allostérique de GNF-2[197].
Une vue d’ensemble de ces sites est représentée ﬁgure II.7.
La cavité la plus proche du centre géométrique des résidus séléctionnés est considérée. Si
aucune cavité ne se trouve à moins de 5A du centre, on considère qu’il n’y a pas de cavité pour
cette conformation. Deux mesures sont alors eﬀectuées pour chaque site :
— la première mesure, Iquali ,1 , est calculée comme le nombre d’apparition de la cavité transverse
observée le plus souvent, divisé par le nombre total de fois qu’une cavité appraît dans le
site. Une mesure Iquali ,1 élevée indique que l’aﬀectation de la cavité du site est univoque, et
donc stable.
— la seconde mesure, Iquali ,div , est calculée comme la fréquence pour laquelle la cavité trans-
verse n’est pas divisée (numéro assigné une unique fois pour une même conformation). Une
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Figure II.7 – Les sites utilisés dans ce chapitre. a. Les sites de la myoglobine : Xe1 à Xe4. b. Les sites
de la protéine E du virus de la dengue : sites 1, 2 et β-OG des chaînes A et B. c. Les sites de EF : site actif
(catalytique) et site allostérique (SABC). d. Les sites d’ABL1 : site de ﬁxation de l’imatinib et de GNF-2.
mesure Iquali ,div basse indique que le site tend à être réparti fréquemment sur deux cavités
ou plus, ce qui est insatisfaisant (une cavité transverse coupée en deux la plupart du temps
devrait être préférentiellement décomposée en deux cavités transverses).
Je déﬁnis également des bornes sur ces mesures pour considérer le suivi de la cavité du site
comme une réussite ou un échec. Pour considérer un suivi de cavités comme réussi, on suppose
que Iquali ,1 et Iquali ,div doivent être tous deux supérieurs à 0.75. Ces bornes ont été choisies pour
donner une certaine sélectivité tout en qualiﬁant un nombre suﬃsant de protocoles de suivi pour
pouvoir bien caractériser les diﬀérentes approches.
3 Résultats
L’objectif de cette section est de déterminer la meilleure méthode de suivi des cavités au cours
d’une dynamique. Pour cela, les mesures décrites section 2.7 seront calculées sur les résultats
de suivi des cavités de chacune des quatre dynamiques décrites section 2.1, en faisant varier les
paramètres suivants (les notations en italiques seront utilisées dans le reste de ce chapitre par
soucis de concision) :
— le groupe structural : atomes, chaînes principales/latérales (CPCL), résidus
— l’échantillonnage des cavités utilisées pour le partitionnement : 1/1 (toutes les cavités pour
toutes les conformations) ou 1/10 (les cavités d’une conformation sur dix)
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— la distance seuil utilisée : calculée en fonction de la distribution des distances (auto) ou ﬁxe
(0.15, 0.30, 0.5, 0.7, 0.8, 0.85, 0.9 )
— l’algorithme de partitionnement : DBSCAN, UPGMA, Hiérarchique-complet (complet), Par-
titionnement spectral de graphe (Spectral), et lorsque c’est possible, Eyrisch et Helms (EH )
— la méthode d’assignement : par empreinte moyenne (moyenne) ou par cavité la plus proche
(minimum)
— le découpage des cavités fusionnées : avec et sans
Cela représente l’analyse de 576 trajectoires de suivi de cavités pour chaque protéine, soit 2304
trajectoires en tout.
3.1 Nombre de cavités instantanées et limitations mémoires
Pour chacune des protéines considérées, le nombre des cavités instantanées sur l’ensemble de
la trajectoire dépasse les dizaines de milliers (tableau II, colonne 4). Ce nombre important est
problématique lors de l’étape de partitionnement, puisque celle-ci nécessite de calculer la matrice
de distance pair-à-pair, de taille ninst(ninst − 1)/2 et qui peut prendre énormément de place en
mémoire (tableau II, colonne 5). Le partitionnement de telles matrices peut ainsi prendre plusieurs
heures voire plusieurs jours (à supposer que la mémoire vive disponible soit suﬃsante pour mener
à bien le calcul). Cela rend donc relativement peu pratique le calcul de cavité sans échantillonnage
pour de grosses protéines. Au vu du grand nombre d’analyses prévues pour chaque trajectoire (voir
section précédente), je me limiterai à l’étude de la myoglobine et d’ABL1 pour l’échantillonnage
1/1.
Protéine # atomes # résidus # cavités mémoire utilisée
instannées pour la matrice
de distance (Go)
Myoglobine 2534 164 11 863 0.52
Protéine E (dengue) 12258 788 58 376 12.7
EF 9942 465 72 507 19.6
ABL1 4326 268 27 308 2.77
Tableau II – Nombre de résidus, d’atomes et de cavités instantanées pour chacune des trajectoires
utilisées dans ce chapitre
3.2 Comparaison des algorithmes de partitionnement sans décou-
page des cavités fusionnées
L’objectif de cette section est de déterminer les paramètres optimaux (seuil de distance et
méthode d’assignement) pour chacun des algorithmes testés, en fonction de la protéine considérée.
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Pour cela, les mesures présentées section 2.7 ont été réalisées sur l’ensemble des trajectoires de
suivi des cavités en faisant varier chacun des paramètres individuellement. On ne considèrera dans
cette section que les suivis de cavités sans découpage des cavités fusionnées.
En tout, sur les 7394 suivis des sites sélectionnés, 1393 valident les critères de stabilité déﬁnis
en section 2.7 (Iquali ,1 > 0.75 et Iquali ,div > 0.75), soit 18.9%. Ce pourcentage assez bas démontre la
nécessité de choisir les bons algorithmes et paramètres associés aﬁn de réaliser un suivi convenable.
Le taux de réussite des suivis validant les critères de stabilité en fonction des sites étudiés et des
algorithmes utilisés est indiqué ﬁgure II.8. On remarque tout d’abord que les sites étudiés dans ce
chapitre sont plus ou moins faciles à suivre. Ainsi, les sites Xe2 et Xe4, le site catalytique d’EF et
le site GNF-2 d’ABL1 paraissent particulièrement diﬃciles à suivre. On note, dans la ﬁgure III.13
du chapitre suivant, que les poches Xe2 et Xe4 sont en fait relativement ambigues. De même, il a
déjà été relevé que la poche catalytique d’EF a une forme très particulière, en forme de crevasse
incurvée et des voies d’entrée multiples[198].
Un autre point notable est l’eﬃcacité de l’algorithme de partitionnement hiérarchique complet,
qui semble moins dépendre des paramètres que les autres algorithmes et qui produit ainsi plus
souvent des suivis corrects. DBSCAN semble peu adapté au problème de suivi des cavités : seules
6 cavités ont été correctement suivies, provenant d’une combinaison très restreinte de paramètres.
Enﬁn, chaque algorithme possède ses propres forces et faiblesses selon les sites suivis. On peut ainsi
noter que le seul algorithme capable de suivre Xe4 correctement est le partitionnement spectral





































































Figure II.8 – Fraction du nombre de combinaison de paramètres produisant des suivis de cavités
"réussis" (stables) sur le nombre de combinaisons testées pour chaque site sélectionné et chaque
algorithme. La ligne du haut (dégradé de gris) correspond à la moyenne des valeurs de l’ensemble des algorithmes
pour chacun des sites étudiés. La dernière colonne à droite (en dégradé de gris) correspond à la moyenne des valeurs
de l’ensemble des sites étudiés pour chacun des algorithmes testés.
La ﬁgure II.9 permet d’avoir une vision plus détaillée des paramètres eﬃcaces pour chaque
algorithme de partitionnement. Sans surprise, la valeur du seuil de distance a un grand impact
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sur le résultat du suivi des cavités. DBSCAN est plus eﬃcace pour de petites valeurs de seuil,
mais n’atteint tout de même pas l’eﬃcacité des autres algorithmes de partitionnement. Ceci peut
s’expliquer par le fait que DBSCAN fusionne les partitions à partir du moment où la distance entre
deux empreintes est inférieure à la distance seuil, ce qui n’est pas le cas des autres algorithmes. Le
seuil de distance automatique semble inadapté pour la plupart des cas, il est donc préférable de
favoriser des seuils plus grands, notamment pour les algorithmes de partitionnement hiérarchique.









































Figure II.9 – Fraction du nombre de combinaisons de paramètres produisant des suivis de cavités
"réussis" (stables) sur le nombre de combinaisons testées pour chacun des algorithmes, méthodes
d’assignement et seuil de distance utilisés. Les rectangles rouges indiquent la valeur maximale pour un
algorithme et une méthode d’assignement donnés.
A partir de cette étude, on peut conclure que les paramètres de partitionnement adaptés pour
chaque algorithme sont :
— pour le partitionnement hiérarchique complet, un seuil élevé autour de 0.80 et l’assignement
par empreinte la plus proche
— pour UPGMA, un seuil moyen autour de 0.30 et l’assignement par empreinte la plus proche
— pour le partitionnement spectral de graphe, un seuil moyen autour de 0.30 et l’assignement
par empreinte la plus proche
— pour DBSCAN, un seuil faible (< 0.15) et l’assignement par empreinte la plus proche
3.3 Comparaison avec la méthode d’Eyrisch et Helms
Comme indiqué section 2.5, la méthode d’Eyrisch et Helms est diﬃcilement applicable lors
de l’utilisation des méthodes d’assignement. Cela limite de facto la comparaison aux cas ne fai-
sant pas appel à un échantillonnage ni au découpage des cavités fusionnées, donc à l’analyse de
la myoglobine et d’ABL1 avec un échantillonnage 1/1. A noter que pour l’échantillonnage 1/1
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d’ABL1, le partitionnement spectral de graphe n’a pas pu aboutir (problème mémoire lors de la































Figure II.10 – Comparaison des valeurs moyennes de Iquali,1 et Iquali,div de chacun des algorithmes de
partitionnement et de la méthode d’Eyrisch et Helms (EH) pour chaque site de la myoglobine et d’ABL1. En haut :
valeurs moyennes de Iquali,1 , en bas : valeurs moyennes de Iquali,div .
Sur les 18 suivis des sites séléctionnés avec la méthode d’Eyrisch et Helms (6 sites, 3 groupes
structuraux), aucun n’a débouché sur un suivi considéré comme réussi. En cause, la contrainte
interdisant aux cavités d’une même structure d’appartenir à la même partition à des conséquences
extrêmement négatives sur l’indice Iquali ,1 , dont les valeurs vont de 0.1 à 0.59 (ﬁgure II.10). Cette
contrainte implique aussi mécaniquement que les suivis réalisés par la méthode d’Eyrisch et Helms
ont un indice Iquali ,div parfait (égal à 1), puisqu’aucune division de cavité n’a lieu.
3.4 Effet de l’échantillonnage
Comme vu dans la section 3.1, échantillonner les cavités avant de réaliser le partitionnement
peut s’avérer nécessaire pour des questions de mémoire et de temps de calcul. Intuitivement,
l’échantillonnage devrait dégrader la qualité du suivi des cavités, puisque le partitionnement ne
prend pas en compte une grande partie des cavités et peut donc passer à côté de certaines cavités
transverses peu fréquentes. Pour mesurer cette éventuelle dégradation, j’ai comparé l’évolution de
la fraction de suivis réussis pour chaque site lors du passage de l’échantillonnage 1/1 à l’échan-
tillonnage 1/10 (ﬁgure II.11).
On remarque que l’eﬀet de la réduction par 10 du nombre de cavités traitées n’a que rarement
des eﬀets négatifs sur le suivi (suivi de Xe1 avec UPGMA et hiérarchique complet), voire même










































Figure II.11 – Fraction du nombre de combinaisons de paramètres produisant des suivis de cavités
"réussis" (stables) sur le nombre de combinaisons testées en fonction de l’échantillonnage pour
chacun des algorithmes utilisés et chacun des sites étudiés. En haut : échantillonnage 1/1, en bas :
échantillonnage 1/10.
Xe3 avec hiérarchique complet). Il semble donc particulièrement intéressant de limiter le nombre
de cavités à traiter, non seulement pour limiter l’utilisation de la mémoire et le temps de calcul,
mais bien également pour limiter le nombre de cavités "intermédiaires" pouvant faire le lien entre
deux partitions.
3.5 Comparaison des résultats pour chacun des groupes structu-
raux
La motivation première derrière la déﬁnition de nouveaux groupes structuraux en plus des
groupes type atomes provient surtout du gain de temps lors du calcul des empreintes et des
distances entre empreintes. On peut supposer que l’utilisation de groupes moins précis tels que
CPCL et résidus devrait engendrer des suivis de cavités moins satisfaisants. La ﬁgure II.12 indique
la fraction de suivis réussis en fonction des groupes structuraux utilisés. De façon surprenante,
l’utilisation de groupes atomes ne permet pas forcément d’obtenir des suivis plus eﬃcaces. En
eﬀet, pour la protéine E du virus de la dengue et ABL1, un certain nombre de sites sont plus
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eﬃcacement suivis en utilisant les groupes CPCL ou résidus. Il est donc pour ce type de cas
doublement intéressant d’utiliser des groupes plus généraux. A noter tout de même que pour la
myoglobine, il semble toujours plus intéressant d’utiliser un groupement par atomes. Cela peut
s’expliquer par la distance très courte entre chacune des cavités Xenon qui peuvent donc être












































































































































Figure II.12 – Fraction du nombre de combinaisons de paramètres produisant des suivis de cavités
"réussis" (stables) sur le nombre de combinaisons testées en fonction du groupe structural choisi
pour chacun des algorithmes utilisés et chacun des sites étudiés. De haut en bas : groupes atomes,
groupes chaîne principale/chaîne latérale (CPCL), groupes résidus. Les valeurs les plus hautes pour chaque paire
algorithme-site sont annotées par des étoiles orangées.
3.6 Effet du découpage des cavités fusionnées
Le découpage des cavités fusionnées a été mis en place aﬁn d’améliorer le suivi pour des cas
un peu complexes. L’étape étant optionnelle, l’eﬃcacité du découpage doit être mesurée dans le
meilleur des cas sur l’ensemble des suivis observés. La ﬁgure II.13 indique la plus grande évolution
relative de l’indice Iquali ,1 lorsque l’on applique le découpage des cavités, pour chaque algorithme
et chaque site étudiés. L’eﬀet du découpage semble relativement modéré pour la plupart des
sites et des algorithmes. Le découpage peut toutefois être très intéressant pour certains sites en
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particulier, comme Xe1, Xe3, les sites 1 et 2 de la protéine E, et le site de ﬁxation de l’imatinib. On





































































Figure II.13 – Ecart maximum relatif (pourcentage d’augmentation) observé de l’indice Iquali,1
pour chacun des algorithmes de partitionnement et chacun des sites étudiés. La ligne du haut et la
colonne la plus à droite correspondent respectivement à la moyenne des valeurs du tableau pour chaque site et
pour chaque algorithme de partitionnement.
3.7 Combinaisons optimales de paramètres
Le tableau III donne pour chaque algorithme les paramètres permettant de suivre de façon
pertinente le plus de sites possibles (le paramètre d’échantillonnage n’est pas indiqué car les suivis
avec un échantillonnage 1/1 n’ont pas tous été produits). Les algorithmes de partitionnement
hiérarchiques (complet et UPGMA) permettent de suivre le plus de sites à la fois. A noter la
grande variété des paramètres, notamment pour les groupes.
La ﬁgure II.14 donne les valeurs moyennes de Iquali ,1 et Iquali ,div sur l’ensemble des sites pour
chacun de ces paramètres optimaux. Il apparait nettement sur ce graphe que l’algorithme UPGMA
donne les meillers valeurs pour chacun des deux indices.
4 Discussion
Dans ce chapitre, j’ai posé la question du suivi des cavités au cours d’une dynamique, établi
des bases pour l’aborder et proposé une méthode général pour sa résolution. Un grand nombre de
paramètres portant sur les diﬀérentes étapes de la méthode ont été testés sur quatre protéines.
Quatorze sites précédemment décrits dans la littérature ont été utilisés pour mesurer l’inﬂuence
de ces paramètres sur la qualité du suivi des cavités à l’aide de deux critères de qualité, Iquali ,1 et
Iquali ,div . Lorsque les paramètres sont bien choisis, cette méthode permet de suivre eﬃcacement
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ID Partitionnement groupes assign. seuil découpage # sites
correct. suivis
1 DBSCAN atomes moy. 0.15 oui 6
2 - - - non -
3 - min. - oui -
4 - - - non -
5 UPGMA résidus moy. 0.30 oui 10
6 - - - non -
7 - min. - - -
8 Complet CPCL min. 0.50 oui 10
9 Spectral atomes moy. 0.70 oui 8
10 - - - non -




















Figure II.14 – Valeurs de Iquali,1 (abscisse) et Iquali,div (ordonnée) pour chacun des 10 jeux de
paramètres optimaux. Les numéros correspondent à ceux de la colonne ID du tableau III.
la plupart de ces sites. A partir de ces résultats, j’ai pu déterminer la liste de ces paramètres pour
chacun des algorithmes. Ce travail ouvre la voie à l’étude dynamique systématique de l’ensemble
des cavités d’une protéine. L’analyse individuelle des propriétés de chacune des cavités transverses
devrait permettre d’en dégager les caractéristiques ce qui permet d’exploiter en parallèle les cavités
les plus prometteuses pour la recherche de molécules eﬀectrices. Le suivi des cavités est donc un
outil précieux pour l’étude fonctionnelle des protéines ainsi que pour l’établissement de stratégies
novatrices de criblages virtuels, notamment dans le cadre de projets de conception de médicaments.
J’ai ainsi pu l’utiliser dans deux projets d’identiﬁcation d’inhibiteur, ciblant l’ADN-gyrase de M.
tuberculosis et la subtilisine 1 de P. vivax et développés au chapitre IV.
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4.1 Revue des paramètres et guide du suivi des cavités
D’après la ﬁgure II.8 et le tableau III, les algorithmes de partitionnement hiérarchique donnent
les résultats les plus constants. Il faut toutefois noter que d’autres méthodes peuvent être plus
adaptées au suivi de certains sites problématiques. Le partitionnement spectral de graphe notam-
ment est le seul algorithme ayant permis de suivre correctement le site Xe4 de la myoglobine.
Cet algorithme tend à réaliser ses meilleures performances en utilisant le groupement par atomes,
tandis que UPGMA donne de meilleurs résultats avec le groupement par résidus. Cela explique
peut-être ce résultat, le groupement par atomes permettant une analyse plus détaillée du réseau
intriqué des cavités de la myoglobine. Le suivi utilisant DBSCAN ainsi que la méthode d’Eyrisch
et Helms produisent des résultats rarement convainquants et diamétralement opposés dans leurs
défauts : DBSCAN a tendance à regrouper beaucoup de cavités dans une même partition, tandis
que la méthode d’Eyrisch et Helms assigne plusieurs numéros de cavités transverses à chaque site.
A ce titre, je recommande d’éviter l’utilisation de la méthode d’Eyrisch et Helms à moins d’avoir
un besoin impérieux de ne pas assigner le même numéro de cavité transverses à deux cavités de
la même conformation.
La valeur de la distance seuil optimale dépend des algorithmes de partitionnement utilisés dans
ce chapitre (ﬁgure II.9 et tableau III). La distance seuil automatique décrite section 2.4.1 n’est
ﬁnalement jamais la distance optimale pour réaliser le suivi. Il serait utile de pouvoir développer
une méthode automatique adaptée à chaque algorithme, car les seuils ﬁxes ont dû être choisis
arbitrairement et ne s’adaptent donc pas aux données d’entrée. On pourrait pas exemple tenter
de comparer la distribution de l’ensemble des distances avec celle de l’ensemble des distances entre
cavités de la même conformation pour guider le choix d’une autre distance seuil automatique plus
adaptée.
Les notions de groupes structuraux et d’échantillonnage des conformations, introduites en
premier lieu pour diminuer le temps de calcul et l’empreinte mémoire des empreintes, ont ﬁnale-
ment un eﬀet plus subtil qu’imaginé (ﬁgure II.12 et ﬁgure II.11). On retrouve le groupement par
résidu trois fois dans la liste des paramètres optimaux, et le groupement CPCL une fois. Réduire
la complexité de la représentation des empreintes semble ainsi bénéﬁque dans de nombreux cas.
Cependant, le cas des cavités intriquées de la myoglobine et notamment de la poche Xe4 montre
qu’une description plus ﬁne pourrait dans certains cas être nécessaire.
Les deux méthodes d’assignement explorés dans ce chapitre donnent des résultats satisfaisants.
La méthode d’assignement utilisant l’empreinte la plus proche (minimum) donne des résultats
légérement meilleurs en moyenne que la méthode utilisant l’empreinte moyenne la plus proche
(moyen), comme le montre la ﬁgure II.9. Toutefois, la présence majoritaire de l’assignement
moyen dans l’ensemble des paramètres optimaux (tableau III) ainsi que le gain en temps et en
mémoire qu’il apporte pousse à favoriser son utilisation.
Le découpage des cavités impacte en moyenne assez peu la qualité du suivi (données non
communiquées). Cette étape peut cependant être très utile pour améliorer sensiblement le suivi
dans certains cas diﬃciles, comme démontré section 3.6. Toutefois, le coût en mémoire et en temps
64
CHAPITRE II. DÉTECTION ET SUIVI DES CAVITÉS AU SEIN DES PROTÉINES 65
de calcul (proportionnel au nombre des cavités) de l’étape de découpage rend son utilisation plus
diﬃcile, et je conseille donc de ne l’utiliser que si les cavités produites paraissent le demander.
Au ﬁnal, lors de l’étude de la dynamique des cavités d’une nouvelle protéine, je conseille
l’utilisation d’UPGMA sur les cavités extraites d’une fraction des conformations (ici une centaine),
en utilisant un seuil de distance de 0.3, le groupement structural par résidus, l’assignement des
empreintes non partitionnées vers le numéro de l’empreinte moyenne la plus proche (assignement
moyen) et éventuellement le découpage des cavités s’il subsiste des cas diﬃciles.
4.2 Les limites de l’étude et de la méthode
Bien que l’étude du suivi des cavités présentée dans ce chapitre traite d’un grand nombre de
paramètres, il subsiste des zones améliorables pouvant expliquer certains problèmes, ce qui est
susceptible d’altérer les conclusions ﬁnales.
Une faiblesse de cette étude est le traitement des distances seuils. En eﬀet, DBSCAN semble
demander des distances seuils très basses, qui n’ont pas été échantillonnées aussi ﬁnement que
les seuils plus élevés, ﬁnalement peu utiles pour cet algorithme. Il est possible que ce défaut
d’échantillonnage des seuils bas soit la cause des résultats très médiocres des suivis réalisés à l’aide
de DBSCAN. De manière générale, il devrait être intéressant d’élargir l’étude à un échantillonnage
plus dense des distances seuils, éventuellement en "zoomant" sur les zones plus intéressantes de
chaque algorithme (< 0.15 pour DBSCAN, 0.2 − 0.5 pour UPGMA et spectral, 0.5 − 0.85 pour
complet).
Une autre zone d’amélioration de cette étude provient du fait qu’elle repose sur la déﬁnition
provenant de la littérature d’une série de sites. Il n’est pas garanti que ces sites soient pleinement
représentatifs de l’ensemble des sites intéressants de chacune de ces protéines, ou même des sites
intéressants des protéines en règle générale. L’absence de suivi correct du site Xe2 de la myoglobine
et du site de ﬁxation de GNF-2 d’ABL1 peuvent également provenir d’une faiblesse dans la
méthode d’établissement de la cavité de référence. En eﬀet, cette sélection est basée conjointement
sur la déﬁnition des résidus bordant le site, pouvant être sujette à caution notamment dans le
cas du site de ﬁxation de GNF-2, et d’un critère de distance consensuel mais arbitraire (5A)
pour déﬁnir cette cavité de référence. Les cavités extraites par cette méthode peuvent donc être
biaisées, ce qui fausse les résultats. D’autre part, les seuils arbitraires appliqués à Iquali ,1 et
Iquali ,div , bien que raisonnables, peuvent être discutés. Leur utilisation vient principalement de
la diﬃculté de traiter des données à partir d’un couple d’indices. Par exemple, l’utilisation de
DBSCAN conjointement à un seuil de distance élevé donne des valeurs de Iquali ,1 parfaites mais
un indice de qualité Iquali ,div nul. Il est donc diﬃcile de priorétiser ces indices. La création de
mesures quantitatives "objectives" est une approche a priori prometteuse que j’ai initialement
tenté d’entreprendre. Malheureusement, il est complexe de déﬁnir de telles mesures qui soient à
la fois pertinentes, facilement interprétables et faciles à manipuler. A ce titre, l’utilisation dans
cette étude des indices Iquali ,1 et Iquali ,div et de leurs seuils associés, bien que non idéale, a le




Enﬁn, la méthode elle-même possède ses limites intrinsèques. La plus importante est particu-
lièrement bien retranscrite par l’équilibre subtil entre les indices Iquali ,1 et Iquali ,div et la nécessité
de déﬁnir des seuils arbitraires sur ces deux indices pour déﬁnir le "succès" du suivi des cavités.
La méthode jongle en eﬀet en permanence entre deux forces : le partitionnement des cavités simi-
laires et l’identiﬁcation de plusieurs cavités instantanées d’une même conformation à une même
cavité transverse. Cet équilibre est arbitré principalement par la valeur de distance seuil, dont la
valeur optimale dépend fortement de l’algorithme de partitionnement utilisé. En outre, les cavités
ne peuvent pas toutes être traitées à l’identique et certaines cavités fonctionnelles intéressantes
peuvent passer au travers des mailles du ﬁlet du suivi des cavités. C’est le cas notamment des cavi-
tés des sites Xe2 et Xe4 de la myoglobine, du site catalytique d’EF et du site de ﬁxation de GNF-2
d’ABL1, qui sont particulièrement complexes à suivre. Le cas des sites Xe4 de la myoglobine et
du site catalytique d’EF sont d’ailleurs particulièrement intéressants, puisque les algorithmes les
plus robustes (partitionnement hiérarchiques avec les paramètres optimaux) n’arrivent pas à les
suivre, tandis que d’autres algorithmes (spectral) et d’autres combinaisons de paramètres peuvent
être utilisés pour les suivre. La diversité des cas de ﬁgure et le caractère intrinséquement subjectif
de ce qu’est une bonne cavité transverse sont donc deux limites fortes à l’obtention d’une méthode
de suivi des cavités "parfaite".
Malgré ces limitations, l’existence de combinaisons de paramètres permettant le suivi de 10 des
14 sites étudiés semble indiquer que cette méthode est relativement robuste, et qu’elle peut donc
être utilisée dans la majorité des études dynamiques de cavités de protéines. J’estime donc que
malgré ses limites, cette méthode est arrivée à un bon degré de maturité. Elle devrait pouvoir être
exploitée dans de nombreux cas requiérant la détection et l’analyse en parallèle de la dynamique
d’une multitude de cavités.
4.3 Perspectives
Comme vu dans la section précédente, l’étude présentée dans ce manuscrit présente quelques
limites qu’il sera bon de corriger aﬁn de renforcer le socle scientiﬁque de l’utilisation de la méthode
de suivi des cavités et de ses paramètres. Une étude plus poussée du choix de la distance seuil et
la déﬁnition d’une distance seuil automatique plus adaptée sont deux des axes les plus importants
à développer aﬁn d’identiﬁer les paramètres réellement optimaux de cette méthode. La déﬁnition
de mesures quantitatives et objectives du suivi des cavités est un point crucial et l’aﬃnement des
critères permettrait également de renforcer les conclusions de l’étude. Ce dernier point reste tou-
tefois délicat. L’application de la méthode de suivi des cavités dans plusieurs projets impliquant
l’étude systématique et dynamique des cavités devrait également permettre d’identiﬁer les points
faibles et points forts de chacun des paramètres sur des cas pratiques. Cette méthode est en eﬀet
à un point de maturité suﬃsant pour envisager son utilisation massive, seule façon d’identiﬁer
empiriquement les combinaisons les plus eﬃcaces en général et en fonction des problèmes rencon-
trés, ainsi que leur impact dans les diﬀérentes applications envisageables, comme la conception
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Utilisation de l’ACP sur les cavités de
protéines
1 La dynamique de la géométrie des cavités, un
aspect encore peu exploité
Comme vu précédemment au chapitre I, les cavités ont été principalement utilisées pour expli-
quer des processus biologiques et dans le cadre d’applications type arrimage moléculaire ou criblage
virtuel. Dans les deux cas, malgré l’importance des cavités sur la dynamique des systèmes, ce sont
principalement des données statiques et/ou qualitatives qui sont utilisées. La plupart des études
portant sur la fonction des cavités utilisent une seule ou un petit nombre de structures cristal-
lographiques. Une exception majeure est la myoglobine qui a fait l’objet de nombreuses études
dynamiques sur ses cavités internes[118, 119, 121, 122], l’objectif étant d’expliquer la dynamique
de ses ligands (dioxygène et monoxyde de carbone notamment). De même, dans le cadre de pro-
jets de développements de médicament, la plupart des logiciels de criblage virtuel ou d’arrimage
moléculaire utilisent des structures uniques. Les méthodes prenant en compte la ﬂexibilité du
site visé uilisent souvent une multitude de structures mais ne considèrent pas la géométrie de
la cavité (méthodes de docking sur un ensemble de structures[199], docking avec bibliothèques
de rotamères[48], moyenne des énergies d’interaction[200]). Ceux qui le font de manière directe
appliquent généralement des contraintes ne tenant pas compte les données dynamiques, comme
SCARE[72] ou les procédés dits de fumigation[73] et de pressurisation[74].
La plupart des méthodes de détection des cavités ne sont pas adaptées à une étude dynamique
et les logiciels spécialisés dans ce type d’études sont relativement récents (voir chapitre I). Une
partie de ces logiciels ne font que détecter les cavités[167, 169, 170, 171, 172]. De plus, la plupart
d’entre eux n’utilisent pas la géométrie complète de chaque cavité, mais se focalisent sur des
descripteurs plus simples, comme le volume, la surface ou la position du centre géométrique[167,
168, 169, 170, 171, 172]. Il parait donc intéressant et relativement novateur de pouvoir analyser
en détail l’évolution de la géométrie des cavités, d’abord pour mieux en connaître les propriétés,
mais également pour guider la sélection, l’échantillonnage ou la création de structures pour les
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projets de conception de médicaments impliquant des étapes de criblage virtuel.
L’ACP est une méthode simple permettant de visualiser les directions d’évolution d’un sys-
tème, mais aussi de compresser eﬃcacement des données avec une perte minimale de variance.
L’application de l’ACP sur les cavités permet ainsi de bénéﬁcier de ces deux avantages. La déter-
mination de directions d’évolutions de plus grande variance permet de repérer les cavités ou les
lobes dont les apparitions sont corrélées. Il est ensuite possible d’utiliser ces informations pour
corréler ces variations avec la fonction d’une protéine. Cela peut être précieux pour la conception
de médicaments. Nous avons choisi une représentation des cavités sous forme de grille booléenne,
il est donc nécessaire d’étudier le comportement de l’ACP sur de tels objets aﬁn de déﬁnir un
cadre d’utilisation cohérent. A noter que l’ACP sur des cavités représentées par des grilles a déjà
été proposée indépendamment par Craig et al. avec PocketAnalyzerPCA[201]. Notre formalisation
basée sur l’espace des pas de temps nous a permis une analyse poussée du résultat de l’ACP,
ainsi que l’étude des corrélations entre mouvements des cavités et des atomes qui n’avait pas été
entreprise dans cet article. Nous nous proposons donc de présenter nos apports dans ce chapitre.
2 L’ACP sur les cavités : définition et outils
d’analyse
2.1 Principe de l’Analyse en Composantes Principales et applica-
tion aux cavités
Par déﬁnition, l’Analyse en Composantes Principales (ACP, ou PCA en anglais) consiste à
calculer puis à diagonaliser la matrice de covariance, V , d’une liste de descripteurs, D. Les des-
cripteurs correspondants aux coordonnées atomiques, Datomes , sont simplement les coordonnées
de chaque atome (soit 3∗natomes) pour chacune des s conformations de la trajectoire. Datomes est
donc une matrice de taille 3natomes × s. Pour les descripteurs de géométrie des cavités, j’introduis
la matrice Dcav , composée de l’état de chaque point de grille pour chacune des s conformations.
Pour simpliﬁer les calculs on ne considère que les points de grilles apparaissant au moins une
fois dans la trajectoire (soit ncav point de grilles, le domaine de définition). L’état d’un point de
grille vaut 1 si le point se trouve dans une cavité dans cette structure, et 0 sinon. La matrice
Dcav est donc de taille ncav × s. L’ACP utilise la matrice des descripteurs centrés, M, déﬁnie pour
chaque conformation i ∈ [1, ncav ] comme Mi = Di − C, avec C = 〈Di〉 le vecteur de coordonnées
moyennes. Il faut noter que cette étape de recentrage fait passer la description des cavités d’une
représentation booléenne à une représentation réelle, entre 0 et 1. La matrice de covariance V est
ensuite calculée classiquement dans l’espace des coordonnées : Vdesc = 1/s ·M ·MT . La diagona-
lisation de V produit une liste de vecteurs propres vi, qui déﬁnissent les directions d’évolutions
des composantes principales CPi, et leurs valeurs propres associées λi (triées de telle sorte que
λ1 > ... > λn ≥ 0), qui donnent à la fois la variance expliquée par chaque vi et l’amplitude de
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CPi. Les composantes principales résultantes appartiennent à l’espace des descripteurs et peuvent
donc être visualisées directement.
L’ACP peut aussi être réalisée dans l’espace des pas de temps : Vstep = 1/s · MT · M , de
taille s × s . De façon très opportune, bien que Vdesc et Vstep n’aient pas la même taille, leurs
valeurs propres non nulles sont identiques, et leurs vecteurs propres vj sont aisément reliés (voir
en annexe, section 4.1 pour les preuves) :
vdesc,j =
√
sλj · vstep,j ·M (III.1)
Ainsi, les composantes principales d’un espace peuvent être calculées rapidement à partir
des composantes principales de l’autre. Pour des questions de performance, il est généralement
préférable de réaliser les calculs dans l’espace des pas de temps, puisque s < ncav dans la plupart
des cas. Le calcul dans cet espace permet aussi de comparer les composantes principales des
structures et des cavités, les matrices ayant les mêmes dimensions et faisant références aux mêmes
entités : les diﬀérents pas de la trajectoire.
2.2 Reconstructions de cavités et de structures via les compo-
santes principales
Il est assez courant, lorsque l’on réalise une ACP sur des coordonnées atomiques, de recons-
truire une trajectoire variant autour de la structure moyenne le long d’une composante principale
i :
Ti(µ) = C + µ ∗ vdesc,i (III.2)
Cette technique permet de visualiser simplement l’évolution des coordonnées en la représentant
par un mouvement continu. En adaptant ce principe aux cavités, il est ainsi possible de visualiser
leur évolution à partir des composantes principales. La principale diﬀérence est le passage d’une
grille aux valeurs réelles produites par la formule Gr = Ccav + λ ∗ vcavdesc,i à des cavités booléenes :
Gbg = (G
r
g > c) pour tout point de grille g. Un seuil de coupure c de 0.5 s’est montré satisfaisant
et a été utilisé pour le reste de ce chapitre. Les conséquences du passage des valeurs réelles à des
valeurs booléennes sont explorées page 76.
Comme vu précédemment (section 2.1), lorsque l’ACP est réalisée dans l’espace des confor-
mations, il est possible de comparer les vecteurs propres d’une trajectoire atomique à ceux des
cavités qui lui sont associées. Dans cet espace, il est donc possible d’utiliser les vecteurs propres
calculées sur les cavités pour reconstruire des structures. Pour cela on utilisera l’équation III.1,
dans laquelle le vecteur propre de cavités dans l’espace des conformations vcavstep est utilisé pour
construire un vecteur propre de coordonnées atomiques vatomesdesc en passant par la matrice des
descripteurs atomiques centrés Matomes :
vatomesdesc,j =
√
sλj · vcavstep,j ·Matomes (III.3)
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Finalement, l’équation III.2 permet de réaliser la reconstruction proprement dite.
2.3 Indices de qualité et contrôle des outils d’analyse des compo-
santes principales
Les diﬀérents outils d’analyse des composantes principales des cavités dans les diﬀérents es-
paces reposent sur des passages entre formalismes discrets et continus. Nous avons donc cherché à
mettre en place des métriques et des cas tests de base pour en évaluer la pertinence et la qualité.
2.3.1 Cavités modèles
Aﬁn de mieux comprendre les propriétés de l’ACP sur les grilles (discrètes) de booléens, deux






Figure III.1 – Cavités modèles utilisées dans ce chapitre. 1. Cube étiré selon l’axe des abscisses de 10 Å à
20 Å. 2. Sphère étirée selon l’axe des abscisses de 10 Å à 20 Å.
La première cavité (ﬁgure III.1.1) a été générée sur une grille de maille 0.5 Å en étirant
un cube de 10 Å de côté en un pavé de 20x10x10 Å, par pas de 0.05 Å des deux côtés du
cube. La même procédure a été appliquée sur une sphère de rayon 5 Å pour générer la seconde
trajectoire (ﬁgure III.1.2). Ces cavités sont donc les représentations sur une grille d’objets déformés
linéairement au cours du temps dans une unique direction.
2.3.2 Mesures de similarité
Il peut être nécessaire de comparer deux grilles aﬁn de déterminer si celles-ci sont proches
l’une de l’autre. Deux indices de similarité seront utilisés pour cela : S et Sr. Dans le cas où les
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grilles décrivent des objets booléens (typiquement, lorsque l’on compare des cavités à des pas i et




Pour comparer des grilles à valeurs réelles (pour traiter des comparaisons de composantes
principales ou de cavités moyennes par exemple), il est nécessaire d’utiliser un autre indice de










2.4 Systèmes étudiés dans ce chapitre et détection des cavités
En plus des cavités modèles, des trajectoires provenant de dynamique moléculaire de quatres
protéines diﬀérentes ont été utilisées pour étudier la dynamique des cavités sur des systèmes réels.
Ces quatres protéines sont le lysozyme d’œuf de poule (PDB : 2LYZ), la myoglobine du cachalot lié
au monoxyde de carbone (provenant des tests de CHARMM), la toxine d’anthrax EF en complexe
avec la calmoduline (dénoté EF-CaM, PDB : 1K90) et un dimère de la protéine d’envelope du
virus de la Dengue (E ou DenV E).
Trois trajectoires de 120 ns ont été produites pour le lysozyme et la myoglobine, en solvant
explicite. Pour des questions de temps de calcul, seule une trajectoire de 10 ns a été produite pour
la protéine E. La trajectoire de 15 ns du complexe EF-CaM utilisée dans ce chapitre provient quant
à elle d’un précédent article (Laine et al., 2008[112]). Les détails de production des trajectoires
sont données en annexe (section 2), et un résumé des trajectoires utilisées est donné table I.
Système Nbre atomes Longueur
Protéine E 12258 10ns
Complexe EF-CaM 9942 15ns
Myoglobine (MbCO) 2534 120ns ×3
Lysozyme 1960 120ns ×3
Tableau I – Longueur et nombre d’atomes des trajectoires utilisées dans ce chapitre
Du fait de la détection sur une grille positionnée de façon absolue, il est absolument crucial de
bien aligner les structures avant de détecter les cavités. Dans ce chapitre, les trajectoires sont donc
toutes alignées sur leur structure cristallographique correspondante. Les cavités ont été détectées
au moyen de deux logiciels, mkgrid et gHECOM (voir section 2.5.3), tous deux produisant des cavités
sur une grille de maille 0.5Å, en utilisant une sonde interne de 1.4Å. Il subsiste beaucoup plus de
points de grille dans les sorties de gHECOM que dans celles de mkgrid, du fait de l’absence de ﬁltres
dans gHECOM. Il a donc été nécessaire de choisir des tailles de sondes externes diﬀérentes, soit 10Å
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de rayon pour mkgrid et 3Å pour gHECOM, aﬁn de limiter la taille des ﬁchiers de sortie de gHECOM.
La ﬁgure III.2 donne un aperçu des protéines et de leurs cavités.
Dengue E dimer
Lysozyme
EF + CaM complex
Myoglobin
Figure III.2 – Les quatre protéines utilisées dans ce chapitre, ainsi que leurs cavités calculées avec
mkgrid.
3 Résultats
3.1 Volume et dynamique des cavités pour mkgrid et gHECOM
Au vu du volume des domaines de déﬁnition des trajectoires de cavités (tableau II), on re-
marque que celles-ci remplissent, au cours de la trajectoire, une fraction très importante du volume
englobant la protéine (ce volume est déﬁni par les points de grilles non accessibles par une sonde
de rayon 10Å). Ce volume est comparable au volume moyen des protéines. Les cavités sont donc
très mobiles et se retrouvent à beaucoup d’endroits dans la protéine.
Les deux logiciels de calcul de cavité mkgrid et gHECOM utilisés dans ce chapitre présentent des
diﬀérences importantes de volumes. Ces diﬀérences sont expliquées par le fait que mkgrid élargit
la sonde externe au moment de supprimer les points de grille et empiète donc plus sur les cavités
proche du solvant. mkgrid applique en outre un ﬁltre de concavité. mkgrid produit donc des cavités
dont la somme des volumes est généralement beaucoup plus petite que les cavités produites par
gHECOM (tableau II).
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Durée RMSD enveloppe Vol. du domaine de déﬁnition (Å3) vol. atom.
Système traj. (Å) (Å3) mkgrid (%) gHECOM (%) moyen (Å3)
Dengue 10 ns 1.78 239,459 36,314 (15.2) 128,016 (53.5) 127,688
EF-CaM 10 ns 1.80 201,669 37,555 (18.7) 102,954 (51.1) 101,773
Lysozyme1 100 ns 1.91 47,833 9,992 (20.9) 20,486 (42.9) 20,197
Lysozyme2 100 ns 1.42 42,716 7,621 (17.8) 17,405 (40.7) 20,070
Lysozyme3 100 ns 1.46 45,079 8,022 (17.8) 18,324 (40.6) 20,021
Lysozyme4 10 ns 1.17 37,260 4,379 (11.8) 13,847 (37.2) 20,072
Myoglobine1 100 ns 1.31 49,308 5,447 (11.0) 27,066 (54.9) 26,113
Myoglobine2 100 ns 1.20 48,636 5,177 (10.6) 31,265 (64.3) 26,045
Myoglobine3 100 ns 1.33 49,047 5,245 (10.7) 32,254 (65.8) 26,092
Myoglobine4 10 ns 1.12 45,234 3,436 (7.6) 28,342 (62.7) 26,050
Tableau II – Volume de l’enveloppe et du domaine de définition des cavités. La valeur donnée dans
la colonne RMSD correspond à la valeur moyenne du RMSD sur les derniers 2/3 des trajectoires atomiques. Le
volume est donné en Å3 pour les cavités de mkgrid et gHECOM. La fraction du volume du domaine de déﬁnition sur
le volume de l’enveloppe est donné entre parenthèse, en pourcentages. Le volume atomique est calculé comme le
volume inaccessible à une sphère de 1.4A de rayon. Ce volume est moyenné sur l’ensemble des conformations.
3.2 Autocorellation temporelle des trajectoires de cavités
En utilisant la mesure de similarité déﬁnie précédemment (section 2.3.2), on peut comparer
l’échelle temporelle d’évolution des cavités. La ﬁgure III.3 montre la tendance des cavités à diverger
au cours du temps, à la manière d’une marche aléatoire. On retrouve ce type de proﬁl d’auto-
correlation pour les trajectoires atomiques, typique d’un comportement diﬀusif. En augmentant
l’échantillonnage des conformations de la protéine, on peut donc améliorer l’échantillonnage des
cavités.











Figure III.3 – Similarité moyenne entre cavités en fonction de l’écart de temps (ligne noire). Les
cavités sont calculées avec mkgrid (1er rangée) et gHECOM (2e rangée) pour les quatre systèmes étudiés, d’après les
trajectoires de 10ns. L’échelle de l’abscisse est logarithmique et l’échelle de temps est exprimée en ns. La déviation
standard de la similarité est indiquée par la surface grisée.
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3.3 Propriétés générales des composantes principales des cavités
L’ACP est classiquement utilisée sur des séries de nombres réels (images, nuages de points,
trajectoire atomiques...). Il est donc nécessaire de bien comprendre les implications de l’application
de l’ACP à une grille de points booléens. Pour cela, plusieurs outils ont été conçus pour analyser






cavité au cours 
de la trajectoire
Figure III.4 – Première composante principale de cavité d’une trajectoire de 100ns du lysozyme.
Les cavités ont été produite par gHECOM. La grille verte représente l’isosurface à 50% de la cavité moyenne C. La
première composante des cavités est représentée par une grille bleue (resp. rouge) au niveau d’une isosurface de
valeur négative (resp. positive).
La ﬁgure III.4 montre la réprésentation d’une composante principale de cavité (ici, la 1re CP
d’une trajectoire de lysozyme de 100ns). Les zones bleues et rouges sont de signes opposés, et
sont donc anticorrélées (à noter que le signe d’une composante principale est arbitraire, seul le
changement de signe est important). Les zones de même signe sont corrélées positivement. Ainsi,
lors de la trajectoire, une cavité va avoir tendance à évoluer entre les zones bleues et rouges,
alternativement.
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3.3.2 Spectre
Le spectre des valeurs propres indique la répartition de la variance dans la trajectoire. Plus
les premières valeurs propres sont grandes, plus la trajectoire est dominée par un petit nombre
de grandes directions d’évolution. Les dernières valeurs propres correspondent à de petits mouve-
ments locaux que l’on peut voir comme un bruit de fond. Plus ces valeurs sont importantes, plus
ce bruit l’est aussi. On remarque en premier lieu que le spectre des valeurs propres d’une trajec-
toire de cavité présente un proﬁl plus diﬀus que celui d’une trajectoire atomique (ﬁgure III.5).
Les premières composantes principales des cavités sont donc moins informatives que celles des
trajectoires atomiques, on peut donc dire que les trajectoires de cavités sont plus "bruitées" que
les trajectoires atomiques. Les valeurs propres des cavités produites par gHECOM sont elles aussi
plus diﬀuses que celles produites par mkgrid.
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Figure III.5 – Le spectre des valeurs propres des trajectoires atomiques et des cavités mkgrid et gHECOM
correspondantes, pour une trajectoire de 100ns du lysozyme. Les valeurs données sont normalisée pour correspondre
à la fraction de variance expliquée par chaque composante. L’abscisse du graphe principal est logarithmique, et
celle du graphe inclu linéaire.
3.3.3 Autocorrelation spatiale des composantes principales de trajectoire de cavités
Aﬁn de déterminer l’échelle caractéristique des variations de chaque composante principale
dans l’espace des cavités, j’ai conçu un nouvel indice, nommé ARA (pour average radial autocor-
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où dA est un petit élément de surface de la sphère Sr de rayon r, situé en v. A noter, pour des
raisons de performance, l’intégrale correspondant à l’autocorrelation est calculée par Transformée
de Fourier Rapide (FFT).
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Figure III.6 – Autocorrelation spatiale des composantes de cavités. a. Isosurfaces de la 1re (à gauche)
et de la 100me (à droite) composante principale des cavités du lysozyme (représentation en grille). La structure
du lysozyme est également indiquée. b. Variation de l’ARA pour les deux composantes représentées en a. Les
valeurs correspondantes d’ARAI pour chaque courbe sont indiquées en légende (I). c. ARAI des composantes
des trajectoires de 100ns du lysozyme (en noir) et de la myoglobine (en rouge), et des trajectoires de 10ns du
complexe EF-CaM (en bleu) et de la protéine E de la Dengue (en vert) pour des trajectoires de cavités produites
par mkgrid (lignes continues) et gHECOM (pointillés). L’axe du rang des composantes principales (abscisse) est en
échelle logarithmique.
La ﬁgure III.6.c montre une décroissance de l’autocorrelation quand on va vers les composantes
principales de plus haut rang (valeur propre plus faible). Une valeur d’ARAI élevée correspond
à une autocorrelation plus élevée, donc à une échelle d’évolution spatiale plus grande, plus lisse
(ﬁgure III.6.b). Les premières composantes principales correspondent donc à des variations sur
de grandes distances et à des mouvements globaux des cavités, alors que les composantes princi-
pales de plus faible rang fournissent des informations très locales, proches d’un "bruit de fond"
(ﬁgure III.6.a). On peut noter également que la courbe ARAI montre d’importantes variations
entre les diﬀérentes composantes principales de faible rang. Ces diﬀérents bruits peuvent provenir
de deux sources. Premièrement, les trajectoires de cavités peuvent être intrinsèquement très vola-
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tiles, avec des variations locales de petite ou grande amplitude. Deuxièmement, l’application même
de l’ACP sur une grille de booléens peut provoquer des artefacts visibles dans les composantes
principales. Ce dernier point est traité dans la section suivante.
3.3.4 Conséquences de l’application de l’ACP sur une grille de booléens
En utilisant les cavités modèles, il est possible de déterminer les conséquences de l’application
de l’ACP sur une grille de booléens. En eﬀet, les objets sous-jacents aux cavités modèles (cube,
sphère) sont étirés linéairement sur un seul axe, ce qui correspond à une unique direction d’évo-
lution, suggérant donc une unique composante principale. Le passage de ces objets sous forme de
grilles implique la perte de la linéarité de cette évolution, qui devient une évolution par paliers
(un saut de 0 à 1 à chaque fois que le bord de l’objet passe un point de grille).
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Figure III.7 – Effet de la discrétisation de l’espace sur les composantes principales. a. Vue schématique
des cavités modèles utilisées (cube en noir, ellipsoïde en rouge ; les zones étirées sont respectivement colorées en
gris et rose). b. Contribution des modes à la variance globale pour le cube (barres noires) et la sphère (barres
rouges). Ne sont indiquées que 10 des 79 valeurs propres non-nulles pour la sphère. c. Proﬁl des trois premières
composantes principales, moyennées le long de l’axe des abscisses, pour le cube étiré (en noir) et la sphère étirée
(en rouge).
La ﬁgure III.7.b montre que le spectre des valeurs propres des cavités modèles n’est pas
constitué que d’une composante, mais bien d’une multitude. Ainsi, la contribution de la première
valeur propre au mouvement global d’étirement est de 61.9% pour le cube et 61.9% pour la sphère.
De même, il existe respectivement 9 et 79 valeurs propres non nulles pour ces deux systèmes (la
diﬀérence étant due à la représentation plus subtile des ellipsoïdes sur une grille). On observe donc
une "fuite" dans les composantes principales de plus haut rang. La répartition dans l’espace des
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trois premières composantes principales (ﬁgure III.7.c) est proche de fonctions siunusoïdes, au lieu
des fonctions linéaires attendues pour un tel étirement réalisé à vitesse constante. Ainsi, l’ACP
sur les cavités modèles révèle et quantiﬁe les limites de l’application de cette méthode sur une
représentation discrétisée de l’espace. Cette conclusion permet de mettre en perspective certaines
interprétations des composantes principales de cavités, notamment dans leur comparaison avec
les composantes principales des trajectoires atomiques, plus classiques.
3.3.5 Effet de la troncature lors de la reconstruction de trajectoire des cavités
La troncature en booléen nécessaire à la reconstruction de trajectoire de cavités induit une
perte de linéarité, comme indiqué section 2.2. De plus, lorsque s est plus petit que ncav (ce qui
est généralement le cas), la base formée par les s vecteurs propres non nuls est incomplète et
n’engendre qu’un sous espace de l’espace des cavités, de dimension ncav. Ces deux observations
indiquent que la troncation vers les valeurs booléennes d’une combinaison linéaire des vecteurs
propres vi (telle qu’engendrée par la reconstruction, équation III.2) doit génériquement "fuire" en
dehors du sous espace des vecteurs propres, de dimension s.
Pour évaluer l’étendue de cette "fuite", je déﬁnis un déplacement cible, comme le déplacement
par rapport à la cavité moyenne de la reconstruction, avant la troncature : ∆∗ = Gr − Ccav. Je
compare ce déplacement cible avec le déplacement eﬀectif, après troncature : ∆eff = Gb−Ccav =
(Gr ≥ c)−Ccav.
Ces comparaisons sont eﬀectuées en utilisant 4 indices, compris entre 0 à 1, et dénommés Iself ,




Ici, ‖X‖ dénote la norme du vecteur X dans l’espace complet à ncav dimensions. Plus Iself est
grand, plus la cavité tronquée est proche de la cavité cible, et moins la "fuite" est importante.
Isub est la fraction du déplacement eﬀectif située dans le sous-espace déﬁni par la trajectoire des
cavités d’origine (le sous espace à s dimensions). On le déﬁnit par produit scalaire avec les s
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Icomp est la fraction du déplacement eﬃcace se situant dans l’hyperplan orthogonal à ∆∗, dans le
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Les courbes de Iself et Icomp pour les cavités modèles (ﬁgure III.8.a) montrent une chute nette
de la similarité aux alentours de la cavité moyenne. La présence d’un trou lorsque les cavités
approchent C est attendue, puisque le déplacement idéal ∆∗ dans la cavité moyenne est nul ; les
indices sont de fait non déﬁnis lorsque Gr = C. Le fait que ce creux ait une largeur non nulle est
par contre un eﬀet direct du passage des valeurs réelles aux valeurs booléennes. Cela s’explique
par le fait que le passage aux booléens, ∆eff − ∆∗, est a priori indépendant de ∆∗, et est donc
d’autant plus ressenti lorsque ‖∆∗‖ est petit. On retrouve ce phénomène pour les courbes de Iself ,
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Figure III.8 – Reconstructions des cavités, effets du passage aux booléens et de l’extrapolation. a.
Eﬀet du passage aux booléens sur les reconstructions le long des trois premières composantes (CP1-3) des cavités
modèles (cube au dessus, ellipsoïde en dessous). Les courbes de Iself et Icomp sont respectivement en noir et rouge. A
noter que pour l’ensemble des conformations, Isub vaut 1 et Iother est égal à Icomp ; ces deux indices ne sont donc pas
représentés dans cette ﬁgure. L’abscisse spéciﬁe la valeur des projections des cavités sur les 3 premières composantes
avant le passage aux booléens. b. Reconstructions réalisées le long de la première composante principale (CP1)
des cavités mkgrid d’une trajectoire de 100ns du lysozyme. Iself , Icomp et Isub sont indiqués en noir, rouge et vert
respectivement, en un trait continu pour les projections comprises dans l’intervalle des valeurs de la trajectoire
d’origine, et en pointillés au delà. L’abscisse du graphe principal est en échelle logarithmique, et la valeur de la
projection est donnée en valeur absolue (d’où la courbe doublée indiquant à la fois les parties positives et négatives
de la courbe). L’abscisse du graphe en encadré est en échelle linéaire.
Une autre information révélée par cette analyse (ﬁgure III.8) est que les cavités reconstruites
extrapolées, c’est-à-dire les cavités T (µ) pour lesquelles T (µ) ·∆∗ > maxi(Dcavi ·∆∗) peuvent avoir
des valeurs de Iself très grandes. Ces cavités ressemblent donc beaucoup à la composante principale




3.4 Compression des descripteurs de cavités et utilisation pour la
sélection de cavités représentatives
L’ACP peut être vue comme une rotation de l’espace de départ, un changement de repère
qui maximise la variance dans chacune des directions déﬁnies par les composantes principales.
La projection d’une cavité sur un vecteur propre donne donc une coordonnée dans ce nouvel
espace. Cette coordonnée correspond en outre à la ressemblance de cette cavité avec la composante
principale étudiée. En suivant l’évolution des valeurs des projections sur quelques vecteurs propres
à la fois, on peut suivre l’évolution de la forme des cavités au cours de la trajectoire.Cela permet
de repérer les conformations ayant des géométries de cavités similaires, ou au contraire de détecter
des changements soudains de forme.
Il faut noter que quelque soit le nombre N de vecteurs propres utilisés pour réduire la dimension
du repère, la variance expliquée par ces N premiers vecteurs propres est optimale. En projetant
dans ce repère on obtient un nouveau vecteur de taille N , qui est ainsi la description la plus ﬁable
des cavités en n’utilisant que N descripteurs car elle maximise la quantité d’information inclue
pour ces N dimensions sans déformer l’espace. L’ACP peut donc être utilisée pour compresser
l’espace de départ, souvent très grand (le nombre ncav de points de grille pouvant dépasser la
centaine de milliers pour des protéines de grande taille) en un espace beaucoup plus petit, en
perdant un minimum d’information. Ces descripteurs compressés peuvent ensuite être traités par








































Sélection basée sur les structures
Cavité représentative Cavité moyenne de la partition
(isovaleur = 10%)
Recouvrement moyen
au sein de la partition0.50
(135.1) Volume de la cavité





Figure III.9 – Evaluation de la diversité des cavités sélectionnées par leur forme de cavité ou
leur structure. Les cavités représentatives (opaques) et les cavités moyennes (isosurface à 10%) des 4 groupes de
cavités déﬁnies par l’algorithme des k-moyennes (à gauche : partitionnement basé sur les cavités, à droite : basé
sur les structures) de la poche β-OG de la protéine E de la Dengue. Les cavités ont été produites avec gHECOM.
Les diagrames donnent la mesure de la moyenne de la similarité des cavités de chaque groupe avec leur centroïde
(similarité intra, dans les disques) ainsi que la similarité entre les diﬀérents centroïdes (similarité inter, lignes) pour
les deux types de partitionnement (basé sur les cavités ou les structures). Le code couleur va du bleu (0 : pas de
similarité) au rouge (1 : identité) et correspond à la valeur indiqué sur chaque symbole.
Un exemple de cette façon de procéder est donné ﬁgure III.9 en utilisant un algorithme de
partitionnement sur des descripteurs compressés pour déterminer des cavités représentatives de
classes diverses. La cavité utilisée dans cet exemple est la cavité β-OG, cible de nombreux projets
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d’antiviraux[181, 30, 194]. L’ACP sur la trajectoire de cavité de β-OG permet ici de diminuer
la dimension du descripteur de cavités de 18 131 à 100, tout en capturant 74% de la variance
totale. L’algorithme de k-moyennes est ensuite utilisé pour partitionner les descripteurs en quatre
groupes. La même procédure a aussi été appliquée en utilisant les 100 premières composantes
principales de la trajectoire atomique de la poche entourant β-OG (capturant ici 91% de la variance
totale de la poche). Pour cet exemple, les cavités des conformations sélectionnées en utilisant les
coordonnées atomiques sont légèrement plus diversiﬁées que celles sélectionnées en utilisant les
cavités (les similitudes des cavités moyennes sont plus faibles). Par contre, les cavités sélectionnées
à l’aide de l’ACP sur les cavités montrent une similitude moyenne bien plus importante, et sont
donc plus représentatives que les cavités sélectionnées à l’aide de la PCA sur les structures. Les
cavités sélectionnées à l’aide de l’ACP sur les cavités sont en moyenne plus volumineuses (125±57
Å3) que les cavités sélectionnées par l’ACP sur les structures (105±49 Å3, voir également le
tableau III).
# cavité Volume de la cavité représentative (3)





Tableau III – Volume des cavités representatives de la poche β-OG, selectionnées par la géométrie
des cavités ou des structures
3.5 Correlation entre l’evolution des structures et de leurs cavités
associées
La possibilité de réaliser l’ACP dans l’espace des conformations ouvre une voie intéressante :
la comparaison des composantes principales des trajectoires atomiques et des cavités. En eﬀet,
lorsque l’ACP est réalisée dans cet espace, les composantes principales sont exprimées en terme
de combinaisons linéaires d’indices des pas de trajectoire, et non de descripteurs. Dans ce cas,
les composantes principales peuvent être facilement comparées, puisqu’elles font références aux
mêmes objets, les indices de la trajectoire. Pour réaliser cette comparaison, j’utilise le RMSIPn













La valeur n = 10 généralement utilisée dans la littérature est également utilisée ici. Plus la valeur
est proche de 1, plus les espaces déﬁnis par les n premiers vecteurs propres de chaque ensemble








































Figure III.10 – Similarités des vecteurs propres des cavités et des structures. Les matrices de produit
scalaire des 10 premières composantes principales des cavités et des structures sont indiquées ici pour les quatre
systèmes étudiés. Les trajectoires de 1ns, 10ns et 100ns (pour le lysozyme et la myoglobine) ont été analysées avec
mkgrid (grd) et gHECOM (ghe). La valeur absolue est donnée en niveau de gris, du blanc (0, orthogonalité) au noir
(1, identité). Les valeurs de RMSIP10 sont données en dessous de chaque matrice.
La ﬁgure III.10 montre les diﬀérentes matrices de produit scalaire des 10 premiers vecteurs
propres de structures et de cavités, ainsi que le RMSIP10 correspondant. Les valeurs de RMSIP10
sont élevées, variant généralement entre 0.5 et 0.9. On peut également noter que les valeurs de
RMSIP10 sont systématiquement plus élevées pour les cavités gHECOM que pour les cavités mkgrid.
Cela peut s’expliquer par la présence des ﬁltres dans mkgrid qui peuvent supprimer des cavités
de surface de façon plus abrupte que le seul critère de volume de gHECOM. Le bruit associé fait
donc diminuer les scores de RMSIP10 de mkgrid. De façon marquante, les valeurs de RMSIP10
varient très fortement en fonction des systèmes. Une tendance associant une plus grande valeur
de RMSIP10 aux gros systèmes apparaît, mais il est diﬃcile d’en tirer des conclusions au vu du
faible nombre de cas traités. On peut noter aussi la faible inﬂuence de la longueur de la trajectoire
sur la similarité des composantes structure-cavité.
Ces valeurs de corrélation montrent que les limites soulevées dans les sections 3.3.2 et 3.3.4
sont ﬁnalement peu pénalisantes dans les cas pratiques. Cette corrélation suggère également que
l’ACP est un outil eﬃcace permettant de relier dans les deux sens les positions atomiques à la
géométrie des cavités.
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3.6 Construction de structures ciblant des géométries de cavités
Comme vu section 2.2, il est possible de reconstruire des structures en utilisant les compo-
santes principales des cavités. On peut alors calculer les cavités de ces nouvelles structures, et les
comparer aux cavités de la trajectoire d’origine. La ﬁgure III.11 montre qualitativement que les
cavités des structures reconstruites semblent plus proches de la forme décrite par la composante
principale que les cavités d’origine. Cela est eﬀectivement démontré ﬁgure III.12.a pour la trajec-
toire de 10ns de la Dengue : les cavités provenant des structures reconstruites ont une valeur de
Iself systématiquement plus élevée que les cavités d’origine. On remarque qu’en outre, tant que
les projections des cavités restent dans l’intervalle de valeurs de la trajectoire d’origine, ces ca-
vités de structures reconstruites sont globalement comparables aux cavités reconstruites décrites
en section 3.3.5 (page 80). En revanche, les cavités des structures reconstruites extrapolées (en
dehors du cadre de la trajectoire d’origine) divergent de plus en plus de la composante principale
de départ. Leur valeur de Isub plonge elle aussi, ce qui indique que des cavités apparaissent à des
endroits non explorés dans la trajectoire d’origine. En somme, la structure devient trop déformée









































Figure III.11 – Comparaison des cavités d’origine et des cavités des structures reconstruites de la
dynamique de 10ns de la protéine E de la Dengue (cavités mkgrid). Les cavités représentées sont celles ayant la valeur
Iself la plus élevée (en jaune ; à gauche : projection négative, à droite : projection positive, au milieu : projection
la plus proche de 0). En haut : cavités d’origine de la trajectoire, en bas : cavités des structures reconstruites.
Les valeurs négatives (resp. positives) de la première composante principale sont représentées par un grillage bleu
(resp. rouge). La cavité moyenne est représentée par un grillage vert.
Ces informations sont résumées pour chaque système par la valeur maximale de Iself qu’il
est possible de tirer des trajectoires de cavités d’origine, reconstruites ou provenant de structures
reconstruites (ﬁgure III.12.b). On retrouve les mêmes conclusions qu’au paragraphe précédent pour
toutes les trajectoires de la protéine E de la Dengue et pour le complexe EF-CaM. En revanche, les
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cavités provenant de structures reconstruites semblent moins proches de la composante principale
de reconstruction que les meilleures cavités d’origine pour les trajectoires du lysozyme et de
la myoglobine. Leur score d’Iself reste cependant très bon, ce qui peut être intéressant pour

























































Figure III.12 – Reconstruction de structures à l’aide de composantes principales de cavités. a.
Similarité de la première composante principale de la trajectoire de cavités mkgrid de 10ns de la protéine E avec
diﬀérents types de cavités. Les cavités d’origine (nuage de points), les reconstructions de cavités le long de la
première composante de cavités (ligne continue, et symboles + au delà de l’extension maximale de la trajectoire
d’origine) et les cavités des structures reconstruites le long de cette composante (pointillés) sont analysées. Les
structures ont été reconstruites jusqu’à 15 fois la déviation standard des projections de la trajectoire. Les indices Iself
(en noir), Icomp (en rouge), Isub (en vert), Iother (en violet) sont représentés. L’abscisse est linéaire pour le graphe
supérieur, logarithmique pour le graphe inférieur (seules les valeurs positives des projections sont indiquées ici). a.
Les valeurs maximales de Iself des cavités d’origine (ligne continue), des cavités reconstruites (traits interrompus)
et des cavités provenant des structures reconstruites (pointillés) sont représentées pour les diﬀérentes échelles de
temps des systèmes étudiés (lysozyme en noir, myoglobine en rouge, complexe EF-CaM en bleu et protéine E en
vert).
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3.7 Utiliser l’ACP sur les cavités pour étudier la "respiration" de
la myoglobine
L’ACP permet de décomposer un mouvement en plusieurs directions globales d’évolution. La
possibilité de relier les évolutions des structures et des cavités en passant par l’espace des pas de
temps peut être exploitée dans une analyse fonctionnelle, pour tirer des informations biologiques
pertinentes d’une trajectoire de cavités. Pour illustrer ce point, j’ai analysé l’importance de l’évo-
lution des cavités dans le phénomène de "respiration" de la myoglobine permettant le mouvement
de petits ligands (dioxygène, monoxyde de carbone, monoxyde d’azote) au sein de son réseau de
cavités internes. La myoglobine comporte en eﬀet une multitude de cavités très proches les unes
des autres et en général séparées du solvant extérieur. Ces cavités comprennent les quatre cavités
Xenon (elles ont été observées pour la première fois par crystallographie par rayons X en présence
de Xenon à haute pression), Xe1 à Xe4, la poche distale, située au dessus de l’hème et dans
laquelle se loge le ligand lorsqu’il est attaché à l’hème, ainsi que quelques cavités observées plus
tardivement, notamment les cavités "fantômes" Ph1 et Ph2 (non observées ici). De nombreuses
études sur la myoglobine[114, 115, 116, 117, 118, 119, 120, 121, 122] ont permis de déterminer les
diﬀérentes voies de passage et de sortie des ligands au sein de ce réseau de cavité, ainsi que les
résidus "portes" associés au passage d’une cavité à l’autre ou à la sortie du ligand vers le solvant.
Les trois trajectoires de la myoglobine utilisées dans ce chapitre comprennent une molécule
de monoxyde de carbone (CO), initialement située dans une poche au dessus de l’hème, mais
détachée et donc libre d’évoluer dans l’espace. Au cours de ces trois trajectoires, le CO visite une
multitude de cavités :
— dans la première trajectoire, le CO visite la poche distale (DP), Xe4, puis retourne dans DP
et y reste jusqu’à la ﬁn des 120ns
— dans la seconde trajectoire, le CO visite la poche distale (DP), puis oscille entre les poches
Xe4, Xe2 et Xe1 avant d’entrer dans Xe3 vers la ﬁn de la trajectoire
— dans la troisème trajectoire, le CO visite la poche distale (DP), une petite poche au dessus
de DP, puis sort après 8ns par une sortie située entre les résidus F46, H48, L49, M55, D60
et L61.
Ces trois trajectoires ont été concaténées pour former une trajectoire globale de 248ns (la tra-
jectoire 3 étant tronquée après la sortie du CO). L’ensemble des positions sucessives du CO a
ensuite été partitionnée à l’aide de l’algorithme DBSCAN (voir page 162) selon les diﬀérents sites
de liaisons (DP et Xe1 à Xe4, plus une partition "exception"). Ces positions sont représentées
ﬁgure III.13, et la composition des partitions est détaillée dans le tableau IV.
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Figure III.13 – Définition des sites de liaison du CO dans la myoglobine. Positions de l’atome d’oxygène
du monoxyde de carbone au cours des 248ns de la trajectoire concaténée (24 800 positions). Le code couleur
correspond à la déﬁnition du site de liaison par DBSCAN : DP en bleu, Xe4 en cyan, Xe2 en vert, Xe1 en jaune
et Xe3 en rouge. L’isosurface à 3% de la cavité moyenne est indiquée en contour vert.
Site DP Xe4 Xe2 Xe1 Xe3 “exceptions”
# conf. 12224 1789 1559 8954 231 43
Tableau IV – Nombre de conformations pour lesquelles CO est lié pour chaque site., déﬁnis par
l’algorithme DBSCAN.
Les cavités utilisées sont celles produites par mkgrid pour la trajectoire de 248ns déﬁnie ci-
dessus. Les cavités ont été ﬁltrées pour ne garder que les cavités internes, celles ayant au moins
un point de grille à moins de 0.5A d’une des 24,800 positions du CO. Pour chaque site de liaison
du CO, on déﬁnit un jeu de cavités internes moyen calculé sur les pas de temps pour lesquels
le CO s’y trouve. La projection de ces cinq jeux de cavités moyennes sur les vecteurs propres
des cavités de la trajectoire de 248ns (ﬁgure VI.6 en annexe) montre une ressemblance très forte
avec la première composante principale, ainsi qu’une ressemblance de la cavité moyenne de Xe2,
relativement centrale, avec la 3e composante.
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Figure III.14 – Localisation et amplitude des cavités de transfert. a. Cavités de transfert des paires de
sites de liaison du CO adjacentes. De haut en bas et de gauche à droite : Xe4 → DP, Xe4 → Xe2, Xe2 → Xe1, et
Xe3→ Xe2. Les isosurfaces positives des cavités de transfert (transfert positif net de volume par rapport à la cavité
moyenne) sont représentées en rouge, et les isosurfaces positives en bleu (surface opage : 20%, contour : 5%). b.
Valeurs absolues des projections des cavités de transfert sur les composantes principales des cavités, en bleu pour le
transfert DP → Xe4, en vert pour Xe4 → Xe2, en jaune pour Xe2 → Xe1 et en rouge pour Xe2 → Xe3. La valeur
propre de chaque composante (correspondant à la déviation standard des projections de l’ensemble des cavités
sur cette composante) est représentée en gris. Les pointillés représentent les valeurs absolues pour l’hypothèse de
transfert aléatoire (voir annexe 4.4).
Il existe 4 couples de sites de liaisons pour lesquels on observe des transferts d’un site à l’autre
entre deux conformations successives : DP → Xe4, Xe4 → Xe2, Xe2 → Xe1 et Xe2 → Xe3. On
peut donc déﬁnir des diﬀérences de jeux de cavités moyennes entre deux sites de liaisons, en
faisant simplement la diﬀérence de l’une par rapport à l’autre. J’appelle ces diﬀérences de jeux de
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cavités moyennes des jeux de cavités de transfert. Elles représentent le changement de forme des
cavités internes lorsque le CO passe d’un site à un autre. Ces jeux de cavités de transfert sont
représentés dans la ﬁgure III.14.a, et révèlent des variations notables de volume de certaines cavités
lorsque le CO change de site. Globalement, le volume des sites liant le CO semble diminuer (resp.
augmenter) lorsque le CO part du site (resp. arrive dans le site). On observe en outre plusieurs
eﬀets de changement de localisation de certaines cavités, en particulier pour le site de ﬁxation Xe3
qui semble bouger en fonction de la localisation du CO. La projection des cavités de transfert sur
les composantes principales (ﬁgure III.14.b) indique une forte ressemblance des cavités de transfert
Xe4 → Xe2, Xe2 → Xe1 et Xe2 → Xe3 avec la 3e composante principale. De même, la cavité de
transfert Xe2→ Xe1 est très proche de la 1re composante principale, indiquant que ce transfert est
une composante majeure de l’évolution des cavités. On observe également que les projections de
toutes les cavités de transfert sur les 10-15 premières composantes principales ont des amplitudes
signiﬁcatives par rapport à l’hypothèse nulle de transfert aléatoire (voir annexe 4.4 pour une
déﬁnition précise). Cela implique que ces transferts spéciﬁques sont particulièrement importants
pour la dynamique globale des cavités de la myoglobine. Ce résultat est renforcé par la part des
cavités de transfert dans la variance globale des cavités (tableau V)
Norme de la cavité fraction du RMS de la
Site 1 Site 2 de transfert déviation totale (%)
DP Xe4 7.1 (3.1) 35.0
Xe4 Xe2 12.8 (3.9) 63.5
Xe2 Xe1 13.9 (4.6) 69.1
Xe2 Xe3 15.5 (8.9) 76.7
Tableau V – Amplitude du mouvement décrit par les cavités de transfert. La norme des cavités de
transfert est indiquée - voir annexe, section 4.2 pour l’interprétation de ce nombre. La colonne de droite donne la
fraction de cette norme sur la racine de la déviation carrée moyenne de la trajectoire des cavités. La norme des
cavités de transfert aléatoire (voir annexe, section 4.4) est indiquée entre parenthèse.
3.8 Evolution locale contre évolution globale
L’ensemble des résultats présentés jusqu’ici, à l’exception de la sélection de cavités consensus,
a été réalisé sur l’ensemble des cavités de chaque système. Il n’était pas clair a priori que ces types
de résultats s’appliquent à l’analyse d’une cavité particulière, notamment pour la comparaison
des composantes principales des trajectoires de structures et de cavités. Pour voir si ce résultat
à l’échelle globale était transposable à l’échelle d’un site, j’ai extrait à l’aide du suivi des cavités
(décrit au chapitre précédent) trois cavités isolées : la cavité β-OG de la Dengue (voir section 3.4),
une cavité dite inter-domaine entre les deux monomères de la protéine E de la Dengue (déjà
observée ﬁgure III.11), et la cavité enzymatique de EF. Les poches de chacune de ces cavités
ont été déﬁnies comme l’ensemble des résidus s’approchant à moins de 5Å dans au moins une
conformation au cours de la trajectoire. Deux trajectoires de cavités ont été considérées pour
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chacune de ces poches :
— une trajectoire de cavités "non réalignées", correspondant aux cavités déjà calculées sur
l’ensemble du système et pour lequel l’alignement structural avait été fait sur la structure
complète
— une trajectoire de cavités "réalignées", pour lesquelles les structures ont été réalignées en






























Figure III.15 – Comparaison des composantes principales de cavités isolées, et effet du réaligne-
ment. Matrices de produit scalaire (taille 10 × 10) et valeurs de RMSIP correspondantes pour les composantes
principales de trois cavités isolées (abscisse) et des poches correspondantes (ordonnée). La rangée notée "alignée"
correspond aux cavités calculées sur les structures réalignées sur la poche. La rangée "non réalignée" correspond
aux cavités calculées sur les structures alignées sur le système complet, comme pour la ﬁgure III.10. Les matrices
des produits scalaires et les valeurs de RMSIP pour le système complet (toutes les cavités et la structure complète)
sont rappelées pour comparaison.
La ﬁgure III.15 présente les résultats de l’analyse des matrices de produits scalaires et de
RMSIP déjà entreprise dans la section 3.5. On observe que les résultats précédents se transposent
assez bien à l’analyse de cavités uniques, malgré une baisse du RMSIP, et ce quelque soit la nature
de l’alignement (système complet ou poche seule). La valeur de RMSIP pour une cavité unique est
par ailleurs relativement proche des valeurs observées pour le lysozyme et la myoglobine, ce qui
renforce la tendance observée précédemment qui semble indiquer que le RMSIP augmente avec la




Dans ce chapitre, j’ai analysé l’évolution géométrique des cavités des trajectoires de dynamique
de quatre protéines. La première découverte de cette étude est l’extrème variabilité des cavités,
qui évoluent de façon très importante au cours d’une DM, jusqu’à couvrir une grande partie
du volume de la protéine (tableau II). A ce titre, l’ACP permet de décomposer cette évolution
chaotique en modes d’évolution facilement interprétables (ﬁgure III.4). En réalisant le calcul
dans l’espace des pas de temps, il est aussi possible de comparer les composantes principales des
coordonnées atomiques et des cavités, ce qui m’a permis de découvrir une corrélation forte entre
les deux (ﬁgure III.10). Cette similitude dans l’évolution suggère que les cavités et les coordonnées
atomiques peuvent être utilisées en parallèle à des ﬁns de suivi, de manipulation et de sélection de
structures. Cela m’a permis d’identiﬁer des conformations ayant des formes de cavités spéciﬁques,
décrites par les premières composantes principales (ﬁgures III.11 et III.12), et même de construire
de nouvelles structures ayant des formes de cavités proches de la forme cible (ﬁgure III.12).
En plus d’aider à la sélection de cavités de formes spéciﬁques, l’ACP est un outil puissant
pour faciliter l’utilisation de la dynamique des cavités, en permettant la compression de leurs
descripteurs tout en conservant un maximum d’informations. En appliquant cette compression
j’ai pu utiliser des algorithmes de partitionnement sur les cavités, ce qui a rendu possible la
sélection de conformations représentatives des diﬀérents groupes de géométries de cavités trouvées
dans une dynamique (ﬁgure III.9). L’application de l’ACP aux cavités peut également compléter
l’analyse de la fonction d’une protéine, comme en témoigne la découverte des relations fortes entre
la dynamique des cavités internes de la myoglobine et la diﬀusion du CO en son sein (ﬁgure III.14
et tableau V).
La PCA sur les cavités apparait donc comme un outil puissant, autant pour améliorer la
pertinence des étapes de criblage virtuel dans les projets de conception de médicament, que pour
analyser la fonction de protéines sous un angle nouveau.
4.1 Les limites et conditions d’utilisation de la méthode
L’application de l’ACP sur les cavités présente quelques limitations, liées à la nature des
descripteurs de cavités. Tout d’abord, les cavités étant déﬁnies sur des grilles dont la position est
ﬁxe dans l’espace, leur analyse (et particulièrement l’ACP) peut être très sensible à l’alignement
du système. Des conformations mal alignées ou des domaines très mobiles peuvent ainsi produire
de larges variances peu pertinentes, ce qui impacte directement la géométrie et les contributions
des premières composantes principales des cavités. Toutefois, il est intéressant de noter que cette
limite potentielle dans l’utilisation des cavités n’a pas vraiment été rencontrée lors des travaux
présentés dans ce chapitre. Les cavités locales ont même pu être analysées sans avoir à refaire un
alignement et une détection de cavités, comme le montrent les résultats de la section 3.8.
La représentation des cavités sous forme de grilles, centrale dans cette approche, peut éga-
lement poser des problèmes de gestion de mémoire. En eﬀet, pour des trajectoires de grosses
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protéines de plusieurs dizaines de milliers de conformations, la réprésentation des cavités peut
mobiliser plusieurs gigaoctets de mémoire, ce qui demande des machines relativement puissantes
(selon les standards actuels).
Enﬁn, l’ACP est formalisée dans un espace de valeurs réelles, ce qui pose problème lors de son
application sur des grilles booléennes discrétisant l’espace comme c’est le cas pour les cavités. Cela
provoque des "fuites", diminuant la contribution des composantes de haut rang et augmentant
celle des autres composantes. Malgré cela, la forte corrélation entre les composantes des cavités et
des structures et la pertinence des reconstructions de conformations à l’aide de composantes de
cavités indiquent que cette limitation théorique n’a que peu d’impact sur les applications pratiques
présentées dans ce chapitre.
4.2 L’ACP sur les cavités comme méthode d’analyse de la fonction
des protéines
L’évolution des cavités au cours du temps est manifestement très dynamique. Il est notamment
fréquent d’observer des cavités de toutes tailles apparaitre ou disparaitre. Derrière ce comporte-
ment en apparence aléatoire se cachent des tendances et des variations globales qui n’ont pu être
identiﬁées qu’à l’aide d’une méthode du type de l’ACP. Cette méthode ouvre donc de nouvelles
possibilités d’inspection de la dynamique d’une protéine, via la description de l’évolution de ses
cavités. De plus, l’utilisation des calculs dans l’espace des pas de temps permet de révéler le lien
fort entre la géométrie des cavités et l’état fonctionnel de la protéine. Ainsi, et malgré le fait que les
cavités peuvent apparaître comme une représentation déformée, ﬂoutée et donc peu informative
de la structure d’une protéine, j’ai pu faire émerger des liens forts entre les modes d’évolution des
cavités internes de la myoglobine et la diﬀusion du CO de site en site. Cela renforce la pertinence
de ce nouvel outil, venant compléter l’analyse traditionnelle de la dynamique des protéines dans
les nombreux cas où la dynamique des cavités peut potentiellement jouer un rôle important dans
la fonction. La famille des cytochromes p450 est un exemple pour lequel une telle analyse pourrait
aider à mieux comprendre les voies et les mécanismes liés aux entrées et sorties des ligands et
des molécules d’eau du site actif vers le solvant[123, 124, 125]. De même, ce type d’analyse ap-
pliquée à la famille des perméases pourrait donner de nouvelles informations sur les mécanismes
de transport et de reconnaissance[203, 204, 205]. Enﬁn, il peut être intéressant d’utiliser l’ACP
sur les cavités pour étudier les relations entre les diﬀérentes cavités d’un système aﬁn de détecter
de potentiels sites allostériques, notamment dans le cas de protéines dont les mouvements sont
directement impliqués dans la fonction[112].
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4.3 Les liens forts entre structure et cavités devraient ouvrir la
voie à de nouvelles opportunités pour la conception rationelle
de médicaments
La comparaison des composantes principales des structures et des cavités m’a permis de dé-
voiler la corrélation forte entre leurs évolutions. En ajoutant la possibilité d’interchanger les com-
posantes principales de structures et les cavités dans l’espace des pas de temps, j’ai pu montrer
qu’il est possible de construire de nouvelles conformations dont les cavités sont très proches d’une
géométrie donnée. Ce point encourageant doit être nuancé par le fait que de telles structures,
résultant d’une reconstruction linéaire autour d’une structure moyenne, sont généralement assez
déformées. Elles doivent donc être vériﬁées et éventuellement corrigées avant d’être eﬀectivement
utilisées dans un projet de criblage virtuel.
Je pense que la méthode de construction de structures présentée ici a de bonnes chances d’être
un atout dans la conception de médicaments, au vu des exemples encourageants d’utilisations de
structures construites réalisées récemment (pressurisation [74], fumigation [73], SCARE[72]...).
L’utilisation de l’analyse de la dynamique des cavités a l’avantage d’utiliser des informations
extraites de conformations déjà échantillonnées aﬁn de sélectionner les conformations ou de les
construire si besoin. Elle pointe vers les zones ﬂexibles des récepteurs, et permet également de
construire des conformations ayant des particularités intéressantes pour le criblage, tout en s’ap-
puyant sur la dynamique réelle des cavités et non sur des contraintes introduisant des biais. Elle
permet ainsi de sélectionner ou de construire des conformations ayant des cavités de volumes et
de géométries diverses, pour lesquelles de petites cavités sont fusionnées en une cavité consensus,
ou pointant vers des acides aminés spéciﬁques. De fait, cette procédure semble prometteuse pour
améliorer la pertinence et la diversité des composés sélectionnés dans un projet de conception de
médicaments.
5 Conclusions
L’analyse en composantes principales (ACP) appliquée aux cavités, malgré quelques limites
techniques, est un outil puissant et robuste, qui devrait ouvrir de nouvelles opportunités de vi-
sualisation et d’exploration de la dynamique des cavités. Cette technique permet de décomposer
et de classiﬁer l’évolution dynamique de la géométrie des cavités au sein des protéines, ce qui est
d’autant plus utile au vu du comportement très volatile et tumultueux des cavités. Elle permet
de dévoiler et d’analyser des mécanismes fonctionnels subtiles impliquant les cavités, comme le
prouve mon étude sur le rôle de l’évolution des cavités internes dans la diﬀusion du CO au sein de
la myoglobine. Je pense que cet outil peut également aider à améliorer la pertinence des étapes
de criblage virtuel au cours d’un projet de conception rationnelle de médicaments. Cet outil per-
met en eﬀet la sélection et la reconstruction de conformations basées sur la connaissance de la
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dynamique et de la ﬂexibilité des cavités, ce qui devrait permettre de "dérisquer" les projets de





Application des méthodes ciblant les
cavités à des projets de conception
rationnelle de médicaments
1 L’ADN gyrase de la tuberculose
1.1 La tuberculose
1.1.1 Pathologie
La tuberculose est une maladie due à un bacille, Mycobacterium tuberculosis (Mtb), carac-
térisée par de la ﬁèvre, des frissons, une fatigue générale et une perte d’appétit. Dans la forme
pulmonaire de la maladie (90% des cas), on observe des douleurs toraciques ainsi qu’une toux
récurrente, parfois accompagnée par une hémoptysie ("tousser du sang")[206]. Les principaux fac-
teurs augmentant le risque d’infection par Mtb sont la surpopulation et la malnutrition, ce qui en
fait un marqueur du niveau de pauvreté. La tuberculose touche plus de 9 millions de personnes par
an ; en 2013, 1,5 millions de personnes en sont mortes[206]. Cela fait de la tuberculose la 2e cause
de décès par maladie infectieuse, juste après le sida[207]. La lutte contre la tuberculose est donc
un enjeu majeur de santé mondial et de nombreux plans ont été développés aﬁn de développer de
nouvelles thérapies et d’améliorer l’accès aux soins dans les zones de faibles revenus.
La tuberculose est traitée par des cocktails d’antibiotiques. Le traitement standard fait inter-
venir la streptomycine, l’isoniazide, la rifampicine, la pyrazinamide, et l’ethambutol[206]. Lorsque
la souche traitée est résistante - on parle de souche MDR (Multidrug-resitant) ou XDR (extensi-
vely drug-resistant), une deuxième série d’antibiotiques peut être utilisée : des aminoglycosides,
des ﬂuoroquinolones, des thioamides... La résistance des souches de Mtb aux antibiotiques de
première ligne est un problème de santé majeur : on estime à environ 500 000 cas par an le
nombre d’infections par une souche multirésistante (MDR) dont 9% sont même ultrarésistantes
(XDR)[206]. Il est donc très important de déterminer de nouvelles familles de composés eﬃcaces
contre la tuberculose.
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a. b.
Figure IV.1 – La tuberculose. a. Bacilles de la tuberculose observés au microscope électronique, grossissement
15549x (source : Center for Disease Control). b. Prévalence des cas de tuberculose dans le monde en 2013 (source :
OMS[206]).
1.1.2 Stratégie d’inhibition et particularité de la cible
Pour enrouler son génome, M. tuberculosis utilise une protéine appelée l’ADN gyrase. Il s’agit
d’une topoisomérase de type II, qui hydrolise l’ATP pour cliver un segment d’ADN et passer
un autre segment à travers l’espace créé, avant de resouder le brin clivé[208]. L’ADN gyrase est
la seule topoisomérase permettant de surenrouler l’ADN ; c’est aussi la seule topoisomérase de
M. tuberculosis qui ne possède pas de topoisomérase de type IV. Elle est ainsi nécessaire à la
survie des bactéries, et est donc ciblée par un certain nombre d’antibiotiques[209], comme les
ﬂuoroquinolones (ciproﬂoxacine) ou les aminocoumarines (novobiocine).
La structure complète de l’ADN gyrase n’est pas connue avec précision, mais les structures
de certains de ses domaines chez diﬀérentes espèces sont connues, notamment le domaine de
coupure-ligation[210, 211, 212]. Ce domaine est central dans le modèle de fonctionnement à 2
portes[213, 214] (ﬁgure IV.2) :
1. un segment d’ADN (segment G) est ﬁxé et clivé en haut du domaine de coupure-ligation
2. le domaine s’ouvre dans sa partie supérieure (la porte ADN)
3. l’autre segment d’ADN (segment T) passe dans l’espace vide central du domaine
4. la porte ADN se referme et le segment G est reformé par ligation
5. le domaine s’ouvre dans sa partie inférieure (porte C) et laisse passer le segment T
6. la porte C se referme
Bloquer une de ces étapes permettrait d’empêcher les fonctions de surenroulement et de déroule-
ment au niveau de la fourche de réplication, toutes deux nécessaires à la survie de Mtb. Il serait
même possible de stabiliser le complexe ADN-gyrase permettant de rendre l’ADN "inutilisable".
L’équipe de Claudine Mayer a pu résoudre la structure du domaine coupure-ligation de la gyrase
de Mtb dont les deux portes sont fermées (structure fermée). Les structures des formes porte
ADN ouverte et porte C ouverte proviennent de modèle par homologie réalisé par le groupe de
C. Mayer à partir des structures du domaine coupure-ligation d’un homologue de la gyrase, la
topoisomérase IV[215, 210].
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Figure IV.2 – Modèle de fonctionnement de l’ADN gyrase. Les étapes reprennent la numérotation
donnée en page 98. Schémas repris de Champoux 2001[208].
Le but de ce projet est de déterminer un modèle à l’échelle atomique du mécanisme du do-
maine catalytique à l’aide de l’approche POE (voir section 2.4.2). Ce modèle, couplé à l’analyse
dynamique des cavités (voires chapitres II et III), devrait servir à terme pour déﬁnir un site cible
aﬁn de déterminer des inhibiteurs potentiels de l’ADN gyrase. Les particularités de ce projet sont
la distance assez élevée entre les structures initiales et ﬁnales (RMSD : 17.4 Å et 7.99 Å respecti-
vement), la production de deux chemins pour modéliser un unique mécanisme et l’utilisation de
structures issues de la modélisation par homologie.
1.2 Modèle du mécanisme du domaine catalytique
1.2.1 Calcul du chemin de transition
J’ai tout d’abord réalisé le chemin de transition du domaine de coupure-ligation (domaine
rouge sur la ﬁgure IV.2). On considèrera ici qu’il n’y a pas d’hystérésis prononcée et que les
étapes d’ouvertures (étapes 1-2 et 5-6) et de fermetures (étapes 3-4 et 7) sont plus ou moins
symétriques l’une de l’autre dans le temps. On peut donc calculer deux chemins de transition du
domaine de coupure ligation pour modéliser le mécanisme :
— le chemin entre la forme fermée et la forme porte ADN ouverte, qui modélise les étapes 1 à
4 du mécanisme (chemin 1)
— le chemin entre la forme fermée et la forme porte C ouverte, qui modélise les étapes 5 à 7
du mécanisme (chemin 2)
La forme fermée a été minimisée en plaçant des contraintes l’empêchant de trop s’éloigner de la
structure cristallographique. Les structures basées sur l’homologie ont été légèrement retravaillées
pour corriger certains problèmes structuraux. Les monomères des structures ouvertes ont été
alignés sur les monomères correspondants de la structure fermée. Les dimères produits ont ensuite
été minimisées en contraignant les angles de Ramachandran et la distance à la structure fermée.
Une étape de recuit simulé a également été réalisée en solvant implicite (ACE) pour relacher au
maximum les structures ouvertes. Une contrainte additionnelle a été ajoutée à la structure porte
C ouverte pour élargir l’espacement au niveau de la porte, initialement trop petit pour laisser
passer un segment d’ADN.
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Le chemin de transition a été calculé à l’aide de l’approche POE, en utilisant un chemin
initial linéaire (interpolation linéaire entre la structure fermée et l’une des structures ouvertes)
et le modèle d’éléctrostatique ACE[93]. Seules deux itérations de POE ont été nécessaires pour
réaliser chacun des chemins et les raﬃner à un seuil d’énergie satisfaisant. Le tableau I résume les
caractéristiques des chemins ﬁnaux.
Chemin RMSD Long curv. Ratio # structures
(Å) (Å) intermédiaires
fermée → porte ADN ouverte (1) 17.4 22.9 1.32 28
fermée → porte C ouverte (2) 7.99 9.15 1.15 13
Tableau I – Caractéristiques des chemins de transition produits dans cette section. La colonne RMSD
correspond au RMSD entre la structure initiale (structure fermée) et la structure ﬁnale (une des deux structures
ouvertes). La deuxième colonne correspond à la longueur curvilinéaire le long du chemin de transition (somme
des RMSD des structures consécutives). La troisième colonne correspond au ratio longueur curvilinéaire / RMSD.
Plus cette valeur est élevée, plus le chemin est complexe. La dernière colonne correspond au nombre de structures
intermédiaires entre les structures initiales et ﬁnales (incluses).
1.2.2 Suivi des cavités
Les cavités ont été calculées à l’aide de mkgrid et suivies en utilisant les algorithmes développés
au chapitre II. Les empreintes utilisées sont booléennes, comparées par la distance de Jaccard. Le
partitionnement utilisé lors du suivi est un partitionnement hiérarchique de type UPGMA. Les
cavités fusionnées n’ont pas été découpées.
Une série de cavités ont été identiﬁées (ﬁgure IV.3), toutes situées entre le "coude" formé
par les deux superhélices ("coiled-coil") et la porte ADN. Lors de la transition, ces cavités voient
leur volume augmenter. Par ailleurs, seules trois d’entre elles existent dans la strucure fermée.
Ces cavités semblent particulièrement intéressantes d’un point de vue mécanistique ; en eﬀet, la
ﬁxation d’un ligand au niveau du coude rendrait impossible le mouvement d’ouverture de la porte
C.
On notera également la tendance à l’augmentation de volume des cavités entre la structure
fermée et les structures ouvertes. Cette augmentation est due à une accumulation de défauts
d’empilement (packing defects) qui est un indicateur d’un problème dans la modélisation des
structures[216]. La décision a donc été prise de retravailler les modèles par homologie pour obtenir
des structures plus compactes.
1.3 Conclusions et perspectives
L’ADN gyrase de Mycobacterium tuberculosis est une cible intéressante pour le développement
d’un médicament contre la tuberculose. Le mécanisme de fonctionnement du domaine coupure-
ligation est modélisable à l’aide de deux chemins de transition, qui ont été réalisés à l’aide de
l’approche POE. Les chemins se sont avérés très faciles à optimiser, avec des ratios longueur
curvilinéaire sur RMSD de 1.32 et 1.15, ce qui est très faible (en comparaison, le chemin de
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Figure IV.3 – Evolution des cavités intéressantes de la gyrase lors des transitions. A gauche : évolution
de deux cavités lors de l’ouverte de la porte ADN (en haut : pas de cavité dans la structure fermée, au milieu :
cavités présentes dans la structure totalement ouverte, en bas : volumes des cavités au cours de la transition). A
droite : idem pour l’ouverture de la porte C. La zone zoomée est indiquée par des cadres rouges sur les structures
ouvertes.
transition de la toxine de l’anthrax est de 3.2). Le suivi des cavités a permis d’identiﬁer des sites
potentiellement intéressants, dans lesquelles une petite molécule pourrait bloquer le mouvement.
Pour l’instant malheureusement, l’absence de structure cristallographique pour les formes ou-
vertes oblige à utiliser des structures issues de la modélisation. Ces structures ont des cavités de
grande taille indiquant de probables lacunes dans la modélisation de la structure, ce qui rend le
criblage risqué. Il est donc préférable d’aﬃner les modèles par homologie existants en attendant
d’obtenir de nouvelles structures.
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2 La subtilisine I des agents du paludisme
2.1 Contexte et mécanisme d’infection de la malaria
2.1.1 Pathologie et implications socio-économiques
La malaria, ou paludisme, est une maladie caractérisée par des accès cycliques de ﬁèvre,
accompagnées par un état de fatigue, une anémie, des pertes d’appétit, vertiges, céphalées, ... Les
formes graves, comme le neuro-paludisme ou l’anémie sévère, peuvent être fatales. La maladie,
due à une famille de parasites appartenant au genre Plasmodium (P. falciparum, P. vivax, P.
malariae, P. ovale et P. knowlesi), est transmise lors des piqûres par les moustiques femelles
du genre Anophèle (ﬁgure IV.4.a). La maladie est localisée dans les régions tropicales d’Afrique,
d’Asie et d’Amérique du Sud, dans les zones où le moustique - le vecteur - et des individus aﬀectés
- le réservoir - sont présents (ﬁgure IV.4.b). Malgré les importants eﬀorts récents de contrôle, près
de la moitié de la population mondiale demeure exposée au paludisme et l’on recense chaque
année plus de 200 millions de cas cliniques pour plus de 600 000 décès[217].
a.
b.
Figure IV.4 – a. Moustique anophèle (source : Center for Disease Control and Prevention[218]) b. Prévalence
de P. falciparum chez les 2-10 ans dans le monde en 2010 (source : Gething et al. 2011[219])
Comme la plupart des agents infectieux, Plasmodium a la capacité de développer rapidement
des résistances aux médicaments utilisés. Ainsi, bien qu’il existe plusieurs médicaments originel-
lement eﬃcaces contre la malaria, plusieurs d’entre eux sont déconseillés par l’OMS du fait des
résistances[217]. Cette apparition de résistances est la raison pour laquelle seule les traitements
basés sur l’artémisinine (ACT, Artemisinin-based Combined based Therapy) sont recomman-
dés par l’OMS, malgré l’existence de plusieurs autres médicaments antipaludéens (chloroquine,
quinine, sulfadoxine-pyriméthamine, méﬂoquine, amodiaquine, doxycycline, artémisinine). Des ﬁ-
nancements importants, issus en particulier du "Fond Mondial contre le SIDA, la tuberculose et
le Paludisme" (émanation du G7) ou d’organisations caritatives, comme la Fondation "Bill et
Melinda Gates", ainsi qu’une maîtrise du coût du traitement (moins de 1$ par personne) per-
mettent aux ACT d’être aujourd’hui utilisés en première intention dans 79 des 88 pays où le
paludisme est endémique[217]. Cependant, la sélection de parasites résistants à l’artémisinine et
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ses dérivés[220, 221, 222, 223, 224] relance la nécessité de trouver de nouvelles molécules antipa-
ludéennes.
2.1.2 Mécanisme d’infection
Le mécanisme d’infection des parasites du genre Plasmodium est commun à toutes les espèces,
nonobstant quelques subtilités. Le cycle de vie du parasite se décompose en deux étapes majeures,
chez l’insecte et chez l’humain (ﬁgure IV.5). Le moustique est infecté lorsqu’il se nourrit du sang
d’une personne infectée par Plasmodium. Les gamétocytes mâles et femelles du parasite fusionnent
pour former un zygote, lequel après la méiose se diﬀérencie en ookinète, qui après avoir traversé la
paroie intestinale du moustique se divise pour former de nombreux sporozoïtes. Ces sporozoïtes
rejoignent les glandes salivaires du moustique d’où ils seront injectés lors d’un nouveau repas de
sang infectant ensuite l’Homme.
Figure IV.5 – Cycle de vie de Plasmodium (source : CDC[218])
Déposés dans la peau, les sporozoïtes gagnent le foie via la circulation sanguine et envahissent
des hépatocytes dans lesquels ils se diﬀérencient en schizontes, formant des milliers de méro-
zoïtes hépatiques. Durant cette phase, l’infection est cliniquement asymptomatique. La rupture
des membranes de la vacuole parasitophore (dans laquelle se développe les parasites) et de l’hepa-
tocyte hôte libère de grandes quantités de mérozoïtes, qui vont infecter les érythrocytes (globules
rouges). Les parasites maturent et se divisent au sein des érythrocytes, qui ﬁnissent par éclater
après 48 à 72h selon les espèces (hémolyse). Cette rupture libère de nouveaux mérozoïtes dans le
sang, qui infectent alors d’autres globules rouges. Cette étape de libération des mérozoïtes est res-
ponsable des accès de ﬁèvre caractéristiques de la maladie. Certains parasites intra-érythrocytaires
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se diﬀérencient en une forme sexuée, les gamétocytes, prêts à infecter un nouveau moustique.
Trois protéines proches de la famille des subtilisines bactériennes, SUB1, SUB2 et SUB3, sont
retrouvées dans l’ensemble des espèces du genre Plasmodium. Ces protéases jouent un rôle crucial
dans la rupture de la membrane erythrocytaire et le mécanisme d’invasion du parasite[225]. En
particulier, SUB1 (subtilisine-like 1) est responsable du clivage de certaines protéines du parasite,
notamment les protéases de la famille SERA[21, 23] et les protéines de surface des mérozoïtes,
MSP1, MSP6 et MSP7[22], agissant au stade de l’entrée Plasmodium dans les globules rouges.
La fonction de ces protéines est mal connue, mais il semblerait qu’elles soient responsables de
la rupture des membranes[226]. SUB1 est essentielle au cycle de vie sanguin du parasite[23]
et s’est avérée être une cible potentiellement intéressante pour la conception d’un médicament
antipaludéen[21, 22, 225].
Les structures de SUB1 de P. vivax (PvSUB1)[227] et de P. falciparum (PfSUB1)[228] ont
été résolues en 2014. PvSUB1 est composée d’un domaine catalytique globulaire de 334 résidus et
d’une prorégion (située en amont) de 164 résidus. SUB1 est auto-inhibée par sa prorégion, et est
activée par un pic de concentration de calcium qui permet de cliver cette prorégion pour activer
le domaine catalytique.
2.1.3 Particularités de la cible
Nous ciblons ici le site actif de SUB1, tout en se laissant la possibilité de cribler un site
allostérique éventuel. SUB1 est une cible assez complexe d’un point de vue biologique car exprimée
à l’intérieur du parasite. La molécule devra passer deux membranes avant d’accéder à sa cible :
la membrane érythrocytaire et la membrane du parasite. En outre, SUB1 est une protéase, son
substrat naturel est donc un peptide. Ce type de cible a un site actif longiligne favorisant la
sélection de molécules ﬂexibles, ayant plus diﬃcilement de hautes aﬃnités. Le site catalytique de
SUB1 est globalement assez polaire ce qui est bon pour la spéciﬁcité mais moins pour l’aﬃnité. Il y
a également une poche hydrophobe risquant de favoriser la sélection de composés peu solubles[229].
2.2 Dynamique moléculaire et détection des cavités
L’unité asymétrique de la structure cristallographique de PvSUB1 comporte deux copies de
la protéine (dénotées A et B), comprenant chacune le domaine catalytique et sa prorégion. Deux
dynamiques moléculaires de 10 ns ont donc été réalisées (10 000 conformations sauvegardées,
paramètres donnés en annexe section 2), une pour chaque copie (trajectoires 1A et 1B). Deux
dynamiques supplémentaires ont été réalisées en ne gardant que le domaine catalytique de chacune
des copies et en utilisant les mêmes paramètres (trajectoires 2A et 2B). La protéine des trajectoires
1A et 1B a été extraite et les trajectoires ont été concaténées pour former la trajectoire 1, de
même pour les trajectoires 2A et 2B (trajectoire 2) Le domaine catalytique de la trajectoire 1
a ensuite été concaténé à celui de la trajectoire 2 pour former la trajectoire 2c. Aﬁn de faciliter
l’étude dynamique des cavités (notamment le suivi), seule une conformation sur deux a été gardée
dans cette trajectoire concaténée, pour former une trajectoire de 20 000 conformations.
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Les cavités ont été détectées à l’aide de mkgrid sur les trajectoires 1 et 2c, puis suivies à l’aide
de la méthode développée au chapitre II (empreintes booléennes et partitionnement hiérarchique,
pas de division des cavités fusionnées).
2.3 Sélection des cavités et conformations d’intérêt
Le suivi des cavités nous a permis d’étudier en détail l’évolution de chacune des cavités du
système selon des critères de volume, de conservation des résidus et de changement de leur forme
géométrique. A partir de cette analyse, nous avons déterminé 3 cavités transverses potentiellement
intéressantes pour le criblage virtuel (ﬁgure IV.6).
1. la cavité catalytique (trajectoire 2c), pour développer un inhibiteur compétitif
2. une cavité dite "enfouie" (trajectoire 2c), dont les résidus sont conservés chez Plasmodium
3. une cavité dite "côté" (trajectoire 1) située à la surface de la protéine entière et pouvant
impacter son activation
La cavité "côté" a été rapidement abandonnée en raison de son exposition, en eﬀet la forme entière
de la protéine (domaine catalytique + prorégion) ne se trouve que durant l’étape de développement
du parasite précédent la rupture des érythrocytes et est protégée par une troisième membrane. La






















Figure IV.6 – Evolution du volume des trois cavités présélectionnées et de la forme géométrique
de la cavité catalytique.
La sélection des conformations du site catalytique pour l’étape de criblage virtuel a été réalisée
selon le même schéma qu’expliqué dans le chapitre III, section 3.4. Les résidus situés à moins de
5A de la cavité catalytique dans au moins 95% des conformations déﬁnissent le site (la poche).
L’algorithme des k-moyennes a été utilisé sur la projection de la trajectoire de la cavité catalytique
sur ses 100 premiers vecteurs propres pour déﬁnir 15 partitions de l’espace géométrique des cavités
(ﬁgure IV.7). Pour chaque partition, la structure d’énergie électrostatique la plus faible est choisie
comme représentante. Ces structures et la déﬁnition du site ont été envoyées au groupe Structural
Design and Informatics à Sanoﬁ pour réaliser le criblage virtuel.
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Figure IV.7 – Distibution moyenne des cavités (cavité moyenne) pour chacune des 15 partitions
de l’espace des cavités. La partition correspondant à la cavité moyenne semblant vide comporte une multitude
de cavités de volume très faible situés à diﬀérents endroits.
2.4 Criblage virtuel et test des composés
Le criblage virtuel a été réalisé entièrement à Sanoﬁ à partir d’une chimiothèque propriétaire.
Il s’est déroulé en deux temps. La première sélection de composés comportait plusieurs milliers
de molécules sélectionnées à partir des résultats de plusieurs criblages. Seuls quelques pourcents
des composés sélectionnés provenaient du criblage d’une partie des structures que j’ai modélisées
et fournies à notre partenaire. Les tests de cette première sélection, assez stringeants (faible
concentration de composés testés), n’ont révélé que très peu de composés actifs. Ces composés
ont par la suite été rejetés en raison d’autres propriétés peu satisfaisantes. On a pu toutefois
remarquer qu’une des molécules les plus intéressantes était issue du criblage virtuel des structures
que nous avons apportées.
Une deuxième sélection a été réalisée à partir du criblage virtuel du reste des structures
provenant de nos modèles (7 structures). Les résultats de ce criblage (score des composés pour
chaque structure) ainsi qu’un partitionnement chimique des composés (19 partitions) nous ont été
transmis sous forme anonymisée aﬁn de réaliser la sélection des composés à tester. La sélection a
été réalisée à l’aide d’un algorithme de tri entrelacé (voir section 3.6), utilisant deux classements
de composés fondés sur le score :
— un classement diversité qui range les composés selon le score le plus favorable parmi les
poses sur les 7 structures
— un classement consensus qui range principalement les composés selon le nombre de structures
pour lesquelles le docking a réussi, puis secondairement sur la moyenne des scores
Les composés sont sélectionnés alternativement parmi ces deux listes en ignorant un composé
si sa partition chimique est déjà surreprésentée. Les 1000 composés de meilleur rang selon cette
méthode ont été choisis pour être testés. Les tests sont toujours en cours, les résultats préliminaires
semblant un peu plus concluants que précédemment.
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2.5 Conclusion et perspectives
Ce projet aura été l’occasion pour moi de faire l’expérience d’une collaboration avec une équipe
de Sanoﬁ, acteur majeur de l’industrie pharmaceutique. J’ai pu y découvrir un environnement
complètement tourné vers la production de résultats, très eﬃcace mais peu enclin à développer
de nouvelles méthodes selon le mode académique. J’ai donc appliqué les méthodes développées au
cours de ma thèse et décrites dans les chapitres II et III pour la sélection des composés inhibiteurs
de SUB1, protéase essentielle dans le cycle de vie et d’infection des parasites responsables du
paludisme. Les résultats du premier criblage n’ont malheureusement pas été très concluants. Un
point positif est qu’une des rares molécules actives provenait du criblage virtuel sur une des
structures que j’ai apportées. Les résultats du second criblage virtuel basé sur la structure n’étant
pas encore disponibles pour le moment, nous ne pouvons pas encore tirer de conclusion sur l’apport
de l’utilisation des données de cavité pour le criblage virtuel dans ce projet.
3 GLIC, récepteur ionotrope pentamérique
analogue des récepteurs GABAA humains
3.1 Mecanisme et intérêt médical
3.1.1 Fonctionnement des récepteurs ionotropes et intérêt pharmaceutique
Les récepteurs ionotropes pentamériques humains sont des protéines localisées au niveau de
la membrane des synapses. Ces récepteurs lient des neurotransmetteurs, ce qui ouvre leur canal
entre le milieu extérieur et le cytoplasme du neurone. L’ouverture de ce canal permet le passage
sélectif d’un type d’ions ce qui génère un courant électrique. Ainsi, ce sont ces récepteurs qui
convertissent le signal chimique délivré par les neurotransmetteurs en signal électrique utilisé par
les neurones pour transmettre une information. Les cinq sous-unités formant chaque récepteur
ont des séquences variées, et peuvent s’assembler en homo ou hétéropentamères. Les récepteurs
ionotropes sont en général spéciﬁques d’un seul type d’ion et d’une seule famille de neurotrans-
metteurs. Les principales familles de récepteurs ionotropes pentamériques sont :
— les récepteurs nicotiniques de l’acetylcholine (nAChRs), se liant comme son nom l’indique à
la fois à l’acetylcholine et à la nicotine (sélectifs des cations Na+, K+ et parfois Ca2+).
— les récepteurs GABAA, se liant au neurotransmetteur GABA (sélectifs de Cl−)
— le récepteur sérotoninergique 5-HT3, liant la sérotonine (Na+, K+, Ca2+)
— les récepteurs GlyR, liant la glycine et d’autres petits acides aminés (Cl−)
Les fonctions de ces récepteurs sont multiples et très variées, et dépendent largement de la
composition des sous-unités. Ces récepteurs régulent un grand nombre de phénomènes : mou-
vements musculaires, mémoire, anxiété, apprentissage, nausée, addiction... Ainsi, les récepteurs
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GABAA sont responsables de la plupart des phénomènes inhibiteurs du système nerveux cen-
tral, tandis que certains récepteurs nicotiniques de l’acetylcholine sont responsables de certaines
sensations de "récompense", mais aussi de la transmission des mouvements musculaires volon-
taires. Ce sont donc des cibles de choix pour l’industrie pharmaceutique. Malheureusement, les
récepteurs ionotropes pentamériques restent des cibles diﬃciles à étudier de par leur nature et
leur localisation (diﬃculté de production, molécule transmembranaire diﬃcile à cristalliser, mode
de fonctionnement complexe et subtile, eﬀets de "haut niveau" sur le comportement et la santé
complexes à modéliser).
3.1.2 GLIC : structure et mouvements
Les travaux de Aravind et collab.[230] ont permis de déterminer un homologue bactérien du ré-
cepteur GABAA humain, nommé GLIC (Gloeobacter Ligand-gated Ion Channel). Cet homologue
a la particularité d’être activé par les protons, donc à pH acide. Plus récemment, Corringer et
collab. ont déterminé une structure ouverte[231] et localement ouverte de GLIC en pH acide[232]
(ﬁgure IV.8, gauche), puis une structure fermée à pH neutre[233] (ﬁgure IV.8, droite). L’ensemble
de ces structures permettent d’établir des hypothèses sur le fonctionnement de GLIC et plus par-
ticulèrement sur les mouvements du pentamère lors de l’ouverture du canal. La fermeture du canal
s’accompagne ainsi de deux mouvements généraux de l’ensemble de la protéine : un mouvement de
torsion[234, 233] et un mouvement dit d’éclosion du domaine extracellulaire[233]. Cette éclosion
s’accompagne d’ailleurs d’une ouverture du domaine extracellulaire au niveau de la jointure avec
le domaine transmembranaire (ﬁgure IV.9.a).
canal ouvert canal fermé
Figure IV.8 – Vue de dessus des structures ouvertes (gauche) et fermées (droite) de GLIC.
3.1.3 Stratégie de recherche d’effecteurs
L’ouverture de cette partie du domaine extracellulaire lors de la fermeture du canal fait appa-
raitre un réseau de plusieurs cavités à l’intérieur de cette zone (ﬁgure IV.9.b) La stabilisation de ce
réseau de cavités devrait donc stabiliser la forme fermée du récepteur et empécher son ouverture.
Une molécule se liant aux résidus constituant ces cavités pourrait ainsi être inhibitrice de GLIC.
L’objectif de ce projet est donc d’obtenir de nouveaux eﬀecteurs de GLIC, et en particulier des
inhibiteurs, aﬁn d’aﬃner la compréhension de son mécanisme de fonctionnement.
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pore ouvert pore fermé
Figure IV.9 – Zone de GLIC ciblée dans ce chapitre. a. La zone ciblée, en bleu, est située à la base
du domaine extracellulaire, juste au dessus du domaine transmembranaire. b. Le volume des cavités de la forme
fermée (à droite) augmente par rapport à la forme ouverte (à gauche).
Pour aborder ce projet, nous avons mis en place les étapes et fait les choix suivants. Pour
répondre à l’absence de densité électronique des chaînes latérales, nous avons eﬀectué un échan-
tillonnage de ces mêmes chaînes par dynamique moléculaire. Nous avons détecté et analysé la
dynamique des cavités du domaine aﬁn de les trier et de sélectionner des conformations pour le
criblage virtuel à partir de diﬀérents critères (énergie de la structure, volume, diversité). Le cri-
blage est réalisé en utilisant la ZINC[235], une collection de plusieurs chimiothèques commerciales
recensant plus de 10 millions de composés a priori disponibles à la commande. Ce choix se justiﬁe
par la possibilité de commander rapidement de nombreux composés et par la grande diversité
chimique que l’on peut attendre d’une chimiothèque de cette taille.
Du fait des diﬃcultés et incertitudes importantes de ce projet (voir section suivante), les
étapes d’aﬃnement suivant l’identiﬁcation des premières touches sont faites en se concentrant sur
les données concrètes provenant des tests. Je me suis donc concentré pour cette étape sur une
recherche de composés similaires aux composés actifs (ligand-based).
3.1.4 Particularités de la cible
La cible peut être considérée comme une cible risquée et diﬃcile à cribler en raison de la faible
résolution (4.35Å) - la déﬁnition de la densité électronique est toutefois relativement bonne pour
une si faible résolution du fait de la possibilité de moyenner les 4 copies du pentamère de l’unité
asymétrique. L’absence de densité électronique pour la majorité des chaînes latérales de la zone
ciblée demande une étape supplémentaire de modélisation de leur positionnement, ce qui aﬀaiblie
la pertinence du criblage, la position des atomes devenant hypothétique.
Un deuxième facteur de risque provient des tests biologiques qu’il n’est possible d’eﬀectuer
qu’en petit nombre. Il s’agit de mesures d’électrophysiologie, c’est-à-dire de la diﬀérence de po-
tentiel entre l’intérieur et l’extérieur d’une cellule, en l’occurence un œuf de xénope. Ces mesures
ne peuvent pas être automatisées, et doivent donc être réalisées manuellement, œuf par œuf, ce
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qui demande beaucoup de temps. Il n’est donc possible de tester qu’environ 30 à 50 composés par
série de tests, loin des milliers de composés habituellement testés pour un projet de criblage. Ce
faible nombre de composés testés diminue les chances de trouver un composé actif parmi ceux qui
sont sélectionnés suite au criblage virtuel.
Dernièrement, la taille de la chimiothèque utilisée (plus de 10 millions de composés) implique
d’eﬀectuer un travail de partitionnement chimique en amont aﬁn de limiter la durée du criblage
virtuel tout en gardant l’essentiel de la diversité chimique d’origine.
3.2 Echantillonnage des chaînes latérales
Les chaînes latérales ne ﬁgurant pas dans la densité électronique ont été reconstruites par
estimation d’après les diverses structures de GLIC par L. Sauguet. Une étape d’échantillonnage
sous contrainte des chaînes latérales a été réalisée avec CHARMM pour simuler leur ﬂexibilité
et obtenir une certaine diversité des cavités. Tous les résidus n’étant pas voisin d’une des cavités
ciblées dans les monomère cristallographique (distance minimale >5Å) sont ﬁxés totalement, et
donc exclus des calculs d’énergie. Les atomes des chaînes principales des résidus non ﬁxés sont
maintenus en place par des contraintes élastiques sur leurs positions d’origine. Enﬁn, les atomes
des chaînes latérales proche des cavités sont laissés libre, à l’exception de certains résidus pour
lesquelles les données structurales convergent vers une conformation ﬁxe : K151 (doit pointer vers
le solvant), Q124 (structure la boucle Cys), E26, R192 et W160. Les résidus dont les chaînes
latérales sont libres sont donc numérotés 24, 27, 30, 37, 39, 114, 126, 128, 155-158, 162, 165, 188
et 190. L’énergie d’une structure est déﬁnie comme la somme des énergies des contraintes, de
l’énergie de la structure non ﬁxée et de la moitié de l’énergie d’intéraction entre atomes ﬁxés et
non ﬁxés.
L’échantillonnage des chaînes latérales se déroule ensuite en trois étapes :
1. les structures cristallographiques de chaque monomère sont minimisées (ce qui donne 20
structures, 5 pour chacun des 4 pentamères de l’unité asymétrique).
2. une DM de 100 000 pas à 3000K est produite sur chacune des structures minimisées. Pour
chaque trajectoire ainsi produite, on minimise une structure sur 1000, ce qui donne 2000
structures supplémentaires.
3. les 10 structures de plus basse énergie de chaque trajectoire sont ensuites utilisées comme
point de départ pour un deuxième tour de dynamiques moléculaires produites avec les mêmes
paramètres, puis une structure sur 100 est sélectionnée et minimisée.
Ainsi, au total, 22 020 structures ont été produites au cours de l’échantillonnage (ﬁgure IV.10).
3.3 Etude dynamique des cavités et sélection des conformations
Les cavités ont été détectées sur les 22 020 structures avec mkgrid (rayon de la sonde interne :
1.1Å). Les cavités présentes à l’ouverture du réseau de cavité, au niveau des résidus E35, K33
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Figure IV.10 – Echantillonnage des chaînes latérales. Ne sont montrées ici que les chaînes latérales
pointées directement vers les cavités.
et K248, ont été ﬁltrées car jugées peu intéressantes (pas assez enfouies). Les cavités ont ensuite
été analysées par ACP (Analyse en Composantes Principales, voire chapitre III). La projection
des cavités sur les 3 premiers vecteurs propres révèle quatre directions d’évolution majeures (ﬁ-
gure IV.11.a). Ces quatre directions correspondent à quatre zones géographiques à l’intérieur du
domaine ciblé : enfouie en haut du réseau (zone 1), en dessous de PHE37 près de la sortie (2), au
dessus de PHE37 (3) et sur le côté, près de ILE162 (4). Lorsque la projection des cavités d’une
conformation est située loin de l’origine dans une de ces directions, c’est qu’il existe une cavité
de gros volume dans la zone géographique correspondante. Les vecteurs déﬁnissant ces directions
sont déterminés manuellement, en faisant la diﬀérence entre les cavités situées le plus loin pos-
sible dans chaque direction et la cavité moyenne. Pour chaque direction, on sélectionne ensuite
100 conformations de projection maximale sur ce vecteur. La conformation représentative choisie
pour le criblage est ﬁnalement la conformation d’énergie électrostatique minimale parmi ces 100
conformations. Nous avons voulu conserver une structure cristallographique, ce qui nous a poussé
à remplacer un de ces quatre modèles par la structure la plus adaptée provenant d’un monomère de
la structure cristallographique. J’ai donc choisi la structure correspondant à la chaîne N pour rem-
placer la cavité sur le côté, car c’est la structure pour laquelle la cavité est la plus volumineuse et
la plus archétypale parmi les quatre zones géographiques et les 20 monomères cristallographiques.
On obtient ainsi 4 conformations, présentées ﬁgure IV.11.b, qui sont représentatives d’une cer-
taine direction d’évolution des cavités, tout en étant les plus favorables possibles d’un point de
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vue énergétique.
cavité enfouie
cavité sous PHE37 cavité au dessus de PHE37 cavité sur le côté
a. b.
Figure IV.11 – Sélection des conformations utilisées pour le criblage. a. Projection de chaque confor-
mation sur les trois premiers vecteurs propres de cavité. La projection en 2D des trois axes est indiqué en bas à
gauche. Le code couleur indique le volume de l’ensemble des cavités de chaque structure, en variant du bleu (0A3)
au rouge (285A3). b. Les quatre conformations représentatives et leurs cavités. Les cavités, les résidus alentours et
leur surface accessible au solvant sont représentés en vert pour la cavité enfouie, en bleu pour la cavité sous PHE37,
en rouge pour cavité au dessus de PHE37 et en jaune pour la cavité sur le côté. Le résidu PHE37 est représenté
en orange.
Pour déﬁnir la poche (les résidus entourant la cavité) de chaque représentant, les cavités ont
été redétectées en utilisant une sonde interne de 1.1Å, aﬁn de détecter les éventuels canaux très
ﬁns situés aux alentours des cavités. Les résidus situés à moins de 5Å sont considérés comme
faisant partie de la poche.
3.4 Mise en place d’un échantillonnage de la ZINC
La ZINC[235] est une "méta-chimiothèque" : elle agrège une multitude de chimiothèques com-
merciales dans un format uniﬁé et donne des informations permettant de commander les composés.
La version de la ZINC utilisé dans ce chapitre date de décembre 2013. J’utilise plus précisément le
sous-ensemble instock, comprenant les composés a priori disponibles directement à la commande,
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soit 10 125 419 composés. Le criblage complet de la ZINC sur les quatre conformations retenues
sur 256 cœurs prendrait plusieurs mois ; pour accélérer le procédé, j’ai réalisé un échantillonnage
représentatif de la ZINC, permettant de faire le criblage en deux étapes :
1. les représentants de chaque groupe déterminé par le partitionnement de la ZINC sont criblés
sur chaque structure
2. les groupes pour lesquels les représentant semblent intéressants (pose correcte et énergie de
docking suﬃsament basse) sont sélectionnés, et l’ensemble des composés appartenant à ces
groupes sont criblés sur les structures correspondantes
De cette manière, le criblage est eﬀectué sur les composés les plus pertinents a priori, en évitant
de gaspiller des ressources sur des composés qui n’ont que peu de chance d’être actifs.
3.4.1 Partitionnement de la ZINC à l’aide d’une carte auto-organisatrice
Aﬁn de partitionner une chimiothèque, il est nécessaire de déﬁnir une mesure de similarité (ou
de distance) entre deux composés. Pour cela, les composés sont traduits en vecteurs de fonctions
chimiques, les empreintes de Morgan, très utilisées dans la littérature et proches des empreintes
ECFP4 et FCFP4. La sous-structure déﬁnie par l’environnement atomique de chaque atome à
une et deux liaisons de distance est traduite en un bit, une valeur numérique variant de 0 à 232−1
(ﬁgure IV.12.a). Le compte des bits de tous les atomes déﬁnit l’empreinte de Morgan d’un composé.
L’empreinte peut être utilisée telle quelle ou compressée par modulo en un vecteur booléen de
taille ﬁxe (ﬁgure IV.12.b), ici 2048 bits. A noter que cette compression génère des "conﬂits" (un bit
compressé peut représenter une multitude de sous-structures diﬀérentes) et perd le décompte des
sous-structures. La fonction de similarité utilisée pour comparer deux empreintes non compressées





Les empreintes compressées sont elles comparées à l’aide d’une extension de la similarité de Jaccard
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Figure IV.12 – Description des composés par empreintes de Morgan. a. La molécule est décomposée
en sous-structures centrées sur chaque atome. Les sous-structures sont associées à diﬀérentes valeurs entières (les
bits). b. L’empreinte peut être compressée en un vecteur booléen "hashé".
La première étape de l’échantillonnage de la ZINC consiste à réaliser son partitionnement à
l’aide d’une carte auto-organisatrice (l’algorithme est décrit section 3.3). Cet algorithme est en
eﬀet très bien adapté aux jeux de donnés massifs de grande dimension, car sa complexité est
avantageuse (O(n ×m × d) avec n le nombre de vecteurs d’entrée, d leur taille, et m le nombre
de neurones composant la carte) tout en prenant en compte la densité des données d’entrée.
L’ensemble des empreintes compressées des composés de la ZINC est passé deux fois durant la
phase d’apprentissage, ce qui génère une carte de 2500 neurones dont 2150 sont eﬀectivement
associés à des composés.
3.4.2 Sous-partitionnement de la ZINC et définition des composés représentants
Chaque composé est associé au neurone le plus proche. On appelera également neurone l’en-
semble des composés associés à un neurone particulier. La deuxième étape du partitionnement de
la ZINC consiste à utiliser l’algorithme des k-medoïdes (cf. annexes 3.1) pour partitionner chacun
de ces neurones en groupes de composés en utilisant cette fois-ci les empreintes non compressées.
Le nombre de groupe pour chaque neurone est proportionnel à la variance de l’ensemble des dis-
tances entre les composés associés au neurone : plus un neurone regroupe des composés diﬀérents,
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plus il sera subdivisés en groupes. Le médoïde de chaque groupe devient alors le représentant
de ce groupe. Cette étape de partition permet de déﬁnir plus de 700 000 groupes et autant de







Figure IV.13 – Partitionnement et échantillonnage de la ZINC. La carte SOM est composée d’une
collection de neurones (étape 1) entrainés sur les composés de la ZINC. Les composés associés à chaque neurones
sont partitionnés à l’aide de l’algorithme des k-médoïdes (étape 2). Le médoïde de chaque partition est considéré
comme son composé représentant pour la 1re étape du criblage.
3.5 Criblages virtuels et présélection des composés
Les deux étapes de criblage ont été réalisées à l’aide des logiciels FlexX [60] et DOCK [52, 53]
(voir section 2.2). Les poses des ligands provenant de DOCK sont rescorés en utilisant le score
MMGBSA. Seule la pose de plus basse énergie est considérée. La première étape du criblage
consiste à docker l’ensemble des représentants déterminés lors du sous-partitionnement de la
ZINC. L’enfouissement de chaque ligand est déterminé comme suit :
— chaque atome du ligand est discrétisé en considérant les huits sommets du voxel de la grille
utilisée pour détecter les cavités
— si l’un de ces sommets correspond à un point de la cavité, l’atome est considéré comme
correctement placé à l’intérieur de la cavité
— la fraction du nombre d’atomes considérés comme correctement placés sur le nombre
d’atomes du ligand déﬁnit le taux d’enfouissement e du ligand (0 ≤ e ≤ 1)
Les diagrammes représentant l’énergie du docking en fonction du taux d’enfouissement de chaque
ligand sont donnés dans la ﬁgure IV.14. Il est possible de tirer plusieurs conclusions de ce dia-
gramme. Tout d’abord, les poses de FlexX ont plus tendance à sortir du cadre de la cavité d’origine
que celles de DOCK. Une des raisons est la réduction des rayons de van der Waals des atomes
réalisée par FlexX, permettant de modéliser de façon très crue la ﬂexibilité du récepteur. Cela
permet au ligand de se glisser dans des interstices normalement trop petits et donc non compris
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dans les cavités telles que calculées par mkgrid, donc d’être classé par FlexX alors qu’il est rejeté
par DOCK. On remarque également que la cavité enfouie, la plus volumineuse des cavités sélec-
tionnées, permet de docker un plus grand nombre de ligand avec une énergie et une pose bien
enfouie. On retrouve ce comportement à moindre échelle pour la cavité au dessus de PHE37. A
l’inverse, les cavité sous PHE37 et sur le côté sont beaucoup plus petites et ne permettent aux
logiciels de ne docker correctement que les composés les plus petits. Le cas de la cavité sur le côté
est particulièrement sensible puisque très peu de poses de bonne énergie et de bon enfouissement
sont trouvées. Enﬁn, on peut relever que les composés ayant pu être dockés à la fois par DOCK
et par FlexX ont un meilleur enfouissement et une meilleure énergie.
La sélection des représentants pour la deuxième étape du criblage se fait à l’aide de critères
sur l’énergie de docking et le taux d’enfouissement (pointillés colorés dans la ﬁgure IV.14). Les
valeurs des critères d’énergie et de taux d’enfouissement sont choisies aﬁn d’équilibrer le nombre
de composés issus de DOCK et FlexX et de chacune des cavités. Ces valeurs sont données en
annexe, section 5.2.
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Figure IV.14 – Diagramme score-taux d’enfouissement des poses des représentants après criblage
à l’aide de FlexX et DOCK. De gauche à droite : docking sur la cavité enfouie (vert), la cavité sous PHE37
(bleu), la cavité au dessus de PHE37 (rouge) et la cavité sur le côté (jaune orangé). De haut en bas : docking
réalisé avec FlexX, docking réalisé avec DOCK, composés eﬀectivement dockés par FlexX et DOCK (en haut :
diagrammes des poses de FlexX, en bas : diagramme des poses de DOCK). En abscisse, l’énergie de docking
des poses (score FlexX ou énergie MMGBSA) ; en ordonnée, la fraction d’atomes eﬀectivement contenus dans la
cavité détectée précédemennt. Les lignes de niveau sont logarithmiques et donnent un aperçu de la "densité" de
poses dans le graphe. Les traits pointillés verticaux et horizontaux correspondent aux critères (en énergie et taux
d’enfouissement) de sélection des composés. Les composés situés dans le rectangle coloré seront sélectionnés pour
l’étape suivante du criblage.
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Figure IV.15 – Diagramme score-enfouissement des composés criblés lors du 2e criblage. Voir
ﬁgure IV.14 pour la description des éléments de cette ﬁgure. A noter que dans le cadre "composé communs à FlexX
et DOCK" les composés doivent vériﬁer à la fois les critères pour FlexX et pour DOCK pour être sélectionnés (ils
doivent être situés dans les deux carrés à la fois).
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Pour chaque cavité, l’ensemble des composés appartenant aux familles des représentants sé-
lectionnés (soit plus de 700 000 composés) sont criblés à l’aide de FlexX et DOCK comme pour
le premier criblage. Le diagramme score-enfouissement pour ce criblage est donné ﬁgure IV.15.
Comparativement au criblage précédent, nous avons remarqué que les composés sont bien plus
concentrés dans les zones "intéressantes" (basse énergie-enfouissement élevé). Cette observation
justiﬁe a posteriori l’utilisation d’un criblage en deux temps, car les composés sélectionnés via les
représentants sont eﬀectivement plus susceptibles de docker correctement. Les critères de sélec-
tion des composés sont ici plus drastiques aﬁn de réduire le nombre de composés à traiter. Les
composés ayant pu être dockés à la fois par DOCK et par FlexX sont sélectionnés en priorité sur
des critères d’énergie plus relachés. Ils doivent cependant obéir à l’ensemble des quatre critères
pour être sélectionnés de cette façon. A noter que la méthode de classement des composés utilisée
ici (voir section suivante) implique que les critères de sélection sur les composés issus uniquement
de DOCK ou de FlexX n’ont pas vraiment d’importance. Les composés sélectionnés lors de cette
deuxième étape doivent ﬁnalement être classés pour déﬁnir la liste des composés à commander et
à tester.
3.6 Classement des composés présélectionnés
Le classement des composés doit vériﬁer plusieurs points aﬁn de conserver le plus de chances
d’identiﬁer des touches :
1. Les composés doivent avoir la meilleur aﬃnité possible pour le récepteur.
2. Les cavités d’origines de la sélection des composés devraient être représentées relativement
uniformément. Le but ici est de limiter le risque d’un biais défavorable issu de la modélisation
(poche mal modélisée ou n’ayant pas d’impact sur la fonction).
3. Les composés sélectionnés devraient appartenir à des familles chimiques diverses. En eﬀet,
deux composés d’une même famille ont plus de chance d’avoir une aﬃnité apparentée pour
une même cible (à quelques ordres de grandeur près toutefois). Sélectionner des composés
issus de familles diﬀérentes permet donc de multiplier les chances de trouver une famille
chimique eﬃcace sur ces poches nouvelles.
Le meilleur indicateur de l’aﬃnité à notre disposition est le score donné par le logiciel de
docking. Les scores de DOCK et de FlexX sont diﬀérents et ne peuvent donc pas être comparés.
De plus, un composé ayant un bon score DOCK n’a ni plus ni moins de chance d’être un bon
ligand qu’un composé ayant un bon score FlexX - les deux logiciels doivent donc être traités a
priori sur un pied d’égalité. On peut aussi considérer qu’un composé docké par deux logiciels
a plus de chance d’avoir une bonne aﬃnité pour la cible. Aﬁn de traiter le point n°2, il est
également nécessaire de traiter les scores des composés de façon indépendante pour chaque cavité.
Je considère donc trois classements de composés pour chacune des quatre cavités, pour un total
de 12 listes de composés :
1. Les composés issus de la sélection sur DOCK rangés par score croissant (liste dock).
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2. Les composés issus de la sélection sur FlexX rangés par score croissant (liste flexx ).
3. Les composés issus de la sélection sur DOCK et FlexX en même temps, rangés par
min(rangDOCK , rangFlexX ) croissant (liste dock-flexx ).
Enﬁn, je traiterai le point n°3 en réalisant le partitionnement des composés en 6 familles chimiques
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Figure IV.16 – Schéma de l’algorithme de classement entrelacé utilisé pour réaliser le classement
global des composés. Le tableau indique le rang global des composés sélectionnés. Le composé en court de
sélection est le numéro 10, qui doit provenir de la liste flexx de la cavité sous PHE37. Les familles chimiques des
composés sont notées par des couleurs. Lorsque la famille chimique d’un composé est sur-représentée il ne peut pas
être sélectionné, et on essaye alors les suivants jusqu’à l’identiﬁcation d’un composé d’une famille sous-représentée.
J’ai choisi d’utiliser un algorithme de classement entrelacé aﬁn de combiner les listes en un
classement global des composés. Pour cela, les composés sont sélectionnés un par un à partir des
12 listes, à la façon d’un pilulier (voir ﬁgure IV.16). Un composé est sélectionné lorsqu’il est en tête
de la liste courante, sauf dans le cas où sa famille chimique est déjà strictement surreprésentée.
L’algorithme est répété en boucle jusqu’à épuisement de l’ensemble des listes.
3.7 Tests des composés
Les tests des composés sont réalisés par mesure éléctrophysiologique sur des œufs de xénope
(voir ﬁgure IV.17.a). Les œufs sont placés dans un ﬂux d’une solution tampon à pH neutre, puis
à pH acide. Le proton étant un agoniste de GLIC, le passage en pH acide induit l’ouverture des
canaux, ce qui crée un courant entre les deux éléctrodes. Ce courant est mesuré tout au long de
l’expérience. Le composé est ajouté au ﬂux de tampon et on mesure l’évolution du courant entre le
cytoplasme et le milieu extérieur de l’œuf (ﬁgure IV.17.b). Ces tests étant particulièrement chro-
nophages, il était nécessaire de ne sélectionner qu’une cinquantaine de composés à tester. Certains
composés de la liste n’ont pu être commandés pour des raisons pratiques (stocks épuisés ou com-
posé onéreux). D’autre part, nous avons tenu à ne pas multiplier les fournisseurs, et à éviter de
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sélectionner des composés possédant des fonctions chimiques titrables risquant d’interférer avec le
fonctionnement pH-dépendant du récepteur. Les meilleurs remplaçants (même catégorie/famille)
ont alors été choisis manuellement. Au ﬁnal, 35 composés ont été reçus et 26 eﬀectivement testés
(les composés reçus mais non testés n’étant pas solubles dans le tampon).
Figure IV.17 – Principe du test d’efficacité des composés : l’éléctrophysiologie. a. Des œufs de
xénopes utilisés ont été génétiquement modiﬁés pour exprimer GLIC à leur surface. Le principe de la mesure est
de mesurer le courant entre le cytoplasme d’un œuf et le milieu extérieur induit par la diﬀérence de potentiel
entre deux éléctrodes. Lorsque les canaux sont fermés, les éléctrons ne peuvent pas passer, le courant est donc
quasi nul. Lorsque les canaux sont ouverts, les éléctrons passent par les canaux, ce qui induit un courant. La
mesure du courant permet donc de déterminer dans quel état se trouve les canaux. b. Exemple de mesure d’un
composé potentiateur. On se place en pH acide pour favoriser l’ouverture du canal. Lorsque l’on ajoute un composé
potentiateur, les canaux s’ouvrent plus ou plus souvent et le courant augmente (zone encadrée par des pointillés).
A l’inverse, lorsque l’on ajoute un composé inhibiteur, les canaux se ferment et le courant diminue. On peut
ainsi mesurer directement l’eﬃcacité d’un potentiateur ou d’un inhibiteur en mesurant la variation du courant au
moment de l’ajout d’un composé (double ﬂèche rouge).
Les tests ont été réalisés au laboratoire de Pierre-Jean Corringer par Anaïs Menny à l’Institut
Pasteur. parmi les molécules testées, 4 se sont avérées avoir une eﬃcacité tangible, soit en tant que
potentiateurs (tableau II, molécules A, B), soit en tant qu’inhibiteur (molécule C, D). Parmi les
autres molécules, certaines ont un eﬀet faible, d’autres aucun eﬀet mesurable (voir annexe 5.3). Les
quatre composés les plus actifs sont toutefois d’une eﬃcacité limitée, les concentrations utilisées
lors des tests étant de l’ordre de 30 à 100 µM.
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ID Composé
Cavité Concentration Eﬀet sur
n










D 2 1mM -16% 1+
Tableau II – Efficacité des composés actifs. La colonne n correspond au nombre de répétition de l’expérience.
Les numéros de cavités ciblées correspondent respectivement à : 1. cavité enfouie, 2. cavité sous PHE37.
3.8 Sélection de composés similaires aux molécules actives
Aﬁn d’obtenir des composés plus eﬃcaces, j’ai réalisé une dernière étape de criblage sur la
ZINC, basée entièrement sur la similarité chimique avec les molécules les plus actives. Les com-
posés de la ZINC sont ordonnés en fonction de leur similarité avec chacun des quatre composés
actifs (voir section 3.4.1). Un ﬁltre sur la structure chimique est également appliqué aﬁn de limiter
la recherche aux molécules qui ne diﬀérent que par un ou deux groupes. Ces ﬁltres utilisent les
SMARTS (http://www.daylight.com/dayhtml/doc/theory/theory.smarts.html) et des critères
de nombre d’atomes pour limiter la sélection aux molécules les plus pertinentes. Les molécules
ﬁnales ont été choisies par Pierre-Jean Corringer et Anaïs Menny aﬁn de séléctionner en prio-
rité des composés ayant des propriétés intéressantes pour d’éventuelles études cristallographiques
(dispersion anomale). La liste de ces molécules est donnée en annexe, ﬁgure VI.9. Ces composés
ont été commandés et devraient être testés peu de temps après l’écriture de ce manuscrit.
3.9 Conclusions et perspectives
Ce projet consistait à déterminer des eﬀecteurs de GLIC ciblant un sous-domaine du domaine
extracellulaire localisé juste au dessus du domaine transmembranaire. Ce sous-domaine voit son
réseau de cavité interne grossir lors de la fermeture du canal du fait du phénomène global "d’éclo-
sion" du domaine extracellulaire. Ce projet comportait de nombreuses incertitudes et risques (des
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chaînes latérales manquantes mais surtout un très faible nombre de composés que l’on pouvait
tester), rendant a priori assez hypothétique l’identiﬁcation d’eﬀecteurs, même à haute concen-
tration. L’utilisation de l’analyse dynamique de ce réseau de cavités et d’un criblage virtuel en
deux étapes basé sur une hiérarchisation de la ZINC nous a pourtant permis d’identiﬁer quatre
eﬀecteurs, deux potentiateurs et deux inhibiteurs, sur seulement 26 composés testés. La nature
même de ces eﬀecteurs est toutefois intriguante : les sites visés, présents uniquement dans la
structure fermée de GLIC, auraient du favoriser largement la découverte d’inhibiteurs. La sé-
lection d’analogues des quatre composés eﬀecteurs portant des fonctions chimiques intéressantes
pour les études cristallographiques devrait nous permettre, si ceux-ci sont suﬃsament eﬃcaces,
d’obtenir de nouvelles connaissances sur le mécanisme d’action de GLIC et de ses eﬀecteurs.
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Durant ma thèse, j’ai développé un certain nombre de concepts permettant de formaliser,
appréhender et analyser la dynamique des cavités, dans un but fondamental, mais aussi pour
aider à la découvertes de composés eﬀecteurs de diﬀérentes protéines. J’ai eu l’occasion de les
appliquer à des projets de découvertes, ce qui m’a permis de les adapteur aux cas pratiques. J’ai
en particulier développé deux méthodes novatrices permettant d’étudier précisément, de façon
systématique et relativement facilement la dynamique des cavités au sein des protéines.
J’ai ainsi développé les méthodes de suivi des cavités, développant des concepts introduits par
ailleurs par Eyrisch et Helms en 2007[189, 166]. En identiﬁant les cavités non pas en fonction de
leur position spatiale, mais par les éléments structuraux situés à proximité, il est en eﬀet pos-
sible de s’aﬀranchir des problèmes dûs aux déplacement rendant l’étude des cavités complexe. Les
empreintes que forment ces éléments autour des cavités peuvent alors être facilement regroupées
à l’aide d’algorithmes de partitionnement. Divers types d’empreintes, distances et algorithmes
de partitionnement ont été testés et validés à l’aide d’indicateurs qualitatifs et quantitatifs. Les
résultats de ces tests indiquent que les algorithmes et paramètres que j’ai avancé sont plus perti-
nentes et plus ﬂexibles que la méthode proposée par Eyrisch et Helms. Ceci est notamment dû au
fait que j’ai souhaité dès le début avoir une approche permettant de s’accomoder d’événements
de fusion et de divisions éventuelles des cavités suivies. Une étape supplémentaire optionnelle a
été ajoutée, la détection et le découpage des cavités que l’on peut considérer comme fusionnées.
Cette étape permet d’améliorer dans certains cas les performances du suivi des cavités. Malgré ces
améliorations notables, il existe toujours des situations diﬃciles pour l’ensemble des algorithmes
(petites cavités mobiles, réseaux de cavités, crevasses très sensibles aux eﬀets de bords). Cette
étude approfondie m’a tout de même permi de déﬁnir un ensemble de paramètres favorables, et
de diﬀérencier l’impact de ces diﬀérents paramètres sur le suivi des cavités. Ces méthodes ont
été mises en pratique dans deux des trois projets de détermination d’inhibiteurs. Le suivi des
cavités de la gyrase a ainsi révélé quelques cavités dont le volume varie sensiblement au cours
de la transition fonctionnelle, et qui pourraient donc être de bons candidats pour des sites allos-
tériques. Le suivi des cavités de la subtilisine 1 de P. vivax a permis d’extraire eﬃcacement la
cavité enzymatique et d’identiﬁer une autre cavité allostérique potentiellement intéressante pour
le développement d’un médicament antipaludéen.
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La deuxième méthode d’analyse de la dynamique des cavités que j’ai développée pendant la
thèse est la formulation de l’analyse en composantes principales pour les cavités. Cette méthode
classique d’analyse des structures de protéines s’applique bien sur les cavités décrites par des
grilles, malgré quelques limitations qui se sont ﬁnalement avérées peu génantes. Les composantes
principales des structures et des cavités de quatre systèmes se sont notamment révélées assez
fortement corrélées, ce qui permet de construite des conformations dont les cavités ont des géo-
métries proches de celles décrites par les composantes principales des cavités. L’application de
l’ACP sur les cavités de la myoglobine a révélé la correlation très marquée entre la position de
la molécule de CO au sein du réseau de cavité et la forme des cavités formant ce réseau. Cette
méthode s’avère ainsi très utile pour analyser la fonction de certaines protéines. L’ACP sur les
cavités facilite grandement la sélection de conformations selon la forme de leurs cavités. Explorée
en tant qu’exemple dans le chapitre III, ce deuxième type d’application a par ailleurs été utilisé
dans le projet de criblage virtuel de la subtilisine 1 de P. vivax en collaboration avec Sanoﬁ.
Enﬁn, l’ACP sur les cavités nous a permis de classiﬁer les cavités d’un sous-domaine du domaine
extracellulaire de GLIC en quatre familles et d’en sélectionner quatre formes archétypales pour
les utiliser dans un criblage virtuel.
Le développement du module python PyCav (voir annexes, section 1), implémentant l’en-
semble de ces méthodes, devrait faciliter leur utilisation et la manipulation de trajectoires de
cavités en règle générale. Ce module de 16000 lignes est largement testé et documenté et est faci-
lement extensible grâce à son architecture orientée objet. Malgré son utilité, la diﬃculté d’accès
que représente un module Python pour un non-spécialiste est susceptible de limiter son utilisa-
tion par la communauté des biologistes structuraux. Il semble donc pertinent d’orienter les futures
voies de développement vers la création d’une interface graphique, ce qui pourrait toutefois né-
cessiter un travail important. Une solution intermédiaire serait le développement d’un module
pour l’un des logiciels majeurs de visualisation de structures moléculaires. Les logiciels VMD,
Chimera et PyMol sont de bons candidats, notamment au vu de l’intégration de Python dans
leurs environnements respectifs.
Durant ma thèse, j’aurai participé à 3 projets de recherche de composés eﬀecteurs. Le premier
projet ciblait la gyrase de M. tuberculosis. J’ai pu produire un chemin de transition et réaliser la
détection et le suivi des cavités. Ce projet à révélé plusieurs cavités potentiellement intéressantes
en vue de l’étape de criblage virtuel. Malheureusement, le projet a été suspendu avant cette phase
car les modèles par homologie de certaines structures n’étaient pas suﬃsament aboutis.
Le deuxième projet ciblait la subtilisine 1 de P. vivax. Ce projet était particulièrement inté-
ressant du fait de la collaboration avec Sanoﬁ qui m’a permis de travailler en proche collaboration
avec l’industrie pharmaceutique. J’ai pu observer une eﬃcacité et une soif de résultats marquante,
avec parfois une tendance à éviter la prise de risque et de l’innovation. A ce titre, je pense que
les collaborations entre l’industrie et l’académie ne peuvent qu’être fructueuses, les laboratoires
académiques pouvant combler ce manque de prise de risque, comme nous avons pu le faire en
apportant notre expérience sur l’étude des cavités. Les campagnes de tests des composés issus
du criblage virtuel n’ont malheureusement pas été très concluantes jusqu’ici. Les raisons de ces
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résultats en demi-teinte peuvent venir des déﬁs inhérents à la cible, ou plus prosaïquement des
conditions stringeantes appliquée aux tests des composés, visant à identiﬁer des touches de hautes
aﬃnités dans un projet comportant d’autres pistes de détermination d’inhibiteurs à des stades
diﬀérents. Une autre campagne de tests a par ailleurs été lancée et les résultats devraient venir à
moyen terme.
Le troisième projet consistait à déterminer des composés ayant un eﬀet sur GLIC, qu’il soit
potentiateur ou inhibiteur, en se basant sur une structure déterminée par Sauguet et al. au la-
boratoire de Marc Delarue. La résolution assez basse de la structure cristallographique de cette
protéine diﬃcile, couplée à la complexité du test des composés sur œufs de xénopes imposant une
limite drastique au nombre de molécules à tester, faisait que ce projet était à haut risque. Au
cours de celui-ci, j’ai pu développer mes propres méthodes de chémoinformatique en réalisant la
partition en deux étapes de la ZINC, permettant un accès hiérarchique aux composés par des re-
présentants. Les résultats intermédiaires de ce projet sont très encourageants : sur les 26 composés
testés, 4 semblent avoir un eﬀet notable sur la fonction de GLIC (2 potentiateurs et 2 inhibiteurs)
et une dizaine ont un faible eﬀet. Ces résultats doivent toutefois être modulés par la concentration
élevée des composés testés imposée par leur très faible nombre.
Ces trois projets très diﬀérents ont apporté des conclusions variées : nécessité de modèles
structuraux aﬃnés pour la gyrase, résultats en demi-teinte (mais encore en cours) pour la sub-
tilisine 1, et résultats très encourageants pour GLIC. De fait, il parait prématuré de donner une
conclusion déﬁnitive sur l’impact de l’utilisation des données dynamiques de cavités pour un pro-
jet de conception de médicaments. L’échelle de temps de ce type de projet (plusieurs mois entre le
criblage virtuel et l’exploitation des tests des composés) ainsi que les ressources mises en jeu ra-
lentissent la réalisation d’une étude scientiﬁque pour ce type de développement méthodologiques.
Ce type d’étude devrait en eﬀet se baser sur la comparaison de résultats de criblages réalisé avec
et sans l’utilisation de ces méthodes. De tels travaux ont toutefois été en partie réalisés dans
des travaux antérieurs[111], mais aussi dans une certaine mesure dans le projet GLIC, où une
structure cristallographique a été délibérement choisie pour l’étape de criblage (mais en utilisant
nos méthodes). A ce titre, un prolongement important de ces travaux de thèses serait d’évaluer
l’impact de l’utilisation de la dynamique des cavités sur les performances de criblages virtuels. Il
est possible d’envisager d’utiliser des jeux de données conditionnés et faciles d’utilisation comme
la DUD-E[67]. Je n’aurais pas réalisé ce type d’étude pendant la thèse pour des questions de temps
et de priorités. J’ai en eﬀet préféré me concentrer sur la conception de ces méthodes et sur l’aspect
plus concret de la découverte de nouveaux inhibiteurs proposé par les projets de conception de
médicaments auxquels j’ai pu participer. Il était en eﬀet très important de confronter les méthodes
en développement à des cas concrets aﬁn de faire resortir des diﬃcultés innatendues et ainsi d’en
renforcer la pertience. Ainsi, la mise à l’épreuve de ces nouvelles méthodes sur des cas tests et
sur des cas concrets sont complémentaires. Leur utilisation à grande échelle est indispensable et
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1 PyCav, un module python d’aide à la mani-
pulation des cavités et structures protéiques
PyCav est un module Python dont l’objectif est de faciliter la manipulation simultanée des
trajectoires et des cavités qui leur sont associées. Il est écrit en Python à l’aide de librairies de
calcul scientiﬁque (NumPy, SciPy, scikit-learn et scikit-image). Ce module est orienté objet : le
code est regroupé sous forme de classes, représentant chacune un type d’objet bien spéciﬁque. Les
classes principales sont :
— la classe Structure représente les coordonnées et les propriétés atomiques d’une structure
simple (statique)
— la classe Trajectory représente une trajectoire structurale, c’est-à-dire un ensemble de confor-
mations d’une même protéine
— la classe Cavity représente une cavité de façon géométrique, dans l’espace. Il s’agit d’une
classe abstraite, c’est-à-dire qu’elle sert de base à d’autres classes implémentant des cavités
de diﬀérentes façons.
— la classe GridCavity implémente la classe Cavity pour représenter les cavités déﬁnies sur des
grilles, telles que celles détectées par mkgrid ou gHECOM.
— la classe Cavities représente une trajectoire de cavités. Il est possible que la représentation
ne soit pas purement géométrique, le but étant d’avoir les meilleurs performances possibles
(mémoire ou CPU). Ici aussi, il s’agit d’une classe abstraite.
— la classe GridCavities implémente Cavities, représentant les trajectoires de cavités déﬁnies
à l’aide de grilles.
— la classe System fait le lien entre les trajectoires de structure et de cavités d’une même
protéine. C’est notamment dans cette classe qu’est implémenté l’algorithme de suivi des
cavités déﬁni au chapitre II.
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1.1 Les fonctionnalités du module
1.1.1 Description des classes principales
La classe Structure. La classe Structure représente une structure moléculaire. Elle contient une
liste de l’ensemble des atomes composant la structure, auxquels sont associés des coordonnées (x,
y, z) et des propriétés (nom de l’atome, du résidu parent, numéro d’atome et de résidu, etc).
La liste des propriétés reconnues par la classe Structure est donnée au tableau I. Il est possible
d’accéder à ces propriétés et de les modiﬁer à l’aide de la notation par parenthèse carrée :
>>> structure = pycav.Structure("dengue.pdb")
>>> print structure["chain"]
[ A A A ... B B B ]
Nom du champ Description Note
index Numérotation interne des atomes (commence par 0) 1
serial Numérotation des atomes comme indiquée dans le ﬁchier
hetatom Booléen répondant à la question : l’atome doit-il être considéré
comme un hétéroatome ?
name Noms des atomes (ex : CA, N, OT1, ...) 2
resname Noms de résidu des atomes 2
resid Numéro de résidu des atomes
chain Identiﬁant de chaîne (une lettre)
occupancy Degré d’occupation des atomes
beta Facteur beta des atomes (souvent utilisé pour associer une valeur
réelle à chaque atome)
segname Identiﬁant de segment des atomes ("segid") 2
realname Noms des atomes, non modiﬁés (espaces compris)
realresname Noms des résidus, non modiﬁés (espaces compris)
realsegname Identiﬁant de segment, non modiﬁé (espaces compris)
user Champ vide modiﬁable par l’utilisateur (valeur par défaut : 0)
properties Valeur numérique permettant d’enregister certaines propriétés des
atomes (chaîne principale, eau, ions...)
1
residue Numéro interne du résidu, unique pour chaque résidu 1
coords Les coordonnées atomiques (x, y, z)
Tableau I – Description des propriétés reconnues par la classe Structure. Notes : 1. Le champ est
automatiquement généré par PyCav à partir des autres données. 2. Ce champ est généré à partir du champ real*
correspondant.
La classe Structure permet également de déﬁnir des groupes structuraux tels que déﬁnis dans
le chapitre II. En plus des méthodes communes à l’ensemble des classes principales (voirs sections
suivantes), il est possible d’extraire la séquence (méthode sequence) ou de réaliser une carte de
densité éléctronique sur un modèle gaussien à partir de la structure (méthode to_volume).
La classe Trajectory. La classe Trajectory représente un ensemble de conformations (une tra-
jectoire) d’une structure moléculaire. Cette classe est composée d’une Structure pour contenir les
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propriétés atomiques de la structure, et un tableau de taille nconf × natomes × 3 contenant les
coordonnées de la structure pour chaque conformation. La classe Trajectory possède une méthode
pca permettant de calculer l’ACP de la trajectoire (voir chapitre III). Deux méthodes y sont as-
sociées : build_component permet de transcrire une composante principale en un objet Structure
et linear_stretch permet de construire un nouvel objet Trajectory représentant l’évolution de la
structure le long d’une composante principale.
Les classes Cavity et GridCavity. La classe Cavity représente une cavité de façon géométrique.
Il s’agit d’une classe abstraite qui doit être implémentée par des classes qui en héritent, comme
GridCavity. Ces classes doivent implémenter les méthodes volume et surface permettant de calculer
le volume (en Å3) et la surface (en Å2) de la cavité représentée.
La classe GridCavity implémente la classe Cavity et décrit les cavités d’une unique conforma-
tion à l’aide d’une grille en 3 dimensions. Il est possible d’enregistrer plusieurs champs de valeur
dans cette grille, accessibles via un nom de champ. Les champs beta et resid sont les plus cou-
rants ; ils correspondent respectivement à une valeur de champ scalaire (une probabilité de cavité
par exemple) et à une liste d’identiﬁants de cavités. La classe GridCavity implémente également
score_points, qui permet de récupérer les valeurs de la grille à chaque point d’une liste donnée en
entrée.
Les classes Cavities et GridCavities. Cette classe abstraite déﬁnit un squelette commun. Les
classes héritant de Cavities doivent ainsi implémenter les méthodes within, prenant en entrée
une liste de points et retournant la distance des cavités les plus proches, et la méthode split
permettant de diviser une cavité à l’aide d’une sonde dont le rayon est donné en entrée. Tout
comme pour Cavity, les classes implémentant Cavities doivent fournir des méthodes pour calculer
le volume (méthode volume) et la surface (méthode surface) des cavités pour chaque conformation.
L’implémentation GridCavities représente les trajectoires de cavité déﬁnies sur des grilles.
La grille entière n’est pas gardée en mémoire. Seuls les points apparaissant au moins une fois
durant la trajectoire sont eﬀectivement pris en compte. Un objet GridCavities comporte donc un
ensemble de coordonnées (attribut points) et une liste de taille nconf ×npoints associant un numéro
de cavité à chacun de ces points pour chaque conformation (0 lorsqu’il n’y a pas de cavité pour
la conformation courante). La classe GridCavities déﬁnit plusieurs méthodes supplémentaires :
— to_trajectory permet de traduire la trajectoire de cavités en une trajectoire spéciﬁquement
construite à des ﬁns de visualisation (VMD)
— mean calcule la cavité moyenne et retourne un objet GridCavity
— pca calcule l’ACP de la trajectoire des cavités
— build_component permet de transcrire une composante principale en un objet GridCavity
— linear_component permet de représenter l’évolution des cavités le long d’une composante
principale (produit un objet GridCavities)
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— project permet de projeter les cavités sur une composante principale ou un vecteur choisi
par l’utilisateur
La classe System. La classe System groupe un objet Trajectory et un objet Cavities aﬁn de
faire le lien entre une structure et ses cavités associées. Cette classe est principalement utilisée
pour réaliser le suivi des cavités décrit au chapitre II à l’aide de la méthode track. L’algorithme de
suivi s’appuie sur des classes permettant de réaliser l’étape de regroupement. Ces classes se situent
dans pycav.tracking_utils et dérivent de la classe TrackClustering. Actuellement, les algorithmes
implémentés par ces classes incluent :
— le regroupement hiérarchique (classe HierarchicalTrackClustering)
— le regroupement par densité (classe DBSCANTrackClustering)
— le regroupement spectral de graphe (classe SpectralGraphTrackClustering)
Il est également possible de réaliser l’étape de regroupement par un autre moyen et d’utiliser la
classe PresetTrackClustering pour réaliser le suivi à partir du résultat. Une fois le suivi des cavités
réalisé, il est possible d’utiliser la méthode follow_properties pour suivre certaines propriétés de
chaque cavités (hydrophobicité, conservation...).
1.1.2 Méthodes d’entrée/sortie
PyCav dispose d’un système d’entrée/sortie extensible et modulaire, basé sur des classes.
Deux classes sont les parents de l’ensemble des classes d’entrée et sortie. Ce sont les classes Reader
(permettant de lire des ﬁchiers) et Writer (permettant d’écrire dans des ﬁchiers). Il existe ensuite
deux types de classes héritant directement de Reader (resp. Writer) :
— Les classes de la forme [X]Reader (resp. [X]Writer) lisent (resp. écrivent) des données sous
format [X]
— Les classes de la forme Base[Y]Reader (resp. Base[Y]Writer) transforment les données pour
être lisible par la classe [Y] (resp. transforment les données issues de la classe [Y])
Une troisième "couche" de classes hérite de ces deux types de classes à la fois. Elles combinent
donc leurs capacités et permettent de lire des ﬁchiers au format [X] pour les rendre lisible par la
classe [Y]. Ces classes sont nommées [XY]Reader (resp. [XY]Writer).
Par exemple, en prenant [X] = PDB et [Y] = Trajectory, on peut former les classes suivantes :
— PDBReader permet de lire les ﬁchiers au format PDB
— BaseTrajectoryReader permet de formatter les données pour être lisible par la classe
Trajectory
— PDBTrajectoryReader hérite de PDBReader et BaseTrajectoryReader et permet donc de lire les
ﬁchiers au format PDB et de formatter les données pour être lisible par la classe Trajectory
Lorsque l’on appelle la commande Trajectory("myoglobine.pdb"), c’est donc la classe
PDBTrajectoryReader qui est utilisée en interne pour lire le ﬁchier myoglobine.pdb.
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A noter que les classes Reader et Writer s’appuient sur la classe Frames, permettant de réaliser
une sélection de conformations ﬂexible et uniformisée sur l’ensemble des classes d’entrée/sortie :
# lire toutes les conformations du fichier myoglobin.dcd
>>> Trajectory("myoglobin.dcd")
# lire les conformations 1, 3, 5, 7 et 11 du fichier myoglobin.dcd
# (la numerotation suit la convention de Python, qui commence a 0)
>>> Trajectory("myoglobin.dcd", frames=[1, 3, 5, 7, 11])
# lire les conformations impaires du fichier myoglobin.dcd jusqu’a la fin du fichier
# (par convention la premiere structure est de rang impair et de numero 0)
>>> Trajectory("myoglobin.dcd", step=2)
# lire les conformations paires du fichier myoglobin.dcd jusqu’a la conformation 10
>>> Trajectory("myoglobin.dcd", start=1, step=2, stop=10)
Pour écrire un objet dans un ﬁchier, il suﬃt d’utiliser la méthode write. Le format d’écriture
est automatiquement inféré à partir de l’extension du ﬁchier, mais il est possible de le spéciﬁer à
l’aide du mot clé format. Un dictionnaire permet de faire l’association entre une extension et la
classe de lecture/écriture à utiliser.
# ecrit la trajectoire dans le fichier myoglobin_new.dcd (format DCD CHARMM)
>>> traj.write("myoglobin_new.dcd")
# ecrit la trajectoire dans le fichier myoglobin_new au format PDB
>>> traj.write("myoglobin_new", format="pdb")
1.1.3 Extraction
Chacune des cinq classes principales (Structure, Trajectory, Cavity, Cavities et System)
possède une méthode extract permettant de créer un nouvel object contenant une sous-
partie de l’objet d’origine. extract prend en argument un string décrivant la sélection à
eﬀectuer. La syntaxe de cette sélection est inspirée de celle de VMD. Il est ainsi pos-
sible de combiner plusieurs propriétés à l’aide des mots clés and, or, not, same as ou
within. Cette méthode permet également d’extraire des conformations à l’aide de la
classe Frames pour les classes décrivant plusieurs conformations (Trajectory, Cavities
et System). Cela permet d’utiliser la même syntaxe que lors de la lecture d’un ﬁchier :
traj.extract(frames=[1, 2, 5])
La méthode extract de Structure permet de créer un nouvel objet Structure en sélectionnant
certains atomes à partir de leurs propriétés :
>>> structure = pycav.Structure("myoglobin.pdb")
>>> print structure
Structure(2534 atoms, 154 residues, grouping is ’atoms’)
>>> calphas1to12 = structure.extract("name CA and resid 1 to 12")
>>> print calphas1to12
Structure(12 atoms, 12 residues, grouping is ’atoms’)
La méthode extract de Trajectory utilise la même syntaxe (et rajoute la possibilié de sélec-
tionner des conformations comme vu précédemment).
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La méthode extract de GridCavity permet de séléctionner des zones géométriques dans l’espace
(plan, sphère, cube), ainsi que de réaliser des ﬁltres sur les valeurs d’un champ :
>>> cavity = pycav.GridCavity("myoglobin.ghe")
# selection des points de grille situes dans une sphere de rayon 5A
# situee aux coordonnes (1., 2., 3.).
>>> cavity_5A = cavity.extract("sphere 5. 1. 2. 3.")
# selection des points de grille situes 3A au dessus d’un plan
# de normale (1., 1., 1.) passant par l’origine.
>>> cavity_plane = cavity.extract("plane 3 over 1. 1. 1.")
# selection des points de grille dont la valeur pour le champ beta est positive
>>> cavity_betapos = cavity.extract("beta > 0.")
La méthode extract de GridCavities permet également de sélectionner des zones géométriques,
mais aussi des cavités entières (à partir de leur label ou du mot clé same) et leurs alentours (à
l’aide du mot clé within) :
>>> cavities = pycav.GridCavities("myoglobin.ghe")
# selection des cavites touchant une boite de taille 3x3x3
# commencant aux coordonnes (1., 2., 3.).
>>> cavities_touchbox = cavities.extract("same id as box 1. 2. 3. 3. 3. 3.")
Il est aussi possible de réaliser un ﬁltre sur le volume ou la surface :
# selection des cavites dont le volume est compris entre 100A3 et 400A3
>>> cavities_vol = cavities.extract("volume > 100 and volume < 400")
La méthode extract de System inclue les mêmes mots clés que pour les classes Trajectory et
GridCavities, mais inclue des mots clés permettant d’utiliser les trajectoires de structure et de
cavités en même temps :
>>> system = System(traj, cavities)
# selection des cavites situees a moins de 5A des residus 5 a 10
>>> system_extract = system.extract("cavids within 5 of resid 5 to 10")
1.2 Exemples d’utilisation
1.2.1 Commandes de base
Lecture d’une trajectoire et détection des cavités. La première étape dans l’analyse des
cavités est de créer un objet Trajectory a partir d’une structure (myoglobin.pdb) et d’une trajectoire
("myoglobin.dcd") :
>>> import pycav
>>> structure = pycav.Structure("myoglobin.pdb")
>>> trajectoire = pycav.Trajectory("myoglobin.dcd", structure=structure)




Structure(2534 atoms, 154 residues, grouping is ’atom’)
>>> print trajectoire
Trajectory(10 frames, 2534 atoms, 154 residues, grouping is ’atom’)
Il est également possible de lire les deux ﬁchiers en même temps avec Trajectory.
L’objet Structure correspondant est alors automatiquement créé, on peut y accéder par
trajectoire.structure :
>>> trajectoire = pycav.Trajectory("myoglobin.dcd", structure="myoglobin.pdb")
>>> print trajectoire.structure
Structure(2534 atoms, 154 residues, grouping is ’atom’)
On pourra remarquer que le groupe structural par défaut est l’atome (grouping is ’atom’). Il
peut être changé à l’aide de la commande set_group de l’objet Structure (il existe pour le moment
3 groupes structuraux : atoms, backbone-sidechain) et residues :
>>> trajectoire.structure.set_group(’residues’)
>>> print trajectoire.structure
Structure(2534 atoms, 154 residues, grouping is ’residues’)
La détection des cavités est réalisée à l’aide du paquet detection. Les fonctionnalités de ce
paquet ne peuvent être utilisées que si le module pymkgrid est installé. Ce module se trouve à
l’adresse suivante : http://TODO.org. Pour détecter les cavités d’une simple structure, on utilisera
la méthode from_structure :
>>> cavite = pycav.detection.from_structure(structure)
>>> print cavite
GridCavity(origin is at (-16., -10.5, -7.5), grid size is 0.5, size is 55x46x30, 1 field
(resid))
Pour détecter les cavités d’une trajectoire, on utilisera la méthode from_trajectory :
>>> cavites = pycav.detection.from_trajectory(trajectoire)
>>> print cavites
GridCavities(10 frames, 49510 grid points, grid size is 0.5)
Ecriture des objets dans des fichiers. Il est possible d’écrire les objets dans des ﬁchiers pour
pouvoir les relire plus tard. Cette fonction permet également de convertir les ﬁchiers d’un format
à un autre.
# sauvegarde de la structure au format .cor (coordonnees CHARMM) :
>>> structure.write("myoglobin.cor")
# sauvegarde de la cavite au format .mrc (format courant de densite electronique) :
>>> cavite.write("myoglobin.mrc")
Il n’existe pas pour le moment de format universel pour les trajectoire de cavités. Le format
utilisé par PyCav se base sur le format npz de NumPy :
# sauvegarde de la trajectoire de cavites au format .npz :
>>> cavites.write("myoglobin.npz")
# relecture des cavites :
>>> print pycav.GridCavities("myoglobin.npz")
GridCavities(10 frames, 49510 grid points, grid size is 0.5)
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Extraction Comme indiqué dans la section précédente, il est possible d’extraire des sous-parties
des objets créés à l’aide de la commande extract :
# extraction des Calphas situes a moins de 5A de l’heme
>>> structca = structure.extract("name CA within 5 of resname HEM")
>>> print structca
Structure(44 atoms, 44 residues, grouping is ’residues’)
# extraction de la cavite 5
# (notez que la taille de la grille ne change pas, mais que le contenu a ete modifie).
>>> cavite7 = cavite.extract("resid 7")
>>> print cavite7
GridCavity(origin is at (-16., -10.5, -7.5), grid size is 0.5, size is 55x46x30, 1 field
(resid))
Il est aussi possible d’extraire des conformations :
# extraction des conformations 1 et 2 + extraction des Calphas
>>> trajca = trajectoire.extract("name CA", stop=2)
>>> print trajca
Trajectory(2 frames, 153 atoms, 153 residues, grouping is ’residues’)
Volume et surface Le calcul du volume des cavités est réalisé à l’aide des méthodes volume
et surface pour GridCavity, et volumes et surfaces pour GridCavities Elles retournent des valeurs
uniques (en Å3 et Å2) pour GridCavity et un tableau de valeur (une pour chaque conformation)
pour GridCavities.
>>> print cavite.volume(), cavite.surface()
175.75 364.29205544622272
>>> print cavites.volumes()
array([ 796.875, 878.125, 773.75 , 773.75 , 642.125, 655.875, 608.75 , 574.5 , 615.75 ,
793.25 ])
Pour calculer le volume ou la surface d’une cavité en particulier, il est nécessaire d’extraire un
objet ne contenant que cette cavité, puis de calculer son volume :
>>> print cavite.extract("resid 7").volume()
31.25
1.2.2 Visualisation de trajectoires de cavités dans VMD
Le format npz utilisé par PyCav pour lire des trajectoires de cavités n’est lisible par aucun
logiciel de visualisation moléculaire. Il est donc nécessaire de passer par une représentation de tra-
jectoire structurale aﬁn d’écrire dans un format lisible par ces logiciels. La méthode to_trajectory
permet de créer un objet Trajectory intermédiaire permettant d’écrire les ﬁchiers au format PDB
et DCD nécessaires à la visualisation :
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# creation de l’objet Trajectory intermediaire
>>> visutraj = cavites.to_trajectory()
# ecriture du fichier structure
>>> visutraj.structure.write("myoglobin.cavities.pdb")
# ecriture du fichier trajectoire
>>> visutraj.write("myoglobin.cavities.dcd")
Aﬁn de visualiser cette trajectoire, nous utiliserons le logiciel VMD (Visual Molecular Dyna-
mics) qui permet nativement de visualiser des trajectoires de structure :
# ouverture de vmd en chargeant directement la structure
# et la trajectoire structurale de la myoglobine
vmd myoglobin.pdb myoglobin.dcd
Cela ouvre les fenêtres principales de VMD (fenêtre d’aﬃchage, fenêtre principale et éventuel-
lement représentations graphiques). Pour charger la trajectoire de cavités, il faut d’abord charger




Lire le !chier PDB de la trajectoire
des cavités dans une nouvelle molécule
Lire le !chier DCD de la trajectoire
des cavités dans la molécule créée
Pour plus de lisibilité,
représenter la structure
en «New Cartoon»
Une fois la trajectoire de cavités chargée, il est possible que la fenêtre d’aﬃchage de VMD
n’aﬃche plus rien. La raison est que VMD zoome automatiquement sur la structure venant d’être
chargée, or tous les points de grille du ﬁchier structure des cavités se trouvent au même endroit
(à l’origine du repère). Pour pouvoir voir les cavités, il faut donc :
1. changer de conformation courante (touche + avec le focus sur la fenêtre d’aﬃchage ou faire
glisser l’ascenceur horizontal de la fenêtre principale)
2. dézoomer (molette de la souris)
Pour bien visualiser les cavités, je recommande la représentation graphique QuickSurf (para-




avec les paramètres suivants :
Il est aussi possible d’utiliser la représentation VdW avec un paramètre Sphere Scale à 0.3 et
un Material assez diﬀusif (AOChalky par exemple).
Les cavités indiquées ici ne sont pas diﬀérenciées (elles ont toutes la même couleur), car le
suivi des cavités n’a pas encore été réalisé.
1.2.3 Suivi des cavités
Pour suivre les cavités (voir chapitre II), il faut créer un objet System associant une trajectoire
structurale (objet Trajectory) à sa trajectoire de cavités correspondante (objet GridCavity) :
# creation de l’objet System
>>> system = pycav.System(trajectoire, cavites)
>>> print system
System(10 frames, no footprint, not clustered)
Pour calculer les empreintes des cavités, on utilisera la méthode get_footprints (les paramètres
par défaut réalisent des empreintes de type contact-distance avec un seuil de 5A, voir chapitre II
section 2.3 pour les diﬀérentes formes d’empreintes) :
# calcul des empreintes
>>> system.get_footprints()
Il est alors possible de réaliser la partition de ces empreintes à l’aide de la méthode
cluster_footprints. Par défaut, cette méthode réalise une partition spectrale d’un graphe de
contact à partir d’une distance cosinus (voir chapitre II section 2.4.1). Le nombre de cavités
est automatiquement déterminé par cette méthode. Cette étape de partition permet de déﬁnir
la fonction de passage des cavités instantanées aux cavités transverses, nécessaire pour l’étape
d’assignement.
# partition des empreintes
>>> system.cluster_footprints()
La dernière étape consiste donc à assigner l’identiﬁant de cavité transverse de chaque empreinte
aux cavités correspondantes à l’aide de la méthode set_cavities_clustering.
# affectation des cavites
>>> system.set_cavities_clustering()
152
On peut enﬁn écrire les cavités dans les ﬁchiers PDB et DCD comme dans la sous-section
précédente :
# creation de l’objet Trajectory intermediaire
>>> visutraj_suivi = cavites.to_trajectory()
# ecriture du fichier structure
>>> visutraj_suivi.structure.write("myoglobin.cavities.suivies.pdb")
# ecriture du fichier trajectoire
>>> visutraj_suivi.write("myoglobin.cavities.suivies.dcd")
Le chargement de la trajectoire des cavités se fait de la même façon que précédemment. Pour
visualiser l’identiﬁant des cavités par une couleur, il faut sélectionner la méthode de coloration
ResID :
Changer la méthode de
colorisation à «ResID» pour
visualiser les diérentes
cavités
Pour supprimer le ‘blob’ situé à
l’origine du repère, changer la
sélection et activer la mise à jour
automatique de la sélection
Les paramètres par défaut de set_cavities_clustering ne permettent pas de réaliser la détec-
tion des cavités fusionnées et leur division. Pour l’activer, il faut spéciﬁer le mot clé split_outliers.
# affectation des cavites + detection et division des cavites fusionnees
>>> system.set_cavities_clustering(split_outliers=True)
Attention : la division des cavités fusionnées entraîne une modiﬁcation de l’objet GridCavities
associé à l’objet System. Cette étape est donc irreversible et il faut donc relire ou recalculer les
cavités pour retrouver l’objet de départ.
1.2.4 Cavité moyenne et analyse en composantes principales des cavités
La méthode mean de la classe GridCavities retourne un objet GridCavity représentant la "cavité
moyenne", c’est-à-dire l’occupation moyenne de chaque point de grille au cours de la trajectoire :
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# calcul de la cavite moyenne :
>>> cavmoyenne = cavites.mean()
# ecriture de la cavite moyenne en fichier .map (lisible par VMD) et .mrc (lisible par Chimera) :
>>> cavmoyenne.write("myoglobin.cavmoyenne.map")
>>> cavmoyenne.write("myoglobin.cavmoyenne.mrc")
Le ﬁchier .map est lisible par VMD, qui permet de visualiser des isosurfaces à l’aide de la
représentation Isosurface :
La valeur de coupure de
l’isosurface peut être modiée
ici
La méthode pca de la classe GridCavities permet de réaliser une ACP sur les cavités. Elle
retourne trois tableaux :
— un tableau de taille ncomp contenant les valeurs propres de l’ACP, correspondant à la variance
des cavités le long de chaque composante (ncomp = min(npoints , s)− 1)
— un tableau de taille ncomp × npoints contenant les vecteurs propres de l’ACP dans l’espace
des points de grilles
— un tableau de taille ncomp × s contenant les vecteurs propres de l’ACP dans l’espace des pas
de temps
# ACP sur les cavites :
>>> cavites.pca()
Une fois la méthode pca appelée, ces tableaux sont accessibles par les attributs variances,
components_points et components_step de l’objet GridCavities.
La méthode build_component permet de créer un objet GridCavity représentant la composante
principale choisie dans l’espace des cavités :
# representation de la premiere composante principale :
>>> composante1 = cavites.build_component(0)
# ecriture de la composante
>>> composante1.write("myoglobin.composante1.map")
>>> composante1.write("myoglobin.composante1.mrc")
Les composantes principales de cavités sont constituées de zones positives et négatives. Le
signe n’a pas d’interprétation physique mais des zones de signes identiques (resp. diﬀérents) sont
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corrélés (resp. anticorrélés). Pour pouvoir visualiser les zones des deux signes simultanément dans
VMD, il est nécessaire de créer deux représentations Isosurface avec des isovaleurs diﬀérentes :
représentation cavité moyenne
repr. composante isov. négative
repr. composante isov. positive
Chimera propose des options de visualisation de données volumétriques bien plus poussées
que VMD, permettant une visualisation en "nuage" plus représentative de la distribution qu’une
isosurface. On peut lancer Chimera en spéciﬁant directement le ﬁchier de structure et les ﬁchiers
volumétriques (au format .mrc) :
# ouverture de chimera en chargeant directement la structure
# et les donnees volumetriques :
chimera myoglobin.pdb myoglobin.cavmoyenne.mrc myoglobin.composante1.mrc
représentation cavité moyenne
repr. composante valeurs négatives
repr. composante valeurs positives
1.3 Perspectives
A court terme, le développement de PyCav se dirigera vers l’implémentation des classes
SphereCavity et SphereCavities représentant des cavités sous formes de sphères. L’implémentation
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d’autres formats de structure (psf, parm7), de trajectoire (amber, gromacs) et de cavités (notam-
ment basés sur des sphères comme DOCK ou fpocket) est également envisagée. Un changement
d’implémentation de l’algorithme de division des cavités fusionnées est également nécessaire pour
éviter de modiﬁer l’objet GridCavities initial. A moyen terme, il pourrait être très fructueux de
développer un module pour VMD ou Chimera pour faciliter l’utilisation du module et permettre
une visualisation des cavités plus facile et rapide. A plus long terme, il est possible d’envisager
le développement d’un moteur graphique permettant de représenter eﬃcacement la structure et
les cavités sans avoir à passer par un logiciel externe. Cela permettrait également d’utiliser au
maximum les possibilités de la classe System, notamment la sélection conjointe des structures et
des cavités.
2 Paramètres de simulation des dynamiques
moléculaires
Trois trajectoires de 120 ns de la myoglobine et du lysozyme ont été calculées en prenant
des graines aléatoires diﬀérentes. Les conformations ont été calculées à l’aide du programme
NAMD[97] avec le champ de force CHARMM22 et sauvegardées toutes les 10 ps.
Pour le lysozyme (entrée PDB : 2LYZ), la protéine a été solvatée dans une boîte de 70.4×52.3×
49.0 Å contenant 5192 molécules d’eau de type TIP3P, en plus des 101 molécules d’eau provenant
de la structure cristallographique. Les charges positives de la protéine ont été neutralisées à l’aide
de 8 ions chlorures. Les atomes de haute énergie (> 10 kcal/mol) ont été minimisés par 100
étapes de descente de gradient. Le solvant a ensuite été chauﬀé à 300K et équilibré à l’aide d’une
dynamique de Langevin (constante de couplage de 100 ps−1) de 10 ps, en maintenant les atomes de
la protéine ﬁxés. Le système a été équilibré à 310K par une dynamique de Langevin (couplage à
0.1 ps−1). L’algorithme de Particle Mesh Ewald (PME) a été utilisé lors de cette équilibration pour
calculer les forces électrostatiques à longue distance, en utilisant une distance seuil de 12A. Le
pas de temps choisi est de 1 fs. Les liaisons impliquant des atomes d’hydrogène ont été contraintes
à l’aide de l’algorithme SHAKE[91]. Les trois simulations de production ont été réalisées avec les
mêmes paramètres que pour l’équilibration.
Pour les trajectoires de la myoglobine, le ﬁchier de test “mbco4958” de CHARMM a été utilisé.
Ce ﬁchier comporte la myoglobine présolvatée dans une boîte cubique de 55.5A de côté contenant
4958 molécules d’eau, ainsi qu’une molécule de monoxyde de carbone (CO) localisée dans la poche
distale au dessus de l’hème. L’histidine proximale 93 est liée au fer de l’hème tandis que la molécule
de CO est laissée libre. L’équilibration de 1 ns ainsi que les trois simulations de 120 ns ont été
produites à l’aide du même protocole que pour les simulations du lysozyme décrites ci-dessus.
J’ai également produit une trajectoire de 10 ns de la protéine d’enveloppe du virus de la dengue
(entrée PDB : 1OKE). Le système est solvaté dans une boîte de 180 × 90× 85 contenant 39 852
molécules d’eau. Le système a été équilibré et simulé de la même façon que pour le lysozyme, à
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l’exception de la température (300K) et de la constante de couplage de Langevin (1 ps−1).
Les deux trajectoires de 10 ns de la subtilisine 1 de P. vivax (entrée PDB : 4TR2) ont été
calculées à l’aide du programme NAMD[97]. Le système a été solvaté dans une boîte périodique
de 75× 65× 62 Å contenant 8129 molécules d’eau ainsi qu’un ion sodium. Les paramètres utilisés
pour l’équilibration et la production de cette trajectoire sont identiques à ceux utilisés pour le
lysozyme et la myoglobine.
Une trajectoire de 200 ns a été calculée pour la proteine ABL1 à partir de la structure prove-
nant de la DUD-E[67] avec une version GPU de CHARMM[96], en utilisant la decomposition en
domaine (DOMDEC). Le système a été solvaté dans une boîte périodique de taille 76 × 62 × 52
Å contenant 6385 molécules d’eau, 18 ions chlorures et 27 ions sodiums. Les paramètres, champ
de force et protocoles de conditionnement sont similaires à ceux des simulations précédentes, en
utilisant cependant un pas d’integration de 2 fs, et une température de 298K. Les structures ont
été sauvegardées toutes les 20 ps (10 000 structures).
Enﬁn, j’ai réutilisé les 10 dernières nanosecondes d’une trajectoire de 15 ns du complexe EF-
calmoduline lié à deux calciums déjà produite pour une publication antérieure[112].
Pour réaliser les analyses, les molécules d’eau, les ions et autres ligands éventuels (exceptés le
CO et l’hème pour la myoglobine) ont été retirés de l’ensemble des trajectoires, et celles-ci ont été
alignées par la méthode des moindres carrés sur les atomes lourds de la structure cristallographique
(excepté le CO pour la myoglobine). La molécule de CO a été retirée lors du calcul des cavités de
la myoglobine.
3 Algorithmes de partitionnement utilisés pen-
dant la thèse
Plusieurs algorithmes de partitionnement ont été utilisés pendant cette thèse, notamment pour
le partitionnement des empreintes de cavités au chapitre II, la déﬁnition de cavités consensus et
des sites de liaison du CO dans la myoglobine au chapitre III, et enﬁn pour le partitionnement
de la ZINC au chapitre IV. La haute dimensionnalité des espaces considérés ainsi que le très
grand nombre de points à classer ont nécessité la recherche d’algorithmes pertinents en terme
de résultats, d’empreinte mémoire et de temps de calcul. Les principes de ces algorithmes sont
présentés ici. Dans cette section, on notera D la matrice des n descripteurs (également appelés
"points") de dimension d. Le but, en règle général, sera de déterminer une partition de l’espace en
k groupes, selon diﬀérents critères, k pouvant être choisi par l’utilisateur ou déterminé de façon
automatique en fonction des données.
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3.1 Algorithme des k-moyennes et k-médoïdes
L’algorithme des k -moyennes est largement utilisé dans de multiples domaines faisant inter-
venir un besoin de classiﬁcation. Cet algorithme a l’avantage d’être très performant en terme de
vitesse de calcul. Le principe de l’algorithme est d’avancer itérativement vers une partition de
l’espace en k groupes pour lesquels l’inertie intracluster est minimale. Il s’agit d’un algorithme
"glouton" qui trouve un minimum local, n’ayant aucune garantie d’être le minimnum global.
En règle général, l’algorithme démarre en choisissant k points aléatoires parmi les n possibles
pour déﬁnir le centre des k partitions. L’algorithme des k-moyennes consiste alors à réaliser
itérativement les étapes suivantes :
1. Chacun des n points est placé dans la partition dont le centre lui est le plus proche.
2. La position des centres des k partitions est calculée (centre géométrique)
La convergence est atteinte quand les partitions n’ont pas changé entre deux itérations de l’algo-
rithme (ﬁgure VI.1).
Figure VI.1 – Résultat d’un partitionnement des k-moyennes (k = 4) d’un ensemble de points en
deux dimensions. Les centres géométriques de chaque partition sont indiqués par un losange violet. Les cellules
de Voronoi de chaque partition sont indiquées par le fond coloré.
Une fois les k centres initiaux déterminés, l’algorithme converge relativement rapidement.
L’algorithme des k-moyennes est malheureusement très sensible à la sélection initiale, et il est
donc nécessaire de lancer l’algorithme un grand nombre de fois en faisant varier cette sélection
initiale et en gardant la solution dont l’inertie est la plus faible.
L’algorithme des k-moyennes est simple d’implémentation et extrêmement rapide d’exécution.
Il est adapté à la partition rapide de données massives en grandes dimensions. Sa variante des
k-médoïdes est idéale pour déterminer k éléments consensus dans un groupe. Malheureusement,
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la solution trouvée par les k-moyennes n’est jamais garantie d’être un minimum global. Le parti-
tionnement eﬀectué est également purement géométrique (cellules de Voronoi) et ne prend donc
pas du tout en compte la topologie des données d’entrées.
Variante des k-médoïdes. Une variante de l’algorithme des k-moyennes permet de s’aﬀranchir
de l’utilisation de la distance euclidienne. Pour cela, au lieu de calculer un centroïde lors de l’étape
2, c’est le médoïde de la partition (l’élément le plus proche des autres éléments en moyenne) qui
est sélectionné.
3.2 Regroupement hiérarchique
Les algorithmes de regroupement hiérarchique sont une famille d’algorithmes regroupant des
classes d’éléments deux par deux de façon itérative pour former un arbre hiérarchique. L’algo-
rithme démarre en déﬁnissant une classe diﬀérente pour chacun des éléments du jeu d’entrée, et
la fusion de deux classes forme une nouvelle classe utilisable à l’itération suivante (ﬁgure VI.2.a).
Les étapes de groupement peuvent donc se poursuivre jusqu’à atteindre une classe unique conte-
nant tous les éléments. Le nombre de classe diminuant de 1 à chaque étape, l’algorithme prend n
itérations avant d’atteindre la classe unique globale. Pour obtenir une classiﬁcation en k classes,







Figure VI.2 – Partitionnement hiérarchique d’un ensemble de points en deux dimensions. a. Etape
de groupement de deux classes. Les classes bleu, rouge et verte obtenues à l’itération précédente sont comparées.
La paire de classes dont la distance est minimale est la paire rouge-vert, ces deux classes sont donc fusionnées pour
former la classe cyan. b. Arbre du partitionnement hiérarchique. Les classes sont fusionnées deux à deux jusqu’à
atteindre la classe unique (en noir, en haut de l’arbre). La découpe de l’arbre (pointillés gris) permet de déﬁnir la
partition voulue (ici : bleu, rouge et vert).
Le choix des deux classes à fusionner se fait sur un critère de distance (ou dissimilarité) :
à chaque itération, l’algorithme sélectionne les deux classes les plus proches l’une de l’autre.
L’utilisateur peut choisir n’importe quelle mesure de distance entre les éléments. Il existe toutefois
cinq méthodes principales permettant de combiner ces distances pour comparer deux classes A et
B :
1. la liaison simple ou minimale considère la distance minimale entre les éléments des deux
classes : d(A,B) = mina∈A,b∈B d(a, b)
2. la liaison complète ou maximale considère la distance maximale entre les éléments des deux
classes : d(A,B) = maxa∈A,b∈B d(a, b)
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3. la liaison moyenne ou UPGMA (Unweighted Pair Group Method with Arithmetic






b∈B d(a, b) (avec |A| le cardinal de A)
4. la liaison par centroïdes ou UPGMC (Unweighted Pair Group Method with Centroids)
considère la distance entre les centroïdes cA et cB des deux classes : d(A,B) = ‖cA − cB‖
(uniquement pour la distance euclidienne)
5. la liaison de Ward maximise l’inertie entre deux classes : d(A,B) = |A||B||A|+|B|‖cA − cB‖2
(uniquement pour la distance euclidienne)
Le partitionnement est réalisé en "coupant" l’arbre ainsi créé (ﬁgure VI.2.b). Le nombre de
branches au niveau de la coupe correspond ainsi au nombre de partitions. Il existe deux façons de
réaliser la coupe : en sélectionnant le nombre de partitions désirées, ou en sélectionnant un niveau
de similarité minimal au sein des clusters et en réalisant la coupe à ce niveau.
3.3 Cartes auto-organisatrices (SOM) et SOM émergeantes
3.3.1 Principe général et algorithme d’entraînement
Les cartes auto-organisatrices ont été développées par Kohonen[236]. Le principe est de dé-
former un maillage de basse dimension (la carte) aﬁn de la faire correspondre à la topologie des
données d’entrée. Les vecteurs sont regroupés par proximité : deux vecteurs similaires sont asso-
ciés à des zones de la carte proche. Les cartes auto-organisatrices sont souvent en deux ou trois
dimensions pour pouvoir visualiser facilement cette topologie.
La matrice des descripteurs D est formée de l’ensemble des n vecteurs d’entrée de taille d :
v1, ..., vn. On déﬁnit la carte 2D C de dimension X × Y × d. C est un tenseur de dimension
3, mais il s’agit bien d’un maillage 2D de dimension X × Y composé de vecteurs de dimension
d appelés neurones. Les neurones sont initialisés aléatoirement mais sont compris dans l’hyper-
boîte englobante de D parallèle aux axes. L’algorithme se déroule alors comme suit pendant T
itérations :
1. un vecteur vσ(t) est choisi aléatoirement parmi les n vecteurs d’entrée
2. le neurone le plus proche de vσ(t) est déterminé (on l’appelle le BMU, pour Best Matching
Unit). On suppose ici que le BMU est situé à la position (x, y) de la carte.
3. la carte est modiﬁée autour du BMU pour ressembler à vσ(t). Cette modiﬁcation est modulée
par une gaussienne centrée en (x, y) :
Ct+1ij = C
t












où t est l’itération courante, et αt et βt sont des paramètres d’apprentissage fonction de t
(en général des exponentielles décroissantes). A noter qu’il existe une variante dans laquelle
la carte est périodique (torique) : le neurone (1, 1) est alors voisin des neurones (X, 1) et
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(1, Y ). Il suﬃt pour cela de modiﬁer la gaussienne à l’aide de modulos pour prendre en
compte cette pérodicité.
Aﬁn de visualiser la topologie de la carte, on peut calculer sa U-matrix U , matrice de taille








où Vij est la liste des neurones voisins de (i, j) et d(a, b) la mesure de distance entre a et b.
a. b. c.
Figure VI.3 – Partitionnement de la U-matrix d’un ensemble d’empreintes de cavités (myoglobine, 100
conformations). a. U-matrix torique déployée par remplissage. Le dégradé de couleur va du bleu (valeur de U-matrix
faible, neurones très proches) au rouge (valeur de U-matrix élevée, neurones très distants). b. Partitionnement
hiérarchique de la U-matrix. Chaque neurone est colorié par la valeur du bassin le plus bas. Les feuilles (bassins
contenant un minimum local) sont numérotées de 0 à 18. Les couleurs du dégradé au delà de 18 correspondent aux
bassins fusionnés. c. Dendrogramme correspondant au partitionnement. Les numéros des feuilles sont indiqués à
l’emplacement du niveau du minimum de leur bassin. La couleur des numéros des feuilles et des branches de l’arbre
correspond aux couleurs de la carte b.
3.3.2 Partitionnement
Dans l’article original de Kohonen, chaque neurone déﬁnit une partition et les vecteurs d’en-
trée sont associés à la partition du neurone le plus proche. Lorsque la taille de la carte est
suﬃsament grande (de l’ordre de plusieurs milliers de neurones), des régions peuvent apparaître
sur la U-matrix (voir carte page 115). On parle alors de SOMs émergents. Ces zones peuvent être
partitionnées à l’aide notamment d’algorithmes de traitement d’images (waterflooding) ou de la
théorie de Morse.
J’ai ainsi déterminé un algorithme permettant de réaliser le partitionnement hiérarchique d’une
carte auto-organisatrice basé sur le principe de waterflooding. L’algorithme consiste à faire monter
progressivement un niveau d’"eau" λ de la valeur minimale de la carte à sa valeur maximale. A
chaque étape, les bassins déﬁnis par les zones "immergées" et connexes de la carte déﬁnissent des
partitions. Lorsqu’un nouveau minimum local est immergé pour la première fois, il déﬁnit une
nouvelle partition. Lorsque deux bassins se rejoignent au niveau λ, ils sont fusionnés et déﬁnissent
une nouvelle partition. On garde alors en mémoire cet événement de fusion : le nouveau numéro
commun aux deux partitions, les numéros des partitions fusionnées et le niveau λ à partir duquel
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les partitions sont fusionnées sont sauvegardés. L’ensemble des états de la carte est également
gardé en mémoire. Tous les bassins ont fusionné lorsque le niveau a atteint la valeur maximale
de la U-matrix (ﬁgure VI.3.b). Il est alors possible de reconstruire un arbre hiérarchique des
événements de fusion en fonction du niveau d’eau (ﬁgure VI.3.c). Un neurone appartient alors à
la partition correspondant au premier bassin dont il a fait partie (ﬁgure VI.3.b).
3.4 Partitionnement basé sur la densité spatiale (DBSCAN)
Le partitionnement basé sur la densité spatiale (DBSCAN) a été développé par Ester et al en
1996[237]. Comme son nom l’indique, cet algorithme tente de faire émerger des partitions basées
sur la densité de points dans l’espace. Cette densité est évaluée à l’aide d’un critère de distance ε
permettant de déﬁnir un graphe de contacts (ﬁgure VI.4.1). DBSCAN déﬁnit ensuite l’ensemble
de règles suivant :
— un point p est un point de cœur s’il est connecté à au moins minPts points (ﬁgure VI.4.2).
Les points pi connectés au point de cœur p sont dit directement joignables par p.
— un point q est joignable par un point de cœur p s’il existe une chaîne de points de cœurs
p1, ..., pn telle que p1 soit directement joignable par p, q soit directement joignable par pn
et pi+1 soit directement joignable par pi.
— un point de cœur p et l’ensemble des points qui lui sont joignables font partie de la même
partition (ﬁgure VI.4.3).
— un point b qui n’est joignable par aucun autre point est considéré comme un point de "bruit"
et ne fait partie d’aucune partition.
L’ensemble de ces règles permet de déﬁnir les diﬀérentes partitions (ﬁgure VI.4.4).
3.5 Partitionnement spectral de graphe
Le partitionnement spectral de graphe est une méthode de partitionnement apparue dans les
années 70 et popularisée au cours des années 90[238, 239, 240]. Dans mon implémentation, je
calcule les distances dij entre chaque paire de points i, j. Je déﬁnis ensuite un graphe G dont la
matrice d’adjacence A est déﬁnie pour chaque paire de point i, j par :
Aij = max(0, dseuil − dij)/dseuil
La matrice de probabilité des transitions entre chaque sommet du graphe est déﬁnie par P =
D−1A, où D est une matrice diagonale d’éléments diagonaux Dii =
∑
j Aij . Cette matrice est
ensuite diagonalisée : ∆ = TPT−1. Les vecteurs propres T pos de valeurs propres non nulles sont
triés par ordre décroissant de valeur propre. Ils déﬁnissent une partition du graphe telle que la
fréquence de transition d’une partie du graphe au reste du graphe est minimale. Pour déﬁnir à
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Figure VI.4 – Partitionnement basé sur la densité spatiale. 1. Déﬁnition du graphe de contact à partir
de la distance ε. Deux points reliés par un trait rouge sont en contact. 2. Les points de cœur sont déﬁnis comme les
points en contact avec au moins minPts autres points (gros points). Les points de cœur en contact les uns avec les
autres font partie de la même partition. 3. Les points directement en contact avec un ou plusieurs points de cœur
font partie de la même partition que les points de cœur correspondant. 4. La partition de l’ensemble des points
inclue les diﬀérentes partitions déterminées par les points de cœur (bleu, vert) et une partition "bruit" (gris).
P x = D−1Ax. Le numéro du vecteur propre dont la valeur absolue de la projection sur P x est






Figure VI.5 – Partitionnement spectral de graphe d’un ensemble d’empreintes de cavités (myoglobine,
100 conformations). Les coordonnées des points correspondent à la projection des empreintes en deux dimensions
réalisée à l’aide de l’ACP. Les arêtes du graphe ne sont indiquées que pour les valeurs de A supérieure à 0.5. Leur
couleur en niveau de gris correspond à la valeur de A pour cette arête. a. Premier vecteur propre du graphe. La
couleur des points correspond à la valeur de ce point dans le premier vecteur propre dans une échelle allant du
bleu au rouge. b. Résultat du partitionnement. La couleur de chaque points correspond au numéro de la partition
à laquelle il appartient. Les cycle des couleurs pouvant se répéter, il est possible que deux partitions aient la même
couleur. L’encadré en bas à droite correspond à un zoom de la partie entourée, représentée sans les arêtes.
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4 Matériel, méthodes et figures supplémen-
taires pour le chapitre III
4.1 Correspondance des vecteurs et valeurs propres des espaces
des descripteurs et des pas de temps
Soit M la matrice des descripteurs centrés (M = D−C,M est de taille n×s). On peut déﬁnir
les deux matrices de corrélation suivantes : Vstep = 1/s ·MTM et Vdesc = 1/s ·MMT Soit vj un
vecteur propre de Vstep de valeur propre λj. On peut donc écrire :
Vstep · vj = λjvj
MT ·M · vj = sλjvj
M · (MT ·M) · vj = sλj ·M · vj
(M ·MT ) · (M · vj) = sλj · (M · vj)
Vdesc · (M · vj) = λj · (M · vj)
D’où on peut conclure que M · vj est colinéaire à un vecteur propre de Vdesc , que l’on appellera
Nj. Nj étant normé, on a Nj =
M ·vj
‖M ·vj‖
, et donc :
‖M · vj‖ = ((M · vj)T · (M · vj))1/2
= (vTj · (MT ·M · vj))1/2
= (sλj · vTj · vj)1/2
= (sλj)
1/2
D’où Nj = (sλj)−1/2 ·M · vj .
4.2 Interprétation des valeurs de projection sur des composantes
principales
La dimension des valeurs de projection est composite : elle contient des valeurs positives et
négatives, il est donc impossible de donner un "volume déplacé" équivalent. Il est toutefois possible
de comparer ces valeurs à celles d’un vecteur normalisé de déplacement uniforme. Un vecteur dont
toutes les valeurs (des points de grilles) vaut 1 correspond à un déplacement de ncav points de
grilles. La norme de ce vecteur est (ncav )1/2, le vecteur normalisé correspondant comprend donc
ncav points de grilles ayant tous la valeur 1
(ncav )1/2
. Le déplacement total de ce vecteur normalisé
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est donc de (ncav )1/2 points de grilles, soit un volume de vn = (ncav )1/2 × Vvoxel en Å3. Ici, nous
avons Vvoxel = 0.125 Å3 et ncav = 22, 880, le volume de déplacement par "unité de projection"
est donc de vn ≈ 18.9 Å3.
4.3 Projection des cavités moyennes de sites de liaison sur les
composantes principales de cavités
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Figure VI.6 – Projection des cavités moyennes par site de liaison sur les composantes principales
de cavités. L’abscisse du graphe principal est linéaire, celui du graphe inclu est logarithmique. La projection de la
cavité moyenne de la poche distale (DP) est représentée en bleu, Xe1 en jaune, Xe2 en vert, Xe3 en rouge et Xe4
en cyan. La racine de la moyenne des carrés (RMS) des projections des cavités sur chaque composante principale
est indiquée en gris.
4.4 Définition des cavités de transfert aléatoires
Je déﬁnis CO(c) comme la fonction qui donne le site de liaison i du CO pour la conformation
c. La probabilité pi que le CO soit lié au site i est donc pi = 1/n
∑
c δCO(c),i, avec n le nombre de
conformations de la trajectoire et δ la fonction identité (δi,j = 1 si i = j, 0 sinon). Je déﬁnis ainsi
la fréquence de transfert entre deux sites i et j, fi→j, comme suit :
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Ces fréquences de transfert sont ensuites utilisées pour simuler des processus aléatoires, débu-
tant sur un site i0 avec une probabilité pi0 et ayant une probabilité de passer d’un site i à un site
j égal à fi→j. Au total, 200 processus aléatoires sont générés, tous de taille égale à la trajectoire
concaténée de la myoglobine liée au CO. Ces processus aléatoires sont utilisés pour générer des
cavités de transfert aléatoires mais obéissant aux fréquences de transfert du CO déterminés par
la trajectoire initiale. Elles déﬁnissent une hypothèse nulle, à savoir que si les valeurs obtenues
avec les cavités de transfert issues de la véritable trajectoire sont sensiblement diﬀérentes de celles
obtenues avec les cavités de transfert aléatoires, on sait que le véritable transfert du CO d’un site
à un autre a une inﬂuence notable sur les cavités internes de la myoglobine.
5 Matériel, méthodes et figures supplémen-
taires pour le chapitre IV
5.1 Dengue : Paramètres de simulation de la dynamique du di-
mère de la protéine d’enveloppe
La structure cristallographique du dimère (PDB : 1OKE) est utilisée comme structure initiale.
Le système est solvaté dans une boîte d’eau de dimension 180 × 90 × 80. Des ions Na+ et Cl−
sont rajoutés pour neutraliser le système et obtenir une concentration en sel de 150 mM. La
protonation des histidines est ajustée à l’aide du logiciel Reduce[241] pour un pH de 7, et vériﬁée
graphiquement. Le système est minimisé une première fois par descente de gradient en ﬁxant la
position des atomes de la protéine. Le champ de force CHARMM22 est utilisé, en utilisant un
cutoﬀ à 12 Å et une fonction de switch de 8 à 12 Å. Le système est simulé à 300K à l’aide d’une
dynamique de Langevin de coeﬃcient 1 ps−1 et un pas de temps de 1 fs. Une première dynamique
d’équilibration de 10000 pas (10 ps) est produite, avant de réaliser la dynamique de production
de 1 millions de pas (1 ns). Les structures ont été sauvegardées tous les 100 pas (10000 structures
au ﬁnal).
5.2 GLIC : Valeurs des critères de sélection des composés
Les valeurs des critères d’énergie utilisés pour la sélection des représentants sont indiqués pour
chaque cavité et chaque logiciel de docking dans le tableau II. Pour être sélectionné, un composé
doit satisfaire au moins l’un de ces trois points :
— avoir une énergie FlexX inférieure à la valeur donnée dans la deuxième colonne
— avoir une énergie DOCK (MMGBSA) inférieure à la valeur donnée dans la troisième colonne
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— dans le cadre du deuxième criblage, avoir une énergie FlexX inférieure à la valeur donnée
dans la quatrième colonne ET une énergie DOCK inférieure à la valeur donnée dans la
cinquième colonne
En plus de ces points, la pose du composé doit avoir un taux d’enfouissement e plus élevé que les
valeurs données dans la dernière colonne.
Premier criblage Deuxième criblage
Composé commun
Cavité FlexX DOCK e FlexX DOCK FlexX DOCK e
Enfouie -15 -26 0.8 -15 -26 -8 -18 0.8
Sous PHE37 -10 -18 0.6 -10 -18 -3 -16 0.7
Au dessus de PHE37 -10 -22 0.7 -10 -22 -3 -18 0.7
Sur le côté 5 -8 0.4 5 -8 0 -3 0.5
Tableau II – Valeurs des critères d’énergie (kcal/mol) et de taux d’enfouissement e utilisés pour la
sélection des composés représentants (colonnes 2-4) et des composés finaux (colonnes 5-9).
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5.3 GLIC : Composés d’effet faible ou nul sur la fonction de GLIC
Figure VI.7 – Composés testés ayant un faible effet sur la fonction de GLIC.
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Figure VI.8 – Composés testés n’ayant pas d’effet sur la fonction de GLIC.
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5.4 GLIC : Analogues séléctionnés lors de la deuxième séléction
A B C D
Figure VI.9 – Composés séléctionnés lors de la deuxième étape de séléction des composés (ana-
loging). Les classes de chacune des molécules (A, B, C, D) correspondent à l’identiﬁant de la molécule analogue
d’origine (voir chapitre IV, section 3.8)
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