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あらまし 近年，時々刻々と配信されるストリームデータが実世界に増大し，このようなデータに対する問合せ処理
の実現が重要視されている．そして，それらの処理要求を実現する分散ストリーム処理環境に関する研究がこれまで
行われてきた．分散ストリーム処理環境の構築は，ストリーム処理において性能向上や負荷分散，地理的に離れた情
報源の統合利用などを実現する上で重要な基盤技術である．近年の研究では，分散した計算資源の効率利用に向けた
問合せ最適化が注目されてきたが，問合せの単一障害点回避については考慮されてこなかった．そこで本稿では，こ
のような分散ストリーム処理環境に対し，我々の先行研究である高信頼化手法 Semi-Active Standby方式を応用した
分散問合せ最適化方式を提案する．提案方式は，各問合せの単一障害点回避を考慮した分散問合せ最適化を行う．本
稿では，提案方式の詳細と，評価実験結果について述べる．
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1. ま え が き
近年，各種センサデバイスや映像データ，株価情報などに代
表される，時々刻々とデータを配信するストリーム型情報源が
増大し，それらに対する継続的な問合せ処理要求が高まってい
る．ストリームデータに対する典型的な問合せ処理要求の例と
して，センサデバイスが配信するデータのフィルタリングや，
GPSの示す位置情報とネットワークカメラから配信される映像
データの統合利用などが挙げられる．そして，このような問合
せ処理要求を実現するための基盤システムとして，ストリーム
処理エンジン (SPE) [1, 8]が研究開発されている．SPEでは，
利用者が問合せ処理要求を登録すると，内部で処理木と呼ばれ
る処理プランを生成する．そして，情報源からデータが到着す
る度に処理プランを計算機のメモリ上で即時実行し，その処理
結果を利用者に配信する．
SPE では，地理的に離れた場所に設置された情報源を扱う
際や，負荷分散を行う際に，ネットワーク上に分散した複数の
計算資源上で動作する分散ストリーム処理環境 [2, 4]を構築す
る．分散ストリーム処理環境では，複数の SPEが互いに連携
し，情報源から利用者までストリームデータを中継することで
処理を実現する．このような分散ストリーム処理環境では，複
数の SPEがネットワークを介してデータのやり取りをするた
め，どの処理をどの計算機に割当てるかに依存して問合せ処理
の性能が変化することになる．ゆえに，分散ストリーム処理環
境における問合せ最適化の研究 [9, 11]は重要な研究テーマの一
つとなっている．
また一方で，SPE はメモリ上で処理を実行するため，分散
ストリーム処理環境を構成する一部の計算機が故障などにより
停止してしまうと，それが単一障害点となりデータが中継され
ず分散ストリーム処理環境全体が停止してしまうという問題が
ある．また，システム全体が停止している間もストリームデー
タは到着し続けるため，大量のストリームデータが失われるこ
とになる．しかし，分散ストリーム処理環境上でサービスを運
用する際には，単一障害点の回避や，障害回復にかかる時間を
サービス上の制約時間以下に抑えるといった点が重要な課題と
なる．ゆえに，分散ストリーム処理環境において，高信頼化処
理は欠くこのとのできないものとなっている．
そこで本稿では，分散ストリーム処理環境において，高信頼
化を考慮した問合せ最適化方式の提案を行う．本方式では，既
存の問合せ最適化方式である Relaxationアルゴリズム [9]に対
し，我々の先行研究である Semi-Active Standby 方式 [13] を
適用する事により，登録された各問合せのリカバリ時間制約を
満たす高信頼化を実現し，問合せのネットワーク使用量を準最
小化する．さらに本稿ではシミュレーション実験により，本提
案方式の有効性を示す．
本稿の構成は以下のとおりである．2節にて，関連研究につ
いて説明する．3節にて，本稿における前提と研究課題を示し，
4節で提案方式の詳細ついて述べる．そして，5節にて評価実
験，6節で本稿のまとめと今後の課題について説明する．
2. 関 連 研 究
分散ストリーム処理環境における問合せ最適化に関する研究
として，分散環境中のネットワーク使用量を最適化する研究 [9]
や，分散環境を構成している各計算機の CPU使用率をバラン
スさせる研究 [11]などが挙げられる．本稿で提案する問合せ最
適化方式は，方式 [9]と同様に，分散ストリーム処理環境におけ
るネットワーク使用量の最適化を目標としているが，本稿はこ
れに加えて高信頼化を考慮するという点で大きく異なっている．
分散ストリーム処理の高信頼化に関する研究として，平常
時にストリーム処理を行っている計算機（プライマリ）に対し
て，そのバックアップを担当する計算機（セカンダリ）を用意
し，単一障害点に備える高信頼化手法の研究 [3, 6]が挙げられ
る．そのなかでも特に代表的な Hwang らによる研究 [6] につ
いて述べる．この研究では，特性の異なる 3 つの高信頼化手
法の提案を行なっている．しかしながらこれらの方式は，ネッ
トワーク使用量もしくはリカバリ時間において，システム利用
者の要求する制約を満たせなくなる場合があることが，我々の
先行研究 [10, 13]により指摘されている．これに対し我々の先
行研究 [10, 13]では，システムの実行状況に応じネットワーク
使用量およびリカバリ時間の関係を調整可能な高信頼化手法
Semi-Active Standby方式を提案している．本稿で提案する問
合せ最適化方式では，ネットワーク使用量を抑えリカバリ時間
の制約を満たす必要があるため，本高信頼化方式を採用して
いる．
3. 前提と研究課題
3. 1 システムモデル
本稿では，分散ストリーム処理環境に対する高信頼化の既存
研究 [6]と同様に，図 1に示すようなシステムモデルを有する
高信頼化処理が動作するものとする．図 1 は 3 つのノードに
分散した場合におけるシステムモデルの例である．ノード Nu，
N，Nd は平常時処理を行うノードであり，プライマリと呼ぶ．
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図 1 システムモデル（3 ノード）
またノード N が高信頼化対象ノードであるとき，ノード N 0
は，ノード N で単一障害点が発生した際に障害回復処理を担
当するノードであり，セカンダリと呼ぶ．セカンダリは担当す
るプライマリに対し，定期的にパケットを送信することで生存
確認を行い，プライマリの障害を検知した場合には，セカンダ
リが処理の引き継ぎを行う（N が停止した場合，I1，Oをそれ
ぞれ I 01，O0 に切り替える）．
このシステムモデルに基づく高信頼化手法はいくつか存在
する [6]．本稿では，リカバリ時間を小さく抑えることが可能
な高信頼化手法である Active Standby方式 [6]や Semi-Active
Standby方式 [13]，適応型 Semi-Active Standby方式 [10]を利
用を想定する．
3. 2 前 提
本稿で扱う分散ストリーム処理環境およびシステムモデルに
関して，以下の内容を前提とする．
 任意の計算機における単一障害点の回避を対象とする．
 ビザンチン障害は対象としない．
 Rollback Recovery [6]を対象とする．
 通信によるデータの順序の入替りと欠損が生じない．
さらに本稿では，次に挙げる項目に関する情報が事前に取得
可能であると仮定する．
 全ての情報源のデータレート
 全てのオペレータの選択率
 1タプル当りの処理時間
3. 3 研 究 課 題
前述したシステムモデルと前提に基づき，本稿における研究
課題を定義する．
分散ストリーム処理環境における問合せ最適化の既存研究で
は，ネットワーク使用量の最小化や負荷分散が主な課題とされ
てきた．しかし，分散ストリーム処理環境上でストリーム型情
報源を用いたサービスを運用する際には，単一障害点を回避し，
その障害回復時間をサービス上の制約時間以下に抑える必要が
ある．そこで本稿では，分散ストリーム処理環境に登録される
全ての問合せに対して，各問合せに設定されたリカバリ時間制
約を充足し，そのネットワーク使用量を最小化することを研究
課題と設定する．
本稿では，先行研究 [6, 9]に基づき，障害回復に要するリカ
バリ時間Rtime と，問合せ qにおけるネットワーク使用量 u(q)
を次のように定義する．
［定義 1］ リカバリ時間 Rtime
Algorithm 1 高信頼化を考慮した問合せ最適化方式
1: 仮想座標系を構築（4. 2 節）
2: while 未配置の問合せ q が存在 do
3: 問合せ q の解析と処理木 qtree の生成（4. 3 節）
4: qtree 中のプライマリを配置（4. 4 節）
5: qtree 中のセカンダリを配置（4. 5 節）
6: qtree において高信頼化処理を実行（4. 6 節）
7: end while
上流側のプライマリ Nui とセカンダリ N 0 間における通信遅
延時間を Ki，プライマリ Nui の保持する再処理が必要なタプ
ル数を Qi，1タプル当りの処理時間を pとするとき，Rtime は
以下のように定義される．
Rtime = max(Ki) +
X
i
Qip (1)
［定義 2］ ネットワーク使用量 u(q)
問合せ q に含まれるオペレータ間のリンク集合を L，リンク l
に流れるデータレートを DR(l)，通信遅延時間を Lat(l) とす
るとき，ネットワーク使用量 u(q)は以下のように定義される．
u(q) =
X
l2L
DR(l)Lat(l) (2)
ここで各問合せにおけるリカバリ時間制約を R0time とする．
このとき定義 1，2より本研究課題は，問合せ qに含まれる全て
の高信頼化対象ノードについて Rtime < R0time を満たし，u(q)
を最小化することであると定義される．
4. 提 案 方 式
4. 1 概 要
本節では提案方式である高信頼化を考慮した問合せ最適化方
式の詳細について述べる．本方式における処理の流れをアルゴ
リズム 1に示す．
本方式では，まず Vivaldi アルゴリズム [5] により仮想座標
系を構築する．ここで構築される仮想座標系は，分散ストリー
ム環境を構成する任意の計算機間の通信遅延を，仮想座標系中
におけるユークリッド距離で表現したものである．本方式では，
この仮想座標系を利用して分散ストリーム環境における問合せ
最適化を行う．
仮想座標系構築後，未配置の問合せ q から高信頼化を考慮し
た処理木 qtree を生成し，qtree の配置を順次行う．まず，qtree
中のプライマリのみに対し，既存方式 Relaxationアルゴリズ
ム [9]を用いて，ネットワーク使用量を最小化する配置を決定
する．続いて，先に得られたプライマリの配置に基づき，リカ
バリ時間制約を満たすセカンダリの配置を探索する．qtree 中に
含まれる全処理の配置が完了した後，高信頼化処理を実行する．
以後，未配置の問合せが存在する限り同様の処理を継続する．
本節では，以降 4. 2節から 4. 6節にて，アルゴリズム 1に示
した各処理の詳細について述べる．
4. 2 仮想座標系の構築
提案方式では，既存研究 [9]と同様に n次元の仮想座標系の
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図 2 GT{ITM により生成した 100 ノードの仮想座標系
Algorithm 2 Vivaldiアルゴリズム：入力 (rtt,~xi, ~xj)
1: repeat
2: 実測値と仮想座標系による推定値の誤差を計算
e = rtt  k~xi   ~xjk
3: 誤差の生じている座標方向への単位ベクトルを生成
~dir = u(~xi   ~xj)
4: 誤差修正のためのベクトル f を生成
~f = ~dir  e
5: 自身の座標をベクトル f 方向へ移動させる
~xi = ~xi +   ~f
6: until e < et
構築を行う．仮想座標系とは，ネットワーク上に分散配置され
た計算機間の通信遅延を，仮想座標系中におけるユークリッド
距離を用いて表現したものである．仮想座標系の例を図 2に示
す．図 2は，後述するネットワークトポロジシミュレータであ
る GT{ITMを用いて作成した 100台の計算機からなる分散ス
トリーム処理環境である．この仮想座標系中における各点は，
分散ストリーム処理環境中に存在する計算機を表している．仮
想座標系中に含まれる各点間のユークリッド距離は，実際の計
算機間における通信遅延を表している．ゆえに，座標系におい
て近い点は実際のネットワーク上でも通信遅延の少ない計算機
となり，遠い点は通信遅延の大きな計算機となる．
仮想座標系の構築には分散型のアルゴリズムである Vivaldi
アルゴリズム [5]を利用する．Vivaldiアルゴリズムでは，各計
算機が他の計算機との通信時に測定された通信遅延から自律的
に仮想座標系中における自己の座標を決定していく．Vivaldi
アルゴリズムの詳細をアルゴリズム 2に示す．Vivaldiアルゴ
リズムでは入力として，仮想座標系における自身の座標 ~xiと通
信相手の座標 ~xj，座標 ~xj の計算機と通信を行った際に測定さ
れた通信遅延時間 rttを受け取る．そしてこれらの値から，通
信遅延時間 rtt と仮想座標系中のユークリッド距離 k~xi   ~xjk
の差をとり，現在の仮想座標系における誤差 eを算出する．続
いて，座標 ~xi，~xj から誤差修正方向を示す単位ベクトル ~dirを
取得し，eと ~dirから誤差修正ベクトル ~f を生成する．最後に，
~f を (0 <=  <= 1)倍したベクトル分，座標 ~xi を移動させるこ
とにより実測値と仮想座標系の誤差を修正していく．この処理
は誤差 eが閾値 et より小さくなるまで継続される．Vivaldiア
ルゴリズムでは，これらの処理を各計算機において，他の計算
機と通信が発生する毎に実行する事により仮想座標系の修正を
行う．
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図 3 高信頼化を考慮した処理木 qtreeの例
さらに本研究では，各計算機において CPU使用量をモニタ
リングすることで，仮想座標系に対して各計算機の CPU使用
量を考慮した次元軸を追加する．CPU使用量を表現する次元
軸では，利用者により事前に定義されるスケーリング関数を用
いることにより，CPU使用量を通信遅延時間として表現する．
この次元軸を導入することにより，通信遅延が近い複数の計算
機が存在した場合，CPU使用量が小さい計算機の方がより近
く，CPU 使用量が大きい計算機の方がより遠く仮想座標系中
において表現されることになる．
4. 3 処理木の生成と解析
問合せ q から高信頼化を考慮した処理木 qtree を生成する．
図 3 に生成される処理木の例を示す．まず問合せから処理木
(S;O1; O2; D)を生成し，プライマリ (O1; O2)に対してそれぞ
れ 1つずつセカンダリ (O01; O02)を用意する．続いて，qtree の
プライマリ (O1; O2) に対して Relaxation アルゴリズム [9] を
適用するために，事前に与えられた各情報源のデータレートと
各オペレータの選択率を基にして，プライマリ間のデータレー
ト (DR1; DR2; DR3)を計算する．
4. 4 プライマリの配置
前節で生成した qtree のうち，プライマリのみ配置を行う．
本方式は高信頼化におけるリカバリ時間制約を充足し，ネット
ワーク使用量の最小化する問合せ最適化を目標とする．そこで，
Relaxationアルゴリズム [9]を利用し，qtree 中のプライマリに
よるネットワーク使用量を最小とする配置を決定する．
4. 4. 1 Relaxationアルゴリズムの特性
Relaxation アルゴリズムは，仮想座標系において処理木の
ネットワーク使用量が最小となるような配置を決定するアルゴ
リズムである．このアルゴリズムでは，分散ストリーム処理環
境に配置される処理木を，バネ（オペレータ間のリンク）によ
り接続された，質量を持たない物体（オペレータ）の集合とし
てモデル化している．Relaxationアルゴリズムの目標は，この
ようにバネモデルとしてモデル化された処理木に対して，バネ
の弾性エネルギーを最小化するようなオペレータの位置を求め
ることである．
バネモデルにおいて，物体がバネ iにより受ける力を ~Fi，バ
ネ定数を ki，バネの伸びを ~sとすると，~Fi = 12ki~sとなる．こ
れに基づき，仮想座標系で動作する Relaxationアルゴリズム
では，オペレータ間のリンク l におけるバネ定数をリンク l に
おけるデータレート DR(l)，バネの伸びをリンク lにおける通
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図 4 Relaxation アルゴリズムの動作例
信遅延時間 Lat(l)と設定する．これにより，オペレータがリン
ク lにより受ける力 ~Fl は以下のようになる．
~Fl =
1
2
DR(l)Lat(l) (3)
Relaxationアルゴリズムではバネの弾性エネルギーを最小化す
るために，qtree 中における ~Fl の総和を最小化することから，
min
X
l2L
1
2
DR(l)Lat(l) < min
X
l2L
DR(l)Lat(l) (4)
となるため，定義 2に示したネットワーク使用量を最小化する
ことになる．
4. 4. 2 Relaxationアルゴリズムによる処理の流れ
Relaxationアルゴリズムでは最初に，入力されたプライマリ
を分散ストリーム処理環境中の計算機に対して図 4(a) の様に
ランダムに配置する．続いて，Relaxationアルゴリズムを用い
て，図 4(b1,b2) の様に仮想座標系中における弾性エネルギー
が最も小さくなる座標を求める．
Relaxation アルゴリズムの詳細をアルゴリズム 3 に示す．
Relaxationアルゴリズムは入力として，プライマリ Oi を受け
取る．まず，Oi と隣接するプライマリ Oj を取得し，Oi，Oj
間におけるバネの力，すなわちネットワーク使用量を表すベク
トル ~F を求める．この処理を全ての隣接プライマリに対して実
行し，最終的に Oi にかかるネットワーク使用量を表すベクト
ルの総和 ~F を求める．最後に ~F を (0 <=  <= 1)倍したベクト
ル分，Oi の座標 ~Oi を移動させる．この処理は各プライマリに
おいて k~Fkが閾値 Ft より小さくなるまで繰り返される．
アルゴリズム 3により，仮想座標系における各プライマリの
最適な座標が求められた後，各プライマリを実際の計算機へと
配置する．配置する計算機の決定には近傍探索を用いる．アル
ゴリズム 3により得られた各プライマリの座標を中心とし，最
近傍探索を行い，最初に見つかった計算機へプライマリを配置
する．（図 4(c)）
4. 5 セカンダリの配置
プライマリの配置完了後，セカンダリの配置を行う．本研究
Algorithm 3 Relaxationアルゴリズム：入力 (Oi)
1: repeat
2: Oi にかかるネットワーク使用量ベクトル ~F の初期化
~F  ~0
3: for all Oj in Connected(Oi) do
4: Oi と隣接するプライマリによるネットワーク使用量ベクトル
~F の総和を求める
~F  ~F + ( ~Oi   ~Oj)DR(Oi; Oj)
5: end for
6: ネットワーク使用量ベクトル ~F を基にプライマリ Oi の座標を
移動させる
~Oi  ~Oi + ~F  
7: until k~Fk < Ft
では既存研究 [9, 11]とは異なり高信頼化を考慮した問合せ最適
化を行うため，セカンダリの配置を行う点において従来方式と
は大きく異なっている．以下に，セカンダリ配置の方針と流れ
を示す．
4. 5. 1 セカンダリ配置の方針
本方式では，ネットワーク使用量を最小化し，高信頼化にお
けるリカバリ時間制約を満たす問合せ最適化を行う．本稿にお
けるリカバリ時間 Rtime は定義 1により，通信遅延時間 K と
再処理時間 Qp の和である Rtime = K + Qp を採用する．こ
の定義により，リカバリ時間を最も小さく抑えることが可能な
Active Standby 方式による高信頼化を仮定した場合でも，高
信頼化対象の上流側にあるプライマリとセカンダリとの間の通
信遅延時間に等しい時間がリカバリ時間として必要となる．そ
こで，本研究ではセカンダリ配置の方針として，まず，仮想座
標系上においてネットワーク使用量を最小化する起点座標を求
める．そして，起点座標を中心に，リカバリ時間制約を満たす
計算機を貪欲法により探索する．
4. 5. 2 セカンダリ配置の流れ
qtree より，既に配置されている高信頼化対象の上流側プライ
マリの座標を取得する．そして，取得した座標からセカンダリ
配置場所探索の起点となる起点座標を算出する．起点座標の計
算は，セカンダリの種類により異なる．以下にそれぞれの計算
方法を示す．
 セカンダリの入力が 1つの場合
セカンダリ O0 が選択演算や射影演算に代表されるような 1
入力となるオペレータである場合，リカバリ処理は高信頼化対
象 Oの上流側にあるプライマリ Ou からのみ行われることにな
る．したがって，O0 に対して，ネットワーク使用量を最小化す
るセカンダリ配置座標は Ou の持つ座標である．ゆえに本方式
では，セカンダリ O0 の入力が 1つの場合，上流側のプライマ
リ Ou の存在する座標から，CPU 使用量を除いた次元に射影
した座標を起点座標とする．（図 5）
 セカンダリの入力が 2つの時
セカンダリ O0 が結合演算や和演算に代表されるような 2入
力となるオペレータである場合，リカバリ処理は高信頼化対象
O の上流側にある 2 つのプライマリ Ou1; Ou2 から行われる．
ゆえに，Ou1; Ou2 からの入力に対してネットワーク使用量を
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図 6 上流側プライマリとセカンダリの配置関係
図 7 貪欲法による探索
最小化するような起点座標を選択する必要がある．ここで，上
流側のプライマリにおけるデータレートをそれぞれ DR(Ou1)，
DR(Ou2)（ただし，DR(Ou1) <= DR(Ou2)）とし，仮想座標
系上で図 6に示すような位置関係でセカンダリ O0 の配置が与
えられた場合を考える．この時，Ou1; Ou2 と O0 の間に発生す
るネットワーク使用量 NW は以下の式となる．
NW = DR(Ou1) x+DR(Ou2) y (5)
各プライマリにおけるデータレートの関係が DR(Ou1) <=
DR(Ou2)であるため，ネットワーク使用量は以下の様な関係
となる．
NW >= DR(Ou1) (x+ y) (6)
さらに，三角不等式により，x+ y >= z となるため，
NW >= DR(Ou1) (x+ y) >= DR(Ou1) z (7)
となる．ゆえに，セカンダリ O0 が 2入力となる場合における，
ネットワーク使用量を最小化する起点座標は，データレートの
大きい上流側のプライマリ Ou2 の持つ座標となる．したがって
本方式では，CPU使用量のバランスを考慮し，Ou2 の持つ座
標を図 5の様に CPU使用量を除いた次元に射影した座標を起
点座標とする．
起点座標決定後，以下の配置条件に従い起点座標を中心とし
た貪欲法による近傍探索を行い，該当する計算機が見つかった
場合にセカンダリを配置する．（図 7）
配置条件
（ 1） 高信頼化対象のプライマリとは異なる計算機である
（ 2） セカンダリと上流にあるプライマリ間の通信遅延時間
がリカバリ時間制約以下である
以上の処理により，セカンダリの配置を決定する．本方式で
は，上流側のプライマリの座標を起点座標として近傍探索を行
うため，上流側のプライマリとセカンダリ間の通信遅延時間が
リカバリ時間制約以下となる条件の下，ネットワーク使用量が
可能な限り小さくなる配置を選択する．
4. 6 Semi-Active Standby方式による局所最適化
全てのオペレータの配置が完了した qtree に対して高信頼化
処理を実行する．3. 1節で述べた通り，本稿では高信頼化手法
として，Active Standby 方式 [6] や Semi-Active Standby 方
式 [13]，適応型 Semi-Active Standby方式 [10]を想定している．
Active Standby方式は，各プライマリと並列してセカンダリ
でもストリームデータの処理を行う高信頼化手法である．3. 1
節で示したシステムモデル上において，ネットワーク使用量を
犠牲にする代わりにリカバリ時間を最も小さくすることが可能
である．
我々の先行研究である Semi-Active Standby 方式，適応型
Semi-Active Standby方式ではこの Active Standby方式を拡
張し，高信頼化にかかるネットワーク使用量とリカバリ時間の
間に存在するトレードオフを調整可能にしたものである．これ
らの方式はバッチサイズと呼ばれるパラメータを調整すること
により，バックアップデータの通信量と所在を制御する．これ
により，バッチサイズを大きくすることで，リカバリ時間は大
きくなるが，ネットワーク使用量を小さく抑えることができる．
これに対し，バッチサイズを小さくすることで，ネットワーク
使用量は大きくなるがリカバリ時間を小さく抑える．前述した
Active Standby 方式は，このバッチサイズを最も小さくした
場合に当たる．そこで本稿では，これらの特性を利用して，リ
カバリ時間制約を充足する範囲内でネットワーク使用量を削減
する局所的な最適化を行う．
5. 評 価 実 験
5. 1 実 験 概 要
ネットワークトポロジジェネレータである Georgia Tech In-
ternetwork Topoloy Generator(GT{ITM) [12] を用いて分散
ストリーム処理環境のシミュレータを実装し，ネットワーク使
用量，リカバリ時間，CPU 使用量の測定と比較を行う．本実
験では，図 8に示したパラメタを用いて GT-ITMにより 100
ノードからなる分散環境を構築し，100個の問合せを登録する．
本実験で用いた問合せは図 9のような 4つの情報源と選択演算
子，結合演算子から構成される有向木とした．問合せ中の情報
源と送信先は，登録時にランダムに選択される．各情報源から
配信されるストリームデータのデータレートは 2KB/sとした．
また，本実験では同じ処理を行うオペレータの統合は考慮しな
いものとする．加えて，各通信路の最大帯域幅は無限であると
し，特定の通信路に負荷が集中しても通信速度や通信遅延時間
の劣化はないものとした．
本実験では，処理木中の各オペレータをランダムで配置するラ
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図 9 実験で用いる処理木
ンダム方式，CPU使用量が最も少ない計算機にオペレータを優
先して配置するラウンドロビン方式，プライマリを Relaxation
アルゴリズムで配置し，セカンダリを全て起点座標に配置する
上流方式を比較手法とした．
5. 2 実験 1:ネットワーク使用量の比較
本実験では，各方式における分散ストリーム処理環境全体
のネットワーク使用量の推移を比較する．本実験では，リカ
バリ時間制約を 100ms，高信頼化における Ack 送信間隔を
200msと設定した．さらに，提案方式と上流方式については，
Active Standby方式により高信頼化した提案方式 (AS)，上流
方式 (AS)と，適応型 Semi-Active Standby方式により高信頼
化した提案方式 (A-SAS)，上流方式 (A-SAS)についても比較
を行った．ランダム方式とラウンドロビン方式については，適
応型 Semi-Active Standby 方式による効果が期待できないと
し，Active Standby 方式により高信頼化した場合のみ比較の
対象とした．
5. 2. 1 実 験 結 果
実験結果を図 10，11 に示す．図 10，11 は，問合せを 1 個
から 100個まで追加した場合のネットワーク使用量累積値の推
移である．x軸は登録した問合せの割合，y軸はネットワーク
使用量累積値を表す．図 10は Active Standby方式で高信頼化
を行った場合の比較，図 11は，提案方式，上流方式に置いて
Active Standby方式，適応型 Semi-Active Standby方式を適
用した場合の比較を示している．
 Active Standby方式を用いた時の各方式の比較
図 10 の実験結果より，提案方式 (AS)，上流方式 (AS) は，
ランダム方式，ラウンドロビン方式に対してネットワーク使用
量を約 60%程度に抑えることがわかる．ランダム方式とラウン
ドロビン方式では，各オペレータ間に生じる通信遅延時間を考
慮しないでオペレータの配置を行う．そのため，仮想座標系中
において遠い計算機間で通信を行う様な配置が発生してしまい，
ネットワーク使用量が増大してしまっている．
提案方式 (AS) と上流方式 (AS) を比較すると，全ての問合
せを登録した時点で上流方式 (AS) の方が約 4.4%程度ネット
ワーク使用量を小さく抑えていることがわかる．上流方式 (AS)
ではセカンダリを起点座標に配置するため，Relaxationアルゴ
リズムを用いた場合において，ネットワーク使用量を最小化す
る．これに対し提案方式 (AS)では起点座標を中心にリカバリ
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図 10 Active Standby方式における各方式のネットワーク使用量比較
時間制約を充足するセカンダリの配置を探索する．ゆえに，リ
カバリ時間制約を充足する配置を優先して選択するため，ネッ
トワーク使用量を上流方式に対して数%多く消費するような配
置を選択することになる．
 異なる高信頼化方式における各方式の比較
図 11の実験結果により，提案方式 (AS)，提案方式 (A-SAS)，
上流方式 (AS)，上流方式 (A-SAS)について比較を行う．
全ての問合せを登録した時点で上流方式 (A-SAS)，提案方式
(A-SAS)，上流方式 (AS)，提案方式 (AS)の順にネットワーク
使用量を小さく抑えていることがわかる．同一の方式において
比較を行うと，適応型 Semi-Active Standby 方式を用いた場
合の方が，Active Standby 方式を用いた場合に比べて，提案
方式では 14%程度，上流方式では 12%程度ネットワーク使用
量を小さく抑えられていることがわかる．提案方式 (AS)や上
流方式 (AS)では，各方式により配置の決定したセカンダリに
対して，高信頼化対象となるプライマリと並列してバックアッ
プデータを送信する．これに対し，提案方式 (A-SAS) や上流
方式 (A-SAS) では，バッチサイズを大きくすることで，リカ
バリ時間制約を守れる範囲内で，セカンダリへの通信量を減ら
している．したがって，各方式において，リカバリ時間制約を
充足するようなセカンダリが存在する場合には，高信頼化方式
として適応型 Semi-Active Standby方式を用いることにより，
ネットワーク使用量を削減することが可能であると考えられる．
一方で，リカバリ時間制約が充足されていないセカンダリに対
して適応型 Semi-Active Standby方式を適用してもネットワー
ク使用量削減効果は得られない．ゆえに，適応型 Semi-Active
Standby方式を用いる場合には，分散ストリーム環境に登録さ
れた問合せのうち，リカバリ時間制約を充足するような問合せ
がより多く存在できる場合に対して有利に働くと考えられる．
5. 3 実験 2:リカバリ時間の比較
本実験では，最大リカバリ時間，平均リカバリ時間，リカバ
リ時間制約充足率の比較を行う．リカバリ時間制約を 100ms，
高信頼化における Ack送信間隔を 200msと設定し，提案方式
(AS)，提案方式 (A-SAS)，ランダム方式，ラウンドロビン方
式，上流方式においてリカバリ時間の違いを比較した．
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図 11 高信頼化方式の違いによる各方式のネットワーク使用量比較
表 1 リカバリ時間の比較
最大 (ms) 平均 (ms) 制約充足率 (%)
提案方式 (AS) 96.1 76.1 100%
提案方式 (A-SAS) 100.0 100.0 100%
ランダム方式 150.2 111.7 22%
ラウンドロビン方式 157.5 108.0 44%
上流方式 126.4 86.3 83%
5. 3. 1 実 験 結 果
実験結果を表 1に示す．表 1は，各方式の，最大リカバリ時
間と平均リカバリ時間，100問合せ中のリカバリ時間制約充足
率を示している．
表 1より，提案方式 (AS)は，リカバリ時間制約を 100msと
設定した本実験環境において，全ての問合せについて制約を充
足することがわかる．また，提案方式 (A-SAS)では，実験 1で
示したようにネットワーク使用量を小さく抑えながら，リカバ
リ時間を制約と同じ 100ms程度に調整している．
これに対し，ランダム方式，ラウンドロビン方式では，制約
充足率が 22%，44%と低い値になっている．ランダム方式，ラ
ウンドロビン方式では，ネットワーク使用量や通信遅延時間を
考慮した配置を一切行わない．ゆえに，リカバリ時間において
非効率的な配置が多く存在し，制約充足率が低くなっている．
また，上流方式では制約充足率 83%と提案方式より低くなっ
ている．これは上流方式がセカンダリを起点座標に配置するこ
とにより，もう一方のプライマリが仮想座標系上離れた計算機
にある場合，リカバリ時間制約が守れなくなることがあるため
であると考えられる．
5. 4 実験 3:CPU使用量の比較
分散ストリーム処理環境全体の CPU使用量の分散を比較す
る．本実験では，CPU使用量の比較を行うために，各計算機
に対して登録されているオペレータ数を CPU使用量と見なし
た．リカバリ時間制約を 100ms，高信頼化における Ack 送信
間隔を 200ms と設定し，提案方式，ランダム方式，ラウンド
ロビン方式，上流方式の各方式において比較を行った．
5. 4. 1 実 験 結 果
実験結果を表 2に示す．表 2は，各方式により問合せの配置
を行った際の，最大オペレータ配置数とオペレータ配置数の分
表 2 CPU 使用量の比較
最大配置数 分散
提案方式 19 1.6
ランダム方式 27 16.1
ラウンドロビン方式 14 0
上流方式 28 20.1
散値である．
表 2 より，ラウンドロビン方式，提案方式，ランダム方式，
上流方式の順に CPU使用量を分散させることがわかる．ラウ
ンドロビン方式はオペレータを，CPU使用量の少ない計算機に
対して配置する．ゆえに，各計算機に割り当てられるオペレー
タ数は最も平均的になる．しかしながら，実験 1，実験 2で示
したように，ラウンドロビン方式はネットワーク使用量の削減
やリカバリ時間制約の充足は難しい方式である．
提案方式では，分散値 1.6と，最もラウンドロビン方式に近
い分散値を示している．提案方式では，仮想座標系を構築する
際に，CPU 使用量を示す次元軸を追加する．これにより，実
験 1，実験 2で示した様な，低ネットワーク使用量，高リカバ
リ時間制約充足率を実現し，CPU使用量を可能なかぎり分散
させる．
ランダム方式，上流方式では配置オペレータ数に関する分散
値がそれぞれ，16.1，20.1と大きな値になっている．ランダム
方式では，各計算機の CPU使用量を一切考慮しないため，こ
のような結果となる．また，上流方式では，上流側にあるプラ
イマリとセカンダリが同じ計算機上に存在するため，CPU使
用量に偏りが生じやすくなる．
以上より，高信頼化を考慮した問合せ最適化を行う際には，
提案方式がより有効であると考えられる．
6. まとめと今後の課題
本稿では，分散ストリーム処理環境において，単一障害点回
避を考慮した問合せ最適化方式の提案を行った．本方式では
まず，仮想座標系 [5]と Relaxationアルゴリズム [9]を利用し
ネットワーク使用量を最小化するようなプライマリの配置を決
定する．そして，プライマリの配置に基づいて，ネットワーク
使用量を最小化する起点座標を決定し，起点座標を中心とし
てリカバリ時間制約を充足するセカンダリの配置を探索する．
問合せの配置決定後，先行研究で提案した適応型 Semi-Active
Standby方式 [10]を利用して高信頼化処理を実行する．
評価実験の結果，本方式はネットワーク使用量を最小化する
上流方式と同程度のネットワーク使用量を示しつつ，リカバリ
時間制約充足率を 100%とすることを確認した．また，CPU使
用量に関する評価実験結果より，本方式は上流方式よりも効率
的に CPU使用量を分散させることを確認し，本方式の有効性
を示した．
今後の課題として，提案方式が効率的に動作する環境，非効
率的に動作する環境の考察をする必要がある．例えば，処理木
が，他入力のオペレータのみから構成される場合や，オペレー
タの共有を許した非巡回有向グラフのような形になる場合，各
方式の示す性質が変化すると考えられる．
また，本稿で提案した問合せ最適化方式と先行研究である
Semi-Active Standby方式，適応型 Semi-Active Standby方式
を含む高信頼化フレームワークの実装を考えている．そして，
このフレームワークを実際の SPEと分散ストリーム処理環境
に対して適用し，性能評価を行う予定である．
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