Abstract. A uni ed extension of the gradient ows and the double bracket equations of ChuDriessel and Brockett is obtained in the frame work of reductive Lie groups. We examine the gradient ows on the orbit in the Cartan subspace of a reductive Lie algebra, under the adjoint action. The results of Chu-Driessel and Brockett are corresponding to the reductive groups GL(n; R) and O(p; q).
Introduction
Given a real n n symmetric matrix x 0 , the isospectral surface CD] of x 0 is de ned to be the set O(x 0 ) = fkx 0 k ?1 : k 2 O(n)g where O(n) is the orthogonal group. In other words, O(x 0 ) is the set of n n symmetric matrices cospectral with x 0 , by the spectral theorem for real symmetric matrices. Chu and Driessel CD] studied the rst two and Chu C2] considered the last one of the following optimization problems.
(1) Given a real n n symmetric matrix z, nd x 2 O(x 0 ) that minimizes (maximizes) the function ? 1 2 kx ? zk 2 ; (2) Find x 2 O(x 0 ) that minimizes (maximizes) ? 1 2 kx ? diag xk 2 ; (3) Given a diagonal n n real matrix a, nd x 2 O(x 0 ) that minimizes (maximizes), ? 1 2 kdiag x ? ak 2 ;
where k k is the Frobenius matrix norm, that is, kxk 2 = tr xx T . Similar consideration was given CD] for p q real matrices with prescribed singular values. It is the gradient ow of a similarly de ned ' on the set of p q matrices with prescribed singular values. This does not look like a double bracket equation but we will see that it is merely deceptive and the equation comes from a double bracket equation and the key is the reductive group O(p; q).
The tool used in CD] and B1] is matrix di erentiation. Chu and Driessel CD] extended the domain O(n) of to the set of n n real matrices. By taking Fr echet derivative of the extended function, they obtained the gradient and then project it back to the tangent space of O(n). Thus they obtained the double bracket equation called the approach projected gradient method which is also used in some other papers of Chu C1, C2] . Thus the usage of the term \projected gradient" in CD] is di erent from the projected gradient with respect to the normal metric that we already mentioned. Our approach will be more direct. In section 2 an extension of the results of Chu and Dreissel and Brockett on Problem 1 is obtained, namely the gradient ow equations, as well as on Problems 2 and 3. The results also extend those of Brockett B2] in which the three problems are studied in the context of compact connected semisimple Lie groups.
In section 3, a brief discussion on the global extrema of the three optimization problems is given. Since is a Lie algebra involution, that is, an automorphism of the Lie algebra g with 2 = id, condition (2) implies
Indeed, leaves z and g 1 stable and the restriction of to g 1 is a Cartan involution Kn, Proposition 7.19].
Throughout our dicussion, we assume that G is reductive and denote by an orbit in p under the adjoint action of K, that is, := Ad (K)x for some x 2 p. Given x 2 p, denote by k x the centralizer of x in k, that is, k x := fy 2 k : x; y] = 0g. In other words k x is the intersection of centralizer of x in g, that is, g x := fy 2 g : ad (y)x = 0g and k. Let T x be the tangent space of at the point x.
2.2 Lemma.
(1) T x = ad (k)x = ad (x)k.
(2) The restriction of ad on k ?
x (the orthogonal complement of k x in k with respect to B( ; )), a x := ad (x)j k ? x : k ? x ! T x , is a vector space isomorphism. (3) (T x Remark. For the sake of computation, sometimes, it would be easier to get ' x = (r') x + ' x 2 p, where' x 2 (T x When G = GL(n; R), K = O(n), B(x; y) = tr xy, : x + y 7 ! x ? y, x 2 k and y 2 p, where p is the set of real n n symmetric matrices, k is the set of real n n skew symmetric matrices, a p is the set of real diagonal matrices. The gradient ow of ' or becomes dx dt = x; x; z]]; which is the equation in CD, p.1055] and B1, p.82] . Finding an element in \a amounts to the computation of the eigenvalues of a real n n symmetric matrix x if we pick a diagonal symmetric matrix z with distinct eigenvalues, that is, regular element. Similar results hold for GL(n; C ), that is, the Hermitian case. and the adjoint action of K on p is given by
where U 2 O(p); V 2 O(q). We identify p with R p q and thus a is then identi ed with the set of real p q \diagonal" matrices. We may choose a + = f 1 j p a j E j;j : a 1 a p 0g. Indeed, if X 2 R p q , then the element in the singleton set Ad (K)X \ a + HT, Lemma 3.4] gives the vector of singular values of X, whose entries are arranged in nonincreasing order. x(t) = 0 X(t) X(t) T 0 ; z = 0 Z Z T 0 : Now the ow is continuous on . When p = q and x 2 is nonsingular, has two components, namely, + (the matrices with positive determinant) and ? (the matrices with negative determinant). So if one starts with x such that det x > 0, say, then the ow remains on + . Of course, one can get that from the semisimple Lie group SO(p; p) H, p.445] whose Lie algebra so n;n is the split form of real simple Lie algebra so(2n; C ).
We remark that the gradient ow holds for reductive U(p; q) H, p.444] , that is, the complex case, in which transpose becomes complex conjugate transpose.
The gradient ow can be interpreted as the projection of the gradient ow of : K ! R; k 7 ! B(Ad (k ?1 )x 0 ; z); with respect to the left-invariant Riemannian metric on k, where x 0 2 . The left translation L h : K ! K is the analytic di eomorphism k 7 ! hk, k 2 K H, p.99]. The tangent space of K at the point k, denoted by T k K, is (dL) k k. Now the left-invariant Riemannian metric is simply hp; qi = ?B((dL) ?1 k p; (dL) ?1 k q) where p; q 2 T k K. It is obvious that = ' p x 0 where p x 0 : K ! is the natural projection k 7 ! Ad (k)x 0 , where x 0 2 . 2.5 Lemma. Let p x 0 : K ! , k 7 ! Ad (k ?1 (t))x 0 be the projection with respect to a base point x 0 2 . Then (dp x 0 ) k = ad (Ad (k ?1 )x 0 ) (dL) ?1 k : Proof. Notice that for each (dL) k r 2 T k K, where r 2 k, (dp x 0 ) k ((dL) k r) = We remark that in B2, p. (1) Now when G = GL(n; R), K = O(n), B(x; y) = tr xy, : x + y 7 ! x ? y x 2 k and y 2 p, where p is the set of real n n symmetric matrices, k is the set of real n n The results remain the same for G = GL(n; C ), that is, the Hermitian case. 2.12 Example.
(1) When G = GL(n; R), the gradient ow becomes dx dt = x; x; x ? diag (x)]]; where x(t) is a real n n symmetric matrix. The results remain the same for G = GL(n; C ), that is, the Hermitian case. X(t) T 0 ; and X(t) is a real p q matrix. The result is similar for U(p; q).
Global extrema
We now discuss the global extrema of the three optimization problems. We may consider the problems in a more general setting. Let g = k + p be the Cartan decomposition of a reductive Lie algebra g. Of course g 1 := g; g] is semisimple. Let K be the analytic subgroup of G 1 for k. Thus Ad (K) is a maximal compact subgroup of Ad (G 1 ) though K may not be maximal compact in G 1 . It is known that Ad (K) leaves p invariant. Let a be a maximal abelian subalgebra in p with a xed (closed) fundamental Weyl chamber a + and let : p ! a be the orthogonal projection with respect to the Killing form B. Let be the orbit of an element in p under the adjoint action of Ad (K).
(1) The global maximum and minimum of '(x) = B(x; z) Remark.
(1) The operator in the above proof c := 1 jWj P w2W w : a ! a is idempotent, that is, c 2 = c. (2) When g is semisimple, then c( ) is zero since the Weyl group is then a direct sum of irreducible Weyl groups and thus is essential, that is, the set of xed points of a under the action of W is trivial. However, c( ) is obviously xed by W. For example, G = SL(n; R), p is the set of traceless real n n symmetric matrices and the Weyl group is the symmetric group which is essential to a (the set of n n real diagonal matrices).
3.2 Example. When G = GL(n; R), those diagonal matrices cospectral with a given real n n symmetric matrix x are global minimizers. The matrix 1 n (tr x)I = X w2S n diag ( 1 ; : : : ; n ) is a global minmizer since the Weyl group is the symmetric group S n , where x 2 and diag ( 1 ; : : : ; n ) 2 \ a, that is, 1 ; : : : ; n are the eigenvalues of x. Applying the result on O(p; q), we can derive the corresponding result on the set of real p q matrices possessing prescribed singular values. The global maximizers are those s in the singular value decomposition x = usv, u 2 O(p) and v 2 O(q), that is, the \diagonal" matrices with singular values of x on the diagonal. The zero matrix is a global miminizer which gives ? 1 2 kxk 2 = ? 1 2 tr xx T as the the minimum; see CD, Theorem 5.2].
Remark
Applying the results on various real simple Lie groups, for example, classical groups, di erent gradient ows will be obtained and the interested readers may work out the details. These include the set of complex skew symmetric matrices and the set complex symmetric matrices with prescribed singular values, etc.
The compact Lie group K in the consideration of BBR] which is not connected may not be covered by our approach. For example, consider K = O(2n) Kn, p.385 
