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Abstract-m this paper, we use the Secant method to find a solution of a nonlinear operator 
equation in Banach spaces. A semilocal convergence result is obtained. For that, we consider a 
condition for divided differences which generalizes the usual once, i.e., Lipschitz continuous or Hiilder 
continuous conditions. Besides, we apply our results to approximate the solution of a nonlinear 
equation. @ 2992 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The Secant method for solving a nonlinear equation in Banach spaces is a well-known iterative 
process [l]. An important feature of this method is that it does not use derivatives when it is 
applied. Let X, Y be two Banach spaces and F : R C X + Y a nonlinear operator and we 
consider the equation 
F(z) = 0. (1) 
Let us denote by C(X, Y) the space of bounded linear operators from X to Y. An operator 
[XV Y; Fl E WC Y) is called a divided difference of first order for the operator F on the points z 
and y (x # y) if the following equality holds: 
b, Y; Fl(z - Y) = F(z) - F(y). (2) 
Using this definition, the Secant method is described by the following algorithm: 
20~2-1 given. (3) 
The convergence of (3) to a solution of (1) has been studied by other authors [l-6]. The basic 
assumption is that the divided difference of first order for the operator F is Lipschits or Holder 
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continuous in some ball around the initial iterate. But these assumptions force to operator F 
is differentiable [1,4]. In this work, we relax this requirement and just assume the following 
condition: 
ll]~; Fl - ]~JC Fill 5 4~ - 41, lb - 41); X,Y,V,W E Q, 
where w : It+ x lR+ + JR+ is a continuous nondecreasing funtion in its two arguments. It is 
evident that this condition generalizes the conditions previously indicaded, by only consider- 
ing w(ui, us) = Ic(ur + us) for the Lipschitz continuous case and w(ui, us) = Ic(uy + z&J for the 
(k,p)-H6lder continuous one. Moreover, in general, this condition does not involve F is differen- 
tiable. Then we provide a semilocal convergence result for nondifferentiable operators in general. 
Finally, we give an example where the last is applied. 
2. CONVERGENCE STUDY 
THEOREM 2.1. Assume that, for every pair of distinct points x, y E R, there exists a first-order 
divided difference [z, y; F] E L(X, Y). Let 20, z-1 E R and assume 
(4 
(b) 
(4 
the linear operator LO = [x-l, so; Fj is invertible and 
)~[~-~,~o;Fl-~~~ I A 11x0 - ~-l/l = o, [[Lo-‘Wo)]] 5 rl; 
~~[~,~;F]-[V,~;F]~~IW(~~~-V~~,~~~-W~~);~,~,V,WE~, wherew:W+xBIP+-+W+isa 
continuous nondecreasing funtion in its two arguments; 
we denote by m = max(@w(a, q), @w(Q, 77)) and assume that the equation 
I.4 l- ( m 1 -pw(u+a,U) > -q=o 
has at least one positive zero, let R be the minimum positive one. 
Ifpw(R+a,R) < 1, A4 =m/(l-Pw(R+a,R)) < 1, a.udB(zo,R) c Sz, then thesequence{x:,} 
given by (3) is well defined, remains in B(xo, R) and converges to a unique solution x* of equc~ 
tion (1) in B(xo,R). 
To simplify the notation, we denote [z,_i,xn; F] = L,. First, we prove, by mathematical 
induction, that the sequence given in (3) is well defined, namely iterative procedure (3) makes 
sense if, at each step, the operator (~~-1, x,; F] is invertible and the point z,+i lies in R. From 
the initial hypotheses, it follows that xi is well defined and ]]xr - x0]] < Q < R. Therefore, 
xi E B(zo,R) C 0. 
Using (b) and assuming that w is nondecreasing, we obtain 
III - Lo-‘JqI 5 IILo-lll IILO -&II 5 (I~o-lJ(w(llx-l ~oll,ll~o -all) 
5 @(a, rl) 5 Pw(R + % R) < 1, 
and, by the Banach lemma, Ll-’ exists and 
IJL1-lll I @ 
1 -+w(R+a,R) 
and consequently, the iterate 22 is well defined. Moreover, by (2) and (3), we get 
F(xl) = F(xo) - [x0,x1; F](xo - xl> = (Lo - W(xo - xl). 
Then, by (b), we have 
llF(xl)ll I I(& - Loll 11x1 - xoll I W(&CO - 2-111, 11x1 - Xoll)llxl -Xoli 2 ‘J(%‘I)k - Xoll* 
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So, we obtain 
llm - 2111 I IIPll IP(~l)ll L 1 _ &(;+ a,R) lla - ~011 = Mlln - 41 < 7. 
On the other hand, if we take into account that R is a solution of (4), then 
11x2 - zoll 5 lIp2 - nil + lla - 2011 I (M + l)ll~l - ~011 5 (M + 1)~ < R, 
and 22 E B(zo, R) C R. 
Then, by induction, the following items are shown for j 2 1: 
(Ij) 3Ljm1 = [+i,zj;F]-’ such that llLj-‘/l < 1 _DU(i+u R); 
7 
(IIj) Il”j+l - “j II I Mllzj - “j-1 II I A& II Zl - ZOII < 7. 
Assuming that the linear operators Lj are invertible and zj+i E B(zs, R) c R for all j = 1,. . . , 
n - 1, we obtain 
III- Lo-q L po-‘11 llJ50 - Lll I P4ll%l - Z-lllr 11% - Qll) 
5 pu(llz,-1 - xoll + 11x0 - Z-1llrll~ - ~011) 5 @CR + a,R) < 1, 
and therefore, 
((G?]J 5 @ 1 -&(R+a,R)’ 
From the definition of the first divided difference and the Secant method, we can obtain 
F(z,) = J&t-l) - [x n-1,&a; F](%l - %) = (L-1 - L)(Gz-1 - h). 
Taking norms in the above equality and (b), we obtain 
llF(&Jl[ 5 llLn - L-111 II% - %I-111 5 W(Il%-1 - %2111 II% - h-1ll)llGa - %lll 
5477,77)ll% - %-111. 
Thus, 
Consequently, from (4) and (IIj), it follows: 
II%+1 - 2011 I llGa+1 - %II + Iha - h-111 + * * * + 1122 - 5111 + 1121 - 20~~ 
5 [itP + w-’ + * -. + l] 1121 - x01( 5 [‘;y;l] llw--011 < &-p=R. 
So, zn+r E B(zc, R) E R and the induction is complete. 
Second, we prove that (2,) is a Cauchy sequence. For k 2 1, we obtain 
Therefore, {z:,) is a Cauchy sequence and converges to z* E B(zc, R). 
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Finally, we see that z* is a zero of F. Since 
IIF(%)ll 5 4W)llGa - %lll~ 
and 112, - ~-111 + 0 as n --+ co, we obtain F(z*) = 0. 
To show the uniqueness, we assume that there exists a second solution y* E B(zc, R) and 
consider the operator A = [y*, z*; F]. Since A(y* - z*) = F(y*) - F(z*), if the operator A is 
invertible then z* = y*. Indeed, 
IjLo-‘A - 111 5 j/K’\/ II-4 - Loll L l~Lo-‘jj II[Y*J*P] - [=l,zo;FIII 
I Pw (I/y* - Z-111, IIs* - ~011) 5 Pw (IlY* - ~011 + lb0 - 2-1119 112’ - SolI) 
I Pw(R+a,R) c 1 
and the operator A-’ exists. I 
3. NUMERICAL EXAMPLE 
Now we apply the semilocal convergence result given above to the following system: 
x2 - y + 1+ ; 12 - II= 0, 
y2+z-7+~~yl=O. 
(5) 
We, therefore, have an operator F : JR2 + W2 such that F = (FI, Fz). For z = (x1,22) E It2, 
we take Fi(zi,sz) = zr2 - 22 + 1+ (l/9) I ~1 - 11, F2(21,22) = ~2~ + s:1 - 7 + (l/9) 1x21, 
Let z = (51,22) E W2 and l(z)1 = ~~~~~~ = rnaxl<i<s )xil. The corresponding norm on A E -- 
IR2 x W2 is 
2 
IIAII = Iy~2c I4 
- - j=l 
For V, w E W2, we take [v, w; F] E .C(W2, R2) as 
[v, w; F]il = Fi(w,wz) - Fi(w,wz) 7 
211 -w 
[v, w; F]i2 = Fi(vl,v2) -F~(vI,wz) 
v2 -w2 
, i = 1,2. 
Therefore, 
[v,w;F] = 
and 
Vl - Wl 
1 
-1 1 
v; - wz” 
1 ( 
+9 
fJ2 -w2 
Iv1 - l( - Iwr - 11 
Vl -w 
0 
0 
Isl - lwzl 
ll[~ Y; Fl - [v, w; FIII I 112 - 41 + IIY - wtt + ;. 
From (b), we consider 
7 
W(Ul,U2) = Ul + U2 + ;. 
Now, we apply the Secant method to approximate the solution of F(z) = 0. 
We choose z-1 = (0.9,l.l) and zc = (1,l). Using iteration (3), after three iterations we obtain 
z2 = (1.06867,2.18207) and z3 = (1.14038,2.34476). 
Then, we take x-1 = .zs &d 20 = 2s. With the notation of Theorem 2.1, we can easily obtain 
the following: 
a = 0.162691, p = 0.479385, Tj = 0.0199155, m = 0.194069. 
In this case, the solution of equation (4) is R=0.0263993. Besides, ,Bw(R+a, R) =0.209832 < 1 
and M = 0.0245605 < 1. Therefore, the hypotheses of Theorem 2.1 are fulfilled, what ensures 
that a unique solution of equation F(z) = 0 exists in B(zs, R). 
We obtain the vector Z* as the solution of system (5), after nine iterations 
z* = (1.15936,2.36182). 
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