Abstract. We study the long-term qualitative behavior of randomly perturbed dynamical systems. More specifically, we look at limit cycles of certain stochastic differential equations (SDE) with Markovian switching, in which the process switches at random times among different systems of SDEs, when the switching is fast varying and the diffusion (white noise) term is slowly changing. The system is modeled by
where α ε (t) is a finite state space, Markov chain with generator Q/ε = q ij /ε m0×m0 with Q being irreducible. The relative changing rates of the switching and the diffusion are highlighted by the two small parameters ε and δ. We associate to the system the averaged ordinary differential equation (ODE) dX(t) = f (X(t))dt, X(0) = x, where f (·) = m0 i=1 f (·, i)ν i and (ν 1 , . . . , ν m0 ) is the unique invariant probability measure of the Markov chain with generator Q. Suppose that for each pair (ε, δ) of parameters, the process has an invariant probability measure µ ε,δ , and that the averaged ODE has a limit cycle in which there is an averaged occupation measure µ 0 for the averaged equation. We are able to prove, under weak conditions, that if f has finitely many stable or hyperbolic fixed points, then µ ε,δ converges weakly to µ
Introduction
Natural phenomena are almost always influenced by different types of random noise. In order to better understand the world around us, it is important to study random perturbations of dynamical systems. In the continuous dynamical systems setup, the focus then shifts from the study of the behavior of deterministic differential equations to that of differential equations with switching (piecewise deterministic Markov processes) or stochastic differential equations with switching. The long-term behavior of these systems can be analyzed by a careful study of the ergodic properties of the induced Markov processes.
Quite often, the "white noise" in the system is small compared to the deterministic component. In such cases, one is usually interested in knowing how well the deterministic system approximates the stochastic one. It is common to model continuous-time phenomena by stochastic differential equations of the type
where f (·) and σ(·) are sufficiently smooth functions, W (·) is a standard m-dimensional Brownian motion, and δ > 0 is a small parameter. If we let δ ↓ 0, one would expect that the solutions of (1.1) converge, in an appropriate sense, to that of a deterministic differential equation. This problem has been initially studied by Fleming [Fle74] using averaging techniques. Fleming analyzed the asymptotic expansions (in δ) of the expectation E x Φ(x δ (t)) for a suitable function Φ(·) and for the time t in a finite horizon. If the process x δ (t) has a unique ergodic probability measure µ δ for each δ > 0 and the origin of the corresponding deterministic ODE (1.2) dx = f (x)dt, is a globally asymptotic equilibrium point, Holland established in [Hol74] asymptotic expansions of the expectation of the underlying functionals with respect to the unique ergodic probability measures µ δ . In addition, in [Hol78] , Holland considered the case when the ODE (1.2) has an asymptotically stable limit cycle and proved the weak convergence of the family (µ δ ) δ>0 to the unique stationary distribution that is concentrated on the limit cycle of the process from (1.2).
Our interest in the current problem stems from applications in ecology. Quite often, one models the dynamics of populations with continuous-time processes. This way we inherently assume that organisms can respond instantaneously to changes in the environment. However, in some cases the dynamics are better described by discrete-time models, in which demographic decisions are not made continuously. In order to model more complex systems, one has to analyze 'hybrid' systems where both continuous and discrete dynamics coexist. Such systems arise naturally in ecology, engineering, operations research, and physics as well as in emerging applications in wireless communications, internet traffic modeling, and financial engineering; see [YZ10] for more references.
Recently, there has been renewed interest in studying piecewise deterministic Markov processes (PDMP) [Dav84] . One may describe a PDMP by the use of a two component process. The first component is a continuous state process represented by the solution of a deterministic differential equation, whereas the second component is a discrete event process taking values in a finite set. This discrete event process is often modeled as a continuoustime Markov chain with a finite state space. At any given instance, the Markov chain takes a value (say i in the state space), and the process sojourns in state i for a random duration. During this period, the continuous state follows the flow given by a differential equation associated with i. Then at a random instance, the discrete event switches to another state j = i. The Markov chain sojourns in j for a random duration, during which, the continuous state follows another flow associated with the discrete state j.
A careful study of such processes has recently led to a better understanding of predatorprey communities where the predator evolves much faster than the prey [Cos16] and for a possible explanation of how the competitive exclusion principle from ecology, which states that multiple species competing for the same number of small resources cannot coexist, can be violated because of switching [BL16, HN18b] .
It is natural to study the SDE counter-part of PDMP, that is, SDE with switching. Similarly to the piecewise deterministic Markov processes mentioned in the previous paragraph, in this setting one follows a specific system of SDE for a random time after which the discrete event switches to another state, and the process is governed by a different system of SDE. The resulting stochastic process has a discrete component (that switches among a finite number of discrete states) and a continuous component (the solution of SDE associate with each fixed discrete event state). We refer the reader to [YZ10] for an introduction to SDEs with switching.
In this paper, we consider dynamical systems represented by switching diffusions, in which the switching is rapidly varying whereas the diffusion is slowly changing. To be more precise, let (Ω, F, {F t }, P) be a filtered probability space satisfying the usual conditions. Consider the process
where W (t) is an m-dimensional standard Brownian motion, α ε (t) is a finite-state Markov chain that is independent of the Brownian motion and that has a state space M = {1, ..., m 0 } and generator
, and ε, δ > 0 are two small parameters. We assume that the matrix Q is irreducible. The irreducibility of Q implies that the Markov chain associated with Q, which will be denoted by (α(t)) t≥0 , is ergodic thus has a unique stationary distribution (ν 1 , . . . , ν m 0 ). We denote by X ε,δ x,i (t) the solution of (1.3) at time t ≥ 0 when the initial value is (x, i) and by α ε i (t) the Markov chain started at i. Let us explore, intuitively, what happens when ε and δ are very small. In this setting, α ε (t) converges very fast to its stationary distribution (ν 1 , . . . , ν m 0 ) while the diffusion is asymptotically small. As a result, on each finite time interval [0, T ] for T > 0, a solution of equation (1.3) can be approximated by the solution X x (t) to
where
However, if in lieu of a finite time horizon, we look at the process on the infinite time horizon [0, ∞), it is not clear that X x (t) is a good approximation. Suppose that equation (1.4) has a stable limit cycle. A natural question is whether the invariant measures (µ ε,δ ) of the processes (1.3) converge weakly as ε ↓ 0 and δ ↓ 0, to the measure concentrated on the limit cycle. This is the main problem that we address in the current paper. In order to do this, we substantially extend the results of [Hol78] by considering the presence of both small diffusion and rapid switching. Because of the presence of both the switching and the coupling we need to develop new mathematical techniques. In addition, even if we there is no switching and we are in the SDE setting of [Hol78] , our assumptions are weaker than those used in [Hol78] .
The rest of the paper is organized as follows. The main assumptions and results appear in Section 1.1. In Section 2, we estimate the exit time of the solutions of (1.3) from neighborhoods around the stable manifolds of the critical points of f . The proof of the main result is presented in Section 3. In Section 4, we apply our results to a general predator-prey model. In addition to showcasing our result in a specific setting, the proofs from Section 4 are interesting on their own right as they are quite technical and require the development of new tools. Finally, in Section 4.1, we provide some numerical examples to illustrate our results from the predator-prey setting from Section 4.
1.1. Assumptions and main results. We denote by A the transpose of a matrix A, by | · | the Euclidean norm of vectors in R d , and by A := sup{|Ax| : x ∈ R d , |x| = 1} the operator norm of a matrix A ∈ R d×d . We also define a ∧ b := min{a, b}, a ∨ b := max{a, b}, and the closed ball of radius R > 0 centered at the origin B R := {x ∈ R d : |x| ≤ R}. We recall some definitions due to Conley [Con78] . Suppose we are given a flow (Φ t (·)) t∈R . A compact invariant set K is called isolated if there exists a neighborhood V of K such that K is the maximal compact invariant set in V . A collection of nonempty sets {M 1 , . . . , M k } is a Morse decomposition for a compact invariant set K if M 1 , . . . , M k are pairwise disjoint, compact, isolated sets for the flow Φ restricted to K and the following properties hold: 1) For each x ∈ K there are integers l = l(x) ≤ m = m(x) for which the alpha limit set of x,α(x) = t≤0 {Φ s (x), s ∈ (−∞, t]}, satisfiesα(x) ⊂ M l and the omega limit set of x,
Assumption 1.1. We impose the following assumptions for the processes modeled by the systems (1.3) and (1.4).
(i) For each i ∈ M, f (·, i) and σ(·, i) are locally Lipschitz continuous.
(ii) There is an a > 0 and a twice continuously differentiable real-valued, nonnegative function Φ(·) satisfying lim
The vector field f (·) has finitely many equilibrium points {x 1 , . . . , x n 0 −1 } and a unique limit cycle Γ. The equilibrium points are either sources or hyperbolic points. (iv) There exists a Morse decomposition {M 1 , M 2 , · · · , M n 0 } of the flow associated with f such that M n 0 = Γ is the limit cycle and for any i < n 0 we have M i = {x i } where x i is an equilibrium point. (v) There exists ε 0 > 0 such that for all 0 < ε < ε 0 , the system (1.3) has a unique solution.
Furthermore, for any 0 < ε < ε 0 , the process (X ε,δ (t), α ε,δ (t)) has the strong Markov property and has an invariant measure µ ε,δ . The family (µ ε,δ ) 0<ε<ε 0 is tight, i.e., for any γ > 0 there exists an R = R η > 0 such that µ ε,δ (B R ) > 1 − γ for all 0 < ε < ε 0 . 
The system (1.2) has a unique limit cycle. (A3) There exists at most a finite number of critical points x * of f . At each critical point the Jacobian matrix has only positive real parts and the matrix σ σ is positive definite. (A4) For any compact set B not containing critical points and any u > 0 there exists
There exists ε 0 > 0 such that for 0 < ε < ε 0 the stochastic differential equation posses and ergodic measure µ ε . Furthermore, the family (µ ε,δ ) 0<ε<ε 0 is tight in R d .
Our work generalizes [Hol78] significantly in the following aspects. First, we work with two types of randomness -one comes from the diffusion term and the other from the switching mechanism. Second, Assumption A (i) is weaker than (A1). Third, we can have any hyperbolic fixed points whereas assumptions (A3)-(A4) imply that all fixed points are sources and the deterministic system converges uniformly to the limit cycle. In addition, we do not need σ σ to be positive definite at the critical points.
Let T Γ > 0 be the period of the limit cycle Γ. We can define a probability measure µ 0 , which is independent of the starting point y ∈ Γ, by
where X y (t) is the solution to equation (1.4) starting at X(0) = y and 1 {·} is the indicator function. The measure µ 0 (·) is the averaged occupation measure of the process X restricted to the limit cycle Γ. Throughout the paper, we assume that δ depends on ε, i.e. δ = δ(ε), and lim ε↓0 δ(ε) = 0. We will investigate the asymptotic behavior of the invariant probability measures µ ε,δ as ε ↓ 0 in the following three cases:
The multi-scale modeling approach we use is similar to the one from [HY14] . Assumption 1.2. We impose additional conditions corresponding to the cases from (1.6).
1) Suppose lim
where β is a normal vector of the stable manifold of (1.4) at x * . 2) Suppose lim ↓0 δ ε = 0. For any critical point x * of f there exists i * ∈ M such that β f (x * , i * ) = 0 where β is a normal vector of the stable manifold of (1.4) at x * . 3) Suppose lim ↓0 δ ε = ∞. For any critical point x * of f , there exists i * ∈ M such that β σ(x * , i * ) = 0 where β is a normal vector of the stable manifold of (1.4) at x * .
The intuition for the conditions of Assumption 1.2 is the following. In case 2, since δ tends to 0 much faster than ε, for sufficiently small δ, the behavior of X ε,δ (t) will be close to the one of
We denote from now on by ξ ε x,i (t) the solution of (1.7) at time t ≥ 0 if the initial condition is (x, i).
If for each i ∈ M, f (x * , i) = 0 at a critical point x * of f , the Dirac mass function at x * , δ x * , will be an invariant measure for ξ ε (t). Because of this, the sequence of invariant probability measures (µ ε,δ ) (or one of its subsequences) may converge to δ x * . In order to have the weak convergence of (µ δ,ε ) ε>0 to the measure µ 0 , we need to assume that there is an i * ∈ M such that β f (x * , i * ) = 0 where β is a normal vector of the stable manifold of (1.4) at x * . This guarantees that the process from (1.7) gets pushed away from the equilibrium x * and away from the stable manifold (where it could get pushed back towards the equilibrium).
In case 3, the switching is very fast compared to the diffusion term, so for small ε the process will behave like
In order for the limit of (µ ε,δ ) not to put mass on the critical point x * of f , we need to suppose that there exists an i * ∈ M such that β σ(x * , i * ) = 0 where β is a normal vector of the stable manifold of (1.4) at x * For case 1, since both the switching and the diffusion are on a similar scale, we need to assume that for each critical point
The next theorem is the main result of this paper. Theorem 1.1. Suppose Assumptions 1.1 and 1.2 hold. The family of invariant probability measures (µ ε,δ ) ε>0 converges weakly to the measure µ 0 given by (1.5) in the sense that for every bounded and continuous function g :
where T Γ is the period of the limit cycle, y ∈ Γ and g(x) = i∈M g(x, i)ν i .
1.
2. An application of Theorem 1.1. We will exhibit an example where the result of Theorem 1.1 applies. Recently there has been renewed interest in stochastic population dynamics [HN18a, BL16, Ben18, HN18b] . Suppose we have a predator-prey system of the form
Here x(t), y(t) denote the densities of prey and predator at time t ≥ 0, respectively; a, b, c, d, f > 0 describe the per-capita birth/death and competition rates, and xh(x, y), yh(x, y) are the functional responses of the predator and the prey. For instance, if h(x, y) is constant, the model is the classical Lotka-Volterra one [Lot25, Vol28, GH79] . If
the functional response is of Beddington-DeAngelis type [CC01] . The setting of (1.8) is very general and encompasses many of the models used in the ecological literature.
We explore what happens in the fast-switching slow-noise limit for the following noisy extension of (1.8)
Here
and W 2 (t) are independent Brownian motions, and α ε is an independent Markov chain with generator Q/ε. As before, the generator Q is assumed to be irreducible so that the Markov chain has a unique stationary distribution given by (ν 1 , . . . , ν n 0 ). The function h(·, ·, ·) is assumed to be positive, bounded, and continuous on
The existence and uniqueness of a global positive solution to (1.9) can be proved in the same manner as in [JJ11] or [JJNS11] and is therefore omitted. We denote by Z
z,i (t)) the solution to (1.9) with initial value α
Consider the averaged equation
We denote by Z z (t) = (X z (t), Y z (t)), the solution to (1.10) with initial value Z z (0) = z. , 0 has two eigenvalues:
, 0 is a stable equilibrium of (1.10), which violates condition (i) of Assumption 1.3. This shows that condition (ii) is often contained in condition (i).
We can apply Theorem 1.1 to this model if we can verify part (v) of Assumption 1.1 since the other conditions are clearly satisfied. Since the process α ε (t) is ergodic and the diffusion is nondegenerate, an invariant probability measure of the solution Z ε,δ (t) is unique if it exists. It is unlikely that one could find a Lyapunov-type function satisfying the hypothesis of [YZ10, Theorem 3.26] in order to prove the existence of an invariant probability measure. In addition, the tightness of the family of invariant probability measures (µ ε,δ ) ε>0 cannot be proved using the methods from [DDT11, DNY16] .
These difficulties can be overcome with the help of a new technical tool. We partition the domain (0, ∞) 2 into several parts and then construct a truncated Lyapunov-type function. We then estimate the average probability that the solution belongs to a specific part of our partition. This then allows us to prove that the family of invariant probability measures (µ ε,δ ) ε>0 is tight on the interior of R 2 + , i.e. for any η > 0, there are 0 < ε 0 , δ 0 < 1 < L such that for all ε < ε 0 , δ < δ 0 , the unique invariant measure µ ε,δ of (Z ε,δ (t), α ε (t)) satisfies
We are able to prove the following result.
Theorem 1.2. Suppose Assumption 1.3 holds. For sufficiently small δ and ε, the process given by (1.9) has a unique invariant probability measure µ ε,δ with support in R = 0 and at each critical point (x * , y * ) of (ϕ(x, y), ψ(x, y)), there is i * ∈ M such that either ϕ(x * , y * , i * ) = 0 or ψ(x * , y * , i * ) = 0, then the family of invariant measures (µ ε,δ ) ε>0 converges weakly to µ 0 , the occupation measure of the limit cycle of (1.10), as ε → 0. Remark 1.4. We note that on any finite time interval [0, T ] the solutions to (1.9) converge to the solutions of (1.10). However, in ecology, people are interested in the long term behavior of ecosystems as T → ∞. Therefore, the above result shows rigorously that (1.10) gives the correct long-term behavior.
1.3. Sketch of proof of Theorem 1.1. Because some parts of the proofs are very technical, in order to offer some intuition to the reader we present the main ideas in this subsection.
Condition (v) of Assumption 1.1 is a tightness assumption for the family of invariant measures (µ ε,δ ) 0<ε<ε 0 . This implies that any weak limit of (µ ε,δ ) 0<ε<ε 0 is an invariant measure of the limit system (1.4). The main technical issue is to show that any subsequential limit of (µ ε,δ ) 0<ε<ε 0 does not assign any mass to any of the fixed points of f . This is done by a careful analysis of the nature of the deterministic and stochastic systems near the attracting region χ l := {y : lim t→∞ X y (t) = x l }, of an equilibrium x l of f . Note that if x l is a source then χ l = {x l } while if x l is hyperbolic χ l can be an unbounded set. This makes the problem hard.
In Section 2, using large deviation techniques, we establish the following uniform estimate for the probability that the processes X ε,δ x,i and X x are close on a fixed time interval: For any R, T , and γ > 0, there is a κ = κ(R, γ, T ) > 0 such that
The main task is to estimate the time of exiting the attracting region, χ l ∩ B R , of an equilibrium x l . To be precise, we show that X ε,δ x,i leaves small neighborhoods of χ l ∩ B R with strictly positive probability in finite time if we start close to χ l ∩ B R . We find uniform lower bounds for these probabilities.
In fact, for any sufficiently small ∆ > 0 and sufficiently large R > 0 to include all the sets M i , i = 1, . . . , n 0 , we can find θ 1 , θ 3 > 0, H ∆ l > 0, and ε l (∆) such that for ε < ε l (∆),
We prove the estimate (1.12) in the different cases as follows: 1) Suppose that there is an i * ∈ M satisfying β f (x l , i * ) = 0, where β is a normal unit vector of the stable manifold of (1.4) at x l . Then we estimate the time α ε (t) stays in i * and consider the diffusion in this fixed state, that is
Since the drift f (x, i * ) is nonzero and pushes us away from the stable manifold of x * , and the diffusion term is small, we can estimate the exit time τ 
We estimate the time α ε (t) to be in i * and consider the diffusion component in the direction β in this fixed state
Since the diffusion coefficient does not vanish close to x l , we can do time change so that we get a Brownian motion. Then we can estimate the probability that the exit time exceeds a given number. Ultimately, we show that Z ε,δ and β X ε,δ are close to each other.
Comparing the rates in (1.11) with (1.12) is key to prove the main result in Section 3 (see e.g. [Hol78, Kif12] ). The idea is to estimate the time of exiting the attracting region, χ l ∩B R , of an equilibrium x l as well as the time of coming back to this region. Then we prove that eventually, the probability of entering χ l ∩ B R is very small compared to the probability of exiting the region.
If we start with X(0) close to χ l ∩ B R then after a finite time X will be close to one of the equilibrium points or the limit cycle. Using this together with (1.11) and (1.12) we get that there exist neighborhoods
for some constant L > 0 and
This can be leveraged into showing that with high probability, if we start in N 1 , we will leave the region G 1 ⊃ N 1 in a finite, uniformly bounded, time:
. Using (1.11) we can find a constantT > 0, independent of ε such that (1.14)
and that
Note that T ε,δ ∆,1 → ∞ as ε → 0. However, if we pick ∆ < κ/2, we have
Let X ε,δ (t) be the stationary solution, whose distribution is µ ε,δ for every time t ≥ 0. Let τ ε,δ be the first exit time of X ε,δ (t) from G 1 . We can show that for any η > 0 we can find R > 0 such that µ ε,δ (N 1 ) ≤ 2η by using (1.14), (1.15), and (1.16) to find the probabilities of the events
Similar arguments show that for any η > 0, we can find R > 0 and neighborhoods
Using this fact together with Assumption 1.1 and Lemma 2.2 we can establish, by a straightforward modification of the proof of [Hol78, Theorem 1], that for any η > 0 there is neighborhood N of the limit cycle Γ such that
Estimates for the first exit times
Define for any i = 1, . . . , n 0 and θ > 0, the sets χ i := {y : lim t→∞ dist(X y (t), M i ) = 0} and M i,θ := {y : dist(y, M i ) < θ}. Let R 0 > 1 be large enough such that B R 0 −1 contains all M i , i = 1, . . . , n 0 . Fix θ 0 ∈ (0, 1) such that {M i,2θ 0 , i = 1, . . . , n 0 } are mutually disjoint and
The following is a well-known exponential martingale inequality (see [Mao07, Theorem 1.7.4]).
Lemma 2.1. (Exponential martingale inequality) Suppose (g(t)) is a real-valued F t -adapted process and
We will make use of this lemma repeatedly in the proofs to follow. The next result gives us estimates on how close the solutions to (1.3) and (1.7) are on a finite time interval if they have the same starting points. The argument of the proof is pretty standard. For completeness, it relegated to Appendix A.
Lemma 2.2. For any R, T , and γ > 0, there is a κ = κ(R, γ, T ) > 0 such that
Suppose that there is an > 0 such that for all starting points (x, i) ∈ N × M one has P{τ ε,δ
Lemma 2.4. The following properties hold:
(1) For any θ > 0, R > 0, there exists T 1 > 0 such that for any y ∈ B R , X y (t) ∈ M k,θ for some t < T 1 , and some k ∈ {1, . . . , n 0 }.
Then for any m > 0, we can find θ 0 > 0 such that {y :
The following lemmas show that the process leaves small neighborhoods around the equilibrium points with strictly positive probability in finite time if we start close to the equilibrium points. Furthermore, this probability can be bounded below uniformly for all starting points close to the equilibrium. We need this because we want to show the convergence of the process to the limit cycle Γ.
Lemma 2.5. Consider an equilibrium x l and suppose there exists i * ∈ M such that β f (x l , i * ) = 0 where β is a normal unit vector of the stable manifold of (1.4) at x l . Then for any ∆ > 0 that is sufficiently small and any R > R 0 , we can find θ 1 , θ 3 > 0, H ∆ l > 0, and ε l (∆) such that for ε < ε l (∆),
x,i (t) ∈ B R and dist(X ε,δ x,i (t), χ l ) ≥ θ 3 }. Proof. Suppose without loss of generality that x l = 0. Let β be a normal vector of the stable manifold at 0 such that |β| = 1 and β f (0, i * ) > 0. Since f is locally Lipschitz we can find a 1 > 0 such that
< ∞. Since β is perpendicular to the tangent of the stable manifold at 0, we can find θ 2 ∈ 0,
The continuous dependence of the solutions of (1.4) on the starting point and the fact that 0 is an equilibrium of (1.4) imply that X stays close to 0 for a finite time if the starting point is close enough to 0. Using this, we can derive from Lemma 2.2 that there exist numbers θ 1 ∈ (0, θ 2 ) and k > 0 such that
First, we consider the case α ε (0) = i * . Because of the independence of α ε (·) and W (·), if
, the process X ε,δ x,i * (·) has the same distribution on the time interval 0,
Define the bounded stopping time
We have
By the exponential martingale inequality from Lemma 2.1, there exists a constant m 3 > 0 independent of δ such that 
This implies that
Using (2.1), (2.17) and (2.6) we note that on the set Ω ε,δ,1 x (2.8)
x,i , using
which contradicts (2.8). As a result, if x ≤ θ 2 , ω ∈ Ω ε,δ,1 x and δ is sufficiently small, we have
and by (2.6) we have (2.10)
. Using (2.5) and (2.10), one sees that if δ is sufficiently small and |x| < θ 2 then for ω ∈ Ω ε,δ,1 x ∩ Ω ε,δ,2 x , (2.11)
Combining (2.11) with the definition of ρ ε,δ
. As a result of this and (2.7), if |x| ≤ θ 2 ,
Using the independence of α ε , the paragraph before equation (2.5), and the last two equations, we obtain (2.12)
Since α ε (t) is ergodic, for any sufficiently small ε, i.e., small enough ∆,
By the strong Markov property, we derive from (2.4), (2.12), and (2.13) that for all (x, i) ∈ M l,θ 1 × M and for ε sufficiently small (2.14) P ζ ε,δ
The proof is complete by combining this estimate with (2.2).
Lemma 2.6. Suppose that lim ε→0 δ ε = r > 0. Assume that at the equilibrium point x l , one has f (x l , i) = 0 for all i ∈ M, and there is i * ∈ M for which β σ(x l , i) = 0, where β is a normal unit vector of the stable manifold of (1.4) at x l . Then for any sufficiently small ∆ > 0 and any R > R 0 , we can find θ 1 , θ 3 > 0, H ∆ l > 0, and ε l (∆) > 0 such that for ε < ε l (∆),
where τ ε,δ
Proof. We can assume without loss of generality that x l = 0 and lim ε→0 δ ε = 1. Since σ is locally Lipschitz, we can find a 2 > 0 such that
For all t ≥ 0, we have by (2.15) and the ergodicity of the Markov chain α ε i that P(ζ t,x,i < ∞) = 1, |x| < θ 0 .
As a result the process (M (t)) t≥0 defined by
is a Brownian motion. This follows from the fact that M (t) is a continuous martingale with quadratic variation [M, M ] t = t, t ≥ 0. Set θ 2 := (2+K l T )θ 1 . Since M (1) has the distribution of a standard normal, for sufficiently small δ, we have the estimate
Using the large deviation principle (see [HYZ11] ), we can find a 3 = a 3 (T ) > 0 such that
Let ∆ be such that and ∆ < a 3 . Equation (2.15), the definition of ζ t,x,i , and a 2 ν i * T 2 > 1 yield
and note that the last inequality holds by the definition of K l . By Lemma 2.1 (2.20)
Define the stopping time
x,i , we claim that we must have (2.21) ζ x,i < T.
We argue by contradiction. Suppose the three events { √ δM (1) > θ 2 }, {ζ 1,x,i ≤ T }, and {ζ x,i ≥ ζ 1,x,i } happen simultaneously. Then we get the contradiction
where we used that 1 ∧
x,i (s) if s < ζ x,i by the definition of ζ x,i and (2.16).
For |x| ≤ θ 1 and
This together with Gronwall's inequality implies that
x,i , we have that ζ x,i < T and X ε,δ x,i (ζ x,i ) < (K l T + 2)θ 2 e K l T and β X ε,δ x,i (ζ x,i ) ≥ θ 1 . Since θ 2 < a 3 and lim ε→0 δ ε = 1 we have by (2.18), (2.19), (2.20) and (2.21) that for all sufficiently small ε
which completes the proof.
Lemma 2.7. Suppose that lim ε→0 δ ε = ∞. Assume that at the equilibrium point x l one can find i * ∈ M such that β σ(x l , i * ) = 0 where β is a normal unit vector of the stable manifold of (1.4) at x l . Then for any sufficiently small ∆ > 0 and any R < R 0 we can find θ 1 , θ 3 > 0, H ∆ l > 0,and ε 1 (∆) such that for ε < ε 1 (∆),
x,i (t), χ l ) ≥ θ 3 }. Proof. Assume, as in the previous lemmas, that x l = 0. Pick a number a 2 > 0 for which
Let K l > 0 be such that |f (x)| < K l |x| and |(σ σ)(x, i)| < K l whenever |x| < θ 0 , and fix
Define θ 2 = (3+K l T )θ 1 and let a 2 , M (t), T, ζ 1,x,i be as in the proof of Lemma 2.6. Arguing as in the proof of (2.19), we can find a 3 > 0 such that
Since f (0) = 0, we can apply the large deviation principle (see [HYZ11] ) to show that there is κ = κ(∆) > 0 such that
where A :
x,i (s))|ds
together with arguments similar to those from the proof of Lemma 2.6 show that
Proof of the main result
This section provides the proofs of the convergence of µ ε,δ for the three cases given in (1.6).
Proposition 3.1. For every η > 0, there exists R > R 0 and neighborhoods N 1 , . . . ,
In view of Lemma 2.4, there exists c 2 > 0 such that for all t ≥ 0 (3.1) dist(X y (t), χ 1 ) ≥ 2c 2 for any y ∈ B R \ S 1 .
Note that we have 2c 3 ≤ c 2 and 2c 2 ≤ θ 0 . Define
In view of Lemma 2.4, for any y / ∈ χ 1 , there exists t y such that X y ( t y ) ∈ M i,θ 0 ∩ (B R \ S 1 ) for some i > 1. This fact together with the continuous dependence of solutions to initial values and (3.1) implies that there existsT > 0 such that
Let κ = κ(R, c 3 ,T ) be as in Lemma 2.2 and ∆ < κ 2
and θ 1 and ψ ∆ ε be as in one of the Lemmas 2.5, 2.6 and 2.7 (depending on which case we are considering). We have
,θ 1 where, as in Section 2, the stopping time is
It follows from part (1) of Lemma 2.4 that for any x ∈ N 1 , there exists a T 1 > 0 such that When ε is sufficiently small, we have by Lemma 2.2 (applied with γ = ) that for any
Similarly to (3.3), there exists a T 2 > 0 such that dist(X y (t), χ 1 ) ≥ 2c 2 for any t ≥ T 2 , y ∈ B R , dist(y, χ 1 ) ≥ θ 3 , which implies that by Lemma 2.2, for sufficiently small ε > 0,
Putting together (3.4), (3.6), and (3.7) we deduce that
. for ε sufficiently small. Combining (3.5) and (3.8), we get that
. Applying Lemma 2.3 to (3.9), we have
We will argue by contradiction that lim sup
Let X ε,δ (t) be the stationary solution, whose distribution is µ ε,δ for every time t ≥ 0. Let τ ε,δ be the first exit time of X ε,δ (t) from G 1 . Define the events
Note that the above events are disjoint and have union N 1 . As such
Using (3.10), we get that
Next, we estimate P(K ε,δ 3 ). It follows from Lemma 2.2, (3.2), and (3.3) that if ε is sufficiently small then P X ε,δ
Using the last two estimates together with the Markov property one sees that for any
where s/T denotes the integer part of s/T . Note that similar arguments show that (3.13) also holds for all s ∈ [T , T ε,δ x,i ] and x ∈ B R \N 1 . It follows from this with s = T ε,δ ∆,1 ,
This together with (3.11) implies that (3.14) lim
Using (3.13) and the strong Markov property, we get (3.15)
Putting together the estimates (3.12), (3.15), and (3.14), we see that
which contradicts the assumption that lim sup ε→0 µ ε,δ (N 1 ) > 2η. We have therefore shown that
There exists c 4 > 0 such that dist(X y (t), χ 1 ) ≥ 2c 4 for any y ∈ B R \ S 1 . Define
There exists c 5 > 0 such that dist(X y (t), χ 1 ) ≥ 2c 5 for any y ∈ B R \ G 1 . Define Define events
Applying the same arguments as in the previous part, we can show that lim sup ε→0 µ ε,δ (N 2 ) ≤ 4η. Continuing this process, we can construct neighborhoods N 1 , . . . ,
Theorem 1.1. Suppose Assumptions 1.1 and 1.2 hold. The family of invariant probability measures (µ ε,δ ) ε>0 converges weakly to the measure µ 0 given by (1.5) in the sense that for every bounded and continuous function g :
Proof. We have proved in Proposition 3.1 that for any η > 0 we can find R > 0 and neighborhoods N 1 , . . . ,
Using this fact together with Assumption 1.1 and Lemma 2.2, by a straightforward modification of the proof of [Hol78, Theorem 1], we can establish that for any ϑ > 0 there is neighborhood N of the limit cycle Γ such that
Proof of Theorem 1.2
To proceed, we first need some auxiliary results.
Lemma 4.1. There exist numbers K 1 , K 2 > 0 such that for any 0 < ε, δ < 1 and any
the generator associated with (1.9) (see [MY06, p. 48] or [YZ10] for the formula of L ε,δ ). Similarly, we can verify that there isK 2 > 0 such that for all
2 (x, y, i). For each k > 0, define the stopping time σ k = inf{t : x(t) + y(t) > k}. By the generalized Itô formula forV (x(t), y(t), α ε (t)) (4.1)
Letting k → ∞ and dividing both sides by θt we have
The claim follows by an application of Lemma 4.1.
Recall that the two equilibria of (1.10) on the boundary are both hyperbolic. Note that the Jacobian of xφ(x, y), yψ(x, y) at , 0 . This suggests we should look at 2c a
order to prove that the dynamics of (1.10) is pushed away from the boundary. Then we can use approximation arguments to obtain the tightness of (Z ε,δ ) on R
We have the following lemma. Let T = T 1 ∨ T 3 . By the continuous dependence of solutions on initial values, there is β > 0 such that
Combining (4.7), (4.10) and (4.11) we obtain the desired result.
Generalizing the techniques in [NY17] , we divide the proof of the eventual tightness into two lemmas. 
+ 1 be chosen later and define D = {(x, y) : 0 < x, y ≤ H}. Let T > 0 and β > 0 such that (4.5) is satisfied and
In view of the generalized Itô formula,
For A ∈ F, using Holder's inequality and Itô's isometry, we have (4.12)
where the last inequality follows from (4.2) and the boundedness of ρ(i) and λ(i). If A = Ω, we have
Let ς > 0. Lemma 2.2 implies that there are δ 0 , ε 0 such that if ε < ε 0 , δ < δ 0 , (4.14)
On the other hand, if Combining (4.5), (4.14), (4.15), (4.16), and (4.17), we can reselect ε 0 and δ 0 such that for ε < ε 0 , δ < δ 0 we have It is readily seen from this estimate that lim inf
Theorem 1.2. Suppose Assumption 1.3 holds. For sufficiently small δ and ε, the process given by (1.9) has a unique invariant probability measure µ ε,δ with support in R = 0 and at each critical point (x * , y * ) of (ϕ(x, y), ψ(x, y)), there is i * ∈ M such that either ϕ(x * , y * , i * ) = 0 or ψ(x * , y * , i * ) = 0, then the family of invariant measures (µ ε,δ ) ε>0 converges weakly to µ 0 , the occupation measure of the limit cycle of (1.10), as ε → 0.
Proof. The conclusion of Lemma 4.5 is sufficient for the existence of a unique invariant probability measure µ ε,δ in R 2,• + × M of (Z ε,δ (t), α ε (t)) (see [Bel06] or [MT93] ). Moreover, the empirical measures 1 t t 0 P Z ε,δ z 0 ,i 0 (s) ∈ · ds, t > 0 converge weakly to the invariant measure µ ε,δ as t → ∞. Applying Fatou's lemma to the above estimate yields
2 ) ≥ ∆, ∀ ε < ε 0 , δ < δ 0 .
This tightness implies Theorem 1.2.
4.1. An Example. In this section we provide a specific example under the setting of Section Figure 1 . From left to right: Graphs of the x ε,δ (t) component of (4.37) with (ε, δ) = (0.001, 0.001), (ε, δ) = (0.00005, 0.00005) and x(t) of the averaged system (4.38) respectively. 
