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ABSTRACT 
In this paper the author considers symmetric w x n matrices over a field F 
finite dimensional extension of the rationals. A theorem which extends to such 
matrices the Hilbert-Landau theorem is proved. It characterizes the symmetric 
matrices over F, which are sums of squares of symmetric matrices over F. 
1. INTRODUCTION AND PREREQUISITES 
It is well known that in the field of real numbers all the positive 
numbers are squares, while in the field of rational numbers they are 
sums of squares. 
In every algebraic extension of the rationals the classic Hilbert- 
Landau theorem holds. It characterizes all the numbers which are sums 
of squares (see [4, p. 2891). 
HILBERT-LANDAU THEOREM 1. Let F be a finite dimensional extension 
of the rationals, and let tl,. . . , z, (r > 0) be the different isomorphisms of 
F into the field of real algebraic numbers. Then an element a # 0 of F 
is the sum of squares in F if and only if ti(a) > 0 for i = 1,. . . , Y. 
In this paper we consider symmetric n x n matrices over F. A theorem 
which extends to such matrices the Hilbert-Landau theorem is proved. 
It characterizes the symmetric matrices over F, which are sums of squares 
of symmetric matrices over F. 
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We base our analysis on some known theorems and concepts of abstract 
algebra. For a better understanding of our work, we consider it convenient 
to recall a few theorems and definitions which, primarily, we use in this 
paper. 
DIAGONALIZATION THEOREM 2. Let T be a hermitian transformation 
OVEY the space V = Rn, and let A”‘” be its matrix with respect to an ortho- 
normal basis. Then there exists an orthonormal basis such that the matrix 
assumes a diagonal form D, and this basis is constituted by characteristic 
vectors. Moreover we have A = CDC-1 with C-l = Ct [3, p. 4811. 
DEFINITION 1. An ordered field F is a field together with a subset 
P (the set of positive elements) of F such that: (i) 0 # P; (ii) if a E F, 
then either a E P, a = 0, or - a E P; (iii) P is closed under addition and 
multiplication [4, p. 2701. 
DEFINITION 2. An element a of a field F is called totally positive 
if a > 0 in every ordering of F [4, p. 2881. 
THEOREM 3. Let F be an ordered field; then an element a # 0 in F 
is totally positive if and o&y if a is the sz~m of squares of elements of F 
[4, p. 2881. 
THEOREM 4. The m&mum polynomial of a hermitian matrix is 
constituted by the product of all the irreducible factors of the characteristic 
polynomial with exponent equal to 1 [Z, p. 1481. 
CHINESE REMAINDER THEOREM 5. Let F be a field and f(x) E F[x]. If 
with (g,(x), g&x)) = 1 for i # i, the following isomorphism holds: 
(See [l, pp. 112-1131.) 
Remark. It follows from Theorems 4 and 5 that for a matrix A, 
defined over a field F, which has for its minimum polynomial 
Linear Algebra and Its Applications 3(1970), 45-50 
MATRICES AS SUMS OF SQUARES 47 
the following decomposition holds : 
A = A, + A, + +. . + Ah. (1) 
Moreover we have the following corollary to the Chinese remainder 
theorem. 
Let B be a symmetric matrix defined over a subfield G C R of the 
real numbers. This matrix can be diagonalized over the real numbers. 
Let D be the corresponding diagonal matrix. The entries (al,. . . , a,) 
of the main diagonal of D are all the roots of the characteristic polynomial 
p(x) of B counted according to their multiplicity. 
Since p(x) is a polynomial with coefficients in G, it can be decomposed 
in irreducible factors over G as follows: p(x) = $r(~)~l* . * $,(x)~‘. A 
decomposition of D into block matrices A,, . . , A, corresponds to the 
preceding decomposition of p(x). If $j(x) is a polynomial of degree kj, 
then dj is a (Izjkj) x (h,kj) diagonal matrix whose entries are the roots 
Q,. . . ) q”‘j” of $J~(x), each of them repeated h, times. 
Let us now consider a corollary of Theorem 5. To this end let us 
denote by g(x) the minimum polynomial of D over G, i.e., g(x) = 
p,(x) . * . p,(x). Since G[D] is isomorphic to G[x]/(g(x)), we can apply 
decomposition (1) to G[D]. 
COROLLARY 1. When G[D] is decomposed into a direct sum according 
to Theorem 5, the matrix D is expressed as a sum of diagonal matrices 
D,, . . . , D,. The n x n matrix Dj coincides with D in the block A,. All the 
remaining entries of D j aye zero. 
Proof. Under the isomorphism G[x]/(g(x)) !Z G[D], we have 2 tt D, 
where X is the equivalence class of x in G [x]/&(x)). Now let us consider 
the isomorphism 
Let us denote by gj the equivalence class of x in the summand G [x]/($~(x)). 
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which has zero component in G[x]/($,(x)) for each i # j, and has Xj as 
a component in G [x]/@~(x)). Let qj(x) be any polynomial of the equivalence 
class of G [x]/@(x)), which corresponds to Xj in the isomorphism set up by 
Theorem 5. From the proof of Theorem 5 we have (see [l, pp. 112-1131) : 
q,(x) -0 mod?,(x), if if j, 
q&x) 3 x modp&), i.e., 
4&r) = 0 whenever p,(u) = 0 
4@) = a whenever pi(a) = 0. 
It follows that 
hence qj(D) is exactly the matrix Dj considered before; this ends the 
proof. 
THEOREM 6. Let F be a finite dimensional extensiom of the field of 
rational numbers. Then the orderings of F aye all induced by the isomorphisms 
of F into the ordered field K of real algebraic numbers, two different iso- 
morphisms giving different orderings [4, p. 2871. 
Remark. The Hilbert-Landau theorem follows from Theorems 3 and 6. 
2. THE HILBERT-LANDAU THEOREM FOR THE SYMMETRIC MATRICES 
We are now in a position to prove the announced extension of the 
Hilbert-Landau theorem to symmetric matrices. 
THEOREM 7. Let F be a field which is a finite disnensional algebraic 
extension of tlae rationals. Let A be a symmetric matrix defimed over F. 
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Tlze following two conditions aye eqkalent: 
(i) A > 0 for every imbedding of F into the field R of the real nwnbers.* 
(ii) A is a sum of squares of symmetric matrices defined over F. 
It is obvious that (ii) implies (i). Let us prove that (i) implies (ii). 
We consider the ring F [A]. It is enough to prove that A is a sum of 
squares in F[A]. By the isomorphism F [A] N F[x]/($(x)), it is enough 
to prove that the above-defined equivalence class X of -I;[x]/@(x)) is a 
sum of squares in this ring. 
F [x]/@(x)) can be decomposed (see Theorem 5) as follows: 
F[xl ’ F[xl 
D(Yjj” p(p,(x(q. 
Then it suffices to prove that the equivalence class Xi of x in F [x]/($,(x)) 
is a sum of squares in this field. By the Hilbert-Landau theorem this 
is equivalent to the fact that Xi is either 0 or positive for every imbedding 
of F [x]/@,(x)) in R. For simplicity we assume i = 1. Let us specify 
the imbeddings of this field in R. First we should imbed F into R. Let 
zi be one of the imbeddings F + R; now X,($,(X)) is a polynomial defined 
over the field of real numbers. Next let us extend the imbedding zi 
to an imbedding of t%(F) [x]/(t,($,(x)) into R; i.e., we should send the 
class Zr in one of the real roots of z,@,(x)) (in our case all such roots are 
real because A is hermitian). 
On the other hand, by the Chinese remainder theorem, A = A, + 
A, +. a. + A,, where Ai corresponds to the equivalence class of x in 
F [x]/($Jx)) in the composed isomorphism 
F[xl ’ F[xl 
FIAl” ji)(X))= Tqqqj 
In the imbedding ti we have 
ti(A) = & z,(AJ ; 
1 
ti(A) can be diagonalized, as we have seen, by conjugation with an 
orthogonal matrix, i.e., 
* By writing A >, 0 we mean that for every real n-vector u we have (~4, u) > 0, 
i.e., the quadratic form associated with A is non-negative. 
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In the Remark following Chinese remainder theorem we have proved 
that Dj is a diagonal matrix whose entries are the roots of t,@,(x)). 
In fact, p(x) is sent, through the isomorphism ti in -r,@(x)), which is the 
minimum polynomial of r,(A) and of Di over the field t,(F) C R. The 
n x n matrix z,(A) is positive by hypothesis; then all non-zero entries 
of Di are positive. It follows that all the roots of Z&~(X)) are either 
positive real numbers or zero if p,(x) = x. 
Let us remember that our purpose is to prove that Xi is a sum of 
squares for any i, i.e., either Xi = 0 or Xi > 0 for every imbedding of 
F [x]/(p,(x)) and for every i. An imbedding is obtained, first by imbedding 
F into R, through a mapping zj, and then sending Ei in one of the real 
roots of z@,(x)). We have already proved that, provided p,(x) # x, 
all the roots of t&,(x)) are positive. This ends the proof. 
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