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Abstract 
Data Anonymization is one of the globally accepted mechanisms for the protection of privacy of individuals in data publishing 
scenario. Normally the data anonymization impacts on the quality of data especially critical to the success of knowledge-based 
applications. An intelligent approach based on association mining namely, Adaptive Utility-based Anonymization (AUA) has 
been proposed in order to deal with this issue. Initially the model is tested with sample instances of original data set National 
Family Health Survey (NFHS-3) and this paper includes performance evaluation of AUA model using data sets and proves that 
the data anonymization can be done without compromising the quality of data mining results. 
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1. Introduction 
Privacy Preserving Data Mining (PPDM) is a hot research area today and has a wider scope in this electronic era since most 
of the individuals as well as organizations are more concerned about privacy related threats. In order to protect the identity 
disclosure of individuals some sort of data distortion is required especially in healthcare as well as in financial sectors. Data 
Anonymization is one of the promising technique in data publishing scenario and the proper integration of such techniques will 
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definitely improve the acceptance of knowledge-based systems. Disclosing the identity of individuals will definitely de motivate 
the people from sharing such important information to the society. Removing explicit identifiers such as Name and Personal ID 
of a person will not be enough to protect the person from disclosure risk.  
Therefore, effective storing and sharing of huge amount of data, referred as big data is so crucial for carrying out various 
knowledge-based studies. Some of the remarkable PPDM studies discusses the problem and suggests some mechanisms in order 
to achieve the privacy protection. Achieving privacy without compromising the content of data or data mining accuracy is always 
a challenge in PPDM. Our previous study1, discussed the need to develop a flexible model for Privacy Preserving Data Mining 
by illustrating a detailed analysis on actual data related to Indian population namely, National Family Health Surveys (NFHS)-3. 
Later, we developed an algorithm called AUA2 (Adaptive Utility-based Anonymization) which is considered as an intelligent 
model to solve the problem of disclosure risk.  
As an extension of previous studies, the present study compares the data mining accuracy using classification on two data sets 
to prove that the proposed model is well suited for big data anonymization. The rest of the paper is organized as follows. Section 
2 discusses background of the study including some of the important literatures related to privacy of individuals. Section 3 
provides a brief description of proposed AUA model and section 4 include the data sets. In section 5, we present the experimental 
results which show the effectiveness of our model by comparing classification accuracy. Finally, the paper is concluded in 
section 6. 
2. Related Work 
In centralized scenario, the data is published, so that it can be used for a variety of purposes. Studies like 3, 4 up to11 show that 
the privacy is addressed by various techniques including Anonymization, Perturbation, Condensation, Randomization and Fuzzy-
based methods in the data publishing scenario. Even though the data is not encrypted as in distributed scenario, some sort of 
precaution should be taken regarding the privacy of individuals, before publishing the data. The techniques such as data hiding, 
compression, generalization, swapping and permutation are commonly applied mechanisms to protect privacy in this scenario. 
The studies 12 and 13 provide some remarkable frameworks that describe privacy models. K-anonymity as mentioned in 14, 15and 16 
is the classical approach under this category and is widely accepted mechanism to protect privacy to some extent. Latest studies, 
17, 18 and 19 strengthen the process of anonymization by extending the capability of k-anonymity model.  
3. AUA  Model 
The proposed framework is being developed for solving the problem of disclosure risk1. Initially, we have developed a 
framework to solve the problem in NFHS-3, later we have generalized the framework which becomes adaptive to accommodate 
any data set. The framework is implemented using Adaptive Utility-based Anonymization (AUA) model20. The highlights of 
AUA algorithm are included in this section.  
 
The AUA approach is a two step iterative process based on association mining. Using support and confidence, we have 
performed association mining on given data set either for filtering risky instances or for retaining maximum information based on 
utility of data. The first step is based on quasi-sensitive associations among entire instances of the given data set and the second 
step is based on quasi-quasi associations among instances of the non-frequent set and among certain instances of frequent set. 
From this iterative process, multiple versions of anonymized data sets can be served positively according to the user`s need. 
4. Data Sets 
4.1 Adult data set 
The data set namely, Adult included in UCI machine learning repository consists of 32,561 instances and 10 attributes and is 
considered for testing the effectiveness of the new model AUA. Among the ten attributes the attributes such as Country, Age, 
Education and Race are considered as the quasi-identifying (QI) attributes. The model generates multiple versions of anonymized 
data sets accordingly with the user preferred attribute on any one of the QI attributes. That is, if the user preferred attribute is 
349 Jisha Jose Panackal and Anitha S. Pillai /  Procedia Computer Science  50 ( 2015 )  347 – 352 
Country, the model generates anonymized data set of Adult data which is named as AdultAT-Country-wise. Similarly for other 
QI attributes Age, Education and Race the respective anonymized versions are generated namely AdultAT-Age-wise, AdultAT-
Education-wise and AdultAT-Race-wise. 
4.2 NFHS-3 data set 
The National Family Health Surveys (NFHS) programme is a nationally important source of data on population, health, and 
nutrition for India and its states. This national survey is initiated in the early 1990s, and three rounds of the survey have been 
conducted NFHS-1 in 1992-93 and NFHS-2 in 1998-99 and the third in the series is introduced in the year 2005-06 namely, 
National Family Health Survey (NFHS-3). It consists of 1,24,385 records which include attributes related to HIV, TB, anemia 
and malaria related to HealthCare. Initially the model is tested with 15,563 records from NFHS-3 data set, and then the present 
study considers 46,593 records for testing the accuracy. 
5. Experiment and Results 
5.1 Classification on Adult Data set 
 
     In order to test the efficiency of the new model, the data set Adult has undergone the anonymization process as per the AUA 
model and each version of the data set including the original data set is considered for one of the data mining operation called 
classification. 
 
 
 
 
Figure1. Classification Accuracy on Adult data set 
 
 
Classification on original data set is performed using three known classifiers namely ZeroR, Naive Bayes and Random 
Forest. From the results as shown in fig.1, it is observed that the classifier Random Forest provide better classification accuracy 
for the original data set as compared with the results of other classifier models. But, Naive Bayes classifier provides least 
significant changes in original data set as well as different anonymized versions. The results also show that the accuracy is least 
affected with anonymous data sets.  Here, the anonymized version with user preference quasi-identifier attribute “Race” provides 
maximum accuracy i.e, 81.66 in Random Forest and 82.21 in Naive Bayes. The Naive Bayes provides insignificant (< 0.5) 
change in accuracy on all data sets. Therefore, Naive Bayes is considered as the best suitable classifier for the data set Adult. The 
results on other parameters that test the effectiveness of new model including privacy and information are shown in the fig.2. 
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Figure2. Comparison using various parameters on Adult data set 
 
5.2 Classification on NFHS-3 Data set 
 
 
 
Figure3. Classification Accuracy on NFHS data set 
97.06 97.06 97.06 97.06 97.06
96.89 96.93 96.93 96.93 96.92
97.05 97.05 97.06 97.05 97.06
95
95.4
95.8
96.2
96.6
97
97.4
97.8
98.2
98.6
99
ZeroR Classifier
Naïve Bayes Classifier
Random Forest Classifier
 
 
82.5
82.21 82.16 82.11 82.21
81
82
83
Classification Accuracy on Percent_Correct
0.52 0.52 0.53 0.53 0.53
0
1
Classification Accuracy on Entropy
0.95 0.95
0.67 0.67
0.95
0
1
Classification Accuracy on IR-Precision
0.86 0.85 0.77 0.77 0.85
0
1
Classification Accuracy on F-measure
351 Jisha Jose Panackal and Anitha S. Pillai /  Procedia Computer Science  50 ( 2015 )  347 – 352 
 
From the results shown in fig.3, it is observed that the classifier ZeroR provide better classification accuracy for the original data 
set as compared with the results of other classifier models. Naive Bayes classifier and Random Forest classifier also provide least 
significant changes in original data set as well as different anonymized versions. The Random Forest classifier provides more 
consistent values for all the parameters considered. The results on other parameters that test the effectiveness of new model 
including privacy and information are shown in the fig.4. 
 
 
  
 
Figure4: Comparison using various parameters on NFHS-3 data set 
6. Conclusions 
The model AUA is tested initially with 15,563 instances of real set data namely NFHS-3 and generated multiple versions of 
anonymized data sets accordingly with each quasi-identifier (QI) attributes. Since the data contain four QIs, i.e. {State, Age, 
Education and Religion}, it generated anonymized versions for each as per the user’s preference. Both original data set and 
anonymized data sets are tested for classification accuracy and obtained the results. The results show that the anonymization 
process does not provide any significant degradation in the accuracy of data mining classification. Thus proves that the privacy of 
individuals can be ensured without compromising the quality of the data set. 
 
Later, the study enhances the testing using additional data sets namely Adult data set and NFHS (enhanced) data set which 
includes huge number of instances. The results prove that the privacy of individuals can be ensured in big data without 
compromising the quality of the data set. The mechanism used in AUA provides sufficient intelligence to balance the two 
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contradictory goals of PPDM, which is privacy protection and information preservation. The model is implemented in order to 
accommodate any set of data and the data provider gets flexibility in setting up of QI attributes and also has a provision to 
include the user’s preference on any QI attribute. That is, if the anonymized data is to be used for a study based on a particular QI 
attribute, that user will get an anonymized version without affecting that attribute. The model gets the benefits of k-anonymity in 
terms of privacy protection, and provides maximum information to the users. 
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