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Small mass asymptotic for the motion with vanishing
friction
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Abstract
We consider the small mass asymptotic (Smoluchowski-Kramers approximation)
for the Langevin equation with a variable friction coefficient. The friction coefficient
is assumed to be vanishing within certain region. We introduce a regularization
for this problem and study the limiting motion for the 1-dimensional case and a
multidimensional model problem. The limiting motion is a Markov process on a
projected space. We specify the generator and boundary condition of this limiting
Markov process and prove the convergence.
Keywords: Smoluchowski-Kramers approximation, diffusion processes, weak con-
vergence, boundary theory of Markov processes.
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1 Introduction
The Langevin equation
µq¨µt = b(q
µ
t )− λq˙
µ
t + σ(q
µ
t )W˙ t , q
µ
0 = q ∈ R
n , q˙µ0 = p ∈ R
n , (1.1)
describes the motion of a particle of mass µ in a force field b(q), q ∈ Rn, subjected
to random fluctuations and to a friction proportional to the velocity. Here W t is the
standard Wiener process in Rn, λ > 0 is the friction coefficient. The vector field b(q)
and the matrix function σ(q) are assumed to be continuously differentiable and bounded
together with their first derivatives. The matrix a(q) = (aij(q)) = σ(q)σ
∗(q) is assumed
to be non-degenerate.
It is assumed usually that the friction coefficient λ is a positive constant. Under
this assumption, one can prove that qµt converges in probability as µ ↓ 0 uniformly on
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each finite time interval [0, T ] to an n-dimensional diffusion process qt: for any κ, T > 0
and any pµ0 = p ∈ R
n, qµ0 = q ∈ R
n fixed,
lim
µ↓0
P
(
max
0≤t≤T
|qµt − qt|Rd > κ
)
= 0 .
Here qt is the solution of equation
q˙t =
1
λ
b(qt) +
1
λ
σ(qt)W˙ t , q0 = q
µ
0 = q ∈ R
n . (1.2)
The stochastic term in (1.2) should be understood in the Itoˆ sense.
The approximation of qµt by qt for 0 < µ << 1 is called the Smoluchowski-Kramers
approximation. This is the main justification for replacement of the second order equa-
tion (1.1) by the first order equation (1.2). The price for such a simplification, in
particular, consists of certain non-universality of equation (1.2): The white noise in
(1.1) is an idealization of a more regular stochastic process W˙
δ
t with correlation radius
δ << 1 converging to W˙ t as δ ↓ 0. Let q
µ,δ
t be the solution of equation (1.1) with W˙ t
replaced by W˙
δ
t . Then limit of q
µ,δ
t as µ, δ ↓ 0 depends on the relation between µ and
δ. Say, if first δ ↓ 0 and then µ ↓ 0, the stochastic integral in (1.2) should be understood
in the Itoˆ sense; if first µ ↓ 0 and then δ ↓ 0, qµ,δt converges to the solution of (1.2) with
stochastic integral in the Stratonovich sense. (See, for instance, [5].)
We considered in [6] the case of a variable friction coefficient λ = λ(q). We assumed
in that work that λ(q) is smooth and 0 < λ0 ≤ λ(q) ≤ Λ <∞. It turns out that in this
case the solution qµt of (1.1) does not converge, in general, to the solution of (1.2) with
λ = λ(q), so that the Smoluchowski-Kramers approximation should be modified. In
order to do this, we considered in [6] equation (1.1) with W˙ t replaced by W˙
δ
t described
above:
µq¨µ,δt = b(q
µ,δ
t )− λ(q
µ,δ
t )q˙
µ,δ
t + σ(q
µ,δ
t )W˙
δ
t , q
µ,δ
0 = q , q˙
µ,δ
0 = p . (1.3)
It was proved in [6] that after such a regularization, the solution of (1.3) has a limit
qδt as µ ↓ 0, and q
δ
t is the unique solution of the equation obtained from (1.3) as µ = 0:
q˙δt =
1
λ(qδt )
b(qδt ) +
1
λ(qδt )
σ(qδt )W˙
δ
t , q
δ
0 = q . (1.4)
Now we can take δ ↓ 0 in (1.4). As the result we get the equation
q˙t =
1
λ(qt)
b(qt) +
1
λ(qt)
σ(qt) ◦ W˙ t , q0 = q , (1.5)
where the stochastic term should be understood in the Stratonovich sense. We have, for
any δ, κ, T > 0 fixed and any pµ,δ0 = p fixed, that
lim
µ↓0
P
(
max
0≤t≤T
|qµ,δt − q
δ
t |Rd > κ
)
= 0 ,
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and we have
lim
δ→0
E max
t∈[0,T ]
|qδt − qt|Rd = 0 .
So the regularization leads to a modified Smoluchowski-Kramers equation (1.5).
In this paper we study a further generalization of the problem considered in [6].
Keeping the assumptions on uniform boundedness and smoothness of λ(•), we drop the
assumption that 0 < λ0 ≤ λ(q) and instead assume that λ(q) = 0 for q ∈ [G] ⊂ R
n and
λ(q) > 0 for q ∈ Rn\[G]. Here G is a domain in Rn and [G] its closure in the standard
Euclidean metric. For simplicity of presentation we assume in the rest of this paper that
σ(•) is the identity matrix. (In Section 3 we further assume that b(•) = 0.) In order to
use the results of [6] we introduce a further regularization of problem (1.5). We consider
the problem
q˙εt =
1
λ(qεt) + ε
b(qεt) +
1
λ(qεt ) + ε
◦ W˙ t , q
ε
0 = q , ε > 0 (1.6)
and we study the limit of qεt as ε ↓ 0. This limiting process can be regarded as a limiting
process of the system
µq¨µ,δ,εt = b(q
µ,δ,ε
t )− (λ(q
µ,δ,ε
t ) + ε)q˙
µ,δ,ε
t + W˙
δ
t , q
µ,δ,ε
0 = q , q˙
µ,δ,ε
0 = p (1.7)
as first µ ↓ 0 then δ ↓ 0 and then ε ↓ 0.
System (1.6), in Itoˆ’s form, can be written as follows:
q˙εt =
1
λ(qεt ) + ε
b(qεt )−
∇λ(qεt)
2(λ(qεt ) + ε)
3
+
1
λ(qεt) + ε
W˙ t , q
ε
0 = q . (1.8)
However, as will be shown later, for non-compact region [G], it is sometimes more
convenient to consider the projection of the above system onto another space X. (In
particular, in Section 3 the space X is a cylinder X = S1× [a− 1, b+1] for a < 0, b > 0.)
Let us work with system (1.8) on X and compact region [G]. It turns out that, in the
limit, to get a Markov process with continuous trajectories, one has to glue all the points
of [G] and form a projected space C. Let the projection map be pi : X → C. We will
prove, for the 1-dimensional case (Section 2) and a multidimensional model problem
(Section 3), that the processes q˜εt = pi(q
ε
t ) converge weakly as ε ↓ 0 to a continuous
strong Markov process q˜t on C. We will characterize the generator of this Markov
process and specify its boundary condition. In particular, we will show that as ε > 0 is
very small, certain mixing within [G] is likely to happen for the process qεt . This mixing
is the key mechanism that leads to our special boundary condition. We expect that (see
Section 4), within the region that the friction is vanishing, similar mixing phenomenon
will happen for the general multidimensional case.
It is worth mentioning here that some related problems are considered in [12],
[13], [15] and [16]. It is also interesting to note that the limiting process for our two
3
dimensional model problem (see Section 3) shares some common feature with the so
called Walsh’s Brownian motion (see, for example [1]).
However, at this stage we are not able to prove, in the most general multidi-
mensional case (except for the 2-d model problem in Section 3), the convergence of
q˜εt = pi(q
ε
t) in (1.8) to some Markov process q˜t. We will formulate a conjecture about
this in Section 4.
2 One dimensional case
Let us consider in this section the 1-dimensional case. Besides the usual as-
sumptions made in Section 1 we suppose that our friction λ(•) satisfies λ(q) > 0 for
q ∈ (−∞,−1) ∪ (1,∞). Let λ(q) = 0 for q ∈ [−1, 1]. Equation (1.8) now takes the
following form:
q˙εt =
b(qεt )
λ(qεt ) + ε
−
λ′(qεt )
2(λ(qεt ) + ε)
3
+
1
λ(qεt ) + ε
W˙t , q
ε
0 = q0 ∈ R . (2.1)
We suppose that q0 ∈ [a− 1, b+ 1] for some a < 0 < b. The process q
ε
t is supposed
to be stopped once it hits q = a− 1 or q = b+ 1.
Our goal is to study the asymptotic behavior of (2.1) as ε ↓ 0. To this end we shall
write the process (2.1) as a strong Markov process subject to a generalized second order
differential operator in the form DvεDuε (see [4], [2], [11]). We have
uε(q) =
∫ q
0
(λ(x) + ε) exp
(
−2
∫ x
0
b(y)(λ(y) + ε)dy
)
dx , (2.2)
vε(q) = 2
∫ q
0
(λ(x) + ε) exp
(
2
∫ x
0
b(y)(λ(y) + ε)dy
)
dx . (2.3)
For fixed ε > 0, the functions uε and vε are strictly increasing functions in their
arguments. As ε ↓ 0, they will converge uniformly on finite intervals to the functions u
and v defined by
u(q) =
∫ q
0
λ(x) exp
(
−2
∫ x
0
b(y)λ(y)dy
)
dx , (2.4)
v(q) = 2
∫ q
0
λ(x) exp
(
2
∫ x
0
b(y)λ(y)dy
)
dx . (2.5)
The functions u and v are strictly increasing outside the interval [−1, 1] and have
constant stretches on [−1, 1].
Consider a projection map pi: we let pi([−1, 1]) = 0 and pi(q) = q + 1 for q < −1
and pi(q) = q − 1 for q > 1. Consider the process q˜εt = pi(q
ε
t ). Process q˜
ε
t for fixed ε > 0,
in general, is not a Markov process.
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Let us define two functions u˜ and v˜ as follows: u˜(q˜) = u(q˜ − 1) for q˜ < 0 and
u˜(q˜) = u(q˜ + 1) for q˜ > 0 and u˜(0) = u(1) = u(−1) = 0; v˜(q˜) = v(q˜ − 1) for q˜ < 0
and v˜(q˜) = v(q˜ + 1) for q˜ > 0 and v˜(0) = v(1) = v(−1) = 0. Here the functions u and
v are defined in (2.4), (2.5). The functions u˜ and v˜ are continuous strictly increasing
functions on [a, b].
Define a Markov process q˜t on [a, b] as follows. The generator A of q˜t is A = Dv˜Du˜.
The domain of definition D(A) of operator A consists of all functions f that are con-
tinuous on [a, b], are twice continuously differentiable in q˜ ∈ [a, b]\{0}, with finite limit
lim
q˜→0
Af(q˜) (taken as the value of Af(0)) and finite one-sided limits lim
δ↓0
f(δ)− f(0)
u˜(δ)− u˜(0)
≡
D+u˜ f(0) = D
−
u˜ f(0) ≡ limδ↓0
f(0)− f(−δ)
u˜(0)− u˜(−δ)
. Also we have lim
q˜→a
Af(q˜) = lim
q˜→b
Af(q˜) = 0
(taken as the value of Af(a) and Af(b)).
Lemma 2.1. There exists the Markov process q˜t on [a, b].
Proof. The existence of such a process could be checked similarly as in [7, Section
2]. For the sake of completeness and comparison with results in the next section we shall
check it here. To this end we use an equivalent formulation of the Hille-Yosida theorem
(see [7, Section 2] also [17, Theorem 2]). We check three conditions.
• The domain D(A) is dense in the space C([a, b]). This is because we can ap-
proximate every continuous function f with one that is constant in a neighborhood of 0.
After that in the interior part of the intervals [a, 0) and (0, b], at a positive distance from
0, with a smooth function. The approximating smooth function satisfy our boundary
conditions since Af(0) = D+u˜ f(0) = D
−
u˜ f(0) = 0.
• The maximum principle: if f ∈ D(A) and the function f reaches its maximum at
a point x0 ∈ [a, b], then Af(x0) ≤ 0. If x0 6= 0 we have f
′(x0) = 0 and f
′′(x0) ≤ 0 and
Dv˜Du˜f(x0) =
f ′′(x0)
v˜′(x0)u˜′(x0)
−
u˜′′(x0)
v˜′(x0)(u˜′(x0))2
f ′(x0) ≤ 0 .
If the maximum is achieved at 0, we consider the expansion
f(x) = f(0) +Du˜f(0)(u˜(x)− u˜(0)) + (Af(0) + o(1))
∫ x
0
(v˜(y)− v˜(0))du˜(y) .
The last integral is O(u˜(x)v˜(x)) as x→ 0. Since D−u˜ f(0) ≥ 0 and D
+
u˜ f(0) ≤ 0, by
our boundary conditions at 0 we get Du˜f(0) = 0. This implies that Af(0) ≤ 0.
• Existence of solution f ∈ D(A) of λf − Af = F for all F ∈ C([a, b]). On
each of the intervals [a, 0) and (0, b] the general solution of equation λf −Dv˜Du˜f = F ,
F ∈ C([a, b]) can be written as
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f±(q) = f̂±(q) +G±(q) .
Here f̂±(q) satisfy the equation λf̂±−Dv˜Du˜f̂
± = F , f̂+(0+) = 0 (or f̂−(0−) = 0),
D+u˜ f̂
+(0) = 0 (or D−u˜ f̂
−(0) = 0) and G±(q) satisfy the equation λG± −Dv˜Du˜G
± = 0,
G+(0+) = k+1 (or G
−(0−) = k−1 ), D
+
u˜G
+(0) = k+2 (or D
−
u˜G
−(0) = k−2 ). Here k
±
1 and
k±2 are constants. Our boundary condition gives k
+
1 = k
−
1 and k
+
2 = k
−
2 . The boundary
condition Du˜Dv˜f
+(a) = Du˜Dv˜f
−(b) = 0 singles out a unique f ∈ D(A). 
We have
Theorem 2.1. As ε ↓ 0, for fixed T > 0, the process q˜εt converges weakly in the
space C[0,T ]([a, b]) to the process q˜t.
The proof of this Theorem is based on an application of the machinery developed
in [8, Ch.8], [9] and [7]. We shall use the following lemma, which is the Lemma 3.1 of
[8, Ch.8, page 301]. We formulate it here in the terminology that meets our purpose.
Lemma 2.2. Let M be a metric space; Y , a continuous mapping M 7→ Y (M),
Y (M) being a complete separable metric space. Let (Xεt ,P
ε
x) be a family of Markov
processes in M ; suppose that the process Y (Xεt ) has continuous trajectories. Let (yt,Py)
be a Markov process with continuous paths in Y (M) whose infinitesimal operator is A
with domain of definition D(A). Let T > 0. Let us suppose that the space C[0,T ](Y (M))
of continuous functions on [0, T ] with values in Y (M) is taken as the sample space, so
that the distribution of the process in the space of continuous functions is simply Py.
Let Ψ be a subset of the space C[0,∞)(Y (M)) such that for measures µ1, µ2 on Y (M)
the equality
∫
Fdµ1 =
∫
Fdµ2 for all F ∈ Ψ implies µ1 = µ2. Let D be the subset of
D(A) such that for every F ∈ Ψ and λ > 0 the equation λf − Af = F has a solution
f ∈ D.
Suppose that for every x ∈M the family of distributions Qεx of Y (X
ε
•) in the space
C[0,T ](Y (M)) corresponding to the probabilities of P
ε
x is weakly pre-compact; and that
for every compact K ⊂ Y (M), for every f ∈ D and every λ > 0,
Eεx
∫ ∞
0
e−λt[λf(Y (Xεt ))−Af(Y (X
ε
t ))]dt→ f(Y (x))
as ε ↓ 0 uniformly in x ∈ Y −1(K).
Then Qεx converges weakly as ε ↓ 0 to the probability measure PY (x).
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Proof of Theorem 2.1. Making use of Lemma 2.2, we take the metric space
M = [a− 1, b+1] and the mapping Y = pi. The space Y (M) = pi([a− 1, b+1]) = [a, b].
We take the process qεt as (X
ε
t ,P
ε
x). We take the process q˜t as (yt,Py).
Let Ψ be the space of all continuous bounded functions in [a, b] which are once
continuously differentiable inside [a, 0) and (0, b], with bounded derivatives. The space
D ⊂ D(A) consists of those functions f ∈ D(A) such that they are continuous and
bounded in [a, b] and are three times continuously differentiable inside [a, 0) and (0, b],
with bounded derivatives up to the third order.
Pre-compactness of the family of distributions of the process {q˜ε•}ε>0 is checked in
Lemma 2.4. What remains to do is to check that for every compact K ⊂ [a, b], for every
f ∈ D and every λ > 0,
Eq0
[∫ ∞
0
e−λt[λf(pi(qεt ))−Af(pi(q
ε
t ))]dt − f(pi(q0))
]
→ 0
as ε ↓ 0 uniformly in q0 ∈ pi
−1(K). This is done in Lemma 2.5. This finishes the proof
of Theorem 2.1. 
For positive δ small enough, let G(δ) = [a−1,−1−δ]∪ [1+δ, b+1]. Let 0 < δ′ < δ.
Let C(δ′) = {−1− δ′, 1+ δ′}. We introduce a sequence of stopping times τ0 ≤ σ0 < τ1 <
σ1 < τ2 < σ2 < ... by
τ0 = 0 , σn = min{t ≥ τn, q
ε
t ∈ G(δ)} , τn = min{t > σn−1 : q
ε
t ∈ C(δ
′)} .
This is well-defined up to some σk (k ≥ 0) such that
Pqεσk
(qεt+σk hits a− 1 or b+ 1 before it hits − 1− δ
′ or 1 + δ′) = 1 .
We will then define τk+1 = min{t > σk : q
ε
t = a − 1 or b + 1}. And we define
τk+1 < σk+1 = τk+1 + 1 < τk+2 = τk+1 + 2 < σk+2 = τk+1 + 3 < ... and so on.
We have lim
n→∞
τn = lim
n→∞
σn = ∞. And we have obvious relations q
ε
τn ∈ C(δ
′),
qεσn ∈ C(δ) for 1 ≤ n ≤ k (as long as k ≥ 1, if k = 0 the process may start from G(δ)
and goes directly to a − 1 or b + 1 without touching C(δ′) and is stopped there, or it
may start from (−1 − δ, 1 + δ), reaches {−1 − δ, 1 + δ} first and then goes directly to
a− 1 or b+1 without touching C(δ′) and is stopped there). Also, for n ≥ k+1 we have
qετn = q
ε
σn = a − 1 or b + 1. If q
ε
0 = q0 ∈ G(δ), then we have σ0 = 0 and τ1 is the first
time at which the process qεt reaches C(δ
′) or {a− 1, b+ 1}.
Now we check weak pre-compactness of the family of distributions of the processes
{q˜εt }ε>0. To this end we need the following lemma, which is Lemma 5.1 in [7]. We
formulate it using our terminology.
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Lemma 2.3. Let q˜ε,δ• for every ε > 0, δ > 0, be a random element in C[0,T ]([a, b])
such that max
0≤t≤T
|q˜εt − q˜
ε,δ
t | ≤ δ on the whole probability space. If for every positive δ the
family of distributions of q˜ε,δ• , ε > 0, is tight, then the family of distributions of q˜
ε
• is
pre-compact.
Now we have
Lemma 2.4. The family of distributions of {q˜ε•}ε>0 is pre-compact.
Proof. Let δ′ = δ/2 so that we need only one parameter δ. Between the times σi−1
and τi the process q
ε
t is either in [a,−1−δ/2) or in (1+δ/2, b], and for σi−1 ≤ t < t
′ < τi
we have |q˜εt − q˜
ε
t′ | = |q
ε
t − q
ε
t′ |. Since we have
qεt − q
ε
t′ =
∫ t′
t
[
b(qεs)
λ(qεs) + ε
−
λ′(qεs)
2(λ(qεt ) + ε)
3
]
ds+
∫ t′
t
1
λ(qεs) + ε
dWs ,
we can estimate
E|qεt − q
ε
t′ |
4 ≤ K(δ)|t− t′|2 .
The constant K(δ) is independent of ε provided that ε is small. Now we let
Zε,δt =
∫ t
0
1G(δ/2)(q
ε
s)
[
b(qεs)
λ(qεs) + ε
−
λ′(qεs)
2(λ(qεt ) + ε)
3
]
ds +
∫ t
0
1G(δ/2)(q
ε
s)
1
λ(qεs) + ε
dWs .
From the above estimate we see that Zε,δt for fixed δ > 0 is tight. The trajectories
of these stochastic processes satisfy the Ho¨lder condition |Zε,δt − Z
ε,δ
t′ | ≤ H
ε,δ|t − t′|1/5
where Hε,δ are random variables with E(Hε,δ)4 bounded by the same K(δ).
For i ≥ 1 if qετi ∈ C(δ/2) and q
ε
σi ∈ C(δ) then between the times τi and σi (≤ T )
the process qεt travels a distance at least δ/2 and at least this distance in G(δ/2) on the
same interval either [a,−1− δ/2) or (1 + δ/2, b]. By our estimate on Ho¨lder continuity
of Zε,δt this implies that σi − τi ≥
(
δ
4Hε,δ
)5
, i ≥ 1. If qετi ∈ {a − 1, b + 1} then by our
definition of the stopping time σi = τi + 1 we can choose δ small enough such that the
above inequality also holds.
Now we shall define the process q˜ε,δt as follows.
• For σi−1 ≤ t ≤ τi we take q˜
ε,δ
t = q˜
ε
t .
• For τ0 ≤ t ≤ σ0 we take q˜
ε,δ
t = q˜
ε
σ0 . This gives maxτ0≤t≤σ0
|q˜ε,δt − q˜
ε
t | = max
τ0≤t≤σ0
|q˜εσ0 −
q˜εt | ≤ δ.
• If τi < T < σi we take q˜
ε,δ
t = q˜
ε
τi for τi ≤ t ≤ T . This gives maxτi≤t≤T
|q˜ε,δt − q˜
ε
t | =
max
τi≤t≤T
|q˜ετi − q˜
ε
t | ≤ δ/2.
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• If σi ≤ T . In this case if q˜
ε
τi and q˜
ε
σi are within a distance ≤ δ from 0, we define
q˜ε,δτi+σi
2
= 0,
q˜ε,δt =
(
1−
2(t− τi)
σi − τi
)
q˜ετi for τi ≤ t ≤
τi + σi
2
,
q˜ε,δt = −
(
1−
2(t− τi)
σi − τi
)
q˜εσi for
τi + σi
2
≤ t ≤ σi .
Since this is just a linear interpolation it is clear that in this case we have max
τi≤t≤σi
|q˜ε,δt −
q˜εt | ≤ 2δ. Within this time interval τi ≤ t < t
′ ≤ σi, i ≥ 1 we have
|q˜ε,δt − q˜
ε,δ
t′ | ≤
δ
|σi − τi|
|t− t′| ≤
δ
(min
i≥1
1
2
|σi − τi|)1/5
|t− t′|1/5 ≤ 211/5Hε,δ|t− t′|1/5 .
Another possibility is that qεσi = q
ε
τi = a−1 or b+1. In this case we define q˜
ε,δ
t = q˜
ε
t
for τi ≤ t < σi.
On the whole interval 0 ≤ t < t′ ≤ T we have |q˜ε,δt − q˜
ε,δ
t′ | ≤ (2
11/5+2)Hε,δ|t′− t|1/5
for |t′ − t| ≤
(
δ
4Hε,δ
)5
. This means that for fixed δ > 0 we have the tightness of the
family of distributions of q˜ε,δt in the space C[0,T ]([a, b]). Since we checked max
0≤t≤T
|q˜ε,δt −
q˜εt | ≤ 2δ, by using Lemma 2.3 with 2δ instead of δ we get the pre-compactness of the
family of distributions of q˜εt in C[0,T ]([a, b]). 
The proof of the next Lemma 2.5 is based on Lemmas 2.6-2.10. Within the proof
of this lemma and the auxiliary Lemmas 2.6-2.10, we will take ε ↓ 0, δ = δ(ε) ↓ 0,
δ′ = δ′(ε) ↓ 0 in an asymptotic order such that 0 < ε << δ′ << δ. Although not very
precise, but for simplicity of presentation we will just refer this choice of order as first
ε ↓ 0, then δ′ ↓ 0 and then δ ↓ 0. It could be checked that such an order of taking limit
does not alter the validity of the result.
Throughout the rest of this section and next section when we use symbols U , V ,
Mi, Ci, Ai, etc., they are referring to some positive constants. We will not point out
this explicitly unless some special properties of the implied constants are stressed. Also
we sometimes use the same letter for constants in different estimates.
Lemma 2.5. For every compact K ⊂ [a, b], for every f ∈ D and every λ > 0,
Eq0
[∫ ∞
0
e−λt[λf(pi(qεt ))−Af(pi(q
ε
t ))]dt − f(pi(q0))
]
→ 0
as ε ↓ 0 uniformly in q0 ∈ pi
−1(K).
Proof. The above expectation can be written as
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Eq0
[
∞∑
n=0
[∫ σn
τn
e−λt[λf(pi(qεt ))−Af(pi(q
ε
t ))]dt + e
−λσnf(pi(qεσn))− e
−λτnf(pi(qετn))
]
+
∞∑
n=0
[∫ τn+1
σn
e−λt[λf(pi(qεt ))−Af(pi(q
ε
t ))]dt+ e
−λτn+1f(pi(qετn+1))− e
−λσnf(pi(qεσn))
]]
= Eq0
[
∞∑
n=0
e−λτnψε1(q
ε
τn) +
∞∑
n=0
e−λσnψε2(q
ε
σn)
]
,
(2.6)
where
ψε1(q) = Eq
[∫ σ0
0
e−λt[λf(pi(qεt ))−Af(pi(q
ε
t ))]dt+ e
−λσ0f(pi(qεσ0))
]
− f(pi(q)) , (2.7)
ψε2(q) = Eq
[∫ τ1
σ0
e−λt[λf(pi(qεt ))−Af(pi(q
ε
t ))]dt+ e
−λτ1f(pi(qετ1))
]
− f(pi(q)) . (2.8)
We used the strong Markov property of qεt . Since for n ≥ k + 1 we have ψ
ε
1(q
ε
τn) =
ψε2(q
ε
σn) = 0 we can assume that the function ψ
ε
2 is taken at a point on G(δ)\{a−1, b+1}
and the expectation is determined by the values of the process qεt in one of the intervals
either (1 + δ′, b + 1] or [a − 1,−1 − δ′). We will prove, in Lemma 2.6, that under our
specified asymptotic order we can have |ψε2(q)| ≤ (u˜(δ) − u˜(−δ))
2 as ε ↓ 0.
We can assume that the function ψε1 is taken at a point in [−1− δ
′, 1 + δ′] (in the
case when n = 0 and qε0 ∈ G(δ), we also have ψ
ε
1(q0) = 0). We can write
ψε1(q)
=
(
Eqf(pi(q
ε
σ0))− f(pi(q))
)
−Eq(1− e
−λσ0)f(pi(qεσ0)) +Eq
∫ σ0
0
e−λt[λf(pi(qεt ))−Af(pi(q
ε
t )))]dt
= (I)ε(q) + (II)ε(q) + (III)ε(q) .
(2.9)
We are going to prove, in Lemma 2.8, that for q ∈ [−1 − δ′, 1 + δ′], for a function
f ∈ D we can have the estimate |(I)ε(q)| ≤M1(u˜(δ) − u˜(−δ))
2.
In Lemma 2.9 we will show that Eqσ0 ≤ M1(u˜(δ) − u˜(−δ))(v˜(δ) − v˜(−δ)) and
Eq(1 − e
−λσ0) ≤ M1(u˜(δ) − u˜(−δ))(v˜(δ) − v˜(−δ)) so that |(II)
ε(q)| + |(III)ε(q)| <
M1(u˜(δ) − u˜(−δ))(v˜(δ) − v˜(−δ)) for q ∈ [−1− δ
′, 1 + δ′].
These estimates show that
|ψε1(q)| < (u˜(δ)− u˜(−δ))
2 +M1(u˜(δ) − u˜(−δ))(v˜(δ) − v˜(−δ))
for all q ∈ [−1− δ′, 1 + δ′].
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As we only consider the arguments qετn of ψ
ε
1 in (2.6) being in [−1−δ
′, 1+δ′] starting
with n = 1 (otherwise ψε1 = 0), we have, by strong Markov property of q
ε
t , that
∣∣∣∣∣Eq0
∞∑
n=1
e−λτnψε1(q
ε
τn)
∣∣∣∣∣
≤ (u˜(δ) − u˜(−δ))2 +M1(u˜(δ) − u˜(−δ))(v˜(δ) − v˜(−δ))
∞∑
n=1
Eq0e
−λτn
≤ (u˜(δ) − u˜(−δ))2 +M1(u˜(δ) − u˜(−δ))(v˜(δ) − v˜(−δ))
∞∑
n=1
(
sup
q∈G(δ)
Eqe
−λτ1
)n−1
.
We will show, in Lemma 2.10, that Eqe
−λτ1 < 1 − M2u˜(δ) ∧ (−u˜(−δ)) for all
q ∈ G(δ). Since as δ ↓ 0 we have 0 < M2 ≤
∣∣∣∣ u˜(δ)−u˜(−δ)
∣∣∣∣ ≤M3 <∞, we have∣∣∣∣∣Eq0
∞∑
n=1
e−λτnψε1(q
ε
τn)
∣∣∣∣∣
≤ ((u˜(δ) − u˜(−δ))2 +M1(u˜(δ) − u˜(−δ))(v˜(δ) − v˜(−δ)))
1
M2(u˜(δ)) ∧ (−u˜(−δ))
→ 0
as δ ↓ 0. For n = 0 the expectation Eq0ψ
ε
1(q
ε
0) is small as ε is small.
For the second term in (2.6) we can estimate∣∣∣∣∣
∞∑
n=0
Eqe
−λσnψε2(q
ε
σn)
∣∣∣∣∣ ≤
∞∑
n=0
Eqe
−λσn |ψε2(q)| ≤
∞∑
n=0
Eqe
−λτn |ψε2(q)|
≤ (1 +
M4
(u˜(δ)) ∧ (−u˜(−δ))
)(u˜(δ)− u˜(−δ))2
which converges to 0 as ε ↓ 0. This proves this lemma. 
Lemma 2.6. We have, for q ∈ G(δ), as ε is small, that |ψε2(q)| ≤ (u˜(δ)− u˜(−δ))
2.
Proof. For the initial point q ∈ G(δ) and the time interval 0 ≤ t ≤ τ1 the trajectory
of qεt is traveling in one of the intervals either [1 + δ
′, 1 + b] or [a− 1,−1− δ′]. Without
loss of generality let us assume that q ∈ [1+ δ, 1+ b] and we are traveling in the interval
[1+ δ′, 1+ b]. Let q˜ = pi(q). Let B(q˜) = b(q˜+1) and Λ(q˜) = λ(q˜+1). Let us extend the
function Λ(•) to the whole line R. The extended function Λ̂(•) is smooth, bounded, with
uniformly bounded derivatives and such that Λ̂(x) ≥ min
q∈[1+δ′,1+b]
λ(q), Λ̂(x) = λ(1 + x)
for x ∈ [δ′, b].
Let the process ̂˜qεt be subject to the stochastic differential equation
˙̂
q˜
ε
t =
B(̂˜qεt )
Λ̂(̂˜qεt) + ε −
Λ̂′(̂˜qεt)
2(Λ̂(̂˜qεt ) + ε)3 +
1
Λ̂(̂˜qεt ) + εW˙t , ̂˜q
ε
0 = q˜ , 0 ≤ t <∞ .
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We introduce a stochastic process ̂˜qt, ̂˜q0 = q˜ with generator Â, subject to the
stochastic differential equation
˙̂
q˜t =
B(̂˜qt)
Λ̂(̂˜qt) − Λ̂
′(̂˜qt)
2Λ̂3(̂˜qt) + 1Λ̂(̂˜qt)W˙t , ̂˜q0 = q˜ , 0 ≤ t <∞ .
Notice that the modified generator Â agrees with A before the process q˜εt reaches
q˜ετ1 . And before the time τ1 the process
̂˜qεt agrees with the process q˜εt . Therefore we
have,
ψε2(q) = Eq˜
[∫ τ1
0
e−λt[λf(̂˜qεt)− Âf(̂˜qεt )]dt− e−λτ1f(̂˜qετ1)]− f(q˜) .
It is clear by Itoˆ’s formula that we have (also see, [10, Section 2]), for the stopping
time τ1,
Eq˜
[∫ τ1
0
e−λt[λf(̂˜qt)− Âf(̂˜qt)]dt− e−λτ1f(̂˜qτ1)]− f(q˜) = 0 .
Notice that the function f ∈ D ⊂ D(A) is three times continuously differentiable
in [δ′, b]. This gives the estimate that for some positive U, V > 0 and T = T (ε) we have
|ψε2(q)|
=
∣∣∣∣Eq˜ ∫ τ1
0
e−λt[λ(f(̂˜qεt )− f(̂˜qt))− (Âf(̂˜qεt)− Âf(̂˜qt))]dt− e−λτ1(f(̂˜qετ1)− f(̂˜qτ1))∣∣∣∣
≤ Eq˜
(∫ T (ε)
0
λe−λtdt (Lip(f)) · |̂˜qεt − ̂˜qt|+∫ T (ε)
0
e−λtdt (Lip(Af)) · |̂˜qεt − ̂˜qt|+ (Lip(f)) · |̂˜qετ1 − ̂˜qτ1 |1 (τ1 ≤ T (ε))
)
+
VP(τ1 ≥ T (ε))
≤ U
(
max
0≤t≤T (ε)
Eq˜|̂˜qεt − ̂˜qt|)+ VP(τ1 ≥ T (ε))
≤ U max
0≤t≤T (ε)
(
Eq˜|̂˜qεt − ̂˜qt|2)1/2 + VP(τ1 ≥ T (ε)) .
By the integral form of the stochastic differential equations of the processes ̂˜qεt and̂˜qt we have
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|̂˜qεt − ̂˜qt|2
≤ C
∣∣∣∣∣
∫ t
0
[(
B(̂˜qεs)
Λ̂(̂˜qεs) + ε − Λ̂
′(̂˜qεs)
2(Λ̂(̂˜qεs) + ε)3
)
−
(
B(̂˜qεs)
Λ̂(̂˜qεs) − Λ̂
′(̂˜qεs)
2(Λ̂(̂˜qεs))3
)]
ds
∣∣∣∣∣
2
+∣∣∣∣∣
∫ t
0
[(
B(̂˜qεs)
Λ̂(̂˜qεs) −
Λ̂′(̂˜qεs)
2(Λ̂(̂˜qεs))3
)
−
(
B(̂˜qs)
Λ̂(̂˜qs) − Λ̂
′(̂˜qs)
2(Λ̂(̂˜qs))3
)]
ds
∣∣∣∣∣
2
+∣∣∣∣∣
∫ t
0
[
1
Λ̂(̂˜qεs) + ε −
1
Λ̂(̂˜qεs)
]
dWs
∣∣∣∣∣
2
+
∣∣∣∣∣
∫ t
0
[
1
Λ̂(̂˜qεs) −
1
Λ̂(̂˜qs)
]
dWs
∣∣∣∣∣
2
 .
Let α(λ) be the Lipschitz constant of
1
x
(x > λ), β(λ) that of
1
2x3
(x > λ), γ(δ′)
that of
B(q̂)
Λ̂(q)
−
Λ̂′(q)
2Λ̂(q)3
(q ≥ δ′), µ(δ′) that of
1
Λ̂(q)
(q ≥ δ′). Let m(δ′) ≡ min
x∈[δ′,b]
Λ(x).
We can estimate
Eq˜
∣∣∣∣∣
∫ t
0
[(
B(̂˜qεs)
Λ̂(̂˜qεs) + ε −
Λ̂′(̂˜qεs)
2(Λ̂(̂˜qεs) + ε)3
)
−
(
B(̂˜qεs)
Λ̂(̂˜qεs) −
Λ̂′(̂˜qεs)
2(Λ̂(̂˜qεs))3
)]
ds
∣∣∣∣∣
2
≤ A1(t
2ε2[α2(m(δ′)) + β2(m(δ′))]) ,
Eq˜
∣∣∣∣∣
∫ t
0
[(
B(̂˜qεs)
Λ̂(̂˜qεs) −
Λ̂′(̂˜qεs)
2(Λ̂(̂˜qεs))3
)
−
(
B(̂˜qs)
Λ̂(̂˜qs) − Λ̂
′(̂˜qs)
2(Λ̂(̂˜qs))3
)]
ds
∣∣∣∣∣
2
≤ A2tγ
2(δ′)
∫ t
0
Eq˜|̂˜qεs − ̂˜qs|2ds ,
Eq˜
∣∣∣∣∣
∫ t
0
[
1
Λ̂(̂˜qεs) + ε − 1Λ̂(̂˜qεs)
]
dWs
∣∣∣∣∣
2
≤
∫ t
0
ε2α2(m(δ′))ds = ε2tα2(m(δ′)) ,
Eq˜
∣∣∣∣∣
∫ t
0
[
1
Λ̂(̂˜qεs) −
1
Λ̂(̂˜qs)
]
dWs
∣∣∣∣∣
2
≤ µ2(δ′)
∫ t
0
Eq˜|̂˜qεs − ̂˜qs|2ds .
We have, by using the above estimates, with a possible change of the constant C,
that
Eq˜|̂˜qεt − ̂˜qt|2 ≤ C (tε2(t(α2(m(δ′)) + β2(m(δ′))) + α2(m(δ′))) + (tγ2(δ′) + µ2(δ′))∫ t
0
Eq˜|̂˜qεs − ̂˜qs|2ds) .
By Bellman-Gronwall inequality we have
Eq˜|̂˜qεt − ̂˜qt|2 ≤ Ctε2(t(α2(m(δ′)) + β2(m(δ′))) + α2(m(δ′))) exp (C(tγ2(δ′) + µ2(δ′))t) .
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As we can check that |α(m(δ′))| ≤
1
m2(δ′)
, β(m(δ′)) ≤
A3
m4(δ′)
, γ(δ′) ≤
A3
m4(δ′)
and
|µ(δ′)| ≤
A3
m2(δ′)
, this gives, as δ′ is small, that
max
0≤t≤T (ε)
(
Eq˜|̂˜qεt − ̂˜qt|2)1/2 ≤
≤ CT (ε)ε(α2(m(δ′)) + β2(m(δ′)) +
α2(m(δ′))
T (ε)
)1/2 exp
(
C(T (ε)γ2(δ′) + µ2(δ′))T (ε)
)
≤ CT (ε)
ε
min
q∈[1+δ′,1+b]
λ4(q)
exp
CT 2(ε) 1
min
q∈[1+δ′,1+b]
λ8(q)
 .
Noticing that by strong Markov property P(τ1 ≥ T (ε)) ≤ K exp(−pT (ε)) for some
p > 0,K > 0, we see that
|ψε2(q)| ≤ CT (ε)
ε
min
q∈[1+δ′,1+b]
λ4(q)
exp
CT 2(ε) 1
min
q∈[1+δ′,1+b]
λ8(q)
+ V exp(−pT (ε)) .
Let us choose T (ε) =
√
ln ln
1
ε
. We will then have
|ψε2(q)| ≤ C
(
ln ln
1
ε
)1/2 ε
min
q∈[1+δ′,1+b]
λ4(q)
(
ln
1
ε
) C
min
q∈[1+δ′,1+b]
λ8(q)
+ V exp(−p
√
ln ln
1
ε
)) .
For fixed δ′ > 0, one can choose ε small enough such that
|ψε2(q)| ≤
U0ε
κ
min
q∈[1+δ′,1+b]∪[−1+a,−1−δ′]
λ4(q)
+ U0 exp(−p
√
ln ln
1
ε
)
for some U0 > 0, p > 0 and 0 < κ < 1. As we choose first ε ↓ 0 and then δ
′ ↓ 0, this
gives that as ε is small we have |ψε2(q)| ≤ (u˜(δ)− u˜(−δ))
2. 
Lemma 2.7. We have, as ε, δ, δ′ are small, for q ∈ [−1 − δ′, 1 + δ′] and C > 0,
that ∣∣∣∣Pq(pi(qεσ0) = δ) − u˜(0)− u˜(−δ)u˜(δ) − u˜(−δ)
∣∣∣∣ ≤ u˜(δ′)− u˜(0) + Cεu˜(δ) − u˜(−δ) ,∣∣∣∣Pq(pi(qεσ0) = −δ)− u˜(δ) − u˜(0)u˜(δ) − u˜(−δ)
∣∣∣∣ ≤ u˜(δ′)− u˜(0) +Cεu˜(δ) − u˜(−δ) .
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Proof. Let q˜ = pi(q) ∈ [−δ′, δ′]. We have, for bounded positive functions C1(δ, ε),
C2(δ, ε) and positive constants C1, C2, C, that∣∣∣∣Pq(pi(qεσ0) = δ) − u˜(0)− u˜(−δ)u˜(δ) − u˜(−δ)
∣∣∣∣
=
∣∣∣∣ uε(q)− uε(−1− δ)uε(1 + δ) − uε(−1− δ) − u˜(0) − u˜(−δ)u˜(δ) − u˜(−δ)
∣∣∣∣
=
∣∣∣∣ u˜(0)− u˜(−δ) + u˜(q˜)− u˜(0) + C1(δ, ε)εu˜(δ) − u˜(−δ) + C2(δ, ε)ε − u˜(0)− u˜(−δ)u˜(δ) − u˜(−δ)
∣∣∣∣
≤
(u˜(q˜)− u˜(0) + C1ε)(u˜(δ) − u˜(−δ)) + C2ε(u˜(0)− u˜(−δ))
(u˜(δ) − u˜(−δ))2
≤
u˜(δ′)− u˜(0) + Cε
u˜(δ) − u˜(−δ)
.
The estimate of Pq(pi(q
ε
σ0) = −δ) is similar. 
Lemma 2.8. We have, as ε are small, for q ∈ [−1 − δ′, 1 + δ′], that |(I)ε(q)| ≤
C(u˜(δ) − u˜(−δ))2.
Proof. We have, using Lemma 2.7, that
|(I)ε(q)|
= |Eqf(pi(q
ε
σ0))− f(pi(q))|
= |(f(δ) − f(0))Pq(pi(q
ε
σ0) = δ) − (f(0)− f(−δ))Pq(pi(q
ε
σ0) = −δ) + (f(0)− f(pi(q)))|
≤
∣∣∣∣(f(δ)− f(0)) u˜(0)− u˜(−δ)u˜(δ)− u˜(−δ) − (f(0)− f(−δ)) u˜(δ) − u˜(0)u˜(δ) − u˜(−δ)
∣∣∣∣+
C4
u˜(δ′)− u˜(0) +Mε
u˜(δ) − u˜(−δ)
+ C5(u˜(δ
′)− u˜(0))
=
∣∣∣∣ (u˜(0)− u˜(−δ))(u˜(δ) − u˜(0))u˜(δ) − u˜(−δ)
(
f(δ)− f(0)
u˜(δ) − u˜(0)
−
f(0)− f(−δ)
u˜(0) − u˜(−δ)
)∣∣∣∣+
C4
u˜(δ′)− u˜(0) +Mε
u˜(δ) − u˜(−δ)
+ C5(u˜(δ
′)− u˜(0))
≤ C3(u˜(δ) − u˜(−δ))
2 + C4
u˜(δ′)− u˜(0) +Mε
u˜(δ) − u˜(−δ)
+ C5(u˜(δ
′)− u˜(0)) .
We have used our gluing condition D+u˜ f(0) = D
−
u˜ f(0). Now we choose first ε ↓ 0
then δ′ ↓ 0, we get, as ε is small, that |(I)ε(q)| ≤ C(u˜(δ) − u˜(−δ))2. 
Lemma 2.9. As ε, δ, δ′ are small, for q ∈ [−1− δ′, 1 + δ′] we have,
Eqσ0 ≤ C(u˜(δ)−u˜(−δ))(v˜(δ)− v˜(−δ)) , Eq(1−e
−λσ0) ≤ C(u˜(δ)−u˜(−δ))(v˜(δ)− v˜(−δ)) .
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Proof. We apply the well known formula for the expected exit time (see, for
example [14, Chapter VII, Theorem 3.6]) and we have
Eqσ0 =
∫ 1+δ
−1−δ
Gε(q, r)dvε(r) ,
where the Green function
Gε(q, r) =

(uε(q)− uε(−1− δ))(uε(1 + δ) − uε(r))
uε(1 + δ)− uε(−1− δ)
for − 1− δ ≤ q ≤ r ≤ 1 + δ ,
(uε(r)− uε(−1− δ))(uε(1 + δ)− uε(q))
uε(1 + δ)− uε(−1− δ)
for − 1− δ ≤ r ≤ q ≤ 1 + δ ,
0 otherwise .
Therefore it is easy to estimate
Eqσ0
≤ (uε(1 + δ)− uε(−1− δ))(vε(1 + δ) − vε(−1− δ))
≤ (u˜(δ) − u˜(−δ) + C6ε)(v˜(δ) − v˜(−δ) +C7ε)
≤ C(u˜(δ)− u˜(−δ))(v˜(δ)− v˜(−δ))
as desired.
This helps us to find
Eq(1− e
−λσ0) = λEq
[∫ σ0
0
e−λsds
]
≤ λEqσ0 ≤ C(u˜(δ) − u˜(−δ))(v˜(δ) − v˜(−δ)) .

Lemma 2.10. For q ∈ G(δ) and δ sufficiently small, we have
lim
δ′↓0
lim
ε↓0
Eqe
−λτ1 ≤ 1−C(u˜(δ)) ∧ (−u˜(−δ)) .
Proof. Without loss of generality let q ∈ [1 + δ, 1 + b]. The expected value
M ε(q) = Eqe
−λτ1 is the solution of the differential equation DvεDuεM
ε(q) = λM ε(q),
M ε(1 + δ′) =M ε(1 + b) = 1.
There exist two solutions fλ1 (q), f
λ
2 (q) of the equation DvDuf = λf with f
λ
1 (1) =
fλ2 (1 + b) = 1 and f
λ
1 (1 + b) = f
λ
2 (1) = 0. The derivatives Duf
λ
1 (x), Duf
λ
2 (x) are
increasing functions, −∞ < lim
q↓1
Du(f
λ
1 + f
λ
2 )(q) < 0, 0 < lim
q↑1+b
Du(f
λ
1 + f
λ
2 )(q) <∞ (see
[4], [11]).
We shall make use of Lemma 2.6. Since q ∈ [1+δ, 1+b] we see that σ0 = 0. Lemma
2.6 tells us that, for k = 1, 2, we have
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lim
ε↓0
∣∣∣∣Eq [∫ τ1
0
e−λt[λfλk (q
ε
t )−DvDuf
λ
k (q
ε
t )]dt+ e
−λτ1fλk (q
ε
τ1)
]
− fλk (q)
∣∣∣∣ ≤ (u˜(δ)−u˜(−δ))2 .
Taking into account the definitions of fλ1 , f
λ
2 we see that the above inequality gives∣∣∣∣limε↓0 Eqe−λτ1fλk (qετ1)− fλk (q)
∣∣∣∣ ≤ (u˜(δ) − u˜(−δ))2 .
Since fλk (q
ε
τ1) = f
λ
k (1+δ
′) when qετ1 = 1+δ
′ and fλk (q
ε
τ1) = f
λ
k (1+b) when q
ε
τ1 = 1+b,
we see that for some K > 0 we have
∣∣∣∣limε↓0 Eqe−λτ1 − (fλ2 (1 + b)− fλ2 (1 + δ′))fλ1 (q) + (fλ1 (1 + δ′)− fλ1 (1 + b))fλ2 (q)fλ1 (1 + δ′)fλ2 (1 + b)− fλ1 (1 + b)fλ2 (1 + δ′)
∣∣∣∣ ≤ K(u˜(δ)−u˜(−δ))2 .
(The expression
(fλ2 (1 + b)− f
λ
2 (1 + δ
′))fλ1 (q) + (f
λ
1 (1 + δ
′)− fλ1 (1 + b))f
λ
2 (q)
fλ1 (1 + δ
′)fλ2 (1 + b)− f
λ
1 (1 + b)f
λ
2 (1 + δ
′)
is the solution of the equation λf(q) = DvDuf with f(1 + δ
′) = f(1 + b) = 1.)
This gives∣∣∣∣limδ′↓0 limε↓0 Eq(1− e−λτ1)− [1− (fλ1 (q) + fλ2 (q))]
∣∣∣∣ ≤ K(u˜(δ) − u˜(−δ))2 .
Taking into account that −∞ < lim
q↓1
Du(f
λ
1 +f
λ
2 )(q) < 0, 0 < lim
q↑1+b
Du(f
λ
1 +f
λ
2 )(q) <
∞ we see from the above estimate that
lim
δ′↓0
lim
ε↓0
Eq(1− e
−λτ1) ≥ C(u˜(δ))
for q ∈ [1 + δ, 1 + b] and δ sufficiently small. The case of u˜(−δ) is handled in a similar
way. 
3 A two dimensional model problem
In this section we discuss a two dimensional model problem. We work with a
Smoluchowski-Kramers approximation in the plane R2. Let us suppose that the friction
coefficient λ(•) depends on the y variable only: λ(x, y) = λ(y). Suppose for y ∈ [−1, 1]
we have λ(y) = 0. For y 6∈ [−1, 1] we have λ(y) > 0. For simplicity of presentation we
also assume that the drift is zero: b(•) = 0. All the other assumptions about λ(•) are
the same as was made in Section 1.
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In addition, we assume that for ε > 0,∫ −1
−ε−1
1
λ(y)
dy =
∫ 1+ε
1
1
λ(y)
dy =∞ .
(In the case that both integrals converge the proof of Lemma 3.1 repeat that in the case
of both integrals divergent but we do not know anything about the case of one integral
convergent and the other divergent.)
As we already introduced in equation (1.8) of Section 1, we are actually considering
the stochastic differential equation for the position of the particle qεt ∈ R
2 as follows:
q˙εt = −
∇λ(qεt)
2(λ(qεt ) + ε)
3
+
1
λ(qεt) + ε
W˙ t , q
ε
0 = q0 ∈ R
2 , ε > 0 . (3.1)
By taking into account our assumption on the friction coefficient λ we can write
the above equation in coordinate form. Let qεt = (x
ε
t , y
ε
t ). Let W t = (W
1
t ,W
2
t ). We
have 
x˙εt =
1
λ(yεt ) + ε
W˙ 1t , x
ε
0 = x0 ∈ R ,
y˙εt = −
λ′(yεt )
2(λ(yεt ) + ε)
3
+
1
λ(yεt ) + ε
W˙ 2t , y
ε
0 = y0 ∈ R .
(3.2)
Let a < 0 < b be given. Throughout this section we will assume that our process
qεt is stopped once it exits from the domain {(x, y) ∈ R
2 : a − 1 ≤ y ≤ b + 1}. We
therefore suppose that y0 ∈ [a− 1, b+ 1].
Note that, similarly as in Section 2, the process yεt is a strong Markov process
subject to a generalized second order differential operator in the formDvε(y)Duε(y) where
uε(y) =
∫ y
0
(λ(s) + ε)ds , vε(y) = 2
∫ y
0
(λ(s) + ε)ds . (3.3)
Let
u(y) =
∫ y
0
λ(s)ds , v(y) = 2
∫ y
0
λ(s)ds . (3.4)
We have the obvious relation uε(y) = u(y) + εy and vε(y) = v(y) + 2εy.
Let us identify points in the x direction x ∼ x+2pi. Therefore we get a process on
the cylinder S1 × [a− 1, b+ 1], stopped once it hits the boundary {y = a− 1 or b+ 1}.
Let {
θεt = x
ε
t mod 2pi ,
yεt = y
ε
t .
In the rest of this section we refer to the process qεt as the one on a cylinder:
qεt = (θ
ε
t , y
ε
t ) is on the cylinder S
1 × [a − 1, b + 1]. When we speak about the process
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qεt on the domain {(x, y) ∈ R
2 : a − 1 ≤ y ≤ b + 1} ⊂ R2 we will instead refer to the
coordinate representation (xεt , y
ε
t ).
Let C be the product S1 × [a, b] with all points S1 × {0} identified, forming the
point o. A generic point on C will be denoted q˜ = (θ, y˜) where θ ∈ S1 and y˜ ∈ [a, b]. All
points (θ, 0) correspond to o.
Let us consider the following projection map pi : S1 × [a− 1, b+ 1]→ C. We let
pi(θ, y) =

(θ, y − 1) , for 1 < y ≤ b+ 1 ;
(θ, y + 1) , for a− 1 ≤ y < −1 ;
o , for − 1 ≤ y ≤ 1 .
(3.5)
Let pi(qεt ) = q˜
ε
t = (θ
ε
t , y˜
ε
t ). We see that y˜
ε
t = pi(y
ε
t ) where pi is the projection map
introduced in Section 2.
Let, as in Section 2, u˜(y˜) = u(y˜ − 1) for y˜ < 0 and u˜(y˜) = u(y˜ + 1) for y˜ > 0 and
u˜(0) = u(1) = u(−1); v˜(y˜) = v(y˜ − 1) for y˜ < 0 and v˜(y˜) = v(y˜ + 1) for y˜ > 0 and
v˜(0) = v˜(1) = v˜(−1). The functions u˜(y˜) and v˜(y˜) are continuous strictly increasing
functions on [a, b]. Let λ˜(y˜) = λ(y˜ − 1) for y˜ < 0 and λ˜(y˜) = λ(y˜ + 1) for y˜ > 0 and
λ˜(0) = 0.
Let A be the operator given, for y˜ 6= 0, by the formula
Af(θ, y˜) = Du˜(y˜)Dv˜(y˜)f +
1
λ˜2(y˜)
∂2
∂θ2
f . (3.6)
Let D(A) be the subset of the space C(C) consisting of functions f(q˜) for which
Af(θ, y˜) is defined and continuous for y˜ 6= 0, the derivatives in it being continuous; such
that finite limits
lim
θ′→θ,y˜→0−
Du˜(y˜)f(θ
′, y˜) , lim
θ′→θ,y˜→0+
Du˜(y˜)f(θ
′, y˜) , (3.7)
exist;
lim
θ′→θ,y˜→0
Af(θ′, y˜) (3.8)
exists and does not depend on θ;
lim
θ′→θ,y˜→a
Af(θ′, y˜) = lim
θ′→θ,y˜→b
Af(θ′, y˜) = 0 ; (3.9)
and ∫ 2pi
0
lim
θ′→θ,y˜→0−
Du˜(y˜)f(θ
′, y˜)dθ =
∫ 2pi
0
lim
θ′→θ,y˜→0+
Du˜(y˜)f(θ
′, y˜)dθ . (3.10)
It is worth mentioning here that the above condition (3.10) in the definition ofD(A)
can be replaced by the condition that lim
θ′→θ,y˜→0−
Du˜(y˜)f(θ
′, y˜) and lim
θ′→θ,y˜→0+
Du˜(y˜)f(θ
′, y˜)
not depending on θ and coinciding. In this case the proof of Lemma 3.1 remains the
same.
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Let us define, for f ∈ D(A), Af(θ, a) and Af(θ, b) as the limits (3.9) and Af(o) as
the limit (3.8). The operator A defined on D(A) is a linear operator D(A) 7→ C(C).
Lemma 3.1. The closure A|D(A) of the operator A|D(A) exists and is the infinites-
imal operator of a Markov semigroup on C(C).
(The corresponding Markov process q˜t stops after reaching the boundary of C
(y˜ = a or b).)
Proof. We use the Hille-Yosida theorem and we check the following:
• The domain D(A) is dense in C(C).
This is because we can approximate every function g in C(C) by a function f which
is smooth, close to g outside a neighborhood of o and is equal to g(o) in the neighborhood
of o. This function f satisfies our restrictions on D(A) and can approximate the function
g with respect to the norm of C(C) as we choose the neighborhood of o small enough.
• The operator A|D(A) satisfies the maximum principle: for f ∈ D(A), if this
function reaches its maximum value at a point q˜ ∈ C we have Af(q˜) ≤ 0.
Indeed, for q˜ = (θ, a) or (θ, b), we have Af(q˜) = 0. If q˜ = (θ, y˜), y˜ 6= 0 the first
partial derivatives at q˜ are equal to 0 and
∂2
∂θ2
f(θ, y˜) ≤ 0, Dv˜(y˜)Du˜(y˜) ≤ 0. Finally,
if q˜ = o we have the left-hand derivative D−u˜(y˜)f(θ, 0) ≥ 0, the right-hand derivative
D+u˜(y˜)f(θ, 0) ≤ 0 and by (3.10) both these derivatives are equal to 0. It follows then that
the limit as y˜ → 0 of the second y˜-derivative is non-positive for all θ ∈ S1. Since the
integral over S1 of the second θ derivative is equal to 0 for all y˜ 6= 0, taking into account
that Af(o) is equal to the limit (3.8), we have that Af(o) ≤ 0.
It follows from the maximum principle that for λ > 0 the operator λI − A|D(A)
does not send to zero any function that is not equal 0, and this linear operator has an
inverse (that is not defined on the whole C(C)), with ‖(λI − A|D(A))
−1‖ ≤ λ−1. Every
bounded linear operator does have a closure (which is just its extension by continuity),
and with it the operators λI −A|D(A) and A|D(A) also have closures.
• Finally, to check that we can apply Hille-Yosida theorem to the closure A|D(A)
we have only to check that the bounded operator (λI −A|D(A))
−1 is defined on a dense
set. That is, for a dense subset of F ∈ C(C) there exists a solution f ∈ D(A) of the
equation
λf −Af = F . (3.11)
Let us take F (θ, y˜) = einθG(y˜), defining F (o) as its limit as y˜ → 0. Of course for
n 6= 0 we have to have lim
y˜→0
G(y˜) (which limit we’ll take as the value G(0)) equal to 0.
We shall look for the solution f ∈ D(A) of the equation (3.11) in the form f(θ, y˜) =
einθg(y˜) (again, for n 6= 0 it should be g(0) = lim
y˜→0
g(y˜) = 0).
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The differential equation for g(y˜) following from (3.11) is the ordinary differential
equation
(λ+
n2
λ˜2(y˜)
)g(y˜)−Dv˜(y˜)Du˜(y˜)g(y˜) = G(y˜) , (3.12)
and it should be solved with the boundary conditions
n2
λ˜2(a)
g(a) − Dv˜(y˜)Du˜(y˜)g(a) =
n2
λ˜2(b)
g(b) −Dv˜(y˜)Du˜(y˜)g(b) = 0, D
−
u˜(y˜)g(0) = D
+
u˜(y˜)g(0) and for n 6= 0, g(0) = 0. From
the boundary conditions we get at once g(a) = λ−1G(a) and g(b) = λ−1G(b).
For n = 0 the equation (3.12) with the boundary conditions Du˜(y˜)Dv˜(y˜)g(a) =
Du˜(y˜)Dv˜(y˜)g(b) = 0 and the gluing condition D
−
u˜(y˜)g(0) = D
+
u˜(y˜)g(0) is just the ordinary
differential equation for a one-dimensional diffusion process that has been considered
infinitely many times, and it has a solution for every G ∈ C[a, b]. Let us go to the case
n 6= 0. We are going to consider the intervals [a, 0) and (0, b] separately; what follows is
about the interval (0, b].
Similarly to how it is done in, e.g.[4], we can prove that there exist two non-negative
solutions ξ1(y˜) and ξ2(y˜) of the equation
(λ+
n2
λ˜2(y˜)
)ξi(y˜)−Dv˜(y˜)Du˜(y˜)ξi(y˜) = 0 , 0 < y˜ ≤ b , (3.13)
the first one increasing and the second one decreasing, ξ1(0) = ξ2(b) = 0, ξ1(b) < ∞,
ξ2(0+) =∞. The derivatives Du˜(y˜)ξi(y˜) are increasing, Du˜(y˜)ξ1(0) = 0, Du˜(y˜)ξ2(b) < 0.
It is easily checked that the Wronskian
W (y˜) = det
(
Du˜(y˜)ξ1(y˜) Du˜(y˜)ξ2(y˜)
ξ1(y˜) ξ2(y˜)
)
(both summands Du˜(y˜)ξ1(y˜) ·ξ2(y˜) and −Du˜(y˜)ξ2(y˜) ·ξ1(y˜) are positive) does not depend
on y˜: W (y˜) ≡W > 0.
Now we define, for y˜ ∈ [0, b],
g˜(y˜) =
1
W
[
ξ2(y˜)
∫ y˜
0
ξ1(z) ·G(z)dv˜(z) + ξ1(y˜)
∫ b
y˜
ξ2(z) ·G(z)dv˜(z)
]
. (3.14)
It is easily checked that λg˜(y˜)−Ag˜(y˜) = G(y˜) for 0 < y˜ ≤ b.
Of course
|g˜(y˜)| ≤
‖G‖
W
[
ξ2(y˜)
∫ y˜
0
ξ1(z)dv˜(z) + ξ1(y˜)
∫ b
y˜
ξ2(z)dv˜(z)
]
. (3.15)
Let us check that this goes to 0 as y → 0+.
We have:
ξi(z) =
Dv˜(y˜)Du˜(y˜)ξi(z)
λ+ n2/λ˜2(z)
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so the first summand in the brackets in (3.15) is less or equal
ξ2(y˜) ·
Du˜(y˜)ξ1(y˜)−Du˜(y˜)ξ1(0)
min
0≤z≤y˜
[λ+ n2/λ˜2(z)]
=
ξ2(y˜) ·Du˜(y˜)ξ1(y˜)
min
0≤z≤y˜
[λ+ n2/λ˜2(z)]
<
W
min
0≤z≤y˜
[λ+ n2/λ˜2(z)]
,
and it goes to zero as y˜ → 0+.
The second summand in (3.15) is less or equal
ξ1(y˜) ·
Du˜(y˜)ξ2(c)−Du˜(y˜)ξ2(y˜)
min
y˜≤z≤c
[λ+ n2/λ˜2(z)]
+ ξ1(y˜) ·
Du˜(y˜)ξ2(b)−Du˜(y˜)ξ2(c)
min
c≤z≤b
[λ+ n2/λ˜2(z)]
, (3.16)
where y˜ < c < b. The first term in (3.16) is less or equal
−ξ1(y) ·Du˜(y˜)ξ2(y˜)
min
y˜≤z≤c
[λ+ n2/λ˜2(z)]
≤
W
min
y˜≤z≤c
[λ+ n2/λ˜2(z)]
,
and it can be made arbitrarily small by choosing a positive c close enough to 0. The
second term in (3.16), for a fixed c > 0, converges to 0 as y˜ → 0+. So we get that
lim
y˜→0+
g˜(y˜) = 0.
Now we are going to find Du˜(y˜)g˜(0+). We have:
Du˜(y˜)g˜(y˜) =
1
W
[
Du˜(y˜)ξ1(y˜)
∫ b
y˜
ξ2(z) ·G(z)dv˜(z) +Du˜(y˜)ξ2(y˜)
∫ y˜
0
ξ1(z) ·G(z)dv˜(z)
]
.
(3.17)
The first integral here is equal to
∫ c
y˜
+
∫ b
c
, and it is not greater than
‖G‖ · [ξ2(y˜) · v˜(c) + ξ2(c) · v˜(b)] ,
and the first summand is not greater than
‖G‖/W · [W · v˜(c) + ξ2(c) · v˜(b) ·Du˜(y˜)ξ1(y˜)] .
By choosing c ∈ (0, b) close enough to 0 we make v˜(c) arbitrarily small; and we
know Du˜(y˜)ξ1(y˜)→ 0 as y˜ → 0+. So the first summand in (3.17) goes to 0 as y˜ → 0+.
The second summand in (3.17) does not exceed in absolute value
‖G‖ · ξ1(y˜) · |Du˜(y˜)ξ2(y˜)| · v˜(y˜) ≤ ‖G‖ ·W · v˜(y˜)→ 0 (y˜ → 0+) .
Now we are looking for the solution g(y˜) of the equation (3.12) with the boundary
conditions under this formula in the form g(y˜) = g˜(y˜)+C · ξ1(y˜). For the undetermined
coefficient C we get one linear equation, and it does have a solution since ξ1(b) 6= 0.
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The same way we get, for n 6= 0, a solution g(y˜) for y˜ < 0 with g(0−) =
Du˜(y˜)g(0−) = 0, g(a) = µ
−1G(a).
So we get a solution f ∈ D(A) of the equation (3.11) for every function F (θ, y˜) =
N∑
n=−N
einθ ·Gn(y˜), Gn(y˜) ∈ C[a, b], such that Gn(0) = 0 for n 6= 0 (we take f(o) = G0(0)).
The set of such functions is dense in C(C) so that the closure operator (λI −A|D(A))−1
is defined on the whole C(C) which finishes the proof. 
Let q˜t be the Markov process corresponding to A|D(A), whose existence was proved
in Lemma 3.1. We prove the following
Theorem 3.1. As ε ↓ 0, for fixed T > 0, the process q˜εt = pi(q
ε
t ) converges weakly
in the space C[0,T ](C) to the process q˜t.
The proof is again based on an application of Lemma 2.2.
Proof of Theorem 3.1. Making use of Lemma 2.2, we take the metric space
M = S1×[a−1, b+1] with standard metric. The mapping Y = pi. The space Y (M) = C
is endowed with the metric d, defined as follows. For any two points (θ1, y˜1) and (θ2, y˜2)
on C with y˜1, y˜2 having the same sign we let d((θ1, y˜1), (θ2, y˜2)) be the Euclidean distance
between points (|y˜1| cos θ1, |y˜1| sin θ1) and (|y˜2| cos θ2, |y˜2| sin θ2) in R
2; if y˜1 and y˜2 have
different sign we take d((θ1, y˜1), (θ2, y˜2)) = d((θ1, y˜1), o) + d(o, (θ2, y˜2)). With respect
to this metric the space C is a complete separable metric space. We take the process
(Xεt ,P
ε
x) as q
ε
t and the process (yt,Py) is taken as q˜t.
For the uniqueness of solution of martingale problem we set the space Ψ be the
space of all continuous functions on C which has the form F (θ, y˜) =
N∑
n=−N
einθ · Gn(y˜),
Gn ∈ C[a, b] is continuously differentiable inside [a, 0) and (0, b], also Gn(0) = 0 for
n 6= 0. We take f(o) = G0(0). It is proved in the proof of Lemma 3.1 that the equation
λf −Af = F always has a solution f ∈ D ⊂ D(A) for all F ∈ Ψ and λ > 0. The space
D contains those functions f ∈ C(C) that are bounded and are three times continuously
differentiable inside C+ ≡ {(θ, y˜) ∈ C : a < y˜ < 0} and C− ≡ {(θ, y˜) ∈ C : 0 < y˜ < b}.
We will state pre-compactness of family of distributions of processes q˜εt in Lemma
3.2. What remains to do is to check that for every compact K ⊂ C and for every f ∈ D
and every λ > 0 we have
Eq0
[∫ ∞
0
e−λt[λf(pi(qεt ))−Af(pi(q
ε
t ))]dt− f(pi(q0))
]
→ 0
as ε ↓ 0 uniformly in q0 ∈ pi
−1(K). The proof of this is essentially the same as the
proof we did in Lemma 2.5, based on the following auxiliary Lemmas 3.9 (for the proof
23
of convergence for processes near o) and 3.10 (for the proof of convergence for processes
away from o) and the auxiliary Lemmas 2.9 and 2.10 (for the estimates on the exit times,
notice that the stopping times σn and τn we will work with in this section are essentially
the same stopping times that we worked with in Section 2 since we are discussing about
a model problem). We omit the details in the proof. 
Let κ be a real number with small absolute value. Let G(κ) = {(θ, y) ∈ S1 ×
[a − 1, b + 1] : a − 1 ≤ y ≤ −1 − κ or 1 + κ ≤ y ≤ b + 1}. Let C+(κ) = {(θ, y) ∈
S1 × [a− 1, b+ 1] : y = 1 + κ} and C−(κ) = {(θ, y) ∈ S1 × [a− 1, b + 1] : y = −1− κ}.
Let C(κ) = C+(κ) ∪ C−(κ). Let δ > δ′ > 0 be small. We shall introduce a sequence of
stopping times τ0 ≤ σ0 < τ1 < σ1 < τ2 < σ2 < ... by
τ0 = 0 , σn = min{t ≥ τn, q
ε
t ∈ G(δ)} , τn = min{t ≥ σn−1, q
ε
t ∈ C(δ
′)} .
This is well-defined up to some σk (k ≥ 0) such that
Pyεσk
(yεt+σk hits a− 1 or b+ 1 before it hits − 1− δ
′ or 1 + δ′) = 1 .
We will then define τk+1 = min{t > σk : y
ε
t = a − 1 or b + 1}. And we define
τk+1 < σk+1 = τk+1 + 1 < τk+2 = τk+1 + 2 < σk+2 = τk+1 + 3 < ... and so on.
We have lim
n→∞
τn = lim
n→∞
σn = ∞. And we have obvious relations q
ε
τn ∈ C(δ
′),
qεσn ∈ C(δ) for 1 ≤ n ≤ k (as long as k ≥ 1, if k = 0 the process may start from G(δ)
and goes directly to S1×{a− 1} or S1×{b+1} without touching C(δ′) and is stopped
there, or it may start from S1× (−1− δ, 1+ δ), reaches C(δ) first and then goes directly
to S1 × {a− 1} or S1 × {b+ 1} without touching C(δ′) and is stopped there). Also, for
n ≥ k+1 we have qετn = q
ε
σn ∈ S
1×{a− 1} or S1×{b+1}. If qε0 = q0 ∈ G(δ), then we
have σ0 = 0 and τ1 is the first time at which the process q
ε
t reaches C(δ
′) or S1×{a−1}
or S1 × {b+ 1}.
Note that these stopping times are the same as those defined in Section 2 since our
process yεt is essentially the process q
ε
t in Section 2.
The pre-compactness of the family {q˜εt}ε>0 in C[0,T ](C) for 0 < T < ∞ is proved
in the same way as in the one-dimensional case. We shall make use of the technical
Lemma 2.3 with q˜ε,δ• and q˜
ε
• replaced by q˜
ε,δ
• and q˜
ε
• and the space C[0,T ](C) instead of
C[0,T ]([a, b]). We omit the proof of the next lemma.
Lemma 3.2. The family of distributions of {q˜εt}ε>0 is pre-compact in C[0,T ](C).
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The next few lemmas establish the estimates on the asymptotic joint law of the
processes (yεt , θ
ε
t ) at first exit from a small neighborhood of the domain within which
the friction vanishes. This is the key part to the proof of Theorem 3.1.
Let δ′′ > 0 be small. We consider the process qεt starting from q
ε
0 = q0 ∈ S
1 ×
[−1 − δ′, 1 + δ′]. Let us introduce another sequence of stopping times α1 < β1 < α2 <
β2 < ... < αn(ε) by
α1 = min{0 ≤ t < σ0 : q
ε
t ∈ C(0)} , β1 = min{α1 < t < σ0 : q
ε
t ∈ C(−δ
′′)} ,
and for k ≥ 2 we define
αk = min{βk−1 < t < σ0 : q
ε
t ∈ C(0)} , βk = min{αk < t < σ0 : q
ε
t ∈ C(−δ
′′)} .
Here we take the convention that the minimum over an empty set is ∞. The
number n(ε) is a non-negative integer-valued random variable such that αn(ε) <∞ and
βn(ε) =∞. If α1 =∞ we set n(ε) = 0.
Lemma 3.3. For q0 ∈ G(δ
′) we have
Pq0(α1 <∞) ≥ 1−max
(
u˜(δ′) + εδ′
u˜(δ) + εδ
,
−u˜(−δ′) + εδ′
−u˜(−δ) + εδ
)
. (3.18)
Proof. If 1 ≤ yε0 = y0 ≤ 1 + δ
′ we have
Pq0(α1 <∞) =
uε(1 + δ)− uε(y)
uε(1 + δ)− uε(1)
≥
uε(1 + δ)− uε(1 + δ′)
uε(1 + δ) − uε(1)
= 1−
u˜(δ′) + εδ′
u˜(δ) + εδ
.
If −1− δ′ ≤ yε0 = y0 ≤ −1 we have
Pq0(α1 <∞) =
uε(y)− uε(−1− δ′)
uε(−1)− uε(−1− δ)
≥
uε(−1− δ′)− uε(−1− δ)
uε(−1)− uε(−1− δ)
= 1−
−u˜(−δ′) + εδ′
−u˜(−δ) + εδ
.
If −1 < yε0 = y0 < 1 we have Pq0(α1 <∞) = 1. 
Lemma 3.4. For q0 ∈ G(δ
′) we have
Pq0(β1 <∞|α1 <∞) ≥ 1−max
(
εδ′′
u˜(δ) + ε(δ + δ′′)
,
εδ′′
−u˜(−δ) + ε(δ + δ′′)
)
. (3.19)
Proof. If yεα1 = 1 we have
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Pq0(β1 <∞|α1 <∞) =
uε(1 + δ)− uε(1)
uε(1 + δ) − uε(1− δ′′)
= 1−
εδ′′
u˜(δ) + ε(δ + δ′′)
.
If yεα1 = −1 we have
Pq0(β1 <∞|α1 <∞) =
uε(−1) − uε(−1− δ)
uε(−1 + δ′′)− uε(−1− δ)
= 1−
εδ′′
−u˜(−δ) + ε(δ + δ′′)
.

Let M(ε) → ∞ as ε ↓ 0 be an integer. The exact asymptotics of M(ε) will be
specified later. We prove
Lemma 3.5. For q0 ∈ G(δ
′) we have
Pq0(n(ε) ≥M(ε)|α1 <∞) ≥
[
1−max
(
εδ′′
u˜(δ) + ε(δ + δ′′)
,
εδ′′
−u˜(−δ) + ε(δ + δ′′)
)]M(ε)−1
.
(3.20)
Proof. This is because trajectories of qεt between times αi ≤ t < αi+1 are inde-
pendent and by iteratively using Lemma 3.4 we get the desired result. 
Lemma 3.6. We have
αi+1 − βi ≥ ε
2
(
δ′′
Hi
)5
(3.21)
with Hi being i.i.d. positive random variables with E(Hi)
4 <∞ for i = 1, 2, ..., n(ε)− 1.
Proof. This is a result of the Ho¨lder continuity of the standard Wiener trajectory
|Wt −Ws| ≤ Hi|t − s|
1/5 and the fact that between times βi ≤ t < αi+1 the process y
ε
t
is a time-changed Wiener process
1
ε
Wt traveling at least a distance of δ
′′. 
Let us define an auxiliary function
Ω(ε, δ, δ′, δ′′,M(ε))
≡ 2
[
1−
[
1−max
(
εδ′′
u˜(δ) + ε(δ + δ′′)
,
εδ′′
−u˜(−δ) + ε(δ + δ′′)
)]M(ε)−1
+
2max
(
u˜(δ′) + εδ′
u˜(δ) + εδ
,
−u˜(−δ′) + εδ′
−u˜(−δ) + εδ
)]
.
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Lemma 3.7. For q0 ∈ G(δ
′) and for some A > 0, κ > 0 and C > 0, there exists
ε0 > 0 such that for all 0 < ε < ε0, for any 0 ≤ θ1 ≤ θ2 ≤ 2pi we have∣∣∣∣Pq0(θεσ0 ∈ [θ1, θ2], yεσ0 = 1 + δ) − θ2 − θ12pi Pq0(yεσ0 = 1 + δ)
∣∣∣∣
≤ C exp(−A(δ′′)5κM(ε)) + 2Ω(ε, δ, δ′ , δ′′,M(ε))
and ∣∣∣∣Pq0(θεσ0 ∈ [θ1, θ2], yεσ0 = −1− δ) − θ2 − θ12pi Pq0(yεσ0 = −1− δ)
∣∣∣∣
≤ C exp(−A(δ′′)5κM(ε)) + 2Ω(ε, δ, δ′ , δ′′,M(ε)) .
Proof. As we have
xεt =
∫ t
0
1
λ(yεt ) + ε
dW 1s =W
1
(∫ t
0
ds
(λ(yεs) + ε)
2
)
,
we set T ε(t) =
∫ t
0
ds
(λ(yεs) + ε)
2
. Using Lemma 3.6 for q0 ∈ G(δ
′) the random time
T ε(σ0) can be estimated from below by
T ε(σ0) ≥
∫ σ0
0
ds
(λ(yεs) + ε)
2
≥
1
ε2
∫ σ0
0
1{−1≤yεs≤1}ds ≥
1
ε2
n(ε)−1∑
i=1
(αi+1−βi) ≥ (δ
′′)5
n(ε)−1∑
i=1
1
(Hi)5
.
(If n(ε) = 0, 1 the sum is supposed to be 0.)
And we also notice that the random time T ε(σ0) only depends on the behavior of
the process yεt and is therefore independent of the Wiener process W
1
t in the stochastic
differential equation x˙εt =
1
λ(yεt ) + ε
W˙ 1t (see (3.2)). For the same reason the random
variables yεσ0 , n(ε) and α1 are of course also independent of W
1
t .
As we have the elementary inequality
(
E
1
(Hi)5
)1/5
(E(Hi)
4)1/4 ≥
(
E
1
Hi
)
(EHi) ≥
1, we have, by Strong Law of Large Numbers
lim
ε↓0
1
M(ε) − 1
M(ε)−1∑
i=1
1
(Hi)5
= E
(
1
(Hi)5
)
≥
1
(E(Hi)4)5/4
≥ c > 0 a. s.
for some constant c > 0. (We can always assume that Hi is uniformly bounded from
below by a positive constant so that
(
E
1
(Hi)5
)
<∞ and we can apply SLLN.)
Now we see that we can find some ε0 > 0 such that for all 0 < ε < ε0 we will have
Pq0(T
ε(σ0) ≥ (δ
′′)5κM(ε)|n(ε) ≥M(ε), α1 <∞) = 1
for some constant κ > 0.
This gives
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Pq0(T
ε(σ0) ≥ (δ
′′)5κM(ε), yεσ0 = 1 + δ|n(ε) ≥M(ε), α1 <∞)
= Pq0(y
ε
σ0 = 1 + δ|n(ε) ≥M(ε), α1 <∞) .
Recall that we have θεσ0 = x
ε
σ0 mod 2pi = W
1
T ε(σ0)
mod 2pi. Using this, the inde-
pendence of T ε(σ0), y
ε
σ0 , α1 and n(ε) with W
1
t , and the above estimates we have, as
0 < ε < ε0, that
Pq0(θ
ε
σ0 ∈ [θ1, θ2], y
ε
σ0 = 1 + δ|n(ε) ≥M(ε), α1 <∞)
=
∫ ∞
0
Pq0(T
ε(σ0) ∈ dt, y
ε
σ0 = 1 + δ|n(ε) ≥M(ε), α1 <∞)Pq0(W
1
t mod 2pi ∈ [θ1, θ2])
=
∫ ∞
(δ′′)5λM(ε)
Pq0(T
ε(σ0) ∈ dt, y
ε
σ0 = 1 + δ|n(ε) ≥M(ε), α1 <∞)Pq0(W
1
t mod 2pi ∈ [θ1, θ2]) .
Since we have the exponential decay∣∣∣∣P(W 1t mod 2pi ∈ [θ1, θ2])− θ2 − θ12pi
∣∣∣∣ < C exp(−At)
for some C > 0 and A > 0, we could estimate∣∣Pq0(θεσ0 ∈ [θ1, θ2] , yεσ0 = 1 + δ|n(ε) ≥M(ε), α1 <∞)−
θ2 − θ1
2pi
Pq0(y
ε
σ0 = 1 + δ|n(ε) ≥M(ε), α1 <∞)
∣∣
< C exp(−A(δ′′)5κM(ε))
for 0 < ε < ε0.
Notice that we have, by using Lemmas 3.5 and 3.3,
∣∣Pq0(θεσ0 ∈ [θ1, θ2], yεσ0 = 1 + δ)−Pq0(θεσ0 ∈ [θ1, θ2] , yεσ0 = 1 + δ|n(ε) ≥M(ε), α1 <∞)∣∣
=
∣∣Pq0(θεσ0 ∈ [θ1, θ2], yεσ0 = 1 + δ|n(ε) ≥M(ε), α1 <∞)P(n(ε) ≥M(ε), α1 <∞) −
Pq0(θ
ε
σ0 ∈ [θ1, θ2] , y
ε
σ0 = 1 + δ|n(ε) ≥M(ε), α1 <∞)
∣∣+Pq0(n(ε) < M(ε)) +Pq0(α1 =∞)
≤ 2(Pq0(n(ε) < M(ε)) +Pq0(α1 =∞))
≤ 2(Pq0(n(ε) < M(ε)|α1 <∞) + 2Pq0(α1 =∞))
≤ 2
[
1−
[
1−max
(
εδ′′
u˜(δ) + ε(δ + δ′′)
,
εδ′′
−u˜(−δ) + ε(δ + δ′′)
)]M(ε)−1
+
2max
(
u˜(δ′) + εδ′
u˜(δ) + εδ
,
−u˜(−δ′) + εδ′
−u˜(−δ) + εδ
)]
= Ω(ε, δ, δ′ , δ′′,M) .
By the same argument we can estimate
∣∣∣∣θ2 − θ12pi Pq0(yεσ0 = 1 + δ)− θ2 − θ12pi Pq0(yεσ0 = 1 + δ|n(ε) ≥M(ε), α1 <∞)
∣∣∣∣ ≤ Ω(ε, δ, δ′, δ′′,M) .
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Summing up these estimates we have
∣∣∣∣Pq0(θεσ0 ∈ [θ1, θ2], yεσ0 = 1 + δ)− θ2 − θ12pi Pq0(yεσ0 = 1 + δ)
∣∣∣∣
≤
∣∣Pq0(θεσ0 ∈ [θ1, θ2], yεσ0 = 1 + δ)−Pq0(θεσ0 ∈ [θ1, θ2] , yεσ0 = 1 + δ|n(ε) ≥M(ε), α1 <∞)∣∣+∣∣Pq0(θεσ0 ∈ [θ1, θ2] , yεσ0 = 1 + δ|n(ε) ≥M(ε), α1 <∞)−
θ2 − θ1
2pi
Pq0(y
ε
σ0 = 1 + δ|n(ε) ≥M(ε), α1 <∞)
∣∣+∣∣∣∣θ2 − θ12pi Pq0(yεσ0 = 1 + δ) − θ2 − θ12pi Pq0(yεσ0 = 1 + δ|n(ε) ≥M(ε), α1 <∞)
∣∣∣∣
≤ 2Ω(ε, δ, δ′ , δ′′,M) + C exp(−A(δ′′)5κM(ε)) ,
as desired. The other inequality is established in a similar way. 
Combining Lemma 3.7 and Lemma 2.7 we can have
Lemma 3.8. For q0 ∈ G(δ
′) and for some A > 0, κ > 0 and C1, C2 > 0, there
exists ε0 > 0 such that for all 0 < ε < ε0, for any 0 ≤ θ1 ≤ θ2 ≤ 2pi we have
∣∣∣∣Pq0(θεσ0 ∈ [θ1, θ2], yεσ0 = 1 + δ)− θ2 − θ12pi u˜(0)− u˜(−δ)u˜(δ) − u˜(−δ)
∣∣∣∣
≤ C1 exp(−A(δ
′′)5κM(ε)) + 2Ω(ε, δ, δ′, δ′′,M(ε)) +
u˜(δ′)− u˜(0) +C2ε
u˜(δ) − u˜(−δ)
≡ ρ(ε) ,
(3.22)
and ∣∣∣∣Pq0(θεσ0 ∈ [θ1, θ2], yεσ0 = −1− δ)− θ2 − θ12pi u˜(δ) − u˜(0)u˜(δ) − u˜(−δ)
∣∣∣∣
≤ C1 exp(−A(δ
′′)5κM(ε)) + 2Ω(ε, δ, δ′, δ′′,M(ε)) +
u˜(δ′)− u˜(0) +C2ε
u˜(δ) − u˜(−δ)
≡ ρ(ε) .
(3.23)
Now let us specify the asymptotic order ofM(ε)→∞, δ = δ(ε)→ 0, δ′ = δ′(ε)→ 0
and δ′′ = δ′′(ε) → 0 as ε ↓ 0. Since for 0 < κ < 1 we have the elementary estimate
1− (1− κ)n = κ(1 + (1− κ) + ...+ (1− κ)n−1) ≤ κn we can estimate
Ω(ε, δ, δ′, δ′′,M(ε))
≤ 2
[
M(ε) ·max
(
εδ′′
u˜(δ) + ε(δ + δ′′)
,
εδ′′
−u˜(−δ) + ε(δ + δ′′)
)
+
2max
(
u˜(δ′) + εδ′
u˜(δ) + εδ
,
−u˜(−δ′) + εδ′
−u˜(−δ) + εδ
)]
.
We shall choose δ′′ = δ′′(ε) << δ and M(ε) such that the requirements of Lemmas
2.6, 2.7 and 2.8 hold. At the same time, we need
(δ′′)5M(ε) & ln
1
(u˜(δ) − u˜(−δ))2
(3.24)
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and
M(ε)
εδ′′
u˜(δ) ∧ (−u˜(−δ))
. (u˜(δ) − u˜(−δ))2 . (3.25)
To this end we let M(ε) = ln
(
1
ε
)
and δ′′ =
(
( 1u˜(δ)−u˜(−δ) ) ln(
1
u˜(δ)−u˜(−δ) )
2
ln(1ε )
)1/5
. At
the same time we keep our asymptotic order of choice of ε, δ and δ′ as in Section 2. This
means that we need
ε
(
ln
(
1
ε
))4/5 1
u˜(δ) − u˜(−δ)
ln
(
1
u˜(δ) − u˜(−δ)
)2
. (u˜(δ) − u˜(−δ))2 .
It could be checked that this is possible to make (3.24) and (3.25) to hold. We formulate
this as a corollary.
Corollary 3.1. Let q0 ∈ G(δ
′). Under the above specified asymptotic order we
have, there exist ε0 > 0 such that for any 0 < ε < ε0 we have∣∣∣∣Pq0(θεσ0 ∈ [θ1, θ2], yεσ0 = 1 + δ)− θ2 − θ12pi u˜(0) − u˜(−δ)u˜(δ) − u˜(−δ)
∣∣∣∣ ≤ C · (u˜(δ) − u˜(−δ))2 , (3.26)
∣∣∣∣Pq0(θεσ0 ∈ [θ1, θ2], yεσ0 = −1− δ) − θ2 − θ12pi u˜(δ) − u˜(0)u˜(δ) − u˜(−δ)
∣∣∣∣ ≤ C ·(u˜(δ)−u˜(−δ))2 . (3.27)
Lemma 3.9. For any q ∈ G(δ′) and for any ρ > 0 there exist ε0 = ε0(ρ) such that
for any 0 < ε < ε0, for any f ∈ D(A) we have, for some K > 0
|Eqf(pi(q
ε
σ0))− f(pi(q))| < K(u˜(δ)− u˜(−δ))
2 . (3.28)
Proof. We have, using Corollary 3.1, that
|Eqf(pi(q
ε
σ0))− f(pi(q))|
=
∣∣Eqf(θεσ0 , pi(yεσ0))− f(pi(q))∣∣
=
∣∣∣∣∫ 2pi
0
f(θ, δ)Pq(θ
ε
σ0 ∈ dθ, y
ε
σ0 = 1 + δ) +
∫ 2pi
0
f(θ,−δ)Pq(θ
ε
σ0 ∈ dθ, y
ε
σ0 = −1− δ)− f(pi(q))
∣∣∣∣
≤
∣∣∣∣ 12pi
∫ 2pi
0
u˜(0)− u˜(−δ)
u˜(δ)− u˜(−δ)
f(θ, δ)dθ +
1
2pi
∫ 2pi
0
u˜(δ) − u˜(0)
u˜(δ) − u˜(−δ)
f(θ,−δ)dθ − f(pi(q))
∣∣∣∣+K1(u˜(δ) − u˜(−δ))2
=
∣∣∣∣ 12pi
∫ 2pi
0
u˜(0)− u˜(−δ)
u˜(δ)− u˜(−δ)
(f(θ, δ)− f(o))dθ −
1
2pi
∫ 2pi
0
u˜(δ) − u˜(0)
u˜(δ)− u˜(−δ)
(f(o)− f(θ,−δ))dθ + (f(o)− f(pi(q)))
∣∣∣∣+K1(u˜(δ) − u˜(−δ))2
≤
∣∣∣∣ (u˜(0)− u˜(−δ))(u˜(δ) − u˜(0))u˜(δ) − u˜(−δ)
(
1
2pi
∫ 2pi
0
f(θ, δ)− f(o)
u˜(δ) − u˜(0)
dθ −
1
2pi
∫ 2pi
0
f(o)− f(θ,−δ)
u˜(0)− u˜(−δ)
dθ
)∣∣∣∣+
|f(o)− f(pi(q))|+K1(u˜(δ) − u˜(−δ))
2
≤ K(u˜(δ) − u˜(−δ))2
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for some K1 > 0 and K > 0. We have used the gluing condition (3.10) and our specified
choice of asymptotic order of δ, δ′ and ε. 
Lemma 3.10. We have, as ε, δ, δ′ are small, for q0 ∈ G(δ), that∣∣∣∣Eq0 [∫ τ1
σ0
e−λt[λf(pi(qεt ))−Af(pi(q
ε
t))]dt + e
−λτ1f(pi(qετ1))
]
− f(pi(q0))
∣∣∣∣ ≤ (u˜(δ)−u˜(−δ))2 .
(3.29)
The proof of this Lemma is essentially the same proof in Lemma 2.6 modified into
a two-dimensional version and we omit it.
Finally we would like to mention that our boundary condition given in this section
also appears naturally in other model problems. As an example let consider the following
system:  xεt =
∫ t
0
1
λ(yεt ) + ε
dW 1t ,
yεt = |W
2
t | .
(3.30)
Here λ(•) is a smooth function on R+ that vanishes at 0 and is strictly positive
in (0,∞); W 1t and W
2
t are two independent standard Wiener processes on R. Let
the process zεt = (x
ε
t , y
ε
t ) on R × R+ be stopped once it hits the boundary {(x, y) ∈
R
2 : y = R} for some R > 0. Let θεt = x
ε
t mod 2pi. Let pi : S
1 × R+ → R
2 be
the mapping defined by pi(θ, y) = (y cos θ, y sin θ). For each fixed ε > 0, the process
wεt = (θ
ε
t , y
ε
t ) is a diffusion process on S
1× [0, R] with normal reflection at the boundary
{(θ, y) : y = 0} and is stopped once it hits the other boundary {(θ, y) : y = R}. Let
mεt = pi(w
ε
t ) (i.e., we glue all points {(θ, y) : y = 0}). The process m
ε
t moves within
the disk B(R) = {m ∈ R2 : |m|R2 ≤ R} and is stopped once it hits the boundary. In
general, this process is not a Markov process. But we expect that, as ε ↓ 0, this process
wεt will converge weakly to a Markov process wt on B(R) with generator A and the
domain of definition D(A), defined as follows: The operator A at points (θ, r) (we use
polar coordinates, that is, a point (x, y) ∈ R2 is represented by (r cos θ, r sin θ)) with
r 6= 0 is defined by
Af(θ, r) =
1
2λ2(r)
∂2
∂θ2
f(θ, r) +
1
2
∂2
∂r2
f(θ, r) . (3.31)
The domain of definition D(A) of the operator A consists of those continuous functions
f on B(R) for which Af(θ, r) is defined and continuous for r 6= 0, the derivative in r
being continuous; such that finite limit
lim
θ′→θ,r→0+
∂f
∂r
(θ′, r) (3.32)
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exists;
lim
θ′→θ,r→0+
Af(θ′, r) (3.33)
exists and does not depend on θ;
lim
θ′→θ,r→R−
Af(θ′, r) = 0 ; (3.34)
and ∫ 2pi
0
lim
θ′→θ,r→0+
∂f
∂r
(θ′, r)dθ = 0 . (3.35)
We define, for f ∈ D(A), Af(θ,R) as the limit (3.34) and Af(O) as the limit (3.33).
The weak convergence of wεt to wt in C[0,T ](B(R)) described above shall be a result
of fast motion xεt running at the local time of the slow motion y
ε
t on the boundary
{(x, y) ∈ R×R+ : y = 0}. The proof of this result shall follow the same method of this
section.
4 A conjecture in the general multidimensional case
In this section we give a conjecture in the general multidimensional case. Consider
the general multidimensional problem (1.8), and for brevity assume that b(•) ≡ 0. That
is, the system has the form
q˙εt = −
∇λ(qεt )
2(λ(qεt ) + ε)
3
+
1
λ(qεt ) + ε
W˙ t , q
ε
0 = q ∈ R
d . (4.1)
Let us work in a large closed ball B(R) = {q ∈ Rd : |q|Rd ≤ R} for some R > 0,
i.e., the process qεt is stopped once it hits ∂B(R). Suppose the friction λ(•) is smooth
and λ(q) = 0 for q in some region G ⊂ B(R) while λ(q) > 0 for q ∈ B(R)\[G] (here [G]
is the closure of G with respect to the Euclidean metric in Rd). The domain G ⊂ B(R)
is assumed to be simply connected and to have a smooth boundary ∂G.
Let C be a topological space consisting of all points in B(R)\[G] and one additional
point o. The topology of C contains all the open subsets (in standard Euclidean metric)
in the induced topology of B(R)\[G] and all the open neighborhoods of [G] in B(R) as
the open subsets of C containing o. Let us consider a projection pi : B(R)→ C defined
as follows: for points q ∈ B(R)\[G] we have pi(q) = q and for points q ∈ [G] we have
pi(q) = o. Under the above defined topology for C the mapping pi is continuous. Let
q˜εt = pi(q
ε
t ) be a stochastic process with continuous trajectories on C.
Our conjecture is about the weak convergence, as ε ↓ 0, of q˜εt to some Markov
process q˜t on C. Below we give our definition of the latter process but we point out that
we are not clear about the existence of it. Our generator and boundary condition for this
process is more or less in the spirit of martingale problems (see, for example, [3, Ch.4]).
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To ensure the uniqueness of solution of martingale problems we need the existence of
solution in a nice space of the corresponding PDE with the specified boundary condition.
We are not clear about this yet.
The process q˜t is identified by its generator A with domain of definition D(A). For
a function f(q˜) on C that is continuous on C and smooth for q˜ 6= o, |q˜|
Rd
< R we define
Af(q˜) = −
∇λ(q˜) · ∇f(q˜)
2λ3(q˜)
+
1
2λ2(q˜)
∆f(q˜) , (4.2)
and at the points o and q˜ with |q˜|Rd we define the values of Af as the limits of the
values given by (4.2) (assuming these limits exist). The domain D(A) is defined as the
set of functions f such that Af(q˜) = 0 for |q˜|Rd = R, the generalized normal derivative
Du˜f(q) = lim
δ↓0
f(q + δn(q))− f(o)
u˜(q + δn(q))
(4.3)
exists for all q ∈ ∂G, where n(q) is the vector of the outside normal to ∂G, and u˜(q) is
some function defined in a neighborhood of ∂G with lim
pi(q)→o
u˜(q) = 0; and∫
∂G
Du˜f(q)dσ(q) = 0 . (4.4)
Here dσ(q) denotes integration with respect to the surface area on ∂G.
Conjecture. The process q˜εt = pi(q
ε
t ) converges weakly in the space C[0,T ](C) as
ε ↓ 0 to the process q˜t described above.
A further conjecture: we can define the function u˜ as
u˜(q + δn(q)) =
∫ δ
0
λ(q + sn(q))ds (4.5)
for q ∈ ∂G and δ > 0 sufficiently small.
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