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Lab 06 – Introduction to Econometrics
Learning outcomes for this lab:
 Introduce the different typologies of data and the econometric 
models that can be used
 Understand the “rationale” behind econometrics
 Understand how to estimate the relationship between variables
 Investigate how reliable the econometric estimates are and how 
to choose the best estimation technique
  
Many types of data
Data can be grouped in:
1. Time series data (one unit, different times)
2. Cross-section data (many units, same time)
3. Panel data: the combination of time-series and cross-section data (e.g. the 
files you have been working on in Assignment n.1)
Variables can be defined as quantitative or qualitative.
Quantitative variables can be continuous (e.g. income) or discrete variables 
(e.g. nr. of children)
Qualitative variables can be ordinal variables (e.g. educational attainment) or 
categorical variables (e.g. gender).
Categorical variables have to be transformed to be econometrically analysed 
(for example, through transformation in dummy variables).
It is common rule to label observations as x(it), where x is the value of the 
variable in unit i at time t. The total number of units is N, the total number of 
periods is T and the total number of observations is N x T.
  
The rationale of the econometric model
Economic Theory (Previous Studies)
Formulation of an Estimable Theoretical Model
        
        Collection of Data
        Model Estimation
           Is the Model Statistically Adequate?
  No                           Yes
 Reformulate Model              Interpret Model  
                                 Use for Analysis 
  
The rationale of the econometric model (2)
The regression is the most important tool of parametric analysis developed by 
econometrics.
The regression estimates the “type” and the “strength” of the relationship 
between a variable (called dependent) and one or more variables causing it 
(called independent variables)
The regression is simple if there is only one independent variable
Ex: consumption = a + b income
the regression is multiple if there are more than one independent variables.
Ex. consumption = a + b income + c int_rate
The regression implies a direction in the relationship, something that is not 
assumed in the correlation. In the regression, the independent variables are 
given, they have certain and known values. The dependent variable is a 
stochastic variable, it takes values that are distributed according to a 
distribution function.
Ex: Data on Consumption and Income (see file Lab05)
  
Economic model and Econometric model
Perhaps consumption depends on income. The basic theoretical model is the 
Keynesian model: C = f(Y) => C = a + bY where a is autonomous consumption 
(a > 0) and b is the marginal propensity to consume (0 ≤ b ≤ 1)
The goal of the econometric analysis is to estimate the value of the 
coefficients a and b in order to test whether they are coherent with the 
theoretical model
First step: represent the scatter plot of the (supposed) relationship
plot inc cons
Second step: investigate into the statistical significance of the relationship by 
transforming the function from a deterministic to a stochastic one.
cons = a + b inc + 
The statistical error attempts to capture: (i) variables that are omitted by the 
model; (ii) measurement errors; (iii) random events that are unexpected.
How do we estimate a and b? We try to minimize the (vertical) distance between 
data and the linear function (Ordinary Least Squares – OLS – estimation)
  
The OLS estimation
This estimator minimizes [y(t) – y^(t)]2
reg cons inc
Reading the output table we estimate that:
cons^ = - 7.21 + 0.81 inc
avplot inc      cprplot inc
If inc = 35 --> cons^ = 21.14
  
Linear relationships and the stochastic error
The OLS estimator can be used when the model is linear.
The model has to be linear in the parameters, not necessarily in the variables.
Non linear models can easily be transformed into linear models to be estimated 
through OLS.
And since   yt=ln Yt  and   xt=ln Xt
The interpretation of the estimated coefficients changes according to whether the 
variable is in absolute values or in its logarithms.
In the linear model, it is fundamental to recall the assumptions behind the 
stochastic error (white noise):
1. E(ut) = 0 Errors have nil mean;
2. Var (ut) = 2 The variance of the errors is constant and of finite value
3. Cov (ui,uj)=0 Errors are uncorrelated
4. Cov (ut,xt)=0 Errors are uncorrelated with the independent variables
If assumptions 1-4 hold, the OLS estimator is BLUE (Best Linear Unbiased Estimator)
Remember that parameters are “estimations” of the true parameters, which are unknown
Y t=e
α X t
β eut  ⇔  lnY t=α+β ln X t+ut
yt=α+βx t+ut
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Statistical significance of the estimates
The econometric model is always able to estimate the parameters. 
However, we have to check whether they are significantly different 
from zero.
The test analyses the standard error of the estimated coefficient, and is 
usually undertaken through the comparison between a hypothesis H0 and 
an alternative hypothesis H1:
H0: b=0
H1: b not equal to 0
  
Statistical significance of the estimates (2)
Let's go back to the estimation of our simple model:
If the (absolute) value of the t-statistics is high, it is very likely that the true, but 
unknown, value of the coefficient is different from zero.
If the (absolute) value of the t-statistics is low, this means that the true coefficient 
is not statistically different from zero; therefore the estimate is not reliable.
In our example, there is a probability of 1–0.000..=0.999 (99.9%) for b to be 
different from zero, while a only has a probability of 0,004% not to be zero.
A variable which coefficient is not significant signals an inconsistency with the 
theory, and should be removed from the model, except for the constant (it is 
always better to have the constant not to impose too strong restrictions).
  
The multiple linear regression
It is an extension of the simple linear regression model
Example:
cons = a + b inc + c int_rate + 
Consumption does not depend on income only, but also on the interest rate
reg cons inc int_rate
       
To check the significance of the whole model, use the test F (which H0 assumes 
that all coefficients are nil at the same time).
Moreover, R2 checks how much of the variation in the dependent variable is 
explained by the model.  The adjusted R2 adjusts for the number of regressors 
included in the model.
  
R-squared: some extreme cases
R2 = 0 R2 = 1
  
OLS is BLUE if...
The OLS estimator is the Best Linear Unbiased Estimaor if and only if the 
following hypotheses hold:
1. E(ut) = 0 The statical error has zero mean;
2. Var (ut) = 2 The standard deviation of the errors is constant and of finite 
value (assumption of homoschedasticity)
3. Cov (ui,uj) = 0 The errors are not correlated one to each other (assumption of 
no autocorrelation)
4. Cov (ut,xt) = 0 The errors are not correlated with the regressors
and...
5. ut  N(0,2) The errors are distributed according to a Gaussian (normal) 
distribution function.
Once we decide to use the OLS, then, we have to: i) test assumptions 1-5; ii) understand 
what happens if one or more assumptions do not hold; iii) what to do to solve the problem.
As a general rule, when some of the assumptions do not hold, the roads to take are two:
- To use a different specification of the model / different estimator;
- To transform data in order to satisfy the assumptions.
  
1. If errors do not have zero mean...
If the regression includes the constant, the mean of the residuals is always zero 
(a good reason not to drop it from the model, regardless of its significance).
2. If the standard deviation of the errors is not 
constant (heteroschedasticity)
With heteroschedasticity, the OLS estimator
keeps being unbiased, but the distribution
of the standard errors is not reliable
(i.e., we might find as significant an
estimate that is not).
To test the existence of heter.:
- Test of Breusch-Pagan / Cook-Weisberg
estat hettest
- Test of White (imtest, white)
What to do to get rid of it?
- Use a White-robust estimator (reg..., robust)
- Use a GLS estimator (if the variance of the error is linked to one of the 
regressors).
- Transform the variables in logs.
  
3. If the errors are autocorrelated...
positive autocorrelation...
… and negative autocorrelation
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If there is autocorrelation:
If there is autocorrelation, the OLS estimator keeps being unbiased but the 
distribution of standard errors is not reliable (i.e. we might consider as 
significant an estimate that is not).
Therefore, the R-squared is artificially high.
How to test autocorrelation?
- Durbin-Watson test
It can be used when the constant is included in the regression, when the 
regressors are not stochastic variables.
- Breusch-Godfrey test
What to do?
- Try to use another estimator (i.e. the GLS, but only if the type of autocorrelation 
is known). If it is unknown, the solution can be worse than the problem!
- Change the model specification, building a differential model.
  
4. Multicollinearity
There is multicollinearity when the regressors are highly correlated;
An extreme case is when the regressors are a linear combination one of each 
other: in such case coefficients can not be estimated! Take the Lab05 file:
gen x = 1963.27*Inc
reg cons inc x
When regressors are highly correlated, R-squared is artificially high and the 
coefficients are unstable and easily not significant
replace x = 110000 in 5
reg cons inc x
None of the two variables (which measure the same income) is now significant…
Tests:
- Give a look to the correlation matrix
corr inc x
- Compute the Variance Inflation Factors (VIF)
estat vif
Solutions
- One of the correlated variables should be dropped from the model;
- Transform the correlated variables in just one variable;
- Collect more data!
  
5. The errors are not normally distributed
If the distribution of the errors is not normal, the OLS estimator is not BLUE
It is not obvious what to do, but...
... very often, the non-normality depends on a few very “strange” data (outliers)
In such a case, one can:
– (i) drop the observation (if one is sure that the outlier is a measurement 
error;
– (ii) transform the observation in a dummy (binary) variable, assuming 
value 1 in that case, 0 otherwise (if one thinks that the outlier stems from a 
special event... but we need to know what is the event!
An example is data on international tourism arrivals in October 2001...
  
Other problems: a) omitted variable bias...
If some relevant variables are omitted from the model, the coefficients of 
included variables are biased and inconsistent (we consider them significant 
although they are not reliable).
- Theory should guide us in deciding which variables should be included...
- and if a variable that is not considered by the theory is significant, a new 
theoretical model should be developed!
b) Inclusion of irrelevant variables
If we include irrelevant variables in the model (which coefficients are not 
significant), estimates are unbiased and consistent, but inefficient.
- We should drop the irrelevant variables...
- and if the variables are important in the theory, theory should be questioned!
c) Stability of coefficients overtime
In the model we assume that coefficients are constant overtime. How do we test it?
- Chow test: split the sample in two and compare the coefficients.
- Prediction test: estimate the coefficients without including the last observations 
(forward test) or the early observations (backward test). Then, use the 
coefficients to estimate the missing values and compare them with the real values.
  
How to build the “best” econometric model
To be effective and efficient, an econometric model must:
- pass the tests on the assumptions on which the linear regression is built;
- be parsimonious;
- be consistent with the theory;
- have coefficients with the “right” sign;
- have coefficients with the “right” size;
- be able to explain more than what can be explained by alternative models.
Two roads to get to the best model:
- The classical road: from “specific to general”
- The modern road of data mining: from “general to specific”.
  
There is a model (and an estimator) for any data
1. Cross-section data: reg
2. Time-series data: firstly, tell Stata which is the time variable:
tsset year
There are regression models which are specifically built for time series:
arima
arch
var
and other regression commands (help time) – see the course of Time Series
3. Panel data: firstly, tell Stata that data are a panel. Watch out: also the country 
variable has to be quantitative. If it's not, write:
encode country, gen(country2)
sort country2 year
xtset country2 year
Regressions for panel data:
xtreg cons inc, re
xtreg cons inc, fe
4. Probit and Logit: if the dep. variable is the probability of a given event; Tobit if 
the dep. variable is censored (see the course of Tourism Microeconomics..) Ologit 
if the dep. variable is an ordinal variable... 
