Nowadays, an important research effort in healthcare biometrics is finding accurate biomarkers that allow developing medical-decision support tools. These tools help to detect and supervise illnesses like Parkinson's disease (PD). This paper contributes to this effort by analyzing a convolutional neural network (CNN) for PD detection from drawing movements. This CNN includes two parts: feature extraction (convolutional layers) and classification (fully connected layers). The inputs to the CNN are the module of the Fast Fourier's transform in the range of frequencies between 0 Hz and 25 Hz. We analyzed the discrimination capability of different directions during drawing movements obtaining the best results for X and Y directions. This analysis was performed using a public dataset: Parkinson Disease Spiral Drawings Using Digitized Graphics Tablet dataset. The best results obtained in this work showed an accuracy of 96.5%, a F1-score of 97.7%, and an area under the curve of 99.2%.
The methodology refers to the machine learning algorithms used for feature extraction and classification. The granularity corresponds to the amount of data required to take a decision: one decision per subject (considering all drawings from the same subject), one decision per drawing, or one decision per drawing fraction. The smaller the amount of data considered, the more challenging is the decision. The positive aspect of using a smaller amount of data is that the system can be less invasive. All the works included in Table 1 use a subject-wise cross validation. This cross-validation strategy consists of dividing the data into training and testing subsets guarantying that there are not drawings from the same subject in training and testing in the same experiment. This way, we prevent the system from learning specific characteristics of a subject instead of PD features.
Kotsavasiloglou et al. [24] used a pen-and-tablet device to study differences in hand movement and muscle coordination between healthy subjects and Parkinson's disease patients. The authors used five metrics including the mean horizontal velocity, the normalized velocity variability (in units of 1 per second), the standard deviation of the horizontal velocity, and the entropies of the horizontal and vertical components of the signal. They evaluated several classification algorithms, obtaining for the best results an accuracy (ACC: Percentage of examples correctly classified) of 88.63% and an Area Under the ROC Curve (AUC) of 93.1%. Zham et al. [15] evaluated 10 features including static and dynamic information using the Naïve Bayes algorithm for classification. They obtained an accuracy of 83.2% and an AUC of 93.3%. These two previous works [15, 24] took a decision every drawing fraction of approximately 2 seconds. The last three works used the same dataset: the Parkinson Disease Spiral Drawings Using Digitized Graphics Tablet dataset [27] . Gallicchio et al. [25] proposed the use of DeepESNs obtaining an accuracy of 89.3%. Khatamino et al. [26] used a convolution neural network (CNN) inspired in the AlexNet [28] composed of two main parts (convolutional layers for feature extraction and full connected layers for classification). Khatamino et al. [26] considered a simplified version (a smaller number of layers) because a smaller dataset was used to train the CNN parameters. In this work, we use also a simplified version of the AlexNet but with an important difference: The inputs to the CNN are the spectrum points instead of the raw data directly. This difference has been very important to improve the performance. The reason is because the tremor, that is the most prevalent PD symptom, becomes more apparent in the frequency domain. To the best of our knowledge, this work shows the best results on the Parkinson Disease Spiral Drawings Using Digitized Graphics Tablet dataset [27] considering a subject-wise cross validation.
This paper is organized as follows. Section 2 reviews the material and methods used in this study, including a description of the dataset and the CNN. Section 3 describes the experiments and the obtained results. Section 4 includes the main discussion. Finally, Section 5 summarizes the main conclusions of the paper.
Materials and Methods
This section describes the dataset used in this study, the signal preprocessing and the CNN used for PD detection from drawing movements.
Dataset
We used a public dataset: the Parkinson Disease Spiral Drawings Using Digitized Graphics Tablet dataset [27] . This dataset includes spiral drawings from 77 people, 62 with PD and 15 healthy people in the control group. The dataset was recorded using the Wacom Cintiq 12WX graphics tablet [29] . This tablet allows showing a PC's screen on its display and interacting with a digital pen. In total, five time-series were recorded for each drawing. Every recording includes information about X-Y-Z coordinates, pressure, and grip angle ( Figure 1 ) obtained from the API functions of the device. of 1 per second), the standard deviation of the horizontal velocity, and the entropies of the horizontal and vertical components of the signal. They evaluated several classification algorithms, obtaining for the best results an accuracy (ACC: Percentage of examples correctly classified) of 88.63% and an Area Under the ROC Curve (AUC) of 93.1%. Zham et al. [15] evaluated 10 features including static and dynamic information using the Naïve Bayes algorithm for classification. They obtained an accuracy of 83.2% and an AUC of 93.3%. These two previous works [15, 24] took a decision every drawing fraction of approximately 2 seconds.
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Materials and Methods
Dataset
We used a public dataset: the Parkinson Disease Spiral Drawings Using Digitized Graphics Tablet dataset [27] . This dataset includes spiral drawings from 77 people, 62 with PD and 15 healthy people in the control group. The dataset was recorded using the Wacom Cintiq 12WX graphics tablet [29] . This tablet allows showing a PC's screen on its display and interacting with a digital pen. In total, five time-series were recorded for each drawing. Every recording includes information about X-Y-Z coordinates, pressure, and grip angle ( Figure 1 ) obtained from the API functions of the device. All the subjects performed three types of handwriting recordings. The first one was the Static Spiral Test (SST) [30] . In this type, subjects were asked to retrace three wound Archimedean spirals that appear in the screen. The second type was the Dynamic Spiral Test (DST). Unlike SST, for DST, the Archimedean spiral appeared and disappeared for a few seconds, forcing the subject to keep in mind the image while drawing. The last test was Stability Test on Certain Point (STCP). In this test, a red Electronics 2019, 8, 907 4 of 10 point is situated in the middle of the screen. The participants had to hold the pen on the red point for several seconds without touching the screen. The target was to observe the hand tremor.
Signal Preprocessing
The dataset was obtained in two phases with two different sampling rates, 110 Hz and 140 Hz. In order to have uniform data, all the recordings were resampled to the same sampling rate of 110 Hz. The sample sequence was divided into 3-second windows (330 samples per window) separated by 0.5 seconds (it means a 2.5-second overlap between two consecutive windows). All the windows from PD subjects were labeled as class 1 and all 3-second windows from healthy subjects were labeled with class 0. Each window was expanded to 512 points using zero padding. After that, the module of the Fast Fourier's Transform (FFT) was obtained using a Hamming windowing. As the FFT is symmetric for real signals, a 256-point representation of the spectrum was obtained in the 0-55 Hz frequency range. From this representation, we selected the first 125 points of the spectrum corresponding to the 0-25 Hz frequency band because the energy in the frequency spectrum above 25 Hz was negligible, less than 1% of the total energy. Figure 2 represents the preprocessing carried out to all signals recorded from each drawing (five signals in total). As a result of this preprocessing step, five spectra of 125 points were obtained for every 3-second window. All the subjects performed three types of handwriting recordings. The first one was the Static Spiral Test (SST) [30] . In this type, subjects were asked to retrace three wound Archimedean spirals that appear in the screen. The second type was the Dynamic Spiral Test (DST). Unlike SST, for DST, the Archimedean spiral appeared and disappeared for a few seconds, forcing the subject to keep in mind the image while drawing. The last test was Stability Test on Certain Point (STCP). In this test, a red point is situated in the middle of the screen. The participants had to hold the pen on the red point for several seconds without touching the screen. The target was to observe the hand tremor.
The dataset was obtained in two phases with two different sampling rates, 110 Hz and 140 Hz. In order to have uniform data, all the recordings were resampled to the same sampling rate of 110 Hz. The sample sequence was divided into 3-second windows (330 samples per window) separated by 0.5 seconds (it means a 2.5-second overlap between two consecutive windows). All the windows from PD subjects were labeled as class 1 and all 3-second windows from healthy subjects were labeled with class 0. Each window was expanded to 512 points using zero padding. After that, the module of the Fast Fourier's Transform (FFT) was obtained using a Hamming windowing. As the FFT is symmetric for real signals, a 256-point representation of the spectrum was obtained in the 0-55 Hz frequency range. From this representation, we selected the first 125 points of the spectrum corresponding to the 0-25 Hz frequency band because the energy in the frequency spectrum above 25 Hz was negligible, less than 1% of the total energy. Figure 2 represents the preprocessing carried out to all signals recorded from each drawing (five signals in total). As a result of this preprocessing step, five spectra of 125 points were obtained for every 3-second window. Figure 3 shows the CNN analyzed in this work. The CNN is organized in two parts: The first part is composed of two convolutional layers, considering 16 filters with dimensions 1 × 5. We included an intermediate Maxpooling layer between the convolutional ones. This part tries to extract the main features from the inputs. The second part includes three fully connected layers for classification. After convolutional and fully connected layers, Dropout layers are included to avoid over fitting. The percentage of deactivated weights was 20%. This architecture was inspired by Khatamino et al.'s work [26] where the authors proposed a simplification of the AlexNet CNN [28] . This simplification was necessary because a smaller dataset was used to train the CNN parameters. Figure 3 shows the CNN analyzed in this work. The CNN is organized in two parts: The first part is composed of two convolutional layers, considering 16 filters with dimensions 1 × 5. We included an intermediate Maxpooling layer between the convolutional ones. This part tries to extract the main features from the inputs. The second part includes three fully connected layers for classification. After convolutional and fully connected layers, Dropout layers are included to avoid over fitting. The percentage of deactivated weights was 20%. This architecture was inspired by Khatamino et al.'s work [26] where the authors proposed a simplification of the AlexNet CNN [28] . This simplification was necessary because a smaller dataset was used to train the CNN parameters. The inputs are compiled in a 2 D matrix with N × 125 dimensions. N is the number of signals considered in the CNN: one when considering only one signal independently, and five when using all the time-series for X, Y, Z, pressure and grid angle. 125 points correspond with the number of points in the module of the FFT. The last layer has only one output with a sigmoid function because we classify between two classes. This output should be close to 1 for PD patients (class 1) and close to 0 for healthy subjects (class 0). The output layer uses the binary cross-entropy as loss metric.
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We used the training set (using part of the training set for validation) to adjust the main parameters of the deep learning structure: 25 epochs, batch_size equal to 100, and ReLU as the activation function in all intermediate layers. The optimizer was fixed to the root-mean-square propagation method. This optimizer also reported the best results in Khatamino et al.'s work [26] .
Subject-Wise Cross-Validation
We used a subject-wise five-fold cross-validation [31] . The recordings were randomly divided into five subsets. Four out of five subsets were used to train the CNN and the fifth subset was used to test the system. The experiments were repeated five times modifying the test and training sets. All the recordings from the same subject were included in the same subset; thereby there were not recordings from the same subject in training and testing in the same experiment. We computed classification accuracy, F1-score, sensitivity vs. specificity curves and AUC in all experiments. The results presented are the average of the five experiments (folds).
The main parameters of the deep learning structure were adjusted subdividing the training set. The four folds used for training were subdivided, leaving three folds for weights training and onefold for adjusting the main parameters of the CNN. Once the CNN structure was defined, the weights were retrained using the four folds. Figure 4 shows mean and standard deviation of accuracy (a), F1-score (b), and AUC (%) (c) for the subject-wise five-fold cross-validation. The two most informative signals were the coordinates X and Y. When using all the signals, the system reported an accuracy of 96.5%, F1-score of 97.7% and an AUC (%) of 99.2%. The inputs are compiled in a 2 D matrix with N × 125 dimensions. N is the number of signals considered in the CNN: one when considering only one signal independently, and five when using all the time-series for X, Y, Z, pressure and grid angle. 125 points correspond with the number of points in the module of the FFT. The last layer has only one output with a sigmoid function because we classify between two classes. This output should be close to 1 for PD patients (class 1) and close to 0 for healthy subjects (class 0). The output layer uses the binary cross-entropy as loss metric.
Experiments and Results
Subject-Wise Cross-Validation
The main parameters of the deep learning structure were adjusted subdividing the training set. The four folds used for training were subdivided, leaving three folds for weights training and one-fold for adjusting the main parameters of the CNN. Once the CNN structure was defined, the weights were retrained using the four folds. Figure 4 shows mean and standard deviation of accuracy (a), F1-score (b), and AUC (%) (c) for the subject-wise five-fold cross-validation. The two most informative signals were the coordinates X and Y. When using all the signals, the system reported an accuracy of 96.5%, F1-score of 97.7% and an AUC (%) of 99.2%. These results are considerably better than those reported in previous works with different datasets but using also spiral drawings: Kotsavasiloglou et al. [24] obtained an accuracy of 88.63% and an AUC of 93.1% while Zham et al. [15] reported an accuracy of 83.2% and an AUC of 93.3%.
Experiments and Results
When considering previous studies over the same dataset, Gallicchio et al. [25] obtained an accuracy of 89.3% while Khatamino et al. [26] reported an accuracy of 72.5% for the subject-wise crossvalidation. We used a CNN with a similar structure to the CNN used by Khatamino et al. [26] but the These results are considerably better than those reported in previous works with different datasets but using also spiral drawings: Kotsavasiloglou et al. [24] obtained an accuracy of 88.63% and an AUC of 93.1% while Zham et al. [15] reported an accuracy of 83.2% and an AUC of 93.3%. When considering previous studies over the same dataset, Gallicchio et al. [25] obtained an accuracy of 89.3% while Khatamino et al. [26] reported an accuracy of 72.5% for the subject-wise cross-validation. We used a CNN with a similar structure to the CNN used by Khatamino et al. [26] but the inputs to the CNN are the spectrum points instead of the raw data directly. This difference has been very important to improve the performance. The reason is because PD tremor becomes more apparent in the frequency domain: in the spectrum of the X and Y coordinates, it is possible to see peaks of energy corresponding to the tremor frequency (between 3-9 Hz [32] ) and its harmonics (Figure 2) . The main reason for obtaining better results compared to previous works has been the use of a CNN considering the spectrum points as inputs to the CNN. Figure 5 shows sensitivity vs. specificity curves for every signal independently: X, Y, and Z coordinates, pressure (PRE), and grid angle (GRID) and including all the signals together (ALL). As seen in previous figures, X and Y coordinates showed very good results, obtaining the best performance when combining all the signals. On the other hand, coordinate Z and grid angle (GRID) were the less informative spectra. When removing these spectra from the 2D input matrix, we observed a small loss of performance in AUC (< 1%), but not statistically significant (according to Hanley's method [33] ). inputs to the CNN are the spectrum points instead of the raw data directly. This difference has been very important to improve the performance. The reason is because PD tremor becomes more apparent in the frequency domain: in the spectrum of the X and Y coordinates, it is possible to see peaks of energy corresponding to the tremor frequency (between 3-9 Hz [32] ) and its harmonics ( Figure 2) . The main reason for obtaining better results compared to previous works has been the use of a CNN considering the spectrum points as inputs to the CNN. Figure 5 shows sensitivity vs. specificity curves for every signal independently: X, Y, and Z coordinates, pressure (PRE), and grid angle (GRID) and including all the signals together (ALL). As seen in previous figures, X and Y coordinates showed very good results, obtaining the best performance when combining all the signals. On the other hand, coordinate Z and grid angle (GRID) were the less informative spectra. When removing these spectra from the 2D input matrix, we observed a small loss of performance in AUC (< 1%), but not statistically significant (according to Hanley's method [33] ). 
Discussion
The good results obtained in the previous section validate the use of drawings movements as a PD biomarker. This biomarker is very interesting because it is obtained in a non-invasive way: the patient only must draw certain figures on a tablet. Based on this biomarker, medical-decision support tools can be developed for PD detection and patient supervision (after a positive diagnosis).
Nowadays, PD diagnosis is very difficult and requires the combination of biomarkers based on symptoms like tremor, bradykinesia, and rigidity in order to increase the diagnosis accuracy. In this context, biomarkers can help to improve the health care by patient screening. This way, physicians can focus on the most probable patients reducing the diagnosis time. An earlier diagnosis would allow the development of specific treatment strategies for PD patients [6, 7] .
The supervision of patients is important for monitoring the progression of PD. PD provokes symptoms [34] that can be alleviated with medication. A long-term use of this medication can cause side effects, such as dyskinesia (involuntary muscle movements). In order to reduce these side effects, the physician must periodically adjust the minimum dosage to manage the symptoms according to the disease progression. A widely method used by physicians to rate the current state of PD is the Unified Parkinson's Disease Rating Scale [35] . One important limitation of this method is that the patient must visit the physician periodically. This is a problem for a patient with motion difficulties. 
The supervision of patients is important for monitoring the progression of PD. PD provokes symptoms [34] that can be alleviated with medication. A long-term use of this medication can cause side effects, such as dyskinesia (involuntary muscle movements). In order to reduce these side effects, the physician must periodically adjust the minimum dosage to manage the symptoms according to the disease progression. A widely method used by physicians to rate the current state of PD is the Unified Parkinson's Disease Rating Scale [35] . One important limitation of this method is that the patient must visit the physician periodically. This is a problem for a patient with motion difficulties. A second limitation is that the information obtained by the physician is limited to a short session every few months. Non-invasive automatic biomarkers for supervising PD symptoms can provide objective and long-term supervision data to support the physician decision.
Conclusions
Alteration in the kinematics of drawing is one of the initial signs of PD and evaluating drawing movements is easy to perform because it does not require any invasive procedures. The main contribution has been the proposal of the spectrum as inputs to a CNN for PD detection from spiral drawing movements. The CNN includes convolution layers (features learning) and fully connected layers (for PD detection). We evaluated the detection capability of different directions during drawing movements obtaining the best results for X and Y directions. Using a public dataset, Parkinson Disease Spiral Drawings Using Digitized Graphics Tablet dataset, the best results obtained in this work showed an accuracy of 96.5%, a F1-score of 97.7% and an area under the curve of 99.2%. These results validate the use of drawings movements to develop medical-decision support tools for PD detection (patient screening) and long-term patient supervision.
As commented in Section 3, coordinate Z and grid angle were the less informative spectra. We observed a small loss of performance when removing these spectra from the 2D input matrix, but this difference was not statistically significant with the small dataset considered in this work. It would be interesting to evaluate this CNN with a larger dataset and analyze if the loss of performance (when removing coordinate Z and grid angle) remains negligible and suggest removing them from the final system. Another interesting research line for future work is to evaluate other architectures of deep neural networks like Recurrent Neural Networks (RNNs). RNNs have showed interesting improvements when modelling patterns in time-series. 
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