The Alcator C-Mod mirror Langmuir probe system has been used to sample data time series of fluctuating plasma parameters in the outboard mid-plane far scrape-off layer. We present a statistical analysis of one second long time series of electron density, temperature, radial electric drift velocity and the corresponding particle and electron heat fluxes. These are sampled during stationary plasma conditions in an ohmically heated, lower single null diverted discharge. The electron density and temperature are strongly correlated and feature fluctuation statistics similar to the ion saturation current. Both electron density and temperature time series are dominated by intermittent, large-amplitude burst with an exponential distribution of both burst amplitudes and waiting times between them. The characteristic time scale of the large-amplitude bursts is approximately 15 µs. Large-amplitude velocity fluctuations feature a slightly faster characteristic time scale and appear at a faster rate than electron density and temperature fluctuations. Describing these time series as a superposition of uncorrelated exponential pulses, we find that probability distribution functions, power spectral densities as well as auto-correlation functions of the data time series agree well with predictions from the stochastic model. The electron particle and heat fluxes present large-amplitude fluctuations. For this low-density plasma, the radial electron heat flux is dominated by convection, that is, correlations of fluctuations in the electron density and radial velocity. Hot and dense blobs contribute approximately 6% of the total fluctuation driven heat flux.
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I. INTRODUCTION
Turbulent flows in the scrape-off layer (SOL) of magnetically confined plasmas have received great attention recently. Experimental analyses have demonstrated that plasma blobs propagating through the scrape-off layer towards the vessel wall dominate the plasma particle and heat fluxes at the outboard mid-plane [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . In order to assess expected erosion and damage to the plasma enclosing vessel, the statistics of the impinging plasma fluxes are of great interest [12] [13] [14] [15] .
Plasma blobs are pressure perturbations spatially localized in the plane perpendicular to the magnetic field and elongated along the magnetic field lines. They are believed to be created in the vicinity of the last closed magnetic flux surface with particle density perturbation amplitudes comparable in magnitude to the average scrape-off layer particle density. At the outboard mid-plane location the magnetic curvature vector and field strength gradient point towards the magnetic axis. This causes an electric polarization of the blob structure due to magnetic curvature and gradient drifts. The resulting electric field propagates the blob towards the vessel wall, resulting in large cross-field particle and heat fluxes onto plasma facing components. [16] [17] [18] [19] [20] [21] [22] .
Scrape-off layer plasma fluctuations furthermore exhibit several universal features. Time series data of plasma density fluctuations feature non-gaussian values of sample skewness and flatness and their probability density functions (PDFs) present elevated tails for large amplitude events. This feature has been observed in experiments [9] [10] [11] [23] [24] [25] [26] [27] [28] [29] as well as in numerical simulations [6, [30] [31] [32] [33] and is well documented to be due to the radial propagation of plasma blobs [25, [34] [35] [36] [37] [38] [39] [40] . A quadratic relation between sample skewness and flatness has been reported from several experiments [26, [41] [42] [43] [44] [45] [46] [47] . Conditionally averaged waveforms of electron density time series exhibit approximately two-sided exponential waveform shapes [3-5, 25, 26, 46-49] . Several experiments report large-amplitude electron density fluctuations in phase with an outwards E × B drift velocity, that is radial particle flux events [3, 26, 46, 48, 50, and 51] .
A recently developed stochastic model describes such time series as a super-position of uncorrelated pulses [52] . Assuming an exponential pulse shape and exponentially distributed pulse amplitudes and waiting times between pulses [25, 27, 29, 44, and 53] it predicts the fluctuation amplitudes to be Gamma distributed. The quadratic relation between moments of skewness and flatness of a Gamma distributed variable is in excellent agreement with the quadratic relation observed in experiments. This model furthermore predicts the experimentally observed exponential density profiles in scrape-off layer plasmas [47 and 54] .
The stochastic model has been generalized to describe general pulse shapes as well as additive noise. Analytic expressions of probability density functions, auto-correlation functions, power spectral densities and level crossing rates have been derived [27, 47, 55, and 56] .
In this contribution it is demonstrated that the model predictions compare favorably with measurements of the fluctuating electron density and temperature, as well as with the radial velocity. It should be noted that by constructing the stochastic model as a superposition of individual pulses, the underlying non-linear dynamics of the plasma is parameterized.
Specifically, the steepening of radially propagating blob structures is modeled by exponential pulse shapes. Another approach, which proposes a stochastic differential equations to describe the non-linear plasma dynamics, under the constraint that the fluctuations are Gamma distributed, has recently been explored [57] .
Scrape-off layer plasmas are usually diagnosed with Langmuir probes. They allow for three fundamental modes of operation. One way is to apply a sweeping voltage to a Langmuir electrode. This allows the plasma density, the electric potential as well as the electron temperature to be inferred on the time scale of the sweeping voltage. This time scale is commonly of the orders of milliseconds, as to avoid hysteresis effects which arise at higher sweeping frequencies [58] . On the other hand, the time scale associated with blob propagation is on the order of microseconds. Conventional sweeping modes can thus not be used to investigate plasma fluctuations.
A second way is to bias the Langmuir electrode to a large negative electric potential relative to the vacuum vessel. This way the electrode draws the ion saturation current [59] 
Here e is the elementary charge, n e is the electron density, T e is the electron temperature, m i is the ion mass and A p is the current collecting probe area. This assumes that the ion temperature is zero, although it is typically larger than the electron temperature for the measurements in this paper. Employing a Reynolds decomposition of the time-dependent quantities in Eq. ( 1), as u(t) = u 0 + u(t) for a variable u, shows that fluctuations in n e and T e perturb the ion saturation current as
Here the factor 1/2 comes from an expansion of the square-root for small relative electron temperature fluctuations. For equal relative fluctuations of the electron density and temperature the electron density contributes twice as much to the relative fluctuation of the ion saturation current than the electron temperature fluctuation. With no fast measurements
of T e at hand, a constant value is often assumed for T e in Eq. ( 1) to find n e given I s .
A third mode of operation is to electrically isolate the Langmuir electrode. In this mode, it assumes the floating potential
where V p is the plasma potential and Λ ≈ 2−3 in scrape-off layer plasmas [60 and 61] . Using again a Reynolds decomposition, the fluctuating floating potential is given by
Thus, perturbations in the floating potential are equally due to fluctuations in the plasma potential and the electron temperature. Fast measurements of T e in the scrape-off layer are often unavailable such that n e is approximated by I s and the plasma potential is estimated by the floating potential. From this, an estimate of the radial E × B drift velocity can be calculated given two spatially separated measurements of the floating potential. It was recently observed that perturbations of the electron temperature may alter the estimated radial drift velocity [62] [63] [64] .
Since plasma blobs present perturbations of the plasma density, temperature and electric potential, real time measurements of all three quantities from a single point are desirable
as to precisely quantify their contributions to cross-field transport in the scrape-off layer.
Recent probe designs, such as ball pen probes [65 and 66] and emissive probes [67-70] allow fast sampling of the plasma potential but to evaluate the electron temperature one still needs to combine data from multiple electrodes.
Langmuir probe implementations that utilize multiple electrodes to provide real time samples of the fluctuating plasma parameters, such as triple probes, are routinely operated in several major tokamaks [71] [72] [73] [74] . In this configuration current and voltage samples from different Langmuir electrodes are combined as to estimate the fluctuating electron density, the plasma potential, and the electron temperature in real time. On the other hand the equations of the triple probe configuration assume that the electrodes sample a homogeneous plasma. These assumptions are often violated in the scrape-off layer, where the characteristic length of the turbulence structures may be smaller than the separation of the Langmuir electrodes. Triple probe configurations have also been implemented in the time domain, removing the assumption of a homogeneous plasma [75] [76] [77] . This configuration requires two spatially separated Langmuir electrodes. Periodically biasing the electrodes to three different bias voltages allows to infer the electron density and temperature, as well as the plasma potential at each Langmuir electrode independently.
Fast measurements of electron temperature fluctuation in scrape-off layer plasmas are sparse. Measurements based on the method of harmonics [78] taken in the DIII-D tokamak suggest that fluctuations of the electron temperature and the electric drift velocity appear on average in phase with fluctuations in the electron density [2 and 4] . However, the method of harmonics has a time resolution of 10 µs, comparable to the time scale of the turbulence structures in the plasma [78] . Analysis of an 8 ms long electron temperature data time series, taken by a triple probe configuration in the SINP tokamak, suggests that it presents the same non-gaussian features as commonly observed in electron density time series: the frequent arrival of large-amplitude bursts and heavy-tailed histograms [51] . Recent measurements reported from ASDEX Upgrade confirm that fluctuations of the electron density and temperature appear in phase, together with fluctuations in the plasma potential [62] .
It was furthermore reported that the temperature fluctuations show on average a temporal asymmetry around the density peaks. Relative fluctuation levels of the electron temperature were found to be lower by a factor of approximately 2 − 3 than for the electron density.
The novel mirror Langmuir Probe (MLP) biasing technique allows for fast sampling of the ion saturation current, the electron temperature and the floating potential at a single sampling position [79 and 80] . This diagnostics consists of three major components. The actual mirror Langmuir probe is an electronic circuit that generates a current-voltage (I-V) characteristic with the three adjustable parameters I s , T e , and V f :
The second main component is a Langmuir electrode immersed in the plasma to be sampled.
Both components are connected to a fast switching biasing waveform. The bias waveform switches between the states (V + , V 0 , V − ), such that the Langmuir electrode draws approx-imately ±I s at the states V ∓ and zero net current when biased to V 0 , as shown in Fig. 1 of [80] . Every 300 ns the bias voltage state is updated. Current samples from the MLP and the Langmuir electrode are compared after the bias voltage has settled. In order to minimize the deviation between the two sample pairs, the MLP adjusts the I s , T e , and V f parameters dynamically. The main task of the MLP circuit is to set and maintain the optimal range of the bias voltages such that a complete I-V characteristic can be reconstructed from mea- For further analysis of the data time series we rescale them as to have locally vanishing mean and unity variance:
The moving average and moving root mean square time series are computed from samples
where t = 0.3 µs is the sampling time. Using a filter radius r = 16384, which corresponds to approximately 5 ms, ensures that both the moving average and the moving root mean square time series feature little variation. Indeed, the sample averages of all rescaled time series Compound quantities such as the local electric field and electron particle and heat fluxes are commonly estimated by combining floating potential and ion saturation current mea-
surements. An estimator for the radial electric drift velocity is given by
Here B = 4.1 T gives the magnetic field at the probe head position, and (
denotes an estimator for the poloidal electric field. The north and south electrodes of the With fast sampling of the electron density and temperature at hand, the radial electron particle and heat fluxes are estimated as
Γ T = n e mv n erms,mv T e U + n e T e mv T erms,mv U + n e T e U .
Here, n e , T e , as well as moving average and moving root mean square time series denote quantities averaged over all four MLPs. This is done as to use all available data of the electron temperature as well as to average out outliers. Table II 
Complementary to the auto-correlation function we proceed by studying the time series using the conditional averaging method [86] . The conditionally averaged waveform of a signal Φ is computed by averaging sub-records centered around local maxima of a reference signal Ψ which exceed a threshold value, typically taken to be 2.5 times the time series root mean square value:
Here the prime denotes a derivative. To ensure that the conditionally averaged waveform is computed from independent samples, the local maxima are required to be separated by the same interval length on which Eq. ( 11) is computed. For the data sets at hand we choose −25 µs ≤ τ ≤ 25 µs. 
V. RADIAL VELOCITY AND FLUXES
In the following the statistical properties of the radial velocity and electron particle and heat fluxes are discussed. Figure 10 showed no correlation between large-amplitude potential differences to large amplitude electron temperature differences, which may have explained this artifact in the PDF. The coefficient of sample skewness for U V f is slightly negative, while the elevated tail of PDF( U Vp ) yields a slightly positive coefficient of sample skewness. Compared to the PDF is the probability distribution function of the process defined by Eq. ( A1) with Laplace distributed pulse amplitudes, which allows for positive as well as negative pulse amplitudes [46 and 87] . Estimating γ by a least squares fit to the PDF of U V f yields γ ≈ 10. This value is comparable with the intermittency parameter for the n e and T e data time series and is larger by a factor of approximately 4 than for the I s time series.
The auto-conditionally averaged waveform of large-amplitude velocity fluctuations, com- ( n e mv /n erms,mv ) T e U (triangle left), the convective heat flux, n e ( T e mv /T erms,mv ) U (triangle right), and triple correlations n e T e U (cross). PDFs of the conductive and convective heat fluxes appear similar in shape as the total heat flux. However, large-amplitude convective heat flux samples occur more frequently than conductive heat flux samples of equal magnitude. The PDF of the heat flux due to triple correlations is strongly peaked for small amplitudes and skewed towards positive sample values.
The sample averages and root mean square values of the various contributions to the total heat flux are listed in Tab. IV. This data shows that 38% of the total fluctuation driven heat flux is due to conduction, 56% due to convection, and 6% due to triple correlations.
For both the particle and the total heat flux we find that their root mean square value is Density and velocity fluctuations, which constitute convective heat flux events present on average a qualitatively similar shape, although with an average amplitude smaller by a factor of 1.5. Their average waveform also appears more random than their average waveform for conductive heat flux events. Here we find max 1 − CV ≈ 0.6 for n e and max 1 − CV ≈ 0.7 for U . As for the conductive heat flux, the average density and temperature fluctuations associated with convective heat flux events present less variance for τ > 0 than for τ < 0.
Conditionally averaged waveforms of the density, temperature, and velocity fluctuations associated with large-amplitude triple correlation heat flux events are qualitatively similar to the two previous cases. The average velocity waveform appears similar to the average heat flux waveform. The average density and temperature waveform features a fast rise and a slow decay. Their slower decay is robustly reproducible by all individual density and temperature waveforms.
VI. DISCUSSION
The data time series of the ion saturation current, the electron density, and the electron temperature have similar statistical properties. They all feature large-amplitude, intermittent bursts on a similar time scale. However, the relative fluctuation level of the I s data is approximately twice as large as those of the n e and T e data. Furthermore the PDF of I s features higher probabilities for large-amplitude fluctuations than PDFs of n e and T e . Sample skewness and flatness of the I s time series are approximately 1.5 − 2 times larger than for the n e and T e time series. This tendency of the I s data to deviate strongly from the sample [51] . We note that the particular numerical value of the time series statistics depends weakly on the width of the applied running average filter and weakly on whether the time series are averaged over the MLP electrodes. However, the conclusion that electron density and temperature time series present large-amplitude, intermittent bursts, with skewed, non-Gaussian PDFs, is independent of the data preprocessing.
These observations motivate to interpret the I s , n e , and T e data time series as a realization of the stochastic process described by Eq. ( A1). Indeed, the time series are well described by a Gamma distribution. A least squares fit to the PDF predicted by the stochastic model [46 and 55] yields shape parameters of γ = 2.5 for I s as well as γ = 8.4 and γ = 8.5 for n e and T e respectively. The shape parameter agrees well with results from previous analysis of the ion saturation current in Alcator C-Mod, taken with conventional Langmuir probes [26] .
On the other hand, PDFs of scrape-off layer fluctuations at the limiter radius, measured by the GPI diagnostic, are more skewed towards positive values and present a shape parameters closer to unity [25] . This disparity may be attributed to the fact that GPI is sensitive to both the electron density and temperature. Furthermore may burnouts, where hot blobs ionize neutral atoms, locally decrease the measured GPI intensity level [89 and 90] .
Intermittent, large-amplitude fluctuations of the electron density and temperature may have consequences for the life-time of the plasma facing components (PFCs) [91] . A Debye sheath at the vacuum vessel wall accelerates ions from the plasma onto the PFCs. Assuming that the ion temperature is equal to the electron temperature, ions impact onto the PFCs with an energy approximately five times the electron temperature [92] . Such processes are often quantified by the sputtering yield Y , which gives the ratio of emitted target particle per incident. The sputtering yield is computed with the Bohdansky formula [93] which depends non-linearly on the impact particle energy and on material properties of the target. flux estimators using the density and plasma potential data to the "classical" ion saturation current and floating potential data suggests however that this effect has no significant consequences. The radial velocity estimates using either potential variable feature similar sample statistics, as shown in Fig. 11 . Particle flux samples computed from n e and V p data are almost indistinguishable from samples computed using I s and V f data, as shown in Fig. 15 .
The velocity time series has similarities to the electron density and temperature time series -it features intermittent, large-amplitude deviations from the sample mean. Large amplitude deviations are however both positive and negative. The PDF of the time series is therefore symmetric. It also features exponential tails for large amplitude events | U | 2.5. Generalizing the stochastic model to include Laplace distributed amplitudes yields an analytic expression for the PDF which describes the data time series over more than 3 orders of magnitude in probability. The average pulse duration in the U data, 5 µs, is three times smaller than the pulse duration time in the electron density and temperature time series.
The shape parameter of the PDF is given by 10, comparable to the shape parameter that best describes the PDF of the n e and T e data.
A correlation analysis of the large-amplitude fluctuations in the electron density, temperature, and velocity time series shows that a large fraction of them are in phase. Density and velocity fluctuations that appear in phase lead to large particle flux events. This may explain the elevated tail of the PDF of Γ n , show in Fig. 15 . PDFs with similar shapes have been observed for scrape-off layer plasmas [5, 24, 26, 94, and 95] as well as in numerical simulations of scrape-off layer plasmas [6, 30, and 96] . Analysis of measurements taken in TEXT-U also report a strong correlation between density and temperature fluctuations [77] . Figure 19 suggests a similar strong correlation between n e and T e in our time series. This figure furthermore suggests that a fraction of the large-amplitude fluctuations in all three quantities are correlated. These can be interpreted as dense and hot plasma blobs.
This is compatible with the theory that the radial motion of plasma blobs is governed by the interchange mechanism. Fluid models, often employed to describe blob dynamics, suggest that the radial blob velocity is determined by the poloidal electron pressure gradient within the blob structure [16, 18, and 22] . Numerical simulations of such models find a dipolar potential structure aligned with the pressure gradient. While the dipole is out of phase with the pressure perturbation the resulting electric drift is in phase with the pressure perturbation. The resulting electric dipole structure has been reported from floating potential measurements in tokamak plasmas [2, 26, 46, and 50] and basic plasma experiments [97] [98] [99] . Numerical simulations of blobs including dynamic finite Larmor radius effects present dipolar potential stratifications along the pressure gradient of a plasma blob For an interpretation of the data time series we employ the stochastic model developed in Refs. [46, 47, 52, and 56] . Within this framework time series are modeled as the superposition of uncorrelated pulses,
amplitude of the k-th pulse and t k its arrival time. A universal pulse shape is given by ϕ(θ) and τ d gives the characteristic time scale of the pulses.
Motivated by measurements in scrape-off layer plasmas [3, 5, 8, 23, 25, 53, 62, 94, and 103] and numerical simulations [5 and 94] we assume that the pulse amplitudes are exponentially distributed and that all pulses present the same pulse shape. We also assume that pulse Based on the same observations we postulate that the average pulse shape is described by a two-sided exponential function
The pulse duration time is given by the sum of the rise and fall e-folding times, τ d = τ r + τ f , and a pulse asymmetry parameter is defined as λ = τ r /τ d . Under these assumptions the process described by Eq. ( A1) is Gamma distributed [52] ,
where · denotes an ensemble average. The shape parameter of the PDF is given by the intermittency parameter γ and is notably independent of λ and τ d .
The auto-correlation function of the normalized process Φ = (Φ − Φ ) /Φ rms is given by [46, 47, and 56 ]
This geometrical average approaches an exponential decay in the limit of large pulse asymmetry, τ r τ f or τ f τ r . For nearly symmetric pulses, τ r ≈ τ f , the derivative of the auto-correlation function approaches zero for small time lags, lim τ →0 + R Φ (τ ) = 0, while R Φ (t) decays exponentially for large time lags τ .
Using Eq. ( A4), one can show that the power spectral density of the process Eq. ( A1) is given by [56] PSD Φ (ω) = 2τ
This expression depends only on the pulse asymmetry parameter λ and the duration time Two approaches for identifying and treating the outliers in the MLP were performed. The first was to smooth the current from the Langmuir electrode, sampled at the bias voltages V + , V − , and V 0 , using a running average filter. The filter window length used was 3, 6, 9, and 12 points, corresponding to 0.9, 1.8, 2.7 and 3.6µs. The difference between the raw and the smoothed current time series gives an uncertainty on the input data for a fit to the I-V characteristic. Table V The statistics of the T e time series shows a slower convergence behavior. The time series average appears invariant when applying the running average filter and its root mean square value changes only little. On the other hand decrease the sample skewness and excess kurtosis significantly when applying the average filter for filter radii less or equal six. Above this filter length these two sample coefficients decrease only little. where the fit input current samples were subject to a 1, 3, 6, 9, and 12 point running average filter.
Data is taken from the MLP at the southwest electrode.
The second approach to treat outliers was to identify suspicious fits to the MLPs I-V characteristic. For this, the time series {T e , (V + − V − )/T e , σ Te } from the four MLPs were combined into a 12-dimensional data time series. Here σ Te gives the uncertainty of the estimated T e parameter. An outlier in this data space may be a single MLP reporting a significantly larger T e value than the other three MLPs, together with a large uncertainty σ Te and a smaller fit domain (V + − V − )/T e . Such outliers in the time series were detected using the isolation forest algorithm [104 and 105] . The single input parameter for this algorithm is an a-priori estimate of the fraction of outliers in the data sample. The next step is to reduce the detected outliers to data points where only a single T e sample deviates from the other three. For this, a two-sided Grubbs' test was performed on all four T e samples in each outlier [106] . Finally an averaged T e time series was computed, ignoring single T e samples for which the Grubbs' statistic suggests it to be an outlier. Figure 21 compares histograms of T e samples, subject to the described outlier removal process. The data denoted by 0.0% is computed by averaging over all T e data time series, including outliers. The other time series were calculated after removing outliers, a-priori assuming 0.5 . . . 5.0% outliers. The input data for the I-V fits was smoothed using a 3-point running average filter. Even assuming 0.5% samples as outliers results in data with significantly fewer large amplitude samples and with significantly smaller coefficients of sample skewness and flatness. Further increasing the a-priori outlier fraction results in only minor change of the data PDF and sample skewness and flatness.
Even though this outlier removal procedure allows to regularize the T e data time series, does it not allow to infer whether outlier T e samples are due to physical events, as large temperature fluctuations, or nonphysical events, as probe arcing. The data analysis presented in this paper was performed using fit parameter time series of I s , V f , and T e subject to a 12 point Gaussian window. Choosing this window conserves the smoothing properties of the running-average window of similar size, while at the same time it allows to avoid spurious oscillations in the high-frequency power spectral density of the time series.
