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Abstract
The isoperimetric problem with respect to the product-type density e−
|x|2
2 dx dy on the Euclidean space
R
h ×Rk is studied. In particular, existence, symmetry and regularity of minimizers is proved. In the special
case k = 1, also the shape of all the minimizers is derived. Finally, a conjecture about the minimality of
large cylinders in the case k > 1 is formulated.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
The isoperimetric problem in a manifold with density has received an increasing attention in
recent times. In the case the ambient manifold is the Euclidean space Rn, n  1, this problem
amounts to introduce notions of volume and perimeter weighted with respect to a positive density
ev , v :Rn →R, and to formulate the variational problems
inf
{∫
∂E
ev dHn−1:
∫
E
ev =m
}
, m > 0. (1.1)
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jectured in just a few cases [14,4,12,6,11,8]. We are concerned here with the basic model given
by the cartesian product of two Euclidean spaces
R
n =Rh ×Rk = {z = (x, y): x ∈Rh, y ∈Rk}, n= h+ k  1,
equipped with the product-type density
e−
|x|2
2
(2π)h/2
, (x, y) ∈Rn.
This leads to consider the corresponding notions of weighted volume and perimeter, being the
density of “mixed” Euclidean–Gaussian type for subsets of Rn. Precisely, if E ⊂ Rn has, say,
C1-boundary, then we are going to set
Vmix(E)= 1
(2π)h/2
∫
E
e−
|x|2
2 dz, (1.2)
Pmix(E)= 1
(2π)h/2
∫
∂E
e−
|x|2
2 dHn−1(z), (1.3)
and to cast the isoperimetric problems
Λ(m)= inf{Pmix(E): Vmix(E)=m}, m > 0. (1.4)
The main goal of this paper is to give a description of the isoperimetric sets in (1.4).
To introduce our first result, Theorem 1.1 below, we start by recalling the well-known situation
in the “pure” Euclidean and Gaussian cases. Indeed, when h = 0, (1.4) reduces to the classical
Euclidean isoperimetric problem for sets E ⊆ {0} ×Rk ≈Rk ,
inf
{Hk−1(∂E): Hk(E)=m},
and isoperimetric sets are Euclidean balls. When k = 0, (1.4) becomes the Gaussian isoperimetric
problem for sets E ⊆Rh × {0} ≈Rh,
inf
{
1
(2π)h/2
∫
∂E
e−
|x|2
2 dHh−1(x): 1
(2π)h/2
∫
E
e−
|x|2
2 dx =m
}
,
and isoperimetric sets are known to be half-spaces (see for instance [15,3,5,7]). Therefore, in the
mixed cases where both h 1 and k  1 one could naively expect that, up to vertical translations
of the form z → z + (0, y0), y0 ∈ Rk , and up to horizontal rotations of the form z = (x, y) →
(Qx,y), Q ∈ O(h), minimizers should be sets E of the form
E = {(x, y) ∈Rn: |y|< τ(x1)}, (1.5)
3680 N. Fusco et al. / Journal of Functional Analysis 260 (2011) 3678–3717Fig. 1. Examples of sets E associated to a non-negative and increasing function τ as in (1.5). On the left we consider the
case h= 1, k > 1; on the right we have set h > 1 and k = 1.
for some non-negative increasing function τ :R → [0,∞) (see Fig. 1). We can visualize such a
set E as a cylinder in the (h− 1)-directions x2, . . . , xh over the axially symmetric set in R×Rk
defined as
{
(s, y) ∈R×Rk: |y|< τ(s)}.
The following theorem, proved in Sections 2 and 3, ensures in particular that isoperimetric sets
have always this form.
Theorem 1.1 (Existence, symmetry and regularity). Let h  1, k  1. For every m > 0, the
variational problem (1.4) has a solution in the class of sets of locally finite perimeter in Rn. If E
is such an isoperimetric set, then there exists an increasing function τ : R → [0,∞) such that,
up to a horizontal rotation and a vertical translation, we have
E = {(x, y) ∈Rn: |y|< τ(x1)}. (1.6)
Moreover, the function τ is locally absolutely continuous on R and
∂E \ {(x, y) ∈Rn: y = 0}
is an analytic manifold. Finally, if k < 7, then ∂E is an analytic manifold.
Remark 1.2. In Section 2.1 we are going to recall the notion of set of locally finite perimeter
and to extend the definition of Pmix(E) to Borel subsets E ⊂ Rn. This shall be done in such a
way that Pmix(E)= Pmix(F ) whenever the Borel sets E and F are equivalent with respect to the
Lebesgue measure on Rn.
Remark 1.3. Theorem 1.1 states the equivalence of the isoperimetric problem (1.4) with a one-
dimensional variational problem that is independent of the “horizontal dimension” h. Indeed, if
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and the mixed-perimeter of E satisfy
Vmix(E)= V(τ ), Pmix(E)= P(τ ),
where the functionals V(τ ) and P(τ ) are defined as,
V(τ )= ωk√
2π
∫
R
e−
s2
2 τ(s)k ds, (1.7)
P(τ )= kωk√
2π
∫
R
e−
s2
2 τ(s)k−1
√
1 + τ ′(s)2 ds. (1.8)
Here ωk denotes the Lebesgue measure of the unit ball in Rk . Similar formulas hold if τ is just
of locally bounded variation, see Lemma 2.10. In particular, the isoperimetric problem (1.4) is
equivalent to a one-dimensional variational problem, i.e. we have
Λ(m)= inf{P(τ ): τ is increasing, V(τ )=m}.
By (1.7) and (1.8) this last problem is independent of the value of h.
We next turn to the harder problem of a more explicit identification of isoperimetric sets.
We present a rather complete picture of the situation in the case k = 1, together with some
interesting remarks in the case k > 1. This is achieved through the analysis of the first and second
order necessary minimality conditions for volume-preserving variations. Whenever E is an open
set with C2-boundary, the first-order, stationarity condition (or Euler–Lagrange equation) for the
isoperimetric problem (1.4) takes the form (see, e.g. [14, Proposition 3.2])
HE(z)− (x,0) · νE(z)= constant, ∀z ∈ ∂E, (1.9)
where HE denotes the mean curvature of ∂E, and νE the outer unit normal to E. We now make
two important remarks concerning the solutions to (1.9).
Remark 1.4 (Cylinders are always stationary). It is easily seen that the “cylinders”,
Kr =
{
(x, y) ∈Rn: |y|< r}, r > 0,
are always stationary for the isoperimetric problem (1.4) (note that Kr is obtained in (1.5) by
setting τ(s) = r for every s ∈ R). Thanks to the choice of the normalization constants in (1.2)
and (1.3) we find that
Vmix(Kr)= ωkrk, Pmix(Kr)= kωkrk−1, r > 0, k  1.
In particular, if k = 1 then Pmix(Kr) = 2 for every r > 0, and the cylinders Kr with large r may
enclose an arbitrarily large amount of mixed-volume by paying a constant amount of mixed-
perimeter.
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Remark 1.5 (A fundamental family of stationary sets, for k = 1). A remarkable property of
the Euler–Lagrange equation (1.9) in the case k = 1 is that it somehow possesses “very few”
solutions. More precisely, let us introduce a one parameter family of functions {τs0}s0∈R, τs0 :
R→ [0,∞), by setting
τs0(s)= 0, s  s0,
τ ′s0(s)=
ζ(s)√
ζ(s0)2 − ζ(s)2
, s > s0,
where ζ :R→ (0,∞) is defined as
ζ(s)= e s
2
2
∞∫
s
e−
t2
2 dt, s ∈R
(see Step I in the proof of Lemma 4.5 for a description of ζ ). Given s0 ∈R, we now set
E(s0)=
{
(x, y) ∈Rh ×R: |y|< τs0(x1)
}
,
so that E(s0) corresponds to the choice τ = τs0 in (1.5). In Lemma 4.4 we are going to prove
the following important property of the family of sets {E(s0)}s0∈R. If E is a stationary set
that is associated to a non-negative, increasing function τ : R → [0,∞) as in (1.5), and if
{s ∈ R: τ(s) > 0} = (s0,∞) then, up to a vertical translation and a horizontal rotation, we nec-
essarily have E = E(s0) if s0 ∈ R, and E = Kr if s0 = −∞. Various qualitative properties of
τs0 are established in Lemma 4.5 (for example, τs0 is strictly increasing and strictly concave on
[s0,∞), see Fig. 2).
We are now in the position to state our main result for the case k = 1. Let us recall that the
isoperimetric function Λ defined in (1.4) is easily seen to be increasing and continuous, with
Λ(m)→ 0+ as m→ 0+.
Theorem 1.6 (Isoperimetric function and isoperimetric sets for k = 1). Let h 1, k = 1. There
exists m0 > 0 such that every isoperimetric set E with mass m, up to a vertical translation or a
horizontal rotation, satisfies the following properties:
(i) if m>m0, then E =Kr for r =m/ω1;
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(ii) if m = m0, then either E = Kr for r = m0/ω1, or E = E(s0) for some s0 ∈ R (and both
possibilities occur);
(iii) if m<m0, then E =E(s0) for some s0 ∈R.
Moreover, Λ is strictly increasing on [0,m0], is constantly equal to 2 on [m0,∞), and is strictly
concave on (0,m1), for some m1 ∈ (0,m0].
Remark 1.7. It is clear from Remark 1.5 that a statement like Theorem 1.6 comes as a direct
consequence of a careful study of the functions v(s0) = Vmix(E(s0)) and p(s0) = Pmix(E(s0)),
s0 ∈ R. Theorem 1.6 essentially follows from the determination of the limits as s0 → ±∞ of
p(s0) and v(s0) (see Lemma 4.6). A complete study of these functions seems to be a really
subtle task, but would lead to strengthen the conclusions of Theorem 1.6. For example, it would
suffice to prove the existence of s ∈R such that
{
s0 ∈R: p(s0) 2
}= (−∞, s], p′(s0) < 0, ∀s0 > s, (1.10)
in order to infer (by a straightforward adaptation of the argument used in the proof of Theo-
rem 1.6) that m1 =m0, and that for every m ∈ (0,m0] there exists only a single s0 = s0(m) such
that E(s0) is an isoperimetric set of mass m. In other words, we would achieve a uniqueness
result for isoperimetric sets.
When k > 1 the Euler–Lagrange equation (1.9), even if restricted to sets E of the form (1.5),
clearly admits a larger family of solutions, and we cannot expect to observe the relatively sim-
ple situation described in Remark 1.5. We can however learn something interesting concerning
cylinders from the second order necessary condition for minimality. Let us recall that if E is an
open set with C2-boundary, the stability condition with respect to volume preserving variations
leads as usual to a weighted Poincaré type inequality on the boundary of E (see Section 4.3). If
we assume that a cylinder Kr is stable, the resulting Poincaré inequality on ∂Kr is equivalent
to the Poincaré inequality on R endowed with the Gaussian density, with a constant depending
on the radius r and on the dimension k. By comparison with the sharp constant in this kind of
inequality, one deduces the following result.
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only if r √k − 1. In particular, if r <√k − 1, then Kr is not an isoperimetric set.
Remark 1.9. (Are large cylinders isoperimetric regions?) Starting from Theorem 1.8, and in anal-
ogy with the log-convexity conjecture [14, Conjecture 3.12], one may conjecture that if k > 1 and
r 
√
k − 1 then the cylinder Kr is an isoperimetric set. Having in mind the situation described
in Theorem 1.6 for the case k = 1, it may as well be that the cylinders Kr are isoperimetric re-
gions only for r larger than some critical radius rc >
√
k − 1. Indeed, in the case k = 1 it turns
out that for every r > 0 the cylinder Kr is a local minimizer for the isoperimetric problem (1.4)
(thus being “stable”), although we know from Theorem 1.6 that Kr is an isoperimetric set if and
only if r  ω1/m+. It may as well be unwise to trust too much in analogies, since the lack of
connectedness of Sk−1 in the case k = 1 is at the origin of various substantial differences with
the case k > 1.
2. Symmetry of isoperimetric sets
After a brief review of some basic facts from geometric measure theory (Section 2.1), we in-
troduce two notions of symmetrization for sets in the product space Rn =Rh ×Rk (Sections 2.2
and 2.3). We next use these tools to prove the main result of this section, namely that every
isoperimetric set E is associated to an increasing and non-negative function τ as in (1.5) (Theo-
rem 2.7 in Section 2.4).
2.1. Basic notation and preliminaries from geometric measure theory
We will always denote the generic point of Rn = Rh × Rk as z = (x, y), and the integration
with respect to the Lebesgue measure over Rn, Rh or Rk will be denoted respectively by dz, dx
and dy. Moreover, expressions like “for a.e. (x, y) ∈Rn”, “for a.e. x ∈Rh” and “for a.e. y ∈Rk”
are meant with respect to the suitable Lebesgue measures. Finally, given E ⊆ Rn we define its
vertical and horizontal sections respectively as
Ex =
{
y ∈Rk: (x, y) ∈E}⊆Rk, x ∈Rh,
Ey = {x ∈Rh: (x, y) ∈E}⊆Rh, y ∈Rk.
Given a Borel set E ⊂ Rn and λ ∈ [0,1] we denote by E(λ) the set of points having density λ
with respect to E, i.e.
E(λ) =
{
(x, y) ∈Rn: lim
r→0+
Hn(E ∩B(z, r))
ωnrn
= λ
}
.
The essential boundary ∂ME of E is defined as
∂ME =Rn \ (E(0) ∪E(1)).
The Euclidean perimeter P(E) and the mixed perimeter Pmix(E) of E are
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Pmix(E)=
∫
∂ME
e−
|x|2
2 dHn−1(z),
whether these quantities are finite or not. We say that E is a set of locally finite perimeter if
Hn−1(K ∩ ∂ME) <∞ for every compact set K ⊂Rn. We notice that if Pmix(E) <∞ then E is
a set of locally finite perimeter. If E is a set of locally finite perimeter, denoting by ∂1/2E the set
E1/2 of points having density 1/2 with respect to E, we have (see e.g. [1, Theorem 3.61])
∂1/2E ⊂ ∂ME, Hn−1(∂ME \ ∂1/2E)= 0.
If v ∈ BV loc(Rn) then we denote by Dv the distributional derivative of v, that is an Rn-valued
Radon measure on Rn. We denote by Dv = ∇v dx + DSv the Lebesgue–Nikodým decom-
position of Dv with respect to the Lebesgue measure on Rn. The singular part DSv of Dv
can be further decomposed into a jump part DJv and into a Cantor part, denoted by DCv.
If τ ∈ BV loc(R) then we define two Borel functions τ+, τ− :R→R by setting
τ+(s)= max{τ(s+), τ(s−)}, τ−(s)= min{τ(s+), τ(s−)},
where τ(s+) and τ(s−) denote respectively the right and the left limit, which always exist for
a BV real function. In the special case when τ is increasing, then τ+(s) = τ(s+) and τ−(s) =
τ(s−) for every s ∈R.
2.2. Steiner symmetrization (vertical symmetrization)
We define here the Steiner symmetrization SE of a Borel set E ⊆Rn. Let us start by defining
the two Borel measurable, non-negative functions vE and pE on Rh by setting
vE(x)= Hk(Ex), pE(x)= Hk−1
(
∂M(Ex)
)
, x ∈Rh.
If we let ωk denote the Lebesgue measure of the unit ball of Rk , then for every x ∈Rh, the set
{
y ∈Rk: ωk|y|k < vE(x)
}
, x ∈Rh,
is a k-dimensional ball with center at the origin and k-dimensional measure equal to Hk(Ex).
We define now the Steiner symmetrization SE of E as
SE = {(x, y) ∈Rn: ωk|y|k < vE(x)}.
Notice that, since by construction one has Hk((SE)x) = Hk(Ex) for every x ∈ Rh, by Fubini’s
theorem one has
Vmix(SE)= Vmix(E).
The behavior of the mixed perimeter under the Euclidean symmetrization is described in the
following result. We omit the proof which can be found for instance in [2].
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Pmix(E)
1
(2π)h/2
∫
Rh
√
pE(x)2 +
∣∣∇vE(x)∣∣2e− |x|22 dx + 1
(2π)h/2
∫
Rh
e−
|x|2
2 d|DSvE |. (2.1)
If E = SE then equality holds in (2.1). Conversely, if equality holds in (2.1), then for a.e. x ∈Rh
the section Ex is equivalent to a k-dimensional ball.
Corollary 2.2. If E ⊆Rn is a set of locally finite perimeter, then
Pmix(SE) Pmix(E). (2.2)
If equality holds in (2.2), then for a.e. x ∈Rh the vertical section Ex is a ball in Rk .
Proof. It is enough to apply Lemma 2.1 twice, to the sets F = E and F = SE respectively, and
to keep in mind that vSE ≡ vE by definition, while pSE  pE since balls are isoperimetric sets
in the Euclidean setting. Hence, one has
(2π)h/2Pmix(E)
∫
Rh
√
pE(x)2 +
∣∣∇vE(x)∣∣2e− |x|22 dx +
∫
Rh
e−
|x|2
2 d|DsvE |

∫
Rh
√
pSE(x)2 +
∣∣∇vSE(x)∣∣2e− |x|22 dx +
∫
Rh
e−
|x|2
2 d|DsvSE |
= (2π)h/2Pmix(SE). (2.3)
This gives inequality (2.2); moreover, if equality holds, then in particular the second inequality
in (2.3) is an equality, and this implies that for almost all x the set Ex is a ball. 
Remark 2.3. We briefly underline two things: first of all, the opposite implication in Corol-
lary 2.2 does not hold: if all the sections Ex of a set E are balls but with different centers,
one usually has Pmix(SE) < Pmix(E). On the other hand, it is not even true that if the equality
Pmix(SE) = Pmix(E) holds, then E = SE up to a translation in the y variable (or, equivalently,
that the centers of all the balls Ex coincide). This may easily happen, for instance, if E is not
connected.
2.3. Ehrhard symmetrization (horizontal symmetrization)
We define now the Ehrhard symmetrization GE of a Borel set E ⊆ Rn [9]. This time, we
consider the horizontal sections Ey of E, and define the two Borel measurable, non-negative
functions vE and pE on Rk as
vE(y)= 1
(2π)
h
2
∫
Ey
e−
|x|2
2 dx, pE(y)= 1
(2π)h/2
∫
M y
e−
|x|2
2 dHh−1(x), y ∈Rk.
∂ (E )
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k-dimensional ball (i.e., the Euclidean isoperimetric set) with the same measure as Ex , this time
we will replace each horizontal section Ey with an h-dimensional half-space (i.e., the Gaussian
isoperimetric set) with the same measure as Ey . To do so, notice that for each s ∈R the Gaussian
measure of the half-space
{
x ∈Rh: x1 > s
}⊆Rh
is given by
1
(2π)h/2
∫
{x: x1>s}
e−
|x|2
2 dx = Ψ (s),
where we have defined a strictly decreasing smooth function Ψ :R→ [0,1] on setting
Ψ (s)= 1√
2π
∞∫
s
e−
t2
2 dt, s ∈R.
Of course Ψ agrees with a suitable re-scaling of the standard error function. We shall set (by
continuity) Ψ (−∞) = 1 and Ψ (∞) = 0. We can then define the Gaussian symmetrization GE
of E as
GE = {(x, y) ∈Rn: x1 >Ψ−1(vE(y))}.
Notice that, as for the Euclidean symmetrization we arbitrarily decided to put all the balls cen-
tered at 0 ∈Rk , in this case we are arbitrarily deciding to put all the half-spaces orthogonal to the
direction x1. Moreover, since by construction for any y ∈Rk one has vE(y)= vGE(y), again by
Fubini’s theorem we have that
Vmix(GE)= Vmix(E).
We can now prove the Gaussian version of Corollary 2.2, that in turn is based on the analogue of
Lemma 2.1. The proof of the following lemma can be easily derived by adapting the argument
from [7, Section 4] (the only difference being the presence of the term e− |x|
2
2 in the definition of
the sectional perimeter and volume).
Lemma 2.4. If E is a set of locally finite perimeter, then vE ∈ BV loc(Rk) and
Pmix(E)
∫
Rk
√
pE(y)2 +
∣∣∇vE(y)∣∣2 dy + |DSvE |(Rk). (2.4)
If E = GE, then equality holds in (2.4). Conversely, if equality holds in (2.4), then for a.e. y ∈Rk
the section Ey is equivalent to an h-dimensional half-space.
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Pmix(GE) Pmix(E). (2.5)
Moreover, if the above inequality is an equality, then for a.e. y ∈Rk the horizontal section Ey is
a half-space in Rh.
Proof. Since by construction vGE ≡ vE , while pGE  pE by the Gaussian Isoperimetric Theo-
rem, applying Lemma 2.4 to E and GE we get
Pmix(E)
∫
Rk
√
pE(y)2 +
∣∣∇vE(y)∣∣2 dHk(y)+ |DsvE |(Rk)

∫
Rk
√
pGE(x)2 +
∣∣∇vSE(x)∣∣2 dHk(y)+ |DsvGE |(Rk)= Pmix(GE). (2.6)
This gives inequality (2.5); moreover, if equality holds, then in particular the second inequality
in (2.6) is an equality, thus for almost each y the section Ey is a half-space. 
Remark 2.6. Exactly as noted in Remark 2.3, we again have that the other implication in Corol-
lary 2.5 is false, since the inequality can be strict even if all the sections Ey are half-spaces,
provided they are not all parallel. On the other hand, if the equality Pmix(GE)= Pmix(E) holds,
this does not necessarily imply that GE =E up to a rotation in y (or, in other words, that all the
half-spaces Ey are parallel).
2.4. Proof of the symmetry of isoperimetric sets
In this section we prove that every isoperimetric set is associated to a non-negative increasing
function as in (1.5). The exposition of this theorem is greatly simplified by the introduction of
the following notation. Given m > 0, we let Z0(m) be the family of those sets of locally finite
perimeter E ⊂ Rn with mixed volume Vmix(E) = m. Next we define sub-families {Zi(m)}ki=1,
Y(m) and X(m) of Z0(m), satisfying the inclusions,
X(m)⊂ Y(m)⊂ Zk(m)⊂ Zk−1(m)⊂ · · · ⊂ Z1(m)⊂ Z0(m),
as follows:
(a) We say that E ∈ Zi(m), 1  i  k, if E ∈ Z0(m) and there are i orthogonal affine hy-
perplanes H1, . . . ,Hi in Rk such that, for every x ∈ Rh, the vertical section Ex ⊂ Rk is
symmetric by reflection with respect to each of the Hj ’s.
(b) We say that E ∈ Y(m), if E ∈ Z0(m) and there exist yE ∈ Rk and a measurable function
u :Rh → [0,∞) such that
E = {(x, y) ∈Rn: |y − yE |< u(x)}. (2.7)
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case k = 1, shown in the picture, this condition just means that the bold segments in the picture collapse to have zero
length, and in particular it does not force the profiles u+ and u− to be equal.
(c) We say that E ∈ X(m), if E ∈ Z0(m) and there exist yE ∈ Rk , ν ∈ Sh−1 and an increasing
function τ :R→ [0,∞) such that
E = {(x, y) ∈Rn: |y − yE |< τ(x · ν)}.
With these definitions in force, we can state the main result of this section as follows.
Theorem 2.7. Let m> 0. If E is an isoperimetric set with Vmix(E)=m, then E ∈X(m).
As already said, to prove this theorem we shall make use of the symmetrization tools es-
tablished in Sections 2.2 and 2.3. We shall also rely on the remarks about symmetrization by
reflection contained in the following lemma.
Lemma 2.8 (Some properties of symmetrization by (vertical) reflection). If E+, E− are sets of
locally finite perimeter in Rn that are symmetric by reflection with respect to the hyperplane
{yk = 0}, and if we define
E = {z ∈E+: yk > 0}∪ {z ∈E−: yk < 0},
then
Pmix(E)
Pmix(E
+)+ Pmix(E−)
2
. (2.8)
If, moreover, there exist two Borel measurable functions u+, u− :Rh → [0,∞), such that
E+ = {(x, y) ∈Rn: |y|< u+(x)}, E− = {(x, y) ∈Rn: |y|< u−(x)}, (2.9)
then equality holds in (2.8) if and only if
E+ =E− ⊆Rn (when k > 1);
pE+ = pE− ⊆Rh (when k = 1),
where pE+ and pE− denote the essential projections of E+ and E− over Rh. (See Fig. 4.)
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In fact, as soon as the projections of E+ and E− on Rh coincide, the fact that E+ and E− are
different does not give any horizontal part of the boundary of E on {y = 0}. This is different
from what happens for the case k > 1, where the two different parts of the boundary would meet
giving rise to some boundary on {yk = 0}. The reason of this difference is basically that Sk−1 is
connected for k > 1 and disconnected for k = 1.
As a last tool to be used in the proof of Theorem 2.7 we present the following lemma, pro-
viding the formulas for the mixed-volume and the mixed-perimeter of a set E satisfying (1.5)
in terms of the corresponding function τ . In particular, we shall need the linearity of V and the
convexity of P with respect to τ that are characteristic of the case k = 1.
Lemma 2.10. If τ ∈ BV loc(R; [0,∞)) and if
E = {(x, y) ∈Rn: |y|< τ(x1)},
then Vmix(E)= V(τ ) and Pmix(E)= P(τ ), where
V(τ )= ωk√
2π
∫
R
τ(s)ke−
s2
2 ds, (2.10)
P(τ )= kωk√
2π
∫
R
e−
s2
2 τ(s)k−1
√
1 + τ ′(s)2 ds + kωk√
2π
∫
R
e−
s2
2 τ(s)k−1 d|DSτ |(s). (2.11)
Remark 2.11. When k = 1, in the definition of P(τ ) we have adopted the convention 00 = 0 to
define the expression τ(s)k−1 for those s ∈R such that τ(s) = 0. When k  2 and s ∈ spt(DSτ)
we have set for brevity
τ(s)k−1 =
{
τ+(s)k−1, if s ∈ spt(DCτ),
1
τ+(s)−τ−(s)
∫ τ+(s)
τ−(s) t
k−1 dt, if s ∈ spt(DJ τ).
We now come to the proofs of Lemmas 2.8, 2.10 and Theorem 2.7.
Proof of Lemma 2.8. By construction E+ is symmetric by reflection with respect to hyperplane
{yk = 0}. Moreover Hn−1(∂1/2E+ ∩ {yk = 0})= 0, and thus we easily find
Pmix
(
E+
)= 2
(2π)h/2
∫
∂ME+∩{yk>0}
e−
|x|2
2 dHn−1 = 2
(2π)h/2
∫
∂ME+∩{yk<0}
e−
|x|2
2 dHn−1.
Of course, analogous identities hold for E−. Taking into account that
∂1/2E+ ∩ {yk > 0} = ∂1/2E ∩ {yk > 0}, ∂1/2E− ∩ {yk < 0} = ∂1/2E ∩ {yk < 0},
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Pmix(E)= 1
(2π)h/2
∫
∂ME+∩{yk>0}
e−
|x|2
2 dHn−1 + 1
(2π)h/2
∫
∂ME−∩{yk<0}
e−
|x|2
2 dHn−1
+ 1
(2π)h/2
∫
∂ME∩{yk=0}
e−
|x|2
2 dHn−1
 Pmix(E
+)+ Pmix(E−)
2
,
that is, (2.8). Moreover, we infer from this argument that equality holds in (2.8) if and only if
Hn−1(∂1/2E ∩ {yk = 0})= 0. (2.12)
We now pass to discuss separately the cases k = 1 and k > 1, under the assumption that (2.9)
holds true.
Case I. k = 1.
For all x ∈ pE, the essential projection of E over Rh, Ex = (−u−(x), u+(x)) and thus
by Vol’pert theorem (see [10, Theorem 3.21]) we have (∂1/2E)x = {−u−(x), u+(x)}, for a.e.
x ∈ pE. Therefore, recalling (2.12), we may conclude that for a.e. x ∈ pE,
u+(x) > 0, u−(x) > 0,
thus proving that pE+ = pE−.
Case II. k > 1.
From the assumption (2.9), using Vol’pert theorem again, we get that for Hh-a.e. x ∈ pE,
(
∂1/2E
)
x
= {y ∈Rk: yk > 0, |y| = u+(x)}∪ {y ∈Rk: yk < 0, |y| = u−(x)}⋃{
y ∈Rk: yk = 0, min
{
u−(x), u+(x)
}
 |y|max{u−(x), u+(x)}},
up to a set of zero Hk−1-measure. Therefore, from (2.12), using Fubini’s theorem we have
0 = Hn−1(∂1/2E ∩ {yk = 0})=
∫
pE
Hk−1((∂1/2E)
x
∩ {yk = 0}
)
dx
= ωk−1
∫
pE
∣∣u+(x)k − u−(x)k∣∣dx,
thus proving that u+(x)= u−(x) for a.e. x ∈ pE. 
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Vmix(E)= 1
(2π)h/2
∫
Rh
e−
x2
2 dx
∫
{y∈Rk : |y|<τ(x1)}
dy
= ωk
(2π)h/2
∫
Rh
τ (x1)
ke−
x2
2 dx = ωk√
2π
∫
R
τ(x1)
ke−
x21
2 dx1,
i.e. Vmix(E)= V(τ ), as required. On the other hand from Lemma 2.1 we have
Pmix(E)= 1
(2π)h/2
∫
Rh
√
pE(x)2 +
∣∣∇vE(x)∣∣2e− |x|22 dx + 1
(2π)h/2
∫
Rh
e−
|x|2
2 d|DSvE |,
where vE(x) = ωkτ(x1)k , pE(x) = kωkτ(x1)k−1 for a.e. x. Then (2.11) follows immediately
from the equality above and from the chain rule formula for BV functions (see [1, Theo-
rem 3.96]). 
Proof of Theorem 2.7. We divide the proof in four steps.
Step I. If E ∈ Y(m) is an isoperimetric set, then E ∈X(m).
Since E ∈ Y(m), by (2.7) and up to a vertical translation we have
E = {(x, y) ∈Rn: |y|< u(x)}, (2.13)
for some measurable function u : Rh → [0,∞). Since E is an isoperimetric set, we have
P(GE) = P(E). By Corollary 2.5, for a.e. y ∈ Rk the horizontal section Ey of E is a half-
space in Rh. More precisely, there exist functions ν : Rk → Sh−1 and ξ : Rk → [−∞,∞] such
that
Ey = {x ∈Rh: x · ν(y) > ξ(y)}, (2.14)
for a.e. y ∈Rk . By (2.13) we have
(x, y) ∈E ⇒ (x, y˜) ∈E, ∀|y˜| |y|,
i.e.
|y˜| |y| ⇒ Ey ⊆Ey˜. (2.15)
Since an inclusion between two non-empty half-spaces can hold if and only if the two half-
spaces are parallel, by combining (2.14) with (2.15) we deduce the existence of ν ∈ Sh−1 such
that ν(y)= ν for a.e. y ∈Rk . Thus,
Ey = {x ∈Rh: x · ν > ξ(y)}, (2.16)
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able function τ :R → [0,∞). To show that τ is increasing it suffices to notice that, if x, x˜ ∈ Rh
are such that x˜ · ν  x · ν, then for a.e. y ∈Rk we have
(x, y) ∈E ⇐⇒ x ∈Ey ⇐⇒ x · ν > ξy ⇒ x˜ · ν > ξy ⇐⇒ (x˜, y) ∈E.
Thus E ∈X(m), as required.
Step II. If E ∈Zk(m) is an isoperimetric set, then E ∈X(m).
Since E ∈Zk(m) we may assume that, up to a vertical translation,
(x, y) ∈E ⇐⇒ (x,−y) ∈E. (2.17)
Since E is an isoperimetric set, we have Pmix(E) = Pmix(SE). Applying Corollary 2.2 to E, for
a.e. x ∈ Rh we find that the vertical section Ex of E is a ball Rk . If Ex is such a section, then
by (2.17) we see that the point (x,0) is the center of the ball Ex . If u(x) denotes the radius of
this ball, we have just proved that
y ∈Ex ⇐⇒ |y|< u(x),
for some measurable function u :Rh → [0,∞). Thus E ∈ Y(m) and, by Step I, E ∈X(m).
Step III. Proof for the case k > 1.
Let 0  i  k. It suffices to show that if E ∈ Zi(m) is an isoperimetric set, then E ∈ X(m).
We will argue inductively on i, the case i = k having already be solved in Step II. Let now 0
i  k−1, assume the claim for every j with i < j  k, and let E ∈Zi(m) be an isoperimetric set.
We denote by H1, . . . ,Hi the orthogonal affine hyperplanes with respect to which E is symmetric
by reflection. Since i < k, there exist ν ∈ Sk−1 and ξ ∈R such that the affine hyperplane
Hi+1 =
{
y ∈Rk: y · ν = ξ}
is orthogonal to the hyperplanes H1, . . . ,Hi , and divides E in two parts of equal mixed volume,
i.e. if we set
E1 =
{
(x, y) ∈E: y · ν > ξ}, E2 = {(x, y) ∈E: y · ν < ξ},
then Vmix(E1) = Vmix(E2) = m/2. The reflection of Rn with respect to Hi+1 is given by the
linear map R :Rn →Rn defined as
R(x, y)= (x, y − 2ν(y · ν − ξ)), (x, y) ∈Rn.
Finally, let us consider the two sets E+ and E− defined as
E+ =E1 ∪R(E1), E− =E2 ∪R(E2).
By construction Vmix(E+) = Vmix(E−) = m, and both sets are symmetric by reflection with
respect to the hyperplanes H1, . . . ,Hi,Hi+1. In particular, E+,E− ∈ Zi+1(m). Since E+ and
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Pmix(E)
Pmix(E
+)+ Pmix(E−)
2
. (2.18)
Since E is an isoperimetric set and Vmix(E+) = Vmix(E−) = m, we deduce that equality holds
in (2.18). In particular, both E+ and E− are isoperimetric sets in Zi+1(m). By inductive as-
sumption, E+,E− ∈X(m). In particular, E+E− ∈ Y(m) and, since equality holds in (2.18), we
can apply the second part of Lemma 2.8 to deduce, as k > 1, that E+ is equivalent to E−. This
ensures that E is equivalent to E+ ∈X(m), so E ∈X(m) as required.
Step IV. Proof for the case k = 1.
In this case, the argument of Step III guarantees the existence of two increasing functions
τ1, τ2 :R→ [0,∞) such that, up to a horizontal rotation, for some s0 ∈ [−∞,∞) one has
E = {(x, y) ∈Rn: −τ1(x1) < y < τ2(x1)},
being
(s0,∞)=
{
s ∈R: τ1(s) > 0
}= {s ∈R: τ2(s) > 0}, (2.19)
Vmix
(
E ∩ {y > 0})= Vmix(E ∩ {y < 0}). (2.20)
By (2.20) we have V(τ1) = V(τ2). Since k = 1, from (2.10) we see that τ → V(τ ) is linear.
Hence, if we set τ0 = (τ1 + τ2)/2 and define,
E′ = {(x, y) ∈Rn: |y|< τ0(x1)},
then we conclude that Vmix(E) = Vmix(E′). By (2.19), (2.11) and the assumption k = 1, we find
that
Pmix
(
E′
)= P(τ0) P(τ1)+ P(τ2)2 = Pmix(E). (2.21)
By Corollary 3.4 (which is proved in the next section without relying on Theorem 2.7), τ1, τ2 are
locally absolutely continuous, therefore strict sign holds in (2.21) unless τ ′1 = τ ′2. Since equality
holds in (2.21), we conclude from τ1(s0)= τ2(s0)= 0 that τ1 = τ2, i.e. E ∈X(m). 
3. Existence and regularity of isoperimetric sets
In Section 3.1 we prove the existence of isoperimetric sets (Theorem 3.1), whose regularity
is addressed in Section 3.2, Theorem 3.3. Finally, we remark that Theorem 1.1 will follow as an
immediate corollary of these results and of Theorem 2.7 from the previous section.
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We begin with the basic existence result.
Theorem 3.1 (Existence of isoperimetric sets). For every m > 0, there exist isoperimetric sets
with mixed-volume m. They necessarily belong to X(m).
Remark 3.2. In the proof of Theorem 3.1 (as well as in Section 4.2), we shall use the elementary
estimate,
∞∫
s
e−
t2
2 dt <
e− s
2
2
s
, ∀t > 0, (3.1)
that is valid since
∞∫
s
e−
t2
2 dt <
∞∫
s
t
s
e−
t2
2 dt = (−e
− t22 )|∞s
s
,
whenever s > 0.
Proof of Theorem 3.1. We divide the proof in two steps.
Step I. Reduction to the sets in X(m).
We start proving that it is enough to restrict our attention to the elements of X(m). In other
words, we are claiming that if a set E ∈ X(m) minimizes the perimeter among the elements
of X(m), then it is an isoperimetric set. Notice that this is not already ensured by Theorem 2.7,
since that result does not prevent, in principle, the possibility that
inf
{
Pmix(E): E ∈X(m)
}
> inf
{
Pmix(F ): Vmix(F )=m
}
,
being only the first infimum attained. On the other hand, by Theorem 2.7 it is of course enough
to check that
inf
{
Pmix(E): E ∈X(m)
}
 inf
{
Pmix(F ): Vmix(F )=m
}
.
To show this inequality, just take a set F of locally finite perimeter in Rn, with Vmix(F ) = m,
and let E = SGF . Clearly, Vmix(E) = m, and by Corollaries 2.2 and 2.5, we have Pmix(F ) 
Pmix(E). Hence, to conclude we only need to check that E ∈ X(m). By definition of GF , the
vertical sections (GF)x satisfy
(GF)x =
{
y ∈Rk: x1 >Ψ−1
(
vF (y)
)}
.
In particular, if x, x˜ ∈ Rh with x1  x˜1, then (GF)x ⊂ (GF)x˜ . Therefore the function τ : R →
[0,∞] defined as
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(Hk((GF)se1)
ωk
)1/k
, s ∈R,
turns out to be increasing. Since, by definition,
E = SGF = {(x, y) ∈Rn: ωk|y|k < Hk((GF)x)}= {(x, y) ∈Rn: |y|< τ(x1)},
we conclude that E ∈X(m).
Step II. Isoperimetric sets in X(m) exist.
Thanks to the first Step, we only have to show that there are minimizers of the mixed perime-
ter Pmix(E) within the class X(m). By Lemma 2.10, it is enough to prove that the variational
problem
inf
{P(τ ): τ is increasing, τ  0, V(τ )=m} (3.2)
admits a minimizer τ0. Let us consider a minimizing sequence {τi}i∈N in (3.2). By an approxi-
mation argument we may directly assume that each τi is smooth and strictly increasing on the
half-line (ti ,∞)= {τi > 0}. For every M > 0 we have
sup
i∈N
|Dτi |(−M,M) eM2/2
√
2π
kωk
sup
i∈N
P(τi),
therefore there exists an increasing function τ0 : R → [0,∞) such that, up to extracting a
sub-sequence, τi → τ0 in L1loc(R) and a.e. on R. By lower semicontinuity we have P(τ0) 
lim infi→∞ P(τi). By Fatou’s lemma V(τ0)  m. We are thus left to prove that V(τ0)  m. To
this end, we assume that
V(τ0)=m− 2ε,
for some ε > 0, and then derive a contradiction. Let us consider a sequence {ri}i∈N ⊂ (0,∞)
with the property that
ωk√
2π
∫
R
(
min
{
τi(s), ri
})k
e−
s2
2 ds =m− ε, ∀i ∈N.
Such a sequence exists as V(τi)=m for every i ∈N. We claim that ri → ∞. Indeed, if
r = sup
i∈N
ri <∞,
then we could apply the dominated convergence theorem to find that
m− 2ε  ωk√
2π
∫
R
(
min
{
τ0(s), r
})k
e−
s2
2 ds
= lim
i→∞
ωk√
2π
∫ (
min
{
τi(s), ri
})k
e−
s2
2 ds =m− ε,R
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m− ε = ωk√
2π
∫
R
(
min
{
τi(s), ri
})k
e−
s2
2 ds 
ωkr
k
i√
2π
∞∫
τ−1i (ri )
e−
s2
2 ds.
Since ri → ∞, it must be
lim
i→∞
∞∫
τ−1i (ri )
e−
s2
2 ds = 0,
and thus τ−1i (ri) → ∞, as claimed. We now conclude by the following argument. If we set
Mi = supR τi , then by the change of variable w = τi(s) and by (3.1) we find that
P(τi) kωk√
2π
∞∫
τ−1i (ri )
τ ′i (s)τi(s)k−1e−
s2
2 ds  kωk√
2π
Mi∫
ri
wk−1e−
τ
−1
i
(w)2
2 dw
 kωk√
2π
Mi∫
ri
wk−1τ−1i (w)
∞∫
τ−1i (w)
e−
t2
2 dt dw  τ−1i (ri)
kωk√
2π
Mi∫
ri
wk−1
∞∫
τ−1i (w)
e−
t2
2 dt.
By definition of ri ,
kωk√
2π
Mi∫
ri
wk−1
∞∫
τ−1i (w)
e−
t2
2 dt = ε,
and recalling that τ−1i (ri)→ ∞ this leads to P(τi)→ ∞, a contradiction. 
3.2. Regularity of isoperimetric sets
We now combine the basic regularity theory for almost-minimizers of the perimeter with the
symmetry properties that are characteristic of the elements of X(m).
Theorem 3.3. If E is an isoperimetric set, then ∂E \{(x, y) ∈Rn: y = 0} is an analytic manifold.
Moreover, if k < 7, then ∂E is an analytic manifold.
Proof. By the regularity theory of isoperimetric hypersurfaces (see, e.g. [13, Section 3.10]),
there exists a (possibly empty) closed set Σ ⊂ ∂E such that ∂E \Σ is an analytic manifold, Σ is
empty if 2 n 7 and Σ has Hausdorff dimension bounded above by n− 8 if n 8. Moreover
there exists a positive constant ε0 = ε0(n) such that the singular set Σ can be characterized as
follows:
Σ =
{
z ∈ ∂E: inf
ν∈Sn−1
lim sup
r→0+
1
rn−1
∫
|νE − ν|2 dHn−1  ε0
}
. (3.3)B(z,r)∩∂E
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rotation, we know that E has the following symmetries: (i) first, when h 2,
(x, y) ∈E ⇐⇒ (x + tei , y) ∈E, (3.4)
for every i = 2, . . . , k, t ∈R; (ii) second,
(x, y) ∈E, y = 0 ⇐⇒ (x,Qy) ∈E, y = 0, (3.5)
for every Q ∈ O(k). Since ∂E has the same symmetries as E, by the integral characteriza-
tion (3.3), we find that Σ has the same symmetries as E too. We can now argue as follows.
Let us assume that k < 7. In this case n 8 forces h 2. Hence, if z ∈Σ , then by (3.4) (casted
with Σ in place of E) we find that Σ contains an (h− 1)-dimensional plane (passing through z).
In particular the Hausdorff dimension of Σ is at least h−1, i.e. h−1 n−8 = h+ k−8. Since
this would force k  7, we conclude that if k < 7 then ∂E is an analytic manifold.
Let us now show that in any case ∂E \ {z: y = 0} is an analytic manifold. Since n  8 we
have that either k  2 or h 2. If now z ∈ Σ with y = 0 then by (3.4) and by (3.5) we find that
Σ contains a [(k − 1)+ (h− 1)]-dimensional cylinder (passing through z). Therefore (k − 1)+
(h− 1)= n− 2 > n− 8, a contradiction. 
Theorem 3.3 has an interesting consequence about the regularity of the functions τ associated
to isoperimetric sets E.
Corollary 3.4. If τ :R→ [0,∞) is an increasing function such that
E = {(x, y) ∈Rn: |y|< τ(x1)},
is an isoperimetric set in X(m), then τ is locally absolutely continuous on R.
Proof. Let τ+ and τ− denote the right continuous and the left continuous representatives of τ .
By Theorem 3.3, the set
∂E \ {(x, y) ∈Rn: y = 0}= {(x, y) ∈Rn: τ−(x1) |y| τ+(x2)} \ {y = 0}
is an analytic (n− 1)-dimensional manifold in Rn. Hence
M = {(s, t) ∈R2: t > 0, τ−(s) t  τ+(s)} (3.6)
is a connected, analytic 1-dimensional manifold in R2 (the coordinates (s, t) of R2 refer to the
canonical basis {e1, e2} of R2). It is immediately seen that τ is continuous. Indeed if τ−(s) <
τ+(s) for some s ∈ R then M would contain a relatively open vertical segment passing through
(s, τ (s)). The analyticity and connectedness of M would then force M to be a (possibly larger)
vertical segment, against the fact that, by (3.6), the horizontal projection of M agrees with the
non-empty, open half-line {s ∈R: τ+(s) > 0}. Thus, τ is continuous and
M = {(s, t) ∈R2: 0 < τ(s)= t}.
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to the Lebesgue measure on R. By analyticity we known that for every (s, t) ∈ M there exist an
orthonormal basis {v1, v2} of R2, r > 0, and an analytic function g : (−r, r) → R such that the
curve γ : (−r, r)→R2 defined by
γ (u)= (s, t)+ uv1 + g(u)v2, |u|< r,
gives a bijection between (−r, r) and a neighborhood of (s, t) in M . By repeating the argu-
ment used in showing the continuity of τ we see that the horizontal projection {γ (u) − (γ (u) ·
e2)e2: |u| < r} of the curve {γ (u): |u| < r} coincides with a neighborhood of s, that we denote
by (s − ε, s + ε). We are now going to prove that τ is absolutely continuous on (s − ε, s + ε).
If e2 = ±v2, then τ is analytic, and there is nothing to prove. Otherwise, there exists κ ∈R such
that
e2 is parallel to v1 + κv2.
Since g′ is analytic on (−r, r), the set I = (g′)−1{κ} ⊂ (−r, r) is finite (again, if this were not
the case, then the whole M would be a vertical segment). Therefore
γ ′(u)= v1 + g′(u)v2,
is parallel to e2 if and only if u ∈ I , with I finite. The horizontal projection of {γ (u): u ∈ I } is
a finite subset J of (s − ε, s + ε), with the property that τ is (classically) differentiable at every
point in (s − ε, s + ε) \ J . As a consequence the singular part DSτ of Dτ is concentrated in the
finite set J . Hence, by [1, Theorem 3.28], DSτ is purely atomic. Since atoms in Dτ correspond to
jumps discontinuities of τ , and the presence of the latter has been already ruled out, we conclude
that DSτ = 0 on (s − ε, s + ε), as required. 
We are finally ready for the proof of Theorem 1.1.
Proof of Theorem 1.1. The theorem is an immediate corollary of Theorems 3.1, 3.3 and Corol-
lary 3.4. 
4. Stationarity and stability
Given a set of locally finite perimeter E, we can consider a volume-preserving variation of
E {Φt }|t |<ε , i.e., a one-parameter family of smooth diffeomorphisms of Rn such that Φ0(z) = z
for every z ∈Rn and Vmix(Φt (E))= Vmix(E) whenever |t |< ε. By the area formula the function
t → Pmix(Φt (E)) is smooth in a neighborhood of t = 0. We say that E is stationary (with respect
to volume-preserving variations) if
d
dt
Pmix
(
Φt(E)
)∣∣∣∣
t=0
= 0, (4.1)
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d2
dt2
Pmix
(
Φt(E)
)∣∣∣∣
t=0
 0. (4.2)
Since the sets Φt(E) are sets of locally finite perimeter with Vmix(Φt (E)) = Vmix(E), it turns
out that stability (and, in particular, stationarity) is a necessary condition for a set E to be an
isoperimetric set.
4.1. Stationary sets
We now turn to the study of the stationarity condition (4.1). As recalled in the introduction,
if E is an open set with C2-boundary, then this condition is equivalent to the Euler–Lagrange
equation
HE(z)− (x,0) · νE(z)= constant, ∀z ∈ ∂E (4.3)
(see, e.g. [14, Proposition 3.2]). In light of Theorem 1.1, we are interested in stationary sets E
satisfying (1.5), namely
E = {(x, y) ∈Rn: |y|< τ(x1)}, (4.4)
for a non-negative, increasing, locally absolutely continuous function τ : R → [0,∞). In this
case (4.3) can be seen as a second order ODE that is solved by τ in the distributional sense.
We begin our analysis with a detailed derivation of (4.3) formulated in terms of τ , in order to
derive an explicit formula for the Lagrange multiplier appearing on the right-hand side of (4.3).
Lemma 4.1 (Euler–Lagrange equation). Let m > 0 and let E be an isoperimetric set with
Vmix(E)=m satisfying (4.4), for a non-negative, increasing, locally absolutely continuous func-
tion τ :R→ [0,∞). Let
s0 = inf
{
s ∈R: τ(s) > 0} ∈ [−∞,∞),
so that {τ > 0} = (s0,∞), and define two Borel functions σ : (s0,∞)→ [0,1] and κ : (s0,∞)→
(0,∞) by setting
σ(s)= τ
′(s)√
1 + τ ′(s)2 , s > s0, (4.5)
κ(s)= k − 1
τ(s)
√
1 + τ ′(s)2 , s > s0. (4.6)
Then there exists a positive constant λ such that σ is a weak solution of the ODE
−σ ′ + κ + sσ = λ, (4.7)
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λ= 1
m
{(
1 − 1
k
)
Pmix(E)+ 1
k
1
(2π)h/2
∫
∂E
e−
|x|2
2 (νE · e1)2 dHn−1
}
. (4.8)
In particular, we always have
k − 1
k
Λ(m)
m
 λ Λ(m)
m
. (4.9)
Remark 4.2. If τ ∈ C2(R) and it is positive on an interval I ⊂ R, then we can define a k-
dimensional C2-manifold M in R×Rk by setting
M = {(s, y) ∈R×Rk: s ∈ I, |y| = τ(s)}.
Denoting by κ1, . . . , κk the principal curvatures of M , it is easily seen that
κ1 = −
(
τ ′(s)√
1 + τ ′(s)2
)′
= − τ
′′(s)
(1 + τ ′(s)2)3/2 ,
κ2 = · · · = κk = 1
τ(s)
√
1 + τ ′(s)2 (when k  2).
In particular, if HM denotes the mean curvature of M , then we have
HM = −
(
τ ′(s)√
1 + τ ′(s)2
)′
+ k − 1
τ(s)
√
1 + τ ′(s)2 .
Therefore we recognize in (4.7) the Euler–Lagrange equation (4.3) in cylindrical coordinates.
Proof of Lemma 4.1. By Lemma 2.10 and the claim appearing in the proof of Theorem 1.1,
we see that τ is in turn a minimizer in the one-dimensional variational problem
inf
{P(τ ): τ ∈ BV loc(R; [0,∞)), V(τ )=m},
where V(τ ) and P(τ ) are defined as in (2.10) and (2.11). We now proceed as follows.
Step I. Derivation of (4.7).
Let ψ ∈ C∞c (R) with sptψ  (s0,∞). Since {τ > 0} = (s0,∞), we can define a bounded test
function ϕ ∈W 1,1(R; [0,∞)) with sptϕ  (s0,∞) by setting
ϕ(s)= e
s2
2 ψ(s)
τ (s)k−1
, if s > s0,
and ϕ(s) = 0 otherwise. Moreover the existence of ε > 0 such that τ + tϕ  0 on R for every
|t |< ε is easily proved. For every |t |< ε we define α(t) > 0 by solving
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namely,
α(t)k
∫
R
e−
s2
2 (τ + tϕ)k ds =
∫
R
e−
s2
2 τ k ds.
In particular α(t) is a smooth function of t , with
α(0)= 1, α′(0)= −
∫
R
e− s
2
2 τ k−1ϕ∫
R
e− s
2
2 τ k
. (4.10)
The minimality of τ implies that the function
β(t)= P(α(t)(τ + tϕ))= ∫
R
e−
s2
2 α(t)k−1(τ + tϕ)k−1
√
1 + α(t)2(τ ′ + tϕ′)2, |t |< ε,
has a minimum at t = 0. By taking into account that α(0)= 1 we thus find
0 = β ′(0)=
∫
R
(k − 1)α′(0)e− s
2
2 τ k−1
√
1 + (τ ′)2
+
∫
R
(k − 1)e− s
2
2 τ k−2ϕ
√
1 + (τ ′)2 + ∫
R
e−
s2
2 τ k−1 α
′(0)(τ ′)2√
1 + (τ ′)2 +
∫
R
e−
s2
2 τ k−1ϕ′σ,
where σ has been defined in (4.5). By (4.10), we can gather the first and the third integral and
introduce a positive factor λ(τ) such that
0 = −λ(τ)
∫
R
e−
s2
2 τ k−1ϕ + (k − 1)
∫
R
e−
s2
2 τ k−2ϕ
√
1 + (τ ′)2 + ∫
R
e−
s2
2 τ k−1ϕ′σ.
Since ψ = e− s22 τ k−1ϕ and
ψ ′ = −sψ + e− s
2
2 τ k−1ϕ′ + (k − 1)τ
′
τ
ψ,
we conclude that
0 =
∫
R
(
(k − 1)
√
1 + (τ ′)2
τ
− λ(τ)
)
ψ +
∫
R
σ
(
ψ ′ + sψ − (k − 1)τ
′
τ
ψ
)
,
i.e.
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∫
R
σψ ′ =
∫
R
ψ
(
λ− sσ − (k − 1)
τ
√
1 + (τ ′)2
)
,
which, recalling (4.6), corresponds to (4.7).
Step II. Derivation of (4.8).
A quick inspection of the above argument shows that λ was defined so to satisfy
−λ(τ)
∫
R
e−
s2
2 τ k−1ϕ = (k − 1)α′(0)
∫
R
e−
s2
2 τ k−1
√
1 + (τ ′)2 + α′(0)∫
R
e−
s2
2 τ k−1 (τ
′)2√
1 + (τ ′)2 .
By (4.10), (2.10) and (2.11), we thus find
λ(τ)= (k − 1)
∫
R
e− s
2
2 τ k−1
√
1 + (τ ′)2∫
R
e− s
2
2 τ k
+
∫
R
e− s
2
2 τ k−1 (τ
′)2√
1+(τ ′)2∫
R
e− s
2
2 τ k
=
(
1 − 1
k
)P(τ )
V(τ ) +
kωk√
2π
∫
R
e− s
2
2 τ k−1 (τ
′)2√
1+(τ ′)2
kV(τ ) .
Since
(νE · e1)2 = (τ
′)2
1 + (τ ′)2 ,
by an application of the coarea formula we finally get that
kωk√
2π
∫
R
e−
s2
2 τ k−1 (τ
′)2√
1 + (τ ′)2 =
1
(2π)h/2
∫
∂E
e−
|x|2
2 (νE · e1)2 dHn−1.
Hence (4.8) is proved, and (4.9) follows simply by noticing that
0 1
(2π)h/2
∫
∂E
e−
|x|2
2 (νE · e1)2 dHn−1 P(τ ). 
Remark 4.3. Assume now that for every m ∈ (0,m0) there exists a unique (up to verti-
cal translations and horizontal rotations) isoperimetric set Em with Vmix(Em) = m, and that
Λ(m) = Pmix(Em) is absolutely continuous on (0,m0). Then we would have λ(Em) = Λ′(m)
for a.e. m ∈ (0,m0). Correspondingly we would deduce from (4.9) that
(
m
m0
)
Λ(m0)Λ(m)
(
m
m0
)(k−1)/k
Λ(m0),
for every m ∈ (0,m0).
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We now turn to a more detailed study of the case k = 1, in which the Euler–Lagrange
equation (4.7) can be explicitly solved. Let us recall that a family of functions {τs0}s0∈R was
introduced in Remark 1.5 by setting
τs0(s)= 0, s  s0,
τ ′s0(s)=
ζ(s)√
ζ(s0)2 − ζ(s)2
, s > s0, (4.11)
where ζ :R→ (0,∞) is given by
ζ(s)= e s
2
2
∞∫
s
e−
t2
2 dt, s ∈R.
The role of the family {τs0}s0∈R is clarified by the following lemma.
Lemma 4.4 (An alternative for isoperimetric sets). Let k = 1, and let E be an isoperimetric set
with
E = {(x, y) ∈Rn: |y|< τ(x1)},
for a non-negative, increasing, locally absolutely continuous function τ : R → (0,∞). Let s0
and σ be defined starting from τ as in Lemma 4.1. Then the following hold:
(i) if s0 = −∞, then τ is constant and E is a cylinder, i.e. E =Kr for some r > 0;
(ii) if s0 ∈R, then τ = τs0 and E solves (4.3) with the Lagrange multiplier
λ= 1
ζ(s0)
. (4.12)
Proof. Step I. The case s0 = −∞.
If s0 = −∞, then
P(τ )= 2√
2π
∫
R
e−
s2
2
√
1 + τ ′(s)2 ds  2√
2π
∫
R
e−
s2
2 ds = 2 = P(r),
where r > 0 is the positive constant such that V(r) = V(τ ). Since the inequality is strict unless
τ ′ = 0 a.e. on R, we deduce that if s0 = −∞ then τ = r on R, hence E is a cylinder.
Step II. The case s0 >−∞.
If s0 > −∞, then (s0e1,0) ∈ ∂E. Since k = 1 < 7, ∂E is analytic. In particular, ∂E admits a
tangent plane at (s0e1,0), that, by symmetry, must be orthogonal to e1. Thus it must be τ ′(s+0 )=+∞, and in particular by (4.5) we find σ(s0) = 1. By Lemma 4.1, and the fact that κ = 0 if
k = 1, we find that σ is weak solution to the Cauchy problem
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{
−σ ′ + sσ = λ, on (s0,∞),
σ (s0)= 1.
Solving the linear ODE we find that
σ(s)= Ce s
2
2 + λζ(s), s > s0,
for some C ∈ R. Since we know a priori that 0  σ  1 and since, as a consequence of (3.1),
ζ(s)→ 0 as s → +∞, we deduce from this identity that it must be C = 0. Thus
σ(s)= λζ(s), s > s0.
From the boundary condition σ(s0)= 1 we find
σ(s)= ζ(s)
ζ(s0)
, s > s0,
and immediately deduce that
τ ′(s)= ζ(s)√
ζ(s0)2 − ζ(s)2
, ∀s > s0,
so that τ = τs0 by definition of τs0 . 
We now collect some basic properties of the functions {τs0}s0∈R. For the sake of brevity it is
convenient at this point to define M :R→ (0,√2π ), by setting
M(s)=
∞∫
s
e−
t2
2 dt, s ∈R.
Clearly M is strictly decreasing, with M(−∞)= √2π and M(+∞)= 0. The upper bound (3.1)
takes the form
M(s) <
e− s
2
2
s
, ∀s > 0. (4.13)
We shall also use the lower bound
M(s) >
e− s
2
2
s + (1/s) , ∀s > 0. (4.14)
To prove (4.14), let F(s) denote the difference between the left and the right-hand side of (4.14).
Then it is easily seen that F(0) > 0, F(+∞)= 0 and that F ′(s) < 0 for s > 0. Therefore it must
be F > 0 on (0,∞), as claimed.
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concave on [s0,∞) with τ ′s0(s+0 )= +∞ and with
lim
s→s+0
τs0(s)√
s − s0 =
√
2ζ(s0)
|ζ ′(s0)| , (4.15)
lim
s→+∞ sζ(s0)τ
′
s0(s)= 1. (4.16)
In particular, for any ε > 0 one has
1 − ε
ζ(s0)
log(s) τs0(s)
1 + ε
ζ(s0)
log(s),
for s large enough (depending only on s0 and on ε).
Proof. Step I. Some properties of the function ζ .
From (4.13) and (4.14) we see that
1
s + (1/s) < ζ(s) <
1
s
, ∀s > 0, (4.17)
while on the other hand we have√
π
2
e
s2
2 < ζ(s) <
√
2πe
s2
2 , ∀s < 0. (4.18)
From (4.17) and (4.18) we clearly deduce
lim
s→+∞ ζ(s)= 0, lims→−∞ ζ(s)= +∞,
that in fact are easily turned in the more precise form
lim
s→+∞ sζ(s)= 1,
lim
s→−∞
√
2πe
s2
2 − ζ(s)= 0, (4.19)
with the aid of (4.17). Since
ζ ′(s)= −1 + sζ(s), ∀s ∈R,
we see that ζ ′(s) < 0 by the upper bound in (4.17) if s > 0, and trivially if s  0. Similarly, as
ζ ′′(s)= ζ(s)+ sζ ′(s)= (1 + s2)ζ(s)− s, ∀s ∈R,
we find that ζ ′′(s) > 0 by the lower bound in (4.17) if s > 0, and trivially if s  0. In conclusion,
ζ is strictly decreasing and strictly convex on R.
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By (4.11) we immediately see that τs0 is strictly increasing on [s0,∞) with τ ′s0(s+0 ) = +∞.
Differentiating (4.11) we find
τ ′′s0(s)= ζ ′(s)
ζ(s0)2
(ζ(s0)2 − ζ(s)2)3/2 , ∀s > s0.
Since ζ is strictly decreasing on R, it turns out that τs0 is strictly concave on [s0,∞). From
(
ζ(s0)
ζ(s0 + t)
)2
= 1 − 2ζ
′(s0)
ζ(s0)
t + o(t),
we immediately find
τs0(s)=
√
ζ(s0)
2|ζ ′(s0)|
s−s0∫
0
dt√
t + o(t) ,
by which we prove (4.15). Since,
sζ(s0)τ
′
s0(s)=
sζ(s)√
1 − (ζ(s)/ζ(s0))2
we immediately deduce (4.16) from (4.19). 
Let us now define two functions v,p :R→ [0,∞), by setting
v(s0)= Vmix
(
E(s0)
)
, p(s0)= Pmix
(
E(s0)
)
, s0 ∈R.
In the next lemma we establish some crucial properties of these functions.
Lemma 4.6 (Properties of v and p). The functions v and p are analytic on R, with
p(s0)
√
2
π
M(s0), ∀s0 ∈R, (4.20)
lim
s0→+∞
p(s0)= 0, (4.21)
lim
s0→−∞
p(s0)= 2, (4.22)
lim
s0→+∞
v(s0)= 0, (4.23)
lim
s0→−∞
v(s0)= 0. (4.24)
Moreover, p is strictly decreasing on the half-line [√3/2,∞).
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In this first step we prove that, for every s0 ∈R,
v(s0)=
√
2
π
∞∫
s0
ζ(s)M(s)√
ζ(s0)2 − ζ(s)2
ds, (4.25)
p(s0)=
√
2
π
∞∫
s0
ζ(s0)e
− s22√
ζ(s0)2 − ζ(s)2
ds. (4.26)
We notice that (4.20) follows from (4.26), and that (4.26) is in turn an immediate consequence
of (2.11) and (4.11). From (2.10) we see that
v(s0)= V(τs0)=
√
2
π
∞∫
s0
τs0(s)e
− s22 ds =
√
2
π
{
(−τs0M)|+∞s0 +
∞∫
s0
τ ′s0(s)M(s) ds
}
.
Since τs0(s) behaves like log(s) as s → ∞ and since by (3.1) we have
0 τs0(s)M(s) τs0(s)
e− s
2
2
s
,
we conclude that τs0(s)M(s) → 0 as s → ∞, and thus we prove (4.25).
Step II. The estimate (4.27) for ζ ′.
As a direct consequence of (4.17) and of the equality ζ ′(s)= −1 + sζ(s) we know that
∣∣ζ ′(s)∣∣ 1
s2
, ∀s > 0.
Let us now show that, in fact, |ζ ′(s)| does not tend to zero too quickly. More precisely, we prove
that for every λ ∈ (0,1) there exists ε(λ) > 0 such that
∣∣ζ ′(s)∣∣ λ
6s2
, ∀s > 1
ε(λ)
. (4.27)
It suffices to chose ε(λ) such that
e−
w2
2  1 − λ
2
w2, ∀|w|< ε(λ). (4.28)
Indeed, starting from the identity e− s
2
2 = ∫∞
s
te− t
2
2 dt , we find that
∣∣ζ ′(s)∣∣= 1 − sζ(s)= e s22
∞∫
(t − s)e− t
2
2 dts
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2
2
∞∫
0
we−
(w+s)2
2 dw =
∞∫
0
e−swwe−
w2
2 dw

1/s∫
0
(1 − sw)we−w
2
2 dw = 1 − e 12s2 − s
1/s∫
0
w2e−
w2
2 dw. (4.29)
An integration by parts reveals that
1/s∫
0
w2e−
w2
2 dw = (−we−w22 )∣∣1/s0 +
1/s∫
0
e−
w2
2 dw = −e
1
2s2
s
+
1/s∫
0
e−
w2
2 dw (4.30)
so that, by (4.29) and (4.30), we conclude
∣∣ζ ′(s)∣∣ 1 − s
1/s∫
0
e−
w2
2 dw. (4.31)
Combining (4.28) with (4.31) we come to (4.27).
Step III. Proof of (4.21) and (4.23).
Since ζ is strictly decreasing, for every s0 ∈R and t ∈ (0,1) there exists a unique F(s0, t) > s0
such that
ζ
(
F(s0, t)
)= tζ(s0).
Since ζ is analytic, with ζ ′ < 0 everywhere, the Lagrange inversion theorem ensures that F is an
analytic function of (s0, t) on R× (0,1), with
∂F (s0, t)
∂t
= ζ(s0)
ζ ′(F (s0, t))
, (4.32)
∂F (s0, t)
∂s0
= tζ
′(s0)
ζ ′(F (s0, t))
. (4.33)
By the change of variable s = F(s0, t), by (4.32), (4.25) and (4.26), we find that
√
π
2
v(s0)= ζ(s0)
1∫
0
M(F(s0, t))
|ζ ′(F (s0, t))|
t dt√
1 − t2 , (4.34)
√
π
2
p(s0)= ζ(s0)
1∫
0
e−
F(s0,t)2
2
|ζ ′(F (s0, t))|
dt√
1 − t2 (4.35)
(note that the analyticity of v and p follows immediately from (4.34) and (4.35)). Let us fix
λ ∈ (0,1), and let ε(λ) > 0 be such that (4.27) holds true. Up to decrease the value of ε(λ), we
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(ε(λ)−1,∞). If s0 > ε(λ)−1, then, by F(s0, t) > s0, (4.13) and (4.27), we find that
M(F(s0, t))
|ζ ′(F (s0, t))| 
6F(s0, t)e−
F(s0,t)2
2
λ
 6s0e
− s
2
0
2
λ
,
e−
F(s0,t)2
2
|ζ ′(6F(s0, t))| 
F(s0, t)2e
− F(s0,t)22
λ

6s20e
− s
2
0
2
λ
,
so that, by (4.17),
√
π
2
v(s0)
6e−
s20
2
λ
1∫
0
t dt√
1 − t2 ,
√
π
2
p(s0)
6s0e−
s20
2
λ
1∫
0
dt√
1 − t2 .
We let s0 → +∞ in these inequalities to prove (4.21) and (4.23).
Step IV. Proof of (4.22).
Since M(−∞)= √2π , by (4.20) it will suffice to show that
lim sup
s0→−∞
p(s0) 2. (4.36)
To this end we notice that for every λ ∈ (0,1) we have
√
π
2
p(s0)
F(s0,λ)∫
s0
e− s
2
2√
1 − (ζ(s)/ζ(s0))2
ds + M(s0)√
1 − λ2 . (4.37)
Using again the change of variables s = F(s0, t), and taking into account that |ζ ′| = −ζ ′ is
decreasing, we find that
F(s0,λ)∫
s0
e− s
2
2√
1 − (ζ(s)/ζ(s0))2
ds = ζ(s0)
1∫
λ
e−
F(s0,t)2
2
|ζ ′(F (s0, t))|
√
1 − t2 dt
M(s0)
1∫
λ
dt
|ζ ′(F (s0, t))|
√
1 − t2 
M(s0)
|ζ ′(F (s0, λ))|
1∫
0
dt√
1 − t2 .
As M(−∞)= √2π , ζ ′(−∞)= +∞, and s0(λ)→ −∞ as s0 → −∞, we conclude that
lim
s0→−∞
F(s0,λ)∫
s0
e− s
2
2√
1 − (ζ(s)/ζ(s0))2
ds = 0, ∀λ ∈ (0,1).
Hence (4.36) follows by letting first s0 → −∞ and then λ→ 0+ in (4.37).
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Since x → (x2 − 1)−1/2 is decreasing on x > 1, we find that
∞∫
s0+1
ζ(s)M(s)√
ζ(s0)2 − ζ(s)2
ds  ζ(s0 + 1)√
ζ(s0)2 − ζ(s0 + 1)2
∞∫
s0+1
M(s)ds. (4.38)
If s0 is negative and large enough, then by (4.13) we have
∞∫
s0+1
M(s)ds 
(
1 + |s0|
)√
2π +
∞∫
1
M(s)ds 
(
1 + |s0|
)√
2π +
∞∫
1
e− s
2
2
s
ds  C|s0|,
for a suitable constant C independent of s0. Moreover, by (4.18),
ζ(s0 + 1)
ζ(s0)

√
2πe
(s0+1)2
2
√
π/2e
s20
2
 2es0+ 12  Ces0,
at least up to increase the value of C, and again for s0 negative and large enough. We combine
the last two estimates with (4.38) to conclude that
lim sup
s0→−∞
∞∫
s0+1
ζ(s)M(s)√
ζ(s0)2 − ζ(s)2
ds  C lim
s0→−∞
|s0|es0 = 0.
Hence, taking (4.25) into account, in order to prove (4.24) we are left to show that
lim
s0→−∞
s0+1∫
s0
ζ(s)M(s)√
ζ(s0)2 − ζ(s)2
ds = 0. (4.39)
From the very definition of ζ(s) we notice that, if 0 > s > s0, then
(
ζ(s0)
ζ(s)
)2
− 1 = es20−s2
(
M(s0)
M(s)
)2
− 1 es20−s2 − 1 s20 − s2  |s0|(s − s0).
Thus
s0+1∫
s0
ζ(s)M(s)√
ζ(s0)2 − ζ(s)2
ds 
√
2π
|s0|
s0+1∫
s0
ds√
s − s0 = 2
√
2π
|s0| ,
and (4.39) is proved.
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We finally have only to prove that p is strictly decreasing on the half-line [√3/2,∞). We first
need to notice the following improvement of (4.17),
ζ(s) <
1
s + (1/2s) , ∀s >
√
3
2
. (4.40)
Indeed, let us define f :R→R by setting
f (s)=M(s)− 2s
2s2 + 1e
− s22 , s ∈R.
A simple computation shows that
f ′(s)= e
− s22
(1 + 2s2)2
(
2s2 − 3), s ∈R.
Thus f ′ > 0 on (
√
3/2,∞). Since f (+∞) = 0, we conclude that f < 0 on (√3/2,∞), thus
proving (4.40). We now compute p′(s0) from (4.35), thus finding, also thanks to (4.33),
√
π
2
p′(s0)= ζ ′(s0)
1∫
0
e− F
2
2
|ζ ′(F )|
dt√
1 − t2 + ζ(s0)
1∫
0
d
dr
(
e− r
2
2
|ζ ′(r)|
)∣∣∣∣
r=F
∂F
∂s0
dt√
1 − t2
= ζ
′(s0)
ζ(s0)
√
π
2
p(s0)+ ζ(s0)ζ ′(s0)
1∫
0
d
dr
(
e− r
2
2
|ζ ′(r)|
)∣∣∣∣
r=F
1
ζ ′(F )
t dt√
1 − t2 .
Since ζ is strictly decreasing, the first term in the above sum is strictly negative for every s0 ∈R.
Taking into account that F = F(s0, t) > s0 for every s0 ∈ R and t ∈ (0,1), we are going to
conclude that p is strictly decreasing on [√3/2,∞) by showing that
d
dr
(
e− r
2
2
|ζ ′(r)|
)
 0, ∀r >
√
3
2
. (4.41)
Indeed, since ζ ′(r)= −1 + rζ(r) and ζ ′′(r)= (1 + r2)ζ(r)− r , we find that
d
dr
(
e− r
2
2
|ζ ′(r)|
)
= e
− r22
ζ ′(r)2
(
rζ ′(r)+ ζ ′′(r))= e− r
2
2
ζ ′(r)2
((
1 + 2r2)ζ(r)− 2r).
We thus deduce (4.41) from (4.40), and conclude the proof of the lemma. 
We can now conclude with the proof of Theorem 1.6.
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Proof of Theorem 1.6. Step I. Characterization of isoperimetric sets and some properties of Λ.
The isoperimetric function Λ defined in (1.4) is increasing and continuous, with
lim
m→0+
Λ(m)= 0, (4.42)
and with 0Λ(m) 2 for every m> 0 (indeed, there are cylinders of any given mixed-volume,
and they all have mixed-perimeter equal to 2).
We now claim that, if for some s0 ∈ R the set E(s0) is an isoperimetric set, then there exists
δ ∈ (0, v(s0)) such that Λ is strictly increasing on (v(s0)− δ, v(s0)). Indeed in this case we may
define a comparison set
Eε =
{
(x, y) ∈Rh ×R: |y|< max{τs0(x1)− ε,0}}, ε > 0,
which is obtained first by “cutting” a tiny horizontal slice from E(s0), and then by gluing together
the two remaining pieces, see Fig. 5. It is immediate to observe that
Vmix(Eε) < v(s0), Pmix(Eε) < p(s0),
with
lim
ε→0+
Vmix(Eε)= v(s0) and lim
ε→0+
Pmix(Eε)= p(s0).
Therefore there exists δ ∈ (0, v(s0)) such that Λ(m) < p(s0)=Λ(v(s0)) for every m ∈ (v(s0)−
δ, v(s0)), i.e. Λ is strictly increasing on (v(s0)− δ, v(s0)).
We now argue as follows. Let E be an isoperimetric set with Vmix(E) = m. By Theorem 1.1
and by Lemma 4.4, up to a vertical translation and a horizontal rotation we may assume that
E = {(x, y) ∈Rh ×R: |y|< τ(x1)}, (4.43)
where either τ is constant (and hence E is a cylinder) or τ = τs0 for some s0 ∈ R. In the former
case Λ(m)= 2, and this is excluded by (4.42) whenever m is small enough. Hence
m0 = sup{m> 0: isoperimetric sets of mixed-volume m are not cylinders} ∈ (0,∞].
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∞. By construction, Λ(m) < 2 for every m<m0, and statement (iii) is proved. In particular, by
our claim, Λ is strictly increasing on (0,m0). By continuity, Λ(m0) = 2. Since Λ is increasing
and 0Λ 2, we conclude that
[m0,∞)=
{
m> 0: Λ(m)= 2}. (4.44)
By (4.44), and again by our claim, we see that if m > m0 then the only isoperimetric sets are
cylinders, and thus prove statement (i). In order to prove statement (ii) we are left to show the
existence of s0 ∈R such that E(s0) is an isoperimetric set with v(s0)=m0. Indeed, let {mh}h∈N
be a sequence with mh → m−0 . By the above arguments, there exists a sequence {sh}h∈N such
that mh = v(sh) and p(sh) = Λ(mh) → Λ(m0) = 2. Since p(sh) → 2, by (4.21), sh is bounded
from above. Since v(sh)→m0 > 0, by (4.24), sh is bounded from below. Hence, up to extract a
not-relabeled subsequence, we may assume that sh → s0 for some s0 ∈R. By continuity of Λ,
Λ(m0)= lim
h→∞Λ(mh)= limh→∞p(sh)= p(s0),
and thus E(s0) is an isoperimetric set with mass m0.
Step II. A strict concavity property of Λ.
We start showing that if I is an open interval such that Λ(v(s)) = p(s) for s ∈ I , and p is
strictly decreasing on I , then v is strictly decreasing on I , and Λ is analytic, strictly increasing
and strictly concave on J = {v(s): s ∈ I }, with
Λ′
(
v(s)
)= 1
ζ(s)
, ∀s ∈ I. (4.45)
Indeed, if (s1, s2)⊂ I , then Λ(v(s1))= p(s1) > p(s2)=Λ(v(s2)). Since Λ is increasing, it must
be v(s1) > v(s2), i.e. v is strictly decreasing on I and, in particular, by the Lagrange inversion
theorem, Λ = p ◦ v−1 is analytic on J . Let s ∈ I and let us define a one-parameter family of
diffeomorphisms by setting
Φt(x)= x + tϕ(x)N(x), x ∈Rn,
where N is a smooth extension of νE(s) to an open neighborhood A of ∂E(s), and where ϕ ∈
C∞(Rn; [0,1]) with ϕ = 1 on ∂E(s) and with sptϕ ⊂ A. By a standard argument and by (4.12)
we see that
Vmix
(
Φt
(
E(s)
))= v(s)+ tp(s)+ o(t),
Pmix
(
Φt
(
E(s)
))= p(s)+ t p(s)
ζ(s)
+ o(t). (4.46)
If we now set
f (t)=Λ(Vmix(Φt(E(s)))), g(t)= Pmix(Φt(E(s))),
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smooth in a neighborhood of t = 0, we conclude that f ′(0)= g′(0), where, by (4.46),
f ′(0)=Λ′(v(s))p(s), g′(0)= p(s)
ζ(s)
.
This proves (4.45), from which we deduce
Λ′′
(
v(s)
)
v′(s)= − ζ
′(s)
ζ(s)2
> 0, ∀s ∈ I,
so that, in particular, Λ′′ < 0 on J .
Step III. Conclusion.
By Lemma 4.6, we know that p is strictly decreasing on the half-line (
√
3/2,∞), and that
p(s)
√
2/πM(s) for every s ∈R. Hence there exists ε∗ ∈ (0,2) such that,
I = {s ∈R: p(s) < ε∗}
is a half-line, contained in (
√
3/2,∞). Since Λ is increasing and continuous, with Λ(m) = 2 if
and only if mm0, and with Λ(0+)= 0, we see that
{
m> 0: Λ(m) < ε∗
}= (0,m1),
for some m1 m0. We infer from Lemma 4.4 that for every m ∈ (0,m1) there exists s ∈ I such
that v(s)=m and Λ(m)= p(s). By Step II, Λ is strictly concave on (0,m1). 
4.3. Stability of cylinders
As said, a necessary condition for E to be an isoperimetric set is that it satisfies the stability
condition (4.2). When E is an open set with C2-boundary, a standard argument (see for exam-
ple [14, Lemma 3.8]) shows that E is stable if and only if the following Poincaré-type inequality
holds true on the boundary of ∂E, namely
∫
∂E
|∇∂Eu|2ev dHn−1 
∫
∂E
(
A2E + ∇2v(νE, νE)
)
u2ev dHn−1,
for every test function u ∈ C∞c (Rn) such that
∫
∂E
uevdHn−1 = 0. Here ∇∂Eu denotes the tan-
gential gradient of u with respect to ∂E, and A2E denotes the sum of the squares of the principal
curvatures κi of ∂E, i.e. A2E =
∑n−1
i=1 κ2i . If we denote by pνE the horizontal projection of νE
(i.e. p(x, y)= x ∈Rh for every (x, y) ∈Rn), then in the mixed Euclidean–Gaussian case we see
that this condition takes the form∫
∂E
|∇∂Eu|2e− |x|
2
2 dHn−1 
∫
∂E
(
A2E + (pνE)2
)
u2e−
|x|2
2 dHn−1, (4.47)
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∫
∂E
ue−
|x|2
2 dHn−1 = 0. (4.48)
Starting from (4.47) we can prove Theorem 1.8.
Proof of Theorem 1.8. If ϕ ∈ C∞c (R) satisfies
∫
R
e−
s2
2 ϕ(s) ds = 0, (4.49)
and if we define u ∈ C∞c (Kr) by setting u(z)= ϕ(x1), z ∈Rn, then we find
∫
∂Kr
ue−
|x|2
2 dHn−1 = (2π)(h−1)/2ωk−1rk−1
∫
R
ϕ(s)e−
s2
2 ds = 0,
i.e. u satisfies (4.48) with E =Kr . By taking into account that A2Kr = (k − 1)r−2, that pνKr = 0
on ∂Kr , and that
∣∣∇∂Kr u(z)∣∣2 = ϕ′(x1)2, ∀z ∈ ∂Kr,
we conclude that the cylinder Kr is stable if and only if
∫
R
e−
s2
2 ϕ′(s)2 ds  k − 1
r2
∫
R
e−
s2
2 ϕ(s)2 ds, (4.50)
whenever ϕ satisfies (4.49). It is known that
inf
{ ∫
R
e− s
2
2 ϕ′(s)2 ds∫
R
e−
|s|2
2 ϕ(s)2 ds
: ϕ = 0,
∫
R
e−
s2
2 ϕ(s) ds = 0
}
= 1.
Therefore we deduce from (4.50) that Kr is stable if and only if (k − 1) r2, as required. 
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