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Abstract
In this work, we present methods for full-range interferometric synthetic aperture microscopy (ISAM)
under dispersion encoding. With this, one can effectively double the depth range of optical coherence
tomography (OCT), whilst dramatically enhancing the spatial resolution away from the focal plane. To
this end, we propose two algorithms: a two-step greedy approach building upon the dispersion encoded
full-range (DEFR) method; and a model-based iterative reconstruction (MBIR), where ISAM is directly
considered in an optimization approach, and we make the discovery that sparsity promoting regularisation
effectively recovers the full-range signal. While the greedy approach achieves rapid real-time processing,
exceeding 2 kHz A-scan throughput, MBIR achieves a qualitative enhancement of structural clarity and
noise suppression. Within this work, we adopt an optimal nonuniform discrete fast Fourier transform
(NUFFT) implementation of ISAM, which is both fast and numerically stable throughout iterations. We
validate our methods in 2D and 3D with several complex samples, scanned with a commercial SD-OCT
system with no hardware modification.
1 Introduction
Optical coherence tomography (OCT) offers high resolution non-invasive imaging of tissues and other semi-
transparent materials Huang et al. (1991); Fujimoto et al. (2000); Tomlins and Wang (2005); Liu et al. (2017).
Through the reflection interference between a reference and sample arm, the structure of scatterers along
depth are encoded. In spectral-domain OCT (SD-OCT) Wojtkowski et al. (2004), this interferometry signal
is diffracted onto a detector array, from which the one-dimensional structure (A-scan) can be reconstructed
through an inverse fast discrete Fourier transform (IFFT). The three-dimensional structure of the specimen
can then be formed by raster scanning the sample and combining the resulting profiles.
One deficit of this simplistic scheme is that A-scans are not independent, due to the widening of the
beam away from the focal point from the lens in the sample arm. With this, objects appear blurred in
the out-of-focus region of the image, leading to a non-uniform resolution with depth. With interferometric
synthetic aperture microscopy (ISAM), Ralston et al. Ralston et al. (2006b,c, 2007) showed that this effect
may be actively compensated for by resampling the spatial frequency components and filtering, which enables
a uniform resolution throughout the image.
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Another potential deficit of SD-OCT is due to the measurements at the spectrometer being real intensities.
Therefore, its Fourier transform will be conjugate symmetric, effectively halving the available depth range.
In practice, one often ensures the absence of objects in the negative optical delay region, and then ignore
the superfluous mirror image after applying an IFFT. There are several hardware approaches to utilise the
entire range, such as placing a phase modulator in the sample arm Go¨tzinger et al. (2005); Kim et al. (2010),
offsetting the scanning mirror pivot An and Wang (2007), or measuring the quadrature component of the
interferometry signal Mao et al. (2008).
It is also possible to differentiate the conjugate terms, by introducing a dispersion discrepancy between
sample and reference arms. This is well approximated as a non-linear phase term, in opposite direction for the
mirrored complement. Therefore, after compensating for dispersion in one direction, the mirror component
becomes ‘doubly dispersed’ leading to a blurring and distinction from the desired sharpened signal. In
dispersion encoded full-range (DEFR) OCT Hofer et al. (2009), one takes a greedy optimisation approach
to resolving the object, by iteratively removing the blurred mirror associated with the highest magnitude
component. There have been several extensions to this, including removing several components on each
iteration Witte et al. (2009); Hofer et al. (2010), and removing autocorrelation artefacts also Ko¨ttig et al.
(2012). It was recently shown that DEFR may indeed allow faithful reconstruction even under subsampling
regimes Yi and Sun (2018).
In order to perform full-range imaging from real spectral measurements, one must accept an inherent
sampling deficit from inferring as many complex parameters as real samples. As commonly employed in the
field of compressed sensing Candes et al. (2006); Donoho (2006), one can introduce a sparsity constraint that
allows the faithful reconstruction of sparse signals from few measurements. It has been demonstrated that
images from OCT are typically sparse in some domain Hofer et al. (2009); Liu and Kang (2010); Mohan
et al. (2010); Mason et al. (2019).
In this work we introduce two methods for realising ISAM in the full-range by exploiting dispersion
encoding. The first, ‘greedy reconstruction’, is a two step procedure, following the iterative removal of
reflection components through DEFR with a full-range ISAM resampling and reconstruction. The second,
‘model-based iterative reconstruction’ (MBIR), is a fully integrated technique, whereby the ISAM model is
brought into an optimisation procedure. We make the discovery that using sparsity promoting regularisation
in this setting effectively suppresses all the conjugate components in our tested cases, whilst also producing an
image with low noise. Interestingly, there are strong parallels between these approaches and radio frequency
interference suppression in synthetic aperture radar (SAR) Kelly and Davies (2013).
It was recently shown in Mason et al. (2019) that MBIR is effective for exploiting ISAM in a half-range
setting under sub-sampling. By extending this idea to full-range, one obtains a simplified model, with a
more compelling application.
We validate our algorithms on real data from a commercial SD-OCT system, without any hardware modi-
fications and with: a TiO2 beaded gel, a section of cucumber tissue, and Scotch tape. We demonstrate the
ability to simultaneously double the depth range of the system, whilst dramatically enhancing the resolution
away from the focal plane. We also show the added ability to suppress noise with MBIR. Furthermore, we
demonstrate the methods running in real-time, by utilising GPU computation, which validates its practic-
ality as well as its substantial performance gains. Finally, we provide a proof of concept for our approach
applied to fully 3D volumetric data.
2 System Model
In this section, we describe the dispersion encoded full-range ISAM model exploited by our proposed al-
gorithms. Here, we wish to reconstruct the complex susceptibility, η ∈ CNzNr , from the real spectrometer
measurements, s ∈ RNzNr , where Nz and Nr are the number of axial and lateral measurements respectively
(Nz is also the resolution of the spectrometer). Since we wish to infer NzNr complex numbers with 2NzNr
unknowns from only NzNr measurements, this represents a clear sampling deficit, which we attempt to
overcome by exploiting sparsity.
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The ISAM model tells us that the 3D Fourier transform of the object, given as
H(q,β) = F3D(η(r, z)), (1)
where q and β are transverse and axial spatial frequencies respectively, is related to the transverse Fourier
transform of the complex interferometry signal
S(q,k) = F↔(sc), (2)
where we use the notation F↔(·) for the Fourier transform in the transverse spatial dimensions, and k is the
wavenumber.
The ISAM relationship can then be expressed as Ralston et al. (2008)
S(q,k) = B(q,k)H (q,β) |
β=−
√
4k2−q2 , (3)
where B(q, k) is a filter and a frequency warping effect is seen through the relation β = −
√
4k2 − q2. This
resampling is known as the Stolt mapping, and is used in the fields of seismology and SAR Stolt (1978);
Davis et al. (2008).
Since the resampling through interpolation, filtering and Fourier transform are all linear operations, we
can express this by Hofer et al. (2009)
sc = Kη, (4)
where K is a matrix representing the mapping from susceptibility image to the complex spectroscopic signal.
In practice, we only measure the real part of this signal Tomlins and Wang (2005), which we can express
as
s = <(Kη), (5)
where <(·) selects the real part. This is equivalent to
s =
1
2
[sc + s¯
∗
c ] , (6)
where s¯∗c is the complex spectrum from the conjugate component we wish to suppress.
When a dispersion discrepancy between sample and reference arms exists, this may be accurately modelled
through a non-linear phase term given as
ejφ = exp
j Np∑
i=1
ai(k − k0)i
 , (7)
where k0 is the central frequency component, ai are the polynomial coefficients, and Np is the order. In
practice, Np = 3 is usually sufficient to capture significant dispersion effects and a may be found through
an autofocus algorithm Wojtkowski et al. (2004). With this, Eq. (6) becomes
sd =
1
2
[
sc  ejφ + s¯∗c  e−jφ
]
, (8)
where sd represents the real measurements as in Eq. 6 with the inclusion of dispersion, and the phase shift
has opposite effect on each of the conjugate components Hofer et al. (2009).
In standard half-range imaging, dispersion compensated reconstruction can be performed by
F−1l (sd  e−jφ) =
1
2
[
F−1l (sc) + F−1l (s¯∗c  e−2jφ)
]
, (9)
where we use he notation F−1l for an IFFT in the axial dimension. If the object of interest only occupies the
positive delay area, then F−1l (s¯∗c  e−2jφ) will not overlap with the desired signal, and can be easily ignored.
When there is an overlap, then DEFR Hofer et al. (2009) works by iteratively removing the unwanted blurred
artefacts. If sc can be isolated, then one can reconstruct the susceptibility through solving the linear equation
in Eq. (4) giving full-range ISAM; we present two such approaches to this in the following sections.
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2.1 Efficient and Robust ISAM through Non-uniform FFT
A key element of our framework is the ISAM model. In this section we describe how it may be realised
through the non-uniform FFT (NUFFT) algorithm Fessler and Sutton (2003), allowing an efficient and
robust implementation, which is critical for a stable MBIR.
We rewrite the ISAM operator as
K· ≡ NrF−1↔ (diag(b)N (·)), (10)
with the matrix K as in Eq. (4), N (·) is the NUFFT operator and b is vector representation of the filter
B(q,k) in Eq. (3). We will henceforth treat the unfiltered solution in this work, whereby we exclude b,
which has been shown to have minimal qualitative effect Ralston et al. (2006b, 2008).
The NUFFT operator can be expressed as
N (·) ≡ VWS·, (11)
where S = diag(s) are scaling factors to pre-compensate for the interpolation sampling, W is an oversampled
DFT matrix, and V is the sparse interpolation matrix with J non-zero weights per dimension in x. In Fessler
and Sutton (2003), they propose optimized interpolation kernels to minimize the worst case error, with scaling
factors s fit to Kaiser-Bessel functions. One then selects the oversampling factor and interpolation size J
in a trade-off between speed, memory and accuracy. For our implementation of ISAM, we select J = 6 and
an oversampling factor of 2. V may be precomputed and stored in either in RAM or GPU memory, or
calculated on the fly, which will have a lower memory but higher computational requirement.
For the mapping from spectrometer space to image space, we use the transpose ISAM operator
N ′(·) = SHWHV H · . (12)
For a standard ISAM as in Ralston et al. (2008), one may perform this through back-projection as
KHs = N ′(F↔(s)). (13)
3 Method I: Greedy Reconstruction
In the first simple approach to full-range ISAM, we adopt a two-step regime: firstly removing the double
dispersed conjugate components as in Eq. (9); and secondly finding the susceptibility through applying the
adjoint ISAM operator KH .
For the first step, we adopt the DEFR method from Hofer et al. (2009). This is a greedy optimisation
method that finds a solution to
zˆ = argmin
z
‖2<{Fl(z) ejφ} − sd‖22, (14)
The iterative method works like Matching Pursuit (MP) Mallat and Zhang (1993); Duarte et al. (2006), by
updating z one component at a time, giving a solution that is sparse.
From here, one can then estimate the susceptibility by applying the ISAM back-projection operator as
in Eq. (13)
η = KH(Fl(zˆ)). (15)
The two-step greedy method is given in Algorithm 1.
We have included the term rNiter in the ISAM reconstruction step Hofer et al. (2009), as is also done in
SAR Kelly et al. (2012). This is the resulting residual signal after removing Niter conjugate components.
Although this may contain artefacts, especially if the iterations are stopped early, it also allows the pre-
servation of low amplitude speckle signal, whose dispersed complements are at the noise level, and lead to
minimal corruption.
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Algorithm 1 Greedy full-range ISAM
Initialization: Residual vector r1 = sd, primary signal z
0 = 0, and number of iterations Niter.
for k = 1, 2, . . . , Niter do
xk ← F−1l (rk  e−jφ)
for l = 1, 2, . . . , Nr do
vkj,l ← maxj |xkj,l| {find largest value in given A-scan}
end for
zk ← zk−1 + vk
rk+1 ← rk − 2<(Fl(v) ejφ) {remove both parts of signal from residual}
if ‖rk+1‖ < tol then
break{terminate if residual less than tolerance}
end if
end for
η ←KH(Fl(zk) + rk+1) {ISAM step}
return η
It may appear compelling to instead firstly apply ISAM, since the effect of refocussing will likely sharpen
the image and require less iterations of dispersion removal. However, this will destroy the coupling between
the mirror conjugate components, since these are effects from the real detector and after the complex op-
tical interaction of ISAM. Through empirical testing, we have confirmed this alternative approach does not
produce desirable results.
3.1 Termination Strategies
The DEFR step in Algorithm 1 will terminate after Niter iterations, or when the residual is lower than some
tolerance tol. An option may be to set tol to the noise floor estimated within an empty region of the image
F−1l (sde−jφ). Since DEFR is not guaranteed to converge in any sense, we instead opt to empirically select
a fixed iteration limit Niter = 100, which provided satisfactory results in our tested cases.
4 Method II: Model-Based Iterative Reconstruction
As we will now show, it is possible to take a more direct approach to full-range ISAM reconstruction, which
not only contains a single computational process, but may provide a more desirable image.
To this end, we adopt a MBIR approach through minimising the following objective function.
η˜ = argmin
η
1
2
‖2<(Kˆη)− sd‖22 + λ‖η‖1, (16)
where ‖z‖1 =
∑
i |zi| is the `1 norm, which is a convex function that promotes sparsity, and we adopt the
compact notation
Kˆ ≡ diag(ejφ)K. (17)
In this approach, we are seeking an η with associated complex spectrum sc, whose real part matches
our measurements. This is an ill-posed problem — we are seeking N ≡ NzNr complex numbers with 2N
components from only N real measurements. By including the sparsity promoting `1 regularisation, we hope
to find our desired sharp image with its unseen imaginary spectrum inferred through the constraint. Apart
from this, the other difference with the objective function in Eq. (16) is the forward model including the
NUFFT to perform ISAM. Therefore, this approach is able to exploit the multidimensional sparsity in the
focussed image, rather than operating on A-scans independently as in DEFR.
Problems with the form of Eq. (16) have been extremely well studied in the field of compressed sensing
Candes et al. (2006); Donoho (2006), in which many algorithms for its solution have been developed. In
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this work, we opt for the fast iterative thresholding shrinkage algorithm (FISTA) Beck and Teboulle (2009),
which is an accelerated gradient descent method with soft-thresholding to minimise the `1 function. FISTA
applied to the objective function in Eq. (16) is given in Algorithm 2.
Algorithm 2 MBIR full-range ISAM
Initialization: Step-size δ, regularisation constant λ, and starting point η1 = z0 = 0.
for k = 1, 2, . . . , Niter do
zk ← Tδλ
(
ηk − δKˆH
(
2<(Kˆηk)− sd
))
{gradient descent and thresholding step}
if ‖rkr‖ < tol from Eq. (18) then
break
end if
tk+1 ← 1+
√
1+4(tk)2
2
ηk+1 ← zk +
(
tk−1
tk+1
)
(zk − zk−1) {update with momemtum for convergence acceleration}
end for
return ηNiter
4.1 Choice of Parameters
There are a few parameters in Algorithm 2 that must be appropriately set for the method to work: the
gradient step-size δ, the regularisation constant λ, and the number of iterations Niter.
Firstly, for the method is guaranteed to converge for δ < 1/σ2max Combettes and Pesquet (2011), where
σmax is the maximum singular value of Kˆ. In practice, this can be estimated through the power method,
and once found, the same step-size can be used for any sample scanned under the same protocol. This is
a conservative worst case bound, and we have observed empirical convergence up to factor δ = 1.2/σ2max in
some cases, but we opt for δ = 0.99/σ2max for safety and with minimal effect on convergence.
The number of iterations Niter must be appropriately set to ensure the method has sufficiently converged,
whilst avoiding unnecessary computation. One option is to introduce a stopping rule. In this work, we adopt
the relative residual stopping condition from Goldstein et al. (2014) defined through the value
rkr =
‖zk−ηkδ ‖
max
{
‖gk‖, ‖zk−ηk+gkδ ‖
}
+ 
, (18)
where gk = Kˆ
H
(
<(Kˆηk)− s
)
, and  is a small constant to ensure a non-zero denominator. With this,
one terminates the iterations once ‖rkr‖ < tol, where tol is the desired tolerance for convergence (we use
1× 10−3 in our testing). One can then set Niter based upon the maximum allowable computational time of
the system.
The regularisation parameter λ is typically difficult to set in a robust manner. At its extremes, λ = 0 will
lead to no suppression of dispersion artefacts, and λ =∞ will produce an empty image. Finding a value that
suppresses the unwanted artefacts, whilst preserving the signal of interest will depend on the intensity of the
measurements, the sparsity of scattering structures, and also the amount of dispersion mismatch between
the arms.
In this work, we set λ based on Stein’s unbiased risk estimator (SURE) Stein (1981) given as
SURE(η˜(λ)) = −Nσ2 + ‖η0 − η˜‖22 + 2σ2‖η˜‖1, (19)
where η0 is an unregularised noisy estimate, σ is the estimated noise level in η0, and η˜ is the parameterised
reconstruction as in Eq. (16). We then use the selection scheme
λ˜ = argmin
λ
SURE(η˜(λ)), (20)
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which we solve through a golden line search strategy. Although this strategy is only strictly applicable
for additive white Gaussian noise, and not the structured mirror artefacts in our setting, we find it offers
satisfactory empirical results.
5 Experiment
5.1 Materials and Measurements
All measurements were acquired using a Wasatch Photonics 800nm SD-OCT system, with a 2048 spectro-
meter elements. We recorded 1024 A-scans over a 2 mm lateral distance using its standard protocol, and
extracted the raw spectrometer data for processing. In each case the focal point was adjusted, by eye, to lie
within the sample, and at the zero delay position.
Preprocessing from the raw data consisted of background subtraction, obtained by averaging across A-
scans, and non-linear calibration from detector element to wavenumber, according to parameters from the
manufacturer.
The samples used were as follows:
1. Beaded gel: TiO2 micro-beads suspended in 2% agarose gel, at a concentration of 1 mg/ml. The
powdered TiO2 (<5 µm, Sigma-Aldrich) was dispersed throughout the gel before curing, through
combination of stirring, pipette agitation and sonication.
2. Cucumber: a slice of cucumber flesh sectioned and blotted to remove excess moisture.
3. Tape: a roll of Scotch GiftWrap tape.
The reconstruction was performed retrospectively on a commodity PC with an Intel i7-8700 CPU, 16
GB of RAM, and an NVIDIA Titan Xp GPU. All software was written in and run with Matlab.
5.2 Experimental Analysis
Reconstructions are shown in Figures 1,2,3. We have shown images from standard reconstruction after
dispersion compensation and IFFT, where both the blurred conjugate components and lateral blurring
are heavy in each case. Additionally, we have shown images from standard DEFR Hofer et al. (2009),
demonstrating its ability to mitigate conjugate artefacts.
Several observations can be made from our full-range ISAM approaches in igures 1,2,3. Firstly, the
lateral out–of–focus blurring is significantly improved over DEFR, especially in the beaded gel and Scotch
tape, whilst maintaining the same level of conjugate suppression. This is validation that both approaches
work as intended in these cases. It appears, qualitatively from the presented images, that MBIR offers the
clearest reconstruction, particularly in the cucumber case, where the fine cellular structures are well defined.
Furthermore, MBIR produces images with a visibly reduced level of noise, whilst preserving the specimen
and speckle structures.
In each case of MBIR, we selected λ to minimise the SURE in Eq. (19), which produced visually
satisfactory results. Curves showing the SURE metric against λ are shown in Figure 4.
5.3 Computational Analysis
Firstly, we consider the computational and memory order of our proposed approaches. For the greedy
approach one finds a computational complexity of
O(NiterN logN)︸ ︷︷ ︸
DEFR step
+ O(JN)︸ ︷︷ ︸
Fourier resampling
+ O(K logN)︸ ︷︷ ︸
oversampled IFFT
, (21)
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(a) beaded gel direct (b) beaded gel DEFR
(c) beaded gel greedy (d) beaded gel MBIR
Figure 1: Reconstructions of beaded gel sample illustrating the artefact suppression of DEFR and de-blurring
in our proposed approaches. (a) is direct reconstruction after unidirectional dispersion compensation; (b) is
the result after applying 100 iterations of DEFR; (c) is our proposed greedy approach in Algorithm 1; and
(d) is our proposed MBIR approach in Algorithm 2.
where K/N is the oversampling ratio. For most reasonable choices of NUFFT and Niter, it is in practice
dominated by the first term. The complexity of the MBIR is determined by the NUFFT mapping given by
O(NiterJN)︸ ︷︷ ︸
Fourier resampling
+O(NiterK logN)︸ ︷︷ ︸
oversampled IFFT
. (22)
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(a) Scotch tape direct (b) Scotch tape DEFR
(c) Scotch tape greedy (d) Scotch tape MBIR
Figure 2: Reconstructions of Scotch tape sample illustrating the artefact suppression of DEFR and de-
blurring in our proposed approaches. (a) is direct reconstruction after unidirectional dispersion compens-
ation; (b) is the result after applying 100 iterations of DEFR; (c) is our proposed greedy approach in
Algorithm 1; and (d) is our proposed MBIR approach in Algorithm 2.
Since we are pre-computing the resampling interpolation matrices, this requires O(JN) storage either in
RAM or GPU memory Fessler and Sutton (2003) for both approaches.
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(a) cucumber direct (b) cucumber DEFR
(c) cucumber greedy (d) cucumber MBIR
Figure 3: Reconstructions of cucumber sample illustrating the artefact suppression of DEFR and de-blurring
in our proposed approaches. (a) is direct reconstruction after unidirectional dispersion compensation; (b) is
the result after applying 100 iterations of DEFR; (c) is our proposed greedy approach in Algorithm 1; and
(d) is our proposed MBIR approach in Algorithm 2.
For more practical computational analysis, we have calculated the running time for both methods from
our Matlab implementation. This has been done on the computation of the beaded gel reconstructions
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1 2 3 4 5 6 7 8 9 10
regularisation parameter, 10 5
0
0.2
0.4
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1
SU
RE
beaded gel
cucumber
Scotch tape
Figure 4: SURE as in Eq. (19) with respect to regularisation parameter λ; the values in each case have been
normalised to aid visualisation on the same axis.
DEFR per iteration ISAM step overhead total (100 iterations)
time (ms) 3.0 28 152 470
frame rate (Hz) - 36 - 2.1
A-scans per second - 37000 - 2200
Table 1: Timing results for greedy method with 100 DEFR steps.
illustrated in Figure 1. We have reported the most significant computational steps, along with the overhead
required for loading data, preprocessing and other operations.
For the running time of the greedy method shown in Table 1, the bottleneck of the iterative DEFR can
be seen. Nevertheless, we achieve total throughput of 2.1 Hz, which is sufficient for interactive imaging.
This is comparable to the alternative DEFR implementation by Ko¨ttig et al. (2012), although we are using
considerably more powerful hardware. By adopting their version, without having to iteratively apply high
dimensional FFTs, we speculate an additional order of magnitude acceleration of the throughput time. The
ISAM NUFFT alone is very fast, and as far as we are aware, represents the fastest reported implementation
in the literature.
The MBIR running time, as shown in Table 2, is considerably slower than the greedy method, which
highlights the additional cost from Fourier resampling and using an oversampled FFTs at each iteration.
With this, the throughput is almost an order of magnitude slower than greedy. However, due to the added
quality from MBIR with its observed ability to reduce noise and enhance structure, we suggest this is a
justified trade off. It may be possible to also reduce the computational load of MBIR by combining the
re/back-projection operations, as has been successfully employed in magnetic resonance imaging Fessler
et al. (2005), and is an area of future research. In practice, one could use a greedy approach for interactive
imaging, then reprocess the acquired data with MBIR offline.
Another numerical validation is that the optimisation in performing MBIR is stable. To this end, we
have run the method for 1000 iterations and plotted in Figure 5: the objective function difference from Eq.
MBIR per iteration overhead total (61 iterations)
time (ms) 49 63 3000
frame rate (Hz) - - 0.33
A-scans per second - - 340
Table 2: Timing results for MBIR with 61 iterations.
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(16) against its final value; and the relative residual we used as a termination condition in Eq. (18).
10 0 10 1 10 2 10 3
iteration number
10 -10
10 -5
10 0
10 5
10 10
o
bje
cti
ve
 fu
nc
tio
n g
ap
(a) Scatter free
10 0 10 1 10 2 10 3
iteration number
10 -8
10 -6
10 -4
10 -2
10 0
re
la
tiv
e 
re
si
du
al
(b) No correction
Figure 5: Numerical convergence plots of MBIR on a log-log scale for the beaded gel sample. The point of
termination used for the results in Figure 1 and Table 2 is indicated by the red ‘*’.
From empirical testing, we found that once the relative residual, as plotted in Figure 5, gets below
1× 10−3, there is no subjective change in the images produced — as indicated by the red ‘*’. Although, the
objective function appears not to be monotonically decreasing after many iterations from Figure 5, we have
not observed any divergent behaviour in any cases.
5.4 3D reconstruction validation
In this section, we valid the ability of our approach on fully 3D data. Specifically, we demonstrate a
preliminary implementation of the greedy method directly applied to a volumetric dataset. Although the
method can in principle be readily extended to the additional lateral dimension, there are a couple of
potential practical issues. Firstly, the instability of phase over the duration of a volumetric scan has been
shown to have a critical impact on the performance of ISAM Ralston et al. (2006a). Secondly, one requires
vast amounts of memory to store and process the large datasets.
The sample we use consisted of TiO2 micro-beads embedded in a PDMS gel, from which we recorded a
data cube of resolution 2048 × 256 × 256 with a square lateral scan area of 0.5 mm2. Even at the reduced
resolution, the PC and its GPU used in Section 5.2 had insufficient memory to perform DEFR or store the
NUFFT resampling operator. We therefore ran the code on a high performance CPU cluster node with 64
GB RAM. Work to reduce the memory requirements for 3D volumes for GPU compatibility is ongoing. The
computational run time was ∼3 minutes, and the time for transferring data between the cluster was of the
same order.
Results showing en face images from 3D full-range ISAM are shown in Figure 6 and rendered volumes
in Figure 7. This demonstrates the effectiveness of the approach in two regards: removing the unwanted
artefacts from dispersed mirror images; and dramatically refocussing the point scatterers. Although the
results offer visually satisfactory results, we have not implemented any phase stabilisation along the slow
scan direction, which has been shown to further enhance ISAM Ralston et al. (2006a).
6 Conclusions
We have developed the possibility to perform full-range ISAM through dispersion encoding, and presented
two algorithms for its implementation. While our two-step greedy approach offers real-time speeds, MBIR
produces images of enhanced structural clarity and lower noise. Within this, we have adopted an efficient
NUFFT implementation of ISAM, which is numerically stable through many iterations. Ongoing and fu-
ture work includes developing a theoretically convergent greedy DEFR, reducing the memory bottleneck
12
(a) direct (b) DEFR (c) ISAM (d) proposed
Figure 6: En face images from 3D reconstruction of beaded gel: (a) is direct reconstruction through IFFT;
(b) is result of DEFR; (c) is ISAM applied to the raw data without DEFR; and (d) is the proposed greedy
approach to full-range ISAM.
(a) direct (b) DEFR (c) proposed
Figure 7: Rendered 3D volumes from beaded gel data generated using the Volume Viewer plug-in in imageJ.
The large blurred cloud at the bottom of the direct reconstruction corresponds to the mirror artefact from
the top surface of the sample (not displayed), which is effectively removed through DEFR.
large 3D volumetric data to move towards real-time implementation, and to explore compelling biomedical
applications.
Funding
This work was supported by the UK Engineering and Physical Sciences Research Council (EPSRC) MechAS-
can project: EP/P031250/1. MD is supported by the European Research Council (ERC) C-SENSE project:
ERC-ADG-2015-694888 and a Royal Society Wolfson Research Merit Award.
13
Acknowledgments
The authors sincerely thank Graham Anderson from the University of Edinburgh, for assistance creating the
beaded gel phantom. We acknowledge NVIDIA Corporation for kindly donating the Titan Xp GPU. This
work has made use of the resources provided by the Edinburgh Compute and Data Facility (ECDF).
Disclosures
The authors declare that there are no conflicts of interest related to this article.
References
An, L. and Wang, R. K. (2007). Use of a scanner to modulate spatial interferograms for in vivo full-range
Fourier-domain optical coherence tomography. Optics Letters, 32(23):3423–3425.
Beck, A. and Teboulle, M. (2009). A Fast Iterative Shrinkage-Thresholding Algorithm for Linear Inverse
Problems. SIAM Journal on Imaging Sciences, 2(1):183–202.
Candes, E., Romberg, J., and Tao, T. (2006). Robust uncertainty principles: exact signal reconstruction
from highly incomplete frequency information. IEEE Transactions on Information Theory, 52(2):489–509.
Combettes, P. L. and Pesquet, J.-C. (2011). Proximal Splitting Methods in Signal Processing. In Bauschke,
H. H., Burachik, R. S., Combettes, P. L., Elser, V., Luke, D. R., and Wolkowicz, H., editors, Fixed-Point
Algorithms for Inverse Problems in Science and Engineering, pages 185–212. Springer New York, New
York, NY.
Davis, B. J., Marks, D. L., Ralston, T. S., Carney, P. S., and Boppart, S. A. (2008). Interferometric Synthetic
Aperture Microscopy: Computed Imaging for Scanned Coherent Microscopy. Sensors (Basel, Switzerland),
8(6):3903–3931.
Donoho, D. (2006). Compressed sensing. IEEE Transactions on Information Theory, 52(4):1289–1306.
Duarte, M. F., Davenport, M. A., Wakin, M. B., and Baraniuk, R. G. (2006). Sparse Signal Detection from
Incoherent Projections. In 2006 IEEE International Conference on Acoustics Speech and Signal Processing
Proceedings, volume 3, pages III–III.
Fessler, J. A., Lee, S., Olafsson, V. T., Shi, H. R., and Noll, D. C. (2005). Toeplitz-based iterative image
reconstruction for MRI with correction for magnetic field inhomogeneity. IEEE Transactions on Signal
Processing, 53(9):3393–3402.
Fessler, J. A. and Sutton, B. P. (2003). Nonuniform fast Fourier transforms using min-max interpolation.
IEEE Transactions on Signal Processing, 51(2):560–574.
Fujimoto, J. G., Pitris, C., Boppart, S. A., and Brezinski, M. E. (2000). Optical coherence tomography: an
emerging technology for biomedical imaging and optical biopsy. Neoplasia (New York, N.Y.), 2(1-2):9–25.
Goldstein, T., Studer, C., and Baraniuk, R. G. (2014). A field guide to forward-backward splitting with a
FASTA implementation. CoRR, abs/1411.3406.
Go¨tzinger, E., Pircher, M., Leitgeb, R. A., and Hitzenberger, C. K. (2005). High speed full range complex
spectral domain optical coherence tomography. Optics Express, 13(2):583–594.
Hofer, B., Povazˇay, B., Hermann, B., Unterhuber, A., Matz, G., and Drexler, W. (2009). Dispersion encoded
full range frequency domain optical coherence tomography. Optics Express, 17(1):7–24.
14
Hofer, B., Povazˇay, B., Unterhuber, A., Wang, L., Hermann, B., Rey, S., Matz, G., and Drexler, W. (2010).
Fast dispersion encoded full range optical coherence tomography for retinal imaging at 800 nm and 1060
nm. Optics Express, 18(5):4898–4919.
Huang, D., Swanson, E. A., Lin, C. P., Schuman, J. S., Stinson, W. G., Chang, W., Hee, M. R., Flotte,
T., Gregory, K., and Puliafito, C. A. (1991). Optical coherence tomography. Science (New York, N.Y.),
254(5035):1178–1181.
Kelly, S. I. and Davies, M. E. (2013). RFI suppression and sparse image formation for UWB SAR. In 2013
14th International Radar Symposium (IRS), volume 2, pages 655–660.
Kelly, S. I., Du, C., Rilling, G., and Davies, M. E. (2012). Advanced image formation and processing of
partial synthetic aperture radar data. IET Signal Processing, 6(5):511–520.
Kim, D. Y., Werner, J. S., and Zawadzki, R. J. (2010). Comparison of phase-shifting techniques for in
vivo full-range, high-speed Fourier-domain optical coherence tomography. Journal of biomedical optics,
15(5):56011.
Ko¨ttig, F., Cimalla, P., Ga¨rtner, M., and Koch, E. (2012). An advanced algorithm for dispersion encoded
full range frequency domain optical coherence tomography. Optics Express, 20(22):24925–24948.
Liu, X. and Kang, J. U. (2010). Compressive SD-OCT: the application of compressed sensing in spectral
domain optical coherence tomography. Optics express, 18(21):22010–22019.
Liu, Y.-Z., South, F. A., Xu, Y., Carney, P. S., and Boppart, S. A. (2017). Computational optical coherence
tomography. Biomed. Opt. Express, 8(3):1549–1574.
Mallat, S. G. and Zhang, Z. (1993). Matching pursuits with time-frequency dictionaries. IEEE Transactions
on Signal Processing, 41(12):3397–3415.
Mao, Y., Sherif, S., Flueraru, C., and Chang, S. (2008). 33 Mach-Zehnder interferometer with unbal-
anced differential detection for full-range swept-source optical coherence tomography. Applied Optics,
47(12):2004–2010.
Mason, J. H., Reinwald, Y., Yang, Y., Waters, S., Haj, A. E., and Bagnaninchi, P. O. (2019). Model-based
iterative reconstruction for spectral-domain optical coherence tomography. In Proc.SPIE, volume 10883.
Mohan, N., Stojanovic, I., Karl, W. C., Saleh, B. E. A., and Teich, M. C. (2010). Compressed sensing in
optical coherence tomography. In Proc.SPIE, volume 7570.
Ralston, T., Marks, D., Carney, P., and Boppart, S. (2006a). Phase Stability Technique for Inverse Scattering
in Optical Coherence Tomography. 3rd IEEE International Symposium on Biomedical Imaging: Macro to
Nano, 2006., pages 578–581.
Ralston, T. S., Marks, D. L., Boppart, S. A., and Carney, P. S. (2006b). Inverse scattering for high-resolution
interferometric microscopy. Optics letters, 31(24):3585–7.
Ralston, T. S., Marks, D. L., Carney, P. S., and Boppart, S. A. (2006c). Inverse scattering for optical
coherence tomography. Journal of the Optical Society of America A, 23(5):1027.
Ralston, T. S., Marks, D. L., Carney, P. S., and Boppart, S. A. (2007). Interferometric synthetic aperture
microscopy. Nature Physics, 3(2):129–134.
Ralston, T. S., Marks, D. L., Carney, P. S., and Boppart, S. A. (2008). Real-time interferometric synthetic
aperture microscopy. Optics express, 16(4):2555–2569.
Stein, C. M. (1981). Estimation of the Mean of a Multivariate Normal Distribution. The Annals of Statistics,
9(6):1135–1151.
15
Stolt, R. H. (1978). Migration by Fourier Transform. Geophysics, 43(1):23–48.
Tomlins, P. H. and Wang, R. K. (2005). Theory, developments and applications of optical coherence tomo-
graphy. Journal of Physics D: Applied Physics, 38(15):2519–2535.
Witte, S., Baclayon, M., Peterman, E. J. G., Toonen, R. F. G., Mansvelder, H. D., and Groot, M. L. (2009).
Single-shot two-dimensional full-range optical coherence tomography achieved by dispersion control. Optics
Express, 17(14):11335–11349.
Wojtkowski, M., Srinivasan, V. J., Ko, T. H., Fujimoto, J. G., Kowalczyk, A., and Duker, J. S. (2004).
Ultrahigh-resolution, high-speed, Fourier domain optical coherence tomography and methods for dispersion
compensation. Optics Express, 12(11):2404–2422.
Yi, L. and Sun, L. (2018). Full-depth compressive sensing spectral-domain optical coherence tomography
based on a compressive dispersion encoding method. Applied Optics, 57(31):9316–9321.
16
