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Abstract
We develop techniques to systematically construct local unitaries which map scale-
invariant, product state wavefunctionals to the ground states of weakly interacting,
continuum quantum field theories. More broadly, we devise a “quantum circuit perturba-
tion theory” to construct local unitaries which map between any pair of wavefunctionals
which are each Gaussian with arbitrary perturbative corrections. Further, we generalize
cMERA to interacting continuum field theories, which requires reworking the existing
formalism which is tailored to non-interacting examples. Our methods enable the
systematic perturbative calculation of cMERA circuits for weakly interacting theories,
and as a demonstration we compute the 1-loop cMERA circuit for scalar ϕ4 theory
and analyze its properties. In this case, we show that Wilsonian renormalization of
the spatial momentum modes is equivalent to a local position space cMERA circuit.
This example provides new insights into the connection between position space and
momentum space renormalization group methods in quantum field theory. The form of
cMERA circuits derived from perturbation theory suggests useful ansatzes for numerical
variational calculations.
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1 Introduction
Quantum field theory is traditionally treated in the Heisenberg or interaction pictures which
focus on the evolution of operators and relegate the structure of quantum states to an often
implicit, supporting role. Although Schrödinger picture and wavefunctional methods for
QFT’s have been developed, they have historically been a niche subject since for many
applications they do not offer advantage over more conventional and streamlined approaches.
In recent years, the incorporation of quantum information theoretic techniques into high energy
and condensed matter physics has punctuated the importance of studying the entanglement
structure of quantum states.
In particular, ground states of interacting theories encode a pattern of entanglement
between subsystems which is structurally dependent on the characteristic length scales of those
subsystems (for an overview, see [1]–[5]). In other words, entanglement looks different between
subsystems of different sizes. This structure is intimately connected with the framework of
the renormalization group (RG) – a broad collection of technical and conceptual tools that
allows one to study the effective physics of a system which can only be probed at distance
scales larger than a specified small distance scale. The new insight afforded by studying
entanglement is that ground states of interacting systems have structurally similar patterns of
scale-dependent entanglement. This implies that there are structural commonalities between
their renormalization group flows, or more colloquially, the procedure by which one coarse-
grains the description of a quantum state to study an effective description at larger distance
scales.
This insight has been used to construct tensor networks (i.e., a representation of quantum
circuits), which efficiently implement RG flows [9]. These “entanglement renormalization”
tensor networks are comprised of sequences of spatially local quantum gates. Concretely,
suppose we have a quantum state which captures correlations above a distance scale `, and
that we want to perform RG to create a new state which only captures the correlations of
the original state above a larger distance scale b · `, where b > 1. Then an entanglement
renormalization tensor network transforms the original quantum state by disentangling all
subsystems with distance scales between ` and b · `, so that only entanglement and hence
correlations above scale b · ` remain.
For many states, we can efficiently continue this procedure and disentangle subsystems
of increasing size until the resulting final “IR” state is separable with respect to all spatial
subsystems.1 But then running the tensor network in reverse, we can start with a completely
disentangled state and entangle it at successively smaller distance scales to build up the correct
short-distance correlations of the “UV” state. Hence, by finding tensor network architectures
that perform RG flow on ground states of interacting theories, we can parametrize these
architectures and run them in reverse on simple IR states to yield a parametric family of
UV states which capture viable short-distance correlations of ground states of interacting
1For some entanglement renormalization schemes, one can obtain a separable “IR” state even from
ground states of UV theories with interacting IR fixed points (in the sense of Wilsonian RG). Thus, not all
entanglement renormalization schemes correspond to Wilsonian RG schemes for all theories – we will have
more to say about this later. For the moment, we remark in passing that massive theories have their masses
diverge in the IR in Wilsonian RG, causing their ground states to progressively become product states as
they flow into the IR (in the sense of Wilsonian RG).
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theories. More broadly, if one has knowledge of the entanglement structure of the UV state,
one can construct a parametric family of tensor networks which generate a family of UV
states that have the desired entanglement structure.
Such parametric families of tensor networks have been utilized as variational ansatzes,
and are tremendously successful in capturing correlations in ground states of interacting
lattice systems in 1+1 dimensions. Some parametric families of tensor networks like the
Density Matrix Renormalization Group (DMRG) and its variants [6, 7, 8], as well as the
Multiscale Entanglement Renormalization Ansatz (MERA) and its variants [9, 10, 11], are
based on the RG intuition described above. Other parametric families like Matrix Product
States (MPS) and its variants [12, 13, 14] are based on direct knowledge of the entanglement
structure of the UV state, such as area-law entanglement.2 There are various technical and
computational obstructions to generalizing tensor networks to higher dimensional lattice
systems, and crucially to continuum field theories. For lattice systems, higher-dimensional
tensor networks are hard to implement on computers since known methods require an almost
intractably large number of tensor contractions, even for systems of modest size [15]. This
obstruction is referred to as the “contraction problem.”
For continuum field theories in 1+1 dimensions, a continuum analog of the MPS tensor
network architecture, called cMPS has been proposed [16]. cMPS is successful for studying
non-relativistic continuum field theories in 1+1 dimensions, but its higher-dimensional
generalizations suffer from the contraction problem mentioned above. Furthermore, it is
difficult to generalize cMPS to generic relativistic field theories in 1+1 dimensions, since
there are difficulties in treating both long-distance (IR) and short-distance (UV) divergences
that arise [17, 18]. Some progress has been made on 1+1 relativistic fermionic theories by
leveraging features of the Dirac sea [19], although applying cMPS to bosonic theories or
gauge theories seems to require new ideas.
A more promising tensor network architecture is the continuum analog of MERA, called
cMERA [20]. This ansatz comprises of a continuum quantum circuit which acts on a scale-
invariant product state in the IR, and entangles it as a function of decreasing distance
scale down into the short-distance UV regime. In other words, it performs RG flow in
reverse, in the manner previously described. As a matter of principle, the cMERA ansatz
has no difficulty treating continuum relativistic or non-relativistic theories in any spacetime
dimension. Unfortunately, cMERA has previously only been understood in the context of
free field theories, for which the ground states are exactly solvable using standard methods
[20, 21, 22, 23].
To apply cMERA to interacting continuum field theories, a first approach is to observe
that for the free field cases which have been previously understood, the cMERA ansatz
produces Gaussian wavefunctionals. While this “mean-field theory” approximation is exact
for free theories, one can still apply it as an ansatz to interacting theories using techniques
developed several decades ago [24]–[29]. This approach was carried out in [30], and it was
found that the Gaussian cMERA ansatz captures some features of the true ground state
of the interacting system. However, the Gaussian ansatz has trivial RG flow, and so the
2In one spatial dimension, “area-law” entanglement is a misnomer since it conventionally means that
contiguous subsystems of length L have von Neumann entropy that goes as logL. However, in one spatial
dimension the boundary of a contiguous region of length L is simply its endpoints, which have O(L0) area
instead of O(logL).
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scale-dependent correlations it can capture are fundamentally limited.
In principle, the correct way to generalize cMERA for interacting theories is to consider
circuits which produce non-Gaussian wavefunctionals, since the ground states of interacting
theories are generically non-Gaussian. But this requires working with cMERA unitaries that
have non-quadratic Hermitian generators. In other words, we have unitaries of the form
U = eiQ where Q is a non-quadratic Hermitian operator. For example, if we consider a scalar
field with φ̂(~x) and p̂i(~x) operators, we might have
Q = c0 1 +
∫
dd~x
(
c
(0)
1 (~x) φ̂(~x) + c
(1)
1 (~x) p̂i(~x)
)
+
∫
dd~x1 d
d~x2
(
c
(0)
2 (~x1, ~x2) φ̂(~x1)φ̂(~x2) + c
(1)
2 (~x1, ~x2) φ̂(~x1)p̂i(~x2)
+ c(1)2 (~x1, ~x2) p̂i(~x2)φ̂(~x1) + c
(2)
2 (~x1, ~x2) p̂i(~x1)p̂i(~x2)
)
+
∫
dd~x1 d
d~x2 d
d~x3
(
c
(0)
3 (~x1, ~x2, ~x3) φ̂(~x1)φ̂(~x2)φ̂(~x3) + c
(1)
3 (~x1, ~x2, ~x3) φ̂(~x1)φ̂(~x2)p̂i(~x3)
+ c(1)3 (~x1, ~x2, ~x3) p̂i(~x3)φ̂(~x2)φ̂(~x1) + c
(2)
3 (~x1, ~x2, ~x3) φ̂(~x1)p̂i(~x2)p̂i(~x3)
+ c(2)3 (~x1, ~x2, ~x3) p̂i(~x3)p̂i(~x2)φ̂(~x1) + c
(3)
3 (~x1, ~x2, ~x3) p̂i(~x1)p̂i(~x2)p̂i(~x3)
)
+ · · · (1)
where all the c(k)n are real-valued functions or distributions. Eqn. (1) is a completely general
expansion of a Hermitian operator in scalar field theory, and was mentioned in [30] in
terms of creation and annihilation operators. While a nice class of unitaries with quadratic
Hermitian generators called squeezing operators and displacement operators (i.e., in the
context of squeezed coherent states) is well-understood in field theory, unitaries with Hermitian
generators higher than quadratic order as in Eqn. (1) are less studied.
In this paper, we study unitaries with Hermitian generators higher than quadratic order
for continuum field theories. By analyzing the Lie algebraic structure of higher-order (i.e.,
higher than quadratic) Hermitian generators, we identify:
1. Why unitaries with quadratic generators are special;
2. How to systematically treat unitaries with higher-order generators perturbatively in
the higher order generators (i.e., “quantum circuit perturbation theory”); and
3. Special circumstances required for us to treat unitaries with higher-order generators
non-perturbatively in the higher order generators.
By developing quantum circuit perturbation theory, we can systematically construct unitaries
which map scale-invariant product states to the ground states of weakly interacting quantum
field theory, to any fixed order in perturbation theory. We can also construct unitaries which
map between any pair of states that are each Gaussian with arbitrary perturbative corrections.
In very special cases, unitaries between non-Gaussian states (or between a Gaussian state and
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a non-Gaussian state) can be constructed non-perturbatively, although we will not discuss
such cases here.
Next, we generalize cMERA to interacting fields, which involves generalizing our methods
above to unitaries created by path-ordered exponentials of Hermitian generators. We discover
new features of cMERA which are absent for the free field examples which have previously
been studied. Our techniques enable systematic perturbative calculations of cMERA circuits
for interacting field theories, and we calculate the 1-loop cMERA circuit for ϕ4 theory as
an example. Furthermore, the disentangler is constructed to disentangle spatial momentum
modes in a manner exactly corresponding to perturbative Wilsonian RG (on spatial momentum
modes), and yet in position space disentangles spatially local subsystems. This relationship
between disentangling degrees of freedom in momentum space and position space draws a
sharp connection between momentum space and position space RG methods in QFT.
Our perturbative calculations also suggest useful ansatzes for the numerical non-perturbative
variational calculations. Although we focus on scalar field theories in this paper, our techniques
can be adapted to fermionic theories and gauge theories. Our results are also summarized in
a companion paper [31].
The paper is organized as follows:
• In Section 2, we develop “quantum circuit perturbation theory” for unitary circuits
with higher-order Hermitian generators in field theories. We begin with an analysis of
the Lie algebraic structure of the higher-order Hermitian generators, and then develop
perturbation theory in the higher order generators. As a simple case, we review how to
construct unitaries between Gaussian states, followed by the more interesting case of a
unitary which maps between a Gaussian state and the ground state of ϕ4 theory to first
order in perturbation theory. We then outline more general perturbative examples.
• In Section 3, we consider cMERA for interacting fields. After giving an overview of
the cMERA formalism with several modifications pertinent to the interacting case, we
revisit the cMERA for a free scalar field from our new perspective. Next, we perform a
perturbative calculation of the 1-loop cMERA circuit for ϕ4 theory. We discuss how
the disentangler acts perturbatively as a dilatation operator, point out novel features
of the 1-loop circuit, and show how the form of the circuit elucidates the connection
between momentum space and position space RG. Finally, we use our perturbative
analysis to suggest new numerical ansatzes for variational calculations.
• In Section 4, we summarize the paper and discuss future directions.
• In the Appendix, we collect useful derivations, formulas, and mathematical proofs.
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2 Circuits for wavefunctionals
Here we develop tools for analyzing quantum circuits acting on infinite-dimensional Hilbert
spaces. The setting of infinite-dimensional Hilbert space includes as a special case the
standard quantum mechanics of point particles (i.e., a fixed number of particles in Rn), which
we conventionally call (0+1)–dimensional field theory. We will begin with (0+1)–dimensional
field theory because our methods are particularly transparent in this context. However, we
quickly generalize to (d+ 1)–dimensional field theory, which is our main interest. We will
focus on scalar field theory in particular, although our approach generalizes naturally to
fermionic theories and gauge theories.
Before proceeding, it is useful to clarify what we mean by a “quantum circuit.” From our
perspective, a quantum circuit is a unitary U or sequence of unitaries U1, U2, ..., Un which
acts on a Hilbert space H. When we have a sequence of unitaries in mind, we imagine the
unitaries act on the Hilbert space in order multiplicatively as Un · · ·U2U1. Sometimes we may
want that each Ui to have a restricted form, for example Ui = eiQi where Qi is a finite sum of
local Hermitian operators. Physically, this means we can think of each Ui as implementing
local Hamiltonian evolution (i.e., eiQi = e−itH for some t and local H). Even when each
Ui = eQi has a local Hermitian generator Qi, it may not be the case that Un · · ·U2U1 itself
can be written as eiQ where Q is a finite sum of local Hermitian operators.
Quantum circuits are central objects in quantum algorithms. In particular, a quantum
circuit U transforms an input state |ψi〉 into a final state |ψf〉 = U |ψi〉 which is the output of
the quantum algorithm. Hence we can think of a unitary as a quantum circuit which performs
computation on quantum states. This perspective is conceptually useful, since it evokes the
idea that quantum computation operates by rearranging correlations and entanglement in
quantum states.
2.1 Algebra of operators and continuum circuits
2.1.1 Standard quantum mechanics in infinite–dimensional Hilbert space
Let us begin with a (0 + 1)–dimensional quantum field theory, in particular a single quantum
particle in one spatial dimension. We denote the Hilbert space by H, and we will utilize x̂
and p̂ operators which satisfy [x̂, p̂] = i, where we have set ~ = 1. Now we ask: what is the
form of the most general unitary U acting on H? Since we can always write U = eiQ where
Q is Hermitian, we can instead ask: what is the most general Hermitian operator Q acting
on H?
This question is tricky because Hermitian operators Q are infinite-dimensional. However,
we can still construct a basis of Hermitian operators on H. A convenient choice is the
Bender-Dunne basis [32, 33],3 given by the set of Hermitian operators {Tm,n}∞n,m=−∞ where
Tm,n :=
1
2n
∞∑
k=0
Γ(n+ 1)
k! Γ(n− k + 1) x̂
kp̂mx̂n−k = 12m
∞∑
j=0
Γ(m+ 1)
j! Γ(m− j + 1) p̂
jx̂np̂m−j (2)
3For more formal properties of the Bender-Dunne basis, see [34, 35].
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where the operators are presented in Weyl-ordered form. For example, we have:
T0,0 = 1 , T0,1 = x̂ , T1,0 = p̂ , T1,1 =
1
2(x̂p̂+ p̂x̂) , T0,2 = x̂
2 , T2,0 = p̂2 ,
T1,2 =
1
3(p̂x̂
2 + x̂p̂x̂+ x̂2p̂) , T2,2 =
1
6
(
p̂2x̂2 + x̂2p̂2 + p̂x̂p̂x̂+ x̂p̂x̂p̂+ p̂x̂2p̂+ x̂p̂2x̂
)
,
T−1,1 =
1
2
(
1
p̂
x̂+ x̂ 1
p̂
)
, T−2,1 =
1
2
(
1
p̂2
x̂+ x̂ 1
p̂2
)
,
T−2,4 =
1
16
(
1
p̂2
x̂4 + 4 x̂ 1
p̂2
x̂3 + 6 x̂2 1
p̂2
x̂2 + 4 x̂3 1
p̂2
x̂+ x̂4 1
p̂2
)
.
The operators {Tm,n}∞m,n=−∞ form an algebra [32, 33]. For our purposes, we would like to
restrict to operators that are non-singular,4 and so consider {Tmn}∞m,n=0, i.e., Tm,n for which
m,n ≥ 0. In this case, Eqn. (2) simplifies to
Tm,n :=
1
2n
n∑
k=0
(
n
k
)
x̂kp̂mx̂n−k = 12m
m∑
j=0
(
m
j
)
p̂jx̂np̂m−j . (3)
This set {Tmn}∞m,n=0 forms a subalgebra of {Tm,n}∞n,m=−∞ and so is closed. So we will consider
(non-singular) unitaries of the form
U = exp
i
∞∑
m,n=0
cm,n Tm,n
 (4)
where the cmn’s are real constants. In our notation from before, we are saying that Q =∑∞
m,n=0 cm,n Tm,n.
We would like to understand how unitaries U of the form in Eqn. (4) transform a quantum
state. Conceptually, we would like to start with a simple state |ψ〉 (like the input state to a
quantum algorithm) and output a more interesting state U |ψ〉 that we want to characterize.
To make this precise, we pose the following question:
Question 1: Given an initial state |ψ〉 such that we can explicitly compute any corre-
lation function 〈ψ|Tm,n|ψ〉 for m,n ≥ 0, for which unitaries U can we explicitly compute
〈ψ|U † Tm,n U |ψ〉 for m,n ≥ 0 ?
4We do not in principle need to make such a restriction, although for the purposes of this paper we do not
gain utility in our later QFT examples by including the singular operators (e.g., in the QFT scalar field case,
the singular operators would contain combinations of 1/φ̂(~x) and 1/pi(~x)). In short, the reason is that we
do not consider any theories whose Hamiltonians have singular operators. Such terms do not arise in the
standard examples of relativistic or even non-relativistic quantum field theory. In any case, the analysis in
this paper can also be carried out without making the restriction m,n ≥ 0, although we will not discuss this
further here.
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In other words, if we can explictly compute any finite-point (i.e., a finite number of x̂’s and
p̂’s) correlation function of |ψ〉, then for which unitaries U can we explicitly compute any
finite-point correlation function of the transformed state U |ψ〉 ?
Leveraging the fact that {Tm,n}∞m,n=0 is a closed algebra, we can write the correlation
function 〈ψ|U † Tm,n U |ψ〉 as
〈ψ| e−i
∑∞
p,q=0 cp,q Tp,q Tm,n e
i
∑∞
p,q=0 cp,q Tp,q |ψ〉 = 〈ψ|
∞∑
r,s=0
c˜m,nr,s Tr,s |ψ〉
=
∞∑
r,s=0
c˜m,nr,s 〈ψ|Tr,s |ψ〉 (5)
for some real constants c˜m,nr,s . So to answer Question 1, we would like to know for which
unitaries U we can explicitly compute the sum ∑∞r,s=0 c˜m,nr,s 〈ψ|Tr,s |ψ〉 for any fixed m,n ≥ 0,
given that we can explicitly compute each 〈ψ|Tr,s |ψ〉. Given a particular U , there are several
possibilities for what can happen:
1. Each U †Tm,nU can be written as a finite sum of Bender-Dunne operators. This means
that for any fixed m,n ≥ 0, the coefficients c˜m,nr,s are nonzero for only finitely many
values of r, s. In this case, for any fixed m,n we can compute the non-zero c˜m,nr,s ’s,
and then explicitly compute the finite sum ∑r,s c˜m,nr,s 〈ψ|Tr,s |ψ〉 by including only the
non-zero terms.
2. There are some m,n for which U †Tm,nU is an infinite sum of Bender-Dunne operators.
In other words, for some fixed m,n, there are non-zero coefficients c˜m,nr,s for arbitrarily
large values of r, s. Either:
(a) For some m,n such that U †Tm,nU is an infinite sum of Bender-Dunne operators,
we cannot compute all of the infinitely many c˜m,nr,s , in which case we cannot
compute 〈ψ|U † Tm,n U |ψ〉; or
(b) For every m,n such that U †Tm,nU is an infinite sum of Bender-Dunne operators,
we can take advantage of special structure to compute all of the infinitely many
c˜m,nr,s , but we do not know how to perform some sum
∑∞
r,s=0 c˜
m,n
r,s 〈ψ|Tr,s |ψ〉 ; or
(c) For every m,n such that U †Tm,nU is an infinite sum of Bender-Dunne operators,
we can take advantage of special structure to compute all of the infinitely many
c˜m,nr,s and take advantage of additional special structure to perform
any of the sums ∑∞r,s=0 c˜m,nr,s 〈ψ|Tr,s |ψ〉.
If either 1. or 2.(c) occurs, then we can compute each 〈ψ|U † Tm,n U |ψ〉 explicitly. However, if
2.(a) or 2.(b) occurs, then we cannot compute some 〈ψ|U † Tm,n U |ψ〉 explicitly. As we will
see, for most U we will fall into 2.(a) or 2.(b). There are some known special classes of U ’s
that fall into 2.(c), but we will not discuss them here. Finally, there is a very small class of
U which fall into 1., and we will now characterize them exactly.
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In order to find all unitaries U that fall into possibility 1., we need to explore several
aspects of the Bender-Dunne basis. First we recall the following useful formula which is
closely related to the Baker-Campbell-Hausdorff (BCH) formula:
e−i AB ei A = B − i[A,B]− 12! [A, [A,B]] +
i
3! [A, [A, [A,B]]] + · · · (6)
= e−i adAB (7)
where adAB = [A,B], ad2AB = [A, [A,B]], and so on. Then we can write
〈ψ|U † Tm,n U |ψ〉 = 〈ψ| exp
{
−i ad∑∞
r,s=0 cr,s Tp,q
}
Tm,n |ψ〉 , (8)
so it becomes clear that we should study commutators of the form [Tr,s, Tm,n]. In [33] Bender
and Dunne give the formula
[Tr,s, Tm,n] = 2
∞∑
j=0
(
i
2
)2j+1
(2j + 1)!
2j+1∑
`=0
(−1)`
(
2j + 1
`
)
r! s!m!n!
(r − `)! (s+ `− 2j − 1)! (m+ `− 2j − 1)! (n− `)!
×Tr+m−2j−1, s+n−2j−1
(9)
which holds for5 r, s,m, n ≥ 0. A concise derivation is given in [34]. While Eqn. (9) may look
daunting, the infinite sum always truncates to a finite sum for any r, s,m, n ≥ 0. This can be
seen by noticing that there are factorial terms in the denominator in the sum which become
infinite (causing the quotient to go to zero) when the argument of any of those factorials
becomes a negative integer.
Let us define the order of a sum of Bender-Dunne operators ∑m,n≥0 cm,n Tm,n by the
largest value of m+ n such that cm,n 6= 0. (If we allowed negative m,n, then the order would
be defined as the largest value of |m|+ |n| such that cm,n 6= 0.) The order is the largest total
number of x̂ and p̂ operators that appear multiplicatively in any term of ∑m,n≥0 cm,n Tm,n.
For example, T0,1 + T1,2 = x̂ + 12(x̂
2p̂ + p̂x̂2) has order 3. Upon examining Eqn. (9), we
notice that operators of order 2 and lower, namely linear combinations of the Bender-Dunne
operators
T0,0 = 1 , T0,1 = x̂ , T1,0 = p̂ , T1,1 =
1
2(x̂p̂+ p̂x̂) , T0,2 = x̂
2 , T2,0 = p̂2 ,
have a special property. We have the commutation relations
[1, Tm,n] = [T0,0, Tm,n] = 0 (10)
[x̂, Tm,n] = [T0,1, Tm,n] = imTm−1,n (11)
[p̂, Tm,n] = [T1,0, Tm,n] = −in Tm,n−1 (12)
[12(x̂p̂+ p̂x̂), Tm,n] = [T1,1, Tm,n] = i(m− n)Tm,n (13)
5In [33], Bender and Dunne also give formulas for the more generic case in which r, s,m, n can be any
integers.
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[x̂2, Tm,n] = [T0,2, Tm,n] = 2imTm−1,n+1 (14)
[p̂2, Tm,n] = [T2,0, Tm,n] = −2in Tm+1,n−1 (15)
from which we see that taking the commutator between (a) an order 2 or lower order Bender-
Dunne operators and (b) an arbitrary Tm,n yields an operator which has the same order
as Tm,n or is lower order. By taking linear combinations of the order 2 and lower order
Bender-Dunne operators, we find that in general
[order 2, order k] ≤ order k (16)
in evident notation.
Then if Q2 is an operator of order 2 and Qk is an operator of order k, it follows by Eqn. (6)
that
e−iQ2 Qk eiQ2 has at most order k . (17)
Therefore, we have the result
〈ψ|e−i
∑2
p,q=0 cr,s Tr,sTm,n e
i
∑2
p,q=0 cr,s Tr,s|ψ〉 =
m+n∑
r,s=0
c˜m,nr,s 〈ψ|Tr,s|ψ〉 (18)
where the reader should look closely at the lower and upper bounds of the indices of sum-
mation. In words, Eqn. (18) expresses that if we choose a unitary U with a Hermitian
generator of at most order 2, then 〈ψ|U † Tm,n U |ψ〉 is a sum of at most m+n calculable terms.
Furthermore, unitaries U with a Hermitian generator of at most order 2 fall into possibility
1. listed on page 8. We also see that Eqn. (18) provides a partial answer to Question 1, namely:
Partial answer to Question 1: Given an initial state |ψ〉 such that we can explicitly
compute any correlation function 〈ψ|Tm,n|ψ〉 for m,n ≥ 0, for unitaries U with Hermitian
generators of at most order 2, we can explicitly compute 〈ψ|U † Tm,n U |ψ〉 for m,n ≥ 0.
It is natural to ask what works differently if a U has a Hermitian generator strictly greater
than order 2. Firstly, there is no analogous version of Eqn. (16) for operators with order
strictly greater than 2. In particular, if Qj is any operator of order j > 2, then there exists
some operator Qk of order k such that [Qj, Qk] has order greater than k. For example,
[x̂4, Tm,n] = [T0,4, Tm,n] = 4imTm−1,n+3 − im(m− 1)(m− 2)Tm−3,n+1 (19)
is an operator of order m + n + 2, which is greater than order m + n. More dramatically,
e−iQjQkeiQj is typically an operator of infinite order, since the nested commutator terms
which come from applying Eqn. (6) can proliferate out of control since each new nesting can
produce operators of progressively higher orders. It follows that unitaries U with a Hermitian
generator strictly greater than order 2 falls into possibilities 2.(a), 2.(b) and 2.(c) on page 8.
All of this goes to show that operators of order 2 and below are truly special in the sense
that they are the unique set of operators such that their commutators with any operator are
“order non-increasing.”
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We also remark6 that appropriately rescaled Bender-Dunne operators of at most order 2,
namely
{−i T0,0, i T1,0, i T0,1, i2 T1,1,
i
2 T2,0,
i
2 T0,2}
form a Lie algebra which is isomorphic to h3osl2. Here h3 is the Lie algebra of the Heisenberg
group H3(R), and sl2 is the Lie algebra of SL2(R). The Lie algebra h3 corresponds to
{−i T0,0, i T1,0, i T0,1} whereas sl2 corresponds to { i2 T1,1, i2 T2,0, i2 T0,2}.
2.1.2 Generalization to (d+ 1)-dimensional QFT
Here we generalize our analysis in the previous section to (d + 1)–dimensional quantum
field theory, and specifically the case of a scalar field in Minkowski space. Suppose we
have a scalar field in d spatial dimensions. The field operator is denoted by φ̂(x) and the
conjugate momentum operator is denoted by p̂i(~x). We have the usual commutation relation
[φ̂(~x), p̂i(~y)] = i δ(d)(~x− ~y).
The new feature is that our field and conjugate momentum operators furnish position
labels, and our canonical commutation relation accordingly has a delta function. This new
feature makes it cumbersome to work with a direct generalization of the Bender-Dunne
basis since much of the nice structure of the Bender-Dunne operators would only apply to
combinations of φ̂’s and p̂i’s that are symmetric in all position labels which furnish φ̂’s, and
also symmetric in all position labels which furnish p̂i’s. Then we would need to keep track of
all of the symmetrization factors. Instead, we use the basis of field operators
S(k)n (~x1, ..., ~xn) = φ̂(~x1) · · · φ̂(~xk)p̂i(~xk+1) · · · p̂i(~xn) + p̂i(~xk+1) · · · p̂i(~xn)φ̂(~x1) · · · φ̂(~xk) (20)
for all n ≥ 0, 0 ≤ k ≤ n, and all ~x1, ..., ~xn ∈ Rd. These operators are manifestly Hermitian.
The subscript of S(k)n counts the number of total position labels, whereas the superscript
counts the number of position labels belonging to φ̂’s. Indeed, we can write any non-singular
Hermitian operator Q as
Q =
∞∑
n=0
n∑
k=0
∫
dd~x1 · · · dd~xn c(k)n (~x1, ..., ~xn)S(k)n (~x1, ..., ~xn) (21)
where all the c(k)n are real-valued functions or distributions. The above equation is in fact the
same as Eqn. (1) in the introduction.
It is worth pointing out a possible source of confusion. It is tempting to think that a
Hermitian operator like
c(~x1, ~x2) φ̂(~x1)p̂i(~x2) + c∗(~x1, ~x2) p̂i(~x2)φ̂(~x1) (22)
where c(~x1, ~x2) is complex is not of the form given by Eqn. (21), which only contains real
functions or distributions. However, writing c(~x1, ~x2) = a(~x1, ~x2) + i b(~x1, ~x2) where both
a(~x1, ~x2) and b(~x1, ~x2) are real, we find that Eqn. (22) can be written as
a(~x1, ~x2)
(
φ̂(~x1)p̂i(~x2) + p̂i(~x2)φ̂(~x1)
)
+ i b(~x1, ~x2)
(
φ̂(~x1)p̂i(~x2)− p̂i(~x2)φ̂(~x1)
)
= a(~x1, ~x2)
(
φ̂(~x1)p̂i(~x2) + p̂i(~x2)φ̂(~x1)
)
− b(~x1, ~x2) δ(d)(~x1 − ~x2) (23)
6We thank William Donnelly for pointing this out.
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where we have used the canonical commutation relation. We see that the above equation is
indeed of the form given by Eqn. (21). By using the same trick, one can express any operator
c(~x1, ..., ~xn) φ̂(~x1) · · · φ̂(~xk)p̂i(~xk+1) · · · p̂i(~xn)+c∗(~x1, ..., ~xn) p̂i(~xk+1) · · · p̂i(~xn) · · · φ̂(~x1) · · · φ̂(~xk)
(24)
in the form given by Eqn. (21). The commutator term will similarly produce lower-order
operators multiplied by real-valued functions or distributions.
Similar to before, we would like to understand how unitaries U = eiQ, where Q of the
form in Eqn. (21), transform a quantum state |Ψ〉 of the field theory. We can ask a modified
version of Question 1 as follows:
Question 2: Given an initial state |Ψ〉 such that we can explicitly compute any equal-
time correlation function 〈Ψ|S(k)n (~x1, ..., ~xn)|Ψ〉 for n ≥ 0 and 0 ≤ k ≤ n, for which unitaries
U can we explicitly compute 〈Ψ|U † S(k)n (~x1, ..., ~xn)U |Ψ〉 for n ≥ 0 and 0 ≤ k ≤ n ?
The story is similar to the (0 + 1)–dimensional case. In the case of the scalar field, we
define the order a Hermitian operator ∑∞n=0∑nk=0 ∫ dd~x1 · · · dd~xn c(k)n (~x1, ..., ~xn)S(k)n (~x1, ..., ~xn)
as the largest value of n for which there is some c(k)n (~x1, ..., ~xn) 6= 0. For example, S(k)n (~x1, ..., ~xn)
by itself is order n. As before, operators of order 2 and lower, namely linear combinations of
S
(0)
0 = 1 , S
(0)
1 (~x1) = p̂i(~x1) , S
(1)
1 (~x1) = φ̂(~x1) , S
(0)
2 (~x1, ~x2) = p̂i(~x1)p̂i(~x2)
S
(1)
2 (~x1, ~x2) = φ̂(~x1)p̂i(~x2) + p̂i(~x2)φ̂(~x1) , S
(2)
2 (~x1) = φ̂(~x1)φ̂(~x2) ,
are special.
We will now compute the commutation relations of these operators with the operator
S(k)n (~y1, ..., ~yn) for generic n and k. It is convenient to write S(k)n (~y1, ..., ~yk ; ~yk+1, ..., ~yn), where
the variables to the left of the semicolon are position labels belonging to φ̂ operators, and the
variables to the right of the semicolon are position labels belonging to p̂i operators. We will
sometimes include an additional semicolon, as in S(k˜)n−1(~y1, ..., ~yk ; ~yk+1, ..., ~yn ; ~yj), to denote
that the ~yj variable is to be omitted. (Also notice that k has been replaced by k˜ in the
superscript.) Thus there are n− 1 remaining variables. If 0 ≤ j ≤ k then k˜ = k − 1 since we
have eaten the label of a φ̂ operator, whereas if (k + 1) ≤ j ≤ n then k˜ = k since we have
eaten the label of a p̂i operator. With this notation, the commutation relations are
[S(0)0 , S(k)n (~y1, ..., ~yn)] = 0 (25)
[S(0)1 (~x1), S(k)n (~y1, ..., ~yn)] = −i
k∑
j=1
δ(d)(~x1 − ~yj)S(k−1)n−1 (~y1, ..., ~yk ; ~yk+1, ..., ~yn ; ~yj) (26)
[S(1)1 (~x1), S(k)n (~y1, ..., ~yn)] = i
n∑
j=k+1
δ(d)(~x1 − ~yj)S(k)n−1(~y1, ..., ~yk ; ~yk+1, ..., ~yn ; ~yj) (27)
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[S(0)2 (~x1, ~x2), S(k)n (~y1, ..., ~yn)] = −i
k∑
j=1
(
δ(d)(~x1 − ~yj)S(k−1)n (~y1, ..., ~yk ; ~x2, ~yk+1, ..., ~yn ; ~yj) p̂i(~x2)
+ δ(d)(~x2 − ~yj) p̂i(~x1)S(k−1)n (~y1, ..., ~yk ; ~x1, ~yk+1, ..., ~yn ; ~yj)
)
(28)
[S(1)2 (~x1, ~x2), S(k)n (~y1, ..., ~yn)] = 2i
n∑
j=k+1
δ(d)(~x1 − ~yj)S(k)n (~y1, ..., ~yk ; ~x2, ~yk+1, ..., ~yn ; ~yj)
+ 2i
k∑
j=1
δ(d)(~x2 − ~yj)S(k)n (~x1, ~y1, ..., ~yk ; ~yk+1, ..., ~yn ; ~yj) (29)
[S(2)2 (~x1, ~x2), S(k)n (~y1, ..., ~yn)] = i
n∑
j=k+1
(
δ(d)(~x1 − ~yj)S(k+1)n (~x2, ~y1, ..., ~yk ; ~yk+1, ..., ~yn ; ~yj) φ̂(~x2)
+ δ(d)(~x2 − ~yj) φ̂(~x1)S(k+1)n (~x1, ~y1, ..., ~yk ; ~yk+1, ..., ~yn ; ~yj)
)
(30)
where the reader should pay attention to the lower and upper bounds of the indices of
summation. We have not fully simplified the right-hand sides of Eqn.’s (28) and (30) to be
solely in terms of S(`)m operators because the explicit forms are cumbersome, but we still see
that the right-hand sides of both equations are order n. Indeed, all of the equations above
have right-hand sides which are order n or lower order. It follows that commuting order 2
and lower order operators with an arbitrary S(k)n yields an operator which is order n or lower
order. Taking linear combinations of the order 2 and lower order S(k)n operators, we find
[order 2, order n] ≤ order n
as in the (0 + 1)–dimensional case.
Repeating the same arguments as before, if Q2 is an operator of order 2 and Qn is an
operator of order n then e−iQ2 Qn eiQ2 has at most order n, and so
〈Ψ|e−i
∑2
m=0
∑m
`=0
∫
dd~x1 dd~x2 c
(`)
m (~x1,~x2)S
(`)
m (~x1,~x2) S(k)n (~x1, ..., ~xn) ei
∑2
m=0
∑m
`=0
∫
dd~x1 dd~x2 c
(`)
m (~x1,~x2)S
(`)
m (~x1,~x2)|Ψ〉
=
n∑
m=0
m∑
`=0
∫
dd~x1 · · · dd~xn c˜n,(k)m,(`)(~x1, ..., ~xn) 〈Ψ|S(`)m (~x1, ..., ~xn)|Ψ〉 . (31)
which is a sum of at most 12(n+ 2)(n+ 1) calculable terms. Then we get the following partial
answer to Question 2:
Partial answer to Question 2: Given an initial state |Ψ〉 compute any equal-time correla-
tion function 〈Ψ|S(k)n (~x1, ..., ~xn)|Ψ〉 for n ≥ 0 and 0 ≤ k ≤ n, for unitaries U with Hermitian
generators of at most order 2, we can explicitly compute 〈Ψ|U † S(k)n (~x1, ..., ~xn)U |Ψ〉 for n ≥ 0
and 0 ≤ k ≤ n.
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Similar to the (0 + 1)–dimensional case, for any Hermitian operator Qj with order j > 2,
there is some other Hermitian operator Qn of order n such that [Qj, Qk] has order greater
than n. As before, e−iQjQneiQj is typically an operator of infinite order, and so unitaries of
the form U = eiQj fall into the possibilities 2.(a), 2.(b) and 2.(c) on page 8.
Although we have established that unitaries with Hermitian operators of at most order 2
are analytically tractable within the contexts of Questions 1 and 2, we have not yet shown
how to explicitly perform computations. Furthermore, the class of unitaries with Hermitian
operators of order 2 or less is severely limiting, and so we would like to develop techniques to
go beyond order 2. One attractive option is to perform perturbation theory in Hermitian
generators which are greater than order 2. In the next section, we will formulate this type of
“quantum circuit perturbation theory,” and show how to compute with it.
It would be interesting to understand which unitaries fall into possibility 2.(c) on page 8,
namely when we can explicitly sum up correlation functions like 〈Ψ|U † S(k)n U |Ψ〉, even when
U † S(k)n U is of infinite order. At this time, we do not have a complete understanding of when
such an explicit infinite summation can be performed.
2.2 Continuum circuits and perturbation theory
We begin by working with (0 + 1)–dimensional field theory before generalizing to the (d+ 1)–
dimensional case. Let us again consider a single particle in one spatial dimension. Given
some initial state |Ψ〉 and unitary
U = exp
−i ∑
0≤p+q≤N
cp,q Tp,q
 (32)
where N is the maximum order of the Hermitian generator, we would like to compute the
transformed state U |Ψ〉. In the previous section, we explained that it is generally not possible
to obtain explicit expressions for U |Ψ〉 if U has a Hermitian generator greater than order 2.
However, suppose that U has the form
U = exp
−i
 ∑
p+q≤ 2
cp,q Tp,q + 
∑
2<r+s≤N
cr,s Tr,s
 (33)
where  is a small parameter. In words, we are considering unitaries with Hermitian generators
which are order 2 plus higher order perturbative corrections, where  is the perturbation
parameter.
For ease of notation, let us define
Q2 :=
∑
p+q≤ 2
cp,q Tp,q (34)
Qhigher :=
∑
0≤ r+s≤N
cr,s Tr,s (35)
so that
U = exp (−i (Q2 + Qhigher)) . (36)
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Using the expansion
eA+B =
(
1 + B + 12![A, B] +
1
3! [A, [A, B]] +
1
4! [A, [A, [A, B]]] + · · ·
)
eA +O(2)
(37)
=
(
1 +  e
adA − 1
adA
B
)
eA +O(2) , (38)
we can expand U to first order in  to obtain
U =
(
1 +  e
−i adQ2 − 1
adQ2
Qhigher
)
e−iQ2 +O(2) . (39)
This expansion can be carried out to higher orders (for relevant techniques, see [36]), but
we will only consider the first order expansion here. Recalling from Eqn. (35) that Qhigher
is order N , note that in Eqn. (39) the term e
−i adQ2−1
adQ2
Qhigher is also at most order N . The
reason is that nested commutators adnQ2Qhigher = [Q2, [Q2, [Q2, ...[Q2, Qhigher]...]]] have at
most the same order as Qhigher, since commutators with quadratic order operators are order
non-increasing. This feature leads to a well-controlled perturbative expansion for U : to first
order in , we will only obtain nested commutators with quadratic operators and at most one
Qhigher. Similarly, at kth order in , we will only obtain nested commutators with quadratic
operators and at most k copies Qhigher. The general structure is:
U =
(
1 +  [order N ] + 2 [order 2(N − 1)] + · · ·+ k [order k(N − 1)] + · · ·
)
e−iQ2 . (40)
Indeed, the perturbation series is under control at any finite order in .
If we specify some particular Q2 and Qhigher, then we can explicitly compute terms like
e
−i adQ2−1
adQ2
Qhigher in Eqn. (39), and we will do this in later sections. For a given state |Ψ〉, if
we can calculate both e−iQ2|Ψ〉 and e−i adQ2−1adQ2 Qhigher e
−iQ2|Ψ〉 explicitly, then we can compute
U |Ψ〉 explicitly to first order in .
All of the analysis above extends immediately to (d + 1)–dimensional field theories. If
instead of Eqn. (33) we have
U = exp
(
− i
2∑
n=0
n∑
k=0
∫
dd~x1 · · · dd~xn c(k)n (~x1, ..., ~xn)S(k)n (~x1, ..., ~xn)
− i
N∑
m=0
m∑
`=0
∫
dd~x1 · · · dd~xm c(`)m (~x1, ..., ~xm)S(`)m (~x1, ..., ~xm)
)
, (41)
then using the new definitions
Q2 :=
2∑
n=0
n∑
k=0
∫
dd~x1 · · · dd~xn c(k)n (~x1, ..., ~xn)S(k)n (~x1, ..., ~xn) (42)
Qhigher :=
N∑
m=0
m∑
`=0
∫
dd~x1 · · · dd~xm c(`)m (~x1, ..., ~xm)S(`)m (~x1, ..., ~xm) (43)
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we similarly have
U = exp (−i (Q2 + Qhigher))
and
U =
(
1 +  e
−i adQ2 − 1
adQ2
Qhigher
)
e−iQ2 +O(2)
as before. The general structure of the perturbation theory given in Eqn. (40) likewise holds.
In the next sections, we explicitly demonstrate quantum circuit perturbation theory for
continuum circuits in specific examples, and highlight general techniques.
2.3 Circuits between Gaussian states
In order to construct circuits which map between Gaussian states and perturbations of
Gaussian states (such as the ground states of weakly interacting field theories), we first need
to construct circuits which map between Gaussian states and other Gaussian states.
2.3.1 Single-particle quantum mechanics
Again, we start with (0 + 1)–dimensional quantum mechanics for a single particle in one
spatial dimension. In this context, a Gaussian state |Ψ0〉 can be expressed in the position
basis as
〈x|Ψ0〉 =
(
M0
pi
) 1
4
e−
1
2 M0 (x−x0)2 . (44)
It is nicer to have a basis-independent characterization of a Gaussian state. In terms of x̂
and p̂ operators, we have (√
M0 (x̂− x0) + i√
M0
p̂
)
|Ψ0〉 = 0 . (45)
In the position basis, the above equation corresponds to a first order ODE whose unique
solution is given by Eqn. (44). However, we emphasize again that as written, Eqn. (45) is
basis-independent.
Suppose we have a second Gaussian state |Ψ1〉, which we write as
〈x|Ψ1〉 =
(
M1
pi
) 1
4
e−
1
2 M1 (x−x1)2 (46)
or (√
M1 (x̂− x1) + i√
M1
p̂
)
|Ψ1〉 = 0 . (47)
We would like to find a unitary U such that U |Ψ0〉 = |Ψ1〉. First, we note that by inserting
an identity operator 1 = U †U in Eqn. (45) and left-multiplying by a U , we obtain
U
(√
M0 (x̂− x0) + i√
M0
p̂
)
U †U |Ψ0〉 = 0 . (48)
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If we have
U
(√
M0 (x̂− x0) + i√
M0
p̂
)
U † =
√
M1 (x̂− x1) + i√
M1
p̂ , (49)
then (√
M1 (x̂− x1) + i√
M1
p̂
)
U |Ψ0〉 = 0 , (50)
and so U |Ψ0〉 = |Ψ1〉 via Eqn. (47). Unitaries U satisfying Eqn. (49) can be constructed out
of the displacement operator e−iαp̂ which satisfies
e−iαp̂ x̂ eiαp̂ = x̂− α , (51)
and the squeezing operator e−iβ(x̂p̂+p̂x̂) which satisfies
e−iβ(x̂p̂+p̂x̂) x̂ eiβ(x̂p̂+p̂x̂) = e−2βx̂ , e−iβ(x̂p̂+p̂x̂) p̂ eiβ(x̂p̂+p̂x̂) = e2β p̂ . (52)
Then two viable U ’s satisfying Eqn. (49), and hence mapping U |Ψ0〉 = |Ψ1〉, are
U = e−i(x1−x0)p̂ e−
i
4 log
(
M0
M1
)
((x̂−x0)p̂+p̂(x̂−x0)) = e−i
(
1
2
log(M0M1 )
√
M1√
M0−
√
M1
)
(x1−x0)p̂− i4 log
(
M0
M1
)
((x̂−x0)p̂+p̂(x̂−x0))
(53)
and
U = e−
i
4 log
(
M0
M1
)
((x̂−x1)p̂+p̂(x̂−x1))
e−i(x1−x0)p̂ = e−i
(
1
2
log(M0M1 )
√
M0√
M0−
√
M1
)
(x1−x0)p̂− i4 log
(
M0
M1
)
((x̂−x1)p̂+p̂(x̂−x1))
.
(54)
In the two equations above, we have used the Baker-Campbell-Hausdorff formula to combine
the product of a displacement operator and a squeezing operator into a single unitary. Useful
formulas for Baker-Campbell-Hausdorff manipulations can be found in [37]. Further, we note
that the unitaries in Eqn.’s (53) and (54) above have Hermitian generators of order 2, which
is why mapping between Gaussians is analytically tractable.
2.3.2 Concrete example: harmonic oscillators with different masses
Let us construct a unitary mapping the ground state of a quantum harmonic oscillator with
mass m1 to the ground state of another quantum harmonic oscillator with mass m2. Recall
that the Hamiltonian for a quantum harmonic oscillator with mass m is
H = 12m p̂
2 + 12 mω
2x̂2 (55)
which has ground state |ψ0〉 given by
〈x|ψ0〉 =
(
mω
pi
)1/4
e−
1
2 mωx
2
. (56)
We set ω = 1. Then the ground states of the quantum harmonic oscillators with masses m1
and m2 are
〈x|ψm10 〉 =
(
m1
pi
)1/4
e−
1
2 m1x
2 (57)
〈x|ψm20 〉 =
(
m2
pi
)1/4
e−
1
2 m2x
2
. (58)
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We want to find a unitary U such that U |ψm10 〉 = |ψm20 〉. Considering Eqn.’s (53) and (54),
we let x0 = x1 = 0, M0 = m1, and M1 = m2. Then both Eqn.’s (53) and (54) simplify to
U = exp
(
− i4 log
(
m1
m2
)
(x̂p̂+ p̂x̂)
)
(59)
which satisfies U |ψm10 〉 = |ψm20 〉.
2.3.3 Scalar field theory
We can perform a similar analysis for (d+ 1)–dimensional field theories. We will work with
scalar field theories in this paper, but a similar analysis holds for fermionic theories. For a
scalar field theory, recall [φ̂(~x), p̂i(~y)] = i δ(d)(~x−~y), and that in the φ-space representation we
can write p̂i(~y) as the functional derivative 1
i
δ
δφ(~y) . A Gaussian state has the wavefunctional
representation
〈φ|Ψ0〉 = det 14
(
Ω0
pi
)
exp
(
−12
∫
dd~x dd~y (φ(~x)− φ0(~x)) Ω0(~x, ~y) (φ(~y)− φ0(~y))
)
(60)
for some symmetric, invertible, positive-definite kernel Ω0(~x, ~y), and some function φ0(~x). We
further suppose that Ω0(~x, ~y) = Ω0(|~x− ~y|), i.e. that it is translation and rotation-invariant.
Then it is convenient to work in momentum space, instead of position space. Letting
Ω˜0(|~k|) =
∫
dd~x ei
~k·~x Ω0(|~x|) (61)
and
φ(~k) := 1(2pi)d/2
∫
dd~x ei
~k·~xφ(~x) (62)
φ0(~k) :=
1
(2pi)d/2
∫
dd~x ei
~k·~xφ0(~x) , (63)
we can rewrite Eqn. (60) as
〈φ|Ψ0〉 = det 14
(
Ω˜0
pi
)
exp
(
−12
∫
dd~k (φ(~k)− φ0(~k)) Ω˜0(k) (φ(−~k)− φ0(−~k))
)
(64)
Above we use |~k| and k interchangeably.
Let us define the momentum space representations of the φ̂(~x) and p̂i(~y) operators by
φ̂(~k) := 1(2pi)d/2
∫
dd~x ei
~k·~xφ̂(~x) (65)
p̂i(~p) := 1(2pi)d/2
∫
dd~x ei~p·~yp̂i(~y) . (66)
The definitions for φ̂(~k) and p̂i(~p) are chosen so that
[φ̂(~k), p̂i(~p)] = iδ(d)(~k + ~p) . (67)
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This convention is convenient, since for most of the rest of the paper we will work in
the momentum space representation, and it is cumbersome to have factors of (2pi)d floating
around in the [φ̂(~k), p̂i(~p)] commutation relation. Using φ̂(~k) and p̂i(~p), we can also characterize
Eqn. (64) by√Ω˜0(k) (φ̂(~k)− φ0(~k)) + i√
Ω˜0(k)
p̂i(~k)
 |Ψ0〉 = 0 , for all ~k ∈ Rd . (68)
Suppose we have a second Gaussian state |Ψ1〉 given by
〈φ|Ψ1〉 = det 14
(
Ω˜1
pi
)
exp
(
−12
∫
dd~k (φ(~k)− φ1(~k)) Ω˜1(k) (φ(−~k)− φ1(−~k))
)
(69)
and also characterized by√Ω˜1(k) (φ̂(~k)− φ1(~k)) + i√
Ω˜1(k)
p̂i(~k)
 |Ψ1〉 = 0 , for all ~k ∈ Rd . (70)
We would like to find a unitary U so that U |Ψ0〉 = |Ψ1〉. It will be useful here to use the
field-theoretic generalization of the displacement operator, namely
exp
(
−i
∫
dd~pα(~p) p̂i(~p)
)
,
which satisfies
e−i
∫
dd~pα(~p) p̂i(~p) φ̂(~k) ei
∫
dd~pα(~p) p̂i(~p) = φ̂(~k)− α(−~k) , (71)
and the field-theoretic generalization of the squeezing operator
exp
(
−i
∫
dd~p β(~p)
(
φ̂(~p)p̂i(−~p) + p̂i(−~p)φ̂(~p)
))
,
which satisfies
e−i
∫
dd~p β(~p)(φ̂(~p)p̂i(−~p)+p̂i(−~p)φ̂(~p)) φ̂(~k) ei
∫
dd~p β(~p)(φ̂(~p)p̂i(−~p)+p̂i(−~p)φ̂(~p)) = e−2β(~k) φ̂(~k) (72)
e−i
∫
dd~p β(~p)(φ̂(~p)p̂i(−~p)+p̂i(−~p)φ̂(~p)) p̂i(~k) ei
∫
dd~p β(~p)(φ̂(~p)p̂i(−~p)+p̂i(−~p)φ̂(~p)) = e2β(~k) p̂i(~k) . (73)
Similar to the (0 + 1)–dimensional case, two viable U ′s that map U |Ψ0〉 = |Ψ1〉 are
U = e−i
∫
dd~p (φ1(−~p)−φ0(−~p)) p̂i(~p) × e−
i
4
∫
dd~p log
(
Ω˜0(p)
Ω˜1(p)
)
((φ̂(~p)−φ0(~p))p̂i(−~p)+p̂i(−~p)(φ̂(~p)−φ0(~p)))
= e
− i2
∫
dd~p
log
(
Ω˜0(p)
Ω˜1(p)
)√
Ω˜1(p)√
Ω˜0(p)−
√
Ω˜1(p)
(φ1(−~p)−φ0(−~p)) p̂i(~p)− i4
∫
dd~p log
(
Ω˜0(p)
Ω˜1(p)
)
((φ̂(~p)−φ0(~p))p̂i(−~p)+p̂i(−~p)(φ̂(~p)−φ0(~p)))
(74)
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and
U = e
− i4
∫
dd~p log
(
Ω˜0(p)
Ω˜1(p)
)
((φ̂(~p)−φ1(~p))p̂i(−~p)+p̂i(−~p)(φ̂(~p)−φ1(~p))) × e−i
∫
dd~p (φ1(−~p)−φ0(−~p)) p̂i(~p)
= e
− i2
∫
dd~p
log
(
Ω˜0(p)
Ω˜1(p)
)√
Ω˜0(p)√
Ω˜0(p)−
√
Ω˜1(p)
(φ1(−~p)−φ0(−~p)) p̂i(~p)− i4
∫
dd~p log
(
Ω˜0(p)
Ω˜1(p)
)
((φ̂(~p)−φ1(~p))p̂i(−~p)+p̂i(−~p)(φ̂(~p)−φ1(~p)))
.
(75)
Notice that Eqn.’s (74) and (75) are structurally similar to Eqn.’s (53) and (54) above. The
reason is that, for Gaussian wavefunctionals with translation and rotation-invariant kernels,
the Gaussian decouples in momentum space:
det 14
(
Ω˜0
pi
)
e−
1
2
∫
dd~k (φ(~k)−φ0(~k)) Ω˜0(k) (φ(−~k)−φ0(−~k)) =
∏
~k
dd~k Ω˜0(~k)
pi
 14 e− dd~k2 ((φ(~k)−φ0(~k)) Ω˜0(k) (φ(−~k)−φ0(−~k))) .
(76)
Hence, the (d+ 1)–dimensional case essentially reduces to many independent copies of the
(0 + 1)–dimensional case. As before, we note that the unitaries in Eqn.’s (74) and (75) above
have Hermitian generators of order 2.
2.3.4 Concrete example: scalar field theories with different masses
Here we apply the techniques in the previous subsection, which parallel our analysis of
harmonic oscillator with different masses above. We construct a unitary which maps the
ground state of a free scalar field theory with mass m1 to the ground state of another free
scalar field theory with mass m2. Recall that the Hamiltonian of a free scalar field of mass m
is
H = 12
∫
dd~x
(
p̂i(x)2 + φ̂(x)
(
−∇2 +m2
)
φ̂(x)
)
(77)
and that its ground state wavefunctional is
〈φ|Ψ0〉 = N exp
(
−12
∫
dd~p φ(~p)
√
~p2 +m2 φ(−~p)
)
(78)
where N is the normalization. Notice that the kernel in the exponent of Eqn. (78) is related
to the inverse equal-time Green’s function, since
〈Ψ0| φ̂(~p) φ̂(~k)|Ψ0〉 = 12√~p2 +m2 δ
(d)(~p+ ~k) . (79)
Considering two massive scalar field theories with masses m1 and m2, respectively, their
ground states are
〈φ|Ψm10 〉 = N exp
(
−12
∫
dd~p φ(~p)
√
~p2 +m21 φ(−~p)
)
〈φ|Ψm20 〉 = N exp
(
−12
∫
dd~p φ(~p)
√
~p2 +m22 φ(−~p)
)
.
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In the above equations, we have written N as a placeholder for the normalization of the
wavefunctionals, although the different normalizations are not equal. We will continue to use
this convention for the remainder of the paper.
Now we find a U such that U |Ψm10 〉 = |Ψm20 〉. Considering Eqn.’s (74) and (75) above, we
let φ0(~p) = φ1(~p) = 0, Ω˜0(p) =
√
~p2 +m21 and Ω˜1(~p) =
√
~p2 +m22 . Then both Eqn.’s (74)
and (75) simplify to the same unitary, namely
U = exp
− i4
∫
dd~p log

√
~p2 +m21√
~p2 +m22
 (φ̂(~p) p̂i(−~p) + p̂i(−~p) φ̂(~p))
 (80)
which indeed satisfies U |Ψm10 〉 = |Ψm20 〉.
2.4 From Gaussians to non-Gaussians
In previous sections, we showed how to construct unitaries which map between Gaussian
wavefunctions. These unitaries had Hermitian generators of order 2, which made various
manipulations tractable. If we want to map between a Gaussian state and a non-Gaussian
state (or even between two non-Gaussian states), then we generally need a unitary with a
Hermitian generator greater than order 2. But suppose we want to build a circuit between
a Gaussian state and another state which is mildly non-Gaussian – that is, Gaussian plus
perturbative corrections. Then we expect the corresponding circuit to be generated by an
order 2 Hermitian operator plus higher order corrections. It is tractable to compute such a
circuit using the perturbative techniques outlined in the previous sections.
By example, we will construct a unitary which perturbatively maps a Gaussian to the
ground state of the quantum anharmonic oscillator. We also consider the (d+ 1)–dimensional
analog, namely constructing a unitary which perturbatively maps a Gaussian wavefunctional
to the ground state wavefunctional of scalar ϕ4 theory.
2.4.1 Anharmonic oscillator
Let us define the anharmonic oscillator Hamiltonian
H = 12m p̂
2 + 12 mx̂
2 + λ x̂4 , (81)
(where we have set ω = 1) with ground state |Ψ〉 given by
〈x|ψ〉 =
(
m
pi
)1/4
exp
(
−12 mx
2 + λ
( 9
16m2 −
3
4m x
2 − 14 x
4
))
+O(λ2) . (82)
We take λ to be perturbatively small. We also define a reference Gaussian state |ψ0〉, given
by
〈x|ψ0〉 =
(
m0
pi
)1/4
exp
(
−12 m0x
2
)
. (83)
Our objective is to construct a unitary U which maps
U |ψ0〉 = |ψ〉 +O(λ2) . (84)
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If we compare Eqn.’s (82) and (83), we see that U must have the form
U = exp
(
− i4 log
(
m0
m
)
(x̂p̂+ p̂x̂)− i λ [order 4]
)
(85)
which is the same form as exp(−i(Q2 +λQhigher)) in Eqn. (36) above. But what is a principled
way of determining the [order 4] terms?
Let us denote the [order 4] terms in Eqn. (85) by Q4. Then Q4 can be expressed in the
Bender-Dunne basis as
Q4 =
∑
r+s≤4
cr,s Tr,s . (86)
for some constants cr,s. Considering Eqn. (39) with Q2 = 12 log(m0/m)T1,1 and  = λ, we
observe that U in Eqn. (85) can be written as
U =
1 + λ e− i2 log(m0/m) adT1,1 − 11
2 log(m0/m) adT1,1
Q4
 e− i2 log(m0/m)T1,1 +O(λ2) . (87)
Recalling from Eqn. (13) that
adT1,1(Tr,s) = [T1,1, Tr,s] = i(r − s)Tr,s , (88)
Eqn. (87) can be written as
U =
1− i λ ∑
r+s≤4
 e 12 log(m0/m) (r−s) − 1
1
2 log(m0/m) (r − s)
 cr,s Tr,s
 e− i2 log(m0/m)T1,1 +O(λ2) . (89)
For terms where r = s, coefficients e
1
2 log(m0/m) (r−s)−1
1
2 log(m0/m) (r−s)
become
e
1
2 log(m0/m) (r−s) − 1
1
2 log(m0/m) (r − s)
r=s−−−→ 1 . (90)
Expressing U in the form of Eqn. (89) is very useful. To see why, let us express U |ψ0〉 in the
position basis. Since Tr,s depends on p̂, x̂, we write Tr,s(p̂, x̂). Then in the position basis, we
have
〈x|U |ψ0〉
=
1− i λ ∑
r+s≤4
 e 12 log(m0/m) (r−s) − 1
1
2 log(m0/m) (r − s)
 cr,s Tr,s(1
i
∂
∂x
, x)
 e− i2 log(m0/m)T1,1( 1i ∂∂x ,x) (m0
pi
)1/4
e−
1
2 m0x
2
+O(λ2)
=
1− i λ ∑
r+s≤4
 e 12 log(m0/m) (r−s) − 1
1
2 log(m0/m) (r − s)
 cr,s Tr,s(1
i
∂
∂x
, x)
 (m
pi
)1/4
e−
1
2 mx
2 +O(λ2) (91)
where we have used e− i2 log(m0/m)T1,1( 1i ∂∂x ,x)
(
m0
pi
)1/4
e−
1
2 m0x
2 =
(
m
pi
)1/4
e−
1
2 mx
2 . In words, we
have accounted for the non-perturbative part of the mapping from |ψ0〉 to |ψ〉, in which we
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changed the mass appearing in the leading Gaussian term. To determine the O(λ) corrections,
we set equal 〈x|U |ψ0〉+O(λ2) and 〈x|ψ〉+O(λ2) to obtain1− i λ ∑
r+s≤4
 e 12 log(m0/m) (r−s) − 1
1
2 log(m0/m) (r − s)
 cr,s Tr,s(1
i
∂
∂x
, x)
 (m
pi
)1/4
e−
1
2 mx
2 +O(λ2)
=
(
1 + λ
( 9
16m2 −
3
4m x
2 − 14 x
4
)) (
m
pi
)1/4
e−
1
2 mx
2 +O(λ2) , (92)
and determine the real coefficients cr,s by matching the two sides of the equation.
Before carrying out the matching, there are a few simplifications we can make. Considering
the right hand side of Eqn. (92), we notice that the O(λ) corrections to the Gaussian piece
of 〈x|ψ〉 are strictly real. However, the left-hand side of Eqn. (92) contains terms which are
not strictly real: namely, any term with Tr,s(1i
∂
∂x
, x) such that r is even, and hence an even
number of 1
i
∂
∂x
’s. To be explicit, since all of the derivatives in each Tr,s(1i
∂
∂x
, x) fall on terms
of the form polynomial(x) · e− 12mx2 which are purely real, each Tr,s(1i ∂∂x , x) carries with it a
factor of (1/i)r which is real when r is even. Since on the left-hand side of the equation there
is an overall factor of i in front of the λ, terms Tr,s with r even are overall imaginary. Thus,
we can throw away those Tr,s for which r is even, since their coefficients cr,s must necessarily
be zero when we match to the right-hand side. This leaves us with
T1,0, T1,1, T1,2, T1,3, T3,0, T3,1 .
We also notice that on the right-hand side of Eqn. (92), all of the O(λ) corrections to the
Gaussian piece are even powers of x. But considering the left-hand side, we see that the terms
containing T1,0, T1,2 or T3,0 will only generate odd powers of x when acting on the Gaussian
piece e− 12 mx2 . Then we can throw away the terms T1,0, T1,2, T3,0 as well, leaving us with just
T1,1, T1,3, T3,1 .
With these simplifications in mind, we can rewrite Eqn. (92) as(
1− i λ
(
c1,1 T1,1 +
(m/m0)− 1
log(m/m0)
c1,3 T1,3 +
(m0/m)− 1
log(m0/m)
c3,1 T3,1
))(
m
pi
)1/4
e−
1
2 mx
2 +O(λ2)
=
(
1 + λ
( 9
16m2 −
3
4m x
2 − 14 x
4
)) (
m
pi
)1/4
e−
1
2 mx
2 +O(λ2) . (93)
Finally, recalling that
T1,3(p̂, x̂) =
1
4(x̂ x̂ x̂ p̂+ x̂ x̂ p̂ x̂+ x̂ p̂ x̂ x̂+ p̂ x̂ x̂ x̂)
T3,1(p̂, x̂) =
1
4(p̂ p̂ p̂ x̂+ p̂ p̂ x̂ p̂+ p̂ x̂ p̂ p̂+ x̂ p̂ p̂ p̂) ,
we can expand the left-hand side of Eqn. (93) and match it to the right-hand side to find the
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one-parameter family of solutions (parameterized by z) :
c1,1(z) = − 98m2 +
3m(m−m0)
m0 log(m0/m)
z (94)
c1,3(z) =
log(m0/m)
4(m−m0) +
m3
m0
z (95)
c3,1(z) = z . (96)
Considering z = 0, we have the particularly nice solutions
c1,1(z = 0) = − 98m2 (97)
c1,3(z = 0) =
log(m0/m)
4(m−m0) (98)
c3,1(z = 0) = 0 . (99)
and so our final result is (choosing the z = 0 solutions) :
U = exp
(
− i2 log
(
m0
m
)
T1,1 − i λ
(
− 98m2 T1,1 +
log(m0/m)
4(m−m0) T1,3
))
+O(λ2) . (100)
Having gotten our desired answer, let us summarize the procedure:
1. Determine the order 2 Hermitian generator Q2 that satisfies e−iQ2|ψ0〉 = |ψ〉+O(λ).
2. For a general Q4 =
∑
r+s≤4 cr,s Tr,s, expand out e−i(Q2+λQ4)|ψ0〉 to first order in λ using
Eqn. (39) to obtain
〈x|U |ψ0〉 =
1− i λ ∑
r+s≤4
c˜r,s Tr,s
 e−iQ2|ψ0〉 (101)
for modified coefficients c˜r,s (cf. Eqn. (91)).
3. Match the O(λ) terms of 〈x|U |ψ0〉 and |ψ1〉 to determine the c˜r,s ’s, and in turn the
cr,s’s.
As we have shown, implementing the procedure is computationally straightforward. We have
chosen to go into many details in this example so that no step seems mysterious. Next, we
will solve an analogous problem for the ground state of scalar ϕ4 theory. The procedure will
be conceptually the same, although the computations will be slightly more involved.
2.4.2 Scalar ϕ4 theory
Now we upgrade to the field theory case, and consider the ground state wavefunctional of
scalar ϕ4 theory. The Hamiltonian of ϕ4 theory is
H =
∫
dd~x
[
1
2
(
p̂i(x)2 + φ̂(x)
(
−∇2 +m2
)
φ̂(x)
)
+ λ4! φ̂(x)
4
]
(102)
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where we take λ to be a perturbatively small parameter. Note that Eqn. (102) is the
Hamiltonian of a free massive scalar theory up to perturbative corrections, and so its ground
state wavefunctional will in turn be the ground state of a free massive scalar theory up to
perturbative corrections.
First, we write Eqn. (102) in momentum space, as
HΛ = 12
∫ Λ
dd~k
(
p̂i(~k)p̂i(−~k) + φ̂(~k)
(
~k2 +m2
)
φ̂(−~k)
)
+ λ4!
1
(2pi)d
∫ Λ
dd~k1 d
d~k2 d
d~k3 φ̂(~k1)φ̂(~k2)φ̂(~k3)φ̂(−~k1 − ~k2 − ~k3) (103)
where we have imposed a UV cutoff at momentum scale |~k| = Λ. Since it will be useful later,
we renormalize the Hamiltonian to scale Λeu, where −∞ < u ≤ 0. After performing 1-loop
Wilsonian renormalization on the spatial momentum modes (see Appendix A for a review of
Wilsonian renormalization on spatial momentum modes for scalar ϕ4 theory), we obtain
HΛe
u
1−loop =
1
2
∫ Λ
dd~k
(
p̂i(~k)p̂i(−~k) + φ̂(~k)
(
~k2 + e−2u m˜2
)
φ̂(−~k)
)
+ e
(d−3)uλ
4!
1
(2pi)d
∫ Λ
dd~k1 d
d~k2 d
d~k3 φ̂(~k1)φ̂(~k2)φ̂(~k3)φ̂(−~k1 − ~k2 − ~k3) (104)
where
m˜2 = m2 + λ2
∫ Λ
Λeu
dd~k
(2pi)d
1
~k2 +m2
(105)
=: m2 + δm2 (106)
and the explicit form of δm2 is given in Appendix A in equation (319).
Using the Hamiltonian in Eqn. (104), we can calculate the ground state wavefunctional of
ϕ4 theory at scale Λeu to 1-loop [38]: It is
〈φ|Ψ(Λeu)〉 = N exp
(
−G[φ]− e−2uδm2R1[φ]− e(d−3)uλR2[φ]
)
+O(λ2) (107)
where
G[φ] = 12
∫ Λ
dd~k φ(~k)ωk φ(−~k) (108)
R1[φ] =
1
4
∫ Λ
dd~k
1
ωk
φ(~k)φ(−~k) (109)
R2[φ] =
1
16
∫ Λ
dd~k
1
ωk
(∫ dd~q
(2pi)d
1
ωk + ωq
)
φ(~k)φ(−~k)
+ 124
1
(2pi)d
∫ Λ dd~k1 dd~k2 dd~k3
ωk1 + ωk2 + ωk3 + ω−~k1−~k2−~k3
φ(~k1)φ(~k2)φ(~k3)φ(−~k1 − ~k2 − ~k3)
(110)
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and where ωk =
√
~k2 + e−2um2.
Now we introduce a reference Gaussian state
〈φ|Ψ0〉 = det 14
(
Ω˜0
pi
)
exp
(
−12
∫
dd~k φ(~k) Ω˜0(k)φ(−~k)
)
(111)
which is the same as in Eqn. (64) above, with Ω˜0(k) =
√
~k2 +m20 . Similar to before, our goal
will be to find a unitary U so that
U |Ψ0〉 = |Ψ(Λeu)〉 +O(λ2) . (112)
Comparing Eqn.’s (107) and (111), we see that U must have the form
U = exp
− i4
∫
dd~p log

√
~p2 +m20√
~p2 + e−2um2
(φ̂(~p) p̂i(−~p) + p̂i(−~p) φ̂(~p))− i λ [order 4]

(113)
which is the same form as exp(−i(Q2 + λQhigher)) in Eqn. (36) above. Next, we apply the
same general strategy we used for the anharmonic oscillator above.
Denoting the [order 4] terms in Eqn. (113) by Q4, we most generally have
Q4 =
4∑
r=0
r∑
s=0
∫
dd~k1 · · · dd~kr c(s)r (~k1, ..., ~kr)S(s)r (~k1, ..., ~kr) (114)
where
S(s)r (~k1, ..., ~kr) = φ̂(~k1) · · · φ̂(~ks)p̂i(~ks+1) · · · p̂i(~kr) + p̂i(~ks+1) · · · p̂i(~kr)φ̂(~k1) · · · φ̂(~ks) (115)
is the momentum space analog of Eqn. (20). Recall the notation for S(s)r : here, r denotes the
total number of operators per term, and s denotes the number of φ̂ ’s per term. We will not
need all of the terms in Q4 in Eqn. (114) – since the ground state of scalar ϕ4 theory to O(λ)
is strictly real and an even functional of φ, the only terms in Q4 with non-zero c(s)r ’s are
S
(1)
2 (~k1, ~k2) , S
(1)
4 (~k1, ~k2, ~k3, ~k4) , S
(3)
4 (~k1, ~k2, ~k3, ~k4) .
The argument is essentially the same as in the anharmonic oscillator case above, in which
only T1,1, T1,3, T3,1 contributed to the unitary to first order in the anharmonic coupling.
Since we only have to work with S(1)2 (~k1, ~k2), S
(1)
4 (~k1, ~k2, ~k3, ~k4), S
(3)
4 (~k1, ~k2, ~k3, ~k4), let us
specialize our notation. We define
K2,0 := −
∫
dd~k1 d
d~k2 δ
(d)(~k1 + ~k2) g2,0(~k1)S(1)2 (~k1, ~k2) (116)
K2,1 := −
∫
dd~k1 d
d~k2 δ
(d)(~k1 + ~k2) g2,1(~k1)S(1)2 (~k1, ~k2) (117)
K4 :=
∫
dd~k1 d
d~k2 d
d~k3 d
d~k4 δ
(d)(~k1 + ~k2 + ~k3 + ~k4)
(
g
(1)
4 (~k1, ~k2, ~k3, ~k4)S
(1)
4 (~k1, ~k2, ~k3, ~k4)
+ g(3)4 (~k1, ~k2, ~k3, ~k4)S
(3)
4 (~k1, ~k2, ~k3, ~k4)
)
.
(118)
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If we set
g2,0(~k) =
1
4 log
 Ω˜0(k)√
~k2 + e−2um2

= 14 log
(
Ω˜0(k)
ωk
)
(119)
then our unitary U will take the form
U = exp (iK2,0 + i λ (K2,1 +K4)) . (120)
Our goal is to solve for g2,1, g(1)4 , and g
(3)
4 so that U |Ψ0〉 = |Ψ(Λeu)〉+O(λ2).
We have the commutation relations
[K2,0, K2,1] = 0 (121)
[K2,0, K4] = i
∫
dd~k1 d
d~k2 d
d~k3 d
d~k4 δ
(d)(~k1 + ~k2 + ~k3 + ~k4)
(
G1 g(1)4 S(1)4 + G3 g(3)4 S(3)4
)
,
(122)
where
G1(~k1, ~k2, ~k3, ~k4) := 2
(
g2,0(~k1)− g2,0(~k2)− g2,0(~k3)− g2,0(~k4)
)
(123)
G3(~k1, ~k2, ~k3, ~k4) := 2
(
g2,0(~k1) + g2,0(~k2) + g2,0(~k3)− g2,0(~k4)
)
. (124)
Using the commutation relations in Eqn.’s (121) and (122) along with Eqn. (39), we can
simplify the unitary U in Eqn. (120) as
U =
(
1 + iλK2,1 − iλ
∫
ddk δ(d)(k)
(
e−G1 − 1
G1 g
(1)
4 S
(1)
4 +
e−G3 − 1
G3 g
(3)
4 S
(3)
4
))
eiK2,0 +O(λ2) .
(125)
where ddk := ∏di=1 dd~ki and δ(d)(k) := δ(d)(~k1 + ~k2 + ~k3 + ~k4). We notice that Eqn. (125)
above has the same form as Eqn. (89) in the anharmonic oscillator case, which is indeed no
coincidence. It is convenient to define
g˜
(j)
4 (~k1, ~k2, ~k3, ~k4) :=
e−Gj(~k1,~k2,~k3,~k4) − 1
Gj(~k1, ~k2, ~k3, ~k4)
g
(j)
4 (~k1, ~k2, ~k3, ~k4) (126)
for j = 1, 3 so that Eqn. (125) is simply
U =
(
1− iλ
∫
dd~k1 d
d~k2 δ
(d)(~k1 + ~k2) g2,1(~k1)S(1)2 (~k1, ~k2)
− iλ
∫
ddk δ(d)(k)
(
g˜
(1)
4 S
(1)
4 + g˜
(3)
4 S
(3)
4
))
eiK2,0 +O(λ2) . (127)
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Applying U to the Gaussian state |Ψ0〉 and expressing the result in the φ–basis, we obtain
〈φ|U |Ψ0〉
=
1− λ
(∫ Λ
dd~k1 g2,1(~k1)−
∫ Λ
dd~k1 d
d~k2 ωk2
×
[
g˜
(1)
4 (~k1, ~k1, ~k2, ~k2) + g˜
(1)
4 (~k1, ~k2, ~k1, ~k2) + g˜
(1)
4 (~k1, ~k2, ~k2, ~k1)
] )
δ(d)(0)
+ λ
(∫ Λ
dd~k1 2ωk1 g2,1(~k1)φ(~k1)φ(−~k1)
−
∫ Λ
dd~k1 d
d~k2
[
2ωk1ωk2
[
g˜
(1)
4 (~k1, ~k1, ~k2, ~k2) + g˜
(1)
4 (~k1, ~k2, ~k1, ~k2) + g˜
(1)
4 (~k1, ~k2, ~k2, ~k1)
]
+ ω2k1
[
g˜
(1)
4 (~k2, ~k2, ~k1, ~k1) + g˜
(1)
4 (~k2, ~k1, ~k2, ~k1) + g˜
(1)
4 (~k2, ~k1, ~k1, ~k2)
]
−
[
g˜
(3)
4 (~k1, ~k1, ~k2, ~k2) + g˜
(3)
4 (~k1, ~k2, ~k1, ~k2) + g˜
(3)
4 (~k2, ~k1, ~k1, ~k2)
] ]
φ(~k1)φ(−~k1)
)
+ 2λ
∫ Λ
ddk δ(d)(k)
(
ωk2ωk3ωk4 g˜
(1)
4 (~k1, ~k2, ~k3, ~k4)
− ωk4 g˜(3)4 (~k1, ~k2, ~k3, ~k4)
)
φ(~k1)φ(~k2)φ(~k3)φ(~k4)

×N e− 12
∫ Λ
dd~k1 φ(~k1)ωk1 φ(−~k1) +O(λ2) ,
(128)
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The ground state wavefunctional in Eqn. (107) can be written in the φ–basis as
〈φ|Ψ(Λeu)〉
=
{
1 + λ
e−2u(δm2/λ)
8
∫ Λ dd~k1
ω2k1
+ e
(d−3)u
32
1
(2pi)d
∫ Λ
dd~k1 d
d~k2
(
1
ω2k1ωk2
− 12
1
ωk1ωk2(ωk1 + ωk2)
) δ(d)(0)
− λ
(
e−2u(δm2/λ)
4
∫ Λ dd~k1
ωk1
· φ(~k1)φ(−~k1) + e
(d−3)u
16
1
(2pi)d
∫ Λ dd~k1 dd~k2
ωk1(ωk1 + ωk2)
· φ(~k1)φ(−~k1)
)
− λ24
e(d−3)u
(2pi)d
∫ Λ
ddk δ(d)(k) 1
ωk1 + ωk2 + ωk3 + ωk4
· φ(~k1)φ(~k2)φ(~k3)φ(~k4)
}
×N e− 12
∫ Λ
dd~k1 φ(~k1)ωk1 φ(−~k1) +O(λ2) ,
(129)
which is convenient to rewrite as
〈φ|Ψ(Λeu)〉
=
{
1 + λ
(
e−2u(δm2/λ)
8
∫ Λ
dd~k1
1
ω2k1
+
+ e
(d−3)u
32
1
(2pi)d
∫ Λ
dd~k1 d
d~k2
(
1
ω2k1(ωk1 + ωk2)
+ 12
1
ωk1ωk2(ωk1 + ωk2)
))
δ(d)(0)
− λ
(
e−2u(δm2/λ)
4
∫ Λ
dd~k1
1
ωk1
· φ(~k1)φ(−~k1)
+ e
(d−3)u
16
1
(2pi)d
∫ Λ
dd~k1 d
d~k2
1
ωk1(ωk1 + ωk2)
· φ(~k1)φ(−~k1)
)
− λ24
e(d−3)u
(2pi)d
∫ Λ
ddk δ(d)(k) 1
ωk1 + ωk2 + ωk3 + ωk4
· φ(~k1)φ(~k2)φ(~k3)φ(~k4)
}
×N e− 12
∫ Λ
dd~k1 φ(~k1)ωk1 φ(−~k1) +O(λ2) ,
(130)
where we have rearranged the two terms in the
∫ Λ dd~k1 dd~k2 integral which multiplies the
δ(d)(0) term. Since δm2 is proportional to the perturbative coupling λ by Eqn. (105), we find
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that Eqn. (130) above has the form
〈φ|Ψ(Λeu)〉
=
{
1 + λ
(
(· · · ) δ(d)(0) +
∫ Λ
dd~k1 (· · · )φ(~k1)φ(−~k1)
+
∫ Λ
ddk δ(d)(k) (· · · )φ(~k1)φ(~k2)φ(~k3)φ(~k4)
)}
×N e− 12
∫ Λ
dd~k1 φ(~k1)ωk1 φ(−~k1) +O(λ2)
(131)
which is exactly the form of Eqn. (128). Matching the δ(d)(0) term, the φφ term, and the
φφφφ term between Eqn. (128) and Eqn. (130), we obtain three “matching” equations:
−
∫ Λ
dd~k1 g2,1(~k1) +
∫ Λ
dd~k1 d
d~k2 ωk2
(
g˜
(1)
4 (~k1, ~k1, ~k2, ~k2) + g˜
(1)
4 (~k1, ~k2, ~k1, ~k2) + g˜
(1)
4 (~k1, ~k2, ~k2, ~k1)
)
= e
−2u(δm2/λ)
8
∫ Λ
dd~k1
1
ω2k1
+ e
(d−3)uλ
32
1
(2pi)d
∫ Λ
dd~k1 d
d~k2
(
1
ω2k1(ωk1 + ωk2)
+ 12
1
ωk1ωk2(ωk1 + ωk2)
)
2ωk1 g2,1(~k1)−
∫ Λ
dd~k2
(
2ωk1ωk2
[
g˜
(1)
4 (~k1, ~k1, ~k2, ~k2) + g˜
(1)
4 (~k1, ~k2, ~k1, ~k2) + g˜
(1)
4 (~k1, ~k2, ~k2, ~k1)
]
+ ω2k1
[
g˜
(1)
4 (~k2, ~k2, ~k1, ~k1) + g˜
(1)
4 (~k2, ~k1, ~k2, ~k1) + g˜
(1)
4 (~k2, ~k1, ~k1, ~k2)
]
−
[
g˜
(3)
4 (~k1, ~k1, ~k2, ~k2) + g˜
(3)
4 (~k1, ~k2, ~k1, ~k2) + g˜
(3)
4 (~k2, ~k1, ~k1, ~k2)
] )
= −e
−2u (δm2/λ)
4
1
ωk1
− e
(d−3)u
16
1
(2pi)d
∫ Λ dd~k2
ωk1(ωk1 + ωk2)
2
(
ωk2ωk3ωk4 g˜
(1)
4 (~k1, ~k2, ~k3, ~k4)− ωk4 g˜(3)4 (~k1, ~k2, ~k3, ~k4)
)
= −e
(d−3)u
24
1
(2pi)d
1
ωk1 + ωk2 + ωk3 + ωk4
.
(132)
Since S(1)4 (~k1, ~k2, ~k3, ~k4) is symmetric in ~k2, ~k3, ~k4, we ansatz that g
(1)
4 (~k1, ~k2, ~k3, ~k4) is also
symmetric in ~k2, ~k3, ~k4. Since G1 is also symmetric in ~k2, ~k3, ~k4, our ansatz implies that
g˜
(1)
4 (~k1, ~k2, ~k3, ~k4) is likewise symmetric in ~k2, ~k3, ~k4. Similarly, S
(3)
4 (~k1, ~k2, ~k3, ~k4) is symmetric
in ~k1, ~k2, ~k3, and so we ansatz that g(3)4 (~k1, ~k2, ~k3, ~k4) is likewise symmetric in ~k1, ~k2, ~k3. Anal-
ogous to the previous case, G3 is also symmetric in ~k1, ~k2, ~k3, and so our ansatz implies that
g˜
(3)
4 (~k1, ~k2, ~k3, ~k4) is also symmetric in ~k1, ~k2, ~k3.
We also assume that g(1)4 and g
(3)
4 are even functions with respect to each of their arguments
(i.e., they are invariant under ~ki → −~ki for any fixed i = 1, 2, 3, 4). Since G1 and G3 are
even in each of their arguments, we have that g˜(1)4 and g˜
(3)
4 are also even in each of their
arguments. These assumptions will make the next computations easier to follow. With these
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considerations, Eqn.’s (128) and (132) reduce to
〈φ|U |Ψ0〉
=
{
1− λ
(∫ Λ
dd~k1 g2,1(~k1)− 3
∫ Λ
dd~k1 d
d~k2 ωk2 g˜
(1)
4 (~k1, ~k1, ~k2, ~k2)
)
δ(d)(0)
+ λ
(
2
∫ Λ
dd~k1 ωk1 g2,1(~k1)φ(~k1)φ(−~k1)
+ 3
∫ Λ
dd~k1 d
d~k2
(
− 2ωk1ωk2 g˜(1)4 (~k1, ~k1, ~k2, ~k2)− ω2k1 g˜(1)4 (~k2, ~k2, ~k1, ~k1)
+ g˜(3)4 (~k1, ~k1, ~k2, ~k2)
)
φ(~k1)φ(−~k1)
)
+ 2λ
∫ Λ
ddk δ(d)(k)
(
ωk2ωk3ωk4 g˜
(1)
4 (~k1, ~k2, ~k3, ~k4)
− ωk4 g˜(3)4 (~k1, ~k2, ~k3, ~k4)
)
φ(~k1)φ(~k2)φ(~k3)φ(~k4)
}
×N e− 12
∫ Λ
dd~k1 φ(~k1)ωk1 φ(−~k1) +O(λ2) .
(133)
and
−
∫ Λ
dd~k1 g2,1(~k1) + 3
∫ Λ
dd~k1 d
d~k2 ωk2 g˜
(1)
4 (~k1, ~k1, ~k2, ~k2)
= e
−2u(δm2/λ)
8
∫ Λ
dd~k1
1
ω2k1
+ e
(d−3)uλ
32
1
(2pi)d
∫ Λ
dd~k1 d
d~k2
(
1
ω2k1(ωk1 + ωk2)
+ 12
1
ωk1ωk2(ωk1 + ωk2)
)
2ωk1 g2,1(~k1)− 3
∫ Λ
dd~k2
(
2ωk1ωk2 g˜
(1)
4 (~k1, ~k1, ~k2, ~k2) + ω2k1 g˜
(1)
4 (~k2, ~k2, ~k1, ~k1)− g˜(3)4 (~k1, ~k1, ~k2, ~k2)
)
= −e
−2u(δm2/λ)
4
1
ωk1
− e
(d−3)uλ
16
1
(2pi)d
∫ Λ
dd~k2
1
ωk1(ωk1 + ωk2)
2 δ(d)(k)
(
ωk2ωk3ωk4 g
(1)
4 (~k1, ~k2, ~k3, ~k4)− ωk4 g˜(3)4 (~k1, ~k2, ~k3, ~k4)
)
= − 124
e(d−3)u
(2pi)d δ
(d)(k) 1
ωk1 + ωk2 + ωk3 + ωk4
. (134)
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The equations (134) are solved by
g2,1(~k1) = − 1
ω2k1
(
e−2u(δm2/λ)
8 +
e(d−3)u
32
1
(2pi)d
∫
dd~k2
1
ωk1 + ωk2
)
(135)
g˜
(1)
4 (~k1, ~k2, ~k3, ~k4) =
1
96
e(d−3)u
(2pi)d
1
ωk2ωk3ωk4(ωk1 + ωk2 + ωk3 + ωk4)
(136)
g˜
(3)
4 (~k1, ~k2, ~k3, ~k4) =
1
32
e(d−3)u
(2pi)d
1
ωk4(ωk1 + ωk2 + ωk3 + ωk4)
. (137)
We note that these solutions are not unique, which we remark on below.
We have succeeded in constructing a unitary which maps from an arbitrary translation
and rotation-invariant Gaussian wavefunctional to the ground state of ϕ4 theory to 1-loop in
perturbation theory. Our result is summarized below.
Summary of 1-loop circuit from Gaussian to the ground state of ϕ4 theory:
The translation and rotation-invariant Gaussian wavefunctional is denoted by |Ψ0〉 and
the ground state wavefunctional of ϕ4 theory to 1-loop (and Wilsonian renormalized to spatial
momentum scale Λeu) is denoted by |Ψ(Λeu)〉. Then |Ψ0〉 and |Ψ(Λeu)〉 are given in the
φ-basis by
〈φ|Ψ0〉 = det 14
(
Ω˜0
pi
)
exp
(
−12
∫
dd~k φ(~k) Ω˜0(k)φ(−~k)
)
(138)
〈φ|Ψ(Λeu)〉 = N exp
(
−G[φ]− e−2uδm2R1[φ]− e(d−3)uλR2[φ]
)
+O(λ2) (139)
where
G[φ] = 12
∫ Λ
dd~k φ(~k)ωk φ(−~k) (140)
R1[φ] =
1
4
∫ Λ
dd~k
1
ωk
φ(~k)φ(−~k) (141)
R2[φ] =
1
16
∫ Λ
dd~k
1
ωk
(∫ dd~q
(2pi)d
1
ωk + ωq
)
φ(~k)φ(−~k)
+ 124
1
(2pi)d
∫ Λ dd~k1 dd~k2 dd~k3
ωk1 + ωk2 + ωk3 + ω−~k1−~k2−~k3
φ(~k1)φ(~k2)φ(~k3)φ(−~k1 − ~k2 − ~k3) .
(142)
Consider the unitary U given by
U = exp (iK2,0 + iλ (K2,1 +K4)) (143)
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with
K2,0 = −
∫
dd~k1 d
d~k2 δ
(d)(~k1 + ~k2) g2,0(~k1)S(1)2 (~k1, ~k2) (144)
K2,1 = −
∫
dd~k1 d
d~k2 δ
(d)(~k1 + ~k2) g2,1(~k1)S(1)2 (~k1, ~k2) (145)
K4 =
∫
dd~k1 d
d~k2 d
d~k3 d
d~k4 δ
(d)(~k1 + ~k2 + ~k3 + ~k4)
(
g
(1)
4 (~k1, ~k2, ~k3, ~k4)S
(1)
4 (~k1, ~k2, ~k3, ~k4)
+ g(3)4 (~k1, ~k2, ~k3, ~k4)S
(3)
4 (~k1, ~k2, ~k3, ~k4)
)
.
(146)
Letting
G1(~k1, ~k2, ~k3, ~k4) := 2
(
g2,0(~k1)− g2,0(~k2)− g2,0(~k3)− g2,0(~k4)
)
(147)
G3(~k1, ~k2, ~k3, ~k4) := 2
(
g2,0(~k1) + g2,0(~k2) + g2,0(~k3)− g2,0(~k4)
)
(148)
and defining
g˜
(j)
4 (~k1, ~k2, ~k3, ~k4) :=
e−Gj(~k1,~k2,~k3,~k4) − 1
Gj(~k1, ~k2, ~k3, ~k4)
g
(j)
4 (~k1, ~k2, ~k3, ~k4) (149)
with j = 1, 3, the functions in U above are given by
g2,0(~k) =
1
4 log
(
Ω˜0(k)
ωk
)
(150)
g2,1(~k1) = − 1
ω2k1
(
e−2u(δm2/λ)
8 +
e(d−3)u
32
1
(2pi)d
∫
dd~k2
1
ωk1 + ωk2
)
(151)
g˜
(1)
4 (~k1, ~k2, ~k3, ~k4) =
1
96
e(d−3)u
(2pi)d
1
ωk2ωk3ωk4(ωk1 + ωk2 + ωk3 + ωk4)
(152)
g˜
(3)
4 (~k1, ~k2, ~k3, ~k4) =
1
32
e(d−3)u
(2pi)d
1
ωk4(ωk1 + ωk2 + ωk3 + ωk4)
. (153)
The unitary U satisfies
U |Ψ0〉 = |Ψ(Λeu)〉 +O(λ2) , (154)
and so it maps |Ψ0〉 to |Ψ(Λeu)〉 up to O(λ2) corrections.
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Non-uniqueness of 1-loop circuit from Gaussian to the ground state of ϕ4 theory
As commented above, the solution we found for the 1-loop circuit from Gaussian to the
ground state of ϕ4 theory is not unique. This is perhaps not surprising – given an initial
and final state, there are typically many unitaries which map between them, even if the
form of the unitaries are somewhat constrained. Indeed, we found a one-parameter family of
solutions for the anharmonic oscillator example above.
For instance, if we relax the conditions on the permutation symmetry of the arguments of
g2,1, g(1)4 , g
(3)
4 , from (132) we find the more general solutions
g2,1(~k) = − 1
ω2k1
(
e−2u(δm2/λ)
8 +
e(d−3)u
32
1
(2pi)d
∫
dd~k2
1
ωk1 + ωk2
)
+ 1
ωk1
∫
dd~k2
1
ωk2
(
F (~k1,−~k1, ~k2,−~k2) + F (~k1, ~k2,−~k1,−~k2) + F (~k1, ~k2,−~k2,−~k1)
)
g˜
(1)
4 (~k1, ~k2, ~k3, ~k4) =
1
96
e(d−3)u
(2pi)d
1
ωk2ωk3ωk4(ωk1 + ωk2 + ωk3 + ωk4)
+ F (
~k1, ~k2, ~k3, ~k4)
ωk2ωk3ωk4
(155)
g˜
(3)
4 (~k1, ~k2, ~k3, ~k4) =
1
32
e(d−3)u
(2pi)d
1
ωk4(ωk1 + ωk2 + ωk3 + ωk4)
+ F (
~k1, ~k2, ~k3, ~k4)
ωk4
, (156)
where F (~k1, ~k2, ~k3, ~k4) is a function satisfying the constraint∫
dd~k2
1
ωk2
(
− F (~k2,−~k2, ~k1,−~k1)− F (~k2, ~k1,−~k2,−~k1)
+ F (~k1, ~k2,−~k1,−~k2) + F (~k1,−~k1, ~k2,−~k2)
)
= 0 . (157)
For the remainder of this paper, will will specialize to the case that F (~k1, ~k2, ~k3, ~k4) = 0,
which agree with Eqn.’s (151), (152), and (153) above.
2.5 Comments on circuit non-uniqueness
Suppose that we have a unitary U which maps |Ψ〉 to |Φ〉, in particular U |Ψ〉 = |Φ〉. This
unitary is not the unique unitary mapping |Ψ〉 to |Φ〉, since for any unitaries U1, U2 satisfying
U1|Ψ〉 = |Ψ〉 and U2|Φ〉 = |Φ〉 we have
U2UU1|Ψ〉 = |Φ〉 . (158)
Clearly U2UU1 is also a unitary mapping |Ψ〉 to |Φ〉. Geometrically, a unitary maps a basis
{|Ψ1〉, |Ψ2〉, ..., |ΨN〉} to another basis {U |Ψ1〉, U |Ψ2〉, ..., U |ΨN〉}. If we specify that U must
map |Ψ1〉 to |Φ1〉, then we still have the freedom to choose how U maps the remaining basis
vectors {|Ψ2〉, ..., |ΨN〉}.
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In the framework of quantum circuit perturbation theory, consider a unitary U =
e−i(Q2+Qk) where Qk is order k and
e−i(Q2+Qk)|Ψ〉 = |Φ〉 +O(2) . (159)
Suppose we want construct the most general unitary of the form e−i(Q˜2+ Q˜k) that maps
|Ψ〉 to |Φ〉 up to O(2) corrections. Then we find the parametric family of operators
Q
(1)
2 , Q
(1)
k , Q
(2)
2 , Q
(2)
k which satisfy
(Q(1)2 + Q
(1)
k )|Ψ〉 = O(2) , (Q(2)2 + Q(2)k )|Φ〉 = O(2) . (160)
The Q(1)2 , Q
(1)
k , Q
(2)
2 , Q
(2)
k satisfying the above equations may have many free parameters (and
in the context of field theory, free functions). Then we can find the most general unitary of
the form e−i(Q˜2+ Q˜k) that maps |Ψ〉 to |Φ〉 up to O(2) corrections by solving
e−i(Q˜2+ Q˜k) = e−i(Q
(2)
2 +Q
(2)
k
) e−i(Q2+Qk) e−i(Q
(1)
2 +Q
(1)
k
) +O(2) (161)
for Q˜2, Q˜k which in turn may depend on many free parameters (or free functions, in the
context of field theory). There is an analogous procedure if we work to higher order in
perturbation theory. In this paper, we do not attempt to find the most generic circuits
mapping between two states of interest – rather, we find particular solutions that suit our
purposes.
2.6 More general perturbative examples
So far, we have given various constructions of unitaries which map between Gaussian states
and perturbatively non-Gaussian states. Here we detail a more general class of unitary
mappings which goes beyond our chosen examples. Suppose that we have two states |Ψ1〉
and |Ψ2〉 which are Gaussian up to perturbative corrections in some smaller parameter .
Then we can write
|Ψ1〉 = (1− i Qhigher,1) |ΨG1 〉 +O(2) = e−i Qhigher,1|ΨG1 〉 +O(2) (162)
|Ψ2〉 = (1− i Qhigher,2) |ΨG2 〉 +O(2) = e−i Qhigher,2|ΨG2 〉 +O(2) , (163)
where Qhigher,1, Qhigher,2 each have order greater than 2, and |ΨG1 〉, |ΨG2 〉 are Gaussian states.
As explained in previous sections, given any two Gaussian states we can explicitly construct
a unitary e−iQ2 with a quadratic generator Q2 which maps between them. So suppose that
|ΨG2 〉 = e−iQ2 |ΨG1 〉 . (164)
Then using the above equation along with Eqn.’s (162) and (163), we can write
|Ψ2〉 = e−i Qhigher,2|ΨG2 〉 +O(2)
= e−i Qhigher,2 e−iQ2|ΨG1 〉 +O(2)
= e−i Qhigher,2 e−iQ2 ei Qhigher,1 |Ψ1〉 +O(2) (165)
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Generalizing Eqn.’s (37) and (38), we have
eA+B+C =
(
1 +  e
adA − 1
adA
B
)
eA
(
1 +  1− e
−adA
adA
C
)
+O(2) , (166)
and so
exp
(
A+  adA
eadA − 1 B + 
adA
1− e−adA C
)
= (1 + B) eA (1 +  C) +O(2)
= eB eA eC +O(2) . (167)
Applying Eqn.’s (167) to Eqn. (165), we find that
|Ψ2〉 = exp
(
−i
(
Q2 + 
i adQ2
1− e−i adQ2 Qhigher,2 + 
i adQ2
1− ei adQ2 Qhigher,1
))
|Ψ1〉 +O(2) , (168)
and so the unitary
U = exp
(
−i
(
Q2 + 
i adQ2
1− e−i adQ2 Qhigher,2 + 
i adQ2
1− ei adQ2 Qhigher,1
))
+O(2) (169)
maps |Ψ1〉 to |Ψ2〉 up to O(2) corrections.
We have thus given a systematic procedure to construct a unitary which maps between two
states which are each Gaussian up to first order corrections. An analogous, more elaborate
procedure is possible for constructing unitary operators which map between states which are
each Gaussian up to higher than first order corrections.
3 cMERA for interacting fields
3.1 Overview of MERA
The multiscale entanglement renormalization ansatz, or MERA, is a class of quantum states
which capture quantum correlations across a hierarchy of distance scales [9, 10, 11, 39]. MERA
has been used with great success in numerical studies as a robust variational approximation
to low-energy states of local lattice theories, especially in one spatial dimension [40]–[47].
We briefly review the lattice MERA formalism before considering its generalization to the
continuum.
Suppose we have a translation-invariant lattice system in one spatial dimension comprised
of 2n sites, where each site has local dimension d. Then the Hilbert space H2n of the system
is
H2n = Cd ⊗ · · · ⊗ Cd︸ ︷︷ ︸
2n times
' Cd2n . (170)
Since each site is a d-level system, we will refer to each site as a qudit.7 Choosing some
integer m < n, we begin with the smaller Hilbert space H2m given by
H2m = Cd ⊗ · · · ⊗ Cd︸ ︷︷ ︸
2m times
' Cd2m . (171)
7Recall that a 2-level system is called a qubit.
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and choose the initial state |Ω2m〉 ∈ H2m given by
|Ω2m〉 = |0〉 ⊗ |0〉 ⊗ · · · ⊗ |0〉︸ ︷︷ ︸
2m times
, (172)
which factorizes with respect to each site. We imagine that the 2m sites are organized in a
line, and that adjacent tensor factors in the decomposition above correspond to adjacent sites
in space. Letting U2m be a spatially local circuit, we write
U2m|Ω2m〉 =
d∑
i1,...,i2m=1
ci1,i2,...,i2m |i1〉 ⊗ |i2〉 ⊗ · · · ⊗ |i2m〉 . (173)
Next, we will embed U2m|Ω2m〉 ∈ H2m into the larger Hilbert space H2m+1 comprised of 2m+1
qudits, i.e. twice as many as before. We use the isometry V2m : H2m ↪→ H2m+1 , satisfying
V †2mV2m = 1H2m , which acts by
V2mU2m|Ω2m〉 =
d∑
i1,...,i2m=1
ci1,i2,...,i2m |0〉 ⊗ |i1〉 ⊗ |0〉 ⊗ |i2〉 ⊗ |0〉 ⊗ · · · ⊗ |0〉 ⊗ |i2m〉 , (174)
namely, interlacing the existing state with qudits in the |0〉 state. Similar to above, we
imagine that the 2m+1 sites are organized in a line, and that adjacent tensor factors in the
decomposition above correspond to adjacent sites in space. Thus we can think of the isometry
as putting in a new site in the “space between” each pair of existing sites.
We then further transform V2mU2m|Ω2m〉 by another local circuit U2m+1 which acts on all
2m+1 sites, and then embed the resulting state into the even larger Hilbert space H2m+2 using
the isometry V2m+1 . We repeat this procedure until we have a state in the full Hilbert space
H2n of the form
|ΨMERA〉 := U2nV2n−1U2n−1 · · ·V2m+1U2m+1V2mU2m|Ω2m〉 , (175)
which is a MERA state. The MERA state depends on our choice of the local unitaries
U2m , U2m+1 , ..., U2n , as well as our choice of m. The local unitaries U2m , U2m+1 , ..., U2n are
called entangling unitaries since they entangle existing lattice sites with newly introduced
lattice sites. Their inverses are appropriately called disentangling unitaries.
Typically, when performing variational calculations, one fixes m and parametrizes the local
unitaries U2m , U2m+1 , ..., U2n . Then the variational optimization is performed with respect to
the parameters of the unitaries. For instance, given some Hamiltonian H acting on H2n , we
would minimize
Emin = min{ai}
〈ΨMERA({ai})|H|ΨMERA({ai})〉 (176)
as per the Rayleigh-Ritz variational principle, where {ai} are the parameters which define the
local unitaries U2m , U2m+1 , ..., U2n and Emin is the variational approximation to the ground
state energy of H. One of the key features of the MERA ansatz is that it is not exclusively
sensitive to short-distance correlations. Due to the hierarchical structure of the MERA ansatz,
variational optimization more equitably energetically favors the correctness of long-distance
and intermediate-distance correlations as well as short-distance correlations.
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The state |ΨMERA〉 has several important features. First, we notice that the initial 2m sites
are now (2n−m − 1) sites apart in the final state |ΨMERA〉. Thus the unitary U2m which acted
locally on the initial 2m sites is responsible for long-range correlations (i.e., across distances of
around 2n−m sites) in the final state. Similarly, each unitary U2k for m ≤ k ≤ n is responsible
for correlations across a characteristic scale of 2n−k sites in the final state |ΨMERA〉.
In words, local correlations introduced by each U2k on 2k sites are stretched to larger
distance scales by the isometric embeddings into larger lattices. Furthermore, the form of
Eqn. (175) shows that the correlations are introduced hierarchically: (what will become the)
long-range correlations are introduced first, and then new degrees of freedom are introduced
in succession so that progressively shorter-range correlations can be built on top.
The MERA state |ΨMERA〉 is closely tied with the renormalization group. Suppose that
we have a state |Φ〉 of a lattice theory of 2n qudits in one spatial dimension that can be
written in the form of Eqn. (175). If we wanted to strip away short-distance correlations
from the state, we could strip away the final U2n unitary and then zoom in on the state by
omitting the V2n−1 isometry. Then we would be left with
U2n−1 · · ·V2m+1U2m+1V2mU2m|Ω2m〉 . (177)
From this structure, we see that the mapping
U2nV2n−1U2n−1 · · ·V2m+1U2m+1V2mU2m|Ω2m〉 −→ U2n−1 · · ·V2m+1U2m+1V2mU2m |Ω2m〉 (178)
is essentially a step of Kadanoff block renormalization,8 in which we first eliminate certain
short-range interactions and then coarse grain the system by mapping it to fewer sites (in
this case, half of the number of sites). So if a state |Φ〉 of 2n qudits can be expressed in the
form of a MERA as in Eqn. (175), then the state renormalized to scale 2n−k is
|Φ(2n−k)〉 := U2n−kV2n−k−1U2n−k−1 · · ·V2m+1U2m+1V2mU2m |Ω2m〉 , (179)
which is the same as Eqn. (175) but with the appropriate unitaries and isometries stripped
off the front. We call |Φ(2n−m)〉 = |Ω2m〉 the “IR state” and |Φ(2n)〉 = |Φ〉 the “UV state.”
The basic MERA construction can be generalized to lattice systems in higher dimensions.
So far, we have chosen isometries which embed a state into a Hilbert space with double the
number of sites, although we could have chosen other embeddings (e.g., into a Hilbert space
with triple the number of sites, into a Hilbert space with 1.2 times the number of sites, etc.).
Before turning to the generalization of MERA to the continuum, there is an alternative
perspective of the MERA construction which is useful to keep in mind. In the construction
of MERA states given above, we have started with a smaller number of sites than the full
lattice, and added sites after applying each entangling unitary U2k . Instead, we could have
initially started with a state |Ω2n〉 ∈ H2n given by
|Ω2n〉 = |0〉 ⊗ |0〉 ⊗ · · · ⊗ |0〉︸ ︷︷ ︸
2n times
. (180)
Forgoing the isometries V , we would let U2m act on sites positioned at multiples of 2m. Then
U2m−1 would only act on sites positioned at multiples of 2m−1, and more generally U2m−k would
8Kadanoff block renormalization is typically applied to a Hamiltonian, although here we are working
directly with a state.
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only act on sites positioned at multiples of 2m−k. In words, we do not need the isometries V
since we just start with a state in H2n and “skip over” sites if we do not need them. In this
setup, after each application of a U2k there are still many sites in the state |0〉 which are like
a reservoir of unused UV degrees of freedom.
One virtue of this alternative approach is that the MERA state can be written as a
unitary transformation of |Ω2n〉, namely
|ΨMERA〉 := U˜2nU˜2n−1 · · · U˜2m+1U˜2m|Ω2m〉 , (181)
where we have put tildes over the unitaries to denote that they each act on an appropriate
subset of the sites in H2n (and are thus similar to but distinct from the corresponding unitaries
U2k which act on H2k). Similarly, if a state |Φ〉 of 2n qudits can be written in the form of
Eqn. (181), then the state renormalized to scale 2n−k is
|Φ(2n−k)〉 := U˜2n−kU˜2n−k−1 · · · U˜2m+1U˜2m|Ω2m〉 . (182)
We will use this alternative, fully unitary approach in our presentation of the continuum
generalization of MERA below.
3.2 Overview of cMERA
While the MERA ansatz has had great success for numerical simulations of low-dimensional
local lattice systems, there are some drawbacks:
1. MERA is a lattice ansatz, and does not work directly in the continuum.
2. MERA does not work directly in the infinite-volume limit since one has to specify the
number of sites of the lattice.
3. Although it is possible generalize MERA to more than one spatial dimension, such
generalizations can be both analytically cumbersome and numerically difficult.
A continuum version of MERA called cMERA was developed to address these three issues
above [20, 21, 22].
The cMERA ansatz is structurally similar to the form of the MERA ansatz in Eqn. (182)
above. Suppose the Hilbert space of our continuum field theory is H. We require a simple IR
state |Ω〉 ∈ H, upon which we will build correlations at progressively finer distance scales. We
would like |Ω〉 to be scale-invariant9, so that it has the same correlations across any distance
scale. If L is a generator of spatial dilatations for our continuum theory, then we would like
e−iLu|Ω〉 = |Ω〉 for all u, or equivalently
L|Ω〉 = 0 . (183)
The scale-invariance of |Ω〉 is inspired by the fact that theories tend to become scale-invariant
as they are flowed by the renormalization group into the IR. In other words, we would like to
start with a scale-invariant state |Ω〉 in the IR, and then build up correlations into the UV.
9We mean scale-invariant with respect to spatial dilatations.
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In analogy with Eqn. (182), we need to apply a sequence of unitaries to |Ω〉 to build up
correlations at progressively shorter distance scales. To do this, we construct a path-ordered
exponential and apply it to |Ω〉, namely
|ΨcMERA〉 = Ps exp
(
−i
∫ uUV
uIR
ds (K(s) + L)
)
|Ω〉 (184)
where L is the spatial dilatation operator, and K(s) is a one-parameter family of Hermitian
operators called the entangler. Note that K(s) is called the disentangler if we run the
path-ordered exponential in reverse – so K(s) is synonymously the entangler and disentangler.
The unitary
U(u1, u2) = Ps exp
(
−i
∫ u2
u1
ds (K(s) + L)
)
(185)
is called the entangling unitary.
The path-ordered exponential acting on |Ω〉 as per Eqn. (184) has a simple interpretation.
It can be expanded as
e−i(K(uUV)+L) ∆s e−i(K(uUV−∆s)+L) ∆s · · · e−i(K(uIR+∆s)+L) ∆s e−i(K(uIR)+L) ∆s|Ω〉 (186)
in the limit of ∆s→ 0. Then Eqn. (186) shows us that the path-ordered exponential creates
correlations at the uIR scale via the entangler K(uIR) and then dilates the state by e∆s via L
to “zoom in.” Then correlations are created at the new zoomed-in scale via K(uIR + ∆s),
and the state is further zoomed in by another factor of e∆s (so that the net zoom is e2∆s) via
L. The procedure is repeated until we reach the UV scale corresponding to a net zoom of
e(uUV−uIR). For concreteness, we let [21]
uIR = −∞ (187)
uUV = 0 (188)
and follow these conventions for the rest of the paper. Then we can interpretK(uIR) = K(−∞)
as creating correlations at a distance scale which goes as ∼ e−uIR ∼ ∞, and K(uUV) = K(0)
as creating correlations at a distance scale which goes as ∼ e−uUV = 1. Thus,
K(s) creates correlations at a distance scale ∼ exp(−s) , −∞ < s ≤ 0 . (189)
Since it is often useful to work in momentum space, we note that
K(s) creates correlations at a momentum scale ∼ exp(s) , −∞ < s ≤ 0 , (190)
which is complementary to Eqn. (189).
It follows that if we want to capture the correlations of |ΨcMERA〉 in Eqn. (184) at an
intermediate length scale ∼ e−u for −∞ ≤ u ≤ 0, then we would write
|ΨcMERA(` = e−u)〉 = Ps exp
(
−i
∫ u
uIR
ds (K(s) + L)
)
|Ω〉 (191)
which is directly analogous to Eqn. (179) above. Thus we say that |ΨcMERA〉, renormalized
to distance scale e−u, is |ΨcMERA(` = e−u)〉.
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So far, we have not specified the form of the entangler K(s). Up until now, it has only
been understood how to construct K(s) for Gaussian wavefunctionals, such as the ground
states of free bosonic or fermionic theories [20, 21, 22, 23]. This drawback has rendered
cMERA to have limited utility. Although mean field theory has been applied to cMERA
[30], this approach still approximates the ground states of interacting theories by Gaussian
wavefunctionals.
One reason why it is so difficult to determine K(s) for non-Gaussian states, such as the
ground state of an interacting theory, is that the RG structure of a non-Gaussian state is often
non-trivial. Since K(s) needs to encode correlations of a state at all intermediate distance
scales, knowing information about the RG flow of a non-Gaussian state is tantamount to
knowing K(s). Conversely, since the RG flow of a Gaussian state is trivial, its corresponding
entangler K(s) is easy to construct.
Using the tools developed in the first part of this paper, we can make progress on the
problem of constructing K(s) for non-Gaussian states. In particular, we will show how to
constructK(s) perturbatively for a state which is a Gaussian wavefunctional with perturbative
non-Gaussian corrections. This will require understanding the perturbative RG structure of
such states, which we will use as input data to construct K(s). Even though our K(s)’s will
be constructed perturbatively, their forms are illuminating, and suggest how to construct
ansatzes for non-perturbative variational calculations of the ground states of interacting field
theories.
3.3 Outline of cMERA procedure
Before proceeding with calculations, let us outline our strategy for perturbatively computing
K(s) for states of a quantum field theory. Suppose we have a state |Ψ〉 in a theory with a
UV spatial momentum cutoff |~p| ≤ Λ. The strategy for the computation is:
1. Using some RG scheme, calculate |Ψ(Λeu)〉, namely the wavefunctional renormalized to
momentum scale |~p| = Λeu, for −∞ < u ≤ 0.
2. Given an IR state |Ω〉, find a unitary U(u) such that 〈φ(~p)|Ψ(Λeu)〉 = 〈φ(~p)|U(u)|Ω〉
for φ(~p) for which φ(~p) = 0 when |~p| ≥ Λ. In other words, |Ψ(Λeu)〉 equals U(u)|Ω〉 for
modes with |~p| ≤ Λ.
3. Determine K(s) such that
Ps e−i
∫ u
−∞ ds (K(s)+L)|Ω〉 = U(u)|Ω〉 .
We will consider the case that |Ψ〉 is a non-Gaussian state, which is Gaussian up to perturbative
corrections in a parameter λ. While we cannot implement the above strategy exactly, we can
implement each step perturbatively to a fixed order in the perturbative coupling λ.
Note that our approach is slightly different than that of [20, 21, 22, 23]. These papers only
desire to find a K(s) such that Ps exp(−i ∫ 0−∞ ds (K(s) + L))|Ω〉 equals the UV state |Ψ(Λ)〉
(for spatial momentum modes with |~p| ≤ Λ), and not that Ps exp(−i ∫ u−∞ ds (K(s) + L))|Ω〉
agree with |Ψ(Λeu)〉 for generic u corresponding to intermediate RG scales. This is reasonable
if one only wants to understand the structure of |Ψ〉 in the UV. However, the cMERA ansatz
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is powerful in part because it seems able to capture the RG structure of quantum states.
Therefore, it seems prudent to understand precisely how cMERA is able to capture RG
in the continuum – thus, we attack the harder question of finding an entangler K(s) such
that Ps exp(−i ∫ u−∞ ds (K(s) + L))|Ω〉 equals |Ψ(Λeu)〉 (for spatial momentum modes with
|~p| ≤ Λeu) for all admissible values of u, including the UV value u = 0.
As a warmup, we first calculate K(s) for the ground state of a free scalar field theory using
the steps of the above strategy. We will subsequently consider cMERA for perturbatively
non-Gaussian states.
3.4 cMERA for free scalar fields revisited
Consider again the Hamiltonian of a free scalar field theory with mass m in (d+1) dimensions.
Recall that the Hamiltonian of a free scalar field of mass m is
HΛ = 12
∫ Λ
dd~k
(
p̂i(~k)p̂i(−~k) + φ̂(~k)
(
~k 2 +m2
)
φ̂(−~k)
)
(192)
with ground state wavefunctional
〈φ|Ψ0(Λ)〉 = N exp
(
−12
∫ Λ
dd~k φ(~k)
√
~k 2 +m2 φ(−~k)
)
(193)
where N is the normalization and the ~k–integral is up to scale |~k| = Λ.
The first step in our strategy above is to compute |Ψ0(Λeu)〉, namely, the ground state
wavefunction renormalized to scale |~k| = Λ eu. What properties do we want such a renor-
malized state |Ψ0(Λeu)〉 to have? Suppose we have an equal-time correlation function of the
original UV state |Ψ0〉 = |Ψ0(Λ)〉, of the form
〈Ψ0(Λ)|O1(~p1, 0) · · · On(~pn, 0)|Ψ0(Λ)〉 (194)
where |~pi| ≤ Λ for i = 1, ..., n. Note that each Oi(~pi, 0) can be written in terms of φ(~pi, 0)’s and
pi(~pi, 0)’s. For instance, we might have O1(~p1, 0) = pi(~p1, 0)(∂~p1φ(~p1, 0) ·∂~p1φ(~p1, 0))4 +pi(~pi, 0)5.
The state |Ψ(Λ)〉 lives in a Hilbert space10
HΛ = ⊗
|~p|≤Λ
span{ |ξ〉 | ξ ∈ R} . (195)
Note that a state |φ(~k)〉 ∈ HΛ, corresponding to a fixed field configuration φ(~k) taking
Rd → R, can be written as
|φ(~k)〉 = ⊗
|~p|≤Λ
|φ(~k)
∣∣∣
~k=~p
〉 (196)
where | φ(~k)
∣∣∣
~k=~p
〉 denotes a state in span{ |ξ〉 | ξ ∈ R}. We emphasize that φ(~k) is a function,
whereas φ(~k)
∣∣∣
~k=~p
is a scalar value.
10There are many subtleties in defining the Hilbert spaces of QFT’s. We do not attempt a rigorous
approach, but instead provide an intuitive perspective which glosses over presently unnecessary details.
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Suppose that instead of considering correlations functions with |~pi| ≤ Λ, we only considered
correlation functions for which |~pi| ≤ Λeu for −∞ < u < 0. Then we might ask if there is a
state |Ψ˜0(Λeu)〉 in the smaller Hilbert space
HΛeu = ⊗
|~p|≤Λeu
span{ |φ(~k)
∣∣∣
~k=~p
〉 | φ(~k)
∣∣∣
~k=~p
∈ R} (197)
such that
〈Ψ˜0(Λeu)|O1(~p1, 0) · · · On(~pn, 0)|Ψ˜0(Λeu)〉 = 〈Ψ0(Λ)|O1(~p1, 0) · · · On(~pn, 0)|Ψ0(Λ)〉 (198)
so long as |~pi| ≤ Λeu for all i. Such a renormalized state |Ψ˜0(Λeu)〉 need only capture
correlations below the momentum scale |~p| ≤ Λeu. Since we can write
HΛ = HΛeu ⊗HΛeu<|~p|≤Λ
= HΛeu ⊗ ⊗
Λeu<|~p|≤Λ
span{ |φ(~k)
∣∣∣
~k=~p
〉 | φ(~k)
∣∣∣
~k=~p
∈ R} (199)
and an operator Oi(~pi, 0) for |~pi| ≤ Λeu acts on HΛ = HΛeu ⊗HΛeu<|~p|≤Λ as the identity on
the second tensor factor (i.e., as O ⊗ 1), the restriction of Oi(~pi, 0) to HΛeu is well-defined
(i.e., by restricting O ⊗ 1→ O) and hence Eqn. (198) is sensible.
From this perspective, our coarse graining of |Ψ0(Λ)〉 7→ |Ψ˜0(Λeu)〉 can be thought of as
a mapping of states from HΛ → HΛeu that preserve the appropriate correlation functions
below a certain spatial momentum scale. However, the standard practice of RG is to spatially
“zoom out” on a state after coarse graining it, and then rescale various operators (called
renormalization) so that correlation functions have a standard form (this procedure will be
elucidated below). As a result of the spatially zooming out, the cutoff scale Λeu is restored
to Λ, although no new correlations in the state are introduced since we are just spatially
shrinking the entire state by zooming out. Hence we would like a mapping HΛeu → HΛ
corresponding to this spatially zooming out and the “renormalization” of operators. We
denote the resulting state by |Ψ0(Λeu)〉 ∈ HΛ, this time without a tilde over the Ψ to indicate
that this state belongs to the same Hilbert space as |Ψ0(Λ)〉. We desire for our cMERA to
capture |Ψ0(Λeu)〉 for −∞ < u ≤ 0, and not |Ψ˜0(Λeu)〉. The state |Ψ0(Λeu)〉 will satisfy
〈Ψ0(Λeu)|O′1(~p1 e−u, 0) · · · O′n(~pn e−u, 0)|Ψ0(Λeu)〉 = 〈Ψ0(Λ)|O1(~p1, 0) · · · On(~pn, 0)|Ψ0(Λ)〉
(200)
for |~pi| ≤ Λeu, which is analogous to Eqn. (198) above. The {O′i} are related to the {Oi} by
appropriately multiplicatively rescaling (e.g., renormalizing) the φ̂’s and p̂i’s which comprise
the original un-primed operators (this will be detailed below).
We will use spatial Wilsonian RG to find |Ψ0(Λeu)〉. Note that spatial Wilsonian RG is
distinct from the more standard form of spacetime Wilsonian RG which is applied to Euclidean
field theories. Spacetime (Euclidean) Wilsonian RG is not suitable for our present purposes –
in particular, the truncation of spacetime modes (i.e., ~p as well as the frequency which is
Fourier-conjugate to time t) renders a renormalized state and Hamiltonian as ill-defined.
For completeness, we detail here the procedure for spatial Wilsonian renormalization of
the free massive scalar field. We invite readers who are already familiar with this or related
schemes to skip to the bullet points which immediately follow.
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Spatial Wilsonian RG for free massive scalar field theory
The ground state of the free scalar field theory |Ψ0(Λ)〉 at scales |~p| ≤ Λ is the lowest-energy
eigenstate of the Hamiltonian HΛ in Eqn. (192) (which has a momentum cutoff at Λ). It is
clear that the parameters of the Hamiltonian HΛ determine the parameters of the ground
state |Ψ0(Λ)〉. In particular, since the only parameter of HΛ is the mass m, this is the only
parameter that shows up in |Ψ0(Λ)〉 (see Eqn. (193)).
The ground state is also specified by all of its equal-time correlation functions. Recall
that equal-time correlation functions of the ground state can be computed via the partition
function path integral
ZΛ[{Ji(~p)}] =
lim
T→∞(1−i)
∫ ∏
|~p|≤Λ
Dφ(~p, t)Dpi(~p, t) e
i
∫ T
−T dt
(∫ Λ
dd~p pi(~p,t)φ˙(~p,t)−H Λ
(
φ(~p,t),pi(~p,t)
))
e−i
∫ Λ
dd~p
∑
i
Ji(~p)Oi(~p,0)
(201)
where  is a positive, infinitesimal parameter, and H Λ
(
φ(~p, t), pi(~p, t)
)
is the Hamiltonian
density
H Λ
(
φ(~p, t), pi(~p, t)
)
= 12
∫ Λ
dd~p
(
pi(~p, t)pi(−~p, t) + φ(~p, t)(~p 2 +m2)φ(−~p, t)
)
. (202)
Equal-time correlation functions of the ground state can be computed by the relation
〈Ψ0(Λ)|O1(~p1, 0) · · · On(~pn, 0)|Ψ0(Λ)〉 = 1
in
δ
δJ1(~p1)
· · · δ
δJn(~pn)
logZΛ[{Ji(~p)}]
∣∣∣∣∣
J=0
(203)
It is no surprise that the Hamiltonian density H Λ makes an appearance in the partition
function, since the data of the ground state is of course encoded in the Hamiltonian and its
parameters.
If we only wanted to compute equal-time correlation functions of operators Oi(~p, 0) with
|~p| ≤ Λeu for −∞ < u < 0, then we can simplify the partition function in Eqn. (201) by
performing spatial Wilsonian RG. Suppose we write
φ(~p, t) =
φ<(~p, t) if |~p| ≤ Λeuφ>(~p, t) if Λeu < |~p| ≤ Λ (204)
pi(~p, t) =
pi<(~p, t) if |~p| ≤ Λeupi>(~p, t) if Λeu < |~p| ≤ Λ (205)
Since we only want to consider correlation functions with |~p| ≤ Λeu, we can assume that
our Oi(~p, 0)’s can be written solely in terms of φ<(~p, 0)’s and pi<(~p, 0)’s. Then we can write
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ZΛ[{Ji(~p)}] as∫ ∏
|~p|≤Λeu
Dφ<(~p, t)Dpi<(~p, t)
∏
Λeu<|~p|≤Λ
Dφ>(~p, t)Dpi>(~p, t)
× exp
(
i
∫ T
−T
dt
∫ Λeu
dd~p
(
pi<(~p, t)φ˙<(~p, t)− 12pi<(~p, t)pi<(−~p, t)−
1
2φ<(~p, t)(~p
2 +m2)φ<(−~p, t)
))
× exp
(
i
∫ T
−T
dt
∫ Λ
Λeu
dd~p
(
pi>(~p, t)φ˙>(~p, t)− 12pi>(~p, t)pi>(−~p, t)−
1
2φ>(~p, t)(~p
2 +m2)φ>(−~p, t)
))
× exp
(
i
∫ Λeu
dd~p
∑
i
Ji(~p)Oi(~p, 0)
)
(206)
= C
∫ ∏
|~p|≤Λeu
Dφ<(~p, t)Dpi<(~p, t) ei
∫ T
−T dt
∫ Λeu
dd~p (pi<(~p,t)φ˙<(~p,t)− 12pi<(~p,t)pi<(−~p,t)− 12φ<(~p,t)(~p 2+m2)φ<(−~p,t))
× ei
∫ Λeu
dd~p
∑
i
Ji(~p)Oi(~p,0) (207)
where C is some multiplicative constant. This constant will not matter to us since we
are always considering derivatives of the logarithm of ZΛ[{Ji(~p)}] to compute correlation
functions as per Eqn. (203), in which case the C will cancel out.
Comparing Eqn. (207) with Eqn. (201), we see that the modified partition function
has the exact same form as the original one, except that the momentum integrals in the
exponentials are integrated up to Λeu instead of Λ. This happens because the integrals over∫ Dφ>(~p, t)Dpi>(~p, t) in Eqn. (206) decouple from the integrals over ∫ Dφ<(~p, t)Dpi<(~p, t).
To be clear, this only happens for the free massive scalar field theory since it is quadratic in
φ’s and pi’s, and such a decoupling does not occur for interacting theories with non-quadratic
interaction terms (such as a λφ4 interaction).
We can read off from Eqn. (207) that the effective Hamiltonian H˜Λeu on the Hilbert space
HΛeu defined in Eqn. (197) is simply
H˜Λe
u = 12
∫ Λeu
dd~k
(
p̂i(~k)p̂i(−~k) + φ̂(~k)
(
~k 2 +m2
)
φ̂(−~k)
)
(208)
and its ground state is
〈φ|Ψ˜0(Λeu)〉 = N exp
(
−12
∫ Λeu
dd~k φ(~k)
√
~k 2 +m2 φ(−~k)
)
. (209)
However, we instead desire a spatially zoomed-out and “renormalized” state |Ψ0(Λeu)〉 defined
on HΛ. We will find this state by completing the renormalization group procedure.
Let us turn our attention back to our result for the partition function in Eqn. (207) above.
If we wanted to “zoom in” on the remaining modes |~p| ≤ Λeu, it is natural to rescale ~p→ e−u ~p
so that the cutoff becomes Λ again. This corresponds to “zooming out” in position space by a
factor of eu (i.e., ~x→ eu~x), and equivalently “zooming in” in momentum space by a factor of
e−u (i.e., ~p→ e−u~p). If we “zoom out” in position space, it is also natural to simultaneously
“zoom out” in time by the same factor, namely t → eut, so that we stretch the timescales
45
under consideration. This corresponds to rescaling the Fourier-conjugate to t, say ω, as
ω → e−uω. To summarize, we want (~x, t)→ (eu~x, eut) or equivalently (~p, ω)→ (e−u~p, e−uω).
Since we are working with ~p and t, we will take (~p, t)→ (e−u~p, eut).
Changing variables ~p→ e−u ~p and t→ eut, Eqn. (207) becomes
C
∫ ∏
|~p|≤Λ
Dφ<(eu~p, e−ut)Dpi<(eu~p, e−ut)
× exp
(
i
∫ Teu
−Teu
dt
∫ Λ
dd~p e(d−1)u
(
pi<(eu~p, e−ut)φ˙<(eu~p, e−ut)
− 12pi<(e
u~p, e−ut)pi<(−eu~p, e−ut)− 12φ<(e
u~p, e−ut)(e2u~p 2 +m2)φ<(−eu~p, e−ut)
))
× exp
(
i
∫ Λ
dd~p edu
∑
i
Ji(~p)Oi(eu ~p, 0)
)
.
(210)
We see that the integral over time in the action has been changed by
∫ T
−T dt→
∫ Teu
−Teu dt e
−u.
This change of the limits of integration of time will not end up mattering, since in Eqn. (201)
the partition function is defined by taking the T →∞(1− i) limit.
Notice that in Eqn. (210), the fluctuations of the φ< field are rescaled relative to the
original scalar field, since our kinetic term is
e(d+1)u φ<(eu~p, e−ut) ~p2 φ<(−eu~p, e−ut) , (211)
which differs from the standard kinetic term φ ~p2 φ by an extra factor of e(d+1)u out front. To
put the fluctuations induced by the kinetic term into the same form as the original theory,
we redefine the fields by
e
d+1
2 ·u φ<(eu~p, e−ut) −→ φ(~p, t) (212)
e
d−1
2 ·u pi<(eu~p, e−ut) −→ pi(~p, t) . (213)
Notice that we are renormalizing φ< and pi< differently: φ carries a factor of e
d+1
2 ·u relative
to φ<, whereas pi carries a factor of e
d−1
2 ·u relative to pi< . This difference is to enforce the
standard, equal-time canonical commutation relation for the corresponding operators φˆ and
p̂i, so that [φ̂(~p, 0), p̂i(~k, 0)] = iδd(~p+ ~k). Explicitly,
[φ̂(~p, 0), p̂i(~k, 0)] = [e d+12 ·uφ<(eu~p), e
d−1
2 ·up̂i<(eu~k, 0)]
= i edu δd(eu~p+ eu~k)
= i δd(~p+ ~k) .
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With the above rescalings, the partition function in Eqn. (210) is
ZΛe
u [{Ji(~p)}] := lim
T→∞(1−i)
C
∫ ∏
|~p|≤Λ
Dφ(~p, t)Dpi(~p, t)
× exp
(
i
∫ T
−T
dt
∫ Λ
dd~p
(
pi(~p, t)φ˙(~p, t)
− 12pi(~p, t)pi(−~p, t)−
1
2φ(~p, t)(~p
2 + e−2um2)φ(−~p, t)
))
× exp
(
i
∫ Λ
dd~p edu
∑
i
Ji(~p)O ′i (~p, 0)
)
, (214)
where the primed O ′i operators are the same as the unprimed Oi operators, but written
in terms of φ, pi instead of φ< , pi< as per Eqn.’s (212) and (213). In particular, writing
Oi
(
φ<(~p, 0), pi<(~p, 0)
)
to denote the operator’s dependence on φ<(~p, 0) and pi<(~p, 0), we have
O ′i
(
φ(~p, 0), pi(~p, 0)
)
:= Oi
(
e
d+2
2 ·uφ<(eu~p, 0), e−
d+2
2 ·upi<(eu~p, 0)
)
. (215)
From Eqn. (214), we read off that the renormalized Hamiltonian density at scale Λeu, namely
H Λe
u , is
H Λe
u
(
φ(~p, t), pi(~p, t)
)
= 12
∫ Λ
dd~p
(
pi(~p, t)pi(−~p, t) + φ(~p, t)(~p2 + e−2um2)φ(−~p, t)
)
, (216)
which differs from H Λ in Eqn. (202) since the mass is rescaled by a factor of e−2u > 1. This
represents the flow of the mass under the renormalization group. Then the renormalized
Hamiltonian at scale Λeu is
HΛe
u = 12
∫ Λ
dd~k
(
p̂i(~k)p̂i(−~k) + φ̂(~k)
(
~k2 + e−2um2
)
φ̂(−~k)
)
. (217)
Finally, we see that since the Hamiltonian above has the same form as the original un-
renormalized Hamiltonian HΛ, except with a rescaled mass m2 → e−2um2. The renormalized
ground state wavefunctional |Ψ0(Λeu)〉 ∈ HΛ is11
〈φ|Ψ0(Λeu)〉 = N exp
(
−12
∫ Λ
dd~k φ(~k)
√
~k 2 + e−2um2 φ(−~k)
)
, (218)
which is the appropriate renormalized state we desire for our cMERA procedure.
To recap, we have found |Ψ0(Λeu)〉 by performing spatial Wilsonian RG on the partition
function ZΛ which yields the renormalized partition function ZΛeu . Just as ZΛ generates
correlation functions of the state |Ψ0(Λ)〉, the renormalized partition function ZΛeu generates
correlation functions of the state |Ψ0(Λeu)〉. The only difference between ZΛ and ZΛeu is the
mass of the scalar field, and so in turn the only difference between |Ψ0(Λ)〉 and |Ψ0(Λeu)〉
must be the rescaled mass. One can also read off from ZΛeu the renormalized Hamiltonian
11As mentioned before, we have used N as a placeholder for a normalization constant, although it is
different from the N in Eqn. (193) and other equations.
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density H Λeu which allows us to determine the renormalized Hamiltonian HΛeu . Indeed, the
ground state wavefunctional of HΛeu is |Ψ0(Λeu)〉.
We emphasize that our ability to infer the renormalized state and Hamiltonian is due
to the fact that we did not integrate out any temporal modes. As mentioned before, in
standard Wilsonian RG, one usually considers a Euclidean field theory and then truncates
the spacetime modes (i.e., ~p as well as the frequency which is Fourier-conjugate to time t),
in which case a renormalized state and Hamiltonian are ill-defined. This is why we have
emphasized that we are performing spatial Wilsonian RG, since we are not touching the
temporal modes.
The spatial Wilsonian RG procedure is recapped in the bullet points below:
Summary of spatial Wilsonian RG for free massive scalar field theory
• We compute the ground state wavefunctional of the free scalar field at scale Λ, namely
|Ψ0(Λ)〉, and observe that it only depends on the mass m2.
• We consider the partition function ZΛ which generates ground state correlation functions
of |Ψ0(Λ)〉.
• We perform spatial Wilsonian RG on ZΛ to obtain ZΛeu . By spatial Wilsonian RG, we
mean that we do not integrate out temporal degrees of freedom (i.e., the frequency
Fourier-conjugate to time), and only integrate out momentum modes. This way, a
renormalized ground state wavefunctional and renormalized Hamiltonian are well-
defined.
• We observe that ZΛ differs from ZΛeu only by a rescaling of the mass m2 → e−2um2,
and hence |Ψ0(Λeu)〉 has the same form as |Ψ0(Λ)〉 but with a rescaled mass:
〈φ|Ψ0(Λeu)〉 = N exp
(
−12
∫ Λ
dd~k φ(~k)
√
~k 2 + e−2um2 φ(−~k)
)
, (219)
• The renormalized Hamiltonian HΛeu can be read off from ZΛeu , and has a rescaled mass
relative to HΛ. The ground state wavefunctional of HΛeu is |Ψ0(Λeu)〉.
Returning to cMERA for free massive scalar field theory
Now we return to our construction of cMERA for |Ψ0(Λeu)〉. Our goal is to obtain |Ψ0(Λeu)〉
by entangling momentum modes for |~k| ≤ Λ which comprise a simple, scale-invariant state
|Ω〉. First, we discuss how to construct simple, scale-invariant states.
Following the conventions of [20, 21], we let L be the non-relativistic scale transformation
L = −12
∫
dd~x
(
p̂i(x)
(
~x · ~∇φ̂(~x)
)
+
(
~x · ~∇φ̂(~x)
)
p̂i(~x) + d2 φ̂(~x)p̂i(~x) +
d
2 p̂i(~x)φ̂(~x)
)
(220)
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so that
e−iuL φ̂(x) eiuL = e d2 u φ̂(eux) , e−iuL φ̂(~k) eiuL = e− d2 u φ̂(e−u~k) ,
e−iuL p̂i(x) eiuL = e d2 u p̂i(eux) , e−iuL p̂i(~k) eiuL = e− d2 u p̂i(e−u~k) . (221)
Then a scale-invariant state |Ω〉 satisfies L|Ω〉 = 0, or equivalently e−iuL|Ω〉 = |Ω〉 for all u.
To construct a useful class of scale-invariant states, consider operators O(~k) which are
only built out of φ̂’s and satisfy
e−iuLO(~k) eiuL = e− d2 uO(e−u~k) . (222)
Then for some particular O(~k) satisfying the above equation, we can define a scale-invariant
state |Ω〉 by (
O(~k) + i p̂i(~k)
)
|Ω〉 = 0 for all ~k ∈ Rd . (223)
Such a |Ω〉 state is unique up to an overall constant, since it is defined by the separable
first-order differential equations(
O(~k) + δ
δφ(−~k)
)
ΨΩ[φ] = 0 for all ~k ∈ Rd , (224)
where ΨΩ[φ] = 〈φ|Ω〉. Choosing |Ω〉 to be normalized (assuming that it is normalizable), |Ω〉
is uniquely specified by Eqn. (223). For a good discussion of functional differential equations,
see [38].
Furthermore, such a state |Ω〉 is scale-invariant since
(
O(~k) + i pi(~k)
)
|Ω〉 = 0 is equivalent
to e−iuL
(
O(~k) + i pi(~k)
)
eiuL · e−iuL|Ω〉 = 0 and thus
e−
d
2 u
(
O(e−u~k) + i p̂i(e−u~k)
)
e−iuL|Ω〉 = 0 for all ~k ∈ Rd (225)
which implies (
O(~k) + i p̂i(~k)
)
e−iuL|Ω〉 = 0 for all ~k ∈ Rd . (226)
Since |Ω〉 is uniquely specified by Eqn. (223) along with the normalization condition, and
since Eqn. (226) has the same form as Eqn. (223), it follows that |Ω〉 = e−iuL|Ω〉 and hence
|Ω〉 is scale-invariant.
We will consider several examples of |Ω〉’s, but the simplest is the one satisfying(√
M φ̂(~k) + i√
M
pˆi(~k)
)
|Ω〉 = 0 for all ~k ∈ Rd (227)
or equivalently (√
M φ̂(~x) + i√
M
p̂i(~x)
)
|Ω〉 = 0 for all ~x ∈ Rd (228)
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where M is a constant. Comparing Eqn. (227) to Eqn. (223), we have O(~k) = Mφ̂(~k) and
we have also have rescaled the whole equation by an overall factor of 1/
√
M . The state |Ω〉
can be expressed as a wavefunctional:
〈φ|Ω〉 = N exp
(
−12
∫
dd~k φ(~k)M φ(−~k)
)
, (229)
or equivalently
〈φ|Ω〉 = N exp
(
−12
∫
dd~x φ(~x)M φ(~x)
)
= N ∏
~x
exp
(
−12 d
d~x φ(~x)M φ(~x)
)
. (230)
From the above equation we see that |Ω〉 is a product state is position space, and thus is
unentangled. This is directly analogous to the product state |0〉 ⊗ |0〉 ⊗ · · · ⊗ |0〉 in Eqn. (180)
above. Henceforth, we will refer to |Ω〉 as the “IR state.” For a free scalar field, we expect
that the ground state wavefunctional is not entangled in the IR, and has the form of |Ω〉.
In the IR, the renormalized mass will diverge, causing two-point correlation functions in
the ground state to spatially factorize. One can also say that the heavy mass is spatially
localizing entanglement in the ground state so that as the mass diverges entanglement goes
away entirely.
Our goal is to find an entangler K(s) so that Ps e−i
∫ u
−∞ ds (K(s)+L)|Ω〉 equals |Ψ0(Λeu)〉
(given in Eqn. (219)) for modes with |~k| ≤ Λ. Explicitly, we want
〈φ|Ps e−i
∫ u
−∞ ds (K(s)+L)|Ω〉 = N exp
−
1
2
∫ Λ
dd~k φ(~k)
√
~k2 + e−2um2 φ( ~−k)− 12
∫ ∞
Λ
dd~k φ(~k)M φ(−~k)︸ ︷︷ ︸
leftover, unused modes
 .
(231)
Notice that the leftover, unused modes designated above are all above the cutoff scale Λ. At
the UV scale (i.e., when u = 0), we see that there is a discontinuity in the wavefunctional
unless M =
√
Λ2 +m2, which forces the “entangled” modes below Λ to agree with the modes
of IR ansatz above Λ, exactly at the cutoff scale Λ. This continuity consideration is aesthetic
instead of essential. Henceforth we define
M :=
√
Λ2 +m2 (232)
and write Eqn. (231) more compactly as
〈φ|Ps e−i
∫ u
−∞ ds (K(s)+L)|Ω〉 = N exp
{
−12
∫
dd~k θ(1− |~k|/Λ)φ(~k)
√
~k2 + e−2um2 φ( ~−k)
}
,
(233)
where θ(z) is the Heaviside step function.
Instead of using the Heaviside step function which is discontinuous, we may alternatively
use a smooth cutoff function, such as a sigmoid (which is infinitely differentiable). This
corresponds to choosing a “softer” UV cutoff for our theory. The discontinuity of the Heaviside
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step function can lead to various pathologies, which are ameliorated when the discontinuity
is smoothed over. The effects of the discontinuity are rendered as non-physical. Therefore,
we will treat θ(z) as a smooth cutoff function when appropriate, and will point out when we
do so.
Letting U(u) = Ps e−i
∫ u
−∞ ds (K(s)+L), using Eqn.’s (74) and (75) we know that our desired
state is given by
U(u) |Ω〉 = exp
i
∫ Λ
dd~k
1
8 log
~k2 + e−2um2
M2
 (φ(~k)pi(−~k) + pi(~k)φ(−~k))
 |Ω〉
= exp
i
∫ Λ
dd~k
1
8 log
~k2 + e−2um2
Λ2 +m2
 (φ(~k)pi(−~k) + pi(~k)φ(−~k))
 |Ω〉 (234)
and we want to match this to Ps e−i
∫ u
−∞ ds (K(s)+L)|Ω〉. Rewriting
Ps e−i
∫ u
−∞ ds (K(s)+L)|Ω〉 = e−iuLPs e−i
∫ u
−∞ ds K˜(s)|Ω〉 (235)
where
K˜(s) = eisLK(s) e−isL , (236)
since |Ω〉 = eiuL|Ω〉 we can write
U(u) |Ω〉 = e−iuL
(
Pse−i
∫ u
−∞ ds K˜(s)
)
eiuL |Ω〉 . (237)
Using Eqn. (234) we find that
(
Pse−i
∫ u
−∞ ds K˜(s)
)
|Ω〉 equals
exp
i
∫
dd~k
1
8 log
e−2u ~k2 +m2Λ2 +m2
 θ(1− |~k|/Λeu) (φ(~k)pi(−~k) + pi(~k)φ(−~k))
 |Ω〉 .
(238)
Since [φ(~k)pi(−~k) + pi(~k)φ(−~k), φ(~p)pi(−~p) + pi(~p)φ(−~p)] = 0 for any ~k, ~p, we do not need to
worry about the path ordering. Suppose that
K(s) =
∫
dd~k f2,0(~k, s)
(
φ(~k)pi(−~k) + pi(~k)φ(−~k)
)
(239)
and thus
K˜(s) =
∫
dd~k f2,0(~ke−s, s)
(
φ(~k)pi(−~k) + pi(~k)φ(−~k)
)
. (240)
Now we would like to find a function f2,0(~ke−s, s) satisfying
∫ u
−∞
f2,0(~ke−s, s) ds = −18 log
e−2u ~k2 +m2Λ2 +m2
 θ(1− |~k|/Λeu) . (241)
To check that this equation is sensible, we would like to see if the right-hand side can be
written as
f (-1)(~k, u)− f (-1)(~k,−∞) (242)
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where f (-1)(~k, s) is an antiderivative of f2,0(~ke−s, s) with respect to s. Indeed, letting
f (-1)(~k, s) = −18 log
e−2s ~k2 +m2Λ2 +m2
 θ(1− |~k|/Λes) (243)
we see that lims→−∞ f (-1)(~k, s) goes to zero as a distribution in ~k, since f (-1)(~k, s) has a width
in ~k-space that goes as ∼ e−u (due to the θ(1− |~k|/Λes) term) but a height that only goes as
∼ u (from the logarithmic term). Thus, Eqn. (241) is sensible, and so we can differentiate
both sides of the equation with respect to u to recover f2,0(~ke−s, s).
Differentiating both sides of Eqn. (241) with respect to u, we find
f2,0(~ke−u, u) =
1
4θ(1− |
~k|/Λeu)− 18 log
e−2u ~k2 +m2Λ2 +m2
 |~k|
Λeu θ
′(1− |~k|/Λeu) . (244)
Therefore,
K˜(s) =
∫
dd~k
1
4θ(1− |
~k|/Λes)− 18 log
e−2s ~k2 +m2Λ2 +m2
 |~k|
Λes θ
′(1− |~k|/Λes)
[φ(~k)pi(−~k) + pi(~k)φ(−~k)]
(245)
and so
K(s) =
∫
dd~k
1
4θ(1− |
~k|/Λ)− 18 log
~k2 + e−2sm2
Λ2 +m2
 |~k|
Λ θ
′(1− |~k|/Λ)
 [φ(~k)pi(−~k) + pi(~k)φ(−~k)]
(246)
which is our result for the entangler of free massive scalar field theory.
Several comments are in order. First, we emphasize that our result for the entangler is
different from previous results [20, 21, 22, 23] which only generate the correct UV wavefunction.
By contrast, our entangler generates the correction wavefunction at all intermediate RG
scales, as well as the UV.
There are several interesting features of our entangler in Eqn. (246) for non-zero mass
m, in d + 1 dimensions. Here we take θ(z) to be a smooth version of the Heaviside step
function. Recall that φ(~k)pi(−~k) + pi(~k)φ(−~k) is the squeezing operator with respect to the ~k
momentum modes. Then the first term in Eqn. (246) term, namely∫ Λ
dd~k
1
4θ(1− |
~k|/Λ)
[
φ(~k)pi(−~k) + pi(~k)φ(−~k)
]
,
implements squeezing on all modes equitably for |~k| ≤ Λ, and is negligible for |~k| ≥ Λ. In
position space, this corresponds to∫
dd~x dd~y B(|~x− ~y|) [φ(~x)pi(~y) + pi(~y)φ(~x)] ,
where B(z) is essentially a bump function with width ∼ 1/Λ and rapid decay for z & 1/Λ. So
in position space, we are creating 2-point correlations which are smeared over a characteristic
length scale of ∼ 1/Λ.
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The second term in Eqn. (246) is
−18
∫ Λ
dd~k log
~k2 + e−2um2
Λ2 +m2
 |~k|
Λ θ
′(1− |~k|/Λ)
[
φ(~k)pi(−~k) + pi(~k)φ(−~k)
]
.
Since θ′(1− |k|/Λ) is peaked around |~k| = Λ, the |~k|/Λ term can be approximately set to 1.
The presence of the θ′(1− |~k|/Λ) means that the above term is only “activated” for |~k| ∼ Λ,
namely at the cutoff scale. The above term is easier to interpret in position space:∫
dd~x dd~y C(|~x− ~y|)D(|~x− ~y|) [φ(~x)pi(~y) + pi(~y)φ(~x)] .
Here, C(|~x− ~y|) is the Fourier transform of log
(
~k2+e−2um2
Λ2+m2
)
. The function C(|~x− ~y|) decays
like ∼ e−e−um|~x−~y|, and so has a width of ∼ 1/(e−um) which is the scale of the inverse
renormalized mass. The function D(|~x−~y|) is the Fourier transform of θ′(1−|~k|/Λ). Suppose
that the derivative θ′(0) is ∼ 1, meaning that the discontinuity of the Heaviside step function
has been smoothed over a scale ∼ 1. Since θ′(1 − |~k|/Λ) is nearly localized on the sphere
|~k| = Λ in Fourier space, its Fourier transform D(|~x− ~y|) will be localized near the origin
and be highly oscillatory with frequency ∼ Λ. Since C(|~x− ~y|) has a width of ∼ 1/(e−um)
and D(|~x− ~y|) oscillates with frequency ∼ Λ, when C(|~x− ~y|) and D(|~x− ~y|) are integrated
against one another the result will be non-negligible only if 1/(e−um) . 1/Λ. This result
is intuitive: it means that we can only see the effect of the mass m of the UV theory if we
probe distance scales around ∼ 1/m or larger. Otherwise, we are only probing modes which
are effectively massless.
3.5 Perturbative cMERA for scalar ϕ4 theory
3.5.1 1-loop cMERA circuit
We again follow the procedure outlined in Section 3.3 above. Recall once more that the
Hamiltonian of ϕ4 theory is
HΛ = 12
∫ Λ
dd~k
(
p̂i(~k)p̂i(−~k) + φ̂(~k)
(
~k2 +m2
)
φ̂(−~k)
)
+ λ4!
∫ Λ
dd~k1 d
d~k2 d
d~k3 φ̂(~k1)φ̂(~k2)φ̂(~k3)φ̂(−~k1 − ~k2 − ~k3) (247)
where we take λ to be a perturbatively small parameter. First, we need to use an RG scheme
to calculate |Ψ(Λeu)〉 for the ground state of ϕ4 theory. Performing the spatial Wilsonian
RG procedure explained in Section 3.4 to first order in the φ4 coupling λ (see Appendix A
for details), we obtain
HΛe
u
1−loop =
1
2
∫ Λ
dd~k
(
p̂i(~k)p̂i(−~k) + φ̂(~k)
(
~k2 + e−2u m˜2
)
φ̂(−~k)
)
+ e
(d−3)uλ
4!
∫ Λ
dd~k1 d
d~k2 d
d~k3 φ̂(~k1)φ̂(~k2)φ̂(~k3)φ̂(−~k1 − ~k2 − ~k3)
(248)
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where
m˜2 =: m2 + δm2 . (249)
The explicit form of δm2 is given in Appendix A in Eqn. (319). The ground state wavefunc-
tional of HΛeu1−loop is given by
〈φ|Ψ(Λeu)〉 = N exp
(
−G[φ]− e−2uδm2R1[φ]− e(d−3)uλR2[φ]
)
+O(λ2) (250)
where
G[φ] = 12
∫ Λ
dd~k φ(~k)ωk φ(−~k) (251)
R1[φ] =
1
4
∫ Λ
dd~k
1
ωk
φ(~k)φ(−~k) (252)
R2[φ] =
1
16
∫ Λ
dd~k
1
ωk
(∫ dd~q
(2pi)d
1
ωk + ωq
)
φ(~k)φ(−~k)
+ 124
1
(2pi)d
∫ Λ dd~k1 dd~k2 dd~k3
ωk1 + ωk2 + ωk3 + ω−~k1−~k2−~k3
φ(~k1)φ(~k2)φ(~k3)φ(−~k1 − ~k2 − ~k3)
(253)
and where ωk =
√
~k2 + e−2um2. The renormalized Hamiltonian and ground state were
previously mentioned in Section 2.4.2 above.
Next, we want to pick some simple IR state |Ω〉 and find a unitary U(u) such that
〈φ(~p)|Ψ(Λeu)〉 = 〈φ(~p)|U(u)|Ω〉 for φ(~p) for which φ(~p) = 0 when |~p| ≥ Λ. In other words,
|Ψ(Λeu)〉 equals U(u)|Ω〉 for modes with |~p| ≤ Λ. In Section 3.4, we chose |Ω〉 to be a
Gaussian state (see Eqn. (229)). However, since we are now working with ϕ4 theory and our
state of interest in Eqn. (250) is Gaussian with quadratic and quartic corrections at first
order on λ, we may instead desire a more general IR state |Ω˜〉 of the form
〈φ|Ω˜〉 = N exp
(
− 12
∫
dd~k φ(~k)M φ(−~k)− λ2
∫
dd~k φ(~k)M2(~k)φ(−~k)
− λ4
∫
ddk δ(d)(k)M4(~k1, ~k2, ~k3, ~k4)φ(~k1)φ(~k2)φ(~k3)φ(~k4)
)
, (254)
where we assume that M2(~k) = M2(|~k|) to preserve translation and rotation invariance, and
M4(~k1, ~k2, ~k3, ~k4) is symmetric in its four inputs since our state of interest |Ψ(Λeu)〉 also has
this form.
For the state |Ω˜〉 to be scale-invariant, we need to put some constraints on the functions
M2(~k) and M4(~k1, ~k2, ~k3, ~k4). To derive these constraints, it is convenient to use an equivalent
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definition of |Ω˜〉, namely as a state satisfying(
(M + λM2(~k)) φ̂(~k)
+ λ
∫
dd~k2 d
d~k3 d
d~k4 δ(−~k + ~k2 + ~k3 + ~k4)M4(−~k,~k2, ~k3, ~k4) φ̂(~k2)φ̂(~k3)φ̂(~k4) + i p̂i(~k)
)
|Ω˜〉 = 0
for all ~k ∈ Rd .
(255)
This definition of |Ω˜〉 uses the same construction explained in Eqn.’s (222) and (223). Then,
according to Eqn. (222), we need
M2(e−u|~k|) = M2(|~k|) (256)
M4(e−u~k1, e−u~k2, e−u~k3, e−u~k4) = e3duM4(~k1, ~k2, ~k3, ~k4) . (257)
The first of the two equations forces M2 to be a constant. The second equation leaves room
for M4 to be a broad class of functions.
Having defined our state |Ω˜〉, we must now find the unitary U(u). From Section 2.4.2, we
know it suffices for the unitary to take the form
U = exp (iK2,0 + i λ (K2,1 +K4)) , (258)
where we define
K2,0 = −
∫
dd~k1 d
d~k2 δ
(d)(~k1 + ~k2) g2,0(~k1 ; u)S(1)2 (~k1, ~k2) (259)
K2,1 = −
∫
dd~k1 d
d~k2 δ
(d)(~k1 + ~k2) g2,1(~k1 ; u)S(1)2 (~k1, ~k2) (260)
K4 =
∫
dd~k1 d
d~k2 d
d~k3 d
d~k4 δ
(d)(~k1 + ~k2 + ~k3 + ~k4)
(
g
(1)
4 (~k1, ~k2, ~k3, ~k4 ; u)S
(1)
4 (~k1, ~k2, ~k3, ~k4)
+ g(3)4 (~k1, ~k2, ~k3, ~k4 ; u)S
(3)
4 (~k1, ~k2, ~k3, ~k4)
)
.
(261)
Performing essentially the same analysis as in Section 2.4.2, we can solve for the unknown
functions g2,0(~k1 ; u), g2,1(~k1 ; u), g(1)4 (~k1, ~k2, ~k3, ~k4 ; u), g
(3)
4 (~k1, ~k2, ~k3, ~k4 ; u), as well as M , M2
and M4(~k1, ~k2, ~k3, ~k4 ; u). As in Section 2.4.2, letting
G1(~k1, ~k2, ~k3, ~k4 ; u) := 2
(
g2,0(~k1 ; u)− g2,0(~k2 ; u)− g2,0(~k3 ; u)− g2,0(~k4 ; u)
)
(262)
G3(~k1, ~k2, ~k3, ~k4 ; u) := 2
(
g2,0(~k1 ; u) + g2,0(~k2 ; u) + g2,0(~k3 ; u)− g2,0(~k4 ; u)
)
. (263)
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and defining
g˜
(j)
4 (~k1, ~k2, ~k3, ~k4 ; u) :=
e−Gj(~k1,~k2,~k3,~k4 ;u) − 1
Gj(~k1, ~k2, ~k3, ~k4 ; u)
g
(j)
4 (~k1, ~k2, ~k3, ~k4 ; u) (264)
with j = 1, 3, the functions in U(u) and |Ω˜〉 above are given by
g2,0(k ; u) =
1
4 log
(
M
ωk
)
(265)
g2,1(k ; u) = − 132
{
1
(2pi)d
∫ Λ
dd~q
(
e(d−3)u
ω2k(ωk + ωq)
− 1
M2(M +
√
q2 +m2)
)
(266)
+ 4 (δm2/λ)
(
e−2u
ω2k
− 1
M2
)}
g˜
(1)
4 (~k1, ~k2, ~k3, ~k4 ; u) =
1
96
e(d−3)u
(2pi)d
1
ωk2ωk3ωk4(ωk1 + ωk2 + ωk3 + ωk4)
(267)
g˜
(3)
4 (~k1, ~k2, ~k3, ~k4 ; u) =
1
32
e(d−3)u
(2pi)d
1
ωk4(ωk1 + ωk2 + ωk3 + ωk4)
, (268)
where ωk :=
√
~k2 + e−2um2, and
M =
√
Λ2 +m2 (269)
M2 = − 4(2pi)d
∫ Λ
dd~q
1
M(M +
√
q2 +m2)
+ 12 (δm
2/λ) 1
M
(270)
M4(~k1, ~k2, ~k3, ~k4) = 0 . (271)
We point out that matching |Ψ(Λeu)〉 and U(u)|Ω˜〉 forces M4(~k1, ~k2, ~k3, ~k4) to be zero, but
allows us to choose M and M2. Above, we have chosen values of M and M2 so that the kernel
for the quadratic term in the exponential of the wavefunctional is continuous at |~k| = Λ,
akin to Eqn. (231) and the comments which immediately follow it. However, we cannot force
the kernel for the quartic term in the exponential of the wavefunction to be continuous at
|~k| = Λ, but such continuity is not essential and instead is aesthetic.
For the final step of the cMERA procedure outlined in Section 3.3, we need to find a K(s)
such that
Ps e−i
∫ u
−∞ ds (K(s)+L)|Ω˜〉 = U(u)|Ω˜〉 . (272)
As per Eqn.’s (235), (236) and (237), we write
Ps e−i
∫ u
−∞ ds (K(s)+L)|Ω˜〉 = e−iuLPs e−i
∫ u
−∞ ds K˜(s)|Ω˜〉 (273)
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where
K˜(s) = eisLK(s) e−isL . (274)
Since |Ω˜〉 = eiuL|Ω˜〉, we can write
e−iuL
(
Pse−i
∫ u
−∞ ds K˜(s)
)
eiuL |Ω˜〉 = U(u) |Ω˜〉 . (275)
Suppose that K˜(s) has the form
K˜(s) =
∫
dd~k1 d
d~k2 δ
(d)(~k1 + ~k2) f2,0(e−s~k1 ; s)S(1)2 (~k1, ~k2)
+ λ
∫
dd~k1 d
d~k2 δ
(d)(~k1 + ~k2) f2,1(e−s~k1 ; s)S(1)2 (~k1, ~k2)
+ λ
∫
ddk δ(d)(k)
(
f
(1)
4 (e−s~k1, e−s~k2, e−s~k3, e−s~k4 ; s)S
(1)
4 (~k1, ~k2, ~k3, ~k4)
+ f (3)4 (e−s~k1, e−s~k2, e−s~k3, e−s~k4 ; s)S
(3)
4 (~k1, ~k2, ~k3, ~k4)
)
.
(276)
Next, we perturbatively expand the path-ordered exponential Ps e−i
∫ u
−∞ ds K˜(s) and arrange
the terms as
Ps e−i
∫ u
−∞ ds K˜(s)
=
{
1− iλ
∫ u
−∞
ds
∫
dd~k1d
d~k2 δ
(d)(~k1 + ~k2) f2,1(e−s~k1 ; s) S(1)2 (~k1, ~k2)
+ iλ
∫ u
−∞
ds
∫
ddk δ(d)(k)
(
f
(1)
4 (e−s~k1, e−s~k2, e−s~k3, e−s~k4 ; s) eF1(s,u) S
(1)
4 (~k1, ~k2, ~k3, ~k4)
+ f (3)4 (e−s~k1, e−s~k2, e−s~k3, e−s~k4 ; s) eF3(s, u)S
(3)
4 (~k1, ~k2, ~k3, ~k4)
)}
× e−i
∫ u
−∞ ds
∫
dd~k1 dd~k2 δ(d)(~k1+~k2) f2,0(e−s~k1 ; s)S(1)2 (~k1,~k2)
+O(λ2) ,
(277)
where F1(s, u) and F3(s, u) are defined by
F1(s, u) := 2
∫ u
s
dt
(
f2,0(e−t~k1 ; t)− f2,0(e−t~k2 ; t)− f2,0(e−t~k3 ; t)− f2,0(e−t~k4 ; t)
)
(278)
F3(s, u) := 2
∫ u
s
dt
(
f2,0(e−t~k1 ; t) + f2,0(e−t~k2 ; t) + f2,0(e−t~k3 ; t)− f2,0(e−t~k4 ; t)
)
. (279)
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Next, we write eiuLU(u)e−iuL in the same form, as
eiuLU(u)e−iuL
=
{
1− iλ
∫
dd~k1d
d~k2 δ
(d)(~k1 + ~k2) g2,1(e−u~k1 ; u) S(1)2 (~k1, ~k2)
− iλ
∫
ddk e−du δ(d)(k)
(
g˜
(1)
4 (e−u~k1, e−u~k2, e−u~k3, e−u~k4 ; u)S
(1)
4 (~k1, ~k2, ~k3, ~k4)
+ g˜(3)4 (e−u~k1, e−u~k2, e−u~k3, e−u~k4 ; u)S
(3)
4 (~k1, ~k2, ~k3, ~k4)
)}
× e−i
∫
dd~k1 dd~k2 δ(d)(~k1+~k2) g2,0(e−u~k1 ;u)S(1)2 (~k1,~k2)
+O(λ2) .
(280)
Notice that both Eqn’s (277) and (280) have the form(
1 + λ( · · · )S(1)2 + λ( · · · )S(1)4 + λ( · · · )S(3)4
)
ei( ··· )S
(1)
2 . (281)
Therefore, we can match Eqn’s (277) and (280) term by term to determine f2,0, f2,1, f (1)4 and
f
(3)
4 . Matching the equations, we can extract f2,0 and f2,1 by differentiating with respect to u
:
f2,i(e−u~k ; u) =
d
du
[
θ(1− |~k|/Λeu) g2,0(e−u~k ; u)
]
, i = 0, 1 . (282)
To obtain f (1)4 and f
(3)
4 , we note that the matching gives us∫ u
−∞
ds eFj(s,u) f (j)4 (e−s~k1, e−s~k2, e−s~k3, e−s~k4 ; s)
= −e−dug˜(j)4 (e−s~k1, e−s~k2, e−s~k3, e−s~k4 ; s)
4∏
p=1
θ(1− |~kp|/Λeu) (283)
with j = 1, 3. Differentiating both sides of the above two equations with respect to u, we
obtain
f
(j)
4 (e−u~k1, e−u~k2, e−u~k3, e−u~k4 ; u)
= e−(d+1)u
{
− g˜(j)4 (e−u~k1, e−u~k2, e−u~k3, e−u~k4 ; u)
4∑
`=1
|~k`|
Λ
θ′(1− |~k`|/Λeu)
θ(1− |~k`|/Λeu)
+ d eu g˜(j)4 (e−u~k1, e−u~k2, e−u~k3, e−u~k4 ; u)
+ eu d
du
g˜
(j)
4 (e−u~k1, e−u~k2, e−u~k3, e−u~k4 ; u)
} 4∏
p=1
θ(1− |~k`|/Λeu)
−
∫ u
−∞
ds eFj(s,u)
∂Fj(s, u)
∂u
f
(j)
4 (e−s~k1, e−s~k2, e−s~k3, e−s~k4 ; s)
(284)
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again with j = 1, 3. Notice that Eqn (284) does not immediately allow us to solve for f (j)4 ,
j = 1, 3. For instance, in Eqn. (284), f (j)4 appears both as the left-hand side, and in an
integral on the right-hand side. Noting that
∂
∂u
F1(s, u) = 2
(
f2,0(e−u~k1 ; u)− f2,0(e−u~k2 ; u)− f2,0(e−u~k3 ; u)− f2,0(e−u~k4 ; u)
)
(285)
∂
∂u
F3(s, u) = 2
(
f2,0(e−u~k1 ; u) + f2,0(e−u~k2 ; u) + f2,0(e−u~k3 ; u)− f2,0(e−u~k4 ; u)
)
, (286)
we can plug Eqn.’s (283) back into Eqn.’s (284) and solve for f (1)4 and f
(3)
4 . We find the
solutions
f
(j)
4 (e−u~k1, e−u~k2, e−u~k3, e−u~k4 ; u)
= e−(d+1)u
{
eu
(
d− ∂Fj(s, u)
∂u
)
g˜
(j)
4 (e−u~k1, e−u~k2, e−u~k3, e−u~k4 ; u)
+ eu d
du
g˜
(j)
4 (e−u~k1, e−u~k2, e−u~k3, e−u~k4 ; u)
− g˜(j)4 (e−u~k1, e−u~k2, e−u~k3, e−u~k4 ; u)
4∑
`=1
|~k`|
Λ
θ′(1− |~kp|/Λeu)
θ(1− |~k`|/Λeu)
}
×
4∏
p=1
θ(1− |~kp|/Λeu)
(287)
for j = 1, 3. Having solved for f2,0, f2,1, f (1)4 and f
(3)
4 in Eqn.’s (282) and (287), we have thus
determined the dilated entangler K˜(u) given in Eqn. (276) and hence the entangler K(u)
itself, to first order in perturbation theory. We summarize the result below, and write down
an explicit form for K(u).
Summary of 1-loop cMERA circuit for the ground state of scalar ϕ4 theory
Consider the cMERA circuit
Ps e−i
∫ u
−∞ ds (K(s)+L)|Ω˜〉 = U(u)|Ω˜〉 . (288)
where
〈φ|Ω˜〉 = N exp
(
− 12
∫
dd~k φ(~k)M φ(−~k)− λ2
∫
dd~k φ(~k)M2(~k)φ(−~k)
)
, (289)
with
M =
√
Λ2 +m2 (290)
M2 = − 4(2pi)d
∫ Λ
dd~q
1
M(M +
√
q2 +m2)
+ 12 (δm
2/λ) 1
M
. (291)
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Let the entangler K(s) be
K(s) =
∫
dd~k1 d
d~k2 δ
(d)(~k1 + ~k2) f2,0(~k1 ; s)S(1)2 (~k1, ~k2)
+ λ
∫
dd~k1 d
d~k2 δ
(d)(~k1 + ~k2) f2,1(~k1 ; s)S(1)2 (~k1, ~k2)
+ λ eds
∫
ddk δ(d)(k)
(
f
(1)
4 (~k1, ~k2, ~k3, ~k4 ; s)S
(1)
4 (~k1, ~k2, ~k3, ~k4)
+ f (3)4 (~k1, ~k2, ~k3, ~k4 ; s)S
(3)
4 (~k1, ~k2, ~k3, ~k4)
)
(292)
where
f2,i(e−u~k ; u) =
d
du
[
θ(1− |~k|/Λeu) g2,i(e−u~k ; u)
]
, i = 0, 1 (293)
f
(j)
4 (~k1, ~k2, ~k3, ~k4 ; u)
= e−(d+1)u
eu
(
d− ∂Fj(s, u)
∂u
)
g˜
(j)
4 (~k1, ~k2, ~k3, ~k4 ; u)
+ eu
− 4∑
j=1
~kj · ∂
∂~kj
g˜
(j)
4 (~k1, ~k2, ~k3, ~k4 ; u) +
∂
∂u
g˜
(j)
4 (~k1, ~k2, ~k3, ~k4 ; u)

− g˜(j)4 (~k1, ~k2, ~k3, ~k4 ; u)
4∑
`=1
|~k`|
Λ
θ′(1− |~kp|/Λ)
θ(1− |~k`|/Λ)

4∏
p=1
θ(1− |~kp|/Λ)
(294)
with j = 1, 3 and F1(s, u) and F3(s, u) defined by
F1(s, u) := 2
∫ u
s
dt
(
f2,0(e−t~k1 ; t)− f2,0(e−t~k2 ; t)− f2,0(e−t~k3 ; t)− f2,0(e−t~k4 ; t)
)
(295)
F3(s, u) := 2
∫ u
s
dt
(
f2,0(e−t~k1 ; t) + f2,0(e−t~k2 ; t) + f2,0(e−t~k3 ; t)− f2,0(e−t~k4 ; t)
)
. (296)
The functions g2,0, g2,1, g˜(1)4 and g˜
(3)
4 are given in Eqn.’s (265)– (268) above. Then we have
〈φ(~p)|Ψ(Λeu)〉 = 〈φ(~p)|Ps e−i
∫ u
−∞ ds (K(s)+L)|Ω〉+O(λ2)
for φ(~p) such that φ(~p) = 0 for |~p| ≥ Λ. In words, |Ψ(Λeu)〉 equals Ps e−i
∫ u
−∞ ds (K(s)+L)|Ω〉 up
to O(λ2) corrections for modes with |~p| ≤ Λ.
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The explicit form of f (1)4 (~k1, ~k2, ~k3, ~k4, u) is
f
(1)
4 (~k1, ~k2, ~k3, ~k4, u) =
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and the explicit form of f (3)4 (~k1, ~k2, ~k3, ~k4, u) is
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Figure 1: The kernels comprising the entangler in position space at different values of u,
with a soft cutoff (i.e., a sigmoid instead of a Heaviside step function). Here we work in
(1 + 1) dimensions. The upper left kernel is the free kernel f2,0(x, 0 ;u) and the upper right
kernel is the quadratic kernel f2,1(x, 0 ;u). The momentum space equations corresponding
to the upper plots were given in (293). The lower left and lower right plots are the quartic
kernels f (1)4 (x, 0, 0, 0 ;u) and f
(3)
4 (x, 0, 0, 0 ;u), respectively. The corresponding momentum
space equations were given in (294). In all plots we have set m = 1 and Λ = 100.
3.5.2 Features of 1-loop effects
One of the most interesting features of the 1-loop cMERA kernels is that they are exponentially
localized in position space with a characteristic width that goes as ∼ 1/(e−um), the inverse of
the renormalized mass scale. We have numerically plotted the Fourier transform of all of our
kernels in Figure 1 in order to demonstrate their locality in position space. We will provide
detailed analytic arguments for the locality of the kernels in Appendix C. The arguments in
Appendix C are very general, and should apply to any theory with a mass scale. The locality
means that perturbative spatial Wilsonian RG (i.e., on spatial momentum modes) for the
ground state of ϕ4 theory can be exactly recast as a local position space cMERA. In other
words, the renormalization group flow from the UV to the IR is perturbatively equivalent to
locally disentangling degrees of freedom at progressively larger distance scales. Our example
provides a concrete link between momentum space RG and tensor networks.
Considering the state |Ψ(Λeu)〉, the unentangled modes above the scale Λ act as a large-
momentum cutoff for the state, and accordingly, its correlation functions. The way in which
the unentangled modes act as a cutoff was explored in the context of free field theory in
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[23]. The quartic terms in the 1-loop cMERA kernel for |Ψ(Λeu)〉 contain cutoffs for each of
four momenta ~k1, ~k2, ~k3, ~k4 individually. Thus each momenta is regulated individually, once it
passes above the scale Λ.
In the IR, we notice that |Ω˜〉 in Eqn. (289) is an unentangled state in position space since
M and M2 are constants and M4 = 0. In particular, we can write the state as
〈φ|Ω˜〉 = N exp
(
−12
∫
dd~x φ(~x) (M + λM2)φ(~x)
)
= N ∏
~x
exp
(
−12 d
d~x φ(~x) (M + λM2)φ(~x)
)
.
(299)
Similar to the free massive scalar field case, the renormalized mass of ϕ4 theory diverges in
the IR which localizes correlations and causes entanglement to go away. Thus, it is consistent
that the IR state |Ω˜〉 be unentangled in position space.
3.5.3 Momentum space RG vs. position space RG
For both free massive scalar field theory and ϕ4 theory, we have constructed a spatially local
cMERA circuit which is perturbatively equivalent to Wilsonian RG on spatial momentum
modes. Turning the statement around: in the cases we studied, Wilsonian RG on spatial
momentum modes is perturbatively equivalent to locally entangling spatial degrees of freedom
across a hierarchy of distance scales. The fact that Wilsonian RG can be recast as a cMERA
is pleasing, and is harmonious with the underlying architecture of the standard MERA ansatz.
Our approach suggests that perturbative Wilsonian RG for any renormalizable field theory
with a non-zero mass scale can be rewritten as a local position space cMERA. In essence,
our locality argument above depends on the momentum space kernels appearing in the
perturbative circuit representation of Wilsonian RG having poles at the renormalized mass
scale. This feature is generic for renormalizable massive theories. The locality argument
holds at higher order in perturbation theory as well.
For massless interacting theories, the momentum space kernels appearing in the pertur-
bative circuit representation of Wilsonian RG have poles on the real line, and decay only
polynomially in position space. If the theory in question is not a CFT, then there will be
another length scale in the problem which is not the mass scale (since we are supposing the
mass is zero). This length scale will be defined by some perturbative coupling, and as such,
cannot generate a pole in the momentum space kernels since said coupling only appears
polynomially.
Our findings offer a new perspective on both cMERA and Wilsonian RG. In particular,
cMERA reorganizes the data of Wilsonian RG on spatial momenta to make the RG structure
of the ground state wavefunctional more transparent. For instance, even in the simple case
of free massive scalar field theory, recasting Wilsonian RG as a local cMERA provides new
insights. As remarked above, this cMERA circuit does not essentially depend on the mass
of the theory when entangling degrees of freedom at shorter distances than the scale of
the inverse mass. The mass becomes important in the cMERA kernel only for distance
scales greater than or equal to the scale of the inverse mass. These features of position
space renormalization are perfectly intuitive, but are not immediately transparent from the
standard perspective of RG in momentum space.
It would be interesting to study more examples of cMERA kernels for more diverse
quantum field theories, and understand their local structure in position space. For instance,
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the techniques in this paper are well-suited to studying the Wilson-Fisher fixed point. A
detailed understanding these kernels could enable a quantitative study of the correlation and
entanglement across different distance scales of ground states of weakly interacting QFT’s.
3.6 Lessons for numerical applications
Ultimately, one would like to use cMERA as an efficient numerical ansatz for the ground
state of an interacting quantum field theory. Strongly interacting QFT’s and gauge theories
are of particular interest. Our perturbative circuit calculations are useful for analytic studies
and offering insight into the structure of cMERA circuits for interacting QFT’s. While
it is possible to use numerical methods to compute cMERA circuits to higher order in
perturbation theory for weakly interacting field theories, this is not a robust strategy for
uncovering non-perturbative behavior of strongly interacting systems. A better approach
is to use the structural insights we have learned to construct judicious numerical ansatzes,
which we sketch below. In this section, we will be interested in ansatzes which produce the
correct ground state in the UV instead of at all intermediate length scales. However, it is still
important that our ansatzes capture certain features of correlations at intermediate length
scales.
Starting with the usual IR state |Ω〉 given by12
〈φ|Ω〉 = N exp
(
−
∫
dd~x φ(~x)Mφ(~x)
)
(300)
for M some fixed constant, we choose a fixed IR scale uIR < 0. We construct an entangler
K(s) =
∑
j1
∫
1/Λ
dd~x1 fj1(~x1 ; u)Oj1(~x1) +
∑
j2
∫
1/Λ
dd~x1 d
d~x2 fj2(~x1, ~x2 ; u)Oj2(~x1, ~x2)
+ · · ·+∑
jn
∫
1/Λ
dd~x1 · · · dd~xn fjn(~x1, ..., ~xn ; u)Ojn(~x1, ..., ~xn)
(301)
whose form we will further specify shortly. Note that the position space integrals are cutoff
from below at scale 1/Λ, which is the distance scale corresponding to the UV. We imagine that
the fi1 , ..., fin functions are of a specified form, but have undetermined parameters that we
can tune and optimize. We approximate the cMERA circuit Ps exp
(
−i ∫ 0uIR ds (K(s) + L))
by [
e−i∆u (K(uIR)+L) e−i∆u (K(uIR+∆u)+L) · · · e−i∆u (K(0)+L)
]
T
(302)
where ∆u := −uIR/N for some positive integer N , and [· · · ]T denotes that we truncate the
terms inside the bracket at order O((∆u)T ). In other words, [· · · ]T instructs us to construct
12As mentioned before, the state |Ω〉 is unentangled in position space. Even though we may consider
systems with non-trivial entanglement in the IR, we can still use |Ω〉 as our IR state and hierarchically build
entanglement on top of it to obtain a good UV ansatz. Indeed, in the present numerical setting, our desire is
to obtain a good UV ansatz. We can think of the IR state |Ω〉 as imposing an IR cutoff on the largest length
scale of correlations – in particular, we will not get correlations in our final UV state across distances greater
than ∼ euUV−uIR/Λ.
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a power series in ∆u up to order O((∆u)T ). Then our cMERA ansatz is
|ΨcMERA〉 :=
[
e−i∆u (K(uIR)+L) e−i∆u (K(uIR+∆u)+L) · · · e−i∆u (K(0)+L)
]
T
|Ω〉 (303)
which depends on the functions fi1 , ..., fin .
To utilize this ansatz, we consider a UV Hamiltonian HUV and perform the numerical
minimization
min
fi1 ,...,fin
〈ΨcMERA|HUV|ΨcMERA〉
〈ΨcMERA|ΨcMERA〉 (304)
where the denominator is required since |ΨcMERA〉 is not normalized as given. Since the form
of |Ω〉 is so simple, we can explicitly compute correlation functions of the form
〈Ω|O†b1 · · · O†bq Oap · · · Oa1|Ω〉
and
〈Ω|O†b1 · · · O†bq HUVOap · · · Oa1|Ω〉 ,
and accordingly can drastically simplify both the numerator and denominator of
〈ΨcMERA|HUV|ΨcMERA〉/〈ΨcMERA|ΨcMERA〉
before minimizing over the parameters of the fi1 , ..., fin .
But what form should the fi1 , ..., fin have? Using our perturbative results as a guide, we
list several properties:
• The functions fip(~x1, ..., ~xp ; u) should be translation and rotation-invariant, meaning
that
fip(R~x1 + ~a, ..., R ~xp + ~a ; u) = fip(~x1, ..., ~xp ; u)
for all ~a and all rotation matrices R ∈ SO(d).
• Each fip(~x1, ..., ~xp ; u) is exponentially local in the distance between any pair of ~xi and
~xj, for 1 ≤ i, j ≤ p.
• If the theory under consideration is a CFT, then fip(~x1, ..., ~xp ; u) should not depend
on u. The function may depend on the values of marginal couplings.
• If the theory under consideration is not a CFT, then each fip(~x1, ..., ~xp ; u) can be
decomposed into a term which does not depend of u, and terms which do depend on u.
The term which does not depend on u may depend on the values of marginal couplings.
The terms which do depend on u should be approximately zero for u such that 1/(Λeu)
is below the scale of the inverse renormalized mass 1/(e−um) (or if the theory is massless,
some other distance scale associated with the most relevant dimensionful coupling).
From the above points, it is clear that CFT’s are easiest to work with since the kernels in
their entanglers do not depend on the scale u. In this case, a nice way of parametrizing
the fi1 , ..., fin is in terms of Sine-Gaussian wavelets which only depend on the differences of
coordinates |~xi − ~xj|. For instance, we might parametrize a kernel f(~x1, ~x2) by
f(~x1, ~x2 ; {aj, bj, cj, dj, φj}) =
∑
j
aj e
−b2j |~x1−~x2|2+cj |~x1−~x2| cos(dj |~x1 − ~x2|+ φj) (305)
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which is the form of the sum of the real parts of Gabor wavelets. A kernel f(~x1, ~x2, ~x3, ~x4)
might be parametrized similarly by
f(~x1, ~x2, ~x3, ~x4 ; {aj,Bj, cj,dj,φj}) =
∑
j
aj e
−xTBjx+cj ·x cos(dj · x + φj) (306)
where
x := ( |~x1 − ~x2| , |~x1 − ~x3| , |~x1 − ~x4| , |~x2 − ~x3| , |~x2 − ~x4| , |~x3 − ~x4| ) . (307)
Note that Bj is a 6× 6 matrix of parameters, and cj,dj,φj are all 6–dimensional vectors of
parameters. For non-CFT’s, the parameters in Eqn.’s (306) and (307) can depend on u, and
hence have non-trivial dependence on the distance scale.
We envision that by parametrizing the kernels fi1 , ..., fin in terms of appropriate Sine-
Gaussian wavelets, it should be possible for cMERA to become a useful variational method
for the ground states of CFT’s as well as regular QFT’s (for which there are additional
parametric dependencies in the kernels). In particular, the integrals and gradient descent
procedure required to minimize
〈ΨcMERA|HUV|ΨcMERA〉/〈ΨcMERA|ΨcMERA〉
over the parameters of Sine-Gaussian wavelets (or similar such wavelets) can be performed
efficiently. There are many opportunities for future numerical studies.
4 Discussion
We have introduced new techniques for “quantum circuit perturbation theory” for systems in
infinite-dimensional Hilbert spaces. Specifically, we have focused on single-particle quantum
mechanics, and scalar fields in d+ 1 dimensions. Our techniques generalize naturally to N–
particle quantum mechanics, and also to systems of fermions [51]. A generalization to gauge
theories may also be possible. It would also be interesting to generalize our techniques to
many-body spin systems, along the lines of [52]. We have used quantum circuit perturbation
theory to systematically construct unitaries which map between specified perturbatively
non-Gaussian states. In the context of QFT in particular, the wavefunctional representation
is essential, and elucidates the position space or momentum space “surgery” required to
unitarily map one state to another.
We have further used quantum circuit perturbation theory to develop cMERA for weakly
interacting field theories. Specifically, we have constructed cMERA circuits which generate
the perturbative ground states of weakly interacting scalar field theories by locally building up
entanglement at increasingly small distance scales starting from a product state. Interestingly,
our cMERA circuits can be made to exactly perform perturbative Wilsonian RG (in terms of
the spatial momentum modes) of the ground state of the weakly interacting theories under
consideration. This is distinct from previous studies of cMERA in non-interacting systems in
which the cMERA circuit only produces the correct state in the UV.
In other words, perturbative Wilsonian RG of spatial momentum modes can be exactly
recast as a cMERA for the examples we studied. By example, we explicitly showed that in
constructing the ground state of scalar ϕ4 theory, the cMERA kernels are exponentially local,
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and hence perturbative momentum space RG is equivalent to a local position space cMERA.
Since our procedure for perturbatively constructing cMERA’s is systematic, a matching
between spatial Wilsonian RG and cMERA should exist in general.
The form of our cMERA circuits explicitly encodes the entanglement structure of quantum
states across different distance scales. For instance, when we exactly solve for the cMERA
circuit which produces the RG flow of the ground state of a free massive scalar field theory,13
we can explicitly track how correlations are built up differently at distance scales smaller
than and larger than the scale of the inverse renormalized mass. For the ground state of
ϕ4 theory, there is a more intricate interplay between the correlations the cMERA circuit
develops at different distance scales. It would be very interesting to perform a more detailed
study of the entanglement properties of these circuits, which we have only commented on in
passing. One possible avenue for probing entanglement was suggested in the context of “flow
equations” in [53]. Understanding the connection of our work to the flow equation approach
to RG [54, 55] is also interesting more broadly.
We have used various lessons from our exploration of cMERA circuits for weakly interacting
theories to suggest a refined numerical approach to cMERA, along with viable ansatzes. We
hope that this is a step towards developing robust numerical methods for the exploration of
ground states of strongly interacting QFT’s in the continuum and infinite-volume limits, as
envisioned in the original cMERA paper [20]. Our proposed ansatzes seem ripe for numerical
exploration in future studies.
In addition to providing new technical tools, our work emphasizes the perspective that
complicated correlations and multipartite entanglement in states of interacting field theories
can be recast in the language of local circuits which build up the entanglement architecture
of the quantum states. Although this perspective has been held within a certain community
over the last several years, our work provides the first concrete instantiation of this view
outside of free field theory.
It would be interesting to adapt our perturbative techniques to CFT’s, which have a
richer algebraic structure than standard field theories. One could also use our techniques to
explore various generalizations of holography, along the lines of [56, 57, 58, 59]. As another
application, one could consider exactly solvable theories (for instance, in low dimensions), for
which it may be possible to develop exact circuits which build up the interacting ground states.
Our perturbative techniques are also well-suited for exploring circuit complexity for weakly
interacting field theories, along the lines of [60, 61]. For quantum circuit perturbation theory
and perturbative cMERA, it would be valuable to analyze a wider collection of examples
than scalar fields at 1-loop – for instance, fermions and gauge fields, and also higher-loop
calculations.
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A Review of spatial Wilsonian Renormalization Group
In this Appendix, we perform the spatial Wilsonian Renormalization Group to 1–loop for ϕ4
theory. (For a good review of standard, Euclidean Wilsonian RG, see [62].) In Section 3.4,
we carried out a similar procedure for the free massive scalar field. In the free massive scalar
field case, we could perform Wilsonian RG exactly. For ϕ4 theory, we need to instead work
perturbatively in a weak coupling. We will use the same notation as Section 3.4.
In spatial Wilsonian RG, we integrate out spatial momentum modes for Λeu ≤ |~p| ≤ Λ.
We do not touch the time component of the fields so that the Hamiltonian (and its ground
state) are well-defined after the RG procedure. Using our notation from Section 3.4, let us
denote the renormalized partition function as scale Λeu by ZΛeu . From this partition function,
one can read off the renormalized Hamiltonian at the scale Λeu.
The partition function for ϕ4 theory at the UV scale Λ is given by
ZΛ[{Ji(~p)}] =
lim
T→∞(1−i)
∫ ∏
|~p|≤Λ
Dφ(~p, t)Dpi(~p, t) e
i
∫ T
−T dt
(∫ Λ
dd~p pi(~p,t)φ˙(~p,t)−H Λ
(
φ(~p,t),pi(~p,t)
))
e−i
∫ Λ
dd~p
∑
i
Ji(~p)Oi(~p,0)
(308)
where  is a positive, infinitesimal parameter, and H Λ
(
φ(~p, t), pi(~p, t)
)
is the Hamiltonian
density
H Λ
(
φ(~p, t), pi(~p, t)
)
= 12
∫ Λ
dd~k
(
pi(~k, t)pi(−~k, t) + φ(~k, t)
(
~k2 +m2
)
φ(−~k, t)
)
+ λ4!
∫ Λ
dd~k1 d
d~k2 d
d~k3 φ(~k1, t)φ(~k2, t)φ(~k3, t)φ(−~k1 − ~k2 − ~k3, t)
Now we will perform RG on ϕ4 theory down to scale Λeu. Letting
φ(~p, t) =
φ<(~p, t) if |~p| ≤ Λeuφ>(~p, t) if Λeu < |~p| ≤ Λ (309)
pi(~p, t) =
pi<(~p, t) if |~p| ≤ Λeupi>(~p, t) if Λeu < |~p| ≤ Λ (310)
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we can rewrite the partition function ZΛ[{Ji(~p)}] as∫ ∏
|~p|≤Λeu
Dφ<(~p, t)Dpi<(~p, t)
∏
Λeu<|~p|≤Λ
Dφ>(~p, t)Dpi>(~p, t)
× exp
(
i
∫ T
−T
dt
∫ Λeu
dd~p
(
pi<(~p, t)φ˙<(−~p, t)− 12pi<(~p, t)pi<(−~p, t)−
1
2φ<(~p, t)(~p
2 +m2)φ<(−~p, t)
))
× exp
(
i
∫ T
−T
dt
∫ Λ
Λeu
dd~p
(
pi>(~p, t)φ˙>(−~p, t)− 12pi>(~p, t)pi>(−~p, t)−
1
2φ>(~p, t)(~p
2 +m2)φ>(−~p, t)
))
×
1− i λ4!
∫ T
−T
dt
∫ Λ
Λeu
dd~p1d
d~p2d
d~p3
(2pi)d φ>(~p1, t)φ>(~p2, t)φ>(~p3, t)φ>(−~p1 − ~p2 − ~p3, t)
− i λ4!
∫ T
−T
dt
∫ Λeu dd~p1dd~p2dd~p3
(2pi)d φ<(~p1, t)φ<(~p2, t)φ<(~p3, t)φ<(−~p1 − ~p2 − ~p3, t)
− 6i λ4!
∫ T
−T
dt
∫ Λ
Λeu
dd~p1d
d~p2
(2pi)d/2
∫ Λeu dd~p3dd~p4
(2pi)d/2 φ>(~p1, t)φ>(~p2, t)φ<(~p3, t)φ<(~p4, t)δ
(d)(~p1 + ~p2 + ~p3 + ~p4)

× exp
(
i
∫ Λeu
dd~p
∑
i
Ji(~p)Oi(~p, 0)
)
+O(λ2) .
(311)
Before we take the path integral over the φ> and pi> fields, we first take an inventory of the
type of terms we have. There are three terms in the path integral at O(λ). The O(λ) term
containing φ> φ> φ> φ> will contribute a φ<–independent term which simply renormalizes
the partition function. The O(λ) term containing φ< φ< φ< φ< will become the quartic
interaction term in the renormalized action. Finally, the O(λ) term containing φ> φ> φ< φ<
will contribute a mass renormalization to the renormalized action after we integrate out the
φ> modes. Path integrating over the φ> and pi> fields, we are left with
∝
∫ ∏
|~p|≤Λeu
Dφ<(~p, t)Dpi<(~p, t)
× exp
(
i
∫ T
−T
dt
∫ Λeu
dd~p
(
pi<(~p, t)φ˙<(−~p, t)− 12pi<(~p, t)pi<(−~p, t)−
1
2φ<(~p, t)(~p
2 +m2)φ<(−~p, t)
))
×
1− i λ4!
∫ T
−T
dt
∫ Λeu dd~p1dd~p2dd~p3
(2pi)d φ<(~p1, t)φ<(~p2, t)φ<(~p3, t)φ<(−~p1 − ~p2 − ~p3, t)
− λ4 i
∫ T
−T
dt
∫ Λ
Λeu
dd~p1
(2pi)d
1
~p1 +m2
∫ Λeu
dd~p3 φ<(~p3, t)φ<(−~p3, t)

× exp
(
i
∫ Λeu
dd~p
∑
i
Ji(~p)Oi(~p, 0)
)
+O(λ2)
(312)
As per Section 3.4, we rescale the momentum and time as (~p, t)→ (e−u~p, eut) and renormalize
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the φ< and pi< fields by
e
d+1
2 ·u φ<(eu~p, e−ut) −→ φ(~p, t) (313)
e
d−1
2 ·u pi<(eu~p, e−ut) −→ pi(~p, t) (314)
(c.f. Eqn.’s (212) and (213)) to obtain
ZΛe
u
1−loop[{Ji(~p)}] := lim
T→∞(1−i)
C
∫ ∏
|~p|≤Λ
Dφ(~p, t)Dpi(~p, t)
× exp
(
i
∫ T
−T
dt
∫ Λ
dd~p
(
pi(~p, t)φ˙(~p, t)
− 12pi(~p, t)pi(~p, t)−
1
2φ(~p, t)(~p
2 + e−2um2)φ(~p, t)
))
×
1− i e(d−3)u λ4!
∫ T
−T
dt
∫ Λ dd~p1dd~p2dd~p3
(2pi)d φ<(~p1, t)φ<(~p2, t)φ<(~p3, t)φ<(−~p1 − ~p2 − ~p3, t)
− i e−2u λ4
∫ T
−T
dt
(∫ Λ
Λeu
dd~p1
(2pi)d
1
~p1 +m2
)∫ Λ
dd~p2 φ<(~p2, t)φ<(−~p2, t)

× exp
(
i
∫ Λ
dd~p edu
∑
i
Ji(~p)O ′i (~p, 0)
)
, (315)
where the primed O ′i operators are the same as the unprimed Oi operators, but written in
terms of φ, pi instead of φ< , pi< as per Eqn.’s (313) and (314). Writing Oi
(
φ<(~p, 0), pi<(~p, 0)
)
to denote the operator’s dependence on φ<(~p, 0) and pi<(~p, 0), we have
O ′i
(
φ(~p, 0), pi(~p, 0)
)
:= Oi
(
e
d+2
2 ·uφ<(eu~p, 0), e−
d+2
2 ·upi<(eu~p, 0)
)
. (316)
We can read off that the Hamiltonian renormalized to scale Λeu is
HΛe
u
1−loop =
1
2
∫ Λ
dd~k
(
p̂i(~k)p̂i(−~k) + φ̂(~k)
(
~k2 + e−2u m˜2
)
φ̂(−~k)
)
+ e
(d−3)uλ
4!
∫ Λ
dd~k1 d
d~k2 d
d~k3 φ̂(~k1)φ̂(~k2)φ̂(~k3)φ̂(−~k1 − ~k2 − ~k3)
(317)
where
m˜2 = m2 + δm2 = m2 + λ2
∫ Λ
Λeu
dd~p
(2pi)d
1
~p2 +m2 . (318)
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The explicit form of δm2 is given by
δm2 =

λ
4pim (arctan(Λ/m)− arctan(Λe
u/m)) d = 1
λ
8pi log
(
Λ2 +m2
e2uΛ2 +m2
)
d = 2
λ · Area(Sd−1) · Λd
2 dm2(2pi)d
[
2F1
(
1, d2 ; 1 +
d
2 ; − Λ
2
m2
)
− edu2F1
(
1, d2 ; 1 +
d
2 ; −Λ
2e2u
m2
)]
d ≥ 3
(319)
where Area(Sd−1) is the area of the (d− 1)-dimensional unit sphere.
We can carry out the spatial Wilsonian RG procedure to higher orders in perturbation
theory by proceeding in a similar fashion.
B Some Useful Formulas
Consider a scalar field theory in d+ 1 dimensions, with wavefunctional |Ψ0〉, given in φ–space
by
〈φ|Ψ0〉 = N e− 12
∫
dd~k φ(~k) Ω(~k)φ(−~k) (320)
for some kernel Ω0(~k) = Ω(|~k|). Recall that
S
(1)
2 (~k1, ~k2) = φ̂(~k1)p̂i(~k2) + p̂i(~k2)φ̂(~k1) (321)
S
(1)
4 (~k1, ~k2, ~k3, ~k4) = φ̂(~k1)p̂i(~k2)p̂i(~k3)p̂i(~k4) + p̂i(~k2)p̂i(~k3)p̂i(~k4)φ̂(~k1) (322)
S
(3)
4 (~k1, ~k2, ~k3, ~k4) = φ̂(~k1)φ̂(~k2)φ̂(~k3)p̂i(~k4) + p̂i(~k4)φ̂(~k1)φ̂(~k2)φ̂(~k3) . (323)
Then we have the useful formulas:
〈φ|S(1)2 (~k1, ~k2)|Ψ0〉 =
(
2i φ(~k1)φ(~k2) Ω(~k2)− i δ(d)(~k1 + ~k2)
)
〈φ|Ψ0〉 (324)
〈φ|S(1)4 (~k1, ~k2, ~k3, ~k4)|Ψ0〉
=
(
− 2i φ(~k1)φ(~k2)φ(~k3)φ(~k4) Ω(~k2)Ω(~k3)Ω(~k4) + 2i δ(d)(~k2 + ~k3)φ(~k1)φ(~k4) Ω(~k3)Ω(~k4)
+ 2i δ(d)(~k2 + ~k4)φ(~k1)φ(~k3) Ω(~k3)Ω(~k4) + 2i δ(d)(~k3 + ~k4)φ(~k1)φ(~k2) Ω(~k2)Ω(~k4)
+ iδ(d)(~k1 + ~k2)φ(~k3)φ(~k4) Ω(~k3)Ω(~k4) + iδ(d)(~k1 + ~k3)φ(~k2)φ(~k4) Ω(~k2)Ω(~k4)
+ iδ(d)(~k1 + ~k4)φ(~k2)φ(~k3) Ω(~k2)Ω(~k3)− iδ(d)(~k1 + ~k2)δ(d)(~k3 + ~k4) Ω(~k4)
− iδ(d)(~k1 + ~k3)δ(d)(~k2 + ~k4) Ω(~k4)− iδ(d)(~k1 + ~k4)δ(d)(~k2 + ~k3) Ω(~k3)
)
〈φ|Ψ0〉 (325)
〈φ|S(3)4 (~k1, ~k2, ~k3, ~k4)|Ψ0〉 =
(
2i φ(~k1)φ(~k2)φ(~k3)φ(~k4) Ω(~k4)− iδ(d)(~k1 + ~k4)φ(~k2)φ(~k3)
− iδ(d)(~k2 + ~k4)φ(~k1)φ(~k3)− iδ(d)(~k3 + ~k4)φ(~k1)φ(~k2)
)
〈φ|Ψ0〉 .
(326)
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C Spatial locality of entangler kernels for ϕ4 theory
In our analysis above, we have expressed K(s) in terms of operators and kernels with
arguments in momentum space. Fourier-transforming K(s) into position space yields kernels:
f2,0(|~x1 − ~x2| ; u) := 1(2pi)d
∫
dd~k1 d
d~k2 e
−i (~k1·~x1+~k2·~x2) δ(d)(~k1 + ~k2) f2,0(~k1 ; u) (327)
f2,1(|~x1 − ~x2| ; u) := 1(2pi)d
∫
dd~k1 d
d~k2 e
−i (~k1·~x1+~k2·~x2) δ(d)(~k1 + ~k2) f2,1(~k1 ; u) (328)
f
(1)
4 (|~x1 − ~x2|, |~x1 − ~x3|, |~x1 − ~x4|, |~x2 − ~x3|, |~x2 − ~x4|, |~x3 − ~x4| ; u)
:= 1(2pi)2d
∫
dd~k1 d
d~k2 d
d~k3 d
d~k4 e
−i (~k1·~x1+~k2·~x2+~k3·~x3+~k4·~x4) δ(d)(~k1 + ~k2 + ~k3 + ~k4) f (1)4 (~k1, ~k2, ~k3, ~k4 ; u)
(329)
f
(3)
4 (|~x1 − ~x2|, |~x1 − ~x3|, |~x1 − ~x4|, |~x2 − ~x3|, |~x2 − ~x4|, |~x3 − ~x4| ; u)
:= 1(2pi)2d
∫
dd~k1 d
d~k2 d
d~k3 d
d~k4 e
−i (~k1·~x1+~k2·~x2+~k3·~x3+~k4·~x4) δ(d)(~k1 + ~k2 + ~k3 + ~k4) f (3)4 (~k1, ~k2, ~k3, ~k4 ; u) .
(330)
We demonstrate that if our theory has a soft UV cutoff in momentum space (we will specify
precisely what this means shortly), for any spatial dimension d (for which ϕ4 theory is
renormalizable, namely d ≤ 3) and for fixed u, these position space kernels are at least
exponentially decaying with rate e−um (i.e., the renormalized mass) with respect to the
pairwise differences |~xi − ~xj|. For instance, f2,0(|~x1 − ~x2| ; u) for fixed u decays at least as
fast as e−e−um|~x1−~x2|.
First, we consider the quadratic kernels f2,0(|~x1 − ~x2| ; u) and f2,1(|~x1 − ~x2| ; u) for fixed
u. Simplifying Eqn.’s (327) and (328) as
f2,0(|~x1 − ~x2| ; u) := 1(2pi)d
∫
dd~k e−i (
~k·(~x1−~x2)) f2,0(~k ; u) (331)
f2,1(|~x1 − ~x2| ; u) := 1(2pi)d
∫
dd~k e−i (
~k·(~x1−~x2)) f2,1(~k ; u) , (332)
we see that we need to analyze the d–dimensional Fourier transforms of f2,0(~k ; u) and
f2,1(~k ; u). These functions have the feature that they only depend on |~k| and u; that is,
f2,0(~k ; u) = f2,0(|~k| ; u) and f2,1(~k ; u) = f2,1(|~k| ; u). For instance, see Eqn. (293). Given the
functions f2,0(|~k| ; u) and f2,1(|~k| ; u), we can consider their analytic continuations f2,0(z ; u)
and f2,1(z ; u) where z is a complex argument in place of |~k|. We can choose branch cuts of
the logarithms in f2,0(z ; u) and f2,1(z ; u) so that the functions are analytic in the complex
z–plane on the strip
{ z ∈ C | − e−um < Im(z) < e−um} . (333)
In particular, the branch cuts of f2,0(z ; u) and f2,1(z ; u) in the complex z–plane are shown
in Figure 2 below.
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Figure 2: Branch cuts in the complex z–plane.
To abstract our analysis, suppose we have a complex function F2(z) with two properties:
1. For Im(z) = 0, F2(z) = F2(−z).
2. zk F2(z) is analytic in the strip { z ∈ C | − e−um < Im(z) < e−um} for all k ∈ Z≥0.
Indeed, both f2,0(z ; u) and f2,1(z ; u) have the above two properties. We would like to
understand the decay properties of ∫
dd~k e−i
~k·~xF2(|~k|) (334)
for functions F2(z) with the properties specified above. Due to the first property of F2(z),
the Fourier transform
∫
dd~k e−i~k·~xF2(|~k|) as a function of |~x| is strictly real–valued.
Next, suppose d is odd (we will treat the even d case shortly). Then we can use the
formula [48, 49, 50]
∫
dd~k e−i
~k·~xF2(|~k|) =
(d−1)/2∑
`=1
(−1)`(d− `− 2)!
2 d−12 −`(d−12 − `)!(`− 1)!
1
|~x|d−`−2
(
d
d|~x|
)`∫ d|~k| e−i |~k|·|~x|F2(|~k|) .
(335)
In words, we can express
∫
dd~k e−i~k·~xF2(|~k|) as a differential operator acting on the radial
Fourier transform
∫
d|~k| e−i |~k|·|~x|F2(|~k|). Since zk F2(z) (for any k ∈ Z≥0) is analytic on the
strip { z ∈ C | − e−um < Im(z) < e−um} by the second property above, it follows that
dk
d|~x|k
∫
Im(z)=0
dz e−i z·|~x|F2(z) =
∫
Im(z)=0
dz e−i z·|~x| (−iz)k F2(z) ≤ Ck e−(e−um−δ)|~x| (336)
for all k ∈ Z≥0 , for some constants Ck ∼ poly(e−um) depending on k, and an arbitrarily
small δ > 0. We achieve this bound since we can deform the integration contour Im(z) = 0
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by pushing the contour down to Im(z) = −e−um+ δ since |~x| ≥ 0. By utilizing the bound in
Eqn. (336) in conjunction with the formula in Eqn. (335), we find that∫
dd~k e−i
~k·(~x1−~x2)F2(|~k|) ≤ C e−(e−um−δ)|~x1−~x2| (337)
for some (different) constant C ∼ poly(e−um) and an arbitrarily small δ > 0. Finally, it
follows that
f2,0(|~x1 − ~x2| ; u) ≤ C1 e−(e−um−δ)|~x1−~x2| (338)
f2,1(|~x1 − ~x2| ; u) ≤ C2 e−(e−um−δ)|~x1−~x2| (339)
for constants C1, C2 ∼ poly(e−um) and an arbitrarily small δ > 0.
If d is even, Eqn. (335) does not immediately help us: it only relates the radial Fourier
transform
∫
d|~k| e−i |~k|·|~x|F2(|~k|) to the radially symmetric Fourier transform ∫ dd′~k e−i~k·~xF2(|~k|)
in d′ dimensions, if d′ is odd. Since we are now considering d even, we let d′ = d− 1 which is
odd. Then using Eqn. (335) and the arguments above, we find that
F˜2,d−1(|~x1 − ~x2|) :=
∫
dd−1~k e−i
~k·~xF2(|~k|) ≤ C ′ e−(e−um−δ)|~x1−~x2| (340)
for some C ′. We have a similar bound on the derivatives of F˜2,d−1(|~x1 − ~x2|) with respect to
|~x1 − ~x2|. However, our goal is to bound
F˜2,d(|~x1 − ~x2|) :=
∫
dd~k e−i
~k·~xF2(|~k|) . (341)
Now we need to relate F˜2,d−1(|~x1 − ~x2|) and F˜2,d(|~x1 − ~x2|). Using [49, 50], we find
F˜2,d(|~x1 − ~x2|) = − 2√2pi
1
|~x1 − ~x2|
d
d|~x1 − ~x2|
∫ ∞
0
ds F˜2,d(
√
|~x1 − ~x2|2 + s2) (342)
= − 2√
2pi
∫ ∞
0
ds
F˜ ′2,d(
√
|~x1 − ~x2|2 + s2)√
|~x1 − ~x2|2 + s2)
(343)
≤ C ′′
∫ ∞
0
ds e−(e
−um−δ)
√
|~x1−~x2|2+s2 (344)
≤ C ′′e(e−um−δ)|~x1−~x2| (345)
where C ′′ is some constant. It follows that Eqn.’s (338) and (339) also hold for d even as well.
Now we will consider both even and odd d at the same time, and derive similar bounds for
the position space kernels f (1)4 and f
(3)
4 , for fixed u. We notice that the momentum space kernels
f
(1)
4 (~k1, ~k2, ~k3, ~k4 ; u) and f
(3)
4 (~k1, ~k2, ~k3, ~k4 ; u) are only even functions of |~k1|, |~k2|, |~k3|, |~k4|.
See, for instance, Eqn. (294). If we replace |~k1|, |~k2|, |~k3|, |~k4| by the complex variables
z1, z2, z3, z4, then f (1)4 (z1, z2, z3, z4 ; u) and f
(3)
4 (z1, z2, z3, z4 ; u) are even with respect to each
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of their complex arguments when restricted to Im(z1) = Im(z2) = Im(z3) = Im(z4) = 0.
Furthermore, the functions are analytic on the strip
{(z1, z2, z3, z4) ∈ C4 | − e−um < Im(z1), Im(z2), Im(z3), Im(z4) < e−um} . (346)
Utilizing the formula in Eqn. (335) for each |~k1|, |~k2|, |~k3|, |~k4| individually, we can derive the
analogous bound
1
(2pi)2d
∫
dd~k1 d
d~k2 d
d~k3 d
d~k4 e
−i (~k1·~x1+~k2·~x2+~k3·~x3+~k4·~x4) f (1)4 (~k1, ~k2, ~k3, ~k4 ; u) ≤ C e−e−um(|~x1|+|~x2|+|~x3|+|~x4|)
(347)
1
(2pi)2d
∫
dd~k1 d
d~k2 d
d~k3 d
d~k4 e
−i (~k1·~x1+~k2·~x2+~k3·~x3+~k4·~x4) f (3)4 (~k1, ~k2, ~k3, ~k4 ; u) ≤ C ′ e−e−um(|~x1|+|~x2|+|~x3|+|~x4|)
(348)
for some constants C,C ′ ∼ poly(e−um) and an arbitrarily small δ > 0. However, these are not
exactly the bounds we want. Specifically, the left-hand sides of Eqn.’s (347) and (348) differ
from the right-hand sides of Eqn.’s (329) and (330) by a delta function δ(d)(~k1 + ~k2 + ~k3 + ~k4)
in the integrand. However, this delta function is easy to account for. Defining
F
(1)
4 (~x1, ~x2, ~x3, ~x4 ; u) :=
1
(2pi)2d
∫
dd~k1 d
d~k2 d
d~k3 d
d~k4 e
−i (~k1·~x1+~k2·~x2+~k3·~x3+~k4·~x4) f (1)4 (~k1, ~k2, ~k3, ~k4 ; u)
(349)
F
(3)
4 (~x1, ~x2, ~x3, ~x4 ; u) :=
1
(2pi)2d
∫
dd~k1 d
d~k2 d
d~k3 d
d~k4 e
−i (~k1·~x1+~k2·~x2+~k3·~x3+~k4·~x4) f (3)4 (~k1, ~k2, ~k3, ~k4 ; u)
(350)
it is easy to check that∫
dd~v F
(1)
4 (~x1 + ~v, ~x2 + ~v, ~x3 + ~v, ~x4 + ~v ; u)
= 1(2pi)2d
∫
dd~k1 d
d~k2 d
d~k3 d
d~k4 e
−i (~k1·~x1+~k2·~x2+~k3·~x3+~k4·~x4) δ(d)(~k1 + ~k2 + ~k3 + ~k4) f (1)4 (~k1, ~k2, ~k3, ~k4 ; u)
(351)∫
dd~v F
(3)
4 (~x1 + ~v, ~x2 + ~v, ~x3 + ~v, ~x4 + ~v ; u)
= 1(2pi)2d
∫
dd~k1 d
d~k2 d
d~k3 d
d~k4 e
−i (~k1·~x1+~k2·~x2+~k3·~x3+~k4·~x4) δ(d)(~k1 + ~k2 + ~k3 + ~k4) f (3)4 (~k1, ~k2, ~k3, ~k4 ; u)
(352)
and hence
f
(1)
4 (|~x1 − ~x2|, |~x1 − ~x3|, |~x1 − ~x4|, |~x2 − ~x3|, |~x2 − ~x4|, |~x3 − ~x4| ; u)
=
∫
dd~v F
(1)
4 (~x1 + ~v, ~x2 + ~v, ~x3 + ~v, ~x4 + ~v ; u)
(353)
f
(3)
4 (|~x1 − ~x2|, |~x1 − ~x3|, |~x1 − ~x4|, |~x2 − ~x3|, |~x2 − ~x4|, |~x3 − ~x4| ; u)
=
∫
dd~v F
(3)
4 (~x1 + ~v, ~x2 + ~v, ~x3 + ~v, ~x4 + ~v ; u) .
(354)
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Since Eqn.’s (347) and (348) give us the bounds
F
(1)
4 (~x1, ~x2, ~x3, ~x4 ; u) ≤ C e−e−um(|~x1|+|~x2|+|~x3|+|~x4|) (355)
F
(3)
4 (~x1, ~x2, ~x3, ~x4 ; u) ≤ C ′ e−e−um(|~x1|+|~x2|+|~x3|+|~x4|) (356)
for some constants C,C ′ ∼ poly(e−um) and an arbitrarily small δ > 0, Eqn.’s (353) and (354)
imply that
f
(1)
4 (|~x1 − ~x2|, |~x1 − ~x3|, |~x1 − ~x4|, |~x2 − ~x3|, |~x2 − ~x4|, |~x3 − ~x4| ; u)
≤ C3 e−e−um(|~x1−~x2|+|~x1−~x3|+|~x1−~x4|+|~x2−~x3|+|~x2−~x4|+|~x3−~x4|)
(357)
f
(3)
4 (|~x1 − ~x2|, |~x1 − ~x3|, |~x1 − ~x4|, |~x2 − ~x3|, |~x2 − ~x4|, |~x3 − ~x4| ; u)
≤ C4 e−e−um(|~x1−~x2|+|~x1−~x3|+|~x1−~x4|+|~x2−~x3|+|~x2−~x4|+|~x3−~x4|)
(358)
for some constants C3, C4 ∼ poly(e−um) and an arbitrarily small δ > 0. These are the desired
inequalities.
In summary, we have shown that
f2,0(|~x1 − ~x2| ; u) ≤ C1 e−(e−um−δ)|~x1−~x2| (359)
f2,1(|~x1 − ~x2| ; u) ≤ C2 e−(e−um−δ)|~x1−~x2| (360)
f
(1)
4 (|~x1 − ~x2|, |~x1 − ~x3|, |~x1 − ~x4|, |~x2 − ~x3|, |~x2 − ~x4|, |~x3 − ~x4| ; u)
≤ C3 e−e−um(|~x1−~x2|+|~x1−~x3|+|~x1−~x4|+|~x2−~x3|+|~x2−~x4|+|~x3−~x4|)
(361)
f
(3)
4 (|~x1 − ~x2|, |~x1 − ~x3|, |~x1 − ~x4|, |~x2 − ~x3|, |~x2 − ~x4|, |~x3 − ~x4| ; u)
≤ C4 e−e−um(|~x1−~x2|+|~x1−~x3|+|~x1−~x4|+|~x2−~x3|+|~x2−~x4|+|~x3−~x4|)
(362)
for some constants C1, C2, C3, C4 ∼ poly(e−um) and an arbitrarily small δ > 0. Therefore,
the kernels are exponentially local in position space with decay rate ∼ e−um with respect to
the pairwise differences |~xi − ~xj|.
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