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Efficient Computation of the Effect of Wire Ends in Thin
Wire Analysis
A. Heldring, E. Ubeda, and J. M. Rius
Abstract—Computationally efficient algorithms are presented for the
computation of the effect of flat wire ends (end caps) in the common thin
wire model. A uniform charge distribution over the surface of the end
cap is assumed, and the full or exact kernel of the electric field integral
equation formulation for cylindrical wires is used. The algorithms have
been implemented in a highly efficient, low order, full kernel method
of moments code for the analysis of relatively thick wire antennas and
scatterers. The extra computational cost of including the end cap effect is
small. The code has been applied to the analysis of a thick linear dipole
and the results correspond very well with those of a recently published
study using a much more computationally expensive implementation of the
magnetic field integral equation with high order discretization methods.
Index Terms—End caps, exact kernel, thin wire model.
I. INTRODUCTION
In the thin wire formulation of the method of moments (MoM), com-
monly used for the analysis of wire antennas and scatterers [1], the
structure under analysis is modeled as a set of short straight wire seg-
ments that only support axial surface currents, an assumption which
is valid when the wire radius a is much smaller than the wavelength,
a . If the geometry allows it, the segment length can be chosen
large compared to the wire radius, a, and the reduced kernel ap-
proximation can be used, in which the boundary condition that yields
the electric field integral equation (EFIE) is enforced on the wire axis
instead of on the wire surface. In most practical cases, good results are
obtained with the reduced kernel.
However, there are certain problems of interest, where the thin wire
condition a   is complied with, but, due to the fine structure of
the antenna geometry, some or most segments are necessarily shorter,
sometimes even much shorter, than the wire radius. Examples of such
structures are fractal antennas [3] and metamaterials [4]. In this case,
the thin wire model with the full or exact kernel must be used. Evalu-
ating the exact kernel by numerical integration or using the truncated
series proposed in [5] and [6] is computationally expensive. We have
recently proposed an efficient method to implement the thin wire model
for arbitrarily short segments, using the full or exact kernel [7] and low
order (overlapping triangular) basis and testing functions. This method
permits efficient evaluation of the potentials, anywhere in space, from
a linear surface current and constant surface charge on an arbitrarily
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short cylinder, with a maximum relative error of 10 4. The computa-
tional cost is approximately twice that of the reduced kernel.
As already noted by Kolundzjia [8], when the wires under analysis
are relatively thick (a in the order of =100  =10), one can not ne-
glect the effect of the wire structure extremities, or end caps. These
are commonly considered as flat circular disks and a physical model
with a uniform charge distribution is adopted, for example in [2], [9]
and [10]. However, none of these authors use the exact kernel of in-
tegration, tested on the wire surface. In [2], the current on the wire is
assumed to be concentrated on the wire axis. This was shown in [11]
to be equivalent to using the reduced kernel. In [9], the reduced kernel
is used directly. The method of [10] also reduces to the reduced kernel
when applied to perfectly conducting wires.
In this paper, we introduce a computationally efficient method to
evaluate the potentials due to the end caps, with a maximum relative
error of 10 4 anywhere in space, and using the exact kernel. The com-
putational cost is approximately the same as that of the cylindrical
kernel in [7]. This allows us to include a basis function in the MoM
impedance matrix that bends over the edge with the end cap and van-
ishes at the end cap center. The new algorithm improves the accuracy
of the MoM solution at the cost of only one additional basis function
per end cap. The results agree very well with recently published high
order, high accuracy results for a linear dipole [12].
II. END CAP MODEL
Due to symmetry there is no azimuthal surface current density com-
ponent on the end cap and the radial component J has no azimuthal
dependence. Furthermore, following [8], we assume a linear radial de-
pendence of the end cap current equal to
J() =  

a
J0 (1)
where J0 is the magnitude of the current density crossing the end cap
edge. The corresponding surface charge density
ec =
j
!
r 
 !
J =
 2j
!a
J0 (2)
is a constant. Consequently, the scalar potential is given by
( !r ) =
ec
4"
D
e jkR
R
ds0; R = j !r   !r
0
j; (3)
where the surface D is a flat circular disk of radius a representing the
end cap and  !r is an arbitrary point in space. Because of the 1=R de-
pendence, (3) is difficult to evaluate with a high accuracy especially for
small values of R. Using a kernel splitting, and noting the rotational
symmetry, we rewrite (3) as
(; z) =
ec
4"
((; z) + 	(; z)) (4)
(; z) =
D
1
R
ds0 (5)
	(; z) =
D
e jkR   1
R
ds0 (6)
in a cylindrical coordinate system (; ; z) centered on the diskD, with
D in the plane z = 0 and with
R = z2 + 2 + 02   20 cos(0): (7)
	(; z) varies smoothly for all R and can be evaluated efficiently by
numerical integration. For a relative error smaller than 10 4, one point
integration suffices for small radii (a < 0:01) and 7 point integration
([13, §25.4.61]) otherwise. Section III deals with efficient evaluation
of (; z).
The vector potential due to (1) is given by (the hat denotes a unit
vector)
 !
A ( !r ) =

4
D
J 0 
0 e
 jkR
R
ds0: (8)
The only non-negligible contribution of !A is that of the end cap self-in-
teraction. This is because near the end caps, the wire segments are gen-
erally (almost) perpendicular to the end cap surface, and they only carry
axial current, which is not affected by a perpendicular vector poten-
tial. Further away, the integral in (8) partly cancels out because of the
rotational symmetry of the end cap current. For the self-interaction,
we use the same kernel splitting as for , [(4)–(6)]. The regular term
can be integrated numerically in the same way as 	(; z) above. The
1=R-term, when tested with basis- and testing functions both defined
by (1), (Galerkin’s method), results in an impedance matrix contribu-
tion equal to
Z 0ec =
 j!
4a4
D D
0 cos0
R
ds0ds (9)
which is easily shown to be proportional to a and, after numerical in-
tegration, yields Z 0ec =  j!a  6:7547 m
.
III. END CAP SCALAR POTENTIAL
In this section we look for efficient expressions for(; z) for radius
a = 1. The solution for arbitrary a follows trivially using the scaling
(; z; a) = a(=a; z=a; 1). Apart from a negative constant,(; z)
is equivalent to the gravitational potential of a homogeneous flat disk
of radius one, Vgrav1(; z). Lass and Blitzer [14] published the exact
solution for this potential in terms of the complete elliptic integrals of
the first, second and third kind, K(k),E(k) and (n2; k) respectively
Vgrav1(; z) = jzj   pE(k) 
1  2
p
K(k)
 
1  
1 + 
z2
p
(n2; k); 0 <  < 1; z > 0 (10)
with p2 = z2 + (1 + )2, k2 = 4=p2 and n2 = 4=(1 + )2. For
 > 1, (10) also applies, but with the jzj-term removed. The three el-
liptic integrals are computed to machine precision by internal functions
in both the Mathematica and the Matlab computer programs. However,
these implementations are unacceptably slow for our purpose. In many
practical cases the bulk of the computational burden would be on the
end cap element computations (see Table I). We therefore propose the
more efficient approach explained below. E(k) and K(k), can be very
efficiently evaluated using the polynomial approximations by Hastings
[15] with a relative error smaller than 10 4. No such approximation
exists for (n2; k). However, Carlson gives an efficient iterative algo-
rithm for the numerical evaluation of (n2; k) [16]. The algorithm is
presented with a stopping criterium for a given maximum relative error.
However, since our interest is the total relative error of the sum of ap-
proximated functions in (10), we investigated this total error numeri-
cally over a given domain, for a fixed number of iterations m. When
m = 2, inside the domain given by 0 < z < 1; 0 <  < 2, the max-
imum relative error is smaller than 10 4, as required. The accuracy de-
creases for points further away. The reason is that the individual terms
on the right hand side of (10) do not decrease with the distance, while
their sum does decrease. Consequently, the total relative error (or the
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TABLE I
RELATIVE COMPUTATIONAL TIMES
number of iterations for a fixed error) increases with the distance. The
approach based on (10), with two iterations of the Carlson algorithm
is therefore used only for calculating the field in the immediate prox-
imity of the end cap, in the region 0 < z < 1; 0 <  < 2. Outside
this region we propose an approximation based on a geometrical body
that is very similar to the homogeneous flat disk, and for the potential
of which a simple analytical expression is available, the infinitely flat-
tened homoeoid [17]. With the homoeoid centered in the plane z = 0,
the potential function is given by
VA(; z)=C arcsin
2A
z2+(+A)2+ z2+( A)2
(11)
where A is the radius of the homoeoid in the plane z = 0 and C is a
constant. Equating (11) and (5) asymptotically (for large  and z) yields
C = =A (11) fails as an approximation to (; z) in the vicinity of
the disk, because the mass (or charge) per unit of surface is not uniform
over the homoeoid. A\ better approximation is obtained with a “hollow”
homoeoid, constructed by subtracting a second, concentric homoeoid,
or, more generally, a linear combination of two concentric homoeoids,
maintaining the asymptotic fit to (5)
Vgrav2(; z) = VA +D (VA   VA ) : (12)
Using a nonlinear least squares fit to 10 points evenly distributed on
the section z > 0;  > 0 of the ellipse z2 + (=2)2 = 1, we find
A1 = 0:939692, A2 = 0:536584 and D =  0:22356, and the ac-
curacy criterion of a relative error smaller than 10 4 is reached for all
 > 1:5 or z > 0:75. Combining this result with that of (10) for the
very near interactions, we have a solution that complies with the accu-
racy criterion for any point in space. Table I gives the relative compu-
tational efficiency of the proposed methods. The relative timing for the
cylindrical kernel from [7] is added for comparison. The Matlab and
Mathematica results are higher precision, but this is redundant for our
application. Neither program allows the user to define the precision for
the elliptic integrals.
IV. LINEAR DIPOLE
In order to assess the accuracy of our model, we have applied it to the
analysis of a thick linear, centerfed half wave dipole. We compare our
results to those of a recently published thorough study of this problem
using the MFIE and high-order solution methods [12]. The dipole has
a length d, it is excited by a magnetic frill radiating at a wavelength
 = 2d and located at the center of the dipole. The radius of the dipole
is a = 0:0625. The magnetic frill has an inner radius equal to the
dipole radius a and an outer radius b = 1:2a. The expression of the
field of the magnetic frill can be found in [12]. Care must be taken
when testing this field with the bilinear basis functions. We observed
convergent results when using 2 point Gauss Legendre quadrature for
testing on all the segments except the two segments on either side of the
frill. For those we needed to use 20 point Gauss Legendre quadrature.
TABLE II
HALF WAVE DIPOLE ADMITTANCE
A. Segmentation
Using overlapping triangular basis functions, there is no reason
whatsoever to use a uniform segmentation. Indeed, using the a priori
knowledge that the solution will exhibit non-smooth behaviour at the
feed point, because of the singularity in the incident field, and at the
end caps, because of the singularity in the geometry, it is reasonable to
choose a fine discretization near those points and coarser elsewhere.
We also incorporate the symmetry of the problem, by choosing a
segmentation that is symmetric about z = 0. With the above charac-
teristics in mind, we chose a generating mesh of N 0 points distributed
uniformly on the interval [0,3], took the natural base exponent of these
points, scaled the resulting set onto [0,0.125] and built the final mesh
out of four, adequately arranged copies of this set. The resulting final
mesh then consists of N = 4(N 0   1) segments.
B. Driving Point Admittance
In accordance with [12], we computed the driving point admittance
Y = 2aJz=V jz=0, with V , the feeding voltage set equal to 1 V.
In order to assess the convergence of the method with respect to the
discretization, we repeated the computation for a range of values of N
(see previous section). We also computed Y without including the end
caps, for comparison. The results and their comparison to the result
reported in [12] are shown in Table II.
Table II shows that the approach of this paper converges to a residual
difference with the reference of 0.11%. This difference is caused by the
principal approximation in our model, which is to assume a perfectly
constant charge density on the end cap. In [12] the end cap is further
discretized, and their results show that although the charge density is
approximately constant over most of the end cap, there is a sharp peak
towards the edge, due to the singularity in the geometry. If we wanted to
include this in our model, we would have to compute the potentials for
mutual interaction between distinctive basis functions on the end cap,
for which efficient algorithms like those of Section III are unavailable.
This would destroy the high efficiency which characterizes our method.
Fig. 1 shows the conductance G = RefY g for a half wave dipole,
computed using the approach of this paper with and also without in-
cluding the end caps, as a function of the wire radius a. The feeding is
the same as above, and we used N = 640. The results are compared
to those of [12, Fig. 5]. The susceptance G = ImfY g is not shown
because the difference between the four graphs is negligible. As ex-
pected, the effect of the end caps grows with the wire radius. Table III
gives the results with the end caps and the relative difference with [12]
for a number of wire radii. The fact that the difference starts growing
again below a certain wire radius, is possibly because the current drops
steeper near the end cap for smaller a, which is harder to capture with
linear basis functions.
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Fig. 1. Conductance of half wave dipole as a function of wire radius a. The
reference data are from [12].
TABLE III
HALF WAVE DIPOLE ADMITTANCE
V. CONCLUSION
Fast and accurate algorithms for the potential of a uniform charge
distribution on a flat cylinder have been presented. They were imple-
mented in a low order, and therefore computationally efficient, full
kernel thin wire code, based on the EFIE, to model the charge accu-
mulation on the wire end caps. A range of linear dipoles with varying
wire radius and a fixed length of =2 was analysed and the results
showed good correspondence with those of a recent high order MFIE
model from the literature. It is further noteworthy that, in spite of the
linear discretization, even a 40 segment model showed quite accurate
results (0.2% difference with the reference). The latter model has 39
bilinear cylindrical basis functions plus two end caps, amounting to 41
unknowns in total.
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Polar Integration for Exact Space-Time Quadrature in
Time-Domain Integral Equations
James Pingenot, Swagato Chakraborty, and Vikram Jandhyala
Abstract—A space-time polar quadrature technique for numerical inte-
gration of Green’s function interactions in time-domain integral equations
is presented. The method transforms 2-D surface space-time integrals asso-
ciated with vector and scalar potentials to a 1-D integral that is performed
using Gauss-Legendre integration. The advantage of the presented tech-
nique compared to standard 2-D Gaussian quadrature is that time delays
between each section of the source basis function and the observation point
are accounted for exactly in an analytic manner. This ensures highly accu-
rate temporal behavior of the Green’s function interactions thereby con-
tributing to the stability of the overall time-domain integral equations.
Index Terms—BEM, integral equations, integration, quadrature, time
domain.
I. INTRODUCTION
Time-domain integral equations (TDIEs) are now powerful and
rapidly evolving tools for temporal simulation of electromagnetic
behavior of complex structures. Several researchers have recently
developed techniques for enhancing stability. In addition to techniques
for stability such as special basis functions [1]–[3] and implicit
schemes [4], it is also imperative to have accurate space-time quadra-
ture schemes. Compared to frequency-domain quadrature, TDIE
integration has the additional property of requiring exact time delays
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