This note deals with a nonsmooth convex problem of calculus of variations in which the cost term has the general form
Introduction
The Bolza problem of calculus of variations consists in minimizing the cost function Here, the n-dimensional Euclidean space E = R n is equipped with the usual inner-product α · β := α 1 β 1 + · · · + α n β n .
A necessary and sufficient condition for a trajectory x ∈ W 1,p to be an ε-minimum of f can be found in our previous work [5] . Such ε-optimality condition involves a certain transversality condition and a modified version of Euler-Lagrange differential inclusion. In this note we go beyond the context of [5] . In fact, there are a number of applications arising in practice for which the cost term has the more general form 
More often than not, the cost function F fails to have a minimum. When this unfavorable situation occurs, it is natural to look for trajectories that minimize F in an approximate sense. If the infimal-value
is finite, then it is possible to find a trajectory x ε ∈ X that minimizes F within a tolerance level ε > 0, i.e.,
We shall explain how to identify a "suboptimal" trajectory x ε without computing explicitly the infimal-value of F . The essential tools for detecting suboptimal trajectories will be a certain transversality condition, and a differential inclusion that extends the classical Poisson equation.
Dualization
We suppose the reader is familiar with the analysis of convex integral functionals, and with the duality theory for convex programs in abstract spaces (cf. [8] ). In what follows, X = W m,p and Y = W m,q are paired by means of the bilinear form
where q ∈ ]1, +∞] is given by p −1 + q −1 = 1. The spaces L p and L q are paired in the usual way. The boundary-cost G and the Lagrangian L are not necessarily smooth, but they satisfy the following requirements:
Beside measurability and convexity, we invoke the condition
to make sure that the integral functional
does not take the value −∞.
Under this basic set A = {A 1 , . . . , A 4 } of assumptions, the cost F is a well defined convex function from X to R ∪ {+∞}. As a combined requirement on the pair (G, L), we impose a "constraint qualification" condition Q that serves to ensure the nonemptiness of dom F := x ∈ X : F (x) < +∞ and the validity of a certain duality argument (cf. Lemma 1). As example of such condition Q, one may consider (m) ). This is perhaps the simplest choice, but there are other more sophisticate options. Following Rockafellar [7] , one may consider also a constraint qualification condition of the type
where "ri" stands for relative interior, and N L is the set of all pairs (a, b) ∈ E m × E m representable in the form
The advantage of Q 2 is that the integral functional I L : L m q × L p → R ∪ {+∞} does not require to be continuous at some point of its domain. This fact will be of importance in the application discussed in Section 4.
Enough has been said on the general framework of our work, so it is time to address the issue of suboptimality. The ε-minima of F are completely determined by the ε-subdifferential mapping
In fact, one has
Here F * : Y → R ∪ {+∞} stands for the Legendre-Fenchel conjugate of F , that is to say,
The next lemma shows how to evaluate F * in terms of G * and [L(t, · , ·)] * . A matrix-valued function ϕ of the type
,p is to be interpreted as an adjoint trajectory. The particular case m = 1 has been treated in our previous work [5] ; see also Rockafellar's contribution [6, 7] .
Lemma 1. Under assumptions A and Q, the conjugate of the cost function F is given by
with
the continuous linear operators given respectively by
and
Therefore,
The validity of the duality formula (2) is guaranteed by the constraint qualification condition Q: if Q 1 holds, then it suffices to apply standard calculus rules for computing conjugates (cf. [4, 8] ); if Q 2 holds, then one has to follow a pattern of proof similar to [7] .
Of course, M * :
are the adjoint operators of M and K, respectively. After a long and cumbersome computation, one discovers that the equality K * (h, r) = η amounts to saying that
This description of K * uses the iterated compositions
On the other hand, the evaluation of M * reveals that the equality M * (c, d) = ζ decomposes into
One adopts here the standard convention 0! = 1. For β ∈ E, the notationβ refers to the constant functioñ
By putting these pieces together, one sees that the infimum in (2) is taken with respect to
By convention, Q 0 corresponds to the identity operator on L p . The feasible set in (2) can be written in a simpler way by introducing a suitable adjoint trajectory ϕ := (ϕ 0 , . . . , ϕ m−1 ). For the sake of convenience, we proceed backwardly by choosing first
With this choice, the variable r ∈ L q is given by
Observe that ϕ m−1 belongs to W 1,p . As a matter of computation, one has
This suggests defining
so as to get
Since ϕ m−2 lies in W 1,p , one can continue in this way to obtain successively
The variable d ∈ E m can also be expressed in terms of ϕ. Indeed, it is straightforward to see that
Dealing with c ∈ E m is a more complicate matter. However, a careful computation shows that
By expressing (c, d
, h, r) in terms of the adjoint trajectory ϕ, one transforms the constrained minimization problem (2) into the unconstrained one appearing in (1). This completes the proof of the lemma. ✷
Remark.
From the very definition of the Legendre-Fenchel transformation, it follows that
In view of Lemma 1, what this equality says is that the infimal-value of the cost function F coincides with the supremal-value of the "utility" function
. . , ϕ m−1 (t) + ϕ m−2 (t), ϕ m−1 (t) dt.
Moreover, if F is bounded from below, then D admits a maximum.
Characterization of suboptimal trajectories
Everything is now ready to state the main result of this note. We just need to recall that the elements of 
. , ϕ m−1 (t) + ϕ m−2 (t), ϕ m−1 (t) ∈ ∂ σ (t) L t, x(t), . . . , x (m−1) (t), x (m) (t)
for almost every t ∈ [0, T ].
Proof. Suppose F is bounded from below, otherwise there is nothing to prove. What needs to be done is examining the inequality
According to Lemma 
. . , ϕ m−1 (t) + ϕ m−2 (t), ϕ m−1 (t) dt
+ G x(0),x(T ) + T 0
L t,x(t), x (m) (t) dt ε,
where the notation
is in force. The above inequality can be written in the form
Due to the Young-Fenchel inequality, the expression between square brackets in (4), as well as the function µ, are both nonnegative. This means that (4) holds if and only if By setting ε = 0 in Theorem 2, one derives straightforwardly a necessary and sufficient condition for the exact minimization of F . In the result stated below, the symbol "∂" refers to standard subdifferentiation in the sense of convex analysis. 
. , x (m−1) (T )
and 
The partial gradients ∇ s 0 L, . . . , ∇ s m L are evaluated, of course, along the "primal" trajectory x. After getting rid of the adjoint trajectory (ϕ 0 , . . . , ϕ m−1 ), one arrives at the familiar equation
An application to higher-order differential inclusions
By way of illustration of Theorem 2, we derive a polarity formula for the reachable set of the mth-order differential system
The set of reachable positions at time T is defined by
where S(F ) := x ∈ W m,p : x solves the Cauchy problem (5) .
The assumptions that are made on the multivalued mapping F are the following one:
This set B = {B 1 , . . . , B 4 } of assumptions implies, in particular, that R T F ⊂ E is convex and contains the origin. Its positive polar
is a "dual" object that has an interesting interpretation on its own. From its very definition, it follows that O T F ⊂ E is a closed convex set containing the origin. Moreover, if one takes the positive polar of O T F , then one recovers the closure of R T F :
Due to formula (6), one can think of O T F as the "primal" object. As shown in the next proposition, it is possible to evaluate O T F without computing R T F explicitly. Before stating such a result, we need to introduce first a concept of adjunction (or transposition) for the family {F (t, ·)} t ∈[0,T ] .
Definition 4. For each nonnegative element
With the help of the multivalued mapping
called the σ -adjoint of (5). The particular choice σ (·) ≡ 0 yields the "exact" adjoint system of (5). Without further ado, we state: [1, 2, 9] , but only in the particular case m = 1. In these references, it has been assumed, in addition, that F (t, ·) is positively homogeneous. This extra assumption is quite strong, and rules out some interesting examples arising in practice.
Discussion
This paper follows as close as possible the methodology used by [5] . In such reference, suboptimality is characterized in terms of a certain transversality condition and a so-called "approximate" Euler-Lagrange inclusion. In principle, it is possible to transform a problem involving higher-order derivatives into a simpler one for which m = 1. This can be done by introducing the usual change of variables , +∞ otherwise. This approach seems quite natural, but one has to keep in mind two important facts. First, it is of no interest to let the approximate Euler-Lagrange inclusion stated in terms of the auxiliary LagrangianL. Of course, one has to express everything in terms of the original Lagrangian L. This requires applying subdifferential calculus rules that introduce here artificial constraint qualification assumptions. Second, writing the approximate EulerLagrange inclusion in terms ofL is just the starting point of an alternative proof. Most of the heavy work is still ahead.
Finally, we would like to mention that Theorem 2 could also be obtained by reformulating our initial variational problem as one of optimal control. In such a case, one needs to derive first a suboptimality theorem for a general optimal control problem with nonsmooth convex data. This can be done, of course, but it is far from being a trivial matter. To reduce the length of our paper, we do not explore here this approach. Observe, incidentally, that suboptimality results for optimal control problems can be found already in the literature, but under a different set of assumptions on the pair (G, L) (for instance, Hamel [3] derives necessary suboptimality conditions for Mayer control problems with Lipschitzian data functions).
