The TOTEM collaboration has measured the proton-proton total cross section at √ s = 13 TeV with a luminosity-independent method. Using dedicated β * = 90 m beam optics, the Roman Pots were inserted very close to the beam. The inelastic scattering rate has been measured by the T1 and T2 telescopes during the same LHC fill. After applying the optical theorem the total proton-proton cross section is σ tot = (110.6 ± 3.4) mb, well in agreement with the extrapolation from lower energies. This method also allows one to derive the luminosity-independent elastic and inelastic cross sections: σ el = (31.0 ± 1.7) mb and σ inel = (79.5 ± 1.8) mb.
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Introduction
This paper presents the first measurement of the total proton-proton cross section at a center of mass energy √ s = 13 TeV; the measurement is luminosity independent.
The TOTEM collaboration has already measured the total proton-proton cross section at √ s = 2.76 TeV, 7 TeV and 8 TeV, and has demonstrated the reliability of the luminosityindependent method by comparing several approaches to determine the total cross sections [1] [2] [3] [4] [5] [6] . The method requires the simultaneous measurements of the inelastic and elastic rates, as well as the extrapolation of the latter in the invisible region down to vanishing four-momentum transfer squared t = 0.
The TOTEM experimental setup consists of two inelastic telescopes T1 and T2 to detect charged particles coming from inelastic pp collisions and the Roman Pot detectors (RP) to detect elastically scattered protons at very small angles. The inelastic telescopes are placed symmetrically on both sides of Interaction Point 5 (IP5): the T1 telescope is based on cathode strip chambers (CSCs) placed at ±9 m and covers the pseudorapidity range 3.1 ≤ |η| ≤ 4.7; the T2 telescope is based on gas electron multiplier (GEM) chambers placed at ±13.5 m and covers the pseudorapidity range 5.3 ≤ |η| ≤ 6.5. The pseudorapidity coverage of the two telescopes at √ s = 13 TeV allows the detection of about 92 % of the inelastic events, including events with diffractive mass down to 4.6 GeV. As the fraction of events with all final state particles beyond the instrumented region has to be estimated using phenomenological models, the excellent acceptance in TOTEM minimizes the dependence on such models and thus provides small uncertainty on the inelastic rate measurement.
The Roman Pot (RP) units used for the present measurement are located on both sides of the IP at distances of ±213 m (near) and ±220 m (far) from IP5. A unit consists of 3 RPs, two approaching the outgoing beam vertically and one horizontally. The horizontal RP overlaps with the two verticals and allows for a precise relative alignment of the detectors within the unit. The 7 m long lever arm between the near and the far RP units has the important advantage that the local track angles in the x and y-projections perpendicular to the beam direction can be reconstructed with a precision of 2 µrad. A complete description of the TOTEM detector is given in [7, 8] .
Each RP is equipped with a stack of 10 silicon strip detectors designed with the specific objective of reducing the insensitive area at the edge facing the beam to only a few tens of micrometers. The 512 strips with 66 µm pitch of each detector are oriented at an angle of +45 • (five planes) and -45 • (five planes) with respect to the detector edge facing the beam [9] .
Data taking and analysis
The analysis is performed on two data samples (DS1 and DS2) recorded in 2015 during a special LHC fill with β * = 90 m optics. This special optics configuration is described in detail in [3, [10] [11] [12] .
The RP detectors were placed as close as 5 times the transverse beam size (σ beam ) from the outgoing beams. The collected events have been triggered by the T2 telescope in either arm (inelastic trigger), by the RP detectors in a double-arm coincidence (elastic trigger), and by random bunch crossings (zero-bias sample used for calibration). In DS2 there are no zerobias data recorded, and the closest run with zero-bias data is used for calibration; the time dependence of the zero-bias trigger rate is taken into account with a scale factor measured on the physics data of DS2 itself and the closest run.
Elastic analysis

Reconstruction of kinematics
The horizontal and vertical scattering angles of the proton at IP5 (θ * x , θ * y ) are reconstructed in a given arm by inverting the proton transport equations [12] 
where s denotes the distance from the interaction point, y is the vertical coordinate of the proton's trajectory, θ x is its horizontal angle at the detector, and x * is the horizontal vertex coordinate reconstructed as
The scattering angles obtained for the two arms are averaged and the four-momentum transfer squared is calculated
where p is the LHC beam momentum and the scattering angle θ * = θ *
The coefficients L x , L y and v x of Eq. (1) and Eq. (2) are optical functions of the LHC beam determined by the accelerator magnets. The β * = 90 m optics is designed with a large vertical effective length L y ≈ 263 m at the RPs placed at 220 m from IP5. Since the horizontal effective length L x is close to zero at the RPs, its derivative dL x /ds ≈ −0.6 is used instead. The different reconstruction formula in the vertical and horizontal plane in Eq. (1) is also motivated by their different sensitivity to LHC magnet and beam perturbations.
RP alignment and beam optics
After applying the usual TOTEM alignment methods the residual misalignment is about 10 µm in the horizontal coordinate and about 150 µm in the vertical [2, 13] . When propagated to the reconstructed scattering angles, this leads to uncertainties of about 3.4 µrad (horizontal angle) and 0.6 µrad (vertical angle). The beam divergence uncertainty has been convoluted with the vertical alignment for the error propagation.
The nominal optics has been updated from LHC magnet and current databases and calibrated using the observed elastic candidates. The uncertainties of the optical functions are estimated with a Monte Carlo program applying the optics calibration procedure on a sophisticated simulation of the LHC beam and its perturbations. The obtained uncertainty is about 1.2 for dL x /ds and 2.1 for L y [11, 12] . The statistical uncertainty of the scattering angles, obtained from the data, is 1.9 ± 0.1 µrad vertically (mainly due to the beam divergence) and 4.9 ± 0.1 µrad horizontally (due to the beam divergence and sensor pitch).
Event selection
The analysis is similar to the procedure performed for the measurement of the elastic cross section at several other LHC energies: 2.76 TeV, 7 TeV and 8 TeV [1] [2] [3] [4] [5] [6] . The measurement of the elastic rate is based on the selection of events with the following topology in the RP detector system: a reconstructed track in the near and far vertical detectors on each side of the IP such that the elastic signature is satisfied in one of the two diagonals: left bottom and right top (Diag. 1) or left top and right bottom (Diag. 2). Besides, the elastic event selection requires the collinearity of the outgoing protons in the two arms, the suppression of the diffractive events and the equality of the horizontal vertex position x * reconstructed from the left and right arms. uncertainty. The cuts are applied at the 4σ level, and they are optimized for purity (background contamination in the selected sample less than 0.1 %) and for efficiency (uncertainty of true elastic event selection 0.5 %). Figure 2 shows the progressive selection of elastic events after each analysis cut.
Geometrical and beam divergence correction, unfolding
The acceptance of elastically scattered protons is limited by the RP silicon detector edge and by the LHC magnet apertures. The proton acceptance correction is calculated taking into account the azimuthal symmetry of elastic scattering, experimentally verified on the data
where ∆φ * is the visible azimuthal angle range, defined by the acceptance cuts. The t-range of the analysis is constrained to |t| min = 1.2 · 10 −2 GeV 2 and |t| max = 0.2 GeV 2 , a region where the acceptance correction factor A(θ * ) is below six in order to limit the systematic error on the final cross section. Close to the acceptance edges the assumed azimuthal symmetry has to be corrected due to the beam divergence. This additional acceptance loss is modelled with a Gaussian distribution, with experimentally determined parameters, and taken into account as a function of the vertical scattering angle D(θ * y ). The unfolding of resolution effects is estimated with a Monte Carlo simulation whose parameters are obtained from the data, see Section 2.1.2. The angular spread of the beam is determined with an uncertainty 0.1 µrad by comparing the scattering angles reconstructed from the left and right arm, therefore the unfolding correction factor U(θ * ) can be calculated with a precision better than 0.1 %. The event-by-event correction factor due to acceptance corrections and resolution unfolding is
see Table 1 .
Inefficiency corrections
The proton reconstruction efficiency of the RP detectors is evaluated directly from the data. The strip detectors are not able to resolve multiple tracks, which is the main source of detector inefficiency. The additional tracks can be caused by interactions of the protons with the sensors or the surrounding material or by the pileup with non-signal protons. The inefficiencies corrections are calculated for different categories: "uncorrelated" (I 3/4 ) when one RP out of four along a diagonal has no reconstructed track; this inefficiency includes the loss of the track due to nuclear interaction, shower or pile-up with beam halo and is calculated as a function of θ * y per RP [13] . The inefficiency is called "correlated" (I 2/4 ) when both RP of one arm have no reconstructed tracks. The case when two RPs have no reconstructed track in two different arms (I 2/4 diff. ) is derived with a probability formula from the "uncorrelated" inefficiency. The numerical values of these corrections are listed in Table 2 .
The total correction factor per event is
where the track reconstruction inefficiencies are summed I = I 3/4 (θ * y ) + I 2/4 + I 2/4 diff since they are mutually exclusive, ∆t is the bin width and η d , η tr are the DAQ and trigger efficiency, respectively. The observed N el,obs and the fully corrected elastic rate N el is summarized for the two data sets in Table 4 , together with their optical point dN el /dt| t=0 . 
Analysis of inelastic scattering
The analysis procedure is similar to the ones for the inelastic event rate measurements at 2.76, 7 and 8 TeV [1, 5, 6, 14] and starts from the number of T2 triggered events as the observed inelastic rate. The events are classified according to their topology: events with tracks in T2 in both hemispheres ("2h"), dominated by non-diffractive minimum bias and double diffraction, and events with tracks in one hemisphere only ("1h"), dominated by single diffraction. Due to the non-operational half-arm of T2 on the negative side, for the 1h category each of the three half-arms are treated separately in the analysis to avoid biases and then the two half-arms on the positive side are combined. To evaluate the total inelastic rate, several corrections have to be applied. First, to obtain the T2 visible inelastic rate (N T2vis ), the observed rate is corrected for beam gas background, trigger, reconstruction efficiency and the effect of pileup. Next, the rate corresponding to the events with at least one final state particle in |η| < 6.5 (N |η|<6.5 ) is derived by assessing topologies which can cause an undetected event in T2. These are events detected only by T1, central diffractive events with all final state particles outside the T2 acceptance and events with a local rapidity gap covering T2. Finally, to estimate the total inelastic rate (N inel ), the contribution of low mass diffraction with only final state particles at |η| > 6.5 is evaluated. The corrections leading to the total inelastic rate measurement are described below and quantified in Table 3 together with their systematic uncertainties, summing up to 3.7 %. The observed N inel,obs and fully corrected inelastic rate N inel is shown in Table 4 .
Beam gas background
The beam gas background is estimated from events triggered with T2 on the non-colliding bunches and affects only the 1h category. The intensity difference between the colliding and non-colliding bunches is taken into account. Conservatively, half the size of the correction to the overall inelastic rate is taken as systematic uncertainty. 
Trigger efficiency
The trigger efficiency is determined from zero bias triggered events, separately for the different event topologies and integrated over all T2 track multiplicities. The systematic uncertainty is evaluated as the variation required on the 1h trigger efficiency to give compatible fractions for left and right arm (after correcting for the non-operational half arm of T2).
Pileup
The pileup correction factor is determined from the zero bias triggered events. The probability to have a bunch crossing with tracks in T2 is about 0.07 from which the probability of having more than two inelastic collisions with tracks in T2 in the same bunch crossing is derived. The systematic uncertainty is assessed from the variation of the probability, within the same dataset, to have a bunch crossing with tracks in T2 and the uncertainty due to the T2 event reconstruction efficiency.
T2 event reconstruction
The T2 event reconstruction inefficiency is estimated using Monte Carlo (MC) generators (PYTHIA8-4C [15] , QGSJET-II-04 [16] ) tuned with data to reproduce the measured fraction of 1h events, 0.195 ± 0.010. The systematic uncertainty is taken to be half of the correction that in these runs are mostly due to events with tracks only in the non-operational T2 half-arm with some additional events due to only neutral particles within the T2 acceptance. A large fraction of the events missed due to T2 reconstruction inefficiency are recuperated with the T1 detector reducing the correction sizably for N inel and N |η|<6.5 .
T1 only
The T1-only correction takes into account events with no reconstructed particles in T2 but tracks reconstructed in T1. The systematic uncertainty is equal to the precision to which this correction can be calculated from the zero-bias sample.
Central diffraction
The central diffraction correction, based on the PHOJET and MBR event generators [17, 18] , takes into account events with all final state particles outside the T1/T2 pseudorapidity acceptance. Both generators are underestimating the low mass resonance contribution. Therefore, the total central diffractive contribution is assumed to be twice the generator estimates. Since 4.273 · 10 5 ± 0.5 % ± 2.3 % 6.660 · 10 5 ± 0.5 % ± 2.3 % dN el /dt| t=0 [GeV −2 ] 8.674 · 10 6 ± 0.4 % ± 1.6 % 1.356 · 10 7 ± 0.4 % ± 1.6 % N inel 1.097 · 10 6 ± 0.1 % ± 3.7 % 1.708 · 10 6 ± 0.1 % ± 3.7 % the uncertainties of the central diffractive cross-section and the low mass resonance contribution are large, the systematic uncertainty is assumed to be equal to the largest difference of the correction with and without low mass resonance contribution.
Local rapidity gap covering T2
The correction due to local rapidity gap over T2 considers single diffraction events with a rapidity gap of the diffractive system extending over the entire T2 η-range and with no tracks in T1. It is estimated from data, measuring the probability of having a single diffractive-like topology with a gap covering T1 and transferring it to the T2 region correcting for the different conditions (average charged multiplicity, p T threshold, gap size and surrounding material) between T1 and T2. As a cross-check the correction is also estimated from MC generators (PYTHIA8-4C, QGSJETII-04). The two estimates differ sizably and therefore only a systematic uncertainty equal to the largest estimate is applied, without making any correction.
Low mass diffraction
The T2 acceptance edge at |η| = 6.5 corresponds to a diffractive mass of about 4.6 GeV (at 50 % efficiency). The low mass diffraction correction, i.e. the contribution of events with all final state particles at |η| > 6.5, is estimated with QGSJET-II-03 [19] after correcting the fraction of 1h events in the MC to the one of the data. At 7 TeV, the estimated correction using this procedure was consistent with the value estimated from data [14] . To account for the large uncertainty of the low mass diffraction contribution and to cover also other predictions [15, 20] , the systematic uncertainty is taken to be half of this correction.
3 Cross sections 3.1 Differential elastic rate and extrapolation to t = 0
After unfolding and including all systematic uncertainties, the differential elastic rate dN el /dt is described with an exponential and fitted in the |t| min and |t| max range, see Figure 3 . The normalized χ 2 /ndf = 50.8/36 = 1.4 is representative of the known deviations from a pure exponential [13] . The stability of the fit has been verified by varying the lower |t| bound. The observed systematic effect on the slope and on the intercept at t = 0 is negligible compared to the other systematic uncertainties listed in Table 1 . Assuming that the exponential parametrization holds also for |t| < |t| min , the value dN el /dt| t=0 can be used to determine the total cross section using Eq. (7). The measurements performed at very high β * optics will allow the exploration of the |t| region below the present |t| min to probe the Coulomb-nuclear interference or any other new effect. 
The total cross section
The measurements of the total inelastic rate N inel and of the total nuclear elastic rate N el (with its extrapolation to t = 0, dN el /dt| t=0 ) are combined via the optical theorem to obtain the total cross section in a luminosity independent way
where the parameter ρ is the ratio of the real to the imaginary part of the forward nuclear elastic amplitude. The total cross section measurements of the DS1 and DS2 data sets have been averaged according to their raw inelastic rate N inel,obs , which yields
when ρ = 0.1 is assumed. The choice of ρ = 0.1 in the present analysis is motivated by the results published in [21] . From the measured (and fully corrected) ratio of N el to N inel the luminosity-and ρ-independent ratios σ el σ inel = 0.390 ± 0.017,
The luminosity independent elastic and inelastic cross sections are derived by combining their ratio and sum
The measured physics quantities are also calculated for ρ = 0.14 and the values are summarized in Table 5 . Figure 4 is the compilation of all the previous pp and pp total, elastic and inelastic measurements, together with a selected set of TOTEM measurements. Figure 5 shows a more detailed plot of the measurements in the range between 7 and 8 TeV with the TOTEM values for σ tot obtained with different methods.
With the present measurement TOTEM has covered a range from √ s = 2.76 TeV to 13 TeV obtaining a variation of total cross-section from (84.7 ± 3.3) mb to (110.6 ± 3.4) mb [1] [2] [3] [4] [5] [6] . The evolution of the elastic to total cross section ratio and the nuclear slope B as function of √ s are shown in Figures 6 and 7 . The elastic to total cross section ratio increases with √ s is seen from Figure 6 . In particular, the deviation at LHC energies of the nuclear slope from the low energy linear extrapolation is clearly visible in Figure 7 . It should be understood that while B is defined at t = 0, the experimental measurements are actually averaging the slope, hence they depend on the chosen t-range and on the deviations of the data from a pure exponential. While fluctuations beyond the experimental error bars should thus be expected, the deviation for √ s > 3 TeV from the linear extrapolation is highly significant [1, 5, 6, 10, 22, 27, 28] . 
