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Abstract
The quantization scheme based on reduction of the physical states [13]
is extended to two gravity-matter systems and pure dS gravity. For
the gravity-matter systems we focus on quantization in a flat back-
ground for simplicity, and renormalizability is established through
gauge-fixing of matter degrees of freedom. Quantization of pure dS
gravity has several new novel features. It is noted that the infrared
divergence does not arise in the present scheme of quantization. The
lapse function constraint plays a crucial role.
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1 Introduction
Quantization of 4D Einstein gravity has a long history and has been tackled
from various different directions [1–12]. Needless to say, the unrenormaliz-
ability has been a major obstacle to progress requiring direct computation in
quantum theory of general relativity. The large amount of gauge symmetry
manifest in the ADM formalism of 4D Einstein gravity has recently been
exploited to lead to explicit and quantitative reduction of the physical states
of the theory. That in turn has led to perturbative renormalizability of the
theory [13] through a field redefinition of the metric. (As we will comment be-
low, some aspects of the quantization scheme of [13] have certain similarities
with [14, 15].) The renormalizability is valid only when the external states
satisfy certain physical state conditions (thus become three-dimensional and
measure-zero as compared with the offshell states) and thus is not in con-
flict with the offshell nonrenormalizability established in the past. In other
words, the renormalizability established in [13] and subsequent related works
is renormalizability of the S-matrix but not that of the offshell Green’s func-
tions. In this work we examine whether or not the same conclusion can be
drawn for gravity-matter systems and pure (i.e., without matter) dS gravity.1
We show that these systems do reduce “holographically” and are subject to
the quantization scheme of [13].
Various reductions in the true degrees of freedom were reported in the past
in [18–21] (see also [22]). All these works employed the usual 3+1 splitting
with the genuine time coordinate separated out. (In contrast, one of the
spatial directions was separated out in our works.) Notably, it was observed
in [18] that the spacelike hypersurface specified up to a conformal factor can
be taken as the true degrees of freedom. In [19], it was shown in the Hamil-
tonian formalism that the reduced Hamiltonian was given by the volume of
a cerain hypersurface after Hamiltonian reduction was carried out on a class
of 4D manifolds with certain topological restrictions. As for the present and
related works [13,16,17,23] the quantization has been addressed as well: after
the foliation-based reduction of the true degrees of freedom is observed, the
reduction is shown to lead to quantization. For quantization in the Hamil-
tonian formulation, one must deal with the constraints, the so-called spatial
1The present scheme should be applicable to an AdS spacetime as well at the technical
level. However, more care would be needed since an AdS spacetime has well-known issues
such as lack of the asymptotic states in the usual sense.
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diffeomorphism and Hamiltonian constraints, and how to deal with the dif-
feomorphism constraint has been one of the major obstacles in the gravity
quantization. In our works in which both the Hamilatonian and Lagrangian
formalisms were adopted, these constraints were called the shift vector and
lapse function constraints, respectively. It turned out that the shift vector
constraint could be explicitly solved by using an mathematical identity on a
commutator of a Lie derivative and covariant derivative as explained in [16].2
The implication of the solution of the shift vector constraint has been brought
out in [16, 23] by foliation theory. Throughout these works the strategy for
reduction has been removal of all of the unphysical degrees of freedom from
the external states. The key observation for the reduction was the fact that
the residual 3D gauge symmetry - whose detailed analysis is given in [17] -
can be employed to gauge away the non-dynamical fields such as the lapse
function and shift vector even after the standard bulk gauge-fixing such as
de Donder gauge.
For the renormalization, only the physical states are chosen to be the ex-
ternal legs (namely, we narrow down to the renormalization of the S-matrix),
which corresponds to setting the fields in the 1PI effective action to be three-
dimensional in a certain sense to be explained below (see also [25]). All of the
Riemann tensor terms appearing in the effective action reduce to the well-
known expression in terms of the Ricci tensor and metric. In other words,
the whole effective action can now be expressed in terms of the 3D Ricci
tensor and metric. One can then introduce a metric field redefinition [26] to
absorb the counterterms and thereby establish renormalizability of the origi-
nal 4D action.3 Therefore, the gravity renormalizability is more complicated
2The account in [16] was in terms of the component notation. The corresponding
“coordinate-free” version has recently been given in [24].
3It may be helpful to recall the reason for the offshell nonrenormalizability [1]. (This will
in turn provide the rationale for the renormalizability for the physical states.) Let us take
the Einstein gravity. The counterterms such as R2, RµνR
µν , RµνρσR
µνρσ appear in the
one-loop calculation, and unlike the first two, the third type cannot be absorbed by a metric
field redefinition. However, it turns out that the combination RµνρσR
µνρσ−4RµνRµν+R2
is a topological invariant and thus one can trade, for the equation of motion, RµνρσR
µνρσ
for the other types:
RµνρσR
µνρσ = 4RµνR
µν −R2 (1)
However, such an identity is not available to absorb the counterterms appearing in two-
and higher- loop orders. For instance, the counterterm of the form, RµνρσR
ρσ
αβR
αβ
µν ,
appears in the two-loop but cannot be absorbed by a metric field redefinition, and thus
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than the nongravitational cases in which only shifts in the parameters are
required.
It is well known that, once gravity is coupled with matter, the divergence
becomes worse - this poses a challenge to the quantization scheme proposed
in [13]. First of all, there is the question of whether or not a gravity-matter
system would reduce in a way similar to the pure gravity case. As a matter of
fact, it was initially expected that a gravity-matter system might not reduce,
or if it reduces, would reduce in a more complicated way. Secondly, if it does
reduce, what would be the steps required to achieve the reduction? Thirdly,
would there be a mathematical picture similar to the one in the pure Einstein
gravity case? In this work, we show that the answer to the first question is
affirmative, and work out the answer to the second question. We also address
the third question.
Whereas the reduction of a gravity-matter system is certainly challeng-
ing, it would not be entirely natural if the (physical) matter fields - which
live “in” the spacetime background governed by gravity - do not reduce
while their “habitat” - the spacetime - reduces. Below we consider two
gravity-matter systems, a gravity-(non-self-interacting) scalar system and an
Einstein-Maxwell theory, and show that their physical states do reduce. Af-
terwards we analyze a pure dS gravity system and reach the same conclusion.
As compared to the previous works of [13, 16, 17] we employ below more
general tactics of achieving reduction by focusing on the physical meanings
of the lapse function constraint. One of the key elements is that the lapse
function constraint - which is a constraint - becomes identical to the “Hamil-
tonian” itself after the shift vector constraint is solved (which was one of the
key observations in [13]) and the gauge-fixing is explicitly enforced. In other
words, the lapse constraint generates the “time”-translation and at the same
time it constrains the physical state to be invariant under this translation.
What had not been noticed (to our knowledge) in the past was that the shift
vector constraint can be explicitly solved [13,16] in the Lagrangian formulism
and omitted from the original Hamiltonian; the resulting Hamiltonian then
becomes identical to the lapse function constraint.
As will be analyzed below, the lapse function constraint can be identi-
declared was the offshell nonrenormalizability. The observation in [13] and the subsequent
works is that the Riemann tensor itself becomes expressible in terms of the Ricci tensor
and metric once only the physical states are consider on the external lines of the Feynman
diagrams essentially because the physical states have support on a certain 3D hypersurface.
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fied with the Halmiltonian density H once the shift vector is gauged away:
the lapse function constraint takes the form of H|phys >= 0. We take this
constraint as to imply that the bulk degrees of freedom should be in a “vac-
uum”4. (What precisely we mean by the vacuum state for the dS case will
be specified in the main body.) Even though the bulk degrees of freedom are
in a vacuum, it should be perfectly possible to have excitation of “bound-
ary” fluctuating degrees of freedom5 (the suppression of the bulk degrees of
freedom and excitation of the boundary degrees of freedom may be viewed
to some extent as a reinterpretation of the Wheeler-DeWitt equation), the
“zero-modes.” (See, e.g., [28] and [29] for related interesting recent develop-
ment.) In the case of the dS gravity for which the radial direction is split
out, the “boundary” may be taken as a generic hypersurface at fixed radial
coordinate which will be taken at the cosmological horizon at the end. The
upshot is that the lapse function constraint leads to reduction of the phys-
ical states and one may focus on the three-dimensional description of the
original 4D dynamics, namely the dynamics of the “boundary” degrees of
freedom. This reduction is essentially what makes the quantization possible.
The 3D theory is not a genuine three-dimensional gravity as heavily empha-
sized in [13]: it is a description of the 4D physics through the 3D window.
The technical side of the implementation of the reduction will be presented
in the main body. Once reduction is established one can proceed with the
standard perturbation procedure as in [17,25,30].
As we will see, the materialization of the matter degrees of freedom into
those of the metric seems crucial in establishing renormalizability in the
matter-gravity systems. (The materialization is nominal to some extent
though as will be discussed.) One of the systems that we consider below
is a free (i.e., non-self-interacting) scalar coupled with gravity. The scalar
can be gauge-fixed away and absorbed into the metric (details will be given in
the main body), thereby guaranteeing renormalizability by the earlier work
of [13]. Renormalizability of the Einstein-Maxwell system can be similarly
4The “vacuum” collectively represents the states only with the boundary excitations.
In [27] a similar observation - of which we became aware after this work was completed
- was made at a linear level. (However, the vacuum in [27] meant the usual vacuum, the
state without any excitation.)
5The “boundary” degrees of freedom mean the degrees of freedom that are typically
associated with a hypersurface in an ”asymptotic” region. As we will see in the section
where we analyze the dS case, the physical state constraint implies vanishing of ω, one of
the quantum numbers.
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established.
The de Sitter case unveils several new features of the present quantization
scheme. We contemplate the meaning of the physical state condition and
how it leads to reduction. The quantization around a flat background is
simple enough so that one does not need to confront this subtle issue (even
in the presence of matter); the issue emerged in the Schwarzschild case to
a moderate extent [25]. In the present work we introduce an interpretation
of the physical state condition applicable to all of these previous cases as
well. In particular, the r-dependence (r denotes the radial coordinate) of the
coefficients of annihilation and creation operators of the mode expansion is
maintained initially, which is eventually taken to the boundary value. An-
other feature of the dS case is that, unlike the flat case, the partially 4D
covariant approach [17] may not be applicable (at least without additional
consideration and/or modification of the scheme; we will have more in the
conclusion) because of the well-known infrared divergence [31–33]. We adopt
the explicitly 3D approach along the line of [17] and show that therein the
infrared divergence no longer arises.
The rest of the paper is organized as follows.
In section 2, we review the quantization procedure of the pure Einstein
gravity in the ADM formalism and give an overview of the reduction scheme
by focusing on the double roles of the lapse function constraint: one as
the physical state constraint and the other as the generator of the “time”-
translation. We also comment on the relationship between the lapse function
constraint and the abelian Lie algebra associated with the totally geodesic
foliation that played an important role in the mathematical picture pre-
sented in [16] and [23]. In section 3, we consider two gravity-matter systems
and their quantization around a flat spacetime.6 We start with a minimally-
coupled scalar system and show that once the synchronous gauge is chosen the
system reduces and becomes amenable to quantization. Renormalizability is
established by gauging away the scalar. The analysis of the Einstein-Maxwell
system parallels the scalar case; it is shown that this system becomes renor-
malizable by the same mechanism. In section 4 we consider pure dS gravity
in the static coordinate. Application of the quantization to a dS background
6Interestingly, it appears that a primitive form of a hypersurface reduction was observed
long ago in [22] in the context of flat-space electrodynamics.
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has several additional novel features as compared with the Schwarzschild
case [25], which itself required more care than the flat case. One of the
subtleties is with regards to the location of the boundary. Another subtlety
is due to the well-known infrared divergence. As we will see, the infrared
divergence does not arise in our 3D setup due to the fact that the sum over
the modes associated with the radial direction - which causes the divergence
in the conventional setup - is absent. We point out that the present scheme
offers additional insights to the observations made in [32] on reduction of the
isometry symmetry (i.e., reduction of the full de Sitter symmetry to its max-
imal subgroup E3, the isometry of a 3D Euclidean space). We conclude with
summary and future directions in section 5. Appendix A has our conventions
and Appendix B has details of the scalar gauge-fixing procedure.
2 Review of reduction and quantization
In this section we illustrate the quantization scheme proposed in [13] by tak-
ing the case of pure Einstein gravity. The approach of [13] has elements
from both the canonical and covariant approaches: it uses 3+1 splitting of
the spacetime and starts with the ADM Hamiltonian quantization. However,
instead of remaining entirely in the Hamiltonian quantization, a background-
specific quantization is considered in the combined Hamiltonian and La-
grangian formalisms. We employ the setup of the operator quantization7
in order to uncover the physical states and focus on the dual roles of the
lapse function constraint: the physical state constraint as well as the “usual”
translational generator (once the synchronous gauge is taken) along the di-
rection separated out. We will see that it is these dual roles that bring along
the reduction.
The gist of the analysis is that the lapse function constraint is at the heart
of the reduction: [
R−K2 +KmnKmn
]
|phys >= 0 (2)
(See (7) below for definitions of R, K and Kmn.) We take this condition
as to imply that the bulk states must be in the vacuum. Nevertheless, the
7Once the physical states are uncovered, one may also consider the path integral quan-
tization. Again one of the key ingredients for the (restricted) renormalizability is to keep
the external states physical.
7
“boundary” degrees of freedom associated with a hypersurface in a far region
may be excited. In other words, the operators in the asymptotic boundary
region will remain invariant under translation along the direction separated
out.8 For a system with rotational symmetry, the boundary may initially
be taken as a generic hypersurface at a fixed value of r for convenience.
One eventually sets r to r = rc.h. (where rc.h. denotes the cosmological event
horizon) for the de Sitter case as we will discuss (for the Schwarzschild case
considered in [25] the boundary location was taken at r =∞).
2.1 Pure Einstein gravity in ADM formalism
Consider the Einstein-Hilbert action
S ≡
∫ √−g R (3)
with
xµ ≡ (ym, x3) (4)
where µ = 0, .., 3 and m = 0, 1, 2. (See Appendix A for the conventions.) Let
us parameterize the 4D metric according to
gµν =
 hmn Nm
Nn n
2 + hmnNmNn
 , gµν =
 hmn + 1n2NmNn − 1n2Nm
− 1
n2
Nn 1
n2
 (5)
One gets (see, e.g., [34, 35] for a review9)
S =
∫
d4x n
√−γ
[
R+K2 −KmnKmn + 2∇α(nβ∇βnα − nα∇βnβ)
]
(6)
with
Kmn =
1
2n
(L3hmn −∇mNn −∇nNm) , K = hmnKmn. (7)
8This is based on the mathematically well known fact that ∞ remains as the “same”
∞ even after a finite number is added to it; ∞ is not a fixed number but a “state” of
increasing numbers.
9The equivalence between the usual formulation and ADM formulation of general rel-
ativity was questioned in [36].
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where L3 denotes the Lie derivative along the vector field ∂x3 and ∇m is the
3D covariant derivative. The last term, 2∇α(nβ∇βnα − nα∇βnβ) (where nα
denotes the unit normal to the boundary), is the surface term and will be
set aside for the quantization in the flat background below. The “spatial”
components of the bulk de Donder gauge gρσΓµρσ = 0 read, in the ADM
fields [37],
(∂x3 −Nn∂n)Nm = n2(hmn∂n lnn− hpqΓmpq) (8)
One way of achieving reduction is to fix, by using the gauge symmetry gen-
erated by the x3 component of the diffeomorphism parameter that has a
residual 3D coordinate dependence [17]:
n = n0 (9)
where n0 denotes the background value and n0 = 1 for a flat background.
(For the gravity-matter cases considered below, n will not directly be gauge-
fixed; one of the components of the matter fields will be gauge-fixed instead.)
The trace piece of the metric is also gauge-fixed. As discussed in [25], the
resulting equation K = 0 - which can be viewed as the x3-component of the
nonlinear de Donder gauge - can be interpreted as the constraint associated
with this fixing. We also adopt the synchronous-type gauge-fixing of the
residual 3D gauge symmetry:
Nm = 0 (10)
(For a flat background this gauge can definitely be chosen. More generally, we
consider only the backgrounds that are compatible with this gauge10 and have
relatively simple foliation. Schwarzschild and dS backgrounds are among the
examples.) The induced shift vector constraint,
∇n(−Kmn +Khmn) = 0, (11)
is automatically satisfied [13] with the gauge-fixing above, n0 = 1. We impose
the lapse function constraint (i.e., the field equation of the lapse field) as the
physical state condition[
R−K2 +KmnKmn
]
|phys >= 0 (12)
10The Nm = 0 gauge can always be chosen according to [38].
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One can go to the Hamiltonian formulation by the usual Legendre transfor-
mation, to which we now turn.
Before imposing the gauge-fixing, the bulk part of the “Hamiltonian” of
x3-evolution takes
H =
∫
d3y
[
n(−h)−1/2(−pimnpimn+1
2
pi2)− n(−h)1/2R(3) − 2Nm(−h)1/2∇n[(−h)−1/2pimn]
]
(13)
where pimn denotes the momentum field,
pimn =
√−h (−Kmn+Khmn) (14)
Let us express the Hamiltonian in terms of the lapse and shift constraints.
Omitting the surface terms, the Hamiltonian density is given by
H =
√−hn(K2 −KmnKmn −R) + 2
√−hNm∇n(Kmn −Khmn)
=
√−h
[
− nC0 − 2NmC0m
]
(15)
where
C0 ≡ R−K2 +KmnKmn
C0m ≡ ∇n(−Kmn +Khmn) (16)
In the Hamiltonian formalism these are called the Hamiltonian and momen-
tum constraints respectively; we have been informally calling them the lapse
function and shift vector constraints in the context of the Lagrangian analy-
sis. Let us now specialize to quantization in a flat background. As discussed
in details in [25], the gauge-fixing of the trace piece of the metric leads to
the following constraint:
K = 0 (17)
This is consistent with the x3 component of the nonlinear de Donder gauge
that we have discussed above (see the appendix for the full set of the nonlinear
de Donder gauge). The curved space generalization was discussed in [25] and
will be briefly reviewed in section 4. The following gauge is suitable for
quantization in a flat background
n = 1 , Nm = 0 (18)
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 (a) the manifold 
(b) Riemannian foliation (c) totally geodesic foliation 
Figure 1: duality in foliations: the solid lines in (b) and (c) represent the
base (i.e., the space of the leaves) in each case
With n = 1, the shift vector constraint is automatically satisfied and the
Hamiltonian density takes
Hg.f. = −
√−h C = −√−h (R−K2 +KmnKmn) (19)
whereHg.f. denotes the gauge-fixed Hamiltonian density. The lapse function
constraint (12) with the gauge-fixing (18) implies
Hg.f.|phys >= 0 (20)
where Hg.f. denotes the gauge-fixed Hamiltonian. It is in the full nonlinear
sense. Note the dual roles of the gauge-fixed Hamiltonian: it is the operator
that governs the x3-evolution, and acts as a constraint at the same time.
As previously stated, this should indicate that the bulk state must be in a
vacuum. (We will come back to this in the dS analysis in section 4.) It is
this reduction that allows a description of the 4D physics through the 3D
window. In section 3, we will repeat the analogous steps for the matter and
dS systems. With the reduction established one can follow the perturbative
renormalization procedure such as those in [17] and [25].
2.2 renormalization via metric field redefinition
As shown long ago, gravity renormalization involves a metric field redefinition
in general [26] [1]. The Einstein gravity is one-loop renormalizable due to
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the following offshell identity:
RµνρσR
µνρσ − 4RµνRµν +R2 = total derivative (21)
Because of this it is not necessary to employ the reduction of the physical
states at (and only at) one-loop. Let us consider the one-loop diagram in the
graviton sector with the graviton loop by employing the traceless propagator.
The importance of the traceless propagator has been analyzed in detail in
[30]11: in the literature the covariance of the terms in the 1PI action is
presumed and their coefficients are subsequently determined. The analysis
in [30] has revealed that the presence of the trace piece makes this step invalid
because the trace mode destroys the covariance. The Einstein action with
the de Donder gauge-fixing term can be expanded to the relevant order to
yield
L = −1
2
∂γh
αβ∂γhαβ +
1
4
∂γh
α
α∂
γhββ + LV1 + LV2 (22)
where
LV1 =
(
2ηββ
′
Γα
′γα − ηαβΓα′γβ′
)
∂γhαβ hα′β′ +
[1
2
(ηαα
′
ηββ
′
ϕγγ
′
+ ηββ
′
ηγγ
′
ϕαα
′
+ ηαα
′
ηγγ
′
ϕββ
′
)
−1
4
ϕηαα
′
ηββ
′
ηγγ
′ − 1
2
ηγγ
′
ηα
′β′ϕαβ +
1
4
(−ϕγγ′ + 1
2
ϕηγγ
′
)ηαβηα
′β′
]
∂γhαβ ∂γ′hα′β′ (23)
LV2 =
√−g
(
hαβhγδR
αγβδ − hαβhβγRκαγκ + hααhβγRβγ − 1
2
hαβhαβR +
1
4
hααh
β
βR
)
(24)
One can show that the counterterms associated with LV2 are given by12
∆L = Γ()
(4pi)2
[
− 5
4
R2 − 3
4
RµνρσR
µνρσ +
3
2
RµνR
µν
]
= −1
2
Γ()
(4pi)2
[
− 3RµνRµν −R2
]
(25)
11As a matter of fact, the necessity of the traceless gauge-fixing was noticed in [39] (see
ch. 3) much earlier as we have become aware of reecntly.
12The conventional way of applying the background field method with the traceful prop-
agator leads to non-covariant forms of the counterterms, a problem actually known in the
literature. (See, e.g., ch. 3 of [40].)
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where in the third equality the identity (21) has been used. Including the
LV1 and the ghost-loop contributions, the total one-loop counterterms are
given by [30]
∆L1loop = −1
2
Γ()
(4pi)2
[
− 41
60
RµνR
µν−27
40
R2
]
(26)
These counterterms can be absorbed by the following metric redefinition:
gµν → gµν + c1κ2gµνR + c2κ2Rµν ; (27)
with
c1 =
61
120
Γ()
(4pi)2
, c2 = − 41
120
Γ()
(4pi)2
(28)
Note that this would not have been possible had it not been for the identity
(21) by which the RµνρσR
µνρσ-term is converted into the Ricci tensor and
scalar terms. As will be reviewed in section 4.1, this analysis has been ex-
tended to a curved background [25] where the application to the higher loops
has also been outlined.
2.3 connection with mathematical approach
The mathematical approach of [16] [23] hinges on the duality between Rie-
mannian foliation and totally geodesic foliation (see Fig. 1). The abelian par-
allelism of the totally geodesic foliation should be associated with the lapse
function constraint in the gauge chosen above. This can be seen from the
fact that gauge-fixing of the lapse function leads to reduction to 3D, which
corresponds, in the mathematical picture, to the fact that upon modding
out by U(1) the jet bundle yields the 3D connection [23]. Thus the physical
picture associated with the lapse and shift gauge-fixings suggests that the
abelian algebra is associated with the gauge symmetry. More specifically,
with the shift vector gauge-fixing above, the operator R(3) −K2 +KmnKmn
should be a representation of the generator of the abelian symmetry of the
totally geodesic foliation.
3 Gravity-matter systems
In this section we consider quantization of two gravity-matter systems in a
flat background. Since the matter fields live “in” the gravity background, it
13
seems natural, to some extent, to expect that they should reduce as well. The
analysis indicates that the reduction does occur and occurs rather generically:
the key point remains the same as the pure gravity case just reviewed: the
“Hamiltonian” - including the matter part - generates the x3-translation;
once the shift vector is fixed to zero, the Hamiltonian becomes identical to
the lapse function constraint. (The shift vector constraint can be explicitly
solved [16] and omitted from the original Hamiltonian.)
In both of the cases, some matter components can potentially come to
materializes into additional metric degrees of freedom by gauge-fixing (but
see footnote 15): for the scalar case the scalar field may reappear as one of
the metric degrees of freedom.13 In the Maxwell-Einstein case, two of the
vector field components are converted into the corresponding metric degrees
of freedom. Let us count the number of the gauge parameters and the cor-
responding fixings in the gravity-scalar case to insure that they match: the
three bulk gauge parameters can be used for the µ = 0, 1, 2 components of the
de Donder gauge, the three 3D gauge parameters for the shift vector fixing
(see the analysis of the residual symmetry in [17]), and lastly one parameter
with the 3D coordinate dependence for gauge-fixing of the scalar since the
scalar field at this point becomes reduced to 3D.14 The metric-trace fixing can
be effectively executed by employing the traceless propagator and the lapse
function is fixed automatically from these fixings.15 The Einstein-Maxwell
system has similar gauge-fixings and will be discussed below.
Below we first consider a scalar-gravity system and carry out quantiza-
tion around a flat background. With the (fluctuating part of the) scalar
gauge-fixed to zero, the system becomes a “pure” gravity system (since the
background scalar vanishes as well for a flat background) and thus becomes
renormalizable. We then consider an Einstein-Maxwell system and repeat
the analysis.
13One may wonder whether the scalar field could be absorbed by a metric field re-
definition instead of being gauge-fixed. The field redefinition does not make the scalar
non-dynamical as can be seen from the analysis of, e.g., [42]. (I thank its authors for
making this point clear.)
14One may adopt a slightly different gauge-fixing strategy: for instance the four bulk
parameters could be used to gauge away the shift vector and the scalar. Then the system
reduces to 3D and therefore the 3D parameters can be used to fix the rest of the fields.
15Because of this the conversion of the matter components into the metric degrees of
freedom is nominal to some extent: using part of the residual 3D residual gauge symmetry
to explicitly gauge away the lapse or the trace piece of the 3D fluctuation metric is not
necessary.
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3.1 gravity coupled with scalar
The action for metric minimally coupled with a scalar ζ is (see, e.g., [43] for
a review of a scalar field in a dS background)
S =
∫ √−g (R− 1
2
gµν∂µζ∂νζ
)
(29)
By using the 3+1 splitting
gµν =
 hmn + 1n2NmNn − 1n2Nm
− 1
n2
Nn 1
n2
 ; (30)
the action can be re-written
S =
∫
d4x n
√−h
[
R+K2 −KmnKmn − 2Λ
−1
2
(
hmn +
1
n2
NmNn
)
∂mζ∂nζ − 1
2n2
∂3ζ∂3ζ +
1
n2
∂mζ∂3ζN
m
]
(31)
The shift vector field equation now has the additional matter part:
∇n(−Kmn +Khmn)− N
n
n
∂mζ∂nζ +
1
n
∂mζ∂3ζ = 0 (32)
The lapse function field equation is
R−K2 +KpqKpq − 1
2
(
hmn−N
mNn
n2
)
∂mζ∂nζ−N
m
n2
∂3ζ∂nζ +
1
2n2
∂3ζ∂3ζ = 0
(33)
As we will see shortly, this constraint becomes identical to the Hamiltonian
upon enforcing Na = 0 in the Hamiltonian. The system then reduces to 3D
and the scalar field can be gauged away by using one of the diffeomorphism
parameters (the details can be found in Appendix B):
ζ = 0 (34)
The shift vector field equation then reduces to the pure gravity case:
∇p(hpmK −Kpm) = 0 (35)
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and it leads to the determination of the lapse function: n = n0 (= 1 for the
flat case16) once Na = 0 is enforced.
The Hamiltonian is given by
H = piabL∂3hab + piζL∂3ζ − L
= −√−h (n C0 + 2NmC0m) +
√−h n1
2
(
hmn +
1
n2
NmNn
)
∂mζ∂nζ −
√−h
2n
∂3ζ∂3ζ
= −√−h n
[
R−K2 +KmnKmn − 1
2
(
hmn − 1
n2
NmNn
)
∂mζ∂nζ
+
1
2n2
∂3ζ∂3ζ − 1
n2
∂mζ∂3ζN
m
]
−√−h Nm
[
2∇(−Kmn +Khmn)− N
n
n
∂mζ∂nζ +
1
n
∂mζ∂3ζ
]
(36)
Noting that
Cζ ≡ R−K2 +KmnKmn (37)
−1
2
(
hmn − 1
n2
NmNn
)
∂mζ∂nζ +
1
2n2
∂3ζ∂3ζ − 1
n2
∂mζ∂3ζN
m
the equation above can be rewritten as17
H = −√−h nCζ −
√−h Nm
[
2∇(−Kmn +Khmn)− N
n
n
∂mζ∂nζ +
1
n
∂mζ∂3ζ
]
(40)
With the shift vector gauge-fixing explicitly enforced in the Hamiltonian the
Hamiltonian becomes essentially identical to the lapse function constraint.
With this the system comes to admit the 3D description and the renormal-
ization procedure of the S-matrix can be followed.
16See [16] and [24] for more details on the fact that ∇p(hpmK −Kpm) implies n = n0.
17it cannot, however, be written as a form analogous to the pure gravity case,
−√−h (n Cζ + 2NmCζm) (38)
where
Cζm ≡ ∇n(−Kmn +Khmn)− N
n
2n
∂mζ∂nζ +
1
2n
∂mζ∂3ζ (39)
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3.2 Einstein-Maxwell system
Let us consider
S =
∫
d4x
√−g
[
R− 1
4
FµνF
µν
]
(41)
The 3+1 splitting yields
S =
∫
d4x n
√−γ
[
R+K2 −KmnKmn (42)
−1
4
FmnF
mn − 1
2n2
(F3nF3ph
np − 2FmnF3pNmhnp + FmnFpqNnN qhmp)
]
where the indices are raised and lowered by the 3D metric hmn. We fix the
U(1) gauge invariance associated with the vector field by
A3 = 0 (43)
The canonical momentum is
Πm ≡ L
∂(L∂3Am)
= −√−g F 3m (44)
The lapse function and shift vector constraints are given respectively by
C0 − 1
4
FmnFpqh
mphnq +
1
2(
√−h )2Π
mΠnhmn = 0 (45)
and
−∇k(Kkm − hkmK)− 1√−hFmkΠ
k = 0 (46)
The Hamiltonian now takes
H = piabL∂3hab + Π
mL∂3Am − L
= −√−h (n C0 + 2NmC0m)− n
2
√−hΠ
mΠnhmn + Π
kN qFqk +
1
4
n
√−h FmnFpqhmphnq
= −√−h n
[
R−K2 +KmnKmn + 1
2(
√−h )2Π
mΠnhmn − 1
4
FmnFpqh
mphnq
]
−√−h Nm
[
2∇n(−Kmn +Khmn)− 1√−hFmkΠ
k
]
(47)
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Similarly to the scalar case, it can be written as
H = −√−h nCA −
√−h Nm
[
2∇n(−Kmn +Khmn)− 1√−hFmkΠ
k
]
(48)
where
CA ≡ C0 − 1
4
FmnFpqh
mphnq +
1
2(
√−h )2Π
mΠnhmn (49)
Let us gauge-fix
Nm = 0 (50)
by exploiting the 3D diffeomorphism; the Hamiltonian becomes identical to
the lapse function constraint. The rest of the gauge-fixing will be discussed
in the next subsection where renormalizability is established.
3.3 on renormalizability of S-matrix
The presence of the matter fields makes the reduction procedure more com-
plicated. It is somewhat ironic, but renormalizability can be most easily
established by converting one of the matter degrees of freedom into the met-
ric component. (In retrospect what this means is that it would probably
be possible to establish the renormalizability without converting the matter
into graviton. However one would need to introduce a quite nontrivial field
redefinition. We will have more on this in the conclusion.)
Let us consider the scalar system. As previously stated, the renormal-
izability is guaranteed with the scalar field gauged away and, thereby, the
system rendered entirely “gravitational.” Since one of the gauge parameters
should be used, the gauge-fixing of the scalar implies one additional compo-
nent for the metric: the (fluctuating part of the) scalar field has materialized
into this additional component.18 (See, however, footnote 15.)
With the vector field, renormalizability can be established by converting
two of the vector components to the metric components. To that end one
should consider the curved space version of the Coulomb gauge and explicitly
remove two of the four components of the vector field. Gauging away of the
18The background part of the scalar, in case there exists such a part, will serve as the
background for the dynamic gravitons; we will have more on this in the conclusion.
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remaining two components can be performed by using the diffeomorphism
parameters. Let us count: the three bulk gauge parameters for spatial part
of de Donder, the three 3D parameters for the shift vector fixing, and finally
two 3D parameter for two of the remaining “3D” vector component. (Again
employ the traceless graviton propagator for the metric trace-fixing; the lapse
function gets fixed automatically.)
4 Pure dS gravity
Because the de Sitter spacetime is a curved background, things become more
complicated once expansion around the background is considered. In [25],
the quantization scheme of [13] was applied to a curved background of a
Schwarzschild spacetime with the radial coordinate r chosen to be the reduced
direction. The quantization scheme can be applied to a dS spacetime in
the static coordinates with the steps in section 2 carried over with minor
modifications entailing the cosmological constant term. For instance, the
physical state condition gets modified to[
R+KmnKmn −K2 − 2Λ
]
|phys >= 0 (51)
We illustrate some of the salient points stated in the introduction in the
context of dS gravity. In particular, we elaborate on the meaning of the
reduction and how the constraint above leads to the “zero-modes.” As will
be described in more detail below, reduction should mean that the physical
states will be defined in the “asymptotic region.” The meaning of the asymp-
totic region is clear, e.g., in the Schwarzschild case but this is not the case
for the dS. Once the reduction is established, the perturbative analysis can
be set by using the ingredients of [17] and [25] excepting a few conceptual
and technical subtleties pertaining to the infrared divergence and choice of
vacuum.
One of the differences between the Schwarzschild and dS cases is the in-
frared divergence in the dS case. The presence of the infrared divergence was
noticed long ago [31]. (Afterwards reduction of the full de Sitter symmetry to
its maximal subgroup E3, the isometry of a 3D Euclidean space, was noticed
in [32]. Our scheme provides a natural interpretation of this phenomenon as
we will discuss below.) The infrared divergence does not arise in the present
3D setup.
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Not having to worry about infrared divergence, one has two options for
the intermediate off-shell analysis in the flat or Schwarzschild case: a 3D or
4D approach. The 3D approach was adopted in [17] and the 4D approach
in [25]. It is not clear, however, if such a 4D off-shell approach would make
sense in the present dS setup. In spite of this difference, though, some of
the ingredients used in [25] will be useful for the dS case as well. This is
because the difference between the 3D and 4D approaches sets in only when
one considers mode sums in computing the propagator. For the initial formal
level the difference is immaterial. Let us review the quantization procedure
around a Schwarzschild background [25] and set the stage for the dS analysis
that follows.
4.1 review of Schwarzschild case
The meaning of the physical state condition,[
R+KmnKmn −K2
]
|phys >= 0 (52)
is less subtle compared with the dS case discussed below: they are the states
constructed out of the operators at the “boundary,” i.e., an asymptotic region
r →∞. (At the off-shell level (such as in the path integral) the r-coordinate
is kept arbitrary.) This is because (the locations of) those operators would
be invariant under translation generated by the Hamiltonian of r-evolution.
In the partially-4D setup, one can use the off-shell degrees of freedom when
computing loops. It is only when carrying out the LSZ reduction procedure
that one needs to use the external physical states. After the trace piece of
the metric is gauged away (the importance of taking the traceless propagator
was emphasized in [25]) the kinetic term is given by (our conventions can be
found in the appendix)
√−gLkin = −1
2
√−g ∇γφαβ∇γφαβ (53)
The traceless propagator is given by
< φµν(x1)φρσ(x2) >= Pµνρσ ∆(x1 − x2) (54)
where Pµνρσ denotes
Pµνρσ =
1
2
(g0µρg0νσ + g0µσg0νρ − 1
2
g0µνg0ρσ) (55)
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∇µ0∇0µ∆(x1 − x2) = δ(4)(x1 − x2) (56)
where∇0µ denotes the covariant derivative pertaining to the background g0µν
and δ(4) includes the metric factor. One can compute the effective action by
following the prescription given, e.g., in chapter 16 of [47], and the Riemann
tensor and its contractions will appear. Let us illustrate the reduction at
the level of 1PI action by taking Rκ1κ2κ3κ4 as an example. First, impose the
gauge-fixings and constraints:
Nm = 0, n = n0(r),∇mn = 0 (57)
where the subscript 0 denotes the background valued field (i.e., with no
fluctuation). With these the Riemann tensor components take
Rmnpq = Rmnpq +KmqKnp −KmpKnq
R3mnp = −n0(∇nKmp −∇pKmn)
Rm3p3 = −n0L∂rKmp + n20KmrKrp (58)
One of the things shown in [25] is that one can replace Kmn by its background
value:
Kmn = K0mn (59)
Finally use the following relation
Rmnrs =
(
Rmr − 1
4
Rhmr
)
hns −
(
Rms − 1
4
Rhms
)
hnr
+
(
Rns − 1
4
Rhns
)
hms −
(
Rnr − 1
4
Rhnr
)
hms (60)
With Rmnrs now expressed in terms of the Ricci tensor and scalar it will
be possible to absorb the counter-terms by the following metric redefinition
almost as in the flat case. Because of the presence of the terms that contain
Kmn-factors, another tensor, sµν , will present compared with the flat case
20:
gµν → gµν + c1gµνR + c2Rµν + c3sµν (61)
19Works on ∆(x1 − x2) can be found in [44] and more recently in [45] and [46].
20An explicit example of the renormalization procedure of a gravity-matter system in a
time-dependent background has recently been worked out in [24].
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4.2 reduction of dS gravity
Most of the steps in [25] can be carried over with minor modifications. There
are several steps that cannot be directly carried over. For example, the dS
case requires dealing with the infrared divergence. Another difference is
that the location of the “boundary” will be taken at r = rh.c. (where rh.c.
denotes the cosmological event horizon) for dS instead of at r = ∞ for the
Schwarzschild case.
Unlike the flat or Schwarzschild case, the partially-4D covariant approach
[30] doesn’t seem applicable, at least in the manner proposed in [30] and [25],
due to the infrared divergence in the 4D setup. Therefore we employ the 3D
approach [17] and the infrared divergence does not arise in this approach.
The reason, as we will see shortly, is that with the reduction the sum over
the modes of the reduced direction - which caused the divergence in the
conventional analysis - becomes irrelevant.
The action,
S =
∫
d4x
√−g
[
R− 2Λ
]
, (62)
admits the following dS solution in the static coordinate
ds2 = −
(
1− λ2r2
)
dt2 +
dr2(
1− λ2r2
) + r2(dθ2 + sin2 θdφ2) (63)
As well known, this de Sitter spacetime has a cosmological horizon at r = 1
λ
which is related to the cosmological constant by
rc.h. ≡ 1
λ
≡
√
3
Λ
(64)
The physical states are annihilated by the lapse function constraint by defi-
nition: [
R+KmnKmn −K2 − 2Λ
]
|phys >= 0 (65)
This condition implies that the bulk degrees of freedom are in vacuum. In [27]
a similar observation was made at a linear level. The boundary degrees of
freedom may be excited but they must be invariant under translation along
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the r-direction. Let us focus on the “boundary” degrees of freedom. To
understand how to construct such states let us turn to the following global
coordinates related to the static ones by
t˜ = t+
1
2λ
ln(1− λ2r2)
r˜ =
r
eλt+
1
2
ln(1−λ2r2) (66)
which turns the metric into
ds2 = −dt˜2 + e2λt˜
[
dr˜2 + r˜2(dθ2 + sin2 θdφ2)
]
(67)
The inverse relations of the two coordinate systems are given by
r = r˜eλt˜
t = t˜− 1
2λ
ln
(
1− λ2r˜2e2λt˜
)
(68)
As r → 1
λ
the new coordinates t˜, r˜ take asymptotic values. All of these are
standard. The idea now is to construct the boundary states in the asymptotic
region of t˜, r˜ coordinates and transcribe them into the original coordinates
through a Bogoliubov transformation. (We will come back to this in the
conclusion.) The locations of the operators in the asymptotic region in the
t˜, r˜ coordinates will be invariant under a finite translation and the states
constructed out of such operators are thus invariant. We should consider the
translation in r˜, t˜ that shifts only r but not t (or the angular coordinates);
this translation corresponds to a shift in r in its “asymptotic region,” r ' 1
λ
.
Let us review how the infrared divergence arises in the two-point function
calculated in the conventional setup. For the perturbative analysis one should
consider the metric field equation of (53) for the mode expansion [48] [27] [49].
Since the metric tensor structure is irrelevant for the present discussion, let
us suppress the indices and denote the metric by Φ instead:
∇µ0∇0µΦ = 0 (69)
where ∇µ0 denotes the covariant derivative with the dS background metric.
Letting the solution of the scalar field equation equal
Φωlm(t, r, θ, ϕ) = c
ωl e−iωtYlm(θ, ϕ)uω(r) (70)
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where cωl is a normalization factor and Ylm denotes the usual spherical har-
monics. The quantum number ω enumerates the “radial wave function,” uω,
counting the degrees of freedom associated with the r-direction. The radial
wave function uω satisfies[ 1
r2
∂r(r
2(1− λ2r2)∂r) + ω
2
1− λ2r2 −
l(l + 1)
r2
]
uω = 0 (71)
The solution regular at r = 0 is given by
uω = r
l
(
1− Λ
3
r2
) iω
2
√
3
Λ
2F1
( l
2
+
iω
2
√
3
Λ
,
3
2
+
l
2
+
iω
2
√
3
Λ
,
3
2
+ l,
Λ
3
r2
)
(72)
Consider the mode expansion
Φ =
∫
dω
∑
lm
[
cωluω(r)Ylme
−iwt aωlm + h.c.
]
(73)
where cωl is a normalization factor and the annihilation operator has been
labeled by alm. The two-point amplitude is given by
< 0|Φ(x)Φ(x′)|0 >=
∑
l,m
∫ ∞
0
dω
[Φ¯ωlm(x)Φωlm(x′)
e2piω − 1 −
Φωlm(x)Φ¯ωlm(x
′)
e−2piω − 1
]
(74)
The infrared divergence comes from the l = 0 mode in the ω → 0 region
(see [49] for more details).
The infrared divergence does not arise in the present setup due to the fact
that the physical state condition eventually leads to ω = 0 as we now show.
The physical state condition requires that the physical states be invariant
under translation along the r-direction. This can be assured by considering
operators at an “asymptotic” region. In the Schwarzschild case the “bound-
ary” operators Φ(r) (the rest of the coordinates have been suppressed) have
asymptotically large values of r 21 and thus the location of the operator re-
mains invariant under finite translation along r. For the dS case, it is more
subtle: the boundary is r = rc.h., the cosmological horizon. There are several
indications that this choice/interpretation is a valid one. Firstly, as we have
21Although the consideration of a large value of r was motivated from a different direc-
tion in [25], the motivations there and in the present work are consistent, and everything
seems to hold together.
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shown, the r ∼ 1
λ
region corresponds to an asymptotic region in the global
coordinates wherein the boundary states are readily constructed. Moreover,
although the coordinate distance of r is not infinite it may be safe to view
the location of the horizon as practically infinite. The physical distance to
the horizon is large due to a small value of the cosmological constant and
therefore it should be possible to practically disregard a relatively small finite
change in the physical distance of the operator. Secondly, it was proposed [50]
in the context of dS/CFT that the cosmological horizon may be taken as the
location of the holographic screen. Although our choice of r = rc.h. has been
motivated by an unrelated reason we also believe that the resulting boundary
“theory” must be suitable for describing the physics of the static observer.
With the boundary set at the horizon, let us examine the equation for uω
which we quote for convenience:[ 1
r2
∂r(r
2(1− λ2r2)∂r) + ω
2
1− λ2r2 −
l(l + 1)
r2
]
uω = 0; (75)
by multiplying 1− λ2r2 it can be rewritten as[
(1− λ2r2) 1
r2
∂r(r
2(1− λ2r2)∂r) + ω2 − (1− λ2r2) l(l + 1)
r2
]
uω = 0 (76)
Once the r → 1
λ
-limit is taken, only the ω-containing term survives, thus
leading to22
ω = 0 (77)
Therefore considering the “boundary” region r → 1
λ
indeed implies ω = 0.
The fact that the infrared divergence does not arise is now obvious.23 For
the perturbative analysis one can follow the manifestly 3D approach of [13]
and [17].
With regards to the work of [32] mentioned in the beginning of this sec-
tion, an observation was made therein on the reduction of the full de Sitter
symmetry to E3, the isometry of the 3D Euclidean space. Its meaning can
be appreciated in the context of the present work: E3 would be the isometry
symmetry resulting from the choice of x3 to be t˜ in the global coordinate
system (67) and carrying out the present reduction scheme.
22Or u0 = 0 but this case can be included in ω = 0 case.
23Curiously, with ω = 0 aω=0,l=0,m=0 commutes with the rest of the operators and
therefore completely drops out of the amplitude computations.
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5 Conclusion
In this work we have extended the quantization scheme proposed in [13, 16]
and further developed in [17, 23, 25, 30] to gravity matter systems and pure
dS gravity. The shift vector constraint can either be explicitly solved with
gauge-fixing of the shift vector. The Hamiltonian becomes identical to the
lapse function constraint that serves as the physical state condition, and this
was one of the key elements leading to the reduction of the physical states.
The connection between the U(1) algebra of the totally geodesic foliation
and the x3-evolution operator has been made more specific as well. A more
elaborate gauge-fixing procedure was necessary to establish renormalizability
in the presence of the matter fields. As for the dS gravity, the intermediate
4D covariant method could not, unlike the flat or Schwarzschild case, be
employed because of the occurrence of the infrared divergence in the 4D
setup. A novel interpretation of the lapse function constraint in conjunction
with the boundary states was an additional key element for the reduction
(see footnote 8 in this regard). The well-known infrared divergence does not
arise in the present scheme of quantization because the reduction in effect
removes the mode sum over the radial modes that induced the divergence in
the conventional setup.
In addition to the complexities of a curved background, the dS case has
revealed the subtle issue of the boundary degrees of freedom. We have pro-
posed that invariance under the x3-translation narrows the physical sector of
the theory to the states that can be constructed out of the operators located
at the cosmological event horizon. The construction of the physical states is
facilitated by going to the global coordinate system (68). There have been
intensive debates over existence of a dS invariant vacuum [49,51–53] (and the
refs therein). It appears that the reduction of the isometry observed in [32]
can be given a clearer meaning in the present context: the dS symmetry is
reduced due to the reduction of the physical states.
There are several future directions:
One may wonder why the present quantization scheme is only applicable
to certain geometries with relatively simple foliation. In general, choosing
the right degrees of freedom in a gravity theory is important. (The rele-
vance and importance of foliation (or slicing) was discussed, e.g., in [54] in
the context of (A)dS/CFT correspondence.) It will be worthwhile to explore
26
in a mathematically rigorous manner the most general forms of a metric to
which the present quantization scheme can be applied. Once quantization
is successfully carried out in one coordinate system, it should be possible
to translate the results into another coordinate system; the conversions be-
tween the static coordinate result and a global coordinate result should be
implemented by Bogoliubov transformations and it will be of some interest
to work out complete details. (A work on the Bogoliubov transformation can
be found in [55].)
By the gauge-fixing of a matter component the original scalar can appear
as one of the graviton mode. Although this gauge-fixing has brought along
the renormalizability, the usefulness of such a description in other contexts
remains to be explored. This is particularly true because the description leads
to a rather radical-sounding question of whether a scalar may be viewed as a
graviton depending on how one describes it. Such a description may possibly
be viewed analogous to an increase of the polarization degrees of freedom
of a vector field after it has eaten up a scalar in the standard gauge theory.
To explore the issue in a setup applicable to, say, inflation physics, one may
consider a system of metric coupled with a scalar but now with a potential. It
would be of some interest to work out the details of renormalization procedure
in the setup in which the scalar is treated as a fixed background after the
fluctuation is gauged away and to study its implications for the inflationary
context.
Another direction, not unrelated to the previous one, is to investigate
whether or not renormalizability could be established without the mechanism
of converting the matter component(s) into a metric component. In the
conventional context, it is the graviton degrees of freedom that get in the way
of renormalizability. In this sense it is ironic that in the present method the
components of matter fields are traded for the additional graviton degrees of
freedom in order for the renormalizability. On one hand this seems to reflect
the importance of choosing the right degrees of freedom in a gravity theory.
On the other hand the usefulness of the mechanism is rather limited. For
example, if the gravity-scalar system has more than two scalars it will be
inevitable to directly deal with the matter fields at the dynamical level.
However, we hope that the present approach will be useful for the following
purpose: the renormalizability established in this work may hint towards a
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possibility for renormalizability even in terms of the original (i.e., without
conversion into metric degrees of freedom) matter degrees of freedom through
potentially complicated field redefinition(s). This definitely is a possibility
for the matter-gravity systems considered in this work. (Recently progress
has been made in this direction; see [56].) Even if renormalizability can be
carried out in terms of the original fields, highly nontrivial field redefinitions
are likely to be required. Finding the necessary field redefinitions without
knowing their origin would be prohibitively difficult. However, if one knows
a set of the degrees of freedom with which renormalizability is established, it
may be possible to deduce the forms of the field redefinitions with relatively
less efforts.
One of the most challenging and important tasks will be to (dis)prove the
renormalizability of a more general gravity-matter system such as a gravity-
scalar-vector system. It will presumably be possible to establish reduction
along the lines of the present analysis. However, to see whether that will
be sufficient for renormalizability would require one to examine subtle con-
ceptual issues and carry out highly (and unpleasantly) technical analyses.
The effective action resulting from integrating out some of the high energy
modes would have different characteristics depending on whether one has the
reduction (or not, as in the conventional setup). With the reduction it will
be possible to replace all the Riemann curvature tensors by a combination
of the 3D Ricci tensor and metric. In turn, that will allow one to replace all
the Ricci tensor/scalar terms by the matter fields through the metric field
equation. The implications of this feature remain to be explored.
Finally, we comment on the following very speculative yet intriguing pos-
sibility. In contrast to the reduction considered in [57, 58] where manual
reduction was considered, the reduction of [13, 17, 25, 30] and the present
work is “spontaneous” in the sense that it takes place as a result of gauge-
fixing rather than narrowing down to a certain lower dimensional sector of
the starting theory. In spite of this difference, the reduction scheme of [13]
is expected to share a novel feature of the manual reduction of [57], the rel-
evance of the so-called “virtual boundary” terms. These boundary terms
were introduced in [57,58] in order to ensure the consistency of the reduction
and should be viewed as part of the specification of the theory. In a similar
manner, it seems to be a reasonable possibility - radical though it may sound
- that one may add the virtual boundary terms in the starting bulk action
in such a way as to cancel the loop divergences of the reduced 3D theory at
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a later stage. If the presence of such boundary terms could be fully justified,
which would require more work, that would take us very close to establishing
renormalizability of a general gravity-matter system.
We will report on progress in some of these issues in the near future.
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A Conventions and identities
The signature is mostly plus:
ηµν = (−,+,+,+) (A.1)
All the Greek indices are four-dimensional
α, β, γ, ..., µ, ν, ρ... = 0, 1, 2, 3 (A.2)
and all the Latin indices are three-dimensional
a, b, c, ...,m, n, r... = 0, 1, 2 (A.3)
The complete set of the bulk de Donder gauge gρσΓµρσ = 0 [37] is given by
(∂x3 −Nm∂m)n = n2K
(∂x3 −Nn∂n)Nm = n2(γmn∂n lnn− γpqΓmpq) (A.4)
in the ADM fields. The 3D Ricci scalar, Ricci tensor and Riemann tensor
are denoted respectively by
R,Rmn,Rmnpq (A.5)
The fluctuation metric φµν is defined through
gµν ≡ g0µν + φµν (A.6)
The indices of φµν are raised and lowered by g
0µν , g0µν . The following short-
hand notations were used in some places:
φ ≡ g0µνφµν , φµ ≡ ∂κφκµ (A.7)
The graviton propagator is given by
< φµν(x1)φρσ(x2) > = Pµνρσ ∆(x1 − x2) (A.8)
where, for the traceless propagator24,
Pµνρσ ≡ 1
2
(
g0µρg0νσ + g0µσg0νρ − 1
2
g0µνg0ρσ
)
; (A.9)
24Imposition of the traceless condition with the de Donder gauge was previously men-
tioned in [39] as we have recently become aware of.
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The 3D fluctuation metric is introduce through
hmn ≡ h0mn + qmn (A.10)
The second fundamental form splits accordingly:
Kmn = K0mn + kmn (A.11)
where K0mn denotes the classical value and
kmn ≡ 1
2n
L∂x3qmn (A.12)
after Nm = 0 gauge.
B Gauge-fixing of scalar field
In this appendix we elaborate on the procedure of gauge-fixing of the scalar
field whose result has been used in section 3.1. As noted in the main body
the system reduces to 3D once the shift vector constraint is enforced and the
residual diffeomorphism with 3D coordinate dependence can be employed.
We employ the setup of the background field method.
Consider a generic scalar field σ(x):
σ(x) : a generic scalar field (B.1)
Its infinitesimal and finite transformations respectively are
σ′(x) = σ(x) + ξµ∂µσ(x) (B.2)
and (see, e.g., [59])
σ′(x) = eLξσ(x) (B.3)
where Lξ denotes the Lie derivative along the vector field ξ. We start with
the gauge-fixing of the scalar in a general background.25 In the background
25The following naive procedure leads to a problem in the flat case in which the scalar
solution is set to
ζ0 = 0 (B.4)
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field method (a review of the background field method tailored for the present
context can be found in [30]) one shifts the original field to
σ ≡ σ0 + σˆ (B.8)
where σ0 denotes the classical solution and σˆ the fluctuation. For the reason
explained in [30] let us introduce another shift σˆ = σ¯ + σ˜ and consider
σ ≡ σB + σ˜ , σB ≡ σ0 + σ¯ (B.9)
where σ˜ is taken as the fluctuation field. When computing Feynman diagrams
the σB fields are placed one the external lines. Coming back to the present
case, let us define
ζ ≡ ζB + ζ˜ (B.10)
The field ζ transforms according to the general rule (B.2):
ζ ′ = ζB + ζ˜ + ξµ∂µ(ζB + ζ˜) (B.11)
“Transferring” the entire transformation to the fluctuation part (see e.g. [1,
2]), one gets
ζ ′ ≡ ζB + ζ˜ ′ (B.12)
Matching the two equation leads to
ζB + ζ˜
′ = ζB + ζ˜ + ξµ∂µ(ζB + ζ˜) (B.13)
Consider shifting ζ = ζ0 + ζ˜. Considering ζ
′ = ζ0 + ζ˜ ′ and gauging away ζ˜ ′ one gets, at
the infinitesimal level,
ζ ′(x) = ζ(x) + ξµ∂µζ(x) (B.5)
The problem becomes apparent once we consider the finite gauge transformation:
ζ ′ = eLξζ = ζ0 (B.6)
where Lξ denotes the Lie derivative along the vector field ξ. This implies, since ζ0 = 0,
ζ = e−Lξζ0 = 0 (B.7)
which is a contradiction.
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Let us gauge away ζ˜ ′; setting ζ˜ ′ = 0 implies
ξµ∂µζB + ζ˜ + ξ
µ∂µζ˜ = 0 (B.14)
Therefore it should be possible to gauge away ζ˜ ′ by solving this equation.
With ζ˜ gauged away, the Feynman rules should be adopted accordingly. First
of all, the Feynman diagrams with internal scalar loops become irrelevant.
Secondly, although the ζB fields are formally placed on the external lines as
before one can now set ζ¯ = 0 and thus identify ζB = ζ0. (More carefully one
should consider
ζ ≡ ζB(x) + ζ˜(y) (B.15)
and gauge away ζ˜(y). The argument y of ζ˜(y) has been explicitly recorded
to emphasize the 3D nature of the fluctuation ζ˜. )
The discussion so far was for an arbitrary coordinate-dependent back-
ground. For a flat case we use the “analytic continuation,” namely, set ζ0 = 0,
at the end. In effect the whole procedure then amounts to the assertion (34).
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