INT RODUCTIO N R aman spectroscopy has become m ore popular in recent years because improvements in instrumentation have allowed users to focus on their applications rather than on the operation and limitations of the instrument. A single Raman spectrum can provide a large amount of information about a sample. Its m any well-resolved spectral features often provide good speci city for qualitative analysis and good analyte selectivity for quantitative analysis. Comm on m atrix or container materials, such as water, pharm aceutical excipients, glass, and cataly st sup ports, hav e w eak R am an spectra, and therefore generate relatively little interference during analyte determination.
INT RODUCTIO N R aman spectroscopy has become m ore popular in recent years because improvements in instrumentation have allowed users to focus on their applications rather than on the operation and limitations of the instrument. A single Raman spectrum can provide a large amount of information about a sample. Its m any well-resolved spectral features often provide good speci city for qualitative analysis and good analyte selectivity for quantitative analysis. Comm on m atrix or container materials, such as water, pharm aceutical excipients, glass, and cataly st sup ports, hav e w eak R am an spectra, and therefore generate relatively little interference during analyte determination.
For m any practical applications the greatest strength of Raman spectroscopy is exible sampling. Fiberoptic probes allow Raman measurements to be made hundreds of meters from the Raman analyzer, an impo rtant b en e t for h ars h process chemistry applications. M ost forms of sample, such as powders, slurries, pellets, bers, emulsions, or lms, can be analyzed as is without sample preparation. Raman samples can be transparent, scattering, or opaque. They can be a liquid, a solid, or a gas. A Raman probe only needs to illuminate the sample and collect scattered light from the sample. No contact with the sample is required. The sample can even be inside a closed container as long as light can reach the sample. Confocal optics can strongly attenuate the measured Raman signal from material in front of or behind the intended sample, giving Raman analysis strong spatial discrimination. Raman can also be a m icrosco pic tech niq ue h avin g an analysis volume of only a few cubic micrometers.
Raman spectroscopy is more often associated with the determination of molecular structure and with qualitative analysis than it is with quantitative analysis. Applications of Raman spectroscopy for the quantitative analysis of sample composition have, however, been described in the technical literature for more than 50 years. A naly te concentra tion s are typically in the range of 0.1 to 100%, but in favorable cases, concentrations below 100 ppm can be accurately measured. A list of more than 200 published quantitative Raman applications is given in the Appendix, organized by application and analytical method. This list is by no means exhaustive of the published quantitative Raman applications.
The result of a quantitative analysis is a value specifying the amount of something in a sample, an estimate of the uncertainty in that value, and if possible, independent information that tests the validity of those results. The trend toward automating analytical techniques in order to address very large data sets and to reduce the impact of operator bias on the analytical results places greater importance on robustness and validity testing. Raman experts are not always available to interpret spectra and make sure the analytical results are reasonable. Even when experts are available, how do they know their expectations for what is reasonable are correct? W hy do the analysis if the operator has greater condence in his expectation than in the analytical results? The real value of the analytical method depends on its credibility when providing surprising results. Raman is well suited for quantitative analysis because a single R am an sp ectru m o ften contains enough information to address all three of these analytical needs for several components of the sample simultaneously.
This Focal Point article reviews the techniques that are used to extract quantitative information from Raman spectra. Only spontaneous Raman scattering will be considered. Other forms of Raman scattering, su ch as su rface-enh an ced R am an spectroscopy (SERS), coherent anti-Stokes Raman spectroscopy (CARS), reson ance R am an scattering , and stimulated Raman scattering have all been used for quantitative analysis, but will not be reviewed here. The rest of this paper is organized as follows: The second section explains the fundamental basis for quantitative analysis using simple Raman spectra. The third section describes comm on types of noise in Raman spectra. The value and utilization of noise is emphasized. The fourth section describes preprocessing operations that are used to enhance extraction of analytically useful information from Raman spectra. The fth and sixth sections describe the quantitative determination of Raman band descriptors such as band area and band position that can be related to analyte concentration. The seventh and eighth sections describe univariate calibration and multivariate calibration, respectively. The Appendix lists over 200 published examples of quantitative analysis using Raman spectroscopy organized by analyte identity and data processing method.
BASIS FO R QUANTITATIVE RAMAN SPECTROSCOPY
The intensity of Raman scattered light from a sample, I (n) R , is given 1,2 by Eq. 1. shows that the Raman scattering intensity is proportional to the number of m olecules, N, in the sample volume being probed by the Raman instrument. I (n) R is actually th e inten sity in tegrated ov er the width of the Raman band. The proportional relationship between Raman scattering intensity and analyte concentration is the basis for m ost of the quantitative analysis done using Raman spectroscopy. Quantitative analysis can also be done using changes in Raman band position or band shape. A Raman band is often composed of two or more unresolved overlapping bands from spectroscopically non-equivalent species in the sample. These bands have maxima at slightly different wavenumber positions. The observed Raman band is broadened by the superposition of the bands from all the overlapping non-equivalent sp ecies. T his spectrosco pic ban d-broaden ing m ech an ism is called inhomogeneous broadening. A change in the relative concentrations of the non-equivalent species will cause the observed Raman band po sition and /or shap e to chang e. These changes in observed Raman band position, width, or shape can be empirically related to concentration changes in the sample, but the fundamental m echanism for this type of quantitative analysis is still the proportional relationship between Raman scattering intensity and species concentration.
Equation 1 provides additional insight into the use of Raman spectroscopy for quantitative analysis. Raman intensity is proportional to the intensity of the excitation source, I L , so analyzer sensitivity can be in-creased by using a stronger laser. Most important, however, is the fact that the product of the constants in Eq. 1 is a ver y sm all number. Production of a single Raman photon may require 10 8 excitation photons. This small cross-section for spontaneous Raman scattering limits its sensitivity and leaves the Raman signal vulnerable to being obscured by more ef cient optical processes such as uorescence.
Quantitative Raman analysis relies on the principle of linear superposition. The Raman spectrum of a mixture is equal to the weighted sum of the Raman spectra of the components that make up the mixture. The weights are determined by the Raman cross-sections and quantities of the components in the sample. Notice that a component making up the mixture may not have the same Raman spectrum as that same component in its pure state. Chemical interactions between sample components can signi cantly m odify their Raman spectra. In this case, the pure com p onen t effectiv ely becom es a different material with a different Raman spectrum when it is incorporated into the mixture. The principle of linear superposition applies to the ''different material'' actually in the mixture, not necessarily to the pure com ponents.
The principle of linear superposition works because Raman scattering cross-sections are ver y small. The probability of a Raman scattered photon being lost because of another Raman scattering interaction is essentially zero. The reduction of the excitation light intensity by Raman scattering is also essentially zero. There is no optical coherence between components in the sample, leaving no mechanism for Raman scattering by one component in the sample to in uence the Raman scattering of another component. The principle of linear superposition does break down, however, when the absorption spectrum of one or m ore components signi cantly affects the transm ission of excitation or Raman scattered light to or from the analyte. This breakdown is the Raman analog focal point to the inner-lter effect in uorescence spectroscopy.
NOISE IN RAM AN SPECTRA
A Raman spectrum can be divided into two parts: the signal and the noise. The signal is the part of the Raman spectrum that contains the desired inform ation. The noise is the part of the Raman spectrum that contains unwanted information. Since the subject of this article is the determination of analyte concentration from a Raman spectrum, a Raman band that can be used for this purpose is an example of a signal. Random intensity uctuations could not be used to determine analyte concentration and would, therefore, be an example of noise. A value for analyte concentration has very limited utility, however, without estimates of the uncertainty and robustness of that value. Often, random intensity uctu atio ns re p re sen t the m ajo r source of uncertainty in the analysis of the Raman signal. Then, for the calculation of concentration uncertainty, the random intensity uctuations become the signal and the analyte Raman band becomes the noise! In keeping with the subject of this Focal Point, intensity in a Raman spectrum that is not used to determine analyte concentration is considered noise. That ''noise'', however, will usually provide valuable inform ation about the uncertainty and robustness of the analysis. The lack of various types of noise can also be used to improve con dence in analytical results.
The analysis of the Raman signal requires its isolation from the noise. This process is never complete, so it is generally desirable to maximize th e R am an sig nal and m inim ize noise in the Raman spectrum. An important m etric describing the quality of a Raman spectrum is the signal-to-noise ratio, or S/N ratio. The uncertainty in a reported S/N ratio is usually dominated by the uncertainty in the noise measurem ent because noise is generally more dif cult to quantify than the signal. An understanding of the types of noise typi-cally present in Raman spectra can be useful for isolating the Raman signal from the noise and maximizing the S/N ratio. Noise in a Raman spectrum, or collection of Raman spectra, can be classi ed into ve different groups: photon shot noise, sample-generated noise, instrum entgen erated n oise, com pu tatio nally generated noise, and externally generated noise.
Photon Shot Noise. Photon shot noise is a result of the statistical nature of light. Its intensity is equal to the square root of the number of detected photons. For example, if a constant-intensity light source delivers 1 000 000 photons to a noise-free detector in one second, m any replicate one-second measurements will have an average value of 1 000 000 photons with a standard deviation of 1000 photons. Photon shot noise is an inescapable noise source in Raman spectra. W hen the S/N ratio of a Raman spectrum is at the photon shot-noise limit, nothing can be done to improve the S/N ratio without collecting more photons. Photon shotnoise calculations can therefore provide valuable insight during the development of an analytical method. Photon shot noise can also be used to determine the gain of a chargecoupled device (CCD) detector. 3 Sample-G enerated Noise. Sample-generated noise includes Raman intensity changes caused by sample changes not related to analyte concentration. F or ex am ple, R am an band shape, position, and integrated intensity can all change with sample temperature. These changes tend to be small, but they can become important when doing spectral subtraction or multivariate m odeling. Sample heterogeneity can also create sample-generated noise because the sample composition at the point of analysis does not necessarily represent the entire sample correctly. This occurs in coarsely m ixed static samples or dynamically in m oving system s. Co m m on exam ples in clude owing liquids containing bubbles or particulate matter and owing powders having variable solids-to-air ratios.
Sample-generated noise also includ es un w anted op tical intensity generated by the sample. The m ost important example of this is uorescence. F luo rescen ce in a R am an spectrum usually looks like a slowly chang ing cur ved b aselin e. B lackbody radiation from hot samples also looks like a slowly changing curved baseline. Both uorescence intensity and b lackbo dy radiation intensity can range from zero to orders of magnitude greater than the analyte Raman signal. Transition metal complexes can produce spectrally sharp luminescence, especially in the near infrared, that can be mistaken for Raman bands. Unlike Raman bands, the emission wavelengths of these bands do not change with changing excitation wavelength.
Instrument-Generated Noise. Instrument-generated noise depends on the speci cs of the instrum ent design. This type of noise includes various detector noises such as thermal noise, xed pattern noise, wavelength dependence of quantum efciency, and read n oise. D rift in wavenumber or intensity axis calibration adds noise to Raman spectra that can be important for repetitive measurem ents and for the long-term stability of analytical models. Variability in the presentation of the sample to the instrument can strongly affect the measured Raman intensity and can even affect different parts of the Raman spectrum differently due to chromatic aberration in the collection optics. In most of these examples, the instrum ent-generated noise can be detrimental to the determination of analyte concentration from the Raman spectrum, but it can also provide valuable information about the perform ance of the instrument. F or ex am ple, ex cessiv e rand om noise in the baseline may indicate that a detector has overheated. Good analytical m ethods use this type of inform ation to improve the robustness of an analysis against degraded instrum ent performance.
C o m p u t a t i o n a l ly G e n e r a t e d N o ise. Com putationally generated noise refers to noise that is added to the Raman spectrum after the output of the detector is digitized. A lot of signal processing m ay be involved in converting the digitized detector data into the ''raw'' spectrum the operator sees. Operations as innocent as dark subtraction, apodization, or intensity calibration can add intensity to a Raman spectral region in a way that is detrimental to quantitative analysis. For example, random noise in the spectrum used for dark subtraction or intensity calibration becomes a non-random noise when applied to sets of spectra. Raman band broadening due to apodization can shift intensity from a non-analyte band into an analyte band. Data processing designed to remove noise from a Raman spectrum can also add new noise. For example, baseline correction using polynomials or fractals tends to produce functions that oscillate around the true value of the background they are trying to remove. When these functions are subtracted from the Raman spectrum, the residual intensity variations appear in the baseline-corrected Raman spectrum. Again, these noise sources provide information that can be used to improve the robustness of an analysis. For example, strong bands of negative intensity in a Raman spectrum resulting from dark subtraction can compromise an analysis. They usually indicate a faulty dark spectrum or a failed spectrograph shutter. An analytical method that tests for and nds negative Raman bands can report that the analysis results are questionable and propose possible rem edies.
Externally Generated Noise. Externally generated noise is an unwanted signal in the Raman spectrum that does not originate from the Raman instrument or the sample. It is usually caused by a source of external light that scatters into the optical path of the Raman instrument. P roperly design ed R am an in struments and sample compartments are generally imm une to external light sources. Good sample compartments are not always available for in situ analysis, however. W hen doing reaction m onitoring in glass laboratory reactors, uorescent room lighting is a comm on source of externally generated noise. In the near-infrared spectral region, the signal from uorescent room lighting is m ostly due to atomic lines from argon and mercury. In the visible spectral region, stro ng atom ic m erc u r y lines at 404. 66, 435.83, 546 .07, 576.96, and 579.07 nm are superimposed on the broad background from the phosphors used in the uorescent lighting tube. An analytical method that tests for these atomic lines in each Raman spectrum is less likely to report faulty analytical results w itho ut w arn ing w h en u orescent ro om lighting is a problem. Sunlight is another potential source of externally generated noise. The spectrum of sunlight is a broad continuum containing m any spectrally sharp features due to m olecular absorption in the earth's atmosphere and atomic absorption in the atmosphere of the sun (Fraunhoffer lines).
A non-optical source of externally generated noise is intensity spikes created when high-energy particles such as cosm ic rays pass through the detector of the Raman instrument. These cosmic ray events release a large number of electrons that are electrically indistinguishable from photoelectrons. These electrons are usually con ned to one or occasionally a few detector elements in an array detector. The result is a huge intensity spike in the dispersive Raman spectrum that is generally one detector element wide. These spikes occur infrequently, at random times, and in random locations of the Raman spectrum. Analytical methods th at ign ore cosm ic ray intensity spikes will sooner or later produce erroneous results due to a cosm ic ray event. In FT-Raman instrum ents, the cosmic ray events occur in the interferogram of FT-Raman instruments rather than in the Raman spectrum. The effect on the FT-R aman spectrum is, therefore, not localized to a small spectral region.
PREPROCESSING OF RAMAN SPECTRA
Any set of m athematical operations applied to the data prior to analysis is called preprocessing. Preprocessing improves the accuracy and robustness of quantitative analysis and m akes analytical data easier to understand and process. Preprocessing can separate the signal from some of the noise by taking advantage of the differences in their properties. Properties commonly used for this purpose include (1) information content of spectral segments, (2) the frequency content of the Fourier transform ed Raman spectrum, (3) the intensity variance in replicate Raman spectra, (4) intensity variance in a set of Raman spectra having different analyte concentrations, and (5) known or predictable intensity patterns in the Raman spectra. Preprocessing can also compress a set of spectra by removing non-informative data. M ultiplicative methods to correct Raman spectra for changing laser power or sample opacity, such as normalization or multiplicative scatter correction, are considered in the fth section as part of the analytical method rather than as part of the preprocessing.
Information Content of Spectral Segments. The signal in a Raman spectrum often has signi cant intensity in a relatively small portion of the entire spectrum. The rest of the spectrum is noise. A large fraction of the noise is often concentrated in sm all p ortio ns of th e spectru m . Eliminating parts of the spectrum that contain little signal or excessive noise can enhance calculations for determ ining analyte concentration. This conceptually simple form of preprocessing is especially effective for Raman spectra because Raman bands from various molecular vibrations tend to be well resolved from one another. As a result, signal intensities representing a vanishingly small fraction of the total Raman spectrum intensity can often be used for accurate quantitative analysis.
A detailed knowledge of the analyte Raman spectrum and the noise sources in the Raman spectra of the samples can be used to select limited spectral regions for quantitative analysis. Spectra of sample components can often be determined experimen-focal point tally or found in published collections of Raman spectra. 4 -6 W hen a spectrum cannot be found, spectra of similar m aterials can guide the selection of an analytically useful spectral region. Spectral information can also be estimated from the functional groups they contain and published spectral locations for various functional g ro up s. 6 S pectral regio ns known to contain excessive noise, perhaps due to other sample components, can be eliminated from analyte concentration calculations.
Another way to identify spectral regions that are useful for quantitative analysis is to analyze differences between the Raman spectra of samples having different analyte concentrations. Spectral regions that are predictive of analyte concentration must change with analyte concentration. The variance of Raman intensity from a set of samples containing differing amounts of analyte can therefore be used to target spectral regions that are likely to be predictive of analyte concentration. A plot of this variance as a function of Raman shift is called a variance spectrum. Spectral regions in the variance spectrum having large values are m ore likely to be predictive of analyte concentration than those regions having small values.
A ny R am an inten sity ch an ges among the set of samples, whether related to analyte concentration or not, will increase the corresponding values in the variance spectrum. A more informative spectrum is a plot of how m uch of the variance is consistent with the changes in analyte con cen tration . This spectrum is called a correlation spectrum or correlogram. [7] [8] [9] At each wavenumber point in the correlation spectrum, the Raman intensities from the set of samples are regressed against the actual analyte concentrations. The correlation coef cient, R, of the regression is then plotted as a function of Raman shift. Regions of the correlation spectrum having values approaching 1 or 21 are predictive of analyte concentration, while those approaching 0 are not. Other regression statistics can be used to m ake similar plots. Simply selecting wavenumber regions that correlate with analyte concentration may not give optimal results, however, because wavenumber regions that correct for the in uence of interfering signals may be omitted.
A third approach for identifying the optimal spectral segments for quantitative analysis is to create and test predictive models using subsets of the entire Raman spectral region. 10 -13 An exhaustive search of all combinations of Raman spectral elements is not practical, however. For example, comm on CCD-based Raman spectrometers produce Raman spectra having 1024 Raman spectral elem ents. A n exhau stiv e searc h would require creating and testing 2 1024 2 1 predictive m odels. Search strategies to avoid this combinatorial explosion have been developed using methods such as data compression, simulated annealing, or genetic algorithms. A relatively new search strategy, interval partial least-squares (iPLS), 13 uses a graphical interface to involve the analyst in the search process. Analytical models are built using partial least squares (PLS, see eigh th section) o n eq ually sized spectral segments. Analytically useful segments are optimized for size and location.
Fourier Frequency Content. The Fourier transform of a Raman spectrum is a linear combination of sine waves with varying phase relationships that exactly reproduces the Raman spectrum . Figure 1 illustrates some waveform s that are important in Raman spectra and their frequency content. Figure 1a shows simulated Raman bands of equal height and width having a Gaussian and a Lorentzian pro le. The derivative of the Gaussian multiplied by 2 is also shown. Figure 1b shows that the Lorentzian band has a greater portion of its frequency content at lower frequencies than the Gaussian band. Taking the derivative of the Gaussian band greatly reduces its low-frequency content. Figure 1c shows a typical Raman baseline caused by uorescence. Figure 1d shows that nearly all of the intensity in Fig. 1c is derived from the rst few Fourier frequencies. The rst few Fourier frequencies of the Lorentzian and Gaussian bands are also the strongest in their Fourier spectrum, but they make a m uch sm aller contribution to the total intensity. These lowest Fourier frequencies have negligible intensity in the d erivative o f the Gaussian band.
The signal typically has different relative amounts of the various sine w av e frequen cies th an the no ise does. Attenuating those frequencies that make little contribution to the signal, but signi cant contribution to the noise, separates some of the noise from the signal. A mathematical operation that attenuates some frequencies more than others, and/or shifts their relative phases, is called a lter. Several types of lters are useful for separating the Raman signal from different types of noise. These lters can be implemented by carr ying out operations on the Fourier transformed Raman spectrum followed by an inverse Fourier transform, but they are more commonly im p lem ented by the equivalent method of convoluting the Raman spectrum with a ltering function.
A low-pass lter, also called a smoothing lter or apodizing lter, attenuates low frequencies less than high frequencies. Low-pass lters are useful for separating random noise from the Raman signal. The points in a random noise waveform are uncorrelated, so the intensity of the waveform is fairly evenly distributed across the range of Fourier frequencies. The highest frequencies in the Fourier transform of the Raman signal contribute less to the Raman signal than m iddle-range frequencies, so a low-pass lter attenuates random noise m ore than it attenuates the Raman signal. Notice, however, that the rem aining random noise now more closely resembles the Raman signal. Attenuation of high frequencies in the Fourier transform of the Raman signal broadens its Raman bands and reduces the spectral resolution.
Spectroscopists often prefer a Raman spectrum having a wavenumber separation between adjacent points that is much smaller than required to fully utilize the spectral resolution of the Raman instrument. The highest frequencies in the Fourier transform of the Raman spectrum then unambiguously represent noise rather than Raman signal. An estimate of the noise intensity in the Raman spectrum is useful for estimating uncertainty and for distinguishing between real Raman bands and noise in qualitative analysis. It is therefore useful to examine the part of the Raman spectrum removed by a low-pass lter as well as the part rem aining after the ltering operation. Unfortunately, many commercial Raman instruments apply apodizing or smoothing operations before making the Raman sp ectra availab le to th e operator. Useful information in the noise is then irretrievably lost.
A high-pass lter attenuates high frequencies less than low frequencies. High-pass lters are useful for separating the Raman signal from curved baselines. A curved baseline is an intensity that changes slowly with Raman shift. It is often caused by the uorescence spectrum of impurities in the sample and may be many times stronger than the Raman signal. S im p le h igh -p ass ltering that affects only a few lowest frequencies in the Fourier transform of th e R am an sp ectru m usually removes enough of the baseline from a Raman spectrum to facilitate analysis without seriously distorting the Raman bands. Higher frequencies present in the curved baseline, while much weaker than the lowest frequencies, are less attenuated by the high-pass lter and can distort bands rem aining in the Raman spectrum. Attenuation of low frequencies in the F ou rier transfo rm of the R am an spectrum narrows Raman bands and can therefore improve spectral resolution, but also causes Raman bands to exhibit negative overshoot and ringing.
First and second derivatives of Raman spectra are often used for quantitative analysis. Since the number of molecules, N, probed by the Raman analyzer in Eq. 1 is not a function of the scattered light frequency, the derivative of Raman focal point scattered intensity with respect to Raman shift rem ains proportional to the analyte concentration. Derivatives are actually a special kind of high-pass lter. Taking the rst derivative of a Raman spectrum multiplies the amplitude of each frequency component in the Fourier transform of the Raman spectrum by a value proportional to its frequency. The rst-derivative operation also shifts the phase of each frequency component by 908. Derivatives provide a fairly robust and automatic baseline correction and spectral resolution enhancement to Raman spectra. They also strongly enhance highfrequency noise and can make analytical models more sensitive to temperature variation. 14 A bandpass lter attenuates both the high and low frequencies relative to the m iddle-range frequencies. Applying a bandpass lter is equivalent to sequentially applying a low-pass lter and a high-pass lter. Since the Fourier transform of a typical Raman signal is composed mainly of middle-range frequencies, bandpass lters are usually m ore effective at separating the Raman signal from the noise than high-pass or low-pass lters alone. A derivative is usually used in conjunction with a low-pass lter in order to reduce the enhancement of high-frequency noise. This combination is actually a special kind of bandpass lter.
Representing a Raman spectrum as a linear co m binatio n of sine waves provides powerful bene ts, but sine waves are not always the best basis set. Each sine wave is a single frequency that extends over the entire Raman spectrum, so a ltering operation used to separate signal and noise at one location in the Raman spectrum affects all the rest of the spectrum as well. Raman bands are localized in sm all regions of the Raman spectrum, so representing the Raman spectrum as a linear combination of more localized functions m ay be bene cial. This is the idea behind the windowed Fourier transform or short-time Fourier transform . 15 Fourier transform s and ltering operations are carried out independently on segments of the Raman spectrum to reduce longrange effects. S im ilar reasoning leads to the use of wavelets [15] [16] [17] to represent a Raman spectrum. Wavelets have variable extent across the Raman spectrum and a variable frequency content. Wavelet ltering operations are similar to Fourier transform ltering operations, but m ay sometimes be better suited to the analytical needs of Raman spectra. 18, 19 Intensity Variance of Replicate Spectra. The reproducibility of Raman spectra from a single sample provides information that can be used to separate the Raman signal from various sources of noise. Replicate m easurements of the same sample provide the same Raman signal, bu t d iffering ra n dom no ise. Summ ing n replicate spectra causes the signal intensity to increase linearly with n. The random noise and the resulting signal-to-noise ratio increase linearly with the square root of n. In addition to summing the n replicate spectra, the standard deviation of the n values for each spectral element can be calculated, giving an estimate of the random noise in the spectral element intensity. The standard deviation can also be used to detect outliers in the set of n intensities at any spectral element. The spectral element sum mation, with app ro priate scaling , can ex clud e these outliers and thereby be more rob ust against rand om in tensity spikes. 20 -24 It is even possible to t the n values for each spectral element to a line or curve in order to detect and qu an tify non -ra n dom trends in the replicate m easurements, such as photobleaching of uorescent impurities. If such trends are detected, a weighted summation with outlier rejection may provide better intensity values than the simple summation. Clearly, there is much to be gained by paying attention to the noise in replicate Raman spectra.
It is also possible to detect and eliminate cosm ic ray intensity spikes without using variance in replicate measurem ents. [25] [26] [27] [28] Cosm ic ray intensity spikes in Raman spectra are generally one to two detector elements wide. If all Raman bands are known to be wider, this property can be used to distinguish between a cosm ic ray intensity spike and Raman bands. This condition is often true because the spectral resolution of many Raman instruments corresponds to several detector elements on the optical dispersion axis. W hen a cosmic ray intensity spike is detected, the entire spectrum can be discarded, or, m ore often, the effected points in the Raman spectrum can be replaced by estimates of what the intensity should have been.
Intensity Variance in a Set of Raman Spectra Having Different Analyte Concentrations. The intensity variance in a set of spectra can also be used to eliminate redundant inform ation from the Raman spectra. This elimination can m ake the data easier to interpret and can discriminate between the Raman signal and the noise. Raman spectra typically contain many more points than are needed to represent the analytical signal. Adjacent points are not independent of each other for m any reasons including spectral interpolation or sm oothing, the natural linewidth of Raman bands, and the spectral resolution of the Raman instrument. Even points that are well separated from each other m ay not be independent because most materials have m ultiple Raman bands.
One way to reduce the number of points in a Raman spectrum is to express each spectrum in the set of spectra as a linear com bination of a small number of orthogonal functions. The scaling constants for the orthogonal functions are a set of numbers that can replace each Raman spectrum without loss of analytical information. A Fourier transform can do this, but m any sine waves are required to adequately represent the Raman spectrum. Principal components analysis (PCA) is a mathematical tool that can determine the best orthogonal functions (called fa cto rs , prin cipal co m ponents, or PCs) to represent a set of Raman spectra. Conceptually, PCA rst determines the function (called PC1) that simultaneously represents
FIG. 2. Integrated signal intensity (green), noise intensity (blue), and S/N ratio (green)
for a synthetic Lorentzian band (FWHM 5 50 cm 2 1 ) plus random baseline noise as a function of the distance from peak maximum that is included in the integration. The peak of the Lorentzian band was 1 unit high and the noise had a standard deviation of 0.2 units. The S/N ratio is optimized for integration including all points in the isolated Lorentzian greater than about 1 /3 of the peak height when random baseline noise is the dominant noise type.
as m uch variance in the set of spectra as possible. PC1 is then removed from all the spectra and the process is repeated to create PC2, which represents less variance in the set of spectra than PC1. Successive PCs are calculated until all the variance in the set of spectra has been represented. Usually the rst several PCs represent nearly the entire analytical signal, and the rest of the PCs represent mostly noise.
One of the dif culties with PCA is determining how many PCs to use, or stated another way, determining how m uch of the variance in the data set is useful. A low-variance signal (weak Raman band) in the presence of much higher variance signals can vanish into the noise of higher PCs. Appropriate preprocessing prior to PCA, or limiting PCA to appropriate segments of the Raman spectra, can minimize these problems. Analysis of the excluded higher PCs (assumed noise) can som etimes detect analyte inform ation and other trends in the data set.
K nown or Predictable Intensity Patterns. Spectral stripping 29 can be a powerful preprocessing m ethod. If the spectrum of a component in the sample is known, it can be subtracted from the Raman spectrum of the sample. The remaining Raman spectrum of the sample contains less intensity that m ight interfere with the analysis of other signals. Spectral stripping can also be used for quantitative analysis. It is described in greater detail in the eighth section. Curve tting methods can be used to estimate the shape of the baseline. The baseline estimate can then be subtracted from the Raman spectrum. M anual baseline estimation using curve tting requires an operator to specify points in the Raman spectrum that should be zero if no baseline perturbation were present. A po lyn om ial fun ctio n, 3 0 m ultiple polynom ial functions, 31 or a spline function may be t to those points to estimate the baseline. Operator intervention is undesirable, however, because it is likely to introduce operator bias into the data and because it is not practical with the large data sets that are becoming comm on in applied Raman analysis. Some automated baseline-correction methods attempt to identify points in the spectrum belonging to Raman bands, and then t the remaining points to an appropriate baseline-estim ation function. [32] [33] [34] Such methods are usually iterative. Other properties of the baseline that can sometimes be used to separate it from the rest of the Ram an spectrum inclu de excitation w av elength indep en dence 3 5 , 3 6 and baseline intensity ch anging w ith time. 37 
RAM AN BAND AREA O F TH E ANALYTE

Determination of Band Area.
The analyte concentration in a sample is proportional to the integrated intensity of an analyte Raman band. Raman bands are often well resolved from one another, but usually sit on top of a non-zero baseline. The integrated intensity of the Raman band is, therefore, a simple summation of th e m easu re d intensity ov er the wavenumber range of the Raman band after the baseline intensity is subtracted. The integrated intensity of a Raman band is proportional to its height as long as its band shape does not change. Quantitative Raman methods are frequently based on either band area or band height.
Noise in the Raman spectrum determines whether band area or band height can be m easured m ore precisely. If shot noise from the Raman band is the dominant source of noise, band area can be m easured more precisely than b and h eigh t b ecause more photons are included in the m easurem ent. S om etim es, though, band height provides greater accuracy. [38] [39] [40] Band-height measurements often have an advantage over bandarea m easurements when there is partial overlap between the analytical band and another band in the Raman spectrum. Including more photons by integrating the whole Raman band can actually reduce the S/N ratio when the main source of noise is random noise in the baseline. This is demonstrated numerically in Fig. 2 , where the extra signal measured in focal point the wings of the Raman band is less than the extra noise included into the measurem ent.
Smoothing prior to band-height measurem ent com bines the properties of a simple band-area measurement and a simple band-height measurement. A band-height measurement after sm oothing is equivalent to a band are a m easurem ent w here points are weighted by their proximity to the peak intensity. This approach uses m ore of the detected photons than a simple band-height measurem ent, but also discriminates against both low signal-to-noise-ratio points at the wings of the Raman band and intensity from other partially overlapping Raman bands. The smoothing function can be adjusted to optimally compromise the bene ts and weaknesses of band-area and band-height measurem ent.
Another way to improve upon simple band-area or -height measurement is to utilize additional information about the shape of the Raman band by curve tting. Raman band shapes are often Lorentzian because vibrational coherence decays exponentially with time and the Fourier transform of an exponential decay is Lorentzian. The shape of spectrally narrow er R am an ban ds is m o re strongly affected than broader bands by the response function of the Raman instrument, which often looks like a Gaussian, but may have asymmetry due to optical aberration. The shape of simple, moderate-spectralresolution gas-phase Raman bands may be largely determined by unresolved vibrational-rotational bands. 41 Curve tting provides an estimate of the Raman band area, height, band width, and baseline that is consistent with the user-supplied band shape. It uses all the detected photons in the Raman band, discriminates against other partially overlapping Raman bands, and can improve baseline estimation. Curve tting must be used cautiously, though. It is an iterative process that can provide different results for the same data when the starting co nditio ns are ch an ged. Also, it often uses several operatoradjustable param eters that can be used by an expert operator to unintentionally re inforc e his incorrect prejudices.
Uncertainty and Error in Band Area. Once the area of the analyte Raman band is determined it is necessary to estimate its uncertainty. The best way to do this is to determine the standard deviation of bandarea m easurements from replicate spectra. A good replicate measurement repeats all the operations that could contribute to a change in the Raman band area, possibly including sam p le preparation an d sam ple placement in the Raman instrument. A different approach for estimating band area uncertainty is to identify the major sources of noise, quantify them, and calculate their effect on band area. Ideally, both approaches for estimating band-area uncertainty should be used. Agreement between these approaches indicates that the sources of measurement uncertainty are understood and may provide insight into how the measurem ent precision might be improved. For example, if the standard deviation of the band area is equal to that predicted due to photon shot noise, the only ways to improve the measurement precision are to increase the number of detected photons from the analyte or to decrease the number of detected ph oto ns fro m the background.
Several factors other than analyte concentration can contribute to the analyte Raman band area. Their inuence on the accuracy of quantitative analysis needs to be kept small by good experiment design and appropriate data analysis. The Raman intensity for an analyte band changes with the refractive index and the temperature of the sample. Refractive index in uences the electriceld strength from the exciting light that the analyte molecule experiences. In the absence of large dipole moments, the m ultiplicative correction, L, for integrated band area due to the refractive index of the sample is given by: L 5 (n s /n 0 )(n 1 2) 2 (n 1 2) 2 /81
where n s is the refractive index of the sample for the Raman scattered light, and n 0 is the refractive index of the sample for the exciting light. Temperature also affe cts the R am an cross-section by changing the fraction of analyte molecules in excited vibratio nal states. T his effect is quanti ed by the Boltzmann factor in Eq. 1 (1 2 e 2 hn/ kT ). Lower frequency vibrations are m ost strongly affected. Temperature can also alter Raman band areas by changing the sample density and therefore the number of analyte molecules in the sampled volume.
Interactions between the analyte and its solvent or m atrix typically affect analyte bands that are involved with the interaction. Bands whose areas are modi ed usually experience shifts in the band positions and so m etim es chan ges in the ban d widths as well. A good example of interactions between the analyte and the solvent causing changes in analyte band intensity 42 is shown in Fig.  3 . The intensities of two acetone bands are plotted as a function of acetone concentration in chloroform . One band shows a linear relationship with acetone concentration, and the other does not.
Optical absorption by the sample can affect Raman bands by attenuating the laser intensity reaching the sample or by attenuating Raman photons returning from the sample. This effect is called self-absorption. Changes in the concentration of the absorbing sample component, or in the depth of the Raman analyzer focus in the sample, can change the Raman band area of the analyte. S elf-ab so rp tio n o ften alters som e parts of the Raman spectrum m ore than other parts, distorting the relative band areas. Near-infrared absorption bands of com mon solvents can signi cantly reduce the intensity of analyte Raman bands, [43] [44] [45] especially at longer wavelengths. Compilations of near-infrared absorption 46, 47 spectra are useful for anticipating, detecting, or correcting near-infrared self-absorption. Self-absorption is a more common problem when ultraviolet excitation is used or when resonance Raman measurements are Ref. 42. made. Raman spectra can sometimes be corrected for self-absorption. 48, 49 Band Area Normalization. Probably the most important factors in uencing analyte Raman band area other than analyte concentration are those that change the overall efciency of getting photons to and from the sample. These are multiplicative factors due to changes in laser power, optical alignment of the Raman analyzer, optical coupling of the sample to the Raman analyzer, sample opacity, material buildup on the window between the sample and the Raman analyzer optics, and m any other experimental variables. Analyte band area determinations that rely on these experimental variables rem aining constant are said to be based on ''absolute Raman intensity''. Quantitative analysis using absolute Raman intensity is often successful for single data sets collected in the laboratory. Several published examples are referenced in the Appendix.
FIG. 3. Relative band areas of the C5O (green) and C-H (red) stretching vibrations of acetone diluted with chloroform. The intensity of the C5O vibration is affected by its micro-environment. Adapted from
Several things can be done to stabilize the experimental variables for quantitative analysis using absolute Raman intensity. Drift in Raman analyzer perform ance can be m inimized by doing the entire calibration and experiment in a short time, operating the instrument in a constant temperature environment, and avoiding any instrum ent adjustments during the calibration and experiment. Lasers inside Raman analyzers often use optical feedback to reduce laserpower drift and to keep noise below the 0.5% level. Some instrument param eters or sample properties m ay be dif cult to control, however, so it is desirable to minimize the sensitivity of the m easu rem en t to their changes. For example, the effect of variation in sample placement relative to the Raman analyzer on measured Raman intensity can be reduced by using collection optics having a larger depth of eld or by using special apparatus to m ore precisely position the sample. Flow cells provide extremely precise sample placement. The effect of variation in sample transmission can be reduced by minimizing the distance that light travels through the sample. This can be achieved by focusing the Raman analyzer near the sample-cell window or reducing the depth of eld of collection optics.
If experimental variables that affect Raman band area do change, quantitative analysis is still possible by measuring the change and applying a correction to the measured area. An external standard is often used for this purpose. An external standard is an unchanging sample that is periodically m easured in order to quantify changes in the Raman analyzer that affect quantitative analysis. The ratio of analyte band intensity to external standard band intensity is proportional to analyte concentration and is ind epend en t of many experimental variables, such as laser power. The external standard is not necessarily similar to the materials being analyzed, but similarity can provide added robustness. Ideally, the entire optical path from the laser to the detector for the external standard should be identical to that of the samples being analyzed.
External standards can be used with several different interfaces between the sample and the Raman analyzer. A ow cell can provide nearly identical optical paths for presenting liquid external standards and samples to the Raman analyzer. Different cuvettes holding the external standard and the sample provide nearly identical optical paths, but correction errors can occur if the Raman analyzer focus is not at the same location in each cuvette. One channel of a multi-channel Raman analyzer can m easure the external standard while other channels simultaneously measure the samples. The lack of a time delay between measurement of the external standard and the samples eliminates error due to short-term variations in instrument parameters such as laser power. Th e m ulti-chann el ap proach also bene ts from having an external standard m easurement for each sample measurem ent. No extrapolation of instrument performance between external standard measurem ents is needed. External standards work focal point well and are frequently used for qu antitativ e R am an analy sis. D e Paepe et al. 38 report coef cients of variance below 1% using an external standard. Many other applications using an external standard are described in the Appendix. The primar y weakness of the multi-channel external standard approach is potential non-equivalence of the optical paths of the external standard and of the sample. For example, a focusing change at the sample or fouling of a collection optic would change the analyte band area without changing the band area of the external standard.
The use of an external standard eliminates the in uence of many experimental variables that have to be carefully held constant when doing quantitative analysis using absolute Raman intensity. External standards eliminate the effect of long-term drift, allowing a quantitative analysis method to work reliably over a long period of time. The external standard can also provide veri cation of proper instrum ent performance. Unfortunately, the external standard does not correct for changes in sample properties such as opacity, refractive index, or moving inhomogeneity. External standards may not be practical nor fully corrective for single-channel kinetics or for on-line measurements.
The limitations of external standards can be addressed by mixing the standard into the sample. Sample properties that affect analyte band area equally affect the band area of the standard. Ideally, no Raman intensity from th e stand ard w o uld overlap the analytical band of the sample. This type of standard is called an internal standard. The concept of an internal standard was developed m ore than 70 years ago 50, 51 to address similar concerns for quantitative analysis using atomic emission. Internal standards provide correction for changes in the sample properties as well as for changes in the Raman analyzer. The measurements of the standard and the analyte can be simultaneous even for singlechannel analyzers and are made un-der identical m easurem ent con ditions. Unfortunately, the addition of a foreign material such as the internal standard to the sample can cause changes in the analyte, resulting in measurem ent error. Equilibria m ay be shifted or chemical reactions m ay occur. Addition of a standard m ay not be practical for continuous online analysis and can be time consuming for laboratory analysis. Adding a foreign material to the sample also sacri ces two of the m ost important bene ts for m any applications of Raman spectroscopy: noninvasive analysis and no need for sample preparation.
M ost R am an spectra contain bands that do not change with the concentration of the analyte. By definition, these bands are a type of noise. However, all form s of noise contain potentially useful inform ation and these bands are not an exception. They can be used as internal standards. The bene ts of using an internal standard can then be obtained without adding a foreign material to the sample.
Solvent bands often make good internal standards. The ratio of the analyte band area to the solvent band area is proportional to the ratio of the analyte m olar concentration to the so lven t m olar co ncentration. T he solvent concentration is essentially constant, as long as it is much larger than the changes in analyte concentration. To the extent that the solvent concentration does change with analyte concentration, the use of a solvent band as an internal standard will cause the analyte band area to have a nonlinear relationship with analyte concentration. F ortunately, the m agnitude and functional form of this nonlinearity are predictable and can be corrected when predictive analytical m odels are created.
Water is a particularly good internal standard for aqueous solutions because of its high m olar concentration and its minimal interference with most of the Raman spectral region. Water has two Raman bands that are commonly used as internal standards: a broad, weak band centered near 1640 cm 2 1 and a broad, stro ng ban d cen tere d near 3 450 cm 2 1 . The strong band is very sensitive to ionic strength, temperature, and anything else that changes hydrogen bonding. The weaker band is much less sensitive to these factors, so it is the preferred internal standard band when it is not too weak for accurate analysis.
The Ram an band of a functional group that is comm on to all the changing m aterials in a sam ple can be used as an internal standard. Even though the m olecules containing that functional group are changing in concentration, the m olar concentration of that functional group is not. It can therefore be used as an internal standard. A good application for this type of internal standard is the quantitative analysis of m onom er concentration during a vin y l p o lym eriza tio n . T h e R am an band from the C5C stretching vibration can be used as the analyte band and a Raman band from a m onom er side-group can be used as the internal standard. The internal standard Ram an band m ust be chosen carefully, how ever, because the Raman cross-section of som e m onom er side-groups changes after polym erization. For example, the ring breathing m ode of the styrene phenol group is m uch stronger than the corresp onding vibration in polystyrene. [52] [53] [54] T h e inter n al stan da rd R am an band does not have to be a single Raman band. It can be the sum of several band areas, the integrated intensity of a whole spectral region, or even the integrated intensity of the entire Raman spectrum . 14, [55] [56] [57] Since different m olecular vibrations can have greatly different Raman cross-sections, it is not obvious that the sum of several integrated band areas would function ver y well as an internal standard. The success of this approach is probably due to a combination of factors including an averaging of cross-sections, a m inimal change in the intensities of m ost of the spectrum area w ith changing analyte concentration, and m anagement of the correction error by the calibration step that follows.
The use of several bands sum med together as the internal standard is m o re fu n d am en ta lly so u n d w he n each band is weighted by its relative cross-section. 58 These relative crosssections are usually not known initially, but can be determ ined from the Raman spectra of m ixtures of standards.
Som etimes the desired quantitative inform ation about a sample is the concentration ratio of two analytes. The ratio of their Raman band areas provides the sam e type of m ultiplicative correction as ratioing a single analyte to an internal standard. If band-area ratios and relative Raman cross-sections are know n for each com ponent of the sample, mass balance can be used to calculate the actual concentrations of each component. An interesting variation on quantitative analysis using analyte band ratios occurs when the two analyte bands are not spectrally resolved, but have different band-center positions. The band center of the unresolved bands is then approxim ately proportional to the fraction of one analyte in the m ixture of the two. This approach has been used to determine the conversion of one crystalline polym orph into another in a slurry 59 and the concentration of aqueous phosphoric acid. 60
QUANTITATIVE ANALYSIS USING RAM AN BAND POSITION
Quantitative Raman analysis of sample composition and other properties d eterm ined by the sam ple composition is almost always based on or derived from band area. Raman band position (or width) is m ost often used for the quantitative determination of sample properties not determined by composition, such as crystallinity, stress, or temperature. Raman band position depends on atomic m asses and the strength of the chemical bond that joins them. The atomic m asses for a given composition do not change, so Raman band position is a measure of the strength of the chemical bond for a given material. Local molecular order, external force, and temperature can all change the chemical bond strength, however. To the extent that they do, they can be quantitatively measured by the resulting Raman band position. For example, stress in silicon lms is proportional to the freq uency shift o f the p ho non band 61, 62 near 521 cm 21 . Nylon temperature can be determined from the band position of the -NH 2 stretching vibration. 63 Polymer crystallinity is often determined from the shape of a Raman band. 56, 64, 65 Less crystalline polymers have a broader range of micro-environments, causing a broader range of band positions for those vibrations affected by micro-environment. Band position data are usually correlated with sample property empirically, so precision and consistency throughout the data set are usually more important than absolute accuracy in the determination of band position.
Raman band position may be dened as the location of the maximum intensity or the location that separates half of the band intensity from the other half. Both are equivalent for symmetric bands. The location of maximum intensity is more commonly used. The Raman band position can be determined by simply locating the maximum intensity point. More precise results are obtained by tting a quadratic function to points near the peak of the band and determining the maximum of the function. The zero-crossing point of a derivative can also be used to determine band position, but factors such as band asymm etry and smoothing associated with the derivative calculation can cause the calculated band position to differ from the actual point of maximum intensity. Curve tting can also be used to measure band position very precisely. Curve tting utilizes all the points in the Raman band and knowledge about the band shape to enhance the precision of Raman band-position determination.
Fourier interpolation can be used prior to determining band position, especially if few er than 10 points de ne the band. Fourier interpolation adds no information to the Ra-m an spectrum , but allows the band m aximum to be accurately located within a fraction of the interval separating adjacent points in the Raman spectrum . The uncertainty in band position can be as m uch as 50 times sm aller than the spectral resolution of the Ram an analyzer. Fourier interpolation does not provide m uch bene t for cur ve tting, however.
UNIVARIATE CALIBRATIO N
The goal of calibration is to nd a mathematical relationship between the metric extracted from a Raman spectrum, such as band area, and the desired property, such as analyte concentration. This mathematical relationship is called an analytical model. W hile it is theoretically possible to calculate an analytical model from rst principles, in practice several necessary constants such as absolute Raman cross-section and optical collection ef ciency are rarely known. As a result, analytical m odels are almost always created by measuring Raman spectra of known samples (the training set) and empirically relating the Raman m etric to the known property. The accuracy of the resulting analytical model is tested by a second set of known samples (the validation set) and by a statistical analysis of how well the analytical m odel ts the training-set data. The analytical model is also examined for how robust it is likely to be against expected variation in future samples.
Since Raman band area is proportional to analyte concentration, a plot of analyte concentration vs. analyte Raman band area produces a straight line. The analytical m odel is then y 5 a 1 bx where x is the analyte concentration and y is the area of the analyte band in its Raman spectrum. Assuming all the error is norm ally distributed random noise in the y variable, the standard deviation, s, for the slope, b, and intercept, a, is given by: 66 focal point FIG. 4 . Plot of normalized Raman intensity from the analyte as a function of analyte concentration. The green curve results from normalization using an internal standard whose concentration does not change with changing analyte concentration. The red curve results from normalization using an internal standard whose concentration decreases with increasing analyte concentration. In the case shown, the mole fraction of the analyte plus that of the internal standard equals one and both materials have the same Raman cross-section. 
The assumption of negligible error in the analyte concentrations of the samples used to m ake the training set is often a good one since these concentrations are often prepared or determined under ideal laboratory conditions. W hen the error in analyte concentration is not negligible, linear least-squares tting and uncertainty estimation become more complex. [67] [68] [69] [70] The uncertainty in predicted concentration can also be estimated by the root m ean square error of prediction, RMSEP, given by:
where n is the number of samples in the validation set, c is the true analyte concentration, and ĉ is the calculated concentration of the analyte. This statistic gives an error estimate that is independent of analyte concentration. W hen the error is known to be dependent on analyte concentration RMSEP can still be used, but it should be calculated over a limited concentration range if enough data points are available. The RMSEP statistic can also be used to identify potential outliers in the calibration data set. Individual points whose error of prediction, (c i 2 ĉ i ), is m uch larger than the RM SEP are potential outliers that could introduce unnecessary error into the analytical m odel.
Another valuable way to test the accuracy and robustness of an ana-lytical m odel is to insert noise into a sample spectrum and determine the resulting error in the concentration calculated by the analytical model. The noise is chosen to represent variations that m ight be present in measurements of future samples. For example, if a Raman analyzer has a calibration shift speci cation of 0.1 cm 2 1 per 8C and a temperature range of 610 8C is expected during future m easurem ents, sh iftin g a sam ple spectrum by 61 cm 2 1 and applying the analytical model will provide an estimate of how this variation will affect the accuracy of the analysis.
Another way to improve the robustness of an analysis is to use a second analytical m odel on the same data set. The second analytical model may be based on a different Raman band or may use a different calculation on the same analytical band used in the rst analytical model. Lack of agreem ent between the two analytical models provides a warning that the results of the analysis are suspect. A common cause for disagreem ent between two models is a sample that is not well represented by the training set used to create the models. This often happens when process conditions are changed, new feed streams are used, or problems develop in the Raman analyzer. The simultaneous use of two or more analytical m odels also provides some robustness against software bugs.
Calibration Curve Nonlinearity. A plot of analyte concentration vs. analyte Raman band area should be linear, but sign i cant d eviations from linearity can occur. Nonlinearity can result from normalizing analyte band areas with an internal standard band whose area changes with analyte concentration. Figure 4 demonstrates this behavior for an analyte dissolved in a solvent. The green calibration curve results from using an internal standard whose concentration does not change with analyte concentration. The red calibration curve results from using the solvent as the internal standard. At low analyte concentration the solvent concentration is approximately constant and the calibration curve is approx-imately linear. Higher analyte concentration displaces the solvent from the sample volume causing nonlinearity in the calibration curve. One way to avoid the nonlinear behavior is to eliminate the normalization and build an analytical m odel based on absolute Raman intensity. A second approach is to incorporate the concentration dependence of the internal standard on the analyte concentration into the analytical model. 71 A third approach is to use the linear model of analyte concentration vs. normalized analyte band area and then correct the error due to internal standard dilution using the known relationship between analyte concentration and solvent concentration. A fourth approach is to use a piecew ise analy tical m o del or locally w eighted re g re ssio n analy sis, 7 2 ,7 3 where a subset of the standards having nearly the same analyte concentration as the unknown are used to predict the analyte concentration in the unknown. A classi cation step is needed prior to prediction in order to decide which standards in the training set to use. The piece-wise analytical m odel essentially breaks a nonlinear calibration curve into a series of straight-line segments.
Nonlinearity in the plot of analyte con cen tration vs. analy te R am an band area also occurs when changing analyte concentration alters the scattering cross-section of the analyte or internal standard band. This can occur when the atoms involved in the vibration interact with their microenvironment and the m icro-environment changes with analyte concentration. Binary m ixtures of acetone and chloroform demonstrate this effect, as shown earlier in Fig. 3 . M ore subtle effects due to interactions between the analyte and the rest of the sample can be identi ed by correlating the analyte prediction error with the concentration of other components in the sample.
Another source of nonlinearity is the existence of the analyte as m ore than one species in equilibrium. If the analyte Raman band comes from only one of the equilibrium species, Raman band area will not usually be proportional to total analyte concentration. For example, a weak organic acid in water is mostly dissociated at low concentration, but is increasingly associated with increasing concentration. The Raman band area of the -CO vibration therefore has a non-2 2 linear relationship with total acid concentration, while the band area of a different vibration of the acid molecule m ay not.
Sample changes not included in the training set can cause an analytical method to fail. This problem is especially comm on in process analysis. The optimal samples for the training set are often not available w itho ut causing a plan t u pset. Changes in feedstock sources m ay m od ify feedstock com p ositio n in ways that are detrimental to an established analytical m ethod. Even the temperature at the m easurement point m ay vary with the season of th e y ear. T hese un co ntro lled or weakly controlled variables m ake error detection and robustness critical for analytical methods used for process control.
M ULTIVARIATE ANALYSIS OF RAM AN SPECTRA
Som etimes quantitative analysis requires the use of m ore than just one Raman band. Consider the prediction of octane num ber in gasoline from its Raman spectrum. Gasoline is a complex m ixture of hydrocarbons. Its octane number is determined by characteristics such as arom aticity an d b ran chin g th at are shared by many gasoline components. Raman spectra are sensitive to these characteristics, but no single Raman band is suf cient to determine octane number. Octane number can be determined, however, by the simultaneous analysis of the entire Raman spectrum or of spectral segm ents con tain ing several R am an bands. Single analytical m ethods that utilize m ultiple quantities or signals are called multivariate m ethods. The mathematics of multivariate methods differ from those of the univariate methods described in the previous sections, but the underlying principles for relating Raman spectra to quantitative information about the sample remain the same. Raman band areas are proportional to analyte concentration. Raman band position, width, and shape sometimes contain useful information as well.
Even when univariate analytical models can be used, multivariate analytical m odels have several advantages over them. Including m ore than one analytical Raman band in the analytical model provides a signal averaging bene t. M ore analyte photons in the analytical model improves the shot-noise-limited signalto -n oise ratio. Ev en non -ra n dom noise, such as detector xed-pattern noise, can be reduced by including more of the Raman spectrum in the analy sis. M ultiv ariate analytical methods use more information than is necessary to determine a sample property. The excess information enables diagnostics, outlier detection, and error estimation that are not possible with univariate methods when a single piece of information is used to predict a single sample property. Similar diagnostics and error estimation could be obtained by doing two or more independent univariate analyses and then examining regions of the spectrum that do not contain analyte Raman bands. Multivariate software packages do this autom atically.
M ultivariate analysis can aid in the identi cation of the spectral regions that are useful for quantitative analysis, as shown in the fourth section. Variance or correlation spectra depend strongly on how the Raman spectra were normalized, however. Consider what would happen if an analyte Raman band were used to normalize a data set. Analyte band areas would not correlate with analyte concentration. Raman bands that normally were unchanging with analyte concentration, such as solvent bands, would correlate with and be predictive of analyte concentration. Such a model would become unstable near the detection limit, though. Normalizing a data set with a signal that changed, but in an uncorrelated way with analyte concentration, focal point could hide analytically useful information.
The strength of multivariate analy tical m od els o ver u niv ariate ones-their use of more of the information present in the data-can also be a weakness. Noise in the training set that happens to correlate with analyte concentration can be incorporated into the analytical model. The internal consistency of such an analytical m odel may be very good, but it m ay fail miserably at predicting analyte concentration in new samples when the chance correlation breaks down. Noise can also be the dominant source of intensity variation between spectra in the training set, obscuring a weak, localized signal due to the analyte. Even when such noise is not strong, it can degrade the perform ance of an analytical model. Hirschfeld 74 reports an interesting example of this in qualitative analysis. The quality of library searching was observed to improve when randomly selected portions of the spectrum were excluded from the search. The improved searching apparently resulted from minimizing the impact of impurities in the library spectra! M ultivariate analytical models can also be very sensitive to x-axis error. Small shifts in wavenumber calibration create derivativelike intensity variation between spectra that some multivariate methods will try to correlate with analyte concentration. Powerful integrated multivariate analysis software packages can provide plausible, but wrong, results. It is important to carefully test multivariate m odels and to understand the basis for their predictions.
S everal differe n t m ultivariate methods that have been used to analyze Raman data are brie y described and contrasted below. A detailed description of these methods is beyond the scope of this article, but can be found in chemometrics textbooks [75] [76] [77] and in the speci c references noted.
Spectral Stripping. The spectral stripping operation consists of multiply ing the pu re analyte R am an spectrum by a constant and subtracting the resulting product from the Raman spectrum of the sample. 29 The analyte concentration is proportional to the value of the constant that eliminates the analyte Raman intensity from the Raman spectrum of the sample. A calibration curve and some form of spectral normalization are usually required to convert this constant into an absolute analyte concentration. Spectral stripping has been described 78 as a ''mathematical titration''. It is often used m ultiple times on the same sample spectrum in conjunction with library searching to determine the identities of multiple components in a sample.
There are several different ways to determine the value of the spectralstripping constant. In the simplest case, an isolated analyte band exists in the Raman spectrum of the sample. The correct value of the spectral-stripping constant rem oves this band, and produces a synthetic Raman spectrum of the sample at zero analyte concentration. If no isolated analyte band can be found, the value of the spectral-stripping constant that minimizes the complexity of the sample spectrum can be used. Spectral complexity, the indicator for the mathematical titration, is measured by the rank of the training set spectral matrix. Ideally, the rank of this matrix equals the number of components in the sample. The term ''component'' may include not only the different chemical species in the sample, but also variables such as temperature that are not constant in the data set. Complete subtraction of the spectrum of one component reduces the rank of the matrix by one. This m ethod of determining spectral complexity is called rank annihilation. [78] [79] [80] [81] [82] Spectral stripping can also be done using an iterative leastsquares method, 82 by m inimizing the absolute area of a derivative, 83 or by a ratio method. 84 An important assumption in the spectral-stripping operation is that the analyte spectrum is not changed by the rest of the sample. This assumption is often violated when the analyte interacts with other components in the sample through hydrogen bonding or dipole-dipole interactions.
Cross-Correlation.
Raman band area can also be d eterm ined by cross-correlating 85 the Raman spectrum of the sample with the Raman spectrum of the analyte. 86 Equation 5 below describes this operation.
is the correlation function, S (t) is the Raman spectrum of the sample, and A(x 1 t) is the Raman spectrum of the analyte. The value of the correlation function at x 5 0 is proportional to the analyte band area. The main bene t of Raman bandarea determination using cross-correlation is that it does not require separation of the analyte band from the Raman spectrum of the matrix. Another bene t of cross-correlation is the improved signal-to-noise ratio that can result from using the entire Raman spectrum rather than a small spectral segment. The value of the correlation function at x 5 0 for zero analyte concentration depends on the spectrum of the analyte matrix and is generally not equal to zero. Analyte band area determination using cross-correlation should, therefore, probably be limited to cases where the analyte m atrix spectrum does not change very m uch.
Direct Classical Least Squares (D C L S ). D irect classical least squares nds the linear combination of spectra from the pure components making up the sample that m ost closely matches the Raman spectrum of the sample. The m ultiplicative constants used on the pure spectra are proportional to the concentrations of their respective components. The difference between the sample spectrum and the linear combination of pure component spectra is called the residual spectrum. The residual spectrum is the portion of the sample spectrum that is not described by the pure component spectra and is useful for diagnostic purposes. DCLS requires Raman spectra of all the pure materials that m ake up the sample. Like spectral stripping, DCLS assumes that the pure component spectra are not changed when the pure components are mixed together.
Indirect Classical Least Squares (IC L S).
Ind irect classical least squares rst estimates the Raman spectra of the pure components that make up the sample from a series of mixture spectra and then applies DCLS. ICLS is useful when pure component spectra are not available or when interactions between the sample components change the pure com p onen t spectra. Lik e D C LS , ICLS needs to account for all the variation in the sample spectrum using only the component spectra that make up the sample. Intensity in the sample spectrum from anything other than the estimated pure component spectra creates error in the analysis or shows up in the residuals spectrum.
Inverse Least Squares (ILS). Inverse least-squares methods express analyte concentration as a function of spectrum variables. Each intensity value in a digitized spectrum is a spectrum variable. Notice that unlike classical least-squares m ethods, ILS does not require inform ation about the other components that make up the sample. This is a big advantage since such information is often not available. An important requirement for all ILS methods is that the number of samples in the training set must be equal to or greater than the number of spectrum variables. Raman spectra often contain thousands of spectrum variables, making the number of samples required for the training set unreasonably large. Several ILS methods are differentiated by the way they reduce the size of the training set to a m anageable number of samples. ILS methods used for Raman analysis include multiple linear regression, principal com p onen ts analy sis, and partial least squares.
A subtle, but very important point about ILS m ethods is that they correlate analyte concentration with the sample spectrum. This is different from a direct cause-and-effect relationship. Random noise may happen to correlate with sample concentration in a given training set. Poor experiment design m ay cause spectral features that are not from the analyte to correlate with analyte concentration. In both cases, internal diagnostics may indicate good predictive performance, but the resulting model may have poor robustness or m ay even fail completely when applied to new samples.
Can random noise really look like the analytical signal? Consider the digits of p. They can be used as a random number generator since they have no particular pattern . . . or do they? If p is calculated in base 26, each digit can be assigned to a letter of the alphabet. Starting at the 8th digit after the decimal point we can nd the p hrase ''R am an IsB est''. Starting at digit 54 is the phrase ''ToIR isH u m an'' and at dig it 136 290 is the rest of the phrase ''ToRamanDivine''. Although many may consider these phrases to be an analytical signal worthy of attention, they are really just examples of chance correlation. 87 M u ltip le L in ear R eg ressio n (M LR). Multiple linear regression is one example of an ILS model. MRL reduces the number of samples required in the training set by using only a limited number of the spectral variables in the Raman spectra. Selection of the spectral variables may be based on spectral knowledge. It is also possible to optimize MLR models by iteratively selecting variables and testing the predictive performance of the resulting model. A bene t of MLR models is their simplicity. The elimination of most of the spectral variables, however, reduces m ultiv ariate sig nal av eraging an d greatly limits m ultivariate diagnostic capabilities.
Principal C om p onent R egression (PCR). Principal com ponent regression is another type of ILS model. PCR reduces the number of samples required in the training set by using principal components analysis (PC A) to compress the spectra without signi cant loss of information. The thousands of variables in each original spectrum are replaced by a linear combination of several new variables (factors or loadings). PCR can be thought of as PCA followed by M LR, but the actual computation does these operations simultaneously. Unlike MLR, PCR retains the multivariate signal averaging bene t and the diagnostic capabilities typical of an over-determined system.
Pa rtial L ea st S q u ares (P L S). Partial least squares is probably the most popular ILS m odel for quantitative Raman analysis. Like PCR, PLS uses factor analysis to compress the size of the spectra and to remove redundant inform ation. The difference between PCR and PLS is in the detail of how the compression is done. PLS uses the analyte concentration inform ation along with sample variance in the compression process to create factors that are correlated w ith analyte con cen tratio n. PCR just uses sample variance. If the variance in the training set due to analyte concentration is sm all compared to other sources of variance, PLS is expected to have an advantage over PCR. In most other cases it is not clear that PLS offers a signi cant bene t over PCR. 75, 88 Like PCR, PLS retains the multivariate signal averaging bene t and the diagnostic capabilities typical of an over-determined system.
CONCLUSIO N
Raman spectroscopy is a powerful and well-established tool for quantitative analysis. The high information content and good spectral resolution typical of Raman spectra often allow simple analytical models to be accurate and robust. Spectral preprocessing, noise analysis, and multivariate methods extend the quantitative capabilities to more complex samples. The recent availability of rugged, turnkey analyzers together with exible, non-contact sampling bene ts m ake the future for quantitative R am an an alysis lo ok ver y promising indeed. 1 22 29 Glucose and more in blood, serum Glucose and more in blood, serum Glucose, lactate, urea in aqueous solutions and aqueous humor Glucose, acetam inophen, urea, ethanol in simulated blood serum Total unsaturation in oils and margarines cis-Isomer content in fats and oils
