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On the Distribution of GSVD
Zhuo Chen, Zhiguo Ding, Senior Member, IEEE
Abstract
In this paper, some new results on the distribution of the generalized singular value decomposition
(GSVD) are presented.
I. SOME NEW RESULTS ON GSVD
In this section, the GSVD of two Gaussian matrices is defined first. Then, the distribution of
the squared generalized singular values are presented.
A. Definition of GSVD
Given two matrices A ∈ Cm×n and C ∈ Cq×n, whose entries are i.i.d. complex Gaussian
random variables with zero mean and unit variance. Let us define k = rank((AH ,CH)H) =
min{m + q, n}, r = rank((AH ,CH)H) − rank(C) = min{m + q, n} − min{q, n}, and s =
rank(A) + rank(C)− rank((AH,CH)H) = min{m,n}+min{q, n}−min{m+ q, n}. Then, the
GSVD of A and C can be expressed as follows [1]:
UAQ = (ΣA,O) and VCQ = (ΣC,O) , (1)
where ΣA ∈ C
m×k and ΣC ∈ C
q×k are two nonnegative diagonal matrices, U ∈ Cm×m and
V ∈ Cq×q are two unitary matrices, and Q ∈ Cn×n can be expressed as in (9).
Moreover, ΣA and ΣC have the following form:
ΣA =


Ir
SA
OA

 and ΣC =


OC
SC
Ik−r−s

 , (2)
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2where SA = diag(α1, · · · , αs) and SC = diag(β1, · · · , βs) are two s × s nonnegative diagonal
matrices, satisfying S2
A
+S2
C
= Is. Then, the squared generalized singular values can be defined
as wi = α
2
i /β
2
i , i ∈ {1, · · · , s}.
B. Distribution of the squared generalized singular values
To characterize the distribution of the squared generalized singular value wi, a relationship
between wi and the eigenvalue of a common matrix model is established first as in the following
theorem.
Theorem 1: Suppose thatA ∈ Cm×n and C ∈ Cq×n are two Gaussian matrices whose elements
are i.i.d. complex Gaussian random variables with zero mean and unit variance and their GSVD
is defined as in (1). Without loss of generality, it is assumed that q ≥ m. Then, the distribution of
their squared generalized singular values, wi, i ∈ {1, · · · , s}, is identical to that of the nonzero
eigenvalues of L, where
L = XH
(
YYH
)−1
X. (3)
X ∈ Cm
′
×p and Y ∈ Cm
′
×n′ are two independent Gaussian matrices whose elements are are
i.i.d. complex Gaussian random variables with zero mean and unit variance. Moreover, m′, p
and n′ can be expressed as follows:
(m′, p, n′) =

 (n,m, q) q ≥ n(q, s, n) q < n < (q +m) . (4)
When (q +m) ≤ n, s = 0 and ΣA and ΣC are deterministic.
Proof: See Appendix A.
The distribution of the nonzero eigenvalues of L can be characterized as in the following
corollary.
Corollary 1: Suppose that L = XH
(
YYH
)
−1
X, and X ∈ Cm
′
×p and Y ∈ Cm
′
×n′ are two
independent Gaussian matrices whose elements are are i.i.d. complex Gaussian random variables
with zero mean and unit variance. And, it is assumed that m′ ≤ n′. Then, the joint probability
density function (p.d.f.) of the nonzero eigenvalues of L can be characterized as follows:
fm′,p,n′(w1, · · · , wl) =Mm′,p,n′
∏l
i=1w
t1
i∏l
i=1(1 + wi)
t2
l∏
i<j
(wi − wj)
2, (5)
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3where l = min{p,m′}, t1 = |m
′ − p|, t2 = p+ n
′, and Mm′,p,n′ can be expressed as follows:
Mm′,p,n′ =


pim
′(m′−1)Γ˜m′ (p+n
′)
m′!Γ˜m′(p)Γ˜m′ (n
′)Γ˜m′ (m
′)
p ≥ m′
pip(p−1)Γ˜p(p+n′)
p!Γ˜p(m′)Γ˜p(p+n′−m′)Γ˜p(p)
p < m′
, (6)
where m′! = 1× 2× · · ·m′ and Γ˜m′(p) is the complex multivariate gamma function [2].
Proof: Following steps similar to those in [3, Appendix A], the distribution of the nonzero
eigenvalues of L can be obtained.
Moreover, the marginal p.d.f. of wi, i ∈ {1, · · · , l}, can be characterized as in the following
lemma.
Lemma 1: The marginal p.d.f. derived from (5) can be expressed as follows:
gm′,p,n′(wl) =Mm′,p,n′g
′
l,t1,t2
(wl) or
1
w2l
Mm′,p,n′g
′
l,t′1,t2
(1/wl), (7)
where t′1 = n
′ −m′ and g′l,t1,t2(wl) can be expressed as follows:
g′l,t1,t2(wl) =
∑
σ1,σ2∈Sl
sign(σ1)sign(σ2)
w
t1+2l−σ1(l)−σ2(l)
l
(1 + wl)t2
(8)
×
l−1∏
i=1
B(t1 + 2l − σ1(i)− σ2(i) + 1, t2 − t1 − 2l − 1 + σ1(i) + σ2(i)),
where σ1 = (σ1(1), σ1(2) · · ·σ1(l)), σ2 = (σ2(1), σ2(2) · · ·σ2(l)) ∈ Sl are permutations of length
l, sign(∗), (∗) ∈ {σ1, σ2}, is 1 if the permutation is even and −1 if it is odd, and B(t1 + 2l −
σ1(i)− σ2(i) + 1, t2 − t1 − 2l − 1 + σ1(i) + σ2(i)) is the Beta function [4].
Proof: See Appendix B.
C. Some properties about Q
As shown in [1], the GSVD decomposition matrix Q is often used to construct the precoding
matrix at the transmitting end. In this section, some properties about Q are discussed.
First, define B = (AH ,CH)H . As shown in [5, eq.(2.2)], Q can be expressed as
Q = Q′

 (WHR)−1
On−k

 , (9)
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4where Q′ ∈ Cn×n andW ∈ Ck×k are two unitary matrices, R ∈ Ck×k is a nonnegative diagonal
matrix and has the same singular values as the nonzero singular values of B. Thus, the power
of Q can be expressed as
trace{QQH} = trace

Q′

 R−1W
On−k



 WHR−H
On−k

Q′H

 (10)
= trace

Q′HQ′

 R−1R−H
On−k




= trace
{(
RHR
)−1}
=
k∑
i
λ−1B,i,
where λB,i, i ∈ {1, · · · , k}, are the nonzero eigenvalues of BB
H .
Note that A and C are two independent Gaussian matrices. Then, it is easy to know that
BBH is a Wishart matrix. Finally, directly from [6, Lemma 2.10], the following corollary can
be derived.
Corollary 2: Suppose that A ∈ Cm×n and C ∈ Cq×n are two Gaussian matrices whose
elements are i.i.d. complex Gaussian random variables with zero mean and unit variance and
their GSVD is defined as in (1). The average power of the GSVD decomposition matrix Q can
be expressed as follows:
E{trace{QQH}} =
min{m+ q, n}
|m+ q − n|
. (11)
APPENDIX A: PROOF OF THEOREM 1
1. The case when q ≥ n
When q ≥ n, k = rank((AH,CH)H) = min{m + q, n} = n, r = rank((AH,CH)H) −
rank(C) = min{m+ q, n}−min{q, n} = 0, and s = rank(A)+ rank(C)− rank((AH,CH)H) =
min{m,n} + min{q, n} −min{m + q, n} = min{m,n}. Thus, from (1), the GSVD of A and
C can be further expressed as follows:
UAQ = ΣA and VCQ = ΣC. (12)
Moreover, when k = n, as shown in (9), Q is nonsingular and it can be shown that
AHA = Q−HΣH
A
ΣAQ
−1 and CHC = Q−HΣH
C
ΣCQ
−1. (13)
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5Furthermore, from (2), it can be shown that
ΣH
A
ΣA =

 SHASA
On−s

 and ΣH
C
ΣC =

 SHCSC
In−s

 . (14)
Thus,
(
CHC
)
−1
AHA can be expressed as
(
CHC
)
−1
AHA = Q

 SHASA [SHCSC]−1
On−s

Q−1. (15)
Recall that SA = diag(α1, · · · , αs) and SC = diag(β1, · · · , βs). Then, it can be shown that
SH
A
SA
[
SH
C
SC
]
−1
= diag(α21/β
2
1 , · · · , α
2
s/β
2
s ) = diag(w1, · · · , ws). Finally, it is easy to see that
the distribution of wi, i ∈ {1, · · · , s}, is identical to that of the nonzero eigenvalues of L, where
L = A
(
CHC
)−1
AH (16)
= XH
(
YYH
)−1
X.
X ∈ Cm
′
×p = AH and Y ∈ Cm
′
×n′ = CH are two independent Gaussian matrices whose
elements are are i.i.d. complex Gaussian random variables with zero mean and unit variance.
Moreover, (m′, p, n′) = (n,m, q).
2. The case when q < n < (q +m)
When q < n < (q + m), k = rank((AH ,CH)H) = min{m + q, n} = n, r =
rank((AH ,CH)H) − rank(C) = min{m + q, n} − min{q, n} = n − q, and s = rank(A) +
rank(C) − rank((AH ,CH)H) = min{m,n} + min{q, n} − min{m + q, n} = m + q − n.
As shown in (2), w1, · · · , ws are the squared generalized singular values of A and C, and
α2i =
wi
1+wi
, i ∈ {1, · · · , s}.
On the other hand, define B = (AH,CH)H and the SVD of B as B = PΣBR. Note that
P ∈ C(m+q)×(m+q) is a Haar matrix. Divide P into the following four blocks:
P =

 P11 P12
P21 P22

 , (17)
where P11 ∈ C
m×n and P22 ∈ C
q×(m+q−n). From [5, eq.(2.7)], it is easy to see that α21, · · · , α
2
s
equal the non-one eigenvalues of P11P
H
11. Moreover, from the fact that P is a Haar matrix, it
can be shown that
PPH = PHP = Im+q. (18)
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6Thus, the following equations can be derived:
P11P
H
11 +P12P
H
12 = Im and P
H
22P22 +P
H
12P12 = Im+q−n. (19)
Note that P12P
H
12 and P
H
12P12 have the same non-zero eigenvalues. Thus, P11P
H
11 and P
H
22P22
have the same non-one eigenvalues. Therefore, α21, · · · , α
2
s equal the non-one eigenvalues of
PH22P22. Define P
′ as
P′ =

 PH22 PH12
PH21 P
H
11

 . (20)
It is easy to see that P′P′H = P′HP′ = Im+q and P
′ is also a Haar matrix.
Then, from the above discussions, it can be concluded that the distribution of α1, · · · , αs is
identical to the distribution of the non-one singular valus of the m × n or (m + q − n) × q
truncated sub-matrix of a (m + q) × (m + q) Haar matrix. Thus, define A′ ∈ C(m+q−n)×q and
C′ ∈ Cn×q, whose entries are i.i.d. complex Gaussian random variables with zero mean and unit
variance. The distribution of the squared squared generalized singular values of A and C, is
identical to that of the squared squared generalized singular values of A′ and C′. Since n > q,
from Appendix A-1, it can be known that the distribution of the squared squared generalized
singular values of A′ and C′, is identical to that of the eigenvalues of L = XH
(
YYH
)
−1
X,
where X ∈ Cq×(m+q−n) and Y ∈ Cq×n are two independent Gaussian matrices whose elements
are are i.i.d. complex Gaussian random variables with zero mean and unit variance.
This completes the proof of the theorem. 
APPENDIX B: PROOF OF LEMMA 1
First, the marginal p.d.f. derived from (5) can be expressed as follows:
gm′,p,n′(wl) =
∫
∞
0
· · ·
∫
∞
0
Mm′,p,n′
∏l
i=1w
t1
i∏l
i=1(1 + wi)
t2
l∏
i<j
(wi − wj)
2dw1 · · · dwl−1 (21)
= Mm′,p,n′
∫
∞
0
· · ·
∫
∞
0
f ′l,t1,t2(w1, · · · , wl)dw1 · · · dwl−1
= Mm′,p,n′g
′
l,t1,t2
(wl),
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7where f ′l,t1,t2(w1, · · · , wl)dw1 · · · dwl−1 =
∏l
i=1 w
t1
i∏l
i=1(1+wi)
t2
∏l
i<j(wi − wj)
2, and
g′l,t1,t2(wl) =
∫
∞
0
· · ·
∫
∞
0
f ′l,t1,t2(w1, · · · , wl)dw1 · · · dwl−1 (22)
=
∫
∞
0
· · ·
∫
∞
0
∏l
i=1w
t1
i∏l
i=1(1 + wi)
t2
l∏
i<j
(wi − wj)
2dw1 · · · dwl−1.
Note that
∏l
i<j(wi − wj)
2 can be expressed as
l∏
i<j
(wi − wj)
2 = |W|2 (23)
=
∣∣∣∣∣∣∣∣∣∣∣
wl−11 w
l−2
1 . . . 1
wl−12 . . . . . . 1
...
. . .
...
...
wl−1l . . . . . . 1
∣∣∣∣∣∣∣∣∣∣∣
2
.
Thus,
∏l
i<j(wi − wj)
2 can be further expressed as
l∏
i<j
(wi − wj)
2 = |W|2 =
∑
σ1,σ2∈Sl
sign(σ1)sign(σ2)
l∏
i=1
w
2l−σ1(i)−σ2(i)
i . (24)
Therefore, g′l,t1,t2(wl) can be expressed as
g′l,t1,t2(wl) =
∑
σ1,σ2∈Sl
sign(σ1)sign(σ2)
∫
∞
0
· · ·
∫
∞
0
l∏
i=1
w
t1+2l−σ1(i)−σ2(i)
i
(1 + wi)t2
dw1 · · · dwl−1.(25)
=
∑
σ1,σ2∈Sl
sign(σ1)sign(σ2)
w
t1+2l−σ1(l)−σ2(l)
l
(1 + wl)t2
l−1∏
i=1
∫
∞
0
w
t1+2l−σ1(i)−σ2(i)
i
(1 + wi)t2
dwi.
Moreover, from Eq.(3.194.3) [4], it can be shown that
∫
∞
0
w
t1+2l−σ1(i)−σ2(i)
i
(1+wi)t2
dwi = B(t1 + 2l −
σ1(i)− σ2(i) + 1, t2 − t1 − 2l − 1 + σ1(i) + σ2(i)). Then, g
′
l,t1,t2
(wl) can be expressed as
g′l,t1,t2(wl) =
∑
σ1,σ2∈Sl
sign(σ1)sign(σ2)
w
t1+2l−σ1(l)−σ2(l)
l
(1 + wl)t2
(26)
×
l−1∏
i=1
B(t1 + 2l − σ1(i)− σ2(i) + 1, t2 − t1 − 2l − 1 + σ1(i) + σ2(i)).
On the other hand, as shown in (22), g′l,t1,t2(1/wl) can be be expressed as
g′l,t1,t2(1/wl) =
wt2−t1l
(1 + wl)t2
∫
∞
0
· · ·
∫
∞
0
∏l−1
i−1w
t1
i∏l−1
i=1(1 + wi)
t2
l−1∏
i=1
(
wi −
1
wl
)2
(27)
×
l−1∏
i<j
(wi − wj)
2dw1 · · · dwl−1.
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8Moreover, define w′i =
1
wi
, i ∈ {1, · · · , l−1}. Then, g′l,t1,t2(1/wl) can be be further expressed as
g′l,t1,t2(1/wl) =
wt2−t1l
(1 + wl)t2
∫
∞
0
· · ·
∫
∞
0
w
−2(l−1)
l
∏l−1
i−1w
′t2−t1−2l
i∏l−1
i=1(1 + w
′
i)
t2
l−1∏
i=1
(w′i − wl)
2
(28)
×
l−1∏
i<j
(w′i − w
′
j)
2dw′1 · · · dw
′
l−1
= w2l
wt2−t1−2ll
(1 + wl)t2
∫
∞
0
· · ·
∫
∞
0
∏l−1
i−1w
′t2−t1−2l
i∏l−1
i=1(1 + w
′
i)
t2
l−1∏
i=1
(w′i − wl)
2
×
l−1∏
i<j
(w′i − w
′
j)
2dw′1 · · · dw
′
l−1
= w2l g
′
l,t′1,t2
(wl),
where t′1 = t2− t1−2l = n
′−m′. Thus, it can be known that gm′,p,n′(wl) =Mm′,p,n′g
′
l,t1,t2
(wl) =
Mm′,p,n′(1/wl)
2g′l,t′1,t2
(1/wl).
This completes the proof of the lemma. 
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