ABSTRACT The communication needs of the different stages of production proposed in the new industrial generation (INDUSTRY 4.0), demand devices that can handle high availability protocols. This paper presents an architecture of a cyber physical production system gateway that can be implemented in an SoC, integrating high availability communication interfaces as the high-availability seamless redundancy/ parallel redundancy protocol (HSR/PRP), industrial ethernet communication interfaces (e.g. Profinet), and connections to sensors and actuators (e.g. Modbus series). Considering the software and hardware adaptability that the architecture should have, field programmable gate array and reconfigurable devices, in general, are considered as the best options for implementation, since the architecture requires high levels of hardware and software flexibility. The proposed architecture was validated in an experimental environment that is implemented utilizing electronic design automation tools, IP cores, and Python libraries developed by third parties is presented, to achieve a device which handles high availability communication HSR/PRP, Profinet, Profibus, and Modbus.
I. INTRODUCTION
Advances in digital electronics and communications networks have allowed embedded systems to be interconnected to generate a new group of systems that are responsible for more complex activities, these systems are called Cyber Physical Systems. The term ''Cyber Physical Systems'' (CPS), originated in 2006 and was coined by Helen Gill of the US-based National Science Foundation, which refers to the integration of computing with physical processes [1] , [2] . The main difference between embedded systems and CPSs is the existence of a communication network to interconnect computer systems. Therefore, a CPS is a system of systems. In short, CPS are complex, multidisciplinary systems, characterized by integrating physical components (sensors, actuators), processing (control, data analysis), and communications, which can interact with other systems and humans [3] - [6] .
Several sectors are researching about CPS: automotive [7] , maritime and aerospace industry [8] , [9] , air traffic control, smart buildings [10] , energy networks [11] , [12] , medical equipment [13] , cyber-defense [14] , and industry. In this concern, the denomination Cyber Physical Production System (CPPS) is widely used to describe autonomous and cooperative elements and sub-systems, which are related with each other in the different stages of the production.
The CPPS have huge social and economic potential. Many organizations are heavily investing in the development of this technology. Examples are the Industry 4.0 in Europe [15] , [16] , Smart Manufacturing Leadership Coalition in USA [17] , [18] , and other initiatives by other highly industrialized countries (e.g. Industrial Internet Consortium) [19] .
The goal of these initiatives is to generate a paradigm shift in the industry, replacing the hierarchical structure stated as the automation pyramid for an industrial infrastructure, which is designed to develop highly customized products by keeping the cost associated with a large scale production [20] - [22] .
Changes in the structure, organization and manufacturing culture generate an increase of communication requirements among the different elements of the (industrial) network, increasing the complexity of the CPPS. Communication and automation systems requirements in this 'New Industry' are the following: support for real time operation, heterogeneous network management, high-availability (even in the same scenario combined with safety requirements) and accurate synchronization. In this regard, a CPPS may fulfill these features ensuring high-availability communications and operations, flexibility, and offering different resources for highaccuracy synchronization and deterministic processing. For that reason, the communication systems are becoming the most important elements when designing a CPPS, as it must be reliable, secure, efficient and must perform real-time data processing [23] . Therefore, a production system should consider the inclusion of CPPSs from the design stages, by means of standardized communication protocols. In this way, interoperability between devices of different manufacturers is allowed, making the integration between the different levels of automation more efficient, as shown in Fig. 1 .
Nowadays there are SoC devices that allow to implement CPPS with industrial communications, for example Hilscher Next90 [24] and TI Sitara [25] , these SoCs have the advantage of having interfaces which support the most popular industrial communication standards, but they have the limitation of not being able to adapt to the new standards and future industry requirements 4.0. For this reason, it is necessary to design CPPS in SoC that integrates an FPGA, so that they are reconfigurable and can satisfy the requirements that are raised in the new standards in development. For example, Altera and Xilinx have SoC that includes a dual ARM Cortex-A9 hard processor system (HPS) with the FPGA fabric using a highbandwidth interconnect backbone. It combines the performance and power savings of Application Specific Integrated Circuit (ASIC) with the flexibility of programmable logic. In this article the development of a CPPS using a Xilinx SoC is exposed.
The main contribution of this paper is the development of an architecture of a CPPS Gateway, that can be implemented in a SoC platform, and that can establish communication with the different elements that can be found in an industrial environment, through interfaces such as HSR / PRP, Ethernet field buses such as Profinet, and serial fieldbus such as Modbus and Profibus.
The paper is organized as follows. Section II describes fieldbus and high-availability communications technologies their advantages and disadvantages. The proposed architecture is detailed in Section III. Section IV details the implementation of the architecture in an FPGA. Section V presents an application proposal to validate the applicability of the architecture in the industry. Finally, Section VI discusses the conclusions and future work in this field.
II. COMMUNICATIONS TECHNOLOGIES A. FIELDBUS
Communication systems must have interfaces that can handle various types of industrial communications protocols. The interface set and communication protocol is called fieldbus. Two types of fieldbus can be identified in an industrial environment: Ethernet-based fieldbus and serial fieldbus. To implement the topologies as presented in Fig. 1 , it is necessary to have network equipment to integrate and to handle different types of industrial protocols.
Ethernet-based fieldbus is used in environments where higher bandwidth, higher performance, real-time operation, and the ability to connect more nodes to the network over longer distances is required. Also, in an industrial environment, Ethernet fieldbus connects the equipment from field level to management level. It also offers support for information technology (IT) (e.g., TCP / IP, UDP, SNMP, FTP...) and for data transfer at all levels of the automation pyramid [26] . Examples for Ethernet fieldbus are the following: Profinet, EtherCAT, Modbus / TCP, Ethernet / IP, Powerlink Ethernet, Sercos III, CC-Link IE, among others.
In contrast, serial fieldbus is used in low data rate applications and in networks interconnecting a reduced number of devices. Serial fieldbus also offers real-time operating capabilities. The RS-485 and CAN standards are the basis for the implementation of this type of fieldbus. Serial fieldbus examples are Modbus, Profibus, Interbus, DeviceNet, CC-link, among others.
1) PROFINET FIELDBUS
Profinet is an open Ethernet standard that complies with the IEC 61158 specification for industrial automation. This type of fieldbus connects devices from the field level (PLCs and other devices) to the management level (computer systems and the Internet). Profinet has two main performance classes:
• Profinet-RT uses a standard Ethernet MAC. However, in TCP / IP layers critical time data is bypassed to provide deterministic performance. Profinet-RT is a softwarebased solution.
• Profinet-IRT requires dedicated hardware (ASIC or FPGA) for implementation of both master devices and slaves. Assigning a specific part of each time cycle guarantees real-time performance. In Profinet, two application levels can be recognized, the Profinet-IO and Profinet-CBA (Component Based Automation). For connections with input/output devices the Profinet-IO is used, and for connections between distributed automation processes the Profinet-CBA is used.
Profinet-IO uses three different communication channels to exchange data between control systems and other devices, which are the standard TCP/IP channel, the Real Time (RT) channel and the Isochronous Real Time (IRT) channel. The standard TCP / IP channel is used for parameterization, configuration, and acyclic read and write operations. For standard cyclic data transfer, and alarms the RT channel is used. The third channel, IRT is a high-speed channel, which is used in applications of critical control.
Profinet-CBA was designed for distributed industrial automation applications. Profinet-CBA is based on the Distributed Component Object Model (DCOM) and Remote Procedure Call (RPC) technology.
Profinet is suitable to make connections with speeds of 100 Mbps, which is enough at field level. It can be implemented in various transmission media, such as copper wire, fiber optic and industrial Wireless LAN (iWLAN). In addition, it can support a wide variety of topologies such as star, tree, line and ring, as presented in Fig. 2 .
2) MODBUS FIELDBUS
The Modbus protocol is one of the oldest SCADA protocols, generally used in industrial control applications and monitoring processes. Considering the reduced complexity of the hardware and software needed to process the protocol stack, it is possible to obtain simpler and economic solutions than in other industrial networks [27] .
The Modbus protocol can be divided into two main versions: Modbus serial and Modbus TCP, each version offers unicast and multicast transmission mechanisms between one or several masters and one or more slaves. Although Modbus provides robust communication, security was not taken into account during the development phase of the protocol. As a result, it is susceptible to various forms of attack, such as identity spoofing, denial of service, and message modification [28] . Up to 250 devices can be connected to the Modbus bus. Master-slave architecture is used for transmitting data between two devices. The Modbus serial protocol uses two transmission modes. ASCII, sending each byte as two ASCII characters , and RTU, where each byte is sent as two hexadecimal four bit characters. The RTU mode is more efficient and is used in most industrial networks. It uses the specifications of RS-485 standard to transfer data and reaches maximum transmission speeds up to 19.2 Kbps. The structure of a Modbus frame is presented in Fig. 3 . 
3) PROFIBUS FIELDBUS
Profibus was developed in 1987 and since then it has been established as the market leader in fieldbus technology. It is an international standard fieldbus that follows the European standards EN 50170 and EN 5024. The most common use of Profibus is to interconnect different devices from different manufacturers without special requirements. Additionally, it can be used in time critical applications, and complex communication goals. Actually, the Profibus user organization is working on the implementation of a tool that vertically connects Profibus to a basic TCP / IP network [29] .
This field bus maintains a controlled communication using a master-slave structure. Master devices are active stations and can send messages without request. A wide range of devices can work as slaves in these communication networks. Examples are sensors, relay actuators, frequency converters or solenoid valves. These devices need to be smart enough to support standard protocols. Their role is passive, since they only transmit when a previous request has been made. These nodes can talk to the active nodes through a simple question and answer mechanism. However, they cannot directly dialogue between them. Apart from these two types of nodes, there are other essential blocks in the bus architecture. Repeaters that perform the role of simple two-way transceivers that regenerate the signal. The maximum number of nodes that can be connected to each bus segment without the need for repeaters is 32. For this limitation, repeaters count themselves as a node. Therefore, the maximum number of bus nodes is 127, with a maximum of 32 active nodes.
In Profibus there are five frame formats, as shown in Fig. 4 . Fixed length frame without data, fixed length frame with data, variable length frame, token frame, and short acknowledgment frame.
Profibus offers a unique solution for the entire structure of a plant, and has three versions: 1) Profibus-PA is designed with the emphasis on process automation, where high speed and reliable communication are required. The protocol allows the link between automation systems and process control systems with field devices, such as pressure, temperature, and level sensors. PA can be used as a substitute for analog technology from 4 to 20 mA. 2) Profibus-DP has been developed for high-speed and low-cost applications, especially for communication between control systems and distributed I / O devices. Layer 1 (physical), layer 2 (data link) of the OSI model is used. The protocol uses the standard RS-485 or fiber optic, with speeds of transmission between 9.6 kbps to 12 Mbps. 3) Profibus FMS is a general purpose data communication solution at the cell level. At this level, the programmable controllers (PLC's and PC's) communicate with each other. In this area of application it is more important a high degree of functionality than a fast response of the system. Layers 1, 2 and 7 of the OSI reference model are used in this release. As it has been presented, there is an extensive variety of field buses that allow data exchange between different devices in an industrial infrastructure. Consequently, it is necessary to have equipment capable to be adapted to the communication requirements of an industrial environment.
B. HIGH-AVAILABILITY
High-availability involves resilience in hardware and software but, also in network communication. Reliable Ethernet Networks are gaining acceptance for many Industrial Automation applications. One illustrative example of this evolution, is the adoption by the International Electrotechnical Commission (IEC) of the High-availability Seamless Redundancy (HSR) Ethernet based protocol for Power Substations Automation (IEC 62439-3 clauses) [30] . HSR offer zero switch-over delay time, no-frames lost in case of failure, and strong means for Network Supervision at Layer 2. As this protocol is a standard, it ensures inter-operability between manufactures and it can be implemented fully on hardware, non-overloading the CPPS's CPU.
Since HSR provides redundancy by sending packets through a ring network, it can be suitable for the network topology of industrial plants and new Smart Grid Implementations. A simple HSR network consists of Doubly Attached bridging Nodes HSR capable (DANHs), each having two Ethernet ports. A DANH sends the same frame over both ports. An HSR destination node receives, in fault-free state, two identical frames over both ports within a certain interval. The first received frame is accepted, while the duplicate is VOLUME 5, 2017 discarded. In case of an interruption in the ring, the frame will always be received through the other port. Fig. 5 summarizes a basic HSR network configuration [31] - [34] .
This ring network topology is a well-known option for communications in systems with RT requirements. Latest Ethernet based control protocols, like Ethercat or Sercos III, use these topologies. Management at Layer 2 is preferable in order to ease the hardware processing of the protocols. Apart from the Electric Sector, HSR is present in new transport and military communication infrastructures.
III. IMPLEMENTATION A. HARDWARE
The block diagram of the architecture of a CPPS Gateway proposed in this work for Industry 4.0 is shown in Fig. 6 . In this architecture, four Ethernet ports that establish high availability communications are identified. Two of them are used as ports to establish industrial communications based on Ethernet (Profinet, EtherCAT, EtherNet / IP, among others). The remaining two are used as switch inputs that handle high availability (HSR / PRP) communication protocols. Additionally, the architecture has a high-speed Ethernet port (1Gbps), this is used as an interface to access a LAN or the Internet. In this way, access is provides to services such as web, FTP, databases or cloud computing.
In Fig. 6 two serial interfaces are also observed. The first one (UART0) is used to implement serial industrial communications (Modbus, Profibus), and the second one (UART1) is used as a terminal for monitoring, configuration and platform control. For systems that need to work with low synchronization times, a timer (IEEE 1588) is introduced, which allows timestamping and HSR forwarding. I/O ports are also included in order to add more functionality to the CPPS Gateway.
Considering the software and hardware flexibility that the proposed architecture should have, FPGAs and reconfigurable devices, in general, are the best candidates for the implementation. By means of this technology, industrial equipment suppliers can offer updates in the case of changes in communication standards, or provide new capabilities for protocol implementation.
The CPPS Gateway architecture is developed in a SmartZynq module, which has a Xilinx Zynq FPGA (XC7Z020), and a Smart-Zynq carrier module [35] . In this hardware, a variety of applications for high availability communications can be implemented, since it has five Ethernet ports, which support speeds of 10, 100 and 1000 Mbps.
In this regard, the FPGA family Zynq-7000 from Xilinx presents a SoC architecture that integrates in a single device an ARM Cortex-A9 dual-core processor (PS) with powerful silicon peripherals (e.g. Gigabit Ethernet, CAN bus, I2c, UART) and a high performance an low-power consumption Programmable Logic (PL) of 28nm. These new reconfigurable devices have pushed research in the field of high availability network equipment. The amount of resources needed to implement the hardware described in Fig. 6 , is presented in Table 1 . As it can be seen,the design occupies less than 25% of FPGA resources (XC7Z020). Therefore, an update has been proposed for this architecture in order to provide the system with more functionalities, increasing slightly the device occupation. This new capabilities can be communication ports I2C, SPI, CAN, graphical interfaces such as HDMI or VGA and encryption algorithms.
Modbus and Profibus communication standards are built through a RS-485 interface, which is part of the development board. An ISO35 bus transceiver has been used, which is low power and full duplex. It satisfies both serial protocol requirements and RS-485 standard electrical specifications. Data transfer rate is up to 1Mbps. Data reading and writing processes are controlled by the UART RTS pin. In this way, the system can receive data from the bus if RTS is low. Conversely, data can be sent to the bus if RTS is high. A halfduplex communication scheme has been implemented, which is represented in Fig. 7 .
The software tools used for the design are listed below:
• Vivado 2014.3: It is used for the hardware design and to interconnect the interfaces of the PS with the peripherals implemented in the PL.
• Software Development Kit (SDK): It is used to define both the device tree and the FSBL (First Stage Boot Loader), and to generate the zynq boot image needed to run the Linux operating system on the SoC.
• Python. It is used to program, to compile and to execute the Modbus and Profibus applications.
B. SOFTWARE
Software required to load the bit stream, the device tree, and the FSBL is developed in Xilinx SDK. An operating system called Linaro has been installed in the ARM of the Zynq. Finally, all the necessary packages are installed to FIGURE 6. Block diagram of the architecture of a CPPS Gateway. The GMAC1 interface is used to access a LAN. GMAC0 to interconnect the SWITCH IP cores with the Processing System (PS). UART0 is used to establish a communication using a serial Fieldbus with an industrial device. The UART1 interface is used as a terminal for monitoring, configuring and controlling the platform. IEEE 1588 timer will enable timestamping. compile and execute the Profinet (slave), Profibus (master) and Modbus (master) applications.
• Modbus library. It contains all functions required to manage the requirements of a serial Modbus communication. This library can be downloaded from the python application repository.
• Profibus library. It contains the basic functions to manage the communications in layers 1,2 and 7 of the Profibus standard. New layer 1 (physical) functions were developed by the authors, which allow managing communication by RS485.
• Profinet library. They are libraries developed in C by the company port.de, which includes all functions needed to manage all requirements of a Profinet PN-IO slave device.
a: MODBUS IMPLEMENTATION
The minimalModbus [36] library developed in Phyton is required to implement Modbus. Communication modes that can be implemented with this library are: Modbus-ASCII and Modbus-RTU. The basic code to perform Modbus communication is presented in Fig. 8 .
c: PROFINET IMPLEMENTATION
Port.de tool is used to compile the library of Profinet. This tool allows to graphically configure the parameters of a Profinet device, specifies the number of I/O modules and sub-modules that is capable of handling the implemented Profinet device. After the configuration, the software outputs the "pnio_conf.h" file. It specifies the parameters with which the Profinet stack is compiled. Also, the file "main.c" is generated, which is nothing more than an application to initialize and test the device. Finally, the GSDML file, which specifies the hardware characteristics of the Profinet-IO device is created. This file is used by the automation project development and management tools, such as BeckHoff's TwinCad 3, STEP7 Siemens and others.
IV. VALIDATION
In order to verify the operation of the CPPS Gateway, two test environments have been implemented with commercial industrial devices. First, the operation of the CPPS Gateway, as a slave Profinet and a master Modbus device is verified.
Finally, it has been tested as a master Profibus device. 
A. CASE 1
The Concept-proof setup used is presented in Fig. 10 . The computer is used as a Profinet controller device, running TwinCat3 software. The computer is also used as a terminal to run applications on the Smart-Zynq device. On the Smart-Zynq card, a Linux operating system is implemented, executing Profinet protocol stack and Python libraries for running the Modbus series. The commercial industrial devices used in the test are the Power Monitoring Device SENTRON PAC3100 as a slave Modbus device, and the Beckhoff BK9103 Bus Coupler as a slave Profinet device. SENTRON PAC3100 is a device that is used to measure the electrical parameters and it has a serial Modbus interface for data transmission.
BeckHoff BK9103 PN-IO is a slave Profinet device, which is configured with an input module (KL1408) and an output module (KL2408). This configuration must be specified in the TwinCad3 software.
TwinCad3 is a software to manage automation projects. It also has tools to create a Profinet controller using the network interfaces available on the PC. Once the equipment is configured, basic tests are performed to verify its operation. The TwinCad3 application (master device) is used to verify the name and IP address assigned to the slave devices. Connection and disconnection alarm verification tests have also been performed. The blink function is executed to quickly verify the link between the master device and a slave. Finally, orders are sent from the master to modify output values and to read the inputs. Results are shown in Fig. 11 .
In the case of Modbus, frames are sent for reading and writing registers in whole and floating format. Time stamping data, temperature and electrical parameters were obtained from IP core IEEE-1588, an internal temperature sensor (SmartZynq) and SENTRON PAC3100 power monitoring, respectively. Results are shown in Fig. 12 .
B. CASE 2
The Concept-proof setup used in this case is shown in Fig. 13 . The computer is used as a terminal to run applications on the Smart-Zynq device. In the CPPS Gateway the pyProfibus application is executed to incorporate the Profibus master functionality. A GE MM-200 motor controller is used as a Profibus slave. In addition, another Profibus slave is implemented in an ATmega32 microcontroler. The purpose of using two Profibus devices is to validate the operation of the CPPS Gateway with several slaves. In order to verify the operation of the CPPS Gateway as a Profibus master, write and read tests have been performed on the devices. Signals have also been captured to verify that the frames SD1 (10H), SD2 (68H), and SC (E5H) are being generated with the format established by the Profibus standard. This is represented in Fig. 14. 
V. CONCLUSIONS
Technological advances offered by modern SoCs combining FPGA and processor allow the development of the architecture(s) presented in this work. With the proposed architecture, communication requirements of CPPSs for meeting the necessities of Industry 4.0 are integrated in a single device. This architecture allows the implementation of high availability communication links to access different services offered by IT. In the proposed implementation three switches are included in the PL: HSR/PRP, Profinet and Ethernet switches. HSR/PRP switch is proposed to be implemented in order to increase the robustness of the system, achieving recovery times of 0ms through fiber or copper links. The Profinet switch enables the establishment of communications with plant floor devices such as PLCs, manufacturing machinery or robots. HSR/PRP and Profinet switches communicate to the embedded processor through Ethernet switch. The serial interfaces (UART) of the processing system (PS) allow implementing protocols commonly used in industrial communications serial based industrial communication protocols, to establish links with sensors and actuators devices. Additionally, the GMAC interfaces of the PS are used to access a LAN or the Internet, to provide the system access to services such as the web, FTP, database and cloud. Interoperability testing with commercial devices and satisfactory results obtained show that the technology involved in the implementation of the CPPS Gateway presented in this work, allows industrial designs that are reconfigurable and meet the new communication needs required by Industry 4.0.
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