Preliminaries

Introduction
Given a state ϕ on a C * -algebra B we have the familiar GNS-triple (H, π, x), where H is a Hilbert space, π : B → B(H) is a representation (i.e., * -homomorphism) and x ∈ H is a vector such that ϕ(·) = ⟨x, π(·)x⟩. Now it is a natural question to ask: If two states ϕ 1 , ϕ 2 are close in some metric, whether the associated triples are close in some sense? Keeping this idea in mind, D. Bures ([7] ) defines a distance between two states ϕ 1 , ϕ 2 on B, as β(ϕ 1 , ϕ 2 ) := inf ∥x 1 − x 2 ∥ , where the infimum is taken over all GNS-triples with common representation spaces: (H, π, x 1 ), (H, π, x 2 ) of ϕ 1 , ϕ 2 . D. Bures showed that β is indeed a metric. The notion has found uses in many areas ( [1, 3, 4, 8] ).
D. Kretschmann, D. Schlingemann and R. F. Werner ( [13] ) extended this notion at first to completely positive (CP) maps from a C * -algebra A to B(G) for some Hilbert space G and then to more general range C * -algebras using an alternative definition of the Bures distance. They use the Stinespring representation ( [23] ) for the initial definition, which in the usual formulation requires the range space to be the whole algebra B(G). Here we develop the theory using Hilbert module language, which allows the range algebra to be any C * -algebra, and the definition of the metric is a very natural extension of the definition given by Bures for states. Working with modules has several advantages. The results we get are of course same as that of [13] , when the range algebra is a von Neumann algebra or an injective C * -algebra. However, we show that one may not even get a metric (triangle inequality may fail) when the range algebra is a general C * -algebra. There have been several papers ( [2, 9] ) on different methods to make exact computations of the Bures metric for states. We provide several examples with explicit computations of the Bures distance for CP-maps. In particular, we show that the infimum in the definition of Bures metric may not be attained in all common representation modules, answering a question raised in [12, 13] . It turns out that the example is quite simple involving CP-maps on 2 × 2 matrix algebra.
In the last Section we prove a rigidity theorem, which says that on von Neumann algebras, if a CP-map is strictly within unit distance (in Bures metric) from the identity map, then the GNS-module of the CP-map contains a copy of the original von Neumann algebra as a direct summand. We consider this as the most important positive result of this paper and we expect that the result will have further applications in the study of CP-maps.
Hilbert C * -modules
Let B be a C * -algebra. A complex vector space E is a Hilbert B-module if it is a right B-module with a B-valued inner product, which is complete with respect to the associated norm (see [14, 17, 21] for basic theory). We denote the space of all bounded and adjointable maps between two Hilbert B-modules E 1 and E 2 by B a (E 1 , E 2 ). In particular, if E 1 = E 2 = E, then B a (E, E) = B a (E), which forms a C * -algebra with natural algebraic operations. Let π : B → B(G) be a non-degenerate (i.e., span π(B)G = G) representation of B on a Hilbert space G. Given a Hilbert B-module E, we define the Hilbert space H := E ⊙ G as the completion of the inner product space obtained from the algebraic tensor product E ⊗ G by dividing out the null space of the semi-inner product ⟨x ⊗ g, 
The space of all bounded, adjointable and bilinear maps from [17, 21, 22] .
It is well-known that if φ : A → B is a CP-map between unital C * -algebras, then there exists a Hilbert A-B-module E and x ∈ E such that φ(a) = ⟨x, ax⟩ for all a ∈ A. The construction of E is by starting with A ⊗ B and defining a B-valued semi-inner product on it as ⟨a 1 
Note that we are demanding no minimality for the common representation module. So we can always have such a module. For, if (Ê i ,x i ) is the minimal GNSconstruction for φ i , then take E =Ê 1 ⊕Ê 2 , x 1 =x 1 ⊕ 0 and x 2 = 0 ⊕x 2 . For a common representation module E, define S(E, φ i ) to be the set of all x ∈ E such that φ i (a) = ⟨x, ax⟩ for all a ∈ A. Definition 1.3.2. Let E be a common representation module for φ 1 , φ 2 ∈ CP (A, B).
where the infimum is taken over all common representation module E.
We have called β as a 'distance' in anticipation. Later we will show that it is indeed a metric under most situations, for instance, when B is a von Neumann algebra. But surprisingly β is not a metric in general.
Our first job is to show that the definition here matches with that of [13] . We see it as follows. Suppose B = B(G). If E is a common representation module and 
Thus there exists a one-one correspondence between the GNS-constructions {(E, x 1 ), (E, x 2 )} and the Stinespring representations φ 2 ) coincides with the definition given in [13] . In particular, if B = B(C) = C, then β(φ 1 , φ 2 ) is the Bures distance given in [7] .
The following proposition says that β(φ 1 , φ 2 ) coincide with the alternative definition, given in [13] , of Bures distance for CP-maps between arbitrary C * -algebras. Subsequently will not be needing this definition and we present it here for the sake of completeness. 
where the infimum is taken over all CP-extensions φ :
with completely bounded maps
Proof. Let E be a common representation module and
Then φ is a CP-map with
is the identity matrix. Under this actionÊ becomes a right B-module. Now for
Then ⟨·, ·⟩ ′ is a B-valued inner product onÊ. Denote the resulting inner product B-module by E 0 . The left action of A onÊ induce a non-degenerate left action of A on E 0 . Complete E 0 to get the Hilbert A-B-module E. Set x i =xe ii , where
. Then x i ∈ S(E, φ i ) and
The following proposition says that Bures distance is stable under taking ampliations.
Proposition 1.3.4. Let A and B be unital
are the amplifications of φ, ψ respectively for n ≥ 1.
Proof. Fix n ≥ 1. Suppose E is a common representation module for φ, ψ and
, and hence
} is a common representation module for φ, ψ in the natural way and more over, e 11 y 1 f 11 ∈ S(E, φ) and e 11 y 2 f 11 ∈ S(E, ψ). Also,
In particular,
Proof. Suppose E, F are common representation modules for φ i , ψ i respectively, and
Since x i , y i , E and F are arbitrary the results holds.
(ii) Using triangle inequality and part (i),
(iii) Let E be a common representation for φ 1 , φ 2 and x i ∈ S(E, φ i ). Then
Since x 1 , x 2 and E are arbitrary the result follows.
Bures distance: von Neumann algebras
As is well-known one of the problems in dealing with Hilbert C * -modules in contrast to Hilbert spaces is that in general submodules are not complemented, that is, there is a problem in taking orthogonal complements and writing the whole space as a direct sum. This problem is not there for von Neumann modules. Here we generalize almost all the results of [13] , where the results stated mainly for the case when the range algebra is the algebra of all bounded operators on a Hilbert space. The proofs are similar, though we have also taken some ideas from [7] . We also give several examples and answer a question of [13] in the negative.
In this Section we assume that A is a unital C * -algebra, B ⊆ B(G) is a von Neumann algebra and φ 1 , φ 2 ∈ CP (A, B).
Metric property
To begin with we have the following proposition.
Proposition 2.1.1. If B ⊆ B(G) is a von Neumann algebra, then
where the infimum is taken over all common representation modules E which are von Neumann A-B-module.
Proof. Since von Neumann B-modules are Hilbert B-modules we have
To get the reverse inequality, assume that E is a common representation module for
) forms a von Neumann
A-B-module. Since E ⊆ E we have E is a common representation module for φ 1 , φ 2 , and hence inf
As we have taken B as von Neumann algebra for this Section, we may use (2.1) as the definition of Bures distance. Also by a common representation module and GNS-module we will mean a von Neumann A-B-module. However, note that for all the results here, the algebra A can be a general C * -algebra and the left action by A need not be normal. So we do not need that φ 1 , φ 2 to be normal.
The following result shows the existence of a sort of universal module where we can take infimum to compute the Bures distance.
Proposition 2.1.2. There exists a von Neumann A-B-module E such that:
and E is a common representation module. We will prove that
Since x 1 , x 2 and E are arbitrary
(ii) Note that ξ 1 ∈ S(E, φ 1 ) is independent of E and φ 2 . If we denote ξ 2 obtained in part(i) by ξ 2 (x 1 , x 2 ), then
Since this is true for all common representation module E, we get
This completes the proof. CP (A, B) .
Theorem 2.1.3. β is a metric on
Since S(E, φ 2 ) is a norm closed subset of E, above equality implies that ξ 1 ∈ S(E, φ 2 ). Therefore
Symmetry: Clear from the definition.
. Suppose E and ξ 1 ∈ S(E, φ 1 ) are as in proposition 2.1.2(ii). Then
Intertwiners and computation of Bures distance
The definition of Bures distance is abstract and does not give us indications as to how to compute it for concrete examples. In this Section, motivated by the work of [13] , we show that Bures distance can be computed using intertwiners between two (minimal) GNS-constructions of CP-maps. Suppose E is a common representation module for φ i and
This observation leads to the following Definition. Definition 2.2.1. Given a common representation module E for φ 1 and φ 2 define
where the union is taken over all common representation module E.
Note that N (φ 1 , φ 2 ) ⊆ B is always nonempty. Also if E is a common representation module for φ 1 and φ 2 , then 
a,bil (Ê 2 ,Ê 1 ) with ∥Φ∥ ≤ 1. Also
To get the reverse inclusion start with aΦ ∈ B a,bil (Ê 2 ,Ê 1 ) and set Φ = U 1Φ U * 2 ∈ B a,bil (E 2 , E 1 ).
Proposition 2.2.4. If (E i , x i ) is a GNS-construction for φ
i , i = 1, 2, then (i) M (φ 1 , φ 2 ) = N (φ 1 , φ 2 ) = N E 1 ⊕E 2 (φ 1 , φ 2 ) and (ii) β(φ 1 , φ 2 ) = inf M ∈M (φ 1 ,φ 2 ) ∥φ 1 (1) + φ 2 (1) − 2Re(M )∥ 1 2 .
Proof. (i) Suppose E is a common representation module and ⟨z
(ii) Follows from equation (2.2). 
Corollary 2.2.5. If (E i , x i ) is GNS-construction for φ
Example 2.2.6. Let (X, F, µ) be a measure space and let A = L ∞ (X, µ). Consider the states φ i : A → C given by φ i (f ) = ∫ f dµ i , where µ 1 and µ 2 are two equivalent (i.e., absolutely continuous each other) probability measures on (X, F) such that µ i << µ, i = 1, 2. Let h be a positive function (Radon Nikodym derivative) on
is a von Neumann A-C-module with left multiplication as the left action. Also (E
for all f ∈ A, and hence |g 1 | 2 h + |g 2 | 2 = 1 a.e., µ 2 . Therefore
In particular, if we take X = {1, 2, . . . , n}, µ the counting measure, µ 1 (i) = p i and
Here we compute the Bures distance for homomorphisms and for some other special cases. 
(ii) If A = B and φ 2 (a) = u * φ 1 (a)u for some unitary u ∈ B, then
Proof. (i) Let E i be the von Neumann A-B-module B with left action ax := φ i (a)x for all a ∈ A, x ∈ E i . Then (E i , 1) is the minimal GNS-construction for φ i . Suppose Φ ∈ B a,bil (E 2 , E 1 ). Then
for all a ∈ A. Clearly, for a fixed
(iii) This follows from (ii), since M ′ n = CI.
In [13] it is shown that the Bures distance is comparable with completely bounded norm when B = B(G), and the following bounds were obtained. In fact, the lower bound holds even for an arbitrary unital C * -algebra B.
Theorem 2.2.8 ([13]
). For φ 1 , φ 2 ∈ CP (A, B(G)), .
Moreover, there exists a common representation module E and corresponding GNS
Let E = M 8×2 (C) which is a von Neumann M 2 (C)-M 2 (C)-module with module actions given by
Then E is a common representation module with 
where the infimums are taken over all x ⊕ y ∈ E 1 ⊕ E 2 satisfying ( * ). Now some elementary calculus shows that β( [18] for the computation of cb-norm for transpose map). Theorem 2.2.8 guarantees the existence of a common representation module, where Bures distance is attained. It is a natural question as to whether Bures distance is attained in every common representation module. This is true for states ( [4] ). The question in the general case was asked by [12, 13] . Here we resolve it in the negative through a simple counter example.
Example 2.2.10. Consider the (normal) CP-maps
is the minimal GNS-construction for φ i . Set x 1 =x 1 ⊕ 0 and x 2 = 0 ⊕x 2 . Then
Clearly, E := M 2 (C) is a common representation module. It is not hard to see that
Hence
where the supremum is taken over all states ϕ : M n (B) → C, n ≥ 1.
From Proposition 1.3.4 and 1.3.5 we have
If the conjecture can be proved directly, then using the upper bound for states [7, 13] we get an alternative proof of the upper bound for Bures metric:
Bures distance: C * -algebras
This Section consists mostly of counter examples. But results similar to the last section do hold for injective C * -algebras.
Counter examples
We saw that if the range algebras are von Neumann algebras, then the Bures metric can be computed using intertwiners. It was crucial that the space of intertwiners was independent of the choice of GNS-constructions (Lemma 2.2.3 ). The first example here shows that this is no longer the case for some range C * -algebras. We have another example to show that the upper bound computed for β in Theorem 2.2.8 may not hold for general range C * -algebras. Finally, as a worst case scenario we have a tricky example to show that even the triangle inequality may fail to hold. 
Then (Ê i ,x i ) is the minimal GNS-construction for φ i . Define the adjointable bilinear mapΦ :Ê 2 →Ê 1 byΦ(f ) = gf , where
SinceΦ is a contraction
is also a GNS-construction for φ i . Now if Φ : . Note that u ∈ B(H) is a unitary. Define * -homomorphisms φ i : A → A by φ 1 (a) := a and φ 2 (a) := u * au. Now suppose E is a common representation module for φ 1 , φ 2 and x i ∈ S(E, φ i ).
for all a ∈ A, and hence ⟨x 1 , x 2 ⟩u * ∈ A ′ . Therefore ⟨x 1 , x 2 ⟩ = λ ′ u for some λ ′ ∈ C. Since ⟨x 1 , x 2 ⟩ ∈ A and u ̸ ∈ A we have λ ′ = 0, whence ⟨x 1 , x 2 ⟩ = 0. Also since E and x i ∈ S(E, φ i ) are arbitrary
Now we prove that
Now for all n ≥ 1, if we let U n , P n and Q n denote the n × n diagonal matrix with diagonal u, p and q respectively, then U n = λP n + λQ n and ( 
is the set of compact operators. Suppose u ∈ B(H) is a unitary and 1 < r ∈ R. Set
which is a Hilbert A-A-module with a natural inner product and bimodule structure. Note that z i ∈ S(E 12 , φ i ), i = 1, 2, and hence φ 3 ) so that β fails to satisfy triangle inequality. Suppose E is a common representation module for φ 1 , φ 3 . We prove that ⟨x 1 , x 3 ⟩ = 0 for all x i ∈ S(E, φ i ). If we proved this, then E and x i ∈ S(E, φ i ) arbitrary implies that
and
(Simply look at the norm of the difference.) Hence
i.e.,
which implies that u * aua 22 = a 22 a; i.e., aua 22 = ua 22 a for all a ∈ K(H). Hence ua 22 = λI for some λ ∈ C. Thus a 22 = λu * . Since a 22 ∈ K(H) and u * / ∈ K(H) we have λ = 0, and hence a 22 = 0 and ⟨x 1 , x 3 ⟩ = 0.
Injective C * -algebras
Recall that a C * -algebra B is an injective C * -algebra if, whenever C is a C * -algebra, S an operator system contained in C, and φ : S → B is a completely positive contraction, then φ extends to a completely positive contractionφ : C → B. Further, this is equivalent to saying that there is a faithful representation π of B on a Hilbert space G, such that there is a conditional expectation from B (G) onto π(B) . See [5, 18, 24] 
Proof. Since B is injective there exists a completely positive conditional expectation
But, in general, equality may not holds. See example 3.1.2. The following bounds were first obtained in [13] .
Corollary 3.2.2. If B is an injective unital C
* -algebra, then β is a metric on CP (A, B) and
Further, there exists common representation module E and corresponding GNSconstruction (E, x i ) for φ i such that
Proof. 
Bures distance and a rigidity theorem
Observe that for the identity map on a unital C * -algebra B the GNS-module is B itself. Here we show that if a CP-map on a von Neumann algebra B is close to the identity map in Bures distance then the GNS-module has a copy of B.
Suppose B ⊂ B(G) is a von Neumann algebra and φ : B → B is a CP-map. (iii) ⇒ (i): Note that the CP-map b → c * bc is dominated by the CP-map φ, and hence there exists a vector z ∈ E (see [6, 17] Proof. Without loss of generality, assume that (E, x) is the minimal GNS-construction for φ. Let ε > 0 be such that β(id., φ) + ε < 1. Since the identity map has (B, 1) as its GNS-construction, from Theorem 2.2.5, there exists z 1 = 1⊕0, z 2 = c⊕y in B⊕E such that ∥z 1 − z 2 ∥ ≤ β(id, φ) + ε < 1 and φ(b) = ⟨z 2 , bz 2 ⟩ = c * bc + ⟨y, by⟩. Further, as ∥1 − c∥ ≤ ∥z 1 − z 2 ∥ < 1 we note that c is invertible. Therefore the ideal generated by c is whole of B. Now the result follows from the previous Proposition.
