The gradient and divergence operators of stochastic analysis on Riemannian manifolds are expressed using the gradient and divergence of the at Brownian motion. By this method we obtain the almost-sure version of several useful identities that are usually stated under expectations. The manifoldvalued Brownian motion and random point measures on manifolds are treated successively in the same framework, and stochastic analysis of the Brownian motion on a Riemannian manifold turns out to be closely related to classical stochastic calculus for jump processes. In the setting of point measures we introduce a damped gradient that was lacking in the multidimensional case.
Introduction
The I R d -valued Brownian motion on the Wiener space (W; F W ; ) gathers many properties that are important in stochastic analysis. In particular, most de nitions of gradient and divergence operators on the Wiener space coincide with the gradient and divergence on Fock space via the Wiener chaos isomorphism. In non-Gaussian settings the situation is di erent since there exists several reasonable choices for a gradient and divergence. Each family of operators carries a part of the interesting properties of its Gaussian counterpart, so that a choice has to be made when dealing with a speci c problem. In the case of Brownian motion on a manifold it has been established, cf. -the gradientD associated to the manifold-valued Brownian motion,
-the damped gradientD of 10] which is de ned fromD.
The interest of the damped gradientD is that it extends the interesting properties of D to the setting of manifolds: for example its adjoint extends the stochastic integral andD allows to compute the kernel of the Clark formula. (These properties are not satis ed byD). In the case of point measures on I R d or on Riemannian manifolds, there is a gradient D de ned from chaos expansions (which is identi ed to a nite di erence operator), and a gradientD, de ned in 1], 3] by in nitesimal shifts of con gurations. The gradientD which has been de ned in the particular case of a Poisson process on I R + , cf. 6], plays in fact the role of damped gradient and we will extend its de nition to the case of Riemannian manifolds. We obtain explicit formulas linking the gradients D,D andD, both in the continuous and in the jump cases. Our calculations are explicit in the sense that they exclusively use the Fock gradient and divergence of the at case. The presentation of those two di erent settings are made as similar as possible to each other, but they present many important di erences. Our method shows that several useful identities in expectations are in fact the consequences of more precise identities that hold in the almost-sure sense, cf. Remarks 1 and 2. Quantum stochastic di erentials are used to reformulate some expressions and show that the di culties of stochastic calculus on manifolds are similar to that of the Poisson case. We also treat the anticipating integral on manifolds with an explicit de nition that di ers from that of 8], 9], but leads to the same operators. In the one-dimensional case, the Wiener and Poisson constructions are based on the same Fock space over L 2 (I R + ; I R), and then they become more similar to each other. This paper is organized as follows. Sect. 2 recalls the algebraic tools of Fock space, gradient and divergence that can be de ned without referring to a probability measure, and will be in use in both the Wiener and Poisson cases. After stating some notation relative to d-dimensional Brownian motion in Sect. 3 (see 13] , 15]) we study in Sect. 4 the di erentiation of Wiener functionals with respect to a general class of not necessarily quasi-invariant transformations that include Euclidean motions as particular cases. These transformations are called morphisms because they are compatible with the pointwise product of random variables. Sect. 5 is devoted to the manifold-valued Wiener case. The di erential calculus with respect to random morphisms is applied to obtain an explicit expression for the gradient on a Riemannian manifold in terms of the at gradient and divergence. The damped gradient of 10] and its application to the Clark formula are treated by the same method. By duality we obtain an explicit construction of Skorohod type anticipating integrals and their associated Itô formula, and certain results are translated in the language of quantum stochastic calculus. The Poisson case is considered in Sections 6, 7 and 8. We proceed in the same way, in particular in Sect. 7 we study the di erential calculus with respect to shifts of con gurations without quasi-invariance assumptions, and we introduce a damped gradient which was lacking in the case of Riemannian manifolds. We try to keep the notation as close as possible to that of the Wiener case, but the constructions are in fact signi cantly di erent.
Algebraic preliminaries
In this section we introduce the algebraic tools that are in use in both the Poisson and Wiener cases. Let ?(H) = L H n denote the completed symmetric Fock space on a Hilbert space H, where \ " denotes the completed symmetric tensor product. Let \ " and \^ " respectively denote the algebraic and completed tensor products.
Let S denote the algebraic Fock space over H, i.e. the vector space generated by f 1 f n , f 1 ; : : : ; f n 2 H, n 1, and let U denote the space generated by F g, F 2 S, g 2 H. Let 
Hence for F 1 = I 1 (u 1 ); : : : ; F n = I 1 (u n ) 2 S(W; I R) and f 2 C 1 b (I R n ; I R): Af(F 1 ; : : : ; 
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This corollary is in particular valid if U " is given as U " f](t) = V " f(t), from an adapted process of isometries V " (t) :
; which follows from the invariance of the Wiener measure under isometries, is given here a more precise meaning since we have
Until the end of this paper we assume that S(I R hence from the continuity assumption on L: 
Explicit expression of the gradientD
In this section we put together the de nition 5. Corollary 4.1.1 is stated for F 2 S(W; I R), i.e. for polynomial functionals in single stochastic integrals on the at Wiener space. In order to work on I P(M) we need to be able to consider smooth functionals of ( (t)) t2I R + , which are no longer given by functions of single stochastic integrals. Therefore, before proceeding further we need to extend Corollary 4.1.1 from F 2 S(W; I R) to F 2 S(I P(M); I R). In the following proposition we assume that U " is given by V " (t) : I R d ?! I R d , t 2 I R + , as U " f] (t) = V " f(t)], t 2 I R + . Proof. For u = zG, G 2 S(I P(M); I R) and deterministic z 2 U(W The interest in the damped gradient is also that from (5.5.7) it gives a more natural expression to the formula the integration by parts formula of 5]: which is a reformulation of (8.5.5).
