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Abstract
In question-answering systems, question classification is a fundamental task. Identifying the accurate question type enhances the retrieval of
more accurate answers. Factoid questions are the most challenging type of question to classify in which many approaches have been proposed
with the objective of enhancing the classification of this type of question. In this paper, a grammar-based framework is used. The framework
makes use of three main features which are, grammatical features, domain specific features and patterns. Using machine learning algorithms for
the classification process, experimental results show that our approach has a good level of accuracy.
c⃝ 2018 The Korean Institute of Communications and Information Sciences (KICS). Publishing Services by Elsevier B.V. This is an open access
article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction
In question and answering systems (QASs), questions classi-
fication is a fundamental task. Identifying the accurate question
type enhances the retrieval of more accurate answers. However,
the continuing growth of the amount of web content makes
the retrieval of relevant answers difficult. Factoid questions
are the most challenging type of question to classify. Var-
ious approaches have been proposed with the objective of
enhancing the identification and the classification of factoid
questions; most of these are approaches based on semantic
features and bag-of-words. Several question taxonomies have
been proposed [1–5]. The most popular classification taxonomy
of factoid (‘wh-’) questions is Li and Roth’s categories [5].
Many researchers focused on Li and Roth classification of
question [6–17]. Their two-layer taxonomy consists of a set of
six coarse-grained categories which are Abbreviation, Entity,
Description, Human, Location and Numeric value, and fine-
grained classes such as Expression, Manner, Color, Event and
City.
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The classification of the questions performed in QASs di-
rectly affects the answers. Authors in [18] stated that most
errors happen due to miss-classification of questions performed
in QASs in which the task of generating answers to the users
questions is directly related to the type of questions asked.
Classifying ‘wh-’ questions into proper semantic categories
is found more challenging than classifying other types in ques-
tion answering systems [17]. In addition, features are the key
to obtain an accurate question classifier and linguistic features
play an important role in developing an accurate question
classifier [10]; recent studies classified users’ questions using
different features like bag-of-words [12,6,13] and uni-gram and
word shape features [14]. Moreover, authors in [3] integrated
pattern matching and machine learning techniques for the clas-
sification of questions, while [19] classified questions by their
expected types of responses. According to [2] a question type is
defined as a certain semantic category and is characterized by
common properties.
Furthermore, machine learning algorithms have been used
by many previous studies for the classification of questions.
Support Vector Machine (SVM) is one of the most used al-
gorithms [7,4,14,20,8,9]. Combining different features such as
syntactic, lexical and semantic attributes with a SVM classifier
improves the classification accuracy [13]. Other works like [12]
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and [13] used other machine learning algorithms besides
SVM such as Naive Bayes, Nearest Neighbors and Decision
Tree.
In a previous study [1], a Grammar-based framework for
Questions Categorization and Classification (GQCC) was pro-
posed. In this study, the framework is applied to question
classification according to Li and Roth’s [5] categories of intent,
using three main features which are: (1) Grammatical features
(2) Domain specific features and (3) Patterns. These features
transfer the question into a new representation which has the
advantage of preserving the grammatical structure of the ques-
tion. The aim is to assess the influence of using the structure of
the question and the domain-specific syntactic categories and
features on the classification performance. The rest of the paper
is organized as follows: Section 2 outlines the previous work
in question classification. Section 3 describes the proposed
approach and the grammatical features used. The experimental
setup and results are presented in Section 4. Finally, Section 5
concludes the paper.
2. Question classification methods
In this section, we review related work about question
classification methods and machine learning algorithms using
Li and Roth’s question categories.
Authors in [6] used compositive statistic and rule classi-
fiers combined with different classifiers and multiple classifier
combination methods. In [8] a method was proposed using
feature selection algorithm to determine appropriate features
corresponding to different question types. While authors in [7]
proposed a statistical classifier which is based on SVM. Fur-
thermore, a SVM-based approach for question classification
was proposed in [9].
In [13] question classification method was proposed using
three different classifiers, k-Nearest Neighbor (kNN), Nave
Bayes (NB), and SVM. In addition, features such as using bag-
of-words and bag-of-ngrams were used and a set of lexical,
syntactic, and semantic features were also used. Authors in [12]
used five machine learning algorithms which are, KNN, NB,
Decision Tree (DT), Sparse Network of Winnows (SNoW),
and SVM. In addition, two features were used; bag-of-words
and bag-of-ngrams. Moreover, in [14] a head word feature was
proposed and two approaches were presented to augment se-
mantic features of such head words using WordNet. Moreover,
authors in [10] proposed a compact feature set that uses typed
dependencies as semantic features.
In [15] authors used unlabeled questions in combination
with labeled questions for semi-supervised learning. In addi-
tion, Tri-training were selected to improve the precision of
question classification task. In addition, a two-level hierarchical
classifier for question classification was proposed in [16].
The proposed classifier classifies the question sequentially two
times by a coarse classifier and one of the six fine classifiers.
Moreover, different machine learning algorithms were used
for the coarse classifier and fine classifiers such as supervised
and semi-supervised learning. Finally, in [17] authors classi-
fied what-type questions by head noun tagging. In addition,
different features such as local syntactic feature, semantic
feature and category dependency were integrated.
3. Proposed approach
3.1. Factoid questions grammatical features
This analysis was first introduced in [1]. Wh-questions
(factoid) have its own characteristics, features, and structure
that help in the identification and the classification process.
The main feature of a factoid question (Wh-Questions) is the
presence of question words, this kind of question starts with a
question word, such as What, Where, Why, Who, Whose, When,
Which, e.g. “What did the only repealed amendment to the U.S.
Constitution deal with ?”. In addition, this question could start
with question words that do not start with “wh” such as how,
how many, how often, how far, how much, how long, how old,
e.g. “How long does it take light to reach the Earth from the
Sun?”
In addition, the structure of this type of question could begin
with a Preposition followed by a question, “P + QW” such as
“In what year did Thatcher become prime minister?” OR “At
what age did Rossini stop writing opera?”. Also in many cases
the question word could be found in the middle of the question,
e.g. “The corpus callosum is in what part of the body?”.
Most factoid questions are related to facts, current events,
ideas and suggestions and could formulate an advice question,
e.g. “How do you make a paintball ?”. In addition, some
factoid questions could contain two types of question words, for
example “What does extended definition mean and how would
one write a paper on it ?”. Furthermore, factoid questions
could have any kind of information given as an answer or
response.
3.2. Question classification features
Three main features have been used for question analysis and
classification which are, (1) Grammatical Features, (2) Domain
specific Features and (3) Grammatical Pattern Features, these
features transfer the question into domain specific grammatical
pattern in which this new representation has the advantage of
preserving the grammatical structure of the question.
3.2.1. Grammatical features
Grammatical Features have been used for the purpose of
transforming the questions (by using the grammar) into a new
representation as a series of grammatical terms, i.e. a grammati-
cal pattern. The grammatical features consist of the seven major
word classes in English, which are Verb, Noun, Determiner,
Adjective , Adverb , Preposition and Conjunction. In addition,
we added a category for question words that contains the six
main question words: “how”, “who”, “when”, “where”, “what”
and “which”. Some word classes like Noun can have sub-
classes, such as Common Nouns, Proper Nouns, Pronouns and
Numeral Nouns as well as Verbs, such as Action Verbs, Linking
Verbs and Auxiliary Verbs. In addition, it consists of other
features such as singular and plural terms.
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3.2.2. Domain specific grammatical features
Domain-specific features (i.e. related to question-answering)
were identified, which correspond to topics. Instead of further
classifying the question to fine grained which is based on a large
number of categories, we have used domain specific features
to determine the type of question. For example, question type
ENTY consists of fine grained categories such as religion,
disease/medicine, event, product. These types could be identi-
fied using the following domain specific grammatical features:
religion = religious terms PNR, disease/medicine = health terms
CNHLT and PNHLT, product = Products PNP, event = events
PNE. Hence the domain specific grammatical features contain
less categories than the fine grained categories proposed by Li
and Roth but still could identify the different coarse categories.
3.2.3. Grammatical patterns
The question grammatical pattern help in the final identifi-
cation of the question type, each factoid question type has a
certain structure. For example, the following question which
represent (HUM) type of question “Who killed Gandhi?” has
the following grammatical pattern QWWho + AV + PNC. While,
the question which represent (LOC) type of question “What is
the smallest country in Africa?” has the following grammatical
pattern QWWhat + LV + D + Ad j + CNOS + P + PNG. The
different pattern representation helps in distinguishing between
different factoid question type.
A full description of how these features are used is provided
in the following sections
3.3. Question classification framework
A Grammar-based framework for Questions Categorization
and Classification (GQCC) is used [1]. The question classifica-
tion framework takes into account the grammatical structure of
the questions and combines grammatical features with domain-
related information and grammatical patterns. The framework
consists of three main phases; (1) Question Parsing and Tag-
ging, (2) Pattern Formulation and (3) Question Classification.
The following question from Li and Roth datasets will be used
“What causes asthma?” to illustrate how these phases work.
(1) Question Parsing and Tagging: this step is mainly
responsible for extracting users question terms. The system
simply takes the question and parses to tag each term in
the question to its terms’ category. In this phase parsing the
keywords and phrases is done by; first parsed compound words
then single words. In addition, the term tagging is done by
tagging each term to its grammar terminals; each term will be
tagged to its highest level of abstraction (domain specific).
For the given example the question will be parsed and tagged
as follows:
Question: “What causes asthma?”
Terms extracted: What, causes, asthma
After parsing, each term in the question will be tagged to one
of the terms category using tag-set that was proposed by [21]
and [1]. The final tagging will be:
Question Terms Tagging: What=QWWhat , causes= AV,
asthma= CNHLT
Table 1
Data distribution.
Question type Total number of questions
ABBR 45
DESC 655
ENTY 710
HUM 655
LOC 457
NUM 478
(2) Pattern Formulation: in this phase after parsing and
tagging each term in the question, the pattern is formulated.
This is done by matching the question with the most appropriate
question pattern to help facilitate the classification processing
and the identification of the factoid question type in the next
phase.
For the given example, the following pattern will be formu-
lated:
Question Pattern: QWWhat + AV + CNHLT
(3) Question Classification: This phase is done by using the
patterns generated in Phase (2), the aim of this phase is to
build a model for automatic classification. The classification is
done by following the standard process for machine learning,
which involves the splitting of the dataset into a training and
a testing dataset. The training dataset is used for building the
model, and the test dataset is used to evaluate the performance
of the model.
For the given example, the question will be classified to the
following question type.
Question Type: DESC
4. Experimental study and results
In the experimental study we investigate the ability of
machine learning classifiers to distinguish between different
question types based on grammatical features and question
patterns. Two machine learning algorithms, were used for
question classification; Support Vector Machine (SVM) and
J48. We used 3000 questions that were selected from Li and
Roth.1 Their distribution is given in Table 1. Questions in the
dataset are classified into two categories; coarse and fine, in this
experiment coarse categories have been used.
To assess the performance of proposed features and the
machine learning classifiers experiments have been conducted
using the Weka2 software [22] The experiments were set up
using the typical 10-fold cross validation.
4.1. Results
In this section we present and analyze the results of the
machine learning algorithms. Table 2 shows the accuracy for
GQCC based classifiers.
Table 3 presents the classification performance details (Pre-
cision, Recall and F-Measure) of the classifiers that have
used SVM and J48 using the proposed grammatical features.
1 http://cogcomp.org/Data/QA/QC/.
2 http://www.cs.waikato.ac.nz/ml/weka/.
Please cite this article in press as: A. Mohasseb, et al., Classification of factoid questions intent using grammatical features, ICT Express (2018), https://doi.org/10.1016/j.icte.2018.10.004.
4 A. Mohasseb et al. / ICT Express xxx (xxxx) xxx
Table 2
Accuracy of GQCC based classifiers.
Classifiers Accuracy
GQCCSV M 95.5%
GQCCJ48 95.8%
Table 3
Performance of the classifiers — Best results are highlighted in bold.
Class: GQCCSV M GQCCJ48
P R F P R F
ABBR 1.000 1.000 1.000 1.000 1.000 1.000
DESC 0.998 0.998 0.998 0.998 1.000 0.999
ENTY 0.917 0.920 0.918 0.937 0.920 0.928
HUM 0.998 0.998 0.998 1.000 0.998 0.999
LOC 0.861 0.908 0.884 0.859 0.904 0.881
NUM 0.987 0.931 0.958 0.970 0.948 0.959
Results show that Decision Tree (GQCCJ48) identified correctly
(i.e. Recall) 95.8% of the questions while GQCCS V M identi-
fied correctly 95.5% of the questions. Furthermore, when the
classifiers were evaluated, both GQCCJ48 and GQCCS V M had
nearly similar performance, both classifiers had (100%) recall
for class type ABBR and similar recall for classes such as
ENTY and HUM. However, GQCCJ48 has higher precision and
f-measure for these classes. In addition, GQCCS V M has better
performance for LOC class while for classes such as DESC and
NUM GQCCS V M has higher precision and GQCCJ48 has higher
recall and f-measure.
These results indicate that in terms of precision, recall and
f-measure; GQCCJ48 had the better performance. In addition,
the results validate that combining grammatical features and
domain specific grammatical features improved the classifica-
tion of these types and enable the machine learning algorithms
to better differentiate between different class types.
5. Conclusion
In this paper, a Grammar-based framework for Questions
Categorization and Classification (GQCC) was adapted. The
framework make use of three main features which are, gram-
matical features, domain specific features and patterns. These
features help in preserving the structure of the questions. In
addition, the performance of different machine learning algo-
rithms (J48 and SVM) was investigated for the classification of
factoid questions. The results show that our solution led to a
good performance in classifying questions.
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