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Abstract
Machine scheduling problems are a long-time key domain of algorithms and complexity research. A novel approach to machine
scheduling problems are fixed-parameter algorithms. To stimulate this thriving research direction, we propose 15 open questions in
this area whose resolution we expect to lead to the discovery of new approaches and techniques both in scheduling and parameterized
complexity theory.
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1. Introduction
Algorithms for machine scheduling problems form one of the
core applications of combinatorial optimization. In those prob-
lems, we are generally given a finite set J of jobs with certain
characteristics, and we must find a schedule for processing the
jobs on one or more machines, which also may have their in-
dividual specifications. Typical characteristics of a job j are
its processing time p j ∈ N, its release date r j ∈ N, its due
date d j ∈ N, or its importance reflected by a weight w j ∈ N.
Jobs may be subject to precedence constraints enforcing some
jobs to be completed before other jobs start. Also, jobs may be
preempted, or may be required to be processed without preemp-
tion. Machine characteristics typically include their speed or
whether they are capable of processing a certain type of job.
Usually, one is not only searching for a feasible schedule that
respects all constraints, but additionally optimizes some objec-
tive function. Classical objectives include the minimization of
the makespan or the sum of weighted completion times (which
is equivalent to minimizing the weighted average completion
time). Since the inception of the field in the 1950s, thousands of
research papers have been devoted to understanding the complex-
ity of scheduling problems. A significant portion of investigated
problems turned out to be NP-hard. In consequence, algorithm
designers proposed algorithms for these problems that yield ap-
proximate solutions in polynomial time. In 1999, Schuurman
and Woeginger (1999) listed 10 of the most prominent open
problems around polynomial-time approximation algorithms for
NP-hard scheduling problems at that time.
Only recently, a different algorithmic approach has been put
forward for solving NP-hard scheduling problems: fixed-param-
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eter algorithms. The idea in fixed-parameter algorithms is to ac-
cept exponential running times, which are seemingly inevitable
in solving NP-hard problems, but to restrict them to certain as-
pects of the problem, which are captured by parameters (Cygan
et al., 2015; Flum and Grohe, 2006; Niedermeier, 2006). More
formally, fixed-parameter algorithms solve an instance of size n
with parameter k in f (k) · poly(n) time for some computable,
typically superpolynomial, function f . Thus, fixed-parameter
algorithms can solve even large instances of NP-hard scheduling
problems if the parameter takes only small values, the function f
grows only moderately, and the polynomial degree in n is small
(van Bevern et al., 2015). Moreover, problems that are even
difficult to approximate can be approximated efficiently and well
in real-world instances using fixed-parameter approximation al-
gorithms that exploit small parameters of real-world data (van
Bevern et al., 2017a).
While fixed-parameter algorithms are now a well-inves-
tigated area of algorithmics, their systematic application to
scheduling problems has gained momentum only recently (van
Bevern and Pyatkin, 2016; Chen et al., 2017; Cieliebak et al.,
2004; Halldórsson and Karlsson, 2006; Hermelin et al., 2015,
2018; Jansen et al., 2017; Marx and Schlotter, 2011, and more
references below). This already led to the transfer of proof tech-
niques from parameterized complexity to the world of schedul-
ing, such as n-fold integer programming (Knop and Koutecký,
2017), color coding, problem kernelization (van Bevern et al.,
2015), and W-hardness (Bentert et al., 2017; Bodlaender and
Fellows, 1995; van Bevern et al., 2016, 2017b; Mnich and Wiese,
2015; Fellows and McCartin, 2003; Hermelin et al., 2017). It
also led to the transfer of techniques from mathematical pro-
gramming to parameterized complexity, such as convex integer
programming (Mnich and Wiese, 2015) or parameterizing by
structural properties of the integer feasible polytope of linear
programs (Jansen and Klein, 2017).
In the following, we summarize known results and list open
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problems regarding the parameterized complexity of scheduling
problems on a single machine, on parallel identical machines,
and in shop scheduling environments. We do not claim these
problems to be the most important ones, but expect that their
resolution (in one way or the other) will lead to the discovery of
further new approaches both in parameterized complexity and
scheduling theory, thus stimulating further research with both
practical and theoretical significance.
In this sense, we hope that this work will be appealing and
inspiring both to researchers with a scheduling background, as
well as to researchers with a parameterized complexity back-
ground. For the latter, we exhibit some fixed-parameter tractabil-
ity results that appeared before the advent of parameterized
complexity and thus were not explicitly described as such.
Organization of this work. We start by giving preliminaries
about machine scheduling and parameterized complexity in Sec-
tion 2. Then we look at single-machine problems in Section 3,
and parallel identical machines in Section 4. We finally consider
the broad class of shop scheduling problems in Section 5.
2. Preliminaries
This section defines basic notions of scheduling theory, parame-
terized complexity theory, and approximation algorithms.
2.1. Scheduling theory
Throughout this work, we use the standard three-field notation
of scheduling problems due to Graham et al. (1979). This allows
us to denote many problems as a triple α|β|γ, where α is the
machine environment, β are job characteristics and scheduling
constraints, and γ is the objective function.
2.1.1. Machine models
We consider the following machine environments α, which are
described in detail in the following. Single-machine environ-
ments are denoted by the symbol 1, parallel identical machines
are denoted by P, job shop, open shop, and flow shop environ-
ments are denoted by J, O, and F, respectively.
The symbol describing the machine environment can be
followed by an integer restricting the number of machines (for
example, P2 indicates two parallel identical machines). If the
symbol is followed by m (for example, Pm), this indicates that
the number of machines is an arbitrary constant. If the symbol
is neither followed by a number nor m, then the number of
machines is assumed to be given as part of the input.
Single-machine environments (denoted by “1” in the α-field).
Each job j has to be processed for a given amount p j ∈ N of
time (its processing time) on a single machine. The machine can
process only one job at a time.
Parallel identical machines (denoted by “P” in the α-field). We
are given a number m of parallel identical machines (that is, of
the same speed). Each job j has to be processed by exactly one
machine for a given amount p j ∈ N of time and each machine
can process only one job at a time.
Unrelated parallel machines (denoted by “R” in the α-field).
We are given a number m of machines. Each job j has to be
processed by exactly one machine i for a given amount pi j ∈ N of
time and each machine can process only one job at a time.
Shop scheduling problems. In shop scheduling problems, we
are given a set M of machines and a set J of n jobs, where
each job j consists of n j ∈ N operations. In the most general
setting, the operations of each job are partially ordered: an
operation of a job can only start once its preceding operations
are completed. Processing an operation oi j of job j, where
i ∈ {1, . . . , n j}, requires time pi j on a certain machine µi j. Each
job can be processed by at most one machine at a time and each
machine can process at most one operation at a time. The three
most important classes of shop scheduling problems are:
Open shop scheduling, denoted by “O” in the α-field: the
processing order of the operations of each job is unrestricted
and must be decided by an algorithm. The only constraint is that
each job has exactly one operation on each machine.
Job shop scheduling, denoted by “J” in the α-field: the
operations of each job are totally ordered, yet each job may have
a distinct total order on its operations. Herein, several operations
may require processing on the same machine and not every job
may have operations on all machines.
Flow shop scheduling, denoted by “F” in the α-field: all jobs
have the same set of operations with the same total order.
2.1.2. Job characteristics
For job characteristics, we add qualifiers to the β-field. In this
survey, we consider the following types of job characteristics.
Precedence constraints. If jobs are restricted by precedence
constraints, then we add the qualifier “prec” to the β-field to
indicate that jobs are only allowed to start after their predecessors
are completed. In the case where the partial order induced by
the precedence constraints is the disjoint union of total orders,
we write “chains” instead of “prec”.
Processing time restrictions. If all jobs j have unit processing
time, we add “p j = 1” to the β-field. If all jobs j have an equal
processing time p, we add “p j = p” to the β-field. In case where
processing times are bounded from above by some constant c, we
add “p j ≤ c” to the β-field. If the processing times are restricted
to values in some set P ⊆ N, we add “p j ∈ P” to the β-field.
Machine restrictions. If each job j can be processed only on a
subset M j of machines, we add “M j” to the β-field.
Release dates. Each job j may have a release date r j, before
which it cannot be started. In this case, we add “r j” to the β-field.
Preemption. Per default, we assume that jobs are not allowed
to be preempted. Otherwise, we add “pmtn” to the β-field.
Multiprocessor jobs. When a job j may occupy size j machines
during execution, we add the qualifier “size j” to the β-field;
such problems are known as “multiprocessor scheduling”. If
the number of required machines is restricted to values in some
set S ⊆ N, we add “size j ∈ S ” to the β-field.
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Batch setup times. When jobs are partitioned into batches and
a sequence-dependent setup time spq is needed when switching
from a job of batch p to a job of batch q, then, in accordance
with Allahverdi et al. (2008), we add “STsd,b” to the β-field.
2.1.3. Objective functions
The objective functions γ that we aim to minimize are
– the makespan Cmax = max{C j | j ∈ J}, where C j is the
completion time of job j in a schedule, and
– the weighted sum of completion times,
∑
j∈J w jC j, when
each job j ∈ J also has a weight w j ∈ N.
If each job j ∈ J has a due date d j ∈ N, we also minimize
– the total weighted tardiness
∑
j∈J w jT j, where
T j = max{0, d j −C j}, and
– the weighted number of tardy jobs,
∑
j∈J w jU j, where
U j = 0 if job j is finished by its due date and U j = 1
otherwise.
This is equivalent to maximizing throughput—the weighted
number of jobs that get finished by their due dates.
Generally, we will drop the “ j ∈ J” subscript under the sum and
we will refer to the unit-weight variants of the scheduling prob-
lems by simply dropping the w j from the objective functions.
2.2. Parameterized complexity
An instance of a parameterized problem Π ⊆ Σ∗×N is a pair (x, k)
consisting of the input x and the parameter k. A parameterized
problem Π is fixed-parameter tractable (FPT) if there is an
algorithm solving any instance of Π with parameter k and size n
in f (k) · poly(n) time for some computable function f . Such an
algorithm is called a fixed-parameter algorithm.
Note that fixed-parameter tractability for a parameter k is
a much stronger property than polynomial-time solvability for
constant k: a fixed-parameter algorithm running in O(2k · n) time
takes polynomial time even for k ∈ O(log n). In contrast, an
algorithm running in time O(nk) is polynomial for constant k,
but is often impractical even for small values of k.
The main goal of parameterized complexity is determining
which parameterized problems have fixed-parameter algorithms.
These can efficiently solve NP-hard problems in applications
where the parameter takes only small values and the degree of
the polynomial in n is small. Notably, a problem may be fixed-
parameter tractable with respect to one parameter, but might be
not with respect to another. How to find parameters that are both
small in applications and lead to fixed-parameter algorithms, is
a research branch on its own (Fellows et al., 2013; Komusiewicz
and Niedermeier, 2012; Niedermeier, 2010).
Problem kernelization. Parameterized complexity enabled a
mathematical formalization of polynomial-time data reduction
with provable performance guarantees: kernelization. It has
been successfully applied to obtain effective polynomial-time
data reduction algorithms for many NP-hard problems (Guo and
Niedermeier, 2007; Kratsch, 2014) and also led to techniques
for proving lower bounds on the effectivity of polynomial-time
data reduction (Misra et al., 2011; Bodlaender et al., 2014).
A kernelization algorithm for a parameterized problem Π ⊆
Σ∗ × N reduces an instance (x, k) to an instance (x′, k′) in poly-
nomial time such that the size of x′ and k′ depends only on k
and such that (x, k) ∈ Π if and only if (x′, k′) ∈ Π. The in-
stance (x′, k′) is called a problem kernel.
Note that it is the parameter that allows us to measure the
effectivity of polynomial-time data reduction since an absolute
statement like “the data reduction shrinks the input by at least
one bit” for an NP-hard problem would imply that we can solve
NP-hard problems in polynomial time.
Parameterized intractability. To show that a problem is presum-
ably not fixed-parameter tractable, there is a parameterized ana-
logue of NP-hardness. The parameterized analogue of P ⊆ NP
is a hierarchy of complexity classes FPT ⊆ W[1] ⊆ W[2] ⊆
· · · ⊆ XP, where XP is the class of parameterized problems that
are solvable in polynomial time for constant parameter values.
The working hypothesis is that all inclusions in this hierarchy
are proper, paralleling the famous P , NP conjecture.
A parameterized problem Π is (weakly) W[t]-hard for some
t ∈ N if any problem in W[t] has a parameterized reduction to Π:
a parameterized reduction from a parameterized problem Π1
to a parameterized problem Π2 is an algorithm mapping an
instance (x, k) to an instance (x′, k′) in time f (k) · poly(|x|) such
that k′ ≤ g(k) and (x, k) ∈ Π1 ⇐⇒ (x′, k′) ∈ Π2, where f and g
are arbitrary computable functions. By definition, no W[t]-hard
problem is fixed-parameter tractable unless FPT = W[t].
A parameterized problem is strongly W[1]-hard if it is W[1]-
hard even if all numbers in the input are encoded in unary.
2.3. Approximation algorithms
Since we only consider minimization problems, we introduce
approximation terminology only for minimization problems.
An α-approximation is a solution to an optimization prob-
lem with cost at most α times the cost of an optimal solution.
A polynomial-time approximation scheme (PTAS) is an algo-
rithm that computes a (1 + ε)-approximation in polynomial
time for any constant ε > 0. An efficient polynomial-time ap-
proximation scheme (EPTAS) is an algorithm that computes a
(1 + ε)-approximation in time f (1/ε) · poly(n) for some com-
putable function f and ε > 0. Finally, a fully polynomial-time
approximation scheme (FPTAS) is an algorithm that computes a
(1 + ε)-approximation in time poly(n, 1/ε) for any ε > 0.
It is known that any problem having an EPTAS is fixed-
parameter tractable parameterized by the cost of an optimal
solution (Cesati and Trevisan, 1997, Lemma 11). Thus, showing
W[1]-hardness of a problem parameterized by the optimum
solution cost shows that it neither has an EPTAS nor an FPTAS
unless FPT = W[1]. Moreover, strongly NP-hard optimization
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problems with polynomially bounded objective functions do not
have FPTASes unless P = NP (Garey and Johnson, 1979).
3. Single-machine problems
In this section, we consider various single-machine problems:
Section 3.1 studies total weighted tardiness as objective function,
Section 3.2 the total weighted completion time, Section 3.3
the weighted number of tardy jobs, and, finally, Section 3.4
considers a variant with forbidden start and end times of jobs.
3.1. Total weighted tardiness
The problem 1||Σw jT j is strongly NP-hard (Lawler, 1977; Lenstra
et al., 1977), yet has two easier special cases: 1|p j=p|Σw jT j is
solvable in polynomial time via a reduction to the classical linear
assignment problem, whereas 1||ΣT j is solvable in pseudo-poly-
nomial time (Lawler, 1977; Lenstra et al., 1977).
To be more exact, Lawler (1977)’s pseudo polynomial-time
algorithm is a fixed-parameter algorithm for 1||ΣT j parameter-
ized by the maximum processing time pmax that also works for
1||Σw jT j with agreeable processing times and weights, that is,
pi < p j implies wi ≥ w j.
Although 1||Σw jT j is strongly NP-hard and thus cannot have
pseudo polynomial-time algorithms unless P = NP, it is interest-
ing whether the fixed-parameter tractability result for 1||Σw jT j
with agreeable processing times and weights holds in general:
Open Problem 1. Is 1||Σw jT j fixed-parameter tractable param-
eterized by the maximum processing time pmax?
Also note that, given that 1|p j=p|Σw jT j is solvable in polyno-
mial time, it is interesting to see whether 1||Σw jT j is fixed-param-
eter tractable with respect to the number p¯ of distinct processing
times.
3.2. Total weighted completion time
Ambühl and Mastrolilli (2009) showed that 1|prec|Σw jC j is a
special case of Weighted Vertex Cover. Vertex Cover is one
of the most well-studied problems in parameterized complexity
theory, in particular in terms of problem kernels; small ker-
nels for Weighted Vertex Cover were established by Etscheid
et al. (2017). It is interesting which kernelization algorithms
carry over to 1|prec|Σw jC j. However, a problem kernel for
1|prec|Σw jC j whose size is bounded by a function of the opti-
mum is not interesting—the optimum is at least the weighted
sum of all processing times and thus already bounds the input
size without data reduction. Remarkably, Vertex Cover ad-
mits a (randomized) algorithm yielding a problem kernel with
size polynomial in the difference between the optimum and a
lower bound given by the relaxation of the natural ILP (Kratsch
and Wahlström, 2012). Since 1|prec|Σw jC j is a special case of
Weighted Vertex Cover, and thus allows for a likewise natural
ILP formulation (Ambühl and Mastrolilli, 2009), the following
question is interesting:
Open Problem 2. Does 1|prec|Σw jC j admit a problem kernel
of size polynomial in the difference between the optimum and
the lower bound obtained from its natural LP relaxation?
We point out that any partial progress on this question would
be interesting: be it a randomized kernelization algorithm or
even a partial kernel that bounds only the number of jobs and
not necessarily their weights or processing times.
The question is complicated by the fact that each vertex in the
Weighted Vertex Cover instance created by Ambühl and Mas-
trolilli (2009), and thus each variable in the corresponding ILP,
corresponds to a pair of jobs in the 1|prec|Σw jC j instance, such
that known data reduction rules for Weighted Vertex Cover do
not allow for a straightforward interpretation in terms of jobs.
3.3. Throughput or weighted number of tardy jobs
In a survey on open questions in maximum throughput schedul-
ing, Sgall (2012) asked whether there is a polynomial-time algo-
rithm for 1|r j, p j≤c|ΣU j for constant c. Similarly, the NP-hard-
ness of the weighted case for constant c is open. Parameterized
complexity can serve as an intermediate step towards resolving
these questions.
Open Problem 3. Are 1|r j|ΣU j and 1|r j|Σw jU j W[1]-hard pa-
rameterized by the maximum processing time pmax?
Currently, even containment in the parameterized complexity
class XP is open. The special case 1||ΣU j is polynomial-time
solvable, whereas 1||Σw jU j is weakly NP-hard and solvable in
pseudo-polynomial time (Lawler and Moore, 1969; Karp, 1972).
Hermelin et al. (2018) gave fixed-parameter algorithms for
1||Σw jU j simultaneously parameterized by any two out of the
following three parameters: the number of distinct due dates, the
number of distinct processing times, and the number of distinct
job weights.
Fellows and McCartin (2003) showed that 1|prec, p j=1|ΣUi
is W[1]-hard parameterized by the number of tardy jobs but
fixed-parameter tractable with respect to this parameter if the
partial order induced by the precedence constraints has constant
width. Herein, the width of a partial order is the size of a largest
set of mutually incomparable jobs.
3.4. Forbidden start and end times
Machine scheduling problems with forbidden start and end times
model the situation when an additional resource, subject to un-
availability constraints, is required to start or finish a job. For
example, this resource might be operators of chemical experi-
ments, which serves as a major motivation for such problems.
For makespan minimization on a single machine, Billaut
and Sourd (2009) gave an algorithm that runs in nO(τ
2) time for
τ forbidden start times and n jobs; this was improved by Rapine
and Brauner (2013) to nO(τ) time. For the high-multiplicity
encoding of the input—given by binary numbers nt encoding the
number of jobs having the same forbidden start and end times—
Gabay et al. (2016) showed a polynomial-time algorithm if the
number τ of forbidden times is constant. All of these results
leave open the possibility for fixed-parameter tractability of the
problem parameterized by τ.
Open Problem 4. Is makespan minimization on a single ma-
chine with τ forbidden start and end times fixed-parameter tract-
able parameterized by τ?
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4. Parallel identical machines
In this section, we consider scheduling on parallel identical
machines. Section 4.1 considers the makespan objective, Sec-
tion 4.2 the makespan objective with precedence constraints,
Section 4.3 the weighted number of tardy jobs, Section 4.4 con-
siders just-in-time scheduling, and, finally, Section 4.5 considers
variants with allowed preemption of jobs.
4.1. Makespan
Alon et al. (1998) showed an EPTAS for P||Cmax, which implies
that P||Cmax is fixed-parameter tractable parameterized by the
makespan Cmax (Cesati and Trevisan, 1997, Lemma 11).
This was improved by Mnich and Wiese (2015) to a fixed-
parameter algorithm for the maximum processing time pmax of
any job; we generally expect pmax  Cmax. The running time
of both algorithms is doubly-exponential in the parameter. An
improved algorithm whose running time depends singly-expo-
nentially on pmax was proposed by Knop and Koutecký (2017).
Very recently, Knop et al. (2017) strengthened this result by giv-
ing an algorithm with single-exponential dependence pmax even
for the high-multiplicity encoding, when, for each processing
time p ≤ pmax, the number of jobs with processing time p is
encoded in binary. Chen et al. (2017) generalized the result
of Mnich and Wiese (2015) by showing that R||Cmax is fixed-
parameter tractable parameterized by pmax and the rank of the
matrix (pi j) giving the processing time pi j of job j on machine i.
In a breakthrough result, Goemans and Rothvoß (2014)
showed that P||Cmax is polynomial-time solvable when the num-
ber p of distinct processing times is constant, that is, the problem
is in XP. Their result holds even for the high-multiplicity en-
coding of the input, where the number m of machines and the
number n j of jobs with processing time p j are encoded in binary
for each j ∈ {1, . . . , p}. A close inspection of their result re-
veals that it is a fixed-parameter algorithm when the processing
times p j are encoded in unary. Despite all this progress, the
following problem remains open.
Open Problem 5. Is P||Cmax with high-multiplicity encoding
fixed-parameter tractable parameterized by the number p of
distinct processing times, that is, when job processing times p j
and the number of jobs for each processing time are encoded in
binary?
To find a fixed-parameter algorithm for the high-multiplicity
encoding of P||Cmax parameterized by p, one difficulty is out-
putting an optimal schedule, whose obvious encoding requires at
least m bits (to store how many jobs of each processing time are
processed on each machine) and is therefore neither polynomial
in the input size nor bounded by a function of p. Such problems
might be possibly overcome by using the framework of Brauner
et al. (2005).
4.2. Makespan and precedence constraints
The parameterized complexity of P|prec|Cmax and special cases
has extensively been studied with respect to the width of the
partial order induced by the precedence constraints: the width
of a partial order is the size of its largest antichain—a set of
pairwise incomparable jobs.
The special case P2|chains|Cmax is weakly NP-hard even for
partial orders of width three (Günther et al., 2014; van Bevern
et al., 2016). Since this excludes fixed-parameter algorithms
using the partial order width as parameter already on two ma-
chines, it has been tried to use the partial order width and the
maximum processing time as parameters simultaneously. Bod-
laender and Fellows (1995) showed that even P|prec, p j=1|Cmax
is W[2]-hard parameterized by the partial order width and by the
number of machines. Later, van Bevern et al. (2016) showed that
combining partial order width with maximum processing time
does not even yield fixed-parameter algorithms on two machines.
More precisely, they showed that even P2|prec, p j∈{1, 2}|Cmax is
W[2]-hard parameterized by the partial order width; and so is
P3|prec, size j∈{1, 2}|Cmax.
Further restricting this problem, one arrives at a long-stand-
ing open problem due to Garey and Johnson (1979, OPEN8)
of whether P3|prec, p j=1|Cmax is NP-hard or polynomial-time
solvable. In fact, the complexity is open for any constant number
of machines. Thus, as pointed out by van Bevern et al. (2016),
it would be surprising to show W[1]-hardness of this problem
for any parameter, since this would exclude polynomial-time
solvability unless FPT = W[1].
Open Problem 6. Is P3|prec, p j=1|Cmax fixed-parameter tract-
able parameterized by the width of the partial order induced by
the precedence constraints?
Note that a negative answer would basically answer the open
question of Garey and Johnson (1979) on whether the prob-
lem is polynomial-time solvable, whereas a positive answer
would be in strong contrast to the W[2]-hardness of the slight
generalizations P|prec, p j=1|Cmax, P2|prec, p j∈{1, 2}|Cmax, and
P3|prec, size j∈{1, 2}|Cmax considered by Bodlaender and Fel-
lows (1995) and van Bevern et al. (2016).
4.3. Throughput or weighted number of tardy jobs
Baptiste et al. (2004) showed that Pm|r j, p j=p|Σw jU j is poly-
nomial-time solvable. According to Sgall (2012), this is open
when the number of machines is not a constant. A first step to
resolving this question is solving the following problem.
Open Problem 7. Are P|r j, p j=p|Σw jU j and P|r j, p j=p|ΣU j
fixed-parameter tractable parameterized by the number of ma-
chines?
A negative answer to this question would also be interesting
since it is open whether these problems are even NP-hard if the
number m of machines is part of the input. Notably, the special
case P|p j=p|Σw jU j is polynomial-time solvable via a reduction
to the classical linear assignment problem but P|p j=p, pmtn|Σw jU j
is strongly NP-hard (Brucker and Kravchenko, 1999).
4.4. Interval scheduling or just-in-time scheduling
An important special case of maximizing the throughput on
parallel identical machines is interval scheduling, where each
job j has a weight w j, a fixed start time, and a fixed end time.
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The goal is to schedule a maximum-weight subset of jobs non-
preemptively on m parallel identical machines. As always, each
machine can process only one job at a time. Since we can
interpret this problem as minimizing the total weight of jobs
not meeting their due dates, where each job j has a processing
time p j, a release date r j, and a due date d j such that d j−r j = p j,
we denote the problem as P|d j−r j=p j|Σw jU j. This problem is
equivalent to maximizing the weighted number of “just-in-time”
jobs on parallel identical machines (Sung and Vlach, 2005).
Arkin and Silverberg (1987) show that this problem is solv-
able in O(n2 log n) time. However, they showed that the variant
P|M j, d j−r j=p j|Σw jU j is NP-hard and solvable in O(nm+1) time.
Open Problem 8. Is P|M j, d j−r j=p j|Σw jU j fixed-parameter
tractable parameterized by the number of machines?
This problem is a special case of R|d j−r j=p j|Σw jU j where each
job j has a processing time pi j ∈ {p j,∞} on machine i. In that
sense, any positive answer to Open Problem 8 (in form of a
fixed-parameter algorithm) can serve as a first step towards a
fixed-parameter algorithm for R|d j−r j=p j|Σw jU j also; after all,
the O(nm+1)-time algorithm of Arkin and Silverberg (1987) for
P|M j, d j−r j=p j|Σw jU j was generalized to R|d j−r j=p j|Σw jU j
with essentially the same running time (Sung and Vlach, 2005).
We point out that, if we only slightly relax the condition
d j − r j = p j to d j − r j ≤ λp j for any constant λ > 0, then
the problem is weakly NP-hard for m = 2 and strongly W[1]-
hard parameterized by m (van Bevern et al., 2017b), even when
all jobs are allowed to be processed on all machines and only
checking whether one can finish all jobs by their due date.
Using a construction due to Halldórsson and Karlsson (2006),
P|M j, d j−r j=p j|Σw jU j can be seen to be a special case of the
Job Interval Selection problem introduced by Nakajima and
Hakimi (1982), where each job has multiple possible execution
intervals and we have to select one execution interval for each
job in order to process it: we model the machines by pairwise
disjoint segments of the real line and each job has an interval
in each segment belonging to a machine it can be processed
on. Via this relation to Job Interval Selection, one can model
P|M j, d j−r j=p j|Σw jU j as Colorful Independent Set in an in-
terval graph with at most mn intervals colored in n colors and
having at most m intervals of each color (van Bevern et al., 2015),
where the task is to find a maximum-weight independent set of
intervals with mutually distinct colors.
Colorful Independent Set is fixed-parameter tractable pa-
rameterized by the number of colors in the solution on interval
(and even on chordal) graphs (van Bevern et al., 2015; Ben-
tert et al., 2017), which implies that P|M j, d j−r j=p j|Σw jU j is
fixed-parameter tractable parameterized by the number of jobs
that can be scheduled in an optimal solution. To answer Open
Problem 8, one could try to show that Colorful Independent
Set in interval graphs is fixed-parameter tractable parameterized
by the maximum number of intervals of any color.
4.5. Allowed preemption
The three problems P|pmtn, r j|ΣC j, P|pmtn|ΣU j, and P|pmtn|ΣT j
are all NP-hard (Du et al., 1990; Lawler, 1983; Kravchenko
and Werner, 2013), yet the special cases with equal processing
times are polynomial-time solvable (Baptiste et al., 2004, 2007;
Kravchenko and Werner, 2011).
Open Problem 9. Are the above problems fixed-parameter
tractable parameterized by the number p of distinct process-
ing times?
Kravchenko and Werner (2011) survey related problems; as
of now, the complexity status of P2|pmtn, p j=p|Σw jT j for con-
stant p is open. Parameterized hardness might serve as an inter-
mediate step towards settling it.
Open Problem 10. Is P2|pmtn, p j=p|Σw jT j W[1]-hard param-
eterized by the processing time p of all jobs?
5. Shop scheduling
We now consider the open shop, job shop, and flow shop schedul-
ing problems. Section 5.1 considers the makespan objective,
Section 5.2 considers fixed-parameter approximation schemes,
Section 5.3 takes into account setup times, and, finally, Sec-
tion 5.4 considers variants of maximizing throughput.
5.1. Makespan
Kononov et al. (2012) give a computational complexity di-
chotomy of J||Cmax and O||Cmax into polynomial-time solvable
cases and NP-hard cases depending on the maximum processing
time pmax of operations, the maximum number nmax of opera-
tions per job, and an upper bound on the makespan Cmax. All
problems are NP-hard even if all of the listed parameters are
simultaneously bounded from above by 4 (Kononov et al., 2012;
Williamson et al., 1997), which fully settles the parameterized
complexity of O||Cmax and J||Cmax with respect to these parame-
ters.
However, in all hardness reductions of Kononov et al. (2012),
the number of machines is necessarily unbounded: when bound-
ing both the number m of machines and the makespan Cmax, then
shop scheduling problems are trivial, since the overall number of
operations in the input is at most m ·Cmax. This makes the param-
eters pmax and nmax interesting for fixed-parameter algorithms
for shop scheduling problems with a fixed number of machines
(or with the number of machines as an additional parameter).
For example, both F3||Cmax and O3||Cmax are strongly NP-
hard (Gonzalez and Sahni, 1976; Garey et al., 1976), yet Om||Cmax
is fixed-parameter tractable parameterized by maximum process-
ing time pmax: if the maximum machine load is `max ≥ m2 pmax,
then the makespan of the instance is `max (Sevast’janov, 1995).
Otherwise, there are at most `max < m2 pmax jobs and the instance
can be solved using brute force. For F3||Cmax, the analogous
question is open:
Open Problem 11. Is F3||Cmax fixed-parameter tractable pa-
rameterized by the maximum processing time pmax?
This question is likewise interesting for F3|no-wait|Cmax, where
“no-wait” means that each operation of a job has to start imme-
diately after completion of the preceding operation of the same
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job. The NP-hardness of F3|no-wait|Cmax was a long-standing
open question (Röck, 1984).
Notably, for the three-machine job shop scheduling problem,
the above question has a negative answer: even the special case
J3|pi j=1|Cmax is NP-hard (Lenstra and Rinnooy Kan, 1979).
Open Problem 12. Is J3||Cmax fixed-parameter tractable pa-
rameterized by the maximum processing time pmax and the max-
imum number nmax of operations per job?
5.2. Makespan approximation
Job and open shop scheduling problems are often APX-hard
(Williamson et al., 1997) but also NP-hard for a constant num-
ber of machines (Gonzalez and Sahni, 1976; Garey et al., 1976;
Lenstra and Rinnooy Kan, 1979) and many other constant param-
eters (Kononov et al., 2012). Thus, they are amenable neither to
approximation schemes nor fixed-parameter algorithms.
However, while having a constant number of machines does
not help to get polynomial-time algorithms for these problems,
it helps tremendously in getting PTASes (Sevastianov and Woeg-
inger, 1998; Hall, 1998; Jansen et al., 2003). Remarkably, these
are not simply PTASes for a fixed number of machines running
in time, say nO(m/ε): In terms of Marx (2008), they are actually
fixed-parameter tractable approximation schemes (FPT-AS) for
the parameters m and ε, running in time f (m, ε) · poly(n). While
not necessarily being a PTAS, an FPT-AS using the number m of
machines as parameter and running in O(2m/ε · n) time might be
practically more valuable than a PTAS running in O(n1/ε) time
or even an FPTAS running in O((n + 1/ε)3) time.
Sevastianov and Woeginger (1998) compute a (1+ε)-approx-
imation for O||Cmax in f (m, ε)+O(n log n) time, Hall (1998) com-
putes a (1+ε)-approximation for F||Cmax in f (m, ε)+O(n3.5) time.
Yet for J||Cmax, Jansen et al. (2003) need an additional pa-
rameter: they compute a (1 + ε)-approximation for J||Cmax in
f (m, nmax, ε) + O(n) time, where nmax is the maximum number
of operations of a job.
Open Problem 13. Is there an algorithm that yields a (1 + ε)-
approximation for J||Cmax in f (m, ε) · poly(n) time?
Giving a negative answer to this question seems challenging:
the obvious approach would be proving that J||Cmax is W[1]-
hard parameterized by Cmax + m. However, as discussed in
Section 5.1, J||Cmax is trivially fixed-parameter tractable param-
eterized by Cmax + m, so that this approach is inapplicable.
5.3. Makespan with sequence-dependent setup times
In the following, we consider a variant O|pi j = 1,STsd,b|Cmax
of open shop with unit processing times where the jobs are
partitioned into g batches and machines require a sequence-
dependent batch setup time spq ∈ N when switching from jobs
of batch p to jobs of batch q.
The case with unit processing times models applications
where large batches of items have to be processed and processing
individual items in each batch takes significantly less time than
setting up the machine for the batch. Alternatively one can
interpret this problem as an open shop problem where machines
or experts have to travel between jobs in different locations in
order to process them (Averbakh et al., 2006).
As a generalization of the Traveling Salesperson problem,
O|pi j = 1,STsd,b|Cmax is NP-hard already for one machine. As
shown by van Bevern and Pyatkin (2016), the problem is solv-
able in O(2gg2 + mn) time if each batch contains more jobs than
there are machines. For the case where batches may contain less
jobs, they showed that the problem is solvable in O(n log n) time
if both the number m of machines and the number g of batches
are constants.
Open Problem 14. Is O|pi j = 1, STsd,b|Cmax fixed-parameter
tractable parameterized by the number g of batches?
We point out that, for this problem, it would be desirable to
design a fixed-parameter algorithm that works also for the high-
multiplicity encoding, which compactly encodes the number of
jobs in each batch in binary. The fixed-parameter algorithms of
van Bevern and Pyatkin (2016) also work for the high-multiplic-
ity encoding as long as they only need to compute the minimum
makespan.
5.4. Throughput or weighted number of tardy jobs
Since checking for a schedule with makespan L is equivalent
to checking whether all jobs can meet a due date of L, all NP-
hardness results from J||ΣC j and O||ΣC j in Section 5.1 carry over
to J||ΣU j and O||ΣU j. In fact, these throughput maximization
variants turn out to be even harder: now, even the special cases
J2|pi j=1|Σw jU j and J2|pi j=1, r j|ΣU j on two machines are NP-
hard (Kravchenko, 2000b; Timkovsky, 1998).
The situation is more relaxed for open shop scheduling:
O|pi j=1, r j|ΣU j is NP-hard for an unbounded number of ma-
chines (Kravchenko, 2000a), whereas O|pi j=1|Σw jU j is even
fixed-parameter tractable parameterized by the number m of
machines (Brucker et al., 1993b). For Om|pi j=1, r j|Σw jU j, we
only know polynomial-time solvability for a constant number of
machines (Baptiste, 2003).
Open Problem 15. Is O|pi j=1, r j|Σw jU j fixed-parameter tract-
able parameterized by the number of machines?
It is known that the special case O|pi j=1, r j|Cmax is polynomial-
time solvable and that O|pi j=1, r j|Σw jU j is equivalent to the
problem P|p j=m, pmtnZ, r j|Σw jU j of scheduling jobs with pro-
cessing time m on m parallel identical machines with release
dates and preemption allowed at integer times (Brucker et al.,
1993a).
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