Abstract. Let k be a global field with maximal order o k and let m 0 be an ideal of o k . We present algorithms for the computation of the multiplicative group (o k /m 0 ) * of the residue class ring o k /m 0 and the discrete logarithm therein based on the explicit representation of the group of principal units. We show how these algorithms can be combined with other methods in order to obtain more efficient algorithms. They are applied to the computation of the ray class group Cl m k modulo m = m 0 m∞, where m∞ denotes a formal product of real infinite places, and also to the computation of conductors of ideal class groups and of discriminants and genera of class fields.
Introduction
Let k be a number field with ring of integers ø k and let m 0 be an ideal of ø k . We describe how a basis of the multiplicative group (ø k /m 0 ) * can be computed and how the discrete logarithm problem in (ø k /m 0 ) * can be solved. Let p|m0 p mp be the decomposition of m 0 into a product of prime ideals. Then the unit group (ø k /m 0 ) * of the residue class ring ø k /m 0 satisfies
Hence, the computation of (ø k /m 0 ) * is reduced to the computation of all (ø k /p m ) * . For nonzero prime ideals p of ø k the completion of k with respect to the corresponding non-archimedian exponential valuation v p is denoted by k p . Let ø p denote the valuation ring of k p with unique maximal ideal b p . Then
In order to determine (ø k /p m ) * we therefore compute (ø/p) * and (1 + p)/(1 + p m ). Algorithms for the computation of a primitive element of the residue class field (ø k /p) * are contained in the literature, for instance a method by Gauss in [PZ89] . For a survey of algorithms for the discrete logarithm in the finite field (ø k /p) * we refer the reader to [SWD] .
In Section 3 we present a method for the computation of a basis of (1+p)/(1+p m ) [Pau96] which is derived from the explicit representation of the principal units (or one-units) of a local field as described in [Has80, chapter 15] .
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In Section 4 we present an algorithm for the computation of (1 + p)/(1 + p m ) by H. Cohen, M. Olivier and F. Diaz y Diaz [CDO96, CDO98, Coh00] that exploits the isomorphism
They compute successively generators and relations for the groups (1+p ki )/(1+p li ) with k i = 2 i < m, l i = min(2 i+1 , m), and combine these. In Section 5 we describe how the p-adic logarithm and the Artin-Hasse logarithm can be used to solve the discrete logarithm problem. This is described in detail in [Coh00, chapter 4] .
In Section 6 we present an efficient algorithm for the computation of a basis of the group of principal units and for the discrete logarithm combining methods from Sections 3, 4, and 5.
Applications of these algorithms to the computation of ray class groups, their conductors, and the discriminants and signatures of the respective ray class fields are presented in Sections 7 and 8. They are also an important tool in the computation of ray class fields [Fie00, Coh00] .
In Section 9 we describe the algorithms in the case where k is a global function field.
Notation
Throughout the paper a finite abelian group G is presented by a column vector g ∈ G m , whose entries form a system of generators for G, and by a matrix of relations M ∈ Z m×n of rank m, such that v T g = 0 for v ∈ Z m if and only if v is an integral linear combination of the rows of M . We note that for every a ∈ G there is a v ∈ Z m satisfying a = v T g. If g 1 , . . . , g m is a basis of G, M is usually a diagonal matrix. Algorithms for calculations with finite abelian groups can be found in [Coh00] and [Sim94] . If G is a multiplicative abelian group, then v T g is an abbreviation for g
We denote the degree of k over Q by n. We denote an integral basis of the ring of integers ø k of k by a vector w ∈ ø k n . A matrix representation of an ideal a ⊂ ø k is a matrix A ∈ Z n×n such that Aw is a Z basis of a. If p ⊂ ø k is a prime ideal, we write e for the ramification index and f for the inertia degree of p.
For the complexity considerations we fix the following notation. Let R be a ring and a an ideal of R.
• We denote by M a the number of bit operations needed for multiplying two elements in R modulo a.
• Let a, b ∈ R. The number of bit operations needed for finding an element q ∈ R with a ≡ q · b mod a is denoted by D a .
• The number of bit operations for multiplying a k × l matrix by an l × m matrix over a ring R is denoted by M R (k, l, m).
• Denote by T R (n) the number of bit operations required for triangularizing an n × n matrix over a principal ideal ring R.
• Let A be a matrix in Z n×n whose coefficients are bounded by a. We denote by S a the number of bit operations needed to compute the Smith Normal Form S of A and transformation matrices T L and T R such that S = T L AT R .
Principal units
In this section we present several results about principal units (also called oneunits) (for details we refer to [Has80, chapter 15]), and apply these to the computation of the multiplicative group of residue class rings [Pau96] . We assume that p is the unique rational prime contained in p. An element 
This has the following consequence. If η 1ν , . . . , η fν is a system of generators for the level ν < for the maximal s 2ν for which the inequality holds. As above, the order of [η iν ] is increased by a power of p, and we obtain s ν = s 1ν + s 2ν + 1.
We show by induction on m that we indeed have a basis representation. Let ω 1 , . . . , ω f be fixed representatives of a Z/pZ-basis of ø p /b p in ø p , and η ∈ 1 + b p . We denote the class of
We start with the case (p − 1) e. The class of
Next we assume that the basis representation of
We construct b 11 , . . . , b fe satisfying
Let ν ∈ F e be the fundamental level for k. There exist s 1 , s 3 with
Hence, we obtain
The ω i were chosen to satisfy (1
, and we conclude that
With
we finally get the representation
The generators of the level ν are the generators of the new level k. It follows from the p-th power rule that the order of (1 + ω i π ν ) increases by the factor p and that the orders of the other generators do not change.
In case (p − 1) | e the proof is analogous; we just need to use a different isomorphism, h 2 : ω → pω − εω, to proceed from level Algorithm 3.5 (Discrete logarithm, principal units, case I).
• Set a ← 0 ∈ Z fe .
• For all levels 1 ≤ ν < m do:
• Find base level ν of ν.
• Compute the number of substitutions s 1 , s 2 , s 3 .
•
• Return a. Assuming the data above is known, Algorithm 3.5 returns the discrete logarithm 
In the unique representation of η 1e0 the exponent a 1e0 was bounded by a 1e0 < p µ0 . We can represent η 
bit operations. In case II (see Theorem 3.6) a set of generators and a relation matrix can be computed in
bit operations. 
Quadratic methods
The quadratic method of Cohen, Diaz y Diaz, and Olivier [CDO96, CDO98, Coh00] is based on the following fact. 
is an isomorphism. 
is exact.
By the definition of the map Φ we have Φ([h] m ) = [h] l . We are looking for a matrix P with
. We compute the matrix P by applying the method for computing the representation of elements in (
In order to compute (1 + p)/(1 + p m ) one computes iteratively
where s = log 2 (m) .
Algorithm 4.2 (Generators and relations, quadratic method).
Input:
, integral basis w of ø k Output: Generators and relations of (g, M ) of (1 + p)/(1 + p m )
• Compute generators and relations (h, N ) of (1 + p)/(1 + p 2 ):
m). • Compute generators and relations
• Compute P , such that N h = P g using Algorithm 4.3 below.
• • While k = m: 
p-adic logarithms
In this section we present a third approach to the computation of the discrete logarithm in (1 + p)/(1 + p m ). These methods can also be used for the computation of generators and relations of (1 + p)/(1 + p m ) [Coh00, chapter 4]. For levels greater than e/(p − 1) the p-adic logarithm can be used for the computation of the discrete logarithm. Define 
iv) For any integers l and m with m > l ≥ 1 + e/(p − 1) the functions log p and exp p are inverse isomorphisms between the multiplicative group
The inequality e(p s−1 − s) > m holds if i = p s > pm ≥ pm/e. Thus log p can be approximated by computing the first m summands of the series for p i and the summands up to i = pm for p | i.
The p-adic logarithm modulo p m can be computed in O(mM p m ) bit operations.
Artin-Hasse logarithms yield an inductive method for the computation of the group (1 + p)/(1 + p m ) of the discrete logarithm similar to the quadratic methods in the previous section. The quadratic methods exploited the isomorphisms
; the Artin-Hasse logarithm yields the isomorphisms
Hence, fewer iterations are necessary using the ArtinHasse logarithm. Define
Proposition 5.3. Let p be a prime ideal over the prime number p.
i) The nonzero monomials of the polynomial
is a group isomorphism.
Computing the group of principal units and the discrete logarithm
A major advantage of the basis (respectively unique) representation of the principal units as given in Section 3 is that the structure of the group is given directly. In Section 8 we will see how the fact that we know which basis elements are generators for which level can be exploited in the computation of conductors of ray class groups and more general ideal class groups. Very few computations are needed for the computation of a basis of the multiplicative group of the residue class ring.
We combine the methods from Sections 3, 4, and 5 into a more efficient algorithm. We use the generators given by Theorems 3.3 and 3.6, the quadratic methods for the discrete logarithm for levels up to The following algorithm is formulated for case I only. A version for case II requires only minor changes.
Algorithm 6.1 (Discrete logarithm, combined).
• Set k ← 1, a = (a 11 , . . . , a fe ) ← 0.
• While k < min m,
• Compute a basis ρ 11 = η
• Compute a basis ρ 11 = log p η Find (c 11 , . . . , c fe ) ∈ N with c 11 ρ 11 + · · · + c fe ρ fe = γ.
• 
where (ø p /p) * is mapped to the group of (q deg(p) − 1)-th roots of unity in ø p /p m * . It is well known that the order of
and setting min{ } := 0, define
The following lemma immediately gives us generators and relations for (1 + p)/(1 + p m ). 
Proof. This follows from [Aue99, p. 39].
Assume that for given a ∈ (1 + p)/(1 + p m ) we want to express a as a power product of the generators of the lemma. The most elementary way of achieving this is by a Gaussian elimination procedure as done in Algorithm 3.5. The methods of Section 4 can also be used. The p-adic logarithm in Section 5 does not carry over, because we work in characteristic p and would have to divide by p in the series expansion of log p and exp p . However, the Artin-Hasse logarithm can be applied; Proposition 5.3 remains true in characteristic p. This appears to be a very efficient way for computing the expression of a in the generators. Using the definition, there is a straightforward way of computing the conductor of a subgroup H of Cl m . Namely, we successively check for all smaller congruence modules m < m whether the isomorphy holds. If not, we take the next m . If yes, we replace m by m and H by Φ(H) and start from the beginning. At the end, m is smallest possible. Because of the uniqueness property, m must be the conductor of the original H.
A more explicit way is given by the diagram above. Assume the subgroup of Cl m is the image of a divisor group H ⊆ D m . The conductor is a smallest congruence module m such that U H k m /k m ∼ = U H k m /k m . In the case of H = {0} we see from the exact sequence above, and since the cardinality of (ø p /p m ) * changes if m changes, that m already is the conductor of Cl m . The computation of the conductor for general H using the isomorphy amounts to two major steps.
In the first step we need to determine generators of U H . If h 1 , . . . , h r are the divisor classes in Cl of the generators of H, we compute the kernel of Z r −→ Cl, (λ i ) i → i λ i h i . To carry out this computation we need to know generators and relations of Cl and need to express the classes h i in these generators. From the kernel we obtain a basis of H ∩ P m and can reconstruct the corresponding elements in U H .
In the second step we express the generators of U H in the generators of k m /k m . Joining these expressions and the relations of k m /k m yields the relations of k m /U H k m . Now, analogously to the number field case, for smaller m there is no need to recompute the expressions for the generators of U H . We only have to adjust the orders of the generators of k m /k m in the relation matrix for k m /U H k m . Once we obtain a different relation module, m is too small. Successive testing and descending again exhibits the smallest congruence module preserving the isomorphy.
9.4. Class field discriminants and genera. Let m be a congruence module. From class field theory we know that the finite abelian extensions K/k of conductor less than or equal to m correspond inclusion-reversing to subgroups H of Cl m of finite index. The conductor of K/k is equal to the conductor of H. Using the methods from Section 9.3, we can compute the numbers h m−kp,H easily. We are thus able to determine the discriminant d K/k and the genus g K .
