Introduction
Let F be either R or C and let m and n be integers. A homogeneous linear partial differential equation with polynomial coefficients in n unknown functions u 1 , . . . , u n of m variables x 1 , . . . , x m can be written as
where linear partial differential operators p 1 , . . . , p n have polynomial coefficients; in other words, p 1 , . . . , p n belong to the Weyl algebra A m (F) which is generated by x 1 , . . . , x m and ∂ ∂x1 , . . . , The set of all equations (2) that vanish on the solution set of the system (1) is usually called the Weyl closure of (1) . Let N be the submodule of A m (F) n that is generated by the rows of the p ij matrix. Our result can be rephrased as follows: the Weyl closure of the system (1) is equal to
For constant coefficients our main result follows from [8, Examples 1.13 and 1.13 (real), Assumption 2.55, Theorems 2.61 and 4.54]. Note that [8] also covers other notions of solution which is further developed in [17] . For holonomic systems (with F = C) our main result follows from [20, Proposition 2.1.9]. This result uses global solutions instead of our local solutions. We will discuss it in subsection 5.2.
The proof of our main result uses Riquier-Janet theory. Riquier bases are Weyl algebra analogues of Gröbner bases while Janet's algorithm is an analogue of Buchberger's algorithm. Riquier existence theorems are generalizations of the CauchyKovalevskaya theorem. For a recent survey of this theory, see [16, Chapter 4 ].
Preliminaries
Let F be either R or C. For every m ∈ N, 1 the Weyl algebra A m (F) is the Falgebra with generators x 1 , . . . , x m , D 1 , . . . , D m and relations
which is a left vector space over F(x) := F(x 1 , . . . , x m ). It is well-known that A m (F) and B m (F) are Noetherian domains, see e.g. [6, pp. 19-20] , (which implies the Ore property by [6, pp. 46-47] ). For every n ∈ N, the left A m (F)-module A m (F) n and the left B m (F)-module B m (F) n are also Noetherian. For additional ring-theoretic information on A m (F) and B m (F) see [18, 9] .
An element of B m (F) n is a derivative if it is of the form δ
m and e i = (ε i1 , . . . , ε in ) is the i-th standard basis vector of B m (F)
n . The set of all derivatives will be denoted by ∆. Every element p ∈ B m (F) n can be converted into a standard form, i.e. it can be expressed uniquely as a left F(x)-linear combination of different derivatives. We write cf(p)(δ) for the coefficient of p at δ ∈ ∆, so p = δ∈∆ cf(p)(δ)δ. The standard ranking is a linear ordering ≺ of the set ∆ which is defined by . We say that a formal power series is convergent if it has a nonzero convergence radius. In this case it defines an analytic function on a ball around x 0 . Every element p ∈ B m (F) which is defined (i.e. whose coefficients are defined) at x 0 induces in a natural way a mapping
n which is defined at x 0 induces a mapping from
n , we have a system
of partial differential equations corresponding to it. We say that an element u ∈
. If a formal solution at x 0 is convergent, then the corresponding analytic function solves the system on a ball around x 0 . If two finite subsets of B m (F) n generate the same submodule of B m (F) n then the corresponding systems are equivalent, i.e. they have the same formal and the same analytic solutions at every point x 0 from some open dense subset of F m . We will now summarize the Riquier-Janet theory. Let N be a submodule of B m (F) n and let N be a finite generating set of N . A procedure called the Janet's algorithm 2 transforms N into a better finite generating set M that we call a Riquier basis. The idea is to transform each element aδ+L ∈ N (where a ∈ F(x), δ ∈ ∆ and hd L ≺ δ) into a substitution rule δ → −a −1 L that is used to reduce other elements of N . We must also ensure that by differentiating the substitution rules for δ i α and δ i β (when they exist) we get only one substitution rule for δ i α+β . By definition, all elements of M are monic. The system corresponding to M is equivalent to the system corresponding to N but it is much easier to solve.
The procedure to formally solve the system corresponding to M is given by the Formal Riquier Existence Theorem. The idea is to split the set ∆ into two parts, the set of principal derivatives Prin M which is defined by
and the set of parametric derivatives
in which all elements of M are defined. For each parametric derivative, we can specify an initial condition in x 0 . We then use the equations from M to (uniquely) compute the values of principal derivatives at x 0 and thus obtain a formal solution of the system corresponding to M. If the set Par M is empty, then the system corresponding to M has only the trivial solution. We refer the reader to [14, Theorem 2] or to [15] for the details, including the details about Riquier bases.
Finally, the Analytic Riquier Existence Theorem states that the formal solution of the system defined by M is convergent if all initial determinations are convergent. Recall that for each i = 1, . . . , n the initial determination of u i is the formal power series with support {α ∈ N m | δ i α ∈ Par M} and with coefficients determined by the initial conditions. We refer the reader to [12, Chapter VIII] for the proof. The original reference is [11] . We do not use the full generality of this result since we only work with linear partial differential equations. Reference [15] claims a generalization of the original result from Riquier to orderly rankings but this has been disputed in [5] . This is not a problem for us because the standard ranking is a Riquier ranking.
A technical result
The aim of this section is to prove the following technical result. For every integer s we write 
Proof. To prove that (1) implies (2) we multiply (a) with D β , convert into standard form, insert x 0 and finally apply (b). Suppose now that (2) is true. If Par M is empty, then M must contain elements with highest derivatives δ i 0 = e i for all i. Then assumption (2) implies that c(δ) = 0 for every δ ∈ ∆ s . Now the trivial solution satisfies (1) . If Par M is nonempty, we can proceed as in the Formal Riquier Existence Theorem. We compute the formal solution u = (u 1 , . . . , u n ) of the system defined by M that satisfies the following initial conditions
By construction, u satisfies (a). Let us show now that u is analytic. For each i = 1, . . . , n, the initial determination of u i , i.e. the formal power series
α is a polynomial. By the Analytic Riquier Existence Theorem 3 it follows that the formal power series for u is convergent. It remains to show that u satisfies (b). By construction, we already know that
holds for every δ ∈ Par M ∩ ∆ s . We claim that (5) also holds for every δ ∈ Prin M ∩ ∆ s . We will prove this claim by induction. Pick any δ i α ∈ Prin M ∩ ∆ s and assume that (5) 
On the other hand, by multiplying the equation p[u] = 0 with D β , converting into the standard form and inserting x 0 we obtain that
Now, the induction hypothesis implies that
The fact that all elements of M are monic implies that cf(
which completes our induction and proves the claim.
Proof of the main result
We will prove a slight generalization of the promised result. Namely, that for every nonempty open set U ⊆ F m we can restrict our solution set from a subset
We will use several times that a nonzero polynomial from F[x] cannot vanish on a nonempty open subset of F m . It follows that the zero set of a nonzero polynomial has the property that its relative complement in any nonempty open subset of F m is dense in that subset. We will need the following auxiliary observation: Lemma 2. Pick t ∈ N and let ·, · be the standard inner product on F t . We claim that for every g 1 , . . . , g k , f ∈ F(x) t the following are equivalent:
(1) There exists a nonempty open subset W ⊆ F m on which all g 1 , . . . , g k , f are defined such that for every x 0 ∈ W and for every c ∈ F t which satisfy
Proof. If (2) is true then f = k j=1 h j g j for some h j ∈ F(x). Let p be the product of denominators of all h j and of all components of f and of all components of all g j . The set W := {x 0 ∈ F m | p(x 0 ) = 0} is an open subset of F m on which f and all g j are defined. Pick any x 0 ∈ W and any c ∈ F t such that g j (x 0 ), c = 0 for all j = 1, . . . , k and note that f ( (1) is true. Suppose now that (1) is true. Let G be the matrix with rows g 1 , . . . , g k and let v ∈ F(x) t be a column vector such that G v = 0. We claim that f v = 0. We may assume that v ∈ F[x] t . Pick any x 0 ∈ W , write c = v(x 0 ) T and note that g j (x 0 ), c = 0 for all j = 1, . . . , k. By (1), it follows that f (x 0 )v(x 0 ) = f (x 0 ), c = 0. We proved that f v vanishes on W . As f is defined on W , it follows that the numerator of f v vanishes on W . Thus f v = 0 in F(x). Now we use a standard linear algebra trick. We define a F(x)-linear function
Since G v = 0 implies f v = 0, φ is well-defined. By construction, we have that φ(G v) = f v for every v ∈ F(x) t . It follows that f = k j=1 φ(e j )g j where e j is the j-th standard basis vector of F(x) k . So, (2) is true.
We are now ready for the proof of our main result. n and every element q ∈ A m (F) n , the following are equivalent:
Proof. Clearly, (1) implies (1').
To show that (2) implies (1) 
Since δ∈∆s f (δ)δ = q and δ∈∆s g j,β (δ)δ = D β p j , we obtain n is principal. Let I be a left ideal of B 1 (F) and let p = s0 i=0 p i (x)D i , where p s0 = 1, be its principal generator. The set I = {p} is then a Riquier basis of I. We have that ∆ = {D n , n ∈ N} and its standard ranking comes from the usual ordering of N. We can decompose ∆ into Par I = {D n | n = 0, . . . , s 0 − 1} and Prin I = {D n | n ≥ s 0 }. Pick a point x 0 in which all coefficients of p are defined. The Analytic Riquier Existence Theorem reduces to the well-known fact that the initial value problem
s0 . Apart from these simplifications the length of the proof of Theorem 3 in the m = n = 1 case remains the same as in the general case.
Nonsingular points.
We define a singular point of system (1) as a point (in , the dimension of the space of all analytic solutions on B is finite and equal to the rank of A m (F) n /N . It follows that every convergent power series solution at x 0 comes from some analytic solution on B. Therefore, the equivalence of (2) and (1") follows from the equivalence of (2) and (3). The equivalence of (2) and (3) is a reformulation of [20, Proposition 2.1.9] (which is also a corollary of the Cauchy-Kovalevskaya-Kashiwara theorem).
Proposition 4 also holds for some singular points x 0 and some open U that are not simply connected (see Example 5) but not for all of them (see Example 6).
is a singular point of p and U is not simply connected. We claim that (1"), (2) and (3) are equivalent for every q ∈ A 1 (F). Suppose that q ∈ A 1 (F) satisfies either (1") or ( (1) at point x 0 and every solution can be obtained this way.
We will now rephrase Theorem 3 in this new terminology. Note that every element m ∈ M is of the form m = π(q) = q 1 y 1 + . . . + q n y n for some q = (q 1 , . . . , q n ) ∈ A m (F) n where (y 1 , . . . , y n ) is the generic solution. An important advantage of S is that it has an inner product and that q * is the adjoint of q with respect to this inner product. A disadvantage is that the S-closure is often equal to A m (F) n because often there is no rapidly decreasing solution. Let N ′ be the S-closure of a submodule N of A m (F) n . By using the inner product one can show that N ′ is a real submodule of A m (F) n in the sense that if
for some p i , h j ∈ A m (F) n and q j ∈ N ′ then p i ∈ N ′ for all i. From the perspective of noncommutative real algebraic geometry (see [1, Example 1.3 and Theorem 1.6] and [2, Theorem 2]) it would be interesting to know when N ′ is the the smallest real submodule of A m (F) n which contains N (i.e. when N ′ is the real radical of N ).
