The most frequency-stable sources of electromagnetic radiation are produced optically, and optical frequency combs provide the means for high-fidelity frequency transfer across hundreds of terahertz and into the microwave domain. A critical step in this photonic-based synthesis of microwave signals is the opticalto-electrical conversion process. Here, we show that attosecond (as) timing stability can be preserved across the opto-electronic interface of a photodiode, despite an intrinsic temporal response that is more than six orders of magnitude slower. The excess timing noise in the photodetection of a periodic train of ultrashort optical pulses behaves as flicker noise (1/f) with amplitude of 4 as∕ p Hz at 1 Hz offset. The corresponding fractional frequency fluctuations are 1.4 × 10 −17 at 1 s and 5.5 × 10 −20 at 1000 s. These results demonstrate that direct photodetection, as part of frequency-comb-based microwave synthesis, can support the timing performance of the best optical frequency standards, and thereby opens the possibility for generating microwave signals with significantly better stability than any existing source.
INTRODUCTION
Modern optical frequency standards have extraordinary performance, with lasers locked to passive reference cavities demonstrating fractional frequency instability as low as δf ∕f 1 × 10 −16 at 1 s [1] , and stabilized lasers, either proposed or presently under development, could realize instabilities at or below 10 −17 on the same 1 s timescale [1, 2] . Moreover, optical atomic clocks already approach instabilities of δf ∕f 1 × 10 −18 at 10 4 s [3, 4] . This extremely fine subdivision of the period of an optical cycle could impact a broader range of applications if maintained in the microwave domain. Examples include precision microwave spectroscopy [5] , synchronization at kilometer-scale facilities such as phasedarray telescopes and x-ray free-electron lasers [6, 7] , and remote sensing and radar systems [8] . Optical frequency division (OFD) with a mode-locked laser comb [9] provides a means to realize this goal, and its main features are shown in Fig. 1 .
Many aspects of OFD have been studied in detail, and the residual stability of a frequency comb locked to an optical reference has been shown as less than 3 × 10 −17 at 1 s [10, 11] . Characterization of saturation and excess noise in high-speed photodetection [12] [13] [14] [15] [16] [17] and the generation of 10 GHz microwave signals with jitter at the femtosecond level [9, 12] have also been undertaken. However, with the advent of even lower noise optical references, the ultimate precision with which an ultrastable optical pulse train can be converted into an electronic signal becomes an important question. One approach to optical-to-electrical conversion, known as balanced optical-microwave photodetection (BOM-PD), uses a voltage controlled microwave oscillator that is phase locked to the stable optical pulse train through an optical fiber Sagnac interferometer [18] [19] [20] [21] . However, the simplicity of direct pulse detection remains attractive, and also makes available broad tunability and the use of any harmonic of the repetition rate within the detector bandwidth. Here, we address the attosecond timing limits of direct photodetection by comparing 10 GHz microwave signals generated from two high-speed photodiodes illuminated by the same optical pulse train. In doing so, we demonstrate the lowest noise in optical-toelectrical noise achieved to date, measuring more than seven decades of offset frequencies, from 1 mHz to 10 kHz. The phase noise at 1 Hz offset from the 10 GHz carrier is near −135 dBc∕Hz, falling to −170 dBc∕Hz at 10 kHz. These values correspond to equivalent timing jitter amplitudes of 4 and 0.07 as∕ p Hz, respectively. Moreover, the fractional frequency instability in a 10 Hz bandwidth was determined to be 1.4 × 10 −17 at 1 s and 5.5 × 10 −20 at 1000 s-consistent with the phase noise measurements. This level of performance is fully capable of supporting the best optical frequency references, and generating electronic signals with higher stability than the best present microwave sources on this same timescale [22] appears achievable.
OPTICAL-TO-ELECTRICAL CONVERSION MEASUREMENT
To determine the timing fidelity of the optical-to-electrical conversion process, a phase comparison was performed on 10 GHz carriers generated by two short pulse-illuminated modified unitraveling carrier (MUTC) photodetectors. The residual photodetection noise is comparable to the noise of the best microwave amplifiers and mixers, making the traditional saturated mixer measurement approach untenable. An interferometric carrier suppression technique was therefore used [17, [23] [24] [25] [26] . For this approach the optical pulse train from a mode-locked laser (MLL) coarsely locked to a synthesizer was split to illuminate the two MUTC photodiodes, as shown in Fig. 2 . The MLL used in the experiment employs nonlinear polarization rotation-based mode locking and has a 3 dB spectral bandwidth of 45 nm centered at 1580 nm, and chirped 4 ps pulses were incident on the MUTC photodetectors [27] . To improve photodiode linearity at 10 GHz, the 208.33 MHz repetition rate of the optical pulse train was increased to 3.33 GHz via an optical fiber pulse interleaver [15] . The photodetected microwave signals were recombined electronically, forming an interferometer with one half in the optical domain and the other in the microwave domain. The phase and amplitude of the microwaves were set such that the two signals constructively interfere at the interferometer sum (Σ), or "bright" port, while destructive interference is obtained at the difference (Δ), or "dark" port. The output of the difference port consists of uncorrelated noise added by the two interferometer arms, dominated by the residual noise The optical timing stability is transferred to an optical frequency comb that provides a coherent link to the microwave-rate optical pulse train that consists of subpicosecond pulses [10, 11] . (c) Photodetection of the optical pulse train results in electrical pulses on the 10 ps timescale from which a 10 GHz microwave signal is obtained. In this work we explore the noise limitations of this optical-to-electrical conversion process and show that timing can be preserved down to the attosecond (as) level. As indicated in the expanded view of (d), this implies a time-averaged splitting of the 100 ps period of the photonically generated microwaves by more than a factor of 10 7 . in the photodetection process. This noise was then amplified and mixed in quadrature with the output of the sum port. By suppressing the carrier in the difference port, close-to-carrier noise added by the amplifiers and mixer is greatly reduced [24] , leading to a much lower noise floor of the measurement system for frequencies below 10 kHz. The intensity and MLL repetition rate were stabilized to ensure technical noise in the carrier suppression measurement system was sufficiently low that the residual noise in the photodetection process could be measured. Stabilizing the MLL intensity ensured that slow intensity fluctuations, combined with the small difference in photodiode responsivity, did not disrupt the carefully set carrier suppression at the dark port for longterm measurements. Frequency fluctuations of the MLL are common to both arms of the interferometer; however, coarse frequency stabilization of the repetition rate to a synthesizer was implemented with a few hertz bandwidth to eliminate any possible frequency discriminator effect or phase drift in the interferometer due to minor differences in arm length. Throughout the measurement a carrier suppression ratio of greater than 60 dB was maintained.
Voltage fluctuations at the output of the mixer were recorded with a fast Fourier transform (FFT) spectrum analyzer and a 10 Hz bandwidth analog-to-digital converter (ADC). After calibration, these measurements provide the power spectral density of phase fluctuations (from FFT) as well as a longer-term record (from ADC) of the phase and timing fluctuations. An acousto-optic modulator (AOM) in one arm of the interferometer was used to generate amplitude modulation (AM) for carefully setting the mixer in the correct quadrature, minimizing the mixer's sensitivity to amplitude noise. Furthermore, by placing a saturated amplifier in the bright port of the interferometer amplitude noise is reduced and prevented from entering the LO port of the mixer and impacting the phase noise measurement through nonzero AM-to-PM conversion in the mixer.
The noise floor of the carrier suppression measurement system was ascertained by splitting a common signal from a commercial synthesizer into the microwave portion of the interferometer.
The two MUTC photodiodes used in this experiment are designed to have high microwave output power and small nonlinearity to minimize amplitude-to-phase noise (AM-to-PM) conversion [28] . They are 40 μm in diameter and flip-chip bonded to enhance heat dissipation with one on a diamond substrate, the other on AlN, and both contacted to Peltier coolers for temperature stabilization and control. Both detectors were operated at 24 mA of photocurrent. Bias voltages of −18 and −12 V resulted in 10 GHz power of 12.6 and 14 dBm, respectively. The bias voltages were chosen such that each photodiode was at a null of the AM-to-PM conversion [12] [13] [14] 16 ].
RESULTS
The 10 GHz excess phase noise for a single MUTC detector is shown in Fig. 3 , where 3 dB has been subtracted from the measurement under the assumption that both photodetectors contribute to the noise equally. The flicker noise is near −135 dBc∕Hz at 1 Hz, and continues as 1/f over more than three decades to a white noise floor. When converted to timing noise density, the residual phase noise corresponds to 4 as∕ p Hz at 1 Hz offset and 70 zs∕ p Hz at 10 kHz. The white phase noise floor is slightly above the measurement noise floor, and is attributed to uncorrelated optical amplifier noise between the two photodiodes that is not captured by the noise floor measurement. A 6000 s measurement of the residual timing noise at 10 GHz was also recorded with the ADC and shown in Fig. 4 along with the timing deviation calculated from these data [29] . At 1 s, the time deviation is only 4.2 as and remains below 12 as for timescales up to 100 s. The standard Allan deviation frequency instability was also calculated by differentiating the data of Fig. 4 , and the result for a single MUTC detector is shown in Fig. 5 . The fractional frequency instability at 1 s was found to be 1.4 × 10 −17 and decreases as nearly 1∕τ. This is consistent with the theoretical calculation for flicker phase noise at −135 dBc∕Hz [29] , which is also plotted in Fig. 5 . At longer averaging times of 1000 s the residual frequency instability ultimately reaches 5.5 × 10 −20 .
Since the carrier suppression measurement technique is nominally insensitive to phase noise arising from commonmode laser RIN, we have taken care to verify that any residual AM-to-PM would not increase the noise beyond our measurements. This is done by independently measuring the AM-to-PM conversion of the MUTC detectors, and the result is shown in Fig. 6 . By appropriately adjusting the bias voltage, more than 40 dB of AM-to-PM suppression could be obtained at a chosen photocurrent. Given the measured RIN from our Er:fiber laser comb [27] , the RIN-induced phase noise is around −160 dBc∕Hz at 1 Hz and −180 dBc∕Hz at 10 kHz. Therefore, the added noise from AM-to-PM is 
DISCUSSION
Our measurements at 10 GHz have demonstrated the lowest phase, timing, and frequency noise in optical-to-electrical conversion of which we are aware. Over 1 s of measurement, corresponding to 10 billion cycles, the fractional frequency instability in a 10 Hz measurement bandwidth corresponds to only 10 −7 of a cycle. The equivalent timing error is only 4 × 10 −18 s (4 as), nearly six orders of magnitude smaller than the 100 ps period of the 10 GHz signal.
It is instructive to compare the added noise in optical-toelectrical conversion to the relevant state-of-the-art optical and microwave frequency sources at different timescales. As shown in Fig. 5 , the frequency stability results demonstrate that direct detection with MUTC detectors could preserve the fractional frequency stability of optical atomic clocks, as the instability added by photodetection is more than an order of magnitude below state-of-the-art Yb and Sr lattice clocks [3, 4] . Such longterm frequency stability requires continuously operating the MUTC photodiodes at an AM-to-PM null. As a measure of the AM-to-PM null stability, the photodiode temperature was changed 10 K, yielding no measurable change in the AMto-PM coefficient. The temperature-to-phase coefficient of the MUTC photodiode was also measured by increasing the temperature by 10 K, and noting the change in the phase of the microwave signal. A result of 2 × 10 −4 rad∕K (or equivalently 3 fs/K) was obtained, which is nearly a factor of 10 better than previous results [16] , and approximately the same temperature sensitivity as 8 cm of standard optical fiber.
The highest stability microwave sources on the same timescales of Fig. 5 are currently cryogenic sapphire oscillators near 11 GHz, where fractional frequency instability below 10 −15 has been demonstrated, reaching a minimum <2 × 10 −16 near 100 s [22] . The projection of the thermal-noise-limited stability of a laser locked to a silicon cavity is at (or below) 5 × 10 −17 , which is also indicated in Fig. 5 [1] . Thus, the direct photodetection of the output of a frequency comb referenced to the combination of such a laser and an optical atomic clock could provide microwave signals with stability exceeding any existing microwave source on timescales of 1 to greater than 1000 s.
For shorter timescales, the most stable optical signals are provided by passive optical cavities. Figure 3 compares the . Fractional frequency stability of the excess noise in direct photodetection leading to a 10 GHz microwave signal (10 Hz measurement bandwidth). The dashed lines represent (a) stability of a cryogenic sapphire microwave oscillator [22] , (b) neutral atom lattice clock [3, 4] , (c) projected thermal noise floor of an optical silicon Fabry-Perot cavity [1] , and (d) residual noise of an optical frequency comb [10] . Also shown are the projected flicker noise of −135 dBc∕Hz and the measurement noise floor. phase noise of existing and next-generation optical cavities to the phase noise of optical-to-electrical conversion. For this comparison, perfect frequency division of the optical frequency to 10 GHz was assumed, and the fractional frequency instability at 1 s was taken to be 5 × 10 −16 for a typical state-of-theart optical cavity and 5 × 10 −17 for a next-generation cavity. The instabilities of these optical cavities are assumed to continue as white frequency noise at higher offset frequencies, as often found in for systems that employ the Pound-Drever-Hall technique [30] . As this comparison shows, for the present state-of-the-art, the photodiode flicker noise would not have an impact until 1 kHz offset frequency. However, in the near future even flicker phase noise of only −135 dBc∕Hz could limit the generation of 10 GHz microwaves at offset frequencies greater than 10 Hz. Extending the offset frequency range that can support next-generation optical cavities will require lowering the flicker noise of the photodetector. The origin of flicker noise in semiconductor devices is generally regarded to arise from conductivity fluctuations due to carrier traps, largely at surfaces and boundaries [31] [32] [33] . How to lower flicker noise in semiconductor devices remains an important question in solid-state physics. However, for photodetectors with flicker noise dominated by surface effects, surface passivation has been shown to improve noise performance [32] .
Optical-to-electrical conversion at the shortest timescales will be dominated by a white phase noise floor. In Fig. 3 , the phase noise floor is believed to arise from optical amplifier noise, although ideally the phase noise would be shot noise limited. However, in the detection of ultrashort optical pulses, shot-noise-limited phase noise is usually well below the thermal noise floor [34] . Thus the circuit thermal noise, or in some cases photocarrier scattering [35] , will yield the white phase noise limit in optical-to-microwave conversion. Despite being photodetector limited, it is worth noting that the white noise achievable with direct photodetection is comparable to stateof-the-art 10 GHz electronic sources [36, 37] .
Optical frequency combs are a necessary part of the OFD process, and will need the requisite low noise and high stability to take full advantage of the low noise capabilities of direct photodetection. As shown in Fig. 5 , for timescales 1 s and longer, combs have demonstrated performance on par with the optical-to-electrical conversion stability of direct photodetection [10, 11] . On timescales less than 1 s, the quantumlimited timing jitter of the frequency comb laser can be exceedingly low [38] such that more technical matters related to excess RIN in MLL pump lasers, servo bandwidth limitations, and the above-mentioned white noise floors at high offset frequencies tend to dominate [39] .
SUMMARY
We report significant improvements in the excess phase, timing, and frequency noise in the optical-to-electrical conversion of an optical pulse train. For the generation of a 10 GHz carrier from direct photodetection of short optical pulses, the residual phase noise is nearly −135 dBc∕Hz at 1 Hz and continues as flicker (1/f) to the white noise floor of −170 dBc∕Hz at 10 kHz. The standard Allan deviation revealed a residual fractional frequency stability of 1.4 × 10 −17 at 1 s, and at longer timescales is consistent with flicker noise down to 5.5 × 10 −20 at 1000 s. The residual noise measured here indicates that, for timescales greater than ∼100 ms, direct photodetection of a stable optical pulse train can support optical-to-microwave conversion of the highest stability optical sources, making optical stability available for a range of applications in the electronic domain. Shorter timescales are photodetection limited, but at a level comparable to the best electronic microwave sources. These results open the possibility for the photonic generation of microwave signals with unprecedented stability and low noise.
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