Coupled training of dimensionality reduction and classification is proposed previously to improve the prediction performance for single-label problems. Following this line of research, in this paper, we first introduce a novel Bayesian method that combines linear dimensionality reduction with linear binary classification for supervised multilabel learning and present a deterministic variational approximation algorithm to learn the proposed probabilistic model. We then extend the proposed method to find intrinsic dimensionality of the projected subspace using automatic relevance determination and to handle semi-supervised learning using a low-density assumption. We perform supervised learning experiments on four benchmark multilabel learning data sets by comparing our method with baseline linear dimensionality reduction algorithms. These experiments show that the proposed approach achieves good performance values in terms of hamming loss, average AUC, macro F 1 , and micro F 1 on held-out test data. The low-dimensional embeddings obtained by our method are also very useful for exploratory data analysis. We also show the effectiveness of our approach in finding intrinsic subspace dimensionality and semi-supervised learning tasks.
Introduction
Multilabel learning considers classification problems where each data point is associated with a set of labels simultaneously instead of just a single label (Tsoumakas et al., 2009 ). This setup can be handled by training distinct classifiers for each label separately (i.e., assuming no correlation between the labels). However, exploiting the correlation information between the labels may improve the overall prediction performance. There are two common approaches for exploiting this information: (i) joint learning of the model parameters of distinct classifiers trained for each label (Boutell et al., 2004; Zhang and Zhou, 2007; Sun et al., 2008; Petterson and Caetano, 2010; Guo and Gu, 2011; Zhang, 2011; Zhang et al., 2011) and (ii) learning a shared subspace and doing classification in this subspace (Yu et al., 2005; Park and Lee, 2008; Ji and Ye, 2009; Rai and Daumé, 2009; Ji et al., 2010; Wang et al., 2010; Zhang and Zhou, 2010) . In this paper, we are focusing on the second approach.
Dimensionality reduction algorithms try to achieve two main goals: (i) removing the inherent noise to improve the prediction performance and (ii) obtaining low-dimensional visualizations for exploratory data analysis. Principal component analysis (PCA) (Pearson, 1901) and linear discriminant analysis (LDA) (Fisher, 1936) are two well-known algorithms for unsupervised and supervised dimensionality reduction, respectively.
We can use any unsupervised dimensionality reduction algorithm for multilabel learning. However, the key idea in multilabel learning is to use the correlation information between the labels and we only consider supervised dimensionality reduction algorithms. As an early attempt, Yu et al. (2005) propose a supervised latent semantic indexing variant that makes use of multiple labels. Park and Lee (2008) and Wang et al. (2010) modify LDA algorithm for multilabel learning. Rai and Daumé (2009) propose a probabilistic canonical correlation analysis method that can also be applied in semi-supervised settings. Ji et al. (2010) and Zhang and Zhou (2010) formulate multilabel dimensionality reduction as an eigenvalue problem that uses input features and class labels together.
For supervised learning problems, dimensionality reduction and prediction steps are generally performed separately with two different target functions, leading to low prediction performance. Hence, coupled training of these two steps may improve the overall system performance. Biem et al. (1997) propose a multilayer perceptron variant that performs coupled feature extraction and classification. Coupled training of the projection matrix and the classifier is also studied in the framework of support vector machines by introducing the projection matrix into the optimization problem solved (Chapelle et al., 2002; Pereira and Gordon, 2006) . Gönen and Alpaydın (2010) introduce the same idea to a localized multiple kernel learning framework to capture multiple modalities that may exist in the data. There are also metric learning methods that try to transfer the neighborhood in the input space to the projected subspace in nearest neighbor settings (Goldberger et al., 2005; Globerson and Roweis, 2006; Weinberger and Saul, 2009 ). Sajama and Orlitsky (2005) use mixture models for each class to obtain better projections, whereas Mao et al. (2010) use them on both input and output data. The resulting projections found by these approaches are not linear and they can be regarded as manifold learning methods. Yu et al. (2006) propose a supervised probabilistic PCA and an efficient solution method, but the algorithm is developed only for real outputs. Rish et al. (2008) formulate a supervised dimensionality reduction algorithm coupled with generalized linear models for binary classification and regression, and maximize a target function composed of input and output likelihood terms using an iterative algorithm.
In this paper, we propose novel supervised and semi-supervised multilabel learning methods where the linear projection matrix and the binary classification parameters are learned together to maximize the prediction performance in the projected subspace. We make the following contributions: In Section 2, we give the graphical model of our approach for supervised multilabel learning called Bayesian supervised multilabel learning (BSML) and introduce a deterministic variational approximation for inference. Section 3 formulates our two variants: (i) BSML with automatic relevance determination (BSML + ARD) to find intrinsic dimensionality of the projected subspace and (ii) Bayesian semi-supervised multilabel learning (BSSML) to make use of unlabeled data. In Section 4, we discuss the key properties of our algorithms. Section 5 tests our algorithms on four benchmark multilabel data sets in different settings.
Coupled dimensionality reduction and classification for supervised multilabel learning
Performing dimensionality reduction and classification successively (with two different objective functions) may not result in a predictive subspace and may have low generalization performance. In order to find a better subspace, coupling dimensionality reduction and single-output supervised learning is previously proposed (Biem et al., 1997; Chapelle et al., 2002; Goldberger et al., 2005; Sajama and Orlitsky, 2005; Globerson and Roweis, 2006; Pereira and Gordon, 2006; Yu et al., 2006; Rish et al., 2008; Weinberger and Saul, 2009; Gönen and Alpaydın, 2010; Mao et al., 2010) . We should consider the predictive performance of the target subspace while learning the projection matrix. In order to benefit from the correlation between the class labels in a multilabel learning scenario, we assume a common subspace and perform classification for all labels in that subspace using different classifiers for each label separately. The predictive quality of the subspace now depends on the prediction performances for multiple labels instead of a single one. Fig. 1 illustrates the probabilistic model for multilabel binary classification with a graphical model and its distributional assumptions. The data matrix X is used to project data points into a lowdimensional space using the projection matrix Q . The low-dimensional representations of data points Z and the classification parameters fb; Wg are used to calculate the classification scores. Finally, the given class labels Y are generated from the auxiliary matrix T, which is introduced to make the inference procedures efficient (Albert and Chib, 1993) . We formulate a variational approximation procedure for inference in order to have a computationally efficient algorithm.
The notation we use throughout the manuscript is given in Table 1 . The superscripts index the rows of matrices, whereas the subscripts index the columns of matrices and the entries of vectors. As short-hand notations, all priors in the model are denoted by N ¼ fk; U; Wg, where the remaining variables by H ¼ fb; Q ; T; W; Zg and the hyper-parameters by f ¼ fa k ; b k ; a / ; b / ; a w ; b w g. Dependence on f is omitted for clarity throughout the manuscript. N ðÁ; l; RÞ denotes the normal distribution with the mean vector l and the covariance matrix R. GðÁ; a; bÞ denotes the gamma distribution with the shape parameter a and the scale parameter b. dðÁÞ denotes the Kronecker delta function that returns 1 if its argument is true and 0 otherwise.
Inference using variational approximation
The variational methods use a lower bound on the marginal likelihood using an ensemble of factored posteriors to find the joint parameter distribution (Beal, 2003) . Assuming independence between the approximate posteriors in the factorable ensemble can be justified because there is not a strong coupling between our model parameters. We can write the factorable ensemble approximation of the required posterior as pðH; NjX; YÞ % qðH; NÞ ¼ qðUÞqðQ ÞqðZÞqðkÞqðWÞqðb; WÞqðTÞ and define each factor in the ensemble just like its full conditional distribution:
where aðÁÞ; bðÁÞ; lðÁÞ, and RðÁÞ denote the shape parameter, the scale parameter, the mean vector, and the covariance matrix for their arguments, respectively. TN ðÁ; l; R; qðÁÞÞ denotes the truncated normal distribution with the mean vector l, the covariance matrix R, and the truncation rule qðÁÞ such that TN ðÁ; l; R; qðÁÞÞ / N ðÁ; l; RÞ if qðÁÞ is true and TN ðÁ; l; R; qðÁÞÞ ¼ 0 otherwise.
We choose to model projected data instances explicitly (i.e., not marginalizing out them) and independently (i.e., assuming a distribution independent of other variables) in the factorable ensemble approximation in order to decouple the dimensionality reduction and classification parts. By doing this, we achieve to obtain update equations for Q and fb; Wg independent of each other.
We can bound the marginal likelihood using Jensen's inequality:
log pðYjXÞ P E qðH;NÞ ½log pðY; H; NjXÞ À E qðH;NÞ ½log qðH; NÞ
and optimize this bound by optimizing with respect to each factor separately until convergence. The approximate posterior distribution of a specific factor s can be found as qðsÞ / exp E qðfH;NgnsÞ ½log pðY; H; NjXÞ À Á :
For our model, thanks to the conjugacy, the resulting approximate posterior distribution of each factor follows the same distribution as the corresponding factor.
Inference details
The approximate posterior distribution of the priors of the precisions for the projection matrix can be found as a product of gamma distributions:
where the tilde notation denotes the posterior expectations as usual, i.e., f ðsÞ h i¼ E qðsÞ ½f ðsÞ. The approximate posterior distribution of the projection matrix is a product of multivariate normal distributions:
The approximate posterior distribution of the projected instances can also be formulated as a product of multivariate normal distributions:
where the classification parameters and the auxiliary variables defined for each label are used together.
The approximate posterior distributions of the priors on the biases and the weight vectors can be found as products of gamma distributions:
The approximate posterior distribution of the classification parameters is a product of multivariate normal distributions:
Rðbo;woÞ
The approximate posterior distribution of the auxiliary variables is a product of truncated normal distributions:
where we need to find the posterior expectations in order to update the approximate posterior distributions of the projected instances and the classification parameters. Fortunately, the truncated normal distribution has a closed-form formula for its expectation.
Complete algorithm
The complete inference algorithm is listed in Algorithm 1. The inference mechanism sequentially updates the approximate posterior distributions of the model parameters and the latent variables until convergence, which can be checked by monitoring the lower bound in (1). Exact form of the variational lower bound can be found in Appendix A. The first term of the lower bound corresponds to the sum of exponential forms of the distributions in the joint likelihood. The second term is the sum of negative entropies of the approximate posteriors in the ensemble. The only nonstandard distribution in the second term is the truncated normal distributions of the auxiliary variables; nevertheless, the truncated normal distribution has a closed-form formula also for its entropy. The posterior expectations needed for the algorithm can be found in Appendix B.
Algorithm 1. Bayesian Supervised Multilabel Learning
Require: X; Y; R; a k ; b k ; a / ; b / ; a w , and b w 1: Initialize qðQ Þ; qðZÞ; qðb; WÞ, and qðTÞ randomly 2: repeat 3: Update qðUÞ and qðQ Þ using (2) and (3) 4: Update qðZÞ using (4) 5: Update qðkÞ; qðWÞ, and qðb; WÞ using (5)- (7) 6: Update qðTÞ using (8) 7: until convergence 8: return qðQ Þ and qðb; WÞ
Prediction
In the prediction step, we can replace pðQ jX; YÞ with its approximate posterior distribution qðQ Þ and obtain the predictive distribution of the projected instance z H for a new data point x H as
The predictive distribution of the auxiliary variable t o H can also be found by replacing pðb; WjX; YÞ with its approximate posterior distribution qðb; WÞ:
and the predictive distribution of the class label y o H can be formulated using the auxiliary variable distribution:
where UðÁÞ is the standardized normal cumulative distribution function.
Extensions
This section introduces two variants derived from the base model we describe above.
Finding intrinsic subspace dimensionality using automatic relevance determination
The dimensionality of the projected subspace is generally selected using a cross-validation strategy or is fixed before learning. Instead of these two naive approaches, the intrinsic subspace dimensionality of the data can be identified while learning the model parameters. The typical choice is to use ARD (Neal, 1996) that defines independent multivariate Gaussian priors on the columns of the projection matrix.
The distributional assumptions for the column-wise prior case can be given as 
3.2. Coupled dimensionality reduction and classification for semisupervised multilabel learning
Labeling large data collections may not be possible due to extensive labour required. In such cases, we should efficiently use a large number of unlabeled data points in addition to a few labeled data points (i.e., semi-supervised learning). Semi-supervised learning is not well-studied in the context of multilabel learning. There are a few attempts that formulate the problem as a matrix factorization problem (Liu et al., 2006; Chen et al., 2008) . To our knowledge, Rai and Daumé (2009) , Qian and Davidson (2010) and Guo and Schuurmans (2012) are the only studies that consider dimensionality reduction and classification together for multilabel learning in a semi-supervised setup.
We modify our probabilistic model described above for semisupervised learning assuming a low-density region between the classes (Lawrence and Jordan, 2005) . We basically need to make the class labels partially observed and to introduce a new set of observed auxiliary variables denoted by L. The distributional assumptions for Y and L are defined as follows:
The first distributional assumption has two main implications: (i) A low-density region is placed between the classes similar to the margin in support vector machines.
(ii) Unlabeled data points are forced to be outside of this low-density region.
The approximate posterior distribution of the auxiliary variables can again be formulated as a product of truncated normal distributions:
is the prior 
where Z o H is the normalization coefficient calculated for the test data point x H and label o.
Discussion
The most time-consuming updates of our algorithm are the covariance calculations of (3), (4), and (7) whose time complexities can be given as OðRD 3 Þ; OðR 3 Þ, and OðLR 3 Þ, respectively. If the number of output labels is not very large compared to the input space dimensionality, updating the projection matrix Q using (3) is the most time-consuming step, which requires inverting R different D Â D matrices for the covariance calculations and dominates the overall running time. When D is very large, the dimensionality of the input space should be reduced using an unsupervised dimensionality reduction method (e.g., PCA) before running the algorithm. Note that having a large number of training instances does not affect the running time heavily due to simple update rules and posterior expectation calculations for the auxiliary matrix T. The multiplication of the projection matrix Q and the supervised learning parameters W can be interpreted as the model parameters of linear classifiers for the original representation. However, if the number of output labels is larger than the projected subspace dimensionality (i.e., L > R), the parameter matrix QW is guaranteed to be low-rank due to this decomposition leading to a more regularized solution. For multivariate regression estimation, our model can be interpreted as a full Bayesian treatment of reduced-rank regression (Tso, 1981) .
We modify the precision priors for the projection matrix to determine the dimensionality of the projected subspace automatically. These priors can also be modified to decide which features should be used by changing entry-wise priors on the projection matrix with row-wise sparse priors. This formulation allows us to perform feature selection and multilabel classification at the same time.
Experiments
We use four widely used benchmark data sets, namely, Emotions, Scene, TMC2007, and Yeast, from different domains to compare our algorithms with the baseline algorithms using provided train/test splits. These data sets are publicly available from http://mulan.sourceforge.net/datasets.html and their characteristics can be summarized as: Four popular performance measures for multilabel learning, namely, hamming loss, average Area Under the Curve (AUC), macro F 1 , and micro F 1 are used to compare the algorithms. Hamming loss is the average classification error over the labels. The smaller the value of hamming loss, the better the performance. Average AUC is the average area under the Receiver Operating Characteristic (ROC) curve over the labels. The larger the value of average AUC, the better the performance. Macro F 1 is the average of F 1 scores over the labels. The larger the value of macro F 1 , the better the performance. Micro F 1 calculates the F 1 score over the labels as a whole. The larger the value of micro F 1 , the better the performance. We also report training times for all of the algorithms to compare their computational requirements.
Supervised learning experiments
We test our new algorithm BSML on four different data sets by comparing it with four (one unsupervised and three supervised) baseline dimensionality reduction algorithms, namely, PCA (Pearson, 1901) , multilabel dimensionality reduction via dependency maximization (MDDM) (Zhang and Zhou, 2010) , multilabel least squares (MLLS) (Ji et al., 2010) , and multilabel linear discriminant analysis (MLDA) (Wang et al., 2010) . BSML combines dimensionality reduction and binary classification for multilabel learning in a joint framework. In order to have comparable algorithms, we perform binary classification using probit model (PROBIT) on each label separately, after reducing dimensionality using baseline algorithms. The suffix + PROBIT corresponds to learning a binary classifier for each label in the projected subspace using PROBIT. We also report the classification results obtained by training a PROBIT on each label separately without dimensionality reduction to see the baseline performance.
We implement variational approximation methods for both PROBIT and BSML in Matlab, where we take 500 iterations. The default hyper-parameter values for PROBIT and BSML are selected as ða k ; b k ; a w ; b w Þ ¼ ð1; 1; 1; 1Þ and ða k ; b k ; a / ; b / ; a w ; b w Þ ¼ ð1; 1; 1; 1; 1; 1Þ, respectively. We implement our own versions for PCA, MDDM, MLLS, and MLDA. We use the provided default parameter values for MDDM, MLLS, and MLDA. Fig. 2 gives the classification results on Emotions data set. We perform experiments with R ¼ 1; 2; . . . ; 6 for all of the methods except MLDA and with R ¼ 1; 2; . . . ; 5 for MLDA. Note that the dimensionality of the projected subspace can be at most D for PCA, L À 1 for MLDA, and L for MDDM and MLLS. There is not such a restriction for BSML. We see that BSML clearly outperforms all of the baseline algorithms for all of the dimensions tried in terms of hamming loss and average AUC, and the performance difference is around two per cent when R ¼ 2. BSML results with all of the dimensions tried are better than using the original feature representation without any dimensionality reduction (i.e., PROBIT). However, BSML and MLDA + PROBIT seem comparable in terms of macro F 1 and micro F 1 . Both algorithms achieve similar macro F 1 and micro F 1 values as PROBIT using two or more dimensions. When we compare training times, we see that all baseline algorithms are trained in two seconds, whereas PROBIT requires three seconds and BSML takes three to five seconds depending on the subspace dimensionality.
The classification results on Scene data set are given in Fig. 3 . We perform experiments with R ¼ 1; 2; . . . ; 6 for all of the methods except MLDA and with R ¼ 1; 2; . . . ; 5 for MLDA. In terms of hamming loss, BSML is better than other dimensionality reduction algorithms with R ¼ 1 and 2. However, MDDM + PROBIT achieves lower hamming loss values after two dimensions. All of the dimensionality reduction algorithms get lower hamming loss and average AUC values than PROBIT after four dimensions. In terms of macro F 1 and micro F 1 , BSML is the best algorithm among dimensionality reduction methods up to four dimensions. After four dimensions, MDDM + PROBIT, BSML, MLLS + PROBIT, and MLDA + PROBIT are better than PROBIT in terms of both macro F 1 and micro F 1 . All baseline algorithms take less than one minute to train, whereas BSML requires more than one minute only when R ¼ 6. Fig. 4 shows the classification results on TMC2007 data set. We perform experiments with R ¼ 1; 2; . . . ; 22 for all of the methods except MLDA and with R ¼ 1; 2; . . . ; 21 for MLDA. We see that BSML clearly outperforms all of the baseline dimensionality reduction algorithms in terms of hamming loss, average AUC (only when R > 1), macro F 1 (only when R < 13), and micro F 1 . However, the performance values are not as good as PROBIT due to the large number of class labels (i.e., L ¼ 22). The performance difference between PROBIT and BSML in terms of hamming loss is around two per cent with only two dimensions. All of the baseline dimensionality reduction algorithms take less than ten minutes to train, whereas PROBIT needs around 25 min and BSML requires around one hour when R ¼ 22. This shows that our Bayesian formulation can be scaled up to large data sets with tens of thousands of training instances.
The classification results on Yeast data set are shown in Fig. 5 . We perform experiments with R ¼ 1; 2; . . . ; 14 for all of the methods except MLDA and with R ¼ 1; 2; . . . ; 13 for MLDA. MDDM + PROBIT is the best algorithm in terms of hamming loss for R ¼ 2, whereas BSML is the best one for R ¼ 3 and 4. After four dimensions, there is no clear outperforming algorithm. BSML is the best algorithm in terms of average AUC for R > 2 and it is the only algorithm that obtains consistently better average AUC values than PROBIT. When the projected subspace is two-or three-dimensional, BSML is clearly better than all of the baseline dimensionality reduction algorithms in terms of macro F 1 and micro F 1 . We also see that all of the algorithms can be trained under one minute on Yeast data set. We use PROBIT to classify projected instances for comparing BSML with baseline dimensionality reduction algorithms in terms of classification performance. This may add some bias to the comparisons because BSML contains PROBIT in its formulation. We also replicate the experiments using k-nearest neighbor as the classification algorithm after dimensionality reduction. The classification performances on the four data sets (not reported here) are very similar to the ones obtained using PROBIT. This shows that the superiority of BSML especially on very low dimensions can not be explained by the use of PROBIT only.
In addition to performing classification, the projected subspace found by BSML can also be used for exploratory data analysis. Fig. 6 shows two-dimensional embeddings of training data points and classification boundaries obtained by MLDA and BSML on Emotions data set. The labels of this data set corresponds to different emotions assigned to musical pieces by three experts. We can see that, with two dimensions, BSML achieves to embed data points in a more predictive subspace than MLDA. The correlations between different labels are clearly visible in the embedding obtained, for example, the positive correlation between quiet-still and sad-lonely, and the negative correlation between relaxingcalm and angry-fearful.
Automatic relevance determination experiments
We perform another set of supervised learning experiments on four benchmark data sets to test whether our method can find the intrinsic subspace dimensionality automatically. We also implement BSML + ARD in Matlab and take 500 iterations for both methods. The default hyper-parameter values for BSML and BSML + ARD are selected as ða k ; b k ; a / ; b / ; a w ; b w Þ ¼ ð1; 1; 1; 1; 1; 1Þ and ða k ; b k ; a / ; b / ; a w ; b w Þ ¼ ð1; 1; 10 À10 ; 10 þ10 ; 1; 1Þ, respectively.
For each dataset, we set the subspace dimensionality to the number of output labels (i.e., R ¼ L). The performances of BSML and BSML + ARD on benchmark data sets in terms of hamming loss are as follows: We can see that BSML + ARD achieves comparable hamming loss values with respect to BSML and successfully eliminate some of the dimensions in order to find the intrinsic dimensionality. Twoor three-dimensional subspaces are enough to obtain a good prediction performance on Emotions (uses two dimensions), Scene (uses three dimensions), and Yeast (uses three dimensions) data sets, whereas TMC2007 data set requires eight dimensions.
Semi-supervised learning experiments
In order to test the performance of BSSML, we perform semisupervised learning experiments on each data set using the transductive learning setup. We implement BSSML in Matlab and take 500 iterations. The default hyper-parameter values for BSSML are selected as ða k ; b k ; a / ; b / ; a w ; b w Þ ¼ ð1; 1; 1; 1; 1; 1Þ. We set c À and c þ to 0.5 not to impose any prior information on the unlabeled data points. We compare our new algorithm BSSML with semi-supervised dimension reduction for multilabel classification (SSDRMC) (Qian and Davidson, 2010) . We also implement SSDRMC in Matlab and use the provided default parameter values.
The performances of BSSML and SSDRMC on benchmark data sets in terms of hamming loss are as follows: Note that we could not report SSDRMC result on TMC2007 data set due to excessive computational need. We can see that, on Emotions, Scene, and Yeast data sets, BSSML is significantly better than SSDRMC in terms of hamming loss.
Conclusions
We present a Bayesian supervised multilabel learning method that couples linear dimensionality reduction and linear binary classification. We then provide detailed derivations for supervised learning using a deterministic variational approximation approach. We also formulate two variants: (i) an automatic relevance determination variant to find intrinsic dimensionality of the projected subspace and (ii) a semi-supervised learning variant with a low-density region between the classes to make use of unlabeled data. Matlab implementations of our algorithms BSML and BSSML are publicly available at http://users.ics.aalto.fi/gonen/bssml/.
Supervised learning experiments on four benchmark multilabel learning data sets show that our model obtains better performance values than baseline linear dimensionality reduction algorithms most of the time. The low-dimensional embeddings obtained by our method can also be used for exploratory data analysis. Automatic relevance determination and semi-supervised learning experiments also show the effectiveness of our formulation in different settings.
The proposed models can be extended in different directions: First, we can use a nonlinear dimensionality reduction step before multilabel classification step using kernels instead of data matrix. Second, we can use a nonlinear classification algorithm such as Gaussian processes instead of probit model in our formulation to increase the prediction performance. Lastly, we can learn a unified subspace for multiple input representations (i.e., multitask learning) by exploiting the correlations between different tasks defined on different input features. This extension also allows us to learn a transfer function between different feature representations (i.e., transfer learning). Using these definitions, the variational lower bound becomes L ¼ E qðUÞ ½log pðUÞ þ E qðUÞqðQ Þ ½log pðQ jUÞ þ E qðQ ÞqðZÞ ½log pðZjQ ; XÞ þ E qðkÞ ½log pðkÞ þ E qðkÞqðb;WÞ ½log pðbjkÞ þ E qðWÞ ½log pðWÞ þ E qðWÞqðb;WÞ ½log pðWjWÞ þ E qðZÞqðb;WÞqðTÞ ½log pðTjb; W; ZÞ þ E qðTÞ ½log pðYjTÞ À E qðUÞ ½log qðUÞ À E qðQ Þ ½log qðQ Þ À E qðZÞ ½log qðZÞ À E qðkÞ ½log qðkÞ À E qðWÞ ½log qðWÞ À E qðb;WÞ ½log qðb; WÞ À E qðTÞ ½log qðTÞ;
where the exponential form expectations of the distributions in the joint likelihood can be calculated as The only nonstandard distribution we need to operate on is the truncated normal distribution used for the auxiliary variables. From our model definition, the truncation points for each auxiliary variable are defined as where /ðÁÞ is the standardized normal probability density function and fa 
