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Abstract
Real-Time Content-Aware Video Retargeting on the Android Platform
for Tunnel Vision Assistance
Thomas Albert Knack
Supervising Professor: Dr. Andreas Savakis
As mobile devices continue to rise in popularity, advances in overall mobile device
processing power lead to further expansion of their capabilities. This, coupled with the
fact that many people suffer from low vision, leaves substantial room for advancing mo-
bile development for low vision assistance. Computer vision is capable of assisting and
accommodating individuals with blind spots or tunnel vision by extracting the necessary
information and presenting it to the user in a manner they are able to visualize. Such a sys-
tem would enable individuals with low vision to function with greater ease. Additionally,
offering assistance on a mobile platform allows greater access.
The objective of this thesis is to develop a computer vision application for low vision
assistance on the Android mobile device platform. Specifically, the goal of the applica-
tion is to reduce the effects tunnel vision inflicts on individuals. This is accomplished by
providing an in-depth real-time video retargeting model that builds upon previous works
and applications. Seam carving is a content-aware retargeting operator which defines 8-
connected paths, or seams, of pixels. The optimality of these seams is based on a specific
energy function. Discrete removal of these seams permits changes in the aspect ratio while
simultaneously preserving important regions.
The video retargeting model incorporates spatial and temporal considerations to pro-
vide effective image and video retargeting. Data reduction techniques are utilized in order
to generate an efficient model. Additionally, a minimalistic multi-operator approach is con-
structed to diminish the disadvantages experienced by individual operators. In the event
automated techniques fail, interactive options are provided that allow for user intervention.
Evaluation of the application and its video retargeting model is based on its comparison
to existing standard algorithms and its ability to extend itself to real-time. Performance
metrics are obtained for both PC environments and mobile device platforms for compari-
son.
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Glossary
A
Android An operating system based on the Linux platform. The Android OS is primarily
used within smartphones and tablets. Developers are able to create their own
Android applications through the use of various tools., p. 5.
artifact Distortions made to the content of a retargeted image or video. Artifacts are
typically generated by non-linear image operators and can occur in the spatial
or time domains., p. 3.
augmented reality (AR) The concept of projecting additional, computer-generated in-
formation onto a physical environment. Augmentation can occur for a variety
of sensory input such as sound, video graphics or GPS information., p. 10.
C
computer vision Refers to procedures for obtaining, processing and analyzing infor-
mation gathered from images or videos. Extraction and interpretation of such
information allows for a higher understanding of the image or video under ex-
amination., p. 2.
content-aware A classification of image and video operators. Content-aware opera-
tors observe the content within an image or video frame prior to retargeting.
The information gathered from the content is used in the retargeting process to
generate a more suitable resized image., p. 3.
xii
D
Dalvik virtual machine (Dalvik VM) Part of the Android mobile platform. The Dalvik
VM is the software that runs the applications on the Android OS. It is a register-
based virtual machine designed to run on devices with limited resources. Java
class files produced by the Java compiler are transformed into Dalvik exe-
cutable files known as .dex files., p. 5.
F
face detection The ability to locate human faces in images or videos. This is accom-
plished by using automated computer vision algorithms which focus on facial
feature points., p. 30.
J
Java native interface (JNI) This interface enables Java applications to access libraries
written in other programming languages. This lets performance critical sections
to be written in faster more efficient languages. Additionally, the JNI allows for
maintenance, modification and incorporation of previously developed source
code without the need to explicitly convert it to Java source code., p. 8.
jitter Virtual camera motion that occurs as a direct result of the operator used to
resize the video sequence., p. 18.
L
low vision Refers to reduced vision even under the best circumstances used for vision
correction., p. 1.
xiii
N
native development kit (NDK) A package of development tools which enables native
code to be embedded in Android applications. Headers and libraries are also
provided that allow developers to use Android application resources in a native
environment. The NDK was constructed to only be used in conjunction with
the Android SDK., p. 7.
O
OpenCV Open Source Computer Vision. A collection of libraries which implement a
wide variety of computer vision algorithms. OpenCV utilizes popular inter-
faces and is capable of running on several platforms., p. 39.
R
retargeting The process of resizing an image or video sequence. Retargeting can be
automated or interactive and may include additional information, which helps
influence the resulting image., p. 3.
S
salience Describes relative visual importance or interest of areas within images and
videos. Salience is based on neurological processes, which allow humans to
process visual information and determine which targets stand out., p. 31.
seam carving A content-aware image operator. Seam carving is a discrete process,
which removes connected paths of pixels in either the vertical or horizontal
directions. Seams are defined based on an energy function that describes the
importance of each pixel within the image., p. 14.
software development kit (SDK) A set of software development tools and APIs, which
allows developers to create applications specifically for the Android platform
xiv
using the Java framework., p. 6.
T
temporal coherence Ensuring pixel data between frames is continuous. Temporal
coherence is achieved by observing the time domain introduced by video se-
quences., p. 18.
tunnel vision A visual condition which reduces an individuals peripheral vision., p. 2.
1Chapter 1
Introduction
1.1 Background
1.1.1 Low Vision: Tunnel Vision
Senses are critical factors in human perception. Of the senses, vision is one of the most
frequently used. Typically, most interactions rely on eyesight to some degree, and a person
with limited or no vision is placed at a disadvantage and often has to rely on alternative
methods of interaction and communication. These methods are frequently unintuitive and
awkward.
Vision disabilities can emerge at birth or develop over time at various rates and sever-
ities. Individuals with visual impairments are categorized into four main categories: par-
tially sighted, low vision, legally blind and totally blind. The work of this thesis is con-
cerned with people who suffer from low vision. Low vision is defined as reduced vision
even under the best circumstances used for vision correction [34]. These circumstances
Figure 1.1: Various low vision diseases and their effects on vision. From left to right: dia-
betic retinopathy, age-related macular degeneration, glaucoma, retinitis pigmentosa (tunnel
vision) [34].
2include eyeglasses, contact lenses and medication. There are numerous eye related dis-
eases that cause low vision impairment. The more common ones are diabetic retinopathy,
age-related macular degeneration, glaucoma and retinitis pigmentosa (tunnel vision). The
effects of these diseases experienced by individuals diagnosed with them are shown in Fig-
ure 1.1.
Peripheral vision loss, also known as tunnel vision, is a condition that affects the field of
vision outside an individual’s center gaze, their peripherals. Loss of peripheral vision may
introduce difficulties in dimly lit environments and the ability to navigate while walking
[36]. There are numerous causes of peripheral vision loss. A few of the more common
causes are macular degeneration, Usher’s syndrome, optic nerve damage from glaucoma
and a detached retina [36].
The main reason peripheral vision loss is so damaging is the fact that there is very
little treatment for it. Individuals diagnosed with glaucoma can prevent vision loss with
prescribed eye drops. Note that this is only a prevention technique and not a cure. Addi-
tionally, there is a prism lens which is able to expand the field of vision for specific types
of peripheral loss. Other than these explicit cases there really are no conventional vision
correction options. However, research from the University of Rochester Eye Institute has
shown that vision therapy techniques have been able to regain portions of the visual field
damaged in the brain’s visual cortex [36].
Given this information, it is critical that people who suffer from low vision are given
some form of practical and realistic compensation to relieve their symptoms. Without it
daily activities become increasingly more difficult and can result in the reduction of an
individual’s ability to function.
1.1.2 Computer Vision
Computer vision is technology that is able to extract and/or interpret information from
3images and videos. Humans are inherently capable of extracting and interpreting this in-
formation very quickly. Conversely, it is a challenge for computers to perform these seem-
ingly ordinary tasks despite their superior processing power. This is due to our lack of
understanding of biological vision. Biological vision is an area which researches and mod-
els the physiological processes that are involved in visual perception. Computer vision
is a discipline that has diverse applications ranging from image enhancement to artificial
intelligence.
Technology and computer vision possess a direct relationship. As technology contin-
ues to grow and develop the potential of computer vision rises. This is expected because
of computer vision’s heavy reliance on processing power and available memory. The al-
gorithms and computations required for most computer vision implementations are sub-
stantial and complex. This can often be attributed to the large data sets on which these
implementations operate on and the numerous iterations they typically perform. As such,
computer vision is generally processor intensive and generally benefits from any processor
performance increase.
Image and Video Retargeting
Image and video retargeting are processes that change the size of images or video frames,
respectively. Retargeting encompasses modifications that preserve or alter the aspect ratio
where the content within the image or video frame may undergo a linear or non-linear
transformation. Non-linear transformations, such as changes in the aspect ratio, typically
distort the content present within the image or video frame. These distortions are known as
artifacts and are to be avoided, if possible.
More advanced retargeting methods attempt to resize a given image or video based on
the content it possesses. These types of retargeting methods are classified as content-aware
techniques. By observing the content within the image or video, a more suitable result
can be achieved. Nevertheless, artifacts may still occur depending on the operator used.
As would be expected, the increase in quality generally comes at the cost of decreased
4performance.
Retargeting is frequently used for dynamic interfaces allowing for more flexible and
accommodating layouts when resizes occur. Dynamic retargeting helps alleviate the need
for numerous predefined layouts based on specific dimensions. In addition, this technology
has reached a point where users interact with displays of various sizes on an almost daily
basis. Users have the ability to choose between PCs, laptops, netbooks and mobile devices.
The wide display range they exhibit highlights the notion that retargeting is also suitable
for interfaces that are available on different platforms.
Extensive research related to retargeting has been conducted and has yielded promising
results, which are outlined in Section 1.2 and Section 2. With respect to vision, a person’s
field of view can be loosely interpreted as a display or interface. As such, retargeting
demonstrates the potential to significantly alleviate eye disease symptoms.
1.1.3 Mobile Device Technology
Mobile smartphones have been the focus of attention in recent years. Various types of
smartphones exist including the Android, iPhone and Blackberry. Their processing power
and capabilities have, as expected, drastically increased with technology. As such, users not
only expect smartphones to provide a means of communication, but they also expect them
to provide vast amounts of information and services which can be accessed from virtually
anywhere. The increase in availability gives users more functionality and has altered the
way users interact with their smartphones.
To accommodate demand, more tasks are being adapted to smartphones in the form of
mobile applications. Mobile platforms often introduce new problems such as screen adap-
tation, reduced data transmission and cross-platform compatibility issues. These concerns
should be addressed in order to provide a usable and intuitive mobile application.
Development is also proceeding on the next generation of cellular wireless standards,
4G. This technology offers more bandwidth and potential services than any of its prede-
cessors. The introduction of 4G is likely to have a substantial impact on mobile device
5usage.
Android
The Android operating system was created by Google and released in 2007 primarily for
smartphones. However, with the recent introduction of tablet computers, newer versions of
Android have been tailored for increased tablet compatibility. Android is versatile in the
sense that it provides an open platform, which allows manufacturers to combine it with the
hardware of their choice. As a result of this versatility, users have a broader selection of
smartphones to choose from.
Linux version 2.6 acts as the kernel for the Android OS providing much of its core
functionality [6]. In addition to the kernel, the Android OS relies heavily on the Dalvik
virtual machine. The DalvikVM is a register-based architecture and executes .dex files
which are specifically designed for devices with constraints, specifically processor and
memory. Dalvik executable .dex files are produced by using the following two conversions:
Java programs to Java .class files using the Java Virtual Machine (JVM) and Java .class files
to .dex files using the “dx” tool provided in the Android SDK [6, 7].
Google has taken the lead initiative on the Android Open Source Project. The objec-
tive of the Android Open Source Project is “to create a successful real-world product that
improves the mobile experience for end users” [25].
The Android OS offers a variety of applications. These applications come either pre-
installed or are readily available online for download on the Android Market. Android
applications provide a wide range of services. Developers can upload applications to the
market for sale once the application is approved by Google.
The work involved in this thesis utilized an LG Optimus 2x mobile smartphone. The
specifications for the LG Optimus 2x are show below [1]:
• OS: Android OS version 2.2 (Froyo)
• CPU: Dual-core 1 GHz Cortex-A9
6Figure 1.2: High-level description of the Android system architecture [6].
• GPU: ULP GeForce
• Internal Storage: 8 GB
• RAM: 512 MB
• Primary Camera: 8 MP, 3264x2448 pixels, autofocus, LED flash
• Display: 400x800 pixels, 4.0 inches (˜233 ppi pixel density)
Android SDK
In addition to making Android releases, Google promotes active user involvement. De-
velopers can download the Android software development kit (SDK) from the Android
developers website (http://developer.android.com). The SDK provides developers with the
tools and environment necessary to create their own Android applications. Numerous SDK
package versions exist for Windows, Mac and Linux platforms [8].
7The Android SDK packages contains two types of tools: SDK tools and platform tools.
The SDK tools are independent of the Android platform and undergo periodic updates.
Users developing Android applications are required to install them [8]. On the other hand,
the platform tools are specifically customized to support the features of the Android plat-
form specified by the SDK package. These tools are backwards compatible and typically
updated only upon installation of a new SDK [8]. Developers are encouraged to use the
Eclipse IDE for Android projects because of its custom Android Development Tools (ADT)
plugin. This powerful plugin allows for fast and easy use of the SDK tools and is supported
by Android.
For developers who do not possess a physical, Android compatible device development
can still be achieved. This is accomplished through the use of the Android emulator. The
Android emulator simulates a working, mobile, Android environment on a computer. The
emulator includes a virtual screen and keyboard where touches are simulated using mouse
clicks. However, this virtual device lacks significant features, such as camera access, found
on actual devices [8].
As any developer knows testing is a vital part of the design process. When issues or
”bugs” are discovered debugging tools are an invaluable resource to have. However, de-
bugging applications on mobile devices can be cumbersome due to their embedded nature.
Google solves this issue by incorporating the Dalvik debug monitor service (DDMS) in the
Android SDK. The DDMS tool exhibits features such as device screen captures, thread and
heap information, various types of spoofing and more. The DDMS is capable of debugging
Android applications running on either an emulator or physical device [9].
Android NDK
The Android native development kit (NDK) is a toolset designed to be used in conjunction
with the Android SDK. This toolset provides features which allow developers to embedded
native code in their Android application. Typically native code is written in either C or C++
[10].
8Using the NDK has a couple key advantages. The first of which applies to existing code.
Libraries previously written in native code do not need to be re-written to adhere to the Java
framework supported by the Android platform. Instead they can use the NDK interface to
interact with the Android application [10]. The other main advantage, and arguably the
more important of the two, is performance increase. Native code is more efficient than
Java because it does not introduce overhead associated with a virtual machine. As such,
performance critical sections can be implemented in native code to take advantage of native
code’s speed [10].
The NDK is not without disadvantages, however. Without question the NDK introduces
substantial complexity and makes the application unsafe because of native code’s ability to
perform explicit type overriding [10]. Thus, writing Android applications solely in native
code because of C/C++ preference is generally discouraged. Furthermore, the NDK does
not guarantee performance increase. Operations that can be classified as CPU-intensive are
generally the only sections of code that should be considered for native implementation.
Otherwise, the use of the NDK can actually introduce performance degradation. This issue
will be addressed in Section 1.1.3, Java Native Interface. Given these reasons, the Android
NDK should be used with discretion.
The native libraries can be compiled to target specific processors. Currently, the latest
NDK supports ARMv5TE, ARMv7-A and x86 instruction sets [10]. Most mobile devices
support a version of an ARM instruction set. ARM is a 32-bit reduced instruction set com-
puter (RISC) instruction set architecture (ISA). Its reduced nature makes ARM more suit-
able for current mobile devices because of their limited processors and capabilities. With
new, innovative technology more mobile devices are attempting to incorporate processors
which support x86 architecture. This inherently increases native performance.
Java Native Interface
The most important tool featured in the Android NDK is the Java native interface (JNI).
The JNI, Figure 1.3, is required for interfacing the Java platform with native code, since
9Figure 1.3: Demonstration of the role of the JNI [20].
it acts as a communication medium. The advantages of both languages can be utilized as
needed by developers. Calls can be invoked from either side of the JNI allowing Java code
to call native functions and vice versa [20].
Though the JNI has the capability of drastically increasing the proficiency of perfor-
mance critical sections, it can also be a burden. The context switching caused by the JNI
can be cumbersome and actually hinder an application’s performance rather than enhance
it. As such, the JNI should be used appropriately and excessive use should be avoided. Al-
ternative approaches such as TCP/IP connections and inter-process communication (IPC)
mechanisms should be considered alongside the JNI when attempting to interface Java ap-
plications to libraries written in other languages [20].
Aside from performance metrics, the JNI possesses disadvantages from an architec-
tural standpoint. Debugging becomes significantly more difficult since native errors can
potentially destabilize the JVM. Additionally, applications which use the JNI loose their
portability. The JVM is portable across multiple platforms, but native code must be explic-
itly compiled for each.
The Android platform is an intelligent choice for low vision assistance development.
Android is an open-source system thereby enabling developers complete access to the API.
As such, application specific optimizations can be made as needed. Additionally, the fact
that Android is open-source does not limit it to any specific device manufacturer or ser-
vice provider. Android also supports the Java programming language. Java is a popular
programming language and allows applications to be highly portable. Finally, the Android
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(a) Augmented HMD (b) Augmented HMD Image
Figure 1.4: A head mounted device projecting a minified, camera captured, contour image
onto an optical see-through display [23].
market allows developers to submit their applications for publishing. Google’s applica-
tion submission process is much more respectful of developers and facilitates continued
development.
1.2 Previous Work
This section examines past work that encompasses image and video retargeting operators.
These operators have been developed for either PC environments, dedicated hardware or
mobile device platforms. Discussion of these works helps provide a sense of what has
already been achieved and where improvements can be made. Additionally, the previous
work also acts as a basis for comparison for the research involved in this thesis.
1.2.1 Augmented Reality for Visual Search
Previous work has been performed to help alleviate visual disabilities. Luo et al. formu-
lated a procedure that utilized augmented reality (AR) to aid patients with tunnel vision.
The system is designed to provide visual cues in order to help individuals locate a specified
target more quickly within a scene.
Camera captures are obtained to identify the user’s perceived visual field. Edge detec-
tion algorithms then process the captured frames to produce contour (edge) images. The
contours indicate the general outline of shapes and their relative positions to one another
within the scene. The contour images are minified and projected onto a see-through head
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mounted display (HMD) to provide the user with a larger, superimposed visual field [23].
As such, users are able to observe either their actual, smaller field of vision or the aug-
mented, larger scene outline while wearing the HMD.
The contour projections enabled the user to achieve a faster search time for required
objects. Search time results were comparable to audible cues administered during the same
simulations and significantly better than simulations without cues. This method does not
sacrifice resolution or perceived visual direction as a consequence of minification [23].
Though an effective solution, users often find HMDs awkward and unattractive.
1.2.2 Low Vision Assistance for Blind Spots
Visual disabilities other than tunnel vision have also been targeted. Savakis et al. developed
a system which aids individuals with blind spots in their vision. The system employs
various face detection and tracking algorithms to relocate prominent faces in a visual field
to regions that are visible to the user. An illustration of its capabilities is shown in Figure
1.5.
Extensive performance evaluations were performed for the system to assess its overall
effectiveness. Benchmarks were recorded on desktop, netbook and Android smartphone
platforms. The desktop platform is representative of a cloud computing solution. Pro-
cessing time and energy consumption were observed for all three platforms to emphasize
the tradeoff of processing on a smartphone with respect to compressing and transmitting
to a cloud-desktop for processing. The results showed that the Viola-Jones detection in
conjunction with Lucas-Kanade tracking achieve the best performance and efficiency [29].
1.2.3 Scaling
Scaling is perhaps the most well known and intuitive image resizing operator, Figure 1.6(b).
Scaling is a linear transformation that is capable of resizing an image to exact geometric
dimensions. Methods such as nearest-neighbor interpolation, bilinear interpolation and
bicubic interpolation achieve scaling results with varying degrees of output image qualities.
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Figure 1.5: Identification and relocation of prominent facial regions developed by Savakis
et al..
The scaling operator completely ignores the content present within an image. In most
instances, scaling is performed uniformly across the entire image. Uniform scaling reduces
or enlarges the image by a given scale factor and can lead to loss of significant detail in the
case of reduction and a blurred effect in the case of enlargement.
Additionally, scaling is incapable of appropriately handling changes in the aspect ratio.
Resizing one dimension of an image by a scale factor different than the other (non-uniform
scaling) will produce distortions in the image’s content. For large changes in the aspect
ratio these distortions are often severe and can be easily observed.
Though scaling may produce undesirable results under certain circumstances it is rel-
atively non-complex. Furthermore, scaling does not introduce temporal artifacts when it
is used for video retargeting. Scaling can be independently applied to each video frame
and produce temporally coherent results. Thus, its simplistic nature makes it a competitive
candidate for real-time retargeting applications.
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(a) Original Image (b) Scaled Image (c) Cropped Image
Figure 1.6: Demonstration and comparison of the scaling and cropping image operators.
The scaled and cropped images reduce the width and height of the original image by 50%.
1.2.4 Cropping
Cropping is also a well known image operator, Figure 1.6(c). Like scaling, standard crop-
ping is oblivious to the content within an image. It only focuses on the geometric con-
straints of the existing and resulting images.
The major drawback associated with cropping is the loss of content that it incurs, espe-
cially for large resizes. When an image is cropped the content located at the boundary of
the image will be removed. The remaining content will remain unchanged in terms of its
relative position and scale. This allows cropping to be more suitable for changes in aspect
ratio.
Cropping is effectively utilized in areas related to subject detection. Advanced tech-
niques have been developed which analyze the image content and automatically generate
the most relevant thumbnail cropping [33]. Such techniques help to alleviate the impact the
removed content has on the resulting image.
Like scaling, fixed cropping is also very simple and does not produce temporal artifacts
in video sequences. These inherent characteristics makes cropping an efficient retargeting
operator, especially in mobile devices.
14
1.2.5 Seam Carving
Seam carving is a novel approach developed by Shai Avidan and Ariel Shamir [2]. Seam
carving differs from the preceding operators in the sense that it attempts to preserve the
important features of an image. In other words, seam carving is conscious of the content
present within an image thereby classifying it as a content-aware image operator. There are
numerous content-aware image operators including techniques developed by [31] and [11].
Furthermore, some methods, such as [4] and [22], specifically target image adaptation for
mobile devices.
The advantages that seam carving has over these existing content-aware image resizing
operators are its ability to preserve spatial information and orientation, reduce excessive
content removal and avoid content distortion. Spatial information and orientation are pre-
served to provide the context and structure of the original image. Excessive removal, which
is prevalent with cropping techniques, is avoided as seams can be dispersed throughout the
entire image. Non-linear methods such as warping [11] are able to avoid these difficulties,
but can severely distort the image content. Seam carving is able to resolve this issue due
to its discrete nature. Individual seam removals leave the remaining image unaltered. In
addition to these features, seam carving is capable of dynamic image reduction and en-
largement.
The basis for seam carving is the definition of a seam. For an image there are two types
of seams: vertical and horizontal. A vertical seam is “an 8-connected path of pixels in the
image from top to bottom, containing one, and only one, pixel in each row of the image” [2].
Similarly, a horizontal seam demonstrates the same connectivity moving from left to right,
containing one, and only one, pixel in each column of the image. The formal definitions
for vertical and horizontal seams are defined below, respectively. These equations assume
an m × n image where x is a mapping x : [1, ...,m] → [1, ..., n] and y is a mapping
y : [1, ..., n]→ [1, ...,m].
sx = {sxi }mi=1 = {(x(i), i)}mi=1, s.t. ∀i, |x(i)− x(i− 1)| ≤ 1 (1.1)
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sy = {syj}nj=1 = {(j, y(j))}nj=1, s.t. ∀j, |y(j)− y(j − 1)| ≤ 1 (1.2)
Various energy functions exist that can be used within the process of seam carving.
These functions define what is visually important and, more significantly, the optimality
of each seam. It is important to note that higher visual importance corresponds to higher
energy values and vice versa. Visual salience [16], face detection [35] and eye tracking
[28] are a few methods that identify visually important regions thereby making them viable
options for energy functions.
Avidan and Shamir evaluated and compared numerous energy functions and initially
concluded that the gradient magnitude provided the best solution [2]. It was chosen for its
relative simplicity and versatility given the output it produced; however, though simple and
efficient, the gradient magnitude still produced artifacts within the resulting image.
Rubinstein et al. later improved upon the energy procedure by focusing on the energy
seams introduce, rather than the energy they remove [26]. This critical observation lead
to the distinction between backward and forward energy, Figure 1.7. Backward energy
measures energy based on the gradient magnitudes found within the original image, Fig-
ure 1.7(b) and Figure 1.7(c). Conversely, forward energy measures energy based on the
gradient magnitudes formed within the retargeted image, Figure 1.7(d) and Figure 1.7(e).
Forward energy greatly reduces both the amount and the severity of artifacts introduced
into retargeted images.
Additionally, rather than focusing on introduced intensity variation, alternative methods
concentrate on the variation in the gradient of the intensity. By minimizing the change in
gradients spatial detail is better preserved. This look-ahead strategy is known as spatial
coherence. Spatial coherence develops a more general approach allowing for the use of
discontinuous or piecewise seams within an image [14].
Computing seams, whether vertical or horizontal, can be achieved through several al-
gorithms. These algorithms include Dijkstra’s algorithm, graph cuts and dynamic program-
ming. The simplest solution for images is the dynamic programming approach. It is less
complex and yields comparable results.
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(a)
(b) (c)
(d) (e)
Figure 1.7: Comparison of backward and forward energy functions. Image (a) is the origi-
nal image, images (b) and (c) were obtained with the backward energy function and images
(d) and (e) were obtained with the forward energy function. It is easy to see that forward
energy allows more seams to pass through the bench and yields better results. These im-
ages were obtained using the dynamic seam carving approach, which reduced the width of
the original image by 50%.
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Seam carving has many practical applications. It is capable of gracefully changing the
aspect ratio of images. This is possible since seam carving can independently operate on
the height or width of an image. Object removal can also be achieved. By lowering the
energy of pixels pertaining to a predefined object the seam carving operation will inher-
ently remove the object. Finally, seam carving can be extended to video. However, this
introduces a temporal aspect which must be accounted for. This is discussed in more detail
in Section 1.2.6 and in [26, 14].
1.2.6 Video Retargeting
Following seam carving’s application to images attempts were made to extend it to video.
Initially, Rubinstein et al. redefined seams as graph cuts within images [26]. Using this
definition seams could easily be extended to include the time domain of videos. Videos
were treated as 3-dimensional cubes (X × Y × T ) where seams were planes within it.
Vertical seams were planes in Y × T domain and horizontal seams were planes in the
X × T domain. This ensured connectivity within each frame and between adjacent frames
throughout the entire video sequence allowing for dynamic seams. In terms of quality, this
approach achieved sufficient results. However, to obtain real-time retargeting, extensive
pre-processing was required. Additionally, seams were not able to avoid fast moving ob-
jects because of their strict connectivity restraints. A visual representation of a vertical,
spatiotemporal seam is highlighted in Figure 1.8.
Rubinstein et al. improved upon their previous seam carving operator by developing
a multi-operator for media retargeting [27] where cropping, scaling and seam carving are
used to resize images. The use of multiple operators helps to avoid the individual weak-
nesses demonstrated by each operator. These operations occur within the resizing space.
The resizing space is formally defined as the space spanned by n operators which resize
in both width and height. A point in the resizing space corresponds to a given target im-
age size. Solving for the optimal ratio of operators in a sequence is achieved by dynamic
programming.
18
Figure 1.8: Depiction of a vertical spatiotemporal seam defined by Rubinstein et al. [26].
The multi-operator approach is extended to video by incorporating key frames. For
each key-frame an optimal resizing sequence is computed. This resizing sequence is used
to interpolate the effect each operator has on each frame until the next key-frame is reached.
Consequently these interpolations can produce virtual camera motion or jitter in the result-
ing video.
Aside from seam carving there are other approaches which aim to retarget videos based
on different criteria. Wolf et al. use local salience, motion detection and object detectors
to analyze the importance of each frame. Frames are resized in a non-uniform global
warping fashion and allow for video streaming [38]. Similarly, Krahenbuhl et al. also
utilize a non-uniform, pixel-accurate warp to resize streaming video based on automatic
and interactive features. Automatic features consist of edge detection, video salience and
scene cut detection to enforce temporal coherence. They are able to achieve real-time
performance through the use of a GPU-based multi grid solver coupled with a 2D variation
of EWA splatting [19]. Liu and Gleicher employ a combination of salience, cropping,
scaling and virtual camera motion in an optimization framework for video retargeting [21].
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1.2.7 Mobile Video Retargeting
While the previous methods should be capable of adapting videos to any size, they do not
specifically target or emphasize mobile device implementation and performance. There
are techniques, nevertheless, that do. Fast Seam Carving for Size Adaptation of Videos
(FSCAV) introduced a novel technique which utilized robust seams to preserve the visual
stability of the retargeted video. Robust seams are optimal seams that contain the same
visual content in each frame [18]. Thus, removal of a robust seam does not introduce virtual
camera motion or jitter. Robust seams are identified based on a constructed background
image that is computed using camera motion compensation. This method also presents
a heuristic, which allows for alternative retargeting methods (e.g. scaling and cropping) if
seam carving degrades the video quality below a specific threshold. This adaptive approach
makes FSCAV more accommodating to a wider variety of video sequences.
Compared to other implementations, FSCAV is very efficient and offers substantial
speedup. This efficiency enables the algorithm to adequately run on mobile devices. Con-
versely, FSCAV demonstrates video degradation in specific instances. Visual quality de-
clines if an object moves orthogonal to the direction of seams. Depending on the distribu-
tion of seams, this could lead to severe distortion in some regions of the video. Problems
also occurred for sequences containing large objects that occupied a sizable portion of the
frame.
Wang et al. presented a novel technique for retargeting videos to tiny devices [37].
Their work took a different approach and attempted to reduce data transmission in addition
to providing video adaptation for mobile devices. Frames in the video were considered
either in sequences of interest (SOI) or not. Frames were included in a SOI if their attention
model exceeded a given threshold. Attention was determined using spatial and temporal
samples that were weight adjusted for motion. SOIs displayed the computed region of
interest (ROI) at the full frame rate. For simplicity, only one region of interest could be
defined per frame. The frame rate was reduced for non-SOIs in order to reduce the required
data transmission.
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(a) Letterboxing (b) Scaling (c) Cropping (d) FSCAV
Figure 1.9: Comparison of standard operators and FSCAV on a mobile device [18].
1.2.8 Existing Applications
Seam carving has already been implemented in various commercial products. These appli-
cations are typically image, photo and graphic editing programs. Seam carving has been
incorporated under different names into Adobe Photoshop CS4, GIMP, ImageMagick v6
and DigiKam.
Though video retargeting algorithms should theoretically be capable of resizing videos
to any aspect ratio there seems to be a lack of actual mobile device applications. PicTricks
[39] is an app for the iPhone which utilizes seam carving to perform what they term a
“Magic Resize”. Similarly, Liquid Scale [24], an iPhone app developed by Jan Misol, also
resizes images using the seam carving operator. However, there does not appear to be any
other existing mobile applications which employ image or video content-aware resizing
based on the seam carving operator.
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Chapter 2
Supporting Work
This section describes the work related to real-time seam carving. The advantages and
disadvantages of real-time seam carving are presented as well as possible spatial and tem-
poral enhancements. These enhancements strengthen the performance of the automated
retargeting process by addressing known weaknesses. Combined, they provide a complete
and comprehensive retargeting operation which is capable of adjusting to the user’s specific
needs.
Aside from the methods selected for inclusion within the real-time video retargeting
model, other methods are exhibited to highlight the existing alternative approaches. This
helps purvey a sense of other solutions that can be used to fulfill the objectives of this
thesis. Reasons for their exclusion are provided to emphasize the benefits the selected
methods offer.
2.1 Real-time Image Seam Carving
2.1.1 Seam Energy
Seam carving allows for a more graceful resize of visually dense regions. The performance
exhibited by seam carving relies heavily on the definition of seam energy. As mentioned
previously, there are numerous ways to define seam energy, Section 1.2.5. The more com-
mon approaches are backward and forward energy as defined by [26] and spatial coherence
as defined by [14]. Spatial coherence leads to the introduction of discontinuous seams. The
use of discontinuous seams, however, can be dismissed immediately. The reason for this
22
will become apparent later through the discussion of matching relations in Section 2.1.2.
For the video retargeting model developed for this thesis, seam energy was computed
based on the forward energy function. Under the forward energy framework energy values
are based on the gradient magnitude of neighboring pixels formed in the retargeted image.
Though forward energy does not necessarily lead to seam removals that are minimal in
their energy, it does lead to more consistent spatial results.
Unlike backward energy, forward energy focuses on the energy a pixel removal inserts
into an image rather than the energy it removes. Energy is inserted into an image when
pixels are removed because new edges (gradients) are formed. New edges correspond to
pixels that were originally non-adjacent prior to the pixel removal. As defined by forward
energy, the gradient magnitude of these edges indicates the amount of energy introduced
by their formation. By introducing the least amount of energy into the image artifacts are
minimized. The cost of removing a given pixel has three cases:
CL(i, j) = |I(i, j + 1)− I(i, j − 1)|+ |I(i− 1, j)− I(i, j − 1)| (2.1a)
CU(i, j) = |I(i, j + 1)− I(i, j − 1)| (2.1b)
CR(i, j) = |I(i, j + 1)− I(i, j − 1)|+ |I(i− 1, j)− I(i, j + 1)| (2.1c)
These forward energy cases are illustrated in Figure 2.1. This spatial cost can be linearly
combined with other, more specific costs to form a single measure. This will be discussed
in more detail in Section 2.2.
Spatial coherence is very similar to forward energy. A more detailed description of
spatial coherence is supplied in Appendix B. Spatial coherence was avoided in this instance
for two reasons. First, spatial coherence does not produce results significantly different than
forward energy. In addition to this, spatial coherence requires slightly more processing. A
comparison of forward energy and spatial coherence performance is highlighted in Figure
2.2.
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(a) Case 1 (CL) (b) Case 2 (CU ) (c) Case 3 (CR)
Figure 2.1: Illustration of the possible forward energy cases. Red boxes indicate the pixels
removed, blue boxes indicate new neighbors and red lines indicate new pixel edges [26].
Figure 2.2: Performance evaluation of forward energy and spatial coherence.
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2.1.2 Optimal Seam Identification and Removal
Traditionally dynamic programming, graph cuts, Dijkstra’s algorithm and the Hungarian
algorithm have been employed for seam removal. These methods are capable of finding the
optimal seams for removal, but at a significant cost. These algorithms are slow and com-
putationally complex. They typically require numerous iterations to perform the necessary
seam removals. This may not be an issue for individual images, but it has a substantial
impact on videos. Without a considerable amount of pre-processing these approaches can-
not achieve real-time video retargeting. In addition, video cannot be streamed. This places
considerable restraints on the operation.
Real-time seam carving [15] provides a solution to these issues. This approach estab-
lishes a more efficient matching relations algorithm between adjacent rows and columns
to define vertical and horizontal seams, respectively. By defining matching relations all
vertical and horizontal seams can be defined simultaneously. This eliminates the need for
numerous iterations thereby substantially reducing the amount of processing time it takes
for seam removal. Real-time seam carving is achieved in three steps. Step 1 is to compute
the energy and optimal cumulative energy of each pixel. Step 2 determines the matching re-
lations between rows for vertical seams and between columns for horizontal seams. Finally,
step 3 uses the matching relations to compute the energy of each seam which subsequently
determines the order of seam removal.
Computing the pixel and optimal cumulative energies is trivial whereas determining
matching relations is not. The problem is reduced to solving for the optimal solution of
a weighted bipartite graph. Solving for a weighted bipartite graph is typically achieved
using the Hungarian algorithm. This method is utilized in [2] and possesses a large time
complexity. However, due to the connectivity constraint, the bipartite graph is a special case
and can be solved for using a simpler, more direct approach. Discontinuous spatial seams
as defined by [14] cannot be used due to the fact that they do not preserve connectivity.
Discontinuous seams make solving the matching relations more general and therefore more
complex.
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(a) Configuration 1 (b) Configuration 2
Figure 2.3: Possible matching configurations as defined by [15]. Each circle represents a
pixel within the image. Red lines represent matching edges, solid black lines represent pos-
sible matching edges and dotted black lines represent impossible matching edges. Matches
are only drawn for pixels which adhere to the connectivity constraint.
For simplicity solving for matching relations will be restricted to vertical seams. How-
ever, extending this approach to horizontal seams is straightforward. Matching relations
define a one-to-one correspondence between neighboring rows. As such, once all match-
ing relations have been established, seams are determined by tracing the matching relations
across each row.
Defining matching relations relies specifically on the weights or importance of the re-
lations as defined by [15]. Rather than defining weight strictly based on the pixels in two
adjacent rows, Huang et al. consider the entire image. The aim is to achieve globally
optimum seams. This is accomplished by observing the current energy of a seam and the
maximum amount of remaining energy the seam can potentially achieve. The weight func-
tion is demonstrated in Equation 2.2. In this equation k represents the current row and k+1
represents the row matching relations are being formed with. Indices i and j represent the
column positions in rows k and k+1, respectively. MatrixA corresponds to the cumulative
energy of computed seams and matrix M represents the cumulative energy along optimal
seams. Appendix A contains more detailed information regarding the weight function and
its derivation.
w(i, j) =
A(k, i) ·M(k + 1, j), |i− j| ≤ 1−∞, otherwise (2.2)
To determine the optimal relation for each pixel in the current row, we assume F (i)
is the sum of weights of the optimal matching sub-graph which contains the first i pairs
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Figure 2.4: Comparison of dynamic and real-time seam carving results. The image on the
left represents the results obtained using dynamic seam carving [26] whereas the image
on the right represents the results obtained using real-time seam carving [15]. The small
image at the top is the original image shown for reference. The resulting image widths are
50% of the original image’s width.
of pixels. Formally, F (i) is defined by Equation 2.3 where F1 = F (i − 1) + w(i, i) and
F2 = F (i − 2) + w(i − 1) + w(i − 1, i) represent its two possible cases. Starting with
the red pixel in Figure 2.3 cases F1 and F2 are considered. Selecting case F1 results in the
relations shown in Figure 2.3(a) whereas selecting case F2 results in the relations shown in
Figure 2.3(b).
F (i) = max{F (i− 1) + w(i, i),
F (i− 2) + w(i, i− 1) + w(i− 1, i)} (2.3)
Once all matching relations have been established for each row it is possible to deter-
mine each seam and the order of seam removal. Relations are traced within the image to
generate the seams and the cumulative energy of computed seams, matrix A within the
weight function, possesses the total energy of each seam. To preserve energy we remove
the seam with the least amount of energy.
27
Figure 2.5: Illustration of the temporal coherence energy computation [14]. The red seam
illustrates a seam removed in the previous frame whereas the green seam illustrates a po-
tential seam in the current frame. The temporal energy associated with the removal of pixel
B in the current frame is |C − B| + |D − C| + |E − D| + |F − E|, the sum of squared
differences (SSD).
The main disadvantage of the real-time seam carving approach is the quality reduc-
tion exhibited by the resulting images. This can be attributed to the fact that the real-
time method does not update following seam removals. The performance-quality trade-off
demonstrated in this situation is typical with most computer vision applications. Never-
theless, real-time seam carving produces comparable results to the other, more optimized
solutions. Comparison of the real-time and dynamic implementations is demonstrated in
Figure 2.4.
2.1.3 Temporal Coherence
Carving based approaches exist for video retargeting, however, due to their complex na-
ture they require substantial processing. This effectively renders these implementations
incapable of video streaming. They must provide extensive pre-processing and store the
results on disk before a video sequence can be played and dynamically resized. For in-
stance, the seam index maps and interpolation values are pre-computed for the graph cut
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[26] and multi-operator approaches [27], respectively. This complexity significantly affects
the performance and applicability of each method.
Discontinuous seam carving [14] provides a solution to the complexity issue. In this
work, Grundmann et al. present a method for producing temporal coherence on a frame-by-
frame basis. This is achieved by defining a temporal energy which can be applied between
adjacent frames at a low computational cost. Using this approach allows for temporally
coherent seams and retargeting on streaming video.
To achieve temporal coherence seams removed in the current frame must be visually
similar to the seams removed in the previous frame. For stationary videos the most tem-
porally coherent seams are achieved simply by reusing the seams removed in the previous
frame. This technique, known as static seams [26], is very efficient and exhibits decent
results despite its simplicity.
To accommodate motion within a scene seams need to be able to adapt and fluctuate
from frame-to-frame. Seam adjustments must also be cognisant of temporal artifacts so as
to produce visually coherent results. Static seams, for obvious reasons, will distort salient
content moving orthogonal to seams throughout video frames.
Discontinuous temporal seams [14] consider motion through an appearance-based tem-
poral coherence formula generated by Grundmann et al.. In their research, they assume an
mxn image where m is the width and n is the height. The temporal coherence energy of
each pixel is computed using:
Tc(x, y) =
x−1∑
k=0
||F ik,y −Rck,y||2 +
m−1∑
k=x+1
||F ik,y −Rck−1,y||2 (2.4)
In this equation F i represents the current frame and Rc represents the most temporally
coherent frame. Rc is obtained by applying the seam from the previous frame to the current
frame, F c. This equation emphasizes that seams do not need to be temporally smooth to
achieve a coherent result.
For vertical seams the temporal coherence cost of each pixel is accomplished by per-
forming a per-row difference accumulation. Equation 2.4 computes the sum of squared
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differences (SSD) of the two corresponding rows involved in the calculation. This essen-
tially optimizes the difference in appearance between the resulting frame and the optimal
temporally coherent frame. The SSD can be computed more efficiently by utilizing inte-
gral images of F i andRc. Furthermore, this cost can be computed prior to seam calculation
allowing it to be incorporated into the original seam carving process.
The temporal coherence cost exhibited in Equation 2.4 possesses two key advantages:
it allows for discontinuous seams and produces minimal temporal artifacts. The discontin-
uous nature of the resulting seams allows them to avoid faster moving salient objects more
efficiently. Minimal temporal artifacts are achieved by permitting seams to move within
homogeneous regions. Seams moving throughout homogeneous regions are virtually un-
detectable due to the small differences in pixel values.
2.2 Real-time Seam Carving Enhancements
Traditional seam carving energy definitions focus solely on neighboring pixel intensities.
This localization makes it difficult to appreciate the scope of the entire image. Additionally,
humans do not focus their attention at the level of individual pixels. Instead, humans focus
on collections of pixels which form coherent objects. These ideas point to the need for hu-
man attention models to be incorporated into the seam carving process. Such incorporation
effectively creates a perceptual seam carving operator which has the potential to better pre-
serve content that humans perceive as important. However, this increase in quality occurs
at the expense of increased computational complexity.
2.2.1 Viola-Jones Face Detection
Images and videos are often taken of people in various settings. While the context of the
image or video is important, the person within the image is typically the focus of attention.
Thus, their removal should be avoided during resize operations.
Human detection in images and videos has been extensively studied over the years.
Research has spawned novel and vastly different approaches. These approaches include
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(a) (b) (c) (d) (e)
Figure 2.6: Original Viola-Jones weak features. Subfigures (a) and (b) describe edge fea-
tures, subfigures (c) and (d) describe line features and subfigure (e) describes four-rectangle
features [35].
background subtraction, template matching and color segmentation. More robust tech-
niques include histogram of oriented gradients (HOG) and scale-invariant feature trans-
forms (SIFT) which attempt to extract features or interest points. Aside from 2D detection,
depth information, introduced and captured by the Xbox Kinect sensor, has lead to even
more advanced and accurate detections [3].
One of the most reliable ways of finding people within an image is through the use of
face detection algorithms. To locate individuals within images or video frames the Viola-
Jones face detection algorithm [35] was employed. Viola-Jones was chosen primarily be-
cause of its speed and reliability. An example of its capabilities is demonstrated in Figure
2.10(b).
Initially Viola-Jones is trained on a large data set of faces using a set of weak features
[35]. A subset of these features is highlighted in Figure 2.6. The features are character-
ized as weak since they are only slightly correlated with true classification, i.e. they are
marginally better than random guessing. However, by combining the set of weak features
a strong classifier can be obtained through machine learning.
The weak features used for training possess features similar to Haar basis functions in
the sense that they involve summing regions of pixels within rectangular areas. As such,
training is sped up through the use of integral images, Figure 2.7. The location x, y within
an integral image contains the sum of pixels above and to the left of x, y, inclusive [35].
Algebraically, x, y can be computed using ii(x, y) =
∑
x′≤x,y′≤y i(x
′, y′). This setup allows
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Figure 2.7: Illustration of an integral image [35]. The sums of each location are as follows:
Location 1 = A, Location 2 = A+B, Location 3 = A+C and Location 4 = A+B+C+D.
Computing rectangle D involves four array access: 4 + 1− (2 + 3).
for quick evaluation of weak features at any given scale.
From the set of weak features the classifiers are trained and a small set of features are
selected that most accurately represent a face. This is achieved by applying a variation of
AdaBoost. AdaBoost is a machine learning algorithm that is used to boost the performance
of simple or weak learning algorithms.
Finally, the selected weak classifiers are cascaded in order of increasing complexity.
Sub-windows of the image or frame are processed by the cascade for facial detection. If at
any point a sub-window is rejected by a cascade stage processing stops and the sub-window
is classified as a non-face [35]. This indicates that only regions which include faces are re-
quired to run through each classifier. Non-face regions are rejected early and are subjected
only to a few simple classifiers, which helps reduce the computational complexity. This
process is illustrated in Figure 2.8. However, as more faces are present within the im-
age or frame the Viola-Jones algorithm begins to slow down since more sub-windows are
processed by each cascade.
2.2.2 Division of Gaussians Salience Map
Salience takes a different approach than face detection. Salience defines areas of visual
interest in images and videos. Specifically, salience is a biological visual attention model
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Figure 2.8: Depiction of the Viola-Jones classifier cascade [35]. Sub-windows are pro-
cessed until a failure occurs or all classifiers have been used.
Figure 2.9: Demonstration of the pyramid procedure used in the division of Gaussian
salience algorithm.
DIVoG-3CH DIVoG-1CH
Resolution Time (s) fps Time (s) fps
320x240 0.009 111 0.003 333
512x512 0.032 31.2 0.009 111
640x480 0.036 27.7 0.012 83.3
1024x1024 0.115 8.7 0.041 24.3
2048x2048 0.456 2.2 0.161 6.2
Table 2.1: Performance evaluation of the division of Gaussians approach. The table high-
lights execution time and frame rate for 3-channel (RGB) and 1-channel (grayscale) im-
ages. These results were recorded on a mobile 2.4GHz Intel Core 2 Duo processor with
4GB RAM [17].
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which utilizes a bottom-up approach to define properties of the human vision system. In
this sense salience is tightly coupled with the neuronal architecture of humans [16]. This
type of model allows salience to provide a more complete understanding of scenes than
other techniques.
The division of Gaussians algorithm is a novel and relatively new salience procedure
[17]. It utilizes three simple steps to achieve a final salience map. Initially a Gaussian
pyramid is derived from the original image through the use of bottom-up construction.
Following this a top-down Gaussian pyramid is formed using the output generated by the
bottom-up construction. The process of deriving the Gaussian pyramids is defined in Fig-
ure 2.9. Finally element-by-element division is performed on the original image and the
final Gaussian image to compute the salience map. More advanced salience maps can
be achieved by implementing element-by-element division on each level of the Gaussian
pyramids.
The biggest advantage of the division of Gaussians approach is its efficiency. Due to
its simplistic nature it executes very rapidly compared to existing salience map implemen-
tations. A summary of its execution capabilities and a resulting salience map are demon-
strated in Table 2.1 and Figure 2.10(c), respectively. Its fast execution speed makes the di-
vision of Gaussians technique ideal for implementation on devices with limited resources,
such as mobile smartphones.
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(a) Lena (b) Face Detection (c) Salience Map
Figure 2.10: Viola-Jones face detection and division of Gaussian salience map for Lena.
Both algorithms were implemented in OpenCV and run on the grayscale format of Lena.
(a) Astronauts (b) Face Detection (c) Salience Map
Figure 2.11: Viola-Jones face detection and division of Gaussian salience map for an image
of astronauts. Both algorithms were implemented in OpenCV and run on the grayscale
format of the image.
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Chapter 3
System Design
3.1 Video Retargeting Model
The basis of this work relies heavily on the constructed retargeting model. The model flow
diagram shown in Figure 3.1 highlights the distinct features used and their interactions in
relation to one another.
The video retargeting model can be broken into four separate sections: data reduc-
tion, spatial energy, temporal energy and seam processing. Data reduction minimizes the
number of computations thereby generating a performance increase. The components as-
sociated with data reduction are prescaling and downsampling. The spatial and temporal
enhancements strengthen the performance of the automated retargeting process by address-
ing known weaknesses associated with real-time seam carving. Spatial enhancements en-
compass spatial energy, face detection and salience, whereas temporal enhancements are
achieved by temporal energy, maximum energy and frame buffering. Finally, seam pro-
cessing identifies all potential seams, performs the necessary removals and completes all
post-seam operations. Real-time seam carving, median seam filtering and energy bias con-
struction represent the components affiliated with seam processing.
Each of the model’s features can be individually enabled, or disabled, with respect to the
other features. Users are able to select features based on their specific and immediate needs
allowing for a multitude of combinations. Furthermore, the model incorporates features
which allow for individual image retargeting or video sequence retargeting.
The real-time seam carving component, depicted in the model, refers to the optimal
36
seam identification and removal procedure discussed in Section 2.1.2. To define relative
pixel importance, a weight function, Equation 2.2, requires the multiplication of two po-
tentially large numbers. As such, the resulting weights were stored as doubles to allow for
proper storage. An alternative fixed-point method was explored to avoid the unnecessary
overhead associated with double precision on mobile devices. However, preliminary testing
yielded results that indicated the use of double precision, in this instance, did not signifi-
cantly affect mobile performance. Aside from this computation, the remaining calculations
do not use floating-point arithmetic.
3.2 Temporal Coherence
Temporal coherence played a significant role in the development of the video retarget-
ing model. Without temporal coherence, frames would operate independently without any
knowledge of adjacent frames or their retargeted versions. Though simplistic, disregard-
ing temporal information would result in an inconsistent and visually irritating retargeted
video.
Unlike the temporal coherence technique mentioned in Section 2.1.3, the temporal co-
herence cost displayed in Figure 3.1 could not be computed dynamically. Dynamic compu-
tation of temporally coherent seams would result in a severe and unacceptable degradation
in performance. This would effectively cripple the seam carving application from operating
on a real-time video stream. Instead, a real-time adaptation of the method was developed
and assimilated into the model.
Under the real-time seam carving approach, developed by Huang et al., seams are de-
fined and removed simultaneously from images, or frames. This is achieved by generating
a seam map. As such, this seam map is crucial in the computation of temporal coherence
costs as it highlights the seams removed in the previous frame.
Two passes are made for each row or each column for vertical and horizontal seams,
respectively. Focusing on vertical seams, the first pass begins on the left side of the row,
while the second pass begins on the right. During each pass a cost value is accumulated.
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Figure 3.1: Flow diagram of the video retargeting model used for resizing images or videos
in real-time.
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(a) Left-to-right Pass (b) Right-to-Left Pass
Figure 3.2: Real-time temporal coherence costs for a specific pixel. The gray pixels indicate
pixels that were removed, the green pixels indicate the current pixel cost being calculated
and the red lines indicate the absolute differences used to solve for the cost. Subfigure
(a) demonstrates the cost associated with a pass starting from the left and subfigure (b)
demonstrates the cost associated with a pass from starting the right.
Accumulation occurs for each pixel based on the absolute difference of the pixel intensities
involved in the calculation. These absolute differences measure the difference in appear-
ance between pixels in the previous and current frames. The accumulated value resets each
time a seam removed from the previous frame is encountered. Once each pass is completed
the minimum energy value is assigned to each pixel of the current row.
Essentially, the passes compute the cost of the optimal shift for each pixel. Since all
potential seams are computed at the same time, pixels are assumed to shift left or right
based on the closest seams in the previous image. This helps to simulate Equation 2.4
without having to iteratively apply each seam removed in the previous frame.
The equations characterizing the left, right and final real-time temporal coherence costs
are demonstrated in Equations 3.1a, 3.1b and 3.1c, respectively. In these equations TC
represents the current temporal cost matrix, F represents the sequence of frames and S
represents the sequence of seams removed. The matrix S is a binary matrix where a ’1’
represents a removed pixel, ’0’ otherwise. Indices r and c correspond to the current row
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and column and index n corresponds to the current frame.
TCL(r, c) =
TCL(r, c− 1) + |Fn(r, c− 1)− Fn−1(r, c)|, Sn−1(r, c) = 10, otherwise (3.1a)
TCR(r, c) =
TCR(r, c+ 1) + |Fn(r, c+ 1)− Fn−1(r, c)|, Sn−1(r, c) = 10, otherwise (3.1b)
TC(r, c) = min(TCL(r, c), TCR(r, c)) (3.1c)
An example of this cost is demonstrated in Figure 3.2. This example highlights the two
costs associated with a given pixel. The cost of the current pixel, C2, calculated from a left-
to-right pass (Figure 3.2(a)) is C2L = |A2−B1|+ |B2−C1|. Similarly, the corresponding
right-to-left cost (Figure 3.2(b)) is C2R = |D2 − C1| + |E2 − D1|. The smaller of the
these two values will be assigned to the resulting temporal coherence matrix.
It is important to note that the left and right equations do not take effect until a seam
removed in the previous frame is reached. Prior to reaching a seam previously removed,
the cost assigned to each pixel is infinite. This guarantees that the final cost of the current
pixel is computed by the other pass.
Furthermore, temporal coherence is excluded from the maximum energy computation.
The maximum energy matrix strictly pertains to spatial energy. Incorporating temporal en-
ergy into this calculation would severely restrict the ability for seams to move and fluctuate
within the outputted frames.
3.3 Face Detection for Seam Carving
The Viola-Jones implementation incorporated into the video retargeting model uses the ex-
isting OpenCV framework. This decision allows for a range of optimization features. These
optimizations are especially important because of Android’s small amount of resources.
The basis for Viola-Jones detection is the selected cascade. OpenCV offers a variety
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of cascades to choose from such as eye, nose and mouth. These cascades are suitable for
locating faces, but do not outline the entire facial region. Thus, a frontal face cascade was
chosen to avoid any additional processing after detection.
Initial testing was performed on the predefined, OpenCV, frontal face Haar cascades.
Testing determined that the ”Frontal Face Alt Tree” Haar cascade was the fastest variant.
However, it failed to locate as many correct faces as other available cascades. As such,
a compromise was made by selecting the ”Frontal Face Default” cascade. This cascade
exhibited performance similar to the tree variant, but identified more correct faces. Memory
usage on Android smartphones is crucial and the selected Haar cascade was placed on the
Android’s Micro SD card to save as much internal memory for applications as possible,
allowing for better performance.
Spatial subsampling was also included as an option for face detection. The image or
frame dimensions were reduced by 50% under the spatial, face detection subsampling tech-
nique incorporated into the current video retargeting model. Performance significantly
increased using this optimization due to the amount of data reduction. Specifically, sub-
sampling reduces the original image or frame to a quarter of its original size. The amount
of reduction chosen was intended to simultaneously increase performance while preserving
the integrity of faces located within the image or frame. Further reduction of the image or
frame may severely affect the algorithms ability to detect facial regions.
Another crucial optimization made to the face detection algorithm was the adjustment
of the minimum window size. Under the current, OpenCV Viola-Jones framework, only
faces above the minimum window size are considered. By default, the minimum window
size is 20x20. This was adequate for subsampled face detection, but was slow otherwise.
Therefore, when spatial subsampling was not enabled, the minimum window size was set
to 30x30. This allowed for increased performance, due to the fact that less iterations were
required for each detection. The default window size was still used for spatially subsampled
images in an attempt to avoid any quality degradation.
The scale factor was also altered to provide increased performance. By default, the
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subimage used to scan the entire image is increased by 10% each iteration. However, by
incrementing the scale factor from 1.1 to 1.2, a 20% increase, the amount of processed data
is substantially reduced. This small optimization does not have a significant impact on the
face detection results, thereby making the trade-off for performance worthwhile.
Inherently, faces possess some amount of edges. These edges occur at the boundary of
the face and head as well as at the nose and eyes. Thus, Canny edge detection was also
exploited within the Viola-Jones implementation. Canny pruning allowed the face detection
procedure to quickly disregard areas with too few or too many edges. The thresholding
values used in this filtering process were specifically tuned for face detection. Under the
right conditions, Canny pruning can lead to a noticeable speedup.
Once faces are identified within an image a face map is constructed. The face map
acts as a mask and indicates whether each pixel belonged to a face or not. The face map
is linearly combined with the pixel energies computed by the forward energy function to
form an intermediate map. Weights are assigned to favor either forward energy or facial
information. This is formally defined as:
e1(x, y) = we · e(x, y) + wf · faceMap(x, y) (3.2)
Since faces are typically of significant interest within images, the face weight substantially
outweighs the energy weight. This allow the seam removal process to avoid faces as much
as possible.
An example of the effect face detection has on the overall energy map is illustrated in
Figure 3.3. In the Figure, the faces demonstrate the highest energy. However, it is possible
to see a faint outline of the faces inside the face boxes. Though most of the energy present
within Figure 3.3(b) is not noticeable within Figure 3.3(c), it is in fact present. The energy
map in Figure 3.3(c) represents the relative energy of each pixel in the image.
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(a) Original Image (b) Vertical Energy (c) Vertical Energy (e1)
Figure 3.3: Illustration of standard vertical energy (b) and vertical energy with face detec-
tion (c).
3.4 Division of Gaussians Salience Map
The OpenCV framework was also applied to compute the necessary pyramids and resulting
salience map described by the division of Gaussians technique, Section 2.2.2. The Gaus-
sian pyramids constructed consisted of 5 levels. To eliminate high frequency noise, a 3x3
Gaussian kernel was used to smooth the final salience map.
Katramados et al. demonstrated that element-by-element division can occur at each
level of the Gaussian pyramids to derive a more detailed salience map [17]. This involves
computing multiple minimum ratio matrices, one for each stage of the pyramid. How-
ever, this approach yielded results visually similar to its simpler counterpart. Due to the
additional complexity introduced, this approach was excluded from the video retargeting
model.
The division of Gaussians technique can also be extended to incorporate individual
color channels. These color channels can pertain to any colorspace and are computed
independent of one another. Once their individual salience maps are calculated, they are
combined to form an overall salience map. Since seam carving relies mainly on pixel
intensities, the small amount of information the color channels provide was not worth the
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(a) Original Image (b) Vertical Energy (c) Vertical Energy (e1) (d) Vertical Energy (e2)
Figure 3.4: Illustration of standard vertical energy (b), vertical energy with face detection
(c) and vertical energy with face detection and salience (d).
extra processing time they incur.
Similar to face detection, a linear combination is used to incorporate salience into the
seam carving procedure. However, unlike the face map, the salience map does not explicitly
represent a mask. Instead the salience map allows for a range of values from 0-255. This
helps carve visually less interesting regions while simultaneously preserves visually more
interesting regions. A weight factor is assigned to the salience map to describe its relative
importance with respect to faces and forward energy. This introduces a new spatial energy
map defined as:
e2(x, y) = we · e(x, y) + wf · faceMap(x, y) + ws · salienceMap(x, y) (3.3)
An example of the effect these features have on the overall energy map is illustrated
in Figure 3.4. Again, the faces demonstrate the highest energy in the energy map, but
salience is also prevalent. Specific features defined by the salience map are even noticeable
within the facial regions. From the figures it is possible to see the relative importance of
each energy. Facial features are ranked as the highest importance followed by salience and
finally by forward energy.
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(a) Current Frame (b) Vertical Energy (c) Maximum Energy
Figure 3.5: Comparison of standard energy and maximum energy.
3.5 Maximum Energy Window and Frame Buffering
Video compression often produces subtle differences between corresponding pixels from
frame to frame. Though these differences are hardly noticed by humans they do have an
impact on the seams removed. These differences propagate to changes in the frame energy
even for stationary cameras. Such energy differences cause jitter even without moving
objects present within the frame.
To reduce this effect a sliding, maximum energy window is applied to the video se-
quence. This defines a maximum energy map which replaces the energy map for the current
frame. The maximum energy map is constructed by selecting the maximum energy value
for each pixel over the current window. In comparison to the energy maps constructed by
individual frames, the maximum energy map is much smoother and eliminates pixel static.
The use of the maximum energy map in the subsequent seam calculations leads to more
consistent seam selections over numerous frames.
In addition to this, maximum energy maps possess another distinct advantage. They
have the potential to better accommodate moving objects due to the fact that they consider
energies acquired over a window of frames. By buffering video frames the energy associ-
ated with moving objects precedes the object itself. This affords seams a better opportunity
to avoid moving objects as they approach. An illustration of the maximum energy map is
demonstrated in Figure 3.5.
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Figure 3.6: Flow diagram of the multi-pass seam filtering feature used for resizing images
or videos in real-time.
3.6 Multi-Pass Seam Filtering
Seam carving’s strength stems from the fact that it is able to disperse seams throughout
images. This leads to less noticeable artifacts in most instances. However, when seam
carving is applied to a video sequence this dispersion has the ability to produce substantial
jitter in the resulting video.
To combat this form of jitter, seams need to be condensed into larger groups. Con-
densed, larger seam regions help preserve temporal coherence at the cost of more dis-
continuous spatial results. This can be desirable since temporal artifacts are much more
noticeable and potentially distracting.
Multi-pass seam filtering has the ability to achieve such grouping. This technique is
accomplished by determining the original seams in an image or frame, running a median
filter over them and generating an energy bias matrix based on the filtered seams. The seam
carving operation is then rerun using the computed energy bias which inherently attracts
seams to more dense regions. A block diagram of multi-pass seam filtering is depicted in
Figure 3.6.
This filtering process can be performed on an image, or frame, multiple times without
much difficulty. Applying the filtering process numerous times forms even more condensed
seam regions. However, initial testing has demonstrated that a single pass provides suffi-
cient results. Subsequent passes of the image, or frame, do not yield results significantly
different to offset the additionally execution time.
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(a) Current Frame (b) Vertical Energy (c) Filtered Energy
Figure 3.7: Comparison of standard energy and filtered energy.
Using multi-pass seam filtering is applicable in situations where a substantial number
of seams are removed. Otherwise, if too few seams are removed or if the seams are too
dispersed, the median filter will not produce an energy bias matrix capable of influencing
the new seams. This will result in an output similar to the output produced prior to filtering.
The energy associated with multi-pass seam filtering is highlighted in Figure 3.7.
3.7 Data Reduction
The performance exhibited by seam carving is indirectly proportional to the size of the
image being processed. Smaller images demonstrate faster performance. Additionally, this
observation provides significant insight into seam carving’s efficiency. By reducing the
amount of data required by the seam carving procedure, greater efficiency can be achieved.
In this instance, data reduction is accomplished through the use of prescaling and down-
sampling operations.
Prescaling possesses two distinct advantages. Not only does it reduce the amount of
data associated with each image, but it also leads to a multi-operator approach. Image
operators have both strengths and weaknesses. As such, using a combination of operators
often produces results more desirable than applying individual operators. Rubinstein et al.
demonstrate the intuition and effectiveness associated with algorithms that employ multiple
operators [27].
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Automated multi-operator resizing adds substantial complexity to the already expensive
seam carving algorithm. Its incorporation would consequently lead to severe performance
degradation. However, rather than providing an automated approach, an interactive multi-
operator resize is supported. Users are able to manually define a prescaling factor that
helps alleviate the disadvantages of both scaling and seam carving simultaneously, without
incurring any noticeable overhead. Bilinear interpolation serves as the prescaling operator
in conjunction with the OpenCV framework.
Downsampling can drastically increase performance without substantially affecting the
results achieved. Downsampling is a technique that reduces spatial resolution while main-
taining image representation. The number of computations required for seam identification
decreases under downsampling, thereby improving performance.
To identify the necessary seams for removal only grayscale information is needed. As
such, downsampling was achieved using pixel averaging on the grayscale image. Pixel
averaging is a simple and efficient way to obtain a downsampled image. Each downsampled
pixel is the average of four neighboring pixels. As a direct result, the image dimensions
were reduced by a factor of two and the total number of pixels by a factor of four. Pixel
averaging was sufficient for downsampling since grayscale pixels simply represent intensity
values.
After computing the downsampled seams they were mapped back to the original image
for removal. Thus, the resulting image resolution is not sacrificed. Though downsampling
reduces the resolution of each seam, downsampled seams should produce comparable re-
sults to seams produced at the original image resolution.
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Chapter 4
Android Mobile Device Application
Seam carving was implemented on a mobile platform, using an Android OS compatible
smartphone. Adaptation to a mobile environment provided greater portability and increased
its appeal. In addition to seam carving, other resizing methods were also incorporated into
the mobile application. Their inclusion helped produce a more complete video retargeting
application to reduce the effects of tunnel vision.
The integration of native code within the Android application is illustrated as well.
Android integration introduces various application features that highlight usability and user
intervention. Complications related to native integration are introduced as well as their
proposed solutions.
4.1 Android Application Architecture
The formal description and representation of the Android application architecture is de-
picted in Figure 4.1. The components and relationships needed to implement the tunnel
vision assistance application are defined by this conceptual model. In addition to this, the
roles of the Java and native interfaces, as well as their interaction, is also highlighted.
The raw camera captures obtained by the Android callback interface are encoded in
YUV420SP format. Grayscale data can be easily retrieved based on the format of this
encoding, but RGB information is not as readily available. Color information is interleaved
in a planar format. As such, the frame must be decoded to achieve usable data. Scaling
and cropping are accomplished using the YUV format and built-in Android API. The video
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Figure 4.1: Flow diagram of the Android application system architecture used for resizing
streaming video captures in real-time.
retargeting model in Figure 3.1 is attained using the ARGB (bitmap) format and specifically
tailored native code.
Following the selected retargeting operation the resulting frame undergoes an interac-
tive resize. The degree of this resize is designated by the user and can enlarge or minimize
the resolution of the retargeted frame. Scaling and cropping require an additional conver-
sion from YUV to ARGB to meet the specifications of the Android API. Finally, the frame
is drawn to the LCD display for viewing. This process is repeated until the user returns to
the main menu.
In addition to the single threaded approach, Figure 4.1, a multi-threaded system ar-
chitecture was also considered. Separate threads were created for the camera captures, the
native seam carving algorithm and the resized frame drawing. However, the overhead asso-
ciated with multiple threads made the application slower than the existing single threaded
approach. The performance reduction was most likely due to context switches and the
unavoidable data copies required to access pertinent information outside their respective
callback functions.
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4.2 Native Integration of Real-time Seam Carving
The numerous iterations and computations required for seam carving establishes it as a
CPU-bound process. Additionally, further computation is required if other features, such
as face detection and salience, are incorporated into the video retargeting model. To ensure
the performance degradation caused by the mobile phone’s limited resources is minimal
efficient code must be written.
Currently Android applications only supports the Java platform. Though writing in
Java is convenient it does not possess the speed and efficiency native (C/C++) code demon-
strates. To avoid this pitfall the seam carving algorithm was implemented in native code
and interfaced with the Java Android application.
Though native code drastically outperforms Java in most instances, it was used spar-
ingly in this setting due to the noticeable overhead experienced by the JNI. Using the JNI
requires context switching from Java to native code and vice versa. Additionally, the just-
in-time (JIT) compiler, used to increase program efficiency by translating bytecode to na-
tive code at runtime, cannot optimize across these transitions. These reasons make native
calls very expensive. As such, a native seam carving call was issued only once per frame
in an attempt to minimize this cost.
As stated previously, the Viola-Jones face detection and the division of Gaussians al-
gorithms were implemented using the existing OpenCV framework. Thus, the necessary
OpenCV libraries were also built and linked into the application to ensure proper function-
ality. To achieve this, a pre-built OpenCV binary package was imported into the current
workspace and referenced from the desired project [12]. Once this reference was made the
NDK was be able to successfully link the OpenCV functions referenced by the native code
with the appropriate binary files.
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Figure 4.2: The tunnel vision assistance application main interface.
4.3 Application Interface
The application interface provides four distinct features: dimension format, method of
video size reduction, available options and dimension resize fields. Each of these features
are necessary in order to provide a meaningful and usable retargeting application.
The layout of these features is shown in Figure 4.2. More specifically, resize method
and carving options selection screens are illustrated in Figure 4.3 and 4.4. These interfaces
were meant to be as simplistic and intuitive as possible to help reduce the learning curve
associated with new users.
4.4 Resizing Methods
The resizing methods provided by the low vision assistance application were scaling, crop-
ping and seam carving. The first two methods were provided to purvey a sense of their
strengths and weaknesses. These operators also served as a basis of comparison for seam
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Figure 4.3: The tunnel vision assistance application resize method selection interface. The
option “None” is not shown which displays the raw camera video feed.
carving. Each method is capable of independently resizing the video stream in each di-
mension. The amount of resize in each dimension is specified either as a percentage of the
original video size or by a specific pixel value. It is important to note that face detection
and salience, or any other seam carving option, is not available for use within the scaling
and cropping operators. This is further emphasized by disabling the “Options” button when
scaling or cropping are selected.
4.5 Interactive Energy Bias
Automated retargeting procedures, based on energy functions and human attention models,
do not always produce desirable results. Failures occur largely due to the issues discussed
in Section 1.1.2. Under the current framework, regions of interest in video frames can still
be removed or distorted. In these situations user intervention must be provided to ensure
retargeting preserves the necessary content. Intervention was accomplished by allowing
the user to manually define an energy bias.
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Figure 4.4: The seam carving options for the tunnel vision assistance application. The
options ”Energy Bias” and ”Show Seams” are not shown.
When retargeting is performed on a streaming video in real-time the user is only able
to view the retargeted video stream. Consequently, users are prevented from pre-defining
objects or regions of interest that they would like to preserve. Instead, to preserve these
objects or regions of interest, the user must select areas they would like removed from the
retargeted video. By biasing the energy of these removable areas, seams will naturally
gravitate towards them. Subsequently, this leaves the remaining content of the original
frames less altered.
The bias applied to the video stream is acquired by touch screen events. Users are able
to touch portions of the retargeted video stream to indicate their removal in future frames.
The pixels biased by each touch is defined based on the center of each touch, a pre-defined
touch padding and by a pre-defined bias value. Once computed the bias matrix is passed to
the native seam carving operation where it is mapped and accumulated to the appropriate
pixel positions based on the seams removed in the current frame.
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4.6 Interactive Resize
Prior to retargeting, it can be difficult to predict appropriate output video dimensions. This
is due to a variety of factors ranging from the video content to the amount of temporal
cohesion. In these instances, users must manually, and sometimes repeatedly, adjust the
retargeted dimensions. This process can be tedious, time consuming and potentially lead
to user frustration.
Given this information, an interactive resize function was constructed for convenience.
This function applied a scaling factor to the retargeted frame providing dynamic adjustment
to support the user’s specific needs. This feature further supports the concept of a multi-
operator resize and makes the application easier to use.
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Chapter 5
Results
The results presented in this chapter are organized into two separate categories: desktop
and mobile device performance. Graphs of the results are provided for simplicity and clear
comparisons of methods. Tables of the results are also included to present more accurate
and detailed reports. Extensive timing results were recorded for various combinations of
features on both desktop and mobile device platforms in order to gauge the model’s lim-
itations. In addition to timing, battery consumption and total memory usage comparisons
were made for the available application resizing methods.
With respect to quality, the desktop implementation evaluates the model’s applicability
toward effective image and video retargeting. This involved comparisons of results from
the standard, real-time seam carving algorithm with results emphasizing preservations of
specific content features. The Android application does not support explicit image retar-
geting. As such, only video quality was evaluated.
5.1 Desktop Performance
5.1.1 Execution Time
The timing results associated with the basic, real-time seam carving approach are demon-
strated in Table 5.1. This serves as a baseline for the remaining tests. As expected, the
model’s performance decreases as the total number of pixels increases, corresponding to
an indirect relationship. Typically, to achieve real-time performance, a frame rate between
30 and 60 fps is considered acceptable. With anything less than this frame rate, the human
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Resolution Area Execution Time (ms) Frames Per Second (FPS)
176x144 25344 3.56 280.66
320x240 76800 12.20 81.98
352x288 101376 16.60 60.23
480x480 230400 41.27 24.23
640x360 230400 40.00 25.00
640x480 307200 54.33 18.41
720x480 345600 62.63 15.97
720x576 414720 74.86 13.36
800x448 358400 64.44 15.52
800x480 384000 70.02 14.28
Table 5.1: Performance evaluation of the worst case scenario for the real-time seam carving
approach. The worst case scenario occurs when a single seam is removed from each di-
mension. The table highlights execution time and frame rate for various supported Android
resolutions. These results were recorded on a desktop 3.16GHz Intel Core 2 Duo processor
with 4GB RAM.
eye is able to perceive frames individually. Real-time performance is easily achieved by the
smaller resolutions; nonetheless, efficient performance can still be attained even for larger
image resolutions.
Another less obvious piece of critical information can be obtained from these results;
vertical seam removal is more efficient than horizontal seam removal. This is observed by
comparing the 480x480 and 640x360 resolutions. Both of these resolutions possess the
same total number of pixels. Despite this similarity, the 640x360 resolution executes more
quickly. This is due to the fact that it possesses a smaller number of rows. Furthermore,
this inefficiency can be attributed to the resulting compiled code. Typically, compilers
are not able to optimize array accesses across rows as well as accesses within rows. This
observation was demonstrated in the results as well as through profiling analysis of the
algorithm’s performance.
More detailed resizing results are shown in Table 5.2. This table exemplifies various
percentage resizes for the VGA resolution. Percentage resizes are based on the total num-
ber of pixels in the original image, not the size of the original dimensions. Nevertheless,
resizes still preserved the original aspect ratio. From these results an indirect relationship
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VGA Resize Seams Removed Execution
Time (ms)
Frames Per
Second (FPS)
Vertical Horizontal
100% 0 0 00.90 1111.11
90% 33 25 53.09 18.83
80% 68 51 51.46 19.43
70% 105 79 49.48 20.21
60% 145 109 47.75 20.94
50% 188 141 45.13 22.16
40% 236 177 42.60 23.47
30% 290 218 40.27 24.83
20% 354 266 38.39 26.05
10% 437 329 34.79 28.74
Table 5.2: Performance evaluation for various VGA (640x480) resizes using the real-time
seam carving approach. These results were recorded on a desktop 3.16GHz Intel Core 2
Duo processor with 4GB RAM.
between the amount of resize and the computation time can be concluded. This is intuitive
and is due to the reduced number of computations required. Specifically, vertical seams are
always removed prior to any horizontal seams. Thus, as more vertical seams are removed,
fewer calculations are required for horizontal seams. The result is a decrease in the over-
all execution time. Moreover, by removing vertical seams first, the additionally latency
associated with horizontal seam removal is lessened.
The downsampling technique was compared explicitly with the standard seam carving
procedure. The results obtained are illustrated in Figure 5.1. As expected, downsampling
provides a substantial speedup due to its extensive data reduction. Compared to standard
seam carving technique, the amount of data processed by the downsampling procedure is a
quarter of the data’s original size, and downsampling should be expected to execute approx-
imately four times as fast. However, the downsampling procedure executes roughly only
twice as fast as its standard counterpart. This is attributed to the fact that the subsampling
operation is performed twice when both vertical and horizontal seams are removed. More
specifically, subsampling is performed on the original grayscale image and on the vertically
carved grayscale image. This was done to avoid the overhead and complexity associated
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Figure 5.1: Performance evaluation of the downsampling technique compared to the stan-
dard version. One vertical and one horizontal seam were removed to achieve these re-
sults. This demonstrates worst case performance. These results were recorded on a desktop
3.16GHz Intel Core 2 Duo processor with 4GB RAM.
with mapping the removed seams to the subsampled grayscale image. Additionally, this
method also provides a more accurate subsampled, grayscale image to operate on during
the horizontal seam carving process.
The various features incorporated within the video retargeting model were also tested
to demonstrate the additional amount of processing time they generate. The available fea-
tures and their corresponding performance are shown in Table 5.3. Considering the results
for the standard method at this resolution, most of the features demonstrate acceptable per-
formance degradation given their quality contribution. However, face detection and seam
filtering, fall well below the acceptable threshold. At these frame rates, the human eye is
able to distinguish individual frames in the retargeted sequence.
Finally, the prescaling feature was evaluated to emphasize its own performance capabil-
ities. The results obtained through various prescale percentages are displayed in Table 5.4.
Similar to Table 5.2, the prescale and overall resize percentages are based on the total num-
ber of pixels. These results demonstrate that performance enhancement can be obtained
through prescaling, especially for larger prescales. This occurs because as prescaling in-
creases the number of vertical and horizontal seams removed decreases. Thus, the data
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Feature Execution Time (ms) Frames Per Second (FPS)
Downsampling 24.10 41.49
Face Detection 173.92 5.75
Face Detection Downsampling 98.64 10.14
Salience 66.18 15.11
Seam Filtering 131.97 7.58
Maximum Energy 95.74 10.44
Temporal Energy 79.54 12.57
All (no downsamplings) 382.56 2.61
All (with downsamplings) 97.20 10.29
Table 5.3: Performance evaluation for various features of the real-time seam carving ap-
proach. These results were recorded on a desktop 3.16GHz Intel Core 2 Duo processor
with 4GB RAM for the VGA resolution.
reduction, obtained by the bilinear interpolation prescaling operation, offsets the additional
computational complexity generated.
5.1.2 Image and Video Quality Evaluation
Aside from its timing performance, the constructed video retargeting model was also eval-
uated based on the quality it generated. Quality evaluation was performed on a variety of
images and videos using the model’s available features.
As indicated previously, downsampling provides a statistically significant speedup. In
addition, the quality of the resulting images is also comparable. Figure 5.2 compares the
seams derived from the standard and downsampled implementations and their correspond-
ing outputs. The seams from both techniques exhibit the same trends and patterns, lead-
ing to a visually similar result. As such, the reduced computation time associated with
downsampling outweighs the slight quality degradation experienced. This further empha-
sizes downsamplings ability to contribute and improve the video retargeting model’s per-
formance despite its trade-off.
Face detection exhibited reliable results. This was due, in large part, to the robustness
of the Viola-Jones algorithm. Its capabilities are illustrated in Figure 5.4 and Figure 5.5.
From these figures it is easy to see that the prominent faces were completely preserved. No
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(a) Original Image
(b) Standard Seams (c) Standard Output
(d) Downsampled Seams (e) Downsampled Output
Figure 5.2: Visual comparison of standard and downsampled seams. These images were
obtained using the video retargeting model outlined in Figure 3.1, which reduced the width
of the original image by 50%.
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(a) Original Image
(b) Standard Vert Seams (c) Standard Horiz Seams (d) Standard Output
(e) Downsampled Vert Seams (f) Downsampled Horiz Seams (g) Downsampled Output
Figure 5.3: Visual comparison of standard and downsampled seams. These images were
obtained using the video retargeting model outlined in Figure 3.1, which reduced each
dimension of the original image by 25%.
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Prescale Prescale
Resolution
Final
Resolution
Execution
Time (ms)
Frames Per
Second (FPS)
100% 640x480 452x339 46.09 21.70
95% 24x468 452x339 50.10 19.96
90% 08x456 452x339 47.63 21.00
85% 91x443 452x339 45.86 21.81
80% 73x430 452x339 43.73 22.87
75% 55x416 452x339 42.62 23.46
70% 36x402 452x339 39.74 25.16
65% 16x387 452x339 37.70 26.53
60% 96x372 452x339 35.60 28.09
55% 75x356 452x339 33.47 29.88
Table 5.4: Performance evaluation of prescaling operator for the real-time seam carving
approach. These results were recorded on a desktop 3.16GHz Intel Core 2 Duo processor
with 4GB RAM. The original image (640x480) was reduced in total by 50% for each
simulation.
seams were removed from the faces for the given resizes. Additionally, face detection also
helps preserve the areas directly adjacent to facial features, typically an individual’s body.
This provides important context for the faces, which further highlights the importance of
its inclusion.
As it currently stands, face detection suffers from a few disadvantages. The face detec-
tion algorithm does not detect profiles or any facial positions other than frontal. Additional
passes of the algorithm based on specific, predefined profile Haar cascades, or alternative
algorithms, must be incorporated to detect different facial positions. Consequently, this
incorporation would lead to a decrease in model’s efficiency.
Aside from this, downsampled face detection, though quicker, has the potential to over-
look discernible faces. Reducing the minimum face size helps alleviate this issue, but does
not eliminate the problem altogether. Additionally, if prescaling or seam downsampling
is provided, a standard face detection method may even overlook faces it would have ob-
served at the original dimensions. Thus, face detection must be carefully coupled with
supplementary features to avoid loss of important data.
Furthermore, if a large number of faces are detected throughout the entire image, or
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(a) (b) (c)
Figure 5.4: Evaluation of seam carving with face detection. These images were obtained
using the video retargeting model outlined in Figure 3.1, which reduced the width of the
original image by 50%. (a) original image, (b) standard output, (c) face detection output.
frame, the video retargeting model may not be able to preserve facial regions as efficiently.
In these instances, the high occurrence of faces effectively reduces the importance of each
individual face. In extreme cases, this would result in a performance degradation that would
resemble the basic seam carving operation. A potential solution to this issue would be to
rank the faces based on size. Facial energy assignment would be weighted based on this
rank in order to better preserve the most prominent faces.
Salience has also demonstrated meaningful results. The standard seam carving ap-
proach uses gradient magnitudes to assign relative importance, or energy, to pixels. This
approach typically places substantial emphasis on highly chaotic regions. However, this
doesn’t always lead to the most desirable results since chaotic regions are often suitable
areas for pixel removal.
The retargeting highlighted in Figure 5.6 establishes the importance of the division of
Gaussian approach. The resulting salience image, Figure 5.6(e), demonstrates that the
father and son remain essentially untouched. This is a drastic improvement compared
to the image obtained without the use of salience, Figure 5.6(c). The ocean waves also
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(a) (b) (c)
Figure 5.5: Evaluation of seam carving with face detection. These images were obtained
using the video retargeting model outlined in Figure 3.1, which reduced the width of the
original image by 40%. (a) original image, (b) standard output, (c) face detection output.
benefit from the salience measure. Retargeting with salience exhibited in both dimensions
is displayed in Figure 5.7.
Furthermore, the salience feature computes in approximately 12ms for grayscale, VGA
images. Compared to the other seam carving features and salience measures, this is a
relatively small cost. As such, the seam carving operator suffers very little performance
degradation when incorporating salience, but gains significant spatial information. These
features make the division of Gaussians salience procedure ideal for inclusion in real-time
operators.
The constructed multi-pass seam filtering approach also exemplified acceptable func-
tionality. Comparison of the standard seam carving method and the seam carving method
with seam filtering enabled is displayed in Figure 5.8. The filtered seams illustrated are
much more condensed than the original seams. Though the filtered output is spatially more
discontinuous than the standard output, the two images are visually similar. Figure 5.9
further demonstrates this performance by applying multi-pass seam filtering in both di-
mensions. Further testing revealed that a single filter pass provided enough sufficiency.
Subsequent passes did not add any additional quality enhancements.
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(a) Original Image
(b) Standard Vertical Energy (c) Standard Output
(d) Vertical Energy with Salience (e) Salience Output
Figure 5.6: Evaluation of seam carving with salience. These images were obtained using
the video retargeting model outlined in Figure 3.1, which reduced the width of the original
image by 50%.
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(a) Original Image
(b) Standard Vertical Energy (c) Standard Horizontal Energy (d) Standard Output
(e) Vertical Energy with Salience (f) Horizontal Energy with
Salience
(g) Salience Output
Figure 5.7: Evaluation of seam carving with salience. These images were obtained using
the video retargeting model outlined in Figure 3.1, which reduced each dimension of the
original image by 25%.
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The major drawback associated with multi-pass seam filtering is its inefficiency. Seam
filtering requires repeated iterations of the algorithm. Given the fairly high cost of the
algorithm, this can severely cripple the resulting frame rate depending on the resolution of
the original video. Moreover, for a small number of seam removals, seam filtering did not
yield any useful results.
Prescaling demonstrated efficient preservation of the original image’s integrity. Prescal-
ing offers a higher conservation of the image structure at the cost of eliminating intricate
details. A comparison of prescaled and non-prescaled seam carving results is depicted in
Figure 5.10. By observing this comparison it is clear that the base of the pyramids are better
preserved in the prescaled version. Similarly, in Figure 5.11, the supports within the glass
building better retain their original shape and structure with prescaling. Prescaling was
shown to be most effective for visually dense images or images possessing a high degree
of structured content.
The maximum energy feature also demonstrated useful results, Figure 5.12. The maxi-
mum energy window consisted of the energy encompassed in the 15 most recent, adjacent
frames. Additionally, the RGB frames were buffered seven times to allow the energy of
moving objects to propagate ahead of them. Each subimage of the figure corresponds to
the same frame in the video sequence, Figure 5.12(a). Notice that the resulting frame
under the maximum energy feature, Figure 5.12(e), preserves the person better than the
standard method, Figure 5.12(c). Thus, the maximum energy used to carve the buffered
frame, Figure 5.12(d), increases the energy associated with moving objects. This allows
seams to effectively avoid the person as they move across the frame. This notion becomes
significantly more important when coupled with temporal energy.
The pixel static issue, affiliated with video compression, was also greatly alleviated.
The seam removals performed under the maximum energy sliding window were more con-
sistent. This decreased the amount of jitter present within retargeted video sequences,
leading to a more temporally consistent result.
The real-time temporal coherence feature functionality was tested and observed. This
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(a) Original Image
(b) Standard Seams (c) Standard Output
(d) Filtered Seams (e) Filtered Output
Figure 5.8: Visual comparison of standard and filtered seams. These images were obtained
using the video retargeting model outlined in Figure 3.1, which reduced the width of the
original image by 50%.
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(a) Original Image (b) Standard Seams (c) Standard Output
Figure 5.9: Visual comparison of standard and filtered seams. These images were obtained
using the video retargeting model outlined in Figure 3.1, which reduced each dimension of
the original image by 25%.
(a) Original Image (b) No Prescaling (c) Prescaling
Figure 5.10: Visual comparison of standard and prescaled seams. These images were ob-
tained using the video retargeting model outlined in Figure 3.1, which reduced the width
of the original image by 50%. The prescaling performed in subfigure (c) reduced the width
of the original image by 25% prior to seam carving.
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(a) Original Image (b) No Prescaling (c) Prescaling
Figure 5.11: Visual comparison of standard and prescaled seams. These images were ob-
tained using the video retargeting model outlined in Figure 3.1, which reduced each dimen-
sion of the original image by 50%. The prescaling performed in subfigure (c) reduced each
dimension of the original image by 25% prior to seam carving.
feature is arguably the most important feature for video sequences. An example of real-
time temporal coherence is presented in Figure 5.13. From this figure, temporal energy
correctly identifies regions that would mask movements in seams between frames. Tem-
poral coherence achieves significantly more stable output videos. Additionally, the fact
that seams are not bound to pixels adjacent to seams removed in the previous frame allows
seams to avoid moving objects. This characteristic is further enhanced by the addition of
maximum energy.
The key components to producing a temporally coherent retargeted video sequence are
real-time temporal energy, seam filtering, a maximum sliding window and prescale opera-
tions. The remaining features are more concerned with spatial characteristics and, as such,
do not add to consistent temporal resizing. Depending on the inputted video sequence,
some features may outperform others.
For static cameras, combining seam filtering with temporal coherence allows seams to
settle much quicker. Thus, small temporal artifacts, caused by slight variations in seam
locations, are quickly eliminated and therefore less noticeable. Additionally, temporal co-
herence combined with maximum energy produces less jittery seams. Together, the com-
bination of all three features leads to a stable result for static cameras. Even with dynamic
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(a) Current RGB Frame
(b) Standard, Current RGB Energy (c) Standard Carving
(d) Max, Current RGB Energy (e) Max Energy Carving
Figure 5.12: Visual comparison of standard and maximum energy. These images were
obtained using the video retargeting model outlined in Figure 3.1. The resulting frames are
50% of the original frame’s size.
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(a) Previous Frame’s Seams (b) Standard Carving
(c) Current Frame’s Temporal Energy (d) Temporal Carving
Figure 5.13: Evaluation of real-time temporal energy. These images were obtained using
the video retargeting model outlined in Figure 3.1.
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content, these operators provide adequate adjustment. Despite this, rapidly moving objects
can still undergo deformations.
Though the video retargeting model does not explicitly handle video sequences which
involve camera motion, the periodic refresh offers a sufficient work around. This refresh
occurs every 120 frames. Refresh frames disregard any temporal coherence previously
computed to readjust for substantial changes occurring in the video sequence, such as a
scene change.
5.2 Android Performance
5.2.1 Execution Time
To establish a baseline for comparison, timing results were obtained for the standard,
real-time seam caring approach on the Android platform. The timing measurements are
recorded in Table 5.5. Due to the algorithm’s large data correspondence, an indirect re-
lationship can be observed. This trend was also exemplified by the timing measurements
performed on the desktop platform. However, unlike the desktop implementation, seam
carving is incapable of adequate real-time performance. The frame rates achieved for the
mobile platform are too far from the acceptable real-time rates mentioned previously, with
the exception of the 176x144 resolution.
The Android results also indicate horizontal seam removal requires more processing
than vertical seam removal. Again, this is observed by comparing the timing results for the
480x480 and 640x360 resolutions. This further strengthens the insight garnered from the
desktop performance.
Timing comparisons were made between the retargeting operators included in the ap-
plication. Figure 5.14 illustrates the relative performance of each operator. Scaling and
cropping exhibit nearly identical performance, whereas seam carving is noticeably slower.
Specifically, seam carving approximately ranges from 2 - 6.5 times slower than scaling
or cropping. This correlates to the analogous complexities associated with each operator.
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Resolution Area Execution Time (ms) Frames Per Second (FPS)
176x144 25344 67.66 14.78
320x240 76800 164.16 6.09
352x288 101376 216.06 4.63
480x480 230400 486.94 2.05
640x360 230400 483.08 2.07
640x480 307200 633.71 1.58
720x480 345600 727.38 1.37
720x576 414720 867.88 1.15
800x448 358400 750.79 1.33
800x480 384000 808.97 1.24
Table 5.5: Performance evaluation of the worst case scenario for the real-time seam carving
approach on the Android platform. The worst case scenario occurs when a single seam is
removed from each dimension. These results were recorded on an LG Optimus 2x Android
smartphone.
Despite the large difference separating seam carving from the remaining operators, they
illustrate the same near-linear trend.
From these results, it is apparent that scaling and cropping are capable of real-time
performance. The application demonstrates a slight, but noticeable lag between the raw
camera feed and the resulting scaled or cropped frame. Nevertheless, a smooth video se-
quence is still attained.
Similar to the desktop implementation, the downsampling feature exemplifies perfor-
mance twice as efficient as standard seam carving, as observed in Figure 5.15. Furthermore,
the downsampling trend is consistent with respect to standard seam carving. The perfor-
mance increase obtained by downsampling on the Android platform is crucial. This feature
enables the application to achieve a near real-time result. Though the performance still falls
short, the frame rate is much more tolerable.
Comparisons between the desktop and Android implementations are presented in Fig-
ure 5.16. This figure emphasizes the resource constraints associated with a mobile device
platform. From this comparison, the Android implementation is shown to be between 12 -
20 times slower than the desktop equivalent. Future releases of mobile devices and Android
platforms should reduce the gap between these implementations.
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Figure 5.14: Performance evaluation of the application resizing methods on Android plat-
form. The width and height dimensions were each reduced by a single in every simulation.
This demonstrates worst case performance. These results were recorded on an LG Optimus
2x Android smartphone.
Resize Seams Removed Execution
Time (ms)
Frames Per
Second (FPS)
Vertical Horizontal
100% 0 0 116.57 8.58
90% 33 25 622.88 1.61
80% 68 51 603.10 1.66
70% 105 79 584.41 1.71
60% 145 109 567.60 1.76
50% 188 141 545.00 1.83
40% 236 177 527.58 1.90
30% 290 218 524.97 1.90
20% 354 266 469.57 2.13
10% 437 329 457.22 2.19
Table 5.6: Performance evaluation for various VGA (640x480) resizes using the real-time
seam carving approach. These results were recorded on an LG Optimus 2x Android smart-
phone.
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Figure 5.15: Android performance evaluation of the downsampling technique compared to
the standard version. One vertical and one horizontal seam were removed to achieve these
results. This demonstrates worst case performance. These results were recorded on an LG
Optimus 2x Android smartphone.
Figure 5.16: Comparison of standard and downsampled seam carving on desktop and An-
droid platforms. One vertical and one horizontal seam were removed to achieve these
results. This demonstrates worst case performance.
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Resize Execution Time (ms) Frames Per Second (FPS)
Downsampling 323.20 3.09
Face Detection 1129.80 0.89
Face Detection Downsampling 929.42 1.08
Salience 779.81 1.28
Seam Filtering 1705.43 0.59
Maximum Energy 1669.82 0.60
Temporal Energy 1507.10 0.66
All (no downsamplings) 4174.50 0.24
All (with downsamplings) 1803.97 0.55
Table 5.7: Performance evaluation for various resizes of the real-time seam carving ap-
proach. These results were recorded on an LG Optimus 2x Android smartphone for VGA
resolution.
The seam carving features were individually enabled by the carving options interface
for testing, Figure 4.4. Simulations were performed at the 640x480 resolution with each
dimension reduced by 50%. The features and their equivalent processing rates are portrayed
in Table 5.7. The performance gap between standard seam carving and each enabled feature
is accentuated on the mobile device. Again, these frame rates are insufficient for real-time
performance at this resolution.
Lastly, prescaling was evaluated at various percentages. The data collected from these
tests are demonstrated in Table 5.8. Again, these results indicate a direct relationship be-
tween the amount of prescaling and the performance of the algorithm. When combined
with downsampling, the frame rate at each resolution is nearly doubled.
5.2.2 Video Quality Evaluation
Due to the amount of time required to process each frame, even for the standard method,
seam carving outputs a choppy video. Despite the emphasis on real-time performance
during the development phase, the constraints of present mobile devices hinder the video
retargeting model’s capabilities. For the current technology, these resource constraints are
too much to overcome.
78
Prescale Prescale
Resolution
Final
Resolution
Execution
Time (ms)
Frames Per
Second (FPS)
100% 640x480 452x339 550.58 1.82
95% 624x468 452x339 599.48 1.67
90% 608x456 452x339 584.54 1.71
85% 591x443 452x339 544.69 1.84
80% 573x430 452x339 519.11 1.93
75% 555x416 452x339 499.20 2.00
70% 536x402 452x339 468.42 2.13
65% 516x387 452x339 459.79 2.17
60% 496x372 452x339 418.68 2.39
55% 475x356 452x339 409.37 2.44
Table 5.8: Performance evaluation of prescaling operator for the real-time seam carving
approach. These results were recorded on a desktop 3.16GHz Intel Core 2 Duo processor
with 4GB RAM.
Figure 5.17: Demonstration of the video retargeting application. The camera capture is
retargeted to 75% of the frame’s original size using the model developed in this research.
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The resource inefficiency does not render the application useless. Though the appli-
cation does not achieve an acceptable frame rate, spatial retargeting still accomplishes
an effective and meaningful result. Furthermore, though still choppy, downsampling and
prescaling can produce a decent mobile frame rate. Additionally, assuming a relatively
steady hand, the temporal energy feature achieves an attractive retargeted video. Due to
the fact that the Android device operates much slower, the temporal energy refresh rate
was reduced to 10 frames. Again, this has exemplified results which suppress the effects of
significant changes in the video content, such as background changes.
The main feature introduced by the Android application was the interactive energy bias.
The novel, interactive energy bias feature demonstrated exceptional results. A depiction of
this feature is emphasized in Figure 5.18. This figure assumes that the printer is an object
of little importance. As such, the automated retargeting provided by the video retargeting
model developed in this thesis fails to appropriately resize the video sequence. Neverthe-
less, this failure was rectified by the interactive resize.
Using the Android touch screen, the printer and the area surrounding the printer were
selected as unimportant regions. After a couple touches, the seams were naturally attracted
to the printer under the interactive bias feature. Providing more touches refined the removal
even further. Not only were the seams attracted to the printer, but the seams avoided other
more important regions of the image. Seams originally running through the cabinets and
computer screen, Figure 5.18(a), moved to the printer, thereby providing better preserva-
tion, Figure 5.18(b). This same behavior was demonstrated for horizontal seams. This,
coupled with the fact that it demonstrates very little overhead, makes it a highly useful fea-
ture. The energy bias can also be reset if numerous changes are made to the field of view
or to reassign importance.
The interactive resize feature also proved to be a useful feature. This feature readjusted
the resolution of the retargeted image, but preserved the aspect ratio. This did not reduce the
computational complexity of the resizing methods or increase their performance. Instead,
this feature allowed for minor alterations of the output video sequence on the fly. The
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(a) Pre Energy Bias (b) Post Energy Bias
Figure 5.18: Demonstration of the interactive touch screen energy bias. These images were
recorded on an LG Optimus 2x Android smartphone.
responsiveness of this feature is discussed in Section 5.2.5.
5.2.3 Battery Consumption
Though performance and quality were the main considerations for the video retargeting
model, battery consumption was also highlighted to emphasize the application’s ability to
function over long periods of time. Battery consumption for each of the available resizing
operators is demonstrated in Figure 5.19. These results were obtained by the PowerTutor
application [13] and depict the average power usage of each method. Each method at each
resolution was run for a significant amount of time in order to factor out the effects of
initialization.
From the figure, seam carving exhibits the highest battery consumption followed by
scaling and then cropping. These results make intuitive sense as they reflect the relative
complexity of each of the operators. Seam carving on average requires 24% more com-
putations than scaling. Scaling also requires a significant number of computations while
cropping only requires adjustment of the outputted window region. Furthermore, the bat-
tery results are logically consistent with the timing results previously presented. The system
components that draw this power are the LCD screen and the CPU.
In general the battery consumption appears to remain fairly consistent across multiple
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Figure 5.19: Battery consumption comparison of mobile resizing methods. These results
were recorded on an LG Optimus 2x Android smartphone using the PowerTutor application
[13]. Each dimension was reduced by 50% for each test.
resolutions. With the exception of the smallest supported resolution, the results demon-
strate very little fluctuation. This indicates that the retargeting methods presented in this
work are scalable, with respect to power.
Aside from the PowerTutor application, battery usage was also measured using built
in Android application managers. However, changes in the battery voltage were reported
only when a significant change occurred effectively preventing accurate measurements. In
addition, this method encompassed battery usage from other currently running applications.
Therefore, this approach yielded unreliable results.
5.2.4 Application Memory Usage
Memory analysis was performed on the mobile device to gauge the overall size of the appli-
cation. Memory usage was monitored for each resizing method. Figure 5.20 illustrates the
comparison of these methods over various, supported, Android resolutions. These results
indicate very little deviation in application size between the resizing methods. Additionally,
the results depict a near-linear trend based on the total number of pixels. This is instinctive
as each method inherently relies on the size of the frame being processed.
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Figure 5.20: Total memory usage of mobile resizing methods. These results were recorded
on an LG Optimus 2x Android smartphone using the PowerTutor application [13]. Each
dimension was reduced by 50% for each test.
The available seam carving features were also tested for their total memory consump-
tion. The results of these tests are encompassed in Table 5.9. This table suggests most
features exhibit the same amount of additional memory usage. This is intuitive since each
feature typically allocates memory large enough to store information relative to the entire
frame. However, the maximum energy feature nearly doubles the size of the application.
This is due to the fact that frames are buffered up to seven times and the maximum energy
matrices are buffered up to 15. Thus, a total of 22 matrices are allocated to store informa-
tion. Compared to enabling all features, enabling all features with downsampling doesn’t
reduce the memory usage to a fourth of its size merely because not all matrices are reduced
in size when downsampled.
It is also important to note that the two largest, available resolutions, 1600x1200 and
1920x1088, cannot be implemented. Usage of either resolution causes the application to
run out of available memory. However, this is not a reason for great concern as both reso-
lutions exceed the screen dimensions of the LG Optimus 2x, thereby making them imprac-
tical.
83
Feature Total Memory Usage (kB)
Downsampling 38971
Face Detection 39043
Face Detection Downsampling 39039
Salience 39032
Seam Filtering 39019
Maximum Energy 67439
Temporal Energy 39023
All (no downsamplings) 83327
All (with downsamplings) 55335
Table 5.9: Total memory usage of seam carving features for the VGA resolution. These
results were recorded on an LG Optimus 2x Android smartphone. Each dimension was
reduced by 50% for each test.
5.2.5 Application Responsiveness
Upon startup, the tunnel vision application successfully completes its initialization proce-
dure in a reasonable amount of time. Once reached, the main user interface demonstrates
excellent responsiveness. Touch screen events, invoked by the user, are handled immedi-
ately. Events triggering updates to the interface are also very responsive and avoid any
noticeable delay.
During streaming video retargeting touch screen events are not always handled imme-
diately. Slight delays in touches and their corresponding actions are noticeable. This is
mainly due to the frame processing time since touches are executed only between frames.
Thus, touches will be more responsive if retargeting occurs in one dimension rather than
both. Also, returning to the application home screen is not immediate. Frames become
buffered and must execute prior to stopping the retargeting operation. It is also important
to note that scaling and cropping techniques are much more responsive during retargeting
events than seam carving since their processing time for each frame is much smaller.
Finally, during resizes, the application does not experience any slow down. From the
results gathered, it has been shown that the retargeting operators function at a consistent
rate over a long period of time making the application dependable and practical.
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Chapter 6
Conclusion
6.1 Research Summary
This thesis introduced a video retargeting model capable of retargeting images, or stream-
ing video, in each dimension. Dimensions were processed independently allowing for
changes in the aspect ratio and custom output resolutions. This model also contained re-
gion of interest techniques that permitted automated preservation of various features, such
as faces and salience, found within images and videos.
Additionally, the video retargeting model was incorporated into an Android application,
thereby producing a portable interface for users. Aside from seam carving, the application
also provides scaling and cropping operators allowing for a more complete retargeting ap-
plication where operators could be selected based on the user’s specific needs. The con-
structed interface makes operating the application intuitive and effectively eliminates any
initial learning curve. New users are able to use the application without prior training of
any kind.
The tunnel vision assistance application took advantage of the available buttons and
touch screen interface provided by the Android OS. This led to the formulation of interac-
tive resize and interactive energy bias features. These features provide novel user interac-
tion and empower users with the ability to intervene in the event automated techniques fail.
This increases the innovation, performance and appeal of the application.
Temporal coherence was successfully adapted to accommodate the real-time seam carv-
ing framework. This was accomplished by analyzing and extending its dynamic form.
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Real-time temporal coherence has been shown to drastically abate temporal artifacts in
streaming, retargeted videos. This technique has also demonstrated acceptable performance
capabilities.
The sliding window used to compute maximum energy exhibited promising results. The
main advantage it offered was its ability to react to moving objects. The energy associated
with moving objects preceded the actual object through frame buffering. Additionally, it
significantly reduced pixel noise, which made maximum energy a valuable feature.
This work also presented a novel and efficient seam filtering approach. The seam filter-
ing process computes an initial set of seams that are used to bias seam carving procedure.
This inherently allows the resulting seams to gravitate towards highly dense seam regions.
Seam filtering sacrifices the continuity of the spatial domain in order to preserve temporal
coherence within videos. Its simplistic, yet effective concept makes it ideal for inclusion in
a real-time application.
6.2 Future Work
Though this research presents a novel and usable solution to aid individuals diagnosed with
tunnel vision, there is still ample opportunity for continued development in this research
field. This section highlights improvements that can be made to the application and video
retargeting model established in this thesis.
6.2.1 Android Application Image Extension
Currently, the tunnel vision assistance Android application, developed in this thesis, sup-
ports video retargeting. Retargeting on the raw camera feed can occur in either dimension,
together or separately. However, as it stands, the application provides no existing support
for image retargeting.
The video retargeting model, used to provide real-time video retargeting in the current
version of the application, is also capable of image retargeting. To achieve this, an interface
must be created to select the appropriate image to resize. The image can either be a photo
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previously taken and stored on disk or a photo taken directly by the camera. Providing this
service would allow for a more robust, complete and appealing application.
6.2.2 Parallel Seam Carving Algorithm
Performing the real-time seam carving algorithm developed by Huang et al. requires three
passes of the image. These passes compute the forward and cumulative energies, define
the matching relations and perform the necessary seam removals. Each pass relies on
the previous pass of the image forming well defined data dependencies. Though these
dependencies cannot be avoided, compensation can be provided to efficiently account for
them.
With the proper hardware support the real-time seam carving algorithm can be pipelined
to achieve greater throughput. The pipeline would possess three stages, where each stage
would represent an image pass described above. If desired, the forward energy calculation
could also be expanded into multiple stages. This would allow for efficient incorporation
of additional energy calculations, such as temporal energy, face detection, salience, etc.
Furthermore, the cumulative energy computation can be achieved using multiple pro-
cessors. Stultz et al. developed a parallel approach for computing the energy and mini-
mization paths of the dynamic seam carving technique [32]. This procedure recognizes the
dependencies exhibited by the calculations, but is able to provide a novel workaround. This
is accomplished by separating each row, or column, into n sections, where n represents the
number of available processors. Each processor independently computes the cumulative
energy values of the pixels it is assigned. Communication between processors is achieved
using MPI sends and receives to resolve the inherent data dependencies. This approach
does not guarantee synchronization between the processors, but still achieves a noticeable
speedup.
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6.2.3 Generalized Multiscale Seam Carving
One area most seam carving algorithms struggle with is chaotic regions. Chaotic regions
are typically regions of high energy because of the fact that they exhibit a large amount of
randomness. Due to this high energy characteristic seams tend to avoid them. However, the
fact that these regions are so random makes them ideal for seam carving. Removing pixels
from chaotic regions is nearly undetectable and would subsequently leave more important
regions of the image unaltered. This would effectively make seam carving more robust to
a wider variety of images. Generalized multiscale seam carving offers a solution to this
issue.
Generalized multiscale seam carving [5], a technique introduced by Conger et al., re-
defines seam carving through the incorporation of filter banks and develops a multiscale
analysis model. This enables the use of different filter families for different settings and
produces improved seam selection results. The extension to multiscale is based on a cas-
caded filter bank for various sizes of the image being retargeted.
6.2.4 Camera Motion Compensation
Though temporal characteristics are taken into consideration under the current model, cam-
era motion compensation is not. Thus, temporal energy is not appropriately preserved be-
tween frames when camera motion occurs. This subsequently limits the model and the
application to static videos. To alleviate this pitfall, camera estimation techniques can be
employed to determine the proper application of spatial and temporal energy. This requires
additional computational complexity and, more importantly, a larger frame processing area.
6.2.5 Android GPU
As it currently stands, the raw camera data is encoded in YUV420SP. The format of this
encoding makes it easy to obtain the grayscale data of the retrieved frame, but it makes
seam removal more difficult. This can be attributed to the fact that YUV420SP is organized
as a planar format rather than a packed format. This means that the U and V planes are
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interleaved which leads to a much more complex seam removal process. Thus, to perform
the seam removal process as it currently stands, the frame must be converted to a packed
format, specifically ARGB8888.
The unpacking procedure involved in converting YUV420SP to ARGB8888 demon-
strates a high degree of concurrence. Due to this concurrence the image format conversion
is ideal for GPU processing. As it stands the latest version of the Android OS (Android
4.0, Ice Cream Sandwich) supports OpenGL ES 2.0. OpenGL is a graphics API that sup-
plies a software interface for 3D graphics processing hardware. OpenGL ES is a version of
OpenGL which specifically targets applications running on embedded devices. By fusing
OpenGL ES techniques with the conversion process a speedup should be achieved.
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Appendix A
Edge Weight Derivation
Seam removal revolves around pixel energies. The strategy Huang et al. take is to max-
imize the variance of the energy of matching edges. By doing this removed matching
edges possess a lower energy which simultaneously makes the total energy of the remain-
ing matching edges higher. The derivation of the variance maximizing function for vertical
seams is displayed below. Extension to horizontal seams is straightforward.
The following derivation uses image I which contains m rows and n columns. The
matching relations process is restricted to rows k and k + 1. Assume e(x, y) defines the
energy of pixel I(x, y) and w(i, j) corresponds to the weight of the edge connecting pixels
I(k, i) and I(k + 1, j). In addition to this assume Ei represents the energy of the matching
edge which connects to pixel I(k, i). This is formally defined as Ei = e(k, i) + e(k +
1,m(k, i)), where the function m is a mapping function.
σ2 =
1
m
·
m∑
i=1
(E¯ − Ei)2
=
1
m
·
m∑
i=1
E¯2 − 2
m
· E¯ ·
m∑
i=1
Ei +
1
m
·
m∑
i=1
E2i
= C1 − C2 + 1
m
·
m∑
i=1
[e(k, i) + e(k + 1,m(k, i))]2
= C1 − C2 + 1
m
·
m∑
i=1
[e2(k, i) + e2(k + 1,m(k, i))] +
2
m
·
m∑
i=1
e(k, i) · e(k + 1,m(k, i))
= C1 − C2 + C3 + 2
m
·
m∑
i=1
e(k, i) · e(k + 1,m(k, i))
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Since C1, C2 and C3 are constants in order to maximize the variance, σ2, the equation
m∑
i=1
e(k, i) · e(k + 1,m(k, i)) must be maximized. Therefore, the weight of a matching
edge is defined as follows:
w(i, j) =
e(k, i) · e(k + 1, j), |i− j| ≤ 1−∞, otherwise (A.1)
However, this definition only considers two rows which are isolated from the entire
image when assigning weight. As such this does not ensure the largest variance between
vertical seams within the image. Instead this achieves a local optimum rather than a global
optimum.
To correct this a new set of matrices must be defined. Matrix A corresponds to the cu-
mulative energy of computed seams. More specifically, A(i, j) symbolizes the cumulative
energy of the seam which begins at the top of the image and passes through the pixel I(i, j).
A is computed incrementally as the matching process is executed. Matrix M represents the
cumulative energy along optimal seams. M(i, j) indicates the optimal seam energy which
can be achieved starting at pixel I(i, j) and ending in the last row. M is calculated once
using dynamic programming from bottom to top.
Given these new matrices A(k, i) and M(k + 1,m(k, i)) replace e(k, i) and e(k +
1,m(k, i)) in the discussion above, respectively. This subsequently alters Ei which be-
comes Ei = A(k, i) +M(k + 1,m(k, i)). Thus Ei now represents the energy of the entire
vertical seam. More importantly maximizing the variance of Ei now maximizes the vari-
ance of vertical seams within the image. This leads to a new definition of edge weight
defined as:
w(i, j) =
A(k, i) ·M(k + 1, j), |i− j| ≤ 1−∞, otherwise (A.2)
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Appendix B
Spatial Coherence Derivation
Defined by Grundmann et al., spatial coherence attempts to gauge how much spatial error
will be introduced into an image after a seam removal [14]. In this sense, it is very similar
to forward energy. However, the formulation of spatial coherence leads to a more general
model allowing for piecewise, or discontinuous, seams.
The main difference between forward energy and spatial coherence is the criteria on
which they are based. Forward energy relies on pixel intensity variation, whereas spatial
coherence depends on the gradient variation of the intensity. This simple, yet crucial,
difference results in a distinct optimization of seams for each method. The motivation
for a gradient based spatial coherence measure is illustrated in Figure B.1.
In its simplest form, spatial coherence is comprised of two components that quantify
error in the vertical and horizontal directions. More specifically, their measures represent
the change in gradients in their respective dimension caused by a pixel removal. Their
combination leads to the overall spatial coherence cost Sc = Sh + Sv.
Each component of the spatial coherence equation has multiple cases. The horizontal
(a) No Detail Lost (b) Detail Lost (c) Linearity Preserved
Figure B.1: The spatial error associated with various pixel removals [14]. The pixel out-
lined in red is the pixel attempting to be removed.
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(a) Interior Pixel Removal (b) Border Pixel Removal
(c) Piecewise Seam Cost
Figure B.2: The spatial coherence costs for removing various pixels [14].
spatial component possesses cases for interior and border pixels. Interior pixels are rep-
resented in Figure B.2(a) and Equation B.1a while border pixels are represented in Figure
B.2(b) and Equation B.1b. Upon examination of these figures and equations, it is obvious
that this cost relies only on the current pixel. Therefore, Sh essentially describes the rela-
tive interest, or salience, of the pixel [14]. The value of Sh is small for cases (a) and (c) of
Figure B.1, whereas the value of Sh is much larger for case (b). This places more emphasis
on the preservation of intricate details within images.
Sh = |I(r, c− 1)− I(r, c)|+ |I(r, c)− I(r, c+ 1)| − |I(r, c− 1)− I(r, c+ 1)| (B.1a)
Sh = ||I(r, c− 1)− I(r, c)| − |I(r, c)− I(r, c+ 1)|| (B.1b)
The vertical spatial component relies solely on the best potential seam in the previous
row (for vertical seams). This indicates that Sv represents a spatial transition cost between
adjacent rows [14]. The vertical costs for the top left, top and top right pixels correspond
to Equations B.2a, B.2b and B.2c, respectively. These equations determine the vertical
linearity introduced by each removal. Notice that the top pixel cost is zero, since no new
vertical neighbors are formed. Thus, for this case, the change in linearity only occurs from
the horizontal cost. To avoid unjust bias to diagonal neighbors the pixels involved in the
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vertical cost are treated symmetrically.
sv =||I(r − 1, c− 1)− I(r, c− 1)| − |I(r − 1, c)− I(r, c− 1)||+
||I(r − 1, c)− I(r, c)| − |I(r − 1, c)− I(r, c− 1)|| (B.2a)
Sv =0 (B.2b)
sv =||I(r − 1, c+ 1)− I(r, c+ 1)| − |I(r − 1, c)− I(r, c+ 1)||+
||I(r − 1, c)− I(r, c)| − |I(r − 1, c)− I(r, c+ 1)|| (B.2c)
From the spatial coherence cost, extension to discontinuous seams occurs naturally.
An illustration of piecewise seams, and the pixels involved in the calculation, is shown
in Figure B.2(c). In this depiction, the blue and orange dotted lines indicate the gradient
magnitudes prior to removal and the red lines indicate the newly formed gradients. Again,
by considering both the blue and orange dotted lines, symmetry is observed to avoid unjust
bias.
The generalized, discontinuous, spatial transition cost associated with pixel (xb, y) and
pixel (xa, y − 1) is [14]:
S ′v(xb, xa, y) =
xb−1∑
k=xa
|Gvk,y −Gdk,y|+
xb∑
k=xa+1
|Gvk,y −Gdk−1,y| (B.3)
In this equation, Gvk,y = |Fk,y − Fk,y−1| represents the vertical gradient magnitude be-
tween the pixel (k, y) and its top neighbor, where F indicates the current frame. Similarly,
Gdk,y = |Fk,y − Fk+1,y−1| represents the diagonal gradient magnitude with the top right
neighbor for the pixel (k, y). Given this information, this equation directly extends the
vertical spatial coherence equations, Equation B.2.
