The regular algebra of a poset by Ara, Pere
ar
X
iv
:0
80
5.
25
63
v2
  [
ma
th.
RA
]  
4 S
ep
 20
09
THE REGULAR ALGEBRA OF A POSET
PERE ARA
Abstract. Let K be a fixed field. We attach to each finite poset P a von Neumann
regularK-algebraQK(P) in a functorial way. We show that the monoid of isomorphism
classes of finitely generated projective QK(P)-modules is the abelian monoid generated
by P with the only relations given by p = p+ q whenever q < p in P. This extends the
class of monoids for which there is a positive solution to the realization problem for
von Neumann regular rings.
Introduction
An old theorem of Jacobson [27] states that, given a field K, the algebra A = K〈x, y :
yx = 1〉 has the following uniqueness property: Given any other K-algebra R with
elements a, b such that ba = 1 and ab 6= 1, the unique K-algebra homomorphism
A → R sending x to a and y to b, is one-to-one. A very natural representation of
A is the one given by the algebraic analogue of the Toeplitz algebra. This is defined
as the subalgebra of E = EndK(K[z]), generated by the unilateral shift b, given by
multiplication by z, and the endomorphism a ∈ E defined by (zi)a = zi−1 for i ≥ 1 and
(1)a = 0. (Note that here endomorphisms act on the right of their arguments.) Clearly,
ba = 1, but 1 − ab is the projection onto the one-dimensional subspace 1 · K of K[z],
with kernel zK[z].
Let ψ : A → E be the unique K-algebra homomorphism sending x to a and y to
b. For any polynomial f ∈ K[x] such that f(0) 6= 0, the image ψ(f) is invertible in
E, because the power series defining f−1 is convergent in E. It follows that there is
a unique homomorphism ψ : AΣ−1 → E extending ψ. Here the algebra AΣ−1 is the
universal localization of A with respect to Σ, that is, the algebra obtained from A by
formally inverting all the polynomials in Σ, see [19] and [35]. It turns out that the
algebra AΣ−1 is a von Neumann regular ring, and that the map ψ is also injective, thus
providing a concrete faithful representation of it. The algebra AΣ−1 can be identified
with the algebra QK(E1) of [7], associated with the quiver E1 described below.
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Figure 1. The quiver E1.
An algebra similar to AΣ−1 was used in [28] to give the first example of a von Neumann
regular ring with stable rank 2.
The purpose of this paper is to construct a new class of K-algebras, yielding a wide
generalization of the above (algebraic) Toeplitz algebras. For each finite poset P, we
will construct a K-algebra QK(P), in such a way that the one corresponding to the
poset P = {q, p}, where the only non-trivial relation is given by q < p, is precisely the
algebra QL(E1), with L = K(t1, t2, . . . ) a purely transcendental extension of K, and
E1 is the quiver described before. (For technical reasons, it is convenient to have such
an infinite number of variables at our disposal.) In general, there is a natural faithful
representation of the algebra QK(P) on a vector space V (P), which is given locally by
Toeplitz operators (Theorem 2.14).
In order to put the construction in a wider perspective we need some preliminary
definitions. For any ring R, the monoid V(R) of isomorphism classes of finitely generated
projective R-modules is always a conical monoid, that is, whenever x+ y = 0, we have
x = y = 0. Recall that an order-unit in a monoid M is an element u in M such that
for every x ∈ M there is y ∈ M and n ≥ 1 such that x + y = nu. Observe that, if R
is a unital ring, then [R] is a canonical order-unit in V(R). By results of Bergman [16,
Theorems 6.2 and 6.4] and Bergman and Dicks [17, page 315], any conical monoid with
an order-unit appears as V(R) for some unital hereditary ring R.
For a von Neumann regular ring R, the monoid V(R) is in addition a refinement
monoid. Recall that an abelian monoid M is a refinement monoid in case any equality
x1 + x2 = y1 + y2 admits a refinement, that is, there are xij , 1 ≤ i, j ≤ 2 such that
xi = xi1 + xi2 and yj = x1j + x2j for all i, j, see e.g. [13]. It is an outstanding open
problem to decide whether all countable, conical refinement monoids can be represented
as monoids V(R) for a von Neumann regular ring R, see [25], [7]. It was shown by
Wehrung in [36] that there are conical refinement monoids of size ℵ2 which cannot be
represented. We refer the reader to [6] for a recent survey on this problem.
Note that if a monoid M is realizable by a von Neumann regular ring R, i.e. V(R) ∼=
M , andM has an order-unit u, then there is an idempotent e ∈Mn(R), for some n ≥ 1,
which corresponds to u through the isomorphism, and then eMn(R)e is a unital von
Neumann regular ring realizing M .
A class of monoids whose members are expected to be realizable is the class of finitely
generated conical refinement monoids. These monoids enjoy good monoid-theoretic
properties, the most important being that they are primely generated [18, Corollary
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6.8]. Recall that every monoid M is endowed with a natural pre-order, the so-called
algebraic pre-order, given by x ≤ y if and only if there is z ∈M such that y = x+ z. A
prime element in an (abelian) monoidM is an element p such that p  0 and, whenever
p ≤ a+ b, then either p ≤ a or p ≤ b. The monoid M is said to be primely generated in
case every element of M is a sum of primes. Note that a finitely generated monoid has
always an order-unit, namely the sum of a finite generating set.
We say thatM is antisymmetric in case the algebraic pre-order ≤ is actually a partial
order. Observe that every antisymmetric monoid is conical.
A primitive monoid is a primely generated antisymmetric refinement monoid. A
primitive monoid is completely determined by its set of primes P(M) together with a
transitive and antisymmetric relation ✁ on it, given by
q ✁ p ⇐⇒ p+ q = p.
Indeed given such a pair (P,✁), the abelian monoid M(P,✁) defined by taking as a set
of generators P and with relations given by p = p + q whenever q ✁ p, is a primitive
monoid, and the correspondences M 7→ (P(M),✁) and (P,✁) 7→ M(P,✁) provide a
bijection between isomorphism types of primitive monoids and isomorphism types of
pairs (P,✁), where P is a set and ✁ a transitive antisymmetric relation on P, see [32,
Proposition 3.5.2].
Let M be a primitive monoid and p ∈ P(M). Then p is said to be free in case p ⋪ p.
Otherwise p is regular, see [14, Section 2]. In case all the primes of M are free, the
relation ✁ is completely determined by the poset (P(M),≤), where ≤ is the restriction
to P(M) of the algebraic order of M . Namely, we have q✁p if and only if q < p. In this
way we obtain mutually inverse (up to isomorphism) correspondences M 7→ (P(M),≤)
and (P,≤) 7→M(P) between primitive monoids having all primes free and posets.
We can now describe the properties of the class ofK-algebras QK(P) that we associate
with finite posets P. The main result of this paper is:
Theorem. Let M be a finitely generated primitive monoid such that all primes of M
are free and let K be a field. Let P be the finite set of primes of M , endowed with the
restriction of the algebraic order on M . Let QK(P) be the K-algebra described explicitly
in Definition 2.1. Then QK(P) is a von Neumann regular ring and the natural monoid
homomorphism
ψ : M → V(QK(P))
is an isomorphism.
This gives a positive solution to the realization problem for the class of finitely gener-
ated primitive monoids with all prime elements free. The connection of our work with
the paper [7] is as follows. In [7], a von Neumann regular algebra QK(E) has been
attached to every quiver and every field K, in such a way that there is an isomorphism
V(QK(E)) ∼= M(E). Here M(E) is a certain conical refinement monoid associated
with the quiver E, with generators and relations given explicitly from the combinato-
rial structure of E. It has been shown in [14] that a finitely generated primitive monoid
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M is isomorphic to a graph monoid M(E) for some quiver E if and only if every free
prime ofM has at most one free lower cover. (Here a lower cover of a prime p is a prime
q such that q < p and [q, p] = {q, p}.) In particular the primitive monoid M given by
M = 〈p, a, b : p = p+ a = p+ b〉 cannot be realized by an algebra QK(E) corresponding
to a quiver E. The corresponding poset P is depicted below. Observe that the (free)
prime p has two (free) lower covers, namely a and b.
p
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Figure 2. The poset P(M) for the monoid M = 〈p, a, b | p = p+ a = p+ b〉.
Consequently our construction significantly enlarges the class of monoids known to
be realizable. Moreover, the algebras QK(P) have a functorial property with respect to
certain morphisms between posets (Proposition 2.6). This is analogous to the functo-
riality property of the regular algebra of a quiver (see [7, page 234]). It is reasonable
to expect that a suitable combination of the methods developed in [7] and the methods
developed in the present paper will lead to a general construction of a von Neumann
regular ring realizing every finitely generated conical refinement monoid. In this direc-
tion, it is worth mentioning that the construction of QK(P) in Definition 2.1 gives an
algebra QL(E) associated with a suitable quiver E, where L = K(t1, t2, . . . , ), in case
every element in P has at most one lower cover. In particular, for the poset with two
elements q, p with q < p, we get the Toeplitz algebra QL(E1) mentioned at the begin-
ning of the introduction. Certainly the next step in the realization problem consists of
realizing all the finitely generated primitive monoids. A monoid M in this class, which
is not covered by the results in [7] or the results in the present paper, must have both
regular and free primes, and some free prime of M must have at least two free lower
covers. For instance, the monoid
M = 〈q, p, a, b | q = 2q = q + p , p = p+ a = p+ b〉
satisfies these properties.
Although the main construction in the present paper shares some resemblances with
the one in [7]—both objects have the form AΥ−1, where A is the path algebra of a
quiver in [7], and A is an algebra described by generators and relations coming from
the structure of a poset in the present paper (see Definition 2.1), and Υ is a certain set
of morphisms between finitely generated projective A-modules—a completely new set
of techniques has been developed to deal with our construction here. These techniques
include the fundamental study (in Section 3) of the conditions for the preservation of
pullbacks under the functor V(−), which indeed has dictated the form of the relations
used in 2.1 to define the algebra A.
THE REGULAR ALGEBRA OF A POSET 5
We now summarize the contents of the paper. In Section 1 we review some basic
definitions and results on posets, monoids and rings. Section 2 contains the definition
of the K-algebra QK(P) associated to a finite poset P and analyzes the functorial be-
haviour and algebraic properties of this construction. Moreover, we give a Toeplitz-like
representation of this algebra.
Sections 3 and 4 contain technical results needed to gain control on the relationship
between von Neumann regular rings R and their monoids V(R) under natural categorical
operations such as pullbacks and pushouts. These results are of independent interest,
and most likely will play a role in future developments of the theory.
Section 5 develops a generalization of the construction in [7] for a particular class of
quivers, which will be used in the proof of our main result. This generalized construction
can be studied in a more general setting, see [8], but we present here a direct approach
to the results which are needed in the present paper.
Finally, Section 6 contains the proof of our main result, which is based upon a re-
construction technique of a finite poset from the family of its maximal chains. The
technical tools developed in the previous sections enable us to mimic the mentioned
reconstruction at the ring level and at the monoid level.
1. Preliminary definitions
All rings in this paper will be associative and all monoids will be abelian. A (not
necessarily unital) ring R is von Neumann regular if for every a ∈ R there is b ∈ R such
that a = aba. Our basic reference for the theory of von Neumann regular rings is [24].
For a (not necessarily unital) ring R, let M∞(R) be the directed union of Mn(R)
(n ∈ N), where the transition maps Mn(R) → Mn+1(R) are given by x 7→ ( x 00 0 ).
Two idempotents e, f ∈ M∞(R) are equivalent in case there are x ∈ eM∞(R)f and
y ∈ fM∞(R)e such that xy = e and yx = f . We define V(R) to be the set of equivalence
classes V(e) of idempotents e in M∞(R) with the operation
V(e) + V(f) := V
((
e 0
0 f
))
for idempotents e, f ∈ M∞(R). The classes V(e) are often denoted also by [e]. For
unital R, the monoid V(R) is the monoid of isomorphism classes of finitely generated
projective left R-modules, where the operation is induced by direct sum. If I is an ideal
of a unital ring R, then V(I) can be identified with the monoid of isomorphism classes
of finitely generated projective left R-modules P such that P = IP .
If R is an exchange ring (in particular, if R is von Neumann regular), then V(R) is a
conical refinement monoid, see [11, Corollary 1.3]. (This is true even in the non-unital
case by [5, Proposition 1.5(b)].)
Let M be a monoid. An order-ideal of M is a nonempty subset I of M such that
x+ y ∈ I iff x ∈ I and y ∈ I, for all x, y ∈M . In this case, the equivalence relation ≡I
defined on M by the rule
x ≡I y ⇐⇒ (∃u, v ∈ I)(x+ u = y + v), for all x, y ∈M
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is a monoid congruence of M . We put M/I = M/≡I and we shall say that M/I is an
ideal quotient of M . We denote by
M | a = {x ∈M : (∃n ∈ Z+)(x ≤ na)}
the order-ideal generated by an element a ∈ M . Similarly M | S will denote the
order-ideal of M generated by a subset S of M .
When M is a conical refinement monoid, the set L(M) of order-ideals of M forms
a complete distributive lattice, with suprema and infima given by the sum and the
intersection of order-ideals respectively.
Let us denote by L(R) the lattice of (two-sided) ideals of R, and by L(M) the lattice
of order-ideals of M .
Proposition 1.1. (cf. [11, Proposition 1.4]) If R is von Neumann regular, then there is
a lattice isomorphism L(R)→ L(V(R)), I 7→ V(I) from L(R) onto L(V(R)). Moreover
V(R/I) ∼= V(R)/V(I) for any ideal I of R.
Say that a subset A of a poset P is a lower subset in case q ≤ p and p ∈ A imply
q ∈ A. Again the set L(P) of all lower subsets of P forms a complete distributive lattice,
which is a sublattice of the Boolean lattice 2P.
If M is a primitive monoid then the set of primes of M , P(M), is a poset with the
partial order ≤ induced from the algebraic order of M , and we easily get:
Proposition 1.2. For a primitive monoid M , there is a lattice isomorphism
L(M) ∼= L(P(M)), S 7→ P(S) = P(M) ∩ S.
For an element p of a poset P, write
L(p) = L(P, p) = {q ∈ P : q < p and [q, p] = {q, p}}.
An element of L(p) is called a lower cover of p.
For any prime element p in a refinement monoid M , the map
φp : M → Z
∞, x 7→ sup
(
n ∈ Z+ | np ≤ x
)
is a monoid homomorphism from M to Z∞ := Z+ ∪ {∞}, see [18, Theorem 5.4]. Fur-
thermore, if M is primitive, then the map
(1.1) φ : M → (Z∞)P(M), x 7→ (φp(x) | p ∈ P(M))
is a monoid embedding as well as an ✁-embedding, see [18, Theorem 5.11] or [37,
Corollary 6.14].
A monoid M is said to be separative in case, whenever a, b ∈M and a+ a = a+ b =
b + b, then we have a = b. Similarly M is strongly separative in case a + a = a + b
implies a = b for a, b ∈ M . A ring R is said to be (strongly) separative in case V(R) is
(strongly) separative, see [11] for background and various equivalent conditions. Every
primely generated refinement monoid is separative [18, Theorem 4.5]. In particular every
primitive monoid is separative. Moreover, a primitive monoid M is strongly separative
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if and only if all the primes in M are free, see [18, Theorem 4.5, Corollary 5.9]. Thus,
the class of monoids that we will realize in this paper (as monoids of projectives over
regular rings) coincides exactly with the strongly separative primitive monoids.
2. The algebras QK(P)
Recall from the introduction that (finitely generated) primitive monoids M with all
primes free are determined by the (finite) posets P(M) of their prime elements. The
construction below has functorial properties with respect to some maps of posets, so it
is better thought of as a functor from finite posets to K-algebras. However we will use
both notations QK(M) and QK(P(M)) interchangeably.
Definition 2.1. Let M be a finitely generated primitive monoid with all primes free,
and let P be its finite poset of primes. Fix a field K. For p ∈ P denote np := |L(P, p)|.
Let L = K(t1, t2, . . . , ) be an infinite purely transcendental extension of K. Let A0 be
the semisimple L-algebra generated by a family of orthogonal idempotents {e(p) : p ∈ P}
with sum 1, and, for each p ∈ P with np > 0, a family of orthogonal idempotents
{e(p, q) : q ∈ L(p)} such that e(p)e(p, q) = e(p, q) = e(p, q)e(p).
For convenience, put e′(p) := e(p)−
∑
q∈L(p) e(p, q), with e
′(p) = e(p) in case np = 0.
Then we have
(2.1) A0 :=
∏
p∈P
e′(p)L×
∏
p∈P
∏
q∈L(p)
e(p, q)L
and we also have an orthogonal decomposition
(2.2) e(p) = e′(p) +
∑
q∈L(p)
e(p, q) (p ∈ P).
Let A1 be the L-algebra generated by A0 and a family {αp,q : p ∈ P, q ∈ L(p)},
subject to the following relations:
(2.3) αp,qe(p) = αp,q = (e(p)− e(p, q))αp,q (p ∈ P, q ∈ L(p)),
(2.4) αp,q′e(p, q) = e(p, q)αp,q′ for q 6= q
′.
(2.5) αp,q′αp,q = αp,qαp,q′ (q, q
′ ∈ L(p)),
For each polynomial f(xq) ∈ L[xq : q ∈ L(p)] in commuting variables {xq : q ∈ L(p)}
and each q′ ∈ L(p), write vq′(f) for the valuation of f(xq), seen as a polynomial in the
one-variable polynomial ring (L[xq : q 6= q
′])[xq′ ], at the ideal generated by xq′. In other
words, vq′(f) is the highest integer n such that x
n
q′ divides f . Write
v(f) = max{vq′(f) : q
′ ∈ L(p)}.
Let Σ(p) be the set of all elements of e(p)A1e(p) given by
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(2.6) Σ(p) = {f(αp,q) : v(f) = 0}.
Set
(2.7) Σ :=
⋃
p∈P
Σ(p).
Let T (P) be the quiver having as vertices the elements of P and having one arrow
from p to q if and only if q ∈ L(p). We assume our posets are endowed with bijective
maps {1, . . . , np} → s
−1
T (P)(p) for every p ∈ P such that np > 0. For convenience, we will
refer to the enhanced structure as a labelled poset.
For p ∈ P with np > 0, we denote by (p, qi) the image of i ∈ {1, . . . , np} under
the given map {1, . . . , np} → s
−1
T (P)(p); we also denote by σ
p : L → L the K-algebra
endomorphism determined by the rule σp(ti) = ti+np−1, and by
σj : {1, . . . , np} −→ {1, . . . , np − 1}
the surjective non-decreasing map sending j and j + 1 to j, for j < np, and with
σnp := σnp−1.
We consider the K-algebra A obtained by adjoining to A1 a new family of generators
{βp,q : p ∈ P, q ∈ L(p)}, subject to the relations:
(2.8) λβp,q = βp,qσ
p(λ) (λ ∈ L, q ∈ L(p)),
(2.9) αp,qℓβp,qj = βp,qjtσj(ℓ), (j, ℓ ∈ {1, . . . , np}, j 6= ℓ)
and
(2.10) e(p, q)βp,q = βp,q = βp,qe(q) (q ∈ L(p)).
Next consider the set of homomorphisms of finitely generated projective left A-
modules Σ1 = {µp,q : p ∈ P, q ∈ L(p)}, where for q ∈ L(p), the map µp,q is defined
as follows:
(2.11) µp,q : Ae(p) −→ Ae(p)⊕Ae(q), µp,q(r) = (rαp,q, rβp,q).
Finally define the K-algebra QK(P) = QK(M) associated with P (or equivalently,
with M) as
(2.12) QK(P) = QK(M) = A(Σ ∪ Σ1)
−1,
where the elements in Σ(p) are seen as left A-module morphisms Ae(p)→ Ae(p). The
algebra QK(P) is a unital K-algebra, with unit 1 =
∑
p∈P e(p). 
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Let us write explicitly what is the meaning of making the maps in Σ1 invertible in
terms of generators and relations. It amounts to add to AΣ−1 a family of generators
βp,q, αp,q for q ∈ L(p), p ∈ P with the following relations:
(2.13)
e(p)αp,q = αp,q = αp,q(e(p)− e(p, q)), αp,qαp,q = e(p), αp,qαp,q = e(p)− e(p, q),
(2.14) e(q)βp,q = βp,q = βp,qe(p, q), βp,qβp,q = e(q), βp,qβp,q = e(p, q).
It is a simple matter to check that the relations above imply the following ones:
(2.15) e(p, q)αp,q′ = αp,q′e(p, q) for q 6= q
′; αp,q′αp,q = αp,qαp,q′ (q, q
′ ∈ L(p)),
(2.16) βp,qλ = σ
p(λ)βp,q (λ ∈ L, q ∈ L(p)).
(2.17) βp,qjαp,qℓ = tσj(ℓ)βp,qj , (j, ℓ ∈ {1, . . . , np}, j 6= ℓ)
(2.18) t−1
σj(ℓ)
βp,qj = βp,qjαp,qℓ, (j, ℓ ∈ {1, . . . , np}, j 6= ℓ)
Remark 2.2. Observe that the above relations (2.13), (2.14), (2.15), (2.16), (2.18) give
that the K-algebra AΣ−11 admits a natural involution x 7→ x which is the identity on∏
p∈P e
′(p)K ×
∏
p∈P
∏
q∈L(p) e(p, q)K, and sends tk to t
−1
k , αp,q to αp,q, and βp,q to βp,q.
The algebra AΣ−11 is analogous to the Leavitt path algebra of [2] (see also [13]).
Since QK(M)e(p) ∼= QK(M)e(p) ⊕ QK(M)e(q) for every q ∈ L(p), there is a unique
monoid homomorphism ψ : M → V(QK(M)) such that ψ(p) = [e(p)]. Our main result
can now be stated as follows:
Theorem 2.3. Let M be a finitely generated primitive monoid such that all primes of
M are free and let K be a field. Then QK(M) = QK(P(M)) is a von Neumann regular
ring and the natural monoid homomorphism
ψ : M → V(QK(M))
is an isomorphism.
This will be proven in Section 6.
Remark 2.4. (1) We have considered the structure of a labelled poset in order to
define relation (2.9), so that strictly speaking we have defined an algebra QK(P)
for each labelled poset P. In order to consider the assignment P 7→ QK(P) as
a functor, this ingredient is needed. However the properties of QK(P) do not
depend on the chosen maps.
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(2) In case P is a forest, i.e. P ↓ p := {q ∈ P | q ≤ p} is a chain for any p ∈ P, we
get that QK(P) coincides with QL(E), the regular algebra of E over the field L,
see Section 5 and [7], where E is the quiver obtained by adding to T (P) a loop
at each vertex p ∈ P such that np > 0. For instance the quiver E corresponding
to the forest P = {q, p}, where q < p, is the quiver E1 of Figure 1. The Leavitt
path algebra of E over the field L, see [2], is precisely the algebra AΣ−11 in the
notation of Definition 2.1.
Example 2.5. We consider our motivating example M = 〈p, a, b | p = p + a = p + b〉,
see Figure 2. Observe that P := P(M) is the poset {p, a, b} with a < p and b < p, so
that np = 2 and na = nb = 0, so that P is not a forest, and the monoidM is not a graph
monoid ([14, Theorem 5.1]). We choose the map {1, 2} → L(p) = {a, b} given by 1 7→ a
and 2 7→ b. The regular algebra QK(P) associated with the poset P can be described
in terms of the regular algebras Q1 := QK(S1) and Q2 := QK(S2) associated with the
forests S1 and S2, where S1 and S2 are the chains {a, p} and {b, p} respectively. Since
this is the main point of the whole construction, we are going to provide some hints on
the general strategy to prove Theorem 2.3 in this particularly simple case.
Note that, by Remark 2.4(2), the algebras Q1 and Q2 are isomorphic to the regular
L-algebra QL(E1) attached to the quiver E1 of Figure 1. Note that Q1 has unit element
1Q1 = e(p) + e(a), and has generators α1, α1, β1, β1, with
α1α1 = e(p) = α1α1 + β1β1
and β1β1 = e(a). Moreover, all elements of the form e(p)f(α1), where f ∈ L[z] is a
polynomial with nonzero constant term, are in Σ(p) and thus the elements e(p)f(α1)
are invertible in e(p)Q1e(p). Let I1 be the ideal of Q1 generated by e(a). It follows
from the above that Q1/I1 ∼= L(z), the rational function field in one variable z, where
z corresponds to the class of α1 in Q1/I1. Since L(z) ∼= L, we may consider a surjective
homomorphism π1 : Q1 → L such that π1(α1) = t1, and π1(ti) = ti+1 for all i. Note
that the kernel of π1 is I1. Similarly, we have a surjective homomorphism π2 : Q2 → L,
with kernel I2 := Q2e(b)Q2 sending α2 to t2, t1 to t1 and ti to ti+1 for all i > 1, where
α2, α2, β2, β2 are canonical generators for Q2. It is a simple exercise to show that there
is a pullback diagram:
(2.19)
QK(P)
ρ1
−−−→ Q1
ρ2
y yπ1
Q2
π2−−−→ L,
for suitably defined K-algebra homomorphisms ρi : QK(P) → Qi. (The key here is to
define ρ1(αp,b) = e(p)t1, and ρ1(e(p)ti) = e(p)ti+1, ρ1(e(a)ti) = e(a)ti for all i, and
similarly with ρ2, so that the defining relations of QK(P) are preserved by ρi, and
π1 ◦ ρ1 = π2 ◦ ρ2.)
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The results in Section 3 guarantee that the functor V sends the pullback diagram
(2.19) to a pullback diagram of monoids (see Example 3.3), and then the results in
[7] applied to the quiver algebras Qi enable us to conclude that V(QK(P)) ∼= M , as
desired. 
The universal property of the construction is as follows. Call a morphism of posets
f : P → P′ a complete homomorphism in case it is injective and has the property that
for any p ∈ P such that L(P, p) 6= ∅ we have that f restricts to a bijection from L(P, p)
onto L(P′, f(p)). Observe that this is the same as a complete graph homomorphism
T (P) → T (P′) between the quivers introduced in Definition 2.1, in the sense of [13,
Section 3]. If P and P′ are labelled posets, we define a complete homomorphism as a
complete graph homomorphism f : T (P)→ T (P′) respecting the labels.
The category of non-unital K-algebras has as objects all not necessarily unital K-
algebras, and as morphisms all the homomorphisms of K-algebras. In the next proposi-
tion, note that the algebras QK(P) are unital, but the homomorphisms appearing there
are not unital except in the trivial cases.
Proposition 2.6. The map P 7→ QK(P) extends to a functor from the category of finite
labelled posets and complete homomorphisms to the category of non-unital K-algebras.
Proof. Straightforward. Observe that, for a complete homomorphism f : P → P′, the
image of 1QK(P) is the idempotent
∑
p∈P e(f(p)). 
Remark 2.7. Using the functoriality established in Proposition 2.6, one can generalize
Theorem 2.3 to some infinite posets by taking direct limits, see for instance the proofs
of [13, Theorem 3.5] and [7, Theorem 4.4]. Note that the class of (labelled) posets that
can be obtained as a direct limit of a directed system of finite labelled posets, with
complete homomorphisms as transition maps, includes the class of lower finite posets,
where a poset P is lower finite in case the subset P ↓ p = {q ∈ P | q ≤ p} is finite, for
any p ∈ P . A characterization of graph monoids among primitive monoids M such that
P(M) is lower finite has been obtained in [14, Theorem 5.1].
We start analyzing the basic algebraic properties of QK(P). We begin with a general
observation, stating that universal localization commutes with adjoining generators and
relations to a given algebra. For a field K, the coproduct of two unital K-algebras A
and B will be denoted by A ∗K B; see [15] for the definition and properties of such
coproducts.
Proposition 2.8. Let A be a unital K-algebra over a field K, and let Σ be a set of
morphisms between finitely generated projective A-modules. Let B be another unital
K-algebra, and let I be an ideal of the coproduct A ∗K B. Set C = (A ∗K B)/I. Let
I be the ideal of (AΣ−1) ∗K B generated by the image of I under the canonical map
A ∗K B → (AΣ
−1) ∗K B, and let Σ be the image of Σ under the natural map A → C
(obtained by composing the natural map A → A ∗K B with the canonical projection
A ∗K B → C). It follows that there is a natural isomorphism CΣ
−1 ∼= (AΣ−1 ∗K B)/I.
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Proof. First we show that AΣ−1 ∗K B ∼= (A ∗K B)Σ˜
−1 (over A ∗K B), where Σ˜ is the
image of Σ under the map A → A ∗K B. This follows from the easily proved fact
that both algebras satisfy an obvious universal condition with respect to K-algebra
homomorphisms ψ1 : A → S and ψ2 : B → S, with ψ1 being Σ-inverting.
Let I˜ be the ideal of (A ∗K B)Σ˜
−1 generated by the image of I. By [21, Proposition
4.3], we have ((A∗KB)Σ˜
−1)/I˜ ∼= CΣ
−1
and thus combining with the above isomorphism
we get
CΣ
−1 ∼= ((A ∗K B)Σ˜
−1)/I˜ ∼= (AΣ−1 ∗K B)/I,
as desired. 
Lemma 2.9. For p ∈ P, q ∈ L(p) and f ∈ Σ(p) we have
(2.20) e(p, q)f−1 = (f ′0)
−1we(p, q) = e(p, q)(f ′0)
−1w,
and
(2.21) αp,qf
−1 = f−1αp,q + f
−1(f ′0)
−1gwe(p, q),
where w is a monomial in {αp,q′ | q
′ 6= q}, and f ′0 ∈ L[αp,q′ : q
′ 6= q] ∩ Σ(p), and
g ∈ L[αp,q′].
Proof. Write
f = f0 + αp,qf1 + · · ·+ α
m
p,qfm,
where fs ∈ L[αpq′ : q
′ 6= q]. Then e(p, q)f = f0e(p, q) by relations (2.3) and (2.4). Now
write
f0 = wf
′
0
with w a monomial in {αp,q′ : q
′ 6= q} and f ′0 ∈ Σ(p) ∩ L[αp,q′ : q
′ 6= q]. Then we get
that f0 is left invertible in e(p)QK(P)e(p), because (f ′0)
−1wf0 = e(p). Thus
e(p, q)f−1 = (f ′0)
−1we(p, q),
as desired. Also (f ′0)
−1we(p, q) = e(p, q)(f ′0)
−1w because of (2.4) and (2.15).
Now, observe that, since αp,qfi = fiαp,q for all i, we have
αp,qf − fαp,q = (f1 + αp,qf2 + · · ·+ α
m−1
p,q fm)e(p, q)
so that, multiplying this relation on the left and on the right by f−1 and using (2.20),
we get equation (2.21) with g = −f1 − αp,qf2 − · · · − α
m−1
p,q fm. 
Observe that Proposition 2.8 says that QK(P) can be obtained as follows. First
consider the commutative L-algebra
A2 =
∏
p∈P
e(p)L[αp,q : q ∈ L(p)]Σ(p)
−1,
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then we adjoin to A2 the family of orthogonal idempotents {e(p, q) : q ∈ L(p), p ∈ P},
with e(p, q)e(p) = e(p, q) = e(p)e(p, q), and elements {αp,q : p ∈ P, q ∈ L(p)}, and
impose relations (2.3), (2.4) and (2.13), to obtain a new algebra A3. Note that
A3 =
∏
p∈P
e(p)A3e(p).
Finally the algebra QK(P) is obtained by adjoining to A3 generators βp,q, βp,q for q ∈
L(p), subject to relations (2.8), (2.9), (2.10) and (2.14).
Lemma 2.10. With the above notation we have
(1) e(p)A3βp,q ⊆
∑
f∈Σ(p)
∑∞
i=0 f
−1αip,qβp,qL.
(2) βp,qA3e(p) ⊆
∑∞
i=0 Lβp,qα
i
p,q.
(3) βp,qA3βp,q ⊆ Le(q).
(4) βp,qA3βp,q′ = 0 for q 6= q
′.
Proof. (1) Write T(p,q) :=
∑
f∈Σ(p)
∑∞
i=0 f
−1αip,qβp,qL. It suffices to check that αp,q′T(p,q) ⊆
T(p,q) and e(p, q
′)T(p,q) ⊆ T(p,q) and αp,q′T(p,q) ⊆ T(p,q). The first relation follows from
(2.9). The containment
e(p, q′)(
∞∑
i=0
αip,qβp,qL) ⊆
∞∑
i=0
αip,qβp,qL
follows from (2.3), (2.4) and (2.10). It follows from this containment and from (2.20)
that, to show that e(p, q′)T(p,q) ⊆ T(p,q), it suffices to check that
wβp,qL ⊆ βp,qL,
where w is a monomial in αp,q′′, (q
′′ ∈ L(p)). Observe that relation (2.9) implies that
αp,qℓβp,qj = βp,qjt
−1
σj(ℓ)
for j 6= ℓ, and that αp,qβp,q = 0. We have therefore shown that
e(p, q′)T(p,q) ⊆ T(p,q). Now it follows from (2.21) and the above that αp,q′T(p,q) ⊆ T(p,q),
completing the proof of (1).
(2) This follows by “conjugating” the above relations and the following identity, for
f ∈ Σ(p), which comes from (2.20) and (2.16), (2.17), (2.18):
βp,qjf
−1 = βp,qje(p, qj)f
−1 = βp,qj(f
′
0)
−1we(p, qj) = (σ
p(f ′0)(tσj(ℓ)))
−1w(t−1
σj(ℓ)
)βp,qj ,
where w is a monomial in {αp,qℓ : ℓ 6= j}, and f
′
0 ∈ L[αp,qℓ : ℓ 6= j] ∩ Σ(p), and
σp(f ′0)(tσj(ℓ)) ∈ L is the polynomial obtained by applying σ
p to all the coefficients of f ′0
and replacing αp,qℓ with tσj(ℓ), for ℓ 6= j.
(3) and (4) follow from (2) and relations (2.14), (2.9). 
Let m = za11 · · · z
ak
k be a commutative monomial in z
±
1 , . . . , z
±
k , so that ai ∈ Z. Assume
that p ∈ P and that L(p) = {q1, . . . , qk}. Then we denote by m(αp,q1, . . . , αp,qk) the
element of QK(P) given by formally substituting z
ai
i by α
ai
p,qi
if ai > 0, by (αp,qi)
−ai
if ai < 0 and by e(p) if ai = 0. We say that m(αp,q1, . . . , αp,qk) is a monomial in
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αp,q1, . . . , αp,qk, αp,q1, . . . , αp,qk . Observe that it does not depend on the way we order
the elements q1, . . . , qk.
Let T := T (P) be the quiver associated to the poset P, see Definition 2.1. A path in
T (P) is a sequence (p1, . . . , pu) of elements in P such that pi+1 ∈ L(pi) for all i.
Lemma 2.11. Every element in QK(P) can be written as a finite sum of elements of
the form:
(f1)
−1αm1p1,p2βp1,p2 · · · (fu−1)
−1αmu−1pu−1,puβpu−1,pum(αpu,q1, . . . , αpu,qk)(fu)
−1(*)
· βpu+1,puα
mu
pu+1,pu
βpu+2,pu+1 · · ·βpu+v+1,pu+vα
mu+v
pu+v+1,pu+v
,
with fi ∈ Σ(pi) for i = 1, . . . , u, pi+1 ∈ L(pi) for all i = 1, . . . , u−1 and pu+i ∈ L(pu+i+1)
for all i = 1, . . . , v. Moreover m(αpu,q1, . . . , αpu,qk) is a monomial in αpu,q1, . . . , αpu,qk , αpu,q1,
. . . , αpu,qk , where L(pu) = {q1, . . . , qk}. We have
(2.22) QK(P) =
⊕
(γ1,γ2)∈T 2:r(γ1)=r(γ2)
QK(P)(γ1,γ2),
where QK(P)(γ1,γ2) is the L-vector space generated by all terms (*) with γ1 = (p1, . . . , pu)
and γ2 = (pu+v+1, . . . , pu).
Remark 2.12. Observe that if we have finitely many elements in QK(P)(γ1,γ2), we can
express them as a finite sum of terms of the form (*) where the sequence (f1, . . . , fu−1)
is the same in all the terms. This can be done by taking common denominators, starting
with the corresponding polynomials in Σ(p1), and then using relations (2.9) to re-write
all the terms with a common f1. Now take common denominators for the polynomials
from Σ(p2) appearing in the new terms, and re-write again. After u − 1 steps all the
terms have the same sequence (f1, . . . , fu−1). We will refer to this process as “taking
common denominators”.
Proof of Lemma 2.11 The fact that QK(P) =
∑
(γ1,γ2)∈T 2:r(γ1)=r(γ2)
QK(P)(γ1,γ2) follows
from Lemma 2.10. (Observe that the idempotents e(p, q) can be replaced with βp,qβp,q.)
We have to prove that this is a direct sum. First we claim that the set QK(P)(p,p) of
L-linear combinations of terms of the form m(αp,q1, . . . , αp,qk)f
−1, where f ∈ Σ(p), and
m is a monomial in αp,q1, . . . , αp,qk , has trivial intersection with the ideal J of QK(P)
generated by e(q1), . . . , e(qk). Indeed the canonical projection QK(P) → QK(P)/J in-
duces an isomorphism (e(p) + J)(QK(P)/J)(e(p) + J) ∼= e(p)L(z1, . . . , zk). The field
L(z1, . . . , zk) is the directed union of the sets Lf of elements of the form (
∑s
i=1 λimi)f
−1,
where λi ∈ L, mi are (commutative) monomials in z
±
1 , . . . , z
±
k and f ∈ L[z1, . . . , zk] with
v(f) = 0. The L-linear map e(p)L(z1, . . . , zk)→ e(p)QK(P)e(p) given by
e(p)mf−1 7→ m(αp,q1, . . . , αp,qk)f(αp,q1, . . . , αp,qk)
−1
is well-defined due to the relations (2.5) and αp,qiαp,qi = e(p) for all i. This map provides
a set theoretical section of the projection e(p)QK(P)e(p) → L(z1, . . . , zk). This shows
our claim.
THE REGULAR ALGEBRA OF A POSET 15
Given a nonzero element x in QK(P)(γ,γ′), with γ, γ′ ∈ T (A) and r(γ) = r(γ′), written
as a finite sum of elements of the form (*), we can take common denominators (Remark
2.12) and assume that every summand of the form (*) has exactly the same sequence
(f1, . . . , fu−1). Let M1 be the highest power of αp1,p2 appearing in x, that is, such that
αM1p1,p2f1x 6= 0. Then
0 6= βp1,p2α
M1
p1,p2
f1x ∈ QK(P)(γ2,γ′),
where γ2 = (p2, . . . , pu). Proceeding in this way we see that there is
z1 = βpu−1,puα
Mu−1
p1,p2
fu−1 · · ·βp1,p2α
M1
p1,p2
f1
and
z2 = α
Mu+v
pu+v+1,pu+v
βpu+v+1,pu+v · · ·α
Mu
pu+1,pu
βpu+1,pu
such that z1xz2 ∈ QK(P)(pu,pu) \ {0}.
Consider the following partial order on the set of pairs Γ := {(γ, γ′) ∈ T 2 : r(γ) =
r(γ′)}: say that (γ1, γ
′
1)  (γ2, γ
′
2) iff γ2 = γ1γ3 and γ
′
2 = γ
′
1γ
′
3 for some paths γ3, γ
′
3 in T .
In order to show that the sum in (2.22) is a direct sum, suppose that
∑s
i=1 x(γi,γ′i) = 0,
with (γi, γ
′
i) distinct elements of Γ and x(γi,γ′i) ∈ QK(P)(γi,γ′i) \ {0} for all i. We can
assume that (γ1, γ
′
1) is maximal with respect to  (amongst the pairs (γi, γ
′
i)).
Set p = r(γ1) = r(γ
′
1). Let z1 and z2 be the elements of QK(P) corresponding to
x(γ1,γ′1), constructed above, so that z1x(γ1,γ′1)z2 ∈ QK(P)(p,p) \ {0}. Observe that, by
maximality of (γ1, γ
′
1), we have that z1QK(P)(γi,γ′i)z2 = 0 unless (γi, γ
′
i)  (γ1, γ
′
1). We
conclude that
s∑
i=2
z1QK(P)(γi,γ′i)z2 ⊆ J,
where J is the ideal of QK(P) generated by e(q1), . . . , e(qk), with L(p) = {q1, . . . , qk}.
We get
0 6= z1x(γ1,γ′1)z2 = −
s∑
i=2
z1x(γi,γ′i)z2 ∈ QK(P)(p,p) ∩ J = 0,
which is a contradiction. 
The method of proof of the above proposition gives the following nice technical lemma,
which will be used to prove injectivity of some maps defined from QK(P) to other K-
algebras. For x ∈ QK(P), write x =
∑
x(γ1,γ2) ∈
⊕
r(γ1)=r(γ2)
QK(P)(γ1,γ2), see Lemma
2.11. Then the support of x is the set of pairs (γ1, γ2) such that x(γ1,γ2) 6= 0.
Lemma 2.13. Assume that x is a nonzero element in QK(M(P)). Then there exist
p ∈ P and z1, z2 ∈ QK(P) such that z1xz2 has the trivial pair of paths (p, p) in the
support, and all the other elements in the support of z1xz2 are of the form (γ1, γ2),
where γ1 and γ2 are paths in T starting in p and ending in a common vertex.
Proof. Consider the partial order  of the proof of Proposition 2.11 on the support of
x. Let (γ1, γ2) be a maximal element of the support of x with respect to this partial
order, and set p = r(γ1) = r(γ2). Let z1 and z2 be the elements of QK(P) corresponding
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to x(γ1,γ2), constructed as in the proof of Lemma 2.11. Then z1xz2 has the desired
properties. 
In order to show the coherence of our construction (in particular to show that e(p) 6= 0
for every p ∈ P), we will introduce a canonical faithful representation of the algebras
QK(P). Observe that for the simple case where P = {p0, p1} with p0 < p1 our repre-
sentation of QK(P) is basically the canonical representation as Toeplitz operators on
L[z].
For a lower subset A of P, we will consider the idempotent e(A) =
∑
q∈A e(q) ∈ QK(P).
Theorem 2.14. The algebra QK(P) acts faithfully as K-linear maps on a L-vector
space
V (P) =
⊕
p∈P
VP(p),
where e(p) is the identity on V (p) and 0 on V (q) for q 6= p. If A is a lower subset of P
then we have a canonical isomorphism ψA : QK(A) −→ e(A)QK(P)e(A), and V (A) =
⊕p∈AVP(p). Moreover (v)ψA(x) = (v)x for all x ∈ QK(A) and all v ∈ V (A).
Proof. We will define a right action of QK(M) asK-linear endomorphisms on a L-vector
space.
We proceed to build the L-vector spaces by induction. Set P0 := Min(P), the set of
minimal elements of P. If P0, . . . ,Pi have been defined, set Pi+1 = Min(P \ ∪ij=0P
j).
Obviously P = ∪ri=0P
i for some r, and L(p) ⊆ ∪ij=0P
j for p ∈ Pi+1. Note that the sets
∪ij=0P
j are lower subsets of P.
For p ∈ P0, set V (p) = L. The action of e(p)QK(P0)e(p) = L on V (p) = L is given
by multiplication.
Now assume that the L-vector spaces V (p) have been constructed for all p ∈ Pj ,
0 ≤ j ≤ i, and that a representation τi : QK(∪
i
j=0P
j) → ⊕p∈∪ij=0PjV (p) satisfying the
required conditions has been defined. Let p ∈ Pi+1 and write L(p) = {q1, . . . , qk}.
Observe that V (qj) has been defined. Now put
V (p) =
k⊕
j=0
V (qj)⊗L Lj ,
where Lj := L(z1, . . . , zj−1, zj+1, . . . , zk)[zj ]. Now the action of αp,qℓ on V (qj) ⊗L Lj is
given by multiplication by zℓ, that is
(vj ⊗ λj)τi+1(αp,qℓ) = vj ⊗ λjzℓ
for vj ∈ V (qj) and λj ∈ Lj . The action of αp,qℓ on V (qj)⊗L Lj , with j 6= ℓ, is given by
(vj ⊗ λj)τi+1(αp,qℓ) = vj ⊗ λjz
−1
ℓ .
The action of αp,qℓ on V (qℓ)⊗ Lℓ is given as follows:
(vℓ ⊗ (f0 + f1zℓ + · · ·+ fv(zℓ)
v))τi+1(αp,qℓ) = vℓ ⊗ (f1 + · · ·+ fv(zℓ)
v−1),
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where fb ∈ L(z1, . . . , zℓ−1, zℓ+1, . . . , zk). Write Kj = L(z1, . . . , zj−1, zj+1, . . . , zk). Note
that e(p, qj) = e(p)− αp,qjαp,qj projects V (p) onto V (qj)⊗L Kj . Thus define τi+1(βp,qj)
as 0 on (⊕q∈∪i+1j=0Pj
V (q))(1 − e(p, qj)), and as the isomorphism from V (qj) ⊗L Kj onto
V (qj) given by the composition
(2.23) V (qj)⊗L L(z1, . . . , zj−1, zj+1, . . . , zk)
1⊗σj
−−−→ V (qj)⊗L L
∼=
−−−→ V (qj),
where σj is the isomorphism given by (zℓ)σ
j = tσj(ℓ) and (tu)σ
j = tu+k−1. The action of
βp,qj is now determined by the rules (2.14).
It is straightforward to show that τi+1 preserves the defining relations for the algebra
AΣ−11 (see Definition 2.1). We have to check that τi+1(f) is an invertible endomorphism
of V (p) for each f ∈ Σ(p). Let us fix j with 1 ≤ j ≤ k, and write
f = f0(αp,q) + αp,qjf1(αp,q) + · · ·+ (αp,qj)
ufu(αp,q),
where fb ∈ L[z1, . . . , zj−1, zj+1, . . . , zk]. Let g 7→ g denote the involution on Kj which is
the identity on L, and sends zℓ to z
−1
ℓ for ℓ 6= j. Let φj ∈ EndKj(Lj) denote the map
defined by
(f0 + f1zj + · · ·+ fvz
v
j )φj = f1 + · · ·+ fvz
v−1
j ,
for fb ∈ Kj . Then τi+1(f) acts on V (qj)⊗L Lj by
(vj ⊗ λj)τi+1(f) = vj ⊗ [λjf 0 + (λjf 1)φj + · · ·+ (λjfu)φ
u
j ].
Since f 0 + f1zj + · · ·+ fuz
u
j ∈ Kj[zj ] has constant term f 0 6= 0 (because f ∈ Σ(p)), it
is invertible in Kj [[zj ]]. Let
G =
∞∑
a=0
gaz
a
j ∈ Kj [[zj ]]
be the inverse of f 0 + f 1zj + · · ·+ fuz
u
j . Then it is readily seen that
∑∞
a=0 gaφ
a
j defines
an endomorphism on V (qj) ⊗L Lj which is the inverse of the restriction of τi+1(f) to
V (qj) ⊗L Lj . This shows that τi+1(f) is an invertible endomorphism of V (p), as thus
we obtain a representation τi+1 : QK(∪
i+1
j=0P
j)→ EndK(⊕p∈∪i+1j=0Pj
V (p)). This completes
the induction step.
In this way, we obtain a representation τ = τP : QK(P) → EndK(V (P)). Observe
that, if A is a lower subset of P, then V (A) = ⊕p∈AVP(p) and τA(x) = τP(ψA(x))|V (A),
where ψA : QK(A)→ e(A)QK(P)e(A) is the canonical map.
Now we are going to show that the representation τ is faithful. Assume that x is a
nonzero element of QK(P). By Lemma 2.13, there are z1, z2 in QK(P) such that z1xz2
has a nonzero coefficient in QK(P)(p,p) for some p ∈ P, and all other nonzero coefficients
of z1xz2 belong to
∑
QK(P)(γ1,γ2), where in the above sum (γ1, γ2) ranges on all pairs of
non-trivial paths starting in p and ending in a common vertex. There are f1, f2 ∈ Σ(p)
such that f1(z1xz2)f2 can be written as y1 + y2 with y1 =
∑s
i=1 λimi ∈ QK(P)(p,p) \ {0}
and y2 =
∑np
u=1
∑Mu
w=0 α
w
p,qu
βp,quyuw for some yuw ∈ QK(P).
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It is enough to show that τ(f1z1xz2f2) 6= 0. Take a natural number N such that N
is bigger than M1 and such that N − ni(1) ≥ 0 for all i, where ni(1) is the exponent of
z1 in the monomial mi(z). For a nonzero v ∈ V (q1), we consider the element v ⊗ z
N
1 in
V (q1)⊗L L1, and we compute
(v ⊗ zN1 )τ(f1z1xz2f2) = (v ⊗ z
N
1 )τ(y1) + (v ⊗ z
N
1 )τ(y2) = v ⊗ (
s∑
i=1
λiz
N
1 mi(z)) 6= 0.
This shows that τ is faithful.
If A is a lower subset of P, then the map ψA : QK(A)→ e(A)QK(P)e(A) is surjective
by Lemma 2.11. Since τA(x) = τP(ψA(x))|V (A) for x ∈ QK(A), and τA is faithful, we
conclude that ψA is injective, and thus ψA is an isomorphism. 
The distributive lattice L(P) of lower subsets of P, which agrees with the lattice L(M)
of order-ideals of M = M(P), can be seen now as a sublattice of L(QK(P)).
Proposition 2.15. Let M be a finitely generated primitive monoid such that all primes
of M are free. Let A ∈ L(P(M)) be a lower subset of P(M) and consider the idempotent
e(A) =
∑
q∈A e(q) ∈ QK(P). Then the following properties hold:
(1) Let I(A) be the ideal of QK(P) generated by e(A). Then
I(A) =
⊕
(γ1,γ2)∈T 2:r(γ1)=r(γ2)∈A
QK(P)(γ1,γ2).
(2) The assignment
A 7→ I(A)
defines an injective lattice homomorphism from L(P) into L(QK(P)).
Proof. (1) This is clear from Lemma 2.11.
(2) It is clear from (1) that the map L(P)→ L(QK(P)) is injective. Observe that
I(A) = ⊕a∈AQa,
where Qa =
⊕
(γ1,γ2)∈T 2:r(γ1)=r(γ2)=a
QK(P)(γ1,γ2). It follows that I(A)+I(B) = I(A∪B)
and I(A) ∩ I(B) = I(A ∩B). Thus the above map is a lattice homomorphism. 
Remark 2.16. It follows from Theorem 2.3 and Propositions 1.1 and 1.2 that the map
L(P)→ L(QK(P)) of Corollary 2.15(2) is indeed a lattice isomorphism.
Remark 2.17. If A is a lower subset of P, then QK(M(P))/I(A) is not in general
isomorphic with QK(M(P \ A)). However the structure of QK(M(P))/I(A) is clear
from the presentation given in Definition 2.1. Indeed the generators and relations for
QK(M(P))/I(A) are the same as in 2.1 for all the primes p ∈ P\A such that L(p)∩A = ∅,
and if p ∈ P \ A and L(p) ∩ A 6= ∅, then one has to add additional relations e(p, q) =
βp,q = 0 for q ∈ L(p) ∩ A. Of course we can omit in the presentation all idempotents
e(p) with p ∈ A, because these idempotents are 0 in QK(M(P))/I(A).
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3. Pullbacks
In this section we develop part of the machinery used in the proof of our main result,
concerning pullbacks of von Neumann regular rings. It is important to have in mind
that, although a pullback of regular rings is always regular, the corresponding diagram
at the level of monoids of f.g. projectives might not be a pullback in the category of
monoids. We give necessary and sufficient conditions in order for this property to hold
in K-theoretic terms.
Proposition 3.1. Let Q1 and Q2 be two von Neumann regular (resp. exchange) rings
and let πi : Qi → R be surjective homomorphisms. Consider the pullback
P
ρ1
−−−→ Q1
ρ2
y yπ1
Q2
π2−−−→ R
in the category of rings. Then R and P are von Neumann regular (resp. exchange)
rings. If Q1 and Q2 are (strongly) separative then R and P are (strongly) separative
too.
Proof. Since Q1 is a von Neumann regular (resp. exchange) ring and π1 is surjective, R
is von Neumann regular (resp. exchange) ([24, Lemma 1.3], [30, Proposition 1.4]). Let
Ii ✁Qi be the kernel of πi, i = 1, 2. We have a commutative diagram with exact rows
0 −−−→ I2 −−−→ P
ρ1
−−−→ Q1 −−−→ 0
=
y ρ2y yπ1
0 −−−→ I2 −−−→ Q2
π2−−−→ R −−−→ 0
Assume that Q1 and Q2 are von Neumann regular. Then I2 and Q1 are von Neumann
regular, and it follows from [24, Lemma 1.3] that P is also von Neumann regular. If
Q1 and Q2 are exchange rings then I2 and Q1 are also exchange rings (see [5, Theorem
2.2]), and idempotents of Q1 can be lifted to idempotents of P , because, being Q2 an
exchange ring, idempotents in R can be lifted to idempotents in Q2. It follows from [5,
Theorem 2.2] that P is an exchange ring.
If Q1 and Q2 are (strongly) separative then R is (strongly) separative because it is
a factor ring of a (strongly) separative exchange ring. Also [11, Theorem 4.5] ([11,
Theorem 5.2]) shows that P is (strongly) separative. 
Let Q1, . . . , Qk be rings, and let πi : Qi → R be surjective homomorphisms. Let
ρi : P → Qi be the limit (pullback) of the morphisms πi : Qi → R. We have k index maps
∂i : K1(R)→ K0(Ii) for i = 1, . . . , k, where Ii is the kernel of πi. If e = (e1, . . . , ek) is an
idempotent in P , then we get corresponding maps ∂i : K1(πi(ei)Rπi(ei)) → K0(eiIiei).
These maps fit into an exact sequence
K1(eiQiei)
(πi)∗
−−−→ K1(πi(ei)Rπi(ei))
∂i−−−→ K0(eiIiei) −−−→ K0(eiQiei).
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We are now ready to state the main result of this section. Note that the K-theoretic
part of the result below might be considered as a nonstable version of [29, Theorem 3.3].
Theorem 3.2. Let Q1, . . . , Qk be (strongly) separative von Neumann regular (resp.
exchange) rings, and let πi : Qi → R be surjective homomorphisms. Let ρi : P → Qi be
the limit (pullback) of the morphisms πi : Qi → R. Then P is a (strongly) separative
von Neumann regular (resp. exchange) ring, and the maps V(ρi) : V(P ) → V(Qi) are
the limit of the family of maps V(πi) : V(Qi)→ V(R) in the category of monoids if and
only if for each idempotent e = (e1, . . . , ek) in P , we have that for every i = 1, . . . , k,
(3.1) K1(πi(ei)Rπi(ei)) = (πi)∗(K1(eiQiei)) +
(⋂
j 6=i
(πj)∗(K1(ejQjej))
)
.
It is enough to check the above condition for some generator e = (e1, . . . , ek) of each
finitely generated trace ideal of P .
Proof. The first part follows easily by induction from Proposition 3.1.
Assume now that Q1, . . . , Qk are just exchange rings. (The separativity will be
used later in the proof.) Let τi : M → V(Qi) be the limit of the family of maps
V(πi) : V(Qi)→ V(R) in the category of monoids. Recall that
M = {(x1, . . . , xn) ∈
∏
V(Qi) : V(πi)(xi) = V(πj)(xj), for all i, j}.
Obviously we have a unique monoid homomorphism ρ : V(P ) → M such that τi ◦ ρ =
V(ρi) for all i. We show that the map ρ is always surjective. (We don’t need the
extra condition in the statement to prove this. Indeed, by the results in [29, §2], the
surjectivity holds even without the hypothesis that the rings Qi are exchange rings.)
Let P ′ be the limit of the family of maps πi : Qi → R, for 1 ≤ i ≤ k − 1, and let M
′
be the limit of the family V(πi) : V(Qi) → V(R), 1 ≤ i ≤ k − 1. Let ρ
′ : V(P ′) → M ′
be the canonical map. Assume that ([e1], [e2], . . . , [ek]) is an element in M , with ei ∈
Idem(Mn(Qi)) for some n ≥ 1. By induction, there is f ∈ Mm(P
′), for some m ≥ n
such that
ρ′([f ]) = ([e1], . . . , [ek−1]) ∈M
′.
Replacing each ei with ei ⊕ 0m−n, we can assume that all ei ∈ Mm(Qi) for all i.
Observe that
πk(ek) ∼ π1(f1) = · · · = πk−1(fk−1),
where f = (f1, . . . , fk−1). By [5, Lemma 3.1(a)], there exists an idempotent q inMm(Qk)
such that q ∼ ek − e
′
k for some idempotent e
′
k ∈ ekMm(Ik)ek, and πk(q) = π1(f1).
Consider the idempotent
e = (f1 ⊕ 0, . . . , fk−1 ⊕ 0, q ⊕ e
′
k) ∈
∏
M2m(Qi).
Then π1(f1 ⊕ 0) = · · · = πk−1(fk−1 ⊕ 0) = πk(q ⊕ e
′
k) so that e ∈ M2m(P ) and clearly
ρ([e]) = ([e1], . . . , [ek]), showing that ρ is surjective.
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Assume first that the maps V(ρi) : V(P ) → V(Qi) are the limit of the family of
maps V(πi) : V(Qi) → V(R) in the category of monoids, and let us show (3.1). This
implication does not use separativity.
Assume that [u] ∈ K1(R), with u ∈ GLn(R) for some n ≥ 1. Then ∂1([u]) =
[1 − yx]− [1 − xy], where x, y ∈ Mn(Q1) and x = xyx, y = yxy, and π1(x) = u. (Such
a lifting of u exists by [5, Lemma 2.1].) Put e1 = yx and e
′
1 = xy. Then we have
π1(e1) = π1(e
′
1) = 1n. Consider the idempotents (e1, 1n, . . . , 1n) and (e
′
1, 1n, . . . , 1n) in
Mn(P ), where 1n is the identity matrix of size n× n. Clearly
ρ([(e1, 1n, . . . , 1n)]) = ρ([(e
′
1, 1n, . . . , 1n)]) ∈M .
Since ρ is an isomorphism, we get (e1, 1n, . . . , 1n) ∼ (e
′
1, 1n, . . . , 1n) in Mn(P ). We get
elements
(y1, z2, . . . , zk) ∈ (e1, 1n, . . . , 1n)P (e
′
1, 1n, . . . , 1n)
and
(x1, t2, . . . , tk) ∈ (e
′
1, 1n, . . . , 1n)P (e1, 1n, . . . , 1n)
such that
(y1, z2, . . . , zk)(x1, t2, . . . , tk) = (e1, 1n, . . . , 1n)
and
(x1, t2, . . . , tk)(y1, z2, . . . , zk) = (e
′
1, 1n, . . . , 1n).
So we get that ti ∈ GLn(Qi) and π1(x1) = πi(ti) for all i ≥ 2, so that
[π1(x1)] ∈
⋂
i 6=1
(πi)∗(K1(Qi)).
Furthermore
∂1([π1(x1)]) = [1− y1x1]− [1− x1y1] = [1− e1]− [1− e
′
1] = ∂1([u]).
By exactness of the K-theory sequence, we get that [u] − [π1(x1)] ∈ (π1)∗(K1(Q1)), so
that [u] ∈ (π1)∗(K1(Q1)) +
⋂
i 6=1(πi)∗(K1(Qi)). This shows that
K1(R) = (π1)∗(K1(Q1)) +
⋂
i 6=1
(πi)∗(K1(Qi)).
If e = (e1, . . . , ek) is an idempotent in P then the maps ρi| : ePe → eiQiei give the
limit of the family of maps πi| : eiQiei → πi(ei)Rπi(ei), and the maps V(ρi|) : V(ePe)→
V(eiQiei) give the limit of the family V(πi|) : V(eiQiei)→ V(πi(ei)Rπi(ei)) in the cate-
gory of monoids. (Observe that, if e is an idempotent in a general ring T , then we can
identify V(eTe) with the order-ideal V(TeT ) of V(T ) consisting of classes [g] ∈ V(R)
such that g ∈M∞(TeT ); see [9, proof of Lemma 7.3].) By the above argument, we get
(3.1).
Now assume that (3.1) holds for every idempotent e = (e1, . . . , ek) in P and every
index i. Assume that Q1, . . . , Qk are separative exchange rings. Since ρ : V(P ) → M
is always surjective, we only have to show that it is injective. Let (e1, . . . , ek) and
(e′1, . . . , e
′
k) be idempotents in Mn(P ) for some n ≥ 1 such that ei ∼ e
′
i in Mn(Qi) for all
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i. By using standard arguments, and passing to matrices of bigger size, we can assume
that ek = uke
′
ku
−1
k , where uk ∈ Em(Qk), the group of elementary matrices of size m×m
for some m ≥ n, see [34, 1.2.1, 2.1.3]. Now since all elementary matrices lift, there is
ui ∈ Em(Qi) such that πi(ui) = πk(uk), so that u := (u1, . . . , uk−1, uk) ∈ GLm(P ) and
u(e′1, . . . , e
′
k)u
−1 = (e′′1, . . . , e
′′
k−1, ek), so we can assume that ek = e
′
k.
Thus assume we have two idempotents (e1, . . . , ek−1, ek) and (e
′
1, . . . , e
′
k−1, ek) inMn(P )
such that ei ∼ e
′
i in Mn(Qi) for i = 1, . . . , k − 1. We have πi(ei) = πk(ek) = πj(e
′
j)
for all i, j. Replacing each ring T in the diagram with Mn(T ), we can assume that
n = 1. (The validity of (3.1) for idempotents in Mn(P ) is indeed justified by the
last sentence in the statement: the trace ideal of P generated by an idempotent E in
Mn(P ) is generated by a single idempotent of P , see the last paragraph in the proof.)
By using induction, we can write (e1, . . . , ek−1) = xy and (e
′
1, . . . , e
′
k−1) = yx with
x ∈ (e1, . . . , ek−1)P
′(e′1, . . . , e
′
k−1) and y ∈ (e
′
1, . . . , e
′
k−1)P
′(e1, . . . , ek−1), where P
′ is the
limit of the family of maps πi : Qi → R, 1 ≤ i ≤ k − 1. We have
π1(x1)π1(y1) = π1(e1) = π1(e
′
1) = π1(y1)π1(x1) ,
so that π1(x1) = πi(xi) ∈ GL1(π1(e1)Rπ1(e1)), for 1 ≤ i ≤ k−1, and π1(y1) = π1(x1)
−1.
Take zi, ti ∈ eiQiei, 1 ≤ i ≤ k − 1, such that zi = zitizi and ti = tiziti, with πi(zi) =
πi(xi), so that πi(ti) = πi(yi). Set z = (z1, . . . , zk−1) and t = (t1, . . . , tk−1), and note
that z, t ∈ fP ′f , where f = (e1, . . . , ek−1). Put f
′ = (e′1, . . . , e
′
k−1) ∈ P
′. Write h := zt
and h′ := tz. Then h, h′ ∈ fP ′f and
(f, ek) = (h, ek) + (f − h, 0)
with f − h ∈
∏k−1
i=1 Ii. On the other hand,
(f ′, ek) = (yhx, ek) + (f
′ − yhx, 0),
and clearly (f −h, 0) ∼ (f ′− yhx, 0) in P , so it suffices to check that (h, ek) ∼ (yhx, ek)
in P . Let π′ : P ′ → R be the canonical map. Since π′(yz) = π′(tx) = πk(ek), we get
(yhx, ek) = (yz, ek)(h
′, ek)(tx, ek)
so that (yhx, ek) ∼ (h
′, ek) in P .
Therefore we only have to show that (h, ek) ∼ (h
′, ek) in P . By applying our hypoth-
esis (with the idempotent (h, ek)), we can write [π
′(z)] = α + β in K1(π
′(h)Rπ′(h)),
where α ∈ (πk)∗(K1(ekQkek)) and β ∈
⋂k−1
i=1 (πi)∗(K1(hiQihi)).
By [12], we can choose v inGL1(ekQkek) such that (πk)∗([v]) = α, so that [π
′(z)πk(v)
−1] =
β. Since ∂i(β) = 0 for 1 ≤ i ≤ k − 1, it follows from [31, Theorem 2.4] that there exists
a unit u ∈ GL1(hP
′h) such that π′(u) = π′(z)πk(v)
−1, so that (u−1z, v) ∈ P and
(u−1z, v)(h′, ek)(tu, v
−1) = (u−1zh′tu, vekv
−1) = (u−1hu, ek) = (h, ek)
and
(tu, v−1)(h, ek)(u
−1z, v) = (h′, ek)
and we get that (h′, ek) ∼ (h, ek) in P , as desired.
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The last sentence in the statement of the theorem follows from Morita invariance of
K1. Observe that, being P an exchange ring, the finitely generated trace ideals of P
are the ideals generated by finitely many idempotents (cf. [9, page 377]) and so, by [12,
Lemma 2.1], they are the ideals generated by a single idempotent. 
Example 3.3. To illustrate Theorem 3.2 in the context of our construction, we check
that the conditions in the theorem are satisfied for the pullback diagram (2.19) in
Example 2.5. We may assume that (e1, e2) = (1Q1, 1Q2). We have that (π1)∗(K1(Q1)) =
(K(t2, t3, . . . , ))[t1](t1) and (π2)∗(K1(Q2)) = (K(t1, t3, . . . , ))[t2](t2), so that
K1(L) = L
× = (π1)∗(K1(Q1)) + (π2)∗(K1(Q2)),
as desired. Since Q1 and Q2 are strongly separative von Neumann regular rings (see [7,
4.3]), we conclude from Theorem 3.2 that QK(P) is a strongly separative von Neumann
regular ring and that V(QK(P)) ∼= 〈p, a, b | p = p+ a = p+ b〉 (cf. Proposition 4.6).
4. Pushouts
In this section we discuss some constructions of monoids and rings associated to a
certain class of pushouts of monoids. The section also includes some needed computation
on pullbacks (Proposition 4.6). We refer the reader to [23, Chapter 8] for the general
theory of free products with amalgams of semigroups.
Lemma 4.1. Let M and N be two conical monoids. Let I be an order-ideal of M which
is isomorphic with an order-ideal of N , through an isomorphism ϕ : I → ϕ(I)✁N . Let
P be the monoid M ×N/ ∼ where ∼ is the congruence on M ×N generated by all pairs
((s, 0), (0, ϕ(s))) for s ∈ I. Then we have a pushout diagram
I −−−→ M
ϕ
y yι1
N
ι2−−−→ P
where ι1 : M → P is the map ι1(x) = [(x, 0)] and ι2 : N → P is the map ι2(y) = [(0, y)].
The maps ι1 and ι2 are injective and I
′ := ι1(I) = ι2(ϕ(I)) is an order-ideal of P such
that P/I ′ ∼= M/I ×N/ϕ(I). Moreover, if there exist injective monoid homomorphisms
θ1 : M → Q and θ2 : N → Q into a conical refinement monoid Q such that θ1|I = θ2 ◦ ϕ
and θ1(M) ∩ θ2(N) = θ1(I) = θ2(ϕ(I)), and θ1(M) and θ2(N) are order-ideals of Q,
then there is an embedding ι : P → Q such that θi = ι ◦ ιi for i = 1, 2.
Proof. It is clear that the diagram is a pushout diagram. We will show that the map ι1
is injective. The proof for ι2 is similar. If (s1, 0) ∼ (s2, 0), then there are sequences xi, yi,
with yi ∈ I, such that s1 = x1+y1, y1 = x2+y2 and for all i, x2i−1+x2i = x2i+1+y2i+1,
and y2i + y2i+1 = x2i+2 + y2i+2, such that
(s1, 0) = (x1 + y1, 0) ∼ (x1, ϕ(y1)) = (x1, ϕ(x2 + y2)) ∼ (x1 + x2, ϕ(y2))
= (x3 + y3, ϕ(y2)) ∼ · · · ∼ (s2, 0).
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Since M is conical there is n such that y2n = 0 and s2 = x2n−1 + x2n. We thus get
s2 = x2n−1 + x2n = x2n−1 + y2n−2 + y2n−1 = · · · = x1 + y1 = s1.
In general note that (s, 0) ∼ (x, y), where s ∈ M and x ∈ M and y ∈ N , implies
y = ϕ(x′) for some x′ ∈ I such that x+ x′ = s, so we get that M and I are order-ideals
of P .
Since P is the pushout of the diagram, we clearly have a map γ′ : P → M/I ×
N/ϕ(I), defined by γ([(x, y)]) = ([x], [y]). Clearly this map factors through a map
γ : P/I ′ → M/I×N/ϕ(I). The inverse of this map is provided by the well-defined map
τ : M/I ×N/ϕ(I)→ P/I ′, given by τ([x], [y]) = [(x, y)] ∈ P/I ′.
Finally, assume that there exist injective monoid homomorphisms θ1 : M → Q and
θ2 : N → Q into a conical refinement monoid Q such that θ1|I = θ2 ◦ ϕ and θ1(M) ∩
θ2(N) = θ1(I) = θ2(ϕ(I)), and θ1(M) and θ2(N) are order-ideals of Q. By the pushout
property there is a monoid homomorphism ι : P → Q such that θi = ι◦ ιi for i = 1, 2. It
remains to show that ι is injective. So assume that for [(x1, y1)], [(x2, y2)] ∈ P we have
θ1(x1) + θ2(y1) = θ1(x2) + θ2(y2). Applying refinement in Q we get θ1(x1) = z1 + z2
and θ2(y1) = t1 + t2 such that z1 + t1 = θ1(x2) and z2 + t2 = θ2(y2). Since θ1(M) is an
order-ideal in Q, we get z1, z2 ∈ θ1(M), and similarly t1, t2 ∈ θ2(N). So we can write
zi = θ1(vi) and ti = θ2(wi), where vi ∈ M and wi ∈ N . Since θi are injective we get
x1 = v1 + v2 and y1 = w1 + w2. Now θ1(v2) ∈ θ1(M) ∩ θ2(N) = θ1(I), so we get v2 ∈ I.
Similarly we get w1 ∈ ϕ(I) and also x2 = v1 + ϕ
−1(w1) and y2 = ϕ(v2) + w2. We have
[(x1, y1)] = [(v1 + v2, w1 + w2)] = [(v1 + ϕ
−1(w1), ϕ(v2) + w2)] = [(x2, y2)].
This shows that ι is injective, as desired. 
We now study the notion of a crowned pushout, that we will need in our main
construction.
Let P be a conical monoid. Suppose that P contains order-ideals I and I ′, with
I ∩ I ′ = 0, such that there is an isomorphism ϕ : I → I ′. We have a diagram
I
=
−−−→ I
ϕ
y yι1
I ′
ι2−−−→ P
which is not commutative.
The crowned pushout Q of (P, I, I ′, ϕ) is by definition the coequalizer of the maps
ι1 : I → P and ι2 ◦ ϕ : I → P , so that there is a map f : P → Q with f(ι1(x)) =
f(ι2(ϕ(x))) for all x ∈ I and given any other map g : P → Q
′ such that g(ι1(x)) =
g(ι2(ϕ(x))) for all x ∈ I, we have that g factors uniquely through f .
In the situation of Lemma 4.1, the pushout can be obtained as the crowned pushout
of (M ×N, I × 0, 0× ϕ(I), ϕ).
Proposition 4.2. Let P be a conical refinement monoid. Suppose that P contains
order-ideals I and I ′, with I ∩ I ′ = 0, such that there is an isomorphism ϕ : I → I ′. Let
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Q be the crowned pushout of (P, I, I ′, ϕ). Then Q is the monoid P/ ∼ where ∼ is the
congruence on P generated by x + i ∼ x + ϕ(i) for i ∈ I and x ∈ P . Moreover Q is a
conical refinement monoid, and Q contains an order-ideal Z, isomorphic with I, such
that the projection map π : P → Q induces an isomorphism P/(I + I ′) ∼= Q/Z.
Proof. It is clear that the canonical projection π : P → P/ ∼ is the coequalizer of the
maps ι1 and ι2 ◦ ϕ.
It is straightforward to show that ∼ is a refining relation on P , that is, if α ∼ x1+x2,
then we can write α = α1+ α2 with αi ∼ xi. Since P is a refinement monoid, it follows
that Q is a refinement monoid too. Clearly Q is conical.
Note that I + I ′ ∼= I × I ′, because P is a conical refinement monoid. By Lemma 4.1,
the pushout Z of I ← I → I ′ is obtained as I× I ′/ ∼′, where ∼′ is the restriction of the
congruence ∼ to I × I ′ ∼= I + I ′. It follows easily that Z is an order-ideal of Q := P/ ∼.
By Lemma 4.1, the map I → Z is an isomorphism.
Since the projection map P → P/(I + I ′) clearly equalizes the maps ι1 : I → P and
ι2 ◦ ϕ : I → P , we get a unique factorization P → Q→ P/(I + I
′). We get therefore a
factorization of the identity map
P/(I + I ′)→ Q/Z → P/(I + I ′).
Since the map P/(I + I ′)→ Q/Z is surjective we get that the map
P/(I + I ′) −→ Q/Z
is an isomorphism. 
Lemma 4.3. ([14, Lemma 6.3]) Let I be an order-ideal of a primitive monoid M .
Then M/I is also a primitive monoid and the canonical map π : M → M/I induces a
✁-isomorphism from P(M) \ P(I) onto P(M/I).
The following result determines the structure of the crowned pushout for a primitive
monoid.
Lemma 4.4. Let P be a primitive monoid. Suppose that P contains order-ideals I and
I ′, with I ∩ I ′ = 0, such that there is an isomorphism ϕ : I → I ′. Let Q be the crowned
pushout of (P, I, I ′, ϕ). Then Q is a primitive monoid with P(Q) = P(P ) \ P(I ′), with
the order relation induced by the order relation in P(P ) and the additional relations
p < q whenever p ∈ P(I), q ∈ P(P ) \ (P(I) ⊔ P(I ′)) and ϕ(p) < q in P(P ). Moreover,
for p ∈ P(Q), we have that p is free in Q if and only if p is free in P .
Proof. By Proposition 4.2, Q contains an order-ideal Z, isomorphic with I, such that
Q/Z ∼= P/(I + I ′). Moreover Q is a conical refinement monoid. To show that Q is
antisymmetric, we define for p ∈ P(P ) \ P(I ′), some maps φQp : Q → Z
∞ = Z+ ∪ {∞},
by
φQp ([x]) =
{
φPp (x) if p ∈ P(P ) \ (P(I) ⊔ P(I
′)),
φPp (x) + φ
P
ϕ(p)(x) if p ∈ P(I)
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Here φPp (x) = sup{n ∈ Z : np ≤ x} are the functions associated to the primitive
monoid P , see (1.1). It is easy to show from the definition of the relation ∼ that the
maps φQp are well-defined, and that they define an injective monoid homomorphism
φQ : Q→
∏
p∈P(P )\P(I ′) Z
∞, from which it follows that Q is antisymmetric. Thus we get
that Q is a primitive monoid.
By Lemma 4.3, we have
P(Q) \ P(Z) = P(Q/Z) = P(P/(I + I ′)) = P(P ) \ (P(I) ⊔ P(I ′)),
and so P(Q) = P(Z) ⊔ (P(P ) \ (P (I) ⊔ P(I ′))) = P(P ) \ P(I ′), and clearly the function
φQ defined above is the canonical function associated to the primitive monoid Q. The
rest of the proof follows from this. 
Now we will describe a construction with von Neumann regular rings which produces
the effect of the crowned pushout of Proposition 4.2 at the level of monoids of projectives.
Moreover we have a great deal of control on the ring so produced.
We will need the theory of Morita-equivalence for rings with local units. We refer the
reader to [4] for basic information on this theory (see also [1] and [22]). Recall that R is
a ring with local units if every finite subset of R is contained in a ring of the form eRe,
where e = e2 ∈ R. Every von Neumann regular ring is a ring with local units, by [4,
Example 1]. When working with modules over rings with local units, one assume that
these modules are unitary. For instance if M is a right module over R, this means that
M =MR. Equivalently for every finite number of elements x1, . . . , xn in M there is an
idempotent e in R such that xie = xi for all i.
Let I and I ′ be two rings with local units. We say that I and I ′ are Morita-equivalent
in case there are (unitary) bimodules IN I′ and I′M I and bimodule isomorphisms N ⊗I′
M → I and M ⊗I N → I
′ satisfying the following associativity laws: (nm)n′ = n(mn′)
and (mn)m′ = m(nm′), for all n, n′ ∈ N and m,m′ ∈M .
Proposition 4.5. Let R be a (non-necessarily unital) von Neumann regular ring with
ideals I and I ′ such that I ∩ I ′ = 0, and suppose that I and I ′ are Morita equivalent.
Then there is a von Neumann regular ring U with an ideal J such that the following
holds:
(1) There exists an injective ring homomorphism α : R→ U such that α(I) ⊆ J and
α(I ′) ⊆ J . If R is unital, then U is unital and α is a unital map.
(2) The map V(α) : V(R)→ V(U) restricts to an isomorphism from V(I) onto V(J),
and it also restricts to an isomorphism from V(I ′) onto V(J).
(3) Let ϕ : V(I)→ V(I ′) ⊆ V(R) be the isomorphism defined by
ϕ := (V(α)|V(I′))
−1 ◦ (V(α)|V(I)).
Then V(α) : V(R) → V(U) is the coequalizer of the following (non-commutative) dia-
gram:
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(4.1)
V(I)
=
−−−→ V(I)
ϕ
y y
V(I ′) −−−→ V(R)
Proof. (1) Let IN I′ and I′M I be (unitary) bimodules implementing a Morita equivalence
between I and I ′, so that there are bimodule isomorphisms N⊗I′M → I andM⊗IN →
I ′ satisfying the associativity laws (nm)n′ = n(mn′) and (mn)m′ = m(nm′), for all
n, n′ ∈ N and m,m′ ∈M .
The following diagram is a pullback:
R
π1−−−→ R/I
π2
y yπ4
R/I ′
π3−−−→ R/(I + I ′)
.
Consider the ring U whose elements are matrices
X =
(
r1 + I
′ n
m r2 + I
)
such that π3(r1 + I
′) = π4(r2 + I), where r1 + I
′ ∈ R/I ′ and r2 + I ∈ R/I, and n ∈ N
and m ∈ M . Since the diagram above is a pullback, we see that for a matrix X as
above, there is a unique r ∈ R such that r1+ I
′ = π2(r) and r2+ I = π1(r), which gives
another way of describing the elements of U . Set J =
(
I N
M I ′
)
, which is an ideal of
U . The map α : R → U is defined by α(r) = diag(π2(r), π1(r)) ∈ U . Clearly U and α
are unital if so is R.
It is easy to check that J has local units. Since J is Morita-equivalent to I (and to I ′)
and has local units, it follows from [4, Proposition 3.1] that J is von Neumann regular.
Since J and U/J ∼= R/I ′ × R/I are von Neumann regular, it follows from [24, Lemma
1.3] that U is von Neumann regular.
(2) Observe that α(I) =
(
I 0
0 0
)
, and similarly α(I ′) =
(
0 0
0 I ′
)
. Since J is Morita-
equivalent to both I and I ′, we conclude that the maps V(α)|V(I) and V(α)|V(I′) are both
isomorphisms onto V(J), see [26, Corollary 5.6].
(3) The coequalizer of the maps in the diagram (4.1) is constructed in Proposition
4.2 as V(R)/ ∼ where ∼ is the congruence on V(R) generated by x + i ∼ x + ϕ(i) for
every x ∈ V(R) and i ∈ V(I). Clearly there exists a unique monoid homomorphism
ρ : V(R)/ ∼ −→ V(U) such that ρ([x]) = V(α)(x) for every x ∈ V(R), where [x] denotes
the equivalence class of x ∈ V(R) in V(R)/ ∼. We have to show that the map ρ is an
isomorphism.
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Since our construction is compatible with the passage to matrices of arbitrary size, we
can restrict our considerations to idempotents in R and U . The following observation
will be crucial for our proof:
Given a finite number of elements x1, . . . , xn, y1, . . . , ym ∈ J and given any ”diagonal”
idempotent e =
(
e1 + I
′ 0
0 e2 + I
)
∈ U such that exi = xi for all i and yje = yj for all
j, there exist idempotents g1 ∈ I and g2 ∈ I
′ such that g :=
(
g1 0
0 g2
)
∈ J satisfies
g ≤ e and gxi = xi for all i and yjg = yj for all j.
This observation is easily proved taking into account that the sets of idempotents in
I and I ′ are directed, and the facts that N = IN = NI ′ and M = I ′M = MI.
Let us show first that ρ is surjective. Let e be an idempotent in U . Since U/J ∼=
R/(I + I ′), there is an idempotent f ∈ R such that α(f) + J = e + J . From [24,
Proposition 2.19] we get orthogonal decompositions e = e1+ e2 and α(f) = f1+f2 such
that e1 ∼ f1 and e2, f2 ∈ J . Since V(α)|V(I) is an isomorphism from V(I) onto V(J), we
see that it is enough to show that V(f1) ∈ V(α)(V(R)). (Here V(f1) denotes the class
of f1 in V(U).) By the above observation we can find idempotents g1 ∈ I and g2 ∈ I
′
such that g :=
(
g1 0
0 g2
)
∈ J satisfies g ≤ α(f) and f2 ≤ g. Now we have an orthogonal
decomposition
f1 = (α(f)− g) + (g − f2)
with α(f)− g ∈ α(R) and g − f2 ∈ J . Consequently, both V(α(f)− g) and V(g − f2)
belong to the image of V(α), and we get
V(e) = V(e1)+V(e2) = V(f1)+V(e2) = V(α(f)− g)+V(g− f2)+V(e2) ∈ V(α)(V(R)),
as required.
Finally we prove the injectivity of ρ. Assume that e and f are idempotents in R such
that V(α(e)) = V(α(f)) in V(U). There are x ∈ α(e)Uα(f) and y ∈ α(f)Uα(e) such
that xy = α(e) and yx = α(f). Write x =
(
r1 + I
′ n1
m1 r1 + I
)
and y =
(
r2 + I
′ n2
m2 r2 + I
)
,
where r1, r2 ∈ R and ni ∈ N and mi ∈ M for i = 1, 2. Applying the observation above
to x1 =
(
0 n1
m1 0
)
and y1 =
(
0 n2
m2 0
)
, and to the idempotent α(e), we get idempo-
tents g1 ∈ I and g2 ∈ I
′ such that g :=
(
g1 0
0 g2
)
∈ J satisfies g ≤ e and moreover
gx1 = x1 and y1g = y1. But now α(e) = g + (α(e)− g) and α(f) = ygx+ y(α(e)− g)x,
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with ygx ∼ g in J and
y(α(e)− g)x =
(
(r2 + I
′)(e− g1 + I
′) 0
0 (r2 + I)(e− g2 + I)
)
·
(
(e− g1 + I
′)(r1 + I
′) 0
0 (e− g2 + I)(r1 + I)
)
is equivalent to α(e)−g in α(R). Note that also ygx ∈ J . Thus it remains to show that if
diag(e1, f1) ∼ diag(e2, f2) in J , then [V(e1)+V(f1)] = [V(e2)+V(f2)] in V(R)/ ∼. Using
refinement (in J) we get orthogonal decompositions e1 = h1+ h2 and f1 = h
′
1+ h
′
2 such
that diag(h1, h
′
1) ∼ diag(e2, 0) and diag(h2, h
′
2) ∼ diag(0, f2). So we have in V(R)/ ∼
[V(e1) + V(f1)] = [V(h1) + V(h2) + V(h
′
1) + V(h
′
2)]
= [V(h1) + ϕ(V(h2)) + V(h
′
1) + V(h
′
2)]
= [V(h1) + ϕ
−1(V(h′1)) + ϕ(V(h2)) + V(h
′
2)]
= [V(e2) + V(f2)].
This completes the proof of the proposition.

As an easy example to illustrate Proposition 4.5, we consider the case R = I ⊕ I ′
with I ∼= I ′ ∼= K as rings. Then the ring U produced in the proof of 4.5 is just the ring
U = M2(K) of 2 × 2 matrices over K, and the map α : R → U is just the embedding
along the diagonal.
We will also need a description of certain pullbacks of primitive monoids
Proposition 4.6. Let M1 and M2 be primitive monoids. Let Ni be an order-ideal in
Mi such that M1/N1 ∼= M2/N2 ∼= S and let P be the pullback of M1 −→ S ←− M2.
Assume that p ✁ q for all p ∈ P(Ni) and all q ∈ P(Mi) \ P(Ni), i = 1, 2. Then the
pullback P is also a primitive monoid and P has an order-ideal N ∼= N1×N2 such that
P/N ∼= S. Moreover one has P(P ) = P(S) ⊔ P(N1) ⊔ P(N2), with the order relation ✁
given by the relations ✁ of each monoid S, N1 and N2, and the further relations p✁ q
for all p ∈ P(N1) ⊔ P(N2) and q ∈ P(S).
Proof. By Lemma 4.3, S is a primitive monoid and P(S) is✁-isomorphic to P(Mi)\P(Ni)
for i = 1, 2. Let Q be the primitive monoid determined by the set of primes P(Q) =
P(S) ⊔ P(N1) ⊔ P(N2), with the relations inherited by each monoid and p ✁ q for all
p ∈ P(N1) ⊔ P(N2) and q ∈ P(S). The result that P ∼= Q follows easily from the
existence of the commutative diagram
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0 0y y
N1
=
−−−→ N1y y
0 −−−→ N2 −−−→ Q −−−→ M1 −−−→ 0
=
y y y
0 −−−→ N2 −−−→ M2 −−−→ S −−−→ 0y y
0 0
where here a short exact sequence such as 0→ N → M → T → 0 means that N is an
order-ideal of M such that M/N ∼= T . 
5. The building blocks
In this section we recall some notation and results from [7] and [8] that we will need in
the proof of our main result. For the sake of clarity, we will give a direct proof (modulo
some basic results in [7] and [8]) of the result which we need in the present paper.
In the following, K will denote a field and E = (E0, E1, r, s) a finite quiver (oriented
graph). Here s(e) is the source vertex of the arrow e, and r(e) is the range vertex of e.
A path in E is either an ordered sequence of arrows α = e1 · · · en with r(et) = s(et+1)
for 1 6 t < n, or a path of length 0 corresponding to a vertex v ∈ E0. The paths v are
called trivial paths, and we have r(v) = s(v) = v. A non-trivial path α = e1 · · · en has
length n and we define s(α) = s(e1) and r(α) = r(en). We will denote the length of a
path α by |α|, the set of all paths of length n by En, and the set of all paths by E∗.
We define a relation ≥ on E0 by setting v ≥ w if there is a path µ ∈ E∗ with s(µ) = v
and r(µ) = w. A subset H of E0 is called hereditary if v ≥ w and v ∈ H imply w ∈ H .
A set is saturated if every vertex which feeds into H and only into H is again in H , that
is, if s−1(v) 6= ∅ and r(s−1(v)) ⊆ H imply v ∈ H .
In this paper we will only need a special case of the general construction. For any
positive integer r ≥ 0, we consider the graph Er consisting of r + 1 vertices v0, . . . , vr
and for each 1 ≤ i ≤ r, two arrows ai, bi such that s(ai) = r(ai) = s(bi) = vi and
r(bi) = vi−1. A picture of E3 is shown in Figure 3. Observe that (E
0
r ,≤) is a chain of
length r. The monoidM(Er) of [13] agrees with the the monoidM(E
0
r ) associated with
the poset E0r .
Observe that there is a unique maximal chain of hereditary saturated subsets of E0r
Hr : {v0} ⊂ {v0, v1} ⊂ · · · ⊂ E
0
r .
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v3

// v2

// v1

// v0
Figure 3. The quiver E3.
Let us recall the construction from [7] of the regular algebra QK(E) of a quiver E.
Unfortunately the arrows are taken in the present paper in the reverse sense as in [7].
So we recall the basic features of the regular algebra QK(E) in terms of the notation
used here. The algebra QK(E) fits into the following commutative diagram of injective
algebra morphisms:
K |E
0| −−−→ PK(E)
ιΣ−−−→ P ratK (E) −−−→ PK((E))y ιΣ1y ιΣ1y ιΣ1y
PK(E) −−−→ LK(E)
ιΣ−−−→ QK(E) −−−→ UK(E)
Here PK(E) is the path K-algebra of E, E denotes the inverse quiver of E, that is,
the quiver obtained by changing the orientation of all the arrows in E, PK((E)) is the
algebra of formal power series on E, and P ratK (E) is the algebra of rational series, which
is by definition the division closure of PK(E) in P ((E)) (which agrees with the rational
closure [7, Observation 1.18]). The maps ιΣ and ιΣ1 indicate universal localizations with
respect to the sets Σ and Σ1 respectively. Here Σ is the set of all square matrices over
PK(E) that are sent to invertible matrices by the augmentation map ǫ : PK(E)→ K
|E0|.
By [7, Theorem 1.20], the algebra P ratK (E) coincides with the universal localization
PK(E)Σ
−1. For v ∈ E0 with s−1(v) 6= ∅, write s−1(v) = {ev1, . . . , e
v
nv
}. The set Σ1 =
{µv | v ∈ E
0, s−1(v) 6= ∅} is the set of morphisms between finitely generated projective
left PK(E)-modules defined by
µv : PK(E)v −→
nv⊕
i=1
PK(E)r(e
v
i )
r 7−→
(
rev1, . . . , re
v
nv
)
for any v ∈ E0 such that s−1(v) 6= ∅. By a slight abuse of notation, we use also µv
to denote the corresponding maps between finitely generated projective left P ratK (E)-
modules and PK((E))-modules respectively.
The following relations hold in QK(E):
(1) vv′ = δv,v′v for all v, v
′ ∈ E0.
(2) s(e)e = er(e) = e for all e ∈ E1.
(3) r(e)e = es(e) = e for all e ∈ E1.
(4) ee′ = δe,e′r(e) for all e, e
′ ∈ E1.
(5) v =
∑
{e∈E1|s(e)=v} ee for every v ∈ E
0 that emits edges.
The Leavitt path algebra LK(E) = PK(E)Σ
−1
1 is the algebra generated by {v | v ∈
E0} ∪ {e, e | e ∈ E1} subject to the relations (1)–(5) above. By [7, Theorem 4.2], the
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algebra QK(E) is a von Neumann regular hereditary ring and QK(E) = PK(E)(Σ ∪
Σ1)
−1. Here the set Σ can be clearly replaced with the set of all square matrices of the
form In + B with B ∈ Mn(PK(E)) satisfying ǫ(B) = 0, for all n ≥ 1, since the map
ǫ : PK(E) → K
|E0| is a split surjection. The graph monoid M(E) of E is defined as
the quotient monoid of F = FE, the free abelian monoid with basis E
0, modulo the
congruence generated by the relations
v =
∑
{e∈E1|s(e)=v}
r(e)
for every vertex v ∈ E0 such that s−1(v) 6= ∅. It was proved in [13, Theorem 3.5] that
the natural map M(E) → V(LK(E)) is an isomorphism, and in [7, Theorem 4.2] that
the map V(LK(E))→ V(QK(E)) induced by the inclusion LK(E)→ QK(E) is also an
isomorphism.
The structure of the lattice of ideals of QK(E) can be neatly computed from the
graph. Let H be a hereditary saturated subset of E0. Define the graph E/H by
(E/H)0 = E0 \ H and (E/H)1 = {e ∈ E1 : r(e) /∈ H}, with the functions r and s
inherited from E. We also define EH as the restriction of the graph E to H , that is
(EH)
0 = H and (EH)
1 = {e ∈ E1 : s(e) ∈ H}. For Y ⊆ E0 set pY =
∑
v∈Y v.
Proposition 5.1. (a) The ideals of QK(E) are in one-to-one correspondence with the
order-ideals of M(E) and consequently with the hereditary and saturated subsets of E.
(b) If H is a hereditary saturated subset of E, then QK(E)/IK(H) ∼= QK(E/H),
where IK(H) is the ideal of QK(E) generated by the idempotent pH =
∑
v∈H v.
(c) Let H be a hereditary subset of E0. Then the following properties hold:
(1) PK(EH) = pHPK(E) = pHPK(E)pH ,
(2) PK((EH)) = pHPK((E)) = pHPK((E))pH ,
(3) P ratK (EH) = pHP
rat
K (E) = pHP
rat
K (E)pH ,
(4) QK(EH) ∼= pHQK(E)pH .
Proof. (a) By [7, Theorem 4.2] we have a monoid isomorphism V(QK(E)) ∼= M(E).
Since QK(E) is von Neumann regular, we have a lattice isomorphism L(QK(E)) ∼=
L(M(E)), see Proposition 1.1. Now by [13, Proposition 5.2] there is a lattice isomor-
phism L(M(E)) ∼= H, where H is the lattice of hereditary saturated subsets of E0.
(b), (c) See [8]. 
We are ready to define the basic building blocks to apply the diagram constructions.
Definition 5.2. Let Kr : K0 ⊆ K1 ⊆ · · · ⊆ Kr be a chain of fields. Let Er be the
quiver defined above and let Hr : H0 = {v0} ⊂ H1 = {v0, v1} ⊂ · · · ⊂ Hr = E
0
r
be the unique maximal chain of hereditary saturated subsets of E0r . Build rings Ri
i = 0, 1, . . . , r inductively as follows:
(1) R0 = QKr(EH0)
∼= Kr.
(2) Ri = QKr−i(EHi) +QKr−i(EHi)pHi−1Ri−1pHi−1QKr−i(EHi) for 1 ≤ i ≤ r.
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Each Ri is a unital Kr−i-algebra with unit pHi and we have QKr−i(EHi) ⊆ Ri ⊆
QKr(EHi) = pHiQKr(Er)pHi ⊆ QKr(Er). Put QKr(Er;Hr) = Rr.
Theorem 5.3. With the above notation, we have that QKr(Er;Hr) is a von Neumann
regular ring and the natural map M(Er)→ V(QKr(Er;Hr)) is an isomorphism.
Proof. We proceed by induction on r. For r = 0, we have QK0(E0;H0)
∼= K0 so the
result trivially holds.
Assume that r > 0 and that the result holds for r − 1. Let Ir−1 be the ideal of
QKr(Er;Hr) generated by pHr−1 =
∑r−1
i=0 vi. By Proposition 5.1(b), we have
(5.1) QKr(Er;Hr)/Ir−1
∼= QK0(Er/Hr−1)
∼= K0(z),
the rational function field in one variable over the field K0. Thus QKr(Er;Hr)/Ir−1 is
von Neumann regular and V(QKr(Er;Hr)/Ir−1) ∼= Z
+.
On the other hand we have ([8])
pHr−1QKr(Er;Hr)pHr−1
∼= QKr−1(EHr−1;Hr−1),
where
Kr−1 : K1 ⊆ K2 ⊆ · · · ⊆ Kr
and
Hr−1 : H0 ⊂ H1 ⊂ · · · ⊂ Hr−1.
Thus, by induction hypothesis, pHr−1QKr(Er;Hr)pHr−1 is von Neumann regular and
the natural map M(Er−1) → V(pHr−1QKr(Er;Hr)pHr−1) is an isomorphism. Now we
want to check that Ir−1 has local units. Note that
Ir−1 = (QK0(Er)pHr−1)(pHr−1Rr−1pHr−1)(pHr−1QK0(Er)).
Given x ∈ Ir−1, we can write
x =
n∑
i=1
aizibi, with ai ∈ QK0(Er)pHr−1, zi ∈ pHr−1Rr−1pHr−1 and bi ∈ pHr−1QK0(Er).
Since QK0(Er)pHr−1QK0(Er) is von Neumann regular ([7, Theorem 4.2]), it has local
units (see, e.g. [4, Example 1]) so there is an idempotent e ∈ QK0(Er)pHr−1QK0(Er) ⊆ I
such that eai = ai and bi = bie for all i. It follows that ex = x = xe, as desired.
Since Ir−1 has local units and Ir−1 is Morita equivalent to the regular ring
pHr−1QKr(Er;Hr)pHr−1, it follows from [4, Proposition 3.1] that Ir−1 is von Neumann
regular. By using this and (5.1), it follows from [24, Lemma 1.3] that QKr(Er;Hr)
is von Neumann regular. Moreover since it is an extension of two strongly separative
regular rings, we get that QKr(Er;Hr) is also strongly separative ([11, Theorem 5.2]).
Observe that by the Morita invariance of the functor V(−) (see [26, Corollary 5.6])
it follows that the natural map M(Er−1)→ V(Ir−1) is an isomorphism.
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We now want to compute the monoid V(QKr(Er;Hr)). Write Q := QKr(Er;Hr). We
have algebra embeddings QK0(Er) → Q → QKr(Er) which induce monoid homomor-
phisms
M(Er) ∼= V(QK0(Er))→ V(Q)→ V(QKr(Er))
∼= M(Er).
Observe that the composition above is the identity, so it follows that the map
V(QK0(Er))→ V(Q)
is injective. In order to see that it is surjective we have to prove that every idempotent
in Q is equivalent to a direct sum of basic idempotents in E0r . Take an idempotent e
in Q. If e ∈ Ir−1 then the result follows from the isomorphism M(Er−1) ∼= V(Ir−1).
If e /∈ Ir−1, then [e + Ir−1] = [1] by (5.1), and thus we get e ⊕ f1 ∼ 1 ⊕ f2 for some
idempotents f1, f2 ∈ Ir−1. Now since 1⊕ f ∼ 1 for every idempotent f ∈ Ir−1, we get
e⊕ f1 ∼ 1⊕ f2 ∼ 1 ∼ 1⊕ f1,
so that e⊕ f1 ∼ 1⊕ f1. Since f1 ≤ 1 and Q is strongly separative we get that e ∼ 1, as
desired.
We conclude that the natural mapM(Er)→ V(Q) is an isomorphism, as wanted. 
6. The proof of the main Theorem
This section is devoted to the proof of our main result, Theorem 2.3. Let M be a
finitely generated primitive monoid with all primes free, and let P = P(M) be the poset
of primes of M . The proof of Theorem 2.3 is naturally divided into two big steps, as
follows:
Step 1: For a maximal element p of P, the poset P ↓ p = {q ∈ P : q ≤ p} has
p as a greatest element, and we build in Proposition 6.1 a poset F(p), with greatest
element p, such that, for each t ∈ F(p), the interval [t, p] is a chain, together with an
order-preserving surjective map Ψp : F(p)→ P ↓ p. The poset F(p) is built up from the
different maximal chains of P ↓p, and Proposition 4.6 tells us that M(P ↓ p) =M(P) | p
is built up from the corresponding monoids M(S) by a finite sequence of pullback
diagrams. Finally to each maximal chain S we associate a basic building block Q(S) of
the sort considered in Section 5, in such a way that, using Theorem 3.2, we are able to
prove that the same sequence of pullback diagrams applied now to the K-algebras Q(S)
leads us to the algebra QK(F(p)) of the poset F(p) (Definition 2.1), so that Theorem 2.3
is proved for the posets F(p). This is achieved in Theorem 6.3. This step uses Sections
2, 3 and 5, as well as Proposition 4.6.
Step 2: Let Ψp : F(p) → P ↓ p be the map of posets described in Step 1. This map
can be extended to a surjective monoid homomorphism Ψp : M(F(p))→ M(P) | p. We
show in Proposition 6.5 that M(P) | p is obtained from M(F(p)) by a finite sequence
of crowned pushouts of the form considered in Lemma 4.4. Moreover M(P) is also
obtained from
∏
p∈Max(P)M(P) | p by a sequence of crowned pushouts as in 4.4. Now
Proposition 4.5 gives a way to construct, from a given von Neumann regular ring R
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such that V(R) ∼= M , and from a suitable crowned pushout M ′ of M , a von Neumann
regular ring U such that V(U) ∼= M ′. Since we already know that Theorem 2.3 holds for
the posets F(p) (Step 1), the result in the general case follows by an inductive argument
from Proposition 4.5, once we are able to identify (modulo Morita-equivalence) the
algebra U for R = QK(M), with the corresponding algebra QK(M
′), where M is one of
the monoids appearing in the sequence of crowned pushouts leading from the different
monoids M(F(p)), for p ∈ Max(P), to M(P), and M ′ is obtained from M by a crowned
pushout construction as shown in the proof of 6.5. This identification is done in Theorem
6.6. Step 2 uses Sections 2 and 4.
Let M be a finitely generated primitive monoid such that all the primes of M are
free. The height of a prime p ∈ P(M) is the length r of a maximal chain of primes
p0 < p1 < · · · < pr = p. The height of M is the maximum of the heights of its prime
elements. Similar definitions apply to (elements of) a finite poset.
We first state a purely order-theoretic result.
Proposition 6.1. Let P(p) be a finite poset with a greatest element p, and assume
that the height of p is r. Let S0(p) be the set of all maximal chains in P(p) of the
form p0 < p1 < · · · < ps = p, and let Ψ0 :
⊔
S∈S0(p) S → P(p) be the natural surjective
identification map. Then there is a sequence of sets S1(p),S2(p), . . . ,Sr(p) such that:
(i) Si(p) consists of partially ordered sets T with maximum element p such that for
each t ∈ T the set [t, p] = {x ∈ T : t ≤ x} is a chain. Moreover T contains a
chain pi < · · · < pr = p and every element in T not in this chain is below pi, that
is T = {x ∈ T : x < pi} ⊔ {pi, . . . , pr}.
(ii) For each i there is a surjective identification order-preserving map
Ψi :
⊔
S∈Si(p)
S → P(p).
(iii) Sr(p) is a singleton {F(p)}, so there is a surjective identification order-preserving
map
Ψr : F(p)→ P(p).
Proof. In order to make the process clear, we will start by constructing S1(p). Let us
define an equivalence relation on the set S0(p) by setting S ∼ S ′ iff either S = S ′
or S 6= S ′ and pi = p
′
i for i = 1, . . . , r. In the latter case, we are assuming that
both S and S ′ have maximal length r. Each chain in S0(p) of length < r forms a
singleton class with respect to ∼. Now S1(p) contains all the chains S in a singleton
class and one new partially ordered set for each equivalence class with more than one
element. We construct this element for a given class {S1, . . . , Sα}. Let p0,1, . . . , p0,α be
the minimal elements in each one of the chains S1, . . . , Sα, and let p1 < · · · < pr be the
common part of the chains. Then the set T corresponding to this class has elements
p0,1, . . . , p0,α, p1, . . . , pr and the order relation determined by p0,i < p1 < · · · < pr for all
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i. There is an obvious surjective identification order-preserving map
Ψ1 :
⊔
T∈S1(p)
T → P(p).
Now the construction of Si(p) from Si−1(p) is similar to the first step. By induction
hypothesis, the set Si−1(p) consists of partially ordered sets T with maximum element
p such that for each t ∈ T the set [t, p] = {x ∈ T : t ≤ x} is a chain. Moreover T
contains a chain pi−1 < pi < · · · < pr = p (with pℓ−1 ∈ L(P(p), pℓ) for ℓ = i, . . . , r) and
T = {x ∈ T : x < pi−1} ⊔ {pi−1, . . . , pr}. We also have surjective identification maps
Ψi−1 :
⊔
T∈Si−1(p)
T → P(p).
Now define an equivalence relation on Si−1(p) by T ∼ T ′ iff pj = p
′
j for j = i, i +
1, . . . , r, where T contains the chain pi−1 < pi < · · · < pr = p and T
′ contains the chain
p′i−1 < p
′
i < · · · < p
′
r = p, with pℓ−1 ∈ L(P(p), pℓ) and p
′
ℓ−1 ∈ L(P(p), p
′
ℓ) for ℓ = i, . . . , r.
The set Si(p) contains all the posets T in a singleton class of Si−1(p) and one new
partially ordered set for each equivalence class with more than one element. For a given
class {T1, . . . , Tk}, take
W = {pi, pi+1, . . . , pr} ⊔
k⊔
j=1
{t ∈ Tj : t < pi},
with the obvious order relation. The restriction of Ψi−1 to
⊔k
j=1 Tj factors through W ,
so we obtain a surjective order-preserving map Ψi :
⊔
W∈Si(p)W → P(p). For i = r, we
get a unique poset F(p). 
Note that the map Ψr : F(p) → P(p) is an isomorphism if and only if P(p) satisfies
that [t, p] is a chain for every t ∈ P(p). The first step of the proof of Theorem 2.3 consists
in showing it in the particular case where the poset P(M) has a maximum element p
and [t, p] is a chain for every t ∈ P(M) (Theorem 6.3).
For any positive integer r ≥ 1, we consider the graph Er consisting of r + 1 vertices
v0, . . . , vr and for each 1 ≤ i ≤ r, two arrows ai, bi such that s(ai) = r(ai) = s(bi) = vi
and r(bi) = vi−1. Let Mr be the graph monoid of Er. Then P(Mr) is a chain of
length r, that is, it consists of r + 1 primes p0, p1, . . . , pr corresponding to v0, v1, . . . , vr
respectively, such that
p0 < p1 < · · · < pr.
Now we consider a construction as in Section 5, with respect to the following data. Let
K(t1, t2, . . . ) be an infinite purely transcendental extension of a field K. Select positive
integers 1 ≤ k1 ≤ k2 ≤ · · · ≤ kr and set
Kr : K(tkr , tkr+1, . . . ) ⊆ K(tkr−1, tkr−1+1, . . . ) ⊆ · · · ⊆ K(t1, t2, . . . ) = L.
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We also consider the unique maximal chain of hereditary saturated subsets of E0r
Hr : {v0} ⊂ {v0, v1} ⊂ · · · ⊂ E
0
r .
By Theorem 5.3, the ring QKr(Er;Hr) is von Neumann regular and V(QKr(Er;Hr)) =
Mr. First of all we want to compare this construction with the construction in Definition
2.1. For this we consider a slight variation, denoted by Q(Mr, σ(k1, . . . , kr)), of the
definition in 2.1, where the K-endomorphisms σpi : L → L used in (2.8) are replaced
with the ones defined by the rule
σpi(tj) = tj+ki−ki−1.
Observe that Q(Mr, σ(k1, . . . , kr)) has the same essential properties as QK(Mr) (cf.
Section 2).
Proposition 6.2. With the above notation we have an isomorphism of K-algebras
γ : Q(Mr, σ(k1, k2, . . . , kr)) −→ QKr(Er;Hr)
such that γ(e(pi)) = vi for i ≥ 0, γ(αpi,pi−1) = ai, γ(βpi,pi−1) = bi and γ(e(pi)tj) =
vitj+ki−1 for i ≥ 1.
Proof. Write αi = αpi,pi−1 and βi = βpi,pi−1. Observe that Q(Mr, σ(k1, k2, . . . , kr)) =
A(Σ ∪ Σ1)
−1 (see Definition 2.1).
Define a K-algebra map γ˜ : A → QKr(Er;Hr) by the rules:
γ˜(e(pi)) = vi, γ˜(αi) = ai, γ˜(βi) = bi,
γ˜(e(pi, pi−1)) = bibi, and γ˜(e(pi)tj) = vitj+ki−1
Since relations (2.3), (2.8) and (2.10) are respected by γ˜, the map γ˜ is well-defined.
Clearly the map γ˜ is (Σ ∪ Σ1)-inverting, so that we have a well-defined K-algebra
morphism
γ : Q(Mr, σ(k1, . . . , kr))→ QKr(Er;Hr).
In order to show that γ is surjective, it is enough to show, in view of Definition
5.2, that QKr−i(EHi) ⊆ Im(γ). For this, we will define a map τi : QKr−i(EHi) →
Q(Mr, σ(k1, k2, . . . , kr)) such that γτi = idQKr−i(EHi ). Recall that the algebraQKr−i(EHi)
is the universal localization of the path algebra PKr−i(EHi) with respect to Σ(ǫi) ∪ Ξi,
where ǫi : PKr−i(EHi) → K
i+1
r−i is the augmentation map, and Ξi = {µvj : j = 1, . . . , i},
with
µvj : PKr−i(EHi)vj −→ PKr−i(EHi)vj ⊕ PKr−i(EHi)vj−1.
r 7−→ (raj , rbj)
Define a map τ˜ : PKr−i(EHi)→ (
∑i
j=0 e(pi))Q(Mr, σ(k1, . . . , kr))(
∑i
j=0 e(pi)) by the rule
τ˜(vj) = e(pj), τ˜(aj) = αj , τ˜ (bj) = βj, τ˜ (vjtℓ) = e(pj)tℓ−kj+1.
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The map is clearly Ξi-inverting. We have to show that τ˜ is Σ(ǫi)-inverting. Set P =
PKr−i(EHi), and take any matrix A ∈Mn(P ) such that ǫi(A) = 0. Observe that we can
write
A = Ai +Bi + Ai−1 +Bi−1 + · · ·+ A1 +B1,
with Aj ∈ vjMn(P )vj and Bj ∈ vjMn(P )(vj−1+ · · ·+ v0), and with ǫi(Aj) = ǫi(Bℓ) = 0
for all j, ℓ. Since
(In −A)
−1 = (In − Ai)
−1(In − Bi)
−1(In −Ai−1)
−1 · · · (In − A1)
−1(In − B1)
−1
in any ring in which all the terms in the RHS are invertible, it suffices to show that
the terms In − τ˜(Aj) and In − τ˜ (Bj) are invertible in Q(Mr, σ(k1, . . . , kr)) for all j ≤ i.
Since B2j = 0, the matrices In − Bj are obviously invertible. On the other hand, since,
for j ≥ 1, we have vjPvj ∼= Kr−i[z], we get that
det(In − τ˜(Aj)) = 1− fj(αj)
where fj ∈ L[z] satisfies fj(0) = 0. It follows that e(pj)− fj(αj) ∈ Σ(pj) ⊆ Σ (see (2.6)
and (2.7)) and thus In − τ˜(Aj) is invertible in Q(Mr, σ(k1, . . . , kr)) for all j. It follows
that there is a unique extension of τ˜ to a Kr−i-algebra map
τi : QKr−i(EHi) −→ (
i∑
j=0
e(pi))Q(Mr, σ(k1, . . . , kr))(
i∑
j=0
e(pi)).
Since the composition γτi is the identity on PKr−i(EHi), it must be the identity also on
QKr−i(EHi).
We have shown that the map γ is surjective. The injectivity of γ follows easily from
Lemma 2.13. 
We are now ready to show the following particular case of our main result:
Theorem 6.3. Let M be a finitely generated primitive monoid such that all its primes
are free. Assume that P(M) has a greatest element p and that [t, p] is a chain for every
t ∈ P(M). Then QK(M) = QK(P(M)) is a von Neumann regular ring and the natural
monoid homomorphism
ψ : M → V(QK(M))
is an isomorphism.
Proof. Write np := |L(P, p)| for p ∈ P := P(M). We will use the notation of propo-
sition 6.1. For each S ∈ S0(p) of the form S = {p0, p1, . . . , ps}, where p0 < p1 <
· · · < ps = p is a maximal chain in P, we consider the K-algebra Q(S) defined
by Q(S) = Q(M(S), σ(k1, . . . , ks)), where k1 = 1 and k2 = np1 , and in general
kj = kj−1 + npj−1 − 1, for j = 2, . . . , s. Indeed we will find more useful to use sim-
ply the notation Q(S) = Q(M(S), (1, np1, . . . , nps−1)) to denote this algebra. Recall
that in Q(S) the K-endomorphisms σp : L→ L used in relation (2.8) are given by
σp1(tℓ) = tℓ, σ
pj(tℓ) = tℓ+nj−1−1 (2 ≤ j ≤ s).
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We are going to give a corresponding definition of Q(T ) for every T ∈ Si(p). Take any
T ∈ Si(p). Then T is a subset of P of the form
T = {pi, pi+1, . . . , pr} ⊔ {q ∈ P : q < pi},
where pi < pi+1 < · · · < pr = p is a chain that cannot be refined. (This uses of course
our hypothesis that [t, p] is a chain for every t in P.) Define
Q(T ) = QK(M(T ), (1, npi+1, . . . , npr−1)),
where the K-algebra QK(M(T ), (1, npi+1, . . . , npr−1)) is the one defined in 2.1 with the
only difference that we use for σpi+1, σpi+2, . . . , σpr the K-endomorphisms of L defined
by:
(6.1) σpi+1(tℓ) = tℓ, σ
pj(tℓ) = tℓ+nj−1−1 (i+ 2 ≤ j ≤ r).
All the σq for q ≤ pi are the same as in the definition of QK(M(T )), and agree with the
ones used for these primes in the definition of QK(P(M)), i.e. σq(tℓ) = tℓ+nq−1 when
q ≤ pi.
We are going to prove by induction on i the following statement:
(Si) For every 0 ≤ i ≤ r and every T ∈ S
i(p), the K-algebra Q(T ) is von Neumann
regular and V(Q(T )) ∼= M(T ). In particular Q(T ) is a strongly separative von Neumann
regular ring.
For i = 0, this is given by Proposition 6.2. Assume that r ≥ i > 0 and that
statement (Si−1) holds. We are going to show (Si). Let {T1, . . . , Tk} be a non-trivial
class in Si−1(p), and let
qj < pi < pi+1 < · · · < pr = p
be the chain corresponding to Tj, for j = 1, . . . , k. In order to simplify notation, we will
denote nℓ = npℓ for i ≤ ℓ ≤ r, and similarly αij := αpi,qj , βij := βpi,qj , αℓ := αpℓ,pℓ−1,
βℓ := βpℓ,pℓ−1 for i+ 1 ≤ ℓ ≤ r. Let T ∈ S
i(p) be given by
T = {pi, pi+1, . . . , pr} ⊔
k⊔
j=1
{t ∈ Tj : t < pi}.
Observe that L(T, pi) = L(P, pi) = {q1, . . . , qk}, so that k = ni, and L(T, pu) = {pu−1}
for r ≥ u ≥ i+1. By Proposition 4.6, we see that M(T ) is the pullback of the family of
natural maps M(Tj)→ M(Λ), where Λ is the chain {pi, . . . , pr}. (In categorical terms,
the family of maps {M(T )→M(Tj) : j = 1, . . . , k}, defined by sending all q ∈ T , with
q ≤ qℓ for ℓ 6= j, to 0, are the limit of the family of maps {M(Tj)→ M(Λ) : j = 1, . . . , k}
in the category of monoids).
Set Q := Q(Λ, (ni + 1, ni+1, . . . , nr−1)). Let Ij be the ideal of Q(Tj) generated by
e(qj). Then there is a natural isomorphism π˜j : Q(Tj)/Ij → Q which is essentially the
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identity on generators involving pi+1, . . . , pr and which, in level i, acts as follows:
(6.2) π˜j(e(pi)tℓ) =
{
e(pi)tℓ if ℓ < j,
e(pi)tℓ+1 if ℓ ≥ j,
(6.3) π˜j(αij) = e(pi)tj.
Let πj : Q(Tj) −→ Q be the map defined by the composition of the canonical projection
Q(Tj) → Q(Tj)/Ij and the isomorphism π˜j . Then πj are surjective maps with kernel
Ij . Now, for 1 ≤ j ≤ k, consider the K-algebra morphism ρj : Q(T ) → Q(Tj) which
annihilates all e(qℓ) with ℓ 6= j, is defined as the identity in levels i+ 1, . . . , r and also
below qj, and on level i is defined as follows
(6.4) ρj(αiℓ) =
{
e(pi)tσj(ℓ) if ℓ 6= j,
αij if ℓ = j,
(6.5) ρj(βiℓ) =
{
0 if ℓ 6= j,
βij if ℓ = j,
(6.6) ρj(e(pi)tu) = e(pi)tu+k−1.
It is easily seen that these assignments give a well-defined morphism ρj , that is, all
relations between generators in Definition 2.1 are preserved and the images by ρj of
maps in Σ∪Σ1 are invertible in Q(Tj). The homomorphism ρj is clearly surjective. We
have πj ◦ ρj = πj′ ◦ ρj′ for all j, j
′, and so we get a canonical map ρ : Q(T )→ P , where
P denotes the limit (pullback) of the maps πj : Q(Tj) → Q. We want to see that ρ is
an isomorphism. Observe that P has an ideal of the form I := I1 × · · · × Ik and that
P/I ∼= Q canonically. The idea to show that ρ is an isomorphism is to prove, using the
results in Section 2, that the same structure holds in Q(T ).
Let Gj be the ideal of Q(T ) generated by e(qj). Let Aj = T ↓ qj = {x ∈ T : x ≤ qj},
which is a lower subset of T . By construction of T , we have that Aj ∩Aℓ = ∅ for j 6= ℓ.
It follows from (the proof) of Proposition 2.15(2) that the sum
∑k
j=1Gj is a direct sum.
Observe that the kernel of the map πj ◦ ρj is precisely
⊕k
j=1Gj. On the other hand,
the kernel of the map ρj : Q(T ) → Q(Tj) is precisely the ideal
⊕
ℓ 6=j Gℓ, and it follows
that ρj induces an isomorphism Gj ∼= Ij for j = 1, . . . , k.
Hence we have a commutative diagram with exact rows:
(6.7)
0 −−−→
∏k
j=1Gj −−−→ Q(T ) −−−→ Q −−−→ 0
∼=
y yρ =y
0 −−−→
∏k
j=1 Ij −−−→ P −−−→ Q −−−→ 0
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and thus ρ : Q(T )→ P is an isomorphism. It follows from Theorem 3.2 and (Si−1) that
Q(T ) is a strongly separative von Neumann regular ring.
By induction hypothesis, (Si−1) holds, so that Q(Tj) is a von Neumann regular ring
and the natural mapM(Tj)→ V(Q(Tj)) is an isomorphism, for 1 ≤ j ≤ k. In particular
we see that K0(Ij) ∼= Z, a generator being [e(pi, qj)] = [e(qj)].
Now let us show that every idempotent e in Q(T ) such that Q(T )eQ(T ) *
∏k
j=1Gj
must satisfy Q(T )eQ(T ) = Q(T )e(pu)Q(T ) = Q(T )(
∑
q≤pu
e(q))Q(T ) for some u =
i, . . . , r. Indeed we have Q(T )eQ(T )+
∏k
j=1Gj = Q(T )e(pu)Q(T ), for some u = i, . . . , r,
and so
e(pu)⊕ f1 ∼ m · e⊕ f2,
where f2 is a finite direct sum of basic idempotents in Gj , j = 1, . . . , k. Thus e(pu) ∼
e(pu)⊕ f2 and we get
e(pu)⊕ f1 ⊕ f2 ∼ m · e⊕ f2.
Since Q(T ) is strongly separative, we get e(pu) ⊕ f1 ∼ m · e and so Q(T )e(pu)Q(T ) =
Q(T )eQ(T ).
Therefore, we only need to check the conditions (3.1) of Theorem 3.2 for the idempo-
tents
∑
q≤pu
e(q), i ≤ u ≤ r, and indeed, without loss of generality, we can assume that
e = 1 = (1Q(T1), . . . , 1Q(Tk)). The diagrams are of the form:
(6.8) K1(Q(Tj))
(πj)∗
−−−→ K1(Q)
∂j
−−−→ K0(Ij)
0
−−−→ K0(Q(Tj)),
By (6.3) and the definition of the connecting map, we get ∂j([e(pi)tj ]) = −[e(pi, qj)].
By using (6.2) we see that, for ℓ 6= j, we have (πℓ)∗([e(pi)tj ]) = [e(pi)tj ] if j < ℓ and
(πℓ)∗([e(pi)tj−1]) = [e(pi)tj] if j ≥ ℓ+ 1. Thus for j = 1, . . . , k we have
K1(Q) = (πj)∗(K1(Q(Tj))) +
(⋂
ℓ 6=j
(πℓ)∗(K1(Q(Tℓ)))
)
.
It follows from Theorem 3.2 that the natural mapM(T )→ V(Q(T )) is an isomorphism.
This concludes the proof of Theorem 6.3. 
We turn now to the general case. In this case, the strategy is to analyze how M(P) is
obtained from the different monoidsM(F(p)), where p ranges over the maximal elements
of P.
For a maximal element p of a poset P, the poset P ↓ p has p as a greatest element, so
we can use the construction in Proposition 6.1 to obtain a poset F(p) and a surjective
order-preserving map Ψ: F(p) → P ↓ p. The map Ψ preserves chains, that is if S is a
chain in F(p) then Ψ restricts to a bijection from S to Ψ(S). Moreover it is easy to see
that the map S → Ψ(S) is a bijection from the set of maximal chains of F(p) onto the
set S0(p) of maximal chains of P ↓p. We also recall two fundamental properties of F(p):
(1) For every t ∈ F(p) the interval [t, p] is a chain (Proposition 5.1(i)).
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(2) For t1, t2 ∈ F(p), if Ψ([t1, p]) = Ψ([t2, p]) then t1 = t2. (This follows directly from
the construction of F(p).)
Lemma 6.4. For every q ∈ F(p), the map Ψ induces a bijection from L(F(p), q) onto
L(P ↓ p,Ψ(q)).
Proof. Write T := T (P ↓ p), where T (P ↓ p) is the quiver associated to the poset P ↓ p,
see Definition 2.1. For q′ ∈ P ↓ p there is a bijection betweeen Ψ−1(q′) and the set of
paths in T from p to q′. If Ψ(q) = q′ then an element in L(F(p), q) corresponds to an
enlargement of the path in T from p to q′ corresponding to q, by an arrow from q′ to
an element in L(P ↓ p, q). This gives the result. 
Since Ψ(q′) < Ψ(q) whenever q′ < q in F(p), the map Ψ: F(p)→ P↓p can be extended
to a surjective monoid homomorphism, denoted in the same way,
Ψ: M(F(p)) −→M(P ↓ p) = M(P) | p .
The depth of an element q in a poset P is the maximum length of a chain of the form
q = q0 < q1 < · · · < qt. Let us denote the poset of elements of P of depth ≤ s by Ps.
Proposition 6.5. Let M be a finitely generated primitive monoid such that all primes
of M are free. For a maximal element p of P(M), consider the monoid homomorphism
Ψ: M(F(p)) → M | p defined above. Assume that p has height r. For 0 ≤ i ≤ r, there
are primitive monoids M i(p) such that, for 0 ≤ i < j ≤ r, there are surjective monoid
homomorphisms Ψji : M
i(p)→ M j(p) with Ψji = ΨjkΨki when i < k < j, such that the
following properties are satisfied:
(i) M0(p) = M(F(p)), M r(p) = M | p and Ψr0 = Ψ.
(ii) Ψi0 induces an isomorphism of posets from (P(M0(p)))r−i onto (P(M i(p)))r−i.
(iii) Ψri induces an isomorphism between M
i(p) | q and M | Ψri(q) for q ∈ P(M i(p))
of depth ≥ r − i− 1.
(iv) (M i(p) | q1)∩(M
i(p) | q2) = 0 for two incomparable elements q1 and q2 in P(M i(p))
of depth ≤ r − i− 1.
The monoid M i+1(p) (respectively, M) is obtained from the monoid M i(p) (respectively,∏
p∈Max(P)M | p) by a finite sequence of crowned pushout diagrams of the form considered
in Lemma 4.4.
Proof. We proceed by induction on i.
Observe that order-ideals in M0(p) := M(F(p)) are in bijection with lower subsets
of F(p), see Proposition 1.2. If q1 and q2 are incomparable elements of F(p) then
(F(p) ↓ q1) ∩ (F(p) ↓ q2) = ∅, because [t, p] is a chain for every t ∈ F(p). Hence property
(iv) holds for M0(p). Property (ii) holds vacuously, and property (iii) follows from
Lemma 6.4.
Assume that M i(p) and Ψi0, Ψri have been constructed, where 0 ≤ i < r− 1, so that
properties (i)–(iv) hold. We need to buildM i+1(p) so that the map Ψri : M
i(p)→M | p
factors through M i+1(p). Write Pi := P(M i(p)). Let q be an element in Pi of depth
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r − i − 2. Consider the set L(Pi, q) = {q1, . . . , qk} of lower covers of q in Pi. Observe
that the elements qu have depth exactly r − i − 1. Indeed, qu has depth ≤ r − i − 1,
and thus by (ii) [qu, p] ∼= [Ψ
−1
i0 (qu), p], so that [qu, p] is a chain. It follows that the depth
of qu is exactly r − i− 1.
Since q1, . . . , qk are mutually incomparable, it follows from (iv) that (M
i(p) | qu) ∩
(M i(p) | qv) = 0 for u 6= v. Since the depth of qj is r − i− 1, it follows from (iii) that
Ψri|(M i(p)|qj) : M
i(p) | qj −→M | Ψri(qj)
is an isomorphism, for j = 1, . . . , k.
Consider the order-ideals of M i(p) given by:
Zu := ((Ψri)|(M i(p)|qu))
−1
(
Ψri(M
i(p) | q1)
⋂
Ψri(M
i(p) | q2)
)
for u = 1, 2. The map
ϕ =
(
((Ψri)|(M i(p)|q2))
−1 ◦ (Ψri)|(M i(p)|q1)
)
|Z1
: Z1 −→ Z2
is a monoid isomorphism, and Zu ⊆ (M
i(p) | qu) for u = 1, 2. Observe that, by Lemma
6.4, condition (ii), and the fact that Ψ = ΨriΨi0, it follows that Ψri induces a bijection
from L(Pi, q) onto L(P↓p,Ψri(q)). This implies that Zu is strictly contained inM i(p) | qu
for u = 1, 2.
By (iv) we have Z1 ∩ Z2 = 0. So we can consider the crowned pushout M
′ of
(M i(p), Z1, Z2, ϕ), see Section 4. By Lemma 4.4, M
′ is a primitive monoid with all
primes free, and P(M ′) = Pi \P(Z2) with the order structure given by the restriction of
the order in Pi and the additional relations, for p ∈ P(Z1) and q ∈ Pi \ (P(Z1)∪ P(Z2)),
given by p < q if ϕ(p) < q in Pi. Moreover, the map Ψri : M i(p)→M factors as
(6.9) M i(p)
µ′
−−−→ M ′
λ′
−−−→ M,
where the map µ′ : M i(p) → M ′ can be identified by Lemma 4.4 with the natural
identification map sending p and ϕ(p) to p for p ∈ P(Z1), and sending p to p for
p ∈ Pi\(P(Z1)∪P(Z2)). Moreover, the map λ′ induces an isomorphism fromM ′ | {q1, q2}
onto M | {Ψri(q1),Ψri(q2)}. Proceeding in this way, we obtain a new primitive monoid
M ′′, such that all primes ofM ′′ are free, with a factorization of the map Ψri : M
i(p)→M
of the form
(6.10) M i(p)
µ′′
−−−→ M ′′
λ′′
−−−→ M,
such that λ′′ induces an isomorphism fromM ′′ | {q1, . . . , qk} ontoM | {Ψri(q1), . . . ,Ψri(qk)},
and such that µ′′ is the identity on all the primes of depth ≤ r− i− 1. Clearly the map
λ′′ induces an order-isomorphism from P(M ′′) ↓ q onto P ↓ Ψri(q), and thus a monoid
isomorphism from M ′′(p) | q onto M | Ψri(q).
Proceeding in this way with all the primes q in M i(p) of depth r − i − 2, we get a
factorization of the map Ψri as
(6.11) M i(p)
Ψi+1,i
−−−→ M i+1(p)
Ψr,i+1
−−−→ M | p,
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with the desired properties. Note that for i = r − 1, we get an isomorphism
Ψr,r−1 : M
r−1(p)→M | p.
Finally observe that a similar process can be used to get M from
∏
p∈Max(P)M | p by
a finite sequence of crowned pushouts. 
Let P be a poset, and let A be a lower subset of P. Put
∂A = {p ∈ P : L(P, p) ∩ A 6= ∅} ∪A.
Observe that, as explained at the beginning of this section (Step 2), the next theorem,
together with Theorem 6.3 and Proposition 6.5, completes the proof of Theorem 2.3,
because the basic steps used to buildM(P) from the monoidsM(F(p)), for p ∈ Max(P),
are of the form described in the theorem (and moreover Theorem 2.3 holds for the
monoids M(F(p)) by Theorem 6.3).
Theorem 6.6. Let M be a finitely generated primitive monoid with all primes free.
Assume that P := P(M) contains two lower subsets A,A′ such that ∂A ∩ ∂A′ = ∅,
and assume moreover that there is an order-isomorphism ϕ : A→ A′. Let ϕ : M(A)→
M(A′) denote the induced monoid isomorphism, and let M ′ be the crowned pushout of
(M,M(A),M(A′), ϕ).
Suppose that QK(M) is von Neumann regular and that the canonical map ψM : M →
V(QK(M)) is an isomorphism. Then QK(M
′) is also von Neumann regular and the
map ψM ′ : M
′ → V(QK(M
′)) is an isomorphism.
Proof. Obviously we can assume that the order-isomorphism ϕ : A → A′ respects the
labelling of the arrows of the quivers T (A) and T (A′) associated with A and A′ respec-
tively, see Definition 2.1. Consequently we get a K-algebra isomorphism, denoted in
the same way, ϕ : QK(A)→ QK(A
′).
We have a natural isomorphism, still denoted by ϕ, from e(A)QK(M)e(A) onto
e(A′)QK(M)e(A
′) given by the composition of the isomorphisms
e(A)QK(M)e(A) −→ QK(A) −→ QK(A
′) −→ e(A′)QK(M)e(A
′),
where the first and third maps are isomorphisms by Theorem 2.14. It follows that
I(A) and I(A′) are Morita-equivalent (where I(A) (resp. I(A′)) denotes the ideal of
QK(M) generated by e(A) (resp. e(A
′))). Write Q := QK(M). Take Q1 = Q/I(A
′)
and Q2 = Q/I(A), and consider the Q1-Q2-bimodule N = Qe(A)⊗e(A)Qe(A) e(A
′)Q and
the Q2-Q1-bimodule M = Qe(A
′) ⊗e(A′)Qe(A′) e(A)Q, where e(A)Qe(A) acts on e(A
′)Q
by x · y = ϕ(x)y for x ∈ e(A)Qe(A) and y ∈ e(A′)Q, and similarly for the action of
e(A′)Qe(A′) on e(A)Q. Let U be the ring described in the proof of Proposition 4.5,
so that U is the ring of all matrices X =
(
q + I(A′) n
m q + I(A)
)
in
(
Q1 N
M Q2
)
. By
Proposition 4.5 there is an injective unital K-algebra morphism ω : Q → U given by
ω(q) = diag(q+ I(A′), q+ I(A)). Moreover U is von Neumann regular, and V(U) ∼= M ′
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in a natural way, and we have an isomorphism Q/(I(A) + I(A′)) ∼= U/J , where
J =
(
I(A) N
M I(A′)
)
.
Set e = 1U − diag(0, e(A
′)) ∈ U , and observe that e is a full idempotent in U , that
is, UeU = U . It follows that V(eUe) ∼= M ′. We are going to show that there is an
isomorphism δ : QK(M
′) → eUe such that the induced map V(δ−1) : M ′ ∼= V(eUe) →
V(QK(M
′)) is the canonical map M ′ → V(QK(M
′)).
We define the map δ on the canonical generators of QK(M
′), given in Definition 2.1.
The reader can easily show that the defining relations are satisfied in eUe and that the
map so defined A → eUe is (Σ ∪ Σ1)-inverting.
By Lemma 4.4, P′ := P(M ′) = P \ A′, with the order relation induced by the order
relation in P and the additional relations q < p whenever q ∈ A, p ∈ P′ \ A, and
ϕ(q) < p in P. Define δ(e(p)) = ω(e(p)) ∈ U for p ∈ P′. Observe that {ω(e(p)) : p ∈ P′}
is an orthogonal family of idempotents in eUe with sum e. Now for q, p ∈ P′ such that
q ∈ L(P, p), define δ(e(p, q)) = ω(e(p, q)) and δ(αp,q) = ω(αp,q) and δ(βp,q) = ω(βp,q).
If q ∈ A, p ∈ P′ \ A and ϕ(q) ∈ L(P, p), then define δ(e(p, q)) = ω(e(p, ϕ(q))) =(
0 0
0 e(p, ϕ(q))
)
, and δ(αp,q) = ω(αp,ϕ(q)), and
δ(βp,q) =
(
0 0
βp,ϕ(q) ⊗ e(q) 0
)
.
Note that this is well-defined by our hypothesis that ∂A ∩ ∂A′ = ∅.
Now it is straightforward to show that δ is an isomorphism. Indeed the induced map
QK(M
′)/IQK(M ′)(A)→ eUe/eJe = Q/(I(A)+I(A
′)) is an isomorphism by Remark 2.17,
using our assumption that ∂A ∩ ∂A′ = ∅. The restriction map δ : IQK(M ′)(A)→ eJe is
also an isomorphism. For, note that elements in QK(M
′)(γ1,γ2) with r(γ1) = r(γ2) ∈ A
can be classified in four classes, depending on whether each γi contains an arrow (p, q)
with q ∈ A, p ∈ P′ \ A and ϕ(q) ∈ L(P, p), or does not contain it. Each of the four
classes corresponds to a corner in
eJe =
(
I(A) Qe(A)⊗e(A)Qe(A) e(A
′)Q(1− e(A′))
(1− e(A′))Qe(A′)⊗e(A′)Qe(A′) e(A)Q (1− e(A
′))I(A′)(1− e(A′))
)
.
Thus, one obtains from Proposition 2.15 that δ is surjective. In order to show injectivity
of δ, take a nonzero element x in IQK(M ′)(A). By Lemma 2.13, there exist p ∈ A and
z1, z2 ∈ QK(M
′) such that z1xz2 has the trivial pair of paths (p, p) in the support, and
all the other elements in the support of z1xz2 are of the form (γ1, γ2), where γ1 and γ2
are paths in T (A) starting in p and ending in a common vertex. Then we have that
δ(z1xz2) 6= 0, because the component in QK(M
′)(p,p) of z1xz2 is sent by δ to a nonzero
diagonal element in eJe.
Therefore the map δ is an isomorphism and consequently so is the map δ, as desired.

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