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“O que sabemos é uma gota; o que ignoramos é um oceano. 
Mas o que seria o oceano se não infinitas gotas?” 
Isaac Newton. 






A principal motivação deste trabalho consiste no aperfeiçoamento de métodos adotados para 
reduzir e estimar erros de discretização em CFD. Com esse propósito, analisa-se o 
desempenho de Multiextrapolação de Richardson (MER) e propõe-se a classificação em cinco 
tipos de variáveis de acordo com as suas localizações em malhas distintas. Desses tipos, o 
emprego de MER é abordado com sucesso na literatura apenas em variáveis globais ou que 
possuem localização nodal fixa em malhas distintas (primeiro tipo). Para os demais casos, 
MER não é empregada ou é considerada como de baixo desempenho. Nesse contexto, busca-
se o desenvolvimento de estratégias, aplicáveis a variáveis com coordenadas móvel ou fixa, 
porém não coincidentes com um ponto nodal. Propõe-se um conjunto de procedimentos 
numéricos que, juntamente com MER, permitem reduzir o erro de discretização. Para isso, 
considera-se o uso de funções de interpolação polinomial, em domínios uni e bidimensionais 
e, em alguns casos, também o emprego de técnicas de otimização. Com o emprego da 
metodologia proposta, MER tem seu desempenho melhorado: a magnitude dos erros de 
discretização reduz-se progressivamente com o refinamento de malha, com um concomitante 
aumento das suas ordens efetiva e aparente. Com relação às estimativas para o erro de 
discretização, analisa-se o desempenho de alguns estimadores disponíveis na literatura, sendo 
que suas expressões são adaptadas para MER. Uma nova proposta de estimador para MER é 
apresentada. Tal abordagem baseia-se na ordem de acurácia prática, calculada a posteriori das 
soluções numéricas, e mostrou-se acurada e confiável. Como problemas-modelo são 
considerados: equação de Poisson, equação de advecção-difusão e equações de Burgers. A 
discretização dessas equações é realizada utilizando-se o Método de Diferenças Finitas ou o 
Método de Volumes Finitos. 
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The main motivation for this work consists on the improvement of adopted methods to reduce 
and estimate the discretization error in CFD. With this purpose, the performance of the 
Repeated Richardson Extrapolation (RRE) is analyzed, especially proposed for five types of 
variables, which are classified according to their location in different grids. For all these types 
of variables, the use of RRE is successful, in literature, only for global variables or the ones 
which preserve their fixed nodal location in distinct grids (first type of variable). For all 
remaining cases, RRE is not used or presents low performance. Based on these facts, the 
development of applicable strategies is sought for cases, in which variables do not present 
fixed coordinates or, even when they are fixed, they are not coincident to any nodal point. A 
set of numerical procedures is proposed, and associated to RRE, allow the reduction of the 
discretization error. To achieve these objectives, the use of polynomial interpolation 
functions, for both one- and two-dimensional problems, is analyzed; for some cases, also 
optimization techniques are employed to search for extreme points. Based on the use of the 
proposed methodology, RRE presents its performance improved: the magnitude of the 
discretization error progressively reduces with the grid refinement, until the achievement of 
the round-off error, associated to a concomitant increasing of effective and apparent error 
orders. Regarding to the discretization error estimates, the performance of some estimators 
available in literature is analyzed, by adapting their expressions for RRE. Also a new 
estimator for RRE is presented. Such approach is based on the practical accuracy order, 
evaluated a posteriori and based on the numerical solutions. The considered model problems 
are: the Poisson-type, the advection-diffusion and the Burgers equations. Such equations are 
discretized by using the Finite Difference or the Finite Volume Methods. 
 
Key-words: Discretization error. Repeated Richardson Extrapolation (RRE). Polynomial 
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1  INTRODUÇÃO 
 
Na resolução de problemas em engenharia podem-se considerar três tipos de métodos: 
experimentais, analíticos e numéricos. Desses, cada um possui vantagens e desvantagens que 
dependem das particularidades do problema. Tannehill et al. (1997), em uma discussão a esse 
respeito, ressaltam que o emprego de métodos numéricos está livre de algumas restrições 
impostas aos métodos experimentais. Entre elas pode-se destacar a repetição de simulações ao 
se considerar a variação de parâmetros e de geometrias de cálculo.   
Maliska (2004) classifica os métodos analíticos e numéricos por métodos teóricos. 
Quanto à aplicação de métodos teóricos, problemas que têm solução analítica conhecida são 
aqueles que envolvem equações, geometrias e condições de contorno e iniciais muito simples, 
ou seja, são as exceções. Para os demais problemas utilizam-se métodos numéricos cujas 
soluções são obtidas com o emprego de computadores. 
A Dinâmica dos Fluidos Computacional (em inglês, Computational Fluid Dynamics – 
CFD) está inserida nesse contexto. CFD consiste, basicamente, na aplicação de métodos 
numéricos para resolver equações que representam problemas envolvendo fluidos em 
movimento, com ou sem troca de calor, onde o interesse principal é obter as distribuições de 
velocidade, pressão e temperatura na região de escoamento (FORTUNA, 2000). 
 As demandas atuais em CFD requerem o uso de métodos que forneçam soluções 
numéricas acuradas. Entretanto, de modo geral, as soluções numéricas podem ser afetadas por 
erros numéricos, cujas fontes são: erros de truncamento, erros de iteração, erros de 
arredondamento e erros de programação. Quando as demais fontes são minimizadas ou 
inexistentes, o erro de truncamento passa a ser denominado erro de discretização (MARCHI, 
2001). Dentre as fontes de erro numérico, a decorrente do emprego dos métodos de 
discretização, ou erro de discretização, é considerada a mais significativa (ROY e 
OBERKAMPF, 2011). Segundo Roy e Blottner (2006), o erro de discretização pode ser 
definido como a diferença entre a solução analítica para as equações diferenciais (modelo 
matemático) e a solução numérica obtida para as equações discretizadas (equações algébricas 
resultantes do método numérico empregado). 
As alternativas disponíveis para se reduzir o erro de discretização são: refinamento de 
malha, cuja desvantagem é o aumento de memória e tempo computacionais; emprego de 
métodos de alta ordem, cuja desvantagem é o aumento da complexidade do modelo numérico; 
e por último, mas não menos importante, a utilização de técnicas de extrapolação. 
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 Segundo Brezinski e Zaglia (2009), qualquer transformação aplicada a uma sequência 
de escalares ou vetores pode ser entendida como um método de extrapolação. Nos últimos 
anos a importância desses métodos, como ferramentas computacionais eficazes, vem sendo 
cada vez mais reconhecida no âmbito científico. Porém, um bom método de extrapolação 
geralmente leva em consideração o comportamento assintótico de uma sequência convergente 
(SIDI, 2003). Dentre esses métodos, a extrapolação de Richardson (ER) é um dos mais 
conhecidos.  
Ao se considerar a aplicação da ER de forma recursiva, em que cada aplicação 
representa um nível de extrapolação, é possível potencializar a sua eficácia. Esse processo é 
denominado Multiextrapolação de Richardson (MER) ou em inglês por Repeated Richardson 
Extrapolation (RRE) (DAHLQUIST e BJORCK, 2008).  
 MER pode ser entendido como um pós-processamento sendo aplicável a códigos já 
existentes, ou em resultados já obtidos. Basta, apenas, a disposição de soluções numéricas em 
malhas distintas, estabelecidas por um processo de refinamento. Com MER, mesmo 
considerando-se a aplicação de esquemas numéricos de baixa ordem, é possível obter 
soluções numéricas de alta ordem.  
 Nesta tese, considera-se o emprego de MER sobre cinco tipos de variáveis 
classificadas de acordo com a sua localização em malhas distintas (detalhamento apresentado 
no capítulo 3). Tal localização pode ser fixa e coincidir ou não com um ponto nodal, ou ainda 
ser móvel devido ao processo de refinamento de malha. Nesse contexto, são exploradas as 
limitações do emprego de MER e propostas estratégias para contorná-las.  
 
1.1 DELIMITAÇÃO DO PROBLEMA 
 
Marchi et al. (2009) verificaram a eficácia de MER em variáveis dependentes 
primárias e secundárias, com o objetivo de melhorar a acurácia dos resultados numéricos 
disponíveis na literatura, para um problema clássico em CFD: o escoamento laminar dentro de 
uma cavidade quadrada de tampa móvel com velocidade constante. No entanto, na literatura 
vigente em CFD, não é comum se encontrar o emprego de MER com vários níveis de 
extrapolação. Cogita-se que essa falta de aplicação seja impulsionada por alguns relatos, 
pouco explorados (exemplos descritos na sequência), disponíveis na literatura. 
No âmbito da resolução numérica de equações diferenciais parciais, Burg e Erwin 
(2009) relatam algumas dificuldades encontradas na utilização de MER, inerentes ao processo 
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de refinamento de malha. Em CFD, Marchi et al. (2008) também descrevem algumas dessas 
dificuldades, dentre elas: a eficácia de MER é bem mais modesta no caso de valores 
extremos (valores máximos ou mínimos); e para a determinação das coordenadas de 
pontos extremos (pontos de máximo ou de mínimo) o desempenho de MER é totalmente 
prejudicado.  
Nesses casos, ao se considerar a resolução em malhas distintas, a coordenada da 
variável de interesse é alterada. Como exemplo: o ponto de máximo pode apresentar diferente 
localização nodal em duas malhas, fina e grossa. E, como MER necessita da solução para a 
variável de interesse em malhas distintas, essa mudança de localização caracteriza uma 
limitação para o seu emprego efetivo. Tal limitação é identificada até mesmo para ER. O 
baixo desempenho da ER em variável com coordenada móvel com a malha é mencionado por 
Nicolas et al. (2011) em um problema de escoamento termo-convectivo, devido à ocorrência 
de extremo local no funcional que descreve o gradiente de temperatura, em que o ponto 
extremo tem a sua localização alterada ao se considerar malhas distintas.  
Para melhor ilustrar o problema em questão considera-se a resolução numérica (por 
Diferenças Finitas) da equação de Poisson, no enfoque de difusão de calor unidimensional, 
discretizada considerando-se o espaçamento h entre os pontos (nós) da malha. Adota-se a 
resolução em diversas malhas, estabelecidas por um processo de refinamento. Primeiramente, 
como variável de interesse analisa-se a temperatura no ponto central do domínio de cálculo 
(Tc), o que corresponde a uma variável dependente primária com coordenada fixa e 
coincidente com um ponto nodal, em todas as malhas consideradas. Pode-se observar na 
Fig. 1.1 o resultado obtido com o emprego de MER nesse caso. Nessa figura, com o processo 
de refinamento de malha, ou seja, com a diminuição de h, é possível identificar a queda do 
erro de discretização (Eh) sem o emprego de MER, e com o seu emprego (Em). Observa-se 
que os valores de Em são muito inferiores a Eh, e tornam-se progressivamente menores com o 
processo de refinamento de malha até que se atinja o nível de erro de máquina em precisão 
quádrupla (10-32). Tal situação caracteriza o caso ideal para utilização de MER, ou seja, devido 
à localização fixa e nodal da variável de interesse (em malhas distintas), MER resulta no seu 
desempenho teórico esperado. Isto é, obtém-se uma redução progressiva do erro de 
discretização com uma concomitante elevação da sua ordem de acurácia, o que é 
caracterizado pelo aumento do declive do gráfico em escala bilogarítmica (Fig. 1.1). Percebe-
se que o gráfico de Eh possui uma inclinação constante, o que, nesse caso, corresponde ao 
emprego de um método de segunda ordem de acurácia. Em contrapartida, o gráfico de Em 
possui uma inclinação variável, sendo aumentada progressivamente com a diminuição de h, 
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isto é, a solução numérica sofre uma elevação sucessiva da sua ordem de acurácia, até que se 
atinja o nível de erro de máquina em precisão quádrupla. 
 


























Figura 1.1: Desempenho de MER sobre Eh em variável com a mesma localização  
coordenada em malhas distintas (Tc), e coincidente com um ponto nodal. 
 
Esse comportamento de Em (Fig. 1.1) pode ser analisado sob dois aspectos: 
primeiramente ao se considerar um determinado valor fixo de h (eixo horizontal), ou a adoção 
de uma malha específica, como exemplo, h 10-2, nota-se que a magnitude de Em é 
significativamente menor que a de Eh; por outro lado, ao se adotar como foco a magnitude do 
erro de discretização (eixo vertical), ou o alcance de determinada precisão desejada, por 
exemplo, a obtenção de um erro de discretização com magnitude inferior a 10-20, tal nível de 
acurácia só é permitido com o emprego de MER (no computador utilizado).      
No entanto, para o mesmo problema (Poisson 1D), esse comportamento (desejável) 
não é alcançado ao se considerar como variável de interesse a temperatura máxima (Tmax) do 
domínio de cálculo. Nesse caso, a coordenada (nodal) da variável de interesse é alterada 
com o processo de refinamento de malha, o que corresponde a uma variável com mudança 
de localização ao se considerar a sua resolução em malhas distintas. Em outras palavras, o 
ponto nodal que contém a temperatura máxima em malhas distintas não possui a mesma 
localização coordenada. Observa-se na Fig. 1.2 que, nesse caso, MER perde seu efeito teórico, 
isto é, não ocorre a redução progressiva da magnitude de Em com a diminuição de h, o que 
pode ser observado no gráfico de Em (Fig. 1.2). 



























Figura 1.2: Desempenho de MER sobre Eh em variável que apresenta mudança de  
localização coordenada (Tmax), ao se considerar a sua resolução em malhas distintas. 
 
O presente trabalho propõe-se, então, em: analisar o desempenho de MER para 
variáveis que possuem diferentes características com relação à sua localização coordenada, 
em malhas distintas; estabelecer a metodologia adequada, para o emprego de MER para 
reduzir Eh, em cada tipo de variável identificada; e fornecer uma expressão confiável e 
acurada para se estimar o valor do erro de discretização obtido com a aplicação de MER, em 
cada caso. 
Com os mecanismos propostos, busca-se contribuir com a superação das dificuldades 
do emprego de MER em CFD, especialmente para variáveis que possuem localização não 
nodal. 
Os modelos matemáticos considerados na realização deste estudo são: equações de 
Poisson e de advcção-difusão com domínio unidimensional e equações de Burgers (SHIH et 
al., 1989) com domínio bidimensional.  
  
1.2 REVISÃO BIBLIOGRÁFICA 
 
 Atualmente a computação científica desempenha um papel crescente na predição do 
comportamento de sistemas naturais e artificiais. Muitas vezes, ela é baseada em modelos 
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matemáticos representados por equações diferenciais. A aplicação de um método numérico, 
para resolver tais modelos pode ser definida como uma simulação numérica (ROY e 
OBERKAMPF, 2011).   
 De modo geral, as simulações numéricas em CFD destacam-se pela sua robustez e 
abrangência. Como exemplos de áreas de aplicação: aerodinâmica de aviões e veículos, 
engenharia biomédica (escoamento de sangue por artérias e veias), meteorologia (previsão do 
tempo), entre outras. Entretanto, um dos grandes desafios encontrados diz respeito ao nível de 
acurácia das soluções numéricas (KARIMI et. al, 2012).       
 Tipicamente a identificação desse nível de acurácia é realizada exclusivamente pela 
comparação dos resultados numéricos com dados experimentais. No entanto, essa abordagem 
não considera os erros inerentes às soluções numéricas. Embora os erros numéricos não 
possam ser totalmente eliminados, eles devem ser minimizados ou delimitados (KARIMI et. 
al, 2012).    
 Para Mariani et al. (2002), a credibilidade de uma simulação numérica em CFD está 
condicionada ao emprego de rigorosos processos de Verificação e Validação numérica 
(V&V). As palavras verificação e validação, em algumas situações cotidianas, são tratadas 
como sinônimos. No entanto, no presente contexto elas têm significados distintos. 
Verificação é um processo puramente matemático, e se ocupa em avaliar o quão bem um 
método numérico resolve determinado modelo matemático – avalia a resolução numérica de 
equações. Validação, por sua vez, trata da adequação do modelo matemático em reproduzir a 
realidade – avalia se as equações descrevem corretamente o fenômeno físico estudado (ROY, 
2005). 
 Em CFD, V&V dedica-se à avaliação da acurácia de simulações numéricas. Para V&V 
o objetivo final é a Validação, entretanto ela deve ser precedida pela Verificação. A 
Verificação é constituída pelos processos de verificação do código computacional adotado, e 
de verificação da solução numérica obtida (ASME, 2009).  
 A verificação do código computacional pode ser realizada pela comparação dos 
resultados obtidos com a solução analítica do modelo matemático, com soluções de referência 
(benchmarks, disponíveis na literatura), ou com o emprego do método das soluções fabricadas 
(ROACHE, 1998). Uma vez que a confiança do código é verificada, a acurácia das soluções 
numéricas deve ser investigada (ROY e BLOTTNER, 2006).  
 A verificação da solução numérica tem como objeto de estudo o erro numérico e suas 
fontes. Os trabalhos de Roache (1998), Marchi e Silva (2002) e Roy (2005) tratam do erro de 
soluções numéricas, e denominam o processo que o quantifica de Verificação Numérica.  
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 No âmbito da Verificação Numérica em CFD, quando a solução analítica para 
determinada variável de interesse é desconhecida, ela pode ser estimada considerando-se as 
soluções numéricas obtidas em duas ou mais malhas (domínio de cálculo discretizado) (ROY 
e OBERKAMPF, 2011). Uma maneira de se obter essa estimativa é com o emprego de 
métodos de extrapolação. 
 De acordo com Brezinski e Zaglia (2002), estimar o erro numérico para uma sequência 
convergente é equivalente a acelerar a sua convergência. E em se tratando do erro de 
discretização (Eh) de uma solução numérica, ‘acelerar a convergência’ resume-se em 
aumentar a sua ordem de acurácia (pA). O valor de pA teórica para Eh pode ser encontrado a 
partir de uma análise sobre as ordens do erro de truncamento das equações diferenciais 
discretizadas (análise a priori). Entretanto, se estiverem disponíveis as soluções numéricas em 
malhas distintas, pA pode ser estimada (ROY e BLOTTNER, 2006).  
 Muitas vezes pA é tratada na literatura, apenas, por ordem do erro ou ordem da 
solução numérica e as discussões sobre os resultados obtidos são baseadas nessa ordem. 
Falcão et al. (2006) e Matheou et al. (2008) são exemplos dessa abordagem. Simonsen e Stern 
(2003) destacam, ainda, a importância de se monitorar pA durante um processo de 
refinamento de malha. “Um comportamento monotônico e convergente – existência de 
uma faixa assintótica – inerente ao processo de refinamento de malha, para pA estimada 
é essencial para a obtenção de uma ‘boa’ estimativa de erro”, ou seja, para obtenção de 
uma estimativa de Eh confiável e acurada. 
 De modo geral, segundo Simonsen e Stern (2003) as técnicas de Verificação Numérica 
em CFD contam essencialmente com os tópicos: convergência de malha (devido ao processo 
de refinamento de malha), ordem de acurácia, extrapolação de Richardson e comparação 
com soluções de referência.  
 A técnica denominada extrapolação de Richardson (ER), (em inglês, Richardson 
Extrapolation - RE) (Richardson, 1910), foi concebida com o objetivo de aperfeiçoar as 
aproximações numéricas (aumentar sua ordem de acurácia) envolvidas na resolução de 
equações diferenciais pelo método de Diferenças Finitas. As necessidades da época, em 
engenharia, demandavam métodos rápidos, fáceis de serem entendidos e aplicáveis às 
equações estudadas. Richardson e Gaunt (1927) já consideraram a aplicação de ER de 
maneira repetida (MER) com dois níveis de extrapolação.  
 Ainda hoje, a busca por métodos numéricos de alta ordem (pA elevada) para resolução 
de equações diferenciais parciais (EDP) é um tema de pesquisa ativo, onde a eficiência 
computacional é a questão principal. Nesse cenário pode-se citar: Xiu e Hesthaven (2005), 
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Dumbser et al. (2008), Zhang e Shu (2012), Nonomura et al. (2012) e Leonenkoa e Phillips 
(2012). Em análise numérica, ‘esquemas de alta ordem’ normalmente são elaborados 
formalmente com base em preceitos teóricos, como é o caso de Wang e Yao (2012). No 
entanto, resultados semelhantes também podem ser obtidos a partir de esquemas de baixa 
ordem considerando-se o emprego de métodos de extrapolação, dos quais ER é bastante 
utilizada. Tecnicamente, tal abordagem não caracteriza a obtenção de um novo esquema 
numérico. Pelo contrário, é uma forma de melhorar o desempenho de esquemas já 
existentes eliminando-se cuidadosamente o termo principal do erro de discretização 
(termo de ordem mais baixa) – termo que caracteriza pA. Quando possível, esse enfoque pode 
ser um poderoso instrumento para aumentar o valor de pA sem alterar a complexidade do 
algoritmo adotado (CHU, 2011). 
 Em Joyce (1971) é possível identificar a semelhança entre ER e outros métodos de 
extrapolação existentes. Esse trabalho contempla uma pesquisa sobre o desenvolvimento dos 
métodos de extrapolação no contexto da análise numérica.  
 Sidi (2010) traz uma análise sobre a convergência e estabilidade de ER, e enfoca a sua 
aplicação na aceleração da convergência de uma grande classe de sequências numéricas com 
diferentes graus de complexidade, incluindo casos divergentes. Afirma, ainda, que a 
aplicação de ER nas proximidades de pontos de singularidade pode trazer resultados 
benéficos, isto é, pode melhorar a acurácia de soluções numéricas singularmente perturbadas 
(onde pA pode sofrer degeneração). 
 Zlatev et. al (2010) e Faragó et al. (2013) consideram a aplicação de ER para melhorar 
a acurácia de  soluções numéricas, obtidas por métodos de passos múltiplos (métodos  e de 
Runge–Kutta), em sistemas de equações diferenciais ordinárias (EDO). Nesse sentido, um 
método de passos múltiplos é combinado com ER e são analisadas as propriedades 
relacionadas à estabilidade e eficácia do processo computacional. Tais resultados (aplicação 
de ER) são testados na resolução de um sistema de EDO não-lineares de primeira ordem, 
onde a melhoria da acurácia das soluções é verificada e, também, é obtida uma grande 
economia de tempo de computação para se atingir determinado nível de acurácia pré-
estabelecido. Em perspectiva e resultados semelhantes, Zhang et al. (2011) propõe um método 
de passo variável com base em ER para o cálculo do erro de truncamento local em modelos 
que envolvem acoplamento de EDO resolvidas paralelamente (computação paralela).  
 Pomeranz (2011) considera a aplicação de ER com o mesmo objetivo – melhorar a 
acurácia de soluções numéricas – sobre a resolução da equação de Laplace em dois problemas 
teste, com soluções analíticas fabricadas. O modelo numérico utilizado consiste do método de 
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Elementos de Contorno e as variáveis de interesse consideradas são dos tipos primária 
(variável dependente) e secundária (fluxo normal no contorno). Nesse trabalho, pA é utilizada 
como parâmetro para avaliação da eficácia de ER, isto é, os valores obtidos para pA 
(estimada) devem ser números positivos (reais), e resultados imaginários, negativos, ou 
‘muito pequenos’ (em relação aos valores obtidos em pontos ou nós vizinhos) são 
interpretados como indicadores de que ER não fornecerá resultados acurados e confiáveis. 
Nos casos em que pA pode ser obtida a priori da solução numérica, essa informação pode ser 
usada para determinar um valor aceitável para pA a posteriori – indica um valor de corte para 
o emprego efetivo de ER (onde ER pode ser considerada com sucesso). Ainda, segundo 
Pomeranz (2011), “o tempo de computação adicional para a utilização de ER é 
insignificante em comparação ao tempo necessário para obtenção da solução na malha 
mais fina (com mais pontos) adotada”. 
 Xing e Stern (2010) tratam de aspectos teóricos (baseados em conceitos estatísticos) 
sobre a aplicação de ER como estimador de Eh. O método proposto é avaliado em 17 
problemas envolvendo mecânica de fluidos e transferência de calor. Como principal 
contribuição propõe-se a utilização de um fator de segurança envolvendo pA teórica 
(obtida a priori) e estimada (obtida a posteriori), no cálculo de estimativas de Eh, o que 
garante um limite de confiança superior a 95%. Tal proposta é empregada por Castiglione et 
al. (2011) no processo de V&V de um modelo matemático, através da execução de um código 
computacional baseado em aproximações numéricas de segunda ordem, em Diferenças 
Finitas, para simular o escoamento em alto mar ao redor de um navio multicasco. Essa 
investigação inclui a avaliação dos movimentos do navio, e os efeitos de inclinação, 
frequência e resistência das ondas. Nesse trabalho, verificou-se (na prática) que Eh realmente 
representa a principal fonte de erro numérico. A validação do modelo proposto foi alcançada 
para todas as variáveis de interesse adotadas (campo de velocidades). Segundo os autores, os 
resultados obtidos demonstram que, no âmbito de CFD, a metodologia proposta (emprego 
de ER) é um instrumento válido para a simulação de problemas de escoamentos 
envolvendo modelos matemáticos complexos.  
 No entanto, ainda sobre o trabalho de Xing e Stern (2010), Roache (2011) critica a 
utilização do fator de segurança proposto (envolvendo o cálculo de pA teórica e estimada) na 
obtenção de estimativas de Eh, e afirma que tais estimativas (com base em ER) devem ser 
realizadas considerando-se o fator de segurança FS. Essa é a perspectiva do estimador GCI 
(Grid Convergence Index), proposto originalmente no trabalho de Roache (1994). Tal 
argumentação leva em conta a necessidade de convergência de malha, o que requer níveis de 
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refinamento elevados para obtenção de valores razoáveis para pA estimada – limite de 5% de 
diferença entre pA teórica e estimada (ROACHE, 2011). Nesse enfoque, presume-se que o 
valor de pA estimada não pode ser considerado no cálculo do fator de segurança de uma 
estimativa de Eh em uma malha qualquer.  
 A escolha da magnitude de FS depende da acurácia desejada, e um valor maior pode 
ser escolhido se um nível mais conservador de confiança é desejado. Na prática recomenda-se 
o uso de FS = 3, de modo geral (KARIMI et al, 2012). Entretanto, a única variação admitida 
como sendo correta por Roache (2011) sobre o valor de FS é: para pA estimada pertencente a 
uma faixa assintótica de valores, é possível relaxar esse parâmetro e admitir, no mínimo, FS = 
1,25, ou ainda, 1,25   FS   3. O autor enfatiza que é imprudente e não recomendada a 
utilização de pA estimada com valores superiores à pA teórica, independentemente do valor 
de FS adotado, e indica (quando possível) o emprego do valor mínimo entre pA estimada e pA 
teórica no cálculo da estimativa de Eh com o estimador GCI. Contudo, é importante 
mencionar que o estimador GCI despreza o sinal de Eh e fornece, apenas, uma previsão para o 
seu valor absoluto (magnitude). Em algumas situações práticas isso pode representar uma 
limitação para a sua utilização.      
 Marchi e Silva (2002; 2005) consideram a aplicação de ER para obtenção de 
estimativas de Eh em domínios uni e multidimensional. Nesses trabalhos verificou-se que, 
para a situação em que pA estimada pertence a uma faixa assintótica de valores, com o 
refinamento de malha, é possível se estimar um intervalo que contém Eh verdadeiro. Com 
isso, é possível delimitar a magnitude de Eh em problemas práticos.  
 Simonsen e Stern (2003) tratam da V&V de um modelo matemático proposto para 
simular o escoamento ao redor do casco de um navio petroleiro, considerando a interação de 
forças hidrodinâmicas e manobras simples (determinação de forças durante movimentos 
prescritos por hélice, leme e casco em função da velocidade e aceleração). Nesse trabalho, ER 
é considerada para estimar Eh resultante em todo domínio de cálculo. Como conclusão, com 
base nos resultados obtidos (V&V), os autores afirmam que o método proposto apresenta 
nível de concordância condizente com o problema real. Entretanto, destacam que esse nível de 
concordância é reduzido em algumas regiões da malha e sugerem, como trabalho futuro, o 
refinamento da malha nessas regiões, ou seja, tal efeito pode estar relacionado com a 
magnitude de Eh local. Porém, nesse trabalho ER não foi empregada na redução de Eh, o que 
poderia representar uma alternativa viável para solucionar a imprecisão identificada. 
 Wang e Zhang (2009) e Wang et al. (2011) consideram a aplicação de ER, com o 
objetivo de reduzir Eh, na resolução numérica da equação de Poisson em domínio 
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bidimensional. Como resultado, obtêm uma solução numérica de sexta ordem de acurácia a 
partir da solução obtida pelo esquema compacto de quarta ordem proposto por Zhang (2002), 
em Diferenças Finitas. Segundo os autores, um esquema compacto de sexta ordem explícito 
pode ser impossível de ser desenvolvido em uma única malha, e afirmam que essa 
metodologia envolvendo ER (e duas malhas) requer baixo custo computacional. 
Sugerem, ainda, a extensão do trabalho para as equações de Poisson e de advecção-difusão 
em domínio tridimensional. Nessa perspectiva, Ma e Ge (2010) e Wang e Zhang (2010) 
aplicam ER na resolução da equação de advecção-difusão em domínio tridimensional e obtêm 
resultados semelhantes, isto é, soluções numéricas de sexta ordem a partir de soluções 
numéricas de quarta ordem. Contudo, nesses trabalhos ER não é empregada como estimador 
de Eh.  
 Rahul e Bhattacharyya (2006) analisam a pA de soluções resultantes de aproximações 
numéricas unilaterais, em Diferenças Finitas, empregadas quando as condições de contorno 
envolvem o cálculo de derivadas. Para elevação dessa ordem, aplicam ER duas vezes, isto é, 
consideram MER com três malha distintas e dois níveis de extrapolação. Dessa forma, 
passam pelas ordens: dois, três e atingem a ordem quatro. Esse resultado é comparado com 
um esquema de quarta ordem, que envolve cinco pontos da malha, na resolução numérica de 
um problema de condução de calor em domínio bidimensional. Para o caso considerado, 
ambas as soluções têm comportamento semelhante, ou seja, resultam em mesmo valor de pA. 
Entretanto, a aproximação proposta (com o emprego de MER) envolve um número menor de 
pontos da malha e, consequentemente, acarreta em um melhor condicionamento para a matriz 
de coeficientes do sistema de equações algébricas (gerado pelo processo de discretização). 
 Ashraf et al. (2011) realizam um estudo numérico sobre os efeitos da variação do 
número de Reynolds (Re) (baseado na velocidade de injeção) em um problema de escoamento 
laminar bidimensional, em regime permanente, de fluido incompressível em um canal com 
parede porosa. O modelo numérico envolve a aplicação de aproximações de segunda ordem 
de acurácia em Diferenças Finitas. Nesse trabalho ER é considerada a partir de soluções 
numéricas obtidas em três malhas distintas, isto é, considera-se a aplicação de MER com dois 
níveis de extrapolação. Segundo os autores "o uso de dois níveis de extrapolação melhora 
significativamente a acurácia dos resultados", e são apresentados os resultados numéricos 
para os três níveis de malha e com MER. No entanto, pA não é calculada a posteriori da 
solução numérica, ou seja, não é identificada a ordem de acurácia (prática ou real) dos 
resultados numéricos obtidos. Além disso, nesse trabalho, ER não é utilizada para estimar Eh. 
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 Zlatev et al. (2011) consideram a combinação de ER com o esquema Crank-Nicolson 
na resolução da equação de advecção, nas variáveis x (espaço) e t (tempo). O objetivo 
proposto é o aumento de pA. Segundo os autores, "esperava-se que a combinação de ER e 
Crank-Nicolson resultasse em um método de terceira ordem, mas esse não foi o resultado 
obtido". No entanto, sabe-se (da literatura disponível) que a aplicação de ER com um nível 
de extrapolação proporciona a obtenção da segunda ordem verdadeira de Eh e, não 
necessariamente eleva em uma unidade o valor de pA. Nesse trabalho, para a aplicação de ER, 
são considerados dois níveis de malha – fina e grossa. E, para obtenção do mesmo número 
de pontos em ambas as malhas considerou-se o emprego de interpolação polinomial 
envolvendo dois casos: interpolação linear e cúbica. Com a utilização de interpolação 
linear e ER obtém-se pA com valor dois, já com o uso de interpolação cúbica e ER obtém-se 
pA com valor quatro. Esses resultados podem ser atribuídos à ordem do erro do método de 
interpolação adotado – a interpolação linear possui um erro de ordem limitada inferiormente 
pelo valor dois, e a interpolação cúbica possui um erro de ordem limitada inferiormente pelo 
valor quatro. Nesse caso, a ordem resultante depende da combinação de ER, Crank-Nicolson 
e também é afetada pela ordem do polinômio interpolador empregado. 
 Prange et al. (2011) consideram a abordagem em Diferenças Finitas, com 
aproximações numéricas de segunda ordem no domínio espacial e de primeira ordem no 
domínio temporal, na resolução de um problema de escoamento em meio poroso. Nesse 
trabalho ER é considerada como estimador e, também, para reduzir Eh. Segundo os autores, o 
tempo de simulação foi significativamente reduzido com uso de ER, atingindo níveis de 
um segundo, em comparação com mil segundos necessários para obter a mesma acurácia nas 
soluções, sem o uso de ER, o que evidencia a sua eficácia para o problema estudado. 
 Mukherjee e Natesan (2011) propõem a utilização de uma técnica de pós-
processamento, baseada em ER, em um problema advectivo-difusivo singularmente 
perturbado – utilização de um parâmetro ε tendendo a zero – em regime transiente. Com a 
ocorrência de singularidade, os métodos numéricos clássicos (Diferenças Finitas ou 
Volumes Finitos), aplicados com malhas uniformes, normalmente resultam em soluções 
numéricas inacuradas (baixa ordem de acurácia). Essa deficiência tem motivado o 
desenvolvimento de métodos numéricos que busquem garantir uma convergência uniforme 
em todo domínio de cálculo. Nessa perspectiva, o emprego de ER é considerado a partir de 
aproximações numéricas de primeira ordem. Ao final, são obtidas soluções numéricas de 
segunda ordem com suas respectivas estimativas de Eh.   
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 Também com esse enfoque, Feng e Li (2010) consideram ER para obtenção de um 
esquema de segunda ordem de acurácia, em Diferenças Finitas, na resolução da equação de 
Poisson com coeficientes descontínuos em domínio bidimensional. Segundo os autores 
existem poucos métodos de alta ordem, disponíveis na literatura, tais como os métodos de 
fronteira imersa para resolução desse tipo de problema. Apesar de a dedução de esquemas 
consistentes em problemas de interface (fronteira imersa) ser relativamente simples, a 
verificação de sua estabilidade não é uma tarefa fácil. Além disso, a aplicação desses métodos 
torna-se complexa devido à alteração dos coeficientes das aproximações numéricas e por não 
resultarem em matrizes positivo definidas. Nesse sentido, os autores propõem a aplicação de 
aproximações de primeira ordem, convergentes (estáveis e consistentes) (ocorrência de matriz 
positivo definida), e então aplicam ER para obtenção de soluções numéricas de segunda 
ordem de acurácia. A confirmação da obtenção de segunda ordem é feita através do cálculo de 
pA a posteriori da solução numérica. No entanto, os autores consideram a aplicação de ER, 
novamente, sobre os resultados obtidos (segunda ordem) e afirmam que: “o erro torna-se 
menor do que o obtido com apenas um nível de extrapolação, porém a ordem continua a ser a 
mesma (de segunda ordem)”. Tal efeito pode estar relacionado com a localização da 
descontinuidade analisada, em malhas distintas, ou seja, tal localização pode ser 
alterada devido, apenas, ao processo de refinamento de malha (variável com coordenada 
móvel, com a malha). Com isso, ER perde o seu efeito teórico sobre o aumento de pA.  
 Ertuk et al. (2005) utilizam MER na resolução numérica do escoamento permanente 
bidimensional de fluido incompressível em uma cavidade com tampa móvel (na formulação 
função corrente  vorticidade), para números de Reynolds (Re) de até Re = 21.000. Nesse 
trabalho considerou-se o emprego de MER a partir das soluções numéricas disponíveis em 
três malhas distintas (dois níveis de extrapolação). Com isso, a ordem de acurácia obtida 
passou de segunda para sexta ordem. As soluções numéricas encontradas concordam com os 
resultados de referência disponíveis na literatura; entretanto, não são apresentadas estimativas 
de Eh considerando-se ER.  
 Em Análise Numérica o emprego (teórico) de MER, considerando vários níveis de 
extrapolação, pode ser encontrado em livros-texto e em artigos científicos, como: Burden e 
Faires (2008) e Christiansen e Petersen (1989). Por outro lado, um exemplo prático do 
emprego de MER (com diversos níveis) é detalhado em Chang et al. (2011), na área de 
finanças, para a predição de opções do mercado financeiro americano onde, segundo os 
autores, o desempenho de MER superou os resultados disponíveis na literatura envolvendo a 
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aplicação de métodos estocásticos. No entanto, em CFD não é comum se encontrar a 
utilização de MER com mais do que dois ou três níveis de extrapolação.  
 Em Marchi et al. (2013), verifica-se a eficácia de MER, para reduzir o erro de 
discretização em malhas triangulares e quadrangulares, na resolução numérica (por volumes 
finitos) da equação de Laplace em domínio bidimensional. A metodologia empregada envolve 
diversas variáveis, duas geometrias de cálculo, e até onze níveis de extrapolação. Dessa 
forma, verificou-se que MER é eficaz na redução do erro de discretização do problema 
investigado, entretanto, constatou-se que a redução do erro numérico (com MER) depende, 
entre outros fatores, da variável de interesse e da geometria de cálculo. Segundo os autores, 
embora o erro numérico tenha sido reduzido, o comportamento teórico de MER não foi 
alcançado para todas as variáveis – particularmente em variáveis localizadas nos contornos 
do domínio de cálculo ao se considerar uma geometria triangular. Segundo os autores, a razão 
pela qual MER não é eficaz para este tipo de variável de interesse, no segundo tipo de 
geometria empregado, ainda não está clara e requer estudos complementares, que estão em 
andamento. 
 Nesse contexto, dentre as dificuldades sobre o emprego de MER relatadas na 
literatura, Burg e Erwin (2009) destacam: a vulnerabilidade a efeitos de dispersão causados 
pela localização de características físicas, que pode variar com o refinamento de malha; a 
execução indevida de um algoritmo de forma que pA teórica não seja alcançada; e o 
refinamento de malha resultando em uma sequência de malhas que não sejam 
geometricamente semelhantes (razão de refino variável). Segundo os autores, uma falha de 
MER pode ser erroneamente justificada pelo fato de ‘não se estar na faixa assintótica para pA’, 
quando, na verdade, a falha pode estar relacionada às causas mencionadas anteriormente. Esse 
equívoco de interpretação pode ser evitado ao se considerar o monitoramento de pA estimada 
– identificação de comportamento monotônico e convergente para as ordens a posteriori da 
solução numérica (ordens efetiva e/ou aparente). Desse modo pode-se, também, identificar o 
alcance de pA teórica. 
 Das dificuldades apontadas por Burg e Erwin (2009), para se garantir um bom 
desempenho de MER é recomendável se considerar: razão de refino constante, e análise de pA 
a priori (teórica) (quando possível) e a posteriori (estimativa numérica). Quanto aos efeitos 
de dispersão, as oscilações em simulações numéricas podem ser inerentes às soluções 
analíticas com descontinuidades. E essas descontinuidades podem ser afetadas pela resolução 
da malha, devido à sua localização (situação encontrada por Feng e Li (2010)). Sobre essa 
variação de posição com a resolução da malha, como exemplo: numericamente a localização 
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de uma onda de choque pode mudar devido, exclusivamente, à malha adotada. Percebe-se que 
essa dificuldade tem semelhança à encontrada por Marchi et al. (2009) em variáveis com 
valores extremos, ou seja, o ponto extremo para determinada variável de interesse pode 
apresentar mudança de coordenada com o processo de refinamento de malha. Esse efeito 
caracteriza o que se denomina, neste trabalho, de variável com coordenada móvel. 
 Essa questão (variável com coordenada móvel) é mencionada, também, por Nicolas et 
al. (2011) ao empregar ER na obtenção de solução numérica de referência (benchmark) em 
um problema de escoamento tridimensional envolvendo convecção-mista sobre um canal 
retangular horizontal aquecido inferiormente – escoamento termo-convectivo, cujo modelo 
matemático é baseado nas equações de Navier-Stokes, de conservação da massa e da energia. 
Nesse trabalho, os métodos numéricos adotados foram: Diferenças Finitas e Volumes Finitos, 
e a acurácia dos resultados é elevada mediante o emprego de ER. Entretanto, sua eficácia é 
reduzida nas proximidades do contorno inferior. Nesse contorno detectou-se uma 
descontinuidade no funcional que descreve o gradiente de temperatura. Sobre esse fenômeno, 
contudo, os autores questionam se todo tipo de singularidade pode afetar o desempenho de ER 
e citam como exemplo: “o que ocorre com ER em outras variáveis tais como extremos 
locais?”.  
 De modo geral, com relação às dificuldades mencionadas sobre o emprego de MER 
em variável com coordenada móvel (com a resolução da malha) – dentre as quais está a 
localização de pontos extremos – não foram encontradas, na bibliografia atualmente 
disponível, pesquisas sobre alternativas que busquem contorná-las. Tais estudos são úteis no 
contexto de Verificação e Validação em CFD para obtenção de solução numérica com ordem 
elevada mesmo nos casos em que não se conhece a priori a localização exata da variável de 
interesse – caso em que, comprovadamente, MER perde o seu efeito teórico sobre a elevação 
da pA e redução de Eh.  
   
1.3 OBJETIVOS 
  
 O objetivo geral deste trabalho é contribuir com a superação das dificuldades do 
emprego de MER em CFD, especialmente para variáveis que não possuem localização nodal. 
 Os objetivos específicos consistem em:  
 investigar o desempenho de MER em variáveis que possuem diferentes 
características com relação à sua localização coordenada, em malhas distintas; 
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  estabelecer a metodologia adequada, para o emprego de MER, em cada tipo de 
variável identificada; 
 apresentar uma expressão confiável e acurada para se estimar o valor do erro 
de discretização obtido com a aplicação de MER, em cada caso. 
 
1.4 ORGANIZAÇÃO DO TEXTO 
 
 A continuidade do presente texto está organizada da seguinte forma: no capítulo 2 são 
tratados conceitos e aspectos teóricos sobre erros numéricos, ER e MER, bem como são 
abordados os métodos numéricos utilizados; no capítulo 3 é apresentada a metodologia 
proposta para o emprego de MER em cinco tipos de variáveis classificadas de acordo com a 
sua localização em malhas distintas; no capítulo 4 são propostos estimadores para Eh e Em, 
com base em MER; no capítulo 5 são apresentados detalhes sobre os problemas-teste 
adotados, isto é, são apresentados os modelos matemáticos e numéricos empregados com o 
objetivo de se testar a metodologia proposta; o capítulo 6 traz os resultados obtidos e no 
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2  FUNDAMENTAÇÃO TEÓRICA 
 
 Neste capítulo são tratados alguns fundamentos que constituem a base teórica do 
presente trabalho. Primeiramente são abordados conceitos e definições sobre erros numéricos 
e suas fontes. Em seguida são tratados aspectos envolvendo os tópicos: métodos de 
discretização; resolução de sistemas de equações; interpolação polinomial; métodos de 
otimização; Extrapolação de Richardson (ER) e Multiextrapolação de Richardson (MER). A 
abordagem considerada está focada no problema definido na seção 1.1.  
 
2.1 ERRO NUMÉRICO 
 
 Segundo Ferziger e Peric (2002), o erro numérico é definido como a diferença entre a 
solução analítica exata () de uma variável de interesse e a sua solução numérica (), ou seja, 
  
  )(E .                                                                                                            (2.1) 
 
 O erro numérico é causado por diversas fontes, que são (MARCHI, 2001): erros de 
truncamento ),( TE  erros de iteração ),( IE  erros de arredondamento )( E  e erros de 
programação ).( PrE  Simbolicamente, tem-se: 
 
 ),,,()( PrEEEEEE IT   .                                                                                         (2.2) 
 
 Cada uma dessas quatro fontes de erro é explicada a seguir, separadamente. 
 
2.1.1 Erro de Truncamento 
 O erro que ocorre ao se truncar um processo infinito é chamado erro de truncamento 
),( TE  ou seja, é proveniente do fato de se aproximar um modelo matemático contínuo, com 
informação em um conjunto infinito, por um modelo numérico discreto com informação em 
um conjunto finito (ROACHE, 1998).  
 Segundo Tannehill et al. (1997) e Ferziger e Peric (2002) o erro de truncamento de 
uma equação diferencial é o resíduo obtido quando se substitui a solução analítica exata de 
uma variável dependente na equação discretizada, que é resultante da aplicação de um método 
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numérico sobre a equação diferencial. Tal fonte de erro é igual ao oposto do valor 
correspondente ao operador numérico aplicado à solução analítica da variável dependente.  
 Ao se considerar a divisão de um domínio contínuo em pontos com espaçamento h, o 
erro de truncamento de uma equação diferencial ou de uma aproximação numérica qualquer 
pode ser representado genericamente por (FERZIGER e PERIC, 2002): 
 
 ...,3210 3210 
pppp
T hChChChCE                                                                    (2.3) 
 
onde os coeficientes reais ,...,,, 3210 CCCC  podem ser positivos ou negativos e podem ser 
função da variável dependente e de suas derivadas, mas independem de h. Por definição, as 
ordens verdadeiras ),( Vp  são os expoentes de h dos termos não-nulos na Eq. (2.3) e são 
números reais que seguem a relação: ...1 3210 pppp  . Geralmente, Vp  constitui uma 
progressão aritmética. O menor expoente de h ),( 0p é chamado ordem assintótica.  
 Quando 0h , o TE  é dominado pela primeira parcela da Eq. (2.3), isto é, 00
phC  
torna-se a principal componente de ,TE  com a diminuição de h. Nesse caso, ao se considerar 
o gráfico bilogarítmico de TE  versus h, a sua inclinação em relação ao eixo das abscissas 
tende ao valor de 0p  (com a diminuição de h). Quanto maior for esse valor, maior será a taxa 
de redução de TE  com a diminuição de h.  
 Neste trabalho, o parâmetro h está relacionado à subdivisão de um domínio contínuo 
em N ‘partes’, elementos ou volumes de mesmo tamanho. A esse processo denomina-se 
discretização (uniforme) do domínio de cálculo, ou seja, da determinação, ao longo do 
domínio, sobre quais pontos (igualmente espaçados) se deseja conhecer a variável 
dependente. Ou ainda, h corresponde ao espaçamento entre esses pontos (ou nós). Aqui, essa 
consideração é estendida aos métodos: Diferenças Finitas e Volumes Finitos em domínios uni 
e bidimensional. 
 
2.1.2 Erro de Iteração 
 De modo geral, o erro de iteração )( IE  tem como causas: o emprego de métodos 
iterativos para resolução do sistema de equações algébricas resultantes do processo de 
discretização; a resolução de problemas não lineares em que a matriz dos coeficientes é 
função da variável dependente do problema; e o tratamento de modelos matemáticos 
constituídos por mais de uma equação, sendo cada uma resolvida separadamente. Como 
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exemplo: com a aplicação de determinado método numérico sobre um modelo matemático 
obtém-se um sistema de equações algébricas; ao se considerar a resolução desse sistema com 
o emprego de métodos iterativos, tem-se uma das causas de .IE  De acordo com Ferziger e 
Peric (2002), neste caso, considerando-se a solução numérica () para determinada variável de 
interesse, IE  é definido pela diferença entre a solução exata ( ex ), para o sistema de equações 
algébricas, e a solução numérica em uma dada iteração I ( )( I ). Admitindo-se que a solução 
exata do sistema seja única, tem-se: 
 
 )( IexIE   .                                                                                                           (2.4) 
 
 Usualmente os efeitos de ,IE  em simulações numéricas, são controlados pelo aumento 
do número de iterações, isto é, para I  obtém-se .0IE  Um detalhamento sobre o 
controle e estimativa desse tipo de erro, em CFD, é apresentado em Martins e Marchi (2008). 
 
2.1.3 Erro de Arredondamento 
 Os erros de arredondamento )( E  ocorrem principalmente devido à representação 
finita dos números reais nas computações. Eles dependem do compilador (software) usado 
para gerar o código computacional e do computador (hardware) empregado em sua execução. 
Quanto maior é a precisão utilizada para representar as variáveis, menores são os E ; 
entretanto, maior é a memória computacional necessária para o armazenamento dessas 
variáveis (MARCHI, 2001). De modo geral, a magnitude de E  tende a crescer com o 
aumento do número de operações matemáticas realizadas, através do processo de propagação 
de erros.  
 
2.1.4 Erro de Programação 
 Muitos erros podem ocorrer durante o desenvolvimento de um programa 
computacional. Esses erros podem ser ocasionados por um mau entendimento dos elementos 
da linguagem utilizada ou até mesmo por descuido. Na categoria de erros de programação 
)( PrE  incluem-se basicamente (ROACHE, 1998): os erros resultantes do uso incorreto de um 
modelo numérico na aproximação de um modelo matemático; os erros gerados na 
implementação do modelo numérico em um programa computacional; os erros cometidos no 
uso do programa computacional durante a obtenção da solução numérica; e qualquer outra 
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eventual fonte de erro, como por exemplo: usar uma solução analítica com precisão inferior à 
da solução numérica. 
 Uma maneira de se evitar esse tipo de erro é efetuar testes para detectar erros no 
programa. As obras de Maliska (2004) e Roache (1998) são exemplos de trabalhos que 
apresentam procedimentos para se detectar PrE , dentre eles: implementar um programa 
específico, para depois generalizá-lo; implementar o programa em módulos; a partir de uma 
malha pequena, verificar se a solução converge, isto é, se IE  atinge o nível do erro de 
máquina ou do erro de arredondamento; e resolver um problema ‘fabricado’ (com solução 
analítica conhecida) para verificar se com 0h  as ordens efetiva )( Ep  e aparente )( Up  
(detalhadas na próxima subseção) tendem à 0p . 
 
2.1.5 Erro de Discretização 
 Quando as demais fontes de erro são minimizadas ou inexistentes, o erro de 
truncamento passa a ser denominado erro de discretização (FERZIGER e PERIC, 2002), e é 
representado aqui por Eh. Neste contexto, Eh corresponde ao erro de discretização associado a 
  na malha uniforme com um espaçamento h sobre o domínio real  , ou apenas referenciada 
como malha .h   
 Neste trabalho as simulações numéricas são realizadas em precisão quádrupla, após a 
verificação dos códigos computacionais com base nos testes de coerência estabelecidos no 
protocolo de Marchi (2007), minimizando-se assim os efeitos de PrE  e .E  Por sua vez, IE  é 
controlado considerando-se o emprego de métodos multigrid (BRIGGS et al., 2000) 
associados a um grande número de iterações (até que se atinja o erro de máquina) e o 
monitoramento de um parâmetro de controle baseado no resíduo das equações algébricas 
(conforme será detalhado na seção 2.3).  
 Consta na literatura sobre Verificação e Validação numérica (V&V) em CFD que Eh 
representa a principal fonte de erro numérico (ROY e OBERKAMPF, 2011). Nesta proposta, 
Eh representa o objeto de estudo e, por analogia à forma geral de ,TE  considera-se: 
 
 ...3210 3210 
pppp hchchchcEh ,                                                                      (2.5) 
 
onde os coeficientes jc , com ...,3,2,1,0j , e os expoentes ,...},,,{ 3210 pppppV   (ordens 
verdadeiras) seguem as definições apresentadas anteriormente (na Eq. (2.3)). 
       
 
38 
 Segundo Szabó e Babuska (1991), Eh pode ser estimado a priori ou a posteriori da 
obtenção da solução numérica. As estimativas a priori consistem, basicamente, na estimativa 
da ordem de acurácia (pA). Isto é feito considerando-se a definição de ET e o emprego da série 
de Taylor (KREYSZIG, 1999). Com base nesse enfoque, admite-se que Eh tenha a mesma 
forma funcional quando 0h  (MARCHI, 2001) e considera-se uma perspectiva 
monocoeficiente, ou seja, 
 
 AphcEh  ,                                                                                                                 (2.6) 
 
onde c é um coeficiente admitido ser constante e Ap  corresponde, basicamente, ao valor de 
.0p  Com a obtenção de pA é possível avaliar, a priori, o efeito da redução de h sobre Eh. Por 
exemplo, ao se admitir os erros de discretização 1Eh  e 2Eh  associados a   nas malhas 1
h  e 





























1 ,                                                                                    (2.7) 
  
onde 21 hhr   representa a razão de refino de malha. Nessa perspectiva, A
pr  indica o fator de 
redução de Eh, com o refinamento de malha. 
 Por outro lado, segundo Marchi (2001) as estimativas de Eh a posteriori são usadas 
para estimar efetivamente a sua magnitude. Neste trabalho, essas estimativas são realizadas 
com base em soluções numéricas obtidas em duas ou mais malhas distintas, e considerando-se 
o emprego da ER (conforme detalhado na Seção 2.4).  
 A análise de pA a posteriori da solução numérica é baseada no cálculo das ordens 
efetiva )( Ep  e aparente )( Up , em que Ep  é definida como a inclinação local do gráfico 
bilogarítmico de hEh . De maneira semelhante, Up  é definida como a inclinação local do 
gráfico bilogarítmico da estimativa de Eh, denotada por Uh (em inglês, uncertainty) versus h, 
ou seja, hUh . As expressões para o cálculo de Ep  e Up  são apresentadas na sequência 
(MARCHI, 2001): 
 






















































,                                                                                                    (2.9) 
 
onde ,1  2  e 3   correspondem, respectivamente, às soluções numéricas obtidas nas malhas 
1h  (grossa), 2h  (fina) e 3h  (superfina); com 3221 hhhhr  (razão de refino constante).  
 Nos casos em que não se conhecem a solução analítica ( ) e a ordem assintótica )( 0p  
é possível se considerar a análise de pA com base no cálculo de Up . 
  
2.2 MÉTODOS DE DISCRETIZAÇÃO 
 
 Ao se considerar a abordagem numérica para solucionar um dado modelo matemático 
constituído por equações diferenciais é necessário, inicialmente, se expressar de forma 
adequada o domínio de cálculo, ou seja, determinar em quais pontos (malha) as soluções 
numéricas serão obtidas (FORTUNA, 2000). As Figs. 2.1 e 5.4 são exemplos dessa 
representação, e constituem as malhas adotadas nos problemas-modelo considerados nesta 
tese.  
 Após a discretização do domínio de cálculo (geração da malha), um método numérico 
tem como tarefa resolver uma ou mais equações diferenciais, substituindo as derivadas 
existentes por expressões algébricas que envolvem a função incógnita (MARCHI, 2001). Esse 
processo é denominado discretização das equações. Na sequência são apresentados, 
resumidamente, os métodos de discretização adotados. 
 
2.2.1 Método de Diferenças Finitas 
 O princípio fundamental do Método de Diferenças Finitas (MDF) é aproximar através 
de expressões algébricas cada termo do modelo matemático para cada ponto ou nó da malha 
(FERZIGER e PERIC, 2002). Para isso, considera-se a substituição das derivadas por 
aproximações em termos dos valores nodais das funções. O resultado é uma equação 
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algébrica por nó (ponto) da malha, em que o valor de cada variável nodal e de um 
determinado número de vizinhos aparecem como incógnitas. 
 Para obtenção das aproximações para as derivadas são consideradas expansões em 
séries de Taylor. Nesta proposta, no caso 1 (Poisson 1D, seção 5.1.1) considera-se a 
aproximação do tipo CDS (Central Differencing Scheme) (BURDEN e FAIRES, 2008), com 
pA = 2 (CDS-2), e com pA = 4 através do esquema compacto de quarta ordem proposto por 
Pulino e Torres (2006) (cujos detalhes são apresentados na seção 5.2.1).  
 Como exemplo: para as variáveis dependente T (temperatura) e independente x 
(coordenada espacial) a aproximação por CDS-2 para a derivada de segunda ordem é dada por  
 

















,                                                                      (2.10) 
 
onde o subscrito i representa a avaliação sobre o nó i (ou ponto i) da malha, com coordenada 
ix , h é o espaçamento (uniforme) entre dois nós vizinhos, conforme ilustrado na Fig. 2.1, e 
)( ii xTT   indica o valor obtido para a variável T  no ponto i. 
                                     
                                             1i             i             1i                                                                                                     
 
 
                             Figura 2.1: Representação do ponto i sobre a malha unidimensional. 
 
 A expressão para o erro cometido no processo de discretização em  iCDST '' 2 , pode 
ser obtida considerando-se a expansão da série de Taylor, para os pontos 1i  e 1i  (Fig. 














































































































ii .      (2.12) 
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Td  e comparando-a com a Eq. (2.10), obtém-se 
 





































iCDS                                 (2.13) 
 







































 , e ,...6 ,4 ,2Vp .  (2.14) 
 
 Analogamente, a aproximação por CDS-4 para a derivada de segunda ordem é dada 
por 
 

















 .                                           (2.15) 
 
 E a expressão para o erro cometido no processo de discretização em  iCDST '' 4 , 
torna-se 
 





































iCDS                               (2.16) 
 







































 , e ,...8 ,6 ,4Vp .        (2.17) 
 
 Os valores ,...8 ,6 ,4Vp  também podem ser obtidos considerando-se o emprego de 
um esquema compacto de alta ordem, conforme descrito na seção 5.2.1 (Poisson 1D). 
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2.2.2 Método de Volumes Finitos 
 A característica básica do Método de Volumes Finitos (MVF) é a integração das 
equações diferenciais (modelo matemático), na forma conservativa, sobre um volume de 
controle elementar qualquer (MALISKA, 2004). A representação unidimensional do volume 
de controle genérico P é dada na Fig. 2.2, e o enfoque bidimensional é abordado na resolução 
do caso 3 (Burgers 2D, seção 5.3.3), sendo representado na Fig. 5.4.  
 Nesse método, as variáveis de interesse são armazenadas no centro geométrico do 
volume de controle (centroide) e, para a discretização do modelo matemático são necessárias 
expressões algébricas envolvendo a variável dependente e/ou suas derivadas, avaliadas nas 
faces dos volumes de controle. Essas expressões são chamadas funções de interpolação. Em 
geral, essas funções têm o objetivo de avaliar uma propriedade (genérica) na interface do 
volume de controle bem como suas derivadas. Normalmente, para a avaliação das derivadas é 
suficiente o uso de um esquema de diferenças centrais, e na avaliação da variável é 
empregado algum mecanismo que considere os efeitos advectivos do problema (VERSTEEG 
e MALALASEKERA, 2007).  
 Como exemplo: para as variáveis dependente T e independente x a aproximação por 
CDS-2 para a derivada de primeira ordem na face (e), situada entre os volumes de controle 


















2 ,                                                                                   (2.18) 
 






Figura 2.2: Representação da face e entre os volumes P e E sobre a malha unidimensional 
(face e centrada entre os pontos nodais). 
 
 A expressão para o erro cometido no processo de discretização em  eCDST ' 2  pode 
ser obtida considerando-se a expansão da série de Taylor, para os pontos P e E, avaliada sobre 
a face e, ou seja, 
P              E
e                       x
h





































































































































































    (2.20) 
  
 Então, utilizando-se as Eqs. (2.19) e (2.20) para a obtenção de uma aproximação para 
dx
dT  e comparando-a com a Eq. (2.18), obtém-se 
 





































eCDS                           (2.21) 
 







































 , e  
 ,...6 ,4 ,2Vp .                                                                                                          (2.22) 
 
 O emprego do Método de Volumes Finitos sobre o caso 3 (Burgers 2D) é detalhado na 
seção (5.3.3). 
 
2.3 RESOLUÇÃO DE SISTEMAS DE EQUAÇÕES ALGÉBRICAS 
 
 Com a aplicação dos métodos numéricos descritos anteriormente, as equações 
resultantes levam a um sistema de equações algébricas do tipo 
 
 BA  ,                                                                                                                  (2.23) 
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onde A é a matriz dos coeficientes, B  é o vetor independente e   é o vetor de incógnitas 
(solução numérica). A estrutura da matriz A depende do método usado para discretizar o 
modelo matemático. Entretanto, as matrizes de banda tridiagonais e pentadiagonais são 
frequentes em CFD na discretização de modelos uni e bidimensionais, respectivamente. 
Então, devido a essas características apresentadas por A os métodos iterativos são mais 
adequados para obtenção de solução (TANNEHILL et al., 1997; BURDEN e FAIRES, 2008).  
 A busca de um método iterativo (solver) eficiente e preciso para a resolução de 
sistemas de equações algébricas tem tido avanços significativos ao longo dos últimos anos. Os 
métodos iterativos clássicos são caracterizados por uma baixa taxa de convergência iterativa o 
que representa um grande obstáculo na resolução de problemas em CFD (PAZ et al., 2006). 
De modo geral, pode-se dizer que a necessidade de algoritmos de aceleração de convergência 
iterativa, eficientes e confiáveis, sobre a redução de IE , deu origem ao método multigrid 
(BRIGGS et al., 2000; TROTTENBERG et al., 2001; WESSELING e OOSTERLEE, 2001) . 
 Em geral IE  é desconhecido, entretanto, uma forma de se controlar a sua magnitude 
envolve o cálculo do resíduo (R), 
 
  .)(IABR                                                                                                           (2.24) 
 
 O resíduo mede o quanto )( I , obtido na iteração I, é adequado para resolver a Eq. 
(2.23). Pode-se deduzir uma importante relação entre IE  e R  denominada equação residual 
(BURDEN e FAIRES, 2008),  
 
REA I  .                                                                                                   (2.25) 
 
 A Eq. (2.25) indica que IE  satisfaz a Eq. (2.23) (quando B é substituído por R). Além 
de ser utilizado como parâmetro de controle, R tem grande utilidade prática no seguinte 
sentido: dada uma solução numérica )( I  (determinada por um método iterativo na iteração I), 
pode-se calcular R com a Eq. (2.24) e, em seguida, calcular IE  com a Eq. (2.25). Então,   
pode ser melhorada (ou corrigida) considerando-se a definição de IE , isto é, faz-se: 
 
I
I E )( .                                                                                                           (2.26) 
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As Eqs. (2.25) e (2.26) são de grande importância no âmbito do método multigrid. Tal 
método caracteriza-se, basicamente, como uma técnica eficiente utilizada para tornar suaves 
as oscilações que são inerentes ao comportamento de IE , fazendo-se uso de diversas malhas 
estabelecidas por um processo de engrossamento. De modo geral, com o emprego de um 
método iterativo clássico, as iterações iniciais têm convergência rápida o que caracteriza a 
presença de modos oscilatórios em IE . Entretanto, após algumas iterações o processo torna-se 
lento, o que indica que IE  está composto predominantemente por modos suaves (após a 
‘suavização’ das iterações iniciais) (BRANDT, 1977).  
 Os métodos iterativos clássicos, dentre eles Gauss-Seidel, têm um forte efeito de 
suavização sobre IE , não o tornando necessariamente pequeno, mas ‘suave’, e essa 
suavização constitui um dos princípios do método multigrid (ERLANGGA, 2008). Aliado ao 
método multigrid, os métodos Gauss-Seidel Lexicográfico e Gauss-Seidel Red-black são 
considerados os mais adequados por Singh e Williams (2005), Zhang (1996), Wang e Zhang 
(2010). 
 Existem muitas variações do método multigrid, entretanto, a característica mais 
representativa e comum a todos eles é a existência de uma coleção hierárquica de malhas, 
gerada por um processo de engrossamento. Então, considera-se o emprego do solver não 
apenas em uma única malha, mas em todas as malhas na sequência em que foram geradas, da 
mais fina para a mais grossa (onde os modos suaves de IE  tornam-se mais oscilatórios). 
Sucessivamente, as soluções numéricas são transferidas, de malha em malha, até a malha mais 
grossa considerada (processo de restrição). Na presente proposta, esse processo é repetido até 
que a malha mais grossa possível seja alcançada. 
 A partir de então, o procedimento adotado, conhecido como suavização, transfere 
(além de suavizar/corrigir) informações de uma malha mais grossa para a malha 
imediatamente mais fina (operador de prolongação), em um processo que só acaba quando se 
atinge a malha original. A esta forma de percorrer as malhas, dá-se o nome de ciclo V.  
 Em outras palavras, o método multigrid consiste basicamente na adoção de três 
passos: suavização, restrição e correção/prolongação (BRIGGS et al., 2000). Utiliza-se do 
solver para suavizar IE  em uma malha 
h , então se transfere as informações (resíduo e/ou 
solução) dessa malha para a malha imediatamente mais grossa, qh  (operador de restrição) 
com 1q (razão de engrossamento). Entre os operadores de restrição conhecidos, um dos 
mais utilizados é o operador de restrição por injeção (BRIGGS et al., 2000; TROTTENBERG 
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et al., 2001; WESSELING e OOSTERLEE, 2001). A Fig. 2.3, retirada de Trottenberg et al. 
(2001), ilustra o uso do operador de restrição por injeção no caso de   bidimensional. 
 Em seguida, transferem-se as informações da malha grossa para a malha 
imediatamente mais fina (operador de prolongação), e suaviza-se novamente (correção). Entre 
os operadores de prolongação conhecidos, a interpolação linear (domínio unidimensional) e a 
bilinear (domínio bidimensional) (BRIGGS et al., 2000; FERZIGER e PERIC, 1999; 
TANNEHILL et al., 1997; TROTTENBERG et al., 2001; WESSELING, 1992) são bastante 
utilizadas. A Fig. 2.4, adaptada de Trottenberg et al. (2001) ilustra o comportamento do 
operador de prolongação por interpolação bilinear, no caso de   bidimensional. 
 Esse processo (suavização, restrição e correção/prolongação) é desenvolvido até que 
IE  tenha sido satisfatoriamente minimizado, de acordo com um critério pré-estabelecido 
baseado nas Eqs (2.24) e (2.25). Mais detalhes sobre operadores de transferência entre 
malhas, solvers, tipos de ciclos, e esquema de correção (CS) (onde se transferem apenas 
informações sobre o resíduo) ou esquema de aproximação completa (FAS) (onde se 
transferem informações sobre o resíduo e solução) podem ser encontrados nos textos de 




































Figura 2.4: Prolongação bilinear (adaptado de Trottenberg et al. (2001)), q = 2. 
 
2.4 INTERPOLAÇÃO POLINOMIAL 
 
 Com a resolução de um modelo matemático através do emprego de um método 
numérico são obtidos valores para   em pontos nodais determinados pela malha adotada. 
Entretanto, em alguns casos, pode ocorrer a necessidade de se obter   em locais específicos 
que não coincidem com os pontos dessa malha. Nessa situação, o emprego de interpolação 
polinomial representa uma ferramenta que pode ser empregada com sucesso.  
Os polinômios algébricos, ou apenas polinômios, representam uma das classes de 
funções mais conhecidas e úteis entre as que mapeiam o conjunto dos números reais, e se 
destacam por resultarem em aproximações contínuas e diferenciáveis (suaves). Para qualquer 
função f, definida e contínua em um domínio limitado  , existe um polinômio   que é ‘tão 
próximo’ da função quanto desejado (BURDEN e FAIRES, 2008). Conhecendo-se apenas 
alguns pontos avaliados por f, é possível se encontrar   que a aproxime em determinado 
domínio fazendo-se: 
 
),()(   f ,...,,1,0 p    ,                                                                    (2.27) 
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A Eq. (2.27) dá origem a um sistema de equações algébricas lineares, que é compatível 
e determinado devido à estrutura de sua matriz coeficientes (Matriz de Vandermonde). Isso 
garante a existência e unicidade do polinômio   que aproxima f em   (DAHLQUIST e 
BJORCK, 2008), conforme demonstrado na seção 2.4.2 para o caso de domínio bidimensional 
(o caso com domínio unidimensional pode ser demonstrado, de modo semelhante, e é 
detalhado em Burden e Faires (2008)).  
Na prática existem vários métodos para obtenção de  ; tais métodos são denominados 
métodos de interpolação polinomial. Ao se considerar a aplicação desses métodos em 
problemas que requeiram grande precisão, é comum se considerar polinômios de ordem 
elevada.  
No presente trabalho, considera-se a obtenção de funções contínuas a partir de um 
conjunto de pontos pertencentes a  . Nesse contexto, são empregados os métodos de 
interpolação polinomial em domínios uni e bidimensionais.  
 
2.4.1 Abordagem Unidimensional 
 Sendo '...10 aaaaa p   um conjunto de 1p  valores reais distintos, e sendo 
f  uma função cuja imagem é conhecida nesses pontos, busca-se um polinômio  , 
pertencente ao espaço vetorial Pp, dos polinômios de uma variável com grau menor ou igual 
que p , tal que 
 
 )(...)( 2210 i
p
ipiii afaaaa   , pi ...,,0 ,                                      (2.28) 
 
onde .,...,0, pjj   
O vetor ),...,,( 10 p  pode ser entendido como ‘coordenadas de   em Pp ’, com 
respeito à base de polinômios de potências, },...,,1{ pxx , onde x  corresponde à variável 
independente. 
 Dentre os métodos utilizados para se encontrar tais coordenadas,  , os mais 
utilizados são: Lagrange e Newton, sendo que na abordagem unidimensional adota-se a 
notação complementar (1D) para especificar o domínio unidimensional. 
Considerando-se, então, paaa ...,,, 10  e f  de acordo com a descrição anterior, o 
polinômio interpolador de Lagrange (1D) é determinado por: 
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)()( ,                                                                                            (2.30) 
 
enquanto que o polinômio interpolador de Newton (1D) é construído a partir das diferenças 
















)()();( , 1...,,0  pi .                                                            (2.31) 
 
Mais especificamente, a Eq. (2.31) representa a DDN (1D) de primeira ordem, sendo 













);;...;();;...;();;...;( 11111 , 1...,,0  pi ,       (2.32) 
 
em que 1s  é um número inteiro. 












                













ji xxaaaFaf                                                        (2.33) 
 
 Independentemente do método adotado, a menos dos efeitos de ,E  p  é o mesmo 
(princípio da unicidade de p ). E, ao se interpolar uma função f em ]',[ aa  por p  comete-se 
um erro, que pode ser representado por 
 
 ]',[),()()( aaxxxfxE p   .                                                                       (2.34) 
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 Sobre esse erro, de acordo com Steffensen (1950), tem-se que, se f  é uma função 












p ,             (2.35) 
 
onde ).',(* aax    
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fMaxaxaxax p ,                                       (2.36) 
 
onde ]',[,)(max)( )1( aaxxffM p   ; isto é, )( fM  corresponde à magnitude máxima de f  
no domínio estabelecido.  
 Se além das hipóteses anteriores, os pontos '...10 aaaaa p   forem igualmente 
espaçados, ou seja,   haaaaaa pp 11201 ... , podem-se considerar alguns 




























)()()( ,                                                              (2.37) 
 
em que ),()()( xfhxfxf   )),(()( 1 xfxf kk    e com as Eqs. (2.31) e (2.32), 









 .                                                                                       (2.38) 
 
 Nesse caso, pode-se considerar também (DAHLQUIST e BJORCK, 2008) 
  




 pp hOaxaxax , ]',[ aax ,                                                    (2.39) 
 
ou seja, esse produto resulta em um termo de ordem .1p  Portanto, com a Eq. (2.36) 
conclui-se que  
 
 )()( 1 phOxE ,                                                                                                     (2.40) 
 
isto é, com o emprego de interpolação polinomial para obtenção de )(xp , em pontos 
igualmente espaçados, o erro cometido é, no mínimo, de ordem 1p  (podendo ser de ordem 
mais elevada). 
 Neste trabalho, ao se considerar domínio unidimensional (1D), ambos os métodos 
(Lagrange e Newton) foram empregados com o objetivo de se garantir a implementação 
correta de )(xp , ou seja, de se verificar a unicidade do polinômio interpolador. Entretanto, 
sabe-se da literatura disponível que Newton (1D) apresenta vantagens sobre Lagrange (1D) 
com relação ao número de operações realizadas (BURDEN e FAIRES, 2008). Constatou-se, 
ainda, que Newton (1D) é menos sensível aos efeitos de E , ao se considerar 0h  (de 
acordo com os resultados obtidos). 
 
2.4.2 Abordagem Bidimensional 
As aproximações para as funções com mais do que uma variável independente são 
aproximações multidimensionais e, normalmente, apresentam maior dificuldade de 
implementação do que o caso unidimensional (DAHLQUIST e BJORCK, 2008). Em 
particular, considerando-se uma função ),( yxf  em que são conhecidos os valores ),( ji yxf  
para pi ...,,1,0  e pj ...,,1,0 , tem-se um polinômio de grau, no máximo, p  em x  e, no 















),(  ,                                                                                       (2.41) 
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onde os 2)1( p  coeficientes ji,  devem ser determinados a partir dos valores nodais 
),,( ji yxf  de acordo com o método estabelecido. Novamente, consideram-se os métodos: 
Lagrange e Newton, porém em abordagem bidimensional (2D). 
Nesse enfoque, admite-se 2 , delimitado por ]',[]',[ bbaa  , e os valores: 
 
 '... 110 aaaaaa pp   ,                                                                              (2.42) 
 
 '... 110 bbbbbb pp   ,                                                                                (2.43) 
 
e, com isso, obtém-se o conjunto de pontos: .,...,0;,...,0);,( pjpibaMp ji   
 Considerando-se, então, f  uma função definida em   e cujas imagens são 
conhecidas em ,Mp  o polinômio interpolador de Lagrange (2D) associado a f  é dado por 











































                                                                              (2.46) 
 
 A menos dos efeitos de ,E  o polinômio interpolador que satisfaz 
),,(),( jijip bafba   pjpi ,...,0,,...,0   (Eq. (2.41)) existe e é único (DAHLQUIST e 
BJORCK, 2008). Essa afirmação pode ser verificada considerando-se a forma de Lagrange 
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(2D) (Eqs. (2.44) a (2.46)). Para isso, define-se: pjpiylxlyxl jiji ,...,0,,...,0),()(),(,  , 













bal tkji ,                                                                                       (2.47) 
 
ou seja, o polinômio   satisfaz a condição de interpolação, o que garante a sua existência. 
Com relação a sua unicidade pode-se considerar, como artifício, um valor de y fixo, tb  






















,, .                                                                                                         (2.49) 
 
E, das condições de interpolação, os coeficientes do polinômio interpolador devem satisfazer 



























































































































.                                                 (2.51) 
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Como o determinante da matriz coeficiente (matriz de Vandermonde), na Eq. (2.51), 
não é nulo, o sistema é compatível e determinado. Portanto, para cada valor de t  existe uma 
única solução tiq , , para ....,,1 pi   Finalmente, os coeficientes ji,  para pi ...,,0  geram o 











,, ...,,0, ,                                                                                     (2.52) 
 











































































































.                                                          (2.53) 
 
Verifica-se, com isso, a unicidade do polinômio interpolador.  
Embora o método de Lagrange (2D) seja bastante útil do ponto de vista teórico, no 
estudo das propriedades dos polinômios interpoladores, em aplicações práticas tem seu uso 
limitado ao se considerar malhas muito refinadas )0( h , devido aos efeitos de .E  Esses 
efeitos foram identificados nos testes numéricos realizados (conforme os resultados obtidos 
em teste preliminares). 
Nesse sentido, o método de Newton (2D) representa uma alternativa viável. 
















),(),'(),';( .                            (2.54) 
 
Assume-se, por questão de simplicidade, que os dados nodais utilizados na 
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Tabela 2.1: Dados nodais considerados na interpolação 2D. 
x  






),( 00 baf  
),( 01 baf  
),( 02 baf  
  
),( 0baf p  
),( 10 baf  
),( 11 baf  
),( 12 baf  
  
),( 1baf p  
),( 20 baf  
),( 21 baf  
),( 22 baf  
  






),( 0 pbaf  
),( 1 pbaf  
),( 2 pbaf  
  
),( pp baf  
 
Em princípio, é intuitivo se admitir a interpolação de ),( yxf  a partir dos dados da 
Tab. 2.1, com um enfoque unidimensional, isto é, com um valor arbitrário de x (ou de y), 
interpolam-se sucessivamente: 
  
),(,...),,(),,(),,( 210 pbxfbxfbxfbxf .                                                                    (2.55) 
 
 E, em cada uma dessas interpolações, consideram-se os dados de uma coluna (ou 
linha) específica da Tab. 2.1. Essas interpolações são, portanto, interpolações com uma 
variável, cuja ordem (p) é determinada pelo número de pontos.  
 Porém, esse conjunto de funções (Eq. (2.55)) diz respeito, evidentemente, à tabulação 
de uma única função ),( yxf , e não é considerada como uma função de x, com um y 
constante ou vice-versa, ou seja, como uma função de uma única variável. Em muitos casos, a 
interpolação de ),( yxf , com valores particulares de x e em seguida de y, tratados 
separadamente, não é satisfatória, pois, dessa forma, se incorre em uma análise univariada (de 
uma única variável). Nesse sentido, surge a necessidade da aplicação de interpolação em 
ambas as variáveis, concomitantemente. 
Ao se considerar um enfoque bidimensional, os pontos utilizados para a interpolação 
não podem ser escolhidos arbitrariamente. Mas, como já foi considerado na Tab. 2.1, 
pertencem a dois sistemas de linhas paralelas (malha estruturada, ortogonal e 
preferencialmente uniforme) das quais, uma é paralela ao eixo das abscissas, e a outra paralela 
ao eixo das ordenadas, em um sistema de coordenadas cartesianas. Observa-se, contudo, que 
ambas devem ser tratadas simultaneamente, porém as distâncias entre essas paralelas podem 
ser arbitrária (h quaisquer). 
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 Se uma tabulação para ),( yxf  é dada, as DDN (2D) baseadas na Eq. (2.54) podem ser 
formadas com relação a x e a y. Tais DDN (2D) com respeito a x, são formadas com os 
argumentos paaa ,...,, 10 , e com respeito a y com os argumentos .,...,, 10 pbbb  Adota-se, então, a 
notação )...;;,...;;( 00, tt bbaaFF   , onde p  e pt  , e para o seu cálculo é mantido 




























































e assim por diante, 
 

























                         (2.57) 
 
As DDN (2D) são representadas esquematicamente na Tab. 2.2, para paa ,...,1  e 
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Tabela 2.2: Diferenças Divididas de Newton, enfoque bidimensional. 
),( 000,0 bafF   
),;( 0100,1 baaFF   
),;;( 02100,2 baaaFF   
  
),;...;;( 0100, baaaFF pp   
);,( 1001,0 bbaFF   
);,;( 10101,1 bbaaFF   
);,;;( 102101,2 bbaaaFF   
  







);...;;,( 100,0 pp bbbaFF   
);...;;,;( 1010,1 pp bbbaaFF   
);...;;,;;( 10210,2 pp bbbaaaFF   
  
);...;;,;...;;( 1010, pppp bbbaaaFF   
 
Para obtenção das DDN (2D) deve-se adotar primeiramente o cálculo em x (ou em y), 
ou seja, devem-se abordar os dados tabulados percorrendo-se primeiramente as colunas, e em 
seguida as linhas (ou ao contrário). Neste trabalho propõe-se a obtenção de tF ,  através do 
processo recursivo detalhado no Algoritmo I (Tab. 2.3), apresentado na sequência.  
 
                Tabela 2.3: Algoritmo I, Diferenças Divididas de Newton (2D) 
Entrada: 
;...,,0;...,,0);,(, pjpiyxfF jiji   
para m = 0, ..., 1p ; 
   para k = 1, 2, ..., mp  ; 
                                    ;mk   
    para t = 1 ,...,  p; 
















    
para m = 0, ..., 1p ; 
   para l = 1, 2, ..., mp  ; 
                                   ;mlt   













F     
 
E, por questão de simplificação de notação, para representação da forma interpoladora 
de Newton (2D) consideram-se: 
 
 );.(....)).((;1 1100   axaxaxxx                                                              (2.58) 
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)..(....)).((;1 1100  tt bybybyyy                                                               (2.59) 
  
Então, através das DDN (2D), o polinômio que interpola ),( yxf  em ],[ 0 paax  e 
],[ 0 pbby  fica determinado pela expressão: 
 
 



































                                                      (2.60) 
 
A análise sobre a ordem do erro do polinômio interpolador para o caso 2D é similar à 
considerada na Eq. (2.42), sendo consideradas ambas as dimensões. 
 
2.5 MÉTODOS DE OTIMIZAÇÃO 
 
 Como mencionado anteriormente, em CFD, pode ocorrer a necessidade de se avaliar 
determinada variável de interesse em uma localização não nodal. Nesse caso, o emprego de 
interpolação polinomial, para obtenção de  , é recomendado. Entretanto, pode ser necessária 
ainda a obtenção de um ponto extremo (ponto de máximo ou de mínimo). Como exemplo: a 
obtenção da velocidade máxima ou da pressão mínima, em determinado campo de variação. 
Se tal ponto procurado pertence à região do domínio de cálculo na qual   está definida, surge 
uma demanda que envolve o emprego de métodos de otimização.  
O problema de otimização pode ser posto, genericamente, da seguinte forma: seja 
n , :  busca-se o valor máximo de )(  (ou o valor mínimo de )(  em  ) 
/  e denota-se por )(max 
 
 (ou )(min 
 
). Os problemas que serão considerados 
neste trabalho são os de maximização (ou minimização) irrestrita (cuja função objetivo não 
está sujeita a restrições) não linear diferenciável, definidos em um conjunto convexo 
(BAZARAA et al., 2006). Como   considerada é uma função polinomial definida em 
]',[]',[ bbaa   convexo, ela caracteriza uma função convexa (ou côncava), e tem-se a 
garantia da existência e unicidade do seu ponto de mínimo (ou de máximo) global 
(BAZARAA et al., 2006). Nesses casos os métodos do tipo Gradiente podem ser empregados 
satisfatoriamente.  
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O método do Gradiente Ótimo é uma técnica de otimização irrestrita (BAZARAA et 
al., 2006). Em particular, limita-se à aplicação desse método de otimização devido às 
características das funções obtidas, isto é, funções polinomiais em que a expressão analítica 
para o gradiente pode ser obtida facilmente. A abordagem considerada é do tipo sequencial, 
ou seja, é gerada uma sequência de pontos   )(I  onde )( I  é o ponto obtido na iteração 
I, 
 
)()()1()( IIII d   ,                                                                                             (2.61) 
 
com )1,0()( I  sendo o passo tomado na I-ésima iteração e )( Id  a direção de subida (ou 
descida), isto é, )( )1()(  IId   (gradiente de   avaliado em ).)1( I  Os pontos )( I  são 
gerados de forma que )( )(I  é uma sequência crescente (ou decrescente) de números reais. 
Nesse sentido, para I suficientemente grande, )( I  é uma ‘boa’ aproximação para a solução 
procurada (ponto de max ou min). 
 No enfoque unidimensional, , x  a Eq. (2.61) pode ser abordada através 
do método de Newton para funções não lineares (BURDEN e FAIRES, 2008) fazendo-se 
)(')()( xxxg   , isto é 
 
 ).()( )1(1)1()1()(   IIII xgxgxx                                                                            (2.62) 
 
Já no enfoque bidimensional, na Eq. (2.61) deve-se utilizar um critério para 
determinação de )( I . Dentre os critérios disponíveis na literatura, a busca linear de Armijo 
(BAZARAA et al., 2006) é bastante conhecida pela sua eficiência e simplicidade de 
implementação. A regra de Armijo conta essencialmente com a escolha dos escalares 
10    e 1 ; e então se faz mI  /1)(   onde m  é o primeiro inteiro, não negativo, para 
o qual se verifica, no caso de maximização:  
 
;)()( )()1()()1()( IIIII d                                                                            (2.63) 
 
e deve-se considerar a relação   para o caso de minimização. 
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Resumidamente, a abordagem para esse processo de otimização (considerado no 
presente trabalho) é detalhada no Algoritmo II (Tab. 2.4), apresentado na sequência. 
 
Tabela 2.4: Algoritmo II, Método do Gradiente. 
            
           Para   determinado a partir de pjpibaMp ji ,...,0;,...,0);,(   (Algoritmo I). 
           Inicialização: Imax (inteiro);  I = 1; ),( **
)1(
pp
I ba ; ;0;2;10 1    1 ;  
                                 2/* pp   ou 2/)1(*  pp ; para p par ou ímpar, respectivamente.  
           Enquanto I   Imax  e 0  : 
                           ;0m  
                           inicializar as variáveis auxiliares 0k  e 1k , com 10 kk   (ou 10 kk   para  
                           minimização); 










  )(),( )1()1()( III
yx
d  ( )( Id ,  para minimização); 






















 ;  
                           enquanto 10 kk   (ou 10 kk   para minimização): 
                                          m /1 ; 
                                         )()1()( III d   ; 
                                         )()1()1(0 )(
III dk    ; 
                                         )( )(1
Ik  ; 
                         1 mm ; 
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2.6 EXTRAPOLAÇÃO DE RICHARDSON 
 
 A metodologia denominada extrapolação de Richardson (ER) pode ser empregada 
sempre que se saiba que uma técnica de aproximação tenha um termo indicativo de erro de 
forma previsível, isto é, uma forma que dependa de um parâmetro real (como é o caso de h) 
(BURDEN e FAIRES, 2008).  
 Em princípio, o objetivo da ER (RICHARDSON, 1910; RICHARDSON e GAUNT, 
1927) era combinar aproximações de modo a se aumentar a ordem de acurácia resultante, 
considerando-se, exclusivamente, ,20 p 41 p  e 2r  (razão de refino). Tal procedimento 
foi denominado extrapolação de Richardson padrão (OBERKAMPF e ROY, 2010).  
 Posteriormente a ER passou a ser considerada com valores gerais ,0p  ,1p  e r  e, 
então, denominada extrapolação de Richardson generalizada (OBERKAMPF e ROY, 2010). 
Desta forma, geram-se fórmulas que combinam resultados de )(h  para diferentes malhas 
h , levando-se em consideração a razão de refino r. 
 Considera-se que, para cada valor 0h  é dada uma )(h  que aproxima o valor 
desconhecido   pela expressão: 
 
 ...,)( 33221100 
pppp hkhkhkhkh                                                             (2.64) 
 
para uma coleção de constantes reais desconhecidas ...,,,, 3210 kkkk , e números inteiros 
...1 3210  pppp .  
 Para 0h , a Eq. (2.64) pode ser reescrita como: 
 
 )()( 100
pp hOhch  ,                                                                                      (2.65) 
 
onde )( 1phO  representa um termo indicativo de erro de ordem 1p , e .00 kc     
 Considerando-se, ainda, o número racional (razão de refino) 1r , pode-se fazer: 
 
 )()()()( 1000100
ppppp hOhrchOrhcrh  .                                           (2.66) 
 
       
 
62 
 Então, ao se adotar uma combinação linear sobre )(h  e )(rh , com as Eqs. (2.65) e 















                                     (2.67) 
 























                (2.68) 
 
de onde se considera  
  
 )( 1phO  .                                                                                                     (2.69) 
 
  No enfoque considerado, )(h  e )(rh  correspondem aos valores de   obtidos nas 
malhas h  e rh , respectivamente; ),( rhh   diz respeito a uma combinação entre )(h  
e )(rh , de modo que se tenha uma aproximação com )( 1phO , isto é, um termo indicativo de 
erro de ordem 1p .  
  Como 01 pp  , a solução   possui pA mais elevada do que )(h  e )(rh  e, 
consequentemente, proporciona a obtenção de um resultado mais acurado. A solução   diz 








rhhh  .                                                                                        (2.70) 
 
Além da obtenção de  , a ER pode ser abordada na perspectiva de estimador do Eh 
envolvido no cálculo de )(h . Nesse enfoque, sobre a composição do erro numérico, quando 
apenas os efeitos de truncamento são considerados, Eh pode ser mensurado por:  
 
)(hEh  .                                                                                                         (2.71) 
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Segundo Brezinski e Zaglia (2002), nessa equação, quando   não é conhecida ela 
pode ser aproximada considerando-se uma estimativa para solução analítica, que pode ser 
obtida com o emprego de métodos de extrapolação. Assim, com as Eqs. (2.70) e (2.71), pode-








rhhUhhUh                                                                      (2.72) 
 
Uh , obtida com a Eq. (2.74), caracteriza o estimador Richardson e fornece além da 
magnitude da estimativa de Eh, o seu sinal, isto é, se   é maior ou menor que )(h  
(MARCHI, 2001). Observa-se, nesse caso, que o cálculo de Uh  considera o valor de .0p  
Entretanto, pode-se admitir o seu cálculo com base no valor de ,Up  ao invés de .0p   
Segundo Marchi (2001), o estimador Richardson é confiável: se 0ppU   de modo 
superconvergente e Uh  é calculada com ;0p  ou, se 0ppU   de modo subconvergente  e Uh  
é calculada com .Up  Os termos superconvergente e subconvergente, no presente contexto, 
referem-se à ocorrência de convergência monotônica, quando 0h , de Up  com valores 
superiores ou inferiores a ,0p  respectivamente.    
 
2.7 MULTIEXTRAPOLAÇÃO DE RICHARDSON  
 
De acordo com a definição apresentada anteriormente (Capítulo 1), MER consiste da 
aplicação recursiva da ER com o objetivo de se elevar a Ap  de Eh. Nesse sentido, são 
considerados os valores de Vp  e, com base nas Eqs. (2.64) e (2.65) escreve-se 
 





ppp hchchchchch                                   (2.73) 
 
com ......1 1210   mm ppppp  . 
 O processo de recursividade é concebido a partir da Eq. (2.70), isto é, considera-se  
 






























                                                   (2.74) 
 
com rhh gg /1  , em que 0h  e 1r  representam parâmetros genéricos, ou números reais, 
que respeitam as definições apresentadas anteriormente. A partir disso, consideram-se os 
níveis m, indicando a extrapolação, e g indicando a malha gh , com m e g sendo números 




















                          (2.75) 
 
  Do ponto de vista teórico, a Eq. (2.75) pode ser repetida infinitamente. Entretanto, em 
aplicações práticas considera-se um valor limite para g, isto é, g = G, onde G  é um número 
inteiro positivo. Pode-se, então, associar os valores gh  ao espaçamento entre os pontos nodais 
de um conjunto com ...,,1g G malhas arbitrárias. Entretanto, MER torna-se especialmente 
simples no caso em que são consideradas diversas malhas, com ,1h  ,2h  ,3h  ..., ,  gh  ...,  
representando uma sequência geométrica (DAHLQUIST e BJORK, 2008), ou seja, é ideal se 
admitir razão de refino constante, Gghhr gg ,...,1,1   , para a geração de G malhas 
distintas ( ),...,,...,,, 21 Gg hhhh  isto é, para geração das malhas 1h  (grossa), 2h  (fina), e 
assim por diante até .Gh   
Presume-se que o emprego desse processo recursivo (Eq. (2.75)) proporcione a 
elevação progressiva de Ap  de Eh, percorrendo os valores de Vp . Tal efeito pode ser 
analisado considerando-se uma malha h , com ,Ghh   cuja solução numérica é obtida com 
diferentes níveis de extrapolação, .,...,0 m  Então, com a Eq. (2.72) admite-se a seguinte 
representação: 






























m hchchchchch                      (2.76) 
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em que os índices subscritos, ,...,,...,0 m  dos coeficientes constantes ‘c’ representam a posição 
do termo na série analítica que descreve o erro numérico, ou seja, correspondem ao termo de 
ordem ,...;,...,0 mpp  e o índice sobrescrito (m) corresponde ao número de vezes em que se 
considera o emprego da Eq. (2.75), isto é, ao número de extrapolações realizadas. Em outras 
palavras, para cada nível de extrapolação (m) a série que descreve o termo indicativo de erro 
para )(hm  sofre alteração em seus coeficientes. E essa distinção dos coeficientes, com a 
variação de m, é denotada pelo índice sobrescrito entre parênteses.   
 De acordo com a explanação apresentada na seção anterior (Eqs. (2.65) e (2.69)), 
)(0 h  e )(1 h  possuem )( 0
phO  e )( 1phO , respectivamente. Portanto, na Eq. (2.76) para 
1m , obrigatoriamente, deve-se ter 0)1(
0
c .  
Como a Eq. (2.76) corresponde a uma forma geral para expressão do erro cometido ao 







ccc , isto é, 
que )(hm  tenha )( m
phO .  
 Surge, então, a proposição:  
 
 ...,2,1,0),()(  mhOh mpm .                                                                          (2.77) 
   
 A validade dessa proposição pode ser demonstrada pelo Princípio da Indução Finita 
(IEZZI e MURAKAMI, 2006): 
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 chc p . Portanto, )(1 h  possui )( 1
phO . 
ii) Admite-se que )(1 hm  tenha )( 1m
phO  e verifica-se a extensão dessa proposição 
para )(hm , ou seja, verifica-se se realmente )(hm  possui um termo indicativo de erro 
de )( mphO . Para isso, basta provar que 0)( 1 
m






















































































chc . Logo, )(hm  tem )( m
phO . 
 
Como (i) e (ii) foram verificadas, conclui-se que: ...,2,1),()(  mhOh mpm  . 
 De modo geral, pode-se dizer que o processo de MER (em inglês, Repeated 
Richardson Extrapolation, RRE), é obtido pela aplicação repetida da ER, onde: p0 é 
considerada apenas na primeira aplicação de ER ou primeiro nível de extrapolação; nos 
demais níveis, consideram-se os valores sequenciais das próximas ordens verdadeiras 
( mpppp ,...,,, 321 ) para obtenção de )(hm  com )( m
phO . 
 Embora a expressão apresentada na Eq. (2.75) seja apropriada para o estudo das 
propriedades de MER, ao se considerar, entretanto, o seu emprego em aplicações 
computacionais a notação adotada por Marchi et al. (2008; 2013) torna-se mais adequada. 
Nesse enfoque, a solução numérica ( ) em uma malha ,gh onde g indica o nível de malha, 














 .                                                                                  (2.78) 
 
A Eq. (2.78) é válida para g = 2,..., G e m = 1,..., 1g . Em qualquer malha ,gh  0,g  
representa a solução numérica ( ) sem o emprego da ER. O emprego de MER, sobre a 
variável  , é detalhado no Algoritmo III (Tab. 2.5), apresentado na sequência. 
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Tabela 2.5: Algoritmo III, aplicação de MER. 
 
Obter soluções numéricas para a variável de interesse   em G malhas 
distintas: ....,,,, 321 G  
Fazer: GG   0,20,220,210,1 ...,,,, . 
Para m = 1,..., 1G  
















 De acordo com a definição apresentada anteriormente, os valores de Vp formam uma 
progressão aritmética. Com o emprego de MER, esse comportamento teórico pode ser 
confirmado, a posteriori, considerando-se os cálculos de Ep , quando a solução analítica ( ) 
é conhecida, e de Up  que, generalizadas para MER, são representadas nas Eqs. (2.79) e 
(2.80), respectivamente. Teoricamente, à medida que 0h , os valores de mgEp ,)(  e mgUp ,)(  
devem tender aos valores de Vp  do respectivo nível de extrapolação (m), ou seja, mp  


































































.                                                                                (2.80) 
  
 A Eq. (2.79) é válida para g = 2,..., G e m = 1,..., 1g , enquanto que a Eq. (2.80) é 
valida, somente, para g = 3,..., G e m = 1,...,  2/)3( gInt , onde )(Int  corresponde à parte 
inteira do número real  .  
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 Analogamente ao emprego da ER, nos casos em que não se conhece a solução 
analítica ( ) e as ordens verdadeiras ( Vp ) é possível se empregar a Eq. (2.78) considerando-
se 1,)( mgUp  no lugar de 1mp . 
Ao se considerar a Eq. (2.78) (e o Algoritmo III, Tab. 2.5), nota-se que a solução 
numérica com MER diz respeito à solução mg ,  envolvendo diversos níveis de malhas e de 
extrapolação. Teoricamente, quanto maior o valor de m mais próximo mg ,  estará de   
(maior o nível de acurácia).  
Nessa perspectiva, emprega-se o maior valor de m permitido. Entretanto, em cada 
malha específica, o maior valor de m possível está, sobretudo, condicionado ao número de 
malhas disponíveis. Por exemplo: para 1m  e 2m  são necessárias, respectivamente, as 
soluções numéricas   em duas e três malhas distintas, como pode ser verificado na Tab. 2.6.  
Portanto, é intuitivo se admitir que o valor máximo de m permitido na malha gh  seja 
.1 gm  Considera-se, então, como foco a sequência: }...,,...,,,{ 1,1,2,31,2  GGggM   
(Tab. 2.6) onde os índices subscritos correspondem, respectivamente, ao nível de malha )(g  e 
ao nível de extrapolação (máximo em cada malha) ).1(  gm  
 
Tabela 2.6: Representação esquemática do emprego de MER. 
m = 0 m = 1 m = 2 ... m = G  – 2 m = G  – 1 
10,1         
20,2    1,2      
30,3    1,3  2,3     
... ... ...     
10,1   GG   1,1G  2,1G  ... 2,1  GG   
GG  0,  1,G  2,G  ... 2, GG  1, GG  
 
A acurácia das soluções numéricas M  pode ser analisada considerando-se a obtenção 
de Ap , a posteriori. Certamente, tal análise pode ser conduzida com base nos conceitos de 
Ep  e .Up  No entanto, as expressões para mgEp ,)(  e mgUp ,)( , Eqs. (2.79) e (2.80) envolvem 
as soluções mg ,  em um mesmo nível de extrapolação, ou seja, não envolvem soluções em 
níveis (m) distintos de extrapolação e, portanto, não fornecem estimativas para Ap  de M . 
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Dessa necessidade, e por analogia às definições de Ep  e Up , determinam-se para o caso 

























,                                                                                  (2.81) 
 






















 ,                                     (2.82) 
                                                       
para Gg ,...,3 . 
Então, com as Eqs. (2.81) (quando a solução analítica é conhecida) ou (2.82) é 
possível se analisar, a posteriori das soluções numéricas M  ( 1 gm ), o valor da sua 
ordem de acurácia. Geometricamente, gMEp )( ,  corresponde à inclinação local média entre 
duas malhas ( 1 gh  e gh ), em escala bilogarítmica, do gráfico envolvendo o erro de 
discretização associado a M , e denotado por ,Em  versus h. Analogamente, gMUp )( ,  
corresponde à inclinação local média entre três malhas ( 2 gh , 1 gh  e gh ), (em escala 
bilogarítmica) do gráfico envolvendo a estimativa para Em, denotada por Um, versus h. 
 
2.8 RESUMO DO CAPÍTULO 2 
  
Neste capítulo foram abordados os conceitos de erro de discretização e de sua 
estimativa, e os conceitos de ordem de acurácia a priori (ordens verdadeiras) e a posteriori 
(ordens efetiva e aparente) de uma solução numérica. Foram descritos os métodos numéricos 
utilizados, bem como a forma de se tratar o erro de discretização em cada caso. Foram 
discutidos aspectos inerentes à resolução de sistemas de equações algébricas em CFD, 
considerando-se como focos os métodos iterativos básicos, o erro de iteração e o emprego de 
métodos multigrid. Em seguida, foram apresentados os métodos de interpolação polinomial e 
de otimização, em domínios uni e bidimensional, que atendem às necessidades do problema 
definido no presente trabalho. Ao final, foram abordados aspectos teóricos e computacionais 
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sobre ER e MER, e definiu-se M  como sendo a solução obtida com o emprego de MER, com 
o maior nível de acurácia possível. Foram definidos, também, Em e Um como sendo o erro de 
discretização e a sua estimativa associados a M , respectivamente. A partir disso, considera-
se a aplicação de MER com o maior número de extrapolações permitido, em cada malha.  
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3  METODOLOGIA PARA O EMPREGO DE MER 
 
 Este capítulo tem o seguinte aspecto principal: o emprego de MER requer a 
obtenção de soluções numéricas, para determinada variável de interesse, em uma 
coleção de malhas distintas. Nesse cenário, inicialmente são apresentados os diferentes tipos 
de variáveis, que são classificadas de acordo com a sua localização. A partir disso, propõe-se 
um conjunto de procedimentos para a aplicação efetiva de MER.    
 
3.1 CLASSIFICAÇÃO DAS VARIÁVEIS 
 
A classificação adotada no presente estudo é motivada pelo problema descrito na 
seção 1.1. Nessa situação, percebe-se que o desempenho de MER é totalmente prejudicado no 
caso de variáveis que apresentam alteração de coordenadas, ao se considerar a sua resolução 
em malhas distintas. Então, com o objetivo de abranger diversos casos que podem ocorrer ao 
se aplicar MER, são considerados cinco tipos de variáveis. Cabe ressaltar que tal classificação 
leva em conta o processo de refinamento de malha. 
Inicialmente, por questão didática, busca-se ilustrar os tipos de variáveis identificadas 
com uma abordagem unidimensional, nas Figs. 3.1 a 3.5. Nessas figuras, 1  com coordenada 
,1a  2  com coordenada ,2a  e 3   com coordenada ,3a  correspondem, respectivamente, às 
soluções numéricas obtidas nas malhas 1h  (grossa), 2h  (fina) e 3h  (superfina); com 
3221 hhhhr  (razão de refino constante). Porém, a classificação adotada é extensiva a 
domínios multidimensionais. Em seguida são abordados, separadamente, os aspectos que 












































Figura 3.2: Variável com localização pré-estabelecida, e situada no ponto médio entre 











Figura 3.3: Variável com localização pré-estabelecida, porém não situada em um nó específico  
















































Figura 3.5: Variável com localização indeterminada e que apresenta alteração de  
coordenadas ao se considerar malhas distintas. 
 
3.1.1 Variável do tipo I 
 A classe denominada tipo I consiste de variáveis locais, cuja localização coordenada 
(a) é mantida em todas as malhas ( h ) consideradas e coincide com um ponto nodal (Fig. 
3.1) ou, ainda, é caracterizada por uma variável global. 
  
3.1.2 Variável do tipo II 
 O tipo II é constituído por variáveis locais em que a situa-se no ponto médio entre 
pontos nodais de h , ou seja, suas coordenadas coincidem com a média aritmética das 
coordenadas dos pontos nodais vizinhos (Fig. 3.2).  
 
3.1.3 Variável do tipo III 
As variáveis do tipo III são variáveis locais onde a não é dada por um ponto nodal de 
h , nem coincide com o ponto médio entre nós vizinhos; entretanto, possui uma localização 
fixa pré-estabelecida (Fig. 3.3). Como exemplo, cita-se uma variável com coordenada 
irracional, cuja localização não coincide com pontos nodais nem com a média aritmética das 
coordenadas de pontos nodais vizinhos.  
 
3.1.4 Variável do tipo IV 
O tipo IV é caracterizado basicamente pela identificação de a para um valor específico 
de   ),(   , ou seja, pela localização coordenada de variáveis cujos valores são 
estabelecidos previamente. Essa classe de variáveis envolve grandezas locais cujo valor é 
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escoamento objetiva-se encontrar a coordenada onde se tem o número de Mach com valor 
unitário (Mach crítico). 
 
3.1.5 Variável do tipo V 
As variáveis do tipo V representam a principal motivação para o desenvolvimento do 
presente trabalho. Nesse âmbito,   corresponde a variáveis locais em que a não é conhecida 
previamente e sua determinação depende da malha adotada, isto é, são variáveis que podem 
apresentar mudança de coordenadas em malhas distintas (Fig. 3.5). Como exemplo desse tipo 
de variável tem-se: a obtenção de pontos extremos (ponto de máximo ou de mínimo). Nesse 
caso, ao se empregar MER sobre as   obtidas em malhas distintas, o seu desempenho pode 
ser totalmente prejudicado devido ao efeito de alteração de coordenadas, com o refinamento 
de malha (conforme ilustrado na seção 1.1). 
 
3.2 PROCEDIMENTOS PARA O EMPREGO DE MER 
 
 De acordo com a classificação apresentada na seção anterior, são tratados na sequência 
os procedimentos para o emprego de MER em cada caso. 
 
3.2.1 MER em variável do tipo I 
 Em variáveis do tipo I o emprego de MER ocorre diretamente, isto é, através da Eq. 
(2.78) e da sequência de passos apresentada no Algoritmo III (seção 2.7). Dessa forma, pode-
se obter M  e Em (quando   é conhecida). 
 
3.2.2 MER em variável do tipo II 
 Ao se considerar uma variável do tipo II, MER não pode ser aplicada diretamente 
como no caso anterior. Como a localização da variável de interesse não é coincidente com as 
coordenadas nodais, torna-se necessário o emprego de um método que possibilite o seu 
cálculo, previamente à aplicação de MER.  
Então, com o objetivo de identificar a metodologia mais adequada para essa 
finalidade, a partir dos valores nodais obtidos, considerou-se o emprego de diversas técnicas 
de aproximação (Mínimos Quadrados e Transformada de Fourier, com várias ordens, 
interpolação por Spline Cúbica e interpolação polinomial 1D, conforme abordado na seção 
2.4.1, com p = 1, 2, 3, 4, 5, 6, 8 e 10 (Eq. (2.33)) e detalhado no Apêndice A. O melhor 
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resultado, enfim, foi obtido com interpolação polinomial, com 1p  (interpolação linear). Tal 
resultado pode ser atribuído à localização da variável de interesse (ponto médio entre 
coordenadas nodais). 
Portanto, para esse tipo de variável indica-se, primeiramente, o emprego de 
interpolação linear no caso unidimensional (Eq. (2.33), com 1p ) ou bilinear no caso 
bidimensional (Eq. (2.60), com 1p , Algoritmo I da seção 2.4.2). Dessa forma é possível se 
obter   em malhas distintas e, de modo análogo ao cálculo de Eh (Eq. (2.71)), obtém-se o 
erro numérico denotado por Ep (quando   é conhecida). 
A partir desses valores obtidos para  , aplica-se MER como no caso anterior (Eq. 
(2.78), Algoritmo III da seção 2.7). Denota-se, então, a solução equivalente à M  por pM , 
devido ao emprego de interpolação polinomial. Analogamente, denota-se por Epm o erro 
numérico que equivale à definição de Em (quando   é conhecida). 
 
3.2.3 MER em variável do tipo III 
Assim como no caso anterior, para a avaliação de variáveis do tipo III foram 
considerados vários métodos. Dentre esses métodos, ao se considerar o emprego de MER 
como pós-processamento, os resultados mais promissores foram obtidos com interpolação 
polinomial. Considerou-se, então, para o caso unidimensional, a Eq. (2.33) com p = 1, 2, 3, 4, 
5, 6, 8 e 10 (detalhes apresentados no Apêndice A); e para o caso bidimensional a Eq. (2.60) 
com p = 1, 2, 3, 4 e 6 (detalhes apresentados no Apêndice C). Em seguida, calculou-se pM , 
de modo semelhante a M , com a Eq. (2.78). Observou-se, assim, que pM  apresentou 
resultados mais acurados (menor magnitude para Epm) com 10p , no caso unidimensional, 
e com 6p , no caso bidimensional.  
Para esse tipo de variável indica-se, portanto, o emprego de interpolação polinomial 
1D (Eq. (2.33)) ou 2D (Eq. (2.60)) com o maior valor de p  max)( p  que esteja disponível 
(no presente trabalho ;1,10 Dp   e )2,6 Dp   para obtenção de   em malhas distintas. 
Em seguida, sobre os valores obtidos para  , considera-se o emprego de MER (Eq. 
(2.78)), ou seja, analogamente à notação empregada na seção anterior, obtém-se pM  e Epm 
(quando   é conhecida). 
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3.2.4 MER em variável do tipo IV 
No caso de variáveis do tipo IV, em que a variável de interesse consiste na 
determinação da localização para um valor funcional conhecido )( , a interpolação 
polinomial com grau maxpp   (análogo ao caso anterior) caracteriza o procedimento mais 
adequado, dentre os diversos métodos analisados. Então, primeiramente deve-se determinar o 
polinômio interpolador com o maior grau possível, com base nos valores nodais que se situam 
nas proximidades de   (estabelecido a priori).  
Em seguida, considerando-se esse valor e o polinômio obtido, calcula-se a solução que 
corresponde à resolução da equação polinomial obtida (resolução considerando-se o método 
de Newton (Eq. (2.62))) (detalhes apresentados no Apêndice B), isto é, resolve-se . p  
Enfim, com os valores obtidos em cada malha aplica-se MER (Eq. (2.78)) e obtém-se pM  
(analogamente aos casos anteriores) e Epm (quando   é conhecida). 
 
3.2.5 MER em variável do tipo V 
Em uma variável do tipo V a obtenção de   deve ser considerada de modo que o 
efeito de alteração de coordenadas em malhas distintas seja minimizado, ou inexistente. Com 
esse propósito, dentre os métodos analisados, a interpolação polinomial (detalhes 
apresentados nos apêndices A e C) seguida do emprego de métodos de otimização (detalhes 
apresentados nos apêndices B e D) apresentou resultados satisfatórios. 
Nesse caso, os 1p  pontos nodais no caso unidimensional ou, os 2)1( p  pontos 
nodais no caso bidimensional, considerados para obtenção de p  localizam-se nas 
proximidades (vizinhanças) do ponto de máximo (ou de mínimo) discreto, ou seja, do maior 
(ou do menor) valor nodal obtido na malha .h  E, como p  caracteriza uma função convexa, 
tem-se a garantia de existência e unicidade do seu ponto de máximo (ou de mínimo) no 
intervalo determinado por tais pontos. 
Portanto, em se tratando de variáveis do tipo V, para obtenção de   em malhas 
distintas indica-se: primeiramente, o emprego de interpolação polinomial com maxpp   
(assim como na seção anterior); em seguida, a busca do ponto ótimo de p , pmax  (ou 
pmin ) de acordo com o procedimento descrito no Algoritmo II da seção 2.5 e ilustrado nos 
apêndices B e D; ao final, com esses valores de   (em malhas distintas), a aplicação de MER 
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é considerada (Eq. (2.78)) e, analogamente (casos anteriores), obtêm-se pM  e Epm (quando 
  é conhecida). 
 
3.3 ALGORITMO GERAL PARA O EMPREGO DE MER  
  
 De modo geral, ao se considerar a utilização de MER sobre determinada variável de 
interesse indica-se a adoção do procedimento descrito a seguir. 
 Primeiramente, deve-se classificar a variável considerada de acordo com um dos cinco 
tipos descritos anteriormente e, então: 
 para variáveis do tipo I obtém-se   em cada malha e emprega-se MER 
diretamente com a Eq. (2.78); 
 para variáveis do tipo II emprega-se a interpolação polinomial com 1p  
(Eqs. (2.37) ou (2.60)) para obtenção de   através de p  em cada malha, e em 
seguida emprega-se MER (Eq. (2.78)); 
 para variáveis do tipo III considera-se a interpolação polinomial com grau 
maxp  ( p  com as Eqs. (2.37) ou (2.60)), para obtenção de   em cada malha, 
e na sequência aplica-se MER (Eq. (2.78)); 
 para variáveis do tipo IV emprega-se interpolação polinomial com grau maxp  
( p  com as Eqs. (2.37) ou (2.60)), resolve-se a equação polinomial obtida 
considerando-se a igualdade entre p  e o valor real estabelecido a priori (Eq. 
(2.62),  p ), para obtenção de   em cada malha e, então, emprega-se MER 
(Eq. (2.78)) sobre esses valores; 
 para variáveis do tipo V, analogamente, emprega-se interpolação polinomial 
com maxp  (Eqs. (2.37) ou (2.60)) e, na sequência, busca-se o seu ponto ótimo 
(Algoritmo II, Tab. 2.4) para a determinação de   em cada malha; finalmente, 
considera-se o emprego de MER (Eq. (2.78)); 
  


















Figura 3.6: Metodologia para o emprego de MER. 
  
3.4 RESUMO DO CAPÍTULO 3 
  
Neste capítulo, inicialmente foram estabelecidos cinco tipos de variáveis com base no 
processo de refinamento de malha, ou seja, de acordo com a localização da variável de 
interesse em um conjunto de malhas distintas (estabelecidas por refinamento). A partir dessa 
classificação foram apresentados os procedimentos específicos para o emprego efetivo de 
MER, em cada caso. Tais procedimentos envolvem a aplicação de interpolação polinomial e 
de métodos de otimização. Desse modo, para variáveis dos tipos II a V, determinam-se: pM  e 
Epm que equivalem a M  e Em, descritos no capítulo 2 desta tese.  
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4  ESTIMATIVA PARA O ERRO DE DISCRETIZAÇÃO 
 
 Neste capítulo são tratados aspectos referentes à obtenção de estimativa para o erro de 
discretização, considerando-se o emprego de MER. Nesse sentido, inicialmente são abordados 
dois estimadores disponíveis na literatura sendo que suas expressões são adaptadas para MER, 
e em seguida são apresentados os estimadores propostos nesta tese.  
 
4.1 ESTIMADOR DELTA 
 
Em duas malhas, fina e grossa, gh  e 1 gh , respectivamente, são obtidas as soluções 
numéricas g  e 1g . A partir disso, o estimador delta, denotado por U , fornece uma 
estimativa para Eh correspondente à g , dada pela expressão: 
 
.)( 1  gggU                                                                                                     (4.1) 
 
A estimativa de Eh, calculada com a Eq. (4.1) representa uma banda ou intervalo em 
torno da solução numérica g . Esse estimador foi usado por Demirdzic et al. (1992), citado 
por Marchi (2001, p. 60), e não leva em conta a razão de refino (r) entre as malhas ou o valor 
de p0. 
Nessa perspectiva, ao se considerar as soluções numéricas obtidas com o emprego de 
MER, a partir de um conjunto de G malhas distintas, Marchi et al. (2009) propõem a 
estimativa para Em na malha mais fina adotada ( Gh ) da seguinte forma: 
 
1,11,, )(   mGmGmGU  .                                                                                       (4.2) 
 
Nesse caso, 1 Gm  representa o último nível de extrapolação considerado e 1m  o 
nível imediatamente anterior. Assim, o cálculo de )( ,mGU   fornece uma estimativa para Em 
associado à mG,  com base nos valores 1, mG  e 1,1  mG  obtidos (Tab. 4.1). Considera-se, 
então, a magnitude da diferença entre os valores calculados com um nível a menos de 
extrapolação, para a malha atual (fina, Gh ) e a malha imediatamente mais grossa ( 1 Gh ). 
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Tabela 4.1: Representação esquemática do emprego de )( ,mGU  . 
 
              
              Nível de extrapolação 
Malha               1m   m  
 
1 Gh  
 




Gh  1, mG  1,11,, )(   mGmGmGU   
 
 
4.2 ESTIMADOR PM  
  
 De acordo com a teoria explanada na seção 2.6, a ER pode ser empregada sempre que 
se tenha um termo indicativo de erro que dependa de h. Com esse enfoque, a estimativa para o 














                                                                                                   (4.3) 
 
em que g  e 1g  seguem as definições apresentadas anteriormente. 
Além da magnitude da estimativa de Eh, RiU  fornece o seu sinal (MARCHI, 2001), e 
pode ser empregado em diversos níveis de malha, isto é, para gh  com .,...,2 Gg   Marchi et 
al. (2008; 2013) propõem a extensão desse estimador para soluções numéricas obtidas com o 











 .                                                                                          (4.4) 
 
A simbologia pmU , adotada neste trabalho, indica a aplicação do estimador 
Richardson, com base em ...},2,1,0,{  mpp mV , sobre as soluções obtidas com o emprego 
de MER, e então denominado estimador pm. A Eq. (4.4) é válida para ]2,0[  Gm  e 
],2[ Gmg  , onde g e m seguem as definições apresentadas anteriormente. Na Tab. 4.2 
busca-se ilustrar o emprego de pmU  em um nível de extrapolação m (qualquer). 
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                         Nível de extrapolação m  
 
1 gh  
 
mg ,1  
 













4.3 ESTIMADOR PM CORRIGIDO 
 
Pode-se constatar na Eq. (4.4) e na Tab. 4.2 que pmU  não é capaz de estimar Em, isto 
é, pmU  não é apropriado para se estimar o erro de discretização associado à 
}....,,...,,,{ 1,1,2,31,2  GGggM   Entretanto, é aplicável às soluções com um nível a menos 
de extrapolação, ou seja, pmU  é empregado para o nível de extrapolação 2 gm , 
}...,,...,,,{ 2,2,1,30,2  GGgg  , cujo erro de discretização é denotado por Em2.  
Dado que M  caracteriza a solução numérica com o maior nível de acurácia, obtida 
com emprego de MER (conforme detalhado na seção 2.7), para se estimar Em considerando-
se a concepção de pmU , torna-se necessária a identificação de uma relação entre Em e Em2. 
Nessa perspectiva, considera-se o termo de ordem mp  na série que descreve o erro de 
discretização associado a   obtida com o emprego de MER (Eq. 2.77), com m níveis de 
extrapolação. Assim, ao se considerar 0h , o termo dominante do erro de discretização 
associado às soluções numéricas de )( pmhO , com 1 gm , nas malhas gh  e 1 gh  
resultam em pmgmhc  e 
pm
gmhc 1 , respectivamente, conforme detalhado na seção 2.7 e ilustrado 
na Fig. 4.1 (caso unidimensional). 
 Ao se considerar, então, 01 
pm
























.                                                                                       (4.5) 
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Figura 4.1: Erro de discretização com )( pmhO , para 1 gm , nas malhas gh  e ,1 gh   








Em pmpm  .                                                                                  (4.6) 
 
 Seguindo esse raciocínio, como pmU  (Eq. 4.4) estima Em2, considera-se o seu cálculo 
com o fator de correção pmr , e denota-se pmcU  como sendo a estimativa para Em dada por 
 
 ),()( ,1, mgpm
pm
mgpmc UrU                                                                                      (4.7) 
 
em que .1 gm  Devido ao emprego de pmr  (fator de correção), pmcU  é denominado nesta 
tese de estimador pmc , ou estimador pm corrigido. No apêndice E são apresentados alguns 
testes numéricos nos quais foram obtidos resultados para pmcU , com níveis de acurácia mais 
elevados do que para pmU .  
 
4.4 ESTIMADOR PSI 
  
Além da teoria apresentada na seção 2.6, uma outra abordagem para ER considera a 
série de Richardson, denotada por R . Nesse enfoque, as limitações do emprego da ER 









1gh 1gh 1gh 1gh
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...1111 432  
R ,                                                                                   (4.8) 
 
em que   é denominada razão de convergência da série.  
Nota-se que R  (Eq. 4.8) corresponde a uma série geométrica e, com isso, para 







R                                                                                                                (4.9) 
 























rR                                                                                     (4.10) 
 
 Dessa forma, e considerando-se ,0pP   a Eq. (2.70) pode ser reescrita como 
 
),( 1  ggg R                                                                                            (4.11) 
 
em que 1g  e g  correspondem às soluções obtidas nas malhas 
1 gh  (grossa) e gh  (fina), 
respectivamente. 
Portanto, de modo análogo à Eq. (2.72), com a Eq. (4.11) pode-se escrever  
 












gU                                                                                                  (4.12) 
 
ou seja, admite-se a existência de um estimador baseado no valor de   correspondente à 
malha .gh  
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 Ao se considerar as soluções numéricas M , a Eq. (4.12) pode ser empregada a partir 
























 ;                          (4.13) 
 
sendo possível se considerar Gg ,...,3  (de acordo com a Eq. 2.83) malhas distintas. A Tab. 
4.3 ilustra o emprego desse estimador para Em ( )1 gm . 
 
Tabela 4.3: Representação esquemática do emprego de .U  
 
 








m   
 
2 gh  
 
2,2  mg  
   
 
1 gh  2,1  mg  1,1  mg   
 











De acordo com a explanação anterior (Eqs. 4.8 a 4.10), R  converge quando 1||  . 
Em decorrência disso, para   calculado com a Eq. (4.13), 1||   acarreta a convergência de 
M . Sob esse aspecto, é coerente se admitir o emprego de U , na malha 
gh , somente para 
1  ou 1 , isto é, quando M  converge e, consequentemente, ocorre a redução da 
magnitude de Em . Nesse contexto, o estimador U  é denominado estimador psi e fornece 
uma estimativa para Em. 
 
4.4.1 Critério para o emprego efetivo de MER  
Do ponto de vista prático, nos casos em que a solução analítica   não é conhecida, 
torna-se extremamente importante o estabelecimento de um critério para o emprego efetivo de 
MER, em uma malha qualquer ,gh  visto que a sua ação destina-se, exclusivamente, à 
redução de Eh. Entretanto, ao se considerar o processo de refinamento de malha, quando 
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0h , a obtenção de mg ,  (Eq. 2.79) pode sofrer influência de E  e, por esse motivo é 
recomendável que tal efeito seja monitorado. Ao se definir esse monitoramento busca-se, 
sobretudo, garantir a redução da magnitude do erro numérico, mediante a convergência de 
M . Nesse enfoque, pode-se dizer que a condição 1||   está diretamente relacionada ao 
emprego efetivo de MER. 
Nas simulações numéricas realizadas, em problemas-teste com   conhecida 
(Apêndice E), Em apresenta aumento de sua magnitude com 0h  a partir do momento 
(malha )gh  em que 0)( , gMUp  (Eq. 2.83). Esse comportamento é compatível com a 
condição apresentada no parágrafo anterior, pois de acordo com o argumento proposto nas 















                                                 (4.14) 
  
 A Eq. (4.14) caracteriza, especialmente, o momento em que a aplicação de MER 
perde a sua eficácia sobre a redução do erro numérico ( 0h ). A partir desse momento, a 
componente dominante no erro numérico não é mais Eh, mas sim E , sobre o qual MER não 
possui qualquer efeito. Portanto, ao se obter 0)( , gMUp , 1,1  mg  (com o nível de 
extrapolação imediatamente anterior) é a solução numérica com maior nível de acurácia, que 
pode ser alcançada com o emprego de MER. Em outras palavras, MER é eficaz na redução do 
erro numérico somente enquanto a condição 1||   for satisfeita.  
 
4.5 ESTIMADOR PSI CORRIGIDO 
  
 De acordo com a Eq. (2.81), gMUp )( ,  corresponde à ordem aparente atribuída à 
estimativa de Em  na malha .gh  Porém, percebe-se que o seu cálculo envolve as soluções 
numéricas obtidas em três malhas distintas, estabelecidas por refinamento. Logo, ao se 
considerar o conceito de ordem aparente (seção 2.5.1), é natural se admitir que o seu valor 
corresponda a uma inclinação média para o gráfico da estimativa de Em, nessas malhas. 
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 Com essa abordagem, propõe-se que o resultado do cálculo da razão de convergência 
de M  )1(  gm  seja atribuído à malha intermediária do trio gg
hh   ,1  e ,1 gh  com 










































                                      (4.15) 
 
em que *  corresponde à razão de convergência média, e G ao número total de malhas 
consideradas. Para 1...,3,2  Gg  o cálculo de *  (Eq. 4.15) envolve os valores de   em 
gg hh   ,1  e ,1 gh  e o resultado obtido é atribuído à gh ; no entanto, para Gg   (na malha 
mais fina adotada) a solução numérica na malha 1 gh  não está disponível para a obtenção de 
*,  com a mesma expressão. A partir dessa necessidade, busca-se estabelecer uma relação 
entre os valores obtidos para   com Gg ...,4,3  (Eq. 4.13) e *  com 1...,3,2  Gg  (Eq. 
4.15). Então, com esse enfoque, para Gg   na Eq. (4.15) considera-se a obtenção de *  
através da razão entre o quadrado de   para Gg   e o seu valor para ,1 Gg  na Eq. 
(4.13). 
Com a determinação de *  (Eq. 4.15), e por analogia a U  (Eq. 4.13) considera-se o 
cálculo da estimativa do erro numérico associado a ,M   










                                                                     (4.16)  
 
 Nos testes numéricos realizados (Apêndice E), verificou-se que *U , denominado 
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4.6 ESTIMADOR GCI  
 
 O estimador GCI (Grid Convergence Index) foi concebido, inicialmente, por Roache 













 ,                                                                                      (4.17) 
 
onde se sugere a adoção do fator de segurança, ,3FS  e 0pP  . Dessa forma, GCIU  pode 
ser aplicado em diversas malhas, que são representadas pelo índice subscrito g, com 
,/1 gg hhr   e se admite a variação Gg ,...,2 . Assim como U , a estimativa calculada com 
GCIU  representa uma banda ou intervalo em torno da solução numérica. 
Posteriormente, sobre a Eq. (4.17), Roache (2009) propõe a utilização de 25,1FS  
quando 0ppU  , ou seja, quando for identificado um comportamento convergente e 
monotônico para Up  ).,0( 0pph U   Nessa situação, sob a Eq. (4.17) propõe o valor P  
},min{ 0 Upp , isto é, P determinado pelo menor valor entre 0p  e Up . 
 Com base na teoria apresentada por Roache (1994; 2009), e por analogia aos 
estimadores para Em apresentados anteriormente, propõe-se o emprego de GCIU  a partir de 














                                           (4.18) 
 
em que })(,min{ , gMUm ppP  , ou seja, P corresponde ao menor valor entre a ordem de 
acurácia prática (Eq. 2.83) e teórica ( ...},1,0,{  mpp mV ) de mg , . A expressão apresentada 
na Eq. (4.18) não é uma generalização pura da Eq. (4.17), ela se constitui em uma 
modificação, pois leva em consideração as soluções numéricas obtidas para malhas e níveis 
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Tabela 4.4: Representação esquemática do emprego de GCIU  sobre mg , . 



















































4.7 ESTIMADOR MULTICOEFICIENTE  
 
Nesse caso, em particular, considera-se a obtenção de estimativa para Eh com o 
estimador multicoeficiente )( mcU  (MARCHI, 2001) através das soluções obtidas com o 
emprego de MER (Eq. 2.79). A concepção de mcU  possui semelhança com a adotada em RiU , 
entretanto, considera-se que a estimativa é composta por 1m  termos, isto é, 
 




mc hchchchcU ,                                                             (4.19) 
 
onde ,0c ,1c ,2c 2..., mc  são os 1m  coeficientes da estimativa de Eh, e ,0p ,1p ,2p 2..., mp  
são as 1m  primeiras ordens verdadeiras de Eh. 
Considerando-se, então, as Eqs. (2.71), (2.72) e (4.19) aplicadas em m  malhas 


































































                               (4.20) 
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em que são conhecidas as respectivas soluções numéricas .,...,1, mgg   Assim, os dados do 
sistema de equações representado na Eq. (4.20) são: ;...,,, 21 mhhh ;...,,, 21 m  
,0p ,1p ,2p 2..., mp ; e as incógnitas são ,, 0c ,1c ,2c ...., 2mc   
Então, através da resolução do sistema de equações representado pela Eq. (4.20), a Eq. 
(4.19) proporciona a obtenção de uma estimativa )( mcU , para Eh, que tem a sua acurácia 
elevada com o aumento de m. Por outro lado, o valor admitido para m pode comprometer a 
resolução da Eq. (4.20) que corresponde a um sistema de equações mm  mal condicionado; 
e, dessa forma, com a redução de h ocorre a propagação de E  sobre a solução obtida. 
 Contudo, uma alternativa para o emprego deste estimador (proposta nesta tese) 
consiste em se considerar ,M  isto é, em aplicar MER (Eq. 2.79) com o maior valor de m 
permitido em cada malha gh  para se determinar   (estimar  ), no lado esquerdo da Eq. 
(4.20) (com ).2m  Assim: para 2g  tem-se 1m  e a estimativa de Eh possui apenas um 
termo, 02021,2
phc  (estimativa monocoeficiente); para 3g  tem-se 2m  e a estimativa 
de Eh possui dois termos, 10 313032,3
pp hchc   (estimativa bicoeficiente); para 4g  tem-
se 3m  e a estimativa de Eh possui três termos, 210 42414043,4
ppp hchchc   (estimativa 
tricoeficiente); e assim por diante. 
 Portanto, de modo geral, a estimativa para Eh inerente ao cálculo de g  (na malha 
),gh  pode ser obtida pela diferença entre a solução analítica estimada ),( ,mg    com 
o número máximo de extrapolações permitidas, e a solução numérica sem extrapolação ),( g  
isto é,  
 
  ,)( , gmggmcU                                                                                                  (4.21) 
 
em que  ;1 gm  e admite-se um conjunto de G malhas distintas, de modo que .,...,2 Gg   
Quanto maior o valor de m, mais próximo mg ,  estará de ,  já que o seu Eh possui 
)( mphO , e consequentemente, mais acurada será a sua estimativa calculada. Ainda, de acordo 
com a concepção do estimador multicoeficiente, busca-se uma estimativa para Eh que 
contemple o maior número de termos possível na série que descreve o Eh correspondente. 
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Enfim, nesta proposta as soluções obtidas em G malhas distintas, com e sem MER, são 
substituídas na Eq. (4.21) para obtenção de ).( gmcU   
 
4.8 EFETIVIDADE DE UMA ESTIMATIVA DE ERRO 
 
 De modo geral, a qualidade de uma estimativa (U) para o erro numérico (E), pode ser 





UU                                                                                                                 (4.22) 
 
 Uma estimativa de erro ideal é aquela em que 1)( U , isto é, quando EU  . Além 
disso, U  é considerada confiável quando EUU  1)( ; e acurada quando 
EUU 1)(  (MARCHI, 2001). 
 
4.9 RESUMO DO CAPÍTULO 4 
  
Neste capítulo, inicialmente foram apresentadas duas propostas para obtenção da 
estimativa do erro numérico de soluções obtidas com o emprego de MER: os estimadores U  
e pmU , disponíveis na literatura. Com a mesma finalidade, na sequência foram descritos os 
estimadores propostos nesta tese: pmcU , U , e *U ; bem como se formulou uma adaptação 
para o emprego de GCIU  (estimador GCI). Através do cálculo da razão de convergência,  , 
definiu-se um critério para identificação do emprego efetivo de MER. Propôs-se, também, o 
emprego do estimador multicoeficiente a partir das soluções numéricas obtidas com o 
emprego de MER, para estimativa de Eh. Ao final, foram apresentadas as características 
desejáveis para uma estimativa de erro numérico.  
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5  PROBLEMAS-TESTE 
 
 Neste capítulo são definidos os problemas considerados para a avaliação da 
metodologia proposta nos capítulos 3 e 4. Primeiramente são descritos os modelos 
matemáticos adotados, e em seguida são detalhados os procedimentos numéricos realizados.  
 
5.1 MODELOS MATEMÁTICOS 
  
 Com o intuito de abranger os efeitos difusivos e advectivos, bem como a ocorrência de 
não linearidade nos coeficientes da equação a ser resolvida, são considerados três modelos 
matemáticos – casos 1 a 3 detalhados na sequência. Tais modelos possuem solução analítica 
conhecida; essa opção está relacionada com o objetivo de se analisar a acurácia e a 
confiabilidade das estimativas para o erro numérico, ou seja, com a possibilidade de 
comparação entre as estimativas para o erro numérico e o seu valor verdadeiro.  
 
5.1.1 Caso 1: Poisson 1D 
 No primeiro caso considera-se a difusão unidimensional com geração de calor, o que 
resulta em uma equação de Poisson, que é uma equação diferencial linear. Adota-se a 
representação nas variáveis temperatura T (dependente) e coordenada espacial x 
(independente). O modelo matemático que determina o caso 1 é obtido a partir da equação da 
energia, considerando-se: meio contínuo, ausência de escoamento, condução de calor 






Tdk                                                                                                        (5.1) 
 
em que, nesta seção, o asterisco (*) sobrescrito representa o efeito da dimensão do problema 
(equação dimensional), k associado à condutividade térmica do material e S ao termo fonte. O 
domínio é determinado (genericamente) por ],0[ ** L , onde são atribuídas as condições de 
contorno de Dirichlet: *0
* )0( TT   e *** )( LTLT  .  
 Para se facilitar a análise dos resultados, nas simulações numéricas, considera-se a 
seguinte adimensionalização para as variáveis dependente e independente: 


















xx                                                                                                                        (5.3) 
 




















 , e o domínio adotado passa a ser ]1,0[  (TANNEHILL et al., 
1997).  
 Com o intento de se analisar várias possibilidades, quanto à localização do ponto de 
máximo da solução do problema em questão, propõe-se a seguinte solução analítica 
(fabricada) para a Eq. (5.4) 
 
   ,)( xsenxT                                                                                                    (5.5) 
 
em que   é um escalar real, representado em radianos. Dessa forma, a coordenada x do ponto 
de máximo depende do valor atribuído à  . As condições impostas nos contornos para a Eq. 
(5.4) são, agora, representadas por: 0)0( T  e  .)1(   senT   
  A partir da Eq. (5.5), o termo fonte para a Eq. (5.4) torna-se 
 
  .)()()( 2 xsenxSS                                                                            (5.6)  
 
Nesse caso, as variáveis de interesse consideradas são: a temperatura máxima 
( maxT ), a sua coordenada correspondente ( maxx ), e a temperatura no ponto central de   
(Tc ), cujas soluções analíticas são obtidas da Eq. (5.5), isto é, 
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  ,2max 


x                                                                                                      (5.7) 
 
    ,1max)(max  xsenT                                                                                (5.8) 
 
   .2/  senTc                                                                                                   (5.9) 
 
 Além disso, considera-se a obtenção de T em outros pontos específicos de  , )4/3(T  
e )3/2(T  o que, juntamente com as Eqs. (5.7) a (5.9), permite a análise de variáveis dos 
diferentes tipos, estabelecidos na seção 3.1. 





1)( 3  xexT x                                                                                             (5.10) 
 




9)( 3xexSS                                                                                                    (5.11) 
 
com as condições de contorno: 5/9)0( T  e 55/)1( 3  eT . Com isso, obtêm-se as 
seguintes soluções analíticas para as variáveis de interesse estabelecidas: ,3/5lnmax x  
,15lnmax T  2/75/2/3  eTc  e, analogamente à solução analítica considerada 
anteriormente para T(x), )4/3(T  e )3/2(T  são calculadas com a Eq. (5.10).    
 
5.1.2 Caso 2: Advecção-difusão 1D 
 No segundo caso considera-se o modelo matemático de conservação da energia 
térmica, para um escoamento unidimensional permanente de fluido incompressível, sem 
geração de calor nem dissipação viscosa, e com propriedades e velocidades constantes em 
meio contínuo. Com essa perspectiva e considerando-se a adimensionalização em que Pe  é o 
número de Peclet ( ;/LVPe   onde V  e L indicam a velocidade e o comprimento de 
referência, pck  / , em que k  é a condutividade térmica,   a densidade e pc  é a 
capacidade térmica do material). (INCROPERA e DEWITT, 1996), obtém-se: 








dTPe                                                                                                           (5.12) 
 
onde x  e T  seguem as definições apresentadas no caso anterior e, analogamente, considera-
se ]1,0[  (adimensional). 
  As condições de contorno aplicadas (condições de Dirichlet) são: 0)0( T  e .1)1( T  










exT .                                                                                                        (5.13) 
  
 Nesse caso, como variáveis de interesse, são investigados os valores de T obtidos em 
pontos distintos de  , isto é: ),2/1(T  )3/2(T  e ),4/3(T  cujas soluções analíticas são 
obtidas através da Eq. (5.13). Com essas variáveis, conforme descrito na seção 5.2.2, é 
possível se obter   com coordenadas nodais e não nodais, em malhas distintas (de acordo 
com a classificação estabelecida na seção 3.1).  
 
5.1.3 Caso 3: Burgers 2D 
 O terceiro caso diz respeito ao problema, clássico em CFD, do escoamento laminar 
( 2000Re  ) no interior de uma cavidade quadrada gerado pelo movimento de sua tampa. A 
abordagem considerada consiste de uma adaptação ao trabalho de Shih et al. (1989) – 
escoamento recirculante de fluido incompressível com propriedades constantes, em domínio 
bidimensional (Fig. 5.1). Nesse enfoque, considera-se que a parede superior se movimenta 
com velocidade variável conhecida e admite-se a existência de um termo fonte que atua sobre 
o escoamento.  
A representação matemática adotada, aqui, é dada pelas equações de Burgers 2D, que 
correspondem às equações de conservação de quantidade de movimento linear (QML) nas 













































































                                              (5.15) 
       
 
95 
em que u e v representam as componentes do vetor velocidade nas direções x e y, 
respectivamente, S  é o termo fonte, p  é a pressão estática (conhecida analiticamente), Re  é 
o número de Reynolds ( ;Re clu   onde u  e l indicam a velocidade e o comprimento de 
referência, c  corresponde à viscosidade cinemática, dada por  c , em que   é a 
massa específica e   é a viscosidade absoluta do fluido).  
Com a proposição de solução analítica para o problema abordado, Shih et al. (1989) 
apresentam o campo de pressões Re),,( yxp  (Eq. (5.17)) analítico (para efeito de 
comparações/estudos), e o termo fonte Re),,( yxS  (Eq. (5.16)) 
 
    ,64224
Re
8Re),,( 112 FffGFgfgfFyxS                         (5.16) 
 
     ,64
Re
8Re),,( 22 gggFgfgFyxp                                             (5.17) 
 
em que:  
 
,1224    21212    264 2)( 223234  xfxxfxxxfxxxxff
 )(xfF dx ,   2345621 2814124)()()( xxxxxxfxfxfF  , 
 )(2 xfF dxxf  )( ,)2(2/1 2234 xxx    
 24)( yyygg   yyg 24 3  212 2  yg   g  ,24y  
)()()(1 ygygygG  .4824)(
35 yxyyg   
 
 As condições de contorno impostas para u e v são do tipo Dirichlet (Eqs. (5.18), (5.19) 
e Fig. 5.1), e correspondem à velocidade nula nos contornos exceto no contorno superior, 
sobre o domínio bidimensional (quadrado de lado unitário)    , 2Ryx  : 
 10e10  yx , ou seja,  
 
 ,0)1,(),1(),0()0,(),1(),0()0,(  xvyvyvxvyuyuxu                            (5.18) 
 
 .)2(16)1 ,( 234 xxxxu                                                                                       (5.19) 
 














Figura 5.1: Problema do escoamento na cavidade quadrada com tampa móvel 
(adaptado de Marchi et al. (2009)). 
 
As soluções analíticas para as variáveis dependentes primárias, u e v (SHIH et al, 
1989), são descritas nas Eqs. (5.20) e (5.21) e representadas graficamente nas Figs. 5.2 e 5.3, 
respectivamente. 
 
 ),24)(2(8)(')(8),( 3234 yyxxxygxfyxu                                                 (5.20) 
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Figura 5.3: Função ),( yxv , ),( yx .   
 
 A partir dessas funções definem-se as seguintes variáveis de interesse:  
 (1) componente na direção horizontal do vetor velocidade no ponto central de   )(uc ;  
 (2) componente na direção vertical do vetor velocidade no ponto central de   )(vc ;  
 (3) fluxo de massa que escoa entre as coordenadas 0x  e 2/1x , sobre o eixo (reta) 
2/1y  )( fm ; 
 (4) força de arrasto viscoso que a parede inferior (sul) da cavidade exerce sobre o 
fluido )(Fs ;  
 (5) força de arrasto viscoso que a parede superior (norte) da cavidade exerce sobre o 
fluido )(Fn ;  
 (6) valor mínimo da componente na direção horizontal do vetor velocidade sobre o 
eixo (reta) 2/1x  )1min( Du ; 
 (7) ordenada (coordenada y) correspondente à variável (6) ))1min(( Duy ;  
 (8) valor mínimo da componente na direção vertical do vetor velocidade sobre o eixo 
(reta) 2/1y  )1min( Dv ;  
 (9) abscissa (coordenada x) correspondente à variável (8) ))1min(( Dvx ;  
 (10) valor máximo da componente na direção vertical do vetor velocidade sobre o eixo 
2/1y  )1max( Dv ;  
 (11) abscissa correspondente à variável (10) ))1max(( Dvx ;  
 (12) valor mínimo da função de corrente em   min)( (detalhes no apêndice F); 
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 (14) ordenada correspondente à variável (12) min))(( y ;  
 (15) valor mínimo da componente na direção horizontal do vetor velocidade em   
)2min( Du ; 
 (16) abscissa correspondente à variável (15) ))2min(( Dux ;  
 (17) ordenada correspondente à variável (15) ))2min(( Duy ;  
 (18) valor mínimo da componente na direção vertical do vetor velocidade em   
Dv 2min ; 
 (19) abscissa correspondente à variável (18) ))2min(( Dvx ;  
 (20) ordenada correspondente à variável (18) ))2min(( Dvy ;  
 (21) valor máximo da componente na direção vertical do vetor velocidade em   
)2max( Dv ; 
 (22) abscissa correspondente à variável (21) ))2max(( Dvx ;  
 (23) ordenada correspondente à variável (21) ))2max(( Dvy ;  
 (24) componente na direção vertical do vetor velocidade no ponto de coordenadas  
específicas não nodais 6/32/1 x  e )2/2y  )(vm . 
 A notação empregada para cada uma dessas variáveis, bem como a solução analítica 
correspondente são apresentadas na Tab. 5.1. Os detalhes sobre a formulação e obtenção 
dessas soluções analíticas (Tab. 5.1) estão disponíveis no apêndice F. Através do estudo 
dessas variáveis estabelecidas, no problema em questão, é possível se contemplar todas as 
classes descritas na seção 3.1. E, dessa forma, torna-se possível a realização de uma 
investigação sobre o comportamento de MER em cada tipo de variável. 
 Então, com as   obtidas, a metodologia descrita nos capítulos 3 e 4 é empregada com 
o objetivo de se garantir um desempenho efetivo de MER sobre a redução de Eh, bem como a 
realização de estimativas, confiáveis e acuradas, para o erro numérico envolvido. Tais 
resultados (obtidos com base nos modelos numéricos descritos na próxima seção) são 
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vm  )2/2,6/32/1( v , Eq. (5.21) 9/32  
  
5.2 MODELOS NUMÉRICOS 
 
 Os métodos numéricos empregados neste trabalho consistem do emprego dos métodos 
de Diferenças Finitas (MDF) e Volumes Finitos (MVF). Nesse âmbito, são descritos na 
sequência os procedimentos adotados em cada caso (definidos anteriormente). 
 
5.2.1 Resolução numérica do caso 1 
 No caso 1, adota-se o emprego do MDF (FERZIGER e PERIC, 2002) primeiramente 
com a aproximação numérica CDS-2 (conforme a descrição apresentada na seção 2.2.1) em 
malha uniforme (Fig. 2.1). Considera-se então a Eq. (5.4), e sobre o ponto nodal i (genérico) 










                                                         (5.22) 
 
para 1,...,1  Mi , em que )( ii xSS  , ihxi  , e S segue a definição apresentada na seção 
5.1.1. O número total de pontos (ou nós) adotados em h  é 1M  e considera-se ./1 Mh   
Para o contorno esquerdo (i = 0) impõe-se )0(0 TT  , e para o contorno direito (i = M) 
)1(TTM  , de acordo com a proposição de solução analítica para T (Eqs. (5.5) e (5.10)). 
 Com base em expressões semelhantes às Eqs. (5.4) e (5.22) e na definição de Eh , 
explicitada na Eq. (2.13) para CDS-2, Pulino e Torres (2006) propõem um esquema compacto 
de quarta ordem )4( 0  ppA  para a resolução numérica da equação de Poisson. Com esse 






















































,          (5.23) 
 
e admite-se que 4CT   e 2CS  , isto é, T e S sendo funções continuamente diferenciáveis até 
as ordens quatro e dois, respectivamente. Assim, 
 















                                                                                         (5.24) 
 


































                                                      (5.25) 
 

























                                                (5.26) 
 
























       (5.27) 
  
que corresponde ao esquema compacto com 4Ap  adotado para a resolução da Eq. (5.4). 
 A resolução dos sistemas de equações algébricas, resultantes da discretização com 
2Ap  e 4, representados nas Eqs. (5.22) e (5.27), é obtida com o emprego do método direto 
TDMA (Tridiagonal Matrix Algorithm) (FORTUNA, 2000); dessa forma, não há influência 
de IE  sobre o cálculo de T .  
 Após a obtenção das soluções numéricas, )( ii xTT  , torna-se possível a análise das 
variáveis de interesse descritas na seção 5.1.1. Essa análise está, sobretudo, condicionada ao h 
adotado; pois, como exemplo, )4/3(T  e )3/2(T  podem estar, ou não, localizadas em um 
ponto nodal de h . Com relação ao ponto de máximo para T em h , busca-se: 
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5.2.2 Resolução numérica do caso 2 
 Analogamente ao caso 1, considera-se a aplicação do MDF (FERZIGER e PERIC, 
2002) em malha uniforme (Fig. 2.1). Neste caso, primeiramente adota-se um esquema de 
ordem )( Ap  mista, ou seja, são empregadas as aproximações CDS-2 )2( 0 p , sobre o termo 
difusivo e UDS-1 (Upwind Differencing Scheme) )1( 0 p  sobre o termo advectivo. Então, a 




















TTPe                     (5.28) 
 
para .1,...,1  Mi  No contorno esquerdo (i  =  0) adota-se )0(0 TT  , e no contorno direito (i  
= M) )1(TTM  , obtidos com a Eq. (5.13). Esse esquema UDS/CDS pode ser visto em 
Tannehill et al. (1997).  
 De modo semelhante, considera-se também o emprego de um esquema numérico com 
2Ap , isto é, aproxima-se com CDS-2 )2( 0 p  tanto o termo difusivo como o termo 




















TTPe                (5.29) 
  
Os sistemas de equações algébricas resultantes, Eqs. (5.28) e (5.29), são então 
resolvidos com o método direto TDMA (como no caso anterior) (FORTUNA, 2000); e a 
partir desses valores obtidos, as variáveis de interesse estabelecidas na seção 5.1.2 são 
determinadas. 
 
5.2.3 Resolução numérica do caso 3 
A solução numérica do caso 3 é obtida com o emprego do MVF (VERSTEEG e 
MALALASEKERA, 2007) sobre as Eqs. (5.14) e (5.15), nas quais os termos difusivos são 
aproximados com CDS-2 e os termos advectivos são abordados de duas maneiras distintas 
(dois esquemas numéricos). Primeiramente considera-se o emprego da aproximação UDS-1 
sobre os termos advectivos, o que corresponde a um esquema numérico com 10 p . O 
segundo esquema adotado é obtido por meio de diferença central através de correção adiada 
sobre o UDS-1, isto é, os coeficientes para os termos advectivos, nas equações algébricas, são 
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deduzidos com UDS-1, porém são adaptados para o formato CDS-2 )2( 0 p , e a diferença é 
transportada para o termo do lado direito das equações algébricas resultantes (no formato 
adotado (Eq. (5.33)) os coeficientes new aaa ,, .e sa  são mantidos à direita da igualdade). 
Então, para o emprego das aproximações numéricas sobre as Eqs. (5.14) e (5.15) 
considera-se a seguinte representação:  
 
































                                    (5.30) 
 
onde   (variável dependente (de interesse)), p  e S (a partir das Eqs. (5.16) e (5.17)) são 
explicitados na Tab. 5.2. 
 
Tabela 5.2: Símbolos empregados na Eq. (5.30) para resolução do caso 3. 
Equação   p  S  
(5.14) u  xp    0 
(5.15) v  yp    Re),,( yxS   
 
Para implementação do MVF sobre a Eq. (5.30) considera-se o volume de controle 
genérico P e suas faces. A malha adotada é representada na Fig. 5.4 para um volume 
(genérico) P e seus vizinhos: norte (N), sul (S), leste (E) e oeste (W), e suas respectivas faces 











Figura 5.4: Malha bidimensional uniforme, sob a representação do volume de controle P. 
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Nessa malha as faces são determinadas pelas mediatrizes dos segmentos que unem os 
centros geométricos de volumes adjacentes. E, as   são calculadas mediante a avaliação de 
expressões algébricas sobre essas faces, e representadas (armazenadas) nos centros dos 
volumes de controle.  
Com esse enfoque, considera-se a integração da Eq. (5.30) sobre P (Fig. 5.4) que 
resulta em 
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   (5.31) 
 
em que PpL ][
  e PSL ][
  simbolizam as aproximações numéricas para p  e S  sobre o 
volume de controle P. E, então, adota-se a representação M  para o fluxo de massa em cada 
direção (n, s, e, w), isto é: nM hvn  ; sM hvs  ; eM ; hue  e wM huw  ; e, 
substituindo-se esses resultados na Eq. (5.31) obtém-se 
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                     (5.32) 
 
então, com a aplicação das aproximações numéricas (CDS-2/UDS-1), chega-se a  
 
, PNnSsEeWwPP baaaaa                                                                   (5.33) 
 
em que: nsewP aaaaa  ; ;)2/)(2/1(  www Musigna   eee Musigna )2/)(2/1(   
;   sss Mvsigna )2/)(2/1( ;     nnn Mvsigna 2/)(2/1 ; e a função sign(.) 
retorna o sinal do número avaliado. As velocidades nas faces dos volumes de controle são 
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calculadas através das expressões: 2/)( WPw   ; 2/)( EPe   ; 2/)( SPs    e 
2/)( NPn   .  
Quanto ao termo Pb : para u  tem-se )2/()( hppb weP 
 ; e para v  tem-se 
2)2/()( hShppb PsnP 
  ( PS  calculado pela Eq. (5.16)). Para obtenção de 2Ap  
(segundo esquema) ambos os termos fonte são atualizados pela técnica de correção adiada 
(FERZIGER e PERIC, 2002):  hsignbb wPwwPP )ˆˆ()( 
 )ˆˆ()( Peee sign    
h )ˆˆ()()ˆˆ()()ˆˆ()( PeeePeeewPww signhsignhsign   , em que o símbolo ^ 
representa o resultado obtido na iteração imediatamente anterior.  
As equações referentes aos volumes que estão nas fronteiras de   requerem uma 
formulação diferenciada, devido à aplicação das condições (de contorno) sobre as faces que se 
encontram nos contornos. Existem diversas formas para a aplicação das condições de 
contorno, ao se considerar o MVF. Uma delas se dá pelo uso de volumes fictícios, que é 
caracterizado por respeitar os princípios de conservação, no domínio de cálculo (MALISKA, 
2004). Nesse enfoque, todos os volumes do domínio, inclusive os de fronteira, são 
interpretados como internos ou volumes reais; e são criados volumes fictícios (P) em todos os 
contornos, ou fronteiras (Fig. 5.5).  
 
Figura 5.5: Representação do volume fictício P, nos contornos. 
 
Então, as condições de contorno são consideradas a partir de equações algébricas 
envolvendo esses novos volumes (fictícios). No presente caso, as expressões que 
correspondem ao cálculo (numérico) das variáveis u e v, nos contornos (Eqs. (5.18) e (5.19) e 




0),0(),0(  EPEP vvuuyvyu                                                  (5.34) 
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SP xxxuuxxxxu                                   (5.38) 
 
em que Px  indica a abscissa do centro geométrico do volume fictício P.  
O número total de nós é 2M  (centros dos volumes, Fig. 5.4), em malha uniforme 
,MM   onde as soluções numéricas são obtidas; em que se considera M pontos na direção x e 
M pontos na direção y. Tais soluções são obtidas através da resolução do sistema de equações 
algébricas resultante (Eqs. (5.33) a (5.38)). Esse sistema é resolvido pelo método iterativo 
Gauss-Seidel lexicográfico, associado ao método multigrid geométrico com o esquema de 
aproximação completa (em inglês, Full Approximation Scheme – FAS), restrição por 
ponderação completa, prolongação por interpolação bilinear e acelerado com Full multigrid 
(FMG) (BRIGGS et al., 2000); cujos parâmetros ótimos foram obtidos no estudo de 
Gonçalves (2013).  
Após a obtenção das soluções numéricas (nodais) para u e v, são calculadas as 
variáveis de interesse listadas na Tab. 5.1; cujo detalhamento é apresentado no apêndice F. 
 
5.3 DADOS DAS SIMULAÇÕES 
 
As simulações numéricas foram realizadas considerando-se linguagem Fortran 2003, e 
compilador Fortran Intel 11.1. Os computadores utilizados fazem parte do Laboratório de 
Experimentação Numérica 1 (LENA-1) da UFPR, mais especificamente: (1) CFD-16, com 
processador AMD Athlon Dual Core, 2.20 GHz, 2GB RAM e sistema operacional Windows 
XP com 64 bits; e (2) CFD-21, com dois processadores Intel Xeon X5690 (6 core), 3.47 GHz, 
192 GB RAM e sistema operacional Windows 7 com 64 bits.  
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Os efeitos de E  foram minimizados pelo emprego de precisão quádrupla. O controle 
PrE  foi realizado com base nos testes de coerência estabelecidos no protocolo de Marchi 
(2007). Ao se considerar a aplicação de métodos iterativos, para resolução de sistemas de 
equações algébricas, o controle de IE  foi realizado através da condução do número de 
iterações até que o erro de máquina fosse atingido; isto é, até o alcance de uma variação no 
menor número possível de algarismos significativos para resíduo, R, de acordo com o 
detalhamento apresentado na seção 2.3. Nesse sentido, como parâmetro de controle, utilizou-
se a razão entre a norma l1 do resíduo em uma dada iteração it ( )(itR ) e a norma l1 do resíduo 
na iteração inicial ( )0(R ), em símbolos, 1
)0(
1
)( ||||/|||| RR it , onde .10 32  
 Em todas as simulações desenvolvidas foram adotados: sistema de coordenadas 
cartesianas ortogonais e, malhas estruturadas ortogonais e uniformes. O processo de 
refinamento de malha foi realizado considerando-se o emprego de razão de refino (r) 
constante.   
Finalmente, as soluções analíticas para as variáveis de interesse consideradas foram 
obtidas com o uso do software Maple 10.0 com 32 casas decimais. 
 
5.4 RESUMO DO CAPÍTULO 5 
  
Neste capítulo foram descritos os procedimentos adotados para a realização das 
simulações numéricas, utilizadas no presente estudo. Inicialmente foram apresentados os 
modelos matemáticos considerados: caso 1 – Poisson 1D, caso 2 – Advecção-difusão 1D, e 
caso 3 – Burgers 2D; bem como foram definidas as variáveis de interesse. Em seguida foram 
detalhados os métodos numéricos empregados, e ao final foram especificados os parâmetros 
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6  RESULTADOS 
 
 Neste capítulo são apresentados os resultados obtidos com o emprego da metodologia 
proposta nos capítulos 3 e 4, sobre os problemas-modelo definidos no capítulo 5. Dessa 
forma, MER é abordada sob a perspectiva de redução e estimativa do erro numérico em 
variáveis que apresentam diferentes características, com relação ao modelo matemático 
adotado e ao processo de refinamento de malha.  
 
6.1 RESULTADOS PARA O CASO 1: POISSON 1D 
 
No caso 1 primeiramente os cálculos (seção 5.2.1) foram realizados em malhas )( h  
distintas, considerando-se as razões de refino r = 2 e r = 3. Ao se adotar r = 2, a h  mais 
grossa possui M = 3 pontos nodais, e a mais refinada M = 16.777.217, totalizando assim 23 
malhas. Para r = 3, a h  mais grossa possui M = 3 pontos nodais e a mais refinada M = 
9.565.937, o que corresponde a 15 malhas.  
 De acordo com a classificação estabelecida na seção 3.1 e com os procedimentos 
descritos na seção 3.2, no presente contexto as variáveis do tipo I caracterizam-se 
principalmente pelo emprego direto de MER (Eq. (2.78)). Consideram-se, então, como 
representantes desse tipo de variável os resultados obtidos em Poisson 1D com: )2/1(TTc   
com  = 0, cuja solução analítica (fabricada) para T é do tipo senoidal (Eq. (5.5)); e )4/3(T  
ao se considerar o emprego de solução analítica (fabricada) do tipo exponencial (Eq. (5.10)). 
Ao se considerar r = 2 ambas as coordenadas (x = 1/2 e 3/4) coincidem com um ponto nodal, 
em todas as h  adotadas. Para as   obtidas desse modo os resultados para Eh  e Em , bem 
como as respectivas estimativas calculadas com os estimadores mcU  e *U , são representados 
na Fig. 6.1 sendo que: (a) refere-se à variável )2/1(T ; e (b) à variável )4/3(T . 
Nota-se na Fig. 6.1 e na Tab. 6.1 que, no presente caso, em precisão quádrupla 
0Em  )10( 30Em  com 310h  através dos níveis: 9m  (extrapolações) e 10g  
(malhas) para )2/1(T ; bem como 8m  e 9g  para )4/3(T . Para ambas as 
variáveis, percebe-se que no próximo nível de extrapolação considerado (última linha da Tab. 
6.1) Em tem a sua magnitude aumentada, e verifica-se a ocorrência simultânea de 1||   
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(para -4104,88h ), isto é, a condição apresentada na seção 4.4.1 para o emprego efetivo de 
MER é corroborada.  
 




























        (a) 2),2/1( rT  
 




























         (b) 2),4/3( rT  
                      Figura 6.1: Eh , Em  e suas respectivas estimativas; para   do tipo I em Poisson 1D. 
 
Tabela 6.1: Em e   para   do tipo I em Poisson 1D. 




































































Nessa perspectiva, portanto, considera-se a representação dos resultados numéricos na 
Tab. 6.2 para as h  correspondentes, ou seja, para -4104,883h . Então, através do cálculo 
da efetividade )/( EU , são apresentados os resultados obtidos com os estimadores U , 
pmcU , U , *U  e GCIU , para )2/1(T . Com base nesses resultados (Tab. 6.2), observa-se 
que os estimadores analisados mostraram-se confiáveis )1(  , de modo geral; entretanto os 
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resultados mais acurados )1(   foram alcançados com o emprego de pmcU  e *U . Os 
resultados obtidos com esses estimadores durante o cálculo de )4/3(T  possuem 
comportamento semelhante. 
 
Tabela 6.2: Efetividade dos estimadores U , pmcU , U , *U  e GCIU  para Em   
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EmU pmc /  
 
EmU /  
 
EmU /*  
 



































































 No presente caso, como variável do tipo II considera-se a obtenção de )4/3(T  nas 
h  geradas com r = 3. Assim, a coordenada x = 3/4 situa-se exatamente no ponto médio entre 
as coordenadas nodais em todas as h  adotadas. Então, para obtenção dessa   torna-se 
necessário o emprego de interpolação polinomial, e verifica-se na Fig. 6.2 (a) que, ao se 
empregar MER, o melhor resultado foi alcançado com interpolação linear (grau p = 1). Julga-
se que essa ocorrência esteja relacionada com o posicionamento da   em questão, isto é, ao 
ponto médio entre os pontos nodais. A partir desse resultado, são apresentadas na Fig. 6.2 (b) 
as estimativas para Ep (Eh com interpolação) e Epm (Eh com interpolação e com MER), 
respectivamente, obtidas com os estimadores mcU  e *U .  
Com esse enfoque, na Tab. 6.3 considera-se a representação dos resultados numéricos 
para os estimadores U , pmcU , U , *U  e GCIU , até a 
h  onde se tem 0Epm  ( )10 30 , 
410h . Nessa tabela é possível se verificar a qualidade dessas estimativas obtidas para Epm 
com p = 1, para a variável do tipo II considerada, no presente caso. Tais resultados possuem 
semelhança com os obtidos para as variáveis do tipo I analisadas (Tab. 6.2), isto é, as 
estimativas mais acuradas foram determinadas pelo cálculo de pmcU  e *U  ( 1/ EmU pmc  e 
1/* EmU ). Entretanto, desses apenas *U  mostrou-se confiável 1/( * EmU ). 
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        (a) Eh com interpolação, com e sem MER  




























       (b) Ep e Epm (p = 1) e suas estimativas  
                Figura 6.2: Ep , Epm  e suas estimativas; para 3),4/3( rT  (  tipo II) em Poisson 1D. 
 
Tabela 6.3: Efetividade dos estimadores U , pmcU , U , *U  e GCIU , para 1, pEpm   
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Além disso, o critério para o emprego efetivo de MER também foi confirmado, pois de 
acordo com a Eq. (4.14) a aplicação MER é eficaz na redução do erro numérico quando 
.0)(1|| ,  gMUp  Isto pode ser verificado pelos comportamentos de 1, pEpm  na Fig. 
6.2 e de gMUp )( ,  (correspondente) na Fig. 6.3. Outro aspecto importante que pode ser 
observado na Fig. 6.3 diz respeito à convergência 2, UE pp  e ao aumento progressivo de 
gMEp )( ,  e gMUp )( , , com o refinamento de 
h , o que é compatível com o método de segunda 
ordem empregado ( ,20  ppA CDS-2) e com os valores ...},6,4,2{Vp . 
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 ( pU, M )g
 
Figura 6.3: Ordem de acurácia associada ao cálculo de 3),4/3( rT  (  tipo II)  
em Poisson 1D, com e sem MER. 
 
Para as variáveis do tipo III, por sua vez, consideram-se os resultados obtidos através 
do cálculo de )3/2(T  nas h  geradas com r = 2. Nesse caso, a coordenada x = 2/3 situa-se 
entre as coordenadas nodais em todas as h  consideradas, porém não está localizada no 
ponto médio entre esses nós. Logo, o cálculo dessa   requer o emprego de interpolação 
polinomial, a partir dos resultados nodais obtidos para T. Dessa forma, verifica-se na Fig. 6.4 
(a) que os resultados do emprego de MER (para   do tipo III) são melhorados com o aumento 
do grau (p) do polinômio interpolador, isto é, Epm tem a sua magnitude reduzida com a 
elevação de p. Com isso, portanto, considera-se p = 10 e são apresentadas na Fig. 6.4 (b) as 
estimativas para e Ep e Epm, respectivamente, com mcU  e *U . 
 


























      (a) Eh com interpolação, com e sem MER  



























      (b) Ep e Epm (p = 10) e suas estimativas  
               Figura 6.4: Ep , Epm  e suas estimativas; para 2),3/2( rT  (  tipo III) em Poisson 1D. 
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Com relação ao critério para o emprego efetivo de MER observa-se na Tab. 6.4 que, 
novamente, a ocorrência de 1||   está relacionada com a elevação da magnitude do erro 
numérico inerente à solução resultante do emprego de MER. Nessa tabela é possível observar, 
também, o efeito significativo do emprego de MER (Epm) sobre a redução da magnitude do 
erro numérico (Ep).  
 






















































Então, nessas h  em que 1  (Tab. 6.4), são representados na Tab. 6.5 os resultados 
para a efetividade dos estimadores U , pmcU , U , *U  e GCIU . Assim é possível se analisar a 
qualidade dessas estimativas obtidas para Epm com p = 10, inerente a   do tipo III no caso 
em questão. Tal análise remete a uma conclusão semelhante às obtidas anteriormente, ou seja, 
em relação aos demais estimadores (para Em/Epm) testados, *U  apresenta um nível de 
acurácia e confiabilidade mais elevado. 
 
Tabela 6.5: Efetividade dos estimadores U , pmcU , U , *U  e GCIU , para 10, pEpm   
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 Os resultados apresentados até o momento têm como base o Eh associado ao emprego 
da aproximação CDS-2 )2( 0 p  em Poisson 1D. Entretanto, ao se considerar o emprego do 
esquema compacto de quarta ordem )4( 0 p , descrito na seção 5.2.1, os resultados do 
emprego de MER com e sem interpolação polinomial são (qualitativamente) semelhantes. 
Como exemplo: considera-se   do tipo III dada por 2),3/2( rT  obtida com 40 p ; a partir 
dessas soluções emprega-se, então, a interpolação polinomial com diversos valores de p 
(obtenção de Ep) e, também, aplica-se MER (obtenção de Epm). Sobre essa proposta, 
observa-se na Fig. 6.5 que, analogamente aos resultados obtidos anteriormente, para   do tipo 
III o aumento de p (com 40 p ) reduz significativamente a magnitude de Epm (Fig. 6.5 (a)). 
Além disso, as respectivas estimativas para e Ep e Epm, obtidas com os estimadores mcU  e 
*U , mantêm as características identificadas anteriormente (acurácia e confiabilidade) (Fig. 
































































           (b) Ep e Epm (p = 10) e suas estimativas 
         Figura 6.5: Ep , Epm  e suas estimativas; para 2),3/2( rT  (  tipo III) com 40 p  em Poisson 1D. 
 
De acordo com as definições apresentadas na seção 3.1, a próxima classe de variáveis 
diz respeito a   do tipo IV. No presente caso consideram-se os resultados obtidos para a 
localização coordenada (x) correspondente a 1T  (valor estabelecido para variável 
dependente primária), ao se adotar 4/   sobre o termo fonte apresentado na Eq. (5.6) 
(solução senoidal). Com esse enfoque, em todas as h  geradas com r = 2, realiza-se a 
interpolação polinomial a partir dos valores nodais obtidos para T. E, então se calcula o valor 
de x (variável independente) associado a 1T  (variável dependente) através da resolução da 
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equação polinomial resultante (conforme a descrição apresentada na seção 3.2, 
1)()(   xxT p ). Em seguida, sobre esses valores (de x) obtidos nas diversas 
h , 
emprega-se MER (em   do tipo IV).  
A partir disso, os resultados obtidos possuem semelhança com os descritos 
anteriormente, isto é, Epm tem a sua magnitude reduzida com o aumento do grau (p) do 
polinômio interpolador (Fig. 6.6 (a)), e as estimativas para Ep e Epm com mcU  e *U  (Fig. 
6.6 (b)), respectivamente, possuem níveis de acurácia e confiabilidade expressivos. 
Novamente, a ocorrência de 1||   está associada à elevação da magnitude de Epm; para p 
=10 e m = 9 tem-se 110 , e Epm passa de 3110  para 3010  (Fig. 6.6 (a)) o que 
corresponde, também, ao cálculo efetivo (de maneira confiável e acurada) de *U  até a 
h  
em questão (Fig. 6.6 (b)). A partir de então (malhas mais refinadas) o desempenho de MER é 
afetado por E  (para Epm, p = 10), isto é, para 91  gm .  
   


























      (a) Eh com interpolação, com e sem MER  


























     (b) Ep e Epm (p = 10) e suas estimativas  
                Figura 6.6: Ep , Epm  e suas estimativas; x inerente a 2,1  rT  (  tipo IV), Poisson 1D. 
 
A última variável de interesse abordada (neste caso) refere-se à obtenção de   do tipo 
V, determinada pelo cálculo de maxT  (definida na seção 5.1.1). Para representação dos 
resultados obtidos considera-se o termo fonte estabelecido na Eq. 5.11 (exponencial), e nessa 
perspectiva são abordadas as h  geradas com r = 2. Então, primeiramente a partir dos dados 
nodais obtidos para T determinam-se o valor máximo (nodal) e o seu respectivo Eh, que 
corresponde à diferença entre a solução analítica para maxT  e o seu valor numérico (nodal).  
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Com essas   nodais emprega-se MER e obtém-se M  e o seu respectivo erro 
numérico, Em. Para esses resultados, através dos gráficos de Eh e Em, verifica-se na Fig. 6.7 
(a) que MER não é eficaz na redução da magnitude do erro numérico. Tal situação é devida à 
mudança de coordenada de   em h  distintas, ou seja, nesse caso a maxT  nodal tem a sua 
localização alterada com o processo de refinamento adotado. Isto acarreta em um 
comportamento não assintótico para Ep  com 0h  (Fig. 6.8), e prejudicial ao desempenho 
de MER (Em na Fig. 6.7 (a)).  
Como alternativa, de acordo com a metodologia apresentada no capítulo 3, sobre os 
valores nodais obtidos (vizinhos do ponto de máximo nodal) considera-se o emprego de 
interpolação polinomial de grau p, e a partir desse polinômio, através do cálculo do seu valor 
máximo, determina-se maxT (valor máximo de p ). Então, com essas   resultantes (ponto 
de máximo de p  obtido em cada 
h ) obtém-se Ep de maneira equivalente a Eh. Em seguida, 
aplica-se MER e calcula-se Epm analogamente a Em. Enfim, os resultados obtidos apresentam 
semelhança com os já descritos, isto é: Epm tem a sua magnitude reduzida com a elevação de 
p (Fig. 6.7 (a)); mcU  e *U  (Fig. 6.7 (b)) retratam níveis de acurácia e confiabilidade 
significativos; e 1||   garante a redução da magnitude de Epm.  
 
 





















































        (b) Ep e Epm (p = 10) e suas estimativas  
                              Figura 6.7: Eh, Em, Ep  e Epm  para maxT  (  tipo V) em Poisson 1D. 
 
Além dos valores de p já apresentados, a análise de outros valores também implica em 
algumas percepções sobre a pA (ordem de acurácia) resultante: a Fig. 6.8 representa o 
comportamento de pA a posteriori da obtenção de  , para Eh com CDS-2 ( 20 p ) e para 
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Epm correspondente com p = 3, 4 e 5. Observa-se nessa figura que o resultado final de pA 
(com a metodologia proposta) é, no mínimo (podendo ser maior), o valor 1p  (uma unidade 
a mais que o grau do polinômio interpolado); esse comportamento corrobora o pressuposto 




















 pE ,  Eh





 ,  Epm, p=4
 ( pE, M )g ,  Epm, p=5
 
                        Figura 6.8: pA inerente ao erro numérico de maxT  (  tipo V), em Poisson 1D. 
 
 Ainda sobre maxT , na Fig. 6.9 percebe-se a ocorrência de uma degeneração sobre a 
pA de Eh resultante da aproximação numérica com 40 p , isto é, os resultados possuem 
magnitude equivalente aos obtidos com 20 p  (segunda ordem). Essa degeneração de ordem 
está, provavelmente, relacionada com a mudança de coordenadas da variável de interesse, em 
h  distintas; o que caracteriza uma outra fonte de erro (associado à posição de  ) que 
compromete a ordem do esquema numérico adotado. Nessa figura pode-se notar, entretanto 
que: embora a ordem de Eh seja degenerada ao se adotar 40 p , Epm apresenta melhores 
resultados ao se considerar 40 p  ao invés de 20 p (CDS-2).  
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 Epm, p=10, p0=2




                     Figura 6.9: Eh e Epm  para maxT  (  tipo V) em Poisson 1D, com 40 p  e 2. 
 
6.2 RESULTADOS PARA O CASO 2: ADVECÇÃO-DIFUSÃO 1D 
 
No caso 2 as soluções numéricas foram obtidas a partir do modelo matemático 
representado na Eq. (5.12) considerando-se Pe = 10. As h  consideradas foram as mesmas 
adotadas no caso anterior, ou seja, com os mesmos números de pontos nodais e geradas com r 
= 2 e 3.  
Como primeiro tipo de variável, sobre os resultados obtidos em Advecção-difusão 1D, 
considera-se: )4/3(T , cuja solução analítica é calculada com a Eq. (5.13), em que as   são 
obtidas nas h  geradas com r = 2; dessa forma a coordenada 4/3x  localiza-se exatamente 
em um ponto nodal (em todas as h  adotadas).  
Para essa variável (do tipo I), os resultados para Eh  e Em , bem como para as suas 
respectivas estimativas calculadas com os estimadores mcU  e *U  são representados na Fig. 
6.10 (a). Nota-se nessa figura que 0Em  em precisão quádrupla ( )10 30  com 15g  e 
14m . Com as Figs. 6.10 (a) e (b) é possível se ilustrar a validade do critério descrito na 
seção 4.4.1 (emprego efetivo de MER), isto é, a magnitude de Em pode ser reduzida enquanto 
a condição 0)( , gMUp  for satisfeita (ou 1 ). Ainda, nessas figuras observa-se a redução 
expressiva de Em concomitantemente com o aumento progressivo da sua ordem de acurácia 
(pA).  
 
       
 
119 



























       (a) Eh , Em  e suas estimativas 
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      (b) pA a posteriori com e sem MER 
           Figura 6.10: Erro numérico com e sem MER e suas respectivas estimativas e ordens, para  
                         variável do tipo I ( 2),4/3( rT ) em Advecção-difusão 1D, com UDS/CDS. 
  
 Nesse caso (Fig. 6.10 (b)), 0h    1, UE pp , o que é compatível com o esquema 
UDS/CDS descrito na seção 5.2.2, ou seja, em um esquema numérico de ordem mista ( 10 p  
e 20 p ) prevalece a menor ordem ( 0p ) envolvida no cálculo de  . Entretanto, nota-se que 
gMEp )( ,  e gMUp )( ,  apresentam um comportamento oscilatório para os m iniciais (nas 
h  
menos refinadas), o que caracteriza um impedimento para a obtenção dos valores (teóricos) 
...},3,2,1{Vp , com a variação inicial de m. Como tal ocorrência não foi identificada no 
primeiro caso (para   do tipo I), cogita-se que isso possa representar uma influência do efeito 
advectivo (do modelo matemático) sobre o desempenho de MER; ou ainda, em problemas 
envolvendo advecção MER deve ser empregada a partir de certo nível de refinamento de h . 
 Sobre esse aspecto, do ponto de vista prático, deve-se sobretudo determinar essa h  
(inicial) em que MER possa ser aplicada sem que haja prejuízo em seu desempenho. Isso 
pode ser realizado com base no monitoramento dos valores calculados para Ep  e/ou ,Up  ou 
seja, é desejável que tais parâmetros apresentem um comportamento convergente e 
monotônico, com a redução de h. Observa-se na Tab. 6.6 que, no presente caso, Up  satisfaz 
essa exigência para -2101,563h , isto é, a partir de 5g . Tal resultado concorda com o 
aumento progressivo de gMUp )( ,  (a partir da quinta malha), até a g
h  que 0Em  ( 15g  ou 
-5101,526h ).  
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 Nessa tabela (Tab. 6.6) verifica-se, novamente, que 0)( , gMUp  corresponde à g
h  
em que Em tem a sua magnitude elevada, ou seja, ao momento em que MER perde o seu 
efeito sobre a redução do erro numérico e, portanto, o processo recursivo )( ,mg  gerado deve 
ser suspendido nesse instante. Então, nessa situação, a solução com maior nível de acurácia é 
inerente à h  imediatamente mais grossa )( 1 gh , isto é, à M  obtida com 
-6107,629h  e 
que possui -30102,810197Em . 
 Para essa mesma   do tipo I, são apresentados na Tab. 6.7 os resultados obtidos com 
o emprego dos estimadores de Em analisados. Nesse sentido nota-se que, como no caso 
anterior, os estimadores pmcU  e *U  são relativamente acurados, entretanto *U  destaca-se 
(sobre os demais estimadores) pela sua confiabilidade. 
 
Tabela 6.6: Eh, Em, e suas ordens para 2),4/3( rT  (  tipo I), em Advecção-difusão 1D, 

































































































 Ainda, em se tratando de   do tipo I em Advecção-difusão 1D, para )2/1(T  nas h  
geradas com 2r  os resultados obtidos são qualitativamente semelhantes aos apresentados 
nas Tabs. 6.6 e 6.7, isto é, são válidas as mesmas considerações realizadas anteriormente para 
2),4/3( rT . 
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              Tabela 6.7: Efetividade dos estimadores U , pmcU , U , *U  e GCIU , para Em  associado ao 
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 No presente caso, como   do tipo II considera-se o cálculo de )4/3(T  nas h  geradas 
com 3r . Dessa forma (como descrito no caso anterior), a coordenada 4/3x  situa-se 
exatamente no ponto médio entre pontos nodais, e faz-se necessário o emprego de 
interpolação polinomial para a avaliação de   (em todas as h  adotadas).  
 Com esse enfoque, os erros numéricos inerentes a )4/3(T  ( 3r ), com (Epm) e 
sem MER (Ep) são representados na Fig. 6.11 (a). Nessa figura é possível perceber que: o 
grau p = 1 proporciona melhores resultados para Epm; e o grau p = 10 acarreta em resultados 
para Epm que sofrem forte influência de E , ao se considerar 0h , ou seja, para 
510h  o 
erro numérico é dominado por essa fonte de erro. Nesse âmbito E  representa um aspecto 
importante e, de certo modo, preocupante; visto que Epm calculado com p = 10 não atinge o 
nível de erro de máquina (em precisão quádrupla), e alcança a magnitude mínima de 2010  
(esse efeito será discutido posteriormente). 
 Contudo, de acordo com a metodologia apresentada no capítulo 3, nesta classe de   o 
foco é direcionado ao Epm com p = 1. Assim, na Fig. 6.11 (b) são representados os 
comportamentos dos estimadores mcU  e *U  (em   tipo II e Advecção-difusão 1D) para Ep e 
Epm, respectivamente, o que corrobora os resultados já obtidos (apresentados anteriormente) 
para tais estimativas.  
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       (a) Eh com interpolação, com e sem MER  



























       (b) Ep e Epm (p = 1) e suas estimativas  
                     Figura 6.11: Ep  e Epm  para 3),4/3( rT  (  tipo II) e suas estimativas em 
                                                  Advecção-difusão 1D, com o esquema UDS/CDS. 
  
 Para   do tipo III, por sua vez, considera-se )3/2(T  obtida nas h  geradas com 
2r . Assim (como no caso I), a coordenada 3/2x  localiza-se entre dois pontos nodais, 
porém não corresponde ao ponto médio entre eles, e a determinação de   depende da 
aplicação de interpolação polinomial (a partir dos dados nodais). Com essa perspectiva, os 
erros numéricos obtidos com e sem MER são representados na Fig. 6.12 (a). Essa ilustração 
corresponde aos resultados obtidos, no sentido em que: a elevação de p proporciona uma 
redução mais significativa de Epm, no entanto a influência de E  deve ser monitorada ao se 
refinar h . 
 Em comparação com o caso anterior (Poisson 1D), esse efeito mais acentuado de E  
pode ser atribuído, em princípio, ao efeito advectivo do modelo matemático (Eq. 5.12); e/ou 
ao emprego de um esquema numérico de ordem mista (UDS/CDS). Tal ocorrência de E  
também pode ser vislumbrada ao se comparar os resultados de Epm com p = 10 (Fig. 6.11 (a)) 
e com p = 8 (Fig. 6.12 (a)), isto é, devido ao maior número de operações envolvidas no 
cálculo dos coeficientes do polinômio interpolador com p = 10 (Apêndice A), E  é ainda 
mais evidenciado. 
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          (a) Eh com interpolação, com e sem MER  


























             (b) Ep e Epm (p = 8) e suas estimativas  
                   Figura 6.12: Ep , Epm  e suas estimativas; para 2),3/2( rT  (  tipo III) 
                                       em Advecção-difusão 1D, com o esquema UDS/CDS. 
 
 A consequência do esquema de ordem mista (UDS/CDS) (Figs. 6.11 e 6.12), sobre o 
desempenho de MER (neste caso), pode ser comparada com a resultante da aplicação do 
esquema CDS/CDS (Fig. 6.13), ou seja, em que tanto o termo advectivo quanto o difusivo (do 
modelo matemático) são calculados com o emprego da aproximação CDS-2, sobre a Eq. 
(5.12). Dessa forma obtém-se 20 p , e os resultados obtidos com o emprego de MER 
precedida da interpolação polinomial (com p = 8 e 10) para o cálculo de 2),3/2( rT  (  
tipo III) são apresentados na Fig. 6.13 (a). 
  




























           (a) Eh com interpolação, com e sem MER  
 



























           (b) Ep e Epm (p = 10) e suas estimativas  
                               Figura 6.13: Ep , Epm  e suas estimativas; para 2),3/2( rT  (  tipo III) em  
                                                 Advecção-difusão 1D, com o esquema CDS/CDS. 
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 Então, com a comparação das Figs. 6.12 (a) e 6.13 (a) nota-se que o desempenho de 
MER é mais significativo ao se adotar 20 p  (CDS/CDS), ao invés de 10 p  (UDS/CDS), 
pois nessa situação 0Em  com cinco níveis a menos de extrapolação e com um h dez vezes 
maior. Além disso, percebe-se que a ação de E  torna-se menos prejudicial à redução da 
magnitude de Epm, haja vista que para 410h  Epm com p = 10 é 3110  (magnitude não 
alcançada com 10 p ). 
 As características identificadas para   do tipo III em Advecção-difusão 1D, com 
relação ao emprego de MER aliada à interpolação polinomial, possuem semelhança com as 
constatações verificadas no caso anterior; ou seja, resumidamente pode-se dizer que o 
aumento do grau p do polinômio interpolador acarreta na elevação da ordem de acurácia de 
Epm. Entretanto, os efeitos de E  devem ser monitorados. 
Sobre o desempenho dos estimadores analisados e do critério para o emprego efetivo 
de MER, as percepções detectadas no caso I permanecem válidas; isto é, mcU  e *U  
mostraram-se confiáveis e acurados (Figs. 6.11 a 6.13 (b)), e a condição 1  caracteriza a 
redução da magnitude de Epm.      
 
6.3 RESULTADOS PARA O CASO 3: BURGERS 2D 
 
A resolução numérica do caso 3 foi realizada a partir do modelo matemático referente 
às Eqs. (5.14) e (5.15), considerando-se Re = 1; e de acordo com o detalhamento apresentado 
na seção 5.2.3. Com esse enfoque, os cálculos foram desenvolvidos em 13 h  distintas, 
estabelecidas com r = 2. Dessas malhas, a mais grossa com 44MM , e a mais fina com 
384.16384.16 MM  pontos nodais. 
No caso em questão, para a representação dos resultados obtidos em   do tipo I 
considera-se a variável global Fs (definida na seção 5.1.3, Tab. 5.1). O desempenho de MER 
sobre essa variável é ilustrado na Fig. 6.14 (a), através das aproximações com 10 p  e com 
20 p  (descritas na seção 5.2.3). Tais resultados, apresentados nessa figura, já estão 
disponíveis na literatura (MARCHI et al., 2009) para variável do tipo I, e servem de 
referência para o desempenho de MER nessa situação.  
Na Fig. 6.14 (b) são representadas as estimativas para Eh e Em com os estimadores 
mcU  e *U , respectivamente (para   do tipo I em Burgers 2D). De modo geral, tais 
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estimativas são condizentes com os erros verdadeiros, ou seja, apresentam níveis de acurácia e 
confiabilidade significativos. 
  




























      (a) Erro numérico com e sem MER  


























   
     (b) Eh e Em com 20 p , e suas estimativas  
                  Figura 6.14: Eh , Em  e suas estimativas; para 2, rFs  (  tipo I) em Burgers 2D. 
 
 Entretanto, pode-se observar na Tab. 6.8 que esses níveis estão relacionados com o 
comportamento de pA obtida a posteriori de  .  
Mais especificamente, através do cálculo de Up , a obtenção de 0ppU   
monotonicamente com a redução de h é desejável. Quanto a pA de Em, embora não seja 
atingido o comportamento teórico esperado (aumento progressivo de ordem), mediante o 
cálculo de gMUp )( ,  percebe-se a sua superioridade em relação aos valores de Up  e 0p  (Tab. 
6.8).  
Dentre os estimadores para Em (apresentados no capítulo 4) analisados, os melhores 
resultados são decorrentes do emprego de *U , isto é, as conclusões obtidas nos casos 
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Tabela 6.8: Efetividade de mcU  e *U , e suas ordens aparentes, para Fs (  do tipo I)  
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No presente caso as variáveis do tipo II estabelecidas dizem respeito a: 
)2/1,2/1(uuc  ; e )2/1,2/1(vvc   (Tab. 5.1). A localização dessas variáveis corresponde, 
exatamente, ao ponto médio entre os quatro pontos nodais centrais, em todas as h  adotadas. 
Com isso, de acordo com a metodologia apresentada no capítulo 3, para obtenção de   
considera-se o emprego de interpolação polinomial (2D) com p = 1 (interpolação bilinear), e 
em seguida calcula-se pM  (com o emprego de MER). Dessa forma, os resultados para Ep e 
Epm inerentes a uc são representados na Fig. 6.15 (a) (os resultados obtidos para vc possuem 
comportamento análogo). Nota-se que o efeito de MER sobre a redução do erro numérico 
nessa situação (Fig. 15 (a)) é bastante semelhante ao alcançado em   do tipo I (Fig. 6.14 (a)), 
o que estimula o emprego da metodologia em questão (para   do tipo II).  
Com relação às estimativas para Eh e Em mediante o emprego de mcU  e *U  (Fig. 15 
(b)), durante o cálculo   do tipo II em Burgers 2D, os resultados identificam-se com os 
encontrados em   do tipo I (Fig. 14 (b)), e portanto correspondem ao detalhamento 
apresentado anteriormente. Essa analogia é válida, também, para o desempenho dos 
estimadores para Em/Epm investigados ( U , pmcU , U , *U  e GCIU ), isto é, dentre esses *U  
destacou-se quanto à acurácia e confiabilidade.   
Em se tratando dos valores de pA atingidos durante o cálculo de uc, observa-se na Tab. 
6.9 que, assim como nos casos anteriores, Ep tem pA equivalente à ordem do esquema 
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numérico adotado. Nota-se ainda que, para Epm ocorre um aumento de pA com a diminuição 
de h em ambos os esquemas numéricos analisados ( 10 p  e 20 p ).     
 



























       (a) Ep com e sem MER 



























   
 (b) Ep e Epm para 20 p , e suas estimativas  
                          Figura 6.15: Ep , Epm  e suas estimativas; para )2/1,2/1(uuc   (  tipo II) com 
                                                      interpolação bilinear, em Burgers 2D. 
 
Tabela 6.9: Ordens obtidas para   do tipo II; uc, com interpolação bilinear, em Burgers 2D. 
h  32 × 32 512 × 512 4096 × 4096 
h  3,13E-02 1,95E-03 2,44E-04 





























Para ilustração dos resultados encontrados durante o cálculo de variáveis do tipo III, 
em Burgers 2D, considera-se vm  (Tab. 5.1) obtida com 20 p , cuja solução analítica é 
determinada a partir da Eq. (5.21). Essa variável possui localização fixa, porém não coincide 
com nenhum ponto nodal em qualquer h  adotada (coordenadas irracionais, ,6/32/1 x  
2/2y ). Além disso, não está situada no ponto médio entre pontos nodais. Assim, para 
determinação de   torna-se necessário o emprego de interpolação polinomial 2D. 
Consideram-se, então, os polinômios 2D com graus p = 2 e 6; e os resultados para Ep e Epm 
são representados na Fig. 6.16 (a).  
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Nessa situação, apesar de não se atingir o comportamento apresentado na Fig. 6.14 
(referência), percebe-se uma redução significativa sobre o erro numérico (Fig. 6.16 (a)) assim 
como uma elevação progressiva de pA (Fig. 6.16 (b)). Desse modo, os melhores resultados 
foram obtidos com p = 6. 


























       (a) Ep  e Epm  com a abordagem 2D  
 















 ( pE,M )g
 p
U
 ( pU,M )g
    (b) pA a posteriori para Ep  e Epm , p = 6 
                Figura 6.16: Erro numérico com interpolação polinomial, com e sem MER e suas ordens,  
                                                 para   do tipo III ( vm ) em Burgers 2D, com 20 p . 
  
A magnitude de Epm obtido a partir dos esquemas com 10 p  e 20 p  pode ser 
observada/comparada na Tab. 6.10, em três h  distintas. Ainda nessa tabela, com relação aos 
valores de pA alcançados, nota-se que na h  com -4101,22h : para Epm com 20 p  tem-
se 11Ap ; e para Epm com 10 p  tem-se 7,5Ap . Esses valores corroboram os resultados 
obtidos na seção 6.1 (caso 1, Fig. 6.9) sobre efeito da ordem )( 0p  do esquema numérico 
empregado. Essa constatação também é estendida às outras h  consideradas, isto é, o valor 
de Ap  resultante do emprego de MER com interpolação polinomial também depende da 
ordem do método de discretização adotado.  
No que diz respeito às estimativas para Eh e Epm, durante o cálculo   do tipo III em 
Burgers 2D (com p0 = 1 e 2), constatou-se que mcU  e *U  fornecem resultados expressivos, 
isto é, relativamente acurados e confiáveis na maioria das h  analisadas (Tab. 6.11). Assim 
como nos casos anteriores, *U  apresenta uma correlação mais elevada com Epm em 
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Tabela 6.10: Ordem e magnitude do erro numérico (com MER) obtido para   do tipo 
III, vm, com interpolação polinomial 2D, em Burgers 2D. 
h  32 × 32 128 × 128 8192 × 8192 
h  3,13E-02 7,81E-03 1,22E-04 





























Tabela 6.11: Efetividade de mcU  e *U  para   do tipo III, vm, com interpolação 
polinomial 2D, p = 6, em Burgers 2D. 
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 No presente caso, uma análise envolvendo   do tipo IV (conforme descrito na seção 
3.1) pode ser conduzida através da localização de vm (Tab. 5.1). Com essa perspectiva, 
admite-se a identificação das coordenadas de 2/2),(  yxvvm , ou seja, para o valor 
real (constante 2/2 ) atribuído à variável dependente (v) busca-se a sua correspondência 
sob as variáveis independentes (x e y). Desse modo, para ilustração dos resultados, considera-
se então o emprego de interpolação polinomial 2D com grau p = 6 para a obtenção da sua 
ordenada (y(vm)) correspondente. Com isso, na Fig. 5.17 (a) são representados os resultados 
para o erro numérico e suas estimativas, sem e com o emprego de MER, bem como para a pA 
resultante (Fig. 6.17 (b)). Novamente, dentre os estimadores para Em investigados, *U  
apresentou índices mais elevados de acurácia e confiabilidade; e mcU  mantém as 
características (desejáveis) descritas anteriormente.  
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      (a) Ep  e Epm  com p = 6, e estimativas 
















 ( pE, M )g
 ( pU, M )g
 
        (b) pA a posteriori com e sem MER (p = 6) 
Figura 6.17: Erro numérico com e sem MER e suas respectivas estimativas e ordens, para 
  do tipo IV ( )(vmy ) em Burgers 2D; esquema com p0 = 2. 
 
 Finalmente, para a representação dos resultados obtidos em   do tipo V, no presente 
caso considera-se a determinação de min  (Tab. 5.1). Para essa variável, observa-se na Fig. 
6.18 (a) o efeito do emprego de MER aliado à interpolação polinomial (2D) e ao método de 
otimização (minimização), sobre a redução do erro numérico. Nessa figura são consideradas 
as aproximações numéricas com 10 p  e 2 , e os polinômios com 2p  e 6 . Dessa forma, 
novamente, é notável a influência de dois aspectos sobre o desempenho da metodologia 
proposta (Epm): a ordem de acurácia ( 0ppA  ) do método de discretização empregado; e o 
grau (p) do polinômio interpolador adotado. Nesse sentido, para   do tipo V, os acréscimos 
de 0p  e p proporcionam uma elevação da acurácia dos resultados obtidos. 
 Na Fig. 6.18 (b) e na Tab. 6.12 são representados os desempenhos dos estimadores 
mcU  e *U , nessa situação. A avaliação dos estimadores para Em (descritos no capítulo 4) 
durante o cálculo de min corrobora as conclusões descritas anteriormente, ou seja, dentre 
tais estimadores *U  destaca-se por seus níveis de acurácia e confiabilidade.   
Nota-se, ainda, na Tab. 6.12 o comportamento convergente e monotônico (desejável) 
obtido para Up  (com a redução de h) inerente ao cálculo de min  com p = 6 e 20 p . 
Assim, torna-se possível a elevação progressiva de gMUp )( ,  com o emprego de MER. Além 
disso, com a determinação de gMUp )( ,  o critério para o emprego efetivo de MER (seção 
4.4.1) é corroborado, isto é, a ocorrência de 0)( , gMUp  indica a elevação da magnitude de 
Epm; bem como representa um impedimento para o cálculo de *U  ( 1 ).  
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0
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 Epm, p=2, p0=1
 Epm, p=6, p
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      (a) Ep  e Epm  com abordagem 2D  




























      (b) Erro e estimativa para p = 6 e p0 = 2  
Figura 6.18: Erro numérico com e sem MER aliado a interpolação polinomial e suas 
estimativas, para   do tipo V ( min ) em Burgers 2D. 
  
Tabela 6.12: Efetividade de mcU  e *U , e suas ordens aparentes, min   
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De acordo com a metodologia apresentada no capítulo 3, o emprego de MER em   do 
tipo V, com a abordagem 2D, caracteriza o procedimento mais complexo dentre os casos 
analisados. Essa complexidade está relacionada com a indicação de aumento do grau (p) do 
polinômio interpolador, e com o emprego do processo de otimização para a determinação do 
valor máximo ou mínimo desse polinômio. Nesse âmbito, para o caso mais dispendioso em 
termos de tempo e memória computacionais, são relacionados na Fig. 6.19 os valores obtidos 
para a magnitude do erro numérico versus o tempo de processamento (em segundos) 
envolvido. Nessa figura, considera-se a representação dos resultados com (Epm) e sem (Eh) a 
metodologia proposta nesta tese. 
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Tempo de processamento (s)
 Eh, p0=2
 Eh, p0=1
 Epm, p=6, p0=2
 Epm, p=6, p0=1
 
Figura 6.19: Comparação entre o tempo de processamento para a obtenção de Eh e Epm com  
interpolação polinomial 2D, para   do tipo V ( min em Burgers 2D). 
 
Na Fig. 6.19 é possível observar que Eh apresenta uma redução linear (inclinação 
constante) com o aumento do tempo de processamento. Enquanto que Epm possui uma 
redução bem mais expressiva, isto é, possui um gráfico decrescente com um aumento de 
inclinação (declividade).  
No presente caso, os níveis de redução de magnitude do erro numérico alcançados 
com Epm não podem ser atingidos com Eh devido às limitações computacionais (nos 
computadores utilizados). Além disso, para uma dada magnitude de erro, o tempo de 
processamento com Epm é muito menor do que com Eh. Por exemplo, para o nível de erro de 
,10 5  com 20 p  a solução com a metodologia proposta é obtida com um tempo de 200 
vezes menor do que sem o seu emprego; e para 10 p  a solução com a metodologia proposta 
é obtida com um tempo de 100 vezes menor. Outro exemplo: para o nível de erro de 810  Eh 
só é atingível com 20 p  (Fig. 6.18 (a)) e leva 56.674,92 segundos; para esse mesmo nível 
de erro Epm é obtido com o tempo de 21,07 segundos, isto é, com um tempo 2.690 vezes 
menor. Assim, em termos de tempo de processamento, pode-se dizer que a eficiência da 
metodologia proposta é evidenciada ao se considerar um nível mais elevado de acurácia 
(menor magnitude do erro numérico). 
Outro aspecto relevante sobre a utilização da metodologia em questão diz respeito ao 
refinamento de malha, isto é, à obtenção de   em h  distintas (estabelecidas por r). Isso 
pode, em princípio, ser considerado (primariamente) como um fator restritivo. Entretanto, tal 
procedimento é comumente adotado ao se analisar a convergência de soluções (durante a 
verificação numérica).  
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A partir disso, o método proposto para determinação de   do tipo V envolve: i) 
interpolação polinomial sobre os valores nodais obtidos, e obtenção de   considerando-se o 
processo de otimização (min/max) (em cada h ), o que caracteriza um pós-processamento 
que, no caso mais dispendioso ( 6p , 2D) requer, adicionalmente, aproximados 10-4 
segundos e 2,8Kb de memória RAM, independentemente da h  adotada; ii) emprego de 
MER (Eq. (2.78)) o que requer, adicionalmente, aproximados 10-4 segundos e 6,1Kb de 
memória RAM ao se considerar as   advindas de 13 h  distintas.  
Enfim, cabe ressaltar que o tempo de processamento para obtenção de Epm (Fig. 6.19) 
em uma dada h  é obtido pela soma dos tempos envolvidos nos cálculos (soluções nodais, 
interpolação polinomial e método de otimização) de todas as h  mais grossas, uma vez que 
suas soluções são necessárias para o emprego de MER (Eq. (2.78)). Por exemplo (com r = 2), 
o tempo de processamento necessário para se obter Epm na malha 128 × 128 também inclui o 
tempo de cálculo envolvido nas malhas: 64 × 64, 32 × 32, 16 × 16 e 8 × 8; ou seja, em 5 h  
distintas. Contudo, conforme ilustrado na Fig. 6.19, o método proposto apresenta vantagens 
em relação ao esforço computacional despendido na redução do erro numérico de  .  
 
6.4 SÍNTESE DO CAPÍTULO 6 
 
Neste capítulo foram apresentados os resultados obtidos com o emprego da 
metodologia proposta nesta tese, sobre os casos 1 a 3. Com esse enfoque foram descritas as 
principais constatações e/ou conclusões sobre a redução do erro numérico, bem como a sua 
estimativa. De modo geral, no que se refere à redução de Eh, constatou-se que os 
procedimentos descritos no capítulo 3 requerem baixíssimo esforço computacional e 
permitem aumentar consideravelmente a acurácia de  . Com relação às estimativas para Eh e 
Em/Epm (capítulo 4) com os estimadores mcU  e *U , respectivamente, verificou-se a 
ocorrência de níveis de acurácia e confiabilidade significativos. Nesse sentido *U  destaca-se 
positivamente em relação aos demais estimadores para Em analisados ( U , pmcU , U  e 
GCIU ). Outro aspecto constatado refere-se à validade do critério para o emprego efetivo de 
MER (seção 4.4.1); tal critério foi corroborado nos casos analisados, isto é, o emprego de 
MER é indicado para a redução do erro numérico quando: .0)(1|| ,  gMUp  
 





 O presente capítulo está dividido em quatro seções: escopo do trabalho, conclusão 
geral, contribuições e trabalhos futuros; descritas a seguir. 
 
7.1 ESCOPO DO TRABALHO 
  
A partir de relatos disponíveis na literatura sobre o baixo desempenho de MER na 
redução de Eh inerente à solução numérica de algumas variáveis de interesse )( , neste 
trabalho foram definidos cinco tipos de  . Tal classificação foi estabelecida com base na 
localização de  , em malhas distintas. Analisou-se, então, o desempenho de MER sobre essas 
variáveis em três problemas teste: equação de Poisson 1D; equação de Advecção-difusão 1D; 
e equações de Burgers 2D. A resolução desses problemas foi realizada através de 
aproximações numéricas com diversas ordens, em Diferenças Finitas e Volumes Finitos, 
considerando-se: malhas com milhões de nós; o emprego do método multigrid; precisão 
quádrupla; e vários níveis de extrapolação.  
Foram apresentadas alternativas para a obtenção de estimativas de Eh em soluções 
numéricas obtidas com e sem o emprego de MER. Nesse sentido, analisou-se o desempenho 
de alguns estimadores disponíveis na literatura – U , GCIU , pmU  e mcU  – sendo que as suas 
expressões foram adaptadas para MER. Um novo estimador para MER foi apresentado, *U ; 
essa abordagem tem como base a razão de convergência  , calculada a posteriori das 
soluções numéricas. Através do cálculo de   foi estabelecido um critério para o emprego 
efetivo de MER sobre a redução de Eh.     
 
7.2 CONCLUSÃO GERAL 
  
De acordo com os resultados obtidos conclui-se que, para se empregar MER deve-se 
primeiramente enquadrar a variável de interesse em um dos cinco tipos estabelecidos neste 
trabalho. A partir disso, identifica-se o procedimento mais adequado para a redução de Eh 
com MER. 
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1) Em variáveis globais ou locais que têm localização fixa e coincidente com um 
ponto nodal em cada malha considerada, MER é aplicada diretamente e tem seu melhor 
desempenho – comportamento teórico esperado. 
2) Para o caso de variáveis localizadas em pontos médios de coordenadas nodais, 
deve-se considerar interpolação linear (ou bilinear) para então se aplicar MER.  
3) Para variáveis que possuem localização fixa, porém não nodal e não situada em 
pontos médios de coordenadas nodais deve-se considerar interpolação polinomial condizente 
com o número de dimensões do problema estudado, com o grau mais alto possível, antes do 
emprego de MER. 
4) Em variáveis cujo valor é preestabelecido, porém com localização indeterminada, 
analogamente deve-se considerar interpolação polinomial com o grau mais alto possível, e em 
seguida determinar a resolução da equação polinomial associada; somente então se procede ao 
emprego de MER. 
5) Para o caso de variáveis que envolvem valores extremos, cuja coordenada pode ser 
alterada com o refinamento de malha, deve-se considerar também interpolação polinomial 
(condizente com o número de dimensões do problema estudado) com o grau mais alto 
possível, seguida da utilização das técnicas de otimização abordadas neste texto, antes do 
emprego de MER. 
De modo geral, essa metodologia permite reduzir expressivamente o Eh inclusive nos 
casos em que MER é considerada ineficiente; e caracteriza um pós-processamento que 
apresenta baixo custo computacional. 
Com relação ao exercício de estimativas para o erro numérico, os resultados obtidos 
indicam que: i) em soluções numéricas obtidas sem o emprego de MER, mcU  apresenta níveis 
de acurácia e confiabilidade significativos; ii) para soluções numéricas obtidas com o 
emprego de MER, *U  é recomendado por destacar-se com relação a acurácia e 
confiabilidade, sobre os demais estimadores analisados. 
Ao se empregar MER, a avaliação do seu desempenho sobre a redução de Eh pode ser 
realizada com base nos valores obtidos para a razão de convergência,  , da solução numérica 
em questão. De acordo com o critério estabelecido no presente trabalho, pode-se dizer que 









 As contribuições desta tese podem ser resumidas nos seguintes pontos. 
 1) Classificação de variáveis de interesse, visando o emprego de MER, com relação à 
sua localização coordenada em malhas distintas. 
 2) Desenvolvimento de metodologia apropriada para o emprego de MER em variáveis 
que apresentam diferentes características, de acordo com a classificação estabelecida. 
 3) Adaptação do estimador multicoeficiente (MARCHI, 2001) para se estimar Eh, com 
base na diferença entre as soluções numéricas obtidas com e sem o emprego de MER. 
 4) Adequação dos estimadores U , GCIU  e pmU  (disponíveis na literatura) para 
realização de estimativas inerentes ao erro numérico resultante do emprego de MER. 
 5) Introdução do estimador *U , para o erro numérico resultante do emprego de MER; 
que se mostrou, de modo geral, confiável e acurado nos testes efetuados. 
 6) Estabelecimento de um critério para identificação do desempenho efetivo de MER, 
sobre a redução de Eh. 
 
7.4 TRABALHOS FUTUROS 
 
 A continuação do presente trabalho pode ser desenvolvida considerando-se dois temas 
norteadores denominados dimensões e aplicações.  
No primeiro tema, dimensões, sugere-se a extensão da metodologia proposta no 
presente trabalho para os casos de domínio tridimensional (espacial) e eventualmente a 
dimensão temporal. Nesse âmbito, caberia o emprego de interpolação polinomial 3D o que 
corresponde ao aumento de uma componente de dimensão na obtenção das Diferenças 
Divididas de Newton (DDN), ao se considerar o método de Newton. Entretanto, com relação 
ao critério para o emprego efetivo de MER e ao emprego dos estimadores propostos nesta 
tese, não há necessidade de alteração de procedimento. 
No segundo tema, aplicações, a sugestão é ampliar o número de casos com o emprego 
da metodologia proposta nesta tese. Para esse encalço, pode-se considerar como base o 
desenvolvimento apresentado nos capítulos 5 e 6, e propõe-se como etapa subsequente a 
abordagem do mesmo problema definido no caso 3 (cavidade quadrada com tampa móvel). 
Porém, com as seguintes modificações: o campo de pressões ( p ) não é fornecido 
(analiticamente); a ocorrência de velocidade constante para a parede superior; e a ausência do 
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termo fonte S, que atua sobre o escoamento. Tal problema é abordado (sem solução analítica 
conhecida) por Kawaguti (1961). Com esse enfoque o modelo matemático é formulado com 
base nas leis da Conservação de Massa e da Conservação da Quantidade de Movimento 
Linear (QML) (equações de Navier-Stokes). Além disso, outros casos envolvendo algumas 
das principais dificuldades encontradas na resolução numérica de problemas em CFD, como o 
emprego de outros tipos de condições de contorno, a abordagem de propriedades dependentes 
da variável de interesse, o tratamento do acoplamento pressão-velocidade e da ocorrência de 
não-linearidades nos coeficientes do modelo matemático, podem ser considerados. Sugere-se 
também a extensão da metodologia proposta para: modelos matemáticos inerentes a 
problemas, com domínio unidimencional, envolvendo congelamento (transiente) e 
escoamento interno em tubeira com e sem a ocorrência de ondas de choque; e a abordagem de 
modelos numéricos envolvendo malhas não uniformes, não estruturadas e não ortogonais. 
Dessa forma, o emprego de MER pode ser consolidado como uma técnica eficiente para a 
obtenção de métodos (de discretização) de alta ordem; tornando-se assim comparável ao 
emprego de métodos multigrid (envolvendo diversas malhas) no âmbito da aceleração de 
convergência de processos iterativos.   
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APÊNDICE A - IMPLEMENTAÇÃO DA INTERPOLAÇÃO POLINOMIAL 1D. 
 
 Com base na descrição apresentada na seção 2.4.1, a estrutura adotada para obtenção 
do polinômio interpolador é descrita a seguir. 
(i) Inicialmente determinam-se 1p  valores nodais, dentre as soluções numéricas 
obtidas para variável primária, em cada malha. A partir desses dados considera-se a 
interpolação polinomial, como descrito no próximo item, isto é, obtém-se ,p  com 
pii ,...,0,   e coordenadas .,...,0, pii   O intervalo onde se define p  é ],[ 0 p , em 
que se considera o ponto central *p  com 2/* pp  , se p for par, ou 12/*  pp , se p for 
ímpar.  
(ii) Cálculo dos coeficientes do polinômio interpolador: 
Passo 1: entrada p + 1 pontos nodais. 
Passo 2: Para i = 0, 1, ..., p:  Fi,0 =  i . 
Passo 3: Para i = 1, 2, ..., p  
    Para j = 1, 2, ..., i  













,     
(Obs. ],...,,[ 10, iii FF  , DDN – Diferença Dividida de Newton)   
Por simplificação de notação, adota-se: 1,1)(  iiFiddi , e o polinômio 
interpolador, em função DDN, se torna: 
 
))...(()1(...)()(3)(21)( 10100  pP pdddd   
 
Então, a partir dessa expressão são desenvolvidas as expressões dos polinômios 
interpoladores tendo como base os polinômios de potência (formato canônico). Essa forma é 
mais adequada ao emprego de métodos de otimização, devido à facilidade de obtenção da 
expressão analítica do gradiente de .P  
Assim, para p = 1 tem-se:  
 
011 )( aa   ,                                                                                                       (A.1) 
    
em que  )/()( 111   ppppa   e  110 aa pp   . 
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22 )( aaa   ,                                                                                           (A.2) 
 
em que, no formato do código computacional adotado, com  ,1,...,1,xi1  piXii  
,ajja  pj ,...,0 . 
 
2a a2 = d3;  1a  a1 = (d2-d3*x1-d3*x2); e 0a a0 = d1-d2*x1+d3*x1*x2. 
 




2103 )(  aaaa  ,                                                                              (A.3) 
 
e adota-se a notação ,ajja  ,3,2,1,0j  onde os coeficientes são dados por (linguagem 
adotada no código computacional): 
 
a3 = d4;       a2 = (d3-d4*x1-d4*x2-d4*x3);  
a1 = (-d3*x1-d3*x2+d2+d4*x1*x2-(-d4*x1-d4*x2)*x3);  
a0 = d1-d2*x1-d4*x1*x2*x3+d3*x1*x2. 
 







2104 )(  aaaaa                                                                    (A.4) 
 
com ,ajja  ,4,3,2,1,0j  em que (linguagem adotada no código computacional):  
a4 = d5; 
a3 = (d4-d5*x1-d5*x2-d5*x3-d5*x4);  
a2 = (d3-d4*x1-d4*x2-d4*x3+d5*x1*x2-(-d5*x1-d5*x2)*x3-(-d5*x1  
              -d5*x2-d5*x3)*x4); 
a1 = (-d3*x1-d3*x2+d4*x1*x2-(-d4*x1-d4*x2)*x3+d2-d5*x1*x2*x3   
                     -(d5*x1*x2-(-d5*x1-d5*x2)*x3)*x4); 
a0 = d1-d2*x1-d4*x1*x2*x3+d3*x1*x2+d5*x1*x2*x3*x4. 
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2105  aaaaaa                                                       (A.5) 
 
para ,ajja  ,5,4,3,2,1,0j  onde os coeficientes são dados por (linguagem adotada no 
código computacional):  
  
a5 = d6; 
a4 = (d5-d6*x1-d6*x2-d6*x3-d6*x4-d6*x5); 
a3 = (d4+d6*x1*x2-(-d6*x1-d6*x2)*x3-(-d6*x1-d6*x2-d6*x3)*x4    
                     -(-d6*x1-d6*x2-d6*x3-d6*x4)*x5-d5*x1-d5*x2-d5*x3-d5*x4);  
a2 = (d3-d6*x1*x2*x3-(d6*x1*x2-(-d6*x1-d6*x2)*x3)*x4-(d6*x1*   
                   x2-(-d6*x1-d6*x2)*x3-(-d6*x1-d6*x2-d6*x3)*x4)*x5-d4*x1-  
                   d4*x2-d4*x3+d5*x1*x2-(-d5*x1-d5*x2)*x3-(-d5*x1-d5*x2-d5   
                   *x3)*x4); 
a1 = (-d3*x1-d3*x2+d4*x1*x2-(-d4*x1-d4*x2)*x3+d6*x1*x2*x3*x4   
                   -(-d6*x1*x2*x3-(d6*x1*x2-(-d6*x1-d6*x2)*x3)*x4)*x5-d5*x1  
                   *x2*x3-(d5*x1*x2-(-d5*x1-d5*x2)*x3)*x4+d2); 
a0 = d1-d2*x1-d6*x1*x2*x3*x4*x5+d3*x1*x2-d4*x1*x2*x3+d5*x1*x2  
                 *x3*x4. 
 










2106  aaaaaaa                                           (A.6) 
 
para ,ajja  ,6,5,4,3,2,1,0j  em que (na linguagem adotada no código computacional): 
 
a6 = d7; 
a5 = (d6-d7*x1-d7*x2-d7*x3-d7*x4-d7*x5-d7*x6); 
a4 = (d5-d6*x1-d6*x2-d6*x3-d6*x4-d6*x5+d7*x1*x2-(-d7*x1-d7*x2  
              )*x3-(-d7*x1-d7*x2-d7*x3)*x4-(-d7*x1-d7*x2-d7*x3-d7*x4)*  
               x5-(-d7*x1-d7*x2-d7*x3-d7*x4-d7*x5)*x6); 
a3 = (d6*x1*x2-(-d6*x1-d6*x2)*x3-(-d6*x1-d6*x2-d6*x3)*x4-(-d6  
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                    *x1-d6*x2-d6*x3-d6*x4)*x5+d4-d7*x1*x2*x3-(d7*x1*x2-(-d7*   
                     x1-d7*x2)*x3)*x4-(d7*x1*x2-(-d7*x1-d7*x2)*x3-(-d7*x1-d7*  
                     x2-d7*x3)*x4)*x5-(d7*x1*x2-(-d7*x1-d7*x2)*x3-(-d7*x1-d7*  
                     x2-d7*x3)*x4-(-d7*x1-d7*x2-d7*x3-d7*x4)*x5)*x6-d5*x1-d5*  
                     x2-d5*x3-d5*x4);  
a2 = (d3-d6*x1*x2*x3-(d6*x1*x2-(-d6*x1-d6*x2)*x3)*x4-(d6*x1*   
               x2-(-d6*x1-d6*x2)*x3-(-d6*x1-d6*x2-d6*x3)*x4)*x5+d5*x1*   
                     x2-(-d5*x1-d5*x2)*x3-(-d5*x1-d5*x2-d5*x3)*x4-d4*x1-d4*x2  
                    -d4*x3+d7*x1*x2*x3*x4-(-d7*x1*x2*x3-(d7*x1*x2-(-d7*x1-d7  
                    *x2)*x3)*x4)*x5-(-d7*x1*x2*x3-(d7*x1*x2-(-d7*x1-d7*x2)*   
                     x3)*x4-(d7*x1*x2-(-d7*x1-d7*x2)*x3-(-d7*x1-d7*x2-d7*x3)*  
                     x4)*x5)*x6); 
a1 = (-d7*x1*x2*x3*x4*x5-(d7*x1*x2*x3*x4-(-d7*x1*x2*x3-(d7*x1  
                    *x2-(-d7*x1-d7*x2)*x3)*x4)*x5)*x6+d4*x1*x2-(-d4*x1-d4*x2  
                     )*x3-d3*x1-d3*x2-d5*x1*x2*x3-(d5*x1*x2-(-d5*x1-d5*x2)*x3  
                     )*x4+d6*x1*x2*x3*x4-(-d6*x1*x2*x3-(d6*x1*x2-(-d6*x1-d6*   
                     x2)*x3)*x4)*x5+d2); 
a0 = d1-d2*x1-d6*x1*x2*x3*x4*x5+d3*x1*x2+d7*x1*x2*x3*x4*x5*x6  
                    -d4*x1*x2*x3+d5*x1*x2*x3*x4; 
 














2108  aaaaaaaaa                   (A.7) 
 
para ,ajja  ,8,7,6,5,4,3,2,1,0j  onde os coeficientes são dados por (linguagem adotada 
no código computacional): 
 
a8 = d9; 
a7 = (d8-d9*x1-d9*x2-d9*x3-d9*x4-d9*x5-d9*x6-d9*x7-d9*x8); 
a6 = (-d8*x1-d8*x2-d8*x3-d8*x4-d8*x5-d8*x6-d8*x7+d7+d9*x1*x2   
  -(-d9*x1-d9*x2)*x3-(-d9*x1-d9*x2-d9*x3)*x4-(-d9*x1-d9*    
  x2-d9*x3-d9*x4)*x5-(-d9*x1-d9*x2-d9*x3-d9*x4-d9*x5)*x6-   
  (-d9*x1-d9*x2-d9*x3-d9*x4-d9*x5-d9*x6)*x7-(-d9*x1-d9*x2   
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  -d9*x3-d9*x4-d9*x5-d9*x6-d9*x7)*x8); 
a5 = (-d7*x1-d7*x2-d7*x3-d7*x4-d7*x5-d7*x6+d6+d8*x1*x2-(-d8*   
     x1-d8*x2)*x3-(-d8*x1-d8*x2-d8*x3)*x4-(-d8*x1-d8*x2-d8*x3  
     -d8*x4)*x5-(-d8*x1-d8*x2-d8*x3-d8*x4-d8*x5)*x6-(-d8*x1-   
     d8*x2-d8*x3-d8*x4-d8*x5-d8*x6)*x7-d9*x1*x2*x3-(d9*x1*x2   
     -(-d9*x1-d9*x2)*x3)*x4-(d9*x1*x2-(-d9*x1-d9*x2)*x3-(-d9   
     *x1-d9*x2-d9*x3)*x4)*x5-(d9*x1*x2-(-d9*x1-d9*x2)*x3-(-d9  
     *x1-d9*x2-d9*x3)*x4-(-d9*x1-d9*x2-d9*x3-d9*x4)*x5)*x6-    
     (d9*x1*x2-(-d9*x1-d9*x2)*x3-(-d9*x1-d9*x2-d9*x3)*x4-(-    
     d9*x1-d9*x2-d9*x3-d9*x4)*x5-(-d9*x1-d9*x2-d9*x3-d9*x4-d9  
     *x5)*x6)*x7-(d9*x1*x2-(-d9*x1-d9*x2)*x3-(-d9*x1-d9*x2-d9  
     *x3)*x4-(-d9*x1-d9*x2-d9*x3-d9*x4)*x5-(-d9*x1-d9*x2-d9*   
     x3-d9*x4-d9*x5)*x6-(-d9*x1-d9*x2-d9*x3-d9*x4-d9*x5-d9*x6  
     )*x7)*x8); 
a4 = (-d6*x1-d6*x2-d6*x3-d6*x4-d6*x5+d5+d9*x1*x2*x3*x4-(-d9*   
     x1*x2*x3-(d9*x1*x2-(-d9*x1-d9*x2)*x3)*x4)*x5-(-d9*x1*x2   
     *x3-(d9*x1*x2-(-d9*x1-d9*x2)*x3)*x4-(d9*x1*x2-(-d9*x1-d9  
     *x2)*x3-(-d9*x1-d9*x2-d9*x3)*x4)*x5)*x6-(-d9*x1*x2*x3-(   
     d9*x1*x2-(-d9*x1-d9*x2)*x3)*x4-(d9*x1*x2-(-d9*x1-d9*x2)   
     *x3-(-d9*x1-d9*x2-d9*x3)*x4)*x5-(d9*x1*x2-(-d9*x1-d9*x2)  
     *x3-(-d9*x1-d9*x2-d9*x3)*x4-(-d9*x1-d9*x2-d9*x3-d9*x4)*   
     x5)*x6)*x7-(-d9*x1*x2*x3-(d9*x1*x2-(-d9*x1-d9*x2)*x3)*    
     x4-(d9*x1*x2-(-d9*x1-d9*x2)*x3-(-d9*x1-d9*x2-d9*x3)*x4)   
     *x5-(d9*x1*x2-(-d9*x1-d9*x2)*x3-(-d9*x1-d9*x2-d9*x3)*x4   
     -(-d9*x1-d9*x2-d9*x3-d9*x4)*x5)*x6-(d9*x1*x2-(-d9*x1-d9   
     *x2)*x3-(-d9*x1-d9*x2-d9*x3)*x4-(-d9*x1-d9*x2-d9*x3-d9*   
     x4)*x5-(-d9*x1-d9*x2-d9*x3-d9*x4-d9*x5)*x6)*x7)*x8-d8*x1  
     *x2*x3-(d8*x1*x2-(-d8*x1-d8*x2)*x3)*x4-(d8*x1*x2-(-d8*x1  
     -d8*x2)*x3-(-d8*x1-d8*x2-d8*x3)*x4)*x5-(d8*x1*x2-(-d8*x1  
     -d8*x2)*x3-(-d8*x1-d8*x2-d8*x3)*x4-(-d8*x1-d8*x2-d8*x3-   
     d8*x4)*x5)*x6-(d8*x1*x2-(-d8*x1-d8*x2)*x3-(-d8*x1-d8*x2   
     -d8*x3)*x4-(-d8*x1-d8*x2-d8*x3-d8*x4)*x5-(-d8*x1-d8*x2-   
     d8*x3-d8*x4-d8*x5)*x6)*x7+d7*x1*x2-(-d7*x1-d7*x2)*x3-(-   
     d7*x1-d7*x2-d7*x3)*x4-(-d7*x1-d7*x2-d7*x3-d7*x4)*x5-(-d7  
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     *x1-d7*x2-d7*x3-d7*x4-d7*x5)*x6); 
a3 = (d6*x1*x2-(-d6*x1-d6*x2)*x3-(-d6*x1-d6*x2-d6*x3)*x4-(-d6  
     *x1-d6*x2-d6*x3-d6*x4)*x5+d4+d8*x1*x2*x3*x4-(-d8*x1*x2*   
     x3-(d8*x1*x2-(-d8*x1-d8*x2)*x3)*x4)*x5-(-d8*x1*x2*x3-(d8  
     *x1*x2-(-d8*x1-d8*x2)*x3)*x4-(d8*x1*x2-(-d8*x1-d8*x2)*x3  
     -(-d8*x1-d8*x2-d8*x3)*x4)*x5)*x6-(-d8*x1*x2*x3-(d8*x1*x2  
     -(-d8*x1-d8*x2)*x3)*x4-(d8*x1*x2-(-d8*x1-d8*x2)*x3-(-d8   
     *x1-d8*x2-d8*x3)*x4)*x5-(d8*x1*x2-(-d8*x1-d8*x2)*x3-(-d8  
     *x1-d8*x2-d8*x3)*x4-(-d8*x1-d8*x2-d8*x3-d8*x4)*x5)*x6)*   
     x7-d9*x1*x2*x3*x4*x5-(d9*x1*x2*x3*x4-(-d9*x1*x2*x3-(d9*   
     x1*x2-(-d9*x1-d9*x2)*x3)*x4)*x5)*x6-(d9*x1*x2*x3*x4-(-d9  
     *x1*x2*x3-(d9*x1*x2-(-d9*x1-d9*x2)*x3)*x4)*x5-(-d9*x1*x2  
     *x3-(d9*x1*x2-(-d9*x1-d9*x2)*x3)*x4-(d9*x1*x2-(-d9*x1-d9  
     *x2)*x3-(-d9*x1-d9*x2-d9*x3)*x4)*x5)*x6)*x7-(d9*x1*x2*x3  
     *x4-(-d9*x1*x2*x3-(d9*x1*x2-(-d9*x1-d9*x2)*x3)*x4)*x5-(-  
     d9*x1*x2*x3-(d9*x1*x2-(-d9*x1-d9*x2)*x3)*x4-(d9*x1*x2-(-  
     d9*x1-d9*x2)*x3-(-d9*x1-d9*x2-d9*x3)*x4)*x5)*x6-(-d9*x1*  
     x2*x3-(d9*x1*x2-(-d9*x1-d9*x2)*x3)*x4-(d9*x1*x2-(-d9*x1-   
     d9*x2)*x3-(-d9*x1-d9*x2-d9*x3)*x4)*x5-(d9*x1*x2-(-d9*x1-  
     d9*x2)*x3-(-d9*x1-d9*x2-d9*x3)*x4-(-d9*x1-d9*x2-d9*x3-d9  
     *x4)*x5)*x6)*x7)*x8-d5*x1-d5*x2-d5*x3-d5*x4-d7*x1*x2*x3-  
     (d7*x1*x2-(-d7*x1-d7*x2)*x3)*x4-(d7*x1*x2-(-d7*x1-d7*x2)  
     *x3-(-d7*x1-d7*x2-d7*x3)*x4)*x5-(d7*x1*x2-(-d7*x1-d7*x2)  
     *x3-(-d7*x1-d7*x2-d7*x3)*x4-(-d7*x1-d7*x2-d7*x3-d7*x4)*   
     x5)*x6); 
a2 = (d3-d8*x1*x2*x3*x4*x5-(d8*x1*x2*x3*x4-(-d8*x1*x2*x3-(d8*  
     x1*x2-(-d8*x1-d8*x2)*x3)*x4)*x5)*x6-(d8*x1*x2*x3*x4-(-d8  
     *x1*x2*x3-(d8*x1*x2-(-d8*x1-d8*x2)*x3)*x4)*x5-(-d8*x1*x2  
     *x3-(d8*x1*x2-(-d8*x1-d8*x2)*x3)*x4-(d8*x1*x2-(-d8*x1-d8  
     *x2)*x3-(-d8*x1-d8*x2-d8*x3)*x4)*x5)*x6)*x7-d6*x1*x2*x3-  
     (d6*x1*x2-(-d6*x1-d6*x2)*x3)*x4-(d6*x1*x2-(-d6*x1-d6*x2)  
     *x3-(-d6*x1-d6*x2-d6*x3)*x4)*x5-d4*x1-d4*x2-d4*x3+d5*x1*  
     x2-(-d5*x1-d5*x2)*x3-(-d5*x1-d5*x2-d5*x3)*x4+d9*x1*x2*x3  
     *x4*x5*x6-(-d9*x1*x2*x3*x4*x5-(d9*x1*x2*x3*x4-(-d9*x1*x2  
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     *x3-(d9*x1*x2-(-d9*x1-d9*x2)*x3)*x4)*x5)*x6)*x7-(-d9*x1*  
     x2*x3*x4*x5-(d9*x1*x2*x3*x4-(-d9*x1*x2*x3-(d9*x1*x2-(-d9  
     *x1-d9*x2)*x3)*x4)*x5)*x6-(d9*x1*x2*x3*x4-(-d9*x1*x2*x3-  
     (d9*x1*x2-(-d9*x1-d9*x2)*x3)*x4)*x5-(-d9*x1*x2*x3-(d9*x1  
     *x2-(-d9*x1-d9*x2)*x3)*x4-(d9*x1*x2-(-d9*x1-d9*x2)*x3-(-  
     d9*x1-d9*x2-d9*x3)*x4)*x5)*x6)*x7)*x8+d7*x1*x2*x3*x4-(-   
     d7*x1*x2*x3-(d7*x1*x2-(-d7*x1-d7*x2)*x3)*x4)*x5-(-d7*x1*  
     x2*x3-(d7*x1*x2-(-d7*x1-d7*x2)*x3)*x4-(d7*x1*x2-(-d7*x1-  
     d7*x2)*x3-(-d7*x1-d7*x2-d7*x3)*x4)*x5)*x6); 
a1 = (-d7*x1*x2*x3*x4*x5-(d7*x1*x2*x3*x4-(-d7*x1*x2*x3-(d7*x1  
     *x2-(-d7*x1-d7*x2)*x3)*x4)*x5)*x6-d3*x1-d3*x2+d8*x1*x2*   
     x3*x4*x5*x6-(-d8*x1*x2*x3*x4*x5-(d8*x1*x2*x3*x4-(-d8*x1*  
     x2*x3-(d8*x1*x2-(-d8*x1-d8*x2)*x3)*x4)*x5)*x6)*x7+d6*x1*  
     x2*x3*x4-(-d6*x1*x2*x3-(d6*x1*x2-(-d6*x1-d6*x2)*x3)*x4)*  
     x5+d4*x1*x2-(-d4*x1-d4*x2)*x3-d9*x1*x2*x3*x4*x5*x6*x7-    
     (d9*x1*x2*x3*x4*x5*x6-(-d9*x1*x2*x3*x4*x5-(d9*x1*x2*x3*   
     x4-(-d9*x1*x2*x3-(d9*x1*x2-(-d9*x1-d9*x2)*x3)*x4)*x5)*x6  
     )*x7)*x8-d5*x1*x2*x3-(d5*x1*x2-(-d5*x1-d5*x2)*x3)*x4+d2); 
a0 = d1-d2*x1-d6*x1*x2*x3*x4*x5+d3*x1*x2+d7*x1*x2*x3*x4*x5*x6  
     -d4*x1*x2*x3-d8*x1*x2*x3*x4*x5*x6*x7+d5*x1*x2*x3*x4+d9*   
     x1*x2*x3*x4*x5*x6*x7*x8; 
 
E, para p = 10, tem-se:  
 
















21010  aaaaaaaaaaa                                
                                                                                                                                              (A.8) 
considerando-se ,ajja  ,8,7,6,5,4,3,2,1,0j  em que (código computacional adotado): 
 














a7 = (-(-d10*x1-d10*x2-d10*x3-d10*x4)*x5+d10*x1*x2-d11*x1*x2*x3+d8-d9*x1- 






















































































































































d11*x3)*x4-(-d11*x1-d11*x2-d11*x3-d11*x4)*x5-(-d11*x1-d11*x2-d11*   
x3-d11*x4-d11*x5)*x6-(-d11*x1-d11*x2-d11*x3-d11*x4-d11*x5-
d11*x6)*x7)*x8)*x9)*x10); 











                     x1*x2-(-d9*x1-d9*x2)*x3-(-d9*x1-d9*x2-d9*x3)*x4-(-d9*x1-d9*x2-d9*x3- 
                    d9*x4)*x5)*x6)*x7-(-d9*x1*x2*x3-(d9*x1*x2-(-d9*x1-d9*x2)*x3)*x4- 
                    (d9*x1*x2-(-d9*x1-d9*x2)*x3-(-d9*x1-d9*x2-d9*x3)*x4)*x5-(d9*x1*x2- 
                    (-d9*x1-d9*x2)*x3-(-d9*x1-d9*x2-d9*x3)*x4-(-d9*x1-d9*x2-d9*x3- 
                    d9*x4)*x5)*x6-(d9*x1*x2-(-d9*x1-d9*x2)*x3-(-d9*x1-d9*x2-d9*x3)* 
                    x4-(-d9*x1-d9*x2-d9*x3-d9*x4)*x5-(-d9*x1-d9*x2-d9*x3-d9*x4- 
                    d9*x5)*x6)*x7)*x8+d9*x1*x2*x3*x4-d10*x1*x2*x3*x4*x5- 
                    (d10*x1*x2*x3*x4-(-d10*x1*x2*x3-(d10*x1*x2-(-d10*x1- 
                    d10*x2)*x3)*x4)*x5)*x6-(d10*x1*x2*x3*x4-(-d10*x1*x2*x3-(d10*x1*x2-(-  
                    d10*x1-d10*x2)*x3)*x4)*x5-(-d10*x1*x2*x3-(d10*x1*x2-(-d10*x1-  
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                    d10*x2)*x3)*x4-(d10*x1*x2-(-d10*x1-d10*x2)*x3-(-d10*x1-d10*x2- 
                    d10*x3)*x4)*x5)*x6)*x7-(d10*x1*x2*x3*x4-(-d10*x1*x2*x3-(d10*x1*x2- 
































































d7*x3)*x4-(-d7*x1-d7*x2-d7*x3-d7*x4)*x5)*x6-(-d8*x1*x2*x3-(d8*x1*x2-(-   








































d11*x1*x2*x3-(d11*x1*x2-(-d11*x1-d11*x2)*x3)*x4)*x5)*x6)*x7-(-d11*   
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APÊNDICE B - PARTICULARIDADES DO PROCESSO DE OTIMIZAÇÃO 1D. 
 
 Considera-se neste apêndice a resolução numérica de equações polinomiais e, em 
particular, a obtenção do ponto extremo global para o polinômio interpolador p  
caracterizado no apêndice A. Nessa perspectiva, são descritos na sequência os procedimentos 
adotados na abordagem unidimensional, para o polinômio de grau p. Para simplificação da 
notação adotada considera-se apenas o caso de maximização, sendo que o caso de 
minimização ocorre de modo semelhante.  
 
Caso com p = 2. 
Com o objetivo de se encontrar o ponto de máximo do polinômio quadrático 
interpolado busca-se seu ponto crítico. Entretanto, devido ao comportamento do polinômio 
(grau 2), o ponto crítico encontrado representa o ponto de máximo global do polinômio 
interpolado.   
Como 01
2
2)( aaa      122)(' aaX   . Assim, a abscissa do ponto de 







aaa   .                                                       (B.1) 
 




max2maxmax )()( aaa   .                                                                 (B.2) 
 
Caso geral. 
Como as funções p  caracterizam funções convexas (ou côncavas), a coordenada 
max  do ponto extremo para os demais polinômios intepoladores, com p = 3, 4, 5, 6, 8 e 10, 
foi obtida considerando-se o conceito de ponto crítico. Assim, considerou-se a solução da 
equação obtida pela derivada do polinômio sendo igualada a zero, 
  
.0)( max                                                                                                (B.3) 
       
 
164 
Com esse enfoque, para resolução da Eq. (B.3) adotaram-se os métodos: Newton e 
Newton modificado (BURDEN e FAIRES, 2008). De acordo com o método de Newton, 
sendo a função ],[' 0
2
pp C    pode-se considerar uma aproximação inicial *
)0(
p   para 


















 .                                                                                      (B.4) 
 
  Sobre esta equação, são considerados na sequência dois teoremas que caracterizam a 
sua solução.   
Teorema 1 (BURDEN e FAIRES, 2008): seja *  uma solução da equação 
).( g  Supondo que 0*)(  g  e que g   seja contínua, com  Mg |)(|   em 
um intervalo I contendo .*  Então, existe um número 0  tal que, para 
)0( ]*,*[   , a sequência definida por )( )1()1()(   ititit g  , quando 1it , 
converge pelo menos quadraticamente para .*  Além disso: 
.,0,|*|
2
|*| 2)1()(   MMXM itit   
 O método de Newton é um método de ponto fixo quadraticamente convergente. 
Entretanto, no método de Newton podem ocorrer algumas dificuldades se )( )(it   e 
)( )(it  tendem a zero simultaneamente.  
Teorema 2 (BURDEN e FAIRES, 2008): a função ],[ 0 p
pC    tem um zero de 
multiplicidade m em *  no intervalo ),( 0 p  se e somente se 0*)(
)(  i  para todo 
},1,...,1,0{  mi  mas .0*)()(  m   






X  e se *  
for um zero de   de multiplicidade m, então o método de Newton é aplicado à função   de 
modo a fornecer o chamado método de Newton modificado.  

























                                                   (B.5) 
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Como exemplo, se considera:  
.)( 33
2
2103  aaaa   
Devido às características de ,  
.0)( max3     










































 ;32)( 23213  aaa   
;62)( 323  aa   
;6)( 33 a   
12/*
)0(
 pp  . 
  O critério de parada para o processo iterativo, adotado, foi: 31)1()( 10  itit   (nos 
casos analisados esse critério é satisfeito em, no máximo, 10 iterações para Newton e 5 
iterações para Newton modificado).  
Como são satisfeitas as condições de continuidade exigidas, o processo iterativo terá 
convergência quadrática, independentemente da multiplicidade de 3  . 
Obtém-se, então, um processo iterativo convergente e considera-se: )(max
it   e 
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APÊNDICE C - IMPLEMENTAÇÃO DA INTERPOLAÇÃO POLINOMIAL 2D. 
 
 De acordo com a teoria apresentada na seção 2.4.2, a estrutura adotada para obtenção 
do polinômio interpolador com enfoque bidimensional é descrita a seguir. 
(i) Inicialmente determinam-se os valores nodais, dentre as soluções numéricas obtidas 
para a variável primária, em cada malha. A partir desses dados realiza-se a interpolação 
polinomial, como descrito no próximo item, isto é, obtém-se ,p  considerando-se os valores 
de   correspondentes aos pontos nodais ),( ji  (Fig. C.1) com coordenadas ),( ji yx  para 
pi ...,,1,0  e pj ...,,1,0 . O intervalo onde se define p  é ],[],[ 00 pp yyxx  , em que se 
considera o ponto central *)*,( pp  de coordenadas ),( ** pp yx  com 2/* pp  , se p for par, ou 



















Figura C.1: Representação dos pontos, ;,...,0;,...,0);,(),( pjpiyxji ji   















...*),0( p *),1*( pp  *)*,( pp ...*),1*( pp  *),( pp
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(ii) Cálculo dos coeficientes do polinômio interpolador. 
Passo 1: entrada 2)1( p  pontos nodais com valores: ....,,0;...,,0);,( pjpiyx ji   
Passo 2: Para :...,,0;...,,0 pjpi  ).,(, jiji yxF   
Passo 3: Para m = 0, ..., 1p ; 
               para k  = 1, 2, ..., mp  ; 
                                            ;mk   
            para t = 1,..., p; 

















Passo 4: Para m = 0, ..., 1p ; 
              para l = 1, 2, ..., mp  ; 
                                           ;mlt   
           para   = 1,..., p; 













F   (DDN 2D) 
(Obs. DDN 2D: Diferenças Divididas de Newton bidimensional) 
 


















                 (C.1) 
 
Entretanto, devido às particularidades definidas nesta tese, considera-se ),( yxp  no 
formato canônico, ou seja, adota-se a base de polinômios de potência. Tal formato é mais 
adequado ao emprego de métodos de otimização, devido à facilidade de obtenção da 
expressão analítica para o gradiente de ),( yxp . 
Dessa forma, tem-se: 
 









































































           (C.2) 
 
em que, os coeficientes ,,...,0,,...,0,, pjpiji   são obtidos através do 
desenvolvimento algébrico da Eq. (C.1).  
Como exemplo, considera-se o caso com ,1*2  pp  onde são adotados nove 










Figura C.2: Representação dos pontos, ;2,1,0;2,1,0);,(),(  jiyxji ji  
considerados na obtenção de ).,(2 yx  
 












2,22   yyxyxyxxyxyxyx  
 
em que, no código computacional desenvolvido, adota-se a notação: 
 
 K(i+1, j+1) = ji , , x(i+1) ,ix  y(j+1) ,jy  F(i+1, j+1) ,, jiF  com .2,1,0;2,1,0  ji  E, 
h ;11 jjii yyxxh   .1,0;1,0  ji  
  
Assim, as expressões que determinam os coeficientes de ),(2 yx  tornam-se 
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P2 =            K(3,3)*((x^2)*(y^2)) + K(3,2)*((x^2)*(y)) + K(3,1)*(x^2) +  
                    K(2,3)*((x)*(y^2)) +  K(2,2)*((x)*(y)) + K(2,1)*(x) + K(1,3)*(y^2)+  
                    K(1,2)*(y) + K(1,1); 
----------------------------------------------------------------------------------------------------------------- 
K(3,3) = F(1,1)/(4*(h^4)) - F(1,2)/(2*(h^4)) + F(1,3)/(4*(h^4)) - F(2,1)/(2*(h^4)) +  
               F(2,2)/(h^4) - F(2,3)/(2*(h^4)) + F(3,1)/(4*(h^4)) - F(3,2)/(2*(h^4)) +          
               F(3,3)/(4*(h^4)); 
K(3,2) = -(y(2)+y(3))*F(1,1)/(4*(h^4)) + (y(1)+y(3))* F(1,2)/(2*(h^4)) -(y(1)+y(2))*  
               F(1,3)/(4*(h^4)) +(y(2)+y(3))* F(2,1)/(2*(h^4)) -(y(1)+y(3))* F(2,2)/(h^4)  
               +(y(1)+y(2))* F(2,3)/(2*(h^4)) -(y(2)+y(3))* F(3,1)/(4*(h^4)) +(y(1)+y(3))*  
               F(3,2)/(2*(h^4)) -(y(1)+y(2))* F(3,3)/(4*(h^4)); 
 K(3,1) = (y(2)*y(3))*F(1,1)/(4*(h^4)) - (y(1)*y(3))* F(1,2)/(2*(h^4)) +(y(1)*y(2))*  
               F(1,3)/(4*(h^4)) -(y(2)*y(3))* F(2,1)/(2*(h^4)) +(y(1)*y(3))* F(2,2)/(h^4) - 
               (y(1)*y(2))* F(2,3)/(2*(h^4)) +(y(2)*y(3))* F(3,1)/(4*(h^4)) -(y(1)*y(3))*  
               F(3,2)/(2*(h^4)) +(y(1)*y(2))* F(3,3)/(4*(h^4)); 
K(2,3) = -(x(2)+x(3))*F(1,1)/(4*(h^4)) + (x(2)+x(3))* F(1,2)/(2*(h^4)) -(x(2)+x(3))*  
               F(1,3)/(4*(h^4)) +(x(1)+x(3))* F(2,1)/(2*(h^4)) -(x(1)+x(3))* F(2,2)/(h^4)  
               +(x(1)+x(3))* F(2,3)/(2*(h^4)) -(x(1)+x(2))* F(3,1)/(4*(h^4)) +(x(1)+x(2))*  
               F(3,2)/(2*(h^4)) -(x(1)+x(2))* F(3,3)/(4*(h^4)); 
 K(2,2) = (x(2)+x(3))*(y(2)+y(3))*F(1,1)/(4*(h^4)) - (x(2)+x(3))*(y(1)+y(3))*  
               F(1,2)/(2*(h^4)) +(x(2)+x(3))*(y(1)+y(2))* F(1,3)/(4*(h^4)) - 
               (x(1)+x(3))*(y(2)+y(3))* F(2,1)/(2*(h^4)) +(x(1)+x(3))*(y(1)+y(3))*  
               F(2,2)/(h^4) -(x(1)+x(3))*(y(1)+y(2))* F(2,3)/(2*(h^4))  
               +(x(1)+x(2))*(y(2)+y(3))* F(3,1)/(4*(h^4)) -(x(1)+x(2))*(y(1)+y(3))*  
               F(3,2)/(2*(h^4)) +(x(1)+x(2))*(y(1)+y(2))* F(3,3)/(4*(h^4));   
K(2,1) = -((x(2)+x(3))*(y(2)*y(3))*F(1,1)/(4*(h^4)) - (x(2)+x(3))*(y(1)*y(3))*  
               F(1,2)/(2*(h^4)) +(x(2)+x(3))*(y(1)*y(2))* F(1,3)/(4*(h^4)) - 
               (x(1)+x(3))*(y(2)*y(3))* F(2,1)/(2*(h^4)) +(x(1)+x(3))*(y(1)*y(3))*  
               F(2,2)/(h^4) -(x(1)+x(3))*(y(1)*y(2))* F(2,3)/(2*(h^4))  
               +(x(1)+x(2))*(y(2)*y(3))* F(3,1)/(4*(h^4)) -(x(1)+x(2))*(y(1)*y(3))*  
               F(3,2)/(2*(h^4)) +(x(1)+x(2))*(y(1)*y(2))* F(3,3)/(4*(h^4)));  
K(1,3) = (x(2)*x(3))*F(1,1)/(4*(h^4)) - (x(2)*x(3))* F(1,2)/(2*(h^4)) +(x(2)*x(3))*  
               F(1,3)/(4*(h^4)) -(x(1)*x(3))* F(2,1)/(2*(h^4)) +(x(1)*x(3))* F(2,2)/(h^4) - 
                   (x(1)*x(3))* F(2,3)/(2*(h^4)) +(x(1)*x(2))* F(3,1)/(4*(h^4)) -(x(1)*x(2))*  
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                  F(3,2)/(2*(h^4)) +(x(1)*x(2))* F(3,3)/(4*(h^4)); 
 K(1,2) =   -((x(2)*x(3))*(y(2)+y(3))*F(1,1)/(4*(h^4)) - (x(2)*x(3))*(y(1)+y(3))*  
                  F(1,2)/(2*(h^4)) +(x(2)*x(3))*(y(1)+y(2))* F(1,3)/(4*(h^4)) - 
                  (x(1)*x(3))*(y(2)+y(3))* F(2,1)/(2*(h^4)) +(x(1)*x(3))*(y(1)+y(3))*  
                  F(2,2)/(h^4) -(x(1)*x(3))*(y(1)+y(2))* F(2,3)/(2*(h^4))  
                  +(x(1)*x(2))*(y(2)+y(3))* F(3,1)/(4*(h^4)) -(x(1)*x(2))*(y(1)+y(3))*  
                  F(3,2)/(2*(h^4)) +(x(1)*x(2))*(y(1)+y(2))* F(3,3)/(4*(h^4))); 
 K(1,1) =   (x(2)*x(3))*(y(2)*y(3))*F(1,1)/(4*(h^4)) - (x(2)*x(3))*(y(1)*y(3))*  
                  F(1,2)/(2*(h^4)) +(x(2)*x(3))*(y(1)*y(2))* F(1,3)/(4*(h^4)) - 
                  (x(1)*x(3))*(y(2)*y(3))* F(2,1)/(2*(h^4)) +(x(1)*x(3))*(y(1)*y(3))*  
                  F(2,2)/(h^4) -(x(1)*x(3))*(y(1)*y(2))* F(2,3)/(2*(h^4))  
                  +(x(1)*x(2))*(y(2)*y(3))* F(3,1)/(4*(h^4)) -(x(1)*x(2))*(y(1)*y(3))*  
                  F(3,2)/(2*(h^4)) +(x(1)*x(2))*(y(1)*y(2))* F(3,3)/(4*(h^4)).   
 
 De modo análogo ao desenvolvimento apresentado )2( p , no presente trabalho 
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APÊNDICE D - IMPLEMENTAÇÃO DO PROCESSO DE OTIMIZAÇÃO 2D. 
 
 De acordo com a teoria abordada na seção 2.5, neste apêndice são descritos os 
procedimentos adotados para obtenção do ponto extremo global do polinômio interpolador 
),,( yxp  caracterizado no apêndice C. Assim como no caso unidimensional considera-se, 
apenas, o caso de maximização, sendo que o caso de minimização ocorre de modo 
semelhante.  
Sem perda de generalidade, considera-se o caso com p = 2. Então, para ),(2 yx , a 
partir dos pontos 1*;2,1,0;2,1,0);,(),(  pjiyxji ji  (explicitados no apêndice C), 
aplica-se o procedimento detalhado na sequência. 
           Passo 1: Inicialização.   
a) Número máximo de iterações: itmax = 1000. Inicialização do contador: it = 1; 







pppp yyxxyxPt   
c) parâmetros escalares (números reais 10   , 1  e tolerância  ): ;10 1  
;2  ;10 31  
d) inicialização do parâmetro de controle (norma do gradiente de ),(2 yx ) 1 .  
 Passo 2: Processo iterativo. 
 a) Primeira condição. 
                 Enquanto it   itmax  e  : 
b) inicialização das variáveis auxiliares ;0m  ;10 k  ;21 k   
c) determinação da direção (de crescimento) para a busca do próximo ponto 
















d  , em que 
   
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d) segunda condição; enquanto ;10 kk    
cálculo da variável auxiliar ,  m /1 ; 
atualização de ,0k    ;.)( )()1()1(20 ititit dPtPtk     
atualização de ,)(itPt  ;)()1()( ititit dPtPt    
atualização de ,1k  );(
)(
21
itPtk   
e) atualização de m, 1 mm ; 
f) atualização de it, 1 itit . 
Passo 3: Resultado. 
Se it   itmax  e  , então .max )(itPtP   
Se it   itmax  e  , então .max )1(  itPtP  
Se it   itmax  e  , então não houve convergência. 
 
Obs. em todos os casos analisados a convergência foi atingida com ;150it  de 
modo análogo ao desenvolvimento apresentado )2( p , no presente trabalho 
considerou-se obtenção de pontos extremos para os polinômios interpoladores (2D) 
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APÊNDICE E - TESTES NUMÉRICOS COM CDS-2 E UDS-1. 
 
 De acordo com a teoria abordada na seção 2.2.1, neste apêndice são descritos os 
procedimentos adotados para a realização de testes elementares com os estimadores 
apresentados no capítulo 4. Com esse propósito, são considerados dois casos em que as 
soluções analíticas para a variável dependente e suas derivadas são conhecidas. Dessa forma, 
torna-se possível a comparação entre o erro numérico e a sua estimativa, através do cálculo da 
efetividade ( ). 
Em cada caso, primeiramente são abordadas algumas deduções algébricas envolvendo 
a expressão analítica de Eh correspondente à solução numérica,  , da variável de interesse 
adotada. Em seguida, considera-se o emprego de MER sobre os resultados obtidos em 
diversas malhas, bem como a obtenção de estimativas para Eh e Em.  
  
Caso E1 
 No primeiro caso considera-se a variável secundária  , determinada pela derivada de 
2ª ordem da função analítica )(x , calculada com o emprego da aproximação numérica 
CDS-2 (Central Differencing Scheme). 
 Com base na série de Taylor, para a variável dependente ,  é possível se obter a 










































                     (E.1) 
 








j  e ,
xiv
j  
são, respectivamente, as derivadas de 4ª, 6ª, 8ª, 10ª, 12ª e 14ª ordens da variável dependente 
  avaliadas no ponto nodal j. 
 A Eq. (E.1) pode ser representada como 
 
     .jiiCDSjiiCDSiij Eh                                                                                        (E.2)
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   Tem-se, então, a aproximação numérica para a derivada de segunda ordem 
considerando-se o esquema CDS-2 e o seu Eh correspondente, ou seja, 
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               (E.5) 
 
 ...}.,12,10,8,6,4,2{...;,12,10,8,6,4,2 543210  Vppppppp              (E.6) 
 
 Com esse contexto, considera-se o caso específico (exemplo) para Eh associado a 
ii
CDS  , a partir da solução analítica para a variável dependente  , determinada pela função  
 
 14x ,                                                                                                                     (E.7) 
   
cujas derivadas são dadas por: ;14 13xi   ;182 12xii   ;2184 11xiii   ;24024 10xiv   
;240240 9xv   ;2162160 8xvi   ;17297280 7xvii   ;121080960 6xviii   
;726485760 5xix   ;3632428800 4xx    ;01452971520 3xxi   ;04358914560 2xxii   
;08717829120 xxiii   ;08717829120xiv  0... xvixv . 
 Então, nesse caso a Eq. (E.4) se torna 
    











CDS          (E.8)  
 
e, portanto, ,2002 100 jxc   ,6006
8
1 jxc   ,6006
6
2 jxc   ,2002
4
3 jxc   ,182
2
4 jxc   
,25 c  ;0...76  cc  ,20 p ,41 p  ,62 p  ,83 p  ,104 p  ;125 p  isto é, 
 12,10,8,6,4,2Vp . 
 Com isso, a relação entre a aproximação numérica e a solução analítica para variável 
de interesse considerada pode ser representada por  
 
  ;)21822002600660062002( 12102846648210 hhxhxhxhxhx jjjjjjiiCDSiij     
 
  .21822002600660062002 12102846648210 hhxhxhxhxhx jjjjjiijjiiCDS    (E.9) 
 
 A solução analítica para a variável de interesse,  jiiCDS  , é dada por: 12182xii  , 
com x sendo um número real qualquer pertencente ao domínio de  ; o que torna possível a 
determinação de Eh. Tomando-se, então, o ponto nodal 2/1jx , obtêm-se a solução 
analítica 
 
.50444335937,04096/182  iij                                                                   (E.10) 
 
A solução numérica pode ser expressa analiticamente considerando-se as Eqs. (E.3) e 
(E.7), com hxx jj 1  e hxx jj 1 , isto é,  
 






















  (E.11) 
 
Assim, para 2/1jx , 
 



























                               (E.13) 
 
 Na Tab. E.1 e na Fig. E.1 são apresentados os resultados numéricos obtidos (com a 
variação de h ) para a variável de interesse considerada, o Eh correspondente, bem como a sua 
estimativa calculada com o estimador mcU  (seção 4.6).  
 
















































































































 A expressão obtida para Eh (Eq. E.13) possui seis termos, portanto o emprego de 
MER com m = 6 (seis níveis de extrapolação), nesse caso, deve propiciar 0Em , ou seja, um 
erro numérico com nível de erro de máquina. Realmente, esse efeito pode ser verificado 
através dos resultados numéricos obtidos para Em, apresentados na Tab. E.2 e na Fig. E.2; 
onde pode-se, também, verificar o desempenho significativo de MER sobre a redução da 
magnitude de Eh e a elevação da sua ordem de acurácia (Tab. E2, Figs. E.2 e E.3). Sendo que, 
na Tab. E.2, gMEp )( , gMUp )( ,  são calculados para Em. Outro aspecto importante a ser 
observado nessa tabela diz respeito à aplicação do critério associado ao emprego efetivo de 
MER )1|(|  , apresentado na seção 4.4.1, ou seja, do ponto de vista prático MER deveria 
ser empregado somente até a malha com 39062.00,0h  Nesse contexto, para valores 
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menores de h e mais níveis de extrapolação, os efeitos E  são prejudiciais à redução da 
magnitude de Em.   
 




























Figura E.1: Eh  e mcU  para  jiiCDS   em 2/1jx . 
 
Tabela E.2: Erro de discretização, ordem e razão de convergência 








gMEp )( ,  
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Figura E.2: Eh e Em para  jiiCDS  , em 2/1jx . 
 

























Figura E.3: Ordens efetiva e aparente para  jiiCDS  , em 2/1jx , 
com e sem o emprego de MER. 
 
Na sequência, através do cálculo da efetividade )/( UE  (Tab. E.3) e da 
representação gráfica para o erro numérico e sua estimativa associada (Fig. E.4), são 
apresentados os resultados obtidos com os estimadores U , pmU , pmcU , U  e *U , 
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considerando-se as soluções numéricas obtidas com o emprego de MER. Nessa situação, 
embora o interesse principal esteja concentrado nas estimativas para o erro numérico obtidas 
com 6...,,1m  )06(  Emm , o cálculo de Em e dos estimadores U , pmU , pmcU , U  e 
*U  é considerado até 19m  (20 malhas) e ,10
6h  com o objetivo de se avaliar os efeitos 
de .E  Entretanto, para se estimar Em com 6m , observa-se que pmcU  e *U  apresentam 
níveis de acurácia mais significativos do que os demais estimadores analisados. 
 
Tabela E.3: Efetividade dos estimadores U , pmU , pmcU , U  e *U , 




EmU /  
 
2/ EmU pm  
 
EmU pmc /  
 
EmU /  
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Figura E.4: Em e estimadores U , pmU , pmcU , U  e *U , 
para  jiiCDS   em 2/1jx . 
 
Caso E2 
Nesse caso considera-se a variável secundária  , determinada pela derivada de 1ª 
ordem da função analítica )(x , sendo calculada com o emprego da aproximação 
numérica UDS-1 (Upwind Differencing Scheme). Então, com base na série de Taylor, para a 
variável dependente ,  é possível se obter a seguinte expressão analítica para   no ponto 











































                  (E.14)  
 










j  e 
viii
j  seguem as definições apresentadas 
anteriormente. 
 A Eq. (E.14) pode ser representada por 
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     .jiUDSjiUDSi j Eh                                                                                     (E.15)
  
   Tem-se, então, a aproximação numérica para derivada de primeira ordem 
considerando-se o esquema UDS-1 e o seu erro respectivo Eh,  
 






                                                                                              (E.16) 
 

































UDS  (E.17) 
 













































 ...}.,7,6,5,4,3,2,1{Vp                                                                                           (E.19) 
 Com base nesses resultados (assim como no caso anterior) investiga-se a 
especificidade do Eh associado à variável de interesse adotada, isto é, analisa-se   jiUDSEh   
considerando-se a proposição de solução analítica para variável dependente primária );(  e 
nesse sentido define-se (o exemplo) 
 
,7x                                                                                                                     (E.20) 
   
em que as suas derivadas são determinadas por: ;7 6xi   ;42 5xii   ;210 4xiii   
;840 3xiv   ;2520 2xv   ;5040xvi   ;5040vii  .0... ixviii  Então, substituindo-
se essas expressões na Eq. (E.17) obtém-se 
 
 ,721353521)( 654233245 hhxhxhxhxhxEh jjjjjj
i
UDS                              (E.21) 
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ou ainda, ,21 50 jxc   ,35
4
1 jxc   ,35
3
2 jxc   ,21
2
3 jxc   ,74 jxc   ,15 c  ...76  cc  
0  na Eq. (E.18), e  6,5,4,3,2,1Vp . Com isso, a relação entre a aproximação numérica e 
a solução analítica para variável de interesse considerada pode ser representada por  
 
  ).721353521( 654233245 hhxhxhxhxhx jjjjji jjiUDS                     (E.22) 
 
 Nesse caso 67xi  , com x sendo um número real qualquer pertencente ao 
domínio de  . Ao se considerar o ponto nodal 2/1jx  obtém-se .109375,064/7 
i
j  E, 
a solução numérica pode ser expressa analiticamente substituindo-se o resultado da Eq. (E.20) 























                      (E.23) 
 
 Assim, para 2/1jx  
 
  .)2/7()4/21()8/35()16/35()32/21(64/7 65432 hhhhhhjiUDS      (E.24)  
 
Na Tab. E.4 e na Fig. E.5 são apresentados os resultados numéricos obtidos para a 
variável de interesse considerada, o seu Eh correspondente, e a sua estimativa calculada com 
o estimador mcU .  
Analogamente ao primeiro caso, na Eq. (E.21) Eh possui uma expressão analítica com 
seis termos, assim, teoricamente o emprego de MER com m = 6 deve acarretar em 0Em . 
Na Tab. E.5 e na Fig. E.6 são apresentados os resultados numéricos obtidos para Em, que 
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 Figura E.5: Eh  e mcU  para  iUDS   em 2/1jx . 
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Tabela E.5: Erro de discretização, ordem e razão de convergência 








gMEp )( ,  
 




















































































































































Figura E.6: Eh e Em para  iUDS  , em 2/1jx . 
  
 Nota-se na Tab. E.5 e na Fig. E.7 que até o alcance do nível de erro de máquina com 
Em (em precisão quádrupla) gMEp )( ,  e gMUp )( ,  (ordem de acurácia prática calculada para 
Em) apresentaram um comportamento progressivo, relativamente compatível com o 
comportamento de Vp  (ordem de acurácia teórica). Observa-se, também, na Tab. E.5 que 
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1||   na malha com 48828000,0h  e, a magnitude de Em correspondente à malha 
imediatamente anterior (mais grossa) diz respeito à solução numérica com o melhor nível de 
acurácia obtido com o emprego de MER. Novamente, o critério associado ao emprego efetivo 
de MER )1|(|  , apresentado na seção 4.4.1 é confirmado.  
Na Tab. E.6 e na Fig. E.8 são apresentados os resultados obtidos com os estimadores 
U , pmU , pmcU , U  e *U . Dentre esses, ao se considerar 6m , pmcU  e *U  apresentaram 
os resultados mais acurados. Assim como no primeiro caso, o cálculo de Em e dos 
estimadores analisados é considerado até 19m  (20 malhas) e ,10 6h  com o intuito de se 
avaliar os efeitos de E  sob as soluções numéricas obtidas com o emprego de MER.  
 



















 ( pE, M )g
 ( pU, M )g
 
Figura E.7: Ordens efetiva e aparente para  iUDS  , em 2/1jx , 
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Tabela E.6: Efetividade dos estimadores U , pmU , pmcU , U  e *U , 




EmU /  
 
2/ EmU pm  
 
EmU pmc /  
 
EmU /  
 













































































































































































Figura E.8: Em e estimadores U , pmU , pmcU , U  e *U , 
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APÊNDICE F - DETERMINAÇÃO DAS VARIÁVEIS DE INTERESSE DO CASO 3: 
BURGERS 2D 
 
De acordo com a explanação apresentada nas seções 5.1.3 e 5.2.3, neste apêndice são 
descritos os procedimentos analíticos e numéricos adotados para a determinação das variáveis 
de interesse consideradas no caso 3 – Burgers 2D – e listadas na Tab. 5.1. 
Nesse caso foram consideradas 23 variáveis de interesse, sendo essas tipicamente 
variáveis secundárias, ou seja, calculadas a partir dos valores obtidos para u e v (variáveis 
primárias); e, portanto, as suas soluções numéricas dependem dos valores nodais jiu ,  e ,, jiv  
com Mi ,...,1  e Mj ,...,1 , obtidos em malhas uniformes )( h  MM  , de acordo com as 
definições: 
  (1) uc, componente na direção horizontal do vetor velocidade no centro do domínio; 
cuja solução analítica é obtida pela substituição de valores na Eq. (5.18), isto é, 
 
  )]2/1(2)2/1(4[])2/1()2/1(2)2/1[(8)2/1,2/1( 3234  uuc , 
  ;4/1)2/1,2/1(  uuc  
 
e com a solução numérica calculada pela média aritmética das soluções (numéricas) 




















  (2) vc, componente na direção vertical do vetor velocidade no centro do domínio; em 
que a solução analítica é obtida pela substituição de valores na Eq. (5.19), ou seja, 
 
  ])2/1()2/1[()]2/1(2)2/1(6)2/1(4[8)2/1,2/1( 2423  vvc , 
  0)2/1,2/1(  vvc ; 
 
e a sua solução numérica é calculada através da média aritmética das soluções (numéricas) 
para v, nos quatro nós centrais, 
 





















(3) fm, fluxo de massa que escoa entre x = 0 e 1/2 na linha y = 1/2; com a solução 
analítica determinada por 
 
  zdxvfm y 
2/1
0
2/1     ,1(   )1z , 




     dxxxxfm  
2/1
0







234  xxxfm ; 
 


















yin vhvhzfm  , 
 
em que nv  corresponde à velocidade v na face norte de cada volume de controle, calculada 
pela média aritmética entre os valores nodais (P e N), ou seja, 2/)( NPn vvv  , e P 
referencia o nó (genérico) situado na linha (imediatamente) abaixo de y = 1/2 a uma distância 
h/2 (metade do espaçamento entre os nós) e, N refere-se ao nó situado na linha imediatamente 
acima de y = 1/2, a uma distância h/2; nesse cálculo os volumes fictícios são desconsiderados; 
(4) Fs, força de arrasto viscoso que a parede inferior da cavidade exerce sobre o fluido, 


























  , 










345  xxxFs , 
 
e com a solução numérica calculada através da integral retângulo sob a aproximação DDS-1 
(Downstream Differencing Scheme) (FERZIGER e PERIC, 2002), isto é, 
 

































u ainda, de modo equivalente pode-se fazer: 
 



















em que 1,iu  representa a velocidade u, nodal, na primeira linha horizontal de 
h (volumes 
reais), e ¨iu  o correspondente volume fictício, a sul, na posição ;hixi   
  (5) Fn, força de arrasto viscoso que a parede superior da cavidade exerce sobre o 


























  , 
  dxxxxFn  
1
0





345  xxxFn ; 
 
e com a solução numérica obtida de modo semelhante à variável anterior (4), ou seja, 
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que, de modo equivalente, também pode ser calculado pela expressão, 
 



















em que ,hyx   Miu ,  representa a velocidade u, nodal, na última linha horizontal de 
h (volumes reais), e ¨iu  o correspondente volume fictício (situado a norte); 
 (6) Du 1min , valor mínimo da componente na direção horizontal do vetor velocidade na 














Figura F.1: Variação de u sobre o eixo x = 1/2, ),2/1( yxu  , e Du 1min  
 




















,9/6)6/6,2/1(1min  yxuDu  
 



















0,0   0,1   0,2   0,3   0,4   0,5   0,6   0,7   0,8  0,9   1,0
y
u u
       
 
191 
e, para obtenção da sua solução numérica são considerados os valores nodais posicionados 
sobre o eixo x = 1/2, entretanto, essa localização corresponde às faces entre os volumes P e E 
situados, respectivamente, (imediatamente) à esquerda e à direita de x = 1/2; assim, considera-
se a média aritmética entre tais valores nodais (P e E),  
 
 2/)(2/1 EPex uuuu  ,  
 
em que P referencia os nós situados na linha à esquerda de x = 1/2, a uma distância h/2 
(metade do espaçamento entre os nós), e E refere-se aos nós situados a direita de x = 1/2, a 
uma distância h/2; a partir disso, obtém-se o resultado numérico 
  
 jxMj uDu ,2/1...,,1min1min  ; 
 
 (7) )1min( Duy , coordenada y correspondente a Du 1min , cuja solução analítica segue 
o desenvolvimento anterior (6) e resulta em 
 
  ,6/6)1min( Duy  
 
e a solução numérica corresponde à coordenada y de  jxMj udu ,2/1...,,1min1min   (como 
especificado na variável 6); 
  (8) Dv 1min , valor mínimo da componente na direção vertical do vetor velocidade 





















,6/3)2/1,6/)33((1min  yxvDv  
 
e para a obtenção da solução numérica para Dv 1min são considerados os valores nodais 
localizados nas proximidades do eixo y = 1/2; novamente, como não existem valores nodais 
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sobre esse eixo, são consideradas as soluções das faces entre os volumes P e N dessa região 
da malha, ou seja, nesse caso considera-se a média aritmética entre os valores nodais (P e N) 
que estão a sul e a norte do eixo y = 1/2, assim,  
 
  2/)(2/1 NPny vvvv  ,  
 
em que P referencia os nós situados na linha imediatamente abaixo (sul) de y = 1/2, a uma 
distância h/2, e N refere-se aos nós situados na linha imediatamente acima (norte) de y = 1/2, 
também a uma distância h/2; então, com esse enfoque obtém-se 
  















Figura F.2: Variação de v sobre o eixo y = 1/2, )2/1,( yxv , e Dv 1min   
 
 (9) )1min( Dvx , coordenada x correspondente a Dv 1min , em que sua solução analítica 
segue o desenvolvimento anterior (solução analítica de Dv 1min ) e resulta em 
 
  ,6/)33()1min( Dvx  
 
e a sua solução numérica corresponde à coordenada x de  2/1,,...,1min1min  yiMi vDv ; 
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 (10) Dv 1max , valor máximo da componente na direção vertical do vetor velocidade 
sobre o eixo x = 1/2 (Fig. F.2), cuja solução analítica é obtida de modo semelhante à de 
,1min Dv  e resulta em 
 
,6/3)2/1,6/)33((1max  yxvDv  
 
e a sua solução numérica é determinada por 
  
 2/1,,...,1max1max  yiMi vDv , 
 
onde 2/1, yiv  é especificado anteriormente (na variável 8); 
 (11) )1max( Dux , coordenada x correspondente a Dv 1max , em que a sua solução 
analítica segue o desenvolvimento anterior (solução analítica de Dv 1max ) e resulta em 
 
  ,6/)33()1max( Dvx  
 
e a sua solução numérica corresponde à coordenada x de  2/1,,...,1max1max  yiMi vDv ; 
(12) ,min  valor mínimo da função de corrente )(  em   (Fig. F.3), em que a 







),(     dyyxuyx ),(),( , 
    )()2(8),( 24234 yyxxxyx  , 


















  2/1x , 2/2y , 
8/1)2/2,2/1(min  , 
 
e a solução numérica é obtida com a integral retângulo (BURDEN e FAIRES, 2008), 
considerando-se o cálculo de  dyyxuyx ),(),( , isto é, são calculadas as áreas referentes 
       
 
194 
aos retângulos obtidos a partir dos valores de u armazenados nos volumes de cálculo em cada 
linha vertical da malha – somam-se a área do volume P com a área dos volumes situados ao 
sul (na linha vertical); mais especificamente, o cálculo (numérico) de   é obtido com base 
no produto, por hy  , do valor de u armazenado na face leste (ue) de cada volume P e, 
então, soma-se a área dos volumes situados abaixo (sul) (calculados de maneira análoga); ao 









    
    
onde eu  corresponde à velocidade u na face leste de cada volume de controle, em que se 
considera a média aritmética entre os valores nodais (P e E), ou seja, 2/)( EPe uuu  , e na 
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 (15) Du 2min , valor mínimo da componente na direção horizontal do vetor 













Figura F.4: Variação de ),( yxu  sobre  , e Du 2min  
 
cuja solução analítica é determinada pelo desenvolvimento algébrico 
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(16) ,)2min( Dux  abscissa de Du 2min , em que a sua solução analítica é obtida 
anteriormente no cálculo de Du 2min , ou seja, ,2/1)2min( Dux  e a sua solução numérica 










(17) ,)2min( Duy  ordenada de Du 2min , cuja solução é obtida de modo análogo à 
variável 16, isto é, no cálculo de Du 2min , em que o desenvolvimento analítico resulta em 











(18) Dv 2min , valor mínimo da componente na direção vertical do vetor velocidade 
em  (Fig. F.5), com solução analítica determinada por 
 




















v   6/32/1 x ; ,2/2y  
    ,9/322/2,6/32/12min  vdv  
 



























Figura F.5: Variação de ),( yxv  sobre  , e Dv 2min  
 
 (19) ,)2min( Dvx  abscissa de Dv 2min , com a sua solução analítica obtida 
anteriormente no cálculo de Dv 2min , isto é, ,6/32/1)2min( Dvx  e com a solução 










(20) ,)2min( Dvy  ordenada de Dv 2min , em que a solução é obtida analogamente à 
variável 19, ou seja, no cálculo de Dv 2min , com o resultado ,2/2)2min( Dvy  e a 










  (21) Dv 2max , valor máximo da componente na direção vertical do vetor velocidade 
em  (Fig. F.6), cuja solução analítica é obtida de modo semelhante à variável 18 e resulta 
em ,9/32)2/2,6/32/1(2max  vdv  e a sua solução numérica é determinada pela 
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Figura F.6: Variação de ),( yxv  sobre  , e Dv 2max  
 
 (22) ,)2max( Dvx  abscissa de Dv 2max , em que a sua solução analítica é obtida no 
cálculo de Dv 2max , isto é, ,6/32/1)2max( Dvx  e cuja solução numérica é 










(23) ,)2max( Dvy  ordenada de Dv 2max , em que a sua solução também é 
apresentada no cálculo de ,2max Dv  desse modo obtém-se ,2/2)2max( Dvy  e a solução 










 (24) vm, componente na direção vertical do vetor velocidade no ponto de coordenadas 
(não nodais) )2/2,6/32/1(  yx ; em que a solução analítica é calculada pela 
substituição de valores na Eq. (5.19), ou seja, 
 
  9/32)2/2,6/32/1(  vvm ; 
   
e a sua solução numérica é obtida com o emprego de interpolação polinomial (2D) a partir dos 
pontos nodais situados nas proximidades de 6/32/1 x  e 2/2y .  
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