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ON THE SPECTRAL VANISHING VISCOSITY METHOD FOR
PERIODIC FRACTIONAL CONSERVATION LAWS
SIMONE CIFANI AND ESPEN R. JAKOBSEN
Abstract. We introduce and analyze a spectral vanishing viscosity approx-
imation of periodic fractional conservation laws. The fractional part of these
equations can be a fractional Laplacian or other non-local operators that are
generators of pure jump Le´vy processes. To accommodate for shock solutions,
we first extend to the periodic setting the Kruzˇkov-Alibaud entropy formu-
lation and prove well-posedness. Then we introduce the numerical method,
which is a non-linear Fourier Galerkin method with an additional spectral vis-
cosity term. This type of approximation was first introduced by Tadmor for
pure conservation laws. We prove that this non-monotone method converges
to the entropy solution of the problem, that it retains the spectral accuracy
of the Fourier method, and that it diagonalizes the fractional term reducing
dramatically the computational cost induced by this term. We also derive a
robust L1-error estimate, and provide numerical experiments for the fractional
Burgers’ equation.
1. Introduction
In this paper we are concerned with a spectral vanishing viscosity (henceforth
SVV) approximation for periodic solutions of non-local or fractional conservation
laws of the form {
∂tu+ ∂x · f(u) = −(−∆)λ/2u, (x, t) ∈ DT
u(x, 0) = u0(x), x ∈ Λ,
for λ ∈ (0, 2), or more generally, for
(1.1)
{
∂tu+ ∂x · f(u) = Lµ[u], (x, t) ∈ DT
u(x, 0) = u0(x), x ∈ Λ,
where DT = Λ × (0, T ) and Λ = (0, 2π)d, and Lµ[·] is a non-local (Le´vy type)
operator defined as
Lµ[φ(·)](x) =
ˆ
|z|>0
φ(x + z)− φ(x) − z · ∂xφ(x)1|z|<1 dµ(z),(1.2)
where 1(·) is the indicator function. Throughout the paper we assume that
f = (f1, . . . , fd) with fj ∈ Cs(R) for all j = 1, . . . , d (s to be defined);(A.1)
µ ≥ 0 is a Radon measure such that
ˆ
|z|>0
|z|2 ∧ 1 dµ(z) <∞;(A.2)
u0 ∈ L∞(Λ) ∩BV (Λ), u0 is Λ-periodic.(A.3)
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Here and in the rest of the paper, a ∧ b = min(a, b),
∂t =
∂
∂t
, ∂j =
∂
∂xj
and ∂x = (∂1, ∂2, . . . , ∂d).
Integro-PDEs like (1.1) typically model anomalous convection-diffusion phenom-
ena. When µ = πλ is defined by
dπλ(z) =
cλ
|z|d+λdz, cλ > 0 and λ ∈ (0, 2),(1.3)
then L = −(−∆)λ/2 and the equation finds applications in e.g. over-driven det-
onation in gases [14] and anomalous diffusion in semiconductor growth [38]. Ap-
plications in dislocation dynamics, hydrodynamics and molecular biology can also
be found, see e.g. the references in [1, 18]. Many more applications can be found
if asymmetric measures µ are allowed. For example, we cover the (linear) option
pricing equations for all Le´vy models used in mathematical finance [15, 34], if
dµ(z) = g(z) dπλ(z),(1.4)
for some possibly asymmetric locally Lipschitz continuous function g(·). An exam-
ple is the one-dimensional (d = 1) CGMY model where
g(z) =
{
Ce−G|z| for z > 0,
Ce−M|z| for z < 0,
for positive constants C,G,M (and Y = λ). In general the non-local operator L is
the generator of a pure jump Le´vy process, and conversely, any Le´vy process will
have generator like L when (A.2) is satisfied. We refer to the books [3, 15, 32]
for more information about Le´vy processes and their many applications. The most
general Le´vy measures for which the results of this paper applies, are Le´vy measures
µ that can be decomposed as
µ = µs + µn,(1.5)
where
µs, µn ≥ 0, µs is symmetric and
ˆ
|z|>0
|z| ∧ 1 dµn(z) <∞.(1.6)
See Section 8 for statements of results and remarks. This class possibly includes all
Le´vy measures, but we have so far not found a proof of this. At least it includes
all the Le´vy measures found in finance, see Remark 8.3, and also many singular
measures like e.g. delta-measures.
It is important to note that non-linear equations like (1.1) do not admit classical
solutions in general, and that shock discontinuities can develop even from regular
initial conditions. This is well known for pure conservations laws (where L = 0),
see e.g. [23]. For fractional conservation laws where L = −(−∆)λ/2, it is shown in
recent works that solutions are smooth for λ ∈ [1, 2) [8, 18, 26]. However, when
λ ∈ (0, 1), the fractional diffusion is too weak to prevent shock discontinuities from
forming, see [1, 10, 26]. In some cases however, these shocks are smoothed out
over time [9]. When shocks form, weak solutions become non-unique and entropy
conditions are needed to select the physically correct solution – the entropy solu-
tion. The well known Kruzˇkov entropy solution theory for conservation laws was
extended to fractional conservation laws in [1]. This extension relies on new ideas
for the fractional term and is strongly influenced by the viscosity solution theory for
fractional Hamilton-Jacobi-Bellman equations. Extensions of the Kruzˇkov-Alibaud
theory to general Le´vy operators and even non-linear fractional terms can be found
in [12, 25].
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In this paper we deal with a SVV (spectral vanishing viscosity) approximation
of Λ-periodic entropy solutions of (1.1). The method is a Fourier Galerkin method
with an additional spectral viscosity term. Because of the formation of shocks
in the solutions of (1.1), it is very difficult to devise a convergent and spectrally
accurate numerical approximation of this equation. This has to do with the fact
that Fourier spectral methods support spurious Gibbs oscillations, and thus fails
to converge strongly toward discontinuous solutions. It is well known that such
methods need to be augmented by some kind of vanishing viscosity in order to
achieve convergence. But the standard vanishing viscosity method is not spectrally
accurate. To overcome these problems, we use the SVV approximation developed
by Tadmor in [35], cf. also [11, 30, 33, 36] and the books [4, 6]. To suppress
spurious oscillations without sacrificing the overall spectral accuracy of the method,
Tadmor adds a modified viscosity term, which in Fourier space only affects high
frequencies. There are two parameters involved in this approach, the coefficient of
the viscosity term ε and the sizem of the viscosity free spectrum. Spectral accuracy
and convergence toward the unique, possibly discontinuous, entropy solution, then
follows by imposing appropriate conditions on ǫ and m. We also like to mention
another important feature of the method. In all cases, it diagonalizes the fractional
term and hence reduces dramatically the computational cost induced by this term.
In our rather naive implementation for the fractional Burgers’ equation, the SVV
method turned out to be orders of magnitude faster than a Discontinuous Galerkin
approximation of the same equation where the fractional term gives full matrices.
When equation (1.1) is linear, f(u) = u, or when it is local L = 0, there is a vast
literature on numerical methods and analysis, some methods and many references
can be found e.g. in [4, 15, 23, 34]. In the general case however, there is not much
work on numerical methods, we only know of the papers [13, 17, 21]. Difference
methods are introduced in [17] for equation (1.1), and in [21] for an equation sim-
ilar to (1.1) from radiation hydrodynamics. In [17], the first general convergence
result for monotone schemes is obtained. Finally, in [13], a Discontinuous Galerkin
approximation of (1.1) is analyzed and a Kuznetsov type of theory is established
and used to derive error estimates. A periodic extension of this theory will be used
to find error estimates in this paper.
Throughout the paper we will use the following additional notation. A sub-
script p indicates Λ-periodicity in the space variables (i.e. in L∞p or C
∞
p ). Here
Λ-periodic means 2π-periodic in each coordinate direction. As a generic constant
we use C. Note that the value of C may change from line to line and expression to
expression. We also need notation for high order derivatives and their norms. Let
α = (α1, . . . , αd) be a multi index, then
∂αx = ∂
α1
1 ∂
α1
2 · · ·∂αdd , ∂sx =
⋃
|α|=s
{
∂αx
}
, and ‖∂sxφ‖pLp =
∑
|α|=s
‖∂αxφ‖pLp .
Remember that αj ≥ 0, |α| = α1 + · · · + αd, and that xα = xα11 · · ·xαdd for any
x ∈ Rd.
The rest of this paper is organized as follows. In Section 2 we introduce an
entropy formulation for periodic solutions (1.1), and give a L1-contraction and
uniqueness result. In the same section we introduce the classical vanishing viscosity
approximation of (1.1), and show convergence towards (1.1) with optimal L1 error
estimate. As a corollary we get existence for (1.1). The proofs rely on the Kruzˇkov’s
doubling of variables device [1, 27] and Kuznetsov type of arguments [13, 28], and
are given in the Appendix. The SVV approximation of (1.1) is introduced in Section
3, and we show that it is spectrally accurate and that it diagonalizes the non-local
operator. In sections 4–6, we assume that the measure µ is symmetric. In Section 4
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we prove an energy estimate for the SVV method. Along with results from [11], this
allows us to control the so-called ”truncation error”, the spectral projection error
coming from the non-linear term. In Section 5 we prove a priori L∞, BV , and time
regularity estimates for the SVV method, and obtain compactness. In Section 6 we
prove that the SVV method converge to the classical vanishing viscosity method
from Section 2. Combined with the results of that section, it follows that the SVV
method converges to the entropy solution of (1.1). In the process, we also prove the
optimal L1-rate of convergence for our SVV approximation. We solve numerically,
using our SVV method, the the fractional Burgers’ equation in Section 7. Finally,
in Section 8 we extend the results in the previous sections to allow for asymmetric
measures µ.
2. Entropy formulation for periodic solutions
In this section we introduce an entropy formulation for Λ-periodic solutions of
the initial value problem (1.1). To this end, we write the operator Lµ[·] as
Lµ[φ] = Lµr [φ] + Lµ,r[φ]− γrµ · ∂xφ,
where
Lµr [φ(·)](x) =
ˆ
|z|≤r
φ(x+ z)− φ(x)− z · ∂xφ(x)1|z|<1 dµ(z),
Lµ,r[φ(·)](x) =
ˆ
|z|>r
φ(x+ z)− φ(x) dµ(z),
γrµ =
ˆ
r<|z|<1
z dµ(z).
If r > 1, we take γrµ = 0. The adjoint of Lµ[·] takes the form
L∗,µr [φ] = L∗,µr [φ] + L∗,µ,r[φ] + γrµ · ∂xφ,
where
L∗,µr [φ(·)](x) =
ˆ
|z|≤r
φ(x− z)− φ(x) + z · ∂xφ(x)1|z|<1 dµ(z),
L∗,µ,r[φ(·)](x) =
ˆ
|z|>r
φ(x− z)− φ(x) dµ(z).
We also let η, η′, and q denote the functions
η(u, k) = |u− k|, η′(u, k) = sgn(u − k), qj(u, k) = η′(u, k) (fj(u)− fj(k)).
We now define the solution concept we will use in this paper.
Definition 2.1. (Periodic entropy solutions) A function u is a periodic entropy
solution of the initial value problem (1.1) provided that
i) u ∈ C([0, T ];L∞p (Rd));
ii) for all k ∈ R, all r > 0, and all nonnegative test functions ϕ ∈ C∞p (Rd ×
(0, T )),¨
DT
η(u, k) ∂tϕ+ q(u, k) · ∂xϕ
+ η(u, k)L∗,µr [ϕ] + η′(u, k)Lµ,r[u]ϕ+ η(u, k) γrµ · ∂xϕ dxdt ≥ 0;
(2.1)
iii) esslimt→0‖u(·, t)− u0(·)‖L1(Λ) = 0.
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Remark 2.1. In the entropy inequality (2.1) it is easy to see that all the terms,
except possibly the Lµ,r-term, are well defined and Λ-periodic in view of i). The
problem with the Lµ,r-term is that we integrate a Lebesgue measurable function
w.r.t. a Radon measure µ. But the term is still well defined because the integrand
of Lµ,r[u] is measurable w.r.t. the product measure dµ(z)dxdt. This is true because
the integrand is the dµ(z)dxdt-a.e. limit of continuous functions, a fact which read-
ily follows from the fact that u is the dxdt-a.e. limit of smooth functions. By i),
(A.3), and Fubini, we then find that Lµ,r[u] ∈ C([0, T ];L∞p (Rd)).
We now state the following central result:
Theorem 2.2. (L1-contraction) Let u and v be two entropy solutions of the initial
value problem (1.1) with initial data u0 and v0. Then, for a.e. t ∈ (0, T ),
‖u(·, t)− v(·, t)‖L1(Λ) ≤ ‖u0 − v0‖L1(Λ).(2.2)
The proof will be given in Appendix A. Uniqueness for periodic entropy solutions
of (1.1) immediately follows by setting u0 = v0.
Corollary 2.3. (Uniqueness) There is at most one entropy solution of (1.1).
We now consider the vanishing viscosity approximation of (1.1),
(2.3)
{
∂tuǫ + ∂x · f(uǫ) = Lµ[uǫ] + ǫ∆uǫ (x, t) ∈ DT ,
uǫ(x, 0) = u0(x) x ∈ Λ.
In this paper we always assume that this problem admits a unique classical solution
uǫ. This is of course true, but a proof lays outside the scope of this paper. Remark
2.6 below provides some ideas on how to prove this result. We now give an estimate
on the rate of convergence of uε toward the entropy solution u of (1.1).
Theorem 2.4 (Convergence rate I). Let u be the periodic entropy solution of (1.1),
and uǫ be a smooth solution of (2.3). Then,
‖u(·, t)− uǫ(·, t)‖L1(Λ) ≤ C
√
ǫ.(2.4)
The proof is given in Appendix B. This result generalizes to periodic fractional
conservation laws Kuznetsov’s well known result for scalar conservation laws [28].
As a by-product of the well-posedness of (2.3) and Theorem 2.4, we have the exis-
tence of entropy solutions of (1.1).
Corollary 2.5. (Existence) There exists an entropy solution of (1.1).
Remark 2.6. Uniqueness of solutions of (2.3) can be proved using an entropy for-
mulation (see the start of Appendix B) and a standard adaptation of the proof of
Theorem 2.2 incorporating ideas of Carrillo [7] to handle the Laplace term. Ex-
istence of an entropy solution can be proven e.g. by appropriately modifying our
spectral approximation, compactness, and convergence analysis, see the following
sections. The solution of (2.3) will also be smooth. To see this, note that the
principal term in (2.3) is the ǫ∆-term while the Lµ-term is of lower order, and
hence regularity proofs for viscous conservation laws ((2.3) with µ ≡ 0 and ε > 0)
should still work after some modifications. We refer to e.g. [31] for regularity of
viscous conservation laws, and note that the modifications typically consist of using
interpolation inequalities for the Lµ-term, see e.g. Lemma 2.2.1 in [22].
3. The spectral vanishing viscosity method
We introduce a Fourier spectral method for the d-periodic initial value problem
(1.1). The approximate solutions will be N -trigonometric polynomials,
uN(x, t) =
∑
|ξ|≤N
uˆξ(t) e
iξ·x,
6 S. CIFANI AND E.R. JAKOBSEN
which solve the semi-discrete spectral vanishing viscosity (SVV) approximation
∂tuN + ∂x · PNf(uN ) = Lµ[uN ] + ǫN
d∑
j,k=1
∂2jkQ
j,k
N ∗ uN(3.1)
with
uN (x, 0) = PNu0(x),(3.2)
where the Fourier projection PN is defined as
PNφ(x) =
∑
|ξ|≤N
φˆξ e
iξ·x for φˆξ =
1
(2π)d
ˆ
Λ
φ(x) e−iξ·x dx.
The (spectral) vanishing viscosity term has the following three ingredients:
(A.4) a vanishing viscosity amplitude ǫN ∼ N−θ with 0 < θ < 1;
(A.5) a viscosity-free spectrum mN ∼ N θ2 (logN)−d2 ;
(A.6) a family of viscosity kernels
Qj,kN (x, t) =
N∑
p=mN
Qˆj,kp (t)
∑
|ξ|=p
eiξ·x
satisfying
– Qˆj,kp is monotonically p-increasing,
– Qˆj,kp spherically symmetric, Qˆ
j,k
ξ = Qˆ
j,k
p for all |ξ| = p,
– |Qˆj,kp − δjk| ≤ Cm2N p−2 for all p ≥ mN .
Such kernels can be conveniently implemented in Fourier space,
d∑
j,k=1
∂2jkQ
j,k
N ∗ uN = −
N∑
|ξ|=mN

 d∑
j,k=1
Qˆj,kξ (t) ξj ξk

 uˆξ(t) eiξ·x.
Combined with one’s favorite ODE solver (e.g. Euler, Runge-Kutta, etc.), (3.1) and
(3.2) give a fully discrete numerical approximation method for (1.1).
With left-hand sides set to zero (µ ≡ 0 and εN = 0), (3.1) becomes the stan-
dard Fourier approximation of (1.1). It is well known that this approximation
is spectrally accurate but, as opposed to the equation, it lacks entropy dissipa-
tion. The approximation supports spurious Gibbs oscillations which prevent strong
convergence toward solutions containing shock discontinuities. If the Lµ-term is
present in the equations, shock solutions are still possible in some situations [2],
and the problem of the Gibbs oscillations remains. In order to suppress such os-
cillations without sacrificing the overall spectral accuracy of the method, we have
followed Tadmor [35] and added a vanishing spectral viscosity term to the scheme,
ǫN
∑d
j,k=1 ∂
2
jkQ
j,k
N ∗ uN .
An important feature of Fourier method (3.1) is that it diagonalizes, and hence
localizes, the non-local operator Lµ[·]! This leads to dramatically reduced compu-
tational cost for this term. Indeed,
Lµ[uN ] =
∑
|ξ|≤N
Gµ(ξ) uˆξ(t) e
iξ·x,(3.3)
where
Gµ(ξ) =
ˆ
|z|>0
eiξ·z − 1− iξ · z 1|z|<1 dµ(z).(3.4)
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Furthermore, when the measure µ is symmetric,
µ(−B) = µ(B) for all Borel sets B ∈ Rd \ {0},(3.5)
the weights (3.4) are all real and non-positive. This follows since the imaginary
part of the integrand is odd and the real part is even and non-positive (eiξ·z =
cos(ξ · z) + i sin(ξ · z)). Finally, we stress that the approximation of the non-local
operator (1.2) is spectrally accurate since, by Taylor’s formula,
‖Lµ[uN(·, t)] − Lµ[u(·, t)]‖L2(Λ)
≤ C
(
sup
j,k
‖∂j∂k(uN − u)(·, t)‖L2(Λ) + ‖(uN − u)(·, t)‖L2(Λ)
)
.
Now we define
Rˆj,kξ (t) =
{
δjk |ξ| ≤ mN ,
δjk − Qˆj,kξ (t) |ξ| > mN ,
Rj,kN (x, t) =
∑
|ξ|≤N
Rˆj,kξ (t) e
iξ·x,
and note that
∆uN (·, t) =
d∑
j,k=1
∂j∂kQ
j,k
N (·, t) ∗ uN(·, t) +
d∑
j,k=1
∂j∂kR
j,k
N (·, t) ∗ uN (·, t).(3.6)
To conclude this section, we recall that by Lemma 3.1 and Corollary 3.2 of [11], the
spectral vanishing viscosity term is an Lp-bounded perturbation of the standard
vanishing viscosity ǫN∆uN :
Lemma 3.1. For 0 ≤ r ≤ s ≤ 2,∥∥∥∥∥∥
d∑
j,k=1
∂rj ∂
s−r
k R
j,k
N (·, t)
∥∥∥∥∥∥
L1(Λ)
≤ CmsN (logN)d.(3.7)
Moreover, if cN ≤ CǫN m2N (logN)d ≤ Cˆ, then for all p ≥ 1, ϕ ∈ Lp(Λ),
ǫN
∥∥∥∥∥∥
d∑
j,k=1
∂j∂kR
j,k
N (·, t) ∗ ϕ(·)
∥∥∥∥∥∥
Lp(Λ)
≤ cN ‖ϕ‖Lp(Λ).(3.8)
4. Spectrally small truncation error for symmetric µ
In this section we assume that the measure µ is symmetric, cf. (3.5). In the SVV
approximation (3.1), the convection term ∂x · f(u) is replaced by ∂x · PNf(uN)
which leads to the (truncation) term error
∂x · (I − PN )f(uN).
We will now show that this error is spectrally small due to the presence of the
spectral vanishing viscosity term.
Let us start by noting that a straightforward estimate leads to
‖∂αx (I − PN )f(uN)‖L2(Λ) =
( d∑
j=1
∑
|ξ|>N
|ξα|2|f̂j(uN)(ξ)|2
) 1
2
≤ ‖∂
α+β
x f(uN)‖L2(Λ)
N |β|
for all multi-indices α, β. Note that there is no divergence in this estimate, so ∂αx f
is a vector. By Theorem 7.1 in [11], there is a constant Ks such that
‖∂sxf(uN)‖L2(Λ) ≤ Ks‖∂sxuN‖L2(Λ) for Ks ≤ C
s∑
k=1
|f |Ck‖uN‖k−1L∞(Λ)(4.1)
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and s = 1, 2, . . . , where |f |Ck = ‖∂kxf(·)‖L∞(ΩN ) and ΩN = {u : |u| ≤ ‖uN‖L∞(Λ)}.
This inequality is a type of Gagliardo-Nirenberg-Moser estimate, and similar results
can be found in page 22 in Taylor [37]. By these two inequalities we can conclude
that, for all 0 ≤ r ≤ s,
‖∂rx(I − PN )f(uN)‖L2(Λ) ≤
Ks
Ns−r
‖∂sxuN‖L2(Λ).(4.2)
Inequality (4.2) states that the r-derivative of the truncation error decays as
rapidly as the s-smoothness of uN permits. Of course the s-derivatives of an ar-
bitrary N -trigonometric polynomial uN may grow as fast as N
s, in which case
nothing is gained from (4.2). However, if uN is solves our VVS approximation
(3.1), we can have the better bound ǫ−sN in L
2. This will be a consequence of the
following energy estimate:
Theorem 4.1. Consider the SVV approximation (3.1) with ǫN and mN such that
(A.7)

 ǫN >
8 d
s
2Ks+1
N
,
ǫN m
2
N (logN)
d ≤ C.
Then there is a constant Bs (proportional to Πsk=1Ks for s ≥ 1 and to ‖uN‖L∞ for
s = 0) such that
ǫsN‖∂sxuN (·, t)‖L2(Λ) + ǫsN

− ∑
|α|=s
∑
|ξ|≤N
Gµ(ξ)|ξα|2
ˆ t
0
|uˆξ(τ)|2 dτ


1
2
+ ǫ
s+ 1
2
N ‖∂s+1x uN‖L2(DT ) ≤ Bs + 3ǫsN‖∂sxuN(·, 0)‖L2(Λ).
(4.3)
Remember that in this section µ is symmetric and hence Gµ is real and non-
positive. Now if
(A.8) |f |Cs <∞ for sufficiently large s, cf. (4.7) below, and
(A.9) u0 is such that ǫ
s
N ‖∂sxuN(·, 0)‖L2(Λ) ≤ C,
then Theorem 4.1 implies that
‖∂sxuN (·, t)‖L2(Λ) ≤ C ǫ−sN and ‖∂s+1x uN‖L2(DT ) ≤ C ǫ
−(s+ 1
2
)
N .
Taking into account (4.2), we then find that
‖∂rx(I − PN )f(uN (·, t))‖L2(Λ) ≤ C BsN−sr , sr = s(1− θ)− r,(4.4)
‖∂rx(I − PN )f(uN )‖L2(DT ) ≤ C BsN−(sr+
θ
2
), ∀ s ≥ 1.(4.5)
We can now turn these inequalities into spectral decay estimates in the uniform
norm using the Sobolev inequality (cf. Theorem 6, Chapter 5, in [20])
‖∂rxϕ‖L∞ ≤ C ‖∂r+[
d
2
]+1
x ϕ‖L2 .
For example, inequality (4.5) becomes
‖∂rx(I − PN )f(uN)‖L∞(DT ) ≤ C BsN−sr+[
d
2
]+1− θ
2 ≤ C BsN−sr+[ d2 ]+1.(4.6)
Note that the polynomial decay rate in (4.6) can be made as large as the Cs-
smoothness of f(·) permits. Taking r = 2, we can find the following result.
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Theorem 4.2. If f ∈ Cs with
s ≥ 4 + [
d
2 ]
1− θ ,
(4.7)
then
‖∂x(I − PN )f(uN)‖L∞(DT ) + ‖∂2x(I − PN )f(uN )‖L∞(DT ) ≤
C Bs
N
.(4.8)
The smoothness requirement (4.7) will be sufficient for all the estimates derived
throughout the paper.
Proof of Theorem 4.1. For sake of brevity, we will write ‖ · ‖ instead of ‖ · ‖L2(Λ).
With (3.6) in mind, we rewrite the SVV approximation (3.1) in the two equivalent
forms
∂tuN + ∂x · PNf(uN)− Lµ[uN ]− ǫN∆uN = −ǫN
d∑
j,k=1
∂j∂kR
j,k
N ∗ uN ,(4.9)
∂tuN + ∂x · f(uN )− Lµ[uN ]− ǫN∆uN
= −ǫN
d∑
j,k=1
∂j∂kR
j,k
N ∗ uN + ∂x · (I − PN )f(uN ).
(4.10)
Since Gµ(ξ) ≤ 0 (µ is symmetric) and uN(x) and Lµ[uN ] are real,ˆ
Λ
Lµ[uN ]uN dx =
∑
|ξ|≤N
Gµ(ξ)|uˆξ(t)|2 ≤ 0,
and hence spatial integration of (4.10) against uN yields
1
2
d
dt
‖uN‖2 −
∑
|ξ|≤N
Gµ(ξ)|uˆξ(t)|2 + ǫN‖∂xuN‖2
≤ ǫN‖uN‖
∥∥∥∥
d∑
j,k=1
∂j∂kR
j,k
N ∗ uN
∥∥∥∥+
d∑
j=1
‖∂juN‖‖(I − PN )fj(uN )‖.
Using (3.8) with p = 2 for the first term on the right and (4.2) with (r, s) = (0, 1)
for the second term, we find that
1
2
d
dt
‖uN‖2 −
∑
|ξ|≤N
Gµ(ξ)|uˆξ(t)|2 +
(
ǫN − K1
N
)
‖∂xuN‖2 ≤ cN‖uN‖2
with cN ≤ CǫN m2N (logN)d ≤ Cˆ. Hence (4.3) follows for s = 0 since by (A.7),(
ǫN − K1
N
)
>
ǫN
2
,
and cN‖uN‖2 ≤ C ‖uN‖2L∞(Λ) = B20.
The general case follows by induction on s. Spatial integration of (4.9) against
∂2αx uN for some multi-index α yields
1
2
d
dt
‖∂αx uN‖2 −
∑
|ξ|≤N
Gµ(ξ)|ξα|2|uˆξ(t)|2 + ǫN‖∂αx ∂xuN‖2
≤ ǫN‖∂αx uN‖
∥∥∥∥
d∑
j,k=1
∂j∂kR
j,k
N ∗ ∂αx uN
∥∥∥∥+ ‖∂αx ∂xuN‖‖∂|α|−1x ∂x · PNf(uN)‖.
(4.11)
10 S. CIFANI AND E.R. JAKOBSEN
After having used (3.8) and Young’s inequality to bound the first and second term
on the right hand side, we find that
1
2
d
dt
‖∂αxuN‖2 −
∑
|ξ|≤N
Gµ(ξ)|ξα|2|uˆξ(t)|2 + ǫN
2
‖∂αx ∂xuN‖2
≤ C ‖∂αx uN‖2 +
1
2ǫN
‖∂|α|x PNf(uN)‖2.
Now we sum over all |α| = s to find that
1
2
d
dt
‖∂sxuN‖2 −
∑
|α|=s
∑
|ξ|≤N
Gµ(ξ)|ξα|2|uˆξ(t)|2 + ǫN
2
‖∂s+1x uN‖2
≤ C ‖∂sxuN‖2 +
ds
2ǫN
‖∂sxPNf(uN)‖2.
(4.12)
By (4.1) and (4.2),
‖∂sxPNf(uN)‖ ≤ ‖∂sxf(uN)‖ + ‖∂sx(I − PN )f(uN )‖
≤ Ks ‖∂sxuN‖+
Ks+1
N
‖∂s+1x uN‖,
and hence by inequality (4.12) we see that
1
2
d
dt
‖∂sxuN‖2 −
∑
|α|=s
∑
|ξ|≤N
Gµ(ξ)|ξα|2|uˆξ(t)|2 +
(
ǫN
2
− d
sK2s+1
N2ǫN
)
‖∂s+1x uN‖2
≤
(
C +
dsK2s
ǫN
)
‖∂sxuN‖2 ≤
2 dsK2s
ǫN
‖∂sxuN‖2,
(4.13)
where the last inequality holds for N big enough. By (A.7) and integration in time,
we then find that
1
2
‖∂sxuN (·, t)‖2 −
∑
|α|=s
∑
|ξ|≤N
Gµ(ξ)|ξα|2
ˆ t
0
|uˆξ(τ)|2 dτ + ǫN
4
‖∂s+1x uN‖2L2(DT )
≤ 2d
sK2s
ǫN
‖∂sxuN‖2L2(DT ) +
1
2
‖∂sxuN(·, 0)‖2.
(4.14)
At this point (4.3) follows by the induction assumption on s since
‖∂sxuN‖2L2(DT ) ≤ C B2s−1ǫ
−(2s−1)
N .
The proof is now complete. 
5. A priori estimates and compactness
In this section we prove uniform
L∞(DT ), L
∞(0, T ;BV (Λ)), and C0,
1
2 ([0, T ];L1(Λ))
bounds on the solutions {uN : N ∈ N} of the SVV approximation (3.1). As a
consequence we obtain compactness in L1.
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5.1. Regularity in space.
Lemma 5.1. (L∞-stability) Let (A.1)–(A.9) and (3.5) hold and uN be the solution
of the SVV approximation (3.1). Then for t < C lnN ,
‖uN(·, t)‖L∞(Λ) ≤ C ‖uN(·, 0)‖L∞(Λ).
Proof. For sake of brevity, we write just ‖ · ‖∞ instead of ‖ · ‖L∞(Λ). First we note
that, for any smooth convex function η(·) with derivative η′(·), we have that
η′(uN )Lµ[uN ] ≤ Lµ[η(uN )].(5.1)
This is a consequence of the inequality η′(b)(a − b) ≤ η(a) − η(b) which holds for
all smooth convex functions η(·). Moreover,ˆ
Λ
Lµ[η(uN (·, t))](x) dx = 0.(5.2)
To see this note thatˆ
Λ
ˆ
|z|>0
∣∣η(uN (x+ z))− η(uN (x)) + z · ∂xη(uN (x))1|z|<1∣∣ dµ(z) dx
≤ ‖∂2xη(uN )‖∞
ˆ
|z|<1
|z|2 dµ(z) + ‖η(uN)‖∞
ˆ
|z|>1
dµ(z) <∞,
since uN is smooth and periodic. By Fubini we then find thatˆ
Λ
Lµ[η(uN (·, t))](x) dx
=
ˆ
|z|>0
ˆ
Λ
η(uN (x+ z))− η(uN (x)) + z · ∂xη(uN (x))1|z|<1 dxdµ(z).
By Λ-periodicity of uN , (5.2) now follows sinceˆ
Λ
η(uN (x + z)) dx =
ˆ
Λ
η(uN (x)) dx
for every z, andˆ
Λ
∂xiη(uN (x
′, xi)) dx
′dxi
=
ˆ
(0,2π)d−1
η(uN (x
′, 2π)) dx′ −
ˆ
(0,2π)d−1
η(uN (x
′, 0)) dx′ = 0.
Let us now integrate (4.10) against the function p up−1N (with p even), and use
(5.1) and (5.2) to get rid of the non-local operator Lµ[·]. We then find that
p ‖uN(·, t)‖p−1Lp(Λ)
d
dt
‖uN(·, t)‖Lp(Λ) =
d
dt
‖uN(·, t)‖pLp(Λ) =
ˆ
Λ
up−1N (x, t)∂tuN(x, t)dx
≤ p
ˆ
Λ
up−1N (x, t)

ǫN d∑
j,k=1
∂j∂kR
j,k
N ∗ uN(x, t) + ∂x · (I − PN )f(uN(x, t))

 dx
which by the Ho¨lder inequality (with p and q = pp−1 ) is less than or equal to
p ‖uN(·, t)p−1‖
L
p
p−1 (Λ)
ǫN
∥∥∥∥
d∑
j,k=1
∂j∂kR
j,k
N ∗ uN(·, t)
∥∥∥∥
Lp(Λ)
+ ‖∂x · (I − PN )f(uN (·, t))‖Lp(Λ)

 .
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Since ‖φp−1‖
L
p
p−1
= ‖φ‖p−1Lp , we may divide both sides by p ‖uN(·, t)‖p−1Lp(Λ) and
send p→∞ to discover that
d
dt
‖uN(·, t)‖∞ ≤ ǫN
∥∥∥∥
d∑
j,k=1
∂j∂kR
j,k
N ∗ uN (·, t)
∥∥∥∥
∞
+ ‖∂x · (I − PN )f(uN (·, t))‖∞.
By (4.8), (3.8), the definitions of Bs, Ks and cN , and (A.7), it follows that
‖∂x · (I − PN )f(uN (·, t))‖∞ ≤ Bs
N
≤ C
N
s∏
k=1
Ks ≤ Cˆ
N
‖uN‖
s2
2
∞ ,
ǫN
∥∥∥∥
d∑
j,k=1
∂j∂kR
j,k
N (·, t) ∗ uN(·, t)
∥∥∥∥
∞
≤ cN‖uN‖∞ ≤ C‖uN‖∞,
and hence
d
dt
‖uN(·, t)‖∞ ≤ cN‖uN(·, t)‖∞ + C
N
‖uN(·, t)‖
s2
2
∞ .
Letting y(t) = e−cN t‖uN(·, t)‖∞, and multiplying by the integrating factor e−cNt,
we find that
dy
dt
(t) ≤ C
N
y
s2
2 (t) ecN (
s2
2
−1)t
which implies that
y(t) ≤ y(0)

1− C
(
ecN(
s2
2
−1)t − 1
)
y
s2
2
−1(0)
NcN


− 1
s2
2
−1
.
Going back to ‖uN(·, t)‖∞, we can conclude that
‖uN(·, t)‖∞ ≤ ecN t‖uN(·, 0)‖∞

1− CecN ( s
2
2
−1)t‖u0‖
s2
2
−1
∞
NcN


− 2
2−s2
,
where the last factor is bounded for t ≤ C lnN for some C. 
We also have the following result:
Lemma 5.2. (BV -stability) Let (A.1)–(A.9) and (3.5) hold, and uN be the solu-
tion of the SVV approximation (3.1). Then
‖uN(·, T )‖BV (Λ) ≤ ecNT
(
‖uN(·, 0)‖BV (Λ) + C N−s2
)
with cN = ǫN m
2
N (logN)
d ≤ C and s2 = s(1− θ)− 2 > 0.
Proof. Spatial differentiation of (4.10) yields
∂t∂iuN + ∂x · (f ′(uN )∂iuN)− Lµ[∂iuN ]− ǫN ∆∂iuN
= ∂i∂x · (I − PN )f(uN ) + ǫN
d∑
j,k=1
∂j∂kR
j,k
N ∗ ∂iuN .
If we integrate this expression against sgn̺(∂iuN), where sgn̺(·) is a smooth ap-
proximation of the sign function, we can get rid of the non-local operator Lµ[·] as
in the proof of Lemma 5.1. If we also use (3.8) with p = 1 and take the limit as
̺→ 0, a standard computations reveal that
d
dt
‖∂iuN(·, t)‖L1(Λ) ≤ C ‖∂i∂x · (I − PN )f(uN)‖L1(Λ) + cN‖∂iuN (·, t)‖L1(Λ).
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Since ‖uN(·, t)‖BV (Λ) ≤
∑d
i=1 ‖∂iuN(·, t)‖L1(Λ), we integrate this inequality in time
to see that
‖uN(·, t)‖BV (Λ) ≤ ecN t
(
‖uN(·, 0)‖BV (Λ) + C ‖∂2x(I − PN )f(uN)‖L1(DT )
)
.
But by (4.4),
‖∂2x(I − PN )f(uN )‖L1(DT ) ≤ C ‖∂2x(I − PN )f(uN )‖L2(DT ) ≤ C Bs
√
T N−s2 ,
and the proof is complete. 
5.2. Regularity in time.
Lemma 5.3. (Regularity in time) Let (A.1)–(A.9) and (3.5) hold and, uN be the
solution of the SVV approximation (3.1). Then
‖uN(·, t1)− uN (·, t2)‖L1(Λ) ≤ C
√
|t1 − t2|.
Proof. Let uǫN (·, t) = uN (·, t) ∗ ωǫ(·) for an approximate unit ωǫ (cf. the proof of
Theorem 2.2). By the triangle inequality we see that
‖uN(·, t1)− uN(·, t2)‖L1(Λ) ≤ ‖uN (·, t1)− uǫN(·, t1)‖L1(Λ)
+ ‖uǫN(·, t1)− uǫN (·, t2)‖L1(Λ) + ‖uǫN(·, t2)− uN(·, t2)‖L1(Λ).
(5.3)
The first and the third term on the right-hand side of (5.3) are bounded by ǫ|u|BV :
‖uN(·, t)− uǫN (·, t)‖L1(Λ) =
ˆ
Λ
∣∣∣∣
ˆ
Rd
ωǫ(y − x)
(
uN (x, t)− uN (y, t)
)
dy
∣∣∣∣ dx
≤
ˆ
Λ
ˆ
Rd
ωǫ(s)
∣∣∣uN (x, t)− uN (s+ x, t)∣∣∣ ds dx
≤
√
d |u(·, t)|BV (Λ)
ˆ
Rd
|s|ωǫ(s) ds
≤
√
d ǫ |u(·, t)|BV (Λ).
Let us estimate the second term. By Taylor’s formula with integral remainder,
‖uǫN(·, t1)− uǫN(·, t2)‖L1(Λ)
≤ |t1 − t2|
ˆ
Λ
ˆ 1
0
|∂tuǫN(x, t1 + τ(t2 − t1))| dτ dx.
We now derive a bound for ‖∂tuN‖L1 (and hence also for ‖∂tuεN‖L1) by using the
SVV approximation (3.1) itself. To this end, we take the convolution product of
both sides of (4.9) with ωǫ to obtain
‖∂tuǫN‖L1(Λ) ≤ ‖∂x · PNf(uN ) ∗ ωǫ‖L1(Λ) + ‖Lµ[uN ] ∗ ωǫ‖L1(Λ)
+ ǫN ‖∆uN ∗ ωǫ‖L1(Λ) + ǫN
∥∥∥∥∥∥

 d∑
j,k=1
∂j∂kR
j,k
N ∗ uN

 ∗ ωǫ
∥∥∥∥∥∥
L1(Λ)
= I1 + I2 + I3 + I4.
By the triangle inequality and Young’s inequality for convolutions,
I1 = ‖∂x · PNf(uN) ∗ ωǫ‖L1(Λ)
≤ ‖∂x · f(uN) ∗ ωǫ‖L1(Λ) + ‖∂x · (I − PN )f(uN ) ∗ ωǫ‖L1(Λ)
≤ ‖∂x · f(uN)‖L1(Λ) + ‖∂x · (I − PN )f(uN )‖L1(Λ).
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Therefore, by the regularity of f and uN ((A.8), Lemmas 5.1-5.2) and (4.8), we
find that
I1 ≤ C
(
|u(·, t)|BV (Λ) +
1
N
)
.
For the term containing the non-local operator we write
I2 ≤
ˆ
Λ
∣∣∣∣∣
(ˆ
Rd
ˆ
|z|<1
uN(x+ z)− uN(x) − z · ∂xuN(x) dµ(z)
)
ωǫ(x− y) dy
∣∣∣∣∣dx
+
ˆ
Λ
∣∣∣∣∣
(ˆ
Rd
ˆ
|z|>1
uN(x + z)− uN(x) dµ(z)
)
ωǫ(x− y) dy
∣∣∣∣∣dx
The second term on the right hand side of the inequality above is easily seen to
be bounded by C‖uN(·, t)‖L1 , while Taylor’s formula with integral reminder and
integration by parts reveals that the first term is bounded byˆ
Λ
ˆ
Rd
ˆ
|z|<1
ˆ 1
0
(1− τ) |z|2 |∂xuN(x, t)| |∂xωǫ(x− y)| dτ dµ(z) dy dx
≤ C ǫ−1 |u|BV (Λ).
For the Laplace term we have
I3 ≤ ‖∂xu ∗ ∂xωǫ‖L1(Λ) ≤ ǫ−1 |u|BV (Λ),
and finally, using Young’s inequality for convolutions and (3.8),
I4 = ǫN
∥∥∥∥∥∥

 d∑
j,k=1
∂j∂kR
j,k
N ∗ uN

 ∗ ωǫ
∥∥∥∥∥∥
L1(Λ)
≤ C ‖uN‖L1(Λ).
To sum up we have
‖∂tuǫN‖L1(Λ) ≤ ‖∂tuN‖L1(Λ) ≤ C
(
1 +
1
ǫ
)
,
and inequality (5.3) and the above estimates then implies that
‖uN(·, t1)− uN (·, t2)‖L1(Λ) ≤ C
(
ǫ+ |t1 − t2|
(
1 + ǫ−1
))
.
Take ε =
√
|t1 − t2| and the proof is complete. 
5.3. Compactness. Thanks to the space/time a priori estimates in Lemmas 5.1
– 5.3 and a Helly like compactness theorem, cf. Theorem A.8 in [23], the family
{uN : N ∈ N} of solutions of the SVV approximation (3.1) is compact.
Theorem 5.4 (Compactness). Let (A.1)–(A.9) and (3.5) hold, and uN be the solu-
tion of the SVV approximation (3.1). Then there exists a subsequence uN converg-
ing in C([0, T ];L1(Λ)) to a limit u ∈ C([0, T ];L1(Λ))∩L∞(DT )∩L∞(0, T ;BV (Λ)).
6. Convergence and error estimate
The solution vǫN of the vanishing viscosity method (2.3) converges to the unique
entropy solution u of (1.1), and by Theorem 2.4,
‖u(·, t)− vǫN (·, t)‖L1(Λ) ≤ C
√
ǫN .
In this section we prove a similar error estimate between vǫN and the SVV approx-
imation uN .
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Theorem 6.1. Let (A.1)–(A.9) and (3.5) hold, uN be the solution of the SVV
method (2.3), and vǫN be the solution of (3.1). Then
‖uN(·, T )− vǫN (·, T )‖L1(Λ) ≤ C
√
ǫN .
A direct consequence of Theorems 2.4 and 6.1, is the following convergence and
error estimate for the SVV method.
Corollary 6.2. (Convergence with rate) Let (A.1)–(A.9) and (3.5) hold, uN be
the solution of the SVV method (3.1), and u be an entropy solution of (1.1). Then
‖u(·, T )− uN (·, T )‖L1(Λ) ≤ C
√
ǫN .
Proof of Theorem 6.1. Since vǫN is smooth, we can subtract equation (2.3) from
equation (3.1) to obtain
∂t(uN − vǫN ) + ∂x · (f(uN)− f(vǫN ))− Lµ[uN − vǫN ]− ǫN∆(uN − vǫN )
= −ǫN
d∑
j,k=1
∂jR
j,k
N ∗ ∂kuN + ∂x(I − PN )f(uN ).
As explained in the proof of Lemma 5.2, we can integrate such an inequality against
(a smooth approximation of) sgn(uN − vǫN ), to find that (after going to the limit)
d
dt
‖uN − vǫN ‖L1(Λ)
≤ ǫN
∥∥∥ d∑
j,k=1
∂jR
j,k
N (·, t) ∗ ∂kuN (·, t)
∥∥∥
L1(Λ)
+ ‖∂x · (I − PN )f(uN (·, t))‖L1(Λ).
By (3.7) with r = s = 1, (A.4), (A.5), and Lemma 5.2,
∥∥∥ d∑
j,k=1
∂jR
j,k
N (·, t) ∗ ∂kuN(·, t)
∥∥∥
L1(Λ)
≤
∥∥∥ d∑
j,k=1
∂jR
j,k
N (·, t)
∥∥∥
L1(Λ)
∥∥∥∂kuN (·, t)∥∥∥
L1(Λ)
≤ C mN (logN)d‖uN(·, t)‖BV (Λ) ≤ C ǫ−
1
2
N ,
so we can integrate in time to obtain
‖uN(·, t)− vǫN (·, t)‖L1(Λ) ≤ C
√
ǫN + ‖∂x · (I − PN )f(uN (·, T ))‖L1(DT )
≤ C
(√
ǫN + ‖∂x · (I − PN )f(uN (·, T ))‖L2(DT )
)
.
By (4.5),
‖∂x · (I − PN )f(uN(·, T ))‖L2(DT ) ≤ C KsN−(s1+
θ
2
) ≤ C KsN− θ2 = C√ǫN ,
since s1 = s(1− θ)− 1 > 0, cf. (4.7). The proof is now complete. 
7. An application: the fractional Burgers’ equation
In this section we apply the results of the previous sections to numerically solve
the fractional (or fractal) Burgers’ equation in Rd,
(7.1)
{
∂tu+ u
∑d
j=1 ∂xju = −(−∆)λ/2u, (x, t) ∈ DT ,
u(x, 0) = u0(x), x ∈ Λ,
where the fractional Laplacian term −(−∆)λ/2uN = Lπλ [uN ] and πλ has been
defined in (1.3). In this setting expression (3.4) becomes
Gπλ(ξ) = cλ
ˆ
|z|>0
eiξ·z − 1− iξ · z 1|z|<1
dz
|z|d+λ ,
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Figure 1. Solutions of system (7.3) with N = 256 and T = 0.5.
The piecewise constant initial datum is u0(x) = sgn(π − x).
with cλ = λΓ(
d+λ
2 )
(
2π
d
2
+λ Γ(1− λ2 )
)−1
, cf. [19]. We have the following result:
Proposition 7.1.
(7.2) Gπλ(ξ) =


− Cλ |ξ|λ for d = 1,
− Cλ |ξ|λ
ˆ
|y|=1
dSy for d > 1,
where Cλ = 2 cλ λ
−1
´∞
0
x−λ sinxdx > 0 and
´
|y|=1
dSy = 2π
d/2 Γ−1(d2 ).
The proof is given at the end of this section. In the above result and in the
following, dSy will denote the surface area measure of the unit sphere |y| = 1.
Expression (7.2) is the “Fourier symbol” of the fractional Laplace operator in our
periodic setting. When λ ∈ (0, 1), the integral Θλ =
´∞
0 x
−λ sinxdx is a generalized
Fresnel integral [29] with value
Θλ = Γ(1− λ) sin
(
π(1− λ)
2
)
.
When λ = 1, Θλ is a Dirichlet integral [24] and has value
π
2 . For λ ∈ (1, 2), the
integral Θλ has to be evaluated numerically since explicit formulas are not available.
Remark 7.2. By Proposition 7.1 there is a positive constant such thatˆ
Λ
Lπλ [uN(·, t)]uN (·, t) dx = −C
∑
|ξ|≤N
|ξ|λ|uˆξ(t)|2,
where right-hand side is a fractional Sobolev semi-norm [4]∑
|ξ|≤N
|ξ|λ|uˆξ(t)|2 = |uN (·, t)|2Hλ/2(Λ).
Simple energy estimates can then be used to show that the solutions of (7.1) be-
long to Hλ/2(Λ), which is more regularity than what can be expected for general
solutions of the pure Burgers’ equation (µ = 0).
PERIODIC FRACTIONAL CONSERVATION LAWS 17
0 1 2 3 4 5 6
−1.5
−1
−0.5
0
0.5
1
1.5
(a) λ = 1.6
0 1 2 3 4 5 6
−1.5
−1
−0.5
0
0.5
1
1.5
(b) λ = 1.1
0 1 2 3 4 5 6
−1.5
−1
−0.5
0
0.5
1
1.5
(c) λ = 0.6
0 1 2 3 4 5 6
−1.5
−1
−0.5
0
0.5
1
1.5
(d) λ = 0.1
Figure 2. Solutions of system (7.3) with N = 256, T = 0.5, and
ǫN = 0. The piecewise constant initial datum is u0(x) = sgn(π−x).
We now use the SVV method (3.1) to work out some approximate solutions of
the fractional Burgers’ equation (7.1) with d = 1. Hence f(u) = u2/2 and µ = πλ
in (3.1). We multiply both sides of (3.1) by e−iξ x, and integrate over (0, 2π) to
obtain the following system of ODEs
d
dt
uˆξ(t) +
iξ
2
∑
|p|,|q|≤N
p+q=ξ
uˆp(t) uˆq(t) + Cλ |ξ|λuˆξ(t) + ǫN1mN≤|ξ|≤N |ξ|2 Qˆξ(t) uˆξ(t) = 0,
(7.3)
where the Fourier coefficients Qˆξ satisfy the assumptions listed in Section 3 and are
chosen as in [30] (they vary continuously between zero and one). In our simulations
we have used a fourth order Runge-Kutta solver for (7.3).
The results of our numerical simulations can be found in Figure 1 and 2. The
results in Figure 1 confirm the convergence of our SVV approximation (7.3) for all
all values of λ ∈ (0, 2). In Figure 2 we have solved the (7.3) with ǫN = 0 (no spectral
vanishing viscosity). For λ > 1, convergence continues to hold, while for λ < 1,
convergence fails and spurious Gibbs oscillations appear. This is consistent with the
theoretical results for fractional conservation laws [2, 18]: These equations admit
smooth solutions for λ > 1 (the strong diffusion case), while shock discontinuities
may appear for λ < 1 (the weak diffusion case).
Proof of Proposition 7.1. Let us prove the case d = 1 first. By Euler’s formula,
eiξz = cos(ξz) + i sin(ξz), we find that
ˆ
|z|<1
eiξz − 1− iξz
|z|1+λ dz =
ˆ
|z|<1
cos(ξz)− 1
|z|1+λ dz + i
ˆ
|z|<1
sin(ξz)− ξz
|z|1+λ dz.
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Taylor expansions show that these integrals are finite. In fact, the sin-integral is
zero since the its integrand is odd. Integration by parts then leads to
ˆ
|z|<1
cos(ξz)− 1
|z|1+λ dz = 2
ˆ 1
0
cos(ξz)− 1
z1+λ
dz
= − 2
λzλ
(cos(ξz)− 1)
∣∣∣1
0
− 2ξ
λ
ˆ 1
0
sin(ξz)
zλ
dz
= − 2
λ
(cos(ξ)− 1)− 2ξ
λ
ˆ 1
0
sin(ξz)
zλ
dz.
Now we consider the integral over |z| > r. Again the imaginary part (the sine part)
is zero, and a computation like the one we performed above reveals thatˆ
|z|>1
eiξz − 1
|z|1+λ dz =
2
λ
(cos(ξ)− 1)− 2ξ
λ
ˆ ∞
1
sin(ξz)
zλ
dz.
Note the + sign of the cosine-term! We add these two equations and find that
Gπλ(ξ) = −2ξcλ
λ
ˆ ∞
0
sin(ξz)
zλ
dz.
The integral
´∞
0
z−λ sin(ξz) dz is finite and positive for all λ ∈ (0, 2) (cf. [16] for
details). Whenever ξ > 0, we can use the change of variable ξz → x to deduce thatˆ ∞
0
sin(ξz)
zλ
dz = ξλ−1
ˆ ∞
0
sinx
xλ
dx
and thus
Gπλ(ξ) = −2cλ
λ
ξλ
ˆ ∞
0
sinx
xλ
dx.
When ξ < 0, we use the relation sin(−ξx) = − sin(ξx) to obtain
Gπλ(ξ) = −2cλ
λ
|ξ|λ
ˆ ∞
0
sinx
xλ
dx,
and the conclusion for d = 1 follows.
When d > 1 we use polar coordinates x = ry for r > 0 and |y| = 1, and we find
that ˆ
|z|<1
eiξ·z − 1− iξ · z
|z|d+λ dz =
ˆ
|y|=1
ˆ 1
0
cos(ξ · y r) − 1
rd+λ
rd−1dr dSy,
ˆ
|z|>1
eiξ·z − 1
|z|d+λ dz =
ˆ
|y|=1
ˆ ∞
1
cos(ξ · y r) − 1
r1+λ
dr dSy.
Proceeding as in the d = 1 case for the r-integral with y fixed, we find that
Gπλ(ξ) = −2cλ
λ
ˆ
|y|=1
|ξ · y|λ dSy
ˆ ∞
0
sinx
xλ
dx
= −2cλ
λ
|ξ|λ
ˆ
|y|=1
∣∣∣∣ ξ|ξ| · y
∣∣∣∣
λ
dSy
ˆ ∞
0
sinx
xλ
dx.
By symmetry, the value of the y-integral is the same for any ξ. Therefore,
ˆ
|y|=1
∣∣∣∣ ξ|ξ| · y
∣∣∣∣
λ
dSy =
ˆ
|y|=1
|y · y|λ dSy =
ˆ
|y|=1
dSy.
The proof for the case d > 1 is now complete. 
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8. Extension to asymmetric measures µ
In this section we show how to modify the arguments of the previous sections
to obtain results for a large class of non-symmetric measures µ including all the
Le´vy measures used in finance. A careful look at the previous arguments shows
that symmetry of µ is used for the sole purpose of having a sign of the fractional
term in the energy inequality (see (4.14)) in order to prove Theorems 4.1 and 4.2.
This fractional term is¨
DT
Lµ[uN ] ∂2αx uN dxdt =
∑
|ξ|≤N
Gµ(ξ) |ξα|2
ˆ T
0
|uˆξ(t)|2 dt,(8.1)
and it is non-positive when µ is symmetric. In the general case the sign of the
fractional term (8.1) is unknown, but everything still works if we assume that
µ = µs + µn,
for µs, µn satisfying (1.6) (i.e. we assume (1.5) and (1.6)). Note that in this case,
we may split the weights in (3.4) into their symmetric and non-symmetric parts,
Gµ(ξ) = Gµs(ξ) +Gµn(ξ),
where Gµs(ξ) is again real and non-positive, and by (1.6),
|Gµn(ξ)| =
∣∣∣∣
ˆ
|z|>0
eiξ·z − 1− iξ · z 1|z|<1 dµn(z)
∣∣∣∣ ≤ Cn(1 + |ξ|).(8.2)
The main result of this section is the following:
Theorem 8.1. (Convergence with rate) Let (A.1)–(A.9), (1.5) and (1.6) hold, uN
be the solution of the SVV method (3.1), and u be an entropy solution of (1.1).
Then,
‖u(·, T )− uN (·, T )‖L1(Λ) ≤ C
√
ǫN .
To prove this result, we have to modify the arguments of the previous sections.
In view of the above discussion the key result to obtain is a version of Theorem 4.1
for measures µ satisfying (1.5) and (1.6):
Theorem 8.2. Assume (A.1)–(A.7), (1.5), (1.6) hold, and let uN be the solution
of the SVV approximation (3.1). Then there exists a constant B˜s (proportional to
1 + Πsk=1Ks for s ≥ 1 and to ‖uN‖L∞ for s = 0, see Theorem 4.1) such that
ǫsN‖∂sxuN (·, t)‖L2(Λ) + ǫs+
1
2
N ‖∂s+1x uN‖L2(DT ) ≤ B˜s + 4ǫsN‖∂sxuN(·, 0)‖L2(Λ).
We prove this result at the end of this section. Now if we also assume that (A.8)
and (A.9) hold, then it easily follows that Theorem 4.2 still holds if we replace Bs
by B˜s. At this point the reader may easily check that all the other results also hold
if we everywhere replace Bs by B˜s – and hence Theorem 8.1 follows.
Remark 8.3. A Le´vy measure µ defined by
dµ = g(z) dπλ(z),
(see (1.4)) can be written as µ = µs + µn where
dµs = g(z) ∧ g(−z) dπλ and dµn = [g(z)− g(z) ∧ g(−z)] dπλ.
Note that µs, µn ≥ 0, µs is symmetric, and that µn satisfies the integrability con-
dition in (1.6) if g is locally Lipschitz: Let gn(z) = g(z) − g(z) ∧ g(−z) and note
that gn(0) = 0, hence gn(z) = |gn(z)− gn(0)| ≤ C |z| for |z| < 1.
We now show how to modify the proof of Theorem 4.1 to prove Theorem 8.2.
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Proof of Theorem 8.2. Once again we use the shorthand ‖ · ‖ instead of ‖ · ‖L2(Λ),
and rewrite the SVV approximation (3.1) as in (4.9) and (4.10). Note that (5.1)
and (5.2) holds for general measures µ, so we find thatˆ
Λ
Lµ[uN ]uN dx ≤
ˆ
Λ
Lµ[u2N ] dx = 0.
Hence, spatial integration of (4.10) against uN yields
1
2
d
dt
‖uN‖2 + ǫN ‖∂xuN‖2
≤ ǫN‖uN‖
∥∥∥∥
d∑
j,k=1
∂j∂kR
j,k
N ∗ uN
∥∥∥∥+
d∑
j=1
‖∂juN‖‖(I − PN )fj(uN )‖,
and the conclusion in the case s = 0 follows exactly as in the first part of the proof
of Theorem 4.1.
Now let s > 0, and note that by (8.2) and Young’s inequality,ˆ
Λ
∂2αx uN Lµn [uN ] dx =
∑
|ξ|≤N
(−iξ)2αGµn(ξ) |uˆξ(t)|2
≤
∑
|ξ|≤N
Cn
(
1 + |ξ|
)
|ξα|2 |uˆξ(t)|2
≤
∑
|ξ|≤N
(
Cn +
ǫN
4
|ξ|2 + C
2
n
ǫN
)
|ξα|2|uˆξ(t)|2.
If we take this into account and perform spatial integration of (4.9) against ∂2αx uN
for some multi-index α, we find the following modified version of (4.11),
1
2
d
dt
‖∂αx uN‖2 −
∑
|ξ|≤N
Gµs(ξ)|ξα|2|uˆξ(t)|2 + 3 ǫN
4
‖∂αx ∂xuN‖2
≤ ǫN‖∂αx uN‖
∥∥∥∥
d∑
j,k=1
∂j∂kR
j,k
N ∗ ∂αx uN
∥∥∥∥
+ ‖∂αx ∂xuN‖‖∂|α|−1x ∂x · PNf(uN)‖+
2C2n
ǫN
‖∂αx uN‖2.
As in the proof of Theorem 4.1, we now use (3.8) and Young’s inequality to bound
the first and second term on the right hand side. The result is that
1
2
d
dt
‖∂αx uN‖2 −
∑
|ξ|≤N
Gµs(ξ)|ξα|2|uˆξ(t)|2 + ǫN
2
‖∂αx ∂xuN‖2
≤ C ‖∂αx uN‖2 +
1
ǫN
‖∂|α|x PNf(uN)‖2 +
2C2n
ǫN
‖∂αxuN‖2.
Now we sum over all |α| = s to find that
1
2
d
dt
‖∂sxuN‖2 −
∑
|α|=s
∑
|ξ|≤N
Gµs(ξ)|ξα|2|uˆξ(t)|2 + ǫN
2
‖∂s+1x uN‖2
≤ C ‖∂sxuN‖2 +
ds
ǫN
‖∂sxPNf(uN )‖2 +
2C2n
ǫN
‖∂sxuN‖2.
Thanks to (4.1) and (4.2),
‖∂sxPNf(uN )‖ ≤ Ks ‖∂sxuN‖+
Ks+1
N
‖∂s+1x uN‖,
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and hence
1
2
d
dt
‖∂sxuN‖2 −
∑
|α|=s
∑
|ξ|≤N
Gµs(ξ)|ξα|2|uˆξ(t)|2 +
(
ǫN
2
− 2d
sK2s+1
N2ǫN
)
‖∂s+1x uN‖2
≤
(
C +
2C2n + 2d
sK2s
ǫN
)
‖∂sxuN‖2 ≤
2C2n + 3d
sK2s
ǫN
‖∂sxuN‖2,
where the last inequality holds for N big enough.
To conclude, we use (A.7) to obtain
1
2
‖∂sxuN (·, t)‖2 −
∑
|α|=s
∑
|ξ|≤N
Gµs(ξ)|ξα|2
ˆ t
0
|uˆξ(τ)|2 dτ + ǫN
4
‖∂s+1x uN‖2L2(DT )
≤ 2C
2
n + 3d
sK2s
ǫN
‖∂sxuN‖2L2(DT ) +
1
2
‖∂sxuN(·, 0)‖2.
The proof is now complete since by induction on s,
‖∂sxuN‖2L2(DT ) ≤ C B˜2s−1ǫ
−(2s−1)
N .

Appendix A. Proof of Theorem 2.2
Let us take ϕ = ψ(x, y, t, s), u = u(x, t) and v = v(y, s). We set k = v(y, s) in
the entropy inequality for u(x, t), and integrate over all (y, s) ∈ QT to obtain
¨
DT
¨
DT
η(u(x, t), v(y, s)) ∂tψ(x, y, t, s)
+ q(u(x, t), v(y, s)) · ∂xψ(x, y, t, s)
+ η(u(x, t), v(y, s))L∗,µr [ψ(·, y, t, s)](x)
+ η′(u(x, t), v(y, s))Lµ,r [u(·, t)](x)ψ(x, y, t, s)
+ η(u(x, t), v(y, s)) γrµ · ∂xψ(x, y, t, s) dxdt dy ds ≥ 0.
In the entropy inequality for v(y, s), we set k = u(x, t) and integrate with respect
to (x, t) to find that
¨
DT
¨
DT
η(u(x, t), v(y, s)) ∂sψ(x, y, t, s)
+ q(u(x, t), v(y, s)) · ∂yψ(x, y, t, s)
+ η(u(x, t), v(y, s))L∗,µr [ψ(x, ·, t, s)](y)
− η′(u(x, t), v(y, s))Lµ,r [v(·, s)](y)ψ(x, y, t, s)
+ η(u(x, t), v(y, s)) γrµ · ∂yψ(x, y, t, s) dy ds dxdt ≥ 0.
In the following we need the R2d-operators
L˜µ,r [φ(·, ·)](x, y) =
ˆ
|z|>r
φ(x + z, y + z)− φ(x, y) dµ(z),
L˜∗,µ,r[φ(·, ·)](x, y) =
ˆ
|z|>r
φ(x − z, y − z)− φ(x, y) dµ(z).
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With these definitions in mind, we add the two inequalities above and change the
order of integration to find that¨
DT
¨
DT
η(u(x, t), v(y, s)) (∂t + ∂s)ψ(x, y, t, s)
+ q(u(x, t), v(y, s)) · (∂x + ∂y)ψ(x, y, t, s)
+ η(u(x, t), v(y, s))L∗,µr [ψ(·, y, t, s)](x)
+ η(u(x, t), v(y, s))L∗,µr [ψ(x, ·, t, s)](y)
+ η′(u(x, t), v(y, s)) L˜µ,r [u(·, t)− v(·, s)](x, y)ψ(x, y, t, s)
+ η(u(x, t), v(y, s)) γrµ · (∂x + ∂y)ψ(x, y, t, s) dw ≥ 0.
Here and in the following we use the shorthand dw = dxdt dy ds. Note that
η′(u(x, t), v(y, s)) L˜µ,r [u(·, t)− v(·, s)](x, y) ≤ L˜µ,r[η(u(·, t), v(·, s))](x, y).
Moreover, using the change of variables (x, y)→ (x− z, y − z),¨
DT
¨
DT
ψ(x, y, t, s) L˜µ,r[η(u(·, t), v(·, s))](x, y) dw
=
ˆ
|z|>r
ˆ T
0
ˆ
z+Λ
ˆ T
0
ˆ
z+Λ
η(u(x, t), v(y, s))ψ(x − z, y − z, t, s) dw dµ(z)
−
ˆ
|z|>r
¨
DT
¨
DT
η(u(x, t), v(y, s))ψ(x, y, t, s) dw dµ(z),
which by periodicity and the definition of L˜∗,µ,r equals toˆ
|z|>r
ˆ T
0
ˆ
Λ
ˆ T
0
ˆ
Λ
η(u(x, t), v(y, s))ψ(x − z, y − z, t, s) dw dµ(z)
−
ˆ
|z|>r
¨
DT
¨
DT
η(u(x, t), v(y, s))ψ(x, y, t, s) dw dµ(z)
=
¨
DT
¨
DT
η(u(x, t), v(y, s)) L˜∗,µ,r [ψ(·, ·, t, s)](x, y) dw.
Therefore we have proved so far that¨
DT
¨
DT
η(u(x, t), v(y, s)) (∂t + ∂s)ψ(x, y, t, s)
+ q(u(x, t), v(y, s)) · (∂x + ∂y)ψ(x, y, t, s)
+ η(u(x, t), v(y, s))L∗,µr [ψ(·, y, t, s)](x)
+ η(u(x, t), v(y, s))L∗,µr [ψ(x, ·, t, s)](y)
+ η(u(x, t), v(y, s)) L˜∗,µ,r [ψ(·, ·, t, s)](x, y)
+ η(u(x, t), v(y, s)) γrµ · (∂x + ∂y)ψ(x, y, t, s) dw ≥ 0.
We now send r → 0, remembering the definition of γrµ and defining
L˜∗,µ[φ(·, ·)](x, y)
=
ˆ
|z|>0
φ(x− z, y − z)− φ(x, y) + z · (∂x + ∂y)φ(x, y)1|z|<1 dµ(z).
The result is¨
DT
¨
DT
η(u(x, t), v(y, s)) (∂t + ∂s)ψ(x, y, t, s)
+ q(u(x, t), v(y, s)) · (∂x + ∂y)ψ(x, y, t, s)
+ η(u(x, t), v(y, s)) L˜∗,µ[ψ(·, ·, t, s)](x, y) dw ≥ 0.
(A.1)
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To conclude, we show how to derive the L1-contraction (2.2) from this inequality
by choosing the test function ψ as
ψ(x, y, t, s) = ωˆρ
(
x− y
2
)
ωδ
(
t− s
2
)
φ(t), ρ, δ > 0,(A.2)
where ωδ(τ) =
1
δ ω(
τ
δ ) for a nonnegative ω ∈ C∞c (R) satisfying
ω(−τ) = ω(τ), ω(τ) = 0 for all |τ | ≥ 1, and
ˆ
R
ω(τ) dτ = 1,
while ωˆρ(x) = ω¯ρ(x1) · · · ω¯ρ(xd) with ω¯ρ(·) such that
ω¯ρ(τ) =
∑
k∈Z
ωρ(τ + 2πk).
Note that ωˆρ is periodic in each coordinate direction. By a direct computation,
(∂t + ∂s)ψ(x, y, t, s) = ωˆρ
(
x− y
2
)
ωδ
(
t− s
2
)
φ′(t),
(∂x + ∂y)ψ(x, y, t, s) = 0,
L˜∗[ψ(·, ·, t, s)](x, y) = 0.
Thus, with this test function ψ at hand, inequality (A.1) becomes¨
DT
|u(x, t)− v(y, s)| ωˆρ
(
x− y
2
)
ωδ
(
t− s
2
)
φ′(t) dw ≥ 0.(A.3)
We then go to the limit as (ρ, δ)→ 0 to find that¨
DT
|u(x, t)− v(x, t)|φ′(t) dxdt ≥ 0.(A.4)
To conclude the proof we now take φ = χµ for
χµ(t) =
ˆ t
−∞
(ωµ(τ − t1)− ωµ(τ − t2)) dτ, 0 < t1 < t2 < T.(A.5)
Loosely speaking, the function χµ is a smooth approximation of the indicator func-
tion 1(t1,t2) which is zero near t = 0 and t = T for µ > 0 small. Since
χ′µ(t) = ωµ(t− t1)− ωµ(t− t2),
inequality (A.4) reduces to¨
QT
|u(x, t)− v(x, t)|ωµ(t− t2) dt dx ≤
¨
QT
|u(x, t)− v(x, t)|ωµ(t− t1) dt dx.
By the integrability of u and v and Fubini’s theorem, the function
Φ(t) =
ˆ
Λ
|u(x, t)− v(x, t)| dx ∈ L1(0, T ),
and we may write the above inequality as a convolution
Φ ∗ ωµ(t2) ≤ Φ ∗ ωµ(t1).
By standard properties of convolutions, Φ ∗ ωµ(t)→ Φ(t) a.e. t as µ→ 0. Hence,
‖(u− v)(·, t2)‖L1(Λ) ≤ ‖(u− v)(·, t1)‖L1(Λ) for a.e. t1, t2 ∈ (0, T ).
Finally, the theorem follows from renaming t2 and using part iii) in Definition 2.1
to send t1 → 0.
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Appendix B. Proof of Theorem 2.4
The vanishing viscosity problem (2.3) has a unique classical solution uǫ for ε > 0,
see Remark 2.6. If we multiply (2.3) by η′(uǫ) for any smooth convex function η, use
standard manipulations on the conservation law part combined with the inequalities
η′(uǫ)Lµ[uǫ] = η′(uǫ)
(
Lµr [uǫ] + Lµ,r[uǫ]
)
≤ Lµr [η(uǫ)] + η′(uǫ)Lµ,r [uǫ],
η′(uǫ)∆uǫ = ∆η(uǫ)− ǫ η′′(uǫ)|∂xuǫ|2 ≤ ∆η(uǫ),
we find, after integration against any nonnegative test function φ, that uǫ satisfies
the (entropy) inequality
¨
DT
η(uǫ, k) ∂tϕ+ q(uǫ, k) · ∂xϕ+ η(uǫ, k)L∗,µr [ϕ] + η′(uǫ, k)Lµ,r[uǫ]
+ η(uǫ, k) γ
r
µ · ∂xϕ+ ǫ η(uǫ, k)∆ϕ dxdt ≥ 0.
From this inequality we proceed as in the proof of the L1-contraction (Theorem
2.2). We take u = u(x, t), uǫ = uǫ(y, s), and find the inequalities
¨
DT
¨
DT
η(u(x, t), uǫ(y, s)) ∂tψ(x, y, t, s)
+ q(u(x, t), uǫ(y, s)) · ∂xψ(x, y, t, s)
+ η(u(x, t), uǫ(y, s))L∗,µr [ψ(·, y, t, s)](x)
+ η′(u(x, t), uǫ(y, s))Lµ,r[u(·, t)](x)ψ(x, y, t, s)
+ η(u(x, t), uǫ(y, s)) γ
r
µ · ∂xψ(x, y, t, s) dw ≥ 0.
and ¨
DT
¨
DT
η(u(x, t), uǫ(y, s)) ∂sψ(x, y, t, s)
+ q(u(x, t), uǫ(y, s)) · ∂yψ(x, y, t, s)
+ η(u(x, t), uǫ(y, s))L∗,µr [ψ(x, ·, t, s)](y)
− η′(u(x, t), uǫ(y, s))Lµ,r [uǫ(·, s)](y)ψ(x, y, t, s)
+ η(u(x, t), uǫ(y, s)) γ
r
µ · ∂yψ(x, y, t, s) dw
+ ǫ η(u(x, t), uǫ(y, s))∆yψ(x, y, t, s) dw ≥ 0.
As in the proof of Theorem 2.2, we add and manipulate these to get (see (A.1))
¨
DT
¨
DT
η(u(x, t), uǫ(y, s)) (∂t + ∂s)ψ(x, y, t, s)
+ q(u(x, t), uǫ(y, s)) · (∂x + ∂y)ψ(x, y, t, s)
+ η(u(x, t), uǫ(y, s)) L˜∗,µ[ψ(·, ·, t, s)](x, y)
+ ǫ η(u(x, t), uǫ(y, s))∆yψ(x, y, t, s) dw ≥ 0.
We now take the test function ψ as in (A.2) and find that (see (A.3))
−
¨
DT
¨
DT
|u(x, t)− v(y, s)| ωˆρ
(
x− y
2
)
ωδ
(
t− s
2
)
φ′(t) dw
≤ ǫ
¨
DT
¨
DT
η(u(x, t), uǫ(y, s))∆yψ(x, y, t, s) dw.
(B.1)
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After an integration by parts, the right-hand side (R.H.S.) is bounded by
R.H.S. ≤ ǫ
¨
DT
¨
DT
∣∣∣∂y|u(x, t)− uǫ(y, s)|∣∣∣∣∣∣∂yψ(x, y, t, s)∣∣∣ dw
≤ ǫ
¨
DT
¨
DT
|∂yuǫ(y, s)| |∂yψ(x, y, t, s)| dw
≤ CT |u0|BV (Λ)
ǫ
ρ
,
where the last inequality is a consequence of the estimate |uε(·, t)|BV (Λ) ≤ |u0|BV (Λ)
and (A.2).
To estimate the left hand side (L.H.S.) of (B.1), note that
− |uǫ(y, s)− u(x, t)|φ′(t)
≥ −|uǫ(x, t)− u(x, t)|φ′(t)− |uǫ(x, s)− uǫ(x, t)||φ′(t)| − |uǫ(y, s)− uǫ(x, s)||φ′(t)|,
and that¨
DT
¨
DT
|uǫ(x, s)− uǫ(x, t)| ωˆρ
(
x− y
2
)
ωδ
(
t− s
2
)
|φ′(t)| dw δ→0−→ 0
and¨
DT
¨
DT
|uǫ(y, s)− uǫ(x, s)| ωˆρ
(
x− y
2
)
ωδ
(
t− s
2
)
|φ′(t)| dw ≤ C T |u0|BV ρ.
Hence we conclude after sending δ → 0 that
−
¨
DT
|uǫ(x, t) − u(x, t)|φ′(t)dxdt − Cρ ≤ L.H.S. (≤ R.H.S.).
The results then follows by setting ρ =
√
ǫ and φ = χµ as in (A.5), and conclude
as in the proof of Theorem 2.2: Sending µ → 0, setting t2 = t, and using part iii)
in Definition 2.1 to send t1 → 0.
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