ABSTRACT Web-based applications are a well-known platform to exchange information between Internetusers. However, in this modern world, the processing of huge information or Big-Data such as web news or web advertisement of product information through users is the main challenge. In another side, such web applications are the most accessible media for users to get up-to-date information. Equally, these applications need huge computation in terms of spaces and times as well as they drain the battery power of the users' mobile devices. Therefore, one of the solutions to mitigate these challenges is to mine or extract specific information based on specific features. Furthermore, the features will be the users' behavior or retrieved information from different sources. This article aims at designing and carrying out a web application to extract news information using new features such as geolocation and time information as well as showing a comparative study on three different mining techniques. The application can run on different devices including Laptops, Smartphones, and Tablets. Moreover, the application can retrieve information features accordingly. Then, the obtained information could be used as a basis for starting or as input for the data-mining techniques, including K-Nearest-Neighbor (k-NN), decision tree and deep-learning recurrent neural network (such as Long Short-Term Memory 'LSTM'). These techniques are separately implemented and they are compared in terms of time/space complexity and classification accuracy. The obtained results show that the mining accuracy via k-NN is the worst one (∼85%) and takes much more time, while the mining accuracy through using LSTM is the best one and its accuracy is around (∼94%), when location information is used.
I. INTRODUCTION
The demand of Internet users to use applications and services is growing up year by year. This is because; the users through Internet services manage their daily life requirements. The services are billing, transportation services, communication and entertainment, shopping and getting up-to-date information [1] . Most of these applications could be implemented and run based on web-approaches. Therefore, web-based applications are the well-known platform to exchange information between Internet-users [2] . However, the main issue of these applications is the processing of huge information or BigData including today's web news or web advertisement of product information through the users.
On the other hand, such web applications are the most accessible media for users to get up-to-date information. Equally, these applications need huge computation in terms of space and time, as well as they drain the battery power of the users' devices including Smartphone, Tablet, and Laptops. Furthermore, due to accessing the huge number of information records, the global and local networks on Internet face a big volume of load or network traffic [3] . Therefore, one of the solutions to mitigate these challenges is to minimize information records or extract specific information records based on specific features.
The process of extracting information in a big volume of data based on some criteria, i.e. big database, is known as mining or Data-Mining [4] . The mining process is to select patterns in a large number of information records by using a set of methods at the intersection of statistical method, database-engine, and machine learning algorithms. In addition, in most of the applications, the data-mining process needs pre-processing and post-processing techniques. However, the quality of the data-mining results is based on the specified features. These features are depending on the nature of the applications. For example, in the webmining applications, the features are the web contents, users' behavior, links, frequently visiting web-pages, blogging data etc. [5] .
This article focuses on web-mining based on new features such as geolocation and time of using the applications via users. Using such features is totally different from the aforementioned features since these new features are not related to the users' behavior. In addition, when the user runs the proposed approach; location and time features are automatically retrieved from the users' devices. This means that the proposed approach doesn't need to interact the users to learn the application. Instead, the proposed approach insight the application is responsible to do the mining process or reducing the amount of the records based on the current location (or nearby locations' information-records) and timing schedules (if it is available). Further, the main contribution of this article is to: 1) use new features in web news mining such as location and time information to reduce time and space complexity, 2) present a comparative study on using three well-known classification techniques including k-NN, decision tree and deep leaning recurrent neural network (using long-short-term-memory 'LSTM' algorithm).
The rest of this article is structured as the following: section II presents and lists the investigation of the current solutions. In section III, the proposed approach and using the three classifications are explained in detail. This is followed by section IV which illustrates the obtained results through a set of trial experiments. Section V concludes the overall work in some interesting points. Finally, required & possible work and future trends are listed in section VI.
II. CURRENT SOLUTIONS
Several types of research have been performed to apply different machine learning algorithms or rule-based algorithms to enhance web mining accuracy. This section is to identify the gap of the web mining solutions and what are the strength and weakness points in terms of time & space complexity and the accuracy of the applied algorithms.
The web blog is one of the new important features in today's' web applications, specifically web2 (e.g. social networks) [6] . Internet users can share their diaries, daily activities, information, and their ideas through web blogs. Further, as it can be noted that there are different categories of web blogs including cultural, social, political, scientific, and so on. Therefore, further types of research could develop a web blogger classification according to the categories to identify users/visitors and their thoughts. Thus, through such classifications web bloggers can understand the ideas and requirements of the users as well as get familiar with their people and communities. In [7] , a new hybrid method (combined of k-nearest neighbor 'k-NN' and artificial neural network 'ANN' techniques) has been proposed to classify web bloggers. A set of scenarios and experiments has been conducted on Kohkiloye and Boyer Ahmad Province bloggers' dataset.
The obtained accuracy of the hybrid classification technique is up to 89.4%.
The content of the website or web applications widely and broadly defines different types of information such as the topics or individual items which are used to deliver specific information [8] . Generally, web content could be any individual item in the form of images, object files, structured information (such as table and map) , text, audio, and video. Such information publicly exists on the websites. Further, such items could be used to measure the interesting level of its websites or web applications via Internet users. There are various ways to measure the popularity or interesting web content such as number of views (which is the classical way), rating, feedback, comments and the number of itemsharing in a circle way (as it is available in the social networks like YouTube, Facebook or Twitter) [9] . For example, in [10] , a probabilistic-based rule has been used to measure the rank of sharing videos. Several types of sharing videos has been tracked, including none-social videos and social videos. Through performing and analyzing a set of experiments via the video-content ranking of the YouTube channels, search field or via the URL links of 100 websites. With the obtained results, it can be noticed that the popularity of social videos are highly rising to and falling from quickly sheared in a viral way than the none-social videos.
In another side, e-commerce activities have been increased from the modern companies, industries and organizations in terms of large volume of data and business trend [11] . Several recommendation systems have been developed for this purpose. However, there are many limitations existing with the traditional product recommendation systems such as 1) providing recommended items slowly due to increasing a large number of customers and products, 2) the issue of binary transactions based on users' clickstream i.e. whether the item is purchased or not, while some new essential items still could not be recommended via the classical systems, 3) another issue is to retargeting items which are already stored in the users' cart or purchased box. To tackle such issues, [12] new dynamic recommendation systems based on multiple techniques have been proposed including the productbased technique for unregistered users, the user-based technique for registered users and action-based technique using the behavior of the users (registered or unregistered). The system, before starting the recommendation process, started to clean the collected data. The data is collected from the web blog files which contained the time of staying on the webpage, frequent visits, product name & product category, IP-address or username. The new feature which differentiates this system from traditional systems is that the data is dynamic. To evaluate the system, three different metrics are proposed: user interest, frequent visit and similarity measure. The promised accuracy of results is obtained from the actionbased technique which is up to 82%.
Web news portals have great impacts on our daily life activities [13] . The content of today's web news portal is dynamic and it is rapidly changed in a short period of time [14] .
Further, extracting hot and interest news form a large number of news for the portal users are very important so that the website will attract the users to increase the visiting number by the users. In [15] , a backpropagation neural network (BPNN) has been developed to mining web news form the big portal news such as BBC news website. The network is a multi-layer type and the weights of the network are iteratively updated. During the training phase, the records of the news likely become the input of the network. Once, the network is learned, then in the test phase, when any news is inserted into the website, it will be classified according to the trained classes. The class-examples are entertainment news, health news, business news and etc. In such manner, when the users visited the website, the number of the big news records will be reduced accordingly, since they are classified and the users will select the interesting news rather than search and browse all the news. Thus, the time complexity will be reduced as well.
After having surveyed state of the art techniques and solutions on web mining approach, the following investigations have been established: ± Obtained accuracy of current web mining solution is varying according to the features or the attributes which have been used in implemented web mining techniques.
±
The precision and accuracy of the developed algorithms still need further enhancement.
The performance in terms of time and space complexity needs further improvements since day by day the volume of the web content will be larger. Due to these issues, currently, web mining solutions do not provide accurate mining approach on different applications anywhere, anytime. To achieve this, this article developed an automotive web mining approach and gave a comparison between different classification techniques. The proposed solution is a good candidate for most of the web applications, specifically for the application which includes web news documents. This is because: ± To provide a stable classification for multi-purposes, i.e. the proposed solution supplies classification for news portal (in various applications). ± Various information categories within a big context of data will be used to provide accurate classification, i.e. uses a new feature such as geolocation information to classify the web news documents according to the users' demographic information. ± Using time information feature, as well, to learn the web application in order to further reduce web news documents so that the users will receive the recommended objects (e.g. news) within shorter period of time. Thus, this will reduce time and space complexity issue.
III. THE PROPOSED APPROACH
In this section, only the designs of the proposals are illustrated step by step, respectively. The general block diagram of the proposed approaches is illustrated in figure 1 .
To give an understandable vision, first, second and third steps are explained together in a single subsection called preprocessing step. While the fourth and fifth steps are explained in another subsection called the design of the classification technique. However, the design of the classification techniques for the web news mining approach is illustrated separately.
A. THE PREPROCESSING STEP
The proposed approach needs the preliminary step which is known as data or text preprocessing step. At the beginning of the step, there should be a collection of documents which are representing web news. In this research, four different categories of web news from different locations (i.e. website sources) are collected.
For web news mining approach, and as it is well-known that the web news is presented by the web content, therefore, removing HTML or XML tags and text noises are needed. Further, web news could be long news or short news as well as contains huge text-noise which effects of the mining process, negatively. For example, for cleaning and integrating/transforming web news documents, the following processes could be applied:
±
Cleaning the web news document from HTML and XML tags. ± Removing words which are added noise into the web news documents such as ''is'', ''or'', ''the'' and etc. Since these words exist in all the documents within different categories. ± Getting out the punctuations and special symbols including '.', '$', '@' and etc. ± Transforming the content words into a unique case, for example, changing all capital word or words started by capital letter into the lower case words. I.e. changing Google or GOOGLE into google. ± Tokenizing the web news documents into the set of tokens (meaningful words). Since the classification techniques are work on the representative words or tokens. ± Removing some infrequent words in the web news documents. The number of the frequent words as threshold could be fixed out (for example if the word repeated only two times will be removed and labeled as an infrequent word). ± Removing short-length words or long-length words.
If the length of the words (for example 'vs', 'LO' and etc.) is 2 or less than 2 does not mean anything in terms of the categorizing the web news document. And, long-length words (such as 'internationalization') could be removed in the same purpose. ± Transforming the content words into a unique form, for example, getting base word from present continues and other forms. I.e. getting ''study'' and ''studying''. This process could be done by applying the Porter-Stemmer normalization Algorithm [16] . ± After apply the above processes, might be some documents will be empty of words or tokens due to performing the removing or cleaning processes. Therefore, there should be a function to get out the empty documents.
The general block diagram of the pre-processing step of the web news documents is shown in figure 2 . Once, all these processes are performed, and then cleaned documents should be ready for representing a knowledgeable data. However, the cleaned documents still need to transform into an environment that the classification techniques could understand the documents as the input.
For web news classification, the tokenized documents (i.e. the set of words or tokens) could be transformed into the number times that each word appears in the document of the collected dataset. Table 1 displays ten web news documents.
When the transformation function is applied (after the preprocessing functions), then the counts for the words for each document will be as shown in table 2. This process is to make a table (or matrix) so that the documents are able to compare with the other documents in the dataset during the classification process. More processes could be applied to the generated matrix/table to produce much more cleaned documents. For example, those words which do not appear more than two times could be removed in the matrix. However, when this process is performed, some of the documents might be empty, therefore, again, the matrix should be checked out from the empty rows or document, if there are, they should be removed from the matrix. Finally, such a knowledgeable matrix or table could be used as the input rows of the classification technique for the purpose of mining approaches.
B. THE CLASSIFICATION TECHNIQUES
In this article, three different classification techniques are used to do web mining purposes. The techniques include k-Nearest-Neighbor (k-NN), Decision Tree (DT) and Artificial Neural Network (ANN). To this end, the designs of the techniques are explained separately in the next subsections.
However, to illustrate the design of the techniques, there should be represented data for the purpose of the classification. As it is well-known, for the classification process, two different data sets are needed such as training dataset and test dataset. The training dataset is used to learn or to train the model of the classification, so that the model has able to predict the class of any new record/document (from the test dataset). This means that the training dataset should include two different attributes such as the text and the class/category. However, for the proposed web news approach, a new additional feature such as the location of the news is already included in the training dataset. However, the test dataset includes only the web new text.
For example, in this work, the training dataset includes four attributes or features as shown in table 3. But for the test dataset, only there is single attribute or feature which is the text of the web news, as shown in table 4. According to the proposed approach, the new feature which is the location of the web news is added to the purpose of reducing the time and/or space complexity. The whole idea of such a reduction is explained in the next section. Note: web news documents in both tables are displayed before passing the pre-processing step. Therefore, when they are used to the classification purpose, they should be passed through the preprocessing steps, as it is mentioned in the previous section. 
1) K-NN CLASSIFICATION TECHNIQUE
The k-NN technique is the easiest technique for understanding and simplest technique to design and to implement for the classification purposes [17] . In this research study, the k-NN technique for the web news documents mining approach is used as a classification algorithm. The algorithm is started by getting a set of documents from the training dataset as well as passes the documents through the pre-processing step, as shown in figure 3 . Then, build the model of the k-NN based on: 1) Calculate the distance (I.e. Euclidian distance) between each training dataset documents and the new document from the test dataset (the test dataset documents should be passed through the pre-processing step as well!). In addition to that, to estimate the Euclidian distance between any two web news documents is express in equation 1 [18] .
where, d j is the measured Euclidean distance between the online/current web news document values (WN c ) and the predefined web news documents values (WN o ).
2) Thereafter, the calculated distances are sorted (ascendingly) from the smallest one to the biggest one. Note: the distance is computed on the tokenized documents on both sides (i.e. the training and test datasets). As it is mentioned in the previous subsection, the tokenized documents include the number of each repeated words and corresponding text word.
3) Then, the k nearest documents based on the k smallest distances values are selected. Selecting the value of k value is explained and analyzed in detail, in the next chapter. 4) Finally, the corresponding class or category of the selected documents will be the predicted class of the test document. This process will be the same and continues for all the test dataset documents.
2) DECISION TREE TECHNIQUE
The decision tree is a powerful and popular technique for the purpose of prediction and classification [19] . The Decision tree is working by given a set of training cases/objects and their attribute values, and then it is trying to determine the target attribute value of the new examples. When the technique is applied to a set of training objects, a tree is constructed, and then the tree could be easily translated to a set of rules [20] . The represented rules can be understood by the developer and can be used in knowledge-based systems. Further, the tree is based on the probabilistic model, since it is building up based on the set of probabilities equation of the attribute values. In this study, the decision tree is used to predict the category of the new web news document based on the set of training news documents which they are already categorized. The procedure of the technique is as the following (the process is shown in figure 4) 1) In the first step, the entropy value of the training documents set is computed. Of course, the training documents set should be passed the preprocessing step. For web news mining approach, the entropy value should be based on multiclass probabilities, as it is expressed in equation 2:
where E (S) is the entropy of the data set for the multi-classes (e.g. health, political, entertainment, financial and etc...), p (P i ) is the probability of the frequent 'P' records while (e.g. how many documents in the dataset is the class of health, political or entertainment or financial).
2) Then the probability information for each attribute, as it is expressed in equation 3. However, in this study the number of attributes is dynamic and it is based on the words which are existing in the web news documents.
where Info (n) is the probability information of the attribute n, p i is the probability of the ith value of the attribute, and Entropi(p i ) is the entropy value of the ith value of the attribute. Finally, m is the number of values of that attribute. This value is dynamic and it is based on the number of words in the web news documents. Note: the values of the words are the number of frequent occurred for words in each document.
3) In the next step, the gain value is calculated for each attribute, which is based on equation (4):
4) Thereafter, the attribute with the biggest gain value among all the attributes is selected as a root of the tree. Then the process will be repeated for the rest of the subtrees. This means that the process will continue until the leaf node (i.e. the decision nodes) will be reached. 
3) ARTIFICIAL NEURAL NETWORK TECHNIQUE
The web news documents are normally sequential. I.e. a web news text is a sequence of words; in this sense maybe the words have dependencies to each other [21] . Equally, there are several strategies to build neural networks to learn and to classify document text including supervised neural network strategy (such as BPNN) and recurrent neural network strategy (such as long short-term memory 'LSTM' network). The LSTM is a deep-learning algorithm for the purpose of text classification. In this study, the LSTM is used to learn and classify web news text. This is because LSTM can be used to VOLUME 7, 2019 learn long-term dependencies between the sequences of text data [22] .
For the web news mining approach, in this work, the LSTM algorithm is designed as the following steps: (the general flowchart of the LSTM network is shown in figure 5 ) 1) In the first step, the pre-processed web news documents are converted into the numeric values and stored in a vector called (Vi).
2) In the next step, typically the length of the documents (in terms of the number of words and characters) are not equal, therefore, to equalize the length of the documents, the process of padding to the right of the documents should be applied.
3) As a requirement to build a neural network, there should be the initialization of the sequence input, hidden and output layers. As well as the input and output size should be configured. Note: for LSTM RNN there should be also initializing the LSTM and Softmax layers as well! This is because the web news classification has the long-term dependencies.
4) Once, the layers and the size of the input and output have been configured, and then the network should be designed to connect all the nodes in all the layers, accordingly.
5) In the next step, the training parameters should be configured including the number of epochs, learning rate, absolute error, activation functions for the node of all the layers and set the equations of the updating weight and bias.
6) Then the process of the training data sets is started. The training process depends on the number of epochs, initialize absolute error and the number of dataset documents.
7)
Once, the network model has been training and learned, and then the model will be ready to test and predict/classify any new coming documents (web news documents in test dataset).
Note: the general block diagram of the LSTM network for this work is depicted in figure 6 . As it can be seen in figure 6 , the main layers of the network are the sequence input layer and LSTM layer [23] . The sequence input layer inputs set of words of the web news documents into the network and the LSTM layer then learns long-term dependencies between the words of the sequence data (web news document). However, due to having multiclasses in web news mining, the Softmax layer is used to introduce the probabilities for each class to the output layer from its network inputs [24] . In addition, to more understand the LSTM layer, figure 7 illustrates the structure of LSTM layer for the purpose of web news mining. As it can be noted, the LSTM consist a chunk of blocks (memory blocks) when it looks at some input (x t ) and outputs a value (h t ). Further, in such architecture, information from one block will be passed (at each step) to the next one. Therefore, such passing information means of dependencies from an element of sequence input to the next block. Such kind of loop will give the nature of recurrent properties to the neural network. For this study, for example in the case of web news document the sequence input (x 0 , x 1 , x 2 , x 3 , . . . , x n ) will be equal to (Fed, official, says, weak, . . . , data).
Specifically, for web mining documents, the LSTM layer learns the nature of long-term reliance between the time series and the sequence words. Further, the architecture of each block (A), which is called the memory block, in the above figure, is illustrated in figure 8 . In the enhanced version of the LSTM, each memory block takes hidden state (is also knows as output state) and cell state. As it is depicted in figure 8 , at each time step t of LSTM layer, the block takes the updated version of the cell state (c t−1 ) and hidden state (h t−1 ) from the previous block as well as the current input sequence (X t ). This is followed by calculating a new cell state (c t ) and new hidden state (h t ). This means, that the hidden state at each time step will be the output to the next time step. While the cell state includes learned information (from the previous words) from the time steps and adds/removes current information.
The LSTM layer controls such kind of updates via four gates which are: 1) input gate (i) controls the updating of the cell state, 2) forget gate (f ) controls the resetting of the cell state, 3) cell candidate gate (g) adding new information into the current cell state and 4) output gate (o) monitors of the cell-state-added information to the hidden state.
Further, the cell and hidden states calculations are expressed in equations (5) and (6), respectively.
c t = f t c t−1 + i t g t (5)
where indicates the Hadamard product and σ c indicate the state activation function which is the hyperbolic tangent function for this study.
The calculation for the four gates (input gate, forget gate, cell candidate gate, and output gate) are expressed in equations (7, 8, 9 , and 10), respectively.
where σ g indicates the gate activation function, for this study the sigmoid function is used, W indicates input weights, R indicates recurrent weights, and b indicates the bias. The matrices of the input weights, the recurrent weights, and the bias for all the gates could be combined into concatenated matrices as expressed in equation (11):
where i, f , g, and o indicate the input, forget, cell candidate, and output gates, respectively. Fully Connected Layer, as its name suggests, a fully connected layer is a layer in which the nodes connect to all the nodes in the preceding layer (LSTM Layer). This layer combines all the features learned by the previous layers across the web news document to identify the larger patterns. The last fully connected layer combines the features to classify the web news document. Therefore, the output-size parameter in the last fully connected layer is equal to the number of classes in the target data [25] .
The idea of using Softmax layer, in this study, is referred to the nature of the multi-classes issue. Since web news mining needs more than two classes or categories such as Political, health, entertainment, financial, sport and etc. Therefore, there should be a Softmax layer to help the output layer accuracy. The Softmax layer is used by a neural network layer just before the output layer, as well as the number of nodes of this layer must be equal to the number of nodes in the output layer. Further, the Softmax gives decimal probabilities to each news categories in the network, as illustrated in table 5. The summation of all the decimal values must be equal to 1. This helps the training process to be converging more quickly than it otherwise would.
Last but not least, the classification layer is the final layer. This layer uses the probabilities returned by the Softmaxlayer's transfer function for each input to assign the input to one of the mutually exclusive classes and compute the loss.
IV. IMPLEMENTATION AND TESTING THE PROPOSED APPROACH
In this work, the use of dataset and a set of scenarios are tested via various conducted experiments. In addition to that, this section demonstrates the obtained results from the experiments which have performed using different configurations and parameters to show the validity of the proposed approach.
A. DATA SET AND PREPARATION
First, the utilized dataset is the news aggregator data set. The dataset is supplied by ''Center for Machine Learning and Intelligent Systems'' -''Information system and computer science'' -''University of California, Irvine''. The dataset is collected in the period from 10/4/2014 to 10/8/2014. All the news is grouped into four different clusters which represent the content of the web pages. Originally the dataset is provided by the Artificial Intelligence Lab at the Faculty of Engineering, Roma Tre University -Italy [26] .
The dataset includes 422937 web news pages which are divided into four different categories, as it is displayed in table 6. Therefore, for the experiments, randomly 25000 web news pages as records/text documents from all the categories are selected. The used dataset for this study is divided as they are illustrated in figure 9 . Note: the label of ''b'' denotes VOLUME 7, 2019 business, the label of ''e'' denotes entertainment, the label of ''m'' denotes health, and the label of ''t'' denotes science and technology. The dataset contains a set of attributes information for different purposes. The list of attributes is listed in table 7. For this work, only three of them are used for the classification and mining approach including the category of news, news story, and the website name (URL) which then transferred to the IP and then to the geolocation information, as shown in table 8. The process of the transformation is started by finding the IP address of the web-host or the web server. Then the transformation is done by using the software which is existed in [27] . The software gets the IP address of the webhost as an input and provides geolocation information of that IP address.
The web news documents from the dataset are collected from different sources (websites) or locations. Figure 10 shows the number of frequent web news documents according to the different web hostname (or locations). The dataset is also, for the classification/mining purpose, divided into two smaller datasets which are: training-dataset and test-dataset. The training-dataset are randomly selected which is including 90% or 95% web news of the main dataset, while the test-dataset contains 10% or 5% web news of the main dataset. Thus the total number of web news which has been used in the experiments for the training phase are 22500 records or news documents, while for the test phase are 2500 records or documents.
Second, for the preparation process, the same preprocessing steps, which have been explained in the previous subsection, are applied on the two datasets (training and test datasets). Figure 11 shows a visualized MATLAB test for 5 web news documents. As it can be seen, the documents' words have been cleaned in terms of noises, punctuation, long & short word, and showing the unique form of the words.
However, according to the pre-processing step, the web news documents should be converted into the domain that could be used as an input for the classification techniques. A good domain for the web news classification is to tokenizing words, indexing words in the web news and then counting the frequent words for each web news/documents. Figure 12 illustrates the first five web news or documents in the training dataset. As it is shown, each document has its own tokenized words and number tokens. This is not enough; there should be a conversation from text to numeric values. For this purpose, MATLAB 2018a provides a function to do that which is bagOfWords. This function is responsible to count the number of times that words appear in each document of a dataset. It is also known term-frequency counters. Figure 13 shows a snapshot of the bag of the words which demonstrated the counters for each word in the documents of the training dataset.
B. TESTBED, FUNCTIONS, AND SCENARIOS
In this work, three different classification techniques with various scenarios are applied. First, the k-NN technique is performed with three scenarios including when k = 3, k = 5, and k = 7. In addition to that, the number of documents/web news in the training-dataset & test-dataset are varied in these scenarios when: in each first trial the number of documents for the training-dataset is 90% of the main dataset and in the second trial the number of documents for the training-dataset is 95%, while the number of documents for the test-dataset is 10% and 5% of the main dataset for the first and second trials, respectively. In MATLAB 2018a, there are many types of implemented k-NN technique. In this study, fitcknn function with the ''Standardize'' option is used to apply the k-NN technique. Note: the three scenarios with different values 'k' of the k-NN are depicted in table 9. Second, for the decision tree technique, the C4.5 algorithm is used. This C4.5 algorithm is working based on statistical operation such as the entropy and gain information. Again, to VOLUME 7, 2019 test the decision tree two different trials, varied in the number of documents in both training-dataset and test-dataset as it has arranged for the k-NN, are prepared to do the experiments. MATLAB 2018a provides fitctree function to implement the decision tree (C4.5 algorithm).
Third, for the neural network, the LSTM is applied. The LSTM is the deep learning algorithm which is used to learn and classify web news text. In the same manner, the LSTM is tested in both trials similar for both previous techniques. MATLAB 2018a, fortunately, provides trainNetwork function to learn and train the dataset. This function needs a set of configuration and tuning parameters, as they are explained in the next section.
Note: The number of web news documents which have been selected for both trials and used in all the three classification/web mining techniques are displayed in table 10. The selected web new documents are divided into four different categories including business, health, entertainment, and science & technology. 
C. EXPERIMENTS AND RESULTS
Experiments are conducted for all the mentioned scenarios and the trials within configured parameters.
For example, with fitcknn function, the distance metric and observation weights are configured to 'Standardize' and '1', respectively. The 'Standardize' option means that the function uses 'Euclidian distance', although there are many distances metric are available such as Manhattan and correlation distance. The observation weight is set to 1, this means that all the k selected neighbors are equally selected and measured.
For the fitctree, both 'maximum number of splits' and 'Cross validate' are set to 'Default' and 'on' value, respectively. This is because with default value the algorithm finds the best split on a categorical predictor and all the time check the validity via the cross-validation.
For trainNetwork, a set of parameters should be configured as the following:
1. After applying the pre-processing step, the document length should be discovered in order to normalize documents. This is a requirement of the trainNetwork function that all the documents should have the same length. During the experiments, we found out that the maximum length of the documents in the dataset is 15, as shown in figure 14 . Therefore, the document length is set to 15. 2. The input size is set to the number of the words in each document, which is based on the length of the document. 3. The output size is initialized to 180. 4. The number of classes is the number of web news categories which is equal to 4 (including health, business, financial, and science & technology). 5. Also, the layers should be configured properly such as:
a. The sequence input layer is set to the input size. b. Softmax Layer is set to the output size. c. The fully connected Layer is set to the number of classes 6. The other important configuration is to set the training options which are: a. The Gradient Threshold is set to 1. b. The learning rate is set to 0.01. c. The plot option is set to 'training-progress', so that during the train the user can monitor the result of the training process. To do a comparison between the web news mining with and without geolocation information the whole experiments are conducted for both different cases. The experiments focus on the obtained classification-accuracy, time complexly, and space complexity. In this study, the accuracy of the classification algorithms means ''how many tests are successfully classifying the web news documents into the correct web news category/class''. The time complexity refers to ''how 
To measure the time complexity, MATLAB tic -toc functions are used to monitor the elapsed time from the start of the training classification process until the end of the test of the web news documents. The tic-toc functions are measuring of the time via using internal MATLAB timer. The timer will not be interrupted during the running of the classification process. Thus such measuring time is so accurate. The unit of the function is second, as expressed in equation 13.
tic − toc = X seconds (13) While to measure the space complexity for each classification algorithms in both different cases (i.e. with and without geolocation information), the number of web news documents are used as the amount of space. This is because, 1) the same size of the text of web news documents are used for both the cases and for all the classification algorithms, 2) when the geolocation information is used; the number of web documents will be filtered and changed, accordingly. The equation 14 illustrate the space complexity in the number of documents.
To evaluate the performance of the classification techniques and to verify the validity of the proposed approach the experiments and the obtained results are assessed in two different cases. The first case, the location information is not used, while in the second case location information of each web news document is used. Table 11 and Table 12 display the obtained accuracy and space & time complexity for all the applied classification techniques, respectively. As it can be seen, in table 11, the accuracy of the ANN (i.e. LSTM network) is the best accuracy, while the worst accuracy is achieved via k-NN technique. However, when the k-NN is applied, the accuracy is increased when the number of neighbors (i.e. k value) is increased. Further, the obtained accuracy via the decision tree is near to the accuracy of the LSTM.
However, the elapsed time to train and to test the web news documents via the LSTM is longer than the decision tree, as it is displayed in table 12. In addition, the space complexity, or the number of web news documents in both train and test datasets are equal to 22500 (train) + 2500 (test) = 25000. Also, the experiments are conducted in two different trials. In the first trial, the training-dataset web news documents are 90% of the main dataset, while the test-dataset is 10% of the main dataset. In the second trial, the number of web news documents of the test-dataset is reduced to 5% of the main dataset, while the train-dataset is 95% of the main dataset. Through these trials, the time complexity is different from the other trials. For example, when the k-NN is applied to train and test the web news documents; the elapsed time (in the second trial) is the half of the elapsed time in the first trial. This is due to the fact that k-NN needs more calculations during the training phase rather than the test phase. However, the elapsed time of both decision tree and LSTM in the first trial is less than the elapsed time in the second trial. This is because; both techniques recalculate the obtained equations of the model during the test phase.
In the second case, location information is used to retrieve candidate web news documents. In this study, location information is used as a new feature in the classification and mining techniques. Before applying the classification techniques, the process of retrieving web news mining is performed. The process is working based on a threshold. For example, if a location information (i.e. a web server) publishes more than 10 news, the web news documents which belong to that location are the candidate for the classification process. Thus, this will be reduced the number of web news documents and consequently reducing time and space complexity. accuracy for the k-NN and decision tree is somehow stable and approximately they are equivalent with the result from the accuracy in table 11. Further, the accuracy for the LSTM technique is increased; this is because the trainingdataset includes only the web news documents which are published in the same location of the web server, frequently. Again, the best accuracy is obtained by the LSTM technique.
Additionally, in the second case, i.e. when the location information is used, the time and complexity are dramatically reduced. Table 14 shows the elapsed time and the amount of space used when location information is used as a new feature for the classification techniques. For example, the time complexity of both k-NN and decision tree is reduced up to 50%. As well as the number of web news documents are reduced from 25000 to 15795 documents. This is due to selecting and candidating web news documents via location information.
For more clarifying the process of training via LSTM technique, figure 15 shows the tracking accuracy and loss percentage of the training process. The figure demonstrates the accuracy at each iteration. As it can be noticed, at the beginning the achieved accuracy is too low. However, when the weights of the network layers and reusing old values of the outputs in the previous iterations the accuracy is increased, gradually. Further, when the LSTM reaches to the 1000th iteration, the accuracy will be stable. This means, that the output values of the iterations and the weights are learned enough. Figure 16 and figure 17 show the constructed decision tree and the generated set of rules during the training phase, respectively. When the decision tree technique is applied, 6138 nodes and 2515 decision rules with four different classes are generated to construct the tree. Note: the number of the nodes should be equal to the number of vocabulary words of the candidate web news documents.
D. IMPLEMENTED THE PROPOSED APPROACH
Any web mining approach could be implemented in a web application. I.e. after classified the web news documents, it can be shown on the web applications. To this end, a web application is designed & implement and installed on a web server to show the validity of the proposed method. PHP, Java Servlet, JavaScript, HTML5 and MYSQL languages and database engine are used to implement the proposed method. Further, the web application is responsive on the Androidbased smartphones. Figure 18 shows a snapshot of the admin side of the web application. As it can be seen the all web news documents are classified according to their categories, four of them are the business category and one of them is the sports category.
V. CONCLUSIONS
The research gap of the existing web mining solutions is described. Proposing an accurate, less time and less space complexity approach is identified as the primary goal of this work. Current web mining approaches with new features such as location and time information of the web news are chosen as the desired computing platform.
After identifying the web mining concepts and problems, the methodology starts with formulating the problems and developing solutions. By then, the research comparison framework is followed. In the comparison framework, existing web mining techniques such as k-NN, decision tree, and artificial neural network (e.g. BPNN and LSTM network) are explained. Furthermore, the main implementation challenges and capabilities of these techniques are analyzed. The list of web mining approaches including news mining, product item advertisements, web recommendation systems within various web applications are investigated that each one of these applications has its own limitation. Each of these approaches and applications are researched and reviewed separately in the literature review.
It is observed there is no solution using these techniques has the ability to classify web news mining with a low time and space complexity and with enough accuracy, yet. Additionally, it is noted in the literature reviews that using new features such location information can potentially reduce the time and space complexity, yet offer good classification accuracy. Therefore, it is the best of my knowledge and from the literature, this new web mining approach using location time information is not attempted with web applications anywhere before.
Next, the research design and procedure including a concise description of the main achievements of this research are discussed.
Web mining and classification web objects (such as web news, product items, and objects) in smart web solutions have become an important research field over the last few years. The solutions accomplish the full capacity of most web applications. Moreover, it is generally accepted that any web news mining uses only news-story. However, such solutions take the huge amount of space and a long time to do the mining process. Therefore, this research study proposes new solutions to use location and time information with web news-story during the mining process. Several experiments and scenarios have been conducted. The obtained results provide good accuracy and reduce the time and space complexity.
The proposed approach can be performed anywhere, anytime, and with any web application. The important work of this research study center on:
1. Using new feature such as location and time information with the web news mining techniques.
Using modern classification technique such as Long
Shot-Term Memory (LSTM) network for the web news classification. The reason for using such a network is due to having the existence of the long-term relationship of the words in web news. 3. Comparison between the LSTM with the traditional classification techniques including k-NN and decision tree. 4. Obtaining good web-news-classification accuracy which is up to 94% for 25000 web news documents. 5. Reducing time complexity, i.e. reducing elapsed time for training and testing phase during the process of classification with using location information. 6. Reducing the number of web news documents (space complexity) for the classification process, when location information is used, obtaining good accuracy, yet.
VI. FUTURE WORK
The experimental results provide a proof-of-concept of the proposed web mining approach. Several important aspects of web mining solutions have been studied in this article. Nonetheless, there are still some open research problems worth further consideration. For example: 1. The web product-item mining approach will be my future focus. This will be done, by using time information and the style of user-visiting to the web applications to classify the product-items. 2. Combining different classification techniques to further improvements within the lower number of web news documents and it will take less time. Connecting the result of the classification with websites, so that the admin of the websites could easily import the classified web news documents into the websites. This could be done by saving the classified web news documents into a text file, and then import via a PHP script, automatically, on the server to display on the websites.
