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A NEW DIFFUSE-INTERFACE MODEL
FOR STEP FLOW IN EPITAXIAL GROWTH
ANDREAS RA¨TZ
Abstract. In this work, we consider epitaxial growth of thin crystalline films. Thereby, we propose
a new diffuse-interface approximation of a semi-continuous model resolving atomic distances in the
growth direction but being coarse-grained in the lateral directions. Mathematically, this leads to a free
boundary problem proposed by Burton, Cabrera and Frank for steps separating terraces of different
atomic heights. The evolution of the steps is coupled to a diffusion equation for the adatom (adsorbed
atom) concentration fulfilling Robin–type boundary conditions at the steps. Our approach allows to
incorporate an Ehrlich–Schwoebel barrier as well as diffusion along step edges into a diffuse-interface
model.
This model results in a Cahn–Hilliard equation with a degenerate mobility coupled to diffusion
equations on the terraces with a diffuse-interface description of the boundary conditions at the steps.
We provide a justification by matched asymptotic expansions formally showing the convergence of the
diffuse-interface model towards the sharp-interface model as the interface width shrinks to zero. The
results of the asymptotic analysis are numerically reproduced by a finite element discretisation.
1. Introduction
This work is concerned with thin film epitaxy, which is a technology of growing single crystals that
inherit atomic structures from substrates. One example of thin film epitaxy is molecular beam epitaxy
(MBE), where the deposition material is thermally evaporated from a source and forms a directed
beam of atoms inside the chamber. Due to chemical bonding, atoms in the vapour are adsorbed by a
given substrate or crystal surface.
We consider a microscopic picture of a stepped surface (see Fig. 1). Once adsorbed by the surface,
the deposited atoms are called adatoms. Different mechanisms play a role such as adatom diffusion
and desorption, deposition of atoms as well as attachment of adatoms from terraces to steps leading
to a movement of steps, and detachment from steps to terraces. Furthermore, coalescence of a finite
step diffusion
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deposition
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terrace
Figure 1. Microscopic processes on a stepped surface.
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number of adatoms may lead to the nucleation of a new terrace or island and thus contribute to the
growth of the film.
Burton, Cabrera and Frank [4] proposed a model (“BCF–model”) for this situation. This step flow
model is semi-continuous in the sense that it resolves atomic distances in the growth direction but is
coarse-grained in the remaining directions (see e.g. [11, 15] for overviews on the BCF–model). In a
mathematical description, steps are continuous curves separating terraces of different atomic heights.
This leads to a free boundary problem similar to the Stefan problem modelling solidification processes.
It includes a diffusion equation for an adatom concentration % : Ω× I → R with some domain Ω ⊂ R2
and time interval I = [0, T ]. The adatom concentration is then coupled to the movement of the steps
whose normal velocities are mainly given by the sum of the adatom fluxes into the step from the
upper and lower terraces, respectively and an additional term proportional to the second derivative
with respect to arc length of the curvature of a step, modelling diffusion along step edges. On the
boundaries, we assume in this work asymmetric Robin–type boundary conditions accounting for an
asymmetry in attachment to upper and lower terraces, respectively. This is due to a higher energy
barrier, the so-called Ehrlich–Schwoebel (ES) barrier (the denomination going back to [7, 23, 22]), that
must be overcome by an adatom in order to attach from the upper terrace to a step. The asymmetry in
attachment of adatoms to steps leads to morphological instabilities (see [2] for step trains and [12, 8]
for circular islands). We emphasise that these boundary conditions lead to a jump in the adatom
concentration at the steps, which makes a diffuse-interface description non-standard.
Phase-field approximations of the BCF–model with equilibrium boundary conditions at the steps
have been proposed and numerically treated in [14, 10], with applications to one dimensional step trains
and spiral growth, respectively. Diffuse-interface approximations for quasi-stationary BCF–type mod-
els including an ES barrier have been introduced in [19] and in [16], where an asymmetric degenerate
mobility has been incorporated in a viscous Cahn–Hilliard equation accounting for the asymmetry in
attachment to a step up or down, respectively. For a numerical treatment of this approach, we refer
to [17, 25, 26]. A generalisation to anisotropic situations and its numerical discretisation can be found
in [20]. Based on the treatment in [16], a generalisation including edge diffusion is proposed in [9] in
a quasi-stationary situation and with an explicit treatment of edge diffusion in the numerical scheme.
In the present paper, we propose a new diffuse-interface approximation for the BCF–model includ-
ing asymmetric boundary conditions and edge diffusion. Thereby, we combine the diffuse-interface
approximation for motion by surface diffusion by a Cahn–Hilliard equation in [5] with the approach
proposed in [13], where diffusion equations with different types of boundary conditions are treated
in a diffuse-interface context. In this way, one can interpret the treatment presented here as diffuse-
interface counterpart of the numerical sharp-interface treatment in [3]. One advantage of our model is
that it incorporates the time derivative in the diffusion equation into a phase-field approximation for
a BCF–model with asymmetric boundary conditions. Furthermore, it allows for an implicit numerical
treatment of edge diffusion. Moreover, in [17] it is reported that in a numerical simulation of the model
in [16] the steps are “behind” the analytic solution. This difficulty is not present in our approach.
In section 2, we give a brief description of the underlying sharp-interface model, i.e. the BCF–
model. In section 3, we propose a diffuse-interface approximation for this model, and we provide
a justification by matched asymptotic expansions, formally showing convergence towards the sharp-
interface model as the width of the diffuse interface shrinks to zero. In addition, we discuss mass
conservation and thermodynamical consistency. The results of the asymptotic analysis are numerically
reproduced in section 4, where we compare numerical results with analytic solutions in one dimensional
and rotationally symmetric two dimensional situations and with results of a stability analysis [12].
Furthermore, we apply the model to a case with more than two terraces to show the validity of the
approach.
2. BCF–model
The mathematical description in the BCF-model includes a bounded domain Ω ⊂ R2, which is given
by projection of the film orthogonal to the growth direction. For simplicity, we start with considering
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two terraces. This leads us to domains Ω0,Ω1 ⊂ Ω such that Ω = Ω0 ∪ Ω1. Thereby, Ω1 = Ω1(t)
represents the upper terrace at time t ∈ [0, T ], which is of height one atomic layer higher than the lower
terrace given by Ω0 = Ω0(t). The position of the step Γ(t) = Ω0(t) ∩ Ω1(t), t ∈ [0, T ], is determined
by the discrete height function ϕ0 : Ω × [0, T ] → R at time t, ϕ0(·, t) = χΩ1(t) with the characteristic
function χ
Ω1(t)
of Ω1(t). Furthermore, ν denotes the normal of Γ pointing from the upper terrace to
the lower terrace (outer normal of Ω1), and κ is the curvature of Γ. In addition, v denotes the normal
velocity being positive for a growing upper terrace. The BCF–model then includes diffusion equations
for the dimensionless adatom densities %i : Ωi(t)× [0, T ]→ R, i = 0, 1,
(1) ∂t%i = D∆%i + F − τ−1d %i in Ωi, i = 0, 1.
Thereby, D > 0 is a dimensionless diffusion coefficient, F denotes a dimensionless deposition flux
and τ−1d is a desorption rate. These are all assumed constant. At the step Γ(t), we prescribe kinetic
boundary conditions assuming that we have a balance between the adatom fluxes qi, i = 0, 1, on the
left hand sides and the deviation from the thermodynamic equilibria on the right hand sides:
q0 := D∇%0 · ν + v%0 = k+(%0 − %∗(1 + γκ)) (step up),(2)
q1 := −D∇%1 · ν − v%1 = k−(%1 − %∗(1 + γκ)) (step down).(3)
Here, the constant %∗ is a dimensionless thermodynamic equilibrium of a straight step. By the constant
γ we denote the step stiffness. The constants k± are the dimensionless attachment rates for attachment
to a step up and down, respectively. The relation k+ > k− thereby models the Ehrlich–Schwoebel
barrier. The normal velocity of the step is given by
(4) v = q0 + q1 + β∂
2
sκ,
where the dimensionless constant β is related to the mobility of an edge atom along a curved step
[11]. In order to obtain a well defined second derivative of the curvature, we assume C4–regularity for
Γ(t), t ∈ [0, T ]. Moreover, we suppose initial conditions
%i(x, 0) = %ˆi(x) for x ∈ Ωi(0), i = 0, 1, and Γ(0) = Γˆ
for given functions %ˆi : Ωi(0)→ R, i = 0, 1, and steps Γˆ as well as boundary conditions for the densities
∇%i · ν∂Ω = 0 on ∂Ω ∩ Ωi, i = 0, 1,
where ν∂Ω is the outer normal to ∂Ω.
3. Diffuse-interface approximation
We propose a diffuse-interface approximation of the above BCF–model. Thereby, the discrete height
function ϕ0 is smeared out on a length scale O(ε) with a small parameter ε > 0, which yields the
phase-field function (or smeared out height function) ϕ : Ω× [0, T ]→ R. We combine the approaches
in [5] and in [13], in order to couple diffusion equations in Ω0 and Ω1 to the evolution of the steps
based on edge diffusion and adatom fluxes in a diffuse-interface description. To be more precise, we
consider in Ω× [0, T ] the system
∂t((1− ϕ)%0) = D∇ · ((1− ϕ)∇%0) + (1− ϕ)F − (1− ϕ)τ−1d %0(5)
− ε−1B(ϕ)k+(%0 − %∗(1 + γµ)),
∂t(ϕ%1) = D∇ · (ϕ∇%1) + ϕF − ϕτ−1d %0 − ε−1B(ϕ)k−(%1 − %∗(1 + γµ)),(6)
∂tϕ = ε
−1β∇ · (B(ϕ)∇µ) + ε−1B(ϕ)(k+(%0 − %∗(1 + γµ))(7)
+ k−(%1 − %∗(1 + γµ))),
µ = −ε∆ϕ+ ε−1G′(ϕ).(8)
Thereby, we use a normalised double well potential
(9) G(ϕ) := 18ϕ2(1− ϕ)2.
4 A. RA¨TZ
Note that this choice of G guarantees ∫ 1
0
√
2G(ϕ) dϕ = 1.
Furthermore, we use the restricting function B(ϕ) := 2G(ϕ). The variable µ in (8) is the functional
derivative of a Ginzburg–Landau energy
E(ϕ) :=
∫
Ω
(ε
2
|∇ϕ|2 + ε−1G(ϕ)
)
dx,
which is a diffuse-interface approximation of the total length of the steps. Therefore, µ is a diffuse-
interface counterpart of the curvature of the steps.
We assume initial conditions
%i(x, 0) = %ˆi(x), i = 0, 1, ϕ(x, 0) = ϕˆ0(x) for x ∈ Ω,
for given functions ϕˆ, %ˆi : Ω→ R, i = 0, 1 and boundary conditions
∇%0 · ν∂Ω = ∇%1 · ν∂Ω = ∇ϕ · ν∂Ω = ∇µ · ν∂Ω = 0 on ∂Ω.
3.1. Matched asymptotic expansions. In this section, we provide matched asymptotic expansions
(see e.g. [18]) for the approximation of the above BCF–model by the diffuse-interface model (5)–(8).
In order to achieve more rigorous results, one would have to apply techniques from [1].
In the following, we merge the asymptotic expansions in [5] and in [13] and apply the setup in [16].
The outer solution is an approximation to the solution on a terrace, the inner solution zooms in on a
step. We make the following ansatz for the outer expansions:
%0 = %0,0 +O(ε),
%1 = %1,0 +O(ε),
ϕ = ϕ0 +O(ε),
µ = µ0 +O(ε).
We consider a smeared-out step connecting a lower terrace where ϕ ≈ 0 to an upper terrace where
ϕ ≈ 1. Let Γ denote the curve {ϕ = 12} with tangent τ . Let ν denote the normal of Γ (pointing
from the upper to the lower terrace), κ its curvature, v its normal velocity. We further introduce the
notation
s := arc length along Γ,
r := signed distance to Γ,
z := ε−1r,
where r < 0 in the upper terrace and r > 0 in the lower terrace. We transform
u0(r, s, t) = %0(x, y, t),
u1(r, s, t) = %1(x, y, t),
φ(r, s, t) = ϕ(x, y, t),
w(r, s, t) = µ(x, y, t)
with corresponding outer expansions
u0 = u0,0 +O(ε),
u1 = u1,0 +O(ε),
φ = φ0 +O(ε),
w = w0 +O(ε),
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and we make the following transformation and ansatz for the inner expansions:
u0(r, s, t) = U0(z, s, t) = U0,0(z, s, t) + εU0,1(z, s, t) +O(ε
2),
u1(r, s, t) = U1(z, s, t) = U1,0(z, s, t) + εU1,1(z, s, t) +O(ε
2),
φ(r, s, t) = Φ(z, s, t) = Φ0(z, s, t) + εΦ1(z, s, t) +O(ε
2),
w(r, s, t) = W (z, s, t) = W0(z, s, t) + εW1(z, s, t) + ε
2W2(z, s, t) +O(ε
3).
With this ansatz, we have
∂tφ = −ε−1v∂zΦ +O(1),(10)
∇φ = ε−1∂zΦ ν + (1 + εzκ)−1∂sΦ τ,(11)
∇ · j = ε−1∂z(J · ν) + (1 + εzκ)−1(∂s(J · τ) + κJ · ν),(12)
where j denotes a vector field with j(r, s, t) = J(z, s, t). Corresponding relations hold for U0, U1,W .
Furthermore, we use matching conditions on inner and outer solutions
lim
z→±∞U0,0 = limr→±0
u0,0, lim
z→±∞ ∂zU0,1 = limr→±0
∂ru0,0 = lim
r→±0
∂ν%0,0,(13)
lim
z→±∞U1,0 = limr→±0
u1,0, lim
z→±∞ ∂zU1,1 = limr→±0
∂ru1,0 = lim
r→±0
∂ν%1,0,(14)
lim
z→±∞Φ0 = limr→±0
φ0,(15)
lim
z→±∞W0 = limr→±0
w0.(16)
3.1.1. Outer Expansions. The outer expansions to order O(ε−1) yield in (8)
(17) G′(ϕ0) = 0 =⇒ ϕ ∈ {0, 1},
from which we get in (5) and (6) to O(ε0)
∂t(%0,0) = D∆%0,0 + F − τ−1d %0,0 where ϕ0 = 0,(18)
∂t(%1,0) = D∆%1,0 + F − τ−1d %1,0 where ϕ0 = 1,(19)
i.e. diffusion equations (1) for %0,0 and %1,0 on the lower and upper terrace, respectively.
3.1.2. Inner Expansions. The inner expansions in (8) lead to
(20) ∂2zΦ0 −G′(Φ0) = 0
to order O(ε−1). In (7), leading orders O(ε−3), O(ε−2) yield
∂zW0 = ∂zW1 = 0,
where the constant W0 = κ is the curvature of the step due to testing O(ε
0) in (8) with ∂zΦ0. From
(15), we get to leading order O(ε−2) in (5), (6)
∂zU0,0 = ∂zU1,0 = 0,
and from (20) to order O(ε−1)
−v∂z((1− Φ0)U0,0) = D∂z((1− Φ0)∂zU0,1)−B(Φ0)k+(U0,0 − %∗(1 + γκ)),
−v∂z(Φ0U1,0) = D∂z(Φ0∂zU1,1)−B(Φ0)k−(U1,0 − %∗(1 + γκ)),
Integration leads to
−v lim
z→∞U0,0 = D limz→∞ ∂zU0,1 − k+(U0,0 − %
∗(1 + γκ)),
v lim
z→−∞U1,0 = −D limz→−∞ ∂zU1,1 − k−(U1,0 − %
∗(1 + γκ)),
and hence, by matching conditions, %0,0 and %1,0 fulfil the boundary conditions (2) and (3), respectively.
Going back to (7), we obtain in O(ε−1)
−v∂zΦ0 = β∂2sκ+B(Φ0)(k+(U0,0 − %∗(1 + γκ)) + k−(U1,0 − %∗(1 + γκ))),
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which gives by integration the evolution law
v = β∂2sκ+ k+( lim
r→+0
u0,0 − %∗(1 + γκ)) + k−( lim
r→−0
u1,0 − %∗(1 + γκ)),
which is equivalent to (4).
3.2. Mass conservation and thermodynamic consistency. Throughout this section, we assume
τ−1d = 0.
3.2.1. Mass conservation. In this section, we prove mass conservation of the diffuse-interface model.
From (5)–(7), we obtain
d
dt
∫
Ω
(ϕ+ (1− ϕ)%0 + ϕ%1) dx = F |Ω|,
if we assume zero flux boundary conditions for µ, %0 and %1 on ∂Ω. In other words, we obtain
M(t) = M(0) + F |Ω|t,
if we define the total mass
M(t) : =
∫
Ω
(ϕ(x, t) + (1− ϕ(x, t))%0(x, t) + ϕ(x, t)%1(x, t)) dx
≈ |Ω1(t)|+
∫
Ω0(t)
%0(x, t) dx+
∫
Ω1(t)
%1(x, t) dx
in the diffuse-interface setting.
3.2.2. Thermodynamic consistency. Here, we prove that the diffuse-interface approximation
E(ϕ) :=
∫
Ω
(ε
2
|∇ϕ|2 + ε−1G(ϕ)
)
dx
of the total length of the steps satisfies
(21)
d
dt
E ≤ 0,
if we assume vanishing deposition flux F = 0 and quasi-stationary versions of (5), (6) as well as zero
flux boundary conditions for µ, %0 and %1 on ∂Ω. For the proof of (21), we observe
d
dt
E =
∫
Ω
µ∂tϕdx ≤
∫
Ω
µε−1B(ϕ)(k+(%0 − %∗(1 + γµ)) + k−(%1 − %∗(1 + γµ))) dx
=
∫
Ω
%0 − %∗
%∗γ
ε−1B(ϕ)k+(%0 − %∗(1 + γµ)) dx+
∫
Ω
%1 − %∗
%∗γ
ε−1B(ϕ)k−(%1 − %∗(1 + γµ)) dx
+
∫
Ω
(
µ− %0 − %
∗
%∗γ
)
ε−1B(ϕ)k+(%0 − %∗(1 + γµ)) dx
+
∫
Ω
(
µ− %1 − %
∗
%∗γ
)
ε−1B(ϕ)k+(%1 − %∗(1 + γµ)) dx.
Since the two last integrals are non-positive, we obtain by (5) and (6)
d
dt
E ≤
∫
Ω
%0 − %∗
%∗γ
D∇ · ((1− ϕ)∇%0) dx+
∫
Ω
%1 − %∗
%∗γ
D∇ · (ϕ∇%1) dx ≤ 0
with integration by parts and the additional assumption ϕ ∈ [0, 1].
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3.3. More than two terraces. In order to extend the diffuse-interface model (5)–(8) to a situation
with more than two terraces, we have to periodically extend the functions G, B, H0 = H0(ϕ) = 1−ϕ,
H1 = H1(ϕ) = ϕ, ϕ ∈ [0, 1], to be more precise, we one-periodically extend G and B, whereas H0 and
H1 are two-periodically extended after the extension
H0(ϕ) = −1 + ϕ for ϕ ∈ (1, 2],
H1(ϕ) = 2− ϕ for ϕ ∈ (1, 2].
Furthermore, we introduce
B0/1(ϕ) := B(ϕ)
{
k± for ϕ ∈ [0, 1),
k∓ for ϕ ∈ [1, 2)
and extend B0/1 two-periodically in order to decide, if there is a step up or down. The resulting
system then reads
∂t(H0(ϕ)%0) = D∇ · (H0(ϕ)∇%0) +H0(ϕ)F −H0(ϕ)τ−1d %0(22)
− ε−1B0(ϕ)(%0 − %∗(1 + γµ)),
∂t(H1(ϕ)%1) = D∇ · (H1(ϕ)∇%1) +H1(ϕ)F −H1(ϕ)τ−1d %0(23)
− ε−1B1(ϕ)(%1 − %∗(1 + γµ)),
∂tϕ = ε
−1β∇ · (B(ϕ)∇µ) + ε−1B0(ϕ)(%0 − %∗(1 + γµ))(24)
+ ε−1B1(ϕ)(%1 − %∗(1 + γµ)),
µ = −ε∆ϕ+ ε−1G′(ϕ).(25)
4. Numerical results
In this section, we present numerical results obtained by a FEM discretisation (linear elements) of
system (22)–(25). We use a straight forward discretisation, where we linearise all nonlinear terms and
solve as system for the discrete counterpart of (22)–(25). We apply an adaptive strategy in space with
an L2–like error indicator based on a jump residual for ϕ and a simple time adaptive approach, where
the m-th time step ∆tm is inversely proportional to the maximum of the discrete time derivative of the
phase-field variable (see e.g. [21] for more details). The algorithm is implemented in the FEM toolbox
AMDiS [24]. The resulting linear system of equations is solved by a direct solver (UMFPACK, [6]).
In sections 4.1–4.3 we study the quasi-stationary case, where in the BCF–model, (1) is assumed
stationary with zero left hand side. In addition, mass conservation yields that the convective terms
%iv in (2), (3) have to be neglected. This corresponds to zero left hand sides in (22)–(23).
Moreover, we regularise all second order terms in equations (22)–(25) by adding a small positive
parameter δ = δ(ε)  ε to the functions H0, H1 and B, respectively in all second order differential
operators. In all simulations, we have chosen the value δ = 10−5. Furthermore, we replace µ in
(25) by g(ϕ)µ with g(ϕ) := 30ϕ2(1− ϕ)2 in order to stabilise the numerical scheme. Neither of both
regularisations has an influence on the results of the asymptotic analysis in section 3.1 [21].
4.1. 1d examples. First, we reproduce the results of the asymptotic analysis in one dimension and
compare discrete adatom densities with analytic solutions. Here, the analytic adatom concentration
in the quasi-stationary BCF–model is
c(x) =
{
c0(x) = − F2D
(
x2 −R2)+ FD (x−R) + Fk+ (1−R) for x > R,
c1(x) = − F2D
(
x2 −R2)− FD (x−R) + Fk− (1 +R) for x < R,
where the interface R is given by R(t) = 2Ft and ci := %i−%∗, i = 0, 1, denote excess adatom densities.
For the diffuse-interface model, we have used the initial condition
ϕ(x, 0) =
1
2
(
1− tanh
(
3x
ε
))
,
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constant time steps of length ∆t = 2 · 10−4 and uniform meshes. Moreover, we have chosen the
following set of academic parameters
(26) k+ = 10; k− = 1; %∗ = 0.1; γ = 10; D = 10; F = 0.1; τ−1d = 0; β = 0.
Let ch0 , c
h
1 and ϕ
h denote the discrete excess adatom concentrations and phase-field function, re-
spectively. In Fig. 2, we present the convergence of the discrete excess adatom densities towards the
analytic solution for decreasing ε, where on the left, one can see complete plots of the discrete excess
densities ch0 , c
h
1 , whereas on the right, only the relevant parts of the plots of c
h
0 (for ϕ
h ≤ 0.5) and ch1
(for ϕh ≥ 0.5) are shown. The remaining parts of ch0 , ch1 are meaningless.
 0
 0.05
 0.1
 0.15
-1  0  1
c
x
c(x)
ε=0.2
ε=0.05
ε=0.0125
 0
 0.05
 0.1
 0.15
-1  0  1
c
x
c(x)
ε=0.2
ε=0.05
ε=0.0125
Figure 2. Left: Discrete adatom excess concentrations ch0 , c
h
1 for ε = 0.2, ε = 0.05 and
ε = 0.0125 and analytic excess concentration c. Right: Corresponding plots, where only relevant
parts of ch0 (where ϕ
h ≤ 0.5), ch1 (where ϕh ≥ 0.5) are shown.
In addition, we compare in Fig. 3 the above results with ones obtained by the diffuse-interface
approximation in [16] (see [20] for the discretisation) for the same ε = 0.025. One can see that the
approximation by (22)–(25) is slightly better.
 0
 0.05
 0.1
 0.15
-1  0  1
c
x
c(x)
ε=0.025
ε=0.025, [16]
Figure 3. Discrete adatom excess concentrations ch0 , c
h
1 for ε = 0.025 and discrete excess
adatom concentration obtained by the diffuse-interface model in [16] with ε = 0.025 and analytic
excess concentration c.
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4.2. 2d circular island. In the two dimensional case, we consider a circular shaped domain Ω :=
BR∞(0) with R∞ = 5 and the time interval [0, t∞] with t∞ :=
1−(R0/R∞)2
F . The initial circular shaped
epitaxial island Γ(t = 0) = ∂BR0(0) with R0 = 2 is introduced.
The quasi-stationary rotationally symmetric analytic adatom density in this situation reads (see
[12])
c(r) =
{
c0(r) =
F
4D
(
R2 − r2)+ FR2∞2D log ( rR)+ %∗γR + F2k+ (R2∞R −R) for r > R,
c1(r) =
F
4D
(
R2 − r2)+ %∗γR + FR2k− for r < R
with r := |x| and Γ(t) = ∂BR(t)(0), where
(27) R(t) =
√
R20 + FR
2∞t.
By (27) one obtains the relation R(t∞) = R∞. For the diffuse-interface approximation, we choose the
initial condition
(28) ϕ(x, 0) =
1
2
(
1− tanh
(
3(|x| −R0)
ε
))
corresponding to the one of the sharp-interface model. Furthermore, we use the same parameters as
in the one dimensional case, except γ = 1 instead of γ = 10. Moreover, we choose the constant time
steps ∆t = 2 · 10−4, and we apply local mesh refinement in space.
Then we first look at the adatom concentrations chi , i = 0, 1 at time t = 0.5 for ε = 0.2, 0.1, 0.05
in Fig. 4 (left), where one can see the approximation of the analytic adatom concentration c for
decreasing ε.
 0.08
 0.12
 0.16
-5 -2.5  0  2.5  5
c
r
c(r)
ε=0.2
ε=0.1
ε=0.05
 0.08
 0.12
 0.16
-5 -2.5  0  2.5  5
c
r
c(r)
ε=0.05, [16]
ε=0.05
Figure 4. Left: Discrete adatom excess concentrations ch0 , c
h
1 for ε = 0.2, ε = 0.1 and
ε = 0.025 and analytic excess concentration c, where only relevant parts of ch0 (where ϕ
h ≤ 0.5),
ch1 (where ϕ
h ≥ 0.5) are shown. Right: Discrete adatom excess concentrations ch0 , ch1 for ε = 0.05
and discrete excess adatom concentration obtained by the diffuse-interface model in [16] and
analytic excess concentration c.
Moreover, we compare the numerical results obtained by the discretisation of (22)–(25) with the
ones obtained by the model in [16], where the approximation by the former is better on the upper
terrace, but worse on the lower terrace. An advantage of the former approach is that in contrast to
latter one, the steps are not “behind” the analytic solution as it is reported in [17, 20]. However, this
phenomenon is more relevant for increased deposition flux. In [9], this difficulty has been circumvented
by a modification of the multiwell potential as well as by adding the first order outer solution of the
asymptotic analysis to the initial phase-field function.
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4.3. comparison with stability analysis. In this section, we follow the stability analysis for a single
circular island presented in [12] and consider the circular domain Ω := BR∞(0), the boundary of a
circular island ∂BR0 and a perturbed interface Γ˜ := ∂BR˜(0) with a perturbation R˜ := R0 + A0 cos lθ
of the radius R0 with amplitude A0 and wavenumber l. For the growth rate ω = ω(l, t), one obtains
(see [12])
∂tω(l, t) =− F
2A −
β(l4 − l2)
R4∞A2
−
Dl
(
F
2 +
k−FR∞A1/2
2D +
k−%∗γ(l2−1)
R2∞A
)
Dl + k−R∞A1/2
+
Dl
(
1−Al) (F2 (1 + 1A)+ k+FR∞A1/22D ( 1A − 1)− k+%∗γ(l2−1)R2∞A )
k+R∞A1/2 (Al + 1) +Dl (1−Al)
,(29)
where A = A(t) := R2(t)/R2∞ denotes the rescaled area of the unperturbed island (see (27)). Then
for moderate values of k± and γ and for F/D sufficiently large, one can expect unstable behaviour of
sufficiently small islands [12]. Here, we choose
k+ = 10; k− = 1; F = 1; D = 1; %∗ = 0.1; γ = 0.5; β = 0.
In addition, we have used ε = 0.025, R∞ = 5 and the initial condition
ϕ(x, 0) =
1
2
(
1− tanh
(
3(|x| − R˜
ε
))
with R0 = 1, A0 = 0.005 and an unstable wavenumber l = 9. This leads to the numerical results of
the diffuse-interface approximation in Fig. 5 (right) showing the level sets {ϕh = 1/2} at different
times, where we have used time steps ∆t = 10−4 and an adaptive grid for the spatial discretisation.
Thereby, one observes an unstable behaviour at the beginning and a stabilisation starting, when the
island is sufficiently large, which corresponds to the fact that ∂tω(l, t) < 0 holds for any wavenumber
l and for islands satisfying
A(t) ≥ k+/(k+ + k−)
as shown in [12]. In Fig. 5 (left), we compare the growth rate numerically obtained by a diffuse-
interface simulation with the numerical integration (with Maple) of the dispersion relation (29).
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Figure 5. Left: Comparison of theoretical and numerical growth rate. Right: Unstable
growth of perturbed circular island, level lines {ϕh = 12} at different times.
The above instability vanishes, if we include edge diffusion with β = 1. This is displayed in the plot
of the analytic growth rate in Fig. 6 (left) and in the level lines obtained by the numerical treatment
of (22)–(25) in Fig. 6 (right).
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Figure 6. Left: Theoretical growth rate for β = 1. Right: Stable growth of perturbed
circular island for β = 1, level lines {ϕh = 12} at different times.
4.4. More than two terraces. In this section and in contrast to the previous numerical examples,
we present numerical results for the diffuse-interface approximation (5)–(8) with non-vanishing left
hand sides in (5)–(6). Here, we have used the domain Ω = (−10, 10)2, adaptivity in time and space
and ε = 0.1. Moreover, we have applied the parameters from section 4.2, but in order to investigate
the influence of edge diffusion, we have varied the parameter β. In Fig. 7, one can see numerical
results (contour plots of the discrete phase-field function ϕh), where we have started our simulations
with two islands of height one and one island of height two. Furthermore, we have used initial adatom
concentrations %i(x, 0) ≡ 0.25, i = 0, 1. The upper row shows the phase field function at different
times for moderate edge diffusion parameter β = 1. The evolution does not include any coalescence
of islands, whereas for increased edge diffusion parameter β = 10, circular islands are more stable and
we see in the lower row the coalescence of two islands, which further illustrates the influence of edge
diffusion on the evolution.
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