In this paper we propose a novel dual regression-based approach for pricing American options. This approach reduces the complexity of the nested Monte Carlo method and has especially simple form for time discretized diffusion processes. We analyse the complexity of the proposed approach both in the case of fixed and increasing number of exercise dates. The method is illustrated by several numerical examples. Another approach to construct upper bounds is based on the so-called discrete time early exercise premium representation v * 0 (x 0 ) = E g J (X J ) + J l=1 (g l−1 (X l−1 ) − E[v * l (X l )|F l−1 ]) + ,
Introduction
In contrast to European options, which may be exercised only at a fixed date, an American option grants its holder the right to select the time at which to exercise the option. A general class of American option pricing problems can be formulated through an R d -valued (F t )-Markov process (X t ) t∈[0,T ] with a deterministic starting point X 0 = x 0 ∈ R d defined on a filtered probability space (Ω, F, (F t ) 0≤t≤T , P). Let us recall that each F t is a σ-algebra of subsets of Ω, and F s ⊆ F t ⊆ F for s ≤ t. We first consider options admitting a finite set of exercise opportunities 0 = t 0 < t 1 < t 2 < . . . < t J = T, called Bermudan options, with corresponding Markov chain X j := X t j , j = 0, . . . , J.
This option pays g j (X j ), if exercised at time t j , j = 0, . . . , J, for some known Borel-measurable functions g 0 , . . . , g J mapping R d into [0, ∞). Below we assume that g j (X j ) ∈ L 2 for all j. Let T j denote the set of stopping times taking values in {j, j + 1, . . . , J}. As a standard result in the theory of contingent claims, the equilibrium price v * j (x) of the Bermudan option at time t j in state x, given that the option was not exercised prior to t j , is its value under the optimal exercise policy v * j (x) = sup
Clearly, any given stopping rules τ j ∈ T j are generally suboptimal and give us lower bounds v j (x) := E[g τ j (X τ j )|X j = x] ≤ v * j (x), j = 0, . . . , J, for the option price. By now, there are well established algorithms that produce tight lower bounds for prices of Bermudan options. For instance, the computationally efficient Longstaff and Schwartz [14] algorithm based on nonparametric regression is widely used. It is crucial especially in highdimensional problems, where explicit formulas for option prices are typically unavailable even in the simplest Black-Scholes framework. Moreover, in addition to good lower bounds it is important to have tight upper bounds for the prices because only in the case when we have both bounds, we have reliable confidence intervals for the unknown true price as well as we know the magnitude of the error in our approximations. Even when an estimate of the variance of a lower bound for the option price is available, we usually cannot construct a reliable confidence interval for the unknown true option price because we typically do not know the magnitude of the bias. An upper bound for the true price could be generated from any given exercise policy using the following dual approach, which was proposed in Rogers [16] and Haugh and Kogan [12] . For any 0 ≤ i ≤ J and any supermartingale (Y j ) i≤j≤J with Y i = 0, it holds v * i (X i ) = sup
(we now use the shorthand F j := F t j ). Therefore the right-hand side of (1.1) provides an upper bound for v * i (X i ). It can be derived that both inequalities in (1.1) are equalities for the martingale part of the Doob-Meyer decomposition of the price process (v * j (X j )) i≤j≤J
(v * l (X l ) − E [v * l (X l )|F l−1 ]) , j = i + 1, . . . , J.
In fact, Y * satisfies the following even stronger almost sure identity v * i (X i ) = max i≤j≤J g j (X j ) − Y * j , a.s.
(1.2) (see [17] ). The duality representation provides a simple way to estimate the Snell envelope from above, using approximations (v i (X i )) for the value functions (v * i (X i )). Let Y be a martingale defined via
(v l (X l ) − E [v l (X l )|F l−1 ]) , j = 1, . . . , J.
(1.3)
Then, for i = 0, we get that
is an upper bound for V * 0 := v * 0 (x 0 ).
which was first established in [5] . Then, for any lower approximation v l (X l ) with v l (X l ) ≤ v * l (X l ), l = 1, . . . , J, a.s., we get an upper bound
There are examples, where the upper bound U 0 is more accurate than the dual upper bound V 0 , and there are opposite examples (see Section 2.4 in [4] ).
In this paper, we suggest a novel nonparametric regression algorithm to construct computationally efficient approximations for the conditional expectations involved in (1.3) and (1.5). Nonparametric regression algorithms like that of Longstaff and Schwartz have become among the most successful and widely used methods for approximating the values of American-style (Bermudan) options, in particular for high-dimensional problems. Due to their popularity, the analysis of the convergence properties of these types of Monte Carlo algorithms is a problem of fundamental importance in applied probability and mathematical finance, see e.g. Clément, Lamberton and Protter [8] , Zanger [20] and references therein. Here we rigorously analyse the convergence properties of the proposed regression algorithm and derive its complexity. To this end, we first establish in Section 2 a new L 2 error bound for the nested simulations approach based either on (1.4) or on (1.5), which turns out to be instrumental both for understanding how to improve the standard nested estimators and for the error analysis of the proposed algorithm (the latter is constructed and studied in detail in later sections). The performance of our algorithm is illustrated by the example of max-call Bermudan options.
Nested simulations approach
The nested simulations approach for computing V 0 of (1.4) relies on the approximation of the conditional expectations in (1.3) via (nested) Monte Carlo. This approach was first proposed in Andersen and Broadie [1] for the computation of the dual upper bound (1.4). Let us describe this method in more detail. Fix some natural numbers N d and N . The dual nested simulations approach consists in using the estimate
) , j = 0, . . . , J,
) is a sample from the distribution of X l , and, for any fixed n, the sample X (1,n) l , . . . , X (N d ,n) l is drawn from the conditional distribution of X l given X l−1 = X (n) l−1 . As an estimate for V 0 the random variable V N,N d is biased high (see (2.1) below). The next theorem presents a bound for its mean squared error (MSE).
Theorem 2.1. We have for the estimator V N,N d
i.e. it is an upper bound for V 0 and hence for V * 0 . Moreover, it holds
(2.2) Statement (2.1) is known (see Remark 3.2 in [6] ) and presented here only to make the exposition self-contained. On the other hand, bound (2.2) for the MSE of V N,N d is new. Several related quantities were extensively studied in Chen and Glasserman [7] and Belomestny et al [6] , but neither of these papers contains such a bound.
Inequality (2.2) is surprising because none of V N,N d or V 0 involves the real price (v * l (X l )). Conceptually, the real price comes into play as it is inherent in the optimal stopping problem for (g j (X j )) (notice that (g j (X j )) constitutes our problem data). On the technical side, the real price appears in the proof due to the almost sure property (1.2). More precisely, the random variable max 0≤j≤J (g j (X j )−Y * j ), being degenerate, can be introduced into (7.3) without changing the variance term in (7.3).
2) is very informative, as it not only gives an error estimate for V N,N d , but also shows ways to improve the quality of V N,N d . While the second term in the r.h.s. of (2.2) can be reduced by making the bound v l closer to v * l , the first one can be made smaller by reducing the magnitude of the conditional variances Var [v l (X l )|X l−1 ] .
(ii) In addition to the composite bound (2.2) for the MSE of V N,N d it is instructive to see what in this bound accounts for the squared bias and what for the variance. We will see in the proof of Theorem 2.1 that
and
Roughly speaking, this means that N (resp. N d ) accounts for the variance (resp. the bias) of the estimator V N,N d . That is, we need to increase N (resp. N d ) in order to reduce the variance (resp. the bias). On top of that we can observe a more delicate effect that increasing N d alone (i.e. with N being fixed) also reduces a (small) part of the variance of V N,N d .
Bound (2.2) for the MSE of V N,N d also enables us to analyse the complexity of the dual nested simulations approach. Since the cost of computing V N,N d is of order N N d (recall that J is fixed for now), the overall complexity of the estimate V N,N d , i.e. the minimal cost needed to achieve E [(V N,N d − V 0 ) 2 ] ≤ ε 2 , is of order ε −4 . In the next two sections we will develop a regression-based approach, which will result in a significant reduction of the complexity (see Remark 4.2) .
Let us mention two relevant modifications of the nested dual algorithm proposed in the literature. Firstly, in Belomestny et al [2] an algorithm not involving sub-simulation was suggested, where an approximation for the Doob martingale was constructed using the martingale representation theorem and some approximation of the true price process. However, that method requires an additional discretization of stochastic integrals and suffers from some instability for small discretization steps. Secondly, a multilevel-type algorithm was developed in Belomestny et al [6] , which has a similar performance, in terms of complexity, as the algorithm presented in the next sections, but works under very different conditions (e.g. the algorithm in [6] does not take advantage of the smoothness properties of the involved conditional expectations).
In a similar way, a nested simulations estimator U N,N d for U 0 of (1.5) can be constructed as follows
where the sample X
is drawn from the conditional distribution of X j given X j−1 = X (n) j−1 . In the next proposition, we present a new bound for the MSE of U N,N d . Proposition 2.3. We have for the estimator U N,N d
5)
i.e. it is an upper bound for U 0 and hence for V * 0 . Moreover, it holds
(2.6)
Again, bound (2.6) shows a way of improving the quality of the estimator U N,N d by variance reduction technique: the first term on the right-hand side can be made smaller by reducing the magnitude of the conditional variances Var [v l (X l )|X l−1 ]. Recall that this also improves the quality of the dual nested estimator V N,N d . The second summand on the right-hand side of (2.6) is of order J 2 /N whenever all functions g j , j = 0, . . . , J, are uniformly bounded, but this estimate J 2 /N is usually somewhat rough. In specific situations the generic bound (2.6) should be complemented with specific bounds for the second term on the right-hand side of (2.6).
Variance reduction via regression
Usually the process (X t ) t∈[0,T ] cannot be simulated exactly, and one has to use some approximation of it. Suppose that, for some ∆ > 0, the time approximations X ∆,l∆ , l = 0, . . . , L, with L = T /∆ ≥ J satisfy the following recurrence relations
for some i.i.d. random vectors ξ l ∈ R m with distribution µ and some Borel-measurable functions Φ l : R d+m → R d . By (G l ) l∈{0,...,L} we denote the filtration with G 0 = triv generated by (ξ l ) l=1,...,L . It follows from (3.1) that (X ∆,l∆ ) l∈{0,...,L} is a (G l )-Markov process. Let (φ k ) k∈Z + be a complete orthonormal system in L 2 (R m , µ) with φ 0 ≡ 1. In particular,
Notice that this implies that the random variables φ k (ξ), k ≥ 1, are centered.
The following result can be viewed as a discrete-time analogue of the Clark-Ocone formula or as a conditioned version of Theorem 2.1 in [3] .
where the series in the r.h.s. converges in L 2 sense. The coefficients in (3.2) can be computed via
for l ∈ {j + 1, . . . , p} and k ∈ N.
and notice that E[M j,p |G j ] = 0 a.s. and, in particular, E[M j,p |X ∆,j∆ ] = 0 a.s. Theorem 3.1 implies that
In order to use the control variate M j,p , we need to compute the coefficients a p,l,k . This can be done by using regression in the following way: first we generate N r discretized paths X (n) ∆,1∆ , . . . , X (n) ∆,L∆ , n = N +1, . . . , N +N r , of the process X (so-called "training paths") and then solve the least squares optimization problemŝ a p,l,k = arg min
for l = j + 1, . . . , p, where ψ 1 , . . . , ψ Q is a set of basis functions on R d . Furthermore, we truncate the summation in (3.3) to get an implementable version of the control variate M j,p
To make clear how to understand (3.4), we remark that the random vectors ξ l , l = 1, . . . , L, in (3.4) are independent of the N r training paths (X (n) ∆,l∆ ) used to obtain the regression-based estimatesâ p,l,k , while the ("testing") path (X ∆,l∆ ) in the argument ofâ p,l,k in (3.4) is constructed via those random vectors ξ l according to (3.1) (and hence is independent of the training paths).
Let us note that E M j,p,K |X ∆,j∆ = 0 due to the martingale transform structure in (3.4) (recall that Eφ k (ξ l ) = 0 for k ≥ 1), i.e.M j,p,K is indeed a valid control variate in that it does not introduce any bias. The properties of such a control variate are summarised in the following theorem. 
and byM j,p,K the control variate defined like in (3.4) but withâ p,l,k replaced byã p,l,k . Furthermore, assume that, for some β ≥ 0 and B β > 0,
and the set of basis functions ψ 1 , . . . , ψ Q is chosen in such a way that, for all k ∈ N,
7)
for some constants κ ≥ 0 and D κ > 0.
Then
with some universal constantc.
Remark 3.3. Theorem 3.2 simplifies in the case when the random vectors ξ l are discrete with finite number of atoms (e.g. think about a weak approximation of an SDE via scheme (3.1) with discrete random vectors ξ l ; see Part VI in [13] or Chapter 2 in [15] ). In this case, the space L 2 (R m , µ) is finite-dimensional, and hence the basis (φ k ) k∈{0,1,...,Kmax} is finite consisting of say K max + 1 elements (recall that φ 0 ≡ 1). Then we can drop assumption (3.6), while the conclusion (3.8) can be replaced with
Dual upper bounds with reduced complexity
Next we apply the results of the previous section to the nested simulations of dual upper bounds. For the sake of clarity assume that the exercise times coincide with the discretization time grid for some ∆ > 0, i.e. L = J. Instead of V 0 , which is constructed in (1.4) via the exact process, we are now going to estimate its analogue V ∆,0 constructed via the discretized process
For any j = 1, . . . , J, we need to compute the conditional expectations E v j (X ∆,j∆ )|X ∆,(j−1)∆ . By Theorem 3.1, we have the following representation
The control variates M 1 , . . . , M J cannot be used directly, since the coefficients a j,k are unknown and we need to truncate the summation in (4.5) to get an implementable quantity. Given that we can find implementable approximations for M j , sayM j , satisfying E M j |X ∆,(j−1)∆ = 0, the idea is now to use the random variables v j (X ∆,j∆ ) −M j in the nested simulations step to
will be close to zero for good approximationsM j (cf. (4.4)). So first we estimate the coefficients a l,k by a preliminary regression using N r discretized paths of the process X and Q basis functions (see Section 3). In this way we construct the approximation of the control variate M l given bŷ
Now fix some natural numbers N d , N and consider the dual estimatê
We now can prove the following result.
Theorem 4.1. Assume that all functions v j , j = 1, . . . , J, are uniformly bounded by a constant F . Byã j,k we denote the truncated at the level F estimate defined as in (3.5), and byM l,K (resp.M (n d ,n) l,K ,Ỹ j,n,N d ,K ,Ṽ N,N d ,K ) the quantities defined like in (4.6) (resp. (4.9), (4.8), (4.7)) but with "hats" replaced by "tildes". Suppose that the coefficients (a j,k ) defined in (4.3) satisfy, for all j = 1, . . . , J,
with some β ≥ 0 and B β > 0 and that the basis functions ψ 1 , . . . , ψ Q are chosen in such a way that, for all j = 1, . . . , J and k ∈ N,
with some κ ≥ 0 and D κ > 0. Then it holds
Let us notice that the statement similar to that in Remark 3.3 applies here as well.
Complexity analysis for fixed J
Theorem 4.1 allows us to carry out complexity analysis of our algorithm. First note that the overall cost of computing the estimatorṼ N,N d ,K is of order
where the first term in (4.13) comes from the computation of the regression coefficients, the second one from the computation ofã l,k (X (n) ∆,(l−1)∆ ) and the last one from the computation of M (n d ,n) l,K (other terms involved in the computation are dominated by one of these quantities). Given β > 0 and κ > 0 as in Theorem 4.1, we have the following constraints
to ensure the condition E |Ṽ N,N d ,K − V ∆,0 | 2 ε 2 . Notice that we are interested in getting the order of complexity in ε as ε 0. To this end, we need to determine the parameters N , N r , N d , K and Q via ε in such a way that the order of complexity ofṼ N,N d ,K (given by (4.13)) is minimal under the constraint (4.14). Since B β , D κ and J are constants, they can be dropped from (4.13) and (4.14) . Straightforward but lengthy calculations 2 now show that the overall complexity ofṼ N,N d ,K is bounded from above by
where the constant C J,β,κ does not depend on ε. Moreover, the dependence structure in C J,β,κ on the parameters β, κ and J is given by the formula
with some universal constant c. We, finally, discuss the complexity estimate (4.15). (i) We require to choose β > 1 in order to be better than the standard nested simulations approach discussed in Section 2 because 4(β+1)(κ+3)+4κ (β+1)(κ+3)+βκ < 4 whenever β > 1. (ii) We can achieve the complexity order ε −2−δ , for arbitrarily small δ > 0, whenever the parameters β and κ are sufficiently large.
(iii) In the limiting case κ = 0, i.e., if the approximation error in (4.11) does not converge to 0 (e.g. due to an inappropriate choice of basis functions), we end up with the complexity of the standard nested approach of order ε −4 .
In the next subsection we present the complexity analysis for the case of an increasing number of exercise dates J → ∞. We also take the discretization error into account, which is the order (in J, J → ∞) of the difference between the upper bound V 0 for the (continuous time) American option price and the upper bounds V ∆,0 for the Bermudan option prices with ∆ = T /J.
Complexity analysis for J → ∞
To approximate an upper bound V 0 for a true American (rather than Bermudan) option, we now let J tend to infinity. We shall compare the complexities of the standard approach (the one of Section 2 applied to the discretized process) and of the regression-based approach (the one described in the beginning of Section 4).
Standard approach: Set ∆ = T /J, then the estimate for V ∆,0 of (4.1) is
The analogue of (2.2) takes the form
Since we are considering American options in this section, the estimate V ∆,N,N d can be viewed as an estimate for V 0 rather than for V ∆,0 , i.e. this is E [|V ∆,N,N d − V 0 | 2 ] that should be of order ε 2 in the complexity analysis. Therefore, we need an assumption about the order of the discretization error V ∆,0 − V 0 . It seems reasonably general to assume that it is of order 1 √ J . However, the discretization error might be of a different order in specific situations (see [9] ). That is why we impose a more general assumption:
We also need an assumption on the order of the second term in the right-hand side of (4.16) (which is also present in (4.12)):
A typical-to-expect situation here is q = 1. Another interesting variant is q = 0: here the strategy is to use better and better approximations v l for v * l at each time point l = 1, . . . , J, as J grows (see, e.g., Zanger [20] for bounds on E [ v * l − v l 2 ] .) Finally, as for the first term on the right-hand side of (4.16) it is reasonable to assume only that
The overall cost of computing the estimate V ∆,N,N d is of order JN d N . Thus, we need to minimize this cost order under the constraint (4.16 ) and (A1)-(A3)). This leads to the complexity of V ∆,N,N d of order ε −4− 2+q α . For instance, in the case α = 1/2, q = 1 (resp. α = 1/2, q = 0) we get the complexity O(ε −10 ) (resp. O(ε −8 )).
Regression-based approach: We suppose that the assumptions of Theorem 4.1 are satisfied uniformly in J ∈ N and again assume (A1) and (A2) (as for (A3), we do not need it here). The cost of computingṼ N,N d ,K is of order
We need to minimize this under the constraints
which ensures that E |Ṽ N,N d ,K − V 0 | 2 ε 2 (see (4.12) and (A1)-(A2)). Straightforward but lengthy calculations 3 show that the overall complexity ofṼ N,N d ,K is bounded from above by
where the constant C β,κ does not depend on ε. Moreover, the dependence on β and κ is described by the formula C β,κ = cB
with some universal constant c. We, finally, discuss the complexity estimate (4.17). (ii) We can achieve the complexity order ε −2− 3+q 2α −δ , for arbitrarily small δ > 0, whenever the parameters β and κ are sufficiently large. In particular, this gives us O(ε −6−δ ) (resp. O(ε −5−δ )) when α = 1/2, q = 1 (resp. α = 1/2, q = 0), which is to be compared with O(ε −10 ) (resp. O(ε −8 )) in the case of the standard approach.
Examples and discussion of conditions
Suppose that the process (X t ) t∈[0,T ] solves the SDE
where µ and σ are globally Lipschitz functions R → R. Consider the Euler discretization scheme, which is of the form
where ξ 1 , . . . , ξ J are independent N (0, 1) random variables. In this case, we have Φ ∆ (x, y) = x + µ(x) ∆ + σ(x) y √ ∆, and the orthonormal system (φ k ) k∈Z + in L 2 (R, N (0, 1)) can be chosen to be the system of normalised Hermite polynomials:
Then the coefficients a j,k are given by formula
with ξ ∼ N (0, 1). To get more insight into the behaviour of a j,k in k, we need to know the structure of the approximations v j . While we did not assume anything on their structure until now, in practice one often models v j as linear combinations of some basis functions, e.g. polynomials (for instance, in the Longstaff-Schwartz algorithm with a polynomial basis). Let us now verify the assumption (4.10) in a couple of particular examples.
(think of polynomial basis functions). Since, with ξ ∼ N (0, 1), H k (ξ) is orthogonal in L 2 to all polynomials in ξ of degree less than k, it follows from (5.1) that a j,k ≡ 0 whenever k ≥ p + 1.
Then, for any β > 0, there is an appropriate constant B β > 0 such that, for all j = 1, . . . , J,
(Notice that, since the coefficients µ and σ of the SDE are globally Lipschitz, all polynomial moments of the Euler discretization are finite, hence all E a 2 j,k (X ∆,(j−1)∆ ) are finite.) Thus, assumption (4.10) is satisfied and, moreover, we can take arbitrarily large β > 0 (at a cost of possibly getting large B β ). that is, at each time step j = 1, . . . , J our approximations v j are trigonometric polynomials with period 2π/h, for some given h > 0. With ξ ∼ N (0, 1) we have
Using the definition of the Hermite polynomials and integrating by parts k times, we compute
Hence,
Assuming for simplicity that σ is bounded, we get
with some positive constants K j and C. Hence, for any β > 0 and for all j = 1, . . . , J,
Thus, provided σ is bounded, for arbitrarily large β > 0, there exists an appropriate B β > 0 such that assumption (4.10) is satisfied.
Numerical results
As can be easily seen, the optimal solution for the parameter N is of the same order (w.r.t. ε) both in the standard and in the regression-based approaches. Therefore, let us ignore the error term
in (4.12) and (4.16) . Hence, we are interested in the remaining terms E Var v l (X ∆,l∆ )|X ∆,(l−1)∆ (6.2) and E Var v l (X ∆,l∆ ) −M l,K |X ∆,(l−1)∆ , (6.3)
for l = 1, . . . , J, respectively. In terms of the numerical implementation, we will choose N large enough so that (6.1) does not really affect the overall error. That is, we now consider J and N as fixed parameters.
Standard approach with fixed J and N : We recall that the overall cost of computing the estimator V ∆,N,N d is of order JN d N . Since we consider only the variance terms, we set N d ε −2 to ensure that (see (4.16))
Thus, we have for the complexity
Regression-based approach with fixed J and N : The overall cost of computing the estimator V N d ,N,K is of order
Notice that, since N is considered to be fixed, the term N Q (cf. (4.13)) is dominated by N r Q 2 . We have the constraints
to ensure the condition
Then, the resulting complexity bound is given by
with some universal constant c. Notice that the complexity in (6.9) is better than that in (6.5) whenever β > 1. Moreover, we can achieve the complexity order ε −1−δ in (6.9), for arbitrarily small δ > 0, whenever the parameters β and κ are sufficiently large.
In constructing the numerical experiments below, for the regression-based approach, we need to choose several values of ε and the values of N r , N d , K and Q for each value of ε. To this end, we use the "limiting formulas" as β, κ → ∞. Ignoring the remaining constants as well as the log-term for N r , those "limiting formulas" give us N r = O(ε −1 ), N d = O(ε −1 ), K = O(1) and Q = O(1). In more detail, we choose the parameters for each ε = 2 −i , i ∈ {2, 3, 4, 5, 6}, as follows: N = 5 · 10 4 , K = 1, Q = d + 2, N d = 8 · ε −1 , N r = 256 · ε −1 .
As for the basis functions, we use polynomials of d variables up to degree 1 as well as the function g j , which will be independent of j (payoff of a Bermudan max-call option). Altogether Q = d + 2 basis functions. Regarding the standard approach, we choose for each ε = 2 −i , i ∈ {2, 3, 4, 5}, the parameters via N = 5 · 10 4 , N d = 2 · ε −2 .
Notice that we use less values for ε in case of the standard approach, since the computing time for ε = 2 −5 in the standard approach is already much higher than that in the regressionbased approach for ε = 2 −6 , with comparable values of the estimated root mean squared
In addition, we implement the multilevel approach from [6] in the following way: set L = − log 2 (ε) − 2 for ε = 2 −i , i ∈ {2, 3, 4, 5} and choose (N d ) l = 48 · 4 l and N l = 2 16−l for l = 0, . . . , L. Run the multilevel algorithm until the level L is reached. Thus, the cost is of order L l=0 (N d ) l N l = O(2 L ) = O(ε −1 ), similar to the one of the regression-based approach.
Below, we compute the numerical complexities, given 500 independent simulations, and compare it with the theoretical ones, namely, O(ε −2 ) for the standard approach and O(ε −1 ) for the multilevel and regression-based approaches ("limiting formulas" as β, κ → ∞). Note that we compute the regression estimates for v j (x) by means of the algorithm of Tsitsiklis and Van Roy (see [18] , [19] or Section 8.6 in [10]), given 5 · 10 4 independent paths and (d+1)(d+2) 2 + 1 basis functions (polynomials of d variables up to degree 2 as well as the function g j ) for all the standard, regression-based and multilevel approaches. Further, due to practical purposes, we do not allow to exercise at time t = 0, which gives us a modified price, namely
Two-dimensional example
We consider the following SDE for d = m = 2 (Q = 4)
where r = 0 and x i 0 = 100, σ i = 0.2, δ i = 0.02, for i = 1, 2. Hence, X 1 t and X 2 t are two independent geometric Brownian motions. Further, we consider the Bermudan maxcall option with strike price 100 and 20 exercise opportunities (J = 20), that is, g j (x) = max {max {x 1 , x 2 } − 100, 0}, x = (x 1 , x 2 ), for all j. The "true" upper bound V ∆,0 ≈ 12.57 is estimated as the mean value of 100 independent computations of V ∆,N,N d with N = N d = 5·10 4 .
As can be seen from the first plot in Figure 6 .1, the estimated numerical complexity is about RMSE −0.84 for the regression-based approach, RMSE −1.31 for the standard approach and RMSE −0.94 for the multilevel approach. (We speak about numerically estimated RMSEs here.) The reason for the somewhat unexpected slope 1.31 in the standard approach is that, in this numerical example, the numerical MSE turned out to be strictly smaller than the left-hand side of (6.4), which is of course possible in specific examples. (Indeed, from the plot corresponding to the standard approach we get RMSE ε 2/1.31 , that is, MSE ε 4/1.31 , which is smaller than const/N d ε 2 .) We see that the regression-based approach works nicely, and we can save much computing time as compared to the standard and multilevel approaches to obtain similar accuracies.
Five-dimensional example
We consider the following SDE for d = m = 5 (Q = 7)
where r = 0, x i 0 = 100, σ i = 0.2, δ i = 0.02 ∀i, and A i := A i,1 · · · A i,5 , AA T = (ρ ik ) i,k=1,...,5 with ρ ik = ρ ki ∈ [−1, 1] and ρ ik = 1 for i = k (that is, A i W , i = 1, . . . , 5, are correlated Brownian motions). For i < k we choose
otherwise.
Again, we consider the Bermudan max-call option with strike price 100, but with only 10 exercise opportunities (J = 10), that is, g j (x) = max max i∈{1,...,5} x i − 100, 0 , for all j, and estimate the upper bound V ∆,0 ≈ 21.07 via 100 independent simulations of V ∆,N,N d with N = N d = 5 · 10 4 . Our empirical findings are illustrated in the second plot in Figure 6 .1. We observe the numerical complexities of order RMSE −0.76 for the regression-based approach, RMSE −1.22 for the standard approach and RMSE −0.79 for the multilevel approach. Even though the numerical complexities of the regression-based and multilevel approaches are close to each other, we observe that the computing time in case of the regression-based approach is much smaller than the multilevel one, whereas the RMSEs are in a similar region. As in the previous example, the regression-based approach shows a significant complexity reduction effect and outperforms the standard and multilevel approaches numerically.
Proofs

Proof of Theorem 2.1
In what follows, conditioning on X (n) · is a shorthand for conditioning on σ(X (n)
in particular, the process (Y (n) j ) has the same distribution as (Y j ). Further, we have
which implies the required inequality EV N,N d ≥ V 0 by taking expectations of both sides. For each n ∈ {1, . . . , N }, we now introduce the filtration (F 
For the first term in (7.1), that is, for the squared bias, we obtain
where we used ( 1 N N n=1 a n ) 2 ≤ 1 N N n=1 a 2 n in the first inequality and
so that we get
we obtain the upper bound for the squared bias
Recall the almost sure property of the Doob martingale
which here takes the form max 0≤j≤J g j (X
(see [17] ), and, in particular, implies that the random variable max 0≤j≤J (g j (X
is, in fact, deterministic. We, therefore, derive
for the second term in (7.1). Again using Doob's L 2 inequality together with the fact that martingale differences are uncorrelated, we get
Var v * l (X
Since, conditionally on X
l−1 , the random variables X
l , X
(1,1) l , . . . , X (N d ,1) l are independent, we arrive at
Together with (7.1) and (7.2), we obtain first inequality in (2.2). The second one now follows from
Proof of Proposition 2.3
We set Z (n) j := E Z j,n,N d |X (n) · and observe that Z
j−1 , j = 1, . . . , J. We also define
and notice that EU N = U 0 . By Jensen's inequality
which, in turn, implies (2.5). Next, we apply the formula
and notice that the second term here is precisely the second term on the right-hand side of (2.6). It remains to prove that (EU N,N d − U 0 ) 2 is equal to or less than the first term on the right-hand side of (2.6). To this end, we sketch the main steps as follows:
which is the required statement in the case j = q. Now assume j < q. The random variable E [f (X ∆,p∆ )| X ∆,q∆ ] is square integrable and has the form g(X ∆,q∆ ), hence the induction hypothesis applies, and we get E a p,l,k (X ∆,(l−1)∆ ) −ã p,l,k (X ∆,(l−1)∆ ) 2 .
(7.7)
It follows from Theorem 11.3 in [11] that E a p,l,k (X ∆,(l−1)∆ ) −ã p,l,k (X ∆,(l−1)∆ ) The result now follows from (3.6)-(3.7) and (7.6)-(7.8).
Proof of Theorem 4.1
By the same calculation as the one leading to (2.2) (see the proof of Theorem 2.1), we get
It remains to apply Theorem 3.2 to the first term on the right-hand side.
8 Appendix: derivation of complexity (4.15)
Let us, for simplicity, first ignore the log(N r )-term in (4.14) and consider only the terms w.r.t. the variables K, Q, N, N d , N r which shall be optimized, since the constants J, B β , D κ do not affect the terms on ε. Further, we consider the log-cost and log-constraints rather than (4.13) and (4.14) . Let us subdivide the optimization problem into three cases: Considering ∂L ∂K = ∂L ∂Q = ∂L ∂N = ∂L ∂N d = ∂L ∂Nr = 0 leads to the unique solution λ 1 = 0, λ i > 0 for i > 1. More precisely, due to five equations with six variables λ 1 , . . . , λ 6 , at least one λ i has to be zero. In the others cases λ i = 0 for i > 1, we either obtain λ k < 0 for some k = i, or the corresponding constraint to λ i is not satisfied (that is > 0) such that these solutions are not optimal, respectively they do not satisfy all constraints. Since we have λ i > 0 for all i > 1, all constraints corresponding to those λ i have to be active (that is, zero). This gives us for β > 1, which is worse than (8.2). c) max {N r Q 2 , N Q, N N d } = N N d . This gives us the same result as in case a). Hence, the complexity in (8.2) is the overall optimal solution.
In the case β = 1, we get (compare with (4.14)) N ε −2 , KN d ε −2 , and thus C KN N d ε −4 , which means that the complexity is always worse than the one of the standard nested simulations approach discussed in Section 2. Next we consider also the remaining terms J, B β , D κ and arrive at (4.15) via equalizing all constraints in (4.14) as well as considering N N d = N r Q 2 (provided that β > 1). Finally, we add the log-term concerning ε in the parameters N r and N d to ensure that all constraints are really satisfied. Notice that the constant C J,β,κ in (4.15) is an upper bound of the constant which arises from equalizing the above mentioned constraints.
