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岡県沼津市）など新たに 4 カ所の RSCを新設予定である．また，イオン傘下のイオ









































































図 1.3 HOSPI（Panasonic）[4] 
 













































































































 測定対象表面に対して，円錐形状に走査角 αを 0°~360°まで変化させながら対

























 𝑑𝑧 = 𝐿𝑚𝑎𝑥 cos 𝛽 − 𝐿𝑚𝑎𝑥 sin 𝛽 tan 𝛾 
（2.1） 
 𝑑𝑧 = 𝐿𝑚𝑖𝑛 cos 𝛽 + 𝐿𝑚𝑖𝑛 sin 𝛽 tan 𝛾 
   
 
γ = α tan {
(𝐿𝑚𝑎𝑥 − 𝐿𝑚𝑖𝑛) cos 𝛽
(𝐿𝑚𝑎𝑥 + 𝐿𝑚𝑖𝑛) sin 𝛽
} （2.2） 
   
































































（c） 凸結合の走査曲線 （d） 不連続面の走査曲線 
図 2.4 表面形状による走査曲線の違い 
 
表 2.1 測定対象表面の走査曲線の特徴量 
測定対象面 極大 極小 不連続点 
（a）平面 1 1 0 
（b）凹結合 1 2 0 
（c）凸結合 2 1 0 























































































（a）RGB 画像 （b）ラベリング結果 















































いた近似式を得ることができる．具体的には，M 推定の繰り返し回数を 3 回とし，











法を行い，M推定による近似式 𝑓(𝑥) =  𝑎0
′ + 𝑎1
′ 𝑥 + 𝑎2
′ 𝑥2 + 𝑎3




























































































































































|𝑑𝑖|  ≤  𝑊


























































































































GPUを用いた走査円並列処理システムを構築した．表 2.2に GPUの仕様を，図 2.12
にシステムブロック図を示す．GPU 統合開発環境として CUDA を使用した．各ス
レッドは，グローバルメモリにアクセスすることでデータの読み込みを行い，処理
を行う．CUDA プログラム処理のフローを図 2.14 に示し，以下に詳細な説明を行
う． 
 まず，CPUから CUDAを通して GPUへ初期化指示を行い，GPU内部データの初
期化を行う．次に CPUで取得した全円錐走査データを GPU のグローバルメモリに

















































表 2.2 Geforce GT 740Mの仕様 
 Geforce GT 740M 
Number of CUDA cores 384 
Base clock （MHz） 980 
Memory clock （Gbps） 1.8 
Amount of memory （GB） 2.0 
Memory interface （bit） 64 




































また，4 種類の円錐半径で実行した処理速度の結果を表 2.3 に示す．平均処理速
度は，100 フレーム分の平均処理速度を示している．円錐同士は，各半径の 1/4 の
大きさ分重ねて配置し，全データは屋外の同じ場所で測定を行った．すべての円錐
半径において，GPUによる並列処理は CPUによる逐次処理と比較して大幅に高速
化を実現した．円錐半径に 5 ピクセルを用いた場合は 32.8 倍，7 ピクセルは 29.7

















































表 2.3 処理速度結果 









































Navigation And COmmunication robot）”の構成について述べる．自律移動ロボットの

































図 3.1 ロボットの外観と外寸 
 
 






表 3.1 ロボットの諸元 



















PCには，EPSON製の Endeaver NJ5900E を使用した．また，本研究では OSとし
て Ubuntu14.04 を採用している．PCの仕様を表 3.2 に示す． 
 
表 3.2 PCの仕様 
モデル Endeaver NJ5900E 
OS Ubuntu14.04 64bit 
CPU インテル Core i7-4700MQ プロセッサー(2.4GHz) 
GPU NVIDIA® GeForce® GT 740M 2GB 
メモリ 16.0GB PC3L-12800 DDR3L SDRAM 




















モータドライバは，ワコー技研 UMAR24を 2つ搭載している． 
 
 





バッテリーユニットは，Li-ion バッテリー(IDX社 E-7S) 2 つから成るコントロー














































図 3.7 レゾルバの原理[16] 
 
 
表 3.3 エンコーダパルス仕様 
分解能 1024p/r 
出力 直交 2相 
出力インターフェイス TTL出力 
電源電圧 5V 



























電源には Kypom の LiPo(5cell，4200mAh，35C)を用いて，DCDC コンバータ KID-
1205Aを用いたスイッチング電源キットで 12Vに電圧を変換し，LRFに電源供給を














表 3.4 2次元測域センサ仕様 
型式 UTM-30LX 
































（Depth・RGB・IR）な Kinect v2を使用する．Kinect v2は，2014年 10月に Microsoft
社によってリリースされた RGBD カメラである．推奨は Windows 8 以降の環境だ
が，libfreenect2ドライバを用いることで，開発環境のLinux Ubuntu 14.04上でもKinect 
v2 の使用が可能となる．Depth 画像は，投光した赤外線が反射して戻ってくる時間
から Depth 情報を得る「Time of Flight（TOF）」方式で取得している．図 3.11に Kinect 












































表 3.5 Kinect v2 の動作仕様 
項目 仕様 
color画像 1920 ×1080 
colorフレームレート 30 fps 
Depth画像 512 × 424 
Depthフレームレート 30 fps 
Depthセンシング方式 TOF (Time Of Flight) 
Depth認識範囲 500 mm ～8000 mm 
水平視野角 70 度 













ードにおける IMES用 PRN番号として 173番～182番を正式に日本に対して割り当
てられている．JAXA では，準天頂衛星システムのユーザーインターフェイス仕様







































 図 3.14にシステム構成を示す．外界センサ部，PC 部，駆動部から構成される．
PC 部及び駆動部の一部には，分散型処理システムを構築するために ROS（Robot 
Operation System）を導入した．ナビゲーション機能は，ROS のパッケージ navigation 
package で用意されている自己位置推定機能（Adaptive Monte Carlo Localization），大
域的経路生成機能（Dijkstra’s Algorithm），局所的経路生成機能（Dynamic Window 
Approach），slam_gmapping package で用意されている大域的地図生成機能（Rao-































図 3.14 移動ロボットシステムブロック図 
46 
 
第２項 ROS（Robot Operation System） 
 ROSとは，Robot Operation System の略であり，ロボット開発で用いられる様々な
センサ，ロボット本体，アルゴリズムを統一的に利用するためのフレームワークで





















































 自己位置推定機能として，Adaptive Monte Carlo Localization[22]を用いた．Adaptive 






















































（Simultaneous Localization and Mapping）手法の一つである Rao-Blackwellized Particle 
Filter[23] を用いた Grid based SLAM を用いた．自己位置の軌跡を通常の Particle 
























地図を図 3.19 に，測定環境画像を図 3.20 に示す．地図上に反映された障害物はロ
ボットの内接円半径以上の大きさで膨張させている． 
 2D-LRFから送信されるデータは，1次元配列で構成されているため，Kinect v2を
用いた周辺環境情報も 1 次元配列に変換する必要がある．そこで，2 次元配列の周





合わせた配列数に変換する．次に，新たに用意した統合用の 1 次元配列（720 ピク










図 3.17 局所地図生成までのフローチャート 
 
 





















































































の人へ注意喚起等を行うためにアナウンス機能は必要となる. そこで, PC で音声フ















「エレベータから降ります. 道をあけてください. 」 
終了 






















ドの大きさは 50mm×50mm で作成した．図 4.1と 4.2に東 4号館 3階の建築図面と

























































 スタート地点座標（東 4号館 3階南西） 





















図 4.5 走行実験環境図面 
 
 













図 4.7 トイレットペーパー 
 
 
図 4.8 サッカーボール 
 
 
図 4.9 褐色瓶 
 

















図 4.11 ティッシュ箱 
 
 
図 4.12 缶箱 
 
 
図 4.13 円錐 
 
 
図 4.14 工具箱 
 
 







































































































































































































































































































 スタート地点座標（東 4号館正面自動ドア前） 
 経由点座標（新 C棟前） 







 路面の凹凸が激しい車いす用スロープが 2か所 
 駐輪場に複数の自転車が存在 
 メインストリートに多数の金属ポールが存在 
































































（a）RGB 画像 （a）周辺環境認識画像 
  
（b）RGB 画像 （b）周辺環境認識画像 
  





（d）RGB 画像 （d）周辺環境認識画像 
  
（e）RGB 画像 （e）周辺環境認識画像 
  







（g）RGB 画像 （g）周辺環境認識画像 
  
（h）RGB 画像 （h）周辺環境認識画像 
 





















（a）RGB 画像 （a）周辺環境認識画像 
  
（b）RGB 画像 （b）周辺環境認識画像 
 















（a）RGB 画像 （a）周辺環境認識画像 
 






（a）RGB 画像 （a）周辺環境認識画像 
 









（a）RGB 画像 （a）周辺環境認識画像 
  
（b）RGB 画像 （b）周辺環境認識画像 
  





（d）RGB 画像 （d）周辺環境認識画像 
  
（e）RGB 画像 （e）周辺環境認識画像 
  
（f）RGB 画像 （f）周辺環境認識画像 
 




（a）RGB 画像 （a）周辺環境認識画像 
  
（b）RGB 画像 （b）周辺環境認識画像 
  





（d）RGB 画像 （d）周辺環境認識画像 
  
（e）RGB 画像 （e）周辺環境認識画像 
  
（f）RGB 画像 （f）周辺環境認識画像 
 






（a）RGB 画像 （a）周辺環境認識画像 
  
（b）RGB 画像 （b）周辺環境認識画像 
 
 





（d）RGB 画像 （d）周辺環境認識画像 
 


















（a）RGB 画像 （a）周辺環境認識画像 
  
（b）RGB 画像 （b）周辺環境認識画像 
  







（d）RGB 画像 （d）周辺環境認識画像 
  
（e）RGB 画像 （e）周辺環境認識画像 
  







（g）RGB 画像 （g）周辺環境認識画像 
  
（h）RGB 画像 （h）周辺環境認識画像 
  
（i）RGB 画像 （i）周辺環境認識画像 
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 床面に倒れている人に対する回避走行  
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