Abstract-Many methods for solving optimization problems, whether direct or indirect, rely upon gradient information and therefore may converge to a local optimum. Global optimization methods like Evolutionary algorithms, overcome this problem although these techniques are computationally expensive due to slow nature of the evolutionary process. In this work, a new concept is investigated to accelerate the differential evolution. The opposition-based DE uses the concept of opposite number to create a new population during the learning process to improve the convergence rate of generalization performance of the beta basis function neural network. The proposed algorithm uses the dichotomy research to determine the target solution. Detailed performance comparison of ODE-BBFNN with learning algorithm on benchmarks problems drawn from regression and time series prediction area. The results show that the ODE-BBFNN produces a better generalization performance.
I. INTRODUCTION
rchitecture design of the neural network can be formulated as an optimization problem, where each solution represents architecture. Evolutionary Algorithms (EA) like neural network (NNs) represents an evolving technology inspired by biologically motivated computational paradigms. NNs are derived from the brain theory to simulate the learning behavior of an individual, while EAs are developed from the theory of evolution to evolve whole population toward a better fitness [24] , [25] . Although these two technologies seem quite different in the time period action, the number of involved individuals and the process scheme, their similar dynamic behaviors stimulate research on whether a synergistic combination of these two technologies [36] may provide more problem solving power than either alone. There has been extensive analysis of the properties of several classes of neural networks possessing various architectures and training rules. Without the help of a proven guideline, the choice of an optimal network design for a given problem is a difficult process. In this paper, we deal with the so-called Beta Basis Function Neural Network BBFNN [1] , [25] , [26] that represent an interesting alternative in which we can approximate any function. The beta basis function neural network (BBF) neural network have been widely used in many areas [2] , [3] , [4] , [32] [33] [34] . The Beta basis function has also been used in support vector machines [5] [30] . One of the most important issues in the BBF neural network applications is the network learning, i.e., to optimize the adjustable parameters, which include the centers vectors, the widths of the basis functions and the parameters forms. Another important issue is to determine the network structure or the number of BBF nodes that will be studied in the paper. Interesting aspects of the BBF networks are the possibility of choosing suitable parameters for the hidden units without having to perform a full nonlinear optimization of the network and thus avoiding the risk of getting trapped into poor local minima, and the flexibility to automatically adjust the number of hidden neurons by means of evolution techniques. The computational efficiency of the learning phase comes from the fact that the network has just two layers of weights, and the weights at the output layer are linearly related to the output of the network. There is a large variety of methods that can be combined to produce an adequate BBF network. The idea of combining DE and NN came up first in the late 90s, and it had generated an intense field of research in the 1995s. Since both are autonomous computing methods, why combine them? In short, the problem with neural networks is that a number of parameter has to be set before any training can begin. However, there are no clear rules how to set these parameters. Yet, these parameters determine the success of the training. The differential evolution algorithm is used to find the parameters of a new type of neural network designed by the beta basis function neural network. The paper provides a set of experimental verification of our proposed approach. In particular, we explore the convergence speed, the effectiveness and the advantage of the new concept over the random ones.
The aim of the proposed paper is to extend the work [6] in which we used the differential evolution algorithm for the design of the beta basis function neural network: this work is also a continuation of the work of Aouiti in [7] [26] that he used the genetic algorithm for design of beta neural system. In spite of the interested results presented in these works, the two algorithms: the differential evolution as the genetic algorithm is very expensive in term of computation time. However, we used a new concept of opposite number in the differential evolution algorithm to improve the convergence time and the performance generalization rate. This work is organized as follow: in section II, the differential evolution is shortly reviewed. Section III presents the BBF network architecture and discusses some approaches adopted to train this model. One of them, the DE algorithm which presents some related drawbacks and this constitutes the motivation behind ODE development. This is the subject of section IV. The set of experimental results are provided in section V. Finally, the work is concluded in section VI.
II. THE BETA BASIS FUNCTION NEURAL NETWORK (BBFNN)
In this section, we want to introduce the beta basis function neural network that will be used in the remainder of this paper .The beta basis functions are a special class of functions whose characteristic feature is that their value increases monotonically with the distance from a central point, called center of the BBF.
Besides the centre The BBF network can be regarded as feed-forward neural network with a single layer of hidden units, whose responses are the outputs of the beta basis functions. The input of each beta basis function of the BBF neural network is the distance between the input vector (activation) and its center. 
In the multi-dimensional case, the beta function is defined
The BBF neural network is usually trained to map a vector learning can be seen as function approximation problem .According to this point of view ,learning is equivalent to finding the surface in a multidimensional space that provides the best fit to the training data .Generalization is therefore synonymous with interpolation between the data points along the constraint surface generated by the fitting procedure as the optimum approximation to this mapping. Alimi is the first to investigate the use of the beta basis function in the design of neural network as activation functions ( Fig.1 ) in artificial neural network [1] . Alimi and Hassine [31] proved that BBF networks with one hidden layer are capable of universal approximation. The BBF networks are capable of approximating arbitrarily well any function; also have the best approximation property. The performance of the BBF network depends to the number of units of beta basis functions, their shapes, the parameters forms, and the method used to determine the associative weight matrix W. Haykin [8] classified The existing learning strategies for neural network as follows:1) learning with a fixed number of units and the centers selected randomly from the training data; 2) supervised learning for the selection of the centers of the network; and 3) unsupervised learning for the selection of the fixed number of units [36] , [27] . In this paper, we are going to use the second strategies.
One the main problems related to the development of neural network based system is the application of suitable learning algorithm to adjust the network parameters. There are a number of proposals on how to define these parameters in the literature. One first idea is to hold m fixed and use a gradient descent method to adjust the parameters [9] , in a manner very similar to the error back-propagation algorithm, often used with MLPs. Nevertheless, training a BBF network in such a way seems somewhat wasteful, since it does not take advantage of the two-stage training possibility of the BBF architecture. There are several interesting approaches that exploit this potential. Although slightly different, all of them share the same idea: the definition of the hidden layer is considered as the major task [29] , since the output weights can be computed according to linear optimization techniques. In [10, 11] the authors used the constructive method that allows BBF neural network to grow by inserting new units into positions in the feature space where the mapping needs more details. The discovery of differential evolution was dated to the 1995 by Storn and Price [23] . Differential evolution (DE) is a stochastic search algorithm that is originally motivated by the mechanisms of natural selection. Like other evolutionary algorithms, DE is very effective for solving optimization problems with non smooth objective functions, since it does not require derivative information. The DE algorithm was successfully applied in the optimization of some well-known nonlinear, non differentiable and non convex functions by Storn and Price. The DE algorithm is an evolutionary algorithm that uses a rather greedy and less stochastic approach to problem solving than do classical evolutionary algorithms, such as genetic algorithms, evolutionary programming and evolution strategies. In DE, a candidate solution for a specific problem is called an individual or a chromosome and consists of a linear list of genes. Each individual represents a point in the search space, and hence a possible solution to the problem. A population consists of a finite number of individuals. Each individual is decided by an evaluating mechanism to obtain its fitness value. Based on this fitness value and undergoing genetic operators, a new population is generated iteratively with each successive population referred to as a generation. The fitness of an offspring is one-to-one competed with that of the corresponding parent in DE. The potentialities of DE are its simple structure, easy use and local searching property. This drawback could be overcome by employing a larger population. However, by doing so, much more computation time is required to estimate the fitness function.
IV. THE OPPOSITION BASED DIFFERENTIAL EVOLUTION

ALGORITHM
All the technique based to the evolutionary algorithm generates randomly the solutions as an initial population. These candidates' solutions specified by the objective function will be changed to generate new solutions. The best individual in evolved population can be misleading because the applying of the heuristic operators (selection, mutation and crossover) or the update of the position in DE algorithm can steer the population toward the bad solutions. Consequently, the convergence to the guess value is often computationally very expensive. To escape to these drawbacks of the evolutionary algorithms, the dichotomy search is proposed to accelerate the convergence rate and to ameliorate the generalization performance. In other word the search space is halved in to sup-space, in order to decrease the convergence time. Let be [a, b] the search space of the solution s and x is the solution belong to the first half. We define a new concept called the opposite number to look for the guess solution in the second half. The ODE algorithm uses the idea of opposite number to create the initial and the evolved populations to improve the performance of DE technique. In the rest of this section, we define the new concept of opposite number in single dimension and multidimension. Definition: Let x be a real number in the interval [a, b] , the opposing number is defined as follows:
Definition: Let M=(x1, x2, x3, …, xn) be a point in the ndimensional space, where x1, x2, x3, …, xn fig.3 . From the illustrated figure, we notice how the concept of the opposite number improves the rate convergence rate of the DE algorithm. We assume in the fist figure, that the estimated solution x is far from to the target solution s. If the distance d between the target solution and the estimated by the ODE increase then the distance d between the opposite solution and the estimated s decrease. In other word, when the estimated solution is far form the target solution, the opposite solution is near the guess. Now let be treat the case of the solution is near the target solution. According to the second figure, we notice that the opposed target is near to target solution. From the above-stated, the new concept of the opposite-number remains the leader to best solution. That one proves really how the opposite differential evolution ODE enhances the performance convergence of the beta neural system. In the remainder of the section, we explain the proposed algorithm for the training the beta basis function neural network. The learning process of ODE is described step by step as follows:
Step 0 (Initialization): At iteration t = 0, the initial positions P0ij are generated uniformly distributed randomly; 0 ( )
Generate the opposite population as follows:
Step1 (individual evaluation): Evaluate the performance of each individual in the population according to the beta neural system. In this paper, the evaluation function f is defined as the error index described in the next section. Select the best from the initial population {P0, OP0}
Step 2 (Generate the solution of the next population): At iteration t, the vector X ri of the population using the mutation operation. Here, the following mutation operator is adopted ov ou ox .
Step 3 (select the fittest individual from {P,OP}): The ODE learning process ends when a predefined criterion is met. In this paper, the criterion is the goal or total number of iterations.
A. The Differential Evolution Encoding
Like DE, the population size in the ODE employed in this study is equal to NP. Each individual of the population P correspond to the free parameters in the designed beta neural system. For the beta neural system in Eq. 1 that consists of n input variables and m neurons, the chromosome is described by 
V. COMPUTIONAL EXPERIMENTS
The ODE algorithm was tested on various benchmark problems. The comparison of the performance of the proposed algorithm with the literature algorithms .This comparison will mainly focus on the performance of convergence speed, the final approximation error, the generalization error and number of neurons used in the architecture of neural system. In the first, the ODE algorithm is submitted to time series prediction. This kind of task allows us to evaluate the methods under different conditions. Particularly, it is possible to generate several training sets. To evaluate its performance, the proposed ODE-BBFN should be submitted to several sets composed of benchmarks functions. To assess the experiments, all the parameters of DE algorithm are adjusted empirically in some cases, intuitively, and do not correspond necessarily to the best possible choice. However, it could also distort the analysis, since a fine tuning is often not possible in real applications.
A. Mackey-Glass time series prediction
In this sub-section, we describe some applications of the above beta basis function neural network architecture to infer the models associated with some chaotic time series [35] . We consider the Mackey-Glass, one of the most popular and dynamical systems defined as:
This time series is chaotic, so there is no clearly defined period. The series will not converge or diverge, and the trajectory is highly sensitive to initial conditions. The resulting series presents a chaotic behavior and is recognized as a reference problem in the study of neural networks generalization ability. Unfortunately, the exact configuration of the experiment varies from one work to another. Here, the initial values of times series are fixed as 
(t), x(t-¨t) ,…, x(t-n¨t) as the following equation x(t+¨t)=f (x(t), x(t-¨t),…, x(t-n¨t)
(15) where ¨t is the sampling interval. In this paper, the input of neural network BBFNN consists of four data points, x(t),x(t-6), x(t-12) and x(t-18) . The output training data corresponds to the trajectory prediction, x(t + 6) =f(x(t),x(t-6),x(t-12),x(t-18) ) (16) For the following experiments, the fourth-order Rung-Kutta method with initial condition x(0) =1.2, ( ) 0
and the time step 1 was applied to eq. 14 for producing the Mackey-Glass time series data. One thousand simulation data points are generated from the eq.14, the first 500 points are selected as the training data points to build the proposed ODE-BBFNN of Mackey Glass time series, and the second 500 points as the testing points to test the validity of the proposed model. The learning accuracy measurements are used in all the simulation experiments are the Root Mean Square Error (RMSE) and the MSE and defined as:
Where y and y denote the mean of the target data and target data, respectively. In the proposed ODE-BBFNN, the parameters are set as, the population size to 40, the number of evolving generation to 5000 and the stopping criteria (RMSE) to 0.01and the beta parameters are defined as the center ci and the spread ıi are limited to the upper and lower bound of the input and the form parameters in the interval [0, 5] . In order to overcome to the random initialization problem of the parameter, 30 runs generated. Among 30 runs, the root means square (RMSE) of training and testing data obtained using the proposed algorithms are showed in fig.5 
The function mainly consists of a couple of peaks as shown in Fig.8 were used for the training the beta basis function neural networks whereas the three algorithms (PIL, SDLM, BP) used ten hidden neurons for approximate this function. As the first simulation, we repeat the simulation for 30 runs to escape of the random initialization of the population and the opposed population. The proposed algorithm achieve the desired MSE in a number of training epochs less than 500 epochs, whereas ,the three algorithms reach the steady -state MSE in 50000 iterations in all the ten runs. In this simulation study, the Gabor function approximation was shown to be a "simple problem" for the ODE-BBFNN for all the runs, whereas this function was shown as a "hard problem" for the cited algorithm. Fig.10 shows a typical error learning process. Table 3 shows the MSE values of the three algorithm trained by PIL, SDLM and ODE algorithms for all the runs. It seen from the table that ODE algorithm "won the competition" for all the ten runs in terms of convergence speed, in terms of training error and in terms of number of hidden units. A new concept for the differential evolution algorithm, called opposition based differential evolution has been presented. The essence of the ODE approach is that to accelerate the convergence speed to the best solution. Since the DE algorithm is very expensive, the new concept of opposite number improve the computation time of the algorithm. The sharing of the input space in two sub-spaces improves the process of the determination of the optimal solutions in short time in comparing it to classic differential evolution. The following conclusion can be drawn from the benchmark studies and analysis. The ODE is compared for different problem dimension; the results confirm that ODE performs better over in the simulation problems. For these kinds of problems, a large number of nodes are required. On the other hand, ODE performs well with a fewer number of nodes. Compared to three algorithms: PIL,BP and SDLM, the proposed algorithm have the high solution for all the runs in terms of convergence speed ,number of training error and also in terms of number units used in the hidden layers.
