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ABSTRACT. This paper provides a conceptual study of the twisting procedure,
which amounts to create functorially new differential graded Lie algebras, as-
sociative algebras or operads (aswell as their homotopy versions) fromaMau-
rer–Cartan element. On the way, we settle the integration theory of complete
pre-Lie algebras in order to describe this twisting procedure in terms of gauge
group action. We give a criterion on quadratic operads for the existence of a
meaningful twisting procedure of their associated categories of (homotopy)
algebras. We also give a new presentation of the twisting procedure for op-
erads à la Willwacher and we perform new homology computations of graph
complexes.
3Il me semble qu’on pourrait tirer de ce travail une confirmation des
points de vue suivants : d’abord l’intérêt que présente l’étude de
groupes définis à partir d’autres structures possédant plusieurs opéra-
tions (par exemple des algèbres de Lie). En effet, la simplicité appar-
ente des axiomes des groupes ne fait souvent que masquer une ex-
trême complexité, et d’autres structures, plus riches par le nombre de
leurs axiomes, se laissent plus facilement étudier. Il conviendrait donc
de rechercher si d’autres structures algébriques pourraient permettre
la construction de nouvelles catégories de groupes.
Michel Lazard, Ph.D. Thesis [33]
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Introduction
Seminal works of L. Maurer [41] and E. Cartan [6] investigating integrabil-
ity of Lie algebras to (local) Lie groups effectively introduced what differential
geometers now call the Maurer–Cartan 1-form on principal G-bundles. In this
language, theMaurer–Cartan equation
dω+ 12 [ω,ω]= 0
becomes the flatness condition for the connection defined by that form. In gen-
eral, a flat connection in a vector bundle E →M allows one to define a “twisted
de Rham differential” on the sheaf of E-valued differential forms; this may be
viewed as a de Rham cohomology version of the Riemann–Hilbert correspon-
dence between vector bundles with flat connections and local systems. In the
case of theMaurer–Cartan form,onedealswith g-valueddifferential formswhich
form a differential graded Lie algebra; the twisted differential of that algebra is
of the form
d + [ω, ·] .
It is well known that similar formulas are alsomeaningful for differential graded
Lie algebras of more abstract nature, e.g. arising in deformation theory, rational
homotopy theory, symplectic geometry, higher algebra, and quantum algebra:
in each of those situations, appropriate Maurer–Cartan equations arise, and a
solution to such equation, a Maurer–Cartan element, can be used to produce a
twisted version of the structure.
Let us offer a brief recollection of the many different ways Maurer–Cartan
elements emerge in these fields. The leading principle of deformation theory
over a field of characteristic 0 claims that any deformation problem can be en-
coded by a differential graded Lie algebra, see [36, 49, 53] for a precise statement
and proof. In this case, the considered structures correspond bijectively to the
Maurer–Cartan elements. Then, Maurer–Cartan elements in the twisted differ-
ential graded Lie algebra correspond to deformations of the original structure.
In rational homotopy theory, Maurer–Cartan elements of the Lie model [25, 21]
of a space correspond to its points. In this case, the twisting procedure cre-
ates a Lie model of the same space but pointed at the given Maurer–Cartan ele-
ment. The construction of the Floer cohomology of Lagrangian submanifolds in
symplectic geometry described in [19] is given by first considering a curved ho-
motopy associative algebra and then twisting it with a Maurer–Cartan element,
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when one exists, in order to produce a meaningful differential. In higher alge-
bra, twisted homotopy Lie algebras together with somenotion of∞-morphisms,
provide a suitable higher categorical enrichment for the categories of homotopy
algebras over an operad [14, 11]. Finally, in quantum algebra, the twisting pro-
cedure for operads themselves allows T. Willwacher to recover M. Kontsevich’s
graph complex and to prove that its degree 0 cohomology group are given by the
Grothendieck–Teichmüller Lie algebra [56]. Going even further with this inter-
pretation, T. Willwacher was able to solve the following conjecture: the group of
homotopy automorphisms of the little disks operad is isomorphic to the (pro-
unipotent) Grothendieck–Teichmüller group, see also [18].
Let us recall how the twisting procedure works precisely on the level of ho-
motopy associative algebras; the case of homotopy Lie algebras is similarly. This
kind of algebraic structure, also known as A∞-algebra, is made up of a graded
module A equipped with multilinear operationsmn : A⊗n → A, for n ≥ 1, satis-
fying some relations. For instance, the first map d :=m1 is a square-zero linear
operator and thus a differential on A. Differential graded associative algebras
corresponds to the case when the operations mn ≡ 0 are trivial for n ≥ 3. The
Maurer–Cartan equation is
(1) d (a)+
∑
n≥2
mn(a, . . . ,a)= 0 .
The twisted operations are obtained by plugging the element a everywhere:
man :=
∑
r0 ,...,rn≥0
±mn+r0+···+rn
(
ar0 ,−,ar1 ,−, . . . ,−,arn−1 ,−,arn
)
,
for any n ≥ 1, where the notation ar stands for a⊗r . They form again an A∞-
algebra when the element a is a Maurer-Cartan element.
Where does this result comes from conceptually? First, one notices that the
Maurer–Cartanequation (1) is made up of an infinite series and thus requires an
underlying complete topology in order to be well defined. To do so, we consider
filtered differential graded modules where the topology is defined by a basis of
opens of the origin made up of decreasing sub-modules. This type of topol-
ogy finds its source at least in the generalisation of the Lie theory to filtered Lie
algebras and groups due to M. Lazard in his Ph.D. thesis [33]. It became later
omnipresent in commutative algebra, see N. Bourbaki [4], and then in algebraic
geometry, deformation theory, rational homotopy theory, andmicrolocal analy-
sis. In the present paper, we want to treat all the known cases and new ones, of
the twisting procedure for many categories of algebras over an operad and for
various categories of operads themselves. In order to do so, we develop exten-
sively the symmetric monoidal properties of filtered and complete differentials
gradedmodules.
The deformation theory of algebras, including homotopy algebras, over an
operad is faithfully encoded in a pre-Lie algebra of convolution type, see [35,
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Chapter 10]. The notion of a pre-Lie algebra sits between that of an associa-
tive algebra and of a Lie algebra: any associative algebra is a pre-Lie algebra and
the skew-symmetrisation of the pre-Lie binary product renders a Lie bracket. In
[16], we showed, under a strongweight graded assumption, that pre-Lie algebras
can be integrated. In the present paper, we show that this integration theory ex-
tends to the complete setting. We actually have very few new arguments to give
since the symmetric monoidal properties, mentioned in the above paragraph,
ensure that the operadic computations performed in loc. cit. hold in the com-
plete setting as well. This part can also be seen as a generalisation of M. Lazard
integration theory of complete Lie algebras [33] to complete pre-Lie algebras.
This treatment gives rise to the biggest deformation gauge group of algebraic
structures modelled by operads that we are aware of.
Already, the action of the simplest elements of this deformation gauge group
is rich: it produces the twistingprocedure as follows. Thenotion of a curvedA∞-
algebra is defined like the notion ofA∞-algebra but with one more “operation”,
the curvature m0 : k ∼= A⊗0 → A, which amounts to the data of a particular ele-
ment of A. The convolution pre-Lie algebra which encodes curvedA∞-algebras
is an extension of the convolution pre-Lie algebra which encodesA∞-algebras:
the latter is equal to the product of the former with A. The elements of (the first
layer of the filtration of) A thus form a sub-group (with the addition) of the de-
formation gauge group of a curvedA∞-algebra, so they can act on this structure
to induce functorially a new ones: the formulas are the ones of the twisting pro-
cedure. Any such twisted curved A∞-algebra is actually an A∞-algebra if and
only if the twisted curvaturema0 vanishes, that is when a satisfied the Maurer–
Cartan equation. This gauge group interpretation of the twisting procedure al-
lows us to reprove in straightfoward and short way its various properties, notably
the crucial ones related to complete curved L∞-algebras used in deformation
theory , like in [21, 13].
This result completes the programme undergone by the authors since [16],
where we try to describe “all” the functorial constructions of homotopy algebras
by means of the deformation gauge group action. The Koszul hierarchy and the
homotopy transfer theorem were treated in loc. cit., see also [40] for the former
one. This programme agrees very much with the ideas of M. Lazard mentioned
in the epigraph to this manuscript: one purpose of the present paper is to en-
compass some complicated and lengthy parts of the operadic calculus in a sim-
ple and compact way using group theory.
Why can one twist the differential graded Lie algebras and associative alge-
bras and what about the other types of algebras? The above-mentioned concep-
tual understanding of the twisting procedure also allows us to give a criterion
on a given quadratic operad for its categories of homotopy algebras to admit
a meaningful twisting procedure. Roughly speaking, a category of homotopy
algebras over a quadratic operad can be twisted if and only if the Koszul dual
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category of algebras admits a coherent notion of unit. Categories of homotopy
Lie algebras and associative algebras are of course proved to be twistable, but
the category of (homotopy) pre-Lie algebra is not. We present a new example:
the category of homotopy permutative algebras is shown to be twistable, with
detailed formulas.
The sum or the product of the components of an operad produces a pre-Lie
algebra. However, even if pre-Lie algebras cannot be twisted in general, operads
themselves can be twisted by their Maurer–Cartan elements. One can use this
in order to describe the operads which encode homotopy Lie algebras or ho-
motopy associative algebras together with a Maurer–Cartan element. Pursuing
in this direction, this shows how one can encode their twisting procedure in a
precise operadic way. This theory was introduced by T. Willwacher in his sem-
inal work on the Grothendieck–Teichmüller Lie algebra and Kontsevich’s graph
complexes [56]. It was later studied in details by V. Dolgushev and T. Willwacher
in [10], see also the survey by V. Dolgushev and C. Rogers [12]. However, we be-
lieve that these last two references are great for the experts but theymight not be
that accessible to a wide audience since the core of the definition contains sev-
eral technical points. Our purpose here is to provide the literature with a gentle
introduction, based on a new presentation, to this key notion in order to popu-
larise it.
We conclude this studywith new computations of the cohomology groups of
twisted operads: we treat the case of the classical operads encoding respectively
Gerstenhaber andBatalin–Vilkovisky algebras and the case of their nonsymmet-
ric analogous operads introduced recently in [15]. This latter cases give rise to
interesting non-commutative graph complexes.
LAYOUT. In Chapter 1, we consider the categories of filtered and then com-
plete differential gradedmodules; we establish their various symmetricmonoid-
al properties in order to develop their operadic theory. In Chapter 2, we settle the
integration theory of complete differential graded left-unital pre-Lie algebras;
this gives rise to a gauge group which is shown to govern the deformation the-
ory of homotopy algebras over a non-necessarily augmented operads. Chapter 3
contains the easiest application of the previous section: the action of the arity
0 elements of the deformation gauge group is shown to give the twisting proce-
dure for (shifted or not, curved or not, homotopy or not) differential graded Lie
algebras or associative algebras. From this conceptual interpretation, we easily
derive “all” the properties of the twisting procedure. In Section 6, we give a cri-
terion on quadratic operads for their categories of homotopy algebras to admit
a meaningful twisting procedure. In Chapter 4, we give a quick treatment of T.
Willwacher’s twisting procedure for operads using a new point of view. Finally,
Chapter 5 provides full computations of the cohomology groups of twisted op-
erads.
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CONVENTIONS. We basically work over a ring k, but we add extra properties
when needed: at some point in Chapter 2, we require k to be a field of charac-
teristic 0 and in Chapter 3 and Chapter 4 we need that the ring k containsQ and
to work with flat k-modules. The results of Section 3 and Section 4 hold over a
field of characteristic 0. We use homological degree convention, for instance
differentials have degree −1, except in Chapter 5 where we use cohomologi-
cal degree convention. The various operadic conventions and notations come
from [35]. For instance, we use “ns operads” to mean “nonsymmetric” operads.
In the present text, the term “cooperad” covers the algebraic structure defined
by partial or infinitesimal decomposition maps ∆(1) : C → C ◦(1)C, see [35, Sec-
tion 6.1.4]. The upshot of suchmaps is denoted by µ◦i ν, where this convention
stands for the 2-vertices tree made up of the corolla ν grafted at the i th-leaf of
the corolla µ.
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hospitality over the last two years.

CHAPTER 1
Operad theory for filtered and completemodules
In algebra, one has to consider infinite series on many occasions. In order
to make sense, these formulas require an extra topological assumption on the
underlyingmodule. In this section, we first recall the notion of filtered and then
complete modules which provides us with such a complete topology. This type
of topology considered for instance in algebraic geometry, deformation theory,
rational homotopy theory andmicrolocal analysis, finds its source in the gener-
alisation of the Lie theory to filtered Lie algebras and groups due toM. Lazard in
his PhD thesis [33]. It became later omnipresent in commutative algebra, see N.
Bourbaki [4].
In this section, we establish the various properties for the monoidal struc-
tures on the categories of filtered modules and complete modules and for their
associated monoidal functors. The main goal is to develop the theory of oper-
ads and operadic algebras in this context. First, this allows us to compare the
various categories of filtered and complete algebras and recover conceptually
the various known definitions of filtered complete algebras that one can find
in the literature. Then, as we will see in the next sections, this allows us to get
for free operadic results on the complete setting since the previously performed
operadic calculus still hold in this generalised context by the above-mentioned
monoidal properties.
This present exposition shares common points with that of P. Deligne [9,
Section 1], and that of M. Markl [39, Chapter 1]; it is close to B. Fresse treatment
[17, Section 7.3], though we did not find there all the results that we need in the
present paper and in further ones like [52].
1. Filtered algebras
DEFINITION 1.1 (Filtered module). A filtered module (A,F) is a k-module A
equipped with a filtration
A = F0A ⊃ F1A ⊃ F2A ⊃ ·· · ⊃ FkA ⊃ Fk+1A ⊃ ·· ·
made up of submodules.
This condition implies that the subsets {x+FkA |x ∈ A,k ∈N} form a neigh-
bourhood basis of a first-countable topology on A, which is thus a Fréchet–
Urysohn space and so a sequential space. Since this topology is induced by sub-
modules, any filtered module is trivially a topological module, that is the scalar
multiplication and the sumof elements are continuousmaps, when one consid-
ers the discrete topology on the ground ring k.
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EXAMPLE 1.1. Let I be an ideal of the ring k and the A be a k-module. The
submodules FkA := I
kA, for k ≥ 0, forma filtration of A and the associated topol-
ogy is called the I -adic topology of A.
LEMMA 1.1. The subsets FkA, for k ∈N, are closed with respect to this topol-
ogy.
PROOF. Let {xn ∈ FkA}n∈N be a sequence converging to x ∈ A. There exists
N ∈N such that, for all n ≥ N , we have xn − x ∈ FkA. Since the element xN lives
in FkA, which is a submodule of A, this implies that x lives in FkA too. 
Let (A,F) and (B ,G) be two filtered modules. We consider the following in-
duced filtration on themapping space Hom(A,B ):
FkHom(A,B ) :=
{
f : A→B | f (FnA)⊂Gn+kB , ∀n ∈N
}
.
This filtration endows hom(A,B ) :=F0Hom(A,B ) with a filtered module struc-
ture.
REMARK 1.1. Notice that any map in FkHom(A,B ) is continuous with re-
spect to the associated topologies, but it is not true that any continuous map is
of this form.
DEFINITION 1.2 (Filtered map). A filtered map f : (A,F)→ (B ,G) between
twofilteredmodules is an element f ∈ hom(A,B ), that is a linearmappreserving
the respective filtrations: f (FnA)⊂GnB , for all n ∈N.
The induced filtration on the tensor product of two filteredmodules is given
by
Fk (A⊗B ) :=
∑
n+m=k
Im
(
FnA⊗GmB→ A⊗B
)
.
LEMMA 1.2. The category of filtered modules, with filtered maps equipped
with the aforementioned internal hom and filtration on tensor products forms a
bicomplete closed symmetric monoidal category, whose monoidal product pre-
serves colimits.
PROOF. Given a collection
(
Ai ,Fi
)
i∈I of filtered modules, their coproduct is
given by A :=
⊕
i∈I A
i with filtration
FkA :=
{
ai1 +·· ·+ain | ai j ∈ F
i j
k A
i j , ∀ j ∈ {1, . . . ,n}
}
and their product is given by B :=
∏
i∈I A
i with filtration
GkB :=
{
(ai )i∈I | ai ∈ F
i
kA
i , ∀i ∈I
}
.
Cokernels of filteredmaps f : (A,F)→ (B ,G) are givenby p :B։B/Im f equipped
with the filtration p(Gk )∼=GkB/(Im f ∩GkB ). Since this category is (pre)additive,
all coequalizers of pairs ( f ,g ) are given by cokernels of differences f − g . So
this category admits all colimits. In the same way, kernels of filtered maps f :
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(A,F)→ (B ,G) are given by f −1(0) with filtration f −1(0)∩FkB . Since this cate-
gory is (pre)additive, all equalizers of pairs ( f ,g ) are given by kernels of differ-
ences f − g . So this category admits all limits. Notice that this category, though
additive, fails to be Abelian: in general, maps do not have categorical images.
Finally, it is straightforward to check that the various structure maps of the
(strong) symmetric closed monoidal category of modules are filtered. From the
abovedescription of coproducts and cokernels, it is easily seen that themonoidal
product preserves them, so it preserves all colimits. 
The properties of Lemma 1.2 ensures that one can develop operad theory in
the symmetric monoidal category of filtered modules, see [35, Chapter 5]. For
instance, an operad in this context will be called a filtered operad.
EXAMPLE 1.2. For a filtered module (A,F), the associated filtered endormor-
phism operad is the part of the endomorphism operad of A made up of filtered
maps, that is
endA :=
{
hom(A⊗n ,A)
}
n∈N .
An element of the filtered endomorphism operad is thus a linear map f : A⊗n→
A satisfying
f
(
Fk1A⊗·· ·⊗Fkn A
)
⊂ Fk1+···+kn A .
The full induced filtration on its underlying collection is given by
f ∈Fk endA(n) when f
(
Fk1A⊗·· ·⊗Fkn A
)
⊂ Fk1+···+kn+kA .
DEFINITION 1.3 (FilteredP-algebra). LetP be a filtered operad and let (A,F)
be a filteredmodule. A filteredP-algebra structure on (A,F) amounts to the data
of a filtered morphism of operads
P→ endA .
We denote the category of modules byMod and that of filtered modules by
FilMod.
PROPOSITION 1.1. The functor ⊔ : FilMod→Mod, which forgets the filtra-
tion, admits a left adjoint full and faithful functor
Dis : Mod FilMod : ⊔⊥
given by the trivial filtration:
Dis(A) := (A,A = Ftr0 A ⊃ 0= F
tr
1 A = F
tr
2 A = ·· ·) ,
which induces the discrete topology. These two functors are strictly symmetric
monoidal.
PROOF. It is straightforward to check the various properties. 
The monoidal part of this proposition ensures that the underlying collec-
tion, without the filtration, of any filtered operad is an operad. For instance, the
filtered endomorphism operad endA is a strict suboperad of the endomorphism
operad EndA. In the other way round, any operad can be seen as a filtered op-
erad equipped with the trivial filtration, that is with discrete topology.
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EXAMPLE 1.3. Definition 1.3, applied to the ns operad As of associative al-
gebras, produces the classical notion of filtered associative algebra, see [33, Sec-
tion I.3], [4, Chapter 3], or [50, Appendix A.1] for instance. In the case of the
operad Lie, we recover the notion of filtered Lie algebras of Lazard [33]. All
the operadic constructions therefore hold in this setting. For instance, the mor-
phism of operads Lie→ As, viewed as a morphism of filtered operads produces
automatically the universal enveloping Lie algebra in the filtered world by [35,
Section 5.2.12].
DEFINITION 1.4 (Filtered differential graded module). A filtered differential
graded module is a differential graded module in the category of filtered mod-
ules. Such a data amounts to a collection {An}n∈Z of filtered modules equipped
with a square-zero degree −1 filtered map d .
All the aforementioned results hold mutatis mutandis for filtered dg mod-
ules. For instance, this operadic definition allows us to recover naturally the fol-
lowing notions of filtered homotopy algebras structures present in the literature.
EXAMPLE 1.4. A filtered curved A∞-algebra structure on a filtered graded
module (A,F) amounts to the data of curvedA∞-algebra structure (m0,m1,m2,
· · ·) on A according to Definition 1.3 such that the various structuremaps satisfy
mn(Fk1A, . . . ,Fkn A)⊂ Fk1+···+kn A .
This definition corresponds to the one given by Fukaya–Oh–Ohta–Ono in [19],
with the only difference that these authors consider modules with the so called
the energy filtration, indexed by non-negative real numbers R+. See Section 2
for more operadic details.
The present operadic definition of a filtered (shifted) curved L∞-algebra
given in Definition 4.1 recovers the usual one, which is used for instance by
Dolgushev–Rogers in [13, 14] (with the further constraint F0A = F1A).
2. Complete algebras
Any decreasing filtration A = F0A ⊃ F1A ⊃ ·· · induces a sequence of surjec-
tive maps,
0= A/F0A A/F1A
p0
oooo A/F2A
p1
oooo A/F3A
p2
oooo · · ·oooo ,
where pk is the reduction modulo FkA. Its limit, denoted by
Â := lim
k∈N
A/FkA ,
is made up of elements of the following form
Â =
{
(x0,x1,x2, . . .) | xk ∈ A/Fk , pk(xk+1)= xk
}
.
If we denote the structure maps by qk : Â ։ A/FkA, (x0,x1,x2, . . .) 7→ xk , then
the limit module Â is endowed with the following canonical filtration F̂k Â :=
kerqk = {(0, . . . ,0,xk+1,xk+2, . . .)}. With the associated topology, it forms a com-
plete Hausdorff space.
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Let us denote by πk : A։ A/FkA the canonical projections. The canonical
map π : A → Â, x 7→ (π0(x),π1(x),π2(x), . . .), associated to them, is filtered and
thus continuous.
DEFINITION 2.1 (Completemodule). A completemodule is a filteredmodule
(A,F) such that the canonial morphism
π : A
∼=
−→ Â = lim
k∈N
A/FkA
is an isomorphism.
The kernel of the canonical map π : A→ Â is equal to the intersection of all
the sub-modules FkA. Therefore, it is a monomorphism if and only if
∩k∈NFkA = {0} ;
this condition is equivalent for the associated topology on A to be Hausdorff.
The canonical mapπ is an epimorphism if and only if the associated topological
is complete, which explains the terminology chosen here. When the canonical
map is an isomorphism, it is an homeomorphism since π−1 is filtered and thus
continuous.
REMARK 2.1. One defines the valuation of an element x ∈ A by
ν(x) := k when x ∈ FkA\Fk+1A .
When the associated topology is Hausdorff, we set, by convention, that ν(0) :=
+∞, and the valuation is well defined. In this case, the topology is metric, with
the distance given by
d (x, y)=
1
ν(y −x)+1
.
As a consequence filtered maps are uniformly continuous and the canonical
map π : A ,→ Â makes Â into the completion of A: Â is complete, contains A
as a dense subset, and is unique up isometry for such a property.
EXAMPLE 2.1. The toy model here is the ring of polynomials k[X ] with its
X -adic filtration Fk k[X ] := X
k
k[X ]. Its topology is Hausdorff but not complete.
Its completion is the ring of formal power seriesk[X ]∼= k[[X ]].
In any complete module, convergent series have the following simple form.
LEMMA 2.1. Let (A,F) be a complete module. The series
∑
n∈N xn associated
to a sequence of elements {xn}n∈N is convergent if and only if the sequence xn con-
verges to 0.
PROOF. We classically consider the sequence Xn :=
∑n
k=0 xk , for n ∈N. If the
sequence {Xn} converges, then it is a Cauchy sequence and so xn = Xn − Xn−1
tends to 0. In the other way round, if the sequence {xn}n∈N tends to 0, thismeans
∀k ∈N, ∃N ∈N, ∀n ≥N , xn ∈ FkA .
Since FkA is a submodule of A, we have
∀k ∈N, ∃N ∈N, ∀m ≥n ≥N , Xm −Xn = xm +·· ·+xn+1 ∈ FkA ,
18 1. OPERAD THEORY FOR FILTERED AND COMPLETE MODULES
that is the sequence {Xn} is Cauchy is thus convergent. 
We can consider the following first definition of a complete algebra over an
operad. We will see later on at Theorem 2.1 that it actually coincides with the
conceptual one.
DEFINITION 2.2 (Complete algebra). A complete algebra over a filtered op-
eradP is a complete module endowed with a filtered P-algebra structure.
EXAMPLE 2.2. The aforementioned example of formal power series k[[X ]] is
a complete algebra over the operad Ass (respectively, Com), that is a complete
associative (respectively, commutative associative) algebra.
We consider the full subcategory of filtered modules made up of complete
modules and we denote it by CompMod.
PROPOSITION 2.1. The completion of a filteredmodule defines a functorwhich
is left adjoint to the forgetful functor:
̂ : FilMod CompMod : ⊔ .⊥
PROOF. This statement amounts basically to the following property: any fil-
tered map f : A→ B , with target a complete module, factors uniquely through
the canonical map
A B
Â ,
f
π
∃! f¯
which is nothing but the universal property of the limit Â. 
In order to endow the category CompMod of complete modules with a mo-
noidal structure, one could first think at the underlying tensor product of filtered
modules. But this one fails to preserve complete modules, as the following ex-
ample show
k[[X ]]⊗k[[Y ]] 
 6=
// ák[X ]⊗k[Y ]∼= k[[X ,Y ]] .
DEFINITION 2.3 (Complete tensor product). The complete tensor product of
two complete modules (A,F) and (B ,G) is defined by the completion of their
filtered tensor product:
A⊗̂B :=A⊗B .
REMARK 2.2. Notice that when the two filtered modules are not necessarily
complete, the completion of their tensor product is equal toA⊗B ∼= Â ⊗̂ B̂ .
LEMMA 2.2. The category
(
CompMod,⊗̂
)
of complete modules equipped the
complete tensor product is a bicomplete closed symmetricmonoidal categorywh-
ose monoidal product preserves colimits.
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PROOF. Let
(
Ai ,Fi
)
i∈D be a diagram of complete modules. Since the com-
pletion functor is a left adjoint functor, it would preserve colimits if these latter
ones exist. Therefore we define colimits in the category of complete modules by
the formula
colim
i∈D
Ai :=
∧
colim
i∈D
Ai .
It is straightforward to check that they satisfy the universal property of colimits
from the property of the completion functor. For instance, coproducts of com-
plete modules are given by ⊕̂
i∈I
Ai ∼=⊕
i∈I
Ai ,
and finite coproducts of complete modules are simply given by the finite direct
sums of their underlying filteredmodule structure, since this latter one is already
complete. In the other way round, since the forgetful functor from complete
modules to filtered modules is a right adjoint functor, it would preserve limits
if these latter ones exist. One can actually see that the formulas in the category
of filtered modules (Lemma 1.2) for products and kernels once applied to com-
plete modules render complete modules. Therefore the category of complete
modules admits limits since it is a (pre)additive category. Like the category of
filteredmodules and for the exact same reasons, the category of complete mod-
ules is additive but fails to be abelian.
The various axioms of a strong monoidal category are straightforward to
check. The preservation of the colimits by the complete tensor product is auto-
matic from its definition, the above characterisation of colimits and Lemma 1.2:
(colim
i∈D
Ai
)
⊗̂B ∼=
∧colim
i∈D
Ai
 ⊗̂B ∼=
∧(
colim
i∈D
Ai
)
⊗B ∼=
∧
colim
i∈D
(
Ai ⊗B
)
∼=colim
i∈D
(
Ai ⊗̂B
)
.
It remains to prove that this symmetric monoidal category is closed. To this end,
it is enough to prove that the internal filtered hom of complete modules A,B is
complete. One first notices that⋂
k∈N
Fk hom(A,B )= hom(A,∩k∈NGkB )= {0} .
Now let { f n : A→B }n∈N be a Cauchy sequence of filteredmaps. This means that
∀k ∈N,∃N ∈N,∀m,n ≥N , f m − f n ∈Fk hom(A,B ) .
Therefore, the sequence
{
f n(a)
}
n∈N in B is Cauchy for any a ∈ A and thus con-
verges since B is complete. We denote by f (a) its limit. Considering the dis-
crete topology on the ground ring k, the scalar multiplication and the sum of
elements are continuous, so this assignment defines a linear map f : A → B .
When a ∈ Fl A, the Cauchy sequence
{
f n(a)
}
n∈N lives in GlB , which is closed by
Lemma 1.1. Hence, we have f (a) ∈GlB and the whole map f is filtered, that is
20 1. OPERAD THEORY FOR FILTERED AND COMPLETE MODULES
f ∈ hom(A,B ). Using again the argument that the Gl+kB are closed, one can see,
after a passage to the limit, that
∀k ∈N,∃N ∈N,∀n ≥N , f n − f ∈Fk hom(A,B ) ,
since this means that
(
f n − f
)
(Fl A)⊂Gl+kB . 
REMARK 2.3. The same result holds truemutatismutandis for complete dif-
ferential graded modules.
So one can develop operad theory in this setting. This produces automati-
cally a notion of complete dg operads together with their categories of complete
dg algebras. The next proposition shows that there is nothing to change from
the filtered case for the endomorphism operad.
PROPOSITION 2.2. The complete endomorphismoperad of a complete dgmod-
ule A is canonically isomorphic to the filtered endormorphism operad:{
hom
(
A⊗̂n ,A
)}
n∈N
∼=
{
hom
(
A⊗n ,A
)}
n∈N = endA .
PROOF. The proof relies entirely on the universal property of the completion
functor as described in the proof of Proposition 2.1. Under the same notations,
one can check that the bijection
hom
(
Â,B
)
→ hom(A,B )
f¯ 7→ f¯ ◦π
is a bijection of filteredmodules, whenever the filteredmodule B is complete. In
the present case, this induces
hom
(
A⊗̂n ,A
)
∼= hom
(
Â⊗n ,A
)
∼= hom
(
A⊗n ,A
)
,
for any n ∈N. 
PROPOSITION 2.3. The completion functor
̂ : (FilMod,⊗)→ (CompMod,⊗̂)
is strong symmetric monoidal and the forgetful functor
⊔ : (CompMod,⊗̂)→ (FilMod,⊗)
is lax symmetric monoidal.
PROOF. The structure map for the monoidal structure of the completion
functor is the isomorphism Â ⊗̂ B̂
∼=
−→A⊗B . The structure map for the monoidal
structure of the forgetful functor is the canonical map A⊗B→ A⊗̂B . 
One can iterate the above functors D̂is :Mod→ FilMod→CompMod. Since
the discrete topology is already complete, this composition of functors does not
change the underlying module; it just provides it with the trivial filtration.
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COROLLARY 2.1. The following pair of functors are adjoint
D̂is : Mod CompMod : ⊔ ,⊥
where D̂is(A) := (A,Ftr). The functor D̂is is a strictmonoidal functor and the func-
tor ⊔ is a lax monoidal functor.
PROOF. This adjunction is actually obtained as the composite of the two ad-
junctions of Proposition 1.1 and Proposition 2.1. The monoidal structures on
the two functors are obtained as composite of two monoidal structures from
Proposition 1.1 and Proposition 2.3. 
The main point for these six functors to be monoidal is that each of them
sends an operad in the source category to an operad in the target category and
similarly for their associated notion of algebras.
PROPOSITION 2.4. Any dg operad P is a filtered (respectively complete) dg
operad P when equipped with the trivial filtration. Any P-algebra A is a filtered
(respectively complete) P-algebra when equipped with the trivial filtration. The
category of discrete (respectively filtered) P-algebra is a full subcategory of the
category of completeP-algebras.
PROOF. This is a direct consequence of themonoidal structure of the functor
Dis from Proposition 1.1 (respectively D̂is from Corollary 2.1), since this latter
one does not modify the underlying module. 
As a consequence, we will now work in the larger category of complete P-
algebras and extend the various operadic results to that level. The key property
that the completion functor is left adjoint to the forgetful functor allows us to
get the following simple descriptions for the notions of complete operads and
complete P-algebras.
THEOREM 2.1.
(1) The structure of a complete dg operad P is equivalent to the structure of
a filtered dg operad on a complete dg S-moduleP .
(2) Let P be a complete dg operad. The data of a dg P-algebra structure in
the monoidal category of complete dg modules is equivalent to a com-
plete dg P-algebra structure, as defined above, that is a filtered dg P-
algebra structure on an underlying complete dg module.
(3) Let P be a filtered dg operad. The data of a complete dg P-algebra
structure, as defined above, is equivalent to the data of a complete dg
P̂-algebra structure.
PROOF.
(1) Since the forgetful functor ⊔ : CompMod → FilMod is lax symmetric
monoidal according to Proposition 2.3, it sends any complete operad
structure on P to a filtered operad structure on the underlying com-
plete dg S-module P . In details, recall that a filtered operad structure
22 1. OPERAD THEORY FOR FILTERED AND COMPLETE MODULES
amounts to a collection of filtered maps γn :
P ◦P (n) :=
⊕
k∈N
P (k)⊗Sk
( ⊕
i1+···+ik=n
IndSn
Si1×···×Sik
(
P (i1)⊗·· ·⊗P (ik)
))
→P (n) ,
satisfying some relations, see [35, Section 5.2.1]. Similarly, a complete
dg operad structure amounts to a collection of filtered maps γ̂n :
P ◦̂P (n) :=
⊕̂
k∈NP (k)⊗̂Sk
( á⊕
i1+···+ik=n
IndSn
Si1×···×Sik
(
P (i1)⊗̂ · · · ⊗̂P (ik)
))
→P (n) ,
satisfying the same type of relations. Since the completion functor is
left adjoint, it preserves colimits and thus coproducts, which implies
that P ◦P ∼= P ◦̂P . By pulling back along the canonical completion
map π :P ◦P →P ◦̂P , any dg operad structure γ̂ in complete dg mod-
ules induces a filtered dg operad structure γ = πγ̂. In the other way
round, anyfiltereddgoperad structureγ factors throughP ◦P ∼=P ◦̂P ,
that is through an operad structure γ̂ in complete dg modules.
(2) For the second point, the arguments are similar. The lax symmetric
monoidal functor ⊔ : CompMod→ FilMod sends any P-algebra struc-
ture in the monoidal category of complete dg modules to a P-algebra
structure in the monoidal category of filtered dg modules. This latter
structure amounts to a morphism of filtered dg operads ρ : P→ endA,
under point (1). Since the filtered dg operad P is complete and since
the endomorphismoperad associated to a complete dgmodule A is the
same in the filtered and the complete case, after Proposition 2.2, a com-
plete dgP-algebra structure on A amounts to amorphism of complete
dg operads ρ̂ : P → endA , which thus coincides with the above type
of maps since the morphisms in the category of complete modules are
that of the category of filtered modules.
(3) The arguments are again the same: by the universal property of the
completion, any morphism of filtered dg operads ρ : P → endA is
equivalent to amorphism of complete dg operads ρ̂ : P̂ → endA , when
A is complete.

This result shows that the terminology “complete algebra” chosen in Defini-
tion 2.2 does not bring any ambiguity since the two possible notions are actually
equivalent. Notice that this theorem applies to discrete dg operads and discrete
dgP-algebras, when equipped with the trivial filtration.
EXAMPLE 2.3. The free complete P-algebra of a complete module V over a
complete operad P is given by
P ◦̂V =
⊕̂
n∈N
P (n)⊗̂SnV
⊗̂n .
When the operad P and the module V are discrete but endowed with the trivial
filtration, we recover the free P-algebra P ◦V . But, when the filtration arises
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from the weight grading for which V is concentrated in weight 1, so that F0V =
F1V =V and FnV = 0, for n ≥ 2, the free complete P-algebra on V is equal to
P ◦̂V ∼=
∏
n∈N
P (n)⊗Sn V
⊗n ,
since its underlying filtration is given by
Fk
(⊕
n∈N
P (n)⊗Sn V
⊗n
)
=
⊕
n≥k
P (n)⊗Sn V
⊗n .
In this way, we recover the notions of free complete associative algebra present
in [33, Section I.4] or free complete Lie algebras present in [33, Section II.1] and
[32], for instance. This allows us to get automatically, that is operadically, the
universal enveloping algebra in the complete case.
PROPOSITION 2.5. Let P be a dg operad. The forgetful functor embeds the
category of complete dgP-algebras as a full subcategory of filtered dgP-algebras.
The completion functors sends afiltered dgP-algebra to a complete dgP-algebra.
These two functors again form a pair of adjoint functors, where the completion
functor is left adjoint.
PROOF. This is a direct corollary of Proposition 2.3 and Theorem 2.1. 

CHAPTER 2
Pre-Lie deformation theory in the complete setting
In this section, we generalise Lazard’s treatment of Lie theory to develop the
integration theory of complete pre-Lie algebras. The main goal is to apply it to
the operadic convolution algebra, in order to give rise in this setting to themain
tool of algebraic deformation theory: the deformation gauge group. The present
development relies on the previous operadic computations performed in [16];
they hold in the present context without any changes since the various formu-
las make sense thanks to the complete topology considered from the previous
section. This degree of generalisation allows us to define a suitable notion of
∞-morphism of homotopy algebras encoded by non-necessarily coaugmented
cooperads, like curvedA∞-algebras or curvedL∞-algebras.
1. Complete convolution algebra
DEFINITION 1.1 (Complete left-unital differential graded pre-Lie algebra). A
complete left-unital dg pre-Lie algebra amounts to the data a= (A,F,d ,⋆,1) of a
dg complete module equipped with a filtration preserving the bilinear product
whose associator is right symmetric
(a⋆b)⋆c −a⋆ (b⋆c)= (−1)|b||c|
(
(a⋆c)⋆b−a⋆ (c ⋆b)
)
,
such that the differential d is a derivation
d (a⋆b)= d (a)⋆b+ (−1)|a|a⋆d (b)
and such that the element 1 ∈ F0A0 is a closed element d (1)= 0 and a left unit
1⋆a = a .
The functor from dg operads to dg left-unital pre-Lie algebras [16, Section 5]
extends to a functor fromcomplete dg operads to complete left-unital dg pre-Lie
algebras:
complete dg operads // complete left-unital dg pre-Lie algebras(
P , {◦i }, I
) ✤ // (∏
n∈NP (n),⋆,1
)
,
where the pre-Lie product⋆ is given by the sumof the partial compositionmaps
◦i and and where the left-unit is given by 1 := (0, I,0,0, . . .). Recall that in any
closed symmetric monoidal category the mapping space hom
(
C,P
)
from a co-
operad C to an operad P forms a convolution operad, see [35, Section 6.4.1].
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When C is a filtered dg cooperad andwhenP is a complete dg operad, the afore-
mentioned construction associates a complete dg pre-Lie algebra structure to
the complete convolution dg operad hom
(
C,P
)
, with pre-Lie product equal to
f ⋆ g = C
∆(1)
// C ◦̂(1)C
f ◦̂(1) g
// P ◦̂(1)P
γ(1)
// P ,
where the various infinitesimal notions [35, Section 6.1] are considered in com-
plete setting.
PROPOSITION 1.1. The space of equivariantmaps from a filtered dg cooperad
C to a complete dg operad P
homS
(
C,P
)
:=
∏
n∈NhomSn
(
C(n),P (n)
)
forms a complete left-unital dg pre-Lie algebra(
homS
(
C,P
)
,∂,⋆,1
)
and thus a complete dg Lie algebra(
homS
(
C,P
)
,∂, [ , ]
)
,
by skew-symmetrization of the pre-Lie product: [a,b] := a⋆b− (−1)|a||b|b⋆a .
PROOF. As in the classical case, one can see that the space of equivariant
maps is stable under the pre-Lie product and that the functor from dg pre-Lie
algebras to dg Lie algebras extends to the complete level. 
DEFINITION 1.2 (Complete convolution algebra). Such a complete dg (pre)-
Lie algebra will be called a complete convolution (pre)-Lie algebra.
The crucial object in the study of the deformation theory of algebraic struc-
tures [35, 16] is the complete convolution algebra associated to a filtered coop-
erad C and the complete endomorphism operad of a complete module A:
aC ,A :=
(
homS
(
C,endA
)
,∂,⋆,1
)
.
The present definition, in the complete setting, is themost general we are aware
of. It will be mandatory in Chapter 3 in order to give a (gauge) group interpreta-
tion to the twisting procedure of algebraic structures
2. Integration theory for complete pre-Lie algebras
In [16], we developed the integration theory of pre-Lie algebras under a
strong weight grading assumption. Unfortunately, the deformation theory of
many algebraic structures, like the ones that we will study in Chapter 3, require
to use curved Koszul dual cooperads which are not weight graded. In this case,
the relevant object is the aforementioned complete convolution algebra aC ,A.
In this section, we extend the integration theory of weight graded left-unital dg
pre-Lie algebras to the complete setting. This section can also be seen as the
generalisation of the integration theory of complete Lie algebras of Lazard’s the-
sis [33] to left-unital complete pre-Lie algebras. In this section, the ground ring
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k is assumed to contain the fieldQ.
Let us first recall the notion of a filtered and thus topological group [33, Sec-
tion I.2] defined in a way similar way than that of filtered and thus topological
algebra.
DEFINITION 2.1 (Filtered group and complete group). A filtered group am-
ounts to the data (G ,F, ·,e) of a group (G , ·,e) endowed with a filtration F made
up of sub-groups
G = F1G ⊃ F2G ⊃ ·· · ⊃ FkG ⊃ ·· · ,
such that the commutator satisfies xyx−1y−1 ∈ Fi+ jG for x ∈ FiG and y ∈ F jG . A
filtered group is called complete when the underlying topology is Hausdorff and
complete.
Let a = (A,F,d ,⋆,1) be a complete left-unital dg pre-Lie algebra. By [33,
Chapitre II], we get the following definition of the gauge group, via the associ-
ated complete dg Lie algebra.
DEFINITION 2.2 (Gauge group). The gauge group associated to a complete
left-unital dg pre-Lie algebra a is defined by
Γ :=
(
F1A0,BCH( , ),0
)
,
where BCH refers to the Baker–Campbell–Hausdorff formula.
This latter one is convergent for elements in F1A0: let x, y ∈ F1A0 and recall
that their BCH product is given by a series of the form
BCH(x, y)= x+ y︸ ︷︷ ︸
∈F1A0
+
1
2
[x, y]︸ ︷︷ ︸
∈F2A0
+
1
12
(
[[x, y], y]+ [[y,x],x]
)
︸ ︷︷ ︸
∈F3A0
+·· · ,
which is thus convergent by Lemma 2.1.
PROPOSITION 2.1. The gauge group is a complete group, with respect to the
following filtration:
F1Γ := F1A0 ⊃ F2Γ := F2A0 ⊃ ·· · ⊃ FkΓ := FkA0 ⊃ ·· · .
PROOF. The aforementioned form of the BCH product shows that each FkΓ
is a subgroup of the gauge group. It is known that
BCH(BCH(BCH(x, y),−x),−y)= [x, y]+·· · ,
where the higher terms are iteration of brackets of at least one x and one y each
time. Therefore, the commutators satisfy BCH(BCH(BCH(x, y),−x),−y) ∈ Fi+ jΓ
for x ∈ FiΓ and y ∈ F jΓ. 
For any elementλ ∈ F1A, we consider the following right iteration of the pre-
Lie product
λ⋆n := (· · · ((λ⋆λ)⋆λ) · · · )⋆λ︸ ︷︷ ︸
n times
∈ FnA .
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DEFINITION 2.3 (Pre-Lie exponential). The pre-Lie exponential of an ele-
ment λ ∈ F1A is defined by the following convergent series
eλ := 1+λ+
λ⋆2
2!
+
λ⋆3
3!
+·· · .
We consider the set of group-like elements defined by
G := 1+F1A0 = {1+x, x ∈ F1A0} ,
with basis of open sets at 1 defined by {1+Fk A0}k≥1.
DEFINITION 2.4 (Pre-Lie logarithm). The pre-Lie logarithm of a group-like
element is defined by the convergent Magnus expansion series
ln(1+x)=Ω(x) := x−
1
2
x⋆x+
1
4
x⋆ (x⋆x)+
1
12
(x⋆x)⋆x+·· · ,
see [1, 7, 37] for more details.
PROPOSITION 2.2. The pre-Lie exponential and the pre-Lie logarithm are in-
verse filtered bijections
exp : F1A0 oo
∼= // G = 1+F1A0 : ln .
PROOF. The pre-Lie Magnus expansion is known to be a formal inverse of
the pre-Lie exponential, thismeans precisely that it is its inverse in the free com-
plete left-unital pre-Lie algebra on one variable a of weight 1, which we denote
byáuPreLie(a). For any x ∈ F1A0, we consider the unique morphism of complete
left-unital pre-Lie algebras áuPreLie(a)→ A0, which sends a to x. The image of
the relation e ln(1+a) = a is e ln(1+x) = x.
From the formulas of the pre-Lie exponential and the pre-Lie logarithm, one
can see that they send bijectively FkA0 to 1+FkA0, for any k ≥ 1, and vice versa.

Recall that, in any pre-Lie algebra, one defines symmetric braces operations
by the following formulas:
{a; } :=a
{a;b1} :=a⋆b1
{a;b1, . . . ,bn} :={{a;b1, . . . ,bn−1};bn}−
n−1∑
i=1
{a;b1, . . . ,bi−1, {bi ;bn},bi+1, . . . ,bn−1} .
Any elements a ∈ A and b ∈ F1A satisfy {a;b, . . . ,b︸ ︷︷ ︸
n
} ∈ FnA. So we can consider the
following circle product defined by the convergent seriesmade up of the iterated
symmetric braces:
a⊚ (1+b) :=
∑
n≥0
1
n!
{a;b, . . . ,b︸ ︷︷ ︸
n
} ,
which is linear only on the left-hand side and unital, a⊚1= a and 1⊚ (1+b)=
1+b.
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THEOREM 2.1. The data
G := (G , {1+FkA0}k≥1,⊚,1)
forms a complete group, which is filtered isomorphic, thus homeomorphic, to the
gauge group under the pre-Lie exponential and the pre-Lie logarithmrespectively.
PROOF. The arguments of [16, Section 4] hold true in the formal case, this
is in the free complete left-unital pre-Lie algebra on two variables of weight 1,
especially the proof of [16, Proposition 3]. By the same argument as in the above
proof of Proposition 2.2, the conclusions of [16, Theorem 2] hold in the present
complete case: G is isomorphic to the gauge group under the pre-Lie exponen-
tial and the pre-Lie logarithm respectively. Proposition 2.2 implies that G is a
complete group, which is filtered isomorphic, thus homeomorphic, to the gauge
group. 
3. Deformation theory in the complete pre-Lie setting
DEFINITION 3.1 (Maurer–Cartan element). A Maurer–Cartan element in a
dg pre-Lie algebra a= (A,d ,⋆,1) is a degree−1 element α¯ satisfying theMaurer–
Cartan equation:
d (α¯)+ α¯⋆ α¯= 0 .
In some filtered dg pre-Lie algebras, like the convolution pre-Lie algebra
considered in the next section, there exits an element δ∈ F0A−1 such that [δ,x]=
δ⋆x−(−1)|x|x⋆δ= d (x). In this case, the differential is internal andwe consider
instead the following Maurer–Cartan elements α := δ+ α¯ satisfying the equiva-
lent square-zero equation α⋆α= 0.
PROPOSITION 3.1. Let a = (A,F,d ,⋆,1) be a complete left-unital dg pre-Lie
algebra. The gauge group Γ acts on the set of Maurer–Cartan elements under the
formula
λ.α := eadλ(α) or equivalently λ.α¯ :=
eadλ − id
adλ
(dλ)+eadλ(α¯) .
This action is continuous, that is the application
Γ×MC(a) → MC(a)
(λ, α¯) 7→ λ.α¯
is continuous in both variables.
PROOF. For simplicity of the proof, we work in the one-dimensional exten-
sion A⊕kδ of the complete left-unital dg pre-Lie algebra a mentioned above.
Since the elements λ of the gauge group Γ live in F1A0, each term
1
n! ad
n
λ
(α) of
the series eadλ(α) live in FnA−1. Therefore, this series converges and the action
is well-defined. All the formulas for a group action holds formally, that is in the
free complete left-unital pre-Lie algebra on several variables of weight 1, so they
hold true in the complete case.
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Let usfix aMaurer–Cartan elementα∈MC(a) and let us consider a sequence
{λn}n∈N of elements of the gauge group Γwhich tends to an element λ, that is
∀k ∈N, ∃N ∈N, ∀n ≥N , λn −λ ∈ FkA0 .
So, we have ∀k ∈N, ∃N ∈N, ∀n ≥N ,
eadλn (α)−eadλ(α)=
∞∑
m=1
1
m!
(
admλn −ad
m
λ
)
(α)
=
∞∑
m=1
1
m!
(
m∑
l=1
adl−1λ ◦adλn−λ◦ad
m−l
λn
)
(α)︸ ︷︷ ︸
∈Fk+m−1A−1
∈ FkA−1 .
The continuity in the second variable is proved similarly. 
THEOREM 3.1. In any complete left-unital dg pre-Lie algebra, the gauge group
G acts continuously on the set of Maurer–Cartan elements by the formula:
eλ ·α :=λ.α=
(
eλ⋆α
)
⊚e−λ .
PROOF. This is a direct corollary of Theorem 2.1, Proposition 3.1, and [16,
Proposition 5]. 
4. Operadic deformation theory in the complete setting
We aim to apply the results of the previous section to the complete convolu-
tion algebra associated to a filtered dg cooperad C and the complete endomor-
phism operad of a complete dg module A:
aC ,A :=
(
homS
(
C,endA
)
,∂,⋆,1
)
.
Notice that, in this case, the internal differential element is given by δ : C→ I→
k∂A, where the map C → I is the counit of the cooperad C. The interest in this
example of application lies in the following interpretation of theMaurer–Cartan
elements of this convolution algebra.
PROPOSITION 4.1. Let C be a filtered dg cooperad and let A be a complete dg
module. The set of Maurer–Cartan elements of the complete convolution alge-
bra aC ,A is in natural one-to-one correspondence with the complete ΩC-algebra
structures on A.
PROOF. Let us start with the case when the filtered dg cooperad C is coaug-
mented. In this case, the result holds true in the classical discrete setting [35,
Theorem6.5.7] andwe use the same arguments and computations here. By The-
orem 2.1, a complete ΩC-algebra structures on A is a morphism ΩC → endA of
filtered dg operads. The underlying operad of the cobar construction of C is a
free operad generated by the desuspension of C. Since C is filtered, this free op-
erad is equal to the filtered free operad on the same space of generators; this can
be seen for instance through the formula [35, Proposition 5.6.3]. Therefore we
get:
HomCompOp
(
Ω̂C ,endA
)
∼=HomFilOp
(
ΩC,endA
)
∼= homS
(
C,endA
)
−1
,
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where the compatibility with the differentials on the left-hand side corresponds
to theMaurer–Cartan equation on the right-hand side, by the same computation
as in the classical case.
When the cooperad C is not coaugmented, like in the examples of Chapter 3,
we consider the cobar construction ΩC := T (s−1C) with similar differential in-
duced by the internal differential of C and its partial decomposition maps. In
this case, Maurer–Cartan elements in the convolution algebra associated to a
complete graded module A correspond to completeΩC-algebra structures. 
REMARK 4.1. This proposition applies to theKoszul dual dg cooperad C :=P ¡
of a Koszul operad P . In this case, Maurer–Cartan elements of the convolution
algebra aP ¡,A are nothing but complete P∞-algebra structures on A. This way,
we can develop the deformation theory of complete A∞-algebras or complete
L∞-algebras for instance, see next section.
The gauge group obtained by integrating the underlying complete pre-Lie
algebra indeed acts of the set of Maurer–Cartan elements, but we can actually
consider the following bigger gauge group.
DEFINITION 4.1 (Deformation gauge group). The deformation gauge group
associated to a filtered dg cooperad C and a complete dgmodule A is defined by
Γ˜ :=
(
F1hom
(
C(0),endA(0)
)
0×F1hom
(
C(1),endA(1)
)
0×∏
n≥2homSn
(
C(n),endA(n)
)
0,BCH( , ),0
)
.
Notice that
Γ˜⊃ Γ=F1homS
(
C,endA
)
0 .
We define the complete filtration of the deformation gauge group by F1Γ˜ := Γ˜
and Fk Γ˜ := FkΓ, for all k ≥ 2. Similarly, we consider the following bigger set of
group-like elements
G˜ := 1+ Γ˜=F1hom
(
C(0),endA(0)
)
0×
(
1+F1hom
(
C(1),endA(1)
)
0
)
×∏
n≥2homSn
(
C(n),endA(n)
)
0
and its associated complete group structure
G˜ :=
(
G˜ ,
{
1+Fk Γ˜
}
k≥1 ,⊚,1
)
.
PROPOSITION 4.2. All the results of Sections 2 and 3 hold true on the level of
the deformation gauge group Γ˜ and its avatar G˜ (except for the filtration property
of the group commutators).
PROOF. The only issue is the convergence of all the formulaswith thesemore
general objects. In the present case, the complete convolution algebra is graded
by the arity and the various formulas involving the pre-Lie product ⋆, its Lie
bracket, exponential and logarithm maps, as well as the associative product ⊚,
are actually given by sums of labelled trees. So, at each fixed arity, they aremade
up of finite sums of terms of arity greater than 2 and potentially infinite sums
of terms with a finite number of terms of arity greater than 2 and an infinite
numbers of terms of arity 0 and 1. These latter infinite sums converge by the
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restriction to parts of filtration 1 in arity 0 and 1 in the abovementioned defini-
tions. 
Letα andβbe twoMaurer–Cartan elements corresponding to twoΩC-algebra
structures on A.
DEFINITION 4.2 (∞-morphism). An∞-morphism α β between α and β
is a degree 0 element f : C → endA, such that f0 ∈ F1hom
(
C(0),endA(0)
)
0 and
satisfying the equation
f ⋆α=β⊚ f .(2)
They can be composed under the formula f ⊚ g .
REMARK 4.2. This definition includes the case where α corresponds to an
ΩC-algebra structure on a complete dgmodule (A,F) andβ anΩC-algebra struc-
ture on another complete dg module (B ,G). In this case, we consider the con-
volution algebra homS
(
C,endA⊕B
)
with α (respectively β) a Maurer–Cartan ele-
ment supported on endA (respectively on endB ). This produces the notion of an
∞-morphism from (A,α) to (B ,β). One can notice that Equation (2) imposes, in
general, that such an∞-morphism takes values in hom(A⊗n ,B ), for n ∈N.
REMARK 4.3. We need the assumption f0 ∈ F1hom
(
C(0),endA(0)
)
0 for the
right-hand side β⊚ f to be well-defined. Notice that in the present text, we con-
sider only cooperads defined by the partial definition ∆(1) : C → C ◦̂(1)C, which
splits operations into two. When the cooperad C has trivial arity 0 part, i.e.
C(0)= 0, it admits a “full” coassociative decomposition map∆ : C→ C ◦̂C, which
splits operations into two levels, see [35, Section 5.8.2]. In this case, the associa-
tive product β⊚ f receives the following simple description:
β⊚ f : C
∆
−→ C ◦̂C
β◦̂ f
−−→ endA ◦̂endA
γ
−→ endA .
However, the full decomposition map for the cooperad C fails to bewell-defined
in the general case, but thanks to the assumption f0 ∈F1hom
(
C(0),endA(0)
)
0,
the product ⊚ is well-defined, by a convergent series. Therefore, the present
complete pre-Lie integration theory is mandatory to define a suitable notion of
∞-morphism for the homotopy algebras having particular elements, like curved
A∞-algebras and curvedL∞-algebras considered in the next section.
DEFINITION 4.3 (∞-isotopy). An∞-isotopy between α and β is an∞-mor-
phism f : C→ endA satisfying
f1 ∈ 1+F1hom
(
C(1),endA(1)
)
0 .
THEOREM 4.1. For a filtered dg cooperad C and for any complete dg module
A, the set of∞-isotopies forms a subgroupof the groupof invertible∞-morphisms
of ΩC-algebra structures on A, which is isomorphic to the deformation gauge
group under the pre-Lie exponential map
Γ˜∼= G˜= (∞-iso,⊚, idA) .
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The Deligne groupoid associated to the deformation gauge group is isomorphic
to the groupoid whose objects are ΩC-algebras and whose morphisms are ∞-
isotopies
Deligne
(
aC ,A
)
:=
(
MC(aC ,A), Γ˜
)
∼=
(
ΩC-Alg,∞-iso
)
.
PROOF. This is a direct corollary of Proposition 4.1, Theorem 2.1 and Theo-
rem 3.1, via their generalisations given at Proposition 4.2. 
REMARK 4.4. Notice that, for a weight graded dg cooperad C and a dg mod-
ule A, both viewed as complete objects with respectively the weight filtration
and the trivial filtration, the present constructions agree with the ones given in
[16, Section 5]. So the present treatment is a strict generalisation of

CHAPTER 3
The gauge action origin of the twisting procedure
In this section, we provide a first application of the complete operadic de-
formation theory developped in the previous section. Namely, we deal with the
easiest example of gauge action: when the gauge element is just an element of
the underlying dg module, that is concentrated in arity 0.
In this way, we get a conceptual interpretation of the twisting procedure of a
completeA∞-algebra (or a completeL∞-algebra) by aMaurer–Cartanelement.
This result belongs to the series of results established recently by the authors
which show that “any functorial procedure” producing new homotopy algebra
structures from former ones are actually given by a suitable gauge action: Koszul
hierarchy [40, 16], Homotopy Transfer Theorem [16], etc. .
The procedure of twisting a completeA∞-algebra with aMaurer–Cartan el-
ement is the non-commutative analogue of the twisting procedure for complete
L∞-algebras. The former one plays a seminal role in the construction of the
Floer cohomology of Lagrangian submanifolds [19] and the latter one is used
in crucial ways in deformation theory, rational homotopy theory, higher alge-
bra, and quantum algebra. Since theA∞-case is simpler, we first recall it. Then
we encode it conceptually in the operadic deformation theory language. This
allows us to fix explicitly the sign conventions for instance.
From the conceptual gauge action interpretation of the twisting procedure,
we derive automatically “all” its known and useful properties. We conclude this
section with a criterion on quadratic operads which ensures that the associated
category of homotopy algebras admits a meaningful twisting procedure.
1. CurvedA∞-algebras
Let us start with the most simple ns operad: the ns operad uAs, which en-
codes unital associative algebras. It is one-dimensional in each arity uAs(n) =
kυn , for n ≥ 0, and concentrated in degree 0; its operadic structure is straightfor-
ward: υk ◦i υl = υk+l−1 . Let us now consider the linear dual ns cooperad uAs
∗,
where we denote the dual basis by νn := υ∗n . The infinitesimal decomposition
coproduct, which is the dual of the partial composition products, is equal to
∆(1)(νn)=
∑
p+q+r=n
p,q,r≥0
νp+1+r ◦p+1 νq .
We now consider the endomorphism ns operad EndA :=
{
Hom(A⊗n ,A)
}
n≥0
associated to any graded module A. It turns out that the convolution ns op-
erad Hom(uAs∗,EndA) is canonically isomorphic to EndA itself. Therefore the
35
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induced left unital pre-Lie algebra
a :=
(∏
n≥0
Hom(A⊗n ,A),⋆,1
)
is given by
1= idA and f ⋆ g =
n∑
i=1
f ◦i g ,
for f ∈Hom(A⊗n ,A).
Its Maurer-Cartan elements are degree −1 elements α= (m0,m1, . . . ,mn , . . .)
satisfying theMaurer–Cartan equation
α⋆α= 0 .
Unfolding this definition, we have degree−1 operationsmn : A⊗n→ A, for n ≥ 0,
satisfying the following relations, under the convention θ := m0(1) ∈ A−1 and
d :=m1:
arity 0 : d (θ)= 0 ,
arity 1 : d2 =−m2(θ,−)−m2(−,θ) ,
arity 2 : ∂m2 = dm2+m2(d (−),−)+m2(−,d (−))=−m3(θ,−,−)−m3(−,θ,−)
−m3(−,−,θ) .
arity 3 : ∂m3 =−m2(m2(−,−),−)−m2(−,m2(−,−))−m4(θ,−,−,−)
−m4(−,θ,−,−)−m4(−,−,θ,−)−m4(−,−,−,θ) ,
arity n : ∂ (mn)=−
∑
p+q+r=n
2≤q≤n
mp+1+r ◦p+1mq −
n+1∑
i=1
mn+1(−, · · · ,−, θ︸︷︷︸
i th
,−, · · · ,−) .
DEFINITION 1.1 (Shifted curved A∞-algebra). The data (A,θ,d ,m2,m3, . . .)
of a gradedmodule A equippedwith a degree−1 element θ and degree−1maps
d ,m2,m3, . . . satisfying the aforementioned equations is called a shifted curved
A∞-algebra. The element θ is called the curvature.
When the curvature θ vanishes, the operator d squares to zero and thus gives
rise to a differential, which is a derivation with respect to the binary operation
m2. The higher operations mn , for n ≥ 3, are then homotopies for the relation
−
∑
p+q+r=n
2≤q≤n
mp+1+r ◦p+1mq = 0.
DEFINITION 1.2 (ShiftedA∞-algebra). A chain complex (A,d ,m2,m3, . . .) eq-
uippedwith degree−1mapsm2,m3, . . . satisfying the aforementioned equations
with θ= 0 is called a shiftedA∞-algebra.
Given a shifted curved A∞-algebra structure (A,θ′,d ′,m′2,m
′
3, . . .), one can
choose towork on the desuspension s−1A of the underlying gradedmodule. The
degree of the operations and the signs involved in their relations will thus be
modified. The curvature θ := s−1θ′ now has degree −2, the unary operator d :
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s−1A→ s−1A still has degree −1, and the operationsmn : (s−1A)⊗n → s−1A now
have degree n−2. They satisfy the following signed relations:
arity 0 : d (θ)= 0 ,
arity 1 : d2 =m2(θ,−)−m2(−,θ) ,
arity 2 : ∂m2 =−m3(θ,−,−)+m3(−,θ,−)−m3(−,−,θ) .
arity 3 : ∂m3 =m2(m2(−,−),−)−m2(−,m2(−,−))+m4(θ,−,−,−)
−m4(−,θ,−,−)+m4(−,−,θ,−)−m4(−,−,−,θ) ,
arity n : ∂ (mn)=
∑
p+q+r=n
2≤q≤n
(−1)pq+r+1mp+1+r ◦p+1mq
+
n+1∑
i=1
(−1)n−imn+1(−, · · · ,−, θ︸︷︷︸
i th
,−, · · · ,−) .
DEFINITION 1.3 (Curved A∞-algebra). The data of a graded module (A,θ,
d ,m2,m3, . . .) equipped with a degree −2 element θ, a degree −1 map d : A→ A
and degree n−2mapsmn : A⊗n→ A satisfying the aforementioned equations is
called a curvedA∞-algebra.
Again, if in a curvedA∞-algebra, the curvature vanishes, then the operator
d becomes a differential and the higher operations can be interpreted as homo-
topies for the signed relations.
DEFINITION 1.4 (A∞-algebra). A chain complex (A,d ,m2,m3, . . .) equipped
with maps mn : A⊗n → A degree n−2, for n ≥ 2, satisfying the aforementioned
equations with θ = 0 is called anA∞-algebra.
REMARK 1.1. To get the same notions in the filtered or complete setting, one
just has to replace everywhere the endomorphism operad EndA by its the com-
plete endomorphism suboperad endA, made up of filtered maps.
2. Operadic interpretation
Notice that the ns operad uAs is actually isomorphic to the endomorphism
ns operad associated to a degree 0 dimension 1 module: uAs∼= Endk. Similarly,
the ns operad As, which encodes (non-necessarily unital) associative algebras is
isomorphic to As ∼= Endk, where Endk is the ns suboperad of Endk with trivial
arity 0 component: Endk(0) = 0. One can also consider the endomorphism ns
operad associated to a degree 1 dimension 1module Endks and its ns suboperad
Endks . The abovementioned four definitions are obtained by considering the
Maurer–Cartan elements of the convolution algebras associated the following
linear dual cooperads:
curved uncurved
shifted Endk Endk
classical Endks Endks
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The convolutionpre-Lie algebraHom(As∗,EndA)∼=
∏
n≥1{Hom(A
⊗n ,A)}, wh-
ich encodes shiftedA∞-algebras, is a pre-Lie subalgebra of Hom(uAs∗,EndA)∼=∏
n≥0{Hom(A
⊗n ,A)}, which encodes shifted curvedA∞-algebras. But, as we will
show in Section 3, it is crucial to encode the former notion in the latter bigger
pre-Lie algebra, since there, the gauge group of symmetries is big enough to host
the twisting procedure.
REMARK 2.1. Starting from the ns operad uAs encoding unital associative
algebras, one gets the notion of shifted curvedA∞-algebras through the above-
mentioned process. This admits a conceptual explanation via the Koszul duality
theory [48, 26].
3. The twisting procedure as gauge group action
In this section, we pass to the complete setting andwe apply the general the-
ory developed in Section 2 to the discrete so complete ns cooperad C =Endc
ks−1
:=
End∗
ks . This will allow us to treat the deformation theory of curvedA∞-algebras.
We chose this particular case, since the sign issue is a complicated problem in
operad theory; the reader interested in the shifted case has just to remove “all”
the signs. The cooperad C is spanned by one element
νn :
(
s−1
)n
7→ (−1)
n(n−1)
2 s−1
of degree n−1, in each arity n ≥ 0. Its infinitesimal decomposition coproduct is
given by
∆(1) (νn)=
∑
p+q+r=n
p,q,r≥0
(−1)p(q+1)νp+1+r ◦p+1 νq .
REMARK 3.1. With the sign convention νn :
(
s−1
)n
7→ s−1, we get the same
signs as the ones of [35, Chapter 9]. With the present convention, we actually
get the signs which are more common in the existing literature.
To any complete graded module A, we associate the complete graded left-
unital convolution pre-Lie algebra
aC ,A :=
(
homN
(
C,endA
)
,⋆,1
)
,
whose underling complete graded module is isomorphism to the product
∏
n∈N
s1−nhom
(
A⊗n ,A
)
. As a consequence of Section 1 andProposition 4.1, itsMaurer–
Cartan elements, that is degree−1 mapsα : C→ endA satisfying α⋆α= 0, are in
one-to-one correspondence with complete curvedA∞-algebra structures on A,
under the assignmentmn :=α(µn ), for n ≥ 0.
The deformation gauge group associated to a is equal to
Γ˜∼=
(
F1A−1×F1hom(A,A)0×
∏
n≥2hom
(
A⊗n ,A
)
n−1,BCH( , ),0
)
and is filtered isomorphic to
G˜∼=
(
F1A−1×
(
1+F1hom(A,A)0
)
×
∏
n≥2hom
(
A⊗n ,A
)
n−1,⊚,1
)
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under the pre-Lie exponential and pre-Lie logarithm maps, by Section 4. In
the complete left-unital pre-Lie algebra a, this deformation gauge group acts
onMaurer–Cartan elements via the following formula of Theorem 3.1:
eλ ·α=
(
eλ⋆α
)
⊚e−λ ,
as long as λ0 and λ1 live in the first layer of the filtration, that is λ0 ∈ F1A−1 and
λ1 ∈F1hom(A,A)0.
REMARK 3.2. In the monograph [47], L. Positselski developed the theory
of complete curved A∞-algebras over a complete local ring. He introduces a
general notion of∞-morphism which we recover via Definition 4.2, where the
above condition on f0 coincides with the requirement that f0 lives in the maxi-
mal ideal.
The comprehensive book [39] of M. Markl on deformation theory treats the
case of free complete modules over a complete local ring. A gauge group is in-
troduced in this context, see Chapter 4 of loc. cit., but it is only made up of
1+F1hom(A,A)0 . This is enough to describe the moduli spaces of associa-
tive algebra structures up to isomorphism, in the compete setting. The present
deformation gauge group describes faithfully the moduli spaces of complete
curvedA∞-algebras up to their∞-isotopies.
Let us now study the first and easiest example of a gauge action onMaurer–
Cartan elements: we consider elements of the deformation gauge group Γ˜ sup-
ported in arity 0. Let a ∈ F1A−1, for brevity, we still denote by a the element
(a,0, . . .) of Γ˜ and by 1+ a = ea = (a,1,0, . . .) the element of G˜. By the general
theory developed above, the action ea ·α on the complete curved A∞-algebra
structure encoded by theMaurer–Cartan elementα gives us automatically a new
complete curvedA∞-algebra structure.
PROPOSITION 3.1. The formula for the generating operations man of the com-
plete curvedA∞-algebra ea ·α is
man =
∑
r0,...,rn≥0
(−1)
∑n
k=0 krkmn+r0+···+rn
(
ar0 ,−,ar1 ,−, . . . ,−,arn−1 ,−,arn
)
,
for n ≥ 0, where the notation ar stands for a⊗r .
PROOF. In thepresent case, the inverse of the pre-Lie exponential ea is equal
to e−a = 1−a. Therefore, the formula of the gauge action given in Theorem 3.1
is
e−a ·α=
(
e−a ⋆α
)
⊚ea =
(
(1−a)⋆α
)
⊚ (1+a)=α⊚ (1+a) ,
since λ⋆ρ = 0 for any ρ ∈ a and since⋆ is linear on the left-hand side. The image
of the element νn under the α⊚ (1+a) is equal to
(
α◦ (1+a)
)(
∆(νn)
)
. One can
easily see that the part of the image of the element νn under the decomposition
map ∆ of the cooperad C with only ν0 and ν1 on the right-hand side is equal to∑
r0,...,rn≥0
(−1)
∑n
k=0 krkνn+r0+···+rn ◦
(
ν
r0
0 ,ν1,ν
r1
0 ,ν1, . . . ,ν1,ν
rn−1
0 ,ν1,a
rn
)
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Finally, the sign appearing in the formula for theman is the same since the ele-
ment 1+λ has degree 0. 
Explicitly, the first of these twisted operations are:
arity 0 : θa :=ma0 = θ+d (a)+m2(a,a)+m3(a,a,a)+·· · ,
arity 1 : da :=ma1 = d (−)+m2(a,−)−m2(−,a)+m3(a,a,−)−m3(a,−,a)
+m3(−,a,a, )+·· · ,
arity 2 : ma2 =m2(−,−)+m3(a,−,−)−m3(−,a,−)+m3(−,−,a)+·· · .
REMARK 3.3. Notice the strategy chosen here: first we get a new complete
curved A∞-algebra structure by a conceptual argument (gauge group action)
and then we make it explicit. Usually, in the literature like in [19, Chapter 3], the
explicit form of the twisted operations is given first and then proved (by direct
computations) to satisfy the relations of a complete curvedA∞-algebra.
THEOREM 3.1 ([19]). Under the formula of Proposition 3.1, any element a ∈
F1A−1 of a complete curved A∞-algebra (A,θ,d ,m2,m3, . . .) induces a (twisted)
complete curvedA∞-algebra
(A,θa ,da ,ma2 ,m
a
3 , . . .)
This twisted complete curved A∞-algebra has a trivial curvature θa = 0, that is
produces anA∞-algebra, if and only if the element a satisfies theMaurer–Cartan
equation:
θ+d (a)+
∑
n≥2
mn(a, . . . ,a)= 0 .(3)
This conceptually explains why the twisting procedure on associative al-
gebras or complete A∞-algebras requires the twisting element to satisfy the
Maurer–Cartan equation. Without this condition, one would a priori get a com-
plete curved A∞-algebra. In other words, the (left-hand side of the) Maurer–
Cartan equation of an element a is the curvature of the complete curved A∞-
algebra twisted by the element a.
PROPOSITION 3.2. The following assignment defines a monomorphism of gr-
oups
(F1A−1,+,0) ֌ Γ˜=
(
F1A−1×F1hom(A,A)0×
∏
n≥2hom
(
A⊗n ,A
)
n−1,
BCH(−,−),0
)
a 7→ (a,0,0, . . .) .
PROOF. It is enough to check the compatibility with respect to the group
products, that is
BCH(a,b)= a+b ,
which holds true since a and b are supported in arity 0: their brackets appearing
in the Baker–Campbell–Hausdorff formula vanish. 
COROLLARY 3.1. Twisting a complete curvedA∞-algebra (A,θ,d ,m2,m3, . . .)
first by an element a and then by an element b amounts to twisting it by a+b.
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PROOF. This is a direct corollary of the preceding Proposition 3.2. 
The presence of the curvature element plays another peculiar role in the
deformation theory of curvedA∞-algebras over a field, as follows.
PROPOSITION 3.3 ([48, Section 7.3][2, Theorem5.4]). Any curvedA∞-algebra
(A,θ,d ,m2,m3, . . .), for which there exists a linear map A→ k sending θ to 1, is
gauge equivalent to its truncated curvedA∞-algebra (A,θ,0,0, . . . , ).
PROOF. For the sake of completeness of the present paper, we provide here
a proof in the language of the pre-Lie deformation. Notice that the computa-
tions of the following obstruction argument are very close to the arguments of
[48, Section 7.3] and [2, Theorem 5.4]. As above, we denote the Maurer–Cartan
element encoding the curved A∞-algebra (A,θ,d ,m2,m3, . . .) in the convolu-
tion pre-Lie algebra a by α, that is mn = α(νn), for n ≥ 0. Let us denote by
αn := (0, . . . ,0,νn 7→ mn ,0, . . .), for n ≥ 0, so that α =
∑∞
n=0αn . Let us suppose
that there exists an element λ ∈ Γ˜, such that λ0 = 0 and λ1 = 0, and which satis-
fies ln(1+λ).α = α0. Since ln(1+λ).α = ((1+λ)⋆α)⊚ (1+λ)−1 = α0, we get the
equation (1+λ)⋆α=α0⊚(1+λ)=α0, that is (1+λ2+λ3+·· ·)⋆(α0+α1+·· ·)=α0.
This gives in arity 0: α0 =α0 and in arity n ≥ 1:
αn +λ2⋆αn−1+·· ·+λn ⋆α1︸ ︷︷ ︸
δn
+λn+1⋆α0 = 0 .(4)
We now consider the chain complex
C• :=Hom
(
C(•),Hom(A⊗•,A)
)
∼=Hom(A⊗•,A) ,
for • ≥ 1, with the boundary map given by d ( f ) := f ⋆α0, which lowers the arity
by one. Since α0 is a degree −1 element in a (right) pre-Lie algebra, one can see
that ( f ⋆α0)⋆α0 = f ⋆ (α0⋆α0)= 0= d2( f ).
Let us first show that this chain complex is acyclic. Let us denote by θ∗ :
A → k the k-linear map which sends θ to 1. With this map at hand, we con-
struct the following contracting homotopy h. Let ϕn be an element of Cn =
Hom
(
C(n),Hom(A⊗n ,A)
)
, so it given by νn 7→ fn . The image s(ϕn) under h of
the element ϕn is given by the assignment νn+1 7→ θ∗⊗ fn . It is then straightfor-
ward to check that hd +dh = idC• .
Then, one can prove by induction that the element δn ∈Cn is a cycle, there-
fore it is a boundary element, that is there exists λn+1 ∈Cn+1 such that −λn+1⋆
α0 = δn , which is Equation (4). To do so, one can see that
δn ⋆α0 = αn ⋆α0+
n∑
k=2
(λk ⋆αn−k+1)⋆α0
= αn ⋆α0−
n∑
k=2
(λk ⋆α0)⋆αn−k+1+
n∑
k=2
λk ⋆ (αn−k+1⋆α0)
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which is equal to the following quantity using the induction hypothesis:
δn ⋆α0 = αn ⋆α0+
n∑
k=2
αk−1⋆αn−k+1+
n∑
k=3
k−1∑
l=2
(λl ⋆αk−l )⋆αn−k+1
+
n∑
k=2
λk ⋆ (αn−k+1⋆α0)
=
n∑
k=1
αk ⋆αn−k +
n∑
l=2
n+1∑
k=l+1
λl ⋆ (αk−l ⋆αn−k+1)= 0 ,
by theMaurer–Cartan equation satisfied by α. 
Theorem 3.1 shows that if one acts with the arity 0 elements of the gauge
group, one gets the twisting procedure. This is used in [19] to get a new struc-
ture with trivial curvature and thus an underlying chain complex. On the other
hand, Proposition 3.3 shows that one can act with the elements of the gauge
group supported in arity ≥ 2 in order to kill the operations except for the cur-
vature. This second behaviour is sometimes called the Kontsevich–Positselski
vanishing phenomenon in the literature; as we see, the argument that proves it
is “dual” to the twisting procedure. Notice that we do not need the complete-
ness assumption since we consider the action of a gauge element supported in
arity greater than 2 and that this Kontsevich–Positselski vanishing phenomenon
always holds true over a field. However, this sort of degenerate behavior is typi-
cally avoided formany interesting cases like the curvedA∞-algebras used when
working with matrix factorizations, as argued in [2].
4. CurvedL∞-algebras
In the case of symmetric operads, we can start with the same kind of sim-
ple operad, that is one-dimensional in each arity with trivial symmetric group
action. This operad uCom = Endk encodes the category of unital commutative
(associative) algebras. Its linear dual uCom∗ produces the following complete
left unital convolution pre-Lie algebra
a= homS(uCom
∗,EndA)∼=
(∏
n≥0
hom
(
A⊙n ,A
)
,⋆,1
)
,
where A⊙n := A⊗n/Sn stands for the space coinvariants with respect to the sym-
metric group action; in order words, we are led to consider symmetric maps
from A⊗n to A.
DEFINITION 4.1 (Complete shifted curved L∞-algebra). A complete shifted
curved L∞-algebra structure on a complete graded module (A,F) is a Maurer–
Cartan element α = (ℓ0,ℓ1, . . . ,ℓn , . . .) in the complete left unital pre-Lie convo-
lution algebra a∼=
(∏
n≥0hom
(
A⊙n ,A
)
,⋆,1
)
. Such a data amounts to a collection
of filtered maps ln : A⊙n → A, of degree −1, for n ≥ 0, satisfying the following
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relations, under the usual convention θ := ℓ0(1) and d := ℓ1:
arity 0 : d (θ)= 0 ,
arity 1 : d2 =−ℓ2(θ,−) ,
arity 2 : ∂ℓ2 =−ℓ3(θ,−,−) .
arity 3 : ∂ℓ3 =−ℓ2(ℓ2(−,−),−)−ℓ2(ℓ2(−,−),−)
(23)−ℓ2(ℓ2(−,−),−))
(132)
−ℓ4(θ,−,−,−) ,
arity n : ∂ (ℓn)=−
∑
p+q=n+1
2≤p,q≤n
∑
σ∈Sh−1p,q
(ℓp+1 ◦1 lq)
σ−ℓn+1(θ,−, · · · ,−) ,
where Sh−1p,q denotes the set of the inverses of (p,q)-shuffles.
REMARK 4.1. As strange that it may seem, the notion of shifted Lie alge-
bra structure seems to appear “more naturally” than its classical notion: the
shifted Gerstenhaber’s Lie bracket on the Hochschild cochain complex with the
operadic grading, the shifted Lie bracket on the sheaves of polyvector fields, the
shiftedL∞-algebra formedby the Koszul hierarchy, the shifted Lie algebramade
up of theWhitehead product on homotopy groups of topological spaces, the al-
gebraic structure present in the Batalin–Vilkovisky formalism, etc.
REMARK 4.2. In the same way as for A∞-algebras, the truncation and sus-
pension versions of the endormorphism cooperad on a one-dimensional mod-
ule give rise to possibly non-shifted and possibly non-curvedL∞-algebra struc-
tures.
In order to get the same abovementioned definitions but with symmetric
operads, one has to consider the operad uAss made up of the regular represen-
tations of the symmetric groups, that is uAss(n)= k[Sn]υn . Then the associated
complete convolution pre-Lie algebra is isomorphic to the previous one since
homS(uAss∗,EndA) ∼= hom(uAs∗,EndA). Let us denote by υ′n and by ν
′
n respec-
tively the basis elements of uCom(n) and uCom∗(n). The morphism of operads
uAss→ uCom , υσn 7→ υ
′
n
induces the following morphism of cooperads
ς : uCom∗→ uAss∗ , ν′n 7→
∑
σ∈Sn
νσn ,
which, by pulling back, induces the following morphism of pre-Lie algebras
ς∗ : homS(uAss
∗,EndA)→ homS(uCom
∗,EndA) , α 7→α◦ς .
In the case of the endormophism operad on a suspended module, which gives
rise to the non-shifted versions, the morphism of operads is defined similarly,
but its linear dual produces sgn(σ) signs. Since a morphism of pre-Lie algebras
preserves Maurer–Cartan elements, we obtain the following known result, but
in a straightforward way.
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PROPOSITION 4.1 ([30, 19]). The symmetrisation
ℓn :=
∑
σ∈Sn
mσn
of a complete shifted (curved) A∞-algebra produces a complete shifted (curved)
L∞-algebra.
The antisymmetrisation
ℓn :=
∑
σ∈Sn
sgn(σ)mσn
of a complete (curved)A∞-algebra produces a complete (curved)L∞-algebra.
5. Gauge action and categorical properties of curvedL∞-algebras
The above notions of complete (shifted) curved L∞-algebra play a seminal
role in deformation theory, rational homotopy theory, and higher algebra. It is
first the suitable source category for the Deligne–Hinich–Getzler ∞-groupoid
[21, 24, 13], it serves as rational models for spaces of maps [5, 34, 3], and its
provides us with a suitable higher categorical enrichment to the categories of
homotopy algebras [14, 11]. In each case, the twisting procedure, together with
its various properties, form themain toolbox. In this section, we show that these
properties are actually straightforward consequences of the above gauge group
interpretation. This also allows us to get the most general version of all these
results.
Let (A,F) be a complete gradedmodule and let C be the coooperad := uCom∗.
The deformation gauge group associated to a is equal to
Γ˜∼=
(
F1A0×F1hom(A,A)0×
∏
n≥2hom
(
A⊙n ,A
)
0,BCH( , ),0
)
and is filtered isomorphic to
G˜∼=
(
F1A0×
(
1+F1hom(A,A)0
)
×
∏
n≥2hom
(
A⊙n ,A
)
0,⊚,1
)
under the pre-Lie exponential and pre-Lie logarithmmaps.
PROPOSITION 5.1. The gauge action of an element a ∈ F1A0 on a complete
shifted curved L∞-algebra (A,F,θ = ℓ0,d = ℓ1,ℓ2,ℓ3, . . .) produces the following
twisted shifted curvedL∞-algebra structure on A:
ℓan =
∑
k≥0
1
k !ℓk+n
(
ak ,−, . . . ,−
)
, for n ≥ 0 .
PROOF. The proof is easy and identical to the one of Proposition 3.1: the new
Maurer–Cartan element is equal to e−a ·α=α⊚ (1+a). 
For instance, the formula for the twisted curvature and the twisted (pre)dif-
ferential are respectively
θa =
∑
k≥0
1
k !ℓk
(
ak
)
and da =
∑
k≥0
1
k !ℓk+1
(
ak ,−
)
.
An element a ∈ F1A0 is called aMaurer–Cartan element in the complete shifted
curved L∞-algebra (A,F,θ,d ,ℓ2,ℓ3, · · · ) when ℓa0 = 0. The same results as in the
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above case of complete (shifted) curvedA∞-algebras hold heremutatismutan-
dis. Let us mention the following ones, which are heavily used in op. cit.
COROLLARY 5.1 ([21, 13, 14]). Let (A,F,θ,d ,ℓ2,ℓ3, . . .) be a complete shifted
curved L∞-algebra and let a,b ∈ F1A0 be two of its elements. The following for-
mulas hold:
(1) d (θa)+
∑
k≥1
1
k !ℓk+1
(
ak ,θa
)
= 0 ,
(2) da ◦da =−ℓa2 (θ
a ,−) ,
(3) θa+b = θa +da(b)+
∑
k≥2
1
k !ℓ
a
k
(
bk) ,
PROOF.
(1) The left-hand side is nothing but da (θa), which is equal to 0 by the arity
0 relation of the twisted shifted curvedL∞-algebra.
(2) This formula is the arity 1 relation of the twisted shifted curved L∞-
algebra.
(3) The right-hand side is nothing but (θa)b ; so the formula is the arity 0
part of Corollary 3.1, in theL∞-algebra case.

Let (A,F) and (B ,G) be a two complete dg modules. Let α,β ∈MC(aC ,A⊕B )
be two Maurer–Cartan elements corresponding to two complete shifted curved
L∞-algebra structures on (A,F) and (B ,G) respectively. Let f = ( f0, f1, · · ·) be an
∞-morphism from (A,α) to (B ,β), that is f ⋆α = β⊚ f . Let a ∈ F1A0 and let us
denote by
f a := f ⊚ (1+a)=
(
f (a) :=
∑
k≥0
1
k ! fk(a
k), f a1 :=
∑
k≥0
1
k ! fk+1
(
ak ,−
)
, · · · ,
f an
∑
k≥0
1
k ! fk+n
(
ak ,−, . . . ,−
)
, · · ·
)
.
Notice that f (a) ∈ F1B0. We consider the following two twisted complete shifted
curvedL∞-algebras on A and B respectively:
αa := (1−a) ·α=α⊚ (1+a) and β f (a) :=
(
1− f (a)
)
·β=β⊚
(
1+ f (a)
)
.
PROPOSITION 5.2.
(1) The element (
1− f (a)
)
⊚ f ⊚ (1+a)= f a − f (a)
is an∞-morphism from αa to β f (a).
(2) The curvatures of the two twisted complete shifted curved L∞-algebra
structures are related by the following formula:
β
f (a)
0 = f
a
1
(
αa0
)
=
∑
k≥0
1
k ! fk+1
(
ak ,αa0
)
.
(3) If the element a is a Maurer–Cartan element in the complete shifted
curvedL∞-algebra α, then so is its “image” f (a) in the complete shifted
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curved L∞-algebra β. In this case, f a − f (a) =
(
0, f a1 , f
a
2 , . . .
)
is a (non-
curved)∞-morphismbetween the two complete shiftedL∞-algebrasαa
and β f (a) respectively.
PROOF.
(1) The first assertion amounts to proving((
1− f (a)
)
⊚ f ⊚ (1+a)
)
⋆αa =β f (a)⊚
(
1− f (a)
)
⊚ f ⊚ (1+a) .
The left-hand term is equal to((
1− f (a)
)
⊚ f ⊚ (1+a)
)
⋆αa = f (a)+
(
f ⊚ (1+a)
)
⋆
(
α⊚ (1+a)
)
= f (a)+ ( f ⋆α)⊚ (1+a) .
The right-hand term is equal to
β f (a)⊚
(
1− f (a)
)
⊚ f ⊚ (1+a) =
(
1− f (a)
)
⊚β⊚
(
1+ f (a)
)
⊚
(
1− f (a)
)
⊚ f
⊚(1+a)
= f (a)+β⊚ f ⊚ (1+a)
= f (a)+ ( f ⋆α)⊚ (1+a) .
(2) The second assertion is the part of the above relation for the∞-morphism
in arity 0. This latter one is equal to f a − f (a)=
(
0, f a1 , f
a
2 , . . .
)
and so it
has no constant term. The part of arity 0 of the equation β f (a)⊚
(
f a −
f (a)
)
=
(
f a − f (a)
)
⋆αa is
β
f (a)
0 = f
a
1
(
αa0
)
=
∑
k≥0
1
k ! fk+1
(
ak ,αa0
)
.
(3) The last assertion is a direct corollary of the previous one: if αa0 = 0,
then so is β f (a) = 0 .

REMARK 5.1. Usually this proposition is formulated in the L∞-case [21, 13,
14] but the above short proof also shows that is holds in the curved case as well.
Let us continue with∞-morphisms between two complete shifted curved
L∞-algebras (A,F,α) and (B ,G,β). Such a map is a collection (b := f0, f1, f2, . . .),
where b ∈G1B0. Let us denote it by b+ f , where f := (0, f1, f2, . . .).
LEMMA 5.1. Under this convention,with the constant term split apart, a data
b+ f is an∞-morphism from α to β if and only if the data f is an∞-morphism
from α to the twisted structureβb :
b+ f : α β ⇐⇒ f : α βb .
PROOF. The data b+ f in an∞-morphism fromα toβ if and only if it satisfies
(b+ f )⋆α= f ⋆α=β⊚ (b+ f ) .
The data f in an∞-morphism from α to βb if and only if it satisfies
f ⋆α=βb⊚ f =β⊚ (1+b)⊚ f =β⊚ (b+ f ) ,
which concludes the proof. 
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V. Dolgushev and C. Rogers introduced in [13] a category whose objects are
complete shifted L∞-algebras and whose morphisms from (A,F,α) to (B ,G,β)
amount to the data of a Maurer–Cartan element b ∈G1B0 and an∞-morphism
f : α βb without constant term. Let g : β γc be another such morphism;
they define the composite of morphisms by the formula:(
gb − g (b)
)
⊚ f : α γc+g (b) .
This category is denoted bySLieMC∞ in loc. cit.
PROPOSITION 5.3. TheDolgushev–Rogers categorySLieMC∞ is the sub-category
of the present category of complete shifted curvedL∞-algebraswith∞-morphisms
whose objects are complete shifted L∞-algebras and whose morphisms are ∞-
morphisms such that the constant term is a Maurer–Cartan element in the target
algebra.
PROOF. Lemma 5.1 establishes the equivalence between the two notions of
morphisms. Under the above convention, the composite of two∞-morphisms
c + g and b+ f is equal to:
(c + g )⊚ (b+ f )=
(
c + g (b)
)
+
(
gb − g (b)
)
⊚ f ,
which coincides with Dolgushev–Rogers definition. 
Besides giving a conceptual explanation for theDolgushev–Rogers category,
this result also allows us to prove easily the various properties of the compos-
ite of morphisms, like the associativity for instance. Notice that this category
was used in a crucial way in [11] to provide an∞-categorical enrichment of the
category of homotopy algebras which encodes faithfully their higher homotopy
theory.
6. Twistable operadic algebras
The purpose of this section is to describe on the level of the encoding op-
erads which categories of algebras admit a meaningful twisting procedure. To
be more precise, our aim is to characterise the (quadratic) operads P for which
anyP∞-algebra can be twisted by any element satisfying a Maurer–Cartan type
equation.This explains conceptually the particular form of the Maurer–Cartan
equation.
Let U := (ku,0, . . .) be the operad generated by a degree 0 element u of arity
0; it encodes the data of a degree 0 elements in graded modules. Let (E ,R) be
an operadic quadratic-linear data, that is R ⊂ E ⊕T (E )(2), and let χ : E (2)→ k be
anS2-equivariant linear map of degree 0, where k receives the trivial S2-action.
We consider the space of relations Rχ ⊂ T (E ⊕ku) generated by
µ◦1u−χ(µ) id and µ◦2u−χ(µ) id ,
with µ ∈ E (2), and all the other composites of elements of E (n) with at least one
u, for n 6= 2.
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DEFINITION 6.1 (Unital extension). The unital extension of P := P (E ,R) by
χ is the following operad
uχP :=P (E ⊕ku,R ⊕Rχ)=
P (E ,R)∨U(
Rχ
) ,
where∨ stands for the coproduct of operads.
The category of uχP-algebras is the category of P-algebras with a distin-
guished degree 0 element which acts as a unit (with coefficients) for the gener-
ating operations of degree 0 and arity 2 andwhich vanishes once composed with
any other generating operation. Notice that in the trivial case χ = 0, the unital
extension amounts to u0P ∼= ku⊕P and that, in the general case, the underlying
gradedS-module of uχP is a coset of ku⊕P . The “maximal” case is covered by
the following definition.
DEFINITION 6.2 (Extendable quadratic-linear operad). A quadratic-linear
presentation of an operad P = P (E ,R) is called extendable when there exists a
non-trivialmapχ : E (2)→ k such that the canonicalmapP ,→uχP is amonomor-
phism.
This happens if and only if the underlying graded S-module of uχP is iso-
morphic toku⊕P . We shall now discuss extendability of some classical operads.
PROPOSITION 6.1.
(1) The quadratic operadsCom,Gerst,BV,HyperCom, PreLie, and the qua-
dratic-linear operad BV are extendable.
(2) The quadratic ns operads As is extendable.
(3) The quadratic operads Lie and Perm are not extendable.
(4) The quadratic ns operadsDias andDend are not extendable.
PROOF.
(1) In the case of commutative associative algebras, the classical definition
of the unit a ·1= 1 ·a = a, that is χ(·)= 1, works to create such an exten-
sion.
In the cases of operads ofGerstenhaber algebras, Batalin–Vilkovisky
algebras, and hypercommutative algebras, we note that those are ho-
mology operads of topological operads (of little 2-disks, framed little
2-disks, and Deligne–Mumford compactifications of genus zero curves
with marked points respectively) that admit units topologically (action
of the unit corresponds to forgetting about one of the little disks, or
about a marked points), hence the unitality remains on the algebraic
level. The action of the unit on the generators is forced by degree rea-
sons: all generators except for the binary generator of the commutative
suboperadmust be annihilated by the unit.
Let us consider the operad of pre-Lie algebras. We shall now show
that the assignment χ(⋆) = 1, that is 1⋆ a = a ⋆ 1 = a, leads to a uni-
tal extension of the maximal possible size. It suffices to show that the
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insertion of u into any element of the operadic ideal generated by the
pre-Lie identity and applying the defining relations of the unital exten-
sion that we are considering produces an element of the same ideal.
Let us note that insertion of u in any slot of the pre-Lie identity gives
zero:
(1⋆b)⋆c −1⋆ (b⋆c)− (1⋆c)⋆b+1⋆ (c ⋆b) = 0 ,
(a⋆1)⋆c −a⋆ (1⋆c)− (a⋆c)⋆1+a⋆ (c ⋆1) = 0 ,
(a⋆b)⋆1−a⋆ (b⋆1)− (a⋆1)⋆b+a⋆ (1⋆b) = 0 .
Every element of the operadic ideal generated by the pre-Lie identity is
a combination of elements which are obtained from the pre-Lie iden-
tity by pre- and post-compositions. Consider one such element ν, and
look at ν◦i u. If the argument i of ν is one of the arguments of the pre-
Lie identity, then the above computation shows that ν ◦i u = 0. Oth-
erwise, the element α◦i u is still obtained from the pre-Lie identity by
pre- and post-compositions, proving our claim.
(2) The proof is the same as in the case of the operad Com.
(3) In the case of Lie algebras, there is no nontrivial equivariant map from
the space of binary operations to the groundfield regarded as the trivial
module.
In the case of permutative algebras, we can substitute x1 =u in the
structural identity x1 · (x2 · x3) = x1 · (x3 · x2), and note that it becomes
χ(·)x2 ·x3 = χ(·)x3 ·x2, so if the canonical map is a monomorphism, we
must have χ(·)= 0, and the extension is trivial.
(4) Recall the defining relations of the ns operad of dendriform algebras:
(x1 ≺ x2)≺ x3 = x1 ≺ (x2 ≺ x3+x2 ≻ x3) ,
(x1 ≻ x2)≺ x3 = x1 ≻ (x2 ≺ x3) ,
(x1 ≻ x2+x1 ≺ x2)≻ x3 = x1 ≻ (x2 ≻ x3) .
Suppose thatwe consider the unital extension corresponding to the lin-
ear function χ. Substituting x1 = u in the first dendriform axiom and
then x3 = u in the third one, we get
χ(≺)x2 ≺ x3 = χ(≺)(x2 ≺ x3+x2 ≻ x3),
χ(≻)(x1 ≻ x2+x1 ≺ x2)= χ(≻)(x1 ≻ x2),
so if the canonical map is a monomorphism, we must have χ(≺)= χ(≻
)= 0, and the extension is trivial.
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Recall the defining relations of the ns operad of diassociative alge-
bras:
(x1 ⊢ x2)⊢ x3 = x1 ⊢ (x2 ⊢ x3) ,
(x1 ⊢ x2)⊢ x3 = (x1 ⊣ x2)⊢ x3 ,
(x1 ⊢ x2)⊣ x3 = x1 ⊢ (x2 ⊣ x3) ,
x1 ⊣ (x2 ⊢ x3)= x1 ⊣ (x2 ⊣ x3) ,
(x1 ⊣ x2)⊣ x3 = x1 ⊣ (x2 ⊣ x3) .
Suppose thatwe consider the unital extension corresponding to the lin-
ear function χ. Substituting x3 =u in the second axiom of diassociative
algebras and then x1 = u in the fourth one, we get
χ(⊢)x1 ⊢ x2 = χ(⊢)x1 ⊣ x2,
χ(⊣)x2 ⊢ x3 = χ(⊣)x2 ⊣ x3,
so if the canonical map is a monomorphism, we must have χ(⊢)= χ(⊣
)= 0, and the extension is trivial.

REMARK 6.1. A quadratic-linear operad P = P (E ,R) is extendable when it
admits a (non-trivial) “unitary extension” in the terminology of [17, Section 2.2].
So the present notion can be seen as a way to produce concrete unitary exten-
sions of operads in the quadratic case. As a consequence, an extendable op-
eradP carries a richer structure of aΛ-operad, crucial notion in the recognition
of iterated loop spaces [42], and its underlying S-module carries an FI-module
structure, where FI stands for the category of finite sets and injections. This no-
tion plays a seminal role in representation theory [8].
Let us now work over a field k of characteristic 0 and suppose that E (0) = 0
and that E (n) is finite dimensional for any n ≥ 1. Recall that the Koszul dual op-
eradof a quadratic-linear opeadP =P (E ,R) admits the followingquadratic pre-
sentationP ! =P
(
E∨, (qR)⊥
)
, with E∨ := s−1Endks−1⊗HE
∗, see [35, Section 7.2.3].
LEMMA 6.1. Under the above-mentioned assumptions, when the Koszul dual
operad P ! is extendable, the (complete) convolution pre-Lie algebra associated to(
uχP !
)∗
is isomorphic to
homS
((
uχP
!)∗ ,endA)∼= A×homS (P ¡,endA) ,
where the pre-Lie product⋆ on the right-hand side is given by
(a, f )⋆(b,g )=
(
f (id)(b), f ⋆ g + f ∗b
)
,
with⋆ the pre-Lie product on the convolution algebra aP ¡,A =
(
homS
(
P ¡,endA
)
,⋆
)
and with f ∗b an element involving only f and b.
PROOF. When the Koszul dual operad P ! is extendable, we use the underly-
ing isomorphism uχP ! ∼=ku⊕P ! to get
homS
((
uχP
!)∗ ,endA)∼= homS (u∗⊕P ¡,endA)∼= A×homS (P ¡,endA) .
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The arity 0 part the pre-Lie product ⋆ comes from the unique way to get the
element u in the operad uχP ! as a partial composition of two elements: u =
id◦1u. Similarly for its other part, given any elementµ ∈P !, there are twoways to
get it as a partial composition of two elements: either with two elements coming
from P ! or with one (bottom) coming from P ! and one (top) which is u. Notice
that in this latter case, we get a finite sum in each arity since E (0)= 0 and E (n) is
finite dimensional for any n ≥ 1. 
THEOREM 6.1. Let α ∈ MC
(
aP ¡,A
)
be a complete P∞-algebra structure on
A and let a ∈ F1A0. The Maurer–Cartan element a.α in the convolution alge-
bra homS
((
uχP !
)∗
,endA
)
is a P∞-algebra structure if and only if its arity 0 part
(a.α)(u∗)= 0 vanishes.
PROOF. This is a direct corollary of Lemma 6.1 which implies that Maurer–
Cartan elements in the convolution algebra aP ¡,A = homS
(
P ¡,endA
)
are in one-
to-one correspondence with Maurer–Cartan elements in the extended convolu-
tion algebra homS
((
uχP !
)∗
,endA
)
whose arity 0 part vanishes. 
This result prompts the following definition.
DEFINITION 6.3 (Twistable homotopy algebras). We say that a category of
homotopy algebras, that is algebras over an operadP∞ =ΩP ¡, whereP =P (E ,R)
is an arity-wise finitely generated quadratic-linear operad, is twistablewhen the
Koszul dual operad P ! is extendable. The equation (a.α)(u∗) = 0 is naturally
dubbed theMaurer–Cartan equation.
In plain words, when a category ofP∞-algebras is twistable, thismeans that
the “dual” category of P !-algebras admits a meaningful extension of unital P !-
algebras and thus the category ofP∞-algebras admits ameaningful extension of
curved P∞-algebras. In this case, the twisting procedure works as in the case of
homotopy associative or homotopy Lie algebras: anyP∞-algebra can be twisted
by an element to produce a curved P∞-algebra, which turns out to be a P∞-
algebra if and only if its twisted curvature vanishes, that is satisfises theMaurer–
Cartan equation.
PROPOSITION 6.2.
(1) The categories of homotopy Lie algebras, homotopy Gerstenhaber alge-
bras, homotopyBV!-algebras, homotopy gravity algebras, and homotopy
permutative algebras are twistable.
(2) The category of homotopy associative algebras is twistable.
(3) The categories of homotopy commutative algebras and homotopy pre-
Lie algebras are not twistable.
(4) The categories of homotopy dendriform algebras and homotopy diasso-
ciative algebras are not twistable.
PROOF. This is a direct corollary of Proposition 6.1 and Theorem 6.1. 
One can check that the maps χ introduced in Proposition 6.1 for the unital
extensions of the ns operad As and for the operad Com produce the exact same
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twisting formulas than the ones given in Section 3 for (curved)A∞-algebras and
in Section 5 for (curved) L∞-algebras. The other cases are new. Below we make
the case of (curved) homotopy permutative algebras explicit and we leave the
other cases to the interested reader.
We already recalled the definition of permutative algebras in Proposition 6.1
and its proof. The operad Perm is known to be Koszul. Its Koszul dual operad
is the operad PreLie encoding pre-Lie algebras [35, Section 13.4.3]. This latter
operad admits for basis the set of rooted trees RT:
?>=<89:;1
?>=<89:;3
❂❂
❂❂
❂
?>=<89:;4
✁✁
✁✁
✁
?>=<89:;/.-,()*+2 ,
where the lowest vertex is the root. The partial composition products τ ◦i υ is
given by the insertion of the tree υ at the i th vertex of the tree τ. The sub-trees
attached above the i th vertex of the tree τ are then grafted in all possible onto
the vertices of the tree υ:
?>=<89:;1
❂❂
❂❂
❂
?>=<89:;3
✁✁
✁✁
✁
?>=<89:;/.-,()*+2
◦2
?>=<89:;1
?>=<89:;/.-,()*+2
=
?>=<89:;1
❂❂
❂❂
❂
?>=<89:;2 ?>=<89:;4
✁✁
✁✁
✁
?>=<89:;/.-,()*+3
+
?>=<89:;1
❂❂
❂❂
❂
?>=<89:;4
✁✁
✁✁
✁
?>=<89:;2
?>=<89:;/.-,()*+3
+
?>=<89:;4
✁✁
✁✁
✁
?>=<89:;1
❂❂
❂❂
❂
?>=<89:;2
?>=<89:;/.-,()*+3
+
?>=<89:;1
❂❂
❂❂
❂
?>=<89:;2 ?>=<89:;4
✁✁
✁✁
✁
?>=<89:;/.-,()*+3
.
As explained in Proposition 4.1, the data of a shifted Perm∞-algebra on a
(complete) dg module A amounts to a Maurer–Cartan element in the convolu-
tion algebra aPreLie∗,A. Given a rooted tree τ and a sub-tree υ ⊂ τ (forgetting the
labels), we denote by (τ/υ, i ,σ) respectively the rooted tree τ/υ obtained by con-
tracting υ in τ and by relabelling the vertices, the label i of the corresponding
new vertex, and the overall permutation σ ∈ S|τ| which produces the labelling
of the tree τ after the composite (τ/υ◦i υ)σ = τ. Such a decomposition is not
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unique, we choose the one for which the associated planar tree
σ−1(1) σ−1(2) ···
σ−1(i )σ−1(i+1) ···
··· σ−1(|τ|)i ,
where the bottom corolla has arity |τ/υ| and where the top corolla has arity |υ|,
is a shuffle tree [35, Section 8.2.2].
For τ :=
?>=<89:;1
❂❂
❂❂
❂
?>=<89:;4
✁✁
✁✁
✁
?>=<89:;2
?>=<89:;/.-,()*+3
and υ :=
?>=<89:;1
❂❂
❂❂
❂
?>=<89:;3
✁✁
✁✁
✁
?>=<89:;/.-,()*+2
,
we get τ/υ=
?>=<89:;1
?>=<89:;/.-,()*+2
, i = 1 , and σ= (34) .
LEMMA 6.2. A shifted homotopy permutative algebra is a graded module A
equipped with a collection of degree−1 operations{
mτ : A
⊗|τ|→ A
}
τ∈RT ,
where |τ| stands for the number of vertices of a rooted tree. These generating op-
erations are required to satisfy the relations∑
υ⊂τ
(mτ/υ ◦i mυ)
σ
= 0 ,
for any tree τ∈ RT.
PROOF. This is a direct corollary of the definition of the convolution algebra
aPreLie∗,A and the cooperad structure on PreLie
∗ obtained by linear dualisation
of the operad structure on PreLie described above. The choice of decomposi-
tions (τ/υ◦i υ)σ = τ along shuffle trees does not alter the result: any choice of
decomposition would produce the same result in the end, by the properties of
the endomorphism operad EndA. In other words, the composite (mτ/υ ◦i mυ)σ
does not depend of the choice of decomposition. 
Here are the first relations, where we use the notation d :=m '&%$ !"#1 .
τ= ?>=<89:;/.-,()*+1 : d2 = 0 .
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τ=
?>=<89:;2
?>=<89:;/.-,()*+1
: ∂m '&%$ !"#2
'&%$ !"#1
:= dm '&%$ !"#2
'&%$ !"#1
(−,−)+m '&%$ !"#2
'&%$ !"#1
(d (−),−)+m '&%$ !"#2
'&%$ !"#1
(−,d (−))= 0 .
τ=
?>=<89:;3
?>=<89:;2
?>=<89:;/.-,()*+1
: ∂m '&%$ !"#3
'&%$ !"#2
'&%$ !"#1
=−m '&%$ !"#2
'&%$ !"#1
◦1m '&%$ !"#2
'&%$ !"#1
−m '&%$ !"#2
'&%$ !"#1
◦2m '&%$ !"#2
'&%$ !"#1
.
τ=
?>=<89:;2
❂❂
❂❂
❂
?>=<89:;3
✁✁
✁✁
✁
?>=<89:;/.-,()*+1
: ∂m '&%$ !"#2
❃❃
❃ '&%$ !"#3
✁✁
✁
'&%$ !"#1
=−m '&%$ !"#2
'&%$ !"#1
◦1m '&%$ !"#2
'&%$ !"#1
−
(
m '&%$ !"#2
'&%$ !"#1
◦1m '&%$ !"#2
'&%$ !"#1
)(23) .
This shows that m '&%$ !"#3
'&%$ !"#2
'&%$ !"#1
, respectively m '&%$ !"#2
❃❃
❃ '&%$ !"#3
✁✁
✁
'&%$ !"#1
, is a homotopy for the first
relation (anti-associativity), respectively for the second relation (partial skew-
symmetry), defining a shifted permutative algebra.
We consider the unital extension of operad PreLie introduced in the proof
of Proposition 6.1 that we simply denote here by uPreLie. This operad encodes
pre-Lie algebras (A,⋆) equipped with a degree 0 element 1 satisfying
1⋆x = x = x⋆1 ,
for any x ∈ A.
LEMMA 6.3. In the operad uPreLie, the composite of the arity 0 element u at
a vertex of a rooted tree τ depends on the position of this latter one as follows:
AT A LEAF: if the number of inputs of the vertex supporting the leaf is equal
to n, then the resulting rooted tree is obtained by removing the leaf, rela-
belling the other vertices, andmultiplying by 2−n,
AT THE ROOT OR AT AN INTERNAL VERTEX: when the vertex has just one in-
put, then it is deleted and the remaining vertices relabelled accordingly,
otherwise when the vertex has at least two inputs, the upshot is equal to
0.
PROOF. To demonstrate that, the easiest way is to identify the operad of pre-
Lie algebras with the symmetric brace operad [46]. Recall that the symmetric
brace operad has generators {x0;x1, . . . ,xn}, n ≥ 0, which are symmetric in argu-
ments x1, . . . ,xn and satisfy the relations
(5) {{x0;x1, . . . ,xn}; y1, . . . , ym}=∑
{x0; {x1; yi1,1 , . . . , y1,i t1 }, . . . , {xn ; yn,in,1 , . . . , yn,i tn }, yn+1,1, . . . , yn+1,i tn+1 } .
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It is well known that the symmetric brace operad is isomorphic to the operad of
pre-Lie algebras, with the isomorphism given by the formulas we already used
earlier in the paper, i.e. via identifying the operation x1⋆ x2 with {x1;x2}, and
defining, inductively,
{x0;x1, . . . ,xn} := {{x0;x1, . . . ,xn−1};xn}−
∑
i
{x0;x1, . . . , {xi ;xn},xi+1, . . . ,xn−1}
With this definition, it is easy to see that {1;x1, . . . ,xn}= 0, for n ≥ 2, and that
{x0;x1, . . . ,xi−1,1,xi+1, . . . ,xn}= (2−n){x0;x1, . . . ,xi−1,xi+1, . . . ,xn}.
The brace representation of the operad of pre-Lie algebras corresponds to the
“naive” way of building a rooted tree from corollas, so the claim follows. 
For τ :=
?>=<89:;1
?>=<89:;3
❂❂
❂❂
❂
?>=<89:;5 ?>=<89:;4
✁✁
✁✁
✁
?>=<89:;/.-,()*+2
, we have
?>=<89:;1
?>=<89:;3
❆❆
❆❆
❆
?>=<89:;5 ?>=<89:;4
⑥⑥
⑥⑥
⑥
= 0 ,
?>=<89:;1
✿✿
✿✿
✿ ?>=<89:;5 ?>=<89:;4
✁✁
✁✁
✁
?>=<89:;/.-,()*+2
=−
?>=<89:;1
?>=<89:;4 ?>=<89:;3
✁✁
✁✁
✁
?>=<89:;/.-,()*+2
, and
?>=<89:;1
?>=<89:;3
❂❂
❂❂
❂
?>=<89:;5
✁✁
✁✁
✁
?>=<89:;/.-,()*+2
=
?>=<89:;3
❂❂
❂❂
❂
?>=<89:;4 ?>=<89:;1
✁✁
✁✁
✁
?>=<89:;/.-,()*+2
.
The black vertex represents where the element u is plugged.
Given a rooted tree τ, we consider its unital expansions which are rooted
trees τ˜ with two types of vertices: the “white” ones which are bijectively labeled
by {1, . . . , |τ|} and the “black” ones which receive no label. Every such black and
white rooted trees τ˜ are moreover required to give τ under the rule given at
Lemma 6.3. We denote by cτ˜ the coefficient of τ in the operad uPreLie obtained
by composing τ˜with the black vertices replaced by elements u.
For τ˜ :=
?>=<89:;4
❂❂
❂❂
❂
?>=<89:;5
✁✁
✁✁
✁
?>=<89:;1
PPP
PPP
PPP
?>=<89:;3
❆❆
❆❆
❆
✁✁
✁✁
✁
?>=<89:;/.-,()*+2
, we have cτ˜ =−2 and τ=
?>=<89:;4
❂❂
❂❂
❂
?>=<89:;5
✁✁
✁✁
✁
?>=<89:;1
❂❂
❂❂
❂
?>=<89:;3
✁✁
✁✁
✁
?>=<89:;/.-,()*+2
.
PROPOSITION 6.3. Let (A,F, {mτ}τ∈RT) be a complete shifted Perm∞-algebra
and let a ∈ F1A0. The twisted operations
maτ :=
∑
τ˜
1
cτ˜
mτ˜(a, . . . ,a,−, · · · ,−) ,
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where the sum runs over unital expansions of the rooted tree τ and where the el-
ements a are inserted at the black vertices of τ˜, define a complete shifted Perm∞-
algebra if and only if the element a satisfies the following Maurer–Cartan equa-
tion ∑
n≥1
m '&%$ !"#n
'&%$ !"#2
'&%$ !"#1
(a, . . . ,a)= 0 .
PROOF. We apply here Theorem 6.1: let us denote by α the Maurer–Cartan
element in the convolution algebra aPreLie∗,A corresponding to the complete shifted
Perm∞-algebra structure, that is α(τ∗) :=mτ.
First, the theMaurer–Cartan equation is equal to
(a.α)(u∗)=
∑
τ∈RT
mτ(a, . . . ,a)= 0 .
But Lemma 6.3 shows that, the composite of elements u at all the vertices of a
rooted tree τ in the operad uPreLie is equal to u for ladders and vanishes other-
wise.
Then, the twisted operationmaτ is equal to
(
α⊚(1+a)
)
(τ∗) in the convolution
algebra auPreLie∗,A, which is thus equal tom
a
τ :=
∑
τ˜
1
cτ˜
mτ˜(a, . . . ,a,−, · · · ,−) again
by Lemma 6.3. 
REMARK 6.2. Under the notationmn :=m '&%$ !"#n
'&%$ !"#2
'&%$ !"#1
, one can see that
(
A, {mn}n≥1
)
forms a shiftedA∞-algebra. The twisting procedure for shifted Perm∞-algebras
produces the exact same twisting procedure seen in Section 3 for this underlying
A∞-algebra, ieman =m
a'&%$ !"#n
'&%$ !"#2
'&%$ !"#1
and the sameMaurer–Cartan equation:
∑
n≥1
mn(a, . . . ,a)= 0 .
This is not a surprise, since the forgetful functor frompermutative algebras to as-
sociative algebras is actually produced by pulling back along the epimorphism
Ass։ Perm of operads obtained by sending the (canonical) generator of Ass
to the (canonical) generator of Perm. Since this latter one comes from a mor-
phism of operadic quadratic data, it induces a monomorphism of cooperads
between the Koszul dual cooperads Ass¡ ,→ Perm¡ and thus a monomorphism
between the Koszul resolution Ass∞ ,→ Perm∞, which sends precisely µn to the
rooted tree
'&%$ !"#n
'&%$ !"#2
'&%$ !"#1
. The twisting procedure for shifted Perm∞-algebras extends the
twisting procedure for shifted A∞-algebras since the morphism of cooperads
Ass¡ ,→ Perm¡ extends to the morphism of cooperads uAss∗ ,→ uPreLie∗.
CHAPTER 4
Twisting nonsymmetric operads
In this section, we lift the twisting procedure to the level of complete differ-
ential graded non-symmetric operads and we apply it to the example of multi-
plicative nonsymmetric operads. This construction is the nonsymmetric ana-
logue of the theory introduced by T.Willwacher in [56] and developed further by
V. Dolgushev, C. Rogers, and T. Willwacher [12, 10] but in a different way. Every-
thing written here works mutatis mutandis for complete (symmetric) dg oper-
ads, but we chose this level of presentation in order to make more accessible T.
Willwacher’s seminal theory.
We give here an alternative definition based on the categorical notion of co-
product of operads. While, in the above-mentioned references, the notion of
operadic twisting is introduced via its (complicated) underlying collection, we
introduce it here by its universal property: it is the operad obtained by the co-
product of the original operad with an arity zero operation. We then show that
all the properties of the operadic twisting follow in a straightforward way from
the universal property of operadic coproduct. We do not claim any originality in
the presented results: they all come from the above cited papers. Even the idea
of this alternative presentation is not new since it was noticed in loc. cit. that the
operadic twisting amounts to a “completion of an operad by a Maurer–Cartan
element”; the operadic coproduct construction creates such a “completion”.
With a pedagogical purpose, we have introduced a "new" complete dg ns
operad MCP , which models algebras over a multiplicative operad P equipped
with a given Maurer–Cartan element. In the subsection dealing with the action
of the deformation complex on twisted operads, we have emphasised, for the
first time, the various dg pre-Lie structures present in this topic.
1. Twisting ns operads
One can try to twist any dg pre-Lie algebra (A,d ,⋆) by Maurer–Cartan el-
ements d (µ)+µ⋆µ = 0 using the usual formulas (A,dµ,⋆), where the twisted
differential is given by
dµ(ν) := d (ν)+adµ(ν) := d (ν)+µ⋆ν− (−1)
|ν|ν⋆µ .
PROPOSITION 1.1. The twisted data (A,dµ,⋆) forms a dg pre-Lie algebra if
and only if the Maurer–Cartan element µ is a left nucleus element, that is
µ⋆ (ν⋆ω)= (µ⋆ν)⋆ω , for any ν,ω ∈ A .(6)
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PROOF. We only have to check that the twisted operator dµ is a derivation
which squares to zero. This latter point is always true since µ is aMaurer–Cartan
element: (
d+adµ
)2 (ν)= (d(µ)+µ⋆µ)⋆ν−ν⋆ (d(µ)+µ⋆µ)= 0 .
To prove the former point, one performs the following computation
dµ(ν⋆ω)−dµ(ν)⋆ω− (−1)|ν|ν⋆dµ(ω) = µ⋆ (ν⋆ω)− (µ⋆ν)⋆ω ,
which concludes the proof. 
REMARK 1.1. The conceptual explanation for this failure of the general twist-
ing procedure to work in general for pre-Lie algebras has been given in Propo-
sition 3.4. It comes from the fact that its Koszul dual operad PreLie! ∼= Perm for
permutative algebras does not admit an extension by a unit, see Proposition 6.1.
Recall that for any ns operadP , one defines a Lie bracket by anti-symmetri-
zing the pre-Lie product
µ⋆ν :=
n∑
i=1
µ◦i ν ,
where µ lives in P (n).
EXAMPLE 1.1. The Maurer–Cartan elements of the endomorphism operad
End(A,d) are the degree −1 maps m : A→ A satisfying the equation dm+md +
m2 = 0, i.e. perturbations of the differential.
DEFINITION 1.1 (Operadic Maurer–Cartan element). Let
(
P ,d
)
be a dg ns
operad. An operadic Maurer–Cartan in P is a degree −1 and arity 1 element
µ ∈P (1)−1 satisfying
d(µ)+µ⋆µ= d(µ)+µ◦1µ= 0 .
The purpose of the arity 1 constraint in the aforementioned definition is to
ensure that operadic Maurer–Cartan elements satisfy Equation (6). Therefore,
one can twist the pre-Lie algebra associated to an ns operad by such elements.
This result actually lifts to the level of the dg ns operad itself.
PROPOSITION 1.2 (Twisted operad). Let
(
P ,d, {◦i }
)
be a dg ns operad and let
µ be one of its Maurer–Cartan elements. The degree −1 operator
dµ(ν) :=d(ν)+adµ(ν) := d(ν)+µ⋆ν− (−1)
|ν|ν⋆µ
is a square-zero derivation. Therefore, the data Pµ :=
(
P ,dµ, {◦i }
)
defines a dg ns
operad, called the ns operad twisted by theMaurer-Cartan element µ.
PROOF. The computations are similar to that of Proposition 1.1. The fact
that the twisted operator adµ is a derivation with respect to the partial composi-
tion products ◦i is equivalent to the equations
µ⋆ (ν◦i ω)= (µ⋆ν)◦i ω ,
which holds true since theMaurer–Cartan element µ is supported in arity 1. 
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EXAMPLE 1.2. The endomorphism operad End(A,d) of a chain complex (A,d )
twisted by a Maurer–Cartan elementm is actually the endomorphism operad
Endm(A,d) = End(A,d+m)
of the twisted chain complex (A,d +m).
EXAMPLE 1.3. One can also twist the ns operad ncBV of non-commutative
Batalin–Vilkovisky algebras [15] by its square-zero element ∆, under cohomo-
logical degree convention.
The operadic twistingoperation satifises the followingusual functorial prop-
erty of the twisting procedure.
PROPOSITION 1.3. Let ρ : P→Q be amorphismof dg ns operads. The image
ρ(µ) of a Maurer–Cartan µ of the dg ns operad P is a Maurer–Cartan element in
the dg ns operad Q. The morphism ρ of ns operads commutes with the twisted
differential, that is yields a morphism of dg ns operads
ρ˜ : Pµ→Qρ(µ) .
PROOF. This is proved by straightforward computations. 
This proposition applied to the endomorphism operadQ=EndA will play a
key role in the sequel.
PROPOSITION 1.4. Let µ be a Maurer–Cartan element of a dg ns operad P .
(1) An element α is a Maurer–Cartan element of the twisted dg ns operad
Pµ if and only if α−µ is a Maurer–Cartan element of the original dg ns
operad P .
(2) The element −µ is a Maurer–Cartan element in the twisted dg ns operad
Pµ and twisting this latter one again by this Maurer–Cartan element
produces the original operad:(
Pµ
)−µ
=P .
PROOF. The first point is proved by straightforward computations. The sec-
ond one is a special case for α= 0. 
All these results hold as well for complete dg ns operad; we will treat a par-
ticular case in the next section.
2. TwistedA∞-operad
PROPOSITION 2.1. The data of a completeA∞-algebra structure togetherwith
aMaurer–Cartan element is encoded by the complete dg ns operad
MCA∞ :=
(
T̂
(
α,µ2,µ3, . . .
)
,d
)
,
where α has arity 0 and degree −1 and µn has arity n and degree n−2, for n ≥ 2,
where the filtration on the space M =
(
kα,0,kµ2,kµ3, . . .
)
of generators is given by
α ∈ F1M (0), F2M (0)= {0} and µn ∈ F0M (n), F1M (n)= {0} , for n ≥ 2 ,
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and where the differential is defined by
d(µn) :=
∑
p+q+r=n
p+1+r,q≥2
(−1)pq+r+1µp+1+r ◦p+1 µq ,
d(α) :=−
∑
n≥2
µn(α, . . . ,α) .
PROOF. The fact that the map d extends to a unique square-zero derivation
is direct corollary of Proposition 4.1 applied to the identity map As¡ → As¡. So
we get a well-defined complete dg ns operad. A complete MCA∞-algebra struc-
ture on a complete dg module (A,F,d ) amounts to a morphism of filtered dg ns
operads MCA∞→ endA according to Theorem 2.1. Such an assignment α 7→ a
and µn 7→mn is equivalent to an element a ∈ F1A−1 and degree n−2 preserving
maps mn : A⊗n → A satisfying the relations of a Maurer–Cartan elements in an
A∞-algebra by the form of the differential d. 
REMARK 2.1. Under the convention of Section 3, we have µn = s−1νn .
Inside the dg ns operadMCA∞, we consider the following elements
µαn :=
∑
r0,...,rn≥0
(−1)
∑n
k=0 krkµn+r0+···+rn
(
αr0 ,−,αr1 ,−, . . . ,−,αrn−1 ,−,αrn
)
,
for n ≥ 0, that is for example:
µα0 :=
∑
n≥2
µn(α, . . . ,α) and µ
α
1 :=
∑
n≥2
1≤i≤n
(−1)n−i µn
(
αi−1,−,αn−i
)
.
LEMMA 2.1. The elements µαn satisfy the following relations:
d
(
µα0
)
= 0 ,(7)
d
(
µα1
)
=−µα1 ◦1µ
α
1 ,(8)
d
(
µαn
)
:=
∑
p+q+r=n
p+1+r,q≥1
(−1)pq+r+1µαp+1+r ◦p+1 µ
α
q , for n ≥ 2 .(9)
Notice that the third formula actually includes the second one. The proofs
for these relations are straightforward but quite cumbersome; so, in order not to
break the flow of exposition, we postpone them to Section 6.
The second formula says that the element µα1 is a Maurer–Cartan element
of the complete dg ns operad MCA∞. So, the operadic twisting procedure pro-
duces the following new complete dg ns operad.
DEFINITION 2.1 (TwistedA∞-operad). The complete dg ns operad obtained
by twisting the complete operad MCA∞ by the Maurer–Cartan µα1 is called the
twistedA∞-operad and denoted by
TwA∞ :=
(
MCA∞
)µα1 = (T̂ (α,µ2,µ3, . . .),dµα1 ) .
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The twisted differential is actually equal to
dµ
α
1 (α) = d(α)+µα1 (α)=−
∑
n≥2
µn(α, . . . ,α)+
∑
n≥2
nµn(α, . . . ,α)
=
∑
n≥2
(n−1)µn(α, . . . ,α) ,
dµ
α
1 (µn) = d(µn)+µ
α
1 ⋆µn − (−1)
nµn ⋆µ
α
1
=
∑
p+q+r=n
p+1+r,q≥2
(−1)pq+r+1µp+1+r ◦p+1 µq
+
∑
k≥2
1≤i≤k
(−1)(k−i )(n+1)µk
(
αi−1,µn ,α
k−i )
−
n∑
j=1
∑
k≥2
1≤i≤k
(−1)n+k−i µn ◦ j µk
(
αi−1,−,αk−i
)
.
PROPOSITION 2.2. The assignment µn 7→ µαn defines a morphism of complete
dg ns operads
A∞→TwA∞ .
PROOF. The only point to check is the commutativity with the differentials
on the generators µn of the quasi-free dg ns operadA∞, that is:
dµ
α
1
(
µαn
)
= d
(
µαn
)
+µα1 ⋆µ
α
n − (−1)
nµαn ⋆µ
α
1
=
∑
p+q+r=n
p+1+r,q≥1
(−1)pq+r+1µαp+1+r ◦p+1 µ
α
q +
∑
p=r=0
q=n
µαp+1+r ◦p+1 µ
α
q
− (−1)n
∑
p+1+r=n
q=1
µαp+1+r ◦p+1 µ
α
q
=
∑
p+q+r=n
p+1+r,q≥2
(−1)pq+r+1µαp+1+r ◦p+1 µ
α
q ,
thanks to Formula (8) of Lemma 2.1. 
These operadic results actually provide uswith an alternative proof of Propo-
sition 3.1 as follows. The data of a completeA∞-algebra structure together with
a Maurer–Cartan element a on a complete dg module (A,F,d ) is equivalent to a
morphism of complete dg ns operads ρ : MCA∞→ End(A,d), where ρ(µn)=mn
and ρ(α)= a under the previous notations. By Proposition 1.3, the image of the
Maurer–Cartan element µα1 of MCA∞ under the morphism ρ gives a Maurer–
Cartan element on the complete endomorphism ns operad endA. As empha-
sised above, the complete endomorphismoperad twisted by thisMaurer–Cartan
element is equal to the complete endomorphism operad of the twisted chain
complex (A,da). Therefore, the second point of Proposition 1.3 shows that
ρ˜ : TwA∞→ end(A,da )
is amorphism of complete dg ns operads. Pulling back with the aforementioned
morphism of complete dg ns operads A∞ → TwA∞, one gets that the twisted
operationsman do form anA∞-algebra structure.
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REMARK 2.2. Notice however that the morphism of complete ns operads
from A∞ to MCA∞ which sends the generators µn to µαn does not commute
with the differentials. There is a conceptual reason for this: the twisted oper-
ations form an A∞-algebra only with the twisted differential and not with the
underlying differential.
There is a morphism of complete dg ns operads TwA∞→A∞ which sends
α to 0 and µn to µn . On the algebra level, this corresponds to twisting an A∞-
algebra with the trivial Maurer–Cartan element.
3. Twisting multiplicative ns operads
The following notion arose from the study of the Deligne conjecture on the
Hochschild cochain complex, see [43] for instance.
DEFINITION 3.1 (Multiplicative ns operad). A multiplicative ns operad is a
complete dg ns operad P equipped with a morphism of complete dg ns oper-
ads A∞→ P . We still denote by µ2, µ3, etc. the images in P of the generating
operations ofA∞.
Therefore any complete dg algebra over a multiplicative ns operad acquires
a natural completeA∞-algebra structure.
The categorical coproduct of two ns operads is denoted by P ∨Q (respec-
tively by P ∨ˆQ in the complete case). It is given by the free ns operad on the
underlying N-modules of P and Q modulo the ideal generated by planar trees
with two vertices labelled both by elements of P or by elements ofQ. Thus pla-
nar trees with vertices labelled alternatively by elements from P andQ are rep-
resentatives for this coproduct. Its operadic composition is given by the grafting
of planar trees, followed possibly by the composite of two adjacent vertices la-
belled by elements from the same ns operad.
By a slight abuse of notation, we simply denote by α the (trivial) complete
ns operad (kα,0, . . .) spanned by the arity 0 element α. Thus P ∨ˆα denotes the
complete coproduct of a complete ns operadP with it. As a consequence of the
above-mentioned description, this coproduct is made up of series indexed, by
n ∈N, of linear combinations of operations from P with n copies of α plugged
at their inputs.
PROPOSITION 3.1. LetA∞→P be a multiplicative ns operad. The data of a
completeP-algebra structure together with a Maurer–Cartan element is encoded
by the complete dg ns operad
MCP :=
(
P ∨ˆα,d
)
,
where α is a degree −1 element of arity 0 placed in F1 and where ∨ˆ stands for the
coproduct of complete ns operads, andwhere the differential d is characterized by
d(α) :=−
∑
n≥2
µn(α, . . . ,α) ,
d(ν) := dP (ν) , for ν ∈P .
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PROOF. The fact that the map d extends to a unique square-zero derivation
is direct corollary of Proposition 4.1 applied to the map As¡→P induced by the
multiplicative ns operad structure. The rest of the proof is straightforward from
the definition of the coproduct of complete ns operads. 
LEMMA 3.1. The element µα1 is a Maurer–Cartan element of the complete dg
ns operadMCP .
PROOF. The morphism of complete dg ns operadsA∞→P induces a mor-
phism of complete dg ns operads MCA∞ → MCP and we know, by Proposi-
tion 1.3, that the image of an operadic Maurer–Cartan element is again an op-
eradic Maurer–Cartan element. 
DEFINITION 3.2 (Twistedmultiplicative ns operad). LetA∞→P be amulti-
plicative ns operad. The complete dg ns operad obtained by twisting the operad
MCP by the Maurer–Cartan µα1 is called the twisted complete ns operad and de-
noted by
TwP :=
(
MCP
)µα1 = (P ∨ˆα,dµα1 ) .
The twisted differential is actually equal to
dµ
α
1 (α) = d(α)+µα1 (α)=−
∑
n≥2
µn(α, . . . ,α)+
∑
n≥2
nµn(α, . . . ,α)
=
∑
n≥2
(n−1)µn(α, . . . ,α) ,
dµ
α
1 (ν) = dP (ν)+µ
α
1 ⋆ν− (−1)
|ν|ν⋆µα1
= dP (ν)+
∑
n≥2
1≤i≤n
(−1)(n−i )(|ν|+1)µn
(
αi−1,ν,αn−i
)
−
k∑
j=1
∑
n≥2
1≤i≤n
(−1)|ν|+n−i ν◦ j µn
(
αi−1,−,αn−i
)
,
for ν ∈P (k).
PROPOSITION 3.2. Any complete dg P-algebra (A,d ) with a given Maurer–
Cartan element a gives a complete TwP-algebra with underlying twisted differ-
ential (A,da).This assignment defines a functor MCP -alg → TwP -alg, which is
an isomorphism of categories.
PROOF. Let us reproduce here the argument given above in the A∞ case.
The data of a completeP-algebra structure on (A,F,d ) with aMaurer–Cartanel-
ement a is equivalent to amorphismof complete dgnsoperadsMCP → end(A,d).
Since the element µα1 is a Maurer–Cartan element in the complete ns operad
P , we get a morphism between the twisted complete dg ns operads TwP →
End(A,d+ma1 ). In the other way round, one uses the exact same arguments but
starting with the Maurer–Cartan element −µα1 of the complete dg ns operad
TwP , see Proposition 1.4. This shows that a complete algebra structure over the
complete dg ns operad TwP → End(A,d) induces a complete algebra structure
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over the complete dg ns operad
MCP =
(
TwP
)−µα1 → End(A,d−ma1 ) ,
by Proposition 1.4. These two functors MCP -alg → TwP -alg and TwP -alg →
MCP -alg are inverse to each other. 
PROPOSITION 3.3. The assignment µn 7→ µαn defines a morphism of complete
dg ns operads
A∞→TwP .
PROOF. The aforementioned morphism MCA∞→MCP of complete dg ns
operads induces amorphismbetween the twisted complete dgnsoperadsTwA∞
→TwP by Proposition 1.3. It just remains to pull back by themapA∞→TwA∞
of Proposition 2.2. 
This proposition shows that the upshot of the operadic twisting procedure
gives again a multiplicative ns operad. From now on, we will call the category of
complete dg ns operads underA∞ the category of multiplicative ns operads.
LEMMA 3.2. The twisting procedure defines an endofunctor on the category
of multiplicative ns operads.
PROOF. Proposition 3.3 shows that the result of the operadic twisting lives
in the category of multiplicative ns operads. Given a morphism
A∞
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
!!❇
❇❇
❇❇
❇❇
❇
P
f
// Q
of multiplicative ns operads, we define a morphism of complete dg ns operads
Twf : TwP → TwQ by α 7→ α and ν 7→ f (ν), for ν ∈ P . Then, the compatibility
relations TwidP = idTwP and Tw( f ◦ g )= Twf ◦Twg are automatic. 
LEMMA 3.3. Let P be a multiplicative ns operad. The complete dg ns operad
Tw(TwP ) is isomorphic to
Tw
(
TwP
)
∼=
(
P ∨ˆα∨ˆβ,d+ad
µ
α+β
1
, {◦i }
)
.
PROOF. The only point to check is the twisted differential. First, one shows
that the µ
α+β
1 is equal to µ
α
1 + µ˜
β
1 , where we denote here the twisted operations
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by µ˜n :=µαn :
µα1 + µ˜
β
1 =
∑
k≥2
1≤ j≤k
(−1)k− j µk
(
α j−1,−,αk− j
)
+
∑
n≥2
1≤i≤n
(−1)n−i µαn
(
βi−1,−,βn−i
)
=
∑
k≥2
1≤ j≤k
(−1)k− j µk
(
α j−1,−,αk− j
)
+
∑
n≥2
1≤i≤n
(−1)n−i
∑
r0 ,...,rn≥0
(−1)ri+···+rnµn+r0+···+rn
(
αr0 ,β,αr1 ,β, . . . ,αri−1 ,−,
αri1 ,β, . . . ,αrn−1 ,β,αrn
)
=
∑
k≥2
1≤ j≤k
(−1)k− j µk
(
α j−1,−,αk− j
)
+
∑
n≥2
1≤i≤n
∑
r0,...,rn≥0
(−1)n−i+ri+···+rnµn+r0+···+rn
(
αr0 ,β,αr1 ,β, . . . ,αri−1 ,−,
αri1 ,β, . . . ,αrn−1 ,β,αrn
)
=
∑
k≥2
1≤ j≤k
(−1)k− j µk
(
(α+β) j−1,−, (α+β)k− j
)
=µ
α+β
1 .
Then, one concludes the proof with
adµα1 +adµ˜β1
= ad
µα1+µ˜
β
1
= ad
µ
α+β
1
.

REMARK 3.1. This result is an operadic version of the fact that α+β is a
Maurer–Cartan in the initial (dg Lie) algebra if and only if β is a Maurer–Cartan
element in the (dg Lie) algebra twisted by α. Then the (dg Lie) algebra twisted
first by α and then by β is equal to the (dg Lie) algebra twisted by α+β, see
Proposition 3.2.
COROLLARY 3.1. Given any multiplicative ns operad P , the assignment
∆(P ) : TwP ∼=P ∨ˆα → Tw
(
TwP
)
∼=P ∨ˆα∨ˆβ
α 7→ α+β
ν 7→ ν ,
for ν ∈P , defines a morphism of multiplicative ns operads.
PROOF. Again, the only point to check is the compatibility with the differen-
tial. Let us denote the above given morphism by f : TwP → Tw
(
TwP
)
. For any
element ν ∈P , we have
f
(
dP (ν)+adµα1 (ν)
)
= dP ( f (ν))+adµα+β1
( f (ν)) ,
and
f ◦
(
d+adµα1
)
(α) = f
(∑
n≥2
(n−1)µn (α, . . . ,α)
)
=
∑
n≥2
(n−1)µn(α+β, . . . ,α+β)
=
(
d+ad
µ
α+β
1
)
◦ (α+β)=
(
d+ad
µ
α+β
1
)
◦ f (α) .
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We conclude with Lemma 3.3. 
Similarly to the case of the twistedA∞ operad, there is a morphism of mul-
tiplicative ns operads ε(P ) : TwP →P defined by sending α to 0 and ν ∈P to
ν.
THEOREM 3.1. The two aforementionedmorphisms∆(P ) : TwP→Tw(TwP )
and ε(P ) : TwP → P of multiplicative ns operads provide the endofunctor Tw
with a comonad structure.
PROOF. Let A∞ → P be a multiplicative ns operad, we have to check the
counit relations(
ε(P )◦ (idTwP )
)
(∆(P ))= idTwP =
(
(idTwP )◦ε(P )
)
and the coassociativity relation
∆TwP (∆(P ))= Tw(∆P )(∆(P )) .
In each cases, the image of any element ν ∈ P is send to itself. The left counit
relation is given by
α 7→α+β 7→α
since the second morphism sends α to α and β to 0. The right counit relation is
proved similarly since the second morphism sends α to 0 and β to α. Both sides
for the coassociativity relation give
α 7→α+β 7→α+β+γ ,
which concludes the proof. 
DEFINITION 3.3 (Twistable operad). We call twistable operad a multiplica-
tive ns operad which admits a Tw-coalgebra structure.
The aforementioned definitionmeans that, given amultiplicative ns operad
A∞→P , there exists a morphism ∆P of multiplicative ns operads
A∞
}}④④
④④
④④
④
##●
●●
●●
●●
P
∆P
// TwP
satisfying
P
∆P //
idP
55TwP
ε(P )
// P ,(10)
P
∆P //
∆P

TwP
Tw(∆P )

TwP
∆(P )
// Tw(TwP ) .
(11)
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In terms of type of algebras, the map ∆P gives a concrete way to produce
functorial complete P-algebra structures on any complete P-algebra endowed
with a Maurer–Cartan element coming from the internalA∞-algebra structure
but with twisted differential. Indeed, as explained above, the data of a complete
P-algebra structure with a Maurer–Cartan element a is faithfully encoded in a
morphism of dg ns operads MCP → end(A,d), which gives rise to a morphism
of twisted complete dg ns operads TwP → End(A,da) by Proposition 1.3. Pulling
back with the morphism of complete dg ns operads ∆(P ) :P → TwP produces
the twisted P-algebra structure.
The fact that the structure map ∆P is a morphism of multiplicative ns op-
erads says that one has to twist the A∞-operations in P as usual, that is ac-
cording to the formulas given in Proposition 3.1. Relation (10) expresses the fact
that the twisted operation associated to any ν ∈ P is the sum of two terms: the
first one being equal to ν itself and the second one begin the sum of perturba-
tion terms which all contain at least one Maurer–Cartan element. Relation (11)
amounts to say that the operations twisted twice under the same formulas, first
by a Maurer–Cartan element a and then by a second Maurer–Cartan element b,
are equal to the operations twisted once by the Maurer–Cartan element a +b,
thanks to Lemma 3.3 and Corollary 3.1. These are the constrains of twistable
multiplicative ns operad.
EXAMPLE 3.1. The ns operadA∞ is the paradigm of twistable ns operad. Its
Tw-coalgebra structure mapA∞→ TwA∞ is given by Proposition 2.2.
PROPOSITION 3.4. LetP be amultiplicative ns operadwith trivial differential
dP = 0. If P is twistable, then any element ν ∈P satisfies adµ2(α,−)−µ2(−,α)(ν) = 0
in TwP . When the multiplicative structure of P factors through the canonical
resolutionA∞։As→P , the reverse statement holds true.
PROOF. If the operad P is twistable, it admits a morphism of multiplicative
ns operads ∆P : P → TwP satisfying the commutative diagrams (10) and (11).
So the image of any element ν ∈P (n) has the form
∆P (ν)= ν+
∑
k≥1
ωk ,
whereωk is an element of TwP (n) made up of a finite sum of elements ofP (n+
k) composed with k elements α. The compatibility with respect to the differen-
tials shows that
dµ
α
1
(
∆P (ν)
)
= adµ2(α,−)−µ2(−,α)(ν)+
∑
k≥2
ω˜k = 0 ,
where ω˜k is made up of a finite sum of elements of P (n +k) composed with k
elements α. Therefore, adµ2(α,−)−µ2(−,α)(ν) vanishes since it is made up of only
one element α.
In the other way round, themultiplicative structure ofP factors through the
canonical resolution A∞։ As→P if and only if the elements µ3,µ4, . . . vanish
in P . In this case, the twisted differential is equal to dµ
α
1 = adµ2(α,−)−µ2(−,α). The
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condition adµ2(α,−)−µ2(−,α)(ν) = 0, for all ν ∈ P , is equivalent to the fact that the
canonical morphism of ns operadsP ,→TwP is a chain map. The commutative
diagrams (10) and (11) are then straightforward to check. 
EXAMPLE 3.2. The ns operads ncGerst and ncBV, introduced in [15, Sec-
tion 3] as noncommutative analogues of the classical operads, are not twistable,
see Proposition 1.1 in Section 1 and Proposition 2.1 in Section 2 respectively.
EXAMPLE 3.3. The operad Gerst is twistable but the operad BV is not, see
respectively Proposition 3.1 in Section 3 and Proposition 4.1 in Section 4 respec-
tively.
Among the homological properties, let us recall the following stability prin-
ciple.
PROPOSITION 3.5. The endofunctor Tw preserves quasi-isomorphisms.
PROOF. A straightforward proof is given in [10, Theorem 5.1]. 
4. Action of the deformation complex
LetP be a complete dg ns operad. We consider the total space
hom
(
As¡,P
)
:=
∏
n≥1
hom
(
As¡(n),P (n)
)
∼=
∏
n≥1
s1−nP (n) ,
where we identify any map ρ(n) : As¡(n) ∼= Endks (n)∗ → P (n) with its images
ρn := ρ (νn). Let us recall from Section 1 that this forms a complete left-unital dg
pre-Lie algebra and thus a complete dg Lie algebra by anti-symmetrization.
Any element ρ = (ρ1,ρ2, . . .) ∈ hom
(
As¡,P
)
induces the following derivation
Dρ on the complete ns operadP ∨ˆ{α} by sending its generators to
α 7→ −
∑
n≥1
ρn
(
αn
)
,
ν 7→ 0, for ν ∈P .
We denote by Der
(
P ∨ˆα
)
the set of operadic derivations and, by a slight abuse of
notation, we still denote by dP the differential on P ∨ˆα induced by that of P .
LEMMA 4.1. The assignment(
hom
(
As¡,P
)
,∂, [ , ]
)
→
(
Der
(
P ∨ˆα
)
, [dP ,−], [ , ]
)
ρ 7→ Dρ
is a morphism of dg Lie algebras.
PROOF. Notice first that the Lie bracket on the right-hand side is given by
the skew-symmetrization of the following binary product D◦opD′ :=−(−1)|D ||D
′ |
D′◦D (which individually does not produce a derivation). Since the Lie bracket
on the left-hand side is given by the skew-symmetrization of the pre-Lie prod-
uct ⋆, we prove that the assignment ρ 7→Dρ preserves these two products. Let
4. ACTION OF THE DEFORMATION COMPLEX 69
ρ,ξ ∈ hom
(
As¡,P
)
. It is enough to check the relation Dρ⋆ξ = Dρ ◦
opDξ on the
generators of P ∨ˆα: this is trivial for ν ∈P and for α this is given by
Dρ⋆ξ(α)=−
∑
n≥1
(ρ⋆ξ)n
(
αn
)
=−
∑
n≥1
p+q+r=n
(−1)p(q+1)+|ξ|(p+r )ρp+1+r ◦p+1 ξq
(
αn
)
=
=−(−1)|ρ||ξ|Dξ◦Dρ(α)=Dρ ◦
opDξ(α) .
We also check the commutativity of the differentials D∂(ρ) = [dP ,Dρ] on the gen-
erators of P ∨ˆα: this is again trivial for ν ∈P and for α this is given by
D∂(ρ)(α)=DdP◦ρ(α)=−
∑
n≥1
dP (ρn)(α
n)= dP
(
Dρ(α)
)
− (−1)|ρ|Dρ(dP (α))
= [dP ,Dρ](α) .

A morphism A∞ → P of complete dg ns operads is equivalent to a degree
−1 element µ := (0,µ2,µ3, . . .), notation which agrees with that of Section 3, sat-
isfying theMaurer–Cartan equation
∂(µ)+µ⋆µ= 0 ,
in this dg pre-Lie algebra. Therefore one can twist the associated dg Lie algebra
with this Maurer–Cartan element, that is consider the twisted differential
∂µ := ∂+adµ .
(One cannot twist the dg pre-Lie algebra, unless µ satisfies Equation (6), which
happens only when it vanishes completely).
DEFINITION 4.1 (Deformation complex of morphisms of complete dg ns op-
erads [44, 45]). The deformation complex of the morphism A∞ → P of com-
plete dg ns operads is the complete twisted dg Lie algebra
Def
(
A∞→P
)
:=
(
hom
(
As¡,P
)
,∂µ, [ , ]
)
.
PROPOSITION 4.1. The assignment(
hom
(
As¡,P
)
,∂µ, [ , ]
)
→
(
Der
(
P ∨ˆα
)
, [dP +Dµ,−], [ , ]
)
ρ 7→ Dρ
is a morphism of dg Lie algebras. In plain words, this defines a dg Lie action
by derivation of the deformation complex Def
(
A∞→P
)
on the Maurer–Cartan
operadMCP .
PROOF. This is a direct corollary of the morphism of dg Lie algebras estab-
lished in Lemma 4.1: the Maurer–Cartan element µ on the left-hand side is sent
to the Maurer–Cartan Dµ on the right-hand side. This proves that dP +Dµ is a
square-zero derivation on the complete ns operad P ∨ˆα. In the end, we get a
morphism between the respectively twisted dg Lie algebras. 
REMARK 4.1. Proposition 4.1 provides us with an alternative proof of Propo-
sition 3.1 defining the complete dg ns operad
MCP :=
(
P ∨ˆα,d := dP +Dµ
)
.
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REMARK 4.2. It is also worth noticing that, due to the twisting, this does not
define a pre-Lie action, but just a Lie action.
In order to reach the same kind of results for the complete dg ns operad
TwP , whose differential contains one more term then that of MCP , we need to
consider the following extension of the deformation complex. Notice first that
the dg Lie algebra action of Proposition 4.1 on the complete dg ns operad P ∨ˆα
reduces to a dg Lie algebra action on the dg Lie algebra made up of the arity 1
elements
(
P ∨ˆα
)
(1). This gives rise to the following semi-direct product of dg Lie
algebras: (
hom
(
As ¡,P
)
,∂, [ , ]
)
⋉
((
P ∨ˆα
)
(1),dP , [ , ]
)
.
LEMMA 4.2. The above-mentioned semi-direct product dg Lie algebra comes
from the skew-symmetrization of the following semi-direct product of dg pre-Lie
algebras(
hom
(
As¡,P
)
,∂,⋆
)
⋉
((
P ∨ˆα
)
(1),dP ,◦1
)
:=
(
hom
(
As¡,P
)
⊕
(
P ∨ˆα
)
(1),∂+dP ,⋆
)
,
where
(ρ,ν)⋆(ξ,ω) :=
(
ρ⋆ξ,ν◦1ω− (−1)
|ξ||ν|Dξ(ν)
)
.
PROOF. The proof of Lemma 4.1 shows that the assignement ρ 7→Dρ defines
a right dg pre-Lie action of
(
hom
(
As¡,P
)
,∂,⋆
)
on
((
P ∨ˆα
)
(1),dP ,◦1
)
. It is how-
ever not always true that dg pre-Lie actions give rise to semi-direct product dg
pre-Lie algebras under formulas like that of⋆. It is the case here since the ac-
tion is by derivation, see [38] for another occurrence of this construction. If we
denote the associator of a binary product ⋆ by Assoc⋆, we have
Assoc⋆
(
(ρ,ν), (ξ,ω), (θ,λ)
)
=
(
Assoc⋆(ρ,ξ,θ),Assoc◦1(ν,ω,λ)− (−1)
|ξ||ν|Dξ(ν)◦1λ− (−1)
|θ|(|ν|+|ω|)Dθ(ν)◦1ω
)
,
which is right symmetric, see also [38]. The compatibility of the differentials
follows from Lemma 4.1.
Finally, the skew-symmetrization of this semi-direct product pre-Lie algebra
gives [
(ρ,ν), (ξ,ω)
]
=
([
ρ,ξ
]
, [ν,ω]+Dρ(ω)− (−1)
|ξ||ν|Dξ(ν)
)
,
which is the formula for the Lie bracket of the semi-direct product Lie algebra.

LEMMA 4.3. The assignment(
hom
(
As¡,P
)
,∂, [ , ]
)
→
(
hom
(
As¡,P
)
,∂, [ , ]
)
⋉
((
P ∨ˆα
)
(1),dP , [ , ]
)
ρ 7→
(
ρ,ρα1
)
,
with ρα1 :=
∑
n≥1
1≤i≤n
(−1)n−i ρn(α
i−1,−,αn−i ), defines a morphism of dg Lie algebras.
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PROOF. By Lemma 4.2, it is enough to prove that such an assignment defines
a morphism of dg pre-Lie algebras. To this extend, we first prove
(12) (ρ⋆ξ)α1 =ρ
α
1 ◦1 ξ
α
1 − (−1)
|ρ||ξ|Dξ
(
ρα1
)
,
for any ρ,ξ∈ hom
(
As ¡,P
)
. The left-hand side is equal to
(ρ⋆ξ)α1 =
∑
p+q+r=n≥1
1≤i≤n
(−1)p(q−1)+|ξ|(p+r )+n−i ρp+1+r ◦p+1 ξq
(
αi−1,−,αn−i
)
,
which splits into three components according to the value of i : (i) when 1≤ i ≤
p , (ii) when p+1≤ i ≤ p+q , and (iii) when p+q+1≤ i ≤ n = p+q+r . The first
term on the right-hand side of (12) corresponds to the component (ii) and the
second term on the right-hand side of (12) corresponds to the sum of the two
components (i) and (iii). Explicitly, we first have
ρα1 ◦1 ξ
α
1 =
∑
p+q+r=n≥1
1≤ j≤q
(−1)r+q− jρp+1+r (α
p ,−,αr )◦1 ξq
(
α j−1,−,αq− j
)
=
∑
p+q+r=n≥1
1≤ j≤q
(−1)p(q−1)+|ξ|(p+r )+r+q− j ρp+1+r ◦p+1 ξq
(
αp+ j−1,−,αr+q− j
)
This gives (ii) with i = j+p , since thenn−i = r+q− j . Regarding the second term
on the right-hand side of Equation (12), since ρα1 =
∑
n≥2
1≤i≤n
(−1)n−i ρn(α
i−1,−,αn−i )
and since Dξ vanishes on ρn , for n ≥ 1, we get two terms: the first one when
Dξ applies to the α’s on the left-hand side of the input slot and the second one
when Dξ applies to the α’s on the right-hand side of the input slot. The former
term gives component (iii) and the latter term gives component (i). The last
point of the proof amounts to check the various signs. Under the notation ρα1 =∑
p+1+r=n≥1
1≤ j≤r
(−1)r− jρp+1+r
(
αp+1+ j−1,−,αr− j
)
, the former term becomes∑
p+1+r=n≥1
1≤ j≤r
(−1)r− j+|ξ|rρp+1+r
(
αp ,ξq
(
αq
)
,α j−1,−,αr− j
)
=
∑
p+1+r=n≥1
1≤ j≤r
(−1)p(q−1)+|ξ|(p+r )+r− j ρp+1+r ◦p+1 ξq
(
αp+q+ j−1,−,αr− j
)
,
which is equal to (iii) with i = j + p + q . Under the notation ρα1 =
∑
p+1+r=n≥1
1≤ j≤p
(−1)p+1+r− jρp+1+r
(
α j−1,−,αp+1+r− j
)
, the latter term becomes∑
p+1+r=n≥1
1≤ j≤r
(−1)p+1+r− j+|ξ|(r−1)ρp+1+r
(
α j−1,−,αp ,ξq
(
αq
)
,αr− j
)
=
∑
p+1+r=n≥1
1≤ j≤r
(−1)p(q−1)+|ξ|(p+r )+p+q+r− j ρp+1+r ◦p+1 ξq
(
α j−1,−,αp+q+r− j
)
,
which is equal to (i) with i = j .
The commutativity of the differentials comes from the relation
(
dP (ρ)
)α
1 =
dP
(
ρα1
)
, which is straightforward. 
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LEMMA 4.4. The assignment(
hom
(
As¡,P
)
,∂, [ , ]
)
⋉
((
P ∨ˆα
)
(1),dP , [ , ]
)
→
(
Der
(
P ∨ˆα
)
, [dP ,−], [ , ]
)
(ρ,ν) 7→ Dρ+adν
defines a morphism of dg Lie algebras.
PROOF. The compatibility with respect to the Lie brackets amounts to prov-
ing that
D[ρ,ξ]+ad[ν,ω]+Dρ(ω)−(−1)|ξ||ν|Dξ(ν) = [Dρ ,Dξ]+ [adν,adω]+ [Dρ,adω]+ [adν,Dξ] .
The first two terms are equal by Lemma 4.1. The second two terms are equal
since the adjonction is always amorphismof Lie algebras. The relation [Dρ,adω]=
adDρ(ω) is also a general fact in Lie representation theory.
After Lemma 4.1, in order to prove the compatibility with respect to the dif-
ferentials, it remains to show that addP (ν) = [dP ,adν], which come from the fact
that dP is an operadic derivation. 
THEOREM 4.1. The assignment(
hom
(
As¡,P
)
,∂µ, [ , ]
)
→
(
Der
(
P ∨ˆα
)
, [dP +Dµ+adµα1 ,−], [ , ]
)
ρ 7→ Dρ+adρα1
is a morphism of dg Lie algebras. In plain words, this defines a dg Lie action
by derivation of the deformation complex Def
(
A∞ → P
)
on the twisted operad
TwP .
PROOF. The arguments are the same as in the proof of Proposition 4.1, using
the composite of dg Lie algebramorphisms given respectively in Lemma 4.3 and
in Lemma 4.4, and twisting in the end by theMaurer–Cartan element µ. 
REMARK 4.3. Theorem 4.1 gives another way, actually the original one from
[56, Appendix I], to define the twisted complete dg ns operad
TwP :=
(
P ∨ˆα,dµ
α
1 := dP +Dµ+adµα1
)
.
The relationship between the deformation complex and the twisted operad
is actually a bit more rich.
PROPOSITION 4.2. LetA∞→P be amultiplicative ns operad satisfyingP (0)=
0. Up to a degree shift, the deformation complex is isomorphic to the chain com-
plex made up of the arity 0 component of the twisted operad:((
TwP
)
(0),dµ
α
1
)
∼=
(
s−1hom
(
As¡,P
)
,∂µ
)
.
PROOF. On the level of the underlying spaces, these two chain complexes
satisfy(
TwP
)
(0)=
∏
n≥0
P (n)⊗α⊗n ∼=
∏
n≥0
s−nP (n)∼= s−1hom
(
As¡,P
)⊕
P (0) .
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When P (0) = 0, one way to realise the isomorphism hom
(
As¡,P
) ∼=
→ s
(
TwP
)
(0)
is given by
ρ 7→ (−1)|ρ|sDρ(α)=−
∑
n≥1
(−1)|ρ|ρn
(
α⊗n
)
.
It remains to show that it commutes with the respective differentials, that is to
prove the following relation:
D∂(ρ)(α)+D[µ,ρ](α)= dP
(
Dρ(α)
)
+Dµ
(
Dρ(α)
)
+adµα1
(
Dρ(α)
)
.
Wehave already seen in Lemma4.1 thatD∂(ρ)(α)= dP
(
Dρ(α)
)
and thatD[µ,ρ](α)=
Dµ
(
Dρ(α)
)
−(−1)|ρ|Dρ
(
Dµ(α)
)
. So it remains to show that adµα1
(
Dρ(α)
)
=−(−1)|ρ|
Dρ
(
Dµ(α)
)
, which comes from the fact that both are explicitly equal to
−
∑
p,r≥0
q≤1
(−1)|ρ|rµp+1+r
(
αp ,ρq
(
αq
)
,αr
)
.

5. Generalisations
Chapter 4 deals with the twisting procedure for ns operads where we used
in a crucial way the dg ns operadA∞. The entire same theory holds as well with
the dg ns operad SA∞ := Endks ⊗A∞ encoding shifted A∞-algebras; in this
case, the signs are nearly all trivial. In order to get the twisting procedure for
(symmetric) operads, one has to start with the dg operad L∞ encoding homo-
topy Lie algebras or the dg operad SL∞ := Endks ⊗L∞ encoding shifted homo-
topy Lie algebras. The various proofs are performed with similar computations,
and thus are left to the reader. In this way, one gets the theory developed by T.
Willwacher but with a presentation different from [56, 12, 10]. Let us now give a
more detailed presentation.
PROPOSITION 5.1. The complete dg operad encoding the data of a shifted ho-
motopy Lie algebra together with a Maurer–Cartan element is
MCSL∞ :=
(
T̂
(
α,λ2,λ3, . . .
)
,d
)
,
where the generator α has arity 0 and degree 0 and where the generator λn has
arity n, degree−1, and trivialSn-action, for n ≥ 2.
It admits the following Maurer–Cartan element
λα1 :=
∑
n≥2
1
(n−1)!λn
(
αn−1,−
)
.
DEFINITION 5.1 (Twisted SL∞-operad). The twisted SL∞-operad is
TwSL∞ :=
(
MCSL∞
)λα1 ∼= (T̂ (α,λ2,λ3, . . .),dλα1 ) ,
with dλ
α
1 (α)=
∑
n≥2
n−1
n! λn (α
n ).
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PROPOSITION 5.2. The assignment λn 7→ λαn , where
λαn :=
∑
r≥0
1
r !λn+r
(
αr ,−, . . . ,−
)
.
defines a morphism of complete dg operads
SL∞→TwSL∞ .
PROPOSITION 5.3. Let SL∞→P be amorphism of complete dg operads. The
data of a completeP-algebra structure together with aMaurer–Cartan element is
encoded by the complete dg ns operad
MCP :=
(
P ∨ˆα,d
)
,
where α is a degree 0 element of arity 0 placed in F1 and where ∨ˆ stands for the
coproduct of complete operads, and where the differential d is characterized by
d(α) :=−
∑
n≥2
1
n!λn(α, . . . ,α) ,
d(ν) := dP (ν) , for ν ∈P .
DEFINITION 5.2 (Twisted operads under SL∞). Let SL∞ → P be a mor-
phism of complete dg operads. The complete dg operad obtained by twisting
the operadMCP by theMaurer–Cartanλα1 is called the twisted complete operad
and denoted by
TwP :=
(
MCP
)λα1 = (P ∨ˆα,dλα1 ) .
The twisted differential is actually equal to
dλ
α
1 (α) =
∑
n≥2
n−1
n! λn(α, . . . ,α) ,
dλ
α
1 (ν) = dP (ν)+
∑
n≥2
1
(n−1)!λn
(
αn−1,ν
)
− (−1)|ν|
k∑
j=1
1
(n−1)!ν◦ j λn(α
n−1,−) ,
for ν ∈P (k).
PROPOSITION 5.4. The assignment λn 7→ λαn defines a morphism of complete
dg operads
SL∞→ TwP .
We consider the following morphisms of complete dg operads
∆(P ) : TwP ∼=P ∨ˆα → Tw
(
TwP
)
∼=P ∨ˆα∨ˆβ
α 7→ α+β ,
ν 7→ ν , for ν ∈P ,
and
ε(P ) : TwP → P
α 7→ 0 ,
ν 7→ ν , for ν ∈P .
THEOREM 5.1. The two aforementionedmorphisms∆(P ) : TwP→Tw(TwP )
and ε(P ) : TwP →P of operads under SL∞ provide the endofunctor Tw with a
comonad structure.
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DEFINITION 5.3 (Twistable operad). We call twistable operad an operad un-
der SL∞ which admits a Tw-coalgebra structure.
EXAMPLE 5.1. Let us recall from [10] that the operads for Lie algebras and
Gerstenhaber algebras, as well as their shifted versions and their minimal mod-
els, are twistable, see Proposition 3.1. Notice for instance, that the operads en-
codingpre-Lie algebras andBatalin–Vilkovisky algebras is not twistable, see Propo-
sition 4.1.
PROPOSITION 5.5. The endofunctor Tw preserves quasi-isomorphisms.
LetP be a complete dg operad. We consider the total space
homS
((
S Lie
)¡,P) := ∏
n≥1
homS
(
Com(n)∗,P (n)
)
∼=
∏
n≥1
P (n)Sn .
DEFINITION 5.4 (Deformation complex of morphisms of complete dg oper-
ads [44, 45]). The deformation complex of themorphismSL∞→P of complete
dg operads is the complete twisted dg Lie algebra
Def
(
SL∞→P
)
:=
(
homS
(
Com∗,P
)
,∂λ, [ , ]
)
.
THEOREM 5.2. The assignment(
homS
(
Com∗,P
)
,∂λ, [ , ]
)
→
(
Der
(
P ∨ˆα
)
, [dP +Dλ+adλα1 ,−], [ , ]
)
ρ 7→ Dρ+adρα1
is a morphism of dg Lie algebras, that is it defines a dg Lie action by derivation of
the deformation complexDef
(
SL∞→P
)
on the twisted operad TwP .
PROPOSITION 5.6. Let SL∞→P be amorphismof complete dg operads with
P (0)= 0. The deformation complex is isomorphic to the chain complex made up
of the arity 0 component of the twisted operad:((
TwP
)
(0),dλ
α
1
)
∼=
(
homS
(
Com∗,P
)
,∂λ
)
.
REMARK 5.1. One might try to develop the same twisting procedure of (ns)
operads starting from a quadratic operad P = P (E ,R) whose associated cate-
gory of P∞-algebras is twistable, according to Definition 6.3, that is when its
Koszul dual operadP ¡ is extendable. It turns out that thismore general situation
is much more subtle. The various proofs given here, like the one of Lemma 4.1,
rely on the crucial fact that the ns cooperad As ¡ is one-dimensional in any ar-
ity and that its partial coproduct is the sum of all the possible way to compose
operations in an ns operads. In other words, this amounts to the universal prop-
erty satisfied by the ns operad As (respectively the operad Lie): it is the unit for
the Manin’s black product of (finitely generated) binary quadratic ns operads
(respectively binary quadratic operads) [22, 23, 54]. The analogous universal
property satisfied by the dg ns operad A∞ (respectively dg operad L∞) can be
found in [55, 51]. This gives a hint on how to extend the twisting procedure to
other kinds of algebraic structures like cyclic operads, modular operads or prop-
erads, for instance.
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REMARK 5.2. One easy generalisation of the formalism developed here con-
cerns replacing operads by coloured operads. For example, if one considers a ns
coloured operadP into which the operadA∞ (with all inputs and the output of
the same colour) maps, the theory of operadic twisting effortlessly adapts in this
case, allowing one to recover some classical constructions. For example, if one
considers the cofibrant replacement of the coloured operad encoding the pairs
(A,M ) where A is an associative algebra and M is a left A-module, the arising
twisted differentials have, for example, been studied by T. Kadeishvili [27] in the
context of∞-twisted tensor products.
There is however one way to “extend” the abovementioned theory with the
following “mise en abyme” of the operadic twisting theory. Given a twistable
complete operad ∆G : G→ TwG and a complete operad f : G→P under G , the
twisted complete operad TwP is naturally an operad under G by
G
∆G
// TwG
Tw( f )
// TwP .
Therefore, the twisting construction induces a comonad in the category of op-
erads under the operad G .
DEFINITION 5.5 (G-twistable operad). A G-twistable operad is a complete
operadP under G which is a coalgebra for the twisting comonad Tw.
The interpretation in terms of types of algebras is the same as above except
that one should twist the operation ofP coming from G as they are twisted in G .
EXAMPLE 5.2. One obvious example is given by the twistable operad G =
Gerst encoding Gerstenhaber algebras and the operad P = BV under it which
encodes Batalin–Vilkovisky algebras. One can also consider their Koszul resolu-
tion Gerst∞→ BV∞, where the latter one is given in [20].
The concept of operadic twisting was introduced by T. Willwacher in [56]
with the following motivation. Recall that M. Kontsevich considered in [28] an
operad Gra, made up of graphs, which is the operad of natural operations act-
ing on the sheaf of polyvector fields of Rn . This operad includes the operad
Gerst of Gerstenhaber algebras; it is therefore an operad under the (cohomo-
logically) shifted operad S−1L∞ := Endks−1 ⊗L∞. The deformation complex
Def
(
S−1L∞ → Gra
)
coincides with Kontsevich’s graph complex and T. Willwa-
cher proved that its 0th (co)homology group is isomorphic to the Grothendieck–
Teichmüller Lie algebra grt1. The theory of operadic twisting ensures that there
is a natural action of the deformation dg Lie algebra Def
(
S−1L∞ → Gra
)
on
the twisted operad Tw Gra by derivation (Theorem 4.1). Since this latter one
is quasi-isomorphic to the operad Gerst after [29, 31], one gets a natural action
of the Grothendieck–Teichmüller Lie algebra grt1 on H
0
(
Der(Gerst∞)
)
. Actually
T. Willwacher was able to prove that the Grothendieck–Teichmüller Lie algebra
encaptures all the homotopy derivations:
grt := grt1⋊k∼=H
0(Der(Gerst∞)) .
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This gives a proof of the fact that the group of homotopy automorphisms of the
rational completion of the little disks operad is isomorphic to the pro-unipotent
Grothendieck–Teichmüller group, see also the unstable approach of B. Fresse
[18] using rational homotopy theory for operads.
6. Proof of Lemma 2.1
PROOF OF LEMMA 2.1. We have d
(
µα0
)
= 0 by the computation performed in
the proof of Proposition 2.1. Let us now prove Relation (9) for any n ≥ 1; the
special case n = 1 will give Relation (8).
On the one hand, we have
d
(
µαn
)
=
∑
r0,...,rn≥0
(−1)
∑n
k=0 krkd
(
µn+r0+···+rn
)(
αr0 ,−,αr1 ,−, . . . ,−,αrn−1 ,−,αrn
)
+
∑
r0 ,...,rn≥0
∑
0≤i≤n
1≤ j≤ri
(−1)N+ j+1µn+r0+···+rn
(
αr0 ,−, . . . ,−,α j−1,d(α),αri− j ,−,
. . . ,−,αrn
)
=
∑
r0,...,rn≥0
∑
p+q+r=n+r0+···+rn
p+1+r,q≥2
(−1)
∑n
k=0 krk+pq+r+1
(
µp+1+r ◦p+1 µq
)(
αr0 ,−,αr1 ,−,
. . . ,−,αrn−1 ,−,αrn
)
+
∑
r0 ,...,rn≥0
∑
0≤i≤n
1≤ j≤ri
∑
m≥2
(−1)N+ jµn+r0+···+rn
(
αr0 ,−, . . . ,−,α j−1,µm
(
αm
)
,αri− j ,
−, . . . ,−,αrn
)
=
∑
r0,...,rn≥0
∑
p+q+r=n+r0+···+rn
p+1+r,q≥2
(−1)
∑n
k=0 krk+pq+r+1
(
µp+1+r ◦p+1 µq
)(
αr0 ,−,αr1 ,−,
. . . ,−,αrn−1 ,−,αrn
)
+
∑
r0,...,rn≥0
∑
0≤i≤n
1≤ j≤ri
∑
m≥2
(−1)N+ j+(m−2)(r0+···+ri−1+ j−1)
(
µn+r0+···+rn ◦r0+···+ri−1+ j µm
)
(
αr0 ,−, . . . ,−,α j−1,αm ,αri− j ,−, . . . ,−,αrn
)
,
where N :=
∑n
k=0krk +n+ ri +·· ·+ rn . The first term is equal to the sum over all
planar trees with two vertices (of arity at least 2) and with leaves labelled by α’s
except for n of them.
The second term is equal to the sumover all planar treeswith two vertices (of
arity at least 2), with leaves labelled by α’s except for at least n of them, and such
that the leaves attached to the upper vertex are all labelled by α’s. If we write the
elements of the second term with the same kind of indices used to describe the
elements in the firm term, that is
r ′0 := r0, . . . ,r
′
i−1 := ri−1, r
′
i := ri +m−1, r
′
i+1 := ri+1, . . . , r
′
n := rn
p ′ := r0+·· ·+ ri−1+ i + j −1= r
′
0+·· ·+ r
′
i−1+ i + j −1, q
′ :=m,
r ′ := ri − j + ri+1+·· ·+ rn +n− i = r
′
i +·· ·+ r
′
n +n− i − j −m+1 ,
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we get the following sign
(−1)
∑n
k=0 krk+n+ri+···+rn+ j+(m−2)(r0+···+ri−1+ j−1)
=(−1)
∑n
k=0 kr
′
k−i (q
′−1)+n+r ′i+···+r
′
n−q
′+1+ j+q ′(p′−i )
=(−1)
∑n
k=0 kr
′
k+p
′q ′+n+r ′i+···+r
′
n+ j+i−q
′+1
=(−1)
∑n
k=0 kr
′
k+p
′q ′+r ′ .
Therefore the term of second kind cancel with the same term on the first sum.
Let us introduce the following convention: for a sequence r0, . . . ,rn of inte-
gers, we denote by |r | := r0+·· ·+rn their sum. Let us now consider the right-hand
side of Relation (9):∑
p+q+r=n
p+1+r,q≥1
(−1)pq+r+1µαp+1+r ◦p+1 µ
α
q =
∑
p+q+r=n
p+1+r,q≥1
∑
l0,...,lp+1+r ≥0
s0,...,sq≥0
(−1)Mµp+1+r+|l |(α
l0 ,−, . . . ,−,αlp+1+r )◦p+1 µq+|s|(α
s0 ,−, . . . ,−,αsq )
=
∑
p+q+r=n
p+1+r,q≥1
∑
l0,...,lp+1+r ≥0
s0,...,sq≥0
(−1)M+(q+|s|)|l |+|s|(lp+1+···+lp+1+r )µp+1+r+|l |◦p+l0+···+lp+1
µq+|s|(α
l0 ,−, . . . ,−,αlp−1 ,−,αlp+s0 ,−,αs1 , . . . ,−,αsq−1 ,−,αsq+lp+1 ,−,αlp+2 ,−, . . . ,
−,αlp+1+r ) ,
whereM := pq+r +1+
∑p+1+r
k=0 klk+
∑q
k=0ksk. It is which is thereforemade up of
a sum over all planar trees with two vertices (of arity at least 2) and with leaves
labelled by α’s except for n of them, and such that at least one leaf attached to
the upper vertex is not labelled by an α. So, by the previous computation, these
terms correspond, up to sign, to the remaining terms of d
(
µαn
)
. Let us againwrite
this sign in term of the indices convention of the first term of d
(
µαn
)
:
r ′0 := l0 , . . . ,r
′
p−1 := lp−1 , r
′
p := lp + s0 , r
′
p+1 := s1 , . . . , r
′
p+q−1 := sq−1 ,
r ′p+q := sq + lp+1 , r
′
p+q+1 := lp+2 , . . . , r
′
n := lp+1+r ,
p ′ := l0+·· ·+ lp +p = , q
′ := q+|s| , r ′ := lp+1+·· ·+ lp+1+r + r .
With this convention, the respective two signs agree:
(−1)
∑n
k=0 kr
′
k+p
′q ′+r ′+1
=(−1)
∑p+1+r
k=0 klk+
∑q
k=0 ksk+(q−1)
∑p+1+r
k=p+1 lk+p|s|+
(∑p
k=0 lk+p
)
(q+|s|)+
∑p+1+r
k=p+1 lk+r+1
=(−1)pq+r+1+
∑p+1+r
k=0 klk+
∑q
k=0 ksk+q
∑p+1+r
k=p+1 lk+
(∑p
k=0 lk
)
(q+|s|)
=(−1)pq+r+1+
∑p+1+r
k=0 klk+
∑q
k=0 ksk+(q+|s|)|l |+|s|(lp+1+···+lp+1+r ) ,
which concludes the proof. 
CHAPTER 5
Examples
In this section, we develop some examples of operadic twisting, both for
nonsymmetric and symmetric operads. In each case, we study whether the
(nonsymmetric) operad is twistable and we compute the (co)homology of its
twisted version. This will show that the (co)homology of twisted operads is a
rather unpredictable functor.
We will deal first with the ns operads encoding respectively noncommuta-
tiveGerstenhaber andnoncommutative Batalin–Vilkovisky algebras, notions in-
troduced recently in [15, Section 3]. Then, we will consider the cases of the op-
erads encoding respectively Gerstenhaber and Batalin–Vilkovisky algebras. The
results related to the former operad are not new, but we show them using a dif-
ferent method which is ad hoc and thus shorter. This also allows us to fix the
notations andmethods to address the latter case. In the end, this shows that the
classical operads and their ns analogues behave in a different way with respect
to the twisting procedure.
In this section, we work exceptionally with cohomological degree conven-
tion.
1. Twisting the nonsymmetric operad ncGerst
In this section, we work over a ring k.
Recall after [15, Section 3.1] that the nonsymmetric operad ncGerst can be
defined as follows. As a graded k-module the space ncGerst(n), for n ≥ 1, is
freely spanned by possibly disconnected linear graphs, called bamboos, where
the vertices are ordered from left to right, for instance,
?>=<89:;1 ?>=<89:;2 ?>=<89:;3 ?>=<89:;4 ?>=<89:;5 ?>=<89:;6 ∈ncGerst(6)
The arity 0 space ncGerst(n)= 0 is trivial. Each edge carries cohomological de-
gree 1 and the total cohomological degree is thus equal to the number of edges.
(These elements corresponds to right-combs of binary generators with the pre-
sentation given in [15, Section 3.1].) It is convenient to think that the edges are
ordered and reordering generates the sign; for a given bamboo, we assume, by
default, the ordering of the edges from left to right. The operadic composition
◦i of two bamboos, Γ1 ∈ ncGerst(n) and Γ2 ∈ ncGerst(k) amounts to placing the
bamboo Γ2 at the place of the vertex i of the bamboo Γ1, globally relabelling the
vertices from left to right by 1, . . . ,n+k−1. The edge (i−1, i ) (resp. (i+k−1, i+k))
belongs to the resulting graph if and only if the edge (i −1, i ) (resp., (i , i +1)) be-
longs to the graph Γ1. A Koszul sign is generated by reordering the edges; it is
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given by the parity of the product between the number of edges of Γ1 on the
right of vertex i and the number of edges of Γ2. For instance,
?>=<89:;1 ?>=<89:;2 ?>=<89:;3 ?>=<89:;4 ?>=<89:;5 ?>=<89:;6 ◦5 ?>=<89:;1 ?>=<89:;2 ?>=<89:;3
= (−1) · ?>=<89:;1 ?>=<89:;2 ?>=<89:;3 ?>=<89:;4 ?>=<89:;5 ?>=<89:;6 ?>=<89:;7 ?>=<89:;8 .
A natural ns multiplicative structure A∞ ։ As → ncGerst is given by the
assignment
µ2 7→ ?>=<89:;1 ?>=<89:;2 ,
or, alternatively, a natural shiftednsmultiplicative structureS−1A∞։S−1As→
ncGerst is given by the assignment
µ2 7→ ?>=<89:;1 ?>=<89:;2 .
So, one can twist the ns operad ncGerst in the way described above or by using
a cohomologically shifted version of the above-mentioned twisting procedure.
In this case, we work with the dg ns operad S−1A∞ of cohomologically shifted
A∞-algebras, that is with opposite signs than the one of shifted A∞-algebras.
The subsequent computations are equivalent for these two structures, but the
shifted one is slightly more convenient for the presentation. So, we perform all
computations for the shifted one, and we denote by TwncGerst the ns operad
twisted with respect to the shifted ns multiplicative structure.
The underlying k-module of TwncGerst(n)d is made up of by series indexed
by k ≥ 0 of finite sums of the bamboos with n white vertices (labelled by 1, . . . ,n
from left to right), k black vertices, and d edges. The twisted differential dµ
α
1 is
equal to the sum of the following five types of summands:
(1) we attach a black vertex from the left to the leftmost vertex of the bam-
boo: ,
(2) we attach a black vertex from the right to the rightmost vertex of the
bamboo: ,
(3) we replace a white vertex by a black vertex connected by an edge to the
white vertex on the left: 76540123i ,
(4) we replace a white vertex by a black vertex connected by an edge to the
white vertex on the right: 76540123i ,
(5) we replace a black vertex by two black vertices connected by an edge:
.
The Koszul type sign is given by counting howmany edges from left to right that
the new edge has to jump over, with an extra −1 sign for the terms (3), (4), and
(5).
For instance,
dµ
α
1
(
?>=<89:;1 ?>=<89:;2
)
= ?>=<89:;1 ?>=<89:;2 ,
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and the terms
?>=<89:;1 ?>=<89:;2 , ?>=<89:;1 ?>=<89:;2 and ?>=<89:;1 ?>=<89:;2
appear in the expression for the differential twice, but with the opposite signs.
PROPOSITION 1.1. The ns operad ncGerst is not twistable.
PROOF. We applymutatismutandis Proposition 3.4 with the following com-
putation
adµ2(α,−)+µ2(−,α)
(
?>=<89:;1 ?>=<89:;2
)
= (−1) · ?>=<89:;1 ?>=<89:;2 + (−1) · ?>=<89:;1 ?>=<89:;2 6= 0 .

The ns operad S−1As, denoted As1 in [15], of cohomologically shifted asso-
ciative algebras, is isomorphic to the ns suboperad of ncGerst generated by the
element b := ?>=<89:;1 ?>=<89:;2 . We consider the complete ns operad
S−1As+ :=
S−1As ∨ˆγ(
b(γ,−), b(−,γ)
) ,
where γ is an arity 0 degree 0 element placed in F1.
THEOREM 1.1. The map of complete dg ns operads
S−1As∨ˆγ→TwncGerst defined by b 7→ ?>=<89:;1 ?>=<89:;2 , γ 7→
induces the isomorphism of complete ns operads
H(TwncGerst)∼=S−1As+ .
PROOF. Since the elements of TwncGerst are series indexed by k ≥ 0 of fi-
nite sums of the bamboos with k black vertices and since the differential dµ
α
1
increases the number of black vertices by one, it is enough to consider the case
of finite series, i.e. sums.
Note that the differential preserves the number of the connected compo-
nents K ≥ 1 and the number of the white vertices N1, . . . ,NK ≥ 0 on these com-
ponents. The subgraph that consists of all black vertices and edges connect-
ing them has K +
∑K
i=1Ni disjoint connected components (some of them can
be empty in a particular graph). The chain complex of all graphs with fixed K
and fixedN1, . . . ,NK is isomorphic to the tensor product of theK +
∑K
i=1Ni chain
complexes disjoint black components described below.
Consider a connected black component of length n, for n ≥ 0. Under the
action of the differential, it is replaced with a connected component of length
n+1, with a coefficient cn that depends on its positionwithin the ambient graph.
Here is a full list of the possible cases:
(1) The black component is connected to white vertices both on the left
and on the right: cn = 0 for even n and cn =±1 for odd n.
82 5. EXAMPLES
(2) The black component is connected to a white vertex only on the left
and it is not the rightmost component of the ambient bamboo: cn =±1,
for evenn, and cn = 0, for oddn. The same for the interchanged left and
right.
(3) The black component is connected to a white vertex only on the left
and it is the rightmost component of the ambient bamboo: cn = 0, for
even n, and cn =±1, for odd n. The same for the interchanged left and
right.
(4) The black component is not connected to white vertices and is nei-
ther the leftmost nor the rightmost component of the ambient bam-
boo: cn = 0, for even n, and cn = ±1 for odd n. Note that in this case
n ≥ 1.
(5) The black component is not connected to white vertices and it is the
rightmost but not the leftmost component of the ambient bamboo:
cn =±1, for evenn, and cn = 0 for oddn. The same for the interchanged
left and right. Note that in this case n ≥ 1.
(6) The black component is not connected towhite vertices and it is simul-
taneously the rightmost and the leftmost component of the ambient
bamboo, that is this black component is the whole ambient bamboo
graph satisfying K = 1, N1 = 0: cn = 0, for even n, and cn =±1, for odd
n. Note that in this case n ≥ 1.
In the cases (2), (4), and (6), the corresponding chain complex is acyclic, thus
the cohomology is equal to zero. In the cases (1) and (3), the cohomology is one-
dimensional represented by a black component of length 0. In the case (5), the
cohomology is one-dimensional represented by a black component of length 1.
Thus, for the ambient graph, we either have the one-dimensional cohomol-
ogy group for K = 1, N1 ≥ 1, represented by the connected bamboos with only
white vertices or we have the one-dimensional cohomology group for K = 2,
N1 = N2 = 0, represented by two disjoint black vertices. These graphs generate
the complete ns operad S−1As∨ˆγ, and it is clear that the substitution of the lat-
ter graph into a connected bamboo of white vertices of length at least two gives
a boundary of the differential, cf. the acyclic case (2) above. 
REMARK 1.1. Note that in this case the cohomology of the deformation com-
plex Def
(
S−1A∞→ncGerst
)
is the one-dimensional Lie algebra with the trivial
Lie bracket, since it is isomorphic to the cohomology of the arity 0 component
of TwncGerst by Proposition 4.2. The above computations show that its action
on H(TwncGerst) is trivial.
As usual in deformation theory, this result can be interpreted, see for in-
stance [35, Section 12.2], as a strong rigidity statement about the class of ns
operad morphisms S−1A∞ → ncGerst: there is no non-trivial infinitesimal or
formal deformation of the map given here.
2. Twisting the nonsymmetric operad ncBV
In this section, we work over a ring k.
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The nonsymmetric operad ncBV from [15, Section 3.1] can be defined as
follows. As a graded k-module the space ncBV(n), for n ≥ 1, is freely spanned by
possibly disconnected linear graphs (bamboos) with at most one tadpole edge
at each vertex, where the vertices are ordered from left to right. For instance, we
have
ncBV(1)=
〈
?>=<89:;1 , ?>=<89:;1
〉
; ?>=<89:;1 ?>=<89:;2 ?>=<89:;3 ?>=<89:;4 ?>=<89:;5 ?>=<89:;6 ∈ ncBV(6) .
Each edge, including the tadpoles, has cohomological degree equal to 1 and the
total cohomological degree is equal to the number of edges. (To match with the
presentation given in [15, Section 3.2], these elements are in one-to-one cor-
respondance with right-combs of binary generators labelled, at the very top of
them, with nothing or one copy of the generator ∆ at each leaf.) It is convenient
to think that the edges are ordered and reordering generates the sign, like in the
above ncGerst case. For a given bamboo with tadpoles, by default, we order first
the edges from left to right first and then the tadpoles from left to right.
The operadic composition ◦i of two bamboos with tadpoles, Γ1 ∈ ncBV(n)
and Γ2 ∈ncBV(k), amounts to placing the graph Γ2 at the place of the vertex i of
the graph Γ1, globally relabelling the vertices from left to right by 1, . . . ,n+k −1.
The edge (i−1, i ) (resp. (i+k−1, i+k)) belongs to the resulting graph if and only
if the edge (i −1, i ) (resp., (i , i +1)) belongs to the graph Γ1. If there is a tadpole
at the vertex i of Γ1, then it becomes either a new tadpole at one of the vertices
i , i +1, . . . , i +k −1 of Γ1 ◦i Γ2, when no tadpole was yet present, or a new edge
connecting two consecutive vertices from this set. A Koszul sign is generated by
reordering the edges and tadpoles. For instance,
?>=<89:;1 ?>=<89:;2 ◦2 ?>=<89:;1 ?>=<89:;2 ?>=<89:;3 = (−1) · ?>=<89:;1 ?>=<89:;2 ?>=<89:;3 ?>=<89:;4
+ (−1) · ?>=<89:;1 ?>=<89:;2 ?>=<89:;3 ?>=<89:;4 .
As is the previous example, we consider a cohomologically shifted ns multi-
plicative structure s−1A∞։ s−1As→ ncBV given by the assignment
µ2 7→ ?>=<89:;1 ?>=<89:;2 .
The underlying k-module of TwncBV(n)d is made up of by series indexed by
k ≥ 0 of finite sums of the bamboos with tadpoles, with n white vertices (la-
belled by 1, . . . ,n from left to right), k black vertices, and a total of d edges and
tadpoles. The components of the twisted differential dµ
α
1 are the same as in the
previous case of the dg ns operad TwncGerst. The only new case comes with
vertices (white or black) having tadpoles: they are again replaced by two vertices
connected by an edge (black-white plus white-black, or black-black) where the
tadpole distributes over the two vertices. The signs remain the same as in the
TwncGerst case: the Koszul type sign is given by counting howmany edges from
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left to right that the new edge has to jump over. With the order considered on
edges and tadpoles, this means that tadpoles will never be taken into account
when computing this sign. There is an extra −1 sign for the terms which replace
a vertex by two vertices. For instance,
dµ
α
1
(
?>=<89:;1
)
= (−1) · ?>=<89:;1 + (−1) · ?>=<89:;1 ,(13)
and the graphs
?>=<89:;1 and ?>=<89:;1
appear in the expression for the differential twice, with the opposite signs.
PROPOSITION 2.1. The ns operad ncBV is not twistable.
PROOF. The same argument and computation as in the case of the ns op-
erad, see ncGerst Proposition 3.4, hold here and prove the result. 
In order to describe the cohomology ns operad H(TwncBV), we consider
the following extension of the complete ns operad introduced in the previous
ncGerst case:
S−1As++ :=
S−1As ∨ˆγ ∨ˆζ(
b(γ,−), b(−,γ),b(ζ,−)+b(−,ζ)
) ,
where ζ is an arity 0 degree +1 element placed in F1.
THEOREM 2.1. The map of complete dg ns operads
S−1As∨ˆγ ∨ˆζ→TwncBV defined by b 7→ ?>=<89:;1 ?>=<89:;2 , γ 7→ , ζ 7→
induces the isomorphism of complete ns operads
H(TwncBV)∼=S−1As++ .
PROOF. As in the previous case, since the elements of TwncBV are series in-
dexed by k ≥ 0 of finite sums of the bamboos with tadpoles with k black vertices
and since the differential dµ
α
1 increases the number of black vertices by one, it is
enough to consider the case of finite series, i.e. sums.
At fixed arity n ≥ 0, we consider the increasing filtration FpTwncBV(n) span-
ned by bamboos containing at least−p black vertices with tadpoles. The twisted
differential dµ
α
1 preserves this filtration, which is exhaustive and bounded below
since a black vertex with a tadpole carries cohomological degree +1. So its asso-
ciated spectral sequence converges to the cohomology of TwncBV(n). The dif-
ferential d0 of the first page is made up of the components of dµ
α
1 which do not
increase the number of black vertices with tadpoles, that is the ones which in-
crease only the number of black vertices without tadpoles. In order to compute
its cohomology groups, we apply the same arguments as in the proof of Theo-
rem 1.1: here the black and white vertices with tadpoles play the same role as
the white vertices without tadpoles. Therefore, the second page E1 is spanned
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by the cohomology class γ represented by and by the connected bam-
boos made up of white vertices with or without tadpoles and black vertices with
tadpoles. The differential d1 creates a black vertex with tadpole and an edge on
the left and on the right of any white vertex with tadpole, that is
d1
(
?>=<89:;
)
= (−1) · ?>=<89:; + (−1) · ?>=<89:; , d1
( )
= d1
(
?>=<89:;
)
= d1
( )
= 0 .
We consider thefiltration of this cochain complex (E1,d1)where FpE1 is spanned
by the above mentioned bamboos with at least −p sub-bamboos of the form
?>=<89:; .
This filtration is again exhaustive and bounded below, so its associated spectral
sequence converges to the cohomology E2 =H(E1,d1). The differential d0 of the
first page E0 is made up of the second above component of d1, that is the one
which produces a black vertex with a tadpole on the right-hand side of a white
vertexwith tadpole. The cochain subcomplexes of E0 made up of bamboos con-
taining k sub-bamboos of the form
?>=<89:; or ?>=<89:;
are acyclic, for k ≥ 1, since they are isomorphic to the tensor product of k acyclic
cochain complexes. The cohomology groups E1 is thus spanned by the following
bamboos:
and ❴❴❴❴ ?>=<89:;1 ?>=<89:;2 ❴❴❴❴ 76540123n ,
with j ≥ 0 black vertices with tadpoles andn ≥ 0white verticeswithout tadpoles.
On such bamboos, the differential d1 vanishes, since it is given by the first above
component of d1, the one which produces a black vertex with a tadpole on the
left-hand side from awhite vertexwith tadpole. So the second spectral sequence
collapses at E1 and the first spectral sequence collapses at E2 with basis given by
these latter bamboos.
The three elements
b←→ ?>=<89:;1 ?>=<89:;2 , γ←→ , and ζ←→
are clearly generators of the cohomology ns operad H(TwncBV). The computa-
tion performed at Equation (13) gives the relation between b and ζ introduced
in the definition of S−1As++. So the above assignement induces a morphism
S−1As++→H(TwncBV) of complete ns operads, which turns out to be an iso-
morphismsince the dimensions of the underlying gradedN-modules ofS−1 As++
coincide with the number of bamboos spanning H(TwncBV). 
REMARK 2.1. Note that in this case the cohomology of Def
(
S−1A∞→ ncBV
)
is isomorphic to kγ⊕k[ħ]ζ, where the degrees are given by |γ| = 0, |ζ| = 1, |ħ| = 2,
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with the trivial Lie bracket. The previous computations show that its action on
H(TwncBV) is trivial.
This result can be interpreted as a rigidity statement: since the dimension of
H1
(
Def
(
S−1A∞→ ncBV
))
is equal to 1, there exists just one class of non-trivial
infinitesimal deformations of the morphism of dg ns operads S−1A∞ → ncBV
given here.
3. Twisting the operadGerst
In this section, we work over a field k of characteristic 0. In this section, we
work with the twisting procedure of complete dg (symmetric) operads explained
at the beginning of Section 5 of Chapter 4.
A Gerstenhaber algebra is made up of a commutative product and a degree
1 Lie bracket satisfying together the Leibniz relation, see [35, Section 13.3.10]
for more details. The associated operad Gerst is thus generated by an arity 2
degree 0 element µ with trivial S2 action and by an arity 2 degree 1 element
λ also with trivial S2 action. This latter one induces a multiplicative structure
S−1L∞։S
−1Lie→Gerst. So, one can twist the operad Gerst using a cohomo-
logical version of the above-mentioned twisting procedure, that is working with
the dg operad S−1L∞ of cohomologically shifted L∞-algebras. This amounts
simply to considering the same operads as above but with opposite degree con-
vention. The various properties of the corresponding twisted operad TwGerst :=(
Gerst ∨ˆα,dλ
α
1
)
follow from the general statements developed in [10, Section 5]
for operad under distributive law. We give below others but ad hoc and thus
shorter proofs for these properties.
PROPOSITION 3.1 ([10, Corollary 5.12]). The canonical morphism of operads
Gerst ,→TwGerst defines a Tw-coalgebra structure.
PROOF. This a direct corollary of the second statement of Proposition 3.4
mutatis mutandis. The Jacobi relation implies dλ
α
1 (λ) = adλ(α,−)(λ) = 0 and the
Leibniz relation implies dλ
α
1 (µ)= adλ(α,−)(µ)= 0; we refer the reader to [35, Sec-
tion 13.3.12] for these relations in this “degree 1” setting. This completes the
proof. 
REMARK 3.1. Such a result says, in an operadic way, that the commutative
product and the degree 1 Lie bracket of any dg Gerstenhaber algebra form again
a dg Gerstenhaber algebra structure with the twisted differential produced by
anyMaurer–Cartan element.
THEOREM 3.1 ([10, Corollary 5.12 and Corollary 5.13]). The canonical mor-
phisms of complete dg operads
TwGerst
∼
−→Gerst and TwGerst∞
∼
−→Gerst∞
are quasi-isomorphisms.
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PROOF. Let us begin with the first statement about the operad Gerst. The
arguments given in the above proof of Proposition 3.1 show that the only non-
trivial part of the twisted differential dλ
α
1 is on α, where it is equal to dλ
α
1 (α) =
1
2λ(α,α) .
First, we consider arity 0 part of TwGerst. We recall that the operad Gerst ∼=
Com◦s−1Lie satisfies the distributive law method, see [35, Section 8.6] for in-
stance. The Jacobi relation ensures that às−1Lie(α) ∼= kα⊕kλ(α,α). Since this
latter term has degree 1, it can only appear only once inGerst(α); therefore we
get TwGerst(0)∼=Com(α)⊕Com(α;λ(α,α)). We denote by µk any composite of
k times µ in the operad Gerst. Since dλ
α
1
(
µk−1
(
αk
))
= k2µ
k−1
(
αk−1,λ(α,α)
)
and
since dλ
α
1
(
λ(α,α)
)
= 0, this cochain complex is acyclic.
In higher arity, we use the notationλk := (· · ·(λ◦1λ) · · ·)◦1λ for the composite
of k operations λ at the first input. Recall that a basis of the operad s−1Lie is
given by the elements
(
λn−1
)σ
, for n ≥ 1, where σ runs over the permuations of
Sn which fix 1. For any finite set J , we denote by
λ
(
σ,k¯
)
:=λ|k¯|+|J |−1
(
−,αk
1
,−,αk
2
,−, · · · ,−,αk
|J |
)σ
,
where σ is a permutation of J fixing its least element and where k¯ =
(
k1, . . . ,k |J |
)
stands for a |J |-tuple of non-negative integers; such elements form a k-linear
basis of the operad s−1Lie∨α . As a consequence, the k-module TwGerst(n)d is
generated by the linearly independent elements of the form
µm+p+q−1
(
αm ,λ(α,α)p ,λ
(
σ1,k1
)
, . . . ,λ
(
σq ,kq
))
,
wherem ≥ 0, p = 0 or p = 1, where the permutations σ1, . . . ,σq are associated to
a partition ⊔
q
i=1 Ji = {1, . . . ,n} , and where the total number of λ’s is equal to d .
(By degree reason, the only series that can appear are indexed bym; the rest are
finite terms). Since 12λ(−,λ(α,α))=−λ(λ(−,α),α), the differential d
µα1 preserves
such basis elements.
So the cochain complex TwGerst(n) splits into the direct sum of cochain
complexes indexed by the decompositions ⊔
q
i=1Ji = {1, . . . ,n} and the permuta-
tions σ1, . . . ,σq . The form of the differential dµ
α
1 implies that each of these direct
summand is isomorphic to the tensor product of 1+q cochain complexes, where
the first one is isomorphic to k⊕ TwGerst(0) and where the q other ones are
spanned by the elementsλ
(
σi ,ki
)
, for any possible |Ji |-tuples ki . The above result
about the arity zero case implies that the cohomology of the first factor is one-
dimensional. It is straightforward to see that dµ
α
1
(
λk
(
−,αk
))
= −λk+1
(
−,αk+1
)
,
for odd k , and dµ
α
1
(
λk
(
−,αk
))
= 0, for even k . Thus each of the other q tensor
factors spanned by the elements λ
(
σi ,ki
)
has one-dimensional cohomology rep-
resented by λ(σi ,0¯) In the end, the only non-trivial class for each of these direct
summand is represented by the basis element
µq
(
λ(σ1,0¯), . . . ,λ(σq ,0¯)
)
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that has no α’s at all. These representatives form a natural basis for the operad
Gerst, which concludes the proof.
The second statement about the operadic resolution Gerst∞
∼
−→ Gerst fol-
lows directly from the result about the operad Gerst and Proposition 3.5. 
REMARK 3.2. This result shows that the cohomologyof the deformation com-
plex Def
(
S−1L∞ → Gerst
)
is trivial in this case. So any of its actions on the
operads MCGerst and TwGerst are cohomologically trivial. This result can be
interpreted as a strong rigidity statement: there is no non-trivial infinitesimal or
formal deformation of the morphism of dg operads S−1L∞→Gerst given here.
4. Twisting the operad BV
In this section, we work again over a field k of characteristic 0.
A Batalin–Vilkovisky (BV) algebra is a Gerstenhaber algebra endowed with a
compatible degree 1 square-zero linear operator, see [35, Section 13.7] for more
details. The associated operad , denoted BV, is thus generated by the same kind
of elements µ and λ as above plus an arity 1 and degree 1 element ∆. By the
same argument, it acquires a multiplicative structure S−1L∞ ։ s−1Lie→ BV.
We consider the corresponding twisted operad TwBV.
PROPOSITION 4.1. The operad BV is not twistable.
PROOF. This a direct corollary of the first statement of Proposition 3.4 mu-
tatis mutandis. In the operad TwBV, the differential is given by
dλ
α
1 (∆)= adλ(α,−)(∆)=−λ(∆(α),−) 6= 0 ,
which concludes the proof. 
We consider the complete operad
Gerst+ :=
Gerst ∨ˆη(
λ(η,−)
) ,
where η is an arity 0 degree+1 element placed in F1. For degree reasonsµ(η,η)=
λ(η,η) = 0, so Gerst+(0) ∼= kη is one-dimensional and Gerst+(1) ∼= k id⊕kµ(η,−)
is two-dimensional.
THEOREM 4.1. The map of complete dg operads
Gerst ∨ˆη→TwBV defined by µ 7→µ , λ 7→λ , η 7→∆(α)
induces the isomorphism of complete operads
H(TwBV)∼=Gerst+ .
PROOF. We use the same notations and arguments as in the proof of Theo-
rem3.1. For instance, the distributive lawmethod gives BV∼=Com◦s−1Lie◦k[∆].
The differential in the twisted operad TwBV is given by
dλ
α
1 (λ)= dλ
α
1 (µ)= dλ
α
1 (∆(α))= 0
and by dλ
α
1 (∆)=−λ(∆(α),−) .
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We first consider the part of arity zero of the operad TwBV. Let us denote
by ∆Lie the sub-operad generated by ∆ and λ in the operad BV; its underly-
ing graded S-module is isomorphic to ∆Lie∼= S−1Lie◦k[∆]. The complete sub-
operad ∆Lie∨ˆα of TwBV is stable under the differential dλ
α
1 . We denote byM :=(
∆Lie∨ˆα(0),0, . . .
)
the dg S-module concentrated in arity 0; it satifises the fol-
lowing isomorphism of dg S-modules(
TwBV(0),0, . . .
)
∼=Com◦M .
The operadic Künneth formula [35, Proposition 6.2.3] implies that the coho-
mology of TwBV(0) is isomorphic to
(
Com◦H(M )
)
(0). Then, we consider the
following isomorphism of dg modules
(
∆Lie∨ˆα
)
(0) ∼=
(
S−1Lie∨ˆα◦k[∆(α)]
)
(0).
The arguments and computations given in the proof of Theorem 3.1 show that
H
(
S−1Lie∨ˆα,dλ
α
1
)
∼=S−1Lie. Applying again the operadic Künneth formula, we
get H
((
S−1Lie∨ˆα◦k[∆(α)]
)
(0)
)
∼=
(
S−1Lie◦k[∆(α)]
)
(0). So the cohomology of
TwBV(0) is isomorphic to
(
Com◦
(
S−1Lie◦k[∆(α)]
))
(0). By degree reasons, since
|∆(α)| = 1, we get in the end H(TwBV(0))∼=k∆(α) .
To treat the case of arity n ≥ 1, we consider, for any finite set J , the elements
of the form
λ
(
σ,k¯ ,∗¯
)
:=λ|k¯ |+|J |+d−1
(
∗1,αk
1
,∗2,αk
2
,−, · · · ,∗|J |+d ,αk
|J |+d
)σ
,
whereσ and k¯ are as in the proof of Theorem 3.1 and where ∗¯ =
(
∗1, . . . ,∗|J |+d
)
is
a |J |+d-tuple with ∗1 equals to ∆ or − and with ∗i equals to ∆, −, or ∆(α), such
that the number of ∆(α)’s is equal to d . The k-module TwBV(n) is generated as
above by the elements of the form
µm+p+q+r−1
(
αm ,λ(α,α)p ,λk1 , . . . ,λkq ,λ
(
σ1,l1 ,∗1
)
, . . . ,λ
(
σr ,lr ,∗r
))
,
where the permutationsσ1, . . . ,σr are associated to a partition⊔ri=1Ji = {1, . . . ,n}
.
Let us compute the cohomology of the cochain complex Λ(J) generated by
the elements of the form λ
(
σ,k¯,∗¯
)
for a fixed finite set J . We consider the increas-
ing filtration FpΛ(J) made up of the elements λ
(
σ,k¯,∗¯
)
containing at least −p el-
ements ∆(α). The differential dλ
α
1 preserves this filtration. It is exhaustive and
bounded below, so its associated spectral sequence converges to the cohomol-
ogy ofΛ(J). The differential of the first page of the associated spectral sequence
is equal to the sole term d0(α)= 12λ(α,α).
The same argument as in the proof of Theorem 3.1 shows that the second
page E1 is generated by the elements of the form λ(σ,0¯,∗¯). The differential of this
second page is given by the sole term d1(∆) = −λ(∆(α),−), thus d1
(
λ(ν,∆)
)
=
−λ(λ(ν,∆(α)),−)−λ(λ(ν,−),∆(α))−λ
(
d1(ν),∆
)
, for ν made up of at least one
λ, and d1
(
λ(∆,∗)
)
= λ(λ(−,∆(α),∗)+λ
(
∆,d1(∗)
)
. We consider the filtration
of E1 defined by counting the numbers of ∆’s at the first input: for p ≤ 0, FpE1
is generated by the elements of the form λ(σ,0¯,∗¯) with ∗1 = −, and FpE1 = E1,
for p ≥ 1. This filtration is exhaustive and bounded below, so it converges to
the cohomology of E1. The differential d0 of the first page E0
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spectral sequence is given by d1, except when ∆ labels the first input: in this
case d0 vanishes on it. Therefore, the cochain complex (E0,d0) is isomorphic to
two copies, labeled respectively by the input ∆ or − of the first leaf, of the same
cochain complex. We consider the coaugmented coalgebraC := k1⊕kx⊕ky⊕kz,
with |x| = 0, |y | = |z| = 1, where x and z are primitive elements, and where the
(reduced) coproduct of y is equal to x ⊗ z − z ⊗ x. Under the correspondance
x↔−, y ↔ ∆, and z↔ ∆(α), the cochain complex (E0,d0) is isomorphic to the
cobar construction (with "unsual" cohomological degree convention, see [35,
Section 2.2.2]) ofC . Since the Koszul dual algebra ofC is the Koszul algebraC ¡ ∼=
T (X ,Z )/(X ⊗Z −Z ⊗X ), with |X | = 1 and |Z | = 2, the second page E1 is isomor-
phic to
(
kx⊕ky
)
⊗C ¡, with admits for basis xZ kX l and yZ kX l , for k , l ≥ 0. The
differential d1 is given by d1
(
xZ kX l
)
= 0 and d1
(
yZ kX l
)
= (−1)l+1xZ k+1X l . So
this spectral sequence collapses at E2, where is it spanned by the elements xX l ,
for l ≥ 0. In other words, the first spectral sequence collapses at E2 ∼= H(Λ(J)),
which is spanned by the elements of the form λ(σ,0¯,∗¯) with ∗¯ = (−, . . . ,−).
In the end, the only non-trivial cohomology class of
(
TwBV(n),dλ
α
1
)
is repre-
sented by the basis element
µr+p−1
(
∆(α)p ,λ(σ1,0¯), . . . ,λ(σr ,0¯)
)
,
where p = 0,1 and where the permutations σ1, . . . ,σr are associated to a par-
tition ⊔ri=1Ji = {1, . . . ,n}. These elements corresponds to a basis of the operad
Gerst+ under the correspondence η↔∆(α), which concludes the proof. 
REMARK 4.1. Note that the cohomology of Def
(
S−1Lie∞ → BV
)
is one-di-
mensional Lie algebra concentrated in degree 1 andwith the abelian Lie bracket.
The computationsperformed in the aboveproof show that its action onH(TwBV)
∼=Gerst+ is equal to the degree 1 differential of Gerst+ which assigns µ 7→λ.
This result provides us with the following rigidity statement: there exists just
one class of non-trivial infinitesimal deformations of the morphism of dg oper-
ads S−1A∞→BV given here.
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