In this paper we present a survey of rates of pointwise approximation of modified Gamma operators G n for locally bounded functions and absolutely continuous functions by using some inequalities and results of probability theory with the method of Bojanic-Cheng. In the paper a kind of locally bounded functions is introduced with different growth conditions in the fields of both ends of interval (0, +∞), and it is found out that the operators have different properties compared to the Gamma operators discussed in [X.M. Zeng, Approximation properties of Gamma operators, J. Math. Anal. Appl. 311 (2005) 389-401]. And we obtain two main theorems. Theorem 1 gives an estimate for locally bounded functions which subsumes the approximation of functions of bounded variation as a special case. Theorem 2 gives an estimate for absolutely continuous functions which is best possible in the asymptotical sense.
Introduction
Let f be a real function defined on (0, +∞) and satisfying the following two growth conditions:
where the same M may vary at its each occurrence in the context, and N is the set of natural number. The modified Gamma operators G n applied to f is
where ϕ n (x; u) = e −ux u n x n+1 n! . In this paper we present a survey of the properties of pointwise approximation of modified Gamma operators G n to the class of locally bounded functions Φ B and the absolutely continuous functions Φ DB , respectively. The two classes of functions Φ B and Φ DB are defined as follows:
Φ B = f f is bounded on every finite subinterval of (0, +∞) ,
h(t) dt + f (1); 0 < x < +∞, h(t) is bounded on every finite subinterval of (0, +∞) .
Furthermore, for a function f ∈ Φ B , we introduce the following metric:
where x ∈ (0, +∞) is fixed, λ 0. The properties of Ω x (f ; λ) can be founded in [2] . The modified Gamma operators G n have been studied in [1] by use of the equivalence of the K-functional and moduli of smoothness. In article [2] , the classical Gamma operators is studied. Here the modified Gamma operators can apply to a function which is unbounded in both ends of its domain of definition (0, +∞).
Approximation for locally bounded functions
In this section we study the rate of convergence of modified Gamma operator G n for f ∈ Φ B , our main result is as follows.
Theorem 1.
Let f ∈ Φ B and let f satisfy the conditions (1) and (2) . If f (x+) and f (x−) exist at a fixed point x ∈ (0, +∞), then for n max{2p, 2β+1 x } we have
where
We point out that Theorem 1 subsumes the case of approximation of functions of bounded variation, from Theorem 1 we get immediately that Corollary 1. Let f be a function of bounded variation on every subinterval of (0, +∞) and let f (t) satisfy the conditions (1) and (2) . Then for a fixed x ∈ (0, +∞) for n max{2p, 2β+1 x } we have
Corollary 2. Under the conditions of Theorem
To prove Theorem 1 we need some preliminary results.
Lemma 1.
For x ∈ (0, +∞), k is a positive integer and 0 k p, we have
Proof. Direct computation gives
Lemma 1 is proved. 2 Lemma 2. For x ∈ (0, +∞), we have
G n e 2β/t ; x e 4β/t (nx − 1 2β).
Proof. We prove the last inequality only since the other equalities are easy to obtain through direct computation by Lemma 1.
Lemma 2 is proved. 2
Proof of Theorem 1
Let f satisfy the conditions of Theorem 1, then f can be expressed as
where g x (t) is defined in (6), sign(t) is sign function and
Obviously,
In order to use Lemma 3 in [2] to estimate G n (sign(t − x); x), we need to introduce a series of random variables. Let {ξ k } +∞ k=1 be a sequence of independent random variables with the same Gamma distribution and their probability density functions are
where x ∈ (0, +∞) is a parameter, and i = 1, 2, . . . , n. Then by direct computations we get
Direct calculation shows that
where the forth equality is obtained by use of Lemma 3 in [2] , and the last equality is obtained by direct computation. Thus combining (13), (15), (16) we have the following result:
Let
and the Lebesgue-Stieltjes integral presentation of G n can be written as follows:
We decompose |G n (g x ; x)| into four parts as follows:
For f ∈ Φ B satisfying the conditions (1) and (2), equivalently we have
where β 0, M > 0 and p ∈ N . Then the estimate of |Δ 1,n (g x )| is given in two cases:
(1) when 2(n+1) 3x n for n 2p, then
where the forth inequality is obtained by Schwarz's inequality, and the fifth equality is obtained by Lemma 2; (2) when
The method to the estimation of absolute value of the first term of (20) is the same as in the proof of (19), here we write out the result as follows:
Using the same method as in the proof of (19) and in view of (12), we have the estimate of the second term of (20) as follows:
From (20)- (22) we have
Since |g x (x)| = 0 and 
Next we estimate |Δ 2,n (g x )|. Note g x (x) = 0, using integration by parts we have
Note that K n+1 (x; t) 1, it follows that
Using inequality (25) we obtain
and using integration by parts to (30), it turns into
By easy calculation to the first term of (31) becomes
and the second term of (31) becomes
Combining (28)- (33) we have
Finally, in order to calculate the top boundary of |Δ 4,n (g x )|, we decompose Δ 4,n (g x ) into two parts as follows:
Using the similar method as in the estimation of |Δ 2,n (g x )|, we have
As for the estimate of |I 2 |, we only write out the result since the proof of the result is almost the same as that of |Δ 1,n (g x )|. Namely (1) when
(2) when
Thus, by (17)- (19), (23), (24), (34), (36)- (38), Theorem 1 is proved.
Approximation for some absolutely continuous functions
In this section we study the rate of convergence of modified Gamma operators G n for function f ∈ Φ DB . Similarly, we write out the main result: Theorem 2. Let f ∈ Φ DB and let f satisfy the conditions (1) and (2) . If h(x+) and h(x−) exist at a fixed point x ∈ (0, +∞), then for n max{2p, 2β+1 x } we have
indicates the integer part of a, and
Similarly, some elementary lemmas are useful for the prove of Theorem 2.
Lemma 3. Let x ∈ (0, +∞), we have
Since the proof is similar to Lemma 4 in [2] , here we omit it. 
Estimation (42) is the best possible, that is to say, it cannot be asymptotically improved.
Proof. By Lemma 3 and using Stirling's formula: 
and Corollary 3 is proved. 2
By direct computation we obtain
The integral (45) can be decomposed into two parts as follows:
Using integration by parts to the second term of (48), it equals to
The second term of (49) 
And to the first term of (52), we can use the inequality (25) and replace y by x + 
Noting (25), it follows that K n+1 x; n 2x
By (39) 
Therefore (39) cannot be further asymptotically improved.
