Novel elastic instability of amorphous solids in finite spatial
  dimensions by Shimada, Masanari et al.
ar
X
iv
:2
00
9.
00
20
1v
1 
 [c
on
d-
ma
t.d
is-
nn
]  
1 S
ep
 20
20
Novel elastic instability of amorphous solids in finite spatial dimensions
Masanari Shimada,1, ∗ Hideyuki Mizuno,1 and Atsushi Ikeda1, 2
1Graduate School of Arts and Sciences, The University of Tokyo, Tokyo 153-8902, Japan
2Research Center for Complex Systems Biology, Universal Biology Institute,
The University of Tokyo, Tokyo 153-8902, Japan
(Dated: September 2, 2020)
Recent progress has advanced the understanding of anomalous vibrational excitations in amor-
phous solids. In the lowest-frequency region, the vibrational spectrum follows a non-Debye quartic
law, which persists up to zero frequency without any frequency gap. This gapless vibrational density
of states (vDOS) suggests that glasses are on the verge of instability. This feature of marginal stabil-
ity is now highlighted as a key concept in the theories of glasses. In particular, the elasticity theory
based on marginal stability predicts the gapless vDOS. However, this theory yields a quadratic law,
not the quartic law. To address this inconsistency, our preceding paper [M. Shimada, H. Mizuno,
and A. Ikeda, Soft Matter, 16, 7279, 2020] presented a new type of instability, which is different from
the well-established, conventional one and proposed that amorphous solids are marginally stable in
the sense of the former. In this paper, we report further extended and detailed results for these
instabilities. Through the analyses of various examples of disorder, we demonstrate that real glasses
in finite spatial dimensions can be marginally stable by this novel instability.
I. INTRODUCTION
Lattice vibrations of crystals, called phonons, can be
fully described in terms of the spatial periodicity and
defects [1]. The transportation of phonons controls the
thermal properties, whereas structural defects cause me-
chanical failure. In contrast, amorphous solids have no
periodicity in their structures, and it is impossible to
define defects unambiguously. Indeed, in amorphous
solids, two species of anomalous vibrational modes have
been observed in addition to phonons, even in the low-
frequency region, where we can safely apply the Debye
theory to crystals [2–6]. The first species are hetero-
geneous and spatially extended vibrations. They man-
ifest as a peak at round 1 THz in the vibrational den-
sity of states (vDOS) g(ω) divided by the squared fre-
quency ω2, referred to as the boson peak (BP) [2]. The
second species are strongly anharmonic [7, 8] and spa-
tially localized vibrations referred to as quasilocalized
vibrations (QLVs). These vibrational modes control the
low-temperature thermal properties of glasses [9–15]. In
particular, because the frequency of the QLVs is much
lower than the BP frequency, they affect mechanical fail-
ure [16–18] under a load as well as the structural re-
laxation of supercooled liquids near the glass transition
temperature [19, 20]. For these reasons, the anomalous
vibrations of glasses have attracted broad interest in the
past decades.
Recent extensive numerical studies have reported the
quantitative properties of these anomalous vibrations.
Simulations using weakly coordinated jammed packings
near the jamming transition [21] have established that
the vDOS obeys a power-law dependence, g(ω) ∼ ω2, at
approximately the BP frequency. This scaling is indepen-
dent of the spatial dimension d, which is distinct from the
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Debye law, gDebye(ω) ∼ ωd−1, and is referred to as the
non-Debye scaling law. Numerical studies further sug-
gested that this scaling can persist even in Lennard–Jones
glasses [22] far from the jamming transition in large spa-
tial dimensions [23].
The non-Debye scaling law, however, does not ex-
tend down to zero frequency; instead, the coexistence of
phonons and QLVs emerges below the BP frequency [24–
26]. The QLVs consist of a core and a far field that
decays algebraically in space if they are not hybridized
with phonons [24, 27]. This decay is sufficiently rapid
for their participation ratio to scale as 1/N like truly
localized vibrations, where N is the number of parti-
cles. A numerical study established that the motions
of particles in the cores are energetically unstable, which
are stabilized by the far-field components [28]. More-
over, the QLVs are similar to the response to a local
dipolar force [28–31], and their characteristic frequency
increases rapidly as the glass transition is approached,
together with a measure of elastic stiffness based on
the local response [31]. The vDOS of the QLVs fol-
lows another power law, gQLV(ω) ∼ ωβ , where usu-
ally β = 4 [24, 25, 32], but when one prepares glasses
by quenching liquids at sufficiently high temperatures,
β ≃ 3 [32]. Here, a significant point of this vDOS is
that this power law persists at zero frequency. That is,
the vDOS of the QLVs is gapless, whereas the non-Debye
scaling law is gapped in finite dimensions.
The gapless nature of the QLVs is strongly reminiscent
of the marginal stability of glasses [33]. Amorphous sys-
tems are susceptible to infinitesimal perturbations such
as shear deformation and thermal agitation. A numerical
study on the yielding transition found that glasses yield
under infinitesimally small strains in the thermodynamic
limit [34]. Similarly, intermittent rearrangements are in-
duced in glasses by infinitesimal thermal energy [35].
This marginality of glasses can be rationalized as fol-
lows [33, 36]. Generally, the configurational space ex-
2plored by a system can be divided into three pieces in
terms of the stability of elementary excitations: abso-
lutely stable, unstable, and marginally stable configura-
tions [33, 36]. When we perturb an absolutely stable
configuration, it is forced to return to the initial point by
restoring forces, whereas an unstable configuration moves
away from the initial point [33, 36]. The marginally sta-
ble phase exists between the two phases [33, 36]. Specifi-
cally for particulate systems, normal liquids are unstable
and frequently undergo structural relaxations, whereas
crystals are absolutely stable. Unlike crystals, glasses
are predicted to be marginally stable from a dynami-
cal point of view. When we prepare glasses, we usually
quench normal liquids. First, the dynamics are driven
by unstable excitations, and structural relaxations oc-
cur. When the system approaches the stable phase, the
number of unstable excitations decreases, and when it
attains marginal stability, the dynamics freezes [33, 36].
Significantly, the marginal stability requires low-energy
gapless excitations [33], which may be identified as QLVs
in the case of glasses. [37].
In light of the notion of marginal stability, several at-
tempts have been made to describe the low-frequency
vibrations of glasses [38–44]. Among them, we focus
on the elasticity theory with quenched disorder [38–41].
The theory analyzes the elasticity model, either a coarse-
grained continuum [38, 39] or a spring network [40, 41],
with spatially fluctuating stiffness. It has succeeded
in reproducing several vibrational properties of glasses,
such as the non-Debye scaling law around the BP fre-
quency [39, 41]. In particular, when the theory is applied
to jammed systems [40, 41, 45, 46], it reproduces several
power law exponents [47–50] by utilizing the marginal
stability of amorphous solids.
However, this elasticity theory predicts that the non-
Debye scaling becomes gapless when the system is
marginally stable[41]. This is severely inconsistent with
the abovementioned numerical observations. To reconcile
the theory with the numerical data, it has been argued
that real glasses are almost, but not exactly, marginally
stable [41]. At any rate, however, the theory cannot re-
produce the vDOS of the QLVs, gQLV(ω) ∼ ωβ ; instead,
it illustrates the gapped non-Debye scaling law and the
Debye law gDebye(ω) ∼ ωd−1 in the zero-frequency limit.
The replica theory for the perceptron [42] also pre-
dicts gapless non-Debye scaling, similar to the elasticity
theory. Recently, a phenomenological attempt has been
proposed to reproduce the QLVs by introducing spatial
fluctuations in the distance from the marginal stabil-
ity [43, 44].
All previous studies therefore concluded that real
glasses are almost, but not exactly, marginally sta-
ble [41, 43, 44]. That is, the theory captures the na-
ture of the mechanical instability, whereas the remaining
task is to locate the system correctly in the configuration
space. In contrast, we proposed, in the preceding pa-
per [51], another mechanism for the instability, referred
to as local instability, as an alternative to the previous
interpretation within the framework of the elasticity the-
ory with quenched disorder. The physical picture of this
overlooked instability is fully consistent with those of the
QLVs, and we presented a toy model that reproduces the
gapless quartic law of the vDOS g(ω) ∼ ω4 when the sys-
tem is marginally stable owing to local instability. Our
results strongly suggest that real glasses are marginally
stable, not in the sense of the conventional instability re-
sulting in gapless non-Debye scaling, but rather in the
sense of local instability.
In this study, we will present an extended and thorough
analysis of the local instability using the simplest elastic-
ity model. In contrast to the preceding study [51], we
present several specific examples before the main general
argument. Although the derivation of the local instabil-
ity is the same as in the preceding study, we can obtain
useful insights from those examples. After introducing
the local instability, we present new analytical and nu-
merical calculations, which were not reported in the pre-
ceding paper. In particular, we illustrate that when the
system is marginally stable, some classes of stiffness dis-
tributions yield a gapless vDOS following g(ω) ∼ ω2ν+1,
where ν > 1 is an exponent of the distributions.
The remainder of this paper is organized as follows.
The first part, Section II, analyzes the scalar displace-
ment model (SDM) [52]. In Section IIA, we introduce
the details of the model, and in Section II B, we apply
an approximation referred to as the effective medium ap-
proximation (EMA) to the model. In Section II C, we
discuss the large dimension limit of this model, in which
the EMA becomes exact [53]. We introduce conventional
instability in this section. In Sections IID and II E, we
investigate specific types of disorder, thus reporting con-
trasting results. Based on these results, we introduce the
local instability and related conditions in Section II F. In
Section II G, we present a series of disorders that illus-
trate both conventional and local instabilities. Finally,
we derive the vDOS when the system is marginally sta-
ble in terms of the local instability in Section IIH. The
second part, Section III, treats the vector displacement
model (VDM), which has been analyzed in the preceding
paper [51] and in Refs. [40, 45]. This is almost equiv-
alent to the model of the first part. Thus, after intro-
ducing the model in Section IIIA, we describe only the
differences from the preceding sections in Section III B.
In Section III C, we present a class of models that yield
continuously vanishing elastic stiffness in relation to the
recent numerical results of jammed systems [54]. Finally,
we summarize the results and discuss their implications
in Section IV.
II. SCALAR DISPLACEMENT MODEL
3A. Model
To study the vibrations of glasses, we first consider
the SDM [52, 55]. The model is a d-dimensional simple
cubic lattice of N elements with unit mass and scalar
displacements {ui}Ni=1. Each nearest-neighbor pair 〈ij〉
is connected by a spring whose stiffness kij is an inde-
pendent random variable obeying the probability distri-
bution P (kij).
Therefore, the equation of motion is
d2
dt2
ui = −
∑
〈ij〉
kij (ui − uj) . (1)
Using the bra-ket notation,
d2
dt2
|u〉 = −Mˆ |u〉 , (2)
where
Mˆ =
∑
〈ij〉
kij(|i〉 − |j〉)(〈i| − 〈j|),
≡
∑
α=〈ij〉
kα |α〉 〈α| .
(3)
is the dynamical matrix. This is one of the simplest elas-
ticity models. When we replace the equation of motion
with a master equation, we obtain a model for the hop-
ping transport of charge carriers in a disordered semicon-
ductor [52].
The mean of the distribution, µ ≡ kij =∫
dkijkijP (kij), must be positive. It should be noted
that our model should be considered as a coarse-grained
model, and thus the effects of microscopic stress and frus-
tration are encoded as negative stiffness [56, 57]. There-
fore, the negative stiffness is the source of the instability,
or, conversely, no instability occurs when all the springs
possess positive stiffness.
Green’s function for Eq. (2) is defined as Gˆ(ω) ≡
(Mˆ−ω2)−1. When all springs have the same stiffness K,
we can derive Green’s function for such a homogeneous
system as
GK (rij , ω) ≡ 〈i| GˆK(ω) |j〉
=
∫
q∈[−pi,pi]d
dq
(2π)d
eiq·rij
K
∑d
m=1 (2− 2 cos qm)− ω2
,
→
∫
q∈[−pi,pi]d
dq
(2π)d
eiq·rij
Kq2 − ω2 (q ≪ 1).
(4)
where rij is a vector from the ith element to the jth
element, and we have used the long-wavelength limit in
the last line.
B. Effective medium approximation
In this section, we introduce the EMA, as in Ref. [40,
41, 52]. It yields an approximate disorder-averaged
Green’s function Gˆ(ω) within a mean-field-like approach.
We decompose the dynamical matrix as follows:
Mˆ − ω2 =
∑
α=〈ij〉
kα |α〉 〈α| − ω2,
=

keff(ω) ∑
α=〈i〉
|α〉 〈α| − ω2

 ,
+
∑
α=〈ij〉
[kα − keff(ω)] |α〉 〈α| ,
≡ Gˆeff(ω)−1 + Vˆ(ω),
(5)
where Gˆeff(ω) ≡ GˆK=keff (ω)(ω). By treating the second
term Vˆ(ω) as a perturbation, we can write the transfer
matrix as
Tˆ (ω) =
∑
α=〈ij〉
Tˆα(ω)
+
∑
α=〈ij〉
∑
β 6=α
Tˆα(ω)Gˆeff(ω)Tˆβ(ω) + · · · .
(6)
where
Tˆα(ω) = keff(ω)− kα
1− [keff(ω)− kα] 〈α| Gˆeff(ω) |α〉
|α〉 〈α| . (7)
The self-consistent equation for the effective stiffness
keff(ω) is [40, 41]
keff(ω)− kα
1− [keff(ω)− kα] 〈α| Gˆeff(ω) |α〉
= 0. (8)
To proceed, we use an identity derived from a trivial
relation Gˆeff(ω)
(
Mˆ − ω2
)
= 1ˆ [40, 41]:
〈α| Gˆeff (ω) |α〉 = 1
keffd
[
1 + ω2G (ω)
]
, (9)
where G (ω) ≡ 〈i| Gˆeff(ω) |i〉. Thus, we have
keff(ω)− kα
1− [keff(ω)− kα] 1keffd [1 + ω2G (ω)]
= 0, (10)
where
G(ω) =
∫
q∈[−pi,pi]d
dq
(2π)d
1
keff(ω)q2 − ω2 . (11)
In the following, we apply the Debye approximation to
Eq. (11), in which we represent the cubic first Brillouin
zone as a sphere with the same volume, as follows:
G(ω) =
∫
0<|q|<qD
dq
(2π)d
1
keff(ω)q2 − ω2 , (12)
where the radius of the sphere qD is determined as fol-
lows:
1 =
∫
0<|q|<qD
dq
(2π)d
=
qdDSd−1
d (2π)d
. (13)
4Sd−1 is the area of a (d − 1)-dimensional sphere with
radius 1.
Generally, the effective stiffness is a complex number
keff(ω) = kr(ω) − iΣ(ω), and when the solution has a
finite imaginary part at zero frequency, Σ(0) > 0, the
system is unstable. The imaginary part of G(ω) yields
the vDOS
g(ω) =
2ω
π
ImG(ω), (14)
To solve Eq. (10) with some specified P (kα), we trans-
form it into a useful form, as follows:
1
kα + κ(ω)
=
1 + ω2G (ω)
dkeff(ω)
, (15)
where
κ(ω) ≡ d− 1− ω
2G(ω)
1 + ω2G(ω)
keff(ω). (16)
It should be noted that κ(ω)→ (d− 1)keff(0) as ω → 0.
Thus, we can assume Imκ(ω) ∼ Im keff(ω) < 0 as long
as we focus on the low-frequency region.
C. Large dimension limit
In this section, we solve Eq. (10) in the large-dimension
limit. This is crucial because the EMA becomes exact
as d → ∞ [53]. We do not assume the specific form of
the distribution P (kα) and only require that its moment-
generating function is finite.
As d → ∞ and ω → 0, G(ω) in Eq. (12) can be ap-
proximated as
G(ω) ≃ 1
keff(ω)q2D − ω2
. (17)
Its derivation is provided in Appendix A. Using Eq. (17),
Eq. (10) becomes
keff − kα
1− keff (ω)−kα
d[keff (ω)q2D−ω2/q2D ]
= 0. (18)
The denominator can be expanded as [52]
keff(ω)− kα + 1
d
[keff(ω)− kα]2
keff(ω)− ω2/q2D
= 0. (19)
Therefore, the self-consistent equation is expressed as fol-
lows:
keff(ω)
2 − (µ+ ω2/q2D)keff(ω) + µω2/q2D + (σ2 + µ2)/d = 0, (20)
where σ2 is the variance of the distribution P (kα); σ
2 ≡ (kα − µ)2 =
∫
dkα(kα − µ)2P (kα). Solving this quadratic
equation, we obtain two solutions, and the one that satisfies keff = µ at σ = ω = 0 is chosen:
keff(ω) =
1
2
(µ+ ω2/q2D) +
1
2
√
µ2 − 4σ2/d− 2µω2/q2D + ω4/q4D. (21)
The critical value of the standard deviation σc, above
which the system is unstable: Σ(0) > 0, is σc =
√
dµ/2 ∼
d1/2µ. Its dependence on dimension is clear to under-
stand as follows. The mean and standard deviation of
the sum of all spring constants around an element are
of the order dµ and d1/2σ, respectively. When they are
of the same order, which gives σc, the system is destabi-
lized. This instability has been observed in many elastic-
ity models with perturbations [39, 46, 58], and we refer
to it as the conventional instability [51].
For σ ≤ σc, the solution changes its behavior at the
frequency
ω0 ≡ qD
√
(µ2 − 4σ2/d) /2µ =
√
2q2D
dµ
√
σ2c − σ2. (22)
Using ω0, Eq. (21) can be written as
keff(ω) =
1
2
(µ+ ω2/q2D) +
√
µ
2
√
(ω20 − ω2)/q2D + ω4/q4D,
(23)
At ω = ω0, its real part kr(ω) ≡ Re keff(ω) reduces by
a numerical factor, which leads to a local minimum in
the phase velocity of sound, which is often referred to as
sound softening [40]. Because the region of the Rayleigh
scattering Σ ∼ ωd vanishes as d→∞, the imaginary part
Σ(ω) ≡ − Im keff(ω) is zero at ω < ω0 and Σ(ω) ∼ ω at
ω ≫ ω0.
The vDOS is described as
g (ω) =
2ω
π
ImG (ω) ∼ ωΣ. (24)
Therefore, g (ω) ∼ ω2 at ω ≫ ω0, which is referred to as
5non-Debye scaling [21, 41, 42]. As σ → σc, we have ω0 →
0, that is, the gapless non-Debye scaling. It should be
noted that in the SDM, the non-Debye scaling is universal
among any distribution in the large-dimension limit as
long as the distribution P (kα) has finite moments.
D. Uniform distribution of stiffness
We now focus on specific distributions P (kα) in finite
dimensions under the EMA. It should be noted that the
EMA is not only exact as d→∞ but also a good approx-
imation in finite d [53]. First, we investigate the model
with the uniform distribution
P (kα) =
{
1
2∆ kα ∈ [µ−∆, µ+∆]
0 otherwise
. (25)
The variance is σ2 = ∆2/3. This model provides essen-
tially the same results as those in the large-dimension
limit. The self-consistent equation with a uniform dis-
tribution is easy to solve and has been used in previous
studies [52, 58]. Although our analysis is almost equiva-
lent to the previous works, this model is a useful example
for the following discussion. Therefore, we present the re-
sults for completeness.
By averaging Eq. (15) over kα, we obtain
µ+ κ(ω)
∆
= coth
{
∆
dkeff(ω)
[
1 + ω2G(ω)
]}
,
≃ dkeff(ω)
∆ [1 + ω2G(ω)]
+
1
3
∆
dkeff(ω)
[
1 + ω2G(ω)
]
.
(26)
In the second line, we use a series expansion of coth,
which is justified by ∆/dµ ≪ 1. Using the definition of
κ(ω) in Eq. (16), the equation is simplified to
keff(ω)
2 − µkeff(ω) + σ
2
d
+
σ2
d
ω2G(ω) = 0. (27)
We focus on the lowest-frequency region and approximate
Green’s function of Eq. (12) as follows:
G(ω) ≃ 1
keff(ω)
∫
0<|q|<qD
dq
(2π)d
1
q2
,
=
Sd−1
keff(ω)(2π)d
∫ qD
0
dqqd−3,
. =
1
keff(ω)
d
(d− 2)q2D
≡ Ad
keff(ω)
,
(28)
where we obtain the third line from the second using
Eq. (13). Therefore, Eq. (27) reduces to
keff(ω)
3 − µkeff(ω)2 + σ
2
d
keff(ω) +
σ2
d
Adω
2 = 0. (29)
At zero frequency, this equation is the same as Eq. (20),
and σ = σc ≡
√
dµ/2 is the critical point for stability.
When ω 6= 0, we approximate the equation under the
condition (σ2c − σ2)/dµ2 ∼ ω2/µ ≪ 1 in Appendix B,
which yields the solution
keff(ω) =
µ
2
− i
√
µ
2
√
Adω2 −Adω′02. (30)
where
ω′0 ≡
√
2
dµAd
√
σ2c − σ2. (31)
It should be noted that Ad → q−2D and ω′0 → ω0 as
d → ∞. This is consistent with Eq. (23). It is essen-
tial to mention that in the case of a uniform distribution,
the solution in the large-dimension limit is a good ap-
proximation, even in finite dimensions. The SDM with a
uniform distribution is destabilized by the conventional
instability.
E. Gaussian distribution of stiffness
Next, we consider a Gaussian distribution with a mean
of µ and variance of σ2. This seems to be natural for
coarse-grained stiffness [38, 57]. The Gaussian distribu-
tion produces results that are qualitatively different from
those of the uniform distribution. We will notice that
the results of the Gaussian distribution are key to un-
derstanding the mechanism behind the stability of the
system within the framework of the EMA.
By averaging Eq. (15) with the Gaussian distribution,
we obtain
1√
2π
∫ ∞
−∞
dx
e−x
2
x+ z
=
σ
dkeff(ω)
[
1 + ω2G (ω)
]
, (32)
where we use the condition Imκ(ω) < 0, and z = [µ +
κ(ω)]/
√
2σ2. The left-hand side is further calculated as
1√
2π
∫ ∞
−∞
dx
e−x
2
x+ z
=
√
2e−z
2
∫ z
0
dlel
2
+ i
√
π
2
e−z
2
.
(33)
Therefore, the self-consistent equation is expressed as
F (z) + i
√
π
2
e−z
2
=
σ√
2dkeff(ω)
[
1 + ω2G (ω)
]
, (34)
where F (z) is the Dawson function.
1. Zero-frequency limit
It is instructive to discuss the zero-frequency limit. In
this case, Eq. (34) becomes
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FIG. 1. (a) Real and imaginary parts of effective stiffness for model with Gaussian distribution as functions of σ at zero
frequency. We change spatial dimension from d = 4 to d = 20. (b) σ2 log Σ(0) vs σ. Solid line represents approximate form in
Eq. (37).
F
[
µ+ (d− 1)keff(0)√
2σ2
]
+ i
√
π
2
exp
{
−
[
µ+ (d− 1)keff(0)√
2σ2
]2}
=
σ√
2dkeff(0)
. (35)
Remarkably, if the imaginary part of keff(0) is zero (or
infinitesimally small), the equation does not hold because
of the second term on the left-hand side. That is, we
cannot have a stable solution at any σ for the Gaussian
distribution. This is somewhat counter-intuitive, and we
discuss its meaning briefly in the following.
As we described in Section II C, we can obtain a stable
solution at σ < σc =
√
dµ/2 in the large-dimension limit.
Here, we describe how the solution for the Gaussian dis-
tribution converges to Eq. (21) as d → ∞. Because the
calculation is straightforward but tedious, we present it
in Appendix C and only present the results here. As
d→∞, the real part is
kr(0) =
µ
2
+
1
2
√
µ2 − 4σ
2
d
(36)
and the imaginary part is
Σ(0) =
√
π
2
d2kr(0)
4 exp
[
− d2kr(0)22σ2
]
µσ
[
kr(0)− 2σ2µd
] . (37)
When we set σ =
√
d(µ − ǫ)/2 with 0 < ǫ ≪ 1, the
real part becomes kr(0) = µ/2 +
√
2µǫ. Therefore, the
imaginary part is expressed as
Σ(0) ≃
√
π
16
d3/2µ2√
µǫ
e−d/2 ∼ d3/2e−d/2ǫ−1/2. (38)
This is exponentially small when σ ≪
√
dµ and asymp-
totically vanishes as d → ∞. Therefore, as d → ∞, the
solutions converge to Eq. (21). The imaginary part grows
rapidly when σ approaches the critical value σc ≡
√
dµ/2
and exhibits singular behavior Σ(0) ∼ ǫ−1/2, which is a
crossover in finite dimensions and becomes a transition
in the large-dimension limit.
We also numerically solved Eq. (35), and the results
are presented in Fig. 1. Figure 1(a) presents the plots
of the effective stiffness as functions of the standard de-
viation in d = 4, 8, 12, 16, and 20. Figure 1(b) depicts
σ2 logΣ(0)/d2. From Eq. (37), σ2 logΣ(0)/d2 → −1/2
as σ → 0, regardless of d. Equation (37) is also repre-
sented by the solid line.
2. Finite frequency
In the case of finite frequency, we solve Eq. (34) nu-
merically and present the results in Fig. 2. Figure 2(a)
depicts the real parts of the effective stiffness kr(ω) =
Re keff(ω) for σ = 0.6, 0.65, 0.7, and 0.75 and d = 3.
They become smaller at approximately ω = 1 than those
at ω = 0, except for the case of σ = 0.75. These local
minima are also described in Section II C and correspond
to the local minimum of the sound velocity. In the case
of σ = 0.75, the system is unstable even in the sense
of conventional instability. When we further increase
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FIG. 2. (a) Real parts of effective stiffness as functions of frequency for some σ in d = 3 . (b) Same plot as panel (a) in
d = 18. (c) Imaginary parts of effective stiffness as functions of frequency in d = 3. Values of σ are same as in panel (a). Solid
line is proportional to ω, and dashed line is proportional to ωd = ω3. (d) Same plot as panel (c) in d = 18. Values of σ are
same as in panel (b). (e) vDOS in d = 3 for same values of σ as in panel (a). Tail of vDOS represents g(ω) ∼ ω2 (dashed line),
which is Debye scaling of phonons. (f) Same plot as in panel (e) in d = 18 for same values of σ as in panel (b). Debye scaling
ωd−1 = ω17 is practically impossible to observe, whereas non-Debye scaling g(ω) ∼ ω2 (solid line) grows compared to d = 3
case.
the frequency, all the real parts increase, but remain of
the order of one. Figure 2(b) presents the equivalent
results for d = 18 and σ = 2.04, 2.05, 2.065, and 2.06.
The qualitative behavior is the same as that depicted in
Fig. 2(a), and the data for σ = 2.06 correspond to those
for σ = 0.75 for d = 3.
Figure 2(c) depicts the imaginary parts Σ(ω) =
− Imkeff(ω) for d = 3 and the same value of σ. In the
lowest-frequency region, they converge to zero-frequency-
limit values. When we increase the frequency, we obtain
the scaling Σ(ω) ∼ ωd, which is characteristic of Rayleigh
scattering [40, 41]. This scaling is clear for the smallest
value of σ, but is smeared when σ is increased. In the
highest-frequency region, we can see the non-Debye scal-
ing Σ(ω) ∼ ω. Figure 2(d) is the equivalent plot for
d = 18 for the same value of σ as depicted in Fig. 2(b).
It is practically difficult to observe the contribution from
the Rayleigh scattering Σ(ω) ∼ ωd; instead, the non-
Debye scaling Σ(ω) ∼ ω region grows significantly com-
pared to that depicted in Fig 2(c).
Figures 2(e) and (f) depict the corresponding vDOS
for d = 3 and = 18, respectively. Although the same
frequency dependence g(ω) ∼ ω2 is evident in both the
plots, their meanings are different from each other. In
Fig. 2(c), it is the Debye scaling of phonons gDebye(ω) ∼
ωd−1, whereas in Fig. 2(d), it is the non-Debye scaling,
which implies quadratic frequency dependence regardless
of d. The ranges of the non-Debye scaling for d = 3 and
the Debye scaling for d = 18 are too narrow to observe. It
should be noted that the linear frequency dependence in
the lowest-frequency region, which is particularly evident
in Fig. 2(f), is simply caused by the plateau of the zero-
frequency value of Σ(ω).
F. Restrictions on probability distribution
1. Local instability
In this section, we consider, from general arguments,
why the Gaussian distribution cannot provide a stable
solution. We will introduce another mechanism of insta-
bility, which we refer to as the “local instability” The
argument is the same as in the preceding paper [51], but
it should be easier to understand with the examples pro-
vided in the preceding sections.
8Because we are interested only in the stability of the
system, it is enough to consider the zero-frequency limit.
Thus, we consider the self-consistent equation in the zero-
frequency limit as∫
dkαP (kα)
kα + (d− 1)keff(0) =
1
dkeff(0)
. (39)
Suppose that the solution has only an infinitesimally
small imaginary part, that is, keff(0) − iǫ with ǫ ≪ 1.
Therefore, the left-hand side of the equation becomes
P
∫
dkαP (kα)
kα + (d− 1)keff(0) + iπP [− (d− 1) keff(0)] , (40)
where P indicates the Cauchy principal value. Therefore,
the condition
P [− (d− 1) keff(0)] = 0. (41)
is necessary for the solution to be real. Conversely, if
this condition is violated, the system is unstable, with
the emergence of the imaginary part, Σ(0) > 0. This is
the origin of local instability. This readily leads to the
fact that all distributions supported on the whole real
line R, for example, the Gaussian distribution, cannot
yield a stable solution.
2. Interpretation of local instability using defect model
To illustrate a simple physical interpretation of the lo-
cal instability, we consider a defect model. In this model,
all springs have the same stiffness keff(0) > 0 except for
a defect with stiffness kα.
The dynamical matrix of the defect model is as follows:
Mˆd = keff(0)
∑
β=〈kl〉
|β〉 〈β|+ [kα − keff(0)] |α〉 〈α| . (42)
Upon calculating the transfer matrix for this dynamical
matrix, one can see that only the first term of the expan-
sion in Eq. (6) remains, and the total Green’s function is
expressed as
Gˆd(ω) = Gˆ0(ω) + Gˆ0(ω)Tˆα0(ω)Gˆ0(ω), (43)
where Gˆ0(ω) = GˆK=keff (0)(ω), and Tˆα0(ω) is expressed by
Eq. (7) with keff(ω)→ keff(0) and Gˆeff(ω)→ Gˆ0(ω), that
is,
Tˆα0(ω) = keff(0)− kα
1− [keff(0)− kα] 〈α| Gˆ0(ω) |α〉
|α〉 〈α| . (44)
From Eq. (44), we see that Tˆα0(ω) diverges when kα =
−(d− 1)keff(0), which means that the system has a non-
trivial zero mode.
This zero mode can be constructed as (without nor-
malization):
|0〉 ≡ Gˆ0(0) |α〉 . (45)
The eigenrelation Mˆ |0〉 = 0 can be checked as follows:
The product of the first term in Eq. (42) and |0〉 yields
|α〉. The second term yields
[kα − keff(0)] |α〉 〈α|0〉 ,
= [kα − keff(0)] |α〉 〈α| Gˆ0(0) |α〉
=
θ
keff
[kα − keff(0)] |α〉 ,
(46)
where we use Eq. (9). Therefore, we obtain
Mˆ |0〉 =
{
1 +
θ[kα − keff(0)]
keff(0)
}
|α〉 (47)
Therefore, Mˆ |0〉 = 0 when the “defect” bond α has a
negative stiffness kα = −(d− 1)keff(0).
When kα < −(d − 1)keff(0), the system is unstable
along the direction |0〉. This provides an interpretation of
the stability condition Eq. (41) as follows. When Eq. (41)
is violated, a number of springs become “defects” and
produce unstable modes. We emphasize that the insta-
bility identified here is different from the conventional
instability described in the preceding section. We thus
conclude that the singular behavior of the solution for the
Gaussian distribution (see Eq. (38)) can be interpreted as
a transition from the local instability to the conventional
instability.
We argue that the unstable modes associated with the
local instability have a strong similarity with the QLVs,
as described in the following. First, the mode |0〉 is the
response to a local dipolar force in an unperturbed homo-
geneous system. The elasticity theory illustrates that this
response field has an asymptotic spatial profile ∝ r2(1−d),
where r is the distance to the force, and the QLVs have
the same profile far from the core [24, 29]. Second, the
response to the dipolar force in glasses has a core whose
size is the same as that of the QLVs [28, 30]. Third, the
energetics of the QLVs are equivalent to |0〉; the unstable
core corresponds to the second term in Eq. (47), whereas
the stable far-field components correspond to the first
term in Eq. (47).
3. Restrictions on tail to avoid local instability
Generally, we do not know which instability is caused
by a particular distribution, but we can derive a sufficient
condition to avoid the local instability. We consider the
distribution supported on a finite interval [−kmin, kmax]
with kmin, kmax > 0. Suppose we have the critical real
solution keff(0) = kmin/(d − 1) in the sense of the local
instability, that is,∫ kmax
−kmin
dkαP (kα)
kα + kmin
=
d− 1
dkmin
. (48)
Based on the frequency dependence of the critical so-
lution, we can derive the condition. Because we con-
sider only the lowest-frequency region, we use Eq. (28)
9for Green’s function. To solve Eq. (15), we further ap-
proximate κ(ω) as
κ(ω) = (d− 1)kr(ω)− dAdω2 − i(d− 1)Σ(ω), (49)
and assume that Re[κ(ω)] ≫ Im[κ(ω)]. Thus, the self-
consistent equation for the real part is
P
∫ kmax
−kmin
dkαP (kα)
kα + (d− 1)kr(ω)− dAdω2 =
1
dkr(ω)
[
1 +
Adω
2
kr(ω)
]
. (50)
Subtracting Eq. (48) from Eq. (50), we obtain
P
∫ kmax
−kmin
dkαP (kα)
[kα + kmin + δkr(ω)− dAdω2] (kα + kmin) =
d− 1
d[kmin + δkr(ω)]
− δkr(ω)kmin +
Adω
2
kmin+δkr(ω)
−δkr(ω) + dAdω2
(51)
Gaussian
n = 1
n = 2
n = 3
FIG. 3. Gaussian and Bates distributions (n = 1, 2, and 3)
with same mean and standard deviation.
where we decompose the real part of the solution as
kr(ω) = [kmin + δkr(ω)] /(d − 1). Because we expect
δkr(ω) < 0 for consistency with the results in the pre-
ceding sections, −δkr(ω) + dAdω2 6= 0 for ω 6= 0. There-
fore, if the distribution behaves as P (kα) ∼ (kα + kmin)ν
with ν ≤ 1 at kα ≃ −kmin, the left-hand side diverges as
ω moves toward zero frequency, whereas the right-hand
side is always finite regardless of the frequency depen-
dence of δkr(ω). Hence, when the distribution decays
with a power ν ≤ 1 near its lower cutoff, it avoids the
local instability. Conversely, when ν > 1, we cannot ex-
clude the possibility of local instability. This condition
is used in Section II H.
G. Bates distribution of stiffness
In the preceding Sections II E and II F, it has been es-
tablished that the Gaussian distribution always induces
local instability, and it is not suitable as the stiffness dis-
tribution of a stable system. Indeed, this fact is easily
acceptable once we recognize that the Gaussian distribu-
tion has a finite probability of arbitrarily large negative
values. Even if the distribution in the stable system re-
sembles a Gaussian distribution around the mean value,
its tail does not continue infinitely and should be cut off
at some finite value.
A significant question is which instability generally oc-
curs depending on the stiffness distribution. To obtain an
answer this question, we employ the Bates distribution,
which is a distribution of the average of n statistically
independent uniformly distributed random variables in
the interval [µ − ∆, µ + ∆]. The mean is µ > 0 and
the variance is σ2 = ∆2/3n. It includes the uniform
(n = 1), triangular (n = 2), and Gaussian (n,∆ → ∞
and σ = const.) distributions. See Fig. 3. Because the
Gaussian (uniform) distribution always causes local (con-
ventional) instability, the question can be rephrased as
follows: ”Which instability occurs at general n and ∆?”
To judge the stability of the model, it suffices to calcu-
late the effective stiffness at zero frequency keff(0). Fig-
ure 4 presents the numerical results for d = 3. Figure 4(a)
presents the zero-frequency effective stiffness as a func-
tion of the standard deviation σ for n = 1, 2, 3, 4, 5, and
∞ of the Bates distributions. The behaviors of the real
parts kr(0) ≡ Re[keff(0)] are qualitatively the same as in
the preceding sections for all n. When we increase σ, the
imaginary part Σ(0) ≡ − Im[keff(0)] starts to be nonzero
at some point σ = σ0 [59] for finite n, whereas the model
with the Gaussian distribution n = ∞ is always unsta-
ble. If it is caused by local instability, Eq. (41) is violated
above σ = σ0. Indeed, we found that the models with
n = 4 and 5 are destabilized by the local instability,
and the instability points are represented by arrows in
the figure. We also represent the instability point in the
Gaussian case, that is, σ0 = 0.
On the other hand, for small n = 1, 2, 3, the mod-
els seem to illustrate semicircle dependence owing to the
conventional instability. Moreover, when we increase σ,
we expect a crossover from the local instability to the
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√
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conventional instability even for n = 4 and 5, as in the
case of the Gaussian distribution (see Section II E). Es-
sentially, in the region of the largest standard deviation,
the imaginary parts for different n almost collapse onto
the same semicircle.
In addition, we present the logarithmic plot of the
imaginary parts around σ = σ0 in Fig. 4(b). In the fig-
ure, we represent, for guiding the eye, the dependence
of Σ(0) ∼ (σ − σ0)1/2 using a solid line and that of
Σ(0) ∼ (σ − σ0)4 using a dashed line. For n ≤ 3, the data
are fitted well to Σ(0) ∼ (σ − σ0)1/2, but for n ≥ 4, the
dependence on σ clearly differs so that Σ(0) ∼ (σ − σ0)4
works well instead. Furthermore, we tried to fit our
numerical solutions using the semicircle dependence of
Σ(0) = A
√
σ2 − σ2fit with two fitting parameters A and
σfit (data not provided). It should be noted that we fit-
ted the regions far from σ0 for n = 4, 5 and ∞ to avoid
the effects of local instability. For n = 1, 2, and 3, a very
good fit is obtained, and σfit ≃ σ0. For larger n, a good
fit is obtained only for large σ, and σfit(> σ0) should be
interpreted as the estimate of the crossover point from
the local instability to the conventional instability.
Finally, Fig. 4(c) summarizes the critical and crossover
points in for d = 3 and d = ∞. For d = 3, the open
symbols represent σfit, which is determined by fitting,
and the closed symbols are σ0 for n ≥ 4. These values
allow us to draw the phase diagram in the (n, σ) plane.
The plane is divided into three phases: (i) the stable
phase, (ii) unstable phase owing to local instability, and
(iii) unstable phase owing to conventional instability. On
the other hand, for d = ∞, the phase diagram is quite
simple: (i) the stable phase at σ/
√
d < σc/
√
d = µ/2
and (ii) the unstable phase owing to the conventional
instability at σ/
√
d > σc/
√
d.
H. Marginal solution by local instability
In the preceding section, we found that the distribu-
tions supported in the finite interval [−kmin, kmax] can
exhibit local instability. A significant issue is the fre-
quency dependence of the solution when the system is
marginally stable owing to local instability.
To address this issue, we focus on the lowest-frequency
region at the critical standard deviation, that is, keff(0) =
kmin/(d − 1). We decompose the real part of the so-
lution kr(ω) ≡ Re keff(ω) = [kmin + δkr(ω)] /(d − 1)
(see Section II F). We also approximate Green’s func-
tion using Eq. (28) [46]. Thus, the equation for kr(ω)
is Eq. (50). After solving Eq. (50), the imaginary part
Σ(ω) ≡ − Imkeff(ω) is obtained as
Σ(ω) = πdkr(ω)
2P
[−(d− 1)kr(ω) + dAdω2] . (52)
We solve Eq. (50) under the conditions keff(0) =
kmin/(d − 1) and P (kα) ∼ (kα + kmin)ν with ν > 1 at
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kα ∼ −kmin in Appendix D. The result is
δkr(ω)
d− 1 = −
dI2 − dI21
dI21 − (d− 1)I2
Adω
2 (53)
with
Im ≡
∫ 1
−1
dx
∆P (∆x + µ)
(x+ 1)m
, (54)
where kmin = ∆−µ and kmax = ∆+µ, as in Sections IID
and IIG. However, our argument in this section is not re-
stricted to the Bates distribution. Because its numerator
is always non-negative, an inequality
d <
I2
I2 − I21
≡ dt, (55)
holds for δkr(ω) to be negative, which is required for the
local minimum of the sound velocity [40, 41].
Finally, when we substitute the real part of the solution
δkr(ω) into Eq. (52), we obtain
Σ(ω) ∼ ω2ν . (56)
Its contribution to the vDOS is the following:
glocal(ω) ∼ ω2ν+1. (57)
which is clearly different from the Debye behavior
gDebye(ω) ∼ ωd−1. In the preceding paper [51],
we present a model that establishes the quartic law
glocal(ω) ∼ ω4, which is the special case of ν = 3/2 in
Eq. (57).
III. VECTOR DISPLACEMENT MODEL
A. Model
Until now, we have focused on the SDM. It is very
simple to treat analytically and is enough to qualita-
tively discuss the vibrations of glasses. However, we can
treat a slightly realistic model with vector displacements
{ui}Ni=1. We refer to this as the VDM to emphasize that
it is different from the SDM.
The equation of motion of the VDM is as follows:
d2
dt2
ui = −
∑
〈ij〉
kijnijnij · (ui − uj), (58)
where nij is the unit vector from the ith element to the
jth element. In the bra-ket notation,
d2
dt2
|u〉 = −Mˆ |u〉 , (59)
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FIG. 5. Effective stiffness at zero frequency for model with
Eq. (68). Solid line is proportional to 1 − θ and dotted line
is proportional to (1 − θ)7/3, both of which are predicted in
Eq. (71).
where
Mˆ =
∑
〈ij〉
kij(|i〉 − |j〉)nijnTij(〈i| − 〈j|),
≡
∑
α=〈ij〉
kα |α〉nαnTα 〈α| .
(60)
It should be noted that for the VDM, we cannot choose
a simple cubic lattice because it does not have a finite
shear modulus. Specifically, we need a lattice whose co-
ordination number z must be greater than the Maxwell
criterion 2d, below which the network loses rigidity.
The Green’s function for the VDM differs because of
the choice of the lattice, but we expect that low-frequency
properties are universal and do not depend on the lattice.
Thus, we consider the simplified Green’s function for a
homogeneous system:
GˆK(rij , ω) ≡ 〈i| GˆK(ω) |j〉
=
∫ qD
0
dq
(2π)d
eiq·rij
Kq2 − ω2 δˆd,
(61)
where δˆd is the d×d identity matrix [40, 41, 45, 46]. This
is the same as Green’s function for the SDM except for
the factor δˆd.
As in the case of the SDM, we obtain the self-consistent
equation for the VDM as
keff(ω)− kα
1− [keff(ω)− kα] θkeff (ω) [1 + ω2G(ω)]
= 0, (62)
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where
G(ω) =
1
d
Tr Gˆeff(0, ω) =
∫ qD
0
dq
(2π)d
1
keff(ω)q2 − ω2 ,
(63)
and θ = 2ndof/z. ndof is the number of degrees of free-
dom per element and ndof = d in the VDM. For the
SDM in the simple cubic lattice, z = 2d and ndof = 1;
thus, θ = 1/d. Essentially, when we replace θ by 1/d, we
reproduce Eq. (10).
B. Difference from SDM
Because the self-consistent equations for the VDM and
the SDM are almost the same, we refrain from repeating
the entire analysis of the SDM. In this section, we explain
how the results for the SDM are modified for the VDM.
In the case of the zero-frequency limit, we can obtain
the results for the VDM by replacing d in the results of
the SDM by 1/θ. For example, Eq. (41) is modified as
follows:
P [−(θ − 1)keff(0)/θ] = 0, (64)
which was already reported in the preceding paper [51].
In the case of finite frequency, we need to replace d with
θ, except for Ad defined in Eq. (28). Therefore, Eq. (53)
is modified as follows:
δkr(ω)
θ−1 − 1 = −
I2 − I21
I21 − (1− θ)I2/θ
Adω
2, (65)
Therefore, Eq. (55) becomes a condition for θ:
θ > 1− I
2
1
I2
≡ θt. (66)
Finally, we mention the large-dimension limit of the
VDM. For the SDM, we can expand the self-consistent
equation, as in Section II C, in the large-dimension limit.
To do the same thing for the VDM, we need θ ≪ 1 rather
than d≫ 1. Therefore, the large-dimension limits of the
SDM and VDM do not necessarily correspond.
C. Model with continuously vanishing stiffness
In the analysis of the SDM, we implicitly assume that
the effective stiffness at zero frequency does not vanish,
keff(0) 6= 0. However, when the probability distribution
P (kα) has a divergence at kα = 0, the effective stiffness
can be zero. The divergent distribution can be observed
in jammed systems, with their initial stress ignored [54].
Because the QLVs disappear when we ignore the initial
stress [25, 60], it is interesting to consider the divergent
distributions. The most notable example is the percola-
tion problem [40, 45, 55, 61] with the Bernoulli distribu-
tion
P (kα) = pδ(kα − 1) + (1 − p)δ(kα), (67)
In this case, the effective stiffness vanishes linearly as
keff(0) ∼ p− θ.
Here, we present another probability distribution that
yields a vanishing stiffness. We analyze
P (kα) = .
{
Ck−γα kα ∈ [0, kmax] ,
0 otherwise,
, (68)
where 0 < γ < 1 and C = (1− γ)kγ−1max . We focus on the
zero-frequency limit, and Eq. (62) becomes
1
kα + (1 − θ)keff(0)/θ =
θ
keff(0)
. (69)
In this model, we consider θ as a control parameter and
establish that keff(0) → 0 as θ → 1. The left-hand side
of the equation is
1
kα + (1− θ)keff(0)/θ ,
= C
∫ kmax
0
k−γα dkα
kα + (1− θ)keff(0)/θ ,
. = C
[
1− θ
θ
keff(0)
]1−γ ∫ kmaxθ/(1−θ)keff (0)
0
t−γ
t+ 1
dt,
. ≃ C
[
1− θ
θ
keff(0)
]1−γ ∫ ∞
0
t−γ
t+ 1
dt,
(70)
Therefore, we obtain the effective stiffness at zero fre-
quency:
keff(0) ∼ (1 − θ)
γ
1−γ , (71)
Further, we numerically solved Eq. (69), and Fig. 5
presents the effective stiffness as a function of 1− θ with
γ = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, and 0.7. The solid line rep-
resents Eq. (71) with γ = 0.5, whereas the dotted line
represents Eq. (71) with γ = 0.7.
IV. SUMMARY AND DISCUSSION
In this study, we extended the analysis conducted in
the preceding study [51] and derived new results for local
instability. In the first part of this paper, we analyzed
the SDM, which is one of the simplest elasticity models,
using the EMA. We first considered the large-dimension
limit, where the EMA becomes exact [53] and established
that the model yields the gapless non-Debye scaling law,
g(ω) ∼ ω2, when the system is marginally stable. There-
fore, the non-Debye scaling and the associated conven-
tional instability originate from the purely mean-field
nature. Next, we analyzed the SDM with specific distri-
butions of stiffness, uniform distribution, and Gaussian
distribution. The uniform distribution yields almost the
same results as in the case of the large-dimension limit,
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even in relatively small dimensions, whereas the Gaussian
distribution leads to an unstable solution.
Considering the difference between the uniform and
Gaussian distributions, we introduced local instability
and discussed its relationship with the QLVs. In par-
ticular, we recognized similarities in the size and the en-
ergetics between the cores of the QLVs and the response
to a local dipolar force. In real amorphous solids, the size
of these cores is larger than the microscopic particle size,
whereas it suffices to consider one spring in our elasticity
models. From this consideration, we expect that the ap-
propriate coarse-graining length for the elasticity theory
of amorphous solids is the size of the QLVs [29]. That is,
once we coarse-grain the atomistic system to the size of
the QLVs, it reduces to the elasticity model. In contrast,
for scales below this length scale, we have to consider the
microscopic motions of the constituent particles.
It should be noted that there may be other types of
instabilities in addition to the local and conventional in-
stabilities under the EMA. We cannot prove that conven-
tional instability always occurs when we avoid local in-
stability. However, as described in Sections II C and IID,
the imaginary part arises as the solution of the quadratic
self-consistent equation in the case of conventional insta-
bility. This is quite general as long as we can expand
the equation in a series. When we go beyond the EMA,
the combinations of transfer matrices yield many other
types of instabilities. However, numerical or experimen-
tal studies have not detected such complicated instabil-
ities in real glasses. Therefore, we expect that the elas-
ticity theory with quenched disorder under the EMA is a
suitable framework for describing amorphous solids and
that higher-order terms in Eq. (6) do not significantly
improve our understanding.
Having introduced the local instability, we illustrated
that the tail of the stiffness distribution needs to decay
more rapidly than linearly with (k+ kmin) to avoid local
instability. Based on this result, we considered the Bates
distribution, which covers a wide range of distributions
for the stiffness, and illustrated that the SDM with the
Bates distribution is destabilized by the local instability
as well as the conventional instability, depending on the
specific shape of the distribution. We also illustrated
that when the system is on the verge of local instability,
the vDOS follows another power law: glocal(ω) ∼ ω2ν+1,
where ν > 1 is the exponent of the distribution. This is
consistent with the exponent of the vDOS of the QLVs
3 . β ≤ 4 [32], as mentioned in the Introduction.
In the second part of the paper, we discussed the
VDM. Here, it should be noted that in Refs. [41, 46],
the initial stress was considered the source of the in-
stability of the VDM. Specifically, we consider the term
− fα|rα| |α〉
(
δˆd − nα ⊗ nα
)
〈α|, where fα is the force be-
tween a pair α in the dynamical matrix. Although we
have neglected the initial stress in this study, the mech-
anism of the local instability is general and valid even
when the initial stress is considered. In this case, the
distribution of fα plays a central role. We also presented
a class of distributions that yielded the continuously van-
ishing elastic modulus. By tuning the parameter in the
distributions, we can change the scale of the elastic mod-
ulus.
Throughout the present analyses on two types of elas-
ticity models, our main finding is that in finite spatial
dimensions, local instability can occur. Remarkably, the
unstable modes induced by the local instability share
characteristic features with the QLV modes, lying in the
low-frequency edge of amorphous solids. In addition, al-
though the conventional instability robustly produces the
non-Debye quadratic law of g(ω) ∝ ω2, the quartic law
of g(ω) ∝ ω4, which has been observed in many finite-
dimensional systems [22, 24–26, 62, 63], can be rational-
ized in terms of local instability. We therefore propose
that finite-dimensional amorphous solids can occur in a
marginally stable state in terms of local instability.
The local nature of marginal stability is also consis-
tent with numerical observations that amorphous solids
undergo local rearrangements under mechanical loading
or thermal agitation [34, 35] that involve 10 to 1000 par-
ticles. Experimentally, it is rather difficult to directly
observe these microscopic phenomena in samples of ma-
terials. However, they can be detected indirectly through
experimental measurements. For example, the depen-
dence of heat capacity on linear temperature or that of
heat conductivity on squared temperature [9, 12, 64] is
considered to be caused by localized transitions through
the quantum tunneling mechanism, the so-called two-
level systems [10, 11, 64].
In future work, it will be interesting to investigate
the effects of anharmonicity or the correlation of the lo-
cal elastic modulus. The former is necessary to directly
study the yielding transition [16–18, 34] and the thermal
properties of glasses [9–15]. Recently, the phenomenolog-
ical theory has been proposed to derive the vDOS of the
QLVs by treating the anharmonicity [65]. The latter has
been discussed for several decades and has some implica-
tions for phonon transport [66, 67]; its understanding has
been advanced by recent numerical simulations [68–70].
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Appendix A: Approximation of Green’s function in large-dimension limit
In this appendix, we derive Eq. (28) using the Debye approximation. Introducing polar coordinates, G (ω) is written
as follows:
G (ω) =
∫
0<|q|<qD
dq
(2π)d
1
keff(ω)q2 − ω2 ,
=
Sd−1
(2π)
d
∫ qD
0
dq
qd−1
keff(ω)q2 − ω2 ,
=
Sd−1qdD
(2π)
d
∫ 1
0
dq
qd−1
keff(ω)q2Dq
2 − ω2 ,
=
d
keff(ω)q2D
∫ 1
0
dq
qd−1
q2 − ω2/keff(ω)q2D
,
(A1)
We have used Eq. (13) in the last line. Because an expansion in powers of frequency is convenient to us, the integrand
is expanded as follows:
qd−1
q2 − ω2/keff(ω)q2D
=


∑D−1
n=0 q
2D−2−2n
[
ω2
keff (ω)q2D
]n
+ 1
q2−ω2/keff (ω)q2D
[
ω2
keff (ω)q2D
]D
(d = 2D + 1, D = 1, 2, · · · )∑D−1
n=0 q
2D−1−2n
[
ω2
keff (ω)q2D
]n
+ q
q2−ω2/keff (ω)q2D
[
ω2
keff (ω)q2D
]D
(d = 2D + 2, D = 1, 2, · · · )
.
(A2)
At d≫ 1, we can neglect the second terms in both cases:
∫ 1
0
dq
qd−1
q2 − ω2/keff(ω)q2D
≃


∑D−1
n=0
1
d−2−2n
[
ω2
keff (ω)q2D
]n
(d = 2D + 1, D = 1, 2, · · · )∑D−1
n=0
1
d−2−2n
[
ω2
keff (ω)q2D
]n
(d = 2D + 2, D = 1, 2, · · · )
. (A3)
We only need the expression that is valid in the low-frequency region. Thus, we approximate 1/(d− 2 − 2n) ∼ 1/d,
and therefore,
G (ω) =
d
keff(ω)q2D
∫ 1
0
dq
qd−1
q2 − ω2/keff(ω)q2D
≃ 1
keff(ω)q2D
∞∑
n=0
[
ω2
keff(ω)q2D
]n
=
1
keff(ω)q2D − ω2
. (A4)
Appendix B: Solution for uniform distribution
In this appendix, we solve Eq. (29). To solve the cubic equation, we substitute keff(ω) = y + µ/3,
keff(ω)
3 − µkeff(ω)2 + σ
2
d
keff(ω) +
σ2
d
Adω
2,
=
(
y +
µ
3
)3
− µ
(
y +
µ
3
)2
+
σ2
d
(
y +
µ
3
)
+
σ2
d
Adω
2,
= y3 +
(
µ2
3
− 2µ
2
3
+
σ2
d
)
y +
µ3
27
− µ
3
9
+ µ
σ2
3d
+
σ2
d
Adω
2,
= y3 +
(
−µ
2
3
+
σ2
d
)
y − 2µ
3
27
+ µ
σ2
3d
+
σ2
d
Adω
2,
= y3 + 3
(
−µ
2
9
+
σ2
3d
)
y + 2
(
−µ
3
27
+ µ
σ2
6d
+
σ2
2d
Adω
2
)
,
≡ y3 + 3Py + 2Q.
(B1)
15
Using the critical value defined in the preceding section, σc =
√
dµ/2, P can be written as follows:
P = −µ
2
9
+
σ2
3d
,
= −µ
2
9
+
σ2c
3d
− σ
2
c − σ2
3d
.
= −µ
2
36
− σ
2
c − σ2
3d
= −
(µ
6
)2
− σ
2
c − σ2
3d
,
≡ −
(µ
6
)2
− δ
2
σ
3d
.
(B2)
Therefore, Q becomes
Q = −µ
3
27
+ µ
σ2
6d
+
σ2
2d
Adω
2,
= −µ
3
27
+ µ
σ2c
6d
− µσ
2
c − σ2
6d
+
σ2
2d
Adω
2,
=
(
− 1
27
+
1
24
)
µ3 − µσ
2
c − σ2
6d
+
σ2
2d
Adω
2,
=
(µ
6
)3
− µσ
2
c − σ2
6d
+
σ2
2d
Adω
2.
≡
(µ
6
)3
− µδ
2
σ
6d
+
σ2
2d
Adω
2.
(B3)
To discuss the vibrations at σ . σc, we set δ
2
σ/µ
2 ∼ ω2/µ ≪ 1 and derive approximate expressions for keff(ω).
Therefore, Q can be approximated as follows:
Q ≃
(µ
6
)3
− µδ
2
σ
6d
+
σ2c
2d
Adω
2. (B4)
Next, we need to compute
(
−Q±
√
Q2 + P 3
)1/3
. (B5)
Let us treat the terms under the square root:
Q2 + P 3
≃
[(µ
6
)3
− µδ
2
σ
6d
+
σ2c
2d
Adω
2
]2
−
[(µ
6
)2
+
δ2σ
3d
]3
,
=
(µ
6
)6
− 2
(µ
6
)3 µδ2σ
6d
+
(
µδ2σ
6d
)2
+
σ2c
2d
Adω
2
{
σ2c
2d
Adω
2 + 2
[(µ
6
)3
− µδ
2
σ
6d
]}
,
−
[(µ
6
)6
+ 3
(µ
6
)4 δ2σ
3d
+ 3
(µ
6
)2(δ2σ
3d
)2
+
(
δ2σ
3d
)3]
.
= −3
(µ
6
)4 δ2σ
d
+
2
3
(
µδ2σ
6d
)2
+
1
4
(
σ2c
d
Adω
2
)2
+
(µ
6
)3 σ2c
d
Adω
2 − µδ
2
σ
6d
σ2c
d
Adω
2
≃ −3
(µ
6
)4 δ2σ
d
+
(µ
6
)3 σ2c
d
Adω
2,
= −3
(µ
6
)4 δ2σ
d
+
(µ
6
)3 µ2
4
Adω
2,
= 9
(µ
6
)5(
Adω
2 − 2 δ
2
σ
dµ
)
,
(B6)
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Therefore,
(
−Q±
√
Q2 + P 3
)1/3
≃
[(
−µ
6
)3
+
µδ2σ
6d
− σ
2
c
2d
Adω
2 ±
√
9
(µ
6
)5(
Adω2 − 2 δ
2
σ
dµ
)]1/3
,
≃
[(
−µ
6
)3
±
√
9
(µ
6
)5(
Adω2 − 2 δ
2
σ
dµ
)]1/3
,
= −µ
6
[
1± 3−6
µ
√
µ
6
(
Adω2 − 2 δ
2
σ
dµ
)]1/3
,
≃ −µ
6
[
1± −6
µ
√
µ
6
(
Adω2 − 2 δ
2
σ
dµ
)]
.
= −µ
6
±
√
µ
6
(
Adω2 − 2 δ
2
σ
dµ
)
,
(B7)
We choose a solution that satisfies keff(0)→ µ as σ → 0 and Σ(ω) ≡ − Im keff(ω) < 0. Thus, we obtain
keff(ω)− µ
3
=
−1−√3i
2
(
−Q+
√
Q2 + P 3
)1/3
+
−1 +√3i
2
(
−Q−
√
Q2 + P 3
)1/3
,
keff(ω) ≃ µ
3
+
−1−√3i
2
[
−µ
6
+
√
µ
6
(
Adω2 − 2 δ
2
σ
dµ
)]
+
−1 +√3i
2
[
−µ
6
−
√
µ
6
(
Adω2 − 2 δ
2
σ
dµ
)]
,
=
µ
2
− i
√
µ
2
(
Adω2 − 2 δ
2
σ
dµ
)
,
≡ µ
2
− i
√
µ
2
√
Adω2 −Adω′02,
(B8)
Appendix C: Asymptotic solution for Gaussian distribution in large-dimension limit
In this appendix, we derive Eqs. (36) and (37). At σ < σc and d→∞, we can assume that kr(0)≫ Σ(0). Therefore,
linearizing Eq. (35) around Σ(0), we obtain
F
[
µ+ (d− 1)kr(0)√
2σ
]
+ F ′
[
µ+ (d− 1)kr(0)√
2σ
] [
−i (d− 1)Σ(0)√
2σ
]
.+ i
√
π
2
exp
{
− [µ+ (d− 1)kr(0)]
2
2σ2
}
,
−
√
π
2
(d− 1)[µ+ (d− 1)]
σ2
exp
{
− [µ+ (d− 1)kr(0)]
2
2σ2
}
,Σ(0) ≃ σ√
2dkr(0)
+ i
σΣ(0)√
2dkr(0)2
(C1)
We use the differential equation satisfied by the Dawson function F ′(z) + 2zF (z) = 1 and the asymptotic expansion:
F (z) =
∞∑
k=0
(2k − 1)!!
2k+1z2k+1
=
1
2z
+
1
4z3
+
3
8z5
+ · · · as |z| → ∞. (C2)
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The left-hand side of Eq. (C1) is
F
[
µ+ (d− 1)kr(0)√
2σ
]
+ F ′
[
µ+ (d− 1)kr(0)√
2σ
] [
−i (d− 1)Σ(0)√
2σ
]
,
= F
[
µ+ (d− 1)kr(0)√
2σ
]
+
{
1− 2µ+ (d− 1)kr(0)√
2σ
F
[
µ+ (d− 1)kr(0)√
2σ
]}[
−i (d− 1)Σ(0)√
2σ
]
,
≃ 1
2
√
2σ
µ+ (d− 1)kr(0) +
1
4
[ √
2σ
µ+ (d− 1)kr(0)
]3
,
− 2µ+ (d− 1)kr(0)√
2σ

14
[ √
2σ
µ+ (d− 1)kr(0)
]3
+
3
8
[ √
2σ
µ+ (d− 1)kr(0)
]5

[
−i (d− 1)Σ(0)√
2σ
]
.
(C3)
The real part of Eq. (C1) is
1
2
√
2σ
µ+ (d− 1)kr(0) +
1
4
[ √
2σ
µ+ (d− 1)kr(0)
]3
=
σ√
2dkr(0)
1
µ+ (d− 1)kr(0) +
σ2
[µ+ (d− 1)kr(0)]3
=
1
dkr(0)
kr(0)− µ
dkr(0) [µ+ (d− 1)kr(0)] +
σ2
[µ+ (d− 1)kr(0)]3
= 0.
(C4)
Because kr(0) = O (1) in the large-dimension limit, this is simplified to
kr(0)− µ
d2kr(0)2
+
σ2
d3kr(0)3
= 0
dkr(0)
2 − µdkr(0) + σ2 = 0.
(C5)
Therefore, the real part is
kr(0) =
µ
2
+
1
2
√
µ2 − 4σ
2
d
, (C6)
which is essentially the same as Eq. (21). The imaginary part of Eq. (C1) is
−2µ+ (d− 1)kr(0)√
2σ

1
4
( √
2σ
µ+ (d− 1)kr(0)
)3
+
3
8
( √
2σ
µ+ (d− 1)kr(0)
)5[− (d− 1)Σ(0)√
2σ
]
+
√
π
2
exp
{
− [µ+ (d− 1)kr(0)]
2
2σ2
}
=
σΣ(0)√
2dkr(0)2
,
σ√
2
{
µ2 + 2µ(d− 1)kr(0)− (d− 1)kr(0)2
dkr(0)2 [µ+ (d− 1)kr(0)]2
− 3(d− 1)σ
2
[µ+ (d− 1)kr(0)]4
}
Σ(0) =
√
π
2
exp
{
− [µ+ (d− 1)kr(0)]
2
2σ2
}
.
(C7)
Employing the same procedure as in the real part, this can be simplified to
σ√
2
[
2µdkr(0)− dkr(0)2
d3kr(0)4
− 3dσ
2
d4kr(0)4
]
Σ(0) =
√
π
2
exp
[
−d
2kr(0)
2
2σ2
]
[
2µdkr(0)− dkr(0)2 − 3σ2
]
Σ(0) =
d3kr(0)
4
σ
√
π
2
exp
[
−d
2kr(0)
2
2σ2
]
[
kr(0)− 2σ
2
µd
]
Σ(0) =
d2kr(0)
4
µσ
√
π
2
exp
[
−d
2kr(0)
2
2σ2
]
Σ(0) =
√
π
2
d2kr(0)
4 exp
[
− d2kr(0)22σ2
]
µσ
[
kr(0)− 2σ2µd
] .
(C8)
To obtain the third line from the second, we have used Eq. (C5).
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Appendix D: Marginal solution using local instability
In this appendix, we solve Eq. (50) in the lowest-frequency region. The left-hand side of Eq. (50) can be transformed
as
P
∫ ∆
−∆
dkαP (kα + µ)
kα + µ+ (d− 1)kr(ω)− dAdω2
= P
∫ 1
−1
dkα∆P (∆kα + µ)
∆kα + µ+ (d− 1)kr(ω)− dAdω2
≡ P
∫ 1
−1
dxP˜ (x)
∆kα + µ+ (d− 1)kr(ω)− dAdω2 .
(D1)
It should be noted that P˜ (x) is the same distribution as P (x), but it is supported in the interval [−1, 1]. We decompose
kr(ω) as kr(ω) = [−µ+∆+ δkr(ω)] /(d− 1), and the denominator of the integrand becomes
∆ + δkr(ω)− dAdω2
∆
= 1− −δkr(ω) + dAdω
2
∆
≡ 1− η(ω)
∆
. (D2)
We assume that δkr(ω), η(ω) ∼ ω2 as ω → 0. In the following, we expand Eq. (D1) to the first order in ω2. Before
that, we treat the principal value part of Eq. (D1). Equation (D1) can be expressed as follows:
1
∆
P
∫ 1
−1
dxP˜ (x)
x+ 1− η(ω)/∆
=
1
∆
P
∫ −1+2η(ω)/∆
−1
dxP˜ (x)
x+ 1− η(ω)/∆ +
1
∆
∫ 1
−1+2η(ω)/∆
dxP˜ (x)
x+ 1− η(ω)/∆ .
(D3)
Using the assumption P˜ (x) = (const.)(x+ 1)ν with ν > 1 at x ≃ −1, we can prove that the first term is negligible as
follows:
1
∆
P
∫ −1+2η(ω)/∆
−1
dxP˜ (x)
x+ 1− η(ω)/∆ ,
=
η(ω)ν
∆ν+1
P
∫ −1+2η(ω)/∆
−1
dx∆/η(ω) [(x+ 1)∆/η(ω)]
ν
(x+ 1)∆/η(ω)− 1 ,
=
η(ω)ν
∆ν+1
P
∫ 2
0
dt
tν
t− 1 ,
= o(ω2),
(D4)
where we ignore the numerical factors during calculation. Now, we expand Eq. (D1) up to the first order in ω2 as
follows:
1
∆
P
∫ 1
−1
dxP˜ (x)
x+ 1− η(ω)/∆
=
1
∆
∫ 1
−1+2η(ω)/∆
dxP˜ (x)
x+ 1− η(ω)/∆ + o(ω
2)
=
1
∆
∫ 1
−1
dxP˜ (x)
x+ 1
+
1
∆2
∫ 1
−1
dx
P˜ (x)
(x + 1)2
[−δkr(ω) + dAdω2] + o(ω2)
≡ I1
∆
+
I2
∆2
[−δkr(ω) + dAdω2]+ o(ω2),
(D5)
where
Im ≡
∫ 1
−1
dx
P˜ (x)
(x + 1)m
. (D6)
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The right-hand side of Eq. (50) can also be expanded as
1
dkr(ω)
[
1 +
Adω
2
kr(ω)
]
=
d− 1
d [−µ+∆+ δkr(ω)]
[
1 +
(d− 1)Adω2
−µ+∆+ δkr(ω)
]
=
d− 1
d(−µ+∆) +
(d− 1)
d(−µ+∆)2
[−δkr(ω) + (d− 1)Adω2]+O(ω4).
(D7)
Comparing Eqs. (D5) and (D7), the equation at zero frequency is as follows:
I1 =
∆(d− 1)
d(−µ+∆) . (D8)
The equation for δkr(ω) is as follows:
I2
∆2
[−δkr(ω) + dAdω2] = (d− 1)
d(−µ+∆)2
[−δkr(ω) + (d− 1)Adω2] ,
I2
[−δkr(ω) + dAdω2] = d
d− 1I
2
1
[−δkr(ω) + (d− 1)Adω2] ,
δkr(ω)
d− 1 = −
dI2 − dI21
dI21 − (d− 1)I2
Adω
2.
(D9)
To obtain the second line from the first, we have used Eq. (D8).
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