allow the practitioners to establish correct diagnosis. Several studies describe different numerical approaches to reconstruct a digital modeling of blood vessels closest to reality by using medical imaging [35] which combines the means of acquisition and retrieval of the human body from different physical phenomena such as scanners, intravascular ultrasound (IVUS) and angiographies system.
blood vessels. Moreover, data provided by the angiographic technique can be damaged by geometric distortions, structural noise and the inhomogeneity of the vessel segment. The obtained results from this procedure are generally imprecise and particularly over-regularized [26] .
Echographic images are produced by intravascular ultrasound (IVUS) to provide transversal cuts associated with the vessels. In this case, the 3D reconstruction is limited by the uncertainty on the orientation of the catheter, the nonperpendicularity of the ultrasonic radiation on the wall structures and the offset positioning of the catheter [8, 17, 32] . Moreover, 3D reconstruction by vertical stacking of the images introduces substantial geometric error in vessels [16, 24] because they do not take into consideration the curvature of the vessels which generate a volumetric variation.
To take into consideration the winding in 3D reconstruction of blood vessels from echographic data, several approaches are presented in [13, 27, 30] using monoplane or biplane angiographic systems to position the (IVUS) catheter pullback path. The echographic images are aligned along this path. In [7] , the method of 3D reconstruction using a biplane angiography system requires a continuous record of the (IVUS) catheter pullback in this system and the use of a calibration cube. Another approach [28, 29] has been developed where a calibration is made and the orientation throughout pullback is estimated using a 3D Fourier function. This method requires a constant velocity of the (IVUS) transducer during a pullback. Methods using biplane angiography systems provide several disadvantages, in particular the complexity of the acquisition process. These systems are not widely available in clinical settings and produce more radiation on patients. Some use monoplane angiography systems and take images with different viewing angles, simulating the use of a biplane system. However, this approach complicates the acquisition process, generates additional radiations on the patient and distort the results if the latter moves during acquisition [18] .
The other approach proposed in [27] leads to use one angiographic image. It induces an ambiguity about the depth of the points in the 3D trajectory, since a single view is not sufficient. The length of the 3D transducer and its 2D projection are used as a priori information to determine the depth of the points along the trajectory of the transducer. However, the method developed is not robust because the transducer is small and its projection can sometimes produce one or two pixels in the angiographic image without leaving a great margin of error for its position in the image. In [13] , a new method based on a single-plane angiography system is proposed to construct the 3D (IVUS) transducer tracking. This new method uses the displacement velocity of the transducer as a priori information, rendering such method more robust than the one presented previously in [27] . The 3D velocity of the transducer is constant and known during the pullback process. It is therefore possible to make a link between this 3D velocity and the 2D velocity viewed in the angiographic images to find the 3D positions of the transducer during its pullback.
Tomography is a technique which is widely used in medical imaging. This technique allows to reconstruct the 3D object from a series of measurements performed by a slice deported outside of the object. We mention the CT scan which allows to measure the X-ray absorption in the tissues and to reconstruct the 2D or 3D images of anatomical structures by computer processing [1] . If the tomographic data are the projections of the organ studied, then tomographic reconstruction will be done by solving an inverse problem (for more information about the inverse problems in medical imaging, see [3] ). If the data are the 2D transversal cuts of the organ, these cuts can then be superimposed on each other and the 3D tomographic reconstruction of the studied organ is simply done by stacking. Finally, the reconstruction operates on complete 3D data, restricted by projection. In our approach, we use a limited number of transversal cuts obtained from scanners to reconstruct the blood vessels. The novelty in this article is to construct the paths connecting the centres of vessel contours between the 2D transversal cuts obtained by scanners, from an algorithm based on the mass transfer problem and defining the optimal graph corresponding to the core of vessels. Unlike methods used in [13, 27, 30] we do not use longitudinal data obtained by the angiographic system. Unlike conventional methods based on inverse methods on CT scan [3] , we can reconstruct 3D vessels even if large 3D data are missing.
This present work is performed in three steps:
• a 2D imagery process to analyse a 2D transversal cut to identify vessels, • a graph construction from an algorithm based on the mass transfer problem, • the 3D reconstruction from the graph and the images.
• The first step of the work is discussed in Sect. 2 and is based on segmentation tools to extract vessel contours. A human intervention is necessary to distinguish the vessel contours from the other contours. The second step deals with the graph construction which is developed in Sect. 3. The construction of such a graph is based on a mass transfer problem called branching transportation [4] , by optimizing the cost of the transport of blood along the net of vessels. The mass of transport associated with blood flow is evaluated with the surface of vessels on cuts.
The 3D reconstruction, detailed in Sect. 4 , is achieved by the definition of a level set function. Level set functions are first defined on 2D cut in Sect. 2 and then interpolated 1 3 by using the graph information. The validation of results is performed in Sect. 5 on transversal cuts of the abdominal aorta and the femoral artery. Section 6 deals with the way of enriching the initial reconstruction by new cuts without human intervention in image processing by exploiting the initial graph. When full scanner data are available, another approach is investigated in Sect. 7. We also show how to use tools developed in Sect. 6 without knowing the graph of the geometry. In this case, starting from a human intervention on the first cut, the full geometry is reconstructed.
Recovery of 2D level set data from medical imaging
The aim of this section is to extract, from a transversal cut, the vessel contours. By human intervention, vessels can be identified on the 2D image. We then propose to construct the 2D level set signed distance [25] function whose 0-level corresponds to the vessel boundary. This function is negative inside the vessels (the region identified during the human intervention) and positive outside. We explain hereafter how to construct such a function.
Extraction of the 2D contours of vessels
From medical images, like angiographies or Dopplers, which are degraded by construction, we have to extract the connected regions of the vessels. These regions are identified by a binary code, for example the outer regions are coded 1 (white color) and the inner regions are coded 0 (black color) (Fig. 1) .
First of all, we use the free software VRRender allowing to render the 3D medical images in DICOM format (itk, ircad, vtk/gdcm). Volume rendering (VR) is a well-known visualization method for the 3D visualization of medical images based on transparency and coloration of a set of voxels, with each voxel having a grey level that represents a physical property of the tissue (absorption of X-ray in case of computerized tomography (CT) for instance). For medical use, the current software includes several tools such as selection of the slice, multi-planar rendering (axial, frontal or sagittal views), improving the visualized greylevel window and pre-computed CT scan transfer functions allowing to visualize bones, kidneys, liver, lungs, muscles, skin and vessels. Thanks to this, we can save the pictures of the areas of interest.
Most medical images lack contrast and have a strong noise which may interfere with obtaining a clean geometry corresponding to proper image interpretation. To solve these defects, we combine well-known image enhancement algorithms, ranging from simple local or global contrast to increasing to linear or nonlinear filter functions to reduce parasitic noises. All of these tools are designed to ease the work of the next step in the extraction of connected regions. To extract the contours, most of the region-based segmentation techniques depend on the selection of initial regions, managing complex control structures, to obtain region boundaries which are often distorted, so that a merge step is needed to provide the final segmentation [23] .
In our approach, we identify an internal region by means of a seed, which in turn is used by an adapted method based on partial differential equations (PDE), specifically the Eikonal equation. With good image enhancements, solving the Eikonal equation to find the connected regions of interest is simplified. In particular, this method allows us to naturally eliminate regions of the images that are not relevant and to extract connected regions which correspond to vessels.
The region grows by moving its boundary with unitary normal velocity as long as the region is inside the vessel to be identified. Further details can be found in a previous work [9] . We have to solve the Eikonal equation:
where 0 is the starting region included in a vessel and the variable T corresponds to the arrival time of the interface of the growing region. The normal velocity V ranges from 1, where the image is white, to a value close to 0, where the image is black. The identified connected region corresponds to points where the arrival time is finite. The algorithm ends when T reaches the size of the image. Furthermore, several connected regions can be identified by starting with an adapted initial region defined by the seed.
The Eikonal equation is solved by the fast marching method introduced by Sethian [25] . The information propagates outward from the interface and allows a local solver of the Eikonal equation. With an adapted heapsort algorithm, the resolution is obtained in a sufficiently short time for an image of 1 megapixel, with a cost of O(n log n) where n is the number of pixels. For a computation on the full domain, the Eikonal equation is solved sequentially Fig. 1 Original medical image on the left and blood vessel extracted on the right in approximatively 10 s on a laptop. A classical flood fill method is slightly less costly, i.e. a linear cost, but the accurate resolution of the Eikonal equation allows us to compute the two-dimensional distance function ψ to the boundary of each region. This technique is close to the one developed in [31] where the distance function computation in each point is increased with the boundary point it came from as the front advances.
Smoothing of the 2D level set data
Once every vessel is identified, the Eikonal equation is solved again to compute the signed distance function to the interface of vessels. The distance function to the vessels includes the information of the noisy image and pixelation effects induce high frequencies in the distance function. Image enhancement will be added by filtering high frequencies. An average value with five points (a pixel and its four neighbours) fulfil this function and corresponds to an approximation of the heat equation up to the final time
where h is the pixel size. With such a small final time, high frequencies are damped and low frequencies are slightly modified. If φ 0 is the initial data, then:
where φ ℓ 0 is the 2D level set function obtained after smoothing. The diffusion phenomenon induces a mass loss. For this reason, another algorithm will take place to provide the conservation of the mass. Let S 0 be the initial surface defined by (φ 0 ≤ 0) and
where H ǫ is the Heaviside regularized function. The algorithm for the mass correction modifies φ ℓ until the desired mass S 0 is reached: let us iterate on n the following assignment:
where P 0 is the perimeter of the level φ 0 = 0 and ε is chosen small enough (ε = 0.1) to define a convergent algorithm. Note that the perimeter is computed as: where δ ǫ is the Dirac regularized function, and ǫ is the smoothing parameter which defines the fictive thickness of the interface [34] that is fixed at
If the smoothing algorithm proposed here is used with three to five iterations, high frequencies are damped and the interface is smooth. Nevertheless, if two connected components are close (with a distance less than five pixels), then the proposed algorithm will merge the two connected components as in Fig. 2 . This is due to the fact that the gradient of the distance function is singular between the two connected components. The successive values φ n in (2) are then strongly modified in such a region.
For this reason, we have decided to apply the smoothing algorithm (2) on each connected component separately to smooth only the high frequencies due to noisy interfaces. We then compute the signed distance functions to the interface, called (φ C 0 ). The obtained result after four iterations leads to the desired result shown in Fig. 3 , without fusion of the components. To reduce the computational time, the distance function is evaluated at 30 pixels around the interface. On images of one megapixel, the vessels' diameter is a few tens of pixels which explains a drastic saving time between the full computation (13 s) and the computation reduced to 30 pixels (6.10 −2 s).
After applying the algorithm of smoothing (2) associated with the existing connected components on each cut. The relative mass error, after our algorithm, is small, about 0.1 % on the example of Fig. 3 . Note that the mass (or surface) of a vessel, S C , associated with the connected component C is computed with the following formula:
where H ǫ is the Heaviside regularized function, and ǫ is the smoothing parameter defining the fictive thickness of the interface. It is chosen with a size of 1 to 2 pixels [34] .
Centres of connected components on 2D cuts From the level set functions φ C ℓ , we can determine the centre of each connected component C on each cut by the following formula:
where
Construction of geometry graph (G)
In this part, we consider that vessels are known on the transversal cuts. For two successive transversal cuts, the centres and the surfaces of the vessels are known (Sect. 5). The difficulty is in connecting centres of vessels between two successive transversal cuts to produce a graph corresponding to the network of vessels without additional information. The graph will be chosen as an optimal graph to define an optimization problem. This formalism is known as the ramified optimal transportation [4] which is an extension of the Monge-Kantorovich problem [12] . Let us give two measures µ and ν on two successive transversal cuts X and Y of R 2 ; these measures are finite sums of atomic measures located on the centres of vessels:
The mass of each atomic measure is related to the surface of the vessels. The Monge-Kantorovich problem imposes that Following [36] , we define a transport path that carries µ to ν as a weighted directed graph (G) whose vertices contain the points (x i ) and (y j ) and a mass function where E(G) is the set of the directed edges of (G). Moreover, for all vertex v of (G), the mass w satisfies Kirchhoff's law:
where e − and e + denote the starting and the ending points of each directed edge of e ∈ E(G).
Denote and the union of all transport paths between the two measures µ and ν of the two successive cuts X and Y , verifying the mass constraint (6) . Among all paths in path(µ, ν), we want to find an optimal path defining the graph (G), by minimizing the following cost function referred to as the GilbertSteiner problem [11] :
where α < 1, l(e) is the length of the edge e of the graph (G) and w(e) is the mass transported along the edge e. The choice of a cost function with α < 1 is able to enforce the reconnection of branches, which is known as the "branching transportation" problem [2, 4, 11, 22, 36] . In [22] , the authors propose an approximation based on a regularization of the non-convex functional with an additional quadratic term [19] . When the quadratic term is sufficiently large, the functional is convex. Then, a gradient method can be applied and converge to the minimum. By decreasing incrementally the value of the parameter ǫ (the coefficient of the quadratic term), a new optimal solution is solved. The minimum point found in the previous step becomes the initialization for the new functional. This method implements a global gradient method, whereas another approach [36] permits using a simpler algorithm based on a sequence of local optimization problems. The local problem is the Gilbert-Steiner problem with three points, which admits an analytic solution.
So, to minimize the non-convex functional (8), we are interested in the work of Xia [36] (developped in 3.2). As in the approach of Oudet [22] , Xia does not give any warranty for obtaining the global minimum, but a low functional cost is identified. Because the choice of the cost function is arbitrary and the reconstruction depends on the choice of the position of the transversal cuts, an exact identification of the minimum is not required. The optimization only serves to compare the different possible reconnections. A pertinent graph (G) is then selected.
In the following subsections, we construct the transport measures on two successive cuts and then study Xia's work 
path(µ, ν),
α l(e), [36] for obtaining the graph connecting the vessels on these two cuts.
Construction of the transport measures
In the first section, we are able to extract the vessel contours on transversal cuts. By human intervention, the vessels are identified on the image with their centres and surfaces which are related to the transported masses. The raw data on the surfaces, used as mass to transport, do not verify the constraint (6) . The aim of this subsection is to construct the two measures µ and ν on two successive cuts. Firstly, we associate with the measure µ (respectively, to the measure ν), atomic measures located at the centres of the vessels for the cut X (respectively, for the cut Y). The mass of each atomic measure has to be defined and is chosen to be homogeneous to a flow. From the Murray law [21] , the velocity of the blood flow is homogeneous to the radius of the vessel so that the theoretical flow is defined as S 3 2 , where S is the surface to the cut of the vessel. We denote by m i (resp. ñ i ) the flow associated with the i-th atomic measure of μ (resp. ν). The measures μ and ν are computed from the surface of vessels with power The measures μ and ν do not verify (6) and are then modified as follows. Let us minimize the following functional defined by:
for all m = (m 1 , . . . , m k ) and n = (n 1 , . . . , n ℓ ), such that
We then obtain the corrected measures µ and ν verifying (6) thanks to (10) . In the next subsections, we can minimize the cost function (8) to obtain the optimal graph that moves µ to ν.
Minimization for mass transfer problem
In the previous subsection, we have constructed the two measures µ and ν on the two successive cuts X and Y. The aim of this subsection is to connect the centres of vessels
between the cuts by an optimal path which defines the graph. For this reason, we are interested in the work of Xia [36] who proposed a succession of local optimization of connections to three points studied by Gilbert and Steiner in [11] . The problem consists of minimizing the cost of networks supporting a given set of masses between cuts, defined in (8).
Case of the graph of two sources to one target
Let A 1 ,A 2 be two points of the cut X and let A 3 be a point of the cut Y. We set:
The aim is to find the optimal path from µ to ν under the cost function (8). We give:
Then, the cost function used in this case is:
F must achieve its minimum at point B ⋆ . The bifurcation point B ⋆ has to satisfy the optimal angle constraints:
for more details on obtaining the optimal angles see [2, 11, 36] . The point B ⋆ is necessarily located in the interior of the triangle (A 1 A 2 A 3 ); this condition is expressed as:
and can be verified in Fig. 4 . The path is then referred to as a "Y-shaped" path. If the conditions on the localization of the point B ⋆ inside the triangle (A 1 A 2 A 3 ) are not fulfilled, three degenerate cases are introduced in [11] :
l(e) = �A i − B� and ω(e) = m A i ∀ i = {1, 2, 3}, for e = (A 1 , B) or e = (A 2 , B) or e = (B, A 3 ).
(11) • If A 1 A 3 A 2 ≥ θ 3 , then B ⋆ = A 3 , the path is referred to as a "V-shaped" path (see the Fig. 5 (right) ).
is referred to as a "L-shaped" path (see the Fig. 6 (left) ).
is referred to as a "L-shaped" path (see the Fig. 6 (right) ).
Optimization over three nodes: sources or targets
In this part, we treat the case where n = k + ℓ > 3 to minimize the non-convex cost function (8) . To solve this minimization problem, Xia proposed in [36] a method based on successive optimizations with three nodes of the graph as in Sect. 3.2.1. The graph is first initialized with a maximal ramification: it is constituted with two binary trees T µ , T ν connected by their root. A binary tree is constructed from leaves x i (resp. y j ), associated with measure µ (resp. ν) as in Fig. 7 . The pairs of leaves are associated by a closeness criteria.
Visiting the nodes of the initial graph, we get rid of unnecessary nodes (e.g. some nodes may have only one child and one parent). Then, the position of the interior nodes is locally optimized as above in Sect. 3.2, where we study the local structure with two sources and one target. However, the optimization does not stop here because Xia has proposed to change the structure of the graph if a node v has two children, v ch 1 and v ch 2 , and one parent v p , who has two parents v pp 1 and v pp 2 (see the Fig. 8 ).
This last step, which modifies the topology of the graph, is applied if it reduces the transportation cost. Applying the topology change, the graph always keeps the local structure of the two sources and one target or one source and one target (see the Figs. 9, 10). The optimization process proposed is repeated until it converges to an optimal graph.
We observe that the graph is nearly converged in few iterations (see Figs. 11, 12 (right) ). The topology change completely modifies the structure of the graph (see Figs. 9, 10), and reduces the cost to transport n = k + ℓ > 3 atomic measures between two successive transversal cuts X and Y (see Table 1 ) and (see Figs. 11, 12 (left) ).
Choice of α
The parameter α which is involved in the cost function (8) forces the reconnection of branches with an angle close to 2π 3 for α close to 0 (Fig. 5) and limits the topological changes of graph from an over-ramified initial graph . For α close to 1 (Fig. 5) , the graph is under-ramified.
The parameter α is chosen as a compromise between such extreme situations, noting that the ramifications for α close to zero and α = 0.5 are similar. The choice of α = 0.75 (Fig. 10 ) allows this compromise. However, an optimal value of α does not exist. As a matter of fact, the position of the ramifications depends on the choice of the positions of the sources which are arbitrarily chosen. In the following, the parameter α will be fixed to 0.75.
Xia's tool is inexpensive in computation time and is relatively simple to implement. Furthermore, it selects a graphical configuration with an important reduction of the cost between the initial graph which is strongly ramified and the optimal graph obtained after the optimization process.
The next subsection is devoted to the conservation of masses into each bifurcation point which allows a reconstruction of the vessels on these points. In the previous subsection, we have optimized the graph (G) of the vessels to connect them. To design the shape of the vessels, the vessel size must vary slowly along the graph (G) and we verify some properties at the bifurcation point. For this reason, we tend to minimize variation of a fictive flow along the graph. Let θ(x) be the fictive flow associated with a section of the vessel at any point x of the graph (G). The goal is to minimize:
The minimization of the Eq. (12) is made under the following constraints:
• The Murray law [21] is imposed on each bifurcation point. In Murray's optimum system, the flow and the vessel radius are functionally related: an optimum radius is found for a given flow. The volume of a vascular system will depend upon the flow required: an optimum vasculature for high flows will have larger vessels than one for low flows, and the cubes of the vessel radius are proportional to the flows required (θ(x) = r(x) 3 ).
• The flow θ is imposed on the transversal cuts from the transversal surface of vessels, projected on normal section of the branch e, denoted by S p,e .
• After the minimization of (12), the flow varies linearly on each branch and is then defined by its values on the extremities of each branch e = [e − , e + ] of the graph (G) denoted by
One can see from the obtained result in Fig. 13 that the variation of the surfaces is achieved along the branches in a gentle manner for three examples (two sources to three targets, two sources to four targets and one source to four targets). The next section is devoted to the construction of the global geometry by using information of the constructed graph (G) and data on 2D transversal cuts.
Complete reconstruction of the 3D geometry
To achieve the complete reconstruction of blood vessels for the abdominal aorta and for the femoral artery, we first construct the graphes associated with images of scanners. The reconstruction of the 3D level set function, which is the 3D geometry of the abdominal aorta (Fig. 15) or the femoral artery (Fig. 16) , is made using the 2D level sets functions
p,e (e − ) and θ(e + ) = S 3 2 p,e (e + ). 
Fig. 9
Optimization of graphs without the topology change for α = 0.75 given by the image and graph information (Fig. 14) as follows.
The construction of the level set function must be defined at any point of the space and corresponds to the minimum of signed distance functions attached to each branch e of the graph (G): ) in the coordinate system whose third direction is normal to the transversal cut. At the point x ∈ R 3 for every e corresponds to the transversal cut, φ(x +/− ) is then the 2D level set function extracted on this transversal cut, defined in Sect. 2.1. Else, e +/− is a bifurcation point and φ(x +/− ) is then analytically computed as follows:
where R e +/− is the radius associated with the surface S p,e (e +/− ) defined in (13) .
To correct the singularities of the level set function ϕ near a vertex v of the graph (G), we introduce the spherical 3D level set function ϕ v :
where R e (v) is the radius associated with the surface S p,e (v) defined in (13).
Finally, the 3D level set functions between two successive transversal cuts for all points x ∈ R 3 is given by: At this step, ψ is a signed distance function which mixes two definitions of distance on R 3 and allows smooth reconstruction close to bifurcations of the ramified graph (G).
To reconstruct the level set function ψ on a mesh of our choices with a reduced computational cost, an iterative process is employed:
• Computation of the level set function ψ on a coarse Cartesian grid limited by the first and last cut.
• Computation of the level set function ψ on a Cartesian subgrid (three times thinner) of the previous mesh restricted to points where |ψ| ≤ ǫ. To add the mesh to the interior of the geometry, we replace |ψ| ≤ ǫ with ψ ≤ ǫ.
• Iterate while the desired fine grid is not reached.
Remark 4.1 Note that for branches with very low flow, which appear only to equilibrate flow but do not correspond to vessels, the construction of the level set function passes over such branches.
Numerical validation
The aim of this section is to validate the numerical codes that achieve the 3D reconstruction of blood vessels from a limited number of transversal cuts. This validation is performed by the transversal cuts of the abdominal aorta and the femoral artery. For this reason, we construct the global graph which connects the centres of the blood vessels between the successive cuts by using the approach described in 3 to produce the graphs of the abdominal aorta and the femoral artery (Fig. 14) . Finally, we reconstruct the 3D level set of the abdominal aorta (respectively, of the femoral artery) as in Sect. 4 (see Figs. 15, 16) . The reconstruction of the femoral artery connects the whole cuts. The artery that finishes its race is therefore artificially reconnected to other arteries (Fig. 16) . A specific treatment is needed to handle this case.
Enrichment with new 2D cuts
In the previous sections, we succeeded in achieving 3D reconstruction of blood vessels from a limited number of organ cuts. A human intervention is necessary to identify regions corresponding to vessels. The 3D reconstruction has produced the first approximation of vessels, but, without human intervention, it is necessary to include new 2D cuts on the 3D reconstruction. The difficulty is to identify and extract the vessels in the new cuts. Then we search for Fig. 16 The 3D image of femoral artery on the left. The 2D superposition of vessel contours related to femoral scanners on the centre. The 3D reconstruction from vessel contours of the femoral artery on the right interfaces on the 2D images close to the predicted vessel initially reconstructed.
In [14] , the concept of active contour model, also called snakes, which is a dynamic structure used in image processing and computer vision (it is introduced formally by Kass and Witkin in 1987) , has been introduced . Active contour model is described by a curve which minimizes the energy outcome of external and internal forces. The external energy is supposed to be minimal when the snake is at the object boundary position. The internal energy is supposed to be minimal when the snake has a shape which is supposed to be relevant considering the shape of the final object. The snakes model is popular in computer vision and has led to several developments in 2D and 3D.
Another technique image segmentation model was proposed by Mumford and Shah [20] . The Mumford Shah technique is the source of the region-based active contours and follows:
Like before, I is our image function. We have
is the domain of our image, i is the region in our image that represents object O i which does not include the boundaries, and Ŵ is the set of smooth arcs that make up boundaries for i . L(Ŵ) is the total length of all the smooth arcs in the set Ŵ. The function u is differentiable on i such that 1 ≤ i ≤ k, but can be discontinuous across Ŵ. The values of µ and ν are weighting factors that control the quality of approximation and coarseness of the segmentation. A large ν will result in fewer boundaries.
The goal is to find u and Ŵ, so that F is minimized. The first term makes u close to I, the second term ensures that the regions i do not change drastically, and the third term makes the boundaries Ŵ as short as possible. In this approach, the evolution of the curve Ŵ remains from the gradient of the image I. The objects not defined by the gradient are not detected. For this reason, Chan and Vese [5] proposed a new model based on Mumford-Shah functional (18) and depending on the level set functions.
In our case, snakes techniques [14] are not well adapted without human intervention, because they are methods that require an initialization by a contour placed inside or outside the region corresponding to a vessel for example.
The Mumford-Shah methods [20] or the Chan-Vese methods [5] are not well adapted because we want to eliminate a large portion of the image which does not contain the vessels. A way to eliminate the spaced regions is to exploit the information of the interface previously predicted. In the Mumford-Shah cost function, the data I can be modified according to the distance of the interface previously predicted.
The need to compute a distance function leads us to adopt the following approach, based only on the evaluation of distances. First, we start from the 2D image of a new transversal cut and segment the image as detailed in Sect. 2. Then, the signed distance function to discontinuities of segmented image is produced by solving the Eikonal equation [25] .
We denote by φ org the 2D level set functions which are described by the organs (the red color in Fig. 17) and by the 2D level set functions φ 0 which are the first approaches of the vessels reconstructed in the previous sections (the black color in Fig. 17) .
The goal is to move interface (φ 0 = 0) on a subset of (φ org = 0) with minimal displacement. The following evolution equation moves the values of φ with velocity 1 or 0 : (19) is stationary in regions where the two data φ and φ org present a coherence of sign and makes φ evolve in the direction of φ org otherwise. When a related region of (φ org ≤ 0) is reached by (φ ≤ 0), φ does not evolve in this region. Then, H(φ) is temporary stationary in the full domain as soon as the sign of φ is constant on each connected component. This constitutes the stopping criterion of the algorithm (Fig. 17) .
The obtained function φ after the resolution of (19) (the blue color in Fig. 17 ) loses its property of signed distance function. So, we reinitialize the 2D signed distance function φ by solving the Eikonal equation (with velocity 1) with the fast marching method introduced by Sethian [25] , on a neighborhood of 30 pixels.
After the detection of the vessels on the new cuts, we extend the graph (G) with the new information obtained from the new cuts. The 3D reconstruction of the vessels takes into account the enriched graph and the new imagery cuts.
The enrichment corrects the positions of the arteries, but a limited enrichment leads to erroneous computations of transversal surface to the graph. The size of certain portions of arteries is flawed in Figs. 18 and 19 , and less pertinent than the first reconstruction. If we have more data, it pays to use them. If the full data are available, another approach will be proposed in the following section.
3D reconstruction from full data
In the previous section, we succeeded in extending the geometry with new 2D cuts using the information of the first reconstruction. In this section, the whole 2D cuts are known, and the 3D reconstruction of vessels consists in extracting the relevant information. We use the previous tool developed in 6 to detect vessels close to the vessels of the previous cut. For this, let us solve equation (19) , where φ 0 is the level set function (Fig. 20) defining the vessels on the previous cut (the black color in Fig. 21 ) and φ org is the level set function associated with the raw image. Then we obtain the function φ whose zero level, drawn with blue color, represents the interface of the vessel.
Afterwards we can apply, on each cut, the tools developed in Sect. 2.2 and connect the centres of vessels, with a closeness criteria, between the successive cuts to produce the graph (G ′ ) corresponding to the network of vessels. The 3D reconstruction can then be applied as in Sect. 4 using the level set information on 2D cuts and the precise graph (G ′ ) (Fig. 22) .
The drawback of this method is that complete data are necessary. Furthermore, the computational cost is important compared to the previous work, because it assumes a processing step on each cut. However, it allows a fine reconstruction with a minimal human intervention on the first cut.
Conclusions and perspectives
In this work, we have designed a user code to extract blood vessels from imagery. These images are obtained from scanner and correspond to 2D transversal cuts. To reconstruct the 3D blood vessels, we can apply our approach with a limited number of transversal cuts (even two), where human intervention for segmentation is limited to the number of these cuts. To correct the positions of vessels and obtain more accurate results, we can include additional 2D transversal cuts to enrich the first reconstruction, without human intervention. In the case where full data are available, the construction strategy is different and human intervention will be only necessary on the first cut. The reconstructed geometry is defined by the zero level of a function defined for all grid sizes.
In a future work, knowing that the image processing of the full data is very costly when we use hundreds of images, we plan to compare the algorithm (19) proposed in Sect. 6 with those of [20] or Chan-Vese [5] based on the Mumford-Shah algorithm. The Mumford-Shah algorithm [20] , modified as suggested in Sect. 6, can take into account the grey levels and should be compared in terms of accuracy and cost with our method, in extreme situations. Nevertheless, note that our method has never failed on our real data.
In addition, we expect to apply some human intervention to disconnect some arteries when they complete their course.
Note that the blood vessels, described by a level set function, are easily integrated in a fluid mechanic solver (Fig. 23) .
For further developments, we plan to simulate blood flows modeled by non-Newtonian fluids in elastic vessels. The elastic models of geometries in fluid structure interactions are well developed in [6] with level set representation. 
