We prove the existence of global solutions to the DNLS equation with initial data in a large subset of H 2 (R) ∩ H 1,1 (R) containing a neighborhood of all solitons. We use the inverse scattering transform method, which was recently developed by D. Pelinovsky and Y. Shimabukuro, and an auto-Bäcklund transform in order to include solitons.
Introduction
Consider the Cauchy problem for the derivative nonlinear Schrödinger (DNLS) equation iu t + u xx + i(|u| 2 u) x = 0, u| t=0 = u 0 , (1.1)
on R, where u(x,t) : R × R → C. Subscripts denote partial derivatives. In this paper we will prove the following global existence result: The spaces used in Theorem 1.1 are defined as follows.
where the weighted spaces L 2,s (R) are defined by the norm
The question of global well-posedness of the DNLS equation (1.1) was an open problem for a long time. Local solvability in H s (R) with s > 3/2 was shown in [TF80] . Later in [TF81] , the same authors presented a result on global solvability for u 0 ∈ H 2 (R) under the assumption that the H 1 norm of u 0 is small. Similar global well-posedness results were proved in [HO92, Hay93] , where the authors work with u 0 ∈ H 1 (R) and assume a small L 2 (R) norm. More than two decades later this upper bound on the L 2 (R) norm of the initial datum could be improved by [Wu13, Wu15] .
Only recently the authors of [FHI17] proved that there exist global solutions with any large L 2 (R) norm. They showed global existence of solutions for (1.1) with initial datum of the form u 0 = e icx ψ where ψ ∈ H 1 (R) can be arbitrary and c has to be chosen sufficiently large.
None of the so far mentioned articles relies on the fact that the DNLS is formally solvable with the inverse scattering transform method. This structural property was discovered in [KN78] . The most extensive analysis of the Cauchy problem (1.1) using inverse scattering tools is certainly given by the series of papers [LPS16, LPS17, JLPS17] . In their first work the authors establish Lipschitz continuity of the direct and inverse scattering transform for the DNLS equation in appropriate function spaces and they prove global solvability for those initial data that are soliton-free. The second work is devoted to long-time behavior of solutions for soliton-free initial data. Therein it is proven that the amplitude of those solutions decays like |t| −1/2 as |t| → ∞. Using this dispersion result and including solitons the authors complete their studies in their third paper where they give a full description of the long-time behavior of the solutions. Moreover, the third paper contains a proof of global well-posedness under the same assumptions on the initial data as in our Theorem 1.1. Other rigorous works on the inverse scattering transform in the context of the DNLS equation are given by [PS17] (soliton-free case) and its complementing paper [SSP17] (finite number of eigenvalues). Whereas in [LPS16] a gauge equivalence of the DNLS with a related dispersive equation is used, in [PS17] the direct scattering transformation is constructed for the DNLS equation itself. This technical difference leads to different spaces: H 2 (R) ∩ H 1,1 (R) is appropriate in [PS17] , but in [LPS16] the space H 2,2 (R) := H 2 (R) ∩ L 2,1 (R) is considered.
In [LPS16, PS17] as well as in the present paper, the assumption u 0 ∈ H 2 (R) ∩ G on the initial datum avoids resonances of the spectral problem (2.1). But in contrast to the soliton-free case [LPS16, PS17] , the elements in G are allowed to admit eigenvalues of (2.1). The set of eigenvalues {λ 1 , ..., λ N } then corresponds to a particular multi-soliton, in whose neighborhood the solution u(x,t) will be located. Since Theorem 1.1 is a natural extension of the main results in [LPS16, PS17] and, moreover, since our result is already covered by [SSP17] as well as by [JLPS17] , we cannot raise any claim of originality of the result itself. What makes this present paper new is the way how the existence of the inverse scattering map in the case of solitons is established. Whereas in [JLPS17] this technical issue is treated directly, we give a proof by adding successively more and more eigenvalues, see Lemma 5.3. For that purpose we use a Bäcklund transformation found in [DP11] , see (5.5), and show that this transformation can be applied to the rigorous treatment of the DNLS equation. Technical statements such as Lemma 4.6 and Proposition 5.2 become necessary and constitute the most original parts of our proof. It shall be mentioned that a Bäcklund transformation is also used in [SSP17] . But therein the transformation is applied directly to the solution u in order to remove solitons. Then by the solvability results from [LPS16, PS17] and the invertibility of the Bäcklund transformation, the global well-posedness result follows. Hence, compared to [SSP17] , the present paper does not only construct global solutions of the DNLS equation for a large class of initial data but also solves the inverse scattering problem for those initial data.
The paper is organized as follows. Section 2 contains the construction of the Jost functions and the definition of the scattering data for an initial datum u 0 ∈ H 2 (R) ∩ G. This section does not contain new results but follows closely [PS17] . At the end of Subsection 2.2 we formulate the Riemann-Hilbert problem as the starting point for the inverse scattering which is treated in Section 4 and 5. For the convenience of the reader we inserted Section 3 where we shortly describe the phenomenon of solitary waves. Whereas Section 4 handles pure radiation solutions, in Section 5 we add a pole and obtain solutions in a neighborhood of a soliton. We split this procedure into two subsections since the cases x > 0 and x < 0 require different Riemann-Hilbert problems. Finally, in Section 6 we use the local well-posedness theory in [TF80] and [HO92] and our estimates for the continuity of the inverse scattering to show that local solutions can be continued for all times.
Direct scattering transform
For a review of the scattering map for the DNLS equation we are going to follow closely [PS17, LPS16] . As pointed out in the pioneer work [KN78] , the DNLS equation is the compatibility condition for solutions ψ ∈ C 2 of the linear system given by
and
where
In this context the term compatibility condition is chosen, because if the spectral parameter λ is independent of x and t, it can be shown that the formal equality of the mixed derivatives, ∂ x ∂ t ψ = ∂ t ∂ x ψ, is equivalent to the statement that u solves the DNLS equation (1.1).
Jost functions
It is natural to introduce solutions of (2.1) which satisfy the same asymptotic behavior at infinity as solutions of the spectral problem (2.1) in the case of vanishing potential u ≡ 0:
In order to have constant boundary conditions we introduce the normalized Jost functions by
such that we have lim x→±∞ ϕ ± (λ ; x) = e 1 and lim
where e 1 = (1, 0) T and e 2 = (0, 1) T . The Jost functions are solutions of the following Volterra's integral equations
It can be shown that (2.4) admit solutions ϕ − (λ ; x) and φ + (λ ; x) for Im (λ 2 ) > 0 and ϕ + (λ ; x) and φ − (λ ; x) for Im (λ 2 ) < 0. Moreover the dependence of λ is analytic in the corresponding domains where the Jost functions exist. However, due to the presence of λ that multiplies the matrix Q(u) in the linear equation (2.1), standard fixed point arguments for (2.4) are not uniform in λ . Therefore, in [PS17] the authors worked out a transformation of the Kaup-Newell type spectral problem (2.1) to a linear equation of the Zakharov-Shabat type. The idea of that kind of transformation can already be found in [KN78] . In what follows we are going to present this transformation and set
Then, it is elementary to check that z = λ 2 and
make (2.4) equivalent to
(2.8)
Note that the symmetries
make sure that (2.7) is well-defined. Equations (2.8) are analogues to the integral equations known from the forward scattering for the NLS equation (see, e.g., [APT04] ). If Q 1,2 (u) ∈ L 1 (R), then, (2.4) admit solutions M − (z; x) and N + (z; x) for Im (z) > 0 and M + (z; x) and N − (z; x) for Im (z) < 0. Moreover the dependence on z is analytic in the corresponding domains where the Jost functions exist.
Remark 2.1. The assumption u ∈ H 1,1 (R) in Theorem 1.1 is chosen such that Q 1,2 (u) ∈ L 1 (R).
Compared to (2.4), in (2.8) there is no λ which multiplies the integral. As a result, the Neumann series for (2.8) converge uniformly in z. By means of the asymptotic expansion for large z of the Jost functions, the potential u can be reconstructed from M ± and N ± , respectively (see [PS17,  Lemma 2]). Furthermore, regularity properties of M ± and N ± are used in [PS17] to prove regularity of the reflection coefficient r + and r − which we will define in (2.27) in the next subsection on the Scattering data.
Scattering data
We recall that ϕ ± (λ ; x)e −ixλ 2 and φ ± (λ ; x)e ixλ 2 are solutions of the spectral problem (2.1) with boundary condition (2.3). Taking into account tr (σ 3 ) = tr (Q) = 0 we find
for all λ 2 ∈ R and x ∈ R. Thus, in particular ϕ + e −ixλ 2 and φ + e ixλ 2 are linearly independent and by ODE theory they form a basis of the space of solutions of the spectral problem (2.1). This enables us to express the "−" Jost functions in terms of the "+" Jost functions for every λ 2 ∈ R and x ∈ R. According to that, there exist coefficients α, β , γ, δ which satisfy:
(2.11)
The matrix α β γ δ is referred to as the transfer matrix in the literature and (2.11) is called scattering relation. By (2.10), we verify that the determinant of the transfer matrix equals one. By Cramer's rule we find
Making again use of tr (σ 3 ) = tr (Q) = 0, we justify that α and β indeed do not depend on x. Moreover α can be analytically extended to the first and third quadrant, where Im (λ 2 ) > 0, which follows from the analytic properties of the Jost functions ϕ − , φ + in this domain. Furthermore, from the symmetry
which are direct consequences of integral equations (2.4), we can derive from the scattering relation (2.11) the following conservation law:
(2.14)
As pointed out in [PS17] this is indicating that the DNLS equation combines elements of the focusing and as well of the defocusing cubic NLS equation.
We now continue with the definition of the reflection coefficient:
This definition makes sense for every λ 2 ∈ R, if α admits no zeros on R ∪ iR, but we can not expect generally that α behaves like that. Therefore we define the following set:
. Hence, the set R consists of those potentials, which do not admit resonances of the linear equation (2.1). Let us assume from now on that u ∈ R. Then, we can rewrite the scattering relation (2.11) in the following way:
where the matrices Φ ± and S are given by
It is clear from the representation (2.12) that α has an analytic continuation in the first and third quadrants of the λ plane. Therefore the function Φ + defined in (2.18) can be continued analytically in the first and third quadrants, as long as there are no zeros λ 0 of the continuation of α with Im (λ 2 0 ) > 0. Under the same assumption, the function Φ − in (2.18) can be analytically continued in the second and fourth quadrant. From now on we want to allow that α(λ ) has finite many simple zeroes. That is α(λ k ) = 0 and α ′ (λ k ) = 0 for a finite number of pairwise different λ 1 , ..., λ N which are assumed to lie in the first quadrant. Note that, if α(λ k ) = 0, then also α(−λ k ) = 0. Henceforth, the continuations of Φ ± are merely meromorphic. They admit simple poles at the zeros of α, since α ′ (λ k ) = 0 for k = 1, ..., N. The prime denotes the derivative with respect to λ . We find:
By (2.12), the meaning of the zeros of α is the following. If α(λ k ) = 0, then by (2.12) the C 2 vectors ϕ − (λ k ; x)e −ixλ 2 k and φ + (λ k ; x)e ixλ 2 k are linear dependent for every x ∈ R. Hence,
for some complex constant γ k ∈ C \ {0}. We will refer to γ k as the norming constant. The norming constants do not depend on x. Indeed, differentiating (2.20) with respect to x and using the fact that ϕ − (λ k ; x)e −ixλ 2 k and φ + (λ k ; x)e ixλ 2 k are solutions of the spectral problem (2.1), we easily obtain ∂ x γ k = 0. Note also that due to the symmetry (2.9) the cases +λ k and −λ k do have the same norming constants upon a minus sign. Combining (2.20) and the above residue calculation we find
Correspondingly, we can compute an analogue relation for the residue of Φ − at ±λ k . By a theorem of complex analysis (see, e.g., [AF03, Theorem 3.2.8]), the zeroes of α must be isolated. In addition, by [PS17, Lemma 4] we know α(λ ) → α ∞ = 0 as |λ | → ∞. Thus, we conclude that the zeroes of α(λ ) in the first quadrant form a finite set {λ 1 , ..., λ N }. But the essential assumption α ′ (λ k ) = 0 is generally not expectable and give rise to the following definition:
From now on, additionally to u ∈ R, we assume u ∈ G := R ∩ E. The elements of G are called generic potentials according to the classical paper [BC84] . As remarked by the authors in [PS17,
The set G is open and, moreover, dense in H 1,1 (R). Due to the availability of the transformation (2.7), this can be deduced from [BC84] as explained in [SSP17, Proposition 4]. However, any soliton or multi soliton is contained in G. For those explicit solutions, the expression
can be arbitrary large.
Using the transformation (2.7) it is shown in [PS17] that for u ∈ H 2 (R) ∩ H 1,1 (R) the following holds.
The limit has to be taken along a contour in the corresponding domain of analyticity. The alternative scattering relation (2.17), the residue condition (2.21) and finally the asymptotic behavior (2.23) set up a Riemann-Hilbert problem . Since that Riemann-Hilbert problem is somewhat unsuitable to show the existence of the inverse Scattering map, we turn again to the Zhakarov-Shabat type Jost functions M ± and N ± (see (2.7), which are functions of z, where we recall z = λ 2 . Due to α(λ ) = α(−λ ), it is alowed to define a(z) := α(λ ). Of course, if ±λ k = 0 are (simple) zeroes of α, then z k := λ 2 k is a (simple) zero of a. In order to transfer the jump condition (2.17) to the Jost functions M ± and N ± , one more explicit definition is needed:
In [PS17, Lemma 5] it is shown, that there is no singularity in (2.24) and moreover, P ± (z; x) satisfy the following limits as | Im (z)| → ∞ along a contour in the domains of their analyticity:
. Now we are ready to define the analogue of (2.18). Instead of λ ∈ R ∪ iR, now we have z ∈ R and set
These definitions entail the following analogue of (2.17) which can be checked by elementary calculations:
Herein the new jump matrix R which includes new reflection coefficients r ± , is defined by
The new reflection coefficients are given by
We have the following Lemma [PS17] .
Moreover, we found directly from the definition (2.27) that r + and r − are connected by
Additionally, using (2.14) we obtain 1 − |r(λ )| 2 = |α(λ )| −2 . Thus, we have Analytic continuations of π ± in C ± exist if there is no z ∈ C such that a(z) = 0. Otherwise we have analogously to (2.20)
with the same γ k as in (2.20). Denoting the meromorphic continuations of π ± (·; x) with the same letters we can verify the following residue condition:
where we set c k := γ k /a ′ (z k ). Correspondingly we can compute an analogue relation for the residuum of π − at z k . Next, we have
similarly to (2.23). We obtain our final Riemann-Hilbert problem if we normalize the boundary condition at infinity:
The multiplication from the left by the diagonal matrix [Φ ∞ (x)] −1 changes neither the analytic properties of π ± nor the jump or residuum conditions. Therefore, the function m defined in (2.31) solves the following Riemann-Hilbert problem:
is meromorphic in C \ R (with respect to the parameter z).
(iii) The non-tangential boundary values m ± (z; x) exist for z ∈ R and satisfy the jump relation
We will use the notation
and call S the scattering data of u. They consist of the reflection coefficients r ± which satisfy the constraints (2.28) and (2.29), the poles z k := λ 2 k and the norming constants c k = γ k /a ′ (z k ). S is all information we need to know about u to formulate the Riemann-Hilbert problem 2.3. In the rest of this paper we treat the problem to define the inverse map {r ± ; λ 1 , ..., λ N ; c 1 , ..., c N } → u. Therefore we will solve Riemann-Hilbert problem 2.3 and apply the following reconstruction formulas: Riemann-Hilbert problem 2.5. Find for each (x,t) ∈ R × R a 2 × 2-matrix valued function C ∋ z → m(z; x,t) which satisfies (i) m(z; x,t) is meromorphic in C \ R (with respect to the parameter z).
(iii) The non-tangential boundary values m ± (z; x,t) exist for z ∈ R and satisfy the jump relation
(iv) m has simple poles at z 1 , ..., z N , z 1 , ..., z N with
Remark 2.6. Without further theory we can observe that if Riemann-Hilbert problem 2.5 is solvable, then the solution is unique. In order to show the uniqueness of solutions, we firstly find the following (trivial) Riemann Hilbert problem for the map z → det(m(z; x,t)):
det(m(z; x,t)) is an entire function with respect to the parameter z, det(m(z; x,t)) → 1, as |z| → ∞.
By Liouville's theorem we conclude det(m(z; x,t)) ≡ 1, for all x,t ∈ R and z ∈ C. We end the subsection mentioning the following symmetry: 
Solitons
This section is devoted to the exact solitary wave solutions of the DNLS equation (1.1) which are known since the 1970s (see, e.g., [Mjø76] and [KN78] ). Also more recent works are concerned with solitons. See for instance [CO06] , where orbital stability of solitons is shown. The inverse scattering machinery admits a simple definition of N-solitons: Definition 3.1. (Global) solutions u (N-sol) (x,t) of (1.1) such that the initial datum u (N-sol) (·, 0) produces scattering data
are called N-solitons. For N = 1 we just say soliton.
In the case of r + ≡ r − ≡ 0, the Riemann-Hilbert problem Riemann-Hilbert problem 2.5 reads as follows:
Riemann-Hilbert problem 3.2. Find for each x ∈ R a 2 × 2-matrix valued function C ∋ z → m (N-sol) (z; x,t) which satisfies (i) m (N-sol) (z; x,t) is meromorphic in C (with respect to the parameter z). 
Using the ansatz
we can transfer Riemann-Hilbert problem 3.2 into a purely algebraic system which can be solved explicitly. Then, the reconstruction formulas (2.33) and (2.34) yield explicit solutions of the DNLS equation, which are (multi) solitons. For the special case N = 1 we find
The parameters (ω, v) ∈ R 2 describe the speed and the width of the soliton and are connected to the pole z 1 by
Note that v 2 < 4ω is automatically fulfilled if z 1 ∈ C + . The norming constant c 1 influences only the phase and the spatial position of the soliton. To be precise we have
Expressions for N-solitons with N ≥ 2 are large and not presented here. If Re (z j ) = Re (z k ) for j = k, then for large |t|, N-solitons break up into N individual solitons of the form (3.1):
If the real parts of two poles z j and z k coincide, we obtain a solution having two peaks traveling at the same speed and the separation (3.5) will not occur. Instead, breather phenomena will appear.
Inverse scattering without poles
In this section we are dealing with Riemann-Hilbert problem 2.3 in the case where N = 0. Hence, m has no pole in C \R and is analytic in C \R. We recall the associated Riemann-Hilbert problem:
Riemann-Hilbert problem 4.1. Find for each x ∈ R a 2 × 2-matrix valued function C ∋ z → m(z; x) which satisfies For any function h ∈ L p (R) with 1 ≤ p < ∞, the Cauchy operator denoted by C is given by
When z approaches to a point on the real line transversely from the upper and lower half planes, the Cauchy operator becomes the following projection operators:
The following proposition summarizes all properties which are needed to establish the solvability of Riemann-Hilbert problem 4.1 and furthermore to prove estimates on the solution.
Proposition 4.2. (i) For every h ∈ L p (R), 1 ≤ p < ∞, the Cauchy operator C(h) is analytic off the real line.
(ii) For h ∈ L 1 (R), C(h)(z) decays to zero as |z| → ∞ and admits the asymptotic
where the limit is taken either in C + or C − .
(iii) The projection operators P ± are linear bounded operators
(iv) For every x 0 ∈ R + and every r ∈ H 1 (R), we have
where x := 1 + |x| 2 . In addition,
The following two identities hold:
is the Hilbert transform given by
(vi) Let f + and f − functions defined in the upper (lower) C-plane. If f ± is analytic in C ± and f ± (z) → 0 as |z| → ∞ for Im (z) ≷ 0, then
The Cauchy operator is useful to convert Riemann-Hilbert problem 4.1 into an integral equation. Indeed, the jump condition (4.1) can be written as
Applying P + and P − to this equation yields by (4.7) the following integral equation 
for every x ∈ R.
This Lemma yields indeed a solution of Riemann-Hilbert problem 4.1, since the analytic continuation of m ± is found by Proposition 4.2 (ii):
Alternatively we can factorize 1 + R = (1 + R + )(1 + R − ) with
The jump relation (2.32) then becomes m + − m − = m − R + + m + R − and applying again P ± to this equation yields us
In component form, for the non-tangential limits z → R, we find
In the further analysis of Riemann-Hilbert problem 2.3 we will meet expressions of the form where m ± are the unique solutions of the system of integral equations (4.8) and r is some given function.
Proposition 4.4. Suppose that the assumptions of Lemma 4.3 are fulfilled and take r
Then the functionals defined in (4.13) satisfy the bound
where C is a positive constant.
Proof. For the convenience of the reader we prove this proposition although it is already proven in [PS17] . We find by (4.12) and integrating by parts
Using the Hölder inequality and the estimate (4.3), we arrive at
Lemma 10] which completes the proof of I 1 (r) ∈ L 2,1 (R + ). The assertion ∂ x I 1 (r) ∈ L 2 (R + ) is established by using again the inhomogeneous equation (4.12), its x derivative, integration by parts, Hölder inequality, and in the end estimates (4.3) -(4.5), sup
The latter statement can also be found in [PS17, Lemma 10].
The proposition above yields directly the following fundamental result (see Lemma 11 in [PS17] ): such that the following relations hold:
Using the reconstruction formulas (2.33) and (2.34), Proposition 4.2 (ii) and the integral equation (4.11) we immediately find
and e
In each of these equations the first summand on the right hand side is controlled in H 1 ∩ L 2,1 since r ± ∈ H 1 ∩ L 2,1 . Moreover Proposition 4.4 yields directly w ∈ L 2,1 (R + ) and v x ∈ L 2,1 (R + ) and thus finally by (4.18) u ∈ H 1,1 (R + ). Proposition 4.4 also leads to
By a straightforward calculation we conclude u ∈ H 2 (R + ). The bound (4.15) is obtained from application of (4.14). The proof of the Corollary is now complete.
With regard to the Bäklund transformation which we intend to use in the following section in order to include solitons we need the following Lemma in addition to (4.15). The only purpose in the repeating of so many details of the inverse Scattering withour poles is to deduce this Lemma which can not be found in [PS17] . where the constant C M depends on z 0 and M but not on r ± .
Proof. Fix z 0 ∈ C \ R. We use (4.11) to find 
where we put again r − (z) := r − (z)/(z − z 0 ). Furthermore we set R + (y) := r + (y) P − ( r − (z)e 2izx )(y).
To prove R + ∈ H 1 ∩ L 2,1 we recall the continuity property P ± L 2 →L 2 = 1. One consequence is that P − ( r − (z)e 2izx )(·) L 2 ≤ c r − L 2 . Additionally, we find
where we can apply the bound (4.3) of Proposition 4.2 and again P ± L 2 →L 2 = 1. Thus, we are able to control P − ( r − (z)e 2izx )(·) in H 1 uniformly for x > 0. Altogether, we have shown R + H 1 ∩L 2,1 ≤ c r + H 1 ∩L 2,1 r − H 1 , which is needed because we want to apply Proposition 4.4. Therefore we write (4.21) in the form
Analogously, it can be carried out in a similar way, that for R − (y) := r − (y) P + ( r + (z)e −2izx )(y),
Combining Fourier theory and the bound (4.14) we have now accomplished the proof of (4.19) also for the diagonal entries.
Estimates on the negative half-line can be found by modifying the solution m(z; x) of RiemannHilbert problem 4.1 in the following way:
In Proposition 8 in [PS17] it is shown that log(1+ r + r − ) ∈ L 2 (R) due to (2.29). Hence, the integral in (4.23) is well-defined and δ solves the following RHP:
Riemann-Hilbert problem 4.7. Find a scalar valued function C ∋ z → δ (z) which satisfies
(iii) The non-tangential boundary values δ ± (z) exist for z ∈ R and satisfy the jump relation
Using the symmetry δ (z) = δ −1 (z) and the jump condition (4.24) it is an easy exercise to verify, that the function m δ (z; x) defined in 4.22 is a solution to the following Riemann-Hilbert problem :
Riemann-Hilbert problem 4.8. Find for each x ∈ R a 2 × 2-matrix valued function C ∋ z → m δ (z; x) which satisfies (i) m δ (z; x) is meromorphic in C \ R (with respect to the parameter z).
(iii) The non-tangential boundary values m ±,δ (z; x) exist for z ∈ R and satisfy the jump relation
, (4.25) and r ±,δ (z) := δ + (z)δ − (z)r ± (z).
The new jump matrix R δ admits an factorization analogously to (4.10). For 
where the constant C M does not depend on r ± .
Adding a pole
In this section we want to prove the solvability of Riemann-Hilbert problem 2.3 if N = 1. An auto-Bäcklund transformation will establish a connection between the cases N = 1 and N = 0. All formulas were found in [DP11] and [CP14] , where the Bäcklund transformation was used in the context of the NLS equation.
Assume that a function u (1) ∈ H 2 ∩ H 1,1 provides scattering data S (1) = r By construction, the constraints (2.28) -(2.29) hold. Now we change these data by removing the pole z 1 and modifying the reflection coefficient in the following way:
Obviously, r
± satisfy (2.28) -(2.29) and moreover, r . This procedure defines a map
, where u (0) (x) is defined to be the pure radiation potential which is associated to m (0) (z; x) by the reconstruction formulas (2.33) and (2.33), respectively.
Bäcklund transformation for x > 0
What we will do in this subsection is to explore the map u (1) ↔ u (0) for x > 0. Therefore we introduce the functions w ( j) , v ( j) for j = 0, 1, which are related to u ( j) by (4.16) and (4.17), respectively. Next we define the matrix
c 1 e −2iz 1 x 2iλ 1 (z 1 −z 1 )
1
.
In order to define the Bäcklund transformation it is necessary to know that there is no x such that the determinant of A(x) vanishes.
Proposition 5.2. The matrix A is invertible for all x ∈ R. Moreover, if r
where the constant C M does not depend on x and r ± .
Proof. Using the symmetry (2.38) we find
It follows directly that
The case det(A(x)) = 0 is impossible, since due to Im (z 1 ) = 0 it would follow that a 11 (x) = a 21 (x) = 0 and hence 1, − 
Here C M is the constant in Lemma 4.6 and it follows that d cannot be arbitrary small. In addition we also proved the bound (5.4).
Lemma 5.3. For any scattering data S (1) = {r δ (z 1 ; ·)−1) ∈ H 1 (R − )∩ L 2,1 (R − ) and thus we find (A (δ ) (·) − 1) ∈ H 1 (R − ) ∩ L 2,1 (R − ). These observation bring us in the position to extend the results of the previous subsection to the negative half-line. where the constant C M > 0 is depending on M and λ k but not on r ± and c k .
Now we argue analogously to [PS17] and assume that a local solution u(·,t) ∈ H 2 (R) ∩ H 1,1 (R) ∩ G provided by the results in [TF80] and [HO92] 
