INTRODUCTION
In an earlier paper [l] the following abstract minimum effort control problem was analysed.
PROBLEM I. Let B and R be Banach spaces and T a bounded linear transformation from B into R. For each 6 in the range of T find an element u E B satisfying Tu = f while minimizing 1 j u 11.
For this problem to have a unique solution it was found to be both necessary and sufficient that B be both reflexive and rotund. Adopting these conditions attention is then focused on the development of a thorough characterization of the function T+ which sends every [ in the range of T into its unique minimum norm pre-image u, E B.
The importance of this problem stems from a wide range of applications In each of these cases, however, it is shown that the new versions of the problem are only apparently more general than the initial problem itself. In fact each version of Problem II may be reduced by simple and direct procedures to Problem I.
In the analysis of Problem II several facts, which shall now be summarized, will be useful. Then B is rotund, smooth, and rejlexive ,with B* = B,,* and the extremal x' of an x E B is given by
where K is the one-to-one, norm preserving, and antihomogeneous operator (that is, K(hx) = k(x)) defined by K(x) = /I x I/ x + iIFx IIF*(
THE SOLUTION TO PROBLEM II
In this section four theorems will be presented which summarize the main results concerning the solution to Problem II. In each case it will be selfevident that Theorem 1 above is indeed the key to the solution. Consider first Problem II(b). With the function T+ defined as before the solution to this problem is given by In Problems II(c) and II(d) the solution is found to require the use of the minimum effort function G+ which sends every f E R back into (Us , Fu,) E B(F), the unique minimum norm pre-image under G of 5 in the graph of F. Using the function T+ as a model it is easy to state the conditions necessary to specify G+. In the actual formulation of this function however, several associated problems occur which we shall now deal with.
In Hilbert spaces the solution to Problem II (that is Theorems 3,4,5, and 6) may be written much more explicitly. Let us first restrict attention to the computation of G+ when the Banach spaces B, and B, are replaced by the Hilbert spaces HO and HI respectively. With regard to the space H,, x Hr let us first note that defines an inner product on HO x HI which is complete with respect to the norm induced by this inner product. Hence it follows that H,, x HI , and therefore also H(F) the graph of F in N,, x HI , is a Hilbert space.
The solution of Problem I was given by restricting the transformation T to the orthogonal complement of its null space. This restriction of T was nonsingular and its inverse maps any E in the range of T back into its preimage with minimum norm. This process will work as well for the present situation and we shall proceed to locate the orthogonal complement of the Here the fact that (I + F*F) is invertible has been used. This follows from the observation that since F*F is positive, the spectrum of I + F*F lies on the real axis to the right of 1 and hence does not contain 0.
The solution to the Hilbert space version of Problem II(c) can now be concisely formulated: Now by the preceeding Lemma, (ug , 17uc) E Q if and only if u( = (1 + F*F)-lo for some v E M and it is clear that z1 is uniquely determined by u, . Since 7' is a one-to-one mapping from R onto M, v == 7'$ for a unique vector 9 E R. The theorem now follows the definition G(uc , Fzl,) =m: l'ug .
Theorem 6 has partially solved Problem II(d) for Hilbert spaces. To complete the picture we shall need the easily verified lemma. This lemma together with Theorem 6 and the characterization of G+ given above yield the theorem: Aside from the expected difficulty in finding the set C, , the introduction of the transformation F into Problem I brings about two added complications, namely, the inversion of the mapping K and the computation of the number I T*v I:
As for the inversion of K it would seem that at best one can only hope for an iterative technique for computing K-l. We will not pursue this problem any further and suggest only that several techniques are available for inverting a bounded one-to-one operator from one Banach space onto another (see Anselone [5] for example).
Let us consider the problem of computing the number ] T*y I as a function of 7. The definition above gives one technique. Two others are given in the following Lemma: The set Co = {Tu : jl u !I2 + Ij Fu /I2 < l} is a convex, circled, weakly compact, neighborhood of 0 in R and has exactly one hyperplane of support through each of its boundary points.
APPENDIX
In this appendix we prove the following theorem. 
