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1 Introduction
The goal of this paper is to show the existence of slices, to study the geometric
properties of the orbit type sets, the fixed point sets, the isotropy type sets, and the orbit
spaces associated to a certain important class of non-smooth actions of a Lie groupG
on a chain of Banach manifolds. These considerations will be applied to the motion
of an ideal homogeneous incompressible fluid in a compact domain.
This study is motivated by many examples that appear as results of various reduc-
tion procedures of infinite dimensional Hamiltonian systems with symmetry. All these
applications have two technical difficulties in common. First, the evolutionary equa-
tions do not have smooth flows in the function spaces that are natural to the problem.
If the system is linear, this corresponds to the fact that the equation is defined by an
unbounded operator. This leads to the study of vector fields onmanifolds of maps that
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are defined only on open dense subsets (see Ref. [3] for a presentation of this theory).
Second, the actions, even those of finite dimensional Lie groups, are not smooth in
the usual sense. The dependence on the group variable is only smooth on an open
dense set. It turns out that in spite of these problems one can endow various objects
related to the symmetry of the manifold and the flows of various interesting vector
fields with certain weak smooth structures that are compatible between themselves.
It is the goal of this paper to present the beginnings of such a theory and work out a
concrete example coming from fluid dynamics.
Before presenting the outline of this theory and discussing some applications let
us recall briefly some standard results about the structure of orbit spaces in the finite
dimensional case. Consider a smooth and proper action
 : G × M −→ M
of a finite dimensional Lie groupG on a smooth finite dimensional manifoldM. Then
we have the following results.
(i) If the action is free, M/G is a smooth manifold and the canonical projection
π : M −→ M/G defines on M the structure of a smooth principal G-bundle.
(ii) If all the isotropy subgroups are conjugate to a given one, sayH ⊂ G, thenM/G
is a smooth manifold and the canonical projection π : M −→ M/G defines on
M the structure of a smooth locally trivial fiber bundle with structure group
N(H)/H and fiber G/H, where
N(H) := {g ∈ G | gHg−1 = H}
is the normalizer of H in G.
(iii) For an arbitrary smooth proper action, if H ⊂ G is a closed subgroup of G,
define the following subsets of M:
M(H) :=
{
m ∈ M |Gm is conjugate to H
}
,
MH := {m ∈ M |H ⊂ Gm} ,
MH := {m ∈ M |Gm = H} .
M(H) is called the (H)-orbit type set, MH is the H-fixed point set, and MH
is the H-isotropy type set. M(H) is G-invariant whereas MH and MH are not
G-invariant, in general. In addition, MH ⊂ MH .
(iv) M(H),MH , and MH are submanifolds of M. Moreover, MH is open in MH and
for m ∈ MH ,
TmMH = {vm ∈ TmM |Tmh(vm) = vm, ∀h ∈ H} .
We have the partitions
M =
⊔
(H)
M(H) and M/G =
⊔
(H)
(M(H)/G);
M(H)/G is called the isotropy stratum of type (H). By (ii), π(H) := π |(H) :
M(H) −→ M(H)/G is a smooth locally trivial fiber bundle with structure group
N(H)/H and fiber G/H.
Of course (i) is a particular case of (ii), and (ii) is a particular case of (iii)–(iv).With the
additional hypothesis that the orbit map m : G → M is an immersion for all m ∈ M,
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the result in (i) is still valid for Banach Lie groups acting smoothly and properly on
Banach manifolds (see Ref. [2], Ch. III, Sect. 1, Proposition 10) . This hypothesis
always holds in finite dimensions.
We now present some examples ofG-actions on Banach manifolds that arise in the
reduction by stages procedure of infinite dimensional dynamics. We shall see that the
previous results are not applicable to these actions since they are not smooth.
1.1 First example: incompressible fluid dynamics
Let (M, g) be a smooth Riemannian manifold and denote by Iso := Iso(M, g) the
finite dimensional Lie group of isometries of (M, g) (the Meyers and Steenrod [13]
Theorem). The Lie group topology of Iso coincides with the topology of uniform
convergence on compact sets. If M is compact, the Lie group Iso, and hence Iso+, is
a compact Lie group. For the proof of these statements see Kobayashi and Nomizu
[10], Theorem 3.4 in Chapter VI.
We consider the motion of an ideal incompressible fluid in a compact orien-
ted Riemannian manifold M with boundary. The appropriate configuration space is
Dsµ(M), s > dim M2 +1, theHilbert manifold of volume preservingHs-diffeomorphisms
of M. The Lagrangian is the quadratic form associated to the weak L2 Riemannian
metric on Dsµ(M) given by
〈〈uη, vη〉〉 =
∫
M
g(η(x))(uη(x), vη(x))µ(x), uη, vη ∈ TηDsµ(M),
where g is the Riemannian metric and µ is the associated Riemannian volume form.
Since this Lagrangian is invariant under the following two commuting actions
R : Dsµ(M) × TDsµ(M) −→ TDsµ(M), Rη(vξ ) = vξ ◦ η and
L : Iso+ × TDsµ(M) −→ TDsµ(M), Li(vξ ) = Ti ◦ vξ ,
it is formally true that the Poisson reduction by stages procedure can be applied, that
is, the reduction by Dsµ(M) and then by Iso+ coincides with the one step reduction by
the product group Dsµ(M) × Iso+.
The reduction by Dsµ(M) (first stage reduction) is well known and leads to the
Euler equations for an ideal incompressible fluid on the first reduced spaceXsdiv(M) =
TDsµ(M)/Dsµ(M).
Our goal is to carry out in a precise sense the reduction by Iso+ (second stage
reduction). In spite of the fact that Iso+ is a compact finite dimensional Lie group,
several problems occur. The action l of Iso+ on Xsdiv(M) induced by L is given by
l : Iso+ × Xsdiv(M) −→ Xsdiv(M), li(u) = Ti ◦ u ◦ i−1 = i∗u
and we remark that l is neither free nor C1 (l is C1 as a map with values in Xs−1div (M)).
Thus the usual results about the geometric properties of the isotropy type subma-
nifolds and the orbit space, valid for the case of a smooth proper action, cannot be
used here. So it would be interesting to determine the exact differentiable structure of
Xsdiv(M)H , X
s
div(M)H/N(H), X
s
div(M)(H), X
s
div(M)(H)/Iso
+ in order to define tangent
bundles, vector fields, evolution equations on them, and to carry out the second stage
reduction procedure.
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The following relevant facts are a guide in the search of a useful definition for the
tangent bundle of the orbit spaces:
(1) the infinitesimal generators of the action l are not vector fields on Xsdiv(M) but
they are sections of the vector bundle Xsdiv(M) × Xs−1div (M) −→ Xsdiv(M),
(2) the Hamiltonian vector field is given by Xh(u) = (u,− Pe(∇uu)), so it is not a
vector field on Xsdiv(M), since it takes values in X
s
div(M) × Xs−1div (M),
(3) the integral curves of the Euler equation are not C1 curves but are elements of
C0(I,Xsdiv(M)) ∩ C1(I,Xs−1div (M)).
We will treat this example in detail in Sect. 6. Note that the same situation arises in
the motion of the averaged incompressible fluid.
1.2 Second example: a nonlinear wave equation
On the configuration space Hs(S1,R2) ×Hs−1(S1,R2), s ≥ 2, we consider the Lagran-
gian
L(ϕ, ϕ˙) = 1
2
〈ϕ˙, ϕ˙〉 − 1
2
〈ϕ′,ϕ′〉 + 1
4
〈ϕ,ϕ〉2
where 〈 , 〉 is the L2 inner product, the dot denotes time derivative, and the prime
space derivative. Then the integral curves ϕ(t) of the corresponding Euler–Lagrange
equation are in fact periodic solutions of the nonlinear wave equation
ϕ¨(t) = ϕ(t)′′ + ϕ(t)|ϕ(t)|2.
The lagrangian L is invariant under the two following commuting actions:
L : SO(2) × (Hs × Hs−1) −→ Hs × Hs−1, LA(ϕ,ψ)(s) = (A· ϕ(s),A· ψ(s))
R : S1 × (Hs × Hs−1) −→ Hs × Hs−1, Rα(ϕ,ψ)(s) = (ϕ(s + α),ψ(s + α)).
As before, it should be formally possible to apply thePoisson reduction by stages. Since
the action of SO(2) on Ps := Hs × Hs−1 − {(0, 0)} is smooth free and proper, the first
reduced space Ps/SO(2) is a Hilbert manifold (see [2], Chapter III, Proposition 10).
Some problems occur for the second reduced space. In fact, as was the case in
the first example, the action of S1 on Ps/SO(2) induced by R is neither free nor
C1. The same problems arise in the symplectic reduction by stages where S1 acts
on J−1SO(2)(µ)/SO(2) or on J
−1
µ,S1
(ν). Here JSO(2), JS1 denote the momentum map-
pings for the corresponding actions, and Jµ,S1 denotes the map induced by JS1 on
J−1SO(2)(µ)/SO(2).
In order to solve these two problems simultaneously, we will define, in Sect. 2, a
precise notion of a non-smooth action of a finite dimensional Lie group on a collection
of smooth Banach manifolds. We will see that the actions that appear in the previous
examples are particular cases of these non-smooth actions. In Sect. 3 we shall show
that the non-smooth actions we consider admit slices. This fact will be useful in the
study of the geometric properties of the orbit type sets, the isotropy type sets, the fixed
point sets, and of the orbit space. Due to the fact that the action is not smooth, the
isotropy strata are not smoothmanifolds. However, we will prove in Sect. 4 that, in the
case all the isotropy groups are conjugated, the orbit space is a topological Banach
manifold, by constructing explicit charts. Then we shall prove that the changes of
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charts are C1 with respect to a weaker topology. This will allow us to define in Sect. 5
a weak tangent bundle for the orbit space, the notion of weak differentiable curves,
as well as the notion of differentiable functions on the orbit space. The goal of Sect. 6
is to apply all the results of this paper to the case of the motion of the incompressible
fluid in order to carry out in a precise sense the Poisson reduction by stages relative
to the commuting actions R and L given in the first example.
2 Non-smooth actions and their orbits
Let {Qs|s > s0} be a collection of smooth Banachmanifolds such that for all r > s > s0
there is a smooth inclusion j(r,s) : Qr ↪→ Qs with dense range satisfying the following
condition: for all q ∈ Qr, the range of the tangent map Tqj(r,s) : TqQr −→ TqQs is
dense. Density in these two conditions is always relative to the ambient spacesQs and
TqQs, respectively. In addition, we suppose that for each chart ϕs : Us −→ TqQs of
Qs at q ∈ Qr, r > s, the map ϕr := ϕs|Us ∩ Qr takes values in TqQr and is a chart for
Qr. If these hypotheses hold, {Qs | s > s0} is called a chain of Banach manifolds.
Typical examples of chains of Banach manifolds are the collections of manifolds
of maps Qs := Hs(M,N), s > dim M2 , or Qs := Cs(M,N), s ≥ 1, where M and N are
compact and oriented finite dimensional manifolds (M possibly with boundary).
We suppose that each Qs, s > s0 carries a weak Riemannian metric γs which does
not depend on s, that is j∗(r,s)γs = γr. So we will suppress the index s and this metric
will be denoted simply by γ .
For example, on Hs(M,N) or Cs(M,N) we can consider the L2 metric
γ (f )(uf , vf ) :=
∫
M
g(f (x))(uf (x), vf (x))µ(x)
where g is a Riemannian metric on N and µ is a volume form on M.
Let G be a finite dimensional Lie group. We suppose that for all s > s0 we have a
proper and continuous action
 : G × Qs −→ Qs, (g,q) = g(q) = q(g)
of G on Qs compatible with the restrictions j∗(r,s), that is,
•  is a continuous map for every s > s0;
•  is proper, which means that for each convergent sequences (qn)n∈N and
(gn(qn))n∈N in Qs, there exists a convergent subsequence (gnk)k∈N of (gn)n∈N
in G;
• each homeomorphism g commutes with all the maps j(r,s) which means that the
action does not depend on s.
As a consequence of the properness assumption, we obtain that the isotropy groups
Gq := {g ∈ G |g(q) = q} are compact.
Finally we suppose that:
(1) For all s > s0 and for all g ∈ G:
g : Qs −→ Qs is smooth. (2.1)
(2) For all s > s0 + 1 and for all q ∈ Qs:
q : G −→ Qs−1 is C1. (2.2)
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As a consequence of (2), we obtain that for s > s0 + 1 the infinitesimal generators
of this action are not vector fields on Qs but they are sections of the smooth vector
bundle TQs−1|Qs → Qs. Locally, this vector bundle is the product of an open set in
the model of Qs and of the model Banach space of Qs−1. Indeed, denoting by ξQs the
infinitesimal generator associated to ξ ∈ g := TeG, we have, for all q ∈ Qs, s > s0 + 1:
ξQs(q) = ddt
∣
∣
∣
∣
t=0
exp(tξ)(q) = Teq(ξ) ∈ TqQs−1.
Example A typical example of such an action is
 : G × Hs(G,M) −→ Hs(G,M), (g, η) := η ◦ Rg
whereG is a compact finite dimensional Lie group,M is a compact finite dimensional
manifold, s > dim G2 , and Rg is the right multiplication in G, that is, Rg(h) = hg.
Using the fact that G can be viewed as a submanifold of Dr(G), the group of class
Hr-diffeomorphisms ofG, r > dim G2 + 1 (see Lemma 2.1 below), and the fact that the
composition
◦ : Dr(G) × Hs(G,M) −→ Hs(G,M), (γ , η) −→ η ◦ γ
is continuous for r ≥ s (by Lemma 3.1 of [5]), we obtain that  is a continuous action.
For all g ∈ G, the map
g : Hs(G,M) −→ Hs(G,M), g(η) = η ◦ Rg
is smooth by the α-Lemma (see Proposition 3.4 of [5]) and the tangent map is given
by Tg(vη) = vη ◦ Rg, for vη ∈ TηHs(G,M). So hypothesis (2.1) is verified.
We now check hypothesis (2.2). For all η ∈ Hs(G,M), s > dim G2 + 1, the map
Dr(G) −→ Hs−1(G,M), γ −→ η ◦ γ
is of class C1 by the proof of Proposition 3.4 of [5], for r sufficiently large. Since G is
a submanifold of Dr(G), the map
η : G −→ Hs−1(G,M), η(g) = η ◦ Rg
is of classC1, and its tangentmap is given byTη(ξg)(h) = Tη(TLh(ξg)), for ξg ∈ TgG,
and where Lg(h) = gh. Remark that Tη(ξg) is in Tη(g)Hs−1(G,M) and does not
belong to Tη(g)Hs(G,M), in general. So the map
η : G −→ Hs(G,M)
cannot be C1 in general.
In Sect. 6 we will prove that with Qs = Xsdiv(M), s > s0 = dim M2 , the action
l : Iso+ × Xsdiv(M) −→ Xsdiv(M),
defined in Sect. 1, is continuous and verifies the hypotheses (2.1) and (2.2).
In a similar way, for the second example treated in the Sect. 1, choosing Qs =
Ps/SO(2), s > s0 = 32 , we see that the action of S1 induced by R is continuous and
verifies the same hypotheses.
We now prove the following Lemma.
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Lemma 2.1 G is a submanifold of Dr(G), for all r > dim G2 + 1.
Proof We identify G with the subgroup {Rg : G −→ G | g ∈ G} of Dr(G). Recall that
the model of Dr(G) is the Hilbert space TeDr(G) = Xr(G), consisting of the class Hr
vector fields on G. A chart of Dr(G) at e = idG is given by
ψ : U ⊂ Xr(G) −→ Dr(G), ψ(X) = Exp ◦X,
where Exp : TG −→ G is the map defined by Exp |TgG = expg, for expg(ξg) :=
Lg(exp(TLg−1(ξg))), and exp : g → G the exponential map of the Lie group G.
Let XL(G) := {X ∈ X(G) | (Lg)∗X = X,∀ g ∈ G} be the space of left-invariant
vector fields on G. Then we have the isomorphism g −→ XL(G), ξ −→ XLξ where
XLξ (g) := TeLg(ξ). Since XL(G) is finite dimensional, it is a closed subspace of the
Hilbert space Xr(G) and the topology induced by Xr(G) on XL(G) coincides with the
one induced by the identification with g. To show that XL(G) is in fact the model ofG
viewed as a submanifold of Dr(G), it suffices to see that ψ(U ∩ XL(G)) = ψ(U) ∩ G.
unionsq
Denote by Orb(q) := {g(q) | g ∈ G} ⊂ Qs the orbit of q ∈ Qs. Since ξQs(q) is
not in TqQs, Orb(q) can not be a submanifold of Qs. However we have the following
result.
Theorem 2.2 For all q ∈ Qs, s > s0 + 1, Orb(q) is a submanifold of Qs−1 and
Tq Orb(q) = {ξQs(q) | ξ ∈ g} ⊂ TqQs−1.
Proof TheC1 mapq : G −→ Qs−1 induces theC1 map ˜q : G/Gq −→ Qs−1 defined
byq = ˜q ◦πG,Gq , where πG,Gq : G −→ G/Gq is the projection given by πG,Gq(g) =
gGq. Since ˜q(G/Gq) = Orb(q), we will prove that ˜q is an embedding. It suffices to
show that ˜q is a closed injective immersion. This can be proven like in the usual case
of a smooth action on a finite dimensionalmanifold (see Corollary 4.1.22 inRef. [1] for
example). It just remains to show that the range ofT[e]˜q is closed and split inTqQs−1.
This is true because T[e]˜q(T[e](G/Gq)) is a finite dimensional vector space. unionsq
3 The slice theorem and its consequences
Recall that in the case of a smooth and proper action  : G × M −→ M of a finite
dimensional Lie groupG on a finite dimensional manifoldM, the existence of slices is
a key fact in the study of the geometric properties of the submanifolds MH , MH , and
M(H) and of the stratification of the orbit space M/G. In the more general case of a
continuous action on an infinite dimensional Banachmanifold, we adopt the following
definition of a slice (see for exampleTheorem7.1 inRef. [5] orTheorem4.1 inRef. [8]).
Definition 3.1 A slice at q ∈ Qs is a submanifold Sq ⊂ Qs containing q such that:
(S1) if g ∈ Gq, then g(Sq) = Sq,
(S2) if g ∈ G and g(Sq) ∩ Sq = ∅, then g ∈ Gq,
(S3) there is a local section χ : G/Gq −→ G defined in a neighborhood V([e]) of [e]
in G/Gq such that the map
F : V([e]) × Sq −→ Qs, F([g],q) := χ([g])−1(q)
is an homeomorphism onto a neighborhood U of q.
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Note that usually we take F([g],q) := χ([g])(q) but it will be more natural to use
F([g],q) := χ([g])−1(q).
In finite dimensions and in the case of a smooth action, the previous definition is
equivalent to the usual ones (see [14] for equivalent definitions of a slice). We will
show that slices exist for a non-smooth action verifying all the hypotheses in Sect. 2.
Note that in Palais [15] it is proven that slices exist for each continuous and proper
(in the sense given there) actionG×X −→ X of a finite dimensional Lie groupG on
a completely regular topological spaceX; nevertheless, the construction is not explicit
and so it can not be used below to construct charts for Qs/G.
Recall that the action we consider is proper, so the isotropy groupsGq are compact.
Now we prove that for each q ∈ Qs, there exist a Gq-invariant chart of Qs at q. This
result is shown, for example, in the Appendix B of Cushman and Bates [4], in the case
of a smooth and proper action on a finite dimensional manifold. We give below the
proof of this statement in order to show carefully that it is still valid in our case of a
non-smooth action on an infinite dimensional Banach manifold.
Lemma 3.2 Assume that the action  : G × Qs −→ Qs verifies all the hypotheses in
Sect. 2. Then for all q ∈ Qs there exists a chart (ψ ,V) of Qs at q such that:
(1) V isGq-invariant, andψ : V ⊂ Qs −→ TqQs verifiesψ(q) = 0 andTqψ = idTqQs ,
(2) ∀ r ∈ V,∀h ∈ Gq, we have:
ψ(h(r)) = Tqh(ψ(r)).
Proof Let (ϕ,U) be a chart of Qs at q such that ϕ(q) = 0q and Tqϕ = idTqQs . Since
Gq is compact, there exists aGq-invariant neighborhood V ⊂ U of q; see for example
Lemma 2.3.29 of Ortega and Ratiu [14] which does not use in its proof the finite
dimensionality of the manifold. LetW := ϕ(V) and let  be the action ofGq induced
on W by ϕ, that is, we have the commuting diagram
 : Gq × V ⊂ Qs 
ϕ

V
ϕ

 : Gq × W ⊂ TqQs  W.
We consider the map ψ: W ⊂ TqQs −→ TqQs defined by
ψ(vq) :=
∫
Gq
Dg−1(0)(g(vq))dg
whereDg−1 is the Fréchet derivative of the smoothmapg−1 : W ⊂ TqQs −→ TqQs
and dg is the Haar measure of the compact group Gq such that Vol(Gq) = 1.
With this definition of ψ we obtain that (see p. 301 of Cushman and Bates [4] for
details):
Dh(0)(ψ(vq)) = ψ(h(vq)),∀h ∈ Gq,∀ vq ∈ W and Dψ(0) = idTqQs .
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Define ψ := ψ ◦ ϕ : V −→ TqQs. Then Tqψ = idTqQs and we have
Dh(0)(ψ(vq)) = ψ((vq))
⇒ D(ϕ ◦ h ◦ ϕ−1)(0)(ψ(ϕ−1(vq))) = ψ(h(ϕ−1(vq)))
⇒ Tqϕ(Tqh(T0ϕ−1(ψ(ϕ−1(vq))))) = ψ(h(ϕ−1(vq)))
⇒ Tqh(ψ(ϕ−1(vq))) = ψ(h(ϕ−1(vq))), since Tqϕ = idTqQs
⇒ Tqh(ψ(r)) = ψ(h(r)),∀ r ∈ V. unionsq
We will define below a map Sq that will play a central role in the rest of the paper
and is a generalization of the map S defined in Chapter 7 of Karcher [9] in the case
of the natural S1-action on the Hilbert manifold H1(S1,M) of closed H1-curves in a
compact Riemannian manifold M without boundary. In order to define this map Sq
we will need the following Lemma.
Lemma 3.3 Let  : G × Qs −→ Qs be a continuous action. Let q ∈ Qs be such that
H := Gq is compact and let U1 be a neighborhood of q in Qs. Then there exist a
neighborhood V(H) of H in G and a neighborhood U2 of q in Qs such that:
(V(H) × U2) ⊂ U1.
Proof We have (h,q) = q,∀h ∈ H, so for all h ∈ H, there exist a neighborhood Vh
of h in H and a neighborhood Uh2 of q in Q
s such that
(Vh × Uh2 ) ⊂ U1.
Since (Vh)h∈H is an open covering of the compact group H, there exists a finite
subcovering (Vhi)i=1...n. Let
V(H) :=
n⋃
i=1
Vhi and U2 :=
n⋂
i=1
Uhi2 .
Clearly V(H) and U2 are neighborhoods of H and q; moreover:
(V(H) × U2) = 
( n⋃
i=1
Vhi × U2
)
⊂
n⋃
i=1
(Vhi × U2) ⊂
n⋃
i=1
(Vhi × Uhi2 ) ⊂ U1.
unionsq
Recall that G/H is a smooth manifold (not a group in general) whose elements
will be denoted by gH or [g]; πG,H : G −→ G/H is the projection map.
Assume now that the action : G×Qs −→ Qs verifies all the hypotheses in Sect. 2.
Let q ∈ Qs, s > s0 + 1, H := Gq, and h := TeH. Let B := (e1, . . ., ek, ek+1, . . ., en) be
a basis of g such that (e1, . . ., ek) is a basis of h. Let (ϕs−1,Us−1) be a chart of Qs−1 at
q ∈ Qs such that ϕs−1(q) = 0q and Tqϕs−1 = idTqQs−1 . Let χ : G/H −→ G be a local
section defined in a neighborhood of [e]. We define the map
Sq : V([e]) × U ⊂ G/H × Qs −→ n, Sq(gH, r) :=
n∑
i=k+1
γ (q)
(
ϕs−1(χ(gH)(r)),Ei(q)
)
ei
where the neighborhoods V(H) and U are such that (V(H) × U) ⊂ Us−1 ∩ Qs
(which is possible by the preceding Lemma), V([e]) is such that χ(V([e])) ⊂ V(H),
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n is the subspace of g generated by (ek+1, . . ., en), and Ei(q) := Teq(ei) ∈ TqQs−1 is
the infinitesimal generator associated to ei.
Remark that the map Sq depends on the basis B and on the local section χ . Note
that Sq(eH,q) = 0. Note also that if  is free at q, we have H = {e} and the map Sq
is given by
Sq : V(e) × U ⊂ G × Qs −→ g, Sq(g, r) :=
n∑
i=1
γ (q)
(
ϕs−1(g(r)),Ei(q)
)
ei. (3.1)
The following Lemma states the most important property of the map Sq.
Lemma 3.4 The map Sq is of class C1. Moreover, if we consider the map Sq(_,q) :
V([e]) ⊂ G/H −→ n, then its tangent map at eH,
TeH[Sq(_,q)] : TeH(G/H) −→ n
is invertible. More precisely, its matrix relative to the basis (ek+1, . . ., en) is given by
(
TeH[Sq(_,q)]
)
=
(
γ (q)(Ei(q),Ej(q))
)
i,j=k+1,...,n
Proof By the assumptions (2.1) and (2.2) on the action, we obtain that the map
V([e]) × U −→ Us−1, (gH, r) −→ χ(gH)(r)
is C1 as a map with values in Qs−1. Using that ϕs−1 is a smooth chart for Qs−1 and
that the bilinear form γ (q) is continuous, we obtain that Sq is C1. Now we compute
the tangent map to Sq(_,q) : V([e]) ⊂ G/H −→ n at eH. Consider the tangent map
TeπG,H : g −→ TeH(G/H); clearly we have ker(TeπG,H) = h and we obtain that
TeπG,H : n −→ TeH(G/H) is bijective, so (TeπG,H(ek+1), . . .,TeπG,H(en)) is a basis of
TeH(G/H). SinceπG,H◦exp(tej) is a curve inG/H tangent toTπG,H(ej) at eH, we have:
TeH[Sq(_,q)](TπG,H(ej)) = ddt
∣
∣
∣
∣
t=0
Sq(πG,H(exp(tej)),q)
= d
dt
∣
∣
∣
∣
t=0
n∑
i=k+1
γ (q)
(
ϕs−1(χ(πG,H(exp(tej)))(q)),Ei(q)
)
ei
= d
dt
∣
∣
∣
∣
t=0
n∑
i=k+1
γ (q)
(
ϕs−1(exp(tej)(q)),Ei(q)
)
ei
=
n∑
i=k+1
γ (q)
(
Tqϕs−1
(
d
dt
∣
∣
∣
∣
t=0
exp(tej)(q)
)
,Ei(q)
)
ei
=
n∑
i=k+1
γ (q)(Ej(q),Ei(q))ei.
So we obtain that
(
TeH[Sq(_,q)]
)
=
(
γ (q)(Ei(q),Ej(q))
)
i,j=k+1,...,n
and since γ (q) is strongly non-degenerate on any finite dimensional vector space, it
remains to show that (Ek+1(q), . . .,En(q)) is linearly independent. To prove this, we
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consider the tangent map Teq : g −→ TqQs−1. We have ker(Teq) = h. Indeed, if
ξ ∈ g is such that Teq(ξ) = 0 then we have:
d
dt
exp(tξ)(q) = dds
∣
∣
∣
∣
s=0
exp((t+s)ξ)(q) = dds
∣
∣
∣
∣
s=0
exp(tξ)(exp(sξ)(q))
= Tqexp(tξ)(Teq(ξ)) = 0,
and we conclude that exp(tξ)(q) = exp(0ξ)(q) = q for all t, so exp(tξ) ∈ Gq = H and
ξ ∈ h. Thus we obtain that Teq : n −→ TqQs−1 is injective, and (Ek+1(q), . . .,En(q))
is linearly independent since it is the image of the basis (ek+1, . . ., en) of n under the
injective linear map Teq. unionsq
For q ∈ Qs, s > s0 + 1, we define the closed codimension (n − k) subspace
Nsq := {vq ∈ TqQs | γ (q)(vq,Ei(q)) = 0, for all i = k + 1, . . .,n} (3.2)
in TqQs, where as before, B = (e1, . . ., ek, ek+1, . . ., en) is a basis of g such that
(e1, . . ., ek) is a basis of h := TeGq, and Ei(q) are the corresponding infinitesimal
generators.We can now state the following useful consequence of the properties of Sq.
Theorem 3.5 There exists a neighborhood V([e]) of eH in G/H, a neighborhood U
of q in Qs, and a map βq : U −→ V([e]) of class C1 such that for all [g] ∈ V([e]) and
r ∈ U we have:
ϕs−1(χ([g])(r)) ∈ Nsq ⇐⇒ Sq([g], r) = 0 ⇐⇒ [g] = βq(r).
Proof The first equivalence follows from the definition of Sq. For the second it suf-
fices to use the implicit function theorem since the map Sq is of class C1 and verifies
Sq(eH,q) = 0 and TeH[Sq(_,q)] is invertible, by the preceding Lemma. unionsq
Theorem 3.6 (Slice theorem) Assume that the action verifies all the hypotheses in
Sect. 2. Then for each q ∈ Qs, s > s0 + 1, there exists a slice at q.
Proof Let H := Gq. By Lemma 3.2, there exists a H-invariant chart (ψ ,V) of q at
Qs. Let γ be the metric defined by
γ (q)(uq, vq) :=
∫
H
γ (h(q))(Th(uq),Th(vq))dh,
where dh is the Haar measure on H such that Vol(H) = 1. Then we have
(h)
∗γ = γ ,∀h ∈ H.
Consider the closed codimension (n − k) subspace Nsq := {vq ∈ TqQs |
γ (q)(vq,Ei(q)) = 0, for all i = k + 1, . . .,n}, and define the submanifold
S˜q := ψ−1(Nsq ∩ ψ(V)).
By invariance of ψ and Nsq, we obtain that h(˜Sq) = S˜q for all h ∈ H, so condition
(S1) is satisfied.
We now check condition (S3). Let χ : W([e]) ⊂ G/H −→ G be a local section
defined in a neighborhood W([e]) of [e] and consider the continuous map
F : V([e]) × Sq −→ Qs, F([g],q) := χ([g])−1(q).
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By Theorem 3.5, there is a neighborhood V([e]) of eH in G/H, a neighborhood U of
q in Qs, and a C1 map βq : U −→ V([e]) such that
ψ(χ([g])(r)) ∈ Nsq ⇐⇒ [g] = βq(r).
By definition of S˜q we obtain
χ([g])(r) ∈ S˜q ⇐⇒ [g] = βq(r),
so we can define the continuous map
U ⊂ Qs −→ V([e]) × S˜q, r −→ (βq(r),χ(βq(r))(r))
and one sees that it is the inverse of themapF. This proves thatF is a homeomorphism.
Remark that for (S1) and(S3) we do not use the properness of the action.
We now show that there exists a neighborhood U of q such that choosing Sq :=
S˜q ∩ U we have condition (S2):
g(Sq) ∩ Sq = ∅ ⇒ g ∈ H.
By contradiction, suppose that such a neighborhood does not exist. So, without loss
of generality, we can consider a H-invariant fundamental system of neighborhoods
(Um)m∈N of q such that for all m ∈ N we have the following property:
there exists gm /∈ H such that gm(Smq ) ∩ Smq = ∅, where Smq := S˜q ∩ Um.
Note that gm(S
m
q ) ∩ Smq = ∅ if and only if g−1m (Smq ) ∩ Smq = ∅. So for all m there
exists gm /∈ H and rm ∈ Smq such that gm(rm) ∈ Smq . Then we have rm −→ q and
gm(rm) −→ q and by properness of the action we obtain the existence of a subse-
quence (gmk)k∈N ⊂ (gm)m∈N and of an element g ∈ G such that gmk −→ g. Therefore,
g(q) = q and hence g ∈ H.
Let V([e]) be a neighborhood of [e] in G/H and V(H) := π−1G,H(V([e]) a neighbo-
rhood of H in G. We can suppose that gmk ∈ V(H). Since gmk (rmk) ∈ S
mk
q , we have
Smkq  gmk (rmk) = χ(πG,H(gmk ))h(rmk) = χ(πG,H(gmk ))(h(rmk)),
where h ∈ H. For sufficiently small V([e]), we have [gmk ] = βq(h(rmk)). But
by (S1) we know that h(rmk) ∈ Smq and hence βq(h(rmk)) = eH. Thus we ob-
tain that [gmk ] = eH and so gmk ∈ H. This last affirmation is a contradiction.unionsq
Here are two immediate consequences of the Slice Theorem:
(1) For all s ∈ F(V([e]) × Sq) ∩ Sq we have Gs ⊂ Gq.
Indeed, g ∈ Gs implies g(s) = s, but since s ∈ Sq we obtain g(Sq) ∩ Sq = ∅.
So by (S2) we have g ∈ Gq.
(2) For all r ∈ F(V([e]) × Sq), Gr is conjugated to a subgroup of Gq.
Indeed, r ∈ F(V([e]) × Sq) implies r = χ([g])−1(s) with s ∈ Sq. So Gr is conju-
gated to Gs. Since s ∈ F(V([e]) × Sq) ∩ Sq, by (1) we obtain that Gs ⊂ Gq.
We now study the geometric properties of some important subsets of Qs. If H is a
subgroup of G, we denote by
(Qs)H := {q ∈ Qs |Gq ⊃ H}
the H-fixed point set, by
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(Qs)H = {q ∈ Qs |Gq = H}
the H-isotropy type set, and by
(Qs)(H) := {q ∈ Qs |Gq is conjugated to H}
the (H)-orbit type set. We have (Qs)H ⊂ (Qs)H . It is well known that in the case of a
smooth and proper action  : G × M −→ M on a finite dimensional manifold M, we
obtain that MH ,MH , and M(H) are submanifolds of M and that MH is an open subset
of MH . We will see that some of these results are still valid in our case.
Define for q ∈ (Qs)H the closed subspace
[TqQs]H := {vq ∈ TqQs |Tqh(vq) = vq, ∀h ∈ H}.
Theorem 3.7 Assume that the action  : G × Qs −→ Qs verifies all the hypotheses in
Sect. 2. Let H be a compact subgroup of G. Then (Qs)H is a smooth submanifold of
Qs whose tangent space at q ∈ (Qs)H is Tq(Qs)H = [TqQs]H.
Proof If q ∈ (Qs)H , using the preceding lemma and the fact that H ⊂ Gq, there
exists a chart (ψ ,V) of Qs at q such that ψ(h(r)) = Tqh(ψ(r)),∀ r ∈ V,∀h ∈ Gq.
So we obtain that ψ(V ∩ (Qs)H) = ψ(V) ∩ [TqQs]H , which proves that (Qs)H is a
submanifold of Qs whose tangent space at q is given by Tq(Qs)H = [TqQs]H . unionsq
Theorem 3.8 Assume that the action  : G × Qs −→ Qs verifies all the hypotheses in
Sect. 2. Let H be a compact subgroup of G. Then for all s > s0 + 1, (Qs)H is an open
subset of the manifold (Qs)H.
Proof Let q ∈ (Qs)H . We will find a neighborhood of q in (Qs)H which is included
in (Qs)H . It suffices to consider the open set (Qs)H ∩ F(V([e]) × Sq) in (Qs)H . Indeed
for each r ∈ (Qs)H ∩ F(V([e]) × Sq) we have H ⊂ Gr and by the consequence (2) of
the Slice Theorem, we know that Gr is conjugated to a subgroup of Gq = H. So we
must have Gr = H and we obtain r ∈ (Qs)H . This proves that (Qs)H ∩ F(V([e]) × Sq)
is an open neighborhood of q in (Qs)H . unionsq
Corollary 3.9 Assume that the action  : G × Qs −→ Qs verifies all the hypotheses in
Sect. 2. Let H be a compact subgroup of G. Then for s > s0+1, (Qs)H is a submanifold
of Qs.
We have not succeeded in proving that the (H)-orbit type set (Qs)(H) is a subma-
nifold of Qs. In fact, all the proofs of this statement in the usual finite dimensional
situation use the smoothness of  on G × M in a crucial manner. However, we will
show in the next section in which sense (Qs)(H) carries a smooth structure.
4 Geometric properties of the orbit space and of the (H)-orbit type sets
In this section we assume that the action  verifies all the hypotheses made in Sect. 2.
Moreover we suppose that all the isotropy groups are conjugated to a given one, say
H. We consider the orbit space Qs/G endowed with the quotient topology. Recall
that the projection π : Qs −→ Qs/G is a continuous open map. We will denote by
ω, υ. . . ∈ Qs/G the orbits and by qω,qυ , . . . ∈ Qs the elements of Qs that belong to
the corresponding orbits, that is, qω ∈ π−1(ω),qυ ∈ π−1(υ).
300 Ann Glob Anal Geom (2007) 31:287–328
The first goal of this section is to show that the orbit space Qs/G is a (Banach)
topological manifold. In order to do that, we will construct explicit charts for Qs/G.
We will see that Qs/G is not a smooth manifold. However, with these charts, we will
show in the second part of this section, that Qs/G shares many properties with a
C1-manifold. For example, we will be able to define a notion of tangent bundle as
well as a notion of differentiable function for Qs/G. Our construction of charts is
inspired by the method used by H. Karcher to prove the local contractibility of the set
H1(S1,M)/S1 (see Chapter 7 of Karcher [9]). This construction is done in several steps
given in the following two lemmas. Recall at this point the definition of Nsq in (3.2).
Lemma 4.1 Let q ∈ Qs, s > s0 + 1, and let (ψ ,V) be a Gq-invariant chart of Qs at q
(whose existence is proved in Lemma 3.2). Then for V sufficiently small, the continuous
map
π ◦ ψ−1 : Nsq ∩ ψ(V) −→ Qs/G
is injective.
Proof For V sufficiently small, Sq := ψ−1(Nsq ∩ ψ(V)) is a slice at q. Let uq, vq ∈
Nsq ∩ ψ(V) such that π(ψ−1(uq)) = π(ψ−1(vq)). Then we have π(s1) = π(s2) with
s1 = ψ−1(uq), s2 = ψ−1(vq) ∈ Sq. Sowe have s1 = g(s2) andweobtainq(Sq)∩Sq =
∅. By (S2), we have g ∈ Gq. By the consequence (1) of the Slice Theorem, we know
that Gs2 ⊂ Gq, but since all the isotropy groups are conjugated, we have Gs2 = Gq.
So we obtain that s1 = g(s2) = s2. This proves that uq = vq. unionsq
Lemma 4.2 Let q ∈ Qs, s > s0 + 1, and let (ψ ,V) be a chart of Qs at q. We can choose
a neighborhood U of q in Qs such that the continuous map
Bq : U ⊂ Qs −→ Nsq, Bq(r) := ψ(χ(βq(r))(r))
does not depend on the choice of the representative in the equivalence class of r inter-
sected with U. So, for all ω ∈ Qs/G and qω ∈ π−1(ω) we can define the map Bqω such
that the following diagram commutes:
U
π

Bqω





U Bqω
 Nsqω ,
where U := π(U) is a neighborhood of ω in Qs/G. Furthermore, the map Bqω is
continuous and injective.
Proof Let r, r¯ ∈ U be in the same orbit, that is, r¯ = g(r). We show that Bqω (r) =
Bqω (r¯). We have
χ(βq(r¯))(r¯) = χ(βq(r¯))g(r) = χ(βq(r¯))gχ(βq(r))−1(χ(βq(r))(r)) = h(χ(βq(r))(r)),
where h := χ(βq(r¯))gχ(βq(r))−1). Since χ(βq(r¯))(r¯),χ(βq(r))(r) ∈ Sq, we have h ∈ Gq
by (S2). So we obtain that h(χ(βq(r))(r)) = χ(βq(r))(r), by the consequence (1) of
the Slice Theorem combined with the fact that all isotropy groups are conjugated.
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Since the value Bqω (r) does not depend on the choice of the representative in the
equivalence class of r intersected withU, we can define the map Bqω : U −→ Nsqω such
that Bqω = Bqω ◦ π ; it is continuous by construction.
We now show that Bqω is injective. So let υ, τ ∈ U such that Bqω (υ) = Bqω (τ ). Then
choosing any rυ ∈ π−1(υ) ∩ U and rτ ∈ π−1(τ ) ∩ U we have:
Bqω (υ) = Bqω (τ ) ⇒ Bqω (rυ) = Bqω (rτ )
⇒ χ(βqω (rυ ))(rυ) = χ(βqω (rτ ))(rτ )
⇒ π(rυ) = π(rτ )
⇒ υ = τ . unionsq
Theorem 4.3 Let ω ∈ Qs/G, s > s0 + 1, qω ∈ π−1(ω), and (ψ ,V) a chart of Qs at qω.
We can choose the neighborhood U of ω in Qs/G such that the map
Bqω : U ⊂ Qs/G −→ Bqω (U) ⊂ Nsqω
is an homeomorphism between open subsets with inverse given by π ◦ψ−1. So Qs/G is
a topological manifold (with the quotient topology)modeled on the Banach space Nsqω .
Proof We proceed in several steps.
(1) By Lemma 4.1, for V sufficiently small, the continuous map π ◦ ψ−1 : Nsqω ∩
ψ(V) −→ Qs/G is injective.
(2) By Lemma 4.2 there is a neighborhood U of ω such that Bqω : U −→ Bqω (U) is
continuous and bijective. We can choose U such that Bqω (U) ⊂ Nsqω ∩ ψ(V).
(3) So we can compose the maps
U Bqω−−−−−−−→ Bqω (U)
π◦ψ−1−−−−−−−→ π
(
ψ−1
(Bqω (U)
))
to get
(
π ◦ ψ−1 ◦ Bqω
)
(υ) = π
(
ψ−1
(
Bqω (rυ)
)) = π
(
ψ−1
(
ψ
(
χ(βqω (rυ ))(rυ)
))) = υ,
that is, π ◦ ψ−1 ◦ Bqω is the identity map on U . Thus we conclude that:
• π (ψ−1 (Bqω (U)
)) = U , so it is an open subset of Qs/G,
• Bqω (U) = (π ◦ ψ−1)−1 (U), so it is an open subset of Nsqω , and
• π ◦ ψ−1 = (Bqω
)−1.
This shows thatQs/G is a topological manifold (with the quotient topology) modeled
on the Banach space Nsqω . unionsq
Now a natural question arises: isQs/G a differentiable manifold relative to the na-
turally induced differentiable structure? The answer is no. By contradiction, suppose
it is the case, so π : Qs −→ Qs/G is a locally trivial fiber bundle and we can take
the tangent map Tqπ : TqQs −→ Tπ(q)(Qs/G) whose kernel is the vertical subspace
VqQs = ker(Tqπ). We know that the vertical subspace is generated by the infinitesi-
mal generators at q, that is, VqQs = {ξQs(q) | ξ ∈ g}. This is a contradiction because,
in general, ξQs(q) /∈ TqQs (recall that we only have ξQs(q) ∈ TqQs−1). Since Qs/G
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is not a differentiable manifold, we cannot define the tangent bundle or C1 curves in
the usual way. To overcome this difficulty, we will use that changes of charts (which
are not differentiable in the usual sense) are not only homeomorphisms, but are also
differentiable relative to a weaker topology (in fact Hs−1). This agrees with the fact
that our vertical subspace is a subset of TQs−1|Qs.
For simplicity we suppose that the action  is free, but all the following results are
still true in the case when all the isotropy groups are conjugated.
In the following definition, we give a generalization of the notion of C1 curves in
Qs and Nsq. Differentiating these curves we obtain a generalization of the notion of
tangent vectors to Qs and Nsq.
Definition 4.4 Let s > s0 + 1.
(i) For I open in R we define the set
C1W(I,Q
s) := C0(I,Qs) ∩ C1(I,Qs−1)
of continuous curves in Qs which are continuously differentiable with respect
to the Qs−1 differentiable structure. The set C1W(I,Nsq) is defined in the same
way. Such curves will be called weakly-differentiable.
(ii) For q ∈ Qs, the weak tangent space of Qs at q is defined by
TWq Q
s := {d˙(0) ∈ TqQs−1 |d ∈ C1W(I,Qs),d(0) = q}.
The set TWvqN
s
q is defined in the same way.
(iii) The weak tangent bundle of Qs is defined by
TWQs :=
⋃
q∈Qs
TWq Q
s.
The set TWNsq is defined in the same way.
Note that TWq Q
s is a vector space and that we have the inclusions TqQs ⊂ TWq Qs ⊂
TqQs−1, for all q ∈ Qs. The same is true for Nsq. Since Nsq is a vector space, TWvqNsq
does not depend on vq and we prefer the notation (Nsq)
W := TWvqNsq. The previous
inclusions become in this case Nsq ⊂ (Nsq)W ⊂ Ns−1q and the tangent bundle is
TWNsq = Nsq × (Nsq)W . We endow TWq Qs and (Nsq)W with the topology of TqQs−1
and Ns−1q , respectively. Note that for all q ∈ Qs and ξ ∈ g, we have ξQs(q) ∈ TWq Qs,
since ξQs(q) = ddt
∣
∣
∣
t=0 exp(tξ)(q) and the curve t → exp(tξ)(q) is in C
1
W(I,Q
s) by the
hypothesis 2.2 on the G-action.
Now we consider the regularity of the map Bq. To be more precise we will use the
notation Bsq instead of Bq. Recall that B
s
q is given by
Bsq : U ⊂ Qs −→ Nsq, Bsq(r) := ϕs(βq(r)(r)).
Note that βq is C1 by Theorem 3.5 and that  is C1 as a map with values in Qs−1 by
the working hypothesis on the action (2.2). Hence r ∈ U → βq(r)(r) ∈ Qs−1 is a C1
map. Since we can think of the chart ϕs of Qs at q as the restriction of a chart ϕs−1 of
Qs−1 at q, we can choose U such that
Bsq ∈ C1
(
U,Ns−1q
)
.
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Interpreted this way, we can compute the tangentmap at r in the direction vr ∈ TQs|U.
We have by Lemma 4.2
TrBsq(vr) = Tβq(r)(r)ϕs−1
(
Trβq(r)(vr) + Tβq(r)r(Trβq(vr))
)
. (4.1)
Now we will show that this tangent map
TBsq : TQ
s|U −→ Nsq × Ns−1q
makes sense and is continuous on the larger space TQs−1|U. Indeed, by the assump-
tion (2.1), the term Trβq(r)(vr) makes sense for all vr ∈ TQs−1|U. It remains to show
that Trβq(vr) makes sense for vr ∈ TQs−1|U.
By Theorem 3.5 we have Sq(βq(r), r) = 0 for r in a neighborhood of q. Differentia-
ting this expression relative to r, we obtain
Tβq(r)[Sq(_, r)](Trβq(vr)) + Tr[Sq(βq(r), _)](vr) = 0.
By Theorem 3.5 again, we know that Tβq(r)[Sq(_, r)] is invertible in a neighborhood
of q, so we obtain
Trβq(vr) = −
(
Tβq(r)[Sq(_, r)]
)−1
Tr[Sq(βq(r), _)](vr).
Thus it suffices to show that Tr[Sq(βq(r), _)](vr) is well-defined for vr ∈ TQs−1|U. This
is true because (3.1) implies the formula
Tr[Sq(g, _)](vr) =
n∑
i=1
γ (q)
(
Tg(r)ϕ
s−1(Tg(vr)),Ei(q)
)
ei.
So the tangent map TBsq makes sense on TQ
s−1|U and therefore on TWQs|U. We will
denote by
TWBsq : T
WQs|U −→ Nsq × Ns−1q
this extension. Remark that if s > s0+2 we haveTWBsq = TBs−1q onTWQs|U. The fol-
lowing Lemma shows that TWBsq takes values in T
WNsq = Nsq × (Nsq)W ⊂ Nsq ×Ns−1q ,
that is,
TWBsq : T
WQs|U −→ TWNsq = Nsq × (Nsq)W .
Lemma 4.5 Let q ∈ Qs, s > s0 + 2, and U neighborhood of q in Qs such that Bsq is de-
fined on U. Let d ∈ C1W(I,Qs) such that d(t) ∈ U for all t ∈ I. Then Bsq ◦d ∈ C1W(I,Nsq)
and we have
d
dt
(Bsq ◦ d)(t) = TWd(t)Bsq(d˙(t)). (4.2)
Proof It is clear that Bsq ◦ d ∈ C0(I,Nsq) so we have to show that Bsq ◦ d ∈ C1(I,Ns−1q ).
Recall that Bq(d(t)) = ϕs(βq(d(t))(d(t))). For all u ∈ I, by (2.1), we have
I
C1−→ Qs−1 C∞−→ Qs−1
t −→ d(t) −→ βq(d(u))(d(t)).
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Since d ∈ C1(I,Qs−1), using Theorem 3.5 (for s− 1, which is allowed since we assume
s > s0 + 2), and (2.2), we get for all t ∈ I
I
C1−→ Qs−1 C1−→ G C1−→ Qs−1
u −→ d(u) −→ βq(d(u)) −→ βq(d(u))(d(t))
So Bsq ◦ d ∈ C1(I,Ns−1q ).
To prove formula (4.2) recall that d ∈ C1(I,Qs−1) and Bs−1q ∈ C1(U,Ns−2q ), so by
the chain rule we have Bs−1q ◦ d ∈ C1(I,Ns−2q ) and
d
dt
(Bs−1q ◦ d)(t) = Td(t)Bs−1q (d˙(t)).
Sinced(t) ∈ U wehaveBs−1q ◦d = Bsq◦d, and aswas discussed before,Td(t)Bs−1q (d˙(t)) =
TWd(t)B
s
q(d˙(t)). So we conclude that
d
dt
(Bsq ◦ d)(t) = TWBsq(d˙(t))
where Bsq ◦ d is derived as a curve in C1(I,Ns−2q ). But we know that we have in fact
Bsq ◦ d ∈ C1(I,Ns−1q ) so in the preceding formula Bsq ◦ d is derived as a curve in
C1(I,Ns−1q ). unionsq
Now we state an important result of this section. It says in which sense the change
of charts is differentiable. This will be useful in the construction of a tangent bundle
of Qs/G.
Theorem 4.6 Let ω, υ ∈ Qs/G, s > s0 + 2, and (U1,Bqω ), (U2,Bqυ ) be two charts of
Qs/G such that U1 ∩ U2 = ∅. Then the change of charts
F := Bqυ ◦ B−1qω : Bqω (U1 ∩ U2) ⊂ Nsqω −→ Bqυ (U1 ∩ U2) ⊂ Nsqυ
is C1 as a map with values in Ns−1qυ .
Proof By construction of the charts, see Lemma 4.2, we have U1 = π(U1) and U1 =
π(U1) where U1 is a neighborhood of qω and U2 a neighborhood of qυ . Recall that
Bqυ is defined such that Bqυ ◦ π = Bqυ : U2 −→ Nsqυ , where Bqυ (r) = ψ s(βqυ (r)(r)).
Let vqω ∈ Bqω (U1 ∩ U2) and let τ := B−1qω (vqω ) = (π ◦ (ϕs)−1)(vqω ) ∈ U1 ∩ U2. Since
π((ϕs)−1(vqω )) ∈ U2 = π(U2), there exists g0 ∈ G such thatg0((ϕs)−1(vqω )) ∈ U2. By
continuity ofg0 , there exists a neighborhoodV of (ϕ
s)−1(vqω ) such thatg0(V) ∈ U2.
Since vqω ∈ Bqω (U1 ∩ U2) we can assume that ϕs(V) ∩ Nsqω ⊂ Bqω (U1 ∩ U2).
So for all uqω in the neighborhood ϕ
s(V) ∩ Nsqω of vqω , we have:
F(uqω ) = Bqυ
(
B−1qω (uqω )
)
= Bqυ
(
π((ϕs)−1(uqω ))
)
= Bqυ
(
π(g0((ϕ
s)−1(uqω )))
)
= Bqυ (g0((ϕs)−1(uqω ))), since g0((ϕs)−1(uqω )) ∈ U2
= ϕs
(
βqυ (g0 ((ϕ
s)−1(uqω )))
(
g0((ϕ
s)−1(uqω ))
))
.
Ann Glob Anal Geom (2007) 31:287–328 305
An inspection of this formula (using the assumption (2.2) and the fact that the chart ϕs
of Qs can be seen as the restriction of a chart ϕs−1 of Qs−1) shows that, in a neighbo-
rhood of vqω ,F isC
1 as amapwith values inNs−1qυ . Doing that for all vqω ∈ Bqω (U1∩U2)
we obtain the desired result. unionsq
Now we consider the tangent map to F:
TF : Bqω (U1 ∩ U2) × Nsqω → Bqυ (U1 ∩ U2) × Ns−1qυ ,
TF(uqω , vqω ) :=
(
F(uqω ),DF(uqω )(vqω )
)
.
As it was the case for Bq, TF makes sense and is continuous on the larger space
Bqω (U1 ∩ U2) × (Nsqω )W . We will denote by
TWF : Bqω (U1 ∩ U2) × (Nsqω )W −→ Bqυ (U1 ∩ U2) × Ns−1qυ
this extension. As in Lemma 4.2 we can show that for d ∈ C1W(I,Nsqx), s > s0 + 2, such
that d(t) ∈ U for all t ∈ I, we have F ◦ d ∈ C1W(I,Nsqy) and
d
dt
(F ◦ d)(t) = TWd(t)F(d˙(t)). (4.3)
Thus TWF takes values in Bqυ (U1 ∩ U2) × (Nsqυ )W , that is
TWF : Bqω (U1 ∩ U2) × (Nsqω )W −→ Bqυ (U1 ∩ U2) × (Nsqυ )W .
Of course Theorem 4.6 and all previous remarks are valid for F−1 = Bqω ◦ (Bqυ )−1 :
Bqυ (U1 ∩ U2) ⊂ Nsqυ −→ Bqω (U1 ∩ U2) ⊂ Nsqω and we can construct the tangent map
TW(F−1). We have naturally the following property.
Theorem 4.7 Under the hypothesis of the preceding theorem,
TWF : Bqω (U1 ∩ U2) × (Nsqω )W −→ Bqυ (U1 ∩ U2) × (Nsqυ )W
is an homeomorphism whose inverse is given by TW(F−1).
Proof As we remarked before, TWF is clearly continuous on Bqω (U1 ∩U2)× (Nsqω )W .
Let d ∈ C1W(I,Nsqx), so we have F ◦ d ∈ C1W(I,Nsqy) and we can compute:
d˙(t) = d
dt
(F−1 ◦ F ◦ d)(t)
= TWF(d(t))(F−1)
(
d
dt
(F ◦ d)(t)
)
with formula (4.3), still valid for F−1
= TWF(d(t))(F−1)
(
TWd(t)F(d˙(t))
)
with formula (4.3) again. unionsq
Definition 4.8 For s > s0 + 1 and I open in R we define the set C1W(I,Qs/G) of
weakly-differentiable curves in Qs/G as follows:
c ∈ C1W(I,Qs/G) if and only if for all t0 ∈ I there exists ε > 0 and d ∈
C1W(]t0 − ε, t0 + ε[,Qs) such that
c = π ◦ d on ]t0 − ε, t0 + ε[ ⊂ I.
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The following theorem shows that in a chart the notion of weakly-differentiable
curves in Qs/G coincides with the notion of weakly-differentiable curves in Nsq given
in Definition 4.4.
Theorem 4.9 Let s > s0 + 2 and I be open in R. Then c ∈ C1W(I,Qs/G) if and only
if for all charts we have Bq ◦ c ∈ C1W(I′,Nsq), where I′ is an open subset of I such that
Bq ◦ c is well-defined.
Proof If c ∈ C1W(I,Qs/G) then, by definition, c = π ◦ d on ]t0 − ε, t0 + ε[, where
d ∈ C1W(]t0−ε, t0+ε[,Qs). Soweobtain thatBq◦c = Bq◦d ∈ C1W(I′,Nsq)byLemma4.2.
Conversely, let t0 ∈ I, ω := c(t0) and q ∈ π−1(ω). We have Bq ◦ c ∈ C1W(]t0 −
ε, t0 + ε[,Nsq). Let d := (ϕs)−1 ◦ Bq ◦ c. Then d ∈ C1W(]t0 − ε, t0 + ε[,Qs) and
π ◦d = π ◦ (ϕs)−1 ◦Bq ◦ c = c. Doing that for each t0 ∈ I shows that c ∈ C1W(I,Qs/G).unionsq
Now we are ready to construct the tangent space of the isotropy strata. This will
be done using the notion of weakly-differentiable tangent curves at one point.
Definition 4.10 Let ω ∈ Qs/G, s > s0 + 2, and c1, c2 ∈ C1W(I,Qs/G) such that
c1(0) = c2(0) = ω. We define the following relation:
c1
ω∼ c2 ⇐⇒ ddt
∣
∣
∣
∣
t=0
(Bq ◦ c1)(t) = ddt
∣
∣
∣
∣
t=0
(Bq ◦ c2)(t)
where Bq is any chart at ω.
We emphasize that Bq ◦ ci is a curve in Nsq but it is derived as a C1 curve in Ns−1q
by Theorem 4.9.
Lemma 4.11 In the preceding definition, the relation
ω∼ does not depend on the choice
of the chart Bq. Thus ω∼ is an equivalence relation on the set C1W,ω(I,Qs/G) := {c ∈
C1W(I,Q
s/G) | c(0) = ω}, s > s0 + 2.
Proof The proof is like the standard one but we shall do it because our curves are dif-
ferentiable in aweaker sense. Let’s suppose that ddt
∣
∣
∣
t=0 (Bq◦c1)(t) =
d
dt
∣
∣
∣
t=0 (Bq◦c2)(t)
and let Br be another chart at ω. We have
d
dt
∣
∣
∣
∣
t=0
(Bq ◦ c1)(t) = ddt
∣
∣
∣
∣
t=0
(Bq ◦ (Br)−1 ◦ Br ◦ c1)(t)
= d
dt
∣
∣
∣
∣
t=0
(F ◦ (Br ◦ c1))(t)
= TWBr(ω)F
(
d
dt
∣
∣
∣
∣
t=0
(Br ◦ c1)(t)
)
because of formula (4.3).
Doing the same for c2 and using the bijectivity of TWF we obtain that:
d
dt
∣
∣
∣
∣
t=0
(Br ◦ c1)(t) = ddt
∣
∣
∣
∣
t=0
(Br ◦ c2)(t). unionsq
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Definition 4.12 Let s > s0 + 2.
(i) Let ω ∈ Qs/G. The weak tangent space of Qs/G at ω is defined by
TWω (Q
s/G) := C1W,ω(I,Qs/G)/
ω∼ .
We will denote by vω, [c]ω, or c˙(0) the elements of TWω (Qs/G).
(ii) The weak tangent bundle of Qs/G is defined by
TW(Qs/G) :=
⋃
ω∈Qs/G
TWω (Q
s/G).
(iii) Let (U ,Bqω ) be a chart of Qs/G. The weak tangent map of Bqω is defined by
TWBqω : TW(Qs/G)|U −→ Bqω (U) × (Nsqω )W ,
TWυ Bqω ([c]υ) :=
d
dt
∣
∣
∣
∣
t=0
(Bqω ◦ c)(t).
(iv) Let (U ,Bqω ) be a chart of Qs/G. The weak tangent map of (Bqω )−1 is defined by
TW(Bqω )−1 : Bqω (U) × (Nsqω )W −→ TW(Qs/G)|U ,
TWvqω (Bqω )
−1(vqω ,wqω ) := [(Bqω )−1 ◦ d](Bqω )−1(vqω )
where d ∈ C1W(I,Nsqω ) is such that d˙(0) = (vqω ,wqω ).
(v) The weak tangent map of π is defined by
TWπ : TWQs −→ TW(Qs/G), TWr π(vr) := [π ◦ d]π(r)
where d ∈ C1W(I,Qs) is such that d˙(0) = vr.
The properties of these weak tangent maps are summarized in the following
statement.
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Lemma 4.13 We have the following.
(i) TW(Bqω )−1 is well defined, that is, it does not depend on the choice of the curve d.
Moreover:
TWBqω ◦ TW(Bqω )−1 = id.
(ii) TWπ is well-defined, that is, it does not depend on the choice of the curve d.
Moreover for all charts Bqω we have on TWQs|U:
TWBqω ◦ TWπ = TW(Bqω ◦ π) = TWBqω .
(iii) Under the assumptions of Theorem 4.6 we have:
TWF = TWBqυ ◦ TW(Bqω )−1.
Proof (i) Let d(t) be a curve in C1W(I,N
s
qx) such that d˙(0) = (vqω ,wqω ) ∈ Bqω (U) ×
(Nsqω )
W . Then we get
(
TWBqω ◦ TW(Bqω )−1
)
(d˙(0)) = TW
(Bqω )−1(vqω )
Bqω
(
[(Bqω )−1 ◦ d](Bqω )−1(vqω )
)
= d
dt
∣
∣
∣
∣
t=0
(
Bqω ((Bqω )−1(d(t)))
)
= d˙(0)
by the definitions ofTWBqω andTW(Bqω )−1. This shows thatTWBqω◦TW(Bqω )−1 = id.
On the other hand, since TWvqω (Bqω )
−1(wqω ) := [(Bqω )−1 ◦ d](Bqω )−1(vqω ) =
(
TWBqω
)−1
(d˙(0)) we see that this expression depends only on d˙(0) = (vqω ,wqω ) and not on the
curve d(t) itself.
(ii) For a curve d(t) in C1W(I,N
s
qω ) such that d(0) = r ∈ U we have
TWπ(r)Bqω
([π ◦ d]π(r)
) = d
dt
∣
∣
∣
∣
t=0
(Bqω (π(d(t)))
) = d
dt
∣
∣
∣
∣
t=0
(
Bqω (d(t))
) = TWr Bqω (d˙(0))
by the definition of TWBqω and using Lemma 4.2. Since the right hand side does not
depend on d(t), it follows that TWπ(vr) := [π ◦ d]π(r) also does not depend on d(t) sa-
tisfying d˙(0) = vr. In addition, the formula shows thatTWBqω ◦TWπ = TW(Bqω ◦π) =
TWBqω .
(iii) This follows directly from the definitions. unionsq
Note that we can give TWω (Q
s/G) the structure of a vector space as it is done in the
standard case.
Theorem 4.14 Let s > s0 + 2. Then:
(i) TW(Qs/G) is a topologicalmanifoldmodeled on the spaceNsq×(Nsq)W with q ∈ Qs.
(ii) TWBqω ,TW(Bqω )−1, and TWπ are continuous maps.
Proof (i) By the third part of the previous lemma, (TWU ,TWBq) are topological
charts of TW(Qs/G), where TWU := TW(Qs/G)|U . Hence TW(Qs/G) is a topological
manifold whose model is the space Nsq × (Nsq)W with q ∈ Qs. (ii) This is obvious. unionsq
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Definition 4.15 Let q ∈ Qs, s > s0 + 2.
(i) The vertical subspace of TWq Q
s is defined by
VWq Q
s := ker
(
TWq π
)
(ii) The horizontal subspace of TWq Q
s relative to the metric γ is defined by
HWq Q
s :=
(
VWq Q
s
)⊥
where ⊥ means the othogonal complement with respect to the inner product γ (q).
The following lemma shows that our construction of tangent bundles in the situation
of a non-smooth action is a good generalization of the standard situation.
Lemma 4.16 Let q ∈ Qs, s > s0 + 2. Then we have:
(i) VWq Q
s = {ξQs(q) | ξ ∈ g}.
(ii) HWq Q
s = (Nsq)W = {vq ∈ TWq Qs | γ (q)(vq, ξQs(q)) = 0,∀ ξ ∈ g}.
(iii) The projections associated to the decomposition TWq Q
s = VWq Qs ⊕ HWq Qs are
given by
verq : TWq Q
s −→ VWq Qs, verq(vq) =
n∑
i=1
γ (q)
(
vq,Ei(q)
)
Ei(q)
horq : TWq Qs −→ HWq Qs, horq(vq) := vq − verq(vq),
where the basis (e1, . . ., en) of g is chosen such that γ (q)
(
Ei(q),Ej(q)
) = δij.
(iv) Let ω ∈ Qs/G and qω ∈ π−1(ω). Then the map
TWqωπ : H
W
qωQ
s −→ TWω (Qs/G)
is a continuous linear bijection. Its inverse, called the horizontal-lift, is denoted by
Horqω : T
W
ω (Q
s/G) −→ HWqωQs.
Proof (i) It suffices to prove that VWq Q
s = {∑ni=1 λiEi(q) | λi ∈ R}. Using the chart
Bq, (4.1), βq(q) = e, and Tqϕs = id, we have the following equivalences:
vq ∈ VWq Qs ⇐⇒ TWq π(vq) = 0π(q) ⇐⇒ TWπ(q)Bq(TWq π(vq)) = (Bq(π(q)), 0q)
⇐⇒ TWq Bq(vq) = (Bq(π(q)), 0q) ⇐⇒ Tqe(vq) + Teq(Tqβq(vq))) = 0q
⇐⇒ vq + Teq(Tqβq(vq)) = 0q ⇐⇒ vq + Teq
(
n∑
i=1
Tqβq(vq)iei
)
= 0q,
where Tqβq(vq)i are the components of Tqβq(vq) relative to the basis (e1, . . ., en).
Using that
Teq
(
n∑
i=1
Tqβq(vq)iei
)
=
n∑
i=1
Tqβq(vq)iTeq(ei) =
n∑
i=1
Tqβq(vq)iEi(q)
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we obtain that vq = ∑ni=1 λiEi(q).
Conversely, for vq = ∑ni=1 λiEi(q), we have TWq π(vq) =
∑n
i=1 λiTWq π(Ei(q)) and
TWq π(Ei(q)) = TWq π
(
d
dt
∣
∣
∣
∣
t=0
exp(tei)(q)
)
= d
dt
∣
∣
∣
∣
t=0
(
π ◦ exp(tei)
)
(q)= d
dt
∣
∣
∣
∣
t=0
π(q)=0.
(ii) By the definition and (i) we have
HWq Q
s :=
(
VWq Q
s
)⊥ = {vq ∈ TWq Qs | γ (q)(vq, ξQs(q)) = 0,∀ ξ ∈ g}.
It remains to show that HWq Q
s = (Nsq)W . The map
TWBq : TWQs|U −→ Bq(U) × (Nsq)W ⊂ Nsq × (Nsq)W
is surjective by Lemma 4.13 (ii). Using formula (4.1) we find that TWBq(vq) = vq for
all vq ∈ HWq Qs, so we conclude that vq ∈ (Nsq)W .
The other points are obvious. unionsq
When the metric γ is G-invariant, we can define a metric γ˜ on Qs/G:
γ˜ (ω)(uω, vω) := γ (qω)(Horqω (uω),Horqω (vω))
where ω ∈ Qs/G, uω, vω ∈ TWω (Qs/G) and qω is any element in π−1(ω). One can show
that this expression does not depend on the choice of qω in π−1(ω).
We now can show in which sense the (H)-orbit type set (Qs)(H) can be seen as a
manifold.
Consider a topological group G acting continuously on a topological space X by
an action  : G × X −→ X. Let H be a subgroup of G. As before we can define the
sets XH ,XH , and X(H). Let N(H) := {g ∈ G | gHg−1 = H} be the normalizer of H in
G. We can consider the following well-defined twisted action of N(H) on G × XH :
N(H) × (G × XH) −→ (G × XH), (h, (g, x)) −→ (gh,h−1(x)).
The orbit space of this free action is denoted by G ×N(H) XH .
Remark that the continuous map G × XH −→ X(H), (g, x) −→ g(x) induces a
well defined continuous bijection
G ×N(H) XH −→ X(H), [(g, x)]N(H) −→ g(x), (4.4)
where [(g, x)]N(H) denotes the equivalence class of (g, x) relative to the twisted action.
We now consider the continuous map XH −→ X(H)/G, x −→ [x]G, where [x]G
denotes the equivalence class of x inX(H) relative to the action : G×X(H) −→ X(H).
One can show that this map induces a continuous bijection
XH/N(H) −→ X(H)/G, [x]N(H) −→ [x]G, (4.5)
where [x]N(H) denotes the equivalence class of x in XH relative to the action  :
N(H) × XH −→ XH .
Remark that XH/(N(H)/H) = XH/N(H), and that the action of N(H)/H on XH
is free.
Applying the result (4.4) to the non-smooth action  : G × Qs −→ Qs verifying
the hypotheses of Sect. 2, we obtain a continuous bijection
G ×N(H) QsH −→ (Qs)(H).
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Since the twisted action of N(H) on G × QsH is free and verifies the hypotheses of
Sect. 2, the orbit space G ×N(H) QsH is a topological manifold (by Theorem 4.3) and
all the results obtained in the present section are valid: we can define forG×N(H) QsH
the weak tangent bundle and the weak differentiable curves. Using the previous
continuous bijection, we can transport all these properties on (Qs)(H).
In the same way, applying the result (4.5) to the non-smooth action  : G×Qs −→
Qs verifying the hypotheses of Sect. 2, we obtain a continuous bijection
QsH/(N(H)/H) −→ (Qs)(H)/G.
Since the action of N(H)/H on QsH is free and verifies the hypotheses of Sect. 2, the
orbit space QsH/(N(H)/H) is a topological manifold and we can define the weak tan-
gent bundle and the weak differentiable curves on it. Using the previous continuous
bijection, we can transport all these properties on (Qs)(H)/G.
5 Differentiable functions on Qs/G
Nowwe define a notion of differentiable functions onQs andQs/G that is compatible
with the notion of weakly-differentiable curves in Qs and in Qs/G.
Definition 5.1 Let s > s0 + 1.
(i) We define the set C1W(Q
s) of weakly-differentiable function on Qs as follows:
f ∈ C1W(Qs) if and only if f is a real-valued function on Qs which is C1 relative to
the s − 1 differentiable structure on Qs.
(ii) The set C1W(Q
s/G) of weakly-differentiable functions on Qs/G is defined as fol-
lows:
ϕ ∈ C1W(Qs/G) if and only if ϕ is a real-valued function on Qs/G such that
ϕ ◦ π ∈ C1W(Qs).
Note that for all f ∈ C1(Qs−1)wehave f |Qs ∈ C1W(Qs). In this sensewe canwrite the
inclusion C1(Qs−1) ⊂ C1W(Qs). Moreover, for all f ∈ C1W(Qs) we can define the func-
tion f ◦ j(s,s−1) ∈ C1(Qs). In this sense we can write the inclusion C1W(Qs) ⊂ C1(Qs).
Thus we obtain
C1(Qs−1) ⊂ C1W(Qs) ⊂ C1(Qs).
If f ∈ C1W(Qs) and q ∈ Qs, by definition the differential
df (q) : TqQs −→ R
is a continuous linear map relative to the s − 1 topology on TqQs. Since Qs is dense
in Qs−1, we can extend df (q) to the map
dWf (q) : TWq Q
s −→ R
which is linear and continuous on TWq Q
s with the topology of TqQs−1.
The next result shows that the notion of weakly-differentiable function in Defini-
tion 5.1 is compatible with the notion of weakly-differentiable curves in Definition
4.8. Note that for the first time, we use the density of the inclusion j(s,s−1) : Qs ↪→ Qs−1.
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Theorem 5.2 Let s > s0 + 1 and f ∈ C1W(Qs). Then for all q ∈ Qs and vq ∈ TWq Qs we
have
dWf (q)(vq) = ddt
∣
∣
∣
∣
t=0
f (d(t))
where d is any curve in C1W(I,Q
s) such that d(0) = q and d˙(0) = vq.
Proof Let d ∈ C1W(I,Qs) be such that d˙(0) = vq. Since f ◦ d ∈ C1(I,R) we have
lim
t→0
f (d(t)) − f (d(0))
t
= d
dt
∣
∣
∣
∣
t=0
f (d(t)).
We shall show that
lim
t→0
f (d(t)) − f (d(0))
t
= dWf (q)(vq).
Using a chart ϕs of Qs at q, which is the restriction of a chart ϕs−1 of Qs−1, we have
f (d(t)) − f (d(0))
t
− dWf (q)(vq)
= (f ◦ (ϕ
s)−1)(ϕs(d(t))) − (f ◦ (ϕs)−1)(ϕs(d(0)))
t
−dW(f ◦ (ϕs)−1)(ϕs(d(0)))
(
Td(0)ϕ
s(d˙(0))
)
= (f ◦ (ϕ
s)−1)(ϕs(d(t))) − (f ◦ (ϕs)−1)(ϕs(d(0)))
t
−d(f ◦ (ϕs)−1)(ϕs(d(0)))
(
ϕs(d(t)) − ϕs(d(0))
t
)
+d(f ◦ (ϕs)−1)(ϕs(d(0)))
(
ϕs(d(t)) − ϕs(d(0))
t
)
−dW(f ◦ (ϕs)−1)(ϕs(d(0)))
(
Td(0)ϕ
s(d˙(0))
)
= 1
t
(
(f ◦ (ϕs)−1)(ϕs(d(t))) − (f ◦ (ϕs)−1)(ϕs(d(0)))
−d(f ◦ (ϕs)−1)(ϕs(d(0))) (ϕs(d(t)) − ϕs(d(0)))
)
+dW(f ◦ (ϕs)−1)(ϕs(d(0)))
(
ϕs(d(t)) − ϕs(d(0))
t
− Td(0)ϕs(d˙(0))
)
.
By continuity of the linear map dW(f ◦ (ϕs)−1)(ϕs(d(0))) with respect to the s − 1
norm, the last term converges to 0. By weak-differentiability of f ◦ (ϕs)−1, for all ε > 0
we can choose δ > 0 such that if |t| < δ the first term is less than
ε
∥
∥
∥
∥
ϕs(d(t)) − ϕs(d(0))
t
∥
∥
∥
∥
s−1
.
Since ϕs ◦ d ∈ C1(I,TqQs−1), this expression converges to
ε
∥
∥
∥
∥
d
dt
∣
∣
∣
∣
t=0
ϕs(d(t))
∥
∥
∥
∥
s−1
.
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Thus we obtain that f (d(t))−f (d(0))t converges to d
Wf (q)(vq). unionsq
Inspired by the previous result we now define the differential of a function in
C1W(Q
s/G).
Definition 5.3 Let s > s0+2 and ϕ ∈ C1W(Qs/G). Forω ∈ Qs/G and vω ∈ TWω (Qs/G),
the differential of ϕ at ω in direction vω is defined by
dWϕ(ω)(vω) := ddt
∣
∣
∣
∣
t=0
ϕ(c(t)),
where c ∈ C1W(I,Qs/G) is any curve such that c(0) = ω and c˙(0) = vω.
Theorem 5.4 Let s > s0+2 and ϕ ∈ C1W(Qs/G). Then the differential of ϕ atω ∈ Qs/G
in direction vω ∈ TWω (Qs/G) is well-defined, that is, it does not depend on the choice
of the curve c ∈ C1W(I,Qs/G) satisfying c(0) = ω and c˙(0) = vω. Moreover, for
f := ϕ ◦ π ∈ C1W(Qs) and qω ∈ π−1(ω) we have
dWϕ(ω)(vω) = dWf (qω)(Horqω (vω))
Proof Let c ∈ C1W(I,Qs/G) satisfy c˙(0) = vω such that c = π ◦ d ∈ C1W(I′,Qs), I′ ⊂ I
(Definition 4.8 of C1W(I,Q
s/G)). Note that we have ϕ ◦ c = ϕ ◦ π ◦ d ∈ C1(I,R) since
ϕ ◦ π ∈ C1W(Qs). So we can compute the derivative of ϕ ◦ c. With f := ϕ ◦ π we have
d
dt
∣
∣
∣
∣
t=0
ϕ(c(t)) = d
dt
∣
∣
∣
∣
t=0
f (d(t))
= dWf (d(0))(d˙(0)) by Theorem 5.2
= dWf (d(0))(hord(0)(d˙(0)))
= dWf (d(0))(Hord(0)(TWd(0)π(d˙(0)))
= dWf (d(0))(Hord(0)(c˙(0))) by Definition 4.12 (v)
= dWf (qω)(Horqω (vω)).
The third equality follows from the fact thatdWf (qω) vanishes on the vertical subspace.
Namely, since f = ϕ ◦ π is G-invariant, that is, f ◦ g = f for all g ∈ G, we obtain
0 = d
dt
∣
∣
∣
∣
t=0
f (exp(tξ)(q)) = dWf (q)
(
d
dt
∣
∣
∣
∣
t=0
exp(tξ)(q)
)
= dWf (q)(ξQs(q)), (5.1)
where we used that t −→ exp(tξ)(q) is in C1W(I,Qs). unionsq
6 Application to fluid dynamics
We consider the motion of an incompressible ideal fluid in a compact oriented
RiemannianmanifoldMwith boundary. It iswell known that the configuration space is
Dsµ(M), s > dim(M)2 +1, theHilbertmanifoldof volumepreservingHs-diffeomorphisms
ofM, and that the appropriate Lagrangian is given by the weakL2 Riemannianmetric
〈〈uη, vη〉〉η =
∫
M
g(η(x))(uη(x), vη(x))µ(x), uη, vη ∈ TηDsµ(M),
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where g is the Riemannian metric on M and µ is the volume form induced by g. This
Lagrangian is invariant under the two following commuting actions:
R : Dsµ(M) × TDsµ(M) −→ TDsµ(M), R(η, vξ ) = Rη(vξ ) := vξ ◦ η
L : Iso+ × TDsµ(M) −→ TDsµ(M), L(i, vξ ) = Li(vξ ) := Ti ◦ vξ ,
where Iso+ := Iso+(M, g) denotes the group of Riemannian isometries of (M, g)
which preserve the orientation. Since M is compact, it follows that Iso+ is a compact
Lie group of dimension ≤ n(n−1)2 , n = dim(M).
We denote by iso+ := TeIso+ the Lie algebra of Iso+. From Corollary 5.4 of Ebin
[5], we know that Iso+ can be seen as a submanifold of Dr(M), r > dim(M)2 + 1. The
tangent space at the identity of Iso+, viewed as a submanifold of Dr(M), consists of
smooth vector fields on M whose flows are curves in Iso+, that is, it consists of the
Killing vector fields:
XK(M) = {X ∈ X(M) |LXg = 0},
where LXg is the Lie derivative of g along X. The correspondence between iso+ and
XK(M) is given by
iso+ −→ XK(M), ξ −→ Xξ ,
where Xξ (x) := TeEvx(ξ) and Evx : Iso+ −→ M, Evx(i) := i(x) is the evaluation
map at x. Indeed, one can see that the flow of Xξ is given by exp(tξ), where exp is the
exponential map of Iso+.
Note that for all i ∈ Iso+ we have i∗µ = µ, where µ is the volume form associated
to g, so i is volume preserving andXξ is divergence free. For example, settingM := Bn,
the closed unit ball in Rn, we have Iso+ = SO(n) and for all ξ ∈ so(n) we have
Xξ (x) = TeEvx(ξ) = ddt
∣
∣
∣
∣
t=0
exp(tξ)(x) = ξx.
Our goal is to carry out the Poisson reduction by stages associated to these two
commuting actions. For finite dimensional manifolds and Lie groups the reduction by
stages procedure [12] guarantees that the two-stage reduction by the two commuting
group actions yields the same result as the reduction by the product group. In our
case this one step reduction by the product group Dsµ(M) × Iso+ cannot be carried
out because Dsµ(M) is not a Lie group and the action is not smooth in the usual sense.
However, we shall see that the two step reduction, first by Dsµ(M) and then by the
compact Lie group Iso+, can be carried out in viewof the general results proved above.
The result we shall obtain is a non-smooth generalization of the following theorem
for proper smooth Lie group actions on finite dimensional manifolds in the physically
relevant case of the Euler equations. Let G × M → M be a smooth proper action of
the Lie groupG on the Poisson manifold (M, { , }). If (H) is an orbit type thenM(H)/G
is a smooth Poisson manifold. The Poisson structure is obtained by push forward of
the natural quotient Poisson bracket on MH/N(H), where N(H) is the normalizer of
H in G. For details see Loja Fernandes et al. [11]. In our case we shall proceed in
the following way. First we reduce TDsµ(M) by the right action of Dsµ(M) and obtain
TDsµ(M)/Dsµ(M) = Xsdiv(M). The action of Iso+ drops to a Poisson action on Xsdiv(M).
Then we find the explicit Poisson bracket on the isotropy type manifolds Xsdiv(M)H
and on its quotient Xsdiv(M)H/N(H), for any isotropy subgroup H ⊂ Iso+. We close
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by presenting the reduced Euler equations on this quotient and discuss in what sense
the flow is Poisson.
6.1 Reduction by Dsµ(M)
Reduction by Dsµ(M) is well known [6] and leads to the Euler equations for an ideal
incompressible fluid on the first reduced space Xsdiv(M) = TDsµ(M)/Dsµ(M) consisting
of Hs divergence free vector fields on M that are tangent to the boundary. The most
fundamental fact is the existence of the smooth geodesic spray S ∈ XC∞(TDsµ(M)) of
the weak Riemannian manifold (Dsµ(M), 〈〈 , 〉〉). The following reduction theorem can
by found in Ebin and Marsden [6].
Theorem 6.1 Let η(t) ⊂ Dsµ(M), s > dim(M)2 + 1, be a curve in Dsµ(M) and let u(t) :=
Rη(t)−1(η˙(t)) = η˙(t) ◦ η(t)−1 ∈ Xsdiv(M). Then the following properties are equivalent.
(i) η(t) is a geodesic of (Dsµ(M), 〈〈 , 〉〉).
(ii) V(t) := η˙(t) is a solution of V˙(t) = S(V(t)).
(iii) u(t) is a solution of the Euler equations
∂tu(t) + ∇u(t)u(t) = − grad p(t)
for some scalar function p(t) : M −→ R called the pressure.
Moreover the solution u of the Euler equation is in C0(I,Xsdiv(M)) ∩ C1(I,Xs−1div (M))
Note that the Euler equations can be written as
∂tu(t) + Pe(∇u(t)u(t)) = 0
where Pe denotes the projection on the first factor of the Hodge decomposition
Xr(M) = Xrdiv(M) ⊕ grad(Hr+1(M)), r ≥ 0.
Denoting by πR : TDsµ(M) −→ Dsµ(M), πR(uη) := uη ◦η−1, the projection associated
to the reduction by Dsµ(M) we obtain the following commutative diagram
TDsµ(M)
Ft 
πR

TDsµ(M)
πR

Xsdiv(M)
F˜t  Xsdiv(M).
where Ft is the flow of S and F˜t is the flow of the Euler equations. Formally, all these
maps are Poisson, as is the case in the standard Poisson reduction procedure. Ho-
wever, since our manifolds are infinite dimensional, some difficulties arise. First, the
symplectic form on TDsµ(M) is only weak since the Lagrangian is given by a L2 me-
tric. Second, Dsµ(M) is not a Lie group since left multiplication and inversion are not
smooth. Vasylkevych and Marsden [16] have resolved these difficulties by carefully
analyzing the function spaces on which Poisson brackets are defined and carrying out
a non-smooth Lie–Poisson reduction that takes into account all analytical difficulties.
We recall below some results of this paper that we will use later on.
316 Ann Glob Anal Geom (2007) 31:287–328
Poisson brackets on TDsµ(M)
For F : TDsµ(M) −→ R of class C1, we define the horizontal partial derivative of F by
∂F
∂η
: TDsµ(M) → T∗Dsµ(M)
such that
∂F
∂η
(uη)(vη) := ddt
∣
∣
∣
∣
t=0
F(γ (t)),
where γ (t) ⊂ TDsµ(M) is a smooth path defined in a neighborhood of zero, with base
point denoted by η(t) ⊂ Dsµ(M), satisfying the following conditions:
• γ (0) = uη
• η˙(0) = vη
• γ is parallel, that is, its covariant derivative associated to the metric 〈〈 , 〉〉 vanishes.
The vertical partial derivative
∂F
∂u
: TDsµ(M) → T∗Dsµ(M)
of F is defined as the usual fiber derivative, that is,
∂F
∂u
(uη)(vη) := ddt
∣
∣
∣
∣
t=0
F(uη + tvη).
These derivatives naturally induce corresponding functional derivatives relative to
the weak Riemannian metric 〈〈 , 〉〉. The horizontal and vertical functional derivatives
δF
δη
,
δF
δu
: TDsµ(M) → TDsµ(M)
are defined by the equalities
〈〈
δF
δη
(uη), vη
〉〉
= ∂F
∂η
(uη)(vη) and
〈〈
δF
δu
(uη), vη
〉〉
= ∂F
∂u
(uη)(vη)
for any uη, vη ∈ TDsµ(M). Note that due to the weak character of 〈〈 , 〉〉, the existence
of the functional derivatives is not guaranteed. But if they exist, they are unique.
We define, for k ≥ 1 and r, t > dim(M)2 + 1:
Ckr (TDtµ(M)) :=
{
F ∈ Ck(TDtµ(M))
∣
∣
∣∃ δF
δη
,
δF
δu
: TDtµ(M) −→ TDrµ(M)
}
.
With these definitions the Poisson bracket of F,G ∈ Ckr (TDtµ(M)) is given by
{F,G}(uη) =
〈〈
δF
δη
(uη),
δG
δu
(uη)
〉〉
−
〈〈
δF
δu
(uη),
δG
δη
(uη)
〉〉
. (6.1)
Poisson brackets on Xsdiv(M)
For k ≥ 1 and r ≥ 0 we define the set
Ckr (X
s
div(M)) :=
{
f ∈ Ck(Xsdiv(M))|∃ δf : Xsdiv(M) −→ Xrdiv(M)
}
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where δf is the functional derivative of f with respect to the inner product 〈 , 〉 :=
〈〈 , 〉〉id, that is
〈δf (u), v〉 = Df (u)(v), ∀u, v ∈ Xsdiv(M).
For k ≥ 1 and r > dim(M)2 + 1, the Poisson bracket of f , g ∈ Ckr (Xsdiv(M)) is defined by
{f , g}+(u) := 〈u, [δg(u), δf (u)]〉, ∀u ∈ Xsdiv(M). (6.2)
The next theorem summarizes the principal results of Vasylkevych and Marsden
[16].
Theorem 6.2 Let k ≥ 1.
(i) Let Ft be the flow of the geodesic spray S and let t1 ≥ t2 > dim(M)2 + 1. Then for
all G,H ∈ Ckt2(TDt1µ(M)) we have
{G ◦ Ft,H ◦ Ft} = {G,F} ◦ Ft
on TDt1
µ,D.
(ii) Let r > dim(M)2 + 1 satisfy s + k ≥ r. Then for all f , g ∈ Ckr (Xsdiv(M)) we have
{f ◦ πR, g ◦ πR}(uη) = ({f , g}+ ◦ πR) (uη), ∀uη ∈ TDs+kµ (M).
(iii) Let F˜t be the flow of the Euler equations and let r > 2 be such that s+ k ≥ r. Then
for all f , g ∈ Ckr (Xsdiv(M)) we have
{f ◦ F˜t, g ◦ F˜t}+(u) =
(
{f , g}+ ◦ F˜t
)
(u), ∀u ∈ Xs+2kdiv (M).
In the next subsections we will carry out in a precise sense the second stage reduc-
tion, that is, the reduction by the group Iso+.
6.2 Action of Iso+ on Xsdiv(M)
Recall that the action of Iso+ on the tangent bundle of Dsµ(M) is
L : Iso+ × TDsµ(M) −→ TDsµ(M), Li(vξ ) = Ti ◦ vξ .
Since R and L commute, L induces the action
l : Iso+ × Xsdiv(M) −→ Xsdiv(M), li(u) = i∗u.
Indeed, li(u) := πR(Li(u)) = Li(u) ◦ i−1 = Ti ◦ u ◦ i−1 = i∗u.
Remark that the action l is not smooth on Iso+ × Xsdiv(M). However, as we shall
see below, l verifies all the hypothesis in Sect. 2. Thus the general theory developed
in Sects. 3 to 5 is directly applicable to the present case.
In general, the action l is not free. Indeed, consider the particular caseM = D ⊂ R2,
the closed unit disc, so we have Iso+ = SO(2) and one sees that the vector field
z : D −→ R2, z(a,b) = (−b, a)
is divergence free, tangent to the boundary, with isotropy group equal to SO(2).
We now proceed to the verification of the hypotheses of the Sect. 2. Consider the
collection
{
Xsdiv(M) | s > dim(M)2
}
of Hilbert spaces. It is clear that the inclusions j(r,s)
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are smooth with dense range as well as their tangent maps. We endow Xsdiv(M) with
the L2 inner product
〈u, v〉 :=
∫
M
g(x)(u(x), v(x))µ(x)
which is the value at the identity of the weak Riemannian metric 〈〈 , 〉〉. Note that for
all i ∈ Iso+, we have
〈li(u), li(v)〉 = 〈u, v〉.
By Ebin [5] we know that the map
Dr(M) × Xsdiv(M) −→ Xsdiv(M), (i,u) −→ i∗u
is continuous for r sufficiently large; inEbin [5],Dr(M)acts bypull backonRiemannian
metrics and here on vector fields, but the proofs are similar. Since Iso+ can be seen as
a smooth submanifold of Dr(M), r > dim(M)2 + 1, we obtain that
Iso+ × Xsdiv(M) −→ Xsdiv(M), (i,u) −→ i∗u
is continuous. Since Iso+ is a compact Lie group, the action is proper.
We now check that l verifies the hypotheses (2.1) and (2.2). It is obvious that for
all i ∈ Iso+ the map
li : Xsdiv(M) −→ Xsdiv(M) li(u) = i∗u
is smooth since it is linear and continuous. It remains to show that for all u ∈
Xsdiv(M), s >
dim(M)
2 + 1 the map
lu : Iso+ −→ Xs−1div (M), lu(i) := i∗u
is C1. By the proof of Proposition 3.4 of Ebin [5], the map
Dr(M) −→ Hs−1(M,TM), η −→ u ◦ η
is C1 for r sufficiently large. Since Iso+ is a smooth submanifold of Dr(M), the map
Iso+ −→ Hs−1(M,TM), i −→ u ◦ i
is C1. Using that
Iso+ −→ Hs(M,TM), i −→ Ti ◦ u
and i −→ i−1 are smooth, we obtain the desired result.
The infinitesimal generator associated to ξ ∈ iso+ is given by
ξXsdiv(M)
(u) = d
dt
∣
∣
∣
∣
t=0
lexp(tξ)(u) = ddt
∣
∣
∣
∣
t=0
exp(tξ)∗u = −LXξ u = [u,Xξ ], (6.3)
where Xξ (x) = TeEvx(ξ) is the Killing vector field generated by the flow exp(tξ)
and [ , ] is the Jacobi–Lie bracket of vector fields. Remark that we have, as expec-
ted, [u,Xξ ] ∈ Xs−1div (M), since the Jacobi–Lie bracket of divergence free vector fields
remains divergence free.
In the particular caseM = Bn and Iso+ = SO(n) we have lA(u)(x) = Au(A−1x), so
we compute directly
ξXsdiv(B
n)(u)(x) = ddt
∣
∣
∣
∣
t=0
exp(tξ)u(exp(−tξ)x) = ξu(x) − Du(x)(ξx).
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Since Xξ (x) = ξx and DXξ (x) = ξ we obtain
ξu(x) − Du(x)(ξx) = DXξ (x)(u(x)) − Du(x)(Xξ (x)) = [u,Xξ ](x),
so we recover the expression (6.3).
Now we can use the results in Sect. 3–5 with Qs = Xsdiv(M) and s0 = dim(M)2 . We
obtain the following results:
(i) For s > dim(M)2 + 1 and H ⊂ Iso+ a closed subgroup, Xsdiv(M)H is an open set in
the vector subspace Xsdiv(M)
H of Xsdiv(M). As we did in the general case, we can
define the weak tangent bundle TWXsdiv(M). Since X
s
div(M) is a vector space, we
use the notation TWXsdiv(M) = Xsdiv(M) × Xsdiv(M)W.
(ii) Since the action N(H)/H × Xsdiv(M)H −→ Xsdiv(M)H is free and verifies the
hypotheses in Sect. 2, we obtain that for s > dim(M)2 + 1, Xsdiv(M)H/N(H) =
Xsdiv(M)H/(N(H)/H) is a topological manifold.
(iii) For s > dim(M)2 + 2 we can define the weak tangent bundles
TW(Xsdiv(M)), T
W(Xsdiv(M)H), and T
W(Xsdiv(M)H/N(H)),
the spaces of weakly-differentiable curves
C1W(I,X
s
div(M)), C
1
W(I,X
s
div(M)H), and C
1
W(I,X
s
div(M)H/N(H)),
the spaces of weakly-differentiable functions
C1W(X
s
div(M)), C
1
W(X
s
div(M)H), and C
1
W(X
s
div(M)H/N(H)),
the weak-tangent map TWπH : TWXsdiv(M)H −→ TW(Xsdiv(M)H/N(H)), where
πH : Xsdiv(M)H −→ Xsdiv(M)H/N(H) is the orbit map, the horizontal lift
HorHuω : T
W
ω (X
s
div(M)H/N(H)) −→ TWuω (Xsdiv(M)H),
and the vertical and horizontal projections horHu and verHu associated to the de-
composition
TWu (X
s
div(M)H) = HWu (Xsdiv(M)H) ⊕ VWu (Xsdiv(M)H).
6.3 Dynamics on (Xsdiv(M), { , }+)
In this subsection we will show in which sense the action of Iso+ is canonical with
respect to the Lie–Poisson bracket { , }+. We will prove existence and uniqueness of
the Hamiltonian vector field associated to a Hamiltonian h ∈ C1r (Xsdiv(M)) and then
we will show that the Hamiltonian vector field associated to the Euler equations takes
values inTW(Xsdiv(M)). Finally, we will see that the law of conservation of the isotropy
is still valid in our case.
Lemma 6.3 Let i ∈ Iso+.
(i) For all f ∈ C1r (Xsdiv(M)), r, s ≥ 0 we have f ◦ li ∈ C1r (Xsdiv(M)) and
δ(f ◦ li) = l−1i ◦ δf ◦ li.
(ii) For all u, v ∈ Xsdiv(M), s > dim(M)2 + 1, we have
[li(u), li(v)] = li([u, v]).
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(iii) The Hodge projector Pe : Xs(M) −→ Xsdiv(M), s ≥ 0, is Iso+-invariant, that is,
Pe ◦ li = li ◦ Pe.
Proof (i) By the chain rule and using that f ∈ C1r (Xsdiv(M)) we have
D(f ◦ li)(u)(v) = Df (li(u))(Dli(u)(v))
= Df (li(u))(li(v))
= 〈δf (li(u)), li(v)〉
= 〈l−1i (δf (li(u))), v〉.
(ii) This is a consequence of the relation i∗[u, v] = [i∗u, i∗v].
(iii) Decompose u ∈ Xsdiv(M) as u = Pe(u) + grad f , so for all i ∈ Iso+ we obtain
li(u) = li(Pe(u))+ li(grad f ). A direct computation using the chain rule gives the equa-
lity li(grad f ) = grad(f ◦ i−1). Thus we can write li(u) = li(Pe(u)) + grad(f ◦ i−1). Using
that the Hodge decomposition is unique gives Pe(li(u)) = li(Pe(u)). unionsq
The next theorem shows that the Iso+-action is Poisson relative to { , }+.
Theorem 6.4 For all i ∈ Iso+ and f , g ∈ C1r (Xsdiv(M)), r, s > dim(M)2 + 1, we have
{f ◦ li, g ◦ li}+ = {f , g}+ ◦ li
Proof By Lemma 6.3 and Iso+-invariance of 〈 , 〉 we have
{f ◦ li, g ◦ li}+(u) = 〈u, [δ(g ◦ li)(u), δ(f ◦ li)(u)]〉
= 〈u, [(l−1i ◦ δg ◦ li)(u), (l−1i ◦ δg ◦ li)(u)]〉
= 〈u, l−1i ([δg(li(u)), δf (li(u))])〉
= 〈li(u), [δg(li(u)), δf (li(u))]〉
= ({f , g}+ ◦ li)(u). unionsq
Theorem 6.5 Let h ∈ C1r (Xsdiv(M)), r, s > dim(M)2 + 1. Then there exists a unique
Hamiltonian vector field Xh such that
Df (u)(Xh(u)) = {f ,h}+(u), for all f ∈ C1r (Xsdiv(M)).
Moreover, Xh is given by
Xh(u) = −Pe(∇δh(u)u + ∇δh(u)T· u),
where ∇ denotes the Levi–Civita covariant derivative and the upper index T denotes
the transpose with respect to the Riemannian metric g. In particular, for h(u) = 12 〈u,u〉
we have
Xh(u) = −Pe(∇uu)
and Xh : Xsdiv(M) −→ TWXsdiv(M). As usual, we think of the vector Xh(u) also as
Xh(u) = (u,−Pe(∇uu)) when the need arises.
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Proof For f ,h ∈ C1r (Xsdiv(M)) integration by parts in the first term gives
{f ,h}+(u) = 〈u, [δh(u), δf (u)]〉
= 〈u,∇δh(u)δf (u) − ∇δf (u)δh(u)〉
= −〈∇δh(u)u, δf (u)〉 − 〈∇δh(u)T· u, δf (u)〉
= −〈δf (u),∇δh(u)u + ∇δh(u)T· u〉
= −〈δf (u),Pe(∇δh(u)u + ∇δh(u)T· u)〉.
Using that Df (u)(Xh(u)) = 〈δf (u),Xh(u)〉 we obtain by density the existence and
uniqueness of Xh(u) = −Pe(∇δh(u)u + ∇δh(u)T· u).
In particular, for the reducedHamiltonian h(u) = 12 〈u,u〉we have h ∈ C1s (Xsdiv(M))
and δh(u) = u. Thus Xh(u) = −Pe(∇uu + ∇uT· u) = −Pe(∇uu) since 2∇uT· u =
grad(g(u,u)).
It remains to show thatXh(u) ∈ TWu Xsdiv(M), that is, there exists d ∈ C1W(I,Xsdiv(M))
such that d(0) = u and d˙(0) = Pe(∇uu). It suffices to consider the curve d(t) :=
Pe(Tη(t)T ◦ u ◦ η(t)) ∈ Xsdiv(M) where η(t) is a smooth curve in Dsµ(M) such that
η(0) = id and η˙(0) = u. The fact that d ∈ C1W(I,Xsdiv(M)) is a consequence of that fact
that for s > dim(M)2 + 1 the map
ωu : Dsµ(M) −→ Xs(M), ωu(η) = u ◦ η
is continuous and is C1 as a map with values in Xs−1(M) (see the proof of Proposition
3.4 in Ref. [5]). unionsq
Note that for u ∈ C1W(I,Xsdiv(M)), s > dim(M)2 + 1, and h(u) = 12 〈u,u〉 we have the
following equivalent formulations of the Euler equations
(i) ∂tu(t) + ∇u(t)u(t) = − grad p(t)
for some scalar function p(t) : M −→ R,
(ii)
∂tu(t) = Xh(u(t)),
(iii) for all f ∈ C1W(Xsdiv(M)) that admit a functional derivative δf : Xsdiv(M) −→
Xsdiv(M) we have
d
dt
∣
∣
∣
∣
t=0
f (u(t)) = {f ,h}+(u(t)).
It is well known, in the standard case, that the flow of invariant vector fields leaves
the isotropy type submanifold invariant. Using existence and uniqueness of the solu-
tion of the Euler equations, we will show below that this property is still true for the
vector field Xh : Xsdiv(M) −→ TWXsdiv(M).
Theorem 6.6 (Law of conservation of the isotropy) Let Xh be the Hamiltonian vector
field associated to the Euler equation and let F˜t be its flow. Then:
(i) Xh ◦ li = li ◦ Xh and F˜t ◦ li = li ◦ F˜t for all i ∈ Iso+,
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(ii) for all closed subgroups H of Iso+, XHh := Xh|Xsdiv(M)H is a vector field on
Xsdiv(M)H, that is
XHh : X
s
div(M)H −→ TWXsdiv(M)H ,
and the flow of XHh is
F˜Ht := F˜t|Xsdiv(M)H : Xsdiv(M)H −→ Xsdiv(M)H .
Proof (i) The invariance of Xh is a direct computation using Lemma 6.3. Let u0 ∈
Xsdiv(M). We know that F˜t(li(u0)) is an integral curve of Xh through li(u0). One can
check, using the invariance of Xh, that the same is true for li(F˜t(u0)). By unique-
ness of the solutions of Euler equations we obtain that F˜t ◦ li = li ◦ F˜t, so we
conclude that F˜t(Xsdiv(M)H) ⊂ Xsdiv(M)H . Using the bijectivity of the flow gives
F˜t(Xsdiv(M)H) ⊂ Xsdiv(M)H . (ii) is a direct verification. unionsq
Note that the preceding theorem remains valid for other Iso+-invariant Hamilto-
nians h such that their corresponding motion equations
∂tu(t) + ∇δh(u(t))u(t) + ∇δh(u(t))T· u(t) = − grad p(t)
admit a unique integral curve u ∈ C1W(I,Xsdiv(M)) for each initial condition.
6.4 Poisson brackets on Xsdiv(M)H and X
s
div(M)H/N(H)
In this subsection we will define a Poisson bracket { , }XsH on Xsdiv(M)H , and we shall
show in which sense the inclusion map iH : Xsdiv(M)H −→ Xsdiv(M) is a Poisson map.
Then we will define a Poisson bracket { , }XsH/N(H) on Xsdiv(M)H/N(H), and we shall
show in which sense the projection map πH : Xsdiv(M)H −→ Xsdiv(M)H/N(H) is a
Poisson map.
Definition 6.7 For k ≥ 1, s > dim(M)2 + 1, and r ≥ 0 we define
Ckr (X
s
div(M)H) :=
{
f ∈ Ck(Xsdiv(M)H) | ∃ δf : Xsdiv(M)H −→ Xrdiv(M)H
}
.
The Poisson bracket of f , g ∈ Ckr (Xsdiv(M)H), r > dim(M)2 + 1, is defined by
{f , g}XsH (u) := 〈u, [δg(u), δf (u)]〉.
Theorem 6.8 Let k ≥ 1 and r, s > dim(M)2 + 1.
(i) For all f ∈ Ckr (Xsdiv(M))H, we have
f ◦ iH ∈ Ckr (Xsdiv(M)H) and δ(f ◦ iH) = δf ◦ iH .
(ii) For all f , g ∈ Ckr (Xsdiv(M))H, we have
{f ◦ iH , g ◦ iH}XsH = {f , g}+ ◦ iH on Xsdiv(M)H .
Proof (i) For all u ∈ Xsdiv(M)H and for all v ∈ Xsdiv(M)H , we have:
D(f ◦ iH)(u)(v) = Df (iH(u))(DiH(u)(v)) = Df (iH(u))(iH(v)) = 〈δf (iH(u)), iH(v)〉.
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We now show that δf (iH(u)) ∈ Xrdiv(M)H . If i ∈ H, we have
li(δf (u)) = li(δf (li−1(u))), since u ∈ Xsdiv(M)H
= δ(f ◦ li−1)(u), by Lemma 6.3
= δf (u), since f ∈ Ckr (Xsdiv(M))H .
Thus we obtain the existence of δ(f ◦ iH) = δf ◦ iH .
(ii) Since f ◦ iH , g ◦ iH ∈ Ckr (Xsdiv(M)H) we can compute, for u ∈ Xsdiv(M)H ,
{f ◦ iH , g ◦ iH}XsH (u) = 〈u, [δ(g ◦ iH)(u), δ(f ◦ iH)(u)]〉
= 〈u, [δg(iH(u)), δf (iH(u))]〉 by (i)
= 〈iH(u), [δg(iH(u)), δf (iH(u))]〉
= {f , g}+(iH(u)). unionsq
In order to define the Poisson bracket on Xsdiv(M)H/N(H), we will need the
following subsets of C1W(X
s
div(M)H) and C
1
W(X
s
div(M)H/N(H)).
Definition 6.9
(i) For r ≥ 0, s ≥ 1 we define the set
C1Wr(X
s
div(M)) :=
{
f ∈ C1W(Xsdiv(M)) | ∃ δf : Xsdiv(M) −→ Xrdiv(M)
}
where δf is the functional derivative of f with respect to 〈 , 〉, that is,
〈δf (u), v〉 = Df (u)(v), for all u, v ∈ Xsdiv(M).
This is possible since C1W(X
s
div(M)) ⊂ C1(Xsdiv(M)).
(ii) In a similar way we define
C1Wr(X
s
div(M)H) :=
{
f ∈ C1W(Xsdiv(M)H) | ∃ δf : Xsdiv(M)H −→ Xrdiv(M)H
}
.
(iii) For r ≥ 0, s > dim(M)2 + 2 we define the set
C1Wr(X
s
div(M)H/N(H)) :=
{
ϕ ∈ C1W(Xsdiv(M)H/N(H)) |ϕ ◦ πH ∈ C1Wr(Xsdiv(M)H)
}
,
where πH : Xsdiv(M)H −→ Xsdiv(M)H/N(H).
Recall that on Xsdiv(M)H/N(H), s >
dim(M)
2 +2, we can define a Riemannian metric
γH(ω)(ξω, ηω) := 〈HorHuω (ξω),HorHuω (ηω)〉
where ω ∈ Xsdiv(M)H/N(H), ξω, ηω ∈ TWω (Xsdiv(M)H/N(H)), and uω is any element in
π−1H (ω).
So for ϕ ∈ C1Wr(Xsdiv(M)H/N(H)) we have, using Theorem 5.4,
dWϕ(ω)(ξω) = DW(ϕ ◦ πH)(uω)(HorHuω (ξω))
= 〈δ(ϕ ◦ πH)(uω),HorHuω (ξω)〉
= 〈HorHuω (TWuωπH(δ(ϕ ◦ πH)(uω))),HorHuω (ξω)〉
= γH(ω)(TWuωπH(δ(ϕ ◦ πH)(uω)), ξω).
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We conclude that any ϕ ∈ C1Wr(Xsdiv(M)H/N(H)) admits a functional derivative with
respect to γH . It is given by
δϕ : Xsdiv(M)H/N(H) −→ TW(Xsdiv(M)H/N(H)), δϕ(ω) = TWuωπH(δ(ϕ ◦ πH)(uω)),
where uω is any element in π−1H (ω). Since ϕ ◦ πH is N(H)-invariant, δ(ϕ ◦ πH)(ω) is
horizontal by (5.1), so we have
δ(ϕ ◦ πH)(uω) = HorHuω (δϕ(ω)).
Lemma 6.10 For all u, v ∈ Xsdiv(M), s > dim(M)2 + 1, we have
[u, v] ∈ Xsdiv(M)W
Proof It suffices to consider the curve d(t) := η(t)∗v where η(t) is a smooth curve
in Dsµ(M) such that η(0) = id and η˙(0) = u. So we have d ∈ C1W(I,Xsdiv(M)) and
d˙(0) = Luv = [u, v]. unionsq
Definition 6.11 ThePoissonbracketofϕ,ψ ∈ C1Wr(Xsdiv(M)H/N(H)), r, s > dim(M)2 +2,
is defined by
{ϕ,ψ}XsH/N(H)(ω) := γH(ω)
(
SH(ω), [[δψ(ω), δϕ(ω)]]H
)
,
where
(i) SH : Xsdiv(M)H/N(H) −→ TW(Xsdiv(M)H/N(H)) is the vector field on Xsdiv
(M)H/N(H) defined by SH(ω) := TWuωπH(uω) for any uω ∈ π−1H (ω) and
(ii) [[ , ]]H is the reduced Lie bracket defined by
[[ξω, ηω]]H := TWuωπH
(
[HorHuω (ξω),HorHuω (ηω)]
)
.
Note that since HorHuω (δϕ(ω)) = δ(ϕ ◦ πH)(uω) ∈ Xrdiv(M), r > dim(M)2 + 2, we have
[HorHuω (δϕ(ω)),HorHuω (δψ(ω))] ∈ Xrdiv(M)W
by Lemma 6.10. So TWuωπH([Horuω (δϕ(ω)),Horuω (δψ(ω))]) is well-defined.
Theorem 6.12 For s > dim(M)2 + 2, the projection
πH : Xsdiv(M)H −→ Xsdiv(M)H/N(H)
is a Poisson map, that is, for all ϕ,ψ ∈ C1Wr(Xsdiv(M)H/N(H)), r > dim(M)2 + 2, we have
{ϕ ◦ πH ,ψ ◦ πH}XsH = {ϕ,ψ}XsH/N(H) ◦ πH .
Proof Since ϕ,ψ ∈ C1Wr(Xsdiv(M)H/N(H)), we have ϕ ◦ πH ,ψ ◦ πH ∈ C1Wr(Xsdiv
(M)H) ⊂ C1r (Xsdiv(M)H) by Definition 6.9 (iii). Note that u ∈ TWu Xsdiv(M)H is ho-
rizontal, since we have 〈u, ξXsdiv(M)(u)〉 = 〈u, [u,Xξ ]〉 = 〈u,∇uXξ 〉 − 〈u,∇Xξ u〉 = 0.
Indeed, integrating by parts we have 〈u,∇Xξ u〉 = −〈∇Xξ u,u〉 so 〈u,∇Xξ u〉 = 0. Since
Ann Glob Anal Geom (2007) 31:287–328 325
Xξ is a Killing vector field,∇Xξ is skew symmetric, so 〈u,∇uXξ 〉 = 0. This implies that
u = HorHu (SH(πH(u))). So for u ∈ Xsdiv(M)H we have
{ϕ ◦ πH ,ψ ◦ πH}XsH (u) = 〈u, [δ(ψ ◦ πH)(u), δ(ϕ ◦ πH)(u)]〉
= 〈HorHu (SH(πH(u))), [δ(ψ ◦ πH)(u), δ(ϕ ◦ πH)(u)]〉
= 〈HorHu (SH(πH(u))), horHu ([δ(ψ ◦ πH)(u), δ(ϕ ◦ πH)(u)])〉
= 〈HorHu (SH(πH(u))),HorHu (TWu πH([δ(ψ ◦ πH)(u), δ(ϕ ◦ πH)(u)]))〉
= γH(πH(u))
(
SH(πH(u)),TWu πH([HorHu (δψ(πH(u))),HorHu (δϕ(πH(u)))])
)
= {ϕ,ψ}XsH/N(H)(πH(u))
by Definition 6.11. unionsq
6.5 The reduced Euler equations
Recall that the Hamiltonian of the Euler equations is given by h(u) = 12 〈u,u〉. We
have h ∈ C1Ws(Xsdiv(M)). The Hamiltonian vector field of h with respect to the Poisson
bracket { , }+, is given by (see (6.5))
Xh : X
s
div(M) −→ TWXsdiv(M), Xh(u) = (u,−Pe(∇uu)).
By restriction to the isotropy type manifold, we have h ∈ C1Ws(Xsdiv(M)H) and one can
show that the Hamiltonian vector field with respect to the Poisson bracket { , }XsH is
given by the restriction XHh := Xh|Xsdiv(M)H , that is,
XHh : X
s
div(M)H −→ TWXsdiv(M)H , Xh(u) = (u,−Pe(∇uu)).
By N(H)-invariance, h induces a unique function hH : Xsdiv(M)H/N(H) −→ R, called
the reduced Hamiltonian, such that h = hH ◦πH on Xsdiv(M)H . By definition, we have
hH ∈ C1Ws(Xsdiv(M)H/N(H)) and a direct computation gives
hH(ω) = 1
2
γH(ω)(SH(ω),SH(ω)).
Likewise, the Hamiltonian vector field XHh induces a unique vector field
XhH : X
s
div(M)H/N(H) −→ TW(Xsdiv(M)H/N(H))
such thatXhH ◦πH = TWπH ◦XHh onXsdiv(M)H . More precisely, we have the following
result.
Lemma 6.13 For s > dim(M)2 + 2, XhH : Xsdiv(M)H/N(H) −→ TW(Xsdiv(M)H/N(H)) is
given by
XhH (ω) = −PHe (∇HSH(ω)SH(ω)),
where
(i) PHe : TW(Xs(M)H/N(H)) −→ TW(Xsdiv(M)H/N(H)) is the reduced Hodge projec-
tor given by
PHe (ξω) := TWuωπH(Pe(HorHuω (ξω)))
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for any uω ∈ π−1H (ω) and
(ii) for ξω, ηω ∈ TWω (Xsdiv(M)H/N(H)),
∇Hηωξω := TWuωπH(∇HorHuω (ηω) Hor
H
uω (ξω))
for any uω ∈ π−1H (ω).
Proof For any u ∈ π−1H (ω) we have
XhH (ω) = TWu πH(Xh(u))
= −TWu πH(Pe(∇uu))
= −TWu πH(Pe(horHu (∇uu) + verHu (∇uu)))
= −TWu πH(Pe(horHu (∇uu)) + verHu (∇uu))
= −TWu πH(Pe(HorHu (TWu πH(∇uu))))
= −PHe (TWu πH(∇uu))
= −PHe (TWu πH(∇HorHu (S(ω)) Hor
H
u (S
H(ω))))
= −PHe (∇HSH(ω)SH(ω)).
For the fourth equality we use that Pe is the identity on vertical vector fields, since
they belong to Xsdiv(M). unionsq
One can show as above that XhH is the Hamiltonian vector field associated to h
H
with respect to { , }XsH/N(H), that is,
dWϕ(ω)(XhH (ω)) = {ϕ, hH}XsH/N(H)(ω), for all ϕ ∈ C1Wr(Xsdiv(M)H/N(H)).
Let u(t) be an integral curve of the Euler equations. Thus we have u ∈ C1W(I,Xsdiv
(M)). If the initial condition u(0) = u0 is in Xsdiv(M)H then by the law of conserva-
tion of isotropy (Theorem 6.6) we have u ∈ C1W(I,Xsdiv(M)H). Let ω := πH ◦ u; then
ω ∈ C1W(I,Xsdiv(M)H/N(H)) and ddt
∣
∣
∣
t=0 ω(t) = XhH (ω(t)), that is,
d
dt
∣
∣
∣
∣
t=0
ω(t) = −PHe (∇HSH(ω(t))SH(ω(t))).
These equations are called the reduced Euler equations on Xsdiv(M)H/N(H).
Let F˜t be the flow of the Euler equations on Xsdiv(M) and F˜
H
t the flow of the
Euler equations on Xsdiv(M)H . Define F˜t
H(ω) := πH
(
F˜Ht (uω)
)
where uω is such
that πH(uω) = ω. Then F˜t H(ω) is the flow of the reduced Euler equations on
Xsdiv(M)H/N(H), that is, ω(t) := F˜t H(ω0) is the integral curve through ω0. Moreover,
we have the commutative diagram
Xsdiv(M)H
FHt 
πH

Xsdiv(M)H
πH

Xsdiv(M)H/N(H)
Ft H  Xsdiv(M)H/N(H).
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We already know that F˜Ht and πH are Poisson maps in the precise sense given in
Theorems 6.2 and 6.12. In the following theorem we show in which sense F˜t H is a
Poisson map.
Theorem 6.14 For all ϕ,ψ ∈ C1Wr(Xsdiv(M)H/N(H)), r, s > dim(M)2 + 2, such that
s + 1 ≥ r we have
{ϕ,ψ}XsH/N(H) ◦ F˜t H = {ϕ ◦ F˜t H ,ψ ◦ F˜t H}XsH/N(H)
on Xs+2div (M)H/N(H).
Proof For ω ∈ Xs+2div (M)H/N(H) we have for any uω ∈ π−1H (ω)
{ϕ,ψ}XsH/N(H)(F˜t H(ω)) = {ϕ,ψ}XsH/N(H)(πH(F˜Ht (uω)))
= {ϕ ◦ πH ,ψ ◦ πH}XsH (F˜Ht (uω)) by Theorem 6.12
= {ϕ ◦ πH ◦ F˜Ht ,ψ ◦ πH ◦ F˜Ht }XsH (uω)
= {ϕ ◦ F˜t H ◦ πH ,ψ ◦ F˜t H ◦ πH}XsH (uω) by the commutative diagram
= {ϕ ◦ F˜t H ,ψ ◦ F˜t H}XsH/N(H)(πH(uω)) by Theorem 6.12
= {ϕ ◦ F˜t H ,ψ ◦ F˜t H}XsH/N(H)(ω).
For the third equality we use Theorem 6.2 (iii) which is applicable since we assumed
that s + 1 ≥ r and uω ∈ Xs+2div (M)H .
For the fifth equality we use that ϕ ◦ F˜t H ∈ C1Wr(Xs+2div (M)H). Namely, from
Vasylkevych and Marsden [16] we know that for all f ∈ C1r (Xsdiv(M)) we have
f ◦ F˜t ∈ C1r (Xs+1div (M)). So we obtain that f ◦ F˜Ht |Xs+2div (M)H ∈ C
1
Wr(X
s+2
div (M)H) and
ϕ ◦ F˜t H ◦ πH = ϕ ◦ πH ◦ F˜Ht ∈ C1Wr(Xs+2div (M)H) because ϕ ◦ πH ∈ C1Wr(Xsdiv(M)H) ⊂
C1r (X
s
div(M)H). Thus, by definition, we find that ϕ ◦ F˜t H ∈ C1Wr(Xs+2div (M)H). unionsq
Finally we obtain the following commuting diagram in which all maps are Poisson
in the precise sense given in Theorems 6.2, 6.8, 6.12, and 6.14.
TDsµ(M)
Ft 
πR

TDsµ(M)
πR

Xsdiv(M)
Ft  Xsdiv(M)
Xsdiv(M)H
iH

FHt 
πH

Xsdiv(M)H
iH

πH

Xsdiv(M)H/N(H)
Ft H  Xsdiv(M)H/N(H).
The same results can be obtained for the averaged Euler equations by using Gay-
Balmaz and Ratiu [7] instead of Vaskylkevych and Marsden [16].
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