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Abstract
On some problems of scalar curvature. In this article we prove, among other things, some results about
two problems which are the subject of announces these last decades: (1) the compactness of the set of the
solutions of the Yamabe equation on a compact Riemannian manifold, (2) a generalization of a result of the
author which is necessary to solve the Yamabe problem, when 2ω n− 6.
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0. Introduction
(Vn, g) est une variété Riemannienne compacte de dimension n > 2. L’équation de Yamabe
[12] est
Lu = −u+ n− 2
4(n− 1)Ru = n(n− 2)u
(n+2)/(n−2)
lorsque nous sommes dans le cas positif (μ¯ > 0). Nous adoptons ici pour simplicité la convention
 = ∇ i∇i . Les solutions recherchées sont les solutions u > 0. R est la courbure scalaire.
La fonctionnelle de Yamabe est
I (u) =
[
4
n− 1
n− 2
∫
|∇u|2 dV +
∫
Ru2 dV
]
‖u‖(2−n)/n2n/(n−2).
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nécessaire dans Aubin [2]. μ¯ est l’inf de I (u) pour tout u ∈ H1. μ¯ est un invariant conforme.
Dans le cas négatif (μ¯ < 0) la solution est unique. Dans le cas zéro il y a unicité à une constante
près. R. Schoen [11] a résolu le cas des variétés localement conformément plates.
Nous supposons dans tout cet article que (Vn, g) n’est pas localement conformément plate,
le problème est ouvert pour ces variétés. Il s’agit de prouver que l’ensemble des solutions de
l’équation de Yamabe sur ces variétés est compact. Li et Zhu [9] ont imaginé la méthode de
démonstration, en prouvant le résultat pour n = 3, voir aussi Li [7]. Ensuite Druet [4] a résolu les
cas 4 et 5, Marques [10] les cas 6 et 7, puis Li et Zhang [8] les cas 8 et 9. Le lecteur est considéré
comme familier de ces articles, ainsi que de celui de Hebey et Vaugon [6] de leurs notations,
résultats et méthodes.
On introduit un entier ω 0 comme nous le verrons. Li et Zhang résolvent, dans leur article,
[8] le problème lorsque ω 1.
1. Résultats préliminaires
Soit B une boule de centre P d’une variété Riemannienne (Vn, g). On suppose que |g| = 1
dans un système de coordonnées géodésiques (r, θ) (ou [xi]) centré en P .
Définition. On définit l’entier ω par ‖∇αW‖(P ) = 0 pour α < ω, ‖∇ωW‖(P ) = 0. On note R
la partie principale de R(x) dans un développement limité en r = d(P,x), et μ l’ordre de R.
W est le tenseur de Weyl. On suppose ω fini et même 2ω < n, le cas inverse est hors de
considération dans cet article. R est un polynôme homogène en xi d’ordre μ, mais on suppose
pour l’instant ‖∇ωR‖(P ) = 0. R(x) = R(x)+ o(rω), r∇rR = ωR.
En P d’après Hebey et Vaugon [6], ‖∇αRiem‖(P ) = 0 pour α < ω, nous avons aussi
qR(P ) = 0 ainsi que ‖∇qR(P )‖ = 0 pour q  ω. Considérons le changement de métrique
g˜ = ϕ4/(n−2)g tel que
|g˜|1/2 = |ϕ|2n/(n−2) = 1 + kr2f (x),
f (x) étant un polynôme homogène en xi d’ordre ω tel que f (x) = 0 et dont la valeur moyenne
sur ∂B(r) est nulle.
Nous allons montrer, sous certaines hypothèses, qu’on peut choisir f de sorte que
∫
∂B(r)
R˜ dσ˜ < 0
pour r petit. Nous savons que
∫
∂B(r)
R˜ dσ˜ =
∫
∂B(r)
Rϕ2 dσ + 4n− 1
n− 2
∫
∂B(r)
ϕ(−ϕ)dσ.
C’est le terme principal en r dans
∫
∂B(r)
R˜ dσ˜ (la barre dénote la valeur moyenne) sur lequel
porte notre attention. Nous souhaitons qu’il soit en r2ω+2 et négatif. Comme
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2n
kr2f (x)− (n− 2)(n+ 2)
8n2
k2r4f 2(x)+ · · · ,
ϕ2 = 1 + n− 2
n
kr2f (x) − n− 2
n2
k2r4f 2(x)+ · · · ,
nous avons
∫
∂B(r)
Rϕ2 dσ =
∫
∂B(r)
R dσ + n− 2
n
kr2
∫
∂B(r)
Rf (x)dσ + 0(r2ω+4).
Calculons ϕ. On pose f 2(x) = r2ωh(θ).
ϕ = (1 − 2/n)(n+ 2ω)kf (x) − (n− 2)(n+ 2)
8n2
k2r2ω+2h(θ)
− (n− 2)(n+ 2)(ω + 2)(n+ 2ω + 2)
4n2
k2r2f 2(x).
On obtient
4
n− 1
n− 2
∫
∂B(r)
ϕϕ dσ = −C(n,ω)k2r2
∫
∂B(r)
f 2(x) dσ + 0(r2ω+n+3)
avec
C(n,ω) = C˜ = n− 1
n2
[
(n+ 2)(ω + 2)(n+ 2ω + 2)− 2(n− 2)(n+ 2ω)].
D’où
∫
∂B(r)
R˜ dσ˜ =
∫
∂B(r)
R dσ + n− 2
n
kr2
∫
∂B(r)
Rf (x)dσ + C˜k2r2
∫
∂B(r)
f 2(x) dσ + 0(r2ω+n+3).
Prenons
k = −n− 2
2nC˜
∫
∂B(r)
Rf (x)dσ
/ ∫
∂B(r)
f 2(x) dσ.
On trouve
∫
∂B(r)
R˜ dσ˜ =
∫
∂B(r)
R dσ − (n− 2)
2r2
4n2C˜
( ∫
∂B(r)
Rf (x)dσ
)2/ ∫
∂B(r)
f 2(x) dσ + 0(r2ω+n+3).
On peut maintenant, suivant le cas traité, voir s’il existe f , de moyenne nulle sur ∂B(r) et de
laplacien nul, telle que on ait
∫
∂B(r)
R˜ dσ˜ < 0 pour r petit. Ce résultat entraîne deux théorèmes
qui s’énoncent simplement.
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suivantes :
– g˜ ne diffère de g que par un terme d’ordre 2 +ω ;
–
√|g˜| est de valeur moyenne 1 sur ∂B(r) ;
–
∫
∂B(r)
R˜ dσ˜ <
∫
∂B(r)
R dσ pour r petit.
Dans les cas ω = 2 et 3, R ≡ 0. On peut choisir f ≡ R dans ce cas on a prouvé le
Théorème 2. Lorsque ω = [(n − 6]/2] < 4, il existe g˜ (comme dans le théorème précédent)
vérifiant ∫
∂B(r)
R˜ dσ˜ < 0 pour r petit si
ω+1R(P ) <
(
n− 2
n
)2
2ω−1(n+ 2ω)(ω + 1)‖∇ωR‖2/C˜.
C˜ est explicité plus haut.
Lorsque ω = 2, C(n,2) = 2(n− 1)(n2 + 14n+ 32)/n2, il faut vérifier l’inégalité
3R(P ) <
3(n− 2)2(n+ 4)
(n− 1)(n2 + 14n+ 32)
∥∥∇2R∥∥2 = k(n)∥∥∇2R∥∥2).
Dans l’article les normes sont toujours prises en P (‖∇ωR‖2 est mis pour ‖∇ωR‖2(P )). A partir
de l’égalité de Hebey–Vaugon [6] nous vérifions l’inégalité.
Par exemple pour n = 10, 3R(P ) < ‖∇2R‖2 < k(n)‖∇2R‖2. De même pour ω = 3 en
utilisant le résultat de Zhang [13].
Il peut aussi être intéressant de ne pas considérer uniquement des fonctions f vérifiant
f = 0. Par exemple lorsque ω > 3, on pourrait avoir intérêt à considérer la fonction
f = rωf (θ) étudiée Section 2. Elle vérifie
∫
∂B(r)
f dσ = 0
et
ρ2f = 2(ω + 1)(n− 4)(f − a0R) = −(n− 2)R/4(n− 1)+ 2(ω + 1)(n− 4)f.
Ici μ = ω, car si μ > ω, il n’y a rien à faire, puisque alors pour r petit ∫
∂B(r)
R dσ < 0 (Théo-
rème 5). Reprenons les calculs faits précédemment, mais avec cette fonction f . Nous trouvons
ϕ = (n− 2)
2
n
(ω + 2)kf − (n− 2)
2
8n(n− 1)kR −
(n− 2)(n+ 2)
8n2
k2r2(ω+1)θh(θ)
− (n− 2)(n+ 2)
4n2
(ω + 2)(n+ 2ω + 2)k2r2f 2(x).
On obtient
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n− 1
n− 2
∫
∂B(r)
ϕϕ dσ = −n− 1
n2
k2r2
{
(n− 2)
∫
∂B(r)
f R dσ
− (ω + 2)[(n+ 2)(2ω + 14 − n)− 32]
∫
∂B(r)
f 2 dσ
}
,
∫
∂B(r)
R˜ dσ˜ =
∫
∂B(r)
R dσ + n− 2
n
kr2
∫
∂B(r)
Rf dσ
+ (n− 1)(n− 2)
n2
k2r2
[ ∫
∂B(r)
f R dσ − Cˆ
∫
∂B(r)
f 2 dσ
]
avec Cˆ = (ω + 2)[(n+ 2)(2ω + 14 − n)− 32]/(n− 2).
Prenons
k = n
2(n− 1)
[
Cˆ
∫
∂B(r)
f 2 dσ
/ ∫
∂B(r)
f R dσ − 1
]−1
.
Il vient
∫
∂B(r)
R˜ dσ˜ =
∫
∂B(r)
R dσ
− n− 2
4(n− 1)
[ ∫
∂B(r)
Rf dσ
]2[ ∫
∂B(r)
f R dσ − Cˆ
∫
∂B(r)
f 2 dσ
]−1
.
Bien entendu
∫
∂B(r)
f R dσ − Cˆ
∫
∂B(r)
f 2 dσ > 0.
Du reste si cela n’était pas, l’inégalité pourrait être toujours vérifiée.
Revenons à la démonstration du Théorème 1, mais lorsque ω > 3.
Pour ω > 3, R n’est plus forcement identiquement nul, on ne peut pas prendre f = R dans
le cas général. Par contre on sait que [ω/2]R ≡ 0.
Appelons q le plus grand entier vérifiant qR = 0. Ici par hypothèse 0 q  [ω/2] − 1, si
non il n’y a pas de problème. Prenons f = r2qqR.
Adaptant la démonstration précédente nous arrivons à la même égalité.
∫
∂B(r)
R˜ dσ˜ =
∫
∂B(r)
R dσ − (1/C)
( ∫
∂B(r)
Rf (x)dσ
)2/ ∫
∂B(r)
f 2(x) dσ + 0(r2ω+n+3).
Plus C est petit, plus l’inégalité sera facile à vérifier.
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|g|1/2 = 1 + 2nk
n− 2 r
2q+2qR,
ϕ = 1 + kr2q+2qR − n+ 2
2(n− 2)k
2r4q+4(qR)2,
ϕ = 2k(1 + q)[n+ 2(ω − q)]r2qqR − n+ 2
n− 2k
2(ω + 2)(n+ 2ω + 2)r4q+2(qR)2
− n+ 2
2(n− 2)k
2r2(ω+1)θh(θ);
4
n− 1
n− 2
∫
∂B(r)
ϕϕ dσ = −k2Cr4q+2
∫
∂B(r)
(qR)2 dσ
avec
C = 4(n− 1)
(n− 2)2
[
(n+ 2)(n+ 2ω + 2)(ω + 2)− 2(n− 2)(n+ 2ω − 2q)(1 + q)].
∫
∂B(r)
R˜ dσ˜ =
∫
∂B(r)
R dσ + 2kr2q+2
∫
∂B(r)
RqR dσ + k2Cr4q+2
∫
∂B(r)
(qR)2 dσ.
Prenons
k = −
∫
∂B(r)
RqR dσ
/
Cr2q
∫
∂B(r)
(qR)2 dσ,
on trouve
∫
∂B(r)
R˜ dσ˜ =
∫
∂B(r)
R dσ − kr2q+2
∫
∂B(r)
RqR dσ.
Posons k = k˜∏qk=1[ω − 2(q − k)][2(ω − 2q + k − 1)+ n].
Théorème 3. Si
∫
∂B(r)
R dσ < k˜r2(q+1)
∫
∂B(r)
RqR dσ , alors il existe une métrique g˜, ayant
les propriétés du Théorème 1 et telle que
∫
∂B(r)
R˜ dσ˜ < 0. L’expression de k˜ qui dépend de
n,ω,q a été donnée plus haut.
2. Étude de la fonction de Green G du laplacien conforme
Théorème 4. Rappelons que μ est l’ordre de R, μ  2(ω + 1), toujours d’après la définition
de ω. Si μ = n− 4, G = r2−n + C¯ Log r +O(1) pour une constante C¯.
Autrement les deux termes principaux sont r2−n et −r4−nf avec f = ρμf1(θ) =∑q−1
k=0 akρ2kkR comme dans le lemme qui suit.
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D’après la démonstration de l’existence de G, on met en évidence la partie non bornée de son
développement en fonction de r sur BP (δ) \ [P ].
La formule de Green (ici les dérivées sont prises au sens des fonctions)
ϕ(P ) = −
∫
H(P,Q)ϕ(Q)dV (Q)−
∫
QH(P,Q)ϕ(Q)dV (Q)
donne dans notre contexte (H(P,Q) = r2−nγ (r) avec γ (r) une fonction C∞ plateau : γ (r) = 1
sur BP (δ), γ (r) = 0 hors de BP (2δ)) :
ϕ(P ) =
∫
H(P,Q)Lϕ(Q)dV (Q)−
∫
H(P,Q)R(Q)ϕ(Q)dV (Q)
+
∫
Γ (P,Q)ϕ(Q)dV (Q),
Γ étant un noyau C∞, car sur BP (δ) \ [P ], QH(P,Q) = 0 dans BP (δ). Itérons cette formule
ϕ(P ) =
∫
V
H(P,Q)Lϕ(Q)dV (Q)−
∫
H(P,M)R(M)H(M,Q)dV (M)Lϕ(Q)dV (Q)
−
∫
H(P,M)R(M)H(M,Q)dV (M)R(Q)ϕ(Q)dV (Q)
+
∫
H(P,M)R(M)Γ (M,Q)dV (M)ϕ(Q)dV (Q)+
∫
Γ (P,Q)ϕ(Q)dV (Q),
H(P,M)R(M) est un noyau en r2+μ−n, que l’on convole avec H(M,Q) qui est un noyau en
r2−n. D’après Giraud (voir [2]) la convolution est en r4+μ−n si n > 4+μ, en Log r si n = 4+μ,
bornée si n < 4 +μ.
En itérant de nouveau on trouve
ϕ(P ) =
∫
V
[
H(P,Q) −
∫
H(P,M)R(M)H(M,Q)dV (M)
]
Lϕ(Q)dV (Q)
+
∫ [[∫
V
H(P,M)R(M)H(M,S)R(S)dV (M)
]
×
[
H(S,Q)−
∫
H(S,T )dV (S)R(T )H(T ,Q)dV (T )
]]
Lϕ(Q)dV (Q)
+
∫ [∫
V
H(P,M)R(M)H(M,S)R(S)dV (M)
]
×H(S,T )dV (S)R(T )H(T ,Q)dV (T )R(Q)ϕ(Q)dV (Q)
+
∫
Γ˜ (P,Q)ϕ(Q)dV (Q),
Γ˜ étant un noyau borné.
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l’équation LG = (n− 2)ωn−1δP c’est à dire au sens des fonctions
G = (n− 2)RG/4(n− 1).
avec G = r2−n − f (θ)r4+μ−n + H , H de singularité d’ordre inférieur au terme précédent. On
trouve
−[f (θ)rμ+4−n]= (n− 2)Rr2−n/4(n− 1).
Lorsque μ< 4, on voit que tout simplement
f = f (θ)rμ = (n− 2)R/8(n− 1)(μ+ 1)(n− 4).
En effet dans ce cas (r4−nR) = −2(1 +μ)(n − 4)r2−nR.
Lorsque 3 <μ< n− 4, on vérifie, comme nous le verrons plus loin, que
f = rμf (θ) =
∑
0=k<(μ−1)/2
ak
kR.
Si μ = n− 4 il y a un terme en f (θ)Log r . Celui-ci doit vérifier
[
f (θ)
]
Log r + (n− 2)f (θ) +O(1) = (n− 2)r4−nR/4(n− 1),
égalité qui entraîne f (θ) = Cte.
Lemme 1. Dans le développement de G, si μ< n− 4 (ici q = [μ/2 − 1]) :
f = ρμf1(θ) =
q∑
k=0
akρ
2kkR
les ak étant donnés part la formule ci-dessous.
Preuve.

(
ρ4−nf
)= ρ4−nf − 2(n− 4)ρ3−n∂ρf − 2(n− 4)ρ2−nf = −(n− 2)ρ2−nR/4(n− 1).
Ce qui donne, vu que ρ∂ρf = μf ,
ρ2f = 2(n− 4)(μ+ 1)f − (n− 2)R/4(n− 1).
Comme q+1R = 0,
f =
q∑
ρ2kak
kR.k=0
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ρ2f =
q∑
k=0
ρ2kak
[
2k(n− 2 + 2μ− 2k)kR + ρ2(k+1)k+1R].
On en tire a0 = (n− 2)/8(n− 4)(n− 1)(1 +μ) et pour 0 < k  q
ak−1 = 2ak(n− 4 − 2k)(μ+ 1 − k).
Le coefficient de ak est toujours positif, ce qui fait que tous les ak sont positifs. On vérifie que
∫
∂Ω
Rf dσ > 0. 
Écrivons G sous la forme
G = 1
rn−2
− f
rn−4
+ H˜ + h(θ)
rn−6−2ω
+H,
f est définie au paragraphe 2, f est d’ordre ω, H˜ est la partie singulière en r−α avec n−6−2ω <
α < n − 4 − ω. H est la partie complémentaire. Au cas où 2ω = n − 6 le terme à considérer est
h(θ)Log r.

(
G− r2−n)= 2(n− 4)(1 +ω)f r2−n − r4−nf +H˜ +θh(θ)r4+2ω−n
+ 2(2ω + 6 − n)(ω + 2)r2ω+4−nh(θ) +H.
Le laplacien de h(θ)Log r serait : r−2 Log rθh(θ) + (n− 2)r−2h(θ).
D’autre part (G− r2−n) = (n− 2)RG/4(n− 1) et
RG = [R + R˜ + Rˆ + · · ·][r2−n − r4−nf + H˜ + · · ·],
Rˆ est le terme d’ordre 2(ω+ 1) dans le développement de R, R˜ les termes d’ordre inférieur dans
R −R. On suppose ω+1R(P ) = 0 et μ = ω. On sait
que
∫
∂B(r)
R˜ dσ = 0 et que
∫
∂B(r)
Rˆ dσ = 0.
De ces développements limités, on tire en identifiant les termes de même ordre :
r2f = 2(n− 4)(1 +ω)f − (n− 2)R/4(n− 1).
Cette équation a été résolue plus haut. 4(n − 1)H˜/(n − 2) = R˜r2−n + 0(r2ω+4−n) égalité qui
entraîne ∫
H˜ dσ = 0
∂B(r)
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θh(θ) + 2(ω + 2)(2ω + 6 − n)h(θ) = (n− 2)
[
r−2Rˆ − fR]r−2ω/4(n− 1).
Ce qui nous donne
2(ω + 2)(2ω + 6 − n)
∫
∂B(r)
h(θ) dσ
= (n− 2)r−2(ω+1)
[ ∫
∂B(r)
R dσ − r2
∫
∂B(r)
f R dσ
]/
4(n− 1) = T .
Si T n’est pas nul, nous avons
T = 2(ω + 2)(2ω + 6 − n)rn−6−2ω
∫
∂B(r)
(
G− r2−n)dσ,
T = rn−4−2ω
∫
∂B(r)

(
G− r2−n)dσ = (n− 2)rn−2ω−4
∫
∂B(r)
RGdσ
/
4(n− 1).
Dans le cas où 2ω = n− 6, nous obtenons
θh(θ)Log r + (n− 2)h(θ)+H = (n− 2)
[
r−2Rˆ − fR]r−2ω/4(n− 1).
Comme il n’y a pas de terme en Log r à droite, h(θ) est une constante qui est égale à T/(n− 2).
Proposition 1. Lorsque 2ω = n− 6,
G = r2−n − r4−nf + H˜ + T Log r/(n − 2)+O(1).
H˜ la partie singulière dont les termes sont d’ordre r−α avec 0 < α < ω+ 2 est d’intégrale nulle
sur ∂B(r). Lorsque r → 0,
∫
∂B(r)
(
G− r2−n)dσ ∼ T Log r/2(ω + 2).
Les différentes expressions de T sont données plus haut. Si 2ω < n− 6,
(n− 2ω − 6)
∫
∂B(r)
(
G− r2−n)dσ ∼ r2ω+6−nT /2(ω + 2).
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Théorème 5.
1+ωR(P ) < 0, si μ> ω (l’ordre de R est >ω).
Pour ω = 0, on sait depuis longtemps que 1+ωR(P ) < 0. Les calculs faits par Hebey–
Vaugon [6] entraînent les cas ω = 1 et 2. Lorsque ω = 3, le résultat découle de Zhang [13]. Pour
ω = 2 et ω = 3, il est aisé de vérifier cette inégalité puisque nous avons les formules exactes.
Pour ω = 2 d’après Hebey–Vaugon
−3R(P ) = 6[∥∥∇2Riem∥∥2/5 +C2 +N0 − ∥∥∇2R∥∥2].
D’où le résultat (C2 et N0 sont définis plus bas). Pour ω = 3, en notant C3 = ‖∇3Rij‖2,
N1 = ∇ijkRlm∇ ilmRjk(P ), d’après Zhang [13] :
−
4R(P )
8
= 2(2C3 + 3N1 − ∣∣∇3R∣∣2)+ 13
∥∥∇3Rijkl∥∥2.
Cela peut s’écrire comme la somme de deux carrés dont l’un est strictement positif, lorsque
‖∇3R‖2 = 0. Nous obtenons
−34R(P )/8 = ∥∥∇3Rijkl∥∥2 + 6C[∇ijkRlm + ∇jkmRil + ∇jklRim + k∇ilmRjk]2/(C3 − 3N1).
On prend k = −3N1/C3 qui vérifie 0 k  2. On a 0−N1  2C3/3.
Nous allons maintenant prouver le théorème pour tout ω. Notons
A = C(2,2)Sym∇αRpijq∇βRpq, B = C(2,2)Sym∇αRpijq∇β˜l∇pRqk,
C˜ = C(2,2)Sym∇αRip∇βRjp et Z = C(2,2)Sym∇αRpklq .
Les indices grecs sont des ensembles d’indice de longueur |α| = ω ou |β˜| = ω− 2 lorsque qu’ils
ont un tilde, voir | ˜˜γ | = ω − 4. Les indices latins sont de longueur 1, |j | = 1. Lorsqu’un même
indice est noté deux fois, il y a sommation sur cet indice, sur les autres indices on considère
toutes les permutations. Un premier calcul donne :
2(ω + 2)2C(2,2)Sym∇αβklR +C(ω)I = 0
avec I = Z + 2(ω + 3)2(A+ C˜)+ 2ω(ω + 3)B et C(ω) = (ω + 1)2(ω + 2)2(2ω + 2)!/
[(ω + 3)!]2. Il s’agit de montrer que I > 0.
Nous procédons à des saturations de sorte que les indices dans les tenseurs de courbure et de
Ricci soient saturés. Nous sommes amenés à considérer de nouveaux termes :
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Z˜ = C(2,2)Sym∇αRpijq∇βRpikq et surtout Z0 = C(2,2)Sym∇αRpijq∇βRpijq,
C = C(2,2)Sym∇αRpq∇βRpq, Q = C(2,2)Sym∇α˜k∇iRpq∇β˜l∇pRiq,
N = C(2,2)Sym∇α˜ijRpq∇β˜pqRij et S0 = C(2,2)Sym∇βRpikq∇α˜kpRiq .
Enfin dans ces Z,C,Q, et N un indice en bas indique le nombre de dérivations satu-
rées entre coté gauche et coté droit. Un indice en haut indique le nombre de laplaciens
qu’il y a à gauche, à droite pour l’instant il y en aura aucun. Exemple Cpk est mis pour
∇α˜p∇i1...ikRpq∇β˜∇i1...ikRpq, ici |α˜| + 2p + k = ω = |β˜| + k. Un calcul donne
Z = 2ω(ω + 2)B − 2(ω + 1)(ω + 2)A+ (ω + 2)(ω + 3)Z˜,
Z˜ = 4ω(ω + 1)S + (ω + 1)(ω + 2)Z0, S = 2ω(ω − 1)S0 + 2ω2(C1 −Q).
On a Z0  2ω(ω!)2Zω > 0. Il était clair du reste que Z0 > 0.
En saturant suffisamment de fois, un second calcul mène à
I˜ = 2(ω − 1)3ω2(2ω + 5)N0 − 2(ω − 1)
(
ω2 + 2ω − 1)C10
+ω(ω3 + 2ω2 + 2)C1 − 2ω2Q(ω2 − 6).
Il faut montrer que I˜ est  0. Comme
C1 = 2(ω − 1)
[
(ω − 1)C2 + (ω − 2)C11
]
,
Q = 2(ω − 1)[(ω − 1)Q1 + (ω − 2)Q10],
C10 = 2(ω − 1)
[
(ω − 2)C11 + (ω − 1)C1,10
]
,
I˜ = 2(ω − 1)3ω2(2ω + 5)N0 − 4(ω − 1)
(
ω2 + 2ω − 1)
× [(ω − 2)C11 + (ω − 1)C1,10 ]+ 2ω(ω − 1)(ω3 + 2ω2 + 2)[(ω − 1)C2 + (ω − 2)C11]
− 4ω2(ω − 1)(ω2 − 6)[(ω − 1)Q1 + (ω − 2)Q10].
Rappelons qu’une notation telle que Cpm est mis pour le tenseur C où l’on a opéré des satu-
rations : m dérivations se retrouvent de part et d’autre et p laplaciens à gauche, aucun à droite.
Lorsque m ou p est nul, il se peut que le zéro soit omis. Tout d’abord on met de coté tout groupe
de termes qui serait non négatif. Puis en posant q = [ω/2], on remarque que Cq0 = 0 lorsque ω
est pair, et que Cq1 + 2Qq0 = 0 dans le cas impair ; ces termes s’éliminent. Ensuite on remarque
que des termes tels que Cp2 ,Q
p
1 , et N
p
0 se saturent suivant les mêmes formules. On arrive à q
lignes de termes qu’on traite séparément, les lignes Cpω−2p,Q
p
ω−2p−1,N
p
ω−2p−2, au moyen des
deux formules :
C
p
ω−2p + 2(ω − 2p)Qpω−2p−1 +
(ω − 2p)(ω − 2p − 1)
2
N
p
ω−2p−2 = 0
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2Cpω−2p + (ω − 2p)Npω−2p−2  0.
On élimine Qpω−2p−1 avec la première formule, puis on utilise la deuxième.
Dans le cas où ‖∇ωR‖(P ) = 0, on se ramène à la situation précédente. En considérant le
changement de métrique g˜ = ϕ4/(n−2)g.
R˜ =
(
Rϕ − 4n− 1
n− 2ϕ
)
ϕ−(n+2)/(n−2).
On veut que ‖∇˜ωR˜‖(P ) = 0. Pour cela on prend ϕ telle que
Rϕ − 4n− 1
n− 2ϕ = o
(
rω
)
.
Ici μ = ω si non ‖∇ωR‖(P ) = 0 et rien n’est nécessaire d’entreprendre. Lorsque ω = 2 ou 3 on
peut prendre ϕ = 1+ar2R+o(r2+ω). Dans ces cas ϕ = 2a(n+2ω)R+o(rω). On choisit donc
a = (n− 2)/8(n+ 2ω)(n− 1). Comme on souhaite aussi que √|g˜| soit perturbé au minimum on
prendra ϕ2n/(n−2) = 1 + br2R ainsi
ϕ = 1 + bn− 2
2n
r2R − (n− 2)(n+ 2)
8n2
b2r4R2 +O(r3(n−2))
et b = n/4(n− 1)(n+ 2ω). Nous avons
R˜ = R −R + n− 2
2n
br2R2 + (n− 1)(n+ 2)
2n2
b2
(
r4R2
)+ o(r2(ω+1)).
Comme R˜ = o(rω) et que pour une fonction ψ ,
˜ψ = ϕ−4/(n−2)[ψ + 2∇i Logϕ∇ iψ],
˜ω+1R˜ = ω+1R + b
2n
[
(n− 2)ω+1(r2R2)+ n+ 2
4(n+ 2ω)
ω+2(r4R2)
]
+ o(1).
Posons R2 = r2ωh(θ)

[
r2ω+4h(θ)
]= 2(ω + 2)(n+ 2ω + 2)r2R2 + r2ω+2θh(θ).
De même pour les termes suivants.
Lorsque ω  4, une fonction ϕ˜ =∑q−1k=0 bkr2kkR vérifie (r2ϕ˜) = (n − 2)R/4(n − 1), on
la met en évidence comme au paragraphe 2 pour la fonction de Green. On prendra ϕ de sorte que
ϕ2n/(n−2) = 1 + 2nr2ϕ˜/(n − 2). On exprime alors ˜ω+1R˜(P ) en fonction de ω+1R(P ) et de
‖∇ωR‖2.
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calculer explicitement, et une métrique conforme g˜ ayant les propriétés mentionnées au Théo-
rème 1, vérifiant μ˜ > ω telles que
ω+1R(P ) = ˜ω+1R˜(P )+B∥∥∇ωR∥∥2 
q∑
k=1
Ck
∥∥∇ω−2kkR∥∥2.
On calcule la constante B comme il est dit plus haut, puis les constantes Ck en utilisant la
démonstration du Théorème 5. Il y a seulement à changer la fin, puisque en métrique g˜, avec
|α| = ω,
Sym∇˜αR˜ij = k∇αRgij
pour une certaine constante k, qui ici n’est pas nulle.
4. Généralisation d’un théorème
Soit (Vn, g) une variété Riemannienne de dimensions n  6. On suppose qu’en un point P
le tenseur de Weyl : W et ses dérivées jusqu’à l’ordre ω − 1 sont nulles et que |∇ωW |(P ) = 0.
On sait qu’il existe une métrique conforme g (g ∈ [g]) telle que |g| = 1 dans un système de
coordonnées géodésiques (r, θ) en P dans une boule B de centre P et de rayon δ (voir Cao [3] ou
Günther [5]). Considérons la fonctionnelle de Yamabe I (ϕ) voir [1] et les fonctions u définies
par u(r) = 0 pour r  δ > 0 et lorsque r  δ :
u(r) = (n−2)/2
[(
2 + r2)1−n/2 − (2 + δ2)1−n/2].
Proposition 2.
lim
→0 I (u) = n(n− 1)ω
2/n
n = K.
Si ω+1R(P ) < 0 avec 2ω n− 6 alors pour  petit, I (u) < K.
Plus précisément lorsque n > 2ω + 6
I (u)−K = C3(ω)ω+1R(P )2ω+4 + 0
(
n−2
)
et si n = 2ω + 6
I (u)−K = C3(ω)ω+1R(P )n−2|Log | + 0
(
n−2
)
où C3(ω) > 0.
Preuve. Elle n’a de sens que si n  2ω + 6. Ici ωn est l’aire de sphère Sn(1). Calculons les
intégrales de la fonctionnelle de Yamabe.
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B
|u |2n/(n−2) dV = ωn−1
δ∫
0
(

2 + r2
)n
rn−1 dr + 0(n−2)
= ωn−1
δ/∫
0
tn−1 dt
(1 + t2)n + 0
(
n−2
) → ωn−1
∞∫
0
tn−1 dt
(1 + t2)n
lorsque  → 0.
4
n− 1
n− 2
∫
B
|∇u |2 dV = 4(n− 1)(n− 2)ωn−1
δ/∫
0
tn+1 dt
(1 + t2)n + 0
(
n−2
)
.
Lorsque  → 0, la dernière intégrale tend vers
∞∫
0
tn+1 dt
(1 + t2)n .
Sous notre hypothèse d’après Hebey et Vaugon [6],
∫
∂B(r)
R dσ = kωω+1R(P )r2(ω+1)
pour une constante kω > 0
∫
B
Ru
2 dV = ωn−1
δ∫
0
n−2rn−1
(2 + r2)n−2
( ∫
∂B(r)
R dσ
)
dr + 0(n−2)
= kωωn−1ω+1R(P )2(ω+2)
δ/∫
0
tn+2ω+1 dt
(1 + t2)n−2 + 0
(
n−2
)
.
Cette dernière intégrale converge si 2ω < n − 6. Dans ce cas I (u) − K est équivalent à
Cω
ω+1R(P )2(ω+2) qui est un terme négatif. D’où I (u) → K par valeurs inférieures. Si
2ω = n− 6, I (u)−K est équivalent à
Cω
ω+1R(P )n−2 Log(δ/).
Même conclusion, Cω étant une constante positive. 
Lorsqu’on ne sait pas si ω+1R(P ) < 0, on utilise les théorèmes démontrés jusqu’ici.
Si ω+1R(P )  0, d’après la définition de ω, l’ordre de R est ω et
∫
∂Ω
R dσ = 0. Dans
ces conditions, il n’est pas étonnant qu’on doive utiliser les fonctions u(r), non pas dans
la fonctionnelle Ig(u) mais dans une autre Ig˜(v) avec g˜ = ϕ4/(n−2)g, conforme à g. Comme
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dans les Théorèmes 2 et 3.
Alors
∫
∂B(r)
R˜ dV˜ < 0 pour r petit ; et la démonstration précédente s’étend à la fonction-
nelle Ig˜, vues les propriétés de g˜.
Théorème 7. Lorsqu’en P , 2ω  n − 6, il existe une suite de fonctions w ∈ H1 de norme 1
dans L2n/(n−2), w  0, w se concentrant en P , w → 0 dans Cαloc sur V \ [P ], telle que
I (w) → K, par valeurs inférieures lorsque  → 0, si l’inégalité du Théorème 3 est satisfaite
lorsque R = 0, et celle du Théorème 2 lorsque R ≡ 0. En particulier c’est le cas lorsque
ω = [(n− 6)/2] < 4, ou si μ> ω, ou si ∫ ∂B(r)R dσ = o(r2(ω+1)).
Remarque. Cette proposition est une extension d’un résultat de l’auteur [1], résultat indispen-
sable pour résoudre le problème de Yamabe dans le cas où la variété compacte est non localement
conformément plate avec n 6. Dans ce cas, il existe un point P où |W(P)| = 0, μ¯ l’inf de la
fonctionnelle de Yamabe est un invariant conforme comme le tenseur de Weyl. D’où en appli-
quant la proposition lorsque ω = 0 on met en évidence des fonctions u pour lesquelles I (u) < K
puisque 6R(P ) = −|W(P)|2. Il s’en suit que μ¯ < K , et on peut appliquer le théorème fonda-
mentale qui résout le problème de Yamabe.
5. Étude de l’ensemble des solutions de l’équation de Yamabe
Soit une boule Ω de centre P et du rayon ρ d’une variété Riemannienne de dimension n > 2.
Ω est munie d’un système de coordonnées géodésiques [xi] et on suppose que la métrique g sur
Ω est celle pour laquelle |g| = 1 dans la classe conforme. On pose h(x) = ‖x‖2/2 ; h = n.
On considère une fonction u ∈ C2 vérifiant
−u+ n− 2
4(n− 1)Ru = n(n− 2)u
(n+2)/(n−2).
L’identité de Pohozahev, qui consiste à intégrer de deux manières différentes
A =
∫
Ω
∇ i (∇j h∇j u∇iu) dV
donne
A = A1 =
∫
∂Ω
∇jh∇j u∂νudσ = ρ
∫
∂Ω
(∂νu)
2 dσ
où ∂ν dénote la dérivée radiale (normale au bord), et
A = A2 =
∫
Ω
∇ij h∇ iu∇j udV + 12
∫
Ω
∇jh∇j (∇iu∇ iu) dV
+
∫
∇j h∇j u
(
n− 2
4(n− 1)Ru− n(n− 2)u
(n+2)/(n−2)
)
dV.Ω
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∫
Ω
∇jh∇j (∇iu∇ iu) dV = −n
∫
Ω
∇iu∇ iu dV + ρ
∫
∂Ω
|∇u|2 dσ
et
∫
Ω
∇jh∇j uu(n+2)/(n−2) dV = n− 22n
[
−n
∫
Ω
u2n/(n−2) dV + ρ
∫
∂Ω
u2n/(n−2) dσ
]
,
nous trouvons
B(u) = −2
∫
Ω

ρ
ij∇ iu∇j udV −
n− 2
4(n− 1)
∫
Ω
(2R + ρ∂ρR)u2 dV =
∫
∂Ω
E˜(u)dσ,
avec
E˜(u) = 2ρ(∂νu)2 − ρ|∇u|2 + (n− 2)2ρu2n(n−2)
+ (n− 2)u∂νu+ n− 24(n− 1)u
2(2R + ρ∂νR),
compte tenu que
n(n− 2)
∫
Ω
u2n(n−2) dV =
∫
Ω
|∇u|2 dV + n− 2
4(n− 1)
∫
Ω
Ru2 dV −
∫
∂Ω
u∂νudσ.
Théorème 8. Lorsque 2ω  n − 6, l’ensemble des solutions de l’équation de Yamabe est borné
dans C2 si
∫
∂Ω(ρ)
[2R + ρ∂ρR]G2 dσ
est d’ordre r−k avec k  n. Il en est ainsi lorsque
∫
∂Ω(r)
[
r2Rf −R]dσ
est d’ordre 2(ω + 1) en r , f comme au paragraphe 2 (Lemme 1). En particulier, si ω < 4,
f = (n− 2)R/8(n− 4)(n− 1)(1 +μ).
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Elle procède par l’absurde. Comme il suffit de montrer que cet ensemble est borné dans C0.
Nous supposons qu’il existe une suite non bornée de solutions ui de l’équation de Yamabe :
supui → +∞.
D’après les travaux mentionnés dans l’introduction, surtout ceux de Y.Y. Li, quitte à prendre
une sous-suite nous sommes ramenés à la situation suivante : l’ensemble S des points de concen-
tration de la suite {ui} est fini, ui → 0 dans C2loc sur V \ {S}. Soient P ∈ S, et Ω = Ω(r) une
boule de centre P de rayon r telle que Ω ∩ S = P. Il existe une suite de points yi ∈ Ω, yi → P,
telle que ui(yi) = Mi le max de ui sur Ω. De plus nous savons que Miui → G dans C2loc sur
Ω \ [P ], où G est solution au sens des distributions sur Ω de
LG = −G+ n− 2
4(n− 1)RG = (n− 2)ωn−1δP .
ui est solution de l’équation de Yamabe, utilisons l’identité de Pohozahev avec u = ui , multi-
plions la par M2i , puis faisons tendre i vers l’infini. Posons Bi = 4(n− 1)M2i B(ui)/(n − 2).
Proposition 3. L’intégrale de volume est négligeable : o(1), si 2ω > n−6. Dans le cas contraire,
lorsque l’hypothèse du Théorème 8 est réalisée, elle n’est pas finie : l’intégrale sur Ω \ BP ()
tend vers +∞ lorsque  → 0 :
lim
i→∞Bi = − lim→0
r∫

ρn−1
∫
∂B(ρ)
[2R + ρ∂ρR]G2 dσ dρ.
Preuve. kij x
ixj = 0 par définition des coordonnées géodésiques. Nous avons aussi ρiρ = 0.
D’où l’intégrale sur ∂Ω de

ρ
ij∇ iG∇jG = ρij∇ i
(
G− ρ2−n)∇j (G− ρ2−n)
qui est en ρ3ω+6−n est soit o(1), soit négligeable comparée au terme avec R.
Posons
B = −
∫
Ω−Ω
(2R + ρ∂ρR)G2 dV
limi→∞ Bi = B = lim→0 B.
On peut intervertir les limites, car l’intégrant ne change pas de signe pour  petit. 
Lemme 2. Lorsque ω n/2 − 3, le terme principal dans l’intégrale de volume est donné par
lim
i→0Bi = B = − lim→0
r∫

∫
∂Ω
(2R + ρ∂ρR)G2 dσ dρ.
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∫
∂Ω(r)
R dσ = αω+1R(P )r2(ω+1) + 0(r2ω+3)
avec α−1 = 2ω+1(ω + 1)!∏ωk=0(n+ 2k) et que ∫ Rf (θ) dσ > 0 est en r2μ.
D’après les résultats du Section 3, si μ > ω alors ω+1R(P ) < 0, car  0 entraînerait
|∇ωRiem|(P ) = 0 impossible vue la définition de ω.
Dans ce cas si ω (n− 6)/2, l’intégrale de volume sur Ω \Ω() est en ∫ r

ρ2ω+5−n dρ, cette
intégrale tend vers l’infini, et on a bien 2ω+ 5 − n < 3ω+ 6 − n comme cela a été annoncé plus
haut.
Fin de la démonstration du Théorème 8. Étudions le dernier cas μ = ω  [n/2] − 3. Écrivons
R sous la forme R = R + αω+1R(P )r2(ω+1) + R˜. Nous avons ∫
∂Ω
R˜ dσ = o(r2(ω+1),
r∂rR = ωR + 2α(ω + 1)ω+1R(P )r2(ω+1) + r∂r R˜.
La partie principale de
∫
∂Ω
(2R + r∂rR)G2 dσ est donnée par
ωn−1(ω + 2)
∫
∂Ω
[
R + 2αω+1R(P )r2(ω+1)][1 − 2f r2]r3−n dσ
c’est à dire
2(ω + 2)ωn−1
{ ∫
∂Ω
R dσ − r2
∫
∂Ω
fR dσ
}
r3−n
dont l’intégrale en zéro diverge, si cette expression est d’ordre 2(ω+1) en r . Dans ce cas comme
l’intégrale de surface est finie, la contradiction est mise en évidence.
Proposition 4. L’intégrale de surface E(G) est fini. Lorsque l’intégrale de volume est négli-
geable,
E(G)−(n− 2)2
∫
∂Ω
H dσ + o(1)
avec H = G− ρ2−n.
Tout d’abord E(G) est évidemment finie. Lorsque l’intégrale de volume est négligeable, étu-
dions l’intégrale de surface.
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E(G) = lim
i→∞M
2
i
∫
∂Ω
E˜(ui) dσ,
E(G) =
∫
∂Ω
{
∂ρG
[
ρ∂ρG+ (n− 2)G
]+ (2R + ρ∂ρR))G2}dσ − 1
ρ
∫
∂Ω
|∇θG|2 dσ
car M2i u
2n/(n−2)
i → 0 lorsque i → ∞.
−
∫
∂Ω
{
∂ρG
(
ρ∂ρG+ (n− 2)G
)}
dσ/ωn−1
=
∫
∂Ω
[
(n− 2)− (n− 4 −ω)r2f ][−(ω + 2)f r4−n + (n− 2)H ]dσ + o(r2ω+6−n)
=
∫
∂Ω
[
(n− 2)2H + (n− 4 −ω)(ω + 2)r6−nf 2]dσ + o(r2ω+6−n).
Lorsque l’intégrale de volume est négligeable,
∫
∂Ω
(2R + r∂rR)G2 dσ = O(1).
Si n > 2ω + 6, r6−n ∫
∂Ω
f 2dσ est en O(r−k) avec k  1. Il en est de même pour
1
ρ
∫
∂Ω
|∇θG|2 dσ.
Théorème 9. L’ensemble des solutions de l’équation de Yamabe est borné dans C2
– si
∫
∂Ω
(G− r2−n) > 0. En conséquence c’est le cas
– si lorsque 2ω n− 6, μ> ω, ou μ = ω avec ω+1R(P ) = 0, ou
– si ω = [(n− 6)/2] < 4, ou
– si lorsque μ = ω n/2 − 3, ∫
∂B(ρ)
[2R + ρ∂ρR]G2 dσ est d’ordre r−k avec k  n. En par-
ticulier si
∫
∂Ω(r)[r2Rf −R]dσ est d’ordre r2(ω+1), f comme au paragraphe 2 (Lemme 1).
Pour d’autres expressions voir Proposition 1.
Remarque. Lorsque ω < 2, comme μ 2, nous avons μ> ω, la ligne 2 du théorème précédent
est une généralisation de ce cas à tout ω.
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avons vu que μ = ω. Dans les deux cas il est évident que
∫
∂Ω(r)
[
r2Rf −R]dσ
est d’ordre 2(ω + 1) et positive.
Reste à voir le cas ω < 4 du théorème. G s’écrit G = r2−n − aRr4−n + H˜ avec a = (n− 2)/
8(n− 1)(μ+ 1)(n− 4).
Lemme 3. Lorsque ω < 4, la condition du Théorème 8 s’écrit en P
−ω+1R(P )+ 2ω−2 (n+ 2ω)(n− 2)
(n− 4)(n− 1)
∥∥∇ωR∥∥2 = 0.
Cette expression est positive lorsque ω = [n/2 − 3], la condition est réalisée.
En effet, dans Hebey–Vaugon cette inégalité est vérifiée explicitement :
3R(P ) <
(n+ 4)(n− 2)
(n− 4)(n− 1)
∥∥∇2R∥∥2.
Pour ω = 3, en utilisant le résultat de Lei Zhang, on prouve également que l’expression est
positive lorsque ω = [(n− 6)/2].
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