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Preface
Partial differential equations are fundamental tools in mathematics, sciences and engi-
neering. For instance, the electrodynamics is governed by the Maxwell equations, the
two-dimensional cubic nonlinear Schro¨dinger equation is used to describe the propagation
of an intense laser beam through a medium with Kerr nonlinearity and the Navier-Stokes
equations are the fundamental equations in fluid dynamics. There are three major ways
of studying partial differential equations. The analytic way is to study the existence and
uniqueness of certain solutions of partial differential equations and their mathematical
properties. While the numerical way is to find certain numerical solutions of partial dif-
ferential equations. In particular, physicists and engineers have developed their own com-
putational methods of finding physical and practically useful numerical solutions, mostly
motivated by experiments. The algebraic way is to study symmetries, conservation laws,
exact solutions and complete integrability of partial differential equations.
This book belongs to the third category. It is mainly an exposition of the various
algebraic techniques of solving partial differential equations for exact solutions developed
by the author in recent years, with emphasis on physical equations such as: the Calogero-
Sutherland model of quantum many-body system in one-dimension, the Maxwell equa-
tions, the free Dirac equations, the generalized acoustic system, the Kortweg and de Vries
(KdV) equation, the Kadomtsev and Petviashvili (KP) equation, the equation of transonic
gas flows, the short-wave equation, the Khokhlov and Zabolotskaya equation in nonlinear
acoustics, the equation of geopotential forecast, the nonlinear Schro¨dinger equation and
coupled nonlinear Schro¨dinger equations in optics, the Davey and Stewartson equations
of three-dimensional packets of surface waves, the equation of the dynamic convection in
a sea, the Boussinesq equations in geophysics, the incompressible Navier-Stokes equations
and the classical boundary layer equations.
It is well known that most partial differential equations from geometry are treated
as the equations of elliptic type and most partial differential equations from fluid dy-
namics are treated as the equations of hyperbolic type. Analytically, partial differential
equations of elliptic type are easier than those of hyperbolic type. Most of the nonlinear
partial differential equations in this book are from fluid dynamics. Our results show that
algebraically, partial differential equations of hyperbolic type are easier than those of el-
v
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liptic type in terms of exact solutions. Algebraic approach and analytic approach have
fundamental differences.
This book was written based on the author’s lecture notes on partial differential equa-
tions taught at the Graduate University of Chinese Academy of Sciences. It turned out
that the course with the same title as the book was welcome not only by mathematical
graduate students but also by physical and engineering students. Some engineering fac-
ulty members had also showed their interests in the course. The book is self-contained
with the minimal prerequisite of calculus and linear algebra. It progresses according to the
complexity of equations and sophistication of the techniques involved. Indeed, it includes
the basic algebraic techniques in ordinary differential equations and a brief introduction
to special functions as the preparation for the main context.
In linear partial differential equations, we focus on finding all the polynomial solutions
and solving the initial-value problems. Intuitive derivations of easily-using symmetry
transformations of nonlinear partial differential equations are given. These transforma-
tions generate sophisticated solutions with more parameters from relatively simple ones.
They are also used to simplify our process of finding exact solutions. We have extensively
used moving frames, asymmetric conditions, stable ranges of nonlinear terms, special
functions and linearizations in our approaches to nonlinear partial differential equations.
The exact solutions we obtained usually contain multiple parameter functions and most
of them are not of traveling-wave type.
The book can serve as a research reference book for mathematicians, scientists and
engineers. It can also be treated as a text book after a proper selection of materials for
training students’ mathematical skills and enriching their knowledge.
Xiaoping Xu
Beijing, P. R. China
2012
Introduction
In normal circumstances, the natural world operates according to physical laws. Many
of these laws were formulated in terms of partial differential equations. For instance, the
electromagnetic fields in physics are governed by the well-known Maxwell equations
∂t(E) = curlB, ∂t(B) = −curl E (0.1)
with
div E = f(x, y, z), divB = g(x, y, z), (0.2)
where the vector function E stands for the electric field, the vector function B stands for
the magnetic field, the scalar function f is related to the charge density and the scalar
function g is related to the magnetic potential. The two-dimensional cubic nonlinear
Schro¨dinger equation
iψt + κ(ψxx + ψyy) + ε|ψ|2ψ = 0 (0.3)
is used to describe the propagation of an intense laser beam through a medium with
Kerr nonlinearity, where t is the distance in the direction of propagation, x and y are
the transverse spacial coordinates, ψ is a complex valued function in t, x, y standing for
electric field amplitude, and κ, ε are nonzero real constants. Moreover, the coupled two-
dimensional cubic nonlinear Schro¨dinger equations
iψt + κ1(ψxx + ψyy) + (ε1|ψ|2 + ǫ1|ϕ|2)ψ = 0, (0.4)
iϕt + κ2(ϕxx + ϕyy) + (ε2|ψ|2 + ǫ2|ϕ|2)ϕ = 0 (0.5)
are used to describe the interaction of electromagnetic waves with different polarizations
in nonlinear optics, where κ1, κ2, ε1, ε2, ǫ1 and ǫ2 are real constants.
The most fundamental differential equations in the motion of incompressible viscous
fluids are the Navier-Stokes equations
ut + uux + vuy + wuz +
1
ρ
px = ν(uxx + uyy + uzz), (0.6)
vt + uvx + vvy + wvz +
1
ρ
py = ν(vxx + vyy + vzz), (0.7)
vii
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wt + uwx + vwy + wwz +
1
ρ
pz = ν(wxx + wyy + wzz), (0.8)
ux + vy + wz = 0, (0.9)
where (u, v, w) stands for the velocity vector of the fluid, p stands for the pressure of the
fluid, ρ is the density constant and ν is the coefficient constant of the kinematic viscosity.
Algebraic study of partial differential equations traces back to Norwegian mathemati-
cian Sophus Lie [Lie], who invented the powerful tool of continuous groups (known as
Lie groups) in 1874 in order to study symmetry of differential equations. Lie’s idea has
been carried on mainly by the mathematicians in the former states of Soviet Union, East
Europe and some mathematicians in North America. Now it has become an important
mathematical field known as “group analysis of differential equations,” whose main objec-
tive is to find symmetry group of partial differential equations, related conservation laws
and similarity solutions. The most influential modern books on the subject may be the
book “Applications of Lie Groups to Differential Equations” by Olver [Op] and the book
“Lie Group Analysis of Differential Equations” by Ibragimov (cf. [In2, In3]). In [X3], we
found the complete set of functional generators for the differential invariants of classical
groups.
Soliton phenomenon was first observed by J. Scott Russel in 1834 when he was riding
on horseback beside the narrow Union Canal near Edinburgh, Scotland. The phenomenon
had been theoretically studied by Russel, Airy (1845), Stokes (1847), Boussinesq (1871,
1872) and Rayleigh (1876). The problem was finally solved by Kortweg and de Vries
(1895) in terms of the partial differential equation
ut + 6uux + uxxx = 0, (0.10)
where u is the surface elevation of the wave above the equilibrium level, x is the distance
from starting point and t stands for time (later people also realized that the above equation
and its one-soliton solution appeared in the Boussinesq’s long paper [Bj]). However, it
was not until 1960 that any further application of the equation was discovered. Gardner
and Morikawa [GM] (1960) rediscovered the KdV equation in the study of collision-free
hydromagnetic waves. Subsequently, the KdV equation has arisen in a number of other
physical contexts, such as, stratified internal waves, ion-acoustic waves, plasma physics
and lattice dynamics etc. Later a group led by Kruskal [GGKM1, GGKM2, KMGZ,
MGK] invented a special way of solving the KdV equation (known as “inverse scattering
method”) and discovered infinite number of conservation laws of the equation. Their
works laid down the foundation for the field of integrable systems. We refer to the excellent
book “Solitons, Nonlinear Evolution Equations and Inverse Scattering” by Ablowitz and
Clarkson [AC] for the details. Galaktionov and Svirshschevskii [GS] gave an invariant-
subspace approach to nonlinear partial differential equations.
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On the other hand, Gel’fand, Dikii and Dorfam [GDi1, GDi2, GDo1-GDo3] introduced
in 1970s a theory of Hamiltonian operators in order to study the integrability of nonlinear
evolution partial differential equations (also cf. [Mf]). Our first experience with partial
differential equation was in the works [X1, X2, X4-X6] on the structure of Hamiltonian
operators and their supersymmetric generalizations. In particular, we [X5] proved that
vertex algebras are equivalent to linear Hamiltonian operators as mathematical struc-
tures. In this book, we are going to solve partial differential equations directly based on
the algebraic characteristics of individual equations. The tools we have employed are: the
grading technique from representation theory, the Campbell-Hausdorff-type factorization
of exponential differential operators, Fourier expansions, matrix differential operators,
stable-range of nonlinear terms, generalized power series method, moving frames, classi-
cal special functions in one variable and new multi-variable special functions found by
us, asymmetric conditions, symmetry transformations and linearization techniques etc.
The solved partial differential equations are: flag partial differential equations (including
constant-coefficient linear equations), the Calogero-Sutherland model of quantum many-
body system in one-dimension, the Maxwell equations, the free Dirac equations, the gen-
eralized acoustic system, the Kortweg and de Vries (KdV) equation, the Kadomtsev and
Petviashvili (KP) equation, the equation of transonic gas flows, the short-wave equation,
the Khokhlov and Zabolotskaya equation in nonlinear acoustics, the equation of geopo-
tential forecast, the nonlinear Schro¨dinger equation and coupled nonlinear Schro¨dinger
equations in optics, the Davey and Stewartson equations of three-dimensional packets of
surface waves, the equation of the dynamic convection in a sea, the Boussinesq equations
in geophysics, the Navier-Stokes equations and the classical boundary layer equations.
The book consists of two parts. The first part is about basic algebraic techniques
of solving ordinary differential equations and a brief introduction to special functions,
most of which are solutions of certain ordinary differential equations. This part serves
as a preparation for later solving partial differential equations. It also makes the book
accessible to the larger audience, who may even not know what differential equation is
about but have the basic knowledge in calculus and linear algebra. The second part is
our main context, which consists of linear partial differential equations, nonlinear scalar
partial differential equations and systems of nonlinear partial differential equations. Below
we give chapter-by-chapter detailed introductions.
In Chapter 1, we start with first-order linear ordinary differential equations, and then
turn to first-order separable equations, homogenous equations and exact equations. Next
we present the methods of solving more special first-order ordinary differential equations
such as: the Bernoulli equations, the Darboux equations, the Riccati equations, the Abel
equations and the Clairaut’s equations.
Chapter 2 begins with solving homogeneous linear ordinary differential equations with
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constant coefficients by characteristic equations. Then we solve the Euler equations and
exact equations. Moreover, the method of undetermined coefficients for solving nonho-
mogeneous linear ordinary differential equations is presented. Furthermore, we give the
method of variation of parameters for solving second-order nonhomogeneous linear ordi-
nary differential equations. In addition, we introduce the power series method to solve
variable-coefficient linear ordinary differential equations and study the Bessel equation in
detail.
Special functions are important objects both in mathematics and physics. The problem
of finding a function of continuous variable x that equals n! when x = n is a positive
integer, was suggested by Bernoulli and Goldbach, and was investigated by Euler in the
late 1720s. In Chapter 3, we first introduce the gamma function Γ(z), as a continuous
generalization of n!. Then we prove the following identities: (1) the beta functionB(x, y) =∫ 1
0
tx−1(1 − t)y−1d = Γ(x)Γ(y)/Γ(x + y); (2) Euler’s reflection formula Γ(z)Γ(1 − z) =
π/ sin πz; (3) the product formula
Γ(z)Γ
(
z +
1
n
)
Γ
(
z +
2
n
)
· · ·Γ
(
z +
n− 1
n
)
=
(2π)(n−1)/2
nnz−1/2
Γ(nz). (0.11)
In his thesis presented at Go¨ttingen in 1812, Gauss discovered the one-variable function
2F1(α, β; γ; z). We introduce it in Chapter 3 as the power series solution of the Gauss
hypergeometric equation
z(1− z)y′′ + [γ − (α + β + 1)z]y′ − αβy = 0 (0.12)
and prove the Euler’s integral representation
2F1(α, β; γ; z) =
Γ(γ)
Γ(β)Γ(γ − β)
∫ 1
0
tβ−1(1− t)γ−β−1(1− zt)−αdt. (0.13)
Moreover, Jacobi polynomials are introduced from the finite-sum cases of the Gauss hy-
pergeometric function and their orthogonality is proved. Legendre orthogonal polynomials
are discussed in detail.
Weierstrass’s elliptic function ℘(z) is a double-periodic function with second-order
poles, satisfying the nonlinear ordinary differential equation
℘′2(z) = 4℘3(z)− g2℘(z)− g3, (0.14)
whose consequence
℘′′(z) = 6℘2(z)− g2
2
(0.15)
will be used later for solving nonlinear partial differential equations. Weierstrass’s zeta
function ζ(z) is an integral of −℘(z), that is, ζ ′(z) = −℘(z). Moreover, Weierstrass’s
sigma function σ(z) satisfies σ′(z)/σ(z) = ζ(z). We discuss these functions and their
properties in Chapter 3 to a certain depth.
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Finally in Chapter 3, we present Jacobi’s elliptic functions sn (z|m), cn (z|m) and
dn(z|m), and derive the nonlinear ordinary differential equations satisfied by them. These
functions are also very useful in solving nonlinear partial differential equations.
Chapter 4 to Chapter 10 are the main contexts of this book. First in Chapter 4. we
derive the commonly used method of characteristic lines for solving first-order quasilinear
partial differential equations, including boundary-value problems. Then we talk about
more sophisticated method of characteristic strip for solving nonlinear first-order of partial
differential equations. Exact first-order partial differential equations are also handled.
A partial differential equation of flag type is the linear differential equation of the form:
(d1 + f1d2 + f2d3 + · · ·+ fn−1dn)(u) = 0, (0.16)
where d1, d2, ..., dn are certain commuting locally nilpotent differential operators on the
polynomial algebra R[x1, x2, ..., xn] and f1, ..., fn−1 are polynomials satisfying
dl(fj) = 0 if l > j. (0.17)
Many variable-coefficient (generalized) Laplace equations, wave equations, Klein-Gordon
equations, Helmholtz equations are equivalent to the equations of this type. A general
equation of this type can not be solved by separation of variables. Flag partial differential
equations also naturally appear in the representation theory of Lie algebras, in which
the complete set of polynomial solutions is crucial in determining the structure of many
natural representations. We use the grading technique from representation theory to solve
flag partial differential equations and find the complete set of polynomial solutions. Our
method also leads us to obtain the solution of initial-value problem of the following type
of equations:
(∂mx1 −
m∑
r=1
∂m−rx1 fr(∂x2, ..., ∂xn))(u) = 0, (0.18)
where m and n > 1 are positive integers, and
fr(∂x2 , ..., ∂xn) ∈ R[∂x2 , ..., ∂xn ]. (0.19)
It turns out that the following family of new special functions
Yℓ(y1, ..., ym) =
∞∑
ι1,...,ιm=0
(
ι1 + · · ·+ ιm
ι1, ..., ιm
)
yι11 y
ι2
2 · · · yιmm
(ℓ+
∑m
s=1 sιs)!
(0.20)
play the key roles, where ℓ is a nonnegative integer. In the case when all fr = 1, we get
that the functions
ϕr(x) = x
rYr(b1x, b2x2, ..., bmxm) with r = 0, 1, ..., m− 1 (0.21)
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form a fundamental set of solutions for the ordinary differential equation
y(m) − b1y(m−1) − · · · − bm−1y′ − bm = 0. (0.22)
These results are taken from our work [X11].
Barros-Neto and Gel’fand [BG1,BG2] (1998, 2002) studied solutions of the equation
uxx + xuyy = δ(x− x0, y − y0) (0.23)
related to the Tricomi operator ∂2x+x∂
2
y . A natural generalization of the Tricomi operator
is ∂2x1 + x1∂
2
x2
+ · · ·+ xn−1∂2xn . As pointed out in [BG1, BG2], the Tricomi operator is an
analogue of the Laplace operator. So the equation
ut = ux1x1 + x1ux2x2 + · · ·+ xn−1uxnxn (0.24)
is a natural analogue of heat conduction equation. In Chapter 4, we use the method
of characteristic lines to prove a Campbell-Hausdorff-type factorization of exponential
differential operators and then solve the initial-value problem of the following more general
evolution equation
ut = (∂
m1
x1 + x1∂
m2
x2 + · · ·+ xn−1∂mnxn )(u) (0.25)
by Fourier expansions. Indeed we have solved analogous more general equations related
to tree diagrams. We also use the Campbell-Hausdorff-type factorization to solve the
initial-value problem of analogous non-evolution flag partial partial differential equations.
The results are due to our work [X7].
The Calogero-Sutherland model is an exactly solvable quantum many-body system in
one-dimension (cf. [Cf], [Sb]), whose Hamiltonian is given by
HCS =
n∑
ι=1
∂2xι +K
∑
1≤p<q≤n
1
sinh2(xp − xq)
, (0.26)
where K is a constant. The model was used to study long-range interactions of n particles.
Solving the model is equivalent to find eigenfunctions and their corresponding eigenvalues
of the HamiltonianHCS as a differential operator. We prove in Chapter 4 that the function
e2µ1(x1+···+xn)[
∏
1≤p<q≤n
(e2xp − e2xq)]µ2 (0.27)
is a solution of the Calogero-Sutherland model for any real numbers µ1 and µ2. If n = 2,
we find a connection between the Calogero-Sutherland model and the Gauss hypergeo-
metric function. When n > 2, a new class of multi-variable hypergeometric functions are
found based on Etingof’s work [Ep]. The results are taken from our work [X9]. Finally
in Chapter 4, we use matrix differential operators and Fourier expansions to solve the
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Maxwell equations, the free Dirac equations and the generalized acoustic system. The
results come from our work [X10].
Chapter 5 deals with nonlinear scalar (one dependent variable) partial differential
equations. First we do symmetry analysis on the KdV equation (0.10), and obtain the
Galilean boost Gc(u(t, x)) = u(t, x+ ct)− c/6 for c ∈ R. Solving the stationary equation
6uux+uxxx = 0 and using the Galilean boost Gc, we get the traveling-wave solutions of the
KdV equation in terms of the functions ℘(z), tan2 z, coth2 z and cn 2(z|m), respectively.
In particular, the soliton solution is obtained by taking limm→1 of a special case of the
last solution. Moreover, we derive the Hirota bilinear presentation of the KdV equation
and use it to find the two-soliton solution.
The Kadomtsev and Petviashvili (KP) equation
(ut + 6uux + uxxx)x + 3ǫuyy = 0 (0.28)
with ǫ = ±1 is used to describe the evolution of long water waves of small amplitude
if they are weakly two-dimensional (cf. [KP]). The choice of ǫ depends on the relevant
magnitude of gravity and surface tension. The equation has also been proposed as a
model for surface waves and internal waves in straits or channels of varying depth and
width. The KP equation can be viewed as an extension of the KdV equation (0.10). In
Chapter 5, we have done the symmetry analysis on the KP equation, and it possesses the
following important symmetry transformation
T3,α(u(t, x, y)) = u(t, x− ǫα′y/6, y + α) + ǫ(2α′′y − α′2)/72, (0.29)
where α is any second-order differentiable equation in t. Any solution of the KdV equation
is obviously a solution of the KP equation, and the above transformation T3,α maps such
a solution independent of y to a more sophisticated solution of the KP equation that
depends on y. However, not all the interesting solutions of the KP equation are obtained
in this way. In fact, we solve the KP equation for solutions that are polynomial in x, and
obtain many solutions that can not be obtained from the solutions of the KdV equation;
for instance, we have the solution
u = − ǫ
2
(x− ǫα′y/6 + β)2℘(y + α) + 2α
′′y − α′2
72ǫ
− β
′
6
, (0.30)
where α and β are any functions in t with the above indicated differentiability. Further-
more, we find the Hirota bilinear presentation of the KP equation and get the following
lump solution of the KP equation:
u = 2∂2x ln((x− cy + 3ǫ(b− c2)t+ a)2 + b(y + 6ǫct)2 − ǫ/b2), (0.31)
where a, b, c ∈ R and b 6= 0. The above results in Chapter 5 are well-known (e.g., cf.
[AC]) and we reformulate them here just for pedagogic purpose.
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Lin, Reisner and Tsien [LRT] (1948) found the equation
2utx + uxuxx − uyy = 0 (0.32)
for two-dimensional non-steady motion of a slender body in a compressible fluid, which
was later called the “equation of transonic gas flows” (cf. [Me1]). We derive in Chapter
5 the symmetry transformations of the above equation. Using the stable range of the
nonlinear term uxuxx and generalized power series method, we find a family of singular
solutions with seven arbitrary parameter functions in t and a family of analytic solutions
with six arbitrary parameter functions in t. For instance, we have the solution
u =
(x+ β ′y + α)3
3(y − β)2 + (β
′2 − 2α′)x+ 2(β ′β ′′ − α′′)y2 − 2β ′′xy − 2β
′′′
3
y3 + µ (0.33)
which blows up on a moving line y = β, where α, β and µ are any functions in t with the
above indicated differentiability. Such a solution may reflect the phenomenon of abrupt
high-speed wind. The results are due to our work [X8].
Khristianovich and Rizhov [KR] (1958) discovered the equations of short waves:
uy − 2vt − 2(v − x)vx − 2kv = 0, vy + ux = 0 (0.34)
in connection with the nonlinear reflection of weak shock waves, where k is a real constant.
Khokhlov and Zabolotskaya [KZ] (1969) found the equation
2utx + (uux)x − uyy = 0. (0.35)
for quasi-plane waves in nonlinear acoustics of bounded bundles. More specifically, the
equation describes the propagation of a diffraction sound beam in a nonlinear medium.
The solutions of the above equations similar to those of the equation (0.32) are derived
in Chapter 5 based on our work [X13].
In a book on short term weather forecast [Kt], Kibel’ (1954) used the partial differential
equation
(Hxx +Hyy)t +Hx(Hxx +Hyy)y −Hy(Hxx +Hyy)x = kHx (0.36)
for geopotential forecast on a middle level in earth sciences, where k is a real constant.
The symmetry transformations and two new families of exact solutions with multiple
parameter functions of the above equation are derived in Chapter 5. The results are
newly obtained by us.
In Chapter 6, we solve the two-dimensional cubic nonlinear Schro¨dinger equation (0.3)
and the coupled two-dimensional cubic nonlinear Schro¨dinger equations (0.4) and (0.5)
by imposing a quadratic condition on the related argument functions and using their
symmetry transformations. More complete families of exact solutions of such type are
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obtained. The soliton solutions are included. Many of them are the periodic, quasi-
periodic, aperiodic and singular solutions that may have practical significance. This was
our work [14].
Davey and Stewartson [DS] (1974) used the method of multiple scales to derive the
following system of nonlinear partial differential equations
2iut + ǫ1uxx + uyy − 2ǫ2|u|2u− 2uv = 0, (0.37)
vxx − ǫ1(vyy + 2(|u|2)xx) = 0 (0.38)
that describe the long time evolution of three-dimensional packets of surface waves, where
u is a complex-valued function, v is a real valued function and ǫ1, ǫ2 = ±1. In Chapter 6,
we also apply the above quadratic-argument approach to the Davey-Stewartson equations
and obtain four large families of solutions, including the soliton solution. This part is a
revision of our earlier preprint [X18].
Both the atmospheric and oceanic flows are influenced by the rotation of the earth.
In fact, the fast rotation and small aspect ratio are two main characteristics of the large
scale atmospheric and oceanic flows. The small aspect ratio characteristic leads to the
primitive equations, and the fast rotation leads to the quasi-geostropic equations. A main
objective in climate dynamics and in geophysical fluid dynamics is to understand and
predict the periodic, quasi-periodic, aperiodic, and fully turbulent characteristics of the
large scale atmospheric and oceanic flows. The general model of atmospheric and oceanic
flows is very complicated.
Ovsiannikov (1967) introduced the following equations in geophysics:
ux + vy + wz = 0, ρ = pz, (0.39)
ρt + uρx + vρy + wρz = 0, (0.40)
ut + uux + vuy + wuz + v = −1
ρ
px, (0.41)
vt + uvx + vvy + wvz − u = −1
ρ
py (0.42)
to describe the dynamic convection in a sea, where u, v and w are components of velocity
vector of relative motion of fluid in Cartesian coordinates (x, y, z), ρ = ρ(x, y, z, t) is the
density of fluid and p is the pressure (e.g., cf. Page 203 in [In3]). Moreover, he determined
the Lie point symmetries of the above equations and found two very special solutions.
In Chapter 7, we give intuitive derivation of the symmetry transformations of the above
equations and solve them by the moving line, cylindrical product and dimension reduction.
This chapter is a revision of our earlier preprint [X17].
xvi INTRODUCTION
The two-dimensional Boussinesq equations for the incompressible fluid in geophyics
are
ut + uux + vuy − ν∆u = −px, vt + uvx + vvy − ν∆v − θ = −py, (0.43)
θt + uθx + vθy − κ∆θ = 0, ux + vy = 0, (0.44)
where (u, v) is the velocity vector field, p is the scalar pressure, θ is the scalar temperature,
ν ≥ 0 is the viscosity and κ ≥ 0 is the thermal diffusivity. The above system is a simple
model in atmospheric sciences (e.g., cf. [Ma], [Cd]). By imposing asymmetric conditions
with respect to the spacial variables x, y and using moving frame, we find four families of
multi-parameter solutions of the above Boussinesq equations in Chapter 8.
Another slightly simplified version of the system of primitive equations in geophysics
is the three-dimensional stratified rotating Boussinesq system (e.g., cf. [LTW1], [LTW2],
[Ma], [HMW]):
ut + uux + vuy + wuz − 1
R0
v = σ(∆u− px), (0.45)
vt + uvx + vvy + wvz +
1
R0
u = σ(∆v − py), (0.46)
wt + uwx + vwy + wwz − σRT = σ(∆w − pz), (0.47)
Tt + uTx + vTy + wTz = ∆T + w, (0.48)
ux + vy + wz = 0, (0.49)
where (u, v, w) is the velocity vector filed, T is the temperature function, p is the pressure
function, σ is the Prandtle number, R is the thermal Rayleigh number and R0 is the
Rossby number. Moreover, the vector (1/R0)(−v, u, 0) represents the Coriolis force and
the term w in (0.48) is derived using stratification. By the similar method of solving
the two-dimensional equations, we derive in Chapter 8 five classes of multi-parameter
solutions of the equations (0.45)-(0.49). The results in Chapter 8 are reformulations of
those in our work [X16].
In Chapter 9, we introduce a method of imposing asymmetric conditions on the velocity
vector with respect to independent spacial variables and a method of moving frame for
solving the three dimensional Navier-Stokes equations (0.6)-(0.9). Seven families of non-
steady rotating asymmetric solutions with various parameters are obtained. In particular,
one family of solutions blow up on a moving plane, which may be used to study abrupt
high-speed rotating flows. Using Fourier expansion and two families of our solutions, one
can obtain discontinuous solutions that may be useful in study of shock waves. Another
family of solutions are partially cylindrical invariant, containing two parameter functions
in t, which may be used to describe incompressible fluid in a nozzle. Most of our solutions
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are globally analytic with respect to spacial variables. The results are due to our work
[X12].
In 1904, Prandtl observed that in the flow of slightly viscous fluid past bodies, the
frictional effects are confined to a thin layer of fluid adjacent to the surface of the body.
Moreover, he showed that the motion of a small amount of fluid in this boundary layer de-
cides such important matters as the frictional drag, heat transfer, and transfer of momen-
tum between the body and the fluid. The two-dimensional classical non-steady boundary
layer equations
ut + uux + vuy + px = uyy, (0.50)
py = 0, ux + vy = 0 (0.51)
are used to describe the motion of a flat plate with the incident flow parallel to the plate
and directed to along the x-axis in the Cartesian coordinates (x, y), where u and v are the
longitudinal and the transverse components of the velocity, and p is the pressure (e.g., cf.
[In3]). The three-dimensional classical non-steady boundary layer equations are:
ut + uux + vuy + wuz = −1
ρ
px + νuyy, (0.52)
wt + uwx + vwy + wwz = −1
ρ
pz + νwyy, (0.53)
py = 0, ux + vy + wz = 0, (0.54)
where (u, v, w) denotes the velocity vector, p stands for the pressure, ρ is the density
constant and ν is the coefficient constant of the kinematic viscosity (e.g., cf. [In3]).
In Chapter 10, we introduce various schemes with multiple parameter functions to
solve these equations and obtain many families of new explicit exact solutions with mul-
tiple parameter functions. Moreover, symmetry transformations are used to simplify our
arguments. The technique of moving frame is applied in the three-dimensional case in
order to capture the rotational properties of the fluid. In particular, we obtain a family of
solutions singular on any moving surface, which may be used to study abrupt high-speed
rotating flows. Many other solutions are analytic related to trigonometric and hyperbolic
functions, which reflect various wave characteristics of the fluid. Our solutions may also
help engineers to develop more effective algorithms to find physical numeric solutions to
practical models. The results are taken from our work [X15]. Note that most of the
nonlinear partial differential equations in this book are from fluid dynamics. Our results
show that algebraically, partial differential equations of hyperbolic type are easier than
those of elliptic type in terms of exact solutions. The research in this book was partly
supported by the National Natural Science Foundation of China (Grant No. 11171324).
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Conventions
C: the field of complex numbers.
l, l + k: {l, l + 1, i = l + 2, ..., l + k}, an index set.
δl,j = 1 if l = j, and 0 if l 6= j.
Z: the ring of integers.
N: {0, 1, 2, 3, ...}, the set of nonnegative integers
i =
√−1: the imaginary number.
R: the field of real numbers.
∂x: the operator of taking partial derivative with respect to x.
• We assume that all partial differential derivatives can change orders.
• We use prime ′ to denote the derivative of a one-variable function.
•When an expression appears, we always assume the conditions that it makes sense; e.g.,√
a− b =⇒ a ≥ b if a, b ∈ R.
Part I
Ordinary Differential Equations
1

Chapter 1
First-Order Ordinary Differential
Equations
In this chapter, we start with first-order linear ordinary differential equations, and then
turn to first-order separable equations, homogenous equations and exact equations. Next
we present the methods of solving more special first-order ordinary differential equations
such as: the Bernoulli equations, the Darboux equations, the Riccati equations, the Abel
equations and the Clairaut’s equations.
1.1 Basics
In this section, we deal with first-order linear ordinary differential equations, separable
equations, homogenous equations and exact equations.
Let y be a function of t. We use y′ = dy/dt. A first-order linear ordinary differential
equation is written as
y′ + f(t)y = g(t). (1.1.1)
To solve the equation, we multiply the integrating factor e
∫
f(t)dt to the equation:
y′e
∫
f(t)dt + f(t)ye
∫
f(t)dt = g(t)e
∫
f(t)dt, (1.1.2)
which can be rewritten as
(ye
∫
f(t)dt)′ = g(t)e
∫
f(t)dt. (1.1.3)
Thus
ye
∫
f(t)dt =
∫
g(t)e
∫
f(t)dtdt+ c, (1.1.4)
where c is an arbitrary constant. So we obtain the general solution
y = e−
∫
f(t)dt[
∫
g(t)e
∫
f(t)dtdt+ c]. (1.1.5)
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Example 1.1.1. Solve the following initial-value problem:
ty′ + 2y = 4t2, y(1) = 2 (1.1.6)
Solution. Rewrite the equation in the standard form:
y′ +
2
t
y = 4t. (1.1.7)
Then f(t) = 2/t and g(t) = 4t. We calculate
e
∫
f(t)dt = e
∫
(2/t)dt choose= e2 ln |t| = eln t
2
= t2. (1.1.8)
Thus the general solution is:
y =
∫
4t · t2dt+ c
t2
=
t4 + c
t2
= t2 + ct−2. (1.1.9)
The initial condition y(1) = 2 implies
2 = 1 + c =⇒ c = 1. (1.1.10)
The final solution is:
y = t2 + t−2. ✷ (1.1.11)
A first-order separable ordinary differential equation is written as y′ = f(t)g(y). The
general solution is given by ∫
1
g(y)
dy =
∫
f(t)dt+ c. (1.1.12)
Example 1.1.2. Solve
y′ =
ty3√
1 + t2
, y(0) = 1. (1.1.13)
Solution. We rewrite the equation as
2dy
y3
=
2tdt√
1 + t2
. (1.1.14)
So
−
∫
2dy
y3
= −
∫
2tdt√
1 + t2
=⇒ 1
y2
= c− 2
√
1 + t2 =⇒ y = ± 1√
c− 2√1 + t2
. (1.1.15)
Since y(0) = 1, we choose positive sign and have
1 =
1√
c− 2 =⇒ c = 3. (1.1.16)
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Thus the final solution is
y =
1√
3− 2√1 + t2
. ✷ (1.1.17)
A first-order homogeneous ordinary differential equation is written as y′ = f(y/t). To
solve it, we change variable u(t) = y(t)/t. Then
y = tu =⇒ y′ = u+ tu′. (1.1.18)
Thus the equation y′ = f(y/t) can be rewritten as
u+ tu′ = f(u) =⇒ u′ = f(u)− u
t
, (1.1.19)
which is a separable equation.
Example 1.1.3. Find the general solution of the following homogeneous equation:
y′ =
2y2 − 3t2
ty
. (1.1.20)
Solution. Rewrite
y′ =
2(y/t)2 − 3
y/t
. (1.1.21)
By changing variable u(t) = y(t)/t, we get
u+ tu′ =
2u2 − 3
u
=⇒ tu′ = 2u
2 − 3
u
− u = u
2 − 3
u
. (1.1.22)
Thus
udu
u2 − 3 =
dt
t
=⇒
∫
2udu
u2 − 3 =
∫
2dt
t
=⇒ ln |u2 − 3| = ln t2 + c1. (1.1.23)
So
u2 − 3 = ct2 =⇒ u2 = 3 + ct2. (1.1.24)
Hence (y
t
)2
= 3 + ct2 =⇒ y2 = 3t2 + ct4. ✷ (1.1.25)
Example 1.1.4. Solve the following equation
y′ =
t+ y − 2
t− y + 4 . (1.1.26)
Solution. In order to change the above equation to a homogeneous equation, we change
variable {
T = t + k
Y = y + l,
(1.1.27)
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where k and l are constants to be determined. Since
t+ y − 2
t− y + 4 =
T + Y − k − l − 2
T − Y − k + l + 4 , (1.1.28)
we let {
k + l + 2 = 0
−k + l + 4 = 0 =⇒
{
k + l = −2
k − l = 4 =⇒
{
k = 1
l = −3. (1.1.29)
Hence {
T = t+ 1
Y = y − 3. (1.1.30)
The original equation changes to
dY
dT
=
T + Y
T − Y =
1 + Y
T
1− Y
T
. (1.1.31)
Let
u =
Y
T
=⇒ dY
dT
= u+ u′T. (1.1.32)
So
u+ Tu′ =
1 + u
1− u =⇒ u
′T =
1 + u
1− u − u =
1 + u2
1− u (1.1.33)
=⇒ 1− u
1 + u2
du =
dT
T
=⇒
∫
1− u
1 + u2
du =
∫
dT
T
(1.1.34)
=⇒ arctanu− 1
2
ln(1 + u2) = ln |T |+ c1. (1.1.35)
Thus
earctan u√
1 + u2
= c2T, (1.1.36)
equivalently,
earctan u = c2T
√
1 + u2 =⇒ earctan YT = c2T
√
1 +
Y 2
T 2
(1.1.37)
=⇒ earctan YT = ±c2
√
T 2 + Y 2 = c
√
T 2 + Y 2. (1.1.38)
The final solution is
earctan
y−3
t+1 = c
√
(t+ 1)2 + (y − 3)2. ✷ (1.1.39)
A first-order exact ordinary differential equation has the form
f(t, y)dt+ g(t, y)dy = 0, where
∂f
∂y
=
∂g
∂t
. (1.1.40)
In this case, the general solution is U(t, y) = c, where U is a function determined from
∂U
∂t
= f,
∂U
∂y
= g. (1.1.41)
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Integrating the first equation yields U =
∫
f(t, y)dt + ψ(y), where ψ(y) is a function to
be determined. In fact,
ψ′(y) =
∂U
∂y
− ∂
∫
f(t, y)dt
∂y
= g − ∂
∫
f(t, y)dt
∂y
. (1.1.42)
Example 1.1.5. Solve the following exact equation:
(9t2 + y − 1)dt− (4y − t)dy = 0, y(1) = 0. (1.1.43)
Solution. Let
U(t, y) =
∫
(9t2 + y − 1)dt+ ψ(y) = 3t3 + (y − 1)t+ ψ(y). (1.1.44)
Taking partial derivative of the above equation with respect to y, we have
Uy = t+ ψ
′(y) = −(4y − t). (1.1.45)
Thus
ψ′(y) = −4y. Choose ψ(y) = −2y2. (1.1.46)
So U = 3t3 + (y − 1)t− 2y2 and the general solution is:
3t3 + (y − 1)t− 2y2 = c. (1.1.47)
When y(1) = 0,
3− 1 = c =⇒ c = 2. (1.1.48)
The final solution is
3t3 + (y − 1)t− 2y2 = 2. ✷ (1.1.49)
An integrating factor for the equation f(t, y)dt + g(t, y)dy = 0 is a function µ(t, y)
such that
µ(t, y)f(t, y)dt+ µ(t, y)g(t, y)dy = 0 (1.1.50)
is an exact equation, that is,
∂(µf)
∂y
=
∂(µg)
∂t
=⇒ g∂µ
∂t
− f ∂µ
∂y
=
(
∂f
∂y
− ∂g
∂t
)
µ ∼ gµt − fµy = (fy − gt)µ. (1.1.51)
The condition for µ to be a pure function in t (i.e, ∂µ/∂y = 0) is µt/µ = (fy − gt)/g is a
pure function in t.
Example 1.1.6. Solve the following equation by the method of exact equations and
integrating factors:
t(t2 + y2 + 1)dt+ ydy = 0, y(0) = 2. (1.1.52)
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Solution. Note
f = t(t2 + y2 + t), g = y. (1.1.53)
Moreover,
fy = 2ty, gt = 0. (1.1.54)
Since
fy − gt
g
= 2t, (1.1.55)
we look for an integrating factor µ(t). In this case,
µ′
µ
= 2t
choose
=⇒ µ = et2 . (1.1.56)
Thus the original equation is equivalent to the following exact equation:
et
2
t(t2 + y2 + 1)dt+ et
2
ydy = 0. (1.1.57)
Let
U(t, y) =
∫
et
2
t(t2 + y2 + 1)dt+ ψ(y) =
1
2
∫
et
2
(t2 + y2 + 1)dt2 + ψ(y)
=
et
2
(t2 + y2)
2
+ ψ(y). (1.1.58)
Then
Uy(t, y) = e
t2y + ψ′(y) = et
2
y =⇒ ψ′(y) = 0 =⇒ ψ choose= 0. (1.1.59)
Thus the general solution is:
et
2
(t2 + y2)
2
= c. (1.1.60)
Since y(0) = 2, we have:
c =
22
2
= 2. (1.1.61)
Therefore, the final solution is:
et
2
(t2 + y2) = 4. ✷ (1.1.62)
If (fy − gt)/f is a pure function in y, then we have the integrating factor
µ =
∫
gt − fy
f
dy. (1.1.63)
Let ϕ(z) be any one-variable function.
If f = yϕ(ty), g = tϕ(ty) =⇒ µ = 1
tf − yg . (1.1.64)
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When
fy − gt
g − f = ϕ(t + y) =⇒ µ = e
∫
ϕ(z)dz, z = x+ y. (1.1.65)
If
fy − gt
yg − tf = ϕ(ty) =⇒ µ = e
∫
ϕ(z)dz , z = ty. (1.1.66)
When
t2(fy − gt)
yg + tf
= ϕ(y/t) =⇒ µ = e−
∫
ϕ(z)dz, z =
y
t
. (1.1.67)
If
fy − gt
tg − yf = ϕ(t
2 + y2) =⇒ µ = e(1/2)
∫
ϕ(z)dz, z = t2 + y2. (1.1.68)
Excises 1.1.
1. Solve the equation:
y′ + y tan t = t.
2. Find the general solution of the equation:
y′ =
3t2(1 + ey
2
)
2y(1 + t3)
.
3. Solve the following equation
y′ =
t+ 2y − 1
2t+ 3y + 2
.
4. Find the general solution of the equation:
y′ =
3t2 − y2 − 7
ey + 2ty + 1
.
5. Solve the equation:
[3t2 sin ty + y(t3 + 3y + 1) cos ty]dt+ [3 sin ty + t(t3 + 3y + 1) cos ty]dy = 0.
1.2 Special Equations
We present in this section the methods of solving the Bernoulli equations, the Darboux
equations, the Riccati equations, the Abel equations and the Clairaut’s equations.
A Bernoulli equation has the form
y′ + f(t)y = g(t)ya, a 6= 0, 1. (1.2.1)
Changing variable u(t) = y1−a, we get
u′ = (1− a)y−ay′ ∼ (1− a)y′ = yau′ (1.2.2)
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and (1.2.1) becomes
yau′ + (1− a)fyau = (1− a)gya ∼ u′ + (1− a)fu = (1− a)g. (1.2.3)
Example 1.2.1. Solve the following Bernoulli equation :
y′ − 1
t
y = y3 sin t3. (1.2.4)
Solution. Note that y ≡ 0 is an obvious solution.
We assume that y 6≡ 0. Rewrite the equation as:
y′
y3
− 1
ty2
= sin t3. (1.2.5)
Change variable:
u =
1
y2
; u′ = −2y
′
y3
. (1.2.6)
Thus the original equation is equivalent to:
−u
′
2
− u
t
= sin t3, (1.2.7)
equivalently,
u′ +
2
t
u = −2 sin t3. (1.2.8)
We calculate
e
∫
2
t
dt choose= e2 ln |t| = eln t
2
= t2. (1.2.9)
Thus
u =
∫ −2t2 sin t3dt+ c
t2
=
2
3
cos t3 + c
t2
=
2 cos t3 + c1
3t2
. (1.2.10)
Therefore,
1
y2
=
2 cos t3 + c1
3t2
=⇒ y = ±
√
3t√
2 cos t3 + c1
. ✷ (1.2.11)
A Darboux equation can be represented as
(f(y/t) + tah(y/t))y′ = g(y/t) + yta−1h(y/t). (1.2.12)
Using the substitution y(t) = tz(t) and taking z to be independent variable, we have
dy
dz
= y′
dt
dz
= t+ z
dt
dz
. (1.2.13)
So (1.2.12) becomes
(f(z) + tah(z))y′
dt
dz
= (g(z) + zh(z)ta)
dt
dz
, (1.2.14)
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equivalently,
(f(z) + tah(z))
(
t + z
dt
dz
)
= (g(z) + zh(z)ta)
dt
dz
. (1.2.15)
Thus
(zf(z)− g(z)) dt
dz
+ f(z)t = −h(z)ta+1, (1.2.16)
which is a Bernoulli equation.
A Riccati equation has the general form
y′ = f2(t)y2 + f1(t)y + f0(t). (1.2.17)
If f2 = 0, the equation is a linear equation. When f0 = 0, it is a Bernoulli equation.
Changing variable
y = − u
′(t)
f2(t)u(t)
, (1.2.18)
we have
y′ =
f2u
′2 + f ′2uu
′ − f2uu′′
f 22u
2
(1.2.19)
and (1.2.17) becomes
f2u
′2 + f ′2uu
′ − f2uu′′
f 22u
2
=
u′2
f2u2
− f1u
′
f2u
+ f0 ∼ u′′ =
(
f ′2
f2
+ f1
)
u′ − f0f2u = 0, (1.2.20)
which is a second-order linear ordinary equation.
Example 1.2.2. Solve the Riccati equation:
y′ = ety2 − y + e−t. (1.2.21)
Solution. Now f2 = e
t, f1 = −1 and f0 = e−t. Changing variable
y(t) = −e
−tu′(t)
u(t)
, (1.2.22)
we get
u′′ = −u (1.2.23)
by (1.2.20). By a later method, the general solution of (1.2.23) is u = c1 sin(t+ c2). Thus
the general solution of (1.2.21) is
y = −e−t cot(t + c2). ✷ (1.2.24)
Suppose that y = ϕ(t) is a particular solution of (1.2.17). Changing variable y(t) =
ϕ(t) + u(t), we reduce (1.2.17) to the Bernoulli equation
u′ = f2u2 + (f1 + 2f2ϕ)y. (1.2.25)
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Example 1.2.3. Solve the Riccati equation:
y′ = y2 +
t tan t+ 2
t
y +
t tan t + 2
t2
. (1.2.26)
Solution. Observe that y = −1/t is a particular solution of (1.2.26). Changing variable
y(t) = u(t)− 1/t, we get
u′ = u2 + tan t u. (1.2.27)
Set w = 1/u. Then (1.2.27) becomes
w′ = −1− tan t w =⇒ w =
[
1
2
ln
1− sin t
1 + sin t
+ c
]
cos t. (1.2.28)
So
u =
sec t
1
2
ln 1−sin t
1+sin t
+ c
=⇒ y = sec t1
2
ln 1−sin t
1+sin t
+ c
− 1
t
. ✷ (1.2.29)
An Abel equation of the first kind has the general form
y′ = f3(t)y3 + f2(t)y2 + f1(t)y + f0(t), f3(t) 6≡ 0. (1.2.30)
The above equation is not integrable for arbitrary fn(t). We only list two interesting
special cases:
1. The Abel equation is generalized homogeneous:
y′ = at2n+1y3 + btny2 + c
y
t
+ dt−n−2. (1.2.31)
Changing variable y(t) = u(t)/tn+1, we obtain
y′ =
tu′ − (n + 1)u
tn+2
(1.2.32)
and
tu′ − (n+ 1)u
tn+2
= a
u3
tn+2
+ b
u2
tn+2
+ c
u
tn+2
+ d
1
tn+2
, (1.2.33)
equivalently,
tu′ − (n+ 1)u = au3 + bu2 + cu+ d ∼ tu′ = au3 + bu2 + (c+ n+ 1)u+ d, (1.2.34)
which is a separable equation.
2. The Abel equation has the form:
y′ = at3n−my3 + bt2ny2 +
m− n
t
y + dt2m. (1.2.35)
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Changing variable y(t) = tm−nu(t), we obtain
y′ = tm−nu′ + (m− n)tm−n−1u (1.2.36)
and
tm−nu′ + (m− n)tm−n−1u = at2mu3 + bt2mu2 + (m− n)tm−n−1u+ dt2m, (1.2.37)
equivalently,
t−m−nu′ = au3 + bu2 + d, (1.2.38)
which is a separable equation.
From the above examples, we can try changing variable y = g1(t)u(t)+g0(t) to reduce
the Abel equation to a separable equation, where g0 and g1 are the functions to be
determined.
An Abel equation of the second kind has the general form
(y + g(t))y′ = f2(t)y2 + f1(t)y + f0(t), g(t) 6≡ 0. (1.2.39)
Again the above equation is not integrable for arbitrary fn(t). We only list two interesting
special cases:
1. The Abel equation of second kind is generalized homogeneous:
(y + ktn)y′ = a
y2
t
+ btn−1y + ct2n−1. (1.2.40)
Changing variable y(t) = tnu(t), we obtain
y′ = tnu′ + ntn−1u (1.2.41)
and
(u+ k)tn(tnu′ + ntn−1u) = at2n−1u2 + bt2n−1u+ ct2n−1, (1.2.42)
equivalently,
(u+ k)(tu′ + nu) = au2 + bu+ c ∼ t(u+ k)u′ = (a− n)u2 + (b− nk)u+ c, (1.2.43)
which is a separable equation.
2. The Abel equation of second kind has the form:
(y + g(t))y′ = f2(t)y2 + f1(t)y + f1(t)g(t)− f2(t)g2(t). (1.2.44)
Note that y = −g(t) is a solution. Changing variable y(t) = u(t)− g(t), we obtain
u(u′ − g′) = f2(u− g)2 + f1(u− g) + f1g − f2g2, (1.2.45)
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equivalently,
uu′ = f2u
2 + (f1 + g
′ − 2gf2)u ∼ u′ = f2u+ f1 + g′ − 2gf2, (1.2.46)
which is a first-order linear equation.
From the above examples, we can again try changing variable y = g1(t)u(t) + g0(t) to
reduce the Abel equation of second kind to an integrable equation, where g0 and g1 are
the functions to be determined.
A Clairaut’s equation has the general form
f(ty′ − y) = g(y′). (1.2.47)
Note that the linear function y = at − b for which f(b) = g(a) is a solution. But the
equation has more solutions in general. Differentiating (1.2.47), we get
y′′(tf ′(ty′ − y)− g′(y′)) = 0. (1.2.48)
Solving the system
f(ty′ − y) = g(y′), tf ′(ty′ − y) = g′(y′) (1.2.49)
by viewing y and y′ as variables, we get a singular solution of y.
Example 1.2.4. Solve the equation
(ty′ − y)2 − y′2 − 1 = 0. (1.2.50)
Solution. Rewrite the equation as (ty′− y)2 = y′2 + 1. Note f(z) = z2 and g(z) = z2 + 1.
Let
f(b) = g(a) ∼ b2 = a2 + 1 ∼ b = ±
√
a2 + 1. (1.2.51)
So we have the solution
y = at±
√
a2 + 1. (1.2.52)
Now the second equation in (1.2.49) becomes
t(ty′ − y) = y′ =⇒ y′ = ty
t2 − 1 . (1.2.53)
According to (1.2.50),
y2
(t2 − 1)2 −
t2y2
(t2 − 1)2 − 1 = 0 ∼ y
2 + t2 = 1. ✷ (1.2.54)
We refer to [PZ] for more exact solutions of ordinary differential equations.
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Exercises 1.2:
1. Solve the following Bernoulli equation
y′ − 1
t
y = 2y2 tan t2.
2. Solve the Riccati equation
y′ = y2 +
t cot t+ 2
t
y +
t cot t+ 2
t2
.
3. Solve the Abel equation of the first kind:
y′ = t5y3 + t2y2 − 2y
t
+
1
t4
.
4. Solve the Abel equation of the first kind:
y′ = t3y3 − 2t4y2 + y
t
+ t6.
5. Solve the Abel equation of the second kind:
(y + 5t2)y′ = 5
y2
t
+ 10ty + t3.
6. Solve the Abel equation of the second kind:
(y + et)y′ = −y
2
t
+ y sin 2t+ et sin 2t+
e2t
t
.
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Chapter 2
Higher-Order Ordinary Differential
Equations
In this chapter, we begin with solving homogeneous linear ordinary differential equations
with constant coefficients by characteristic equations. Then we solve the Euler equations
and exact equations. Moreover, the method of undetermined coefficients for solving non-
homogeneous linear ordinary differential equations is presented. Furthermore, we give the
method of variation of parameters for solving second-order nonhomogeneous linear ordi-
nary differential equations. In addition, we introduce the power series method to solve
variable-coefficient linear ordinary differential equations and study the Bessel equation in
detail.
2.1 Basics
This section deals with homogeneous linear ordinary differential equation with constant
coefficients, the Euler equations and exact equations.
A second-order homogeneous linear ordinary differential equation with constant coef-
ficients is of the form
ay′′ + by′ + cy = 0, a, b, c ∈ R. (2.1.1)
To find the general solution, we assume that y = eλt is a solution of (2.1.1), where λ is a
constant to be determined. Substituting it into (2.1.1), we get
aλ2eλt + bλeλt + ceλt ∼ aλ2 + bλ + c = 0, (2.1.2)
which is called the characteristic equation of (2.1.1). If the above equation has two distinct
real roots λ1 and λ2, then the general solution of (2.1.1) is
y = c1e
λ1t + c2e
λ2t, (2.1.3)
where c1 and c2 are arbitrary constants. When (2.1.2) has two complex roots r1 ± r2i,
then the real part and imaginary part of e(r1+r2i)t are solutions of (2.1.1). So the general
17
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solution of (2.1.1) is
y = c1e
r1t sin r2t+ c2e
r1t cos r2t. (2.1.4)
In the case that (2.1.2) has repeated root r, the general solution of (2.1.1) is
y = (c1 + c2t)e
rt. (2.1.5)
Example 2.1.1. The general solution of the equation
y′′ − 2y′ − 3y = 0 (2.1.6)
is
y = c1e
3t + c2e
−t (2.1.7)
because λ = 3 and λ = −1 are real roots of the characteristic equation λ2 − 2λ− 3 = 0.
Moreover, the general solution of the equation
y′′ − 4y′ + 13y = 0 (2.1.8)
is
y = c1e
2t sin 3t + c2e
2t cos 3t (2.1.9)
because λ = 2+3i and λ = 2−3i are roots of the characteristic equation λ2−4λ+13 = 0.
Furthermore, the general solution of the equation
y′′ + 6y′ + 9y = 0 (2.1.10)
is
y = (c1 + c2t)e
−3t. ✷ (2.1.11)
In general, the algebraic equation
bnλ
n + bn−1λn−1 + · · ·+ b0 = 0 (2.1.12)
is called the characteristic equation of the differential equation
bny
(n) + bn−1y(n−1) + · · ·+ b0y = 0, br ∈ R. (2.1.13)
If (2.1.12) has a real root r with multiplicity m, then
(cm−1tm−1 + · · ·+ c1t + c0)ert (2.1.14)
is a solution of (2.1.13) for arbitrary c0, c1, ..., cm−1 ∈ R. When r1 + r2i is a complex root
of (2.1.12) with multiplicity m, then
(cm−1tm−1 + · · ·+ c1t + c0)er1t sin r2t (2.1.15)
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and
(am−1tm−1 + · · ·+ a1t + a0)er1t cos r2t (2.1.16)
are solutions of (2.1.13) for arbitrary cr, ar ∈ R. For instance, if
(λ− 1)(λ+ 2)3(λ2 − 4λ+ 13)2 = 0 (2.1.17)
is the characteristic equation of a differential equation of the form (2.1.13), then the
general solution of the differential equation is
y = c1e
t + (c2t
2 + c3t + c4)e
−2t + (c5t + c6)e
2t sin 3t+ (c7t+ c8)e
2t cos 3t. (2.1.18)
An Euler ordinary differential equation has the general form
bnt
ny(n) + bn−1tn−1y(n−1) + · · ·+ b1ty′ + b0y = 0, br ∈ R. (2.1.19)
We solve it by changing variable x = ln t. In fact,
y′ =
yx
t
, y′′ =
yxx − yx
t2
, y′′
′
=
yxxx − 3yxx + 2yx
t3
. (2.1.20)
Example 2.1.2. Solve the equation
t2y′′ − 3ty′ + 5y = 0. (2.1.21)
Solution. Changing variable x = ln t, we get
yxx − yx − 3yx + 5y = 0 ∼ yxx − 4yx + 5y = 0, (2.1.22)
whose characteristic equation is λ2 − 4λ+ 5 = 0. The roots are λ = 2± i. So the general
solution is
y = c1e
2x sin x+ c2e
2x cosx = t2(c1 sin ln t+ c2 cos ln t). ✷ (2.1.23)
Example 2.1.3. Solve the Euler equation
t3y′′
′ − t2y′′ − 2ty′ − 4y = 0. (2.1.24)
Solution. Changing variable x = ln t, we get
yxxx − 3yxx + 2yx − (yxx − yx)− 2yx − 4y = 0 ∼ yxxx − 4yxx + yx − 4y = 0, (2.1.25)
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whose characteristic equation is
λ3 − 4λ2 + λ− 4 = (λ− 4)(λ2 + 1) = 0. (2.1.26)
Thus the general solution is
y = c1e
4x + c2 sin x+ c3 cosx = c1t
4 + c2 sin ln t + c3 cos ln t. ✷ (2.1.27)
An nth-order ordinary differential equation is called an exact equation if the equation
can be rewritten as
dΦ(t, y, y′, ..., y(n−1))
dt
= 0. (2.1.28)
We try to find Φ term by term.
Example 2.1.4. Solve the equation
tyy′′ + ty′2 + yy′ = 0. (2.1.29)
Solution. Note that Φ = tyy′. Thus (2.1.29) can rewritten as (tyy′)′ = 0. Thus
2tyy′ = c1 ∼ t(y2)′ = c1 =⇒ y2 = c1 ln t + c2. ✷ (2.1.30)
Example 2.1.5. Solve the equation
(1 + t+ t2)y′′
′
+ (3 + 6t)y′′ + 6y′ = 6t. (2.1.31)
Solution. We rewrite (2.1.31) as
(1 + t + t2)y′′
′
+ (1 + 2t)y′′ + (2 + 4t)y′′ + 6y′ − 6t = 0 (2.1.32)
=⇒ [(1 + t + t2)y′′]′ + (2 + 4t)y′′ + 4y′ + 2y′ − 6t = 0 (2.1.33)
=⇒ [(1 + t+ t2)y′′]′ + [(2 + 4t)y′]′ + 2y′ − 6t = 0 (2.1.34)
=⇒ [(1 + t+ t2)y′′]′ + [(2 + 4t)y′]′ + (2y)′ − (3t2)′ = 0 (2.1.35)
=⇒ [(1 + t+ t2)y′′ + (2 + 4t)y′ + 2y − 3t2]′ = 0 (2.1.36)
=⇒ (1 + t+ t2)y′′ + (2 + 4t)y′ + 2y − 3t2 = 2c1 (2.1.37)
=⇒ (1 + t + t2)y′′ + (1 + 2t)y′ + (1 + 2t)y′ + 2y − 3t2 = 2c1 (2.1.38)
=⇒ [(1 + t+ t2)y′ + (1 + 2t)y − t3]′ = 2c1 (2.1.39)
=⇒ (1 + t+ t2)y′ + (1 + 2t)y − t3 = 2c1t + c2 (2.1.40)
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=⇒ [(1 + t+ t2)y]′ − t3 = 2c1t + c2 (2.1.41)
=⇒ (1 + t+ t2)y − t
4
4
= c1t
2 + c2t+ c3. ✷ (2.1.42)
Exercises 2.1
1. Find the general solution of the equation
y′′ − y′ − 6y = 0.
2. Find the general solution of the equation
y′′ + 6y′ + 13y = 0.
3. Find the general solution of the equation
y(4) + 8y′′ + 16y = 0.
4. Solve the Euler equation
t3y′′
′
+ 3t2y′′ − 2ty′ + 2y = 0.
5. Solve the equation
tyy′′
′
+ 3ty′y′′ + 2yy′′ + 2y′2 = 2 cos t− t sin t.
2.2 Method of Undetermined Coefficients
In this section, we present the method of undetermined coefficients for solving nonhomo-
geneous linear ordinary differential equations.
In order to solve linear nonhomogeneous ordinary differential equation
fn(t)y
(n) + fn−1(t)y
(n−1) + · · ·+ f1(t)y = g(t), (2.2.1)
we find the general solution φ(t, c1, ..., cn) of the homogeneous equation
fn(t)y
(n) + fn−1(t)y(n−1) + · · ·+ f1(t)y = 0 (2.2.2)
and a particular solution y0(t) of (2.2.1). Then the general solution of (2.2.1) is y =
φ(t, c1, ..., cn) + y0(t). It is often that y0 is obtained by guessing it of certain form with
undetermined coefficients based on the form of g(t).
Example 2.2.1. Find the general solution of the equation
y′′ − 2
t2
y = 7t4 + 3t3. (2.2.3)
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Solution. It is easy to see that y = t2 and y = 1/t are solutions of
y′′ − 2
t2
y = 0. (2.2.4)
So the general solution of (2.2.4) is
y = c1t
2 +
c2
t
. (2.2.5)
Based on the form of (2.2.3), we guess a particular solution y0(t) = at
6+ bt5, where a and
b are the constants to be determined. Note
y′0 = 6at
5 + 5bt4 =⇒ y′0′ = 30at4 + 20t3. (2.2.6)
By (2.2.3),
30at4 + 20t3 − 2(at4 + bt3) = 7t4 + 3t3 ∼ 28a = 7, 18b = 3 =⇒ a = 1
4
, b =
1
6
. (2.2.7)
Thus y0 = t
6/4 + t5/6. The general solution (2.2.3) is
y = c1t
2 +
c2
t
+
t6
4
+
t5
6
. ✷ (2.2.8)
Example 2.2.2. Solve the equation
y′′ + 3y′ + 2y = 3 sin 2t. (2.2.9)
Solution. The general solution of y′′ + 3y′ + 2y = 0 is y = c1e−t + c2e−2t. We guess a
particular solution of (2.2.9):
y0 = a sin 2t+ b cos 2t. (2.2.10)
Then
y′0 = 2a cos 2t− 2b sin 2t, y′0′ = −4a sin 2t− 4b cos 2t. (2.2.11)
By (2.2.9),
−4a sin 2t− 4b cos 2t+ 3(2a cos 2t− 2b sin 2t) + 2(a sin 2t+ b cos 2t) = 3 sin 2t, (2.2.12)
equivalently,
−(2a + 6b) sin 2t+ (6a− 2b) cos 2t = 3 sin 2t. (2.2.13)
Hence
−(2a + 6b) = 3, 6a− 2b = 0 =⇒ a = − 3
20
, b = − 9
20
. (2.2.14)
So
y0 = − 3
20
sin 2t− 9
20
cos 2t (2.2.15)
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and the general solution of (2.2.9) is
y = c1e
−t + c2e−2t − 3
20
sin 2t− 9
20
cos 2t. ✷ (2.2.16)
Example 2.2.3. Find the solution of the following problem:
y′′ + y = 2 cos t, y(0) = 1, y′(0) = 3. (2.2.17)
Solution. The general solution of the corresponding homogeneous equation y′′ + y = 0 is:
y = c1 cos t+ c2 sin t. (2.2.18)
Thus we can not guess a particular solution y0 = a cos t + b sin t. Instead, we guess that
y0 = at cos t+ bt sin t (2.2.19)
is a particular solution. Then
y′0 = (a+ bt) cos t+ (b− at) sin t, (2.2.20)
y′′0 = (2b− at) cos t− (2a+ bt) sin t. (2.2.21)
Substituting them into the equation in (2.2.17), we get
2b cos t− 2a sin t = 2 cos t. (2.2.22)
So
a = 0, b = 1; y0 = t sin t. (2.2.23)
Thus the general solution is:
y = c1 cos t+ (c2 + t) sin t. (2.2.24)
Next
y′ = (c2 + t) cos t+ (1− c1) sin t. (2.2.25)
Then
y(0) = 1 =⇒ c1 = 1, (2.2.26)
y′(0) = 3 =⇒ c2 = 3. (2.2.27)
The final solution is:
y = cos t + (3 + t) sin t. ✷ (2.2.28)
Example 2.2.4. Find the solution of the following problem:
y′′ − 4y′ + 4y = 4(t2 + e2t). (2.2.29)
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Solution. The corresponding homogeneous equation is
y′′ − 4y′ + 4y = 0, (2.2.30)
whose characteristic equation is:
r2 − 4r + 4 = 0 =⇒ r = 2 is a repeated root. (2.2.31)
Thus the general solution is
y = (c1 + c2t)e
2t. (2.2.32)
First we want to find a particular solution of the equation:
y′′ − 4y′ + 4y = 4t2. (2.2.33)
Let
y0 = At
2 +Bt + C (2.2.34)
be a particular solution. Then
y′0 = 2At +B, y
′′
0 = 2A. (2.2.35)
Substitute them into the equation,
2A− 4(2At+B) + 4(At2 + Bt+ C) = 4t2 (2.2.36)
=⇒ 4At2 + (4B − 8A)t+ 2A− 4B + 4C = 4t2. (2.2.37)
4A = 4, 4B − 8A = 0, 2A− 4B + 4C = 0 =⇒ A = 1, B = 2, C = 3
2
. (2.2.38)
So
y0 = t
2 + 2t+
3
2
. (2.2.39)
Next we want to find a particular solution of the equation:
y′′ − 4y′ + 4y = 4e2t. (2.2.40)
Let
y0 = At
2e2t (2.2.41)
be a particular solution. Then
y′0 = 2A(t+ t
2)e2t, y′′0 = 2A(1 + 4t+ 2t
2)e2t. (2.2.42)
Substitute them into the equation,
2A(1 + 4t+ 2t2)e2t − 8A(t+ t2)e2t + 4At2e2t = 4e2t =⇒ 2Ae2t = 4e2t. (2.2.43)
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So A = 2 and
y0 = 2t
2e2t. (2.2.44)
The final solution is
y = (c1 + c2t+ 2t
2)e2t + t2 + 2t+
3
2
. ✷ (2.2.45)
Excises 2.2.
1. Find the general solution of the following equation:
y′′ + y′ − 2y = 2t.
2. Solve the following initial value problem:
y′′ + 2y′ + 5y = 4e−x cos 2x, y(0) = 1, y′(0) = 0.
3. Solve the following initial value problem:
y′′ − 2y′ − 3y =
{
3e−t if 0 ≤ t ≤ 1,
2t2 if t > 1;
y(0) = 0, y′(0) = 1.
2.3 Method of Variation of Parameters
In this section, we give the method of variation of parameters for solving second-order
nonhomogeneous linear ordinary differential equations.
Suppose that we know the fundamental solutions y1(t) and y2(t) of the linear homo-
geneous equation
y′′ + f1(t)y′ + f0(t)y = 0, (2.3.1)
that is, the general solution of (2.3.1) is y = c1y1(t)+ c2y2(t). We want to solve the linear
nonhomogeneous equation
y′′ + f1(t)y′ + f0(t)y = g(t). (2.3.2)
Let y = u1(t)y1 + u2(t)y2 be a solution of (2.3.2), where u1(t) and u2(t) are functions to
be determined. Note
y′ = u′1y1 + u
′
2y2 + u1y
′
1 + u2y
′
2. (2.3.3)
In order to simplify the problem, we impose a condition
u′1y1 + u
′
2y2 = 0. (2.3.4)
Then
y′ = u1y′1 + u2y
′
2 =⇒ y′′ = u1y′1′ + u2y′2′ + u′1y′1 + u′2y′2. (2.3.5)
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According to (2.3.2),
u1y
′
1
′
+ u2y
′
2
′
+ u′1y
′
1 + u
′
2y
′
2 + f1(u1y
′
1 + u2y
′
2) + f0(u1f1 + u2f2) = g(t) (2.3.6)
=⇒ u1(y′1′ + f1y1 + f0y1) + u2(y′2′ + f2y1 + f0y2) + u′1y′1 + u′2y′2 = g(t), (2.3.7)
equivalently,
u′1y
′
1 + u
′
2y
′
2 = g(t) (2.3.8)
because y1 and y2 are solutions of (2.3.1).
The Wronskian of the functions {h1, h2, ..., hm} is the determinant
W (h1, h2, ..., hm) =
∣∣∣∣∣∣∣∣∣
h1 h2 · · · hm
h′1 h
′
2 · · · h′m
...
...
...
...
h
(m−1)
1 h
(m−1)
2 · · · h(m−1)m
∣∣∣∣∣∣∣∣∣
. (2.3.9)
Solving the system (2.3.4) and (2.3.8) for u′1 and u
′
2 by Crammer’s rule, we get
u′1 = −
g(t)y2(t)
W (y1, y2)
, u′2 =
g(t)y1(t)
W (y1, y2)
. (2.3.10)
Thus
u1 = −
∫
g(t)y2(t)
W (y1, y2)
dt, u2 =
∫
g(t)y1(t)
W (y1, y2)
dt. (2.3.11)
The final solution is
y = −y1(t)
∫
g(t)y2(t)
W (y1, y2)
dt+ y2(t)
∫
g(t)y1(t)
W (y1, y2)
dt. (2.3.12)
The above method is called the method of variation of parameters.
Example 2.3.1. Find the general solution of the following equation by the method
of variation of parameters:
y′′ + 4y =
4
sin 2t
, 0 < t <
π
4
. (2.3.13)
Solution. The corresponding homogeneous equation is y′′+4y = 0, whose fundamental
solutions are y1 = cos 2t and y2 = sin 2t. So
W (y1, y2) =
∣∣∣∣ cos 2t sin 2t−2 sin 2t 2 cos 2t
∣∣∣∣ = 2. (2.3.14)
Thus
u1 = −
∫
g(t)y2(t)
W (y1, y2)
dt = −2
∫
dt = c1 − 2t, (2.3.15)
u2 =
∫
g(t)y1(t)
W (y1, y2)
dt =
∫
2 cos 2t
sin 2t
dt = ln sin 2t+ c2. (2.3.16)
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The final solution is
y = (c1 − 2t) cos 2t+ (c2 + ln sin 2t) sin 2t. ✷ (2.3.17)
Example 2.3.2. Solve the following initial value problem by the method of variation
of parameters:
y′′ − 4y = g(t), y(0) = 1, y′(0) = −1. (2.3.18)
Solution. First we solve the following initial value problem:
u′′ − 4u = 0, u(0) = 1, u′(0) = −1. (2.3.19)
The general solution of the above equation is:
u = c1e
2t + c2e
−2t.
So
u′ = 2(c1e2t − c2e−2t).{
u(0) = 1
u′(0) = −1 =⇒
{
c1 + c2 = 1
2(c1 − c2) = −1 =⇒
{
c1 = 1/4
c2 = 3/4
(2.3.20)
The solution is:
u =
1
4
(e2t + 3e−2t). (2.3.21)
Next we want to solve the following problem:
v′′ − 4v = g(t), v(0) = 0, v′(0) = 0. (2.3.22)
W (e2t, e−2t) = −4.
v = −e2t
∫ t
0
g(s)e−2s
−4 ds+ e
−2t
∫ t
0
g(s)e2s
−4 ds =
1
2
∫ t
0
g(s) sinh 2(t− s)ds. (2.3.23)
The final solution is:
y = u+ v =
1
4
(e2t + 3e−2t) +
1
2
∫ t
0
g(s) sinh 2(t− s)ds. ✷ (2.3.24)
If
v(t) = −y1(t)
∫ t
0
g(s)y2(s)
W (y1, y2)(s)
ds+ y2(t)
∫ t
0
g(s)y1(s)
W (y1, y2)(s)
ds, (2.3.25)
then
v′(t) = −y′1(t)
∫ t
0
g(s)y2(s)
W (y1, y2)(s)
ds+ y′2(t)
∫ t
0
g(s)y1(s)
W (y1, y2)(s)
ds. (2.3.26)
Thus we always have v(0) = v′(0) = 0.
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Excises 2.3.
1. Solve the equation
y′′ + 9y =
9
cos 3t
, 0 < t <
π
6
.
2. Solve the equation
y′′ − 2y′ + y = e
t
1 + t2
.
3. Let g(t) be a given function. Find the solution of the following problem
y′′ − 3y′ − 4y = g(t), y(0) = 1, y′(0) = −1.
2.4 Series Method and Bessel Functions
In this section, we use power series to solve certain second-order linear ordinary differential
equations with variable coefficients:
y′′ + f1(t)y′ + f0(t)y = 0. (2.4.1)
Suppose that f1 and f0 are analytic at t = 0. Around t = 0,
f0 =
∞∑
n=0
ant
n, f1 =
∞∑
n=0
bnt
n, an, bn ∈ R. (2.4.2)
We consider the solution of the form
y =
∞∑
n=0
cnt
n, where cn are to be determined. (2.4.3)
y′ =
∞∑
n=1
ncnt
n−1, y′′ =
∞∑
n=2
n(n− 1)cntn−2. (2.4.4)
Now (2.4.1) becomes
∞∑
n=0
(n+1)(n+2)cn+2t
n+(
∞∑
n=0
bnt
n)(
∞∑
n=0
(n+1)cn+1t
n)+ (
∞∑
n=0
ant
n)(
∞∑
n=0
cnt
n) = 0. (2.4.5)
(n+ 1)(n+ 2)cn+2 = −
n∑
r=0
[(r + 1)bn−rcr+1 + an−rcr]. (2.4.6)
Example 2.4.1. Solve the equation y′′ − ty′ − y = 0.
Solution. Suppose that y =
∑∞
n=0 cnt
n is a solution. Note ar = −δr,0 and br = −δr,1.
Thus (2.4.6) becomes
(n+ 1)(n+ 2)cn+2 = (n + 1)cn ∼ cn+2 = cn
n + 2
. (2.4.7)
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Hence
y = c0
∞∑
n=0
t2n
(2n)!!
+ c1
∞∑
n=0
t2n+1
(2n+ 1)!!
. ✷ (2.4.8)
Suppose
f0 =
∞∑
n=−2
ant
n, f1 =
∞∑
n=−1
bnt
n, an, bn ∈ R. (2.4.9)
Assume that y =
∑∞
n=0 cnt
n+µ is a solution of the equation (2.4.1) with c0 6= 0. Substi-
tuting it into (2.4.1), we find that the coefficients of tµ−2 give
µ(µ− 1) + µb−1 + a−2 = 0 ∼ µ2 + (b−1 − 1)µ+ a−2 = 0, (2.4.10)
which is called the indicial equation of (2.4.1) with (2.4.9). If (2.4.10) has two distinct
real roots µ1 and µ2 such that µ1−µ2 is not an integer, then the equation (2.4.1) has two
linearly independent solutions of the forms:
y1 = t
µ1
∞∑
n=0
cnt
n, y2 = t
µ2
∞∑
n=0
dnt
n. (2.4.11)
When (2.4.10) has a repeated root µ, then the equation (2.4.1) has two linearly indepen-
dent solutions of the forms:
y1 = t
µ
∞∑
n=0
cnt
n, y2 = y1 ln t+ t
µ
∞∑
n=0
dnt
n. (2.4.12)
If (2.4.10) has two distinct real roots µ1 and µ2 such that µ2 − µ1 is an integer, then the
equation (2.4.1) has two linearly independent solutions of the forms:
y1 = t
µ1
∞∑
n=0
cnt
n, y2 = ky1 ln t+ t
µ2
∞∑
n=0
dnt
n, (2.4.13)
where k many be zero.
Example 2.4.2. Solve the following equation by power series:
t2y′′ + 3ty′ + (1 + t)y = 0, t > 0. (2.4.14)
Solution. Note that t = 0 is a regular singular point. Let y =
∑∞
n=0 cnt
n+µ be a
solution with c0 6= 0. Then
y′ =
∞∑
n=0
(n+ µ)cnt
n+µ−1, y′′ =
∞∑
n=0
(n+ µ)(n+ µ− 1)cntn+µ−2. (2.4.15)
Substituting them into the equation, we have:
∞∑
n=0
(n+ µ)(n+ µ− 1)cntn+µ + 3
∞∑
n=0
(n+ µ)cnt
n+µ + (1 + t)
∞∑
n=0
cnt
n+µ = 0, (2.4.16)
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equivalently,
∞∑
n=0
(n+µ)(n+µ−1)cntn+µ+3
∞∑
n=0
(n+µ)cnt
n+µ+
∞∑
n=0
cnt
n+µ+
∞∑
n=0
cnt
n+µ+1 = 0. (2.4.17)
So we have
[µ(µ−1)c0+3µc0+c0]tµ+
∞∑
n=1
((n+µ)(n+µ−1)cn+3(n+µ)cn+cn+cn−1)tn+µ = 0. (2.4.18)
Thus µ(µ− 1)c0 + 3µc0 + c0 = 0 and for n ≥ 1,
(n+ µ)(n+ µ− 1)cn + 3(n+ µ)cn + cn + cn−1 = 0 =⇒ (n+ µ+ 1)2cn = −cn−1. (2.4.19)
cn = − cn−1
(n + µ+ 1)2
=
(−1)nc0∏n
j=1(j + µ+ 1)
2
. (2.4.20)
Denote
bn =
(−1)n∏n
j=1(j + µ+ 1)
2
. (2.4.21)
Set
ϕ(µ, t) = tµ(1 +
∞∑
n=1
bnt
n). (2.4.22)
The indicial equation is
µ(µ− 1) + 3µ+ 1 = 0 ∼ (µ+ 1)2 = 0 =⇒ µ = −1 (2.4.23)
is a double root. Then
y1 = ϕ(−1, t) = t−1
(
1 +
∞∑
n=1
(−1)n∏n
j=1 j
2
tn
)
= t−1
(
1 +
∞∑
n=1
(−1)n
(n!)2
tn
)
(2.4.24)
is a solution of (2.4.14).
Observe
t2ϕtt + 3tϕt + (1 + t)ϕ = t
µ(µ+ 1)2 (2.4.25)
(cf. the left hand side of (2.4.18) with c0 = 1). Taking partial derivative of (2.4.25) with
respect to µ, we get
t2ϕttµ + 3tϕtµ + (1 + t)ϕµ = (ln t)t
µ(µ+ 1)2 + 2tµ(µ+ 1), (2.4.26)
equivalently,
t2ϕµtt + 3tϕµt + (1 + t)ϕµ = (2 + (µ+ 1) ln t)t
µ(µ+ 1). (2.4.27)
Taking µ = −1 in the above equation, we find
t2
(
d
dt
)2
ϕµ(−1, t) + 3t d
dt
ϕµ(−1, t) + (1 + t)ϕµ(−1, t) = 0. (2.4.28)
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Thus y2 = ϕµ(−1, t) is another solution. Note that for n ≥ 1,
dbn
dµ
(−1) =
(
(−1)n∏n
j=1(j + µ+ 1)
2
)′
|µ=−1
=
(
2(−1)n+1∏n
j=1(j + µ+ 1)
2
)(
n∑
j=1
1
j + µ+ 1
)
|µ=−1
=
2(−1)n+1
(n!)2
(
n∑
j=1
1
j
)
. (2.4.29)
Thus
y2(t) = ϕµ(−1, t)|r=−1 = y1(t) ln t+
∞∑
n=1
2(−1)n+1
(n!)2
(
n∑
j=1
1
j
)
tn−1. (2.4.30)
The general solution is: y = c1y1(t) + c2y2(t). ✷
The Bessel equation has the form
y′′ + t−1y′ + (1− ν2t−2)y = 0, (2.4.31)
where ν is a constant called order. The indicial equation is
µ2 − ν2 = 0 ∼ µ = ±ν. (2.4.32)
We rewrite (2.4.31) as
t2y′′ + ty′ + (t2 − ν2)y = 0. (2.4.33)
Let y =
∑∞
n=0 cnt
n+µ be a solution of (2.4.33) with µ = ±ν and c0 6= 0. We have
ty′ =
∞∑
n=0
(n+ µ)cnt
n+µ, t2y′′ =
∞∑
n=0
(n + µ)(n+ µ− 1)cntn+µ. (2.4.34)
Denote by N the set of nonnegative integers. So (2.4.33) is equivalent to
c1[(µ+ 1)
2 − ν2] = 0, [(µ+ n+ 2)2 − ν2]cn+2 + cn = 0, n ∈ N. (2.4.35)
Thus c2r+1 = 0 for r ∈ N, and
c2n =
c0∏n
r=1[ν
2 − (µ+ 2r)2] =
(−1)nc0
n!22n
∏n
r=1(µ+ r)
. (2.4.36)
The function
Jµ(t) =
(
t
2
)µ
+
∞∑
n=1
(−1)n
n!
∏n
r=1(µ+ r)
(
t
2
)2n+µ
(2.4.37)
is called a Bessel function of first kind. If ν is not an integer, then the general solution of
(2.4.31) is
y = c1Jν(t) + c2J−ν(t). (2.4.38)
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Note
d
dt
(tµJµ) = µt
µ
[(
t
2
)µ−1
+
∞∑
n=1
(−1)n
n!
∏n
r=1(µ+ r − 1)
(
t
2
)2n+µ−1]
= µtµJµ−1 (2.4.39)
and
d
dt
(t−µJµ) =
∞∑
n=1
(−1)nt−µ
(µ+ 1)(n− 1)!∏n−1r=1 (µ+ r + 1)
(
t
2
)2n+µ−1
= −t
−µJµ+1
µ+ 1
. (2.4.40)
Thus
d
tdt
(tµJµ) = µt
µ−1Jµ−1,
d
tdt
(t−µJµ) = −t
−µ−1Jµ+1
µ+ 1
. (2.4.41)
By induction, (
d
tdt
)m
(tµJµ) = [
m−1∏
r=0
(µ− r)]tµ−mJµ−m (2.4.42)
and (
d
tdt
)m
(t−µJµ) = (−1)m t
−µ−mJµ+m∏m
r=1(µ+ r)
. (2.4.43)
On the other hand, (2.4.39) gives
µtµ−1Jµ + tµJ ′µ = µt
µJµ−1 ∼ µJµ + tJ ′µ = µtJµ−1 (2.4.44)
and (2.4.40) yields
−µt−µ−1Jµ + t−µJ ′µ = −
t−µJµ+1
µ+ 1
∼ −µJµ + tJ ′µ = −
tJµ+1
µ+ 1
. (2.4.45)
Thus
µJµ−1 +
Jµ+1
µ+ 1
=
2µ
t
Jµ, µJµ−1 − Jµ+1
µ+ 1
= 2µJ ′µ. (2.4.46)
Observe that (
d
dt
)
tn
n!
=
tn−1
(n− 1)! (2.4.47)
for a positive integer n. If we have a continuous analogue of n!, then we can simplify
(2.4.42) and (2.4.43) by rescalling Jµ. Indeed, it is the spacial function Γ(s).
When ν = n + 1/2 with n ∈ N, the indicial equation has two roots µ1 = n+ 1/2 and
µ2 = −n − 1/2. Moreover, µ1 − µ2 = 2n + 1 is an integer. However, both Jn+1/2(t) and
J−n−1/2(t) are well defined by (2.4.37). They form a set of fundamental solutions of the
Bessel equation. Suppose that ν = m is a positive integer. the indicial equation has two
roots µ1 = m and µ2 = −m. The function Jm(t) is still well defined, but J−m(t) is not
defined. If µ = −m, by the second equation in (2.4.35) with n = 2m− 2, we get
0 = [(−m+ 2m− 2 + 2)2 −m2]c2m = −c2m−2 = − c0
(m!)2
=⇒ c0 = 0, (2.4.48)
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which contradicts the assumption c0 6= 0. Thus we do not have a solution of the form
y =
∑∞
n=0 cnt
n−m. We look for another fundamental solution of the form
y = Jm(t) ln t +
∞∑
n=0
cnt
n−m, (2.4.49)
which is related to Bessel functions of second kind.
Exercise 2.4
Solve the following equations by power series :
1. (1− t2)y′′ − ty′ + 16ty = 0.
2. t2y′′ + 7ty′ + (9− t)y = 0, t > 0.
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Chapter 3
Special Functions
Special functions are important objects both in mathematics and physics. This chapter is
a brief introduction to them. The reader may refer to [AAR] and [WG] for more extensive
knowledge. First we introduce the gamma function Γ(z) as a continuous generalization
of n! and prove the beta-function identity, the Euler’s reflection formula and the product
formula of the gamma function. Then we introduce Gauss hypergeometric function as
the power series solution of the Gauss hypergeometric equation and prove the Euler’s
integral representation. Moreover, Jacobi polynomials are introduced from the finite-sum
cases of the Gauss hypergeometric function and their orthogonality is proved. Legendre
orthogonal polynomials are discussed in detail.
Weierstrass’s elliptic function ℘(z) is a double-periodic function with second-order
poles, which will be used later in solving nonlinear partial differential equations. Weier-
strass’s zeta function ζ(z) is an integral of −℘(z), that is, ζ ′(z) = −℘(z). Moreover,
Weierstrass’s sigma function σ(z) satisfies σ′(z)/σ(z) = ζ(z). We discuss these functions
and their properties in this chapter to a certain depth.
Finally in this chapter, we present Jacobi’s elliptic functions sn (z|m), cn (z|m) and
dn(z|m), and derive the nonlinear ordinary differential equations satisfied by them. These
functions are also very useful in solving nonlinear partial differential equations.
3.1 Gamma and Beta Functions
The problem of finding a function of continuous variable x that equals n! when x = n
is a positive integer, was suggested by Bernoulli and Goldbach, and was investigated by
Euler in the late 1720s. For a ∈ C and n ∈ N+ 1, we denote
(a)n = a(a+ 1) · · · (a+ n− 1), (a)0 = 1. (3.1.1)
If x and n are positive integers, then
x! =
(x+ n)!
(x+ 1)n
=
n!(n+ 1)x
(x+ 1)n
=
n!nx
(x+ 1)n
(n+ 1)x
nx
. (3.1.2)
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Since
lim
n→∞
(n+ 1)x
nx
= 1, (3.1.3)
we have
x! = lim
n→∞
n!nx
(x+ 1)n
. (3.1.4)
Observe that for any z ∈ C \ {−N− 1},(
n
n + 1
)z n∏
r=1
(
1 +
z
r
)−1(
1 +
1
r
)z
=
(
n
n + 1
)z n∏
r=1
(
z + r
r
)−1(
r + 1
r
)z
=
(
n
n + 1
)z (
(z + 1)n
n!
)−1
(n + 1)z =
n!nz
(z + 1)n
. (3.1.5)
Moreover,(
1 +
z
r
)−1(
1 +
1
r
)z
=
(
1− z
r
+
z2
r2
+O
(
1
r3
))(
1 +
z
r
+
z(z − 1)
2r2
+O
(
1
r3
))
= 1 +
z(z − 1)
2r2
+O
(
1
r3
)
. (3.1.6)
This shows that
lim
n→∞
n∏
r=1
(
1 +
z
r
)−1(
1 +
1
r
)z
exists. (3.1.7)
Thus we have a function
Π(z) = lim
n→∞
n!nz
(z + 1)n
=
∞∏
r=1
(
1 +
z
r
)−1(
1 +
1
r
)z
(3.1.8)
and Π(m) = m! for m ∈ N by (3.1.4). For notional convenience, we define the gamma
function
Γ(z) = Π(z − 1) = lim
n→∞
n!nz−1
(z)n
for z ∈ C \ {−N− 1}. (3.1.9)
Then
Γ(z + 1) = lim
n→∞
n!nz
(z + 1)n
= z lim
n→∞
n!nz
(z)n+1
= z lim
n→∞
n
z + n
n!nz−1
(z)n
= z
(
lim
n→∞
n
z + n
)(
lim
n→∞
n!nz−1
(z)n
)
= z lim
n→∞
n!nz−1
(z)n
= zΓ(z). (3.1.10)
By (3.1.9), Γ(1) = 1. So Γ(m+ 1) = m! for m ∈ N.
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For x, y ∈ C with Re x > 0 and Re y > 0, we define the beta function
B(x, y) =
∫ 1
0
tx−1(1− t)y−1dt. (3.1.11)
Theorem 3.1.1. We have B(x, y) = Γ(x)Γ(y)/Γ(x+ y).
Proof. Note
B(x, y + 1) =
∫ 1
0
tx−1(1− t)(1− t)y−1dt = B(x, y)−B(x+ 1, y). (3.1.12)
On the other hand, integration by parts gives
B(x, y + 1) =
∫ 1
0
tx−1(1− t)ydt
=
tx(1− t)y
x
|10 +
y
x
∫ 1
0
tx(1− t)y−1dt = y
x
B(x+ 1, y). (3.1.13)
Thanks to the above two expressions, we have
B(x, y)− x
y
B(x, y + 1) = B(x, y + 1) =⇒ B(x, y) = x+ y
y
B(x, y + 1). (3.1.14)
By induction
B(x, y) =
(x+ y)n
(y)n
B(x, y + n). (3.1.15)
Rewrite the above equation as
B(x, y) =
(x+ y)n
n!
n!
(y)n
∫ 1
0
tx−1(1− t)y+n−1dt
t=s/n
=
(x+ y)n
n!
n!
(y)n
∫ n
0
n1−xsx−1
(
1− s
n
)y+n−1 ds
n
=
(x+ y)n
n!nx+y−1
n!ny−1
(y)n
∫ n
0
sx−1
(
1− s
n
)y+n−1
ds
= lim
n→∞
(x+ y)n
n!nx+y−1
n!ny−1
(y)n
∫ n
0
sx−1
(
1− s
n
)y+n−1
ds
=
Γ(y)
Γ(x+ y)
∫ ∞
0
sx−1e−sds. (3.1.16)
Taking y = 1 in the above equation, we have
B(x, 1)Γ(x+ 1) =
∫ ∞
0
sx−1e−sds. (3.1.17)
Furthermore, (3.1.11) gives
B(x, 1) =
∫ 1
0
tx−1dt =
1
x
. (3.1.18)
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Thus
Γ(x) =
Γ(x+ 1)
x
= B(x, 1)Γ(x+ 1) =
∫ ∞
0
sx−1e−sds. (3.1.19)
Therefore,
B(x, y) =
Γ(y)
Γ(x+ y)
∫ ∞
0
sx−1e−sds =
Γ(x)Γ(y)
Γ(x+ y)
. ✷ (3.1.20)
Recall the Euler’s constant
γ = lim
n→∞
(
n∑
r=1
1
r
− lnn
)
. (3.1.21)
Theorem 3.1.2. The following equation holds:
1
Γ(z)
= zeγz
∞∏
n=1
(
1 +
z
n
)
e−z/n. (3.1.22)
Proof. Note
(
1 +
z
n
)
e−z/n =
(
1 +
z
n
)(
1− z
n
+
z2
2n2
+O
(
1
n3
))
= 1− z
2
2n2
+O
(
1
n3
)
. (3.1.23)
Thus the product in (3.1.22) converges. Moreover,
1
Γ(z)
= lim
n→∞
(z)n
n!nz−1
= lim
n→∞
z(z + 1) · · · (z + n− 1)
(n− 1)!nz
= z lim
n→∞
[
n−1∏
r=1
(
1 +
z
r
)]
e−z lnn
= z lim
n→∞
ez[
∑n
r=1 1/r−lnn]e−z/n
n−1∏
r=1
(
1 +
z
r
)
e−z/r
= zeγz
∞∏
r=1
(
1 +
z
r
)
e−z/r. ✷ (3.1.24)
Theorem 3.1.3. Euler’s reflection formula:
Γ(z)Γ(1 − z) = π
sin πz
. (3.1.25)
Proof. From complex analysis,
sin πz
πz
=
∞∏
n=1
(
1− z
2
n2
)
. (3.1.26)
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According to (3.1.22),
Γ(z)Γ(−z) =
[
zeγz
∞∏
n=1
(
1 +
z
n
)
e−z/n
]−1 [
−ze−γz
∞∏
n=1
(
1− z
n
)
ez/n
]−1
= − 1
z2
[ ∞∏
n=1
(
1 +
z
n
)(
1− z
n
)]−1
= − 1
z2
[ ∞∏
n=1
(
1− z
2
n2
)]−1
= − π
z sin πz
. (3.1.27)
Now (3.1.25) follows from the fact Γ(1− z) = −zΓ(−z). ✷
Letting z = 1/2 in (3.1.25), we get Γ(1/2) =
√
π. Taking the logarithm of (3.1.22), we
have
− ln Γ(z) = γz + ln z +
∞∑
n=1
[
ln
(
1 +
z
n
)
− z
n
]
. (3.1.28)
Differentiating (3.1.28), we get
ψ(z) =
Γ′(z)
Γ(z)
= −γ − 1
z
+
∞∑
n=1
(
1
n
− 1
z + n
)
. (3.1.29)
In particular,
ψ′(z) =
∞∑
n=0
1
(z + n)2
= ζ(2, z), (3.1.30)
where the Riemman zeta function
ζ(s, a) =
∞∑
n=0
1
(n + a)s
, Re s > 1. (3.1.31)
Theorem 3.1.3. The following product formula holds:
Γ(z)Γ
(
z +
1
n
)
Γ
(
z +
2
n
)
· · ·Γ
(
z +
n− 1
n
)
=
(2π)(n−1)/2
nnz−1/2
Γ(nz). (3.1.32)
Proof. Set
φ(z) =
nnz
nΓ(nz)
n−1∏
p=0
Γ
(
z +
p
n
)
. (3.1.33)
Then (3.1.9) says
φ(z) = lim
r→∞
nnz−1
∏n−1
p=0
r!rz+(p−n)/n
(z+p/n)r
(nr)!(nr)nz−1
(nz)nr
= lim
r→∞
∏n−1
p=0
r!r(p−n)/n
(z+p/n)r
(nr)!r−1
(nz)nr
= lim
r→∞
(r!)nnrn
(nr)!r(n+1)/2
. (3.1.34)
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Thus φ is a constant. Hence
φ(z) = φ(1/n) =
n−1∏
j=1
Γ
(
j
n
)
=
n−1∏
j=1
Γ
(
1− j
n
)
. (3.1.35)
So
φ2 =
n−1∏
j=1
Γ
(
j
n
)
Γ
(
1− j
n
)
=
n−1∏
j=1
π
sin jπ/n
. (3.1.36)
Note
n−1∑
r=0
zr =
zn − 1
z − 1 =
n−1∏
j=1
(z − e2jπi/n). (3.1.37)
Hence
n =
n−1∏
j=1
(1− e2jπi/n) =
n−1∏
j=1
ejπi/n(e−jπi/n − ejπi/n)
= e(n−1)πi/2
n−1∏
j=1
(−2i sin jπ/n) = 2n−1e(n−1)πi/2(−i)n−1
n−1∏
j=1
sin jπ/n
= 2n−1e(n−1)πi/2e3(n−1)πi/2
n−1∏
j=1
sin jπ/n = 2n−1
n−1∏
j=1
sin jπ/n. (3.1.38)
By (3.1.36) and (3.1.38),
φ2 =
(2π)n−1
n
=⇒ φ = (2π)
(n−1)/2
√
n
. (3.1.39)
Then (3.1.32) follows from (3.1.33) and (3.1.39). ✷
3.2 Gauss Hypergeometric Functions
The term of “hypergeometric” was first used by Wallis in Oxford as early as 1655 in
his work Arithmetrica Infinitorm when referring to any series which could be regarded
as a generalization of the ordinary geometric series
∑∞
n=0 z
n. Nowadays a power series∑∞
n=0 cnz
n+µ is called a hypergeometric function if cn+1/cn is a rational function of n. In
this section, we use z to denote independent variable instead of t. The classical hyperge-
ometric equation is
z(1 − z)y′′ + [γ − (α+ β + 1)z]y′ − αβy = 0. (3.2.1)
We look for the solution of the form
y =
∞∑
n=0
cnz
n+µ, (3.2.2)
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where cn and µ are constants to be determined. We calculate
y′ =
∞∑
n=0
(n+ µ)cnz
n+µ−1, y′′ =
∞∑
n=0
(n+ µ)(n+ µ− 1)cnzn+µ−2. (3.2.3)
Substituting (3.2.3) into (3.2.1), we get
zµ
∞∑
n=0
{(n+µ)(n+µ−1)cnzn−1(1−z)+(n+µ)cnzn−1[γ−(α+β+1)z]−αβcnzn} = 0, (3.2.4)
equivalently,
µ(µ− 1 + γ) = 0, (3.2.5)
(n+ 1 + µ)(n+ µ+ γ)cn+1 = [(n + µ)(n+ µ+ α+ β) + αβ]cn (3.2.6)
for n ∈ N. We rewrite (3.2.6) as
(n + 1 + µ)(n+ µ+ γ)cn+1 = (n+ µ+ α)(n+ µ+ β)cn. (3.2.7)
By induction, we have
cn =
(µ+ α)n(µ+ β)n
(µ+ 1)n(µ+ γ)n
c0 for n ∈ N+ 1. (3.2.8)
Hence
y = c0
∞∑
n=0
(µ+ α)n(µ+ β)n
(µ+ 1)n(µ+ γ)n
zn+µ. (3.2.9)
According to (3.2.5), µ = 0 or µ = 1− γ. Considering µ = 0, we denote
2F1(α, β; γ; z) =
∞∑
n=0
(α)n(β)n
n!(γ)n
zn, (3.2.10)
which was introduced and studied by Gauss in his thesis presented at Go¨ttingen in 1812.
We call it classical Gauss hypergeometric function. Since
lim
n→∞
[
(α)n+1(β)n+1
(n+ 1)!(γ)n+1
/
(α)n(β)n
n!(γ)n
]
= lim
n→∞
(α + n)(β + n)
(n+ 1)(γ + n)
= 1, (3.2.11)
the series in (3.2.10) converges absolutely when |z| < 1. It can be proved that 2F1(α, β; γ; z)
has analytic extension on the whole complex z plane by complex analysis. Note that
2F1(α− γ + 1, β − γ + 1; 2− γ; z)z1−γ is another solution of (3.2.1) by (3.2.9).
Observe
2F1(α, β; γ; 0) = 1. (3.2.12)
By (3.2.9), 2F1(α, β; γ; z) is the unique power series solution of (3.2.1) satisfying (3.2.12).
It has close relations with elementary functions:
2F1(−α, β; β;−z) =
∞∑
n=0
(−1)n(−α)n
n!
zn =
∞∑
n=0
(
α
n
)
zn = (1 + z)α, (3.2.13)
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2F1(1, 1; 2;−z)z =
∞∑
n=0
n!n!
n!(n + 1)!
(−1)nzn+1 = ln(1 + z), (3.2.14)
lim
β→∞ 2
F1(1, β; 1; z/β) = lim
β→∞
∞∑
n=0
n!(β)n
n!n!βn
zn =
∞∑
n=0
1
n!
zn = ez, (3.2.15)
lim
α,β→∞ 2
F1(α, β; 3/2;−z2/4αβ)z = lim
α,β→∞
∞∑
n=0
(α)n(β)n
n!(3/2)nαnβn4n
(−1)nz2n+1
=
∞∑
n=0
(−1)n
(2n+ 1)!
z2n+1 = sin z, (3.2.16)
lim
α,β→∞ 2
F1(α, β; 1/2;−z2/4αβ) = lim
α,β→∞
∞∑
n=0
(α)n(β)n
n!(1/2)nαnβn4n
(−1)nz2n
=
∞∑
n=0
(−1)n
(2n)!
z2n = cos z. (3.2.17)
Less obviously,
2F1(1/2, 1/2; 3/2; z
2)z = arcsin z, 2F1(1/2, 1; 3/2;−z2)z = arctan z. (3.2.18)
In addition,
d
dz
2F1(α, β; γ; z) =
∞∑
n=0
(α)n(β)n
(n− 1)!(γ)nz
n−1
=
∞∑
n=0
(α)n+1(β)n+1
n!(γ)n+1
zn
=
αβ
γ
∞∑
n=0
(α+ 1)n(β + 1)n
n!(γ + 1)n
zn
=
αβ
γ
2F1(α + 1, β + 1; γ + 1; z). (3.2.19)
Furthermore, we have the following Euler’s Integral Representation.
Theorem 3.2.1. If Re γ > Re β > 0, then
2F1(α, β; γ; z) =
Γ(γ)
Γ(β)Γ(γ − β)
∫ 1
0
tβ−1(1− t)γ−β−1(1− zt)−αdt (3.2.20)
in the z plane cut along the real axis from 1 to ∞.
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Proof. First we suppose |z| < 1. We calculate
Γ(γ)
Γ(β)Γ(γ − β)
∫ 1
0
tβ−1(1− t)γ−β−1(1− zt)−αdt
=
Γ(γ)
Γ(β)Γ(γ − β)
∞∑
n=0
(−1)n
(−α
n
)
zn
∫ 1
0
tβ+n−1(1− t)γ−β−1dt
=
Γ(γ)
Γ(β)Γ(γ − β)
∞∑
n=0
(α)n
n!
znB(β + n, γ − β)
=
Γ(γ)
Γ(β)Γ(γ − β)
∞∑
n=0
(α)n
n!
Γ(β + n)Γ(γ − β)
Γ(γ + n)
zn
=
∞∑
n=0
(α)nΓ(β + n)Γ(γ)
n!Γ(β)Γ(γ + n)
zn
=
∞∑
n=0
(α)n(β)n
n!(γ)n
zn = 2F1(α, β; γ; z) (3.2.21)
by (3.1.10), (3.1.11) and Theorem 3.1.1. So the theorem holds for |z| < 1.
Since the integral in (3.2.20) is analytic in the cut plane, the theorem holds for z in
this region as well. ✷
Theorem 3.2.2 (Gauss (1812)). If Re(γ − α− β) > 0, then
2F1(α, β; γ; 1) =
Γ(γ)Γ(γ − α− β)
Γ(γ − α)Γ(γ − β) . (3.2.22)
Proof. By Abel’s continuity theorem, (3.2.20) and Theorem 3.1.1,
2F1(α, β; γ; 1) = lim
z→1−
Γ(γ)
Γ(β)Γ(γ − β)
∫ 1
0
tβ−1(1− t)γ−β−1(1− zt)−αdt
=
Γ(γ)
Γ(β)Γ(γ − β)
∫ 1
0
tβ−1(1− t)γ−β−α−1dt
=
Γ(γ)
Γ(β)Γ(γ − β)B(β, γ − β − α)
=
Γ(γ)Γ(γ − α− β)
Γ(γ − α)Γ(γ − β) (3.2.23)
when Re γ > Re β > 0 and Re(γ − α− β) > 0. The condition Re γ > Re β > 0 can be
removed in (3.2.22) by the continuity in β and γ. ✷
By (3.1.10), we have:
Corollary 3.2.3 (Chu-Vandermonde). For n ∈ N,
2F1(−n, β; γ; 1) = (γ − β)n
(γ)n
. (3.2.24)
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3.3 Orthogonal Polynomials
Let k ∈ N,
2F1(−k, β; γ; z) =
k∑
n=0
(−k)n(β)n
n!(γ)n
zn =
k∑
n=0
(
k
n
)
(β)n
(γ)n
(−z)n (3.3.1)
is a polynomial. We calculate the generating function
∞∑
k=0
(γ)kx
k
k!
2F1(−k, β; γ; z) =
∞∑
k=0
k∑
n=0
(γ + n)k−n(β)n
n!(k − n)! x
k(−z)n
=
∞∑
k=0
k∑
n=0
(
γ + k − 1
k − n
)(−β
n
)
xkzn =
∞∑
m,n=0
(
γ +m+ n− 1
m
)(−β
n
)
xm+nzn
=
∞∑
n=0
(1− x)−γ−n
(−β
n
)
xnzn = (1− x)−γ
(
1 +
xz
1− x
)−β
= (1− x)β−γ(1 + (z − 1)x)−β. (3.3.2)
Set
wk(ϑ, γ; z) = 2F1(−k, ϑ+ k; γ; z). (3.3.3)
According to (3.2.1),
z(1 − z)w′k ′ + [γ − (ϑ+ 1)z]w′k + k(ϑ+ k)wk = 0. (3.3.4)
Thus
d
dz
[zγ(1− z)ϑ−γ+1w′k] + k(ϑ+ k)zγ−1(1− z)ϑ−γwk = 0. (3.3.5)
Let m,n ∈ N such that m 6= n. Then
wm
d
dz
[zγ(1− z)ϑ−γ+1w′n] + n(ϑ+ n)zγ−1(1− z)ϑ−γwmwn = 0 (3.3.6)
and
wn
d
dz
[zγ(1− z)ϑ−γ+1w′m] +m(ϑ+m)zγ−1(1− z)ϑ−γwmwn = 0. (3.3.7)
Assume that Re γ > 0, Re (ϑ− γ) > −1 and ϑ 6∈ −N− 1. Then∫ 1
0
zγ−1(1− z)ϑ−γwmwndz
=
1
(m− n)(m+ n + ϑ)
∫ 1
0
[m(ϑ+m)− n(ϑ+ n)]zγ−1(1− z)ϑ−γwmwndz
=
1
(m− n)(m+ n + ϑ) [
∫ 1
0
wm
d
dz
[zγ(1− z)ϑ−γ+1w′n]dz
−
∫ 1
0
wn
d
dz
[zγ(1− z)ϑ−γ+1w′m]dz]
=
zγ(1− z)ϑ−γ+1(wmw′n − w′mwn)
(m− n)(m+ n+ ϑ) |
1
0 = 0. (3.3.8)
3.3. ORTHOGONAL POLYNOMIALS 45
Let Cz be a loop around z. According to (3.3.2),
(γ)k
k!
2F1(−k, β; γ; z)
=
1
2πi
∫
C0
(1− x)β−γ(1 + (z − 1)x)−β
xk+1
dx
x= s−z
s(1−z)
=
1
2πi
∫
Cz
[z(1 − s)/s(1− z)]β−γ(z/s)−β
[(s− z)/s(1− z)]k+1
z
s2(1− z)ds
=
z1−γ(1− z)γ−β+k
2πi
∫
Cz
sγ+k−1(1− s)β−γ
(s− z)k+1 ds
=
z1−γ(1− z)γ−β+k
2πik!
(
d
dz
)k ∫
Cz
sγ+k−1(1− s)β−γ
s− z ds
=
z1−γ(1− z)γ−β+k
k!
(
d
dz
)k
[zγ+k−1(1− z)β−γ ]. (3.3.9)
Hence
wk(ϑ, γ; z) =
z1−γ(1− z)γ−ϑ
(γ)k
(
d
dz
)k
[zγ+k−1(1− z)ϑ−γ+k]. (3.3.10)
By (3.3.1),
(
d
dz
)k
(wk) =
(
d
dz
)k
(
k∑
n=0
(
k
n
)
(ϑ+ k)n
(γ)n
(−z)n) = (−1)
kk!(ϑ+ k)k
(γ)k
. (3.3.11)
Thus ∫ 1
0
zγ−1(1− z)ϑ−γw2kdz
=
1
(γ)k
∫ 1
0
wk
(
d
dz
)k
[zγ+k−1(1− z)ϑ−γ+k]dz
=
(−1)k
(γ)k
∫ 1
0
(
d
dz
)k
(wk)z
γ+k−1(1− z)ϑ−γ+kdz
=
k!(ϑ+ k)k
((γ)k)2
∫ 1
0
zγ+k−1(1− z)ϑ−γ+kdz
=
k!(ϑ+ k)kΓ(γ + k)Γ(ϑ− γ + k + 1)
((γ)k)2Γ(ϑ+ 2k + 1)
=
k!(ϑ+ k)kΓ(γ)Γ(ϑ− γ + k + 1)
(γ)kΓ(ϑ+ 2k + 1)
. (3.3.12)
Therefore {wk(ϑ, γ; z) | k ∈ N} forms a set of orthogonal polynomials with respect to the
weight zγ−1(1− z)ϑ−γ . The Jacobi polynomials
P
(α,β)
k (z) =
(
α + k
k
)
wk
(
α+ β + 1, α+ 1;
1− z
2
)
. (3.3.13)
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Indeed {P (α,β)k (z) | k ∈ N} forms a complete set of orthogonal functions on [−1, 1] with
respect to the weight (1− z)α(1 + z)β . According (3.3.10),
P
(α,β)
k (z) =
(−2)−k
k!
(1− z)−α(1 + z)−β
(
d
dz
)k
[(1− z)α+k(1 + z)β+k]. (3.3.14)
The well known Chebyshev polynomials of first kind
Tk(z) =
1(−1/2+k
k
)P (−1/2,−1/2)k (z) = (−1)k√1− z2(2k − 1)!!
(
d
dz
)k
[(1− z2)k−1/2]. (3.3.15)
The well known Chebyshev polynomials of second kind
Uk(z) =
(k + 1)!(
1/2+k
k
) P (1/2,1/2)k (z) = (−1)k(k + 1)!
(2k + 1)!!
√
1− z2
(
d
dz
)k
[(1− z2)k+1/2]. (3.3.16)
Equation
(1− z2)y′′ − 2zy′ + ν(ν + 1)y = 0 (3.3.17)
is called a Legendre equation, where ν is a constant. Suppose that y =
∑∞
n=0 cnz
n is a
solution of (3.3.17). Then
(1− z2)(
∞∑
n=2
n(n− 1)cnzn−2)− 2
∞∑
n=1
ncnz
n + ν(ν + 1)
∞∑
n=0
cnz
n = 0, (3.3.18)
equivalently,
(n+ 2)(n+ 1)cn+2 + [ν(ν + 1)− n(n+ 1)]cn = 0. (3.3.19)
Thus
cn+2 =
(n− ν)(n + 1 + ν)
(n+ 2)(n+ 1)
cn. (3.3.20)
By induction,
c2n =
∏n−1
i=0 (2i− ν)(2i+ 1 + ν)
(2n)!
c0 =
(−ν/2)n((1 + ν)/2)n
n!(1/2)n
c0, (3.3.21)
c2n+1 =
∏n−1
i=0 (2i+ 1− ν)(2i+ 2 + ν)
(2n+ 1)!
c1 =
((1− ν)/2)n((2 + ν)/2)n
n!(3/2)n
c1. (3.3.22)
Thus for generic ν, we have the fundamental solutions
∞∑
n=0
(−ν/2)n((1 + ν)/2)n
n!(1/2)n
z2n = 2F1
(
−ν
2
,
1 + ν
2
;
1
2
; z2
)
(3.3.23)
and
∞∑
n=0
((1− ν)/2)n((2 + ν)/2)n
n!(3/2)n
z2n+1 = 2F1
(
1− ν
2
,
2 + ν
2
;
3
2
; z2
)
z, (3.3.24)
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which are called Legendre functions. When ν = 2k is nonnegative even integer, the first
solution is a polynomial and we denote the Legendre polynomial
P2k(z) =
(−1)k(1/2)k
k!
2F1
(
−k, 1
2
+ k;
1
2
; z2
)
. (3.3.25)
If ν = 2k + 1 is an odd integer, the second solution is a polynomial and we denote the
Legendre polynomial
P2k+1(z) =
(−1)k2(1/2)k+1
k!
2F1
(
−k, 3
2
+ k;
3
2
; z2
)
z. (3.3.26)
Theorem 3.3.1. For n ∈ N,
Pn(z) =
1
2nn!
(
d
dz
)n
[(z2 − 1)n]. (3.3.27)
Proof. For convenience, we set
ψn =
(
d
dz
)n
[(z2 − 1)n]. (3.3.28)
We want to prove
(1− z2)ψ′n′ − 2zψ′n + n(n + 1)ψn = 0, (3.3.29)
which is equivalent to
[(1− z2)ψ′n]′ + n(n + 1)ψn = 0. (3.3.30)
Explicitly, (3.3.30) is
[
(1− z2)
(
d
dz
)n+1
[(z2 − 1)n] + n(n + 1)
(
d
dz
)n−1
[(z2 − 1)n]
]′
= 0, (3.3.31)
equivalently,
(1− z2)
(
d
dz
)n+1
[(z2 − 1)n] + n(n + 1)
(
d
dz
)n−1
[(z2 − 1)n] = 0 (3.3.32)
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due to that both terms are equal to zero when z = 1. Note
(1− z2)
(
d
dz
)n+1
[(z2 − 1)n]
= (1− z2)
(
d
dz
)n+1
[(z − 1)n(z + 1)n]
= −
n−1∑
s=0
(
n+ 1
s+ 1
)
[
s∏
p=0
(n− p)][
n∏
r=s+1
r](z − 1)n−s(z + 1)s+1
= −
n−1∑
s=0
(n+ 1)![
∏s
p=0(n− p)][
∏n
r=s+1 r]
(s+ 1)!(n− s)! (z − 1)
n−s(z + 1)s+1
= −
n−1∑
s=0
(n+ 1)![
∏s−1
p=0(n− p)][
∏n
r=s+2 r]
s!(n− s− 1)! (z − 1)
n−s(z + 1)s+1
= −n(n + 1)
n−1∑
s=0
(n− 1)![∏s−1p=0(n− p)][∏nr=s+2 r]
s!(n− s− 1)! (z − 1)
n−s(z + 1)s+1
= −n(n + 1)
n−1∑
s=0
(
n− 1
s
)
[
s−1∏
p=0
(n− p)][
n∏
r=s+2
r](z − 1)n−s(z + 1)s+1
= −n(n + 1)
(
d
dz
)n−1
[(z − 1)n(z + 1)n]
= −n(n + 1)
(
d
dz
)n−1
[(z2 − 1)n], (3.3.33)
that is (3.3.32) holds.
On the other hand,
1
2nn!
ψn =
(
d
dz
)n n∑
r=0
(−1)rz2n−2r
r!(n− r)!2n . (3.3.34)
Thus for k ∈ N,
1
22k(2k)!
ψ2k(z)|z=0 = (−1)
k(2k)!
(k!)222k
=
(−1)k(1/2)k
k!
(3.3.35)
and
1
22k+1(2k + 1)!z
ψ2k+1(z)|z=0 = (−1)
k(2k + 2)!
k!(k + 1)!22k+1
=
(−1)k2(1/2)k+1
k!
. (3.3.36)
This shows that both ψn(z)/(2
nn!) and Pn(z) are polynomial solutions of the equation
(1− z2)y′′ − 2zy′ + n(n+ 1)y = 0 (3.3.37)
with the same term of lowest degree. Observe that any power series solution y =
∑∞
r=0 crz
r
of (3.3.37) must be a linear combination of (3.3.23) and (3.3.24), one of which is not
polynomial. Thus any two polynomial solutions of (3.3.37) must be proportional. Hence
Pn(z) = ψn(z)/(2
nn!), that is, (3.3.27) holds. ✷
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Let m,n ∈ N such that m 6= n. Then
[(1− z2)P ′m(z)]′Pn(z) +m(m+ 1)Pm(z)Pn(z) = 0, (3.3.38)
Pm(z)[(1− z2)P ′n(z)]′ + n(n + 1)Pm(z)Pn(z) = 0. (3.3.39)
Thus ∫ 1
−1
Pm(z)Pn(z)dz
=
1
(m− n)(m+ n + 1)
∫ 1
−1
[m(m+ 1)− n(n+ 1)]Pm(z)Pn(z)dz
=
1
(m− n)(m+ n + 1)
[∫ 1
−1
Pm(z)[(1 − z2)P ′n(z)]′dz −
∫ 1
−1
[(1− z2)P ′m(z)]′Pn(z)dz
]
=
1
(m− n)(m+ n + 1)(Pm(z)P
′
n(z)− P ′m(z)Pn(z))(1 − z2)|1−1 = 0. (3.3.40)
According to (3.3.34), (
d
dz
)n
(Pn(z)) =
(2n)!
n!2n
= (2n− 1)!!. (3.3.41)
Hence∫ 1
−1
(Pn(z))
2dz =
1
n!2n
∫ 1
−1
(
d
dz
)n
[(z2 − 1)n]Pn(z)dz
=
1
n!2n
∫ 1
−1
(−1)n(z2 − 1)n
(
d
dz
)n
(Pn(z))dz
=
(2n− 1)!!
n!2n
∫ 1
−1
(1− z2)ndz = 2(2n− 1)!!
n!2n
∫ 1
0
(1− z2)ndz
z=
√
x
=
(2n− 1)!!
n!2n
∫ 1
0
x−1/2(1− x)ndx = (2n− 1)!!Γ(1/2)Γ(n+ 1)
n!2nΓ(n + 3/2)
=
2(2n− 1)!!
(2n+ 1)!!
=
2
2n + 1
. (3.3.42)
Legendre polynomials {Pk(z) | k ∈ N} have been used to solve the quantum two-body
system.
Exercise 3.3
Find the differential equations satisfied by Jacobi polynomials and prove that Cheby-
shev polynomials of each kind form a set of orthogonal polynomials.
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3.4 Weierstrass’s Elliptic Functions
For two integers m < n, we denote
m,n = {m,m+ 1, ...., n}, m,m = {m}, n,m = ∅. (3.4.1)
Let ω1 and ω2 be two linearly independent elements in the complex z-plane. Denote the
lattice
L = {mω1 + nω2 | m,n ∈ Z}, L′ = L \ {0}. (3.4.2)
Lemma 3.4.1. For any 2 < a ∈ R, the series∑
ω∈L′
1
ωa
(3.4.3)
converges absolutely.
Proof. For k ∈ N+ 1, we denote
Pk = {±kω1 + rω2, rω1 ± kω2 | r ∈ −k, k}, (3.4.4)
the set of the elements in L lying on the parallelogram with vertices {±kω1±kω2}. Denote
δ = min{|ω1|, |ω2|}. (3.4.5)
Then
kδ ≤ |ω| for any ω ∈ Pk. (3.4.6)
Moreover, the number of elements
|Pk| = 8k. (3.4.7)
Now ∑
ω∈L′
1
|ω|a =
∞∑
k=1
∑
ω∈Pk
1
|ω|a <
∞∑
k=1
8k
(kδ)a
= 8δ−a
∞∑
k=1
1
ka−1
, (3.4.8)
where the last series converges by calculus. ✷
The Weierstrass’s Elliptic Function
℘(z) =
1
z2
+
∑
ω∈L′
[
1
(z − ω)2 −
1
ω2
]
. (3.4.9)
For any z ∈ C \ L,
lim
|ω|→∞
[
1
(z−ω)2 − 1ω2
]
1
ω3
= lim
|ω|→∞
zω(2ω − z)
(z − ω)2 = 2z. (3.4.10)
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Since
∑
ω∈L′
1
ω3
converges absolutely by Lemma 3.4.1, the series in (3.4.9) converges ab-
solutely. As L′ = −L′, we have
℘(−z) = 1
(−z)2 +
∑
ω∈L′
[
1
(−z − ω)2 −
1
ω2
]
=
1
z2
+
∑
ω∈L′
[
1
(z + ω)2
− 1
ω2
]
=
1
z2
+
∑
−ω∈−L′
[
1
(z − (−ω))2 −
1
(−ω)2
]
=
1
z2
+
∑
ω˜∈L′
[
1
(z − ω˜)2 −
1
ω˜2
]
= ℘(z), (3.4.11)
that is, ℘(z) is an even function.
We calculate
℘′(z) = − 2
z3
− 2
∑
ω∈L′
1
(z − ω)3 = −2
∑
ω∈L
1
(z − ω)3 , (3.4.12)
which converges absolutely for any z ∈ C \L. Since L = −L, ℘′(z) is an odd function by
the similar argument as (3.4.11). For any ω ∈ L, we have L− ω = L and
℘′(z + ω) = −2
∑
ω′∈L
1
(z + ω − ω′)3 = −2
∑
ω′−ω∈L−ω
1
(z − (ω′ − ω))3
= −2
∑
ω˜∈L
1
(z − ω˜)3 = ℘
′(z). (3.4.13)
So the elements of L are periods of ℘′(z). Thus
℘(z + ω) = ℘(z) + C (3.4.14)
for some constant C. Letting z = −ω/2 in (3.4.14), we have
℘(ω/2) = ℘(−ω/2) + C =⇒ C = 0 (3.4.15)
by (3.4.11). Thus
℘(z + ω) = ℘(z) for ω ∈ L, (3.4.16)
that is, ℘(z) is a doubly periodic function.
Note that the function
℘∗(z) = ℘(z)− 1
z2
=
∑
ω∈L′
[
1
(z − ω)2 −
1
ω2
]
. (3.4.17)
is analytic at z = 0. Moreover,
℘(n)∗ (z) = (−1)n(n + 1)!
∑
ω∈L′
1
(z − ω)n+2 . (3.4.18)
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In particular,
℘(n)∗ (0) = (n+ 1)!
∑
ω∈L′
1
ωn+2
. (3.4.19)
For m ∈ N,
℘(2m+1)∗ (0) = (2m+ 2)!
∑
ω∈L′
1
ω2m+3
= −(2m+ 2)!
∑
−ω∈−L′
1
(−ω)2m+3
= −(2m+ 2)!
∑
ω˜∈L′
1
ω˜2m+3
= −℘(2m+1)∗ (0). (3.4.20)
Thus ℘
(2m+1)
∗ (0) = 0. Thanks to (3.4.17), ℘∗(0) = 0. Hence
℘∗(z) =
∞∑
m=1
cm+1z
2m (3.4.21)
with
cm+1 =
℘
(2m)
∗ (0)
(2m)!
= (2m+ 1)
∑
ω∈L′
1
ω2m+2
(3.4.22)
by (3.4.19).
Now
℘(z) =
1
z2
+
∞∑
m=1
cm+1z
2m =⇒ ℘′(z) = − 2
z3
+
∞∑
m=1
2mcm+1z
2m−1. (3.4.23)
Moreover,
℘3(z) =
1
z6
+
3c2
z2
+ 3c3 +O(z), (3.4.24)
℘′2(z) =
4
z6
− 8c2
z2
− 16c3 +O(z). (3.4.25)
Thus
℘′2(z))− 4℘3(z) = −20c2
z2
− 28c3 +O(z). (3.4.26)
Hence
ψ = ℘′2(z)− 4℘3(z) + 20c2℘(z) + 28c3 (3.4.27)
is a function with periods in L and only possible singular points in L. Since ψ(0) = 0, we
have ψ(ω) = ψ(0) = 0 for any ω ∈ L. Hence ψ is a holomorphic doubly periodic function.
So ψ is bounded. Thus ψ(z) ≡ ψ(0) = 0. This proves:
Theorem 3.4.2. For z ∈ C \ L,
℘′2(z) = 4℘3(z)− g2℘(z)− g3 (3.4.28)
with
g2 = 20c2 = 60
∑
ω∈L′
1
ω4
, g3 = 28c3 = 140
∑
ω∈L′
1
ω6
. (3.4.29)
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Differentiating (3.4.28), we get
2℘′(z)℘′′(z) = 12℘2(z)℘′(z)− g2℘′(z). (3.4.30)
Hence
℘′′(z) = 6℘2(z)− g2
2
, (3.4.31)
which is very important in solving nonlinear partial differential equation.
Remark 3.4.3. Suppose Reω1 6= 0 and Imω1 6= 0. Then ω1 and its complex conjugate
ω1 are linearly independent. So we can take ω2 = ω1. In this case, L = L. If z ∈ R, then
℘(z) =
1
z2
+
∑
ω∈L′
[
1
(z − ω)2 −
1
ω2
]
=
1
z2
+
∑
ω˜∈L′=L′
[
1
(z − ω˜)2 −
1
ω˜2
]
= ℘(z). (3.4.32)
So ℘(z) is a real-valued function on R. Similarly, g2 and g3 are real constants. Since ω1
has two real freedom, g2 and g3 can take any two real numbers such that g
3
2 − 27g23 6= 0
(the condition comes from ellipticity (cf. [ARR, WG])).
Observe
1
z − ω +
1
ω
+
z
ω2
=
1
z − ω +
z + ω
ω2
=
z2
ω2(z − ω) . (3.4.33)
Thus the series ∑
ω∈L′
[
1
z − ω +
1
ω
+
z
ω2
]
(3.4.34)
converges absolutely for any z ∈ C \ L. The Weierstrass’s zeta function:
ζ(z) =
1
z
+
∑
ω∈L′
[
1
z − ω +
1
ω
+
z
ω2
]
. (3.4.35)
It is not the Riemann’s zeta function! Obviously,
ζ ′(z) = −℘(z). (3.4.36)
As the argument (3.4.11), ζ(z) is an odd function. Moreover,
ζ ′(z + ω) = −℘(z + ω) = −℘(z + ω) = ζ ′(ω) for ω ∈ L. (3.4.37)
In particular, this implies that
ζ(z + ω1) = ζ(z) + 2η1, ζ(z + ω2) = ζ(z) + 2η2 (3.4.38)
for some constants η1, η2 ∈ C. Taking z = −ωr/2, we get
ζ(ωr/2) = ζ(−ωr/2) + 2ηr. (3.4.39)
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Hence
η1 = ζ(ω1/2), η2 = ζ(ω2/2). (3.4.40)
Now we assume
Im
ω2
ω1
> 0. (3.4.41)
Let
A = −ω1
2
+
ω2
2
, B =
ω1
2
+
ω2
2
, C =
ω1
2
− ω2
2
, D = −ω1
2
− ω2
2
. (3.4.42)
Denote by XY the oriented segment from X to Y on the complex plane. Let C be the
parallelogram ABCD with counterclockwise orientation. Since z = 0 is the only pole of
ζ(z) enclosed by the parallelogram. We have
2πi =
∫
C
ζ(z)dz =
∫
DC
(ζ(z)− ζ(z + ω2))dz
+
∫
CB
(ζ(z)− ζ(z − ω1)dz = −2η2ω1 + 2η1ω2. (3.4.43)
Thus
η1ω2 − η2ω1 = πi. (3.4.44)
Note (
1− z
ω
)
e
z
ω
+ z
2
2ω2
=
(
1− z
ω
)(
1 +
z
ω
+
z2
ω2
+
2z3
3ω3
+O
(
z4
ω4
))
= 1− z
3
3ω3
+O
(
z4
ω4
)
. (3.4.45)
Since ∑
ω∈L′
(
Cz4
ω4
− z
3
3ω3
)
(3.4.46)
converges absolutely for any given z and C, the product∏
ω∈L′
(
1− z
ω
)
e
z
ω
+ z
2
2ω2 converges absolutely for any z ∈ C \ L. (3.4.47)
We define the Weierstrass’s sigma function:
σ(z) = z
∏
ω∈L′
(
1− z
ω
)
e
z
ω
+ z
2
2ω2 . (3.4.48)
Then
ln σ(z) = ln z +
∑
ω∈L′
[
ln
(
1− z
ω
)
+
z
ω
+
z2
2ω2
]
. (3.4.49)
Thus
σ′(z)
σ(z)
=
1
z
+
∑
ω∈L′
[
1
z − ω +
1
ω
+
z
ω2
]
= ζ(z). (3.4.50)
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By a similar argument as that of (3.4.11), σ(z) is an odd function. Moreover, (3.4.37)
and (3.4.49) yield
σ′(z + ω1)
σ(z + ω1)
− σ
′(z)
σ(z)
= 2η1,
σ′(z + ω2)
σ(z + ω2)
− σ
′(z)
σ(z)
= 2η2. (3.4.51)
Thus
d
dz
ln
σ(z + ωr)
σ(z)
= 2ηr =⇒ ln σ(z + ωr)
σ(z)
= 2ηrz + Cr. (3.4.52)
So
σ(z + ωr) = σ(z)e
2ηrz+Cr . (3.4.53)
Taking z = −ωr/2 in (3.4.51), we get
σ(ωr/2) = σ(−ωr/2)e−ηrωr+Cr =⇒ eCr = −eηrωr . (3.4.54)
Therefore,
σ(z + ω1) = −σ(z)e(2z+ω1)η1 , σ(z + ω2) = −σ(z)e(2z+ω2)η2 . (3.4.55)
Suppose Re ω1 6= 0 and Im ω1 < 0. Taking ω2 = ω1, we get two real-valued functions
ζ(z) and σ(z) for z ∈ R.
3.5 Jacobian Elliptic Functions
Let 0 < m < 1 be a real constant. Jacobian elliptic function sn (z|m) is the inverse
function of the Legendre’s elliptic integral of first kind
z =
∫ x
0
dt√
(1− t2)(1−m2t2) , (3.5.1)
that is, x = sn (z|m). The number m is the elliptic modulus of sn (z|m). Moreover, we
define
cn (z|m) =
√
1− sn2(z|m), dn (z|m) =
√
1−m2sn2(z|m). (3.5.2)
Note
z = lim
m→0
∫ x
0
dt√
(1− t2)(1−m2t2) =
∫ x
0
dt√
(1− t2) = arcsin x. (3.5.3)
Thus
lim
m→0
sn (z|m) = sin z, lim
m→0
cn (z|m) = cos z, lim
m→0
dn (z|m) = 1. (3.5.4)
On the other hand,
z = lim
m→1
∫ x
0
dt√
(1− t2)(1−m2t2) =
∫ x
0
dt
1− t2 =
1
2
ln
1 + x
1− x, (3.5.5)
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equivalently,
1 + x
1− x = e
2z ∼ 2
1− x − 1 = e
2z ∼ 1− x = 2
e2z + 1
(3.5.6)
=⇒ x = 1− 2
e2z + 1
=
e2z − 1
e2z + 1
=
ez − e−z
ez + e−z
= tanh z. (3.5.7)
Hence
lim
m→1
sn (z|m) = tanh z, lim
m→1
cn (z|m) = lim
m→1
dn (z|m) = sech z. (3.5.8)
Taking derivative with respect to z in (3.5.1), we get
1 =
1√
(1− x2)(1−m2x2)
dx
dz
∼ dx
dz
=
√
(1− x2)(1−m2x2). (3.5.9)
So
d
dz
sn (z|m) =
√
(1− sn2(z|m))(1−m2sn2(z|m)) = cn (z|m) dn (z|m). (3.5.10)
Moreover,
d
dz
cn (z|m) = − sn (z|m)√
1− sn2(z|m)
d
dz
sn (z|m) = −sn (z|m) dn (z|m), (3.5.11)
d
dz
dn (z|m) = − m
2sn (z|m)√
1−m2sn2(z|m)
d
dz
sn (z|m) = −m2sn (z|m) cn (z|m). (3.5.12)
Rewrite (3.5.2) as
sn2(z|m) + cn2(z|m) = 1, dn2(z|m) +m2sn2(z|m) = 1. (3.5.13)
Now(
d
dz
)2
sn (z|m) =
(
d
dz
cn (z|m)
)
dn (z|m) + cn (z|m)
(
d
dz
dn (z|m)
)
= −sn (z|m) dn2(z|m)−m2sn (z|m) cn2(z|m)
= −sn (z|m) (1−m2sn2(z|m))−m2sn (z|m) (1− sn2(z|m))
= 2m2sn3(z|m)− (m2 + 1)sn (z|m), (3.5.14)
(
d
dz
)2
cn (z|m) = −
(
d
dz
sn (z|m)
)
dn (z|m)− sn (z|m)
(
d
dz
dn (z|m)
)
= −cn (z|m) dn2(z|m) +m2cn (z|m) sn2(z|m)
= −cn (z|m) (1−m2 +m2cn2(z|m)) +m2cn (z|m) (1− cn2(z|m))
= −2m2cn3(z|m) + (2m2 − 1)cn (z|m), (3.5.15)
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(
d
dz
)2
dn (z|m) = −m2
(
d
dz
sn (z|m)
)
cn (z|m)−m2sn (z|m)
(
d
dz
cn (z|m)
)
= −m2dn (z|m) cn2(z|m) +m2dn (z|m) sn2(z|m)
= dn (z|m) (1−m2 − dn2(z|m)) + dn (z|m) (1− dn2(z|m))
= −2dn3(z|m) + (2−m2)dn (z|m). (3.5.16)
The above three equations are very useful in solving nonlinear partial differential equations
such as nonlinear Schro¨dinger equations.
It is quite often to use (3.5.14)-(3.5.16) with similar equations for trigonometric func-
tions as follows:
tan′ z = tan2 z + 1, tan′′z = 2 tan3 z + 2 tan z, (3.5.17)
sec′ z = sec z tan z, sec′′z = 2 sec3 z − sec z, (3.5.18)
coth′ z = 1− coth2 z, coth′′z = 2 coth3 z − 2 coth z, (3.5.19)
csch ′z = −csch z coth z, csch ′′(z) = 2csch 3z + csch z. (3.5.20)
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Part II
Partial Differential Equations
59

Chapter 4
First-Order or Linear Equations
First in this chapter, we derive the commonly used method of characteristic lines for solv-
ing first-order quasilinear partial differential equations, including boundary-value prob-
lems. Then we talk about more sophisticated method of characteristic strip for solving
nonlinear first-order of partial differential equations. Exact first-order partial differential
equations are also handled.
Linear partial differential equations of flag type, including linear equations with con-
stant coefficients, appear in many areas of mathematics and physics. A general equation
of this type can not be solved by separation of variables. We use the grading technique
from representation theory to solve flag partial differential equations and find the com-
plete set of polynomial solutions. Our method also leads us to find a family of new special
functions by which we are able to solve the initial-value problem of a large class of linear
equations with constant coefficients.
We use the method of characteristic lines to prove a Campbell-Hausdorff-type fac-
torization of exponential differential operators and then solve the initial-value problem
of flag evolution partial differential equations. We also use the Campbell-Hausdorff-type
factorization to solve the initial-value problem of generalized wave equations of flag type.
The Calogero-Sutherland model is an exactly solvable quantum many-body system in
one-dimension (cf. [Cf], [Sb]). The model was used to study long-range interactions of
n particles. We prove that a two-parameter generalization of the Weyl function of type
A in representation theory is a solution of the Calogero-Sutherland model. If n = 2, we
find a connection between the Calogero-Sutherland model and the Gauss hypergeometric
function. When n > 2, a new class of multi-variable hypergeometric functions are found
based on Etingof’s work [Ep]. Finally in Chapter 4, we use matrix differential operators
and Fourier expansions to solve the Maxwell equations, the free Dirac equations and the
generalized acoustic system.
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4.1 Method of Characteristics
Let n be a positive integer and let x1, x2, ..., xn be n independent variables. Denote
~x = (x1, x2, ..., xn). (4.1.1)
Suppose that u(~x) = u(x1, x2, ..., xn) is a function in x1, x2, ..., xn determined by the
quasilinear partial differential equation
f1(~x, u)ux1 + f2(~x, u)ux2 + · · ·+ fn(~x, u)uxn = g(~x, u) (4.1.2)
subject to the condition
ψ(~x, u) = 0 on the surface h(~x) = 0. (4.1.3)
Geometrically, the above problem is equivalent to find a hypersuface u = u(x1, x2, ..., xn)
in the (n + 1)-dimensional space of {x1, ..., xn, u} passing through the codimension-2
boundary (4.1.3) satisfying the equation (4.1.2). The idea of the method of characteristics
is to find all the lines on the hypersurface passing through any point on the boundary
(called characteristic lines). Suppose that we have a line
x1 = x1(s), x2 = x2(s), ..., xn = xn(s), u = u(s) (4.1.4)
passing through a point (x1, ..., xn, u) = (t1, ..., tn, tn+1) on the boundary (4.1.3). Since u
is a function of x1, ..., xn determining the hypersurface, we have
du
ds
= ux1
dx1
ds
+ ux2
dx2
ds
+ · · ·+ uxn
dxn
ds
, (4.1.5)
equivalently,
(ux1, ..., uxn,−1) ·
(
dx1
ds
, ...,
dxn
ds
,
du
ds
)
= 0. (4.1.6)
On the other hand, (4.1.2) can be rewritten as
(ux1, ..., uxn,−1) · (f1, ..., fn, g) = 0. (4.1.7)
Comparing the above two equation, we find that original problem is equivalent to solve
the system of ordinary differential equations:
du
ds
= g(~x, u),
dxr
ds
= fr(~x, u), r ∈ 1, n, (4.1.8)
subject to the initial conditions:
u|s=0 = tn+1, xr|s=0 = tr, r ∈ 1, n, (4.1.9)
ψ(t1, ..., tn, tn+1) = 0, h(t1, ..., tn) = 0. (4.1.10)
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Solving (4.1.8) and (4.1.9), we find
u = φn+1(s, t1, ..., tn+1), xr = φr(s, t1, ..., tn+1), r ∈ 1, n. (4.1.11)
Eliminating possible variables in {s, t1, ..., tn+1} by (4.1.10) and (4.1.11), we obtain the
solution of the original problem.
Example 4.1.1. Solve the equation ux1 − cux2 = 0 subject to u|x1=0 = f(x2), where
c is a constant and f is a given function.
Solution. The system of characteristic lines is:
du
ds
= 0,
dx1
ds
= 1,
dx2
ds
= −c. (4.1.12)
Initial conditions are:
x1|s=0 = t1, x2|s=0 = t2, u|s=0 = t3, (4.1.13)
t3 = f(t2), t1 = 0. (4.1.14)
The solution of (4.1.12) and (4.1.13) is
x1 = s, x2 = −cs + t2, u = t3. (4.1.15)
Thus t2 = cx1 + x2 and the final solution is
u = f(cx1 + x2). ✷ (4.1.16)
Example 4.1.2. Solve the equation
ux + x
2uy = −yu subject to u = f(y) on x = 0. (4.1.17)
Solution. The system of characteristic lines is:
dx
ds
= 1,
dy
ds
= x2,
du
ds
= −yu. (4.1.18)
Initial conditions are:
x|s=0 = t1, y|s=0 = t2, u|s=0 = t3, (4.1.19)
t3 = f(t2), t1 = 0. (4.1.20)
The first equation in (4.1.18) gives x = s. Then the second equation becomes
dy
ds
= s2 =⇒ y = s
3
3
+ t2. (4.1.21)
Now the third equation in (4.1.18) becomes
du
ds
= −
(
s3
3
+ t2
)
u ∼ du
u
= −
(
s3
3
+ t2
)
ds. (4.1.22)
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Thus
u = t3e
−s4/12−t2s = f(t2)e−s
4/12−t2s. (4.1.23)
Note s = x. So t2 = y − x3/3. Thus the final solution is
u = f(y − x3/3)ex4/4−xy. ✷ (4.1.24)
Example 4.1.3. Solve the the equation
ux + uy + xyuz = u
2 subject to u = x2 on y = z. (4.1.25)
Solutions. The system of characteristic lines is:
dx
ds
= 1,
dy
ds
= 1,
dz
ds
= xy,
du
ds
= u2. (4.1.26)
Initial conditions are:
x|s=0 = t1, y|s=0 = t2, z|s=0 = t3, u|s=0 = t21, t2 = t3. (4.1.27)
The first two equations in (4.1.26) gives x = s + t1 and y = s + t2. The third equation
becomes
dz
ds
= (s+ t1)(s+ t2) = s
2 + (t1 + t2)s+ t1t2. (4.1.28)
Thus
z =
s3
3
+
t1 + t2
2
s2 + t1t2s+ t2. (4.1.29)
The last equation in (4.1.26) yields
1
u
= −s + 1
t21
=⇒ u = t
2
1
1− st21
. (4.1.30)
Note t1 = x− s and t2 = y − s. Thus we obtained the parametric solution
u =
(x− s)2
1− s(x− s)2 , z =
s3
3
− x+ y
2
s2 + xys+ y − s. ✷ (4.1.31)
Exercise 4.1
1. Solve the following problem
x2ux + 2yuy + 4z
3uz = 0 subject to u = f(y, z) on the plane x = 1.
2. Find the solution of the problem
ux + 2xuy + 3yuz = 4zu
3
subject to
u3 = x2 + y + 3 sin z on the surface x = y2 + z2.
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4.2 Characteristic Strip and Exact Equations
Consider the partial differential equation
F (x, y, u, p, q) = 0, p = ux, q = uy. (4.2.1)
We search for solution by solving the following system of strip equations:
∂x
∂s
= Fp,
∂y
∂s
= Fq,
∂u
∂s
= pFp + qFq, (4.2.2)
∂p
∂s
= −Fx − pFu, ∂q
∂s
= −Fy − qFu, (4.2.3)
where we view {x, y, u, p, q} as functions of the two variables {s, t}, and t is responsible
for the initial condition. The third equation in (4.2.2) is derived from the first two via
∂u
∂s
= ux
∂x
∂s
+ uy
∂y
∂s
= pFp + qFq. (4.2.4)
Note py = uxy = uyx = qx. Taking partial derivative of the first equation in (4.2.1) with
respect to x, we have
Fx + pFu + pxFp + qxFq = 0 ∼ Fx + pFu + pxFp + pyFq = 0. (4.2.5)
Under the assumption the first two equations in (4.2.2),
∂p
∂s
= px
∂x
∂s
+ py
∂y
∂s
= pxFp + qxFq = −Fx − pFu, (4.2.6)
that is, the first equation in (4.2.3) holds. We can similarly derive the second equation in
(4.2.3). A solution of the system (4.2.2) and (4.2.3) does give a characteristic line because
(ux, uy,−1) ·
(
∂x
∂s
,
∂y
∂s
,
∂u
∂s
)
= pFp + qFq − (pFp + qFq) = 0. (4.2.7)
Example 4.2.1. Solving the problem
uxuy − 2u− x+ 2y = 0 (4.2.8)
subject to u = y2 on the line x = 0.
Solution. Now F = pq − 2u− x+ 2y. The strip equations are:
∂x
∂s
= q,
∂y
∂s
= p,
∂u
∂s
= 2pq, (4.2.9)
∂p
∂s
= 1 + 2p
∂q
∂s
= −2 + 2q. (4.2.10)
The initial conditions are given: when s = 0,
x = 0, y = t, u = t2. (4.2.11)
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To find the condition for p and q when s = 0, we calculate
du
dt
= p
dx
dt
+ q
dy
dt
∼ 2t = p · 0 + q · 1 =⇒ q = 2t. (4.2.12)
On the other hand, when s = 0, (4.2.8) becomes
pq − 2t2 + 2t = 0 =⇒ p = t− 1. (4.2.13)
According to (4.2.10), (4.2.12) and (4.2.13), we have
p =
−1 + (2t− 1)e2s
2
, q = 1 + (2t− 1)e2s. (4.2.14)
Next (4.2.9) becomes
∂x
∂s
= 1 + (2t− 1)e2s, ∂y
∂s
=
−1 + (2t− 1)e2s
2
, (4.2.15)
∂u
∂s
= (2t− 1)2e4s − 1. (4.2.16)
Thus
x = s +
(2t− 1)(e2s − 1)
2
, y = −s
2
+ t+
(2t− 1)(e2s − 1)
4
, (4.2.17)
u = t2 − s+ (2t− 1)
2(e4s − 1)
4
. ✷ (4.2.18)
The equation
f(x, y, u)ux = g(x, y, u)uy (4.2.19)
is called exact if fx = gy. For an exact equation, we look for a function Ψ(x, y, u) such
that Ψy = f and Ψx = g. Then Ψ(x, y, u) = 0 is a solution of (4.2.19). In fact, the
equation Ψ(x, y, u) = 0 gives
Ψx +Ψuux = 0, Ψy +Ψuuy = 0. (4.2.20)
Thus
ux = −Ψx
Ψu
= − g
Ψu
, uy = −Ψy
Ψu
= − f
Ψu
, (4.2.21)
which implies
fux = −f g
Ψu
= −g f
Ψu
= guy. (4.2.22)
Example 4.2.2. Solve the equation
(x+ cos y + u)ux = (y + e
x + u2)uy. (4.2.23)
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Solution. Now f = x + cos y + u and g = y + ex + u2. Moreover, fx = 1 = gy. The
equation is exact. Let
Ψ =
∫
f(x, y, u)dy =
∫
(x+ cos y + u)dy = (x+ u)y + sin y + φ(x, u). (4.2.24)
Taking partial derivative of (4.2.24) with respect to x, we get
y + φx = Ψx = g = y + e
x + u2 ∼ φx = ex + u2. (4.2.25)
Hence
φ =
∫
(ex + u2)dx = ex + xu2 + h(u), (4.2.26)
where h(u) is any differentiable function. The final answer is
(x+ u)y + sin y + ex + xu2 + h(u) = 0. ✷ (4.2.27)
We refer to [Z] for more exact methods of solving differential equations.
Exercise 4.2
1. Find the solution of the following problem uxuy − 2u+ 2x = 0 subject to u = x2y
on the line x = y.
2. Solve the equation (2xy + ey)ux = (y
2 + x+ sin u)uy.
4.3 Polynomial Solutions of Flag Equations
A linear transformation T on an infinite-dimensional vector space U is called locally nilpo-
tent if for any u ∈ U , there exists a positive integer m (usually depends on u) such that
Tm(u) = 0.
A partial differential equation of flag type is the linear differential equation of the form:
(d1 + f1d2 + f2d3 + · · ·+ fn−1dn)(u) = 0, (4.3.1)
where d1, d2, ..., dn are certain commuting locally nilpotent differential operators on the
polynomial algebra R[x1, x2, ..., xn] and f1, ..., fn−1 are polynomials satisfying
dl(fj) = 0 if l > j. (4.3.2)
Examples of such equations are: (1) Laplace equation
ux1x1 + ux2x2 + · · ·+ uxnxn = 0; (4.3.3)
(2) heat conduction equation
ut − ux1x1 − ux2x2 − · · · − uxnxn = 0; (4.3.4)
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(3) generalized Laplace equation
uxx + xuyy + yuzz = 0. (4.3.5)
The aim of this section is to find all the polynomial solutions of the equation (4.3.1). The
contents are taken from the author’s work [X11].
Let U be a vector space over R and let U1 be a subspace of U . The quotient space
U/U1 = {u+ U1 | u ∈ U} (4.3.6)
with linear operation
a(u1 + U1) + b(u2 + U1) = (au1 + bu2) + U1 for u1, u2 ∈ U, a, b ∈ R, (4.3.7)
where the zero vector in U/U1 is U1 and
u+ v + U1 = u+ U1 for u ∈ U, v ∈ U1. (4.3.8)
For instance, U = Rx+Ry +Rz and U1 = Rx. Then U/U1 = {by + cz + U1} ∼= Ry +Rz
and {y + U1, z + U1} forms a basis of U/U1. Second example is U = R + Rx + Rx2 and
U1 = R(1+x+x
2). In this case, (1+U1)+(x+U1)+(x
2+U1) = (1+x+x
2)+U1 = U1, the
zero vector in U/U1. Thus U/U1 = {a+ bx+ U1 | a, b ∈ R} = {ax+ bx2 + U1 | a, b ∈ R}.
Both {1+U1, x+U1} and {x+U1, x2+U1} are bases of U/U1. But we know U/U1 ∼= R2.
Recall that N denotes the set of nonnegative integers. Let 1 ≤ k < n. Denote
A = R[x1, x2, ..., xn], B = R[x1, x2, ..., xk], V = R[xk+1, xk+2, ..., xn]. (4.3.9)
Let {Vm | m ∈ N} be a set of subspaces of V such that
Vr ⊂ Vr+1 for r ∈ N and V =
∞⋃
r=0
Vr. (4.3.10)
For instance, we take Vr = {g ∈ V | deg g ≤ r} in some special cases.
Lemma 4.3.1. Let T1 be a differential operator on A with a right inverse T−1 such
that
T1(B), T−1 (B) ⊂ B, T1(η1η2) = T1(η1)η2, T−1 (η1η2) = T−1 (η1)η2 (4.3.11)
for η1 ∈ B, η2 ∈ V , and let T2 be a differential operator on A such that
T2(V0) = {0}, T2(Vr+1) ⊂ BVr, T2(fζ) = fT2(ζ) for r ∈ N, f ∈ B, ζ ∈ A. (4.3.12)
Then we have
{f ∈ A | (T1 + T2)(f) = 0}
= Span{
∞∑
ι=0
(−T−1 T2)ι(hg) | g ∈ V, h ∈ B; T1(h) = 0}, (4.3.13)
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where the summation is finite. Moreover, the operator
∑∞
ι=0(−T−1 T2)ιT−1 is a right inverse
of T1 + T2.
Proof. For h ∈ B such that T1(h) = 0 and g ∈ V , we have
(T1 + T2)(
∞∑
ι=0
(−T−1 T2)ι(hg))
= T1(hg)−
∞∑
ι=1
T1[T
−
1 T2(−T−1 T2)ι−1(hg)] +
∞∑
ι=0
T2[(−T−1 )ι(hg)]
= T1(h)g −
∞∑
ι=1
(T1T
−
1 )T2(−T−1 T2)ι−1(hg) +
∞∑
ι=0
T2(−T−1 T2)ι(hg)
= −
∞∑
ι=1
T2(−T−1 T2)ι−1(hg) +
∞∑
ι=0
T2(−T−1 T2)ι(hg) = 0 (4.3.14)
by (4.3.11). Set V−1 = {0}. For j ∈ N, we take {ψj,r | r ∈ Ij} ⊂ Vj such that
{ψj,r + Vj−1 | r ∈ Ij} forms a basis of Vj/Vj−1, (4.3.15)
where Ij is an index set. Let
A(m) = BVm =
m∑
s=0
∑
r∈Is
Bψs,r. (4.3.16)
Obviously,
T1(A(m)), T−1 (A(m)), T2(A(m+1)) ⊂ A(m) for m ∈ N (4.3.17)
by (4.3.11) and (4.3.12), and
A =
∞⋃
m=0
A(m). (4.3.18)
Suppose φ ∈ A(m) such that (T1 + T2)(φ) = 0. If m = 0, then
φ =
∑
r∈I0
hrψ0,r, hr ∈ B. (4.3.19)
Now
0 = (T1 + T2)(φ) =
∑
r∈I0
T1(hr)ψ0,r +
∑
r∈I0
hrT2(ψ0,r) =
∑
r∈I0
T1(hr)ψ0,r, (4.3.20)
Since T1(hr) ∈ B by (4.3.11), (4.3.20) gives T1(hr) = 0 for r ∈ I0. Denote by S the right
hand side of the equation (4.3.13). Then
φ =
∑
r∈I0
∞∑
m=0
(−T−1 T2)m(hrψ0,r) ∈ S. (4.3.21)
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Suppose m > 0. We write
φ =
∑
r∈Im
hrψm,r + φ
′, hr ∈ B, φ′ ∈ A(m−1). (4.3.22)
Then
0 = (T1 + T2)(φ) =
∑
r∈Im
T1(hr)ψm,r + T1(φ
′) + T2(φ). (4.3.23)
Since T1(φ
′) + T2(φ) ∈ A(m−1), we have T1(hr) = 0 for r ∈ Im. Now
φ−
∑
r∈Im
∞∑
j=0
(−T−1 T2)j(hψm,r) = φ′ −
∑
r∈Im
∞∑
j=1
(−T−1 T2)j(hrψm,r) ∈ A(m−1) (4.3.24)
and (4.3.14) implies
(T1 + T2)(φ−
∑
r∈Im
∞∑
j=0
(−T−1 T2)j(hrψm,r)) = 0. (4.3.25)
By induction on m,
φ−
∑
r∈Im
∞∑
j=0
(−T−1 T2)j(hrψm,r) ∈ S. (4.3.26)
Therefore, φ ∈ S.
For any f ∈ A, we have:
(T1 + T2)(
∞∑
ι=0
(−T−1 T2)ιT−1 )(f)
= f −
∞∑
ι=1
T2(−T−1 T2)ι−1T−1 (f) +
∞∑
ι=0
T2(−T−1 T2)ιT−1 (f) = f. (4.3.27)
Thus the operator
∑∞
ι=0(−T−1 T2)ιT−1 is a right inverse of T1 + T2. ✷
We remark that the above operators T1 and T2 may not commute. The assumption
T2(Vr+1) ⊂ BVr instead of T2(Vr+1) ⊂ Vr because we want our lemma working for a special
case like T1 = ∂
2
x1
, T2 = x1∂
2
x2
, B = R[x1] and V = R[x2].
Define
xα = xα11 x
α2
2 · · ·xαnn for α = (α1, ..., αn) ∈ N n. (4.3.28)
Moreover, we denote
ǫι = (0, ..., 0,
ι
1, 0, ..., 0) ∈ N n. (4.3.29)
For each ι ∈ 1, n, we define the linear operator ∫
(xι)
on A by:∫
(xι)
(xα) =
xα+ǫι
αι + 1
for α ∈ N n. (4.3.30)
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Furthermore, we let
∫ (0)
(xι)
= 1,
∫ (m)
(xι)
=
m︷ ︸︸ ︷∫
(xι)
· · ·
∫
(xι)
for 0 < m ∈ Z (4.3.31)
and denote
∂α = ∂α1x1 ∂
α2
x2
· · ·∂αnxn ,
∫ (α)
=
∫ (α1)
(x1)
∫ (α2)
(x2)
· · ·
∫ (αn)
(xn)
for α ∈ N n. (4.3.32)
Obviously,
∫ (α)
is a right inverse of ∂α for α ∈ N n. We remark that ∫ (α) ∂α 6= 1 if α 6= 0
due to ∂α(1) = 0.
Example 4.3.1. Find polynomial solutions of the heat conduction equation ut = uxx.
Solution. In this case,
A = R[t, x], B = R[t], V = R[x], Vr = {g ∈ V | deg g ≤ r}. (4.3.33)
The equation can be written as (∂t − ∂2x)(u) = 0. So we take
T1 = ∂t, T
−
1 =
∫
(t)
, T2 = −∂2x. (4.3.34)
It can be verified that the conditions in Lemma 4.3.1 are satisfied. Note that
{f ∈ B | T1(f) = 0} = {f ∈ R[t] | ∂t(f) = 0} = R. (4.3.35)
We calculate
(−T1T2)ι(xk) = (
∫
(t)
∂2x)
ι(xk) =
∫ ι
(t)
(1)∂2ιx (x
k) =
[
∏2ι−1
s=0 (k − s)]tιxk−2ι
ι!
. (4.3.36)
Thus the space of the polynomial solutions is
Span

Jk/2K∑
ι=0
[
∏2ι−1
s=0 (k − s)]tιxk−2ι
ι!
| k ∈ N
 . ✷ (4.3.37)
Example 4.3.2. Find polynomial solutions of the Laplace equation uxx + uyy = 0.
Solution. In this case,
A = R[x, y], B = R[x], V = R[y], Vr = {g ∈ V | deg g ≤ r}. (4.3.38)
Moreover, we take
T1 = ∂
2
x, T
−
1 =
∫ 2
(x)
, T2 = ∂
2
y . (4.3.39)
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It can be verified that the conditions in Lemma 4.3.1 are satisfied. Note that
{f ∈ B | T1(f) = 0} = {f ∈ R[x] | ∂2x(f) = 0} = R+ Rx. (4.3.40)
We calculate
(−T1T2)ι(yk) = (−
∫ 2
(x)
∂2y)
ι(yk) = (−1)ι
∫ 2ι
(x)
(1)∂2ιy (y
k)
=
[
∏2ι−1
s=0 (k − s)](−x2)ιyk−2ι
(2ι)!
, (4.3.41)
(−T1T2)ι(xyk) = (−
∫ 2
(x)
∂2y)
ι(xyk) = (−1)ι
∫ 2ι
(x)
(x)∂2ιy (y
k)
=
(−1)ι[∏2ι−1s=0 (k − s)]x2ι+1yk−2ι
(2ι+ 1)!
. (4.3.42)
Thus the space of the polynomial solutions is
Span
{ Jk/2K∑
ι=0
[
∏2ι−1
s=0 (k − s)](−x2)ιyk−2ι
(2ι)!
,
Jk/2K∑
ι=0
(−1)ι[∏2ι−1s=0 (k − s)]x2ι+1yk−2ι
(2ι+ 1)!
| k ∈ N}. ✷ (4.3.43)
Consider the wave equation in Riemannian space with a nontrivial conformal group:
utt − ux1x1 −
n∑
ι,j=2
gι,j(x1 − t)uxιxj = 0, (4.3.44)
where we assume that gι,j(z) are one-variable polynomials. Change variables:
z0 = x1 + t, z1 = x1 − t. (4.3.45)
Then
∂2t = (∂z0 − ∂z1)2, ∂2x1 = (∂z0 + ∂z1)2. (4.3.46)
So the equation (4.3.44) changes to:
2∂z0∂z1 +
n∑
ι,j=2
gι,j(z1)uxιxj = 0. (4.3.47)
Denote
T1 = 2∂z0∂z1 , T2 =
n∑
ι,j=2
gι,j(z1)∂xι∂xj . (4.3.48)
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Take T−1 =
1
2
∫
(z0)
∫
(z1)
, and
B = R[z0, z1], V = R[x2, ..., xn], Vr = {f ∈ V | deg f ≤ r}. (4.3.49)
Then the conditions in Lemma 4.3.1 hold. Thus we have:
Theorem 4.3.2. The space of all polynomial solutions for the equation (4.3.44) is:
Span {
∞∑
m=0
(−2)−m(
n∑
ι,j=2
∫
(z0)
∫
(z1)
gι,j(z1)∂xι∂xj)
m(f0g0 + f1g1)
| f0 ∈ R[z0], f1 ∈ R[z1], g0, g1 ∈ R[x2, ..., xn]} (4.3.50)
with z0, z1 defined in (4.3.45).
Let m1, m2, ..., mn be positive integers. According to Lemma 4.3.1, the set
{
∞∑
k2,...,kn=0
(−1)k2+···+kn
(
k2 + · · ·+ kk
k2, ..., kn
)∫ ((k2+···+kn)m1)
(x1)
(xℓ11 )
×∂k2m2x2 (xℓ22 ) · · ·∂knmnxn (xℓnn ) | ℓ1 ∈ 0, m1 − 1, ℓ2, ..., ℓn ∈ N} (4.3.51)
forms a basis of the space of polynomial solutions for the equation
(∂m1x1 + ∂
m2
x2
+ · · ·+ ∂mnxn )(u) = 0 (4.3.52)
in A.
The above results can theoretically generalized as follows. Let
fι ∈ R[x1, ..., xι] for ι ∈ 1, n− 1. (4.3.53)
Consider the equation:
(∂m1x1 + f1∂
m2
x2 + · · ·+ fn−1∂mnxn )(u) = 0 (4.3.54)
Denote
d1 = ∂
m1
x1
, dr = ∂
m1
x1
+ f1∂
m2
x2
+ · · ·+ fr−1∂mrxr for r ∈ 2, n. (4.3.55)
We will apply Lemma 4.3.1 with T1 = dr, T2 =
∑n−1
ι=r fι∂
mι+1
xι+1 and B = R[x1, ..., xr], V =
R[xr+1, ..., xn],
Vk = Span {xℓr+1r+1 · · ·xℓnn | ℓs ∈ N, ℓr+1 +
n∑
ι=r+2
ℓι(deg fr+1 + 1) · · · (deg fι−1 + 1) ≤ k}.
(4.3.56)
The motivation of the above definition can be shown by the spacial example T2 = x1∂x2 +
x32∂x3 and V = R[x2, x3]. In this example, T2 does not reduce the usual degree of the
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polynomials in V . If we define new degree by deg xm2 = m and deg x
m
3 = 4m, then T2 does
reduce the new degree of the polynomials in V . Since T2(V0) = {0} and T2(Vr+1) ⊂ BVr
for r ∈ N, this gives a proof that T2 is locally nilpotent.
Take a right inverse d−1 =
∫ (m1)
(x1)
. Suppose that we have found a right inverse d−s of ds
for some s ∈ 1, n− 1 such that
xιd
−
s = d
−
s xι, ∂xιd
−
s = d
−
s ∂xι for ι ∈ s+ 1, n. (4.3.57)
Lemma 4.3.1 enable us to take
d−s+1 =
∞∑
ι=0
(−d−s fs)ιd−s ∂ιms+1xs+1 (4.3.58)
as a right inverse of ds+1. Obviously,
xιd
−
s+1 = d
−
s+1xι, ∂xιd
−
s+1 = d
−
s+1∂xι for ι ∈ s+ 2, n (4.3.59)
according to (4.3.55). By induction, we have found a right inverse d−s of ds such that
(4.3.57) holds for each s ∈ 1, n.
We set
Sr = {g ∈ R[x1, ..., xr] | dr(g) = 0} for r ∈ 1, k. (4.3.60)
By (4.3.55),
S1 =
m1−1∑
i=0
Rxi1. (4.3.61)
Suppose that we have found Sr for some r ∈ 1, n− 1. Given h ∈ Sr and ℓ ∈ N, we define
σr+1,ℓ(h) =
∞∑
s=0
(−d−r fr)s(h)∂smr+1xr+1 (xℓr+1), (4.3.62)
which is actually a finite summation. Lemma 4.3.1 says
Sr+1 =
∞∑
ℓ=0
σr+1,ℓ(Sr). (4.3.63)
By induction, we obtain:
Theorem 4.3.3. The set
{σn,ℓnσn−1,ℓn−1 · · ·σ2,ℓ2(xℓ11 ) | ℓ1 ∈ 0, m1 − 1, ℓ2, ..., ℓn ∈ N} (4.3.64)
forms a basis of the polynomial solution space Sn of the partial differential equation
(4.3.54).
Example 4.3.3. Let m1, m2, n be positive integers. Consider the following equations
∂m1x (u) + x
n∂m2y (u) = 0 (4.3.65)
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Now
d1 = ∂
m1
x , d
−
1 =
∫ (m1)
(x)
. (4.3.66)
Then
σ2,ℓ2(x
ℓ1) =
∞∑
r=0
(−
∫ (m1)
(x)
xn)r(xℓ1)∂rm2y (y
ℓ2)
= xℓ1yℓ2 +
Jℓ2/m2K∑
r=1
(−1)r[∏rm2−1s=0 (ℓ2 − s)]xr(n+m1)+ℓ1yℓ2−rm2∏m1
ι=1
∏r
j=1(jn+ (j − 1)m1 + ι+ ℓ1)
. (4.3.67)
The polynomial solution space of (4.3.65) has a basis {σ2,ℓ2(xℓ1) | ℓ1 ∈ 0, m1 − 1, ℓ2 ∈ N}.
In some practical problem, people found the linear wave equation with dissipation:
utt + ut − ux1x1 − ux2x2 − · · · − uxnxn = 0. (4.3.68)
In order to find the polynomial solutions for the equations of the above type pivoting at
the variable t, we need the following lemma.
Lemma 4.3.4. Let d = a∂t + ∂
2
t with 0 6= a ∈ R. Take a right inverse
d− =
∫
(t)
∞∑
r=0
a−r−1(−∂t)r (4.3.69)
of d. Then
(d−)ι(1) =
tι
ι!aι
− t
ι−1
(ι− 2)!aι+1 +
ι−1∑
r=2
(−1)r∏r−1s=1(ι+ s)
(ι− r − 1)!r!ar+ι t
ι−r. (4.3.70)
Proof. For
f(t) =
m∑
ι=1
bιt
ι ∈ R[t]t, (4.3.71)
we have
d(f(t)) = ambmt
m−1 +
m−1∑
ι=1
ι(abι + (ι+ 1)bι+1)t
ι−1. (4.3.72)
Thus d(f(t)) = 0 if and only if f(t) ≡ 0. So for any given g(t) ∈ R[t], there exists a
unique f(t) ∈ R[t]t such that d(f(t)) = g(t).
Set
ξa,ι(t) =
tι
ι!aι
− t
ι−1
(ι− 2)!aι+1 +
ι−1∑
r=2
(−1)r∏r−1s=1(ι+ s)
(ι− r − 1)!r!ar+ι t
ι−r, (4.3.73)
where we treat
ξa,0(t) = 1, ξa,1(t) =
t
a
, ξa,2(t) =
t2
2a2
− t
a3
. (4.3.74)
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Easily verify d(ξa,ι(t)) = ξa,ι−1(t) for ι = 1, 2.
Assume ι > 2. We have
d(ξa,ι(t))
= (a∂t + ∂
2
t )
(
tι
ι!aι
− t
ι−1
(ι− 2)!aι+1 +
ι−1∑
r=2
(−1)r∏r−1s=1(ι+ s)
(ι− r − 1)!r!ar+ι t
ι−r
)
=
tι−1
(ι− 1)!aι−1 −
(ι− 1)tι−2
(ι− 2)!aι +
ι−1∑
r=2
(−1)r(ι− r)∏r−1s=1(ι+ s)
(ι− r − 1)!r!ar+ι−1 t
ι−r−1
+
tι−2
(ι− 2)!aι −
(ι− 1)tι−3
(ι− 3)!aι+1 +
ι−1∑
r=2
(−1)r(ι− r)∏r−1s=1(ι+ s)
(ι− r − 2)!r!ar+ι t
ι−r−2
=
tι−1
(ι− 1)!aι−1 −
tι−2
(ι− 3)!aι +
(ι− 2)(ι+ 1)
(ι− 3)!2!aι+1 t
ι−3 − (ι− 1)t
ι−3
(ι− 3)!aι+1
+
ι−1∑
r=3
(−1)r
[
(ι− r)∏r−1s=1(ι+ s)
r!
− (ι− r + 1)
∏r−2
s=1(ι+ s)
(r − 1)!
]
tι−r−1
(ι− r − 1)!ar+ι−1
=
tι−1
(ι− 1)!aι−1 −
tι−2
(ι− 3)!aι +
(ι− 2)(ι+ 1)− 2(ι− 1)
(ι− 3)!2!aι+1 t
ι−3
+
ι−1∑
r=3
(−1)r [(ι− r)(ι+ r − 1)− r(ι− r + 1)]
∏r−2
s=1(ι+ s)
(ι− r − 1)!r!ar+ι−1 t
ι−r−1
=
tι−1
(ι− 1)!aι−1 −
tι−2
(ι− 3)!aι +
ι(ι− 3)
(ι− 3)!2!aι+1 t
ι−3
+
ι−1∑
r=3
(−1)r ι(ι− 1− r)
∏r−2
s=1(ι+ s)
(ι− r − 1)!r!ar+ι−1 t
ι−r−1
=
tι−1
(ι− 1)!aι−1 −
tι−2
(ι− 3)!aι +
ι
(ι− 4)!2!aι+1 t
ι−3 +
ι−2∑
r=3
(−1)r ι
∏r−2
s=1(ι+ s)
(ι− r − 2)!r!ar+ι−1 t
ι−r−1
=
tι−1
(ι− 1)!aι−1 −
tι−2
(ι− 3)!aι +
ι−2∑
r=2
(−1)r
∏r−1
s=1(ι− 1 + s)
(ι− r − 2)!r!ar+ι−1 t
ι−r−1
= ξa,ι−1(t). (4.3.75)
Since (d−)0(1) = 1, (d−)ι(1) ∈ R[t]t by (4.3.69) and d[(d−)ι(1)] = (d−)ι−1(1) for ι ∈ N+1,
we have (d−)r(1) = ξa,r(t) for r ∈ N by the uniqueness, that is, (4.3.70) holds. ✷
By Lemma 4.3.1 and the above lemma, we obtain:
Theorem 4.3.5. The set
{
∞∑
r1,...,rn=0
(
r1 + · · ·+ rn
r1, ..., rn
)[ n∏
ι=1
(2rι)!
(
ℓι
2rι
)]
×ξ1,r1+···+rn(t)xℓ1−2r11 · · ·xℓn−2rnn | ℓ1, ..., ℓn ∈ N} (4.3.76)
forms a basis of the polynomial solution space of the equation (4.3.68).
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Consider the Klein-Gordan equation:
utt − uxx − uyy − uzz + a2u = 0, (4.5.77)
where a is a nonzero real number. Changing variable u = eaitv, we get
vtt + 2aivt − vxx − vyy − vzz = 0. (4.3.78)
We write
ξ2ai,ι = ζι,0(t) + ζι,1(t)i, (4.3.79)
where ζι,0(t) and ζι,1(t) are real functions. According to (4.3.73),
ζ2ι,0(t) = (−1)ι
[
t2ι
(2ι)!(2a)2ι
+
ι−1∑
r=1
(−1)r∏2r−1s=1 (2ι+ s)
(2r)!(2(ι− r)− 1)!(2a)2(ι+r) t
2(ι−r)
]
, (4.3.80)
ζ2ι,1(t) = (−1)ι[ t
2ι−1
(2ι− 2)!(2a)2ι+1
+
ι−1∑
r=1
(−1)r∏2rs=1(2ι+ s)
(2r + 1)![2(ι− r − 1)]!(2a)2ι+2r+1 t
2ι−2r−1], (4.3.81)
ζ2ι+1,0(t) = (−1)ι[ t
2ι
(2ι− 1)!(2a)2(ι+1)
+
ι−1∑
r=1
(−1)r∏2rs=1(2ι+ s+ 1)
(2r + 1)!(2ι− 2r − 1)!(2a)2(ι+r+1) t
2(ι−r)], (4.3.82)
ζ2ι+1,1(t) = (−1)ι+1
[
t2ι+1
(2ι+ 1)!(2a)2ι+1
+
ι∑
r=1
(−1)r∏2r−1s=1 (2ι+ s+ 1)
(2r)!(2ι− 2r)!(2a)2ι+2r+1 t
2ι−2r+1
]
.
(4.3.83)
Recall the three-dimensional Laplace operator ∆ = ∂2x + ∂
2
y + ∂
2
z . By Lemma 4.3.1 and
Lemma 4.3.4,
{eait
∞∑
r=0
ξ2ai,r(t)∆
r(xℓ1y
ℓ2zℓ3) | ℓ1, ℓ2, ℓ3 ∈ N} (4.3.84)
are complex solutions of the Klein-Gordan equation (4.3.77). Taking real parts of (4.3.84),
we get
Theorem 4.3.6. The Klein-Gordan equation (4.3.77) has the following set of linearly
independent trigonometric-polynomial solution:
{
∞∑
r1,r2,r3=0
(
r1 + r2 + r3
r1, r2, r3
)[ 3∏
s=1
(2rs)!
(
ℓs
2rs
)]
(ζr1+r2+r3,0(t) cos at− ζr1+r2+r3,1(t) sin at)
×xℓ1−2r1yℓ2−2r2zℓ3−2r3 ,
∞∑
r1,r2,r3=0
(
r1 + r2 + r3
r1, r2, r3
)[ 3∏
s=1
(2rs)!
(
ℓs
2rs
)]
(ζr1+r2+r3,0(t) sin at
+ζr1+r2+r3,1(t) cos at)x
ℓ1−2r1yℓ2−2r2zℓ3−2r3 , | ℓ1, ℓ2, ℓ3 ∈ N} (4.3.85)
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The following lemmas will be used to handle some special cases when the operator T1
in Lemma 4.3.1 does not have a right inverse. We again use the settings in (4.3.9) and
(4.3.10).
Lemma 4.3.7. Let T0 be a differential operator on A with right inverse T−0 such that
T0(B), T−0 (B) ⊂ B, T0(η1η2) = T0(η1)η2 for η1 ∈ B, η2 ∈ V, (4.3.86)
and let T1, ..., Tm be commuting differential operators on A such that Tι(V ) ⊂ V ,
T0Tι = TιT0, Tι(fζ) = fTι(ζ) for ι ∈ 1, m, f ∈ B, ζ ∈ A. (4.3.87)
If Tm0 (h) = 0 with h ∈ B and g ∈ V , then
u =
∞∑
ι=0
(
m∑
s=1
(T−0 )
sTs)
ι(hg) =
∞∑
ι1,...,ιm=0
(
ι1 + · · ·+ ιm
ι1, ..., ιm
)
×(T−0 )
∑m
s=1 sιs(h)(
m∏
r=1
T ιrr )(g) (4.3.88)
is a solution of the equation:
(Tm0 −
m∑
r=1
Tm−ι0 Tι)(u) = 0. (4.3.89)
Suppose
Tι(Vr) ⊂ Vr−1 for ι ∈ 1, m, r ∈ N, (4.3.90)
where V−1 = {0}. Then any polynomial solution of (4.3.89) is a linear combinations of
the solutions of the form (4.3.88).
Proof. Note that
Tm−ι0 = T
m
0 (T
−
0 )
ι for ι ∈ 1, m (4.3.91)
and ∑
ι1+···+ιm=ι+1
(
ι+ 1
ι1, ..., ιm
)
yι11 · · · yιmm = (y1 + · · ·+ ym)ι+1
=
m∑
r=1
∑
ι1+···+ιm=ι
(
ι
ι1, ..., ιm
)
yry
ι1
1 · · · yιmm . (4.3.92)
Thus
(Tm0 −
m∑
p=1
Tm−p0 Tp)
[ ∞∑
ι1,...,ιm=0
(
ι1 + · · ·+ ιm
ι1, ..., ιm
)
(T−0 )
∑m
s=1 sιs(h)(
m∏
r=1
T ιrr )(g)
]
=
∑
ι1,...,ιm∈N; ι1+···+ιm>0
(
ι1 + · · ·+ ιm
ι1, ..., ιm
)
Tm0 (T
−
0 )
∑m
s=1 sιs(h)(
m∏
r=1
T ιrr )(g)
−
∞∑
ι1,...,ιm=0
m∑
p=1
(
ι1 + · · ·+ ιm
ι1, ..., ιm
)
Tm0 (T
−
0 )
ιp+
∑m
s=1 sιs(h)(Tp
m∏
r=1
T ιrr )(g) = 0. (4.3.93)
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Suppose that (4.3.90) holds. Let u ∈ BVk \ BVk−1 be a solution of (4.3.89). Take a
basis {φι + Vk−1 | ι ∈ I} of Vk/Vk−1. Write
u =
∑
ι∈I
hιφι + u
′, hι ∈ B, u′ ∈ BVk−1. (4.3.94)
Since
Tr(φι) ∈ Vk−1 for ι ∈ I, r ∈ 1, m (4.3.95)
by (4.3.90), we have
(Tm0 −
m∑
r=1
Tm−ι0 Tι)(u) ≡
∑
ι∈I
Tm0 (hι)φι ≡ 0 (mod BVk−1). (4.3.96)
Hence
Tm0 (hι) = 0 for ι ∈ I. (4.3.97)
Now
u−
∑
j∈I
∞∑
ι1,...,ιm=0
(
ι1 + · · ·+ ιm
ι1, ..., ιm
)
(T−0 )
∑m
s=1 sιs(hj)(
m∏
r=1
T ιrr )(φj) ∈ BVk−1 (4.3.98)
is a solution of (4.3.89). By induction on k, u is a linear combinations of the solutions of
the form (4.3.88). ✷
We remark that the above lemma does not imply Lemma 4.3.1 because T1 and T2 in
Lemma 4.3.1 may not commute.
Let d1 be a differential operator on R[x1, x2, ..., xr] and let d2 be a locally nilpotent
differential operator on V = R[xr+1, ..., xn]. Set
Vm = {f ∈ V | dm+12 (f) = 0} for m ∈ N. (4.3.99)
Then V =
⋃∞
m=0 Vm because d2 is locally nilpotent. We treat V−1 = {0}. Take a subset
{ψm,j | m ∈ N, j ∈ Im} of V such that {ψm,j + Vm−1 | j ∈ Im} forms a basis of Vm/Vm−1
for m ∈ N. In particular, {ψm,j | m ∈ N, j ∈ Im} forms a basis of V . Fix h ∈ R[x1, ..., xr].
Lemma 4.3.8. Let m be a positive integer. Suppose that
u =
∑
j∈Im
fjψm,j + u
′ ∈ R[x1, x2, ..., xn] (4.3.100)
with fj ∈ R[x1, ..., xr] and dm2 (u′) = 0 is a solution of the equation:
(d1 − hd2)(u) = 0. (4.3.101)
Then d1(fj) = 0 for j ∈ Im and the system
ξ0 = fj, d1(ξs+1) = hξs for s ∈ 0, m− 1 (4.3.102)
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has a solution ξ1, ..., ξm ∈ R[x1, ..., xr] for each j ∈ Im.
Proof. Observe that if {gj + Vp | j ∈ J} is a linearly independent subset of Vp+1/Vp,
then {ds2(gj)+Vp−s | j ∈ J} is a linearly independent subset of Vp−s+1/Vp−s for s ∈ 1, p+ 1
by (4.3.99). By induction, we take a subset{φm−s,j | j ∈ Jm−s} of Vm−s for each s ∈ 1, m
such that
{ds2(ψm,j1) + Vm−s−1, ds−p2 (φm−p,j2) + Vm−s−1 | p ∈ 1, s, j1 ∈ Im, j2 ∈ Jm−p} (4.3.103)
forms a basis of Vm−s/Vm−s−1 for s ∈ 1, m. Denote
U =
m∑
s=1
m−s∑
p=0
∑
j∈Jm−s
R[x1, ..., xr]d
p
2(φm−s,j). (4.3.104)
Now we write
u =
∑
j∈Im
[fjψm,j +
m∑
s=1
fs,jd
s
2(ψm,j)] + v, v ∈ U , fs,j ∈ R[x1, ..., xr]. (4.3.105)
Then (4.3.101) becomes
∑
j∈Im
[d1(fj)ψm,j + (d1(f1,j)− hfj)d2(ψm,j) +
m∑
s=2
(d1(fs,j)− hfs−1,j)ds(ψm,j)]
+(d1 − hd2)(v) = 0. (4.3.106)
Since (d1 − hd2)(v) ∈ U , we have:
d1(fj) = 0, d1(f1,j) = hfj , d1(fs,j) = hfs−1,j (4.3.107)
for j ∈ Im and s ∈ 2, m. So (4.3.102) has a solution ξ1, ..., ξm ∈ R[x1, ..., xr] for each
j ∈ Im. ✷
We remark that our above lemma implies that if (4.3.102) does not have a solution for
some j, then the equation (4.3.101) does not have a solution of the form (4.3.100). Set
S0 = {f ∈ R[x1, ..., xr] | d1(f) = 0} (4.3.108)
and
Sm = {f0 ∈ S0 | d1(fs) = hfs−1 for some f1, ..., fm ∈ R[x1, ..., xr]} (4.3.109)
for m ∈ N+ 1. For each m ∈ N + 1 and f ∈ Sm, we fix {σ1(f), ..., σm(f)} ⊂ R[x1, ..., xr]
such that
d1(σ1(f)) = hf, d1(σs(f)) = hσs−1(f) for s ∈ 2, m. (4.3.110)
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Denote σ0(f) = f .
Lemma 4.3.9. The set
S =
∞∑
m=0
∑
j∈Im
∑
f∈Sm
R(
m∑
s=0
σs(f)d
s
2(ψm,j)) (4.3.111)
is the solution space of the equation (4.3.101) in R[x1, x2, ..., xn].
Proof. For f ∈ Sm,
(d1 − hd2)(
m∑
s=0
σs(f)d
s
2(ψm,j))
=
m∑
s=1
hσs−1(f)d
s
2(ψm,j)−
m−1∑
s=0
hσs(f)d
s+1
2 (ψm,j) = 0. (4.3.112)
Thus
∑m
s=0 σs(f)d
s
2(ψm,j) is a solution of (4.3.101).
Suppose that u is a solution (4.3.101). Then u can be written as (4.3.100) such that
fj 6= 0 for some j ∈ Im due to V =
⋃∞
m=0 Vm. If m = 0, then u ∈ S naturally. Assume
that u ∈ S if m < ℓ. Consider m = ℓ. According to Lemma 4.3.8, fj ∈ Sm for any j ∈ Im
(cf. (4.3.109)). Thus
∑
j∈Im
∑m
s=0 σs(fj)d
s
2(ψm,j) is a solution of the equation (4.3.101).
Hence u−∑j∈Im∑ms=0 σs(fj)ds2(ψm,j) is a solution of (4.3.101) and
dm2 (u−
∑
j∈Im
m∑
s=0
σs(fj)d
s
2(ψm,j)) = 0. (4.3.113)
So
u−
∑
j∈Im
m∑
s=0
σs(fj)d
s
2(ψm,j) ∈ R[x1, ..., xr]Vm−1. (4.3.114)
By assumption,
u−
∑
j∈Im
m∑
s=0
σs(fj)d
s
2(ψm,j) ∈ S. (4.3.115)
Since
∑
j∈Im
∑m
s=0 σs(fj)d
s
2(ψm,j) ∈ S, we have u ∈ S. By induction, u ∈ S for any
solution of (4.3.101). ✷
Let ǫ ∈ {1,−1} and let λ be a nonzero real number. Next we want to find all the
polynomial solutions of the equation:
utt +
λ
t
ut − ǫ(ux1x1 + ux2x2 + · · ·+ uxnxn) = 0, (4.3.116)
which is the generalized anisymmetrical Laplace equation if ǫ = −1. Rewrite the above
equation as:
tutt + λut − ǫt(ux1x1 + ux2x2 + · · ·+ uxnxn) = 0. (4.3.117)
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Set
d1 = t∂
2
t + λ∂t, d2 = ∆n =
n∑
r=1
∂nxr , h = ǫt. (4.3.118)
Denote
S = {f ∈ R[t] | d1(f) = 0}. (4.3.119)
Note that
d1(t
m) = m(λ+m− 1)tm−1 for m ∈ N. (4.3.120)
So
S =
{
R if λ 6∈ −(N+ 1),
R+ Rt−λ+1 if λ ∈ −(N+ 1). (4.3.121)
In particular, t−λ 6∈ d1(R[t]) and so d1 does not have a right inverse when λ is a negative
integer. Otherwise t−λ = d1(d
−
1 (t
−λ)) ∈ d1(R[t]).
Set
φ0(t) = 1, φm(t) =
ǫmt2m
m!2m
∏m−1
r=0 (λ+ 2r + 1)
(4.3.122)
for m ∈ N+1 and λ 6= −1,−3, ...,−(2m− 1). Then d(φr+1(t)) = ǫtφr(t) for r ∈ 0, m− 1.
If λ = −2k − 1, there does not exist a function φ(t) ∈ R[t] such that d1(φ(t)) = ǫtφk(t)
because d1(t
2k+2) = (2k + 2)(2k + 1 + λ)t2k+1 = 0. When λ ∈ −(N+ 1), we set
ψ0 = t
1−λ, ψm =
ǫmt2m+1−λ
2mm!
∏m
r=1(2r + 1− λ)
for m ∈ N+ 1. (4.3.123)
It can be verified that d1(ψr+1(t)) = ǫtψr(t) for r ∈ N. Define
V = R[x1, x2, ..., xn], ∆2,n =
n∑
s=2
∂2xs (4.3.124)
and
Vm = {f ∈ V | ∆m+1n (f) = 0} for m ∈ N. (4.3.125)
Observe
∞∑
j1,...,jℓ=0
(−1)j1+···+jℓ
(
j1 + · · ·+ jℓ
j1, ..., jℓ
) ℓ∏
r=1
[(
ℓ
r
)
tr
]jr
=
∞∑
p=0
(
−
ℓ∑
s=1
(
ℓ
s
)
ts
)p
=
1
(1 + t)ℓ
=
∞∑
r=0
(−1)r
(
ℓ+ r − 1
r
)
tr (4.3.126)
for |t| < 1. Applying Lemma 4.3.7 to ∆m+1n =
∑m+1
r=0
(
m+1
r
)
∂
2(m+1−r)
x1 ∆
r
2,n, T0 = ∂
2
x1
and
Tr = −
(
m+1
r
)
∆r2,n for r ∈ 1, m+ 1, we get a basis{ ∞∑
r=0
(−1)r
(
m+ r
r
)
xℓ1+2r1
(ℓ1 + 2r)!
∆r2,n(x
ℓ2
2 · · ·xℓnn ) | ℓ1 ∈ 0, 2m+ 1, ℓ2, ..., ℓn ∈ N
}
(4.3.127)
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of Vm. Hence we obtain:
Theorem 4.3.10. If λ 6∈ −(N + 1), then the set
{
∞∑
r=0
φr(t)∆
r
n(x
ℓ1
1 · · ·xℓnn ) | ℓ1, ..., ℓn ∈ N} (4.3.128)
forms a basis of the space of the polynomial solutions for the equation (4.3.117). When λ
is a negative even integer, the set
{
∞∑
r=0
φr(t)∆
r
n(x
ℓ1
1 · · ·xℓnn ),
∞∑
r=0
ψr(t)∆
r
n(x
ℓ1
1 · · ·xℓnn ) | ℓ1, ..., ℓn ∈ N} (4.3.129)
forms a basis of the space of the polynomial solutions for the equation (4.3.117). Assume
that λ = −2k − 1 is a negative odd integer. The set
{
k∑
s=0
∞∑
r=0
(−1)r
(
k + r
r
)
φs(t)∆
s
n
[
xℓ1+2r1
(ℓ1 + 2r)!
∆r2,n(x
ℓ2
2 · · ·xℓnn )
]
,
∞∑
r=0
ψr(t)∆
r
n(x
ℓ′1
1 x
ℓ2
2 · · ·xℓnn ) | ℓ1 ∈ 0, 2k + 1, ℓ′1, ℓ2, ..., ℓn ∈ N} (4.3.130)
is a basis of the space of the polynomial solutions for the equation (4.3.117).
Finally, we consider the special Euler-Poisson-Darboux equation:
utt − ux1x1 − ux2x2 − · · · − uxnxn −
m(m+ 1)
t2
u = 0 (4.3.131)
with m 6= −1, 0. Change the equations to:
t2utt − t2(ux1x1 + ux2x2 + · · ·+ uxnxn)−m(m+ 1)u = 0. (4.3.132)
Letting u = tm+1v, we have:
t2utt = m(m+ 1)t
m+1v + 2(m+ 1)tm+2vt + t
m+3vtt. (4.3.133)
Substituting (4.3.133) into (4.2.132), we get
tvtt + 2(m+ 1)vt − t(vx1x1 + vx2x2 + · · ·+ vxnxn) = 0. (4.3.134)
If we change variable u = t−mv, then the equation (4.3.132) becomes
tvtt − 2mvt − t(vx1x1 + vx2x2 + · · ·+xnxn) = 0. (4.3.135)
Equations (4.3.134) and (4.3.135) are special cases of the equation (4.3.117) with ǫ = 1,
and λ = 2(m+ 1) and λ = −2m, respectively.
Exercise 4.3
Find a basis of the polynomial solution space of the generalized Laplace equation
uxx + xuyy + yuzz = 0.
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4.4 Use of Fourier Expansion I
In this section, we mainly use Fourier expansion to solve constant-coefficient linear partial
differential equations. Let us first look at three simple examples which are commonly used
in engineering mathematics. Kovalevskaya Theorem says that their solutions are unique.
Example 4.4.1. Solve the following heat conduction equation
ut = uxx subject to u(t,−π) = u(t, π) and u(0, x) = g(x) for x ∈ [−π, π], (4.4.1)
where g(x) is a given continuous function.
Solution. We assume the separation of variables u = η(t)ξ(x). Then the equation
becomes
η′(t)ξ(x) = η(t)ξ′′(x) =⇒ η
′(t)
η(t)
=
ξ′′(x)
ξ(x)
= λ (4.4.2)
is a constant. Solving the problem
ξ′′ = λξ, ξ(−π) = ξ(π) = 0, (4.4.3)
we take λ = −n2 for some n ∈ N and ξ = C1 cosnx + C2 sin nx. Moreover, η′(t) =
−n2η(t) =⇒ η = C3e−n2t. Thus
u = e−n
2t(a cosnx+ b sin nx) (4.4.4)
is a solution of the problem:
ut = uxx, u(t,−π) = u(t, π). (4.4.5)
By superposition principle (additivity of solutions for homogeneous linear equations), we
have more general solutions of (4.4.5):
u(t, x) =
∞∑
n=0
e−n
2t(an cosnx+ bn sinnx), (4.4.6)
where an and bn are constants to be determined. To satisfy the last condition in (4.4.1),
we require
∞∑
n=0
(an cosnx+ bn sinnx) = u(0, x) = g(x). (4.4.7)
According to the theory of Fourier expansion,
a0 =
1
2π
∫ π
−π
g(s)ds, an =
1
π
∫ π
−π
g(s) cosns ds, bn =
1
π
∫ π
−π
g(s) sinns ds (4.4.8)
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for n ≥ 1. So the final solution of (4.1) is
u(t, x) =
1
2π
∫ π
−π
g(s)ds
+
1
π
∞∑
n=1
e−n
2t
[
cos nx
∫ π
−π
g(s) cosns ds+ sinnx
∫ π
−π
g(s) sinns ds
]
=
1
2π
∫ π
−π
g(s)ds+
1
π
∞∑
n=1
e−n
2t
∫ π
−π
g(s)(cosnx cos+ sinnx sinns) ds
=
1
2π
∫ π
−π
g(s)ds+
1
π
∞∑
n=1
e−n
2t
∫ π
−π
g(s) cosn(x− s) ds. ✷ (4.4.9)
Example 4.4.2. Solve the following wave equation
utt = uxx subject to u(t,−π) = u(t, π) (4.4.10)
and
u(0, x) = g1(x), ut(0, x) = g2(x) for x ∈ [−π, π], (4.4.11)
where g1(x) and g2(x) are given continuous functions.
Solution. We assume the separation of variables u = η(t)ξ(x). Then the equation
becomes
η′′(t)ξ(x) = η(t)ξ′′(x) =⇒ η
′′(t)
η(t)
=
ξ′′(x)
ξ(x)
= λ (4.4.12)
is a constant. As the above example, we find the general solution of (4.4.10) is
u(t, x) =
∞∑
n=0
cos nt (an cos nx+bn sin nx)+
∞∑
n=1
sinnt (aˆn cos nx+bˆn sin nx)+aˆ0t, (4.4.13)
where an, bn, aˆn, bˆn ∈ R. Note
u(0, x) =
∞∑
n=0
(an cos nx+ bn sinnx) = g1(x). (4.4.14)
Since
ut(t, x) =
∞∑
n=1
n[sin nt (an cos nx+bn sinnx)+cos nt (aˆn cosnx+ bˆn sin nx)]+ aˆ0, (4.4.15)
we have
ut(0, x) =
∞∑
n=1
n(aˆn cosnx+ bˆn sin nx) + aˆ0 = g2(x). (4.4.16)
As (4.4.6)-(4.4.9), the final solution is
u(t, x) =
1
2π
∫ π
−π
(g1(s) + tg2(s))ds+
1
π
∞∑
n=1
cos nt
∫ π
−π
g1(s) cosn(x− s) ds
+
1
π
∞∑
n=1
sinnt
n
∫ π
−π
g2(s) cosn(x− s) ds. ✷ (4.4.17)
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Example 4.4.3. Solve the following Laplace equation
uxx + uyy = 0 subject to u(x,−π) = u(x, π) (4.4.18)
and
u(0, y) = g1(y), ux(0, y) = g2(y) for y ∈ [−π, π], (4.4.19)
where g1(y) and g2(y) are given continuous functions.
Solution. We assume the separation of variables u = η(x)ξ(y). Then the equation
becomes
η′′(x)ξ(y) = −η(x)ξ′′(y) =⇒ −η
′′(x)
η(x)
=
ξ′′(y)
ξ(y)
= λ (4.4.20)
is a constant. As Example 4.4.1, we find the general solution of (4.4.18) is
u(x, y) =
∞∑
n=0
cosh nx (an cosny + bn sin ny) + aˆ0x
+
∞∑
n=1
sinhnx (aˆn cos ny + bˆn sinny), (4.4.21)
where an, bn, aˆn, bˆn ∈ R. As (4.4.14)-(4.4.17), we get the final solution
u(x, y) =
1
2π
∫ π
−π
(g1(s) + xg2(s))ds+
1
π
∞∑
n=1
coshnx
∫ π
−π
g1(s) cosn(y − s) ds
+
1
π
∞∑
n=1
sinhnx
n
∫ π
−π
g2(s) cosn(y − s) ds. ✷ (4.4.22)
The rest of this section is taken from the author’s work [X11].
Let m and n > 1 be positive integers and let
fr(∂x2 , ..., ∂xn) ∈ R[∂x2 , ..., ∂xn ] for r ∈ 1, m. (4.4.23)
We want to solve the equation:
(∂mx1 −
m∑
r=1
∂m−rx1 fr(∂x2 , ..., ∂xn))(u) = 0 (4.4.24)
with x1 ∈ R and xr ∈ [−ar, ar] for r ∈ 2, n, subject to the condition
∂sx1(u)(0, x2, ..., xn) = gs(x2, ..., xn) for s ∈ 0, m− 1, (4.4.25)
where a2, ..., an are positive real numbers and g0, ..., gm−1 are continuous functions. For
convenience, we denote
k†ι =
kι
aι
, ~k† = (k†2, ..., k
†
n) for
~k = (k2, ..., kn) ∈ Zn−1. (4.4.26)
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Set
eπ(
~k†·~x)i = e
∑n
r=2 πk
†
rxri. (4.4.27)
For r ∈ 0, m− 1, Lemma 4.3.7 with T0 = ∂x1 and Tq = fq(∂x2 , ..., ∂xn) gives that
1
r!
∞∑
ι1,...,ιm=0
(
ι1 + · · ·+ ιm
ι1, ..., ιm
)∫ (∑ms=1 sιs)
(x1)
(xr1)(
m∏
p=1
fp(∂x2 , ..., ∂xn)
ιp)(eπ(
~k†·~x)i)
=
∞∑
ι1,...,ιm=0
(
ι1 + · · ·+ ιm
ι1, ..., ιm
)
x
r+
∑m
s=1 sιs
1
(r +
∑m
s=1 sιs)!
×
[
m∏
p=1
fp(k
†
2πi, ..., k
†
nπi)
ιp
]
eπ(
~k†·~x)i (4.4.28)
is a complex solution of the equation (4.4.24) for any ~k ∈ Z n−1. We write
∞∑
ι1,...,ιm=0
(
ι1 + · · ·+ ιm
ι1, ..., ιm
)
xr1
∏m
p=1(x
p
1fp(k
†
2πi, ..., k
†
nπi))
ιp
(r +
∑m
s=1 sιs)!
= φr(x1, ~k) + ψr(x1, ~k)i, (4.4.29)
where φr(x1, ~k) and ψr(x1, ~k) are real functions. Moreover,
∂sx1(φr)(0,
~k) = δr,s, ∂
s
x1
(ψr)(0, ~k) = 0 for s ∈ 0, r. (4.4.30)
We define ~0 ≺ ~k if its first nonzero coordinate is a positive integer. By superposition
principle and Fourier expansions, we get:
Theorem 4.4.1. The solution of the equation (4.4.24) subject to the condition (4.4.25)
is:
u =
m−1∑
r=0
∑
~0~k∈Z n−1
[br(~k)(φr(x1, ~k
†) cosπ(~k† · ~x)− ψr(x1, ~k†) sin π(~k† · ~x))
+cr(~k)(φr(x1, ~k
†) sin π(~k† · ~x) + ψr(x1, ~k†) cosπ(~k† · ~x))], (4.4.31)
with
br(~k) =
1
2n−2+δ~k,~0a2 · · · an
∫ a2
−a2
· · ·
∫ an
−an
gr(x2, ..., xn) cosπ(~k
† · ~x) dxn · · · dx2
−
r−1∑
s=0
(bs(~k)∂
r
x1
(φs)(0, ~k) + cs(~k)∂
r
x1
(ψs)(0, ~k)) (4.4.32)
cr(~k) =
1
2n−2a2 · · · an
∫ a2
−a2
· · ·
∫ an
−an
gr(x2, ..., xn) sin π(~k
† · ~x) dxn · · · dx2
−
r−1∑
s=0
(cs(~k)∂
r
x1
(φs)(0, ~k)− bs(~k)∂rx1(ψs)(0, ~k)). (4.4.33)
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The convergence of the series (4.4.31) is guaranteed by the Kovalevskaya Theorem on the
existence and uniqueness of the solution of linear partial differential equations when the
functions in (4.4.25) are analytic.
Remark 4.4.2. (1) If we take fι = bι with ι ∈ 1, m to be constant functions and
~k = ~0 in (4.4.29), we get m fundamental solutions
ϕr(x) =
∞∑
ι1,...,ιm=0
(
ι1 + · · ·+ ιm
ι1, ..., ιm
)
xr
∏m
p=1(bpx
p)ιp
(r +
∑m
s=1 sιs)!
, r ∈ 0, m− 1, (4.4.34)
of the constant-coefficient ordinary differential equation
y(m) − b1y(m−1) − · · · − bm−1y′ − bm = 0. (4.4.35)
Given the initial conditions:
y(r)(0) = cr for r ∈ 0, m− 1, (4.4.36)
we define a0 = c0 and
ar = cr −
r−1∑
s=0
∑
ι1,...,ιr−s∈N;
∑r
p=1 pιp=r−s
(
r − s
ι1, ..., ιr−s
)
asb
ι1
1 · · · bιr−sr−s (4.4.37)
by induction on r ∈ 1, m− 1. Now the solution of (4.4.35) subject to the condition
(4.4.36) is exactly
y =
m−1∑
r=0
arϕr(x). (4.4.38)
From the above results, it seems that the following functions
Yr(y1, ..., ym) =
∞∑
ι1,...,ιm=0
(
ι1 + · · ·+ ιm
ι1, ..., ιm
)
yι11 y
ι2
2 · · · yιmm
(r +
∑m
s=1 sιs)!
for r ∈ N (4.4.39)
are important natural functions. Indeed,
Y0(x) = ex, Y0(0,−x2) = cosx, Y1(0,−x2) = sin x
x
, (4.4.40)
ϕr(x) = x
rYr(b1x, b2x2, ..., bmxm) (4.4.41)
and
φr(x1, ~x) + ψr(x1, ~x)i = x
r
1Yr(x1f1(k†2πi, ..., k†nπi)), ..., xm1 fm(k†2πi, ..., k†nπi)) (4.4.42)
for r ∈ 0, m.
(2) We can solve the initial value problem (4.4.24) and (4.4.25) with the constant-
coefficient differential operators fι(∂2, ..., ∂n) replaced by variable-coefficient differential
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operators φι(∂2, ..., ∂n1)ψι(xn1+1, ..., xn) for some 2 < n1 < n , where φι(∂2, ..., ∂n1) are
polynomials in ∂2, ..., ∂n1 and ψι(xn1+1, ..., xn) are polynomials in xn1+1, ..., xn.
Exercise 4.4
1. Solve the following heat conduction problem: ut = 2uxx subject to ux(t, 0) =
0, ux(t, 3) = 0 and u(0, x) = 2x− 1.
2. Find the solution of the wave equation utt = 3uxx subject to u(t, 0) = u(t, 4) = 0
and u(0, x) = 2− x, ut(0, x) = |x− 2|.
3. Find the solution of the equation
uxxx − uxxy − uxz − uzz = 0
with x ∈ R and y, z ∈ [−2, 2] subject to
u(0, y, z) = y + z, ux(0, y, z) = y − z, uxx(0, y, z) = yz.
4.5 Use of Fourier Expansion II
In this section, we mainly use Fourier expansion to solve the evolution equations and
generalized wave equations of flag type subject to initial conditions. The results in this
section are taken from the author’s work [X7].
Barros-Neto and Gel’fand [BG1,BG2] (1998, 2002) studied solutions of the equation
uxx + xuyy = δ(x− x0, y − y0) (4.5.1)
related to the Tricomi operator ∂2x+x∂
2
y . A natural generalization of the Tricomi operator
is ∂2x1 + x1∂
2
x2
+ · · ·+ xn−1∂2xn . The equation
ut = ux1x1 + ux2x2 + · · ·+ uxnxn (4.5.2)
is a well known classical heat conduction equation related to the Laplacian operator
∂2x1 + ∂
2
x2
+ · · ·+ ∂2xn . As pointed out in [BG1, BG2], the Tricomi operator is an analogue
of the Laplacian operator. An immediate analogue of heat conduction equation is
ut = ux1x1 + x1ux2x2 + x2ux3x3 + · · ·+ xn−1uxnxn. (4.5.3)
Another related well-known equation is the wave equation
utt = ux1x1 + ux2x2 + · · ·+ uxnxn . (4.5.4)
Similarly, we have the following analogue of wave equation:
utt = ux1x1 + x1ux2x2 + x2ux3x3 + · · ·+ xn−1uxnxn. (4.5.5)
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The purpose of this section is to give the methods of solving linear partial differential
equations of the above types subject to initial conditions.
Graphically, the above equation are related to the Dynkin diagram of the special linear
Lie algebra:
TAn : ❡
1
❡
2
❡
3
... ❡
n-1
❡
n
Naturally, we should also consider similar equations related to the graph:
TEn0n1,n2 : ❡
1
❡
2
... ❡
n0 − 1
❡
n0
✏
✏
✏
✏
❡
n0 + 1
. . .
❡
n0 + 2n1 − 3
✏
✏
✏
✏
❡
n0 + 2n1 − 1
P
P
P
P ❡
n0 + 2
. . .
❡
n0 + 2n2 − 2
P
P
P
P ❡
n0 + 2n2
which is the Dynkin diagram of an orthogonal Lie algebra o(2n) when n1 = n2 = 1,
and the Dynkin diagram of the simple Lie algebra of types E6, E7, E8 if (n0, n1, n2) =
(3, 1, 2), (3, 1, 3), (3, 1, 4), respectively. When (n0, n1, n2) = (3, 2, 2), (4, 1, 3), (6, 1, 2), it
is also the Dynkin diagram of the affine Kac-Moody Lie algebra of types E
(1)
6 , E
(1)
7 , E
(1)
8 ,
respectively (cf. [Kv]). These diagrams are special examples of trees in graph theory.
A tree T consists of a finite set of nodes N = {ι1, ι2, ..., ιn} and a set of edges
E ⊂ {(ιp, ιq) | 1 ≤ p < q ≤ n} (4.5.6)
such that for each node ιq ∈ N , there exists a unique sequence {ιq1, ιq2 , ..., ιqr} of nodes
with 1 = q1 < q2 < · · · < qr−1 < qr = q for which
(ιq1, ιq2), (ιq2, ιq3), ..., (ιqr−2, ιqr−1), (ιqr−1, ιqr) ∈ E . (4.5.7)
We also denote the tree T = (N , E). We identify a tree T = (N , E) with a graph by
depicting a small circle for each node in N and a segment connecting rth circle to jth
circle for the edge (ιr, ιj) ∈ E (cf. the above dynkin diagrams of type A and E).
For a tree T = (N , E), we call the differential operator
dT = ∂
2
x1 +
∑
(ιp,ιq)∈E
xp∂
2
xq (4.5.8)
a generalized Tricomi operator of type T . Moreover, we call the partial differential equation
ut = dT (u) (4.5.9)
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a generalized heat conduction equation associated with the tree T , where u is a function
in t, x1, x2, ..., xn. For instance, the generalized heat equation of type TEn0n1,n2 is:
ut = (∂
2
x1 +
n0−1∑
q=1
xq∂
2
xq+1 +
n2−1∑
r=0
xn0+2r∂
2
xn0+2r+2
+xn0∂
2
xn0+1
+
n1−1∑
p=1
xn0+2p−1∂
2
xn0+2p+1
)(u). (4.5.10)
Similarly, we have the generalized wave equation associated with the tree T :
utt = dT (u) (4.5.11)
Let m0, m1, m2, ..., mn be n+1 positive integers. The difficulty of solving the equations
(4.5.9) and (4.5.10) is the same as that of solving the following more general partial
differential equation:
∂m0t (u) = (∂
m1
x1
+
∑
(ιp,ιq)∈E
xp∂
mq
xq )(u). (4.5.12)
Obviously, we want to use the operator
∑∞
ι=0(−T−1 T2)ι in Lemma 4.3.1. Then the main
difficulty turns out to be how to calculate the powers of the operator ∂m1x1 +
∑
(ιp,ιq)∈E xp∂
mj
xq .
This essentially involves the Campbell-Hausdorff formula, whose simplest nontrivial case
et(∂x1+x1∂x2 ) = etx1∂x2et∂x1 et∂x2/2 has been extensively used by physicists.
Lemma 4.5.1. Let f(x) be a smooth function and let b be a constant. Then
eb
d
dx (f(x)) = f(x+ b). (4.5.13)
Proof. Note
eb
d
dx (f(x)) =
∞∑
n=0
f (n)(x)
n!
bn = f(x+ b) (4.5.14)
by Tayler’s expansion. ✷
For n− 1 positive integers m1, m2, ..., mn−1, we denote
D = t(∂x1 + x
m1
1 ∂x2 + x
m2
2 ∂x3 + · · ·+ xmn−1n−1 ∂xn) (4.5.15)
and set η1 = t,
ηι =
∫ t
0
(xι−1 +
∫ yι−1
0
(xι−2 + ...+
∫ y2
0
(x1 + y1)
m1dy1...)
mι−2dyι−2)mι−1dyι−1 (4.5.16)
for ι ∈ 2, n.
Lemma 4.5.2. We have the following Campbell-Hausdorff-type factorizaton:
eD = eηn∂xneηn−1∂xn−1 · · · eη1∂x1 . (4.5.17)
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Proof. Let f(x1, x2, ..., xn) be any given smooth function. We want to solve the
equation
ut − ux1 − xm11 ux2 − xm22 ux3 − · · · − xmn−1n−1 uxn = 0 (4.5.18)
subject to u(0, x1, ..., xn) = f(x1, ..., xn). According to the method of characteristic lines
in Section 4.1, we solve the following problem:
dt
ds
= 1,
dx1
ds
= −1, dxr+1
ds
= −xmrr , r ∈ 1, n− 1,
du
ds
= 0, (4.5.19)
subject to
t|s=0 = 0, xp|s=0 = tp, p ∈ 1, n, u|s=0 = tn+1, tn+1 = f(t1, ..., tn). (4.5.20)
We find
u = tn+1, t = s, x1 = −s+ t1, x2 = t2 −
∫ s
0
(t1 − s1)m1ds1, (4.5.21)
x3 = t3 −
∫ s
0
(t2 −
∫ s2
0
(t1 − s1)m1ds1)m2ds2, ..., (4.5.22)
xr+1 = tr+1 −
∫ s
0
(tr −
∫ sr
0
(tr−1 − · · · −
∫ s2
0
(t1 − s1)m1ds1 · · · )mr−1dsr−1)mrdsr. (4.5.23)
Note that t1 = x1 + t = x1 + η1,
t2 = x2 +
∫ s
0
(t1 − s1)m1ds1 = x2 +
∫ t
0
(x1 + t− s1)m1ds1
y1=t−s1
= x2 −
∫ 0
t
(x1 + y1)
m1dy1 = x2 +
∫ t
0
(x1 + y1)
m1dy1 = x2 + η2, (4.5.24)
t3 = x3 +
∫ t
0
(t2 −
∫ s2
0
(t1 − s1)m1ds1)m2ds2
= x3 +
∫ t
0
(x2 +
∫ t
0
(x1 + y1)
m1dy1 −
∫ s2
0
(x1 + t− s1)m1ds1)m2ds2
= x3 +
∫ t
0
(x2 +
∫ t
0
(x1 + y1)
m1dy1 +
∫ t−s2
t
(x1 + y1)
m1dy1)
m2ds2
= x3 +
∫ t
0
(x2 +
∫ t−s2
0
(x1 + y1)
m1dy1)
m2ds2
y2=t−s2
= x3 −
∫ 0
t
(x2 +
∫ y2
0
(x1 + y1)
m1dy1)
m2dy2
= x3 +
∫ t
0
(x2 +
∫ y2
0
(x1 + y1)
m1dy1)
m2dy2 = x3 + η3. (4.5.25)
This gives us a pattern of find general tp. In the above, we have also proved
t2 −
∫ s2
0
(t1 − s1)m1ds1 = x2 +
∫ t−s2
0
(x1 + y1)
m1dy1. (4.5.26)
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Suppose that tr = xr + ηr and
tr−1 −
∫ sr−1
0
(tr−2 − · · · −
∫ s2
0
(t1 − s1)m1ds1 · · · )mr−2dsr−2
= xr−1 +
∫ t−sr−1
0
(xr−2 + · · ·+
∫ y2
0
(x1 + y1)
m1dy1...)
mr−2dyr−2. (4.5.27)
Then we have
tr −
∫ sr
0
(tr−1 − · · · −
∫ s2
0
(t1 − s1)m1ds1 · · · )mr−1dsr−1
= xr +
∫ t
0
(xr−1 +
∫ yr−1
0
(xr−2 + ... +
∫ y2
0
(x1 + y1)
m1dy1...)
mr−2dyr−2)mr−1dyr−1
−
∫ sr
0
(xr−1 +
∫ t−sr−1
0
(xr−2 + · · ·+
∫ y2
0
(x1 + y1)
m1dy1...)
mr−2dyr−2)dsr−1
= xr +
∫ t
0
(xr−1 +
∫ yr−1
0
(xr−2 + ... +
∫ y2
0
(x1 + y1)
m1dy1...)
mr−2dyr−2)
mr−1dyr−1
+
∫ t−sr
t
(xr−1 +
∫ yr−1
0
(xr−2 + · · ·+
∫ y2
0
(x1 + y1)
m1dy1...)
mr−2dyr−2)dyr−1
= xr +
∫ t−sr
0
(xr−1 + ...+
∫ y2
0
(x1 + y1)
m1dy1...)
mr−1dyr−1 (4.5.28)
tr+1 = xr+1 +
∫ t
0
(tr −
∫ sr
0
(tr−1 − · · · −
∫ s2
0
(t1 − s1)m1ds1 · · · )mr−1dsr−1)mrdsr
= xr+1 +
∫ t
0
(xr +
∫ t−sr
0
(xr−1 + ... +
∫ y2
0
(x1 + y1)
m1dy1...)
mr−1dyr−1)
mrdsr
y=t−sr
= xr+1 −
∫ 0
t
(xr +
∫ yr
0
(xr−1 + ...+
∫ y2
0
(x1 + y1)
m1dy1...)
mr−1dyr−1)mrdyr
= xr+1 +
∫ t
0
(xr +
∫ yr
0
(xr−1 + ... +
∫ y2
0
(x1 + y1)
m1dy1...)
mr−1dyr−1)mrdyr
= xr+1 + ηr+1. (4.5.29)
By induction, we have
tp = xp + ηp for p ∈ 1, n. (4.5.30)
Thus the solution
u = tn+1 = f(t1, t2, ..., tn)
= f(x1 + η1, x2 + η3, ..., xn + ηn)
= eηn∂xneηn−1∂xn−1 · · · eη1∂x1 (f(x1, ..., xn−1, xn)). (4.5.31)
According to (4.5.15),
∂t(e
D(f)) = (∂x1 + x
m1
1 ∂x2 + x
m2
2 ∂x3 + · · ·+ xmn−1n−1 ∂xn)eD(f) (4.5.32)
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and
eD(f)|t=0 = e0(f) = f. (4.5.33)
Hence
eD(f) = u = eηn∂xneηn−1∂xn−1 · · · eη1∂x1 (f). (4.5.34)
Since f is an arbitrary smooth function in x1, x2, ..., xn, (4.5.34) implies (4.5.17). ✷
We remark that the above lemma was proved pure algebraically in [X7] by the Campbell-
Hausdorff formula. The above result can be generalized as follows. Recall the definition
of a tree given in the paragraph of (4.5.6) and (4.5.7). We define a tree diagram T d to be
a tree T = (N , E) with a weight map d : E → N+ 1, denoted as T d = (N , E , d). Set
DT d = t(∂x1 +
∑
(ιp,ιq)∈E
xd[(ιp,ιq)]p ∂xq). (4.5.35)
In order to factorize eDT d , we need a new notion. For a node ιq in a tree T , the unique
sequence
Cq = {ιq1 , ιq2, ..., ιqr} (4.5.36)
of nodes with 1 = q1 < q2 < · · · < qr−1 < qr = q satisfying (ιqk , ιqk+1) ∈ E for k ∈ 1, r − 1
is called the clan of the node ιq.
Again we define ηT
d
1 = t. For any q ∈ 2, n with the clan (4.5.36), we define
ηT
d
q =
∫ t
0
(xqr−1 +
∫ yqr−1
0
(xqr−2 + ... +
∫ yq2
0
(x1 + y1)
d[(ιq1 ,ιq2 )]
dy1...)
d[(ιqr−2 ,ιqr−1)]dyqr−2)
d[(ιqr−1 ,ιqr )]dyqr−1. (4.5.37)
Corollary 4.5.3. For a tree diagram T d with n nodes, we have
eDT d = eη
T d
n ∂xneη
T d
n−1∂xn−1 · · · eηT d1 ∂x1 . (4.5.38)
In particular, u = g(x1+η
T d
1 , x2+η
T d
2 , ..., xn+η
T d
n ) is the solution of the evolution equation
ut = (∂x1 +
∑
(ιp,ιq)∈E
xd[(ιp,ιq)]p ∂xq)(u) (4.5.39)
subject to u(0, x1, ..., xn) = g(x1, ..., xn).
Since d : E → N+1 is an arbitrary map, we can solve more general problem of replacing
monomial functions by any first-order differentiable functions. Let ~h = {hp,q(x) | (ιp, ιq) ∈
E} be a set of first-order differentiable functions. Suppose Cq = {ιq1, ιq2 , ..., ιqr}. We define
η
~h
q =
∫ t
0
hqr−1,qr(xqr−1 +
∫ yqr−1
0
hqr−2,qr−1(xqr−2
+... +
∫ yq2
0
hq1,q2(x1 + y1)dyq1...)dyqr−2)dyqr−1. (4.5.40)
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Set
D~h = t(∂x1 +
∑
(ιp,ιq)∈E
hp,q(xp)∂xq). (4.5.41)
Corollary 4.5.4. We have the factorization:
eD~h = eη
~h
n∂xneη
~h
n−1∂xn−1 · · · eη~h1 ∂x1 . (4.5.42)
In particular, u = g(x1 + η
~h
1 , x2 + η
~h
2 , ..., xn + η
~h
n) is the solution of the evolution equation
ut = (∂x1 +
∑
(ιp,ιq)∈E
hp,q(xp)∂xq)(u) (4.5.43)
subject to the condition u(0, x1, ..., xn) = g(x1, ..., xn).
Next we consider
Dˆ = t(∂m1x1 + x1∂
m2
x2
+ · · ·+ xn−1∂mnxn ). (4.5.44)
To study the factorization of eDˆ, we need the following preparations. Denote Aˆ =
R[x0, x1, ..., xn]. We denote
xα =
n∏
r=0
xαrr , ∂
α =
n∏
r=0
∂αrxr for α = (α0, α1, ..., αn) ∈ Nn+1. (4.5.45)
For α, β ∈ Nn+1, we define
β  α if βr ≤ αr for r ∈ 0, n (4.5.46)
and in this case, (
α
β
)
=
n∏
r=0
(
αr
βr
)
, γ! =
n∏
r=0
γr! for β ∈ Nn+1. (4.5.47)
Set
A = Span {xα∂β | α, β ∈ Nn+1}, (4.5.48)
the space of all algebraic differential operators on Aˆ. For T1, T2 ∈ A, the multiplication
T2 · T2 is defined by
(T1 · T2)(f) = T1(T2(f)) for f ∈ Aˆ. (4.5.49)
Note that for f, g1, g2 ∈ Aˆ and α, β ∈ Nn+1,
(g1∂
α · g2∂β)(f) =
∑
αγ∈Nn+1
(
α
γ
)
g1∂
γ(g2)∂
β+γ(f). (4.5.50)
Thus
g1∂
α · g2∂β =
∑
αγ∈Nn+1
(
α
γ
)
g1∂
γ(g2)∂
α+β−γ . (4.5.51)
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So (A, ·) forms an associative algebra.
Define a linear transformation τ : A→ A by
τ(xα∂β) = xβ∂α for α, β ∈ Nn+1. (4.5.52)
Lemma 4.5.5. We have τ(T1 · T2) = τ(T2) · τ(T1).
Proof. For α, α′, β, β ′ ∈ Nn+1, we have
τ(xα∂α
′ · xβ∂β′) =
∑
α′γ∈Nn+1
γ!
(
α′
γ
)(
β
γ
)
τ(xα+β−γ∂α
′+β′−γ)
=
∑
βγ∈Nn+1
γ!
(
β
γ
)(
α′
γ
)
xα
′+β′−γ∂α+β−γ
= xβ
′
∂β · xα′∂α = τ(xβ∂β′) · τ(xα∂α′). ✷ (4.5.53)
Denote
D˜ = t(xm11 ∂x0 + x
m2
2 ∂x1 + · · ·+ xmn−1n−1 ∂xn−2 + xmnn ∂xn−1). (4.5.54)
Changing variables
zr =
xr
x
∏n
p=r+1mp
n
for r ∈ 0, n− 1. (4.5.55)
Then
∂zr = x
∏n
p=r+1mp
n ∂xr for r ∈ 0, n− 1. (4.5.56)
Moreover,
D˜ = t(∂zn−1 + z
mn−1
n−1 ∂zn−2 + · · ·+ zm22 ∂z1 + zm11 ∂z0). (4.5.57)
According to (4.5.15)-(4.3.17), we define η˜n−1 = t and
η˜r =
∫ t
0
(zr+1 +
∫ yr+1
0
(zr+2 + ...+
∫ yn−2
0
(zn−1 + yn−1)mn−1dyn−1...)mr+2dyr+2)mr+1dyr+1
(4.5.58)
for r ∈ 0, n− 2. By Lemma 4.5.2,
eD˜ = eη˜0∂z0eη˜1∂z1 · · · eη˜n−1∂zn−1 . (4.5.59)
Note
η∗r = x
∏n
p=r+1mp
n η˜r =
∫ t
0
(x
∏n
p=r+2mp
n zr+1 +
∫ yr+1
0
(x
∏n
p=r+2mp
n zr+2 +
...+
∫ yn−2
0
(xmnn zn−1 + x
mn
n yn−1)
mn−1dyn−1...)mr+2dyr+2)mr+1dyr+1
=
∫ t
0
(xr+1 +
∫ yr+1
0
(xr+2 + ...+
∫ yn−2
0
(xn−1
+xmnn yn−1)
mn−1dyn−1...)mr+2dyr+2)mr+1dyr+1 (4.5.60)
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for r ∈ 0, n− 2 and let η∗n−1 = txmnn . By (4.5.56), we find
eD˜ = eη
∗
0∂x0eη
∗
1∂x1 · · · eη∗n−1∂xn−1 . (4.5.61)
According to Lemma 4.5.5,
et(x0∂
m1
x1
+x1∂
m2
x2
+···+xn−1∂mnxn )
= eτ(D˜) = τ(eD˜) = τ [eη
∗
0∂x0eη
∗
1∂x1 · · · eη∗n−1∂xn−1 ]
= eτ(η
∗
n−1∂xn−1 ) · · · eτ(η∗1∂x1)eτ(η∗0∂x0 )
= exn−1τ(η
∗
n−1) · · · ex1τ(η∗1 ))ex0τ(η∗0 ). (4.5.62)
Denote ηˆn−1 = τ(η∗n−1) = t∂
mn
xn and
ηˆr = τ(η
∗
r ) =
∫ t
0
(∂xr+1 +
∫ yr+1
0
(∂xr+2 + ...+
∫ yn−2
0
(∂xn−1
+∂mnxn yn−1)
mn−1dyn−1...)mr+2dyr+2)mr+1dyr+1 (4.5.63)
for r ∈ 0, n− 2.
Theorem 4.5.6. We have the following factorization:
eDˆ = et(∂
m1
x1
+x1∂
m2
x2
+···+xn−1∂mnxn ) = exn−1ηˆn−1 · · · ex1ηˆ1eηˆ0 . (4.5.64)
Next we want to solve the evolution equation
ut = (∂
m1
x1
+ x1∂
m2
x2
+ · · ·+ xn−1∂mnxn )(u) (4.5.65)
subject to the initial condition:
u(0, x1, ..., xn) = f(x1, x2, ..., xn) for xr ∈ [−ar, ar], (4.5.66)
where f is a continuous function in x1, ..., xn. For convenience, we denote
k†r =
kr
ar
, ~k† = (k†1, ..., k
†
n) for
~k = (k1, ..., kn) ∈ Z n. (4.5.67)
Set
eπ(
~k†·~x)i = e
∑n
r=1 πk
†
rxri. (4.5.68)
Note that ηˆr is a polynomial in t, ∂xr+1, ..., ∂xn. So we denote
ηˆr = ηˆr(t, ∂xr+1, ..., ∂xn). (4.5.69)
Observe that
eDˆ(eπ(
~k†·~x)i) = exn−1ηn−1(t,πk
†
ni) · · · ex1ηˆ(t,πk†2i,...,πk†ni)eηˆ(t,πk†1i,...,πk†ni)eπ(~k†·~x)i (4.5.70)
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is a solution of (4.5.65) for any ~k = (k1, ..., kn) ∈ Z n. Denote the right hand of (4.5.70)
as φ~k(t, x1, ..., xn) + ψ~k(t, x1, ..., xn)i, where φ~k and ψ~k are real-valued functions. Then
φ~k(0, x1, ..., xn) = cosπ(
~k† · ~x), ψ~k(0, x1, ..., xn) = sin π(~k† · ~x). (4.5.71)
We define 0 ≺ ~k if its first nonzero coordinate is a positive integer.
By Fourier expansion theory, we get:
Theorem 4.5.7. The solution of the equation (4.5.65) subject to (4.5.66) is
u =
∑
0~k∈Z n
(b~kφ~k(t, x1, ..., xn) + c~kψ~k(t, x1, ..., xn)) (4.5.72)
with
b~k =
1
2n−1+δ~k,~0a1a2 · · · an
∫ a1
−a1
· · ·
∫ an
−an
f(x1, ..., xn) cosπ(~k
† · ~x) dxn · · ·dx1 (4.5.73)
and
c~k =
1
2n−1a1a2 · · · an
∫ a1
−a1
· · ·
∫ an
−an
f(x1, ..., xn) sinπ(~k
† · ~x) dxn · · · dx1. (4.5.74)
Example 4.5.1. Consider the case n = 2, m1 = m2 = 2 and a1 = a2 = π. So the
problem becomes
ut = ux1x1 + x1ux2x2 (4.5.75)
subject to
u(0, x1, x2) = f(x1, x2) for x1, x2 ∈ [−π, π]. (4.5.76)
In this case,
ηˆ0(t, ∂x1 , ∂x2) =
∫ t
0
(∂x1 + y1∂
2
x2)
2dy1
=
∫ t
0
(∂2x1 + 2y1∂x1∂
2
x2
+ y21∂
4
x2
)dy1
= t∂2x1 + t
2∂x1∂
2
x2 +
t3∂4x2
3
(4.5.77)
and ηˆ1(t, ∂x2) = t∂
2
x2 . Thus
etx1∂
2
x2et∂
2
x1
+t2∂x1∂
2
x2
+t3∂4x2/3(e(k1x1+k2x2)i)
= ek
4
2t
3/3−k22tx1−k21te(k1x1+k2x2−k1k
2
2t
2)i. (4.5.78)
Hence
φ~k(t, x1, x2) = e
k42t
3/3−k22tx1−k21t cos(k1x1 + k2x2 − k1k22t2), (4.5.79)
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ψ~k(t, x1, x2) = e
k42t
3/3−k22tx1−k21t sin(k1x1 + k2x2 − k1k22t2). (4.5.80)
The final solution of (4.5.75) and (4.5.76) is
u =
1
4π2
∫ π
−π
∫ π
−π
f(s1, s2)ds1ds2 +
1
2π2
∑
0≺(k1,k2)∈Z2
ek
4
2t
3/3−k22tx1−k21t
∫ π
−π
∫ π
−π
f(s1, s2)
× cos[k1(x1 − s1) + k2(x2 − s2)− k1k22t2] ds1ds2. (4.5.81)
Theorem 4.5.6 gives a way of how to calculate the powers of ∂m1x1 +x1∂
m2
x2
+· · ·+xn−1∂mnxn .
Then we can use the powers to solve the equation
∂m0t (u) = (∂
m1
x1
+ x1∂
m2
x2
+ · · ·+ xn−1∂mnxn )(u). (4.5.82)
Example 4.5.2. Find the solution of the problem
utt = ux1x1 + x1ux2x2 (4.5.83)
subject to
u(0, x1, x2) = f1(x1, x2), ut(0, x1, x2) = f2(x1, x2) for x1, x2 ∈ [−π, π]. (4.5.84)
Solution. According to the above example,
(∂2x1 + x1∂
2
x2
)m =
∑
nr∈N;n0+n1+2n2+3n3=m
m!
n0!n1!n2!n3!3n3
xn01 ∂
2(n0+n2+2n3)
x2
∂2n1+n2x1 . (4.5.85)
By Lemma 4.3.1 with T1 = ∂
2
t , T
−
1 =
∫ 2
(t)
(cf. (4.3.31)) and T2 = −(∂2x1 + x1∂2x2), we have
the complex solutions
∞∑
m=0
(−T−1 T2)m(e(k1x1+k2x2)i) =
∞∑
m=0
t2m(∂2x1 + x1∂
2
x2)
m
(2m)!
(e(k1x1+k2x2)i)
=
∞∑
m=0
∑
nr∈N;n0+n1+2n2+3n3=m
t2mxn01 ∂
2(n0+n2+2n3)
x2 ∂
2n1+n2
x1
(2m− 1)!!n0!n1!n2!n3!2m3n3 (e
(k1x1+k2x2)i)
=
∞∑
m=0
∑
nr∈N;n0+n1+2n2+3n3=m
(−1)n0+n1+n2in2t2m
(2m− 1)!!n0!n1!n2!n3!2m3n3
×xn01 k2(n0+n2+2n3)2 k2n1+n21 (e(k1x1+k2x2)i) (4.5.86)
and
∞∑
m=0
(−T−1 T2)m(te(k1x1+k2x2)i) =
∞∑
m=0
t2m+1(∂2x1 + x1∂
2
x2
)m
(2m+ 1)!
(e(k1x1+k2x2)i)
=
∞∑
m=0
∑
nr∈N;n0+n1+2n2+3n3=m
(−1)n0+n1+n2in2t2m+1
(2m+ 1)!!n0!n1!n2!n3!2m3n3
×xn01 k2(n0+n2+2n3)2 k2n1+n21 (e(k1x1+k2x2)i) (4.5.87)
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of (4.5.83). Thus we have the following real solutions
φk1,k2(t, x1, x2) =
∞∑
m=0
∑
nr∈N;n0+n1+4n2+3n3=m
(−1)n0+n1+n2k2(n1+n2)1 k2(n0+2n2+2n3)2
t2mxn01
n0!n1!n3!2m3n3
[
cos(k1x+ k2x)
(2m− 1)!!(2n2)! +
k1k
2
2t
2 sin(k1x+ k2x)
4(2m+ 3)!!(2n2 + 1)!
]
, (4.5.88)
ψk1,k2(t, x1, x2) =
∞∑
m=0
∑
nr∈N;n0+n1+4n2+3n3=m
(−1)n0+n1+n2k2(n1+n2)1 k2(n0+2n2+2n3)2
t2mxn01
n0!n1!n3!2m3n3
[
sin(k1x+ k2x)
(2m− 1)!!(2n2)! −
k1k
2
2t
2 cos(k1x+ k2x)
4(2m+ 3)!!(2n2 + 1)!
]
, (4.5.89)
φˆk1,k2(t, x1, x2) =
∞∑
m=0
∑
nr∈N;n0+n1+4n2+3n3=m
(−1)n0+n1+n2k2(n1+n2)1 k2(n0+2n2+2n3)2
t2m+1xn01
n0!n1!n3!2m3n3
[
cos(k1x+ k2x)
(2m+ 1)!!(2n2)!
+
k1k
2
2t
2 sin(k1x+ k2x)
4(2m+ 5)!!(2n2 + 1)!
]
, (4.5.90)
ψˆk1,k2(t, x1, x2) =
∞∑
m=0
∑
nr∈N;n0+n1+4n2+3n3=m
(−1)n0+n1+n2k2(n1+n2)1 k2(n0+2n2+2n3)2
t2m+1xn01
n0!n1!n3!2m3n3
[
sin(k1x+ k2x)
(2m+ 1)!!(2n2)!
− k1k
2
2t
2 cos(k1x+ k2x)
4(2m+ 5)!!(2n2 + 1)!
]
. (4.5.91)
Moreover,
φk1,k2(0, x1, x2) =
∂φˆk1,k2
∂t
(0, x1, x2) = cos(k1x+ k2x), (4.5.92)
ψk1,k2(0, x1, x2) =
∂ψˆk1,k2
∂t
(0, x1, x2) = sin(k1x+ k2x), (4.5.93)
∂φk1,k2
∂t
(0, x1, x2) =
∂ψk1,k2
∂t
(0, x1, x2) = φˆk1,k2(0, x1, x2) = ψˆk1,k2(0, x1, x2) = 0. (4.5.94)
Thus the solution of the problem (4.5.83) and (4.5.84) is
u =
∑
0(k1,k2)∈Z2
[a
k1,k2
φk1,k2(t, x1, x2) + ck1,k2ψk1,k2(t, x1, x2)
+aˆ
k1,k2
φˆk1,k2(t, x1, x2) + cˆk1,k2 ψˆk1,k2(t, x1, x2)], (4.5.95)
where
a
k1,k2
=
1
21+δk1,0δk2,0π2
∫ π
−π
∫ π
−π
f1(s1, s2) cos(k1s+ k2s) ds, (4.5.96)
c
k1,k2
=
1
2π2
∫ π
−π
∫ π
−π
f1(s1, s2) sin(k1s+ k2s) ds, (4.5.97)
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aˆ
k1,k2
=
1
21+δk1,0δk2,0π2
∫ π
−π
∫ π
−π
f2(s1, s2) cos(k1s+ k2s) ds, (4.5.98)
cˆ
k1,k2
=
1
2π2
∫ π
−π
∫ π
−π
f2(s1, s2) sin(k1s+ k2s) ds. ✷ (4.5.99)
The above results can be generalized as follows. Recall the definition of a tree given
in the paragraph of (4.5.6) and (4.5.7). A tree diagram T d is a tree T = (N , E) with a
weight map d : E → N + 1. A node ιq of a tree T is called a tip if there does not exist
q ≤ p ≤ n such that (ιq, ιp) ∈ E . Set
Ψ = {q | ιq is a tip of T }. (4.5.100)
Take a tree diagram T d with n nodes and a set Ψ† = {mq | q ∈ Ψ} of a positive integers.
From (4.5.63) and (4.5.64), we have to generalize the operator Dˆ in (4.5.44) in reverse
order and set
D† = t(
∑
(ιp,ιq)∈E
xq∂
d[(ιp ,ιq)]
xp +
∑
r∈Ψ
∂mrxr ). (4.5.101)
Recall the definition of clan around (4.5.36). Given q ∈ 2, n, we have the clan Cq =
{ιq1 , ιq2, ..., ιqr} of the node ιq with 1 = q1 < q2 < · · · < qr−1 < qr = q. If r = 2, we define
η†q = t∂
d[(q1,q2)]
x1 . When r > 2, we define
η†q =
∫ t
0
(∂xqr−1 +
∫ yqr−1
0
(∂xqr−2 + ...+
∫ y3
0
(∂xq2
+∂d[(q1,q2)]x1 y2)
d[(q2,q3)]dy2)...)
d[(qr−2,qr−1)]dyr−2)d[(qr−1,qr)]dyr−1 (4.5.102)
For q ∈ Ψ, we also define
η♣q =
∫ t
0
(∂xq +
∫ yqr
0
(∂xqr−1 +
∫ yqr−1
0
(∂xqr−2 + ... +
∫ y3
0
(∂xq2
+∂d[(q1,q2)]x1 y2)
d[(q2,q3)]dy2)...)
d[(qr−2,qr−1)]dyr−2)d[(qr−1,qr)]dyr−1)mqdyqr (4.5.103)
By Theorem 4.5.6, we have the following conclusion.
Proposition 4.5.8. The following factorization holds:
eD
†
= ex2η
†
2ex3η
†
3 · · · exnη†n
∏
q∈Ψ
eη
♣
q . (4.5.104)
As Theorem 4.5.7, the above factorization can be used to solve the evolution equation
ut = (
∑
(ιp,ιq)∈E
xq∂
d[(ιp,ιq)]
xp +
∑
r∈Ψ
∂mrxr )(u) (4.5.105)
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subject to u(0, x1, ..., xn) = f(x1, ..., xn).
Since the weight map d is arbitrary and Ψ† can vary, we can do further generalization
as follows. Take two sets {hp,q(x) | (ιp, ιq) ∈ E} and {hq(x) | q ∈ Ψ} of polynomials in x.
We generalize (4.5.101) to
D† = t(
∑
(ιp,ιq)∈E
xqhp,q(∂xp) +
∑
r∈Ψ
hr(∂xr)). (4.5.106)
Given q ∈ 2, n, we have the clan Cq = {ιq1 , ιq2, ..., ιqr} of the node ιq with 1 = q1 < q2 <
· · · < qr−1 < qr = q. If r = 2, we define η†q = thq1,q2(∂x1). When r > 2, we define
η†q =
∫ t
0
hqr−1,qr(∂xqr−1 +
∫ yqr−1
0
hqr−2,qr−1(∂xqr−2 + ...
+
∫ y3
0
hq2,q3(∂xq2 + hq1,q2(∂x1)y2)dy2)...)dyr−2)dyr−1 (4.5.107)
For q ∈ Ψ, we also define
η♣q =
∫ t
0
hq(∂xq +
∫ yqr
0
hqr−1,qr(∂xqr−1 +
∫ yqr−1
0
hqr−2,qr−1(∂xqr−2 + ...
+
∫ y3
0
hq2,q3(∂xq2 + hq1,q2(∂x1)y2)dy2)...)dyr−2)dyr−1)dyqr . (4.5.108)
Then (4.5.104) still holds.
Exercise 4.5
1. Find the solution of the equation uxx+ xuyy = 0 for x ∈ R and y ∈ [−π, π] subject
to u(0, y) = f1(y) and ux(0, y) = f2(y), where f1(y) and f2(y) are continuous functions
on [−π, π] (cf. Example 4.5.2).
2. Solve the problem ut = uxx + xuyy + yuzz for t ∈ R and x, y, z ∈ [−π, π] subject to
u(0, x, y, z) = g(x, y, z), where g(x, y, z) is a continuous function for x, y, z ∈ [−π, π].
3. Use (4.5.104) to solve the problem
ut = (y∂
3
x + z∂
2
x + ∂
2
y + ∂
2
z )(u)
for t ∈ R and x, y, z ∈ [−π, π] subject to u(0, x, y, z) = g(x, y, z), where g(x, y, z) is a
continuous function for x, y, z ∈ [−π, π].
4.6 Calogero-Sutherland Model
The Calogero-Sutherland model is an exactly solvable quantum many-body system in
one-dimension (cf. [Cf], [Sg]), whose Hamiltonian is given by
HCS =
n∑
ι=1
∂2xι +K
∑
1≤p<q≤n
1
sinh2(xp − xq)
, (4.6.1)
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where K is a constant. The model was used to study long-range interactions of n particles.
Solving the model is equivalent to find eigenfunctions and their corresponding eigenvalues
of the Hamiltonian HCS as a differential operator:
HCS(f(x1, ..., xn)) = νf(x1, ..., xn) (4.6.2)
with ν ∈ R. In other words, the above is the equation of motion for the Calogero-
Sutherland model.
In this section, we prove that a two-parameter generalization of the Weyl function
of type A in representation theory is a solution of the Calogero-Sutherland model. If
n = 2, we find a connection between the Calogero-Sutherland model and the Gauss
hypergeometric function. When n > 2, a new class of multi-variable hypergeometric
functions are found based on Etingof’s work [Ep]. The results in this section are taken
from the author’s work [X9]
Change variables
zι = e
2xι for ι ∈ 1, n. (4.6.3)
Then
∂xι = 2e
xι∂zι = 2zι∂zι for ι ∈ 1, n (4.6.4)
by the chain rule of taking partial derivatives. Moreover,
1
sinh2(xp − xq)
=
4
(exp−xq − exq−xp)2 =
4
[e−xp−xq(e2xp − e2xq)]2 =
4zpzq
(zp − zq)2 . (4.6.5)
So the Hamiltonian
HCS = 4
[
n∑
ι=1
(zι∂zι)
2 +K
∑
1≤p<q≤n
zpzq
(zp − zq)2
]
. (4.6.6)
Replacing ν by 4ν and f by Ψ(z1, ..., zn), we get the new equation of motion for the
Calogero-Sutherland model:
n∑
ι=1
(zι∂zι)
2(Ψ) +K
( ∑
1≤p<q≤n
zpzq
(zp − zq)2
)
Ψ = νΨ. (4.6.7)
First we will introduce some simple but nontrivial solutions.
Let {fp,q(z) | p, q ∈ 1, n} be a set of one-variable differentiable functions and let dι be
a one-variable differential operator in zι for ι ∈ 1, n. It is easy to verified the following
lemma:
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Lemma 4.6.1. We have the following equation on differentiation of determinants:
(
n∑
ι=1
dι)

∣∣∣∣∣∣∣∣∣
f1,1(z1) f1,2(z2) · · · f1,n(zn)
f2,1(z1) f2,2(z2) · · · f2,n(zn)
...
...
...
...
fn,1(z1) fn,2(z2) · · · fn,n(zn)
∣∣∣∣∣∣∣∣∣

=
n∑
ι=1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
f1,1(z1) f1,2(z2) · · · f1,n(zn)
...
...
...
...
fι−1,1(z1) fι−1,2(z2) · · · fι−1,n(zn)
d1(fι,1(z1)) d2(fι,2(z2)) · · · dn(fι,n(zn))
fι+1,1(z1) fι+1,2(z2) · · · fι+1,n(zn)
...
...
...
...
fn,1(z1) fn,2(z2) · · · fn,n(zn)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (4.6.8)
Denote the Vandermonde determinant
W(z1, z2, ..., zn) =
∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
zn zn−1 · · · z1
z2n z
2
n−1 · · · z21
...
...
...
...
zn−1n z
n−1
n−1 · · · zn−11
∣∣∣∣∣∣∣∣∣∣∣
=
∏
1≤p<q≤n
(zp − zq). (4.6.9)
According to the last expression,
(
n∑
ι=1
(zι∂zι)
2)(W) = (
n∑
r=1
(zr∂zr)
2)(
∏
1≤p<q≤n
(zp − zq))
=
n∑
r=1
zr[
∑
r 6=s∈1,n
(zr∂zr)
2(zr − zs) · W
zr − zs
+2
∑
1≤s1<s2≤n;s1,s2 6=r
zr∂zr(zs1 − zr) · zr∂zr(zs2 − zr) ·
W
(zs1 − zr)(zs2 − zr)
]
=
n∑
r=1
zr
 ∑
r 6=s∈1,n
zrW
zr − zs + 2
∑
1≤s1<s2≤n;s1,s2 6=r
z2rW
(zs1 − zr)(zs2 − zr)

=
∑
1≤r<s≤n
(zr − zs)W
zr − zs + 2
n∑
r=1
∑
1≤s1<s2≤n;s1,s2 6=r
z2rW(z1, z2, ..., zn)
(zs1 − zr)(zs2 − zr)
=
(
n(n− 1)
2
+ 2
n∑
r=1
∑
1≤s1<s2≤n; s1,s2 6=r
z2r
(zs1 − zr)(zs2 − zr)
)
W. (4.6.10)
On the other hand, Lemma 4.6.1 implies
(
n∑
ι=1
(zι∂zι)
2)(W) = (
n−1∑
ι=1
ι2)W = (n− 1)n(2n− 1)
6
W. (4.6.11)
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Thus (4.6.10) and (4.6.11) yield
n∑
r=1
∑
1≤s1<s2≤n; s1,s2 6=r
z2r
(zs1 − zr)(zs2 − zr)
=
1
2
[
(n− 1)n(2n− 1)
6
− n(n− 1)
2
]
=
(n− 1)n(n− 2)
6
=
(
n
3
)
. (4.6.12)
Let
φµ1,µ2(z1, ..., zn) = (z1z2 · · · zn)µ1Wµ2(z1, z2, ..., zn) for µ1, µ2 ∈ R, (4.6.13)
where the special case φ(1−n)/2,1 is the Weyl function of type-An−1 simple Lie algebra.
Then
zr∂zr(φµ1,µ2) =
µ1 + µ2 ∑
r 6=s∈1,n
zr
zr − zs
φµ1,µ2 (4.6.14)
for r ∈ 1, n. Hence
n∑
r=1
(zr∂zr)
2(φµ1,µ2)
=
n∑
r=1
[µ21 +
∑
r 6=s∈1,n
(
2µ1µ2
zr
zr − zs − µ2
zszr
(zs − zr)2 + µ
2
2
z2r
(zs − zr)2
)
+2µ22
∑
1≤s1<s2≤n; s1,s2 6=r
z2r
(zs1 − zr)(zs2 − zr)
]φµ1,µ2
= [nµ21 + 2µ1µ2
∑
1≤r<s≤n
zr − zs
zr − zs + 2µ
2
2
(
n
3
)
− 2µ2
∑
1≤r<s≤n
zszr
(zs − zr)2
+µ22
∑
1≤r<s≤n
z2r + z
2
s
(zs − zr)2 ]φµ1,µ2
= [nµ21 + n(n− 1)µ1µ2 + 2µ22
(
n
3
)
− 2µ2
∑
1≤r<s≤n
zszr
(zs − zr)2
+µ22
∑
1≤r<s≤n
z2r + z
2
s − 2zrzs + 2zrzs
(zs − zr)2 ]φµ1,µ2
= [nµ21 + n(n− 1)(µ1 + µ2/2)µ2 + 2
(
n
3
)
µ22
+2µ2(µ2 − 1)
∑
1≤r<s≤n
zszr
(zs − zr)2 ]φµ1,µ2 (4.6.15)
by (4.6.12) and (4.6.14). Therefore, we have:
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Theorem 6.2. The function φµ1,µ2 satisfies:
n∑
r=1
(zr∂zr)
2(φµ1,µ2) + 2µ2(1− µ2)
( ∑
1≤l<j≤n
zlzj
(zl − zj)2
)
φµ1,µ2
=
[
nµ21 + n(n− 1)(µ1 + µ2/2)µ2 + 2
(
n
3
)
µ22
]
φµ1,µ2, (4.6.16)
equivalently, φµ1,µ2(e
2x1 , ..., e2xn) is a solution of the Calogero-Sutherland model with K =
2µ2(1−µ2) and the corresponding eigenvalue is 2n[2µ1(µ1+(n−1)µ2)+(n−1)(2n−1)µ22/3].
The above theorem for generic µ1 and µ2 was proved by us in [X9], and it was known
when µ1 = µ2 or µ1 = 0 before our work [X9]. Next we will explore the connection
between the Calogero-Sutherland model and hypergeometric functions.
We first consider the case n = 2. Now (4.6.16) becomes
[(z1∂z1)
2 + (z2∂z2)
2](φµ1,µ2) + 2µ2(1− µ2)
z1z2
(z1 − z2)2φµ1,µ2
= (2µ21 + 2µ1µ2 + µ
2
2)φµ1,µ2 . (4.6.17)
Let g(z) be a differentiable function. Denote
ξ =
z2
z2 − z1 . (4.6.18)
Then
z1∂z1(g(ξ)) = −z2∂z2(g(ξ)) =
z1z2
(z2 − z1)2g
′(ξ). (4.6.19)
Moreover,
(z1∂z1)
2(g(ξ)) = (z2∂z2)
2(g(ξ)) =
z21z
2
2
(z1 − z2)4 g
′′(ξ) +
z1z2(z1 + z2)
(z2 − z1)3 g
′(ξ). (4.6.20)
According to (4.6.14),
z1∂z1(φµ1,µ2) =
(
µ1 + µ2
z1
z1 − z2
)
φµ1,µ2 , (4.6.21)
z2∂z2(φµ1,µ2) =
(
µ1 − µ2 z2
z1 − z2
)
φµ1,µ2. (4.6.22)
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By (4.6.19)-(4.6.22), we have
[(z1∂z1)
2 + (z2∂z2)
2](φµ1,µ2g(ξ))
= φµ1,µ2 [
(
2µ2(µ2 − 1) z1z2
(z1 − z2)2 + (2µ
2
1 + 2µ1µ2 + µ
2
2)
)
g(ξ)
+2
(
µ1 + µ2
z1
z1 − z2
)
z1z2
(z1 − z2)2g
′(ξ)− 2
(
µ1 − µ2 z2
z1 − z2
)
z1z2
(z1 − z2)2g
′(ξ)
+2
z21z
2
2
(z1 − z2)4 g
′′(ξ) + 2
z1z2(z1 + z2)
(z2 − z1)3 g
′(ξ)]
= φµ1,µ2 [
(
2µ2(µ2 − 1) z1z2
(z1 − z2)2 + (2µ
2
1 + 2µ1µ2 + µ
2
2)
)
g(ξ)
+2(1− µ2)z1z2(z1 + z2)
(z2 − z1)3 g
′(ξ) +
2z21z
2
2
(z1 − z2)4g
′′(ξ)]. (4.6.23)
Observe that
z1 + z2
z2 − z1 = 2
z2
z2 − z1 − 1 = 2ξ − 1, (4.6.24)
z1z2
(z1 − z2)2 =
z1z2
(z2 − z1)2 =
z22
(z2 − z1)2 −
z2
z2 − z1 = ξ(ξ − 1). (4.6.25)
Thus
2(1− µ2)z1z2(z1 + z2)
(z2 − z1)3 g
′(ξ) +
2z21z
2
2
(z1 − z2)4 g
′′(ξ)
= − 2z1z2
(z1 − z2)2
[
(1− µ2)z1 + z2
z1 − z2 g
′(ξ)− z1z2
(z1 − z2)2g
′′(ξ)
]
= − 2z1z2
(z1 − z2)2 [ξ(1− ξ)g
′′(ξ) + (1− µ2)(1− 2ξ)g′(ξ)]. (4.6.26)
Recall the classical Gauss hypergeometric equation
z(1 − z)y′′ + [γ − (α+ β + 1)z]y′ − αβy = 0. (4.6.27)
We take γ = 1− µ2 and
α + β + 1 = 2(1− µ2) =⇒ β = 1− 2µ2 − α, (4.6.28)
where α is arbitrary.
Theorem 4.6.3. Let α, µ1, µ2 ∈ R. If g(z) is a nonzero function satisfying the
following classical Gauss hypergeometric equation
z(1 − z)g′′ + (1− µ2)(1− 2z)g′ − α(1− α− 2µ2)g = 0, (4.6.29)
then the function
ψ = (z1z2)
µ1(z1 − z2)µ2g
(
z2
z2 − z1
)
(4.6.30)
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satisfies the equation for the Calogero-Sutherland model
[(z1∂z1)
2 + (z2∂z2)
2](ψ) + 2µ2(1− µ2) z1z2
(z1 − z2)2ψ
= [2µ21 + 2µ1µ2 + µ
2
2 + 2α(α + 2µ2 − 1)]ψ (4.6.31)
with K = 2µ2(1− µ2) and the eigenvalue ν = 2µ21 + 2µ1µ2 + µ22 + 2α(α+ 2µ2 − 1).
Suppose that µ2 is not an integer, then the fundamental solutions of the equation
(4.6.29) are 2F1(α, 1 − α − 2µ2; 1 − µ2; z) and 2F1(α + µ2, 1 − µ2 − α; 1 + µ2; z)zµ2 (cf.
(3.2.10)).
Next we consider n > 2. Let
ΓA =
∑
1≤p<q≤n
Nǫq,p (4.6.32)
be the additive semigroup of rank n(n − 1)/2 with ǫq,p as base elements. For α =∑
1≤p<q≤n αq,pǫq,p ∈ ΓA, we denote
α1∗ = α
∗
n = 0, αk∗ =
k−1∑
r=1
αk,r, α
∗
l =
n∑
s=l+1
αs,l (4.6.33)
Given ϑ ∈ C \ {−N} and τr ∈ C with r ∈ 1, n, we define our (n(n − 1)/2)-variable
hypergeometric function of type A by
XA(τ1, .., τn;ϑ){zj,k} =
∑
β∈ΓA
[∏n−1
s=1 (τs − βs∗)β∗s
]
(τn)βn∗
β!(ϑ)
βn∗
zβ, (4.6.34)
where
β! =
∏
1≤k<j≤n
βj,k!, z
β =
∏
1≤k<j≤n
z
βj,k
j,k . (4.6.35)
Set
ξAr2,r1 =
r2−1∏
s=r1
zr2
zr2 − zs
for 1 ≤ r1 < r2 ≤ n. (4.6.36)
Take (λ1, ..., λn) ∈ Cn such that
λ1 − λ2 = · · · = λn−2 − λn−1 = µ and λn−1 − λn = σ 6∈ N, (4.6.37)
for some constants µ and σ. Then we have the following result which was proved by
representation theory:
Theorem 4.6.4. The function
n∏
r=1
zλr+(n+1)/2−rr XA(µ+ 1, .., µ+ 1,−µ;−σ){ξAr2,r1} (4.6.38)
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is a solution of the equation (4.6.7).
Below we want to show that the functions XA(τ1, .., τn;ϑ){zj,k} are indeed natural
generalizations of the Gauss hypergeometric function 2F1(α, β; γ; z). Note
D = z
d
dz
=⇒ D2 = z2 d
2
dz2
+ z
d
dz
. (4.6.39)
Then the classical hypergeometric equation (3.2.1) can be rewritten as
(γ +D)
d
dz
(y) = (α+D)(β +D)(y). (4.6.40)
Denote
Dp∗ =
p−1∑
r=1
zp,r∂zp,r , D∗q =
n∑
s=q+1
zs,q∂zs,q for p ∈ 2, n, q ∈ 1, n− 1. (4.6.41)
The following result was proved by author.
Theorem 4.6.5. We have:
(τr2 − 1−Dr2∗ +D∗r2)∂zr2,r1 (XA) = (τr2 − 1−Dr2∗)(τr1 −Dr1∗ +D∗r1)(XA) (4.6.42)
for 1 ≤ r1 < r2 ≤ n− 1 and
(ϑ+Dn∗)∂zn,r(XA) = (τn +Dn∗)(τr −Dr∗ +D∗r)(XA) (4.6.43)
for r ∈ 1, n− 1.
Recall the differentiation property
d
dz
2F1(α, β; γ; z) =
αβ
γ
2F1(α + 1, β + 1; γ + 1; z) (4.6.44)
(cf. (3.2.19)). For two positive integers k1 and k2 such that k1 < k2, a path from k1 to k2
is a sequence (m0, m1...., mr) of positive integers such that
k1 = m0 < m1 < m2 < · · · < mr−1 < mr = k2. (4.6.45)
One can imagine a path from k1 to k2 is a way of a super man going from k1th floor to
k2th floor through a stairway. Let
Pk2k1 = the set of all paths from k1 to k2. (4.6.46)
The path polynomial from k1 to k2 is defined as
P[k1,k2] =
∑
(m0,m1,...,mr)∈Pk2k1
(−1)rzm1,m0zm2,m1 · · · zmr−1,mr−2zmr ,mr−1. (4.6.47)
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In fact
1 0 0 · · · 0
P[1,2] 1 0 · · · 0
P[1,3] P[2,3] 1
. . .
...
...
...
. . .
. . . 0
P[1,n] P[2,n] · · · P[n−1,n] 1
 =

1 0 0 · · · 0
z2,1 1 0 · · · 0
z3,1 z3,2 1
. . .
...
...
...
. . .
. . . 0
zn,1 zn,2 · · · zn,n−1 1

−1
. (4.6.48)
For convenience, we simply denote
P[k,k] = 1 for 0 < k ∈ N, (4.6.49)
XA = XA(τ1, .., τn;ϑ){zj,k}, (4.6.50)
XA[l, j] = XA(τ1, ..., τl + 1, ..., τj − 1, ...τn;ϑ){zr2,r1} (4.6.51)
obtained from XA by changing τl to τl + 1 and τj to τj − 1 for 1 ≤ i < j ≤ n− 1 and
XA[k, n] = XA(τ1, .., τk + 1, ..., τn + 1;ϑ+ 1){zr2,r1} (4.6.52)
obtained from XA by changing τk to τk + 1, τn to τn + 1 and ϑ to ϑ+ 1 for k ∈ 1, n− 1.
The following result was proved by the author.
Theorem 4.6.6. For 1 ≤ r1 < r2 ≤ n− 1 and r ∈ 1, n− 1, we have
∂zr2,r1 (XA) =
r1∑
s=1
τsP[s,r1]XA[s, r2], (4.6.53)
∂zn,r(XA) =
τn
ϑ
r∑
s=1
τsP[s,r]XA[s, n]. (4.6.54)
Recall the integral representation
2F1(α, β; γ; z) =
Γ(γ)
Γ(β)Γ(γ − β)
∫ 1
0
tβ−1(1− t)γ−β−1(1− zt)−αdt (4.6.55)
(cf. Theorem 3.2.1). We have the following integral representation:
Theorem 4.6.7. Suppose Re τn > 0 and Re (ϑ− τn) > 0. We have
XA = Γ(ϑ)
Γ(ϑ− τn)Γ(τn)
∫ 1
0
[
n−1∏
r=1
(
n−1∑
s=r
P[r,s] + tP[r,n])
−τr
]
tτn−1(1− t)ϑ−τn−1dt (4.6.56)
on the region P[r,n]/(
∑n−1
s=r P[r,s]) 6∈ (−∞,−1) for r ∈ 1, n− 1.
Heckman and Opdam [HO, Hg1-Hg3, Oe1-Oe5, BO] introduced hypergeometric equa-
tions related to root systems and analogous to (4.6.7). They proved the existence of
solutions (hypergeometric functions) of their equations. Gel’fand and Graev studied ana-
logues of classical hypergeometric functions (so called GG-functions) by generalizing the
differential property of the classical hypergeometric functions (e.g. cf. [GG]).
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4.7 Maxwell Equations
The electromagnetic fields in physics are governed by the well-known Maxwell equations
(e.g., cf. [In3]):
∂t(E) = curlB, ∂t(B) = −curl E (4.7.1)
with
div E = f(x, y, z), divB = g(x, y, z), (4.7.2)
where the vector function E stands for the electric field, the vector function B stands
for the magnetic field, the scalar function f is related to the charge density and the
scalar function g is related to the magnetic potential. We want to use matrix-differential-
operators and Fourier expansion to solve the Maxwell equations (4.7.1) subject to the
following initial condition:
E(0, x, y, z) = E0(x, y, z), B(0, x, y, z) = B0(x, y, z) (4.7.3)
for x ∈ [−a1, a1], y ∈ [−a2, a2], z ∈ [−a3, a3], where E0(x, y, z) and B0(x, y, z) are given
real vector-valued functions satisfying (4.7.2), and ar are positive real constants. We
denote
B =
 B1B2
B3
 , E =
 E1E2
E3
 . (4.7.4)
Then the Maxwell equations becomes
∂t(E) =
 ∂y(B3)− ∂z(B2)∂z(B1)− ∂x(B3)
∂x(B2)− ∂y(B1)
 =
 0 −∂z ∂y∂z 0 −∂x
−∂y ∂x 0
B, (4.7.5)
∂t(B) = −
 ∂y(E3)− ∂z(E2)∂z(E1)− ∂x(E3)
∂x(E2)− ∂y(E1)
 = −
 0 −∂z ∂y∂z 0 −∂x
−∂y ∂x 0
E. (4.7.6)
Set
D =
 0 −∂z ∂y∂z 0 −∂x
−∂y ∂x 0
 . (4.7.7)
Then we can combine the two equations in (4.7.1) into one equation:
∂t
(
E
B
)
=
(
0 D
−D 0
)(
E
B
)
. (4.7.8)
Thus the solution is given by(
E
B
)
=
[
exp t
(
0 D
−D 0
)](
E0
B0
)
=
(
cos tD sin tD
− sin tD cos tD
)(
E0
B0
)
, (4.7.9)
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where (
E0
B0
)
=
(
E
B
)
|t=0 (4.7.10)
is a given first-order differentiable field in x, y, z satisfying the constraint (4.7.2).
Now the key point is how to calculate cos tD and sin tD. In order to do this, we
consider the 3× 3 skew-symmetric matrix:
A =
 0 −a −ba 0 −c
b c 0
 , 0 6= a, b, c ∈ R, (4.7.11)
where R is the field of real numbers. Note that
A2 =
 0 −a −ba 0 −c
b c 0
 0 −a −ba 0 −c
b c 0
 = −
 a2 + b2 bc −acbc a2 + c2 ab
−ac ab b2 + c2
 . (4.7.12)
Moreover,
A3 = −
 a2 + b2 bc −acbc a2 + c2 ab
−ac ab b2 + c2
 0 −a −ba 0 −c
b c 0

= −(a2 + b2 + c2)
 0 −a −ba 0 −c
b c 0
 = −(a2 + b2 + c2)A, (4.7.13)
which implies
A2k+1 = [−(a2 + b2 + c2)]kA, A2k+2 = [−(a2 + b2 + c2)]kA2 for k ∈ N, (4.7.14)
where N stands for the set of nonnegative integers. Thus
sin tA =
( ∞∑
k=0
(a2 + b2 + c2)kt2k+1
(2k + 1)!
)
A, (4.7.15)
cos tA = I3 −
( ∞∑
k=0
(a2 + b2 + c2)kt2k+2
(2k + 2)!
)
A2, (4.7.16)
where I3 is the 3× 3 identity matrix.
Denote
∆ = ∂2x + ∂
2
y + ∂
2
z . (4.7.17)
By (4.7.7), (4.7.15) and (4.7.16), we have:
sin tD =
( ∞∑
k=0
∆kt2k+1
(2k + 1)!
) 0 −∂z ∂y∂z 0 −∂x
−∂y ∂x 0
 (4.7.18)
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and
cos tD = I3 +
( ∞∑
k=0
∆kt2k+2
(2k + 2)!
) ∂2y + ∂2z −∂x∂y −∂x∂z−∂x∂y ∂2x + ∂2z −∂y∂z
−∂x∂z −∂y∂z ∂2x + ∂2y
 . (4.7.19)
As operators,
div ◦ curl = 0. (4.7.20)
This shows
∂t(div E) = div(∂tE) = div(curlB) = 0, (4.7.21)
∂t(divB) = div(∂tB) = −div(curl E) = 0. (4.7.22)
Thus the constraint (4.7.2) is satisfied if the initial field E0 and B0 satisfy it. Solving
(4.7.2), we get
E0 =
 ∫ x0 f(s, y, z)ds− ∂y(f1(x, y, z))∂x(f1(x, y, z))− ∂z(f2(x, y, z))
∂y(f2(x, y, z))
 , (4.7.23)
B0 =
 ∫ x0 g(s, y, z)ds− ∂y(g1(x, y, z))∂x(g1(x, y, z))− ∂z(g2(x, y, z))
∂y(g2(x, y, z))
 , (4.7.24)
which imply that E0 is completely determined by two second-order differentiable functions
f1 and f2, and B0 is completely determined by two second-order differentiable functions
g1 and g2. In other words, giving initial fields E0 and B0 is equivalent to giving four
second-order differentiable functions f1, g1, f2, g2.
For convenience, we denote
k†r =
kr
ar
, ~k† = (k†1, k
†
2, k
†
3) for
~k = (k1, k2, k3) ∈ Z 3. (4.7.25)
Moreover, we write
~x =
 xy
z
 (4.7.26)
and
~k† · ~x = k†1x+ k†2y + k†3z. (4.7.27)
Set
|~k†| =
√
(k†1)2 + (k
†
2)
2 + (k†3)2. (4.7.28)
Observe that
−
∞∑
s=0
(−1)sx2s(πt)2s+2
(2s+ 2)!
=
cosπxt− 1
x2
,
∞∑
s=0
(−1)sx2s(πt)2s+1
(2s+ 1)!
=
sin πxt
x
. (4.7.29)
Moreover, we treat
cosπxt− 1
x2
|x=0 = −π
2t2
2
,
sin πxt
x
|x=0 = πt. (4.7.30)
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For λ1, λ2, λ3 ∈ R and ~k ∈ Z3,
cos tD
 λ1eπ(
~k†·~x)i
λ2e
π(~k†·~x)i
λ3e
π(~k†·~x)i

=
I3 +
( ∞∑
s=0
∆st2s+2
(2s+ 2)!
) ∂2y + ∂2z −∂x∂y −∂x∂z−∂x∂y ∂2x + ∂2z −∂y∂z
−∂x∂z −∂y∂z ∂2x + ∂2y

 λ1eπ(
~k†·~x)i
λ2e
π(~k†·~x)i
λ3e
π(~k†·~x)i

= K(~k, t)
 λ1eπ(
~k†·~x)i
λ2e
π(~k†·~x)i
λ3e
π(~k†·~x)i
 (4.7.31)
with
K(~k, t) = I3 +
cosπt|~k†| − 1
|~k†|2
×
 (k†2)2 + (k†3)2 −k†1k†2 −k†1k†3−k†1k†2 (k†1)2 + (k†3)2 −k†2k†3
−k†1k†3 −k†2k†3 (k†1)2 + (k†2)2
 , (4.7.32)
and
sin tD
 λ1eπ(
~k†·~x)i
λ2e
π(~k†·~x)i
λ3e
π(~k†·~x)i

=
( ∞∑
s=0
∆st2s+1
(2s+ 1)!
) 0 −∂z ∂y∂z 0 −∂x
−∂y ∂x 0

 λ1eπ(
~k†·~x)i
λ2e
π(~k†·~x)i
λ3e
π(~k†·~x)i

= iM(~k, t)
 λ1eπ(
~k†·~x)i
λ2e
π(~k†·~x)i
λ3e
π(~k†·~x)i
 (4.7.33)
with
M(~k, t) =

0 −k†3 sinπt|~k†||~k†|
k†2 sinπt|~k†|
|~k†|
k†3 sinπt|~k†|
|~k†| 0 −
k†1 sinπt|~k†|
|~k†|
−k†2 sinπt|~k†||~k†|
k†1 sinπt|~k†|
|~k†| 0
 . (4.7.34)
Thus for ~k ∈ Z3 and λr ∈ R with r ∈ 1, 6, the vector-valued function(
cos tD sin tD
− sin tD cos tD
) λ1e
π(~k†·~x)i
...
λ6e
π(~k†·~x)i

=
(
K(~k, t) iM(~k, t)
−iM(~k, t) K(~k, t)
) λ1e
π(~k†·~x)i
...
λ6e
π(~k†·~x)i
 (4.7.35)
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is a complex solution of the equation (4.7.8). Considering the real and imaginary parts
of (4.7.35), we get two real solutions of the Maxwell equation (4.7.1):
E = K(~k, t)
 λ1 cos π(~k† · ~x)λ2 cos π(~k† · ~x)
λ2 cos π(~k
† · ~x)
−M(~k, t)
 λ4 sin π(~k† · ~x)λ5 sin π(~k† · ~x)
λ6 sin π(~k
† · ~x)
 , (4.7.36)
B = M(~k, t)
 λ1 sin π(~k† · ~x)λ2 sin π(~k† · ~x)
λ3 sin π(~k
† · ~x)
 +K(~k, t)
 λ4 cosπ(~k† · ~x)λ5 cosπ(~k† · ~x)
λ6 cosπ(~k
† · ~x)
 (4.7.37)
and
E = K(~k, t)
 µ1 sin π(~k† · ~x)µ2 sin π(~k† · ~x)
µ3 sin π(~k
† · ~x)
+M(~k, t)
 µ4 cosπ(~k† · ~x)µ5 cosπ(~k† · ~x)
µ6 cosπ(~k
† · ~x)
 , (4.7.38)
B = −M(~k, t)
 µ1 cosπ(~k† · ~x)µ2 cosπ(~k† · ~x)
µ3 cosπ(~k
† · ~x)
+K(~k, t)
 µ4 sin π(~k† · ~x)µ5 sin π(~k† · ~x)
µ6 sin π(~k
† · ~x)
 , (4.7.39)
where λr, µr ∈ R for r ∈ 1, 6.
Write
λr = br(~k), µr = cr(~k) for r ∈ 1, 6. (4.7.40)
By superposition principle,
E =
 E1E2
E3
 = ∑
0~k∈Z 3
[K(~k, t)
 b1(~k) cosπ(~k† · ~x) + c1(~k) sin π(~k† · ~x)b2(~k) cosπ(~k† · ~x) + c2(~k) sin π(~k† · ~x)
b3(~k) cosπ(~k
† · ~x) + c3(~k) sin π(~k† · ~x)

+M(~k, t)
 c4(~k) cosπ(~k† · ~x)− b4(~k) sin π(~k† · ~x)c5(~k) cosπ(~k† · ~x)− b5(~k) sin π(~k† · ~x)
c6(~k) cosπ(~k
† · ~x)− b6(~k) sin π(~k† · ~x)
] (4.7.41)
and
B =
 B1B2
B3
 = ∑
0~k∈Z 3
[M(~k, t)
 b1(~k) sin π(~k† · ~x)− c1(~k) cosπ(~k† · ~x)b2(~k) sin π(~k† · ~x)− c2(~k) cosπ(~k† · ~x)
b3(~k) sin π(~k
† · ~x)− c3(~k) cosπ(~k† · ~x)

+K(~k, t)
 b4(~k) cosπ(~k† · ~x) + c4(~k) sin π(~k† · ~x)b5(~k) cosπ(~k† · ~x) + c5(~k) sin π(~k† · ~x)
b6(~k) cosπ(~k
† · ~x) + c6(~k) sin π(~k† · ~x)
] (4.7.42)
is a general solution of the equations in (4.7.1), where K(~k, t) is given in (4.7.32) and
M(~k, t) is given in (4.7.34).
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Note K(~k, 0) = I3 and M(~k, 0) = 03×3. So
E(0, x1, x2, x3) =
∑
0~k∈Z 3
 b1(~k) cosπ(~k† · ~x) + c1(~k) sin π(~k† · ~x)b2(~k) cosπ(~k† · ~x) + c2(~k) sin π(~k† · ~x)
b3(~k) cosπ(~k
† · ~x) + c3(~k) sin π(~k† · ~x)
 (4.7.43)
and
B(0, x1, x2, x3) =
∑
0~k∈Z 3
 b4(~k) cosπ(~k† · ~x) + c4(~k) sin π(~k† · ~x)b5(~k) cosπ(~k† · ~x) + c5(~k) sin π(~k† · ~x)
b6(~k) cosπ(~k
† · ~x) + c6(~k) sin π(~k† · ~x)
 . (4.7.44)
Write
E0 =
 h1(x, y, z)h2(x, y, z)
h3(x, y, z)
 , B0 =
 h4(x, y, z)h5(x, y, z)
h6(x, y, z)
 , (4.7.45)
which must be of the form (4.7.23) and (4.7.24). By Fourier expansion and the Ko-
valevskaya Theorem on the existence and uniqueness of the solution of linear partial
differential equations, we have:
Theorem 4.7.1. The solution of the initial value problem of the Maxwell equations
(4.7.1)-(4.7.3) is given in (4.7.41) and (4.7.42) with
br(~k) =
1
22+δ~k,~0a1a2a3
∫ a1
−a1
∫ a2
−a2
∫ a3
−a3
hr(~x) cosπ(~k
† · ~x) dzdydx, (4.7.46)
cr(~k) =
1
4a1a2a3
∫ a1
−a1
∫ a2
−a2
∫ a3
−a3
hr(~x) sin π(~k
† · ~x) dzdydx. (4.7.47)
The above result is due to our work [X10]. Ciattonic, Crosignanic, Di Porto and
Yariv [CCDY] found the spatial Kerr solutions as exact solutions of Maxwell equations.
Fushchich and Revenko [FR] obtained some exact solutions of the Lorentz-Maxwell equa-
tions.
4.8 Dirac Equation and Acoustic System
The classical free Dirac equation is:
[
3∑
r=0
[γrPr −m]ψ = 0 (4.8.1)
with
P0 = i∂t, P1 = i∂x, P2 = i∂y , P3 = i∂z , (4.8.2)
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and the Dirac matrices:
γ0 =
(
I2 0
0 −I2
)
, γr =
(
0 σr
−σr 0
)
, r = 1, 2, 3, (4.8.3)
where m is a positive real constant, I2 is the 2× 2 identity matrix and
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
(4.8.4)
are the Pauli matrices. We want to solve the free Dirac equation (4.8.1) subject to the
initial condition:
ψ(0, x, y, z) = ψ0(x, y, z) for x ∈ [−a1, a1], y ∈ [−a2, a2], z ∈ [−a3, a3], (4.8.5)
where ψ0(x, y, z) is a given continuous complex vector-valued function.
The Dirac matrices:
γ0 =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 , γ1 =

0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0
 , (4.8.6)
γ2 =

0 0 0 −i
0 0 i 0
0 i 0 0
−i 0 0 0
 , γ3 =

0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0
 . (4.8.7)
Now free Dirac equation is equivalent to: ∂t(ψ) = Dψ with
D =

mi 0 −∂z −∂x + i∂y
0 mi −∂x − i∂y ∂z
−∂z −∂x + i∂y −mi 0
−∂x − i∂y ∂z 0 −mi
 . (4.8.8)
Observe
D
2 = (∂2x + ∂
2
y + ∂
2
z −m2)I4, (4.8.9)
where I4 is the 4× 4 identity matrix. Thus
etD =
( ∞∑
s=0
(∂2x + ∂
2
y + ∂
2
z −m2)st2s
(2s)!
)
I4 +
( ∞∑
s=0
(∂2x + ∂
2
y + ∂
2
z −m2)st2s+1
(2s+ 1)!
)
D. (4.8.10)
We take the settings (4.7.25)-(4.7.30). Set
〈~k†〉 =
√
|~k†|2 −m2, (4.8.11)
D̂(~k) =

m 0 k†3i k
†
1i+ k
†
2
0 m k†1i− k†2 −k†3i
k†3i k
†
1i+ k
†
2 −m 0
k†1i− k†2 −k†3i 0 −m
 . (4.8.12)
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Then
etD

a1(~k)e
π(~k†·~x)i
a2(~k)e
π(~k†·~x)i
a3(~k)e
π(~k†·~x)i
a4(~k)e
π(~k†·~x)i
 = [
( ∞∑
s=0
(∂2x + ∂
2
y + ∂
2
z −m2)st2s
(2s)!
)
I4
+
( ∞∑
s=0
(∂2x + ∂
2
y + ∂
2
z −m2)st2s+1
(2s+ 1)!
)
D]

a1(~k)e
π(~k†·~x)i
a2(~k)e
π(~k†·~x)i
a3(~k)e
π(~k†·~x)i
a4(~k)e
π(~k†·~x)i

=
[
cosπ〈~k†〉t I4 − sin π〈
~k†〉t
〈~k†〉
D̂(~k)
]
a1(~k)e
π(~k†·~x)i
a2(~k)e
π(~k†·~x)i
a3(~k)e
π(~k†·~x)i
a4(~k)e
π(~k†·~x)i
 (4.8.13)
is a solution of the Dirac equation (4.8.1), where ar(~k) with r ∈ 1, 4 are complex constants.
We write
ψ0(x, y, z) =

f1(x, y, z)
f2(x, y, z)
f3(x, y, z)
f4(x, y, z)
 (4.8.14)
and take
ar(~k) =
1
8a1a2a3
∫ a1
−a1
∫ a2
−a2
∫ a3
−a3
fr(x, y, z)e
−π(~k†·~x)i dzdydx (4.8.15)
for r ∈ 1, 3 and ~k ∈ Z3. By the theory of Fourier expansion,
fr(x, y, z) =
∑
~k∈Z 3
ar(~k)e
π(~k†·~x)i for r ∈ 1, 4. (4.8.16)
According to superposition principle and the Kovalevskaya Theorem on the existence and
uniqueness of the solution of linear partial differential equations, we obtain:
Theorem 4.8.1. The solution of the initial value problem of the free Dirac equation
is:
ψ =
∑
~k∈Z3
[
cosπ〈~k†〉t I4 − sin π〈
~k†〉t
〈~k†〉 D̂(
~k)
]
a1(~k)e
π(~k†·~x)i
a2(~k)e
π(~k†·~x)i
a3(~k)e
π(~k†·~x)i
a4(~k)e
π(~k†·~x)i
 . (4.8.17)
The above result is taken from the author’s work [X10]. Ibragimov [In1] studied the
invariance of Dirac equations. Fushchich, Shtelen and Spichak [FSS] found a connection
between solutions of Dirac and Maxwell equations. Moreover, Hounkonnou and Mendy
[HM] obtained some exact solutions of Dirac equation for neutrinos in presence of external
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fields. Furthermore, Inoue [Ia] constructed the fundamental solution for the free Dirac
equation by Hamiltonian path-integral method. In addition, Moayedi and Darabi derived
the exact solutions of Dirac equation on 2D gravitational background.
The n-dimensional generalized acoustic system
λt +
n∑
r=1
urxr = 0, upt + λxp = 0, p ∈ 1, n, (4.8.18)
comes from the linear approximation of the compressible Euler equations in fluid dynam-
ics. Denote
~u(t, x1, ..., xn) =

λ(t, x1, ..., xn)
u1(t, x1, ..., xn)
...
un(t, x1, ..., xn)
 , ∇ =

∂x1
∂x2
...
∂xn
 . (4.8.19)
Set
A =
(
0 ∇T
∇ 0n×n
)
, (4.8.20)
where the up-index “T” denotes the transpose of matrix and 0n×n denotes the n × n
matrix whose all entries are 0. The system (4.8.18) can be rewritten as
~ut + A~u = 0. (4.8.21)
We want to solve (4.8.21) for t ∈ R and xr ∈ [−ar, ar] with r ∈ 1, n subject to
~u(0, x1, ..., xn) =

λ(0, x1, ..., xn)
u1(0, x1, ..., xn)
...
un(0, x1, ..., xn)
 =

f0(x1, ..., xn)
f1(x1, ..., xn)
...
fn(x1, ..., xn)
 . (4.8.22)
Recall the Laplace operator
∆ = ∂2x1 + ∂
2
x2
+ · · ·+ ∂2xn = ∇T∇. (4.8.23)
We calculate
A
2m+2 =
(
∆m+1 0
0 ∆m∇∇T
)
, A2m+1 =
(
0 ∆m∇T
∆m∇ 0n×n
)
. (4.8.24)
Thus
e−tA = In+1 +
( ∞∑
m=0
t2m+2∆m
(2m+ 2)!
)(
∆ 0
0 ∇∇T
)
−
( ∞∑
m=0
t2m+1∆m
(2m+ 1)!
)(
0 ∇T
∇ 0n×n
)
, (4.8.25)
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where In+1 is the (n+ 1)× (n + 1) identity matrix.
For convenience, we again denote
k†r =
kr
ar
, ~k† = (k†1, ..., k
†
n), |~k†| =
√
(k†1)2 + · · ·+ (k†n)2, ~k† · ~x =
n∑
r=1
k†rxr (4.8.26)
for ~k = (k1, ..., kn) ∈ Zn. Recall the equations in (4.7.25) and take the convention (4.7.30).
Let µr ∈ R with r ∈ 0, n. Then
e−tA

µ0e
π(~k†·~x)i
µ1e
π(~k†·~x)i
...
µne
π(~k†·~x)i
 = [In+1 +
( ∞∑
m=0
t2m+2∆m
(2m+ 2)!
)(
∆ 0
0 ∇∇T
)
−
( ∞∑
m=0
t2m+1∆m
(2m+ 1)!
)(
0 ∇T
∇ 0n×n
)
]

µ0e
π(~k†·~x)i
µ1e
π(~k†·~x)i
...
µne
π(~k†·~x)i

= [K(~k, t)− iM(~k, t)]

µ0e
π(~k†·~x)i
µ1e
π(~k†·~x)i
...
µne
π(~k†·~x)i
 (4.8.27)
is a complex solution of the equation (4.8.21), where
K(~k, t) =
(
cosπ|~k†|t 0
0 In + |~k†|−2(cosπ|~k†|t− 1)(~k†)T~k†
)
(4.8.28)
and
M(~k, t) = |~k†|−1 sin π|~k†|t
(
0 ~k†
(~k†)T 0n×n
)
. (4.8.29)
Considering the real and imaginary parts of (4.8.27), we get two real solutions of the
equation (4.8.21):
~u = K(~k, t)

b0(~k) cosπ(~k
† · ~x)
b1(~k) cosπ(~k
† · ~x)
...
bn(~k) cosπ(~k
† · ~x)
 +M(~k, t)

b0(~k) sin π(~k
† · ~x)
b1(~k) sin π(~k
† · ~x)
...
bn(~k) sin π(~k
† · ~x)
 (4.8.30)
and
~u = K(~k, t)

c0(~k) sin π(~k
† · ~x)
c1(~k) sin π(~k
† · ~x)
...
cn(~k) sin π(~k
† · ~x)
−M(~k, t)

b0(~k) cosπ(~k
† · ~x)
b1(~k) cosπ(~k
† · ~x)
...
bn(~k) cosπ(~k
† · ~x)
 . (4.8.31)
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We take
br(~k) =
1
2n−1+δ~k,~0
∏n
r=1 ar
∫ a1
−a1
∫ a2
−a2
· · ·
∫ an
−an
fr(~x) cosπ(~k
† · ~x) dx1dx2 · · ·dxn, (4.8.32)
cr(~k) =
1
2n−1
∏n
r=1 ar
∫ a1
−a1
∫ a2
−a2
· · ·
∫ an
−an
fr(~x) sin π(~k
† · ~x) dx1dx2 · · · dxn (4.8.33)
(cf. (4.8.22)). Then we have the Fourier expansions:
fr(x1, ..., xn) =
∑
0~k∈Z n
(br(~k) cosπ(~k
† · ~x) + cr(~k) sin π(~k† · ~x)). (4.8.34)
Note K(~k, 0) = I(n+1)×(n+1) and M(~k, 0) = 0(n+1)×(n+1). According to superposition
principle and the Kovalevskaya Theorem on the existence and uniqueness of the solution
of linear partial differential equations, we obtain:
Theorem 4.8.2. The solution of the n-dimensional generalized acoustic system (4.8.18)
subject to the initial condition (4.8.22) is
λ
u1
...
un
 = ∑
0~k∈Zn
[K(~k, t)

b0(~k) cosπ(~k
† · ~x) + c0(~k) sin π(~k† · ~x)
b1(~k) cosπ(~k
† · ~x) + c1(~k) sin π(~k† · ~x)
...
bn(~k) cosπ(~k
† · ~x) + cn(~k) sin π(~k† · ~x)

+M(~k, t)

b0(~k) sin π(~k
† · ~x)− c0(~k) cosπ(~k† · ~x)
b1(~k) sin π(~k
† · ~x)− c1(~k) cosπ(~k† · ~x)
...
bn(~k) sin π(~k
† · ~x)− cn(~k) cosπ(~k† · ~x)
 (4.8.35)
with K(~k, t) given in (4.8.28) and M(~k, t) given (4.8.29).
The result in Theorem 4.8.2 was newly obtained. Cao [Cb1] determined all the poly-
nomial solutions of the Navier equation in elasticity and their representation structure.
Moreover, he solved the initial-value problem of the Navier equation and the related Lame´
equation.
Exercise 4.8
Solve the Lame´ Equations
~utt = (κ∆+∇ · ∇T )(~u)
for t ∈ R and xr ∈ [ar,−ar] with r ∈ 1, n subject to
~u(0, x1, . . . , xn) = ~g0(x1, . . . , xn), ~ut(0, x1, . . . , xn) = ~g1(x1, . . . , xn),
where κ is a nonzero constant, ar are positive real numbers and g1, g2 are continuous
functions (cf. [Cb1]).
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Chapter 5
Nonlinear Scalar Equations
This chapter deals with nonlinear scalar (one dependent variable) partial differential equa-
tions. First we do symmetry analysis on the KdV equation, and obtain the traveling-wave
solutions of the KdV equation in terms of the functions ℘(z), tan2 z, coth2 z and cn2(z|m),
respectively. In particular, the soliton solution is obtained by taking limm→1 of a special
case of the last solution. Moreover, we derive the Hirota bilinear presentation of the KdV
equation and use it to find the two-soliton solution.
The KP equation can be viewed as an extension of the KdV equation. Any solution
of the KdV equation is obviously a solution of the KP equation. In this chapter, we have
done the symmetry analysis on the KP equation and use the symmetry transformations
to extend the solutions of the KdV equation that are independent of y to a more so-
phisticated solution of the KP equation that depends on y. Moreover, we solve the KP
equation for solutions that are polynomial in x, and obtain many solutions that can not
be obtained from the solutions of the KdV equation. Furthermore, we find the Hirota
bilinear presentation of the KP equation and obtain the “lump” solution. The above
results are well-known (e.g., cf. [AC]) and we reformulate them here just for pedagogic
purpose.
Lin, Reisner and Tsien [LRT] (1948) found the equation of transonic gas flows. We
derive the symmetry transformations of the equation. Using the stable range of the
nonlinear term and generalized power series method, we find a family of singular solutions
with seven arbitrary parameter functions in t and a family of analytic solutions with six
arbitrary parameter functions in t. Khristianovich and Rizhov [KR] (1958) discovered
the equations of short waves in connection with the nonlinear reflection of weak shock
waves. Khokhlov and Zabolotskaya [KZ] (1969) found an equation for quasi-plane waves
in nonlinear acoustics of bounded bundles. The solutions of the above equations similar
to those of the LRT equation are derived. Kibel’ [Kt] (1954) introduced an equation
for geopotential forecast on a middle level. The symmetry transformations and two new
families of exact solutions with multiple parameter functions of the equation are derived.
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5.1 Kortweg and de Vries Equation
Soliton phenomenon was first observed by J. Scott Russel in 1834 when he was riding on
horseback beside the narrow Union Canal near Edinburgh, Scotland. He described his
observations as follows:
“I was observing the motion of a boat which was rapidly drawn along a narrow channel
by a pair of horse, when the boat suddenly stopped—not so the mass of water in the
channel which it had put in motion; it accumulates round the prow of the vessel in a state
of violent agitation, then suddenly leaving it behind, rolled forward with great velocity,
assuming the form of a large solitary elevation, a rounded, smooth and well-defined heap
of water, which continued its course along the channel apparently without change of form
or diminution of speed. I followed it on horseback, and overtook it still rolling on at a
rate of some eight or nine miles an hour, preserving its original figure some thirty feet
long and a foot to a foot and a half in height. Its height gradually diminished, and after
a chase of one or two miles I lost it in the windings of the channel. Such, in the month
of August 1834, was my first chance interview with that rare and beautiful phenomenon
which I called the Wave of Translation... .”
The phenomenon had been theoretically studied by Russel, Airy (1845), Stokes (1847),
Boussinesq (1871, 1872) and Rayleigh (1876). Boussinesq’s study lead him to discover
the (1+1)-dimensional Boussinesq equation. There had been an intensive discussion and
controversy on whether the inviscid equations of water wave would posses such solitary
wave solutions. The problem was finally solved by Kortweg and de Vries (1895). They
derived a nonlinear evolution equation governing long one-dimensional, small amplitude,
surface gravity waves propagating in a shallow channel of water:
∂η
∂τ
=
3
2
√
g
h
∂
∂ξ
(
1
2
η2 +
2
3
αη +
1
3
σ
∂2η
∂ξ2
)
, σ =
1
3
h2 − Th
ρg
, (5.1.1)
where η is the surface elevation of the wave above the equilibrium level h, α is a small
arbitrary constant related to the uniform motion of the liquid, g is the gravitational
constant, T is the surface tension and ρ is the density (the term “long” and “ small” are
meant in comparison to the depth of the channel). By the nondimensional transformation
t =
1
2
√
g
hσ
τ, x = − ξ√
σ
, u =
1
2
η +
1
3
α, (5.1.2)
the equation (5.1.1) becomes
ut + 6uux + uxxx = 0, (5.1.3)
the standard modern KdV equation.
A transformation is called a symmetry of a partial differential equation if it maps
the solution space of the equation to itself. Since the equation (5.1.3) does not contain
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variable coefficients, the translation
Ta1,a2(u(t, x)) = u(t+ a1, x+ a2) (5.1.4)
leave (5.1.3) invariant, that is, it changes (5.1.3) to
ut(t+ a1, x+ a2) + 6u(t+ a1, x+ a2)ux(t+ a1, x+ a2) + uxxx(t+ a1, x+ a2) = 0, (5.1.5)
where a1, a2 ∈ R and the subindices denote the partial derivatives with respect to the
original independent variables. Thus it maps a solution of (5.1.3) to another solution of
(5.1.3). Equivalently Ta1,a2 is a symmetry of the KdV equation. Next we want to find
dilation (scaling) symmetry. We do the following degree analysis. Suppose that
deg t = ℓ1, deg x = ℓ2, deg u = ℓ3. (5.1.6)
We want to make all the terms in (5.1.3) having the same degree in order to find invariant
scaling transformation. Note
deg ut = ℓ3 − ℓ1, deg uux = 2ℓ3 − ℓ2, deg uxxx = ℓ3 − 3ℓ2. (5.1.7)
We impose
ℓ3 − ℓ1 = 2ℓ3 − ℓ2 = ℓ3 − 3ℓ2. (5.1.8)
Thus
ℓ1 = 3ℓ2, ℓ3 = −2ℓ2. (5.1.9)
Hence the scaling
Sb(u(t, x)) = b
2u(b3t, bx) (5.1.10)
with 0 6= b ∈ R keeps (5.1.3) invariant, that is, it changes (5.1.3) to
b5[ut(b
3t, bx) + 6u(b3t, bx)ux(b
3t, bx) + uxxx(b
3t, bx)] = 0, (5.1.11)
where the subindices again denote the partial derivatives with respect to the original
independent variables; equivalently,
ut(b
3t, bx) + 6u(b3t, bx)ux(b
3t, bx) + uxxx(b
3t, bx) = 0. (5.1.12)
Thus Sb maps a solution of (5.1.3) to another solution of (5.1.3) because (5.1.12) implies
(5.1.11). Observe that the transformation u(t, x) 7→ u(t, x+ct) with c ∈ R changes (5.1.3)
to
ut(t, x+ ct) + cux(t, x+ ct) + 6u(t, x+ ct)ux(t, x+ ct) + uxxx(t, x+ ct) = 0, (5.1.13)
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where the subindices once again denote the partial derivatives with respect to the original
independent variables. On the other hand, the transformation u(t, x) 7→ u(t, x) − c/6
changes (5.1.3) to
ut(t, x)− cux(t, x) + 6u(t, x)ux(t, x) + uxxx(t, x) = 0. (5.1.14)
So (5.1.3) is invariant under the following Galilean boost
Gc(u(t, x)) = u(t, x+ ct)− c
6
(5.1.15)
with the independent variable x replaced by x+ct and the same meaning of the subindices.
A solution of (5.1.3) is called a traveling-wave solution if it is of the form u = f(at+bx)
with a, b ∈ R. To find such an interesting solution, we can assume that u = ξ(x) is
independent of t; otherwise, we replace u by some Gc(u) so that the “t” disappears.
Under this assumption, (5.1.3) becomes
ξ′′
′
+ 6ξξ′ = 0 ∼ ξ′′ + 3ξ2 = k. (5.1.16)
If we take deg x = 1, we have to take deg ξ = −2 in order to make the two nonzero terms
in the first equation in (5.1.16) to have the same degree. This shows that we can try
the real function with a pole of order 2 when it is viewed as a complex function. Note
(x−2)′′ = 6x−4. Assume ξ = ax−2 is a solution of (5.1.16). Then
6ax−4 + 2a2x−4 = k =⇒ a = −2. (5.1.17)
So u = −2x−2 is a solution of the KdV equation (5.1.3). Applying T0,a in (5.1.4) and Gc
in (5.1.15) , we get a more general traveling-wave solution
u = − 2
(x+ ct+ a)2
− c
6
. (5.1.18)
Recall the Weierstrass’s elliptic function ℘(z) defined in (3.4.9). Moreover, ℘′′(z) =
6℘2(z) − g2/2 with the g2 given in (3.4.29). In (3.4.9), we take ω1 ∈ C such that
Re ω1, Im ω1 6= 0 and ω2 = ω1. Then ℘(z) is real if z ∈ R and g2 is a real number.
Thus ξ = −2℘(x) is a solution of (5.1.16). Applying the transformation in (5.1.4) and
(5.1.15), we get the following traveling-wave solution of the KdV equation (5.1.3):
u = −2℘(x+ ct + a)− c
6
, a, b, c ∈ R, b 6= 0. (5.1.19)
Note that for a ∈ R,
(f 2(x) + a)′
′
= (f 2(x))′
′
= 2[f(x)f ′′(x) + (f ′(x))2]. (5.1.20)
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By (3.5.17),
tan x tan′′x+ (tan′ x)2 = tan x (2 tan3 x+ 2 tanx) + (tan2 x+ 1)2
= 3 tan4 x+ 4 tan2 x+ 1 = 3(tan2 x+ 2/3)2 − 1/3. (5.1.21)
Thus ξ = −2(tan2 x + 2/3) is a solution of (5.1.16). Applying the transformations in
(5.1.4), (5.1.10) and (5.1.15), we find another traveling-wave solution of the KdV equation
(5.1.3):
u = −2b2 tan2(bx+ cb3t + a)− b
2(8 + c)
6
, a, b, c ∈ R, b 6= 0. (5.1.22)
Taking c = −8, we get u = −b2 tan2(bx− 8b3t+ a). According to (3.5.19),
coth x coth′′x+ (coth′ x)2 = coth x (2 coth3 x− 2 cothx) + (1− coth2 x)2
= 3(coth2 x− 2/3)2 − 1/3. (5.1.23)
So we have the following traveling-wave solution of the KdV equation (5.1.3):
u = −2b2 coth2(bx+ cb3t+ a) + b
2(8− c)
6
, a, b, c ∈ R, b 6= 0. (5.1.24)
Taking c = 8, we get u = −2b2 coth2(bx+ 8b3t+ a).
Next (3.5.10), (3.5.13) and (3.5.14) imply
sn (x|m) sn ′′(x|m) + (sn ′(x|m))2
= sn (x|m) [2m2sn3(x|m)− (m2 + 1)sn (x|m)] + cn2(x|m) dn2(x|m)
= 2m2sn4(x|m)− (m2 + 1)sn2(x|m) + (1− sn2(x|m))(1 −m2sn2(x|m))
= 3m2sn4(x|m)− 2(m2 + 1)sn2(x|m) + 1
= 3m2
(
sn2(x|m)− m
2 + 1
3m2
)2
+
m2 −m4 − 1
3m2
. (5.1.25)
Thus
ξ = −2m2
(
sn2(x|m)− 2m
2 + 2
3m2
)
= 2m2cn2(x|m) + 2− 4m
2
3
(5.1.26)
is a solution of (5.1.16). Hence we have the following traveling-wave solution of the KdV
equation (5.1.3):
u = 2b2m2cn2(bx+ cb3t+ a|m) + b
2(4− 8m2 − c)
6
, a, b, c ∈ R, b 6= 0. (5.1.27)
Taking c = 4−8m2, we have u = 2b2m2cn2(bx+(4−8m2)b3t+a|m). Recall limm→1 cn(x|m)
= sech x. Therefore, we have the soliton solution
u = 2b2sech2(bx− 4b3t + a), (5.1.28)
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which describes the phenomenon observed by Russel in 1834.
There is another obvious solution u = x/6t of the KdV equation (5.1.3). Applying
Ta1,a2 in (5.1.4), we get the following traveling-wave solution of the KdV equation (5.1.3):
u =
x− a2
6(t− a1) , a1, a2 ∈ R. (5.1.29)
Next we look for the solution of the KdV equation (5.1.3) in the form
u = ρ∂2x ln v(t, x), (5.1.30)
where ρ is a nonzero constant to be determined when we try to simplify the resulted
equation. Then (5.1.3) becomes
ρ∂2x∂t ln v + 3ρ
2∂x(∂
2
x ln v)
2 + ρ∂5x ln v = 0, (5.1.31)
equivalently,
∂x∂t ln v + 3ρ(∂
2
x ln v)
2 + ∂4x ln v = ν(t) (5.1.32)
for some function ν in t. Note
∂x∂t ln v =
vvtx − vtvx
v2
, ∂2x ln v =
vvxx − v2x
v2
, (5.1.33)
∂3x ln v =
v2vxxx − 3vvxvxx + 2v3x
v3
, (5.1.34)
∂4x ln v =
v3vxxxx − 4v2vxvxxx − 3v2v2xx + 12vv2xvxx − 6v4x
v4
. (5.1.35)
Since
(∂2x ln v)
2 =
v2v2xx − 2vv2xvxx + v4x
v4
, (5.1.36)
we take ρ = 2, and (5.1.32) becomes
vvtx − vtvx + vvxxxx − 4vxvxxx + 3v2xx = νv2. (5.1.37)
We assume
v = 1+k1e
a1t+b1x+k2e
a2t+b2x+k3e
(a1+a2)t+(b1+b2)x, a1, a2, b1, b2, k1, k2, k3 ∈ R. (5.1.38)
Then
vt = a1k1e
a1t+b1x + a2k2e
a2t+b2x + (a1 + a2)k3e
(a1+a2)t+(b1+b2)x, (5.1.39)
vtx = a1b1k1e
a1t+b1x + a2b2k2e
a2t+b2x + (a1 + a2)(b1 + b2)k3e
(a1+a2)t+(b1+b2)x, (5.1.40)
∂mx (v) = b
m
1 k1e
a1t+b1x + bm2 k2e
a2t+b2x + (b1 + b2)
mk3e
(a1+a2)t+(b1+b2)x. (5.1.41)
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Moreover,
vvtx − vtvx = vtx + (k1ea1t+b1x + k2ea2t+b2x + k3e(a1+a2)t+(b1+b2)x)
×(a1b1k1ea1t+b1x + a2b2k2ea2t+b2x + (a1 + a2)(b1 + b2)k3e(a1+a2)t+(b1+b2)x)
−(a1k1ea1t+b1x + a2k2ea2t+b2x + (a1 + a2)k3e(a1+a2)t+(b1+b2)x)
×(b1k1ea1t+b1x + b2k2ea2t+b2x + (b1 + b2)k3e(a1+a2)t+(b1+b2)x)
= a1b1(k1e
a1t+b1x + k2k3e
(a1+2a2)t+(b1+2b2)x) + (k2e
a2t+b2x + k1k3e
(2a1+a2)t+(2b1+b2)x)
×a2b2 + [(a1 + a2)(b1 + b2)k3 + k1k2(a1 − a2)(b1 − b2)]e(a1+a2)t+(b1+b2)x, (5.1.42)
vvxxxx − 4vxvxxx + 3v2xx = vxxxx + (k1ea1t+b1x + k2ea2t+b2x + k3e(a1+a2)t+(b1+b2)x)
×(b41k1ea1t+b1x + b42k2ea2t+b2x + (b1 + b2)4k3e(a1+a2)t+(b1+b2)x)− 4(b1k1ea1t+b1x + b2k2
×ea2t+b2x + (b1 + b2)k3e(a1+a2)t+(b1+b2)x)(b31k1ea1t+b1x + (b1 + b2)3k3e(a1+a2)t+(b1+b2)x
+b32k2e
a2t+b2x) + 3(b21k1e
a1t+b1x + b22k2e
a2t+b2x + (b1 + b2)
2k3e
(a1+a2)t+(b1+b2)x)2
= [(b1 + b2)
4k3 + k1k2(b1 − b2)4]e(a1+a2)t+(b1+b2)x + k2k3b41e(a1+2a2)t+(b1+2b2)x
+k1k3b
4
2e
(2a1+a2)t+(2b1+b2)x + k1b
4
1e
a1t+b1x + k2b
4
2e
a2t+b2x. (5.1.43)
Substituting the above expressions into (5.1.37) and taking ν ≡ 0, we find that (5.1.37)
is equivalent to
a1 = −b31, a2 = −b32 (5.1.44)
and
(a1 + a2)(b1 + b2)k3 + k1k2(a1 − a2)(b1 − b2) + (b1 + b2)4k3 + k1k2(b1 − b2)4 = 0, (5.1.45)
which is equivalent to
3b1b2(b1 + b2)
2k3 = 3b1b2(b1 − b2)2k1k2 =⇒ k3 =
(
b1 − b2
b1 + b2
)2
k1k2. (5.1.46)
Hence we have a two-solition solution
u = 2∂2x ln
(
1 + k1e
b1x−b31t + k2e
b2x−b32t +
(
b1 − b2
b1 + b2
)2
k1k2e
(b1+b2)x−(b31+b32)t
)
(5.1.47)
for the KdV equation (5.1.3), where 0 6= b1, b2, k1, k2 ∈ R and b1 + b2 6= 0. The above
two-solition solution was discovered by Hirota (1971) [Hr]. Hirota introduced a bilinear
form (now called Hirota bilinear form) as follows. For two functions f(x1, ..., xn) and
g(x1, ..., xn), we define the Hirota bilinear form
Dk1xr1D
k2
xr2
(f · g) =
k1∑
s1=0
k2∑
s2=0
(
k1
s1
)(
k2
s2
)
(−1)s1+s2∂k1−s1xr1 ∂
k2−s2
xr2
(f)∂s1xr1∂
s2
xr2
(g) (5.1.48)
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for r1, r2 ∈ 1, n and k1, k2 ∈ N. The reason for the KdV equation to have the two-soliton
solution (5.1.47) is because the equation (5.1.37) with ν ≡ 0 can be written as
DtDx(v · v) +D4x(v · v) = 0, (5.1.49)
which is called the Hirota bilinear form presentation of the KdV equation.
Exercise 5.1
Find exact solutions of the following one-dimensional Boussinesq equation
utt + uuxx + (ux)
2 + uxxxx = 0
(Hint: prove that if u = f(x) is a solution, then so is f(x+ ct)− c2).
5.2 Kadomtsev and Petviashvili Equation
The Kadomtsev and Petviashvili (KP) equation
(ut + 6uux + uxxx)x + 3ǫuyy = 0 (5.2.1)
with ǫ = ±1 is used to describe the evolution of long water waves of small amplitude
if they are weakly two-dimensional (cf. [KP]). The choice of ǫ depends on the relevant
magnitude of gravity and surface tension. The equation has also been proposed as a
model for surface waves and internal waves in straits or channels of varying depth and
width.
Let α(t) be a differentiable function. Then the transformation u(t, x, y) 7→ u(t, x+α, y)
changes the KP equation to
(ut + α
′ux + 6uux + uxxx)x + 3ǫuyy = 0, (5.2.2)
where the independent variable x is replaced by x + α and the subindices denote the
partial derivatives with respect to the original independent variables. Moreover, the
transformation u 7→ u− α′/6 changes the KP equation to
(ut − α′ux + 6uux + uxxx)x + 3ǫuyy = 0. (5.2.3)
So the transformation
T2,α(u(t, x, y)) = u(t, x+ α, y)− α
′
6
(5.2.4)
keeps the KP equation invariant with the independent variable x is replaced by x + α;
equivalently, T2,α maps a solution of the KP equation to another solution of the KP
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equation. Moreover, the transformation u(t, x, y) 7→ u(t, x, y+α) changes the KP equation
to
(ut + α
′uy + 6uux + uxxx)x + 3ǫuyy = 0 (5.2.5)
with the independent variable y replaced by y + α, and the transformation u(t, x, y) 7→
u(t, x+ βy, y) changes the KP equation to
(ut + β
′yux + 6uux + uxxx)x + 3ǫuyy + 3ǫβ2uxx + 6ǫβuxy = 0 (5.2.6)
with the independent variable x replaced by x+ βy; equivalently,
(ut + (β
′y + 3ǫβ2)ux + 6ǫβuy + 6uux + uxxx)x + 3ǫuyy = 0. (5.2.7)
Thus the transformation
T3,α(u(t, x, y)) = u
(
t, x− α
′y
6ǫ
, y + α
)
+
2α′′y − α′2
72ǫ
(5.2.8)
leaves the KP equation invariant with the independent variable y replaced by y + α and
the variable x replaced by x− ǫα′y/6. Hence T3,α maps a solution of the KP equation to
another solution of the KP equation.
From the degree analysis in (5.1.6)-(5.1.9), we can make the KP equation homogeneous
if we take deg y = 2deg x = 2ℓ2. Hence the transformation
Ta,b(u(t, x, y)) = b
2u(b3t+ a, bx, b2y) (5.2.9)
keeps the KP equation invariant for a, b ∈ R and b 6= 0. Therefore, the transformation
T (u(t, x, y)) = b2u(b3t + a, b(x− ǫα′y/6 + β), b2(y + α)) + 2α
′′y − α′2
72ǫ
− β
′
6
(5.2.10)
maps a solution of the KP equation to another solution for any functions α, β in t and
a, b ∈ R with b 6= 0.
Note that any solution of the KdV equation is also a solution of the KP equation. Using
the above symmetry transformations in (5.2.4) and (5.2.8), we can get more sophisticated
solutions of the KP equation from the solutions of the KdV equation in last section: (1)
u = − 2
(x− ǫαy/6 + β)2 +
2α′y − α2
72ǫ
− β
′
6
(5.2.11)
from the solution u = −2/x2 of the KdV equation; (2)
u = −2℘(x− ǫαy/6 + β) + 2α
′y − α2
72ǫ
− β
′
6
(5.2.12)
from the solution u = −2℘(x) of the KdV equation; (3)
u = −2b2 tan2 b(x− ǫαy/6 + β) + 2α
′y − α2
72ǫ
− 8b
2 + β ′
6
(5.2.13)
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from the solution u = −2b2(tan2 bx+ 2/3) of the KdV equation; (4)
u = −2b2 coth2(b(x− ǫαy/6 + β)) + 2α
′y − α2
72ǫ
+
8b2 − β ′
6
(5.2.14)
from the solution u = −2b2(coth2 bx− 2/3) of the KdV equation; (5)
u = 2m2b2cn2(b(x− ǫαy/6 + β)|m) + 2α
′y − α2
72ǫ
+
(4− 8m2)b2 − β ′
6
(5.2.15)
from the solution u = 2b2m2cn2(bx|m) + (2 − 4m2)b2/3 of the KdV equation, which
becomes a line-soliton solution
u = 2b2sech2(b(x− ǫcy − (3ǫc2 + 4b2)t+ a)) (5.2.16)
when we take α = 6c, β = −(3ǫc2 + 4b2)t+ a and let m→ 1; (6)
u =
x− ǫαy/6 + β
6(t+ a)
+
2α′y − α2
72ǫ
− β
′
6
(5.2.17)
from the solution u = x/6(t+ a) of the KdV equation; (7)
u = 2∂2x ln[1 + k1e
b1(x−ǫαy/6+β)−b31t + k2eb2(x−ǫαy/6+β)−b
3
2t
+
(
b1 − b2
b1 + b2
)2
k1k2e
(b1+b2)(x−ǫαy/6+β)−(b31+b32)t] +
2α′y − α2
72ǫ
− β
′
6
(5.2.18)
from the solution (5.1.47) of the KdV equation, which becomes a two-soliton solution
u = 2∂2x ln[1 + k1e
b1(x−ǫcy−3ǫc2t)−b31t + k2eb2(x−ǫcy−3ǫc
2t)−b32t
+
(
b1 − b2
b1 + b2
)2
k1k2e
(b1+b2)(x−ǫcy−3ǫc2t)−(b31+b32)t] (5.2.19)
when we take α = 6c and β = −3ǫc2t.
Next we assume that
u = h(t, y) + g(t, y)x+ f(t, y)x2 (5.2.20)
is a solution of the KP equation, where h, g and f are functions in t and x to be determined.
Then
gt + 3ǫhyy + 6g
2 + 12fh+ [2ft + 3ǫgyy + 36fg]x+ 3(ǫfyy + 12f
2)x2 = 0, (5.2.21)
equivalently,
ǫfyy + 12f
2 = 0, (5.2.22)
2ft + 3ǫgyy + 36fg = 0, (5.2.23)
gt + 3ǫhyy + 6g
2 + 12fh = 0. (5.2.24)
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Recall the Weierstrass’s elliptic function ℘(z) defined in (3.4.9). Moreover, ℘′′(z) =
6℘2(z) − g2/2 with the g2 given in (3.4.29). In (3.4.9), we take ω1 ∈ C such that
Re ω1, Im ω1 6= 0 and ω2 = ω1 for which g2 = 0. Then ℘(z) is real if z ∈ R. An
obvious solution of the system (5.2.22)-(5.2.24) is f = −ǫ℘(y)/2 and g = h = 0. So
u = −ǫx2℘(y)/2 is a solution of the KP equation. Applying the transformations in (5.2.4)
and (5.2.8), we get a more sophisticated solution
u = − ǫ
2
(x− ǫα′y/6 + β)2℘(y + α) + 2α
′′y − α′2
72ǫ
− β
′
6
(5.2.25)
for any differentiable functions α, β in t.
Note that f = −ǫ/2(y−α)2 is a solution of (5.2.22) for any function α in t. Replacing
u by T3,α(u) (cf. (5.2.8)), we can assume α = 0, that is, f = −ǫ/2y2. Substituting it into
(5.2.23), we get gyy = 6g/y
2 ∼ y2gyy = 6g. Assume
g =
∑
m∈Z
am(t)y
m, (5.2.26)
where am(t) are functions in t to be determined. Then∑
m∈Z
m(m− 1)amym = 6
∑
m∈Z
amy
m ∼ [m(m− 1)− 6]am = 0, m ∈ Z. (5.2.27)
Moreover,
[m(m− 1)− 6]am = 0 ∼ (m− 3)(m+ 2)am = 0. (5.2.28)
So am = 0 if m 6= −2, 3. Hence
g =
β
y2
+ γy3, (5.2.29)
where β and γ are arbitrary functions in t.
Recall u = fx2 + gx+ h and observe
fx2 + gx =
−ǫx2 + 2βx
2y2
+ γy3x =
−ǫ(x − ǫβ)2 + ǫβ2
2y2
+ γy3x. (5.2.30)
Replacing u by T2,ǫβ(u) (cf. (5.2.4)), we can assume β = 0, that is, g = γy
3. Next (5.2.24)
becomes
γ′y3 + 3ǫhyy + 6γ2y6 − 6ǫ
y2
h = 0, (5.2.31)
equivalently,
y2hyy − 2h = −ǫγ
′
3
y5 − 2ǫγ2y8. (5.2.32)
Suppose
h =
∑
m∈Z
bm(t)y
m, (5.2.33)
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where bm(t) are functions in t to be determined. Substituting it into (5.2.32), we have∑
m∈Z
[m(m− 1)− 2]bmym = −ǫγ
′
3
y5 − 2ǫγ2y8. (5.2.34)
Thus
b5 = −ǫγ
′
54
, b8 = −ǫγ
2
27
, [m(m− 1)− 2]bm = (m− 2)(m+1)bm = 0, m 6= 5, 8. (5.2.35)
Hence
h =
ϑ
y
+ νy2 − ǫγ
′
54
y5 − ǫγ
2
27
y8, (5.2.36)
where ϑ and ν are two arbitrary functions in t. Therefore, we obtain following solution
of the KP equation (5.2.1):
u = − ǫx
2
2y2
+ γxy3 +
ϑ
y
+ νy2 − ǫγ
′
54
y5 − ǫγ
2
27
y8. (5.2.37)
Applying the transformations in (5.2.4) and (5.2.8), we have:
Theorem 5.2.1. For any functions α, β, γ, ϑ and ν in t, the following is a solution
of the KP equation (5.2.1):
u = −ǫ(x − α
′y/6ǫ+ β)2
2(y + α)2
+ γ(x− α′y/6ǫ+ β)(y + α)3 + ϑ
y + α
+ν(y + α)2 − ǫγ
′
54
(y + α)5 − ǫγ
2
27
(y + α)8 +
2α′′y − α′2
72ǫ
− β
′
6
. (5.2.38)
Let f = 0 in (5.2.22). Then (5.2.23) becomes gyy = 0. So g = αy + β for some
functions α and β in t. Now (5.2.24) yields
3ǫhyy + 6α
2y2 + (α′ + 12αβ)y + 6β2 + β ′ = 0. (5.2.39)
Thus we get the following solution of the KP equation
u = (αy + β)x− ǫα
2
6
y4 − ǫ(α
′ + 12αβ)
18
y3 − ǫ(6β
2 + β ′)
6
y2 + γy + θ, (5.2.40)
where α, β, γ and θ are arbitrary functions in t. Note that the solution (5.2.17) is a special
case of the above solution.
Changing variable u = 2∂2x ln v, we find the following presentation of the KP equation
in Hirota bilinear form
DtDx(v · v) +D4x(v · v) + 3ǫD2y(v · v) = 0 (5.2.41)
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(cf. (5.1.37) and (5.1.49)). Suppose that
v = (x+ a0t)
2 + by2 + c (5.2.42)
is a solution (5.2.41), where all the coefficients are constants to be determined and b 6= 0.
By (5.2.41),
2(a0 + 3ǫb)v − 4a0(x+ a0t)2 + 12− 12ǫb2y2 = 0, (5.2.43)
equivalently,
a0 = 3ǫb, c = − ǫ
b2
. (5.2.44)
So
u = 2∂2x ln v = 2∂
2
x ln((x+ 3ǫbt)
2 + by2 − ǫ/b2) (5.2.45)
is a solution of the KP equation. Applying the transformations in (5.2.4) and (5.2.8), we
obtain the following solution of the KP equation:
u = 2∂2x ln((x− ǫα′y/6 + β + 3ǫbt+ a)2 + b(y + α)2 − ǫ/b2) +
2α′′y − α′2
72ǫ
− β
′
6
. (5.2.46)
Taking α = 6ǫt and β = −3ǫc2t, we get the following lump solution of the KP equation:
u = 2∂2x ln((x− cy + 3ǫ(b− c2)t+ a)2 + b(y + 6ǫct)2 − ǫ/b2), (5.2.47)
where a, b, c ∈ R and b 6= 0.
Jimbo and Miwa [JM] found the τ -function solutions of the KP equation via the
orbit of the vacuum vector for the fermionic representation of the general linear group
GL(∞) and the Boson-Fermion correspondence in quantum field theory. Kupershmidt
[Kb] found geometric-Hamiltonian form for the KP equation. Cao [Cb2] found some
algebraic approaches to the exact solutions of the Jimbo-Miwa equation, which is the
second equation in the KP hierarchy.
5.3 Equation of Transonic Gas Flows
Lin, Reisner and Tsien [LRT] (1948) found the equation
2utx + uxuxx − uyy = 0 (5.3.1)
for two-dimensional non-steady motion of a slender body in a compressible fluid, which
was later called the “equation of transonic gas flows” (cf. [Me1]).
Mamontov [Me1] (1969) obtained the Lie point symmetries of the above equation and
solved the problem of existence of analytic solutions in [Me2] (1972). Sevost’janov [Sg]
(1977) found explicit solutions of the equation (5.3.1), describing nonstationary transonic
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flows in plane nozzles. Sukhinin [Sv] (1978) studied the group property and conservation
laws of the equation. In this section, we give the stable-range approach to the LRT
equation (5.3.1). The results are taken from our work [X8].
First we give an intuitive derivation of the symmetry transformations of the LRT
equation due to Mamontov [Me1]. Suppose
deg u = ℓ1, deg x = ℓ2. (5.3.2)
To make each nonzero term having the same degree, we have to take
deg t = 2ℓ2 − ℓ1, deg y = 3
2
ℓ2 − 1
2
ℓ1. (5.3.3)
Since the LRT equation (5..3.1) does not contain variable coefficients, it is translation
invariant. Thus the transformation
T
(a)
b1,b2
(u(t, x, y)) = b21u(b
2
1b
4
2t + a, b
2
2x, b1b
3
2y) (5.3.4)
keep the LRT equation invariant for a, b1, b2 ∈ R such that b1, b2 6= 0, with the independent
variables t replaced by b21b
4
2t + a, x replaced by b
2
2x and y replaced by b1b
3
2y, where the
subindices denote the partial derivatives with respect to the original independent variables.
So T
(a)
b1,b2
maps a solutions of the LRT equation to another solution.
Let α be differentiable functions in t. Then the transformation u 7→ u + α keeps
(5.3.1) invariant. Moreover, the transformation u(t, x, y) 7→ u(t, x + α, y) changes the
LRT equation to
2utx + 2α
′uxx + uxuxx − uyy = 0 (5.3.5)
with the independent variables x replaced by x + α and the subindices denoting the
partial derivatives with respect to the original independent variables. Furthermore, the
transformation u(t, x, y) 7→ u(t, x, y)− 2α′x changes the LRT equation to
−4α′′ + 2utx − 2α′uxx + uxuxx − uyy = 0. (5.3.6)
In addition, the transformation u(t, x, y) 7→ u(t, x, y)− 2α′′y2 changes the LRT equation
to
2utx + uxuxx − uyy + 4α′′ = 0. (5.3.7)
Thus the transformation
T2,α(u(t, x, y)) = u(t, x+ α, y)− 2α′x− 2α′′y2 (5.3.8)
keeps the LRT equation invariant with the independent variable x replaced by x+ α and
the subindices denoting the partial derivatives with respect to the original independent
variables; equivalently, T2,α maps a solutions of the LRT equation to another solution.
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Since u = 0 is a solution, u = T2,α(0) = −2α′x−2α′ ′y2 is a nontrivial solution of the LRT
equation.
Given a differentiable function β in t, the transformation u(t, x, y) 7→ u(t, x, y + β)
changes the LRT equation to
2utx + 2β
′uxy + uxuxx − uyy = 0 (5.3.9)
with the independent variable y replaced by y+β and the subindices denoting the partial
derivatives with respect to the original independent variables. Moreover, the transforma-
tion u(t, x, y) 7→ u(t, x+ β ′y, y) changes the LRT equation to
2utx + 2β
′′yuxx + uxuxx − uyy − 2β ′uxy − β ′2uxx = 0 (5.3.10)
with the independent variable x replaced by x + β ′y. Furthermore, the transformation
u(t, x, y) 7→ u(t, x, y)− 2β ′′xy + β ′2x changes the LRT equation to
4β ′β ′′ − 4β ′′′y + 2utx − 2β ′′yuxx + β ′2xuxx + uxuxx − uyy = 0. (5.3.11)
In addition, the transformation u(t, x, y) 7→ u(t, x, y) + 2β ′β ′′y2 − 2β ′′′y3/3 changes the
LRT equation to
2utx + uxuxx − uyy − 4β ′β ′′ + 4β ′′′y = 0. (5.3.12)
Therefore, the transformation
T3,β(u(t, x, y)) = u(t, x+ β
′y, y + β) + β ′2x+ 2β ′β ′′y2 − 2β ′′xy − 2β
′′′
3
y3 (5.3.13)
leave the equation (5.3.1) invariant with the independent variables x replaced by x+ β ′y
and y replaced by y+ β, where the subindices denote the partial derivatives with respect
to the original independent variables. In other words, T3,β maps a solutions of the LRT
equation to another solution. In particular, u = T3,β(0) = β
′2x+2β ′β ′′y2−2β ′′xy− 2β′′′
3
y3
is a solution of the LRT equation.
In summary, the transformation
T
(a;α,β)
b1,b2;γ
(u(t, x, y)) = b21u(b
2
1b
4
2t + a, b
2
2(x+ β
′y + α), b1b32(y + β)) + γ
+(β ′2 − 2α′)x+ 2(β ′β ′′ − α′′)y2 − 2β ′′xy − 2β
′′′
3
y3 (5.3.14)
maps a solutions of the LRT equation to another solution.
Note that the maximal finite-dimensional subspace of R[x] invariant under the trans-
formation u 7→ uxuxx is
∑3
r=0 Rx
r (stable range). We look for a solution of the form:
u = f(t, y) + g(t, y)x+ h(t, y)x2 + ξ(t, y)x3, (5.3.15)
138 CHAPTER 5. NONLINEAR SCALAR EQUATIONS
where f(t, y), g(t, y), h(t, y) and ξ(t, y) are suitably-differentiable functions to be deter-
mined. Note
ux = g + 2hx+ 3ξx
2, uxx = 2h+ 6ξx, (5.3.16)
utx = gt + 2htx+ 3ξtx
2, uyy = fyy + gyyx+ hyyx
2 + ξyyx
3, (5.3.17)
Now (5.3.1) becomes
2(gt+2htx+3ξtx
2)+(g+2hx+3ξx2)(2h+6ξx)−fyy−gyyx−hyyx2−ξyyx3 = 0, (5.3.18)
which is equivalent to the following system of partial differential equations:
ξyy = 18ξ
2, (5.3.19)
hyy = 6ξt + 18ξh, (5.3.20)
gyy = 4ht + 4h
2 + 6ξg, (5.3.21)
fyy = 2gt + 2gh. (5.3.22)
Recall the Weierstrass’s elliptic function ℘(z) defined in (3.4.9). Moreover, ℘′′(z) =
6℘2(z) − g2/2 with the g2 given in (3.4.29). In (3.4.9), we take ω1 ∈ C such that
Re ω1, Im ω1 6= 0 and ω2 = ω1 for which g2 = 0. Then ℘(z) is real if z ∈ R. An ob-
vious solution of the equation (5.3.19)-(5.3.22) is ξ = ℘(y)/3 and f = g = h = 0. So
u = x3℘(y)/3 is a solution of the LRT equation (5.3.1). Applying the transformation
T
(0;α,β)
1,1;γ in (5.3.14), we get a more sophisticated solution
u =
1
3
(x+β ′y+α)3℘(y+β)+(β ′2−2α′)x+2(β ′β ′′−α′′)y2−2β ′′xy− 2β
′′′
3
y3+γ (5.3.23)
of the LRT equation (5.3.1).
Observe that
ξ =
1
3y2
(5.3.24)
is a solution of the equation (5.3.19). Substituting (5.3.24) into (5.3.20), we get
hyy =
6
y2
h. (5.3.25)
Write
h(t, y) =
∑
m∈Z
am(t)
ym
. (5.3.26)
Then (5.3.25) is equivalent to
[m(m+ 1)− 6]am = 0 ∼ (m− 2)(m+ 3)am = 0 for m ∈ Z. (5.3.27)
Thus
h =
α
y2
+ γy3, (5.3.28)
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where α and γ are arbitrary differentiable functions in t.
Note
ξx3 + hx2 =
x3 + 3αx2
3y2
+ γy3x2 =
(x+ α)3 − 3α2x− α3
3y2
+ γy3x2. (5.3.29)
Replacing u by T2,−α(u) (cf. (5.3.8)), we can assume α = 0, that is, h = γy3. Now
ht = γ
′y3, h2 = γ2y6. (5.3.30)
Substituting the above equation into (5.3.21), we have:
gyy − 2
y2
g = 4γ′y3 + 4γ2y6. (5.3.31)
Write
g(t, y) =
∑
m∈Z
bm(t)y
m. (5.3.32)
Then (5.3.31) is equivalent to
b5 =
2γ′
9
, b8 =
2γ2
27
, (m+ 1)(m− 2)am = 0, m 6= 5, 8. (5.3.33)
So
g =
ϑ
y
+ ℑy2 + 2γ
′
9
y5 +
2γ2
27
y8, (5.3.34)
where ϑ and ℑ are arbitrary differentiable functions in t.
Observe that
gt =
ϑ′
y
+ ℑ′y2 + 2γ
′′
9
y5 +
4γγ′
27
y8, (5.3.35)
gh = γϑy2 + γℑy5 + 2γγ
′
9
y8 +
2γ3
27
y11. (5.3.36)
Hence (5.3.22) becomes
fyy = 2
[
ϑ′
y
+ (ℑ′ + γϑ)y2 + 9γℑ+ 2γ
′′
9
y5 +
10γγ′
27
y8 +
2γ3
27
y11
]
. (5.3.37)
Therefore,
f = 2ϑ′y(ln y − 1) + ℑ
′ + γϑ
6
y4 +
9γℑ+ 2γ′′
189
y7 +
2γγ′
243
y10 +
γ3
1053
y13 + ρy, (5.3.38)
where ρ is any function in t.
Theorem 5.3.1. Let α, β, γ, ϑ,ℑ, ρ, µ be arbitrary functions in t, which are differen-
tiable up to need. We have the following solution of the LRT equation (5.3.1):
u = ϕ =
x3
3y2
+ γx2y3 +
(
ϑ
y
+ ℑy2 + 2γ
′
9
y5 +
2γ2
27
y8
)
x+ 2ϑ′y(ln y − 1)
+
ℑ′ + γϑ
6
y4 +
9γℑ+ 2γ′′
189
y7 +
2γγ′
243
y10 +
γ3
1053
y13 + ρy. (5.3.39)
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Moreover, u = T
(0;α,−β)
1,1;µ (ϕ) is solution of the LRT equation (5.3.1) blowing up on the
moving line y = β(t).
We remark that the solution u = T
(0,α,−β)
1,1;µ (ϕ) may reflect the phenomenon of abrupt
high-speed wind. If we take ϕ = x3/3y2, then
u =
(x+ β ′y + α)3
3(y − β)2 + (β
′2 − 2α′)x+ 2(β ′β ′′ − α′′)y2 − 2β ′′xy − 2β
′′′
3
y3 + µ. (5.3.40)
Take the trivial solution ξ = 0 of (5.3.19), which is the only solution polynomial in y.
Then (5.3.20) and (5.3.21) become
hyy = 0, gyy = 4ht + 4h
2. (5.3.41)
Replacing u by T3,α(u) for some proper function α in t if necessary (cf. (5.3.13)), we can
take h = βy, where β is an arbitrary function in t. Hence
gyy = 4β
′y + 4β2y2. (5.3.42)
So
g = γ + σy +
2β ′
3
y3 +
β2
3
y4, (5.3.43)
where γ and σ are arbitrary functions in t. Now (5.3.22) yields
fyy = 2γ
′ + 2(βγ + σ′)y + 2βσy2 +
4β ′′
3
y3 +
8ββ ′
3
y4 +
2
3
β3y5. (5.3.44)
Replacing u by some T
(0;0,0)
1,1;α (u) if necessary (cf. (5.3.14)), we have
f = ρy + γ′y2 +
βγ + σ′
3
y3 +
βσ
6
y4 +
β ′′
15
y5 +
4ββ ′
45
y6 +
β3
63
y7. (5.3.45)
Theorem 5.3.2. The following is a solution of the equation (5.3.1):
u = ψ = βx2y +
(
γ + σy +
2β ′
3
y3 +
β2
3
y4
)
x+ ρy + γ′y2
+
βγ + σ′
3
y3 +
βσ
6
y4 +
β ′′
15
y5 +
4ββ ′
45
y6 +
β3
63
y7, (5.3.46)
where β, γ, σ and ρ are arbitrary functions in t. Moreover, any solution polynomial in
x and y of (5.3.1) must be of the form u = T
(0;0,α)
1,1;ϑ (ψ), where α and ϑ are another two
arbitrary functions in t.
Proof. We only need to prove the last statement. Suppose that u is a solution of
(5.3.1) polynomial in x and y. By comparing the term with highest degree of x, u must
be of the form (5.3.15) and (5.3.19)-(5.3.22) hold. Since ξ is polynomial in y, (5.3.19)
forces ξ = 0. Then the conclusion follows from the arguments (5.3.41)-(5.3.45). ✷
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5.4 Short Wave Equation
Khristianovich and Rizhov [KR] (1958) discovered the equations of short waves
uy − 2vt − 2(v − x)vx − 2kv = 0, vy + ux = 0 (5.4.1)
in connection with the nonlinear reflection of weak shock waves, where k is a real constant.
Bagdoev and Petrosyan [BP] (1985) showed that the modulation equation of a gas-fluid
mixture coincides in main orders with the corresponding short-wave equations. Kraenkel,
Manna and Merle [KMM] (2000) studied nonlinear short-wave propagation in ferrites and
Ermakov [Es] (2006) investigated short-wave interaction in film slicks. By the second
equation in (5.4.1), there exist a potential function w(t, x, y) such that u = wy and
v = −wx. Then the first equation becomes:
2wtx − 2(x+ wx)wxx + wyy + 2kwx = 0. (5.4.2)
To solve the short wave equations (5.4.1) is equivalent to solve the equation (5.4.2). The
reader may find the other interesting results in literatures such as [RRD, Kp]. In this
section, we want to solve the short wave equation by the stable-range approach. The
results come from our work [X13]
The symmetry group and conservation laws of (5.4.2) were first studied by Kucharczyk
[Kp] (1965) and later by Khamitova [Kr] (1982). Let α be a differentiable function in t.
Note that the transformation w(t, x, y) 7→ w(t, x+ α, y) changes the equation (5.4.2) to
2α′wxx + 2wtx − 2(x+ α + wx)wxx + wyy + 2kwx = 0 (5.4.3)
with the independent variables x replaced by x + α and the subindices denoting the
partial derivatives with respect to the original independent variables. Moreover, the
transformation w(t, x, y) 7→ w(t, x, y) + (α′ − α)x changes the equation (5.4.2) to
2(α′′ − α′) + 2wtx − 2α′wxx − 2(x− α+ wx)wxx + wyy + 2kwx + 2k(α′ − α) = 0. (5.4.4)
Furthermore, the transformation w(t, x, y) 7→ w(t, x, y)+ (kα+(1− k)α′−α′′)y2 changes
the equation (5.4.2) to
2wtx − 2(x+ wx)wxx + wyy + 2(kα + (1− k)α′ − α′′) + 2kwx = 0. (5.4.5)
Thus the transformation
T2,α(w(t, x, y)) = w(t, x+ α, y) + (α
′ − α)x+ (kα + (1− k)α′ − α′′)y2 (5.4.6)
keeps the equation (5.4.2) invariant with the independent variable x replaced by x+α, that
is, the transformation T2,α maps a solution of (5.4.2) to another solution. In particular,
T2,α(0) = (α
′ − α)x+ (kα + (1− k)α′ − α′′)y2 is a solution of the equation (5.4.2).
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Given a differentiable function β in t, the transformation w(t, x, y) 7→ w(t, x, y + β)
changes the equation (5.4.2) to
2β ′wxy + 2wtx − 2(x+ wx)wxx + wyy + 2kwx = 0 (5.4.7)
with the independent variable y replaced by y+β and the subindices denoting the partial
derivatives with respect to the original independent variables. Moreover, the transforma-
tion w(t, x, y) 7→ w(t, x− β ′y, y) changes the equation (5.4.2) to
−2β ′′ywxx + 2wtx − 2(x− β ′y + wx)wxx + wyy − 2β ′wxy + β ′2wxx + 2kwx = 0 (5.4.8)
with the independent variable x replaced by x − β ′y. Furthermore, the transformation
w(t, x, y) 7→ w(t, x, y) + β ′2x/2 + (β ′ − β ′′)xy changes the equation (5.4.2) to
2β ′β ′′ + 2(β ′′ − β ′′′)y + 2wtx − 2(x+ β ′2/2 + (β ′ − β ′′)y + wx)wxx
+wyy + 2kwx + kβ
′2 + 2k(β ′ − β ′′)y = 0. (5.4.9)
In addition, the transformation
w(t, x, y) 7→ w(t, x, y)− (β ′β ′′ + kβ ′2/2)y2 + (β ′′′ + (k − 1)β ′′ − kβ ′)y3/3 (5.4.10)
changes the equation (5.4.2) to
2wtx−2(x+wx)wxx+wyy−(2β ′β ′′+kβ ′2)+2(β ′′′+(k−1)β ′′−kβ ′)y+2kwx = 0. (5.4.11)
Therefore, the transformation
T3,β(w(t, x, y)) = w(t, x− β ′y, y + β) + β ′2x/2 + (β ′ − β ′′)xy
−(β ′β ′′ + kβ ′2/2)y2 + (β ′′′ + (k − 1)β ′′ − kβ ′)y3/3 (5.4.12)
leaves the equation (5.4.2) invariant with the independent variables x replaced by x−β ′y
and y replaced by y+β, where the subindices denote the partial derivatives with respect to
the original independent variables. In other words, T3,β maps a solutions of the equation
(5.4.2) to another solution. In particular,
u = T3,β(0) = β
′2x/2+(β ′−β ′′)xy−(β ′β ′′+kβ ′2/2)y2+(β ′′′+(k−1)β ′′−kβ ′)y3/3 (5.4.13)
is a solution of the equation (5.4.2).
To make each term in (5.4.2) having the same degree, we take
deg w = 2 deg x = 4 deg y, deg t = 0. (5.4.14)
Thus the transformation
Ta,b(w(t, x, y)) = b
−4w(t+ a, b2x, by) (5.4.15)
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keeps the equation (5.4.2) invariant with the independent variables t replaced by t + a,
where a, b ∈ R and b 6= 0. In summary, the transformation
T
(α,β)
a,b;γ (w(t, x, y))
= b−4w(t+ a, b2(x− β ′y + α), b(y + β)) + γ + (β ′ − β ′′)xy + [kα + (1− k)α′ − α′′
−β ′β ′′ − kβ ′2/2]y2 + (β ′′′ + (k − 1)β ′′ − kβ ′)y3/3 + (β ′2/2 + α′ − α)x (5.4.16)
maps a solutions of the equation (5.4.2) to another solution, where α, β, γ are functions
in t and a, b ∈ R with b 6= 0.
In this section, we study solutions polynomial in x for the short wave equation (5.4.2).
By comparing the terms of highest degree in x, we find that such a solution must be of
the form:
w = f(t, y) + g(t, y)x+ h(t, y)x2 + ξ(t, y)x3, (5.4.17)
where f(t, y), g(t, y), h(t, y) and ξ(t, y) are suitably-differentiable functions to be deter-
mined. Note
wx = g + 2hx+ 3ξx
2, wxx = 2h+ 6ξx, (5.4.18)
wtx = gt + 2htx+ 3ξtx
2, wyy = fyy + gyyx+ hyyx
2 + ξyyx
3, (5.4.19)
Now (5.4.2) becomes
2(gt + 2htx+ 3ξtx
2)− 2(g + (2h+ 1)x+ 3ξx2)(2h+ 6ξx)
+fyy + gyyx+ hyyx
2 + ξyyx
3 + 2k(g + 2hx+ 3ξx2) = 0, (5.4.20)
which is equivalent to the following systems of partial differential equations:
ξyy = 36ξ
2, (5.4.21)
hyy = 6ξ(6h+ 2− k)− 6ξt, (5.4.22)
gyy = 8h
2 + 4(1− k)h + 12ξg − 4ht, (5.4.23)
fyy = 4gh− 2gt − 2kg. (5.4.24)
First we observe that
ξ =
1
6y2
(5.4.25)
is a solution of the equation (5.4.21). Substituting (5.4.25) into (5.4.22), we get
hyy =
6h+ 2− k
y2
. (5.4.26)
Write
h(t, y) =
∑
m∈Z
am(t)
ym
, (5.4.27)
144 CHAPTER 5. NONLINEAR SCALAR EQUATIONS
where am(t) are functions in t to be determined. Then (5.4.26) is equivalent to
a0 =
k − 2
6
, [m(m+ 1)− 6]am = (m+ 3)(m− 2)am = 0, m 6= 0. (5.4.28)
Thus
h =
α
y2
+
k − 2
6
+ γy3, (5.4.29)
where α and γ are arbitrary differentiable functions in t. Observe
ξx3 + hx2 =
x3 + 6αx2
6y2
+
k − 2
6
x2 + γx2y3. (5.4.30)
Replacing w by T2,−2α(w), we can take α = 0, that is,
h =
k − 2
6
+ γy3. (5.4.31)
Calculate
h2 =
(k − 2)2
36
+
(k − 2)γ
3
y3 + γ2y6. (5.4.32)
Note (5.4.23) becomes
gyy − 2g
y2
=
2(k − 2)(1− 2k)
9
− 4[(k + 1)γ + 3γ
′]
3
y3 + 8γ2y6. (5.4.33)
Write
g(t, y) =
∑
m∈Z
bm(t)y
m, (5.4.34)
where bm(t) are functions in t to be determined. Now (5.4.33) is equivalent to
(k − 2)(1− 2k) = 0, b5 = −2(k + 1)γ
27
, b8 =
4γ2
27
, (5.4.35)
m(m+ 3)bm+2 = 0, m 6= 0, 3, 6. (5.4.36)
Thus k = 1/2, 2 and
g =
ϑ
y
+ σy2 − 2(k + 1)γ + 6γ
′
27
y5 +
4γ2
27
y8, (5.4.37)
where ϑ and σ are arbitrary differentiable functions in t.
Note
gt =
ϑ′
y
+ σ′y2 − 2(k + 1)γ
′ + 6γ′′
27
y5 +
8γγ′
27
y8, (5.4.38)
gh =
(k − 2)ϑ
6y
+
(k − 2)σ + 6γϑ
6
y2 +
81γσ − [(k + 1)γ + 3γ′](k − 2)
81
y5
−2γ[(2k + 5)γ + 9γ
′]
81
y8 +
4γ3
27
y11. (5.4.39)
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Thus (5.4.24) becomes
fyy = −4(k + 1)ϑ+ 6ϑ
′
3y
− 4(k + 1)σ + 6σ
′ − 12γϑ
3
y2 − 40γ[(k + 1)γ + 3γ
′]
81
y8
+
8(k + 1)2γ + 12(3k + 2)γ′ − 36γ′′ + 244γσ
81
y5 +
16γ3
27
y11. (5.4.40)
So
f =
4(k + 1)ϑ+ 6ϑ′
3
y(1− ln y)− 2(k + 1)σ + 3σ
′ − 6γϑ
18
y4 − 4γ[(k + 1)γ + 3γ
′]
729
y10
+
4(k + 1)2γ + 6(3k + 2)γ′ − 18γ′′ + 122γσ
1701
y7 +
4γ3
1053
y13 + ςy, (5.4.41)
where ς is an arbitrary functions in t.
Theorem 5.4.1. Suppose k = 1/2, 2. We have the following solution of the equation
(5.4.2):
w = ψ =
x3
6y2
+
(
k − 2
6
+ γy3
)
x2 +
(
ϑ
y
+ σy2 − 2(k + 1)γ + 6γ
′
27
y5 +
4γ2
27
y8
)
x+ ςy
+
4(k + 1)ϑ+ 6ϑ′
3
y(1− ln y)− 2(k + 1)σ + 3σ
′ − 6γϑ
18
y4 − 4γ[(k + 1)γ + 3γ
′]
729
y10
+
4(k + 1)2γ + 6(3k + 2)γ′ − 18γ′′ + 122γσ
1701
y7 +
4γ3
1053
y13 + ςy, (5.4.42)
where γ, ϑ, σ and ς are arbitrary functions in t, whose derivatives appeared in the above
exist in a certain open set of R. Moreover, w = T
(α,−β)
0,1;ζ (ψ) is solution of the equation
(5.4.2) blowing up on the moving line y = β(t).
The simplest case is
ψ =
x3
6y2
+
k − 2
6
x2. (5.4.43)
So the simplest solution of the equation (5.4.2) blowing up on the moving line y = β(t) is
w =
(x+ β ′y)3
6(y − β)2 +
k − 2
6
(x+ β ′y)2 +
β ′2x
2
+ (β ′′ − β ′)xy
−
(
β ′β ′′ +
kβ ′2
2
)
y2 − β
′′′ + (k − 1)β ′′ − kβ ′
3
y3. (5.4.44)
Take the trivial solution ξ = 0 of (5.4.21), which is the only solution polynomial in y.
Then (5.4.22) and (5.4.23) become
hyy = 0, gyy = 8h
2 + 4(1− k)h− 4ht, (5.4.45)
Replacing u by some T3,β(u) if necessary (cf.(5.4.13)), we have h = γy for some function
γ in t. Hence
gyy = 8γ
2y2 + 4(1− k)γy − 4γ′y. (5.4.46)
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So
g =
2γ2
3
y4 +
2[(1− k)γ − γ′]
3
y3 + ϑy + ρ (5.4.47)
for some functions ϑ and ρ in t.
Observe
gh =
2γ3
3
y5 +
2γ[(1− k)γ − γ′]
3
y4 + γϑy2 + γρy (5.4.48)
and
gt =
4γγ′
3
y4 +
2[(1− k)γ′ − γ′′]
3
y3 + ϑ′y + ρ′. (5.4.49)
Now (5.4.24) yields
fyy =
8γ3
3
y5 +
4γ[(2− 3k)γ − 4γ′]
3
y4 − 4[k(1− k)γ − (2k − 1)γ
′ − γ′′]
3
y3
+4γϑy2 + (4γρ− 2kϑ− 2ϑ′)y − 2kρ− 2ρ′. (5.4.50)
Replacing u by some T
(0;0,0)
0,1;α (u) if necessary (cf. (5.4.16)), we have
f =
4γ3
63
y7 +
2γ[(2− 3k)γ − 4γ′]
45
y6 − k(1− k)γ − (2k − 1)γ
′ − γ′′
15
y5
+
γϑ
3
y4 +
2γρ− kϑ− ϑ′
3
y3 − (kρ+ ρ′)y2 + ςy (5.4.51)
for some function ς of t.
Theorem 5.4.2. The following is a solution of the equation (5.4.2):
w = ϕ = γx2y +
(
2γ2
3
y4 +
2[(1− k)γ − γ′]
3
y3 + ϑy + ρ
)
x
+
4γ3
63
y7 +
2γ[(2− 3k)γ − 4γ′]
45
y6 − k(1− k)γ − (2k − 1)γ
′ − γ′′
15
y5
+
γϑ
3
y4 +
2γρ− kϑ− ϑ′
3
y3 − (kρ+ ρ′)y2 + ςy (5.4.52)
where γ, ϑ, ρ and ς are arbitrary functions in t, whose derivatives exist as they appear.
Moreover, any solution polynomial in x and y of (5.4.2) must be of the above form w =
T
(0,β)
0,1;α (ϕ), where α and β are another arbitrary functions in t.
5.5 Khokhlov and Zabolotskaya Equation
Khokhlov and Zabolotskaya [KZ] (1969) found the equation
2utx + (uux)x − uyy = 0. (5.5.1)
for quasi-plane waves in nonlinear acoustics of bounded bundles. More specifically, the
equation describes the propagation of a diffraction sound beam in a nonlinear medium.
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Kupershmidt [Kb] (1994) constructed a geometric Hamiltonian form for the Khokhlov-
Zabolotskaya equation (5.5.1). Certain group-invariant solutions of (5.1.1) were found by
Korsunskii [Ks] (1991), and by Lin and Zhang [LZ] (1995). Sanchez [Sd] (2005) studied
long waves in ferromagnetic media via Khokhlov-Zabolotskaya equation. There are the
other interesting results on the equation (e.g., cf. [Gj, KS, KiPg, Mo, RN, Ra1, Ra2, Sf,
Va]). In this section, we present the stable-range approach to the equation (5.5.1) due to
our work [X13].
Suppose
deg u = ℓ1, deg x = ℓ2. (5.5.2)
To make each nonzero term in (5.5.1) having the same degree, we have to take
deg t = ℓ2 − ℓ1, deg y = ℓ2 − 1
2
ℓ1. (5.5.3)
Since the Khokhlov-Zabolotskaya equation (5.5.1) does not contain variable coefficients,
it is translation invariant. Thus the transformation
T
(a)
b1,b2
(u(t, x, y)) = b21u(b
2
1b2t + a, b2x, b1b2y) (5.5.4)
keeps the Khokhlov-Zabolotskaya equation invariant for a, b1, b2 ∈ R such that b1, b2 6= 0,
with the independent variables t replaced by b21b2t + a, x replaced by b2x and y replaced
by b1b2y, where the subindices denote the partial derivatives with respect to the original
independent variables. So T
(a)
b1,b2
maps a solutions of the equation to another solution.
Let α be differentiable functions in t. Then the transformation u(t, x, y) 7→ u(t, x+α, y)
changes the Khokhlov-Zabolotskaya equation to
2α′uxx + 2utx + (uux)x − uyy = 0. (5.5.5)
with the independent variables x replaced by x + α and the subindices denoting the
partial derivatives with respect to the original independent variables. Furthermore, the
transformation u(t, x, y) 7→ u(t, x, y)− 2α′ changes the Khokhlov-Zabolotskaya equation
to
2utx − 2α′uxx + (uux)x − uyy = 0. (5.5.6)
Thus the transformation
T2,α(u(t, x, y)) = u(t, x+ α, y)− 2α′ (5.5.7)
keep the Khokhlov-Zabolotskaya equation invariant with the independent variables x
replaced by x + α and the subindices denoting the partial derivatives with respect to
the original independent variables; equivalently, T2,α maps a solutions of the Khokhlov-
Zabolotskaya equation to another solution.
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Given a differentiable function β in t, the transformation u(t, x, y) 7→ u(t, x, y + β)
changes the Khokhlov-Zabolotskaya equation to
2utx + 2β
′uxy + (uux)x − uyy = 0 (5.5.8)
with the independent variable y replaced by y+β and the subindices denoting the partial
derivatives with respect to the original independent variables. Moreover, the transforma-
tion u(t, x, y) 7→ u(t, x+ β ′y, y) changes the Khokhlov-Zabolotskaya equation to
2utx + 2β
′′yuxx + (uux)x − uyy − 2β ′uxy − β ′2uxx = 0 (5.5.9)
with the independent variable x replaced by x + β ′y. Furthermore, the transformation
u(t, x, y) 7→ u(t, x, y)− 2β ′′y + β ′2 changes the Khokhlov-Zabolotskaya equation to
2utx − 2β ′′yuxx + β ′2uxx + (uux)x − uyy = 0. (5.5.10)
Therefore, the transformation
T3,β(u(t, x, y)) = u(t, x+ β
′y, y + β) + β ′2 − 2β ′′y (5.5.11)
leaves the equation (5.5.1) invariant with the independent variables x replaced by x+β ′y
and y replaced by y+β, where the subindices denote the partial derivatives with respect to
the original independent variables. In other words, T3,β maps a solutions of the Khokhlov-
Zabolotskaya equation to another solution.
In summary, the transformation
T
(α,β)
a;b1,b2
(u(t, x, y)) = b21u(b
2
1b2t+a, b2(x+β
′y+α), b1b2(y+β))−2α′+β ′2−2β ′′y (5.5.12)
maps a solutions of the Khokhlov-Zabolotskaya equation to another solution.
Comparing the terms with highest degree of x, we find that the solution of the equation
(5.5.1) polynomial in x must be of the form
u = f(t, y) + g(t, y)x+ ξ(t, y)x2. (5.5.13)
Then
ux = g + 2ξx, utx = gt + 2ξtx, uyy = fyy + gyyx+ ξyyx
2, (5.5.14)
(uux)x = ∂x(fg + (g
2 + 2fξ)x+ 3gξx2 + 2ξ2x3) = g2 + 2fξ + 6gξx+ 6ξ2x2. (5.5.15)
Substituting them into (5.5.1), we get
2(gt + 2ξtx) + g
2 + 2fξ + 6gξx+ 6ξ2x2 − fyy − gyyx− ξyyx2 = 0, (5.5.16)
equivalently,
ξyy = 6ξ
2, (5.5.17)
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gyy − 6gξ = 4ξt, (5.5.18)
fyy − 2fξ = 2gt + g2. (5.5.19)
Recall the Weierstrass’s elliptic function ℘(z) defined in (3.4.9). Moreover, ℘′′(z) =
6℘2(z) − g2/2 with the g2 given in (3.4.29). In (3.4.9), we take ω1 ∈ C such that
Re ω1, Im ω1 6= 0 and ω2 = ω1 for which g2 = 0. Then ℘(z) is real if z ∈ R. An ob-
vious solution of the equation (5.5.17)-(5.5.19) is ξ = ℘(y) and g = f = 0. Applying
T
(α,β)
0;1,1 , we obtain a more sophisticated solution
u = (x+ β ′y + α)2℘(y + β)− 2α′ + β ′2 − 2β ′′y. (5.5.20)
Observe that ξ = 1/y2 is a solution of the equation (5.5.17). Substituting it into
(5.5.18), we obtain
gyy − 6g
y2
= 0. (5.5.21)
Write
g(t, y) =
∑
m∈Z
am(t)y
m. (5.5.22)
Then (5.5.21) becomes∑
m∈Z
[(m+ 2)(m+ 1)− 6]am+2(t)ym = 0 ∼ (m+ 4)(m− 1)am+2 = 0 for m ∈ Z (5.5.23)
Hence
g =
α
y2
+ βy3, (5.5.24)
where α and β are arbitrary differentiable functions in t. Note
x2ξ + xg =
x2 + αx
y2
+ βxy3. (5.5.25)
Replacing u by T2,−α/2(u), we can take α = 0. That is, g = βy3.
We can write (5.5.19) as
fyy − 2
y2
f = 2β ′y3 + β2y6. (5.5.26)
Suppose
f(t, y) =
∑
m∈Z
bm(t)y
m. (5.5.27)
Then (5.5.26) becomes∑
m∈Z
[(m+ 2)(m+ 1)− 2]am+2(t)ym = 2β ′y3 + β2y6, (5.5.28)
equivalently,
18a5 = 2β
′, 54a8 = β2, (m+ 3)mam+2 = 0, m 6= 3, 6. (5.5.29)
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Thus
f =
γ
y
+ ϑy2 +
β ′
9
y5 +
β2
54
y8, (5.5.30)
where γ and ϑ are arbitrary functions in t.
Theorem 5.5.1. We have the following solution of the equation:
u = ϕ =
x2
y2
+ βxy3 +
γ
y
+ ϑy2 +
β ′
9
y5 +
β2
54
y8, (5.5.31)
where β, γ and ϑ are arbitrary functions in t. Moreover, u = T
(α,−σ)
0;1,1 (ϕ) is solution of the
Khokhlov-Zabolotskaya equation (5.5.1) blowing up on the moving line y = σ(t).
The simplest solution of the Khokhlov-Zabolotskaya equation (5.5.1) blowing up on
the moving line y = σ(t):
u =
(x− σ′y)2
(y − σ)2 + σ
′2 − 2σ′′y (5.5.32)
Suppose that ξ is polynomial in y, then ξ = 0 by comparing the terms with highest
degree of y in (5.5.17). Then (5.5.18) and (5.5.19) become
gyy = 0, fyy = 2gt + g
2. (5.5.33)
Replacing u by some T3,α(u) (cf. (5.5.11)), we have g = βy for some function β in t.
Hence
fyy = 2β
′y + β2y2. (5.5.34)
So
f = γ + σy +
β ′
3
y3 +
β2
12
y4, (5.5.35)
where γ and σ are arbitrary functions in t.
Theorem 5.5.2. The following is a solution of the Khokhlov-Zabolotskaya equation
(5.5.1):
u = ψ = βxy + γ + σy +
β ′
3
y3 +
β2
12
y4, (5.5.36)
where β, γ and σ are arbitrary functions in t. Moreover, any solution polynomial in x and
y of (5.5.1) must be of the form u = T3,α(ψ).
5.6 Equation of Geopotential Forecast
In a book on short term weather forecast, Kibel’ [Kt] (1954) used the partial differential
equation
(Hxx +Hyy)t +Hx(Hxx +Hyy)y −Hy(Hxx +Hyy)x = kHx (5.6.1)
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for geopotential forecast on a middle level in earth sciences, where k is a real constant.
Moreover, Kibel’ [Kt] found the Gaurvitz solution of the above equation. Syono [Ss]
(1958) got another special solution. The other known solutions are related to the physical
backgrounds such as configuration of type of narrow gullies and crests, flows of type
of isolate whirlwinds, stream flow, springs and drains, hyperbolic points, and cyclone
formation. Katkov [Kv1, Kv2] (1965, 1966) determined the Lie point symmetries and
obtained certain invariant solutions of the above equation. In this section, we give new
approaches to the equation (5.6.1).
To make the nonzero terms in (5.6.1) having the same degree, we suppose
deg x = deg y = ℓ1, degH = ℓ2. (5.6.2)
Then
ℓ2 − 2ℓ1 − deg t = 2ℓ2 − 4ℓ1 = ℓ2 − ℓ1 ∼ ℓ2 = 3ℓ1, deg t = −ℓ1. (5.6.3)
Since (5.6.1) dose not contain variable coefficients, it is translation invariant. Thus the
transformation
Ta,b;c(H) = c
−3H(c−1t + a, cx, cy + b) (5.6.4)
keeps the equation (5.6.1) invariant for a, b, c ∈ R and c 6= 0 with the independent variables
t replaced by c−1t + a, x replaced by cx and y replaced by cy + b, where the subindices
denote the partial derivatives with respect to the original independent variables. So Ta,b;c
maps a solution of the geopotential equation (5.6.1) to another solution.
Let α and β be two differentiable functions in t. The transformation H(t, x, y) 7→
H(t, x+ α, y) changes the equation (5.6.1) to
α′(Hxx +Hyy)x + (Hxx +Hyy)t +Hx(Hxx +Hyy)y −Hy(Hxx +Hyy)x = kHx, (5.6.5)
with the independent variables x replaced by x + α, where the subindices denote the
partial derivatives with respect to the original independent variables. Moreover, the
transformation H(t, x, y) 7→ H(t, x, y) + α′y changes the equation (5.6.1) to
(Hxx +Hyy)t +Hx(Hxx +Hyy)y − (Hy + α′)(Hxx +Hyy)x = kHx. (5.6.6)
Hence the transformation
Tα,β(H) = H(t, x+ α, y) + α
′y + β (5.6.7)
leaves the equation (5.6.1) invariant with the independent variables x replaced by x+α ,
where the subindices denote the partial derivatives with respect to the original indepen-
dent variables. Thus Tα,β maps a solution of the geopotential equation (5.6.1) to another
solution.
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In summary, the transformation
T
(α,β)
a,b;c (H(t, x, y)) = c
−3H(c−1t+ a, c(x+ α), cy + b) + α′y + β (5.6.8)
maps a solution of the geopotential equation (5.6.1) to another solution.
Fix two functions α and β in t. Denote
̟ = αx+ βy. (5.6.9)
Assume
H = φ(t, ̟) + µy2 + τx + νy, (5.6.10)
where φ is a two-variable function and τ, µ, ν are functions in t. Note
Hx = αφ̟ + τ, Hy = βφ̟ + 2µy + ν, Hxx +Hyy = 2µ+ (α
2 + β2)φ̟̟, (5.6.11)
(Hxx +Hyy)t = 2µ
′ + (α2 + β2)′φ̟̟ + (α2 + β2)[φt̟̟ + (α′x+ β ′y)φ̟̟̟], (5.6.12)
(Hxx +Hyy)x = (α
2 + β2)αφ̟̟̟, (Hxx +Hyy)y = (α
2 + β2)βφ̟̟̟. (5.6.13)
Thus (5.6.1) becomes
2µ′ + (α2 + β2)′φ̟̟ + (α2 + β2)φt̟̟ − k(αφ̟ + τ)
+(α2 + β2)[α′x+ (β ′ − 2αµ)y + βτ − αν]φ̟̟̟ = 0. (5.6.14)
In order to solve the above equation, we assume
2µ′ = kτ, τ = αϑ′′, ν = βϑ′′, (5.6.15)
for some function ϑ in t, and
α′x+ (β ′ − 2αµ)y = 0. (5.6.16)
Note that (5.6.16) is equivalent to the following system of ordinary differential equations:
α′ = 0, β ′ − 2αµ = 0. (5.6.17)
By the first equation and replacing H by T0,0;c(H) (cf. (5.6.8)) if necessary, we have α = 1.
So τ = ϑ′′ according to the second equation in (5.6.15). Moreover, the first equation in
(5.6.15) yields
µ =
kϑ′ + c0
2
, c0 ∈ R. (5.6.18)
Hence the second equation in (5.6.17) becomes
β ′ − (kϑ′ + c0) = 0. (5.6.19)
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Therefore,
β = kϑ+ c0t+ d, d ∈ R. (5.6.20)
According to the third equation in (5.6.15),
ν = (kϑ+ c0t+ d)ϑ
′′. (5.6.21)
Now (5.6.14) becomes
(α2 + β2)′φ̟̟ + (α2 + β2)φt̟̟ − kφ̟ = 0. (5.6.22)
Replacing H by some T
(0,ς)
0,0;1 (H) if necessary, we have:
(α2 + β2)′φ̟ + (α2 + β2)φt̟ − kφ = 0. (5.6.23)
The above equation can written as
[(α2 + β2)φ̟]t − kφ = 0. (5.6.24)
So we take the form
φ =
φˆ(t, ̟)
α2 + β2
=
φˆ(t, ̟)
1 + (kϑ+ c0t+ d)2
. (5.6.25)
Then (5.6.23) becomes
φˆ̟t =
kφˆ
1 + (kϑ+ c0t+ d)2
. (5.6.26)
We use the separation of variables
φˆ = ξ(̟)η(t), (5.6.27)
where ξ and η are one-variable functions. Then (5.6.26) becomes
ξ′(̟)
kξ(̟)
=
η(t)
(1 + (kϑ+ c0t + d)2)η′(t)
, (5.6.28)
which must be a constant. To find more solutions, we assume
ξ′(̟)
kξ(̟)
=
η(t)
(1 + (kϑ+ c0t + d)2)η′(t)
= a+ bi 6= 0 (5.6.29)
for some a, b ∈ R. Thus ξ′ = (a+ bi)ξ and
η′ =
η
(a+ bi)(1 + (kϑ+ c0t+ d)2)
=
(a− bi)η
(a2 + b2)(1 + (kϑ+ c0t+ d)2)
. (5.6.30)
We have
ξ = ek(a+bi)̟, η = exp
(
a− bi
a2 + b2
∫
dt
1 + (kϑ+ c0t+ d)2
)
, (5.6.31)
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that is,
φˆ = ek(a+bi)̟ exp
(
a− bi
a2 + b2
∫
dt
1 + (kϑ+ c0t+ d)2
)
(5.6.32)
is a complex solution (5.6.26). Since (5.6.26) is a linear equation with real coefficients,
the real part
ζ1 = exp
(
ka̟ +
a
a2 + b2
∫
dt
1 + (kϑ+ c0t + d)2
)
× cos
(
kb̟ − b
a2 + b2
∫
dt
1 + (kϑ+ c0t+ d)2
)
(5.6.33)
and the imaginary part
ζ2 = exp
(
ka̟ +
a
a2 + b2
∫
dt
1 + (kϑ+ c0t+ d)2
)
× sin
(
kb̟ − b
a2 + b2
∫
dt
1 + (kϑ+ c0t + d)2
)
(5.6.34)
are real solutions of (5.6.26). For any c ∈ R,
ζ1 sin c+ ζ2 cos c = exp
(
ka̟ +
a
a2 + b2
∫
dt
1 + (kϑ+ c0t+ d)2
)
× sin
(
c+ kb̟ − b
a2 + b2
∫
dt
1 + (kϑ+ c0t + d)2
)
(5.6.35)
is a solution of (5.6.26) by the additivity of solutions for linear equation. Applying the
additivity again, we have more general solution
φˆ =
m∑
r=1
dr exp
(
kar̟ +
ar
a2r + b
2
r
∫
dt
1 + (kϑ+ c0t+ d)2
)
× sin
(
kbr̟ + cr − br
a2r + b
2
r
∫
dt
1 + (kϑ+ c0t+ d)2
)
, (5.6.36)
where ar, br, cr, dr are real constants such that (ar, br) 6= (0, 0). By (5.6.10), (5.6.18),
(5.6.20), (5.6.21) and (5.6.25), we have:
Theorem 5.6.1. Let ϑ be any function in t and let ar, br, cr, dr, c0, d for r = 1, ..., m
be real constants such that (c, d), (ar, br) 6= (0, 0). We have the following solution of the
geopotential forecast equation (5.6.1):
H =
kϑ′ + c0
2
y2 + ϑ′′[x+ (kϑ+ c0t+ d)y] +
1
1 + (kϑ+ c0t + d)2
×
m∑
r=1
dr exp
(
kar[x+ (kϑ+ c0t+ d)y] +
ar
a2r + b
2
r
∫
dt
1 + (kϑ+ c0t+ d)2
)
× sin
(
kbr[x+ (kϑ+ c0t + d)y] + cr − br
a2r + b
2
r
∫
dt
1 + (kϑ+ c0t+ d)2
)
. (5.6.37)
5.6. EQUATION OF GEOPOTENTIAL FORECAST 155
Applying the transformation T
(α,β)
0,b;c in (5.6.8) to the above solution, we will get a more
general solution the geopotential forecast equation (5.6.1).
Next we set
̟ = x2 + y2. (5.6.38)
Assume
H = ξ(̟)− y (5.6.39)
where ξ is a one-variable function. Note
Hx = 2xξ
′, Hy = 2yξ′ − 1, Hxx +Hyy = 4(ξ′ +̟ξ′′), (5.6.40)
(Hxx +Hyy)x = 8x(2ξ
′′ +̟ξ′′
′
), (Hxx +Hyy)y = 8y(2ξ
′′ +̟ξ′′
′
). (5.6.41)
Then (5.6.1) is equivalent to:
4(2ξ′′ +̟ξ′′
′
) = kξ′. (5.6.42)
Replacing H by some T
(0,ς)
0,0;1 (H) if necessary, we have:
ξ′ +̟ξ′′ =
k
4
ξ. (5.6.43)
To solve the above ordinary differential equation, we assume
ξ =
∞∑
s=0
̟s(as + bs ln̟), as, bs ∈ R. (5.6.44)
Observe
ξ′ =
∞∑
s=0
̟s−1(sas + bs + sbs ln̟), (5.6.45)
ξ′′ =
∞∑
s=0
̟s−2(s(s− 1)as + (2s− 1)bs + s(s− 1)bs ln̟). (5.6.46)
So (5.6.43) becomes
∞∑
s=0
̟s−1(s2as + 2sbs + s2bs ln̟) =
k
4
∞∑
s=0
̟s(as + bs ln̟), (5.6.47)
equivalently,
(s+ 1)2as+1 + 2(s+ 1)bs+1 =
k
4
as, (s+ 1)
2bs+1 =
k
4
bs. (5.6.48)
Hence
bs =
b0k
s
(s!)24s
, as =
a0k
s
(s!)24s
− 2b0k
s
(s!)24s
s∑
r=1
1
r
for s > 0. (5.6.49)
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Thus
ξ = a0
∞∑
s=0
ks̟s
(s!)24s
+ b0[ln̟ +
∞∑
j=1
(k̟)j
(j!)24j
(ln̟ − 2
j∑
r=1
r−1)]. (5.6.50)
Theorem 5.6.2. Let b and c be any real constants. We have the following steady
solution of the geopotential forecast equation (5.6.1):
H = −y + b
∞∑
s=0
ks(x2 + y2)s
(s!)24s
+ c[ln(x2 + y2)
+
∞∑
j=1
(k(x2 + y2))j
(j!)24j
(ln(x2 + y2)− 2
j∑
r=1
r−1)]. (5.6.51)
Remark 5.6.3. Although the above solution is time independent, we apply T
(α,β)
0,0;1 to
it and obtain the following time-dependent solution:
H = (α′ − 1)y + β + b
∞∑
s=0
ks((x+ α)2 + y2)s
(s!)24s
+ c[ln((x+ α)2 + y2)
+
∞∑
j=1
(k((x+ α)2 + y2))j
(j!)24j
(ln((x+ α)2 + y2)− 2
j∑
r=1
r−1)], (5.6.52)
where α and β are arbitrary functions in t.
Chapter 6
Nonlinear Schro¨dinger and DS
Equations
The two-dimensional cubic nonlinear Schro¨dinger equation is used to describe the prop-
agation of an intense laser beam through a medium with Kerr nonlinearity. The coupled
two-dimensional cubic nonlinear Schro¨dinger equations are used to describe interaction
of electromagnetic waves with different polarizations in nonlinear optics. In this chapter,
we solve the above equations by imposing a quadratic condition on the related argument
functions and using their symmetry transformations. More complete families of exact so-
lutions of such type are obtained. Many of them are the periodic, quasi-periodic, aperiodic
and singular solutions that may have practical significance.
The Davey-Stewartson equations are used to describe the long time evolution of
three-dimensional packets of surface waves. Assuming that the argument functions are
quadratic in spacial variables, we find in this chapter various exact solutions for the
Davey-Stewartson equations.
6.1 Nonlinear Schro¨dinger Equation
The two-dimensional cubic nonlinear Schro¨dinger equation
iψt + κ(ψxx + ψyy) + ε|ψ|2ψ = 0 (6.1.1)
is used to describe the propagation of an intense laser beam through a medium with Kerr
nonlinearity, where t is the distance in the direction of propagation, x and y are the trans-
verse spacial coordinates, ψ is a complex valued function in t, x, y standing for electric
field amplitude, and κ, ε are nonzero real constants. Akhnediev, Eleonskii and Kulagin
[AEK] (1987) found certain exact solutions of (6.1.1) whose real and imaginary parts
are linearly dependent over the functions in t. Moreover, Gagnon and Winternitz [GW]
(1989) found exact solutions of the cubic and quintic nonlinear Schro¨dinger equation for a
cylindrical geometry. Mihalache and Panoin [MP] (1992) used the method of Akhnediev,
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Eleonskii and Kulagin to obtain new solutions which describe the propagation of dark
envelope soliton light pulses in optical fibers under the normal group velocity dispersion
regime. Furthermore, Saied, EI-Rahman and Ghonamy [SEG] (2003) used various sim-
ilarity variables to reduce the above equation to certain ordinary differential equations
and obtain some exact solutions. However, many of their solutions are equivalent to each
other under the action of the known symmetry transformations of the above equation.
There are the other interesting results on the equation (6.1.1) (e.g., cf. [AP, Pa, Sy]).
The objective of this section is to give a direct more systematical study on the exact
solutions of the nonlinear Schro¨dinger equation. We solve them by imposing the quadratic
condition on the argument functions and using their symmetry transformations. More
complete families of explicit exact solutions of this type with multiple parameter functions
are obtained. Many of them are the periodic, quasi-periodic, aperiodic and singular
solutions that physicists and engineers expect to know. For instance, soliton solutions are
sitting in our families. The results are from our work [X14].
To make the nonzero terms in (6.1.1) to have the same degree, we have to take
deg x = deg y = −deg ψ = 1
2
deg t. (6.1.2)
Moreover, the Laplace operator ∂2x+∂
2
y is invariant under rotations and (6.1.1) is transla-
tion invariant because it does not contain variable coefficients. Thus the transformation
T
(a1,a2,a3)
a;b;θ (ψ) = be
aiψ(b2(t+ a1), b(x cos θ+ y sin θ+ a2), b(−x sin θ+ y cos θ+ a3)) (6.1.3)
maps a solution of the Schro¨dinger equation (6.1.1) to another solution, where a, a1, a2, a3,
b, θ ∈ R and b 6= 0.
Fix a1, a2 ∈ R. Note that the transformation ψ(t, x, y) 7→ ψ(t, x − 2κa1t, y − 2κa2t)
changes the equation (6.1.1) to
−2κi(a1ψx + a2ψy) + iψt + κ(ψxx + ψyy) + ε|ψ|2ψ = 0 (6.1.4)
with the independent variables x replaced by x−2κa1t and y replaced by y−2κa2t , where
the subindices denote the partial derivatives with respect to the original independent
variables. Moreover, the transformation ψ 7→ e[(a1x+a2y)−κ(a21+a22)t]iψ changes the equation
(6.1.1) to
e[(a1x+a2y)−κ(a
2
1+a
2
2)t]i[iψt + 2κi(a1ψx + a2ψy) + κ(ψxx + ψyy) + ε|ψ|2ψ] = 0. (6.1.5)
Hence the transformation
Sa1,a2(ψ(t, x, y)) = e
[(a1x+a2y)−κ(a21+a22)t]iψ(t, x− 2κa1t, y − 2κa2t) (6.1.6)
changes the equation (6.1.1) to
e(a1x+a2y)i[iψt + κ(ψxx + ψyy) + ε|ψ|2ψ] = 0, (6.1.7)
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equivalently, (6.1.1) holds with the independent variables x replaced by x− 2κa1t and y
replaced by y−2κa2t , where the subindices denote the partial derivatives with respect to
the original independent variables. Therefore, Sa1,a2 maps a solution of the Schro¨dinger
equation (6.1.1) to another solution.
Write
ψ = ξ(t, x, y)eiφ(t,x,y), (6.1.8)
where ξ and φ are real functions in t, x, y. Note
ψt = (ξt + iξφt)e
iφ, ψx = (ξx + iξφx)e
iφ, ψy = (ξy + iξφy)e
iφ, (6.1.9)
ψxx = (ξxx − ξφ2x+ i(2ξxφx + ξφxx))eiφ, ψyy = (ξyy − ξφ2y + i(2ξyφy + ξφyy))eiφ. (6.1.10)
So the equation (6.1.1) becomes
iξt − φtξ + εξ3 + κ[ξxx + ξyy − ξ(φ2x + φ2y)
+i(2ξxφx + 2ξyφy + ξ(φxx + φyy))] = 0, (6.1.11)
equivalently,
ξt + κ(2ξxφx + 2ξyφy + ξ(φxx + φyy)) = 0, (6.1.12)
−ξ[φt + κ(φ2x + φ2y)] + κ(ξxx + ξyy) + εξ3 = 0. (6.1.13)
Note that it is very difficult to solve the above system without pre-assumptions. From
the algebraic characteristics of the above system of partial differential equations, it is most
affective to assume that φ is quadratic in x and y. After sorting case by case, we only
have the following four cases that lead us to exact solutions of (6.1.12) and (6.1.13).
Case 1. φ = β(t) is a function in t.
According to (6.1.12), ξt = 0. Moreover, (6.1.13) becomes
−β ′ξ + κ(ξxx + ξyy) + εξ3 = 0. (6.1.14)
Replacing ψ by some T
(0,0,0)
a;1;0 (ψ), we have
β = bt, b ∈ R. (6.1.15)
Then (6.1.14) becomes
−bξ + κ(ξxx + ξyy) + εξ3 = 0. (6.1.16)
First we assume ξy = 0. The above equation becomes an ordinary differential equation:
−bξ + κξ′′ + εξ3 = 0. (6.1.17)
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Recall (
1
x
)′′
= 2
(
1
x
)3
, (6.1.18)
(tan z)′′ = 2(tan3 z + tan z), (sec z)′′ = 2 sec3 z − sec z (6.1.19)
(cf. (3.5.17) and (3.5.18)),
(coth z)′′ = 2(coth3 z − coth z), (csch z)′′ = 2csch 3z + csch z (6.1.20)
(cf. (3.5.19) and (3.5.20)),
sn ′′(z|m) = 2m2sn3(z|m)− (m2 + 1)sn (z|m), (6.1.21)
cn ′′(z|m) = −2m2cn3(z|m) + (2m2 − 1)cn (z|m), (6.1.22)
dn ′′(z|m) = −2dn3(z|m) + (2−m2)dn (z|m) (6.1.23)
(cf. (3.5.14)-(3.5.16)).
Substituting ξ = kf(x) to (6.1.17) with k ∈ R and f = 1/x, tanx, sec x, coth x, cschx,
sn (x|m), cn (x|m), dn (x|m), we find the following solutions: if κε < 0,
ξ =
1
x
√
−2κ
ε
, b = 0; (6.1.24)
ξ =
√
−2κ
ε
tan x, b = 2κ; (6.1.25)
ξ =
√
−2κ
ε
sec x, b = −κ; (6.1.26)
ξ =
√
−2κ
ε
coth x, b = −2κ; (6.1.27)
ξ =
√
−2κ
ε
csch x, b = κ; (6.1.28)
ξ = m
√
−2κ
ε
sn (x|m), b = −(1 +m2)κ. (6.1.29)
When κε > 0, we get the following solutions:
ξ = m
√
2κ
ε
cn (x|m), b = (2m2 − 1)κ, (6.1.30)
ξ =
√
2κ
ε
dn (x|m), b = (2−m2)κ. (6.1.31)
Observe that
(∂2x + ∂
2
y)
(√
1
x2 + y2
)
=
(√
1
x2 + y2
)3
. (6.1.32)
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Thus we have solution
ξ =
√
− κ
ε(x2 + y2)
, b = 0 (6.1.33)
if κε < 0.
Theorem 6.1.1. Let m ∈ R such that 0 < m < 1. The following functions are
solutions ψ of the two-dimensional cubic nonlinear cubic nonlinear Schro¨dinger equation
(6.1.1): if εκ < 0,√
−2κ
ε
1
x
,
√
− κ
ε(x2 + y2)
, e2κti
√
−2κ
ε
tan x, e−κti
√
−2κ
ε
sec x, (6.1.34)
e−2κti
√
−2κ
ε
coth x, eκti
√
−2κ
ε
csch x, me−(1+m
2)κti
√
−2κ
ε
sn (x|m); (6.1.35)
when εκ > 0,
me(2m
2−1)κti
√
2κ
ε
cn (x|m), e(2−m2)κti
√
2κ
ε
dn (x|m). (6.1.36)
Remark 6.1.2. Recall limm→1 cn (x|m) = sech x. Thus we have the solution
ψ = lim
m→1
me(2m
2−1)κti
√
2κ
ε
cn (x|m) = eκti
√
2κ
ε
sech x. (6.1.37)
Applying the transformation T
(0,a,0)
c;b;θ (cf. (6.1.3)) and Sd,0 (cf. (6.1.6)), we get a soliton
solution
ψ = b
√
2κ
ε
e(b
2κ(1−d2)t+bd(x cos θ+y sin θ+a)+c)isech b(x cos θ + y sin θ − 2bdκt + a). (6.1.38)
We can also apply the transformations (6.1.3) and (6.1.6) to the other solutions in the
above theorem and obtain more general solutions.
Case 2. φ = x2/4κt+ β for some function β of t.
In this case, (6.1.12) becomes
ξt +
x
t
ξx +
1
2t
ξ = 0. (6.1.39)
Thus
ξ =
1√
t
ζ(u, y), u =
x
t
, (6.1.40)
for some two-variable function ζ . Now (6.1.13) becomes (6.1.14). Note
ξxx = t
−5/2ζuu, ξyy = t−1/2ζyy, ξ3 = t−3/2ζ3. (6.1.41)
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So (6.1.14) become
− β
′
√
t
ζ + κ(t−5/2ζuu + t−1/2ζyy) + εt−3/2ζ3 = 0, (6.1.42)
whose coefficients of t−3/2 force us to take
ξ =
b√
t
, b ∈ R. (6.1.43)
Now (6.1.14) becomes
−β ′ + εb
2
t
= 0 =⇒ β = εb2 ln t (6.1.44)
because otherwise we can replace ψ by some T
(0,0,0)
a;1;0 (ψ).
Case 3. φ = x2/4κt+ y2/4κ(t− d) + β for some function β in t with 0 6= d ∈ R.
In this case, (6.1.12) becomes
ξt +
x
t
ξx +
y
t− dξy +
(
1
2t
+
1
2(t− d)
)
ξ = 0. (6.1.45)
Hence we have:
ξ =
1√
t(t− d)ζ(u, v), u =
x
t
, v =
y
t− d, (6.1.46)
for some two-variable function ζ . Again (6.1.13) becomes (6.1.14). Note
ξxx = t
−5/2(t− d)−1/2ζuu, ξyy = t−1/2(t− d)−5/2ζvv, ξ3 = t−3/2(t− d)−3/2ζ3. (6.1.47)
So (6.1.14) becomes
− β
′√
t(t− d)ζ+κ(t
−5/2(t−d)−1/2ζuu+t−1/2(t−d)−5/2ζvv)+εt−3/2(t−d)−3/2ζ3 = 0, (6.1.48)
whose coefficients of t−3/2(t− d)−3/2 force us to take
ξ =
b√
t(t− d) , b ∈ R. (6.1.49)
Now (6.1.14) becomes
−β ′ + εb
2
t(t− d) = 0 =⇒ β =
εb2
d
ln
t− d
t
(6.1.50)
because otherwise we can replace ψ by some T
(0,0,0)
a;1;0 (ψ).
Theorem 6.1.3. Let b, d ∈ R with d 6= 0. The following functions are solutions ψ of
the two-dimensional cubic nonlinear cubic nonlinear Schro¨dinger equation:
btεb
2i−1/2ex
2i/4κt, bt−εb
2i/d−1/2(t− d)εb2i/d−1/2ex2i/4κt+y2i/4κ(t−d). (6.1.51)
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Remark 6.1.4. Applying (6.1.3) to the above first solution, we get another solution
ψ = b(t+ a)aκb
2i−1/2 exp
(
(x cos θ + y sin θ + a0)
2
4κ(t + a)
+ d
)
i, (6.1.52)
for a, a0, b, d, θ ∈ R. Moreover, we obtain a more sophisticated solution:
ψ = b(t + a)κb
2i−1/2e(a1x+a2y−κ(a
2
1+a
2
2)t+d)i
× exp ((x− 2κa1t) cos θ + (y − 2κa2t) sin θ + a0)
2i
4κ(t+ a)
(6.1.53)
by applying the transformation (6.1.6) to (6.1.52), where a1, a2 ∈ R.
Case 4. φ = (x2 + y2)/4κt+ β for some function β in t.
Under our assumption, (6.1.12) becomes
ξt +
x
t
ξx +
y
t
ξy +
1
t
ξ = 0. (6.1.54)
Thus we have:
ξ =
1
t
ζ(u, v), u =
x
t
, v =
y
t
, (6.1.55)
for some two-variable function ζ . Moreover, (6.1.13) becomes
−β ′ζ + κ
t2
(ζuu + ζvv) +
ε
t2
ζ3 = 0. (6.1.56)
An obvious solution is
ζ = d, β = −εd
2
t
, d ∈ R. (6.1.57)
If εκ < 0, we have the simple following solutions with β = 0:
ζ =
1
u
√
−2κ
ε
or
√
− κ
ε(u2 + v2)
. (6.1.58)
Next we take
β ′ =
b
t2
=⇒ β = −b
t
, (6.1.59)
where b is a real constant to be determined. Then (6.1.58) is equivalent to
−bζ + κ(ζuu + ζvv) + εζ3 = 0, (6.1.60)
which is the equation of the type (6.1.16). By Theorem 6.1.1, we have:
Theorem 6.1.5. Let m ∈ R such that 0 < m < 1. The following functions are
solutions ψ of the two-dimensional cubic nonlinear cubic nonlinear Schro¨dinger equation
(6.1.1): if εκ < 0,
d
t
e(x
2+y2−4κεd2)i/4κt
√
−2κ
ε
, e(x
2+y2)i/4κt
√
−2κ
ε
1
x
, e(x
2+y2)i/4κt
√
− κ
ε(x2 + y2)
, (6.1.61)
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e(x
2+y2−8κ2)i/4κt
t
√
−2κ
ε
tan
x
t
,
e(x
2+y2+4κ2)i/4κt
t
√
−2κ
ε
sec
x
t
, (6.1.62)
e(x
2+y2+8κ2)i/4κt
t
√
−2κ
ε
coth
x
t
,
e(x
2+y2−4κ2)i/4κt
t
√
−2κ
ε
csch
x
t
, (6.1.63)
me(x
2+y2+4(1+m2)κ2)i/4κt
t
√
−2κ
ε
sn
(x
t
|m
)
; (6.1.64)
when εκ > 0,
me(x
2+y2+4(1−2m2)κ2)i/4κt
t
√
2κ
ε
cn
(x
t
|m
)
, (6.1.65)
e(x
2+y2+4(m2−2)κ2)i/4κt
t
√
2κ
ε
dn
(x
t
|m
)
. (6.1.66)
Remark 6.1.6. Recall limm→1 cn (x|m) = sech x. Thus we have the solution
ψ =
e(x
2+y2−4κ2)i/4κt
t
√
2κ
ε
sech
x
t
. (6.1.67)
Applying the transformations T
(a,a2,0)
0;b;θ (cf. (6.1.3)) and Sa1,0 (cf. (6.1.6)), we get a more
general soliton-like solution
ψ =
√
2κ
ε
e((x−2a1κt)
2+y2−4κ2/b2)i/4κ(t−a)+a1(x−a1κt)i
b(t− a)
× sech (x− 2a1κt) cos θ + y sin θ
b(t− a) . (6.1.68)
Of course, applying the general forms of the transformations in (6.1.3) and (6.1.6) to the
solutions in the above theorem, we will get more solutions of the Schro¨dinger equation.
6.2 Coupled Schro¨dinger Equations
The coupled two-dimensional cubic nonlinear Schro¨dinger equations
iψt + κ1(ψxx + ψyy) + (ε1|ψ|2 + ǫ1|ϕ|2)ψ = 0, (6.2.1)
iϕt + κ2(ϕxx + ϕyy) + (ε2|ψ|2 + ǫ2|ϕ|2)ϕ = 0 (6.2.2)
are used to describe interaction of electromagnetic waves with different polarizations in
nonlinear optics, where κ1, κ2, ε1, ε2, ǫ1 and ǫ2 are real constants. Radhakrishnan and
Lakshmanan [RL1] (1995) used Painleve´ analysis to find a Hirota bilinearization of the
above system of partial differential equations and obtained bright and dark multiple soli-
ton soutions. They [RL2] (1995) also generalized their results to the coupled nonlinear
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Schro¨dinger equations with higher-order effects. Gre´bert and Guillot [GG] (1996) con-
strucetd periodic solutions of coupled one-dimensional nonlinear Schro¨dinger equations
with periodic boundary conditions in some resonance situations. Moreover, Hioe and
Salter [HS] (2002) found a connections between Lame´ functions and solutions of the above
coupled equations. In this section, we want to apply the quadratic-argument approach to
the coupled nonlinear Schro¨dinger equations. Results are due to our work [X14].
As (6.1.3), we have the following symmetric transformations of the coupled equations
(6.2.1) and (6.2.2):
T
(a1,a2,a3)
a,a0;b;θ
(ψ) = beaiψ(b2(t+a1), b(x cos θ+y sin θ+a2), b(−x sin θ+y cos θ+a3)), (6.2.3)
T
(a1,a2,a3)
a,a0;b;θ
(ϕ) = bea0iϕ(b2(t+a1), b(x cos θ+y sin θ+a2), b(−x sin θ+y cos θ+a3)). (6.2.4)
Moreover, (6.1.6) implies the following symmetry
Sa1,a2(ψ(t, x, y)) = e
[(a1x+a2y)−(a21+a22)t]i/κ1ψ(t, x− 2a1t, y − 2a2t), (6.2.5)
Sa1,a2(ϕ(t, x, y)) = e
[(a1x+a2y)−(a21+a22)t]i/κ2ϕ(t, x− 2a1t, y − 2a2t) (6.2.6)
of the coupled equations. In addition to the above symmetries, we also solve the coupled
equations modulo the following symmetry:
(ψ, κ1, ε1, ǫ1)↔ (ϕ, κ2, ε2, ǫ2). (6.2.7)
Write
ψ = ξ(t, x, y)eiφ(t,x,y), ϕ = η(t, x, y)eiµ(t,x,y) (6.2.8)
where ξ, φ, η and µ are real functions in t, x, y. As the arguments in (6.1.8)-(6.1.13), the
system (6.2.1) and (6.2.2) is equivalent to the following system for real functions:
ξt + κ1(2ξxφx + 2ξyφy + ξ(φxx + φyy)) = 0, (6.2.9)
−ξ[φt + κ1(φ2x + φ2y)] + κ1(ξxx + ξyy) + (ε1ξ2 + ǫ1η2)ξ = 0, (6.2.10)
ηt + κ2(2ηxµx + 2ηyµy + η(µxx + µyy)) = 0, (6.2.11)
−η[µt + κ2(µ2x + µ2y)] + κ2(ηxx + ηyy) + (ε2ξ2 + ǫ2η2)η = 0. (6.2.12)
Based on our experience in last section, we will solve the above system according to the
following cases. For the convenience, we always assume the conditions on the constants
involved in an expression such that it make sense. For instance, when we use
√
d1 − d2,
we naturally assume d1 ≥ d2.
Case 1. (φ, µ) = (0, 0) and ε1ǫ2 − ε2ǫ1 6= 0.
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In this case, ξt = ηt = 0 by (6.2.9) and (6.2.11). Moreover, (6.2.10) and (6.2.12)
become
κ1(ξxx + ξyy) + (ε1ξ
2 + ǫ1η
2)ξ = 0, κ2(ηxx + ηyy) + (ε2ξ
2 + ǫ2η
2)η = 0, (6.2.13)
where ι1 and ι2 are constants to be determined. Assume
ξ =
ι1
x
, η =
ι2
x
. (6.2.14)
Then (6.2.13) is equivalent to:
ε1ι
2
1 + ǫ1ι
2
2 + 2κ1 = 0, ε2ι
2
1 + ǫ2ι
2
2 + 2κ2 = 0. (6.2.15)
Solving the above linear algebraic equations for ι21 and ι
2
2, we have:
ι21 =
2(ǫ1κ2 − ǫ2κ1)
ε1ǫ2 − ε2ǫ1 , ι
2
2 =
2(ε2κ1 − ε1κ2)
ε1ǫ2 − ε2ǫ1 . (6.2.16)
Thus we have the following solution
ξ =
σ1
x
√
2(ǫ1κ2 − ǫ2κ1)
ε1ǫ2 − ε2ǫ1 , η =
σ2
x
√
2(ε2κ1 − ε1κ2)
ε1ǫ2 − ε2ǫ1 (6.2.17)
for σ1, σ2 ∈ {1,−1}. Similarly, we have the solution:
ξ = σ1
√
ǫ1κ2 − ǫ2κ1
(ε1ǫ2 − ε2ǫ1)(x2 + y2) , η = σ2
√
ε2κ1 − ε1κ2
(ε1ǫ2 − ε2ǫ1)(x2 + y2) . (6.2.18)
Case 2. (φ, µ) = (k1t, k2t) with k1, k2 ∈ R.
Again we have ξt = ηt = 0 by (6.2.9) and (6.2.11). Moreover, (6.2.10) and (6.2.12)
become
−k1ξ+κ1(ξxx+ξyy)+(ε1ξ2+ǫ1η2)ξ = 0, −k2η+κ2(ηxx+ηyy)+(ε2ξ2+ǫ2η2)η = 0. (6.2.19)
First we assume ε1ǫ2 − ε2ǫ1 6= 0 and
ξ = ι1ℑ(x), η = ι2ℑ(x), (6.2.20)
where ι1 and ι2 are constants to be determined. Then (6.2.19) becomes
−k1ℑ+ κ1ℑ′′ + (ε1ι21 + ǫ1ι22)ℑ3 = 0, −k2ℑ+ κ2ℑ′′ + (ε2ι21 + ǫ2ι22)ℑ3 = 0. (6.2.21)
According to (3.5.17)-(3.5.20), when ℑ = tanx, sec x, coth x and csch x, we always have
ε1ι
2
1 + ǫ1ι
2
2 + 2κ1 = 0, ε2ι
2
1 + ǫ2ι
2
2 + 2κ2 = 0. (6.2.22)
6.2. COUPLED SCHRO¨DINGER EQUATIONS 167
Thus for σ1, σ2 ∈ {1,−1}, we have the following solutions:
ξ = σ1
√
2(ǫ1κ2 − ǫ2κ1)
ε1ǫ2 − ε2ǫ1 tan x, η = σ2
√
2(ε2κ1 − ε1κ2)
ε1ǫ2 − ε2ǫ1 tan x (6.2.23)
with (k1, k2) = 2(κ1, κ2);
ξ = σ1
√
2(ǫ1κ2 − ǫ2κ1)
ε1ǫ2 − ε2ǫ1 sec x, η = σ2
√
2(ε2κ1 − ε1κ2)
ε1ǫ2 − ε2ǫ1 sec x (6.2.24)
with (k1, k2) = −(κ1, κ2);
ξ = σ1
√
2(ǫ1κ2 − ǫ2κ1)
ε1ǫ2 − ε2ǫ1 coth x, η = σ2
√
2(ε2κ1 − ε1κ2)
ε1ǫ2 − ε2ǫ1 coth x (6.2.25)
with (k1, k2) = −2(κ1, κ2);
ξ = σ1
√
2(ǫ1κ2 − ǫ2κ1)
ε1ǫ2 − ε2ǫ1 csch x, η = σ2
√
2(ε2κ1 − ε1κ2)
ε1ǫ2 − ε2ǫ1 csch x (6.2.26)
with (k1, k2) = (κ1, κ2). Similarly, (3.5.14)-(3.5.16) give us the following solutions:
ξ = mσ1
√
2(ǫ1κ2 − ǫ2κ1)
ε1ǫ2 − ε2ǫ1 sn (x|m), η = mσ2
√
2(ε2κ1 − ε1κ2)
ε1ǫ2 − ε2ǫ1 sn (x|m) (6.2.27)
with (k1, k2) = −(1 +m2)(κ1, κ2);
ξ = mσ1
√
2(ǫ2κ1 − ǫ1κ2)
ε1ǫ2 − ε2ǫ1 cn (x|m) η = mσ2
√
2(ε1κ2 − ε2κ1)
ε1ǫ2 − ε2ǫ1 cn (x|m) (6.2.28)
with (k1, k2) = (2m
2 − 1)(κ1, κ2);
ξ = σ1
√
2(ǫ2κ1 − ǫ1κ2)
ε1ǫ2 − ε2ǫ1 dn (x|m), η = σ2
√
2(ε1κ2 − ε2κ1)
ε1ǫ2 − ε2ǫ1 dn (x|m) (6.2.29)
with (k1, k2) = (2−m2)(κ1, κ2).
If (ε1, ǫ1) = ε1(1, d
2) and (ε2, ǫ2) = ε2(1, d
2) with d ∈ R, then (6.2.19) becomes
−k1ξ+κ1(ξxx+ξyy)+ε1(ξ2+d2η2)ξ = 0, −k2η+κ2(ηxx+ηyy)+ε2(ξ2+d2η2)η = 0. (6.2.30)
The sum of squares and sin2 x+ cos2 x = 1 motivate us to try
ξ = dℓ sin x, η = ℓ cosx (6.2.31)
for any 0 6= ℓ ∈ R. Substitute them into (6.2.30), we have
−k1 − κ1 + d2ℓ2ε1 = 0, −k2 − κ2 + d2ℓ2ε2 = 0. (6.2.32)
168 CHAPTER 6. NONLINEAR SCHRO¨DINGER AND DS EQUATIONS
So
(k1, k2) = (d
2ℓ2ε1 − κ1, d2ℓ2ε2 − κ2). (6.2.33)
When (ε1, ǫ1) = ε1(1,−d2) and (ε2, ǫ2) = ε2(1,−d2) with d ∈ R, then (6.2.19) becomes
−k1ξ+κ1(ξxx+ξyy)+ε1(ξ2−d2η2)ξ = 0, −k2η+κ2(ηxx+ηyy)+ε2(ξ2−d2η2)η = 0. (6.2.34)
The difference of squares and cosh2 x− sinh2 x = 1 motivate us to try
ξ = dℓ cosh x, η = ℓ sinh x (6.2.35)
for any 0 6= ℓ ∈ R. Substitute them into (6.2.34), we have
−k1 + κ1 + d2ℓ2ε1 = 0, −k2 + κ2 + d2ℓ2ε2 = 0. (6.2.36)
Hence
(k1, k2) = (d
2ℓ2ε1 + κ1, d
2ℓ2ε2 + κ2). (6.2.37)
In summary, we have the following theorem.
Theorem 6.2.1. Let d, ℓ,m ∈ R with 0 < m < 1 and let σ1, σ2 ∈ {1,−1}. If
a1ǫ2 − ε2ǫ1 6= 0, we have the following solutions of the coupled two-dimensional cubic
nonlinear Schro¨dinger equations (6.2.1) and (6.2.2):
ψ =
σ1
x
√
2(ǫ1κ2 − ǫ2κ1)
ε1ǫ2 − ε2ǫ1 , ϕ =
σ2
x
√
2(ε2κ1 − ε1κ2)
ε1ǫ2 − ε2ǫ1 ; (6.2.38)
ψ = σ1
√
ǫ1κ2 − ǫ2κ1
(ε1ǫ2 − ε2ǫ1)(x2 + y2) , ϕ = σ2
√
ε2κ1 − ε1κ2
(ε1ǫ2 − ε2ǫ1)(x2 + y2) ; (6.2.39)
ψ = σ1
√
2(ǫ1κ2 − ǫ2κ1)
ε1ǫ2 − ε2ǫ1 e
2κ1ti tan x, ϕ = σ2
√
2(ε2κ1 − ε1κ2)
ε1ǫ2 − ε2ǫ1 e
2κ2ti tanx; (6.2.40)
ψ = σ1
√
2(ǫ1κ2 − ǫ2κ1)
ε1ǫ2 − ε2ǫ1 e
−κ1ti sec x, ϕ = σ2
√
2(ε2κ1 − ε1κ2)
ε1ǫ2 − ε2ǫ1 e
−κ2ti sec x; (6.2.41)
ψ = σ1
√
2(ǫ1κ2 − ǫ2κ1)
ε1ǫ2 − ε2ǫ1 e
−2κ1ti coth x, ϕ = σ2
√
2(ε2κ1 − ε1κ2)
ε1ǫ2 − ε2ǫ1 e
−2κ2ti coth x; (6.2.42)
ψ = σ1
√
2(ǫ1κ2 − ǫ2κ1)
ε1ǫ2 − ε2ǫ1 e
κ1ticsch x, ϕ = σ2
√
2(ε2κ1 − ε1κ2)
ε1ǫ2 − ε2ǫ1 e
κ2ticsch x; (6.2.43)
ψ = mσ1
√
2(ǫ1κ2 − ǫ2κ1)
ε1ǫ2 − ε2ǫ1 e
−(1+m2)κ1tisn (x|m), (6.2.44)
ϕ = mσ2
√
2(ε2κ1 − ε1κ2)
ε1ǫ2 − ε2ǫ1 e
−(1+m2)κ2tisn (x|m); (6.2.45)
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ψ = mσ1
√
2(ǫ2κ1 − ǫ1κ2)
ε1ǫ2 − ε2ǫ1 e
(2m2−1)κ1ticn (x|m), (6.2.46)
ϕ = mσ2
√
2(ε1κ2 − ε2κ1)
ε1ǫ2 − ε2ǫ1 e
(2m2−1)κ2ticn (x|m); (6.2.47)
ψ = σ1
√
2(ǫ2κ1 − ǫ1κ2)
ε1ǫ2 − ε2ǫ1 e
(2−m2)κ1tidn (x|m), (6.2.48)
ϕ = σ2
√
2(ε1κ2 − ε2κ1)
ε1ǫ2 − ε2ǫ1 e
(2−m2)κ1tidn (x|m). (6.2.49)
If (ε1, ǫ1) = ε1(1, d
2) and (ε2, ǫ2) = ε2(1, d
2),
ψ = dℓe(d
2ℓ2ε1−κ1)ti sin x, ϕ = ℓe(d
2ℓ2ε2−κ2)ti cosx. (6.2.50)
When (ε1, ǫ1) = ε1(1,−d2) and (ε2, ǫ2) = ε2(1,−d2),
ψ = dℓe(d
2ℓ2ε1+κ1)ti cosh x, η = ℓe(d
2ℓ2ε2+κ2)ti sinh x. (6.2.51)
Remark 6.2.2. Applying the symmetric transformations (6.2.3)-(6.2.6) to the above
solutions, we can get more sophisticated ones. For instance, by (6.2.38), we get the
following traveling-wave solution
ψ =
σ1e
ai+a1(x cos θ+y sin θ+a2−a1t)i/κ1
x cos θ + y sin θ − 2a1t + a2
√
2(ǫ1κ2 − ǫ2κ1)
ε1ǫ2 − ε2ǫ1 , (6.2.52)
ϕ =
σ2e
a0i+a1(x cos θ+y sin θ+a2−a1t)i/κ2
x cos θ + y sin θ − 2a1t+ a2
√
2(ε2κ1 − ε1κ2)
ε1ǫ2 − ε2ǫ1 . (6.2.53)
Since limm→1 cn(x|m) = sech x, (6.2.46) and (6.2.47) yield the solution
ψ = σ1
√
2(ǫ2κ1 − ǫ1κ2)
ε1ǫ2 − ε2ǫ1 e
κ1tisech x, ϕ = σ2
√
2(ε1κ2 − ε2κ1)
ε1ǫ2 − ε2ǫ1 e
κ2tisech x. (6.2.54)
The symmetric transformations (6.2.3)-(6.2.6) give us the following soliton solution
ψ = bσ1
√
2(ǫ2κ1 − ǫ1κ2)
ε1ǫ2 − ε2ǫ1 e
(b2κ1t+a)i+a1b(x cos θ+y sin θ+a2−a1bt)i/κ1
×sech b(x cos θ + y sin θ − 2a1bt + a2), (6.2.55)
ϕ = bσ2
√
2(ε1κ2 − ε2κ1)
ε1ǫ2 − ε2ǫ1 e
(b2κ2t+a0)i+a1b(x cos θ+y sin θ+a2−a1bt)i/κ2
×sech b(x cos θ + y sin θ − 2a1bt + a2). (6.2.56)
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If (ε1, ǫ1) = ε1(1, d
2) and (ε2, ǫ2) = ε2(1, d
2), (6.2.3)-(6.2.6) and (6.2.50) yield the following
wave solution
ψ = bdℓe[b
2(d2ℓ2ε1−κ1)t+a]i+a1b(x cos θ+y sin θ+a2−a1bt)i/κ1
× sin b(x cos θ + y sin θ − 2a1bt + a2), (6.2.57)
ϕ = bℓe[b
2(d2ℓ2ε2−κ2)t+a0]i+a1b(x cos θ+y sin θ+a2−a1bt)i/κ2
× cos b(x cos θ + y sin θ − 2a1bt + a2). (6.2.58)
Case 3. φ = x2/4κ1t+ β1 and µ = (x− d)2/4κ2(t− ℓ) + β2 or µ = y2/4κ2(t− ℓ) + β2
for some functions β1 and β2 in t and real constants d and ℓ.
First we assume µ = (x− d)2/4κ2(t− ℓ) + β2. Then (6.2.9) and (6.2.11) become
ξt +
x
t
ξx +
1
2t
ξ = 0, ηt +
x− d
t− ℓ ηx +
1
2(t− ℓ)η = 0. (6.2.59)
Thus
ξ =
1√
t
ξˆ(t−1x, y), η =
1√
t− ℓ ηˆ((t− ℓ)
−1(x− d), y) (6.2.60)
for some two-variable functions ξˆ and ηˆ. On the other hand, (6.2.10) and (6.2.12) become
−β ′1ξ + κ1(ξxx + ξyy) + (ε1ξ2 + ǫ1η2)ξ = 0, (6.2.61)
−β ′2η + κ2(ηxx + ηyy) + (ε2ξ2 + ǫ2η2)η = 0. (6.2.62)
As (6.1.40)-(6.1.43), the above two equations force us to take
ξ =
c1√
t
, η =
c2√
t− ℓ. (6.2.63)
So (6.2.61) and (6.2.62) are implied by the equations:
β ′1 =
c21ε1
t
+
c22ǫ1
t− ℓ, β
′
2 =
c21ε2
t
+
c22ǫ2
t− ℓ. (6.2.64)
For simplicity, we take
β1 = c
2
1ε1 ln t+ c
2
2ǫ1 ln(t− ℓ), β2 = c21ε2 ln t+ c22ǫ2 ln(t− ℓ). (6.2.65)
Exact same approach holds for µ = y2/4κ2(t− ℓ) + β2.
Theorem 6.2.3. Let c1, c2, d, ℓ ∈ R. We have the following solutions of the coupled
two-dimensional cubic nonlinear Schro¨dinger equations (6.2.1) and (6.2.2):
ψ = c1t
c21ε1i−1/2(t− ℓ)c22ǫ1iex2i/2κ1t, ϕ = c2tc21ε2i(t− ℓ)c22ǫ2i−1/2e(x−d)2i/2κ2(t−ℓ); (6.2.66)
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ψ = c1t
c21ε1i−1/2(t− ℓ)c22ǫ1iex2i/2κ1t, ϕ = c2tc21ε2i(t− ℓ)c22ǫ2i−1/2ey2i/2κ2(t−ℓ). (6.2.67)
Case 4. φ = x2/4κ1t+ β1 and µ = (x− d)2/4κ2(t− ℓ1) + y2/4κ2(t− ℓ2) + β2 for some
functions β1 and β2 in t and real constants d, ℓ1 and ℓ2.
In this case, (6.2.9) and (6.2.11) become
ξt +
x
t
ξx +
1
2t
ξ = 0, ηt +
x− d
t− ℓ1 ηx +
y
t− ℓ2ηy +
(
1
2(t− ℓ1) +
1
2(t− ℓ2)
)
ξ = 0. (6.2.68)
Thus
ξ =
1√
t
ξˆ(t−1x, y), η =
1√
(t− ℓ1)(t− ℓ2)
ηˆ((t− ℓ1)−1(x− d), (t− ℓ2)−1y) (6.2.69)
for some two-variable functions ξˆ and ηˆ by the method of characteristic lines in Section
4.1. Again (6.2.10) and (6.2.12) become (6.2.61) and (6.2.62), respectively. Moreover,
they force us to take
ξ =
c1√
t
, η =
c2√
(t− ℓ1)(t− ℓ2)
. (6.2.70)
So (6.2.10) and (6.2.12) are implied by the equations:
β ′1 =
c21ε1
t
+
c22ǫ1
(t− ℓ1)(t− ℓ2) , β
′
2 =
c21ε2
t
+
c22ǫ2
(t− ℓ1)(t− ℓ2) . (6.2.71)
For simplicity, we get
β1 = c
2
1ε1 ln t +
c22ǫ1
ℓ2 − ℓ1 ln
t− ℓ1
t− ℓ2 , β2 = ε2c
2
1 ln t +
ǫ2c
2
2
ℓ2 − ℓ1 ln
t− ℓ1
t− ℓ2 (6.2.72)
if ℓ1 6= ℓ2, and
β1 = c
2
1ε1 ln t−
c22ǫ1
t− ℓ1 , , β2 = c
2
1ε2 ln t−
c22ǫ2
t− ℓ1 (6.2.73)
when ℓ1 = ℓ2.
Theorem 6.2.4. Let c1, c2, ℓ1, ℓ2 ∈ R such that ℓ1 6= ℓ2. We have the following
solutions of the coupled two-dimensional cubic nonlinear Schro¨dinger equations (6.2.1)
and (6.2.2):
ψ = c1t
c21ε1i−1/2(t− ℓ1)c22ǫ1(ℓ2−ℓ1)−1i(t− ℓ2)−c22ǫ1(ℓ2−ℓ1)−1iex2i/4κ1t, (6.2.74)
ϕ = c2t
c21ε2i(t− ℓ1)c22ǫ2(ℓ2−ℓ1)−1i−1/2(t− ℓ2)−c22ǫ2(ℓ2−ℓ1)−1i−1/2
× exp
(
(x− d)2i
4κ2(t− ℓ1) +
y2i
4κ2(t− ℓ1)
)
; (6.2.75)
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ψ = c1t
c21ε1i−1/2 exp
(
x2i
4κ1t
− c
2
2ǫ1i
t− ℓ1
)
, (6.2.76)
ϕ =
c2t
c21ε2i
t− ℓ1 exp
((x− d)2 + y2 − 4c22κ2ǫ2)i
4κ2(t− ℓ1) . (6.2.77)
Case 5. For ℓ1, ℓ2, ℓ, d1, d2 ∈ R and functions β1, β2 in t,
φ =
x2
4κ1t
+
y2
4κ1(t− ℓ) + β1, µ =
(x− d1)2
4κ2(t− ℓ1) +
(y − d2)2
4κ1(t− ℓ2) + β2. (6.2.78)
As the above case, we get
ξ =
c1√
t(t− ℓ) , η =
c2√
(t− ℓ1)(t− ℓ2)
. (6.2.79)
So (6.2.10) and (6.2.12) are implied by the equations:
β ′1 =
c21ε1
t(t− ℓ) +
c22ǫ1
(t− ℓ1)(t− ℓ2) , β
′
2 =
c21ε2
t
+
c22ǫ2
(t− ℓ1)(t− ℓ2) . (6.2.80)
For simplicity, we have
β1 =
c21ε1
ℓ
ln
t− ℓ
t
+
c22ǫ1
ℓ2 − ℓ1 ln
t− ℓ1
t− ℓ2 , β2 =
c21ε2
ℓ
ln
t− ℓ
t
+
c22ǫ2
ℓ2 − ℓ1 ln
t− ℓ1
t− ℓ2 (6.2.81)
if ℓ 6= 0 and ℓ1 6= ℓ2;
β1 = −c
2
1ε1
t
+
c22ǫ1
ℓ2 − ℓ1 ln
t− ℓ1
t− ℓ2 , β2 = −
c21ε2
t
+
c22ǫ2
ℓ2 − ℓ1 ln
t− ℓ1
t− ℓ2 (6.2.82)
when ℓ = 0 and ℓ1 6= ℓ2;
β1 =
c21ε1
t
− c
2
2ǫ1
t− ℓ1 , , β2 =
c21ε2
t
t− c
2
2ǫ2
t− ℓ1 (6.2.83)
if ℓ = 0 and ℓ1 = ℓ2. Therefore, we obtain:
Theorem 6.2.5. Let c1, c2, ℓ, d1, d2, ℓ1, ℓ2 ∈ R such that ℓ 6= 0 and ℓ1 6= ℓ2. We
have the following solutions of the coupled two-dimensional cubic nonlinear Schro¨dinger
equations (6.2.1) and (6.2.2):
ψ =
c1
t
exp
(
(x2 + y2 − 4c21κ1ε1)i
4κ1t
− c
2
2ǫ1i
t− ℓ1
)
, (6.2.84)
ϕ =
c2
t− ℓ1 exp
(
((x− d1)2 + (y − d2)2 − 4c22κ2ǫ2)i
4κ2(t− ℓ1) −
c21ε2i
t
)
; (6.2.85)
ψ =
c1(t− ℓ1)c22ǫ1i/(ℓ2−ℓ1)(t− ℓ2)−c22ǫ1i/(ℓ2−ℓ1)
t
exp
(x2 + y2 − 4c21κ1ε1)i
4κ1t
, (6.2.86)
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ϕ = c2(t− ℓ1)c22ǫ2i/(ℓ2−ℓ1)−1/2(t− ℓ2)−c22ǫ2i/(ℓ2−ℓ1)−1/2
× exp
(
(x− d1)2i
4κ2(t− ℓ1) +
(y − d2)2i
4κ2(t− ℓ2) −
c21ε2i
t
)
; (6.2.87)
ψ = c1t
−c21ε1i/ℓ−1/2(t− ℓ)c21ε1i/ℓ−1/2(t− ℓ1)c22ǫ1i/(ℓ2−ℓ1)
×(t− ℓ2)−c22ǫ1i/(ℓ2−ℓ1) exp
(
x2i
4κ1t
+
y2i
4κ1(t− ℓ)
)
, (6.2.88)
ϕ = c2t
−c21ε2i/ℓ(t− ℓ)c21ε2i/ℓ(t− ℓ1)c22ǫ2i/(ℓ2−ℓ1)−1/2
×(t− ℓ2)−c22ǫ2i/(ℓ2−ℓ1)−1/2 exp
(
(x− d1)2i
4κ2(t− ℓ1) +
(y − d2)2i
4κ2(t− ℓ2)
)
. (6.2.89)
Case 6. For two functions β1, β2 in t,
φ =
x2 + y2
4κ1t
+ β1, µ =
x2 + y2
4κ2t
+ β2. (6.2.90)
As Case 4, (6.2.9) and (6.2.11) imply
ξ =
1
t
ξˆ(u, v), η =
1
t
ηˆ(u, v), u =
x
t
, v =
y
t
. (6.2.91)
Moreover, (6.2.10) and (6.2.12) become
−β ′1ξˆ +
κ1
t2
(ξˆuu + ξˆvv) +
1
t2
(ε1ξˆ
2 + ǫ1ηˆ
2)ξˆ = 0, (6.2.92)
−β ′2ηˆ +
κ2
t2
(ηˆuu + ηˆvv) +
1
t2
(ε2ξˆ
2 + ǫ2ηˆ
2)ηˆ = 0. (6.2.93)
To solve the above system, we assume
β1 = −c1
t
, β2 = −c2
t
, c1, c2 ∈ R. (6.2.94)
Then (6.2.92) and (6.2.93) are equivalent to:
−c1ξˆ + κ1(ξˆuu + ξˆvv) + (ε1ξˆ2 + ǫ1ηˆ2)ξˆ = 0, (6.2.95)
−c2ηˆ + κ2(ηˆuu + ηˆvv) + (ε2ξˆ2 + ǫ2ηˆ2)ηˆ = 0. (6.2.96)
For simplicity, we assume ξˆ and ηˆ are independent of v. If (ε1, ǫ1) = ε1(1, d
2) and
(ε2, ǫ2) = ε2(1, d
2) with d ∈ R, we have the following solution:
ξˆ = dℓ sin u, ηˆ = ℓ cosu, (c1, c2) = (d
2ℓ2ε1 − κ1, d2ℓ2ε2 − κ2) (6.2.97)
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for ℓ ∈ R. When (ε1, ǫ1) = ε1(1,−d2) and (ε2, ǫ2) = ε2(1,−d2) with d ∈ R, we get the
solution:
ξˆ = dℓ cosh̟, ηˆ = ℓ sinh̟, (c1, c2) = (d
2ℓ2ε1 + κ1, d
2ℓ2ε2 + κ2) (6.2.98)
for ℓ ∈ R.
Theorem 6.2.6. For d, ℓ ∈ R, we have the following solutions of the coupled two-
dimensional cubic nonlinear Schro¨dinger equations (6.2.1) and (6.2.2):
ψ =
dℓ sin(x/t)
t
exp
(
x2 + y2
4κ1t
+
κ1 − d2ℓ2ε1
t
)
i, (6.2.99)
ϕ =
ℓ cos(x/t)
t
exp
(
x2 + y2
4κ2t
+
κ2 − d2ℓ2ε2
t
)
i (6.2.100)
if (ε1, ǫ1) = ε1(1, d
2) and (ε2, ǫ2) = ε2(1, d
2);
ψ =
dℓ cosh(x/t)
t
exp
(
x2 + y2
4κ1t
− κ1 + d
2ℓ2ε1
t
)
i, (6.2.101)
ϕ =
ℓ sinh(x/t)
t
exp
(
x2 + y2
4κ2t
− κ2 + d
2ℓ2ε2
t
)
i (6.2.102)
when (ε1, ǫ1) = ε1(1,−d2) and (ε2, ǫ2) = ε2(1,−d2).
Remark 6.2.7. Applying the transformation in (6.2.3) and (6.2.4) with a = a0 =
a2 = a3 = 0 to (6.2.99) and (6.2.100), we get a more general wave-like solution:
ψ =
dℓ sin[(x cos θ + y sin θ)/(b(t− a1))]
b(t− a1) exp
(
x2 + y2
4κ1(t− a1) +
κ1 − d2ℓ2ε1
b2(t− a1)
)
i, (6.2.103)
ϕ =
ℓ cos[(x cos θ + y sin θ)/(b(t− a1))]
b(t− a1) exp
(
x2 + y2
4κ2(t− a1) +
κ2 − d2ℓ2ε2
b2(t− a1)
)
i (6.2.104)
if (ε1, ǫ1) = ε1(1, d
2) and (ε2, ǫ2) = ε2(1, d
2), where a1, b, θ ∈ R with b 6= 0. We can get
more sophisticated wave-like solution if we apply the general forms of the transformations
in (6.2.3)-(6.2.6).
Finally, we assume ε1ǫ2 − ε2ǫ1 6= 0. Again we assume that ξˆ and ηˆ are independent of
v. By the arguments in (6.2.19)-(6.2.30), we have:
Theorem 6.2.8. Let d, ℓ,m ∈ R with 0 < m < 1 and let σ1, σ2 ∈ {1,−1}. If
ε1ǫ2 − ε2ǫ1 6= 0, we have the following solutions of the coupled two-dimensional cubic
nonlinear Schro¨dinger equations (6.2.1) and (6.2.2):
ψ =
σ1
x
√
2(σ1κ2 − ǫ2κ1)
ε1ǫ2 − ε2ǫ1 exp
(x2 + y2)i
4κ1t
, (6.2.105)
6.2. COUPLED SCHRO¨DINGER EQUATIONS 175
ϕ =
σ2
x
√
2(ε2κ1 − ε1κ2)
ε1ǫ2 − ε2ǫ1 exp
(x2 + y2)i
4κ2t
; (6.2.106)
ψ = σ1
√
ǫ1κ2 − ǫ2κ1
(ε1ǫ2 − ε2ǫ1)(x2 + y2) exp
(x2 + y2)i
4κ1t
, (6.2.107)
ϕ = σ2
√
ε2κ1 − ε1κ2
(ε1ǫ2 − ε2ǫ1)(x2 + y2) exp
(x2 + y2)i
4κ2t
; (6.2.108)
ψ =
σ1
t
√
2(ǫ1κ2 − ǫ2κ1)
ε1ǫ2 − ε2ǫ1 tan
x
t
exp
(
x2 + y2
4κ1t
− 2κ1
t
)
i, (6.2.109)
ϕ =
σ2
t
√
2(ε2κ1 − ε1κ2)
ε1ǫ2 − ε2ǫ1 tan
x
t
exp
(
x2 + y2
4κ2t
− 2κ2
t
)
i; (6.2.110)
ψ =
σ1
t
√
2(ǫ1κ2 − ǫ2κ1)
ε1ǫ2 − ε2ǫ1 sec
x
t
exp
(
x2 + y2
4κ1t
+
κ1
t
)
i, (6.2.111)
ϕ =
σ2
t
√
2(ε2κ1 − ε1κ2)
ε1ǫ2 − ε2ǫ1 sec
x
t
exp
(
x2 + y2
4κ2t
+
κ2
t
)
i; (6.2.112)
ψ =
σ1
t
√
2(ǫ1κ2 − ǫ2κ1)
ε1ǫ2 − ε2ǫ1 coth
x
t
, exp
(
x2 + y2
4κ1t
+
2κ1
t
)
i, (6.2.113)
ϕ =
σ2
t
√
2(ε2κ1 − ε1κ2)
ε1ǫ2 − ε2ǫ1 coth
x
t
exp
(
x2 + y2
4κ2t
+
2κ2
t
)
i; (6.2.114)
ψ =
σ1
t
√
2(ǫ1κ2 − ǫ2κ1)
ε1ǫ2 − ε2ǫ1 csch
x
t
exp
(
x2 + y2
4κ1t
− κ1
t
)
i, (6.2.115)
ϕ =
σ2
t
√
2(ε2κ1 − ε1κ2)
ε1ǫ2 − ε2ǫ1 csch
x
t
exp
(
x2 + y2
4κ2t
− κ2
t
)
i; (6.2.116)
ψ =
mσ1
t
√
2(ǫ1κ2 − ǫ2κ1)
ε1ǫ2 − ε2ǫ1 sn (x/t|m) exp
(
x2 + y2
4κ1t
+
(1 +m2)κ1
t
)
i, (6.2.117)
ϕ =
mσ2
t
√
2(ε2κ1 − ε1κ2)
ε1ǫ2 − ε2ǫ1 sn (x/t|m) exp
(
x2 + y2
4κ2t
+
(1 +m2)κ2
t
)
i; (6.2.118)
ψ =
mσ1
t
√
2(ǫ2κ1 − ǫ1κ2)
ε1ǫ2 − ε2ǫ1 cn (x/t|m) exp
(
x2 + y2
4κ1t
+
(1− 2m2)κ1
t
)
i, (6.2.119)
ϕ =
mσ2
t
√
2(ε1κ2 − ε2κ1)
ε1ǫ2 − ε2ǫ1 cn (x/t|m) exp
(
x2 + y2
4κ2t
+
(1− 2m2)κ2
t
)
i; (6.2.120)
ψ =
σ1
t
√
2(ǫ2κ1 − ǫ1κ2)
ε1ǫ2 − ε2ǫ1 dn (x/t|m) exp
(
x2 + y2
4κ1t
+
(m2 − 2)κ1
t
)
i, (6.2.121)
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ϕ =
σ2
t
√
2(ε1κ2 − ε2κ1)
ε1ǫ2 − ε2ǫ1 dn (x/t|m) exp
(
x2 + y2
4κ1t
+
(m2 − 2)κ1
t
)
i. (6.2.122)
Remark 6.2.9. Since limm→1 cn(x|m) = sech x, (6.2.119) and (6.2.120) yield the
solution
ψ =
σ1
t
√
2(ǫ2κ1 − ǫ1κ2)
ε1ǫ2 − ε2ǫ1 sech
x
t
exp
(
x2 + y2
4κ1t
− κ1
t
)
i, (6.2.123)
ϕ =
σ2
t
√
2(ε1κ2 − ε2κ1)
ε1ǫ2 − ε2ǫ1 sech
x
t
exp
(
x2 + y2
4κ2t
− κ2
t
)
i; (6.2.124)
Applying the transformation in (6.2.3)-(6.2.4) with a = a0 = a2 = a3 = 0 and the
transformation Sc,0 in (6.2.5)-(6.2.6), we get a more general soliton-like solution:
ψ =
σ1
b2(t− a1)
√
2(ǫ2κ1 − ǫ1κ2)
ε1ǫ2 − ε2ǫ1 sech
(x− 2ct) cos θ + y sin θ
b(t− a1)
× exp
(
(x− 2ct)2 + y2
4κ1(t− a1) −
κ1
b2(t− a1) +
c(x− ct)
κ1
+ a
)
i, (6.2.125)
ϕ =
σ2
b2(t− a1)
√
2(ǫ2κ1 − ǫ1κ2)
ε1ǫ2 − ε2ǫ1 sech
(x− 2ct) cos θ + y sin θ
b(t− a1)
× exp
(
(x− 2ct)2 + y2
4κ2(t− a1) −
κ2
b2(t− a1) +
c(x− ct)
κ2
+ a0
)
i, (6.2.126)
where a, a0, a1, b, c, θ ∈ R with b 6= 0. We can get more sophisticated soliton-like solution
if we apply the general forms of the transformations in (6.2.3)-(6.2.6).
6.3 Davey and Stewartson Equations
Davey and Stewartson [DS] (1974) used the method of multiple scales to derive the fol-
lowing system of nonlinear partial differential equations
2iut + ǫ1uxx + uyy − 2ǫ2|u|2u− 2uv = 0, (6.3.1)
vxx − ǫ1(vyy + 2(|u|2)xx) = 0 (6.3.2)
that describe the long time evolution of three-dimensional packets of surface waves, where
u is a complex-valued function, v is a real valued function and ǫ1, ǫ2 = ±1. The equations
are called the Davey-Stewartson I equations if ǫ1 = 1, and the Davey-Stewartson II equa-
tions when ǫ1 = −1. They were used to study the stability of the uniform Stokes wave
train with respect to small disturbance. The soliton solutions of the Davey-Stewartson
equations were first studied by Anker and Freeman [AF] (1978). Kirby and Dalrymple
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[KD] (1983) obtained oblique envelope solutions of the equations in intermediate water
depth. Omote [Om] (1988) found infinite-dimensional symmetry algebras and an infinite
number of conserved quantities for the equations.
Arkadiev, Pogrebkov and Polivanov [APP1] (1989) studied the solutions of the Davey-
Stewartson II equations whose singularities form closed lines with string-like behavior.
They [APP2] (1989) also applied the inverse scattering transform method to the Davey-
Stewartson II equations. Gilson and Nimmo [GN] (1991) found dromion solutions and
Malanyuk [Mt1, Mt2] (1991, 1994) obtained finite-gap solutions of the equations. van
de Linden (1992) studied the solutions under a certain boundary condition. Clarkson
and Hood [CH] (1994) obtained certain symmetry reductions of the equations to ordinary
differential equations with no intervening steps and provided new exact solutions which
are not obtainable by the Lie group approach. Guil and Manas [GM] (1995) found cer-
tain solutions of the Davey-Stewartson I equations by deforming dromion. Manas and
Santini [MS] (1997) studied a large class of solutions of the Davey-Stewartson II equa-
tions by a Wronskian scheme. There are the other interesting works on solutions of the
Davey-Stewartson equations (e.g., cf. [Vj]). It is obvious that the some of above so-
lutions are equivalent to each other under the known symmetric transformations. It is
time to study solutions of the Davey-Stewartson equations modulo the known symmetric
transformations.
In this section, we use the quadratic-argument approach to study exact solutions of the
Davey-Stewartson equations modulo the most known symmetry transformations. This is
a revision of our earlier preprint [X18].
By (6.1.2), (6.3.1) and (6.3.2), we take
deg x = deg y = −deg u = 1
2
deg t = −1
2
deg v (6.3.3)
in order to make the nonzero terms in (6.3.1) and (6.3.2) having the same degree. More-
over, the equation (6.3.1) and (6.3.2) are translation invariant because they do not contain
variable coefficients. Thus the transformation
Ta,b(u(t, x, y)) = bu(b
2t+ a, bx, by), Ta,b(v(t, x, y)) = b
2v(b2t+ a, bx, by) (6.3.4)
maps a solution of the Davey-Stewartson equations (6.3.1) and (6.3.2) to another solution,
where a, b ∈ R and b 6= 0. Let α, β and γ be functions in t. The transformation u(t, x, y) 7→
u(t, x+ α, y + β) and v(t, x, y) 7→ v(t, x+ α, y + β) changes (6.3.1) to
2i(α′ux + β ′uy + ut) + ǫ1uxx + uyy − 2ǫ2|u|2u− 2uv = 0 (6.3.5)
and leaves (6.3.2) invariant, where the independent variables x is replaced by x+ α, the
independent variables y is replaced by y+β and the subindices denote the partial deriva-
tives with respect to the original independent variables. Moreover, the transformation
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u 7→ e−(ǫ1α′x+β′y+γ)iu and v 7→ v changes (6.3.1) to
2[((ǫ1α
′′x+ β ′′y) + γ′)u+ iut]− (ǫ1α′2 + β ′2)u− 2α′iux − 2β ′iuy
+ǫ1uxx + uyy − 2ǫ2|u|2u− 2uv = 0 (6.3.6)
and leaves (6.3.2) invariant. Furthermore, the transformation
u 7→ u and v 7→ v + ǫ1α′′x+ β ′′y − ǫ1α
′2 + β ′2
2
+ γ′ (6.3.7)
changes (6.3.1) to
2iut + ǫ1uxx + uyy − 2ǫ2|u|2u− 2uv
+[ǫ1α
′2 + β ′2 + 2γ′ − 2(ǫ1α′′x+ β ′′y)]u = 0 (6.3.8)
and keeps (6.3.2) invariant. Thus the transformation
Sα,β,γ(u(t, x, y)) = e
−(ǫ1α′x+β′y+γ)iu(t, x+ α, y + β), (6.3.9)
Sα,β,γ(v(t, x, y)) = v(t, x+ α, y + β) + ǫ1α
′′x+ β ′′y − ǫ1α
′2 + β ′2
2
+ γ′ (6.3.10)
maps a solution of the Davey-Stewartson equations (6.3.1) and (6.3.2) to another solution.
Write
u = ξ(t, x, y)eiφ(t,x,y), (6.3.11)
where ξ and φ are real functions in t, x, y. Note
ut = (ξt + iξφt)e
iφ, ux = (ξx + iξφx)e
iφ, uy = (ξy + iξφy)e
iφ, (6.3.12)
uxx = (ξxx − ξφ2x + i(2ξxφx + ξφxx))eiφ, uyy = (ξyy − ξφ2y + i(2ξyφy + ξφyy))eiφ. (6.3.13)
Then (6.3.1) is equivalent to
2iξt − 2ξφt + ǫ1(ξxx − ξφ2x + i(2ξxφx + ξφxx))
+ξyy − ξφ2y + i(2ξyφy + ξφyy)− 2ǫ2ξ3 − 2ξv = 0, (6.3.14)
equivalently,
2ξt + 2(ǫ1ξxφx + ξyφy) + ξ(ǫ1φxx + φyy) = 0, (6.3.15)
ξ(2φt + ǫ1φ
2
x + φ
2
y)− ǫ1ξxx − ξyy + 2ǫ2ξ3 + 2ξv = 0. (6.3.16)
Moreover, (6.3.2) becomes
vxx − ǫ1(vyy + 2(ξ2)xx) = 0. (6.3.17)
Case 1. φ = 0.
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In this case, (6.3.15) becomes ξt = 0. Moreover, (6.3.16) gives
−ǫ1ξxx − ξyy + 2ǫ2ξ3 + 2ξv = 0. (6.3.18)
Fixing ℓ1, ℓ2 ∈ R , we denote
̟ = ℓ1x+ ℓ2y. (6.3.19)
Assume ξ = f(̟) and v = g(̟) for some one-variable functions f and g. Then (6.3.17)
and (6.3.18) become
(ℓ21 − ǫ1ℓ22)g′′ − 2ǫ1ℓ21(f 2)′′ = 0, (6.3.20)
−(ǫ1ℓ21 + ℓ22)f ′′ + 2ǫ2f 3 + 2fg = 0. (6.3.21)
Suppose
ℓ21 − ǫ1ℓ22 6= 0 and ǫ1ℓ21 + ℓ22 6= 0 ∼ ℓ41 6= ℓ42. (6.3.22)
Then
g =
2ℓ21f
2
ǫ1ℓ21 − ℓ22
+ c(ǫ1ℓ
2
1 + ℓ
2
2) (6.3.23)
is a solution of (6.3.20) with c ∈ R.
Substituting (6.3.23) into (6.3.21), we get
−(ǫ1ℓ21 + ℓ22)f ′′ + 2
(2 + ǫ1ǫ2)ℓ
2
1 − ǫ2ℓ22
ǫ1ℓ
2
1 − ℓ22
f 3 + 2c(ǫ1ℓ
2
1 + ℓ
2
2)f = 0, (6.3.24)
equivalently,
f ′′ + 2
(2 + ǫ1ǫ2)ℓ
2
1 − ǫ2ℓ22
ℓ42 − ℓ41
f 3 − 2cf = 0. (6.3.25)
If
ǫ2 = 1 and ℓ2 = ±
√
2 + ǫ1 ℓ1, (6.3.26)
then (6.3.25) becomes f ′′ = 2cf . Assuming c = 2c21 with c1 ∈ R, we have the solution
f = a1e
2c1̟ + a2e
−2c1̟ and g = −f 2 + 8c21ℓ21. (6.3.27)
Letting c = −2c21 with c1 ∈ R, we obtain another solution
f = a1 sin 2c1̟ and g = −f 2 − 8c21ℓ21. (6.3.28)
Since ̟ = ℓ1x + ℓ2y = ℓ1(x ±
√
2 + ǫ1 y), we can take 2c1ℓ1 = 1 if we replace u by
T0,(2c1ℓ1)−1(u) and v by T0,(2c1ℓ1)−1(v). Thus have
f = a1e
x±√2+ǫ1 y + a2e
−x∓√2+ǫ1 y and g = −f 2 + 2; (6.3.29)
f = a1 sin(x±
√
2 + ǫ1 y) and g = −f 2 − 2. (6.3.30)
Next we assume
(2 + ǫ1ǫ2)ℓ
2
1 − ǫ2ℓ22 6= 0. (6.3.31)
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Recall (6.1.18)-(6.1.23). Substituting ξ = f = kϕ(x) to (6.3.25) with k ∈ R and ϕ =
1/x, tanx, sec x, coth x, cschx, sn(x|m), cn(x|m), dn(x|m), we find the following solutions:
f =
1
̟
√
ℓ41 − ℓ42
(2 + ǫ1ǫ2)ℓ
2
1 − ǫ2ℓ22
, g =
2ℓ21f
2
ǫ1ℓ
2
1 − ℓ22
; (6.3.32)
f =
√
ℓ41 − ℓ42
(2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22
tan̟, g =
2ℓ21f
2
ǫ1ℓ21 − ℓ22
+ ǫ1ℓ
2
1 + ℓ
2
2; (6.3.33)
f =
√
ℓ41 − ℓ42
(2 + ǫ1ǫ2)ℓ
2
1 − ǫ2ℓ22
sec̟, g =
2ℓ21f
2
ǫ1ℓ
2
1 − ℓ22
− ǫ1ℓ
2
1 + ℓ
2
2
2
; (6.3.34)
f =
√
ℓ41 − ℓ42
(2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22
coth̟, g =
2ℓ21f
2
ǫ1ℓ21 − ℓ22
− ǫ1ℓ21 − ℓ22; (6.3.35)
f =
√
ℓ41 − ℓ42
(2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22
csch̟, g =
2ℓ21f
2
ǫ1ℓ21 − ℓ22
+
ǫ1ℓ
2
1 + ℓ
2
2
2
; (6.3.36)
f = m
√
ℓ41 − ℓ42
(2 + ǫ1ǫ2)ℓ
2
1 − ǫ2ℓ22
sn (̟|m), g = 2ℓ
2
1f
2
ǫ1ℓ
2
1 − ℓ22
− (m
2 + 1)(ǫ1ℓ
2
1 + ℓ
2
2)
2
; (6.3.37)
f = m
√
ℓ42 − ℓ41
(2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22
cn (̟|m), g = 2ℓ
2
1f
2
ǫ1ℓ21 − ℓ22
+
(2m2 − 1)(ǫ1ℓ21 + ℓ22)
2
; (6.3.38)
f =
√
ℓ42 − ℓ41
(2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22
dn (̟|m), g = 2ℓ
2
1f
2
ǫ1ℓ21 − ℓ22
+
(2−m2)(ǫ1ℓ21 + ℓ22)
2
. (6.3.39)
In summary, we have:
Theorem 6.3.1. If ǫ2 = 1, we have the following solutions of the Davey-Stewartson
equations (6.3.1) and (6.3.2): for a1, a2 ∈ R and a1 6= 0,
u = a1e
x±√2+ǫ1 y + a2e−x∓
√
2+ǫ1 y and v = −u2 + 2; (6.3.40)
u = a1 sin(x±
√
2 + ǫ1 y) and v = −u2 − 2. (6.3.41)
Let ℓ1, ℓ2 ∈ R such that
ℓ41 6= ℓ42 and (2 + ǫ1ǫ2)ℓ21 6= ǫ2ℓ22. (6.3.42)
Then we the following solutions of the Davey-Stewartson equations (6.3.1) and (6.3.2):
u =
1
ℓ1x+ ℓ2y
√
ℓ41 − ℓ42
(2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22
, v =
2ℓ21u
2
ǫ1ℓ21 − ℓ22
; (6.3.43)
u =
√
ℓ41 − ℓ42
(2 + ǫ1ǫ2)ℓ
2
1 − ǫ2ℓ22
tan(ℓ1x+ ℓ2y), v =
2ℓ21u
2
ǫ1ℓ
2
1 − ℓ22
+ ǫ1ℓ
2
1 + ℓ
2
2; (6.3.44)
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u =
√
ℓ41 − ℓ42
(2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22
sec(ℓ1x+ ℓ2y), v =
2ℓ21u
2
ǫ1ℓ21 − ℓ22
− ǫ1ℓ
2
1 + ℓ
2
2
2
; (6.3.45)
u =
√
ℓ41 − ℓ42
(2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22
coth(ℓ1x+ ℓ2y), v =
2ℓ21u
2
ǫ1ℓ21 − ℓ22
− ǫ1ℓ21 − ℓ22; (6.3.46)
u =
√
ℓ41 − ℓ42
(2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22
csch (ℓ1x+ ℓ2y), v =
2ℓ21u
2
ǫ1ℓ21 − ℓ22
+
ǫ1ℓ
2
1 + ℓ
2
2
2
; (6.3.47)
u = m
√
ℓ41 − ℓ42
(2 + ǫ1ǫ2)ℓ
2
1 − ǫ2ℓ22
sn (ℓ1x+ ℓ2y|m), (6.3.48)
v =
2ℓ21u
2
ǫ1ℓ
2
1 − ℓ22
− (m
2 + 1)(ǫ1ℓ
2
1 + ℓ
2
2)
2
; (6.3.49)
u = m
√
ℓ42 − ℓ41
(2 + ǫ1ǫ2)ℓ
2
1 − ǫ2ℓ22
cn (ℓ1x+ ℓ2y|m), (6.3.50)
v =
2ℓ21u
2
ǫ1ℓ21 − ℓ22
+
(2m2 − 1)(ǫ1ℓ21 + ℓ22)
2
; (6.3.51)
u =
√
ℓ42 − ℓ41
(2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22
dn(ℓ1x+ℓ2y|m), v = 2ℓ
2
1u
2
ǫ1ℓ21 − ℓ22
+
(2−m2)(ǫ1ℓ21 + ℓ22)
2
. (6.3.52)
Remark 6.3.2. Since limm→1 dn (x|m) = sech x, (6.3.52) yields the solution
u =
√
ℓ42 − ℓ41
(2 + ǫ1ǫ2)ℓ
2
1 − ǫ2ℓ22
sech (ℓ1x+ ℓ2y), v =
2ℓ21u
2
ǫ1ℓ
2
1 − ℓ22
+
ǫ1ℓ
2
1 + ℓ
2
2
2
. (6.3.53)
Applying Sα,β,γ in (6.3.9) and (6.3.10), we get a more general solution
u =
√
ℓ42 − ℓ41
(2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22
e−(ǫ1α
′x+β′y+γ)isech (ℓ1(x+ α) + ℓ2(y + β)), (6.3.54)
v =
2ℓ21(ǫ1ℓ
2
1 + ℓ
2
2)
ǫ2ℓ22 − (2 + ǫ1ǫ2)ℓ21
sech 2(ℓ1(x+ α) + ℓ2(y + β))
+
ǫ1ℓ
2
1 + ℓ
2
2
2
+ ǫ1α
′′x+ β ′′y − ǫ1(α
′)2 + (β ′)2
2
+ γ′, (6.3.55)
where α, β and γ are arbitrary functions of t. Taking α = a1t, β = a2t and γ =
(ǫ1a
2
1 + a
2
2)t/2, we have a solition solution
u =
√
ℓ42 − ℓ41
(2 + ǫ1ǫ2)ℓ
2
1 − ǫ2ℓ22
e−(ǫ1a1x+a2y+(ǫ1a
2
1+a
2
2)t/2)i sech(ℓ1x+ℓ2y+(a1ℓ1+a2ℓ2)t), (6.3.56)
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v =
2ℓ21(ǫ1ℓ
2
1 + ℓ
2
2)
ǫ2ℓ22 − (2 + ǫ1ǫ2)ℓ21
sech 2(ℓ1x+ ℓ2y + (a1ℓ1 + a2ℓ2)t) +
ǫ1ℓ
2
1 + ℓ
2
2
2
, (6.3.57)
where a1, a2 ∈ R.
Case 2. φ = ǫ1x
2/2t or y2/2t.
Suppose φ = ǫ1x
2/2t. Then (6.3.15) and (6.3.16) become
ξt +
x
t
ξx +
1
2t
ξ = 0, (6.3.58)
−ǫ1ξxx − ξyy + 2ǫ2ξ3 + 2ξv = 0. (6.3.59)
By (6.1.40)-(6.1.43), we have
ξ =
a√
t
, v = −ǫ2a
2
t
, a ∈ R, (6.3.60)
which satisfies (6.3.17). Moreover, (6.3.60) also holds when φ = y2/2t.
Case 3. φ = ǫ1x
2/2t+ y2/2(t− d) with 0 6= d ∈ R.
In this case, (6.1.45) and (6.3.59) hold. By (6.1.46)-(6.1.49),
ξ =
a√
t(t− d) , v = −
ǫ2a
2
t(t− d) , a ∈ R. (6.3.61)
In summary, we have:
Theorem 6.3.3. For a, d ∈ R with d 6= 0, we have the following solutions of the
Davey-Stewartson equations (6.3.1) and (6.3.2):
u =
aeǫ1x
2i/2t
√
t
, v = −ǫ2a
2
t
; (6.3.62)
u =
aey
2i/2t
√
t
, v = −ǫ2a
2
t
; (6.3.63)
u =
ae(ǫ1x
2/2t+y2/2(t−d))i√
t(t− d) , v = −
ǫ2a
2
t(t− d) . (6.3.64)
Case 4. φ = (ǫ1x
2 + y2)/2t.
In this case, (6.3.15) becomes (6.1.54). So
ξ =
1
t
ζ(z, s), z =
x
t
, s =
y
t
, (6.3.65)
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for some two-variable function ζ by (6.1.55). Moreover, (6.3.16) becomes
−ǫ1ζzz + ζss
t2
+ 2
ǫ2ζ
3
t2
+ 2ζv = 0. (6.3.66)
Assume
v =
η(z, s)
t2
(6.3.67)
for some two-variable functions η. Then (6.3.66) becomes
−ǫ1ζzz − ζss + 2ǫ2ζ3 + 2ζη = 0 (6.3.68)
and (6.3.17) becomes
ηzz − ǫ1(ηss + 2(ζ2)zz) = 0. (6.3.69)
By the arguments in (6.3.17)-(6.3.39), we obtain:
Theorem 6.3.4. If ǫ2 = 1, we have the following solutions of the Davey-Stewartson
equations (6.3.1) and (6.3.2): for a1, a2 ∈ R and a1 6= 0,
u =
e(ǫ1x
2+y2)i/2t
t
(a1e
(x±√2+ǫ1 y)/t + a2e(−x∓
√
2+ǫ1 y)/t), (6.3.70)
v =
1
t2
[2− (a1e(x±
√
2+ǫ1 y)/t + a2e
(−x∓√2+ǫ1 y)/t)2]; (6.3.71)
u =
a1e
(ǫ1x2+y2)i/2t
t
sin
x±√2 + ǫ1 y
t
, v = − 1
t2
(
2 + a21 sin
2 x±
√
2 + ǫ1 y
t
)
; (6.3.72)
Let ℓ1, ℓ2 ∈ R such that
ℓ41 6= ℓ42 and (2 + ǫ1ǫ2)ℓ21 6= ǫ2ℓ22. (6.3.73)
Then we the following solutions of the Davey-Stewartson equations (6.3.1) and (6.3.2):
u =
e(ǫ1x
2+y2)i/2t
ℓ1x+ ℓ2y
√
ℓ41 − ℓ42
(2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22
, v =
2ℓ21(ǫ1ℓ
2
1 + ℓ
2
2)
((2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22)(ℓ1x+ ℓ2y)2
; (6.3.74)
u =
√
ℓ41 − ℓ42
(2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22
e(ǫ1x
2+y2)i/2t
t
tan
ℓ1x+ ℓ2y
t
, (6.3.75)
v =
2ℓ21(ǫ1ℓ
2
1 + ℓ
2
2)
((2 + ǫ1ǫ2)ℓ
2
1 − ǫ2ℓ22)t2
tan2
ℓ1x+ ℓ2y
t
+
ǫ1ℓ
2
1 + ℓ
2
2
t2
; (6.3.76)
u =
√
ℓ41 − ℓ42
(2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22
e(ǫ1x
2+y2)i/2t
t
sec
ℓ1x+ ℓ2y
t
, (6.3.77)
v =
2ℓ21(ǫ1ℓ
2
1 + ℓ
2
2)
((2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22)t2
sec2
ℓ1x+ ℓ2y
t
− ǫ1ℓ
2
1 + ℓ
2
2
2t2
; (6.3.78)
u =
√
ℓ41 − ℓ42
(2 + ǫ1ǫ2)ℓ
2
1 − ǫ2ℓ22
e(ǫ1x
2+y2)i/2t
t
coth
ℓ1x+ ℓ2y
t
, (6.3.79)
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v =
2ℓ21(ǫ1ℓ
2
1 + ℓ
2
2)
((2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22)t2
coth2
ℓ1x+ ℓ2y
t
− ǫ1ℓ
2
1 + ℓ
2
2
t2
; (6.3.80)
u =
√
ℓ41 − ℓ42
(2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22
e(ǫ1x
2+y2)i/2t
t
csch
ℓ1x+ ℓ2y
t
, (6.3.81)
v =
2ℓ21(ǫ1ℓ
2
1 + ℓ
2
2)
((2 + ǫ1ǫ2)ℓ
2
1 − ǫ2ℓ22)t2
csch2
ℓ1x+ ℓ2y
t
+
ǫ1ℓ
2
1 + ℓ
2
2
2t2
; (6.3.82)
u = m
√
ℓ41 − ℓ42
(2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22
e(ǫ1x
2+y2)i/2t
t
sn
(
ℓ1x+ ℓ2y
t
|m
)
, (6.3.83)
v =
2ℓ21(ǫ1ℓ
2
1 + ℓ
2
2)
((2 + ǫ1ǫ2)ℓ
2
1 − ǫ2ℓ22)t2
sn2
(
ℓ1x+ ℓ2y
t
|m
)
− (m
2 + 1)(ǫ1ℓ
2
1 + ℓ
2
2)
2t2
; (6.3.84)
u = m
√
ℓ42 − ℓ41
(2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22
e(ǫ1x
2+y2)i/2t
t
cn
(
ℓ1x+ ℓ2y
t
|m
)
, (6.3.85)
v = − 2ℓ
2
1(ǫ1ℓ
2
1 + ℓ
2
2)
((2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22)t2
cn2
(
ℓ1x+ ℓ2y
t
|m
)
+
(2m2 − 1)(ǫ1ℓ21 + ℓ22)
2t2
; (6.3.86)
u =
√
ℓ42 − ℓ41
(2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22
e(ǫ1x
2+y2)i/2t
t
dn
(
ℓ1x+ ℓ2y
t
|m
)
, (6.3.87)
v = − 2ℓ
2
1(ǫ1ℓ
2
1 + ℓ
2
2)
((2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22)t2
dn2
(
ℓ1x+ ℓ2y
t
|m
)
+
(2−m2)(ǫ1ℓ21 + ℓ22)
2t2
. (6.3.88)
Remark 6.3.5. Since limm→1 dn (x|m) = sech x, (6.3.87) and (6.3.88) yield the
solution
u =
√
ℓ42 − ℓ41
(2 + ǫ1ǫ2)ℓ
2
1 − ǫ2ℓ22
e(ǫ1x
2+y2)i/2t
t
sech
ℓ1x+ ℓ2y
t
, (6.3.89)
v = − 2ℓ
2
1(ǫ1ℓ
2
1 + ℓ
2
2)
((2 + ǫ1ǫ2)ℓ
2
1 − ǫ2ℓ22)t2
sech2
ℓ1x+ ℓ2y
t
+
ǫ1ℓ
2
1 + ℓ
2
2
2t2
. (6.3.90)
Applying Sa1t,a2t,(ǫ1a21+a22)t/2 in (6.3.9) and (6.3.10), we get a solition-like solution
u =
√
ℓ42 − ℓ41
(2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22
e(ǫ1x
2+y2)i/2t−(ǫ1a1x+a2y+(ǫ1a21+a22)t/2)i
t
×sech ℓ1x+ ℓ2y + (a1ℓ1 + a2ℓ2)t
t
, (6.3.91)
v = − 2ℓ
2
1(ǫ1ℓ
2
1 + ℓ
2
2)
((2 + ǫ1ǫ2)ℓ21 − ǫ2ℓ22)t2
sech2
ℓ1x+ ℓ2y + (a1ℓ1 + a2ℓ2)t
t
+
ǫ1ℓ
2
1 + ℓ
2
2
2t2
. (6.3.92)
Chapter 7
Dynamic Convection in a Sea
The rotation of the earth influences both the atmospheric and oceanic flows. In fact,
the fast rotation and small aspect ratio are two main characteristics of the large scale
atmospheric and oceanic flows. The small aspect ratio characteristic leads to the primitive
equations, and the fast rotation leads to the quasi-geostropic equations (e.g., cf. [GC,
LTW1, LTW2, Pj]). A main objective in climate dynamics and in geophysical fluid
dynamics is to understand and predict the periodic, quasi-periodic, aperiodic, and fully
turbulent characteristics of the large scale atmospheric and oceanic flows (e.g., cf. [HMW,
Le]). The general model of atmospheric and oceanic flows is very complicated. In this
chapter, we study a simplified model of dynamic convection in a sea due to Ovsiannikov
(1967) (e.g., cf. Page 203 in [In3]).
In Section 7.1, we present the equations for dynamic convection in a sea and the
symmetry analysis on them. In Section 7.2, we use a new variable of moving line to solve
the equations. An approach of using the product of cylindrical invariant function with
z is introduced in Section 7.3. In Section 7.4, we reduce the three-dimensional (spacial)
equations into a two-dimensional problem and then solve it with three different ansatzes
(assumptions). This chapter is a revision of our earlier preprint [X17].
7.1 Equations and Symmetries
The following equations
ux + vy + wz = 0, ρ = pz, (7.1.1)
ρt + uρx + vρy + wρz = 0, (7.1.2)
ut + uux + vuy + wuz + v = −1
ρ
px, (7.1.3)
vt + uvx + vvy + wvz − u = −1
ρ
py (7.1.4)
are used to describe the dynamic convection of a sea in geophysics, where u, v and w are
components of velocity vector of relative motion of fluid in Cartesian coordinates (x, y, z),
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ρ = ρ(x, y, z, t) is the density of fluid and p is the pressure (e.g., cf. Page 203 in [In3]).
Ovsiannikov determined the Lie point symmetries of the above equations and found two
very special solutions.
Let us first do degree analysis. Denote
deg u = ℓ, deg x = ℓ1, deg y = ℓ2, deg x = ℓ3. (7.1.5)
To make the nonzero terms in (7.1.1)-(7.1.4) to have the same degree, we have to take
deg ux = deg vy =⇒ deg v = ℓ+ ℓ2 − ℓ1, (7.1.6)
deg ux = deg wz =⇒ deg w = ℓ+ ℓ3 − ℓ1, (7.1.7)
deg ut = deg uux =⇒ deg t = ℓ1 − ℓ, (7.1.8)
deg ut = deg v ∼ 2ℓ− ℓ1 = ℓ+ ℓ2 − ℓ1 =⇒ ℓ2 = ℓ, (7.1.9)
deg vt = deg u ∼ 2ℓ+ ℓ2 − 2ℓ1 = ℓ =⇒ ℓ1 = ℓ, (7.1.10)
deg ρ = deg pz =⇒ deg ρ = deg p− ℓ3, (7.1.11)
deg u = deg
1
ρ
py ∼ ℓ = deg p− deg ρ− ℓ2 =⇒ ℓ = ℓ3 − ℓ2 =⇒ ℓ3 = 2ℓ. (7.1.12)
In summary,
deg u = deg v = deg x = deg y = ℓ, (7.1.13)
deg w = deg z = 2ℓ = deg p− deg ρ, deg t = 0. (7.1.14)
Moreover, the equations (7.1.1)-(7.1.4) are translation invariant because they do not con-
tain variable coefficients. Thus the transformation
Ta;b1,b2(u(t, x, y, z)) = b
−1
1 u(t+ a, b1x, b1y, b
2
1z), (7.1.15)
Ta;b1,b2(v(t, x, y, z)) = b
−1
1 v(t+ a, b1x, b1y, b
2
1z), (7.1.16)
Ta;b1,b2(w(t, x, y, z)) = b
−2
1 w(t+ a, b1x, b1y, b
2
1z), (7.1.17)
Ta;b1,b2(ρ(t, x, y, z)) = b2ρ(t + a, b1x, b1y, b
2
1z), (7.1.18)
Ta;b1,b2(p(t, x, y, z)) = b
−2
1 b2p(t + a, b1x, b1y, b
2
1z) (7.1.19)
is a symmetry of the equations (7.1.1)-(7.1.4).
Let α be a function in t. Note that the transformation
F (t, x, y, z) 7→ F (t, x+ α, y, z) with F = u, v, w, p, ρ (7.1.20)
leaves (7.1.1) invariant and changes (7.1.2)-(7.1.4) to:
α′ρx + ρt + uρx + vρy + wρz = 0, (7.1.21)
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α′ux + ut + uux + vuy + wuz + v = −1
ρ
px, (7.1.22)
α′vx + vt + uvx + vvy + wvz − u = −1
ρ
py, (7.1.23)
where the independent variable x is replaced by x+α and the partial derivatives are with
respect to the original variables. Thus the transformation
F (t, x, y, z) 7→ F (t, x+ α, y, z)− δu,Fα′ with F = u, v, w, p, ρ (7.1.24)
leaves (7.1.1) and (7.1.2) invariant, and changes (7.1.3) and (7.1.4) to
−α′′ + ut + uux + vuy + wuz + v = −1
ρ
px (7.1.25)
vt + uvx + vvy + wvz − u+ α′ = −1
ρ
py. (7.1.26)
On the other hand, the transformation
F (t, x, y, z) 7→ F (t, x, y, z + α′′x− α′y) with F = u, v, w, p, ρ (7.1.27)
leaves the second equation in (7.1.1) invariant and changes the first equation in (7.1.1),
and (7.1.2)-(7.1.4) to:
α′′uz + ux − α′vz + vy + wz = 0, (7.1.28)
(α′′
′
x− α′′y)ρz + ρt + α′′uρz + uρx − α′vρz + vρy + wρz = 0, (7.1.29)
(α′′
′
x− α′′y)uz + ut + α′′uuz + uux − α′vuz + vuy + wuz + v = −1
ρ
px − α′′, (7.1.30)
(α′′
′
x− α′′y)vz + vt + α′′uvz + uvx − α′vvz + vvy + wvz − u = −1
ρ
py + α
′. (7.1.31)
Thus we have the following symmetry transformation of (7.1.1)-(7.1.4):
S1,α(F (t, x, y, z)) = F (t, x+ α, y, z + α
′′x− α′y)− δu,Fα′ with F = u, v, p, ρ (7.1.32)
and
S1,α(w(t, x, y, z)) = w(t, x+ α, y, z + α
′′x− α′y)− α′′u+ α′v − α′′′x+ α′′y. (7.1.33)
Similarly, we have the symmetry transformation of (7.1.1)-(7.1.4):
S2,α(F (t, x, y, z)) = F (t, x, y + α, z + α
′x+ α′′y)− δv,Fα′ with F = u, v, p, ρ (7.1.34)
and
S2,α(w(t, x, y, z)) = w(t, x+ α, y, z + α
′x+ α′′y)− α′u− α′′v − α′′x− α′′′y. (7.1.35)
Let β be another function in t. We have the following symmetry transformation of (7.1.1)-
(7.1.4):
Sα,β(F (t, x, y, z)) = F (t, x, y, z + α)− δw,Fα′ + δp,Fβ with F = u, v, w, p, ρ. (7.1.36)
The above transformations transform one solution of the equations (7.1.1)-(7.1.4) into
another solution. Applying the above transformations to any solution found in this chapter
will yield another solution with four extra parameter functions.
188 CHAPTER 7. DYNAMIC CONVECTION IN A SEA
7.2 Moving-Line Approach
Let α and β be given functions in t. Denote the variable of moving line
̟ = α′x+ β ′y + z. (7.2.1)
Suppose that f, g, h are functions in t, x, y, z that are linear in x, y, z such that
fx + gy + hz = 0. (7.2.2)
We assume
u = φ(t, ̟) + f, v = ψ(t, ̟) + g, (7.2.3)
w = h− α′φ(t, ̟)− β ′ψ(t, ̟), p = ζ(t, ̟), (7.2.4)
where φ, ψ, ζ are two-variable functions to be determined. Note that the first equation
in (7.1.1) naturally holds and ρ = pz = ζ̟ by the second equation in (7.1.1). Moreover,
(7.1.2)-(7.1.4) become
ζ̟t + ζ̟̟(α
′′x+ β ′′y + α′f + β ′g + h) = 0, (7.2.5)
ft + g + ffx + gfy + hfz + α
′ + φt + (fx − α′fz)φ+ (fy − β ′fz + 1)ψ
+φ̟(α
′′x+ β ′′y + α′f + β ′g + h) = 0, (7.2.6)
gt − f + fgx + ggy + hgz + β ′ + ψt + (gx − α′gz − 1)φ+ (gy − β ′gz)ψ
+ψ̟(α
′′x+ β ′′y + α′f + β ′g + h) = 0. (7.2.7)
In order to solve the above system of partial differential equations, we assume
α′′x+ β ′′y + α′f + β ′g + h = −γ′̟ = −γ′(α′x+ β ′y + z) (7.2.8)
for some function γ in t, and
ft + g + ffx + gfy + hfz + α
′ = 0, (7.2.9)
gt − f + fgx + ggy + hgz + β ′ = 0. (7.2.10)
Then (7.2.5)-(7.2.7) become
ζ̟t − γ′̟ζ̟̟ = 0, (7.2.11)
φt + (fx − α′fz)φ+ (fy − β ′fz + 1)ψ − γ′̟φ̟ = 0, (7.2.12)
ψt + (gx − α′gz − 1)φ+ (gy − β ′gz)ψ − γ′̟ψ̟ = 0. (7.2.13)
According to (7.2.8),
h = −α′′x− β ′′y − α′f − β ′g − γ′̟. (7.2.14)
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Substituting the above equation into (7.2.9) and (7.2.10), we have:
ft + f(fx − α′fz) + g(fy − β ′fz + 1)− fz(α′′x+ β ′′y + γ′̟) + α′ = 0, (7.2.15)
gt + f(gx − α′gz − 1) + g(gy − β ′gz)− gz(α′′x+ β ′′y + γ′̟) + β ′ = 0. (7.2.16)
Our linearity assumption implies that
A =
(
fx − α′fz fy − β ′fz + 1
gx − α′gz − 1 gy − β ′gz
)
(7.2.17)
is a matrix function in t. In order to solve the system (7.2.12) and (7.2.13), and the
system (7.2.15) and (7.2.16), we need the commutativity of A with dA/dt. For simplicity,
we assume
fy − β ′fz + 1 = gx − α′gz − 1 = 0. (7.2.18)
So
fy = β
′fz − 1, gx = α′gz + 1. (7.2.19)
Moreover, (7.2.15) and (7.2.16) become
ft + f(fx − α′fz)− fz(α′′x+ β ′′y + γ′̟) + α′ = 0, (7.2.20)
gt + g(gy − β ′gz)− gz(α′′x+ β ′′y + γ′̟) + β ′ = 0. (7.2.21)
Write
f = α1x+ (β
′α2 − 1)y + α2z + α3, (7.2.22)
g = (α′β2 + 1)x+ β1y + β2z + β3 (7.2.23)
by our linearity assumption and (7.2.19), where αl and βj are functions in t.
Now (7.2.20) is equivalent to the following system of ordinary differential equations:
α′1 + α1(α1 − α′α2)− α2(α′′ + γ′α′) = 0, (7.2.24)
(β ′α2)′ + (β ′α2 − 1)(α1 − α′α2)− α2(β ′′ + γ′β ′) = 0, (7.2.25)
α′2 + α2(α1 − α′α2 − γ′) = 0, (7.2.26)
α′3 + α3(α1 − α′α2) + α′ = 0. (7.2.27)
Observe that (7.2.25)− β ′ × (7.2.26) becomes
−α1 + α′α2 = 0. (7.2.28)
So (7.2.26) becomes
α′2 − γ′α2 = 0 =⇒ α2 = b1eγ, b1 ∈ R. (7.2.29)
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According to (7.2.28),
α1 = b1α
′eγ . (7.2.30)
With the data (7.2.29) and (7.2.30), (7.2.24) naturally holds. By (7.2.27), we take
α3 = −α. (7.2.31)
Note that (7.2.21) is equivalent to the following system of ordinary differential equa-
tions:
α′β ′2 + (α
′β2 + 1)(β1 − β ′β2)− α′β2γ′ = 0, (7.2.32)
β ′1 + β1(β1 − β ′β2)− β2(β ′′ + β ′γ′) = 0, (7.2.33)
β ′2 + β2(β1 − β ′β2 − γ′) = 0, (7.2.34)
β ′3 + β3(β1 − β ′β2) + β ′ = 0. (7.2.35)
Similarly, we have:
β1 = b2β
′eγ , β2 = b2e
γ , β3 = β (7.2.36)
with b2 ∈ R. Moreover, (7.2.2) gives γ′ = 0 by (7.2.14), (7.2.28) and (7.2.36). We take
γ = 0. Therefore, φ = ℑ(̟) and ψ = ι(̟) by (7.2.12) and (7.2.13) for some one-variable
functions ℑ and ι. Furthermore, we take ζ = σ(̟) by (7.2.11) for another one-variable
function σ. In summary, we have:
Theorem 7.2.1. Let α, β be functions in t and let b1, b2 ∈ R. Suppose that ℑ, ι
and σ are arbitrary one-variable functions. The following is a solution of the equations
(7.1.1)-(7.1.4) of dynamic convection in a sea:
u = b1α
′x+ (b1β ′ − 1)y + b1z − α + ℑ(α′x+ β ′y + z), (7.2.37)
v = (b2α
′ + 1)x+ b2β ′y + b2z + β + ι(α′x+ β ′y + z), (7.2.38)
w = −(α′′ + b1α′2 + (b2α′ + 1)β ′)x− (β ′′ + α′(b1β ′ − 1) + b2β ′2)y − (b1α′ + b2β ′)z
+αα′ − ββ ′ − α′ℑ(α′x+ β ′y + z)− β ′ι(α′x+ β ′y + z), (7.2.39)
p = σ(α′x+ β ′y + z), ρ = σ′(α′x+ β ′y + z). (7.2.40)
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7.3 Approach of Cylindrical Product
Let σ be a fixed one-variable function and set the variable of cylindrical product:
̟ = zσ(x2 + y2). (7.3.1)
Suppose that f and g are functions in t, x, z that are linear homogeneous in x, y and
h =
γ
σ
− z(fx + gy), (7.3.2)
where γ is a function in t. Assume
u = f + yψ(t, ̟), v = g − xψ(t, ̟), w = h, p = φ(t, ̟) (7.3.3)
where ψ and φ are two-variable functions. Note
ut = ft + yψt, ux = fx + 2xyzσ
′ψ̟, (7.3.4)
uy = fy + ψ + 2y
2zσ′ψ̟, uz = fz + yσψ̟, (7.3.5)
vt = gt − xψt, vx = gx − ψ − 2x2zσ′ψ̟, (7.3.6)
vy = gy − 2xyzσ′ψ̟, vz = gz − xσψ̟. (7.3.7)
Hence (7.1.3) becomes
ut + uux + vuy + wuz + v = ft + yψt + (f + yψ)(fx + 2xyzσ
′ψ̟)
+(g − xψ)(fy + 1 + ψ + 2y2zσ′ψ̟) + yσhψ̟
= ft + ffx + g(1 + fy) + x(gx − fy − 1)ψ − xψ2
+y[ψt + (fx + gy)ψ + (2(xf + yg)σ
′z + hσ)ψ̟] = −2xzσ
′
σ
(7.3.8)
and (7.1.4) gives
vt + uvx + vvy + wvz − u = gt − xψt + (f + yψ)(gx − 1− ψ − 2x2zσ′ψ̟)
+(g − xψ)(gy − 2xyzσ′ψ̟)− xσhψ̟
= gt + f(gx − 1) + ggy − y(1 + fy − gx)ψ − yψ2
−x[ψt + (fx + gy)ψ + (2(xf + yg)σ′z + hσ)ψ̟] = −2yzσ
′
σ
. (7.3.9)
In order to solve the above system of differential equations, we assume
f = α′x− y
2
, g =
x
2
+ α′y, σ(x2 + y2) =
1
x2 + y2
(7.3.10)
for some function α in t. According to (7.3.2),
h =
γ
σ
− 2α′z. (7.3.11)
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Now (7.3.8) becomes
(α′′ + α′2 + 4−1 − ψ2)x+ y[ψt + 2α′ψ + (γ − 4α′̟)ψ̟] = 2x̟ (7.3.12)
and (7.3.9) yields
(α′′ + α′2 + 4−1 − ψ2)y − x[ψt + 2α′ψ + (γ − 4α′̟)ψ̟] = 2y̟. (7.3.13)
The above system is equivalent to
α′′ + α′2 + 4−1 − ψ2 = 2̟, (7.3.14)
ψt + 2α
′ψ + (γ − 4α′̟)ψ̟ = 0. (7.3.15)
By (7.3.14), we take
ψ =
√
α′′ + α′2 + 4−1 − 2̟, (7.3.16)
due to the skew-symmetry of (u, x) and (v, y). Substituting (7.3.16) into (7.3.15), we get
α′′
′
+ 2α′α′′ + 4α′(α′′ + α′2 + 4−1 − 2̟)− 2(γ − 4α′̟) = 0, (7.3.17)
equivalently,
γ = 2α′3 + 3α′α′′ +
α′′
′
+ α′
2
. (7.3.18)
According to the second equation in (7.1.1), we have ρ = σφ̟. Note
ρt = σφ̟t, ρx = 2xσ
′(φ̟ +̟φ̟̟), (7.3.19)
ρy = 2yσ
′(φ̟ +̟φ̟̟), ρz = σ2φ̟̟. (7.3.20)
So (7.1.2) becomes
φ̟t − 2α′φ̟ + (γ − 4α′̟)φ̟̟ = 0. (7.3.21)
Modulo some S0,β in (7.1.36), the above equation is equivalent to:
φt + 2α
′φ+ (γ − 4α′̟)φ̟ = 0. (7.3.22)
Set
ψ˜ = e2αψ, φ˜ = e2αφ. (7.3.23)
Then (7.3.15) and (7.3.22) are equivalent to the equations:
ψ˜t + (γ − 4α′̟)ψ˜̟ = 0, φ˜t + (γ − 4α′̟)φ˜̟ = 0, (7.3.24)
respectively. So we have the solution
φ˜ = ℑ(ψ˜) =⇒ φ = e−2αℑ
(
e2α
√
α′′ + α′2 + 4−1 − 2̟
)
(7.3.25)
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for some one-variable function ℑ. Thus we have:
Theorem 7.3.1. Let α be any function in t and let ℑ be arbitrary one-variable func-
tion. The following is a solution of the equations (7.1.1)-(7.1.4) of dynamic convection
in a sea:
u = α′x− y
2
+ y
√
α′′ + α′2 +
1
4
− 2z
x2 + y2
, (7.3.26)
v = α′y +
x
2
− x
√
α′′ + α′2 +
1
4
− 2z
x2 + y2
, (7.3.27)
w =
(
2α′3 + 3α′α′′ +
α′′
′
+ α′
2
)
(x2 + y2)− 2α′z, (7.3.28)
p = e−2αℑ
(
e2α
√
α′′ + α′2 +
1
4
− 2z
x2 + y2
)
, (7.3.29)
ρ = −
ℑ′
(
e2α
√
α′′ + α′2 + 1
4
− 2z
x2+y2
)
(x2 + y2)
√
α′ + α2 + 1
4
− 2z
x2+y2
. (7.3.30)
Remark 7.3.2. Let β1, β2, β3 and γ be functions in t. Applying S1,β1 in (7.1.32)-
(7.1.33), S2,β2 in (7.1.34)-(7.1.35) and Sβ3,γ in (7.1.36) to the above solution, we get a
more general solution:
u = (y + β2)
√
α′′ + α′2 +
1
4
− 2(z + ((β
′
1
′ + β ′2)x+ (β
′
2
′ − β ′1)y + β3)
(x+ β1)2 + (y + β2)2
+α′(x+ β1)− y + β2
2
− β ′1, (7.3.31)
v = −(x+ β2)
√
α′′ + α′2 +
1
4
− 2(z + ((β
′
1
′ + β ′2)x+ (β
′
2
′ − β ′1)y + β3)
(x+ β1)2 + (y + β2)2
+α′(y + β2) +
x+ β1
2
− β ′2, (7.3.32)
w =
(
2α′3 + 3α′α′′ +
α′′
′
+ α′
2
)
((x+ β1)
2 + (y + β2)
2)
−2α′(z + (β ′1′ + β ′2)x+ (β ′2′ − β ′1)y + β3)− β ′3
−(β ′1′ + β ′2)u+ (β ′1 − β ′2′)v − (β ′1′
′
+ β ′2
′
)x+ (β ′1
′ − β ′2′
′
)y, (7.3.33)
p = e−2αℑ
(
e2α
√
α′′ + α′2 +
1
4
− 2(z + ((β
′
1
′ + β ′2)x+ (β
′
2
′ − β ′1)y + β3)
(x+ β1)2 + (y + β2)2
)
+ γ, (7.3.34)
ρ = −
ℑ′
(
e2α
√
α′′ + α′2 + 1
4
− 2(z+((β′1′+β′2)x+(β′2′−β′1)y+β3)
(x+β1)2+(y+β2)2
)
[(x + β1)2 + (y + β2)2]
√
α′′ + α′2 + 1
4
− 2(z+((β′1 ′+β′2)x+(β′2′−β′1)y+β3)
(x+β1)2+(y+β2)2
. (7.3.35)
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7.4 Dimensional Reduction
Suppose that u, v, ζ and η are functions in t, x, y. Assume
w = ζ − (ux + vy)z, p = z + η, ρ = 1. (7.4.1)
Then the equations (7.1.1)-(7.1.4) are equivalent to the following two-dimensional prob-
lem:
ut + uux + vuy + v = −ηx, (7.4.2)
vt + uvx + vvy − u = −ηy. (7.4.3)
The compatibility ηxy = ηyx gives
(uy − vx)t + u(uy − vx)x + v(uy − vx)y + (ux + vy)(uy − vx + 1) = 0. (7.4.4)
Let ϑ be a function in t, x, y that is harmonic in x and y, i.e.
ϑxx + ϑyy = 0. (7.4.5)
We assume
u = ϑxx, v = ϑxy. (7.4.6)
Then (7.4.4) naturally holds. Indeed,
ut + uux + vuy + v =
(
ϑxt + 2
−1(ϑ2xx + ϑ
2
xy) + ϑy
)
x
, (7.4.7)
vt + uvx + vvy − u =
(
ϑxt + 2
−1(ϑ2xx + ϑ
2
xy) + ϑy
)
y
. (7.4.8)
By (7.4.2) and (7.4.3), we take
η = −ϑxt − ϑy − 1
2
(ϑ2xx + ϑ
2
xy). (7.4.9)
Hence we have the following easy result:
Proposition 7.4.1. Let ϑ and ζ be functions in t, x, y such that (7.4.5) holds. The
following is a solution of the equations (7.1.1)-(7.1.4) of dynamic convection in a sea:
u = ϑxx, v = ϑxy, w = ζ, (7.4.10)
ρ = 1, p = z − ϑxt − ϑy − 1
2
(ϑ2xx + ϑ
2
xy). (7.4.11)
The above approach is the well-known rotation-free approach. We are more interested
in the approaches that the rotation may not be zero. Let f and g be functions in t, x, y
that are linear in x, y. Denote
̟ = x2 + y2. (7.4.12)
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Consider
u = f + yφ(t, ̟), v = g − xφ(t, ̟), (7.4.13)
where φ is a two-variable function to be determined. Then
ux = fx + 2xyφ̟, uy = fy + φ+ 2y
2φ̟, (7.4.14)
vx = gx − φ− 2x2φ̟, uy = gy − 2xyφ̟. (7.4.15)
Thus
ux + vy = fx + gy, uy − vx = fy − gx + 2(̟φ)̟. (7.4.16)
For simplicity, we assume
f = −α
′x
2α
− y
2
, g =
x
2
− α
′y
2α
(7.4.17)
for some functions α and β in t. Then (7.4.4) becomes
(̟φ)̟t − α
′
α
̟(̟φ)̟̟ − α
′
α
(̟φ)̟ = 0. (7.4.18)
Hence
φ =
γ + ℑ(α̟)
̟
(7.4.19)
for some function γ in t and one-variable function ℑ.
Now (7.4.12), (7.4.17) and (7.4.19) imply
u = −α
′x
2α
− y
2
+
(γ + ℑ(α̟))y
̟
, (7.4.20)
v =
x
2
− α
′y
2α
− (γ + ℑ(α̟))x
̟
. (7.4.21)
By (7.4.13) and (7.4.17), we calculate
ut + uux + vuy + v
= ft + yφt + (f + yφ)(fx + 2xyφ̟) + (g − xφ)(fy + φ+ 2y2φ̟) + g − xφ
= ft + ffx + g(fy + 1) + yφt + (fxy − fyx+ g − x)φ+ 2(fx+ gy)yφ̟ − xφ2
=
(
3α′2 − 2αα′′
4α2
+
1
4
)
x− xφ2 + y
(
φt − α
′
α
(̟φ)̟)
)
, (7.4.22)
vt + uvx + vvy − u
= gt − xφt + (f + yφ)(gx − φ− 2x2φ̟) + (g − xφ)(gy − 2xyφ̟)− f − yφ
= gt + f(gx − 1) + ggy − xφt + (gxy − gyx− f − y)φ− 2(fx+ gy)xφ̟ − yφ2
=
(
3α′2 − 2αα′′
4α2
+
1
4
)
y − xφ2 − x
(
φt − α
′
α
(̟φ)̟)
)
. (7.4.23)
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On the other hand, (7.4.19) says that
φt − α
′
α
(̟φ)̟ =
γ′ + α′̟ℑ′(α̟)
̟
− α′ℑ′(α̟) = γ
′
̟
. (7.4.24)
Thus (7.4.2) and (7.4.3) yield(
3α′2 − 2αα′′
4α2
+
1
4
)
x+
γ′y
̟
− xφ2 = −ηx, (7.4.25)
(
3α′2 − 2αα′′
4α2
+
1
4
)
y − γ
′x
̟
− yφ2 = −ηy (7.4.26)
by (7.4.22) and (7.4.23). Hence
η =
1
2
∫
(γ + ℑ(α̟))2d̟
̟2
− 1
2
(
3α′2 − 2αα′′
4α2
+
1
4
)
̟ + γ′ arctan
y
x
. (7.4.27)
Theorem 7.4.2. Let α, γ be any functions in t. Suppose that ℑ is an arbitrary
one-variable function and ζ is any function in t, x, y. The following is a solution of the
equations (7.1.1)-(7.1.4) of dynamic convection in a sea:
u = −α
′x
2α
− y
2
+
(γ + ℑ((x2 + y2)α))y
x2 + y2
, (7.4.28)
v =
x
2
− α
′y
2α
− (γ + ℑ((x
2 + y2)α))x
x2 + y2
, (7.4.29)
w =
α′
α
z + ζ, ρ = 1, (7.4.30)
p = z +
1
2
∫
(γ + ℑ(α̟))2d̟
̟2
− (3α
′2 − 2αα′′)α−2 + 1
8
(x2 + y2) + γ′ arctan
y
x
(7.4.31)
with ̟ = x2 + y2.
Next we assume
u = ε(t, x), v = φ(t, x) + ψ(t, x)y, (7.4.32)
where ε, φ and ψ are functions in t, x to be determined. Substituting (7.4.32) into (7.4.4),
we get
φtx + ψtxy + ε(φxx + ψxxy) + (φ+ ψy)ψx + (εx + ψ)(φx + ψxy − 1) = 0, (7.4.33)
equivalently,
(φt + εφx + φψ − ε)x − ψ = 0, (7.4.34)
(ψt + εψx + ψ
2)x = 0. (7.4.35)
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For simplicity, we take
ψ = −α′, (7.4.36)
a function in t.
Denote
φ = φˆ+ x. (7.4.37)
Then (7.4.34) becomes
(φˆt + εφˆx − α′φˆ)x = 0. (7.4.38)
To solve the above equation, we assume
ε =
β
φˆx
− ϑt(t, x)
ϑx(t, x)
(7.4.39)
for some functions β in t, and ϑ in t and x. We have the following solution of (7.4.38):
φˆ = eαℑ(ϑ) =⇒ φ = eαℑ(ϑ) + x =⇒ v = eαℑ(ϑ) + x− α′y (7.4.40)
for another one-variable function ℑ. Moreover,
ε =
βe−α
ϑxℑ′(ϑ) −
ϑt
ϑx
. (7.4.41)
Note
ut + uux + vuy + v =
(βe−α)′
ϑxℑ′(ϑ) −
βe−α(ϑxtℑ′(ϑ) + ϑtϑxℑ′′(ϑ))
(ϑxℑ′(ϑ))2 −
ϑttϑx − ϑtϑxt
ϑ2x
+
(
βe−α
ϑxℑ′(ϑ) −
ϑt
ϑx
)(
βe−α
ϑxℑ′(ϑ) −
ϑt
ϑx
)
x
+ eαℑ(ϑ) + x− α′y. (7.4.42)
By (7.4.36), (7.4.40) and (7.4.41),
φt + εφx + ψφ− ε
= eα(α′ℑ(ϑ) + ϑtℑ′(ϑ)) +
(
βe−α
ϑxℑ′(ϑ) −
ϑt
ϑx
)
eαϑxℑ′(ϑ)− α′(eαℑ(ϑ) + x)
= β − α′x. (7.4.43)
Thus (7.4.32) (7.4.36) and (7.4.43) yield
vt + uvx + vvy − u = φt + ψty + ε(φx + ψxy − 1) + (φ+ ψy)ψ
= φt + εφx + ψφ− ε+ (ψt + εψx + ψ2)y
= β − α′x+ (−α′′ + α2)y. (7.4.44)
According to (7.4.2) and (7.4.3),
η =
∫ (
βe−α(ϑxtℑ′(ϑ) + ϑtϑxℑ′′(ϑ))
(ϑxℑ′(ϑ))2 +
ϑttϑx − ϑtϑxt
ϑ2x
− (βe
−α)′
ϑxℑ′(ϑ) − e
αℑ(ϑ)
)
dx
+α′xy − βy + (α
′′ − α′2)y2 − x2
2
− 1
2
(
βe−α
ϑxℑ′(ϑ) −
ϑt
ϑx
)2
. (7.4.45)
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Theorem 7.4.3. Let α, β be functions in t and let ℑ be a one-variable function.
Suppose that ϑ is a function in t, x, and ζ is function in t, x, y. The following is a
solution of the equations (7.1.1)-(7.1.4) of dynamic convection in a sea:
u =
βe−α
ϑxℑ′(ϑ) −
ϑt
ϑx
, v = eαℑ(ϑ) + x− α′y, (7.4.46)
w =
(
α′ +
βe−α(ϑxxℑ′(ϑ) + ϑ2xℑ′′(ϑ))
(ϑxℑ′(ϑ))2 +
ϑxtϑx − ϑtϑxx
ϑ2x
)
z + ζ, ρ = 1, (7.4.47)
p = z +
∫ (
βe−α(ϑxtℑ′(ϑ) + ϑtϑxℑ′′(ϑ))
(ϑxℑ′(ϑ))2 +
ϑttϑx − ϑtϑxt
ϑ2x
− (βe
−α)′
ϑxℑ′(ϑ) − e
αℑ(ϑ)
)
dx
+α′xy − βy + (α
′′ − α′2)y2 − x2
2
− 1
2
(
βe−α
ϑxℑ′(ϑ) −
ϑt
ϑx
)2
. (7.4.48)
Finally, we suppose that α, β are functions in t and f, g are functions in t, x, y that
are linear homogeneous in x and y. Denote ̟ = αx+ βy. Assume
u = f + βφ(t, ̟), v = g − αφ(t, ̟). (7.4.49)
Then
uy − vx = fy − gx + (α2 + β2)φ̟, ux + vy = fx + gy. (7.4.50)
Now (7.4.4) becomes
fyt − gxt + (α2 + β2)′φ̟ + (α2 + β2)(φ̟t + (α′x+ β ′y + αf + βg)φ̟̟)
+(fx + gy)(fy − gx + 1 + (α2 + β2)φ̟) = 0. (7.4.51)
In order to solve the above equation, we assume
gx = ϕ, fy = ϕ− 1, (7.4.52)
α′x+ β ′y + αf + βg = 0 (7.4.53)
for some function ϕ in t. The equation (7.4.52) is equivalent to:
α′ + αfx + ϕβ = 0 =⇒ fx = −α
′ + ϕβ
α
, (7.4.54)
β ′ + βgy + α(ϕ− 1) = 0 =⇒ gy = −β
′ + α(ϕ− 1)
β
. (7.4.55)
Thus
f = −α
′ + ϕβ
α
x+ (ϕ− 1)y, g = ϕx− β
′ + α(ϕ− 1)
β
y. (7.4.56)
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Now (7.4.51) becomes
φ̟t −
(
α′ + ϕβ
α
+
β ′ + α(ϕ− 1)
β
− (α
2 + β2)′
α2 + β2
)
φ̟ = 0. (7.4.57)
Thus we have the following solution
φ =
αβ
α2 + β2
e
∫
(αβ−1(ϕ−1)+α−1βϕ)dtℑ′(̟), (7.4.58)
where ℑ is an arbitrary one-variable function. Note that (7.4.56) and (7.4.58) give
ut + uux + vuy + v
= ft + β
′φ+ βφt + (α′x+ β ′y)βφ̟ + (f + βφ)(fx + αβφ̟)
+(g − αφ)(fy + 1 + β2φ̟)
= ft + ffx + g(fy + 1) + (β
′ + βfx − α(fy + 1))φ+ βφt
+(α′x+ β ′y + αf + βg)βφ̟
=
α2β
α2 + β2
(
2(αβ ′ − α′β)
α2 + b2
− 1
)
e
∫
(αβ−1(ϕ−1)+α−1βϕ)dtℑ′(̟)
+
(
2α′2 + (ϕβ)2 + 3α′βϕ− α(ϕβ)′ − αα′′
α2
+ ϕ2
)
x
+
(
ϕ′ − (ϕ− 1)(α
′ + ϕβ)
α
− ϕ(β
′ + α(ϕ− 1))
β
)
y, (7.4.59)
vt + uvx + vvy − u
= gt − α′φ− αφt − (α′x+ β ′y)αφ̟ + (f + βφ)(gx − 1− 2α2φ̟)
+(g − αφ)(gy − 2αβφ̟)
= gt + f(gx − 1) + ggy − (α′ + αgy − β(gx − 1))φ− αφt
−(α′x+ β ′y + αf + βg)αφ̟
=
αβ2
α2 + β2
(
2(αβ ′ − α′β)
α2 + b2
− 1
)
e
∫
(αβ−1(ϕ−1)+α−1βϕ)dtℑ′(̟) + [(ϕ− 1)2
−β((ϕ− 1)α)
′ + ββ ′′ − 2β ′2 − ((ϕ− 1)α)2 − 3αβ ′(ϕ− 1)
β2
]y
+
(
ϕ′ − (ϕ− 1)(α
′ + ϕβ)
α
− ϕ(β
′ + α(ϕ− 1))
β
)
x. (7.4.60)
By (7.4.2) and (7.4.3),
η =
y2
2
(
β((ϕ− 1)α)′ + ββ ′′ − 2β ′2 − ((ϕ− 1)α)2 − 3αβ ′(ϕ− 1)
β2
− (ϕ− 1)2
)
−x
2
2
(
2α′2 + (ϕβ)2 + 3α′βϕ− α(ϕβ)′ − αα′′
α2
+ ϕ2
)
+[
(ϕ− 1)(α′ + ϕβ)
α
− ϕ′ + ϕ(β
′ + α(ϕ− 1))
β
]xy
+
αβ
α2 + β2
(
1− 2(αβ
′ − α′β)
α2 + b2
)
e
∫
(αβ−1(ϕ−1)+α−1βϕ)dtℑ(̟). (7.4.61)
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Theorem 7.4.4. Let α, β, ϕ be functions in t and let ℑ be a one-variable function.
Suppose that ζ is a function in t, x, y. The following is a solution of the equations (7.1.1)-
(7.1.4) of dynamic convection in a sea:
u = (ϕ− 1)y − (α
′ + ϕβ)x
α
+
αβ2
α2 + β2
e
∫
(αβ−1(ϕ−1)+α−1βϕ)dtℑ′(αx+ βy), (7.4.62)
v = ϕx− (β
′ + (ϕ− 1)α)y
β
− α
2β
α2 + β2
e
∫
(αβ−1(ϕ−1)+α−1βϕ)dtℑ′(αx+ βy), (7.4.63)
w =
(
α′ + ϕβ
α
+
β ′ + (ϕ− 1)α
β
)
z + ζ, ρ = 1, (7.4.64)
p = z +
y2
2
(
β((ϕ− 1)α)′ + ββ ′′ − 2β ′2 − ((ϕ− 1)α)2 − 3αβ ′(ϕ− 1)
β2
− (ϕ− 1)2
)
−x
2
2
(
2α′2 + (ϕβ)2 + 3α′βϕ− α(ϕβ)′ − αα′′
α2
+ ϕ2
)
+xy[
(ϕ− 1)(α′ + ϕβ)
α
− ϕ′ + ϕ(β
′ + α(ϕ− 1))
β
]
+
αβ
α2 + β2
(
1− 2(αβ
′ − α′β)
α2 + b2
)
e
∫
(αβ−1(ϕ−1)+α−1βϕ)dtℑ(αx+ βy). (7.4.65)
Chapter 8
Boussinesq Equations in Geophysics
Boussinesq systems of nonlinear partial differential equations are fundamental equations
in geophysical fluid dynamics. In this chapter, we use asymmetric ideas and moving
frames to solve the two-dimensional Boussinesq equations with partial viscosity terms and
the three-dimensional stratified rotating Boussinesq equations. We obtain new families
of explicit exact solutions with multiple parameter functions. Many of them are the
periodic, quasi-periodic, aperiodic solutions that may have practical significance. By
Fourier expansion and some of our solutions, one can obtain discontinuous solutions. In
addition, the symmetries of these equations are used to simplify our arguments.
In Section 8.1, we solve the two-dimensional Boussinesq equations and obtain four
families of explicit exact solutions. In Section 8.2, we give the symmetry analysis on the
three-dimensional stratified rotating Boussinesq equations. In Section 8.3, we find the
solutions of the three-dimensional equations that are linear in x and y. In Section 8.4,
we obtain two families of explicit exact solutions under certain conditions on the variable
z. In Section 8.5, we obtain a family of explicit exact solutions of the three-dimensional
equations that are independent of x. The status can be changed by applying symmetry
transformations. This chapter is a revision of our preprint [X16].
8.1 Two-Dimensional Equations
The Boussinesq system for the incompressible fluid in R2 is
ut + uux + vuy − ν∆u = −px, vt + uvx + vvy − ν∆v − θ = −py, (8.1.1)
θt + uθx + vθy − κ∆θ = 0, ux + vy = 0, (8.1.2)
where (u, v) is the velocity vector field, p is the scalar pressure, θ is the scalar temperature,
ν ≥ 0 is the viscosity and κ ≥ 0 is the thermal diffusivity. The above system is a simple
model in atmospheric sciences (e.g., cf. [Ma]). Chae [Cd] proved the global regularity,
and Hou and Li [HL] obtained the well-posedness of the above system.
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Let us do the degree analysis. Note that ∆ = ∂2x + ∂
2
y in this case. To make the
nonzero terms to have the same degree, we have to take
deg x = deg y = ℓ and deg uux = deg uxx =⇒ deg u = −ℓ, (8.1.3)
deg vvy = deg vyy =⇒ deg v = −ℓ, deg ut = deg uxx =⇒ deg t = 2ℓ, (8.1.4)
deg px = deg uux =⇒ deg p = −2ℓ, deg θ = deg vt = −3ℓ. (8.1.5)
Moreover, (8.1.1) and (8.1.2) are translation invariant because they do not contain variable
coefficients. Thus the transformation
Ta,b(u(t, x, y)) = bu(b
2t+ a, bx, by), Ta,b(v(t, x, y)) = bv(b
2t+ a, bx, by), (8.1.6)
Ta,b(p(t, x, y)) = b
2(b2t+ a, bx, by), Ta,b(θ(t, x, y)) = b
3θ(b2t + a, bx, by) (8.1.7)
is a symmetry of the equations (8.1.1) and (8.1.2), where a, b ∈ R with b 6= 0. By the
arguments in (7.1.20)-(7.1.24), we have the following symmetry of the equations (8.1.1)
and (8.1.2):
Sα,β;γ(u(t, x, y)) = u(t, x+ α, y + β)− α′, Sα,β;γ(θ(t, x, y)) = θ(t, x+ α, y + β), (8.1.8)
Sα,β;γ(v(t, x, y)) = v(t, x+ α, y + β)− β ′, (8.1.9)
Sα,β;γ(p(t, x, y)) = p(t, x+ α, y + β) + α
′′x+ β ′′y + γ, (8.1.10)
where α, β and γ are arbitrary functions in t.
According to the second equation in (8.1.2), we take the potential form:
u = ξy, v = −ξx (8.1.11)
for some functions ξ in t, x, y. Then the two-dimensional Boussinesq equations become
ξyt + ξyξxy − ξxξyy − ν∆ξy = −px, ξxt + ξyξxx − ξxξxy − ν∆ξx + θ = py, (8.1.12)
θt + ξyθx − ξxθy − κ∆θ = 0. (8.1.13)
By our assumption pxy = pyx, the compatible condition of the equations in (8.1.12) is
(∆ξ)t + ξy(∆ξ)x − ξx(∆ξ)y − ν∆2ξ + θx = 0. (8.1.14)
Now we first solve the system (8.1.13) and (8.1.14). To do this, we impose some asym-
metric conditions.
Firs we assume
θ = ε(t, y), ξ = φ(t, y) + xψ(t, y) (8.1.15)
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for some functions ε, φ and ψ in t, y. Then (8.1.13) becomes
εt − ψεy − κεyy = 0. (8.1.16)
Moreover, (8.1.14) becomes
φyyt + xψyyt + (φy + xψy)ψyy − ψ(φyyy + xψyyy)− ν(φyyyy + xψyyyy) = 0, (8.1.17)
equivalently,
φyyt + φyψyy − ψφyyy − νφyyyy = 0, (8.1.18)
ψyyt + ψyψyy − ψψyyy − νψyyyy = 0. (8.1.19)
The above two equations are equivalent to:
φyt + φyψy − ψφyy − νφyyy = α1, (8.1.20)
ψyt + ψ
2
y − ψψyy − νψyyy = α2 (8.1.21)
for some functions α1 and α2 in t to be determined.
Observe that
ψ = 6νy−1 (8.1.22)
is a solution of (8.1.21) with α2 = 0. In order to solve (8.1.20), we assume
φ =
∞∑
m=1
γmy
m, (8.1.23)
where γm are functions in t to be determined. Now (8.1.20) becomes
∞∑
m=1
[mγ′m − ν(m+ 2)(m+ 3)(m+ 4)γm+2]ym−1 − 6νγ1y−2 − 18νγ2y−1 = α1, (8.1.24)
equivalently,
γ1 = γ2 = 0, α1 = −60νγ3, (8.1.25)
mγ′m − ν(m+ 2)(m+ 3)(m+ 4)γm+2 = 0, m > 1. (8.1.26)
Thus
γ2m+2 =
2mγ′2m
ν(2m+ 2)(2m+ 3)(2m+ 4)
= 0, m ≥ 1, (8.1.27)
γ2m+3 =
(2m+ 1)γ′2m+1
ν(2m+ 3)(2m+ 4)(2m+ 5)
=
360γ
(m)
3
νm(2m+ 3)(2m+ 5)!
, m ≥ 1. (8.1.28)
For simplicity, we redenote α = γ3. Then
φ = 360
∞∑
m=0
α(m)y2m+3
νm(2m+ 3)(2m+ 5)!
. (8.1.29)
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To solve (8.1.16), we also assume
ε =
∞∑
n=0
βny
n, (8.1.30)
where βn are functions in t to be determined. Then (8.1.16) becomes
6νβ1y
−1 +
∞∑
n=0
[β ′n − (n+ 2)(6ν + (n + 1)κ)βn+2]yn = 0, (8.1.31)
that is, β1 = 0 and
β ′n − (n+ 2)(6ν + (n + 1)κ)βn+2 = 0, n ≥ 0. (8.1.32)
Hence
θ = β +
∞∑
n=1
β(n)y2n
2nn!
∏n
r=1(6ν + (2r − 1)κ)
, (8.1.33)
where β is an arbitrary function in t. Moreover, (8.1.11), (8.1.20), (8.1.21) and (8.1.25)
lead to
ut + uux + vuy − ν∆u
= φyt + xψyt + (φy + xψy)ψy − ψ(φyy + xψyy)− ν(φyyy + xψyyy)
= φyt + φ
2
y − ψφyy − νφyyy + (ψyt + ψyψy − ψψyy − νψyyy)x
= α2x+ α1 = −60να. (8.1.34)
Furthermore, (8.1.22) and (8.1.33) give
vt + uvx + vvy − ν∆(v)− θ = −ψt + ψψy + νψyy − θ
= −24ν2y−3 − β −
∞∑
n=1
β(n)y2n
2nn!
∏n
r=1(6ν + (2r − 1)κ)
. (8.1.35)
By (8.1.15), (8.1.22) and (8.1.29),
ξ = 6νxy−1 + 360
∞∑
m=0
α(m)y2m+3
νm(2m+ 3)(2m+ 5)!
. (8.1.36)
According (8.1.1) and (8.1.11), we have:
Theorem 8.1.1. The following is a solution of the two-dimensional Boussinesq equa-
tions (8.1.1)-(8.1.2):
u = 360
∞∑
m=0
α(m)y2m+2
νm(2n+ 5)!
− 6νxy−2, v = −6νy−1, (8.1.37)
p = 60ναx+ 12ν2y−2 + βy +
∞∑
n=1
β(n)y2n+1
2nn!(2n + 1)
∏n
r=1(6ν + (2r − 1)κ)
(8.1.38)
8.1. TWO-DIMENSIONAL EQUATIONS 205
and θ is given in (8.1.33), where α and β are arbitrary functions in t.
Remark 8.1.2. Let γ, γ1, γ2 be arbitrary functions in t. Applying the symmetry
transformation Sγ1,γ2;γ in (8.1.8)-(8.1.10) to the above solution, we get a more general
solution of the two-dimensional Boussinesq equations (8.1.1)-(8.1.2):
u = 360
∞∑
m=0
α(m)(y + γ2)
2m+2
νm(2n+ 5)!
− 6ν(x+ γ1)(y + γ2)−2 − γ′1, (8.1.39)
v = −6ν(y + γ2)−1 − γ′2, (8.1.40)
θ = β +
∞∑
n=1
β(n)(y + γ2)
2n
2nn!
∏n
r=1(6ν + (2r − 1)κ)
, (8.1.41)
p = 60να(x+ γ1) + 12ν
2(y + γ2)
−2 + β(y + γ2) + γ′1
′
x+ γ′2
′
y + γ
+
∞∑
n=1
β(n)(y + γ2)
2n+1
2nn!(2n+ 1)
∏n
r=1(6ν + (2r − 1)κ)
. (8.1.42)
Let c be a fixed real constant and let γ be a fixed function in t. We define
ζ1(y) =
eγy − ce−γy
2
, η1(y) =
eγy + ce−γy
2
, (8.1.43)
ζ0(y) = sin γy, η0(y) = cos γy. (8.1.44)
Then
η2r(y) + (−1)rζ2r (y) = cr, (8.1.45)
∂y(ζr(y)) = γηr(y), ∂y(ηr(y)) = −(−1)rγζr(y) (8.1.46)
and
∂y(ζr(y)) = γ
′yηr(y), ∂t(ηr(y)) = −(−1)rγ′yζr(y), (8.1.47)
where we treat 00 = 1 when c = r = 0.
First we assume
ψ = β1y + β2ζr(y) (8.1.48)
for some functions β1 and β2 in t, where r = 0, 1. Then (8.1.21) becomes
β ′1 + (β2γ)
′ηr − (−1)rβ2γγ′yζr + (β1 + β2γηr)2
+(−1)rβ2γ2(β1y + β2ζr)ζr + (−1)rνβ2γ3ηr
= β ′1 + c
rβ22γ
2 + β21 + [(β2γ)
′ + (−1)rνβ2γ3 + 2β1β2γ]ηr
+(−1)rβ2γ(β1γ − γ′)yζr = α2, (8.1.49)
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which is implied by the following equations:
β ′1 + c
rβ22γ
2 + β21 = α2, β1γ − γ′ = 0, (8.1.50)
(β2γ)
′ + (−1)rνβ2γ3 + 2β1β2γ = 0. (8.1.51)
For convenience, we assume
γ =
√
α′ (8.1.52)
for some increasing function α in t. Thus we have
β1 =
γ′
γ
=
α′′
2α′
(8.1.53)
by the second equation in (8.1.50). Now (8.1.51) becomes
(β2γ)
′ +
(
(−1)rνα′ + α
′′
α′
)
β2γ = 0. (8.1.54)
Hence
β2γ =
b1e
−(−1)rνα
α′
=⇒ β2 = b1e
−(−1)rνα√
(α′)3
, b1 ∈ R. (8.1.55)
To solve (8.1.20), we assume
φ = β3ηr(y) (8.1.56)
for some function β3. Now (8.1.20) becomes
−(−1)r[(β3γ)′ζr + β3γγ′yηr + β3γζr(β1 + β2γηr)− β3γ2(β1y + β2ζ)ηr]− νβ3γ3ζ
= −[(−1)r((β3γ)′ + β1β3γ) + νβ3γ3]ζr(y) = α1 (8.1.57)
by (8.1.46), (8.1.47) and the second equation in (8.1.50), equivalently, α1 = 0 and
(−1)r((β3γ)′ + β1β3γ) + νβ3γ3 = 0. (8.1.58)
According to (8.1.52) and (8.1.53),
(β3γ)
′ +
(
α′′
2α′
+ (−1)rα′
)
β3γ = 0. (8.1.59)
Thus
β3γ =
b2e
−(−1)rνα
√
α′
=⇒ β3 = b2e
−(−1)rνα
α′
, (8.1.60)
where b2 is a real constant.
In order to solve (8.1.16), we assume
ε = beγ1ηr(y), (8.1.61)
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where b is a real constant and γ1 is a function in t. Then (8.1.16) changes to
b(γ′1ηr−(−1)rγ1γ′yζr)+(−1)rbγ1γ(β1y+β2ζr)ζr−bκγ1γ2(−(−1)rηr+γ1ζ2r ) = 0, (8.1.62)
which is implied by
γ′1 + (−1)rκγ2γ1 = 0, (−1)rβ2 − κγγ1 = 0. (8.1.63)
Then the first equation and (8.1.52) imply
γ1 = b3e
−(−1)rκα (8.1.64)
for some constant b3. By the second equations in (8.1.63) and (8.1.55), we have:
(−1)r b1e
−(−1)rνα√
(α′)3
= b3κ
√
α′e−(−1)
rκα. (8.1.65)
For convenience, we take
b1 = (−1)rκb3. (8.1.66)
Then (8.1.65) is implied by
α′e(−1)
r(ν−κ)α/2 = 1. (8.1.67)
If ν = κ, (8.1.65) is implied by α = t. When ν 6= κ, (8.1.65) becomes(
2e(−1)
r(ν−κ)α/2
ν − κ
)′
= (−1)r. (8.1.68)
Thus
α =
2(−1)r
ν − κ ln[(−1)
r(ν − κ)t/2 + c0], c0 ∈ R. (8.1.69)
Suppose ν = κ. Then γ =
√
α′ = 1 and β1 = 0. By (8.1.48), (8.1.55), (8.1.56) and
(8.1.60),
φ = b2e
−(−1)rνtηr(y), ψ = (−1)rb3νe−(−1)rνtζr(y) (8.1.70)
Moreover, (8.1.15), (8.1.61) and (8.1.64) yield
θ = b exp(b3e
−(−1)rνtηr(y)). (8.1.71)
Furthermore, (8.1.15) and (8.1.66) give
ξ = b2e
−(−1)rνtηr(y) + (−1)rb3νe−(−1)rνtxζr(y). (8.1.72)
According to (8.1.11),
u = ξy = (−1)r[−b2e−(−1)rνtζr(y) + b3νe−(−1)rνtxηr(y)], (8.1.73)
v = −ξx = −(−1)rb3νe−(−1)rνtζr(y). (8.1.74)
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Note
ut + uux + vuy − ν∆u = b23ν2cre−(−1)
r2νtx, (8.1.75)
vt + uvx + vvy − ν∆v − θ = vvy − b exp(b3e−(−1)rνtηr(y)). (8.1.76)
By (8.1.1), we have
p = b
∫
exp(b3e
−(−1)rνtηr(y))dy − 1
2
b23ν
2e−(−1)
r2νt(crx2 + ζ2r (y)). (8.1.77)
Theorem 8.1.3. Suppose κ = ν. For b, b2, b3, c ∈ R, we have the following solutions
of the two-dimensional Boussinesq equations (8.1.1)-(8.1.2): (1)
u =
eνt
2
[b2(e
y − ce−y)− b3νx(ey + ce−y)], (8.1.78)
v =
1
2
b3νe
νt(ey − ce−y), (8.1.79)
θ = b exp(b3e
νt(ey + ce−y)/2) (8.1.80)
and
p = b
∫
exp(b3e
νt(ey + ce−y)/2)dy − 1
2
b23ν
2e2νt(cx2 + (ey − ce−y)2/4); (8.1.81)
(2)
u = e−νt[−b2 sin y + b3νx cos y], v = −b3νe−νt sin y, (8.1.82)
θ = b exp(b3e
−νt cos y) (8.1.83)
and
p = b
∫
exp(b3e
−νt cos y)dy − 1
2
b23ν
2e−2νt(x2 + cos2 y). (8.1.84)
Applying the symmetry transformations in (8.1.6)-(8.1.10) to the above solutions, we
can get more general solutions the two-dimensional Boussinesq equations (8.1.1)-(8.1.2).
Consider the case ν 6= κ. Then
γ =
√
α′ =
1√
(−1)r(ν − κ)t/2 + c0
(8.1.85)
by (8.1.69). Moreover,
β1 =
γ′
γ
=
(−1)r(κ− ν)
4[(−1)r(ν − κ)t/2 + c0] (8.1.86)
by (8.1.53),
β2 =
b1e
−(−1)rνα√
(α′)3
= (−1)rb3κ[(−1)r(ν − κ)t/2 + c0]2ν/(κ−ν)+3/2 (8.1.87)
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according to (8.1.55), (8.1.66) and (8.1.69),
β3 =
b2e
−(−1)rνα
α′
= b2[(−1)r(ν − κ)t/2 + c0]2ν/(κ−ν)+1 (8.1.88)
by (8.1.60), and
γ1 = b3e
−(−1)rκα = b3[(−1)r(ν − κ)t/2 + c0]2κ/(κ−ν) (8.1.89)
by (8.1.64). Thus (8.1.56) and (8.1.88) yield
φ = b2[(−1)r(ν − κ)t/2 + c0]2ν/(κ−ν)+1ηr(y). (8.1.90)
Furthermore,
ψ =
(−1)r(κ− ν)y
4[(−1)r(ν − κ)t/2 + c0] + (−1)
rb3κ[(−1)r(ν − κ)t/2 + c0]2ν/(κ−ν)+3/2ζr(y) (8.1.91)
by (8.1.48), (8.1.86) and (8.1.87).
According to (8.1.15), (8.1.61) and (8.1.89),
θ = b exp
(
b3[(−1)r(ν − κ)t/2 + c0]2κ/(κ−ν)ηr(y)
)
. (8.1.92)
By (8.1.15),
ξ =
(−1)r(κ− ν)xy
4[(−1)r(ν − κ)t/2 + c0] + (−1)
rb3κ[(−1)r(ν − κ)t/2 + c0]2ν/(κ−ν)+3/2xζr(y)
+b2[(−1)r(ν − κ)t/2 + c0]2ν/(κ−ν)+1ηr(y). (8.1.93)
Then (8.1.11) and (8.1.93) say that
u =
(−1)r(κ− ν)x
4[(−1)r(ν − κ)t/2 + c0] + (−1)
rb3κ[(−1)r(ν − κ)t/2 + c0]2ν/(κ−ν)+1xηr(y)
−(−1)rb2[(−1)r(ν − κ)t/2 + c0]2ν/(κ−ν)+1/2ζr(y), (8.1.94)
v =
(−1)r(ν − κ)y
4[(−1)r(ν − κ)t/2 + c0] − (−1)
rb3κ[(−1)r(ν − κ)t/2 + c0]2ν/(κ−ν)+3/2ζr(y), (8.1.95)
By (8.1.20) with α1 = 0 and (8.1.21) with α2 given in (8.1.49), we have
ut + uux + vuy − ν∆u
= φyt + xψyt + (φy + xψy)ψy − ψ(φyy + xψyy)− ν(φyyy + xψyyy)
= φyt + φ
2
y − ψφyy − νφyyy + (ψyt + ψyψy − ψψyy − νψyyy)x
= (β ′1 + c
rβ22γ
2 + β21)x = b
2
3c
rκ2[(−1)r(ν − κ)t/2 + c0]4ν/(κ−ν)+2x
+
3(ν − κ)2x
16[(−1)r(ν − κ)t/2 + c0]2 . (8.1.96)
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Moreover, (8.1.48), the second equation in (8.1.50) and (8.1.85)-(8.1.87) yield
vt + uvx + vvy − ν∆(v)− θ = −ψt + ψψy + νψyy − θ
= −(β ′1y + β ′2ζr + β2γ′yηr) + (β1y + β2ζr)(β1 + β2γηr)− (−1)rνβ2γ2ζr − θ
= (β21 − β ′1)y + (β1β2 − β ′2 − (−1)rνβ2γ2)ζr + β2(β1γ − γ′)yηr +
β22
2
∂y(ζ
2
r )− θ
=
3(ν − κ)2y
16[(−1)r(ν − κ)t/2 + c0]2 − be
b3[(−1)r(ν−κ)t/2+c0]2κ/(κ−ν)ηr(y)
+b3κ(κ− ν)[(−1)r(ν − κ)t/2 + c0]2ν/(κ−ν)+1/2ζr(y)
+
b23
2
κ2[(−1)r(ν − κ)t/2 + c0]4ν/(κ−ν)+3∂yζ2r (y). (8.1.97)
According to (8.1.11), we have
p = b
∫
eb3[(−1)
r(ν−κ)t/2+c0]2κ/(κ−ν)ηr(y)dy − b
2
3
2
crκ2[(−1)r(ν − κ)t/2 + c0]4ν/(κ−ν)+2x2
− 3(ν − κ)
2(x2 + y2)
32[(−1)r(ν − κ)t/2 + c0]2 −
b23
2
κ2[(−1)r(ν − κ)t/2 + c0]4ν/(κ−ν)+3ζ2r (y)
+(−1)rb3κ(κ− ν)[(−1)r(ν − κ)t/2 + c0]2ν/(κ−ν)+1ηr(y). (8.1.98)
Theorem 8.1.4. Suppose κ 6= ν. For b, b2, b3, c, c0 ∈ R, we have the following solu-
tions of the two-dimensional Boussinesq equations (8.1.1)-(8.1.2): (1)
u = −b3
2
κ[(κ− ν)t/2 + c0]2ν/(κ−ν)+1x(ey/
√
(κ−ν)t/2+c0 + cey/
√
(κ−ν)t/2+c0)
+
b2
2
[(κ− ν)t/2 + c0]2ν/(κ−ν)+1/2(ey/
√
(κ−ν)t/2+c0 − cey/
√
(κ−ν)t/2+c0)
+
(ν − κ)x
4[(κ− ν)t/2 + c0] , (8.1.99)
v =
b3
2
κ[(κ− ν)t/2 + c0]2ν/(κ−ν)+3/2x(ey/
√
(κ−ν)t/2+c0 − cey/
√
(κ−ν)t/2+c0)
+
(κ− ν)y
4[(κ− ν)t/2 + c0] , (8.1.100)
θ = b exp
(
2−1b3[(κ− ν)t/2 + c0]2κ/(κ−ν)(ey/
√
(κ−ν)t/2+c0 + cey/
√
(κ−ν)t/2+c0)
)
(8.1.101)
and
p = b
∫
exp
(
2−1b3[(κ− ν)t/2 + c0]2κ/(κ−ν)(ey/
√
(κ−ν)t/2+c0 + cey/
√
(κ−ν)t/2+c0)
)
dy
−b
2
3
8
κ2[(κ− ν)t/2 + c0]4ν/(κ−ν)+3(ey/
√
(κ−ν)t/2+c0 − cey/
√
(κ−ν)t/2+c0)
−b3
2
κ(κ− ν)[(κ− ν)t/2 + c0]2ν/(κ−ν)+1(ey/
√
(κ−ν)t/2+c0 + cey/
√
(κ−ν)t/2+c0)
−b
2
3
2
cκ2[(κ− ν)t/2 + c0]4ν/(κ−ν)+2x2 − 3(ν − κ)
2(x2 + y2)
32[(κ− ν)t/2 + c0]2 ; (8.1.102)
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(2)
u = b3κ[(ν − κ)t/2 + c0]2ν/(κ−ν)+1x cos y√
(ν − κ)t/2 + c0
+
(κ− ν)x
4[(ν − κ)t/2 + c0]
−b2[(ν − κ)t/2 + c0]2ν/(κ−ν)+1/2 sin y√
(ν − κ)t/2 + c0
, (8.1.103)
v =
(ν − κ)y
4[(ν − κ)t/2 + c0] − b3κ[(ν − κ)t/2 + c0]
2ν/(κ−ν)+3/2 sin
y√
(ν − κ)t/2 + c0
, (8.1.104)
θ = b exp
(
b3[(ν − κ)t/2 + c0]2κ/(κ−ν) cos y√
(ν − κ)t/2 + c0
)
, (8.1.105)
p = b
∫
exp
(
b3[(ν − κ)t/2 + c0]2κ/(κ−ν) cos y√
(ν − κ)t/2 + c0
)
dy
−b
2
3
2
κ2[(ν − κ)t/2 + c0]4ν/(κ−ν)+2x2 − 3(ν − κ)
2(x2 + y2)
32[(ν − κ)t/2 + c0]2
−b
2
3
2
κ2[(ν − κ)t/2 + c0]4ν/(κ−ν)+3 sin2 y√
(ν − κ)t/2 + c0
+b3κ(κ− ν)[(ν − κ)t/2 + c0]2ν/(κ−ν)+1 cos y√
(ν − κ)t/2 + c0
. (8.1.106)
Applying the symmetry transformations in (8.1.6)-(8.1.10) to the above solutions, we
can get more general solutions the two-dimensional Boussinesq equations (8.1.1)-(8.1.2).
Let γ be a function in t. Denote the moving frame
X = x cos γ + y sin γ, Y = y cos γ − x sin γ. (8.1.107)
Then
∂t(X ) = γ′Y , ∂t(Y) = −γ′X . (8.1.108)
By the chain rule of taking partial derivatives,
∂x = cos γ ∂X − sin γ ∂Y , ∂y = sin γ ∂X + cos γ ∂Y . (8.1.109)
Solving the above system, we get
∂X = cos γ ∂x + sin γ ∂y, ∂Y = − sin γ ∂x + cos γ ∂y. (8.1.110)
Moreover, (8.1.107) and (8.1.110) imply
∂X (Y) = 0, ∂Y(X ) = 0. (8.1.111)
In particular,
∆ = ∂2x + ∂
2
y = ∂
2
X + ∂
2
Y , x
2 + y2 = X 2 + Y2. (8.1.112)
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We assume
ξ = φ(t,X )− γ
′
2
(x2 + y2), θ = ψ(t,X ), (8.1.113)
where φ and ψ are functions in t,X . Note
ξy∂x − ξx∂y = (X − φX )∂Y − γ′Y∂X . (8.1.114)
Then (8.1.13) becomes
ψt − κψXX = 0 (8.1.115)
and (8.1.14) becomes
−2γ′′ + φtXX − νφXXXX + ψX cos γ = 0 (8.1.116)
by (8.1.111) and (8.1.114). Modulo the transformation in (8.1.8)-(8.1.11), the above
equation is equivalent to
−2γ′′X + φtX − νφXXX + ψ cos γ = 0. (8.1.117)
Note that (8.1.115) is a heat conduction equation. Assume ν = κ. We take its solution
ψ =
m∑
r=1
ardre
a2rκt cos 2brt+arX cos br sin(a2rκt sin 2br + arX sin br + br + cr), (8.1.118)
where ar, br, cr, dr ∈ R with (ar, br) 6= (0, 0) and dr 6= 0. Then
ψ = ∂X [
m∑
r=1
dre
a2rκt cos 2brt+arX cos br sin(a2rκt sin 2br + arX sin br + cr)]. (8.1.119)
Moreover, (8.1.117) is implied by the following equation:
2νγ′ − γ′′X 2 + φt − νφXX + [
m∑
r=1
dre
a2rκt cos 2br+arX cos br
× sin(a2rκt sin 2br + arX sin br + cr)] cos γ = 0 (8.1.120)
by (8.1.119). Thus we have the following solution of (8.1.117):
φ = −[
r∑
r=1
dre
a2rκt cos 2br+arX cos br sin(a2rκt sin 2br + arX sin br + cr)]
∫
cos γ dt
+γ′X 2 +
n∑
s=1
dˆse
aˆ2sκt cos 2bˆs+aˆsX cos bˆs sin(aˆ2sκt sin 2bˆs + aˆsX sin bˆs + cˆs), (8.1.121)
where aˆs, bˆs, cˆs, dˆs are real numbers.
Suppose ν 6= κ. To make (8.1.117) solvable, we choose the following solution of
(8.1.115):
ψ =
m∑
r=1
ardre
a2rκt+arX . (8.1.122)
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Now (8.1.117) is implied by the following equation:
2νγ′ − γ′′X 2 + φt − νφXX +
m∑
r=1
dre
a2rκt+arX cos γ = 0. (8.1.123)
We obtain the following solution of (8.1.117):
φ = γ′X 2 +
n∑
s=1
dˆse
aˆ2sκt cos 2bˆs+aˆsX cos bˆs sin(aˆ2sκt sin 2bˆs + aˆsX sin bˆs + cˆs)
−
m∑
r=1
dre
a2rνt+arX
∫
ea
2
r(κ−ν)t cos γ dt. (8.1.124)
Note
u = φX sin γ − γ′y, v = γ′x− φX cos γ. (8.1.125)
Moreover,
u∂x + v∂y = −φX∂Y + γ′(x∂y − y∂x). (8.1.126)
By (8.1.117) and (8.1.126), we find
ut + uux + vuy − ν∆u
= γ′φX cos γ + φX t sin γ + γ′YφXX sin γ − γ′′y + γ′φX∂Y(y)
+γ′(x∂y − y∂x)(φX ) sin γ − γ′2x− νφXXX sin γ
= (φX t − νφXXX ) sin γ + 2γ′φX cos γ − γ′2x− γ′′y
= (2γ′′X − ψ cos γ) sin γ + 2γ′φX cos γ − γ′2x− γ′′y,
= γ′′(x sin 2γ − y cos 2γ) + (2γ′φX − ψ sin γ) cos γ − γ′2x, (8.1.127)
vt + uvx + vvy − ν∆v − θ
= γ′φX sin γ − φX t cos γ − γ′YφXX cos γ + γ′′x− γ′φX∂Y(x)
−γ′(x∂y − y∂x)(φX ) cos γ − γ′2y + νφXXX cos γ − ψ
= (νφXXX − φX t) cos γ + 2γ′φX sin γ − γ′2y + γ′′x− ψ
= (ψ cos γ − 2γ′′X ) cos γ + 2γ′φX sin γ − γ′2y + γ′′x− ψ
= −γ′′(x cos 2γ + y sin 2γ) + (2γ′φX − ψ sin γ) sin γ − γ′2y. (8.1.128)
According to (8.1.1),
p =
γ′2 − γ′′ sin 2γ
2
x2 +
γ′2 + γ′′ sin 2γ
2
y2 + γ′′xy cos 2γ +
∫
ψdX sin γ − 2γ′φ. (8.1.129)
Theorem 8.1.5. Let γ be any function in t and denote X = x cos γ + y sin γ. Take
{ar, br, cr, dr, aˆs, bˆs, cˆs, dˆs | r = 1, ..., m; s = 1, ..., n} ⊂ R. (8.1.130)
214 CHAPTER 8. BOUSSINESQ EQUATIONS IN GEOPHYSICS
If ν = κ, we have the following solutions of the two-dimensional Boussinesq equations
(8.1.1)-(8.1.2):
u = {
n∑
s=1
aˆsdˆse
aˆ2sκt cos 2bˆs+aˆsX cos bˆs sin(aˆ2sκt sin 2bˆs + aˆsX sin bˆs + bˆs + cˆs)
−[
m∑
r=1
ardre
a2rκt cos 2br+arX cos br sin(a2rκt sin 2br + br + arX sin br + cr)]
×
∫
cos γ dt+ 2γ′X} sin γ − γ′y, (8.1.131)
v = −{
n∑
s=1
aˆsdˆse
aˆ2sκt cos 2bˆs+aˆsX cos bˆs sin(aˆ2sκt sin 2bˆs + aˆsX sin bˆs + bˆs + cˆs)
−[
m∑
r=1
ardre
a2rκt cos 2br+arX cos br sin(a2rκt sin 2br + arX sin br + br + cr)]
×
∫
cos γ dt+ 2γ′X} cos γ + γ′x, (8.1.132)
θ = ψ in (8.1.118), and
p = (sin γ + 2γ′
∫
cos γ)[
m∑
r=1
dre
a2rκt cos 2br+arX cos br sin(a2rκt sin 2br + arX sin br + cr)]
+
γ′2 − 2γ′′ sin 2γ
2
x2 +
γ′2 + γ′′ sin 2γ
2
y2 + γ′′xy cos 2γ − γ′2X 2
−2γ′
n∑
s=1
dˆse
aˆ2sκt cos 2bˆs+aˆsX cos bˆs sin(aˆ2sκt sin 2bˆs + aˆsX sin bˆs + cˆs). (8.1.133)
When ν 6= κ, we have the following solutions of the two-dimensional Boussinesq equa-
tions (8.1.1)-(8.1.2):
u = {
n∑
s=1
aˆsdˆse
aˆ2sκt cos 2bˆs+aˆsX cos bˆs sin(aˆ2sκt sin 2bˆs + aˆsX sin bˆs + bˆs + cˆs)
+2γ′X −
m∑
r=1
ardre
a2rνt+arX
∫
ea
2
r(κ−ν)t cos γ dt} sin γ − γ′y, (8.1.134)
v = −{
n∑
s=1
aˆsdˆse
aˆ2sκt cos 2bˆs+aˆsX cos bˆs sin(aˆ2sκt sin 2bˆs + aˆsX sin bˆs + bˆs + cˆs)
+2γ′X −
m∑
r=1
ardre
a2rνt+arX
∫
ea
2
r(κ−ν)t cos γ dt} cos γ + γ′x, (8.1.135)
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θ = ψ in (8.1.122), and
p =
γ′2 − γ′′ sin 2γ
2
x2 +
γ′2 + γ′′ sin 2γ
2
y2 + γ′′xy cos 2γ − 2γ′2X 2
−2γ′
n∑
s=1
dˆse
aˆ2sκt cos 2bˆs+aˆsX cos bˆs sin(aˆ2sκt sin 2bˆs + aˆsX sin bˆs + cˆs)
+
m∑
r=1
dre
a2rνt+arX (2γ′
∫
ea
2
r(κ−ν)t cos γ dt+ sin γ). (8.1.136)
Remark 8.1.6. By Fourier expansion, we can use the above solution to obtain the
one depending on two piecewise continuous functions of X . Applying the symmetry
transformations in (8.1.6)-(8.1.10) to the above solution, we can get more general solutions
of the two-dimensional Boussinesq equations (8.1.1)-(8.1.2).
8.2 Three-Dimensional Equations and Symmetry
Another slightly simplified version of the system of primitive equations in geophysics is
the three-dimensional stratified rotating Boussinesq system (e.g., cf. [LTW], [Pj]):
ut + uux + vuy + wuz − 1
R0
v = σ(∆u− px), (8.2.1)
vt + uvx + vvy + wvz +
1
R0
u = σ(∆v − py), (8.2.2)
wt + uwx + vwy + wwz − σRT = σ(∆w − pz), (8.2.3)
Tt + uTx + vTy + wTz = ∆T + w, (8.2.4)
ux + vy + wz = 0, (8.2.5)
where (u, v, w) is the velocity vector filed, T is the temperature function, p is the pressure
function, σ is the Prandtle number, R is the thermal Rayleigh number andR0 is the Rossby
number. Moreover, the vector (1/R0)(−v, u, 0) represents the Coriolis force and the term
w in (8.2.4) is derived using stratification. So the above equations are the extensions
of Navier-Stokes equations by adding the Coriolis force and the stratified temperature
equation. Due to the Coriolis force, the two-dimensional system (8.1.1) and (8.1.2) is not
a special case of the above three-dimensional system. Hsia, Ma and Wang [HMW] studied
the bifurcation and periodic solutions of the above system (8.2.1)-(8.2.5).
After the degree analysis, we find that the three-dimensional stratified rotating Boussi-
nesq system is not dilation invariant. It is translation invariant. Let α be a function in t.
The transformation
F (t, x, y, z) 7→ F (t, x+ α, y, z)− δu,Fα′ for F = u, v, w, T, p (8.2.6)
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leaves (8.2.3)-(8.2.5) invariant and changes (8.2.1) and (8.2.2) to
−α′′ + ut + uux + vuy + wuz − 1
R0
v = σ(∆u− px), (8.2.7)
and
vt + uvx + vvy + wvz +
1
R0
u− α
′
R0
= σ(∆v − py), (8.2.8)
where the independent variable x is replaced by x+α and the partial derivatives are with
respect to the original variables. Thus the transformation
S1,α(F (t, x, y, z)) = F (t, x+ α, y, z)− δu,Fα′ + δp,Fσ−1(α′′x+ α′y/R0) (8.2.9)
for F = u, v, w, T, p, is a symmetry of the system (8.2.1)-(8.2.5). Similarly, we have the
following symmetry of the system (8.2.1)-(8.2.5):
S2,α(F (t, x, y, z)) = F (t, x, y + α, z)− δv,Fα′ + δp,Fσ−1(α′′y − α′x/R0) (8.2.10)
for F = u, v, w, T, p.
Note that the transformation
F (t, x, y, z) 7→ F (t, x, y, z + α)− δw,Fα′ for F = u, v, w, T, p (8.2.11)
leaves (8.2.1), (8.2.2) and (8.2.5) invariant, and changes (8.2.3) and (8.2.4) to
−α′′ + wt + uwx + vwy + wwz − σRT = σ(∆w − pz), (8.2.12)
and
Tt + uTx + vTy + wTz = ∆T + w − α′, (8.2.13)
where the independent variable x is replaced by x+α and the partial derivatives are with
respect to the original variables. Hence the transformation
S3,α(F (t, x, y, z)) = F (t, x, y, z + α)− δw,Fα′ + δp,F (σ−1α′′ − α/R)z − δT,Fα (8.2.14)
for F = u, v, w, T, p, is a symmetry of the system (8.2.1)-(8.2.5) . Obviously, the trans-
formation
S4,α(F (t, x, y, z)) = F (t, x, y, z) + δp,Fα
′ (8.2.15)
for F = u, v, w, T, p, is a symmetry of the system.
For convenience of computation, we denote
Φ1 = ut + uux + vuy + wuz − 1
R0
v − σ(uxx + uyy + uzz), (8.2.16)
Φ2 = vt + uvx + vvy + wvz +
1
R0
u− σ(vxx + vyy + vzz), (8.2.17)
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Φ3 = wt + uwx + vwy + wwz − σRT − σ(wxx + wyy + wzz). (8.2.18)
Then the equations (8.2.1)-(8.2.3) become
Φ1 + σpx = 0, Φ2 + σpy = 0, Φ3 + σpz = 0. (8.2.19)
Our strategy is to solve the following compatibility conditions:
∂y(Φ1) = ∂x(Φ2), ∂z(Φ1) = ∂x(Φ3), ∂z(Φ2) = ∂y(Φ3). (8.2.20)
8.3 Asymmetric Approach I
Starting from this section, we use asymmetric methods to solve the stratified rotating
Boussinesq equations (8.2.1)-(8.2.5).
First we assume
u = φz(t, z)x+ ς(t, z)y + µ(t, z), v = τ(t, z)x + ψz(t, z)y + ε(t, z), (8.3.1)
w = −φ(t, z)− ψ(t, z), T = ϑ(t, z) + z, (8.3.2)
where φ, ϑ, ς, µ, τ, and ε are functions of t, z to be determined. Then
Φ1 = φtzx+ ςty + µt + φz(φzx+ ςy + µ) + (ς − 1/R0)(τx+ ψzy + ε)
−(φ+ ψ)(φzzx+ ςzy + µz)− σ(φzzzx+ ςzzy + µzz)
= [φtz + φ
2
z + τ(ς − 1/R0)− φzz(φ+ ψ)− σφzzz]x
+[ςt + ςφz + ψz(ς − 1/R0)− ςz(φ+ ψ)− σςzz]y
+µt + µφz + (ς − 1/R0)ε− µz(φ+ ψ)− σµzz, (8.3.3)
Φ2 = τtx+ ψtzy + εt + ψz(τx+ ψzy + ε) + (τ + 1/R0)(φzx+ ςy + µ)
−(φ + ψ)(τzx+ ψzzy + εz)− σ(τzzx+ ψzzzy + εzz)
= [ψtz + ψ
2
z + ς(τ + 1/R0)− (φ+ ψ)ψzz − σψzzz]y
+[τt + τψz + (τ + 1/R0)φz − (φ+ ψ)τz − στzz]x
+εt + εψz + (τ + 1/R0)µ− (φ+ ψ)εz − σεzz, (8.3.4)
Φ3 = −φt − ψt + (φ+ ψ)(φz + ψz)− σR(ϑ+ z) + σ(φzz + ψzz). (8.3.5)
Thus (8.2.20) is equivalent to the following system of partial differential equations:
φtz + φ
2
z + τ(ς − 1/R0)− φzz(φ+ ψ)− σφzzz = α1, (8.3.6)
ςt + ςφz + ψz(ς − 1/R0)− ςz(φ+ ψ)− σςzz = α, (8.3.7)
µt + µφz + (ς − 1/R0)ε− µz(φ+ ψ)− σµzz = α2, (8.3.8)
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ψtz + ψ
2
z + ς(τ + 1/R0)− (φ+ ψ)ψzz − σψzzz = β1, (8.3.9)
τt + τψz + (τ + 1/R0)φz − (φ+ ψ)τz − στzz = α, (8.3.10)
εt + εψz + (τ + 1/R0)µ− (φ+ ψ)εz − σεzz = β2 (8.3.11)
for some α, α1, α2, β1, β2 are functions in t.
Let 0 6= b and c be fixed real constants. We define
ζ1(z) =
ebz − ce−bz
2
, η1(z) =
ebz + ce−bz
2
, (8.3.12)
ζ0(z) = sin bz, η0(z) = cos bz. (8.3.13)
Then
η2r(z) + (−1)rζ2r (z) = cr. (8.3.14)
We assume
φ = b−1γ1ζr(z), ψ = b−1(γ2ζr(z) + γ3ηr(z)), (8.3.15)
ς = γ4(γ2ηr(z)− (−1)rγ3ζr(z)), τ = γ5γ1ηr(z), γ4γ5 = 1, (8.3.16)
where γj are functions in t to be determined. Moreover, (8.3.6) becomes
(γ′1 + (−1)rb2σγ1 − γ1γ5/R0)ηr(z) + (γ1 + γ2)γ1cr = α1, (8.3.17)
which is implied by
α1 = (γ1 + γ2)γ1c
r, (8.3.18)
γ′1 + (−1)rb2σγ1 − γ1γ5/R0 = 0. (8.3.19)
On the other hand, (8.3.10) becomes
[(γ1γ5)
′ + γ1/R0 + (−1)rb2σγ1γ5]ηr + γ1γ5(γ1 + γ2)cr = α, (8.3.20)
which gives
α = γ1γ5(γ1 + γ2)c
r, (8.3.21)
(γ1γ5)
′ + (−1)rb2σγ1γ5 + γ1/R0 = 0. (8.3.22)
Solving (8.3.19) and (8.3.22) for γ1 and γ1γ5, we get
γ1 = b1e
−(−1)rb2σt sin
t
R0
, γ1γ5 = b1e
−(−1)rb2σt cos
t
R0
, (8.3.23)
where b1 is a real constant. In particular, we take
γ5 = cot
t
R0
. (8.3.24)
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Observe that (8.3.7) becomes
[(γ2γ4)
′ + (−1)rb2σγ2γ4 − γ2/R0]ηr + γ4(γ1γ2 + γ22 + (−1)rγ23)cr
−(−1)r[(γ3γ4)′ + (−1)rb2σγ2γ4 − γ3/R0]ζr = α (8.3.25)
and (8.3.9) becomes
[γ′2 + (−1)rb2σγ2 + γ2γ4/R0]ηr + (γ1γ2 + γ22 + (−1)rγ23)cr
−(−1)r[γ′3 + (−1)rb2σγ3 + γ3γ4/R0]ζr = β1, (8.3.26)
equivalently,
α = γ4(γ1γ2 + γ
2
2 + (−1)rγ23)cr, (8.3.27)
β1 = (γ1γ2 + γ
2
2 + (−1)rγ23)cr, (8.3.28)
(γ2γ4)
′ + (−1)rb2σγ2γ4 − γ2/R0 = 0, (8.3.29)
γ′2 + (−1)rb2σγ2 + γ2γ4/R0 = 0, (8.3.30)
(γ3γ4)
′ + (−1)rb2σγ2γ4 − γ3/R0 = 0, (8.3.31)
γ′3 + (−1)rb2σγ3 + γ3γ4/R0 = 0. (8.3.32)
Solving (8.3.29)-(8.3.32) under the assumption γ4γ5 = 1, we obtain
γ2γ4 = b2e
−(−1)rb2σt sin
t
R0
, γ2 = b2e
−(−1)rb2σt cos
t
R0
, (8.3.33)
γ3γ4 = b3e
−(−1)rb2σt sin
t
R0
, γ3 = b3e
−(−1)rb2σt cos
t
R0
. (8.3.34)
In particular, we have:
γ4 = tan
t
R0
. (8.3.35)
According to (8.3.21) and (8.3.27),
γ1γ5(γ1 + γ2)c
r = γ4(γ1γ2 + γ
2
2 + (−1)rγ23)cr. (8.3.36)
Multiplying γ4 to the above equation and dividing by c
r , we have
γ1(γ1 + γ2) = γ1γ4(γ2γ4) + (γ2γ4)
2 + (−1)r(γ3γ4)2. (8.3.37)
By (8.3.23) and (8.3.33)-(8.3.35), the above equation is equivalent to
b21 sin
2 t
R0
+
b1b2
2
sin
2t
R0
= b1b2 tan
t
R0
sin2
t
R0
+ (b22 + (−1)rb23) sin2
t
R0
, (8.3.38)
which can be rewritten as
−b1b2 cos 2t
R0
tan
t
R0
+ (b22 − b21 + (−1)rb23) sin
2t
R0
= 0. (8.3.39)
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Thus
b1b2 = 0, b
2
2 − b21 + (−1)rb23 = 0. (8.3.40)
So
r = 0, b2 = 0, b1 = b3 (8.3.41)
or
r = 1, b1 = 0, b2 = b3. (8.3.42)
Assume r = 0 and b1 6= 0. Then
φ = b−1b1e
−b2σt sin bz sin
t
R0
, ψ = b−1b1e
−b2σt cos bz cos
t
R0
, (8.3.43)
ς = −b1e−b2σt sin bz sin t
R0
, τ = b1e
−b2σt cos bz cos
t
R0
. (8.3.44)
Moreover, we take µ = ε = ϑ = 0. So (8.2.4), (8.3.8) and (8.3.11) naturally hold. Observe
Φ1 = γ
2
1(x+ γ5y) = b
2
1e
−2b2σt
(
x sin
t
R0
+ y cos
t
R0
)
sin
t
R0
(8.3.45)
by (8.3.3), (8.3.6)-(8.3.8), (8.3.18) and (8.3.21). Similarly
Φ2 = b
2
1e
−2b2σt
(
x sin
t
R0
+ y cos
t
R0
)
cos
t
R0
. (8.3.46)
According to (8.3.5),
Φ3 =
[
b−1R−10 b1e
−b2σt − b−1b21e−2b
2σt cos
(
bz − t
R0
)]
sin
(
bz − t
R0
)
− Rσz. (8.3.47)
By (8.2.19), we have
p =
Rz2
2
+
b1e
−b2σt
b2σR0
cos
(
bz − t
R0
)
− b
2
1e
−2b2σt
2σb2
cos2
(
bz − t
R0
)
−b
2
1e
−2b2σt
2σ
(
y2 cos2
t
R0
+ x2 sin2
t
R0
+ xy sin
2t
R0
)
. (8.3.48)
Suppose r = 1 and b2 6= 0. Then
φ = τ = µ = ε = ϑ = 0, ψ = b−1b2ebz+b
2σt cos
t
R0
, ς = b2e
bz+b2σt sin
t
R0
. (8.3.49)
Moreover,
Φ1 = Φ2 = 0, Φ3 = b
−1b2R
−1
0 e
bz+b2σt sin
t
R0
+ b−1b22e
2(bz+b2σt) cos2
t
R0
− Rσz. (8.3.50)
According to (8.2.19),
p =
Rz2
2
− b2e
bz+b2σt
b2σR0
sin
t
R0
− b
2
2e
2(bz+b2σt)
2b2σ
cos2
t
R0
. (8.3.51)
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by (8.3.1) and (8.3.2), we get:
Theorem 8.3.1. Let b, b1, b2 ∈ R with b 6= 0. We have the following solutions of the
three-dimensional stratified rotating Boussinesq equations (8.2.1)-(8.2.5): (1)
u = b1e
−b2σt(x cos bz − y sin bz) sin t
R0
, v = b1e
−b2σt(x cos bz − y sin bz) cos t
R0
, (8.3.52)
w = −b−1b1e−b2σt cos
(
bz − t
R0
)
, T = z (8.3.53)
and p is given in (8.3.48); (2)
u = b2e
bz+b2σty sin
t
R0
, v = b2e
bz+b2σty cos
t
R0
, (8.3.54)
w = −b−1b2ebz+b2σt cos t
R0
T = z (8.3.55)
and p is given in (8.3.51).
Next we assume φ = ς = ψ = τ = 0. Then
µt − 1
R0
ε− σµzz = α2, εt + 1
R0
ν − σεzz = β2, ϑt − ϑzz = 0. (8.3.56)
Solving them, we get:
Theorem 8.3.2. Let as, bs, cs, ds, aˆr, bˆr, cˆr, dˆr, a˜j, b˜j , c˜j, d˜j be real numbers. We have
the following solutions of the three-dimensional stratified rotating Boussinesq equations
(8.2.1)-(8.2.5):
u = cos
t
R0
m∑
s=1
dse
a2sσt cos 2bs+asz cos bs sin(a2sσt sin 2bs + asz sin bs + cs)
+ sin
t
R0
n∑
r=1
dˆre
aˆ2rσt cos 2bˆr+arz cos bˆr sin(aˆ2rσt sin 2bˆr + aˆrz sin bˆr + cˆr), (8.3.57)
v = − sin t
R0
m∑
s=1
dse
a2sσt cos 2bs+asz cos bs sin(a2sσt sin 2bs + asz sin bs + cs)
+ cos
t
R0
n∑
r=1
dˆre
aˆ2rσt cos 2bˆr+arz cos bˆr sin(aˆ2rσt sin 2bˆr + aˆrz sin bˆr + cˆr), (8.3.58)
w = 0, T = z +
k∑
j=1
a˜j d˜je
a˜2j t cos 2b˜j+a˜jz cos b˜j sin(a˜2jt sin 2b˜j + a˜jz sin b˜j + b˜j + c˜j), (8.3.59)
p =
Rz2
2
+R
k∑
j=1
d˜je
a˜2j t cos 2b˜j+a˜jz cos b˜j sin(a˜2j t sin 2b˜j + a˜jz sin b˜j + c˜j). (8.3.60)
Remark 8.3.3. By Fourier expansion, we can use the above solution to obtain the
one depending on three arbitrary piecewise continuous functions of z.
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8.4 Asymmetric Approach II
In this section, we solve the stratified rotating Boussinesq equations (8.2.1)-(8.2.5) under
the assumption
uz = vz = wzz = Tzz = 0. (8.4.1)
Let γ be a function in t and we use the moving frame in (8.1.107). Assume
u = f(t,X ) sin γ − γ′y, v = −f(t,X ) cos γ + γ′x, (8.4.2)
w = φ(t,X ), T = ψ(t,X ) + z, (8.4.3)
for some functions f, φ and ψ in t and X .
Using (8.1.108)-(8.1.112) and (8.2.16)-(8.2.18), we get
u∂x + v∂y = −f∂Y + γ′(x∂y − y∂x) (8.4.4)
and
Φ1 = −(γ′2 + γ′/R0)x− γ′′y + ft sin γ + (2γ′ + 1/R0)f cos γ − σfXX sin γ, (8.4.5)
Φ2 = −(γ′2 + γ′/R0)y + γ′′x− ft cos γ + (2γ′ + 1/R0)f sin γ + σfXX cos γ, (8.4.6)
Φ3 = φt − σφXX − σR(ψ + z). (8.4.7)
By (8.2.20), we have
−2γ′′ + fX t − σfXXX = 0, (8.4.8)
φt − σφXX − σRψ = 0. (8.4.9)
Moreover, (8.2.4) becomes
ψt − ψXX = 0. (8.4.10)
Solving (8.4.8), we have:
f = 2γ′X +
m∑
j=1
ajdje
a2jκt cos 2bj+ajX cos bj sin(a2jκt sin 2bj + ajX sin bj + bj + cj), (8.4.11)
where aj , bj, cj, dj are arbitrary real numbers. Moreover, (8.4.9) and (8.4.10) yield
φ =
n∑
r=1
dˆre
aˆ2rt cos 2bˆr+aˆrX cos bˆr sin(aˆ2rt sin 2bˆr + aˆrX sin bˆr + cˆr) + σRtψ, (8.4.12)
ψ =
k∑
s=1
d˜se
a˜2st cos 2b˜s+a˜sX cos b˜s sin(a˜2st sin 2b˜s + a˜sX sin b˜s + c˜s) (8.4.13)
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if σ = 1, and
φ =
n∑
r=1
dˆre
aˆ2rσt cos 2bˆr+aˆrX cos bˆr sin(aˆ2rσt sin 2bˆr + aˆrX sin bˆr + cˆr)
+
σR
1− σ
k∑
s=1
d˜se
a˜2st cos 2b˜s+a˜sX cos b˜s sin(a˜2st sin 2b˜s + a˜sX sin b˜s + c˜s), (8.4.14)
ψ =
k∑
s=1
a˜2sd˜se
a˜2st cos 2b˜s+a˜sX cos b˜s sin(a˜2st sin 2b˜s + a˜sX sin b˜s + 2b˜s + c˜s) (8.4.15)
when σ 6= 1, where aˆr, bˆr, cˆr, dˆr, a˜s, b˜s, c˜s, d˜s are arbitrary real numbers.
Now
Φ1 = (γ
′′ sin 2γ − γ′2 − γ′/R0)x− γ′′y cos 2γ + (2γ′ + 1/R0)f cos γ, (8.4.16)
Φ2 = −(γ′′ sin 2γ + γ′2 + γ′/R0)y − γ′′x cos 2γ + (2γ′ + 1/R0)f sin γ (8.4.17)
and Φ3 = −σRz. Thanks to (8.2.19), we have
p = −2γ
′ + 1/R0
σ
[γ′X 2 +
m∑
j=1
dje
a2jκt cos 2bj+ajX cos bj sin(a2jκt sin 2bj + ajX sin bj + cj)]
+
R
2
z2 +
(γ′2 + γ′/R0)(x2 + y2) + γ′
′(y2 − x2) sin 2γ
2σ
+
γ′′
σ
xy cos 2γ. (8.4.18)
Theorem 8.4.1. Let aj, bj , cj, dj, aˆr, bˆr, cˆr, dˆr, a˜s, b˜s, c˜s, d˜s be real numbers and let γ be
any function in t. Denote X = x cos γ + y sin γ. We have the following solutions of the
three-dimensional stratified rotating Boussinesq equations (8.2.1)-(8.2.5):
u = [
m∑
j=1
ajdje
a2jκt cos 2bj+ajX cos bj sin(a2jκt sin 2bj + ajX sin bj + bj + cj)
+2γ′X ] sin γ − γ′y, (8.4.19)
v = [−
m∑
j=1
ajdje
a2jκt cos 2bj+ajX cos bj sin(a2jκt sin 2bj + ajX sin bj + bj + cj)
+2γ′X ] cos γ + γ′x, (8.4.20)
p is given in (8.4.18);
w =
n∑
r=1
dˆre
aˆ2rt cos 2bˆr+aˆrX cos bˆr sin(aˆ2rt sin 2bˆr + aˆrX sin bˆr + cˆr)
+σRt
k∑
s=1
d˜se
a˜2st cos 2b˜s+a˜sX cos b˜s sin(a˜2st sin 2b˜s + a˜sX sin b˜s + c˜s), (8.4.21)
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T = z +
k∑
s=1
d˜se
a˜2st cos 2b˜s+a˜sX cos b˜s sin(a˜2st sin 2b˜s + a˜sX sin b˜s + c˜s) (8.4.22)
if σ = 1, and
w =
n∑
r=1
dˆre
aˆ2rσt cos 2bˆr+aˆrX cos bˆr sin(aˆ2rσt sin 2bˆr + aˆrX sin bˆr + cˆr)
+
σR
1− σ
k∑
s=1
d˜se
a˜2st cos 2b˜s+a˜sX cos b˜s sin(a˜2st sin 2b˜s + a˜sX sin b˜s + c˜s), (8.4.23)
T = z +
k∑
s=1
a˜2sd˜se
a˜2st cos 2b˜s+a˜sX cos b˜s sin(a˜2st sin 2b˜s + a˜sX sin b˜s + 2b˜s + c˜s) (8.4.24)
when σ 6= 1.
Remark 8.4.2. By Fourier expansion, we can use the above solution to obtain the
one depending on three arbitrary piecewise continuous functions of X .
Next we set
̟ = x2 + y2. (8.4.25)
We assume
u = yφ(t, ̟), v = −xφ(t, ̟), (8.4.26)
w = ψ(t, ̟), T = ϑ(t, ̟) + z (8.4.27)
where φ, ψ and ϑ are functions in t, ̟. Note that (8.2.16)-(8.2.18) give
Φ1 = yφt +
x
R0
φ− xφ2 − 4σy(̟φ)̟̟, (8.4.28)
Φ2 = −xφt + y
R0
φ− yφ2 + 4σx(̟φ)̟̟, (8.4.29)
Φ3 = ψt − σR(ϑ+ z)− 4σ(̟ψ̟)̟. (8.4.30)
According to (8.2.20),
[̟(φt − 4σ(̟φ)̟̟)]̟ = 0, (8.4.31)
∂x[ψt − σRϑ− 4σ(̟ψ̟)̟] = ∂y[ψt − σRϑ− 4σ(̟ψ̟)̟] = 0, (8.4.32)
φt − 4σ(̟φ)̟̟ = α
′
̟
, (8.4.33)
ψt − σRϑ− 4σ(̟ψ̟)̟ = β ′ (8.4.34)
for some functions α and β in t.
Write
φ =
∞∑
j=−1
αj̟
j, (8.4.35)
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where αj are functions in t to be determined. Then (8.4.33) becomes
∞∑
j=−1
(α′j − 4σ(j + 2)(j + 1)αj+1)̟j =
α′
̟
, (8.4.36)
equivalently,
α′−1 = α
′, 4σ(j + 2)(j + 1)αj+1 = α′j for j ≥ 0. (8.4.37)
We take α−1 = α and redenote α0 = γ. The above second equation implies
αj =
γ(j)
j!(j + 1)!(4σ)j
for j ≥ 0. (8.4.38)
So
φ =
α
̟
+
∞∑
j=0
γ(j)̟j
j!(j + 1)!(4σ)j
. (8.4.39)
Observe that (8.2.4) becomes
ϑt − 4(̟ϑ̟)̟ = 0 (8.4.40)
by (8.4.25)-(8.4.27). The arguments in the above show
ϑ =
∞∑
r=0
γ
(r)
1 ̟
r
r!(r + 1)!(4σ)r
, (8.4.41)
where γ1 is an arbitrary function in t. Substituting (8.4.41) into (8.4.34), we get
ψt − 4σ(̟ψ̟)̟ = β ′ + 4σR
∞∑
r=0
γ
(r)
1 ̟
r
r!(r + 1)!(4σ)r
. (8.4.42)
Write
ψ =
∞∑
r=1
βr̟
r, (8.4.43)
where βr are functions in t to be determined. Then (8.4.42) becomes
∞∑
r=0
(β ′r − 4σ(r + 2)(r + 1)βr+1)̟r = β ′ + 4σR
∞∑
r=0
γ
(r)
1 ̟
r
r!(r + 1)!(4σ)r
, (8.4.44)
equivalently,
8σβ1 = β
′
0 − β ′ − 4σRγ, (8.4.45)
βr+1 =
β ′r
4σ(r + 2)(r + 1)
− Rγ
(r)
1
(r + 2)!(r + 1)!(4σ)r
for r ≥ 1. (8.4.46)
Thus
βr =
β
(r)
0 − β(r)
r!(r + 1)!(4σ)r
− Rγ
(r−1)
1
(r + 1)!(r − 1)!(4σ)r−1 for r ≥ 1. (8.4.47)
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So
ψ = β0 +
∞∑
r=1
(β
(r)
0 − β(r) − 4σRγ(r−1)1 )̟r
r!(r + 1)!(4σ)r
. (8.4.48)
Now (8.4.28), (8.4.29) and (8.4.33) give
Φ1 =
α′y
̟
+
x
R0
φ− xφ2, (8.4.49)
Φ2 = −α
′x
̟
+
y
R0
φ− yφ2. (8.4.50)
Moreover,
Φ3 = β
′ − σRz (8.4.51)
by (8.4.30) and (8.4.34). Thanks to (8.2.19), we have
p =
Rz2
2
+
α′
σ
arctan
y
x
− β
′
σ
z − α ln(x
2 + y2)
2σR0
− 1
σR0
∞∑
j=0
γ(j)(x2 + y2)j+1
[(j + 1)!]2(4σ)j
− α
2
2σ(x2 + y2)
− αγ ln(x
2 + y2)
σ
+
α
σ
∞∑
j=1
γ(j)(x2 + y2)j
jj!(j + 1)!(4σ)j
+
1
2σ
∞∑
j1,j2=0
γ(j1)γ(j2)(x2 + y2)j1+j2+1
(j1 + j2 + 1)j1!j2!(j1 + 1)!(j2 + 1)!(4σ)j1+j2
. (8.4.52)
By (8.4.25)-(8.4.27), (8.4.39), (8.4.41), and (8.4.48), we have:
Theorem 8.4.3 Let α, β, β0, γ, γ1 be any functions in t. We have the following solu-
tions of the three-dimensional stratified rotating Boussinesq equations (8.2.1)-(8.2.5):
u =
αy
x2 + y2
+ y
∞∑
j=0
γ(j)(x2 + y2)j
j!(j + 1)!(4σ)j
, (8.4.53)
v = − αx
x2 + y2
− x
∞∑
j=0
γ(j)(x2 + y2)j
j!(j + 1)!(4σ)j
, (8.4.54)
w = β0 +
∞∑
r=1
(β
(r)
0 − β(r) − 4σRγ(r−1)1 )(x2 + y2)r
r!(r + 1)!(4σ)r
, (8.4.55)
T = z +
∞∑
r=0
γ
(r)
1 (x
2 + y2)r
r!(r + 1)!(4σ)r
(8.4.56)
and p is given in (8.4.52).
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8.5 Asymmetric Approach III
In this section, we solve (8.2.1)-(8.2.5) under the assumption vx = wx = Tx = 0.
Let c be a real constant. Set
̟ = y cos c+ z sin c. (8.5.1)
Suppose
u = f(t, ̟), v = φ(t, ̟) sin c, (8.5.2)
w = −φ(t, ̟) cos c, T = ψ(t, ̟) + z, (8.5.3)
where f, φ and ψ are functions in t and ̟. According to (8.2.16)-(8.2.18),
Φ1 = ft − σf̟̟ − sin c
R0
φ, (8.5.4)
Φ2 = (φt − σφ̟̟) sin c+ 1
R0
f, (8.5.5)
Φ3 = (σφ̟̟ − φt) cos c− σR(ψ + z). (8.5.6)
By (8.2.20),
f̟t − σf̟̟̟ − sin c
R0
φ̟ = 0, (8.5.7)
(φt − σφ̟̟)̟ + sin c
R0
f̟ + σRψ̟ cos c = 0. (8.5.8)
For simplicity, we take
ft − σf̟̟ − sin c
R0
φ = 0, (8.5.9)
φt − σφ̟̟ + sin c
R0
f + σRψ cos c = 0. (8.5.10)
Denote (
fˆ
φˆ
)
=
(
cos t sin c
R0
− sin t sin c
R0
sin t sin c
R0
cos t sin c
R0
)(
f
φ
)
. (8.5.11)
Then (8.5.9) and (8.5.10) become
fˆt − σfˆ̟̟ − σRψ cos c sin t sin c
R0
= 0, (8.5.12)
φˆt − σφˆ̟̟ + σRψ cos c cos t sin c
R0
= 0. (8.5.13)
On the other hand, (8.2.4) becomes
ψt − ψ̟̟ = 0. (8.5.14)
Assume σ = 1. We have the following solution:
ψ =
m∑
j=1
ajdje
a2j t cos 2bj+aj̟ cos bj sin(a2j t sin 2bj + aj̟ sin bj + bj + cj), (8.5.15)
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fˆ = −RR0 cot c cos t sin c
R0
m∑
j=1
ajdje
a2j t cos 2bj+aj̟ cos bj sin(a2j t sin 2bj + aj̟ sin bj + bj + cj)
+
n∑
r=1
aˆrdˆre
aˆ2rt cos 2bˆr+aˆr̟ cos bˆr sin(aˆ2rt sin 2bˆr + aˆr̟ sin bˆr + bˆr + cˆr), (8.5.16)
φˆ = −RR0 cot c sin t sin c
R0
m∑
j=1
ajdje
a2j t cos 2bj+aj̟ cos bj sin(a2j t sin 2bj + aj̟ sin bj + bj + cj)
+
k∑
s=1
a˜sd˜se
a˜2st cos 2b˜s+a˜s̟ cos b˜s sin(a˜2st sin 2b˜s + a˜s̟ sin b˜s + b˜s + c˜s), (8.5.17)
where aj , bj , cj, aˆr, bˆr, cˆr, dˆr, a˜s, b˜s, c˜s, d˜s are arbitrary real numbers. According to (8.5.11),
f = −RR0 cot c cos 2t sin c
R0
m∑
j=1
ajdje
a2j t cos 2bj+aj̟ cos bj sin(a2jt sin 2bj + aj̟ sin bj + bj + cj)
+ cos
t sin c
R0
n∑
r=1
aˆrdˆre
aˆ2rt cos 2bˆr+aˆr̟ cos bˆr sin(aˆ2rt sin 2bˆr + aˆr̟ sin bˆr + bˆr + cˆr)
+ sin
t sin c
R0
k∑
s=1
a˜sd˜se
a˜2st cos 2b˜s+a˜s̟ cos b˜s sin(a˜2st sin 2b˜s + a˜s̟ sin b˜s + b˜s + c˜s), (8.5.18)
φ = − sin t sin c
R0
n∑
r=1
aˆrdˆre
aˆ2rt cos 2bˆr+aˆr̟ cos bˆr sin(aˆ2rt sin 2bˆr + aˆr̟ sin bˆr + bˆr + cˆr)
+ cos
t sin c
R0
k∑
s=1
a˜sd˜se
a˜2st cos 2b˜s+a˜s̟ cos b˜s sin(a˜2st sin 2b˜s + a˜s̟ sin b˜s + b˜s + c˜s). (8.5.19)
Suppose σ 6= 1. We take the following solution of (8.5.14):
ψ =
m∑
j=1
ajdje
a2j t+aj̟, (8.5.20)
where aj , dj are real constants. Substituting
fˆ = αje
a2j t+aj̟, φˆ = βje
a2j t+aj̟, ψ = ajdje
a2j t+aj̟ (8.5.21)
into (8.5.12) and (8.5.13), we get
α′j + a
2
j(1− σ)αj − σRajdj cos c sin
t sin c
R0
= 0, (8.5.22)
β ′j + a
2
j (1− σ)βj + σRajdj cos c cos
t sin c
R0
= 0. (8.5.23)
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We have the solutions
αj = σRajdj cos c
a2j(1− σ) sin t sin cR0 − R−10 sin c cos t sin cR0
a4j(1− σ)2 +R−20 sin2 c
, (8.5.24)
βj = −σRajdj cos c
a2j (1− σ) cos t sin cR0 +R−10 sin c sin t sin cR0
a4j (1− σ)2 +R−20 sin2 c
. (8.5.25)
Thus we have the following solutions of (8.5.12) and (8.5.13):
fˆ = σR
m∑
j=1
ajdje
a2j t+aj̟
cos c
[
a2j (1− σ) sin t sin cR0 − R−10 sin c cos t sin cR0
]
a4j (1− σ)2 +R−20 sin2 c
+
n∑
r=1
aˆrdˆre
aˆ2rσt cos 2bˆr+aˆr̟ cos bˆr sin(aˆ2rσt sin 2bˆr + aˆr̟ sin bˆr + bˆr + cˆr), (8.5.26)
φˆ = σR
m∑
j=1
ajdje
a2j t+aj̟
cos c
[
a2j (σ − 1) cos t sin cR0 − R−10 sin c sin t sin cR0
]
a4j (1− σ)2 +R−20 sin2 c
+
k∑
s=1
a˜sd˜se
a˜2sσt cos 2b˜s+a˜s̟ cos b˜s sin(a˜2sσt sin 2b˜s + a˜s̟ sin b˜s + b˜s + c˜s), (8.5.27)
where aˆr, bˆr, cˆr, dˆr, a˜s, b˜s, c˜s, d˜s are arbitrary real numbers.
According to (8.5.11),
f = cos
t sin c
R0
n∑
r=1
aˆrdˆre
aˆ2rσt cos 2bˆr+aˆr̟ cos bˆr sin(aˆ2rσt sin 2bˆr + aˆr̟ sin bˆr + bˆr + cˆr)
+ sin
t sin c
R0
k∑
s=1
a˜sd˜se
a˜2sσt cos 2b˜s+a˜s̟ cos b˜s sin(a˜2sσt sin 2b˜s + a˜s̟ sin b˜s + b˜s + c˜s)
−σR
m∑
j=1
ajdje
a2j t+aj̟ sin 2c
2R0(a4j (1− σ)2 +R−20 sin2 c)
, (8.5.28)
φ = − sin t sin c
R0
n∑
r=1
aˆrdˆre
aˆ2rσt cos 2bˆr+aˆr̟ cos bˆr sin(aˆ2rσt sin 2bˆr + aˆr̟ sin bˆr + bˆr + cˆr)
+ cos
t sin c
R0
k∑
s=1
a˜sd˜se
a˜2sσt cos 2b˜s+a˜s̟ cos b˜s sin(a˜2sσt sin 2b˜s + a˜s̟ sin b˜s + b˜s + c˜s)
+σR
m∑
j=1
a3jdj(σ − 1)ea
2
j t+aj̟ cos c
a4j(1− σ)2 +R−20 sin2 c
. (8.5.29)
By (8.5.4)-(8.5.6), (8.5.9) and (8.5.10), Φ1 = 0,
Φ2 =
(
cos c
R0
f − σRψ sin c
)
cos c, (8.5.30)
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Φ3 =
(
cos c
R0
f − σRψ sin c
)
sin c− σRz. (8.5.31)
Thanks to (8.2.19),
p =
R cos2 c
sin c
cos
2t sin c
R0
m∑
j=1
dje
a2j t cos 2bj+aj̟ cos bj sin(a2j t sin 2bj + aj̟ sin bj + cj)
−cos c
R0
cos
t sin c
R0
n∑
r=1
dˆre
aˆ2rt cos 2bˆr+aˆr̟ cos bˆr sin(aˆ2rt sin 2bˆr + aˆr̟ sin bˆr + cˆr)
−cos c
R0
sin
t sin c
R0
k∑
s=1
d˜se
a˜2st cos 2b˜s+a˜s̟ cos b˜s sin(a˜2st sin 2b˜s + a˜s̟ sin b˜s + c˜s)
+R sin c
m∑
j=1
dje
a2j t cos 2bj+aj̟ cos bj sin(a2jt sin 2bj + aj̟ sin bj + cj) +
R
2
z2 (8.5.32)
if σ = 1, and
p = −cos c
σR0
cos
t sin c
R0
n∑
r=1
dˆre
aˆ2rσt cos 2bˆr+aˆr̟ cos bˆr sin(aˆ2rσt sin 2bˆr + aˆr̟ sin bˆr + cˆr)
−cos c
σR0
sin
t sin c
R0
k∑
s=1
d˜se
a˜2sσt cos 2b˜s+a˜s̟ cos b˜s sin(a˜2sσt sin 2b˜s + a˜s̟ sin b˜s + c˜s)
+
m∑
j=1
djRe
a2j t+aj̟ sin 2c cos c
2R20(a
4
j (1− σ)2 +R−20 sin2 c)
+R sin c
m∑
j=1
dje
a2j t+aj̟ +
R
2
z2 (8.5.33)
when σ 6= 1.
In summary, we have:
Theorem 8.5.1. Let aj, bj , cj, aˆr, bˆr, cˆr, dˆr, a˜s, b˜s, c˜s, d˜s, c be arbitrary real numbers.
Denote ̟ = y cosx + z sin c. We have the following solutions of the three-dimensional
stratified rotating Boussinesq equations (8.2.1)-(8.2.5):
u = f, v = φ sin c, w = −φ cos c, T = ψ + z, (8.5.34)
where (1) σ = 1, f is given in (8.5.18), φ is given in (8.5.19), ψ is given in (8.5.15) and
p is given in (8.5.32); (2) σ 6= 1, f is given in (8.5.28), φ is given in (8.5.29), ψ is given
in (8.5.20) and p is given in (8.5.33).
Remark 8.5.2. By Fourier expansion, we can use the above solution to obtain the
one depending on three arbitrary piecewise continuous functions of ̟.
Chapter 9
Navier-Stokes Equations
In this chapter, we introduce a method of imposing asymmetric conditions on the veloc-
ity vector with respect to independent spacial variables and a method of moving frame
for solving the three dimensional Navier-Stokes equations. Seven families of non-steady
rotating asymmetric solutions with various parameters are obtained. In particular, one
family of solutions blow up on a moving plane, which may be used to study abrupt high-
speed rotating flows. Using Fourier expansion and two families of our solutions, one can
obtain discontinuous solutions that may be useful in study of shock waves. Another fam-
ily of solutions are partially cylindrical invariant, containing two parameter functions in
t, which may be used to describe incompressible fluid in a nozzle. Most of our solutions
are globally analytic with respect to spacial variables. The results are due to our work
[X12]. Cao [Cb3] applied our approaches to the magnetohydrodynamic equations of in-
compressible viscous fluids with finite electrical conductivity, which describe the motion
of viscous electrically conducting fluids in a magnetic field.
9.1 Background and Symmetry
The most fundamental differential equations in the motion of incompressible viscous fluid
are the Navier-Stokes equations:
ut + uux + vuy + wuz +
1
ρ
px = ν(uxx + uyy + uzz), (9.1.1)
vt + uvx + vvy + wvz +
1
ρ
py = ν(vxx + vyy + vzz), (9.1.2)
wt + uwx + vwy + wwz +
1
ρ
pz = ν(wxx + wyy + wzz), (9.1.3)
ux + vy + wz = 0, (9.1.4)
where (u, v, w) stands for the velocity vector of the fluid, p stands for the pressure of the
fluid, ρ is the density constant and ν is the coefficient constant of the kinematic viscosity.
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Assuming nullity of certain components of the tensor of momentum flow density, Lan-
dau [Ll] (1944) found an exact solution of the Navier-Stokes equations (9.1.1)-(9.1.4),
which describes axially symmetrical jet discharging from a thin pipe into unbounded
space. Moreover, Kapitanskii [Kl] (1978) found certain cylindrical invariant solutions
of the equations and Yakimov [Y] (1984) obtained exact solutions with a singularity of
the type of a vortex filament situated on a half line. Furthermore, Gryn [Gv] (1991)
obtained certain exact solution describing flows between porous walls in the presence of
injection and suction at identical rates. Brutyan and Karapivskii [BK] (1992) got ex-
act solutions describing the evolution of a vortex structure in a generalized shear flow.
Leipnik [Lr] (1996) obtained exact solutions by recursive series of diffusive quotients. In
addition, Polyanin [Pa] (2001) used the method of generalized separation of variables to
find certain exact solutions and Vyskrebtsov [Vv] (2001) studied self-similar solutions for
an axisymmetric flow of a viscous incompressible flow. There also are other works on
exact solutions on the Navier-Stokes equations (e.g., cf. [Bv, Pv, Sh1, Sh2]).
A 3 × 3 real matrix A is called orthogonal if ATA = AAT = I3, where the up-index
“T” denotes the transpose of matrix. To show that the Navier-Stokes are invariant under
the orthogonal transformation, we need to rewrite the Navier-Stokes equations in terms
of matrices and column vectors (which are also viewed as special matrices). Denote
~u =
 uv
w
 , ~x =
 xy
z
 =
 x1x2
x3
 , (9.1.5)
∇ =
 ∂x∂y
∂z
 , ∆ = ∇T∇ = ∂2x + ∂2y + ∂2z . (9.1.6)
Note ~uT∇ = u∂x + v∂y + w∂w. Then (9.1.1)-(9.1.3) become
~ut + (~u
T∇)(~u) + 1
ρ
∇(p) = ν∆(~u) (9.1.7)
and (9.1.4) changes to
∇T~u = 0. (9.1.8)
For a 3× 3 orthogonal matrix A = (ar,s)3×3, we define
TA(~u(t, ~x
T )) = A~u(t, ~xTA), TA(p(t, ~x
T )) = p(t, ~xTA). (9.1.9)
Note that for any function f(t, ~x) in t, x, y, z,
∇(f(t, ~xTA)) = A
 fx(t, ~xTA)fy(t, ~xTA)
fz(t, ~x
TA)
 = A∇(f)(t, ~xTA), (9.1.10)
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equivalently,
∂xr(f(t, ~x
TA)) =
s∑
s=1
ar,sfxs(t, ~x
TA) for r ∈ 1, 3. (9.1.11)
∆(f(t, ~xTA))
= (∇T∇)(f(t, ~xTA)) = ∇T [∇(f(t, ~xTA))] = ∇T [(A∇(f))(t, ~xTA)]
= [∇TAT (A∇(f))](t, ~xTA) = [∇T∇(f)](t, ~xTA) = ∆(f)(t, ~xTA). (9.1.12)
Now
∂t(TA(~u)) + (TA(~u))
T∇(TA(~u))) + 1
ρ
∇(TA(p))
= ∂t(A~u(t, ~x
TA)) + ~uT (t, ~xTA)AT∇(A~u(t, ~xTA)) + 1
ρ
∇(p(t, ~xTA))
= A~ut(t, ~x
TA) + [(~uT (t, ~xTA)ATA∇)(A~u)](t, ~xTA) + 1
ρ
A∇(p)(t, ~xTA)
= A~ut(t, ~x
TA) + [(~uT (t, ~xTA)∇)(A~u)](t, ~xTA)) + 1
ρ
A∇(p)(t, ~xTA)
= A~ut(t, ~x
TA) + A(~uT (t, ~xTA)∇)(~u)(t, ~xTA) + 1
ρ
A∇(p)(t, ~xTA)
= A
[
~ut(t, ~x
TA) + (~uT (t, ~xTA)∇)(~u)(t, ~xTA) + 1
ρ
∇(p)(t, ~xTA)
]
, (9.1.13)
ν∆((TA(~u))) = ν∆(A~u(t, ~x
TA)) = νA∆(~u(t, ~xTA) = A[ν∆(~u)(t, ~xTA))] (9.1.14)
by (9.1.12), and
∇T (TA(~u)) = ∇T (A~u(t, ~xTA)) = A∇T (~u(t, ~xTA))
= AAT (∇T~u)(t, ~xTA) = (∇T~u)(t, ~xTA). (9.1.15)
If [~u(t, x, y, z), p(t, x, y, z)] is a solution of the Navier-Stokes equations (9.1.1)-(9.1.4),
then
~ut(t, ~x
TA) + (~uT (t, ~xTA)∇)(~u)(t, ~xTA) + 1
ρ
∇(p)(t, ~xTA) = ν∆(~u)(t, ~xTA) (9.1.16)
and
(∇T~u)(t, ~xTA) = 0. (9.1.17)
Thus
∂t(TA(~u)) + (TA(~u))
T∇(TA(~u))) + 1
ρ
∇(TA(p)) = ν∆((TA(~u))) (9.1.18)
by (9.1.13) and (9.1.14). Moreover, (9.1.15) implies
∇T (TA(~u)) = 0. (9.1.19)
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Therefore, [TA(~u), TA(p)] is also a solution of the the Navier-Stokes equations (9.1.1)-
(9.1.4), that is, TA is a symmetry of the equations.
Let us do the degree analysis. Due to the term ∆(u) in (9.1.1), we assume
deg x = deg y = deg z = ℓ1. (9.1.20)
Moreover, to make the nonzero terms in (9.1.4) to have the same degree, we have to take
deg u = deg v = deg w = ℓ2. (9.1.21)
Note that in (9.1.1),
deg ut = deg uux = deg px = deg ∆(u). (9.1.22)
Thus
deg t = 2ℓ1 = −deg p, ℓ2 = −ℓ1. (9.1.23)
Moreover, the Navier-Stokes equations are translation invariant because they do not con-
tain variable coefficients. Hence the transformation
Ta,b(~u(t, x, y, z)) = b~u(b
2t+ a, bx, by, bz), (9.1.24)
Ta,b(p(t, x, y, z)) = b
2p(b2t+ a, bx, by, bz) (9.1.25)
keeps the Navier-Stokes equations invariant for a, b ∈ R with b 6= 0, that is, Ta,b maps a
solution of (9.1.1)-(9.1.4) to another solution.
Let α be a function in t. Note that the transformation
~u(t, x, y, z) 7→ ~u(t, x+ α, y, z), p(t, x, y, z) 7→ p(t, x+ α, y, z) (9.1.26)
changes the equation (9.1.7) to
~uTt + α
′~uTx + ~u
T (∇(u),∇(v),∇(w)) + 1
ρ
∇T (p) = ν∆(~uT ) (9.1.27)
and keeps (9.1.4) invariant, where the independent variable x is replaced by x + α and
the partial derivatives are with respect to the original variables. On the other hand, the
transformation
~uT (t, x, y, z) 7→ ~uT (t, x, y, z)− (α′, 0, 0), p(t, x, y, z) 7→ p(t, x, y, z) + ρα′′x (9.1.28)
changes the equation (9.1.7) to
~uTt + ~u
T (∇(u),∇(v),∇(w))− α′~uTx +
1
ρ
∇T (p) = ν∆(~uT ) (9.1.29)
by (9.1.1)-(9.1.3) and keeps (9.1.4) invariant. Thus the transformation
T1,α(~u
T (t, x, y, z)) = ~uT (t, x+ α, y, z)− (α′, 0, 0), (9.1.30)
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T1,α(p(t, x, y, z)) = p(t, x+ α, y, z) + ρα
′′x (9.1.31)
is a symmetry of the Navier-Stokes equations. Symmetrically, we have that the transfor-
mation
Tα1,α2,α3;β(~u
T (t, x, y, z)) = ~uT (t, x+ α1, y + α2, z + α3)− (α′1, α′2, α′3), (9.1.32)
Tα1,α2,α3;β(p(t, x, y, z)) = p(t, x+ α1, y + α2, z + α3) + ρ(α
′
1
′
x+ α′2
′
y + α′3
′
z) + β (9.1.33)
is a symmetry of the Navier-Stokes equations for any functions α1, α2, α3 and β in t.
9.2 Asymmetric Approaches
In this section, we will solve the incompressible Navier-Stokes equations (9.1.1)-(9.1.4) by
imposing asymmetric assumptions on u, v and w.
For convenience of computation, we denote
Φ1 = ut + uux + vuy + wuz − ν(uxx + uyy + uzz), (9.2.1)
Φ2 = vt + uvx + vvy + wvz − ν(vxx + vyy + vzz), (9.2.2)
Φ3 = wt + uwx + vwy + wwz − ν(wxx + wyy + wzz). (9.2.3)
Then the Navier-Stokes equations become
Φ1 +
1
ρ
px = 0, Φ2 +
1
ρ
py = 0, Φ3 +
1
ρ
pz = 0 (9.2.4)
and ux+ vy+wz = 0. Our strategy is first to solve the following compatibility conditions:
∂y(Φ1) = ∂x(Φ2), ∂z(Φ1) = ∂x(Φ3), ∂z(Φ2) = ∂y(Φ3) (9.2.5)
and then find p via (9.2.4).
Let us first look for simplest non-steady solutions of the Navier-Stokes equations (in-
deed, the corresponding Euler equations) that are not rotation free. This will help the
reader to better understand our later approaches. Assume
u = γ1x− α1y − α2z, v = α1x+ γ2y − α3z, w = α2x+ α3y + γ3z, (9.2.6)
where αj and γj are functions in t such that γ1 + γ2 + γ3 = 0. Then
Φ1 = (γ
′
1 + γ
2
1 − α21 − α22)x− (α′1 − α1γ3 + α2α3)y + (α1α3 − α′2 + α2γ2)z, (9.2.7)
Φ2 = (α
′
1 − α1γ3 − α2α3)x+ (γ′2 + γ22 − α21 − α23)y − (α′3 + α1α2 − α3γ1)z, (9.2.8)
Φ3 = (α
′
2 + α1α3 − α2γ2)x+ (α′3 − α1α2 − α3γ1)y + (γ′3 + γ23 − α22 − α23)z. (9.2.9)
236 CHAPTER 9. NAVIER-STOKES EQUATIONS
Furthermore,
∂y(Φ1) = ∂x(Φ2) =⇒ γ3 = α
′
1
α1
, (9.2.10)
∂z(Φ1) = ∂x(Φ3) =⇒ γ2 = α
′
2
α2
, (9.2.11)
∂z(Φ2) = ∂y(Φ3) =⇒ γ1 = α
′
3
α3
. (9.2.12)
Note
γ1 + γ2 + γ3 = 0 ∼ α
′
1
α1
+
α′2
α2
+
α′3
α3
= 0 ∼ α1α2α3 = c (9.2.13)
for some real constant. Moreover,
Φ1 = (α
′
3
′
α−13 − α21 − α22)x− α2α3y + α1α3z, (9.2.14)
Φ2 = −α2α3x+ (α′2′α−12 − α21 − α23)y − α1α2z, (9.2.15)
Φ3 = α1α3x− α1α2y + (α′1′α−11 − α22 − α23)z. (9.2.16)
By (9.2.4),
p =
ρ
2
[(α21 + α
2
2 − α′3′α−13 )x2 + (α21 + α23 − α′2′α−12 )y2 + (α22 + α23 − α′1′α−11 )z2]
+ρ(α2α3xy − α1α3xz + α1α2yz), (9.2.17)
after replacing p by some T0,0,0;β(p) if necessary (cf. (9.1.32) and (9.1.33)).
Proposition 9.2.1. Let α1, α2 and α3 be functions in t such that α1α2α3 = c for
some real constant c. Then we have the following solution of the Navier-Stokes equations
(9.1.1)-(9.1.4):
u =
α3
′
α3
x− α1y − α2z, v = α1x+ α2
′
α2
y − α3z, w = α2x+ α3y + α1
′
α1
z (9.2.18)
and p is given in (9.2.17).
Next we assume
v = − β
′′
2β ′
y, w = ψ(t, z), (9.2.19)
where β is a function in t, ψ is a function of t, z and v is so written just for computational
convenience by our earlier experience. According to (9.1.4),
u = f(t, y, z) +
(
β ′′
2β ′
− ψz
)
x (9.2.20)
for some function f of t, y, z. Then
Φ1 = ft + f
(
β ′′
2β ′
− ψz
)
− β
′′
2β ′
yfy + ψfz − ν(fyy + fzz)
+
[(
β ′′
2β ′
− ψz
)2
+
β ′β ′′
′ − β ′′2
2β ′2
− ψzt − ψψzz + νψzzz
]
x, (9.2.21)
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Φ2 =
(3β ′′
2 − 2β ′β ′′′)y
4β ′2
, Φ3 = ψt + ψψz − νψzz . (9.2.22)
Thus (9.2.5) is equivalent to the following equations:
T
[
ft + f
(
β ′′
2β ′
− ψz
)
− β
′′
2β ′
yfy + ψfz − ν(fyy + fzz)
]
= 0, (9.2.23)
T
[
ψ2z −
β ′′
β ′
ψz − ψzt − ψψzz + νψzzz
]
= 0 (9.2.24)
with T = ∂y, ∂z . The above two equations are equivalent to
ft + f
(
β ′′
2β ′
− ψz
)
− β
′′
2β ′
yfy + ψfz − ν(fyy + fzz) = τ1, (9.2.25)
ψ2z −
β ′′
β ′
ψz − ψzt − ψψzz + νψzzz = τ2 (9.2.26)
for some functions τ1 and τ2 in t.
We solve (9.2.26) first. The idea is to linearize it. Note that
ψ = eνγ±
√
γ′z, e−νγ sin
√
γ′z, e−γ cos
√
γ′z (9.2.27)
can simplify the expression
−ψzt + νψzzz (9.2.28)
for any increasing function γ in t such that γ′ 6≡ 0 . The nonlinear term ψ2z − ψψzz hints
us to use
ξ0 = e
νγ(ǫ1e
√
γ′z − ǫ2e−
√
γ′z), ξ1 = e
−νγ sin(
√
γ′z), (9.2.29)
ζ0 = e
νγ(ǫ1e
√
γ′z + ǫ2e
−√γ′z), ζ1 = e−νγ cos(
√
γ′z), (9.2.30)
where ǫ1, ǫ2 ∈ R. In fact,
ζ20 − ξ20 = 4ǫ1ǫ2e2νγ , ξ21 + ζ21 = e−2νγ . (9.2.31)
Assume
ψ = λξr + µz, (9.2.32)
where r = 0, 1 and λ, µ are functions in t to be determined. We calculate
ψz = λ
√
γ′ζr + µ, ψzz = (−1)rλγ′ξr, ψzzz = (−1)rλγ′3/2ζr, (9.2.33)
ψtz = (−1)rλ
√
γ′(νγ′ζr + γ′
′
zξr/2
√
γ′) + (λ′
√
γ′ + λγ′′/2
√
γ′)ζr. (9.2.34)
Substituting (9.2.33) and (9.2.34) into (9.2.26), we find
λ2γ′(ζ2r − (−1)rξ2r ) + 2λµ
√
γ′ζr + µ
2 − (−1)rλµγ′zξr − β ′′λ
√
γ′ζr/β
′ − β ′′µ/β ′
−(−1)rλγ′′zξr/2− (λ′
√
γ′ + λγ′′/2
√
γ′)ζr = τ2, (9.2.35)
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equivalently
λ2γ′(ζ2r − (−1)rξ2r ) + µ2 − β ′′µ/β ′ = τ2 (9.2.36)
by the terms that are independent of spacial variables,
−(−1)rλµγ′ − (−1)rλγ′′/2 = 0 (9.2.37)
by the coefficients of zξr and
2λµ
√
γ′ − β ′′λ
√
γ′/β ′ − (λ′
√
γ′ + λγ′′/2
√
γ′) = 0 (9.2.38)
by the coefficients of ζr. According to (9.2.37),
µ = − γ
′′
2γ′
. (9.2.39)
Substituting it into (9.2.38), we get
−β ′′λ
√
γ′/β ′ − λ′
√
γ′ − 3λγ′′/2
√
γ′ = 0 =⇒ λ = 1
β ′
√
γ′3
. (9.2.40)
So
ψ =
ξr
β ′
√
γ′3
− γ
′′z
2γ′
(9.2.41)
and
τ2 =
4ǫ1ǫ2e
2νγδr,0 + e
−2νγδr,1
(β ′γ′)2
+
γ′′
2
4γ′2
+
β ′′γ′′
2β ′γ′
(9.2.42)
by (9.2.36). According to (9.2.21), (9.2.25) and (9.2.26),
Φ1 = τ1 +
[
2β ′β ′′
′ − β ′′2
4β ′2
+
4ǫ1ǫ2e
2νγδr,0 + e
−2νγδr,1
(β ′γ′)2
+
γ′′
2
4γ′2
+
β ′′γ′′
2β ′γ′
]
x. (9.2.43)
Substituting (9.2.41) into (9.2.25), we find
ft +
(
β ′′
2β ′
+
γ′′
2γ′
)
f +
ξrfz −
√
γ′ζrf
β ′
√
γ′3
− β
′′
2β ′
yfy − γ
′′
2γ′
zfz − ν(fyy + fzz) = τ1. (9.2.44)
We assume
f =
g(t, ̟)ζr√
β ′γ′
, ̟ =
√
β ′y, (9.2.45)
where g(t, ̟) is a two-variable function to be determined. We calculate
ft =
gtζr√
β ′γ′
−
(
β ′′
2β ′
+
γ′′
2γ′
)
f + (−1)r γ
′′zgξr
2γ′
√
β ′
+
(−1)rνγ′gζr√
β ′γ′
+
β ′′yg̟ζr
2β ′
√
γ′
, (9.2.46)
fy =
g̟ζr√
γ′
, fyy =
√
β ′g̟̟ζr√
γ′
, (9.2.47)
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fz =
(−1)rgξr√
β ′
, fzz =
(−1)r√γ′gζr√
β ′
. (9.2.48)
Substituting (9.2.46)-(9.2.48) into (9.2.44), we get
gtζr√
β ′γ′
+
((−1)rξ2r − ζ2r )g√
(β ′γ′)3
− ν
√
β ′g̟̟ζr√
γ′
= τ1. (9.2.49)
Case 1. g = a ∈ R.
In this case
f =
aζr√
β ′γ′
, τ1 =
((−1)rξ2r − ζ2r )g√
(β ′γ′)3
= −a(4ǫ1ǫ2e
2νγδr,0 + e
−2νγδr,1)√
(β ′γ′)3
(9.2.50)
by (9.2.49)
Case 2. r = 0 = ǫ2 and ǫ1 = 1.
In this case, τ1 = 0 and
gt − νβ ′g̟̟ = 0 (9.2.51)
by (6.2.49). So
g = eν((a+ci)
2β)+(a+ci)̟ (9.2.52)
is a complex solution of (9.2.51) for any a, c ∈ R. Thus we have real solutions
eν(a
2−c2)β+a̟ sin(2acνβ + c̟), eν(a
2−c2)β+a̟ cos(2acνβ + c̟). (9.2.53)
In particular, any linear combination
eν(a
2−c2)β+a̟(C1 sin(2acνβ + c̟) + C2 cos(2acνβ + c̟))
= beν(a
2−c2)β+a̟ sin(2acνβ + c̟ + θ) (9.2.54)
of them is a solution of (9.2.51), where C1, C2 ∈ R and b =
√
C21 + C
2
2 , C1/b = cos θ. By
superposition principle, we have more general solution:
g =
n∑
s=1
bse
ν(a2s−c2s)β+as̟ sin(2ascsνβ + cs̟ + θs) (9.2.55)
for as, bs, cs, θs ∈ R such that bs 6= 0, (as, cs) 6= (0, 0). Recall ̟ =
√
β ′y. Thanks to
(9.2.45),
f =
ζr√
β ′γ′
n∑
s=1
bse
ν(a2s−c2s)β+as
√
β′y sin(2ascsνβ + cs
√
β ′y + θs). (9.2.56)
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Next we calculate the pressure p via (9.2.4). First we assume g = a and r = 1. In this
case,
ψ =
e−νγ sin(
√
γ′z)
β ′
√
γ′3
− γ
′′z
2γ′
. (9.2.57)
Denote
ψˆ = −e
−νγ cos(
√
γ′z)
β ′γ′
− γ
′′z2
4γ′
. (9.2.58)
Then ψˆz = ψ. According to (9.2.4), (9.2.22), (9.2.43) and (9.2.50),
p = ρ
(
νψz − ψ
2
2
− ψˆt + e
−2νγx√
(β ′γ′)3
− (3β
′′2 − 2β ′β ′′′)y2
8β ′2
)
−ρx
2
2
[
2β ′β ′′
′ − β ′′2
4β ′2
+
e−2νγ
(β ′γ′)2
+
γ′′
2
4γ′2
+
β ′′γ′′
2β ′γ′
]
. (9.2.59)
Consider the case g = a and r = 0. We have
ψ =
eνγ(ǫ1e
√
γ′z − ǫ2e−
√
γ′z)
β ′
√
γ′3
− γ
′′z
2γ′
. (9.2.60)
Denote
ψˆ =
eνγ(ǫ1e
√
γ′z + ǫ2e
−√γ′z)
β ′γ′
− γ
′′z2
4γ′
. (9.2.61)
According to (9.2.4), (9.2.22), (9.2.43) and (9.2.56),
p = ρ
(
νψz − ψ
2
2
− ψˆt + 4ǫ1ǫ2e
2νγx√
(β ′γ′)3
− (3β
′′2 − 2β ′β ′′′)y2
8β ′2
)
−ρx
2
2
[
2β ′β ′′
′ − β ′′2
4β ′2
+
4ǫ1ǫ2e
2νγ
(β ′γ′)2
+
γ′′
2
4γ′2
+
β ′′γ′′
2β ′γ′
]
. (9.2.62)
Suppose r = 0 = ǫ2 and ǫ1 = 1. Then the pressure is the corresponding special case
of (9.2.62):
p = ρ
(
νψz − ψ
2
2
− ψˆt − (3β
′′2 − 2β ′β ′′′)y2
8β ′2
)
−ρx
2
2
[
2β ′β ′′
′ − β ′′2
4β ′2
+
γ′′
2
4γ′2
+
β ′′γ′′
2β ′γ′
]
(9.2.63)
with
ψ =
eνγe
√
γ′z
β ′
√
γ′3
− γ
′′z
2γ′
, ψˆ =
eνγe
√
γ′z
β ′γ′
− γ
′′z2
4γ′
. (9.2.64)
Theorem 9.2.2. Let α, β and γ be any functions in t. For any 0 6= a, ǫ1, ǫ2 ∈ R, we
have the following solutions of the Navier Stokes equations (9.1.1)-(9.1.4):
u =
ae−νγ cos(
√
γ′z)√
β ′γ′
+
(
β ′′
2β ′
+
γ′′
2γ′
− e
−νγ cos(
√
γ′z)
β ′γ
)
x, (9.2.65)
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v = − β
′′
2β ′
y, w =
e−νγ sin(
√
γ′z)
β ′
√
γ′3
− γ
′′z
2γ′
, (9.2.66)
and p is given in (9.2.59);
u =
aeνγ(ǫ1e
√
γ′z + ǫ2e
−√γ′z)√
β ′γ′
+
(
β ′′
2β ′
+
γ′′
2γ′
− e
νγ(ǫ1e
√
γ′z + ǫ2e
−√γ′z)
β ′γ
)
x, (9.2.67)
v = − β
′′
2β ′
y, w =
eνγ(ǫ1e
√
γ′z − ǫ2e−
√
γ′z)
β ′
√
γ′3
− γ
′′z
2γ′
, (9.2.68)
and p is given in (9.2.62).
For as, bs, cs, θs ∈ R with s ∈ 1, n such that bs 6= 0, (as, cs) 6= (0, 0), we have the
following solutions of the Navier Stokes equations (9.1.1)-(9.1.4):
u =
eνγ+
√
γ′z
√
β ′γ′
n∑
s=1
bse
ν(a2s−c2s)β+as
√
β′y sin(2ascsνβ + cs
√
β ′y + θs)
+
(
β ′′
2β ′
+
γ′′
2γ′
− e
νγe
√
γ′z
β ′γ
)
x, (9.2.69)
v = − β
′′
2β ′
y, w =
eνγ+
√
γ′z
β ′
√
γ′3
− γ
′′z
2γ′
(9.2.70)
and p is given in (9.2.63).
Remark 9.2.3. We can use Fourier expansion to solve the system (9.2.51) for
g(t,
√
β ′y) with given g(0,
√
β ′(0)y). In this way, we can obtain discontinuous solutions of
the Navier-Stokes equations (9.1.1)-(9.1.4), which may be useful in studying shock waves.
For θ ∈ R, we denote the rotation
A =
 1 0 00 cos θ sin θ
0 − sin θ cos θ
 , AT =
 1 0 00 cos θ − sin θ
0 sin θ cos θ
 . (9.2.71)
Applying TA in (9.1.9) to the above first solution, we get
u =
ae−νγ cos(
√
γ′(y sin θ + z cos θ))√
β ′γ′
+
(
β ′′
2β ′
+
γ′′
2γ′
− e
−νγ cos(
√
γ′(y sin θ + z cos θ)))
β ′γ
)
x, (9.2.72)
v =
(
e−νγ sin(
√
γ′(y sin θ + z cos θ))
β ′
√
γ′3
− γ
′′(y sin θ + z cos θ)
2γ′
)
sin θ
− β
′′
2β ′
(y cos θ − z sin θ) cos θ, (9.2.73)
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w =
(
e−νγ sin(
√
γ′(y sin θ + z cos θ))
β ′
√
γ′3
− γ
′′(y sin θ + z cos θ)
2γ′
)
cos θ
+
β ′′
2β ′
(y cos θ − z sin θ) sin θ (9.2.74)
and
p = ρ
[
νψz(t, y sin θ + z cos θ)− ψ
2(t, y sin θ + z cos θ)
2
− ψˆt(t, y sin θ + z cos θ)
+
e−2νγx√
(β ′γ′)3
− (3β
′′2 − 2β ′β ′′′)(y cos θ − z sin θ)2
8β ′2
]
−ρx
2
2
[
2β ′β ′′
′ − β ′′2
4β ′2
+
e−2νγ
(β ′γ′)2
+
γ′′
2
4γ′2
+
β ′′γ′′
2β ′γ′
]
. (9.2.75)
Set
̟ = x2 + y2. (9.2.76)
Consider
u = yφ(t, ̟), v = −xφ(t, ̟), w = ψ(t, ̟), (9.2.77)
where φ and ψ are functions in t, ̟. Then (9.2.1)-(9.2.3) give
Φ1 = yφt − xφ2 − 4yν(̟φ)̟̟, (9.2.78)
Φ2 = −xφt − yφ2 + 4xν(̟φ)̟̟, (9.2.79)
Φ3 = ψt − 4ν(ψ̟ +̟ψ̟̟). (9.2.80)
Note that ∂y(Φ1) = ∂x(Φ2) becomes
(̟φ)̟t − 4ν((̟φ)̟̟ +̟(̟φ)̟̟̟) = 0. (9.2.81)
Set
φˆ = (̟φ)̟. (9.2.82)
Then (9.2.81) becomes
φˆt − 4ν(φˆ̟ +̟φˆ̟̟) = 0. (9.2.83)
Suppose that
φˆ =
∞∑
m=0
am(t)̟
m, (9.2.84)
where am(t) are functions in t to be determined. Then (9.2.83) becomes
∞∑
m=0
a′m̟
m = 4ν
∞∑
m=0
m2am̟
m−1, (9.2.85)
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equivalently,
am =
a
(m)
0
(4ν)m(m!)2
for m ∈ N. (9.2.86)
Write α(t) = a0(t). We have
φˆ =
∞∑
m=0
α(m)̟m
(4ν)m(m!)2
. (9.2.87)
By (9.2.82), we get
φ = β̟−1 +
∞∑
m=0
α(m)̟m
(4ν)mm!(m+ 1)!
(9.2.88)
for a function β in t.
Note
φt = β
′̟−1 +
∞∑
m=0
α(m+1)̟m
(4ν)mm!(m+ 1)!
, (9.2.89)
4ν(̟φ)̟̟ = 4νφˆ̟ =
∞∑
m=1
α(m)̟m−1
(4ν)m−1(m− 1)!m! . (9.2.90)
Thus
φt − 4ν(̟φ)̟̟ = β ′̟−1. (9.2.91)
Therefore,
Φ1 =
β ′y
x2 + y2
− xφ2 (9.2.92)
and
Φ2 = − β
′x
x2 + y2
− yφ2. (9.2.93)
On the other hand, Equations ∂z(Φ1) = ∂x(Φ3) and ∂z(Φ2) = ∂y(Φ3) are implied by
the following differential equation:
ψt − 4ν(ψ̟ +̟ψ̟̟) = 0 (9.2.94)
(cf. (9.2.80)). Similarly, we have the solution:
ψ =
∞∑
n=0
γ(n)̟n
(4ν)n(n!)2
, (9.2.95)
where γ is a smooth function in t. With this ψ, Φ3 = 0. By (9.2.4), (9.2.76), (9.2.77),
(9.2.88), (9.2.92), (9.2.93) and (9.2.95), we obtain:
Theorem 9.2.4. Let α, γ be any smooth functions in t and let β be any differentiable
function in t. We have the following solution of the Navier-Stokes equations (9.1.1)-
(9.1.4):
u =
βy
x2 + y2
+ y
∞∑
m=0
α(m)(x2 + y2)m
(4ν)mm!(m+ 1)!
, (9.2.96)
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v = − βx
x2 + y2
− x
∞∑
m=0
α(m)(x2 + y2)m
(4ν)mm!(m+ 1)!
, (9.2.97)
w =
∞∑
n=0
γ(n)(x2 + y2)n
(4ν)n(n!)2
, (9.2.98)
p = ρβ ′ arctan
y
x
+ ρ
∞∑
m,n=0
α(m)α(n)(x2 + y2)m+n+1
2(m+ n + 1)m!(m+ 1)!n!(n + 1)!(4ν)m+n
. (9.2.99)
Remark 9.2.5. When α and γ are polynomials in t, the summations in the above
theorem are finite. Let γ1, γ2, γ3 and ϑ be functions in t. For θ ∈ R, we the matrices in
(9.2.71). Recall the transformations in (9.1.9) and (9.1.32)-(9.1.33). Applying TATγ1,γ2,γ3;ϑ
to the above solution, we get the following solution of the Navier-Stokes equations with
six parameter functions in t:
u = (y cos θ − z sin θ + γ2)
∞∑
m=0
α(m)[(x+ γ1)
2 + (y cos θ − z sin θ + γ2)2]m
(4ν)mm!(m+ 1)!
+
β(y cos θ − z sin θ + γ2)
(x+ γ1)2 + (y cos θ − z sin θ + γ2)2 − γ
′
1, (9.2.100)
v = −[ ∞∑
m=0
α(m)[(x+ γ1)
2 + (y cos θ − z sin θ + γ2)2]m
(4ν)mm!(m+ 1)!
+
βx
(x+ γ1)2 + (y cos θ − z sin θ + γ2)2 − γ
′
2
]
cos θ − γ′2
+ sin θ
∞∑
n=0
γ(n)[(x+ γ1)
2 + (y cos θ − z sin θ + γ2)2]n
(4ν)n(n!)2
, (9.2.101)
w =
[ ∞∑
m=0
α(m)[(x+ γ1)
2 + (y cos θ − z sin θ + γ2)2]m
(4ν)mm!(m+ 1)!
+
βx
(x+ γ1)2 + (y cos θ − z sin θ + γ2)2 − γ
′
2
]
sin θ − γ′3
+cos θ
∞∑
n=0
γ(n)[(x+ γ1)
2 + (y cos θ − z sin θ + γ2)2]n
(4ν)n(n!)2
, (9.2.102)
p = ρ
∞∑
m,n=0
α(m)α(n)[(x+ γ1)
2 + (y cos θ − z sin θ + γ2)2]m+n+1
2(m+ n+ 1)m!(m+ 1)!n!(n+ 1)!(4ν)m+n
+ρβ ′ arctan
y cos θ − z sin θ + γ2
x
+ ρ(γ′1
′
x+ γ′2
′
y + γ′3
′
z) + ϑ. (9.2.103)
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9.3 Moving-Frame Approach I
Let α, β be given differentiable functions in t. Denote
Υ =
 cosα sinα cos β sinα sin β− sinα cosα cos β cosα sin β
0 − sin β cos β
 (9.3.1)
and
Q =
 0 α′ β ′ sinα−α′ 0 β ′ cosα
−β ′ sinα −β ′ cosα 0
 . (9.3.2)
Then
Υ−1 = ΥT =
 cosα − sinα 0sinα cos β cosα cos β − sin β
sinα sin β cosα sin β cos β
 (9.3.3)
and
d
dt
(Υ) = QΥ. (9.3.4)
Define the moving frames:
~U =
 UV
W
 = Υ
 u(t, x, y, z)v(t, x, y, z)
w(t, x, y, z)
 , ~X =
 XY
Z
 = Υ
 xy
z
 . (9.3.5)
Set
∇˜T = (∂X , ∂Y , ∂Z). (9.3.6)
Then
∇ = ΥT ∇˜. (9.3.7)
Thus
∆ = ∂2x + ∂
2
y + ∂
2
z = ∇T∇ = (∇˜TΥ)(ΥT ∇˜) = ∇˜T ∇˜ = ∂2X + ∂2Y + ∂2Z , (9.3.8)
Recall the notion in (9.1.5). The equation (9.3.7) yields
ux + vy + wz = ∇T~u = (∇˜TΥ)(Υ−1 ~U) = ∇˜T ~U = UX + VY +WZ (9.3.9)
and
~uT∇ = (ΥT ~U)T (ΥT ∇˜) = ~UTΥΥT ∇˜ = ~UT ∇˜. (9.3.10)
According to (9.3.3) and (9.3.5),
~U = Υ~u(t, ~xT ) = Υ~u(t, ~X TΥ), p(t, ~x) = p(t, ~X TΥ). (9.3.11)
By (9.3.3) and (9.3.4), we get
∂t( ~X ) = d
dt
(Υ)~x = QΥ~x = Q ~X , (9.3.12)
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∂t(~U) = d
dt
(Υ)~u+Υ~ut = QΥ~u+Υ~ut = Q~U +Υ~ut. (9.3.13)
On the other hand,
∂t(~U) = ~Ut + (∂t(X T )∇˜)(~U) = ~Ut + (X TQT ∇˜)(~U). (9.3.14)
Thus
Υ~ut = ~Ut + (X TQT ∇˜)(~U)−Q~U . (9.3.15)
Multiplying Υ to (9.1.7) from the left side, we get
Υ~ut + (~u
T∇)(Υ~u) + 1
ρ
Υ∇(p) = ν∆(Υ~u), (9.3.16)
which is equivalent to
~Ut + (X TQT ∇˜)(~U)−Q~U + (~UT ∇˜)(~U) + 1
ρ
∇˜(p) = ν∆(~U) (9.3.17)
by (9.3.7)-(9.3.9) and (9.3.15). Moreover, (9.1.8), (9.3.5) and (9.3.7) imply
(∇˜TΥ)(Υ−1 ~U) = 0 ∼ ∇˜T ~U = 0. (9.3.18)
Next we want to find the analogue of (9.2.4). According to (9.3.2), (9.3.8) and (9.3.17),
we denote
R1 = Ut + α′(YUX − XUY − V) + β ′(ZUX − XUZ −W) sinα
+β ′(ZUY −YUZ) cosα+ UUX + VUY +WUZ − ν∆(U), (9.3.19)
R2 = Vt + α′(YVX −XVY + U) + β ′(ZVX − XVZ) sinα
+β ′(ZVY − YVZ −W) cosα + UVX + VVY +WVZ − ν∆(V), (9.3.20)
R3 =Wt + α′(YWX − XWY) + β ′(ZWX − XWZ + U) sinα
+β ′(ZWY −YWZ + V) cosα + UWX + VWY +WWZ − ν∆(W), (9.3.21)
Then the Navier-Stokes equations (9.1.1)-(9.1.4) become
R1 +
1
ρ
p
X
= 0, R2 +
1
ρ
p
Y
= 0, R3 +
1
ρ
p
Z
= 0, (9.3.22)
UX + VY +WZ = 0 (9.3.23)
by (9.3.17) and (9.3.18). Instead of solving the equations in (9.3.21), we will first solve
the following compatibility equations:
∂Y(R1) = ∂X (R2), ∂Z(R1) = ∂X (R3), ∂Z(R2) = ∂Y(R3) (9.3.24)
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for U ,V,W, and then find p from the equations via (9.3.22).
Let f, g, h be functions of t,X ,Y ,Z that are linear in X ,Y ,Z and fX + gY + hZ = 0.
Assume
U = f + 6νX−1, V = g + 6νYX−2, W = h. (9.3.25)
Then (9.3.19)-(9.3.21) become
R1 = ft + ffX + fYg + fZh+ 6νfXX−1 + α′(YfX − X fY − g)
+β ′(ZfX − X fZ − h) sinα + β ′(ZfY −YfZ) cosα
−6ν(f − YfY + 2α′Y + β ′Z sinα)X−2 − 48ν2X−3, (9.3.26)
R2 = gt + fgX + ggY + gZh+ α
′(Yg
X
− X g
Y
+ f) + β ′(Zg
X
− X g
Z
) sinα
−6νg
X
X−1 + 6ν(g + β ′Z cosα + Yg
Y
)X−2
+β ′(Zg
Y
− g
Z
Y − h) cosα− 12νY(f + α′Y + β ′Z sinα)X−3, (9.3.27)
R3 = ht + fhX + ghY + hhZ + α′(YhX − XhY)
+β ′(ZhX −XhZ + f) sinα + β ′(ZhY −YhZ + g) cosα
+6ν(hx + β
′ sinα)X−1 + 6ν(hY + β ′ cosα)YX−2. (9.3.28)
By the coefficients of X−4 in ∂Y(R1) = ∂X (R2), we take
f = γX − α′Y − β ′Z sinα, (9.3.29)
where γ is a functions in t. Moreover, the coefficients of X−3 and the coefficients of X−2
in ∂Y(R1) = ∂X (R2) imply
g = α′X + γY − β ′Z cosα. (9.3.30)
Furthermore, ∂Y(R1) = ∂X (R2) does not contain X−1.
According to the coefficients of X−2 in ∂Z(R2) = ∂Y(R3), we find hY = −β ′ cosα.
Moreover, the coefficients of X−2 in ∂Z(R1) = ∂X (R3) force hx = −β ′ sinα. The condition
fX + gY + hZ = 0 implies hZ = −2γ. For simplicity, we take
h = −(β ′X sinα + β ′Y cosα + 2γZ). (9.3.31)
With the above f, g and h, we have:
R1 = (γ
′ + γ2 − α′2 + 3β ′2 sin2 α)X + 12να′YX−2 − 48ν2X−3
+(3β ′2 sinα cosα− α′′ − 2α′γ)Y + (4β ′γ − β ′′)Z sinα, (9.3.32)
R2 = (γ
′ + γ2 − α′2 + 3β ′2 cos2 α)Y − 12να′X−1
+(α′′ + 2α′γ + 3β ′2 sinα cosα)X + (4β ′γ − β ′′)Z cosα, (9.3.33)
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R3 = (4γ
2 − 2γ′ − β ′2)Z + (4β ′γ − β ′′)(X sinα + Y cosα). (9.3.34)
Thanks to (9.3.32)-(9.3.34), (9.3.24) is now equivalent to
−α′′ − 2α′γ = α′′ + 2α′γ =⇒ γ = − α
′′
2α′
. (9.3.35)
Thus
U = − α
′′
2α′
X − α′Y − β ′Z sinα + 6νX−1, (9.3.36)
V = α′X − α
′′
2α′
Y − β ′Z cosα + 6νYX−2, (9.3.37)
W = α
′′
α′
Z − β ′X sinα− β ′Y cosα (9.3.38)
by (9.3.25), (9.3.29)-(9.3.31) and (9.3.35). Moreover, (9.3.24) and (9.3.32)-(9.3.34) imply
p = ρ{(2α
′α′′
′
+ 4α′4 − 3α′′2)(X 2 + Y2)
8α′2
+ (β ′′ + 2α′′β ′/α′)Z(X sinα + Y cosα)
−3β
′2(X sinα + Y cosα)2
2
+ 12ν(3νX−2 − α′YX−1) + (α
′β ′2 − α′′′)Z2
2α′
}. (9.3.39)
Note ~u = Υ−1 ~U by (9.3.5). Thus (9.3.3) yields
u =
(
α′′
2α′
− 6νYX−2
)
(Y sinα− X cosα)− α′(X sinα + Y cosα), (9.3.40)
v =
(
6νYX−2 − α
′′
2α′
)
(X sinα + Y cosα) cosβ + α′(X cosα− Y sinα) cos β
−β ′Z cos β +
(
β ′X sinα + β ′Y cosα− α
′′
α′
Z
)
sin β, (9.3.41)
w =
(
6νYX−2 − α
′′
2α′
)
(X sinα + Y cosα) sinβ + α′(X cosα− Y sinα) sinβ
−β ′Z sin β +
(
α′′
α′
Z − β ′X sinα− β ′Y cosα
)
cos β. (9.3.42)
According to (9.3.5), ~X = Υ~u. So (9.3.1) gives
Y sinα− X cosα = −x, X sinα + Y cosα = y cos β + z sin β, (9.3.43)
X 2 + Y2 = x2 + (y cos β + z sin β)2. (9.3.44)
Therefore, we have the following theorem:
Theorem 9.3.1. Let α and β be functions in t with α′ 6= 0. We have the following
solution of the Navier-Stokes equations (9.1.1)-(9.1.4):
u =
6νx[(y cos β + z sin β) cosα− x sinα]
[(y cos β + z sin β) sinα + x cosα]2
− α
′′x
2α′
− α′(y cos β + z sin β), (9.3.45)
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v =
6ν[(y cos β + z sin β) cosα− x sinα](y cos β + z sin β) cos β
[(y cos β + z sin β) sinα+ x cosα]2
+ α′x cos β
+[β ′ sin 2β + (α′′/2α′)(sin2 β − cos 2β)]y − [β ′ cos 2β + (3α′′/4α′) sin 2β]z, (9.3.46)
w =
6ν[(y cos β + z sin β) cosα− x sinα](y cos β + z sin β) sinβ
[(y cos β + z sin β) sinα + x cosα]2
+ α′x sin β
−[β ′ cos 2β + (3α′′/4α′) sin 2β]y + [(α′′/2α′)(cos2 β + cos 2β)− β ′ sin 2β]z (9.3.47)
and
p = ρ{12ν[6ν + α
′[(x2 − (y cos β + z sin β)2) sin 2α− 2x(y cos β + z sin β) cos 2α]]
2[(y cos β + z sin β) sinα + x cosα]2
+
(2α′α′′
′
+ 4α′4 − 3α′′2)[x2 + (y cos β + z sin β)2]
8α′2
+(β ′′/2 + α′′β ′/α′)[(z2 − y2) sin 2β + 2yz cos 2β]
−3β
′2(y cos β + z sin β)2
2
+
(α′β ′2 − α′′′)(z cos β − y sin β)2
2α′
}. (9.3.48)
The above solution blows up on the following rotating plane:
{(x, y, z) ∈ R3 | (y cos β + z sin β) sinα+ x cosα = 0}. (9.3.49)
Applying the symmetry transformation in (9.1.32) and (9.1.33) to the above solution,
we can get a solutions with six parameter functions and blowing up on a more general
moving plane. Next let f be a function in t,Y ,Z such that ∂2Y(f) = ∂2Z(f) = 0, and let
φ, ψ be functions in t,X . Suppose that γ is a function in t. Assume
U = f − 2γ′X , V = φ+ γ′Y , W = ψ + γ′Z. (9.3.50)
Then
R1 = ft − 2γ′′X − α′(3γ′Y + X fY + φ)− β ′(3γ′Z + X fZ + ψ) sinα
+β ′(ZfY − YfZ) cosα− 2γ′(f − 2γ′X ) + fY(φ+ γ′Y) + fZ(ψ + γ′Z), (9.3.51)
R2 = φt + γ
′′Y + α′(YφX − 3γ′X + f) + β ′ZφX sinα− β ′ψ cosα
+(f − 2γ′X )φX + γ′φ+ γ′2Y − νφXX , (9.3.52)
R3 = ψt + γ
′′Z + α′YψX + β ′(ZψX − 3γ′X + f) sinα− νψXX
+β ′φ cosα + (f − 2γ′X )ψX + γ′(ψ + γ′Z). (9.3.53)
Now (9.3.24) becomes
φtX + (α′Y + β ′Z sinα + f)φXX − β ′ψX cosα− 2γ′(XφX )X
+γ′φX − νφXXX = ftY − β ′fZ cosα− γ′fY , (9.3.54)
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ψtX + (α′Y + β ′Z sinα + f)ψXX − νψXXX + β ′φX cosα
−2(γ′XψX )X + γ′ψX = ftZ + β ′fY cosα− γ′fZ , (9.3.55)
α′fZ + (β ′ sinα+ fZ)φX = (α′ + fY)ψX + β ′fY sinα. (9.3.56)
By (9.3.54) and (9.3.55), we take
f = −α′Y − β ′Z sinα. (9.3.57)
Note that (9.3.56) is implied by (9.3.57). Integrating (9.3.54) and (9.3.55), we obtain
φt − 2γ′XφX + γ′φ− νφXX − β ′ψ cosα = [β ′2 sinα cosα + α′γ′ − α′′]X + β1, (9.3.58)
ψt − 2γ′XψX + γ′ψ − νψXX + β ′φ cosα
= −[(β ′ sinα)′ + α′β ′ cosα− γ′β ′ sinα]X + β2, (9.3.59)
where β1 and β2 are arbitrary functions in t. To solve the above problem, we write
β ′ =
ϕ′
cosα
, γ =
1
4
lnµ′ (9.3.60)
and set (
φˆ
ψˆ
)
= 4
√
µ′
(
cosϕ − sinϕ
sinϕ cosϕ
)(
φ
ψ
)
, (9.3.61)
(
γ1
γ2
)
=
∫
1
4
√
µ′
(
cosϕ − sinϕ
sinϕ cosϕ
)(
ϕ′2 tanα+ α
′µ′′
4µ′
− α′′
−(ϕ′ tanα)′ − α′ϕ′ + µ′′ϕ′
4µ′
tanα
)
dt. (9.3.62)
Then (9.3.58) and (9.3.59) are equivalent to:
φˆt − µ
′′
2µ′
X φˆX − νφˆXX = γ′1
√
µ′X + ϕ′1, (9.3.63)
ψˆt − µ
′′
2µ′
X ψˆX − νψˆXX = γ′2
√
µ′X + ϕ′2, (9.3.64)
where ϕ1 and ϕ2 are arbitrary functions in t. Note the first two terms in the above
equations motivate us to write
φˆ = φ˜(t, ̟) + γ1̟ + ϕ1, ψˆ = ψ˜(t, ̟) + γ2̟ + ϕ2, ̟ =
√
µ′X . (9.3.65)
Then the above equations become equations:
φ˜t − νµ′φ˜̟̟ = 0, ψ˜t − νµ′ψ˜̟̟ = 0. (9.3.66)
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Thus we have the following solution:
φ˜ =
m∑
r=1
ardre
a2rνµ cos 2br+ar̟ cos br sin(a2rνµ sin 2br + ar̟ sin br + br + cr), (9.3.67)
ψ˜ =
n∑
s=1
aˆsdˆse
aˆ2sνµ cos 2bˆs+aˆs̟ cos bˆs sin(aˆ2sνµ sin 2bˆs + aˆs̟ sin bˆs + bˆs + cˆs), (9.3.68)
where ar, aˆs, br, bˆs, cr, cˆs, dr and dˆs are real constants. Therefore,
φˆ =
m∑
r=1
ardre
a2rνµ cos 2br+ar
√
µ′X cos br sin(a2rνµ sin 2br + ar
√
µ′X sin br + br + cr)
+γ1
√
µ′X + ϕ1, (9.3.69)
ψˆ =
n∑
s=1
aˆsdˆse
aˆ2sνµ cos 2bˆs+aˆs
√
µ′X cos bˆs sin(aˆ2sνµ sin 2bˆs + aˆs
√
µ′X sin bˆs + bˆs + cˆs)
+γ2
√
µ′X + ϕ2. (9.3.70)
According to (9.3.61), we have
φ =
cosϕ
4
√
µ′
m∑
r=1
ardre
a2rνµ cos 2br+ar
√
µ′X cos br sin(a2rνµ sin 2br + ar
√
µ′X sin br + br + cr)
+
sinϕ
4
√
µ′
n∑
s=1
aˆsdˆse
aˆ2sνµ cos 2bˆs+aˆs
√
µ′X cos bˆs sin(aˆ2sνµ sin 2bˆs + aˆs
√
µ′X sin bˆs + bˆs + cˆs)
+ 4
√
µ′(γ1 cosϕ+ γ2 sinϕ)X + σ1, (9.3.71)
ψ = −sinϕ
4
√
µ′
m∑
r=1
ardre
a2rνµ cos 2br+ar
√
µ′X cos br sin(a2rνµ sin 2br + ar
√
µ′X sin br + br + cr)
+
cosϕ
4
√
µ′
n∑
s=1
aˆsdˆse
aˆ2sνµ cos 2bˆs+aˆs
√
µ′X cos bˆs sin(aˆ2sνµ sin 2bˆs + aˆs
√
µ′X sin bˆs + bˆs + cˆs)
+ 4
√
µ′(γ2 cosϕ− γ1 sinϕ)X + σ2, (9.3.72)
where σ1 and σ2 are arbitrary functions in t. By (9.3.50), (9.3.57), (9.3.60), (9.3.71) and
(9.3.72),
U = −α′Y − ϕ′Z tanα− µ
′′X
2µ′
, (9.3.73)
V = cosϕ
4
√
µ′
m∑
r=1
ardre
a2rνµ cos 2br+ar
√
µ′X cos br sin(a2rνµ sin 2br + ar
√
µ′X sin br + br + cr)
+
sinϕ
4
√
µ′
n∑
s=1
aˆsdˆse
aˆ2sνµ cos 2bˆs+aˆs
√
µ′X cos bˆs sin(aˆ2sνµ sin 2bˆs + aˆs
√
µ′X sin bˆs + bˆs + cˆs)
+ 4
√
µ′(γ1 cosϕ+ γ2 sinϕ)X + µ
′′Y
4µ′
+ σ1, (9.3.74)
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W = −sinϕ
4
√
µ′
m∑
r=1
ardre
a2rνµ cos 2br+ar
√
µ′X cos br sin(a2rνµ sin 2br + ar
√
µ′X sin br + br + cr)
+
cosϕ
4
√
µ′
n∑
s=1
aˆsdˆse
aˆ2sνµ cos 2bˆs+aˆs
√
µ′X cos bˆs sin(aˆ2sνµ sin 2bˆs + aˆs
√
µ′X sin bˆs + bˆs + cˆs)
+ 4
√
µ′(γ2 cosϕ− γ1 sinϕ)X ++µ
′′Z
4µ′
+ σ2. (9.3.75)
To find the pressure p, we recalculate
R1 = (ϕ
′2Y − 2ϕ′ψ) tanα− 2α′φ− α′′Y − (ϕ′′ tanα+ α′ϕ′(1 + sec2 α))Z
−µ
′′(α′Y + ϕ′Z tanα)
2µ′
+ (α′2 + ϕ′2 tan2 α)X + (3µ
′′2 − 2µ′µ′′′)X
4µ′2
, (9.3.76)
R2 =
(4µ′µ′′
′ − 3µ′′2)Y
16µ′2
−α′2Y + σ′1 + (ϕ′X −α′Z)ϕ′ tanα−
(α′µ′′ + 2α′′µ′)X
2µ′
, (9.3.77)
R3 =
(4µ′′
′ − 3µ′′2)Z
16µ′2
− µ
′′X + 2α′µ′Y
2µ′
ϕ′ tanα + σ′2
−ϕ′2Z tan2 α− (ϕ′′ tanα + α′ϕ′(1 + sec2 α))X (9.3.78)
by (9.3.51)-(9.3.53), (9.3.57)-(9.3.60), (9.3.71) and (9..72). Thanks to (9.3.22), we have
p = ρ{(α′′Y + (ϕ′′ tanα+ α′ϕ′(1 + sec2 α))Z)X + µ
′′(α′Y + ϕ′Z tanα)X
2µ′
−σ′1Y − σ′2Z +
X 2
2
(
(2µ′µ′′
′ − 3µ′′2)
4µ′2
− α′2 − ϕ′2 tan2 ϕ
)
+
α′2Y2 + γ′2Z2 tan2 α
2
+
(3µ′′
2 − 4µ′µ′′′)(Y2 + Z2)
32µ′2
+ (α′Z − ϕ′X )ϕ′Y tanα + 2α
′ cosϕ− ϕ′ sinϕ tanα
4
√
µ′3
×
m∑
r=1
dre
a2rνµ cos 2br+ar
√
µ′X cos br sin(a2rνµ sin 2br + ar
√
µ′X sin br + cr)
+2(α′σ1 + ϕ′σ2 tanα)X + 2α
′ sinϕ+ ϕ′ cosϕ tanα
4
√
µ′3
×
n∑
s=1
dˆse
aˆ2sνµ cos 2bˆs+aˆs
√
µ′X cos bˆs sin(aˆ2sνµ sin 2bˆs + aˆs
√
µ′X sin bˆs + cˆs)
+ 4
√
µ′[γ1(α′ cosϕ− ϕ′ sinϕ tanα) + γ2(α′ sinϕ+ ϕ′ cosϕ tanα)]X 2.} (9.3.79)
By (9.3.3), (9.3.5) and (9.3.73)-(9.3.75), we get:
Theorem 9.3.2. Let α, ϕ, µ, σ1, σ2 be functions in t with µ
′ > 0. Take real constants
{r, aˆs, br, bˆs, cr, cˆs, dr, dˆs | i = 1, ..., m; s = 1, ..., n}. Denote β =
∫
ϕ′ secα dt and define
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γ1, γ2 by (9.3.62). Take the notations X ,Y ,Z given in (9.3.1) and (9.3.5). We have the
following solution of the Navier-Stokes equations (9.1.1)-(9.1.4):
u = −
(
µ′′X
2µ′
+ α′Y + ϕ′Z tanα
)
cosα− [cosϕ
4
√
µ′
m∑
r=1
ardre
a2rνµ cos 2br+ar
√
µ′X cos br
× sin(a2rνµ sin 2br + ar
√
µ′X sin br + br + cr) + sinϕ4√µ′
n∑
s=1
aˆsdˆse
aˆ2sνµ cos 2bˆs+aˆs
√
µ′X cos bˆs
× sin(aˆ2sνµ sin 2bˆs + aˆs
√
µ′X sin bˆs + bˆs + cˆs)
+ 4
√
µ′(γ1 cosϕ+ γ2 sinϕ)X + µ
′′Y
4µ′
+ σ1
]
sinα, (9.3.80)
v =
(
µ′′X
2µ′
− α′Y − ϕ′Z tanα
)
sinα cos β +
µ′′(Y cosα cos β −Z sin β)
4µ′
+
cosϕ cosα cos β + sinϕ sin β
4
√
µ′
m∑
r=1
ardre
a2rνµ cos 2br+ar
√
µ′X cos br
× sin(a2rνµ sin 2br + ar
√
µ′X sin br + br + cr) + sinϕ cosα cos β − cosϕ sin β4√µ′
×
n∑
s=1
aˆsdˆse
aˆ2sνµ cos 2bˆs+aˆs
√
µ′X cos bˆs sin(aˆ2sνµ sin 2bˆs + aˆs
√
µ′X sin bˆs + bˆs + cˆs)
+ 4
√
µ′[γ1(cosϕ cosα cos β + sinϕ sin β) + γ2(sinϕ cosα cos β − cosϕ sin β)]X
+σ1 cosα cos β − σ2 sin β, (9.3.81)
w =
(
µ′′X
2µ′
− α′Y − ϕ′Z tanα
)
sinα sin β +
µ′′(Y cosα sin β + Z cos β)
4µ′
+
cosϕ cosα sin β − sinϕ cos β
4
√
µ′
m∑
r=1
ardre
a2rνµ cos 2br+ar
√
µ′X cos br
× sin(a2rνµ sin 2br + ar
√
µ′X sin br + br + cr) + sinϕ cosα sin β + cosϕ cos β4√µ′
×
n∑
s=1
aˆsdˆse
aˆ2sνµ cos 2bˆs+aˆs
√
µ′X cos bˆs sin(aˆ2sνµ sin 2bˆs + aˆs
√
µ′X sin bˆs + bˆs + cˆs)
+ 4
√
µ′[γ1(cosϕ cosα sin β − sinϕ cos β) + γ2(sinϕ cosα sin β + cosϕ cos β)]X
+σ1 cosα sin β + σ2 cos β, (9.3.82)
and p is given in (9.3.79).
Remark 9.3.3. We can use Fourier expansion to solve the system (9.3.66) for
φ˜(t,
√
µ′X ) and ψ˜(t,√µ′X ) with given φ˜(0,√µ′(0)X ) and ψ˜(0,√µ′(0)X ). In this way, we
can obtain discontinuous solutions of the Navier-Stokes equations (9.1.1)-(9.1.4), which
may be useful in studying shock waves.
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9.4 Moving-Frame Approach II
Motivated from the first solution in Theorem 9.2.2, we will solve the equations (9.3.17)
and (9.3.18) by sin, cos, sinh and cosh functions.
First we rewrite (9.3.19)-(9.3.21):
R1 = Ut + (α′Y + β ′Z sinα + U)UX + (V − α′X + β ′Z cosα)UY
+(W − β ′(X sinα+ Y cosα))UZ − α′V − β ′W sinα− ν∆(U), (9.4.1)
R2 = Vt + (α′Y + β ′Z sinα + U)VX + (V − α′X + β ′Z cosα)VY
+(W − β ′(X sinα + Y cosα))VZ + α′U − β ′W cosα− ν∆(V), (9.4.2)
R3 =Wt + (α′Y + β ′Z sinα + U)WX + (V − α′X + β ′Z cosα)WY
+(W − β ′(X sinα+ Y cosα))WZ + β ′(U sinα + V cosα)− ν∆(W). (9.4.3)
Let α1, β1, γ be functions in t. Set
ξ0 = sinh(α1Y + β1Z), ζ0 = cosh(α1Y + β1Z), φ0 = sinh γX , (9.4.4)
ψ0 = cosh γX , ξ1 = sin(α1Y + β1Z), ζ1 = cos(α1Y + β1Z), (9.4.5)
φ1 = sin γX , ψ1 = cos γX , ∆1 = ∂2Y + ∂2Z . (9.4.6)
Suppose that f and h are functions in t,Y ,Z. Moreover, σ and τ are functions in t.
According to (9.3.29)-(9.3.31), we assume
U = −α′Y − β ′Z sinα− (fY + hZ)X − (α1σ + β1τ)ζrφs, (9.4.7)
V = α′X − β ′Z cosα+ f + σγξrψs, W = β ′(X sinα+Y cosα) + h+ τγξrψs. (9.4.8)
By (9.4.1)-(9.4.3), we have
R1 = −(α1σ + β1τ)′ζrφs − (α1σ + β1τ)[(−1)r(α′1Y + β ′1Z)ξrφs + γ′X ζrψs]
−(fYt + hZt)X + ((fY + hZ)X + (α1σ + β1τ)ζrφs)(fY + hZ + γ(α1σ + β1τ)ζrψs)
−α′(f + α′X − β ′Z cosα+ γσξrψs)− β ′(β ′(X sinα + Y cosα) + h + γτξrψs) sinα
−(f + γσξrψs)(α′ + (fYY + hYZ)X + (−1)rα1(α1σ + β1τ)ξrφs)− (h+ γτξrψs)
×(β ′ sinα + (fYZ + hZZ)X + (−1)rβ1(α1σ + β1τ)ξrφs) + ν{∆1(fY + hZ)X
+(α1σ + β1τ)[(−1)r(α21 + β21) + (−1)sγ2]ζrφs} − α′′Y − (β ′ sinα)′Z
= {(γ(fY + hZ)− γ′)X ζrψs − (−1)r(α′1Y + β ′1Z + α1f + β1h)ξrφs}(α1σ + β1τ)
+{(α1σ + β1τ)[(−1)sνγ2 + (−1)rν(α21 + β21) + fY + hZ ]− (α1σ + τβ1)′}ζrφs
−γ{2(σα′ + τβ ′ sinα) + [σ(fYY + hYZ) + τ(fYZ + hZZ)]X}ξrψs − (fYt + hZt)X
+(fY + hZ)2X − f(α′ + (fYY + hYZ)X )− h(β ′ sinα + (fYZ + hZZ)X )
−α′(f + α′X − β ′Z cosα)− β ′(β ′(X sinα + Y cosα) + h) sinα− α′′Y
−(β ′ sinα)′Z + ν∆1(fY + hZ)X + γ(α1σ + β1τ)2φsψs, (9.4.9)
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R2 = α
′′X − (β ′ cosα)′Z + ft + (γσ)′ξrψs + γσ((α′1Y + β ′1Z)ζrψs + (−1)sγ′X ξrφs)
−α′[α′Y + β ′Z sinα+ (fY + hZ)X + (α1σ + β1τ)ζrφs]− β ′[β ′(X sinα + Y cosα)
+h+ γτξrψs] cosα− [(fY + hZ)X + (α1σ + β1τ)ζrφs](α′ + (−1)sγ2σξrφs)
+(f + γσξrψs)(fY + α1γσζrψs) + (h+ γτξrψs)(fZ − β ′ cosα + β1γσζrψs)
−ν[∆1(f) + γσ((−1)r(α21 + β21) + (−1)sγ2)]ξrψs
= α′′X + ft + γσ(α′1Y + β ′1Z + α1f + β1h)ζrψs + (−1)sγσ(γ′ − γ(fY + hZ))X ξrφs
+{γ[σfY + τfZ − νσ[(−1)r(α21 + β21) + (−1)sγ2]− 2τβ ′ cosα] + (γσ)′}ξrψs
−2α′(α1σ + β1τ)ζrφs − (β ′ cosα)′Z − α′[α′Y + β ′Z sinα + 2(fY + hZ)X ]
−β ′[β ′(X sinα + Y cosα) + h] cosα + ffY + h(fZ − β ′ cosα)− ν∆1(f)
+γ2σ(α1σ + β1τ)ξrζr, (9.4.10)
R3 = (β
′ sinα)′X + (β ′ cosα)′Y + ht + (τγ)′ξrψs + τγ[(α′1Y + β ′1Z)ζrψs
+(−1)sγ′X ξrφs]− [(fY + hZ)X + (α1σ + β1τ)ζrφs](β ′ sinα + (−1)sτγ2ξrφs)
+(f + σγξrψs)(β
′ cosα + hY + α1τγζrψs) + (h+ τγξrψs)(hZ + β1τγζrψs)
−β ′(α′Y + β ′Z sinα + (fY + hZ)X + (α1σ + β1τ)ζrφs) sinα + β ′(α′X − β ′Z cosα
+f + σγξrψs) cosα− ν[∆1(h) + γτ((−1)r(α21 + β21) + (−1)sγ2)]ξrψs
= γτ(α′1Y + β ′1Z + α1f + β1h)ζrψs + {(τγ)′ − νγτ [(−1)r(α21 + β21) + (−1)sγ2]
+γ(2β ′σ cosα + σhY + τhZ)}ξrψs − 2β ′(α1σ + β1τ)ζrφs sinα + (−1)sγτ(γ′
−γ(fY + hZ))X ξrφs + (β ′ sinα)′X + (β ′ cosα)′Y + ht − β ′(fY + hZ)X sinα
+f(β ′ cosα + hY) + hhZ − β ′(α′Y + β ′Z sinα + (fY + hZ)X ) sinα + β ′(α′X
−β ′Z cosα + f) cosα− ν∆1(h) + γ2τ(α1σ + β1τ)ξrζr. (9.4.11)
By the coefficients of ξrψs in the equation ∂Y(R1) = ∂X (R2), we have
γ2σ = (−1)r+s+1α1(α1σ + β1τ), [σ(fYY + hYZ) + τ(fYZ + hZZ)]Y = 0. (9.4.12)
Moreover, the coefficients of ζrφs in the equation ∂Y(R1) = ∂X (R2) suggest
(fY + hZ)Y = 0, (9.4.13)
which implies the second equation in (9.4.12). According the coefficients of ξrφs in the
equation ∂Y(R1) = ∂X (R2), we get
σβ1hY = τα1(fZ − 2β ′ cosα). (9.4.14)
Furthermore, the coefficients of ζrψs in the equation ∂Y(R1) = ∂X (R2) yield
α1β
′ sinα = α′β1. (9.4.15)
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Symmetrically, we have (9.4.15),
γ2τ = (−1)r+s+1β1(α1σ + β1τ), (fY + hZ)Z = 0 (9.4.16)
and
τα1fZ = σβ1(hY + 2β ′ cosα) (9.4.17)
(cf. (9.4.7) and (9.4.8)). By the first equation in (9.4.12) and (9.4.16), we have
σβ1 = τα1. (9.4.18)
Then (9.4.14) is implied by (9.4.17) and (9.4.18). Note that the equations of the coeffi-
cients ξrψs, ζrψs, ξrφs and ζrφs in ∂Z(R2) = ∂Y(R3) are implied by (9.4.15), (9.4.17) and
(9.4.18).
According to (9.4.13) and the second equation in (9.4.16),
fY + hZ = γ1, (9.4.19)
a function in t. Under the conditions in (9.4.15), the first equation in (9.4.16), and
(9.4.17)-(9.4.19), ∂Y(R1) = ∂X (R2) becomes
α′hZ − β ′hY sinα = α′′, (9.4.20)
∂Z(R1) = ∂X (R3) is equivalent to
β ′hZ sinα + α′hy = β ′γ1 sinα− (β ′ sinα)′ − 2α′β ′ cosα (9.4.21)
and ∂Z(R2) = ∂Y(R3) says
(ffY + hfZ)Z = (fhY + hhZ)Y + 2β
′γ1 cosα. (9.4.22)
By (9.4.17) and (9.4.19)-(9.4.21), we assume that fY , fZ , hY and hZ are functions in t.
Then (9.4.22) can be written as
(fY + hZ)fZ = (fY + hZ)hY + 2β ′γ1 cosα, (9.4.23)
which is implied by (9.4.17) and (9.4.19). Solving (9.4.20) and (9.4.21), we get
hY =
α′β ′γ1 sinα− (α′β ′ sinα)′ − 2α′2β ′ cosα
α′2 + β ′2 sin2 α
, (9.4.24)
hZ =
α′α′′ + β ′2γ1 sin2 α− (β ′ sinα)(β ′ sinα)′ − α′β ′2 sin 2α
α′2 + β ′2 sin2 α
. (9.4.25)
Moreover,
fY =
γ1α
′2 − α′α′′ + (β ′ sinα)(β ′ sinα)′ + α′β ′2 sin 2α
α′2 + β ′2 sin2 α
(9.4.26)
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by (9.4.19) and (9.4.25), and
fZ =
α′β ′γ1 sinα− (α′β ′ sinα)′ + 2β ′2 sin2 α cosα
α′2 + β ′2 sin2 α
(9.4.27)
by (9.4.17) and (9.4.24). With the above data, we take
f = fYY + fZZ, h = hYY + hZZ. (9.4.28)
Furthermore, (9.4.18) and the first equation in (9.4.16) yield r + s+ 1 ∈ 2Z,
α1 = ϕα
′, γ = ±ϕ
√
α′2 + β ′2 sin2 α, (9.4.29)
β1 = ϕβ
′ sinα, σ = µα′, τ = µβ ′ sinα. (9.4.30)
In particular, α, β, γ1, ϕ and µ are arbitrary functions in t. Thanks to (9.3.22) and (9.4.9)-
(9.4.11), the pressure
p = ρ{γµϕ−1[(γ′ − γγ1)X ζrφs − ((ϕα′)′Y + (ϕβ ′ sinα)′Z + ϕ(α′f + β ′h sinα))ξrψs]
+(−1)sϕ−1[(γµ)′ − γµϕ′ϕ−1]ζrψs + 2µ(α′2 + β ′2 sin2 α)ξrφs + 2(α′f + β ′h sinα)X
+
α′2 + β ′2 sin2 α + γ′1 − γ21
2
X 2 + [(β ′ sinα)′ − α′β ′ cosα]XZ − 1
2
γ4µ2ϕ−2(φ2s + ξ
2
r)
+
(
β ′2
2
sin 2α+ α′′
)
XY + [(β ′ cosα)′ + α′β ′ sinα− fZt − fYfZ − hYhZ ]YZ
+
β ′2 − hZt − f 2Z − h2Z
2
Z2 + α
′2 + β ′2 cosα− fYt − f 2Y − h2Y
2
Y2}. (9.4.31)
By (9.3.3) and (9.3.5), we have the following theorem:
Theorem 9.4.1. Let α, β, γ1, ϕ and µ be arbitrary functions in t such that ϕ 6= 0
and α′2 + β ′2 sin2 α 6= 0. The notations X ,Y and Z are defined in (9.3.5) via (9.3.1),
and α1, β1 and γ are given in (9.4.29) and (9.4.30). Moreover, fY , fZ , hY , hZ and f, h are
given in (9.4.24)-(9.4.28). We have the following solution of the Navier-Stokes equations
(9.1.1)-(9.1.4): (1)
u = −α′(X sinα + Y cosα)− (f + µα′γ sinh(α1Y + β1Z) cos γX ) sinα
−(γ1X + ϕµ(α′2 + β ′2 sin2 α) cosh(α1Y + β1Z) sin γX ) cosα, (9.4.32)
v = (f cosα− β ′Z) cosβ − (α′ sinα cos β + β ′ cosα sin β)Y
−(γ1X + ϕµ(α′2 + β ′2 sin2 α) cosh(α1Y + β1Z) sin γX ) sinα cos β − h sin β
+(α′ cosα cos β − β ′ sinα sin β)(X + γµ sinh(α1Y + β1Z) cos γX ), (9.4.33)
w = (β ′ cosα cos β − α′ sinα sin β)Y + (f cosα− β ′Z) sin β
−(γ1X + ϕµ(α′2 + β ′2 sin2 α) cosh(α1Y + β1Z) sin γX ) sinα sin β + h cos β
+(α′ cosα sin β + β ′ sinα cos β)(X + γµ sinh(α1Y + β1Z) cos γX ) (9.4.34)
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p = ρ{γµϕ−1[(γ′ − γγ1)X cosh(α1Y + β1Z) sin γX − ((ϕα′)′Y + (ϕβ ′ sinα)′Z
+ϕ(α′f + β ′h sinα)) sinh(α1Y + β1Z) cos γX ]− ϕ−1[(γµ)′ − γµϕ′ϕ−1]
× cosh(α1Y + β1Z) cos γX + 2µ(α′2 + β ′2 sin2 α) sinh(α1Y + β1Z) sin γX
+2(α′f + β ′h sinα)X + [(β ′ cosα)′ + α′β ′ sinα− fZt − fYfZ − hYhZ ]YZ
+
α′2 + β ′2 sin2 α+ γ′1 − γ21
2
X 2 + [(β ′ sinα)′ − α′β ′ cosα]XZ
+
(
β ′2
2
sin 2α + α′′
)
XY − 1
2
γ4µ2ϕ−2(sin2 γX + sinh2(α1Y + β1Z))
+
β ′2 − hZt − f 2Z − h2Z
2
Z2 + α
′2 + β ′2 cosα− fYt − f 2Y − h2Y
2
Y2}; (9.4.35)
(2)
u = −α′(X sinα + Y cosα)− (f + µα′γ sin(α1Y + β1Z) cosh γX ) sinα
−(γ1X + ϕµ(α′2 + β ′2 sin2 α) cos(α1Y + β1Z) sinh γX ) cosα, (9.4.36)
v = (f cosα− β ′Z) cosβ − (α′ sinα cos β + β ′ cosα sin β)Y
−(γ1X + ϕµ(α′2 + β ′2 sin2 α) cos(α1Y + β1Z) sinh γX ) sinα cos β − h sin β
+(α′ cosα cos β − β ′ sinα sin β)(X + γµ sin(α1Y + β1Z) cosh γX ), (9.4.37)
w = (β ′ cosα cos β − α′ sinα sin β)Y + (f cosα− β ′Z) sin β
−(γ1X + ϕµ(α′2 + β ′2 sin2 α) cos(α1Y + β1Z) sinh γX ) sinα sin β + h cos β
+(α′ cosα sin β + β ′ sinα cos β)(X + γµ sin(α1Y + β1Z) cosh γX ) (9.4.38)
p = ρ{γµϕ−1[(γ′ − γγ1)X cos(α1Y + β1Z) sinh γX − ((ϕα′)′Y + (ϕβ ′ sinα)′Z
+ϕ(α′f + β ′h sinα)) sin(α1Y + β1Z) cosh γX ] + ϕ−1[(γµ)′ − γµϕ′ϕ−1]
× cos(α1Y + β1Z) cosh γX + 2µ(α′2 + β ′2 sin2 α) sin(α1Y + β1Z) sinh γX
+2(α′f + β ′h sinα)X + [(β ′ cosα)′ + α′β ′ sinα− fZt − fYfZ − hYhZ ]YZ
+
α′2 + β ′2 sin2 α + γ′1 − γ21
2
X 2 + [(β ′ sinα)′ − α′β ′ cosα]XZ
+
(
β ′2
2
sin 2α+ α′′
)
XY − 1
2
γ4µ2ϕ−2(sinh2 γX + sin2(α1Y + β1Z))
+
β ′2 − hZt − f 2Z − h2Z
2
Z2 + α
′2 + β ′2 cosα− fYt − f 2Y − h2Y
2
Y2}. (9.4.39)
Let γ1, γ2 be functions in t and let a, b, c be real numbers. Denote
φ0 = e
γ1Y+γ2Z − ae−γ1Y−γ2Z , φ1 = sin(γ1Y + γ2Z), (9.4.40)
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ψ0 = e
γ1Y+γ2Z + ae−γ1Y−γ2Z , ψ1 = cos(γ1Y + γ2Z), (9.4.41)
ξ0 = be
γ1Y+γ2Z − ce−γ1Y−γ2Z , ξ1 = c sin(γ1Y + γ2Z + b), (9.4.42)
ζ0 = be
γ1Y+γ2Z + ce−γ1Y−γ2Z , ζ1 = c cos(γ1Y + γ2Z + b). (9.4.43)
Suppose that σ, τ are functions in t and f, k, h are functions in t,X ,Y ,Z such that h and
g are linear in X , Y,Z and
fX + kY + hZ = 0. (9.4.44)
Motivated from the above solution, we consider the solution of the form:
U = −α′Y − β ′Z sinα + f − (γ21 + γ22)(τζrX + σψrX 2), (9.4.45)
V = α′X − β ′Z cosα + k + γ1(τξr + 2σφrX ), (9.4.46)
W = β ′(X sinα + Y cosα) + h+ γ2(τξr + 2σφrX ). (9.4.47)
For convenience of computation, we denote
γ = γ21 + γ
2
2 , f
∗ = f − fxX ∆1 = ∂2Y + ∂2Z . (9.4.48)
Now (9.4.1) becomes
R1 = −α′′Y − (β ′ sinα)′Z + ft − (−1)rγ(γ′1Y + γ′2Z)(τξrX + σφrX 2)
+((−1)rνγ2τ − (γτ)′)ζrX + (f − γ(τζrX + σψrX 2))(fX − γ(τζr + 2σψrX ))
+(k + γ1(τξr + 2σφrX ))[fY − 2α′ − (−1)rγγ1(τξrX + σφrX 2)]− ν∆1(f)
+(h+ γ2(τξr + 2σφrX ))[fZ − 2β ′ sinα− (−1)rγγ2(τξrX + σφrX 2)] + 2νγσψr
−α′(α′X − β ′Z cosα)− β ′2(X sinα + Y cosα) sinα + ((−1)rνγ2σ − (γσ)′)ψrX 2
= −(α′2 + β ′2 sin2 α)X − (α′′ + 2−1β ′2 sin 2α)Y + (α′β ′ cosα− (β ′ sinα)′)Z
+γ2[τ 2(4bδ0,r + cδ1,r)cX + 3στ(2δ0,r(ab+ c) + δ1,rc cos b)X 2 + 2σ2(4aδ0,r + δ1,r)X 3]
−(−1)rγ(γ′1Y + γ′2Z + kγ1 + hγ2)(τξrX + σφrX 2) + ffX + k(fY − 2α′)
+h(fZ − 2β ′ sinα) + ((−1)rνγ2σ − (γσ)′ − 3γσfX )ψrX 2 + ν(2γσψr −∆1(f))
−γτf ∗ζr − [((γτ)′ + 2γτfX − (−1)rνγ2τ)ζr + 2γσf ∗ψr]X + ft
+(γ1(fY − 2α′) + γ2(fZ − 2β ′ sinα))(τξr + 2σφrX ). (9.4.49)
To solve (9.3.24), we assume
γ′1Y + γ′2Z + kγ1 + hγ2 = 0 (9.4.50)
and
(−1)rνγ2σ − (γσ)′ − 3γσfX = 0, (9.4.51)
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Moreover, (9.4.2) and (9.4.3) become
R2 = α
′′X − (β ′ cosα)′Z + ((γ1τ)′ − (−1)rνγγ1τ)ξr + 2((γ1σ)′ − (−1)rνγγ1σ)φrX
+kt + (γ
′
1Y + γ′2Z)γ1(τζr + 2σψrX ) + (f − γ(τζrX + σψrX 2))(2α′ + kX + 2γ1σφr)
+(k + γ1(τξr + 2σφrX ))(kY + γ21(τζr + 2σψrX ))− β ′2(X sinα+ Y cosα) cosα
−α′(α′Y + β ′Z sinα) + (h+ γ2(τξr + 2σφrX ))(kZ − 2β ′ cosα+ γ1γ2(τζr + 2σψrX ))
= (α′′ − 2−1β ′2 sin 2α + fX (2α′ + kX ))X − (α′2 + β ′2 cos2 α)Y + kt + kkY
+[τ(γ1kY + γ2(kZ − 2β ′ cosα)) + (γ1τ)′ − (−1)rνγγ1τ ]ξr − ((β ′ cosα)′ + α′β ′ sinα)Z
+γσ(2σγ1φr − 2α′ − kX )ψrX 2 + f ∗(2α′ + kX + 2γ1σφr) + γγ1τ 2ξrζr
+h(kZ − 2β ′ cosα) + {2γγ1στξrψr + 2[(γ1σ)′ − σγ1(hZ + (−1)rνγ)
+γ2σ(kZ − 2β ′ cosα))]φr − γτ(2α′ + kX )ζr}X , (9.4.52)
R3 = (β
′ sinα)′X + (β ′ cosα)′Y + (γ2τ)′ξr + 2(γ2σ)′φrX − (−1)rνγ2γ(τξr + 2σφrX )
+(γ′1Y + γ′2Z)γ2(τζr + 2σψrX ) + (f − γ(τζrX + σψrX 2))(2β ′ sinα + hX + 2γ2σφr)
+(k + γ1(τξr + 2σφrX ))(2β ′ cosα + hY + γ1γ2(τζr + 2σψrX )− β ′2Z + ht
+α′β ′(X cosα−Y sinα) + (h+ γ2(τξr + 2σφrX ))(hZ + γ22(τζr + 2σψrX ))
= [(β ′ sinα)′ + α′β ′ cosα + fX (2β ′ sinα + hX )]X + [(β ′ cosα)′ − α′β ′ sinα]Y
+[(γ2τ)
′ + (γ1(2β ′ cosα + hY) + γ2hZ − (−1)rνγγ2)τ ]ξr + {2γγ2τσξrψr + 2[(γ2σ)′
−γ2σ(kY + (−1)rνγ) + γ1σ(2β ′ cosα + hY)]φr − γτ(2β ′ sinα + hX )ζr}X
+f ∗(2β ′ sinα + hX + 2γ2σφr) + k(2β ′ cosα+ hY) + ht + hhZ + γγ2τ 2ξrζr
+γσ(2γ2σφr − 2β ′ sinα− hX )ψrX 2 − β ′2Z (9.4.53)
by (9.4.50).
Thanks to the coefficients of X 2 in ∂Z(R2) = ∂Y(R3), we have:
γ2(2α
′ + kX ) = γ1(2β ′ sinα + hX ). (9.4.54)
According to (9.4.50),
kXγ1 + hXγ2 = 0, γ′1 + γ1kY + γ2hY = 0, γ
′
2 + γ1kZ + γ2hZ = 0. (9.4.55)
Solving (9.4.54) and the first equation in (9.4.55), we obtain
kX = 2γ−1γ2(β ′γ1 sinα− α′γ2), hX = −2γ−1γ1(β ′γ1 sinα− α′γ2). (9.4.56)
Moreover, the coefficients of X in ∂Z(R2) = ∂Y(R3) give
γ′1γ2 − γ1γ′2 + γ1γ2(kY − hZ) + γ22kZ − γ21hY − 2γβ ′ cosα = 0 (9.4.57)
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by (9.4.50). According to (9.4.55), the above equation can be rewritten as
kZ − hY = 2β ′ cosα. (9.4.58)
Furthermore, (9.4.54) and the coefficients of X 0 in ∂Z(R2) = ∂Y(R3) show that f is a
function of t and γ1Y + γ2Z by the method of characteristics in Section 4.1. According
to the coefficients of X in ∂Y(R1) = ∂X (R2) and ∂Z(R1) = ∂X (R3), we take
f ∗ = ϕϑr + σ ˜̟φr + α1, (9.4.59)
where ϕ and α1 are functions in t, and
˜̟ = γ1Y + γ2Z, ϑ0 = b1e ˜̟ − c1e− ˜̟ , ϑ1 = c1 sin( ˜̟ + b1) (9.4.60)
for b1, c1 ∈ R.
Note
2σ(γ1fY + γ2fZ)φr = 2γσf ∗˜̟ φr. (9.4.61)
Denote
ϑˆ0 = b1e
˜̟ + c1e
− ˜̟ , ϑˆ1 = c1 cos( ˜̟ + b1). (9.4.62)
Then
f ∗˜̟ = ϕϑˆr + σ(φr + ˜̟ψr), f
∗
˜̟ ˜̟ = (−1)r(ϕϑr + σ ˜̟φr) + 2σψr. (9.4.63)
Moreover.
∂Y(2γσf
∗
˜̟ φr − 2γσf ∗ψr)
= 2γγ1σ[f
∗
˜̟ ˜̟φr + f
∗
˜̟ψr − (f ∗˜̟ψr + (−1)rf ∗φr)]
= 2γγ1σ[((−1)r(ϕϑr + σ ˜̟φr) + 2σψr)φr − (−1)r(ϕϑr + σ ˜̟φr + α1)φr]
= 4γγ1σ
2φrψr − (−1)r2α1γγ1σφr. (9.4.64)
Similarly,
∂Z(2γσf ∗˜̟φr − 2γσf ∗ψr) = 4γγ2σ2φrψr − (−1)r2α1γγ2σφr. (9.4.65)
Now the coefficients of X in ∂Y(R1) = ∂X (R2) give
−(−1)rγ1[((γτ)′ + 2γτfX − (−1)rνγ2τ)ξr + 2α1γσφr]
−4γ1σ(γ1α′ + γ2β ′ sinα)ψr = −2γσ(2α′ + kX )ψr (9.4.66)
by (9.4.49), (9.4.52) and (9.4.64). According to (9.4.49), (9.4.53) and (9.4.65), the coeffi-
cients of X in ∂X (R1) = ∂X (R3) imply
−(−1)rγ2[((γτ)′ + 2γτfX − (−1)rνγ2τ)ξr + 2α1γσφr]
−4γ2σ(γ1α′ + γ2β ′ sinα)ψr = −2γσ(2β ′ sinα + hX )ψr. (9.4.67)
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Observe that (9.4.56) yields
γ(2α′ + kX ) = 2α′γ + 2γ2(β ′γ1 sinα− α′γ2) = 2γ1(γ1α′ + γ2β ′ sinα), (9.4.68)
γ(2β ′ sinα + hX ) = 2β
′γ sinα− 2γ1(β ′γ1 sinα− α′γ2) = 2γ2(γ2β ′ sinα+ γ1α′). (9.4.69)
Thus (9.4.66) and (9.4.67) are implied by
((γτ)′ + 2γτfX − (−1)rνγ2τ)ξr + 2α1γσφr = 0 (9.4.70)
As (9.4.64) and (9.4.65), Expressions (9.4.40)-(9.4.43) and (9.4.59)-(9.4.62) give
γτ∂Y(f ∗˜̟ ξr − f ∗ζr) = γγ1τ(2σξrψr − (−1)rα1ξr + cˆrσ), (9.4.71)
γτ∂Z(f ∗˜̟ ξr − f ∗ζr) = γγ2τ(2σξrψr − (−1)rα1ξr + cˆrσ), (9.4.72)
where
cˆ0 = ξ0ψ0 − ζ0φ0 = 2(ab− c), cˆ1 = ξ1ψ1 − zeta1φ1 = c sin b. (9.4.73)
Moreover,
kfY + hfZ = (γ1k + γ2h)f ∗˜̟ = −(γ′1Y + γ′2Z)f ∗˜̟ = −∂t( ˜̟ )f ∗˜̟ (9.4.74)
by (6.4.55). On the other hand,
∂t(f
∗) = f ∗t + ∂t( ˜̟ )f
∗
˜̟ . (9.4.75)
Thus the coefficients of X 0 in ∂Y(R1) = ∂X (R2) give
[(fX − (−1)rγν)ϕ+ ϕ′)ϑr + ((fX − (−1)rνγ)σ + σ′) ˜̟φr − α1γτζr]Y
= 2α′′ − (2α′ + kX )hZ + kX t + (hX + 2β ′ sinα)hY − cˆrγ1γστ
+2[(γ1σ)
′ − γ1σ(hZ + (−1)rνγ) + γ2σhY ]φr (9.4.76)
and the coefficients of X 0 in ∂X (R1) = ∂X (R3) yield
[(fX − (−1)rγν)ϕ + ϕ′)ϑr + ((fX − (−1)rνγ)σ + σ′) ˜̟φr − α1γτζr]Z
= 2(β ′ sinα)′ + hX t − (hX + 2β ′ sinα)kY + (kX + 2α′)kZ − cˆrγ2γστ
+2[(γ2σ)
′ − γ2σ(kY + (−1)rνγ) + γ1σkZ ]φr (9.4.77)
by (9.4.44), (9.4.49), (9.4.52), (9.4.53), (9.4.58), (9.4.68), (9.4.69) and (9.4.71)-(9.4.74).
Thus we have:
2α′′ − (2α′ + kX )hZ + kX t + (hX + 2β ′ sinα)hY − cˆrγ1γστ = 0 (9.4.78)
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and
2(β ′ sinα)′ + hX t − (hX + 2β ′ sinα)kY + (kX + 2α′)kZ − cˆrγ2γστ = 0. (9.4.79)
For simplicity, we only consider two special cases a follows.
Case 1. ϑr = ζr, σ = 0, γ1 = α
′µ and γ2 = β ′µ sinα, where µ is a function in t.
In this case,
kX = hX = 0 (9.4.80)
by (9.4.56). Moreover, (9.4.78) and (9.4.79) becomes
α′hZ − β ′ sinα hY = α′′, α′kZ − β ′ sinα kY = −(β ′ sinα)′. (9.4.81)
Furthermore, (9.4.55) becomes
α′kY + β
′ sinα hY = −α′′ − α′µ
′
µ
, (9.4.82)
α′kZ + β ′ sinα hZ = −(β ′ sinα)′ − β
′µ′
µ
sinα. (9.4.83)
Adding (9.4.82) to the first equation in (9.4.81), we get
α′(kY + hZ) = −α′µ
′
µ
∼ α′fX = α′µ
′
µ
=⇒ fX = µ
′
µ
(9.4.84)
by (9.4.44). Note
hZ = −fX − hY = −µ
′
µ
− kY . (9.4.85)
Substituting (9.4.85) into the first equation (9.4.81), we have
hY = −µ(α
′kY + α′
′) + α′µ′
β ′µ sinα
. (9.4.86)
In addition, the second equation in (9.4.81) yields
kZ =
β ′ sinα kY − (β ′ sinα)′
α′
. (9.4.87)
Note that (9.4.85)-(9.4.87) satisfy (9.4.82) and (9.4.83).
According to (9.4.58),
β ′ sinα kY − (β ′ sinα)′
α′
+
µ(α′kY + α′
′) + α′µ′
β ′µ sinα
= 2β ′ cosα. (9.4.88)
Thus
µ(α′2 + β ′2 sin2 α)kY − µ(β ′ sinα)′β ′ sinα + µα′α′′ + α′2µ′ = α′β ′2µ sin 2α (9.4.89)
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=⇒ kY = µ[α
′(β ′2 sin 2α− α′′) + (β ′ sinα)′β ′ sinα]− α′2µ′
µ(α′2 + β ′2 sin2 α)
. (9.4.90)
By (9.4.87),
kZ =
[µ(β ′2 sin 2α− α′′)− α′µ′]β ′ sinα− µα′(β ′ sinα)′
µ(α′2 + β ′2 sin2 α)
. (9.4.91)
Moreover,
hY = kZ − 2β ′ cosα = −β
′[(µα′′ + α′µ′) sinα + 2µα′2 cosα] + µα′(β ′ sinα)′
µ(α′2 + β ′2 sin2 α)
. (9.4.92)
In addition, (9.4.85) gives
hZ = −α
′(β ′2 sin 2α− α′′) + (β ′ sinα)′β ′ sinα + β ′2 sin2 α
α′2 + β ′2 sin2 α
. (9.4.93)
In particular, k = kYY + kZZ and h = hYY + hZZ are determined by (9.4.90)-(9.4.93).
Now (9.4.70) is equivalent to
(γτ)′ + 2γτfX − (−1)rνγ2τ = 0. (9.4.94)
According to (9.4.84), the above equation can be written as
(γτ)′ +
2µ′
µ
(γτ)− (−1)rνγ(γτ) = 0. (9.4.95)
So
γτ =
1
µ2
exp((−1)rν
∫
γdt) =
1
µ2
exp[(−1)rν
∫
µ2(α′2 + β ′2 sin2 α)dt]. (9.4.96)
Hence
τ =
exp[(−1)rν ∫ µ2(α′2 + β ′2 sin2 α)dt]
µ4(α′2 + β ′2 sin2 α)
. (9.4.97)
Note that (9.4.76) and (9.4.77) are implied by
(fX − (−1)rγν)ϕ+ ϕ′ − α1γτ = 0 (9.4.98)
=⇒ α1 = [µµ
′ − (−1)rµ4(α′2 + β ′2 sin2 α)]ϕ+ µ2ϕ′
exp[(−1)rν ∫ µ2(α′2 + β ′2 sin2 α)dt] . (9.4.99)
It can be verified that the equation for the coefficients of X 0 in ∂Z(R2) = ∂Y(R3) is implied
by (9.4.55), (9.4.58) and the assumption that σ = 0, γ1 = α
′µ and γ2 = β ′µ sinα.
According to (9.4.45)-(9.4.47), (9.4.59), (9.4.90)-(9.4.93), (9.4.97) and (9.4.99), we
have
U = µ
′
µ
X − α′Y − β ′Z sinα + [ϕ− µ−2 exp[(−1)rν
∫
µ2(α′2 + β ′2 sin2 α)dt]]ζr
+
[µµ′ − (−1)rµ4(α′2 + β ′2 sin2 α)]ϕ+ µ2ϕ′
exp[(−1)rν ∫ µ2(α′2 + β ′2 sin2 α)dt] , (9.4.100)
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V = α′X − β ′Z cosα + k + α
′ξr exp[(−1)rν
∫
µ2(α′2 + β ′2 sin2 α)dt]
µ3(α′2 + β ′2 sin2 α)
, (9.4.101)
W = β ′(X sinα+Y cosα)+h+ β
′ξr sinα exp[(−1)rν
∫
µ2(α′2 + β ′2 sin2 α)dt]
µ3(α′2 + β ′2 sin2 α)
. (9.4.102)
Observe that f ∗ = ϕζr + α1 and so
f ∗˜̟ ξr − f ∗ζr = ϕ((−1)rξ2r − ζ2r )− α1ζr = −(4bδ0,r + cδ1,r)cϕ− α1ζr. (9.4.103)
Hence
R1 = (µ
′/µ− α′2 − β ′2 sin2 α)X + (α′′ + 2α′µ′/µ− 2−1β ′2 sin 2α)Y
+(α′β ′ cosα + (β ′ sinα)′ + 2β ′µ′ sinα/µ)Z
+γτ(4bδ0,r + cδ1,r)c(γτX − ϕ)− 2γτξr/µ (9.4.104)
by (9.4.49), (9.4.55), (9.4.74), (9.4.75) and (9.4.103). Moreover, (9.4.52), (9.4.53), (9.4.55)
and (9.4.58) yield
R2 = (α
′′ − 2−1β ′2 sin 2α+ 2α′µ′/µ)X + (kYt − α′2 − β ′2 cos2 α)Y +
+γ1(τ
′ − (−1)rνγτ)ξr + ((kZ − β ′ cosα)′ − α′β ′ sinα)Z
+2α′f ∗ + γγ1τ
2ξrζr − 2α′γτζrX + kkY + hhY , (9.4.105)
R3 = [(β
′ sinα)′ + α′β ′ cosα + 2β ′µ′ sinα/µ]X + [(hY + β ′ cosα)′ − α′β ′ sinα]Y
+γ2(τ
′ − (−1)rνγτ)ξr − 2β ′γτ sinα ζrX + (hZt − β ′2)Z
+2β ′ sinα f ∗ + kkZ + hhZ + γγ2τ 2ξrζr. (9.4.106)
By (9.3.3), (9.3.5), (9.3.22), (9.4.100)-(9.4.102) and (9.4.104)-(9.4.106), we have the
following theorem:
Theorem 9.4.2. Let α, β, ϕ, µ be arbitrary functions in t such that µ(α′2+β ′2 sin2 α) 6=
0, and let b, c be arbitrary real constants. Define the moving frame X , Y and Z by (9.3.1)
and (9.3.5), and
ξ0 = be
µ(α′Y+β′Z sinα)− ce−µ(α′Y+β′Z sinα), ξ1 = c sin[µ(α′Y +β ′Z sinα)+ b], (9.4.107)
ζ0 = be
µ(α′Y+β′Z sinα)+ ce−µ(α
′Y+β′Z sinα), ζ1 = c cos[µ(α′Y +β ′Z sinα)+ b]. (9.4.108)
Moreover, k = kYY + kZZ and h = hYY + hZZ are defined by (9.4.90)-(9.4.93). For
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r = 0, 1, we have the following solution of the Navier-Stokes equations (9.1.1)-(9.1.4):
u =
(
µ′
µ
X − α′Y + [ϕ− µ−2 exp[(−1)rν
∫
µ2(α′2 + β ′2 sin2 α)dt]]ζr
)
cosα
−
[
α′X + k + α
′ξr exp[(−1)rν
∫
µ2(α′2 + β ′2 sin2 α)dt]
µ3(α′2 + β ′2 sin2 α)
]
sinα
+
[µµ′ − (−1)rµ4(α′2 + β ′2 sin2 α)]ϕ+ µ2ϕ′
exp[(−1)rν ∫ µ2(α′2 + β ′2 sin2 α)dt] cosα, (9.4.109)
v =
(
µ′
µ
X − α′Y + [ϕ− µ−2 exp[(−1)rν
∫
µ2(α′2 + β ′2 sin2 α)dt]]ζr
)
sinα cos β
+[(α′X + k) cosα− β ′Z] cos β − [β ′(X sinα + Y cosα) + h] sin β
+
(α′ cosα cos β − β ′ sinα sin β)ξr exp[(−1)rν
∫
µ2(α′2 + β ′2 sin2 α)dt]
µ3(α′2 + β ′2 sin2 α)
+
[µµ′ − (−1)rµ4(α′2 + β ′2 sin2 α)]ϕ+ µ2ϕ′
exp[(−1)rν ∫ µ2(α′2 + β ′2 sin2 α)dt] sinα cos β, (9.4.110)
w =
(
µ′
µ
X − α′Y + [ϕ− µ−2 exp[(−1)rν
∫
µ2(α′2 + β ′2 sin2 α)dt]]ζr
)
sinα sin β
+[(α′X + k) cosα− β ′Z] sin β + [β ′(X sinα+ Y cosα) + h] cos β
+
(α′ cosα sin β + β ′ sinα cos β)ξr exp[(−1)rν
∫
µ2(α′2 + β ′2 sin2 α)dt]
µ3(α′2 + β ′2 sin2 α)
+
[µµ′ − (−1)rµ4(α′2 + β ′2 sin2 α)]ϕ+ µ2ϕ′
exp[(−1)rν ∫ µ2(α′2 + β ′2 sin2 α)dt] sinα sin β, (9.4.111)
p = ρ{(α′2 + β ′2 sin2 α− µ′/µ)X 2/2 + (2−1β ′2 sin 2α− α′′ − 2α′µ′/µ)XY
−(α′β ′ cosα + (β ′ sinα)′ + 2β ′µ′ sinα/µ)XZ − 2γτξrX /µ
+2−1[(α′2 + β ′2 cos2 α− kYt)Y2 + (β ′2 − hZt)Z2 − k2 − h2]
+(4bδ0,r + cδ1,r)cµ
−2 exp[(−1)rν
∫
µ2(α′2 + β ′2 sin2 α)dt]
×(ϕ− 2−1µ−2 exp[(−1)rν
∫
µ2(α′2 + β ′2 sin2 α)dt]X )
+(α′β ′ sinα− (kZ − β ′ cosα)′)YZ − ξ
2 exp[(−1)r2ν ∫ µ2(α′2 + β ′2 sin2 α)dt]
2µ8(α′2 + β ′2 sin2 α)
−2µ−1ϕξr − 2(α
′Y + β ′ sinα Z)[µµ′ − (−1)rµ4(α′2 + β ′2 sin2 α)]ϕ+ µ2ϕ′
exp[(−1)rν ∫ µ2(α′2 + β ′2 sin2 α)dt]
−(−1)r ζr[µ
4(α′2 + β ′2 sin2 α)]′ exp[(−1)rν ∫ µ2(α′2 + β ′2 sin2 α)dt]
µ4(α′2 + β ′2 sin2 α)
. (9.4.112)
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Case 2. γ2 = α1 = τ = 0 and γ1 6= 0.
Under the assumption, (9.4.70) naturally holds. According to (9.4.55) and (9.4.58),
kY = −γ
′
1
γ1
, kX = kZ = 0, hY = −2β ′ cosα. (9.4.113)
Note γ = γ21 . Moreover, (9.4.56) says
hX = −2β ′ sinα. (9.4.114)
Furthermore, (9.4.78) becomes
2α′′ − 2α′hZ = 0 =⇒ hZ = α
′′
α′
(9.4.115)
and (9.4.79) is satisfied naturally. Equation (9.4.44) yields
fX =
γ′1
γ1
− α
′′
α′
. (9.4.116)
Now (9.4.76) and (9.4.77) are equivalent to
ϕ′
ϕ
=
σ′
σ
= (−1)rγν − fX = (−1)rνγ21 −
γ′1
γ1
+
α′′
α′
, (9.4.117)
(γ1σ)
′
(γ1σ)
= hZ + (−1)rνγ = (−1)rνγ21 +
α′′
α′
. (9.4.118)
According to (9.4.117),
ϕ = b2α
′γ−11 e
(−1)rν ∫ γ21dt, σ = b3α′γ−11 e
(−1)rν ∫ γ21dt (9.4.119)
with b2, b3 ∈ R. Moreover, (9.4.118) is satisfied by the above σ.
Next
γσ = b2α
′γ1e(−1)
rν
∫
γ21dt =⇒ (γσ)
′
(γσ)
= (−1)rνγ21 +
α′′
α′
+
γ′1
γ
. (9.4.120)
On the other hand, (9.4.51) implies
(γσ)′
(γσ)
= (−1)rνγ − 3fX = (−1)rνγ21 −
3γ′1
γ1
+
3α′′
α′
. (9.4.121)
So
α′′
α′
= 2
γ′1
γ
=⇒ γ1 = c2
√
α′, 0 6= c2 ∈ R. (9.4.122)
Thus
ϕ = b2c
−1
2
√
α′e(−1)
rc22να, σ = b3c
−1
2
√
α′e(−1)
rc22να, fX = kY = − α
′′
2α′
. (9.4.123)
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Observe
γ1fYφr − γf ∗ψr
= γ[(ϕϑˆr + σφr + σ ˜̟ψr)φr − (ϕϑr + σ ˜̟φr)ψr]
= γ[ϕ(ϑˆrφr − ϑrψr) + σφrξr]
= [2(c− ab1)δr,0 − c1 sin b1 δr,1]γϕ + γσφ2r (9.4.124)
by (9.4.60) and (9.4.62). According to (9.4.49), (9.4.52), (9.4.53), (9.4.113) and (9.4.114),
we have
R1 = [fX t − α′2 − β ′2 sin2 α + 2γϕσ[2(c− ab1)δr,0 − c1 sin b1 δr,1]]X
−(α′′ + 2−1β ′2 sin 2α)Y + (α′β ′ cosα− (β ′ sinα)′)Z + 2γ2σ2(4aδ0,r + δ1,r)X 3
−2α′k − 2β ′h sinα + 2σ(γσφr − 2γ1α′)φrX , (9.4.125)
R2 = (α
′′ − 2−1β ′2 sin 2α + 2α′fX )X − (α′2 + β ′2 cos2 α)Y + kt + kkY
−((β ′ cosα)′ + α′β ′ sinα)Z − 2β ′h cosα
+γσ(2σγ1φr − 2α′)ψrX 2 + f ∗(2α′ + 2γ1σφr), (9.4.126)
R3 = [(β
′ sinα)′ + α′β ′ cosα]X + [(β ′ cosα)′ − α′β ′ sinα]Y + ht + hhZ − β ′2Z. (9.4.127)
In particular, (9.3.24) holds by (9.4.113), (9.4.114) and (9.4.123).
Expressions (9.4.45)-(9.4.47) become
U = − α
′′
2α′
X−α′Y−β ′Z sinα+[b2c−12
√
α′ϑr+b3α′(Yφr−c2
√
α′ψrX 2)]e(−1)rc22να. (9.4.128)
V = α′X − α
′′
2α′
Y − β ′Z cosα + 2b3c22α′2e(−1)
rc22ναφrX , (9.4.129)
W = −β ′(X sinα + Y cosα) + α
′′
α′
Z. (9.4.130)
By (9.3.3), (9.3.5), (9.3.22), (9.4.113), (9.4.114), (9.4.123) and (9.4.125)-(9.4.130), we have
the following theorem:
Theorem 9.4.3. Let α, β be arbitrary functions in t and let a, b1, b2, c2 be real con-
stants. Define the moving frame X , Y and Z by (9.3.1) and (9.3.5), and
φ0 = e
c2
√
α′Y − ae−c2
√
α′Y , φ1 = sin(c2
√
α′Y), ψ0 = ec2
√
α′Y + ae−c2
√
α′Y , (9.4.131)
ψ1 = cos(c2
√
α′Y), ϑ0 = b1ec2
√
α′Y − c1e−c2
√
α′Y , ϑ1 = c1 sin(c2
√
α′Y + b1). (9.4.132)
For r = 0, 1, we have the following solution of the Navier-Stokes equations (9.1.1)-(9.1.4):
u = [−α′′X /(2α′)− α′Y + [b2c−12
√
α′ϑr + b3α
′(Yφr − c2
√
α′ψrX 2)]e(−1)rc22να] cosα
−[α′X − α′′Y/(2α′) + 2b3c22α′2e(−1)
rc22ναφrX ] sinα, (9.4.133)
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v = [−α′′X /(2α′)− α′Y + [b2c−12
√
α′ϑr + b3α′(Yφr − c2
√
α′ψrX 2)]e(−1)rc22να] sinα cos β
+[[α′X − α′′Y/(2α′) + 2b3c22α′2e(−1)
rc22ναφrX ] cosα− β ′Z] cos β
+[β ′(X sinα + Y cosα)− α′′Z/α′] sin β, (9.4.134)
w = [−α′′X /(2α′)− α′Y + [b2c−12
√
α′ϑr + b3α′(Yφr − c2
√
α′ψrX 2)]e(−1)rc22να] sinα sin β
+[[α′X − α′′Y/(2α′) + 2b3c22α′2e(−1)
rc22ναφrX ] cosα− β ′Z] sin β
−[β ′(X sinα + Y cosα)− α′′Z/α′] cos β, (9.4.135)
p =
ρ
2
{[α
′α′′
′ − α′′2
2α′2
+ α′2 − 3β ′2 sin2 α− 2b2b3[2(c− ab1)δr,0 − c1 sin b1 δr,1]
×α′2e(−1)r2c22να]X 2 − 3β ′2XY sin 2α− (b3c2)2(4aδ0,r + δ1,r)α′3e(−1)r2c22ναX 4
+2
(α′β ′′ + 2α′′β ′) sinα
α′
XZ + 2b3c−12 α′2e(−1)
rc22να(2− b3c2e(−1)rc22ναφr)φrX 2
−4c−12
√
α′3e(−1)
rc22να
∫
(b2ϑr + b3c2
√
α′Yφr)(1 + b3e(−1)rc22ναφr)dY
+2
(β ′′ − 2α′′β ′) cosα
α′
YZ + (α
′2β ′2 − α′α′′′ + α′′2)Z2
α′2
+[
2α′α′′
′ − 3α′′2
4α′2
+ α′2 − 3β ′2 cos2 α]Y2}. (9.4.136)
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