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Pada akhir zaman ini para non-muslim yang berada di eropa sedang 
berbondong-bondong untuk masuk islam sehingga banyaknya muallaf yang 
popularitasnya terus meningkat. Hal ini menyebabkan meningkatnya 
pembelajaran al-quran terutama pada surat al-baqarah karena banyaknya hukum 
dan teknis dalam ibadah, masalahnya pembelajaran al-quran sangat susah dan 
terbatas akibatnya para muallaf di eropa susah untuk memahami isi dalam surat 
al-baqarah. Unutk menyelesaikan masalah ini dibuthkan sebuah sistem untuk 
memberikan makna-makna atau topik secara ringkas dalam surat al-baqarah. 
Denga dibuatnya sistem seperti ini dapat memudahkan muallaf unutk belajar atau 
memahami isi surat al-baqarah. Maka dari masalah ini penelitian ini dilakukan 
untuk mengekstraksikan topik dalam surat al-baqarah dengan menggunakan 
model LDA. Untuk meningkatkan kualitas topik dilakukan hyperparameter 
optimization dengan jumlah topik 32 dan nilai alpha 90 yang meningkatkan nilai 
coherence sebesar 86%. hasil topik dari LDA akan di uji kevalidasianya dengan 
pakar ahli tafsir. Dengan memberikan kuisioner dimana isi kuisioner tersebut 
mengambil 20% dari data training, kemudian hasil kuisioner tersebut dimasukan 
kedalam confussion matrix. Didapatkan hasil dari confussion matrix nilai recall 
sebesar confussion matrix. Didapatkan hasil dari confussion matrix. Dari 
confussion matrix juga kita membandingkan jumlah topik 14 dan 32 karena 
kerapatan irisannya. Terbukti jumlah topik.32 lebih baik karena nilai recall 
sebesar 88% dibandingkan jumlah topik 14 yang 56% walaupun bubble graphnya 
sedikit yang menumpuk. 













At the end of this era non-Muslims residing in Europe were flocking to 
convert to Islam so that the number of converts whose popularity continued to 
increase. This causes increased learning of the Koran, especially in Surat al-
Baqarah because of the many laws and technicalities in worship, the problem is 
learning the Koran is very difficult and limited as a result, converts in Europe 
find it difficult to understand the contents in Surah Al-Baqarah. To solve this 
problem a system is needed to provide meanings or topiks in a concise manner 
in Surah Al-Baqarah. With the creation of a system like this can make it easier 
for converts to learn or understand the contents of Surat al-Baqarah. So from this 
problem this study was conducted to extract the topik in Surat al-Baqarah using 
the LDA model. To improve the quality of the topik, hyperparameter 
optimization was done with the number of topiks 32 and alpha value 90 which 
increased the coherence value by 86%. the results of the topiks from the LDA 
will be tested for validation by expert interpreters. By giving a questionnaire 
where the contents of the questionnaire took 20% of the training data, then the 
results of the questionnaire were entered into the confusion matrix. Obtained 
results from the confusion matrix recall confusion matrix. From the confusion 
matrix we also compare the number of topics 14 and 32 because of the density 
of the slices. It is proven that the number of topics.32 is better because the recall 
value is 88% compared to the number of topics 14 which is 56% even though the 
bubble graph is a little piling up. 
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