The question of the exact region in the complex plane of the possible single eigenvalues of all n-by-n stochastic matrices was raised by Kolmogorov in 1937 and settled by Karpelevič in 1951 after a partial result by Dmitriev and Dynkin in 1946. The Karpelevič result is unwieldy, but a simplification was given by Ðoković in 1990 and Ito in 1997. The Karpelevič region is determined by a set of boundary arcs each connecting consecutive roots of unity of order less than n. It is shown here that each of these arcs is realized by a single, somewhat simple, parameterized stochastic matrix. Other observations are made about the nature of the arcs and several further questions are raised. The doubly stochastic analog of the Karpelevič region remains open, but a conjecture about it is amplified.
Introduction
In [11] , Kolmogorov posed the problem of characterizing the subset of the complex plane, denoted by Θ n , that consists of the individual eigenvalues of all n-by-n stochastic matrices.
One can easily verify that for each n ≥ 2, the region Θ n is closed, inscribed in the unit-disc, star-convex (with star-centers at zero and one), and symmetric with respect to the real-axis. Furthermore, it is clear that Θ n ⊆ Θ n+1 , ∀n ∈ N. In view of these properties, ∂Θ n = {λ ∈ Θ n : αλ ∈ Θ n , ∀α > 1}, and each region is determined by its boundary.
Dmitriev and Dynkin [2] obtained a partial solution to Kolmogorov's problem, and Karpelevič [10, Theorem B] , expanding on the work of [2] , resolved it by showing that the boundary of Θ n consists of curvilinear arcs (herein, Karpelevič arcs or K-arcs), whose points satisfy a polynomial equation that is determined by the endpoints of the arc (which are consecutive roots of unity). Ðoković [14, Theorem 4.5] and Ito [7, Theorem 2] each provide a simplification of this result. However, noticably absent in the Karpelevič Theorem (and the above-mentioned works) are realizing-matrices (i.e., a matrix whose spectrum contains a given point) for points on these arcs.
This problem has been addressed previously in the literature. Dmitriev and Dynkin [2, Basic Theorem] give a schematic description of such matrices for points on the boundary of Θ n \Θ n−1 and Swift [16, §2.2 .2] provides such matrices for 3 ≤ n ≤ 5.
Our main result is providing, for every n and for each arc, a single parametric matrix that realizes the entire K-arc as the parameter runs from 0 to 1. Aside from the theoretical importance -after all, the original problem posed by Kolmogorov is intrinsically matricial -possession of such matrices is instrumental in the study of nonreal Perron similarities in the longstanding nonnegative inverse eigenvalue problem [9] , and provides a framework for resolving Conjecture 1 [12] vis-à-vis the results in [8] .
In addition, we provide some partial results on the differentiability of the Karpelevič arcs. We demonstrate that some powers of certain realizing-matrices realize other arcs. Finally, we pose several problems that appeal to a wide variety of mathematical interests.
Notation & Background
The algebra of complex (real) n-by-n matrices is denoted by M n (C) (M n (R)). A real matrix is called nonnegative (positive) if it is an entrywise nonnegative (positive) matrix. If A is nonnegative (positive), then we write A ≥ 0 (A > 0).
An n-by-n nonnegative matrix A is called (row) stochastic if every row sums to unity; column stochastic if every column sums to unity; and doubly stochastic if it is row stochastic and column stochastic.
Given n ∈ N, the set The following is the celebrated Karpelevič Theorem in a form due to Ito [7] .
Theorem 2.1 (Karpelevič) . The region Θ n is symmetric with respect to the real axis, is included in the unit-disc {z ∈ C : |z| ≤ 1}, and intersects the unitcircle {z ∈ C : |z| = 1} at the points {e 2πip/q : p/q ∈ F n }. Figure 1 contains the regions Θ 3 , Θ 4 , and Θ 5 .
For n ∈ N, we call the collection of such arcs the K-arcs (of order n) and we denote by K(p/q, r/s) = K n (p/q, r/s) the arc connecting e 2πip/q and e 2πir/s , when p/q and r/s are Farey neighbors. Notice that the number of K-arcs equals 
the Ito polynomials (with respect to {p/q, r/s}). A directed graph (or simply digraph) Γ = (V, E) consists of a finite, nonempty set V of vertices, together with a set E ⊆ V × V of arcs. For A ∈ M n (C), the directed graph (or simply digraph) of A, denoted by Γ = Γ (A), has vertex set V = {1, . . . , n} and arc set E = {(i, j) ∈ V × V : a ij = 0}.
A digraph Γ is called strongly connected if for any two distinct vertices i and j of Γ, there is a path in Γ from i to j. Following [1] , we consider every vertex of V as strongly connected to itself. A strong digraph is primitive if the greatest common divisor of all its cycle-lengths is one, otherwise it is imprimitive.
For n ≥ 2, an n-by-n matrix A is called reducible if there exists a permutation matrix P such that For n ∈ N, denote by C n the basic circulant, i.e.,
Note that the digraph of C n is a cycle of length n.
Given an n-by-n matrix A, the characteristic polynomial of A, denoted by
c k t n−k is the n-by-n matrix defined by
,
It is well-known that χ C = f . Notice that C is irreducible if and only if c n = 0.
Realizing-matrices
Lemma 3.
Proof. Take either a Laplace-expansion along the k-th row or the k-th column of B.
Proof. Let p/q and r/s be Farey neighbors, where q < s. Note that s = q n/q since q and s are relatively prime. First, we consider the case in which p/q = 0 and r/s = 1/n (which we call the Type 0 arc). Then (2.1) reduces to (t − β)
If α ∈ (0, 1), then Γ (M ) contains directed-cycles of length one and n. Hence, M is irreducible and since the greatest common divisor of all cycle-lengths of Γ (M ) is obviously one, M is primitive.
Next, we consider the case in which n/q = 1 (herein referred to as a Type I arc). Then (2.1) reduces to t s − βt
Hence, M is irreducible, and, since gcd (s − (s − q), s) = gcd (q, s) = 1, it must be primitive.
Next, we consider the case in which n/q > 1 and s < q n/q (which we call a Type II arc). Then (2.1) reduces to
Consider the nonnegative matrix M = M (α) := αX + βY , where X is the nonnegative companion matrix of the polynomial t q n/q − t q n/q −s , and
where e q n/q −s+1 ∈ R q . Because M − αe q n/q e q n/q −s+1 is block uppertriangular, it follows from Lemma 3.1 that
If α ∈ (0, 1), then the directed graph contains n/q strongly connected components and the graph on these components, determined whether off-diagonal blocks are nonzero, is also strongly connected; hence, the entire graph is strongly connected, i.e., M is irreducible. Furthermoe, since Γ (M ) contains cycles of length q and q n/q − (q n/q − s + 1) + 1 = s, it follows that M is primitive . Finally, we consider the case when n/q > 1 and s > q n/q (herein referred to as a Type III arc). For convenience, let d = s − q n/q . Then (2.1) reduces to
Consider the nonnegative matrix M = M (α) := αC s + βY , where
Since M − αe s e 1 is block upper-triangular, following Lemma 3.1,
If α ∈ (0, 1), then Γ (M ) contains Γ (C n ) as a subgraph. Hence, M is irreducible, and since Γ (M ) clearly contains cycles of length q and s, M is primitive. Table 1 contains realizing matrices illustrating each type of arc when n = 9 (the smallest order for which each arc-type appears). Table 1 : Realizing matrices for arcs of Type I, II, and II when n = 9.
Let M := {M (α) : α ∈ [0, 1]} be the set of realizing matrices for the arc
Theorem 5.4 shows that certain powers of the realizing matrices for the arc realize other arcs: in particular, M 2 , M 3 , and M 4 form a set of realizing matrices for the arcs K(2/9, 1/4), K(1/3, 3/8), and K(4/9, 1/2), respectively.
Differentiability of the Arcs
We investigate here the smoothness of the K-arcs, a natural question not previously addressed.
To that end, let f and g be monic polynomials of degree n. For α ∈ [0, 1], let c α := αf + (1 − α)g. Since the roots of a polynomial vary continuously with respect to its coefficients, it follows that the locus L(f, g) := {t ∈ C : c α (t) = 0, α ∈ [0, 1]} consists of n continuous paths (counting multiplicities), each of which connects a root of g to a root of f , whose points depend continuously on the parameter α (if f and g share a root, then there is a degenerate path at this root).
Denote by P (µ, λ) the path that starts at the root µ of g and terminates at the root λ of
Differentiating with respect to α yields
If c α (r) = 0 (i.e., if r is not a multiple root of c α ), then
Thus, the path P (µ, λ) is differentiable at r if r is not a multiple root of c α [6] .
(ii) If n is odd and α ≥ β, then f α has n distinct roots.
(iii) If n is odd and α < β, then f α has a multiple root if and only if
Proof. Notice that f α (1) = 0, and, since
It is well-known that a polynomial has a multiple root if and only if it shares a root with its formal derivative. Thus, f α has a multiple root λ ∈ C if and only if f α (λ) = f α (λ) = 0, i.e., if and only if
Solving for β in (4.4) and substituting the result in (4.3) yields
Substituting for λ n in (4.3) yields
We now consider each part separately:
(i) For contradiction, if f α has a multiple root, then it must be negative (4.6); however, because f α (−t) = t n + βt − α, Descartes' Rule of Signs ensures that p has at most one negative root, a contradiction.
(ii) Suppose that n is odd and α ≥ β. For contradiction, if f α has a multiple root, then, following (4.6),
(iii) It is well-known that a polynomial f has a multiple root if and only if its
where B, C, and D denote the upper-right, lower-left, and lower-right blocks of S(f α , f α ). Since
and n is odd, it follows that R(f α , f α ) = n n α n−1 − (n − 1) n−1 β n and the result is established.
Remark 4.2.
If n is odd and f α has a multiple root λ (which, folllowing (4.6), must be negative), then Descartes' Rule of Signs applied to f α (−t) = −t n +βt−α forces the multiplicity of λ as a root of f α to be exactly two. 
n for the polynomial f α defined in (4.1), is a univariate polynomial in α. Since π(0) = −(n − 1) n−1 < 0 and π(1) = n n > 0, it folllows that π must have a root in (0, 1). However, π (α) = n n (n − 1)α n−2 + (n − 1) n−1 (α − 1) n−1 and because n is odd, we have π(α) ≥ 0 for all α ≥ 0. Thus, π is strictly increasing on (0, ∞) and hence has exactly one root in (0, 1). (ii) If n is odd and n/2
Proof. In view of Proposition 4.1, it suffices to consider the case when n is odd and α < β, where f α is defined as in (4.1); however, this case is clear as well since Remark 4.2 ensures that if f α has a multiple multiple root, then λ is real.
Powers of Realizing-matrices
For each of the arc types listed in the proof of Theorem 3.2, we refer to the collection of polynomials
as the reduced Ito polynomials. The following result is readily deduced from several well-known theorems concerning Farey pairs (see, e.g., [3, pp. 28-29] ). 
Proof. If there is a positive integer
Although the evidence is ample, a demonstration that the powered 
The Levick-Pereira-Kribs Conjecture
For a natural number n, denote by Π n the convex-hull of the n th roots-ofunity, i.e., Denote by Ω n the subset of the complex-plane containing all single eigenvalues of all n-by-n doubly stochastic matrices. Perfect and Mirsky [15] conjectured that Ω n = n k=1 Π k and proved their conjecture when 1 ≤ n ≤ 3. Levick et al. [12] proved Perfect-Mirsky when n = 4 but a counterexample when n = 5 was given by Mashreghi and Rivard [13] . Levick et al. conjectured that Ω n = Θ n−1 ∪ Π n ([12, Conjecture 1]).
In [8] , necessary and sufficient conditions were found for a stochastic matrix to be similar to a doubly stochastic matrix. Thus, it is possible to investigate the Levick-Pereira-Kribs Conjecture via the realizing matrices given in Theorem 3.2 vis-à-vis the results in [8] . In particular, if M is a realizing matrix for λ on the boundary of Θ n excluding the unit-circle (this case is clear), and M ⊕ 1 is similar to a doubly stochastic matrix D, then Θ n−1 ∪ Π n ⊆ Ω n .
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