Earlier studies found little evidence of scale economies at large banks; later studies using data from the 1990s uncovered such evidence, providing a rationale for very large banks seen worldwide.
I. Introduction
The financial crisis that began in 2007 has focused attention on large financial institutions and the role the too-big-to-fail doctrine has played in driving their size. Financial reform has focused on limiting the costs that systemically important financial institutions (SIFIs) impose on the economy. However, the potential efficiency benefits of operating at a large scale have been largely neglected in policy discussions and recent research. Textbooks explain that banks should enjoy scale economies as they grow larger because the credit risk of their loans and financial services, as well as the liquidity risk of their deposits, becomes better diversified, which reduces the relative cost of managing these risks and allows banks to conserve equity capital as well as reserves and liquid assets. In addition, textbooks point to the spreading of overhead costs, especially those associated with information technology, as another source of scale economies. But the recent financial crisis has led many to question whether such efficiencies exist or whether scale has been driven primarily by institutions seeking to exploit the cost advantages of being too big to fail.
Older empirical studies that used data from the 1980s did not find scale economies in banking except at very small banks. But more recent studies that used data from the 1990s and 2000s and more modern methods for modeling bank technology that incorporate managerial preferences for risk and endogenize bank risk-taking find significant scale economies at banks of all sizes included in the sample. 1 These studies include Moon (1996, 2000) , Berger and Mester (1997) , Hughes and Mester (1998) , Hughes, Mester, and Moon (2001) , Bossone and Lee (2004) , Wheelock and Wilson (2009), and Feng and Serletis (2010) . Hughes and Mester (2010) discuss some of these modern methods 1 See Mester (2010) for discussion. of modeling bank technology and the evidence of scale economies obtained from them. Part of the difference in results between the older studies and more recent ones appears to reflect improvements in the methods researchers used for measuring scale economies and part reflects a change in banking technology, such as the use of information technologies, and environmental factors, such as geographic deregulation, which have led to a larger efficient scale of banking production.
This investigation uses the modeling techniques developed by Moon (1996, 2000) , and Hughes, Mester, and Moon (2001) . These earlier papers used 1994 data on top-tier bank holding companies in the U.S., while here we use 2007 data.
2 During the thirteen years that separate these two data sets, advances in information technology and further implementation of this technology in banking as well as greater diversification from geographic consolidation might be expected to increase economies of scale in banking. And indeed, consistent with the textbook prediction and with consolidation in the banking industry, we find large scale economies at small banks and even larger scale economies at large banks. The finding of significant scale economies even at banks that are not at a size usually considered too big to fail suggests that government policy is not the only source of size-related cost economies. We present evidence below that too-big-to-fail considerations are not the source of the scale economies we find. In addition, we provide estimates of the cost impact of breaking up banks into smaller institutions, as has been proposed by some. In performing this exercise we take into account not only the size of the banks but also the potential longer-run impact that accounts for the fact that smaller banks focus on different product offerings than larger banks. Our results suggest that while reducing the size of banks would raise the costs of production holding output mix constant (the scale effect), once these banks adjusted their product mix, there would be cost savings. Whether this is socially beneficial, however, depends on whether the product mix offered by the largest banks was beneficial -a question that is beyond the scope of the current paper.
The paper proceeds as follows. Sections II-IV discuss the theoretical model that incorporates bank managers' risk preferences and endogenous choice of risk. Those mainly interested in the empirical results can skip to Sections V-VI, which discuss the empirical model specifications. Section VII discusses our data set. Sections VIII-X give our empirical results, and Section XI concludes.
II. Modeling Banking Cost
According to the standard textbook, a cost function uses input prices to translate the production function into the minimum cost of producing output. The textbook usually illustrates the cost function in terms of an expansion path graphed on an isoquant map. The expansion path is the locus of points where the marginal rate of substitution equals the input price ratio. The older literature on modeling bank cost functions often applied these concepts in a very straightforward way to bank production. It considered how to specify outputs and inputs in terms of bank assets, financial services, and liabilities. After calculating input prices, it derived a cost function for econometric estimation, applied it to bank data, and computed scale economies from the fitted function. As noted above, the results usually offered no evidence of scale economies at large banks. Moon (1996, 2000) , and Hughes, Mester, and Moon (2001) argue that the standard specification of the cost function fails to capture an essential ingredient in bank productionrisk. Bank managers' risk preferences are typically not modeled in standard cost function analysis, yet managers face a risk-expected-return trade-off determined by the investment strategy they choose and the economic environment in which they operate. Thus, a bank's cost depends on its risk exposure, which contains an exogenous component reflecting the economic environment and an endogenous component reflecting the managers' choice of risk exposure.
The standard textbook explains that banks might enjoy scale economies derived from the diversification of risk obtained from a larger portfolio of loans and a larger base of deposits. These diversification benefits allow larger banks to manage risk with relatively fewer resources. In other words, a larger scale of operations improves a bank's risk-return trade-off. Figure 1 shows the smaller bank's investment strategies on the risk-return frontier labeled I and the larger bank's strategies on frontier II. Figure 1 point A represents production of a smaller, less diversified output, say, some quantity of loans with a particular probability distribution of default that reflects the contractual interest rate charged and the resources allocated to risk assessment and monitoring. Point B represents a larger quantity of loans with the same contractual interest rate but better diversification and, hence, an improved probability distribution of default and lower overall risk. The better diversification allows the costs of risk management to increase less than proportionately with the loan volume while maintaining an improved probability distribution of default. Thus, the response of cost to the increase in output from point A to point B reflects scale economies and the expected return at B exceeds that at A.
Suppose in
Suppose, instead, the larger, better diversified portfolio of loans is produced with the investment strategy at point C. The strategy at C preserves the risk exposure of A, and the better diversification improves the expected return. The bank at C may charge a higher contractual interest rate, which would tend to increase risk, but the better diversification offsets the additional risk. The cost of managing the larger loan portfolio at the same risk as A may still increase less than proportionately, but the increase will be greater than that occasioned by B. Thus, the change in cost from A to C may still show scale economies, though smaller than from A to B.
On the other hand, suppose the bank responds to the better diversification of the larger output by adopting a more risky investment strategy for an enhanced expected return. It charges an even higher contractual interest rate on loans than at point C. Better diversification does not offset the increased cost occasioned by the additional default risk. Point D in Figure 1 designates this strategy. The increased inherent default risk due to the higher contractual interest rate results in costs of risk management that increase more than proportionately with the loan volume (from A to D), and production appears to exhibit the counter-intuitive scale diseconomies found by empirical studies of banking cost that fail to account for endogenous risk-taking.
While the investment strategies at B, C, and D entail producing the same quantity of loans, the expected return and its associated cost and risk of producing the loans differ across the three strategies. Figure 2 illustrates this point. It characterizes the production technology for a quantity of loans represented by the isoquant shown in the figure. The mix of debt and equity used to fund the loans is ignored. Instead, the diagram shows the quantity of physical capital and labor used in the process of credit evaluation and loan monitoring. (As the argument that follows illustrates, this isoquant is not well defined in traditional terms.) Point C shows the least costly way to produce the particular quantity of loans with the risk exposure associated with the investment strategy C in Figure 1 . If a bank adopted the less risky strategy, B, it might use less labor in credit evaluation and monitoring: point B in Figure 2 , a less costly method of producing the same quantity of loans. Thus, the isoquant for this quantity of loans that passes through point C captures one investment strategy only. If the isoquant included a characterization of the risk exposure, there would be another isoquant passing through point B for the same quantity of loans produced with the lower risk strategy. On the other hand, if a bank adopted the more risky strategy, D, it would use more labor, the corresponding point D in Figure 2 , a more costly method than C. Thus, the cost of producing this particular quantity of loans depends on a bank's choice of risk exposure and its expected return. As in Moon (1996, 2000) , and Hughes, Mester, and Moon (2001) , we refer to this risk-return-driven cost as the managerial mostpreferred cost function, since it reflects managers' preferences over investment strategies that reflect the risk-expected return trade-off.
As explained in Hughes, Mester, and Moon (2001) , failing to account for endogenous risk-taking when estimating a production model can produce misleading estimates of scale economies and cost elasticities. If production is observed at the points A and B, a naïve calculation of the cost elasticity from the difference in cost measured at these two points would appear to yield evidence of scale economies. If production is observed at points A and D, a naïve calculation from their difference in cost would appear to give evidence of scale diseconomies. Thus, the specification of the cost function to be estimated must account for endogenous risk-taking to detect the scale economies associated with better diversification.
III. Modeling Managers' Preferences for Return and Risk
Figures 1 and 2 illustrate that the cost of producing the larger, better diversified output depends on managers' choice of investment strategy in response to the better risk-expected-return trade-off. Thus, cost is not independent of managers' risk preferences. Why might risk influence banks' production choices?
Modern banking theory emphasizes that bank managers face dichotomous investment strategies for maximizing value: one, higher risk; the other, lower risk (Marcus, 1984) . The higher risk strategy, characterized in part by a lower capital ratio and lower asset quality, exploits mispriced deposit insurance, too-big-to-fail policies, and other benefits of the governmental safety net. Of course, this strategy also increases the risk of financial distress -possibly involving regulatory intervention in the operations of the bank, liquidity crises, and even insolvency and loss of the bank's charter. Such a risky strategy enhances a bank's value when its investment opportunities are not particularly valuable: the expected gains from exploiting safety-net subsidies outweigh the potential losses entailed in episodes of financial distress. On the other hand, if a bank enjoys valuable investment opportunities, these market advantages increase its expected costs of financial distress. When the expected losses involved in financial distress exceed the expected gains from exploiting the safety net, banks enhance their value by pursuing a lower-risk strategy involving a higher capital ratio and higher asset quality. 3 Both of these investment strategies maximize firm value. Hence, risk-neutral managers would pursue them. They manage risk when doing so maximizes value (Tufano, 1996) .
These value-maximizing, dichotomous investment strategies highlight the importance of accounting for endogenous risk-taking in estimating production costs in banking. Modeling managers' risk preferences forms the foundation for building a model of bank production and cost.
We turn first to some notational matters. We represent bank technology by the transformation function, T(y, n, p, x, k)  0, where y denotes information-intensive loans and financial services; k, equity capital; x d , demandable debt and other types of debt; x b , labor and physical capital; and Rather than express managers' preferences in terms of how they rank expected return and return risk, the first two moments of the subjective distribution of returns, we ask how managers rank production plans. Production plans are more basic: to rank production plans, managers must translate plans into subjective, conditional probability distributions of profit. Managers' beliefs about the probability distribution of states of the world, s t , and about how the interaction of production plans with states yields a realization of after-tax profit,  = g(y, n, p, r, x, k, s), imply a subjective distribution of profit that is conditional on the production plan: f(π; y, n, p, r, x, k). Under certain restrictive conditions, this distribution can be represented by its first two moments, E(; y, n, p, r, x, k) and S(; y, n, p, r, x, k).
Rather than define a utility function over these two moments, we define it over profit and the production plan, U(; y, n, p, r, x, k), which is equivalent to defining it over the conditional probability distributions f(·). This generalized managerial utility function subsumes the case of profit maximization where only the first moment of the conditional distribution of profit influences utility; however, it also explains cases where higher moments influence utility so that managers can trade profit to achieve other objectives involving risk.
IV. Modeling Cost When Risk Is Endogenous
The cost of producing a particular output vector y -financial assets and services -depends on the employment of inputs x and k -labor, physical capital, debt, and equity. How managers choose to produce any particular output vector can be modeled as a utility maximization problem. Hence, the choice from the production strategies highlighted in Figures 1 and 2, points B, C, and D, solves the utility maximization problem.
Since the utility function ranks production plans -output and input vectors and the resulting profit -banks maximize utility conditional on the output vector by solving for the utility-maximizing profit and the constituent vector of inputs required to produce it. Let m designate noninterest income while p  y represents interest income. Total revenue is given by p  y + m. Letting π designate after-tax profit and t, the tax rate on profit, and p  = 1/(1 -t), the price of a dollar of after-tax profit in terms of before-tax dollars, the before-tax accounting or cash-flow profit is defined as
The utility-maximization problem is given by: (2)
We claimed above that this utility-maximization problem has sufficient structure to identify and control for the choice of production plan from points B, C, and D of Figures 1 and 2 -plans that produce the same output, y, but differ in their risk exposure and resources allocated to managing risk. How then does the solution, the most preferred profit and cost functions and the most preferred input demand functions, depend on the risk exposure?
First, note that revenue, p  y + m, drives the solution. In addition, the output prices, p, which are contractual returns on assets such as loans and securities, control for the ex ante risk premium of each of those assets when they are compared to the risk-free interest rate r. The quantity of nonperforming assets, n, captures ex post or realized default risk. The quantity of equity capital, k, controls for a key component of capital structure that underlies expected return and return risk. Moreover, since the cost of equity and loan losses are excluded from the calculation of cash-flow cost and profit, the quantities of equity and nonperforming loans control for these omitted expenses. These controls as well as the tax rate on earnings embodied in the price of a before-tax dollar, p  , in terms of after-tax dollars constitute a rich characterization of investment strategies that shape cost.
These variables that characterize and control for the investment strategy permit the calculation of risk-adjusted scale economies from the estimated cost function -a calculation that accounts for the bank's choice of risk exposure. In Figures 1 and 2 the problem of identifying the points B, C, and D for the purpose of computing scale economies is resolved by these control variables. Note that to the extent that larger banks and smaller banks choose a different product mix with different risk characteristics -e.g., larger banks produce more off-balance-sheet activities than smaller banks -by controlling for risk preferences, this cost model allows us to include banks of all sizes in our estimation.
V. Using the Almost Ideal Demand System to Estimate the Most Preferred Cost Function and Scale Economies
To estimate the utility-maximizing profit and input demand functions that solve the problem (1a), (1b), and (1c), we follow Moon (1996, 2000) , and Hughes, Mester, and Moon (2001) and adapt the Almost Ideal Demand System of consumer theory, which was proposed by Deaton and Muellbauer (1980) , to represent managerial preferences. Just as the estimation of this system using consumers' budget data recovers consumers' preferences for goods and services, its application to banks' data on production and cost recovers managers' rankings of production plans or, equivalently, their ranking of subjective probability distributions of profit conditional on the production plan.
The profit equation and input demands are expressed as expenditure shares of total revenue:
The input shares and profit share sum to one.
Equity capital enters the specification of the profit and input demand equations as a conditional argument. Hence, we include in the estimation a first-order condition defining the utility-maximizing value of equity capital:
where the indirect utility function, V ( , of the maximization problem (1a)- (1c) is
The appendix gives the details of empirical specification and estimation.
Managerial preferences represent their beliefs about the probabilities of future states of the world and how those states interact with production plans to generate realizations of profit, so managers' preferences change over time. Consequently, we use cross-sectional data and estimate the production system with nonlinear two-stage least squares, which is a generalized method of moments.
Hughes, Lang, Mester, and Moon (1996, 2000) show that the Almost Ideal profit share equation
is identically equal to the translog profit (cost) function when the comparative-static restrictions implied by the assumption of profit maximization are imposed or when they are satisfied by the data. Thus, these restrictions provide a test for the consistency of the data with profit maximization (cost minimization).
Equation 2 shows how the managers' most preferred cost function is derived from the profit function. We compute the measure of scale economies, the inverse of the cost elasticity with respect to output, from this expression after substituting the optimal demand for equity capital into it:
A value greater than one implies scale economies, and a value less than one implies scale diseconomies.
VI. Minimum Cost Functions and Scale Economies
The standard minimum cost function is quite different from the most preferred cost function just discussed. The standard cost function can control for some aspects of risk, including the amount of nonperforming loans, n, which accounts for the influence of asset quality on cost. In addition, the important role of equity capital in banking production suggests that the minimum cost function should include either the required return (price) or quantity of equity capital. When the required return is not readily available (and it isn't, since most banks are not publicly traded), the minimum cost function can be conditioned on equity capital. In this case, the cost function excludes the cost of equity capital and, thus, is cash-flow cost. Note that this function fails to account for the revenue side of expected return and return risk that are found in the specification of the most preferred profit and cost functions. Thus, the standard cash-flow cost function is:
We estimate this cost function and its associated share equations with a translog specification:
Scale economies based on this cash-flow cost function are: 
To illustrate the bias introduced by such a cash-flow cost function, consider two banks identical in every respect except their capital structures. One bank uses less equity and more debt to finance the same quantity of assets. Thus, its cash-flow cost of producing the same output will be greater because it incurs the interest cost of the additional debt. Since cash-flow cost does not account for the cost savings of less equity, it appears to be a more costly method of producing the same output. Had the cash-flow cost function been properly conditioned on the amount of equity capital employed, the appearance of a less efficient production method would have been dispelled. Thus, the specification of cost in (8) is theoretically mis-specified so we label it with the MS subscript. For illustrative purposes, we estimate this cost function and its associated share equations with a translog specification:
Scale economies based on this cost function are given by: 
Since the economic cost function includes the cost of equity capital, it is conditioned on the required return (price) rather than the quantity of equity capital. When a bank is publicly traded, the required return, w k , can be computed from an asset pricing model; however, most banks are not publicly traded.
Instead, the cash-flow cost function in (6) is used to obtain a shadow price of equity capital from which the economic cost function and its associated scale economies can be computed. 4 The first-order condition for optimal equity capital gives its shadow price:
Then the economic cost function is:
( , , , , ) min ( , , , , ) min ( , , , , ) .
w w w w w w
If we assume that the observed level of equity capital is cost-minimizing, then marginal cost computed from the cash-flow cost function equals marginal cost computed from the economic cost function:
Then, using (12) and (13), the degree of scale economies based on the economic cost function is given by:
VII. The Data
Our data set includes 842 top-tier bank holding companies in the United States in 2007. A toptier company is not owned by another company. The data are obtained from the Y-9 C Call Reports filed quarterly with bank regulators. We model the consolidated bank rather than its constituent banks and subsidiaries because investment decisions are generally made at the consolidated level. The summary statistics describing these banks are found in Tables 1-5 .
In all the cost functions we specify the same five outputs: y 1 , comprising cash, repos, federal funds sold, and interest-bearing deposits due from banks; y 2 , securities, including U.S. Treasury and U.S.
government agency securities as well as nongovernmental securities; y 3 , loans; y 4 , trading assets, investments in unconsolidated subsidiaries, intangibles, and other assets; and y 5 , the credit equivalent amount of off-balance-sheet activities. 6 The six inputs are: x 1 , labor; x 2 , physical capital; x 3 , time deposits exceeding $100,000 (uninsured); 7 x 4 , all other deposits (including insured deposits); x 5 , all other borrowed funds, including foreign deposits, federal funds purchased, reverse repos, trading account liabilities, mandatory convertible securities, mortgage indebtedness, commercial paper, and all other borrowed funds; and k, equity capital consisting of equity, subordinated debt, and loan loss reserves. Except for equity capital, the other five input prices are computed as the expenditure on the input divided by the quantity of the input. The price of a dollar of after-tax profit in terms of before-tax dollars is p π = 1 / (1 -t), where the tax rate, t, is the highest marginal corporate tax rate in the state in which the bank holding company is headquartered plus the highest federal marginal tax rate (which is 35 percent). Revenue, p  y + m, is the sum of interest and noninterest income.
We proxy ex post asset quality by the amount of nonperforming loans, which is the sum of past due loans, leases, and other assets, and assets in nonaccrual status, plus gross charge-offs, plus other real estate owned in satisfaction of debts (i.e., real estate owned due to foreclosures). We proxy ex ante asset quality by the average contractual interest rate, p i , on the ith output. The difference between this yield and the risk-free rate captures the risk premium incurred by the asset. Thus, the contractual interest rate captures both a component of revenue and a dimension of asset quality. Since interest income is not reported for all the outputs we specify, we use the weighted average of output prices, p  , which is measured as the ratio of interest income from accruing assets to the sum of all the outputs. Table 1 describes the full sample we used in the estimation (dropping outliers eliminated 10 bank holding companies, yielding 842 firms for the estimations). Banks range in assets from $72 million to $2.19 trillion. Because of the flexible nature of the production model and the fact that we are controlling 6 Some studies proxy the amount of off-balance-sheet activities by the net income they generate. However, this measure is biased downward by losses. The credit-equivalent amount is calculated by converting the various measures of off-balance-sheet activities into the equivalent amount of on-balance-sheet assets, adjusted by the latter's risk weight. Loans are weighted at 100 percent. A stand-by letter of credit is weighted at 100 percent, too, on the grounds that it generates the same amount of exposure to default risk as an on-balance-sheet loan.
for risk preferences and asset quality by including a measure of nonperforming loans and the average contractual interest rate on output, the model permits including a wide range of bank sizes. Tables 2-5 partition the data by asset size in order to show how the variables in Table 1 differ from small to very large banks. There is no official definition of too big to fail, but asset size of $100 billion or more has been considered a threshold for too big to fail in some studies.
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As shown in Table 2 , the mean level of loans as a proportion of total assets falls somewhat as banks get larger, from about 0.72 in the smallest category with assets under $0.8 billion to 0.58 in the largest category with assets over $100 billion. The liquid assets ratio in the three smaller groups is approximately 0.04 and, in the larger two groups, with assets over $50 billion, it is 0.08 to 0.09. Trading and other assets as a proportion of total assets rise with bank size, from 0.04 in the smallest group to 0.18 in the largest. The ratio of the credit-equivalent amount of off-balance-sheet assets to total assets also rises with bank size, from 0.03 to 0.66. Table 4 provides details of differences across size groups in risk exposure and financial performance. As banks increase in size across the six groups, their mean ratio of capital to assets increases from 0.099 to 0.13, while the mean ratio of nonperforming assets shows no monotonic pattern related to asset size. The rate of return on assets (ROA) (measured as profits/assets) in the largest group exceeds that of the other groups, but the differences in their mean ROA are negligible. The average contractual return on accruing assets is higher for smaller banks than for larger banks.
VIII. Evidence of Scale Economies
We estimate the cost function and input share equations for the theoretically mis-specified cashflow cost function (omitting the amount of equity capital), the theoretically proper cash-flow cost function (conditioned on the amount of equity capital), and the most preferred profit function and input demand functions. Table 6 presents the estimated scale economies for these models. The first column of results
shows that for the mis-specified cost function that omits any role for equity capital, all six size groups show evidence of scale economies that are statistically significantly greater than one. The differences across size groups in these measured scale economies are slight. And the means differ little from the medians. To obtain some intuition for the magnitude of the measures, consider two values, 1.01 and 1.03
at each end of the range for the six groups. If all outputs increase by 10 percent, at a scale measure of 1.01, cost increases by 9.9 percent; and, at 1.03, cost increases by 9.7 percent.
The second column of results in Table 6 shows estimates of scale economies for the theoretically correct specification that includes equity capital as a conditioning argument but omits the cost of equity in the calculation of cost. Hence, we term the result "cash-flow cost." For banks in the four size groups with less than $50 billion in total assets, we find essentially constant returns to scale, with measures of scale economies between 0.94 and 0.96. For banks larger than $50 billion, we find diseconomies of scale, significant at the 1 percent level, with the mean estimate of scale economies at 0.90 and 0.88 in the two largest size categories. (These values imply that a 10 percent increase in all outputs results in an 11 percent increase in cost.) Both of the cash-flow cost functions in columns 1 and 2 omit the cost of equity in the calculation of cost used in the estimation. However, the cost function reported in the second column controls for the quantity of equity capital. Table 5 shows that larger banks, on average, fund their assets with relatively more equity than smaller banks. The additional equity used by larger banks to fund a dollar of assets reduces the amount of debt needed to fund that dollar of assets and, thus, reduces the relative interest expense of larger banks. Failing to control for the level of equity capital upwardly biases the estimated cost elasticity of larger banks in the mis-specified cost function in column 1. The cash-flow cost function in column 2 controls for this effect and returns a larger cost elasticity (i.e., smaller measure of scale economies) for all banks and considerably increased cost elasticity for banks with over $50 billion in assets -indeed, these banks show evidence of significant scale diseconomies.
Both cash-flow cost functions omit the cost of equity capital in their measure of cost and, hence, in their estimated cost elasticity. Column 3 of Table 6 reports these scale economies based on economic cost that includes the cost of equity. Adding the cost of equity increases the scale economies for all size categories. Banks with less than $50 billion in assets experience scale economies between 1.03 and 1.04,
with the values significant at the 1 percent level for banks in the smaller size categories. Banks with total assets greater than $100 billion experience constant returns to scale.
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The failure of these properly specified minimum cost functions to show evidence of scale economies at larger banks may follow from their inability to distinguish the differences in risk-expectedreturn trade-offs that are inherent in the investment strategies of large and small banks. The most preferred cost function controls for these differences. We report the estimates of scale economies obtained from this cost function in column 4. The mean value of scale economies for the full sample is a significant 1.149. The categories of banks with assets less than $50 billion experience mean scale economies in the range 1.13 to 1.18. 10 For banks with assets between $50 billion and $100 billion, mean scale economies are 1.23, while for banks with assets over $100 billion mean scale economies are 1.35.
The median values are more modest: 1.20 and 1.25, respectively.
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9 At a value of 1.03, a 10 percent increase in all outputs would imply a 9.7 percent increase in cost; at 1.04, a 9.6 percent increase in cost; and at 1.00, a 10 percent increase in cost.
Robustness. Even though our model is very flexible and we control for risk preferences and output quality, there may be some concern that we are including banks with very different production technologies in the estimation and that this is driving our results. However, this does not appear to be the case. First, we re-estimate our model excluding banks with assets of $2 billion or less. This leaves a sample of 215 bank holding companies. Our scale results are very similar to those obtained with the full sample. Scale economies are significantly different from one at the 1 percent level and increase with bank size, from 1.14 for banks in the $2 billion to $10 billion size category up to 1.29 for banks with assets greater than $100 billion. Our results are also robust to re-estimating the model for the sample of bank that omits those with extreme values of output shares. This leaves a sample of 833 bank holding companies. Scale economies are significantly different from one at the 1 percent level and increase with bank size, from 1.15 for banks with assets under $0.8 billion and 1.30 for banks with assets greater than $100 billion.
IX. Evidence on Whether Scale Economies Are Driven by Too-Big-To-Fail Considerations
One question is whether the scale economies we find at very large banks are driven by their being too big to fail (TBTF), which might give them a cost advantage over other banks. There is no simple categorization of banks as TBTF. For the purposes of our analysis, let's consider banks with assets greater than $100 billion as being TBTF, which is consistent with the definitions suggested in Brewer and Jagtiani (2009) . Here we present evidence that our scale results are not driven solely by TBTF considerations.
First, as presented above, we find scale economies not only at banks with assets > $100 billion but also at smaller banks, which are too small to be considered TBTF under any reasonable definition.
Second, we re-estimated our cost model for our sample of banks dropping the TBTF banks, i.e, banks with assets > $100 billion, and then calculated what scale economies would be for the TBTF banks, and for banks of other sizes, using this parameterization. Here, we once again found significant scale economies that increase with bank size. For banks with assets > $100 billion, the mean scale economies were 1.38 (compared with 1.35 in the baseline model estimated with the full sample of banks discussed above).
Third, to the extent that TBTF enables banks to enjoy lower funding costs because of lower risk premiums on the borrowed funds, it could be that our finding of scale economies at the largest banks in the sample is driven by these lower funding costs and that if these banks faced the same cost of funds as smaller banks, they would not enjoy scale economies. To investigate this possibility, we calculated what the scale economies for the TBTF banks would have been had the cost of the three inputs representing funding costs, namely, w 3 = uninsured deposit rate, w 4 = insured deposit rate, and w 5 = other borrowed funds rate, been the median values for the banks with assets ≤ $100 billion. Again, we find significant scale economies that also increase with size. For banks with assets > $100 billion, the mean scale economies were 1.37 (compared with 1.35 in the baseline model).
Thus, while there may be a funding cost advantage among the largest banks (perhaps because they are considered TBTF), our production model controls for this funding advantage in its computation of scale economies and there is no evidence that a funding cost advantage influences scale economies.
X. Policy Implications
A current policy question is how regulators should handle TBTF banks. One suggestion has been to impose a size limit on banks to try to prevent them from growing to be too big to fail in the first place.
As discussed in Mester (2010) , there would be several consequences of such a size limit, some of which might be unintended. Indeed, should scale economies be as strong as suggested in our results, banks would be motivated to try to circumvent such a limit. On the face of it, our estimates of scale economies suggest that such a size limit, by limiting the attainment of scale economies, would be quite costly.
However, this is actually a more difficult question than it might seem. Typically, when researchers perform such calculations, they vary the scale of operations alone. And the estimates of scale economies essentially do that as well, by keeping product mix constant as scale is expanded. However, not only is the scale of operations different for large and small banks, the output mix also differs considerably, e.g., large banks have a considerably higher share of off-balance-sheet output. This variation in output mix turns out to be important when evaluating the potential cost impact of a size limit on banks.
In particular, we ask, what would be the change in cost if we broke up the 17 banks with assets greater than $100 billion into banks with assets of $100 billion. We will decompose the change in costs into two parts: the scale effect, which calculates the change in costs ignoring any change in output mix, and the mix effect, which calculates the change in costs from the change in the output mix that occurs when scale changes. Let YL = total assets of a bank with assets > $100 billion (a large bank), YS = the size limit we are imposing (here, $100 billion), HL represent the output mix (output shares) of the large bank, and HS represent the output mix of a $100 billion bank. Then based on our estimated cost function, we can compute the ratio of the estimated cost of a set of n $100 billion banks, nC (YS,HS) , to the estimated cost of a large bank, C(YL,HL), where n = YL/YS:
scale effect mix effect.
YL YL YL C YS HS C YS HL C YS HS nC YS HS YS YS YS YL C YL HL C YL HL C YL HL C YS HL YS
Our estimated scale economies can be used to calculate the scale effect:
To calculate the mix effect, we need to know what product mix a bank with $100 billion in assets would produce in order to calculate C(YS,HS). Because there is no bank in the sample that has $100 billion in assets (and even if there were, it would not necessarily be representative), we calculate the mix effect in two different ways. First, we approximate C(YS,HS) by the mean C() of the 10 firms in the size category $60 billion to $140 billion in assets, which spans $100 billion. Second, we approximate C(YS,HS) by evaluating the estimated cost function C() at the median output shares and other non-output variables of banks in the asset size category of $50 billion to $100 billion, where we adjust y 3 so that the output levels sum to $100 billion.
Our results indicate that breaking up the 17 banks in our sample with assets > $100 billion into smaller banks with $100 billion in assets but with no change in output mix would increase costs: the scale effect implies costs would increase by an estimated $990 billion, or 2.4 times the sum of estimated costs of the 17 banks. This is consistent with the large scale economies we found. However, banks that are forced to downsize might also change their product mix over the longer run to one more consistent with a smaller scale of operations. Our estimated mix effect suggests that adjusting their output shares to those appropriate to their smaller size would lower costs by $1.0-$1.1 trillion. Thus, on net, the total longer-run impact of breaking up the banks into smaller institutions would be a cost savings of $47-$147 billion.
These calculations are only intended to be suggestive of one issue that must be considered in calculating the cost impact of imposing a size limit, namely, the effect on costs not only of a change in the scale of operations but also in the mix of outputs banks would choose to produce. Of course, these calculations ignore other consequences of such a policy. Moreover, they are only rough estimates and are dependent on the method of calculation. To see this, notice that another method of calculation indicates much smaller cost savings: Based on our estimates, the sum of estimated costs for the 17 banks in the largest size category with assets > $100 billion is $406 billion, and these banks hold a total of $9.1 trillion in assets. The sum of estimated costs for the 12 banks in the second largest size category with assets between $50 billion and $100 billion is $33 billion, and these banks hold a total of $778 billion in assets.
A simple back-of-the-envelope calculation indicates that redistributing the $9.1 trillion of assets in the largest size category to the next largest size category would result in costs of $385 billion (= (9.1 trillion / 778 billion) * $33 billion), which, compared to the $406 billion cost of banks in the largest category, suggests a cost savings of $21 billion. Again, such a calculation assumes a change in output mix to that of banks in the second largest size category (and it also assumes that the other variables in the cost function, in particular, input prices, would be those consistent with those at banks in the second largest size category). The results again suggest that the effect of the change in output mix on costs dominates the cost savings attendant to increased scale via scale economies.
XI. Conclusions
We find evidence of large scale economies at smaller banks and even larger economies at large banks -economies consistent with the standard textbook arguments -when the production model endogenizes managers' choice of risk vs. expected return. The standard minimum cost function, even one that controls for equity capital, is not able to capture these scale economies.
Our results indicate that these measured scale economies do not result from cost advantages large banks may derive from too-big-to-fail considerations. Instead, they follow from technological advantages, such as diversification and the spreading of information costs and other costs that do not increase proportionately with size. Significant scale economies in banking suggest that technological factors, as well as TBTF cost advantages, appear to have been an important driver of banks' increasing size. While we do not know if the benefits of large size outweigh the potential costs in terms of systemic risk that large scale may impose on the financial system, our results suggest that strict size limits to control such costs will not likely be effective, since they work against market forces. Our results also indicate that one should consider both scale and product mix when evaluating such a policy.
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The managers' most preferred (MP) production model comprises the profit share equation (3a), the input share equations (3b), and the first-order condition for the optimal level of equity capital, k, which is a conditioning argument in the share equations. The profit and input demand functions are shares expressed as shares of total revenue, p  y + m, and sum to one. They are derived by applying Shephard's Lemma to the managerial expenditure function, which is dual to the utility maximization problem (1a-1c) . Thus, the model to be estimated is:
To save on degrees of freedom, in our estimation we replace the vector of output prices, p, with the weighted-average output price, p  =  i p i (y i / j y j ). The risk-free rate, r, is the same for all bank holding companies, so the coefficients on terms involving r are not estimated. The input and profit revenue share equations sum to one, which implies the following adding-up conditions:
(A7) Σ i T 2i + R 24 = 0, and
The input and profit share equations are homogeneous of degree zero in (w, p  , r, p π ). The only homogeneity condition imposed in the estimation is:
which is equivalent to the adding-up condition (A8). The other homogeneity conditions contain coefficients on variables involving the risk-free rate, r. These coefficients are not estimated, since r does not vary across banks, but the homogeneity conditions can be used to recover these coefficients.
To summarize: in estimating the model, we imposed (S1), (A1)-(A7), and (A8)  (H1).
We estimated the model using nonlinear two-stage least squares, a generalized method of moments. Starting values were obtained by setting the constant terms, B i , in the input share equations at the average value of the input share across banks in the sample, the constant term, F4, in the profit share equation at the average value of the profit share across banks in the sample, and all other parameters in the input share, profit share, and equity capital demand equation equal to 0.
Figure 1
A smaller bank's investment strategies are depicted on the risk-return frontier labeled I and the larger bank's strategies on frontier II. The improved trade-off along frontier II results from the better diversification of the larger bank. Point A represents production of a smaller, less diversified output, say, some quantity of loans with a particular probability distribution of default that reflects the contractual interest rate charged and the resources allocated to risk assessment and monitoring. Point B represents a larger quantity of loans with the same contractual interest rate but better diversification and, hence, an improved probability distribution of default and lower overall risk. The better diversification allows the costs of risk management to increase less than proportionately with the loan volume while maintaining an improved probability distribution of default. Thus, the response of cost to the increase in output from point A to point B reflects economies of scale. And the expected return at B exceeds that at A.
On the other hand, suppose the bank responds to the better diversification of the larger output by adopting a more risky investment strategy for an enhanced expected return. Better diversification does not offset the increased cost occasioned by the additional default risk. Point D in Figure 1 designates this strategy. The increased inherent default risk due to the higher contractual interest rate results in costs of risk management that increase more than proportionately with the loan volume (from A to D), and production appears to exhibit the counter-intuitive scale diseconomies found by empirical studies of banking cost that fail to account for endogenous risk-taking. The investment strategies in Figure 1 are illustrated for the case of the larger output along frontier II. The production technology for a given quantity of loans is represented by the isoquant. The mix of debt and equity used to fund the loans is ignored. The diagram shows the quantity of physical capital and labor used in the process of credit evaluation and loan monitoring. Point C shows the least costly way to produce the particular quantity of loans with the risk exposure associated with the investment strategy C in Figure 1 . If a bank adopted the less risky strategy, B, it might use less labor in credit evaluation and monitoring: point B in Figure 2 , a less costly method of producing the same quantity of loans. Thus, the isoquant for this quantity of loans that passes through point C captures one investment strategy only. If the isoquant included a characterization of the risk exposure, there would be another isoquant passing through point B for the same quantity of loans produced with the lower risk strategy. On the other hand, if a bank adopted the more risky strategy, D, it would use more labor, the corresponding point D in Figure 2 , a more costly method than C. Thus, the cost of producing this particular quantity of loans depends on a bank's choice of risk exposure and its expected return. We shall refer to this characterization of cost as risk-returndriven cost.
Physical Capital 0
Labor used in risk assessment and monitoring C B D The data, obtained from the Y9-C Call Reports filed quarterly with regulators, include 842 top-tier U.S. bank holding companies in 2007. A top-tier company is not owned by another company. Banks in the largest size category, with assets exceeding $100 billion, are often perceived as being too big to fail (Brewer and Jagtiani, 2009 The data, obtained from the Y9-C Call Reports filed quarterly with regulators, include 842 top-tier U.S. bank holding companies in 2007. A top-tier company is not owned by another company. Banks in the largest size-category, with assets exceeding $100 billion, are often perceived as being too big to fail (Brewer and Jagtiani, 2009 The data, obtained from the Y9-C Call Reports filed quarterly with regulators, include 842 top-tier U.S. bank holding companies in 2007. A top-tier company is not owned by another company. Banks in the largest size-category, with assets exceeding $100 billion, are often perceived as being too big to fail (Brewer and Jagtiani, 2009 The data, obtained from the Y9-C Call Reports filed quarterly with regulators, include 842 top-tier U.S. bank holding companies in 2007. A top-tier company is not owned by another company. Banks in the largest size-category, with assets exceeding $100 billion, are often perceived as being too big to fail (Brewer and Jagtiani, 2009 Scale economies are calculated as the mean of the estimated scale economies at each point in the sample or size category (rather than scale economies evaluated at the mean of the data). The data, obtained from the Y9-C Call Reports filed quarterly with regulators, include 842 top-tier U.S. bank holding companies in 2007. A top-tier company is not owned by another company. Banks in the largest size-category, with assets exceeding $100 billion, are often perceived as being too big to fail (Brewer and Jagtiani, 2009 ).
Quantity of Loans
The estimations include the cost function and input share equations for the theoretically mis-specified cash-flow cost function (omitting the amount of equity capital) and the theoretically proper cash-flow cost function (conditioned on the amount of equity capital). The economic-cost scale economies are inferred from the theoretically proper cashflow cost function. In addition, we estimate the managers' most preferred profit function and input demand functions, which reflect the bank's risk-expected-return trade-off, and compute the managers' most-preferred cost function from the profit function. 
