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1. In trod u ction
We s h a ll  con s id e r  the fo llo w in g  problem  r e fe r re d  to  as "p o in t  
l o c a t io n " :  A g iven  p lan ar s t r a ig h t  l in e  graph on n v e r t ic e s  induces a
su b d iv is io n  o f  the p la n e ; given  a te s t  p o in t  P, f in d  which reg ion  o f  th is  
su b d iv is io n  con ta in s P. We s h a l l  assume that the graph i s  o r ig in a l ly  given 
as the c o l l e c t i o n  o f  the e d g e - l i s t s  o f  i t s  n v e r t ic e s .
To s o lv e  th is  problem , one must produce an a lgorithm  and i t s  
a sso c ia te d  data s tr u c tu r e , obta ined  by p re p ro ce ss in g  the o r ig in a l  data 
s tru c tu re . Thus, from a com putational v iew p o in t, any s o lu t io n  to the 
p o in t lo c a t io n  problem  should be eva lu ated  w ith  re sp e c t  to  the fo llo w in g  
th r e e  m easures: ( i )  the search time, that i s ,  the number o f  op era tion s
requ ired  to  lo c a te  the te s t  p o in t  in  the s u b d iv is io n ; ( i i )  the preprocessing 
timej  that i s ,  the number o f  op era tion s  requ ired  to  con stru ct the data 
s tru ctu re  p os tu la te d  by the search  a lgorith m ; ( i i i )  the amount o f  storage 
requ ired  by the p rep rocessed  data s tru c tu re .
Some workers have re ce n tly  con sid ered  th is  problem . For example 
K etelsen  [1] proposed an a lgorithm  whose search  time i s  0 ( n ) . The most
2recen t and in te r e s t in g  r e s u lts  are due to  Shamos [2 ] .  His approach i s  an
adaptation  o f  a n e a rest-n e ig h b or  a lgorith m , a lso  developed  by him. I t  c o n s is ts
o f  tra c in g  a sh ea f o f  p a r a l le l  l in e s  through each o f  the n p o in t s ,  thereby
s l i c i n g  the p lane in  s t r i p s ,  c a l le d  " s la b s " ,  each o f  which con ta in s no
v e r te x  o f  the graph and i s  su bd iv ided  by tra n sv ersa l segments in  at most
0(n ) re g io n s . S ince each o f  these s la b -r e g io n s  belon gs to  a unique plane
re g io n , O (log  n ) ^  com parisons are s u f f i c i e n t  to  lo c a te  the s lab  and
a d d it io n a l O (log  n) com parisons are s u f f i c i e n t  to  lo c a te  the re g io n . Thus,
Shamos's search  a lgorithm  has running time O (log  n ) , b u t , as i s  e a s ily
r e a l iz e d ,  both p re p ro ce ss in g  time and stora ge  are 0 (n 2) .  Shamos a lso
o u t lin e s  another p o s s ib le  procedure [2 ] ,  based on r e c u r s iv e ly  s p l i t t in g  the
planar su b d iv is io n  by means o f  p o ly g on a l l in e s ,  so that at each step  h a l f
o f  the reg ion s to  be su bd iv ided  l i e  on e ith e r  s id e  o f  a p o ly g on a l l in e .
Such an a lgorithm  cou ld  ach ieve  a search  time O (( lo g  n )2 ) /  but 'the p o lygon a l 
»
l in e s  must be "s ta r -sh a p ed " ( in  h is  term inology) and the e x is te n ce  o f  such 
lin e s  i s  an open q u estion  even fo r  the s p e c ia l  case o f  a tr ia n g u la t io n .
In th is  paper we show th a t , i f  one does not in s is t  on r e c u r s iv e ly  h a lv in g  
s e ts  o f  re g io n s , a s u ita b le  s e t  o f  p o ly g on a l l in e s  can be found w ith in  a 
p rep rocess in g  time 0 (n lo g  n ) ; the r e s u lt in g  data s tru c tu re  can be s to re d  
in  0 (n) memory lo c a t io n s  and the search  time i s  at most O (( lo g  n )2) .
The p o in t  lo c a t io n  problem  occu rs  in  a number o f  a p p lica tio n s  
in  op era tion s  resea rch , p a ttern  r e c o g n it io n , jo b  schedu ling* e t c .  We
O ) Here and h e r e a fte r  " l o g "  denotes logarithm  in  base 2.
3s h a ll  show in  th is  paper how i t  can a lso  be a p p lied  to  s o lv e  a number o f  
o th er  problem s, among which i s  s p a t ia l  convex in c lu s io n .
This paper i s  organ ized  as fo l lo w s . In the next s e c t io n  we s h a ll  
in trod u ce  some u se fu l geom etric c o n s tr u c ts , s p e c i f i c a l l y ,  monotone com plete 
se ts  o f  chains o f  a p lanar graph, and ju s t i f y  th e ir  a p p lic a t io n  to  the 
s o lu t io n  o f  the p o in t lo c a t io n  problem . In S ection  3 we s h a ll  g iv e  a 
procedure f o r  the co n s tru ct io n  o f  such se ts  o f  chains f o r  an im portant 
su b cla ss  o f  p lanar su b d iv is io n s  and i l lu s t r a t e ; t h e  r e s u lt in g  data s tr u c tu r e . 
In S ection  4 we s h a ll  i l lu s t r a t e  in  d e ta i l  the p o in t  lo c a t io n  a lgorith m .
In S ection  5 we s h a ll  extend the re s u lts  to  a rb itr a r y  p lan ar su b d iv is io n s . 
F in a lly , in  S ection  6 we s h a ll  d escr ib e  fu r th e r  a p p lica t io n s  o f  the 
o u t lin e d  a lgorithm s to  problems in  com putational geom etry.
2. Complete se ts  o f  ch a in s .
We beg in  by r e c a l l in g  some standard geom etric d e f in it io n s  and 
in trod u c in g  some u se fu l n o t io n s .
A connected p lan ar s tr a ig h t  l in e  (PSL) graph G w ith  a f i n i t e  
number o f  v e r t ic e s  su bd iv id es  the plane in to  nonempty reg ion s o f  which 
e x a c t ly  one i s  i n f i n i t e .  These reg ion s form a planar subdivision  and w i l l  
be a lso  re fe r re d  to as the reg ion s o f  G.
D e fin it io n  1 . Two v e r t ic e s  u and v o f  a PSL graph G are sa id  
to be antipodal i f  there are two p a r a l le l  s t r a ig h t  l in e s  through u and v , 
r e s p e c t iv e ly ,  w ith  the p rop erty  that a l l  v e r t ic e s  o f  G be on one s id e  o f
each l in e .
4D e fin it io n  2 . Let u and v be two a n tip od a l v e r t ic e s  o f  a PSL 
graph G. Consider a chain C = (u = u i,U 2 , . . . ,U p  = v) between u and v .
C i s  sa id  to  be monotone w ith re sp e c t  to a s t r a ig h t  l in e  £ i f  the orth ogon a l 
p r o je c t io n s  £ ( u j ) , . . . , £ (up ) o f  the v e r t ic e s  o f  C on £ are ord ered .
Example: The chain  in  Figure la  i s  monotone w ith  re sp e c t  to  £
whereas there i s  no s tr a ig h t  l in e  w ith  re sp e c t  to  which the chain  in  
F igure lb  i s  monotone.
I t  i s  conven ient to extend a chain  ( u i , . . . , u p) which i s  monotone 
w ith  resp ect to  a l in e  £ w ith h a l f - l in e s  p a r a l le l  to  £ beyond each term inal 
p o in t  ui and up . Any such extended chain thus d iv id e s  the p lane in to  two 
re g io n s . In the se q u e l, a monotone chain w i l l  always be thought o f  as 
be in g  extended in  the manner.
U= Ui
U3
Figure 1. Examples o f  ch a in s.
5D e fin it io n  3 . A s e t  C o f  chains between two a n tip od a l p o in ts  o f  
a PSL graph G i s  sa id  to  be complete i f  the fo llo w in g  two co n d it io n s  h o ld : 
( i )  each edge o f  G belon gs to  at le a s t  one chain o f  C;
( i i )  for any two chains Cj and C2 of C, the vertices of Ci which are 
not vertices of C2 lie  on the same side of C2 .
(a ) (b ) (c )
Figure 2 . A PSL graph G and two com plete se ts  o f  chains between u and v in  G.
Given a se t  o f  chains C between two p o in ts  o f  a PSL graph, i t  i s  
n a tu ra l to  in trod u ce  a b inary  r e la t io n  on C as fo l lo w s :  fo r  C i,C 2 e C,
the n o ta tio n  Ci! <€2 means that l i e s  on a s e le c te d  s id e  o f  C2 w ith  resp ect 
to  a f ix e d  ob serv er . I t  i s  then obvious that co n d it io n  ( i i )  in  D e fin it io n  
3 im p lies  that *< on a com plete s e t  C i s  a t o t a l  o rd e r in g , i . e .  , C i s  a sequence
6(C l,C 2 , . . . ,Cr ) . As an exam ple, in  F igure 2b and 2c we e x h ib it  two com plete 
se ts  o f  chains between two a n tip od a l p o in ts  u and v o f  the PSL graph G given  
in  F igure 2a.
D e fin it io n  4 . A com plete s e t  o f  chains o f  a PSL graph G i s  s a id  to  
be monotone i f  a l l  o f  i t s  members are monotone w ith  resp e c t  to  the same 
s tr a ig h t  l in e .
R e ferrin g  to  the p reced in g  exam ple, the se t  in  Figure 2c i s  
monotone, whereas the s e t  in  Figure 2b i s  n o t .
We s h a ll  now m otivate our in t e r e s t  in  monotone com plete se ts  o f  
ch a in s . Let C be a chain w ith  v e r t ic e s  u i , . . . , u g which i s  monotone w ith 
re sp e c t  to  a s tra ig h t  l in e  £ and l e t  P be a te s t  p o in t . We s h a l l  c a l l  a 
discrimination  ( o f  P aga in st C) the op era tion  o f  d ec id in g  on which s id e  o f  
C the p o in t  P l i e s .  As Shamos p o in ted  out [2 ] ,  such d is cr im in a tio n  can be 
perform ed w ith  O (log  s) com parisons o f  coord in a tes . In fa c t  (see  F igure 3 ) ,  
the p r o je c t io n s  o f  the v e r t ic e s  o f  C on £ form a sequence o f  p o in ts  
(£ (u i)  , .  . . ,£ (u s ) ) . With a b inary  sea rch , i . e . ,  w ith  j~log(s + 1)"} com parisons 
o f  co o r d in a te s , we can determ ine a unique in te r v a l  ( £ ( u i ) ,£ ( u i+ i ) )  o f  £ which 
con ta in s the p r o je c t io n  £(P) o f  P on £. N ext, w ith  a f ix e d  number o f  
a r ith m etic  op era tion s  and a s in g le  com parison we can determ ine on which 
s id e  o f  the s tra ig h t  l in e  con ta in in g  u^u-[+ i the p o in t  P l i e s .  This a lso  
determ ines on which s id e  o f  C the p o in t P l i e s .  Suppose now that an ordered  
monotone se t  o f  chains C = (C i , C2 ,• • • ,Cr ) is  given and l e t  s be the maximum
7number o f  v e r t ic e s  in  any chain o f  th is  s e t .  A pplying b in ary  search  to the 
s e t  o f  chains C, w ith  T log (r  + 1)1 d iscr im in a tio n s  we can determ ine a unique 
p a ir  o f  con secu tiv e  chains Cj and Cj-j-i o f  C which com prise the given  p o in t  P. 
S ince the se t  C i s  a lso  com plete, by p rop erty  ( i )  in  D e fin it io n  3 the 
p o r t io n  o f  p lane com prised between two con secu tiv e  members o f  C i s  a 
con caten ation  o f  reg ion s o f  G and (p o s s ib ly )  o f  chain segments (see  Figure 4 ) .  
R e ca ll now that the d is cr im in a tio n  o f  P aga in st a chain  Cj e n ta i ls  the 
id e n t i f i c a t io n  o f  a unique edge e ^  o f  C j  . Thus, i f  P has been lo ca te d
/
/
/
F igure 3. I l lu s t r a t io n  o f  a "d is c r im in a t io n "  o f  a p o in t  P aga in st a chain C.
between two con secu tiv e  chains Cj and C j+ j , the two edges e ^  and e ^ +1  ^
uniquely id e n t i fy  the reg ion  o f  the graph G to  which P b e lo n g s , and the p o in t 
lo c a t io n  problem  is  s o lv e d .
8Figure 4. P ortion  o f  p lane com prised between two co n secu tiv e  chains 
Cj and Cj-f 2 .
This j u s t i f i e s  the u se fu ln ess  o f  monotone com plete s e ts  o f  chains 
o f  a PSL graph G. The p reced in g  d is cu ss io n  a lso  in d ic a te s  that at most 
0 ( lo g  s ) * 0 ( l o g  r) com parisons are needed fo r  p o in t  lo c a t io n .  N otice  now 
th a t , i f  G has n v e r t i c e s ,  each chain o f  a com plete monotone s e t  C on G 
has at most n v e r t i c e s ;  m oreover, by p rop erty  ( i )  in  D e fin it io n  3, there 
are at most ( n - 1 ) chains in  C. I t  fo llo w s  that p o in t  lo c a t io n  req u ires  at 
most O (( lo g  n )2) com parisons.
The remaining c r u c ia l  q u estion  is  whether an a rb itr a r y  PSL graph 
always admits o f  a monotone com plete s e t  o f  ch a in s. The answer i s  in  general 
n e g a tiv e . However, we s h a l l  c o n s tr u c t iv e ly  show th a t a PSL graph G admits 
o f  a monotone com plete s e t  o f  ch a in s , p rov ided  i t  s a t i s f i e s  a rath er weak 
requirem ent. In a d d ition ,w e  s h a ll  show that an a rb itr a r y  PSL graph can be
9e a s ily  embedded in to  one to  which the chain co n s tru ct io n  procedure i s  
a p p lic a b le . This embedding crea tes  some new " a r t i f i c i a l "  r e g io n s , w ith  
no harm, however, to  the e f f e c t i v e  s o lu t io n  o f  the p o in t  lo c a t io n  problem .
3. P rep rocess in g  a lgorithm  (c o n s tru c t io n  o f  com plete se ts  o f  chains)
Let G be a PSL graph in  the p lane (x ,y )  w ith  v e r te x  se t
{ v i , v 2 , . . . ,vn } .  Each v e r te x  v  ^ i s  given  by a p a ir  o f  coord in a tes  (x i ,y i )
and the graph G i s  d escr ib ed  by i t s  e d g e - l i s t s ,  i . e . ,  by a c o l l e c t i o n
{L l> L2 »• • • »Ln K where , the e d g e - l i s t  f o r  v e r te x  v . ,  i s  the s e t  o f  in d ice sJ j
o f  v e r t ic e s  to  which v . i s  con n ected . The s e t  o f  chains we sh a ll co n stru ct  w i l l
J
be monotone w ith  re sp e c t  to  the y -a x is .
We i n i t i a l l y  arrange the o r ig in a l  data s tru c tu re  by s o r t in g  the
y -c o o rd in a te s  o f  the v e r t ic e s  and renaming the in d ic e s  so that
y i  > y 2 > . . .  > yn ; th is  p ro ce ss in g  req u ires  0 (n  lo g  n) o p e ra tio n s . Next
we co n stru ct  a tw o-dim ensional l i s t ,  c a l le d  the standard representation
o f  G, rep resen tin g  a m od ified  con n ection  m atrix  A o f  G, where A [ i , j ]  = 1
i f  and only i f  th ere  i s  an edge ( v . , v . )  in  G and e i t h e r  y . > y . o r ,  i f
J i  j
y± -  Yj » then i  < j .  N otice  that the r o w -l is t s  thus obta ined  d e scr ib e  a 
d ir e c te d  graph G*, obta ined  from G by a ss ig n in g  to  each edge e o f  G a d ir e c t io n
so that the p r o je c t io n  o f  e on the y -a x is  runs o p p os ite  to th is  a x is . For 
ease o f  r e fe r e n c e , we s h a ll  say that an edge o f  G i s  "incom ing" o r  "o u tg o in g " 
depending upon i t s  d ir e c t io n  in  G '. The co n s tru ct io n  o f  the standard 
rep resen ta tion  o f  G i s  a sim ple op e ra tio n . We scan the o r ig in a l  data s tru ctu re
10
and p rocess  each edge (v . , v . )  as fo l lo w s :  I f  e ith e r  y . > y . o r  y . = y and
i  J 1 j  J 2
i  < j  , we assign  the edge to the r o w - l is t  o f  v_^  and to  the co lu m n -lis t  o f  
Vj > o th erw ise , we ign ore  the edge. I t  i s  c le a r  that the running time o f  
th is  co n s tru ctio n  i s  p ro p o r t io n a l to  the number o f  ed ges , i . e . , s in ce  G i s  
p la n a r , i t  i s  0 (n ) .  F in a lly , the edges o f  each row- and co lu m n -lis t  are 
so r te d  a ccord in g  to  cou n terclock w ise  ascending s lo p e : th is  s o r t in g
op era tion  req u ires  time at most 0 (n  lo g  n ) . The tw o-dim ensional l i s t  data 
s tru c tu re  which g ives the standard rep resen ta tion  o f  the graph o f  F igure 5a 
i s  i l lu s t r a t e d  in  Figure 5b, a long w ith  the form ats o f  the v e r te x  and 
edge nodes. The denom inations o f  the f i e ld s  o f  the two form ats are now 
e x p la in ed . For a v ertex  v^, PRED[v^] and SUCCOR p o in t to  the lo c a t io n s
(b) FP “ 4702
Figure 5. A PSL Graph and the corresponding data s tru c tu re .
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o f  the nodes v±_ i  and v±+i, r e s p e c t iv e ly ,  w h ile  COLtv,.] and ROW[v± ] p o in t  to
the f i r s t  members o f  the column- and r o w - l i s t s ,  r e s p e c t iv e ly ;  as to  the value
f i e l d s ,  #[v±] = i  and I [ v ± ] ,  the column degree o f  v± , i s  the number o f  incom ing
edges o f  v i ?  i . e . ,  the c a r d in a lity  o f  i t s  c o lu m n -lis t . For an edge
e — * w^th y i  > y  ^ , UP [e ] and DN[e] p o in t  to  v_^  and v  ^ , r e s p e c t iv e ly  **
w h ile  COLNEXT[e] and ROWNEXT[e] p o in t  to the next members o f  the column-
and r o w - l i s t s ,  r e s p e c t iv e ly ;  W [e ], the w eight o f  e ,  w i l l  be used to denote the
number o f  chains con ta in in g  the edge e .
D e fin it io n  5 . A v e r te x  v^ o f  a PSL graph G i s  sa id  to  be regular  i f
both  i t s  row- and co lu m n -lis ts  are nonempty. M oreover, G i s  sa id  to  be regular
i f  each v^ i s  reg u la r  f o r  1 < i  < n ( i . e . ,  w ith  the ex ce p tio n  o f  the two
term in al v e r t ic e s  v, and v ) .
1 n
We s h a l l  now show that a regu la r PSL graph admits o f  a com plete
s e t  o f  ch a in s. The chain co n s tru ctio n  procedure i s  based on the ob serva tion
th a t , a ss ign in g  to  chains the con ven tion a l d ir e c t io n  from v to  v . f o r  each
1 n
v e r te x  v± there are as many incom ing as th ere  are ou tgoin g  ch a in s. Thus we must 
assign  w eight to  the edges so  th a t , f o r  every nonterm inal v e r te x  y ,  the sum
Win^Vi^ ° f  the w e i8hts o f  incom ing edges equals the sum wo u t (v i ) o f  the w eights 
o f  ou tgoin g  edges.
The o u tlin e d  ba la n cin g  o f  the w eights can be done in  two passes over 
the p re v io u s ly  d escr ib ed  data s tru c tu re . In the f i r s t  pass we proceed  from 
vn to  v 2 and assign  the edge w eights so th a t , f o r  each nonterm inal v . , 
wi n ( v i ) -  Wo u t( v i ) .  The second p a ss , in  tu rn , p roceeds from v i to  v^ and 
m od ifies  the w eights so th a t , W ^ ( y )  -  Wq^ ( v^) , ^o r  every nonterm inal v, , 
thereby a ch iev in g  the d es ired  b a la n cin g .
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During the la t t e r  pass we can a lso  e x p l i c i t l y  con stru ct the
chain  data s tru c tu re . I t  may appear at f i r s t  g lan ce that more than 0(n )
lo c a t io n s  are needed to  s to re  the ch a in s , s in c e  th ere  are 0 (n) chains and
th ere  i s  no obv iou s way to  bound the number o f  edges each o f  them may con ta in .
However, we can ob ta in  a very compact rep re se n ta tio n  o f  th is  s e t  using the
fa c t  that the chain s e t  i s  to be used in  a b in ary  sea rch . Indeed, i t  is
well-know n that a b inary  search  a lgorithm  on a t o t a l l y  ordered  se t  S induces
a n a tu ra l h iera rch y  on S as fo l lo w s : each member o f  S i s  assigned to  a
v e r te x  o f  a b inary  tree  T(S) through a mapping x :S  ■* T(S), and an a ctu a l
search  op era tion  corresponds to tra v ers in g  a path from the roo t to  a l e a f
o f  T(S) . Given two chains Cj[ and Cj in  C we s h a ll  say that Ci i s  higher
than C^ ., and denote i t  by Ci > Cj , i f  the path from the roo t o f  T(C) to
t (C .)  con ta in s x (C .) .  Assume now th at C1 > C- and that C- and C-
share an edge e . S in ce , when perform ing b in ary  sea rch , the d is cr im in a tion
o f  a p o in t  P aga in st i s  preceded by the d is cr im in a tio n  o f  P a ga in st C ,
J 1
then c le a r ly  edge e may be assign ed  to Ci on ly . Thus, as a gen era l r u le , 
an edge o f  the graph G w i l l  be assigned  to  the h ig h est chain o f  the 
h iera rch y  which conta ins i t .
In the in t e r e s t  o f  s im p lic ity  and w ith  a n e g l ig ib le  lo s s  o f  search
t
e f f i c i e n c y  we s h a ll  adopt a standard hierarchy f o r  the se t  C = {C*,C 2 , . . . ,Cr } 
which i s  independent o f  the number o f  ch a in s , as fo l lo w s : f o r  i  * j ,
r -  ^  'Cf > Cj j  e [ i  -  2 + l , i  + 2  - 1 ] ,  where pi  i s  the la rg e s t  power o f  2
which i s  a fa c t o r  o f  the in te g e r  i .  For example f o r  n = 20 we have the 
h iera rch y  i l lu s t r a t e d  in  Figure 6 ^
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The data s tru c tu re  d e scr ib in g  the s e t  C o f  chains w i l l  be a l i s t
rep resen ta tion  o f  the tree  T(C) , lin k in g  the chain n odes; in  tu rn , the node
fo r  chain Ci i s  the header o f  a l i s t  L (C i ) , which g ives  the edge sequence
o f  Ck. For reasons to  become apparent la te r  (S e c t io n  4) each edge
e = ( v . , v . )  i s  la b e le d  w ith  two p a irs  o f  in te g e r s , ( I  . [ e l ,1  [ e ]) and i  J mm • max
( L [ e ] ,R [ e ] ) .  The in te g e rs  I  . [e ] and I  [e ] are r e s p e c t iv e ly  the minimumnun max
and the maximum value o f  j  such that e e C j. The in te g e rs  L [e ] and R[e] 
are the la b e ls  o f  the plane reg ion s r e s p e c t iv e ly  to  the l e f t  and to  the 
r ig h t  o f  the edge e d ir e c te d  so th at i t s  y -p r o je c t io n  i s  concurrent w ith  the 
y -a x is .  The form ats o f  the chain and edge nodes are i l lu s t r a t e d  in  Figure 7.
We can now g ive  a form al d e s c r ip t io n  o f  the a lgorithm s which 
accom plish  the chain co n s tr u c t io n .
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Vi Imin [®] I max ] L[e ] R[e]
Chain Node Edge Node
Figure 7. Formats o f  chain and edge nodes in  the chain  data s tru c tu re .
Chain C on stru ction  A lgorithm  
F irs t  Pass
This pass a ccep ts  a PSL graph G given  by i t s  standard rep resen ta tion
and assign s the w eight o f  each edge so that f o r  each nonterm inal v e rte x  v^
we have W. ( v . )  > W ( v . ) .m  3/  out l
1. For each edge e in  co lu m n -lis t  o f  v  ^ , f o r  j  = l , . . . , n ,  s e t  W[e] 1.
2 . Set i  •*- n -  1.
3. W hile 1 < i  < n d o :
^ 4. Set W  ^ sum o f  w eights in  r o w - l is t  o f  v . .out 1
<
5. Set d f i r s t  edge in  co lu m n -lis t  o f  v_^ .
6 . I f  W > I [ v . ]  s e t  W[d] +- W -  I [ v . l  + 1.out i  9 out i J
7. Set i  i  -  1.
V.
8 . H alt.
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Comment: A ll  edges^ are assign ed  w eight 1 excep t f o r  the f i r s t  member o f  each
co lu m n -lis t , which is  assign ed  the value W ( v . )  -  W. ( v . )  + 1. In th isout l  in  l
manner, the co n d it io n  W. ( v . )   ^ W ( v . )  i s  ach ieved  f o r  each nonterm inalin i  out l
v e r te x . C om putationally , the running time i s  0 ( n ) , s in ce  each edge o f  the graph 
i s  scanned a f ix e d  number o f  times (Steps 1, 4 , and 5) and th ere  are 0 (n ) edges.
Second Pass
This pass a ccep ts  the output o f  the f i r s t  pass and perform s the 
fo llo w in g  fu n c t io n s : ( 1 ) i t  ba lan ces the w eight o f  each nonterm inal v e rte x
o f  G; (2 ) i t  con stru cts  a com plete s e t  o f  chains f o r  G; (3 ) i t  la b e ls  the 
reg ion s o f  the su b d iv is io n  induced by G. The assignment o f  an edge to  a 
chain makes use o f  a s p e c ia l  a r ith m etic  fu n c t io n , c a l le d  PREDECESSOR(k,£), 
f o r  two in te g e rs  k and £ w ith  k < £ , which determ ined the common p red ecessor  
o f  both  k and £ which i s  the low est in  the standard h ie ra rch y ; th is  fu n c t io n , 
which w i l l  n ot be d escr ib ed  in  d e t a i l ,  can operate  d ir e c t ly  on the b in ary  
rep resen ta tion s  o f  the in te g e rs  k and £ and i s  e a s i ly  seen to  req u ire  a number 
o f  opera tion s p ro p o r t io n a l to  lo g  n.
( Comment: Steps 1-3 i n i t i a l i z e  f o r  the s p e c ia l  v e r te x  V } .)
1 . Set A «- 1 , r «- 2 , L «- 1 , R 1.
2. Set W. +- sum o f  w eights in  r o w - l is t  o f  v .m  ® 1
3. Set i  1.
4. W hile 1 < i  < n do:
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r 5.
6 .
7.
8 .
r
< <
17.
18.
19.
20. 
21 . 
22 .
Set W •<- sum o f  w eights in  r o w - l is t  o f  v out °  i
Set a W. -  Win  out
Set e f i r s t  edge in  r o w - l is t  o f  v . .l
W hile there are edges in  r o w - l is t  o f  do: ( Comment: Steps 9-12
assign  an edge to a ch a in ; Steps 13-14 la b e l  the regions separated
by an ed g e .)
9. Set I . [e ] A mm J
10. Set I [e ] +- A + a + W[e] -  1.max L J
11. Compute c PREDECESSOR(I . [e l .1 [ e l ) .mm * max
12. Assign e to  l i s t  o f  chain c .
13. I f  e i s  f i r s t  edge o f  r o w - l i s t ,  s e t  L [e ] L; e ls e  s e t  
L [e] ■+■ r and r +- r  + 1.
14. I f  e i s  la s t  edge o f  r o w - l i s t ,  s e t  R [e] «- R; e ls e  s e t  R [e] +■ r.
15. Set a 0 , A ^ 1 [e ] + 1 .max
16. Set e next edge in  r o w - l is t  o f  v_^ .
Set i  i  + 1  and r +• r  -  1 .
Set W. ^ sum o f  w eights in  co lu m n -lis t  o f  v . .m  i
Set di ** f i r s t  edge in  co lu m n -lis t  o f  v^.
Set R R[ da ] .
Set d  ^ la s t  edge in  co lu m n -lis t  o f  v^.
Let L «- L[d ] ,  A <- I . [d 1.2 * m m L 2
23. Halt
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Comment: The second pass con ta in s two nested  lo o p s . The prim ary loop
(S teps 5 -22) scans the v e r t i c e s ,  the secondary loop  (S teps 9 -16 ) scans the 
edges in  the r o w - l is t  o f  a v e r te x . For each v e r te x  v±t the w eight balance 
is  ach ieved by m od ify in g , i f  n ecessa ry , the w eight o f  the f i r s t  member o f  
the row -lis t (S teps 5 , 6 , 7, 9 , and 1 0 ). Each edge i s  p rocessed  on ly  once, 
but the fu n ctio n  PREDECESSOR req u ire s  time 0 ( lo g  n ) ; thus the number o f  
op era tion s  requ ired  is  0 (n lo g  n ) ,
In summary, s in ce  the i n i t i a l  s o r t in g , the f i r s t  ba lan cin g  pass and 
the second ba lan cin g  pass run in  times 0 (n log  n ) , 0 (n ) ,  and 0 (n lo g  n ) , 
r e s p e c t iv e ly ,  the e n t ire  p rep rocess in g  tasks can be accom plished in  time 0 (n lo g  n ) .
4. Point lo c a t io n  a lgorith m  (s e a r c h ) .
We s h a ll  now d e scr ib e  in  d e t a i l  the p o in t  lo c a t io n  a lgorithm  which 
we have sketched in  S ection  2. The a lgorithm  a ccep ts  the chain data 
s tru c tu re  d escr ib ed  in  S ection  3 and a te s t  p o in t  P = (x ,y )  and determ ines 
the p lan ar reg ion  R to  which P belon gs in  at most 0 ( ( l o g  n )2) s te p s . The 
in te g e r  m denotes the number o f  ch a in s. The search  i s  ch a ra cte r ize d  by a 
p a ir  o f  in te g e rs  ( £ , r ) ,  w ith  £ < r , to denote that the p o in t P i s  com prised 
between chains and C^; the a lgorithm  term inates when r -  £ = 1 and the 
reg ion  is  determ ined from the data a sso c ia te d  w ith  the edges.
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1. I f  y > y i  o r  y < yn , then s e t  R «- 1 (Comment: P belon gs to  the
i n f i n i t e  reg ion  o f  the p lane) and h a lt .
2. Set g root of T(C) , £ 0 , r m + 1.
3. Set j  in dex  o f  the chain a s s o c ia te d  w ith  g.
4. I f  £ > j , s e t  g «- r ig h t  descendant o f  g and goto  Step 3.
5. I f  r   ^ j ,  s e t  g ■*- l e f t  descendant o f  g and goto  Step 3.
6 . In the e d g e - l i s t  headed by g , f in d  an edge ( v . , v v ) such that1 K
yk “  y "  y i  anc  ^ Set e v^ i ,v k^  ( Comment: This step  i s  the b in ary
search  o f  the edge aga in st which P i s  to  be d is cr im in a te d .)
7. I f  P l i e s  to the r ig h t o f  e ,  s e t  l  ■*- I  [e ] and R «- R [el ; e ls e  s e tmax *
r an<^  L [e J • ( Comment: th is  step  d iscr im in a tes  P
aga in st the edge e and makes a te n ta t iv e  reg ion  assignm ent; th is  
assignment i s  f in a l  i f  r -  £ = 1 , as in d ica te d  by Step 8 .)
8. I f  r -  £ = 1 , h a l t ;  e ls e  goto  Step 3.
5 . R eg u la riza tion  o f  an a rb itra ry  p lan ar p o ly g o n .
The p rep rocess in g  procedure d escr ib ed  in  S ection  3 i s  a p p lica b le  
to  regu la r  PSL graphs. However, a PSL graph is  not regu la r in  g en era l, 
s in ce  i t  may con ta in  reg ion s d e lim ited  by a rb itr a r y  po lygon s. In th is  s e c t io n ,  
we s h a ll  i l lu s t r a t e  a procedure which transform s an a rb itra ry  polygon  w ith  
n v e r t ic e s  in to  a regu lar PSL graph and runs in  time 0 (n  lo g  n ) . This 
procedure w i l l  be re fe rre d  to  as regularization  o f  a p lanar p o lygon . With 
the a id  o f  th is  a d d it io n a l p roced u re , our p o in t - lo c a t io n  a lgorith m  and i t s
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a sso c ia te d  p rep rocess in g  are a p p lica b le  to  a rb itr a r y  p lan ar su b d iv is io n s .
We s h a ll  b r i e f l y  i l lu s t r a t e  the id ea  o f  the re g u la r iz a t io n  
p rocedu re . In a sim ple p lanar polygon  not a l l  v e r t ic e s  are regu la r w ith 
resp ect to  a s e le c te d  l in e  (th e  y - a x i s ) :  f o r  exam ple, in  F igure 8a,
v e r t ic e s  marked w ith  "V" requ ire  an ou tgoin g  edge and v e r t ic e s  marked 
w ith  "A" req u ire  an incom ing edge. Consider now in  F igure 8a the h o r iz o n ta l 
l in e  l  (o rth ogon a l to  the y -a x is )  through a v e r te x  v re q u ir in g , fo r  exam ple, 
an incom ing edge. This l in e  l  in te r s e c t s  a s e t  o f  edges { e i  ,e 2 , 63 , 61+} in  
p o in ts  P i ,P2 ,P 3, and P4 , r e s p e c t iv e ly . T h erefore  v e r te x  v f a l l s  in  a unique 
p a rt o f  the p a r t i t io n  o f  A determ ined by these p o in ts  ( in  our exam ple, in  
segment P2P 3) .  A ssocia ted  w ith  the p a ir  o f  edges (e 2 , e 3) there i s  a v e rte x  
o f  minimum ord in a te  (in  our ca se , v e r te x  u ) : thus we can in trod u ce  an
a u x ilia r y  edge (v ,u ) which i s  guaranteed not to cross  any edge o f  the 
polygon  and which s a t i s f i e s  the requirem ent o f  v fb r  an incom ing edge.
Thus the re g u la r iz a t io n  procedure w i l l  c o n s is t  o f  two p a sses : in  the f i r s t
pass (descending pass) we scan the v e r t ic e s  in  order o f  d ecreasin g  
y -c o o rd in a te  and s a t is fy  the requirem ents o f  v e r t ic e s  in  need o f  incom ing 
edges; in  the second pass (ascending pass) the reverse  p rocess  o ccu rs .
Each stage in  the execu tion  o f  the a lgorithm  i s  ch a ra cte r ize d  by an ordered  
s e t  o f  edges (a  sequence o f  e d g e s ) . For every newly reached v e rte x  v , the 
current edge sequence i s  updated as fo l lo w s : i f  v i s  reg u la r , a new edge
rep la ces  a prev iou s edge, i f  v req u ires  an incom ing edge (an ou tgoin g  e d g e ), 
two new edges are in se r te d  (a re  d e le te d ) .  T h e re fo re , the n atu ra l data
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(a) (b )
F igure 8. A sim ple polygon  and i t s  re g u la r iz e d  v e rs io n .
s tru c tu re  fo r  the edge sequence i s  a l i s t ,  r e a liz e d  by a balanced  tre e  
(an AVL t r e e ,  see [3 ] ,  Sec. 6 . 2 . 3 . ) .
We s h a ll  now g ive  a d e ta ile d  d e s c r ip t io n  o f  the re g u la r iz a t io n  
a lgorith m  and, fo r  obvious rea son s, we s h a ll  con fin e  ou rse lv es  to  the 
descending p a ss . The polygon  G i s  o r ig in a l ly  given as a sequence o f  
v e r t ic e s  U]_ ,u2 , .  . . , 1% , correspon din g  to  the edge sequence (u j ,u2) , (u2 ,u 3) , .  
( u n ^ l ) *  P r e lim in a r ily , we co n stru ct  the standard rep resen ta tion  o f  G 
(se e  S ection  3 ) ,  that i s ,  we s o r t  the v e r t ic e s  in  order o f  decreasin g  
y -c o o r d in a t e , we r e la b e l  them as v i , . . . , v n so  that y ( ^ )  > . . .  > y (v n ) and 
a s s o c ia te  w ith  each v e r te x  the row- and co lu m n -lis ts  o f  i t s  ou tgoin g  and 
incom ing ed ges , r e s p e c t iv e ly .  In our ca se , the t o t a l  number o f  edges in
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the row and column- l i s t s  i s  equal to  2 , s in ce  G i s  a c lo s e d  p o lygon .
The data s tru c tu re  d e s cr ib in g  the cu rren t edge sequence is  an
AVL tree  E. S p e c i f i c a l l y ,  E is  a sequence [eQ , w q  J ,  [e i  ,wj ] , . . . ,  [ e ^ , ^ ] ,  fo r
some in te g e r  K, where e . i s  an edge and w . i s  a minimum ord in a te  v e r te x
J J
between e j and e j+ i .  The a lgorithm  d escr ib ed  below  r e fe r s  to a sim ple 
polygon  G surrounded by the i n f i n i t e  reg ion  o f  the p la n e ; there are some 
obvious m o d ifica t io n s  when G borders o th er  sim ple p o lygon s.
Descending Pass
This a lgorithm  accep ts  the standard rep resen ta tion  o f  G and crea tes  
an a u x ilia r y  l i s t  o f  edges s a t is fy in g  the requirem ents o f  v e r t ic e s  in  need 
o f  an incoming edge. We assume that standard o p e ra tio n s : INSERT, DELETE,
REPLACE are a v a ila b le  fo r  the AVL tre e  E. Use i s  a lso  made o f  an a r t i f i c i a l  
edge eg correspon d in g  to  the l in e  x = -°°. I f  a v e r te x  v has two outgoing  
ed ges , the la t t e r  are denoted as e ’ (v ) and e " ( v ) , w ith  e ' ( v )  form ing a 
cou n terclock w ise  convex angle w ith  e " ( v ) .  The in te g e r  I (v )  denotes the 
number o f  incom ing edges o f  a v e r te x  v .
1 . Set w0 +■ v i , e i  e ’ ( v i )  ,e 2 «r e " ( v i )  jW !« -v i ,w2 Vl and 
INSERT [e g ,wq] , [ei,W |] ,  and [e 2 ,w2 ] in to  E.
2. Set i  «- 2 .
3. While i  < n d o :
r
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r  4. Set j  «- sm a llest  in te g e r  so that i s  not to  the l e f t  o f  e j .
5 . I f  ICvi ) = 2 , s e t  Wj_2 Vj[,Wj+2 v^; then DELETE [e j ,wj ]
and [ej^_2>wj+ lJ  from E. ( Comment: This case occu rs when v i
req u ires  an ou tgoin g  e d g e ) .
6. I f  I (v ^ ) = 1 , s e t  Wj ■*- v^,W j_i V£# e j ou tgoin g  edge o f  V£.
S  ( Comment: v-j_ i s  a regu la r v e r t e x ) .
7. I f  I iv ^ ) = 0 , INSERT[e' (v^) ,v / ]  and [ e " ( v ^ ) ,v / ]  between
[ e . ,w ] an d [e . ,w 1] in  E. Add the edge ( v . ,w . )  to  the a u x ilia r y  
J J J'ti J+-1- i J
l i s t  and se t  w^  •«- v^. (Comment: In th is  case req u ires  an
incom ing e d g e .)
^ 8. Set i  i  + 1.
9. H a lt.
The ascending pass i s  the same a lgorith m , once the sign s o f  the 
ord in a tes  y ( v i ) , . . . ,y (v n) have been changed. At the com pletion  o f  the two 
passes the edges in  the a u x ilia ry  l i s t  must be added to  the standard 
rep resen ta tion  and the r e s u lt in g  PSL graph i s  regu la r  w ith  re sp e c t  to  the 
y - a x i s .
We now analyze the r e g u la r iz a t io n  a lgorith m . The i n i t i a l  s o r t in g  
pass o f  the ord in a tes  req u ires  0 (n  lo g  n) o p e ra tio n s . Step 4 in v o lv es  
tra v e rs in g  a path in  the AVL tre e  E and req u ires  at most 0 ( lo g  n) o p e ra tio n s : 
thus the t o t a l  amount o f  work in v o lv ed  in  Step 4 i s  0 (n  lo g  n ) . Each update, 
d e le t io n  or in s e r t io n  (see  Steps 5 , 6 , and 7) req u ires  a com putational 
work at most 0 ( lo g  n ) ; however, there i s  a f ix e d  maximum number o f  such
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op era tion s  per v e r te x , whence the t o t a l  number o f  op era tion s  requ ired  by 
these step s  i s  0(n  lo g  n ) . We conclude that the a lgorithm  fo r  r e g u la r iz in g  
a sim ple polygon  has running time at most 0 (n  lo g  n) .
In Figure 8b, we i l l u s t r a t e  the r e s u lt  o f  the r e g u la r iz a t io n  
procedure a p p lied  to  the polygon  in  F igure 8a. New reg ion s have been 
cre a te d , w ith no d i f f i c u l t y  however f o r  the e f f e c t i v e  s o lu t io n  o f  the 
p o in t lo c a t io n  problem .
As a f in a l  o b se rv a tio n , we con s id er  the case in  which we must
re g u la r iz e  a given gen era l PSL graph G w ith  n v e r t ic e s  and N edges. For
every reg ion  o f  G w ith  s v e r t i c e s ,  the re g u la r iz a t io n  a lgorithm  runs in
time 0 (s  lo g  s ) . Assuming that the s u b d iv is io n  induced by G co n s is ts  o f
«
reg ion s Ri ,R 2 ,* * .,R j  w ith  re s p e c t iv e  number o f  v e r t ic e s  s j , S 2 > . . . , s j , 
s in ce  s i  + . . .  + S j < 2N, we conclude s j  lo g  s i  + . . .  + s j  lo g  S j < 2N lo g  2N 
but N is 0 ( n ) , whence the r e g u la r iz a t io n  o f  a gen era l PSL graph w ith  
n v e r t ic e s  can a lso  be accom plished in  time 0(n  log  n ) .
6. A p p lica tion s
As we in d ica te d  in  S ection  1, the p o in t lo c a t io n  problem  occu rs 
as a subproblem in  a number o f  im portant a p p lic a t io n s . Thus our fa s t  
p o in t  lo c a t io n  a lgorithm  p rov id es  in te r e s t in g  s o lu t io n s  fo r  o th er  problem s.
In p a r t ic u la r ,  we s h a ll  e x p l i c i t l y  co n s id e r :
( i )  s p a t ia l  convex in c lu s io n ;
( i i )  in c lu s io n  in  an a rb itra ry  p lanar po lygon ;
( i i i )  lo c a t io n  in  the p lan ar su b d iv is io n  determ ined by n s tr a ig h t
l i n e s .
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6 .1 .  S p a tia l convex in c lu s io n — Let S be a convex polyhedron w ith  n 
v e r t ic e s  in  3 -space  ( x ,y ,z )  and l e t  P be a te s t  p o in t ;  we must determ ine 
whether P is  in s id e  or ou ts id e  S. We s h a l l  p roceed  as fo l lo w s . Let ?i
be a v e r te x  o f  S w ith la r g e s t  z c o o r d in a te . C le a r ly , the p r o je c t io n  o f  S 
from onto the plane (x ,y )  i s  a p lan ar graph S ’ . S ince the reg ion s 
induced by S ’ are p r o je c t io n s  o f  fa ce s  o f  S, and the la t t e r  are convex, 
each reg ion  o f  the p lanar s u b d iv is io n  i s  convex. I t  fo llo w s  then that S 
is  re g u la r , s in c e ,  the nonterm inal v e r t ic e s  on the perim eter are o b v io u s ly  
regu la r and each in te rn a l v e rte x  has a t le a s t  three edges form ing convex 
a n g les . Thus, w ith  the prev iou s p o in t  lo c a t io n  a lgorith m , we can id e n t i fy  
a unique reg ion  R' o f  S ' which con ta in s a p o in t  P ' ,  which i s  the 
p r o je c t io n  onto (x ,y )  from Pi o f  a given  t e s t  p o in t  P in  3 -sp a ce . S ince 
R 1 o f  S ’ corresponds to  a fa ce  R o f  S, the t e s t in g  fo r  convex in c lu s io n  o f  
P in  S i s  accom plished by determ ining on which s id e  o f  R the p o in t  P l i e s .  
S ince the op era tion  o f  co n stru ctin g  the data s tru c tu re  fo r  S* from the 
data s tru ctu re  o f  S runs in  time 0 ( n ) , we conclude th a t, v r ith  a 
p re p ro ce ss in g  time at most 0 (n  lo g  n ) , s p a t ia l  convex in c lu s io n  can be 
te s te d  in  at most O (( lo g  n )2) s te p s .
6 . 2 .  In c lu s io n  in  an a rb itra ry  p lan ar p o lygon — Let G be a p lanar 
polygon  w ith  n v e r t ic e s  and le t  P be a te s t  p o in t ; we must determine 
whether P i s  in s id e  or  ou ts id e  G. Shamos [2] p rov id es  an a lgorithm  fo r  
s o lv in g  th is  problem based on the " s la b "  n o t io n , which has search  time
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0 ( lo g  n ) , w ith  a p rep rocess in g  time and sto ra g e  both  0 (n 2) . By co n tr a s t , 
our a lgorithm  has search  time 0 ( lo g 2n ) , p re p rocess in g  time 0 (n  lo g  n) and 
sto ra g e  0 ( n ) . We i n i t i a l l y  re g u la r iz e  the polygon  G and transform  i t  
in to  a regu lar PSL graph G*: the reg ion s o f  the r e s u lt in g  su b d iv is io n
are p a r t it io n e d  depending on whether they are in s id e  o r  ou ts id e  G. Thus 
the p o in t lo c a t io n  a lgorithm  i s  a p p lied  to  G' and the problem  i s  s o lv e d .
6*3.  L oca tion  in  s tr a ig h t  l in e  p lanar s u b d iv is io n — A planar 
su b d iv is io n  is  induced by n s t r a ig h t  l in e s  in  gen era l p o s i t io n .  In th is  
case the reg ion s ( f i n i t e  o r  i n f in i t e )  are a l l  convex, and th e re fo re  the 
p lanar graph on 0 (n 2) v e r t ic e s  i s  reg u la r . Some minor m o d ifica t io n  o f  the 
algorithm s are requ ired  and i t  i s  s tra ig h tfo rw a rd  to show th at 0 ( lo g 2n) 
search  time and 0 (n 2) s to ra g e  can be a tta in e d , as con je ctu red  by Shamos [2 ] .
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