This paper presents an algorithm for solving a linear program LP (to a given tolerance) from a given prespecified starting point. The complexity of the algorithm is sensitive to and is dependent on the quality of the starting point, as assessed by suitable measures of the extent of infeasibility and the extent of nonoptimality of the starting point. Two new measures of the extent of infeasibility and of nonoptimality of a starting point are developed. We then present an algorithm for solving LP whose complexity depends explicitly and only on how close the starting point is to the set of LP feasible and optimal solutions (using these and other standard measures), and also on n (the number of inequalities). The complexity results using these measures of infeasibility and nonoptimality appear to be consistent with the observed practical sensitivity of interior-point algorithms to certain types of starting points. The starting point can be any pair of primal and dual vectors that may or may not be primal and/or dual feasible, and that satisfies a simple condition that typically arises in practice or is easy to coerce.
Instead of developing algorithms and analyzing the complexity of algorithms for solving P that depend only on the data triplet ( A, b, c ), this paper includes a starting pair of primal and dual points (x, 9, s ) as the data for the problem and for an algorithm for solving P. The starting point (x', y, s ) can be any pair of primal and dual vectors that may or may not be primal and/or dual feasible. This paper considers the question of developing an algorithm for solving P that accepts as input the array (A, b, c, x, y, s ) . The goal of the paper has been to simultaneously develop measures of the quality of the starting point (, y, ) by assessing the extent of infeasibility and nonoptimality of the starting (, Y, ) in an appropriate way, and to develop an algorithm for solving P that is sensitive to and is dependent on the quality of the starting point, as assessed by these appropriate I measures of the extent of infeasibility and the extent of nonoptimality of the starting point.
Intuitively, if the starting point (, , ) is closer to the sets of feasible and optimal solutions of the primal and the dual in some appropriate measures, a welldesigned algorithm should be able to solve the given LP in fewer iterations. This intuition is made precise with the introduction of two new measures of the extent of infeasibility and of nonoptimality of a starting point. We then present an algorithm for solving P whose complexity depends explicitly and only on how close the starting point is to the set of feasible and optimal solutions of P, and also on n (the number of inequalities). The complexity results using these measures of infeasibility and nonoptimality appear to be consistent with the practical sensitivity of interior-point algorithms to certain types of starting points.
This paper is part of the general research on interior-point methods for linear programming stemming from Karmarkar's seminal work [10] . It also falls into the category of combined Phase-I and Phase-II methods for solving a linear program, and also is part of the general research on solving linear programming problems from "warm" or "hot" starts.
The combined Phase-I and Phase-II methods for solving a linear program have been motivated by a desire to remove the explicit use of a "big-M" scalar in the formulation of the linear program, and to take advantage of the geometry and mathematics of interior-point methods to simultaneously improve upon the feasibility and optimality of algorithm iterates, see for example de Gellinck and Vial
[8], Anstreicher [1, 2] , Todd [24, 25] , and Todd and Wang [26] . However, these algorithms were developed to be initiated at an arbitrary or "cold" start. More recently, Anstreicher [31, Vial [28] , and Ye et. al. [29] have developed other attractive methods for solving the combined Phase-I and Phase-II problem, all analyzed from vantage point of an arbitrary cold start.
The use of "warm" or "hot" starting points into the design and analysis of interior-point algorithms for linear programming is motivated by the desire to explicitly take advantage of the quality of the starting point. Polyak [20] , Gill et. al.
[91], and also [4, 5, 6, 7] have used the tools of shifted barrier functions and other parameterization methods to study the use of "warm" start algorithms for solving linear programs, see also Mitchell [151. Motivated by the success of the OB1 code in solving NETLIB problems by a The mathematical development in the paper begins in Section 2, which presents measures of closeness of the starting point (, y, ) to the feasible regions of P and D , and to the optimal regions of P and D. The analysis assumes that the starting point can be any pair of primal and dual vectors (, y, ) that may or may not be primal and/or dual feasible, and that satisfies a simple condition that typically arises in practice or is easy to coerce. In addition to typical measures of infeasibility such as b -A x|| and I|c -ATy -s | and nonoptimality such as x s , we also present one new measure of infeasibility referred to as 1 , and one new measure of nonoptimality referred to as 2 . Elementary properties of these measures and limiting properties of these measures as (, y, s^ ) approach a feasible and/or optimal point are analyzed as well.
In Section 3, we introduce a parameterized infeasible-start barrier problem for P, that is a variation of a standard parameterized infeasible-start barrier problem abut instead uses two parameters e and g , as shown below:
This two-parameter parameterization bears a close resemblance in particular with the recent analysis in Mizuno et. al. [181, but the choice of the parameters is slightly different and allows for a monotone change in the parameters e and g as the underlying problem is solved.
In Section 4, we present an algorithm for solving P by tracing the path of (approximate) solutions of BP ( e, g ) as the parameter e is decreased and as the parameter gL is increased, in such a way that the value of £ goes to zero and the value of and e g goes to zero, and that bounds the maximum value that the parameter can achieve. The complexity of the algorithm is analyzed in Section 5.
In Theorems 5.1, 5.2, and 5.3, respectively, we present bounds on the maximum number of iterations needed to find an -approximate feasible solution of P, an e-approximate feasible solution of D, and an -approximate optimal solution of Pand D, that depend only on e ,ib -A xi , |c -ATy --,T , 82 , and on n (the number of inequalities). These complexity results specialize to a complexity of O(nL) iterations when the starting point is infeasible in the primal and/or the dual and the measures of closeness 81 and 62 are bounded by a constant independent of n, and specialize to a complexity of O(L) iterations in the case when the starting point is feasible in the primal and in the dual.
Sections 6 and 7 contain proofs of the necessary mathematical properties of the algorithm of Section 4. In Section 8, we discuss two aspects of the results. One has to do with "cold" start versus "hot" start strategies in the algorithm and in the complexity results. It is argued that the complexity results appear to be consistent with the observed practical sensitivity of interior-point algorithms to certain types of "cold" and "hot" starting points. Finally, we remark on the use of the algorithm for detecting infeasibility in the primal and/or the dual problem. We will say the triplet (, y, ) is nondegenerate if is a nondegenerate solution of P and (, ) is a nondegenerate solution of D.
Acknowledgment
The Initial Point
We suppose that we are given an initial starting point for P and D, i.e., a triplet (x, , s ) where is a starting point for P and (y, s ) is a starting point for D.
We make no assumption regarding the extent to which and (, ) satisfy the Since the purpose of this study is the development of an algorithm for linear programming whose behavior is sensitive to the how close the starting point is to the feasible region and to the optimal solution, we need to explore how this closeness is measured. We begin by looking at how to measure closeness to feasibility.
Measuring Closeness to Feasibility
Let From the duality theory of linear programming, X * 0 if any only if S .
We will use two types of measures to indicate how close (respectively, )
is to the feasible region X (respectively S ). Given the triplet (, , )
satisfying (P.1), (P.2), and (P.3), then > 0 and > 0 , and so is feasible for and is a positive number. One might ask why is the Euclidean norm used in (2.1a, b, c)? As it turns, better bounds in the analysis are obtained if the infinity norm is used throughout, but this norm does not lend itself to easy computation if used in (2.1a), whereas the Euclidean norm does. In fact, because (2.1) uses the Euclidean norm, we can obtain the following closed form solutions for (2.1):
where P =[I-AT (AS-2 A S (2.2c)
Note that P1 = 0 if x is feasible for the primal, and is positive otherwise.
Similarly, 1 = 0 if (, s ) is feasible for the dual, and is positive otherwise. The overall measure of infeasibility is 8 1 , which is the maximum of P1 and 1
The following proposition demonstrates some limiting properties the measure 1 To prove (ii), let 
Measuring Closeness to Optimality
We now turn our attention to two measures of the closeness of (, y, ) to the set of optimal solutions of P and D. One way to measure how close x and (y, ) are to the set of optimal solutions is by measuring the complementarity slack of ^x and (F, s ) by computing
If 11x -x*I < and Iis -s* < £,where x E X and s S ,then n = xTs ne 2 + ne Ix{ + s·* , which goes to zeroas goes to zero.
We develop a second measure as follows. Let Note that x and (y, s) are feasible solutions of P () and D (), respectively, at E = 1 , and we would like to find an optimal solution to P (e) and D (e) at = 0 , since P(O) is P and D(0) is D. In order to accomplish this, we create the following logarithmic barrier problem:
BP(e, g): minimize s.t. We have the following properties of a y-approximate solution to BP (e, p):
BP(e, g) and 0
Suppose that (x, y, s, e, pg) is a y-approximate solution to In view of the system (3.3a -e) and Proposition 3.1, we would like to solve for asequenceof y-approximate solutions (xk, yk, sk, Ek, gk) of BP(ek, k) , for a sequence of values of k where k _-0 . Also, in light of Proposition 3.1(iii), it would also be advantageous if g k is kept as small as possible, so as to enforce a small duality gap. Ideally, it would be advantageous to shrink k by a fractional quality ace(0, 1) at each, so that £k+l = axek , and to maintain
.k+l = k = = O throughout the algorithm. However, we are not quite able to accomplish this. Instead, it may be necessary at some iterations to leave at its current value k, and increase k by a scalar quantity B > 1 , and set pgk+l = p k . Nevertheless, we will be able to compute an upper bound on the number of iterations at which k is increased. We also will compute an upper bound on the largest value of k produced in the algorithm. The algorithm is given below, and an explanation and discussion of the steps of the algorithm follows.
Algorithm (A b. c. x., . l
Step 0 (Initialize) Set (x, y, s) = (xy , ), E = 1 , ,,^T /n . 0 = =x s n Compute P , , using (2.1) -(2.3).
= 1+
Sp -7
Step 1 (Test) (x, y, s, -, ) = (y7-) 
Step 2.
· go to Step 3.
Step 2 ( Decrease I and take Newton Step). . Go to Step 1. 
D.
Before proving these two theorems, we offer the following interpretive remarks.
Fora fixed e£ > 0 , the quantity Tp (respectively, TD ) isa function only of n, 61 , 82 , and jib -A xll (respectively, c -AT9 -sI ), and is monotone increasing in all of these quantities. As developed in Section 2, 81 , | b -A xj | , and
Ic -ATy -II aredistance measures from the initial point (, , ) to the feasible regions X and S , and 82 is a distance measure from the initial point (x, , s ) totheoptimalregions X and S .
Suppose (k, yk, s ) is a sequence of starting points whose limit is an optimal point (x', y , s) where x e X , and s*e S . Then from Proposition We also have the following complexity result regarding e -optimal solutions. Thenforalliteratevalues k To , xk and (yk, sk) arean e;-optimal solution to the primal-dual pair P and D.
Again, before proving the theorem, we offer the following interpretive remarks. For a fixed duality gap tolerance 2 > 0 , To is a function only of the quantities n, 1 82, and xTs , and is monotone increasing in all of these quantities. As developed in Section 2, xTs is also a distance measure from the initial point (x, , ) to the optimal regions X and S . Suppose (x , y , s k is a sequence of starting points whose limit is an optimal point (x*, y, s) where x X * and s * . Then (xk)T k 0, 0 and lim sup ( k ) < i, and therefore
Finally,notethatif 2 = + , To = + o as expected.
We now prove these three theorems:
Proof a Ilell at w a + a where the last inequality follows from (3.3e).
Combining (6.4), (6.5), (6.6), (6.7), and Proposition 2. Equations (4.4b) -(4.4c) can be manipulated to yield
where P is defined in (6.3), and so : ll e
5-1Ilell

13
(from 3.3e)
.
(from (6.8)). ),
35
where the first inequality follows from Step 1 of the algorithm (4.2), and the second inequality is from Lemma 7.2. From the above we obtain
From (4.4a), we obtain ILk+ = pg.k < 02 · Therefore, by induction, the theorem is proved.
U
Discussion
The Role of the measure 1
From Section 2, and in particular (2.1a -c), 2 is defined as the maximum of the two quantities P 2 and a 2 , where P 2 and a 2 are the solution to the Euclidean norm minimization problems (2.1a). Tracing the analysis through the paper, we see that the only property of 1 that is used is in Proposition 2.3, which is used in the proof of an O ( nL ) iteration algorithm for solving P, where e = 2 < 2-L and a suitable procedure is used to round to an exact optimal solution at the termination of the algorithm.
This "cold start" strategy sacrifices good initial complementarity slackness (xT^ = n -II-II 11s) in order to achieve a small value of s 1 = 2 in Theorems 5.2, 5.2, and 5.3. Because a higher complementarity slackness value is not as harmful as a high value of S 1 in the complexity bound (due to the appearance of In ( x T ) in Theorem 5.3), this seems reasonable. One interpretation of this "cold start" strategy is that it conservatively assigns a large initial slack to every inequality constraint. That is, this strategy makes no guess regarding any active constraints and assumes all constraints are inactive. In practice, this is a strategy that has worked well in the OB1
interior-point code [131. Thus, from this loose perspective, the complexity bounds for reasonably sized . This argument indicates a way in which a "hot start" guess of a good basis might fail, causing S 1 to be very large. In fact, this type of phenomenon has occurred in practice, where an initial guess of the active constraints has been wrong, and has considerably slowed the progress of the interior-point code OB1 [13] . Note that g°= from (3.5). this cannot happen (see [19] ), 2 cannot be finite, and so the algorithm will detect infeasibility in O( W' L) iterations.
