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ACOUSTIC SCATTERING BY AN INHOMOGENEOUS LAYER
ON A RIGID PLATE∗
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Abstract. The problem of scattering of time-harmonic acoustic waves by an inhomogeneous
fluid layer on a rigid plate in R2 is considered. The density is assumed to be unity in the media:
within the layer the sound speed is assumed to be an arbitrary bounded measurable function. The
problem is modelled by the reduced wave equation with variable wavenumber in the layer and a
Neumann condition on the plate. To formulate the problem and prove uniqueness of solution a
radiation condition appropriate for scattering by infinite rough surfaces is introduced, a generalization
of the Rayleigh expansion condition for diffraction gratings. With the help of the radiation condition
the problem is reformulated as a system of two second kind integral equations over the layer and
the plate. Under additional assumptions on the wavenumber in the layer, uniqueness of solution
is proved and the nonexistence of guided wave solutions of the homogeneous problem established.
General results on the solvability of systems of integral equations on unbounded domains are used to
establish existence and continuous dependence in a weighted norm of the solution on the given data.
Key words. radiation condition, rough surface scattering, inhomogeneous layer, integral equa-
tions, existence, uniqueness, guided waves, Neumann condition
AMS subject classifications. 35B40, 35L05
PII. S00036139996312697
1. Introduction. Consider the scattering problem of a time-harmonic acoustic
plane wave incident to an inhomogeneous fluid layer sitting on a rigid plate in R2.
The density is assumed to be unity in the media, and the sound speed is supposed
an arbitrary bounded measurable function in the layer and a constant above the
layer, so that the medium, above the layer, is homogeneous. In this paper an integral
equation method is used to study the existence of a unique solution to the problem, in
particular for the case where the inhomogeneity extends to infinity without decaying.
A radiation condition appropriate for scattering by infinite one-dimensional rough
surfaces is introduced, which is a generalization of the standard radiation condition
used in the study of plane wave diffraction by one-dimensional periodic gratings (see
[2, 3, 20, 21]). The problem is then reformulated as an equivalent system of two second
kind integral equations, over the infinite layer and the plate, respectively. Uniqueness
of solution is proved, and then existence of solution is obtained by applying a form of
Fredholm alternative based on general results on the solvability of systems of integral
equations on unbounded domains [9].
Integral equation methods have been widely used in the theoretical and numerical
study of wave scattering by finite obstacles or local inhomogeneities (see, e.g., [13, 14]
and the references quoted there). More recently they have been employed to study
scattering by periodic structures [12, 18, 20, 21, 22] and by a nonstratified local inho-
mogeneity in a stratified medium [26]. Integral equation formulations have also been
used extensively in computations of plane wave scattering by infinite one-dimensional
rough surfaces and interfaces (see, e.g., [15]), but little attention appears to have
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1932 BO ZHANG AND SIMON N. CHANDLER-WILDE
been paid in the literature to their mathematical justification (a recent exception is
[16]). This present paper is intended as a contribution to the mathematical analysis
of such problems. It is related, in terms of results and methods of argument, to recent
studies of scattering by an inhomogeneous impedance half-plane in a homogeneous
medium [4]; by a one-dimensional rough surface which is small perturbation of a flat
half-plane [5, 7]; and of electromagnetic waves by an inhomogeneous conducting or
dielectric layer on a perfectly conducting plate [6]. In particular, this paper is an
extension of the study in [6] for the Dirichlet case to that of the Neumann case. Re-
lated work on plane wave scattering by a periodic inhomogeneous layer is contained
in [21, 25].
The outline of this paper is as follows. In the next section the scattering problem
is introduced and the radiation condition discussed. Section 3 is devoted to the
derivation of an integral equation formulation which is equivalent to the scattering
problem. In section 4, under assumptions on the wavenumber variation in the layer,
we establish a basic inequality satisfied by the solution. Using this inequality, results
from [9] which are summarized in Appendix A, a key lemma from [7], and extensions
of arguments in [6], general uniqueness and existence results are established in sections
5 and 6, respectively. In particular the results apply to any bounded space variation of
the wavenumber, provided the real part of the square of the wavenumber is everywhere
nondecreasing in the x2 direction and has some minimum net increase over the depth
of the layer. Our uniqueness results also establish (by virtue of results in Appendix B)
that, under these same conditions, guided wave solutions of the homogeneous problem
are not supported by the inhomogeneous layer.
We conclude this section by introducing some notations. For h ∈ R, define
Γh = {x ∈ R2|x2 = h} and Uh = {x ∈ R2|x2 > h}. We write U and Γ for U0 and Γ0,
respectively. We also write Eh = U\Uh for h > 0 and define DA = {x ∈ R2| |x1| < A},
A > 0, and Γh(A) = Γh ∩ DA, Eh(A) = Eh ∩ DA. For v ∈ L∞(U) denote by ∂jv,
j = 1, 2, the (distributional) derivative ∂v(x)/∂xj . Finally, for A > 0, x ∈ R2, let
BA(x) = {y ∈ R2| |y − x| < A}.
2. The scattering problem and radiation condition. Suppose that the half-
plane U is filled with an inhomogeneous acoustic medium of (possibly complex) sound
speed c(x) and density unity. Let k denote the wavenumber of the medium. Then
k(x) = ω/c(x), where ω > 0 is the angular frequency, and the time-harmonic acoustic
wave propagation (with time dependence exp(−iωt) suppressed) is governed by the
reduced wave equation
∆u+ k2u = 0 in U.(1)
Suppose also that the inhomogeneous medium has a rigid boundary. Then the Neu-
mann boundary condition is satisfied at the boundary:
∂u
∂n
= 0 on Γ,(2)
where n is the unit normal at Γ directed out of U.
We assume that the wavenumber k satisfies that <k,=k ≥ 0, so that =(k2) ≥ 0.
We make additionally throughout the following assumptions on k, the second of which
implies that the medium is homogeneous above some finite layer EB .
(A1) k ∈ L∞(U).
(A2) There are two positive constants B and k+ such that k(x) = k+ for all x ∈ UB .
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ACOUSTIC SCATTERING BY AN INHOMOGENEOUS LAYER 1933
These two assumptions are sufficient (together with the radiation condition we
introduce below) to derive, in section 3, an equivalent integral equation formulation
of the problem. In sections 4 and 5 we address the question of uniqueness of solution
which is related to the question of existence or otherwise of guided wave solutions of
the homogeneous problem.
We remark that the radiation condition we will impose will ensure that the scat-
tered field does not contain a downwards propagating component, but (in common
with the usual radiation condition for plane wave incidence on periodic gratings) will
not rule out guided waves localized in the inhomogeneous layer (see Theorem B.2
in Appendix B, where a precise definition of a guided wave in this context is given).
Thus, to prove any uniqueness result, we will have to impose additional conditions (on
k) which rule out guided waves. In other words (and more positively), any uniqueness
proof will simultaneously establish conditions for the nonexistence of guided waves.
The additional assumptions we require for our uniqueness proof (sections 4 and
5) and to prove existence of solution (section 6) are that Assumption (A3) or As-
sumptions (A4) and (A5) below are satisfied.
(A3) There is a positive constant λ1 such that =(k2(x)) ≥ λ1 for almost all x ∈ EB .
(A4) <(k2(x)) is monotonic increasing as x2 increases; precisely,
ess infx∈U <[k2(x+ e2h)− k2(x)] ≥ 0
for all h > 0, where e2 = (0, 1).
(A5) There are positive constants λ2, d with d < B such that
ess supx∈Ed<[k2(x)] ≤ k2+ − λ2.
Assumption (A3) is a requirement that the layer EB is lossy (energy absorbing).
In the case when k is real, Assumption (A4) is a requirement that in the physical
problem the wave speed c(x) is nonincreasing as x2 increases, and (A5) requires,
additionally, some minimum net decrease in the wave speed over the depth of the
layer.
Regarding the practical relevance of the above problem, we remark that this
configuration has been used as a model of outdoor sound propagation over level terrain
in the presence of wind gradients. In this context it is usual to model the ground
surface as a porous half-space or layer and common to represent its effect by an
impedance or Robin boundary condition (see, e.g., [1, 23, 24]): in the limiting case
of high flow resistivity of the porous medium or low frequency of the incident wave,
this condition reduces to the Neumann condition (2). The case when c decreases with
height corresponds to the case of downwind propagation. Of course, it is well known,
for the case of a purely vertical stratification (c(x) depending only on x2), that guided
waves are not supported when c decreases with height. Our uniqueness results will
show that this remains true when horizontal variations in c(x) are also permitted.
We remark that in the Dirichlet boundary condition case, when (2) is replaced by
the condition u = 0 on Γ, the assumption (A4) is sufficient to ensure uniqueness as
demonstrated in [6]. In the Neumann boundary condition case the radiation condition
(3) below and (A4) are not together sufficient to guarantee a unique solution as is
shown by the simple example u(x) = exp(±ik+x1), which satisfies (1)–(2) with k ≡ k+
and, by Remark 2.3 below, the radiation condition (3).
Let ui(x) = exp(ik+x · α) be the time-harmonic incoming plane wave, incident
from UB on the finite inhomogeneous layer EB , where x ∈ R2, α = (cos θ,− sin θ) ∈
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1934 BO ZHANG AND SIMON N. CHANDLER-WILDE
R2, and θ ∈ (0, pi) is the incident angle. We are interested in finding the total field u
satisfying the reduced wave equation (1) and the Neumann condition (2).
In order to determine the physical solution u, a radiation condition as x2 tends
to infinity has to be imposed on the scattered field us = u− ui, that is, the scattered
field us should behave as an outgoing wave as x2 → ∞. The standard Sommerfeld
radiation condition is not appropriate in this context as we cannot expect that us will
decay in the x1 direction. We will use the radiation condition proposed in [3] (see
also [4] and [6]), which we will refer to as the upward propagating radiation condition
(UPRC), and will usefully relate this condition to the Sommerfeld radiation condition
below. To this end introduce the following definitions.
Definition 2.1. Given a domain G ⊂ R2, call v ∈ C2(G) ∩ L∞(G) a radiating
solution of the Helmholtz equation in G if ∆v + k2+v = 0 in G and
v(x) = O(r−1/2),
∂v(x)
∂r
− ik+v(x) = o(r−1/2)
as r = |x| → ∞, uniformly in x/|x|.
Let Φ(x, y) denote the free-space Green’s function for ∆ + k2+, that is,
Φ(x, y) =
i
4
H
(1)
0 (k+|x− y|), x, y ∈ R2, x 6= y,
where H
(1)
0 is the Hankel function of the first kind of order zero.
Definition 2.2. Given a domain G ⊂ R2, say that v : G → C satisfies the
UPRC in G if, for some h ∈ R and φ ∈ L∞(Γh), Uh ⊂ G and
v(x) = 2
∫
Γh
∂Φ(x, y)
∂y2
φ(y)ds(y), x ∈ Uh.(3)
Note that the existence of the integral in (3) for arbitrary φ ∈ L∞(Γh) is assured by
the bound which follows from the asymptotic behavior of the Hankel function for small
and large argument,∣∣∣∣∂Φ(x, y)∂y2
∣∣∣∣ ≤ C|x2 − y2|(|x− y|−2 + |x− y|−3/2), x, y ∈ R2, x 6= y,(4)
which holds for some constant C > 0 dependent only on k+.
The following result explores properties of the upward propagating radiation con-
dition and, in particular, shows that any radiating solution satisfies the UPRC.
Lemma 2.3. Given H ∈ R and v : UH → C, the following statements are
equivalent:
(i) v ∈ C2(UH), v ∈ L∞(UH\Ua) for all a > H, ∆v + k2+v = 0 in UH , and v
satisfies the UPRC in UH ;
(ii) there exists a sequence (vn) of radiating solutions such that vn(x) → v(x)
uniformly on compact subsets of UH and
sup
x∈UH\Ua,n∈N
|vn(x)| <∞(5)
for all a > H;
(iii) v satisfies (3) for h = H and some φ ∈ L∞(ΓH);
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ACOUSTIC SCATTERING BY AN INHOMOGENEOUS LAYER 1935
(iv) v ∈ L∞(UH\Ua) for some a > H and v satisfies (3) for each h > H, with
φ = v|Γh , the restriction of v to Γh;
(v) v ∈ C2(UH), v ∈ L∞(UH\Ua) for all a > H, ∆v + k2+v = 0 in UH , and, for
every h > H and radiating solution in UH , w, such that the restrictions of w and ∂2w
to Γh are in L1(Γh), it holds that∫
Γh
(
v
∂w
∂n
− w∂v
∂n
)
ds = 0.(6)
This lemma was proved as Theorem 2.1 in [6], using Green’s second theorem and
the local regularity estimate contained in the next lemma (see [19, Theorem 3.9 and
Lemma 4.1]) which is also needed later.
Lemma 2.4. If G ⊂ R2 is open and bounded, v ∈ L∞(G), and ∆v = f ∈ L∞(G)
(in a distributional sense) then v ∈ C1(G) and
|∇v(x)| ≤ C(d(x))−1(||v||∞ + ||d2f ||∞), x ∈ G,
where C is an absolute constant and d(x) = dist(x, ∂G).
Remark 2.1. A consequence of Lemma 2.4 is that if ∆v + k2v = 0 in some region
G and v ∈ L∞(G), k ∈ L∞(G), then v ∈ C1(G) and ∇v is bounded in every compact
subset of G. Further, if the sequence (vn) ⊂ L∞(G) is uniformly bounded, ∆vn +
k2∗vn = 0 in G for some k∗ ∈ C and each n, and vn(x)→ v(x) uniformly on compact
subsets of G, then v ∈ C2(G) and ∆v + k2∗v = 0 in G.
Let R(U) = {v ∈ C(U) ∩ C1(U)|∂2v ∈ C(U)}. Then our problem of scattering
of a time-harmonic plane wave by an inhomogeneous layer can now be formulated as
the following boundary value problem.
Problem (P): Find u ∈ R(U) such that (i) u satisfies the reduced wave equation
(1) in a distributional sense and the Neumann condition (2); (ii) us satisfies the upward
propagating radiation condition (3); and (iii) u is bounded in EA for every A > 0.
Remark 2.2. From (iii), Lemma 2.4, and a reflection argument based on the Neu-
mann condition (2), it follows that u ∈ C1(U) ∩ C2(UB) and that
sup
x∈EA
[|∇u(x)|+ |u(x)|] <∞(7)
for every A > 0. By (1), the same reflection principle, and standard local regularity
results [19], we have also that u ∈ H2loc(U).
Remark 2.3. The radiation condition (3) is a generalization of the standard radi-
ation condition for one-dimensional periodic gratings. Precisely, it was proved in [3]
that if us has the usual representation as a Rayleigh expansion [2, 20, 21] in some Ub
then it also satisfies (3) for all h > b and so satisfies the UPRC. As a consequence
any upward or horizontally propagating plane wave satisfies the UPRC. Thus, in the
case k ≡ k+, u = ui + ur is a solution of problem (P) with the Neumann boundary
condition (2) replaced by the impedance condition
∂2u+ ik+u = 0, x ∈ Γ,(8)
where ur is the reflected wave ur(x) = β exp(ik+x · α′), with α′ = (cos θ, sin θ) and
β = (sin θ − 1)/(sin θ + 1).
3. An integral equation formulation. In order to derive an equivalent inte-
gral equation formulation for problem (P), define
G(x, y) := Φ(x, y) + Φ(x, y′) + P (x− y′), x, y ∈ U, x 6= y,
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1936 BO ZHANG AND SIMON N. CHANDLER-WILDE
where, for x ∈ U, x′ = (x1,−x2), and
P (x) := − ik+
2pi
∫ ∞
−∞
exp(i[x1s+ x2
√
k2+ − s2])√
k2+ − s2(
√
k2+ − s2 + k+)
ds,(9)
with =
√
k2+ − s2 ≥ 0. It is shown in [10] (or see [4]) that P ∈ C(U) ∩ C∞(U\{0})
and that P is a radiating solution of the Helmholtz equation in U . Further [10],
∂P (x)/∂x1 is bounded in U \ {0} and (see [11, equation (39)]) ∂P (x)/∂x2 satisfies
∂P (x)
∂x2
+ ik+G(0, x) = 0, x ∈ U, x 6= 0.(10)
Methods for computing P and its gradient efficiently are developed in [11].
From the above equations and properties (see [10] or [4] for further detail) it
follows that G is the impedance Green’s function for the Helmholtz equation in U
and in particular that
∆xG(x, y) + k
2
+G(x, y) = 0, x, y ∈ U, x 6= y,(11)
and
∂G
∂x2
(x, y) + ik+G(x, y) = 0, x ∈ Γ, y ∈ U, x 6= y.(12)
An important property of G is its rapid asymptotic decay rate as |x − y| → ∞ with
x and y close to the boundary Γ. In particular, it follows from [5, Lemma 3.1] that,
for some constant C depending only on k+,
|G(x, y)|, |∇xG(x, y)|, |∇yG(x, y)| ≤ C (1 + x2)(1 + y2)|x− y|3/2 ,(13)
for all x, y ∈ U with |x − y| ≥ 1. On the other hand, from the definition of G,
asymptotic properties of the Hankel function and the above properties of P , it follows
that
|G(x, y)| ≤ C (1 + |log |x− y||) , |∇xG(x, y)|, |∇yG(x, y)| ≤ C|x− y|−1,(14)
for all x, y ∈ U with |x − y| ≤ 1. From (13) and (14) it follows that, for y ∈ EB ,
x1 ∈ R, x2 = a > B,
|G(x, y)|, |∇xG(x, y)|, |∇yG(x, y)| ≤ Ca(1 + |x1 − y1|)−3/2,(15)
where Ca is a positive constant depending only on a, B, and k+.
Before establishing the integral equation formulation in Theorem 3.3 below we
first investigate properties of volume and surface potentials of the type appearing in
(17).
Lemma 3.1. Define the volume potential v with density φ ∈ L∞(EB) by
v(x) =
∫
EB
G(x, y)φ(y)dy, x ∈ U,
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ACOUSTIC SCATTERING BY AN INHOMOGENEOUS LAYER 1937
and extend the definition of φ to U by setting φ(x) = 0, x ∈ UB. Then v ∈ C1(U) ∩
L∞(Ea) for a > 0, ∂2v + ik+v = 0 on Γ, ∆v + k2+v = −φ in U , and v satisfies the
UPRC.
Proof. By making use of the bounds (13) and (14), and the differentiability of
G(x, y) for x 6= y, together with the dominated convergence theorem, it can easily be
shown that v ∈ C1(U)∩L∞(Ea), a > 0, and, on noting (12), that ∂2v + ik+v = 0 on
Γ. For n ∈ N define
vn(x) =
∫
EB(n)
G(x, y)φ(y)dy, x ∈ U.
Given an arbitrary A > 0 choose the positive integer M ∈ N so that M > A. Then
from standard results on volume potentials [13], in DA ∩ U it holds that ∆vM +
k2+vM = −φ and (∆ + k2+)(vn − vM ) = 0, for n = M + 1,M + 2, . . .. Further,
vn(x) → v(x) as n → ∞, uniformly on compact subsets of DA, so that, by Remark
2.1, (∆ + k2+)(v − vM ) = 0 in DA. Since A > 0 is arbitrary, we have shown that
∆v + k2+v = −φ in U . Further, for n = 1, 2, . . ., vn is a radiating solution in UB and,
using the bounds (13) and (14), it is easily seen that (5) is satisfied for all a > 0. It
follows from the equivalence of (i) and (ii) in Lemma 2.3 that v satisfies the UPRC.
The proof is complete.
Lemma 3.2. Define the single layer potential S with density ψ ∈ BC(Γ) by
S(x) =
∫
Γ
G(x, y)ψ(y)ds(y), x ∈ U.
Then S ∈ R(U) ∩ L∞(Ea) for a > 0, ∂2S + ik+S = −ψ on Γ, ∆S + k2+S = 0 in U ,
and S satisfies the UPRC.
Proof. By means of the bounds (13) and (14), and the differentiability of G(x, y)
for x 6= y, together with the dominated convergence theorem, it is easy to show that
S ∈ C(U) ∩ C1(U) ∩ L∞(Ea), a > 0. To see that S satisfies the Helmholtz equation,
let us define, for n ∈ N,
Sn(x) =
∫
Γ(n)
G(x, y)ψ(y)ds(y), x ∈ U.
Then Sn ∈ C2(U) and (∆ + k2+)Sn = 0 in U. Further, Sn(x) → S(x) as n → ∞,
uniformly on compact subsets of U , so that, by Remark 2.1, S ∈ C2(U) and (∆ +
k2+)S = 0 in U. Moreover, for n = 1, 2, . . ., Sn is a radiating solution in U and, using
the bounds (13) and (14), it is easily seen that (5) is satisfied for all a > 0. It follows
from the equivalence of (i) and (ii) in Lemma 2.3 that S satisfies the UPRC.
From (10) it follows that, for x ∈ U and y ∈ Γ,
∂G(x, y)
∂x2
= 2
∂Φ(x, y)
∂x2
+
∂P (x− y′)
∂x2
= −2∂Φ(x, y)
∂y2
− ik+G(x, y).(16)
By making use of (16), the bounds (13) and (14), the dominated convergence theorem,
and the jump relation for standard double-layer potentials [13, Theorem 2.13], it can
be easily derived that ∂2S ∈ C(U) and ∂2S + ik+S = −ψ on Γ. The proof is thus
complete.
Theorem 3.3. Let u be a solution of problem (P). Then we have
u(x) = ui(x) + ur(x) +
∫
EB
u(y)[k2(y)− k2+]G(x, y)dy
−ik+
∫
Γ
u(y)G(x, y)ds(y), x ∈ U.(17)
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1938 BO ZHANG AND SIMON N. CHANDLER-WILDE
Proof. Take x ∈ U, choose a > max(x2, B), A > |x1|, and ² > 0 sufficiently
small and apply Green’s second theorem to G(x, ·) and u in the bounded region
Ea(A) \B²(x), and then let ²→ 0 to obtain that
u(x) =
∫
EB(A)
u(y)[k2(y)− k2+]G(x, y)dy
+
∫
∂(Ea(A))
[
G(x, y)
∂u
∂n
(y)− u(y)∂G(x, y)
∂n(y)
]
ds(y).(18)
Letting A→∞ in (18), in view of (13), (2), and (12), we find that
u(x) =
∫
EB
u(y)[k2(y)− k2+]G(x, y)dy − ik+
∫
Γ
u(y)G(x, y)ds(y) + Ia,(19)
where
Ia =
∫
Γa
[
G(x, y)
∂u
∂n
(y)− u(y)∂G(x, y)
∂n(y)
]
ds(y).(20)
Recall that, by Remark 2.3, ui + ur is a solution of problem (P) with k ≡ k+ and
the Neumann condition (2) replaced by the impedance condition (8). By the same
argument as used to derive (19) we can show that ui(x) + ur(x) = I˜a, where I˜a is
given by (20) but with u replaced by ui + ur. It follows that
Ia = u
i(x) + ur(x) +
∫
Γa
[
G(x, y)
∂w
∂n
(y)− w(y)∂G(x, y)
∂n(y)
]
ds(y),(21)
where w = us−ur. Further, w satisfies the UPRC and G(x, ·) is a radiating solution in
Ub for b > x2 so that, in view of (13) and the equivalence of (i) and (v) in Lemma 2.3,
the integral in (21) vanishes. Thus (17) follows for x ∈ U . That (17) holds also for
x ∈ Γ follows from the continuity in U of u, ui, ur, and of the volume and surface
potentials appearing in (17).
From Remark 2.3 and Lemmas 3.1 and 3.2 we have the following converse result.
Theorem 3.4. If u satisfies (17) and u ∈ BC(EB), then u satisfies problem (P).
Remark 3.1. From Theorems 3.3 and 3.4 it follows that problem (P) is equivalent
to the integral equation (17).
4. A basic inequality. In this section we prove a basic inequality satisfied by
the solution of the problem (1)–(2) which plays an essential role in the proof of the
uniqueness theorem.
Suppose that u ∈ R(U) satisfies (1) and (2). Then, by Remark 2.2, u ∈ C1(U) ∩
H2loc(U). Let a > B and define, for A > 0,
JA = =
∫
Γa(A)
u∂2uds, IA =
∫
Γa(A)
{|∂2u|2 − |∂1u|2 + k2+|u|2}ds,(22)
LA = <
∫
Γa(A)
u∂2uds, KA =
∫
EB(A)
|u|2dx+
∫
Γ(A)
|u|2ds.(23)
For b ∈ R, let γ(b) = {(b, x2)|0 ≤ x2 ≤ a}.
Theorem 4.1. Assume that (A3) holds or that both (A4) and (A5) hold. Then,
for some nonnegative constants Cj, j = 1, 2, 3, 4, 5, there holds
KA ≤ C1IA + C2LA − C3JA + C4R1(A) + C5R2(A)(24)
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ACOUSTIC SCATTERING BY AN INHOMOGENEOUS LAYER 1939
for all A > 0, where
R1(A) =
[∫
γ(A)
+
∫
γ(−A)
]
|u∂1u|ds
and
R2(A) = <
[∫
γ(A)
−
∫
γ(−A)
]
(2x2∂2u∂1u+ u∂1u)ds.
Proof. We will deduce the inequality (24) first of all in the case that (A3) holds.
Apply Green’s first theorem to u and u in Ea(A), and take the imaginary part of
the result thus obtained to get, since =(k2(x)) = 0 for x2 > B and ∂u/∂n = 0 on Γ,∫
EB(A)
=(k2)|u|2dx+ JA ≤ R1(A).(25)
Let η ∈ C1[0,∞) be such that 0 ≤ η(t) ≤ 1 for t ≥ 0, η(t) = 1 for 0 ≤ t ≤ B/2,
η(t) = 0 for t ≥ B, and |η′(t)| ≤ Cη1/2(t) for t ≥ 0 and some constant C. Then, by
applying Green’s first theorem to u and η(x2)u in EB(A), we obtain that∫
EB(A)
η(x2)|∇u|2dx ≤
∫
EB(A)
|k|2η(x2)|u|2dx
+
∫
EB(A)
|η′(x2)u∂2u|dx+R1(A).
From the fact that |η′| ≤ Cη1/2 it follows, by using the Cauchy–Schwarz inequality,
that ∫
EB(A)
|η′(x2)u∂2u|dx ≤ 1
2
∫
EB(A)
η(x2)|∂2u|2dx+ C
2
2
∫
EB(A)
|u|2dx,
so that ∫
EB/2(A)
|∇u|2dx ≤
∫
EB(A)
η(x2)|∇u|2dx
≤ (2‖k‖2∞ + C2)
∫
EB(A)
|u|2dx+ 2R1(A).
(26)
Now, for any h > 0,
u((x1, h))− u((x1, 0)) =
∫ h
0
∂2u(x)dx2, x1 ∈ R,(27)
so that, using the Cauchy–Schwarz inequality,
|u((x1, 0))|2 ≤ 2|u((x1, h))|2 + 2h
∫ h
0
|∂2u(x)|2dx2, x1 ∈ R.(28)
From (28) it follows that∫
Γ(A)
|u|2ds ≤ 2
∫
Γh(A)
|u|2ds+ 2h
∫
Eh(A)
|∂2u|2dx(29)
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1940 BO ZHANG AND SIMON N. CHANDLER-WILDE
for any h > 0 and therefore that
B
∫
Γ(A)
|u|2ds ≤ 4
∫
EB/2(A)
|u|2dx+ B
2
2
∫
EB/2(A)
|∂2u|2dx.(30)
Thus, assuming that (A3) holds, the required inequality (24), with C1 = C2 = C5 = 0,
follows from (30), (26), and (25).
Suppose now that (A4) and (A5) hold. Multiplying (1) by 2x2∂2u+u, integrating
over Ea(A), and taking the real part, we obtain
2
∫
Ea(A)
|∂2u|2dx = <
∫
Ea(A)
[2∇ · (x2∂2u∇u)− ∂2(x2|∇u|2) +∇ · (u∇u)]dx
+
∫
Ea(A)
<(k2)∂2(x2|u|2)dx+ 2
∫
Ea(A)
x2=(k2)={u∂2u}dx
= a
∫
Γa(A)
(|∂2u|2 − |∂1u|2)ds+ LA +R2(A)
+
∫
Ea(A)
<(k2)∂2(x2|u|2)dx+ 2
∫
Ea(A)
x2=(k2)={u∂2u}dx.(31)
Now if <(k2) ∈ C1(Ea(A)) then from (A4) we have that ∂2(<(k2)) ≥ 0 and, integrat-
ing by parts, we obtain that∫
Ea(A)
<(k2)∂2(x2|u|2)dx ≤ k2+a
∫
Γa(A)
|u|2ds =
∫
Ea(A)
k2+∂2(x2|u|2)dx.(32)
Thus
GA :=
∫
Ea(A)
[k2+ −<(k2)]∂2(x2|u|2)dx ≥ 0.(33)
In the general case when k ∈ L∞(U), let φ(x) = <(k2(x)), ψ(x) = x2|u(x)|2 and, for
h ∈ R, let φh(x) = φ(x+he2), ψh(x) = ψ(x+he2). Then, since φ(ψh−ψ) +φh(ψh−
ψ) = 2(φhψh − φψ)− (φh − φ)(ψ + ψh), we have that∫
Ea(A)
φ(ψh − ψ)dx+
∫
Ea+h(A)\Eh(A)
φ(ψ − ψ−h)dx
= 2
∫
Ea+h(A)\Ea(A)
φψdx− 2
∫
Eh(A)
φψdx−
∫
Ea(A)
(φh − φ)(ψ + ψh)dx
≤ 2k2+
∫
Ea+h(A)\Ea(A)
ψdx+ 2||k||2∞
∫
Eh(A)
ψdx(34)
on using (A2) and (A4). Since ψ ∈ C1(U) and ψ = 0 on Γ, dividing (34) by 2h and
taking the limit h→ 0 we obtain that (32) and (33) hold in the general case.
It follows from (31) and (32) that
2
∫
Ea(A)
|∂2u|2dx+GA = aIA + LA +R2(A) + 2
∫
Ea(A)
x2=(k2)={u∂2u}dx.(35)
Since 0 ≤ =(k2) ≤ ‖k‖2∞, the Cauchy–Schwarz inequality yields that
2
∫
Ea(A)
x2=(k2)={u∂2u}dx ≤
∫
Ea(A)
|∂2u|2dx+ a2‖k‖2∞
∫
Ea(A)
=(k2)|u|2dx.(36)
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ACOUSTIC SCATTERING BY AN INHOMOGENEOUS LAYER 1941
Thus, it follows from (35), (36), and (25) that∫
Ea(A)
|∂2u|2dx+GA ≤ aIA + LA − a2‖k‖2∞JA +R2(A) + a2‖k‖2∞R1(A) =: FA.(37)
Now, from (37) and the fact that GA ≥ 0, it is seen that∫
Ea(A)
|∂2u|2dx ≤ FA.(38)
On the other hand, since 2|x2<(u∂2u)| ≤ |u|2/2 + 2a2|∂2u|2 for x ∈ Ea, we have
∂2(x2|u|2) = |u|2 + 2x2<(u∂2u) ≥ |u|2/2− 2a2|∂2u|2
for x ∈ Ea, so that, on noting that k2+ ≥ <(k2) by (A4),
GA ≥ 1
2
∫
Ea(A)
[k2+ −<(k2)]|u|2dx− 4a2||k||2∞
∫
Ea(A)
|∂2u|2dx.
This, together with (37), implies that∫
Ea(A)
[k2+ −<(k2)]|u|2dx ≤ 2FA + 8a2||k||2∞
∫
Ea(A)
|∂2u|2dx
≤ 2(1 + 4a2||k||2∞)FA.
(39)
We now make use of (38) and (39) to derive the required inequality (24). First,
using (28) we obtain that, for any 0 < h ≤ a,∫
Eh(A)
[k2+ −<(k2)]|u(x1, 0)|2dx ≤
∫
Ea(A)
[k2+ −<(k2)]|u(x1, 0)|2dx
≤ 2
∫
Ea(A)
[k2+ −<(k2)]|u|2dx+ 4a2||k||2∞
∫
Ea(A)
|∂2u|2dx.(40)
Taking h = d in (40) and using (A5) yield that
dλ2
∫
Γ(A)
|u|2ds ≤ 2
∫
Ea(A)
[k2+ −<(k2)]|u|2dx+ 4a2||k||2∞
∫
Ea(A)
|∂2u|2dx.(41)
Next, using (27) we get (cf. (29))∫
Γh(A)
|u|2ds ≤ 2
∫
Γ(A)
|u|2ds+ 2h
∫
Eh(A)
|∂2u|2dx
for any h > 0, and therefore∫
Ea(A)
|u|2dx ≤ 2a
∫
Γ(A)
|u|2ds+ a2
∫
Ea(A)
|∂2u|2dx.(42)
Thus, utilizing (38) and (39) together with (41) and (42), the required result (24)
follows. The proof is complete.
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1942 BO ZHANG AND SIMON N. CHANDLER-WILDE
5. Uniqueness of solution. In this section we establish the following unique-
ness theorem for problem (P).
Theorem 5.1. If (A3) holds or both (A4) and (A5) hold, then problem (P) has
at most one solution.
We prove this theorem by showing that the homogeneous version of problem (P)
has only the trivial solution. Since guided waves are solutions of the homogeneous
problem (see the definition and Theorem B.2 in Appendix B), we have immediately
the following corollary.
Corollary 5.2. If (A3) holds or both (A4) and (A5) hold, then there are no
guided wave solutions to the homogeneous problem.
In the proof of Theorem 5.1 we utilize the following two lemmas, of which the first
is a consequence of the UPRC and was proved as Lemma 6.1 in [6] and the second is
a special case of Lemma A in [7].
Lemma 5.3. If φ ∈ L2(Γh)∩L∞(Γh) and v is defined by (3), then the restrictions
of v, ∂1v, and ∂2v to Γa are in L2(Γa) ∩BC(Γa) for a > h and
=
∫
Γa
v∂2vds ≥ 0, <
∫
Γa
v∂2vds ≤ 0,(43) ∫
Γa
[|∂2v|2 − |∂1v|2 + k2+|v|2]ds ≤ 2k+=
∫
Γa
v∂2vds.(44)
Lemma 5.4. Suppose that F ∈ L∞(R) and that, for some nonnegative constants
c, ², and A0,∫ A
−A
|F |2 ≤ c
∫
R\[−A,A]
G2A + c
∫ A
−A
(G∞ −GA)G∞ + ², A > A0,
where, for A0 < A ≤ +∞,
GA(s) =
∫ A
−A
(1 + |s− t|)−3/2|F (t)|dt, s ∈ R.
Then F ∈ L2(R) and ∫ +∞
−∞
|F |2 ≤ ².
Proof (of Theorem 5.1). Suppose that u1 and u2 are solutions of problem (P).
Then, by Remark 2.2, u = u1 − u2 ∈ C1(U) and satisfies (1)–(2), the bound (7), and
the UPRC. Also, by Theorem 3.3,
u(x) =
∫
EB
u(y)[k2(y)− k2+]G(x, y)dy − ik+
∫
Γ
u(y)G(x, y)ds(y), x ∈ U,(45)
and, by Theorem 4.1, for some constants a > B and Cj ≥ 0, j = 1, 2, 3, 4, 5,
KA ≤ C1IA + C2LA − C3JA + C4R1(A) + C5R2(A),(46)
where JA, IA, LA, and KA are given by (22) and (23). Clearly, for j = 1, 2,
Rj(A) = O(1) as A→∞(47)
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ACOUSTIC SCATTERING BY AN INHOMOGENEOUS LAYER 1943
and, by (25),
JA = R1(A)−
∫
EB(A)
=(k2)|u|2dx ≤ R1(A).(48)
Now to make use of Lemma 5.3 and the bound (46) we define
v(x) =
∫
EB(A)
u(y)[k2(y)− k2+]G(x, y)dy − ik+
∫
Γ(A)
u(y)G(x, y)ds(y), x ∈ U.(49)
Then, by (13), (14), and Lemmas 3.1 and 3.2, v|ΓB ∈ L2(ΓB) ∩ BC(ΓB); and by
Remark 2.3, Lemmas 3.1 and 3.2, and the equivalence of (i) and (iv) in Theorem 2.3,
v satisfies (3) with h = B and φ = v|ΓB . Set
J ′A = =
∫
Γa(A)
v∂2vds, J
′′
A = =
∫
Γa
v∂2vds,
I ′A =
∫
Γa(A)
{|∂2v|2 − |∂1v|2 + k2+|v|2}ds, I ′′A =
∫
Γa
{|∂2v|2 − |∂1v|2 + k2+|v|2}ds,
L′A = <
∫
Γa(A)
v∂2vds, L
′′
A = <
∫
Γa
v∂2vds.
Then, by Lemma 5.3,
J ′′A ≥ 0, L′′A ≤ 0, I ′′A ≤ 2k+J ′′A,
so that, by (46) and (48),
KA ≤ C1(IA − I ′′A) + (2C1k+ + C3)(J ′′A − JA)
+C2(LA − L′′A) + (2C1k+ + C4)R1(A) + C5R2(A).(50)
Now note that
KA =
∫ A
−A
|w(x1)|2dx1,
where
w(x1) =
{∫ B
0
|u(x)|2dx2 + |u(x1, 0)|2
}1/2
, x1 ∈ R,
and that, by (15) and the Cauchy–Schwarz inequality,
|v(x)|, |∇v(x)| ≤ Ck(B + 1)1/2WA(x1), x ∈ Γa,
|u(x)− v(x)|, |∇u(x)−∇v(x)| ≤ Ck(B + 1)1/2(W∞(x1)−WA(x1)), x ∈ Γa,
where Ck = Ca max(k+, ‖k2+ − k2‖∞) and, for 0 ≤ A ≤ +∞,
WA(x1) =
∫ A
−A
(1 + |x1 − y1|)−3/2w(y1)dy1, x1 ∈ R.
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1944 BO ZHANG AND SIMON N. CHANDLER-WILDE
It follows that
|I ′A − I ′′A|, |J ′A − J ′′A|, |L′A − L′′A| ≤ C
∫
R\[−A,A]
(WA(x1))
2dx1,
where C = C2k(B + 1)(2 + k
2
+), and that
|IA − I ′A|, |JA − J ′A|, |LA − L′A| ≤ 2C
∫ A
−A
(W∞(x1)−WA(x1))W∞(x1)dx1,
so that, for some constant c > 0 and all A > 0,
KA ≤ c
{∫
R\[−A,A]
W 2A +
∫ A
−A
(W∞ −WA)W∞ + |R1(A)|+ |R2(A)|
}
.(51)
Applying Lemma 5.4 to (51) we obtain that w ∈ L2(R) (i.e. u ∈ L2(EB) ∩ L2(Γ))
and, for all A0 > 0,∫
EB
|u|2dx+
∫
Γ
|u|2ds =
∫ +∞
−∞
|w|2 ≤ c sup
A>A0
(|R1(A)|+ |R2(A)|).(52)
Since u ∈ L2(EB)∩L2(Γ), it follows from (45), the bounds (13) and (14), and applica-
tions of Young’s theorem, that u ∈ L2(Ea), for every a > 0. Since also ∇u ∈ BC(Ea)
so that u is uniformly continuous in Ea, it follows that u(x) → 0 as x1 → ∞, uni-
formly in x2 for 0 ≤ x2 ≤ a, for every a > 0. Noting also Lemma 2.4, it follows that
Rj(A)→ 0 as A→∞, j = 1, 2, and thus, from (52), that u = 0 in EB and on Γ and
hence, from (45), that u ≡ 0 in U . The proof is complete.
6. Existence of solution. In this section we apply Theorems A.1 and A.2 in
Appendix A to show the existence of a solution to problem (P). First, we note that
(see Remark 3.1) problem (P) and (17) are equivalent. Let N = 2, Ω1 = EB ⊂ R2,
Ω2 = R, ω1 = {x ∈ Ω1|0 ≤ x1 < B, 0 < x2 < B}, ω2 = [0, B), a(1)1 = (B, 0), and
a
(2)
1 = B. Define y˜ := y for y ∈ Ω1 ⊂ R2 and y˜ := (y, 0) for y ∈ Ω2 = R, and let
kij(x, y) = G(x˜, y˜) for all x ∈ Ωi, y ∈ Ωj , x˜ 6= y˜, i, j = 1, 2. Then conditions (C.1)
and (C.2) in Appendix A are satisfied with these choices of kij and Ωj (i, j = 1, 2).
Set w1(y) = k
2(y) − k2+ for y ∈ Ω1 and w2(y) = −ik+ for y ∈ Ω2. Then the integral
equation (17) is equivalent to the equation
u(x) = ui(x)+ur(x)+
∫
Ω1
ψ1(y)w1(y)G(x, y)dµ2(y)+
∫
Ω2
ψ2(y)w2(y)G(x, y˜)dµ1(y)
(53)
for x ∈ U, where ψ1(y) = u(y) for y ∈ Ω1, ψ2(y) = u(y˜) for y ∈ Ω2, and dµj is
j-dimensional Lebesgue measure.
With X and Y the product spaces as defined in Appendix A, let us now consider
the system of integral equations
(I −Kw)ψ = φ, ψ = (ψ1, ψ2)t, φ = (φ1, φ2)t ∈ Y, w = (w1, w2)t ∈ X,(54)
where φj(y) = u
i(y˜) + ur(y˜) for y ∈ Ωj (j = 1, 2), and I and Kw are the matrix
operators defined by (A.4) and (A.5). Then it is clear that (54) is just a restriction
of (53) to EB and Γ, so that if we can solve (54) for ψ, then u, defined by (53), is
a solution to problem (P). Therefore, in order to prove the existence of a solution to
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ACOUSTIC SCATTERING BY AN INHOMOGENEOUS LAYER 1945
problem (P), it is enough to show that the system of integral equations (54) has a
solution.
Theorem 6.1. Assume that (A3) holds or that both (A4) and (A5) hold. Then
(I−Kw)−1 ∈ B(Y ) so that the system of integral equations (54) has a unique solution
ψ ∈ Y. Furthermore, for any M > 0, there is a constant C > 0 depending only on M ,
k+, B, and λ1 in the case that (A3) is satisfied or on M , k+, B, λ2, and d in the
case that (A4) and (A5) are satisfied, such that, provided ‖k‖∞ ≤ M, it holds that
||(I −Kw)−1|| ≤ C, so that ‖ψ‖ ≤ C‖φ‖.
Proof. Theorem 6.1 is proved by means of Theorems A.1 and A.2 in Appendix
A. To this end, suppose without loss of generality that M > λ1, and set
Q = Q3 := {µ ∈ L∞(Ω1)|=µ ≥ λ1, ||µ||∞ ≤M2}
in the case that (A3) is satisfied. In the case that (A4) and (A5) are satisfied, suppose
without loss of generality that M > k+, and set
Q = Q4 := {µ ∈ L∞(U)|=µ ≥ 0, µ(x) = k2+, x ∈ UB , ||µ||∞ ≤M2, ess supx∈Ed<(µ(x))
≤ k2+ − λ2, ess infx∈U <[µ(x+ e2h)− µ(x)] ≥ 0, h > 0}.
With Xj = L∞(Ωj), j = 1, 2, set
W1 = {z1 ∈ X1|z1 = µ|Ω1 − k2+, µ ∈ Q},
W2 = {z2 ∈ X2|z2(x) = −ik+, x ∈ Ω2},
W = {z = (z1, z2)t ∈ X|z1 ∈W1, z2 ∈W2}.
Then TaW = W for a ∈ τ = {(a(1)1 , a(2)1 )t}. Also, it follows easily from Theorems 3.4
and 5.1 that I −Kz is injective for all z ∈W.
Next, we show that W is weak∗ sequentially compact. From Appendix A, it is
sufficient to show that Wj ⊂ Xj is weak∗ sequentially compact for j = 1, 2. Clearly
W2 = {−ik+} is weak∗ sequentially compact. As {w ∈ C| |w| ≤ M2,=w ≥ λ1} is
compact and convex, it follows from Lemma 2.13 in [8] in the case Q = Q3 that W1
is weak∗ sequentially compact. In the case Q = Q4, let z(j)1 = µ(j)|Ω1 − k2+ ∈ W1,
j = 1, 2, . . . . Since (µ(j)) ⊂ Q, which is bounded, it follows from the Alaoglu theorem
[17, p. 60] that there is an element µ ∈ L∞(U) and a subsequence of (µ(j)), denoted
simply by itself, such that (µ(j)) converges weak∗ to µ in L∞(U) and ‖µ‖∞ ≤ M2.
Thus, for all ξ ∈ L1(U), ∫
U
µ(j)ξdx→
∫
U
µξdx,(55)
as j → ∞, and, in particular, (55) holds if ξ is the characteristic function of any
bounded measurable subset of U . This and that µ(j) ∈ Q, j = 1, 2, . . . implies
that =µ ≥ 0 in U, µ(x) = k2+ for x ∈ UB , ess supx∈Ed<(µ(x)) ≤ k2+ − λ2, and
ess infx∈U <[µ(x+ e2h)−µ(x)] ≥ 0 for all h ≥ 0. Hence, µ ∈ Q, z1 = µ|Ω1 −k2+ ∈W1
and (z
(j)
1 ) converges weak∗ to z1 in X1, that is, W1 is weak∗ sequentially compact.
Finally, let z = (z1, z2)
t ∈ W with z1 = µ|Ω1 − k2+ ∈ W1 and z2 = −ik+ ∈ W2.
For j = 1, 2, . . . set
µ(j)(x) =
{
µ˜(x) for |x1| > j,
µ(x) for |x1| ≤ j,
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where µ˜ ≡ iλ1 in the case that (A3) is satisfied, µ˜(x) = k2+−λ2, x ∈ EB , = k2+, x ∈ UB
in the case that (A4) and (A5) are satisfied. Then µ˜, µ(j) ∈ Q, z(j)1 = µ(j)|Ω1 − k2+ ∈
W1, and z
(j)
1 (x) = z
∗
1 , |x1| > j, where z∗1 = µ∗ − k2+ and µ∗ = iλ1 in the case that
(A3) is satisfied and µ∗ = k2+ − λ2 in the case that (A4) and (A5) are satisfied. For
any ξ ∈ L1(Ω1) we have∫
Ω1
(z
(j)
1 − z1)ξdx =
∫
EB\EB(j)
(µ− µ∗)ξdx ≤ 2M2
∫
EB\EB(j)
|ξ|dx→ 0
as j → ∞, that is, (z(j)1 ) converges weak∗ to z1 in X1. Now for j = 1, 2, . . . set
z(j) = (z
(j)
1 , z2)
t. Then z(j) ∈ W and (z(j)) converges weak* to z in X. Set z∗ =
(z∗1 , z2)
t. Since z∗ ∈ W so that I −Kz∗ is injective, it follows from Theorem A.2 in
Appendix A that I−Kz(j) injective implies I−Kz(j) surjective, for j = 1, 2, . . .. Thus
all the assumptions in Theorem A.1 have been verified, and Theorem 6.1 follows from
Theorem A.1. The proof is complete.
Theorem 6.2. Assume that (A3) holds or both (A4) and (A5) hold. Then
problem (P) has exactly one solution. Further, for any M > 0, there exists a constant
C > 0 depending only on M , k+, B, and λ1 in the case that (A3) is satisfied or on
M , k+, B, λ2, and d in the case that (A4) and (A5) are satisfied, such that, provided
‖k‖∞ ≤M,
|u(x)| ≤ C(1 + x2)1/2, x ∈ U.(56)
Proof. The existence of a unique solution to problem (P) follows from Theorems
3.3, 3.4, and 6.1. To derive the estimate (56) we note from the equivalence of (i) and
(iv) in Lemma 2.3 that
us(x) = 2
∫
ΓB
∂Φ(x, y)
∂y2
us(y)ds(y), x ∈ UB .(57)
It follows from (4) and (57) (see [4]) that
|us(x)| ≤ C(1 + (x2 −B))1/2‖usB‖∞, x ∈ UB ,(58)
for some constant C > 0 dependent only on k+, which together with Theorem 6.1
implies the estimate (56). The proof is complete.
We remark that in [6] it is shown for the Dirichlet boundary condition case that,
for a particular choice of k, the growth rate in (56) for the solution can be achieved,
so that the exponent 1/2 in the bound (56) is the best possible for the general case.
Appendix A. Some solvability results for integral equations on un-
bounded domains.
In this appendix we summarize general results on the solvability of a class of
systems of second kind integral equations on unbounded domains established in [9]
and used in section 6 to show existence of solution for the scattering problem.
Let us consider the system of second kind integral equations
ψi(x) = φi(x) +
N∑
j=1
∫
Ωj
kij(x, y)zj(y)ψj(y)dµj(y), x ∈ Ωi, i = 1, . . . , N,(A.1)
where Ωj is an open subset of R
nj (nj ≥ 1), dµj is nj-dimensional Lebesgue measure,
the functions kij : Ωi × Ωj → C, φj ∈ Yj := BC(Ωj), and zj ∈ Xj := L∞(Ωj) are
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ACOUSTIC SCATTERING BY AN INHOMOGENEOUS LAYER 1947
known, and ψj ∈ Yj is to be determined (i, j = 1, . . . , N). As usual, for a ∈ Rn and
V ⊂ Rn, denote by V + a the translate of the set V by the vector a. We assume
throughout this appendix that kij(x, ·) ∈ L1(Ωj) for every x ∈ Ωi (i, j = 1, . . . , N),
so that the integrals in (A.1) are well defined. We also assume that the following
conditions on kij and Ωj hold.
(C.1) supx∈Ωi
∫
Ωj
|kij(x, y)|dµj(y) <∞; and, for all x ∈ Ωi,∫
Ωj
|kij(x, y)− kij(x′, y)|dµj(y)→ 0
as x′ → x with x′ ∈ Ωi (i, j = 1, . . . , N).
(C.2) For some m ≤ minj nj and i = 1, . . . , N , there exists a(i)j ∈ Rni , j =
1, . . . ,m, and a bounded set ωi ⊂ Ωi such that
(i) Ωi =
⋃
P∈Zm ω
(P )
i , where ω
(P )
i := ωi +
∑m
j=1 a
(i)
j pj for P = (p1, . . . , pm) ∈ Zm;
(ii) ω
(Q)
i ∩ ω(P )i = ∅ for Q,P ∈ Zm, Q 6= P ;
(iii) kij(x+ a
(i)
l , y + a
(j)
l ) = kij(x, y), x ∈ Ωi, y ∈ Ωj , i, j = 1, . . . , N , l = 1, . . . ,m.
Define the integral operator Kij : Xj → Yi by
Kijψ(x) =
∫
Ωj
kij(x, y)ψ(y)dµj(y), x ∈ Ωi, i, j = 1, . . . , N.
Then (A.1) can be abbreviated as
ψi = φi +
N∑
j=1
Kij(zjψj), i = 1, . . . , N.(A.2)
Let Y :=
∏N
j=1 Yj and X :=
∏N
j=1Xj be the product spaces. For φ ∈ Xj , we denote
by ‖φ‖j the essential supremum norm, ‖φ‖j := ess supx∈Ωj |φ(x)|, j = 1, . . . , N, and
by ‖φ‖ the product norm on X, defined by ‖φ‖ = ∑Nj=1 ‖φj‖j , φ = (φ1, . . . , φN )t ∈ X,
where (·, . . . , ·)t denotes the transpose of (·, . . . , ·). Equipped with the product norm
‖ · ‖, the product space X is a Banach space, and Y is a closed subspace of X.
Since Xj can be identified with (L1(Ωj))
′, the dual space of L1(Ωj) (j = 1, . . . , N),
it follows that X can be identified with
∏N
j=1(L1(Ωj))
′ ≡ (∏Nj=1 L1(Ωj))′, the dual
space of the product space
∏N
j=1 L1(Ωj). Thus, for a sequence (φn) ⊂ X and φ ∈ X
with φn = (φ
(1)
n , . . . , φ
(N)
n )t and φ = (φ(1), . . . , φ(N))t, (φn) converges to φ in the
weak∗ topology on X (φn w∗→ φ) if and only if∫
Ωj
φ(j)n ψ →
∫
Ωj
φ(j)ψ for all ψ ∈ L1(Ωj), j = 1, . . . , N,
i.e. if and only if φ
(j)
n
w∗→ φ(j) in Xj , j = 1, . . . , N.
Now define the matrix operator K on X by
K =
 K11 · · · K1N. . .
KN1 · · · KNN
 .
Then (A.2) can be further abbreviated in matrix operator notation as
ψ = φ+Kzψ = φ+K(zˆψ),(A.3)
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1948 BO ZHANG AND SIMON N. CHANDLER-WILDE
where, for z = (z1, . . . , zN )
t ∈ X, zˆ is defined as
zˆ =
 z1 0. . .
0 zN

and Kz : Y → Y is defined by
Kzψ = K(zˆψ), ψ ∈ Y.(A.4)
For l = 1, . . . ,m, define the translation operator T
a
(j)
l
: Xj → Xj by
T
a
(j)
l
ψ(x) = ψ(x− a(j)l ), x ∈ Ωj (j = 1, . . . , N),
and, for a = (a1, . . . , aN ) ∈ τ := {(a(1)l , . . . , a(N)l )t|l = 1, . . . ,m}, the matrix operator
Ta : X → X by
Ta =
 Ta1 0. . .
0 TaN
 .
Then by (C.2) (iii), TaK = KTa for a ∈ τ. Let B(Y ) denote the Banach space of
bounded linear operators on Y and I the identity matrix operator on Y , given by
I =
 I1 0. . .
0 IN
(A.5)
where Ij is the identity operator on Yj (j = 1, . . . , N). Then the following results have
been proved in [9] on the solvability of the system of integral equations (A.3). These
results are straightforward extensions to a system of integral equations of results for
a single integral equation established in [8].
Theorem A.1. Suppose that (C.1)–(C.2) are satisfied and that W ⊂ X is weak∗
sequentially compact, TaW = W for all a ∈ τ, and I −Kz is injective for all z ∈ W.
Then (I −Kz)−1 exists as an operator on the range space (I −Kz)Y for all z ∈ W
and
sup
z∈W
‖(I −Kz)−1‖ <∞.
If also, for every z ∈ W, there exists a sequence (zj) ⊂ W such that zj converges
weak∗ to z and
for all j, I −Kzj injective =⇒ I −Kzj surjective,
then also I −Kz is surjective for each z ∈W so that (I −Kz)−1 ∈ B(Y ).
Theorem A.2. If (C.1)–(C.2) are satisfied, z = (z1, . . . , zN )
t ∈ X, λ = (λ1, . . . , λN )t ∈
CN , and, for j = 1, . . . , N ,
ess sup|x|≥A,x∈Ωj |zj(x)− λj | → 0
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ACOUSTIC SCATTERING BY AN INHOMOGENEOUS LAYER 1949
as A→∞, then
I −Kλ, I −Kz injective ⇒ I −Kz surjective, (I −Kz)−1 ∈ B(Y ).
Appendix B. Guided waves.
By a guided wave we mean a solution of the homogeneous problem which has
its energy localized in or near the layer EB . Precisely, for a < b, S ⊂ R2, let
S(a, b) = {x ∈ S|a < x1 < b}. Then our definition is as follows.
Definition B.1. Call v ∈ C1(U) a guided wave if v 6≡ 0, v satisfies (1) and (2),
v is bounded in Eh for every h > 0,
sup
n∈Z
∫
U(n,n+1)
(|v|2 + |∇v|2)dx <∞(B.1)
and
ch := sup
n∈Z
∫
Uh(n,n+1)
(|v|2 + |∇v|2)dx→ 0(B.2)
as h→∞.
Remark B.1. In the case when the scatterer is a diffraction grating, i.e., k is
periodic in the x1-direction with some period L, it is usual to assume that v is corre-
spondingly quasi-periodic (i.e., that v(x) exp(−ik+ cos θ x1) is periodic). Then (B.1)
and (B.2) reduce to the condition that∫
U(0,L)
(|v|2 + |∇v|2)dx <∞,
i.e., that the energy is finite in a single period of the grating.
Remark B.2. Conditions (B.1) and (B.2) are satisfied if v decreases sufficiently
rapidly in the vertical direction, in particular if, for some constants C > 0 and p > 1/2,
|v(x)| ≤ C(1 + x2)−p, x ∈ U.
The following result is shown in [6].
Theorem B.2. If v is a guided wave, then v satisfies the UPRC.
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