The use of scientific computing tools is, nowadays, customary for solving problems in Applied Sciences at several levels of complexity. The great need for reliable software in the scientific community conveys a continuous stimulus to develop new and more performing numerical methods which are able to grasp the particular features of the problem at hand. This has been the case for many different settings of numerical analysis, and this Special Issue aims at covering some important developments in various areas of application.
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Below, we highlight the main results of the papers.
Numerical Linear Algebra
In [1] , the authors study the generalized Schur algorithm (GSA), which allows to compute well-known matrix decompositions, such as the QR and LU factorizations. In particular, they use the GSA to obtain new theoretical insights on the bounds of the entries of the matrix R in the QR factorization of some structured matrices, with related applications.
In [2] , the author deals with the definition of limited memory preconditioners for symmetric and positive definite matrices. The existing connections with similar preconditioners are also discussed, along with its efficient implementaion. Extensive numerical tests are reported.
The authors of [3] discuss block-generalized, locally Toeplitz sequences which arise, e.g., from the discretization of many kinds of differential equations. The theoretical framework is then recalled, also completing previous results from the same authors, and a number of examples derived from the numerical solution of differential equations are worked out.
Numerical Solution of Differential Equations
The author of [4] , who pioneered the order analysis of Runge-Kutta methods based on the theory of trees, introduces here the more general concept of stump. Stumps are then applied to the analysis of B-series, and used to study the order of Runge-Kutta methods when applied to non-autonomous scalar problems.
In [5] , the authors review recent findings on the use of collocation methods for numerically solving Volterra integral and integro-differential equations. Both one-step and multi-step methods are considered, studying their convergence and providing comparisons in terms of efficiency and accuracy.
The authors in [6] study systems of fractional differential equations, in which different equations may have a different fractional time derivative at the left-hand side term of the equation. The linear case is completely worked out, providing a theory which collapses to the well-known Mittag-Leffler solution in the case where the indices are the same.
Fractional differential equations are also studied in [7] , where a numerical method based on B-splines is proposed for their solution. In particular, the fractional diffusion problem is considered, and its numerical solution worked out.
Stochastic differential equations are considered in [8] , where the authors review stability issues related to stochastic ordinary and Volterra integral equations. Two-step methods are then considered for the numerical solution in the ordinary case, and the θ method in the case of Volterra equations.
The numerical solution of Black-Scholes-type partial differential equations is studied in [9] , where the authors provide a numerical method, and a related Matlab R code, for pricing some kinds of Asian options.
Arbitrarily high-order schemes using derivatives discontinuous Galerkin (ADER-DG) finite element methods are studied in [10] . The proposed methods are applicable to a wide class of nonlinear systems of partial differential equations, and are aimed at efficiently scaling on massively parallel supercomputers, as is testified by the numerical tests.
Geometric Integration
In [11] the authors study a class of A-stable, symmetric, one-step Hermite-Obreshkov methods previously introduced by other authors, which are here proved to be conjugate-symplectic. Moreover, a new and efficient implementation of the corresponding continuous spline extension is introduced. Numerical tests on some Hamiltonian problems are reported.
The authors in [12] study the use of the so-called Line Integral Methods for numerically solving conservative problems. In particular, energy-conserving methods for Hamiltonian problems are reviewed, with a number of extensions to related problems, such as constrained Hamiltonian problems, highly-oscillatory problems, and Hamiltonian partial differential equations.
Computer Graphics
In [13] , the authors study the efficient construction of (truncated) hierarchical B-splines. In particular, hierarchical refinement strategies are considered, to be used within the framework of the so-called isogeometric analysis for numerically solving partial differential equations. The theoretical properties of the refinement algorithms and the resulting meshes are thoroughly analyzed and presented together with extensive numerical testing.
Optimization
In [14] , the authors describe a two-step procedure for solving the so-called low-rank matrix completion problem. In the first step, a one-dimensional optimization problem, which depends on a scalar parameter, is solved. In the second step, the same functional, now depending on a matrix, is minimized. This latter minimization is achieved by solving a related matrix ODE.
The authors of [15] study the so-called problem of histogram specification, one of the main important tools in image processing. In particular, they propose a convex model that can include additional constraints based on different applications in edge-preserving smoothing. The convexity of the model allows to compute the output efficiently by the Fast Iterative Shrinkage-Thresholding Algorithm or the Alternating Direction Method of Multipliers.
