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Abstract
Delays are important phenomena arising in a wide variety of real world systems,
including biological ones, because of diffusion/propagation effects or as simplifying
modeling elements. We propose here to consider delayed stochastic reaction networks,
a class of networks that has been relatively few studied until now. The difficulty in
analyzing them resides in the fact that their state-space is infinite-dimensional. We
demonstrate here that by restricting the delays to be phase-type distributed, one can
represent the associated delayed reaction network as a reaction network with finite-
dimensional state-space. This can be achieved by suitably adding chemical species and
reactions to the delay-free network following a simple algorithm which is fully charac-
terized. Since phase-type distributions are dense in the set of probability distributions,
they can approximate any distribution arbitrarily closely and this makes their consider-
ation only a bit restrictive. As the state-space remains finite-dimensional, usual tools
developed for non-delayed reaction network directly apply. In particular, we prove,
for unimolecular mass-action reaction networks, that the delayed stochastic reaction
network is ergodic if and only if the delay-free network is ergodic as well. Bimolecu-
lar reactions are more difficult to consider but slightly stronger analogous results are
nevertheless obtained. These results demonstrate that delays have little to no harm to
the ergodicity property of reaction networks as long as the delays are phase-type dis-
tributed, and this holds regardless the complexity of their distribution. We also prove
that the presence of those delays adds convolution terms in the moment equation but
does not change the value of the stationary means compared to the delay-free case. The
covariance, however, is influenced by the presence of the delays. Finally, the control of
a certain class of delayed stochastic reaction network using a delayed antithetic integral
controller is considered. It is proven that this controller achieves its goal provided that
the delay-free network satisfy the conditions of ergodicity and output-controllability.
Keywords. Stochastic reaction networks; delay systems; ergodicity analysis; anti-
thetic integral control.
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1 Introduction
Delays are omnipresent physical phenomena induced by memory, propagation or transport
effects [12, 24, 30, 42, 50, 52]. They naturally arise in population dynamics [28], ecology [29],
epidemiology [19], biology [11, 20, 21, 25, 39] and engineering [12, 30, 43, 52]. It is commonly
understood that delays have, in general, detrimental effects in engineering as they may lead
to instabilities such as oscillations. While this destabilizing effect is undesirable in this
setting, their role can be crucial in biology when one wants, for instance, to design oscilla-
tors [11, 48, 58]. In the stochastic setting, delays have indeed been shown to be helpful for
generating oscillations [11], but also to accelerate signaling [40] and to be responsible for an
increase in intrinsic variability [55]. Delays can be easily incorporated in the dynamics of
a deterministic reaction network by simply substituting delay-free terms by delayed ones,
thereby turning ordinary differential equations into delay-differential equations, the analysis
of which can be readily carried out using well-developed techniques such as Lyapunov-based
ones or input-output methods; see e.g. [12,30,42,50,52]. When the dynamics of the reaction
network is inherently stochastic and represented by a continuous-time jump Markov pro-
cess [1], the introduction of constant deterministic delays in the dynamics is also possible.
Those networks can be easily simulated using a simple adaptation of Gillespie’s stochastic
simulation algorithm [11], the next reaction method [2] or using delayed continuous-time
Markov chains [31]. Alternatively, it has been shown in [7, 23, 45] that certain chains of
unimolecular reactions in a reaction network could be equivalently substituted by stochastic
time-varying delays whose distributions can exactly computed from the reaction rates. This
has led to a drastic speedup in the stochastic simulations.
When stochastic reaction networks modeled as jump Markov processes are considered,
it has been shown that the notion ergodicity is a natural notion of stability that can be
established using algebraic, graph theoretical and optimization techniques [13,16–18,32,33].
Ergodicity is the stochastic analogue of having a unique globally attractive fixed point for
deterministic dynamics. It can be used to establish moment convergence as well as the
property that the population behavior can be deduced from a single trajectory of the Markov
process. Checking whether a stochastic reaction network is ergodic amounts to establishing
two properties: the irreducibility of the state-space (or a particular subset of it) and the
fulfilment of a Foster-Lyapunov condition. While it is quite clear how these conditions could
be checked for standard (i.e. non-delayed) stochastic reaction networks, the case of delayed
stochastic reaction networks is more complicated. Indeed, since the state-space of a general
delayed reaction network is infinite-dimensional, checking the irreducibility of a function-
space is way more involved. The Foster-Lyapunov condition which is based on the use of a
norm-like function is not easy to generalize but tools from time-delay systems theory, such
as Lyapunov-Krasovskii functionals, may need turn out to be useful in this task.
The objective of this paper is to develop a framework for the modeling, the analysis and
the control of reaction networks with stochastically time-varying delays. However, our goal
is to avoid the consideration of a Markov jump system with infinite-dimensional state-space
and remain in the finite-dimensional case. Interestingly, this can be done by assuming that
the delays follow a phase-type distribution, a class of distribution arising, for instance, in
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queueing networks [37], risk theory [8], health-care [56] and evolution [59]. As those distribu-
tions are dense (in the sense of weak convergence) in the set of all probability distributions on
(0,∞) [5], they can be used to approximate any delay-distribution with arbitrary precision.
In this regard, this class of distributions are theoretically mildly restrictive if we allow those
distributions to have an arbitrarily large number of free parameters. Several algorithms are
available for approximating a given distribution or for fitting empirical ones; see e.g. [6].
The reason behind the use of such distributions is that they can be exactly represented as
an irreducible unimolecular reaction network, meaning that delays can be included in the
network by suitably adding extra species and extra reactions, thereby creating an augmented
network with a finite, yet possibility high-, dimensional state-space. A procedure for char-
acterizing distributions that can be represented as phase-type ones is proposed along with a
constructive method for representing the phase-type distributed delay as a minimal reaction
network. Such a minimal network is notably shown to be unique. As a consequence, since
the state-space remains finite-dimensional, existing tools can be applied to the augmented
network to yield results on delayed reaction networks having delays that are phase-type
distributed.
We propose to use the tools developed in [15, 32] in order to establish several results for
delayed reaction networks. Using the ergodicity results developed in [32], we prove that a
delayed unimolecular network is ergodic if and only if its delay-free counterpart is ergodic as
well. This result is interesting for two reasons. The first one is that phase-type distributed
delays are harmless in the context of unimolecular networks. The second one is that the
network will remain ergodic for any phase-type distributed delays, regardless of the com-
plexity of their distribution. This includes complex distributions approximating arbitrarily
closely heavy-tailed distributions or Dirac distributions. In this regard, the computational
complexity of checking whether a delayed reaction network is ergodic does not increase as
the delay-distribution increases in complexity but only depends on the number of nominal
molecular species involved in the delayed network. This result parallels existing ones on the
stability of linear positive systems with delays for which it is well-known that the stability
is equivalent to that of the delay-free system and is independent of the value of the delay;
see e.g. [14,35].
Similar results are obtained for bimolecular networks. When there is no delayed bimolec-
ular reactions, it is shown that the ergodicity conditions reduces to those of the delay-free
network. So, in this case again, one can see that the delays are not detrimental to the ergod-
icity of the network and that the complexity of verifying whether a delayed reaction network
satisfying those conditions is the same as checking the ergodicity of a bimolecular network.
When some delayed bimolecular reactions are present, the conditions of the delay-free case
are not fully recovered but only a slight variations of them, not necessarily more restrictive.
In this case also, the results can be associated with an ergodicity test for a delay-free network
having a lower computational complexity than the augmented one.
It is then shown that phase-type distributed delays introduce convolution terms in the
dynamics of the species of the delayed reaction network with kernels corresponding to the
distributions of the delays. Interestingly, we also prove, under the ergodicity assumption,
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that the mean stationary value coincides with that of the delay-free network.
Finally, we address the problem of controlling delayed reaction networks using the anti-
thetic integral controller proposed in [15]. We notably generalize the controller to include
delayed reactions in the actuation and the measurement parts of the controller. We show
that the delayed reaction network satisfy the ergodicity and output-controllability conditions
if and only if the delay-free reaction satisfies the very same conditions. This result parallels
those obtained for the ergodicity analysis. In this regard, if the delay-free network verifies
the ergodicity and output-controllability conditions then the delayed network will also verify
them, regardless of the complexity of the delay distributions.
Outline. Some preliminaries on reaction networks are first given in Section 2. Phase-type
distributed delays are introduced in Section 3 and fully characterized in terms of algebraic
conditions. A constructive procedure for building the associated reaction network is also pro-
vided. Section 4 introduces delayed reaction with phase-type distributed delays. Ergodicity
conditions for those networks are provided in Section 5. The associated moments equation
is briefly studied in Section 6. Finally, conditions ensuring their control using an antithetic
integral controller are obtained in Section 7. Concluding discussions are provided in Section
8.
Notations. The cones of positive and nonnegative d-dimensional vectors are denoted by Rd>0
and Rd≥0, respectively, whereas the set of nonnegative integers is denoted by Z≥0. The vector
1 is the vector of ones. The operators diagi(xi) = diag(x1, . . . , xn), coli(xi) = col(x1, . . . , xn)
and rowi(xi) = row(x1, . . . , xn) denote the matrices consisting of placing the elements di-
agonally, vertically and horizontally, respectively. A square matrix M ∈ Rd×d is said to be
Hurwitz stable if all its eigenvalues have negative real part. The matrix M is said to be
Metzler if all its off-diagonal elements are nonnegative. The standard basis of Rn is denoted
by the vectors e1, . . . , en.
2 Preliminaries on stochastic reaction networks
2.1 Stochastic reaction networks without delays
A reaction network (X,R) is a set of d molecular species X = (X1, . . . ,Xd) interacting
through K reaction channels R := {R1, . . . ,RK}. For each of reaction, we denote the
stoichiometric vector of the k-th reaction by ζk ∈ Zd and the propensity of the k-th reaction
by λk(·) where λk : Zd≥0 → R≥0 with the additional condition that if x + ζk /∈ Zd≥0 then
λk(x) = 0. Under the well-mixed assumption, the process (X(t))t≥0 = ((X1(t), . . . , Xd(t))t≥0
describing the evolution over time of the molecular counts trajectory is a Markov process.
To this Markov process, we associate a state-space S defined as the subset of Zd≥0 that is
forward invariant and minimal, that is, it is the smallest set S such that if X(0) = x0 ∈ S,
then Xx0(t) ∈ S for all t ≥ 0. Such a definition is relevant in the context of the study of the
ergodicity properties of networks; for more remarks see [32].
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Let P(S) be the set of all probability distributions on the state-space S which is endowed
with the weak topology. We can then define the probability
px0(t, x) = P(Xx0(t) = x) (1)
where x0, x ∈ S. Defining then px0(t)(A) :=
∑
y∈A px0(t, y) where A ⊂ S, then px0(t) can be
understood as an element of S which coincides, actually, with the distribution of the Markov
process (X(s))s≥0 at time t. The evolution of px0(t) is governed by the Chemical Master
Equation (CME, or Forward Kolmogorov Equation) given by
dpx0(t, x)
dt
=
K∑
i=1
[λk(x− ζk)px0(t, x− ζk)− λk(x)px0(t, x)] . (2)
where p(0, x) = δ(x−x0) is the Kronecker δ function. In general, the CME is not analytically
solvable except in some particular simple cases; see e.g. [38] and the references therein. This
is the reason why numerical solutions are of interest; see e.g. [34, 41]. Alternatively, we can
write the so-called random time change representation of the system which takes the form
X(t) = X(0) +
K∑
i=1
ζiYi
(∫ t
0
λi(X(s))ds
)
(3)
where the Yi’s are independent unit-rate Poisson processes and X(s) = 0, s < 0. Finally,
it is important to define the generator A of the Markov process representing the reaction
network (X,R):
Af(x) =
K∑
i=1
λi(x) [f(x+ ζi)− f(x)] (4)
for all functions f : Zd≥0 → R in the domain of A. For such functions f , Dynkin’s formula is
valid and we have that
E[f(X(t))] = E[f(X(s))] +
∫ t
s
E[Af(X(θ))]dθ (5)
for all s ≤ t.
2.2 Stochastic reaction networks with delays
Reaction networks with delays are not new and have been studied in the past, both in the
deterministic [9,27,28,46,54] and stochastic [2,11,39] settings. Let τk be the delay of reaction
k and decompose the stoichiometric vector ζk as ζk = ζ
r
k−ζ`` where the ζrk ∈ Zd≥0 and ζ`k ∈ Zd≥0
are the right- and left-stoichiometric vector of the k-th reaction. Then, we can decompose
each delayed reaction as a sequence of two reactions. The first one happens instantaneously,
i.e. when the k-th reaction fires (note that the propensities always depend on the current
state X(t)), and changes the state value by x 7→ x − ζ`k. The second one occurs after τk
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seconds and changes the state value by x 7→ x + ζrk . This temporal behavior is difficult to
capture in the chemical master equation or in the generator without extending the state-
space. However, this can be easily incorporated in the random time change representation
of the system as it is a temporal characterization of the process [1]. That is, we have that
X(t) = X(0) +
K∑
i=1
[
−ζ`iYi
(∫ t
0
λi(X(s))ds
)
+ ζri Yi
(∫ t−τi
0
λi(X(s))ds
)]
. (6)
where the Yi’s are independent unit-rate Poisson processes and X(s) = 0, s < 0. Note the
coupling of the instantaneous part and the delayed part of the reaction through the same
Poisson process. However, depending on the considered network, the above decomposition
may not be the best one to represent a delayed reaction as the species on the left-hand
side on the reaction are not necessarily destroyed (e.g. in catalytic reactions). This will be
further discussed in Section 4.
2.3 Types of delays
We discuss here the different types of delays that can be considered. We have to distinguish
here two problems: incorporating delays for simulation purposes and incorporating delays
for modeling and analysis purposes. The first one is usually easier than the second one as the
problem is of computational nature and existing algorithms can be easily adapted to include
delayed reactions. The difficulty with the modeling and the analysis problems is that the
state-space of a delayed reaction network essentially becomes infinite dimensional and this,
therefore, makes irreducibility analysis of the network more difficult.
Deterministic and stochastic constant delays. Certainly the most natural type of de-
lays that comes to mind are deterministic constant delays. As briefly stated in [1], the random
time change representation and Gillespie’s stochastic simulation algorithm can be adapted to
cope with such delays. On the modeling and analysis side, the state-space becomes infinite-
dimensional which leads to difficulty for extending the chemical master equation, checking
the irreducibility of the state-space and the positive recurrence of the Markov process. The
case of stochastic constant delays is analogous. At the beginning of the simulation, the delays
are drawn from the distribution and kept constant until the simulation is over. Regarding
the modeling and analysis, the problem is the same as for deterministic constant delays.
Deterministic time-varying delays. Existing algorithms should, in principle, be ex-
tended to account for deterministic time-varying delays. However, this may lead to a high
increase of the computational complexity. Regarding modeling and analysis are more com-
plex than their constant counterparts and, therefore, lead to, at least, the same difficulties.
Additionally, the ergodicity of such deterministically time-varying system may not be easy
to define.
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Stochastic time-varying delays. Stochastic time-varying delays, as we shall see later,
are much more natural to consider in this context provided that their distribution is of
some particular kind. It has been shown in [7, 45] that bidirectional chains of unimolecular
conversion reactions could be substituted, in simulation, by a time-varying stochastic delay,
the distribution of which being computed from the reaction rates and the topology of the
reaction network to be reduced. This has led to dramatic improvements in terms of simula-
tion time. In this regard, those delays should be easily incorporable in the reaction network
model and should also facilitate their analysis. This will be shown to be true when the delay
distribution belongs to the class of phase-type distributions; see e.g. [5]. It will be notably
demonstrated that delayed reaction networks can be exactly reformulated as a non-delayed
network with finite-dimensional state-space.
2.4 Ergodicity analysis of stochastic reaction networks
The ergodicity of stochastic chemical reaction networks is the important property that the
CME has a unique attractive fixed-point. This is formalized in the definition below:
Definition 1 Let us consider the stochastic reaction network (X,R). The associated Markov
process, described by the CME (2), is ergodic if there exists a unique stationary distribution
p∗ such that
px0(t, x)→ p∗(x)
as t → ∞ for all initial conditions p(0, x) = δ(x − x0), x0 ∈ Zd≥0. Moreover, when the
convergence is exponentially fast, then the Markov process is exponentially ergodic.
Several conditions have been provided in the literature for checking the ergodicity of Markov
processes. An interesting approach is based on the so-called Foster-Lyapunov functions
introduced in [49]. This approach has been specialized to the case of stochastic reaction
networks in [32, 51]. Additional results on the stability of reaction networks have also been
provided in [3,22,53]. We have the following general result that we specialize to our setup [49]:
Theorem 2 Let us consider the stochastic reaction network (X,R) and assume that its
state-space is irreducible. Let A be the generator of the underlying Markov process as defined
in (4) and let C ⊂ Zd≥0 be some compact set. Assume further that there exists a function
V : Zd≥0 7→ R, a function f : Zd≥0 7→ R, f(x) ≥ 1 for all x ∈ Zd≥0 and scalars c, d > 0 such
that
(a) V is norm-like (i.e. nonnegative and radially unbounded)
(b) AV (x) ≤ −cf(x) + d1C(x) where 1C is the indicator function of the set C.
Then, the Markov process is ergodic where the convergence is in total variation. Moreover,
if the above conditions hold with f(x) = V (x), then the Markov process is exponentially
ergodic. In any of those cases, the function V is said to be Foster-Lyapunov function.
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Equivalent conditions for the exponential ergodicity are V (0) = 0, V (x) > 0 for all x ∈ Rd,
V radially unbounded and AV (x) ≤ c1− c2V (x) for some c1 ≥ 0, c2 > 0 and for all x ∈ Zd≥0.
This reformulation similar to standard Lyapunov conditions will be preferred in this paper
for simplicity.
In the case of stochastic mass-action reaction networks with zeroth-, first- and second-
order reactions, it is possible to exploit the positivity of the dynamics of the system and
consider a linear copositive Foster-Lyapunov function of the form V (x) = vTx where v ∈ Rd>0.
Before stating the main result, we need few definitions. We define the stoichiometric matrix
S of this network as
S =
[
S0 Su Sb
] ∈ Zd×K (7)
where S0 corresponds to zeroth order reactions, Su to first order reactions and Sb to second
order reactions. Correspondingly, we define the propensity functions associated with the
zeroth- and first-order reactions as λ0 ≥ 0 and λu(x) = Wux where Wu is an appropriate
nonnegative real-valued matrix. We also make the following assumption:
Assumption 3 The network is open in the sense that it has no closed component and the
state-space of the associated Markov process is irreducible.
The assumption on the openness of the network is considered to simplify the exposition of the
results but does not make them more restrictive since establishing the ergodicity of closed-
components simply follows from the irreducibility of their state-space. The irreducibility
is also assumed here as this is not the main topic of this paper. However, it seems then
important to clarify how this can be checked. First of all, note that given a network topology,
the irreducibility of the state-space is a structural property in the sense that if it holds for
a given network with certain reaction rates, it will also hold for all possible positive values
of the reaction rates. Zero values, if considered, will need to be taken care separately in
order to make sure that the removal of each of the corresponding reactions do not destroy
the irreducibility property of the state-space. It has been proven that the irreducibility of
reaction networks can be checked by solving a linear program and a simple linear algebraic
condition [33]. In this regard, proving the ergodicity of reaction networks is possible using
simple algebraic and computational methods. Note, however, that the conditions are in
general sufficient only, but it has been emphasized in [32] that they have successfully been able
to establish the ergodicity of several typical reaction networks considered in the literature.
We first consider the case unimolecular networks and provide the following result which
consists of a slight generalization of the one in [32]:
Theorem 4 (Unimolecular reaction networks) Let us consider stochastic reaction net-
work (X,R) with zeroth- and first-order mass-action kinetics which satisfies Assumption 3.
Then, the following statements are equivalent:
(a) There exists a vector v ∈ Rd>0 for which the function V (x) = vTx is a Foster-Lyapunov
function for the corresponding Markov process.
(b) There exists a vector v ∈ Rd>0 such that vTSuWu < 0.
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(c) The matrix SuWu is Hurwitz stable (i.e. all the eigenvalues have negative real-part).
(d) The Markov process describing the reaction network is exponentially ergodic.
Moreover, the stationary distribution is light-tailed and, as a consequence, all the moments
are bounded and globally converging to their unique stationary value.
Proof : To prove the equivalence between the statements (a) and (b), we consider the
modified versions of the conditions in Theorem 2 with the function V (x) = vTx, v > 0. We
get that
AV (x) = vT (SuWux+ S0λ0). (8)
Clearly if vTSuWu < 0, then there exists a c2 > 0 such that AV (x) ≤ −cV (x) + c1 where
c1 = v
TS0λ0. This proves the equivalence. The equivalence with the statement (c) comes
from the fact that SuWu is Metzler and that the condition in the statement (b) is a necessary
and sufficient condition for its Hurwitz stability. The implication of the statement (d) from
the statement (a) follows from Theorem 2. To prove the implication of the statement (c)
from the statement (d), first note that the dynamics of the first-order moments is given by
dE[X(t)]
dt
= SuWuE[X(t)] + S0λ0. (9)
Since the network is (exponentially) ergodic, then the first order moments need to converge
to a unique steady-state value and, as the network has no closed components, this can only
be the case if the matrix SuWu is Hurwitz stable. The conclusion on the light-tailedness
follows from [32]. ♦
Remark 5 When the network has irreducible closed components, one can simply remove
those components from the network and apply the above result to the reduced network. In
this case, the matrix SuWu will correspond to the matrix describing the interactions between
the species in the open part of the network.
The case of bimolecular networks is a bit more involved but one existing result shows
that their analysis may not be too far off from the analysis of unimolecular networks [32]:
Theorem 6 (Bimolecular reaction networks) Let us consider a stochastic reaction net-
work (X,R) with zeroth-, first- and second-order mass-action kinetics satisfying Assumption
3. Assume further that one of the following equivalent statements holds:
(a) There exists a v ∈ Rd>0 such that vTSb = 0 for which the function V (x) = vTx is a
Foster-Lyapunov function for the corresponding Markov process.
(b) There exists a v ∈ Rd>0 such that the conditions
vTSuWu < 0 and v
TSb = 0 (10)
hold.
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Then, the reaction network is exponentially ergodic and the stationary distribution is light-
tailed.
Remark 7 If the condition vTSb = 0 is relaxed to v
TSb ≤ 0 where at least one entry is
nonzero, we cannot conclude anymore on the light-tailedness of the stationary distribution
but the exponentially ergodicity property still holds.
Theorem 4 and Theorem 6 are interesting for different reasons. The first one is that they
can be stated in a very accessible way using elementary linear algebra concepts. The second
one is that the conditions can be numerically verified even for very large systems since it
belongs to the tractable class of finite-dimensional linear programming problems for which
many efficient algorithms exist; see e.g. [10]. It is important to mention that the number
of constraints and variables scale linearly as a function of the number of species, not the
number of reactions which can be typically much higher.
2.5 Antithetic integral control of stochastic reaction networks
The antithetic integral controller has been introduced in [15] with the aim of developing an
integral control theory for stochastic biochemical networks. Integral control is a cornerstone
of control theory and control engineering as it allows to steer the output of a given system
towards a desired constant set-point and to regulate this output around this value despite
the presence of constant disturbances acting on the system. The idea behind the antithetic
integral control is that it needs to be represented as a set of chemical reactions in order to be
implemented in-vivo, such as in bacteria [4]. This controller takes the form of a (stochastic)
reaction network (X ∪Z,RAIC) with species Z := {Z1,Z2} and reactions
Z1
k−−−−−−→ Z1 +X1,X` θ−−−−−−→X` +Z2,∅ µ−−−−−−→ Z1,Z2 +Z1 η−−−−−−→ ∅
(11)
where Z1 and Z2 are the actuating and the sensing species, respectively. The species X`
is the measured/controlled species we would like to control by acting on the production
rate of the actuated species X1. The first reaction is referred to as the actuation reaction
since it catalytically produces one molecule of the actuated species with a rate proportional
to the actuating species. Symmetrically, the second reaction is the sensing reaction since
it catalytically produces one molecule of the sensing species with a rate proportional to
the measured species. The third reaction is the reference reaction since it sets part of the
set-point for the stationary mean of the controlled species population. Finally, the last
reaction is the comparison as it compares the populations of the controller species and acts
as a nonlinear subtraction operator while, at the same time, closing the loop. Without this
reaction the interconnected network would not be in closed loop since the populations of the
controller species would be completely uncorrelated.
When the closed-loop network (X ∪ Z,R ∪ RAIC) is ergodic, a quick inspection at the
first-order moment dynamics allow us to state that
E[X`(t)]→ Epi[X`] := µ/θ as t→∞ (12)
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where Epi denotes the expectation operator at stationarity. In this regard, the antithetic
integral controller allows to steer to mean population of the controlled species to a desired
set-point. It also able to achieve perfect adaptation for the closed-loop dynamics provided
that the set-point is achievable; i.e. there must exist a positive steady-state for the closed-
loop dynamics for which we have Epi[X`] = µ/θ.
We have the following result in the case of unimolecular networks with mass-action ki-
netics which is a slight extension of the one in [15]:
Proposition 8 Let us consider the stochastic reaction network (X,R) with first-order mass-
action kinetics satisfying Assumption 3. Then, the following statements are equivalent:
(a) there exist vectors v ∈ Rd>0 and w ∈ Rd≥0, w1, w` > 0,
(i) vTSuWu < 0,
(ii) wTSuWu + e
T
` = 0, and
(b) The following conditions hold:
(i) the matrix SuWu is Hurwitz stable, and
(ii) the system (SuWu, e1, e
T
` ) is output controllable
1.
(c) The closed-loop network (X ∪Z,RAIC) is ergodic and we have that
E[X`(t)]→ µ/θ as t→∞ (13)
Proof : The proof of the equivalence between the statement (a) and (b) has been obtained
in [15] as well as the proof of the implication (a) ⇒ (c). To prove the implication (c) ⇒ (b)
it is enough to remark that the stability and the output controllability of the first -order mo-
ment equation are necessary conditions allowing for the integral control of a system. Indeed,
if the moment equation is unstable, then so will be the first-order moments of the closed-loop
network and if the system is not output controllable, then one cannot change the value of
output by suitably acting on the input. This completes the proof. ♦
As in Theorem 4, the above result connects algebraic conditions to the stability and
the output-controllability of a linear time-invariant system, which are standard concepts of
systems and control theory. The algebraic conditions can be solved using standard linear
programming techniques. However, it is interesting to note that the conditions are indepen-
dent of the gain k and the annihilation parameter η of the controller. This is quite surprising
as it is well-known that setting the gain of an integral controller too high in the deterministic
setting often results into the destabilization of the closed-loop dynamics (unless the system
to be controlled satisfies certain strong properties).
It is worth mentioning that the antithetic integral controller can be used to control
more complex networks including bimolecular reactions or non-mass-action kinetics such as
1i.e. rank
[
eT` e1 e
T
` SuWue1 . . . e
T
` (SuWu)
d−1e1
]
= 1
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Michaelis-Menten kinetics [15]. However, the existing theoretical results do not yet cover
those important classes of reaction networks. The difficulty arises from the potential loss
of the (global) output-controllability condition. Simulation results tend to suggest that this
controller should work properly even when the output-controllability property is not met
globally, as is often the case for nonlinear systems.
3 Phase-type distributed delays and their reaction net-
work implementation
The aim of this section is to convince the reader that delays obeying phase-type distributions
admit a natural reaction network representation and are relevant to consider. We first recall
some theoretical basics on phase-type distributions and provide some examples in order to
illustrate their richness in terms of behavior. In fact, those distributions are dense in the
set of all probability distributions, which means that we can approximate arbitrarily closely
any distribution, including heavy-tailed ones. We then provide a complete characterization
of phase-type distributions in terms of simple algebraic conditions. Finally, under the exis-
tence assumption of a Markov process describing the considered phase-type distribution, we
propose a simple procedure to construct the unique minimal unimolecular reaction network
encoding this distribution. By unique and minimal, it is meant here that it is both the only
network that exactly represents the considered distribution and the one that has the smallest
number of reactions and molecular species.
3.1 Preliminaries on phase-type distributions
A phase-type distribution is a combination of mixtures and convolutions of exponential
distributions. It is obtained by forming a system of interrelated Poisson processes (also
known as phases) placed in series and parallel. It is represented by a random variable
describing the time until absorption of a Markov process with one absorbing state starting
from the initial condition α – each state of the Markov process representing a phase of the
overall process. The probability density function of the phase-type distribution PH(α,H) is
given by
f(τ) = αeHτH0, τ ≥ 0 (14)
where α ∈ R1×m≥0 , ||α||1 = 1, H ∈ Rm×m is a Hurwitz stable Metzler matrix and H0 := −H1n.
The parameter H is referred here to as the subgenerator matrix and α as the input probability
row vector. Let X ∼ PH(α,H), then all the moments of this random variable are given by
E[X`] = (−1)``!αH−`1m. (15)
The evolution of the probability distribution of the corresponding Markov process is described
by the forward Kolmogorov equation
p˙(t) = p(t)
[
0 01×m
H0 H
]
with p(0) =
[
0 α
]
. (16)
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Figure 1: Examples of Erlang distributions
Hypoexponential and Erlang distributions. Hypoexponential distributions consist of
the convolution of a finite number of exponential distributions with possibly different various
rates. When all the rates are equal, the hypoexponential distribution reduces to the Erlang
distribution. Examples of Erlang distributions are given in Figure 1 where we can observe
that this distribution is quite rich as it can take various forms. In the case of a hypoexpo-
nential distribution with four phases and four parameters λ1, . . . , λ4 > 0, the matrix H is
given by
H =

−λ1 λ1 0 0
0 −λ2 λ2 0
0 0 −λ3 λ3
0 0 0 −λ4
 . (17)
Typical hypoexponential distributions are depicted in Figure 2 for randomly chosen param-
eters λ1, . . . , λ4 > 0.
Hyperexponential and Hyper-Erlang distributions. Hyperexponential distributions
consist of the mixture of exponential distributions, that is, the density function of a hy-
perexponential distribution is a convex combination of density functions of exponentially
distributed random variables. Analogously, the Hyper-Erlang distribution has a density
function consisting of a convex combination of density functions of Erlang random variables.
For instance, let us consider two Erlang distributions. The parameter and the number of
stages of the first one are 5 and 20, respectively. The second one has 5 and 80 as parameter
and number of stages. The density function of the considered Hyper-Erlang depicted in
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Figure 2: Examples of hypoexponential distributions
Figure 3 consists of the average of the density functions associated with the aforementioned
Erlang distributions.
3.2 Approximation of a constant delay
In the deterministic setting, constant delays can be approximated arbitrarily closely by
sequence of filters such as low-pass filters [26,47] or all-pass filters such as lattice networks or
Pade´ approximants [44, 47, 60]. It is known that the constant delay operator ∇τ¯ with delay
τ¯ > 0 having e−τ¯ s as transfer function can be approximated arbitrarily well by a series of N
low-pass filters with overall transfer function given by
HN(s) :=
(
1 +
τ¯ s
N
)−N
, N ∈ Z>0. (18)
Note, moreover, that e−τ¯ s is the Laplace transform of the Dirac distribution δ(t− τ¯) centered
around τ¯ . We have the following standard result which is recalled for completeness:
Proposition 9 ( [26,47]) We have that HN(s)→ e−sτ¯ , for all s ∈ C, as N →∞.
Proof : Clearly, HN(s) can be rewritten as HN(s) = exp(log(HN(s))). Hence,
HN(s) = exp(log(HN(s)))
= exp(−N log(1 + τ¯ s/N))
' exp(−τ¯ s)
(19)
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where we have used the principal branch of the logarithm and the fact that log(1 + τ¯ s/N) ≈
τ¯ s/N for a sufficient large N . As a result, we have that HN(s) → e−sτ¯ , for all s ∈ C, as
N →∞. This completes the proof. ♦
Interestingly, a similar result exists in the stochastic setting. Indeed, a constant delay τ¯
can be expressed as the limit (in distribution) of an Erlang random variable. This is stated
in the following result:
Proposition 10 Let us then consider a random variable τN following an Erlang distribution
with shape N (i.e. number of phases) and rate N/τ¯ . The corresponding density function is
given by
fN(ξ) =
NNξN−1e−Nξ/τ¯
τ¯N(N − 1)! . (20)
Then, we have that τN → τ¯ in distribution as N →∞.
Proof : Instead of proving that the cumulative distribution FN(ξ) of τN converges to the
shifted Heaviside function H(ξ−τ¯) at all continuity points of H(ξ−τ¯) as N →∞, we propose
a simpler alternative approach based on the mean and variance of the random variable τN .
From the moments expressions in (15), it is immediate to see that the mean of τN is given
by
E[τN ] = τ¯ (21)
and its variance by
V (τN) = τ¯
2/N. (22)
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Figure 4: Erlang distributions with rate N/τ¯ and shape N approximating the Dirac distri-
bution.
Hence, we have that E[τN ]→ τ¯ and V (τN)→ 0 as N →∞. Using the fact that the Erlang
distributions are unimodal, then this implies that the density function fN(ξ) converges to
the shifted Dirac delta δ(ξ− τ¯), and hence that FN(ξ) of τN converge to the shifted Heaviside
function H(ξ − τ¯) as N →∞. This proves the result. ♦
The above result shows that, in the limit, the Erlang distribution tends to a Dirac with
mass localized at τ¯ . Figure 4 depicts different Erlang distribution where we can see that as
N increases the shape of the Erlang distribution gets closer to the Dirac distribution.
3.3 Reaction network implementation of phase-type delays
We now address two problems. The first one is, starting from a Hurwitz stable Metzler
matrix H ∈ Rm×m, can this matrix be used to represent a phase-type distribution? And, if
so, how can we construct a reaction network that represents this distribution? Additional
properties of the reaction network are also studied.
3.3.1 Existence of a Markov process
The following result fully characterizes whether a given matrix H ∈ Rm×m can be used to
model a delay which phase-type distribution:
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Proposition 11 Let us consider a matrix H ∈ Rm×m.
(a) The matrix H ∈ Rm×m is a subgenerator matrix.
(b) The following conditions hold:
(i) it is Metzler and Hurwitz stable,
(ii) H1m ≤ 0, and
(iii) at least one entry of H1n is nonzero; i.e. H1m 6= 0.
Proof : The matrix H is a subgenerator matrix if and only if the matrix
H¯ :=
[
0 0
−H1 H
]
(23)
is a Q-matrix (i.e. the matrix H¯ is Metzler and H¯1m = 0) and that the first state is absorb-
ing. Clearly, a necessary and sufficient condition for H¯ to be Metzler is that H be Metzler
such that H1 ≤ 0. The last condition is obtained because the first state needs to be absorb-
ing. This is equivalent to saying that H1n 6= 0. This proves the result. ♦
3.3.2 Construction of the reaction network
We now address the problem of constructing a stochastic reaction network implementing
a given phase-type distributed delay. Since the matrix H is of dimension m, the network
needs to have at least m phases and, hence, at least m molecular species. In fact, we will
prove that we need exactly m molecular species. We denote those species by D1, . . . ,Dm.
In addition, the reaction network must satisfy the following properties:
• the delay line must be conservative in the sense that nothing is lost or created inside
the queue;
• the state-space of the reaction network describing the delay line needs to be irre-
ducible.
The first constraint is easily met by exclusively considering conversion reactions. Cat-
alytic or degradation reactions cannot be used as they do not preserve mass. Multimolecular
reactions cannot be used since their propensity is nonlinear, while we need linear propensi-
ties to appropriately represent the matrix H. The second constraint may seem contradictory
with the fact that the Markov process describing the delay distribution has an absorbing
state. Recall that the delay is the time-to-absorption of this Markov process. However,
what we are requiring here is that the state-space Zm≥0 of the stochastic reaction network be
irreducible. The motivation behind this constraint is that we would like to obtain conditions
for the ergodicity of delayed stochastic reaction networks. In this regard, adding delay lines
should not cause of a loss of irreducibility.
The following result describes the construction of the unique minimal stochastic reaction
network implementing a given phase-type distributed delay:
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Proposition 12 Let the matrix H = [hij]i,j=1,...,m be a subgenerator matrix and α ∈ R1×n
be an input probability row vector. Then, the delay τ ∼ PH(α,H) is exactly represented by
the stochastic reaction network
∅ αei−−−−−−→ Di, Di hij−−−−−−→ Dj , Di −e
T
i H1−−−−−−→ ∅, (24)
where i, j = 1, . . . ,m, i 6= j. Moreover, this network is minimal (minimal number of species
and reactions) and its state-space is irreducible.
Proof : The queue (consisting of the reactions involving delay species as both reactants and
products) is conservative since it only consists of conversion reactions. From the structure
of the matrix H, the irreducibility is also immediate since we can see that any state can be
reached from any other state through a sequence of reactions having a positive propensity.
The minimality of the species comes from the fact that each species correspond to one phase.
Since, we have m phases, we need at least m species. Finally, the minimality of the reactions
comes from the fact that we have exactly one reaction for every nonzero off-diagonal entry
of the matrix H. In this regard, every reaction is needed and one cannot choose a smaller
number. This proves the minimality of the number of reactions and, as a consequence, this
network is unique. ♦
The above result shows that any phase-type distributed delay can be represented as
a simple unimolecular chemical reaction network. Each produced molecule by the birth
reactions gets destroyed by the death reactions after a delay τ ∼ PH(H,α). This is very
convenient since it is known from [17,18,32] that unimolecular stochastic reaction networks
are usually well-behaved and easy to analyze using standard linear algebra tools.
Example 13 Let us consider a delay that follows the Erlang distribution with rate λ > 0
and shape m. In this case, we have that
H =

−λ λ 0 . . . 0
0 −λ λ . . . 0
...
. . . . . . . . .
...
...
. . . . . .
...
0 0 . . . 0 −λ
 , H0 =

0
0
...
...
λ
 , α =

1
0
...
...
0

T
. (25)
Elementary matrix calculations show that the probability density function of the time to
absorption αeHξH0 is equal to
λNξN−1e−λξ
(N − 1)! , (26)
which confirms that PH(H,α) generates an Erlang distribution with shape N and rate λ.
The corresponding reaction network is given by
∅ 1−−−−−−→ D1, Di λ−−−−−−→ Di+1, Dm λ−−−−−−→ ∅, i = 1, . . . ,m− 1.
(27)
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4 Stochastic reaction networks with phase-type dis-
tributed delays
We know now that for any phase-type distributed delay corresponds a minimal unimolecular
stochastic reaction network. We are then in position to define delayed reactions in reaction
networks. Delayed reactions take the form
f1(X) + f2(X)
k,τ(H,α)−−−−−−→ f1(X) + g(X) (28)
where f1(X) and f2(X) denote the preserved part of the reactants and the consumed part
of the reactants, respectively. The term g(X) represents the produced species/reactants.
The first parameter of the reaction is the reaction rate, assumed to be nonnegative, whereas
the second one is the delay where τ(H,α) is a shorthand for τ ∼ PH(H,α). We can then
apply the construction procedure of Section 3.3 to get the delay line. However, we now
interconnect the substitute the reactants of the birth reactions in the delay line by the
reactant of the delayed reaction (28) and the products of the death reactions of the delay
line by the products of the reaction (28). However, attention should be paid as the reaction
(28) can be interpreted in two different ways depending on its meaning. This is formalized
below:
Proposition 14 The delayed reaction (28) with the m-phase delay τ ∼ PH(H,α) admits
one of the following realizations:
(a) Non-absorbing realization:
f1(X) + f2(X)
kαei−−−−−−→ f1(X) +Di,
Di
hij−−−−−−→ Dj ,
Di
−eTi H1m−−−−−−→ g(X)
(29)
for all i = 1, . . . ,m, i 6= j.
(b) Absorbing realization:
f1(X) + f2(X)
kαei−−−−−−→ Di,
Di
hij−−−−−−→ Dj ,
Di
−eTi H1m−−−−−−→ f1(X) + g(X)
(30)
for all i, j = 1, . . . ,m, i 6= j.
Proof : It is immediate to see that we have two possible implementations for this delayed
reaction. Either the preserved part of the reaction is non-absorbed in the queue or it is
absorbed and restituted at the end of the queue. ♦
We justify the above result with the following examples:
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Example 15 Let us consider for instance the catalytic reaction
X1 +X2
k,τ(H,α)−−−−−−→X1 +X2 +X3 (31)
where X1, X2 and X3 represent mRNA, ribosomes and protein molecules, respectively. Let
us assume that the delay represents the protein maturation after translation, the letter being
assumed here to happen instantaneously. In this regard, the mRNA and ribosome molecules
should not be absorbed in the queue and we have
X1 +X2
kαei−−−−−−→ X1 +X2 +Di,
Di
hij−−−−−−→ Dj ,
Di
−eTi H1m−−−−−−→ X3
(32)
where , i, j = 1, . . . ,m, i 6= j.
Example 16 Let us consider the same reaction as in the previous example but assume now
that the delay represents the translation delay. In this regard, the ribosome and mRNA
molecules should be absorbed in the queues since these molecules are made unavailable when
the translation reaction takes place. Therefore, the queue should be made absorbing as
X1 +X2
kαei−−−−−−→ Di,
Di
hij−−−−−−→ Dj ,
Di
−eTi H1m−−−−−−→ X1 +X2 +X3
(33)
where , i, j = 1, . . . ,m, i 6= j.
The above implementations may not be completely equivalent from the analysis view-
point. Indeed, the first one may be more difficult to consider because of the catalytic nature
of the bimolecular reaction which only produces mass. The second implementation may
be simpler to consider as it involves a conversion reaction that both destroys and produces
mass.
We are now in position to define the networks of interest:
Definition 17 (Delayed reaction network) A delayed reaction network is defined as the
triplet (X,R, τ) where X is the set of molecular species, R is the set of reactions and τ is
the vector of delays.
Definition 18 (Delay-free reaction network) Let us consider a delayed reaction net-
work (X,R, τ). Its associated delay-free network is defined as (X,R, 0) = (X,R) and
consists of setting all the delays to zero.
Definition 19 (Augmented reaction network) Let us consider a delayed reaction net-
work (X,R, τ) and assume that the delays are phase-type distributed. Let us further decom-
pose R as two disjoint sets R0 and Rτ containing the non-delayed and the delayed reactions,
respectively. Then, its associated augmented network is defined as (X ∪D,R0∪,Rd) where
D and Rd are the set of delay species and delay reactions, respectively.
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5 Ergodicity analysis of delayed reaction networks with
phase-type distributed delays
5.1 State-space irreducibility
The following result states the condition under which the delayed reaction network with
phase-type distributed delays has an irreducible state-space:
Proposition 20 Let us consider a delayed reaction network (X,R, τ) with phase-type dis-
tributed delays. Then, the following statements are equivalent:
(a) The projected state-space onto Zd≥0 of the Markov process associated with the network
(X,R, τ) is irreducible.
(b) The state-space of the Markov process associated with the augmented network (X ∪
D,R0∪,Rd) is irreducible.
(c) The state-space of the Markov process associated with the delay-free network (X,R)
is irreducible.
Proof : Clearly, if the delayed network is irreducible then the delay-free must also be
irreducible. To prove the converse, just observe that the delay-lines have an irreducible
state-space by construction, hence the irreducibility only depends on the reaction network
with the delays set to 0. This proves the equivalence between the two last statements. To
prove the implication (c)⇒ (a), just note that delays are only temporal features and cannot
change the irreducibility property of the state-space projected onto Zd≥0 provided that the
delays are bounded with probability one, which is the case for phase-type distributed delays.
The reverse implication is immediate here. ♦
5.2 Ergodicity of unimolecular networks with delays
Let us consider here the delayed reaction network (X,R, τ) with d species, K reactions and
n delays. Each delay τ is phase-type distributed, i.e. τk ∼ PH(Hi, αi), i = 1, . . . , n, for
some subgenerator matrix Hi ∈ Rdi×di and some input probability row vector αi ∈ Rdi≥0. We
can then define the augmented network (X ∪ D,R0∪,Rd). The stoichiometric matrix S
associated with this augmented reaction network is given by
H =
[
Sx Sin,x Sout,x 0
0 Sin,d Sout,d Sd
]
(34)
where Sx is the stoichiometric matrix associated with the reactions that do not involve any
delay species and, conversely, Sd is the stoichiometric matrix associated with reactions that
only involve delay species. The stoichiometric matrices
Sin :=
[
Sin,x
Sin,d
]
and Sout :=
[
Sout,x
Sout,d
]
(35)
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corresponds to conversion reactions entering the delay lines and leaving the delay lines,
respectively. The associated propensity functions are given by
λx(x) :=
[
Wxx
bx
]
, λin(x) :=
[
Winx
bin
]
, λout(δ) := Woutδ and λd(δ) := Wdδ (36)
where (x, δ) ∈ Zd≥0 × Zd1+...+dn≥0 is the state of the augmented network. The terms Wxx, bx,
Winx, bin, Woutδ and Wdδ represent the propensity functions of the non-delayed first-order
reactions, the non-delayed zeroth-order reactions, the first-order reactions entering the delay
lines, the zeroth-order reactions entering the delay lines, the propensity of the reactions
leaving the delay lines and the propensity of the reactions inside the delay lines, respectively.
Let us also define the following matrices
A := Sx
[
Wx
0
]
+ Sin,x
[
Win
0
]
B := Sout,xWout
C := Sin,d
[
Win
0
]
D := Sout,dWout + SdWd
(37)
Calculations show that
Wout := −
n
diag
i=1
(1THTi )
Sin,d =
n
diag
i=1
(αTi )
Win =
q
T
1
...
qTm

C =

αT1 q
T
1
...
αmq
T
n
0
...
0

D = HT = diag
i
(Hi)
T
(38)
where qj = rjeσ(j) and rj is the reaction rate of the delayed reaction associated with the
delay line j and eσ(j) is the vector of zeros except at the entry σ(j) where it is one. Finally,
σ(j) is the mapping σ : {1, . . . , N} 7→ {1, . . . , d} where σ(j) = i if the species Xi acts on
the production of some delay species in the delay line j.
Interestingly, the stoichiometric matrix associated with the delay-free reaction network
is given by
Sdf :=
[
Sx Sin,x + Sout,x
]
(39)
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with the propensity function
λdf(x) :=

Wxx
bx
Winx
bin
 (40)
which leads to the characteristic matrix
Adf = Sx
[
Wx
0
]
+ (Sin,x + Sout,x)
[
Win
0
]
. (41)
The following proposition will be instrumental in proving the main result of the section:
Proposition 21 We have Adf = A−BH−TC.
Proof : Comparing the expressions for Adf and A, we simply need to prove that
−WoutH−TC =
[
Win
0
]
. (42)
We know that Win =
n
col
i=1
(qTi ). Now, we have
−WoutH−TC =
n
diag
i=1
(1THTi )H
−T
[ n
col
i=1
(αTi q
T
i )
0
]
=
n
diag
i=1
(1T )
[ n
col
i=1
(αTi q
T
i )
0
]
=
[ n
col
i=1
(qTi )
0
]
=
[
Win
0
]
.
(43)
This completes the proof. ♦
We can now state our main result on the ergodicity of delayed unimolecular reaction
networks:
Theorem 22 Let us consider a delayed reaction network (X,R, τ) with zeroth- and firth-
order mass-action kinetics and phase-type distributed delays for which the delay-free coun-
terpart (X,R) satisfies Assumption 3. Then, the following statements are equivalent:
(a) The delayed reaction network (X,R, τ) is exponentially ergodic.
(b) The augmented reaction network (X ∪D,R0∪,Rd) is exponentially ergodic.
(c) The matrix
A :=
[
A B
C HT
]
is Hurwitz stable.
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(d) The matrix Adf is Hurwitz stable.
(e) The delay-free network (X,R) is exponentially ergodic.
Proof : By assumption, the state-space of the Markov process associated with the delay-
free reaction network is irreducible, Equivalently, the state-spaces of the Markov processes
associated with the augmented and the delayed reaction networks are also irreducible. Since,
the delay-free as no closed components. This is equivalent to saying that the augmented and
the delayed reaction networks do not have closed components as well.
The statements (a) and (b) are equivalent due to the equivalence of representations.
To prove the equivalence between (b) and (c), let A˜ be the generator of Markov process
representing the augmented reaction network and define the linear form V (x, δ) := vTx x +
vTδ δ defined for vx ∈ Rd>0 and vδ ∈ Rd1+...+dn>0 . Then, the Markov process representing the
augmented network is exponentially ergodic if and only if there exist c1 ≥ 0 and c2 > 0 such
that A˜V (x, δ) ≤ c1 − c2V (x, δ) for all (x, δ) ∈ Zd≥0 × Zd1+...+dn≥0 . This can be reformulated as
A˜
(
vTx x+ v
T
δ δ
)
=
[
vx
vδ
]T ([
A B
C HT
] [
x
δ
]
+
[
Sxbx
Sin,dbin
])
. (44)
So, there exists some c1 ≥ 0 and c2 > 0 such that A˜V (x, δ) ≤ c1 − c2V (x, δ) for all (x, δ) ∈
Zd≥0 × Zd1+...+dn≥0 if and only if A is Hurwitz stable. This proves the equivalence between the
statements (b) and (c).
To prove the equivalence between the statements (c), (d) and (e), we first need the
following result:
Lemma 23 Let us consider a Metzler matrix M = [Mij]
2
i,j=1 where both M11 and M22 are
square. Then, the matrix M is Hurwitz stable if and only if the matrices M11−M12M−122 M21
and M22 are Hurwitz stable.
Since H is Hurwitz stable by construction, we can apply the above result with M11 = A,
M12 = B, M21 = C and M22 = H
T . As a result we get that A is Hurwitz stable if and only
if A − BH−TC is also Hurwitz stable. From Proposition 21, this is equivalent to say that
Adf is Hurwitz stable and that the delay-free network is exponentially ergodic. This proves
the result. ♦
The above result is interesting for multiple reasons. The first one is that the shape of
the distribution or, equivalently, its complexity does not have any impact of the ergodicity
of the network as long as it is unimolecular. A conclusion is that one can consider almost
constant deterministic delays as one can choose an arbitrarily large, yet finite, shape value
in the Erlang distribution. Yet, one cannot conclude on the ergodicity of the network in the
case of a constant deterministic delay.
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5.3 Ergodicity of bimolecular networks with delays
We address here the case of bimolecular networks with delays and we will distinguish two
cases. The first one is when only unimolecular networks are delayed whereas the second one
is when the network is allowed to have delayed bimolecular reactions.
5.3.1 No bimolecular reactions enters the queue
We consider here a delayed reaction network (X,R, τ) with zeroth-, first- and second-order
mass-action kinetics and phase-type distributed delays. We can define Sb to be the stoichio-
metric matrix of the augmented network associated with the bimolecular reactions as
Sb =
[
Sb,x
0
]
. (45)
The rest of the matrices are the same as for unimolecular networks; see Section 5.2. We then
have the following result:
Theorem 24 Let us consider a delayed reaction network (X,R, τ) with zeroth-, first- and
second-order mass-action kinetics and phase-type distributed delays for which the delay-free
counterpart (X,R) satisfies Assumption 3. Then, the following statements are equivalent:
(a) There exist vectors vx ∈ Rd>0 and vδ ∈ Rd1+...+dn>0 verifying
[
vTx v
T
δ
]
Sb = 0 for
which the function V (x, δ) = vTx x+v
T
δ δ is a Foster-Lyapunov function for the Markov
process.
(b) There exist vectors vx ∈ Rd>0 and vδ ∈ Rd1+...+dn>0 such that the conditions[
vx
vδ
]T [
A B
C HT
]
< 0 and
[
vT vTδ
]
Sb = 0
hold.
(c) There exist a vector v ∈ Rd>0 satisfying vTSb,x = 0 and vTAdf < 0.
Moreover, when one of above statements holds, the Markov process describing the delayed
reaction network (X,R) is exponentially ergodic and the stationary distribution is light-
tailed.
Proof : The equivalence from the two first statements comes from a direct application of
Theorem 2. The equivalence with the last one follows from the same arguments as for The-
orem 22. ♦
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5.3.2 At least one bimolecular reactions enters the queue
We consider here a delayed reaction network (X,R, τ) with zeroth-, first- and second-order
mass-action kinetics and phase-type distributed delays. As the case of delayed unimolecular
reactions can be brought back to non-delayed unimolecular reactions, we assume here that
the delays only act on bimolecular reactions.
The stoichiometric matrix of the delayed-network associated with the non-delayed bi-
molecular reactions is denoted by Sb whereas
Sdb =
[
ζdr,1 − ζd`,1 . . . ζdr,Kd − ζd`,Kd
]
(46)
is the stoichiometric matrix associated with the delayed bimolecular reactions where Kd is
the number of delayed biomolecular reactions. After augmenting the network to incorporate
the delay species and reactions, the latter becomes
Sib =

−ζd`,11Tς1 . . . −ζd`,K1TςK
J1i
. . .
JKi
 (47)
where Jki is a matrix with entries equal to zero or one, k = 1, . . . , Kd, such that on each
column there is one and only one entry equal to one. We also define the matrix
Bb =
[
Jo1 . . . J
o
K
]
(48)
where Jok = ζ
d
r,k1
TΛok and Λ
o
k is a diagonal matrix with nonnegative entries representing the
rate parameters of the reactions leaving the queue.
We then have the following result:
Theorem 25 Let us consider a delayed reaction network (X,R, τ) with zeroth-, first- and
second-order mass-action kinetics and phase-type distributed delays. for which the delay-free
counterpart (X,R) satisfies Assumption 3. Then, the following statements are equivalent:
(a) There exist vx ∈ Rd>0 and vδ ∈ Rd1+...+dn, verifying vTx Sb = 0 and
[
vTx v
T
δ
]
Sib = 0
such that the function V (x, δ) = vTx x + v
T
δ δ is a Foster-Lyapunov function for the
associated Markov process.
(b) There exist vx ∈ Rd>0 and vδ ∈ Rd1+...+dn, such that the conditions
vTSb = 0,
[
vTx v
T
δ
]
Sib = 0 (49)
and [
v
vδ
] [
A Bb
0 HT
]
< 0 (50)
where H = diagKdi=1(Hi) and A is the same as for unimolecular networks.
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(c) There exists a v ∈ Rd>0 such that
(i) vTA < 0,
(ii) vTSb = 0, and
(iii) vTSdb < 0.
Moreover, when one of the above statements hold, then the Markov process describing the
augmented reaction network (X ∪D,R0 ∪ Rd) is exponentially ergodic and its stationary
distribution is light-tailed.
Proof : Similar calculations as in the previous proofs show that the conditions of the first
statement can be equivalently reformulated as the conditions in statement (b). This proves
the equivalence between the statements (a) and (b). The conditions of statement (b) can be
reformulated as
vTx Sb = 0
−vTx ζd`,11T + vTδ,1J1i = 0
...
...
...
−vTx ζd`,Kd1T + vTδ,KdJKdi = 0
vTxA < 0
vTx J
0
1 + v
T
δ,1H
T
1 < 0
...
...
...
vTx J
0
Kd
+ vTδ,KdH
T
Kd
< 0,
(51)
where vδ =: (vδ,1, . . . , vδ,Kd) ∈ Rd1>0 × R
dKd
>0 . We can put aside the conditions v
T
xA < 0
and vTx Sb = 0 (two first conditions in the statement (c)) and consider each of the vδ,k’s
separately as the corresponding conditions are uncoupled. The idea is to turn the system
of inequality and equality conditions into a system of equality conditions. To this aim, let
us define a positive vector qk of appropriate dimensions and consider the equality v
T
x J
0
k +
vTδ,kH
T
k = −qTk . Since the matrix Hk is Metzler and Hurwitz stable by construction, then
we have that H−1k ≤ 0. Hence, we have that vTx J0kH−Tk + vTδ,k = −qTkH−Tk or, equivalently,
vTδ,k = −vTx J0kH−Tk − qTkH−Tk . Combining this with the other equality yields[
vTx J
0
kH
−T
k + q
T
kH
−T
k
]
Jki + v
T
x ζ
d
`,k1ςk = 0 (52)
We note that
J0kH
−T
k J
k
i = ζ
d
`,k1
TΛokH
−T
k J
k
i
= −vTx ζdr,k1Tςk
(53)
where we have used the fact that 1TΛokH
−T
k J
k
i is the negative of the static-gain of the delay-
line, which is equal to a vector of ones due to the property of conservativity of delays. This
leads to the following equality
vTx (ζ
d
`,k − ζdr,k)1ςk = −qTkH−Tk Jki , (54)
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for k = 1, . . . , Kd. Since qk > 0, then this means that a necessary condition for the condi-
tions in (51) is that vTx (ζr,k− ζ`,k) < 0. We know that H−Tk Jki is full column rank since Hk is
invertible and Jki is full-column rank. In this regard for any given vx, we can find a qk such
that (54) holds. This proves the equivalence with the last statement. ♦
Example 26 Let us consider the epidemiological network
∅ k1−−−−−−→X1 γ1−−−−−−→ ∅,
∅ k2−−−−−−→X2 γ2−−−−−−→ ∅,
∅ k3−−−−−−→X3 γ3−−−−−−→ ∅,
X2 +X3
ki,τi−−−−−−→ 2X2,
X2
kr,τr−−−−−−→X3,
X3
ks,τs−−−−−−→X1
(55)
where X1, X2 and X3 denote the susceptible, infectious and recovered people, respectively.
The first three rows represent the inflow and outflow of those people in the system, followed by
the contamination reaction, the recovery reaction and the susceptibility reaction. We assume
that only the three last reactions are affected by some delays. The stoichiometric matrix
restricted to bimolecular reactions is given by
[−1 1 0]T and hence Theorem 25 demands
that −v1 + v2 < 0. We also have that Sb = 0 and
A = Adf =
−γ1 0 ks0 −γ2 − kr 0
0 kr −γ3 − ks
 (56)
where we have already removed the delayed unimolecular reactions and replaced them by
their delay-free counterparts. A necessary condition for the feasibility of vTAdf < 0 is that
the matrix Adf be Hurwitz stable. One can see that this matrix is structurally stable in the
sense that it is Hurwitz stable for all positive values of its parameters. Indeed, one has that
1TAdf < 0 for all positive values of the parameters. To prove that it the network is also
structurally ergodic in the presence of the delays, we need to verify vTAdf < 0 for some v > 0
such that −v1 + v2 < 0. Let v =
[
1 + ε 1 1
]T
, then we get that
vTAdf =
[−γ1(1 + ε) −γ2 ε ks − γ3]
and, hence, picking any 0 < ε < γ3/ks proves that the delayed reaction network is ergodic.
Even stronger, the delayed reaction network is structurally ergodic.
6 Moments equation
The goal of this section is to describe the influence of phase-type distributed delays on the
moment dynamics and their stationary values.
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6.1 Dynamics of the first-order moments
For simplicity, let us consider here delayed reaction network (X, mathcalR, τ) with zeroth-
and first-order mass-action kinetics. Let us consider the associated augmented network
(X ∪D,R0 ∪ Rd). The moment dynamics of the augmented network can be generically
written as
d
dt
[
E[X(t)]
E[D(t)]
]
=
[
A B
C HT
] [
E[X(t)]
E[D(t)]
]
+
[
b0
bd
]
(57)
where the matrices are defined as in Section 5.2 together with
b0 := Sx
[
0
bx
]
and bd = Sin,d
[
0
bin
]
. (58)
We then have the following result:
Proposition 27 The dynamics of the moments first-order moments of the delayed network
(X,R, τ) is described by
d
dt
E[X(t)] = AE[X(t)] +
∫ t
0
Sout,xf(s)
[
WinE[X(t− s)]
0
]
ds+ b0
+BeH
T tE[D(0)] + Sout,xF (t)
[
0
bin
] (59)
with F (t) := diagni=1(Fi(t)) and f(s) := diag
n
i=1(fi(s)) where Fi(t) := 1−αieHit1 and fi(s) :=
−αieHisHi1 are the cumulative distribution and the probability density function of the delay
τi ∼ PH(Hi, αi).
Proof : Solving for E[D(t)] in the moment system (57) yields
E[D(t)] = eHT tE[D(0)] +
∫ t
0
eH
T sCE[X(t− s)]ds+H−T (I − eHT t)bd. (60)
After substitution of the above expression in (57), we obtain
d
dt
E[X(t)] = AE[X(t)] + b0 +BeH
T tE[D(0)]−H−T (I − eHT t)bd
+B
∫ t
0
eH
T sCE[X(t− s)]ds.
(61)
We have that
BeH
T sC = Sout,x
n
diag
i=1
(−1THTi eH
T
i s)
[ m
col
i=1
(αTi q
T
i )
0
]
= Sout,x
[ m
col
i=1
(−1THTi eH
T
i sαTi q
T
i )
0
]
= Sout,x
[ m
col
i=1
(fi(s)q
T
i )
0
]
= Sout,xf(s)
[
Win
0
]
.
(62)
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where f(s) = diagni=1(fi(s)) and fi(s) = −αieHisHi1 is the probability density function of
τi ∼ PH(Hi, αi). We also have that
−BH−T (I − eHT t)bd = Sout,x
n
diag
i=1
(1THTi )H
−T (I − eHT t)
n
diag
i=1
(αTi )
[
0
bin
]
= Sout,x
n
diag
i=1
(1T (I − eHTi t))
n
diag
i=1
(αTi )
[
0
bin
]
= Sout,x
n
diag
i=1
(1T (I − eHTi t)αTi )
[
0
bin
]
= Sout,xF (t)
[
0
bin
]
(63)
where F (t) = diagni=1(Fi(t)) and Fi(t) = 1− αieHit1 is the cumulative distribution function
of τi ∼ PH(Hi, αi). The result follows. ♦
From the above expression, we can see that the first-order moment dynamics involves convo-
lutions with kernels corresponding to the probability density functions of the delays. In this
regard, the presence of phase-type distributed delays in the stochastic dynamics corresponds
to filtering terms in the mean dynamics. Interestingly, this connects very well with the fact
that if we substitute the convolution kernels by the Dirac distribution, we obtain a standard
delay system since ∫ t
0
δ(s− τ¯)x(t− s)ds = x(t− τ¯), t ≥ τ¯. (64)
Even if the result has been derived for unimolecular reaction networks, it readily generalizes
to networks having more complex propensities at the expense of clarity.
6.2 Invariance of the stationary first-order moments
We have shown in the previous section that the dynamics of the first-order moments are
affected by the presence of phase-type distributed delays. We have also proven that an
augmented network is ergodic provided that its delay-free counterpart is. As a result, the
first-order moments converge to a unique equilibrium point. We prove here that the station-
ary value for the first-order moments for the augmented network coincides with that of the
delay-free and the delayed network.
Proposition 28 Let us consider here delayed reaction network (X,R, τ) with zeroth- and
first-order mass-action kinetics, and define its associated augmented network as (X∪D,R0∪
Rd). Assume that the Markov process associated with the augmented network is ergodic.
Then, the stationary first-order moments of the augmented reaction network (and thus
that of the delayed reaction network) coincide with the stationary first-order moments of the
delay-free reaction network.
Proof : Since the Markov process associated with the augmented network is ergodic, then
there exists a unique stationary distribution and the limit lim
t→∞
E[X(t)] = Epi[X] holds re-
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gardless of the initial conditions. Furthermore, it solves
0 = lim
t→∞
(
AE[X(t)] +
∫ t
0
Sout,xf(s)
[
WinE[X(t− s)]
0
]
ds+ b0
+BeH
T tE[D(0)] + Sout,xF (s)
[
0
bin
])
.
(65)
This yields (
A+ Sout,x
[
Win
0
])
Epi[X] + Sx
[
bx
0
]
+ Sout,x
[
0
bin
]
= 0 (66)
where we have used the fact that
∫∞
0
f(s)ds = I and F (t) → 0 as t → ∞. Finally, noting
that the term in brackets is equal to Adf, the result follows. ♦
This result then demonstrates that phase-type distributed delay do not affect the sta-
tionary value of the first-order moments.
6.3 Variance is affected by the delays
In the previous section, we have shown that the stationary first-order moments of the network
remain the same regardless the presence of the delays. However, the variance is influenced by
the presence of the delay. Unfortunately, it seems difficult to prove that in the general setting.
So, instead we will prove that in the case of a gene expression network with maturation delay.
To this aim, let us consider the gene expression network
∅ k1−−−−−−→X1 γ1−−−−−−→ ∅,
X1
k2−−−−−−→X1 +X2,
X2
γ2−−−−−−→ ∅
(67)
and its delayed counterpart
∅ k1−−−−−−→X1 γ1−−−−−−→ ∅,
X1
k2−−−−−−→X1 +D1,
X2
γ2−−−−−−→ ∅,
D1
λ−−−−−−→X2
(68)
where X1 and X2 denote the mRNA and the protein species, respectively. The delay only
consist of one phase here and is therefore exponentially distributed with rate λ. Calculations
show that the protein variance is
V (X2) = µ
(
1 +
k2
γ1 + γ2
)
(69)
in the delay-free case but is equal to
Vλ(X2) = µ
γ1γ2(γ1 + γ2) + λ(γ1 + γ2)(γ1 + γ2 + k2) + λ
2(γ1 + γ2 + k2)
(γ1 + γ2)(γ1 + λ)(γ2 + λ)
. (70)
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Not surprisingly, we have that Vλ(X2) → V (X2) as λ → ∞ since, in this case, there is no
waiting time in the queue. To compare, we define the ratio
R(λ) =
Vλ(X2)
V (X2)
=
γ1γ2(γ1 + γ2)
(γ1 + λ)(γ2 + λ)(γ1 + γ2 + k2)
+
λ(γ1 + γ2) + λ
2
(γ1 + λ)(γ2 + λ)
. (71)
Calculations show that
R′(λ) =
γ1γ2(γ1k2 + γ2k2 + 2k2λ)
(γ1 + γ2 + k2)(γ1 + λ)2(γ2 + λ)2
(72)
and, therefore, the function Vλ(X2) is strictly increasing and verifies
µ < Vλ(X2) < V (X2) = µ
(
1 +
k2
γ1 + γ2
)
(73)
for all λ ∈ (0,∞). This demonstrates that in the case of gene expression, the protein variance
is influenced by the presence of the delay. Interestingly, one can see that the variance is
smaller and that the queue has a filtering effect. Another interesting fact is the lower bound
which imposes a lower bounds on how much the noise can be reduced and this lower bound
corresponds to the variance of a Poisson process.
7 Antithetic integral control of unimolecular reaction
network with phase-type distributed delays
We now address the problem of controlling a delayed stochastic reaction network (X,R, τ)
with first-order mass action kinetics using a delayed antithetic integral controller
Z1
k,τ(H1,α1)−−−−−−→ Z1 +X1,X` θ,τ(Hn,αn)−−−−−−→X` +Z2,∅ µ−−−−−−→ Z1,Z2 +Z1 η−−−−−−→ ∅.
(74)
Note that the annihilation reaction does not need to be delayed since it is a degradation
reaction. Indeed, adding a delay line here will not change the behavior of the system as the
compound will simply follow the delay line and be degraded in the end. However, from the
controller point of view, degradation already occurred when the compound entered the delay
line. Similarly, the reference reaction does not need to be delayed since from the point of
view of the controller, only the output of the delay line will be visible and the actual content
of the delay line does not matter.
The closed-loop network obtained from the interconnection of (X,R, τ) and the antithetic
integral controller 74 is denoted by (X ∪ Z,R ∪ RAIC, τ). The associated augmented and
delay-free networks are denoted by (X ∪Z ∪D,R0 ∪Rd ∪R0AIC ∪RAIC,d) and (X ∪Z,R∪
RAIC, 0), respectively.
We assume that the actuated species X1 is produced after a stochastic time-varying
delay modeled by the first delay-line whereas the sensing reaction is using the last delay
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line. In this regard, we have that q1 = 0, qn = θe`. For technical reasons, we assume that
those delays are such that α1, αn, H11 and Hn1 have one and only one nonzero entry. This
assumption is only very mildly restrictive. Based on these facts, we can define the following
matrices
B :=
[−e11THT1 Sout,xWout 0]
C =

0
αT2 q2
...
αTn−1qn−1
αTnqn

(75)
where the first part corresponds the input delay, the middle part the delays intrinsic to the
system and the last part of the measurement delay.
We have the following result:
Theorem 29 Let us consider a delayed reaction network (X,R, τ) with only first-order
mass-action kinetics and phase-type distributed delays. We assume that the associated delay-
free network satisfies Assumption 3. Then, the following statements are equivalent:
(a) The augmented closed-loop stochastic reaction network (X∪Z∪D,R0∪Rd∪R0AIC∪
RAIC,d) is ergodic and we have that E[X`(t)]→ µ/θ as t→∞.
(b) There exists some vectors (vx, vδ) ∈ Rd>0 × Rd1+...+dn and (wx, wδ) ∈ Rd≥0 × Rd1+...+dn
such that the conditions [
vx
vδ
]T [
A B
C HT
]
< 0, (76)[
wx
wδ
]T [
A B
C HT
]
+
[
0 0 . . . −1THTn
]
= 0 (77)
and [
0 α1 0 . . . 0
]
w > 0 (78)
hold.
(c) There exists some vectors vx ∈ Rd>0 and wx ∈ Rd≥0 satisfying vTx e1 > 0, wTx e1 > 0,
wTx e` > 0, such that the conditions
vTAdf < 0 and w
TAdf + e
T
` = 0 (79)
hold.
(d) The delay-free closed-loop stochastic reaction network (X∪Z,R∪RAIC, 0) is ergodic
and we have that E[X`(t)]→ µ/θ as t→∞.
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Proof : The conditions of the first statement are nothing else but the ergodicity and control-
lability conditions for the augmented reaction network. To prove the equivalence between
the conditions, first note that we have that[
vx
vδ
]T [
A B
C HT
]
< 0 (80)
if and only if vTx (A−BH−TC) = vTxAdf < 0. We also have that[
wx
wδ
]T [
A B
C HT
]
+
[
0 0 . . . −1THTn
]
= 0 (81)
together with
[
wx
wδ
]T

0
αT1
0
...
0
 > 0. (82)
So, from wTxB + w
T
δ H
T = 0, we get that
wTδ
= −([0 0 . . . −1THTn ]+ wTxB)H−T (83)
and hence
wTx (A−BH−Tn C) +
[
0 . . . −1THTn
]
H−TC = 0 (84)
which is equivalent to the condition that wTx (A − BH−TC) + eT` = 0. Using this value for
wδ, we also get that
wT

0
αT1
0
...
0
 = wTδ

αT1
0
...
0
 = −([0 0 . . . −1THTn ]+ wTxB)H−T

αT1
0
...
0

= wTxBH
−T

αT1
0
...
0

= wTx e11
THT1 H
−T
1 α
T
1
= wTx e1
(85)
where we have used the fact that 1TαT1 = 1. We have proven the equivalence between the
statements. However, it remains to prove that E[X`(t)] → µ/θ. To do so, we first write
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down the moments equation
d
dt
[
E[X(t)]
E[D(t)]
]
=
[
A B
C HT
] [
E[X(t)]
E[D(t)]
]
+

0
kαT1
0
...
0
E[Z1(t)]
d
dt
E[Z1(t)] = µ− ηE[Z1(t)]E[Z2(t)]
d
dt
E[Z2(t)] =
[
0 0 . . . 0 −θ1THTn
] [E[X(t)]
E[D(t)]
]
− ηE[Z1(t)]E[Z2(t)].
(86)
The stationary solution is given by
[
Epi[X]
Epi[D]
]
= −k
[
A B
C HT
]−1

0
αT1 kEpi[Z1]
0
...
0
 (87)
and
µ/θ =
[
0 0 . . . −1THTn
] [Epi[X]
Epi[D]
]
(88)
where Epi denotes the expectation operator at stationarity. We use now the following formula
for the inversion of block-matrices[
A B
C HT
]−1
=
[
(A−BH−TC)−1 (A−BH−TC)−1BH−T
−H−TC(A−BH−TC)−1 H−T +H−TC(A−BH−TC)−1BH−T
]
(89)
where
A−BH−TC = Adf
H−TC =

0
H−T2 α
T
2 q
T
2
...
H−Tn α
T
nq
T
n

BH−T = =
[−e11THT1 Sout,xWout 0] .
(90)
Finally, we have that
− [0 0 . . . −1THTn ] [A BC HT
]−1

0
αT1 kEpi[Z1]
0
...
0
 = µ/θ (91)
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and, hence,
[
0 . . . 0 1THTn
] (
H−T +H−TC(A−BH−TC)−1BH−T )

αT1 kEpi[Z1]
0
...
0
 = µ/θ. (92)
Using the explicit form for the matrices A,B,C and H yields Epi[Z1] =
µ
kgθ
where g :=
eT` (A−BH−TC)−1e1 is the static-gain of the network. Note, moreover, that g is the static-
gain of the non-delayed network. Since we have that Epi[X`] = gkEpi[Z1], then we obtain
that
Epi[X`] = µ/θ. (93)
This proves that X` is also regulated and completes the proof. ♦
As for the ergodicity analysis, we can see that the conditions also reduce to the condition
for delay-free networks. In this regard, phase-type distributed delays are not harmful to the
stability properties of the closed-loop network unlike in the deterministic setting.
8 Concluding statements
Delays that are phase-type distributed have been shown to be natural to consider in the
context of stochastic reaction networks. In fact, stochastic time-varying delays can be repre-
sented as reaction networks with conversion reactions. In this regard, any reaction network
with delayed reactions having a delay that is phase-type distributed can be equivalently
represented by a reaction network with augmented state-space. Yet, the dimension of the
state-space remains finite. In this regard, existing results for the analysis and the control
of stochastic reaction networks remain applicable and do not need to be extended to the
infinite-dimensional case – a difficult task. We first characterize all the delays that are
phase-type distributed in terms of algebraic conditions. We then provide an explicit way
for building the associated reaction network and interconnect it to the original network. Er-
godicity tests are then provided and it proves that for unimolecular networks, the delayed
reaction network is ergodic if and only if the delay-free network is ergodic as well. In this
regard, delays are not harmful to the ergodicity property. This also indicate that delays can
be arbitrarily complicated as long as they are phase-type distributed. For bimolecular net-
works, the situation is more complex but it can be shown that in certain cases the ergodicity
conditions of the delayed network are fulfilled if and only if the conditions are fulfilled for the
delay-free network. The analysis of the first moment equation demonstrate that the delays
yield additional convolution terms in the mean dynamics of the molecular species. However,
they do not change the stationary mean values and the stationary means are the same as
in the delay-free case. Finally, the antithetic integral control of such networks is addressed.
The controller is also extended to incorporate delays. It is shown that the ergodicity and
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output controllability conditions on the delayed reaction network are satisfied if and only if
they are satisfied in the delay-free case.
All the obtained results can be straightforwardly extended to deal with uncertain reaction
rates as in [13,17,18]. This was not done here because this extension is immediate and would
not bring much to this paper. Note that it is unnecessary to consider uncertain reaction
rates for the reactions in the delay lines as the results are independent of these parameters.
Robustness with all delays is indeed automatically ensured whenever the (anyway necessary)
condition that the delay-free network be ergodic is satisfied.
Extension to delay lines with finite capacity would be a very interesting topic to consider
in order to consider the use of finite resources like in enzymatic networks [57] or some
queueing processes that mRNA undergo while leaving the nucleus [36]. This can be done by
incorporating counter species counting the number of elements in the queue and inactivating
the input reaction whenever the queue is full. The difficulty here resides in the fact that some
of the queuing reactions become nonlinear and, hence, more difficult to consider. However,
approximations could be helpful here in obtaining interesting results.
Another extension would be the study of the impact of delays on the variance and, in
particular, the clarification of the conditions under which delays have a filtering effect on
the noise. It may be tempting to say that this filtering mechanism relies on the randomness
of the delay and would not be achieved by its deterministic counterpart. Elucidating this
could help understand how cells filter their molecular noise and to design new synthetic
filters topologies. Extrapolating a bit the result on gene expression, designing a filter that
reduces noise may need to have small rates and, as a result, slow dynamics resulting in a slow
response of the filter. In this regard, one can foresee the presence of some tradeoff between
speed and quality of filtering.
The proposed approach allows one to consider almost deterministic constant delays in the
sense that one can consider phase-type distributions that are arbitrarily close to the Dirac
distribution without destroying the ergodicity of the delayed reaction network provided that
its delay-free counterpart is ergodic. However, if constant deterministic delays need to be
exactly incorporated, a new theory may be needed, which is definitely of interest. A starting
point would be the consideration of a Markov jump processes on an infinite-dimensional
state-space. The difficulty here will be the verification of the irreducibility property of the,
now infinite-dimensional, state-space. A potential idea would be to look at reachability re-
sults for time-delay systems or, more generally, for infinite-dimensional systems described by
partial differential equations. Regarding the verification of the positive recurrence property
of the Markov process, the use of Foster-Lyapunov functions may not be suitable. Instead,
we might need to consider more general functions or functionals. A possible starting point
would be to look, again, at the literature on time-delay systems and adapt important tools
such as Lyapunov-Razumikhin functions or Lyapunov-Krasovskii functionals to out present
context.
As a final comment, we would like to propose the following conjecture:
Conjecture 30 Any delayed unimolecular stochastic reaction network with constant deter-
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ministic/stochastic delays or time-varying stochastic delays is ergodic if and only if its delay-
free counterpart is.
We have proven under certain conditions that this conjecture is true when the delay is
stochastic time-varying and phase-type distributed.
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