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Abstract
The central aim of my research is to explain the connection between the macroscopic
behavior and the microscopic physics of strongly correlated electron systems with orbital
degrees of freedom through the use of effective models. My dissertation focuses on the
sub-class of these materials where electrons appear to be localized by interactions, and
magnetic ions have well measured magnetic moments. This suggests that we can capture
the low-energy physics of the material by employing a minimal model featuring localized
spins which interact with each other through exchange couplings. I describe Fe1+yTe
and β-Li2IrO3 with effective models primarily focusing on the spins of the magnetic
ions, in this case Fe and Ir, respectively. The goal with both materials is to gain insight
and make predictions for experimentalists.
In chapter 2, I focus on Fe1+yTe. I describe why we believe the magnetic ground
state of this material, with an observed Bragg peak at Q = (±pi2 , pi2 ), can be described by
a Heisenberg model with 1st, 2nd, and 3rd neighbor interactions. I present two possible
ground states of this model in the small J1 limit, the bicollinear and plaquette states. In
order to predict which ground state the model prefers, I calculate the spin wave spectrum
with 1/S corrections, and I find the model naturally selects the “plaquette state.” I give
a brief description of the ways this result could be tested using experimental techniques
such as polarized neutron scattering.
In chapter 3, I extend the model used in chapter 2. This is necessary because
the Heisenberg model we employed cannot explain why Fe1+yTe undergoes a phase
transition as y is increased. We add an additional elements to our calculation; we
assume that electrons in some of the Fe 3D orbitals have selectively localized while
others remain itinerant. We write a new Hamiltonian, where localized moments acquire
a new long-range RKKY-like interaction from interactions with the itinerant electrons.
We are able to reproduce the phase diagram found from experimentalists, and make
predictions about how Fe1+yTe could potentially be driven into a “stripe” magnetic
ground state.
In chapter 4, I examine another strongly correlated material, β-Li2IrO3, which
exhibits Kitaev physics. I begin with a minimal model employing nearest neighbor
iii
isotropic and anisotropic exchange couplings between neighboring Iridium ions. I cal-
culate the phase diagram, and find two states. I characterize both states in terms of
spins along the zigzag chains of the hyperhoneycomb lattice, and calculate linear spin
waves for both states. I find that, besides for special points in our phase diagram, the
excitations are gapped. As the spectrum has many branches, I calculate the dynamic
structure factor to find which branches of the spin wave spectrum have the highest
intensity. It will be interesting to compare my dynamic structure factor results to sin-
gle crystal inelastic neutron scattering, which to this point has not been performed for
β-Li2IrO3.
iv
Contents
Acknowledgements i
Dedication ii
Abstract iii
List of Tables viii
List of Figures ix
1 Introduction 1
1.1 The Iron Based Superconductors . . . . . . . . . . . . . . . . . . . . . . 3
1.1.1 A Brief History – From BCS to FeSCs . . . . . . . . . . . . . . . 3
1.1.2 Generic Phase Diagram of the FeSCs . . . . . . . . . . . . . . . . 4
1.1.3 Fe1+yTe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.1.4 Our results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2 Magnetism in Systems with Strong Spin-Orbit Coupling . . . . . . . . . 9
1.2.1 The Interplay of Spin-Orbit Coupling and Electronic Correlations 9
1.2.2 Kitaev Physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.3 Our Results for Spin Dynamics in β-Li2IrO3 . . . . . . . . . . . 13
1.3 Outline of the Dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2 Magnetism in parent Fe-chalcogenides: quantum fluctuations select a
plaquette order 16
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
v
2.2 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Large-S spin-wave calculations . . . . . . . . . . . . . . . . . . . . . . . 20
2.4 Experimental Signatures of the ODS State . . . . . . . . . . . . . . . . . 24
2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.6 Technical Details for Chapter 2 . . . . . . . . . . . . . . . . . . . . . . . 25
3 Theory of the Evolution of Magnetic Order in Fe1+y Te Compounds
with Increasing Interstitial Iron 31
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3 Fermi Surface Evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.4 Spin Susceptibility of Itinerant Electrons . . . . . . . . . . . . . . . . . . 38
3.4.1 Bare Susceptibility . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4.2 RPA Susceptibility . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.5 The RKKY Exchange Integrals . . . . . . . . . . . . . . . . . . . . . . . 41
3.5.1 Toy Model for the RKKY Interaction . . . . . . . . . . . . . . . 41
3.5.2 RKKY Interactions Computed in a Realistic Model . . . . . . . 44
3.5.3 Derivation of Effective Couplings . . . . . . . . . . . . . . . . . . 45
3.6 Classical Phase Diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.8 Technical Details for Chapter 3 . . . . . . . . . . . . . . . . . . . . . . . 50
3.8.1 Derivation of Biquadratic Exchange Couplings . . . . . . . . . . 50
3.8.2 Classical Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4 Magnetic Excitations in Hyperhoneycomb Kitaev Systems 55
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2 J-K-Γ model on the Hyperhoneycomb Lattice . . . . . . . . . . . . . . . 58
4.3 Classical Phase Diagram from the Luttinger-Tisza Approach . . . . . . 59
4.4 Classical Ground State From the Relaxation Dynamics Simulations . . . 63
4.4.1 K-Dominant State . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.4.2 Γ-Dominant State . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.4.3 Symmetry Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.5 Spin Wave Excitations . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
vi
4.5.1 Linear Spin Wave Spectra . . . . . . . . . . . . . . . . . . . . . . 71
4.5.2 Dynamical Spin-Spin Structure Factor . . . . . . . . . . . . . . . 76
4.6 Conclusion and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.7 Technical Details for Chapter 4 . . . . . . . . . . . . . . . . . . . . . . . 78
4.7.1 Structure of the Periodicity-3 State . . . . . . . . . . . . . . . . 78
4.7.2 Magnetic Symmetry Analysis . . . . . . . . . . . . . . . . . . . . 78
4.7.3 Explanation of why ∆ = 0 along the Γ-K Phase Boundary . . . 81
5 Conclusion and Discussion 84
References 87
Appendix A. Glossary and Acronyms 102
A.1 Glossary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
A.2 Acronyms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
vii
List of Tables
A.1 Acronyms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
viii
List of Figures
1.1 The crystal structure of different families of Iron based superconductors,
copyright Elsevier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 The crystal and magnetic transistion from a tetragonal paramagnet to
an orthorhombic “stripe” SDW, copyright AAAS . . . . . . . . . . . . . 6
1.3 Ground state of a generic FeSC vs doping . . . . . . . . . . . . . . . . . 7
1.4 The effects of spin-orbit coupling on a 56 filled band. . . . . . . . . . . . 10
1.5 Density profile of a hole in the pseudospin Jeff =
1
2 state. . . . . . . . . 11
1.6 Illustration of the possible geometric orientations of neighboring IrO6
octahedra that give rise to different types of (dominant) exchange inter-
actions between magnetic Jeff =
1
2 moments. . . . . . . . . . . . . . . . 12
1.7 The harmonic honeycomb lattices. . . . . . . . . . . . . . . . . . . . . . 13
2.1 The two possible collinear configurations for the J1 − J2 − J3 model. . 17
2.2 Classically degenerate spin configurations for the J1-J2-J3 model. . . . . 19
2.3 Bare and renormalized (1/S) magnon spectrums of the magnetic ground
state of a J1 − J2 − J3 model. . . . . . . . . . . . . . . . . . . . . . . . . 26
3.1 The fermi surface for Fe1+yTe as we increase chemical potential. . . . . 33
3.2 (a)Dependence of chemical potential µ on amount of excess iron y. (b)
Orbitally resolved electron occupation numbers. . . . . . . . . . . . . . . 37
3.3 (The evolution of the bare spin susceptibility χ0(q, 0) and the RPA spin
susceptibility χ(q, 0) as excess iron y is increased. . . . . . . . . . . . . . 39
3.4 Cuts of the bare spin suscptibility and RPA spin susceptibility along
symmetry directions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.5 Static magnetic susceptibility χ (qx, 0) and J
RKKY for a simple toy model. 43
ix
3.6 The evolution of (a) JRKKYij and (b) J
eff
ij with increasing concentrations
of excess iron y. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.7 Magnetic phase diagram of our effective model for Fe1+yTe . . . . . . . 47
3.8 The possible spin orderings found in the phase diagram in Fig. 3.7, and
the respective structure factors for these magnetic orders. . . . . . . . . 49
3.9 Dominant modes of lattice distortion in Fe1+yTe. . . . . . . . . . . . . . 54
4.1 The lattice structure of β-Li2IrO3. . . . . . . . . . . . . . . . . . . . . . 59
4.2 Classical phase diagram of the J-K-Γ model on the hyperhoneycomb
lattice based on the Luttinger-Tisza method. . . . . . . . . . . . . . . . 60
4.3 Local Fields and Angles and spin-spin correlation functions along x-y
chains. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.4 The modulation of Sx, Sy and Sz spin components along a single zigzag
chain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.5 Angles between spins along a single x-y chain as a function of the param-
eter r. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.6 The intensity plot of the dynamical structure factor of our various ground
states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.7 Theq = 0 low energy branches linear of the spin wave spectrum ωq=0 as
a function of the parameter r. . . . . . . . . . . . . . . . . . . . . . . . . 74
4.8 Geometry of the K-dominant and Γ-dominant state along a single zigzag
chain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
x
Chapter 1
Introduction
Many important achievements have been made in recent years in the field of complex
strongly correlated electron materials, where new collective properties emerge due to
strong interactions. Among such collective phenomena are magnetism, superconduc-
tivity and orbital ordering. A particularly rich physics can be observed in insulating
or metallic compounds of transition metals, mostly transition metal oxides [1]. These
systems have fascinated chemists and physicists for many decades with their intriguing
structural, magnetic and electronic properties. These diverse properties arise from the
simultaneous presence of strongly correlated effects and the keen interplay of different
degrees of freedom in these systems: charge, spin and orbital ones as well as crystal
lattice. The essential feature that defines these materials is the behavior of electrons
in these systems cannot be described effectively in terms of non-interacting entities.
This is because the Coulomb repulsion between electrons is strong and single-particle
description is not sufficient. Obviously, this significantly complicates the theoretical
analysis, especially when various interactions are comparable in their energy scales and
perturbative approaches do not work.
Numerous approximation schemes have been employed to circumvent these difficul-
ties, but many theorists in the field have learned that a very productive approach to start
studying the complex problem is by first considering simple phenomenological models,
known as “effective models”. A good effective model will still capture the key physics of
a problem and allows for at least basic understanding of the strongly correlated electron
system. The relative simplicity of effective models allows for the profound theoretical
1
2analysis, and this often helps us to obtain deep physical insights into the low-energy
behavior of the system of interest.
The primary objective of my dissertation is the understanding of the role of electronic
correlations and multiple degrees of freedom in the formation of various novel quantum
states. In my studies, I start by deriving or justifying the effective low-energy models I
will employ. I then study their ground states and elementary excitations using analytical
field theory and statistical mechanics approaches and by employing various numerical
techniques.
There are two main topics included in my dissertation. The first topic is the analysis
of magnetism in parent compounds of iron-based superconductors (FeSCs) which is an
integral part of the program to understand the origin of superconductivity in these
materials. These materials have attracted a lot of attention in past decade because
before the year 2008 [2], the term “high-temperature superconductivity ”(HTS) was
reserved for Cu-based superconductors (CuSC) [3], in which the superconductivity was
discovered in 1986. The transformation from the “Copper age” to the “Iron age” was
swift and the term HTS now equally applies to both CuSC and Fe-based superconductors
(FeSC) [4]. In fact, the FeSC’s “splash” was so large that the data obtained for the
Fe-pnictides and chalcogenides in the last decade is comparable to the data collected for
other known superconductors over several decades. Not surprisingly, many properties
of these compounds are not yet understood and require theoretical analysis.
The second part of my dissertation focuses on the study of magnetic excitations in
the Kitaev materials [5, 6, 7] – transition metal oxides with partially filled 4d and 5d
shells on the tri-coordinated lattice structures. These materials belong to another class
of the most actively studied strongly correlated electron systems. In these systems, the
cooperation of electronic correlations and strong spin-orbit coupling (SOC) can lead to
the discovery of novel quantum and classical phases.
A particular motivation for my study of the magnetic excitations in such systems
comes from recent experimental discoveries of 3D honeycomb materials, β-Li2IrO3 and
γ-Li2IrO3 compounds [8, 9, 10, 11, 12], which exhibit a very unusual counterrotating
spiral order. The spin dynamics of these systems remain largely unknown and I hope
that my study will help experimentalists in their future explorations.
In the rest of Chapter 1, we discuss some of the history, relevance, and details of the
3FeSCs and systems with strong SOC, beginning with the FeSCs.
1.1 The Iron Based Superconductors
1.1.1 A Brief History – From BCS to FeSCs
The history of the superconductivity starts in 1908 when Kamerlingh Onnes prepared
liquid helium for the first time. This achievement, extraordinary in itself, allowed re-
searchers to study the properties of matter at temperatures below 4.3 K. Three years
later, Kamerlingh Onnes measured the electric properties of pure mercury, and he dis-
covered that the electrical resistance completely disappeared when the mercury was
cooled below 4.2 K [13]. This new state of matter was named superconductivity.
Throughout the early and mid-20th century, scientists found more and more materi-
als with gradually increasing critical temperatures (Tc). However, a microscopic theory
of the superconductivity was missing and for many years superconductivity remained
an intriguing puzzle. The first microscopic theory was proposed by Bardeen, Cooper
and Schriffer (BCS) [14, 15, 16]. In this theory, electrons overcome their mutual electro-
static repulsion and bind into pairs (Cooper pairs) [15] due to the electrons’ coupling to
vibrations of the crystal lattice [14], dubbed electron-phonon coupling. Unlike normal
electrons, below the critical temperature the Cooper pairs condense to a single coherent
ground state that forms a rigid superfluid electronic liquid that carries current without
dissipation.
The understanding of the superconductivity was assumed to be complete until Bed-
norz and Mu¨ller discovered the superconductivity of layered copper oxides [3]. Impor-
tantly, the critical temperature of the cuprates was found to be much higher than ever
seen before; several copper based superconductors had Tc higher than 77 K, and this
could not be explained with BCS theory. The cuprate superconductors were called un-
conventional high-Tc superconductors and were extensively studied by both theorists
and experimentalists.
The discovery of superconductivity in cuprates was the start of an active search
for new superconductors. While the cuprates, with Tc > 77 K, might seem ideal for
superconducting applications, in practice they are brittle ceramics, not easily turned
into wires. In 2008, with the discovery of superconductivity in LaFeAsO1−xFx, interest
4exploded in the iron based superconductors [2], another class of high-Tc superconductors.
Despite the fact that FeSCs exhibit Tc generally lower, but comparable, to ones in
cuprates [17, 18, 19], they are less brittle and therefore easier to fashion into wires [20].
This is because the FeSCs are more metallic than the cuprates.
In addition to the potential practical uses, the FeSCs excited the condensed matter
community with the possibility of rich new physics. The differences between the FeSCs
and the cuprates extend beyond the superconducting phase. Whereas the cuprate un-
doped parent compounds are understood to settle into Ne`el phase at low temperatures;
the FeSC undoped parent compounds, in contrast, settle into a “spin-density wave”
(SDW) at low temperatures [21]. In most FeSCs, the superconductivity is found in
the proximity of a magnetically ordered SDW-state, indicating that magnetic fluctua-
tions play the key role in promoting the superconducting pairing. For this reason, it is
important to study the nature of the magnetism in these systems.
1.1.2 Generic Phase Diagram of the FeSCs
In this section we provide the reader with important details about the structure of
the (undoped) parent compounds of the FeSCs. Knowing the structure is particularly
important for understanding the magnetism of the parent compounds.
As can be seen in Fig. 1.1 and 1.2, the iron atoms layer into basal ab planes
with either pnictide or chalcogenide atoms, depending on the chemical composition,
placed above or below the iron plane in a checkerboard pattern [22]. There are two
iron atoms per unit cell, but most theoretical groups choose to work in the one-iron
unit cell, for convenience of working in an unfolded Brillioun Zone (BZ) in momentum
space. Furthermore, it is common to treat the systems as “quasi”-2D by working in the
ab plane of the iron atoms, although this cannot be done for compounds of the form
XFe2As2 (X=Na, K, etc) (Fig. 1.1b).
The schematic phase diagram of generic FeSCs is given in Fig. 1.3. A structural
transition from a tetragonal (a = b) to orthorhombic (a 6= b) crystal symmetry occurs
at temperature Ts, here shown in blue. Fig. 1.2 helps us visualize this transistion,
the blue arrows show how the lattice expands in the a direction and contracts in the b
direction. At this same temperature, the state enters the “nematic phase”, where the
spin moments break Z2 symmetry (but not SO(3) symmetry) [24]. Clearly, the same
5Figure 1.1: The crystal structure of (a) LaFeAsO1−xFx, (b) SrFe2As2, (c) LiFeAs,
(d)Fe1+yTe. Notice that each iron atom is tetragonally coordinated by either a pnictide
or chalcogenide. At higher temperatures, these compounds have tetragonal unit cells,
but at temperatures below Ts, they form orthorhombic unit cells, as in (b). Below Tn,
the iron spins form SDW order, as shown in (a)(b), although this can be more clearly
seen in 1.2. Notice that (d) has excess iron, placed interstitially in the Tellerium plane.
Reprinted from [22], copyright Elsevier.
6Figure 1.2: (a) Above the Ts, the state has a tetragonal unit cell and is paramagnetic.
(b) Below Ts, the state transistions into an orthorhombic unit cell where a > b (blue
arrows), and below Tn, the spins order into a ”stripe” magnetic order (red arrows), with
ferromagnetic stripes in the b direction. Reprinted from [23], copyright AAAS.
lowering of symmetry happening in the structural unit cell and the magnetic moments
shows the connection between the two. The transition into the magnetic order, shown
in red, occurs at TN which can happen concurrently or at slightly lower temperatures
than Ts (here, it shown at a slightly lower temperature.) The SDW-order, with a wave
vector of Q=(pi, 0) or (0, pi) , breaks both Z2 and SO(3) symmetries. This magnetic order
is commonly known as ”stripe” magnetic order, due to the presence of ferromagnetic
stripes, and is shown by the red arrows in Fig. 1.2b. The superconducting phase (SC),
which can occur due to either electron or hole doping, is shown by the gold domes.
Interestingly, the SDW (red) phase can co-exist with the SC phase (gold).
We learn from Fig. 1.3 that it is not enough to study only the superconducting
phase of the FeSCs. In order to best understand the origins of high-Tc of doped FeSCS,
we must also study the interplay of magnetic and structural properties of the parent
compounds.
7Figure 1.3: The ground state of a generic Iron-based superconductor as a function of
doping. The horizontal axis is temperature, the horizontal axis doping. The undoped
parent compounds (y-axis) are paramagnets with tetragonal crystal structure at high
temperature. As temperatue is lowered, first a phase-transistion to “nematic phase”
(blue) with orthorhombic symmetry occurs, and then at Tn a magnetic transistion
to a spin-density wave state (red dome). The yellow domes indicate where the doped
materials become superconducting. Reproduce with permission from ref. [4]. Copyright
Nature Publishing Group.
1.1.3 Fe1+yTe
It seems that the experimental results of FeSC parent compounds are consistent with
an effective model of moderately correlated itinerant electrons, which can explain, for
example, the SDW ”stripe” magnetic order with an ordering vector of Q = (pi, 0). This
framework is reinforced by the metallic resitivity ρ vs temperature T and the small
magnetic moments of the FeSC parent compounds [22].
However, in the 11 family of FeSCs (FeX, X=Se, Te), there is a compound, Fe1+yTe1−xSex,
where a more complicated picture emerges (Fig. 1.1 d). In this formula, there are 1 + y
units Fe per unit chalogenide Te/Se. Optimal doping for SC occurs at x=0.5, and
the SC state exhibits spin resonance Q = (pi, 0) [25], which fits within the framework
described above. However, the parent compound Fe1+yTe magnetically orders with a
propagation vector Q = (pi2 ,±pi2 ) [26]. In Ref. [26], J. Hu et al. further found that at Tn,
8Fe1+yTe undergoes a first order phase transistion from a tetragonal paramagnet to the
magnetically ordered state with the Q = (pi2 ,±pi2 ) propagation vector and monoclinic
crystal structure. They also found the spins had a magnetic moment of ≈ 2µB/Fe. Fur-
thermore, the resistivity of Fe1+yTe remains rather flat with T, suggesting non-mettalic
behaviour. This indicates that unlike in the other FeSCs, Fe1+yTe can be described with
a low energy model of localized spins interacting magnetically through Heisenberg ex-
changes. First-principle calculations found that Fe1+yTe could be reasonably described
by a J1-J2-J3 Heisenberg model [27].
1.1.4 Our results
In chapter 2, we study the magnetic order in Fe-chalcogenides starting from the phe-
nomenological J1-J2-J3 superexchange model [27]. This minimal model does not take
into account any structural distortion or effects from excess iron, but nevertheless allows
us to capture the main features of the ordering in Fe1+yTe. We have shown [28] that
the generic magnetic order of Fe1+yTe is not described by a single-Q vector and can be
instead described as a superposition of wavevectors (±pi/2,±pi/2). We also showed that
quantum fluctuations stabilize the so-called orthogonal double stripe (ODS) phase which
contains two wavevectors (pi/2, pi/2) and (pi/2,−pi/2). The details of of this analysis are
presented in this chapter.
Fe1+yTe cannot be grown without at least some interstitial iron (y > 0.015), and
one interesting line of research is how varying y changes the the properties of Fe1+yTe.
Indeed, the magnetic order becomes even more complex upon increasing the excess iron,
y. In particular, neutron diffraction results find an incommensurate spiral state, and
also possibly a helical state in compounds with larger y. These findings can not be
addressed without looking into the microscopic origin of the superexchange processes.
In our study [29], we employed a hybrid model with couples localized spins and itinerant
electrons [30], with both being present due to orbital-selective localization [31]. In this
hybrid model, electrons in the Fe x2 − y2 and 3z2 − r2 orbitals localize into S = 1
moments due to Hund’s coupling, but the remaining electrons are treated as itinerant.
We use a rigid band approximation for the itinerant electrons, where increasing the
excess iron y increases the chemical potential. In addition to the J1-J2-J3 Heisenberg
superexchange, local moments acquire an additional long range exchange through the
9Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction to the itinerant electrons. The
results of this study are presented in chapter 3.
1.2 Magnetism in Systems with Strong Spin-Orbit Cou-
pling
1.2.1 The Interplay of Spin-Orbit Coupling and Electronic Correla-
tions
As we discussed above, in correlated electron systems novel quantum phases and prop-
erties often result from an uncommon hierarchy of energy scales. As an example, in
magnetic oxides with 5d transition metal ions, such as iridates and osmates, relativistic
spin-orbit coupling (SOC) is comparable, or even higher than Coulomb energies [32].
Due to this unusual hierarchy of interactions, physical properties of 5d-systems differ
significantly from those of 3d-systems [1]. In 3d-systems, Coulomb interaction and crys-
tal fields are the dominant interactions, and SOC can be treated as a perturbation,
whose main role is to give rise to a magnetic anisotropy of either an easy-axis or an
easy-plane type. In 5d-systems, SOC is the dominant interaction rather than a small
perturbation, and anisotropic exchange interactions between localized moments do not
reduce to conventional easy-plane and easy-axis anisotropies. This is chiefly due to the
fact that the form of magnetic interactions is not dictated by spin symmetry alone.
Instead, the symmetry of the low-energy Hamiltonians is determined by the combina-
tion of spin and lattice symmetries, which opens a possibility to design models with
fundamentally new properties [33]. In addition, there is a hope that strong SOC may
lead to nontrivial superconductivity [34].
Furthermore, strong SOC may drastically modify the electronic structure; leading
to unexpected insulating behavior. It was commonly believed that 5d-materials should
be more metallic and less magnetic than their 3d- or 4d-counterparts, in which the
localized nature of the 3d valence electrons is responsible for the small bandwidth, large
correlations, and the suppression of charge fluctuations. This belief was mainly based
on the idea that the extended nature of the 5d orbitals leads to a broader 5d–bandwidth
and a reduced Coulomb interaction compared to 3d-systems, and thus 5d-systems would
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Figure 1.4: (a) The t2g band of Sr2IrO4 with 5/6th filling and wide bandwidth. (b)
Splitting the band into upper and lower hubbard bands would require an unrealistically
strong U . (c) Spin-orbit coupling splits the band into a filled Jeff =
3
2 band and a
half-filled Jeff =
1
2 band. (d) The Jeff =
1
2 is much narrower than the original t2g band,
so a much smaller U is required to split this band into upper and lower Hubbard bands.
(e) An illustration of how the 5d band is first split by crystal field, then S) coupling,
and the relevant energy scales. Taken from Ref. [35].
show metallic, paramagnetic behavior. It turns out, however, that many iridates and
osmates are Mott insulators or semimetals with non-trivial long-range magnetic orders.
The insulating behavior or iridates in general and, in particular, the insulating be-
havior of Sr2IrO4 [36, 37], which show strong similarity to the parent compound of
HTSC cuprates, La2CuO4, was understood by Kim et al. [35]. They proposed that the
key role is played by SOC. Without any interactions, Sr2IrO4, which has five electrons
in the t2g manifold, would be a metal with 5/6th filling. According to Kim et al. [35],
splitting of the t2g into upper and lower Hubbard bands would require unrealistically
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Figure 1.5: Density profile of a hole in the pseudopin-up state. This figure is taken from
Ref. [6] .
large magnitude of U . Instead, strong SOC splits the t2g into a filled Jeff =
3
2 and half-
filled Jeff =
1
2 band. The half-filled Jeff =
1
2 has much narrower bandwidth as compared
to the original t2g, and it can be split into upper and lower Hubbard bands by much
weaker U . This process can be seen in Fig. 1.4.
Now, once the charge gap is open and the system is in the Mott-insulated state, the
low-energy physics is given by magnetic degrees of freedom, i.e. pseudospins Jeff =
1
2
moments describing Kramers doublet in which spin and orbital angular momentum are
entangled. This entanglement can be clearly seen in Fig. 1.5 showing the density profile
of a hole in the pseudospin Jeff =
1
2 , in which peculiar distribution of spin densities in
real space is shown by red (spin-up) and blue (spin-down) colors [6].
1.2.2 Kitaev Physics
Once it was understood how some iridates could become Mott insulators, an effort was
made to understand the properties of Sr2IrO4 and other iridates using effective exchange
models of the Jeff =
1
2 local moments. In 2009, Jackeli and Khaliullin [6] found that the
bond geometry of Sr2IrO4 led to dominant antiferromagnetic Heisenberg interactions.
In addition, they showed that in a different bond geometry realized in A2IrO3, effective
spin one-half moments interact not only through an isotropic antiferromagnetic Heisen-
berg exchange interaction, but also through a highly anisotropic ferromagnetic Kitaev
exchange interaction. The illustration of possible geometric orientations of neighboring
IrO6 octahedra that give rise to different types of (dominant) exchange interactions
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Figure 1.6: Illustration of the possible geometric orientations of neighboring IrO6 octa-
hedra that give rise to different types of (dominant) exchange interactions between the
magnetic moments located on the iridium ion at the center of these octahedra. For the
corner-sharing geometry (I) one finds a dominant symmetric Heisenberg exchange; while
for the edge-sharing geometries (II), one finds a dominant bond-directional, Kitaev-type
exchange. This figure is taken from Ref. [7] .
between magnetic Jeff =
1
2 moments is given in Fig.1.6.
The Hamiltonian with purely Kitaev interactions on a honeycomb lattice [5] or on
any other tricoordinated lattices with 120◦ bond angles [38] is exactly solvable and its
ground state is a quantum spin liquid (QSL) [5]. It is important to note here that QSLs
have potential applications in quantum computing, and exhibit unusual and exciting
physics such as topological order, fractional excitations, and Majorana fermions. For
this reason, there was greatd deal of excitement concerning the edge sharing iridates,
since they were seen as QSL candidates.
However, all of the known Kitaev magnets, α-,β- and γ -Li2IrO3, α-Na2IrO3 and
α-RuCl3, order magnetically at low enough temperatures despite the growing experi-
mental evidence that the dominant interaction in all these compounds is precisely the
bond-directional Kitaev anisotropy that drives the QSL behavior [5]. Nevertheless, the
magnetic ground states that can be realized in these materials are far from being triv-
ial; therefore Kitaev materials provide ample opportunity to study other unconventional
forms of magnetism.
Our particular interest is in the three-dimensional Kitaev materials. The exploration
of three-dimensional Kitaev materials was started with the independent, but almost
concurrent synthesis of two polymorphs of Li2IrO3 [8, 9, 10, 11], belonging to the family
harmonic honeycomb seriesHn: β-Li2IrO3 corresponds toH0 and γ-Li2IrO3 corresponds
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to H1. The family of harmonic honeycomb series Hn consists of bipartite orthorhombic
tri-coordinated 3D lattices. The Hn lattice consists of n rows of coplanar hexagonal
plaquettes, followed by a “bridge” layer of c-axis bonds, and then another n rows in a
new plane (see Fig. 1.7).
Figure 1.7: The harmonic honeycomb lattices: H0 (left), H1 (center), H∞(right). Here
n counts the number of rows along the c-axis before the orientation of the honeycomb
plane switches between the two non-parallel chains of x and y bonds. The H0 hyperhon-
eycomb lattice switches chains at every c-bond. The H1 has one set of c-bonds making
rungs (gray) of ladders before a bridge (c-bonds in black) to the opposite ladder. The
H∞ never switches ladders. The ladders are labeled by red(orange) and blue(green) on
x(y)-bonds. The primitive unit cell for n <∞ contains 4n+4 sites. This figure is taken
from Ref. [39] .
1.2.3 Our Results for Spin Dynamics in β-Li2IrO3
In particular, we focus on the analysis of the microscopic origin and the dynamics
of the counterrotating spiral order observed in the β-Li2IrO3 compound. Robustly
identifying the properties of such a complex magnetic order is rather challenging from
both experimental and theoretical perspectives. In chapter 4 we presents the results of
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our study. We begin with a minimal J-K-Γ model describing the essential physics in β-
Li2IrO3 [40, 41]. Our ultimate goal is to compute the spin dynamics in this compound
without being restricted to a single zigzag chain, since not all of the features of the
experimentally observed ground state can be captured with a one-chain approach. This
is, apparently, not an easy task. The computation of spin dynamics is tricky even
when all magnetic moments rotate uniformly, through the same Q-wavevector. It is,
certainly significantly more challenging when a magnetic order consists of a collection
of counterrotating incommensurate spirals. To attack this problem, we search for the
simplest commensurate state which has the same irreducible representation, similar
periodicity, and bears the main feature of the experimentally observed ground state,
i.e., the counterrotation. We computed the phase diagram as a function of the relative
strengths between the competing isotropic and anisotropic interactions. We found two
different ground states in two neighboring regions of the phase diagram matching the
main features of experiment, and categorize the differences between these two phases.
Neither were single-Q states in the structural unit cell, but both were commensurate
in an enlarged magnetic unit cell. Finally, we computed the linear spin wave and the
predicted inelastic scattering intensity for these states.
1.3 Outline of the Dissertation
Below, I sketch a brief outline of my dissertation:
• In chapter 2, I use a J1-J2-J3 model to describe the low energy physics of Fe1+yTe,
I introduce the Holstein-Primakoff transformation to calculate spin waves, and I
discuss the role of 1/S corrections.
• In chapter 3, I expand my model for Fe1+yTe by including itinerant electrons,
which are coupled to the local moments through Hund’s coupling. This leads
to a long range RKKY interaction that I argue is the key to the understanding
of the evolution of Fe1+yTe as we increase y. I also briefly touch on the role of
magnetoelastic couplings in this system.
• In chapter 4, I use a J-K-Γ model to describe the low-energy physics of β-Li2IrO3.
I find two possible commensurate ground states in the phase diagram, I describe
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the key features of these ground states, and I calculate linear spin waves and the
dynamical structure factor for both possible states.
• In chapter 5, I give a brief conclusion and discussion.
Chapter 2
Magnetism in parent
Fe-chalcogenides: quantum
fluctuations select a plaquette
order
2.1 Introduction
The analysis of magnetism in parent compounds of iron-based superconductors (FeSCs)
is an integral part of the program to understand the origin of superconductivity in these
materials [17, 22, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51]. Parent compounds of Fe-pnictides
are moderately correlated metals, whose resistivity increases with increasing T , and the
electronic structure is at least qualitatively consistent with that of free electrons on a
lattice [4, 45]. Magnetic order in such systems can be reasonably well understood within
itinerant scenario [47, 48, 49, 52] due to enhancement of free-electron susceptibility at
momenta connecting hole and electron Fermi surfaces (FSs). The locations of the FSs
select two possible momenta for the order – (0, pi) and (pi, 0)– in the Fe-only Brillouin
zone (BZ). Electron-electron interaction and the shape of the FSs further reduce the
ground state manifold to single-momentum states with either (0, pi) or (pi, 0), but not
their mixture [49]). In each of these two states spins are ordered in a stripe fashion –
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Figure 2.1: The two possible collinear configurations for the J1-J2-J3 model: (a)
orthogonal double stripe (ODS) and (b) diagonal double stripe (DDS).
ferromagnetically along one direction in 2D Fe-plane and antiferromagnetically in the
other. Such an order breaks C4 lattice rotational symmetry and causes pre-emptive
spin-nematic order [53]. The same magnetic order is selected in the strong coupling
approach, which assumes that the system is not far from Mott transition, and magnetic
properties are reasonably well described by J1 − J2 model with nearest and second-
nearest neighbor spin exchange [54, 55]. The actual coupling in Fe-pnicties is neither
truly small nor strong enough to cause Mott insulating behavior [4], which makes it
extremely useful that the two descriptions agree. Upon doping, long-range order is lost,
but magnetic fluctuations evolve smoothly and remain peaked at or near (0, pi) and
(pi, 0) even beyond optimal doping.
There is one family of FeSCs - 11 Fe-chalcogenides Fe1+yTe1−xSex, in which smooth
evolution between parent and optimally doped compounds does not hold. Magnetism
in these materials changes considerably between x = 0 and x ∼ 0.5, where the Tc is
the largest. Near optimal doping magnetic fluctuations are peaked at or near (0, pi)
and (pi, 0), as in Fe-pnictides, while magnetic order in a parent compound Fe1+yTe has
very different momenta ±(pi/2,±pi/2) [26, 25, 56, 57, 58]. Upon doping, the spectral
weight at ±(pi/2,±pi/2) decreases, and the spectral weight at (0, pi) and (pi, 0) increases
[25]. The transport properties of Fe1+yTe are also quite different from those of parent
compounds of Fe-pnictides: the resistivity, ρ(T ), of Fe1+yTe does not show a prominent
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increase with increasing T , but instead remains flat and even shows a small increase as T
decreases [59]. ARPES studies of Fe1+yTe show that low-energy spectra are very broad
[60], consistent with the notion that electrons are not propagating. These observations
lead several groups to suggest that parent Fe-chalcogenides are more correlated than
parent Fe-pnictides, and magnetism in Fe1+yTe can be understood by assuming that
electrons are ”almost” localized and interact magnetically via a Heisenberg exchange
[27, 61, 62, 63]. This scenario is in line with a more generic idea [64, 65, 66] that in
any FeSc, a certain percentage of electronic states are localized and phase separated
from itinerant electrons, and the percentage of localized states varies between different
materials. An alternative scenario for FeTe, which we don’t discuss here, is orbital
order[67]
In this chapter we apply the localized electron scenario to Fe1+yTe and verify whether
the observed commensurate ±(pi/2,±pi/2) order can be obtained in a Heisenberg model
with exchange interactions up to third neighbors. Classically, ±(pi/2,±pi/2) order is un-
stable with respect to a spiral order for any non-zero first neighbor exchange, unless one
artificially breaks C4 symmetry and sets interactions to be spatially anisotropic [65, 56].
We analyze the isotropic quantum Heisenberg model and show that quantum fluctu-
ations do stabilize a commensurate ±(pi/2,±pi/2) order in some range of parameters.
However, this stabilization does not uniquely determine spin configuration as a generic
±(pi/2,±pi/2) order is a superposition of two different Q−vectors: Q1 = (pi/2,−pi/2),
and Q2 = (pi/2, pi/2): S(r) = ∆1 cos Q1r + ∆
′
1 sin Q1r + ∆2 cos Q2r + ∆
′
2 sin Q2r, with
|∆i| = |∆′i| = ∆ and ∆1 ·∆2 = ∆
′
1 ·∆
′
2 = 0. In Fig. 2.1 we show two prototypical
commensurate spin configurations – a single Q bi-collinear spin order (∆1 = ∆
′
1 = ∆,
∆2 = ∆
′
2 = 0), which breaks C4, and a double Q plaquette order (∆
′
1 = ∆2 = ∆,
∆1 = ∆
′
2 = 0), which preserves C4 symmetry, but breaks Z4 translational symmetry
(four equivalent plaquette states are obtained by moving a black square in Fig. 2.1a
by one lattice site in either x or y direction). Bi-collinear spin order is often called
diagonal double stripe (DDS), and plaquette order is called orthogonal double stripe
(ODS), and we use these notations below. The real-space configuration for both orders
is ”up-up-down-down” along x and y directions.
Most of previous theoretical and experimental works assumed that the commensu-
rate order is DDS [22] and studied in detail the feedback from this order on electrons
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Figure 2.2: Spin order in the classical J1-J2-J3 model at J1 = 0. Classically degenerate
configurations form four sublattices, labeled as a, b, c, and d. A configuration with
arbitrary γ, θ, and φ is a ground state. In our notations, sublattice spins are ∆1 + ∆2,
∆1 −∆2, ∆′1 −∆
′
2, and ∆
′
1 + ∆
′
2, respectively.
[56]. We argue that quantum fluctuations of spins actually select ODS order as a stable
collinear state for weak but finite nearest-neighbor exchange J1, while DDS state is
unstable for any non-zero J1. The DDS and the ODS orders have qualitatively different
forms of the static structure factor S(q) (two peaks vs four peaks), but this is difficult
to detect in real materials because of domains. The authors of [57] however argued that
form of S(q) in a paramagnetic phase allows one to distinguish between DDS and ODS,
even in the presence of domains, and found that their results are consistent with strong
ODS fluctuations. Another argument in favor of the C4 preserving ODS spin order is
the absence of orthogonal distortion in Fe1+yTe – there is a monoclinic distortion below
TN , but this does not break rotational in-plane C4 symmetry. There is also numerical
evidence – ODS order has been found in exact diagonalization studies of J1-J2-J3 model
on clusters up to 36 spins [68]. The same ODS order has been found in the mean-field
studies of the t-J model in another Fe-chalcogenide K0.8Fe1.6Se2 [69].
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2.2 Model
We follow earlier works and model magnetic interactions in Fe1+yTe by a J1-J2-J3
Heisenberg model [27, 62, 68, 70]:
H =
3∑
n=1
Jn
∑
〈ij〉
Si · Si+n (2.1)
where J1, J2, and J3 are antiferromagnetic exchange couplings between first-, second-
, and third-nearest neighbors. For Fe1+yTe the values of J1, J2, and J3 have been
estimated in [27] and found to be in the range J3 >
J2
2  J1. In this limit, the
classical ground state of Eq. 2.1 is a spiral with the pitch vector Q = (±q,±q), where
q = arccos( −J12J2+4J3 ) [71]. At J1 = 0, the model has an extensive degeneracy, and any
order with momentum ±(pi/2,±pi/2) is the classical ground state, including DDS, ODS,
and an infinite number of other four-sublattice states (Fig. 2.2).
We consider here what happens in the quantum model, at a finite J1. We show that
the ODS state is unambiguously selected by quantum fluctuations to be the ground
state in some range of J1, before a spiral order sets in. Our key reasoning is that only
some classically degenerate ground states at J1 = 0 are degenerate by symmetry; others
are ”accidentally degenerate”. The situation is quite similar to the one in the well-
known J1-J2 model at J2 > J1/2 [72, 73, 74]. We argue that quantum fluctuations lift
accidental degeneracies and gap out some of the spin-wave modes which in the classical
limit become unstable (imaginary) at J1 6= 0. For the DDS state the lifting of the
accidental degeneracies does not help, as the modes which become unstable at a finite
J1 are the true Goldstone modes at J1 = 0. On the other hand, for ODS state classically
unstable modes are accidental zero modes at J1 = 0, and quantum fluctuations lift the
energies of these modes to finite values, making ODS the state stable in a finite range
of J1. We verified that ODS state is indeed the ground state in this range.
2.3 Large-S spin-wave calculations
We consider large value of spin S and study the role of quantum fluctuations within 1/S
expansion. The computational steps are presented in section 2.6. For J1 = 0, spins on
even and odd sites form two non-interacting sublattices, each described by J2-J3 model.
21
This model is identical to ”J1-J2” model, with diagonal hopping J2 playing the role of
”J1” and third-neighbor hopping J3 playing the role of ”J2”. One can use this analogy
and borrow the results of the quantum analysis of ”J1-J2” model [72, 73, 74]. For
J3 > J2/2 (which holds in Fe1+yTe), quantum fluctuations select stripe configurations
within each sublattice, i.e. the angle γ in Fig. 2.2 is locked at γ = 0 or γ = pi, and the
angle θ is locked at θ = φ or θ = pi+φ. The states with γ = 0 and γ = pi are equivalent
up to an interchange of X and Y directions, and below we set γ = 0. The collinear DDS
and ODS states belong to the manifold of selected states and correspond to different
locking of the angle φ between the nearest-neighbor spins: DDS state corresponds to
φ = 0, θ = pi or φ = pi, θ = 0, while ODS corresponds to φ = θ = 0 or φ = θ = pi.
To analyze whether a generic state selected by quantum fluctuations at J1 = 0
remains stable at a finite value of J1, we need to know its excitation spectrum. At
J1 = 0, spins on even and odd sites are decoupled, each sublattice is described by its
own bose field (αk for even sites and βk for odd sites), and spin-wave excitations are
described by
Hsw = S(Ωαkα
†
kαk + Ωβkβ
†
kβk), (2.2)
The classical spin-wave spectrum is the same for all selected states
Ωk = S(A
2
k −B2k)1/2, Ak = 4J3 + 2J2 cos(kx + ky),
Bk = 2J2(cos 2kx + cos 2ky) + 2J2 cos(kx − ky). (2.3)
This spectrum contains nodes at ±(pi/2,±pi/2), but some of them are not symmetry-
related and are lifted by quantum fluctuations. For the sublattice made of even sites,
the order has momentum ±(pi/2,−pi/2) (Fig. 2.2 b), hence the true nodes are located
only at these momenta, while the ones at ±(pi/2, pi/2) must be lifted. For the sublattice
made out of spins at odd sites, the order has momentum ±(pi/2, pi/2) if we take θ = φ,
like in the ODS, and ±(pi/2,−pi/2) if we take θ = pi + φ, like in the DDS. Quantum
fluctuations then must lift the nodes at ±(pi/2,−pi/2) and at ±(pi/2, pi/2) for the ODS
and the DDS state, respectively. We computed quantum corrections to the spectrum
in Eq. 2.3 within perturbation theory to order 1/S and indeed found that accidental
nodes are lifted by quantum fluctuations and only true Goldstone modes remain (see
section 2.6 for details on 1/S corrections).
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We next set J1 to be small but finite and consider which of stripe states, if any,
remain stable. The qualitative reasoning is the following: a non-zero J1 couples the
two sublattices and adds to the Hamiltonian (Eq. 2.2) the terms in the form α†kβk and
αkβk. For the DDS state (or, more accurately, for the DDS family of states as we keep
φ as a parameter) the stripes on even and odd sites are directed parallel to each other,
and the dispersions of αk and βk fields are identical, including O(1/S) terms. The two
dispersions are then gapless at the same momenta k = ±(pi/2,−pi/2). Around these k
points, the perturbation theory in J1 is singular, as there is no symmetry requirement
which would force the coupling to vanish at ±(pi/2,−pi/2). As a result, the excitations
become purely imaginary close enough to ±(pi/2,−pi/2), which implies that the DDS
states are unstable at any non-zero J1. On the other hand, for the ODS family of
states, the dispersions Ωαk and Ω
β
k have nodes at different momenta, ±(pi/2,−pi/2) and
±(pi/2, pi/2), respectively. Because of this disparity, perturbation theory near either
±(pi/2,−pi/2) or ±(pi/2, pi/2) is not singular, and corrections in J1 only gradually shift
the values of spin-wave velocities thus keeping ODS states stable.
We verified this reasoning by explicit calculations. We first obtained the J1-induced
interaction in terms of the original Holstein-Primakoff bosons and then re-expressed
it in terms of αk and βk bosons from Eq. 2.2, which are related to the original ones
by Bogoliubov transformation. The ukvk-coefficients of this transformation dress up
the interaction terms. For the DDS states, expanding the Hamltonian near the true
Goldstone points at (pi/2,−pi/2) as k = (pi/2,−pi/2) + k˜ we obtain HDDS = Hsw +
δHDDS , where Hsw is given in Eq. 2.2 with
Ωα
k˜
= Ωβ
k˜
≈ 4S
√
J3(2J3 + J2)(k˜
2
x + k˜
2
y − 2ak˜xk˜y)1/2, (2.4)
where a = J22J3 < 1, and
δHDDS = ∆
DDSk˜(α†
k˜
βk˜ + αk˜β−k˜ + h.c) (2.5)
where
∆DDS
k˜
=
J1S
2
(
2J3 + J2
J3
)1/2 k˜y − k˜x
(k˜2x + k˜
2
y − 2ak˜xk˜y)1/2
(2.6)
The coupling term remains finite when k˜x,y tends to zero, except for special directions.
Diagonalizing Eq. 2.5, we find that at low enough k˜ one of the two solutions is E2
k˜
≈
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−2Ωα(β)
k˜
∆DDS
k˜
. A negative E2
k˜
implies that fluctuations around a DDS state grow
exponentially with time and make this family of states unstable.
For the ODS states the situation is different because near any of the points±(pi/2,−pi/2)
or ±(pi/2, pi/2), the zero in one of the spin-wave branches is lifted by quantum fluc-
tuations. For example, near (−pi/2, pi/2) expanding of the Hamiltonian again gives
HODS = Hsw + δHODS , however now only Ω
α
k˜
is gapless, while Ωβ
k˜
is gapped with the
gap of the order 1/S. The interaction term δHODS has the same form as in Eq. 2.5,
but with
∆ODS
k˜
= 2J1S
2(2J3 + J2)
k˜y − k˜x
(Ωα
k˜
Ωβ
k˜
)1/2
= O
(
J1S
3/2|k˜|1/2
)
. (2.7)
Diagonalizing HODS we find two solutions,
E21,2 =
1
2
(
(Ωα
k˜
)2 + (Ωβ
k˜
)2 (2.8)
±
√
((Ωα
k˜
)2 − (Ωβ
k˜
)2)2 + 16(∆ODS
k˜
)2Ωα
k˜
.Ωβ
k˜
)
.
One of the solutions is gapped to order 1/S, the other is linear in k˜ with a stiffness
which differs from its value at J1 = 0 by O(J1S/J3). We see that the ODS states are
stable (for any φ) as long as J1S/J3 is small.
On a more careful look, we find that the ODS spin order allows for J1−induced
umklapp processes, which also renormalize the dispersions of the ODS states. Indeed,
because ODS state breaks Z4 translational symmetry, the J1 interaction contains not
only the terms at zero transferred momentum, as in Eq. 2.5, but also terms with
momentum transfer in multiples of pi along each axis. Near k = (pi/2,−pi/2), the most
relevant of such umklapp terms is the one with momentum Q¯ = (0, pi), which connects
a gapless αk˜ boson at (pi/2,−pi/2), and a gapless βk˜ boson at (pi/2, pi/2). However,
because breaking of Z4 is equivalent to breaking local inversion symmetry (a reflection
around one column or one row in Fig. 2.1a, the umklapp vertices ∆U,ODS
k˜
contain extra
momentum gradient compared to non-umklapp vertices. In explicit form, we find at
small k˜ = k− (pi/2,−pi/2),
∆U,ODS
k˜
= −iJ1
4
 Ωαk˜Ωβk˜+Q¯
4J23 − J22
1/2 cosφ , (2.9)
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where Ωα
k˜
,Ωβ
k˜+Q
= 4S(J3(2J3±J2))1/2(k˜2x+ k˜2y∓2k˜xk˜y)1/2 and the angle φ specifies the
spin order within the ODS family of states. We see that ∆U,ODS
k˜
scales linearly with k˜,
i.e., is of the same order as Ωαβ
k˜
. We computed the corrections to spin-wave velocity and
found that they scale as J1/
√
4J23 − J21 , i.e., are small. At the same time, we see from
Eq. 2.9 that ∆U,ODS
k˜
depends on the angle φ. Respectively, the corrections to the ground
state energy also depend on φ and should select which state within the ODS family has
the lowest energy. The computation is straightforward and yields ∆Egr = −A cos2 φ,
with A > 0. We see that the collinear ODS state, for which φ = 0 or pi, is indeed the
state with the lowest energy.
The outcome of our analysis is that the collinear ODS state remains stable and has
the lowest energy within a family of similar states. At small J1, the ODS state has
a finite stiffness towards fluctuations which tend to break collinear order in favor of a
spiral one. The ODS state remains stable up to J1 ∼ J3/S, at larger J1 the stiffness
changes sign, and the system develops a spiral order.
2.4 Experimental Signatures of the ODS State
Because the ODS state does not break C4 translational symmetry, it does not cause a
pre-emptive spin-nematic order, in contrast to parent compounds of other FeSCs [53].
The data for Fe1+yTe show that the system develops a monoclinic distortion below
a certain T , but in-plane C4 symmetry remains unbroken (it only breaks in doped
compounds Fe1+yTe1−xSex with x > 0.5 [59]). The unbroken C4 symmetry in the
ordered state also manifests itself in the C4 symmetry of the static structure factor
S(q) obtained in neutron scattering experiments [57]. We computed S(q) for both
the DDS and the ODS states, and we indeed found that the structure factor for the
ODS order has four identical peaks at (±pi/2,±pi/2), while the structure factor for the
DDS state has only two peaks at (pi/2,−pi/2) and (−pi/2, pi/2). While the observed
four peaks are consistent with ODS, we caution that the absence of the anisotropy
in the structure factor obtained in neutron scattering could be due to the twinning
of the crystal. However, as the magnetic domain’s structure of the crystal can be
controlled using polarized neutrons, the careful analysis of the neutron scattering data
might dissect the contribution from different domains. The authors of Ref. [57] made
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another argument that, even in a twinned crystal, the form of S(q) throughout the
Brillouin zone differentiates between strong DDS and ODS fluctuations, and argued
that their data are more consistent with tendency towards ODS order. This again
agrees with our results.
2.5 Summary
In this communication we analyzed the type of magnetic order in Fe1+yTe – the parent
compound in a family of Fe-chalcogenide superconductors. The magnetic order in this
material is different from in other parent compounds of FeSCs – spins are ordered in up-
up-down-down fashion (Fig. 2.2). Experiments show [59, 75] that the tendency towards
Mott physics is stronger in Fe1+yTe than in other parent compounds of FeSCs, suggest-
ing that the magnetic order in Fe1+yTe can be reasonably well understood within the
localized scenario by solving the Heisenberg model with exchange interaction extending
up to third neighbors [27]. Several groups argued [27, 26, 56, 76] that the ordered up-
up-down-down spin configuration is diagonal double stripe. Such an order breaks C4
lattice rotational symmetry. We argued, based on our analysis of quantum fluctuations
in the Heisenberg model with first, second, and third-neighbor exchange, that such a
state is unstable, but another up-up-down-down state – the orthogonal double stripe, is
stable and is the ground state in some parameter range. This state (which is also called
a plaquette state) breaks Z4 translational symmetry, preserves C4 symmetry, and does
not cause orthorhombic distortion. Also, its structure factor has four equivalent peaks
at (±pi/2,±pi/2), in agreement with recent neutron scattering studies of Fe1+yTe [57].
An interesting issue that deserves further study is whether Z4 translational symmetry
can be broken before a true ODS spin order sets in, as it happens in other systems [77].
2.6 Technical Details for Chapter 2
Here we provide details of our analysis of which generic state is selected by quantum
fluctuations in the J1-J2-J3 model (Eq. 2.1) in the limit J1 = 0. In this limit the even
and the odd sublattices (see Fig. 2.2) are decoupled. As the analysis of interactions
in even and odd sublattices is equivalent, here we only consider the even sublattice.
26
Figure 2.3: Top panel: The bare spectrum Eq. 2.15. Bottom panel: the spectrum
renormalized by quantum fluctuations (1/S corrections). The bare spectrum has true
Goldstone modes at ±Q1 = ±(pi2 ,−pi2 ) and accidental zeroes at ±Q2 = ±(pi2 , pi2 ) which
are removed by quantum fluctuations. To make the gaps visible, we exaggerate correc-
tions due to H4 term.
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In order to describe all possible orderings of the J2-J3 model, one needs to introduce
the two-site basis, which in Fig. 2.2 we denote as a and b. To avoid the complexity
of a two-sublattice notation it is convenient to work within a locally rotated frame of
reference in which the magnetic order is ferromagnetic. For J3 > J2/2, the angle γ
between spins on sites a and b is locked at γ = 0 or γ = pi. Thus, we need to perform
a uniform rotation with angle 0 or pi on b-sites and with angle pi on those a-sites on
which spins are oppositely directed with respect to the spin at a site at the origin of
the lattice. Then the excitation spectrum is described with just one magnon operator,
which we introduce using the Holstein-Primakoff transformation for spins:
Szi = S − a†iai
S+i = (2S − a†iai)
1
2ai S
−
i = a
†
i (2S − a†iai)
1
2 ,
where a†i and ai are magnon creation and annihilation operators.
As we intend to study magnon interactions to first order in 1/S, we substitute Eq.
2.10 into our Hamiltonian (Eq. 2.1) and then expand it up to the quartic order in
the boson fields only and neglect higher orders terms. The Hamiltonian describing
interacting bosons is then reads as
H = E0 + S(H2 +H4) (2.10)
where H2 and H4 are the quadratic and the quartic terms, respectively. Introducing
Fourier transform ai =
∑
k ak e
ik·ri/
√
N , where 2N is the number of lattice points and
the momentum k is defined in the first magnetic BZ, we obtain the explicit expression
of the quadratic part of the J2 − J3 model in the momentum space:
H2 =
∑
k
(
Aka
†
kak +
Bk
2 (aka−k + h.c.)
)
(2.11)
where
Ak = 4J3 + 2J2 cos(kx + ky) (2.12)
Bk = −2J3(cos(2kx) + cos(2ky))− 2J2 cos(kx − ky)
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The quartic part of the large-S expansion is given by
H4 =
J2
8NS
∑
{ki}
δ
(∑
i
ki
)[
a†−k1ak2ak3ak4 cos(k4x − k4y)
−a†−k1a
†
−k2ak3ak4 cos(k4x + k4y) (2.13)
−2a†−k1a
†
−k2ak3ak4 sin(k2x + k4x) sin(k2y + k4y) + h.c.
]
+
J3
8NS
∑
{ki}
δ
(∑
i
ki
)[
a†−k1ak2ak3ak4(cos 2k4x + cos 2k4y)
−a†−k1a
†
−k2ak3ak4(cos 2(k2y + k4y) + cos 2(k2x + k4x)) + h.c.
]
We first diagonalize the quadratic Hamiltonian H2 by introducing the Bogoliubov
transformation, αk = ukak − vka†−k, where uk and vk and the coherence coefficients
determined by
uk =
1
2
√
Ak + Ωk
Ωk
,
vk = −signBk
2
√
Ak − Ωk
Ωk
and
Ωk = S
√
A2k −B2k .
The diagonalized Hamiltonian H2 is then given by
H2 = E2 +
∑
k
Ωkα
†
kαk (2.14)
where
E2 =
S
2
∑
k
(−Ak + Ωk) (2.15)
gives 1/S correction to the classical ground state energy. At vectors Q1 = (
pi
2 ,−pi2 ) and
Q2 = (
pi
2 ,
pi
2 ), AQ1(2) = BQ1(2) = 4J3±2J2, where the signs + and - are for the vector Q1
and the Q2, respectively. Thus, ΩQ1 = ΩQ2 = 0, however one can easily check that only
one of them corresponds to a true Goldstone mode, while the other is an accidental zero
in our spectrum. The spectrum at the accidental zeroes will be gapped by quantum
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fluctuations. To find which of the two zeroes will be removed by quantum fluctuations,
we calculate the 1/S corrections to the spectrum at these points.
The 1/S contribution from the quartic Hamiltonian can be obtained through a
mean-field decoupling of H4. We first define the averages
Kq = 〈a†qaq〉 = v2q (2.16)
Lq = 〈aqa−q〉 = 〈a†−qa†q〉 = uqvq .
Then in the mean-field the H4 term reads as
H¯4 =
1
8NS
∑
k,q
(
a†kakF1(k,q) +
(aka−k + a
†
−ka
†
k)
F2(k,q)
2
)
(2.17)
where
F1(k,q) = −2J3
(
4Kq(cos
2(kx − qx) + cos2(ky − qy))
−Lq(2(cos 2qx + cos 2qy) + cos 2kx + cos 2ky)
)
−2J2
(
Kq(4 sin(kx − qx) sin(ky − qy)
+2 cos(kx + ky) + 2 cos(qx + qy))
−Lq(2 cos(qx − qy) + cos(kx − ky))
)
,
F2(k,q) = 2J3
(
Kq(cos 2qx + cos 2qy
+2(cos 2kx + cos 2ky))
−2Lq(cos 2(kx − qx) + cos 2(ky − qy))
)
+2J2
(
Kq(cos(qx − qy) + 2 cos(kx − ky))
+Lq(−4 sin(kx − qx) sin(ky − qy)
− cos(kx + ky)− cos(qx + qy))
)
The quadratic Hamiltonian plus the decoupled H4 can be expressed as:
H2 + H¯4 =
∑
k
[
(Ak +
A
(4)
k
S
)a†kak +
1
2
(Bk +
B
(4)
k
S
)(aka−k + h.c.)
]
(2.18)
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where
A
(4)
k =
1
8N
∑
q
F1(k,q),
B
(4)
k =
1
8N
∑
q
F2(k,q)
Next we compute A
(4)
k and B
(4)
k at Q1 and Q2:
A
(4)
Q1(2)
=
−1
4N
∑
q
J3
(
4Kq(sin
2(qx) + sin
2(qy))
−Lq(2(cos 2qx + cos 2qy)− 2)
)
+J2
(
Kq(∓4 cos(qx) cos(qy)
±2 + 2 cos(qx + qy))
−Lq(2 cos(qx − qy)∓ 2)
)
,
B
(4)
Q1(2)
=
1
4N
∑
q
J3
(
Kq(cos 2qx + cos 2qy − 4)
+2Lq(cos 2qx + cos 2qy)
)
+J2
(
Kq(cos(qx − qy)∓ 2)
+Lq(±4 cos(qx) cos(qy)
∓1− cos(qx + qy))
)
, (2.19)
where the upper and the lower signs correspond to Q1 and Q2 vectors, respectively.
It can be shown that A
(4)
Q1
= B
(4)
Q1
, but A
(4)
Q2
6= B(4)Q2 . Thus, when 1/S corrections are
included the spectrum at Q1 remains gappless, ΩQ1 = 0, and is a true Goldstone mode,
while the gap opens at Q2 and ΩQ2 6= 0, clearly indicating that Q2 point was an
accidental zero at the linear spin wave spectrum. This can be clearly seen in Fig. 2.3,
where we plot linear spin wave spectrum (top panel) and spectrum renormalized to 1/S
order (bottom panel).
Chapter 3
Theory of the Evolution of
Magnetic Order in Fe1+y Te
Compounds with Increasing
Interstitial Iron
3.1 Introduction
Fe1+yTe chalcogenides are the parent compounds of the simplest family of iron-based
superconductors [25, 56, 58, 60, 78, 79, 80, 81, 82, 83, 84, 85, 86]. Both electronic and
magnetic properties in Fe1+yTe compounds show strong sensitivity to the amount of
non-stoichiometric Fe ions. At small values of y, the low temperature crystal structure
is monoclinic (P21/m) and the magnetic order is described by the commensurate propa-
gation vector Q = (±pi/2,±pi/2). This is remarkably different from FeAs-based systems,
in which parent compounds have the antiferromagnetic order described by Q = (pi, 0)
or Q = (0, pi) and the crystal structure has orthorhombic symmetry (Pmmn). With an
increasing amount of interstitial Fe, the magnetic structure in Fe1+yTe turns into an in-
commensurate spiral. The incommensurate ordering manifests itself as a shifted elastic
scattering peak with respect to the Q = (±pi/2,±pi/2) positions. According to neu-
tron scattering experiments [58, 78, 79, 80, 85, 86], in the range of 0.11 < y < 0.16
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the shift is approximately along the diagonal direction Q = (pi/2 − δ, pi/2 − δ) or
Q = (−pi/2 + δ, pi/2− δ); however, δ does not vary smoothly with y.
There were several theoretical attempts to understand magnetic properties of Fe1+yTe
compounds within the localized spin scenario [27, 28, 63, 87, 88]. Although magnetic
order both at low and at high levels of Fe excess can be successfully described by a
J1 − J2 − J3 super-exchange model, it is clear that the local picture by itself can not
describe the magnetic properties of Fe1+yTe, as this requires y-dependent exchange
couplings.
We argue that the evolution of magnetic interactions due to y-dependent charge
doping is the key to understand the experimentally observed magnetic phase diagram of
Fe1+yTe. Our study is based on the assumption that some of the orbital states are almost
localized while other states still participate in the conductivity. This idea is supported
by recent dynamical mean-field theory study of Fe chalcogenides [31, 89]. These studies
showed that due to the strong Hund’s coupling, an orbital-selective localization might
be happening already in the paramagnetic phase, which justifies a partial localization.
In this work we demonstrate that the change in magnetic properties observed in
Fe1+yTe compounds can be reasonably well captured by an effective model in which
localized spins, in addition to the Heisenberg super-exchange [27] and phonon-mediated
biquadratic couplings [90, 91], acquire a long-range RKKY-like interaction [92, 93]. The
latter, mediated by a multiorbital spin susceptibility of itinerant electrons doped into the
system from interstitial Fe, is the interaction responsible for the evolution of magnetic
order with increasing level of Fe excess.
The outline of our paper is as follows. In section 3.2, we present an effective su-
perexchange model describing localized magnetic moments in the multi-band correlated
electron sea and argue that this is the minimal microscopic model to describe the mag-
netism of Fe1+yTe compounds. In section 3.3, we study the evolution of the Fermi
surface of FeTe1+y with increasing level of the Fe excess using a tight-binding model by
Wang et al [94]. We show that while the Fermi surface at small y has both small hole
pockets at the Γ- and M -points and elliptical electron pockets at the X- and Y -points,
at large y all pockets are electron-like. In section 3.4, we study spin fluctuations in
the correlated multi-band electron system and compute the Pauli susceptibility within
the random phase approximation (RPA) approach. We find that at small y itinerant
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Figure 3.1: Fermi surfaces obtained for shifted chemical potential µ: (a) µ = 0 eV, (b)
µ = 0.4 eV, (c) µ = 0.8 eV. The hole and the electron pockets are shown by yellow
and purple color, correspondingly. The primary contribution to the electron pockets is
from the xz and yz orbitals. The primary contribution to the hole pocket is from the
xy orbital. We assume the rigid band structure approximation.
spin susceptibility peaks at (pi, 0) and (0, pi) due to the weak nesting of the hole and
the electron pockets corresponding to these vectors. The y-dependent charge doping
suppresses the (pi, 0) and (0, pi) peaks, but it leads to an increase of the spin fluctuation
in the central part of the Brillouin zone. In section 3.5, we compute the RKKY inter-
actions. We first perform a qualitative computation of the RKKY interactions using a
simple phenomenological model, and then perform a quantitative analysis based on the
realistic RPA susceptibility obtained in section IV. In section 3.6, the classical phase
diagram of the effective spin model is presented. In agreement with experimental find-
ings, the computed phase diagram displays a transition from a commensurate double
stripe phase, characterized by a wave vector Q = (pi/2,±pi/2) or Q = (±pi/2, pi/2), to
an incommensurate spiral (IC) phase characterized by wave vectors Q = (q, q), above
certain level of Fe excess. We conclude with a summary in section 3.7. This chapter
also contains technical details in section 3.8. This contains contains the derivation of
the biquadratic exchange from the magnetoelastic coupling, and also provides the ex-
plicit expression of the classical energy of the effective superexchange model describing
FeTe1+y.
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3.2 Model
We start by assuming that in Fe1+yTe the correlation effects within the multiband
structure lead to different levels of itineracy for the electrons occupying different orbitals
[31, 89]. According to these studies, the most localized orbitals among the five 3d orbitals
of Fe ions are the x2−y2 and 3z2−r2 orbitals. This finding is also supported by several
ab-initio calculations [94, 95], which show that x2− y2 and 3z2− r2 orbitals have only a
small overlap with the 4p orbitals of Te and are thus expected to remain less extended
with stronger interaction potentials.
Here, we assume that the electrons occupying x2 − y2 and 3z2 − r2 orbitals are
localized, and they form local moments with S = 1 due to the Hund’s coupling. This
assumption is in agreement with the ordered moment observed at low temperatures.
The remaining 3d electrons have itinerant character. The number of itinerant electrons
grows as y increases. In most of the paper, following the work of Singh [96], we assume
that each excess Fe atom contributes 8 electrons. In the rigid band approximation, the
doping of excess electrons shifts the chemical potential from µ = 0 to positive values.
The microscopic Hamiltonian describing the magnetism in Fe1+yTe is an effective
double exchange model describing localized magnetic moments in the multi-band cor-
related electron sea, which can be written as
H = He +HS +HσS . (3.1)
The first term describes strongly interacting itinerant electrons:
He = H0 +Hint. (3.2)
The non-interacting part is based on the five-orbital tight-binding model of Wang et al
[94]:
H0 =
∑
k,a,b,σ
(
tabkσc
†
kaσckbσ + h.c.
)
, (3.3)
where c†kσa denotes the creation operator for an electron of momentum k with spin σ
in the orbital a, and tabkσ are the tight-binding matrix elements. The interaction part is
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the three-orbital Hubbard model
Hint =
1
2
∑
i,abσσ′
(Uabc
†
iaσciaσc
†
ibσ′cibσ′ + (3.4)
Jabc
†
iaσcibσ′c
†
iaσ′cibσ),
where Uab and Jab denote the effective Coulomb and Hund’s interaction constants.
In this work we consider all diagonal Coulomb interactions elements equal to U , off-
diagonal Coulomb interactions equal to U − 2JH and all Jab = JH , where JH is the
Hund’s coupling. It is important that this choice of interaction parameters implies
invariance of the interaction Hamiltonian under rotations in orbital space.
The second term in Eq. 3.1 describes the interaction between localized spins:
HS =
∑
<ij>
(
JijSi · Sj − Kij
S2
(Si · Sj)2
)
, (3.5)
where J1, J2, and J3 are super-exchange couplings between first-, second-, and third-
nearest neighbors. In this work, we obtain values of J1, J2, and J3 from the first-
principles electronic structure calculations [27] by subtracting the contributions to the
couplings determined by itinerant electrons. We assume that the biquadratic exchange
is likely caused by magnetoelastic couplings, and under this assumption, we derive its
explicit form in the section 3.8.
The third term
HσS = JH
∑
j,a
σja · Sj (3.6)
describes the coupling between the spins of localized electrons, Sj , and itinerant elec-
trons σja. Here Sj are the localized spins of electrons on orbitals x
2 − y2 and 3z2 − r2,
and σja are the spins of itinerant electrons on orbitals a = xy, yz, xz defined as
σja =
1
N
∑
k,k′,σ,σ′
ei(k
′−k)Rjc†kaστσσ′ck′aσ′ , (3.7)
where τσσ′ is the Pauli matrix. According to the Hund’s rule, since we are dealing with
more than half-filled t2g shell, the coupling between local spins and spins of itinerant
electrons is antiferromagnetic, JH > 0.
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Eq. 3.6 is the dubbed double exchange interaction widely observed in the context of
manganites. This interaction lead to additional couplings between localized moments:
HRKKY =
∑
<ij>
JRKKYij SiSj . (3.8)
The couplings JRKKYij , dubbed RKKY interactions, between localized spins on lattice
sites Ri and Rj can be obtained by integrating out itinerant degrees of freedom and
computing their effect on localized spins. It is easy to show that JRKKYij are deter-
mined by the tensor of static spin susceptibility χ(q, ω = 0) = χ(q) of the multi-band
conduction electron sea:
JRKKYij = − J2Hχ(Ri −Rj) = (3.9)
− J2H
∑
q
eı(Ri−Rj)qχ(q).
Taking into account both Heisenberg and RKKY interactions, the effective low-
energy Hamiltonian can be written as
Heff =
∑
<ij>
Jeffij SiSj −
∑
<ij>
Kij
S2
(Si · Sj)2, (3.10)
where, for convenience, we defined Jeffij = Jij + J
RKKY
ij .
3.3 Fermi Surface Evolution
We start with briefly observing how the Fermi surface of Fe1+yTe evolves with increasing
amount of the interstitial Fe. In Fig. 3.1(a), we show the Fermi surface of FeTe (y = 0)
obtained from the five-orbital tight-binding model by Wang et al [94]. The Fermi surface
is characterized by the elliptical electron pockets at the X = (pi, 0) and Y = (0, pi) points
and circular hole pockets centered at the Γ = (0, 0) and M = (pi, pi) points. We see that
there is a weak nesting between electron and hole pockets with the wave vectors (pi, 0)
and (0, pi). However, there is no Fermi surface nesting instability associated with the
magnetic order vector (±pi/2, pi/2), which would explain magnetic order from purely
itinerant model. This observation is in agreement with the angle-resolved photoemission
(ARPES) study of the topology of the Fermi surface [60], which also did not observe
any nesting corresponding to the magnetic ordering vector.
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Figure 3.2: (a) The dependence of the shift of the chemical potential µ on the amount
of excess iron when each excess iron provides 6 electrons per atom (orange) and 8
electrons per atom (purple). (b) The orbitally resolved electron occupation numbers N
as functions of y. The occupation of 3z2−r2, xz, yz, xy, and x2−y2 orbitals are shown
by red, green, brown, blue, and black lines, respectively. The xz and yz orbitals have
the same electron occupation numbers due to the symmetries of the system.
When the level of interstitial Fe increases, the chemical potential shifts up, and the
geometry of the Fermi surface changes significantly. In Fig. 3.1(b) and (c) we plot
constant energy cuts which correspond to the shifting of the chemical potential to (b)
µ =0.4 eV, and (c) µ =0.8 eV in the rigid band approximation. The nesting between
electron and hole pockets disappears very quickly as the sizes of the hole and electron
pockets changes significantly with the shift of the chemical potential µ. Initially, while
the size of the electron pockets is enlarged, the size of the hole pockets is reduced. The
hole pockets disappear at µ = 0.23 eV. Then, at bigger shifts of µ (or at larger y),
the pockets at the Γ and M points change their character and become electron-like at
µ = 0.3 eV.
In order to relate the shift of the chemical potential µ to the amount of excess iron
y, in Fig. 3.2(a) we plot the dependence of µ on y for two cases: each interstitial Fe
adding 8 (purple line) and 6 (orange line) electrons. We see that the shift of 0.4 eV
(Fig. 3.1(b)) corresponds to y = 0.07 and y = 0.09 , if we consider each interstitial Fe
adds 8 and 6 electrons, respectively, and the shift of 0.8 eV (Fig. 3.1(c)) corresponds to
y = 0.15 and y = 0.20, respectively, for 8 and 6 electrons. In the following, all results
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are computed assuming each interstitial iron adds 8 electrons into the band.
In Fig. 3.2(b) we show how electron occupation numbers for different orbitals depend
on the level of Fe excess, y. We see that the occupation of xz, yz and xy orbitals changes
significantly, indicating that the charge doping due to the Fe excess goes predominantly
on these orbitals. The occupation of xz and yz barely changes with an increase of y,
which is consistent with the fact that these orbitals have mostly localized character.
Notice, that due to tetragonal symmetry, the occupation numbers of xz and yz orbitals
are exactly the same and the corresponding lines completely overlap.
3.4 Spin Susceptibility of Itinerant Electrons
Next let us discuss in detail the form of the multi-orbital spin susceptibility χ(q, ω).
Here we use the formalism which was originally developed for the five orbital model for
the Fe-pnictides in Ref. [97] and later extensively studied for various orbital models in
Ref. [98]. We compute χ(q, ω) in the random phase approximation (RPA) using the
tight-binding model by Wang et al [94].
In the paramagnetic state, the spin-rotation invariance requires that transverse and
longitudinal components of the spin susceptibility are identical. Thus, we can ex-
press χ(q, ω) only in terms of components of the transverse susceptibility: χ(q, ω) =
3
2χ
+−(q, ω). We note that as we are dealing with multi-orbital systems, the spin suscep-
tibility is a four-index tensor, while the total susceptibility is a sum over all components
of this tensor.
3.4.1 Bare Susceptibility
In the multi-orbital model under consideration, the matrix elements of the bare spin
susceptibility can be calculated from the corresponding Matsubara spin-spin correlation
function of conduction electrons:
χ0aa′bb′(q, ıω) = (3.11)
− T
N
∑
k,ıωn
Gab(k, ıωn)Ga′b′(k + q, ıωn + ıω)
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Figure 3.3: (a)-(c) The bare static spin susceptibility χ0(q, 0) and (d)-(f) the RPA spin
susceptibility χ(q, 0) calculated with the ab-initio bands of tight-binding model [94]
after projecting out x2 − y2 and 3z2 − r2 orbitals. The level of Fe excess is (a) and (d)
y = 0.0; (b) and (e) y = 0.07; (c) and (f) y = 0.15. The RPA spin susceptibility is
calculated at U = 1.0 eV and J = U/5.
where a, a′, b, b′ are orbital indices, and the spectral representation of the multiorbital
Green’s function is given by
Gab(k, ıωn) =
∑
ν
uaν(k)(u
b
ν(k))
∗
ıωn − Eν(k) . (3.12)
Here, the coefficients uaν(k) are the components of the eigenvectors resulting from the
diagonalization of the five-orbital tight-binding Hamiltonian [94], and Eν(k) are the
eigenvalues describing resulting bands characterized by the band index ν. The retarded
bare susceptibility is then obtained by summing over the Matsubara frequency and
setting ıω → ω + ıδ:
χ0aa′bb′(q, ω) = −
1
N
∑
k,ν,ν′
uaνk(u
b
νk)
∗ub′ν′(k+q)(u
a′
ν′(k+q))
∗
Eν′(k + q)− Eν(k)
× (f(Eν′(k + q))− f(Eν(k))) , (3.13)
where
f(Eν(k)) =
1
e
Eν (k)−µ
T + 1
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denotes the Fermi distribution function.
In Fig. 3.3(a)-(c) we show results for the total static spin susceptibility χ(q, 0) =
1
2χaabb(q, 0) with the x
2 − y2 and 3z2 − r2 orbitals being projected out by setting all
components of the eigenvectors ux
2−y2
ν (k) and u3z
2−r2
ν (k) equal to zero. The bare sus-
ceptibility χ0(q) is overall rather flat with small peaks at (0, pi) and (pi, 0) at y = 0 (Fig.
3.3(a)), almost featureless shape at y = 0.07 (Fig. 3.3(b)) and a wide region of enhanced
fluctuations in the vicinity of Γ point at y = 0.15 (Fig. 3.3(c)). All these features are
well seen in Fig. 3.4(a), where we plot the bare spin susceptibilities for different values
of y along the symmetry path Γ = (0, 0) → X = (pi, 0) → M = (pi, pi) → Γ = (0, 0).
Red, green and blue lines correspond to y = 0.0, y = 0.07 and y = 0.15, respectively.
As in Fig. 3.3(a)-(c) we see that at y = 0.0 the bare susceptibility shows enhanced
fluctuations peaked at the X = (pi, 0) point, at y = 0.15 the weight of spin fluctuations
is shifted to the vicinity of Γ = (0, 0) point, while for the intermediate values of y the
bare susceptibility is basically featureless.
3.4.2 RPA Susceptibility
The effect of correlations among itinerant electrons on the spin susceptibility can be
taken into account in the framework of the RPA. The RPA spin susceptibility can be
obtained using the Dyson equation:
χRPAaa′bb′(q, ω) = χ
0
aa′bb′(q, ω) + (3.14)
χ0aa′cc′(q, ω)Vcc′dd′ χdd′bb′(q, ω) ,
where the matrix elements Vcc′dd′ take into account all electron correlations in the RPA.
The interaction parameters which give the strongest contributions are those from the
matrix elements Vcccc = U , Vccdd = JH , Vcddc = JH , and Vcdcd = U − 2JH . All other
matrix elements are set to 0.
In Fig. 3.3(d)-(f) we present the static RPA spin susceptibility for different values of
y. We see that χRPA(q, 0) shows significant enhancement due to interactions notice that
different scales have been used in Fig. 3.3(a)-(c), Fig. 3.3(d), and Fig. 3.3(e)(f). In our
calculations we have chosen U = 1.0 eV and JH = U/5. Both the Coulomb repulsion and
the Hund’s coupling are well inside the range of the interaction parameters previously
considered in the literature: the lowest estimate of JH/U = 0.15 was used in Ref. [31]
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and the upper limit of JH/U = 0.25 was considered in several works, e.g. in Refs.[98, 99].
Selecting JH inside this range ensures that an electron added to an undoped site pays
more energy to Coulomb repulsion than it wins from the Hund’s rule, i.e. that the onsite
interaction energy suppresses charge fluctuations rather than enhancing them.[98]
In Fig. 3.3(d), the RPA susceptibility computed at y = 0.0. The small peaks at the
wave vectors (±pi, 0) and (0,±pi) vectors observed in the bare susceptibility now show
almost diverging behavior. Similarly to the bare susceptibility, χRPA(q, 0) at y = 0.0
also does not indicate any significant spin fluctuations near (±pi/2, pi/2) and (pi/2,±pi/2)
points corresponding to the vectors of the experimentally observed magnetic order.
With increasing y (see Fig. 3.3(e) and Fig. 3.3(f)), we observe significant changes
in the overall structure of the spin susceptibility. As it is particularly seen in Fig.
3.4(b), where we show the RPA spin susceptibility along the main symmetry directions,
the susceptibility near (±pi, 0) and (0,±pi) rapidly decreases with increasing y and the
dominant magnetic response shifts to the Γ point and its vicinity. At y = 0.07 (Fig.
3.3(e)), the susceptibility is of almost uniform height in the whole Brillouin zone. At
higher values of y (see Fig. 3.3(f)), the susceptibility shows dominant but not diverging
behavior in the central part of Brillouin zone close to the Γ point.
3.5 The RKKY Exchange Integrals
Eq. 3.9 shows that the RKKY exchange integrals JRKKYij are proportional to the static
magnetic susceptibility of multi-orbital conduction electrons. Thus, the changes in the
spin susceptibility with the level of the interstitial Fe discussed in the previous section
will lead to the corresponding changes of JRKKYij .
3.5.1 Toy Model for the RKKY Interaction
Let us first understand these changes in the framework of a simple toy model with the
following phenomenological expression for the static magnetic susceptibility:
χ−1 (q) =
1 + α
[
cos kx cos ky − 18 (cos 2kx + cos 2ky)
]
χ0
(
1 + 34α
) (3.15)
Here χ0 sets the overall scale and α < 1 is a parameter that controls the height and width
of the peaks at (pi, 0) / (0, pi) without changing the overall amplitude of the magnetic
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Figure 3.4: (a) The cut of the bare spin susceptibility along the main symmetry di-
rection. Red, green and blue lines correspond to y = 0.0, y = 0.07 and y = 0.15,
respectively. (b) The cut of the RPA enhanced spin susceptibility along the main sym-
metry direction. The legend provides the y values of each line. We use the following
notations: Γ = (0, 0), X = (pi, 0) and M = (pi, pi). The RPA spin susceptibility is
calculated for U = 1.0 eV and J = U/5.
susceptibility. In Fig. 3.5(a) we plot this phenomenological static magnetic susceptibil-
ity χ (qx, 0) for α = 0.2 (magenta) and α = 0.6 (blue). We see that the peak at (pi, 0)
decreases with decreasing α. Thus, decreasing α mimics the effect of the increasing
y which leads to the suppression of the peaks at (pi, 0) / (0, pi) observed in the RPA
magnetic susceptibility at y = 0.0.
Next we compute the RKKY interactions as a function of α. Taking the Fourier
transforms, we obtain:
JRKKY1 = −J2H
∑
q
χ (q) (cos qx + cos qy) (3.16)
JRKKY2 = −J2H
∑
q
χ (q) cos qx cos qy (3.17)
JRKKY3 = −J2H
∑
q
χ (q) (cos 2qx + cos 2qy) (3.18)
Numerical evaluation gives the results shown in Fig. 3.5(b). JRKKY1 ≈ 0 for nearly all
values of α. The qualitative behaviors of JRKKY2 and J
RKKY
3 are the following: First,
JRKKY2 > 0 and J
RKKY
3 < 0, with J
RKKY
2 ≈
∣∣JRKKY3 ∣∣. Second, as the peak intensity
decreases (i.e. as α decreases), the absolute values of JRKKY2 and J
RKKY
3 decreases
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Figure 3.5: (a) Static magnetic susceptibility χ (qx, 0) of the toy model 3.15 for α = 0.2
(magenta) and α = 0.6 (blue). (b) JRKKY (in units of J2Hχ0) of the same toy model as
function of the (pi, 0) / (0, pi) peak intensity α. JRKKY1 , J
RKKY
2 and J
RKKY
3 are shown
by red, green, and blue lines, respectively.
strongly.
This outcome can be understood from a simple reasoning. Let us further simplify
our toy model and write, for the susceptibility, a background plus peaks at QX = (pi, 0)
and QY = (0, pi):
χ (q)
χ0
= 1 + α [δ (q−QX) + δ (q−QY )] (3.19)
A straightforward calculation gives:
JRKKY1 /(J
2
Hχ0) = −2α (cospi + cos 0) = 0 (3.20)
JRKKY2 /(J
2
Hχ0) = −2α (cospi cos 0) = 4α (3.21)
JRKKY3 /(J
2
Hχ0) = −2α (cos 2pi + cos 0) = −4α (3.22)
This shows that peaks at (pi, 0) and (pi, 0) control only the interactions between second
and third neighbors without affecting the nearest neighbor interaction. The later is,
however, very sensitive to the fluctuations peaked at different wave vectors, as we will
see in more realistic calculations in the next subsection, in particular to the fluctuations
with small Q vectors.
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Figure 3.6: (a) The evolution of JRKKY1 (red solid line), J
RKKY
2 (green solid line),
JRKKY3 (blue solid line) with increasing excess of interstitial Fe atoms y. The further
neighbor interactions are JRKKY4 (brown dashed line), J
RKKY
5 (orange dashed line),
JRKKY6 (purple dashed line). (b) The evolution of effective couplings J
eff
ij , where J
eff
1 =
−3.4 + JRKKY1 (y) (red line), Jeff2 = 11.6 + JRKKY2 (y) (green line), and Jeff3 = 15.1 +
JRKKY3 (y) (blue line). All interactions are given in meV. We set U = 1.0 eV and
JH = U/5.
3.5.2 RKKY Interactions Computed in a Realistic Model
Next let us compute RKKY interactions using results for the susceptibility obtained
in section 3.4. For completeness, we compute the RKKY interactions up to the sixth
neighbors for different content of interstitial Fe ions. In Fig. 3.6(a) we plot JRKKY1
, JRKKY2 and J
RKKY
3 shown, correspondingly, in red, green and blue solid lines, and
JRKKY4 , J
RKKY
5 and J
RKKY
6 shown, correspondingly, in brown, orange and purple dashed
lines. We see that the RKKY interactions beyond third nearest neighbors are small in
comparison with first, second and third neighbor interactions, and thus, can be neglected
in the further analysis.
At small values of y, all considered RKKY interactions are large but for different rea-
sons. While the large antiferromagnetic JRKKY2 and ferromagnetic J
RKKY
3 interactions
can be understood as arising due to the strong peaks in the susceptibility χRPA(q, 0)
near (pi, 0) and (0, pi) points, the dominating antiferromagnetic JRKKY1 can not be ex-
plained by this reason. As we have shown in the previous section, the first neighbor
interaction does not profit from almost diverging susceptibility near the (pi, 0) and (0, pi)
peaks – these contributions come with opposite signs and cancel one another. Instead,
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the strong spin fluctuations in broads region of the Brillouin zone in the vicinity of the
M and the Γ points lead to the dominating JRKKY1 interaction.
With a slight increase in the concentration of interstitial Fe ions, y ≤ 0.025, the
large fluctuations of itinerant electrons near (pi, 0) and (0, pi) quickly disappear, and the
second and third neighbor RKKY interactions become small. However, because the
diffuse peak around the M point remains, the value of the first neighbor interaction
JRKKY1 practically does not change. Between 0.05 ≤ y ≤ 0.1, both JRKKY2 and JRKKY3
interactions become antiferromagnetic, and they remain subdominant with respect to
the JRKKY1 interaction.
The strong change in the nearest neighbor coupling JRKKY1 starts at y > 0.05. This
change is caused by the reduction of fluctuations around the M point. As we can
see in Fig. 3.4(b), the RPA susceptibility at y = 0.1 does not show any significant
fluctuation at around this point. At about y = 0.11, the χRPA(q, 0) becomes the
strongest in the vicinity of the Γ point. Consequently, the JRKKY1 changes sign and
becomes ferromagnetic. In section 3.6, we will show that this strong change in JRKKY1
explains experimental results which find the magnetic order changes from q=(pi2 ,
pi
2 )
double stripe to q=(pi2 − δ,pi2 − δ) incommensurate spiral.
3.5.3 Derivation of Effective Couplings
Next, we compute the dependence of the effective couplings Jeffij between localized mo-
ments on the Fe excess content. To this end, we first need to find Heisenberg exchange
couplings Jij which do not change with increasing Fe excess. The values of the effective
couplings Jeffij at y ' 0 were computed by the first-principles electronic structure calcu-
lations by Ma et al.[27] Up to the third neighbors, these values are equal to Jeff1 =2.1
meV, Jeff2 =15.8 meV, J
eff
3 =10.1 meV. As even at y ' 0, Fe1+yTe has both itinerant
and localized electrons, these effective couplings contain both the JRKKYij interactions
and Heisenberg exchange couplings Jij . In order to decompose these contributions, we
obtain y-independent Jij couplings by subtracting the RKKY interactions computed by
us at y = 0 from the values of superexchange interactions provided by Ma et al. [27]
Then we got Heisenberg exchange couplings to be equal to J1 = −3.4 meV, J2 = 11.6
meV, and J3 = 15.1 meV.
In Fig. 3.6(b), we plot Jeffij (y) = Jij + J
RKKY
ij (y) as a function of y. We see that
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effective couplings Jeff2 and J
eff
3 remain antiferromagnetic for all y, while J
eff
1 term
changes sign at y = 0.075. As we will see in the next section, this change of Jeff1 is the
driving force behind the change in the magnetic order which happens in Fe1+yTe above
a critical level of Fe excess.
3.6 Classical Phase Diagram
Due to the interplay of the exchange interactions among localized spins with RKKY in-
teractions induced by the itinerant electrons, Fe1+yTe compounds bare many similarities
with extensively studied double-exchange magnets and, especially, manganites. It was
shown that effective coupling constants in manganites might be significantly modified
by charge doping, which in turn leads to the appearance of new phases in the classical
phase diagram. [100, 101, 102] We expect a similar behavior here: the phase diagram
of the effective model (Eq. 3.10) might show the evolution of the magnetic order with
charge doping due to interstitial Fe.
Here we compute classical phase diagram of the model (Eq. 3.10) by numerical
minimization of its classical energy with a constraint that all spins have unit length.
Our findings are summarized in the classical phase diagram presented in Fig. 3.7. To
look for a wide variety of states, we introduce four sublattices, labelled as 0, 1, 2, and 3
(see Fig. 3.8) and perform full minimization of the classical energy. With each sublattice
we associate a local frame given by angles ϕ0, ϕ1, ϕ2, ϕ3. We define the global reference
frame by setting ϕ0 = 0. In addition, we consider only spin configurations which might
be characterized by a single q-spirals, such that translating from site to site of the same
sublattice the magnetic moment rotates by an angle θ = qr, where r = 2max + 2nay,
m and n are integers, a = (ax, ay) is the lattice vector. Then, the generic expression for
the on-site magnetization is given by
S¯µ(r) = xˆ sin(q · r + ϕµ) + yˆ cos(q · r + ϕµ), (3.23)
where µ = 0, 1, 2, 3 is the sublattice index. Substituting S¯µ(r) into the Eq. 3.10 yields
the classical energy Ecl = E({ϕµ},q). The explicit expression for the classical energy
is rather cumbersome and, for convenience, is given in the Eq. 3.32. We minimize Ecl
numerically and for each set of parameters find the classical ground state characterized
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by ϕ1, ϕ2, ϕ3, qx and qy. In our computation we fix the second neighbor biquadratic and
ring-like exchanges equal to K2 = −Kdiag=3.0 meV and vary two other parameters of
the model – the nearest neighbor biquadratic exchanges K1 and y.
Double Stripe
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Figure 3.7: Magnetic phase diagram of effective low-energy model (10) as a function
of Fe excess y and the ratio of the nearest neighbor and second neighbor biquadratic
exchanges, K1K2 , computed with J
eff
1 (y) = −3.4 + JRKKY1 (y), Jeff2 (y) = 11.6 + JRKKY2 (y),
Jeff3 (y) = 15.1 + J
RKKY
3 (y). All interactions are given in meV. We take K2 = 3 meV.
In Fig. 3.8(a)-(c), we draw possible real space spin orderings presented in Fig.
3.7. Among all possible states, in the parameter space presented in the phase diagram,
only three states are realised: the stripe phase characterized by ϕ1 = 0, ϕ2 = pi, ϕ3 =
pi, qx = 0, qy = 0 shown in Fig. 3.8(a), the double stripe phase characterized by ϕ1 =
0, ϕ2 = 0, ϕ3 = pi, qx = pi/2, qy = pi/2 shown in Fig. 3.8(b) and the incommensurate
spiral (labeled as IC) state shown in Fig. 3.8(c) characterized by ϕ1 = pi/2 − δ, ϕ2 =
pi − 2δ, ϕ3 = pi/2− δ, qx = pi/2− δ, qy = pi/2− δ. Note, that in this figure we show the
IC with an exaggerated canting angle.
To clarify the structure of these different orderings, we take the Fourier transforms
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of the ground state spin configuration obtained by the minimization and then compute
the spin structure factor in each phase to show which wavevectors the configuration
mostly consists of. As expected, the structure factor exhibits peaks at the ordering
wavevectors: Q = (0, pi) for the stripy phase, the Q = (pi/2,−pi/2) for the bicollinear
double stripe phase, and the Q = (pi/2− δ,−pi/2 + δ) for the IC phase.
The structure of the phase diagram (see Fig. 3.8) is as follows. At small value of
y, there is a thin strip of the stripe phase. This phase is stabilized by a strong Jeff2
coupling (see Fig. 3.6(b)). The stripe phase quickly disappears because Jeff2 decreases
rapidly with increasing y. We believe that the stripe phase has not been observed in
Fe1+yTe, because all known compounds belonging to this family are, actually, non-
stoichiometric and have amount of interstitial Fe significantly larger than the boundary
value of y = 0.014, below which the stripe phase is stable.
The central region in the phase diagram (y > 0.014) is occupied by the bicollinear
double stripe state. This is the state which is experimentally observed in Fe1+yTe
compound with a low level of Fe excess. The stability of this phase over a wide range
of parameters is explained by the smallness of the effective nearest neighbor coupling
Jeff1 and relatively strong strength of the third neighbor coupling J
eff
3 . The biquadratic
couplings K1 and K2 also play an important role in stabilizing this state. Note that
except the region near y = 0.075, a finite value of nearest neighbor biquadratic coupling
K1 is necessary to stabilize the double stripe phase over the incommensurate spiral
states. In this region, the effective nearest neighbor coupling Jeff1 is equal to zero or very
small compared other interactions, and the bicollinear double stripe state is realized even
in the absence of the biquadratic exchange. The rest of the phase diagram is occupied
by an IC phase (see, Fig. 3.8(c)). This is a (q, q) spiral state experimentally observed
at sufficiently large y.
In experiment [84], the phase transition from the bicollinear double stripe to the
IC phase has been observed approximately at y ≈ 0.11. Around this point, our phase
diagram shows the transition for K1K2 '0.1 which seems to be a realistic ratio taking into
account that the magnetoelastic coupling mostly supports the biquadratic and ring-like
exchanges for second neighbors.
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Figure 3.8: Schematic representations of spin orderings in the ground state obtained
by the minimization of the classical energy with respect to ϕ1, ϕ2, ϕ3, qx and qy: (a)
ϕ1 = 0, ϕ2 = pi, ϕ3 = pi, qx = 0, qy = 0 in the stripe phase, (b) ϕ1 = 0, ϕ2 = 0, ϕ3 =
pi, qx = pi/2, qy = pi/2 in the double stripe phase, (c) ϕ1 = pi/2 − δ, ϕ2 = pi − 2δ, ϕ3 =
pi/2− δ, qx = pi/2− δ, qy = pi/2− δ, (d)-(e) The structure factors computed for magnetic
orders displayed in (a)-(c), respectively. Bright spots correspond to the sharp peaks,
which appear at the corresponding ordering wavevectors.
3.7 Summary
In summary, we have studied the evolution of magnetic order in Fe1+yTe with y. We
derived an effective super-exchange model describing magnetic properties of Fe1+yTe in
which we took into account both the long-range RKKY-type spin-spin interaction that
results from integrating out the itinerant electrons and the biquadratic interactions due
to magnetoelastic coupling. We computed the classical phase diagram of the this model.
We showed that at small y, the magnetic order for Fe1+yTe is different from the parent
compounds of ferropnictides. This difference can be understood due to presence of the
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significant antiferromagnetic Jeff3 coupling in the effective model (10), which has mostly
localized origin. Above some critical value of y, the phase diagram shows the transition
from the bicollinear double stripe to the incommensurate spiral state. This transition
is driven by the significant changes in the n.n. Jeff1 interaction with increasing y. This
change is caused by the y-dependent RKKY part of the interaction which for y > 0.075
leads to a flip of the sign of Jeff1 to be ferromagnetic. Experimental data showing the
sign of Jeff1 to be dependent on the interstitial Fe concentration would be a very strong
validation of our model.
The proposed theory requires the coexistence of both localized and itinerant elec-
trons, and it is in line with a more generic idea [30, 58, 64, 65, 66, 67] that in any
compound belonging to the ferropnictide’s and ferrochalcogenide’s families, a certain
percentage of electronic states are localized and phase separated from itinerant elec-
trons.
3.8 Technical Details for Chapter 3
3.8.1 Derivation of Biquadratic Exchange Couplings
There are several microscopic mechanisms which lead to non-Heisenberg exchange cou-
plings such as, e.g., the biquadratic and ring exchanges. Among all of them, one of
the most effective ways to induce a fairly strong non-Heisenberg exchange is through
magnetoelastic mechanism.
Here, we give a brief discussion of the possible magnetoelastic origin of the first and
the second neighbor biquadratic exchange interactions in Fe1+yTe. In order to consider
the magnetoelastic coupling, we assume that lattice distortions are small and, thus,
there is a linear regime in which exchange interactions and elastic energies depend only
on the distance between lattice sites. As the magnetoelastic Hamiltonian involves more
than one normal mode of a square, it is convenient to follow notations of I.Paul et al
[103], and describe the lattice distortions by the strain tensor given by
uij(r) = uij +
ı
2
∑
q 6=0
(qiuj(q) + qiuj(q))e
ıqr. (3.24)
The q = 0 lattice modulation is characterized by either the overall compression strain
uxx ≡ ∂xux or uyy ≡ ∂yuy, or by the shear strain uxy ≡ ∂yux + ∂xuy. The non-uniform
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lattice modulation can be expressed by the Fourier transform of the displacements u(r)
at the lattice point r with dominant contributions from q5 = (pi, pi), q6 = (pi, 0) and
q7 = (0, pi) modes. We note, that the uniform compression strains uxx and uyy do not
couple to magnetic degrees of freedom. For shortness of notations, we call u(q5) ≡ u5,
u(q6) ≡ u6 and u(q7) ≡ u7.
The lattice distortions described by uxy, u5 and u6 are shown in Fig. 3.9(a),(b)
and (c), respectively. We see that the uniform shear mode, uxy, corresponds to the
monoclinic distortion. This mode generates a distortion of the square with short and
long diagonals. The non-uniform mode corresponding to u5 generates a distortion with
ladders along the diagonal of shortened and lengthened nearest neighbor bonds. The
non-uniform mode corresponding to the u6 distortion for which the bonds are alter-
natively shorten and lengthen in the x-direction. The mode corresponding to the u7
distortion would have the same picture but rotated by 90 degrees.
Then the magnetoelastic term arising from the dominant distortion modes is given
by
HME = g1(S1 · S3 − S0 · S2)uxy (3.25)
+ g2 [(S2 · S3 − S0 · S1)ux5 + (S1 · S2 − S0 · S3)uy5]
+ g3 [(S2 · S3 + S0 · S1)ux6 + (S1 · S2 + S0 · S3)uy7] .
The elastic term grows quadratically with the distortion and, thus, can be written as
Helast =
c66
2
u2xy +
Ω1
2
u25 +
Ω2
2
(u26 + u
2
7) , (3.26)
where the constants c66, Ω1, and Ω2 represent the elastic stiffness of the different lattice
distortions described by uxy, u5, u6 and u7, respectively.
The equilibrium lattice distortions uxy, u5, u6, and u7 are found from the condition
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of a minimum of the energy:
uxy = − g1
c66
(S1 · S3 − S0 · S2)
ux5 = −
g2
Ω1
(S2 · S3 − S0 · S1)
uy5 = −
g2
Ω1
(S1 · S2 − S0 · S3) (3.27)
u6 = − g3
Ω2
(S2 · S3 + S0 · S1)
u7 = − g3
Ω2
(S1 · S2 + S0 · S3).
Integrating out lattice distortions, we obtain the following biquadratic Hamiltonian:
Hbi = − g
2
1
2c66
(S1 · S3 − S0 · S2)2 (3.28)
− g2
2Ω1
[(S2 · S3 − S0 · S1)2 + (S1 · S2 − S0 · S3)2]
− g3
2Ω2
[(S2 · S3 + S0 · S1)2 + (S1 · S2 + S0 · S3)2].
Here it is convenient to rewrite this expression explicitly in the form first and second
neighbor biquadratic interactions and of the for of the ring exchange:
Hbi = −( g
2
2
2Ω1
+
g23
2Ω2
)[(S2 · S3)2 + (S0 · S1)2 + (S1 · S2)2 + (S0 · S3)2] (3.29)
− g
2
1
2c66
[(S1 · S3)2 + (S0 · S2)2]
+(
g22
Ω1
− g
2
3
Ω2
)[(S2 · S3)(S0 · S1) + (S1 · S2)(S0 · S3)]
+
g21
c66
(S1 · S3)(S0 · S2)
= K1
∑
〈ij〉
(Si · Sj)2 +K2
∑
〈〈ij〉〉
(Si · Sj)2
+K
∑

(Si · Sj)(Sk · Sl) +Kdiag
∑
〈〈ij〉〉
(S1 · S3)(S0 · S2) , (3.30)
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where
K1 = −( g
2
2
Ω1
+
g23
Ω2
)
K2 = − g
2
1
c66
K =
g2
Ω1
− g3
Ω2
Kdiag =
g21
c66
The first term with a strength K1 describes the biquadratic exchange coupling be-
tween nearest neighbors. The second term with a strength K2 is the second neighbor
biquadratic exchange. The third term is the ring exchange with a strength K. The last
term with a strength Kdiag is a type of ring exchange which couples spins on diagonals.
Not all the terms have the equal strength. Because non-uniform strains u5, u6, and
u7 are much weaker than the shear distortion uxy, the latter has the smallest elastic
stiffness. Consequently, we have
g2
Ω1
,
g3
Ω2
 g1
c66
. (3.31)
Thus, in our calculations we neglect the ring exchange term, K, but took into account
Kdiag = −K2 interaction. We also assume that K1 < K2.
3.8.2 Classical Energy
Here, we present the classical energy of the local spin model of Eq. 3.10, as a function
of the local angles φi and the ordering vector (qx, qy):
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Figure 3.9: Dominant modes of lattice distortion in Fe1+yTe. (a) A uniform shear
mode, uxy. This mode generates a distortion of the square with short and long di-
agonals. This mode corresponds to the monoclinic distortion. (b) The non-uniform
mode corresponding to ux5 = u
y
5. This mode generates a distortion which shortened
nearest neighbor bonds and lengthen the diagonal bonds. (c) The non-uniform mode
corresponding to the u6 distortion. Bonds are alternatively shorten and lengthen in the
x-direction. The mode corresponding to the u7 distortion would have the same picture
but rotated by 90 degrees. We use the following convention: red bonds are lengthened,
yellow bonds are shortened, blue bonds remain of the same length. Green sites have
spins ferromagnetic with each other, and these spins are antiferromagnetic with spins
at the red sites.
Ecl =
S2
4
[
J1
(
cosϕ1 + cos (ϕ1 + 2qx) + cos (ϕ3 − ϕ2) + cos (ϕ3 − (ϕ2 + 2qx)) + cosϕ3
+ cos (ϕ3 + 2qy) + cos (ϕ1 − ϕ2) + cos (ϕ1 − (ϕ2 + 2qy))
)
+ J2
(
cosϕ2 + cos (ϕ2 + 2qx + 2qy) + cos (ϕ1 − (ϕ3 + 2qy)) + cos (ϕ1 + 2qx − ϕ3)
+ cos (ϕ2 + 2qy) + cos (ϕ1 − ϕ3) + cos (ϕ2 + 2qx) + cos ((ϕ1 + 2qx)− (ϕ3 + 2qy))
)
+ 4J3
(
cos 2qx + cos 2qy
)
+K1S
2
(
cos2 ϕ1 + cos
2 (ϕ1 + 2qx) + cos
2 (ϕ3 − ϕ2)
+ cos2 (ϕ3 − (ϕ2 + 2qx)) + cos2 ϕ3 + cos2 (ϕ3 + 2qy) + cos2 (ϕ1 − ϕ2)
+ cos2 (ϕ1 − (ϕ2 + 2qy))
)
+K2S
2
(
cos2 ϕ2 + cos
2 (ϕ2 + 2qx + 2qy)
+ cos2 (ϕ1 − (ϕ3 + 2qy)) + cos2 (ϕ1 + 2qx − ϕ3) + cos2 (ϕ2 + 2qy) + cos2 (ϕ1 − ϕ3)
+ cos2 (ϕ2 + 2qx) + cos
2 ((ϕ1 + 2qx)− (ϕ3 + 2qy)) + cosϕ2 cos (ϕ1 − ϕ3)
+ cos (ϕ2 + 2qx) cos (ϕ1 + 2qx − ϕ3) + cos (ϕ2 + 2qy) cos (ϕ1 − ϕ3 − 2qy)
+ cos (ϕ2 + 2qx + 2qy) cos (ϕ1 + 2qx − ϕ3 − 2qy)
)]
.
Chapter 4
Magnetic Excitations in
Hyperhoneycomb Kitaev Systems
4.1 Introduction
The Kitaev materials [7] – transition-metal oxides with partially filled 4d and 5d shells
on the tri-coordinated lattice structures – have recently attracted much interest in con-
densed matter physics [6, 7, 32, 33, 104, 105, 106]. Among the Kitaev materials, the
most studied systems have magnetic moments arising either from Ir4+ or Ru3+ ions.
These ions, due to strong spin-orbit coupling (SOC), are characterized by effective
Jeff = 1/2 pseudospins. In all these systems, edge-sharing IrO6 or RuCl6 octahedra
provide 90◦ paths for the dominant bond-directional Ising-like interaction among mag-
netic moments with the exchange easy axis which depends on the spatial orientation
of the bond [6, 105]. This interaction is precisely the Kitaev interaction that drives
quantum spin liquid behavior on all tri-coordinated lattices with equidistant bonds and
approximately 120◦ bond angles at every vertex [5, 38]. This is why these materials are
considered to be candidates for realization of Kitaev model [5].
Unfortunately for the search of exciting quantum spin liquids, all so far known
Kitaev materials order magnetically at low enough temperatures [8, 9, 10, 11, 96, 107,
108, 109, 110]. Nevertheless, the magnetic ground states of the Kitaev materials are
not at all boring. In these materials, a variety of non-collinear magnetic ground state
configurations may emerge as a result of the competition among anisotropic exchange
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interactions [8, 9, 10, 11, 110], or from the competition between exchange couplings
and external magnetic field [12, 111, 112, 113]. Of particular interest are the possibility
of realization of complex magnetic states with particle- or soliton-like magnetization
modulations, e.g. Z2 vortex crystal [114, 115], incommensurate spirals, or multiple-Q
magnetic orders [40, 112, 113, 116, 117, 118, 119, 120, 121], which might appear in real
materials because the strong spin-orbit coupling entangles real-space and spin-space
anisotropies. Indeed, measurements on the three structural polytypes of the lithium
iridate, α, β, γ-Li2IrO3, revealed that all of them order into remarkably similar non-
coplanar spiral phases, where spirals on neighboring sublattices are counter-rotating
[8, 9, 10, 11, 110].
In this work we focus on the analysis of the microscopic origin and the dynamics
of the counterrotating spiral order observed in the β-Li2IrO3 compound [9, 11, 12],
which was discovered by Takayama et al [11]. The origin of the unusual magnetic
order in this compound has been a subject of intensive investigation by two theoretical
groups [40, 41, 119, 122, 123, 124]. Despite the fact that these two groups used different
models and utilized different approaches, both groups found that counterrotating spirals
required a ferromagnetic nearest neighbor Kitaev term.
In the first scenario, proposed by Lee et al [40, 41], the experimentally observed
counterrotating spiral was obtained in the dubbed J-K-Γ model using a classical ap-
proach and the soft-spin analysis. In the second scenario, proposed by Kimchi et al
[119, 123, 124], acheived within a minimal 1D model on an isolated zigzag chain. With
a help of Klein duality transformation mapping the counterrotating spiral to the co-
rotating spiral of the dual J1-J2 Hamiltonian [124], Kimchi et al also managed to iden-
tifiy some features in the dynamical structure factor that could be tested via polarized
and unpolarized inelastic neutron scattering or resonant inelastic x-ray scattering ex-
periments.
In this paper we study the magnetism of β-Li2IrO3 compound using J-K-Γ model
which is the common minimal model for Kitaev materials [40, 41]. Our ultimate goal
is to compute the spin dynamics in this compound without being restricted to a single
zigzag chain, since not all of the features of the experimentally observed ground state can
be captured within one-chain approach. This is, apparently, not an easy task. The com-
putation of spin dynamics is tricky even when all magnetic moments rotate uniformly,
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through the same Q-wavevector. It is, certainly, significantly more challenging when a
magnetic order consists of a collection of counterrotating incommensurate spirals. To
attack this problem, we search for the simplest commensurate state which has the same
irreducible representation, similar periodicity and bear the main feature of the exper-
imentally observed ground state, i.e., the counterrotation. Using the Luttinger-Tisza
approach [125, 126] and dynamical simulation based on the Landau-Lifshitz-Gilbert
equations[127, 128] we show that in the red region of our phase diagram (see Fig. 4.2),
the region of experimentally relevant parameters, the state we find has non-linear mod-
ulation with a periodicity-3 and consists of the majority and the minority spins. Our
state can not be described by a single Q but mimics well the experimentally observed
counterrotation of even and odd sites belonging to each zigzag chain. Then, we take
advantage of the commensurability of this “period 3”-state and study the spin dynamics
of the J-K-Γ model using a semiclassical approach.
The chapter has the following structure. In sections 4.2 and 4.3, we review the details
of J-K-Γ model on the hyperhoneycomb lattice and discuss the classical phase diagram
of this model obtained from the Luttinger-Tisza approach. In section 4.4, we further
examine the region of the phase diagram representing incommensurate phase ICa using
a dynamical simulation based on the Landau-Lifshitz-Gilbert equations which allows
us to explore multiple-Q states. From the simulations, we found a “period 3”-state,
which we described using a notation of majority and minority spins. We study this
“period 3”-state in detail in section 4.4. Here we also perform the analysis of the
symmetry of this state and reveal that in terms of magnetic vectors it transforms as
(Aa, Cb, Fc) in agreement with experimental findings.[9] In section 4.5, we study the
spin dynamics of the “period 3”-state. The commensurability of the “period 3”-state
in enlarged magnetic unit cell composed of three orthorhombic unit cells along the a
axis allows us to study the spin dynamics of the J-K-Γ model on infinite lattice using
the semiclassical approach. We first calculated the linear spin wave spectrum, and then
computed the dynamical structure factor by diagonalizing the spin wave Hamiltonian.
The only difficulty which we encounter in our computation is the complicated band-
folding due to large unit cell. We give a brief discussion in section 4.6. Technical details
and derivations are relegated to section 4.7.
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4.2 J-K-Γ model on the Hyperhoneycomb Lattice
The hyperhoneycomb lattice of β−Li2IrO3 has a primitive unit cell with 4 Ir ions but is
more conveniently described by the orthorhombic unit cell containing 4 primitive cells
and thus 16 Ir ions (see Fig. 4.1). The Ir atoms form zigzag chains stacked along
the c-axis and directed alternatingly along a ± b-directions. For calculating the spin
structure, it is useful to define the “Kitaev” axes x = a+c√
2
, y = c−a√
2
, and z = −b, as
compared to the orthorhombic a, b, c axes. The effective moment of the Ir ions is about
1.7 µB,[9, 11, 12] which is very close to the expected value for the ideal pseudospins
Jeff = 1/2. Hereafter, we denote pseudospins simply as S.
While the edge-sharing IrO6 octrahedra and tri-coordinated lattice structure give
rise to the dominant Kitaev interaction, additional couplings among pseudospins are
allowed by symmetry and are not negligible. Thus, the realistic Hamiltonian has the
following general form [40, 116]:
H =
∑
〈ij〉∈α,β(γ)
(
J Si · Sj +K Sγj Sγj ± Γ(Sαi Sβj + Sβi Sαj )
)
, (4.1)
where J , K and Γ denote nearest neighbor Heisenberg, Kitaev, and symmetric anisotropic
interactions. In the above equation, the indices α, β, and γ running through x, y, and
z which label the spin component involved in the Kitaev (Ising) coupling on the cor-
responding bond. Symmetry arguments require that the Γ interaction has a different
sign on the x and y bonds, and the sign must also be flipped between “primed” and
“unprimed” bonds of the same type (see Fig. 4.1 for the conventions for primed and
unprimed bonds). We use the convention that the Γ term has “+” sign on x and y′
bonds and “-” sign on x′ and y bonds.
The full parameter space of the model (eq. 4.1) can be conveniently described by
the following parameterization:
J = sin r cosφ, K = sin r sinφ, Γ = − cos r, (4.2)
where φ∈ [0, 2pi) is and r∈ [0, pi2 ]. Here we only focus on the range of parameters which
are believed to be relevant for β−Li2IrO3, i.e., the ferromagnetic Kitaev interaction,
K < 0, and antiferromagnetic Heisenberg interaction, J > 0, which correspond to
φ∈ [3pi2 , pi]. The sign flips of Γ are explicitly taken into account in the model (eq. 4.1),
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so in the following we assume Γ < 0. Also, with this parametrization r = 0 corresponds
to the pure Γ model (J = K = 0) and r = pi/2 corresponds to the J-K model (Γ = 0).
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Figure 4.1: The lattice structure of β-Li2IrO3. The bonds are color coded according
to their Kitaev label: red, green and blue correspond to x, y and z bonds, respectively.
Dashed and solid red and green bonds denote x′ and y′ versus x and y bonds, respectively
.
4.3 Classical Phase Diagram from the Luttinger-Tisza Ap-
proach
We start by exploring the classical ground state of the model (eq. 4.1). It is convenient
to rewrite the Hamiltonian (eq. 4.1) in a more compact form,
H =
∑
〈ij〉
∑
α,β
∑
µ,ν
Sαi,µH
αβ
iµ,jνS
β
j,ν , (4.3)
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Figure 4.2: (Color online) Classical phase diagram of the J-K-Γ model on the hyperhon-
eycomb lattice based on the Luttinger-Tisza method. The colors on the contour plot rep-
resent the magnitude of the components h and k of the wavevector Q = hb1+kb2+ lb3
that minimizes the classical energy (4.5). There are three phases presented in the phase
diagram. The first phase (light blue) is the simple Q = (0, 0, 0) phase. The second
phase is the ICa-phase (mostly orange) is an incommensurate spiral with Q = (h, 0, 0)
running along the a orthorhombic axis. In a large portion of this phase inside the black
line, the magnitude of h is very close to 23 . The third phase (small bluish purple region)
is the ICb-phase, an incommensurate spiral with Q = (0, k, 0) running along running
along the b orthorhombic axis. Two points shown in the phase diagram are PK (r =
3pi
8
and φ = 25pi16 ) and PΓ (r =
pi
8 and φ =
97pi
64 ). The red line separates two qualitatively
different states inside ICa phase, which we discuss in section 4.4.
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where µ, ν = 1, 16 are the sublattice indeces. Defining
Sαi,µ =
∑
k
ei k·Ri Sαk,µ , (4.4)
where wavevectors k belong to the orthorhombic Brillouin zone (BZ), we get the classical
energy per site to be equal to
 =
1
Nuc
∑
k
∑
α,β
∑
µ,ν
Sαk,µH
αβ
µν (k)S
β
−k,ν . (4.5)
Here Nuc =
N
16 is the number of unit cells, N is the total number of sites, and each of
the Hµν(k) matrix is given by
Hµν(k) =

Hxxµν (k) H
xy
µν (k) Hxzµν(k)
Hxyµν (k) H
yy
µν(k) H
yz
µν(k)
Hxzµν(k) H
yz
µν(k) Hzzµν(k)
 . (4.6)
To find the classical minimum, we need to minimize the energy (eq. 4.5) under
the strong constraints, S2i,µ = S
2 ∀(i, µ). We will do this by applying the Luttinger-
Tisza (LT) method [125, 126], which amounts to replacing the strong constraints with a
weaker one,
∑
i,µ S
2
i,µ=NS
2, or, equivalently, by satisfying
∑
k,µ Sk,µ ·S−k,µ=S2. If we
can find a minimum under the weak constraint that also satisfies the strong constraints,
then the obtained solution is the true spin configuration which minimizes the classical
energy, and the problem is solved.
However, one needs to remember that, essentially, the LT method corresponds to
minimizing the classical energy over a restricted ansatz of the states characterized a
single Q-wavevector. It does not include inhomogeneous states characterized by non-
linear modulations of magnetic structure such as multiple-Q incommesurate spirals
[113] or higher dimensional generalizations such as, e.g., Z2 vortex crystals [114, 115]
or skyrmion lattices [129], which often appear in highly anisotropic models realized
in correlated systems with strong SOC [7, 104, 106]. The model (eq. 4.1) allows for
realization of both homogeneous and inhomogeneous states in the phase diagram, and
therefore we know a priori that the LT analysis will not be sufficient. However, as a
first step, it can give us some qualitative insights about possible classical states realized
in the classical phase diagram of eq. 4.1.
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After diagonalization of Eq. 4.3, we can rewrite the classical energy (Eq. 4.5) as
 =
1
Nuc
∑
k,η
λk,ηS
2, (4.7)
where λk,η is the η-th eigenvalue with η running from 1 to 48. For each k point we
search for a minimum eigenvalue from the 48 components of the λ-vector and then find
the minimum among all k points of the BZ, which we call λmin ≡ λQ. To construct
the ground state spin configuration, we express all the spins of the systems in terms of
eigenvectors of H(k) corresponding to the minimum eigenvalue λQ as
Si,µ =
48∑
κ=1
cQ,κVQ,κ, (4.8)
where VQ is a 48 entry column vector. The eigenvector VQ satisfies the soft constraint,
that is |VQ|2 = S2. If the eigenvectors’ entries satisfy the spin length constraint,
S2i,µ = (S
x
i,µ)
2 + (Syi,µ)
2 + (Szi,µ)
2 = S2 ∀(i), we say that the state found satisfies the hard
constraint.
The results of the classical analysis are presented in Fig. 4.2 which shows the
magnitude of the ordering wavevector Q as a function of r and φ ∈ [3pi2 , 2pi]. Our
findings are very similar to the ones reported in Ref. [40]. There are three distinct
phases corresponding to this set of parameters. The largest part of the phase diagram
(light blue) is the Q = (0, 0, 0) phase. The other two phases are incommensurate spirals,
ICa and ICb. We note that the LT method fails to satisfy the hard-constraint in most
of the phase diagram, and in particular in the entire regions of ICa and ICb phases.
ICa-phase (mostly orange) is an incommensurate spiral with Q = (h, 0, 0) running
along the a orthorhombic axis. The magnitude of h is very close to 23 for values φ close to
3pi
2 and does not strongly depend on r. Inside the region bounded by the black line, the
lowest LT energy is lower for the commensurate wavevector Q = (23 , 0, 0) than for other
nearby commensurate wave vectors such as (58 , 0, 0) or (
7
10 , 0, 0). The red line, those
origin we will discuss later, separates two qualitatively different states in this region.
One corresponds to the dominant Kitaev interaction and another to the dominant Γ-
interaction. Outside of the region enclosed by the black line, the magnitude of h slowly
decreases with increasing φ and reaches zero in the boundary with the Q = (0, 0, 0)
phase.
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The small bluish purple region, ICb-phase, is an incommensurate spiral with Q ≈
(0, k, 0) running along the b orthorhombic axis. The magnitude of k is found to be
close to 13 , but we are not interested in this phase since it doesn’t correspond to the
experimentally observed magnetic order.
4.4 Classical Ground State From the Relaxation Dynam-
ics Simulations
Another efficient approach to obtain the classical magnetic ground state is by using over-
damped dynamics simulations based on the Landau-Lifshitz-Gilbert (LLG) equations
[127, 128, 130, 131]. Since the LT solution obtained in the previous section already
provides a close approximation to the true ground state, such relaxation simulations
initiated from the LT state can potentially bring the system to the desired magnetic
order.
The LLG equation can be written in the following form:
∂Si,µ
∂t
= Si,µ × (hi,µ + αG
S
∂Si,µ
∂t
), (4.9)
where hi,µ is the effective exchange field and αG is a dimensionless damping parameter.
The components of the effective exchange field can be easily defined from Eq. 4.6 as
hαi,µ =
∂H
∂Sαi,µ
=
∑
j,ν
∑
β
Hαβiµ,jνS
β
j,ν , (4.10)
We integrate the LLG equation numerically by adopting the finite-difference method
introduced by Serpico et al [127]. The technical details of the numerical method can be
found in Refs. [127] and [131].
Here we present the results of the dynamics simulation for two characteristic points
of the incommensurate ICa state: the point PK at r =
3pi
8 and φ =
25pi
16 corresponding to
the dominant Kitaev interaction, and the point PΓ at r =
pi
8 and φ =
97pi
64 , corresponding
to the dominant Γ interaction. In our simulations we used a cluster of 240 × 2 × 2
orthorhombic unit cells for both PK and PΓ, with N=15360 spins. Periodic boundary
conditions were used in all simulations.
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Figure 4.3: (a) and (c): Solid lines correspond to the two values of the local energies,
Si ·hi, obtained at PK point and at PΓ points, respectively. Circles show the distribution
of the local energies along the odd (even) sites of a zigzag chain. (b) and (d) show the
distribution of the spin-spin correlation functions between the odd (even) spins of a
zigzag chain. All results are obtained from the non-linear LLG simulation initialized
from the commensurate Q = 23b1 state.
4.4.1 K-Dominant State
We first discuss our findings at the PK point. The LT wavevector that minimizes the
classical energy (4.7) is QK ' 0.675 b1. The corresponding eigenvalue is ELT(QK) '
−1.58845. Using the LT result, we construct the initial state for the non-linear LLG
simulations by requiring that all spins point along the directions determined by the
eigenvector VQK and have unit length. The energy per site in the spin configuration
resulting from this simulation is found to be equal to ELLG ' −1.577718 > ELT(QK).
The difference in energy is only 0.6 percent. However, this LLG-state does not seem
to be close enough to the true classical ground state since despite having most of the
local torques being very small, Si × hi ' 10−7, some of the local torques are an order
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of magnitude larger, and we see many different environments for the local fields and
torques.
In order to check whether there are any other close by local minima states, we per-
form another LLG simulation initialized from the commensurate Q = 23 b1 ≈ 0.667 b1
state. In this case, the LLG simulation gives the state with an energy per site equal to
ELLG = −1.578237, which is only slightly lower than the energy obtained in the LLG
simulation initiated from the LT state. However, this new LLG state finds the local
torques to be numerically small ( of order 10−7).
In Fig. 4.3(a) we plot the distribution of local energies, Si ·hi, in the state resulting
from the LLG simulation for all the sites of lattice. We see that local energies, instead of
being randomly distributed in the vicinity of the local minimum, take only two values
approximately equal to -1.499 and -1.737. This suggests that there are two different
local fields acting on the spins and, thus, two different kinds of sites. In Fig. 4.3 (b)
we plot the distribution of local energies on even sites of a single zigzag chain (either
xy- or x′y′-chains in Fig. 4.1). We see that the magnitude of the local fields alternates
between these two values: −1.499 for the “minority” spins (1/3 of total number of spins
on the half zigzag chain) and −1.533 for the “majority” spins (2/3 of total number of
spins on the half zigzag chain). We have checked that the same behavior is observed
along all 4 zigzag chains of the orthorhombic unit cell for both even and odd sites. In
Fig. 4.3(c) we plot the spin-spin correlation function between even (odd) spins along the
zigzag chain. Here, we also see that the spin-spin correlation function is non-uniform
and alternates between two different values with the same periodicity 3.
These findings clearly show that the state obtained in the LLG simulation has pe-
riodicity 3. Moreover, it is not a “simple” counter-rotating spiral described by +Q on
even and −Q on odd sites; for a counter-rotating spiral, the dot product of each pair
of spins on even (odd) sites should be equal to the same constant given by the pitch of
the spiral, and we do not have this.
Let us further analyze this “period 3”- state with “majority” and “minority” spins.
By inspection we find that if the spin on a site n has components Sn = [x1, y1, z1]
then the right and left second neighbors have components Sn+2 = [−y1,−x1, z1] and
Sn−2 = [−x2, x2,−z2], respectively. The spin components satisfy the following relations:
x1 6= x2, y1 6= y2, z1 6= z2 and |x2| = |y2|. All spins are given in the form S = [Sx, Sy, Sz],
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where x, y and z axes are shown in Fig.1. Notice that two “majority” spins of the
“period 3”- state have the same Sz component, i.e. Sn and Sn+2, and the spin belonging
to the “minority” spins is Sn−2. This can be seen in Fig. 4.4(a) where we also denoted
the “majority” spins as A and B, and the “minority” spins as C.
The spin structure of the magnetic unit cell is explicitly given in the technical details
at the end of the chapter (section 4.7, also see Fig. 4.8). The local field (Eq. 4.10) acting
on each spin can now be computed by using only five parameters, namely x1, y1, z1 for
the “majority” spins and x2, z2 for the “minority” spins. We find:
hmajn =
(
J (x1 − x2 + y1) +Kx1 + Γ (x1 + z2) , J (x1 + x2 + y1) +Kx2 + Γ (y1 + z1) ,
J (2z1 − z2) +Kz1 + Γ (x2 + y1)
)
hmajn+2 =
(
− J (x1 + x2 + y1)−Kx2 + Γ (y1 + z1) ,
−J (x1 − x2 + y1)−Kx1 − Γ (x1 + z2) , J (2z1 − z2) +Kz1 + Γ (x2 + y1)
)
hminn−2 =
(
J (x1 + x2 − y1)−Ky1 − Γ (x2 + z1) ,−J (x1 + x2 − y1) +Ky1 + Γ (x2 + z1) ,
J (2z1 − z2)−Kz2 − 2Γx1
)
(4.11)
We can solve Eq. 4.11 for x1, y1, z1, x2 and z2 by minimizing the energy per site,
Esite =
1
3
∑3
i=1 Si ·hi. We use this solution to explicitly compute the spin’s components
along the zigzag chain, which we plot in Fig. 4.4(a). Now the spin structure is completely
clear. In order to maximize energy gain due to the dominant ferromagnetic Kitaev
interaction, every third bond is ferromagnetic (highlighted in yellow in the bottom of
Fig. 4.4(a). We also note that since the components of any NN spins connected by
a z-bond are related as [x, y, z] → [y, x, z], both the Γ and the Kitaev interaction are
satisfied on all z-bonds.
4.4.2 Γ-Dominant State
The analysis at the PΓ (r = pi/8 and φ = 97pi/64) with dominant Γ interaction goes
along the same line. Again we found that the non-linear LLG simulations starting
from the initial incommensurate state determined by the LT method does not find the
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Figure 4.4: The modulation of Sx, Sy and Sz spin components along a single zigzag
chain computed at (a) PK and (b) PΓ points. Thin red and green lines are shown only as
guide to eyes. The bottom figures show the chain configuration with the white and gray
circles representing spins on the top and bottom halves of the zigzag chain, respectively.
The green and red lines denote the x and y bonds. While at the K-dominant state,
every third bond is ferromagnetic (shown as a filled oval), at the Γ-dominant state,
every third bond is antiferromagnetic (shown as an open oval).
magnetic configuration which is close to the true ground state. The local torques in the
obtained state are not uniform, and larger than those of the LLG simulation initialized
from the commensurate Q = 23 b1 state. Again, we find that when we initialize our
LLG simulation with the Q = 23 b1, we find a “period 3”- state. The local energies
and spin-spin correlation functions between the even(odd) sites on the zigzag chain
computed from this state are shown in Figs. 4.3 (d)-(f)). We see that, compared to the
K-dominant state, the local fields acting on the “minority” and the “majority” spin are
much closer; −2.193 and −2.230, respectively. Also, for the Γ-dominant state the local
fields acting on the majority spins are more negative, whereas for the K-dominant state
the local fields acting on the minority spins are more negative.
We find that in the Γ-dominant state all spins in the unit cell can be described by
only four parameters, x3, y3, z3, and x4 parameters (here, y4 = x4 and z4=0). However,
a close inspection shows that the relations between the spin’s components are different
from those of the K-dominant state. We find that if the spin of the zigzag chain on the
site n has components Sn = (x3,−y3, z3), then one of its NNN spin has components
68
Sn+2 = (−y3, x3,−z3), and another NNN spin has components Sn−2 = (−x4, x4, 0).
Similar to the K-dominant state, these spins correspond to G, F, and D respectively
(Fig. 4.4, see section 4.7 and Fig. 4.8 for additional details). This lead to the following
expressions of local fields acting on majority and minority spins:
hmajn =
(
− J(x3 − x4 + y3) +Kx4 + Γ(x3 + z3), J(x3 + x4 + y3) +Ky3 −Gy3,
Kz3 +G(x3 + x4)
)
hminn+2 =
(
J(x3 + x4 + y3) +Ky3 − Γy3,−J(x3 − x4 + y3) +Kx4 + Γ(x3 + z3),
−Kz3 − Γ(x3 + x4)
)
hmajn−2 =
(
− J(x3 + x4 − y3)−Ky3 − Γ(x4 + z3),
−J(x3 + x4 − y3)−Kx3 − Γ(x4 + z3), 0
)
(4.12)
The minimization of the energy with these local fields (eq. 4.12) gives a solution
shown in Fig. 4.4(b). We see that in the Γ-dominant state every third bond is antifer-
romagnetic with spins laying almost entirely either in the xz or in the yz plane with
spins pointing along the corresponding diagonals. This ordering maximize the energy
gain due to the dominant Γ interaction.
Finally, we would like to check what controls the angles between the “majority”
spins, θAB, and between the “majority” and the “minority” spins, θAC = θBC . In Fig.
4.5 we plot these angles along a single zigzag chain as a function of r representing the
strength of the Γ interaction for two different values of φ controlling the relative strength
of the Kitaev and Heisenberg interactions: (a) φ = 97pi64 and (b) φ =
25pi
16 . The angles
θAB and θAC = θBC are shown by red and blue lines, respectively.
We see that at small r & 0 corresponding to a dominant Γ-interaction and for both
values of φ all three angles, θAB and θAC = θBC , are almost equal to 120
◦ degrees.
The deviation from 120◦ degrees is particularly small for φ = 97pi64 and it only slightly
increases for the larger φ = 25pi16 . Thus, at this parameter range the magnetic ground
state can be very closely described by a collection of zigzags in which each half of the
chain is in almost a 120◦ coplanar spiral laying in the (1,-1,1) plane. Spins on the odd
and even sites rotates in opposite direction.
With increasing r (decreasing Γ), the deviation from this simple spiral state in-
creases. At the boundary to the K-dominant state all three angles, θAB, θAC and
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Figure 4.5: Red and blue solid lines correspondingly show the dependence on the
parameter r of the angles between “majority” spins and between the “majority” and
“minority” spins belonging to the same zigzag chain. (a) φ = 97pi64 ' 1.516, (b) φ = 25pi16 '
1.563. The discontinuity in the angles occurs at the point of phase transition between
the Γ-dominant and K-dominant states. This indicates a first-order phase transition.
The dashed black vertical line indicates when the system enters the ICb phase.
θBC , exhibit a discontinuous jump. This discontinuity indicates that the transition
between the Γ-dominant and K-dominant states is a first-order phase transition. In-
terestingly, the dependences of θAB(r) and θAC(r) are opposite in the Γ-dominant and
the K-dominant states. In the Γ-dominant state, while θAB is larger than 2pi/3 and
increasing, θAC is smaller than 2pi/3 and decreasing. The situation is reversed in the
K-dominant state. For large r, the system undergoes a first-order transitions into the
ICb phase; this point of this transition is shown by the vertical black dashed line. This
phase is discussed in Ref. [40].
4.4.3 Symmetry Analysis
In order to compare the obtained magnetic structure with the experimentally observed
magnetic order, we follow the symmetry analysis performed by Biffin et al [9]. A natural
way to describe the magnetic structure is through the language of the basis vectors which
contain symmetry-imposed relations between the Fourier components of the magnetic
structure between the various sites in the primitive unit cell. The details of the analysis
are given in section 4.7.
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For both the K- and the Γ-dominant states we found that non-zero Fourier compo-
nents of the magnetic structure are given by
M(2/3,0,0) = (iMaA, iMbC, McF ), (4.13)
which is the Γ4 irreducible representation, and
M(4/3,0,0) = (−iMaA, −iMbF, McC), (4.14)
which is the Γ3 irreducible representation. In Eqs. 4.13 and 4.14,
MTq = (Mq,1,Mq,2,Mq,3,Mq,4) is a four-component vector and Mq,n denote the Fourier
components of the magnetic moments at the four sites n = 1, ..4 in the primitive cell.
Ma, Mb, and Mc are the components of the sublattice magnetization along orthorhom-
bic a, b and c axes. If we normalize Mc = 1, we find that for the K-dominant state,
the ratios of the components computed at PK point for q = (2/3, 0, 0) is Ma : Mb :
Mc = 0.77 : 0.90 : 1 and for q = (4/3, 0, 0) is again Ma : Mb : Mc = 0.77 : 0.90 : 1.
For the the Γ-dominant state, the ratio of the components computed at PΓ point for
q = (2/3, 0, 0) is Ma : Mb : Mc = 0.59 : 0.82 : 1 and for q = (4/3, 0, 0) is again the same
Ma : Mb : Mc = 0.59 : 0.82 : 1.
Our result that M(2/3,0,0) follows the Γ4 representation is in line with Ref. [9], as
are the relative complex phases between the different components of Eq. 4.13 and the
relative amplitudes Ma < Mb < Mc. As Biffin et al. worked under the assumption of
a single Q state, they do not discuss M(4/3,0,0), but we note that our static structure
factor had the largest spectral weight from at Q = 23b1.
4.5 Spin Wave Excitations
As discussed in the previous section, the “period 3”- states cannot be modeled as a
single-Q spirals or even as a more complicated +Q/ − Q state if we consider the or-
thorhombic unit cell. However, our periodicity-3 state is commensurate if we use an
enlarged magnetic unit cell composed of three orthorhombic unit cells along the a1
axis. In this case, the magnetic unit cell contains 48 sites. The corresponding mag-
netic Brillouin zone together with the high-symmetry paths is shown in the inset of
Fig. 4.6(b). Enlarging the unit cell allows us to study the magnetic excitations in the
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periodicity-3 magnetic ground state by employing the semiclassical analysis. Here, we
confine ourselves to the linear spin-wave (LSW) consideration.
4.5.1 Linear Spin Wave Spectra
We start by aligning the local z˜i,µ-axis on each site along the direction of the ordered
moment, which can be done by a local transformation
Sai,µ = cos θi cosϕi,µ S
x˜
i,µ − sinϕi,µ, Sy˜i,µ + sin θi,µ cosϕi,µ S z˜i,µ,
Sbi,µ = cos θi,µ sinϕi,µ S
x˜
i,µ + cosϕi,µ S
y˜
i,µ + sin θi,µ sinϕi,µ S
z˜
i,µ,
Sci,µ = − sin θi,µ Sx˜i,µ + cos θi,µ, S z˜i,µ, (4.15)
or in a short notation Sαi,µ = Rαβ(θi,µ, ϕi,µ)Sβ˜i,µi. In the enlarged unit cell µ = 1, ...48.
Note that by the laboratory reference frame we assume the orthorhombic frame, so the
spin components are α = a, b, c.
Using the local spin basis, we perform usual Holstein-Primakoff expansion:
Sx˜i,µ =
√
S
2
(ai,µ + a
†
i,µ),
S y˜i,µ = −i
√
S
2
(ai,µ − a†i,µ), (4.16)
S z˜i,µ = S − a†i,µai,µ.
By the Fourier transform,
ai,µ =
√
1
Nm
∑
q
eiqRi (4.17)
where Nm is the number of magnetic unit cells and q is defined in the magnetic Brillouin
zone shown in Fig.6 (c), we get the quadratic Hamiltonian which in the matrix form
can be written as
H2 = E2 +
S
2
∑
q
x†qHqxq (4.18)
where the interaction matrix is given by
Hq =
(
Qq Rq
R∗−q Q∗−q
)
(4.19)
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Figure 4.6: The intensity plot of the dynamical structure factor computed at (a) PK and
(b)PΓ points. The LSW spectra are shown by white solid lines along the high-symmetry
paths. Only four lowest branches are shown. Inset of (b): the magnetic Brillouin zone
together and the high-symmetry paths.
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xq = (a1,q, ..., a48,q, a
†
1,−q, ..., a
†
48,−q)
T and E2 =
S
2
∑
q,i(−Qiiq + Ωiq), where Qiiq are
the diagonal components of Qq and Ωq is defined further down in Eq. 4.24.
To diagonalize the Hamiltonian (Eq. 4.18), we introduce the transformation
xq = Tqyq, (4.20)
where vector yq = (b1,q, ..., b48,q, b
†
1,−q, ..., b
†
48,−q)
T represents the vector of Bogoluibov
quasiparticles and Tq is the transformation matrix. In order to preserve the bosonic
commutation relations, Tq must satisfy T †q ηTq = η, where
η =
(
I 0
0 −I
)
. (4.21)
We construct the transformation matrix Tq numerically using the eigenvectors of the
matrix ηHq, and get
Tq =
(
Uq V
∗−q
Vq U
∗−q
)
. (4.22)
Using Eqs. 4.20 through 4.22, the Bogoliubov transformation can be written in a familiar
form:
aµ,q = Uµν,qbν,q + V
∗
µν,−qb
†
ν,−q (4.23)
a†µ,−q = U
∗
µν,−qb
†
ν,−q + Vµν,qbν,q.
After diagonalization we get
H2 =
S
2
∑
q
y†qΩqyq, (4.24)
where Ωq = T †qHqTq and is equal to
Ωq =
(
ωq 0
0 −ωq
)
, (4.25)
with ωq = diag[ω1,q, ω2,q, ..., ω48,q] being a diagonal 48× 48 matrix.
The LSW spectra computed at the PK and PΓ points are shown by white solid lines
in Fig. 4.6 (a) and (b), respectively. From the forty eight magnon branches, we only
show the lowest four. As expected, we find that LSW spectra are gapped. This is due
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Figure 4.7: The q = 0 low energy branches of the spin wave spectrum ωq=0 as a function
of the parameter r, for (a) φ = 97pi16 , (b) φ =
25pi
16 , and (c) φ =
13pi
8 . For small r the system
exists in the Γ-dominant state (purple). At some point r < pi4 , the system undergoes a
first-order phase transition to the K-dominant state (blue). The lowest branch of the
spectrum becomes gapless (∆ = 0) at this point. The discrepancy between the first-
order phase transistion and ∆ = 0 is discussed in section 4.7.3. For large r, the system
transitions into the ICb phase; the point where this happens is shown by black vertical
line.
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to the anisotropic K and Γ interactions in Eq. 4.1. In the enlarged magnetic BZ, the
lowest pseudo-Goldstone mode has a minimum, ∆, at the Γ = (0, 0, 0) point (we refer
to this point in the BZ as q = 0 below for convenience).
In Fig. 4.7(a)(b)(c) we plot the q = 0 low energy branches of the spin wave spectra,
ωq=0, as a function of the parameter r for three different values of φ: (a) φ =
97pi
64 , (b)
φ = 25pi16 , and (c) φ =
13pi
8 . For small r, the system exists in the Γ-dominant state, shown
in purple. At some point (r < pi4 ), the system undergoes a first-order phase transition
into the K-dominant state, shown in blue.
We can find the dependence on the gap parameter ∆ on r and φ from examining
the lowest branch of ωq=0 in each panel of Fig. 4.7. When ∆ = 0 (for example, at
r = 0), the spectrum is said to be “gapless”–it costs nothing to make excitations. When
r = 0, Γ = 1 and J = K = 0, the model is highly degenerate, and multiple branches are
gapless. The physics at this point of the phase diagram is discussed in reference [121],
and they find that the many gapless modes are an artifact of calculating spin waves
only to linear order. In the vicinity of r = 0, we would expect non-linear spin waves,
which we did not calculate here, to create a gap (∆ 6= 0).
In Fig. 4.7 (a)-(c), we also see that ∆ = 0 at the point of the first-order phase
transition between the Γ and K dominant states. We note that generically, the spin-
wave spectrum has a gap and is discontinuous at a first-order phase transistion. We
reconcile the gapless spectrum with the first order phase transition in section 4.7.3.
We find that at the point of transition, there exists an “accidental” SO(2) symmetry,
causing the softening of the spectrum. We expect that if we were to calculate non-linear
spin waves (similar to our work in chapter 2), the “accidental zero” would be lifted.
The spectrum would become gapped and discontinuous at the point of the first-order
phase transistion.
We note that there is a discontinuity in the higher branches of the LSW spectra at
the point of phase transition, also indicative of a first-order phase transition between the
two states. The discontinuity is larger for larger φ values (larger J). This is consistent
with the larger discontinuity in our angle data in Fig. 4.5(b) when compared to Fig.
4.5(a). We attribute the much smaller discontinuity in Fig. 4.5(a) to how near the PΓ
point is to the highly symmetric point φ = 3pi2 , r =
pi
4 , where J = 0, and K = Γ =
1√
2
.
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Finally, we note that as we continue to increase r, the system undergoes another first-
order phase transition to the ICb state; the point where this happens is shown by the
black vertical line.
4.5.2 Dynamical Spin-Spin Structure Factor
Next, we evaluate the diagonal components of the dynamical structure factor S(q, ω),
the quantity directly observed in the inelastic neutron scattering experiments. It is
convenient to express the dynamic structure factor using the laboratory reference frame
in which it takes the following form:
Sαβ(q, ω) =
∫
dt
2pi
eiωt〈Sα(q, t)Sβ(q, 0)〉. (4.26)
Using the fluctuation dissipation theorem, we get
Sαβ(q, ω) = − 1
pi
[1 + nB(ω)]Im[G
αβ(q, ω)], (4.27)
where nB is the Bose distribution function and G
αα(q, ω) is the retarded Green’s func-
tion
Gαβ(q, ω) =
∑
µ,µ′,ν
〈0|Sαµ′,q|ν〉〈ν|Sβµ,−q|0〉
ω − ων,q+i . (4.28)
At zero temperature, the structure factor reduces to Sαβ(q, ω) = − 1pi Im[Gαβ(q, ω)].
In order to compute the Green’s function (Eq. 4.28), we transform the spins com-
ponents to the local reference frame using Eq. 4.16 and get
Gαβ(q, ω) =
∑
µ,µ′,ν
Fαα˜µ′ F
βα˜
µ
〈0|Sα˜µ′,q|ν〉〈ν|Sβ˜µ,−q|0〉
ω − ων,q+i , (4.29)
where Fαα˜µ are some functions of the angles of local rotation θµ and ϕµ on the sublattice
µ. Note that the in the local frame, only the transverse terms Sx˜x˜, Sy˜y˜, Sx˜y˜, and S y˜x˜
contribute to lowest order. Other terms will contribute to the dynamical structure factor
only at higher orders which we ignore and in the following will be interested only with
the transverse dynamical structure factor.
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The matrix elements entering to Eq. 4.29 can be easily computed using Eq. 4.23:
〈0|Sx˜µ,q|ν〉 =
√
S
2
(Uµν,q + Vµν,q)
〈0|S y˜µ,q|ν〉 = −i
√
S
2
(Uµν,q − Vµν,q). (4.30)
Finally, we note that the scattering intensity ( or inelastic neutron scattering cross
section), as compared to the dynamic structure factor, requires an additional summation
over α and β: Thus, we compute intensity using the following expressions:
I(q, ω) ∝
∑
α,β
(δα,β − qαqβ
q2
)Sαβ(q, ω) (4.31)
where qα is the component of q pointing in the α direction. Thus, the inelastic scattering
is strongest when the scattering vector q is along the magnetic moments. In Fig. 4.6
(a) and (b) we present a plot of scattering intensity on top of the the LSW spectrum
computed at PK and PΓ points, respectively. The colors and the width indicate the
magnitude of the intensity after convolving the structure factor with a gaussian of finite
width to emulate finite experimental resolution.
4.6 Conclusion and Discussion
In this chapter, we examined the possible ground states of β-Li2IrO3. We found that
relaxing the hard spin constraint using the Luttinger-Tisza method did not give a ground
state with fixed length spins, but was suggestive of a ground state with a propagation
vector of Q ≈ 23b1. We employed a non-linear numerical method of solving the LLG
equation to find possible ground states with fixed spin length, and we found two possible
ground states in the region of interest of our parameter space, both ”period-3” states.
We characterized these states, and then used a Holstein-Primakoff transformation to
compute spin waves. We found the spectrum was gapped, except at special points such
as when Γ = 1, J ,K = 0, or at the point of phase transition between the K-dominant
state and the Γ-Dominant state. Finally, we computed the dynamic structure factor, in
order to help experimentalists test our predictions.
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4.7 Technical Details for Chapter 4
4.7.1 Structure of the Periodicity-3 State
We first consider the K-dominant state. The 48 spins of the magnetic unit cell can be
splitted into 6 groups using the A,B,C- notations and the symmetry operation connect-
ing each two chains, such as A = [x1, y1, z1], B = [−y1,−x1, z1], C = [−x2, x2,−z2],
A′ = [y1, x1, z1], B′ = [−x1,−y1, z1] and C′ = [x2,−x2,−z2]. Then we get
A : {18, 19, 26, 27, 38, 39, 46, 47}
A′ : {17, 20, 25, 28, 37, 40, 45, 48}
B : {3, 6, 11, 14, 23, 31, 34, 42}
B′ : {4, 5, 12, 13, 24, 32, 33, 41}
C : {2, 7, 10, 15, 22, 30, 35, 43}
C′ : {1, 8, 9, 16, 21, 29, 36, 44}
(4.32)
In the Γ-dominant state, the structure is similar but instead of 6 groups the spins
are spitted into 10 groups: G = [x3,−y3, z3], G′ = [−y3, x3, z3], F = [−y3, x3,−z3],
F′ = [x3,−y3,−z3], D = [−1,−1, 0]/
√
2, where the variables x3, y3 and z3 are positive.
We get the following distribution of 48 sites of the magnetic unit cell between the groups:
G : {18, 26, 38, 46}
−G : {7, 15, 35, 43}
G′ : {17, 25, 37, 45}
−G′ : {8, 16, 36, 44}
F : {2, 10, 22, 30}
−F : {3, 11, 23, 31}
F′ : {1, 9, 21, 29}
−F′ : {4, 12, 24, 32}
D : {5, 6, 13, 14, 33, 34, 41, 42}
−D : {19, 20, 27, 28, 39, 40, 47, 48}
(4.33)
4.7.2 Magnetic Symmetry Analysis
In this subsection we derive the irreducible representations and magnetic basis vectors
for out periodicity-3 magnetic structure.
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The primitive unit cell has 4 sites. In Fig. 1 we denote them as
r1 = (0, 0, 0)
r2 = (0, 0,
1
6
) (4.34)
r3 = (−1
4
,−1
4
,
1
4
)
r4 = (−1
4
,−1
4
,
5
12
),
where all distances are measured in terms of fractions of the orthorhombic lattice vectors
a, b, and c. The orthorhombic structural unit cell contains 4 primitive cells which can
be obtained from the primitive unit cell using translations with lattice vectors ρp given
by
ρ0 = (0, 0, 0)
ρ1 = (
−1
2
, 0,
1
2
)
ρ2 = (0,−
1
2
,
1
2
) (4.35)
ρ3 = (−
1
2
,−1
2
, 0).
Thus, the positions of Ir sites shown in Fig. 4.1, labeled r5-r8, r9-r12 and r13-r16 can be
obtained by adding, correspondingly, ρ1, ρ2, and ρ3 to sites r1 through r4. Generally,
the position of any site can now be labelled as
r = R + rα (4.36)
where α = 1, ...16 is the position of the site inside the orthorhombic unit cell and
R = m1a + m2b + m3c describes the position of the orthorhombic unit cell to which
this site belongs.
The magnetic unit cell describing a periodicity-3 state is characterized by lattice
vectors A = 3a, B = b, and C = c and has 48 sites. The Fourier components, Mq,n,
of the magnetic moments at the four sites n = 1, ..4 in the primitive cell can be now
written as
Mq,n =
∑
R
3∑
p=0
S(R,ρp, rn)e
iq·(R+ρp+rn) (4.37)
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Here we note that the site labeling in the Ref. [9] is different from our notations.
Namely, the primitive unit cell used in Ref. [9] contains the following 4 sites (we denote
notations from the Ref. [9] with a superscript c):
rc1 = (
1
8
,
1
8
, z)
rc2 = (
1
8
,
5
8
,
3
4
− z) (4.38)
rc3 = (
3
8
,
3
8
, 1− z)
rc4 = (
3
8
,
7
8
,
1
4
+ z),
where z = 1724 . Therefore, there is the following mapping between the notations of the
sites belonging to the primitive unit cell given in the Ref. [9] and our labeling of the
sites presented in Fig.1: rc1 → r4, rc2 → r11, rc3 → r1 and rc4 → r10. In order to effectively
compare the basic states describing our periodicity-3 magnetic orders to the ones used
in Ref. [9], we relabel the sites of our magnetic unit cell according to this mapping.
We find the following results. At q = (1/3, 0, 0) (working in (h,k,l) units), all
Mq,n = 0. At q = (2/3, 0, 0), we get
Mq,1 = (iMa, iMb,Mc)
Mq,2 = (−iMa, iMb,Mc) (4.39)
Mq,2 = (−iMa,−iMb,Mc)
Mq,4 = (iMa,−iMb,Mc)
At q = (4/3, 0, 0), we get
Mq,1 = (−iMa,−iMb,Mc)
Mq,2 = (iMa,−iMb,Mc) (4.40)
Mq,2 = (−iMa,−iMb,−Mc)
Mq,4 = (iMa,−iMb,−Mc)
Using the definition of the basis vectors as in Ref. [9]
F =

1
1
1
1
 , G =

1
−1
1
−1
 , C =

1
1
−1
−1
 , A =

1
−1
−1
1
 ,
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Figure 4.8: Geometry of the (top) K-dominant and (bottom) Γ-dominant state along a
single zigzag chain. The spins on each site are given by the letters A, B, C (K-dominant
state) or D, F, G (Γ-dominant state), with components given along the side panel.
we get
M(2/3,0,0) = (iMaA, iMbC,McF ), (4.41)
which is the Γ4 irreducible representation and
M(4/3,0,0) = (−iMaA,−iMbF,McC), (4.42)
which is the Γ3 irreducible representation.
4.7.3 Explanation of why ∆ = 0 along the Γ-K Phase Boundary
In this subsection, we explain the origin of how ∆ = 0 at the point of first-order
phase transition between the Γ and K dominant states in Fig. 4.7. At the point of
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phase transition, not only are the ground state energies per site of the two states equal
(EΓ = EK); but in addition, so are all linear combinations of the two states.
If we take the two states, shown in Fig. 4.8, we can create a linear combination by
defining the spin at each site, SiLC as a combination of SiK , the spin in the K-dominant
state at that site, and SiΓ , the spin in the Γ-dominant state at that site:
SiLC = cosαSiK + sinαSiΓ (4.43)
Furthermore, we can define the local field at each site in the same manner
hiLC = cosαhiK + sinαhiΓ (4.44)
and the energy of site i is ELCi = SiLC · hiLC . At first glance, we will have cross-terms
of the form cosα sinα(SiKhiΓ + SiΓhiK )
However, looking at the bottom panel of figure Fig. 4.8, we note that for every
spin SiΓ along the top half of the chain (white dots labeled D, G, or F), there is a
corresponding spin SjΓ (grey dots labeled -G, -D, or -F) along the bottom half of the
chain pointing in the opposite direction. That is, SjΓ = −SiΓ .
Furthermore, the local fields at site i and j are equal in magnitude and point opposite
in direction, hjΓ = −hiΓ . This can be seen in Fig. 4.8, if we look at the neighbors of any
site i (D, F, or G) and the corresponding site j (-D, -F, or -G), we note that neighboring
spins of j latter are equal in magnitude and point opposite in direction when compared
to the corresponding neighboring spins of i. Naturally, this leads to the relationship
hjΓ = −hiΓ .
If we look at the top panel of Fig. 4.8, we note that for every spin SiK along the top
half of the chain (white dots labeled A, B, or C), there is a corresponding spin along
the bottom half of the chain SjK (grey dots, also labeled A, B, or C) that points in the
same direction. That is, SjK = SiK . Similarly, we find hjK = hiK
Referring back to Eq. 4.43, for every spin at site i, SiLC = cosαSiK + sinαSiΓ on
the top half of the chain , we have the corresponding spin at site j
SjLC = cosα SiK − sinα SiΓ (4.45)
on the bottom half of the chain. The corresponding local field at site j is
hjLC = cosα hiK − sinα hiΓ (4.46)
83
We can use Eqs. 4.43, 4.44, 4.45, and 4.46 to calculate the sum:
SiLC · hiLC + SjLC · hjLC = 2(cos2 αSiK · hiK + sin2 αSiΓ · hiΓ) (4.47)
and we note that the cross terms have canceled in Eq. 4.47. This can be generalized if
we average the energy over all n sites. We find:
1
N
∑
n
SnLC · hnLC =
1
N
∑
n
(cos2 αSnK · hnK + sin2 αSnΓ · hnΓ) (4.48)
= cos2 αEk + sin
2 αEΓ
In the case where Ek = EΓ, Eq. 4.48 simplifies, and ELC = Ek = EΓ, regardless of
how we pick α. Thus, whenever the K and Γ dominant states are equal in energy,
there exists a continuous SO(2) symmetry defined by the parameter α, leading to the
gapless modes like we see in Fig. 4.7. We note this is an “accidental zero,” higher order
corrections should increase the gap ∆ to a finite value at this point.
Chapter 5
Conclusion and Discussion
In this dissertation I have shown how effective models can be employed to help our
understanding of strongly correlated electron systems with orbital degrees of freedom.
In this class of systems, emergent behavior such as superconductivity, orbital ordering,
or magnetism may arise. In this dissertation, I focus on working with effective models to
describe the magnetic properties of two particular compounds, Fe1+yTe and β-Li2IrO3.
In chapter 2, I begin by introducing Fe1+yTe, and I ask the question “What is the
magnetic ground state of the observed Q=(±pi2 , pi2 ) order?” I briefly review the two
candidates, the bicollinear and plaquette magnetic orders, both of which are consis-
tent with the experimentally observed order. Interestingly, the plaquette state cannot
be described by a single-Q state but instead requires a superposition of wavevectors
Q=(±pi2 ,±pi2 ), and for this reason it has often been neglected in the literature. In fact,
many possible magnetic ground states cannot be described by a single-Q wavevector,
and like the plaquette state, are often overlooked in theoretical studies. Throughout the
work presented in this dissertation I have been careful to allow for states with multiple-Q
wavevectors.
In order to compare the bicollinear and plaquette magnetic orders beyond the level
of the classical energy, I introduce one of the main techniques I employ throughout
the dissertation, the Holstein-Primakoff transformation. This technique can be used
to calculate the spin wave spectrum, which can be directly compared to the results of
inelastic neutron scattering. In chapter 2, I employ the Holstein-Primakoff technique to
calculate the magnon spectrum with 1/S corrections. I find that quantum fluctuations
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select the plaquette state over the bicollinear state.
Unfortunately, the model I utilized in chapter 2 could not account for the phase
transition the material underwent from a Q=(±pi2 , pi2 ) magnetic order to a spiral order
with Q=±(pi2 − δ, pi2 − δ) as excess iron y was increased. In chapter 3, I argued that
our previous model described adequately the exchanges between the localized spins for
small y; however, some electrons in Fe1+yTe remained itinerant due to orbital selective
localization, which we must also account for. As excess iron y is increased, it contributes
more electrons to the bands, increasing the chemical potential µ. In fact, we model in-
creasing excess iron as a form of charge doping. The itinerant electrons interact with the
local moments via Hund’s coupling, and this leads to a long range RKKY interaction
between the local moments which enhances or screens our various Heisenberg interac-
tions. We note that similar models have been employed to describe the magnatites,
whose effective couplings were also modified by charge doping.
Overall, we find that increasing y leads the RKKY interaction to enhance nearest
neighbor and reduce further neighbor Heisenberg interactions, driving the system into
the observed spiral order. Using our model, we are able to recreate the experimental
phase diagram, and we further predict that for very small y the system will be driven
into a stripe magnetic order. This framework, where localized moments live in a multi-
band correlated electron sea, will perhaps be useful in explaining the behaviors of other
iron chalcogenides.
In chapter 4, I work to find the ground state of a J-K-Γ model of β-Li2IrO3. I
begin by employing the Luttinger-Tisza method to find an approximate ground state.
I find that while the Luttinger-Tisza method gives an state with an incommensurate
propagation vector Q, in a large portion of the phase diagram Q varies slowly, with Q ≈
2
3B1. I use the results of the Luttinger-Tisza method as an input for a numerical non-
linear Landau-Lifshitz-Gilbert equation. This technique is very powerful at reducing to
zero the torque on each spin in a simulation, which guarantees the state found is a good
local minimum. I found that the multiple-Q “period-3” solutions of the Landau-Lifshitz-
Gilbert equation, which were commensurate in the enlarged magnetic Brillioun zone,
were both lower in energy and more stable than incommensurate single-Q solutions
found both in this work and by others. I found two different possible “period-3” ground
states in the phase diagram, one of which, the K-dominant state, has not been found
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by others. Furthermore, because the states two states I found are commensurate in the
enlarged Brillioun zone; I was able to find both the linear spin wave spectrum and the
dynamic structure factor, the first calculation of both for this system. As of yet, single
crystal inelastic neutron scattering has not been performed for β-Li2IrO3. I note that
once such data exists, it will be either directly confirm or refute my predictions.
In this dissertation, I show the power of effective models and the ease with which
they can be utilized. Throughout, I have been able to explain and fit many experimental
features with the models I have employed. However, I have also consistently gone a step
further, making predictions when possible. I note that although Fe1+yTe and β-Li2IrO3
are very different systems, some techniques, such as calculating and examining the spin
wave spectrum, have proven to be useful with both. However, more so than stick to
any one technique, it has been my goal perform research in the exciting area in between
microscopic theories and experimentally observed macroscopic properties through the
use of phenomenological models. By working with well-justified low-energy models,
employing multiple techniques towards the analysis of the model, connecting the results
of these techniques, and always focusing on the most relevant details, I shed light on
the behavior of Fe1+yTe and β-Li2IrO3.
It has been both challenging and rewarding to perform research on low-energy ef-
fective magnetic models of strongly correlated electron systems. The sub-field has has
many future challenges which can be generically divided into creating effective models
and testing the models’ accuracy. We are seeing closer and closer cooperation between
experimentalists and theorists, and also between different theorists using analytic and
numerical methods, which has and will continue to lead to the creation of more and
more phenomenological models. In fact, often several different groups propose multiple
non-equivalent phenomenological models, which is a sign that the field is thriving and
healthy. Thus, in the future, we will see increased demand for high quality research
which works to connect low-energy models with the experimentally observed macro-
scopic properties.
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Appendix A
Glossary and Acronyms
Care has been taken in this thesis to minimize the use of jargon and acronyms, but
this cannot always be achieved. This appendix defines jargon terms in a glossary, and
contains a table of acronyms and their meaning.
A.1 Glossary
the abundant energetic particles originating outside of the Earth’s atmosphere.
• Strongly Correlated Electron System – A system which cannot be mod-
elled with a single-particle description due to strong electron-electron repulsion.
atmosphere.
• Stripe Order – A magnetic order where neighboring sites in one direction align
ferromagnetically (forming “stripes”), and neighboring sites in the the perpendic-
ular direction align antiferromagnetically.
• Plaquette Order – sometimes abbreviated ODS (Orthogonal Double Stripe), a
magnetic order found in square lattice where four neighboring sites, forming a
square, align ferromagnetically, and these “plaquettes” then tile antiferromagnet-
ically.
• Bicollinear Order – sometimes abbreviated DDS (Diagonal Double Stripe), a
magnetic order found in square lattices where spins along ferromagnetically along
102
103
one of the diagonal directions, and two diagonals in a row align in this same
ferromagnetic pattern. These ferromagnetic stripes are then tiled antiferromag-
netically.
• Spiral Order – a magnetic order where neighboring spins rotate relative to each
other by a fixed ”pitch angle” θ.
• “Period 3” State – Two different magnetic orders we found modelling β-Li2IrO3
where, a particular spin configuration repeats itself when we translate by 3A1.
• Goldstone Mode – A branch of a spectrum that becomes gapless due to the
existence of a continuous symmetry.
• RKKY Interaction – The RudermanKittelKasuyaYosida (RKKY) interaction is
a long range interaction between local moments which occurs due to their mutual
interactions with itinerant electrons.
A.2 Acronyms
Table A.1: Acronyms
Acronym Meaning
FeSC Iron Based Superconductor
SOC Spin-Orbit Coupling
SDW Spin-Density Wave
FS Fermi Surface
BZ Brillioun Zone
RPA Random Phase Approximation
ARPES angle-resolved photoemission spectroscopy
IC incommensurate
LT Luttinger-Tisza
LLG Landau-Lifshitz-Gilbert equation
LSW Linear Spin Wave
