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1. INTRODUCTION 
In his paper [5], G. Higman defined a certain “geometry” and showed that 
its automorphism group was a simple group of order 44,352,OOO. The 
isomorphism between this group and the simple group of D. G. Higman and 
C. C. Sims [4] has been proved subsequently by C. C. Sims [13], J. H. Conway 
[I], and the author [14]. Here we shall study a generalization of Higman’s 
geometry and obtain a characterization of A, , an insoluble group of order 
1920 (which has A, as a composition factor), and the simple group of order 
44,352,OOO. 
The geometry of G. Higman consists of 176 points, and subsets of points 
called quadrics and tonics such that, if we use the notation of D. R. Hughes 
[8], the points and quadrics form a 2-design for (176, 50, 14) and the points 
and tonics a 2-design for (176,8,2). Th e t wo tonics containing any two given 
points are contained in precisely two quadrics, and so there is a natural one to 
one mapping from the unordered pairs of points to the unordered pairs of 
quadrics. Higman showed that this mapping is highly symmetrical although 
it is not induced from a one to one correspondence between the points and the 
quadrics. Here we shall study a generalization of that situation. In addition, 
there is a duality interchanging points and quadrics which preserves incidence, 
and each conic, which consists of eight points, lies in exactly eight quadrics. 
In his papers [2, 31 D. G. H’g 1 man partially classified rank three permutation 
groups of degree s2 + 1 and subdegrees 1, s, s(s - 1). These groups have a 
permutation representation of degree +s(s2 + 1) naturally associated with the 
rank three representation in the following way: Let A be the set of s2 + 1 
points permuted by such a group G. Let gA be the graph with vertex set d 
in which each vertex 01 E A is joined to the points in the orbit of G, on A of 
length s. G has a transitive permutation representation of degree &(s2 + 1) 
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on the edges of 9A , and we shall see how the automorphism groups of our 
combinatorial designs extend all but one of D. G. Higman’s groups to a 
doubly transitive group of degree &(s2 + 1) + 1. 
2. NOTATION 
Most of the notation which we shall use is standard. 
/ S 1 Cardinality of the set S. 
S@) The set of unordered pairs of elements of 5’. 
A . B The split extension of the group A by the group B. 
D, , Z, , V, Dihedral, cyclic, elementary abelian group of order n. 
-4, , S, Alternating, symmetric group on II letters. 
X(2,4), PZU(3, 52) The extension by a field automorphism of the 
projective special linear group SL(2,4), the projective special 
unitary group PSU(3, 5%). 
Z The simple group of G. Higman [5]. 
For a permutation group G we let G, be the stabilizer of the point OL and 
GB,o = Go n G, for /3 # a. If G is transitive, the rank of G is the number of 
orbits (including the trivial orbit) of G, . 
3. AN H(n, Y)-SYSTEM 
By a system Y we shall mean a triple (P, Q, 0) where P and Q are finite sets 
such that ] P / = 1 Q 1 and ~9 is a one to one map of Pf2) onto Q(“). Elements of 
P, points, will be denoted by lower case letters, and elements of Q, quadrics, 
by capital letters. We say that a point a belongs to a quadric A if there 
exists b E P, B EQ such that {a, b}B = {A, B}. Thus we can consider the 
quadrics as subsets of P. 
If 01 is any one to one map P -+ P, P + Q, or Q + Q we can define a natural 
extension 01t2): P(2) - Pc2), Pc2) - Q(“) or 8’“) + Q(“) respectively. 
DEFINITION. An automorphism of 9’ is a pair of mappings (a, /3) where 
ol: P - P, /3: Q ---f Q and 01 and /3 satisfy cJzV9 = O/V), i.e., for all a, b E P, if 
{a, b}O = (A, B), then {am, b~l}O = (A/3, BP}. 
DEFINITION. If PO C P, Q. C Q, and X is a one to one mapping X: P,, + Q. , 
we say that h coheres with 19 if h@) = 19 on PA'). i.e., if, for all a, b E P,, , 
(UX, bh) = {a, zJ>e. 
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Suppose ) P j = j Q j = n. We call a system Y and its automorphism 
group G an H(n, r)-system (9, G) if the following two conditions are satisfied. 
(The significance of the parameter Y will become apparent later.) 
I. For any PO C P, where j PO / > 2, every coherent map X: P, --f Qzo can 
be extended to a unique maximal coherent map h’: P,’ - go’, where j P,’ / = 
j (2”’ I and P,, C PO’, Q,, C Q,,‘. 
II. If a, h, c, d E P, A, B, C, D E Q and {a, b>e = {A, B}, {c, d}O = {C, D> 
then there exists (01, /3) E G such that aa = c, bol = d, A/3 = C, BP = D. 
We remark that condition II implies more than the double transitivity of G 
on the points and on the quadrics of Y. Viz if (a, b>e = (A, B} there exists 
(01,fi) E G such that U(Y = a, bol = b, and A/3 = B, BP = iz. Thus, for all 
a, b E P, A, B E Q, / G,,, 1 and / GA,B / are even. 
A coherent set is defined to be a subset of P on which a coherent map into Q 
can be defined. Our maximal coherent sets are the tonics of Higman’s 
geometry. For convenience we shall also call a subset of Q coherent when it is 
the image of a coherent map. 
Let a, b E P and {a, b}O = (A, B}. There are two coherent maps of 
PO =-: (a, b} into Q - the mappings a + A, b + B and a + B, b + A. Thus, 
by I, every unordered pair of points is contained in exactly two maximal 
coherent sets. Moreover, we have: 
LEMMA 3.1. (i) If A? is a coherent set with more than two elements, then the 
coherent map on A? is uniquely determined. 
(ii) Two maximal coherent sets intersect in at most two points. 
Proof. (i) Suppose J&’ = {a, 6, c,...> and h: &’ --f Q maps J8’ coherently 
into Q. It is sufficient to show that uX is uniquely determined. By the definition 
of a coherent map we have {a;\, bX) = (a, b}O and {uX, cX) = {a, c}f?. Thus aX 
belongs to (a, b}O n {a, c}0. Since b # c, and 8 is one to one, aX is uniquely 
defined. 
(ii) By I, this is a corollary of (i). 
By II, all the maximal coherent sets have the same number of elements. 
We let this number be Y. We shall investigate the relationship between the two 
parameters n and r of an H(n,r)-system (Lemma 3.4), and then we shall 
study two special types of H(n, r)-systems, Theorem 4.1 and Theorem 5.1. 
1f.M = {a1 , as ) us ,...I is a coherent set and A: ai --f A, maps & coherently 
into Q, then we write (u1u2u3 ...) e, (A1AzA3 . ..) and we have {ui , ai}B = 
{Ai , Aj] for i # j. 
An easy counting argument shows that there are 2n(n - l)/r(r - 1) 
maximal coherent sets and it is clear that the family of maximal coherent sets 
is invariant under G. 
178 MARGARET S. SMITH 
LEMMA 3.2. The points P and the quadrics Q form a 2-design for (n, k, h) 
for some k and /\. 
Proof. This follows immediately from the double transitivity of G on P 
and Q. We note the following two results on 2-designs. 
(3.2.1) h(n - 1) = k(k - 1). 
(3.2.2) If n is even, k - h is a square. 
DEFINITION. Two maximal coherent sets are said to be adjacent if they 
have two points in common. 
For a E P, let JJ, be the graph whose vertices are the maximal coherent sets 
containing a, and in which two vertices are joined by an edge if, and only if, 
they are adjacent. Each vertex is joined to r - I others, and Sz, has 
2(n - l)/(r - 1) vertices and n - 1 edges. 
LEMMA 3.3. There are no circuits of length 3 or 4 in LJ, (i.e., L&, has no 
triangles or quadrilaterals). 
Proof. Suppose we have the following maximal coherent sets: 
~1 = (ab,b, . . b,-,) cf (AB,B, . . B,-,) 
9 = (a&, . . cr-1) t+ WAC, . . Cr-,) 
Gf = (a&d, . . d,-J t--t VW4 . . Q-J 
2 = (adze2 . . e,d f-t @JW2 . . ET-A. 
In Q, ~2 is joined to g and %? and %? is joined to 9. 
Suppose that there was a triangle, say 9 joined to %?, and dz = c, . Then 99 
and % are the two maximal coherent sets containing {a, cs}. From 99 we see that 
(a, cs}B = {B, , C,} and so D, = B, , B, = Cs . It follows that (4 , bs}B = 
{B, , B,} = (B, , C’s} = {a, c,}B. This is a contradiction since 0 is an injection. 
Suppose that we had a quadrilateral, say 9? is joined to 9 and es = ca . 
Then, as above, E, = B, and D, = C, . Thus {d, , e,)B = {B, , E,} = 
{B, , Bl> = {b, , b,}B which is again a contradiction. 
LEMMA 3.4. n > r + $r(r - l)(r - 2). 
Proof. We obtain this inequality by counting the vertices in Q, . We 
display Sz, in tiers starting with any given vertex, say zJ, in tier 0. 
..) =d 
I;*-\ \ 
Tier 0 
Tier 1 
Tier 2 
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Q, has degree (Y - 1) and so there are (Y - 1) vertices in tier 1. By 
Lemma 3.3 no two vertices in tier 1 are joined, and each vertex in tier 2 is 
joined to just one vertex in tier 1. Thus there are (Y - l)(r - 2) vertices in 
tier 2-since each point of P\( a occurs in two vertices of Sz, we see that Qa ) 
has diameter at least 2. Thus 9, has 1 + (Y - 1) + (Y - l)(r - 2) = 
r2 - 2~ + 2 vertices in the first three tiers. However, the number of vertices 
in Q, is 2(n - I)/(Y - 1). Hence we have 
2(n - l)/(r - 1) 3 Y2 - 2r + 2. 
This simplifies to the required result. 
We note that we have not assumed that 52, is connected for 
LEMMA 3.4. If l&, consists of t di+int subgraphs, then 
n 3 t(r + +Y(Y - l)(r - 2)). 
The classification of H(n, r)-systems for all n and r seems to present many 
problems, but interesting results are obtained for the two special cases 
n = Y + +Y(Y - l)(r - 2), and Y = 3. We now consider these two situations 
separately. 
4. THE CASE II = Y + &Y(Y - l)(y - 2) 
We shall classify almost all the systems for which n = Y + ~$Y(Y - I)(Y - 2). 
THEOREM 4.1. Let (9, G) be an H(n, r)-system such that 
n = r + +Y(Y - l)(r - 2). 
Then one of the following holds: 
(i) Y = 3, n = 6, G s A, 
(ii) Y = 4, n = 16, G s V,, * S, 
(iii) r=&n=176,GsS 
(iv) Y = 58, n = 92,626. 
In cases (i), (ii), and (iii), the H(n, r)-system is unique up to isomorphism. 
Condition II on the automorphism group G of Y is not essential for 
obtaining Theorem 4.1. With only minor alternations to the proof the con- 
clusions remain valid when hypothesis II on G is replaced by the following two 
hypotheses on P’. 
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(II’) The points and quadrics form a 2-design. 
(II”) Every maximal coherent set contains the same number of elements. 
Proof. Equality in Lemma 3.4 means that fin, has diameter 2, and so, by 
Lemma 3.3, Q, is a Moore graph of type (r - 1,2). (For the definition of a 
Moore graph see [6]). These have been classified by Hoffman and Singleton 
[6], and we have r - 1 = 2, 3, 7 or 57, and hence n equals 6, 16, 176 or 
92, 626 respectively. As far as I know, it is still undecided whether the case 
Y - 1 = 57 can occur or not. From now on we shall assume that Y = 3,4 
or 8. In [6] it is shown that the Moore graph is unique up to isomorphism 
in each case. The results of D. G. Higman [2, 31 now show that the auto- 
morphism group of r;2, , considered purely as a graph, has a primitive 
representation of rank three on the vertices of Q, and we have: if 
(i) r = 3 Aut(SZ,) g D,, 
(ii) Y = 4 Aut(on,) s S, 
(iii) Y = 8 Aut(a,) G PZU(3, 52) 
G, is clearly a subgroup of Aut(G,). 
Let SJ be the graph in which the vertices are the maximal coherent sets and 
in which two vertices are joined by an edge if, and only if, they are adjacent. 
In each case we shall show that 9, determines fi uniquely, i.e., let (v, Y, 9) 
be any other system Y’. Let 01 E n, and let J& and SZn be the graphs corre- 
sponding to Qn, and Sz respectively for the system Y. In saying that Q, 
determines 9 uniquely we mean that any isomorphism Y: Q, - G2, can be 
extended uniquely to an isomorphism Y’: S -+ QT. From this result we obtain 
Aut (G,J C G, . 
Let K&Q be the graph whose vertices are the maximal coherent sets J%” C ,O 
for which there is a maximal coherent set & C P such that J%’ is a vertex in 
Sz, and J?“+ J&“. Let two vertices be joined in Q,Q if, and only if, the 
corresponding vertices in Q, are joined. The next result follows immediately 
from the definition of a coherent set. 
LEMMA 4.2. Two vertices in L?,Q are joined if, and only if, they are adjacent 
(i.e., they have two quadrics in common). 
LEMMA 4.3. In the notation ofLemma 3.3, k = r2 - 2r + 2, h = 2r - 2. 
Proof. k is the number of quadrics containing a and so is the number of 
quadrics occurring in fi,Q. Let the vertex in tier 0 of Sz, be {a, b, c,...} and 
suppose (abc . ..) t) (ABC . ..). It follows that A lies in all the maximal coherent 
sets in tier 1 of sZ,Q. Since G2, has no triangles Lemma 4.2 implies that the 
maximal coherent sets in tier I contain (r - l)(r - 2) quadrics different from 
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those in tier 0. i.e., k > Y + (r - l)(r - 2) = ~a - 2~ + 2. We shall prove 
that equality occurs in case (i). The proofs in the other two cases are similar. 
The equation A = 2~ - 2 follows immediately from (3.2.1). Case (i) r = 3, 
n = 6. With no loss of generality we can assume that P = {a, 6, c, d, e, f}, 
Q = {A, B, C, D, E, F} and Sz, and J2,Q are as follows: 
(abd) (ace) 
I I 
(BAD) (C-W 
(df 1 - (4) (Dk) -(EC.) 
To complete S2,Q we observe that (udf) t--) (DB .) and so D E {a, f}O. 
Similarly (uef) t) (EC .) and so E E {u, f 10. Thus (u, f >e = (D, E} and so the 
two vertices in tier 2 of sZ,Q are (DBE) and (ECD). Thus k = 5 = r2 - 2~ + 2, 
which is the required result. In the other two cases similarly, a maximal 
coherent set in tier 2 of GnaQ is determined by its adjacent vertices. 
We see from the method of proving Lemma 4.3 that we can determine the 
set of quadrics Q, and the mapping 0: Pc2) -+ Q(“) if we are given the arrange- 
ment of the points into the maximal coherent sets, i.e., if we are given P and 9. 
The quadrics are the distinct sets of points obtained by the following process: 
Let A?’ be a vertex in a and let x E A@‘. Then x belongs to Y - 1 vertices 
adjacent to A! in Sz. These r vertices containing x contain r + (Y - l)(r - 2) = k 
distinct points, and this set of points is a quadric. Since Sz has 
2n(n - I)/Y(Y - 1) vertices, each maximal coherent set has r points and each 
quadric has k points, we obtain in this way 2m(n - l)/kr(r - I), i.e., n 
quadrics, and so we have the set Q. 
We now show how to determine 8. Let x, y E P, and let A be a vertex of D 
containing x and y. Using the process described above we obtain two quadrics 
X and Y, where X, say, is obtained from x and Y from y. (If we had chosen 
the other vertex which contains both x and y then Y would have been obtained 
from x and X from y.) Then {x, y}e = {X, Y}, and so the statement is proved. 
LEMMA 4.4. Let x, y E P and {x, y}O = (X, Y}. The maximal coherent sets 
containing {x, y} con& of the points in X n Y, and the maximal coherent sets 
containing {X, Y} consist of the quudrics containing {x, yj. 
Proof. Suppose 
(xya, . . . a,-,)t,(XY . ..> 
(xyb, . . . b,-,)t,(YX . ..) 
. . . (1) 
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are the maximal coherent sets containing {x, y}. The points x, y and ai , bi for 
I < i < Y - 2 belong to both the quadrics X and Y. X and Y have only 
A = 2r - 2 points in common and so the first part of the lemma is proved. 
Also {x, y} is contained in just X quadrics and these are the ones occurring 
in (1). 
We shall now consider the three cases separately. 
Case (i). H(6, 3)-systems. Aut(SZ,) g D,, , iz = 5, X = 4. 
LEMMA 4.5. 1 G / = 60, and G= A,. 
Proof. ) G 1 = 6 / G, I, and so, since G, < D,, , 1 G / < 60. However, 
by the double transitivity of G on P and the remark following condition II, 
we see that 60 divides 1 G I, and so 1 G 1 = 60 and G, g D,, . A Sylow 
5-subgroup of G fixes only one point and so G has six Sylow 5-subgroups. 
Thus a Sylow 5-subgroup is self-centralizing, and hence G is simple. Thus 
Gg A,. 
The next two lemmas are stated without proof: 
LEMMA 4.6. l2 is uniquely determined from Q, , and is a Moore graph of 
type (3,2). 
LEMMA 4.7. All H(6, 3)-systems are isomorphic. 
Lemma 4.6 can be proved easily with frequent use of Lemma 4.4 (cf. 
Lemma 4.8 for the case r = 4). We shall prove the uniqueness of H(6,3), 
H(16, 4) and H(176, 8)-systems simultaneously in Lemma 4.25. 
Since K = n - 1, the system Y of an H(6,3)-system is degenerate in the 
following sense: We have a one to one correspondence between the points and 
the quadrics by associating each quadric with the point it does not contain. 
Such a correspondence does not occur in cases (ii) and (iii). 
The graph Q of the maximal coherent sets can be obtained by projecting 
the vertices of a dodecahedron onto the plane and identifying opposite 
vertices. There are then 6 pentagons which we call the points, and the maximal 
coherent sets are the sets of three points which intersect in a vertex. 
Case (ii). H(16,4)-systems, Aut(Q,) s S, , K = 10, h = 6. First we 
prove: 
LEMMA 4.8. !2 is uniquely determined from fin, . 
Proof. Let P = {a, b,..., p} and the quadrics which contain a be A, B, C, 
II,..., J. 
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Without loss of generality we can assume that Q, and .G’,O are: 
Each quadric contains ten points, and we can deduce from these two 
graphs that 
A = (a, b, c, 4 e,f, g, h, i,j> F=(a,b,e,f,g,i,m,n,o,P} 
B =(a,b,c,d,e,f,h,l,m,n) G =(a,c,f,g,h,j,l,m,n,o} 
C = (a, b, c, 4 g, h, k, m, 0, P> H = (0, c, e, g, h, i, k, 4 n, P> 
D ={a,b,c,d,i,i,z,n,o,p} I = {a, d,f, h, i,j, h, m, n, P> 
E = {a, 6, e,f, h,j, h, 1, 0, P> J = {a, 4 e, g, i,.i, 4 1, m, 4 
The choice of the vertex in tier 0 of Qn, is arbitrary, and so to prove the 
lemma it is sufficient to show that Qb is uniquely determined. We use 
Lemma 4.4. 
{b, +9 = (B, C) and B A C = {a, 6, c, d, k, ml 
(b,d}~ = (B, D> and B A D = {a, b, c, d, I, n> 
(6 4-0 = {A, E> and A n E = {a, 6, e, f, h, j> 
{b,f>@ = IA,Fl and AnF={a,b,e,f,g,i} 
Since we already know one of the maximal coherent sets containing each of 
{b, c], {b, d), {b, e> and (6, f >, we have the following part of 52,: 
(bacd) 
,b&/ ‘l (bckm) (bdln) 
6&g’) ,bk&, Cb,.(\.., (behj) I m n 
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To determine the four remaining vertices in 52, we note that {h, k}0 = 
{C, E} and C n E = {a, b, h, k, o, ~1. {a, h, k,p} is a maximal coherent set 
and hence so also is {b, h, k, o}. By considering {g, m}, (i, I} and (i, n} we 
obtain similarly the maximal coherent sets {b, g, m, p}, {b, i, 1, p} and {b, i, n, o} 
respectively. 
We have thus determined the vertices in Qb . If we join adjacent vertices we 
see that 52, is a Moore graph of type (3,2). This completes the proof of 
Lemma 4.8. 
LEMMA 4.9. G, g S, . 
Proof. G, < Aut(&). S’ mce 52 is uniquely determined by Q, , we have 
G, = Aut(Q,) z S, . 
LEMMA 4.10. Let K < G, be such that K s A, . K is transitive on 
p\w. 
Proof. K is a normal subgroup of G, and so, if K is not transitive on 
P\(u), K has orbits of equal length [ll, Prop. 4.4]-clearly three orbits of 
length 5. Thus, for b E P\(a), 
This is impossible, and so K is transitive on P\(a). 
LEMMA 4.11. G has (i) a subgroup H of index 2 which is doubly transatzve 
on P and (ii) a regular normal subgroup N which is the unique minimal normal 
subgroup of G. N is elementary abelian. 
Proof. Since 1 G 1 = 1920, G is not simple. Let M be a nontrivial proper 
normal subgroup of G. Since G is primitive, M is transitive on P and 
1 M : il#, 1 = 16. M, n G, Q G, and so Ma = 1 or MO = K. Hence 
j M j = 16 or 1 G : M 1 = 2. We show that both possibilities occur. 
[A) Suppose G has a normal subgroup M of order 16. Then G/M is 
isomorphic to S, , and so KM is a subgroup of G of index 2. By Lemma 4.10 
KM is doubly transitive on P. 
(B) Suppose G has a subgroup H of index 2. We have r-i, = K, and 
so His doubly transitive on P. By the same argument as above we see that H 
has a regular normal subgroup N of order 16. It is clear that N is elementary 
abelian and the unique minimal normal subgroup of H. Thus N is charac- 
teristic in H and so normal in G, and the result follows. 
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It follows at once that we have 
LEMMA 4.12. G = NG, , 
We note also the following result, which is proved as part of Lemma 4.25. 
LEMMA 4.13. All H( 16,4)-systems are isomorphic. 
The system Y could be written out in complete detail using the methods of 
Lemma 4.8. However, we now give an explicit construction of an H(16,4)- 
system in which the points are the elements of a vector space and the maximal 
coherent sets have a natural interpretation. This construction is due to 
Professor G. Higman. 
Let v be the set of elements of the vector space of dimension two over the 
field of four elements. Let a, b E “in, a # b and u = a + b. There are four 
vectorsvinrrsuchthatI:I = l.IfI:l = l,thenj&j = 1,andsowecan 
consider the four vectors associated in this way with u as vi , vs , u + vi , 
u + va , say. We define two 4-sets containing a and b to be {a, b, a + vr , 
b + vr} and {a, b, a + v, , b + ~3. The definition of a 4-set is independent 
of the choice of the pair of elements used for its definition. Every pair of 
elements of rr is contained in two 4-sets and so there are 40 such 4-sets in all. 
Let Qnn be the graph in which the vertices are all the 4-sets and two 4-sets 
are joined by an edge if, and only if, they have two elements of v in common. 
The details are too long to give here1 but there is a bijection f: P+ T such 
that Qf = Qn with the natural extension of the definition of E. Hence, using 
the construction described after Lemma 4.3, we can define a set !? of 16 
quadrics and a bijection 9): &a) -+ Y’(*) such that .Y’ = (x, !?‘, 9) is a system 
isomorphic to Y. 
The automorphism group of Y’ contains a subgroup rr+ isomorphic to the 
additive group of V. In Aut(Y’), + is normalized by a subgroup isomorphic 
to X(2,4) which stabilizes (0,O). Hence Aut(Y’) contains a subgroup of 
order 1920 which is a split extension of Vi, by Z’L(2, 4) (cf. Lemma 4.11 and 
4.12). 
Case (iii). H(176, 8)-systems. Aut(QJ z PZU(3, 5”); k = 50, h = 14. 
In order to prove that 52, determines 52 uniquely we need some notation. 
By a result of [6] all the Q, , x E P, are isomorphic. Let & be the vertex of 
Qn, occurring in tier 0. Let the vertices in tier 1 be vO, v, ,..., v, , and in 
tier 2 be vii where 0 .< i, j ,( 6, and vii is joined to vi for 1 ,( j < 6. For 
X, y E .d, let C(x, y) denote the points of P\d such that {x, y} u C(x, y) is a 
1 The details are in the author’s thesis, a copy of which is in the Radcliffe Science 
Library of the University of Oxford. 
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maximal coherent set. Also, for z E C(x, y) let C(X, z) be the set of points of 
P\C(x, y) such that (x, z} u C(x, z) is a maximal coherent set. 
LEMMA 4.14. For all u, v E ,QI, u # v, there exists a well-defined map 
(u, 4 of UzE~,rzu,v C(x, 4 onto Uzed,r+u,v C(x,4 such that (u, 4: C(x, 4 - 
C(x, v) and, if y E C(x, u), y(u, v) is the unique point z E: C(x, v) such that 
{u, y, z} is coherent. Also, if z = y(u, v), then y = z(w, u). 
Proof. Since all the Q, , x E ~2 are isomorphic, we can assume that 
x = a, vO = (auyy, . ..y5). v1 = (av *-.). 
By Lemma 3.3, there are no quadrilaterals in J2, , and so each vertex vii in 
tier 2 is joined to one vertex vkrn for each k # i. Thus there is a unique m such 
that the vertex v,,~ = (ay ...) is joined to the vertex vim . Let z( #a) E v1 n v,,, . 
z is uniquely defined and we let y(u, v) = z. Clearly also Z(V, u) = y. 
To prove the statement about quadrics we consider Q,o. Let w E P be such 
that {a, y, w} and (a, z, w} are coherent sets. 
Q” yw . ..y 
v. = (awl . . . ~3 jwzzl . ;;a,, = v1 
I 
voi = (ayw . . .) - ( azw . ..) (ax, . ..) A 
Tier 0 
Tier 1 
Tier 2 
Vlrn 
QaQ (ABC . . .) Tier 0 
/ \ 
(BAYY, . . . Y5) (CAZZ, . . . Z,) Tier 1 
I / \ 
vgj = (YBZ . . .) -(ZCY . ..) (ZiC . ..) Tier 2 
As in the proof of Lemma 4.3, we see that (a, w>e = (Y, Z], and hence that 
{z, w}8 = {C, Y}. Thus z E Y. Also z E A and so, since {u, y}e = {A, Y}, we 
have {u, y, z} is coherent by Lemma 4.4. 
Note that, since there are no triangles in Sz, , z is the unique point of 
C(a, 9) which belongs to the quadric Y. 
LEMMA 4.15. With the notation of Lemma 4.14, w E C(U, v) and 
w = y(a, v) = z(a, u). 
Proof. (u, er}B = {I?, C]. From vertex voi we see that w belongs to B and, 
from vim , that w belongs to C. Thus, by Lemma 4.4, {u, v, w} is coherent. 
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Since & and {u, ZI} u C(U, U) are the two maximal coherent sets containing 
(u, ZI} we have w E C(U, v). Since (a, y, w} is coherent (from vOj), Lemma 4.14 
shows that w = y(u, v). Similarly w = ~(a, u). 
LEMMA 4.16. For all r, s E si’, t E C(Y, s), 
C(r, t) = {t(r, x) 1 x E d, x # I, s}. 
Proof. Without loss of generality, we can assume that r = a, s = u, t = y. 
The result follows immediately from Lemmas 4.14 and 4.15. 
Lemma 4.16 shows that Q is determined once we know all the maps (u, v) 
for u, ZI E ~1, u # v. We no show how to define the maps (u, v) for u, v # a 
using only Q, , but for this we require some more notation. Let 
cd = {a, 6, bi 1 1 < i d 6) 
C(a, 6) = {cj I 1 < j < 6) 
C(a, bi) = {cij j cij = cj(b, 6i) for 1 < j < 6) 
for 1 < i < 6. Using Lemma 4.15 we see that, if we let dii = c~(u, 6J = 
cij(a, 6) then {a, cj , dii} and {a, cii , dji} are coherent sets, and dji E C(6, bi). 
Also if, for k > i, fijA = ~$(a, blz) = ~(6, , b,)(a, 6,) then {a, Cii ,f& and 
{a, c~,~(~,~) fijk} are coherent where c,,,(i,j) = cii(bi , b,), and fiik E C(6, , bk). 
We have 
P = (J (ci , cii , dij , fiik j 1 < i, j < 6, 2 < k < 6, and k > i>, 
C(6, bi) = {dj, j 1 <j < 6) for 1 < i < 6, 
C(6i , 6,) = (fin I 1 d i < 61 for 1 < i < k < 6. 
Let v,, = {a, 6) U C(U, b), vi = {a, bi} U C(a, bi), v,j = {a, cj} U C(a, cj) and 
vij = {a, Cij} u C(a, Cii). 
DEFINITION 4.17. We let 71~ be the following representation of P on & 
and the 175 edges of Sz, . 
Let avP = ,Q?. {a, x}, for all x # a, is contained in exactly two maximal 
coherent sets, and these are adjacent vertices in 52, . Thus we let X+ , for 
s # a, be the edge of IR, which joins the vertices containing x. 
LEMMA 4.18. Any automorphism of l2, is uniquely determined when the 
images of the vertices in tiers 0 and 1 are known-or, equivalently, the images of d 
and the edges incident with LX?. 
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Conversely, let y be any permutation of the vertices (~2, vi ) 0 < i < 6) such 
that &‘q~ = .d. Then v can be extended uniquely to an automorphism of Q2, . 
Proof. From [3], we have Aut(Q,) g P.ZU(3, 5a) and Stab(ceI) n 
Aut(Q,) s S, . Stab(&) acts fathfully on its orbit of length 7, and so the 
first part follows. 
The converse is immediate since Stab(&) acts as the full symmetric group 
on {vi 1 0 < i < 6). 
Let u, 4 E cd\{a). Using the representation of 4.17, the involution (uv), 
considered as an element of the symmetric group on ,aZ, induces a permutation 
of the vertices (&‘, vi 1 0 < i < 6) fixing -4. Thus, by Lemma 4.18, (UV) 
induces an automorphism of Q, . Using 4.17 we extend the domain of defini- 
tion of (uv) from .%I to P. 
We now prove 
LEMMA 4.19. Let u, v E &\(a}. For all x E P such that x(u, v) is defined 
(Lemma 4.14) x(uv) = x(u, v). 
Without loss of generality we let u = b, , z’ = b, . Lemma 4.19 is proved 
in two stages. Firstly we have 
LEMMA 4.20. For all x E C(a, b,), x(b,b,) = x(b, , b2). 
Proof. Let T be the automorphism group of the graph Q, , and S the 
subgroup of T fixing the vertex .d. Let n1T2, and riT, be the (permutation) 
characters of the representations of Ton the vertices and edges respectively of 
&I,. From [3], we have (q, , v,) = 3. Let th e principal characters of T and 
S be lr and 1, respectively. 
The number of orbits of S on the edges of Q, is (n, Is, 1 s). But, (.rr, Is, 1 s) = 
(n, , lsT) = (TP 7 TV) G (TZ’ 3 r,) = 3. However, S has at least three orbits on 
the edges: (i) the edges joining to a vertex in tier 1, (ii) the edges joining 
vertices in tiers 1 and 2, and (iii) the reentering edges joining vertices in tier 2. 
Thus S is transitive on the 126 edges of type (iii). The only permutation 
representation of S (isomorphic to S,) of degree 126 is its action by conjuga- 
tion on its Sylow 5-subgroups. Thus we see that (b,b,) has cycle pattern 
1s2s0. 
These 126 edges represent the thirty-six points dij and the ninety points 
fijk . We wish to show that the edges fixed by (b,b,) representfIis for 1 <i < 6, 
i.e., are the edges joining a vlk to a vam for some k and m. For this it is sufficient 
to show that d,,(b,b,) = d13 leads to a contradiction. An automorphism which 
fixes an edge either interchanges or fixes the two vertices joined by the edge. 
V o1 = {a, cl , 4, , 4, ,..., d16} and v31 = {a, cQ1 , d13 ..A3 ,...I are the two 
vertices joined by the edge d18 . (blb2) fi xes the vertices va and v3 and so cannot 
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interchange vu1 and vat. (6&J fixes vq , vj and v, and hence also vgr , vjI 
and v6r which are joined to v,,r , and ~~,~(a,~) , vs,s(a,r) , vs,a(a,r) which are 
joined to val . Thus (brb,) fixes six more reentering edges making the number 
it fixes at least seven-this is a contradiction. Thus (6,&J fixes the six edges 
fiti . 
The vertices vrj and v,,,(,,~) are joined by fijz and interchanged by (brb,). 
vlj =I iaT clj , djl t fljz t...( f&J and ~2.2~1~) = {a, cz,z(l,~) 7 4l,i),z y fm ,..a> and 
(brb,) permutes the c,, among themselves. Thus we have 
c&hi) = C2.2(1*~) = Cl@1 ) 62) 
This completes the proof of Lemma 4.20. 
To complete the proof of Lemma 4.19, it is sufficient to show the equality 
of (b1b2) and (b, , b,) on C(b, b,) = {dj, 1 1 <i < 6). We have 
~E~~bI 4.21. &#@~) = &.,,,),2 = &I@, > 62). 
Proof. By Lemma 4.20 and by definition 
%77@,~2) = C1n@1, 62) = C2,2(l,Wd 
(brb,) fixes a and b and so permutes the djk , 1 <i, K < 6, among themselves. 
C(a, elm) and C(a, ~,,a(,,,)) each contain only one djfG for any j, k and so we 
have 4,11(h~2) = 4(l,m),2 . 
By Lemma 4.14, d,,,(b, , 6,) is the unique point z of C(b, ba) = 
{dj2 1 1 -g j < 6) such that {br , drnl , a> is coherent. To complete the proof we 
show that {b, , d,,l, dz(l,,),z} is a coherent set. 
We consider the section of J12, in Fig. I, and the corresponding section of 
.R,Q in Fig. 2. Notice that, for all i,i, k (k > i), R(i,j) #i. (For if it did, there 
would be a triangle in Sz, .) 
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(NMM,M,. .I 
/I\ (MNNJ&,) .I (M,NN,, . 1 (“2NN2P~l,m)’ ,) 
/\ \ \ 
(N2,,,m,MN2.2~1.m, .) (N,M Nh ~)-(N,_M,NmN2.2(l,m). -)-(N2.2(,.m,M2N2~,,mN,~. -) 
. 1. I 
T 
"0,2Cl.d "0, 
Y " 
11" 2 xi I") 
FIGURE 2 
We show now that (b, , c,,, , d,, , dz(r,m) ,a> is a coherent set. From the graphs 
we have {cm , dmr>O = {M, Nr,}. Clearly b, E M n Nrm , dz(t,nL),z E M and IV,,, 
follows by consideration of the vertices v,, and v,,,(,,,) respectively. By 
Lemma 4.4, b, and dz(r~,),s both belong to a maximal coherent set containing 
c, and d,, . Since {a, c, , dwl ,..., dnlJ is coherent and 2( 1, m) # m, we obtain 
the required result. 
Lemma 4.19, together with Lemma 4.16 is fundamental in obtaining 
LEMMA 4.22. L?, is uniquely obtained from 52, . 
Proof. We let &be the vertex of Sz, in tier 0. We know already that 
C(b, u) = (cj ) 1 < j < 61, C(b, bi) = (dji ] 1 <j < 6} for 1 < i < 6. 
Thus we know the vertices in tier 1 of 9, . For the vertices in tier 2 we have, 
by Lemma 4.16. 
C(b, cj) = {cj(b, x) / x E sz?, x # a, b} = {cii 1 1 < i < 6) for 1 <j < 6, 
and 
C(b, dji) = (dji(b, x) / x E sY, x # b, bi). 
But cii = dj,(b, a) and so, by using Lemma 4.19, we have 
C(b, dji) = (c<j} u (dj<(bbk) I k # i> for 1 <i,j<6. 
Thus Q, is determined by Q, since Q;2, determines the maps (bb,). 
LEMMA 4.23. L? is uniquely determined by 52, . 
Proof. This follows from Lemma 4.22 since the choice of .d and b was 
arbitrary. 
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LEMMA 4.24. G, s PZU(3, Y), 1 G 1 = 44,352,OOO. 
Proof. G, < Aut(QJ s PZU(3, 52). By Lemma 4.23, G, = Aut(KZrn,). 
Since / G 1 = 176 j G, I, the order of G follows. 
To show that G is isomorphic to R we must prove that all H(176, 8)- 
systems are isomorphic. Indeed we have 
LEMMA 4.25. For each r E (3, 4, 8}, all H(n, r)-systems with 
n = Y + $Y(Y - l)(Y - 2) 
are isomorphic. 
Proof. We let 9” = (.rr, !P, v) be another system with / z j = ! Y 1 = n, 
and we shall show that 9” is isomorphic to 9’ = (P, Q, 0). 
Let CY E v and let the vertex in tier 0 of J& be &“. Let D be the graph for 
9’ corresponding to Sz for Y. As in the definition 4.17, we define vP to be the 
representation of P on ~2 and the edges of Sz, . We define rln similarly. 
By a result of Hoffman and Singleton [6], there exists an isomorphism 
V: !Z2, -+ sZ= . We define f: P -+ rr to be the map from P to rr such that the 
following diagram commutes: 
With the natural extension of the definition of 5 we see, by Lemma 4.23, 
that s25 = Qfl. 
The remarks following Lemma 4.3 showed that P and Sz determine Q and 0. 
Thus Q[ = !P, and if {x,y}8 = (X, Y}, {xf,y[}v = (X6, Ye}. Thus 
Y = (P, Q, 0) is isomorphic to Y’ = (rr, ??‘, 9)) and so clearly their auto- 
morphism groups are isomorphic. This completes the proof of Lemma 4.25 
and of Theorem 4.1. 
Notes. (a) In cases (ii) and (iii) D has circuits of length 4 and so is not a 
Moore graph. 
(b) The setwise stabilizer of a maximal coherent set is the symmetric 
group on r letters in cases (i) and (iii) whereas in case (ii) it is the direct 
product of a group of order 2 and the symmetric group on 4 letters. 
(c) We recall that in our hypotheses we made no assumption about 
a duality between P and Q. The duality defined by Higman in [5] depended 
on his chosen conic B. Similar dualities exist in cases (i) and (ii) and in fact, 
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there are at least 2n(n - l)/r(r - 1) distinct dualities between P and Q which 
preserve point-quadric incidence. 
To close this section, we remark that for a E P, the points of P\(a) are in 
one to one correspondence with the edges of 52, (Definition 4.17) and so the 
group G of our H(n, r)-system extends the representation of Aut(Q,), 
isomorphic to D,, , S, , PJZJ(3, 57, on the edges of Qn, to a doubly transitive 
representation of degree 6, 16 and 176 respectively. A, and PSU(3, 57 are 
also transitive on the edges of the relevant Qa’s. Lemma 4.11 shows that this 
representation of As can be extended to a doubly transitive representation of 
degree 16. Since 2 is simple, however, no such extension of PSU(3, 52) 
exists. 
5. THE CASE Y = 3 
As in Section 4 we let Q be the graph in which the vertices are the maximal 
coherent sets of P, and in which two vertices are joined by an edge if, and 
only if, they are adjacent. The principal result of this section is: 
THEOREM 5.1. If (9, G) is an H(n, 3)-system such that J2 is connected, 
then n = 6 (and G= A,). 
The proof of this theorem requires several lemmas. First we have the 
(well-known) lemma: 
LEMMA 5.2 (e.g. cf. (12) Proposition 1.27). Let K be a doubly transitive 
permutationgroup on a set P. Let a, b E P, a # 6. Let B = K, , H = K, n Kb . 
Let w be an involution interchanging a and b. Let k, b and s be the numbers of 
involutions in K, B and Hw respectively. Then k = b + s(l P / - 1). 
LEMMA 5.3. ~ G, n G, / = 2 for any a, b E P, and j G 1 = 2n(n - 1). 
Proof. Suppose that we have the following maximal coherent sets: 
(abc) c--f (ABC) and (abd) tt (BAD) 
and (h, p) E G is such that ah = a, bh = b, Ap = A, BP = B. Then 
(abch)tt (ABCp). By hypothesis I, we have CX = c, and Cp = C. It follows 
also that dX = d. Q involves every point of P and so, since Sz is connected, 
we have (X, CL) = (1, 1). 
If (01, /3) E G, n Gb , and {a, b>O = {A, B}, p either fixes A and B or 
interchanges them and so / G, n G, 1 = 2. Since G is doubly transitive on P, 
1 G / = 2n(n - 1). 
Ito [7] has determined all doubly transitive permutation groups of degree n 
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and order 2n(n - 1) which have no regular normal subgroup. However we 
do not require this result as the next two lemmas reduce our situation to the 
more general one studied earlier by R. Ree [12]. 
LEMMA 5.4. Every involution in Gjixes at least tmo points of P, and of Q. 
Proof. Let (01, p) E G be an involution, and let a, b E P be interchanged 
by ty. If {a, 610 = {rZ, B], we have either: 
(i) A/3 = A, B/I = B. In this case, by Theorem 1 of [IO]-every 
element has the same cycle pattern on points as on blocks-it follows that c( 
fixes two points of P; or 
(ii) A/3 = B, B/3 = A. Let c, d be the two elements of P contained in 
maximal coherent sets containing a and b and suppose 
(abc) t+ (ABC) (ABD) t+ (BAD). 
Then (bacon) t) (BACB) and so, by I, COI = c, C/? = C. Similarly &X = d, 
D/!I = D, and the result follows. 
LEMMA 5.5. All the involutions in G are conjugate. 
Proof. If a, b E P, a # b, then 1 G, n Gb 1 = 2, and the result follows 
from Lemma 5.4 since G is doubly transitive. 
Let every involution in G fix q + 1 points where q 3 1. 
LEMMA 5.6. n = 2q2 + 3q + 1. 
Proof. Every involution in G is determined by any two of the points it 
fixes and so we have that the number of involutions in G is n(n - l)/q(q + 1) 
and in G, , a E P, is (n - 1)/q. In the notation of Lemma 5.2, s - 2 and 
1 P j = n. By substituting we obtain n = 2qz + 39 + 1. 
LEMMA~.~. (i)Ifq=l,n=6andG~AA,. 
(ii) If q 3 1, q = 3, n = 28 and G g Aut(SL(2, 8)). 
Proof. (i) If q = I, Lemma 5.6 shows that n = 6, and so by Case (i) of 
Theorem 4.1 we have G E A, . 
(ii) If q 3 2, we have the situation discussed by Ree in his paper [12]. By 
Theorems 8.7 and 3.12 we obtain q = 3, n = 28 and G z Aut(SL(2, 8)). 
The remainder of the proof of Theorem 5.1 is the elimination of case (ii) of 
Lemma 5.7. This is largely computational and only a brief outline is given 
here. By the numerical restrictions (3.2.1) and (3.2.2) on a 2-design, we see 
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that every quadric contains 27 points, and so each quadric and each point may 
be identified with the normalizer of a Sylow 3-subgroup of G. However, such 
an identification is incompatible with the required properties of an H(28, 3)- 
system and so this case cannot occur. 
It would be appropriate at this stage to comment on the assumption that 52 
is connected. By hypothesis II, D, consists of t disjoint m-gons where 
tm = n - I. If t = 1 it is clear that is connected. (The case t = 1 can also be 
deduced from a result of Holyoke [7].) H owever I believe that the assumption 
on 12 is also true if m 3 6 and t > 1. It can be shown that, if (ux+J - 
(ux2xa) - ... - (ux,x,) is one m-gon in Q, , then the element zi E P such 
that (xixi+& is coherent does not belong to the set 4 = {a, x1 ,..., x,,,}. Thus 
the pointwise stabilizer of (a+~,) fixes points of P\A and indeed, fixes all the 
points of the m-gons of sZs6 containing (xixi+& and (x~x~-~,Q_,). I expect, 
therefore, that the stabilizer of a maximal coherent set is the identity, and so 
we still have Lemma 5.3, and the rest of the proof of Theorem 5.1 follows. 
This is sufficient to eliminate the case t = 2. 
If m = 5 (by Lemma 3.3, m > 5), and t > 1, then Q is not connected. We 
state the following lemma without proof. 
LEMMA 5.8. Let QO consist oft disjoint 5-gons. Then 12 consists of n(n - 1)/30, 
i.e., t(5t + I)/6 disjoint Mooregraphs oftrpe (3,2). 
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