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Resumen
La Computacio´n de Altas Prestaciones medi-
ante clusters de computadoras basados en work-
station y redes, posibilito´ la construccio´n y uso
de computadoras paralelas. Su principal obje-
tivo es el aumento de prestaciones, utilizan-
do el potencial ofrecido por un gran nu´mero
de procesadores. La construccio´n de un clus-
ter tiene tres retos: Alto Rendimiento, Alta
Disponibilidad y Alta Productividad. Respec-
to a la Alta Disponibilidad se debe considerar
la probabilidad de fallos o desconexio´n de no-
dos por lo que se debe reducir el tiempo medio
entre fallos. Para ello es necesario definir la
configuracio´n adecuada de tolerancia a fallos
para diferentes tipos de aplicaciones, teniendo
en cuenta los requerimientos de rendimiento y
prestaciones del usuario. Para definir y validar
un modelo gene´rico de aplicacio´n-prestacio´n-
tolerancia a fallos es necesario realizar medi-
ciones en un cluster. La realizacio´n de estas
mediciones, considerando diferentes configura-
ciones de cluster, tipos de aplicaciones y la tol-
erancia a fallos, resulta compleja. Por ello, en
este proyecto se pretende desarrollar un sim-
ulador para la arquitectura tolerante a fallos
RADIC. El entorno sobre en cual se desarrol-
lara´ el simulador sera´ OMNeT++ junto con el
framework INET.
Palabras clave: Computacio´n de Altas Presta-
ciones, HPC, Alta Disponibilidad, Tolerancia a
Fallos, RADIC, OMNeT++.
Contexto
La lı´nea actual de investigacio´n esta´ inser-
ta en el proyecto Sistemas de Co´mputo de
Altas Prestaciones con Alta Disponibilidad:
Evaluacio´n de la Performance en Diferentes
Configuraciones . En este proyecto trabajan,
adema´s de los autores de este artı´culo, San-
dra Me´ndez y Rodrigo Cachambe. El proyec-
to esta´ acreditado y financiado por la Sec-
retaria de Ciencia y Te´cnica y Estudios Re-
gionales de la Universidad Nacional de Jujuy
(SECTER-UNJu) y se inserta en el programa
de incentivos al docente-investigador bajo el
co´digo 08-D0093. El proyecto esta´ asesorado
por los doctores Emilio Luque Fado´n y Do-
lores Isabel Rexachs del Rosario, pertenecientes
a la Escuela Te´cnica Superior de Ingenierı´a,
Dpto. Arquitectura de Computadoras y Sis-
temas Operativos de la Universidad Auto´noma
de Barcelona.
1. Introduccio´n
La llegada de la Computacio´n de Altas
Prestaciones (HPC - High Performance Com-
puting) a trave´s de clusters de computadores
basados en workstation (WS) y redes conven-
cionales (local o remota) o COTS (Commodity
Off The Shelf ), ha posibilitado que muchas in-
stituciones y organizaciones vean viable la con-
struccio´n y el uso de computadores paralelos.
Los sistemas de Co´mputo de Altas Prestaciones
se utilizan para desarrollar software en una gran
variedad de dominios, incluyendo fı´sica nucle-
ar, simulacio´n de accidentes, procesamiento de
datos de sate´lites, dina´mica de fluidos, mode-
lado del clima, bioinforma´tica y modelado fi-
nanciero. El sitio web TOP500 1 lista los 500
mejores sistemas de co´mputo de altas presta-
ciones. La diversidad de organizaciones cientı´fi-
cas, gubernamentales y comerciales presentes
en esta lista ilustra el creciente predominio e im-
pacto de las aplicaciones de HPC en la sociedad
moderna [1]. En estas arquitecturas paralelas el
objetivo principal es el aumento de la capacidad
de procesamiento, utilizando el potencial ofre-
cido por un gran nu´mero de procesadores (alto
aumento del speedup y alta disponibilidad) [2].
La construccio´n de un cluster tiene tres retos:
Alto Rendimiento (High Performance: HP), Al-
ta Disponibilidad (High Availability: HA) y Al-
ta Productividad (High Throughput: HT) [3]
[4]. Manejar eficientemente un nu´mero eleva-
do de computadores en ambientes heteroge´neos
1http://www.top500.org
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(heterogeneidad de nodos de co´mputo, de redes,
etc.) no es trivial, por ello requiere un cuidadoso
disen˜o de la arquitectura y su funcionalidad.
Esta arquitectura debe garantizar que se real-
ice la ejecucio´n eficiente de una aplicacio´n par-
alela cuando se utiliza un entorno con un eleva-
do nu´mero de nodos, durante un largo perı´odo
de tiempo. Por otro lado, es necesario con-
siderar que la probabilidad de fallo aumenta,
y puede llegar a ocurrir que el fallo ocasione
la pe´rdida total del trabajo realizado. Un clus-
ter de HA intenta mantener en todo momento
la prestacio´n de servicios encubriendo los fal-
los que se puedan producir. Por lo tanto para
proveer HA es necesario utilizar te´cnicas de
tolerancia a fallos [5] que permitan garantizar
(confiabilidad o garantı´a de servicio) Fiabilidad
(Reliability), Disponibilidad (Availability) y Fa-
cilidad de Mantenimiento (Serviceability) del
sistema. Para evitar la interrupcio´n en el sum-
inistro del servicio, debido a algu´n fallo en sus
componentes, los fallos deben ser detectados lo
ma´s ra´pidamente posible (latencia del fallo). El
nodo en que ha ocurrido el fallo debe ser iden-
tificado a trave´s de un diagno´stico apropiado y
finalmente reparado o aislado a trave´s de la re-
configuracio´n del sistema. Esta reconfiguracio´n
vuelve a asignar las tareas y selecciona caminos
alternativos de comunicacio´n entre los nodos.
Los fallos en clusters pueden ser causados por
problemas en el hardware, sistema operativo
(OS), aplicaciones, o por el propio software de
tolerancia a fallos [6]. Evidentemente es nece-
sario utilizar alguna te´cnica o mecanismo que
proteja al sistema, esto se lleva a cabo mediante
la prevencio´n (generar redundancia), la detec-
cio´n (monitorizacio´n), el diagno´stico (latencia
del error), la recuperacio´n y la reconfiguracio´n
del sistema (retornar el sistema a condiciones
operativas razonables despue´s un fallo) como
un todo. Para lograr todo esto, la tolerancia a
fallos incluye las siguientes etapas:
Proteccio´n: redundancia.
Deteccio´n del error.
Estimacio´n de dan˜os: diagnosis.
Recuperacio´n del error: llevar al sistema
a un estado correcto, desde el que pue-
da seguir funcionando (tal vez con fun-
cionalidad parcial).
Tratamiento del fallo y continuacio´n del
servicio del sistema, consistencia glob-
al del sistema, reconfiguracio´n y enmas-
caramiento del fallo.
Debe mantenerse un equilibrio entre la laten-
cia y el overhead que introducen las te´cnicas
de tolerancia a fallos y considerar el impacto
del incremento del coste del sistema (desde
el punto de vista del usuario) y la reduccio´n
de prestaciones asociada a las actividades real-
izadas por el mecanismo de tolerancia a fallos.
Considerando estos aspectos, Duarte et al. han
propuesto y desarrollado RADIC (Redundant
Array of Distributed Independent Fault Toler-
ance Controllers) [7]. RADIC [8] es una ar-
quitectura tolerante a fallos escalable, flexi-
ble, transparente y descentralizada para sis-
temas de paso de mensajes, cuyo objetivo prin-
cipal es asegurar que una aplicacio´n paralela-
distribuida finalice correctamente au´n si ocur-
ren fallos en algunos nodos de la computado-
ra paralela. RADIC establece un modelo de ar-
quitectura que define la interaccio´n de la arqui-
tectura tolerante a fallos y la estructura de la
computadora paralela, implementando una capa
entre el nivel de paso de mensajes y la estruc-
tura de la computadora. Las fases de RADIC se
suceden concurrentemente con la ejecucio´n de
la aplicacio´n paralela y no interfiere en sus re-
sultados [8]. Actualmente, es cada vez ma´s fre-
cuente el uso de modelos de simulacio´n com-
putacional en HPC, ya sea como ayuda mod-
elado de prestaciones [9], como para explo-
rar arquitecturas o aplicaciones [10] [11] o co-
mo una herramienta de de prediccio´n de tra´fi-
co [12]. De igual modo, al realizar un simu-
lador de RADIC se podra´ disponer de una her-
ramienta para analizar las caracterı´sticas toler-
antes a fallos de RADIC tales como el nu´mero
ideal de nodos spare y su ubicacio´n ideal den-
tro del cluster, investigar si es posible alcan-
zar mejores resultados distribuyendo los nodos
spare de acuerdo con ciertos criterios (nivel de
degradacio´n aceptable, lı´mites de memoria de
un nodo, topologı´a de red), investigar acerca
de las posibles polı´ticas a usarse en las tareas
de reemplazo de nodo, etc. El proyecto origi-
nal en el que esta´ inserta la presente lı´nea de
investigacio´n, Sistemas de Co´mputo de Altas
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Prestaciones con Alta Disponibilidad: Evalu-
acio´n de la Performance en Diferentes Con-
figuraciones , pretende:
1. Definir la configuracio´n adecuada de
tolerancia a fallos para diferentes tipos
de aplicaciones, teniendo en cuenta los
requerimientos de rendimiento y presta-
ciones del usuario.
2. Definir un modelo gene´rico de apli-
cacio´n-prestacio´n-tolerancia a fallos.
3. Validar experimentalmente el modelo
propuesto.
La metodologı´a de este proyecto consta de los
siguientes pasos:
Recopilacio´n, seleccio´n y ana´lisis de
la bibliografı´a existente sobre la teorı´a
general de tolerancia a fallos, analizan-
do las posibilidades de aplicacio´n en
el a´mbito de redes y para sistemas de
co´mputo de altas prestaciones.
Seleccio´n de un conjunto de aplica-
ciones que se ejecutara´n sin tolerancia
a fallos y con la arquitectura tolerante a
fallos RADIC para diferentes niveles de
proteccio´n e inyeccio´n de fallos.
Bu´squeda, evaluacio´n y seleccio´n de
un sistema de simulacio´n que permita
disen˜ar e implementar diferentes con-
figuraciones de computadoras paralelas
con diferentes nu´meros de nodos de
co´mputo y topologı´a de red, para la ex-
perimentacio´n.
Validacio´n de los resultados obtenidos.
En el contexto del tercer paso es que se instru-
menta el presente proyecto: Simulador de un
Cluster Tolerante a Fallos basado en OM-
NeT++ . OMNeT++ 2 es un entorno de desar-
rollo de simulacio´n modular de eventos discre-
tos de redes orientado a objetos, usado habitual-
mente para modelar el tra´fico de redes de teleco-
municaciones, protocolos, sistemas multiproce-
sadores y distribuidos, validacio´n de arqui-
tecturas hardware, evaluacio´n del rendimien-
to de sistemas software y, en general, mode-
lar cualquier sistema que pueda simularse con
eventos discretos. Con el objetivo de desarrol-
lar un simulador que permita experimentar con
2http://www.omnetpp.org/
diferentes configuraciones, tipos de aplicacio´n
y mecanismos de tolerancia a fallos, se ha es-
tudiado en profundidad el entorno de desarrol-
lo de OMNeT++, y actualmente se esta´n real-
izando pruebas para llevar a cabo la simulacio´n
de aplicaciones paralelas. El principal inconve-
niente de realizar pruebas simuladas es la exac-
titud de los resultados. Las simulaciones deben
obtener resultados que sean lo suficientemente
similares a aquellos obtenidos en un sistema re-
al. Obtener y asegurar esa precisio´n es el prob-
lema que debe ser resuelto cuando se disen˜an
nuevos entornos de simulacio´n [13]. Es por el-
los que con el fin de conseguir simulaciones
fieles a la realidad, las cargas del simulador
se generara´n a partir de trazas de aplicaciones
reales, obtenidas sobre un cluster sobre el que
se ha instalado la librerı´a de paso de mensajes
MPICH. Junto con MPICH viene una librerı´a
(MPI Parallel Environment - MPE) que permi-
tira´ generar los archivos de trazas de aplica-
ciones paralelas.
2. Lı´neas de Investigacio´n y Desarrollo
Las lı´neas de investigacio´n son:
Simulacio´n de un cluster usando el en-
torno de simulacio´n OMNeT++
Simulacio´n de RADIC usando el en-
torno de simulacio´n OMNeT++
3. Resultados Obtenidos/Esperados
Resultados obtenidos
Trazas de aplicaciones paralelas.
Resultados a obtener
Simulacio´n de un cluster tolerante a
fallos usando el entorno de simulacio´n
OMNeT++.
4. Formacio´n de Recursos Humanos
Equipo de trabajo de la lı´nea de I/D presenta-
da:
Directora: Nilda Pe´rez Otero
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Tesis de Posgrado y Tesinas de Grado, en curso
que se relacionan directamente con la lı´nea de
I/D presentada:
Tesis de maestrı´a en curso: 1
Tesinas en curso: 2
Tesis de Posgrado y Tesinas de Grado en curso,
que se relacionan directamente con la lı´nea de
I/D que involucra la presentada:
Doctorado en curso en la UAB: 1
Especializacio´n en UNLP: 1
Maestrı´a en la UNSL: 1
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