Abstract. Let Z(s) be the Selberg zeta-function associated with a compact Riemann surface. We obtain a bound Z(1/2 + it) exp(ct/ log t) which allows to improve error terms in asymptotic formulas related to the number of zeros of Z(s) derivative.
Introduction
Let s = σ + it be a complex variable. In this paper T always tends to plus infinity. The notations f (T ) = O(g(T )) and f (T ) g(T ) both mean that lim sup(|f (T )|/g(T )) is finite, here g(T ) > 0.
Let F be a fixed compact Riemann surface of genus g ≥ 2; the constants used below may depend on F . The surface F can be regarded as a quotient Γ\H, where Γ ⊂ PSL(2, R) is a strictly hyperbolic Fuchsian group and H is the upper half-plane of C. The Selberg zeta-function associated with F = Γ\H is defined by (see Hejhal [11] ). All the nontrivial zeros s j = 1/2 ± it j correspond to eigenvalues We prove the following theorem.
The Phragmen-Lindelöf convexity principle together with the functional equation gives the standard bound Z(σ + iT ) exp(cT ) valid in any right half-plane. In [1] we obtained that, for any ε > 0, Z(1/2 + iT ) ε exp(εT ).
We turn to the zeros of the derivative of Z(s). A zero of Z (s) is called nontrivial if it is non-real; nontrivial zeros are denoted as ρ = β + iγ. By Luo [7] and Minamide [9] we have that there is σ 0 > 1 such that all nontrivial zeros of Z (s) are located in the strip 1/2 ≤ σ < σ 0 . Let N 1 (T ) denote the number of nontrivial zeros (counted with multiplicities) of Z (s) with 0 < t ≤ T . Let N (P 00 ) = min P 0 {N (P 0 )}, m 0 = #{{P } : N (P ) = N (P 00 )}, and Λ(P 00 ) = log N (P 00 )
where {P } is a conjugacy class of a primitive element P . Theorem 1 yields the following error term in counting formulas for the derivative zeros.
Corollary 2. Let ε > 0. We have
Luo [7] proved Corollary 2 with the error term O(T ) and in [2] we obtained the error term o(T ). Randol [12] showed that the number of zeros (counted with multiplicities) of Z(s) with 0 < t ≤ T is
For results related to zeros of the derivative of other Selberg zeta-functions see Jorgenson and Smajlović [5] , Minamide [8] , [9] , [10] .
In the following section we prove Theorem 1 and Corollary 2.
Proof of Theorem 1 and Corollary 2
The proof of Theorem 1 follows ideas of the proof of Theorem 14.14 in Titchmarsh [13] . In Theorem 14.14 the bound ζ(1/2 + iT ) exp(c log T / log log T ) is obtained, where ζ(s) is the Riemann zeta-function. Let
where the integration is along the straight line segment joining the origin to s if s is not on the real line and if s is on the real line, and not one of the points ±1/2, ±3/2, ±5/2,. . . , we define Φ(s) by the requirement of continuity as s is approached from the upper half-plane. The dilogarithm function is the function defined by the power series
The analytic continuation of the dilogarithm is given by
The following lemma can be compared to Lemma 1 in [3] .
uniformly in σ. Here the principal branch of the logarithm is chosen.
Proof. Let, for t > 0,
By equality (Lewin [6, formulas (1.8) and (1.9)])
we have that lim s→0 P (s) = 0 = Φ(0). Then the first equality of the lemma follows by P (s) = Φ (s). The second equality is obvious. Lemma 3 is proved.
Let C be a contour consisting of the vertical segment from 3/2 to 3/2 + ix, plus the horizontal segment from 3/2 + ix to 1/2 + ix, where x > 0. If 1/2 + ix is not a zero of Z(s), define
Let N denote the number of zeros of Z(s) on the real segment −1/2 ≤ s ≤ 3/2. In the proof of Theorem 1 the following proposition will be useful.
Proposition 4. Let x > 0. There is a differentiable function r(x) such that
where r(x) xe −2πx , x → ∞. Moreover,
Proof. Let 1/2 + ix be not a zero of Z(s). We will follow Randol [12, with a = 3/2]. Randol uses the zero counting function N (x) which is equal to the number of zeros of Z(s) in the rectangle −1/2 ≤ σ ≤ 3/2, −x ≤ t ≤ x. Clearly
Define ξ(s) = Z 2 (s) exp(Φ(s−1/2)). Let C be the same contour as in the formula (5). Then Randol [12, p. 211, 212, with a = 3/2] showed that
By Lemma 3 and the equality (4) we get
This together with formulas (7) and (8) gives the expression (6) of Proposition 4, where
is a differentiable function. By definitions of N 0 (x) and of S(x), using continuity arguments we see that the equality (6) remains true also when 1/2 + ix is a zero of Z(s). From the equality (9) we also see that r(x) has a derivative for all x > 0. The first part of the proposition is proved.
We turn to r (T ). Using the definition of Φ(s) we get
Then the second part of Proposition 4 follows by differentiating the equality (9) . This finishes the proof.
Note that if 1/2 + iy is a zero of Z(s) then the definition of the function S(y) is different from the one in [12] , nevertheless the formula (10) remains true. The real part of the formula (10) can be written
In view of Proposition 4 we see that the function r(t) is decreasing and, for 0 < x < t/2,
We have that φ(T ) T log −2 T (see the end of the proof of Theorem 1 in Randol [12] ). Hence
uniformly for σ > 1/2, and so by continuity for σ = 1/2. Taking ξ = 1/ log t we obtain, that there is a constant c > 0 such that, for σ ≥ 1/2,
From the functional equation (3) and Lemma 3 we find that there is c > 0 such that, for σ ≤ 1/2,
This proves Theorem 1.
Proof of Corollary 2. We will need the upper bound for the derivative of Z(s). Cauchy formula gives
where C is any circle with the center at s. Choosing the circle of radius = 1/ log t, we see that
Thus by Theorem 1, for any σ 2 < 1/2, there is a constant c 1 > 0 such that
Corollary 2 will be derived from the following statement. If 0 < a < 1/2 and 2 < t 0 < 3, then
Next we prove the formula (13) . Let
Define arg X(s) by continuous variation starting at s = σ 0 with arg X(σ 0 ) = 0, then along the lines connecting σ 0 with σ 0 + it and σ 0 + it with σ + it, provided that the path does not cross a zero of X(s); if it does, we put arg X(s) = lim ε→+0 X(σ + it + ε).
We have (see Luo [7, formula (5) and below] or [2, proof of Proposition 8])
+ aT log N (P 00 ) + σ 0 a arg X(σ + iT )dσ + O (1) .
In [2] it was showed that (we use the same notations as in [2] )
If in the proof of the formula (14) (see the proof of Proposition 8 in [2] ) we use the bound (12) (instead of Lemma 7 in [2] ) and replace ε by 1/ log T , then we get a sharper bound
T / log 1/3 T.
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