The article aims to model the verbal and prosodic features of emotional expression in interviews to investigate the potential for synergy between scholarly fields that have the narrative as object of study. Using a digital collection of oral history interviews that contains narrative aspects addressing war and violence in Croatia, we analyzed emotional expression through the words spoken, and through the pitch, vocal effort, and pause duration in the speech signal. The findings were correlated with the linear structure of interviews as well as question type. Our analysis indicates that the weight of emotion words for the overall expressed emotion is stronger in later interview parts as well as after open questions and meaning questions. Similar patterns were found for pitch and pause duration, but not for vocal effort. Although the verbal expression of emotions was somewhat correlated to pause duration, the hypothesized correlation between the verbal and nonverbal features was not confirmed. The research also shows that the various expressive layers in the interviews as well as the relations between them are a suited basis for computational modeling that may help track emotional personal narratives in interview collections. Additional research is needed to further develop the framework for the automated analysis of verbal and nonverbal cues to automatically generate annotations to be used for exploring spoken word collections.
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Introduction
Over the past decades, a turn toward narrative has taken place in many fields in the humanities and social and behavioral sciences. Yet, the concept of 'narrative' bears different meanings in different fields, and the way stories are interpreted and analyzed differs between fields (Hyvärinen 2012) . As mentioned in Richards et al. (2009) , there are various types of narratives including e.g. novels, folktales, and news reports that may differ in the purpose, the role of the listener (who is addressed by the narrator), the medium (narratives told through written or spoken words), the meaning (moral or overall message), etc. In the literary studies, narratology has mostly focused on the underlying structure of narratives in terms of sequential narrative plots in novels, folktales, or fairy tales. In the social and behavioral sciences, much work has been devoted to the ways in which people construct meaning through stories about their own person. Here, narratives about the self are studied more from a pragmatic or functional perspective that focuses on what people do with stories in everyday life. For example, certain characteristics of stories, such as themes of agency and communion, or plot variants are studied in relation to their consequences in terms of personal meaning or mental health . Narratives about events that people themselves experienced and witnessed are seen as being construed in interaction with other people. A common observation is that people tell stories in order to construct meaning: by the attribution of semantically rich layers to major events in their lives through the agency of memory and language, but also by the mere act of storytelling, people can reinforce their personal identity and (re)gain perspective on a life that matters. In Abbott's view ([2002] 2008. pp. 175-92), stories do not only evoke a state of the world, but they can also represent a constellation of different views. Story collections can be seen as a set of 'competing' narratives, comparable with the testimonies of courtroom trials, political campaigns, or family disputes, in which people construe their 'ways of seeing'. A systematic study of stories can thus bring more insight in how people perceive and construe the world they are living in.
In this article, we take the category of 'narratives about the self' that are created in interaction with an interviewer as a subcategory of the class of narratives that are being studied in the social and behavioral sciences and base our work on oral history interviews recordings on the assumption that collections of this kind of audiovisual material can be considered as one of the narrative data types. The work reported here is based on a collection of video interviews with witnesses of the war in Croatia who talk about their experiences with war and trauma. In the approach taken, we bring together perspectives from the automatic analysis of human behavior in social conversations, narrative psychology, and oral history by focusing on one specific function of narratives: the expression of emotion. The aim is to model the emotional layers in narratives, and to use the resulting models as a basis for the computational analysis of emotion in narrative data. On the one hand, the computational analysis is expected to indicate and validate the commonalities and differences to be found on empirical grounds, and the results are likely to contribute to the establishment of a common framework of analysis that can overarch the various scholarly fields that have the narrative as object of study, and in particular those that take the expression of emotion into account. Several models for the analysis of emotion expression are already available, some of which are rooted in computational frameworks already. They provide a good starting point for a more integrated approach toward the study of the narrative, and for the computational modeling of narrative in particular. On the other hand, the resulting computational models are expected to have a practical purpose. More specifically, the models will provide us ways to automatically generate annotations that may facilitate the exploration and navigation of spoken word collections not only at a verbal but also at a nonverbal level. For example, a potential application could involve searching and comparing the emotions expressed by people on major historical events across, for example, gender, age, and social or ethnic background. Structural elements of narratives in interviews, for example, time course, order, and type of questions, could contribute to the understanding of these emotional experiences and to improved emotion classification models that provide emotionannotated layers. The development of models and tools for classifying multimedia fragments according to their emotional expressiveness would add an additional angle into the set of semantic annotation layers in multimedia content that can currently be automatically detected and/or made searchable (Villa et al., 2008) . Our work could therefore be considered to offer a contribution to the advancement of the Digital Humanities through a specific type of data analytics that incorporates multimedia collections into the spectrum of data sets that are made suitable for data-driven approaches in the study of narratives (Manovich 2009; de Jong et al., 2011) . Before stating our research goal, we will summarize in three paragraphs the major theoretical perspectives and models of emotional expression in narratives from the field of automatic analysis of human behavior, narrative psychology, and oral history.
Automatic analysis of human behavior
The goal of automatic analysis of human behavior (Pantic et al., 2006) in social conversations is to find patterns of human behavioral cues that can be related to affective behavior (Picard 1997 ) and social behavior (Vinciarelli et al., 2009) . Potential applications lie in the development of affective and socially intelligent systems, and in the automatic tagging of expressive human behaviors that enables the browsing and searching for these human behaviors in large multimedia archives, which in turn could enhance the study of human behavior. The data usually consists of recordings of spontaneous communicative behavior and the format is audiovisual: both the image and sound are captured. Since the object of study usually involves a social element, conversations between two or more people are used, such as casual dyadic interactions or multiparty meeting data. It is important that the data are audiovisual since much of the work involves analyzing and recognizing nonverbal aspects of human behavior.
One of the main research directions in automatic human behavior analysis involves recognizing spontaneous emotional expressions (Picard 1997; Zeng et al., 2009) . In previous studies, a categorical description of emotions was frequently adopted. Usually, the six basic universal emotions (happiness, anger, disgust, fear, sadness, and surprise) as proposed by Ekman (1972) were addressed. More recently, a dimensional model of emotion is being adopted that builds on classical work (Wundt 1874; Schlosberg 1954; Osgood et al., 1957) . The three main dimensions in this model are arousal (active versus passive), valence (positive versus negative), and dominance (Fontaine et al., 2007) , even though usually only the arousal and valence dimensions are addressed.
It is generally acknowledged that the nonverbal channel carries important information about emotional expressions. Nonverbal information includes behaviors such as head movements, facial expressions, bodily movements, and paralinguistic behaviors. Paralinguistic features comprise all the vocal aspects that, in contrast to the linguistic features such lexical content, are not verbal. Examples of paralinguistic features are melody, timing, and rhythm, durations of speech units such as pauses or turns, pitch, and vocal effort. These examples are also referred to as prosody. Paralinguistic features also include nonverbal vocalizations such as sighs and laughter. In automatic emotionrecognition studies, various nonverbal behaviors such as the ones described above, have been analyzed and combined. The general assumption is that most of the modalities (e.g. verbal, facial, vocal, bodily) are to a certain extent associated with each other and to a certain extent complementary to each other. Systems that combine multiple modalities usually outperform single-modality systems in recognizing emotional expressions (Zeng et al., 2009; Vinciarelli et al., 2012 ). Yet, it remains largely unknown how exactly the interplay between these modalities works.
Previous studies have shown that combining lexical information (i.e. verbal) with acoustic/prosodic information (i.e. nonverbal) improves system performance which implies that both channels carry some complementary information. In the speech literature, it is generally found that the valence dimension (positive versus negative) is harder to model through acoustic information than the arousal dimension (active versus passive). This is evidenced through works in which the recognition performance on the arousal dimension outperformed the valence dimension (see e.g. Liscombe et al., 2003; Grimm et al., 2007; Truong and Raaijmakers, 2008; Schuller et al. 2009; Truong et al., 2012) . In Truong and Raaijmakers (2008) and Truong et al. (2012) , it was found that the valence dimension was better recognized through lexical features while the arousal dimension was better recognized through acoustic features.
The verbal channel in automatic emotion recognition research has perhaps been receiving less attention than deserved in the area of automatic analysis of human behavior. Although research has been carried out on emotion recognition in text (e.g. Pang and Lee, 2008; Strapparava and Mihalcea, 2008) , also referred to as sentiment analysis, the main focus in the analysis of human behavior has been on recognizing nonverbal expressions, under the generally accepted assumption that the main carrier of emotional expressions lies in the nonverbal channel (which is largely independent from the verbal channel). Indeed, nonverbal cues are important in recognizing the type of emotion but they typically do not provide detailed information about a person's emotional state and on the reasons why this person is in a certain emotional state or what the circumstances are under which this person is experiencing a certain emotion (Archer and Akert, 1977; Fussell 2002) . This type of information is typically to be found in the verbal channel. The verbal channel might become even more important when people are talking about their past emotions or about feelings that they are not necessarily experiencing at the moment of interviewing, at least not with the same intensity. Verbal emotion is therefore an important signal, and research into the possibilities of automatic detection and analysis of it could be considered of added value for the study of human behavior in social interactions. As we will describe in the next paragraph, narrative psychologists tend to focus on the role of verbal expressions through semantic analyses of narratives about personal experiences and may thus complement the study of nonverbal behavior.
Narrative psychology
In narrative psychology, a life story is seen as 'an internalized and evolving narrative of the self that incorporates the reconstructed past, perceived present, and anticipated future in order to provide a life with a sense of unity and purpose ' (McAdams 2009, p. 10) . Narratives are said to function as cognitive devices that provide personal experiences with a sense of meaning within specific social and cultural constellations. As personal narratives are ways to reflect on the self, life stories also provide people with a personal identity that is more or less consistent across time, but also more or less recognized by other people. Psychologists have mainly been interested in individual differences in autobiographical storytelling and their relation to mental health Westerhof and Bohlmeijer, 2012) . To this purpose, they usually analyze texts about personal experiences that are either written down by the subject or transcribed from the subject's speech by a human transcriber. These texts are subsequently submitted to qualitative analyses focusing mainly on the semantic aspects of the text by classifying them into themes, plots, or storylines (Bamberg 2006; Sools 2010) . Applications exist in narrative therapies (White and Epston, 1990) , for example, in life review therapy for depression (Korte et al., 2012) or narrative exposure therapy for posttraumatic stress disorder (Schauer et al., 2005; Robjant and Fazel, 2010) .
Narrative psychology does not classify all texts as personal narratives. For example, Wengraf (2001) distinguishes between description, report, argumentation, evaluation, and narrative. Personal narratives are distinguished from these other types of text because they not only involve an account of a sequence of events but are also characterized by emotional involvement. The verbal expression of emotions in stories has been a focal topic of many studies in narrative psychology. Emotions were a central element already in the work of Tomkins (1987; see also Carlson 1988) . In his script theory, he argued that emotions play a central role in human functioning. 'Scenes' refer to descriptions of specific events concerning actions of persons in a specific place and time. Each scene centers around a particular emotion that is attached to a particular object in the scene. 'Scripts' concern rules by which scenes are integrated into a broader story, a process called psychological magnification. Scenes can be related to each other through analogs: they are related to each other because of their similarities in affect. Scenes can also be related to each other through variants, focusing on differences between scenes. Based on this theory, Tomkins distinguished between commitment and nuclear scripts. A commitment script is woven around a predominance of positive affect in variants of scenes that are related to a clear and rewarding life goal. Negative affect may be expressed, but it can be overcome. A nuclear script, by contrast, encompasses much negative affect around more ambivalent life goals: it contains scenes of good things gone bad that are magnified by relating scenes of negative affect through analogs.
Building on these basic scripts, McAdams (2006) distinguished two types of narrative sequences about life episodes: redemption and contamination sequences. In a redemption sequence, an affectively negative experience leads to an emotionally positive outcome: the initial negative state is salvaged by the good that follows it. A contamination sequence is rather similar to a nuclear script in that an emotionally positive experience becomes negative, as it is ruined or spoiled. In empirical studies, it has been found that redemption sequences are positively related to mental health, whereas contamination sequences are negatively related to mental health (Bauer et al., 2005 (Bauer et al., , 2008 .
The narrative tone, i.e. the positive or negative affective quality of narratives, is thus an important aspect of how people attribute meaning to their lives and promote and protect their mental health. The narrative tone can be studied linguistically by assessing the use of positive and negative emotion words. For example, people use more positive emotion words to write about positive events and more negative content words to write about negative events (Kahn et al., 2007) . The strongest evidence comes from the expressive writing paradigm (Pennebaker and Chung, 2011) . In a classical experiment Pennebaker and Beall (1986) showed that students who were encouraged to write four consecutive days about facts and emotions of traumatic events in their lives showed a reduced health-care consumption, compared with those who wrote only about the facts, only about the emotions, or about trivial events in their lives. A meta-analysis of 146 studies on expressive writing found a small but significant overall effect on physiological functioning, self-reported physical health, psychological health, and general functioning that is independent of age, gender, or ethnicity of the participants (Frattaroli 2006) .
To better understand the effects of expressive writing, Pennebaker developed the Linguistic Inquiry and Word Count tool (LIWC; Pennebaker et al., 2007a) . LIWC allows for the detection and weighting of psychologically relevant words in expressive writing such as negative emotion words, positive emotion words, causal words, insights words, and personal pronouns. People who use more positive emotion words, a moderate amount of negative emotions, a variety of personal pronouns, and an increasing amount of causal and insight words across the consecutive writing days, profit most from expressive writing (Pennebaker et al., 1997) . At the moment the most convincing explanation for the effects of expressive writing is therefore that the expression of emotions enables people to attribute meaning to the events reported: the fuzzy signals of human emotions are captured in the semantic layers in their linguistic system (Pennebaker and Chung, 2011) .
In the next section, we will address the field in which we will apply insights from the automatic analysis of human behavior and narrative psychology: oral history.
Oral history
Although the term 'oral history' has various meanings, there is common understanding that its purpose is to create oral accounts on personal history in an interview setting. A distinction can be made according to the aim of the effort of collecting interviews. On the one hand the goal can be to answer a specific research question, and on the other hand the documentation of people's experiences can be taken up as an archival effort with future listeners in mind (Freund 2009 ).
Oral history is a field with a long tradition. Already with the introduction of writing tools and http://llc.oxfordjournals.org/ the invention of the printing press, reports on reallife event that in nonliterate societies had been passed on orally, were more and more preserved in textual format (Thompson 2009 ). But with recording technology oral accounts can be captured and reproduced directly, and most important in the context of historical sources, they can even be preserved in their original form: as sound. This development laid the ground for the current historiographic practice of oral history, but clearly the field has not stopped to evolve. The so-called 'digital turn' that set in at the end of the 20th century with the increasing availability of easy-to-use recording devices and ease of access to digital data not only triggered the so-called memory boom (Winter 2000) but also increased the attention for oral history data outside the field of history proper. Innovations from the field of information retrieval and natural language processing provide the tools for the (semi)automatic indexing of interviews at all layers, including the fragment-level (de Jong et al., 2008) . The interoperability of qualitative datasets that scholars from the social science and the humanities can use in their research is no longer widely neglected. Reuse and sharing of interview datasets is therefore more and more advocated and the emerging availability of infrastructures that can be deployed for both digital born and digitized oral history collections has become a strong incentive for setting up novel research agendas and for practical purposes.
The research described in this article is an example of reuse of an oral history data set that was collected as an archival effort. With the informed consent of the interviewees it has been made available for scholarly research. The interviews were not collected for the purpose of research into expressed emotion. Rather the collection is an 'objet trouvé' that documents a certain type of human behavior and that given the size and topical focus is in principle suited as a basis for computational modeling. Close attention to patterns of emotional expression throughout life narratives is sometimes advocated as a fruitful focus of research, for example, to support the detection signals such as changing patterns and/or discontinuity in emotional style (Moodie 2009 ). But, generally spoken, this dimension of the narrative is underexplored and computational framework in which the work reported here is undertaken may contribute to a deeper understanding of these patterns and their impact on the narrative.
Research goal
Our long-term goal is to develop computational models of narrative structure (based on both verbal and nonverbal information) that are informed and validated by psychologists in order to facilitate the meaningful browsing and searching of large collections of narratives at all the various layers. More fundamental research goals are to understand how different modes of narrative expression relate to each other and how convergence and divergence between the modes is informative for understanding the possibly different cognitive processes and structures involved in verbal and nonverbal expression.
In this article, we apply insights from automatic human behavior analysis and narrative psychology to a collection of digital testimonies of oral history about war-related experiences in Croatia: the Croatian Memories collection.
1 For the nonverbal analysis, we automatically extract prosodic features from the narrator's speech (pitch, vocal effort, and pause duration). For the verbal analysis, we use the LIWC that is commonly employed by psychologists to estimate the emotional weight by counting the number of words that indicate the presence of some form of emotional expression.
We consider each interview as a nonfictional narration that is guided by an interviewer. Sometimes the interviewee gives a factual description of an event (when or when did something happen). But sometimes, the interviewee gives a personal account of an experience of an event that is colored by emotional expressions that would count as a narrative (Wengraf 2001) . Since the occurrence of such a personal emotionally colored narrative partly depends on the interviewer and his/her questions and the general structure of the interview, we have analyzed how the general structure of the interview (beginning, middle, end) and the type of question relate to the amount of emotional expression displayed in the interviewees' responses.
We first discuss the patterns of verbal and prosodic characteristics of emotional expression in relation to the stage of the interview: begin, middle, end. Interviews in general, and oral history interviews in particular, are characterized by a number of features causing the occurrence of emotional signals to be very specific. Firstly, interviews are characterized by the fact that there are at least two speakers, and secondly, the division of roles between the parties involved is asymmetric. The interviewee responds to questions raised by the interviewer, the interviewee is involved in the act of giving testimony. Moreover, most oral history projects aim to collect accounts on highly significant or even life changing events.
We hypothesize that the intensity of emotional expression increases during the course of the interview, following the general rules of personal disclosure to strangers. Expression of emotions may also be a function of the interview questions. We hypothesize that open questions leave more room for emotional expression than closed questions and that questions that ask for the personal meaning on events leave more room for emotional expression than factoid questions that ask for named entities or the mere description of events. Furthermore, we hypothesize that the verbal and prosodic features of the intensity of emotional expression follow this same pattern: the intensity will be stronger later in the interview than earlier, after open than after closed questions, and after questions for personal meaning than after factoid questions.
To better understand the relations between verbal and prosodic features of emotion expression, we will compare them through correlation analysis. We hypothesize that there will be a correlation between the features across subjects.
Method

Data set: oral history collection Croatian Memories
In the project Croatian Memories (CroMe), personal testimonies from citizens in Croatia are collected on war-related events that are hitherto not well-represented in the public realm. The video-recorded interviewsarepresented onanonlineplatformthatprovides access to these narratives. This project has the primary objective to document personal narratives that cannot be found in written sources and to make them online accessible in order to stimulate the process of reconciliation and dealing with the past.
Another vision underlying the CroMe project is that oral history collections are seldom reused by researchers who were not involved in the creation of a collection, while rich annotation and stateof-the-art digital search and navigation interfaces can stimulate the use of personal narratives as a basis for research in several disciplines. The approach taken in the creation of the CroMe collection was to anticipate this reuse. In terms of the terminology introduced by Freund (2009) , the CroMe interviews exemplify the category of 'process-generated' oral history (Cf. Scagliola and de Jong (2014) for an historical overview of how the perspective on reuse of oral history data has evolved over time, partly in response to technological innovations).
Citizens from all social layers and regions in Croatia were invited to participate. The project is covering three timeframes: World War II (WWII), the period of socialist Yugoslav, and the war of the nineties. Guided by the interviewer's questions and responses, the interviewees present a personal narrative about their experiences. These experiences are usually told from a first-person perspective reflecting the dominant autobiographical nature of the data. Care was taken to balance the personal characteristics in the pool of interviewees. The video-recorded interviews plus the manually generated annotation layers are indexed at fragment level, and all interviews are transcribed and translated from the local language (Croatian) into English. The interviews plus the annotation layers are made public through an open-access streaming video platform (http:// www.croatianmemories.org/) with rich exploration and search functionalities, hosted by non-governmental organization (NGO) Documenta, in Zagreb. More quantitative details on the various semantic layers in the dataset will be given in the Results section.
Selected interview subset
Fifty interviews were selected out of a collection that will ultimately consist of more than 450 interviews http://llc.oxfordjournals.org/ conducted in the Croatian language. The selection was based on the availability of a translation for the transcripts. Of the fifty interviewees, 62% were male (n ¼ 31), 38% were female (n ¼ 19). The mean (M) age was 62.5, with a range from 41 to 94 years (standard deviation, SD ¼ 14.98). The majority finished university education (54%; n ¼ 27), followed by high school (32%; n ¼ 16), primary school (8%; n ¼ 4), and no education (6%; n ¼ 3). About onethird of the participants were employed (34%; n ¼ 17), 16% unemployed (n ¼ 8), and 50% retired (n ¼ 25). The participants were Serb (36%; n ¼ 18), Croat (48%; n ¼ 24), or from another cultural background (16%; n ¼ 8). The participants thus provided a variety of perspectives on Croatian's troubled past.
Coding of interview questions
A coding scheme for the interview questions was developed. This scheme took into account that during the interview sessions the interaction was guided by a list of topics accompanied by example questions per topic: background information (e.g. 'Can you tell us where your parents come from?'), Second World War (e.g. 'Was your family affected by WWII and if yes, in what way?'), one's identity (e.g. 'Who had the most influence on the shaping of your attitudes in relation to the society in which you grew up?'), Yugoslavia (e.g. 'What was your opinion on the solution of the national question in Yugoslavia?'), Yugoslavia in the 1980s (e.g. 'Were you informed about political upheavals in Yugoslavia during the 1980s?'), the war in the 1990s ('What were, for you, the first signs that a war had started?'), and after the war ('What is your opinion about the war today?').
According to the coding scheme, interviewer statements were labeled as either a reaction (e.g. greetings and short reactions to the interviewee such as affirmations) or as a question. Questions were coded as closed (i.e. questions that evoke a short answer with yes or no, or a place, name, or date) or open (i.e. questions that invite the interviewee to elaborate on the answer). They were also coded as description (i.e. questions that invite an answer about facts or elaborations on what happened) or meaning (i.e. questions that invite an answer regarding personal meaning, personal experiences, identity, reflection, or evaluation). This resulted in five codes: short reaction (e.g. 'good afternoon', 'well, yes'), closed/descriptive (e.g. 'When did you return?', 'Where were you when this war started?'), closed/meaning (e.g. 'Are you disappointed in people from Bjelovar?', 'Do you think that the reason for that feeling is the experience you went through?'), open/descriptive (e.g. 'What happened to Croats in Knin?', 'What did the town look like?'), and open/meaning (e.g. 'Do you think that the war changed you as a person?', 'How do you look at the events of the war from today's perspective?'). In case multiple questions were asked in one turn of the interviewer, the question was coded as open when at least one open question was asked, and as meaning when at least one meaning question was asked. The interviewer questions were coded independently by two researchers (G.W. and S.L.), with an intercoderreliability of 0.80 (Cohen's kappa).
Automatic analysis of verbal and prosodic features
The interviews were segmented into turns that consisted of one cycle of a question of the interviewer and the response of the interviewee. Each turn received the code of the interviewer question. Turns that only involved an interviewer reaction were deleted for further analysis. The interviewer parts were removed, focusing the verbal and vocal analyses only on the interviewee answers, separately for each turn. In order to investigate patterns over the interview, each interview was divided into a beginning, a middle, and an end by splitting the total amount of turns in the interview into three equal parts.
Linquistic Inquiry and Word Count (LIWC; Pennebaker et al., 2007a) was used to calculate the percentage of emotion words (both positive and negative affect) in the interviewee's answers. Since the percentage of emotion words differed across interviewees (F(49, 2,453) ¼ 2,70; p < 0.001), the percentage of emotional words in each of the turns was normalized (z-scores with an M of 0 and an SD of 1 were computed as z ¼ (x À k)/p where x is the value within a turn, m is the mean and s the standard deviation across turns within each person).
The vocal analysis focused on three prosodic features. We automatically extracted pitch (F0), vocal effort, and pause duration from the interviewee's speech. All features were extracted automatically with Praat (Boersma 2001) . First, silence detection was performed in order to obtain 'talk spurts' (continuous stretches of speech) over which the features could be extracted. The minimal silent interval duration was set at 0.5 s and the minimum nonsilent interval duration was set at 0.2 s. The silent threshold was set manually upon visual and auditory inspection of the speech signal. For each turn, acoustic features were extracted in the interviewee's speech. 'Pitch' (F0, log of Hz) was extracted automatically with a time step of 0.01 s and a window size of 0.04 s. Following a 'vocal effort' measure used in Hammarberg et al. (1980) , the maximum amount of energy in the frequency bands 2 kHz-5 kHz in the long-term averaged spectrum was measured. A time step of 0.01 s was used. The analysis window covered 0.1 s before and 0.1 s after the current frame. The higher the maximum amount of energy in these frequency bands, the more vocal effort is produced. 'Pause duration' was based on silence detection. The minimum silent duration was set at 0.5 s and the minimum nonsilent duration at 0.2 s. We extracted F0 and vocal effort features in a frame-wise manner and measured the average of these features over each turn. Pausing information (i.e. within-speaker silence) was extracted and averaged per turn as well. All feature values were normalized by speaker to reduce speaker variability using z-scores as described above.
Statistical analyses
We studied the patterns of verbal and prosodic characteristics of emotional expression in relation to the stage of the interview and the question types. Since each interview consisted of multiple turns, the analyses were conducted on multiple measurements within each interviewee. We used a repeated measures analysis to take the withinsubject variation into account. There were three between-subjects factors: stage of the interview (begin, middle, end) , closed versus open questions, and descriptive versus meaning questions. The repeated measures consisted of one within-subjects factor with four levels (percentage of emotion words, pitch, vocal effort, and pause duration). We specified a within-subjects contrast that compared the verbal expression of emotion words with each of the three prosodic features. In the results section, we first describe the main effects and interactions between the main effects. Next, we address the within-subjects effects and describe the findings from a post hoc analysis of variance for each of the verbal and prosodic features. Last, we also conducted a correlation analysis (pearson r) within each individual across all turns. We used a Fisher z transformation to calculate the mean correlation across all individuals.
Results
General characteristics of the interviews
The fifty interviews were divided into 2,453 turns. The number of turns per interview varied from 17 to 97 (M ¼ 49.06; SD ¼ 18.92). The duration of the turns was on average 71.89 s (SD ¼ 123.11), and an average turn consisted of 136.02 words (SD ¼ 240.71). The percentage of emotion words across turns varied from 0.0 to 30.8% (M ¼ 3.38; SD ¼ 3.26), with somewhat more positive (M ¼ 1.77; SD ¼ 2.41) than negative emotion words (M ¼ 1.64; SD ¼ 2.14). In addition, as a way to estimate to what extent the narrative data can be seen as autobiographical, LIWC was used to calculate the percentage of first-(i.e. I, we) and third-person pronouns (i.e. she, he, they) in the interviews. The turns included on average a significantly (p < 0.001) higher percentage of first-person pronouns (M ¼ 6.81; SD ¼ 4.32) than third person pronouns (M ¼ 2.53; SD ¼ 3.15). This observation not only indicates that the interviewees are more often reporting personal memories and witnessed events, but also that according to the base rates reported by LIWC (Pennebaker et al., 2007b) , the type of data we are working with more closely resembles the 'emotional writing' category (texts from participants who write about their emotions and thoughts about http://llc.oxfordjournals.org/ personally relevant topics), the 'blogs' and 'talking' (transcripts collected from individuals who are talking in real-world unstructured settings) categories, than the 'novel' category which refers to either portions of complete works of American and British fiction published between 1800 and 2005.
In total, 1,211 questions (49%) were coded as closed (as opposed to open questions). A total of 1,493 questions (61%) were coded as questions for the description (as opposed to the personal meaning) of events. More open questions were asked later on in the interview (begin 40.3%; middle 49.3%; end 58.3%; 2 (2) ¼ 38.5; p < 0.001), whereas more questions on personal meaning were asked in the last stage of the interview (begin 33.0%; middle 32.1%; end 50.9%; 2 (2) ¼ 79.3.5; p < 0.001).
Verbal and prosodic features by interview part and question type
We expected that emotional expression would be more intense in later stages of the interview as well as in answers on open versus closed and meaning versus descriptive questions. The overall scores (mean across the four features) can be found in Fig. 1 .
There was a main between-subjects effect for the interview stage (F(2, 2,435) ¼ 13.6; p < 0.001), for open versus closed questions (F(1, 2,435) ¼ 10.1; p < 0.01), and for descriptive versus meaning questions (F1, 2,435) ¼ 86.1; p < 0.001). As can be seen in Fig. 1 , emotional expression was more intense in later parts of the interview, after open than after closed questions, and after meaning than after descriptive questions. We also found a significant between-subjects interaction for the two types of questions (open versus closed and descriptive versus meaning; F(1, 2,435) ¼ 6.4; p < 0.05). Figure 1 shows that the more intense emotional expression for open versus closed questions was found for descriptive questions, but not for questions on the personal meaning of events.
We also expected that this pattern would be similar for verbal and prosodic features of emotional expression. The means and SDs of the z-scores for all verbal and prosodic features separately are shown in Table 1 .
There was a significant interaction effect between the stage of the interview and the four features of emotional expression (F(6, 4,868) ¼ 10.2; p < 0.001). The within-subject contrasts showed that the pattern of verbal expression was significantly different from the pattern of vocal effort (p < 0.001), whereas this was not the case for pitch and pause duration (p > 0.05). Post hoc analyses showed that there are significant differences for affect (p < 0.001), pitch (p < 0.001), and pause duration (p < 0.001), but not for vocal effort (p > 0.05).
There was also a significant interaction of open versus closed questions with the four features of emotional expression (F(3, 2,443) ¼ 3.7; p < 0.05). The within-subject contrasts showed that the pattern of verbal expression was significantly different (F(3, 2,433 ) ¼ 10.3; p < 0.001). The post hoc tests showed that the pattern for the verbal expression of emotions differed significantly from each of the prosodic features (p < 0.001). The turns included more emotion words (p < 0.001), a higher pitch (p < 0.001), more vocal effort (p < 0.001), and longer pauses (p < 0.001) after questions that referred to meaning than after questions that referred to a description. However, the difference was larger for verbal than for prosodic features.
Last, we found a significant within-subjects interaction that qualified the effects of the stage of the interview for descriptive versus meaning questions (F(6, 4,868) ¼ 4.1; p < 0.001). The within-subject contrasts show the interactive pattern found for emotion words differs from that of vocal effort, but not from that of pitch and pause duration. Post hoc analyses showed that the vocal effort is similar across the interview for descriptive questions, but decreases from the beginning to the end of the interview for meaning questions.
The correlations tended to vary across persons, but the average correlation of emotion words with pitch and vocal effort across all individuals was very low (mean r (pitch) ¼ 0.05; mean r (vocal effort) ¼ 0.04). The average correlation between emotion words and average pause was somewhat higher (mean r ¼ 0.22).
We can conclude that our hypotheses are confirmed that emotional expression is more intense later in the interview, after open questions and after meaning questions. The pattern for emotion words tends to be similar for pitch and pause duration, but not for vocal effort. These findings generally confirm our hypothesis, although not for vocal effort. Despite these similarities in patterns, we only found a small correlation between verbal and prosodic features for pause duration.
Discussion
The aim of this article was to model the verbal and prosodic features of emotional expression in narrative data and thereby to integrate various scholarly fields that have narrative as the object of study. The kind of data we used were oral history interviews in which people narrate about events that they experienced and witnessed themselves, more often in the first person than in the third person. We studied these narratives from a perspective on the expression of emotions that is considered to be functional in the construction of the personal meaning of events in one's life. Using a collection of digital oral history interviews about war and violence in Croatia, we automatically analyzed nonverbal emotional expression (pitch, vocal effort, and pauses), as is common in the automatic analysis of human speech as a social signal, together with verbal emotional expression, as is common in narrative psychology. Similar to other studies in the computational narrative community (Finlayson 2011) , our longterm aim is to automatically derive representations of the structures of oral history interviews such that applications can be developed that make use of these structures e.g. to support the search and navigation of interview collections for scholarly purposes. However, rather than analyzing texts containing fictional narrative data, the work described in this article concerns analyses performed on audiovisual material containing nonfictional narratives. In addition to the verbal channel, the nonverbal channel plays an important role in such audiovisual narratives. Modeling both the verbal and nonverbal layers in narratives is expected to give a more complete account of the narrator's story.
Our hypothesis concerning emotional expression in general was confirmed: emotional expression increased in intensity during the course of the interview and it was stronger after open and meaning questions than after closed and descriptive questions. The hypothesis that this pattern would be similar across all features is only partly confirmed. Similarity with verbal expression was found for pitch and pause duration, but not for vocal effort. Furthermore, differences between descriptive and meaning questions were stronger for the use of emotion words than for all three prosodic features in the comparison. The correlational analyses provided only some support for a small association of verbal expression with pause duration, but not with pitch or vocal effort. Whereas the similarities in patterns show that verbal and nonverbal emotional expression may co-occur in turns, the lack of correlations show that these are not always in agreement with each other.
Our study contributes to previous studies in automatic behavioral analysis, narrative psychology, and oral history, as well as to the advancement of Digital Humanities by addressing both prosodic and verbal features of emotional expression. As human communication is a topic in several disciplines of the humanities, the proposed data-driven analysis and classification of narratives can be considered a stepping stone toward further integration of the study of human emotion in the Digital Humanities paradigm. With regard to automatic behavioral analysis, we found that the nonverbal signal that is studied in relation to verbal emotion expression matters. Across all analyses, vocal effort seems to be least related to verbal expression of emotions, whereas average pause duration seems to have the strongest relation. These findings show that it is important to further reflect on the different role of nonverbal emotional expression as compared with verbal expression when it comes to developing computational models of narrative. As has been suggested before, a model that combines multiple modalities will be necessary to guide the recognition of emotional expressions (Zeng et al., 2009; Vinciarelli et al., 2012) .
With regard to narrative psychology, the study shows that nonverbal expression of emotions might add to our insights in the verbal expression of emotions. Whereas narrative psychologists tend to focus on written texts, as data and do not always take the dynamics of interviewing into account (Bamberg 2006; Sools 2010 ), the present study shows that emotional expression is both a verbal and a nonverbal function of the stage of the interview as well as the question types.
The oral history collection as an 'objet trouvé' proved useful for the purpose of computational modeling of narrative. The automatic extraction of verbal and nonverbal features of emotional expression will make it possible to add new layers of information to the collection that may guide researchers and listeners to the sequences in the interviews with the kind of emotional expressiveness they are interested in, and that could support users' needs to perform complex, multi-faceted search tasks for this type of collections.
The results of our experiments indicate, for example, that in addition to verbal and nonverbal characteristics the suggested computational models can provide annotation layers for interview aspects such as the stage of the interview (beginning, middle, end) and the type of question being addressed by the interviewee. The added value of such annotation layers may be further illustrated by examples for the user needs mentioned in Villa et al. (2008) : researchers and investigative journalists who may be interested in finding video clips containing relevant highlights for topics. The annotation layers that can be generated with the kind of models for emotion analysis suggested here could enhance faceted search in oral history collections and help identify relevant material. In addition to factoid faceted questions such as 'Which persons were mentioned in descriptions of event X during the war in Croatia', also questions pertaining to the emotional layers of the narratives can be supported, such as 'Among the interviewees above fifty who talked about event X during the war in Croatia in an emotionally affected way?'. In order to evaluate these emotion models, future work should concentrate on collecting ground truth annotations of emotional expression, which involves a group of people rating the verbal and nonverbal content for its emotional value.
Also from a more generic perspective, the availability of pointers to layered annotations for the multimodal behavioral aspects of the kind of emotionally colored accounts in this type of oral history data may help to generate a more complete and better understanding of how war-related events are experienced. The questions asked by the interviewer could function as devices for navigation, as the type of questions mark the narrative structure and could influence the emotional intensity of the story. In addition, a metadata structure that is enhanced with annotations for emotional layers will allow researchers to link and compare fragments with respect to the emotions that are expressed narratively. This will allow researchers not only to explore verbal and nonverbal layers of content, but also to link and compare fragments with respect to the emotions that are expressed narratively.
On the other hand, the specific dynamics of the interview situation that was created to give people who witnessed war and violence a voice may also have influenced our results. Interviewees may have had different objectives in contributing to the project, ranging from contributing to social justice to providing eyewitness testimonies. These different objectives as well as culture-specific ways of emotional expression may have interfered with different ways of expressing emotions verbally or nonverbally. This brings us to some possible weaknesses to our study. With regard to the nonverbal analysis, we only focused on three prosodic features as indicators of emotional arousal. However, other dimensions of emotional expression, such as valence and dominance (Fontaine et al., 2007) , are even harder to recognize in nonverbal features (Liscombe et al., 2003; Grimm et al., 2007; Truong and Raaijmakers, 2008; Schuller et al. 2009; Truong et al., 2012) . We did not yet use other nonverbal indicators, such as facial expression of discrete emotions. However, in the future we plan to address this issue taking into account the limitations of the recordings. Inspiration might be drawn from research that concerns the automatic detection of facial expressions and the subsequent analysis of a person's perceived mental state. Whitehill et al. (2014) have shown that a person's engagement can be estimated reliably from video. It is to be expected that other (inter)personal attitudes can be recognized with similar accuracy. Although the video recordings might make this possible to some extent, the fact that they were not collected with the intention to study emotional expression will make it somewhat difficult due to camera angle, movements of the interviewee, etcetera. For the verbal analysis, we were somewhat limited because we had to rely on translated transcripts of the originally Croatian narratives. Due to the translation, important information on the verbal expression of emotions and its timing may have gone lost. In addition, the LIWC program employed in our verbal analysis uses a very basic technique (word lists) to find the amount of emotion in text. This may have produced some noise in the results. In future research, we aim to study the possibility to fine-tune LIWC with minimal effort by, for example, addressing lexical ambiguities (Schwartz et al., 2013) , or using additional affective lexical resources such as WordNetAffect (Strapparava and Valitutti, 2004) and SentiWordNet (Baccianella et al., 2010) . Finally, a closer look at the verbal content of the narrative should provide us more insights into how the narrative is structured with respect to sequences of life events. This will also allow us to apply an annotation scheme that focuses on dialogue act types (e.g. Allwood et al., 2003) and that requires a more content-based analysis to see whether similar patterns of verbal and nonverbal expressions occur in combination with various types of dialogue acts.
Despite the limitations mentioned, our study shows that it is possible to model the different channels of emotional expression in a digital archive of oral history testimonies. The analyses presented in this article thus bring us one step further in our long-term goal to develop computational models of narratives focusing on emotional expression. Although patterns of emotional expression tend to be similar for verbal and certain prosodic features, this finding only holds on the level of average patterns of emotional expression and not in the correlational analyses. This might point to differences in the cognitive processes and structures involved in the verbal and nonverbal expression of emotions which have to be taken into account in pursuing more fundamental research goals concerning the modeling of emotional expression in narratives.
