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Essays in Economics on Liberalization and Reallocation
Matthieu Bellon
A central concern in economics is explaining the allocation of resources, its conse-
quences for economic activity and the distribution of the associated economic revenues.
This dissertation contains three essays examining the average and distributional effects
of reallocations resulting from liberalization reforms or trade shocks.
Chapter 1 examines the distributional effects of trade liberalization. A vast literature
demonstrates that liberalization is associated with higher wage inequality. Nearly the
entire literature considers comparative statics or steady states, which ignore dynamics
and of necessity feature monotonic changes. I address these limitations by developing
a micro-founded model that emphasizes the dynamics of reallocation between heteroge-
neous firms and workers in the presence of costly labor adjustments. Trade liberalization
provides firms both new export markets and new sources of competition. Expanding
high-paying firms increase wages to recruit better workers faster. Workers at firms threat-
ened by competition accept wage cuts to delay their employers’ exit and keep their job.
This provides novel implications for both aggregate and within-firm inequality across a
distribution of firm types. I show that key mechanisms of the model are consistent with
a wide range of facts, some of which being examined in greater details in chapter 2. Re-
sults from the calibrated model suggest an overshooting of inequality on the path to a
new steady state. This is consistent with evidence based on an event study of recent lib-
eralization episodes. Inequality appears to peak about six years after liberalization, with
one-fourth of the overshooting disappearing in the following ten years.
Chapter 2 investigates the effects of firm growth on hiring and separations. I contribute
to the literature on worker flows by studying the wages and characteristics of new and
separated workers. First, I show that separations are an essential and robust component
of firm growth. I argue that this may be the result of a more intense search for better
matches at faster growing firms. Second, I find that wage offers to new hires increase with
firm hiring rates. This is partly the result of the selection of more experienced workers.
However fixed unobservable and variable observable worker characteristics cannot fully
explain this relationship: the residual wage of new hires is significantly associated with
the firm hiring rate. We interpret this as direct evidence of the firm-level upward-sloping
labor supply curve predicted by the canonical models. We provide estimates of the slope
of the curve using an instrumental variable approach to control for supply shocks. We
find that a 10% increase in the hiring rate results in a wage increase of 1%.
In chapter 3, Jaromir Nosal, Jonathan Vogel and I ask the following: What is the contri-
bution of industry reallocation and productivity changes to the economic gains resulting
from banking deregulation? How does local industrial structure determine the outcomes
of banking deregulation? This chapter uses the staggered reforms of the banking sector
in the U.S. between 1977 and 1997 to empirically investigate these questions. In the pri-
vate sector, we show that the deregulation-induced reallocation of workers was directed
towards industries with lower GDP per worker. Moreover, employment gains were asso-
ciated with a reduction in productivity. Nevertheless we find that these effects are offset
by across the board within-industry productivity gains. In addition, total output and
aggregate productivity increased because of the reallocation of workers out of unemploy-
ment, self-employment and non-private industries towards the more productive private
sector. Finally we find that initial industry mix can explain up to one third of the variation
in state aggregate responses.
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Chapter 1
Trade liberalization and inequality: a




What are the dynamic effects of a trade liberalization reform on the wage distribution?
The vast majority of studies have focused on comparative statics and comparative steady
states and shown that trade liberalizations are associated with rises in inequality. Is the
response of inequality over time monotonic? If it is, how fast does it unfold? If it is non-
monotonic, what is the nature, magnitude and length of the transitory effect? By nature,
comparative statics and comparative steady states approaches are not suited to address
these questions directly. I study the dynamic effect of trade on inequality, developing and
calibrating a micro-founded model with an explicit dynamic reallocation process.
To illustrate the dynamics of responses to liberalization episodes, I provide suggestive
evidence from an event study. This exercise is motivated by country case studies show-
ing rich dynamic responses1. In order to provide a more general picture, I follow the
evolution of inequality in response to liberalization reforms in 37 countries. Consistent
with previous work2, Figure 1 shows that inequality rises after countries open to trade.
The increase is gradual over the first six to seven years. From this point inequality stops
increasing and the data even suggest that this increase gets partially undone. By contrast,
over the same period the ratio of trade to GDP rises steadily after the date of the liberal-
ization. Of course, country panel studies of this type cannot identify the causal effects of
trade. The heart of my analysis is, therefore, structural.
I develop a dynamic general equilibrium model with worker and firm heterogeneity
that fits squarely with findings of the empirical literature that emphasizes the dominant
role of intra occupation-sector inequality, and positive assortative matching between het-
erogeneous firms and workers.3 I derive analytical predictions both about steady state
1Frias, Kaplan and Verhoogen (2009) [55] for Mexico and Helpman, Itskhoki, Muendler and Redding
(2012) [66] for Brazil both document a hump-shaped response of inequality following trade-enhancing re-
forms.
2See Goldberg and Pavcnik (2007) [59] for a survey of the effects of liberalization reforms on inequality in
emerging countries.
3Card, Heining and Kline (2013) [33] decompose changes in inequality in Germany over the period 1989-
2
comparisons and about the individual responses of firms and workers in the transition
path equilibrium following a reduction in trade costs. I show that the model mechanisms
are consistent with a wide range of salient facts, some of which are unexplained by cur-
rent models. I use matched employer-employee data from France to calibrate the model
and use the calibrated model to consider the general equilibrium transition path of the
whole economy in response to a trade liberalization reform. The predictions of the cali-
brated model are qualitatively consistent with the findings of the event study: it predicts
that inequality peaks after three years, then about one-fourth of the increase gets undone
in the following ten years.
The model combines the screening of heterogeneous workers by heterogeneous firms
with directed search and costly recruitment in a standard model of trade.4 Following
Kaas and Kircher (2015) [75] I assume that hiring firms open job vacancies, announce the
probability of getting the job and the job expected wage payments. I enrich their mecha-
nism by allowing for worker heterogeneity a la Helpman, Itskhoki and Redding (2010) [67]
in the sense that ex-ante identical workers draw a match specific productivity every time
they are interviewed. Firms have incentives to screen interviewees and their incumbent
workers because of complementarities between firm size and workers ability.
In equilibrium, I obtain that job-seekers arbitrage between vacancy types that differ
in job-matching rate, expected payments, and screening rates. Therefore high-wage jobs
attract more workers and are harder to get as in Kaas and Kircher (2015) [75] and firms that
want to hire faster do so by offering higher wages. My model departs from their homo-
geneous worker framework because worker heterogeneity requires intensive-screening
firms to increase wage offers in order to compensate job-searchers for the higher proba-
bility of being screened out.
2009 and find that the bulk of the growth in inequality is explained by increasing dispersion in firm specific
premia and rising firm-worker assortativeness. Additionally, Helpman, Itskhoki, Muendler and Redding
(2012) [66] find that two-third of the increase in wage inequality in Brazil between 1986 and 1995 is due to
increasing wage dispersion within sector-occupation groups.
4The model of screening builds on Helpman, Istkhoki and Redding (2010), [67] the model of directed
search builds on Kaas and Kircher (2015) [75] and the standard model of trade builds on Melitz (2003). [88]
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Unlike previous work in the trade literature, the model features overlapping genera-
tions of firms that gradually adjust the size and average ability of their workforce. Firms
do not leap to their optimal state; instead they grow gradually in order to save on va-
cancy posting costs that are assumed to be convex. By assumption firms start small with
an unselected set of workers. In equilibrium, they grow production capacities by screen-
ing the least able of their workers and by replacing them with more and better workers.
Firms decide to export only if they are productive enough and only when they are big
enough to cover the fixed costs of export. Because decisions are based on current and fu-
ture prospects, young small firms that will export in the future prepare to do so by hiring
more and better workers.
I show that under restrictive assumptions the dynamic model generates general equi-
librium predictions that are similar to the canonical models of Melitz (2003) [88] and Help-
man et al. (2010). [67] In a version of the model without screening, I show that consump-
tion per capita decreases with trade costs as in Melitz (2003). [88] With screening, the
model predicts that for a given cohort of firms, the more productive ones are larger, have
higher levels of screening, and therefore pay higher wages. I show that under restrictive
assumptions the relationship between the steady state dispersion of firm average wages
and the level of trade costs has the same inverted U-shape as in Helpman et al. (2012). [66]
Therefore the model extends steady state results of Melitz (2003) [88] and Helpman et al.
(2010) [67] to a more general setting in which firms chose to grow gradually to their opti-
mal size.
A distinctive feature of the model is that wages depend on both firm productivity and
firm growth rate: wages vary between firms, within firms and over time. In particular,
since the distribution of firms and firm growth rates adjust along the transition path, the
model allows for rich effects during transitions between steady states.
A once and for all reduction in trade costs has two effects. First it provides incentives
for exporters to sell more and for the most productive domestic firms to start exporting.
4
During the transition period, these expanding and already high-paying firms temporarily
offer even higher wages to recruit better workers faster. Unlike previous models where
the fate of workers is uniquely determined by their employer’s fate, the model implies
different outcomes in the transition path for different workers within the same firm. Only
the least able workers at expanding firms are screened out. By contrast, the workers with
the same ability at the less productive firms that do not expand and raise their screening
level keep their job.
Second, a reduction in trade costs also results in greater competition pressure. The
model predicts that domestic firms grow more slowly, shrink or even exit depending on
their productivity and stage of development. Domestic firms that still hire choose lower
screening levels and offer lower wages. Furthermore some firms may have committed
to wage levels that they are not able to pay anymore now that intensified competition
reduces their revenues. Some firms may be able to negotiate wage cuts with their workers
while others are bankrupt and exit.
I show that the novel predictions of the model match a large number of empirical
findings on worker flows and wages. In particular, the model implies that separation rates
increase with employment growth rates at the firm level because firms grow production
capacity by increasing the number and average ability of workers by hiring and screening
simultaneously. This is consistent with empirical work on hiring and separation rates in
the US and in France; see Davis, Faberman and Haltiwanger (2013) [44] and Duhautois
and Petit (2015). [49]
The model’s novel implications about the wage dispersion within firms are also con-
sistent with empirical findings. The model predicts that wage dispersion within export-
ing firms temporarily increases following a positive foreign demand shock because these
firms hire workers at a premium to reach their new optimal state faster. This prediction is
consistent with evidence in Frias, Kaplan and Verhoogen (2012) [56] on Mexican exporters
following the 1994 peso devaluation.
5
In the model, faster growing firms offer higher wages. I provide evidence supportive
of this prediction in chapter 2. In particular, I use a matched employer-employee dataset
on French manufacturing firms. I find that the elasticity of the wage of new hires to the
hiring rate is greater when using an instrumental variable approaches that focuses on
exporters and control for supply and hiring technology shocks.
To study the aggregate implications of trade on inequality and consumption along the
transition path, I need to aggregate firm transitions. Aggregating across firms that differ
in productivity and stages of development is analytically complicated. Instead I calibrate
the micro mechanisms of the model with data on the French manufacturing sector for
1995-2007 and obtain numerical results about aggregates.
I compute the response of a closed economy that implements a once and for all re-
duction in trade costs. The main result is that overall inequality overshoots its long run
increase. This pattern broadly matches the suggestive evidence of the event study of lib-
eralizations. The model predicts that inequality peaks four years after the reform and
that about one fourth gets undone in the following ten years. The evolution of the in-
crease in inequality is mostly driven by the dispersion of firm average wages. Specifically
it results from the temporary wage premium offered by high-paying expanding firms to
speed growth and from the wage cuts at the least productive firms. Within firm inequal-
ity also contributes to a temporary increase in inequality as the wage dispersion increases
at expanding firms but its contribution to total inequality is small.
The rest of the chapter is organized as follows. I start by briefly outlining the relation-
ship of this chapter to the existing literature. Section 2 presents suggestive evidence about
the evolution of inequality in countries that open to trade. Section 3 lays out the mecha-
nisms of the labor market, the trade-offs faced by job-seekers and the optimal behavior of
firms in steady states. Section 4 characterizes the steady state properties of the model and
provides some comparisons with canonical models of the literature. Section 5 presents
the equilibrium path following a once and for all reduction in trade costs. Section 6 de-
6
scribes the calibration of baseline parameters. It then discusses and reports the simulation
results of the calibrated model’s response to a counterfactual trade liberalization. Section
7 concludes.
Related literature .
This chapter contributes to a growing literature that focuses on the interplay between
labor frictions, firm growth and trade. Fajgelbaum (2013) [53] develops a steady state trade
model with job-to-job mobility impeded by search frictions in the spirit of Burdett and
Mortensen (1998). [26] The model predicts that future exporters poach workers from cur-
rently exporting firms in order to prepare to export. A related result of my model is
that future exporters prepare to export by screening more intensively before they actually
serve the foreign market. In both models, exporters do so in order to smooth recruiting
costs over time. Ritter (2012) [98] and Felbermayr, Impullitti and Prat (2014) [54] develop
steady state frameworks that embed the directed search mechanism of Kaas and Kircher
(2015) [75] into trade models but find little impact of trade on wage inequality because they
ignore the interaction between labor frictions and worker heterogeneity. Cosar, Guner
and Tybout (2016) [39] structurally estimate a rich steady state model with establishment-
level data from Colombia to compare the relative importance of labor and trade reforms.
They find that Colombia’s opening to trade is the main driver of the observed increase
in wage inequality and job turnover. While the common feature of these models is the
existence of overlapping generations of firms, their analysis focus on steady states and
ignore the dynamics that follow trade reforms.
Out-of-steady state models of trade have recently been developed along two dimen-
sions. First, a branch of the literature examines the reallocation of workers with differ-
ent levels of human capital along the transition path. Cosar (2010) [38] and Dix-Carneiro
(2010) [46] develop models of sluggish accumulation of sector specific human capital and
sector switching costs to study the distributional effects of trade. Their results underscore
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the importance of sectoral mobility frictions. While sectoral differences can be important,
previous empirical work has shown that most of the reallocation flows (Wacziarg and
Wallack (2004) [105]) and the increase in inequality occur within sectors (Helpman et al.
(2012) [66]). Emami-Namini and Lopez (2013) [93] and Danziger (2014) [40] develop models
of skill acquisition examining the evolution of the skill premium in perfectly competitive
labor markets. The dynamics are shaped by the time it takes for workers to acquire skills
in response to a trade-induced shift in the relative demand for skills. They predict the
overshooting of the skill premium. By contrast a defining feature of my framework is the
focus on the evolution of within group inequality which is underscored as a key driver of
inequality by the empirical literature.5
Second, my model also belongs to the transitional dynamics literature that emphasizes
the role of costly firm adjustments. The common feature of these models is the presence
of frictions that prevent firms to instantaneously adjust to changes in the product mar-
ket. A first generation of models starting with Ghironi and Melitz (2005) [58] studies the
implication of sunk costs and lagged entry on the evolution of the distribution of het-
erogeneous firms. In their framework as in mine, a reduction in trade costs generates
consumption overshooting because there is a temporary reallocation of workers from the
firm creation sector to the production sector6. Atkeson and Burstein (2010) [10]develop a
model of firm innovation showing how decisions on productivity improving investments
interact with changes in trade costs. To some extent, my framework and theirs share the
view that there are complementarities between export and investment decision if one is
willing to interpret screening as a form of investment. Cacciatore (2014) [28] introduces
5Card et al. (2013) [33] for Germany: "Increasing workplace heterogeneity and rising assortativeness be-
tween high-wage workers and high-wage firms likewise explain over 60% of the growth in inequality across
occupations and industries." Helpman et al. (2012) [66] for Brazil: "The within sector-occupation component
of wage inequality accounts for over two thirds of both the level and growth of wage inequality in Brazil be-
tween 1986 and 1995." Frias, Kaplan and Verhoogen (2009) [55] also have similar findings for Mexico where
most of wage changes result from changes in plant premia rather than changes in skill composition.
6Alessandria and Choi (2014), [4] Alessandria Choi and Ruhl (2014) [5] simulate rich models with pro-
ductivity shocks, capital accumulation and sunk capital adjustment costs and they also find overshooting
of consumption.
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labor market frictions and unemployment in a two-country dynamic stochastic general
equilibrium model to examine the synchronization of business cycles between partners
with different labor market characteristics. This model has similar implications as mine
about unemployment: both predict that trade liberalization generates a temporary in-
crease in unemployment.
To this date, only one paper features changes in wage dispersion along the transition
path in a model of overlapping generations of firms. Helpman and Itskhoki (2014) [65] ex-
tend to a dynamic setting the trade model of Helpman and Itskhoki (2010) [64] with search
frictions and bargaining. In their model, changes in wage inequality are driven by wage
cuts at the least productive of the declining firms and dynamics are driven by the exoge-
nous quits and exits of these firms. A similar pattern can be found in my model. However
the models differ along several dimensions. First the absence of worker heterogeneity in
their model implies that there is no wage dispersion in steady states and that the fate of
workers during transitions are tied to their employer’s while my model has implications
for between and within firm inequality in steady states and during transitions. Moreover
in their framework, expanding firms leap to their long run optimal states and their wages
are constant across firms and over time. Thus they rule out the wage dispersion and the
wage changes at the top of the distribution that my model features.
Finally this chapter relates to the literature on firm growth and workforce manage-
ment. Two papers are particularly relevant. First, Caliendo and Rossi-Hansberg (2012) [32]
and the following-up empirical work in Caliendo, Monte and Rossi-Hansberg (2015) [31]
examine the internal organization of heterogeneous firms in hierarchical layers of occu-
pations. The focus on occupations makes their work complementary to this chapter. They
show that firm expansions that do not lead to organizational changes result in wage raises
for all workers as in my model, while the addition of a layer of management reduces the
wages of incumbent workers. Second, Haltiwanger, Lane and Spletzer (2007) [60] use a
matched employer-employee data from the US Census Bureau and investigate the choice
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of worker mix made by heterogeneous firms. They document a strong relationship be-
tween firm worker mix and firm productivity and find that initial deviations at young
firms from this relationship tend to be corrected in the long run in a manner consistent
with selection. The screening mechanism in my model provides a stylized version of this
mechanism.
1.2 EVOLUTIONS OF INEQUALITY AFTER LIBERALIZATIONS
In this section, I present patterns of the dynamic response of inequality at the macro
level. I document the evolution of changes in inequality before and after liberalization
reforms for a panel of 37 countries. Inequality gradually increases and seems to feature
an overshooting response. I discuss the statistical significance of the latter.
1.2.1 Country panel data and empirical approach
The analysis is based on country panel fixed effect regressions and focuses on within-
country changes in Gini coefficients relative to country pre-reform trends. The event
study analysis mainly draws from three data sources.
First, I use the liberalization dates of Wacziarg and Welch (2008). [106] The authors
carefully construct dates of trade liberalization for the 106 countries for which they have
enough information. The determination of the liberalization dates relies on a compre-
hensive survey of country case studies. Specifically, the criteria used in chosing the dates
are essentially based on major changes in annual tariffs, non-tariffs, and black market ex-
change rate premia.7 In addition and whenever relevant, they used a variety of secondary
sources to include the dates when state monopoly on major exports were abolished and
7The literature has indeed made the case that the black market premium has effects equivalent to a
formal trade restriction. On the one hand, exporters often have to purchase foreign inputs using foreign
currency obtained on the black market. On the other hand, they also have to remit their foreign exchange
receipts from exports to the government at the official exchange rate. As result, a black market premium
acts as a trade restriction.
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when multi-party governance systems replaced the Communist Party’s undivided rule.
The varied nature of the reforms conducted at the liberalization dates may cast doubt
on whether the event study really speaks about the effect opening up to trade. Panel A of
figure 1.1 provides evidence that these reforms had a substantial effect on trade: country
openness as measured by trade ratios to GDP starts trending up at the liberalization dates.
The second essential piece of data consists of country measures of inequality over
time. The most comprehensive source of country panel data on inequality is the UNU-
WIDER, "World Income Inequality Database (WIID3.0b), (2014)" (henceforth the WIID).
This dataset is a compilation and harmonization of the Gini coefficients that were com-
puted from detailed country specific micro-studies on inequality. Typically single micro-
studies only span several years and I relied on overlapping series to construct longer time
series of changes in inequality8.
The last dataset used in the event study is the World Development Indicators (hence-
forth the WDI) provided by the World Bank. The WDI contains data on population, real
and nominal GDP, inflation, import and export, investment and unemployment. I sup-
plement these time series with the share of secondary and high education completed in
the population aged 15 and over from the Barro-Lee Educational Attainment Data.
Once all sources are merged, I only keep countries for which the measure of inequality
spans a period that includes the liberalization date. This leaves me with 37 countries
spanning 6 regions (14 countries are in the Americas, 7 are in Asia, 6 are in Europe, 6 are
Post-Soviet countries, two are in Oceania and two are in Africa) and with liberalization
dates that range from 1964 to 2001 (four are in the 60’s, two are in the 70’s, four are in the
80’s, 26 are in the 90’s and one is in the 2000’s).
8Technical details about data construction can be found in section A.1 of the appendix.
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1.2.2 Event study results
Figure 1.1 displays the evolution before and after the liberalization dates of trade and
inequality in the simplest way. Each variable is deviated from country averages over the
pre-liberalization period. Openness is defined as the ratio of half the sum of imports and
exports to GDP. In panel A, the evolution of openness features a kink at the date of lib-
eralization and a steady upward trend thereafter. By contrast, the evolution of inequality
indexes looks non-monotonic. Inequality is on average higher after the liberalization but
the evolution is hump shaped. Inequality reaches a peak 8 years after the liberalization
and subsequently decreases.
I formally estimate the height and timing of the peak and test for the non-monotonicity
of inequality by fitting a flexible polynomial function to the data




γn(t− tc,0)nI{t≥tc,0} + Zc,t + εc,t (1.1)
where tc,0 are country c specific liberalization dates, αc + γc(t− tc,0) are country-specific
trends, γ0I{t≥tc,0} is a dummy that equals one in the post-liberalization period and the
summation term corresponds to a polynomial of order four that is set to zero during
the pre-liberalization period. Some additional country controls are included in Zc,t. The
dummy and the polynomial capture the response of inequality. If the response of inequal-
ity were immediate and permanent, one should expect the coefficients of the polynomial
to be non-significantly different from zero while the liberalization dummy alone would
capture the jump in inequality. This is a gross test of the performance of steady state mod-
els. The estimation results in table 1.1 shows that this is far from being the case, as figure
1.1.B already suggested.
Estimates of polynomial coefficients in table 1.1 are not easy to interpret directly but
they have meaningful implications. Using simple computations, it is possible to derive
that they all imply an inverted U-shape response of inequality in the 20 years following
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Figure 1.1: Average evolution of openness and inequality after liberalizations.
Panel A.
Panel B.
Sources: WDI and WIID. The blue dots correspond to the estimates of time effects in a simple
regression of the dependent variables on time dummies. The plain blue line is a 3-year moving
average of these estimates. The dotted lines correspond to 95% confidence intervals of estimates.
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Table 1.1: Within country evolution of Gini coefficients.
(1.1.A) (1.1.B) (1.1.C)
VARIABLES Country trends Controls Pop. weights
Polynomial terms:
(t− tc,0).I{t≥tc,0} 0.901*** (0.182) 0.870*** (0.199) 1.149*** (0.283)
(t− tc,0)2.I{t≥tc,0}.10
−2 -10.908*** (2.080) -9.433*** (2.336) -13.716*** (3.165)
(t− tc,0)3.I{t≥tc,0}.10
−4 37.228*** (9.221) 34.141*** (10.627) 56.397*** (13.893)
(t− tc,0)4.I{t≥tc,0}.10
−6 -36.752*** (12.702) -35.943** (14.998) -70.175*** (19.186)
Liberalization dummy:
I{t≥tc,0} 1.189* (0.625) -0.296 (0.691) 0.457 (0.915)
Observations 753 609 440
R-squared 0.950 0.962 0.964
Country trends YES YES YES
Controls NO YES YES
Pop. weights NO NO YES
Peak increase 3.426 (after 6 year) 2.260 (after 7 year) 3.548 (after 7 year)
F-test p-value 0.006 0.083 0.000
Decrease 3.221 (year 6 to 17) 1.247 (year 7 to 17) 1.343 (year 7 to 17)
F-test p-value 0.000 0.083 0.162
Sources: WDI, WIID, Barro and Lee (2010). Controls in column C include the real GDP per capita
and its square, the real GDP per capita growth rate, inflation, the openness index, the investment
rate, the population growth and the share of secondary and high education completed in the pop-
ulation aged 15 and over. Robust standard errors are in parentheses; *** p<0.01, ** p<0.05, *
p<0.1.
the reform. The bottom panel of table 1.1 provides the height of the peak and when it
occurs. Results show that the peak is reached 6 or 7 years after the liberalization date.
The first "F-test" line contains p-values of testing whether the height of the peak is equal
to zero. The hypothesis is systematically rejected, implying that inequality does increase.
However, the next line shows that 35% to 95% of the increase in inequality is estimated to
be undone in the following 10 years depending on the specification. The bottom line is a
one-sided test of whether the difference between inequality at the peak and 10 years after
is equal to zero. I conclude from the p-values that the decrease is significantly different
from zero. As shown by column (1.1.A-C), these results are robust to the inclusion of a
large set of control variables and to the use of average population as weights.
The dynamic nature of the response of inequality could actually be explained by the
steady state model of Helpman, Itskhoki and Redding (2010) [67] if one were willing to
interpret the data a sequence of steady states in which trade costs are gradually lowered.
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Figure 1.2: Changes in Gini coefficients versus changes in openness after liberalizations.
Sources: WIID, WDI. The red line corresponds to locally weighted regressions.
Unfortunately, I show that the explanation does not square with the data. The authors ar-
gue that trade-induced changes in inequality stem from the existence of an exporter wage
premium. For barely open countries, lowering barriers raises the small share of work-
ers at premium-paying exporters: inequality rises. Conversely for very open countries
with a large fraction of exporting firms, lowering barriers raises the already large share
of workers earning a premium: inequality decreases. Hence their model predicts that
the relationship between inequality and country openness is an inverted U-curve. Figure
1.2 shows that the relationship between changes in openness and changes in inequality
is monotonically increasing in the data. Through the lens of the model, this means that
countries are still on the left of the peak of the openness-inequality curve.
To conclude, the event study provides suggestive evidence that the evolution of in-
equality following liberalizations is dynamic in nature and may feature an overshoot-
ing pattern. The present analysis should not be viewed as causal evidence of the effect
of trade liberalization as it suffers from well-established limitations.9 To pursue the ex-
amination of the dynamic response of inequality to trade reforms, I choose a structural
approach and build a micro founded model of trade.
9See the Rodríguez and Rodrik (2001) [99] critic for instance.
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1.3 RECRUITMENT AND SELECTION OF WORKERS BY
GROWING FIRMS
The model is set in discrete time. I consider two symmetric countries, home (H) and
foreign (F), in which there are two sectors. The first sector uses labor to produce and
sell a homogeneous good to the other sector under perfect competition. Workers in this
sector are hired in a perfectly competitive labor market and the competitive wage is the
numéraire. The homogeneous good is non-tradable and can be thought of as services or
capital. In the second sector, an infinite number of heterogeneous firms produce and sell
varieties of the final good to consumers at home and possibly abroad. In what follows, I
focus on the analysis the home differentiated good sector and its interaction with workers
in a labor market characterized by search frictions. The foreign differentiated sector is the
same by symmetry.
1.3.1 Labor market interactions and timing
There is a mass of workers that is normalized to one. Workers have rational expecta-
tions, are assumed to be infinitely-lived and discount future income with factor β ≤ 1.
Workers can either be unemployed or employed in one of the two sectors. Only the cur-
rently unemployed can look for jobs. The unemployed can choose freely to look for a
job in the service or the differentiated good sector. In the service sector workers get jobs
without delay and earn a competitive wage.
The differentiated sector is characterized by frictions as job-searchers meet with firms
according to a matching function that depends on the relative number of searchers to
vacancies. Firms conduct interviews and screen workers whose ability is below a certain
cutoff. Worker heterogeneity in ability follows the specification of Helpman, Itskhoki and
Redding (2010) [67] and is specific to firm-worker matches and independently distributed
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across workers and firms. Worker-firm specific ability is initially unobserved to all agents
and revealed to firms during interviews.
The sequence of actions in every period consists of three stages. First entrepreneurs
may found start-ups by paying fe units of the homogeneous good. A productivity x
is drawn from a Pareto distribution with c.d.f F(x) with shape parameter θ and lower
bound xmin. x is revealed to entrepreneurs who then decide whether to carry on with
their project. All firms (including start-ups) are hit by an exogenous exit shock with prob-
ability δ0. Surviving firms may screen their workforce to get rid of some of their least
able workers and may post detailed vacancy offers in order to grow or replace leaving
workers. Vacancy posting is based on Kass and Kircher (2015) [75] and their framework is
extended to encompass the case of worker screening: job openings include the descrip-
tion of a contract specifying the probability of getting the job and the present value of
expected wage payments. The different vacancy contracts are indexed by their type ω.
Firms are assumed to comply with their posted contracts.
Simultaneously in the first stage, workers are hit by separation shocks with probabil-
ity s0. It is assumed that firms are large relative to workers in the sense that each firm
employs a continuum of workers and that the law of large number applies for all proba-
bilistic events. It implies that a fraction s0 of employed workers exogenously quits their
job every period at every firm. Unemployed and service workers decide whether to apply
to a specific type of vacancy or get a job in the service sector.
In the second stage, job-seekers in the differentiated sector are interviewed by hiring
firms with a probability µ(ω) that is specific to each vacancy type. The worker-firm match
specific productivity is revealed at interviews. Only a fraction χ(ω) of interviewees are
actually hired as firms only select the workers that have an ability level above the screen-
ing cutoff specified in the vacancy contracts.
In the third and final stage, unmatched job-seekers and rejected interviewees earn a
benefit and wait for the next period. Inputs are purchased, production in the two sectors
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takes place and workers are paid according to contracts.
1.3.2 Labor supply
The key predictions of the model pertain to the evolution of the wage distribution and
stems from the aggregation of individual wages. In this subsection, I derive the wage
equation for new hires and the evolution of wages for previously employed workers. The
main results are that wages are increasing with the firm level of selection and with the
willingness of firms to fill-in vacant positions rapidly.
First I lay out the trade-offs faced by workers that must choose between employment
options and then use arbitrage conditions to derive wage equations. Workers are as-
sumed to have access to a complete insurance market. The value of employment options
is specified in terms of the numéraire. The real value of employment options will there-
fore vary with the price index of aggregate consumption. Future monetary income flows
are discounted using the equilibrium interest rate Rt,t′ which will be specified later.
Employment statuses are characterized by three value functions: the value of being
employed in the service sector Vr,t is indexed by r10; the value of being employed in
the differentiated sector at a job of type ω is Ve,t(ω) and the value of being unemployed
looking for a job ω is Vu,t(ω).
Service jobs – Workers incur a disutility cr and earn a competitive wage wr that is constant
over time as it equals the constant normalized productivity of the sector.




Unemployment – The labor market is segmented by vacancy type ω. Job-seekers can only
search and apply to one type of vacancy at a constant disutility cost cu. For each type,
10I use "r" to characterize the "reservation option" rather than by s to avoid confusion with variables
pertaining to screening
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the probability µ(ω) for a job-seeker to get an interview is related to the ratio of searchers
to vacancies Λ(ω) by a matching function µ(ω) = m(Λ)/Λ. The vacancy-filling rate is
therefore equal to m(Λ). The matching function is standard: I assume that the job-finding
rate is convexly decreasing in the number of job-candidates per vacancy. It is important
to note that the job-finding rate is then inversely related to the vacancy-filling rate. In
other words, firms who decide to fill vacancies rapidly need many job-candidates and
chose to open vacancies with low job-finding rates. To get a job with a promised option
value Ve,t(ω), workers must also pass the interview screening process which they do with
probability χ(ω). Unsuccessful job searches leave workers with some unemployment
insurance ui and the option value of searching next period. Hence the value of applying
to jobs of type ω is







Because workers are free to direct their search to any type of jobs, including jobs in
the service sector, the equilibrium value of searching is equalized across all vacancy types
and equal to the value of working in the service sector Vu,t = Vr,t. The equalization
mechanism is the following. If the value of searching for a job ω with a higher value Ve,t
or lower screening rates (1− χ) entailed a higher value of applying, all job-seekers would
direct their search towards it. As more and more workers apply to this job, the probability
of getting an interview decreases up until the point when the value of searching is no
higher than the value of working in services.
Differentiated sector jobs – At the beginning of every period, previously employed workers
may lose their job either because of separations (with probability s) or because of their
employer’s exit (with probability δ). The probability (1− η) of keeping one’s job is then
(1− s)(1− δ) where s captures the probability of being separated from a firm because
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of screening, firing irrespective of ability, or exogenous quit shocks. The initial value of
jobs in the differentiated sector is specified in vacancy contracts. Employment values
result from the disutility of working ce and the schedule of present and future wage and
screening rates:
Ve,t(ω) = wt(ω)− ce +
1
Rt,t+1
[(1− ηt+1Ve,t+1(ω) + ηt+1Vu,t+1]
As in Kaas and Kircher (2015) [75] there is an infinity of wage schedules that allow a firm
to deliver a value Ve,t(ω) at the same costs because payments can be made sooner or later.
Additional assumptions must be made to resolve this indeterminacy. I adapt the assump-
tion11 in Kaas and Kircher (2015) [75] to the case of screening by imposing that (i) wages at
stationary firms are constant over time and otherwise that (ii) expected wage changes are
such that the expected value of keeping one’s job is the same as in the stationary case:
(i) Ve,sta.(wt(ω)) = Vr,sta. + ∑
k≥0




(1− ηt+1) [Ve,sta.(wt+1)−Vr,sta.] = β(1− η0) [Ve,sta.(wt)−Vr,sta.]
In a stationary environment, the interest rate is 1/β and the probability of keeping one’s
job (1− η0) = (1− s0)(1− δ0) comes from the combination of the exogenous exit and
quit rates.
I show in the appendix that the wage of new hires is given by the following equation:
w(ω) =
(
wr − cr + ce −








(wr − cr + cu − ui)︸ ︷︷ ︸
"the wage premium"
(1.2)
11The authors note that their assumption corresponds to the limit case of risk-neutral firms and risk-
averse workers as risk aversion vanishes.
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with 1/cw = 1− β(1− η0). Equation (1.2) expresses that firms must at least pay workers
the outside option wo. In addition firms can only attract workers if they compensate them
for search-related costs: the second term is a "wage premium" including c̃u ≡ wr − cr +
cu − ui the opportunity and net direct costs weighted by the average duration of search.
Therefore the wage premium increases with the rejection rate and the average time to
get an interview. It means that more productive workers that went through a tougher
selection process are rewarded with higher wages. It also captures the fact that firms
that want to fill their vacancies rapidly need to compensate workers for the length of
their search with higher wages. From now on and without any loss of generality it will
also be assumed that workers can also arbitrage between work in services and living on
unemployment insurance while never searching. This simplifies exposition as it implies
that wr − cr − ui = 0.
What happens to the wage of previously employed workers when firms raise the
screening cutoff or when the interest rate varies? Firms are bound to deliver wage pay-
ments that are consistent with the commitments they made at the time of hiring. As-
sumption (ii) allows me to characterize the evolution of wages from one period to the
next:
wt − wo =
βRt−1,t(1− η0)
1− ηt
(wt−1 − wo) (1.3)
First it means that the more productive workers being kept after more screening get a
wage raise as wt increases with ηt. Second it means that the wage of workers grows with
the size of the economy through changes in the interest rate.12
To summarize, I obtained two results regarding wages. First the model predicts that
wages are increasing in the vacancy-filling rate because workers need to be compensated
for the corresponding lower job-finding rate. Second, wages increase in the screening
rate because workers need to be compensated for the higher probability of becoming
12Indeed, the interest rate reflects the relative desirability of present versus future consumption. There-
fore in a growing economy, consumption-smoothing agents increase their demand for borrowing and drive
the interest rate up. The above assumption then implies that wages increase.
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unemployed. The next step is to solve for labor demand and the behavior of firms given
the labor supply equations (1.2) and (1.3).
1.3.3 Labor demand and the firm optimization problem
Firms make decisions about human resources and sales at every point in time in order
to maximize the expected sum of discounted profits. Managing human resources means
choosing which workers to separate from and deciding on the number and characteristics
of job openings, including job wage offers. In each period, firm revenues are determined
by the firm workforce capacity which stems from the number of workers and their aver-
age ability. Costs depend on current and past human resource management decisions.
I show in the appendix that the full dynamic problem of firms can be broken down in
three steps and solved backward. In this subsection and for the sake of clarity, I use this
result and present the three optimization problems and solutions sequentially starting
with the last step. First, I consider the problem of choosing current vacancy and hiring
wage policies to minimize recruiting costs taking as given a growth objective. Second, I
consider production and sales decisions: firms choose their prices and whether to export
taking as given their current workforce capacity and home and foreign product demand.
Third, I consider the problem of choosing the growth profile of firm workforce capacity.
The first two steps are static problems that can be studied the same way regardless of the
nature of the general equilibrium (stationary or transitional).13 In the third step however,
I assume in this section that the economy is in a steady state and I study the case of the
transition path in section 1.5.
In what follows and whenever a distinction needs to be made, prime variables will
denote end-of-period variables.
13It may not be obvious that choosing wage offers in the recruiting cost minimization step can be done
independently of other decisions. This property is one the results of the wage posting mechanism devel-
oped in Kaas and Kircher (2015) [75] and its application to the present framework is derived in more details
in the appendix.
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1.3.3.1 Sales and recruitment decisions
Recruiting costs minimization – Recruiting costs consist of vacancy management costs
and wages.
Posting vacancies and actively searching for workers is a costly process that depends
on the number of vacancies V and the number of workers available to help in the recruit-









V, with ν > 0 (1.4)
This functional form has been used extensively in the theoretical labor work.14 Vacancy
costs are increasing in the number of vacancies as well as in the vacancy rate V/ľ. Costs
are convex in the vacancy rate.15
Consider the cost minimization problem16 of a firm that wants to hire ∆ workers with
average productivity α. The distribution of worker-firm match productivity α is assumed
to follow a Pareto distribution with shape parameter κ > 1 and lower bound αmin. The
most efficient way to get workers of a certain average productivity is to minimize the
rejection rate and select all workers that are above a cutoff α′c. The Pareto distribution




of the best interviewees17, with κκ−1 α
′
c = α.
Total recruiting costs consist of the vacancy posting costs C(V, l) and the wage liability
implied by the contract associated with the vacancy. The wage liability per new hire
14Merz and Yashiv (2007), [89] Kaas and Kircher (2015) [75] are examples of papers using a similar function.
15These features are supported by many empirical studies. Blatter, Muehlemann, and Schenker (2012) [23]
and Dube, Freeman and Reich (2010) [48] all document increasing marginal recruitment costs. Blatter,
Muehlemann, and Schenker (2012) [23] and Barron, Berger, and Black, (1997) [13] also find that larger firms
have higher hiring rate costs. See Manning (2011) [85] for a survey of the literature.
16While the problem is complicated by the addition of worker heterogeneity, the main steps for solving
this problem follows Kaas and Kircher (2015). [75]
17The fact that the fraction of selected interviewees only depends on the screening cutoff can be traced
back to the following assumptions. First the infinitely small size of firms and the match specific nature of
worker heterogeneity ensures that the productivity of workers in the unemployment pool follows the pop-
ulation distribution and is independent from the selection of employed workers at all other firms. Second,
the fact that nobody knows worker productivity before interviews ensures that there is no self-selection.
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cwwo + 1χµ cu is derived from equation (1.2) and is equal to the sum of the discounted
wage payments.18 Firms can trade-off between posting more vacancies and attracting
more workers per vacancy with higher wages. Formally, the minimization problem is:
min
V,w




















where the condition of the program makes use of the law of large numbers to specify
how many vacancies are to be posted in order to hire a number ∆ of workers: V vacancies






I assume that the matching function takes the standard form m(Λ) = cm1−λ Λ
1−λ with
0 < λ < 1. The first order condition of the cost minimization problem relates the number
of vacancies and the wage offer to the desired number of hires and their productivity
level:























1 + ν(1− λ) > 1, ξ =
λ
1 + ν(1− λ) ∈ (0, 1)
These equations make clear that the optimal behavior for a growing firm is to use the
two recruiting channels by simultaneously posting more vacancies and raising wage of-
fers.19 These results also imply that choosing more productive workers leads to post more
vacancies and to offer higher wages.
18Assumption (ii) regarding the evolution of the wage of employed workers ensures that the sum of
discounted wage payments is the same regardless of future firm decisions and the nature of the general
equilibrium.

























The presence of search frictions is the fundamental cause of wage dispersion and un-
employment. At this point it is useful to define the "adjustment cost" function that rep-
resents total recruiting costs and includes vacancy costs together with contracted wage
liabilities:











Adjustment costs are increasing in size ∆, in recruiting intensity ∆
ľ
and in screening.
I show in the appendix that a fraction ξ of these costs goes to vacancy costs while
the remaining part corresponds to the wage liability in excess of the outside option wo,
namely the "wage premia". The fraction of costs (1 − ξ) that goes to wage premia is
decreasing in λ, the elasticity of the matching function to the vacancy rate, and increasing
in ν, the degree of convexity of the vacancy costs. It is useful to re–write the wage equation
(1.5) using the adjustment cost function:




Because of search frictions, the hiring behavior of firms also has implications for un-
employment. Raising wage offers above market levels helps firms to grow faster but also
generates longer unemployment queues. The number u = ΛV of job-seekers looking for
a given vacancy type can be related to the recruitment characteristics in a simple way
thanks to the adjustment cost function:
u = ΛV =
1− ξ
cu
A(∆, α′c, ľ) (1.8)
Consequently the number u′ of unmatched workers associated to a vacancy type is given
by ΛV − ∆. Total end of period unemployment will be obtained by summing unmatched
workers across all vacancy types. Additionally, these relations show that friction unem-
ployment decreases with the efficiency and cost of searching (captured by cu, cm, and ξ)
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as workers favor faster matching rates. Conversely it increases with cC the cost of posting
vacancy as firms opt for longer queues and higher vacancy filling rates.
Revenue maximization across markets – Demand in the final good is defined over the
continuum of horizontally differentiated varieties and takes the constant elasticity of sub-
stitution form with parameter σ. For exporters, foreign sales cF require the production
of τqF units in order to cover for iceberg trade costs τ. On each market M ∈ {D, F}





















where φM = CM
1
σ PM stands for market conditions on market M ∈ {D, F}. Exporters
allocate their sales optimally. They equate the marginal revenues across markets rDq = rFq .
This implies that the firm shares of production and revenues on the domestic market is







. Total revenues for exporters (IX = 1) or domestic-only
firms (IX = 0) take the form:




σ with Υ(IX) = Υ.IX + (1− IX) (1.10)
From now on the superscript D is dropped because countries are assumed to be symmet-
ric.
Selling on the foreign market includes a fixed costs fX in addition to the variable cost τ.
This standard assumption in the trade literature implies that not all firms find it profitable
to exports. Only the firms that sell enough to cover the fixed costs export. The formal





1 if r(q, 1; φ, Υ)− fX ≥ r(q, 0; φ, Υ)
0 otherwise
(1.11)
As in other dynamic models21, only the firms that are productive and old enough to have
accumulated enough production capacities export.
The production function of a firm of productivity x with l′ workers of average ability
α is as in Helpman, Itskhoki and Redding (2010): [67]
q = xαl′ρ (1.12)
This function features complementarities between worker ability in the sense that the
productivity of a worker is increasing in the ability of coworkers. I assume that workers
need some particular support technology to fully reach their potential productivity: firms
need to pay a cost cSψ α
ψ every period to benefit from their workers’ ability.22
Finally production also requires the payment of a fixed cost fd. Per-period gross profits
π are equal to the revenues net of the wage corresponding to the payments of workers’
outside option, net of wage premia payments B′, and net of the support technology and
vacancy costs.
π = r(xαl′ρ, IX; φ, Υ)− wol′ − B′ −
cS
ψ
αψ − C(V, ľ) (1.13)
Net profits Π are obtained from subtracting the fixed costs from gross profit: Π = π −
fd − IX fX.
21Holzner and Larch (2011), [69] Felbermayr, Impullitti and Prat (2014) [54] and Fajgelbaum (2013) [53] to
name a few.
22This assumption departs from Helpman, Itskhoki and Redding (2014). [65] Their model features a per-
period cost that takes the same form which they call a "screening cost". They describe it as the cost of
acquiring the technology to test and screen job-candidates. Despite the constant entry and exit of firms,
their model has trivial dynamics. However if one is willing to take the dynamic nature of their model
seriously, the "screening cost" interpretation is at odds with the fact that firms pay this cost every period,
including when they are not hiring anybody. In the present explicitly dynamic framework, it is preferable to
think of this cost as an expense that is related to the production process rather than the hiring and screening
process.
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1.3.3.2 Firm saddle path equilibrium in steady states
In this subsection I consider the case of the steady state and show how firms starting
small with unselected workers build up production capacities by hiring and selecting the
workers that are best suited for them.
I make two assumptions about screening. I first assume that firms set the same screen-
ing cutoff for new hires and incumbents alike, and second, that firms cannot decrease the
screening cutoff. Another interpretation of the first assumption pertains to the definition
of workforce productivity and could be micro-founded by an appropriate although more
complex production function involving higher moments of the worker productivity dis-
tribution.23 The first assumption simplifies the exposition of the firm problem greatly as
a single variable, namely the screening cutoff, is then sufficient to characterize the distri-
bution of worker productivity.
The second assumption is needed to formulate the firm problem. However it turns
out to be not binding in steady state environments meaning that steady state results hold
without the assumption. When considering the transition path triggered by a reduction
in trade barriers, the assumption constrains firms to deviate from their optimal decision.
In section 1.5, I then use an alternative approach24.
Worker accumulation – The accumulation of workers depends on the number of sepa-
rations and new hires. Separations happen for three reasons. First firms may decide on
screening the least able of their workers by choosing an end-of-period screening cutoff
α′c greater than the beginning-of-period cutoff αc: it implies the separation of a fraction
23Indeed, the assumption imposes that firms improve productivity by getting rid of the least productive
ones in addition to hiring better workers. Alternatively firms could improve productivity by only hiring
workers and being even more selective in interviews. Hence the assumption could be justified by im-
posing that workforce productivity not only improves with average worker productivity but additionally
decreases with the lowest worker productivity levels.
24These restrictions are not only important to derive results, they are also necessary to formulate the
firm’s problem in a parsimonious way. Keeping track of the distribution of worker ability within a firm can
become very challenging in general as it may require knowledge about all the recruiting decisions of the






of incumbent workers. Second, some workers exogenously quit with fixed proba-
bility s0 irrespective of ability level. Finally, firms may also decide to scale down down
their workforce without changing worker average ability and decide on a separation rate
s ≥ s0. The law of motion of the number of workers is thus given by:








The first term ľ is the number of available workers after separations but before hiring that
are involved in the recruiting process. At this point I can relate the continuation rate of
jobs to the probability of being separated s and the probability of firm exit δ:






Why would firms ever fire workers irrespective of their productivity (s > s0) rather
than screen the least able of them, and why they would separate at all from some workers
given the wage commitments they made? The answer lies in a careful analysis of costs.
Firms commit to deliver a certain level of expected income to every cohort of workers.
Commitments have two components: the wage premium and a "base wage" that cor-
responds to the workers’ outside option wo. Laid-off workers can always get the "base
wage" from a job in services. This component of the commitment has not to be paid by
firing firms anymore. This is the source of cost-reduction that firms may look for. Con-
versely firms are not able to save on the wage premium commitments: this part of the
wage bill is reallocated to the remaining workers in accordance with equation (1.3) in or-
der to comply with the overall expected wage commitment they made. Moreover while
both firing and screening induce a reduction in the "base wage" bill, screening implies an
increase in support technology costs. For this reason, declining firms may prefer firing
over screening.
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Wage premia liability accumulation – The dynamic nature of the model and the wage
posting mechanism imply that wage payments depend on firms’ past commitments. Let
B be the beginning-of-period total amount of wage premium commitments accumulated
by a firm. Every period, wage premium commitments vary in accordance with the wage
equation (1.3), decrease with the number of separations and increase with new commit-
ments. The end-of-period wage bill to be paid is:
B′ = B
(1− η0)









+ ∆(w− wo)︸ ︷︷ ︸
new commitments
(1.16)
Equation (1.16) simplifies to B′ = B(1− s0) + ∆.(w− wo) after substituting the continua-
tion rate (1− η) using (1.15). The wage liability carried over to the next period is βR′B′
in accordance with equation (1.3) but it simplifies to B′ in the steady state.
I now express the lifetime problem of the firm in the steady state. The steady state
environment implies that the interest rate is constant R = 1/β, and that the aggregate
condition index φ is constant. The firm problem in recursive form is as follows:








c − fd... (1.17)
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∆








σ , s ≥ s0, δ ≥ δ0, α′c ≥ αc
This statement makes use of results (1.6) and (1.10) obtained from the recruitment cost
minimization and the optimal allocation of sales. The next steps are to characterize first
the stationary equilibrium of firms and then the growth path that leads to it.
Proposition 1 (Firm stationary equilibrium) .
In the steady state and if ψ − κγ ≥ σ−1
σ−ρ(σ−1) and γκρ < 1, the firm problem has a unique
stationary equilibrium characterized by ∆SS(x, φ, Υ), αSS(x, φ, Υ), lSS(x, φ, Υ). Moreover, the
stationary employment lSS and average worker productivity αSS are increasing in productivity x
and the aggregate condition indexes φ and Υ. The hiring rate ∆SS
ľSS
and firing rate sSS are equal to
the exogenous quit rate s0.
The formal proof is in the appendix and here I simply relate the above results to the
assumptions of the model. More productive firms are larger because their cost advantage
allows for a lower price that generates more sales. Firm employment increases with (φ, Υ)
because these variables capture the size and the easiness of competition on each market.
When a firm is at its stationary point, the hiring rate is just high enough to replace the
workers that exogenously quit. Average worker ability increases with productivity and
market size because of complementarities with firm size.







(x, φ, Υ) of stationary firms increase with x and macro-conditions (φ, Υ).
Proof. Apply equation (1.5).
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In a stationary state, all firms only need to replace the fraction s0 of exogenous quitters.
Nevertheless, the number of interviews necessary to replace quitters vary with the screen-
ing cutoff. Larger firms screen more and therefore need to post relatively more vacancies.
Higher screening levels must also be matched with higher wages in order to provide in-
centives for workers to apply. The empirical counterpart of this proposition would be
the cross-section comparison of mature firms in a stable environment. The prediction is
consistent with the empirical fact that larger firms pay higher wages.
In considering the equilibrium path of a firm to its stationary state, I assume that firms
start small with an unselected set of workers. New firms are endowed with a number
of workers l0 < lSS with a distribution of ability that follows a Pareto distribution with
shape parameter κ and lower bound αc,0 < αSS.
Proposition 2 (Firm saddle path equilibrium) .
(A). [The case of no-screening] In a steady state economy, if ψ = ∞, α ≡ αmin then the firm
problem features a unique saddle path equilibrium. The hiring rate ∆
ľ
(l; x, φ, Υ) is increasing with
firm productivity x and macro-conditions (φ, Υ), decreasing with employment l and independent
of past wage commitments B. The firing policy s(l; x, φ, Υ) is decreasing with (x, φΥ) and weakly
increasing in employment l. The export decision IX(l; x, φ, Υ) is increasing in all variables. Suc-
cessful entrants never choose to exit and δ = δ0.
(B). [The general case with screening] In a steady state economy the firm problem features a
local saddle path equilibrium if ψ is large enough. Along this path, the hiring, separation and exit
rates have the same properties as in (A) above. The screening cutoff αc(l, x, φ, Υ) is increasing in
each of its variables and independent of past commitments B.
The proofs are in the appendix. In the limit case where ψ = ∞, the support technology
costs go to infinity unless firms do not screen. Hence firms don’t screen and support costs
are zero. This is the only qualitative difference from the general case of screening. The
optimal path of a firm is to grow gradually to its stationary size. For given aggregate
conditions (φ, Υ), firms are fully characterized by their employment and their produc-
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tivity level. For a fixed (φ, Υ), firms’ characteristics are equivalently fully determined
by firm age and productivity.25 With a slight abuse of notations, I will sometimes use
age a and the quadruplet (a, x, φ, Υ) instead of (l, x, φ, Υ) as variables of the policy func-
tions. Small young firms do not jump to their stationary employment level because of
the convex vacancy costs: they save on these costs by smoothing recruitment over time.
Firms gradually increase the screening cutoff along with employment for the same rea-
son: young firms find it profitable to save on vacancy costs by screening job-candidates
less intensively than in their stationary state.
A higher productivity level and better market conditions cause a firm to export at a
younger age. In other words, exporters are the productive firms that are old enough to
have grown to the point at which they can cover the fixed cost of exporting. There is not
a single export cutoff as in Melitz (2003) [88] but an export cutoff function of age xX,a(φ, Υ)
that can be obtained from equations (1.10)-(1.11) and proposition 2. Therefore exporters
have the characteristics of old and productive firms. Consistently with empirical evi-
dence, exporters are thus predicted to be larger and select better workers.
Furthermore, firms that are productive enough to export in their stationary state (when
Υ > 1) grow faster and choose higher screening levels than in autarky (when Υ = 1). This
is true even before these firms decide to export because they anticipate the fact that they
will need to be bigger to serve the foreign market. This prediction echoes the findings
of the literature on exporters showing that firms prepare export-market entry with orga-
nizational change (Helfat and Lieberman 2002), [63] with productivity improvements and
investments (López (2009) [83]), and by poaching workers from current exporting firms
(Molina and Muendler (2013) [91]) if one assumes that these workers are likely to have a
better match productivity.
The independence of policy variables from past commitments is a property inherited
25Size is determined recursively by the history of growth rates, which depend on initial size and (x, φ, Υ),
since age 0. Given (l0, x, φ, Υ), it is equivalent to know the age or the size of a firm. This implies that a firm
is small either because it is young or because it is not very productive.
33
from the assumptions in Kaas and Kircher (2015): [75] none of the firms’ actions can affect
the level of commitments and the only feedback of the latter is to impact the firm value.
The steady state assumption turns off a number of margins of adjustments. Firms
would only fire if they happen to be significantly larger than their stationary employment.
They would do so because of the diminishing returns in the revenue function and to save
on the wage component that corresponds to the outside option. However this would
never happen in a steady state environment where firms start small, grow to their optimal
size and never exceed it. In the steady state, entrepreneurs may decide not to produce if
they draw a bad productivity x but if they become active, they will never decide to exit
and δ = δ0. The absence of endogenous exit results from the absence of unexpected
negative firm-level shocks (except for the exit shock).
Corollary to proposition 2 (wage offers and vacancy rates on the saddle path):
(A). [The case of no-screening] On the saddle path, the firm wage offer and vacancy rate are
decreasing with size and increasing with productivity x and macro-conditions (φ, Υ).
Proof. Apply equation (1.5).
Proposition 2 states that firms have a higher hiring rate ∆
ľ
when they are further away
from their optimal stationary state. Firms achieve faster growth using two channels: they
post more vacancies and attract more workers per vacancies with higher wages as shown
by equation (1.5). In the case of no-screening or holding worker-productivity constant,
wage offers are thus higher at younger firms. This prediction is supported by evidence
from French data26 and the findings of Schmieder (2013) [103] from German data.
Without further assumption about parameter values, no results can be obtained for
the evolution of wage offers at a given firm in the presence of screening because it results
from two opposing effects. On the one hand young firms offer higher wages to attract
more workers. On the other hand, they achieve faster growth with a lower rejection rate
and having lower screening cutoffs than in the stationary state implies lower wage offers.
26See section 6.
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Once I calibrate the model I find that the two effects are close to compensate each other
and that the first effect slightly dominates.
1.4 STEADY STATE EQUILIBRIA AND THE LONG RUN
EFFECTS OF TRADE
In this section, I define the steady state equilibrium and compare steady states with
different levels of trade costs. I show that consumption is higher under trade than under
autarky even though unemployment is higher. In addition, the distribution of wages in
the differentiated sector is more dispersed. I show that larger wage inequality under trade
results from a greater dispersion in firm average wages. In order to derive the results of
this section analytically, I make some restrictive assumptions. Specifically, I consider two
special cases of the model.
1.4.1 Steady state special cases and sectoral inequality
Special case #1 – I consider a steady state economy with no-screening (ψ = ∞), no
impatience (β = 1) and I assume that exporters cannot choose when to export. Specifically
I assume that a firm can only export from the beginning or not at all. I also assume
that the number and characteristics of the workers of a new firm is proportionate to the
firm’s stationary workforce characteristics (l0(x; φ, Υ) = ι.lSS(x; φ, Υ) and αc,0(x; φ, Υ) =
ι.αSS(x; φ, Υ)).
Special case #2 – I consider a steady state economy where the outside option of workers
is null27 wo = 0. This value can be obtained if the disutility of working in the service sector
is high enough. I assume again that β = 1, that exporters cannot choose when to export
and that new firms’ workforce is as described in case #1.
27Helpman, Itskhoki and Redding (2010) [67] rely on the same hypothesis throughout their model as it
allows for cleaner analytical results.
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These restrictive assumptions allow me to obtain a useful characterization of firms’
saddle path.
Proposition 3 (Log-linearity of firm paths) .




σ φ as "effective productivity" and (la,∗, αc,a,∗, ∆a,∗, wa,∗, ra,∗) as the
optimal choices of the firm with effective productivity X = 1 along its saddle path. In the two
special cases, there exists a cutoff x∗X such that all firms with x ≥ x∗X export (IX = 1). Furthermore
the optimal choices of any firm with effective productivity X along its saddle path are given by
(la,∗.Xεl , αc,a,∗Xεα , ∆a,∗Xεl , wa,∗Xεw , ra,∗.Xεr)










− σ−1σ (1− κγρ)
)−1
, εw = κγεα, εl =
(ψ− κγ)εα and εr = ψεα
The results in proposition 3 mean that firm variables follow the same sequence of
growth rates at all firms irrespective of productivity. For a given cohort of firms however
(i.e for a given age a), the levels are scaled up or down by effective productivities. Two of
the special case assumptions were particularly important in obtaining these results. First,
It was necessary to restrict the timing of export because more productive firms choose
to export sooner in the general case. Differences in the timing of exports would in turn
generate differences in growth rates across firms of the same age: more productive firms
would prepare earlier to export and would grow initially faster. Second, under the alter-
native assumption where all new firms have the same workforce, more productive firms
start further away from their optimal stationary size. Therefore, the grow rate of new
firms would be faster at more productive firms.
Proposition 3 provides a tractable characterization of the dispersion of variables across
firms of the same cohort. In the special case #1, dispersion of revenues increases with di-
minishing returns (ρ) and the elasticity of substitution between variety (σ). In special case
#2, the dispersion of wage offers increases with the dispersion of worker heterogeneity
and decreases with the elasticity of the support technology cost ψ. The degree of convex-
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ity of adjustment costs also contributes to wage offer dispersion and acts as a multiplier
of the effect of worker heterogeneity.
In order to characterize wage inequality among new and incumbent workers in the
differentiated sector, I refer to the following three measures of inequality: total wage in-
equality ST is defined as the normalized standard deviation of all wages 28, between-firm
inequality SB is defined as the employment-weighted average across cohorts of the nor-
malized standard deviations of firm average wages, within-firm inequality SW is defined
as the employment-weighted average across firms of intra-firm normalized standard de-
viations of wages29.
Firm average wage ŵa,X and firm normalized standard deviation nsda,X can be ex-
pressed in a simple way using the results of proposition 3. Specifically, I show in the
appendix that the log-linearity property also applies to the size and wage of cohorts of
workers: the size and wage of the cohort of workers hired at age c by a firm with pro-
ductivity X and current age a can be expressed as l′a,∗,c.Xεl and wa,∗,c.Xεw . Furthermore, I
demonstrate:














Firm average wages depend on the firm screening level and the wage offer premia
that are related to the history of firm growth rates. Because the growth rates are the same
across firms with the same age, firm average wages only vary with firm screening levels
through Xεw and with firm age as shown by equation (1.19).
Proposition 4 (Steady state comparison of between-firm wage inequality) .
28The normalized standard deviation is the ratio of the standard deviation over the average.
29These definitions are not a proper decomposition of inequality as ST 6= SB + SW , but they allow for
cleaner analytical results while remaining transparent. Formal definitions are in the corresponding section
of the appendix.
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In the special case #2, the dispersion of firm average wages in the differentiated sector is the same
under free trade when all firms export and under autarky. Sectoral wage inequality between firm
is strictly greater under trade when not all firms export than under autarky.
In other words, proposition 4 means that the relationship between the dispersion of
firm average wages SB and trade costs has an inverted U shape. The proof of proposi-
tion 4 in the appendix borrows from Helpman, Itskhoki and Redding (2010) [67] and the
results are similar. For a cohort with a given age, the dispersion of firm average wage




σ φ which is determined by the dis-
tribution of firm productivity and the export decision. The intuition behind proposition
4 is as follows. When a firm exports, it pays higher wages than what it would do under
autarky because it screens workers more intensively. Thus, trade generates an exporter
wage premium. When trade costs are high, only a small fraction of workers are employed
at exporters and benefit from this wage premium. A decrease in trade costs then raises the
share of workers at exporters and thereby increases wage dispersion. When trade costs
are low, the majority of workers are employed at exporters and a reduction in trade costs
implies that even more workers benefit from the wage premium: the wage dispersion
decreases.
In the special cases, I show in the appendix that it is possible to obtain a parsimonious





Proposition 5 (Steady state comparison of within-firm wage inequality) .
In cases #1 and 2, within-firm wage dispersion SW is independent of the level of trade costs.
The proof in the appendix is based on the log-linear property of firm saddle paths.
Wages are pinned down by firm screening levels and the firm growth rate at the time of
hiring. Within a firm, all cohorts have the same screening cutoff. Therefore the wage dis-
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persion within any firm only results from the fact that different cohorts of workers were
recruited at different times. Proposition 3 states that trade does not affect the sequence of
growth rates of any firm in the steady state. Therefore trade does not affect within-firm
inequality as measured by SW . Proposition 5 is supported by evidence from Helpman,
Itskhoki, Muendler and Redding (2012) [66] which shows that there is little permanent
change in the dispersion of wage within firms following the trade liberalization of the
early 90’s in Brazil.
1.4.2 The steady state general equilibrium
In this subsection I define and characterize the general equilibrium in the steady state.
I start with the general case and then use the special cases to derive analytical results. In
particular, I show that consumption, the unemployment rate and the share of labor in the
service sector are higher under trade. I also provide comparisons with the benchmark
trade model of Melitz (2003). [88]
In order to close the model, the problem of consumers needs to be thoroughly de-
fined. I assume that each worker has an equal participation in a national fund as in
Chaney (2008). [36] Hence profits are equally rebated among workers of the two sym-
metric economies. Because of the assumption of complete insurance for workers, the
economy behaves as if there was a representative consumer. I assume that the repre-
sentative consumer only consumes the differentiated good and that her utility function
has a constant elasticity of intertemporal substitution (IES). Total utility derived from













(PtCt −Yt) = 0 (1.21)








Euler equation where I use the definition of macro-condition φt = C
1
σ
t Pt. In any steady
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state, R = 1/β.
When the productivity is revealed upon entry, the firms that are not productive enough
to generate positive profits decide not to operate and exit. At the margin, the firm with
productivity x has a value equal to 0. This is the analogue of the zero cutoff profit condi-
tion in Melitz (2003). [88]
G(αc,0, l0, 0, x; φ, Υ) = 0 (ZCP)
This condition implicitly defines a decreasing relationship between the entry cutoff and
aggregate market conditions: easier conditions allow firms of lower productivity to suc-
cessfully enter.
I assume free entry of new firms. It implies that the expected value of entering firms is




G(αc,0, l0, 0, x; φ, Υ)dF(x) ≤ fE (FE)
Equality is obtained when ME the mass of firms that enters is positive. For a given level
of trade costs indexed by Υ, the free entry condition implies a monotonic positive rela-
tionship between the entry cutoff x and the aggregate condition index φ. Thus, in the
steady states with positive entry, the combination of the free entry and zero cutoff profit
conditions pins down the values of x and φ.
Entry is related to aggregate conditions because of its impact on the labor market.
More entrants implies that more workers are employed to produce the resources con-
sumed during the firm creation process (ME fE). Firm creation is a source of labor de-
mand that competes with existing firms for workers: a larger mass of entrants generates
an increase in the average real wage, a reduction in the number of production workers
and a reduction in production/consumption. From the point of view of firms in the dif-
ferentiated sector, the overall effect is fully captured by a decrease in the market condition
(φ ≡ C 1σ P).
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Competition in the labor market is formally represented with the help of the market
clearing condition. Total population POP must be equal to the sum of workers "attached"
to every firm of every generation. Each generation of firms is characterized by its age
a, a productivity cutoff xa which is age invariant in the steady state and a mass Ma. In
the steady state, the mass of a generation declines over time because of the exogenous
exit shocks: Ma = (1 − δ0)a+1ME. All workers are directly or indirectly "attached" to
some firm of age a and productivity x, either because they work there, or because they
are applying there, or because they are producing the services the firm uses. The labor
market clearing condition is:











The terms under the integral represent the workers attached to every firm and consist of
the unmatched job-candidates ua,x − ∆a,x, the currently employed workers l′a,x, and the
workers employed in the production of the fixed costs fd + IX,a,x fX, the support technol-
ogy cost csψ α
ψ
a,x and the vacancy cost ξAa,x. The dependence of these terms on (φ, Υ) is left
implicit for clarity of exposition.
Nominal wages are pinned down by productivity in the service sector. Therefore ad-
justments in the real wages occur through adjustments of the aggregate price P. Given






ra,xdF(x) = Y = P1−σφσ (GMC)
I now define the steady state equilibrium which is non trivial if there is a positive mass
of entrants ME > 0.
Definition of the steady state equilibrium –A steady state equilibrium is a list of policy
functions (δ, α′c, l, ∆, w, IX){a≥1,x∼F()}, an entry cutoff x and the constant macroeconomic
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variables (φ, Υ, P, ME) such that:
1. unemployed workers make optimal decisions taking vacancy characteristics as given:
(1.7) holds for all (α′c, l, ∆, w)a,x for all age a and x ∼ F() with x ≥ x
2. incumbent firms comply with wage commitments and maximize their value at all
times taking aggregate conditions, labor supply (1.7), product demand and initial
workforce characteristics (αc, l)0,x as given: (δ, αc, ∆, l, IX)a,x solve (1.18) for all a and
x ∼ F() with x ≥ x
3. there is positive free entry of firms (FE) and the zero-cutoff condition is satisfied
(ZCP)
4. the product and labor markets clear ((GMC) and (LMC))
Comparative steady state results – The general equilibrium conditions and the aggre-
gation of variables across firms are greatly simplified under the assumptions of the special
cases. In the special cases I can define appropriate averages of firm variables across ages
in a simple way. For any productivity x, aggregate conditions φ, Υ and firm level variable
z:
zx(Υ, φ) = δ0 ∑
a≥0
(1− δ0)a za,x(Υ, φ) = Xεz .z∗ with z∗ ≡ δ0 ∑
a≥0
(1− δ0)a za,∗, (1.22)





Because I assume that the economy is in a steady state, firms across generations have the
same growth profile. Therefore the above firm lifetime averages also correspond to the
aggregation of firm variables across generations. Log-linearity allows me to aggregate
firm variables separably across productivity levels or across generations.
Having restricted the timing of the export decision implies that the export cutoff func-
tion reduces to a single value: exporting firms are those with a productivity level x greater
or equal than xX irrespective of age. The equation that relates the fraction of exporting
firms pX to trade costs is the exact same as in Melitz (2003) [88] up to the definition of
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Thanks to log-linearity, the problem can be considered from the point of view of a
representative firm of mass MA, productivity x̃A(επ) and whose variables are given by
z∗ x̃A(εz)εz
σ−1























ME(1− δ0)a+1(1− F(x)) + ∑
a≥0
ME(1− δ0)a+1(1− F(xX))
This approach was initially pursued in Melitz (2003) [88] and I solve for aggregates in the
appendix by following similar steps.
I define welfare in the steady state Ω as consumption per capita and per period. I
show in the appendix that in the special cases, the price index and welfare are related to









































where b∗ is a constant, b(.) is null in the first special case and b(.) is strictly lower under
trade than under autarky in the second case.
Proposition 6 (Comparison of welfare and prices across steady states) .
In case #1, welfare is decreasing in the fixed and variable costs, the price index increases in both.
In case #2, welfare is higher and the price index is lower under trade than under autarky.
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The proof of proposition relies on equation (1.23) and on changes in average firm produc-
tivity. As trade barriers fall, exporters make more profits from foreign sales. "Effective
productivity" increases for exporters. Expected profits for entrants improve. In equilib-
rium, free entry implies that these expected gains must be offset by a lower probability
of successful entry and consequently by a higher entry cutoff. Hence average firm pro-
ductivity increases and so does welfare. In the special case #2, there is an additional
effect. Trade fosters more screening as exporters increase in scale and get larger returns
to screening. The associated productivity gains reflected by a lower b() term are then
another source of welfare increase.
The lower entry cutoff is mirrored by a tightening of market conditions as captured by
a decrease in φ and a decrease in the price index. Therefore "effective productivity" falls
for all domestic firms in contrast with exporters.
Labor allocation and unemployment – The sectoral unemployment rate at the end of
each period U is the ratio of unmatched job-searchers to the sum of job-searchers and
employed workers. I also define LFp the labor share of production workers, including
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Proposition 7 (Steady state comparison of unemployment and labor allocation) .
In the special case #1, the sectoral unemployment rate U and the labor share of the differentiated
sector LFp are independent of the level of trade costs.
In the special case #2, the sectoral unemployment rate U and the employment share of the service
sector (1− LFp) are higher under trade than under autarky.
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Sectoral unemployment is related to the growth rates and the screening intensity of
firms because faster growing and more screening intensive firms generate longer unem-
ployment queues. Sectoral unemployment is constant in the first special case because the
growth rates of firms in steady states are unchanged by trade. However in the special case
#2, firms under trade screen more because they are on average bigger and this generates
more unemployment.30 Similarly the share of service sector workers is larger in the open
economy because more screening requires spending more on the support technology and
allows firms to produce more with a smaller share of production workers.
1.5 THE EQUILIBRIUM PATH AFTER A REDUCTION IN TRADE
COSTS
In this section I examine the effects of a once and for all reduction in trade costs.
Specifically I define the equilibrium path along the transition from the steady state closed
economy to the steady state economy with trade. The out-of-steady-state environment
presents some challenges that I discuss. I then propose a new set of assumptions allow-
ing for a full characterization of the individual responses along the transition path. The
numerical results of the following section will confirm the generality of the results.
The firm problem in the transition path – The opening to trade has two effects. On the
one hand it provides new market opportunity as reflected by the corresponding increase
in Υ. On the other hand, it provides new sources of competition as reflected by the drop
in φ in the new steady state.
Domestic firms that were in their stationary state at the time of the reduction in trade
costs t0 suddenly find themselves with a size and an average workforce productivity that
30Alternatively, one could have defined the unemployment rate as the ratio of end of period unemployed
workers over total population. In this case, I show that the same result applies: unemployment is higher
under trade than under autarky.
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are strictly above their new stationary levels (l′t0 > l
′
∞ and α′c,t0 > α
′
c,∞). Therefore the
model implies that they should lower their screening level. Allowing these firms to grad-
ually adjust their screening level would make the definition of the lifetime optimization
problem extremely complicated: one would have to keep track of every cohort of new
hires and their characteristics in order to compute average worker productivity.31 To keep
the problem tractable in terms of notations and to allow for the computation of numerical
predictions with reasonable resources, I make the following assumption:
Assumption 1 – Declining firms are constrained to choose a new screening threshold
equal to the new stationary screening level α′c,∞ and keep it constant until they exit: α′c,∞ ≥
α′c ≥ min(αc, α′c,∞)
The new firm optimization problem is the generalization of equation (1.17) to a richer
environment:































































, δ ≥ δ0, s ≥ s0,
B′ = B(1− s0) + ∆.(w− wo), α′c,∞ ≥ α′c ≥ min(αc, α′c,∞)
The value function depends on the entire history and future path of aggregate conditions
as represented by Φ = (φ, R)t=−∞..+∞. Firms may decide to reduce the number of work-
31When α′c,new hires < αc,incumbent the new distribution of worker ability is no easy to characterize anymore
as it is now the sum of Pareto distributions with different thresholds.
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ers they employ through exogenous attrition (∆ < s0l) or firing (s > s0). At this point,
I still assume that firms pay their incumbent workers in accordance with initial commit-
ments at all times.
However, the unexpected reduction in trade costs may result in wage commitments
that some distressed firms cannot deliver anymore. There is a tension in the model be-
tween the commitment of firms to pay the promised wages and the unexpected negative
impact of the reform. Specifically, if the trade-induced decrease in φ is large enough, the
associated decline in the revenues of some domestic firms may be so large that they can-
not cover their costs, including the wage payments. In other words the value of these
firms can become negative Gt0(αc, l, B, x; Φ) < 0. These firms have no other choice than
exit or renegotiate the wage of their incumbent workers and both options are a violation
of initial commitments.32
For some firms, there may be wage cuts that can both restore the firm value to non-
negative levels while preserving a positive premium over the worker outside option.
Whenever this is the case, renegotiation is a Pareto improvement over firm exit. If there
is a renegotiation, the relative bargaining powers of the two sides, namely the firm and
its workers, still needs to be determined.
Assumption 2 – All firms with values that are negative after having set wage premia
commitments to zero exit: δ′a,x,t0 = IGt0 (α′c,l′,0,x;Φ)<0 . Otherwise firms that are such that
Gt0(α
′
c, l′, B′, x; Φ) < 0 ≤ Gt0(α′c, l′, 0, x; Φ) renegotiate wages with their incumbent work-
ers. Specifically, wage cuts cut′t0,a,x amount to the minimum decreases ensuring that the
value of renegotiating firms is non-negative: Gt0(α
′
c, l′, B′ − cut′t0,a,x, x; Φ) = 0. The work-
ers at a renegotiating firm (a, x) are all assumed to get the same percentage cut.
Assumption 2 means that the bargaining power of firm owners in the renegotiation
is null. This is a conservative hypothesis in the sense that it minimizes wage cuts at
32Voluntary firm exit is a violation of wage commitments as the workers would all lose the wage premium
they earned when they go back to the unemployment pool.
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already low-paying firms and therefore minimizes the change in inequality that results
from renegotiation. In general, the importance of nominal wage cuts is a source of debate
in the data. The wage cuts predicted by the model are in real terms: therefore they would
not necessarily correspond to nominal decreases if other independent developments on
the money market led to inflation. Furthermore there is some supportive evidence of
nominal wage cuts under special circumstances in the literature. Akerloff, Dickens and
Perry (1996) [3] provide a survey of studies on wage rigidity. They document evidence of
wage cuts in recessions or at firms which experience particularly harsh difficulties as is
the case in the model.
I now define the equilibrium path resulting from a one-off reduction in trade costs at
the end of t0. I restrict my attention to the equilibrium in which there is a positive mass
at all times during the transition. This ensures that the free entry condition is always
binding.
Definition of the transition path equilibrium –An equilibrium path following a reduc-
tion of (τ0, fX,0) to (τ∞, fX,∞) at t = t0 is a list of exit and renegotiation decisions at the
time of the shock (δ′t0 , cut
′
t0){a>0,x∼F()}, policy functions , (δ, α
′
c, l, ∆, w, IX){a≥1,x∼F(),t>t0},
a sequence of entry cutoffs xt>t0 and a sequence of variables (φ, P, ME){t≥t0} such that:
1. (α′c, l, ∆, w, IX){a≥1,x∼F(),t0} and (φ, P, ME)t0 is the steady state equilibrium associ-
ated with (τ0, fX,0).
2. At t = t0, firms with negative value negotiate wage cuts cut′a,x,t0 or exit δ
′
a,x,t0 in
accordance with assumption 2
3. unemployed workers make optimal decisions taking vacancy characteristics as given:
(1.7) holds for all (∆, l, w)a,x,t for all a, all x ∼ F() and all t > t0 such that δa,x,t = 0
4. incumbent firms comply with wage commitments and maximize their value at all
t > t0 taking aggregate conditions, labor supply (1.7), product demand and initial
workforce characteristics (α′c, l, ∆, w, IX)a,x,t0 and (αc,0,x, l0,x) as given:
(δ, αc, ∆, l, IX)a,x,t solve (A.8) for all a, all x ∼ F(), and all t > t0 such that δa,x,t = δ0
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5. there is positive free entry of new firms (FE) at the zero-cutoff condition (ZCP) is
satisfied for all t > t0
6. the product and labor markets clear for all t > t0 ((GMC) and (LMC))
In order to obtain analytical predictions for the transition path, I consider the special
case in which the inverse elasticity of intertemporal substitution takes a particular value:
Special case #3 – I assume IESσ = 1 and that the reduction in trade costs is "not too
big".
In the special case #3, I show in the appendix that there is a solution such that the
aggregate market condition drops instantaneously to the future steady state value: φt =
φ∞ for all t > t0. This result is a consequence of the fact that the firm problem (A.8) only
depends on the index φ in that case. Hence the entry cutoff also jumps instantaneously
to its long run level because this condition is purely forward looking. All other variables
are solved forward given the allocation of resources at time t0. In particular, the mass
of entrants evolves according to the labor market clearing condition (LMC). I need to
assume that the reduction is "not too big" in order to ensure that there is always a positive
of entrants. The price index (in terms of the numéraire) adjusts to clear the product market
(GMC).
New entrants behave exactly as they would in the future steady state. They start
small with low screening levels and gradually expand according to the policy functions
of proposition 2.
The individual transitions of incumbent firms are fully determined by productivity
and the age at the time of the shock. Patterns can be studied with the help of cutoff curves
x(a). Figure 1.3 graphically illustrates the discussion below and proofs are provided in
the appendix.
The firms that exit after the announcement of the reforms are the firms that have the
lowest values even after a hypothetical wage renegotiation. These firms are the youngest
and the least productive of firms. Specifically, there exists an exit cutoff function xexi(a)
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Figure 1.3: Illustrative diagram of cutoff functions right after the trade cost reduction.
The plain gray line delimit the areas (from left to right) where firms exit, fire, stay stable
or decline by attrition, grow. The firms above the green line export. The dashed lines are
respectively the exit and the export cutoffs before the reform.
decreasing in age a: all firms with productivity and age such that x < xexi(a) exit. Unpro-
ductive firms experience declines in revenues that do not allow them to cover the fixed
cost of operation anymore. This is more true for young unproductive firms that still have
small production capacity and would have to pay prohibitive recruitment costs were they
to expand in size and revenues.
Among the firms that do not exit, there are two cutoff functions x f (a) and xgth(a) in-
creasing in a that determine firms evolution. Domestic firms only suffer from the reform
as they face an increase in competition from expanding exporters and foreign firms and
as they do not benefit from lower trade costs. In steady state models of trade, the discus-
sion only focuses on a single productivity cutoff value. In the current dynamic setting,
age also matters. Some young domestic firms are small enough that reaching their new
optimal stationary state still requires them to grow. Hence, the older and less productive
firms decline when x and a are such that x < xgth(a). If these firms still hire some workers
to mitigate the effect of quits, they offer very low wage since they do not need to attract
many, and since they may have reduced their screening level. It may be the case that the
oldest and least productive of firms (x < x f (a)) are so much above their new optimal sta-
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tionary size that they chose to fire some workers irrespective of their productivity levels
in order to save on the "base wage" component of labor costs (wol′). The young and more
productive firms with x and a such that x ≥ xgth(a) grow.
The reduction in trade costs has both short and long term effects on the export decision
of firms. The firms that export in the period t0 + 1 that follows the reform are firms with
x and a such that x ≥ xexp(a) where the cutoff function is decreasing in age a. Indeed,
equation (1.11) implies that it is the old and productive firms that export.
Among the exporting firms at t0 + 1, there can be firms that will decide not to export
in their new stationary state. These firms grew large before the reform when the environ-
ment was not as competitive. They are now large enough to cover the fixed export cost.
If they chose to decline, these firms will stop to export as they reach their new stationary
size. The newborn firms with the same productivity do not chose to grow as large and do
not export in the more competitive environment.
The dependence of firm variables by age and productivity is obviously different from
what is the case in the future new steady state. This is what drives the temporary effects
of the reform. Let xX,a=∞,t=∞ be the export cutoff of stationary firms in the steady state
with lower trade costs. For all t > t0, domestic firms (x, a) with productivity x lower than
xX,a=∞,t=∞ have lower growth rates and, if still hiring, they offer lower wage premia than
firms (x, a) in the new steady state. Before the reform, these firms were on a saddle path
equilibria featuring larger sizes at all ages. They now grow more slowly or decline in
order to reach their lower new stationary state.
By contrast, firms with x ≥ xX,a=∞,t=∞ that were in their stationary state before the
reform now decide to grow by hiring better workers faster in order to reach their new
optimal state. They screen the least able of their workers, while other workers get wage
raises as they raise their screening cutoff. These firms’ growth rates are higher and their
screening levels are lower than at their counterparts of similar productivity and age in the
new steady state.
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The model implies that workers with the same ability can experience different out-
comes. Workers of any ability that are employed at firing or exiting firms lose their job
while similar workers at growing firms keep theirs. Furthermore, worker outcomes also
result from the interaction between firm and worker productivity. The workers employed
at an exporter that are close to the screening cutoff at the time of the reform have a higher
probability of becoming unemployed than workers of similar ability at a non-firing do-
mestic firm because the domestic firm does not raise its screening level in contrast with
the exporter.
The model has novel predictions for the evolution of the wage dispersion within firms.
The model predicts that old exporters experience an increase in the dispersion of wages
among their workers. Firms that were close or at their stationary state just before the
reform have not experienced big adjustments for some time. Their incumbent workers
have similar wages as they were all hired under the same small growth rate. Upon the
shock, exporters suddenly need to speed growth with high wage offers and the premia
they offer generates some internal wage dispersion. This prediction is consistent with the
findings of Frias, Kaplan and Verhoogen (2012) [56] about the Mexican exporting firms that
experienced the positive shock of the 1994 peso devaluation. Furthermore, they also find
that the dispersion increase is temporary. This is also consistent with the model which
predicts that wage premia offer is only needed during the transition. The within-exporter
wage dispersion increase is predicted to vanish as workers hired at a premium quit and
are replaced by new hires with lower premia.
The type of firms that renegotiate wages is ambiguous because both age and productiv-
ity have two opposite effects. Older and more productive firms have accumulated more
and better workers and therefore, they are more likely to maintain profitable operations.
However, older and more productive firms also have accumulated larger wage liabilities
and this makes the necessity of wage negotiation more likely. Thus the type of firms that
renegotiate depends on the relative importance of these two effects. The calibrated ver-
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sion of the model of section 6 predicts that the former effect dominates: young and less
productive firms are then predicted to be more likely to renegotiate.
Depending on parameter values, some of the cutoff curves may connect at different
points and some of the firm behaviors presented may not be observed.33 The variety of
firm experiences render the economy-wide analysis intractable analytically and I turn to
numerical solutions to obtain more results.
1.6 COUNTERFACTUAL EXERCISE
In this section I consider the counterfactual experiment of having a country open to
trade starting from autarky. I obtain numerical results from the calibrated model in the
general case without restrictions. First, I outline the sources from which I draw the stan-
dard parameter values. Then I describe the calibration of the non-standard parameters of
the labor market. Finally, I obtain and discuss the results of the calibrated model on the
transition path following a liberalization reform.
1.6.1 Calibration
In the counterfactual experiment, I consider a country initially under autarky and I
examine the effects of a trade liberalization reform. I assume that the reform is a once
and for all reduction in trade costs such that the future steady state features standard
characteristics34: specifically I assume that 10% of firms export and that they export 30%
of their sales.
The model presents a number of standard features that are characterized by parame-
ters that have been extensively studied in the literature. Therefore and whenever read-
ily available I use standard estimates from the literature. I also use standard calibration
33While it is possible to prove that xX(a) ≥ xexi(a), and that xX,∞,∞ ≥ xgth(a) ≥ x f (a) ≥ xexi(a) for all a,
it is not possible to locate the cutoff curve of temporary exporters xX(a) with respect to xgth(a) and x f (a)
and when these inequality are strict.
34These numbers correspond to the rounded values for trade in France.
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methods implemented on the census of French manufacturing firms of 20 employees and
over, the EAE35, and on French customs data.36
Table 1.2 summarizes the parameter values and the corresponding source or the corre-
sponding moment of the data used in the calibration. I choose periods to correspond to
years. The discount rate β = 0.95 and the intertemporal elasticity of substitution IES = 2
are standard values. I choose the elasticity of substitution between varieties37 to be σ = 4.
The coefficient of diminishing returns to labor ρ = 0.7 is set to obtain a wage to valued
added ratio of 50%.
I follow the methodology of Head, Mayer and Thoenig (2014) [62] for the calibration
of the firm productivity distribution and the levels of trade costs in the terminal steady
state. Specifically I recover the shape parameter from the right tail of the distribution of
value added of French manufacturing firms. The exogenous exit rate of firms δ0 = 2.5%
is based on the observed exit rate in the EAE data38.
Under the assumption of Pareto, my model shares with Melitz (2003) [88] the property
that the entry cost fE has no other impact than determining the fraction of successful
entrants. The operation costs fd and the coefficient of the technology costs cS can be arbi-
trarily chosen by choosing units of the match and firm productivities.39 I also normalize
population to one and use the outside option wo = 1 as the numéraire.
The remaining parameter values pertain to characteristics of the labor market. The
triplet (κ, ρ, ψ) is over-identified as the distribution of match-specific productivity cannot
be directly observed from the data.40 Therefore I chose to normalize ψ = 7 and this value
35The Enquête Annuelle d’Entreprise is conducted by the French National Institute of Statistics and Eco-
nomics Studies.
36The Données import/export du commerce extérieur are collected by the Direction Générale des
douanes et des droits indirects.
37So far these values are similar to the ones chosen by Ghironi and Melitz (2005) [58]
38In the EAE data, 7% of firms exit the census every year. However that rate includes administrative
restructuring and changes in the the firm administrative identifiers. I then correct this rate according to
the findings of Hethey-Maier and Schmieder (2013) [103] showing that only one third of identification code
terminations corresponds to real firm exits.
39I chose fd = 0.1, and cS = 0.05 for convenience of exposition
40Intuitively, the elasticity of the cost function ψ, the strength of complementarities and the dispersion of
abilities have offsetting effects on the net returns to screening: greater net returns are obtained from raising
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is such that none of the constraints outlined in the theory section are binding. I directly
obtain the worker-firm separation rate s0 = 0.19 from the data by assuming it corresponds
to the fraction of separations when there is no firm growth. I chose the search cost coef-
ficient cu = 4 in order to obtain a sectoral unemployment rate of 9%. I choose the share
of vacancy costs to wage offers ξ = 10% in order to match the magnitude of recruitment
costs reported in Manning (2011). [85] I obtain γ the elasticity of wage offers with respect
to the firm hiring rate from the study conducted in chapter 2: the instrumental variable
approach gives an estimate of 10%.
As a result there are two remaining parameters to calibrate: cA the coefficient of the
adjustment cost function, and κ the shape parameter of the Pareto distribution of match
productivity. I calibrate cA and κ in order to match two relevant empirical moments for
the model. The first moment is the elasticity of firm average wage with respect to firm
value added. In the EAE data, firm average wage increases by 10% when firm size is
doubled. Second I use the elasticity of the separation rate with respect to firm growth
estimated in chapter 2. After controlling for firm characteristics as well as firm and time
effects, I obtain an elasticity of 13%. I am able to match these two moments as the pa-
rameters κ and cA directly govern the returns to screening and how it translates into
wage premia. Precisely, a lower κ means a larger dispersion in worker ability and greater
screening returns: raising the cutoff results in a lower fraction of screened out workers.
Ultimately a larger κ also results in more screening at larger firms and this is reflected by
higher wages. Larger adjustment costs stemming from a higher cA translate into larger
wage premia but also discourage screening.
1.6.2 Counterfactual trade liberalization
Equipped with parameter values calibrated on micro data, I turn to the study of the
numerical responses of aggregates as predicted by the model.
the cutoff if the cost-elasticity is lower, if ability dispersion is greater or if complementarities are stronger
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Table 1.2: Parameter values and calibration strategy.
Parameters Source or data target Target
Labor market
γ 1.1 Elasticity of adjustment costs Estimation
κ 1.05 Shape of match productivity distribution Separation-growth rate elasticity 0.13
ξ 0.1 Vacancy costs to wage premia ratio Manning (2011)
cA 5 Adjustment cost function coefficient Wage-size elasticity 0.1
cu 4 Worker search cost Unemployment rate 0.09
s0 0.19 Worker exogenous separation rate Worker separation rate
Melitz-type firm/trade
θ 2.5 Shape of firm productivity distribution Head et al. (2014) QQ method
τ 1.3 Iceberg trade cost Share of exporters’ foreign sales 0.3
fX/ fd 1.4 Export fixed cost Share of exporters 0.1
Standard macroeconomics
β 0.95 Discount rate Average real interest rate
δ0 0.025 Firm exogenous exit rate Firm exit rate
σ 4 Elasticity of substitution between variety Ghironi and Melitz (2005)
ρ 0.7 Decreasing returns to labor Wage share in firm value added 0.5
IES 2 Elasticity of intertemporal substitution Havranek et al. (2015)
The numerical implementation and the algorithm used to solve for the equilibrium
path are as follows. I simulate an economy populated with firms whose productivity lev-
els can take 100 different values with probabilities that are given by a Pareto distribution.
I first solve for the general equilibrium in the initial and terminal steady state. Then I
guess a transition period (T = 140) and use an iterative fixed point algorithm to solve
for the transition path equilibrium. Starting from a guess about the sequence of market
conditions φt=1..T and price Pt=1..T, I update the price indexes P using the free entry con-
dition by backward iteration. Along the way I derive the policy functions of firms using
the guesses about present and future φ and P. Then, starting from the initial allocation of
labor across firms, I update the market conditions φ forward by applying the policy func-
tions in every period. The algorithm converges when the distance between the guesses
and the updates fall below an arbitrary threshold.
Consumption, price and trade – As shown in figure 1.4, the predictions of the model
with respect to consumption, price, and trade are consistent with previous results of the
literature. Specifically I find that production overshoots its long run value as in Ghironi
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and Melitz (2005) [58] and Alessandria and Choi (2014). [4] This might come as a surprise
given the presence of adjustment frictions in these models. However the presence of sunk
costs causes inertia and allows unproductive firms that would not successfully enter in
the new steady state to stay active. These unproductive firms entered before the reform,
when the lower level of competition allowed them to do so. The production of these
firms more than compensates the sluggish adjustments of expanding firms and produc-
tion overshoots. Because of the absence of a storage technology and the assumption of
balanced trade, consumption and production are equal at all times.
Consumption overshooting and the resilience of unproductive firms worsen compe-
tition and this is reflected by a drop in the price index which falls below its long run
value. This induces a rise in real wages above the new steady state value that deters en-
trepreneurs to create as many new firms as would be the case in the future steady state.
Therefore there is a reallocation of labor away from firm creation activities to production
and a temporary drop in the mass of entrants.
The adjustment of trade as a share of GDP is gradual but the vast majority of the ad-
justment happens instantaneously. Two effects drive this pattern. First, while recruitment
frictions prevent the expansion of exporters, the allocation of sales across markets is cost-
less. Therefore firms that are already big and productive enough at the time of the reform
to cover the export fixed costs immediately export. The subsequent gradual increase in
trade comes from the extensive margin. Some firms need a few periods to expand and
be able to cover the fixed costs. Moreover the share of firms that export also increases
because of the gradual replacement of unproductive firms by more productive ones that
are more likely to be or become exporters.
Labor allocation and the evolution of inequality – Employment and unemployment in
the differentiate sector overshoot their long run value. First, the expansion of exporters
more than compensates the decline of domestic firms. Simultaneously the expansion of
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Figure 1.4: Evolution of selected aggregates in log-deviation from the autarky level.
Notes: Inequality is measured by coefficients of variation. The dashed gray lines represent the
future steady state values towards which the economy converges.
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exporters generates long unemployment queues. Consequently employment in the ho-
mogeneous sector and the creation of new firms drops. Then the differentiate sector em-
ployment and unemployment decline because of two effects. First, firms are hit by exit
shocks. Second, the initial drop in firm creation led to a "missing generation" of firms. The
firm exits are not fully compensated by the expansion of new entrants. Eventually the dif-
ferentiate sector employment and unemployment reach their new steady state value from
blow.
The evolution of inequality is the distinctive new feature of the model. Figure 1.4
shows that it overshoots its long run value. The drivers are manifold. The main driver of
inequality is the dispersion in firm average wages. At the top of the wage distribution, the
largest and more productive firms raise their screening levels and offer wage premia dur-
ing their expansion. In the future steady state, the workers hired with high wage premia
during the transition have retired. They are replaced by new workers that are hired with
lower wage premia. At the bottom of the distribution, workers at unproductive firms ac-
cept wage cuts to delay the exit of their employer and preserve their jobs. These workers
will eventually separate from these firms and they will be replaced by workers that get
jobs at better firms with better wage.
There is also a large temporary increase in within-firm inequality. This increase results
from the difference between the wage of incumbent workers and the wage of new hires
that are recruited with a premium by expanding firms. However the contribution of
within inequality to total inequality is small because the within-firm inequality is very
small relative to between-firm inequality.
The calibrated model is successful in predicting the overall increase in inequality and
some of the overshooting pattern. It highlights the role of the reallocation process in
shaping the wage distribution and its evolution. However labor frictions barely explains
the sluggish increase in trade and in inequality: inequality and trade increase faster in
the model than in the data. This limitation could come from the fact that liberalization
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reforms tend to be gradual unlike what has been assumed in the experiment. Alterna-
tively the excessively fast adjustment of trade and inequality may result from the absence
of other adjustment frictions. For example destination specific frictions would slow the
expansion of exporters in foreign markets and the reallocation of workers towards high-
paying firms. These observations highlight a path for future research.
1.7 CONCLUSION
While we know from the literature that trade liberalization causes inequality to rise,
we did not know how fast does inequality increase and how much of the inequality in-
crease is permanent. Hence the objective of this chapter was to examine the evolution of
inequality and its drivers when a country opens to trade.
To this end, I first document the response of inequality after recent liberalization re-
forms. I show that the increase in inequality is gradual for about 7 years and that some
of the increase may have unraveled thereafter. Because of the obvious limitations of this
empirical study, I pursue the analysis with a structural approach.
I develop a dynamic general equilibrium model of trade to examine the evolution of
inequality in response to a reduction in trade costs. A distinctive feature of the model is
the incorporation into a dynamic framework of elements that the literature underscored
as key determinants of the effect of trade on inequality. Specifically the model features
the selection by more productive firms of more productive workers: specifically, more
productive firms screen workers with better match-productivity and pay higher wages
to compensate workers for the higher probability of being screened out. Furthermore,
firms adjust the size and average productivity of their workforce gradually because of
the convex costs of recruiting. The model successfully rationalizes features of the data.
Specifically it explains why bigger firms pay higher wages, and why faster growing firms
have higher separation rates and offer higher wages.
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The framework is tractable as I demonstrate by deriving steady state results about
welfare, inequality and unemployment. First I show that welfare, inequality and unem-
ployment are higher under trade than under autarky because of selection and reallocation
effects. Tougher competition resulting from trade leads to the exit of the least productive
firms: average productivity improves and so does welfare. Additionally, firms screen
more intensively on average because of complementarity between screening and produc-
tivity. This translates into more unemployment as job candidates get screened out more
often. Inequality is larger under trade because the already high-wage firms raise their
wage. These firms raise their wage in order to attract better workers, increase the produc-
tivity of their workforce and achieve their expansion to the foreign market.
Second I show that a reduction in trade costs generates rich dynamic effects for firm
and worker outcomes during the transition period. Expanding firms do not leap to their
new stationary state but they speed growth attract better worker faster by offering wage
premia. As these firms were already paying higher wages before the reform, this effect
contributes to an increase in inequality. This component of the inequality increase is tem-
porary. The workers hired with a wage premium during the transition will retire and
be replaced by workers hired at lower wages in the long run when firms do not need to
speed growth anymore. A fraction of unproductive firms struggle to operate profitably
in the more competitive open environment. Workers at these firms accept wage cuts to
delay the exit of their employer and preserve their jobs. This also contributes to a tempo-
rary increase in inequality because these low-wage firms will not survive in the long run
will be replaced with better firms.
A novel prediction of the model is that the fate of workers depends on the interaction
between their ability and the productivity level of their employer. For a given match-
productivity level, the workers at expanding firms that raise their screening level may
get screened out while other workers at non-expanding firms keep their job. At a given
expanding firm, the workers with the lowest match-productivity get screened out while
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the other workers get a wage raise.
I use a calibrated version of the model to conduct a counterfactual experiment and
predict the dynamic effects of a liberalization reform on aggregates. The model predicts
the overshooting of inequality in response to a reduction in trade costs. This prediction
is qualitatively consistent with the pattern documented in the country panel study. The
model predicts that the evolution of inequality is driven by the dispersion in firm aver-
age wages. The permanent increase in inequality unfolds gradually because of the labor
market frictions. There is a temporary increase in inequality during the reallocation pro-
cess because high-paying firms offer wage premia for a period to speed growth while
unproductive firms cut wages to delay their exit.
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Chapter 2
The characteristics of worker flows by
firm growth: empirical evidence from a
matched firm-worker dataset from France
1
2.1 INTRODUCTION
A vast literature has established that labor markets around the world are characterized
by large flows of workers in and out firms, and in excess of firm job creations and destruc-
tions.1 A lot of attention has been devoted to variations in the magnitude of worker flows
with firm growth, and a lot less to the variations in the characteristics and wages of new
and separated workers. In fact, in one of the seminal studies of worker flows, Abowd et
al. (1999) [1] conclude that "to complement [their] analysis, one should consider the wage
patterns for entering and exiting workers". Surprisingly, no study has yet undertaken to
address this question in a comprehensive way.
In parallel with the empirical work on worker flows in and out firms, the new canonical
models2 of labor have focused on firm-worker interactions with frictions. These models
predict the existence of an upward-slopping labor supply curve at the firm level: all else
being equal, firms that hire more workers have to offer higher wages.3 In this context, the
overlooked but robust fact that growing firms separate with more workers is puzzling.4
Furthermore, the existence and measurement of a firm-level upward-sloping labor supply
curve in the data has received little attention,5 which is surprising given the robustness
of the prediction across models.
This chapter uses a comprehensive matched firm-worker dataset from France to ex-
amine these issues and extend the study of how worker flows and wage offers vary with
firm growth. The dataset is constructed from three censuses in order to obtain complete
information on firm characteristics, worker flows, and on the wages and characteristics
of new, separated and continued workers, making it well suited for the analysis. Specifi-
1See Bassanini and Marianna (2009) [16] for a survey about job and worker flows in OECD countries.
2Among the most prominent of them are the model developed by the 2010 Nobel prize winners Peter
Diamond, Dale Mortensen and Christopher Pissarides. See Rogerson et al. (2005) [100] and Cahuc (2014) [29]
for reviews.
3Leading models include Burdett and Mortensen (1998), [26] Shimer (2005), [104] and Kaas and Kircher
(2015). [75] The model developed in chapter 3 also features the same prediction.
4See Davis et al. (2012) [43] for the U.S., and Duhautois and Petit (2015) [49] for France.
5The work of Schmieder (2013) [103] on start-up establishments is a notable exception.
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cally, the richness of the dataset allows me to complement the empirical literature in three
ways. First, I characterize the relationship between the separation and the growth rates
at the firm level. Second, I document the systematic relationships between characteris-
tics of new and separated workers and firm growth. Third, I test for the existence of an
upward-sloping labor supply at the firm level and use an instrumental variable approach
to estimate its slope.
The first results demonstrate that separations are an essential component of firm growth.
The positive association between firm positive growth rates and separation rates holds for
different short- and long-term growth measures, and remains significant after controlling
for firm variable and fixed effects. It indicates that when a firm grows faster by 10%, the
separation rate simultaneously increases by 1.2%. The findings mean that faster grow-
ing firms separate with more incumbent workers or recruit workers that are more likely
to leave soon after. The data provides ambiguous answers about which of these effects
dominate. On one hand, I find that the tenure of both new and leaving workers increase
with the growth rate. On the other hand, the number of separations of workers hired the
previous year or before does not increase with firm growth.
Second, I find that wages and worker characteristics vary systematically with firm
positive and negative growth rates. The wage of new and separated workers increase
substantially with firm shrinking rates. This pattern goes along with the positive associ-
ation of average labor market experience of new and separated workers with shrinking
rates. For separated workers, this is likely the effect of French regulations that require
firms to separate with younger and junior workers first in the case of economic lay-offs.
In addition, the job spell of new hires at declining firms decreases sharply with shrinking
rates, suggesting that the observed higher wage offers may compensate for the higher
risk of future lay-offs.
I find that the wages of new hires are lower than the wages of incumbents, but that
wage offers increase with firm hiring rates. The bulk of the average wage differential can
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be explained by observable characteristics as faster growing firms hire more experienced
workers that were more often already employed at other firms. However, when the hiring
rate increases, there is an increase in wages that cannot be explained by changes in the
composition of new hires. This is direct evidence of the upward-sloping labor supply
curve predicted by canonical models. I show that the effect of the hiring rate on the wage
of new hires persists over the job spell and does not vanish when controlling for worker
fixed effects. By contrast, the wage and characteristics of separated workers at growing
firms are mostly unrelated to firm growth.
Third, I estimate the slope of the labor supply curve faced by individual firms. To do
so, I use an instrumental variable approach that borrows from Hummels et al. (2014) [71]
in order to deal with the endogeneity of firm hiring rates. The instrument only applies to
exporters and therefore I then restrict the analysis to these firms. The instrument interacts
the initial export structure of firms with variations in product demand from foreign coun-
tries. I find that the instrument is valid and corrects for the expected bias that would result
from labor supply shocks. The IV estimates imply that the wage of new hires increase by
1% when the firm hiring rate increases by 10%.
This chapter is related to three different strands of the empirical labor literature. Start-
ing with Abowd et al. (1999) [1] for France and Burgess et al. (2001) [27] for the U.S., empir-
ical studies on the variation in worker flows with firm growth have demonstrated that,
essentially, firms grow by increasing their hiring rate and shrink by increasing their sep-
aration rate. The findings were later extended by Davis et al. (2006, [42] 2012, [43] and
2013 [44]) who showed that firm adjustments tend to be lumpy, that the share of separa-
tions resulting from lay-offs increases with the shrinking rate, and that the hiring rate at
growing firms increases faster that the vacancy rate. Duhautois and Petit (2015) [49] show
that hiring and separation patterns in France are very similar to those in the U.S.
Few papers consider the link between firm growth and the changes in wages and
worker characteristics. Noteworthy exceptions include Caliendo et al. (2015) [31] who
4
study the organization of firms in hierarchical layers of occupations in France. They find
that the number and characteristics of occupation layers vary with firm growth, be it
through internal reorganization, hiring or separations.6 This paper however does not
directly look at the characteristics of new and separated workers. Therefore the closest
work related to mine is Schmieder (2013). [103] The author uses German data to show that
new establishments pay higher wages and argues that it is because of their significantly
higher growth. He proceeds with the estimation of the slope of the labor supply curve
of new establishments using their age as an instrument. The focus on small start-up es-
tablishments makes it complementary to the present study on large exporting firms. The
findings are nevertheless coherent.
This chapter also relates to a recent literature on the firm employment effects of interna-
tional trade. Using French data, Biscourp and Kramarz (2007) [21] and Kramarz (2008, [76]
2011) [77] find that increases in import and export of final goods are associated with de-
creases in employment while imports of intermediates are associated with employment
growth7. Despite these empirical facts, I find that increases in demand from foreign trade
partners are good predictors of hiring. Hummels et al. (2014) [71] also successfully use the
same type of instrument with Danish data to show that firm export growth causes an in-
crease in the average wage of workers. They also find that imports of the final goods that
are similar to those produced by a firm (offshoring) cause an increase in the firm average
wage of high-skill workers and a decrease in the average wage of low-skilled. Krisha et
al. (2011 [78] and 2014 [80]) use a linked firm-worker database from Brazil to evaluate the
wage effects of trade. They argue that the firm average wage increase resulting from more
exports only stems from the hiring of better workers and the selection of better matches.
The rest of the chapter is organized as follows. In the next section, I present the data
6In particular they focus on changes in the average characteristics of existing layers, showing that wages
and measures of knowledge decrease at existing layers when firm grow by adding a layer and increases
when firm grow without doing so.
7Kramarz (2008) [76] additionally argues that increases in imports of final goods (offshoring) and its em-
ployment effects are more prevalent at firms that face stronger unions.
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sources and how I construct the datasets used in the analysis. In section 2.3, I present
the first descriptive statistics and examine the relationships between worker flows and
job growth rates. In section 2.4, I document how changes in firm growth is related to
variations in the wages and characteristics of new and separated workers. In section 2.5,
I use an instrumental variable approach to estimate the slope of the labor supply curve
for individual firms. Section 3.7 concludes.
2.2 FIRM LEVEL DATA ON JOBS, WORKER CAREERS AND
TRADE
This section provides an overview of our data sources and the main features the con-
struction of datasets, including data definitions and the matching of firm variables across
datasets.
2.2.1 Institutional background
The analysis cover the period from 1995 to 2007. Despite some significant events in-
cluding the Chinese accession to the World Trade Organization in 2001, the introduction
of the euro in 1999, and the ongoing process of the European integration,8 macroeconomic
conditions were remarkably stable over the period. The GDP growth rate fluctuated be-
tween 1% and 4% throughout the period. Also during the period, a set of labor market
reforms to payroll taxes reduced the labor costs of employing low-skilled workers in or-
der to counteract the many increases in the minimum wage (Askenazy (2013) [9]). I use
the wage inclusive of labor taxes in the analysis in order to focus on labor costs and the
determinants of firm decisions with respect to employment.
While the French labor market is heavily regulated,9 recent reforms and the existence
8In particular, eight countries from Eastern Europe, Cyprus and Malta joined the European Union in
2004 following a long multi-step integration process.
9See Botero et al. (2004) [24] for international comparisons of employment protection laws.
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of fixed term contracts (FTC) effectively grant firms some substantial flexibility. As noted
in Abowd et al. (1999), [1] firms can make substantial employment adjustments without
violating French regulations limiting firms’ ability to lay-off workers by increasing or
reducing hires on FTC and adjusting their lengths.10 Unfortunately, the data that I use do
not contain information on the type of contracts but Duhautois and Petit (2015) [49] show
that patterns of hiring and separations by firm growth are very similar for both FTC and
open-ended contracts (OEC). Moreover, firms are allowed to lay-off OEC workers for
economic reasons. When they choose to do so, they must guarantee an equal treatment
of employees by laying-off workers according to a set of criteria set by law. Workers with
higher seniority in the firm, family responsibilities, special needs, or that are less likely
to find another job (because of age for example) must be laid-off last. As regards wage
setting, a series of laws at the end of the 80’s and in the 90’s relaxed the regulations on
wage negotiation to grant more flexibility to firm for setting wages. By 2005, according to
Carlier and Naboulet (2007), [34] 41% of the workers employed in private firms with more
than 10 employees were covered by a firm-level wage agreement signed that very same
year.
2.2.2 Data sources
This subsection gives an overview of the four sources that I draw from and their use
in the analysis. The four sources allow me to collect data for the years 1995-2007 on jobs
and on manufacturing firms in France, on the international trade of French firms, and on
world trade. Technical details about coverage, data construction including the merging of
datasets, and the exclusion of unreliable observations are presented in appendix (section
B.1).
First, I obtain data on jobs from the Déclarations Annuelles de Données Sociales (hence-
10FTC represent approximately 3 hires out of 4 and two-thirds of separations. However, the share of FTC
in total employment has been consistently estimated to be approximately 9% since the end of the 1990s.
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forth the DADS) which consist of the mandatory firm reports of the earnings of workers
to government agencies. From these reports, the French National Institute of Statistics
and Economics Studies (henceforth the INSEE) puts together two DADS datasets that I
use in the study. In both datasets the unit of observation by year is the job, defined as
a worker-firm pair, and the variables provide the gender, age, and residence of workers
as well as the earnings, hours, occupation category and full or part time status of jobs.
However the datasets differ in their structure and coverage.
The DADS-Panel dataset provides detailed information on all the jobs in the private
sectors of the workers born in October in odd years. The dataset has the features of
traditional matched employer-employee data: there are firm and worker identifiers that
allow for the construction of a firm-worker panel.
By contrast, the DADS-Postes dataset covers the universe of jobs in private sector firms
for all workers. However, this dataset does not have worker identifiers. Instead, the data
is organized in overlapping two-year panels of jobs. For every observation in the panel
covering the years t− 1 and t, the set of variables provides information about job charac-
teristics in t− 1 and/or in t depending on whether the job exists in either year or in both.
This specific panel structure and the existence of a firm identifier allows me to construct
variables that characterize the flow of workers in and out firms before I aggregate data at
the firm level.
The different natures of these datasets make them suitable for different purposes. I
use DADS-Panel the matched employer-employee data to control for firm and worker
unobservable fixed effects and to obtain information about job spells. I use DADS-Postes
the census of private sector jobs to construct accurate measures of worker flows at the
firm level.
I obtain information on firms characteristics from the Enquête Annuelle d’Entreprise
(henceforth the EAE), the census of manufacturing firms of 20 employees and over con-
ducted by the INSEE because the DADS datasets have little information about firms. This
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allows me to complement workforce variables with annual firm characteristics including
revenues, value added, inputs, capital, and investment. Throughout the study, I restrict
the analysis to the manufacturing firms in the EAE because these are the only firms for
which I can control for typical firm variables including revenues and capital intensity.
I supplement the information on firms from the EAE with annual firm-level customs
data from the données import/export du commerce extérieur (henceforth, the customs data)
that are collected by the Direction Générale des Douanes et des Droits Indirects. Thereby I
get the quantities and values of imports and exports by product category and destination
for every French firm. The data cover the universe of international transactions with
countries that are not members of the European customs union and all the transactions
with union members that are above a specific threshold.11
I also get trade data between countries by product category from the Base pour l’Analyse
du Commerce International (henceforth BACI) developed by the CEPII [57] and based on the
United Nations Statistics Division’s COMTRADE database. In both trade datasets, the
product categories are from the six-digit Harmonized System classification (henceforth
HS6). The French customs data together with BACI allow me to construct the firm level
index of foreign demand that is used in the empirical instrumental variable approach.
2.2.3 Data construction
I combine the information from the above sources to construct two datasets, namely
EAE-Trade-Postes and EAE-Trade Panel. Specifically I use the administrative firm iden-
tifiers SIREN (the Système Informatique du Répertoire des ENtreprises code) present in all
sources to match observations at the firm level. For both datasets I start with the manu-
facturing firms in the EAE, I import the firm trade variables and the firm level index of
foreign demand. Then, I respectively import aggregated job data at the firm level from
DADS-Postes and job-level data from DADS-Panel to construct the two datasets. Despite
11See section B.1.4 in appendix for more details.
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the fact that the firm identifier SIREN is a national code used for many administrative
purpose, the matching is far from perfect, in particular because of frequent changes in
SIREN codes resulting from reorganizations and because conglomerates change how they
allocate their revenues, workers and assets across their firms in their reports.
The constructed EAE-Trade-Postes is a coherent sample of the initial manufacturing-
firm-level EAE dataset about balance sheets, with additional information on workforce
characteristics, worker flows and firm trade. To construct EAE-Trade-Postes, I started
with a database of matched observations from EAE and DADS- Postes that account for
95% of the observations in the initial EAE dataset. Then I excluded outliers and inconsis-
tent values and kept 61% of the observations in the matched database. To summarize, I
excluded from the analysis the observations for which the values from different sources
were inconsistent, the observations corresponding to the first and last year of firm ap-
pearance in the 1994-2008 DADS datasets, the observations with outlying values for the
job growth rate, and the firms that belong to a handful of problematic conglomerates.12 I
also exclude the firm-year observations for which the reported number of establishments
changes. This selection is implemented to rule out the worker flows resulting from the
sale and acquisition of establishments which are out of the scope of the present analysis.
Finally, the EAE-Trade-Postes dataset includes 33,897 of the 39,880 firms present in the
initial EAE dataset, and all their workers.
EAE-Trade-Panel is a worker-level matched firm-worker dataset with the workers that
worked at least once at a firm present in the EAE. In addition to individual worker vari-
ables, EAE-Trade-Panel has the firm-level information imported from EAE-Trade-Postes.
I follow Woodcock (2007) [107] and restrict the sample of workers by selecting the firms
that have a minimum of five sampled workers and that also belong to the largest con-
nected group in the sense defined in Abowd et al. (1999). [2]13 The dataset follows 248,813
12See section B.1.7.2 in appendix for more details about this step.
13Connected groups are groups of firms that are linked to one another by switching workers. See section
B.1.8 in appendix for more details about this step.
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workers across 16,843 firms, including 11,457 firms that are also present in the EAE-Trade-
Postes sample.14
2.2.4 Characterizing the workforce and worker flows
In this subsection, I describe the construction of the variables that I use to measure
worker flows and worker characteristics at the firm level. First, I use the job-level obser-
vations in the DADS to identify new and terminated jobs. Second, I build on this analysis
to construct a measure of the worker flows in and out firms. Third, I define averages
characterizing new hires, workers that leave their firm and the other workers. More de-
tails about the definition of these variables can be found in sections B.1.1 and B.1.2 in
appendix.
First, I define new hires as the workers that are not observed at the firm in the previous
year. In DADS-Postes, there is an indicator that differentiate "principal" jobs from "side"
jobs with low earnings or low ratio of hours worked per day. Specifically I only count
as new hires the workers in "principal" jobs that did not have a principal job at the same
firms the year before. Similarly I define terminated jobs as the workers in principal jobs
that do not have a principal jobs at the same firms in the following year.
Second, I use EAE-Trade-Postes to compute the average number of jobs and worker
flows at a firm for every year. The total number of different workers employed during
the year is not suited to characterize the size of firm workforces because of replacements.
I formally define replacements as the minimum between the number of new hires and
leaving workers. Then I define the number of jobs in a year as the difference between the
total number of different workers minus replacements. The number of jobs is not appro-
priate to characterize the average employment of fast-changing firms as it overestimates
14I report separately the sample averages for the EAE-Trade-Postes and EAE-Trade-Panel in table B6 of
the appendix. because I only kept firms with at least five sampled workers, the firms in the EAE-Trade-
Panel are on average larger, more productive, more engaged in international trade. They pay higher wages
and experience smaller worker flows.
11
the workforce available at fast-growing firms and underestimate the workforce at fast-
declining firms. Therefore I define the initial number of jobs as the number of jobs before
the net change in the number of workers over the year. Finally the average number of
jobs in a year is the average between the initial number of jobs and the number of jobs.
The hiring rate is defined as the ratio of new hires to the average number of jobs while
the separation rates is the number of terminated jobs to the average number of jobs. The
job growth rate is the difference between these two, or equivalently, the ratio of the net
change in the number of workers during the year to the average number of jobs.
Third, I compute firm averages for new and not-new jobs, terminated and continued
jobs. For every job category, I compute the share of hours worked by female workers, by
workers at part-time jobs, and by workers in each of five occupation groups.15 I also com-
pute by job category the weighted average of labor market experience16 and the weighted
average of log hourly wages, where I use hours worked as individual weights.
The construction of these variables are implemented in both EAE-Trade-Postes and
EAE-Trade-Panel. Because the latter dataset only contains a subsample of all workers,
the averages computed on the sampled workers are proxies for the actual workforce av-
erages. However, the nature of EAE-Trade-Panel allows for the definition of an additional
job category and the computation of two new variables. First, I classify job changes as job-
to-job transitions when the time between the end date of the terminated jobs and the start
date of the new job is less or equal than 15 days.17 Then, I define the share of hours
worked by job switchers among new hires and leaving workers. Finally, I also compute
the weighted average of the tenure of leaving workers and the weighted average of the
future job spell of new hires.18
15These five occupation groups correspond to firm directors, senior staff, supervisors, clerical workers
and blue collar workers. See footnote 7 for more details.
16I define labor market experience as age minus 18.
17In doing so, I follow the definition used in Postel-Vinay and Robin (2002). [96]
18Because I can only observe jobs until the end of the sample period, this variable is obviously censored
from the top. In the regression analysis, I control for the censoring with cohort effects.
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Table 2.1: Worker flow characteristics by growth status in EAE-Trade-Postes.
Firm growth status
All firms Declining Stable Growing
number of firms 33 897
number of observations 209 264 92 911 22 545 93 808
DADS-POSTES variables:
number of workers 111,6 (299,9) 125 (352,7) 48,7 (64,1) 113,5 (274,5)
hiring rate 20,5 (17,2) 13,5 (12,5) 16,7 (14,0) 28,4 (18,6)
separation rate 19,8 (14,4) 22,2 (14,4) 16,6 (13,6) 18,2 (14,3)
average wage (1000e.p.w) 20,5 (5,7) 20,5 (5,6) 21,0 (5,8) 20,3 (5,7)
hourly wage 12,7 (3,3) 12,7 (3,3) 12,7 (3,4) 12,7 (3,3)
hourly wage of new hires 10,8 (4,0) 11,1 (4,4) 10,4 (4,1) 10,6 (3,7)
hourly wage of separated 12,7 (5,2) 13,1 (5,2) 12,3 (5,4) 12,3 (5,2)
Sources: DADS-Postes, customs data and EAE 1995-2007. The variable definitions are presented
in the relevant subsections of the data appendix (section B.1). Standard deviations are in brackets.
In a preliminary step, all ratio variables were winzored at the 1% level.
2.3 FIRM GROWTH AND WORKER FLOWS
In this section, I present salient features of firm-level worker flows in the French labor
market. In particular, I focus on the differences between declining, stable and growing
firms in terms of hiring and separations.
2.3.1 Descriptive statistics and first stylized facts
The average characteristics of the EAE-Trade-Postes sample are reported in table B3 in
appendix and table 2.1 below features the part pertaining to worker flows. Averages for
the entire selection of firms are displayed in the first column of the tables. Despite the
focus on manufacturing firms, the annual hiring and separation rates of 20.5% and 19.8%
are consistent with the numbers reported in Duhautois and Petit (2015) [49] using a census
of French establishments of 50+ workers for 1999-2010, and with the numbers in David et
al. (2012) [43] for U.S. establishments in the 2000’s. In addition, the data allows us to look
at the average wage of transitioning workers. The hourly wage of separated workers is
the same as for all workers. By contrast, the hourly wage of new hires is 15% lower.
I partition the observations in three groups depending on whether the firm growth rate
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in the average number of jobs is negative, null or positive. The average characteristics
for the corresponding groups of growing, stable and declining firms are then reported
in the third, fifth and seventh columns of tables B3 and 2.1. The growth rate is given
by the difference between the hiring and separation rates by construction. I compare
declining and growing firms to stable ones. Declining firms reduce their workforce by
8.7% on average and the reduction is achieved both by separating with more workers
and by hiring less new workers. By contrast, growing firms grow at an average rate of
10.2% despite a larger separation rate of 18.2% instead of 16.6% for stable firms. These
differences could come from a composition effect as stable firms tend to be smaller.
I examine the relationship between the growth rate of jobs and worker flows in more
details with the help of figure 2.1. The figure features two non-parametric bi-variate re-
gressions between the growth rate in the average number of jobs and the hiring and sep-
aration rates respectively. The findings are consistent with the results in Duhautois and
Petit (2015) [49] and David et al. (2012). [43] The graph reveals that the hiring rate mono-
tonically increases with the growth rate of the number jobs. The relationship between the
separation rate and the job growth rate has an inverted U-shape and confirms that faster
growth is associated with more worker separations.
There is no substantial difference in table 2.1 between the average hourly wages of the
different firm groups. The relative difference between the wage of new and separated
workers is also similar across firm groups. By contrast, there are some significant differ-
ences for transitioning workers: the hourly wage of new and separated workers is higher
at declining firms.
However the presence of notable differences in other firm characteristics prevent us to
draw any conclusions at this stage. In particular, the upper part of table B3 in appendix
reveals that declining firms tend to have more revenues, more workers, and more capital
per worker despite a higher value-added per worker ratio compared with growing firms.
They engage more and more often in international trade. The difference in the compo-
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Figure 2.1: Worker flows and job growth rates.
Source: EAE-Trade-Postes 2000. The histogram corresponds to the distribution of the average
number of job growth rates as defined in subsection 2.2.4. The lines correspond to separate non-
parametric bi-variate regressions of the hiring and separation rates on job growth rates. 1% of the
job growth growth rates were trimmed at both ends of the distribution.
sition of firms is certainly mirrored by difference in the composition of workers across
groups; the next sections investigate the role of composition effects.
2.3.2 Pervasiveness of the separations-growth rate relationship
At this point, there could be several candidate explanations for the positive association
between the separation rate and the increase in the number of jobs:
(i) This pattern could be the result of a composition effect if firms with more separa-
tions (because of inherent intense turnover for example) are more volatile. In this
case, volatility in the job growth rate at firms with high turnover would have them
be disproportionately represented among fast-growing firms, thereby driving a pos-
itive relationship between separations and growth.
(ii) Alternatively the pattern could result from temporary labor supply shocks. Con-
sider the case of a positive shock where it is suddenly possible for a firm to hire
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a group of workers with better ability and/or at a lower wage than its incumbent
workers. In the absence of growth perspective, the firm would want to replace its
incumbent workers with these newly available workers without increasing the size
of its workforce. It would hire these workers immediately but slowly separate with
its incumbent workers because of labor protection regulation. This would then re-
sult in a temporary growth in the number of jobs together with an increase in the
separation rate.
(iii) Matches created when firms are growing faster may be systematically less successful
and end up more often into separations
(iv) Long term expansions may be systematically associated with changes in the compo-
sition of the workforce requiring growing firms to separate with incumbent work-
ers.
In this subsection I test for these hypotheses and examine the extent of the separation
rate-growth rate relationship.
The empirical approach is based on equation (2.1) where the separation rates (sr) of
firms indexed by j in years indexed by t are related to measures of growth (gr). I use
different alternative measures of growth to assess the robustness and test the candidate
explanations of the pattern. For all measures however, I split the growth rate in two
variables, (min {gr, 0}, max {0, gr}), in order to consider positive and negative growth
separately. The variables are never non-zero at the same time. The first variable is only
non-zero for negative rates and therefore captures the relationship between the separation
rate and the growth rate for declining firms. The opposite is true for the second variable
and growing firms.
srj,t = βmin min {grj,t, 0}+ βmax max {0, grj,t}+ α.Xj,t + εj,t (2.1)
The set of firm level controls included in Xj,t vary with the different specifications.
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The estimation results are reported in table 2.2. The specification in the first column
correspond to equation (2.1) without controls19. It confirms the findings of the previous
section showing that separation rates increase with shrinking and growing rates.
Starting with the second column, firm fixed effects, controls and weights are intro-
duced in the specifications.20 Controls include characteristics of the workforce such as the
average log hourly wage and labor market experience of incumbent workers, the share of
hours worked by by occupation category, by part-time workers, and by female workers. I
also include the logarithm of revenues, material expenditure, exports and imports as well
as the investment rate and a dummy for exporters and importers.
From now on with firm effects, the identification relies on variations in growth rates
within firms. I can test for the relevance of the candidate explanation (i) by comparing the
estimates in the first and second columns. The coefficient estimate of positive growth rate
in the second column is substantially lower, meaning that firms characterized by higher
separation rates have large positive growth rates more often. However the estimate is
still positive and significant, meaning that firms separates with more workers when they
grow faster. In appendix, I also verify that this result holds on the subsample of single-
establishment firms. Hence the candidate explanation (i) alone cannot explain the pattern.
What are the results for the hiring rate? The coefficient estimates can easily be de-
ducted for specifications B8.A-C. In this case the growth rate refers to the growth in the
average number of jobs which is the sum of the hiring and separation rates (jgr = hr− sr).
Therefore the coefficient estimate of the effect of growth on the hiring rate is equal to the
estimate of the effect on the separation rate plus one.21 It follows that growing firms hire
more workers than the net increase in their number of workers.
19In this respect, estimates of the first column correspond to the slopes of figure 2.1.
20They are introduced sequentially in the table B8 in appendix. The results show that most of the differ-
ence with the first column comes from the firm effects.
21Respectively 1.394 and 1.122 for the positive growth rate in specifications (B8.A) and (B8.C). Respec-
tively .008 and .161 for the negative growth rate in specifications (B8.A) and (B8.C).
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Table 2.2: The relationship between separation rates and firm growth: an overview.
Dependent variable: (B8.A) (B8.C) (B8.E) (B8.F) (B9.B) (B9.C)
the separation rate Basic FE, Weights Revenue Smoothed Panel Panel non-hire
& controls growth growth proxy separations
max(0,growth rate) 0.394*** 0.122*** 0.033*** 0.081*** 0.087*** -0.009
(0.008) (0.009) (0.004) (0.007) (0.014) (0.010)
min(growth rate,0) -0.992*** -0.839*** -0.072*** -0.563*** -0.534*** -0.535***
(0.006) (0.007) (0.008) (0.019) (0.023) (0.021)
Firm effects NO YES YES YES YES YES
Controls NO YES YES YES YES YES
Weights NO Njob Njob Njob Njob Njob
Observations 209,264 187,896 189,132 187,896 44,318 44,318
R-squared 0.179 0.691 0.563 0.588 0.534 0.431
Sources: EAE-Trade-Postes for columns B8.A-F and EAE-Trade-Panel for columns B9.B-C. Com-
plete tables including estimates of controls and more details about the specifications are in tables
B8 and B9 in appendix. In column B8.A, estimates are from a simple OLS regression without con-
trols. Firms effects, weights and controls are included in all the other columns. Revenue growth is
used instead of job growth in B8.E. A three year moving average of the growth rate in the average
number of jobs is used in B8.F. In B9.B, the separation rate used is the EAE-Trade-Panel proxy. In
B9.C, the separation rate is computed as the ratio of separations of non-new hires to the average
number of jobs. Firm-level clustered standard errors are in parentheses; *** p<0.01, ** p<0.05, *
p<0.1.
In columns B8.E-F, I use alternative measures of firm growth rate to assess whether
more separations at growing firms are the result of temporary labor shocks (candidate
explanation (ii)). Specifically I use the growth rate of revenues and a three-year moving
average of the growth rate in the number of jobs. The coefficient estimate of the positive
growth rate remains highly significant. This rules out candidate (ii) as the main explana-
tion of the pattern.
The last columns of table 2.2 aims at discriminating between the candidate explana-
tions (iii) and (iv). To do so I use the EAE-Trade-Panel dataset constructed from a true
panel of workers. This allows me to distinguish the separation of recent hires from the
separation of workers that were already employed at the firm the year before. The lim-
ited panel structure of EAE-Trade-Postes prevented this distinction. The caveat of using
EAE-Trade-Panel is that I can only compute proxies, namely the separation rates among
the subsample of workers born in October of odd years. I verify in column B9.B that the
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positive association between separations and growth is still significant using proxies.22 I
then consider the effect on the separation rate of non-recent hires. The coefficient estimate
is not statistically different from zero. This points to candidate (iii) as a better explana-
tion than candidate (iv), indicating that matches created when firms grow faster are less
successful.
2.4 FIRM GROWTH AND THE WAGES OF NEW AND
SEPARATED WORKERS
This subsection focuses on the comparison of characteristics and wages between new,
separated and continued incumbent workers at firms with different growth rates.
2.4.1 Wage differentials and observable differences in the
characteristics of new and separated workers
I showed in the previous section that the wage of new hires was substantially lower
compared with incumbents. Can the characteristics of new workers explain the difference
in wages? I compute the average characteristics by job category (new, separated or con-
tinued) in table 2.3. Indeed, the composition of transitioning workers, new or separated,
differ from the rest of workers. New hires are more likely to work part-time. New and
separated workers have less experience23 and are more often women.
In order to provide a unified analysis of the effects of worker characteristics on wage
differentials, I compute residual wages from simple Mincer regressions by year. Sepa-
rately for every year, I regress the log hourly wage (lsbrh) on a dummy for living in the
22There are actually two differences between columns B8.C and B9.B. The first difference is the use of a
proxy for the separation rates. The second difference is that EAE-Trade-Panel only includes a subsample of
the firms EAE-Trade-Postes. In column B9.A, I verify that the coefficient estimate obtained using the same
true separation rates on the EAE-Trade-Panel subsample is not statistically different from the ones obtained
on the full sample.
23Following a common practice in the labor literature, I define labor market experience as age− 18.
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Paris area (IDF), part-time status, gender, a polynomial of order four in labor market ex-
perience and occupation-industry dummies as in equation (2.2). For the subsample of
workers in EAE-Trade-Panel, I use equation (2.3) and add a polynomial of order four in
the tenure at the current firm.24




αaLMexpai + γc,s + εi (2.2)










i + γc,s + εi (2.3)
The average residual wages by job status reported in table 2.3 reveal that observable
characteristics explain some of the difference between the wage of new hires and other
workers. The relative difference decreases from 17% to 9% in DADS-Postes once the con-
trols of equation (2.2) are accounted for. It decreases further from 10% to 4% in DADS-
Panel when I additionally control for the effect of tenure. Nevertheless, the difference
remains significant whereas the residual wage accounting for tenure of separated work-
ers is not statistically different from the residual of other workers.
To summarize, both separated and new workers have characteristics resulting overall
in lower wages. There is no difference between the wage of separated workers and con-
tinued workers once these observable characteristics are controlled for. By contrast, there
remains a significant difference between the residual wage of new hires and incumbent
workers.
2.4.2 The effect of firm growth on the characteristics of new and
separated workers
Next, I consider variations in the characteristics and the wage of new and separated
workers with firm growth. I substitute the separation rate in equation (2.1) with the wage
24See subsections B.1.1 and B.1.2 in appendix for additional details about the construction of the residuals.
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Table 2.3: Average characteristics of job flows: an overview.
Panel A. Inflows (t− 1,t)
All jobs Continued jobs New jobs
DADS-Postes:
Number of jobs (millions) 23,35 19,90 3,45
100% 85% 15%
Share of part-time jobs 4,92% 4,92% 6,67%
(0,09) (0,09) (0,11)
Average experience 21,95 22,52 15,77
(3,49) (3,42) (5,44)
Share of hours by female workers 27,7% 27,5% 29,9%
(0,21) (0,21) (0,24)
Average log hourly wage 2,51 2,53 2,36
(0,26) (0,26) (0,31)
Average log residual wage (1) 0,01 0,02 -0,06
(0,14) (0,14) (0,16)
DADS-Panel:
Number of jobs (thousands) 646,55 578,91 67,64
100% 90% 11%
Average log residual wage (1) 0,03 0,03 -0,07
(0,28) (0,28) (0,36)
Average log residual wage (2) 0,02 0,02 -0,02
(0,28) (0,28) (0,36)
Panel B. Outflows (t,t + 1)
All jobs Continued jobs Terminated jobs
DADS-Postes:
Number of jobs (millions) 21,55 18,28 3,27
100% 85% 15%
Average experience 21,74 21,98 19,74
(3,52) (3,54) (6,15)
Share of hours by female workers 27,4% 27,3% 29,6%
(0,22) (0,22) (0,23)
Average log hourly wage 2,48 2,51 2,50
(0,25) (0,26) (0,33)
Average log residual wage (1) 0,01 0,01 0,03
(0,14) (0,14) (0,19)
DADS-Panel:
Number of jobs (thousands) 646,55 570,01 76,54
100% 88% 12%
Average log residual wage (1) 0,03 0,03 0,01
(0,28) (0,27) (0,44)
Average log residual wage (2) 0,02 0,02 0,02
(0,28) (0,27) (0,44)
Sources: DADS-Postes and DADS-Panel 1995-2007. In panel A, continued jobs refers to jobs that
exist in both year t− 1 and t while new jobs correspond to jobs that exist in year t but not in year
t− 1. In panel B, continued jobs refers to jobs that exist in both years t and t + 1 while terminated
jobs correspond to jobs that exist in year t but not in year t + 1. In both panels, the number of jobs
and average wages correspond to year t only. Averages and the associated standard deviations
in brackets are computed using hours worked in t as weights. The log residual wages (1) and
(2) come respectively from equations (2.2) and (2.3). Before pooling all years together, I adjust
nominal variables to correct for inflation using a price index which is normalized to one in 2000.
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and different average characteristics for new and separated workers. I implement the
same specification as in column (B8.C) of table 2.2 to estimate the effects of positive and
negative growth. The coefficient estimates for the effect on wages are reported in the first
column of tables B13 and B14 in appendix. The estimates for the other average character-
istics are reported in table B10, B11 and B12.
Importantly, because I control for firm average workforce characteristics, the coeffi-
cients that are estimated are related to the characteristics of the transitioning workers
relative to the rest of the workers in the firm.
I find that the wage of new hires increases with positive firm growth. This is consistent
with the fact that larger positive firm growth is associated with the recruitment of more
experienced workers that are less frequently hired part-time. The new recruits are also
more likely to be poached from other firms and the job spells of the new hires are longer.
On the contrary, the wage of separated workers is unrelated to positive firm growth.
This is the case despite the fact that separations at growing firms affect the relatively more
experienced workers with slightly longer tenures at their firm (they were in the firm for
a longer period). This latter result is hard to square with the findings of the previous
section where it was shown that the increase in separations with firm growth resulted
from the separations of recent hires. It would have been more consistent if the job spells of
separated workers were decreasing with positive growth. This could mean that workers
with long tenure are separated more often along with some recent hires.
I find that the wage of separated and hired workers at declining firms increases with
the firm declining rate. With larger decline rates, the separated workers are relatively less
experienced while the new hires are more experienced than the rest of the firm workforce.
This might come from the fact that firms laying-off workers for economic reasons have to
separate with the workers who are more likely to find a new job because these workers
tend to be the younger ones. Also, the larger the decline rate, the more often separations
end up into transitions to a new job.
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There are also clear trends for occupations but they seem unrelated to our findings on
wages. The share of blue collar workers among hires increases with growth (for posi-
tive and negative rates) and the share of blue collars in separated workers increases with
shrinking rates. The opposite is true for senior staff and supervisors. The separation
of clerks is unrelated to growth rates but the share of clerks in hires increases with firm
growth.
2.4.3 The effect of firm growth on the residual wage of new and
separated workers
In the previous subsection, I show that the characteristics of new and separated work-
ers vary with firm growth. In this subsection, I investigate whether these variations can
explain the variation in the wage of new and separated workers. To this end, I relate the
average of the residual wages computed from equation (2.2) to firm growth rates.
Figure 2.2 provides a first insight into the variation of residual wages. In this figure, the
differential wages of new and separated workers are plotted against firm growth rates. I
define the differential wages of hires as the difference between the average residual wage
of new workers and the average residual wage of the rest of the the firm workforce. I
also compute the same type of difference between the residual wage of separated and
continued workers. Figure 2.2 reveals that faster growth is associated with higher wage
offers but no variations for the wage of separated workers. It also shows that decline
rates are associated with the separation of workers with higher residual wages and the
recruitment of workers with higher residual wage.
The regression results in table 2.4 confirm the relevance and significance of the patterns
in figure 2.2. At growing firms, both the wage and the residual wage of new hires increase
significantly with the firm growth rate. When employment increases by 10%, the residual
wage increases by 0.7%. This effect is highly significant and robust to the introduction of
control for firm fixed and variable effects, to the use of alternative measures of growth,
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Figure 2.2: Change in the residual wage of new and separated workers with firm growth
Sources: EAE-Trade-Postes, 2000. The lines correspond to separate non-parametric bi-variate re-
gressions of the wage differentials on job growth rates. The residual wage differentials are respec-
tively the difference between the average wages of new and non-new workers, and the average
wages of separated and non-separated workers. The construction of residual wages are described
in section 2.4.1. 1% of the job growth rates were trimmed at both ends of the distribution.
and to the restriction to single-establishment firms.25 By contrast, the wage of separated
workers is systematically unrelated to positive firm growth.
I test more thoroughly whether the relation between the wage offer differential and the
firm hiring rate does not come from a composition effect by controlling for worker fixed
characteristics. I follow the standard method developed in Abowd et al. (1999) [2] and use
the matched worker-firm EAE-Trade-Panel dataset to control jointly for firm (FE), worker
(WE), cohort (CE)and year effects (YE).
lsbrhit = βlhri,j(i,t) + φZi,t + WEi + FEj(i,t) + CEi,j(i,t) + YEt + vi,t (2.4)
The firm that employs worker i at time t is indexed by j(i, t). The cohort effect CEi,j(i,t)
are dummy variables corresponding to the year of hiring. The log hiring rate at the time of
25See table B13 and B14 in appendix for robustness checks
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Table 2.4: Residual wage elasticity of new and separated workers to firm growth.
(B13.A) (B13.B) (B13.C) (B14.A) (B14.B) (B14.C)
New workers Separated workers
log hourly residual residual . log hourly residual residual
wage log wage log wage wage log wage log wage
max(0,growth rate) 0.124*** 0.067*** -0.007 0.003
(0.014) (0.012) (0.014) (0.010)
min(growth rate,0) -0.133*** -0.050*** -0.215*** -0.118***
(0.016) (0.011) (0.024) (0.017)
log hiring rate 0.019***
(0.002)
log separation rate 0.013***
(0.002)
Firm, year effects YES YES YES YES YES YES
Weights Nin Nin Nin Nou Nou Nou
Observations 181,704 181,704 181,704 179,852 179,852 179,852
R-squared 0.812 0.637 0.639 0.791 0.608 0.607
Sources: EAE-Trade-Postes 1995-2007. Specifications follow equation (2.1) with the average wages
of transitioning workers as the dependent variable. The log hourly wage is used in columns A,
while the residual log hourly wage obtained from equation (2.2) is used in columns B and C. All
regressions include average workforce characteristics including the average residual wage in the
rest of the workforce and other firm controls as detailed in the complete tables (B13) and (B14) in
appendix. The regressions are weighted by the number of new (Nin) or separated workers (Nou).
Firm-level clustered standard errors are in parentheses; *** p<0.01, ** p<0.05, * p<0.1.
hiring lhri,j(i,t) is fixed over the job spell by definition.
The coefficient estimates of the log hiring rate lhr are reported in table B15 in appendix.
The results indicates that the introduction of worker fixed effects have no significant im-
pact on the coefficient estimates of the effect of firm growth. This implies that the worker
characteristics we use when computing residual wages are good enough to control for
worker composition effects. The inclusion of an indicator of job-to-job transition in the
third specification shows that the effect of the hiring rate is not only due to higher bar-
gaining power from already employed workers.26 Moreover with the new specifications,
the estimated effect of the hiring rate applies to the entire job-spell of new hires, demon-
strating that the wage offer premium is persistent.
For declining firms, the results in table 2.4 show that the wages and residual wages
26This prediction is at the heart of the wage bargaining model with on-the-job search of Cahuc et al.
(2002). [30] Note that the indicator has a positive sign that is consistent with their theory.
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for both new and separated workers increase with the rate of decline. For separated
workers, this could result from the French regulation on economic lay-offs specifying
that workers with longer tenure must the last to leave. As more workers are laid-off,
the average tenure and overall experience of separated worker increases. Since tenure is
associated with higher wages, this drives the observed increase in the residual wage27 of
separated workers with decline rates. As regards new hires, the increase in the residual
wage may be a risk premium offered to compensate workers from the risk that the firm
may decline further and potentially exit in the future. This is supported by the the fact
that job spells of new hires at declining firms decreases sharply with the decline rate.
2.5 THE CAUSAL EFFECT OF GROWTH ON RESIDUAL WAGES
OF HIRES
In this section, I examine the causal effect of increasing the hiring rate on the residual
wage of new hires with an instrumental variable approach. Specifically I estimate the
slope of the labor supply curve at the firm level.
Several firm-level shocks that are omitted in the analysis so far dampen the positive
relationship between firm employment growth and wage offers. In particular, positive
local labor supply shocks help the local firms to hire workers at lower wages. Also, firm
level shocks to the recruiting technology allow firms to recruit more workers at lower
wages. These shocks generate a downward bias of the coefficient estimate of the effect of
the hiring rate.
I address the endogeneity concerns about the previous analysis by instrumenting firm
hiring rates with the firm demand shock developed in Hummels et al. (2014). [71] In order
to obtain a shock that is exogenous to labor market conditions in France, I use variations
in foreign countries: the instrument is based on changes in the good demand from foreign
27Here I use the residual wage obtained from equation 2.2 which does not include tenure.
26
countries. For this reason the instrument only applies to exporting firms.
In practice28 I use the weighted average of the imports of foreign countries from the
rest of the world but France. The weights are specific to firms indexed by j and depend on
their export structure: I use the export share of product-destination in the first observed
year of export29, which I call the reference year t0(j). I call the firm-specific foreign de-
mand FDjt. Because firms are exposed to international trade to different extent, I scale
foreign demand indexes by the share of exports in revenues in the reference year. Finally,
I use the three-year moving average of the log foreign demand index in order to capture












In the first stage of the empirical model, measures of exporter growth (the log hiring
rate lhr or positive and negative job growth, max(0jgr) and min(jgr,0)) are regressed on
changes in foreign demand. In the second stage, the average residual log hourly wage
(lsbrhres) is regressed on predicted values of firm growth:
First stages:
lhrj,t = δmax,0 max(0, FDgrj,t) + δmin,0 min(FDgrj,t, 0) + α2.6.Xj,t + ν0,j,t (2.6)
max(0, jgrj,t) = δmax,1 max(0, FDgrj,t) + δmin,1 min(FDgrj,t, 0) + α2.7.Xj,t + ν1,j,t (2.7)
min(jgrj,t, 0) = δmax,2 max(0, FDgrj,t) + δmin,2 min(FDgrj,t, 0) + α2.8.Xj,t + ν2,j,t (2.8)
Second stages:
lsbrhres,j,t = γl̂hrj,t + α2.9.Xj,t + ε0,j,t (2.9)
lsbrhres,j,t = γmax ̂max(0, jgr)j,t + γmin ̂min(jgr, 0)j,t + α2.10.Xj,t + εj,t (2.10)
First stage results are presented in the bottom panel of table 2.5. Growth in foreign de-
28See appendix section B.1.6 for technical details about data sources and the construction of the instru-
ment.
29This first year correspond to the first year of the sample for the firms that started exporting before then.
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Table 2.5: The causal effect of firm growth on the wage of new hires.
(2.5.A) (2.5.B) (2.5.C) (2.5.D) (2.5.E) (2.5.F)
Second stage Single establishments





log hiring rate 0.021*** 0.104** 0.012*** 0.100
(0.002) (0.047) (0.002) (0.114)
Under-identification p-value 0,107 0,001 0,098
Maximum remaining bias <15% <10% >25%
Instrument validity J-test 0,222 0,261
Observations 105,133 105,133 105,133 105,133 76,578 76,578
First stage log hiring log hiring
max(0,jgr) min(jgr,0) rate rate
max(0,FDgr) 0.210*** -0.025 1.426*** 0.510*
(0.077) (0.036) (0.415) (0.272)
min(FDgr,0) 0.002 0.152* 0.193 0.271
(0.147) (0.086) (0.798) (0.712)
F-test of IV exclusion 0,0145 0,1982 0,0008 0,0957
Sources: EAE-Trade-Postes 1995-2007. Specifications follow equations (2.6)-(2.10). Average work-
force characteristics and other firm controls are included as detailed in tables B16 and B17 in ap-
pendix. In column B, the job growth rates are instrumented as reported in the first two columns
of the bottom panel. In columns D and F, the log hiring rate is instrumented as reported in the
bottom panel. The regressions include firm and year effects and are weighted by the number of
new workers (Nin). Firm-level clustered standard errors are in parentheses; *** p<0.01, ** p<0.05, *
p<0.1.
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mand correctly predicts growth in the firm employment. The strength of the identification
passes a first test as shown by the p-values of the F-test of exclusion of the instruments.
The null hypothesis is rejected at the 10% level for all measures of positive growth. I also
address concerns about the validity of the exclusion restriction by controlling for a large
set of firm variables including shares of hours by occupation category, shares of part-time
and female workers, average experience in the workforce, average wage of incumbent
workers, revenues, capital intensity, input purchases, investment rates, import decisions,
imports and import growth.30
Second stage results are presented in the upper panel of table 2.5. P-values from the
under-identification test demonstrate that the model is correctly identified. Instrument-
ing corrects for the expected downward bias as it systematically increases the coefficient
estimate. In the first two 2SLS regressions, the maximum remaining bias of the IV esti-
mates relative to the OLS estimates is estimated to be lower than 15%. Breaking down
growth into its positive and negative components as in columns (2.5.A)-(2.5.B) yields im-
precise estimates.Using the log hiring rate instead allows for more accurate results in the
case of the full sample. The coefficient estimates are virtually unchanged where restrict-
ing the sample to single-establishment firms despite the fact that the significance test and
the weak identification test are not passed anymore.
The new IV estimated value of γ is about .10, which is five times greater than the OLS
estimate. The estimation result imply that an increase in the hiring rate by 10% requires
a firm to raise wage offers by 1%. These values are larger but close to the estimates in
Schmieder (2013) [103] who uses a slightly different measure of firm growth. In addition to
the use of different independent variables, the difference in results could come from the
different focus of his analysis. The study is about growth at small new establishments.31
Because I focus on large, exporting firms, the difference between the two results could
30I also tried to control for the changes in these variables and the results remains the same
31Establishment age is the instrument variable used in his 2SLS approach and instrumenting increases its
OLS coefficient estimate by 300% from .016 to 0.046
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come from the effect of absolute growth in addition to the effect of relative growth.
2.6 CONCLUSION
Despite a large literature on the role of firm growth in shaping worker flows, very lit-
tle attention has been paid to the intriguing increase in separation rates with firm growth,
and to the wages and characteristics of new and separated workers. This project con-
tributes to the literature by studying empirically the characteristics of new hires, incum-
bent and separated workers across firms, within firms, and in response to foreign demand
shocks.
I show that separations are an essential component of firm growth. The separation
rate at growing firms increases when firms grow faster. This is a very robust pattern as it
holds for a wide range of growth measures. Evidence on the characteristics of separated
workers at growing firms are mixed. The increase in the number of separations at grow-
ing firms seems to mostly affect recent hires, but hires that stay have longer job spells at
the firm than workers hired under other circumstances. Together, these facts support the
view that firms actively search for good matches and more so when expanding.
I find that on average, separated workers are paid the same as continued workers.
Distinguishing by firm growth rates, I find that the tenure of separated workers increases
with the separation rate and that this is reflected in higher wages. This is likely to be the
result of French regulation.
New hires are paid less than other workers but the bulk of the difference comes from
differences in worker characteristics including tenure at the current employing firm. Wage
offers to new hires increase with firm hiring rates as firms poach more often from other
firms and hire more experienced workers. I also demonstrate the existence of a hiring
differential, unrelated to worker characteristics, that increases with firm growth.
I interpret the positive association between the residual wages of hires and firm growth
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as evidence of an upward-sloping labor supply curve. I estimate the slope of the latter
with an instrumental variable approach. I find that an increase in the log hiring rate of
10% causes a firm to increase wage offers by 1%. This estimate is coherent and comple-
ments earlier studies of the literature.
Overall, the findings strongly support the existence of firm-level labor frictions that are
predicted by many models and which have important macro-economic consequences. In
particular, these frictions could play an important role for wage inequality during tran-
sition periods with large reallocations across firms. This conjecture is explored in more
detail in the next chapter.
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Chapter 3
Reallocation, industry structure and the
effects of banking deregulation
3.1 INTRODUCTION
An ever growing literature demonstrates that banking deregulations have real effects
on the economy. In particular, a vast body of evidence establishes three facts: first, bank-
ing deregulation affects the allocation of resources; second, deregulation contributes to
aggregate economic growth; and third, these effects are heterogeneous across firms and
industries.
Indeed, some industries are more dependent than others on the performance of the
banking sector. Industries also differ in average and marginal returns. As a consequence,
the deregulation-induced reallocation of workers across industries must affect aggregate
average productivity if reallocations are related to productivity differences. However,
little is known about the contribution of deregulation-induced inter-industry reallocation
to the overall response of aggregate GDP.
Furthermore, while it is well known that different industries are spatially concentrated
in different locations, we don’t know how local mix of industries affect local response dif-
1
ferentially. Local differentials could arise from the reallocation of workers across locations
or from the specific response of local industries.
This study uses a triple difference-in-difference analysis and the staggered deregula-
tion of the banking sector in the U.S. between 1977 and 1997 to investigate the role of
industrial structure in determining the aggregate effects of finance on the real economy.
We find that inter-industry reallocations are essential for understanding changes in pro-
ductivity (measured as GDP per worker) and GDP resulting from banking deregulation.
Furthermore we show that state heterogeneity in industrial structure affects local out-
comes through internal changes rather than through cross-state reallocations.
We start by revisiting the evidence about the effect of the U.S. interstate banking and
intrastate branching deregulation on GDP. States implemented these reforms in different
years and many studies have exploited simple difference-in-difference across states and
time periods to analyze banking deregulation. We demonstrate that the well-cited results
in Jayaratne and Strahan (1996) [72] for intrastate deregulation only holds in growth rates
and not in levels. We show that these reforms typically occurred after years of relative
decline and coincided with the beginning of the recovery. We also find that interstate
deregulation reforms are associated with a 5% increase in GDP that seems unrelated to
any prior trend. Nevertheless, we conclude that one needs to control for state trends and
business cycles in order to identify the effect of deregulation.
Our identification strategy is based on a triple difference-in-difference using both the
staggered occurrence of reforms and the heterogeneity in industry exposure to finance.
It relies on the assumption that banking deregulation have stronger effects on industries
that are more exposed to finance. In addition we need to assume that industry-specific
business cycles and expectations about industry-specific growth are orthogonal to the
timing of reforms once state-level trends and cycles are controlled for. Specifically we use
two prior measures of exposure: the external finance dependence proposed in Rajan and
Zingales (1998) [97] and the tangibility of assets developed in Braun (2003). [86] To assess
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the validity of the identification hypothesis, we look for a relationship between the dates
of reform and state initial average exposure to finance. We find no significant relationship
once we control for the initial share of employment in private establishments.
Using the different measures of industry exposure to finance, we find that the effects
of deregulation are heterogeneous across industries. The results of the triple difference-
in-difference analysis suggest that interstate banking deregulation has a positive and sig-
nificant effect on GDP. Furthermore, this effect is robust and persistent enough that we
also find a positive effect on GDP growth rates: over our sample, we find a differential
growth effect of .5% between two industries that would be one standard deviation apart
from each other in terms of exposure. Estimates of the effect of the intrastate branching
deregulation reforms studied in Jayaratne and Strahan (1996) [72] are substantially less
robust and less significant. Therefore we choose to focus on the interstate banking dereg-
ulation reforms. Overall, if one is willing to assume that deregulation has a linear effect
that is only a function of the exposure measures, then the average effects implied by the
estimates of the interstate deregulation are quantitatively similar to the aggregate effects
estimated at the state level.
We find that initial industry mix can explain up to one third of the variation in state
GDP responses. The uneven distribution of industries across states translates into dif-
ferences in state average exposure to finance. We test whether initial local differences
in these averages due to a specific industrial structure are associated with differences in
state responses: we find that the average tangibility of assets is indeed strongly related to
the magnitude of state GDP increase. We find insignificant results for the external finance
dependence index.
We use a simple accounting framework to examine the drivers of the aggregate state
GDP response. This framework allows us to decompose the GDP increases into three
components, namely employment changes, average productivity changes from the real-
location of workers across industries, and productivity gains within industries. We show
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that two thirds of the observed GDP increase is associated with an increase in employ-
ment due to unemployment reduction. Within-industry productivity changes and the
productivity changes caused by reallocation had conflicting effects. On one hand, pro-
ductivity increased because of improvements within the industries of the private sector
and because of the reallocation of workers from government activities, household produc-
tion and agriculture to the private sector. On the other hand, the reallocation of workers
in the private sectors was directed to industries with lower GDP per worker.
The implementation of our identification strategy on the drivers of growth is consistent
with these patterns and confirm that at least two thirds of the effects caused by banking
deregulation stem from increases in employment. Industries in the private sector that are
more exposed to finance tend to have lower GDP per workers. Banking deregulation al-
lows them to expand employment, thereby decreasing the average productivity. We only
find small and insignificant differential increases in productivity within these industries.
In addition, we find that the average size of establishments in expanding industries in-
creases in the first years after the reform suggesting that the new workers are hired by
existing establishments. However in the long run, the persistent increase in employment
is driven by the creation of new establishments as the average establishment size reaches
a plateau after three years.
Finally we estimate the direct effect of banking deregulation on the productivity of
disaggregate industries that would have prevailed in the absence of changes in industry
employment. We hypothesize that net flows of heterogeneous workers can indeed affect
the composition of workers within industries and can interact with industry returns to
scale. Our objective is then to isolate the direct effect of deregulation on industry produc-
tivity when inter-industry worker reallocation does not operate. Specifically we use an
instrumental variable approach to control for changes in industry employment share and
find a positive and significant direct effect on industry productivity. The estimated direct
effect is larger than the estimated total productivity change. This validates our hypothe-
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sis: it implies that employment gains resulting from banking deregulation are associated
with a reduction in productivity which mostly offsets the direct increase in productivity
enabled by deregulation.
Our work is related to a growing literature seeking to understand the drivers of the
growth effects of banking deregulation. One strand of the literature has focused on the
differential effects of banking deregulation across establishments. Within this literature,
a large number of work use the staggered interstate banking deregulation in the U.S. Ben-
melech et al. (2011) [17] find that changes in firm employment is very sensitive to firms’
financial health. They also document the positive association between banking deregula-
tion and reduction in unemployment that we estimate being one of the most important
drivers of the total gains from deregulation. Ceterolli and Strahan (2006) [35] use the same
triple difference-in-difference analysis as we do. They show that firm entry is hindered
when banking is less competitive because of concentration in the financial sector. The
scope of their results for industry gains is challenged by Bai et al. (2015). [11] These au-
thors examine the drivers of within-industry changes resulting from banking deregula-
tion. They find that the three quarters of the gains stem from the reallocation of labor
towards more productive firms. They estimate that the remaining effects are mostly due
productivity increases within firm, leaving little role for changes in firm entry and exit.
These findings are consistent with our results that emphasize the prominent role of labor
reallocation.
While we found that the share of wages in value added decreases with banking dereg-
ulation, suggesting an increasing reliance on capital, we found little improvements in
GDP per worker. The small effect of capital reallocation on worker productivity may
be puzzling but Bai et al. (2015) [11] come to the same conclusion: what matters most
is the reallocation of workers and increased access to finance serves to remove financial
constraints on hiring. According to them, hiring is hampered by financial constraints be-
cause of upfront hiring and training costs, and because there is a timing delay between
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payments to workers and the additional cash flows generated by the use of more labor.
Banking deregulation helps to increase employment by providing funds more abundantly
and at a cheaper cost.
Closely related to our study because of the focus on industry structure is the work of
Bertrand et al. (2007) [20] on the 1985 banking deregulation in France. This study com-
pares the performance of industries that are more exposed to finance relative to other
industries before and after the reform. They show an increase in asset and job realloca-
tion, an improvement in allocative efficiency across firms, and a decline in concentration
in banking-dependent sectors. However the absence of staggered reforms within France
prevents them to estimate the relative contributions of the different drivers of GDP gains.
In a more recent study on the industry-level effects of banking, Pagano and Pica (2012) [94]
show that industries more exposed to finance in countries with more developed financial
sector experience larger employment gains. They also find that financial development is
associated with a greater mobility of workers across industries in response to industrial
shocks
We are not the first study to question the robustness of the effects of intrastate deregu-
lation on GDP. Huang (2008) [70] and the references therein, argue that the results are not
robust to additional geographic controls.
Finally, our work relates to the literature on the interaction between worker realloca-
tion and changes in productivity. Milligan (2011) [92] shows that the productivity increase
observed in the aftermath of the 2008-9 recession can be attributed to changes in the av-
erage quality of the workforce as laid-off workers were less productive than those who
remained employed. Young (2014) [108] develops a model to demonstrate that the average
productivity of an industry can be negatively correlated with its employment share be-
cause of changes in the distribution of worker ability. He then provides evidence for this
effect by implementing an instrumental variable approach. He concludes that productiv-
ity growth in services is not lower than in the good production sector as was previously
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thought because the increasing share of services and the associated fall in average worker
ability masked productivity gains. His conclusion is very similar in spirits with our find-
ings.
The rest of the chapter is organized as follows. In the next section, we present the data
sources and provide an overview of the deregulation reforms. In section 3.3 we revisit
previous evidence about the state-level effects of banking deregulation in the U.S. and
discuss the strength of different identification strategies. Then we show in section 3.4 how
industry heterogeneity is related to variation in state responses and use this heterogeneity
to identify the effects on state GDP. In section 3.5, we examine the relative contribution to
the response of GDP of employment, worker productivity and establishment entry. We
first use a simple accounting framework to illustrate the effects of reallocation and then
estimate the effects of banking deregulation on the different drivers of growth. In sec-
tion 3.6, we estimate the direct effect of the reforms on GDP per worker within industry.
Section 3.7 concludes.
3.2 DATA AND INDUSTRY CHARACTERISTICS
In this section, we present our sources and their use in the construction of our dataset.
3.2.1 Data sources
We focus on the years 1977 through 1997. We construct measures of exposure to finance
using data from S&P Compustat. We obtain total value added, price indexes,1 average
wages, total employment, and total profit at the industry-state level from the Bureau of
Economic Analysis (BEA). We obtain measures of the number of workers, the number
of establishments, and total payroll at the industry-state level from the Census Bureau’s
1Prices indices are such that the industy-state real GDP values are normalized to 100 in 1997.
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County Business Patterns (CBP).2 From the Census Bureau, we also get state population
for the month of July in every year3. We finally collect data on state total employment
and unemployment for the month of July from the Local Area Unemployment Statistics
(LAUS) dataset of the Bureau of Labor Statistics. The measure of employment in the
LAUS differs from the sum of employment across industries from the CBP because the
latter only includes private industries.4 Therefore we restrict most of our attention to the
analysis of the private sector.
3.2.2 Indexes of exposure to banking
We are interested in constructing indexes of exposure to finance. The first index we use
measures the dependence of firms within an industry on external finance. The second
index measures the average tangibility of firm assets. Both measures are related to the
potential benefits of banking deregulation. First, industries with greater funding needs
benefit relatively more from an increase in the supply of credit and decreases in interest
rates. Second, firms in industries with more tangible assets are more likely to obtain credit
because their assets can serve as collateral. Therefore industries in which assets are less
tangible are likely to benefit relatively more from an increase in the quality of financial
intermediation brought by banking deregulation.
We define the dependence on external finance by sectors as the amount of desired
investment that cannot be financed through internal cash flows generated by the same
business, as in Rajan and Zingales (1998). [97] Because their measure is constructed for a
distinct industry concordance5 which does not directly map into the classification used
2The data is collected from establishments with paid employment in the week of March 12 for every year.
Are excluded from the scope of the CBP the self-employed individuals, employees of private households,
railroad employees, agricultural production employees, and most government employees.
3In 1980 and 1990, we use the values from the decenial censuses. The Census Bureau provides estimates
of the population for the years in between censuses.
4See footnote 2.
5The International Standard Industrial Classification of All Economic Activities (ISIC)
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by the BEA6 we replicate their method and construct three alternative measures using
data from Compustat:
1. EFD1: the share of capital expenditure that is not financed by cash-flows7
2. EFD2: the share of capital expenditure that is not financed by cash-flows or the net
changes in operation-related assets and liabilities8
3. EFD3: the share of capital expenditure, net acquisitions of plants and equipments
that is not financed by cash-flows or the changes in operation-related assets and
liabilities9
These different definitions allow us to assess the robustness of our results. For all three
measures, we start by computing the average of the numerator and the average of the
denominator separately by firms over the period 1977-1997. Then, we take the median
ratio across firms as our measure.
We follow Braun (2003) [86] and define asset tangibility as net property, plant and equip-
ment divided by book value of assets10.
We cannot exactly compare our measures with those constructed by Braun (2003) [86]
and Rajan and Zingales (1998) [97] because they use a different industry classification and
restrict their focus to manufacturing. However an approximate matching of manufactur-
6The 1987 Standard Industrial Classification (SIC87)
7In practice, we compute this index as one minus the ratio of cash-flows to capital expenditure, where
cash-flows are defined as "Funds From Operations" (Compustat #110) and capital expenditure is defined as
"Capital Expenditures" (Compustat #128). For some format, item #110 is not available and we re-construct
it as the sum of Compustat #123, #125, #126, #106, #213, and #217.
8In practice, we compute this index as one minus the ratio of cash-flows plus decreases in inventories
("Decreases in Accounts Receivable", Compustat #302), decreases in receivables ("Decreases in Inventory",
Compustat #303), and increases in payables ("Increases in Accounts Payable and Accrued Liabilities", Com-
pustat #304) to capital expenditure (Compustat #128).
9In practice, we compute this index as one minus the ratio of cashflows plus decreases in inventories,
decreases in receivables, and increases in payables (Compustat #110+#302+#303+#304) over total invest-
ing activities which correspond to capital expenditure (Compustat #128), plus acquisitions (Acquisitions,
Compustat #129), minus the sales of tangible assets ("Sale of Property, Plant, and Equipment", Compus-
tat #107), plus the net increase in investments ("Increase in Investments", Compustat #113, minus "Sale of
Investments", Compustat #109)
10Technically we first compute the average "net value of property, plant, and equipment" (Compustat #8)
and the average value of "assets minus total liabilities and stockholder’s equity" (Compustat #6) by firms
over the period 1977-1997. We then take the median ratio across firms as our tangibility index. Note that
Braun (2003) [86] reports that the correlation between tangibility and external finance dependence to be very
weak (0.01).
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ing industries based on industry names allows us to compute the correlations in table C1
in appendix. The correlations between different measures of the same index are all above
.60, indicating that the methodology is robust. We also find that tangibility and external
finance dependence are either not strongly correlated as in Braun (2003) [86] or negatively
correlated depending on the measure used. We also check for the stability of the mea-
sures other time. The graphs of figure C1 in appendix show that the measures computed
on split samples (1977-1986 and 1987-1997) are well correlated.
In Table C2 in the appendix we tabulate our indexes of exposure to finance by industry
codes. We exclude from the analysis the industries of the financial and legal sector that are
affected by banking deregulation in a specific way and the industries that are not included
in the CBP. We find that "Pipelines" and "Electric, gas and sanitary services" have the
highest value for the tangibility index, while "Business services" and "Wholesale trade"
have the lowest. "Chemicals and allied products" consistently emerges as the industry
that relies the most on external finance for the three alternative measures. "Pipelines", on
the other hand, is the industry generating the most excess cash-flows and has negative
external funding needs. "Leather" follows close behind.
In addition, table C2 reports the share of each industry in total U.S. GDP, as well as
the ratio of total wages to value added, the average wage, worker productivity (defined
as nominal value added per worker) and average establishment employment (defined as
number of workers per establishment) by industry at the beginning of our sample in 1977.
The significance of the relationships are then estimated using weighted bivariate regres-
sions and data from all states.11 Estimates and significance levels are reported in table C3
in appendix. We find that industries with more tangible assets and more external finance
needs have lower wage to nominal value added ratio and better worker productivity.
This correlation with productivity is particularly large and significant for tangibility but
barely significant for external finance dependence. We also find that industries that are
11At the bottom of the table, we also report the correlations across characteristics using 1977 GDP weights.
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more dependent on external finance also pay higher wages and typically feature smaller
establishments.
We follow the literature by excluding Delaware and South Dakota throughout the anal-
ysis as these states differ from other states because their banking structure is skewed by
the presence of credit card banks.
3.2.3 The different deregulations and their staggered implementation
We use the state variation in the dates of banking deregulation reforms in our em-
pirical analysis. Before the deregulations of the 1970’s, banks needed a charter from the
state legislature to operate on specific locations. For example, states restricted the open-
ing of new branching within state borders and branching by the merger and acquisi-
tion of local banks. They prevented multi-bank holding companies to convert offices of
subsidiary banks (existing or acquired) into branches of a single integrated bank. States
also restricted out-of-state bank holding companies to acquire in-state banks. Kroszner
and Strahan (1999) [82] document how these translated into local banking monopolies and
tightened the provision of credit.
This set of restrictive regulation was gradually removed starting from the end of the
1970’s. We follow Amel (1993) [6] and Kroszner and Strahan (1999) [82] in the definition
of the dates of the different type of reforms.12 For the sake of conciseness, we follow
common practice in the literature by focusing on the interstate banking deregulation and
the intrastate branching deregulation through M&A as in Jayaratne and Strahan (1996), [72]
Ceterolli and Strahan (2006) [35] and Bai et al. (2015) [11] to name a few.
Table C4 in appendix lists the dates of the reforms by state and figure 3.1 summa-
rizes the timing of implementations. Most of states conducted some intra- or inter-state
deregulation reforms in the 80’s although 18 of them had conducted some reforms prior
12Kroszner and Strahan (1999) [82] distinguishes four type of reforms: authorization of multi-bank holding
companies, intrastate branching through M&A, full intrastate branching, and interstate banking.
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Figure 3.1: Timing of the implementation of deregulation reforms
Sources: Kroszner and Strahan (1999) [82] and Dick and Lehnert (2010). [45]
1980. Ten states implemented some deregulation reform as late as in the early 90’s, and
the deregulation effort culminated in the federal 1994 Riegle-Neal interstate Banking and
Branching Efficiency Act. Interestingly, there does not seem to be a typical sequence of
reform as 32 states implemented a form of intrastate deregulation before any interstate
deregulation while the 19 other states implemented an interstate deregulation reform be-
fore any intrastate reform.
3.3 REVISITING THE EVIDENCE
3.3.1 The limitations of state-level approaches
For the purpose of our empirical analysis, it is important to assess whether there are
systematic economic trends and conditions that brought states to reform earlier than
other. These conditions must be controled for in order to identify the effect of banking
deregulation.
We start by documenting that intrastate deregulation reforms were typically imple-
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mented when states were performing below national levels. We estimate the state-level





βτI{t=t0(s)+τ} + δt + γs + εst (3.1)
We use the notation t0(s) to represent the date of reform for state s.
Figure 3.2 provides a graphic representation of the estimation of equation (3.1). The
results cast some doubts on the interpretation of the results in Jayaratne and Strahan
(1996) [72] about intrastate deregulation: they argue that their state-level difference-in-
difference positive estimates imply a causal effect of intrastate deregulation on growth.
An alternative interpretation of their estimates is that states deregulated in the midst of
local recessions and that deregulation had no real effects. By contrast, there does not seem
to be any pre-reform trend before interstate deregulations. These results underscore the
necessity to control for state variable characteristic, including state-specific trends and
business cycles.
Figure 3.2: The timing of deregulations and the average evolution of state GDP
Sources: BEA. Year (β̂τ) and average effects ( 15 ∑τ>0 β̂τ ,
1
5 ∑τ≥0 β̂τ) before and after the implemen-
tation of deregulation reforms for two balanced panels of states. The specification follows equation
(3.1). The left panel focuses on the 27 intrastate branching deregulation reforms and the right panel
focuses on the 46 interstate banking deregulation reforms for which we have 11 years of data. We
excluded Delaware and South Dakota.
13For the graphical analysis of this section we choose to restrict the sample to states for which we have
data five years before and after the reform date. This ensures that the effects we estimate are not driven by
the entry or exit of states from the sample.
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We nevertheless examine the equation considered in previous studies which relates
state variable (yst) to the indicators of having implemented a deregulation reform (Dst =
1):
yst = βDst + δt + γs + εst (3.2)
In particular, we reproduce the results in Jayaratne and Strahan (1996) [72] in table 3.1.
Their estimates show that intrastate deregulation is associated with an increase in GDP
growth rates. We run similar regressions using the levels of state value added instead of
the growth rates. Strikingly, all the effects vanish. Figure 3.2 and the previous analysis
help to explain the difference between these apparently contradictory results. It suggests
that states implement the intrastate branching deregulation when their economy has been
under-performing for some years compared to the rest of the country. The growth rate
estimates then capture the recovery effect in the years that follows. The level estimates
additionally show that the buoyant growth that follows the reform does not do more
than offset the negative effect of the ealier recession: states merely catch-up and do not
gain relative to the country. By enlarge, it is not possible to know whether the results
in Jayaratne and Strahan (1996) [72] can be attributed to the state cycles or to the effect of
deregulation reforms.
3.3.2 Reform dates and potential endogeneity
More generally, it is important to control for state industrial mix and industry trends
in any state-level regression. Indeed, without such controls, the deregulation dummies
would wrongly associate nation-wide growth in particular sectors (e.g the financial sec-
tors, or sectors with smaller establishments) as the effect of state-level deregulations.
We investigate whether state initial industrial structure has any relationship with the
timing of reforms. To this end, we regress the dates of reform on various state average
characteristics at the beginning of the sample in 1977. In particular, we consider the share
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Table 3.1: The effect of intrastate deregulation on GDP in growth rates and in levels
Reproducing table II in Jayaratne and Strahan (1996) Specification in levels
Baseline Regional effects Baseline Regional effects
OLS WLS OLS WLS OLS WLS OLS WLS
Dintra1 1.271** 1.345*** 0.657 1.022** -2.623 -3.740 -3.235 -2.906
(0.599) (0.440) (0.569) (0.479) (2.545) (2.709) (2.335) (2.349)
Observations 668 668 641 641 668 668 641 641
R-squared 0.422 0.612 0.667 0.774 0.769 0.843 0.916 0.929
Dinter 0.608 0.782 1.111** 0.877 7.712** 4.973*** 7.344*** 5.780***
(0.735) (0.614) (0.518) (0.652) (2.915) (1.635) (2.194) (1.237)
Observations 653 653 626 626 653 653 626 626
R-squared 0.422 0.631 0.670 0.779 0.788 0.845 0.920 0.932
Regional-year no no yes yes no no yes yes
GDP weights no yes no yes no yes no yes
Sources: BEA. The dependent variable is the real GDP growth rate in the left panel and the level
of state log real GDP in the right panel. Dintra1 is a state level indicator of intrastate branching
deregulation and Dinter an indicator of interstate banking deregulation. The years of reform are
dropped. Delaware is dropped. Alaska and Hawai are dropped in the last 2 columns of each
panel. Robust standard errors in parentheses; *** p<0.01, ** p<0.05, * p<0.1
of the financial sector in state GDP, state average establishment sizes, the employment
share of private establishments14, state average tangibility and state average external fi-
nance dependence.15
Regression results are reported in table C5 and illustrated with figures C2 and C3 in
appendix. For both types of deregulation, we find that the states that deregulated earlier
had a larger financial sector. relatively more people employed in private establishments
and larger establishments on average. This suggests that large private establishments
and the financial sector may have lobbied for earlier reform. We also find that when we
control for the initial share of employment in private establishments, the state average
finance exposure indexes are insignificantly related to the dates of reforms. We interpret
these result as suggestive evidence that state specific structure of private industries is
independent of the timing of reforms. These findings give support our identification
strategy based on the differential responses of non-financial industries within states.
14This corresponds to the share of employment in CBP to total employment measured by the BLS.




In this section, we implement a triple difference-in-difference strategy to estimate the
effects of banking deregulation on GDP. Then we test whether initial industrial structure
affects the magnitude of state responses. In what follows, we normalize our measures of
exposure to have mean zero and a standard deviation equal to one in order to make the
comparisons of effects easier across alternative measures16. Therefore one can interpret
the interaction coefficients as the magnitude of the differential effect of deregulation on
industries that are one standard deviation above the exposure national average.
3.4.1 Differential effects across sectors with various finance exposure
In order to control for state-level variable effects, we introduce the following equation
at the state-industry level:
ysjt = β1Dst + β2Ej ∗ Dst + β3Zsjt + δt + γs + φj + εsjt (3.3)
Ej is one of the measure of industry j exposure to finance and we consider different set of
time varying variables Zsjt to control for trends and cycles at the state and industry levels.
Dst are indicators that switch from zero to one when state s implements a deregulation
reform, either the deregulation of intrastate banking (Dintra1) or the deregulation of in-
terstate banking (Dinter). We start by including both the inter- and intra-state banking
reforms.
Results in tables 3.2 and 3.3 demonstrate that interstate banking deregulation is as-
sociated with positive effects, but that results for intrastate deregulation are ambiguous.
In particular in the first column, we estimate the specification of Jayaratne and Strahan
(1996) [72] in levels on our sample that includes a few more years (1977-1997). Once again
16We used 1977-GDP weights to compute averages and standard deviations.
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Table 3.2: The differential effect of banking deregulation on GDP across industries
3.2.A 3.2.B 3.2.C 3.2.D 3.2.E 3.2.F
State State- +Weights +Controls Industry- All
aggregate industry year effects effects
Dinter 0.054** 0.067*** 0.057*** 0.013*** 0.018***
(0.022) (0.009) (0.009) (0.004) (0.004)
EFD3*Dinter 0.047*** 0.074*** 0.012*** 0.017*** 0.016**
(0.007) (0.012) (0.002) (0.006) (0.007)
Dintra1 -0.035 -0.013 -0.013 0.014*** 0.025**
(0.027) (0.012) (0.019) (0.004) (0.011)
EFD3*Dintra1 0.016* 0.010 0.003 -0.008 -0.012
(0.008) (0.015) (0.004) (0.009) (0.009)
Observations 1,029 41,133 41,043 34,743 41,043 41,043
R-squared 0.849 0.380 0.484 0.890 0.914 0.919
Number of id 49 2,211 2,191 2,133
DUMMIES
State yes no no no no no
Year yes yes yes yes no no
State*Industry no yes yes yes yes yes
State*Year no no no no no yes
Industry*Year no no no no yes yes
CONTROLS
lag variables no no no yes no no
state-level GDP no no no yes yes no
1977 GDP weights no no yes yes yes yes
Sources: Compustat and BEA. The dependent variable is the level of state log real GDP. Dinter and
Dintra1 are respectively state level indicators of deregulations in interstate and intrastate banking.
EFD3*Dinter and EFD3*Dintra1 are the interaction variables between deregulation indicators and
the external finance dependence index. Delaware and South Dakota are dropped. The financial
and legal services are dropped. Clustered standard errors at the state level in parentheses; ***
p<0.01, ** p<0.05, * p<0.1
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Table 3.3: The differential effect of banking deregulation on GDP across industries
3.3.A 3.3.B 3.3.C 3.3.D 3.3.E 3.3.F
State State- +Weights +Controls Industry- All
aggregate industry year effects effects
Dinter 0.054** 0.052*** 0.058*** 0.014*** 0.017***
(0.022) (0.009) (0.009) (0.004) (0.004)
Tang*Dinter -0.006 -0.047*** -0.005* -0.027*** -0.026***
(0.009) (0.012) (0.002) (0.006) (0.006)
Dintra1 -0.035 -0.015 -0.011 0.015*** 0.025**
(0.027) (0.012) (0.019) (0.004) (0.011)
Tang*Dintra1 -0.018* -0.019 -0.005** 0.006 0.007
(0.010) (0.014) (0.003) (0.010) (0.010)
Observations 1,029 41,133 41,043 34,743 41,043 41,043
R-squared 0.849 0.371 0.474 0.890 0.914 0.919
Number of id 49 2,211 2,191 2,133
DUMMIES
State yes no no no no no
Year yes yes yes yes no no
State*Industry no yes yes yes yes yes
State*Year no no no no no yes
Industry*Year no no no no yes yes
CONTROLS
lag variables no no no yes no no
state-level GDP no no no yes yes no
1977 GDP weights no no yes yes yes yes
Sources: Compustat and BEA. The dependent variable is the level of state log real GDP. Dinter and
Dintra1 are respectively state level indicators of deregulations in interstate and intrastate banking.
Tang*Dinter and Tang*Dintra1 are the interaction variables between deregulation indicators and
the external finance dependence index. Delaware and South Dakota are dropped. The financial
and legal services are dropped. Clustered standard errors at the state level in parentheses; ***
p<0.01, ** p<0.05, * p<0.1
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we found no relation between intrastate branching deregulation and changes in state GDP.
By contrast, we do find that interstate deregulation reforms are associated with a 5% in-
crease in GDP.17 This dichotomy is true throughout our analysis and therefore we choose
to focus on the interstate banking reform from now on.
Starting from the second columns (B), we exploit industry variation in exposure to fi-
nance using interaction terms as in equation (3.3). We find that the coefficient estimates
are qualitatively consistent across specifications. Banking deregulation has a significant
differential effect on the GDP of the industries that are more exposed to finance. All co-
efficient estimates have the expected sign: industries with greater external funding needs
benefit relatively more and so do industries with less tangible assets. Coefficient esti-
mates in table C12 in appendix show that the results are robust to alternative measures
of external finance dependence. Additionally, the results in the appendix show that the
external finance dependence and tangibility indexes are redundant as only one the two
coefficients is significant most of the times. We choose to keep considering both to as-
sess the robustness of our results and to focus on our third definition of external finance
dependence for the sake of clarity.
The estimated magnitude of effects differ across specifications. Thanks to our normal-
ization the results in the columns (B)-(C) of tables tables 3.2 and 3.3 are easy to interpret.
The average effects of deregulations are captured by the coefficients on the deregulation
indicators because the exposure indexes have mean zero. The estimates are similar to the
the ones in the columns (A) because the set of state level controls is so far the same.18
Furthermore results mean that industries that are one standard deviation away from
the average exposure gain about twice more from the interstate deregulation reforms. In
the weighted regressions, estimates suggest that there is no significant differential effects
across industries of the interstate branching deregulation.
17We also tried to include the indicator for interstate banking deregulation alone. Estimates reported in
table C6 in appendix show that the results are almost unchanged.
18The small differences in magnitude come from the use of weights and the presence of missing values
for some industries at some dates.
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The analysis of the previous subsection underscored the necessity to control for state
and industry characteristics and cycles. We examine the effect of introducing different
controls in the remaining columns of tables 3.2 and 3.3. We include first and second order
lag real GDP and the state aggregate GDP in column (D) to control for state cycles. We
keep the state aggregate GDP levels and add industry-year effects to control for nation
wide industry trends in column (E). In the last column we include both industry-year
and state-year fixed effects. The estimates are quantitatively robust to the use of these
alternative sets of controls, especially the last two. The results show that the effect of
deregulations is three to six time smaller once nation wide industry variations and state
cycles are controlled for.
3.4.2 Deregulation and growth differentials
Having established that interstate deregulation reforms were associated with increases
in the level of GDP, we turn our attention to the effect on growth rates.
We illustrate the dynamics of the GDP effects by looking at the evolution of real GDP
over time. We estimate the same equation as in specification (F) of table 3.2 except that
we substitute the single interstate deregulation indicator with nine indicators that are re-
spectively non zero in each of the first eight years from the date of the reform. The ninth





βτIτ ∗ Ej ∗ Dinter + β8I8+ ∗ Ej ∗ Dinter + δsj + γjt + γst + εsjt (3.4)
Figure 3.3 features the coefficient estimates by year and their 95% confidence interval.
The results seem to support the view that the effect of interstate regulation on industry
growth rates is steady at least over the first seven years: the magnitude of the estimates
keeps increasing in a linear fashion over that period.
19Given the period covered by our data, we observe 46 states in their eighth year after reform and 18 after
12 years and only five after 14 years.
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Table 3.4: The differential effect of deregulation on GDP growth across industries
Separate regressions All reform types
by reform type in the same regression
3.4.C 3.4.E 3.4.F 3.4.C 3.4.E 3.4.F
Fixed Industry- All Fixed Industry- All
effects year effects effects effects year effects effects
Dinter 1.190** 1.042** 1.382*** 1.069**
(0.536) (0.432) (0.423) (0.428)
EFD3*Dinter 0.296* 0.555*** 0.516** 0.265 0.427** 0.391*
(0.163) (0.199) (0.214) (0.241) (0.196) (0.218)
R-squared 0.088 0.521 0.535
Observations 37,198 37,198 37,198
Dintra1 1.739*** 0.267 1.423*** 0.226
(0.314) (0.203) (0.304) (0.174)
EFD3*Dintra1 0.263 0.123 0.095 0.051 0.198 0.196
(0.201) (0.211) (0.214) (0.288) (0.217) (0.220)
R-squared 0.083 0.524 0.539
Observations 37,721 37,721 37,721
R-squared 0.083 0.529 0.544
Observations 39,116 35,880 35,880
DUMMIES
State*Industry yes yes yes yes yes yes
State*Year no no yes no no yes
Industry*Year no yes yes no yes yes
GDP growth control no yes no no yes no
Sources: Compustat and BEA. The dependent variable is the growth of log real GDP. The estimates
are multiplied by 100. Dinter and Dintra1 are respectively state level indicators of deregulations
in interstate and intrastate banking. EFD3*Dinter and EFD3*Dintra1 are the interaction variables
between deregulation indicators and the external finance dependence index. Delaware and South
Dakota are dropped. The financial and legal services are dropped. All regressions are weighted
using 1977 GDP weights. Clustered standard errors at the state level in parentheses; *** p<0.01, **
p<0.05, * p<0.1
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Figure 3.3: Effects of deregulation over time after interstate deregulation reforms.
Sources: Compustat and BEA. Histogram of the coefficient estimates of the interaction variable
between the deregulation indicators and the external finance dependence index (3). The specifi-
cation follows equation 3.4. 95% confidence interval are based on clustered standard errors at the
state level.
We examine whether deregulation is associated with faster growth using the same
specifications as in columns (C), (E) and (F) of the previous analysis. The results confirm
the conclusions drawn from figure 3.3. We find that the effect of interstate banking dereg-
ulation are so persistent throughout our sample that they are captured on GDP growth
rates.20 Coefficient estimates suggest that industries that are one standard deviation away
from the exposure national average grow .4% or .5% faster. The results are robust to us-
ing the tangibility index instead as shown by the similar estimates reported in table C7 in
appendix.
3.4.3 Initial difference in industry mix and variations in responses
It is well-established that industries are unevenly distributed across states. We found
in the previous subsection that the effects of deregulation are heterogeneous across in-
20The results in table 3.4 show that the results on intrastate deregulation with the EFD index are not
robust to the inclusion of controls for state cycles. This would suggest that the correct interpretation of
the results in Jayaratne and Strahan (1996) [72] is that state recessions caused state legislator to deregulate
intrastate banking and that the following recovery was a simple coincidence. However, estimates in table
C7 in appendix nuances this view: for the first and only time we do find some positive and significant effect
on growth using the tangibility index.
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dustries. Therefore it is natural to investigate whether state initial industry structure in
1977 can explain variation in the state responses to deregulation. In this subsection, we
do exactly so.
We estimate the state-specific effects of deregulation ĜDPs using the following equa-
tion on the balanced panel of 43 states for which we have data five years before and after
the reform date:
log GDPsjt = ∑
s
βsIs ∗ Dinterst + δsj + γjt + εsjt (3.5)
Is is a dummy variable for state s. We define the estimated state effects by ĜDPs = β̂s.
We use a balanced sample with the same number of years for every states to make sure
that results are not biased by the sluggish response of GDP. In other words we want to
avoid that states deregulating earlier get assigned larger effects because we have more
years of data for them.
Figure 3.4: Initial industry mix and the variation in state responses to deregulation
Sources: Compustat and BEA. The red line correspond to the bivariate regression of the estimated
deregulation effect from equation (3.5) on initial average exposure to finance.
We assess whether the industry mix of states in 1977 is a good predictor of state re-
sponses to deregulation by regressing ĜDPs on the state exposure average. We define
the latter as follows: Es = ∑j
GDPs,j,1977
∑j′ GDPs,j′ ,1977
Ej. Ej can be any of our exposure indexes.
Results are illustrated in figure 3.4. Differences in average tangibility index of initial in-
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Table 3.5: The effect of initial industrial structure on state estimated outcomes
The dependent variable is the state estimated response ĜDPs
(3.5.1) (3.5.2) (3.5.3)
Initial tangibility average -0.238*** -0.233***
(0.044) (0.066)
Initial EFD3 average 0.079 0.003
(0.106) (0.069)
GDP share of finance 0.005
(0.004)
GDP share of the non-private sector 0.000
(0.000)




Observations 43 43 43
R-squared 0.340 0.018 0.624
1977 GDP weights yes yes yes
Sources: BEA and CBP. Weighted least square regression of the state predicted effect. Only the 1977
values of independent variables are used. Alaska, Delaware, Hawai, Kansas, Maine, Montana,
New York and South Dakota are dropped. Robust standard errors are reported in parentheses; ***
p<0.01, ** p<0.05, * p<0.1
dustry structure are tightly related to differences in state responses to deregulation: the
coefficient estimate of initial average tangibility is −.24 with a p-value of −5.38 and the
R-squared of the WLS21 bivariate regression is 34%. By contrast differences in the initial
average external dependence index is unrelated to differences in state outcomes: the co-
efficient estimate of the regression is 0.08 and largely non-significant. Results in table 3.5
confirm that these findings are robust to the inclusion of a large set of controls.
We conclude that the initial industry mix in the private sector can explain one third of
the variation in state responses to deregulation reforms.
3.5 THE DRIVERS OF THE INCREASES IN GDP
In this section, we examine different possible drivers of the GDP response. In partic-
ular, we consider changes in employment, changes in within-industry productivity and
21We use state 1977 GDP weights. Results are similar for a simple OLS regression without weights.
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the average change in productivity resulting from the reallocation of workers across in-
dustries.
3.5.1 A simple accounting decomposition
We start with a standard accounting decomposition of changes in GDP between two
dates in two components: productivity changes and changes in employment. In a second
we do the same by industry and sum across all industries j to get another expression for
total changes:




N j∆PRj + ∆NjPRj
)
(3.7)
N represents the number of workers and PR = GDPNworkers is a measure of productivity. The
first term in each equation captures the change in productivity weighted by the average
employment while the second term captures the contribution of the change in employ-
ment. Finally, we add and subtract to equation (3.7) the last term of equation (3.6) to

















The contribution of the direct productivity changes is the weighted sum of disaggregated
industry productivity changes. The contribution of reallocation is captured by the second
term: when employment increases relatively more in sectors with above average pro-
ductivity, then the contribution of reallocation is above. The last term is simply the total
increase in employment.
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To implement this decomposition in our context we first need to make state experi-
ments comparable despite the fact that they occur at different point in time and for states
of different sizes. To do so we first de-trend GDP, employment and productivity sepa-
rately for each industry using the following equation:
log yjt = δjs + γjt + εsjt (3.9)
I use the residual in equation (3.9) as the de-trended variables (G̃DP, Ñ, P̃R).22 A nice
property of the weighted least square is that the accounting identity is preserved: G̃DP =
Ñ ∗ P̃R. Therefore we can implement the above decomposition in two steps. First we
implement it on broad sectors where we divide the economy into the private and non-
private sectors.23 Then we implement the decomposition on the disaggregated industries
of the private sectors. We choose to look at the difference between three years before
and three years after reform dates. We aggregate results across states by computing the






























where we actually use de-trended variables, ωs are the 1977 GDP weights and t0(s) are
the dates of state reform.
The results of the decomposition are reported in table 3.6. First we find that the average
increase in GDP three years after the reforms is a little under 4%. Two thirds of this
increase can be attributed to an increase in employment and 7% to average productivity
gains resulting from the reallocation of workers from the non-private to the private sector.
22I use 1977 GDP weights in the regression.
23See section 3.2 for a precise definition of this distinction.
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Table 3.6: Accounting for the effects of interstate deregulation in a seven-year window
Contribution of
Initial GDP productivity productivity % employment
GDP % change direct change from % change
share % change reallocation
Non-corporate sector 18,5 1,84 ——— 1,73 ——— 0,11
Corporate sector 81,5 4,36 11,22 -10,29 3,40
Total 100,0 3,97 1,09 0,28 2,60
Sources: BEA and CBP. Initial GDP correspond to the values three year before the reform. The
percentage changes refer to the increases three years after the reform relative to three year before.
Definitions of the contributions of GDP per worker (productivity) and employment are in the
main text. Reallocation pertains to flows of workers across more disaggregated industries. DC,
Delaware, Hawai, Maine and South Dakota are dropped.
The rest stems from changes in the average productivity of the each of the two broad
sectors.
Average GDP gains in the private sectors are 4.36%. Of this, 78% can be attributed
to an increase in employment. There large productivity gains within disaggregated in-
dustries. The contribution of reallocation is highly negative, suggestive large flows of
workers towards private industries with low GDP per workers. This could be explained
by the employment gains from the disaggregated industries that are more exposed to fi-
nance because they tend to have lower GDP per worker. We test for this hypothesis in the
next subsection.
3.5.2 Identification of the drivers of the increase
In this subsection, we formally identify the effects of banking deregulation on the de-
terminants of GDP using the triple difference-in-difference comparison. We now decom-
pose the real GDP into four components according to equations (3.11) and (3.12).
log RGDPsjt = log (RGDP/Nworkers)sjt + log Nworkerssjt (3.11)
log Nworkerssjt = log (Nworkers/Estb)sjt + log Estbsjt (3.12)
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The above equations simply mean that log real value added (RGDP) is the sum of log
worker productivity (RGDP/Nworkers) and the log number of workers in private establish-
ments (Nworkers) and that the latter is the sum of the log average establishment size
(Nworkers/Estb) and the log number of establishments (Estb).
Specification (F) results are reported in the second panel of table 3.7. The coefficient
estimates for the external finance dependence index show that two thirds of the increase
in real GDP are estimated to come from an increase in employment while the rest comes
from a rise in worker productivity. With the tangibility index, all of the GDP increase is
estimated to come from employment. The increase in workers for all industries in the
states seems to be essentially related to an increase in establishment average size.
We also consider the effect on wages by looking at the wage rate and the ratio of total
wages to value added. Industries that are more exposed to finance experience a decline
in the share of labor compensation. This is consistent with substitution effects from labor
to capital input in these industries.
The average effect implied by the coefficient estimates is obtained by multiplying the
estimates with the national average of the exposure index.24 It would correspond to the
average effect of deregulation if the reform effects were linear and operating only as a
function of the degree of exposure to finance. We find that the implied average effects
are quantitatively close to the estimates of the state aggregate effects. This means that the
triple difference-in-difference can be useful to predict the magnitude of local aggregate
effects.
Additional tables in the appendix report the effect of interstate banking deregulation
on the variables of interest for specification (E). Other tables report the estimates obtained
using alternative measures for the external finance dependence and using the different
index together. The estimates are similar to those presented for specification (F), thereby
24Formally, we account for the fact that indexes are normalized by dividing the coefficients by the stan-
dard deviation of the original index. Then we multiply them by the weighted average of the index using
1977 GDP values as weights: avgEFDsdEFD ∗ βEFD3∗Dinter.
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Table 3.7: The decomposition of the effect of deregulation on private sector GDP levels
3.7.1 3.7.2 3.7.3 3.7.4 3.7.5 3.7.6 3.7.7
RGDP Number Workers Number Wage per Wage to
Real GDP per of workers per estab. of estab. worker VA ratio
worker (CBP) (BEA)
Panel I. Specification (A) with weights
Dinter 0.042*** 0.001 0.041** 0.026*** 0.015 -0.023* -0.005
(0.014) (0.008) (0.017) (0.009) (0.012) (0.012) (0.005)
Observations 1,029 1,029 1,029 1,029 1,029 1,029 1,029
R-squared 0.895 0.675 0.805 0.706 0.906 0.982 0.303
Panel II. Specification (F), interaction with the external finance dependence index
EFD3*Dinter 0.015** 0.005 0.009*** 0.012*** -0.003 0.002 -0.007*
(0.007) (0.005) (0.003) (0.003) (0.003) (0.001) (0.004)
implied avg. effect 0.031 0.010 0.018 0.024 -0.006 0.004 -0.014
Observations 41,043 41,043 41,043 41,043 41,043 41,043 41,043
R-squared 0.919 0.995 0.995 0.991 0.999 0.993 0.958
Panel III. Specification (F), interaction with the tangibility index
Tang*Dinter -0.025*** -0.002 -0.023*** -0.018*** -0.005 -0.000 0.007**
(0.007) (0.003) (0.007) (0.005) (0.004) (0.001) (0.003)
implied avg. effect 0.052 0.004 0.048 0.038 0.010 0.000 -0.015
Observations 41,043 41,043 41,043 41,043 41,043 41,043 41,043
R-squared 0.919 0.995 0.995 0.991 0.999 0.993 0.958
Sources: Compustat, BEA and CBP. Specification (A) includes weights, year and state dummies
while specification (F) has weights, state-year, industry-year and industry-state dummies as de-
tailed in table 3.2. Dinter is a state level indicator of interstate banking deregulation. EFD3*Dinter
and Tang*Dinter are the interaction variables with the indicator. The implied average effects are
coefficient estimates multiplied by the exposure index national average. Delaware and South
Dakota are dropped. The financial and legal services are dropped. Clustered standard errors
at the state level in parentheses; *** p<0.01, ** p<0.05, * p<0.1
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demonstrating that the results are robust.
3.5.3 Where do workers come from?
We demonstrated that most of the state level differential effects are driven by an in-
crease in the number of workers in private establishments as accounted in the CBP (Epriv.).
We now examine the underlying factors driving this result with the following decompo-
sition:






+ log (E/LF)st︸ ︷︷ ︸
employment rate
+ log (LF/POP)st︸ ︷︷ ︸
participation rate
+ log POPst(3.13)
E is total employment25 meaning that (Epriv./E) is the employment share of private es-
tablishments. LFs is the labor force and POPs is the population of state s.
We run the state level regression of specification (A) with weights for each of the above
elements of the decomposition. The results in table 3.8 demonstrate that increases in pri-
vate establishment workers come from worker reallocation within states. There are two
main drivers. First the estimates shows that two third of the increase comes from the re-
allocation of workers from self-employment, government jobs or agricultural production
to jobs in private establishments. Second, the remaining one third of the increase comes
from the increase in the participation rates, or equivalently, from a decrease in unemploy-
ment.
3.5.4 The determinants of growth
We examine the evolution of the responses of productivity and production factors over
time. We implement our baseline specification (F) using a sequence of deregulation indi-
cators as described in equation (3.4) with the determinants of GDP instead of the latter.
The results are featured in figure 3.5. They suggest that the estimated increase in GDP is
25It includes workers that are not in private establishments as described in footnote 2.
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Table 3.8: Decomposition of the effect of banking deregulation on employment
3.8.1 3.8.2 3.8.3 3.8.4 3.8.5 3.8.6 3.8.7
Number of Share of Employment Participa- Pop. Total Private
workers private empl. rate -tion rate RGDP RGDP
Dinter 0.041** 0.019* 0.014*** -0.002 0.010 0.039*** 0.042***
(0.017) (0.011) (0.004) (0.003) (0.008) (0.012) (0.014)
Observations 1,029 1,029 1,029 1,029 1,029 1,029 1,029
R-squared 0.805 0.571 0.596 0.824 0.518 0.887 0.895
Number of id 49 49 49 49 49 49 49
Sources: BEA and CBP. All regressions include 1977 GDP weights, year effects and state fixed ef-
fects. Dinter is a state level indicator of interstate banking deregulation. Total RGDP is the real GDP
of the entire economy including output from government activities, household production and
agriculture while private RGDP (the measure of GDP used up to now) excludes them. Delaware
and South Dakota are dropped. Clustered standard errors at the state level in parentheses; ***
p<0.01, ** p<0.05, * p<0.1
driven by an increase in establishment size in the first three years following the reform.
But the employment growth of existing establishments is limited in time. Thereafter, the
response is achieved through establishment entry. Hence, the persistent growth differ-
ential effects of banking deregulation is driven by a differential increase in establishment
entry rate rather than by a differential increase in establishment growth rates.
We formally estimate the relative contribution of the different drivers of industry GDP
growth using the same analysis as in the previous section. Our findings are summarized
in table 3.9 and nuances the accuracy of the graphical illustration in figure 3.5. While
most of the GDP growth effects are estimated to come from employment gains for both
exposure indexes, we find that establishment entry is estimated to be more relevant for
industries with greater external funding needs than for industries with less tangible as-
sets.
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Figure 3.5: The effects of banking deregulation on GDP determinants over time
Source: Compustat, BEA and CBP. Histogram of the coefficient estimates of the interaction variable
between the deregulation indicator and the external finance dependence index (3). The specifica-
tion follows equation (3.4). 95% confidence interval are based on clustered standard errors at the
state level.
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Table 3.9: The decomposition of the effect of banking deregulation on GDP growth
3.9.1 3.9.2 3.9.3 3.9.4 3.9.5 3.9.6 3.9.7
RGDP Number Workers Number Wage per Wage to
Real GDP per of workers per estab. of estab. worker VA ratio
worker (CBP) (BEA)
Panel I. Specification (F), interaction with the external finance dependence index
EFD3*Dinter 0.517** 0.060 0.457* 0.112 0.345*** -0.351*** -0.102
(0.205) (0.363) (0.247) (0.307) (0.117) (0.070) (0.187)
implied avg. effect 1.053 0.122 0.931 0.228 0.703 -0.715 -0.208
Observations 35,848 35,848 35,848 35,848 35,848 35,848 35,848
R-squared 0.585 0.384 0.362 0.370 0.723 0.479 0.466
Panel II. Specification (F), interaction with the tangibility index
Tang*Dinter -0.482* -0.033 -0.448 -0.343 -0.106 0.170 0.121
(0.254) (0.381) (0.323) (0.416) (0.173) (0.105) (0.140)
implied avg. effect 1.008 0.069 0.937 0.718 0.222 -0.356 -0.253
Observations 35,848 35,848 35,848 35,848 35,848 35,848 35,848
R-squared 0.585 0.384 0.362 0.370 0.723 0.479 0.466
Sources: Compustat, BEA and CBP. All coefficient estimates are multiplied by 100. Panel I and
II correspond to separate regressions. Specification (F) has weights, state-year, industry-year and
industry-state dummies as detailed in table 3.2. Dinter is a state level indicator of interstate bank-
ing deregulation. EFD3*Dinter and Tang*Dinter are the interaction variables with the indicator.
The implied average effects are coefficient estimates multiplied by the exposure index national
average. Delaware and South Dakota are dropped. The financial and legal services are dropped.
Clustered standard errors at the state level in parentheses; *** p<0.01, ** p<0.05, * p<0.1
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3.6 THE DIRECT EFFECT OF BANKING DEREGULATION ON
PRODUCTIVITY
So far we have estimated that the within-industry productivity changes resulting from
banking deregulation are at best small and often insignificant. This is surprising for two
reasons. First the results from the accounting decomposition suggested significant im-
provements in productivity on average. Second one would have expected banking dereg-
ulation to result in a differential increase in capital investments at industries that are more
exposed to finance. In turn, this differential investment rate would be expected to trans-
late into improvements in worker productivity.
We conjecture that relative employment gains in the industries that are more exposed
to finance caused a reduction in the average productivity of their workforce. This could
be the results of diminishing returns to scale as establishments expand. This could also
come from a decrease in the ability of the marginal worker of these industries as their
employment share expands.
We test this hypothesis by introducing employment controls in our baseline specifi-
cations. This is an issue because measurement errors are likely to generate a spurious
negative correlation between employment and our measure of productivity (GDP per
worker). Therefore we instrument employment using lag values.
We report the 2SLS estimates in table 3.10. The results provide support to our con-
jecture. Once we control for industry employment share, we obtain larger coefficient
estimates of the differential effect of banking deregulation. This implies that increases in
employment shares do reduce industry-productivity and mask the direct gains resulting
from banking deregulation. note that the first stage is very robust as demonstrated by the
statistical tests reported in table 3.10. Instrumenting corrects for the expected downward
bias of the estimates of employment shares on productivity.
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Table 3.10: The direct effect of interstate banking deregulation on GPD per worker
Specification (E) Specification (F)
3.10.1 3.10.2 3.10.3 3.10.4 3.10.5 3.10.6
OLS OLS 2SLS OLS OLS 2SLS
Panel I.
Dinter 0.010** 0.029*** 0.020***
(0.004) (0.007) (0.005)
EFD3*Dinter 0.007 0.011* 0.009 0.005 0.010 0.008
(0.005) (0.006) (0.005) (0.006) (0.006) (0.006)
implied average effects 0.018 0.016
Log number of workers -0.375*** -0.203*** -0.489*** -0.294***
(0.044) (0.038) (0.045) (0.047)
Underidentification p-value .000 .000
Maximum remaining bias <10% <10%
Observations 38,371 38,371 38,371 38,371 38,371 38,371
R-squared 0.995 0.995 0.995 0.995 0.996 0.996
Panel II.
Dinter 0.010** 0.029*** 0.020***
(0.004) (0.007) (0.005)
Tang*Dinter -0.001 -0.011*** -0.007** -0.002 -0.013*** -0.009**
(0.003) (0.004) (0.003) (0.003) (0.004) (0.004)
implied average effects 0.015 0.019
Log number of workers -0.376*** -0.203*** -0.489*** -0.295***
(0.044) (0.038) (0.045) (0.047)
Underidentification p-value .000 .000
Maximum remaining bias <10% <10%
Observations 38,371 38,371 38,371 38,371 38,371 38,371
R-squared 0.995 0.995 0.995 0.995 0.996 0.996
Sources: Compustat, BEA and CBP. The dependent variable is the real GDP per worker. Details
about specifications (E) and (F) can be found in table 3.2. Panel I and II correspond to separate
regressions. Dinter is a state level indicator of interstate banking deregulation. EFD3*Dinter and
Tang*Dinter are the interaction variables between the deregulation indicator and the external fi-
nance dependence index and the tangibility index respectively. The implied average effects are co-
efficient estimates multiplied by the national exposure index average. Delaware and South Dakota
are dropped. The financial and legal services are dropped. Clustered standard errors at the state
level in parentheses; *** p<0.01, ** p<0.05, * p<0.1
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3.7 CONCLUSION
This chapter uses the staggered deregulation of the banking sector in the U.S. between
1977 and 1997 to empirically investigate the role of industrial structure in determining
the effects of banking deregulation. We contribute to the vast literature on the effects of
banking deregulation by investigating the determinants of the well-know positive effects
of banking. Specifically, we examine the relative contribution of changes in employment,
within-industry productivity improvements and average productivity changes from the
reallocation of workers across industries with different levels of productivity. We find
that inter-industry reallocations are essential to understand the responses of GDP and
productivity at the aggregate and the disaggregate industry levels.
Our identification strategy is a triple difference-in-difference making use of hetero-
geneity in industry exposure to finance and the variation in the timing of state banking
deregulation reforms. The main findings can be summarized as follows. In the private
sector, we show that the deregulation-induced reallocation of workers was directed to-
wards industries with lower GDP per worker. Moreover, employment gains were asso-
ciated with a reduction in productivity. Nevertheless we find that these effects are offset
by across the board within-industry productivity gains. In addition, output and aggre-
gate productivity increased because of the reallocation of workers out of unemployment,
self-employment and non-private industries towards the more productive private sector.
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A.1 DATA CONSTRUCTION FOR THE COUNTRY PANEL
STUDY
The analysis is based on country panel fixed effect regressions and focuses on within-
country changes in Gini coefficients relative to country pre-reform trends. The analysis
mainly draws from the three data sources presented in the main text. This subsection
provides details about the construction of the data.
The liberalization dates of Wacziarg and Welch (2008) [?] were constructed as the dates
in which the following five criteria were satisfied for the first time:
1. the average tariff rates is at most 40%
2. non-tariff barriers cover at most 40% of trade
3. the black market exchange rate is depreciated by at most 20% relative to the official
exchange rate
4. there is not a state monopoly on major exports
5. the country is not under a socialist economic system
The World Income Inequality Database is a compilation and harmonization of the Gini
coefficients that were computed from detailed country specific micro-studies on inequal-
1
ity. However, the data available is not readily usable for the purpose of the event study.
Very few countries have an inequality index that is directly comparable over time for en-
tire periods of interest. Therefore it was sometimes necessary to extrapolate backward
and/or forward inequality time series. Several measures of inequality can be available
for the same country and overlapping series allow me to construct long time series.
The WIID provides all sorts of inequality measures. For example some measures are
restricted to urban populations, some measures are based on income while others are
based on consumption . The ideal data for this study would have been measures of wage
dispersion in the entire labor force. Thus I chose the closest possible measure whenever
there is the possibility to do so.
To summarize, I use the following algorithm for every country separately. I start with
the time series of inequality whose coverage stretches from before and after the liberal-
ization date. I then proceed to extend the series backward and forward using inequality
growth rates provided by other time series. Whenever there are more than one available
time series, the priority was given to consistent measures, longer time series, and mea-
sures that were likely to better capture dispersion in wage inequality. Figure A1 illustrates
the implementation of the algorithm in the case of Argentina.
2
Figure A1: Constructing long time series of inequality: the case of Argentina.
Sources: WIID. Each series of dots corresponds to a Gini index from a different study or database.
The plain line is the measure that is constructed using the algorithm described in the text.
A.2 THEORY TECHNICAL APPENDIX
I assume complete insurance markets. The whole economy behaves as if there was a
representative consumer. I assume that she only consumes the differentiated good and
have constant elasticity of intertemporal substitution (IES). Hence total utility derived














(PtCt −Yt) = 0 (A.1)
Revenues come from labor income and profits. I assume that each worker has an equal
participation in a national fund as in Chaney (2008). Hence profits are equally rebated
among workers of the two symmetric economies. The equilibrium interest rate is the













making use of the definition of macro condition φt = C
1
σ
t Pt. In any steady state R = 1/β.
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A.2.1 Labor supply
This section provides more details on how to solve for the equilibrium labor supply
relations of the main text. The values of being unemployed, employed in services and the
differentiated sector at a job ω were defined by the following equations (dependence on
ω is sometimes implicit for the sake of clarity):

Vr,t = wr − cr +
1
Rt,t+1











Ve,t(ω) = wt(ω)− ce +
1
Rt,t+1
[(1− ηt+1(ω))Ve,t+1(ω) + ηt+1(ω)Vu,t+1]




[χµ(1− ηt+1)Ve,t+1(ω) + (1− χµ(1− ηt+1))Vu,t+1]
Using the arbitrage condition Vu,t = Vr,t and taking differences yields:











The second equation in (A.2) can be expanded by iteration to obtain:





(wt′(ω)− ce − wr + cr)
while the combination of both equations yields:
Ve,t(ω)−Vr,t = (−wr + cr + ui) + 1χ(ω)µ(ω) [cu − ui + wr − cr]
The above equations are not sufficient to fully characterize the wage profile of em-
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ployed workers. The indeterminacy comes from the absence of attractive alternative op-
tions for workers and the corresponding absence of arbitrage since job-to-job transitions
are ruled out of the model. Employers’s only requirement is to ensure that the ex-ante
present value of offered wage is maintained. Therefore two more assumptions are made
to allow for a complete and unique solution.
In the case of a stationary firm in a steady state economy and under the assumption of a
constant wage, equation (1.2) is obtained from the combination of the last two equations:
w(ω)− ce − wr + cr = (1− β(1− η0))
(
(−wr + cr + ui) +
1
χ(ω)µ(ω)




wr − cr + ce −








(wr − cr + cu − ui) (1.2)
In addition, I assumed that any one period deviation in the workers’ environment from
the full stationary case is offset by a permanent adjustment in the wage holding every-
thing else equal. In other words, the permanent wage change from wt−1(ω) to wt(ω)
is obtained by comparing expanded versions of the second equation in (A.2), one under
the assumption of full stationarity and the other that only differs in the current period
separation and interest rates.

Ve,t−1(ω)−Vr,t−1 = (wt−1(ω)− ce − wr + cr) ...
+ β(1− η0)
(




βs(1− η0)s(wt−1(ω)− ce − wr + cr)
)









βs(1− η0)s(wt(ω)− ce − wr + cr)
)
Taking differences and using the fact wo = ce + wr − cr once I assume wr − cr − ui = 0
yields:
wt − wo =
βRt−1,t(1− η0)
1− ηt
(wt−1 − wo) (1.3)
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A.2.2 Labor demand
The probability of being matched depends on the ratio Λ of vacancies per job candi-
date and a matching technology m(λ): µ = m(Λ)Λ .
The ability of workers is distributed according to a Pareto distribution with shape pa-
rameter κ > 1 and a lower bound αmin. Firms choose an admission cutoff αc which is pub-





. When the cutoff is constant over
time, workforce average ability follows from the distribution assumption: ᾱ = κκ−1 αc.



















With the new notation: C(∆, Λ, α′c, αc, l) =
cC
1+ν ∆








Screening – Employers can screen workers by having them take a test that determines





)ψ where I use the formula for the average of a Pareto distribution. In
what follows and until I examine the transition path equilibrium, I will restrict firms to
screen all workers (including matched job candidates) and to never decrease the screening
cutoff. The match continuation rate is the probability of no firm death and no separation





which becomes (1− η0) = (1− s0)(1− δ0) for stationary
firms.
Price, production and export decision – Given CES-demand, firms face demand curves







, or equivalently pM =
(
cM
)− 1σ φM on the domestic (M = D)
and foreign market (M = F). φM = CM
1
σ PM stands for market conditions, and CM
aggregate consumption. Let q = qD + qF be the total quantity produced by a firm. Firm
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φF. The optimal allocation for




















From there it is possible to derive the quantity produced for each market and the associ-
ated revenues:












σ , with rD = r/Υ; rF = r(Υ−1)/Υ (A.4)
Thus aggregate demand and competition faced by a firm are characterized by φM =
CM
1







if the firm exports (when IX = 1).
I now drop the superscript D for clarity of notation. Given the production function
q = xᾱlρ, (ρ < 1) with ᾱ = κκ−1 αc, revenues can be written as follows:













Accumulation of wage premia liabilities (in units of numéraire) – The dynamic nature
of the model and the wage posting mechanism imply that wage payments depend on
firms’ past commitments. Let B be the beginning-of-period total amount of wage pre-
mium commitments accumulated by a firm. Every period, wage premium commitments
vary in accordance with the wage equation (1.3), decrease with the number of separations
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and increase with new commitments. The end of period wage bill to be paid is:
B′ = B
(1− η0)









+ ∆(w− wo)︸ ︷︷ ︸
new commitments
= BβR(1− s0) + ∆.(w− wo)






The firm problem – Then firm value can be defined as:




r(α′, l′, x; φ, Υ)− C(∆, Λ, α′c, αc, l)− csψ α
′ψ
c ...
... − fd − IX fX − B′ − wol′ + βG (α′c, l′, B′, x; φ, Υ)}





l + ∆, ∆ ≥ 0, s ≥ s0, δ ≥ δ0, α′c ≥ αc
B′ = BβR(1− s0) + ∆.(w− wo)





cw , with cw =
1
1−β(1−η0)
In a steady state environment with no other uncertainty for firms than the exit shock,
firms never decide to exit except upon entry and δ = δ0. Following Kaas and Kircher
(2015), I guess that the value function is linear in wage commitment: G(αc, l, B, x; φ, Υ) =
J(αc, l, x; φ, Υ)− cBB. The guess is correct when cB = 1−η01−β(1−η0) . Indeed:










...− fd − IX fX − wol′ − (1 + βcB)∆.(w− wo) + βJ(a′c, l′, x; φ, Υ)
}
...− (1− s0)(1− δ0)(1 + βcB)︸ ︷︷ ︸
=cB
B
From now on, I use the fact that policy variables are not affected by past wage com-
8
mitments and I focus on the value function J:
















cu∆ + βJ(a′c, l
′, x; φ, Υ)
}





l + ∆, ∆ ≥ 0, s ≥ s0, α′c ≥ αc
Assume the following regarding functional forms:
0 < λ < 1 : m(Λ) =
cm
1− λΛ
1−λ ⇒ mΛ(Λ) = cmΛ−λ;

























































with γ ≡ 1 + νλ
1 + ν(1− λ) =
1 + ν
1 + ν(1− λ)
Then I define an adjustment function that represents vacancy costs and increases in the
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present value of the sum of discounted wage premia commitments:





























)γ−1 ( 1− ξ
γ− 1 + ξ
)ξ







1 + ν(1− λ) ; 1− ξ =
(1 + ν)(1− λ)





γ− 1 + ξ
γ














with cw∆(w− wo) = A− C
Thus, ξA is used to pay vacancy costs while the rest represents the increase in the present
value of the sum of discounted wage premia commitments. Also the number of workers













ΛV = (1−ξ)cu A. The number of searching workers that do not get a job in the period is
given by ΛV − ∆ = 1−ξcu A− ∆.
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A.2.3 Firm saddle path equilibrium properties
I restate the firm problem with the new adjustment function:









c − fd ...
−IX fX + βJ(α′c, l′, x; φ, Υ)
}






























c and ∆ ≥ 0, s ≥ s0, α′c ≥ αc
where actual wage rate for hires is w = wo + (1− ξ)(1− β(1− η0))A∆ .This makes clear
that workers can extract a rent from their employer’s profits and that their bargaining
power varies with the firm adjustment cost.









′, x; φ, Υ)− woh
′
α′c






...− fd − IX fX + βJ(h′, x; φ, Υ)
}
s.t. h′ = h(1− s)(1 + d), d ≥ 0, s ≥ s0



















′, x; φ, Υ))
) 1
σ φ
where I need to assume 0 < κρ < 1
11
Then, I derive the first order conditions (FOC) and the envelop theorem (EVT):
FOC wrt IX :
IX(α′c, h
′, x; φ, Υ) =

1 if r(α′c, h
′, x; φ, Υ))− r(α′c, h′, x; φ, 0)) > fX
0 o.w.

























FOC wrt d :





ECT wrt h′ :














Multiply by −β and use the FOC with respect to d to substitute the Jh terms:
rh(α′c, h



























′ρ σ−1σ = ĉA
γ− 1
γ











































, and ĉS ≡
cS
κX
Stationary equilibrium: existence and uniqueness – Let dSS, αSS, lSS be the stationary





































































































































(1− (1− δ0)β) > 0
as 1−κρκρ =
1
κρ − 1 > γ− 1 when κργ < 1.









































































































= κγρ − 1 + 1
1−ρ σ−1σ
. In addition, this condition ensures that αSS
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πSS = rSS − ASS − SSS − fd − IX,SS fX
∆SS = s.lSS
wSS = wo + (1− ξ)(1− β(1− η0))
ASS
∆SS
















BSS = lSS(wSS − wo)




The saddle path with no screening – When ψ goes to infinity, the technology cost goes
to infinity if there is any screening. Therefore firms do not screen, no associated costs, and
αc = αmin at all times which I normalize to 1. In the steady state environment there is no
firing s = s0. The optimality conditions simplify to:

l′ = l(1− s0)(1 + d)
l′ρ
σ−1




























For exporters, X jumps at the time at which firms start to export. First consider the case
of a domestic firm. The two equations determine a phase diagram where the stationary
curves are given by:
l-curve, l′ = l : d =
s0
1− s0
d-curve, d′ = d : lρ
σ−1
σ −1 = f (d)







that intersects only once. Note that the d-curve shifts up when increasing X. The dynam-
ics are then given by:
l′ > l ⇒ d > s0
1− s0



















⇒ l′ > f (d′)
In conclusion, the hiring rate d decreases with l and increasing in X. Now consider
the case of a firm that will export at some point. There is a change in the system of
equations that govern the saddle path when it starts exporting. At that moment, the
d-curve shifts up with X. The equilibrium path is as described in the graph below, the d-
curve changes from the dashed line to the plain line when the firm starts exporting. Then
the firm reaches the saddle path equilibrium under the export regime. Before, exporters
speed growth and become because they anticipate the fact that they will need to serve the
foreign market and reach a larger stationary size.
The local saddle path with screening – Intuitively the problem becomes similar to the
case of no screening as ψ becomes larger. The formal proof requires to linearize the system
16
Figure A2: Phase diagram of the saddle path of a domestic firm in the no-screening case.
Figure A3: Phase diagram of the saddle path of an exporter in the no-screening case.
of optimality conditions around the stationary state.
Lemma 1 (Properties of the value function) .
J(h, x; φ, Υ) is increasing in h, x and φ.
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Proof : The Bellman equation (A.5) is equivalently defined on a compact state space h ∈
[0, h] where h is so large that it never binds. This is possible because of the dimishing
returns of revenues and limh→∞ rh(h, x, φ, Υ) = 0. The maximization in (A.5) defines an
operator Θ which maps a function J0(h, x; φ, Υ) defined on [0; h]× [xmin, xmax]× [0, φ] into
a function J1(h, x; φ, Υ) = Θ(J0)(h, x; φ, Υ) defined on the same domain. This operator is
a contraction and it maps functions that are increasing in h, x and φ into functions with
the same property. Therefore there exists a unique fixed point and it must be increasing
in h, x and φ which follows from the differentiation of J with respect to h, x and φ.
A.2.4 Log linear cases
Case #1 – Consider the system of optimality conditions:



































If (da,∗, la,∗)a≥0 are solutions when X = 1, then (da,∗, la,∗.Xεl)a≥0 with εl = 11−ρ σ−1σ
is a
solution for any X.
Case #2 – Let (αa,∗, ha,∗)a≥0 be the solution of the system:



































































σ φ = 1. It can be shown that there exists parameters εα and εh
such that (Xεα .αc,a,∗, Xεh .ha,∗)a≥0 is a solution for any other X > 0.
Proof. Suppose that (Xεα .αa,∗, Xεh .ha,∗)a≥0 is indeed a solution. It solves:





















σ (1−κρ) (Xεh ha+1)





























which is equivalent to the initial system when







+ 1 = εα
(

















εh = εα(ψ− κ(γ− 1))
End of Proof.
Then (∆a,x, la,x, πa,x, wa,x)a≥0 = (Xεl .∆a,∗, Xεl .la,∗, Xεπ .πa, ∗, Xεw .wa, ∗)a≥0 with εl ≡
εh − κεα = εα(ψ − κγ), επ ≡ 1 + εα σ−1σ (1 − κρ) + εhρ
σ−1
σ = εαψ, εw = επ − ε∆ =










A(∆a,∗, αa+1,∗, αa,∗, la,∗) − csψ α
ψ
a+1,∗, and wa,∗ = (1 − ξ)(1 − (1 − η0)β)Aa,∗/∆a,∗. Note that
employment at any given age la,x is increasing in productivity if and only if ψ > κγ.
Moreover for any variable z ∈ {α, h, l, π} we can define firm the lifetime average z in a
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separable way:
z(x, Υ, φ) = ∑
a≥0
((1− δ0)β)a za = Xεz .z∗ with z∗ ≡ ∑
a≥0
((1− δ0)β)a za,∗
A.2.5 Sectoral inequality in log linear cases
I formally define total, between-firm and within-firm wage inequality in the differen-
tiated sector. I index cohorts of workers by c. The size l′a,X,c and wage wa,X,c of workers

























































































































In the steady state, the mass of firm evolves with the exogenous exit shock. There is a a
constant mass of entrants at anytime and therefore Ma′/Ma = (1− δ0)a
′−a. In the special
























This proves that the chosen measure of within-firm dispersion is independent of the level
of trade costs.
Firm average wages ŵa,X and firm employment l′a,X follow log-linear equations in X of
the same type as equation (17) in Helpman, Itskhoki and Redding (2010) (see proposition
3 for the present model). Effective productivity can indeed be defined in the exact same
way in their model. The slope and the intercept of the equation differ across models but
both are independent from trade costs. Therefore the full effect of trade on the dispersion
of firm average wage operates only through the effective productivity term and specifi-
cally through export participation (IX), and the degree of openness (Υ). The dispersion
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of effective productivity and consequently sectoral inequality is larger when some but
not all firms export. Technically their proposition 3 applies for every cohort of firms: for
a given cohort of firms, between firm inequality is higher under trade than under au-
tarky. Since the relative weight of one cohort relative to another is invariant to the level
of trade costs, their proposition 3 carries through to SB, the average across cohorts of the
dispersion of firm average wage.
Under the assumption γ = 1, the elasticity of firm average wage with respect to firm
effective productivity (εw) depends on the same parameters and in the same way as in
Helpman, Itskhoki and Redding (2010): the predicted changes in sectoral inequality re-
sulting from the changes in effective productivity allowed by lower trade costs would be
quantitatively equivalent in both models provided that changes in the effective produc-
tivity are the same. When γ > 1 however, the convexity in adjustment costs magnifies
the dispersion in firm average wages.
A.2.6 General equilibrium in the steady state
The steady state equilibrium is the equilibrium under which aggregates are constant.
The equilibrium is defined as a list of policy functions (δ, α′c, l, ∆, w, IX){a≥1,x∼F()}, an en-
try cutoff x and the constant macroeconomic variables (φ, Υ, P, ME) such that:
1. unemployed workers make optimal decisions taking vacancy characteristics as given:
(1.7) holds for all (α′c, l, ∆, w)a,x for all age a and x ∼ F() with x ≥ x
2. incumbent firms comply with wage commitments and maximize their value at all
times taking aggregate conditions, labor supply (1.7), product demand and initial
workforce characteristics (αc, l)0,x as given: (δ, αc, ∆, l, IX)a,x solve (1.18) for all a and
x ∼ F() with x ≥ x
3. there is positive free entry of firms (FE) and the zero-cutoff condition is satisfied
(ZCP)
4. the product and labor markets clear ((GMC) and (LMC))
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When β < 1 investors get positive profits/returns because steady state profits are larger
than the sunk costs fE1.
In general .
The export cutoffs depend on age as well as productivity. Nevertheless I define export
cutoffs by age xX,a. Note that the least productive exporters will be less productive than
in the constrained case.










Π′(αc,a,x, la,x, Ba,x, x; φ, Υ)dF(x) = fE





c,a,x − fd − IX,a,x fX − Ca,x − B′a,x





c,a,x − fd − IX,a,x fX − Aa,x − cBBa,x
(dependence on macro aggregates is implicit, and variables are null if the firm has exited)
The left hand side is monotonically increasing in φ once I substitute x using (FE).
Therefore, φ is obtained from (FE) and (ZCP).










































1See footnote 12 and 16 in Melitz (2003) for a discussion of the implications of β < 1
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A.2.7 Solving for the general equilibrium with a representative firm
In the special cases, the log linearity property allows me to take averages over genera-
tions and get analytical results.
In the log-linear special cases #1 and #2
z(x, Υ, φ) = δ0 ∑
a≥0
(1− δ0)a za,x(Υ, φ) = Xεz .z∗, with z∗ ≡ δ0 ∑
a≥0
(1− δ0)a za,∗, (1.22)





In solving for the general equilibrium, I will follow the steps detailed in Melitz (2003) in
order to leverage on the knowledge of this paper and highlight similarities and differ-
ences.
Define gross profits π:
π = r(xαl′ρ, IX; φ, Υ)−
cS
ψ
αψ − wol′ − ξ A(∆, α′c, ľ)− B′
and make use of the special cases assumptions to obtain :
Case # 1: πa,x = πa,∗.Xεπ , with πa,∗ = ra,∗ − wol′a,∗ − ξA(∆a,∗, αmin, ľa,∗)− B′a,∗





a,∗ − ξA(∆a,∗, αc,a,∗, ľa,∗)− B′a,∗
where the associated elasticity is επ = εr and where πa,∗, επ are actually different in the
two cases.
I first solve for entry (x) and export cutoffs (xX). Respectively the marginal entrant




















− fX = 0
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where the lifetime average gross profits π∗ (gross of fixed costs) is defined as explained
above. The second equation equates the lifetime average difference in profits from ex-
porting or not to the lifetime average of the fixed export cost. Combining these equations,







σ − 1) fd
fX
This equation turns out to be useful to characterize pX =
1−F(xX)
1−F(x) the probability for a



















At this point it is useful to define the mass of all varieties in the economy given the con-
stant mass ME of entrants:
MA ≡ (1− F(x)) ∑
a≥0






ME(1− F(x) + 1− F(xX))
where F is the cumulative distribution function of the productivity draws, the mass of
firms in the cohort of age a is ME(1− δ0)a+1(1− F(x)) and the mass of foreign varieties
produced by firms of age a is (1− F(xX))ME(1− δ0)a+1.















which helps simplify the formulation of the average productivity of domestic and foreign
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1−σ ⇔ Y = P1−σφσ = r∗MA x̃A(επ)επ
σ−1
σ φεπ
The zero-profit curve makes use of the two cutoff equations in order to compute net
average profits Π̃ in each country:
Π̃ = π∗ x̃(x; επ)επ
σ−1
σ φεπ − fd + pX(Υ
επ
σ − 1)π∗ x̃(xX; επ)επ
σ−1
σ φεπ − pX fX (ZCP)
Π̃ = fdk(x; επ) + pX fXk(xX; επ)
Pareto



















)επ σ−1σ − 1 and simplifies to
k(επ) = θθ−εz σ−1σ
− 1 under the assumption of a Pareto distribution. The free entry equa-
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tion can be simplified from the general case (β = 1 in special cases) and becomes:
(1− δ0)
δ0




= δ0/(1−δ0) fExθ (FE)
As in the original Melitz (2003) model, combining the (ZCP) and (FE) equations solves for
the entry cutoff x. Moreover, if the variable trade costs, all fixed costs, the productivity
distribution and the elasticity of profits with respect to productivity are the same (επ = σ),
then the models generate the exact same cutoffs.








επ . Then the mass of entrants is obtained from the labor market clearing con-
dition: POP = ME fE + ...
MA
(















(1− F(x)) is the mass of firms.
























Specifically under additional assumption, I obtain:
case #1: MAb1,∗ x̃A(επ)επ
σ−1
σ φεπ = POP with b1,∗ ≡ π∗ + u∗ + ξA∗ + l′∗ − ∆∗



















∗ ; b2b,∗ = l′∗ − ∆∗
In the second special case, few more steps are necessary to simplify the labor market
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clearing condition. Thanks to the property of the Pareto distribution, and in particular























































































































. I then prove that b is smaller under trade than





























because εl < επ and
(Υ
εl

































Υ, fdfX ; επ, εl
))








I use the above equation, the good market clearing condition together with the (ZCP)























































In the special case #1, the trade costs only affect welfare through the entry cutoff. Because
lowering trade costs causes an increase in the latter, welfare is increasing in the degree of
openness. In the special case #2, I get the weaker result that welfare in higher under
trade. On the one hand it rises because of the increase in average productivity operating
though stricter selection at entry. on the other hand, b() is lower under trade, reflecting
productivity gains from more screening.
Unemployment – The sectoral unemployment rate at the end of each period is the ratio

































Υ, fdfX ; επ, εl
))




Υ, fdfX ; επ, εl
))
Because b() is larger under autarky, the above equation implies that the sectoral unem-
ployment rate is higher in the steady state open economy. This long run effect results
from two effects. First there is a reallocation towards the more productive firms with a
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higher level of screening and vacancies with longer queues. Second, the new market op-
portunities provide incentives for exporters to screen even more and post vacancies with
even longer queues.
Alternatively, one could have defined the unemployment rate Ũ as the ratio of end
of period unemployed workers over total population. In this case, I show that the same






Υ, fdfX ; επ, εl
))





















− (l′∗ − ∆∗)u∗[








Υ, fdfX ; επ, εl
))]2 < 0





























Υ, fdfX ; επ, εl
)))
= 1−













Υ, fdfX ; επ, εl
))
Because b() is larger under autarky, the above equation implies that the share of workers
searching or working in the differentiated sector is lower in the steady state open econ-
omy. This long run effect results from two effects. First there is a reallocation towards the
more productive firms with a higher level of screening and a higher workforce average
productivity that use relatively less workers and more services. Second, the new mar-
ket opportunities provide incentives for exporters to screen even more and use even less
production workers.
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A.2.8 The transition path equilibrium after a reduction in trade costs
Assumption 1 – Declining firms are constrained to choose a new screening threshold
equal to the new stationary screening level α′c,∞ and keep it constant until they exit: α′c,∞ ≥
α′c ≥ min(αc, α′c,∞)
The new firm optimization problem is the generalization of equation (1.17) to a richer
environment:















′, βR′B′, x; Φ
)}














































The value function depends on the entire history and future path of aggregate condi-
tions as represented by Φ = (φ, R)t=−∞..+∞. Firms may decide to reduce the number of
workers they employ through exogenous attrition (∆ < s0l) or firing (s > s0). At this
point, I still assume that firms still pay their incumbent workers in accordance with initial
commitments at all times.
As in the steady state case, I prove that the above problem is separable when firms
don’t chose to exit δ = δ0. I guess that the value function is linear and of the form:
G(αc, l, B, x; Φ) = J(αc, l, , x; Φ)− cBB. I show that there exist a constant cB = 1−η01−β(1−η0)
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such that this is the case:








ψ − fd − IX fX...






′, x; φ, Υ)
}






Assumption 2 – All firms with values that are negative after having set wage premia
commitments to zero exit: δ′a,x,t0 = IGt0 (α′c,l′,0,x;Φ)<0 . Otherwise firms that are such that
Gt0(α
′
c, l′, B′, x; Φ) < 0 ≤ Gt0(α′c, l′, 0, x; Φ) renegotiate wages with their incumbent work-
ers. Specifically, wage cuts cut′t0,a,x amount to the minimum decreases ensuring that the
value of renegotiating firms is non-negative: Gt0(α
′
c, l′, B′ − cut′t0,a,x, x; Φ) = 0. The work-
ers at a renegotiating firm (a, x) are all assumed to get the same percentage cut.













′, B′, x; Φ)− Jt0(αc, l, x; φ, Υ)
)
Definition of the transition path equilibrium –An equilibrium path following a reduc-
tion of (τ0, fX,0) to (τ∞, fX,∞) at t = t0 is a list of exit and renegotiation decisions at the
time of the shock (δ′t0 , cut
′
t0){a>0,x∼F()}, policy functions , (δ, α
′
c, l, ∆, w, IX){a≥1,x∼F(),t>t0},
a sequence of entry cutoffs xt>t0 and a sequence of variables (φ, P, ME){t≥t0} such that:
1. (α′c, l, ∆, w, IX){a≥1,x∼F(),t0} and (φ, P, ME)t0 is a steady state equilibrium with (τ0, fX,0).
2. At t = t0, firms with negative value negotiate wage cuts cut′a,x,t0 or exit δ
′
a,x,t0 in
accordance with assumption 2
3. unemployed workers make optimal decisions taking vacancy characteristics as given:
(1.7) holds for all (∆, l, w)a,x,t for all a, all x ∼ F() and all t > t0 such that δa,x,t = 0
4. incumbent firms comply with wage commitments and maximize their value at all
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t > t0 taking aggregate conditions, labor supply (1.7), product demand and initial
workforce characteristics (α′c, l, ∆, w, IX)a,x,t0 and (αc,0,x, l0,x) as given: (δ, αc, ∆, l, IX)a,x,t
solve (A.8) for all a, all x ∼ F(), and all t > t0 such that δa,x,t = δ0
5. there is positive free entry of new firms (FE) at the zero-cutoff condition (ZCP) is
satisfied for all t > t0
6. the product and labor markets clear for all t > t0 ((GMC) and (LMC))
In order to obtain analytical predictions for the transition path, I consider the special
case in which the inverse elasticity of intertemporal substitution takes a particular value:
Special case #3 – I assume IESσ = 1 and that the reduction in trade costs is "not too
big".
In the special case #3, firm values are independent of the evolution of the price index
and only depend on the sequence of macro-conditions Φ = (φt)t=−∞..+∞. The zero-cutoff
and the free entry conditions ((ZCP), (FE)) are purely forward looking conditions. It is
straightforward to verify that the sequence of conditions are satisfied by φt = φ∞ and
xt = x∞ for all t > t0 where (φ∞, x∞) are the new steady state values. At every period
and given φt = φ∞, there is always a price index that can clear the good market. Therefore
the only condition that remains to be checked is the labor market clearing condition. This
is important because, a positive mass of entrants is needed to ensure that the free entry
condition holds with equality. While it is not guaranteed that ME is never null in general,
this could be obtained with a sufficiently small reduction in trade costs.
Lemma 2 (Effective productivity comparison) .
In the new steady state with lower trade costs, the effective productivity of exporters must be larger







Proof by contradiction: If exporters experienced a drop in effective productivities, then the
expected value of creating a new firm would be strictly lower than in the initial steady
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G(αc,0, l0, 0, x; φ∞, Υ∞)dF(x) < (1− δ0)
∫
x
G(αc,0, l0, 0, x; φ0, Υ0)dF(x) = fE
Lemma 3 (Exit, growth, export cutoff functions) .
(A).[The case of no-screening] Following the reduction in trade costs:
1. Firms with age a and productivity x < xexi(a) exit
2. Firms with age a and productivity ≥ x f (a) ≥ x ≥ xexi(a) fire workers, and x f (a) is
increasing in a in the space above xexi(a)
3. Firms with age a and productivity xgth(a) ≥ x ≥ x f (a) stay stable or shrink by attrition
while firms with age a and productivity x > xgth(a) grow , and xgth(a) is increasing in a
in the space above xexi(a)
4. Firms with age a and productivity x > xexp(a) export, xexp(a) is decreasing in a
5. Let xX,a=∞,t=∞ be the export cutoff for firms in their stationary state. Domestic-only firms
with productivity x < xX,a=∞,t=∞ grow more slowly than in the previous period.
(B).[The general case of screening] The above results hold locally for firms that are close enough
to their new stationary state.
Proofs: While I state the above predictions in terms of productivity and age, it is equivalent
to replace age with size because of the one-to-one mapping between age and size when
conditioning on productivity.
1. In accordance with assumption 2, firms exit if and only if
Gt0(α
′
c, l′, 0, x; φ∞, Υ∞) = Jt0(α
′
c, l′, x; φ∞, Υ∞) < 0. Applying lemma A.2.3, I obtain that:
Jt0(α
′
c,a, l′a, x; φ∞, Υ∞) ≥ Jt0(α′c,a+1, l′a+1, x; φ∞, Υ∞) because α′c,a ≤ α′c,a+1 and l′a ≤ l′a+1,
meaning that younger firms are more likely to exit conditional on x, and that:
Jt0(α
′
c,a,x, l′a,x, x; φ∞, Υ∞) ≤ Jt0(α′c,a,x′ , l
′





′; φ∞, Υ∞) when x <
x′ meaning that less productive firms are more likely to exit conditional on age.
2 and 3. These predictions are a direct consequence of the fact that firm growth rates are
decreasing in size and increasing in productivity as stated in proposition 2.
4. The export cutoff function is determined by the first order condition stated in equation
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Figure A4: Phase diagram of the transition equilibrium for a domestic firm.
The dash grey line corresponds to the d-curve in the intial steady state. The dash red line cor-
responds to the saddle path in the initial steady state. The plain lines correspond to the new
evironment with lower φ. The thick red line illustrates the evolution for a domestic firm that had
not reached its stationary equilibrium at the time of the shock.
(1.11).
5. Firms with productivity x < xX,a=∞,t=∞ do not export in their stationary state. Their
new saddle path equilibrium as described in figure A4 shows that they grow more slowly:
for these firms, the saddle path equilibirum is shifted to the left and their stationary state
features a smaller size and a a lower average worker productivity compared to the pre-
reform stationary state.
Lemma 4 (Evolution of future stationary exporters) .
Consider the firms that were in their stationary state at t0 and that will export in their new sta-
tionary state (x ≥ xX,a=∞,t=∞): these firms expand, separate from some workers as they raise
their screening cutoff, increase the wages of incumbent workers and experience an increase in the
dispersion of wages among their workers.
Proof : Lemma 3 The stationary "effective productivity" of firms that export in the new












0 φ0 ≥ x
σ−1
σ φ0. Therefore proposition 1 shows that they have now
less workers with a lower average worker ability than in their new stationary state. As
a result, they grow in size and in average worker productivity by hiring better workers
and by separating from the least productive of their workers as they raise their screening
cutoff.
Firms in their stationary equilibrium have zero wage dispersion because all their work-
ers were hired under the same firm growth rate, namely the replacement rate s0, and all
workers have the following wage:










Firms that export in their new stationary state raise the screening cutoff from αSS to α′c >
αSS (see figure A5) and raise the wage of incumbent workers accordingly:










In the meantime, they hire new workers at a premium since their growth rate is higher


















Because wincumbent < wnew hire, the wage dispersion is now positive.
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Figure A5: Phase diagram of the transition equilibrium for current or future exporters.
The dash grey line corresponds to the d-curve in the intial steady state. The dash red line corre-
sponds to the saddle path in the initial steady state. The plain lines correspond to the new d-curve






In summary, the study focuses on the period 1995-2007 and on the firms present in
the census of manufacturing firms of 20+ workers (EAE). I exclude from the analysis a
number of very large firms and firms in the aerospace industries that undergo a large
number of mergers & acquisitions and changes in their organization and legal status.1 I
obtain worker and job level information from the mandatory reports on worker earnings
of two DADS datasets (DADS-Postes and DADS-Panel). I supplement these information
with trade level data from the French customs and from the United Nations.
In every datasets, I drop the observations that have an invalid or temporary firm iden-
tifier following the procedure described on the French wikipedia page about the SIREN
identifying code. I also drop public firms.2
1See subsection B.1.3 for more details.
2These firms have a SIREN identifier starting with one or two.
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B.1.1 Exhaustive job-level data and job flows: DADS Postes
B.1.1.1 Original job-level data
The dataset is constructed and maintained by the National Institute of Statistics and
Economic Studies (henceforth the INSEE) based on the mandatory reports that every
firm must file for each of its establishments to the Sécurité Sociale government agencies.3
The data cover all private and semi-public establishments but exclude household services
(NAF 95: services domestiques), foreign activities (NAF 99: activités extra-territoriales) and
up to 2002, the data also exclude agricultural employees (salariés de l’agriculture).
The dataset starts in 1995. In order to avoid complications related to changes in classi-
fications4 and specific macro trends, I drop the years corresponding to the great recession
and restrict the analysis to the years 1995-2007.
The unit of observation is a job, defined as a pair of worker-firm in a given year.5
Firms are identified by their administrative SIREN codes which can be used to match
data from different datasets at the firm level. By contrast, worker data is anonymized.
The data consist of a pool of overlapping two-year panels of jobs: for each year, the past
characteristics of every jobs that existed in the previous year are reported. However,
the absence of a consistent worker or job identifiers across years makes it impossible to
organize the data in a full panel.6 For each job, I use the following information provided
by the dataset:
• Gender and age
• Occupation classification (Catégories Socioprofessionnelles) with five categories7
3If every firm must report to the Sécurité Sociale, only the establishments in the private and semi-public
sectors are included in the original dataset.
4In particular, the industry classification changes in 2008.
5The data is originally at the worker-establishment level but because the establishment identifier cannot
be used to match the data with any other dataset and because it is quite inconsistent across years, I collapse
the data at the firm level
6In particular, worker identifiers are only introduced in 2002 and are only consistent whithin each two-
year panel.
7I follow Caliendo et al. (2015) [?] and use the code numbers two to six associated to the five following
corresponding categories: 2. firm owners receiving a wage which includes the CEO or firm directors; 3.
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• Region of residence
• Job type (full, part time, and others.)
• Total hours worked
• Nominal before and after tax earnings in current euros
• Industry classification of the establishment (Activité Principale Excercée)
according to the Nomenclature d’activités française (henceforth NAF8)
• Job status in the current year ("principal"9, "side"10, or terminated last year)
• Job status in the previous year ("principal", "side", or not started yet)
along with the previous year occupation code, earnings, hours worked if the job existed
then.
B.1.1.2 Construction of new variables
I define the following variables for the current and/or past years whenever possible:
• IDF: a dummy for residence in the Paris area:
• partt: a dummy for part time jobs11
• LMexp=age−18: labor market experience
• lsbrh: the log hourly wage defined as the log ratio of before-tax earnings to hours
• lsbrh_res: the residual log hourly wage which is obtained from equation (2.2) below.
senior staff or top management positions which includes chief financial officers, heads of human resources,
and logistics and purchasing managers; 4. employees at the supervisor level which includes quality control
technicians, technical, accounting, and sales supervisors; 5. qualified and non qualified clerical employ-
ees, secretaries, human resources or accounting employees, telephone operators, and sales employees; 6.
blue-collar qualified and non qualified workers welders, assemblers, machine operators, and maintenance
workers. These codes correspond to the first digit of the original classification.
8I group a few of the 672 industries in order to obtain a classification that is consistent over the years of
the sample period. Whenever missing, the industry classification of a firm is imputed using the industry
code of the establishment with the largest number of workers or using the firm past or future industry
codes.
9An individual can have more than one "principal" job in a given year.
10A job is either a "principal" or a "side" job. Side jobs are jobs with a number of hours and earnings below
certain thresholds. There is a break in the treatment of variables in 2002 which specifically affects the break
down of jobs into "principal" or "side" job. I choose to use the full 1995-2007 period anyway in order to have
time series that are long enough to allow for identification strategies that rely on job-switching. In 2002-2007
in the general case, a job is characterized as "principal" if the corresponding annual net earnings are above
three monthly minimum wages or if the number of days worked is more than 30, the number of hours
worked is above 120 and the the ratio of hours to days is above 1.5. In 1995-2001, the earnings thresholds
are defined in francs for each year (around 16000frcs) and the time threshold is simply 300 hours.
11In 1994-2001, a job is full time if CIPDZ is "C: complet" and part-time otherwise ("I: Intermittent", "P: temps
partiel","D: Travail à domicile" or "R: Rappel de l’année précédente"). In 2002-2008, a job is full time if CPFD is
"C: complet" or "K: Postes à condition d’emploi mixte à dominante temps complet" and part-time otherwise ("P:
temps partiel", "F: faible temps partiel", "D: Travail à domicile" or "Y: Postes à condition d’emploi mixte à dominante
temps partiel").
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It includes a polynomial in experience, and occupation-industry fixed effects in-
dexed
by c and s. Industries are here defined by the first two digits of the NAF. The regres-
sion
is implemented separately in every year.
lsbrhi = β1IDFi + β2partti + β3sxi + ∑
a=1..4
αaLMexpai + γc,s + εi (2.2)
• arriv: an indicator of new jobs for principal jobs that takes one if the same job did
not
exist or was not a main job in the previous year
I duplicate and format the data to construct another pool of overlapping two-year pan-
els with information about the current and future characteristics of jobs. This allows me
to construct an indicator of ending "principal" jobs that takes one if the same job does not
exist or is not a "principal" job in the next year: leave.
I drop jobs with either zero hours or no earnings (in the current or past year of every
two-year panel). I trim the log hourly wage residual and drop the observations with
values that are more than five standard deviations away from annual averages.
I report in table B1 the average characteristics of job flows for the universe of private
sector jobs in years 1995-2007 before the selection of any observations or industries. I
have defined "continued" jobs as the jobs that are observed in the two successive years of
two-year panels. The turnover of jobs is very high: 35% of the jobs in a given year are not
continued in the following year and 36% of the jobs did not exist the year before. This
may results from undue changes in firm identifiers or the existence of a large number of
short-lived jobs. I try to assess the relevance of these two hypotheses in the following
sections.
The average hourly wages reported in table B1 shows that continued jobs pay better
than the new and terminated jobs. Given the number of observations, the differences
are significant (the p-values are well below 1%). A substantive fraction of the differences
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between wages can be explained by the composition of jobs: the difference in average
log residual wages is smaller once differences in labor market experience, gender and
occupation shares are accounted for as in equation (2.2). However, while the difference
between the residual wage of terminated and continued workers becomes insignificant,
the difference between the residual wage of new and continued workers does not vanish.
I show later that some of the latter difference is explained by differences in tenures at the
current firm.
B.1.1.3 Aggregation and the construction of a firm level dataset
In the next step, I aggregate data at the firm level by summing values or by comput-
ing weighted averages using hours worked as weights. For every firm, I construct the
following variables:
• Nempl: number of jobs in a given year (i.e. the number of different workers)
• Nnic: number of establishments in a given year
• nbheur: number of hours worked in the firm
• N_ageXX: fraction of hours worked12 for each of five age bins (XX ∈ {1..5})
• NcsXX: fraction of hours worked for each of the five occupations (XX ∈ {2..6})
• N_F: fraction of hours worked by female workers
• N_partt: fraction of hours worked in part-time jobs
• N_LMexp: weighted average labor market experience of workers
• s_br: labor compensation paid by the firm
• lsbrh: weighted average log hourly wage using hours worked as weights
• lsbrh_res: weighted average of the residual log hourly wages
• arriv: share of new hires in total workforce (headcount)
• leave: share of future separated workers in total workforce (headcount)
For every firm, I also compute the weighted average characteristics of jobs (log hourly
wages, log residual wage, labor market experience, gender, part-time, occupation shares)
by job-flow status (continued, new, and terminated). The variables corresponding to av-
erages for new hires start with in_, the ones for non-new hires with nin_, the ones for
future separated workers with out_ and the ones with non separated workers with nou_.
12The cutoffs used to define the bins are at age 25, 32, 40, and 48.
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Table B1: Job flow characteristics in DADS-Postes.
Panel A. Inflows (t− 1,t)
All jobs Continued jobs New jobs
Number of firms (millions) 3,29 3,29 2,95
Number of observations (millions) 20,70 20,70 12,28
Number of jobs (millions) 304,70 195,60 109,10
100% 64% 36%
Hours worked (billions) 399,20 307,00 91,49
100% 77% 23%
Hourly wage 12,8 13,2 11,58
(4,91) (5,21) (5,13)
Share of part-time jobs 13,83% 13,83% 19,53%
(0,19) (0,16) (0,27)
Average experience 20,64 21,77 16,94
(5,56) (4,64) (7,86)
Share of hours by female workers 41,5% 41,9% 40,2%
(0,28) (0,27) (0,29)
Average log hourly wage 2,41 2,45 2,31
(0,32) (0,31) (0,36)
Average log residual wage (1) 0,00 0,01 -0,04
(0,17) (0,17) (0,20)
Panel B. Outflows (t,t + 1)
All jobs Continued jobs Terminated jobs
Number of firms (millions) 3,31 3,31 3,01
Number of observations (millions) 20,90 20,90 12,16
Number of jobs (millions) 304,50 199,10 105,40
100% 65% 35%
Hours worked (billions) 399,00 308,30 90,05
100% 77% 23%
Hourly wage 12,83 13,01 12,28
(4,96) (5,00) (5,57)
Average experience 20,63 21,45 17,85
(5,55) 2(5,19) (8,21)
Share of hours by female workers 41,5% 41,9% 39,8%
(0,28) (0,65) (0,29)
Average log hourly wage 2,41 2,44 2,36
(0,32) (0,31) (0,37)
Average log residual wage (1) 0,00 0,00 0,00
(0,17) (0,17) (0,20)
Sources: DADS-Postes 1995-2007. In panel A, continued jobs refers to jobs that exist in both year
t− 1 and t while new jobs correspond to jobs that exist in year t but not in year t− 1. In panel B,
continued jobs refers to jobs that exist in both years t and t + 1 while terminated jobs correspond
to jobs that exist in year t but not in year t + 1. In both panels, the number of jobs, hours worked
and average wages correspond to year t only. Averages and the associated standard deviations
in brackets are computed using hours worked in t as weights. The weights used to compute the
average change in the log hourly wage are the sum of the hours worked in the two years of the
two-year panels. The log residual wage comes from equation (2.2) and is defined in the main text.
Before pooling all years together, I adjust nominal variables to correct for inflation using a price
index which is normalized to one in 2000.
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B.1.1.4 Definitions of worker flow measures
To characterize worker flows at the firm level, I construct the following measures. I
define the number of jobs in the year (Njob) as the total number of different workers em-
ployed in a year (Nempl) minus the number of replacements, which corresponds to the
minimum between the number of new hires (arrivt ∗ Nemplt) and the number of separa-
tions (leave_1t+1 ∗Nempl_1t+1):
Njobt = Nemplt −min(arrivt ∗Nemplt, leave_1t+1 ∗Nempl_1t+1) (B.1)
I define the initial number of jobs as the difference between the number of jobs and the
net change in the number of workers (Njobt− arrivt ∗Nemplt + leave_1t+1 ∗Nempl_1t+1).
Then I define the average number of jobs in a year (Njobavg) as the average between the








(arrivt ∗Nemplt − leave_1t+1 ∗Nempl_1t+1) (B.2)
The growth in the number of jobs is constructed as the ratio of the net change in the
number of jobs within the period to the average number of jobs:
jgrt =
arrivt ∗Nemplt − leave_1t+1 ∗Nempl_1t+1
Njobavgt
(B.3)
This definition ensures that the denominator is never null.








and this implies that hrt − srt = jgrt.
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B.1.2 Job-level sample on career evolutions of workers: DADS Panel
B.1.2.1 Original and new constructed variables
This dataset is based on the same underlying data used in the construction of the
DADS-Postes dataset. The dataset is also constructed and maintained by the INSEE.
There are two important differences between the two datasets. First, DADS-Panel only
includes the subsample of individuals born in October of even years.13 Second, it is a
true worker panel as the sampled individuals are followed across jobs and over the entire
1994-2008 period.
As in DADS-Postes, for every worker in any year, the data provides information about
her age (age), gender (sx), and her region of residence (depR) from which I construct a
dummy variable for being a resident of the Paris area (IDF). For every job in any year, i.e
for every worker-firm-year triplet, the data provides an occupation code (cs1)14, part-
time status (partt), before tax earnings adjusted for inflation15 (sbr), number of hours
worked (nbheur), the start and end dates within the current year (debremu and finremu),
and the year of entry in the firm (entsir).
The definitions of new and terminated jobs differ slightly the definitions of DADS-
Postes variables in order to make use of the specificity of the full panel structure of DADS-
Panel. I define indicators for new hires (new), separations (sep) and job-to-job transitions
(Ijtjin and Ijtjou):
• new: new hires, specifically jobs that are never observed in previous years16
• Ijtjin: indicator of new hires that were observed at another firm in the last 15 days17
13Starting from 2002, the individuals born in October of odd years are included. These individuals are
identified by the variable pan25 which takes the value zero in this case. Nevertheless I chose to ignore these
individual to keep a similar number of observations over the period.
14See footnote 7 for more details.
15The price index is re-coded to be equal to one in 2000.
16As in DADS-Postes, I only take "principal" jobs into account. I use the information in year 1994 in order
to be able to construct the values in 1995.
17The choice of 15 days follows Postel-Vinay and Robin (2002) [?] . Implicitly, this means that transitions
from and to the excluded sectors (namely in agriculture, in the public sector or in household services) are
not counted as job-to-job transitions.
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• sep: separations, specifically jobs that are never observed in subsequent years18
• Ijtjou: indicator of separated workers that were at another firm in the next 15 days.
• lsbrh_res and lsbrh_res2: residual log hourly wages, respectively obtained from
equation 2.2 and from the same equation augmented with a tenure polynomial:






i +γc,s + εi (2.3)
B.1.2.2 Exclusion of outliers and insignificant jobs
First I chose to drop all the "side" jobs in order to focus on the jobs that are likely to
better reflect the potential of workers. Then I drop 11% of the remaining observations
that have missing or unusual values. Specifically, I drop the observations for which the
residual wage of a Mincer regression is five standard deviations away from the sample
mean (1.1% of observations). I drop the observations with a ratio of hours per week
worked that is below 33% of 35 hours per week (+3.4%). I drop the observations with
more than three different jobs in a given year (+0.5%). I drop the observations with age
below 16 or above 65 (+0.3%). Finally, I drop the observations with incorrect worker
identifiers (+5.7%).
An important difference between DADS-Postes and DADS-Panel is that I drop "side"
jobs in the latter. I use DADS-Postes to have information about the entire workforce of
firms and account for the entire worker flows in and out firms. By contrast, I use DADS-
Panel to have information about the career evolution of workers over time and across
meaningful jobs.
B.1.3 Firm level data on manufacturing production: EAE data
The census of manufacturing (Enqête Annuelle d’ Entreprise, henceforth EAE) is con-
ducted by the INSEE and covers the private firms of 20 workers or more in manufactur-
18I use the information in year 2008 in order to be able to construct the values in 2007.
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ing industries (NAF codes 10 to 39) over the period 1995-2007. It includes firms in the
energy sector but excludes the agri-food industries. As in the DADS datasets, firms are
identified by their administrative SIREN code.
The census contains standard annual balance-sheet information including average and
end-of-period employment, total and export revenues, total worker compensation, ma-
terial expenditure, value-added before tax and after depreciation transfers, profits com-
puted as operating profits minus taxes and interests, beginning- and end-of-period phys-
ical capital stock.
The INSEE warns that a handful of large multi-firm groups tend to report all of their
workforce in some of their firms and their revenues in others. The INSEE has tried to
consolidate the data at the group level but data from the consolidated groups cannot be
matched to firm-level data from other datasets anymore. In addition, a small number of
large public companies in the energy and aerospace sectors were privatized and exten-
sively re-organized during the period. Therefore these firms were included in the EAE
census in the middle of the period and experienced many changes in SIREN codes. Be-
cause of these issues and because these large groups (denoted by an indicator, groups)19
are likely to have significant market power in the French labor market, I exclude them
from most of the analysis.
B.1.4 Firm level data on French trade: customs data
The customs data are provided by the Direction générale des Douanes et Droits Indi-
rects which is the national agency in charge of constructing the trade balance of goods
in France. The dataset covers the period 1994-2010 but I restrict the analysis to the years
before 2008.
The data is a census at the firm level of the goods traded with countries that are not
19In particular the car-makers Renault and Peugeot, the formerly public companies EDF, GDF, SUEZ in
the energy sector as well as AIRBUS and SeB were excluded from the analysis.
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members of the European customs union. Since 1993 and the beginning of the European
customs union, data on trade with members of the union is collected differently from the
rest of international trade data. Firms that engage in intra-union trade are only required
to report the transactions whose value is above a certain threshold. This threshold was
250,000 frcs in 1993, is raised to 650,000 frcs in 2001, to 100,000e in 2002, 150,000e in 2006
and to 460,000e in 2011.20 Firms are identified by their administrative SIREN code as in
the other datasets.
The dataset reports values and quantities of exports and imports by destination and
origin and by product code of the 8-digit Combined Nomenclature (CN8). I aggregate
product categories to use the more commonly used 6-digit Harmonized System (HS6).
This is necessary when I match the data with the imports of foreign countries. Further-
more, I implement the algorithm for harmonizing the HS6 export and import codes over
time following the method developed in Pierce and Schott (2012). [95]
I drop trade with the overseas departments and territories of France (DOM/TOM)21
as they are gradually dropped from the international trade statistics over the period. In
order to be consistent with the data on world trade that is also used in this work, I ag-
gregate Belgium and Luxembourg, Switzerland and Lichtenstein, the country members
of former Yugoslavia (Serbia, Montenegro, and Kosovo), as well as the members of the
South African customs union (Bostwana, Lesotho, Namibia and Swaziland). After these
aggregations, the dataset consists of 168 countries and aggregate regions.
B.1.5 Country level data on world trade: BACI
I obtain world data on imports by origin and destination at the HS6 product level
for the years 1995-2007 from the Base pour l’Analyse du Commerce International (henceforth
20Other breaks in data collection include changes in the FoB/CIF rate in 1998, 1999, 2000, 2001, 2004 and
2009.
21Guadeloupe, Guyane française, Martinique et Réunion are anyway excluded from the original data
since 1997. Mayotte is excluded since 2014.
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BACI) developed by the CEPII [57] and based on the United Nations Statistics Division’s
COMTRADE database. I group countries and harmonize the HS6 export and import
codes over time in the same way as I did for the French customs data.
B.1.6 Merging and formating EAE and trade data
B.1.6.1 Customs data and BACI: constructing firm foreign demand indexes
This subsection describes in details the construction of the instrument used in the main
text, namely the firm-specific foreign demand index.
To this end, I start with the firm-level customs data on exports by product and desti-
nation. I define reference years t0(j) for every firm j as the first year in which I observe
positive export values. For every triplet firm-product-destination indexed by (j, p, c) in
the reference year t0(j), I associate the corresponding sum of imports across all origin
countries except France in every year t ≥ t0 from BACI (Mp,c,t = ∑c′ 6=FR Mp,c←c′,t). This
represents the demand in product p of destination c. Less than 1% of the firm observa-
tions have no match in the world trade dataset of BACI and this corresponds to less than
0.1% of the total export values in reference years.
In a second step, I compute two market shares and exclude the observations with high
market share values. First, for every firm-product-destination, I compute the ratios of
imports from the firm (Xj,d,c,t0(j)) to all imports by destination-product (Mp,c,t0(j)) in the





represent the import share of firm exports by
destination-product. Second I compute the ratio of firm exports (Xj,p,c,t0(j)) to the sum of






the export share of firm exports by destination-product. I drop firm-product-destination
observations when the import share exceeds 33%, when the export share exceeds 50%,
and for exports to DOM/TOM and to unknown destinations. I denote the groups of
excluded product-destination by firm with Ξ(j). I exclude these destination-product pairs
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in order to avoid possible reverse causality issues in the IV analysis.
In the third and last step, I construct the firm-specific foreign demand index as the
weighted sum of world imports (Mj,d,t) and normalize it to be one in the reference year.
The weights are given by firm exports in the reference year.






 with ωj,p,c = Xj,p,c,t0(j)∑(p,c) 6∈Ξ(j) Xj,p,c,t0(j)(B.5)
The difference in consecutive log indexes
(
∆ log FDj,t = log FDj,t − log FDj,t−1
)
represents
the growth rate in average foreign demand for the goods that a firm produced in its refer-
ence year. Note that the variable FD is constructed for the year 1995-2007 because world
trade data from BACI are only available since 1995.
B.1.6.2 Merging EAE and trade data
I merge the EAE dataset with the customs data at the firm-year level after having ag-
gregated the customs data across products and destination/origin countries. 90% of the
observations in EAE are matched with data from the French customs because there is
a firm record of either exports or imports. Then I add the time varying firm level in-
strument variable constructed with the world trade data of BACI. Of the EAE-customs
matched observations, 80% have non-missing values for the constructed firm foreign de-
mand instrument. Observations with non-missing values for the instrument account for
98.5% of all the revenues generated by EAE firms in 1995-2007.
Finally, I focus on persistent demand shocks and eliminate outliers by taking the three-
year moving average of the index. o avoid having a missing value in the first year, I take
the average of the first two foreign demand indexes with weights two third and one third
respectively. Ultimately in the analysis, I use the difference index scaled by using the ratio
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B.1.7 The EAE-Trade-Postes dataset on firm level worker flows
B.1.7.1 Merging DADS-Postes and EAE-Trade datasets
I merge the DADS-Postes aggregated firm-level dataset with the EAE-trade constructed
dataset based on SIREN codes and years. EAE-DADS matched observations account for
8% of the observations and 39% of the employment count in DADS-Postes. The quality of
the matching of EAE firms is good because DADS-Postes covers the universe of private
firms: 95% of the firm-year in the initial EAE dataset are matched with data from DADS-
Postes. The matched observations account for 94% of total employment in EAE and 5.5%
of the unmatched employment comes from the handful of big French corporate groups
that have SIREN identifier issues.22 The other unmatched observations consist of very
small firms with an average of 81 employees instead of 121 for the matched observations.
B.1.7.2 Trimming outliers and observations with inconsistent values
I perform several verifications and drop the observations with abnormal values. Re-
dundancy of variables in the overlapping two-year panels of DADS-Postes23 and the
presence of employment variables in both the DADS-Postes and EAE datasets allows for
various checks. Specifically I exclude the firm-year observations:
• when the firm is observed in only one of the two-year panel (it enters or exits DADS)
• when wage or employment values are inconsistent across overlapping two-year
panels
22See the end of section B.1.3 for more details.
23Every firm that is active in two consecutive years t and t + 1 appears in two of the overlapping panels.
Therefore the wages it pays and the number of hours worked in year t are given twice by the variables in




{∣∣∣1− s_br_1t+1s_brt ∣∣∣ ≥ 1 or ∣∣∣1− Nempl_1t+1Nemplt ∣∣∣ ≥ 1})
• when the firm belongs to the problematic big groups of firms
• when all jobs in a firm are classified as new jobs or terminated jobs
(Isuspit = I {Ibadt = 1 or groups = 1 or arrivt ≥ 1 or leave_1t ≥ 1})
• when in a given year, the employment growth rate is in one the two extreme per-
centiles
(Isuspit = I {Ibadt = 1 or groups = 1 or jgrt ≤ P1t or P99t ≤ jgrt})
• when employment data is inconsistent across datasets (Njob is the job count in
DADS and E200 is the EAE measure of employment)(
Iinconst = I
{
Isuspit = 1 or Isuspit+1 = 1 or
∣∣∣ NjobtE200t − 1∣∣∣ ≥ .5})
32% of matched EAE-DADS observations are hence excluded and the bulk of the exclu-
sion (30%) comes from missing values (of one of the four variables needed in Iincons) that
prevents the implementation of checks. Non-excluded observations account for 82% of
the total EAE employment in EAE-DADS matched observations.
In most of the analysis, I also exclude the observations when firms changed their num-
ber of establishments (∆Nnic 6= 0). With this restriction I seek to rule out firm growth via
mergers and acquisitions which is out of the scope of the present analysis. This leads me
to drop an additional 7% of the matched EAE-Postes observations and a corresponding
additional 23% of EAE-Postes employment. I call this dataset the selected EAE-Trade-
Postes sample.
B.1.7.3 Descriptive statistics about the selected EAE-Trade-Postes sample
The main characteristics of the constructed EAE-Trade-Postes dataset are reported in
tables B2 and B3. The hours and average wages by job category reported in table B2 can be
compared to those of the full data reported in table B1. The restriction to manufacturing
firms, the exclusion of outlying values and the exclusion of the years of entry and exit
of firms in the data impact the values substantially. First of all, the shares of new and
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terminated values is considerably smaller in the EAE-Trade-Postes subsample. Second,
there are less women working in manufacturing industries and less part-time workers.
Last but not least, the average wages are higher in the selected subsample.
B.1.8 The EAE-Trade-Panel datasets on worker career evolutions
B.1.8.1 Merging EAE-Trade-Postes and DADS-Panel datasets
I supplement the DADS panel of individuals with the firm variables in EAE-Trade-
Postes. The two datasets are merged based on SIREN codes and years. The matching
rates for the individuals working in EAE manufacturing industries is good: 97% of these
DADS-Panel observations have a match in DADS-Postes.24
B.1.8.2 Selection of a connected group of workers and trimming of outliers
I restrict the sample to workers of manufacturing industries and select a subsample of
firms with a minimum of sampled workers. Specifically I only keep the individuals that
worked at least once in a manufacturing firm. Then I follow Woodcock (2007) [107] and
drop all firms that have four or less workers in the dataset. Finally I follow Abowd et
al. (1999) [2] and select the largest connected group in the sample. This connected group
is the largest group of firms that are linked to each other by workers who switched from
one firm to another. These selections of observations are meant to restrict the sample to
the observations that allow for the identification of firm and worker fixed effects. From
then on, I call this new merged dataset EAE-Trade-Panel.
While the initial DADS-Panel data with workers in every sectors had about 11.5 mil-
lion observations and 1.5 million workers, the new EAE-Trade-Panel dataset consists of
1,709,009 observations, 16,843 firms, 248,813 workers and 523,428 jobs. Of these, 1,337,472
observations, 11,457 firms, 225,776 workers and 306598 jobs are at firms in EAE.
24For the full DADS-Panel data, matches account for 51% of the observations. The low matching rates
comes from the fact that EAE-Trade-Postes only includes manufacturing firms.
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Table B2: Job flow characteristics in the selected EAE-Trade-Postes sample.
Panel A. Inflows (t− 1,t)
All jobs Continued jobs New jobs
Number of firms 33 897 33 897 33 577
Number of observations 209 264 209 264 202 536
Number of jobs (millions) 23,35 19,90 3,45
100% 85% 15%
Hours worked (billions) 38,02 34,78 3,22
100% 92% 8%
Hourly wage 13,94 14,09 12,45
(4,02) (4,06) (4,82)
Share of part-time jobs 4,92% 4,92% 6,67%
(0,09) (0,09) (0,11)
Average experience 21,95 22,52 15,77
(3,49) (3,42) (5,44)
Share of hours by female workers 27,7% 27,5% 29,9%
(0,21) (0,21) (0,24)
Average log hourly wage 2,51 2,53 2,36
(0,26) (0,26) (0,31)
Average log residual wage (1) 0,01 0,02 -0,06
(0,14) (0,14) (0,16)
Panel B. Outflows (t,t + 1)
All jobs Continued jobs Terminated jobs
Number of firms 32 489 32 489 32 287
Number of observations 193 303 193 303 189 189
Number of jobs (millions) 21,55 18,28 3,27
100% 85% 15%
Hours worked (billions) 34,79 31,73 3,051
100% 91% 9%
Hourly wage 13,84 13,76 14,72
(3,96) (3,90) (5,79)
Average experience 21,74 21,98 19,74
(3,52) (3,54) (6,15)
Share of hours by female workers 27,4% 27,3% 29,6%
(0,22) (0,22) (0,23)
Average log hourly wage 2,48 2,51 2,50
(0,25) (0,26) (0,33)
Average log residual wage (1) 0,01 0,01 0,03
(0,14) (0,14) (0,19)
Sources: DADS-Postes 1995-2007. The variables, the averages and standard deviations are defined
in the legend of table B1. Nevertheless, there are two differences with table B1. First, the values are
computed using firm totals and averages instead of disaggregated job values. Second, the values
are computed on the subsample of the data defined in subsection B.1.7.2.
54
Table B3: Firm average characteristics by growth status in EAE-Trade-Postes.
Firm growth status
All firms Declining Stable Growing
number of firms 33 897
number of observations 209 264 92 911 22 545 93 808
EAE variables:
sales (1000,000e) 18,4 (88,8) 20,2 (98,4) 7,2 (28,6) 19,4 (88,1)
employment 98,9 (270,2) 111,9 (318,7) 44,0 (59,1) 99,2 (246,1)
capital/empl. (1000e.p.w) 46,8 (59,7) 48,8 (60,3) 46,0 (63,3) 44,9 (58,2)
VA per worker (1000e.p.w) 51,9 (29,2) 49,6 (27,6) 52,8 (31,5) 53,9 (30,0)
average wage (1000e.p.w) 24,0 (6,7) 24,0 (6,7) 23,9 (6,7) 24,0 (6,6)
materials (% sales) 33,8 (18,3) 33,5 (18,1) 32,6 (18,3) 34,5 (18,5)
Customs data variables:
fraction of exporters 69,0 (46,2) 70,8 (45,5) 61,9 (48,6) 69,0 (46,3)
fraction of importers 69,4 (46,1) 70,7 (45,5) 61,0 (48,8) 70,2 (45,8)
exports (% sales) 21,5 (25,8) 21,7 (25,6) 18,5 (24,1) 21,9 (26,3)
imports (% sales) 14,9 (16,9) 15,0 (16,7) 14,3 (17,0) 14,9 (17,1)
DADS-POSTES variables:
number of workers (Nempl) 111,6 (299,9) 125 (352,7) 48,7 (64,1) 113,5 (274,5)
hiring rate (hr) 20,5 (17,2) 13,5 (12,5) 16,7 (14,0) 28,4 (18,6)
separation rate (sr) 19,8 (14,4) 22,2 (14,4) 16,6 (13,6) 18,2 (14,3)
average wage (1000e.p.w) 20,5 (5,7) 20,5 (5,6) 21,0 (5,8) 20,3 (5,7)
avg. log hourly wage (lsbrh x10) 24,2 (2,3) 24,2 (2,3) 24,2 (2,3) 24,2 (2,3)
hourly wage 12,7 (3,3) 12,7 (3,3) 12,7 (3,4) 12,7 (3,3)
hourly wage of new hires 10,8 (4,0) 11,1 (4,4) 10,4 (4,1) 10,6 (3,7)
hourly wage of separated 12,7 (5,2) 13,1 (5,2) 12,3 (5,4) 12,3 (5,2)
share of hours worked by
– part time workers 4,7 (8,1) 4,9 (8,5) 4,6 (7,9) 4,5 (7,6)
– female workers 27,8 (23,7) 29,0 (24,1) 26,8 (24,2) 26,8 (23,1)
– senior staff and top managers 8,7 (10,2) 8,6 (10,0) 8,0 (10,3) 8,9 (10,5)
– supervisors 17,5 (12,8) 17,3 (12,4) 16,4 (13,2) 17,9 (13,1)
– clerical employees 8,3 (7,5) 8,2 (7,4) 8,7 (8,4) 8,3 (7,4)
– blue collar workers 63,7 (21,0) 64,2 (20,5) 64,5 (21,2) 63,1 (21,3)
– 26 to 32 year old workers 19,2 (10,5) 17,9 (10,2) 17,8 (10,9) 20,7 (10,6)
– 33 to 40 year old workers 25,1 (9,2) 25,0 (9,3) 25,3 (10,5) 25,2 (8,9)
– 41 to 48 year old workers 23,7 (9,6) 24,5 (9,4) 24,6 (10,7) 22,6 (9,3)
– 49+ year old workers 22,5 (12,7) 24,4 (12,9) 23,8 (13,7) 20,3 (11,9)
1995 7,6 (26,5) 6,7 (25,1) 7,7 (26,7) 8,5 (27,9)
1996 7,6 (26,5) 7,7 (26,6) 7,8 (26,9) 7,5 (26,4)
1997 7,9 (27,0) 7,5 (26,3) 8,2 (27,4) 8,3 (27,5)
1998 8,1 (27,2) 7,7 (26,7) 8,1 (27,3) 8,4 (27,7)
1999 7,9 (27,0) 8,0 (27,1) 8,1 (27,3) 7,9 (27,0)
2000 7,9 (26,9) 6,2 (24,2) 7,4 (26,1) 9,6 (29,4)
2001 7,9 (26,9) 8,2 (27,4) 7,0 (25,5) 7,8 (26,8)
2002 7,7 (26,6) 9,4 (29,2) 7,7 (26,6) 5,9 (23,6)
2003 7,5 (26,4) 8,9 (28,4) 8,3 (27,5) 6,1 (23,9)
2004 7,5 (26,3) 9,0 (28,6) 7,2 (25,8) 6,0 (23,7)
2005 7,8 (26,8) 8,0 (27,2) 8,3 (27,5) 7,4 (26,3)
2006 7,4 (26,1) 6,7 (25,0) 7,6 (26,5) 8,0 (27,1)
2007 7,3 (26,0) 6,0 (23,7) 6,7 (25,1) 8,7 (28,2)
Sources: DADS-Postes, customs data and EAE 1995-2007. The variable definitions are presented
in the relevant subsections of the data appendix (section B.1). Standard deviations are in brackets.
In a preliminary step, all ratio variables were winzored at the 1% level.
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B.1.8.3 The firm-level aggregated EAE-Trade-Panel dataset
I construct a firm-level version of the EAE-Trade-Panel dataset by summing and aver-
aging variables across sampled workers at the firm level. These variables are proxies for
the EAE-Trade-Postes variables but the nature of the DADS panels allows me to refine
some of them. Specifically, the full panel allows me to define the hiring rate of workers
that are still employed at the same firm the following year (hrcontinued) and the separa-
tion rates of workers that were hired in the previous year or earlier (srnotnew). For the
other variables for which the definitions coincide, I verify that the Postes variables and
the Panel proxies are closely related.
B.1.8.4 Descriptive statistics about the selected EAE-Trade-Panel sample
I report hours and average wages of workers by job category for the full sample of
DADS-Panel workers and for the selected workers of the EAE-Trade-Panel subsample in
tables B4 and B5 respectively. The fraction of new and terminated workers is smaller in
the subsample because of the exclusion of the years in which firms that enter and exit
the data, the exclusion of outliers and the selection of larger firms. The different aver-
age wages are higher in the subsample because wages are higher in the manufacturing
industries, because the exclusion of firms with less than five sampled workers dispropor-
tionately affected small low-wage firms.
I compare the characteristics of the EAE-Trade-Postes and EAE-Trade-Panel samples
in table B6. The first two columns of the table pertaining to the EAE-Trade-Postes are
reproduced from the first two columns of table B3. Because of the selection of large firms
that have at least five sampled workers, the firms in the EAE-Trade-Panel are on average
larger, more productive, more engaged in international trade. They pay higher wages
and experience smaller worker flows.
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Table B4: Job flow characteristics in the initial full DADS-Panel dataset.
Panel A. Inflows (t− 1,t)
Continued Terminated
All jobs Continued jobs New jobs new jobs new jobs
Number of jobs (millions) 11,50 8,74 2,76 1,60 1,16
100% 76% 24% 58% 42%
Hours worked (billions) 16,03 13,86 2,17 1,51 0,66
100% 87% 14% 70% 30%
Hourly wage 17,87 18,33 14,92 15,37 13,87
(12,86) (13,10) (10,71) (10,99) (9,96)
Log hourly wage 2,75 2,78 2,57 2,59 2,50
(0,50) (0,49) (0,52) (0,52) (0,50)
Avg. log residual wage (1) 0,00 0,01 -0,06 -0,07 -0,06
(0,33) (0,32) (0,36) (0,35) (0,39)
Avg. log residual wage (2) -0,01 -0,01 -0,02 -0,02 -0,02
(0,32) (0,32) (0,36) (0,35) (0,38)
Panel B. Outflows (t,t + 1)
All jobs Continued jobs Terminated jobs Terminated Terminated
non-new jobs new jobs
Number of jobs (millions) 11,50 8,58 2,92 1,76 1,16
100% 75% 25% 60% 40%
Hours worked (billions) 16,03 13,66 2,37 1,71 0,66
100% 85% 15% 72% 28%
Hourly wage 17,87 18,11 16,49 17,5 13,87
(12,86) (12,66) (13,83) (14,94) (9,96)
Log hourly wage 2,75 2,77 2,64 2,69 2,50
(0,50) (0,48) (0,56) (0,57) (0,50)
Avg. log residual wage (1) 0,00 0,00 -0,03 -0,02 -0,06
(0,33) (0,31) (0,40) (0,40) (0,39)
Avg. log residual wage (2) -0,01 -0,01 -0,03 -0,03 -0,02
(0,32) (0,31) (0,40) (0,40) (0,38)
Sources: DADS-Panel 1995-2007. The variables, the averages and standard deviations are defined
in the legend of table B1. Nevertheless, there is one difference with table B1. The values are
computed on the subsample of observations that are in the DADS-Panel dataset as detailed in
subsection B.1.2.
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Table B5: Job flow characteristics in the selected EAE-Trade-Panel sample.
Panel A. Inflows (t− 1,t)
Continued Terminated
All jobs Continued jobs New jobs new jobs new jobs
Number of jobs (thousands) 646,55 578,91 67,64 47,78 19,87
100% 90% 11% 71% 29%
Hours worked (millions) 1076 1017 59,41 46,98 12,43
100% 95% 6% 79% 21%
Hourly wage 19,83 20,02 16,68 17,19 14,74
(12,57) (12,56) (12,26) (12,21) (12,23)
Log hourly wage 2,87 2,88 2,66 2,70 2,52
(0,46) (0,45) (0,53) (0,52) (0,56)
Avg. log residual wage (1) 0,03 0,03 -0,07 -0,06 -0,10
(0,28) (0,28) (0,36) (0,33) (0,45)
Avg. log residual wage (2) 0,02 0,02 -0,02 -0,01 -0,05
(0,28) (0,28) (0,36) (0,33) (0,45)
Panel B. Outflows (t,t + 1)
All jobs Continued jobs Terminated jobs Terminated Terminated
non-new jobs new jobs
Number of jobs (thousands) 646,55 570,01 76,54 56,68 19,87
100% 88% 12% 74% 26%
Hours worked (millions) 1076 1004 72,36 59,94 12,43
100% 93% 7% 83% 17%
Hourly wage 19,83 19,75 20,91 22,19 14,74
(12,57) (12,07) (18,09) (18,83) (12,23)
Log hourly wage 2,87 2,87 2,83 2,90 2,52
(0,46) (0,44) (0,63) (0,62) (0,56)
Avg. log residual wage (1) 0,03 0,03 0,01 0,03 -0,10
(0,28) (0,27) (0,44) (0,43) (0,45)
Avg. log residual wage (2) 0,02 0,02 0,02 0,03 -0,05
(0,28) (0,27) (0,44) (0,43) (0,45)
Sources: DADS-Panel 1995-2007. The variables, the averages and standard deviations are defined
in the legend of table B1. Nevertheless, there is one difference with table B1. The values are
computed on the subsample of observations that are in the EAE-Trade-Panel dataset as detailed in
subsection B.1.8.
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Table B6: Firm average characteristics in the EAE-Trade-Postes and -Panel samples.
EAE-Trade-Postes EAE-Trade-Panel
number of firms 33 897 9 470
number of observations 209 264 45 980
EAE variables:
sales (1000,000e) 18,4 (88,8) 61,4 (180,4)
employment 98,9 (270,2) 297,2 (528,6)
capital/empl. (1000e.p.w) 46,8 (59,7) 67,2 (72,6)
VA per worker (1000e.p.w) 51,9 (29,2) 57,4 (31,4)
average wage (1000e.p.w) 24,0 (6,7) 25,2 (7,0)
materials (% sales) 33,8 (18,3) 37,8 (18,1)
Customs data variables:
fraction of exporters 69,0 (46,2) 88,4 (32,0)
fraction of importers 69,4 (46,1) 91,2 (28,3)
exports (% sales) 21,5 (25,8) 28,5 (27,9)
imports (% sales) 14,9 (16,9) 16,9 (16,9)
DADS-POSTES variables:
number of workers (Nempl) 111,6 (299,9) 333,7 (585,6)
hiring rate (hr) 20,5 (17,2) 18,0 (15,2)
separation rate (sr) 19,8 (14,4) 17,5 (12,4)
average wage (1000e.p.w) 20,5 (5,7) 21,7 (5,8)
avg. log hourly wage (lsbrh x10) 24,2 (2,3) 24,8 (2,4)
hourly wage 12,7 (3,3) 13,4 (3,5)
hourly wage of new hires 10,8 (4,0) 12,0 (4,2)
hourly wage of separated 12,7 (5,2) 14,5 (5,4)
share of hours worked by
– part time workers 4,7 (8,1) 4,9 (9,1)
– female workers 27,8 (23,7) 29,9 (22,3)
– senior staff and top managers 8,7 (10,2) 10,8 (11,0)
– supervisors 17,5 (12,8) 19,7 (11,8)
– clerical employees 8,3 (7,5) 7,7 (6,0)
– blue collar workers 63,7 (21,0) 61,3 (20,6)
– 26 to 32 year old workers 19,2 (10,5) 19,3 (9,1)
– 33 to 40 year old workers 25,1 (9,2) 25,1 (7,3)
– 41 to 48 year old workers 23,7 (9,6) 24,2 (7,8)
– 49+ year old workers 22,5 (12,7) 22,9 (11,3)
1995 7,6 (26,5) 8,0 (27,2)
1996 7,6 (26,5) 7,7 (26,6)
1997 7,9 (27,0) 7,8 (26,8)
1998 8,1 (27,2) 8,1 (27,3)
1999 7,9 (27,0) 8,0 (27,1)
2000 7,9 (26,9) 8,2 (27,4)
2001 7,9 (26,9) 8,3 (27,6)
2002 7,7 (26,6) 7,5 (26,3)
2003 7,5 (26,4) 7,1 (25,7)
2004 7,5 (26,3) 7,3 (26,0)
2005 7,8 (26,8) 7,2 (25,9)
2006 7,4 (26,1) 7,4 (26,1)
2007 7,3 (26,0) 7,5 (26,3)
Sources: DADS-Postes and -Panel, customs data and EAE 1995-2007. The variable definitions are
presented in the relevant subsections of the data appendix (section B.1). Standard deviations are
in brackets. In a preliminary step, all ratio variables were winzored at the 1% level.
59
B.1.8.5 The effect of time varying variables on wages
Estimate the effect of time-varying worker characteristics control for job effects:
lsbrhi,t = βXi,t + γi,j(i,t) + εi,t (B.6)
where j(i, t) represent the firm j that employs worker i at date t. The time-varying worker
characteristics include a dummy for working part-time, a polynomial of order four in la-
bor market experience, a polynomial of order four in tenure at the current job, year effects,
indicators of the number of quarters worked in the current year, indicators of promotions
and demotions, a dummy for being a resident of the Paris area. The firm level controls
include the firm average log hourly wage which is set to zero if missing and associated
to an indicators of missing values (8% of observations), a dummy for importing firms,
firm log imports, log revenues, log input purchases, log capital-employment ratio and
investment rate which are all set to zero when missing and the corresponding indicator
for missing values ( 36% observations - 5% in common with the other indicator)25.
I report the coefficient estimates in table B7.
25In a preliminary step, I set to missing the values of the inconsistent observations (4.6% of all observa-
tions) (see subsection B.1.7.2 for more details).
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Table B7: The effect of time-varying worker characteristics on log hourly wages.
log hourly wage
labor market experience
– square -0.295*** (0.004)
– cubic 0.052*** (0.001)
– quadratic -0.004*** (0.000)
tenure
– square -0.286*** (0.003)
– cubic 0.119*** (0.001)
– quadratic -0.016*** (0.000)
part-time dummy 0.102*** (0.001)
IDF dummy 0.014*** (0.002)
less than a full quarter worked dummy 0.135*** (0.001)
1 full quarter worked dummy 0.058*** (0.001)
2 full quarters worked dummy 0.050*** (0.001)
3 full quarter worked dummy 0.035*** (0.001)
supervisor promotion dummy 0.084*** (0.001)
clerical worker promotion dummy 0.036*** (0.002)
blue collar worker promotion dummy 0.043*** (0.001)
senior staff demotion dummy -0.142*** (0.001)
supervisor demotion dummy -0.041*** (0.001)
blue collar worker demotion dummy -0.031*** (0.003)
firm variables:
firm average log hourly wage 0.496*** (0.002)
missing log hourly wage dummy 1.450*** (0.029)
log sales 0.002*** (0.000)
log capital intensity -0.004*** (0.000)
log material expenditure 0.003*** (0.000)
investment rate 0.000 (0.000)
missing EAE variable dummy 0.030*** (0.003)




Sources: EAE-Trade-Panel 1995-2007. The regression includes match fixed effects and year effects.
In a preliminary steps, all variables were deviated from the match average following Woodstock
(2007). [107] Standard errors are in parentheses; *** p<0.01, ** p<0.05, * p<0.1.
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B.2 FULL REGRESSION TABLES AND ROBUSTNESS CHECKS
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Table B8: The effect of firm growth on separation rates in EAE-Trade-Postes.
Dependent variable: (B8.A) (B8.B) (B8.C) (B8.D) (B8.E) (B8.F)
the separation rate Basic Firm Weights Single Revenue Smoothed
effects & controls establishment growth growth
max(0,growth rate) 0.394*** 0.116*** 0.122*** 0.077*** 0.033*** 0.081***
(0.008) (0.006) (0.009) (0.007) (0.004) (0.007)
min(growth rate,0) -0.992*** -0.749*** -0.839*** -0.719*** -0.072*** -0.563***
(0.006) (0.005) (0.007) (0.009) (0.008) (0.019)
Workforce characteristics:
incumbents’ wage 0.026*** 0.049*** 0.019** 0.025***
(0.006) (0.007) (0.009) (0.008)
average experience (x10) -0.112*** -0.127*** -0.087*** -0.105***
(0.004) (0.005) (0.006) (0.005)share of hours worked by
– part time workers 0.005 0.005 0.011 0.009
(0.006) (0.009) (0.008) (0.008)
– female workers 0.084*** 0.097*** 0.091*** 0.092***
(0.015) (0.014) (0.021) (0.018)
– senior staff 0.088*** 0.091*** 0.049 0.092***
(0.025) (0.026) (0.030) (0.028)
– supervisors 0.088*** 0.123*** 0.050 0.089***
(0.026) (0.026) (0.031) (0.030)
– clerical employees 0.135*** 0.135*** 0.114*** 0.140***
(0.033) (0.029) (0.038) (0.037)
– blue collar workers 0.138*** 0.184*** 0.098*** 0.141***
(0.026) (0.027) (0.031) (0.030)
Other firm characteristics:
log revenues -0.004* -0.009*** -0.009***
(0.002) (0.003) (0.003)
log capital intensity -0.003** -0.003* -0.000
(0.001) (0.002) (0.001)
log materials 0.004*** 0.004*** 0.005***
(0.001) (0.001) (0.001)
investment rate 0.000*** 0.000*** 0.000***
(0.000) (0.000) (0.000)
export dummy 0.004 0.003 0.011** 0.002
(0.004) (0.004) (0.005) (0.005)
import dummy -0.004 -0.002 0.020*** 0.007
(0.005) (0.006) (0.007) (0.006)
log exports -0.000 -0.000 -0.001 -0.000
– (0 if none) (0.000) (0.000) (0.000) (0.000)
log imports 0.000 0.000 -0.002*** -0.001
– (0 if none) (0.000) (0.001) (0.001) (0.001)
Firm effects NO YES YES YES YES YES
Weights NO NO Njob Njob Njob Njob
Observations 209,264 204,264 187,896 143,972 189,132 187,896
R-squared 0.179 0.617 0.691 0.667 0.563 0.588
Sources: EAE-Trade-Postes 1995-2007. Estimates of the regression specified in equation (2.1). In
column A, estimates are from a simple OLS regression with year effects but no controls. Firms
effects are included in B-F and controls in C-F. Also in C-F, observations are weighted by the
number of jobs. In D, the sample is restricted to single-establishment firms. Revenue growth is
used instead of job growth in E. A three year moving average of the growth rate in the average
number of jobs is used in F. Firm-level clustered standard errors are in parentheses; *** p<0.01, **
p<0.05, * p<0.1. 63
Table B9: The effect of firm growth on separation rates in EAE-Trade-Panel.
Dependent variable: (B9.A) (B9.B) (B9.C)
the separation rate Postes Panel Panel non-hire
variable proxy separations
max(0,growth rate) 0.139*** 0.087*** -0.009
(0.016) (0.014) (0.010)
min(growth rate,0) -0.883*** -0.534*** -0.535***
(0.011) (0.023) (0.021)
Workforce characteristics:
incumbents’ wage 0.011 0.031** 0.014
(0.010) (0.012) (0.009)
average experience (x10) -0.105*** -0.073*** -0.026***
(0.007) (0.008) (0.006)share of hours worked by
– part time workers 0.006 -0.003 -0.006
(0.008) (0.007) (0.007)
– female workers 0.096*** 0.098*** 0.022
(0.030) (0.035) (0.025)
– senior staff 0.021 0.101* 0.061
(0.032) (0.056) (0.041)
– supervisors 0.029 0.128** 0.072*
(0.032) (0.056) (0.041)
– clerical employees 0.029 0.121** 0.063
(0.033) (0.057) (0.042)
– blue collar workers 0.014 0.136** 0.060
(0.031) (0.056) (0.041)
Other firm characteristics:
log revenues -0.001 -0.009** -0.007**
(0.004) (0.004) (0.003)
log capital intensity -0.002 -0.001 0.000
(0.002) (0.002) (0.001)
log materials 0.004** 0.003* 0.002
(0.002) (0.002) (0.001)
investment rate 0.000*** -0.000*** -0.000***
(0.000) (0.000) (0.000)
export dummy 0.007 -0.000 -0.001
(0.007) (0.010) (0.008)
import dummy -0.001 0.001 -0.001
(0.014) (0.014) (0.011)
log exports -0.001 -0.000 0.000
– (0 if none) (0.001) (0.001) (0.001)
log imports 0.001 -0.000 0.000
– (0 if none) (0.001) (0.001) (0.001)
Firm effects, year effects YES YES YES
Weights Njob Njob Njob
Observations 44,318 44,318 44,318
R-squared 0.774 0.534 0.431
Sources: EAE-Trade-Panel 1995-2007. All specifications follow equation (2.1). In column A, the
specification in (B8.C) is implemented on the EAE-Trade-Panel subsample using the EAE-Trade-
Postes variable for the separation rate. In B, the separation rate used is the EAE-Trade-Panel proxy.
In C, the separation rate is computed as the ratio of separations of non-new hires to the average
number of jobs. Firm-level clustered standard errors are in parentheses; *** p<0.01, ** p<0.05, *
p<0.1.
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Table B10: Change in the average characteristics of new hires with firm growth.
(B10.A) (B10.B) (B10.C) (B10.D) (B10.E) (B10.F)
new hire Share of hours worked by new hires of
avg. exp- part-time senior supervisors clerical blue collar
rience (x10) workers staff workers workers
max(0,growth rate) 0.584*** -0.021*** -0.024*** 0.014* -0.024*** 0.034***
(0.024) (0.005) (0.006) (0.008) (0.004) (0.009)
min(growth rate,0) -0.345*** -0.030*** -0.022*** -0.036*** -0.021*** 0.083***
(0.031) (0.006) (0.008) (0.010) (0.006) (0.012)
Workforce characteristics:
average experience (x10) 0.999*** 0.027*** 0.040*** 0.035*** 0.007** -0.089***
(0.026) (0.003) (0.004) (0.004) (0.003) (0.006)share of hours worked by
– part time workers 0.023 0.807*** -0.012* -0.005 0.004 0.015
(0.028) (0.019) (0.007) (0.007) (0.005) (0.009)
– female workers 0.138** -0.001 -0.014 0.020 -0.001 -0.006
(0.067) (0.013) (0.018) (0.015) (0.011) (0.023)
– senior staff 0.189 -0.036 0.863*** 0.012 -0.063** -0.279***
(0.124) (0.029) (0.037) (0.038) (0.030) (0.057)
– supervisors 0.286** -0.047 -0.032 0.876*** -0.057* -0.256***
(0.127) (0.029) (0.034) (0.038) (0.031) (0.056)
– clerical employees 0.244 -0.041 -0.070* -0.065 0.998*** -0.332***
(0.150) (0.032) (0.036) (0.040) (0.039) (0.062)
– blue collar workers 0.175 -0.046 -0.083** -0.050 -0.072** 0.738***
(0.125) (0.029) (0.033) (0.037) (0.030) (0.056)
Other firm characteristics:
log revenues -0.021* -0.004* -0.008** -0.002 0.003* 0.007*
(0.011) (0.002) (0.003) (0.003) (0.001) (0.004)
log capital intensity 0.008 0.000 0.004*** 0.002 0.000 -0.006**
(0.006) (0.001) (0.001) (0.002) (0.001) (0.002)
log materials 0.003 -0.000 0.002 -0.000 0.000 -0.001
(0.004) (0.001) (0.002) (0.002) (0.001) (0.002)
investment rate -0.000*** -0.000*** 0.000*** -0.000*** 0.000*** -0.000***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
export dummy -0.011 -0.002 -0.005 0.001 0.000 0.003
(0.025) (0.004) (0.005) (0.006) (0.004) (0.008)
import dummy 0.034 0.004 0.002 0.004 0.005 -0.011
(0.028) (0.006) (0.008) (0.010) (0.004) (0.010)
log exports 0.001 0.000 0.001 -0.000 -0.000 -0.000
– (0 if none) (0.002) (0.000) (0.000) (0.001) (0.000) (0.001)
log imports -0.003 -0.001 -0.000 -0.000 -0.000 0.001
– (0 if none) (0.003) (0.001) (0.001) (0.001) (0.000) (0.001)
Firm effects, year effects YES YES YES YES YES YES
Weights Nin Nin Nin Nin Nin Nin
Observations 181,704 181,704 181,704 181,704 181,704 181,704
R-squared 0.603 0.624 0.782 0.631 0.610 0.772
Sources: EAE-Trade-Postes 1995-2007. Specifications follow equation (2.1) with average character-
istics of new hires as the dependent variables. The regressions are weighted by the number of new
hires. Firm-level clustered standard errors are in parentheses; *** p<0.01, ** p<0.05, * p<0.1.
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Table B11: Change in the average characteristics of separated workers with firm growth.
(B11.A) (B11.B) (B11.C) (B11.D) (B11.E) (B11.F)
separated Share of hours worked by separated workers of
avg expe- female senior supervisors clerical blue collar
rience (x10) workers staff workers workers
max(0,growth rate) -0.003 -0.008 0.007 0.031*** 0.004 -0.045***
(0.147) (0.006) (0.008) (0.008) (0.004) (0.010)
min(growth rate,0) -0.667*** 0.004 0.032*** 0.015 0.001 -0.050***
(0.160) (0.008) (0.010) (0.009) (0.006) (0.013)
Workforce characteristics:
average experience (x10) 0.378*** 0.008* 0.000 0.006 0.012*** -0.020***
(0.023) (0.004) (0.004) (0.004) (0.003) (0.006)share of hours worked by
– part time workers -0.009 0.001 0.006 0.004 0.003 -0.013
(0.036) (0.006) (0.012) (0.011) (0.007) (0.012)
– female workers 0.072 0.138*** -0.009 -0.006 -0.104*** 0.120***
(0.067) (0.025) (0.017) (0.017) (0.013) (0.024)
– senior staff 0.973*** -0.135*** 0.449*** 0.101** -0.017 -0.773***
(0.176) (0.043) (0.038) (0.042) (0.031) (0.058)
– supervisors 1.096*** -0.156*** 0.031 0.465*** 0.003 -0.741***
(0.174) (0.044) (0.035) (0.042) (0.032) (0.056)
– clerical employees 1.148*** -0.202*** -0.031 0.065 0.437*** -0.716***
(0.179) (0.047) (0.039) (0.043) (0.051) (0.065)
– blue collar workers 0.979*** -0.129*** 0.042 0.093** 0.007 -0.385***
(0.172) (0.043) (0.035) (0.040) (0.032) (0.055)
Other firm characteristics:
log revenues -0.087*** 0.005* -0.002 -0.008*** 0.002 0.010**
(0.013) (0.003) (0.003) (0.003) (0.002) (0.004)
log capital intensity 0.024** 0.000 0.001 0.001 0.000 -0.003
(0.009) (0.001) (0.002) (0.002) (0.001) (0.002)
log materials 0.014* -0.001 0.001 0.001 -0.001 -0.001
(0.008) (0.001) (0.002) (0.001) (0.001) (0.002)
investment rate -0.000*** 0.000*** -0.000 -0.000* 0.000*** -0.000**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
export dummy -0.019 0.005 -0.001 0.008 0.003 -0.009
(0.027) (0.006) (0.005) (0.007) (0.004) (0.009)
import dummy -0.060* -0.005 -0.003 -0.005 -0.006 0.017*
(0.033) (0.007) (0.007) (0.008) (0.005) (0.009)
log exports 0.001 -0.000 0.000 -0.001 -0.000 0.001
– (0 if none) (0.003) (0.001) (0.001) (0.001) (0.000) (0.001)
log imports 0.005* 0.001 0.000 0.000 0.001 -0.001
– (0 if none) (0.003) (0.001) (0.001) (0.001) (0.000) (0.001)
Firm effects, year effects YES YES YES YES YES YES
Weights Nou Nou Nou Nou Nou Nou
Observations 182,611 182,611 182,611 182,611 182,611 182,611
R-squared 0.598 0.797 0.727 0.556 0.524 0.735
Sources: EAE-Trade-Postes 1995-2007. Specifications follow equation (2.1) with average charac-
teristics of separated workers as the dependent variables. The regressions are weighted by the
number of separated workers. Firm-level clustered standard errors are in parentheses; *** p<0.01,
** p<0.05, * p<0.1.
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Table B12: Change in the characteristics of new and separated workers with firm growth.
(B12.A) (B12.B) (B12.C) (B12.D) (B12.E) (B12.F)
New workers Separated workers
Share of hours by average Share of hours by average
part-time job-to-job job part-time job-to-job job
workers transitions spell workers transitions spell
max(0,growth rate) -0.015 1.389*** 0.224*** -0.051 -0.579 0.081*
(0.018) (0.258) (0.051) (0.031) (0.893) (0.046)
min(growth rate,0) -0.043 1.272*** 0.063 0.135*** -5.967*** -0.591***
(0.045) (0.417) (0.071) (0.035) (0.965) (0.081)
Workforce characteristics:
average experience (x10) 0.010 0.617** 0.000 0.037 5.121*** 0.000
(0.019) (0.276) (0.004) (0.025) (0.735) (0.004)share of hours worked by
– part time workers 0.767*** -0.075 0.021 0.784*** 0.700 0.080
(0.044) (0.283) (0.056) (0.049) (0.807) (0.057)
– female workers -0.057 -0.355 -0.345** 0.051 -5.293** -0.227
(0.077) (0.968) (0.164) (0.093) (2.483) (0.144)
– senior staff -0.125 -4.777 1.014 0.620 -2.320 0.628
(0.431) (5.384) (0.821) (0.491) (13.664) (0.710)
– supervisors -0.102 -6.220 1.290 0.482 -2.314 0.670
(0.431) (5.304) (0.815) (0.476) (13.744) (0.713)
– clerical employees -0.078 -6.406 1.098 0.494 -3.515 0.582
(0.437) (5.313) (0.823) (0.479) (13.805) (0.716)
– blue collar workers -0.126 -6.952 1.194 0.510 -2.051 0.520
(0.436) (5.320) (0.815) (0.475) (13.911) (0.709)
Other firm characteristics:
log revenues 0.002 -0.379*** 0.007 -0.002 -1.082*** -0.010
(0.010) (0.120) (0.020) (0.011) (0.325) (0.018)
log capital intensity 0.006 -0.017 -0.015 0.007 0.159 -0.001
(0.004) (0.067) (0.012) (0.005) (0.157) (0.012)
log materials 0.001 0.006 0.009 0.005 0.024 0.007
(0.004) (0.055) (0.012) (0.006) (0.140) (0.007)
investment rate 0.000*** -0.000*** -0.000*** 0.001 0.021 -0.005
(0.000) (0.000) (0.000) (0.002) (0.027) (0.004)
export dummy 0.012 -0.399 0.016 -0.012 0.048 0.021
(0.030) (0.330) (0.058) (0.044) (0.969) (0.057)
import dummy 0.010 0.006 -0.050 0.062 -0.807 0.015
(0.036) (0.447) (0.072) (0.067) (1.345) (0.065)
log exports -0.001 0.039 0.000 0.001 -0.023 0.002
– (0 if none) (0.003) (0.030) (0.005) (0.004) (0.081) (0.005)
log imports -0.002 0.007 0.006 -0.004 0.050 -0.000
– (0 if none) (0.003) (0.039) (0.006) (0.004) (0.109) (0.005)
Firm effects, year effects YES YES YES YES YES YES
Weights Nin Nin Nin Nou Nou Nou
Observations 26,191 26,191 26,191 28,46 28,46 28,46
R-squared 0.456 0.572 0.396 0.418 0.529 0.344
Sources: EAE-Trade-Panel 1995-2007. Specifications follow equation (2.1) with average character-
istics of new or separated workers as the dependent variable. The regressions are weighted by
the number of new (Nin) or separated workers (Nou). Firm-level clustered standard errors are in
parentheses; *** p<0.01, ** p<0.05, * p<0.1.
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Table B13: Wage elasticity of new hires with respect to firm growth.
(B13.A) (B13.B) (B13.C) (B13.D) (B13.E) (B13.F)
log hourly residual single- Revenue Smoothed residual
wage log wage establishment growth growth log wage
max(0,growth rate) 0.124*** 0.067*** 0.032*** 0.021*** 0.013***
(0.014) (0.012) (0.009) (0.006) (0.004)
min(growth rate,0) -0.133*** -0.050*** -0.061*** -0.023** -0.030
(0.016) (0.011) (0.009) (0.010) (0.019)
log hiring rate 0.019***
(0.002)Workforce characteristics
incumbents’ wage 0.269*** 0.576*** 0.563*** 0.581*** 0.581*** 0.036*
(0.018) (0.012) (0.011) (0.012) (0.012) (0.021)
average experience (x10) 0.145*** 0.016** -0.000 0.014** 0.014** -0.001
(0.010) (0.007) (0.006) (0.007) (0.007) (0.010)share of hours worked by
– part time workers 0.056*** 0.000 0.015 0.001 0.001 0.033
(0.015) (0.011) (0.013) (0.011) (0.011) (0.043)
– female workers -0.070** 0.044** 0.032* 0.053** 0.052** 0.030***
(0.033) (0.021) (0.018) (0.023) (0.023) (0.007)
– senior staff 0.146** 0.036 0.069 0.029 0.029 0.105**
(0.062) (0.043) (0.047) (0.046) (0.046) (0.043)
– supervisors -0.022 0.105** 0.077* 0.102** 0.102** 0.158***
(0.060) (0.044) (0.046) (0.046) (0.046) (0.051)
– clerical employees -0.134** 0.160*** 0.121** 0.155*** 0.155*** 0.132***
(0.063) (0.051) (0.048) (0.053) (0.053) (0.043)
– blue collar workers -0.281*** 0.136*** 0.092** 0.130*** 0.131*** -0.003
(0.059) (0.043) (0.046) (0.046) (0.046) (0.003)
Other firm characteristics:
log revenues -0.000 -0.002 0.001 -0.004 -0.003 -0.001
(0.006) (0.003) (0.003) (0.004) (0.004) (0.002)
log capital intensity 0.007** -0.001 -0.002 -0.003 -0.003 0.006***
(0.003) (0.002) (0.003) (0.002) (0.002) (0.002)
log materials 0.006** 0.006*** 0.003 0.006*** 0.006*** 0.000***
(0.002) (0.002) (0.002) (0.002) (0.002) (0.000)
investment rate -0.000*** 0.000*** 0.000*** 0.000 0.000 0.006
(0.000) (0.000) (0.000) (0.000) (0.000) (0.008)
export dummy 0.001 0.006 0.008 0.007 0.008 -0.000
(0.012) (0.008) (0.008) (0.008) (0.008) (0.001)
import dummy 0.018 0.016 0.007 0.016 0.017 -0.002
(0.013) (0.011) (0.007) (0.012) (0.012) (0.001)
log exports -0.000 -0.001 -0.001 -0.001 -0.001 0.017
– (0 if none) (0.001) (0.001) (0.001) (0.001) (0.001) (0.012)
log imports -0.001 -0.001 -0.001 -0.001 -0.001 0.576***
– (0 if none) (0.001) (0.001) (0.001) (0.001) (0.001) (0.012)
Firm effects, year effects YES YES YES YES YES YES
Weights Nin Nin Nin Nin Nin Nin
Observations 181,704 181,704 143,576 169,496 169,496 181,704
R-squared 0.812 0.637 0.605 0.637 0.637 0.639
Sources: EAE-Trade-Postes 1995-2007. Specifications follow equation (2.1) with average wages of
new workers as the dependent variable. The log hourly wage is used in column A while the resid-
ual log hourly wage obtained from equation (2.2) is used in the rest of the table. The regressions
are weighted by the number of new workers (Nin). Firm-level clustered standard errors are in
parentheses; *** p<0.01, ** p<0.05, * p<0.1. An excerpt is available in table (2.4) in the main text.
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Table B14: Wage elasticity of separated workers with respect to firm growth.
(B14.A) (B14.B) (B14.C) (B14.D) (B14.E) (B14.F)
log hourly residual single- Revenue Smoothed residual
wage log wage establishment growth growth log wage
max(0,growth rate) -0.007 0.003 -0.002 0.004 0.001
(0.014) (0.010) (0.007) (0.005) (0.002)
min(growth rate,0) -0.215*** -0.118*** -0.127*** -0.078*** -0.159***
(0.024) (0.017) (0.013) (0.013) (0.033)
log separation rate 0.013***
(0.002)Workforce characteristics
incumbents’ wage 0.364*** 0.683*** 0.694*** 0.684*** 0.686*** 0.685***
(0.020) (0.015) (0.014) (0.015) (0.015) (0.015)
average experience (x10) 0.138*** 0.011 -0.000 0.016 0.014 0.022**
(0.013) (0.010) (0.008) (0.010) (0.010) (0.010)share of hours worked by
– part time workers 0.015 -0.030*** -0.021 -0.034*** -0.035*** -0.031***
(0.015) (0.011) (0.013) (0.011) (0.011) (0.011)
– female workers -0.186*** -0.035 -0.036* -0.033 -0.033 -0.039
(0.033) (0.026) (0.019) (0.027) (0.027) (0.026)
– senior staff -0.258*** -0.155*** -0.154*** -0.202*** -0.194*** -0.157***
(0.073) (0.048) (0.054) (0.052) (0.052) (0.048)
– supervisors -0.472*** -0.139*** -0.191*** -0.178*** -0.171*** -0.140***
(0.072) (0.048) (0.053) (0.051) (0.051) (0.048)
– clerical employees -0.568*** -0.087* -0.209*** -0.125** -0.119** -0.091*
(0.080) (0.053) (0.055) (0.056) (0.056) (0.053)
– blue collar workers -0.761*** -0.194*** -0.229*** -0.236*** -0.229*** -0.198***
(0.072) (0.047) (0.053) (0.050) (0.050) (0.047)
Other firm characteristics:
log revenues -0.013** -0.017*** -0.011** -0.007 -0.009* -0.017***
(0.006) (0.004) (0.005) (0.005) (0.005) (0.004)
log capital intensity 0.012*** 0.007** 0.002 0.008** 0.008** 0.007**
(0.003) (0.003) (0.002) (0.003) (0.003) (0.003)
log materials 0.002 0.003 -0.002 0.002 0.003 0.003
(0.003) (0.003) (0.003) (0.003) (0.003) (0.003)
investment rate -0.000 0.000 0.000 -0.000 -0.000 0.000
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
export dummy -0.006 0.002 0.002 0.001 -0.000 0.001
(0.011) (0.008) (0.009) (0.009) (0.009) (0.008)
import dummy 0.006 0.012 0.019* 0.018 0.014 0.014
(0.015) (0.012) (0.010) (0.013) (0.012) (0.012)
log exports 0.001 0.000 0.000 0.000 0.000 0.000
– (0 if none) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
log imports -0.001 -0.002 -0.002** -0.002* -0.002 -0.002*
– (0 if none) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
Firm effects, year effects YES YES YES YES YES YES
Weights Nou Nou Nou Nou Nou Nou
Observations 179,852 179,852 141,792 168,243 168,243 179,852
R-squared 0.791 0.608 0.575 0.608 0.609 0.607
Sources: EAE-Trade-Postes 1995-2007. Specifications follow equation (2.1) with average wages of
separated workers as the dependent variable. The log hourly wage is used in column A while
the residual log hourly wage obtained from equation (2.2) is used in the rest of the table. The
regressions are weighted by the number of separated workers (Nou). Firm-level clustered standard
errors are in parentheses; *** p<0.01, ** p<0.05, * p<0.1. An excerpt is available in table (2.4) in the
main text. 69




residual log hourly log hourly
log wage wage wage
log hiring rate (0 if unknown) 0.023*** 0.026*** 0.025***
– (at the hiring date) (0.003) (0.003) (0.003)
dummy for unknown hiring rate -0.030*** -0.023***
– (at the hiring date) (0.006) (0.006)





– square -0.325*** -0.208***
(0.012) (0.010)
– cubic 0.113*** 0.085***
(0.005) (0.004)
– quadratic -0.014*** -0.011***
(0.001) (0.001)









firm average residual wage 0.632*** 0.670*** 0.516***
(0.022) (0.022) (0.102)
other firm controls YES YES NO
Weights Nin NO NO
Firm effects YES YES YES
Year effects YES YES YES
Worker effects NO YES YES
Cohort effects NO YES YES
Observations 44,146 1,585,440 1,730,197
R-squared 0.722 0.845 0.844
Sources: EAE-Trade-Postes 1995-2007. In the first column, the firm average residual log hourly
wage defined in section 2.4.1 is regressed on the firm log hiring rate with firm and year effects.
In the last two columns, regressions are at the individual level with firm, worker, year and cohort
effects. Cohorts correspond to the first year of appearance in sample. Individual log hourly wages
are regressed on the log hiring rate at the time of hiring. The latter variable is set to zero if unknown.
For all columns, the firm characteristics used as controls are the same as in the specification of table
B10. Firm-level clustered standard errors are in parentheses; *** p<0.01, ** p<0.05, * p<0.1.
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Table B16: The causal effect of firm growth on the wage of new hires.
(B16.A) (B16.B) (B16.C) (B16.D) (B16.E) (B16.F)
Single establishments
OLS 2SLS OLS 2SLS OLS 2SLS
max(0,growth rate) 0.081*** 0.675*
(0.017) (0.384)
min(growth rate,0) -0.054*** -1.098
(0.013) (1.015)
log hiring rate 0.021*** 0.104** 0.012*** 0.100
(0.002) (0.047) (0.002) (0.114)
Workforce characteristics:
average experience (x10) 0.020** 0.031 0.035*** 0.109** 0.008 0.090
(0.009) (0.037) (0.010) (0.043) (0.007) (0.106)share of hours worked by
– part time workers 0.005 0.014 0.004 0.007 0.011 0.011
(0.012) (0.022) (0.012) (0.012) (0.015) (0.013)
– female workers 0.057* 0.053 0.049* 0.013 0.028 -0.003
(0.030) (0.047) (0.030) (0.040) (0.028) (0.054)
– senior staff 0.069 0.087 0.068 0.070 0.125 0.103
(0.069) (0.088) (0.069) (0.075) (0.080) (0.083)
– supervisors 0.148** 0.159* 0.152** 0.165** 0.127 0.118
(0.069) (0.093) (0.069) (0.076) (0.079) (0.078)
– clerical employees 0.198** 0.169 0.198** 0.186** 0.186** 0.167**
(0.079) (0.118) (0.079) (0.095) (0.082) (0.084)
– blue collar workers 0.175** 0.191** 0.173** 0.163** 0.127 0.074
(0.068) (0.091) (0.068) (0.074) (0.078) (0.100)
Other firm characteristics:
average incumbents’ wage 0.580*** 0.551*** 0.578*** 0.562*** 0.563*** 0.538***
(0.015) (0.026) (0.015) (0.018) (0.015) (0.035)
log revenues -0.008* 0.014 -0.009** -0.008* -0.008 -0.006
(0.005) (0.019) (0.004) (0.005) (0.006) (0.007)
log capital intensity -0.001 0.006 -0.001 0.006 -0.004 0.002
(0.003) (0.011) (0.003) (0.006) (0.004) (0.009)
log materials 0.009*** 0.002 0.009*** 0.003 0.007** 0.001
(0.003) (0.007) (0.003) (0.004) (0.004) (0.009)
investment rate -0.000 -0.000 -0.000 -0.000 -0.000 -0.000
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
import dummy 0.030** 0.001 0.034** 0.046*** 0.011 0.030
(0.014) (0.036) (0.016) (0.015) (0.010) (0.027)
lag import dummy -0.009 -0.018 -0.014 -0.052* -0.010 -0.047
(0.012) (0.052) (0.013) (0.027) (0.008) (0.049)
log imports -0.001 0.002 -0.001 0.001 0.000 0.002
– (0 if none) (0.002) (0.004) (0.002) (0.002) (0.001) (0.003)
lag log imports -0.001 -0.002 -0.002 -0.006** -0.001 -0.005
– (0 if none) (0.001) (0.005) (0.001) (0.003) (0.001) (0.005)
Observations 105,133 105,133 105,133 105,133 76,578 76,578
R-squared 0.647 0.476 0.649 0.591 0.607 0.545
Under-identification p-value 0,107 0,001 0,098
Maximum remaining bias <15% <10% >25%
Instrument validity J-test 0,222 0,261
Sources: EAE-Trade-Postes 1995-2007. Specifications follow equations (2.9)-(2.10). In columns B,
the job growth rates are instrumented as reported in (B17.B1) and (B17.B2). In columns D and
F, the log hiring rate is instrumented as reported in (B17.D) and (B17.F). The regressions include
firm and year effects and are weighted by the number of new workers (Nin). Firm-level clustered
standard errors are in parentheses; *** p<0.01, ** p<0.05, * p<0.1.
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Table B17: First stage regressions: the effect of foreign demand on firm growth.
(B17.B1) (B17.B2) (B17.D) (B17.F)
log single establishment
max(0,growth rate) min(growth rate,0) hiring rate log hiring rate
max(0,FDgr) 0.210*** -0.025 1.426*** 0.510*
(0.077) (0.036) (0.415) (0.272)
min(FDgr,0) 0.002 0.152* 0.193 0.271
(0.147) (0.086) (0.798) (0.712)
Workforce characteristics:
average experience (x10) -0.068*** -0.028*** -0.890*** -0.932***
(0.008) (0.005) (0.061) (0.065)share of hours worked by
– part time workers -0.027 -0.007 -0.029 -0.005
(0.017) (0.006) (0.061) (0.090)
– female workers 0.014 0.005 0.418** 0.352*
(0.045) (0.017) (0.174) (0.205)
– senior staff -0.005 0.012 0.012 0.256
(0.088) (0.031) (0.358) (0.294)
– supervisors 0.025 0.024 -0.144 0.098
(0.086) (0.032) (0.371) (0.281)
– clerical employees 0.051 -0.001 0.178 0.226
(0.118) (0.034) (0.461) (0.305)
– blue collar workers 0.018 0.024 0.130 0.601**
(0.084) (0.031) (0.363) (0.280)
Other firm characteristics:
average incumbents’ wage 0.028 -0.012 0.198** 0.287***
(0.020) (0.007) (0.077) (0.059)
log revenues -0.008 0.016*** -0.012 -0.023
(0.009) (0.003) (0.037) (0.036)
log capital intensity -0.023*** -0.006*** -0.080*** -0.060
(0.008) (0.002) (0.030) (0.037)
log materials 0.016* 0.002 0.070** 0.070***
(0.010) (0.002) (0.028) (0.020)
investment rate 0.000*** 0.000** 0.002** 0.001**
(0.000) (0.000) (0.001) (0.001)
import dummy -0.005 -0.031*** -0.141 -0.214***
(0.040) (0.007) (0.091) (0.055)
lag import dummy 0.088*** 0.042*** 0.462*** 0.421***
(0.020) (0.007) (0.066) (0.050)
log imports -0.008** -0.001** -0.031*** -0.022***
– (0 if none) (0.003) (0.001) (0.010) (0.007)
lag log imports 0.009*** 0.004*** 0.048*** 0.045***
– (0 if none) (0.002) (0.001) (0.006) (0.005)
Observations 105,133 105,133 105,133 76,578
R-squared 0.458 0.268 0.602 0.604
F-test of IV exclusion 0,0145 0,1982 0,0008 0,0957
Sources: EAE-Trade-Postes 1995-2007. Specifications follow equations (2.6)-(2.8).The p-value of
the joint exclusion of the instrument variables max(0,FDgr) and min(FDgr,0) is reported in the last
row. The regressions include firm and year effects and are weighted by the number of new workers




C.1 DATA APPENDIX: COMPLEMENTARY DATA
CHARACTERISTICS
Table C1: Indexes of exposure to finance: correlations across alternative measures.
Our indexes
Tangibility External finance dependence
alternative 1 alternative 2 alternative 3
Panel A. Braun (2003) indexes:
Tangibility 0.85
External finance dependence 0.62 0.79 0.65
Panel B. Our indexes:
Tangibility 1
External finance dependence 1 0.06 1
External finance dependence 2 -0.29 0.79 1
External finance dependence 3 -0.41 0.75 0.89 1
Source: Compustat. Panel A: Correlation of industry characteristics across 23 manufacturing in-
dustries with similar designations. Panel B: Correlations across all the 58 industries of the SIC87
classification excluding financial and legal services (8 industries).
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Figure C1: Stability of exposure indexes over time.


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table C3: Correlations between exposure indexes and industry characteristics in 1977
Wage to Wage rate GDP per Workers per
GDP ratio BEA worker establishment
Tangibility -3.490*** -0.034 0.400*** 0.749
(0.307) (0.036) (0.090) (2.062)
R-squared 0.126 0.176 0.121 0.111
External finance -4.268*** -0.061** 0.115 -20.813***
dependence (1) (0.496) (0.026) (0.070) (4.562)
R-squared 0.143 0.179 0.096 0.153
External finance -1.742*** 0.078*** 0.106** -23.943***
dependence (2) (0.405) (0.019) (0.046) (4.032)
R-squared 0.102 0.182 0.096 0.169
External finance -1.598*** 0.078*** 0.081* -24.017***
dependence (3) (0.397) (0.021) (0.044) (3.910)
R-squared 0.100 0.182 0.095 0.168
Observations 2,066 2,068 2,111 2,126
Source: Compustat, BEA and CBP. Each cell corresponds to one single regression with state fixed
effects and with 1977 state-industry GDP weights. The exposure indexes were normalized to have
mean zero and a standard deviation of one to facilitate comparisons. Delaware and South Dakota
as well as the financial and legal sectors were excluded. Robust standard errors in parentheses; ***
p<0.01, ** p<0.05, * p<0.1.
.
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Table C4: Deregulation of restrictions on geographical expansion by state.
Intrastate Full intrastate Interstate Multibank holding
branching branching banking companies
State through M&A permitted permitted permitted
AL 1981 1990 1987 <1970
AK <1970 <1970 1982 <1970
AZ <1970 <1970 1986 <1970
AR 1994 ** 1989 1985
CA <1970 <1970 1987 <1970
CO 1991 ** 1988 <1970
CT 1980 1988 1983 <1970
DE <1970 <1970 1988 <1970
DC <1970 <1970 1985 <1970
FL 1988 1988 1985 <1970
GA 1983 ** 1985 1976
HI 1986 1986 >1997 <1970
ID <1970 <1970 1985 <1970
IL 1988 1993 1986 1982
IN 1989 1991 1986 1985
IA 1997 ** 1991 1984
KS 1987 1990 1992 1985
KY 1990 ** 1984 1984
LA 1988 1988 1987 1985
ME 1975 1975 1978 <1970
MD <1970 <1970 1985 <1970
MA 1984 1984 1983 <1970
MI 1987 1988 1986 1971
MN 1993 ** 1986 <1970
MS 1986 1989 1988 1990
MO 1990 1990 1986 <1970
MT 1990 ** 1993 <1970
NE 1985 ** 1990 1983
NV <1970 <1970 1985 <1970
NH 1987 1987 1987 <1970
NJ 1977 ** 1986 <1970
NM 1991 1991 1989 <1970
NY 1976 1976 1982 1976
NC <1970 <1970 1985 <1970
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Intrastate Full intrastate Interstate Multibank holding
branching branching banking companies
State through M&A permitted permitted permitted
ND 1987 ** 1991 <1970
OH 1979 1989 1985 <1970
OK 1988 ** 1987 1983
OR 1985 1985 1986 <1970
PA 1982 1990 1986 1982
RI <1970 <1970 1984 <1970
SC <1970 <1970 1986 <1970
SD <1970 <1970 1988 <1970
TN 1985 1990 1985 <1970
TX 1988 1988 1987 1970
UT 1981 1981 1984 <1970
VT 1970 1970 1988 <1970
VA 1978 1987 1985 <1970
WA 1985 1985 1987 1981
WV 1987 1987 1988 1982
WI 1990 1990 1987 <1970
WY 1988 ** 1987 <1970
Sources: Amel (1993), [6] updates by Koshner and Strahan (1999) [82] and Johnston and Rice
(2007). [74]** States not yet deregulated in 1997 at the time of Koshner and Strahan (1999). The
first and the third columns correspond respectively to Dick and and Lehnert (2010)’s intrastate
branching and interstate banking deregulation dates whenever available.
.
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Table C5: Begining of period characteristics of the states that deregulated earlier
Interstate deregulation date Intrastate deregulation date
(C5.1) (C5.2) (C5.3) (C5.4)
Average tangibility 15.698** -5.066 21.630 16.519
(7.467) (10.033) (13.498) (20.859)
R-squared 0.086 0.083
Average external 9.187** 14.452
finance dependence (1) (4.267) (8.617)
R-squared 0.090 0.076
Average external 6.915 14.397
finance dependence (2) (5.230) (13.139)
R-squared 0.036 0.037
Average external 9.231 7.350 18.052 20.124
finance dependence (3) (6.591) (6.830) (14.495) (15.589)
R-squared 0.040 0.048
GDP share of -0.205** -0.244* -0.146 -0.015
the financial sector (0.098) (0.126) (0.188) (0.254)
R-squared 0.086 0.019
Average workers -0.484*** -0.477* -0.458* -0.679
per establishment (0.114) (0.269) (0.234) (0.646)
R-squared 0.278 0.110
Employment share -0.151*** -0.021 -0.458* -0.391
of the private sector (0.040) (0.084) (0.089) (0.232)
R-squared 0.230 0.172
Observations 49 49 33 33
R-squared 0.349 0.248
Sources: Compustat, BEA and CBP. We use 1977 values for independent variables. The state
average exposure indexes are computed using industry GDP weights. Columns 1 and 3 feature
bivariate regressions where dates of the reform are regressed on one independent variable at a
time. Only the states that deregulate between 1979 and 1994 are included. All regressions include
a constant. Standard errors in parentheses; *** p<0.01, ** p<0.05, * p<0.1.
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Figure C2: 1977 state characteristics and the timing of interstate banking reforms.
Sources: Compustat, BEA and CBP. The state average exposure indexes are computed using 1977




Figure C3: 1977 state characteristics and the timing of intrastate branching reforms.
Sources: Compustat, BEA and CBP. The state average exposure indexes are computed using 1977
industry GDP weights. The horizontal axis shows the year of reform.
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Table C6: The differential effects of interstate banking deregulation across industries.
C6.A C6B C6.C C6.D C6.E C6.F
State State- +Weights +Controls Industry- All
aggregate industry year effects effects
Panel A: External finance dependence (3)
Dinter 0.051** 0.068*** 0.055*** 0.016*** 0.022***
(0.021) (0.009) (0.009) (0.004) (0.005)
EFD3*Dinter 0.056*** 0.079*** 0.014*** 0.016** 0.015**
(0.006) (0.011) (0.002) (0.007) (0.007)
Observations 1,029 41,133 41,043 34,743 41,043 41,043
R-squared 0.847 0.380 0.484 0.890 0.913 0.919
Number of id 49 2,211 2,191 2,133
Panel B: Tangibility
Dinter 0.051** 0.053*** 0.056*** 0.016*** 0.021***
(0.021) (0.009) (0.009) (0.004) (0.005)
Tang*Dinter -0.016* -0.057*** -0.007*** -0.026*** -0.025***
(0.008) (0.011) (0.002) (0.006) (0.007)
Observations 1,029 41,133 41,043 34,743 41,043 41,043
R-squared 0.847 0.370 0.473 0.889 0.914 0.919
Number of id 49 2,211 2,191 2,133
DUMMIES
State yes no no no no no
Year yes yes yes yes no no
State*Industry no yes yes yes yes yes
State*Year no no no no no yes
Industry*Year no no no no yes yes
CONTROLS
lag variables no no no yes no no
state-level GDP no no no yes yes no
1977 GDP weights no no yes yes yes yes
Sources: Compustat and BEA. The dependent variable is the level of state log real GDP. Panel A
and B correspond to separate regressions. Dinter is a state level indicator of interstate banking
deregulation. EFD3*Dinter and Tang*Dinter are the interaction variables between the deregula-
tion indicator and the finance exposure indexes. Delaware and South Dakota are dropped. The
financial and legal services are dropped. Clustered standard errors at the state level in parentheses;
*** p<0.01, ** p<0.05, * p<0.1
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Table C7: The differential effect of banking deregulation on growth across industries
Separate regressions All reform types
by reform type in the same regression
C7.C C7.E C7.F C7.C C7.E ??.F
Fixed Industry- All Fixed Industry- All
effects year effects effects effects year effects effects
Dinter 1.192** 1.046** 1.395*** 1.065**
(0.536) (0.429) (0.420) (0.425)
Tang*Dinter 0.098 -0.394 -0.362 0.286 -0.367 -0.330
(0.163) (0.247) (0.257) (0.209) (0.229) (0.241)
R-squared 0.087 0.521 0.535
Observations 37,198 37,198 37,198
Dintra1 1.745*** 0.245 1.410*** 0.205
(0.315) (0.199) (0.304) (0.172)
Tang*Dintra1 -0.243 -0.556** -0.566** -0.385 -0.559** -0.568**
(0.187) (0.221) (0.221) (0.240) (0.226) (0.231)
R-squared 0.083 0.524 0.539
Observations 37,721 37,721 37,721
R-squared 0.083 0.529 0.544
Observations 39,116 35,880 35,880
DUMMIES
State*Industry yes yes yes yes yes yes
State*Year no no yes no no yes
Industry*Year no yes yes no yes yes
GDP growth no yes no no yes no
Sources: Compustat and BEA. The dependent variable is the growth of log real GDP. The estimates
are multiplied by 100. Dinter and Dintra1 are respectively state level indicators of deregulations
in interstate and intrastate banking. Tang*Dinter and Tang*Dintra1 are the interaction variables
between deregulation indicators and the asset tangibility index. Delaware and South Dakota are
dropped. The financial and legal services are dropped. All regressions are weighted using 1977
GDP weights. Clustered standard errors at the state level in parentheses; *** p<0.01, ** p<0.05, *
p<0.1
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Table C8: Growth effects of inter- and intra-state deregulation using both indexes
All reform types
in the same regression
C8.C C8.E C8.F
Fixed Industry- All
effects year effects effects
Dinter 1.400*** 1.062**
(0.423) (0.426)
EFD3*Dinter 0.648** 0.340 0.318
(0.275) (0.304) (0.336)




EFD3*Dintra1 -0.280 -0.200 -0.219
(0.325) (0.222) (0.225)
Tang*Dintra1 -0.570** -0.682*** -0.704***
(0.267) (0.230) (0.236)
R-squared 0.083 0.529 0.544
Observations 39,116 35,880 35,880
Number of id 2,189
DUMMIES
State*Industry yes yes yes
State*Year no no yes
Industry*Year no yes yes
GDP growth control no yes no
Sources: Compustat and BEA. The dependent variable is the the growth of log real GDP. The
estimates are multiplied by 100. Dinter and Dintra1 are respectively state level indicators of
deregulations in interstate and intrastate banking. EFD3*Dinter, EFD3*Dintra1, Tang*Dinter and
Tang*Dintra1 are the interaction variables between deregulation indicators and the finance ex-
posure indexes. Delaware and South Dakota are dropped. The financial and legal services are
dropped. All regressions are weighted using 1977 GDP weights. Clustered standard errors at the
state level in parentheses; *** p<0.01, ** p<0.05, * p<0.1
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Table C9: Decomposition of the deregulation effect on GDP using specification (E)
C9.1 C9.2 C9.3 C9.4 C9.5 C9.6 C9.7
RGDP Number Workers Number Wage per Wage to
Real GDP per of workers per estab. of estab. worker VA ratio
ctivity (CBP) (BEA)
Panel I. Specification (A) with weights
Dinter 0.042*** 0.001 0.041** 0.026*** 0.015 -0.023* -0.005
(0.014) (0.008) (0.017) (0.009) (0.012) (0.012) (0.005)
Observations 1,029 1,029 1,029 1,029 1,029 1,029 1,029
R-squared 0.895 0.675 0.805 0.706 0.906 0.982 0.303
Panel II. Specification (E), interaction with the external finance dependence index
Dinter 0.022*** 0.010** 0.011*** 0.002 0.012** 0.001 -0.007
(0.005) (0.004) (0.003) (0.005) (0.005) (0.002) (0.005)
EFD3*Dinter 0.016** 0.006 0.010*** 0.012*** -0.002 0.002 -0.008**
(0.007) (0.005) (0.003) (0.003) (0.003) (0.001) (0.004)
implied avg. effect 0.033 0.012 0.020 0.024 -0.004 0.004 -0.016
Observations 41,043 41,043 41,043 41,043 41,043 41,043 41,043
R-squared 0.913 0.994 0.994 0.990 0.999 0.993 0.956
Panel III. Specification (E), interaction with the tangibility index
Dinter 0.021*** 0.010** 0.010*** 0.001 0.012** 0.001 -0.006
(0.005) (0.004) (0.003) (0.005) (0.005) (0.002) (0.005)
Tang*Dinter -0.026*** -0.001 -0.024*** -0.018*** -0.006 -0.000 0.007**
(0.006) (0.003) (0.007) (0.006) (0.004) (0.001) (0.004)
implied avg. effect 0.054 0.002 0.050 0.038 0.013 0.000 -0.015
Observations 41,043 41,043 41,043 41,043 41,043 41,043 41,043
R-squared 0.914 0.994 0.994 0.990 0.999 0.993 0.956
Sources: Compustat, BEA and CBP. Specification (A) includes weights, year and state dummies
while specification (E) has weights, state-wide control, industry-year and industry-state dum-
mies as detailed in table 3.2. Dinter is a state level indicator of interstate banking deregulation.
EFD3*Dinter and Tang*Dinter are the interaction variables with the indicator. The implied aver-
age effects are coefficient estimates multiplied by the exposure index national average. Delaware
and South Dakota are dropped. The financial and legal services are dropped. Clustered standard
errors at the state level in parentheses; *** p<0.01, ** p<0.05, * p<0.1
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Table C10: Decomposition of the differential effects of inter- and intra-state deregulation
C10.1 C10.2 C10.3 C10.4 C10.5 C10.6 C10.7
RGDP Number Workers Number Wage per Wage to
Real GDP per of workers per estab. of estab. worker VA ratio
worker (CBP) (BEA)
Panel I. Specification (E): weights, state-wide control, industry-year and industry-state dummies
Dinter 0.018*** 0.009** 0.008** 0.002 0.010** -0.000 -0.006
(0.004) (0.004) (0.003) (0.005) (0.004) (0.002) (0.004)
EFD3*Dinter 0.017*** 0.007 0.010*** 0.012*** -0.002 0.002 -0.008**
(0.006) (0.005) (0.003) (0.003) (0.003) (0.001) (0.004)
Dintra1 0.025** 0.003 0.017* 0.002 0.015** 0.008* -0.004
(0.011) (0.007) (0.009) (0.007) (0.007) (0.004) (0.005)
EFD3*Dintra1 -0.008 -0.005 -0.002 -0.000 -0.002 -0.000 0.002
(0.009) (0.008) (0.005) (0.005) (0.004) (0.003) (0.005)
Observations 41,043 41,043 41,043 41,043 41,043 41,043 41,043
R-squared 0.914 0.994 0.994 0.990 0.999 0.968 0.956
Panel II. Specification (F): weights, state-year, industry-year and industry-state dummies
EFD3*Dinter 0.016** 0.006 0.010*** 0.012*** -0.002 0.002* -0.008**
(0.007) (0.006) (0.004) (0.004) (0.003) (0.001) (0.004)
EFD3*Dintra1 -0.012 -0.007 -0.005 -0.001 -0.004 -0.001 0.003
(0.009) (0.008) (0.005) (0.005) (0.005) (0.003) (0.005)
Observations 41,043 41,043 41,043 41,043 41,043 41,043 41,043
R-squared 0.919 0.995 0.995 0.991 0.999 0.993 0.958
Sources: Compustat, BEA and CBP. Details about specifications (E) and (F) can be found in table
3.2. Dinter and Dintra1 are respectively state level indicators of deregulations in interstate and
intrastate banking. EFD3*Dinter and EFD3*Dintra1 are the interaction variables between dereg-
ulation indicators and the external finance dependence index. Delaware and South Dakota are
dropped. The financial and legal services are dropped. Clustered standard errors at the state level
in parentheses; *** p<0.01, ** p<0.05, * p<0.1
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Table C11: Decomposition of the deregulation effect on growth using specification (E)
C11.1 C11.2 C11.3 C11.4 C11.5 C11.6 C11.7
RGDP Number Workers Number Wage per Wage to
Real GDP per of workers per estab. of estab. worker VA ratio
worker (CBP) (BEA)
Panel I. Specification (E), interaction with the external finance dependence index
Dinter 1.108** 0.757*** 0.328 0.018 0.202 0.090 0.202
(0.417) (0.267) (0.260) (0.193) (0.147) (0.087) (0.156)
EFD3*Dinter 0.568*** 0.101 0.460* 0.095 0.359*** -0.343*** -0.064
(0.189) (0.347) (0.250) (0.309) (0.112) (0.068) (0.182)
implied avg. effect 1.157 0.206 0.937 0.193 0.731 -0.699 -0.130
Observations 35,848 35,848 35,848 35,848 35,848 35,848 35,848
R-squared 0.567 0.369 0.344 0.354 0.713 0.459 0.443
Panel II. Specification (E), interaction with the tangibility index
Dinter 1.109*** 0.759*** 0.329 0.004 0.215 0.080 0.204
(0.411) (0.263) (0.258) (0.191) (0.154) (0.085) (0.157)
Tang*Dinter -0.535** -0.065 -0.433 -0.325 -0.108 0.159 0.094
(0.238) (0.348) (0.320) (0.404) (0.161) (0.102) (0.153)
implied avg. effect 1.119 0.136 0.906 0.680 0.226 -0.333 -0.197
Observations 35,848 35,848 35,848 35,848 35,848 35,848 35,848
R-squared 0.567 0.369 0.344 0.354 0.712 0.459 0.443
Sources: Compustat, BEA and CBP. All coefficient estimates are multiplied by 100. Panel I and
II correspond to separate regressions. Specification (E) has weights, state-wide control, industry-
year and industry-state dummies as detailed in table 3.2. Dinter is a state level indicator of inter-
state banking deregulation. EFD3*Dinter and Tang*Dinter are the interaction variables with the
indicator. The implied average effects are coefficient estimates multiplied by the exposure index
national average. Delaware and South Dakota are dropped. The financial and legal services are





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table C19: The direct effect of inter- and intra-state deregulation on GPD per worker
Specification (E) Specification (F)
C19.1 C19.2 C19.3 C19.4 C19.5 C19.6
OLS OLS 2SLS OLS OLS 2SLS
Panel I.
Dinter 0.009** 0.029*** 0.020***
(0.004) (0.006) (0.004)
EFD3*Dinter 0.008 0.012** 0.010* 0.007 0.011* 0.009
(0.006) (0.006) (0.005) (0.006) (0.006) (0.006)
Dintra1 0.003 0.006 0.004
(0.007) (0.011) (0.009)
EFD3*Dintra1 -0.006 -0.007 -0.007 -0.007 -0.010 -0.009
(0.008) (0.008) (0.008) (0.008) (0.008) (0.008)
Log number of workers -0.376*** -0.203*** -0.489*** -0.295***
(0.044) (0.038) (0.045) (0.047)
Underidentification p-value .000 .000
Maximum remaining bias % %
Observations 38,371 38,371 38,371 38,371 38,371 38,371
R-squared 0.995 0.995 0.995 0.995 0.996 0.996
Panel II.
Dinter 0.010** 0.028*** 0.020***
(0.004) (0.006) (0.005)
Tang*Dinter -0.003 -0.012*** -0.008** -0.003 -0.014*** -0.010***
(0.003) (0.004) (0.003) (0.003) (0.004) (0.004)
Dintra1 0.003 0.006 0.005
(0.007) (0.011) (0.008)
Tang*Dintra1 0.010** 0.007 0.009* 0.010** 0.008 0.009*
(0.005) (0.005) (0.005) (0.005) (0.006) (0.005)
Log number of workers -0.376*** -0.202*** -0.489*** -0.295***
(0.044) (0.038) (0.045) (0.047)
Underidentification p-value .000 .000
Maximum remaining bias % %
Observations 38,371 38,371 38,371 38,371 38,371 38,371
R-squared 0.995 0.995 0.995 0.995 0.996 0.996
Sources: Compustat, BEA and CBP. Details about specifications (E) and (F) can be found in table
3.2. Panel I and II corresond to separate regressions. Dinter and Dintra1 are state level indica-
tors of inter- and intra-state banking deregulation. EFD3*Dinter, EFD3*Dintra1, Tang*Dintra1 and
Tang*Dinter are the interaction variables between the deregulation indicators and the external fi-
nance dependence index and the tangibility index respectively. Delaware and South Dakota are
dropped. The financial and legal services are dropped. Clustered standard errors at the state level
in parentheses; *** p<0.01, ** p<0.05, * p<0.1
96
