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Preface to this document 
This is intended as one of a series of documents setting out the theory 
and practice of the analysis and interpretation of wave data. The series 
will be aimed at engineers or physical oceanogra^bers who are concerned 
with the use of the data rather than with the niceties of statistical theory. 
Thus, this report, and probably most of the others, will have a section 
setting out the principles involved as simply as possible together with the 
equations which need to be used and how to apply them, and a section giving 
the derivation of the formula so that the user can, if he wishes, look at 
the assumptions involved or extend the theory to different cases. Even in 
this second section some mathematical niceties will be avoided for the s^ke 
of clarity. It will be assumed that the reader has a level of mathematical 
knowledge corresponding to that of a graduate engineer or physicist, together 
with a general understanding of elementary statistics; that is, that the 
definition and significance of such terms as mean, variance and standard 
deviation are understood. 
Tliis document, Part 2 of a wider series, has been prepared first because it 
was required to clarify some questions during the setting up of a routine 
for spectral analysis of digital wave records at 106 Taunton. Part 1 is 
intended to be concerned with the simpler non—spectral methods of analysis, 
and Part 3 with estimation of extreme values. Part 4 will probably be 
concerned with directional data. 
Comments and corrections are welcome. 
The main symbols and conventions used 
A bar as in represents an average over a specific finite sample of 
the variation of 3^  with time. 
The symbol represents an ensemble average of the quantity within 
the triangular brackets; that is, the average of a large number of samples 
from a statistically stationary process. 
ac , , are the coordinates of a point in the sea-surface, with 
increasing upwards along- the vertical axis, 
implies that we are considering the variation of jp with time at a 
fixed and ^ . 
is the length of a conceptual long record of the process, eventually 
being taken to cO 
^ i s the harmonic number of a Fburier component of this record. 
is the length of the finite sample of the process which is available 
for analysis. 
"TL is the harmonic number of a component of this sample record. 
TTL is the difference frequency (in terms of harmonic number of the sample 
record) between a component of the conceptual long record and the 
harmonic TL of the sample record being considered. 
and are the amplitudes of the cosine and sine components of the 
nth Fourier harmonic of a finite record of length "T" 
is the complex amplitude of this harmonic 
There appears to be no accepted convention for spectral ckmsities. In this 
report the following will be used. 
is an estimate of the spectral density computed from a finite record 
of " It is defined by the following; 
that part of the variance of carried by frequency components 
in the r a n g e - Zi/Zz ) <r ^  ) is 
Zrf^^fis the ensemble average of ^ , as ^ ^ . That is, it is 
the spectral density function of the underlying process of 
have a sample. It is in terms of the variance of the sea^^urface 
elevation, but this is proportional to energy per uzuLt of the 
sea^surface. The #2* can also be thought of as EdiEunding for the 
"Expectation" of ^ 
PART 2A 
General principles and 
the application of the formulae 
2.1 Basic conceptB 
2.1.1 The finite Fourier Transform 
The concept of the representation of a finite record of a time variable a 
series of harmonic components is fundamental not only to the way we analyse wave 
records nowadays, but also to most of the theory in this paper. This section is 
therefore devoted to giving the fundamental formulae, explaining their significance, 
and saying a little about the typical mathematical processes used. 
Consider a time variable over a finite time interval IT" ; then the 
Fourier theorem says that it may be represented exactly by 
I 
where f %" 
f r/i 
T/z 
' J - m / z 
2 . 1 / 1 
2 . 1 / 2 
l^and are integers 
O^p is the mean value of db^ing the interval "T" 
For convenience we shall often put ?r etc. 
The validity of the theorem will be demonstrated below for the complex notation 
version of the equations. 
The standard method of analysis of sea waves into spectra is started by a 
computer calculating all and using equations 2.I /2 . 
If the variable is sampled at regular intervals jCl C" , then the sum in 
2.1/1 is taken to 7L = ZX (T . The values of and are in 
general different to those obtained when the continuous variable is transformed, 
but the difference is insignificant if any components in ^^0^) with frequencies 
above / y/^j&drhave negligible amplitudes (this is a standard theorem in 
telecommunications theory). 
In the present context there are two important facts to note about the Fourier 
Transform. 
1. It is a purely mathematical device. Any asBumptions about the nature of the 
time series arise in the wa^ we interpret the physical significance of the 
amplitudes of the"components. 
2. Another way of putting this is that the Fourier Series is an exact 
representation of ^  (6) in the interval -"T/z < T%Z, and. the coefficients 
contain all the information contained in this record, since it can 
be reconstructed exactly from a knowledge of them. However, the relationship of 
these coefficients to the statistical parameters of the process which we 
have a sample is complex, and forms the subject of this paper. 
For mathematical analytic work it is often convenient to represent the Fourier 
Transform in complex notation. 
0^ ^ Z TT 'TU t / T 
TsLt) - t ^ , 
r/i 
T/i 
where 
This statement is precisely equivalent to equations 2.l/l and 2.l/2. For example, 
remembering that 
^ CO tr "t ^ /^Aj'yx^ (jJ t 
Then 
Thus, adding the positive and negative components in 2.l/3 we get 
(T . /C 6" 
^ f ^ 
In the context of the present paper the negative frequencies are a mathematical 
device and have no physical meaning; when we wish to interpret the results we 
always convert to real quantities and positive frequencies. 
Note that there appears to be no accepted convention for the symbolism in this 
complex notation; in some hooks the factors of ^  and 2 in 2.1/^ and 2.1/4 
respectively are omitted, but the author feels that the symbolism used here is the 
best in the present context. 
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Note also that the amplitude of the 7^- complex component is the 
amplitude of the TL - real component is ( f ^ z j | 
The phases of the components only take on significance when the non^linear 
properties of waves are important. In the present paper the a^ isumption will be 
made that the waves in the sea are a linear process (this will be discussed in more 
detail in the next section), and if this is the case the phases are random and tell 
us nothing about the wave system. 
To finish this section it is worth demonstrating the validity of the complex notation 
version of the Fourier Transform, because it illustrates in a simple case a type of 
mathematical process which will be used many times in this paper. 
Putting the expression for from equation 2.l/3 into equation 2.I/4, we should 
obtain an identity; . . ^ 
T/a r- 00 t zvTuC/r 1 _ 
T 
oa
There is no convergence problem so that the order of integration and summation may 
be interchanged and the exponential terms multiplied 
A 
_L 
T z Tl ; — CO 
T / 2 
t ;L TT 
-T/z 
For the general term in the sum 
/ a.Tr 
r/% 
v % 
- CTT fa-afT 
Remembering that 'MU and (Zr are integers, this 
a 
"n. 
- 2. fx (TV" ^ J 
2 7r(?L-«F) 
Thus the only finite term in the sum is when 
/ • r / ' 
~ = A 
, givii 
2.1.2 The representation of a wave system "kry a frequency spectrum 
We shall here consider the output of a single wave height sensor to be a function 
of time : that is, no account will he taken at this stage of the 
directional properties of the waves. Two basic assumptions are made. 
1. That the statistical properties of the wave system do not vaiy during the 
time I for which we sample on any occasion; that is, for the duration 
of the record, it is a "statistically stationary system". 
2. That the sea behaves as a linear system, so that it may "be considered as a 
superposition of sinusoidal waves all travelling independently. This is not 
strictly true, and for certain purposes the non-linearity of waves is important. 
However, for a wide range of practical purposes the assumption is valid to an 
adequate degree of accuracy. The main practical circumstance in which the non-
linearity has to be taken into account is when one is considering the detailed 
properties of an extreme wave or of a breaking wave. 
The statistical parameters of the wave system at any one time and place describe 
the sear-state at that time. The statistics of the sea—state parameters themselves 
over a long period of time describe the wave climate at that place. In this paper, 
we shall be concerned with determining the sea-state parameters Iqy spectral analysis. 
The complete derivations of formulae will be given in this section since they are 
necessary to understand the principles involved. In later sections, the 
derivations will be omitted and can be found in Part B. 
If is the elevation of a point on the sea surface, then the average energy 
of a wave system is unit area. The variance of the surface 
elevation is often loosely referred to as the energy, particularly in the 
contesrk of the "energy spectrum" by which is meant the variance/frequency spectrum 
which is the subject of this section. Here we shall work entirely in terms of the 
variance of the surface elevation, or 
In this section we are concerned with the properties of the wave ^rstem itself, 
not with what can be deduced from a finite record of it. It is, however, 
convenient to start with a conceptual long, but finite, record of the process with 
a duration '0^  . At a convenient point will be taken to infinity. This 
device will be used frequently in this paper. 
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Note that when in later sections we come to consider a real finite record of 
duration "T , it will sometimes be considered as a section of this longer 
conceptual record. 
Thus we may consider ^ in the interval — to be 
represented by its Fourier series 
The variance of the sea surface (or, loosely speaking, its energy) is given by 
the average value of 
[00 \ 1 ^  
OLQ -T lEL 6^/ f ) f 
yC=f J 
Expanding the square of the series in the right hand side; 
1 op 
f 2>L ( f XI*; ^ 
X"' / 
00 00 
/ a I f f f 
Consider the following term of the product; 
The average over the record of this is given by 
f & , 
cxo JLTf (/t <%*> 
-T/z 
]Re%nenfbe]rir%r tiled: aiid au?e intejgears, it cem cpiicdcl^ r l]e shfrwn thuat thoLs == () 
eu&ceqyt vdieii y{,. = (&- , vdieni tlbe SAreivige eqiuils 
Similarly, the term .dkCfi CJy^ ("/L&w ^ averages to , the 
products of sines and cosines give zero average, as do the products of *3%p and 
sinusoidal terms. Thus 
oo 
i " W *^}} 2.1/6 
(^/C ^ ^ is the mean-square ordinate, or variance, of the ^ - component, 
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Thus, one can see that the variance of the sea surface is composed, of the sum of 
the variances of its sinusoidal components. 
Now the Energy Density Fmiction is d.efined. as follows. That part of the 
variance of the signal carried, by components in the range of frequencies^^— 
to + r i s 6^ 
Thus, if the original signal is passed through a filter of bandwidth 
the variance of the output is by definition Z F » so that 
t" ( f ) = 2 l 
where the summation is taken over values of ^ for which th.e corresponding 
frequency lies in the r a n g e ^ j . This is strictly 
true when Q so that the interval contains a large number of components. 
Thus, assuming that is constant in the interval 6^^ , so that all the 
values of within it come from the same statistical population, and 
remembering that the frequency separation of the harmonics is f/"y 
that 
K - t = ^ 0 > ) • ' 7 ^ 2.1/7 
A plot of the Energy Density Function 5" against frequency is called a 
variance/frequency spectrum. Since is usually given in terms of the elevation 
of the sea-level, the units of in the SI system will be 
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2.2 Estimating the spectrum from a wave record of finite length; introduction 
In practice we are only able to record the waves for a finite time, the limit 
being set either by limited recording capacity or by changing sea conditions* the 
effects of these will be discussed later. Here we shall assume that we have a 
record of the waveheight 1^(6) in the time interval - ^ 
The most straightforward way of analysing this is to start by subjecting it to a 
Fourier Transform (equation 2.l/l). 
OQ 
Tf(f) = a * l E I 
TL = , 
i^bereinu is an integer 
or in complex notation (equation 2.l/3) 
I a . " 
9L»- OO 
where . 
t 
Each component has an exact number of waves in time T , and they are in fact 
"Harmonics" of the fundamental frequency f / T . 
The Fourier coefficients (3,.^  andi^^ now have to be interpreted. If we put 
2.2/1 
where is the frequency interval between harmonics, then one would 
expect to be an estimate of the energy density : this has been shown 
in effect in section 2.1.2 (equation 2.1/?) which demonstrates that the expected 
value of<0^m^ defined as its mean value if we were able to determine many values of 
it from independent records of ; is . However a single estimate is 
subject to enormous sampling errors; in section 2.4*1 it will be shown that the 
root—mean—square random sampling error equals the mean value. Thus, to get a 
meaningful estimate of we must average over a number of estimates 
A common practice is to average 10 values from adjacent harmonics, but this still 
leaves a standard sampling error of fyC/fO , or approximately 30^ L This problem 
will be considered in more detail in section 2.5. 
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Figure 2. 
Top; 
Middle; 
Bottom: 
,2/1 
A 3008 length of a wave record of total duration 1024 s 
The spectral estimates derived from squaring the amplitudes 
of the individual fourier harmonics of the ]^3Cord 
The spectral estimates obtained by averaging over 10 harmonics 
at a time 
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An example of a section of wave record, its individual Fourier harmonics, 
and the estimate of the energy spectrum derived by smoothing these, is given in 
figure 2.2/1. 
Apart from the random sampling error just discussed, the estimates also 
contain contributions from a wide range of frequencies in th^ original process. 
This problem will now be examined. 
2.3 The frequency resolution of a Fourier Analysis 
2.3.1 Basic formulae 
It has been shown that when analysing for the n,- Fourier component of a finite 
record, there is no contribution from any other component of that record. 
However, when one considers the finite record of length "T" only part of a 
process extending over a, much longer time 'If , then we shall show that the 
energy of the component of the sample record contains contributions from 
all frequencies in the long record except those precisely coincident with the 
15 
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Figure 2.3/1 (a) 
Tne energy response functions of 
various window functions 
ecruation 2.3/1 
Partial cosine taoering; 
^ =5: equation 2*3/11 
Full cosine taperins 
No caDering; 
equation 2.3/lO 
I \ 
: I 
: I 
F R E Q U E N C Y DEVIATION FRON\ B A N D C E N T R E IN HAFLN\ONICS 
' 1 6 
I o 
Figure 2.3/1 (b) 
The loci oz the maxima of the energy 
response function in 2.3/l (a) taken 
to larger frequency deviations 
No taperin 
Partial cosine taoering. 
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TTl, = F R E Q U E N C Y DEVIA.TION F R O M B A N D C E N T R E , IN HAR/AONICS. 
17 
frequencies of the harmonics of the sample record. These contrihutiom i^ &nlbe 
described in terms of the filter function of the estimate, las will be seen, a#d 
the skirts of this filter function are by no means negligible. in this 
section we shall show how these skirts can be reduced, but first the theory of 
the simple Fourier analysis will be looked at. 
The detailed theory is given in section 2.6.1 where it is shcwm tl%^ for the nth 
Fourier coefficient, if TL is large* and dr^y^wjis the e]%ergy density at a 
frequency r + where ynu is continuous, then 
J f <x> • 
TM. r-TL 
The analysis of the nth harmonic is thus like putting the original signal through 
a filter with an amplitude response function of "TT wu 
TT w 
The energy response function j—: 1 is plotted in figure S.yi, 
For some purposes it is useful to know the expected contribution to the variance 
of the nth harmonic from the harmonic interval lying about the ^ 
harmonic. Calling this contribution /r 
f W ) - i r 
If we assume ^ to be effectively constant over this interval and -
f c . ) = ( / . ) ] " ? ( - % ? ? - ) d/tYK^ 
t i f n ) n 2.3/2 
, If f '/z. / 
where 6 ( 7 % - 1 [ — — — I 
V ' 
This equation can be converted to a form which is tabulated in standard books, 
but nowadays it is almost as easy to integrate it numerically on a computer, 
which is what has been done in this case. The weights are given in Table 2.3/1. 
Note that, on the assumption used here that is large, ^ 
*The criterion for TL to be adequately large is that / f 
, « 
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2.3.2 Correction of estimates by a maximum likelihood method 
More generally, in the discussion on equation 2.2/l in section 2.2, it was 
shown that defined in that equation is an estimate of the true energy 
density • We can now see that 
CO 
M 
or 
= 
I 
un 
n - -r^. 
_ I oo 
2.3/3 
p ---A. n - #•' 
If we replace by the actual measured ^ , and by the 
estimates , we get a formula to correct 6r(TL) for its side lobes. 
However, in principle we can do better by replacing 6 in the formula by 
its corrected estimate Then 
- -> CO 
1 
' ^ / ? - - " > > - h ~ - n 
The series of equations for are now a series of simultaneous equations 
giving a matrix which can be inverted by computer to give the values of 
These are now the most likely estimate of from the actual data. 
2.3/4 
However, in practice, it will be seen in the next section that a sensible 
choice of analysis procedures gives values of which are negligible 
except for OuTp and . In addition, sampling errors are such that the 
total corrections in most cases are of the same order as, or less than, the 
rms sampling error. Thus, at the most, one might use the simplified correct 
(remembering that ttri = )' 
f - i w ; ; 
iJJ"^ ^ ! ) -t- ^ (•»V •» ' ) 2.3/ n 
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Table 2.3/l 
OD 
M 
0 
.7737 .1131 
1 .0786 
.0345 
2 .0140 .0205 
3 .0060 .01461 
4 .00326 .01135 
5 .00207 .00928 
6 .00143 .00785 
7 .00105 .00680 
8 .00080 .00600 
9 .00063 .00537 
10 
.00051 .0048 
( / / t1 
The ezpected contribution to the value of the (amplitude) of a Fourier harmonic 
from the harmonic interval centred M harmonics away from it is 
This table is for a sample record with no windowing. 
The asymptotic formula for is 
" 2. 
This is correct within for M 10 
20 
2.3.3 The effect of averaging over adjacent harmonics 
In order to reduce the random sampling error, it is commKm practice to average 
over a number ^ of adjacent harmonics (Figure 2.3/2). shall assume below 
that the spectral density function of the wave system may be considered 
to be constant over such an interval. 
Figure 2.3/2 
Position of original estimates Harmonic number = "TL 
Frequency = 7t / t 
^ I I \ I 
o — 
I I I I t & I I. I I 
o "cr 
t I Ij I t I I I I w 
~cr 
Position of estimates after smoothing Z. at a time 
frequency = { N -t M A ) J T 
N 
Centre of band 
of estimate 
t 1 
Harmonic Mb. of centre 
of side band 
The estimate o f then becomes 
- r 
/ 4 
where the sum is taken over iL adjacent harmonics centred on theFth harmonic. 
If jL is even, /Y will be an integer The estimates will be separated by 
intervals of /_ harmonics and we wish to know the weighting function 
such that the expected contribution to the Nth estimate from the energy 
in the (/V t Minterval is 
We use the same assumptions and approximations as before. The equations are less 
cumbersome if we work with exceedances; that is, the total energy contained in 
all side—bands including the one of interest and beyond. 
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Figure 2.3/3 
Nth harmonic 
V 
(N+ML)th harmonic 
I V I 
• ! I 1 I i I I I I t ) m ' 
, L harmonics 
I 
' Band of the 
* estimate 
-
Band of Mth , 
side—lobe f 
Using Figure 2.3/3 consider first the lefthand harmonic in the estimate band. 
Remembering that it is only one of jL harmonics contributing to the estimate, 
its side-lobes will contribute to the M - side—lobe and beyond by a proportion 
oO 
L 
9-
r 
Similarly the next will contribute by a proportion 
o o 
J_ 
L r 
}= Mi-/ 
So the total proportional contribution will be 
M / -
w 
OO 
o O 
4 L 
V 2.3/6 
This can be computed from a table such as 2.3/l if it is extended to higher 
values of TfL . Note that is a special case. Values of V\/g can be 
obtained by differencing. 
As an example, values of have been computed for L = 1 0 and are given 
in table 2.3/2. 
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Table 2.3/2 
Values of the weighting function for estimates of spectral density 
obtained by averaging over 10 Fourier harmonics (no windowing^ 
M 
OO 
Q ~ n f 1 
0 .9542 .02290 
1 .0193 . 0035 
2 .00144 .00216 
3 .00062 .00154 
4 .00034 .00120 
The contribution to the estimate centred on the Nth harmonic from the 
spectral density C n ) centred on the (N f / On ^  - harmonic is 
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2.3.4 Reduction of the skirts of the filter function tywiruiowing 
It has been shown that the variance of a given Fourier harmonic of a finite 
record receives contributions from a wide range of frequencies present in the 
wave pattern. It has also been shown that these skirts can "be reduced to acceptable 
proportions for most engineering purposes by transforming a tzune series which 
is long enough to allow averaging over adjacent harmonics at, say, 10 at a time. 
However, there are some applications where such averaging is impracticable 
because of limitations in computing power or cost, and others where the size of 
the skirts is still unacceptable. An example of the latter is where one is 
examining the activity at medium frequencies (3 i 10-4 to 3 z 10"^ Hz). The 
spectral density in parts of this band can be in the region of 10"^ of that in 
the main wave spectrum. Thus, more powerful methods for reduction of the skirts 
are required. 
One way of looking at the Fourier analysis of a finite record, is to join many 
copies of it end to end to produce a repetitive waveform of fundamental frequency 
^ . The haimonics of this fundamental frequency are then continuous sinusoidal 
waves. However, any sinusoidal component of the original signal with a frequency 
which is not one of these harmonics has a discontinuity at the join, and this 
discontinuity clearly contains a wide range of other frequencies. Thus, in order 
to restrict the range of these spurious frequencies one must smooth the ends of 
the record in some way. This is done by multiplying the record by a "Window 
Function" which tapers the ends of the record to zero. That is, we produce a new 
record ^ (•£•) = ^ {P) F (t) where F it J is the window function. 
It is shown in section 2.6.3 that the expectation of the varicince of the nth 
harmonic after windowing* is 
OO 
0 
o£> 
A 2.3/7 
where j 2.3/8 I 
To confirm that this gives the correct answer in the simple case already calculated 
in the previous section, put /" 
= 0 elsewhere 
*It has been assumed that is negligible for / that the window 
function is symmetrical about (7 = 0 
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Then 
4 - /ZX/ru 3.1t I /X 
2_Tr 
,i&*u fr /'T' 
f r 
Inserting this in 2.^/7 igiT^ ss 
z 
0 
al with E 
harmonic number. 
which is identic equation 2.3/l if is converted into the equivalent 
The wider significance of equations 2.3/? &&& 2.3/8 is that the shape of the 
filter function of the analysis is the shape of the spectrum of the window 
function. Thus, in order to reduce the size of the skirt^a window function 
must be chosen with a spectrum which falls off quickly higher frequencies. A 
function commonly used is; 
f (6) = JL. f uL. 2 IT 6'/r ^ ^ ^ JL 
= elsewhere 
The Fourier transform of this is 
2.3/9 
, / \ - < , 
I ( t 
0 
which after some manipulation, gives 
/IX/n, 7r ^  7" 
^ ?r ^ r / - 2.3/10 
The shapes o f ! — — I for this and the square window are given in figure 2.3/l 
It will be seen that the windowed function falls off very quickly at high 
frequencies. The corresponding weighting functions are given in Table 2.3/3. 
It will be shown in section 2.4 that this window function has the major 
disadvantage that it increases the random sampling error by a factor close toi/z 
This is because it in effect throws away roughly half the data. Thus, people 
have searched for window functions which reduce the skirts of the filter function 
while retaining more of the data. 
A commonly used class of functions is the partial cosine tapers, defined as 
follows. 2 
Table 2.3/3 
Weighting factors for a full cosine taper 
The spectral analysis is performed on Zib) r |,(e) i-rf/rj 
(a) With no averaging over adjacent harmonics 
(h) Adjacent harmonics averaged 10 at a time 
M 1 % 
0 .9595 
1 .02025 
2 10-6 
CO 
Z 
^ : f1+ 1 f 1 
0 .60061 
.19968 1 
1 
.19697 .00271 
2 .00262 .00009 I 
3 .00008 .00001 
4 .00001 
-
0 
1 
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Figure 2.3/4 
/ \ 
V z <r - o 
- / 
f (>r3 (iX (-
0 <C 7 
;dLr 7; <:<r <: 7}/% 
/ 3 
/ 9 
Jlin- y //v^ 
i r 
= 0 
where ^ is aa integer 
for even 
for y odd 
It is shown in section 2.6.5 that the Fourier Transform of this function is 
(for y ^ 0 ) 
.3/11 2.3/ 
This function is plotted in figure 2.3^ for y = 5 and the weighting functions 
are given in Table 2.3/4. will be seen that when the estimates are derived 
from smoothing harmonics 10 at a time, this is very effective at reducing the 
skirts of the filter function, while losing comparatively little data. 
A final caveat should perhaps be added. All the theory in this section strictly 
speaking applies to analogue processing. For the typical circumstances of digital 
analysis of wave records for engineering purposes the results caa be applied in a 
straightforward manner. However in unusual circumstances, such as if one were 
trying to look at the very low activity round about 1 minute period in the 
presence of sizeable ordinary waves, it would be necessary to look closely;^ a 
number of other factors before the results could be applied in a straightforward 
manner. Such factors are the noise due to the finite digitising amplitude 
intervals, aliassing due to the finite digitising time interval, and possibly the 
departure of the windowing formulae from the analogue values when applied to a 
finite number of samples. 
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Table 2.3/4 
Weighting factors for a partial cosine taper 
The figures below correspond to the case where the tapering is carried out over 
the first and last 10^'s of the record, the middle 80^ being at full amplitude, 
(that is, = 5 ). 
(a) No smoothing over adjacent harmonics 
oO 
M % 
qr = fl-ti ^ 
' 
0 
.74833 .12583 
1 .09609 .02974 
2 .01681 .01293 
3 .00654 .00639 
4 .00313 .00326 
5 .00160 .00166 
6 .00082 .00084 
7 .00042 .00042 
8 .00021 .00021 
9 .00011 .00010 
1 0 .00006 .00004 
(b) Smoothing over adjacent harmonics 10 at a time 
M % 
0 
. 9 6 3 7 2 4 
1 . 0 1 8 1 3 3 
2 5 z 1 0 - ^ 
3 < 1 0 - ^ 
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Figure 2.4/1 
The probability distributions of the amplitude j of a 
Fourier harmonic ; the Rayleigh distribution) and 
of the estimate of spectral density derived fr^^ it 
: the negative exponentia tiAl distrib Lon 
' • A 
the curious fact that the nost likely value of is 
always zero. This is well illustrated by the middle 
diagram of figure 2.2/l. 
IOt( 
= ensemble average of / 
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2 . 4 Random Sampling Errors 
2.4*1 The random sampling error when averaging over iincorrelated harmonics 
It has "been mentioned once or twice in passing that the estimates of the 
spectral density 6 " h a v e a large sampling error. In this section this statement 
will be quantified. 
It has already been demonstrated that the complez amplitude of a given harmonic 
is made up of the superposition of a large number of contritutions from components 
in the original record. It is in the nature of a random gaiissian process that the 
phases of these contributions are random; the amplitudes also hav6 a random 
variation, but it is not necessary to assume this here. Thus, if these components 
are added together on a phase diagram the classical Random Ifalk situation is 
obtained and a standard statistical theorem says that the probability that the 
amplitude of the resultant vector will fall between j and. f/) ) + ^ / is 
where 
^ I I y / j 2.4/1 
where is the mean value of / / 
This is the well-known Rayleigh Distribution. 
For use in the frequency/variance spectrum which is being discussed here, it is 
the square of the amplitude j A/ = ^ ^ which is of interest. 
This happens to be an easy transformation (see section 2.6.^) and gives 
i A r A 
2 . 4 / 2 (7^  ^  / 
Now A y 
and = mean value of j^-n I - X 
Thus, this equation can be written (see section 2.6.5) 
/ ( ^ O = ^ ) J ^-4/3 
The Rayleigh distribution of 2.4/I and this negative exponential distribution are 
plotted in Figure 2.4/l« It will be seen that any particular value of is 
likely to be a very poor measure of the corresponding spectral density of variance 
In fact, the standard error, defined a s y ^ ^ ^ g ^ — ^ is 
or the proportional standard error is 1. 
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Another standard statistical theorem states that if random uncorrelated samples 
of a variable are taken and then averaged at a time, the variance of these 
averages is proportional to fyXL , or the standard deviation of the averages is 
proportional to /lS) . Thus, the standard error of an estimate of b 
obtained by averaging over uncorrelated harmonics is given by 
Proportional standard error of = i Ji- 2 .4 /4 
This is a result of great significance. It shows, for example, that even 
averaging 10 harmonics at a time, the standard error of the resulting estimate 
is still ' / C Z 3 2 /o 
The probability distribution of the estimates is a chi—squared distribution with 
^ JL degrees of freedom. This will not be derived in this paper, but the 
distributions and their confidence limits can be looked up in standard books of 
tables. The factor of 2 arises because the average is in fact being taken over 
harmonic phase components (that is, values of dL* plus A. values of jr* ). 
4%, and have Normal probability distributions, so that the average is being 
taken ofJ&l normally distributed components. 
2.4'2^ The effect of windowing on the random sampling error 
A little thought will show that the arguments leading to the Eayleigh 
probability distribution for )/3*| (equation 2.4/1) are not affected by windowing. 
The effect of windowing on the random sampling error arises because adjacent 
values of from one analysis are no longer effectively independent. This 
is clearly seen from table 2.3/3, for example, which shows that when using a 
full cosine taper, nearly 40% of the expectation of is due to the energy 
density in the intervals on either side of it. This means that when averaging 
over adjacent harmonics, the standard error of the estimate is reduced by a 
factor smaller than / 
The precise theory of the effect of this correlation is cumbersome, but a 
reasonable approximation can be obtained comparatively simply. It is shown in 
section 2.6.6 that the standard error of the measurement of the total wave energy 
is proportional to 
F /r 2 . 4 / 5 
where /^(^^is the weighting function applied to the original record. For a full 
cosine taper for example,this factor is (35/l8)^ = 1*4 » If the estimates 
after averaging become effectively independent, then clearly this ratio must also 
apply to them. 
Table 2.3/3b shows that using a full cosine taper an& ewnn^^ging over 10 harmonics 
at a time, the contribution to an estimate from the intervaJLs cHi either side is 
only approximately 4^ (compared with the 40?^  of the un—averaged estimates). 
Thus, assuming that the estimates are uncorrelated. is a reasonable approximation 
and eq^tion 2.4/4 can be applied to give an approximate measure of the effect 
of windowing. 
Thus, when spectral density estimates are obtained by averaging over a number of 
adjacent harmonics, the effect of windowing by a full cosine taper, for example, 
is to increase the standard sampling error by a factor of approximately 1.4« 
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2 . 5 Practical sampling and analysis procedures 
2.5.1 General 
In practice, sampling and analysis procedures have to be a compromise. The 
parameters which have to be decided when the samples are taken are 
(a) Digitising time interval /\ (T 
(b) Digitising amplitude interval 
(c) Sample record length "T" 
(d) Interval between sample records 
The parameters which have to be decided when the sample records are analysed are 
(e) The frequency resolution required 
(f) Whether to use segmented Fourier Transforms 
(g) Whether to use windowing 
These two sets of parameters interact to some extent, but it is convenient to 
consider them separately. 
2.5"2 The sampling scheme 
(a) Digitising time interval 
Standard communication theory shows that the real spectrum is folded 
back on itself at a frequency (r . Thus, one must choose f such 
that the spectral energy folded back is small compared with the real spectral 
density in the frequency range of interest. In practice, wave sensors often 
have an instrumental cut—off at high frequencies, and 6 can be chosen so that 
/ y/jLZlt is above this cut-off frequency. C should not, however, be made 
smaller than necessary since many of the other important parameters are limited 
by the number of individual readings that can be stored and processed economically. 
(b) Digitising amplitude interval 
The process produces a white noise over the whole spectrum with an 
integrated variance of / ' Thus, the :noise in any frequency 
interval can readily by calculated. 
(c) Sample record length 
This is where one reaches the difficult decisions. As has been seen, 
the sampling error is unfortunately large with any practical analysis scheme. 
For a given frequency resolution, it is proportional to (^ / 
Thus, there is pressure to increase the record length. However, 
particularly when dealing with routine analysis, the cost and even the 
availability of computer time is limited, and theccM^nrbertime required for an 
analysis is roughly proportional to IT^ , 
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(d) Interval between sample records 
The question here is "over what period do the sea—state parameters 
change significantly?". A significant change means one larger thaji the sampling 
error. In some circumstances the sea can change quite quickly. 
Taking (c) and (d) together, clearly the ideal would be to record continuously 
and divide this continuous record into lengths such that the mazimum change 
between records was approiimately equal to the random samplir^g error. In practice, 
it is still not economically possible to do this for routine recording, though it 
may now be possible to do it using on—line microprocessors. Hbwever, inhere (lata 
vetting is required before frequency analysis (and this is msually the case if the 
data is telemetered over a radio link before recording), the computing time is still 
a limiting factor, as is also the storage capacity of magnetic tape digital recorders 
suitable for use in remote locations. 
For the time being, a typical sampling routine is to sample ixxr 102L seconds at 
half-second intervals every 3 hours. 
\ 
2.5.3 The analysis scheme 
(e) The frequency resolution required 
Since the practical considerations discussed above limit the length 
of the sample record and hence the frequency separation of the Fourier harmonics, 
there is a simple compromise between frequency resolution an^ sampling error. 
(f) The use of segmented FFT's 
One way of reducing computation time is to divide the record into a 
number of equal lengths, carry out a Fourier transform of each length, and then 
average over the corresponding harmonics of each analysis. The number of 
multiplications required for a Fourier transform is proportional to "7" : 
dividing the record into A equal lengths therefore reduces computation time by 
a factor of approximately Z. . The price paid is a major widening of the skirts 
of the equivalent filter function* compare tables 2.3/l and 2.3/2^ 
In fact, with modern EFT algorithms, the penalty for analysing the longer 
records is not so great as indicated above. Thus, for the 1024 s records, 
most operators consider it worth transforming the complete zcecord. 
(g) Should one use windowing? 
If segmented FFT's are used, then there is a case focusing windowing 
to reduce the skirts of the equivalent filter function. However, the width of 
the central lobe of the filter function is increased considerably. (Compare 
tables 2.3/1 and 2.3/3a*) 
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If the complete record, is transformed, and averaging performed over adjacent 
harmonics, then the price paid for the reduction of the skirts is an increase 
in the sampling error. To get a feel for the balance of advantage, consider 
three schemes for analysing complete records. 
(i) Simple Fourier transform followed by averaging the variances of the 
harmonics 10 at a time. 
(ii) As (i) but using a partial cosine window function with 
(iii) As (i) but using a full cosine window function. 
The frequency spreading can be compared using tables 2.3/2, 2.3/4 2.3/3b. 
It will be seen that, surprisingly, W , is close to 0.02 in all three cases. 
The differences arise in and more distant weights. is 0.0014 foi" the 
first case, 5 z 10"^ for the second case and less than 10"^ for the third. 
The standard sampling errors are respectively approximately 32^, 35^ and 459^ . 
For all ordinary engineering purposes a value of of 0.0014 is negligible and 
it is clear that the use of windowing is not justified. However, if for special 
reasons the side—lobes have to be reduced, then the second scheme gives a major 
reduction with only a small penalty in the increase in sampling error. 
Perhaps it should be said that a number of variations on the themes described 
above have been suggested and/or used from time to time, but in the author's 
view they offer no significant advantages in the present state of technology and 
it would only cause confusion to consider them here. 
At the present time, the standard scheme used for routine analysis by lOS (sampling 
twice per second for 1024 B every 3 hours) uses only approximately 10^ of the data 
available from a wave sensor. The resulting spectra have a frequency resolution 
of approximately 0.01 Hz and a standard sampling error of 30^. None of these 
parameters can be considered to be satisfactory, and it is clear that the way 
ahead must be to decrease the labour of editing the records and the cost of 
analysis to the point where a greater proportion of the potentially available data 
can be analysed. 
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PART 2B 
Theoretical notes and the derivations 
of some of the formulae used in 
Part2& 
2.6.1 Equation 2.3^1. The equivalent filter function of a Fburi 
analysis without windowing. 
er 
It is again convenient to consider a long conceptual record of the process 
extending over the period — , where will eventually be t^cen 
to be infinite. This may be represented by its Fourier series (equation 2.1/]^, 
y t ) 
where 
= ;L Tr/ly/y 
We shall look at what happens to the general th compon.ent when we take a 
sample of ^  of duration IT where —7 / ^ L ^ ^ T / l 
Using equation 2^l/4, the amplitude of the nth Fourier component of the finite 
sample is; 
7/: 
A TV T 
3r ( f ) C 
r/z 
rT/i . 
T/, 
2 -
y(=-oo 
_ < Cr 
6 o&C" 
oo 
- ^ c , 
A 
r T/% 4 - k)-) r 
& 
T/z 
OO 
Z C, 
T 
j ' ' P ~f 
Z ( ; 7 ( 1 ; : ^ • w . ) r / z j 
•L m —OO ^ /V / ^ ^ « -co 
<X> 
z : Ci 
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This amplitude response function must now be converted to an energy (or 
variance) response function, since we are trying to estimate the power spectrum 
of the process * 
Remembering the definitions (see equation 2.1/4) 
A -
— TIV 
^ ~ i-
= t 
00 
Then 
_1_ ^ /Y w ^ ) / A ^ 
Since the values of 6^ando(^are randomly positive and negative, when an ensemble 
is taken the only consistently positive or negative terms in the product series 
are when ^  ^ and ^  . Thus 
^ 1 /y ^  f f (J/. " ^-ih, / Tyil /dJ/rx^  t/Z. 
I " 
^ ^-h > 
Considering the first term, the factor inside the curly iH^ickets is the same 
for and-y4^ , and zero for yi = O since ^ TT 71^7" 
Also 
= k^C'^a y 
0 
Considering the second term, the factor inside the curly birackets is also iP 
fory(. = O . 
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00 
^ ft \ iw z. j ^ \ ^A4mf ^  - ( j ) ^ ) T/2. 
&j,) r / i j ^  
> 
Z ( 4 f c ( / ) > J ^ j 2 ^ A - » - ) T A 
A - ' V i J " " 
+ W-^ ) T/CL 
[ ( W / f W , ) T / a j ' " 
ing //?* = 5**' then taking to infinity 
oo ^ ,7 
z < i f o % o 6 ; ] > . x - 2 - » I 
( /(./ 'o 
Put t in  
(X) 
Z^-
u^)TA ,44n.*fb%Li6)^ yrX& 
> 
Now in many practical cases we are dealing with values of TL from, say, 
30 upwards, so that the denominator of the second term varies from 
(30 Tf)^ /o4- upwards, and the second term can he neglected. In this 
case it is also convenient to put 
=;&TrimUy/7- rr = TMUy/TT 
That is, we express the difference frequency in terms of harmonic intervals VMu 
CO 
Then 
Tlr, )> 
which is equation 2.3/l 
/L/ f C f ) 
'jn. = —"St (?r 
oCwu 
T 
Note that 
00 
OD 
^A&TU^LTy TTu , 
c(/n^ = f 
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2.6.2 The infinite Fourier transform of a window function 
The window function is finite in the region — ^ T / z . and zero 
elsewhere. It will be assumed to be symmetrical about = 0 (see, jx)r example, 
figure 2 . 3 / 4 ) . 
Consider it in the longer interval - <<r < 
Then the finite Fourier transform is (see equation 2.1/4) 
.B the complex amplitude of the - harmonic of the 
interval . The reason for the dashes will appear later. 
However, since /^ ((^ i^s zero outside the- 7" interval, 
7 = 2 f(f)& f 4%- = j. fit) 6 / dSf 
This is a function o f ^ y ^ which is the frequency ^ . Thus, for a given 
frequency is independent of 'Y' , and therefore remains finite if T' i: 
taken to infinity. 
We may therefore define a new function 
a f " , - 4: it "IT ^  j 
Q i f ) = 2 J Pd) e- ' A t 
called the infinite Fourier transform of '"{&) . Such a transform 
applies to pulses which have a finite duration. Note that it is a continuous 
function of frequency, not discrete as in the case of finite transfoimis. 
If is symmetrical about (^=0 , then/^^f^ = /-^ -(')an(i 
^ — 0 0 -fO 00 /p
aO 
Q is real, that is, in our usual convention. 
0 
Which shows that 
and 
00 
0 
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2.6.3 Derivation of equations 2.3/7 and 2.3/8 
The filter function of a general windowing process 
The algebra of this section gets rather involved and can obscure the 
conceptual sequence, so that this will be explained first. 
As before, we consider the output of a waveheight sensor which we shall 
assume to be measuring a statistically stationary process. We assume thatjp/tj 
can be considered as the superposition of a large number of sinusoidal 
components, and for mathematical convenience these are taken as the Fourier 
harmonics of a long conceptual record with a duration which will eventually ' 
be taken to be infinite. This long record is sampled by multiplying it by a 
function which is non—zero only in the range — ^ ^7^1 . For a 
simple sample /^BOis / within this range, but in general can be tapered in 
Exme tKQT. /^(6)is assumed to be symmetrical about 
We first show (equation 2.6/2) that the effect of this process is to spread 
each component of the original signal over a band whose shape (in amplitude) 
is that of the amplitude spectrum of th^ window function (which is in effect its 
infinite Fourier transform). The original spectrum has in fact been 
convoluted with the Fourier transform of the window function. 
We then show (equation 2 . 6 / 4 ) that the Fourier series transform of the sample 
picks out just those frequencies of the convoluted spectrum which correspond to 
harmonics of the sample length I T without further spreading. 
At first sight it is surprising that the Fourier series transform does not 
introduce further spreading, but since the sampling has been done before this 
stage, so that the signal is zero outside the range ; 
the product of the signal and of the sinusoidal function ca# be integrated 
from —idO to +(%) without changing the answer. This means that it picks out a 
single frequency component from the windowed signal. 
Finally, we show that the expected value of the resulting spectral estimate 
(that it, its ensemble average) is the integrated product of the tru^ power 
spectrum and of the square of the Fourier transform of the window function 
shifted to be centred on the frequency of ths estimate. Fbr each Fourier 
harmonic it is as though the original signal had been passed through a filter 
centred on the harmonic frequency and with th: shape of the Fourier transform of 
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the window function, and the resulting power measured. The tail of the 
ec[uivalent filter function which would be below zero frequency is reflected 
back to positive frequencies, but can usually be neglected. 
The mathematics will now be given. 
As stated above, we consider a conceptual long record of ^  (6") extending over 
the interval - ^ where will eventually be taken to infinity. 
The sample of this extends over — ^ this will be 
multiplied by a/"window function" which smooths off the ends (see later). It 
will be convenient to consider this sampling and windowing process as the one 
operation of multiplying by a function F (6") which extends over ths long 
interval but which is 0 except in the sample range. Thus, 
the windowed sample becomes where 
and we can put each function in terms of its Fourier Series as follows 
, OO X. 
and are complex amplitudes (the fact that is real, as has been 
shown in section 2.6.2, will be introduced later). 
WyC = x r / / y 
The first step is to calculate the values of ; that is, to determine how 
the windowing and sampling process has modified the spectrum of the function 
before the sample FFT is carried out. 
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c = — 
yrVz 
% 
2 
r % c (J-
;%f6j f Y f ) f ; 066 
-3^ 
^ [Vi^ ^ ^ r l ^ 4 (k)/*tJy -CJ^J e-
r 
L - Z Z K ^ & l e 
F y(:-cO % 2-00 f 
V, 
c i t 
00 00 
— ^ Z K , c : 
^ yf a-OO ^ - cO 
"V/t 
^ jLTr(/C +^>-ir)6r/^y 
6 
% 
Remembering that ^ and lr are integers, the iLntegral is zero except 
when^/^f^ - 7- c o , when it equals . Thus, 
00 
c % l E l <3 7-_/C 
2 . 6 / 2 
%_oo 
The usual Fourier analysis of the sampled function can now be performed 
(equation 2.1/^) 
A 
3. r*'/ - ^  ifTt-f/f' 
•n. 
Zr(f) 
-^-TA 
But since is zero outside the range - T/z < (r ^  T"/% 
integration may be extended to -^^2 
j Z f f ) €. 
the limits of 
r 
?f ?ur/ ^ ^ W 
V; 
/V ^ 
To simplify the mathematics we now postulate that / = / where Ct is an 
integer. Since ol will eventually be taken to infinity, this in fact loses no 
generality. 
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Using equation 2.6/l 
/-fY/z ^ -tZTTOfyL^/y 
z 
r 
' - "> e 6. 
% — 
z 
JTJ y-s-oQ 
2 ( T J ^ ^ 
J-Tl. 
X. 
7 - : — oO " ~ T^, 
The integral is zero except when = OLTL. ^ when it equals 
.% =-i'y/T) Cocn. , 2-6/4 
Using equation 2.6/2 
00 
/y 
''TV I % *— 00 
It will considerably simplify the maths if it is assumed, as in section 2.6.2 
that the window function is symmetrical so that is real and 
therefore equal to 
2 / 2. "-n'-'-Tx. 
oo CKf /y/t ^ 
y__co ' ^ = -a? 
The values of are randomly positive and negative, so that when an ensemble 
average is taken the only consistently positive or negative terms in the 
product series are those with and Thus, remembering that 
Consider the first series inside the square bracket, and. add the terms fory^ 
and — ^ (remembering that depends only on the shape of the window function 
and is constant in an ensemble average). 
'^olTL-y^  0^0(71+^ o^(,?l-yC ^ 
It has been shown in section 2.6.1 that 
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Itie teimfor yL =(2 . does not disappear, but tends to zero as co 
so will be neglected here for the sake of simplicity. 
Thus X 
I ^ 
r < f + :> <([ 3C /(y, 
r^-eso 
But 
<^A K - a ) 
where A 
< C ( t ' - <- )( •^ /i + ) /^ 
< r ^ / = 2 £ ( f / . ) A f 
I /r 
, CO _ 
< z 2 A / > 
3 r 
Now it was shown in section 2.6.2 that '?' remains constant as 
so long as the frequency to which refers is held constant. In 
* refers to the difference in frequency between the oCn,** 
(4 
the present case 
harmonic and the pth harmonic of the long record of length 'T' . The XTRx 
harmonic of this is just the nth harmonic of the sample length "T and thus has y 
the frequency -PL for which we are analysing, whereas the pth harmonic has 
the general frequency 
we can write 
over which we are summing. Thus, as we take 
^ = f ( f ^ ' h ) 
where is the infinite Fourier transform of the "window function as defined 
in section 2.6.2. ^ 
oo 
g fi ^ \ I ^ 
T' 
4 T 
_ CO 
f ( / a ) 3-'(/.-//J 
since 
Since 
^L(h)" ^ ("f/-) 
is now only positive in this equation, the criterion for the second 
term in the square brackets to be negligible is that 
For maqy practical circumstances this will be the case, and then 
for ^  
j .00 
Ay 
4 T' 
2.3/7 
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2.6.4 Derivation of equation 2.3/l1 
The infinite Fourier transform of a partial cosine window function 
Refer to figure 2.3/4 for definitions of the window function p a r a m e t e r s . To 
simplify the mathematics it will bs assumed that the cosine wave used in the 
taper is an exact harmonic of the sample record length f . that is, that y 
is an integer. In practice, the restriction represented tlUs condition is 
unimportant. 
In section 2.6.2 it was shown that the infinite Fourier transform of a 
symmetrical function is given by 
=L ^ r (6) ^ TT ^  ^ 
•Jo 
Putting for convenience, and inserting the partial cosine 
function for , this becomes 
. /T, ^ 
4 • 
Ou 
z. 
Co 
rT/' \ f WT/z^ j I ctro 
'T, !.6/5 
The last term in this equation can be converted to 
l A 
w +1^ 
C/J~ ct. 
^ W T/l 
But by definition 
o( = Z i r y / T 
(KT/a_ = 45 
Also, since there are wavelengths of the cosine ta^er sinusoid in the 
length IT and there are —f wavelengths between -- "T; 
. ;L-r, _ if-1 
and 
o( IT, = % 7f y ? ; / r = ?f ( y - z j 
We now have to consider separately the cases for even and odd. 
For even yg » ?f by definition 
t s irC&ir/z = 7r r integer i 2 l?" 
y(3 ihOl f; = "T integer z,Z TT 
For odd ^3 *() by definition 
* integer z 
^2 ^ OL T| = O -h integer z 2 TT 
In both cases, 2.6/6 becomes 
I f ' j—yACruWr/z 
6jfci [ j L 
=r_f" — ! f 1 I 60 iryCl -r yAtri I 
[ L -J 
- — f /2X/yt, W T/(Z i- /A/C/n. CV f, | 
[ .j 
Inserting this in 2.6/$ 
^ jjWrrv W 7^ f- y&tvu W f 
Cu 
\ 2^ r /&*TL<Wl\ iT GJlTy/z j 
CO ot |_ 
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But o ( = z i r y / r 
% I T 
Z 
-TT 
y 7^ ^  
Y 
^ y " - ( f r y 
XW/yulf^r +" ydX/n . 'prfr 
2.3/11 
Checking that this gives correct results for the full cosine window and for no 
tapering; 
For full cosine tapering 
so 
I 
which is equation 2.3/lO 
/M/n. 1 
For no tapering y —> 
Z ,<1^ T ) 
Jc ( — 
ir 
Inserting this in equation 2.3/7 ife get equation 2.3/l, remembering that 7)"^-
in the latter equation is defined by: the difference frequency A 
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2.6.5i Derivation of equations 2.^/2 and 2.^/3 
The probability distributions of the square of the .amplitude of a harmonic 
and of the spectral estimate derived from it. 
From equation 2.4/1, the probability that the amplitude of a Fourier harmonic 
will fall between |/9| and ^ j/) { is 
<7-
This is also the probability that the square of the amplitude will fall between 
l/>r and ( l / t l f f W I J * - j f i l ' - -t X j A l f l f l l 
Thus 
z\f^j f i f i i = j f i j j (Tji 
/ f w r ) = - j r ( - ) 
The definition of the spectral estimate is 
2.4/2 
= z 
where ^ / 
I: = ' / / T " 
From 2.4/2 the probability that the square of the {amplitude will fall between 
f/4'hj* ELncl y- j/),*] is 
MiKt) f i K r ' - f T ^ ( -
This is also the probability that the spectral estimate will fall between 
j fl ^ P / ^ A ^ c f n ^ ( ' T f I 3 / { Z A ^ 
TtaB / / ^ ^ ) ^ ( - ^ 
L/"*/ ^ or- y 
/ / 
a Zlt/ ,/ /f__ a 49%. 
=: L @/3c/u f -r f-
gr?- I O* " 
But (J* = the ensemble average of ^ ^ 
- - $ ! ) ) 
2.4/3 
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2.6j6 Derivation of eq;uation 2.4/S 
The random sampling error of the total energy of a sample record which has been 
windowed. 
To approach this problem with reasonably simple mathematics we must start by 
considering a record which has been sampled at intervals 6" to produce a 
series (these are before windowing). is assumed to be 
large enough to ensure no correlation between adjacent samples, though this 
condition is in fact not essential in the present context , since we are concerned 
with the change in the sampling error due to windowing compared with an 
unwindowed function, and it will be shown that the effect of correlation is the 
same for both. 
It is again assumed that the process being sampled is statistically stationary; 
that is, that the probability distribution of is Independent of IT' « 
The variance of ^ (which is proportional to the energy of the system) will be 
denoted by Zz = ^  ^ . The estimate ^ of 6 from our unwindowed sample is 
/V 
J — ^' 
t : , o 
- E 
We are concerned with the sampling error of 
variance V 
, and this is quantified by its 
The process of windowing is to multiply each sample by a corresponding weight Ct/ 
so that the series becomes; 
CO A/ <3^ /^ 
Consider 
# 
% # 
fV 
- I I 
'n,- I 
/ r 2 . -«'• 
m,- I 
V 
( f 
/ v
nx, = t / 1 
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Thus, for a single sample record the estimate of /T is 
_ / A/ 
d ^ ^ -^S) / S ; 2.6/6 
For convenience put 
A/ ^ 
(2 * ^ (which is constant for an ensemble of samples) 
mx.- I 
3 - . Y > 
A . = 
Then from 2.6/6 
, /^  / \ 
- CE = 
. c f ^ - t ) = Z ^ 
n. = f 
-yv 
'Tru Z I 
_ , 1 A/ A/ 
c ((f-E) - Z Z 
- f 7*v = * 
* ' /\d( 
^ y . c V = c % 
X A/ 
2 1 S . 
IK: I ?*r| 
But since Z^k^^and jCbr^^are randomly positive and negative 
except when 7L = TTU 
A/ 2^  
t X (2^ \/ ^ ^ ^ ^ )» 
< 2 - 7 > 
•9V= I 
A/ 
m , - I 
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Remembering that 
?L=f L 
Remembering that is constant for an ensemble of EKunples aad that<C^p^^^^ 
and independent of YU 
cV 
•?u- I 
4V < l ' ' > - < j * X j 
A/ 
in, - f 
E , so, substituting back 
for ^ 
" a. 
z . ^ 
2^ = I 
/ 
I 4^;: ; 
V -n. - I / 
If 
4 
/V 
X ?u * f 
and n 
A/ 
S L 
«n. 3 I 
Then 
f _ < r ? > - ^ 
5 
yy 4^  
'A, 
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This reveals the three factors governing the sampling error. 
1. The number of samples /\/ . In a continuous record, this becomes the 
effective number of independent samples, the precise definition of which need 
not concern us here. It is enough to note that is clearly proportioiwil to 
the length of the record. 
— /Z 
2. \ / is a function of the shape of the probability 
distribution of the wave elevations . Waves approximate to a random 
gaussian process for which the distribution is formal (or "Gaussian") and this 
factor = J2. 
40 * 
3. —_ is dependent only on the shape of the window function. If 
^ is constant, then this = f 
In terms of a continuous window function such as we have been considering in 
section 2.3.4, this factor becomes 
F ^ ( t ) / 
The standard error is defined as the square root of the proportional variance, 
and is therefore proportional to 
& 
2.4/4 
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