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Abstract
In this paper we analyze properties of transition matrices T 2 Rn;n of regular Markov
chains whose exponent (index of primitivity) is bounded below by b..n − 1/2 C 1/=2c C 2.
Our investigation leads to a proof that for such a T, the corresponding condition number
K.T / VD max16i;j6n jQ#i;j j < 3=2, where Q D I − T . We go on to show that if E 2 Rn;n is
a perturbation of T such that T C E is also a transition matrix for a regular Markov chain and 
and Q are the stationary distribution vectors of T and T C E, respectively, then k − Qk1 <
.5=4/kEk1 and k − Qk1 < ..3n C 3/=4/kEk1. Many of the techniques used to establish
these results are combinatorial in nature. © 2000 Elsevier Science Inc. All rights reserved.
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1. Introduction
In this paper we will investigate the stability of the computation of the station-
ary distribution of an n-state regular Markov chain whose transition matrix T has a
exponent (index of primitivity) exp./ which satisfies that
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exp.T/ >

.n − 1/2 C 1
2

C 2: (1.1)
Recall that the exponent of T is the smallest positive integer ‘ for which T ‘ is a
positive matrix.
For primitive matrices satisfying (1.1), it is known from the work of Lewin and
Vitek [11] and Kirkland [9] that the directed graph C.T / of T has cycles of precisely
two lengths, j and k such that gcd.k; j/ D 1, and taking k > j without loss of gen-
erality, n > k > j > d.n − 1/=2e. We refer the reader to the book by Berman and
Plemmons [2] for background material on nonnegative matrices and directed graphs.
One motivation for our study here is the fact shown in [9], see Theorem 2 and
Corollary 2.1, that if T satisfies (1.1), then at least half of its eigenvalues have a
modulus greater than a quantity rn, where the sequence rn ! 1 as n ! 1. In this
case one might expect the nature of the chain to be similar to that of a chain whose
transition matrix is cyclic and therefore has several eigenvalues on the unit circle.
However, as we shall see, the behavior under perturbation of transition matrices sat-
isfying (1.1) is quite different and certainly more stable than that of matrices which
are irreducible, but not primitive.
Let T and T C E be two n  n nonnegative stochastic irreducible transition matri-
ces for two regular Markov chains whose stationary distribution vectors are given by
 D .1; : : : ; n/t and Q D . Q1; : : : ; Qn/t, respectively (see the book by Kemeny
and Snell [8] for a comprehensive treatment of Markov chains). As T has row sums
all equal to 1, 1 is an eigenvalue of T which, by the Perron–Frobenius theory (see, for
example, [2]), is also the spectral radius of T. Let Q D I − T and let Q# be the group
generalized inverse of Q (see [1,3] for comprehensive expositions of generalized
inverses of matrices). Also set
K.T / VD max
16i;j6n
jQ#i;j j: (1.2)
Meyer [14] shows that
k − Qk1 6 kEk1K.T /: (1.3)
We remark that the bound (1.3) has been slightly improved in [10] to
k − Qk1 6 kEk1 C.T /; (1.4)
where
C.T / VD 1
2
max
16i6n
max
16u;v6n
jQ#u;i − Q#v;i j: (1.5)
In several of his papers Meyer presents an analysis of the effect of a stochastic
perturbation on transition matrices and he refers to K.T / as the condition number
for the chain. In particular, in [14, (4.2)], Meyer shows thatK.T / is bounded below
by
1
n
1
mini =D1 j1 − i j
6 K.T /; (1.6)
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where i , i D 1; : : : ; n, are the eigenvalues of T. Thus, the non-Perron eigenvalues
of T control, to an extent, the size of the condition number of T. Funderlic and Meyer
[6] show that for each j D 1; : : : ; n,
K.T / 6 4
mini =Dj ti;j
; (1.7)
and they call the quantity mini =Dj ti;j the order of accessibility of stateSj .
In a similar direction, for a regular Markov chain with transition matrix T, the
quantity
1.Q
#/ D 1
2
max
16i;j6n
nX
sD1
Q#i;s − Q#j;s 
is known as the coefficient of ergodicity of the chain, see, for example [16]. Seneta
[15] shows that for a regular Markov chain,
k − Qk1 6 kEk11.Q#/; (1.8)
while in [16] he shows that
1
mini =D1 j1 − i j
6 1.Q#/ 6 trace.Q#/:
Thus, as with (1.6), the lower bound on 1 suggests that the conditioning of the chain
is controlled in part by the non-Perron eigenvalues of T.
In Section 2, we analyze properties of transition matrices satisfying (1.1) and of
the corresponding group inverses. This investigation will culminate (see Theorem
2.13) in showing that for n > 6,
K.T / 6
8>>>><
>>>>:
3n − 5
2n − 2 if n is odd,
3n − 6
2n
if n is even,
<
3
2
: (1.9)
Furthermore, for each such n we can find a transition matrix T whose K.T /
comes as close as we wish to the intermediate bound in (1.9). We note that if a
transition matrix T satisfies (1.1), then the order of accessibility of each state in the
corresponding Markov chain is 0. Thus, while the bound onK.T / given by (1.7) is
infinity, our result (1.9) shows that in factK.T / is less than 3=2. We also provide a
formula for trace.Q#/, which, in turn, generates an upper bound on 1.Q#/.
In Section 3, we shall apply the results which we have obtained in Section 2 to
examine the stability under perturbation of transition matrices satisfying (1.1). It will
then follow that
k − Qk1 < 54 kEk1
and we will further show that
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4
3.n C 1/ < min26i6n j1 − i j;
which is an improvement on the bound which arises by using (1.6) and (1.9) together.
The following example illustrates our comment above concerning the contrast
in behaviour between the class of stochastic matrices studied in this paper, and the
class of irreducible imprimitive stochastic matrices. Let Tn 2 Rn;n be the irreducible
stochastic matrix given by
Tn D
0
BBBB@
0 1=2 0    1=2
1=2 0 1=2    0
:::
.
.
.
.
.
.
.
.
.
:::
0 0    0 1=2
1=2 0    1=2 0
1
CCCCA :
Observe that if n is even, then Tn is periodic. Letting Qn D I − Tn, it can be deduced
from formula (5.1) in [4] that the diagonal entries of Q#n satisfy(
Q#n

i;i
D .n
2 − 1/
6n
for all i D 1; : : : ; n. EvidentlyK.Tn/ is unbounded with n, in sharp contrast to the
matrices satisfying (1.1), as our results will show.
2. Transition matrices with large exponent
Throughout the paper we will consistently refer to the following assumption:
Main Assumption. T 2 Rn;n is the transition matrix for a regular Markov chain
such that
exp.T/ >

.n − 1/2 C 1
2

C 2: (2.1)
Next, we summarize some useful properties of matrices which satisfy Main
Assumption.
Lemma 2.1. Suppose that T satisfies the Main Assumption. Then there are integers
j; k with n > k > j > d.n − 1/=2e such that for some  2 .0; 1/; the characteristic
polynomial of T is
p./ D n − n−j − .1 − /n−k:
Furthermore; gcd.j; k/ D 1;
 D trace.A
j /
j
and 1 −  D trace.A
k/
k
: (2.2)
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Proof. All but (2.2) appear in the papers by Lewin and Vitek [11] and by Kirkland
[9], so here we only include the proof of (2.2). Considering the proof of Theorem 1
in [9], we find that
 D
X jY
‘D1
ti‘;i‘C1 ;
where the sum is taken over all j cycles
i1 ! i2 !    ! ij ! i1 D ijC1;
in C.T /.
Recall now that the ith diagonal entry of Aj has the form
X jY
‘D1
ti‘;i‘C1 ;
where the sum is taken over all j-cycles going through vertex i. Thus we see that
each j-cycle in C.T /: i1 !    ! ij ! i1 makes a contribution of Qj‘D1 ti‘;i‘C1 to
j of the diagonal entries in Aj . It follows that trace.T j / D j. A similar argument
applies to the trace of T k (once we recall that C.T / has no pairs of vertex disjoint
cycles, and that the only cycles are of lengths j and k, respectively). Consequently,
trace.T k/ D k.1 − /. 
We are now in a position to prove the following theorem.
Theorem 2.2. Suppose that T satisfies the Main Assumption and that the cycle
lengths of C.T / are j and k with n > k > j > d.n − 1/=2e. Let  be the stationary
distribution vector for T. Then
1 t D 1
j C .1 − /k
2
4 n−1X
iDn−j
T i C .1 − /
n−j−1X
iDn−k
T i
3
5 ;
where  and .1 − / are given in (2.2).
Proof. From Lemma 2.1 and the Cayley–Hamilton theorem we have that
T n − T n−j − .1 − /T n−k D 0:
Hence,
.T n − I/ − .T n−j − I/ − .1 − /.T n−k − I/ D 0;
which is equivalent to
.T − I/
2
4n−1X
iD1
T i − 
n−j−1X
iD1
T i − .1 − /
n−k−1X
iD1
T i
3
5 D 0:
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Simplification yields that
.T − I/
2
4 n−1X
iDn−j
T i C .1 − /
n−j−1X
iDn−k
T i
3
5 D 0:
Thus we see that each column of the matrix
Pn−1
iDn−j T i C .1 − /
Pn−j−1
iDn−k T i is a
null vector for T − I , and similarly the product of each row of the matrixPn−1
iDn−j T i C .1 − /
Pn−j−1
iDn−k T i with T − I is also zero. Consequently we see that
n−1X
iDn−j
T i C .1 − /
n−j−1X
iDn−k
T i D γ 1 t
for some γ . But
γ 1 D γ 1 t1 D
2
4 n−1X
iDn−j
T i C .1 − /
n−j−1X
iDn−k
T i
3
5 1
D j C .1 − /.k − j/ 1 D j C .1 − /k 1;
so we see that
1 t D 1
j C .1 − /k
2
4 n−1X
iDn−j
T i C .1 − /
n−j−1X
iDn−k
T i
3
5 : 
Theorem 2.2 yields a representation for Q# D .I − T /# as follows.
Theorem 2.3. Suppose that T satisfies the Main Assumption and that the cycle
lengths of C.T / are j and k with n > k > j > d.n − 1/=2e. Let  be the stationary
vector for T. Let Q D I − T . Then
Q# D I C T C    C T n−k−1
C
n−j−1X
iDn−k

j C .1 − /.n − 1 − i/
γ
C .1 − /

T i
C
n−1X
iDn−j

n − 1 − i
γ
C 

T i; (2.3)
where; as before; γ D j C .1 − /k and
 D −j .2n − j − 3/ C .1 − /k.2n − k − 3/
2γ 2
: (2.4)
Proof. We will express Q# as a polynomial in T, which we shall initially denote
by M, and which satisfies the stipulations that (i) M1 t D 1 tM D 0 and
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(ii) QM D I − 1 t. To this end let M D Pn−1iD0 xiT i , where the xi’s are yet to be
determined. As before, let γ D j C .1 − /k. Then we can write that
QM D .I − T /M D x0I C
n−1X
iD1
.xi − xi−1/T i − xn−1T n
D x0I C
n−1X
iD1
.xi − xi−1/T i − xn−1
h
T n−j C .1 − /T n−k
i
D x0I C
n−k−1X
iD1
.xi − xi−1/T i
CTxn−k − xn−k−1 − .1 − /xn−1UT n−k
C
n−j−1X
iDn−kC1
.xi − xi−1/T i C Txn−j − xn−j−1 − xn−1UT n−j
C
n−1X
iDn−jC1
.xi − xi−1/ T i:
Now from Theorem 2.2, we have that
I − 1 t D I −
n−j−1X
iDn−k
1 − 
γ
T i −
n−1X
iDn−j
1
γ
T i
D I − 1 − 
γ
T n−k −
n−j−1X
iDn−kC1
1 − 
γ
T i − 1
γ
T n−j −
n−1X
iDn−jC1
1
γ
T i:
Thus it is enough to choose
x0 D 1;
xi − xi−1 D 0 for 1 6 i 6 n − k − 1;
xn−k − xn−k−1 − .1 − /xn−1 D −1 − 
γ
;
xi − xi−1 D −1 − 
γ
for n − k C 1 6 i 6 n − j − 1;
xn−j − xn−j−1 − xn−1 D − 1
γ
;
and
xi − xi−1 D − 1
γ
for n − j C 1 6 i 6 n − 1:
Solving these equations we find that
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xi D 1 for 0 6 i 6 n − k − 1;
xn−k D 1 − 1 − 
γ
C .1 − /xn−1;
xi D 1 − .i − n C k C 1/1 − 
γ
C .1 − /xn−1 for n − k C 1 6 i 6 n − j − 1;
xn−j D 1 − .k − j/1 − 
γ
− 1
γ
C xn−1;
xi D 1 − .k − j/1 − 
γ
− .i − n C j C 1/ 1
γ
C xn−1 for n − j C 1 6 i 6 n − 2:
Applying the condition that
Pn−1
iD0 xi D 0 (which is equivalent to stipulation (i)), we
get that
.n − 1/ − 1 − 
γ
T1 C    C .k − j/U − 1 − 
γ
j .k − j/ − 1
γ
.1 C    C j/
C T.1 − /.k − j/ C j U| {z }
D γ
xn−1 D 0:
Solving for xn−1 we get that
xn−1 D −j .2n − j − 3/ C .1 − /k.2n − k − 3/2γ 2 :
The formula for Q# now follows. 
In our next lemma we show that when exp.T/ satisfies (2.1), then in one case, the
size of j determines the size of k.
Lemma 2.4. Suppose that T satisfies the Main Assumption. Let the cycle lengths of
C.T / be k and j. If j D .n − 1/=2; then; necessarily; k D n.
Proof. Note that we have
.n − 1/2 C 1
2

C 2 D

4j2 C 1
2

C 2 D 2j2 C 2 D n
2 − 2n C 5
2
:
Let d be the diameter 2 of C.T / and note that d 6 n − 1. Suppose that a and b are
vertices such that one is on a k cycle and the other is on an .n − 1/=2 cycle (possibly
the same vertex is on both). Recall that the Frobenius–Schur index of two relatively
prime numbers u and v, denoted .u; v/ D .u − 1/.v − 1/, is the smallest integer
m such that m and all subsequent integers can be written as a nonnegative integral
combination of u and v. With this in mind, we see that if
2 Recall that the distance from vertex i to vertex j is the length of a shortest path from i to j, while the
diameter of a directed graph is the maximum of the distances between pairs of distinct vertices.
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‘ > 

n − 1
2
; k

C d D n − 3
2
.k − 1/ C d;
then there is a walk from a to b of length ‘. If both a and b are only on k cycles, there
is a walk from a to some vertex c of length at most
n − n − 1
2
D n C 1
2
;
where c is on an .n − 1/=2 cycle. It follows that if
‘ > 2n − 3
2
.k − 1/ C n C 1
2
C d;
then there is a walk from a to b of length l. Similarly, if a and b are only on .n − 1/=2
cycles, then there is a walk from a to c of length at most n − k, where c is on an n
cycle. Hence, if
‘ > n − 3
2
.k − 1/ C n − k C d;
there is a walk from a to b of length l. We deduce from all this that
exp.T/ 6

n − 3
2

.k − 1/ C n C 1
2
C d 6

n − 3
2

.k − 1/ C 3n − 1
2
:
Suppose now that k =D n. Then k 6 n − 1 and k D n − 1 is forbidden because
gcd.k; .n − 1/=2/ must be 1. Hence k 6 n − 2, and so
n − 3
2

.k − 1/ C 3n − 1
2
6 n
2 − 3n C 8
2
<
n2 − 2n C 5
2
;
a contradiction. Thus we necessarily have that k D n. 
An immediate corollary to Theorem 2.2 and Lemma 2.4 is now the following:
Corollary 2.5. Suppose that T satisfies the Main Assumption. Let the cycle lengths
of C.T / be k and j. If j D .n − 1/=2; then
trace.T n−1/ D 
2.n − 1/
2
: (2.5)
Proof. From Lemma 2.4, we know that k D n. But then, by Theorem 2.2,
1 t D 1
γ
2
4 n−1X
iD.nC1/=2
T i C .1 − /
.n−1/=2X
iD1
T i
3
5 ;
where, now, γ D .n − 1/=2 C .1 − /n. Thus we can write that
trace.1 t/ D 1
γ
Ttrace.T n−1/ C .1 − /trace.T .n−1/=2/ C .1 − /nU
because all other powers in the expressions for 1 t have a zero diagonal. But then,
as trace.1 t/ D 1, we have
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γ D trace.T n−1/ C .1 − /n − 1
2
C .1 − /n
so that
trace.T n−1/ D γ − .1 − /n − 1
2
− .1 − /n
D n − 1
2
C .1 − /n − .1 − /n − 1
2
− n
D 
2.n − 1/
2
: 
We can use Theorem 2.3, Lemma 2.4 and Corollary 2.5 to give a formula for the
trace of Q#.
Theorem 2.6. Suppose that T satisfies the Main Assumption so that the cycle lengths
of C.T / are j and k with n > k > j > d.n − 1/=2e. Let Q D I − T . Then
trace.Q#/ D n − j .j − 1/ C .1 − /k.k − 1/
2.j C .1 − /k/ : (2.6)
Proof. Suppose that j > n=2. Then the only powers of T in the expression of T in the
expression for Q# having nonzero diagonal are T 0, T j , and T k . Thus, if k 6 n − 1
(so that, necessarily by Lemmas 2.1 and 2.4, j > .n − 1/=2), we have
trace.Q#/ D n C

n − 1 − j
γ
C 

trace.Aj / C

n − 1 − k
γ
C 

trace.Ak/
D n C

n − 1 − j
γ
C 

j C

n − 1 − k
γ
C 

.1 − /k
D n C γ C j .n − 1 − j/
γ
C .1 − /

k.n − 1 − k/
γ

: (2.7)
Similarly, for j > n=2 and k D n, we find that
trace.Q#/ D

j C .1 − /.n − 1/
γ
C .1 − /

nC

n − 1 − j
γ
C 

trace.T j /
D n C .1 − /n C

n − 1 − j
γ
C 

j − .1 − /n
γ
D n C γ C j

n − 1 − j
γ

C

.1 − /n.n − 1 − n/
γ

:
Finally, suppose that j D .n − 1/=2 so that, by Lemma 2.4, k D n and from
Corollary 2.5, trace.T n−1/ D 2.n − 1/=2. Hence,
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trace.Q#/ D
2
4

n−1
2

C .1 − /.n − 1/
γ
C .1 − /
3
5 n
C
2
4

n−1
2

C .1 − /.n − 1/=2
γ
C .1 − /
3
5 trace T .n−1/=2
C  trace.T n−1/
D
2
4

n−1
2

C .1 − /.n − 1/
γ
C .1 − /
3
5 n
C
2
4

n−1
2

C .1 − /

n−1
2

γ
C .1 − /
3
5
 n − 1
2
C 2

n − 1
2

D n − .1−/n
γ
C 

.1−/n C .1 − /

n − 1
2

C2

n − 1
2

C
2
4

n−1
2

C .1 − /

n−1
2

γ
3
5 n − 1
2

D n C 



n − 1
2

C .1 − /n

C 

n − 1
2
 24n − 1 −

n−1
2

γ
3
5 C .1 − /nn − 1 − n
γ
D n C γ C 

n − 1
2
 24n − 1 −

n−1
2

γ
3
5
C .1 − /nn − 1 − n
γ
:
Thus we see that in all cases
trace.Q#/ D n C γ C j .n − 1 − j/
γ
C .1 − /k.n − 1 − k/
γ
:
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Substituting the expression
 D −j .2n − j − 3/ C .1 − /k.2n − k − 3/
2γ 2
and simplifying yields that
trace.Q#/ D n − j .j − 1/ C .1 − /k.k − 1/
2Tj C .1 − /kU ;
completing the proof. 
Actually, it is possible for us to get an inkling of the behavior of the trace of Q#
as a function of j and k:
Corollary 2.7. Suppose that T satisfies the Main Assumption so that the cycle lengths
of C.T / are j and k with n > k > j > d.n − 1/=2e. Then
n C 1
2
6 2n − k C 1
2
< trace.Q#/ <
2n − j C 1
2
6
8>><
>>:
3.n C 1/
4
if n is odd,
3n C 1
4
if n is even.
(2.8)
Proof. We have that
trace.Q#/ D n − j .j − 1/ C .1 − /k.k − 1/
2Tj C .1 − /kU
D n − 1
2

j2 C .1 − /k2
j C .1 − /k − 1

:
Note that
d
d

j2 C .1 − /k2
j C .1 − /k

D .j
2 − k2/Tj C .1 − /kU − Tj2 C .1 − /k2U.j − k/
Tj C .1 − /kU2
D j − kTj C .1 − /kU2
h
j2 C .1 − /k2 C jk − j2 − .1 − /k2
i
D jk.j − k/Tj C .1 − /kU2 :
It follows that trace.Q#/ is an increasing function in , yielding the desired inequal-
ities. 
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Remark. Suppose that n is odd; we can approach the bound 3.n C 1/=4 in (2.8)
with the following class of examples:
T D
0
BBBBBBBBBBB@
n−1
2 n
0 : : : : : :  0 : : : 1 − 
1 0 : : : 0 0 0
:::
.
.
.
.
.
.
::: 0 0
::: : : :
.
.
.
.
.
.
:::
:::
::: : : : : : :
.
.
.
.
.
.
:::
.
.
.
.
.
.
0 : : : : : : 1 0
1
CCCCCCCCCCCA
; (2.9)
where in the first row of T, the first nonzero entry, namely,  occurs in the
.n − 1/=2th position. To see that T satisfies the Main Assumption, note that C.T /
has the following form:
1 2 n-1 n
n-1
2
n+1
2
Observe that we can only go from vertex n to vertex .n C 1/=2 in walks whose length
have the form .n − 1/=2 (i.e., directly from n to .n C 1/=2), or
.n − 1/ C n C 1
2
C an C bn − 1
2
(i.e., through vertex 1) for a; b 2 N. In particular, there is no walk from n to
.n C 1/=2 of length
n − 1 C n C 1
2
C 

n;

n − 1
2

− 1
D n − 1 C n C 1
2
C .n − 1/.n − 3/
2
− 1 D n
2 − n
2
:
Hence exp.T/ > .n2 − n C 2/=2. Evidently by letting  ! 1−, we can make trace(
Q#

approach 3.n C 1/=4.
Next we consider the case that n is even. We can approach the bound .3n C 1/=4
in (2.8) with the following class of examples:
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T D
0
BBBBBBBBB@
0 1 0 0 0 0 0
0 0 1 0 0 0 0
:::    . . . . . . ::: ::: :::
0 0 0 0 1 0 0
0 0 0 0 0 1 0
1 −  0 0 0 0 0 
0    1 0    0 0
1
CCCCCCCCCA
; (2.10)
where the 1 in the last row occurs in position .n=2/ C 1. To see that T satisfies the
Main Assumption, note that C.T / has the following form:
1 2 3 n-2 n-1 n
n
2
n
2
+1
We see that a walk from vertex 1 to vertex n=2 has length of the following form:
.n=2/ − 1 (i.e., directly from 1 to n=2) or
n
2
− 1 C n − 1 C a.n − 1/ C b
n
2

; a; b > 0
(i.e., a walk through vertex n − 1). It follows that there is no walk of length
n
2
− 1 C n − 1 C 

n − 1; n
2

D 3n
2
− 3 C .n − 2/

n − 2
2

D n
2 − n − 2
2
:
Thus the exponent of that digraph is at least
n2 − n
2
>

n2 − 2n C 2
2

C 2:
Letting  ! 1−, we can make trace(Q# approach .3n C 1/=4.
Next we proceed to construct a bound onK.T / for transition matrices T satisfy-
ing the Main Assumption. We begin with the following lemma:
Lemma 2.8. Suppose that T satisfies the Main Assumption so that the cycle lengths
of C.T / are j and k with n > k > j > d.n − 1/=2e. Let  be the stationary vector
for T. Then
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diag./ D
8>>>>>>>>>>>><
>>>>>>>>>>>>:
1
j C .1 − /k diag

T k C T j

if k < n,
1
j C .1 − /ndiag

.1 − /I C T j

if k D n; j > n
2
;
1


n − 1
2

C .1 − /n
diag
(
.1 − /I C .1 − /T .n−1/=2 C T n−1 if k D n; j D n − 1
2
:
(2.11)
Proof. Recall that
1 t D 1
j C .1 − /k diag
2
4.1 − / n−j−1X
iDn−k
diag.T i/ C
n−1X
iDn−j
diag.T i/
3
5
so that
diag./ D diag.1 t/
D 1
j C .1 − /k diag
0
@.1 − / n−j−1X
iDn−k
diag.T i/ C
n−1X
iDn−j
diag.T i/
1
A :
But T i has zero diagonal entries unless i D 0 (which appears on the right-hand
side above only when n D k), i D j , i D k, or i D n − 1 (the last appearing only
when j D .n − 1/=2 and k D n). The result now follows readily. 
Lemma 2.9. Suppose that T satisfies the Main Assumption so that the cycle lengths
of C.T / are j and k with n > k > j > d.n − 1/=2e. If k < n; then diag.T j C T k/ 6
I . For k D n and j > n=2; diag(.1 − /I C T j  6 I . Finally; for k D n and j D
.n − 1/=2; diag(.1 − /I C .1 − /T .n−1/=2 C T n−1 6 I .
Proof. Suppose that there are m j-cycles and let c1; : : : ; cm be the corresponding
products of the entries of T on these cycles. Suppose that vertex v is on cycles
i1; : : : ; i‘. Then the diagonal entry of T j corresponding to vertex v is ci1 C    C ci‘ .
Now each ci appears exactly j times in the computation of trace.T j / (i.e., once for
each of the vertices on the cycle i). Thus
trace.T j / D j .c1 C    C cm/ D j:
In particular, each diagonal entry of T j is at most c1 C    C cm D , so that
diag.T j / 6 I . Similarly we have that diag.T k/ 6 .1 − /I which establishes the
result for j =D .n − 1/=2.
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Suppose now that j D .n − 1/=2. We find that the diagonal entry of T n−1 cor-
responding to vertex v is equal to
P
16p6q6‘ cip ciq , which is at most .c1 C    C
cm/
2 D 2. Thus
diag

.1 − /I C .1 − /T .n−1/=2 C T n−1

6 .1 − /I C .1 − /I C 2I
as desired. 
The following is immediate from Theorem 2.2 and Lemma 2.9.
Corollary 2.10. Suppose that T satisfies the Main Assumption so that the cycle
lengths of C.T / are j and k with n > k > j > d.n − 1/=2e. Let  be the stationary
vector for T; then each entry of  is bounded above by 1=.j C .1 − /k/:
Next, we establish a lower bound on the entries of Q#, Q D I − T .
Theorem 2.11. Suppose that T satisfies the Main Assumption so that the cycle
lengths of C.T / are j and k with n > k > j > d.n − 1/=2e. Then
Q#a;b > ; (2.12)
where  is given by (2.4).
Proof. From Theorem 2.3 we have
Q# D I C T C    C T n−k−1C
n−j−1X
iDn−k

j C.1 − /.n − 1 − i/
γ
C .1 − /

T i
C
n−1X
iDn−j

n − 1 − i
γ
C 

T i
> 
2
4n−j−1X
iDn−k
T i C
n−1X
iDn−j
T i
3
5 D Tj C .1 − /kU1 t:
But, by Lemma 2.9,
Tj C .1 − /kU1 t D Tj C .1 − /kUJdiag./ 6 J;
where J D 11t. Thus, recalling that  6 0, we have that Tj C .1 − /U1 t > J
from which the result now follows. 
Next we characterize the case of equality in (2.12).
Corollary 2.12. Under the assumptions of Theorem 2:11; equality occurs in (2.12)
if and only if T is permutationally similar to the matrix
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T D
0
BBBBBBBBBBB@
j n
0 : : : : : :  0 : : : 1 − 
1 0 : : : 0 0 0
:::
.
.
.
.
.
.
::: 0 0
::: : : :
.
.
.
.
.
.
:::
:::
::: : : : : : :
.
.
.
.
.
.
:::
.
.
.
.
.
.
0 : : : : : : 1 0
1
CCCCCCCCCCCA
whose entries  and 1 −  in the first row occur in positions j and n; respectively.
Proof. Observe that if Q#a;b D , then necessarily .T i/a;b D 0 for 0 6 i 6 n − 2,
otherwise we find that Q#a;b >  from Theorem 2.11. Further we must have that
.T n−1/a;b D 1. It follows that there is a unique path from a to b, necessarily of length
n − 1, and that each entry in T corresponding to an arc on that path is 1. Without loss
of generality, we can label the vertices so that a D n, b D 1, the path from n to 1 is
n ! n − 1 !    ! 2 ! 1, and each of the vertices 2; : : : ; n has outdegree 1.
Now some vertex (necessarily 1) has an arc out to n and since there is just one
other cycle length (namely j) and since 1 is the only vertex with outdegree 2, it
follows that 1 ! j and that 1 has out degree exactly 2. The form for T now follows
directly. The converse implication is also readily established. 
Our final result in this section is our bound onK.T /:
Theorem 2.13. Suppose that T satisfies the Main Assumption so that the cycle
lengths of C.T / are j and k with n > k > j > d.n − 1/=2e. If n > 6; then
max
.a;b/
jQ#a;bj <
8>>>><
>>>>:
3n − 5
2n − 2 if n is odd,
3n − 6
2n
if n is even.
(2.13)
Furthermore; the bound is best possible in the sense that we can find a T such
that the corresponding group inverse has an entry whose absolute value is as close
as we wish to the bound.
Proof. From Theorem 2.11, if Q#i;j < 0, then jQ#i;j j 6 jj. Also, from a result of
Deutsch and Neumann [5, Theorem 3.1], but see also the proof of Theorem 4 in
[12], the maximum positive entry in each column of Q# is found on the diagonal.
Now, if j > .n − 1/=2, then
diag.Q#/ D diag

I C

n − 1 − j
γ
C 

T j C

n − 1 − k
γ
C 

T k

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if k 6 n − 1, and
diag.Q#/ D diag

j C .1 − /.n − 1/
γ

I C

n − 1 − j
γ
C 

T j

if k D n.
Now for k 6 n − 1,
n − 1 − j
γ
C 
D 1
2γ 2
f2Tj C .1 − /kU.n − 1 − j/ − j .2n − 3 − j/
−.1 − /k.2n − 3 − k/g
D 1
2γ 2

j .−j C 1/ C .1 − /k.k − 2j C 1/ < 0:
Similarly we find that
n − 1 − k
γ
C  < 0;
so we see that diag.Q#/ < I . For k D n, we necessarily have j > .n C 1/=2, and
again we find that ..n − 1 − j/=γ / C  < 0 so that diag.Q#/ 6 I .
If j D .n − 1/=2, then k D n, and
diag
(
.n − 1/=2 C .1 − /.n − 1/
γ
C .1 − /

I
C

1
γ
C .1 − /

T .n−1/=2 C T n−1
)
D

1 − 1
γ
C .1 − /

I C

1
γ
C .1 − /

 diag (T .n−1/=2 C diag (T n−1
D

1 − 1
γ

I C 1
γ
diag

T .n−1/=2

C  .1 − /I C .1 − /diag (T .n−1/=2 C diag (T n−1 :
Now from the proof of Lemma 2.9, we have that diag
(
T .n−1/=2

6 I so that
diag.Q#/ <

1 − 1 − 
γ

I:
Thus we see that in all cases, each positive entry of Q# is bounded above by 1.
Now
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jj D j .2n − j − 3/ C .1 − /k.2n − k − 3/
2γ 2
;
and a standard computation shows that this is an increasing function in . Thus
jj < j.2n − j − 3/
2j2
D 2n − j − 3
2j
:
However as, necessarily, j > .n − 1/=2 we see that
j >
8><
>:
n − 1
2
if n is odd,
n
2
if n is even.
Consequently, we have that
jj <
8>><
>>:
3n − 5
2n − 2 if n is odd,
3n − 6
2n
if n is even.
We have thus shown that (2.13) holds. We next turn the the latter part of the
theorem which concerns how close can we approach (2.13) with matrices satisfying
the conditions of the theorem. Let us first assume that n is odd. In this case we have
from Corollary 2.12 that for T given in (2.9), the .n; 1/ entry of Q# is given by .
Letting  ! 1−, we see from (2.4) that
Q#n;1 ! −
3n − 5
2n − 2 :
Next assume that n is even and consider matrix T given in (2.10). Observe that the
shortest path in C.T / from 1 to n has length n − 1 and that the corresponding path
product is . We find from Theorem 2.3 that
Q#1;n D  D −
2
64
n
2

2n − n
2
− 3

− .1 − /.n − 1/.n − 2/
2


n
2
C .1 − /.n − 1/
2
3
75 :
Letting  ! 1− we see that this quantity approaches −.3n − 6/=.2n/. 
3. Applications to error analysis for Markov chains
We begin by utilizing the results of Theorem 2.13.
Theorem 3.1. Suppose that T satisfies the Main Assumption so that the cycle lengths
of C.T / are j and k with n > k > j > d.n − 1/=2e. Suppose that E 2 Rn;n is a
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perturbation of T such that T C E is stochastic. Let  D .1; : : : ; n/t and Q D
. Q1; : : : ; Qn/t be the stationary distribution vectors for T and T C E; respectively. If
n > 6; then
k − Qk1 < 54 kEk1: (3.1)
Proof. As shown in the course of the proof of Theorem 2.13, in each column of
Q# the largest positive entry occurs on the diagonal and is bounded above by 1. On
the other hand, the smallest entry in any column of Q# is bounded below strictly by
−3=2. Thus the quantityC.T / defined in (1.5) is bounded strictly above by 5=4. The
bound in (3.2) now follows by (1.4). 
Ipsen and Meyer [7] define a chain to be absolutely stable whenever each j is
insensitive to a perturbation in T in the absolute sense, that is, whenever there is a
small constant  such that for all perturbations E for which T C E is again a regular
chain, the inequality jj − Qj j 6 kEk1 holds for all j D 1; : : : ; n. Thus Theorem
3.1 indicates that all Markov chains of all orders corresponding to transition matrices
which satisfy the Main Assumption are absolutely stable.
In a similar vein, we can also produce an upper bound on k − Qk1 as follows:
Theorem 3.2. Suppose that T satisfies the Main Assumption so that the cycle lengths
of C.T / are j and k with n > k > j > d.n − 1/=2e. Suppose that E 2 Rn;n is a
perturbation of T such that T C E is stochastic. Let  D .1; : : : ; n/t and Q D
. Q1; : : : ; Qn/t be the stationary distribution vectors for T and T C E; respectively.
Then
k − Qk1 < 3.n C 1/4 kEk1: (3.2)
Proof. From (1.8) we have k − Qk1 6 kEk11.Q#/, while the main result of [16]
states that 1.Q#/ 6 trace.Q#/. Applying Corollary 2.7 now gives the result. 
Using Corollary 2.7 in conjunction with [16, (9)] or [10, (1.14)] immediately
yields the following bound:
Theorem 3.3. Suppose that T satisfies the Main Assumption so that the cycle lengths
of C.T / are j and k with n > k > j > d.n − 1/=2e. Let 1; : : : ; n be the eigenval-
ues of T. Then
4
3.n C 1/ < mini =D1 j1 − i j:
Finally, we comment that in [7, p.1068], it is shown that if Qj is the .n − 1/ 
.n − 1/ principal submatrix of Q D I − T obtained by deleting the jth row and col-
umn of (the singular and irreducible M-matrix) Q, j D 1; : : : ; n, then
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jkQ−1j k1 6 2kQ#k1;
where  D .1; : : : ; n/t is the stationary distribution vector of T. The quantity
jkQ−1j k1 is called the absolute condition number for j . Thus, it is an imme-
diate consequence of (2.13) and the fact that the diagonal entries of Q# are bounded
above by 1 that for regular transition matrices T satisfying the Main Assumption, the
absolute condition number for each j D 1; : : : ; n, is bounded above as follows:
jkQ−1j k1 < .3n − 1/:
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