Less Memory, Faster Speed: Refining Self-Attention Module for Image
  Reconstruction by Wang, Zheng et al.
Less Memory, Faster Speed: Refining Self-Attention Module for Image
Reconstruction
Zheng Wang , Jianwu Li , Ge Song , Tieling Li
Beijing Institute of Technology
{2120171117, ljw, 2120171117, 2220170569}@bit.edu.cn
Abstract
Self-attention (SA) mechanisms can capture effec-
tively global dependencies in deep neural networks,
and have been applied to natural language process-
ing and image processing successfully. However,
SA modules for image reconstruction have high
time and space complexity, which restrict their ap-
plications to higher-resolution images. In this pa-
per, we refine the SA module in self-attention gen-
erative adversarial networks (SAGAN) via adapt-
ing a non-local operation, revising the connectivity
among the units in SA module and re-implementing
its computational pattern, such that its time and
space complexity is reduced from O(n2) to O(n),
but it is still equivalent to the original SA module.
Further, we explore the principles behind the mod-
ule and discover that our module is a special kind
of channel attention mechanisms. Experimental re-
sults based on two benchmark datasets of image re-
construction, verify that under the same computa-
tional environment, two models can achieve com-
parable effectiveness for image reconstruction, but
the proposed one runs faster and takes up less mem-
ory space.
1 Introduction
It has been proven that capturing long-range dependencies
in deep neural networks is helpful in improving their appli-
cation effects, especially for image processing. Previously,
long-range dependencies of images are captured by large re-
ceptive fields formed by deep stacks of convolutional oper-
ations [Fukushima, 1980; LeCun et al., 1989]. However,
since convolutional operations only focus on a local neigh-
borhood, long-range dependencies need to be captured via
applying them repeatedly. There are two main limitations
of repeating such local operations. First, it causes diffi-
culty in optimization [Hochreiter and Schmidhuber, 1997;
He et al., 2016]. Second, it is computationally inefficient.
Recently, Wang et al. [Wang et al., 2018] applied non-local
operations to capture efficiently long-range dependencies by
using non-local mean operations [Buades et al., 2005] in deep
neural networks. The non-local operations compute the re-
sponse at a position as a weighted sum of the features at
all positions in input feature maps. Zhang et al. [Zhang et
al., 2018a] proposed Self-Attention Generative Adversarial
Networks (SAGAN) which use one of non-local operations
to implement self-attention modules. SAGAN obtains state-
of-the-art results on ImageNet dataset [Russakovsky et al.,
2015]. SAGAN is the first to combine Generative Adversar-
ial Networks with Self-Attention (SA) mechanism, and gen-
erates a new solution of computer vision, especially for image
reconstruction. However, the SA module of SAGAN has two
limitations:
1. The SA module is hard to be employed on bigger datasets
with higher dimensions, since it has a space complexity
of O(n2). It limits many applications of self-attention in
computer vision. For example, based on [Brock et al.,
2018], the performance of generative tasks has positive
correlation with the batch size of its training and a high
space complexity will restrict the increase of batch size.
2. It also has a time complexity of O(n2). Although it im-
proves the quality of image generation, using the self-
attention module brings huge time costs in both testing
and training phases.
In this paper, we propose a new self-attention module for
overcoming these limitations. Compared with the original
module, in theory, the new self-attention module has the
space and time complexity of O(n) instead of O(n2), and in
practice, the time and memory can be saved up 30% ∼ 50%
(depending on the dimensions of input data and the struc-
ture of networks), while obtaining comparable performance
with the vanilla SA. Further, we can introduce the proposed
self-attention mechanism into GANs or other deep neural net-
works to reduce their computational costs. Our contributions
include:
1. We implement a new self-attention module which has a
time and space complexity of O(n).
2. We analyze the proposed module from the view point of
channel attention [Hu et al., 2018] and further compare
them.
3. We provide two experiments to verify the performance of
the proposed module for image reconstruction.
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2 Related Works
2.1 Self-attention (SA)
The advantages of self-attention in capturing global de-
pendencies make attention mechanisms become an integral
part of modules [Bahdanau et al., 2014; Xu et al., 2015;
Yang et al., 2016; Gregor et al., 2015]. In particular, self-
attention [Cheng et al., 2016; Parikh et al., 2016] computes
the response at a position as a weighted sum of the features at
all positions in input feature maps. By adding self-attention
module into an autoregressive module for image generation,
Parmar et al. [Parmar et al., 2018] propose an image trans-
former module. Wang et al. [Wang et al., 2018] formalize
self-attention as non-local operations inspired by non-local
mean filter [Buades et al., 2005]. Based on non-local op-
erations, Zhang et al. [Zhang et al., 2018a] present Self-
Attention Generative Adversarial Network (SAGAN) to gen-
erate images based on ImageNet [Russakovsky et al., 2015]
and obtain 27.62 of Fre´chet inception score (FID) compared
with previous state-of-the-art 18.65.
2.2 Self-Attention Module in SAGAN
Self-attention module in SAGAN as shown in Figure 1(a),
is based on non-local neural networks inspired by non-local
mean filters. Following the baseline, the non-local operation
can be defined generally as:
outi =
∑
∀j
1
C(x)f(zi, yj)g(xj), (1)
where x ∈ RN×C is the matrix of image features and C, N
denote the numbers of channels and elements of one channel,
respectively. z = Wzx, y = Wyx are two embeddings of x,
and Wz and Wy are their embedding matrices. out is output
signal. The pairwise function f computes a relationship be-
tween the ith and the jth elements of x. The unary function
g(x) represents features of x and the equation is normalized
by a factor C(x). Based on the non-local embedded oper-
ation, self-attention mechanism is only a special case. The
implementation is shown as:
out = softmax(zyT )φ(x), (2)
where φ(x) = Wφx is a linear feature transform of x. In this
case, softmax function can be seen as 1C(x) , and f becomes
the cosine similarity.
3 Improved Self-Attention Module
Using SA modules, SAGAN reduces the FID from 27.62 to
18.65 on the challenging ImageNet dataset. The results show
the SA mechanism has a great potential in image reconstruc-
tion. However, the time and space complexity of the SA mod-
ule of SAGAN are O(n2) (in Section 4). Especially in space
complexity, if we enlarge the resolution of generative images
from 128 * 128 to 256 * 256, the consumed memory will be
enlarged from 1284 to 2564. Huge consumption of comput-
ing resources affects the applications of SA seriously, even
with the help of GPU computers.
3.1 The Novel Self-attention Module
From Figure 1(a), the reason why the SA module of SAGAN
consumes so much memory and time lies in the computation
of attention map A. The attention map calculates any pair
of elements in its input. Hence, the key to reduce the com-
putational complexity is to modify the computational way of
attention maps. Inspired by the associativity of matrix mul-
tiplication, we find if we first calculate yTφ(x) in Equation
(2), we will obtain a (C/8, C) matrix rather than a (N,N)
matrix. In convolutional operations, C is a hyper-parameter
and generally N  C. Obviously, the revised computation
can reduce computational complexity to a large extent. How-
ever, softmax is not a linear function, we need to use a linear
function to replace softmax function.
Following the statement of [Wang et al., 2018], although
recent self-attention modules mostly take softmax as the
normalization factor, [Wang et al., 2018] uses two alternative
versions of non-local operations to prove the nonlinear atten-
tional behavior is not essential. Further, they also make exper-
iments to verify that the results of those versions are compa-
rable in video classification and image recognition. Thus we
can employ one of the versions to rewrite the self-attention
module:
out =
zyT · φ(x)
N
. (3)
We continue to rewrite Equation (3) by the associativity of
matrix multiplication:
out =
zyT · φ(x)
N
= z · (y
Tφ(x))
N
, (4)
where (y
Tφ(x))
N is of a space complexity of O(1). Following
Equation (4), we design a network, the structure of which
is shown in Figure 1(b). The structures in Figure 1(b) and
Figure 1(a) are different, and also have different meanings,
which will be analyzed in the following section.
3.2 The Principle Behind the Module
In Figure 1, we use a schematic diagram to compare the two
modules of self-attention. Generally, N  C. For simplifi-
cation, we set N = 4, C = 2, and the number of channels
keeps invariant in transforms, i.e., the number of channels is
not divided by 8. The explanation starts from calculating an
element of matrix out in different ways.
outij = Ai[φ(x)]
′
j =
N=4∑
k=1
Aik[φ(x)]kj , (5)
outij = ziB
′
j
= zi1
yT1 [φ(x)]
′
j
N
+ zi2
yT2 [φ(x)]
′
j
N
= zi1t1j + zi2t2j =
C=2∑
k=1
tkjzik,
(6)
where tij =
yTi [φ(x)]
′
j
N and Aij =
exp(ziyj)∑
∀(i,j) exp(ziyj)
. Ai, zi
represent row vectors consisting of the elements in the ith
row of A, z, respectively. And B′i, [φ(x)]
′
j denote column
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Figure 1: The structures of two kinds of SA modules where ⊗ represents matrix multiplication and / is scalar division.
vectors consisting of the elements in the ith column of B, z,
respectively.
For the original SA module, calculating an element of
out is to compute a cosine similarities between the element
and all elements of input. Through Equation (5), outij =
Ai[φ(x)]j where Aij ≈ ziyj‖zi‖‖yj‖ represents the cosine sim-
ilarity between the ith element and the jth element, outij is
computed by a weighted sum of all elements and the weights
depend on cosine similarity which is defined as a product of
two normalized vectors. MatrixA is the weight matrix whose
element Aij is the cosine similarity between zi and yj .
However, the attention map B is produced by inner prod-
uct, which means that Bij cannot represent the cosine sim-
ilarity between zi and yj . Like the analysis of attention
map A, we also calculate an element of out in the proposed
module. Through Equation (6), the results of the proposed
module are formed by a weighted sum of all channels, and
the weights depend on a similarity t corresponding to co-
sine similarity. That means, the proposed module computes
the similarity of every two channels of all elements (e.g.
out′1) rather than every two elements of all channels (e.g.
out1). The principle behind the proposed module is sim-
ilar to that of channel attention modules [Hu et al., 2018;
Zhang et al., 2018b] that make important channels be fo-
cused. To explain it more clearly, we first make transforma-
tion of Equation (6):
out′i = z
′
1t1i + z
′
2t2i, (7)
where out′i, z
′
i represent column vectors consisting of the el-
ements in the ith channel, Since z′i is produced by 1 ∗ 1 con-
volutional operation, we can obtain:
z′i =
wi
wj
· z′j , (8)
where wi, wj denote weights of the i, jth 1 ∗ 1 convolutional
operations, respectively. Further making z′i = wa·z′1 = wb·z′2
where wa = w1wi , wb =
w2
wi
, we obtain:
out′i = z
′
1t1i + z
′
2t2i
= wat1i · z′i + wbt2i · z′i
= (wat1i + wbt2i) · z′i = cz′i where c ∈ R.
(9)
Equation (9) shows that the proposed module aims to assign
a weight for every channel to make some important channels
be focused. The weight c is composed of two parts. The
first part includes t1i and t2i calculated by global information
and the second part includes wa and wb which are learnable
parameters.
3.3 Comparation with Channel Attention
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Figure 2: Two channel attention modules.
Channel attention (CA) is firstly proposed in [Hu et al.,
2018], which generates different scores for each channel-wise
feature. As shown in Figure 2(a), the original channel atten-
tion uses global average pooling to obtain global information,
which is defined as:
mc =
1
N
∑
i,j
xi,j (10)
where mc ∈ R1×1×C represents global information captured
by the CA module. Then the information is processed by
two non-linear transformations to obtain the score sc for each
channel-wise:
sc = σ(w2δ(w1mc)) (11)
Finally, the initial feature map x is multiplied by sc:
out = sc ∗ x (12)
The CA module in [Hu et al., 2018] and the proposed mod-
ule have similar purposes which assign a learnable weight to
each channel. There are two differences between the two CA
modules. The first difference lies in the way to obtain global
information. The original CA module uses a global pooling
to add all elements of a channel, while our module computes
the relationship between any pair of channels. Secondly, the
original module is a nonlinear module, whereas our module
is linear. The nonlinearity of the original module is from its
nonlinear active function. However, the linearity of our mod-
ule does not affect its effect. For instance, a network generally
does not use only one SA module like Figure 3 and through-
out those modules, there are some nonlinear layers to do the
nonlinear transformation.
4 Complexity of Computation
As shown in Figure 1(a), the original self-attention module
which computes an attention map that explicitly represents
the relationships between any two positions in the convolu-
tional feature map x, so there areN ∗N elements of attention
map A. Since there is a quadratic relationship between the
elements of image feature x and the size of attention map
A = zyT , the space complexity is O(n2). The time complex-
ity of the original module is also O(n2), since it computes
multiplications between the attention map and convolutional
feature map, whose dimensions are (N ∗ N) and (N ∗ C),
respectively.
Our self-attention module has the space and time complex-
ity of O(n). According to Figure 1(b), there are two multipli-
cations. The first multiplication between a (C/8 ∗N) matrix
yT and a (N ∗ C) matrix φ(x) produces a (C/8 ∗ C) matrix
B and it times a (C/8 ∗ N) matrix z. Hence, the time and
memory space costs are linear relationships with N , and cor-
respondingly, both the time and space complexity are O(n).
Via reducing memory space and computational time, we
can apply the self-attention mechanism to the fields of image
reconstruction including image completion, super resolution,
etc., which need relatively more computational resources.
5 Experiments
We provide two experiments to measure and compare the pro-
posed module with the original one. The first experiment is
an ablation study which applies our module to complete some
images with large margin missing, in order to measure the ef-
fectiveness for capturing long-range dependencies. The sec-
ond experiment is about image generation, in order to prove
that the refined module can obtain comparable results with the
original module in SAGAN but consume less memory space
and running time. The two experiments are carried out on
a platform of NVIDIA GTX 1080ti GPU, 32 GB RAM and
i7-7700k CPU.
5.1 Ablation Study
The experiment is to verify the ability of our self-attention
module to capture long-range dependencies for image recon-
struction. The purpose of the experiment is to complete an
image (e.g. Figure 4) which is cut 1/4 both on its left and
right side (e.g. Figure 4(b)). We will observe the influences
after replacing two convolutial layers of a standard GAN by
our SA module (illustrated in Figure 3).
Details of Implementation
The used network is a basical super resolution generative ad-
versarial network (SRGAN) [Ledig et al., 2017]. All settings
of the experiment are inherited from [Ledig et al., 2017] ex-
cept that we re-implement the structure of generators like Fig-
ure 3 and add spectral normalization [Miyato et al., 2018]
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Figure 3: The structure of generator in the experiments.
for every convolutional layer of the generator to stabilize the
training phase. Additionally, the dataset used is a simple coast
dataset 1, the images of which are resized into 256*256 in
pre-processing.
Experimental Results
The image reconstruction from an image with large margins
missing cannot achieve satisfactory results if a network is
hard to handle long-range dependencies as shown in Figure
4(c). This experiment is to inspect whether our SA model
still has an ability to capture long-range information after
structural transforms. Figure 4(d) shows the results of our
SA model. Without our SA module, the regions to be com-
pleted are hard to receive valid signals provided by residual
regions (Figure 4(c)). Hence the experiments verify that our
SA module inherits the ability from the original self-attention
module.
5.2 Generative Experiments
Furthermore, we compare the performance of two modules in
a real computational environment. To ensure a fair compar-
ison, we choose three networks only with single difference
in implementation of SA model. The three networks are self-
attention generative adversarial network (SAGAN), improved
self-attention generative adversarial network (ISAGAN) and
standard generative adversarial network (SGAN). SAGAN
uses its original implementation in [Zhang et al., 2018a]2 and
ISAGAN uses the structure of SAGAN but replaces the SA
models by the proposed one. SGAN replaces SA modules by
convolution layers as a criterion. We train the three networks
based on two benchmark datasets CIFAR− 10 and CelebA
and evaluate them by Fre´chet inception score [Heusel et al.,
2017] (FID) (the lower is the better). Generally, a generative
1It can be downloaded on http://cvcl.mit.edu/scenedatabase/
coast.zip
2The code can be downloaded on https://github.com/heykeetae/
Self-Attention-GAN
task is evaluated by Inception score [Salimans et al., 2016]
and Fre´chet inception score (FID), but based on [Barratt and
Sharma, 2018], Inception score is misleading when a genera-
tive network is not trained on ImageNet.
Details of Implementation
All the generative models are designed to generate 64*64
images. By default, the batch size is 64 and other hyper-
parameters of discriminators, generators and optimizers are
inherited from SAGAN.
Experimental Results
Table 1: The results based on two datasets
FID SAGAN ISAGAN SGAN
CelebA 8.864 8.723 6.394
CIFAR− 10 12.739 12.236 16.066
The results of the three networks (SAGAN, ISAGAN,
GAN) are tabulated in Table 1. Compared with SGAN,
SAGAN and ISAGAN achieve comparable effects. Con-
cretely, trained on CelebA, a human face dataset, both
SAGAN and ISAGAN degrade the generative quality, since
generating human face may depend more on local features
than global features and thus the advantages of the self-
attention mechanism are not helpful and even have some in-
terferences. Whereas, trained on CIFAR − 10, a multiple
classes dataset, the two self-attention modules improve the
quality with the advantage of their long-range dependencies.
Through the generative experiments and the formula deriva-
tion, we can infer the two self-attention modules are compa-
rable in effectiveness.
Furthermore, we need to evaluate the costs of time and
space of our proposed module. Table 2 shows the time spent
in forward (every 30k images) and backward (every 10 *
batch size images) propagation. The reason why the speeds
of ISAGAN on two propagations are faster than those of
(a) Ground truth (b) Input (c) The results of standard GAN (d) The Results of the Proposed
Module
Figure 4: The results of image completion. We train GANs to complete images in (b). (c) shows results of a standard GAN. When two
convolutional layers are replaced by our SA model, we obtain the results in (d).
Table 2: The time spent in forward and backward propagation on
CIFAR− 10.
time (in seconds) SAGAN ISAGAN SGAN
forward 1.077 0.762 0.564
backward 5.992 3.049 2.390
SAGAN is mainly that our self-attention module avoids the
large-scale matrix multiplication. In forward propagation,
the large-scale matrix multiplication happens to more units,
and in backward propagation, it needs to do differentiation
on larger computational graph. About memory space usage,
Table 3 shows the training of SAGAN and ISAGAN with dif-
ferent batch sizes, respectively, where ‘no’ means that a mod-
ule cannot be run in our environment and ‘ok’ represents the
opposite. Since increasing the batch size needs more memory
Table 3: Training of the three models with different batch sizes on
CIFAR− 10
Batch size SAGAN ISAGAN SGAN
256 ok ok ok
512 no ok ok
1024 no ok ok
space for training, we can also infer that ISAGAN uses less
memory space than SAGAN.
6 Conclusion
We improve the original self-attention module to reduce time
and space complexity. Due to less memory space consump-
tion, our self-attention module can be used in image recon-
struction which often needs to process higher dimensions
data. Theoretically, our SA module is a special kind of chan-
nel attention mechanisms. Experimental results verify that
using our self-attention module can obtain comparable effects
with the vanilla one but use less time and memory space.
In future work, we will apply the proposed module of self-
attention to other deep learning tasks, beyond image recon-
struction.
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