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We have developed Phoenix 2, a ribosomal RNA gene sequence analysis pipeline, which can be used to
process large-scale datasets consisting of more than one hundred environmental samples and contain-
ing more than one million reads collectively. Rapid handling of large datasets is made possible by the
removal of redundant sequences, pre-partitioning of sequences, parallelized clustering per partition, and
subsequent merging of clusters. To build the pipeline, we have used a combination of open-source soft-
ware tools and custom-developed Perl scripts. For our project we utilize hardware-accelerated searches,
but it is possible to reconﬁgure the analysis pipeline for use with generic computing infrastructure only,
with a considerable reduction in speed. The set of analysis results produced by Phoenix 2 is compre-ydrocarbon metagenomics
icrobial diversity
yrotags
hensive, including taxonomic annotations using multiple methods, alpha diversity indices, beta diversity
measurements, and a number of visualizations. To date, the pipeline has been used to analyze more
than 1500 environmental samples from a wide variety of microbial communities, which are part of
our Hydrocarbon Metagenomics Project (http://www.hydrocarbonmetagenomics.com). The software
package can be installed as a local software suite with a Web interface. Phoenix 2 is freely available
et/prfrom http://sourceforge.n
. Introduction
Taxonomic analysis of 16S and 18S rRNA gene sequences using
equencing data has shown to be a viable approach for the char-
cterization of microbial communities (Sogin et al., 2006). The
ibosomal RNA gene has highly conserved regions in bacteria and
rchaea that can be used as targets for PCR ampliﬁcation, yet it also
as regions with sufﬁcient variability, which can be used for differ-
ntiation among different taxa (Olsen andWoese, 1993). Due to the
arge numbers of reads produced by next-generation sequencing of
ibosomal RNA genes, high-throughput computational tools have
ecome a necessity for the analysis of these data sets.
Current tools for ribosomal RNA gene sequence analysis can be
rouped into two major categories: Web-based tools and locally
nstalled tools. Web-based tools are hosted on a server, providing
he user with a Web interface. Examples include the Ribosomal
atabase Project (RDP) (Cole et al., 2009); the Nearest Alignment
pace Termination (NAST) server (DeSantis et al., 2006), Micro-
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bial Community Analysis (MiCA) (Shyu et al., 2007), and EzTaxon
(Chun et al., 2007). To use these tools, researchers upload their
sequence data over the Internet and use a Web interface to con-
ﬁgure the optional parameters for their analysis. Limitations exist
for the amount of data uploaded at one time, since the Web-server
resources need to be shared by multiple users at any given time.
Also, customizing the back-end analysis software tomeet theneeds
of a project is not possible by the remote users.
Locally installable 16S rRNA analysis tools include mothur
(Schlosset al., 2009),QIIME(Caporasoet al., 2010), andARB(Ludwig
et al., 2004). When using these local tools, there is no need to
upload the data to a remote server, and in many cases the tools are
distributedasOpenSource, allowing researchers tomodify the soft-
wareasnecessary.However,mostof these toolsneed tobeaccessed
via a command line interface and lack a user-friendly interface
for researchers with modest computer skills. They also must be
installed on every computer that researchers may use, and hence
the distributed installations need to be constantly maintained and
updated.
To overcome theweaknesses inherent in either category of tools
and to combine their advantages, we have developed Phoenix 2, a
locally conﬁgurable and installable ribosomal RNA gene sequence
analysis pipeline with a Web interface. This tool has now been
used for more than a year in our Hydrocarbon Metagenomics
Project (http://www.hydrocarbonmetagenomics.com), mainly for
reserved.
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he characterization of 16S rRNA gene sequences from microbial
ommunities collected from environmental samples. By using a
ocally conﬁgured Web server, available computing power and
torage can be freely assigned within the project. The included
eb interface allows researchers with minimal computer skills to
earn the use of Phoenix 2 quickly. To date, the Phoenix 2 pipeline
as been used to perform more than 1500 analysis jobs of vary-
ng complexity, where each job consisted of anywhere from 2 to
00 individual samples, with the average number of individual
equence reads in an average sized sample being approximately
0,000.
. Methods
.1. Pipeline overview
The Phoenix 2 pipeline integrates a number of available open-
ource software tools, specialized Bioinformatics hardware, and
ustom-developed Perl scripts. For clustering sequence data and
omputing statistics, we use mothur (Schloss et al., 2009), a
ell-established ribosomal RNA data analysis package. For de-
eplicationandpartitioningof sequencedata,weuseCD-HIT (Li and
odzik, 2006), awidely used program for comparing and clustering
rotein or nucleotide sequences. To accelerate the BLAST searches
Altschul et al., 1990), which are required in several stages of the
ipeline,weusehardware-acceleratedTimeLogicDeCypherboards
ActiveMotif Inc., Carlsbad, CA)with their customBLAST programs.
or Phoenix 2 installations without access to specialized database
earch hardware, a generic BLAST installation can be used, butwith
onsiderable tradeoff in computing speed. For Web-based visual-
zation of taxonomic annotation and statistical analysis results, we
se Highcharts JS (http://www.highcharts.com), a free (for non-
ommercial use) charting library written in JavaScript. We have
eveloped a number of Perl scripts for converting and manipulat-
ng sequence data and associated data, and for the ﬂow control of
ata between the various stages of the Phoenix 2 pipeline. TheWeb
nterface for sequence data submission and retrieval of the analysis
esults was implemented using the Perl core CGI (Common Gate-
ay Interface) module, pure HTML, and pure JavaScript, in order to
aximize portability across different computing platforms.
The goal of the pipeline is to produce taxonomic annota-
ion, biodiversity measures, and result visualizations to describe
he community structures, given a set of ribosomal RNA gene
equences. The processing stages and the data ﬂow in Phoenix 2 are
hown in Fig. 1. The input to Phoenix 2 consists of a set of multi-
le FASTA-formatted ﬁles and matching quality ﬁles, respectively,
here each FASTA ﬁle contains the sequence information from a
articular sample. There is virtually no limit to the number of sam-
les or the number of reads per sample that can be submitted to
he pipeline simultaneously, with two potential issues when large
umbers of samples are used: (a) the amount of computer storage
pace to hold the intermediate processing results and (b) the pro-
essing time required to complete the analysis of large sample sets.
In a ﬁrst step, the raw reads from each sample go through
uality control checks, including chimeric sequence ﬁltering. All
eads, which have met the quality requirements, are subsequently
ubjected tode-replication, aprocess that isused to identify all non-
edundant reads. Amultiple sequence alignment is then performed
n the ﬁnal read set, using a reference alignment. The aligned reads
re then partitioned, based on sequence identity, to obtain sub-
ets of reads in each partition, which are sufﬁciently similar to one
nother. Clustering to produce the OTUs (operational taxonomic
nits) is done within each partition, with the resulting OTUs from
ach partition collected to form the ﬁnal set of OTUs. Finally the
epresentative sequencesof theOTUsare clustered to identify thoselogy 167 (2013) 393–403
that can be merged into a single OTU. Multiple taxonomic classi-
ﬁcation methods are applied to the set of ﬁnal OTUs to produce
taxonomic annotations. Anumberof alphaandbetadiversitymeas-
ures are calculated to describe the microbial diversity observed
in the submitted samples. For many analysis results, a graphical
output is also provided.
2.2. Web interface
Users can submit ribosomal RNA gene sequences from single or
multiple samples to the Phoenix 2 pipeline through the Web inter-
face (Fig. S1, Supplementary File). To identify the content of each
submission to the Phoenix 2 server and to send notiﬁcations of the
job progress, users are required to enter a name for their analy-
sis project, and their email address, respectively. Several options in
the Web interface can be conﬁgured by the user to alter the way
Phoenix 2 analyzes the data set. At least the default primers that
were used in the sequencing project need to be conﬁgured a priori.
Table 1 shows the conﬁgurable parameters in the Web interface,
their effects and their default values.
When a user submits a ribosomal RNA analysis job through
the Phoenix 2 Web interface, an acknowledgment page will be
returned, listing the submitted samplenames. Theuserwill benoti-
ﬁed initially by email when the quality control stage is ﬁnished,
and subsequently when the complete analysis is ﬁnished. The job
completion notiﬁcation contains a link to the main analysis results
Web page, from which the user can access all the ﬁnal results of the
analysis and the accompanying visualizations.
2.3. Denoising
In cases that the user wants to perform sequencing-error
denoising prior to the quality control stage, an external denois-
ing tool that produces a multiple-FASTA ﬁle as output can be
applied to raw sequence reads (Gaspar and Thomas, 2013).
The resulting set of corrected reads can be used as input
sequences for Phoenix 2. For example, AmpliconNoise (Quince
et al., 2011) produces a SampleX F Good.fa ﬁle, which con-
tains the unique sequences after removing sequencing noise,
where SampleX stands for the sample name. Similarly, Denoiser
(Reeder and Knight, 2010) generates centroids.fasta and sin-
gletons.fasta ﬁles, which contain the cluster centroids and
the reads that were not clustered, respectively. These ﬁles
can be combined into a single FASTA ﬁle (e.g. by using the
Unix command “cat centroids.fasta singletons.fasta >
denoised.fasta”). Another example is Acacia (Bragg et al., 2012),
which generates OUTPUT PREFIX MID tags.refOut. This ﬁle con-
tains all the representative sequences,whereOUTPUT PREFIX is the
output ﬁle preﬁx given by the user.
An additional option for denoising in Phoenix 2 is the use of the
denoising tool in mothur, which is nearly identical to the denois-
ing algorithm in AmpliconNoise (the shhh.flows command in
mothur). This is ﬁrst applied to the ﬂowgram information available
in the form of an SFF (Standard Flowgram Format, http://www.
ncbi.nlm.nih.gov/Traces/trace.cgi?cmd=show&f=formats&m=doc
&s=formats#sff) ﬁle for each sample. The resulting denoised
sequences are used as input to the subsequent quality control
stage. In our experience, the use of mothur’s denoising tool in
Phoenix 2 will slow down the entire pipeline considerably. There-
fore, the use of an external denoising tool is highly recommended,
unless the number of samples to be analyzed is very small.
By default, the quality control stage in Phoenix 2 uses the
average quality score and the match of a primer sequence in the
beginning of a read for ﬁltering out low-quality reads. However,
some denoising tools do not produce quality score data. There-
fore, Phoenix 2 provides the user with the option of skipping the
J. Soh et al. / Journal of Biotechnology 167 (2013) 393–403 395
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uality score check, which can be selected if the quality scores of
hedenoised sequences arenot available. Dependingon thedenois-
ng tool and user-supplied parameters to control the handling of
IDs (multiplex IDs, also known as barcodes) (Church and Kieffer-
iggins, 1988), the denoised sequence ﬁles may differ with regard
o the inclusion ofMIDs andprimer information. In Phoenix 2, there
re options to change this aspect of the quality control stage: (1)
heck for both MID and primer, or (2) do not check them at all,
here the default setting is to check for only primer bases. The
enoising option and the quality control options are described in
able 1 (quality control parameters) and shown in Fig. S1..4. Quality control
Raw sequence reads are subjected to systematic checks
o remove low-quality reads and minimize the inﬂuence of
able 1
ffects and default values of the parameters in the Phoenix 2 Web interface.
Parameters Effects (options)
Upload style How ﬁles will be uploaded (single
Analysis name The name by which the analysis w
Email address The email address to which notiﬁc
User name The name by which the user will b
Strand direction Sequencing direction
Default primers (Target-speciﬁc sequences) Default primer sequences for begi
additional default primers can be e
Sample-speciﬁc primers ﬁle (non-default
target-speciﬁc sequences ﬁle)
A text ﬁle listing speciﬁc primers u
sample per line
Denoising Perform denoising prior to quality
mothur)
Quality control parameters Read quality score check (ﬁlter by
primer check (trim primer, trim ba
trimming); read length check
Clustering Clustering method (average, farthe
algorithm) to form OTUs and dista
Representative sequence Method to select representative se
(Consensus: consensus sequence,
occurring sequence)
Design ﬁle A text ﬁle listing memberships of
sample per line, for group-based a
Rare OTU ﬁltering Filter OTUs with rare occurrence f
ﬁltering, by number of reads, by %ow in the Phoenix 2 pipeline.
sequencing errors (Huse et al., 2007;Quince et al., 2009). By default,
the removed sequences include those that: (i) do not perfectly
match the adaptor and primer sequences; (ii) contain ambiguous
(N) bases; (iii) have an average quality score below 27 (i.e. less
than 99.8% base call accuracy) (Kunin et al., 2010); (iv) contain
homopolymer lengths greater than 8 (Schloss et al., 2011); or (v) or
are shorter than 200bp after primer clipping (Schloss et al., 2011).
Some of these quality control parameters can bemodiﬁed using the
Web interface if desired (Table 1), to accommodate sequence data
with different statistical attributes (i.e. from a different sequenc-
ing platform, such as Illumina) or sequence data obtained from
denoising raw sequence reads using an external denoising tool.
When the quality control stage of the pipeline is ﬁnished, the user
receives anemail containing the link to the “QualityControl Report”
(Fig. S2, Supplementary File), which summarizes the reasons why
some reads have failed the quality control test. Additionally, the
Default values
archive ﬁle, multiple ﬁles) Single archive ﬁle
ill be referred to None (required ﬁeld)
ations will be sent None (required ﬁeld)
e addressed Email address
Reverse
nning and ending primers;
ntered in the text input ﬁeld
Forward: 926Fw
(AAACTYAAAKGAATTGRCGG) Reverse:
1392R (ACGGGCGGTGTGTRC)
sed for certain samples, one None
control (no denoising, by No denoising
score, no score ﬁltering);
rcode and primer, no
Quality cutoff: 27 (Kunin et al., 2010)
Minimum length: 200 (Schloss et al., 2011)
Maximum length: 451
st, nearest neighbor
nce cutoffs for clustering
Method: Average neighbor
Distance cutoffs: 0.03 and 0.05
quences for OTUs
MOF: most frequently
Consensus
samples in a group, one
nalysis of samples
None
or sample comparisons (no
of reads)
Filter out OTUs containing less than 0.01%
of all good reads
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umber of reads identiﬁed as potential chimeras from each sample
s shown.
Potentially chimeric sequences are detected using a strat-
gy similar to that of PyroTagger (Kunin and Hugenholtz, 2010).
n Phoenix 2 this happens before sequence clustering is done,
hereas in PyroTagger it happens while classifying representa-
ive sequences of clusters. Since our preliminary tests found that
hecking only the representative sequences for chimeras allowed
oo many chimeric sequences to pass through quality control, we
dopted a more stringent approach in which all reads are checked
efore they are clustered. The detection algorithm we use is the
ame as that of PyroTagger, except that we do not check the cluster
ize being less than or equal to 2. For our project, the remaining
igh-quality sequences are compared against the non-redundant
SU reference database SILVA SSU Ref 111 NR (Pruesse et al., 2007),
sing the tera-blastn algorithm on TimeLogic DeCypher boards
Active Motif, Inc., Carlsbad, CA), with maximum signiﬁcance value
e-value) 0.01, percent alignment 80%, and maximum 100 targets.
equences that have the best alignment region covering less than
0% of the trimmed read length, with greater than 90% sequence
dentity to the best BLASTmatchwithin thematched region, and no
atch to the ends of the sequence, are labeled as potential chimeric
equences and excluded from further analysis.
.5. De-replication
All sets of near-identical sequences that can eachbe represented
y one sequence are clustered using the CD-HIT-EST program (Li
nd Godzik, 2006) at 99% identity threshold. The longest sequence
n each such cluster is chosen as its representative sequence. Only
he representative sequences are used in the subsequent cluster-
ng stage. This can reduce the data set being analyzed considerably.
n one study involving 167 samples, the total number of reads
fter quality control was 1,056,628. After de-replication, 115,167
equences remained, resulting ina reduction ratioof approximately
9%.
.6. Sequence clustering
The multiple sequence alignment (MSA) is performed on
he set of unique sequences identiﬁed by the de-replication
tage to prepare for distance calculation and clustering into
TUs. We use mothur’s align.seqs command, which avoids
ll-to-all sequence comparison by using a reference (template)
lignment. For our project, we use the SILVA seed alignment
http://www.mothur.org/wiki/Silva reference ﬁles) as the refer-
nce alignment. All sequences aligning very poorly with the
emplate sequences, where the number of aligned bases is less
han the minimum sequence length (200 by default), are excluded
rom further analysis. This stage yields the ﬁnal set of reads to be
lustered into OTUs.
Clustering of reads based on distances is time-consuming, due
o the number of pairwise distance calculations required while
uilding a full distance matrix. We ﬁrst partition the reads into
re-clusters based on a relatively low sequence identity using the
reedy incremental clustering algorithm (Li and Godzik, 2006), to
nsure that any two sequences that would ultimately belong to the
ame OTU are guaranteed to be in the same pre-cluster. We use the
D-HIT-EST program with 90% identity threshold. After this parti-
ioning, distance calculations and clustering are performed within
ach pre-cluster, using a parallel computing approach. When all
artial sets of OTUs are produced from the initial pre-clusters, they
re collected to form the full set of OTUs. Using this approach
here is no need to sequentially process the entire set of reads dur-
ng clustering, avoiding unnecessary distance calculations between
equences that are very different andwould not likely belong to thelogy 167 (2013) 393–403
same OTU. This approach greatly improves the ability of Phoenix
2 to handle large datasets, without losing essential information. In
each pre-cluster, the actual clustering of sequences into OTUs is
accomplished by mothur’s cluster command, using the average
linkage algorithm (Schloss and Westcott, 2011), which produces a
list of OTUs with their constituent reads, at each chosen clustering
distance cutoff value. In our project, we use the distance cutoffs of
3 and 5% as defaults.
The initial set of OTUs is then processed to identify the rep-
resentative sequence for each OTU. The representative sequence
for an OTU can be determined by two methods: the consensus
sequence of all sequences in the OTU, or themost frequently occur-
ring sequence in the OTU. Either of these methods can be selected
as an option in Phoenix 2 via the Web interface. Once the represen-
tative sequences of the OTUs are determined, those OTUs whose
representative sequences are within the clustering distance cutoff
aremerged into a single OTU. After the OTUmerging stage, the ﬁnal
sets of OTUs, one set at each of the 3 and 5% clustering distance, are
produced.
2.7. Taxonomic annotation
The goal of taxonomic annotation using ribosomal RNA
sequences is to classify or map each OTU into a taxon. As an
OTU usually does not exactly correspond to a taxon (Clarridge,
2004; Petrosino et al., 2009), it is possible that multiple OTUs
map to a single taxon. We use three methods for classiﬁcation:
(a) BLAST searches; (b) RDP classiﬁer (Cole et al., 2009; Wang
et al., 2007) with the RDP training dataset; and (c) RDP classi-
ﬁer with the SILVA training dataset (Pruesse et al., 2007). For
BLAST search-based taxonomic classiﬁcation, the representative
sequences of OTUs are compared in our project against the SILVA
SSU Ref 111 NR database (Pruesse et al., 2007), using the tera-
blastn algorithm on TimeLogic DeCypher boards (Active Motif,
Inc., Carlsbad, CA). For each OTU, a taxonomic consensus is derived
from the hits within 5% of the best bit score from a BLAST
search of the database, by taking the most frequently occurring
taxon. Taxonomic classiﬁcation by the RDP classiﬁer is achieved
by using mothur’s classify.seqs command, which uses the RDP
classiﬁcation algorithm to match each sequence in a FASTA ﬁle
to a template sequence with taxon information attached to the
sequenceheader. Byusing twodifferent sets of template sequences,
the RDP training dataset and the SILVA training dataset, two dif-
ferent taxonomic annotation results are produced. We normally
recommend the RDP classiﬁer results using the SILVA training set
as the default taxonomic classiﬁcation method, because the SILVA
training set (18,491 sequences) containsmore reference sequences
than the RDP training set (8422 sequences), and according to the
developers of mothur, the RDP training set if of poorer quality
(http://www.mothur.org/wiki/RDP reference ﬁles). Once theOTU-
to-taxonmappingsareestablished,weextract the taxonabundance
information into a taxonomy summary ﬁle, where the taxa com-
prising each sample and their abundance in percentages are listed
as a table.
2.8. Biodiversity calculation
The set of OTUs and the number of reads comprising each OTU
areused to examine thebiodiversity of the samples.Weusemothur
commands to calculate the diversity and other statisticalmeasures.
2.8.1. Alpha diversity
Samples are analyzed independently to derive alpha diversity
measures, using the list of OTUs in each sample and the numbers
of reads assigned to them. The alpha diversity measures provide
information about the diversity within an individual sample. The
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arefaction data (Gotelli and Colwell, 2001) is generated to relate
he number of OTUs in each sample and the number of reads and to
llow measurement and comparison of the sequencing efﬁciency
etween different samples. The rank abundance data is provided to
xamine species richness andevenness, as indicatedby listingOTUs
nd their abundance in order of decreasing abundance. Both, the
arefaction data and the rank abundance data are plotted in a visual
epresentation. A variety of alpha diversity indices are also calcu-
ated, including the Chao1 (Chao, 1984), ACE (abundance coverage
stimator) (Chao and Lee, 1992), Jackknife (Zahl, 1977), Shannon
Shannon, 1948), and Simpson (Simpson, 1949) indices.
.8.2. Beta diversity without sample grouping
To explore relationships between microbial communities, a
umber of beta diversity analyses are performed, based on OTUs,
hich are shared among samples. These analyses are intended to
est the similarity of samples. For sample comparison, Phoenix 2
pplies OTU ﬁltering by default; if the number of reads in an OTU is
ess than 0.01% of the number of all reads, it is excluded from inter-
ample comparisons. This optional feature was included, because
ingletonandother rareOTUs can result fromsequencing error, and
are taxa may not be the focus of a microbial community analysis
nd can increase the computational complexity.
The dissimilarities among different samples are calculated
sing the following measures: Jaccard index (Jaccard, 1901), Yue
Clayton measure (Yue and Clayton, 2005), and Bray–Curtis
ndex (Bray and Curtis, 1957). For each clustering distance
utoff and dissimilarity measure, a Newick-formatted tree
http://evolution.genetics.washington.edu/phylip/newicktree.htm
s created using the UPGMA (Unweighted Pair Group Method with
rithmetic Mean) algorithm (Michener and Sokal, 1957). It should
e noted that these trees are not phylogenetic trees, in that the
ranching structure shows the hierarchical clustering of samples,
ather than phylogenetic inference results. The trees can be
isualized using any tree visualization tool that can use Newick-
ormatted tree ﬁles as input, for example Dendroscope (Huson
t al., 2007). In addition, two ordination methods, nonmetric
ultidimensional scaling (NMDS) (Borg and Groenen, 1997) and
rincipal coordinate analysis (PCoA) (Gower, 1998), are used to
implify the representation of dissimilarities by extracting a small
umber of axes, along which the samples show highest variability.
ample positions in this imaginary space are visualized using
catter plots.
A sample-OTU relation network is created, where samples and
TUs are represented as nodes. A sample node and an OTU node
re connected only if the OTU is observed in the sample. This
llows users to identify which OTUs are shared by multiple sam-
les, and which OTUs are unique to a sample, respectively. Such
ample-OTU networks are built in the simple interaction ﬁle for-
at (SIF) for visualization in the Cytoscape network visualization
ool (Shannon et al., 2003). OTU co-occurrence in samples can be
nalyzed by deriving correlation values between OTUs. We use the
on-parametric Spearman rank correlation coefﬁcient (Spearman,
010), which is calculated for each pair of OTUs.
.8.3. Beta diversity with sample grouping
When the user has supplied information on the grouping of
he samples, additional analyses can be performed to determine
hether these groups are statistically different. These analyses
equire the user to supply a “design” ﬁle, which speciﬁes the mem-
ership of samples in speciﬁc groups. For example, a collection of
ix samples (RR 01.fna,..., RR 06.fna), separated into two groups
H CBM Filter and H 11 HMW) can be speciﬁed as follows in a
esign ﬁle:.logy 167 (2013) 393–403 397
RR 01.fna H CBM Filter
RR 02.fna H CBM Filter
RR 03.fna H CBM Filter
RR 04.fna H 11 HMW
RR 05.fna H 11 HMW
RR 06.fna H 11 HMW
Using thedesignﬁle, aMetastats analysis (White et al., 2009) can
beperformed to identify thoseOTUs that are statisticallyoverrepre-
sented in one experimental group versus another. Metastats results
are produced for each pair of groups speciﬁed in the design ﬁle,
and the corresponding plots are provided. Weighted UniFrac tests
(Hamady et al., 2010; Lozupone and Knight, 2005) are performed,
using the previously generated sample trees and the information
in the design ﬁle, to determine whether any two experimental
groups have similar community structures. Finally, statistically sig-
niﬁcant differences in community structures can be determined by
variance analysis, using AMOVA (analysis of molecular variance)
(Excofﬁer et al., 1992) and HOMOVA (homogeneity of molecular
variance) (Stewart and Excofﬁer, 1996) with the group informa-
tion in the design ﬁle. For a description of how AMOVA, HOMOVA,
and UniFrac are different in describing community memberships
and structures, see Schloss (2008).
2.9. Analysis results packaging
When the pipeline completes execution, the user receives an
email with a Web link to the main results page (Fig. S3, Supple-
mentary File). The page is identiﬁed by the analysis name and the
submission time. It contains links to result data ﬁles and accom-
panying visualizations, and is organized into six collapsible lists:
mapping of OTUs to taxa, alpha diversity indices, beta diversity
measurements, and three taxonomic annotation summary results.
If the user wants to store the results page on their local computer,
the “Download a packaged ﬁle containing all results in this page”
link can be used to download and store an archive ﬁle. At a later
time, the archive can be extracted to reproduce the identical page
structure on the local computer which the user can navigate using
a Web browser.
3. Results
To illustrate typical analysis results from and ﬂow of data
through Phoenix 2, we use an analysis job that was submitted to
the Phoenix 2 server on April 30, 2012 as an example. The job
had sequences coming from 47 hydrocarbon environment samples
collected from the Athabasca oil sands, oil sands tailings ponds,
a conventional oil ﬁeld, and coal bed methane ﬁelds. The 16S
rRNA genes were ampliﬁed through PCR using primers 454T RA X
and 454T FwB which have universal 16S primer sequences 926Fw
(AAACTYAAAKGAATTGRCGG) and 1392R (ACGGGCGGTGTGTRC),
targeted at the 16S hyper-variable regions V6, V7, and V8. The
sequencedatawereproducedbypyrosequencing at theMcGill Uni-
versity and Genome Quebec Innovation Centre, Montreal, Quebec,
using a GS FLX Titanium Series Kit XLR70 (Roche Diagnostics Cor-
poration). The experiment yielded a total number of 398,322 raw
reads. The sequence data are available from NCBI Sequence Read
Archive (SRA) under the accession number SRP005650. Depending
on the source environment or sample preparation method, respec-
tively, the samples were assigned to 18 groups. The input consisted
of 47 FASTA-formatted ﬁles, 47 quality ﬁles, and 1 ﬁle indicating
the sample grouping. All the other parameters in the Web interface
were left at their default values (see Table 1).
The computing hardware used for the analysis in our project
consists of a SunFire 6800 with 20 of 1250MHz UltraSPARC IV
398 J. Soh et al. / Journal of Biotechnology 167 (2013) 393–403
Table 2
Abundance of phyla in samples, when the OTUs were clustered using the average linkage algorithm at a distance of 0.05. Taxonomic annotation was done with the RDP
classiﬁer with the SILVA training dataset. Results for ﬁve samples (out of the 47 analyzed) are shown.
Phylum RR 01 RR 02 RR 03 RR 04 RR 05
Reads % Reads % Reads % Reads % Reads %
Bacteroidetes 28 1.58 13 0.94 13 0.62 2579 51.75 2264 58.07
Thermotogae 94 5.29 50 3.62 80 3.83 30 0.60 18 0.46
Acidobacteria 0 0.00 0 0.00 2 0.10 0 0.00 0 0.00
Euryarchaeota 904 50.90 777 56.18 1524 72.95 283 5.68 239 6.13
Actinobacteria 14 0.79 6 0.43 12 0.57 18 0.36 6 0.15
Proteobacteria 503 28.32 388 28.06 303 14.51 1336 26.81 897 23.01
Planctomycetes 68 3.83 69 4.99 56 2.68 0 0.00 0 0.00
Spirochaetes 16 0.90 8 0.58 14 0.67 0 0.00 0 0.00
Synergistetes 18 1.01 9 0.65 16 0.77 0 0.00 0 0.00
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Firmicutes 150 8.45 64 4.63
Basidiomycota 0 0.00 0 0.00
rocessors and four 1.5GHz UltraSPARC IV+ processors with 96GB
AM. This computer was also shared with multiple users at the
isual Genomics Centre for general computing purposes. It took
4.7h for the 47-sample analysis job to complete. The total disk
pace used by the analysis, including the raw sequence data, all
ntermediate ﬁles, and the ﬁnal results ﬁles, was approximately 15
igabytes.
.1. Quality control report
For the analysis of the 47 samples, the total number of reads
hat passed the quality control (QC) stage was 245,865 (61.7% of
he raw reads). From the breakdown of the QC-failure reasons (Fig.
2, Supplementary File), short read length was the most frequent
roblem, followed by primer mismatches (due to extraneous bases
uchasmultiplex identiﬁers) and theexistenceof ambiguousbases,
hile the quality values themselves were the smallest issue. The
umbers of chimeric reads removed ranged anywhere between 0.9
nd 33.5%, depending on the sample.
.2. Generation and taxonomic classiﬁcation of OTUs
Thede-replication step resulted in reducing thenumber of reads
rom 245,865 to 18,215 (=7.4% of the raw read set), meaning that
he number of clusters formed using CD-HIT-EST at 99% identity
hreshold was 18,215. The representative sequences from the clus-
ers were taken as the sequence set, which was processed further.
e used CD-HIT-EST again with 80% identity threshold for pre-
lustering. Starting with the 18,215 reads, 426 partitions were
ormed. The number of reads in the partitions ranged from 1 to
098. 89partitions containingonlya single readwerenotprocessed
or clustering, leaving 337 partitions for clustering into OTUs.
Clustering of reads in each partition into OTUs and collecting
hese produced 15,014OTUs (merged from the initial 15,478OTUs)
t a clustering distance of 0.03, and 13,696 OTUs (merged from
nitial 15,306 OTUs) at a clustering distance of 0.05, respectively.
he large number of OTUs, as compared to the number of reads
18,215), is caused by the many singletons contained in the sample
i.e. OTUs with only one read), as there were 8492 singletons at
clustering distance of 0.03, and 7461 singletons at a clustering
istance of 0.05. When OTU ﬁltering was applied, the numbers of
TUs decreased to 819 and 805 at clustering distances of 0.03 and
f 0.05, respectively.
Since taxa were assigned to OTUs at different taxonomic ranks
epending on the conﬁdence of the classiﬁcation (i.e. down to
ower ranks at higher conﬁdence levels), the taxonomic classiﬁ-
ation results can be analyzed at a higher rank than the lowest
ossible one. An example is shown in Table 2, where the classi-
cation results at the phylum level are listed. The result can also1 0.05 1 0.02 0 0.0
75 3.59 761 15.27 487 12.49
1 0.05 0 0.00 0 0.00
be visualized as a histogram (Fig. S4, Supplementary File), showing
the frequencies of occurrence of the most abundant phyla in each
sample. The whole set of taxa assigned to OTUs, regardless of their
taxonomic ranks, along with their abundance in all the analyzed
samples can be viewed as a table (Table S1, Supplementary File).
3.3. Alpha and beta diversity measurements
The rank abundance curve and the rarefaction curve for one
sample (RR 32) are shown in Figs. S5 and S6 (Supplementary
File). The rarefaction curve for all samples (Fig. S7, Supplementary
File) represents the changes in the number of detected OTUs as
the number of samples (not reads) changes from 1 to the actual
number of samples. The curve levels out after approximately 20
samples, meaning that almost all observable OTUs were found
within the ﬁrst 20 random samples. A NMDS plot allowing an
investigation if the 47 samples originated from similar environ-
ments and show similar microbial community structures is shown
in Fig. S8 (Supplementary File). The sample-OTU relation network
that shows the sharing of OTUs among samples is shown in Fig. 2.
It shows 852 nodes (47 sample nodes and 805 OTU nodes) and
12,014 edges. In the example analysis of 47 samples, a design
ﬁle specifying 18 sample groups had been provided. This resulted
in C(18, 2) = 18×17/2=153 inter-group comparisons. A Metastats
plot comparing two groups with respect to OTU abundance is
shown in Fig. S9 (Supplementary File).
3.4. Processing performance
The time taken by Phoenix 2 to process an analysis job depends
primarily on the number of reads and overall samples submitted.
Fig. 3 shows the distribution of processing time from 451 16S rRNA
sequence analysis jobs submitted for processing by Phoenix 2. The
processing time scales approximately linearly with the number of
reads processed. The processing times can also varywidely for sim-
ilar numbers of reads (e.g. around 400,000 reads in Fig. 3), as the
clustering time is dominated by the large partitions that contain
a large number of sequences. The high number of distance cal-
culations within an exceptionally large partition will slow down
the processing speed, since the number of distance calculations
required increases quadratically with the number of reads. Aside
from the few outlying cases and exceptionally large analysis jobs
with more than 1 million reads, most analysis tasks with the input
size of less than 1 million reads were processed within 100 wall
clock hours, meaning this task would take less time when running
on a dedicated host.
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Fig. 2. Sample-OTU relation network visualized in Cytoscape using the network ﬁles generated by Phoenix 2 from the OTUs at a clustering distance of 0.05. The red squares
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rea are observed in more samples than the ones in the periphery of the network. (
he web version of the article.)
. Discussion
.1. Use of Phoenix 2 for the Hydrocarbon Metagenomic Project
The Phoenix 2 pipeline has been used in several different con-
exts. For example, in a study of 22 samples comprising a total
f 231,750 reads collected from pipelines transporting brackish
ater near Fort McMurray, Alberta, Canada, Phoenix 2 was used to
enerate OTUs, taxonomic annotations, and sample relation trees,
eading to the conclusion that both methanogenic and sulﬁdogenic
icrobial communities contribute to corrosion of pipelines (Park
t al., 2011). Another example is a study of the biodegradation
f polycyclic aromatic hydrocarbons (PAH) under methanogenice are connected by a blue edge if the sample contains the OTU. OTUs in the central
erpretation of the references to color in this ﬁgure legend, the reader is referred to
conditions, where the microbial community analysis by Phoenix
2 revealed that PAH-utilizing enrichments were dominated by
archaeal members close to Methanosaeta and Methanoculleus
species and bacterialmembers close to the Clostridiaceae (Berdugo-
Clavijo et al., 2012).
Several other published studies relied on Phoenix 2 to describe
microbial activities as a function of depth in an active tailings pond
(Ramos-Padrón et al., 2011); to explore methanogenic toluene
metabolism (Fowler et al., 2012); to detect microbial community
composition in oil and water in a mesothermic oil ﬁeld (Kryachko
et al., 2012); and to analyze the microbial community in a bioreac-
tor, modeling an oil reservoir (Callbeck et al., 2011), respectively.
In these studies, Phoenix 2 was essential in identifying the key
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of the plots shown in the ﬁgures were generated automatically
from the corresponding analysis results,whichwere viewable from
a Web browser and were also contained in the results archive.
Table 3
Comparison of Phoenix 2 and mothur with respect to the numbers OTUs and OTU
clustering time, based on a staggered mock community dataset (SRX030830) from
the Human Microbiome Project.
Data Phoenix 2 mothur
1. Raw reads 249,918 249,918
2. Good reads after quality control 83,923 83,923
3. Representative reads after dereplication 11,061 11,061
4. Good representative reads after alignment 5651 5651
5. Sequence partitions 53 1
6. Initial OTUs at clustering distance 0.03 1947 1602ig. 3. Plot of Phoenix 2 processing time versus number of reads based on 451 ana
ncreases approximately linearly with increase in the number of reads processed, a
icrobial community compositions. In all of these studies, the
esearchers uploaded their sequence data to Phoenix 2 through the
eb interface and retrieved the analysis result as a package from
he pipeline, without a need to install and run separate programs
n their own or a need for the Phoenix 2 programming team to
nteract with the users during the analysis.
.2. Comparison with other tools
A key design goal of Phoenix 2 was to reduce the extent of
edundancy in input sequence data and to increase the degree
f parallelism during computation, while avoiding the loss of
seful information, in order to increase the processing speed of
he pipeline, especially to handle a large-scale dataset within a
easonable processing time. To this end, we incorporated two
tages in the pipeline: de-replication and sequence partitioning.
o estimate the effect these stages have on the performance of
he pipeline, we selected a dataset different from the one we
sed in the Results section. We used one dataset of the syn-
hetic mock community data, which was produced during the
uman Microbiome Project (http://www.hmpdacc.org/HMMC).
his dataset is available from the NCBI Sequence Read Archive
SRA) (accession number SRX030830), representing a staggered
ock community of 22 microbial organisms (http://downloads.
mpdacc.org/data/HMMC/HMPRP sT1-Mock.pdf). Table 3 shows a
omparison of Phoenix 2 and mothur with respect to the numbers
f OTUs produced and the time taken to cluster reads into OTUs,
ased on this mock community dataset. In addition, Fig. 4 shows
he comparison of the resulting OTU size distributions between
hoenix 2 and mothur. The comparison results indicate that the
umbers of OTUs and their size distributions are comparable. The
e-replication stage of Phoenix 2, consisting of applying CD-HIT-
ST at 99% sequence identity and keeping only the representative
equences, resulted in a considerable decrease in the number of
eads to process for the subsequent alignment stage (from 83,923
o 11,061, reduction ratio 87%). In addition, the reads were pre-
lustered into 53 partitions, using CD-HIT-EST at 90% identity and
reating the resulting clusters as partitions, so that clustering intoobs submitted to Phoenix 2 between July 2011 and July 2012. The processing time
ated by the ﬁtted linear regression line.
OTUs could be done only within each partition, and for multiple
partitions in parallel.
The numbers of ﬁnal OTUs produced by Phoenix 2 and mothur
are comparabledespite theuseof the speciﬁc algorithmsdeveloped
for Phoenix 2 (items 8 and 9, Table 3), but we observed a 70-fold
improvement in processing speed when using Phoenix 2 due to
sequence partitioning before clustering (item 10, Table 3). The tax-
onomic assignments of OTUs by Phoenix 2 were compared against
thoseofmothur, Comparisonsof the setsof generaassigned toOTUs
indicate that they are essentially identical between Phoenix 2 and
mothur (Table S2, Supplementary File), and also coincide with the
known microbial organisms of the mock community. This shows
that our design goal of minimizing redundancy and maximizing
parallelism while retaining information content was reached.
We use mothur commands for most of the statistical analyses
in Phoenix 2. However, the novelty of Phoenix 2 as compared to
existing packages, such as mothur and Qiime, lies in its organiza-
tion of selected analysis results as a downloadable results archive
ﬁle, aswell as the representation of the results viaWebpage,which
includes automatically generated visualizations. For example,most7. Initial OTUs at clustering distance 0.05 330 237
8. Final OTUs at clustering distance 0.03 1583 1424
9. Final OTUs at clustering distance 0.05 223 190
10. OTU clustering time (from 4 to 6 and 7) 2min 142min
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herefore, Phoenix 2 provides users with a true turnkey solution
o ribosomal RNA analysis problems, which does not require the
se of separate programs to study results and generate ﬁgures.
n contrast, other software packages, such as mothur and Qiime,
equire users to run separate commands to generate visualiza-
ions, and then launch a standalone visualization tool to view
hem.
Most existing 16S rRNA analysis tools, for example RDP, NAST,
iCA, EzTaxon, mothur Qiime and ARB, either require the user to
earn a set of UNIX commands that need to be run from a com-
and line or can only be accessed through a remote Web server.
n the command line environment, there is a steep learning curve
or users to familiarize themselves with the essential commands to
btain desired analysis results. On the positive side, sophisticated
sers may have greater ﬂexibility in combining the commands and
uilding their own pipeline. In the Web server environment, the
erver interface is usually user-friendly and easy to learn, but there
s often a limit for the amount of data that can be uploaded dur-
ng a given time period, and the connection speed from desktop
o remote server is generally unpredictable. Users have no control
ver the analysis pipeline, other than through the options on the
eb interface. Phoenix 2 combines the advantages from these two
pproaches mentioned above, offering an easy-to-use yet versa-
ile Web interface and the ability to conduct thorough analyses
or datasets of relatively large size. It is suitable for serving the
embers of metagenomics projects for which a large number of
ibosomal RNA sequence surveys need to be analyzed, and where
ften samples of different origin need to be combined for com-
arative reasons, and where the types of sequences produced and
heir sequencing parameters (e.g. primers, ranges of quality values
nd read lengths) are known a priori, but may be variable. Table 4
able 4
ser interface comparison of 16S rRNA analysis software.
Tool/pipeline Input interface Results format
Phoenix 2 Locally installed Web interface Web pages and d
Mothur Command line Text ﬁles
Qiime Command line Text ﬁles and vis
PyroTagger Public Web server Spreadsheets an
EzTaxon Public Web server Link on server, based on a mock community dataset from the Human Microbiome Project.
shows the comparison of several tools for 16S rRNA analysis from
the viewpoint of the user interface.
4.3. Applicability to other problems
Phoenix 2 has thus far been mostly used for exploring micro-
bial diversity in samples fromhydrocarbon resource environments,
such as coal beds, oil sands, and conventional reservoirs. However,
the software architecture of Phoenix 2 is sufﬁciently generic in that
no domain knowledge or associated parameters speciﬁc to such
environments have been hard-coded into the components of the
pipeline, and the results Phoenix 2 produces are not application-
speciﬁc. Therefore, Phoenix 2 is applicable to a variety of other
metagenomic analysis tasks that are based on ribosomal RNA gene
sequence data as primary input. Some examples include marine
microbial diversity analysis (Sogin et al., 2006), humanmicrobiome
proﬁling (Petrosino et al., 2009), studies of microbial communi-
ties for Biotechnology applications, as well as the identiﬁcation of
bacteria in clinical microbiology (Clarridge, 2004).
5. Deployment of Phoenix 2
The Phoenix 2 pipeline can be deployed on any computing envi-
ronment that can run the set of required programs and includes a
Web server. The required software tools to install and run Phoenix
2 are (1) Apache HTTP Server; (2) Perl; (3) mothur; (4) CD-HIT-EST;
(5) Highcharts JS; and (6) BLAST. These programs are all available
for download at the source level and can be compiled to run on a
Unix/Linux, Windows, or Mac computer (Table 5). Some of these
programs are also provided as binary executable ﬁles for certain
computing platforms. Perl is usually pre-installed on Unix/Linux
Intermediate stage
ownloadable archive ﬁle Web page report of quality control results
ualization
d text ﬁles
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Table 5
Availability of programs required to deploy Phoenix 2.
Program Role Download location
Apache HTTP Server Web server http://httpd.apache.org/download.cgi
Perl Scripting http://www.perl.org/get.html
mothur rRNA sequence analysis http://www.mothur.org/wiki/Download mothur
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sCD-HIT-EST Sequence set partitioning
Highcharts JS Analysis results visualization
BLAST Sequence similarity search
nd Mac OS X platforms. We did not consider it practical to have a
rovisionof replacing the required toolswithdifferent ones, as they
ould have different input-output behavior and the ﬁnal outcome
f the pipeline could be changed in an unpredictable way. Option-
lly, external sequence denoising tools can be used, as long as they
roduce amultiple FASTA-format ﬁle of denoised sequences,which
ecomes the input ﬁle for Phoenix 2.
For BLAST searches, our implementation used a proprietary
LAST command that runs on TimeLogic DeCypher boards for hard-
are acceleration, but this can be substituted by a generic BLAST
rogram without affecting the outcome of the pipeline. For exam-
le, theNCBI BLAST+ suite of BLAST tools,which canbedownloaded
nd locally installed, provides the programs necessary for making
ocal databases and running BLAST searches (Camacho et al., 2009).
or using this suite in place of the TimeLogic DeCypher boards in
uality control, thedefaultparameters shouldbeset toe-value0.01,
ercent identity 80%, andmaximum100 target sequences. It should
e noted that without the use of accelerated hardware for BLAST
earches, the processing speed will be dramatically decreased. For
xample, it took 65min for Phoenix 2 to complete the analysis of
staggered mock community dataset with SRA accession number
RR072236 (40,543 reads). In contrast, when a local installation
f NCBI BLAST+ (version 2.2.26) was used instead of the DeCypher
oards, the analysis took 76.1h, with 10 threads running in parallel
or the BLAST application.
With respect to hardware requirements to run Phoenix 2, due
o the CPU capacity needed for the BLAST application, and the large
mounts of pairwise comparisons necessary for OTU clustering
or large numbers of sequences, a multi-core computer is recom-
ended in order for these stages to be parallelized. In addition,
mple disk space (approximately 7 gigabytes for an input data size
f 100,000 reads) is required tohold the input, output, and interme-
iate sequencedata. Given a set of input sequencedata, thepipeline
roduces a number of intermediate sequence ﬁles and related data
les,whichare in sizemany times that of theoriginal inputdata and
herefore require the respective storageamount.While thepipeline
s in continuous operation without human intervention, a storage
anagement policy needs to be in place to keep the ever-growing
eed for the storage space under control (e.g. removing all inter-
ediate ﬁles from jobs that ﬁnished more than a month ago). By
efault, all normal and error output from the scripts of the pipeline
re logged in a single logﬁle that canbe viewedany timeananalysis
ob is running to ensure the job is running normally.
. Conclusion
Phoenix 2 is a generic ribosomal RNA gene sequence analy-
is pipeline, which was developed with the goal of providing a
omplete package with all the required programs and integrated
eb interface that is capable of dealing with large data sets.
he major novelty of Phoenix 2 when compared to most exist-
ng ribosomal RNA gene sequence analysis packages lies in its
equence redundancy reduction, parallel processing of indepen-
ent sequence partitions, and rich visualization support, as well as
he ease of use due to its customizableWeb interface. Future exten-
ions toPhoenix2will include testingof thepipelineusingdifferenthttp://weizhong-lab.ucsd.edu/cd-hit/download.php
http://www.highcharts.com/download
ftp://ftp.ncbi.nlm.nih.gov/blast/executables/blast+/LATEST
quality control and clustering parameters for processing sequences
from platforms other than 454 pyrosequencing, and an ability to
combine metadata of samples from metagenomics projects (such
as GPS locations, depth information or environmental conditions)
with the ribosomal RNA analysis.
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