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A MULTIFRACTAL ANALYSIS FOR STERN-BROCOT
INTERVALS, CONTINUED FRACTIONS AND DIOPHANTINE
GROWTH RATES
MARC KESSEBÖHMER AND BERND O. STRATMANN
Abstrat. In this paper we obtain multifratal generalizations of lassial
results by Lévy and Khinthin in metrial Diophantine approximations and
measure theory of ontinued frations. We give a omplete multifratal analysis
for SternBroot intervals, for ontinued frations and for ertain Diophantine
growth rates. In partiular, we give detailed disussions of two multifratal
spetra losely related to the Farey map and to the Gauss map.
1. Introdution and statements of result
In this paper we give a multifratal analysis for SternBroot intervals, on-
tinued frations and ertain Diophantine growth rates. We apply and extend the
multifratal formalism for average growth rates of [KS04a℄ to obtain a omplete
multifratal desription of two dynamial systems originating from the set of real
numbers.
Reall that the proess of writing an element x of the unit interval in its regular
ontinued fration expansion
x = [a1(x), a2(x), a3(x), . . .] =
1
a1(x) +
1
a2(x) +
1
a3(x) + · · ·
an be represented either by a uniformly hyperboli dynamial system whih is
based on an innite alphabet and hene has innite topologial entropy, or by a
non-uniformly hyperboli dynamial system based on a nite alphabet and having
nite topologial entropy. Obviously, for these two systems the standard theory
of multifratals (see e.g. [Pes97℄) does not apply, and therefore it is an interesting
task to give a multifratal analysis for these two number theoretial dynamial
systems. There is a well known result whih gives some information in the generi
situation, that is for a set of full 1-dimensional Lebesgue measure λ. Namely with
pn(x)/qn(x) := [a1(x), a2(x), . . . , an(x)] referring to the n-th approximant of x, we
have for λ-almost every x ∈ [0, 1),
ℓ1(x) := lim
n→∞
2 log qn(x)∑n
i=1 ai(x)
= 0.
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Note that by employing the analogy between regular ontinued fration expansions
of real numbers and geodesis on the modular surfae, the number 2 log qn(x) an be
interpreted as the 'hyperboli length' assoiated with the approximant pn(x)/qn(x).
Also, the parameter n represents the word length assoiated with pn(x)/qn(x) with
respet to the dynamial system on the innite alphabet, whereas
∑n
i=1 ai(x) an be
interpreted as the word length assoiated with pn(x)/qn(x) with respet to the dy-
namial system on the nite alphabet. There are two lassial results by Khinthin
and Lévy [Lév29℄, [Lév36℄, [Khi35℄, [Khi36℄ whih allow a loser inspetion of the
limit ℓ1. That is, for λ-almost every x ∈ [0, 1) we have, with χ := π2/(6 log 2),
ℓ2(x) := lim
n→∞
∑n
i=1 ai(x)
n
=∞ and ℓ3(x) := lim
n→∞
2 log qn(x)
n
= χ.
Clearly, dividing the sequene in ℓ3 by the sequene in ℓ2 leads to the sequene in
ℓ1. Therefore, if we dene the level sets
Li(s) := {x ∈ [0, 1) : ℓi(x) = s} , for s ∈ R ,
then these lassial results by Lévy and Khinthin imply for the Hausdor dimen-
sions (dimH) of these level sets
dimH(L1(0)) = dimH(L2(∞) ∩ L3(χ)) = 1.
A natural question to ask is what happens to this relation between these Hausdor
dimensions for presribed non-generi limit behavior. Our rst main results in this
paper will give an answer to this question. Namely, with γ := (1 +
√
5)/2 referring
to the Golden Mean, we show that for eah α ∈ [0, 2 log γ] there exists a number
α♯ = α♯(α) ∈ R∪{∞} suh that, with the onvention α♯(0) :=∞ and 0 ·α♯(0) := χ,
dimH(L1(α)) = dimH(L2(α♯) ∩ L3(α · α♯)).
Furthermore, for the dimension funtion τ given by
τ(α) := dimH(L1(α)),
we show that τ an be expressed expliitly in terms of the Legendre transform P̂
of a ertain pressure funtion P , referred to as the SternBroot pressure. For the
funtion P we obtain the result that it is real-analyti on the interval (−∞, 1) and
vanishes on the omplement of this interval. We then show that the dimension fun-
tion τ is ontinuous and stritly dereasing on [0, 2 log γ], that it vanishes outside
the interval [0, 2 logγ), and that for α ∈ [0, 2 log γ] we have
α · τ(α) = −P̂ (−α).
Before we state the main theorems, let us reall the following lassial onstrution
of SternBroot intervals (f. [Ste58℄, [Bro60℄). For eah n ∈ N0, the elements of
the n-th member of the SternBroot sequene
Tn :=
{
sn,k
tn,k
: k = 1, . . . , 2n + 1
}
are dened reursively as follows.
• s0,1 := 0 and s0,2 := t0,1 := t0,2 := 1;
• sn+1,2k−1 := sn,k and tn+1,2k−1 := tn,k, for k = 1, . . . , 2n + 1;
• sn+1,2k := sn,k + sn,k+1 and tn+1,2k := tn,k + tn,k+1, for k = 1, . . . 2n.
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With this ordering of the rationals in [0, 1] we dene the set Tn of SternBroot
intervals of order n by
Tn :=
{
Tn,k :=
[
sn,k
tn,k
,
sn,k+1
tn,k+1
)
: k = 1, . . . , 2n
}
.
Clearly, for eah n ∈ N0 we have that Tn represents a partition of the interval [0, 1).
The rst members in this sequene of sets are the following, and it should be lear
how to ontinue this list using the well known method of mediants.
T0 =
{[
0
1 ,
1
1
)}
T1 =
{[
0
1 ,
1
2
)
,
[
1
2 ,
1
1
)}
T2 =
{[
0
1 ,
1
3
)
,
[
1
3 ,
1
2
)
,
[
1
2 ,
2
3
)
,
[
2
3 ,
1
1
)}
T3 =
{[
0
1 ,
1
4
)
,
[
1
4 ,
1
3
)
,
[
1
3 ,
2
5
)
,
[
2
5 ,
1
2
)
,
[
1
2 ,
3
5
)
,
[
3
5 ,
2
3
)
,
[
2
3 ,
3
4
)
,
[
3
4 ,
1
1
)}
.
.
.
.
.
.
As already mentioned above, our multifratal analysis will make use of the Stern
Broot pressure funtion P . This funtion is dened for θ ∈ R by
P (θ) := lim
n→∞
1
n
log
∑
T∈Tn
|T |θ .
In here, |T | refers to the Eulidean length of the interval T . We will see that P is a
welldened onvex funtion (f. Proposition 4.4). Also, note that we immediately
have that
P (θ) = lim
n→∞
1
n
log
2n∑
k=1
(
sn,k+1
tn,k+1
− sn,k
tn,k
)θ
= lim
n→∞
1
n
log
2n∑
k=1
(
1
tn,k · tn,k+1
)θ
.
The following theorem gives the rst main results of this paper. In here, P̂ refers
to the Legendre transform of P , given for t ∈ R by P̂ (t) := supθ∈R{θt− P (θ)}.
Theorem 1.1. (see Fig. 1.1)
(1) The SternBroot pressure P is onvex, non-inreasing and dierentiable
throughout R. Furthermore, P is realanalyti on the interval (−∞, 1) and
is equal to 0 on [1,∞).
(2) For every α ∈ [0, 2 log γ], there exist α∗ = α∗(α) ∈ R and α♯ = α♯(α) ∈
R ∪ {∞} related by α · α♯ = α∗ suh that, with the onventions α∗(0) := χ
and α♯(0) :=∞,
dimH (L1(α)) = dimH
(L2(α♯) ∩ L3(α∗)) (=: τ(α)) .
Furthermore, the dimension funtion τ is ontinuous and stritly dereas-
ing on [0, 2 log γ], it vanishes outside the interval [0, 2 log γ), and for α ∈
[0, 2 log γ] we have
α · τ(α) = −P̂ (−α),
where τ(0) := limαց0−P̂ (−α)/α = 1. Also, for the left derivative of τ at
2 log γ we have limαր2 log γ τ
′ (α) = −∞.
Theorem 1.1 has some interesting impliations for other anonial level sets. In
order to state these, reall that the elements of Tn over the interval [0, 1) without
overlap. Therefore, for eah x ∈ [0, 1) and n ∈ N there exists a unique Stern
Broot interval Tn(x) ∈ Tn ontaining x. The interval Tn(x) is overed by two
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Figure 1.1. The SternBroot pressure P and the multifratal
spetrum τ for ℓ1.
neighbouring intervals from Tn+1, a left and a right subinterval. If Tn+1(x) is the
left of these then we enode this event by the letter A, otherwise we enode it by
the letter B. In this way every x ∈ [0, 1) an be desribed by a unique sequene of
nested SternBroot intervals of any order that ontain x, and therefore by a unique
innite word in the alphabet {A,B}. It is well known that this type of oding is
anonially assoiated with the ontinued fration expansion of x (see Setion 2 for
the details). In partiular, this allows to relate the level sets L1 and L3 to level sets
given by means of the SternBroot growth rate ℓ4 of the nested sequenes (Tn(x)),
and to level sets of ertain Diophantine growth rates ℓ5 and ℓ6. These growth rates
are given by (assuming that these limits exist)
ℓ4(x) := lim
n→∞
log |Tn(x)|
−n ,
ℓ5(x) := lim
n→∞
2 log
∣∣∣x− pn(x)qn(x) ∣∣∣
−∑ni=1 ai(x) and ℓ6(x) := limn→∞
2 log
∣∣∣x− pn(x)qn(x) ∣∣∣
−n .
Proposition 1.2. Let x ∈ [0, 1) be given. If one of the limits in {ℓ1(x), ℓ4(x), ℓ5(x)}
exists then also the other two do exist, and
ℓ1(x) = ℓ4(x) = ℓ5(x).
Furthermore, ℓ3(x) exists if and only if ℓ6(x) exists, and if one of these exists then
ℓ3(x) = ℓ6(x).
By Theorem 1.1, it therefore follows that for eah α ∈ [0, 2 log γ],
dimH (L4(α)) = dimH (L5(α)) = dimH
(L2(α♯) ∩ L6(α∗)) = τ(α).
Note that the level sets L4(α) have already been under onsideration in [KS04b℄.
There they were introdued in terms of homologial growth rates of hyperboli
geodesis (see Remark 5.1 (2)). Clearly, Theorem 1.1 and Proposition 1.2 onsider
the dynamial system assoiated with the nite alphabet, a system whih is losely
related to the Farey map. Now, our seond main result gives a multifratal analysis
for the system based on the innite alphabet, and this system is losely related to
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Figure 1.2. The Diophantine pressure PD and the multifratal
spetrum τD for ℓ3.
the Gauss map. In here, the relevant pressure funtion is the Diophantine pressure
PD, whih is given by
PD(θ) := lim
k→∞
1
k
log
∑
[a1,...,ak]
qk ([a1, . . . , ak])
−2θ
, for θ >
1
2
.
We remark that a very detailed analysis of the funtion PD an be found in [May90℄.
Our seond main result is the following.
Theorem 1.3. (see Fig. 1.2) The funtion PD has a singularity at 1/2, and PD is
dereasing, onvex and real-analyti on (1/2,∞). Furthermore, for α ∈ [2 log γ,∞)
we have
dimH (L3(α)) = dimH (L6(α)) = P̂D(−α)−α =: τD(α).
Also, the dimension funtion τD is real-analyti on (2 log γ,∞), it is inreasing on
[2 log γ, χ] and dereasing on [χ,∞). In partiular, τD has a point of inexion at
some point greater than χ and a unique maximum equal to 1 at χ. Additionally,
limα→∞ τD (α) = 1/2, limαց2 log γ τD (α) = 0 and limαց2 log γ τ
′
D(α) =∞.
The paper is organized as follows. In Setion 2 we rst reall two ways of oding
elements of the unit interval. One is based on a nite alphabet and the other on
an innite alphabet, and both are dened in terms of the modular group. These
odings are anonially related to regular ontinued fration expansions, and we
end the setion by ommenting on a 1-1 orrespondene between SternBroot se-
quenes and nite ontinued fration expansions. In Setion 3 we introdue ertain
oyles whih are relevant in our multifratal analysis. In partiular, we give var-
ious estimates relating these oyles with the geometry of the modular odings
and with the sizes of the SternBroot intervals. This will then enable us to prove
the rst part of Proposition 1.2. Setion 4 is devoted to the disussion of several
aspets of the SternBroot pressure and its Legendre transform. In Setion 5 we
give the proof of Theorem 1.1, whih we have split into the parts The lower bound,
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The upper bound, and Disussion of boundary points of the spetrum. Finally, in
Setion 6 we give the proof of Theorem 1.3 by showing how to adapt the multifratal
formalism developed in Setion 4 and 5 to the situation here.
Throughout, we shall use the notation f ≪ g to denote that for two non-negative
funtions f and g we have that f/g is uniformly bounded away from innity. If
f ≪ g and g ≪ f , then we write f ≍ g.
Remark 1.1. One immediately veries that the results of Theorem 1.1 and Propo-
sition 1.2 an be expressed in terms of the Farey map f ating on [0, 1], and then
τ represents the multifratal spetrum of the measure of maximal entropy (see
e.g. [Nak00℄). Likewise, the results of Theorem 1.3 an be written in terms of the
Gauss map g, and then in this terminology τD desribes the Lyapunov spetrum of
g. For the denitions of f and g and for a disussion of their relationship we refer
to Remark 2.1.
Remark 1.2. Sine the theory of multifratals started through essays of Mandel-
brot [Man74℄ [Man88℄, Frish and Parisi [FP85℄, and Halsey et al. [HJK
+
86℄, there
has been a steady inrease of the literature on multifratals and alulations of spe-
i multifratal spetra. For a omprehensive aount on the mathematial work
we refer to [PW96℄ and [Pes97℄. Essays whih are losely related to the work on
multifratal number theory in this paper are for instane [Byr98℄, [FO03℄, [KS04b℄,
[HMU02℄, [MV04℄, [Nak00℄ and [PW99℄. We remark that brief skethes of some
parts of Theorem 1.3 have already been given in [KS04b℄. The results there do for
instane not over the boundary points of the spetra. Furthermore, note that for
the ℓ6spetrum partial results have been established in [PW99℄ (Corollary 2).
2. The Geometry of Modular Codings by Finite and Infinite
Alphabets
Let Γ := PSL2 (Z) refer to the modular group ating on the upper half-plane H.
It is wellknown that Γ is generated by the two elements P and Q, given by
P : z 7→ z − 1 and Q : z 7→ −1
z
.
Dening relations for Γ are Q2 = (PQ)3 = {id.}, and a fundamental domain
F for Γ is the hyperboli quadrilateral with verties at i, 1 + i, {∞} and z′0 :=
(1 + i
√
3)/2. For R := QP suh that R : z 7→ −1/(z − 1), one easily veries that
Γ0 := Γ/ 〈R〉 is a subgroup of Γ of index 3 and that F0 is a fundamental domain
for Γ0, for F0 := F ∪R(F )∪R2(F ) the ideal triangle with verties at 0, 1 and {∞}
(see Fig. 2.1). Consider the two elements A,B ∈ Γ given by
A :=
(
Q−1PQ
)
: z 7→ z
z + 1
and B :=
(
P−1A−1P
)
: z 7→ −1
z − 2 ,
and let G denote the free semi-group generated by A and B. It is easy to see that
for z0 := A(z
′
0) = B(z
′
0) = (1 + i/
√
3)/2 we have that the Cayley graph of G with
respet to z0 oinides with the restrition to
{z ∈ H: 0 ≤ Re(z) ≤ 1, 0 < Im(z) ≤ 1/2}
of the the Cayley graph of Γ0 with respet to z0 (see Fig. 2.2).
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Figure 2.1. A fundamental domain F for PSL2 (Z) and the im-
ages under R and R2.
2.1. Finite Coding. Let Σ := {A,B}N denote the full shift spae on the nite
alphabet {A,B}, for A,B ∈ Γ given as above. Also, let Σ be equipped with the
usual left-shift σ : Σ → Σ. Then Σ is learly isomorphi to the ompletion of G,
where the ompletion is taken with respet to a suitable metri on G (see [Flo80℄).
One immediately veries that the anonial map
π : Σ → [0, 1],
(x1, x2, . . .) 7→ lim
n→∞
x1 · · ·xn(z0),
is 11 almost everywhere, in the sense that it is 21 on the rationals in [0, 1] and 11
on I, for I referring to the irrational numbers in [0, 1]. Note that the SternBroot
sequene Tn+1 oinides with the set of verties at innity of {g(F0) : g ∈ G of
word length n}, for eah n ∈ N.
2.2. Innite Coding. For the innite alphabet {Xn : n ∈ N, X ∈ {A,B}} we de-
ne the shift spae of nite type
Σ∗ := {(Xn1, Y n2 , Xn3, . . .) : {X,Y } = {A,B}, ni ∈ N for all i ∈ N} ,
whih we assume to be equipped with the usual left-shift σ∗ : Σ∗ → Σ∗. Then there
exists a anonial bijetion π∗, given by
π∗ : Σ∗ → I
(y1, y2, . . .) 7→ lim
k→∞
y1y2 · · · yk(z0).
This oding is losely related to the ontinuous fration expansion. Namely, if
y = (Xn1 , Y n2 , Xn3 , . . .) then
π∗ (y) =
{
[n1 + 1, n2, n3, . . .] for X = A
[1, n1, n2, . . .] for X = B.
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Figure 2.2. Part of the Cayley graph rooted at z0, for Γ0(z0)
restrited to [0, 1]×R+, and the SternBroot intervals of order 2
and 3.
Also, if S : [0, 1] → [0, 1] and s : Σ∗ → Σ∗ are given by, for x ∈ [0, 1] and
{X,Y } = {A,B},
S(x) := (1− x) and s (Xn1, Y n2 , Xn3, . . .) := (Y n1 , Xn2, Y n3 , . . .) ,
then by symmetry we have that S ◦ π∗ = π∗ ◦ s.
To overome the fat that (Σ∗, σ∗) is not topologial transitive, we also require
the full shift spae
(
Σ, σ
)
over N. In here, Σ := NN and σ refers to the left-shift map
on Σ. Clearly,
(
Σ, σ
)
is nitely primitive in the sense of [MU03℄, and we remark
that this property is a neessary preliminary for the thermodynamial formalism
used throughout this paper.
Note that the two shift spaes (Σ∗, σ∗) and
(
Σ, σ
)
are related by the 2-1 fator
map p, whih is given by
(2.1) p : Σ∗ → Σ, (Xn1 , Y n2 , Xn3 , . . .) 7→ (n1, n2, n3, . . .) .
Remark 2.1. Note that the nite oding is in 1-1 orrespondene to the oding
of [0, 1] via the inverse branhes f1 and f2 of the Farey map f. In here, f1 and f2
are given by f1(x) = x/(x + 1) and f2(x) = 1/(x + 1), for x ∈ [0, 1]. One easily
veries that f1 = A and f2 ◦ S = B, and hene Σ an be interpreted as arising
from a `twisted Farey map'. Similarly, one noties that Σ∗ is losely related to the
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oding of [0, 1] via the innitely many branhes of the Gauss map g, whih is given
by g(x) := 1/x mod 1 for x ∈ [0, 1]. More preisely, we have that the dynamial
system (I, g) is a topologial 21 fator of the dynamial system (Σ∗, σ∗), where the
fator map an be established either on the symboli level via p or on the geometri
level via f. The situation is summarized in the following ommuting diagram.
I
g

Σ
piCF
oo
σ

Σ
∗
p
oo
pi
∗
//
σ
∗

I
gs

f
// I
g

I ΣpiCF
oo Σ
∗
p
oo
pi
∗
// I
f
// I
In here, gs := π
∗ ◦ σ∗ ◦ (π∗)−1 denotes the 'twisted Gauss map' and πCF is given
by πCF(n1, n2, . . .) := [n1, n2, . . .] for (n1, n2, . . .) ∈ Σ. Note that both πCF and π∗
are bijetions and that πCF ◦ p = f ◦ π∗.
2.3. SternBroot sequenes versus ontinued frations. We end this se-
tion by showing that there is a 11 orrespondene between the elements of the
SternBroot sequene and nite ontinued fration expansions. This will turn out
to be useful in the sequel.
For n ≥ 2, let Ank refer to the set all k-tuples of positive integers whih add up
to n and whose k-th entry exeeds 1. That is,
(2.2) Ank :=
{
(a1, a2, . . . , ak) ∈ Nk :
k∑
i=1
ai = n, ak 6= 1
}
.
Sine ak 66= 1, we an identify an element (a1, . . . , ak) ∈ Ank in a unique way with
the nite ontinued fration expansion [a1, a2, . . . ak]. Also, one easily veries that
for 1 ≤ k ≤ n− 1,
(2.3) card (Ank ) =
(
n− 2
k − 1
)
.
Lemma 2.1. For all n ≥ 2 we have
n−1⋃
k=1
⋃
(a1,a2,...,ak)∈Ank
[a1, a2, . . . ak] = Tn−1 \ Tn−2 =
{
sn−1,2ℓ
tn−1,2ℓ
: 1 ≤ ℓ ≤ 2n−2
}
.
Furthermore, if (sn,k/tn,k) = [a1, a2, . . . , am] ∈ Tn \ Tn−1 then its two siblings in
Tn+1 \ Tn are, for {u, v} = {2k, 2k − 2},
sn+1,u
tn+1,u
= [a1, a2, . . . , am−1, am + 1] and
sn+1,v
tn+1,v
= [a1, a2, . . . , am−1, am − 1, 2] .
Proof. For the rst part of the lemma note that the seond equality follows by
denition of Tn. The rst equality is obtained by indution as follows. We learly
have {[2]} = T1 \ T0. Then assume that the assertion holds for n − 1. Sine the
sets Tn are Sinvariant it follows for n ≥ 3,
Tn−1 \ Tn−2 =
⋃
x∈Tn−2\Tn−3
A(x) ∪BS(x).
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For [a1, . . . , ak] ∈ Tn−2 \Tn−3 we have by the indutive assumption that
∑k
i=1 ai =
n− 1, and hene
A ([a1, . . . , ak]) =
1
1/ [a1, . . . , ak] + 1
= [a1 + 1, a2, . . . , ak] ∈ Ank ,
BS ([a1, . . . , ak]) =
1
1 + [a1, . . . , ak]
= [1, a1, a2, . . . , ak] ∈ Ank+1.
By ombining the two latter observation, we obtain
Tn−1 \ Tn−2 ⊂
n−1⋃
k=1
⋃
(a1,a2,...,ak)∈Ank
[a1, a2, . . . , ak] .
Sine
card (Tn−1 \ Tn−2) = card (Tn−1)− card (Tn−2) = 2n−2
=
n−1∑
k=1
(
n− 2
k − 1
)
= card
(
n−1⋃
k=1
Ank
)
,
the rst part of the lemma follows.
For the seond part note that by the above
[a1, a2, . . . , am + 1] , [a1, a2, . . . , am − 1, 2] ∈ Tn+1 \ Tn.
Sine [a1, a2, . . . , am + 1], [a1, a2, . . . , am], and [a1, a2, . . . , am − 1, 2] are onseutive
neighbours in Tn+1, the lemma follows. 
Remark 2.2. Note that P an be written alternatively also in terms of denomi-
nators of approximants as follows.
P (θ) = lim
n→∞
1
n
log
n∑
k=1
∑
(a1,...,ak)∈Ank
qk ([a1, . . . , ak])
−2θ .
In order to see this, note that for θ ≤ 0,
2n∑
k=1
(tn,ktn,k+1)
−θ ≤ 2
2n−1∑
k=1
(tn,2k)
−2θ ≤
2n+1∑
k=1
(tn+1,ktn+1,k+1)
−θ
.
On the other hand, using the reursive denition of tn,k, we have for θ > 0,
2n−1∑
k=1
(tn−1,ktn−1,k+1)
−θ ≥
2n−1∑
k=1
(tn,2k)
−2θ ≥ (n+ 1)
−θ
4
2n+1∑
k=1
(tn+1,ktn+1,k+1)
−θ
.
Therefore, by taking logarithms, dividing by n and letting n tend to innity, we
obtain
P (θ) = lim
n→∞
1
n
log
2n−1∑
k=1
(tn,2k)
−2θ .
Hene, using Lemma 2.1, the result follows.
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3. Dynamial oyles versus SternBroot sequenes
In this setion we introdue the dynamial oyles whih will be ruial in the
multifratal analysis to ome. We show that these oyles are losely related to
SternBroot intervals and ontinued frations. Finally, we give the proof of the
rst part of Proposition 1.2. We remark that the results in this setion ould
be obtained alternatively by using elementary estimates for ountinued frations
only. Instead, we have put some emphasis on obtaining these results by making
use of the hyperboli metri d on H. The intension here is that this should make
it easier to follow the later transfer of the results of [KS04a℄, whih were derived in
terms of Kleinian groups, into the language of SternBroot intervals and ontinued
frations.
Reall that the Poisson kernel P for the upper half-plane is given by
P : (z, ξ) 7→ Im (z)
(Re (z)− ξ)2 + Im (z)2 , for all z ∈ H, ξ ∈ R.
With z0 dened as in Setion 2, the oyle I : Σ → R assoiated with the nite
alphabet is given by
I(x) := |log (P (x1(z0), π (x)))− log (P (z0, π (x)))| , for x = (x1, x2, . . .) ∈ Σ.
We remark that I is ontinuous with respet to the standard metri. Also, it is
wellknown that SnI(x) :=
∑n−1
i=0 I
(
σi (x)
)
is equal to the hyperboli distane of
z0 to the horoyle through x1x2 · · ·xn (z0) based at π(x). Furthermore, note that
in terms of the theory of iterations of maps, I is equal to the logarithm of the
modulus of the derivative of the `twisted Farey map', mentioned in Remark 2.1.
Similar, we dene the oyle I∗ : Σ∗ → R assoiated with the innite alphabet
as follows. For y = (Xn1 , Y n2 , . . .) ∈ Σ∗ suh that {X,Y } = {A,B}, let I∗ be given
by
I∗(y) := |log (P (Xn1Y (z0), π∗ (y)))− log (P (z0, π∗ (y)))| .
One immediately veries that SkI
∗(y) :=
∑k−1
i=0 I
∗
(
(σ∗)
i
(y)
)
is equal to the hy-
perboli distane of z0 to the horoyle based at π
∗(y) ontaining either the point
Xn1Y n2 · · ·XnkY (z0) (if k is odd) orXn1Y n2 · · ·Y nkX (z0) (if k is even). Note that
in terms of the theory of iterations of maps, the funtion I∗ is learly an analogue
of the logarithm of the modulus of the derivative of the Gauss map. Throughout,
we also require the potential funtion N : Σ∗ → N, whih is given by
N ((Xn1 , Y n2 , . . .)) := n1, for eah (X
n1 , Y n2 , . . .) ∈ Σ∗.
Note that SkN((X
n1 , Y n2 , . . .)) =
∑k
i=1 ni.
Finally, the relevant potentials for the shift spae
(
Σ, σ
)
are the funtions
(3.1) I := I∗ ◦ pA = I∗ ◦ pB and N := N ◦ pA = N ◦ pB.
In here, pX refers to the inverse branh with respet to X ∈ {A,B} of the 2-1 fator
map p introdued in Setion 2.2. More preisely, we have for X,Y ∈ {A,B} suh
that X 6= Y ,
pX ((n1, n2, n3, . . .)) := (X
n1 , Y n2 , Xn3 , . . .) .
The following lemma relates the Eulidean sizes of the SternBroot intervals to
the hyperboli distanes of z0 to the elements in the orbit G(z0).
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Lemma 3.1. For eah n ∈ N and x ∈ I suh that π−1(x) = (x1, x2, ...) ∈ Σ, we
have
|Tn(x)| ≍ mn(x) e−d(z0,x1...xn(z0)).
In here, mn(x) is dened by mn(x) := max{k : xn+1−i = xn for i = 1, ..., k}.
Proof. For n = 1 the statement is trivial. For n ≥ 2, we rst onsider the ase
mn(x) = 1. If g := x1...xn−1 ∈ G, then g−1(Tn(x)) is equal to either T1,1 (for
xn = A) or T1,2 (for xn = B). Also, note that for the modulus of the onformal
derivative we have ∣∣∣(g−1)′ (ξ)∣∣∣ ≍ ed(z0,g(z0)), for ξ ∈ Tn(x).
Combining these two observations, we obtain
|Tn(x)| ≍
∣∣g′|[0,1]∣∣ ≍ ∣∣∣(g−1)′ |Tn(x)∣∣∣−1 ≍ e−d(z0,g(z0)) ≍ e−d(z0,gxn(z0)).
This proves the assertion for mn(x) = 1.
For the general situation we only onsider the ase x1 · · ·xn = Ay1By2 · · ·Byk .
The remaining ases an be dealt with in a similar way. In this ase mn(x) = yk,
and the above implies, for l :=
∑k−1
i=1 yi,
|Tl+1(x)| ≍ e−d(z0,x1···xl+1(z0)).
Also, by using the well-known elementary fat that ed(z0,X
k(z0)) ≍ Im(Xk(z0)) ≍
1/k2 for X ∈ {A,B} and k ∈ N, one immediately obtains for 1 < m ≤ yk,
ed(z0,x1···xl+m(z0)) ≍ ed(z0,x1···xl(z0))ed(x1···xl(z0),x1···xl+m(z0)) ≍ m2ed(z0,x1···xl+1(z0)).
Finally, one also immediately veries that for 1 ≤ m ≤ yk,
(3.2) |Tl+m(x)| ≍
∞∑
k=m
k−2 |Tl+1(x)| ≍ m−1 |Tl+1(x)| .
Combining the three latter observations, the statement of the lemma follows. 
The previous lemma has the following immediate impliation.
Corollary 3.2. For eah n ∈ N and x ∈ I suh that π−1(x) ∈ Σ, we have∣∣SnI(π−1(x)) + log |Tn(x)|∣∣≪ logn.
The following lemma relates the oyle I∗ to the sizes of the SternBroot
intervals and to the denominators q2k of the approximants.
Lemma 3.3. For eah k ∈ N and x ∈ I we have, with nk(x) := SkN
(
(π∗)
−1
(x)
)
,∣∣Tnk(x)+1(x)∣∣ ≍ exp(−SkI∗ ((π∗)−1 (x))) ≍ qk(x)−2.
Proof. We only onsider the ase k even and X = A. The remaining ases an be
obtained in a similar way. Let g := Ay1By2 · · ·Ayk ∈ G, and note that then
qk(x)
−2 ≍ e−d(z0,g(z0)).
Combining this with the fat that for ξ ∈ Tn+1(x) we have
exp(−d(z0, g(z0))) ≍ exp
(
−SkI∗
(
(π∗)
−1
(ξ)
))
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(whih follows sine on Tn+1(x) we have that exp
(
SkI
∗ ◦ (π∗)−1
)
is omparable
to | (g−1)′ |), we obtain
e−SkI
∗((π∗)−1(x)) ≍ qk(x)−2.
Finally, note that by Lemma 3.1 and sine exp (d (z0, gB(z0))) ≍ exp (d (z0, g(z0))),
we have
|Tn+1(x)| ≍ e−d(z0,gB(z0)) ≍ e−d(z0,g(z0)).
Combining these estimates, the lemma follows. 
We are now in the position to prove the rst part of Proposition 1.2.
Proof of rst part of Proposition 1.2. The equalities ℓ3 = ℓ6 and ℓ1 = ℓ5 are imme-
diate onsequenes of the following wellknown Diophantine inequalities. For all
x ∈ [0, 1] and k ∈ N, we have (see e.g. [Khi35℄)
(3.3)
1
qk(x) (qk+1(x) + qk(x))
<
∣∣∣∣x− pk(x)qk (x)
∣∣∣∣ < 1qk(x)qk+1(x) .
In order to show that ℓ1 = ℓ4, let nk(x) := SkN
(
(π∗)
−1
(x)
)
, for x ∈ I and k ∈
N. Obviously, (log qk(x)/nk(x)) is a subsequene of the sequene (− log |Tn(x)|/n).
Therefore, if ℓ4(x) exists then so does ℓ1(x), and both limits must oinide. For
the reverse, suppose that ℓ1(x) exists suh that ℓ1(x) = α. Let mn(x) be dened
as in the statement of Lemma 3.1, and put kn(x) := sup{k ∈ N : nk(x) ≤ n}. By
ombining (3.2) and Lemma 3.3, we then have
lim
n→∞
− log |Tn (x)|
n
≤ lim
n→∞
2 log qkn(x) (x) + 2 log(mn (x) + 1)
nkn(x) (x) +mn (x)
≤ lim
n→∞
2 log qkn(x) (x)
nkn(x) (x)
+ lim
n→∞
2 log(mn (x) + 1)
nkn(x) (x) +mn (x)
= α.
This gives the upper bound, and hene nishes the proof in partiular for α = 0.
For the opposite inequality we an therefore assume without loss of generality that
α > 0. First, observe that
lim
n→∞
− log |Tn (x)|
n
= lim
n→∞
2 log qkn(x) (x) + 2 logmn (x)
nkn(x) (x) +mn (x)
≥ lim
n→∞
2 log qkn(x)+1 (x)
nkn(x)+1 (x)
− lim
n→∞
2 log akn(x)+1 (x)
nkn(x) (x)
.
Hene, it is now suient to show that limk→∞ log ak+1 (x) /nk (x) = 0, or what is
equivalent limk→∞ log ak+1 (x) / log qk (x) = 0. For this, observe that
lim
k→∞
log qk+1(x)
nk+1(x)
= lim
k→∞
log qk(x) + log ak+1(x)
nk(x) + ak+1(x)
= lim
k→∞
log qk(x)
(
1 +
log ak+1(x)
log qk(x)
)
nk(x)
(
1 + ak+1(x)nk(x)
) .
If we would have that limk→∞ log ak+1 (x) / log qk (x) 6= 0, then there exists a sub-
sequene (kl) suh that liml→∞ log akl+1 (x) / log qkl (x) = c, for some c ∈ (0,∞]. It
follows that liml→∞ akl+1 = ∞, and hene by ombining this with the alulation
above, we obtain
1 = lim
l→∞
log akl+1(x) · nkl(x)
akl+1(x) · log qkl(x)
=
0
α
= 0.
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This shows that ℓ1(x) = ℓ4(x), and hene nishes the proof. 
4. Analyti properties of P and P̂
The main goal in this setion is to derive various analyti properties of the
SternBroot pressure funtion P . These properties are derived by onsidering the
pressure funtions assoiated with the systems Σ,Σ∗ and Σ. In order to introdue
these funtions, let Cn := {Cn(x) : x ∈ Σ} refer to the set of all nylinders
Cn (x) := {y ∈ Σ : yi = xi, for i = 1, . . . , n} .
Likewise, let C∗n (resp. Cn) refer to the set of n-ylinders for the system (Σ∗, σ∗)
(resp. (Σ, σ)). The pressure funtion P assoiated with Σ is then given by
P(θ) := lim
n→∞
1
n
log
∑
C∈Cn
exp
(
sup
x∈C
Sn (−θI) (x)
)
, for θ ∈ R.
Also, for the system Σ∗ we dene the pressure funtions P∗ and P ∗, for θ < 1, q > 0
and f : Σ∗ → R ontinuous, by
P∗(f) := lim
n→∞
1
n
log
∑
C∗∈C∗n
exp
(
sup
y∈C∗
Snf (y)
)
and P ∗(θ, q) := P∗(−θI∗ − qN).
Finally, the pressure funtions P and P assoiated with (Σ, σ) are given ompletely
analogous, for θ < 1, q > 0 and g : Σ→ R ontinuous, by
P(g) := lim
n→∞
1
n
log
∑
C∈Cn
exp
(
sup
y∈C
Sng (y)
)
and P (θ, q) := P(−θI − qN).
Clearly, by realling the denitions of I,N and I∗, N in Setion 3, we immediately
have that P = P ∗.
4.1. Analyti Properties of P ∗ by Hanus, Mauldin and Urba«ski. In this
subsetion we employ important results of Hanus, Mauldin and Urba«ski obtained
in [MU01℄ and [HMU02℄. The results here will be ruial ornerstones in our sub-
sequent analysis of the SternBroot pressure.
Studies of analyti properties of pressure funtions are usually based on the
existene of ertain Gibbs measures, here on Σ∗ and Σ. The existene of these
measures in our situation here is guaranteed by the following proposition, whih
essentially follows from a result in [MU01℄.
Proposition 4.1. For eah θ < 1, q > 0, and for (θ, q) = (1, 0), there exists
a unique ompletely ergodi σinvariant Gibbs measure µθ,q assoiated with the
potential −θI − qN . That is, we have for all n ∈ N, C ∈ Cn and y ∈ C,
(4.1) µθ,q(C) ≍ exp
(
Sn
(−θI(y)− qN(y))− nP(−θI − qN)) .
In partiular, the Borel measure µ∗θ,q := 1/2 ·
(
µθ,q ◦ p−1A + µθ,q ◦ p−1B
)
is an ergodi
σ∗invariant Gibbs measure on Σ∗ suh that for all n ∈ N, C∗ ∈ C∗n and y ∈ C∗,
(4.2) µ∗θ,q(C
∗) ≍ exp (Sn (−θI∗(y)− qN(y))− nP∗(−θI∗ − qN)) .
The measure µ∗θ,q is unique with respet to this property, and µθ,q = µ
∗
θ,q ◦ p−1.
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Proof. By [KS04a℄ (Lemma 3.4), the oyle I∗ is Hölder ontinuous in the sense
that there exists κ > 0 suh that for eah n ∈ N,
sup
C∈Cn
sup
x,y∈C
∣∣I(x)− I(y)∣∣≪ exp(−κn).
Clearly, we also immediately have that N is Hölder ontinuous. Furthermore, the
following summability ondition holds for θ < 1, q > 0, and for (θ, q) = (1, 0),
(4.3)
∑
i∈N
exp(sup{−θI(x) − qN(x) : x1 = i})≪
∑
i∈N
i−2θ · e−qi <∞.
Hene, all preliminaries of [MU01℄ (Corollary 2.10) are fullled, whih then gives
the existene of a unique invariant Gibbs measure µθ,q with properties as stated in
the proposition.
Immediate onsequenes of the denition of N and the denition µ∗θ,q := 1/2 ·(
µθ,q ◦ p−1A + µθ,q ◦ p−1B
)
are that µ∗θ,q is σ
∗
invariant, that µ∗θ,q fullls the Gibbs
property (4.2), and that the equality µθ,q = µ
∗
θ,q ◦ p−1 is satised. To prove ergod-
iity of µ∗θ,q, let D ⊂ Σ∗ suh that σ∗−1(D) = D. We then have σ−1p−1X (D) =
p−1Y (D), for X,Y ∈ {A,B} suh that X 6= Y . This gives σ−2(pX−1(D)) =
pX
−1(D). Sine µθ,q is ompletely ergodi, whih by denition means that µθ,q
is ergodi with respet to σn for all n ∈ N, it follows µθ,q(pX−1(D)) ∈ {0, 1}. The
σ-invariane of µθ,q then implies that µθ,q(pX
−1(D)) = µθ,q(σ
−1(pX
−1(D))) =
µθ,q(pY
−1(D)). Consequently, it follows that µ∗θ,q(D) ∈ {0, 1}. 
The following proposition employs yet another result of Hanus, Mauldin and
Urba«ski, obtained in their spetral analysis of the PerronFrobenius operator.
Proposition 4.2. The pressure funtion P ∗ is a onvex, dereasing and real-
analyti funtion with respet to both oordinates In the seond oordinate P ∗ is
stritly dereasing to (−∞). In partiular, there hene exists a positive realanalyti
funtion β on (−∞, 1) suh that P ∗(θ, β(θ)) = 0. Furthermore, for the derivative
of β at θ < 1 we have
(4.4) β′(θ) =
− ∫ I∗ dµ∗θ∫
N dµ∗θ
= −
∫
I dµθ.
In here, µ∗θ := µ
∗
θ,β(θ) refers to the unique σ
∗
invariant Gibbs measure assoiated
with the potential −θI∗ − β(θ)N . Also, µθ refers to the σinvariant probability
measure on Σ absolutely ontinuous to µ∗θ, whose existene is guaranteed by Ka's
formula ([Ka47℄; see the proof).
Proof. First, note that it is suient to verify the statements in the proposition
for Σ only. Then note that I and N are Hölder ontinuous, that the summability
ondition (4.3) is satised for all (θ, q) ∈ (−∞, 1)× (0,∞), and that∫ (
θI + qN
)
dµθ,q ≪
∑
n∈N
(2θ logn+ qn)n−2θe−qn <∞.
Hene, we an apply [HMU02℄ (Proposition 6.5) (see also [MU03℄ (Proposition
2.6.13)), from whih it follows that P (θ, q) is real-analyti on (−∞, 1) × (0,∞).
Next, note that for the partial derivatives of P we have
∂P (θ, q)
∂θ
=
∫
−I dµθ,q and
∂P (θ, q)
∂q
=
∫
−N dµθ,q < 0.
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This shows that P as a funtion in the seond oordinate is stritly dereasing,
whih then gives the existene of a real-analyti funtion β : (−∞, 1)→ (0,∞) for
whih P (θ, β(θ)) = 0, for all θ < 1. Now, the rst equality in (4.4) follows from the
Impliit Funtion Theorem. The seond equality is a onsequene of Ka's formula
([Ka47℄), whih guarantees that there exists a σinvariant measure µ˜θ on Σ, given
by
(4.5) µ˜θ(M) :=
∫ N(y)−1∑
i=0
1M ◦ σi(ι(y)) dµ∗θ(y), for eah Borel set M ⊂ Σ.
In here, ι : Σ∗ → Σ refers to the anonial injetion whih maps an element of Σ∗
to its representation by means of the nite alphabet of Σ. We remark that Ka's
formula gives in fat a 11 orrespondene between σinvariant measures on Σ and
σ∗invariant measures on Σ∗. Now, one immediately veries that
µ˜θ(Σ) =
∞∑
ℓ=1
ℓµ∗θ ({N = ℓ}) ≍
∞∑
ℓ=1
ℓ−2θ+1e−β(θ)ℓ <∞.
Hene, this allows to dene µθ := µ˜θ/µ˜θ (Σ). In partiular, we then have that∫
I dµθ = µ
∗
θ(N)
−1
∫
I∗ dµ∗θ , from whih the seond equality follows. Finally, note
that sine P and P ∗ oinide, in the integrals above we an replae I and N by I∗
and N . This nishes proof of the proposition. 
Remark 4.1. Note that the measure µθ in Proposition 4.2 is in fat a weak Gibbs
measure for the potential −θI. Therefore, the results of [Kes01℄ are appliable, and
hene in this way one ould immediately obtain some Large Deviation results for
the situation here.
4.2. Analyti properties of P and P̂ . In this subsetion we employ the results of
the previous subsetion, in order to derive analyti properties of the SternBroot
pressure P and its Legendre transform P̂ .
A key preliminary observation is stated in the following proposition, whih shows
that the SternBroot pressure P oinides with the funtion β obtained in Propo-
sition 4.2.
Proposition 4.3. For θ < 1, we have
P (θ) = β(θ).
Proof. Let µ∗θ be the measure obtained in Proposition 4.2, for θ < 1 xed. First,
reall from the proof of Proposition 4.2 that the measure lass of µ∗θ ontains a
σinvariant probability measure µθ on Σ for whih
∫
I dµθ = µ
∗
θ(N)
−1
∫
I∗ dµ∗θ.
Seondly, note that for the measure µθ := µ
∗
θ ◦ p−1 we have by Abramov's formula
([Abr59℄, [Nev69℄) that the measure theoretial entropies hµθ and hµθ are related
by hµθ = hµθ/µ
∗
θ(N). Thirdly, by applying Pinsker's result on relative entropies
([Roh67℄) to our situation here, we obtain that the relative entropy hµ∗
θ
(σ∗|σ) of
µ∗θ vanishes. This gives hµ∗θ − hµθ = hµ∗θ (σ∗|σ) = 0. Combining these observations
with the usual variational priniple ([DGS76℄), it now follows
P (θ) ≥ hµθ −
∫
θI dµθ = (µ
∗
θ(N))
−1
(
hµ∗
θ
−
∫
θI∗ dµ∗θ
)
=
(
µθ(N)
)−1(
hµθ −
∫
θI dµθ
)
= β(θ).
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In here, the latter equality is obtained as follows. Note that µθ is an equilibrium
measure on
(
Σ, σ
)
for the potential−θI−β(θ)N . Also, µθ fullls the Gibbs property
4.1, and µθ
(
θI + β(θ)N
)
< ∞. Next, reall Sarig's variational priniple ([Sar99℄)
whih states that for g : Σ→ R Hölder ontinuous,
(4.6) P(g) = sup
{
hµ +
∫
g dµ : µ ∈M (Σ, σ) suh that − ∫ g dµ <∞} .
In here, M(Σ, σ) refers to the set of σinvariant Borel probability measures on Σ.
Applying this to the situation here, we obtain
hµθ −
∫ (
θI + β(θ)N
)
dµθ = P(−θI − β(θ)N ) = P (θ, β(θ)) = 0.
An elementary rearrangement then gives the result.
For the reverse inequality, rst note that we an indue (Σ, σ) on the set H :=
{(x1, x2, . . .) ∈ Σ : x1 6= x2}. For the resulting indued system the return time to
H of a point y = ι(X,Y n1 , Xn2 , . . .) ∈ H is given by n1 = N (σ∗(X,Y n1 , Xn2 , . . .)).
Dene G := ι (Σ∗)∩H, and let mθ ∈ M(Σ, σ) be an ergodi equilibrium measure for
the potential −θI, that is P (θ) = hmθ − θ
∫
I dmθ. In this situation we neessarily
have thatmθ(G) > 0, and this an be seen as follows. First, we show thatmθ(G) = 0
implies that mθ is equal to either δA or δB, where δA (resp. δB) refers to the Dira
measure at the periodi point A = π−1(0) (resp. B = π−1(1)). Namely, if mθ(H) =
0 then we immediately have mθ ∈ {δA, δB}. On the other hand, if mθ(H) > 0 then
ergodiity of mθ gives mθ(Σ \ ι(Σ∗)) = 1. Now, sine I(x) ≥ 0 for all x ∈ Σ, where
I(x) = 0 if and only if x ∈ {A,B}, we have limn−1SnI(x) = 0 =
∫
I dmθ for
mθ-almost every x, and this again implies that mθ ∈ {δA, δB}. Thus, if mθ(G) = 0
then mθ ∈ {δA, δB}. This shows that hmθ = mθ (−θI) = 0, giving P (θ) = 0, and
hene ontraditing the fat P (θ) ≥ β(θ) > 0. Therefore, we an assume without
loss of generality that mθ(G) > 0. We an now use Ka's formula one more, whih
guarantees that there exists a σ∗invariant probability measure m∗θ in the measure
lass of mθ, suh that m
∗
θ :=
1
mθ(G)
mθ|G ◦ σ−1 ◦ ι and
−
∫
(−θI∗ − β(θ)N) dm∗θ = (mθ(G))−1
(∫
θI dmθ + β(θ)
)
<∞.
For mθ := m
∗
θ ◦ p−1, we argue similar as above and obtain
0 ≥ hmθ −
∫ (
θI + β(θ)N
)
dmθ (Sarig's variational priniple)
= hm∗
θ
−
∫
(θI∗ + β(θ)N) dm∗θ (Pinsker's result on relative entropies)
= m∗θ(N)
(
hmθ −
∫
θI dmθ − β(θ)
)
(Abramov's formula)
= m∗θ(N) (P (θ)− β(θ)) (sine mθ is an equilibrium state).

The following proposition ollets the properties of P and P̂ whih will be ruial
in the analysis to ome.
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Proposition 4.4.
(1) The SternBroot pressure funtion P oinides with the pressure funtion
P assoiated with Σ.
(2) P is onvex and non-inreasing on R and real-analyti on (−∞, 1).
(3) P (θ) = 0, for all θ ≥ 1.
(4) P is dierentiable throughout R.
(5) The domain of P̂ is equal to [−α+, 0], where
−α+ := lim
θ→−∞
P (θ)
θ
= −2 log γ.
(6) We have limαց0 P̂ (−α) /(−α) = 1.
(7) We have limαր2 log γ
(
−P̂ (−α)
)
= 0.
(8) We have limθ→−∞ (P (θ) + 2θ log γ) = 0.
For the proofs of (7) and (8) the following lemma will turn out to be useful.
Lemma 4.5. For eah x := [a1, a2, a3, . . .] ∈ (0, 1) and k ∈ N0 we have, with
τ0 := 0, τk :=
∑k
i=1 ai for k ∈ N, and ρ := 1− γ−6,
qk(x) ≤ γτkρτk−k−1.
Proof. We give a proof by omplete indution of the slightly stronger inequality
(4.7) qk(x) ≤ γτkρτk−kρδ1,ak−1,
in whih δ denotes the Kroneker symbol.
First note that q0 ≡ 1, q1([1, . . .]) = 1 ≤ γ1ρ1−1, and if a1 ≥ 2 then one immediately
veries that q1 [a1, . . .] = a1 ≤ γa1ρa1−1ρ−1. Also, for k ∈ N we have
(4.8) qk(γ − 1) = qk([1, 1, 1, . . .]) = fk ≤ γk = γτkρτk−k,
where fk refers to the (k+1)-th member of the Fibonai sequene (f0, f1, f2, . . .) :=
(0, 1, 1, 2, . . .), given by fk+1 := fk−1 + fk for all k ∈ N. Reall that fk =(
γk − (−γ)−k
)
/
√
5. Now suppose that (4.7) holds for some k ∈ N and for all
0 ≤ m ≤ k. It is then suient to onsider the following two ases.
(1) If ak+1 = 1 suh that an ≥ 2 and an+i = 1, for all i = 1, . . . , l and
some n ≤ k and l ≥ k − n + 1, then qn−1(x) ≤ γτn−1ρτn−1−n+1ρ−1 and
qn(x) ≤ γτnρτn−nρ−1. Hene, an elementary alulation gives
qn+l(x) = fl+1qn(x) + flqn−1(x)
≤ fl+1γτnρτn−nρ−1 + flγτn−1ρτn−1−n+1ρ−1
≤ γτn+lρτn+l−n−l
(
ρ−1
(
fl+1
γl
+
fl
γan+lρan−1
))
≤ γτn+lρτn+l−n−l
(
ρ−1
(
fl+1
γl
+
fl
γl (γρ)
2
))
︸ ︷︷ ︸
≤1
.
(2) If ak+1 = 2, then either ai = 1 for i = 1, . . . , k, or there exists n ≤ k suh
that an ≥ 2 and ai = 1 for all i with n < i ≤ k. In the rst ase we use
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(4.8), whereas in the seond ase we employ (1), and obtain
qk+1 ([a1, . . . , ak, 2]) = qk+2 ([a1, . . . , ak, 1, 1])
≤ γτk+1ρτk+1−k−1ρ−1.
For ak+1 > 2, the inequality follows by indution over ak+1, using (1) and
the fat that qk+1 ([a1, . . . , ak, ak+1]) = qk+2 ([a1, . . . , ak+1 − 1, 1]).

Before giving the proof of Proposition 4.4, we remark that the statements (7)
and (8) in Proposition 4.4 are in fat equivalent. Nevertheless, we shall prove these
two statements separately, where the proof of (7) primarily uses ergodi theory,
whereas the proof of (8) is of elementary number theoretial nature.
Proof of Proposition 4.4.
ad (1). The assertion is an immediate onsequene of (3.2) and Corollary 3.2.
ad (2). The assertion follows immediately by ombining Proposition 4.2 and
Proposition 4.3. Alternatively, the statement an also be derived from Proposition
2.1 in [KS04a℄.
ad (3). By denition of P we have P (1) = 0. Also, by (2) we know that P
is non-inreasing. Therefore, it is suient to show that P is non-negative, and
indeed this follows sine
P (θ) = lim
n→∞
1
n
log
2n∑
k=1
|Tn,k|θ ≥ lim
n→∞
1
n
log |Tn,1|θ = lim
n→∞
−θ
n
log (n+ 1) = 0.
ad (4). In order to determine the left derivative P−(1) of P at 1, reall
from Proposition 4.2 that µ∗θ refers to the unique Gibbs measure on Σ
∗
suh that
µ∗θ (C
∗
n (y)) ≍ exp (−θSnI∗ (y)− β(θ)SnN∗ (y)), for all n ∈ N, y ∈ Σ∗. For eah
n ∈ N, let us x an element y(n)X ∈ Σ∗ suh that y(n)X = (Xn, . . .), for X ∈ {A,B}.
We then have by Lemma 3.3,∫
N dµ∗θ =
∑
X∈{A,B}
∞∑
n=1
n · µ∗θ
(
C∗1
(
y
(n)
X
))
≍
∞∑
n=1
n · exp
(
−θI∗
(
y
(n)
A
)
− β(θ)N∗
(
y
(n)
A
))
≫
∞∑
n=2
n · n−2θe−β(θ)n →∞, for θ ր 1.
On the other hand, we have for all θ ∈ (1/2, 1],∫
I∗ dµ∗θ ≍
∑
X∈{A,B}
∞∑
n=1
lognµ∗θ
(
C∗1
(
y
(n)
X
))
≍
∞∑
n=1
logn exp
(
−θI∗
(
y
(n)
A
)
− β(θ)N∗
(
y
(n)
A
))
≪
∞∑
n=1
n−2θ logn <∞.
This shows that P−(1) = 0, and hene P is dierentiable everywhere.
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ad (5). Sine limθ→∞ P (θ) /θ = 0, the upper bound of the domain of P̂ is
equal to 0. For the lower bound−α+ of the domain we have by [KS04a℄ (Proposition
2.3),
(4.9) −α+ = lim
θ→−∞
P (θ)
θ
= − sup
ν∈M(Σ,σ)
∫
I dν.
We are left with to determine the atual value of α+. For this, rst note that for the
linear ombination m := 1/2 (δAB + δBA) ∈ M (Σ, σ) of the Dira measures δAB
and δBA at the periodi points AB := π
−1 (2− γ) and BA := π−1 (γ − 1), an ele-
mentary alulation shows that
∫
I dm = 2 log γ. This implies that supν∈M(Σ,σ)
∫
I dν ≥
2 log γ. For the reverse inequality note that
∫
I dν ≤ supx∈Σ lim supn→∞(SnI(x))/n,
for all ν ∈M (Σ, σ), whereM(Σ, σ) refers to the set of σinvariant Borel probabil-
ity measures on Σ. In order to alulate the right hand side of the latter inequality,
reall that the smallest interval in Tn has the length (fn+1fn+2)−1. Using this
observation and Corollary 3.2, we obtain
sup
y∈Σ
lim sup
n→∞
SnI(y)
n
= sup
x∈[0,1)
lim sup
n→∞
− log |Tn (x)|
n
= lim
n→∞
log (fn+1fn+2)
n
= lim
n→∞
log
(
γn+1 − (−γ)−(n+1)
)
+ log
(
γn+2 − (−γ)−(n+2)
)
n
= 2 log γ.
Note that in here the supremum is ahieved at for instane any noble number in
(0, 1), that is at numbers whose ontinued fration expansion eventually onsists of
1's only.
ad (6). The result in (3) implies that
lim
αց0
−P̂ (−α)/α = inf {t ∈ R : P (t) = 0} .
Therefore, it is suient to show that 1 is the least zero of P . For this assume by
way of ontradition that P (s) = 0, for some s < 1. Sine P is non-inreasing, it
follows that P vanishes on the interval (s, 1). But this ontradits the fat that P
is real-analyti on (−∞, 1) and positive at for instane 0.
ad (7). For all n ∈ N and θ ≤ 0, we have(
γn+1 − (−γ)−(n+1)√
5
)−2θ
≤ (fn+1fn+2)−θ ≤
2n∑
k=1
|Tn,k|θ
≤ 2n (fn+1fn+2)−θ ≤ 2nγ−2θ(n+2).
Therefore,
−2θ log γ ≤ P (θ) ≤ log 2− 2θ log γ for all θ ≤ 0,
whih implies that P̂ (−α) ≤ 0, for all α ∈ [0, 2 log γ]. Hene, in order to verify
that limαր2 log γ P̂ (−α) = 0 it is suient to show that this limit is non-negative.
For this, let t(α) := (P ′)
−1
(−α) and reall that by the variational priniple (f.
[DGS76℄) we have for eah α ∈ [0, 2 logγ] that there exists mt(α) ∈ M (Σ, σ) suh
that
P (t(α)) = hmt(α) − t(α)
∫
I dmt(α).
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Furthermore, by [KS04a℄ (Proposition 2.3) we have
∫
I dmt(α) = α. Therefore, if
ν ∈M (Σ, σ) denotes a weak limit of some sequene (µt(α)) for α tending to 2 log γ
from below, then the lower semi-ontinuity of the entropy (f. [DGS76℄) gives
hν ≥ lim sup
αր2 log γ
hmt(α) = lim sup
αր2 log γ
(P (t(α)) + α · t(α)) = lim sup
αր2 log γ
(
−P̂ (−α)
)
.
Note that we learly have
∫
I dν = 2 log γ. Now, the nal step is to show that for
the disrete measure m onsidered in the proof of (5) we have{
ν ∈ M (Σ, σ) :
∫
I dν = 2 log γ
}
= {m} .
This will be suient, sine hm = 0. Therefore, suppose by way of ontradition
that there exists µ 6= m suh that
µ ∈
{
ν ∈M (Σ, σ) :
∫
I dν = 2 log γ
}
.
Let us rst show that η := µ ({x ∈ Σ : x1 = x2 = X}) > 0, for some X ∈ {A,B}.
If this would not be the ase, then the σinvariane of µ would imply
µ ({x ∈ Σ : x1 = A, x2 = B}) = µ ({x ∈ Σ : x1 = B, x2 = A}) = 1
2
,
and hene we obtain by indution that µ = m. This ontradits our assumption µ 6=
m, showing that η > 0. We an now ontinue the above argument as follows. Sine
{ν ∈ M (Σ, σ) : ∫ I dν = 2 log γ} is onvex, we an assume without loss of generality
that µ is ergodi. This then immediately implies that limn→∞(SnI(y))/n =
∫
I dµ
for µ-almost every y ∈ Σ, and furthermore that for some X ∈ {A,B} and n
suiently large,
(4.10) Sn1{x∈Σ:x1=x2=X}(y) >
nη
2
.
Let us x x ∈ Σ with this property, and dene τk :=
∑k
i=1 ai(x) as in Lemma
4.5. Combining Lemma 2.1 and inequality (4.10), it follows (τk − k − 1)) ≥ τkη/2.
Hene, using Corollary 3.2, Lemma 3.3 and Lemma 4.5,
2 log γ =
∫
I dµ = lim
n→∞
SnI(x)
n
= lim
n→∞
− log |Tn(x)|
n
= lim
k→∞
− log |Tτk+1(x)|
τk
= lim
k→∞
2 log(qk(x))
τk
≤ lim sup
k→∞
2 log
(
γτkρ(τk−k−1)
)
τk
≤ lim sup
k→∞
2 log
(
γτkρτkη/2
)
τk
= 2 log γ + η · log ρ < 2 log γ.
ad (8). First note that tn,2ℓ > tn,2ℓ±1, for eah n ≥ 2 and ℓ = 1, . . . , 2n−1. This
implies that |Tn,2ℓ|−1 = tn,2ℓ · tn,2ℓ+1 and |Tn,2ℓ−1|−1 = tn,2ℓ−1 · tn,2ℓ are both less
than (tn,2ℓ)
2
. Hene, using Lemma 2.1 and Lemma 4.5, it follows for n > 2 and
22 MARC KESSEBÖHMER AND BERND O. STRATMANN
θ < 0,
2n∑
k=1
|Tn,k|θ ≤ 2
n∑
k=1
∑
An+1
k
qk ([a1, . . . , ak])
−2θ
≤ 2
n∑
k=1
(
n− 1
k − 1
)(
γn+1ρn+1−k−1
)−2θ
= 2γ−2θ(n+1)
n−1∑
k=0
(
n− 1
k
)(
ρn−1−k
)−2θ
= 2γ−2θ(n+1)
n−1∑
k=0
(
n− 1
k
)(
ρ−2θ
)n−1−k
≤ 2γ−2θ(n+1) (1 + ρ−2θ)n−1 .
Realling the denition of P , we then obtain
P (θ) ≤ −2θ log γ + log (1 + ρ−2θ) .
For the lower bound, note that
2n∑
k=1
|Tn,k|θ ≥ (fn+1fn+2)−θ.
Sine fn = (γ
n − (−γ)−n)/√5, it therefore follows
P (θ) ≥ −2θ log γ.
By ombining these two bounds for P (θ) and then letting θ tend to (−∞), the
proposition follows. 
5. Multifratal Formalism for ontinued frations
In this setion we give the proof of Theorem 1.1, whih we have split up into the
three separate parts The lower bound, The upper bound and Disussion of boundary
points of the spetrum. We begin with the following important preliminary remarks.
Remark 5.1.
(1) Note that by Corollary 3.2 and Lemma 3.3, we have for x ∈ Σ and y ∈ Σ∗
(assuming in eah ase that the limit exists),
ℓ1 (π
∗(y)) = lim
n→∞
SnI
∗(y)
SnN(y)
, ℓ2 (π
∗(y)) = lim
n→∞
SnN(y)
n
,
ℓ3 (π
∗(y)) = lim
n→∞
SnI
∗(y)
n
, ℓ4 (π(x)) = lim
n→∞
SnI(x)
n
.
(2) Reall that in [KS04a℄ and [KS04b℄ we in partiular onsidered oriented
geodesis ℓ ⊂ H2 from {∞} to [0, 1), and oded these by means of their interse-
tions with the tesselation given by the G-orbit of the fundamental domain F . More
preisely, if ℓ ends at ξ ∈ [0, 1)∩ I suh that ℓ intersets gξ,1(F ), gξ,2(F ), gξ,3(F ), . . .
in suession, with gξ,n ∈ G for all n ∈ N, then ξ is oded by the innite word
(gξ,1, gξ,2, gξ,3, . . .). Clearly, this type of oding is analogous to the nite oding
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represented by Σ. Hene, the results of [KS04a℄ and [KS04b℄ for the Hausdor
dimensions of the level sets
F(α) :=
{
ξ ∈ [0, 1) : d(z0, gξ,n(z0))
n
= α
}
an immediately be transfered to the situation in this paper, and in this way we
obtain that for eah α ∈ (0, 2 log γ),
(5.1) dimH (L4 (α)) = dimH (F(α)) = P̂ (−α)−α .
Therefore, the following proof of Theorem 1.1 will in partiular also give an alter-
native proof of the identity in (5.1). Let us also emphasize that a straight forward
inspetion of the arguments in the general multifratal analysis of [KS04a℄ shows
that there we did not make full use of the group struture of the Kleinian group. In
fat, the arguments there exlusively onsider ertain rooted sub-trees of the Cayley
graph of the Kleinian group, and therefore they ontinue to hold if the underlying
algebrai struture is only a semi-group ating on hyperboli spae, rather than a
group. Therefore, the main results of this general multifratal analysis for growth
rates an be applied immediately to the setting in this paper. In this way one also
immediately obtains that P is dierentiable everywhere, real-analyti on (−∞, 1)
and equal to 0 otherwise.
5.1. The lower bound.
Lemma 5.1. For eah α ∈ (0, 2 log γ) there exists a unique Gibbs measure µ∗t(α)
on Σ∗ suh that for
(5.2) α∗ :=
∫
I∗ dµ∗t(α) and α
♯ :=
∫
N dµ∗t(α),
we have
(5.3) L2
(
α♯
) ∩ L3 (α∗) ⊂ L1 (α) .
In here, the funtion t is given by t(α) := (P ′)−1 (−α).
Proof. The existene of the unique ergodi Gibbs measure µ∗t(α) has already been
obtained in Proposition 4.1. As shown in Proposition 4.2, the signiane of µ∗t(α)
is that it allows to represent the Lyapunov exponent α in terms of I∗ and N as
follows.
(5.4) α = −P ′(t(α)) =
∫
I∗ dµ∗t(α)∫
N dµ∗t(α)
=
α∗
α♯
.
Using Remark 5.1 (1), it follows that L2
(
α♯
) ∩ L3 (α∗) ⊂ L1 (α).

For the following lemma reall that the Hausdor dimension dimH (µ) of a prob-
ability measure µ on some metri spae is given by
dimH (µ) := inf {dimH(K) : µ(K) = 1} .
Lemma 5.2. For eah α ∈ (0, 2 log γ) we have, with µ˜t(α) := µ∗t(α) ◦ (π∗)−1,
dimH
(
µ˜t(α)
) ≤ dimH (L2 (α♯) ∩ L3 (α∗)) ≤ dimH (L1 (α)) .
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Proof. The rst inequality follows, sine by ergodiity of µ∗t(α) we have
µ˜t(α)
(L2 (α♯) ∩ L3 (α∗)) = 1.
The seond inequality is an immediate onsequene of Lemma 5.1. 
Lemma 5.3. For eah α ∈ (0, 2 log γ) we have
dimH
(
µ˜t(α)
)
=
P̂ (−α)
−α .
Proof. The aim is to show that the loal dimension of µ˜α exists and is equal to
P̂ (−α)/(−α), for eah α ∈ (0, 2 log γ). For this, let B(x, r) := [x − r, x+ r] ∩ I for
0 < r ≤ 1 and x ∈ I, and dene
mr(x) := max
{
n ∈ N : π∗C∗n
(
(π∗)−1 x
)
⊃ B(x, r)
}
,
nr(x) := min
{
n ∈ N : π∗C∗n
(
(π∗)
−1
x
)
⊂ B(x, r)
}
.
We obviously have that |mr(x)− nr(x)| is uniformly bounded from above, and
hene limr→0mr (x) /nr (x) = 1. Combining the Gibbs property of µ
∗
t(α), Lemma
3.3, (5.2) and (5.4), it follows for µ˜t(α)-almost every x,
lim sup
r→0
log µ˜t(α) (B(x, r))
log r
≤ lim sup
r→0
−t(α)
(
Snr(x)I
∗
(
(π∗)
−1
x
))
− P (t (α))Snr(x)N
(
(π∗)
−1
x
)
− (Smr(x)I∗(x))
= lim sup
r→0
−t(α)Snr(x)I
∗((π∗)−1x)
Snr(x)N((π∗)
−1x)
− P (t (α))
−Snr(x)I
∗((π∗)−1x)
Snr(x)N((π∗)
−1x)
· Smr(x)I∗((π∗)
−1x)
mr(x)
nr(x)
Snr(x)N((π∗)
−1x)
· mr(x)nr(x)
=
t(α)α + P (t(α))
α
=
P̂ (−α)
−α .
The reverse inequality for the `lim inf' is obtained by similar means, and we omit
its proof. 
5.2. The upper bound.
Lemma 5.4. For eah α ∈ (0, 2 log γ) we have
dimH
(
π∗
{
x ∈ Σ∗ : lim inf
n→∞
SnI
∗(x)
SnN(x)
≥ α
})
≤ P̂ (−α)−α .
Proof. Note that max {t (α) + P (t (α))/s : s ∈ [α, 2 log γ)} = t(α) + P (t(α))/α, for
eah α ∈ (0, 2 log γ). By ombining this with the Gibbs property of µ∗t(α), it follows
that for eah ε > 0 and x ∈ Σ∗ suh that π∗(x) ∈ L4 (α), we have for n suiently
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large,
µ∗t(α) (C
∗
n(x)) ≫ exp (−t (α) SnI∗(x) − P (t(α))SnN(x))
= exp
(
−SnI∗(x)
(
t (α) + P (t (α))
SnN(x)
SnI∗(x)
))
≫ (exp (−SnI∗(x)))
P̂(−α)
−α
+ε
≫ |π∗ (C∗n(x))|
P̂ (−α)
−α
+ε
.
Therefore, for the sequene of balls (B (π(x), rn)) with radii rn := |π∗ (C∗n(x))| and
entre π(x), whih tends to {π(x)} for n tending to innity, we have
µ˜t(α) (B (π(x), rn))≫ µ∗t(α) (C∗n(x)) ≫ (rn)
P̂ (−α)
−α
+ε
.
Applying the mass distribution priniple, the proposition follows. 
Corollary 5.5. For eah α ∈ (0, 2 log γ) we have
max
{
dimH
(L2 (α♯) ∩ L3 (α∗)) , dimH (L1 (α))} ≤ P̂ (−α)−α .
Proof. The assertion is an immediate onsequene of ombining Lemma 5.4 and
the fat
L2
(
α♯
) ∩ L3 (α∗) ⊂ L1(α) ⊂ {x ∈ Σ∗ : lim inf
n→∞
SnI
∗(x)
SnN(x)
≥ α
}
.

5.3. Disussion of boundary points of the spetrum.
The ase α = 0: Reall the two lassial results of Lévy and Khinthin mentioned
in the introdution. >From these we immediately dedue that τ(0) = 1. Also,
reall that by Proposition 4.4 (6) we have that limαց0 P̂ (−α)/(−α) = 1. This
shows that τ(0) = limαց0 P̂ (−α)/(−α) = 1, and hene gives that the dimension
funtion τ is ontinuous from the right at 0.
In order to show that α∗ (0) = χ, we argue as follows. For α = 0, we already know
that 0 =
∫
I∗ dµ∗1/
∫
N dµ∗1 = α
∗ (0) /∞ and that limk→∞(2 log qk(x))/k = α∗(0),
for µ∗1◦(π∗)−1-almost every x ∈ (0, 1). Hene, Lévy's result gives that, if µ∗1◦(π∗)−1
is absolutely ontinuous with respet to the Lebesgue measure λ on (0, 1) then
α∗ (0) = χ. Hene, it remains to show that µ∗1 ◦ (π∗)−1 has this property. For
this, onsider some T ∈ Tn for n ∈ N, and x y ∈ Σ∗ and k ∈ N suh that
π∗ (C∗k (y)) = T ∩ I. Using the Gibbs property of µ∗1 and Lemma 3.3, we obtain
µ∗1 ◦ (π∗)−1 (T ) ≍ µ∗1 (C∗k (y)) ≍ exp (−Sk (I∗(y)))
≍ |π∗ (C∗k (y))| ≍ λ (T ) .
The ase α = 2 log γ: In order to show that the dimension funtion τ is ontin-
uous from the left at 2 log γ, we proeed as follows. Proposition 4.4 (7) implies
that limαր2 log γ P̂ (−α)/(−α) = 0. Using monotoniity of the Hausdor dimension
together with Lemma 5.4, it then follows
0 ≤ τ (2 log γ) ≤ lim
αր2 log γ
τ(α) = 0.
Hene, we have τ(2 log γ) = 0, whih gives that τ is ontinuous from the left at
2 log γ.
26 MARC KESSEBÖHMER AND BERND O. STRATMANN
Finally, for the left derivative of τ at 2 log γ, note that a straight forward om-
putation of the derivative of τ on the interval (0, 2 log γ) shows that τ ′(α) =
−P (t (α)) /α2. Sine t(α) tends to (−∞) as α approahes 2 log γ, it follows
lim
αր2 log γ
τ ′(α) = −∞.
6. Multifratal formalism for approximants
In this setion we outline the neessary hanges whih have to be implemented
in the proof of Theorem 1.1 in order to derive Theorem 1.3.
The analyti properties of PD as stated in Theorem 1.3 an be obtained as
follows. In Setion 4 replae the funtion N : Σ → N (resp. N : Σ∗ → N) by the
funtion 1 : Σ → {1} (resp. 1∗ : Σ∗ → {1}) onstant equal to 1. In this way we
obtain for the pressure funtion P assoiated with Σ,
P (−θI − P (−θI)1) = 0.
Also, note that by Lemma 3.3 we have
PD(θ) = P
(−θI) .
(Below, we shall speify the domain of PD). Hene, ombining these observations
with Proposition 4.2 adapted to the situation here, the alleged analyti properties
of PD follow. Also, using the same strategy in Setion 5.1 and 5.2, that is replaing
in there the funtion N by the funtion 1∗, one immediately obtains
τD(α) =
P̂D(−α)
−α .
(Below, we shall speify the domain of τD).
For larifying the range of PD and of τD, and for the disussion of the boundary
points of τD, we rst remark that PD has a singularity at 1/2. This follows, sine
for every approximant [a1, . . . , ak] we have (see e.g. [Khi36℄)
k∏
i=1
ai ≤ qk ([a1, . . . , ak]) ≤ 2k
k∏
i=1
ai,
whih immediately gives
0 ≤ log ζ (θ)− PD (θ) ≤ 2θ log 2, for θ > 1/2.
Here, ζ refers to the Riemann zeta-funtion ζ(θ) :=
∑
n∈N n
−2θ
. This shows that
PD(θ) and P
′
D(θ) both tend to innity for θ tending to 1/2 from above. From this
we dedue that P̂D (−α) is well dened for arbitrary large values of α, and also that
lim
α→∞
P̂D(−α)/(−α) = 1/2.
In order to see that the domain of P̂D is the interval [2 log γ,∞) and that
limαց2 log γ P̂D(−α)/(−α) = 0, it is now suient to show that
(6.1) lim
θ→∞
|PD (θ) + 2θ log γ| = 0.
Indeed, on the one hand we have
lim
k→∞
1
k
log
∑
[a1,...,ak]
qk ([a1, . . . , ak])
−2θ ≤ lim
k→∞
− 1
k
2θ log qk (γ) = −2θ log γ.
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On the other hand, using Lemma 4.5 and 2.1, we observe for N ∈ N and θ >
(1 + logN)/(2 log γ),
lim
k→∞
1
k
log
∑
[a1,...,ak]
qk ([a1, . . . , ak])
−2θ
≤ lim sup
k→∞
1
k
log
∞∑
n=k+1
(
n
k
)
γ−2θn
= −2θ log γ + lim sup
k→∞
1
k
log
∞∑
n=1
(
n+ k
k
)
γ−2θn
≤ −2θ log γ + lim sup
k→∞
1
k
log
∞∑
n=1
(n+ k)
(n+k)
kknn
γ−2θn
≤ −2θ log γ + lim sup
k→∞
1
k
log
∞∑
n=1
(
1 +
k
Nn
)n
Nn
(
1 +
n
k
)k
γ−2θn
≤ −2θ log γ + lim sup
k→∞
1
k
log
∞∑
n=0
ek/Nen(1+logN−2θ log γ)
≤ −2θ log γ + 1/N.
A ombination of these two observations gives the statement in (6.1).
In order to prove ontinuity of τD at 2 log γ, note that by arguing similar as in
the proof of Lemma 5.4, we obtain for α < χ,
dimH
(
πCF
{
x ∈ Σ : lim sup
n→∞
SnI(x)
n
≤ α
})
≤ P̂D(−α)−α .
Combining this with the monotoniity of Hausdor dimension, it follows
dimH (L3 (2 log γ)) ≤ lim
αց2 log γ
P̂D(−α)/(−α) = 0.
Finally, the same argument as used in Setion 5.3 for determining the limit
behaviour of τ ′, gives that for the left derivative of τD at 2 log γ we have
lim
αց2 log γ
τ ′D (α) =∞.
This nishes the proof of Theorem 1.3.
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