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Finding concrete realizations for topologically nontrivial chiral superconductivity has been a long-
standing goal in quantum matter research. Here we propose a route to a systematic realization of
chiral superconductivity with nonzero Chern numbers. This goal can be achieved in a nanomagnet
lattice deposited on top of a spin-orbit coupled two-dimensional electron gas (2DEG) with proximity
s-wave superconductivity. The proposed structure can be regarded as a universal platform for chiral
superconductivity supporting a large variety of topological phases. The topological state of the
system can be electrically controlled by, for example, tuning the density of the 2DEG.
PACS numbers: 74.70.Pq, 74.78.Na,74.78.Fk
Introduction — The Bardeen-Cooper-Schrieffer (BCS)
theory explains superconductivity in terms of paired elec-
trons, Cooper pairs, that condense in the same quantum
state with a macroscopic population. One of the most
striking subsequent predictions was the fact that a con-
densate could carry net angular momentum, giving rise
to macroscopic chirality. However, candidates for chiral
superconductors are rare [1]. From the modern point of
view, 2d chiral superconductors are naturally discussed
in the context of topologically nontrivial states of matter
that is classified by the Chern number invariant [2–4].
In intrinsic chiral superconductors the Chern number is
fixed to a certain value determined by the microscopic
form of interparticle interactions.
In this work we introduce a universal platform for 2d
topological superconductivity that realizes a large collec-
tion of states with distinct Chern numbers. The central
elements of the studied system are a nanomagnet lat-
tice deposited on two-dimensional electron gas (2DEG)
with significant spin-orbit coupling which is made super-
conducting through the proximity effect. Importantly,
fabrication of the studied system is within the reach of
current technology. Furthermore, this system is tuneable
through structural design as well as by gate operation,
which allows switching between the different topological
states after the structure is fixed.
The proposed nanomagnet structure generalizes con-
ceptually and operationally the ferromagnet-2DEG-
superconductor sandwich structure that was proposed as
a realization of the chiral state with Chern number one
[5]. Instead of the simplest nontrivial state, our model ex-
hibits a large number distinct phases with multiple chiral
Majorana edge states. The flexible tuneability also en-
ables edge-mode engineering through fabrication of topo-
logical phase boundaries in the system. Therefore the
studied system could serve as an ideal testbed for the
Majorana edge modes. Motivated by studies of topo-
logical superconductivity in magnetic chains [6–16], 2d
superconductors with large Chern numbers were previ-
ously discovered in superconducting surfaces decorated
Figure 1. An array of nanomagnets on a 2DEG substrate with
spin-orbit coupling and proximity superconductivity realizes
a highly tuneable platform of topological superconductivity
with a large number of nontrivial states.
by magnetic atoms [17–19]. The long-range hybridiza-
tion of subgap Yu-Shiba-Rusinov states [20–23] generally
gives rise to rich, mosaic-like topological phase diagrams
[17, 18]. However, as a crucial difference to atomic sys-
tems, the presently studied system allows a high-level of
control in the fabrication, tuning and operating the sys-
tem.
In the present paper we solve the subgap spectrum
of a circular magnet on a superconducting 2DEG sys-
tem. The magnetic lattice problem is then formulated
in terms of the subgap states of individual nanomagnets.
Then we solve the spectrum of 1d and 2d magnetic lat-
tices and investigate their topological properties. In the
2d case we discover a remarkably rich topological phase
diagram, where the energy gaps protecting the states can
be a significant fraction of the induced gap in the 2DEG.
Our results indicate that the studied system offers an
unprecedented opportunity to systematically probe chi-
ral superconductivity in experimentally feasible systems.
System — We consider a 2DEG proximity coupled to
an s-wave superconductor. In addition, a collection of
nanomagnets have been placed on top of this substrate
as shown in Fig. 1. The precise lattice geometry of the
nanomagnet arrangement is not important for the deriva-
tion of the general description. In the standard Nambu
basis Ψ = (ψ↑, ψ↓, ψ
†
↓, −ψ†↑)T , this system can be de-
scribed by the 4× 4 Bogoliubov-de Gennes Hamiltonian
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2H = H0 +Himp(r), where{
H0 = ξkτz + αRk× στz + ∆τx
Himp(r) =
∑
j Vj(r− rj)
. (1)
Here ξk =
k2
2m − µ is the kinetic energy, αR the Rashba
spin-orbit coupling, and ∆ the induced superconducting
order parameter. The matrices τi and σi act in particle-
hole and spin space, respectively. The magnets are as-
sumed be in a direct contact with the 2DEG, inducing
a perpendicular Zeeman potential Vj(r), which takes the
form
Vj(r) = Mjσzθ(Rj − |r|). (2)
This corresponds to homogeneous circular magnets, each
with a radius Ri and magnetization energy scale Mi. In
general, the magnets will also give rise to a local scalar
potential. Since this effect only renormalizes the mag-
netic subgap states studied below, we will only consider
the Zeeman part of the potential.
In analogy to the Yu-Shiba-Rusinov states of magnetic
atoms on a superconductor, a single nanomagnet gives
rise to energy states penetrating in the gap [23]. Simi-
larly to magnetic atom chains [13], the topological prop-
erties of the nanomagnet lattice can be understood in
terms of the subgap energy bands of hybridized bound
states. We now wish to obtain an equation from which
the energy bands and topological properties of the sys-
tem can be discerned. From the equation HΨ = EΨ, by
separating the magnetic potential on one side, we obtain
the equation
ψ(k) =
∑
j
G0(k, E)
ˆ
d2q
(2pi)2
e−i(k−q)·rjVj(k− q)ψ(q),
(3)
where G0(k, E) = (E −H0)−1. The dependence here on
two momenta makes an exact solution challenging. To
simplify the problem we follow the method of Refs. [24,
25] and proceed by assuming that the potential terms
Vj(r − rj), while having some finite spatial extent, are
nevertheless radially symmetric about the point rj , and
that their Fourier transforms only weakly depend on the
magnitude of the momenta k,q. This allows us to expand
the equation above in angular channels. For this reason
we introduce the quantities
ψi(θ) ≡
ˆ
kdk
2pi
eik·riψ(k)
Gij(E, θ) ≡
ˆ
kdk
2pi
eik·(ri−rj)G0(E,k),
which yield the angular momentum components through
the integrals Glij(E) =
´
dθ
2piGij(E, θ)e
−ilθ and ψli(E) =
´
dθ
2piψi(E, θ)e
−ilθ. The spectral problem then takes the
form
ψli =
∑
j
∑
l′
Gl−l
′
ij (E)Vj,l′ψ
l′
j , (4)
where the indices l, l′ label the angular momentum com-
ponents and i, j refer to the position indices of the nano-
magnets. To solve the spectral problem (4), we must ob-
tain expressions for the angular momentum components
of the Green’s function as well as the magnetic field. This
derivation is done in the supplementary information (SI)
[28], where the explicit forms of the results are also to be
found. As shown there, the angular momentum compo-
nents of the magnetic field are
Vj,l = 2ηjσzFj,l/m, (5)
where ηj = MjpimR
2/~2 is a coupling term and Fj,l is
given in terms of Bessel functions in the SI. As |l| → ∞,
for a fixed radius R the terms Fl vanish as ∝ l−(2l+1), and
hence above some |l| > lmax we can approximate Fl = 0.
This effectively reduces the infinite number of equations
to a finite one, and it is then straightforward to write
Eq. (4) as the nonlinear matrix eigenvalue problem[
β2
(
A 0
0 0
)
+ β
(
V −1 B
B V −1
)
−
(
0 0
0 A
)]
Ψ = 0, (6)
where β = (∆ + E)/
√
∆2 − E2. In the above, A and
B are 4(2lmax + 1)× 4(2lmax + 1) matrices with subma-
trix elements A,B constructed from the Green’s func-
tion, as detailed in the SI, and V is a diagonal matrix
constructed from Vj,l. One can regard Eq. (6) as a tight-
binding problem for eigenvalues E and eigenvectors Ψ. In
contrast to ordinary tight-binding problems with a linear
dependence on E, the energy dependence of the matri-
ces in Eq. (6) is explicitly nonlinear. To work around
this problem, previous works have mainly focused on the
mid-gap regime where the system can be linearized in E.
This also allows one to derive an effective Hamiltonian
and solve a normal linear eigenvalue problem [13, 25].
Since the linear approximation would force us away from
the physically most interesting parameter regime of large
energy gaps and robust topological states, we will employ
methods to treat the full nonlinear problem [26, 27]. We
note again that Eq. (6) is in principle valid for any con-
figuration of radially symmetric magnets, and does not
assume that they are placed in some particular lattice.
Single-magnet problem — We first consider the case
where a single magnet rests on the substrate. This re-
duces the matrix in the nonlinear eigenvalue problem to
be diagonal in indices i, j. By taking the determinant of
the matrix to be zero, we can find the solution for an ar-
bitrary value of lmax [28]. In terms of β, the eigenvalues
obtained are
3Figure 2. (a) Bound state energies as a function of radius R of a single magnet with constant magnetization. As R → 0, the
magnetic coupling vanishes, lifting the bound states to the gap. At kFR = 1 all but the lowest three states are essentially
gapped out. Parameters used are η = 2, ς = 0.1 (b) Chern number diagram calculated in real space for a 17× 17 system with
ξ/a = 2.5, R/a = 0.125, ς = αR/vF = 0.3. The angular momentum cutoff is set at lmax = 1. The energy gap at the selected
points is E(p1) ≈ 0.15∆, E(p2) ≈ 0.063∆, E(p3) ≈ 0.060∆. (c) Similar diagram, but with ξ/a = 2, R/a = 0.1, The energy
gap at the selected points is E(p1) ≈ 0.11∆, E(p2) ≈ 0.15∆, E(p3) ≈ 0.27∆. (d) Square of wavefunction amplitude, |ψ|2, for
the lowest-lying positive energy wavefunction for a 25× 25 lattice from the point kF a = 7.5, η = 1.6 in (c).
βl =
η2
∣∣∣∣Fl − F|l+1| ±√(Fl − F|l+1|)2 + 41+ς2FlF|l+1| ∣∣∣∣ , 0 ≤ |l| < lmax
η|Fl|, |l| = lmax
(7)
where ς = αR/vF . The bound-state energies are then
obtained by using the relation El = ∆(β
2
l − 1)/(β2l + 1).
Essentially this constitutes a full solution of the bound
state energies; the expressions for |l| < lmax do not de-
pend on the cutoff, and so it can safely be taken to infin-
ity. Note that as βl −→
l→∞
0, we have El −→
l→∞
∆, so beyond
a certain l the energies are effectively gapped out.
For the purposes of engineering a gapped topologi-
cal superconductor, a large number of gap-filling bound
states presents a problem. The way of counteracting
this would be making the nanomagnets sufficiently small
that the lowest-energy states are well separated from the
rest, if possible. The parameter controlling the number
of relevant bound states is kFR, where kF is the Fermi
wavenumber of the 2DEG and R is the radius of the
magnet. Though small magnets pose a challenge to the
fabrication process, in an experimental setting kFR ≈ 1
is already within reach since fabrication of nanomagnets
with radius of a few tens of nanometers has become fea-
sible [29]. With that in mind, in Fig. 2(a) we plot the
bound state energies as a function of R for selected sys-
tem parameters. As seen in the figure, while for larger
R the higher-l states get increasingly important, for our
parameters around kFR = 1, only the lowest few states
are appreciably within the gap, and the very lowest is
separated from the others by a finite energy, which raises
hopes for the presence of robust topological phases in re-
alistic parameter regimes. Hence we expect that, for the
studied parameter regime, a low value of lmax . 2 should
be an excellent approximation for the system with mul-
tiple magnets, since the low-lying states are unlikely to
couple strongly to those near the gap edge.
The validity of this assumption can be readily tested
by examining the properties of a one-dimensional chain
of magnets, which we have done in the SI [28]. We find
that properties such as topology and energy gap at lmax =
1 are essentially indistinguishable to those obtained for
lmax = 2, . . . , 7 in the studied regime. Based on this,
we conclude that, for the values of R and kF used here,
lmax = 1 is already a good approximation of the system.
Two-dimensional lattices — Now we apply our the-
ory to 2d systems. Guided by the single-magnet and 1d
problems, we focus on the parameter regime where the
angular momentum expansion can be cut at l = 1. Even
with this truncation the nonlinear eigenvalue problem in
Eq. (6) involves 12N × 12N matrices, where N is the
number of magnets. Working in k-space would reduce the
dimension to a 12× 12 problem, but the relevant Fourier
transforms cannot be carried out analytically. This fact,
and the large number of bands, makes analytical work
intractable even in k-space. It is computationally more
convenient to study the properties of finite systems in
real space with periodic boundary conditions. In the con-
sidered parameter regime, finite size properties converge
rapidly even for relatively small systems.
To obtain the topological phase diagram we must also
evaluate the Chern number for the system. Typically the
calculation of the Chern number is formulated in momen-
tum space, but it can be performed directly in real space.
For this purpose, we will use the approach outlined in
Ref. [30], requiring diagonalization of a real-space sys-
tem with periodic boundary conditions, in a procedure
briefly outlined in the SI [28]. In Fig. 2(b-c), we have
plotted a topological phase diagram on a square lattice.
4As is seen in the figure, the selected parameter regimes
support a wide range of topological phases, with Chern
numbers varying from -15 to 9. Additional phases may
be found by exploring other combinations of parameters.
This abundance arises from the long-range inter-magnet
coupling terms in the system, following the arguments
in Ref. [17, 18]. The spectral problem can be solved nu-
merically along the lines of Ref. [14, 26], though the large
number of orbitals and the 2d nature of the system makes
the present case computationally demanding. We have
calculated the energy gap at a few selected points from
Figs. 2 (b) and (c), listed in the figure caption. Notably,
far from phase boundaries, systems in a nontrivial phase
can have have energy gaps of the order of 0.25∆ or higher,
which could optimally translate to temperatures T ∼ 1
K. In general, the energy gap decreases as the Chern
number increases. The Chern number of a 2D topologi-
cal superconductor corresponds to the number of chiral
edge modes around the system with open boundary con-
ditions. The energies of the edge modes are located in
the bulk excitation gap and provides an experimentally
accessible fingerprint of the nontrivial topology. Indeed,
as shown in 2(d), the states in the bulk gap of a nontrivial
state are located on the edges of the sample.
It is important to address whether the parameter
regime relevant to the system is feasibly achievable in
experiment. As explained above, robust gapped states
require that kFR . 1, where R is the radius of the nano-
magnet. Assuming that the radius of the nanomagnets
is R = 50 nm, it follows that, for example, the other pa-
rameters in Fig. 2(c) are ξ = 1 µm, kF ≈ 2 ·107 m−1; the
characteristic energy scale of magnetization in Fig. 2 (b)
and (c) is Mi ∼ 0.6 − 1.2 meV. We compare this to two
recent studies of InAs-based 2DEG-superconductor com-
posite systems. References [31, 32] employ value ∆ ≈ 230
µeV. Using m∗ = 0.023me, n2D ≈ 9 · 1015 m−2 [31], we
obtain kF ≈ 3.36 · 108 m−1, ξ ≈ 3.4 µm. Furthermore,
from the spin-orbit energy m
∗α2
2 = 118.5 µeV [32] we ob-
tain ς ≈ 0.15. We conclude that our parameters are ap-
proximately in line with those studied, provided that the
electron density n2D is reduced to n2D ≈ 1014 m−2. In
2DEG materials the Fermi level can be gated even down
to zero, which is complicated here by the screening from
the proximity superconductor. However, while adding a
technical difficulty similar to some previous proposals, for
example Ref. [5], the presence of a superconductor does
not pose a fundamental obstacle for electrostatic control
of density. The superconductor does not need to be in
a direct contact with the whole magnetic area to induce
a robust proximity gap. Modern fabrication technology
allows even quite imaginative solutions such as creating a
checkerboard pattern with alternating magnetic and su-
perconducting regions [33]. The superconductivity may
persist in proximity systems even for magnetic fields of
several Teslas, so the system is expected to be robust
against the local disruption due to the magnets.
Discussion —There are two outstanding issues in the
research of chiral topological superconductivity. The first
one is the physical realization of chiral states in exper-
imentally accessible systems, preferably in a way that
allows a systematic study of states with distinct Chern
numbers. The second one is to device a method that
enables a unique identification of the Chern number of
a state. Our work is a comprehensive effort toward the
first goal. The second issue remains a challenge at the
moment. The Majorana edge modes support a quan-
tized thermal conductance determined by the number of
modes which coincides with the Chern number. How-
ever, the required precision in the measurement of ther-
mal transport is not feasible presently. While there exist
proposals to identify the topological state through elec-
tric measurements [17, 34], none of the known methods
so far are general and practical enough to solve the prob-
lem satisfactorily. This is an area of active study and,
due its versatility, the nanomagnet system is an excellent
test bench for future proposals.
Besides the rich topology, the crucial novelty of the
studied system comes from hitherto unprecedented tune-
ability of the topological state. First of all, the structural
control in the fabrication process enables controlling the
lattice constant a and the geometry of the magnetic ar-
ray. Different stacking will modify the topological state
and allow a fabrication of multiple different topological
domains in one sample with chiral Majorana edge chan-
nels separating them. More importantly, the state of
the system is tuneable by external control parameters
after the fabrication. By tuning kF by electronic gates
and magnetization through external fields, it is possible
to sample the different regions of the phase diagram in
Fig. 2(b-c) in the same system. A realization of the stud-
ied system requires state-of-the-art experimental efforts,
which is natural for the proposed highly ambitious goal.
Conclusion — In this work we have introduced a
nanomagnet-semiconductor structure that serve as a uni-
versal platform for topological chiral superconductivity.
This system supports several different topological states
which can be tuned by structural design and electronic
gates. The fabrication of the proposed system is within
reach of current technology and could stimulate system-
atic research of mesoscopic superconductors with tune-
able Chern numbers in the near future.
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6SUPPLEMENTAL INFORMATION
Green’s function integrals
In this section, we explicitly calculate the terms in the angular momentum expansion of the system Green’s function.
These are defined by the equation
Glij(E) =
ˆ
dθ
2pi
Gij(E, θ)e
−ilθ. (8)
To begin with, we need an explicit expression for the function in the integrand, which can be obtained through
Gij(E, θ) ≡
ˆ
kdk
2pi
eik·(ri−rj)G0(E,k). (9)
By using projectors to the eigenstates of the SOC term, the Green’s function can be written as a sum over two
helicities:
Gij(E, θ) =
1
2
∑
λ=±1
[
1 + λ(−iσ−eiθ + iσ+e−iθ)
] ˆ kdk
2pi
eikrij cos(θ−θij)
E + ξλτz + ∆τx
E2 − ξ2λ −∆2 (10)
where σ± = 12 (σx± iσy), ξλ = vF (k−kλF ), kλF = kF (1+λς
√
1 + ς2), and we have introduced the normalized spin-orbit
coupling ς ≡ αR/vF and the shorthand rij = ri − rj ; we also let θij denote the angle rij makes with the x axis. We
obtain
Gij(E, θ) ≈ m
2
∑
λ=±1
eik
λ
F rij cos(θ−θij)
[
1− λςγ
] [
1 + iλ(−σ−eiθ + σ+e−iθ)
]
[(E + ∆τx)g1 + τzg2] , (11)
where we have adopted the shorthand γ ≡ √1 + ς2. The integrals above are
g1 =
ˆ ∞
−∞
dξ
2pi
eiξrij cos(θ−θij)/(γvF )
1
E2 − ξ2λ −∆2
(12)
g2 =
ˆ ∞
−∞
dξ
2pi
eiξrij cos(θ−θij)/(γvF )
ξλ
E2 − ξ2λ −∆2
(13)
Both integrals can be solved through standard residue integration, yielding
g1 =
e
− rijξE | cos(θ−θij)|
2
√
∆2 − E2 (14)
g2 =
{
0, rij = 0
− i2 sgn(cos(θ − θij))e−
rij
ξE
| cos(θ−θij)|, rij 6= 0
(15)
where the energy-dependent coherence length has been defined as ξE ≡ γvF /
√
∆2 − E2.
Having obtained Gij(E, θ), the next step is to find the angular momentum components of the same, as defined by
Eq. (8). Upon inspection this results in the equation
Glij(E) = −
m
4
∑
λ=±1
×

E+∆τx√
∆2−E2
[
δl,0 + i
ς
γ (σ−δl,1 − σ+δl,−1)
]
, ri = rj(
E+∆τx√
∆2−E2
[
Alλ(rij)− iλσ−Al−1λ (rij) + iλσ+Al+1λ (rij)
]
+
[
Blλ(rij)− iλσ−Bl−1λ (rij) + iλσ+Bl+1λ (rij)
])
, ri 6= rj
where the case rij = 0 is immediately seen, and the integrals in the rij 6= 0 case are defined by
Alλ(rij) =
(
1− λςγ
)
e−ilθij
ˆ 2pi
0
dθ
2pi
e−ilθeik
λ
F rij cos θ−
rij
ξE
| cos θ|
(16)
Blλ(rij) = i
(
1− λςγ
)
e−ilθij
ˆ 2pi
0
dθ
2pi
sgn(cos θ)e−ilθeik
λ
F rij cos θ−
rij
ξE
| cos θ|
. (17)
7These can more conveniently be written in the form
Alλ(rij) = 2
(
1− λςγ
)[yij + ixij
rij
]l
Re
[
(−i)lIl(zλij)
]
(18)
Blλ(rij) = −2
(
1− λςγ
)[yij + ixij
rij
]l
Im
[
(−i)lIl(zλij)
]
, (19)
where zλij ≡ (kλF + iξE )rij and the remaining integral is
Il(z) ≡
ˆ pi
2
−pi2
dθ
2pi
e−ilθ+iz cos θ. (20)
The value of the integral for a given l can be obtained through recurrence:
Il(z) =
2i(l − 1)
z
Il−1(z) + Il−2(z)− i
l−1
z
[
(−1)l + 1] (21)
I0(z) =
1
2
[J0(z) + iH0(z)] (22)
I1(z) =
1
pi
+
i
2
[J1(z) + iH1(z)] . (23)
Using the above 2× 2 matrices Alλ(rij), Blλ(rij) it is then straightforward to construct the 2(2lmax + 1)× 2(2lmax + 1)
matrices A,B in the main text by making the angular momentum sum into a matrix equation; the specific form in
Eq. (6) is obtained through a unitary transformation to the τx basis.
Components of magnetic potential
The goal in this section is to obtain the angular momentum components of the magnetic potential, assuming the
potential in real space is described by the equation
Vj(r) = Mjσjθ(Rj − |r|). (24)
We calculate the Fourier transform Vj(k−q) in the vicinity of the Fermi surface, so we can assume that the magnitudes
of the wave vectors are equal to the Fermi wavevector kF :
V (k,q) ≈Mjσj
ˆ 2pi
0
dθ
ˆ Rj
0
rdr
×
[
e−ikF r[cos(θk−θ)−cos(θq−θ)]
]
.
(25)
By expanding the exponent in Bessel functions and performing the integral over θ, we obtain
Vj(θkq) = 2piMjσj
∞∑
l=−∞
eilθkq
ˆ Rj
0
drJl(kF r)
2r, (26)
and, hence,
Vj,l =
2
m
ηjσjFj,l, (27)
where ηj = Mjpim and
Fj,l =
ˆ Rj
0
drJl(kF r)
2r (28)
This can be solved to obtain
Fj,l =
1
2
R2j
[
Jl(kFRj)
2 − 2l
kFRj
Jl(kFRj)Jl+1(kFRj) + Jl+1(kFRj)
2
]
(29)
8From NLEVP to solutions
The central equation of our system and the starting point for further analysis is Eq. (6) in the main text,[
β2M2(E) + βM1(E) +M0(E)
]
Ψ = 0, (30)
where β = (∆ + E)/
√
∆2 − E2 and Ψ is a vector of components
ψli =
ˆ
dθ
2pi
ψi(E, θ)e
−ilθ. (31)
This constitutes a 4N(2lmax + 1) × 4N(2lmax + 1) nonlinear eigenvalue problem for the energy. We will utilize two
approaches in solving this problem: first, we notice that for the typical subgap energy scales of the problem the
matrices Mi depend only weakly on E through the energy-dependent coherence length ξE . Hence, as investigated in
the Refs. [26-27] in the main text, to good accuracy it is sufficient to solve the polynomial eigenvalue problem[
β2M2(0) + βM1(0) +M0(0)
]
Ψ = 0 (32)
instead. The accuracy of this approach has been proven excellent and is employed in solving for the energy and
wavefunctions. For the purpose of extracting the topological properties of the system, we define the topological
Hamiltonian
H˜ = M2(0) +M1(0) +M0(0). (33)
This will not in general have the same eigenvalues or eigenvectors as the full problem, and is hence not useful for
the purposes of obtaining those. However, the topological properties of the system described by this Hamiltonian
are equivalent to those described by the NLEVP. Notably, the topological Hamiltonian yields exact zero energy
wavefunctions of the full problem and provides asymptotically accurate approximations in the vicinity of E = 0 where
topological phase transitions take place. This is sufficient for calculating the topological phase diagram everywhere
since one only requires information near the transitions. Hence H˜ can be conveniently used for obtaining topological
invariants.
The single-magnet problem
In a system consisting of a single magnet, Glij vanishes for |i−j| > 1, and Eq. (4) from the main text can be written
out explicitly as
ψl = −η E + ∆τx√
∆2 − E2
[
Flσzψ
l + i ςγσ−Fl−1ψ
l−1 + i ςγσ+Fl+1ψ
l+1
]
. (34)
The above can be immediately diagonalized in τ space by moving to the τx eigenbasis. Doing so (while still denoting
the wavefunction ψ) results in the equation
ψl = −η E + ∆τz√
∆2 − E2
[
Flσzψ
l + i ςγσ−Fl−1ψ
l−1 + i ςγσ+Fl+1ψ
l+1
]
. (35)
At this point we can introduce an angular momentum cutoff lmax, and define the vector
Ψ = (ψ−lmax , . . . , ψ0, . . . , ψlmax)
This allows the above to be written as a matrix equation for E and Ψ. If we introduce the matrices D, U , and L,
defined by
Dmn = F|lmax−m+1|δmn (36)
Umn =
iς
γ
F|lmax−n+1|δm+1,n (37)
Lmn =
iς
γ
F|lmax−n+1|δm−1,n, (38)
9where m,n = 1, . . . , 2lmax + 1, we have1 + ηβ [σzD + i ςγ (σ−U + σ+L)] 0
0 1 + ηβ−1
[
σzD + i
ς
γ (σ−U + σ+L)
]Ψ = 0. (39)
In the above, β ≡ (∆ + E)/√∆2 − E2, and energy dependence is solely through β. This is a polynomial eigenvalue
problem and can be solved by requiring that the determinant of the matrix be zero. Noting that β and β−1 yield the
same energy ±E up to sign, to find all energies it is sufficient to solve
det
(
1 + ηβ−1
[
σzD + i
ς
γ (σ−U + σ+L)
])
= 0 (40)
We multiply both sides by β and write out the matrix structure in spin space explicitly:
det
(
β + ηD L
ηU β − ηD
)
= 0 (41)
The matrices β ± ηD are diagonal. As β > 0, Fl > 0 we conclude that β + ηD must be nonsingular and write
det [β + ηD] det
[
β −D − η2U(β + αD)−1L] = 0. (42)
The left-hand determinant is nonvanishing and can be divided away. We denote temporarily (β+αD)−1 ≡M , which
is a diagonal matrix. Now
[UML]ij =
∑
mn
UimMmnLnjδmn
= − ς
2
γ2
∑
n
F|lmax−n+1|δi+1,nMnnF|lmax−j+1|δn−1,j
= − ς
2
γ2
F|lmax−i|Mi+1,i+1F|lmax−j+1|δj+1,i+1 (43)
which is diagonal, with a zero on the diagonal at i = j = 2lmax + 1. Hence, taking the determinant of the matrix
results in 2lmax + 1 equations, one for each element on the diagonal. First, if j < 2lmax + 1, we have
β − ηF|lmax−j+1| = −
η2ς2
γ2
F|lmax−j|F|lmax−j+1|
β + ηF|lmax−j|
which can be solved to get
β =
η
2
[
F|lmax−j+1| − F|lmax−j|
]
+
η
2
√[
F|lmax−j+1| − F|lmax−j|
]2
+
4
γ2
F|lmax−j|F|lmax−j+1|. (44)
In addition to the 2lmax solutions above, the (2lmax + 1)th equation yields upon inspection
β = αFlmax . (45)
Relabeling of indices finally yields Eq. (7) in the text, when taking into account that F−l = Fl.
The one-dimensional chain and the l cutoff
In this section of the supplemental material, we study the properties of a one-dimensional chain of circular, homo-
geneous magnets on a 2DEG-superconductor substrate. This system is described by Eq. (4), with magnet positions
rj = (xj , 0).
As discussed in the main text, we introduce an angular momentum cutoff to obtain the more tractable Eq. (6)
rather than attempting a full solution of Eq. (4). For a chain of length L this reduces the problem to a 4L(2lmax +
1) × 4L(2lmax + 1) nonlinear eigenvalue problem. In the main text, we argued that a low value for the cutoff lmax
should suffice as good approximation, based on the rapid convergence of Fl as l →∞ as well as the results from the
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Figure 3. Topological phase diagram of the one-dimensional nanomagnet chain. (a) Winding number diagram at lmax = 2,
with parameters used ς = 0.3, R = 0.1a, ξ = 2a. (b) Energy gap diagram for the same parameters.
single-magnet problem. We can test this explicitly by solving for the energy eigenvalues of a finite one-dimensional
chain at different cutoffs and comparing the results. The result of this is seen in Fig. 4, where we show a plot of the
sorted eigenvalues for different values of lmax. As seen in the figure, which is representative of our parameter regime,
the eigenvalues obtained at lmax = 1 are practically indistinguishable from those obtained with higher cutoffs; the
relative difference between lmax = 1 and lmax = 7 is less than one percent. In general, a larger product kFR will
necessitate the inclusion of more angular momentum states to get a quantitatively reliable approximation.
Having established that lmax = 1 is a good approximation within our parameter regime, we can move on to study the
topology of the magnet chain. The chain belongs to the symmetry class BDI with chiral symmetry. This implies that
there exists a unitary matrix C which anticommutes with the topological Hamiltonian H˜ Eq. (32). The topological
states of a chain is given by the winding number invariant
ν =
1
4pii
ˆ pi
a
−pia
dkTr
[
CH˜−1∂kH˜
]
. (46)
In general, consistent with the analogous Yu-Shiba-Rusinov system [27], we find a total of 5 phase with |ν| ≤ 2; see
Fig. 3(a), where we have plotted the winding number as a function of kF , η for a chain using lmax = 1. As seen
in the figure, there are some parameter regimes in which the winding number is not properly quantized; this is due
to the very low energy gap in this regions, which makes a numerical calculation unreliable and the actual phase too
susceptible to perturbations to be relevant for experimental realizations. This is seen in Fig. 3(b) where we plot an
energy gap diagram with the same parameters.
Real-space Chern number
A standard way to obtain the Chern number is by obtaining the band projectors of the occupied states in k-space
and using the relation
C = iε0µν
2pi
ˆ
d2pTr
[
P−∂pµP−∂pνP−
]
. (47)
This is, however, more convenient for systems with a simpler matrix structure in which the projectors for each k-point
can be solved analytically. Depending on the chosen cutoff lmax, however, the k-space effective Hamiltonian considered
here can easily be too large for that to be a feasible approach, which necessitate a numerical solution for each pair
(kx, ky). This can be bypassed by instead calculating the Chern number in real space, which is more computationally
efficient for low values of ξ/a ∼ 1 − 10 (where smaller systems are viable). One method is presented in Ref. [29]:
define the coupling matrices Cα,α+1, with elements
Cmnα,α+1 = 〈ψm|ei(qα−qα+1)·r|ψn〉, (48)
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Figure 4. (a)Sorted energy eigenvalues for a one-dimensional chain of magnets for lmax = 0, 1, 3, 5, 7. As is seen in the figure,
the lmax = 1, . . . , 7 eigenvalues are largely overlapping, while the lmax = 0 values do differ slightly. For the purposes of this
figure, eigenvalues at the superconducting gap have been excluded. (b) Absolute relative deviation from the lmax = 7 energy,
|Elmax − E7|/|E7|, for lmax = 1, . . . , 6.
where qα = pi(δα,1 + δα,2, δα,2 + δα,3), and where ψ
m are the eigenfunctions of the system with periodic boundary
conditions. By use of these matrices, the Chern number is then obtained through the equation
C = 1
2pi
∑
arg(λm), (49)
with λm being the complex eigenvalues of the matrix C01C12C23C30.
