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DOUBLING CHAINS ON COMPLEMENTS OF ALGEBRAIC
HYPERSURFACES
OMER FRIEDLAND AND YOSEF YOMDIN
Abstract. A doubling chart on an n-dimensional complex manifold Y is a univalent ana-
lytic mapping ψ : B1 → Y of the unit ball in Cn, which is extendible to the (say) four times
larger concentric ball of B1. A doubling covering of a compact set G in Y is its covering
with images of doubling charts on Y . A doubling chain is a series of doubling charts with
non-empty subsequent intersections. Doubling coverings (and doubling chains) provide, es-
sentially, a conformally invariant version of Whitney’s ball coverings of a domain W ⊂ Rn,
introduced in [17] (compare [9]).
We study doubling chains in the complement Y = Cn \H of a complex algebraic hyper-
surface H of degree d in Cn, and provide information on their length and other properties.
Our main result is that any two points v1, v2 in a distance δ from H can be joined via a
doubling chain in the complement Y = Cn \ H of length at most c1 log(
c2
δ
) with explicit
constants c1, c2 depending only on n and d.
As a consequence, we obtain an upper bound on the Kobayashi distance in Y , and an
upper bound for the constant in a doubling inequality for regular algebraic functions on
Y . We also provide the corresponding lower bounds for the length of the doubling chains,
through the doubling constant of specific functions on Y .
1. Introduction
Let us recall the definition of a doubling covering, as given in [9]. A doubling chart on
an n-dimensional complex manifold Y is a univalent analytic mapping ψ : B1 → Y of the
unit ball B1 in C
n, which is extendible to a mapping ψ˜j : B4 → Y regular and univalent in
a neighborhood of B4, where B4 ⊂ C
n is the four times larger concentric ball of B1 (clearly
B4 may be replaced by Bγ for γ > 1). A doubling covering U of a compact set G in Y is its
finite covering with images of doubling charts on Y . The complexity κ(U) is the number of
the charts in U .
Doubling coverings provide a conformally invariant version of Whitney’s ball coverings
of [17] (compare also [14, 23]). We refer to [2, 9, 19–21] for a discussion of a connection
of doubling coverings with “smooth and analytic parametrizations”, and through them, to
bounding entropy type invariants in smooth dynamics on one side, and to bounding density
of rational points on analytic varieties in diophantine geometry, on the other.
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In view of these connections, one of the most important problems related to double cov-
erings U of G in Y is the explicit bounding of their complexity κ(U). Let us stress that in
situations where the resolution of singularities works (algebraic, analytic, subanalytic, and
some o-minimal settings), the mere existence of a finite doubling covering is immediate: we
just double-cover a “non-singular model” of (Y,G). However, κ(U) may blow up in families,
and this presents a major obstacle in applications. Recently a serious progress was achieved
in study of different types of smooth parametrizations (see [2, 9, 21] and references therein),
and, in particular, in bounding their complexity.
In the present paper we study “doubling chains” in Y , formed by doubling charts. We
provide an upper bound for the length of doubling chains in Y being the complement of
an algebraic hypersurface in C, and show its essential sharpness. Via the results of [9] this
provides an explicit bound on the Kobayashi metric on this manifold, and on the constant
in the doubling inequalities on Y .
Notice that the Kobayashi distance on the complement of a union of hyperplanes in CP n
was studied in [5], and a lower bound was obtained there. It would be interesting to compare
the approaches of [5] and of the present paper.
1.1. Main results. A doubling chain Ch joining two points v1, v2 ∈ Y is a series of doubling
charts ψj , j = 1, . . . , l, so that their images Uj = ψj(B1) (which will be also called charts)
satisfy Uj ∩ Uj+1 6= ∅, j = 1, . . . , l − 1, and v1 ∈ U1, v2 ∈ Ul. We denote by l(Ch) the length
of a chain Ch, that is, the number of its elements. For two neighboring charts Uj and Uj+1
in a chain Ch we define the intersection radius ρj = ρ(Uj , Uj+1) as the maximal radius ρ > 0
so that both ψ−1j (Uj ∩ Uj+1) ⊂ B1 and ψ
−1
j+1(Uj ∩ Uj+1) ⊂ B1 contain balls of radius ρ (not
necessarily concentric). We put ρ(Ch) = minj ρj and call it the intersection radius of the
chain Ch.
Doubling chains were introduced in [9], as a part of a general construction of doubling
coverings. In [9] we studied doubling coverings and doubling chains of a complex manifold,
being a compact part of a non-singular level hypersurface H = {P = c}, where P is a poly-
nomial in Cn with non-degenerated critical points. It was shown in [9] that the complexity of
a doubling covering of H is of order log(1/ρ), where ρ is the distance of H from the singular
set of P .
The main objective of the present paper is to study doubling chains in the complement
Y = Cn \ H of a complex algebraic hypersurface H in Cn. Let us be more precise. Let
P (z) =
∑
α:|α|≤d aαz
α be a complex polynomial of degree d in Cn written in the usual
multi-index notations z = (z1, . . . , zn) ∈ C
n, α = (α1, . . . , αn) ∈ N
n, |α| =
∑n
i=1 |αi| and
zα = zα11 · · · z
αn
n . We consider the zero hypersurface H = {P = 0} ⊂ C
n. Later, without
loss of generality, we’ll assume that P is normalized, i.e. ‖P‖ :=
∑
α:|α|≤d |aα| = 1. For
2
δ > 0 we denote by Hδ the δ-neighborhood of H in Cn, i.e. the set of points z ∈ Cn with
dist(z,H) ≤ δ, and put Qδ = Q \Hδ, where Q is the unit cube in Cn.
The following theorem is our main result:
Theorem 1.1. Let P be a polynomial of degree d in Cn, and let H = {P = 0}. Then for
any δ with 0 < δ ≤ ρ(n, d) = 1
4(16(d+n))n
, and for any v1, v2 ∈ Q
δ there exists a doubling chain
Ch in Y = Cn \H, joining v1 and v2, with the following properties:
1. The length l(Ch) of the chain Ch satisfies
l(Ch) ≤ 36d log(180d/δ) + 1.
2. The intersection radius ρ(Ch) satisfies ρ(Ch) ≥ 2−d/3.
3. The charts Uj = ψj(B1) in the chain Ch are contained in Q
δ¯, with δ¯ := cn,dδ
d, where
cn,d > 0 depends only on n, d. In particular, any two points v1, v2 ∈ Q
δ belong to the same
connected component of Qδ¯.
Let us stress the following important features of this result:
1. Covering not the entire set A, but a complement to a δ-neighborhood of a certain algebraic
submanifold Σ ⊂ A (typically, containing singularities of A), was a “trick” developed in [18],
already in the case of Ck-parametrizations. Ultimately, after Gromov’s final version of a
Ck-parametrizations theorem ([10]), which provided a parametrization of the entire set A,
with the number of charts bounded in terms of n and d only, this trick was not necessary
any more in applications to a Ck-smooth dynamics. However, the complexity of an analytic
parametrization of A depends indeed on the specific parameters of the polynomials defining
A, and not only on their degree (see [9, 20, 21]). Consequently, covering the set A, but a
δ-neighborhood of a certain algebraic submanifold in A, becomes a rather relevant, (and,
presumably, unavoidable) part of the approach.
2. In this context, the most important parameter becomes δ, the size of the removed neigh-
borhood. The expected bound of order log(1
δ
) for the length of the chain is essential for
all the expected applications. Moreover, the fact that the constants in the (logarithmic in
δ) bound of Theorem 1.1 depend only on n and d, but not on the specific coefficients of
the defining polynomial P , is critically important for the planned applications in analytic
dynamics, and, presumably, also for possible applications in diophantine geometry.
The paper is organized as follows. In Section 2 we prove the main result of this paper. As
a consequence, we present some applications of this result. In Section 3 we obtain an upper
bound on the Kobayashi distance in Y = Cn \H , and in Section 4 we discuss doubling in-
equalities and their relations to doubling chains in the complement of algebraic hypersurfaces
in Cn. We obtain an upper bound on the doubling constant for regular algebraic functions
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on Y , and we provide also a lower bound for the length of the doubling chains, through the
doubling constant of a specific function f = 1
P
on Y .
2. Proof of Theorem 1.1
First we sketch the proof of Theorem 1.1 (the details are given below in Sections 2.2-2.5).
The idea is to join the two points v1, v2 ∈ Q
δ = Q \ Hδ by a complex straight line L,
and consider the zeros set of the restriction of P to L, which we denote by Z = L ∩ H =
{u1, . . . , ud}. We show that v1, v2 ∈ Q
δ ∩ L belong to the same connected component of
Qδ
′
∩L, with δ′ = δ
10d
. Then, we cover Qδ ∩L with doubling disks Dj , using the “Zigmund-
Calderon” covering construction of [9] (compare also [14]). Most important for the ultimate
bounds in terms of n, d only is the fact that the bound in the covering construction of [9]
depends only on the number of the removed points {u1, . . . , ud}, but not on their specific
position.
Having this covering in L, on top of each disk Dj we build a complex ellipsoid Ej which
is an image of the unit ball B1 under a complex linear mapping ψj . In order to ensure that
the mapping ψj is a doubling chart in Y = C
n \H we have to ensure that the ellipsoid 4Ej
also doesn’t touch H , i.e. 4Ej ∩ H = ∅. This is done via comparing the distances of any
point v ∈ L to H , to H ∩ L, and the value |P (v)|, respectively, which, in turn, is based
on certain “Remez-type” inequalities (see [8]). Of course, what we get, is a uniform (and
sufficiently accurate for our purposes) specific version of  Lojasiewicz inequality (see [12, 13]
and references therein).
Then the chain joining v1 and v2 is constructed by following a certain continuous path γ
joining v1 and v2 in Q
δ′ ∩ L. Since the disks Dj form a covering of Qδ
′
∩ L, the subsequent
disks Djs along γ form a chain with non-empty intersections from v1 to v2. The same remains
true for the complex ellipsoids Ej . It may happen that for certain positions of v1, v2 with
respect to H the restriction of the polynomial P to L goes “near-degenerates”. In order
to avoid such situations, and to get the bounds in terms of n, d only, we have to adapt
the following strategy: instead of joining v1, v2 directly as we described, we join them using
an auxiliary ball Bρ ⊂ Q
δ of a sufficiently large radius ρ (depending on n, d only), so that
4Bρ ⊂ C
n \H . The existence of such ball is provided by Vitushkin’s bounds.
We choose a point z1 ∈ Bρ so that for a complex straight line L1 passing through v1 and
z1, the restriction of the polynomial P to L1 has the norm, explicitly bounded from below.
We repeat this argument for v2, finding z2 ∈ Bρ and a complex straight line L2 with the
above properties (resp.). We find a chain Ch1 joining v1 with z1 ∈ Bρ, and a chain Ch2
joining v2 with z2 ∈ Bρ. Finally, the chain joining v1 and v2 is the union of the charts in
Ch1, Ch2, and of the ball Bρ itself, which is a doubling chart in Y .
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Remark. Our result concerns the hypersurface H itself, and not its representation H =
{P = 0}, for a specific polynomial P . So writing P =
∏m
i=1 P
qi
i as a product of powers
of prime polynomials Pi we can assume that all qi = 1. Consequently, all the roots of PL,
which is P restricted to a generic line L ⊂ Cn, are simple. Hence, the discriminant ∆(PL)
of PL is generically non-zero, and this fact may allows us to estimate the minimal distance
between the roots of PL, which, in turn, implies some information on connected components
of Q \ Hδ. However, putting into consideration the discriminant ∆(PL) of PL, we obtain
bounds depending on the specific polynomial P , and not only on its degree d, while the goal
of the present paper is to get bounds on the doubling chains in Q \Hδ in terms of d and δ
only.
2.1. Connectivity of the complement Qδ ∩ L. Let D1 be the unit disk in C, and let
Z = {z1, . . . , zd} be a finite set of points in D1, and consider the set D
δ
1 = D1 \ Z
δ. This set
may have several connected components, and the picture strongly depends on the size of δ
(see Figure 1 below). Clearly, for δ small enough (e.g. half of the minimal distance between
the points in Z) the complement Dδ1 is connected. The following lemma shows that for δ
and δ′ = δ
10d
, depending only on d, but not on the mutual position of the points in Z, any
two points in Dδ1 can be connected in D
δ′
1 .
Lemma 2.1. Let D1 be the unit disk in C, and let Z = {z1, . . . , zd} be a finite set of points
in D1. Then for any 0 < δ < 1/2d and for δ
′ = δ
10d
, any two points v1, v2 ∈ D1 \ Z
δ belong
to the same connected component of D1 \ Z
δ′.
Proof. Consider the set U = D1 ∩ Z
δ′ , and let Ui, i = 1, . . . , l be all its the connected
components. Notice that the diameter of each connected component Ui does not exceed
2dδ′. Indeed, since Ui is connected, it is a union of a “connected tree” of disks D
iq
δ′ around
certain points ziq ∈ Z. The intersections of the neighboring disks in this tree are not empty,
that is the distance between their centers is at most 2δ′. The number of the disks in each Ui
does not exceed d, and therefore, the diameter of Ui does not exceed 2dδ
′.
Next we form (possibly larger) components U˜i ⊇ Ui, taking into account the possible
intersections of Ui with the unit circle S1, which is the boundary of the disk D1. For this
purpose we consider each disk D
iq
δ′ in Ui which touches S1, and mark the point yiq on S1 which
is the radial projection of the center ziq of D
iq
δ′ . To form U˜i we add to Ui small neighborhoods
of the arcs in S1 joining the subsequent points yiq on S1 (see Figure 1). Notice that since
the diameter of each Ui does not exceed 2dδ
′ = δ/5 < 1
10d
, these joining arks are uniquely
defined, and their total length does not exceed 2dπδ′. Thus, the diameter of U˜i does not
exceed 2dπδ′ + 2dδ′ < 10dδ′ = δ.
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Figure 1.
Our next step is to form (possibly larger) simply-connected domains U¯i ⊇ U˜i ⊇ Ui from
U˜i, “filling in” the possible holes in U˜i. Denote by U¯ the union of the non-intersecting
simply-connected domains U¯i. We conclude that the complement Ω = D1 \ U¯ of U¯ in the
disk D1 is connected. Indeed, all the U¯i can be retracted to points by a family of ambient
homeomorphisms of D1.
Next we notice that the diameter of each U¯i is preserved under the “filling in” operation,
since for any added point y1 in U¯i its distance to any point y2 in U¯i is not larger than the
distance between the ends w1, w2 of the straight segment in U¯i through y1, y2. But these
ends w1, w2 belong to Ui. Hence the diameter of each U¯i is at most δ. Since each U¯i contains
at least one point of Z, we conclude that each component U¯i is completely contained in the
δ-neighborhood Zδ of Z.
Finally, by the assumptions, v1, v2 ∈ D1 \ Z
δ, and therefore v1, v2 ∈ Ω = D1 \ U¯ . It was
shown above that Ω is connected, and it is contained in D1 \ Z
δ′ . Therefore v1, v2 belong to
the same connected component of D1 \ Z
δ′ . This completes the proof of Lemma 2.1. 
Remark. Notice that the initial value of δ should be chosen so that Dδ1 is not empty. More
precisely, in view of the Proposition 2.2 (below) we’ll take δ < ρ(n, d) which still fits to our
program where all constants depend only on n, d.
2.2. Balls in the complement of H. In this section we show that there is a ball Bρ ⊂ Q\H
of a radius ρ = ρ(n, d) = 1
4(16(d+n))n
(depending only on n, d) so that 4Bρ ⊂ C
n \ H . In
particular, under the assumptions of Theorem 1.1 we have Bρ ⊂ Q
δ ⊂ Qδ¯, and we can join
v1, v2 through any points in Bρ.
Proposition 2.2. Let P be a polynomial of degree d in Cn, and let H = {P = 0}. Then,
there exists a ball Bρ ⊂ Q
ρ of radius ρ = ρ(n, d) = 1
4(16(d+n))n
.
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Proof. Let ε > 0. We subdivide the unit cube Q = Q1 = [0, 1]
2n into adjacent ε-cubes Qε.
We use Vitushkin’s bound on the metric entropy of algebraic sets (see [16, 22]) in the form
presented in [7] to show that for a certain ε > 0 there exists a sub-cube Qε which doesn’t
touch H .
Indeed, taking into account that H = {P = 0} is defined by two real polynomial equations
g1(z) = ReP (z) = 0 and g2(z) = ImP (z) = 0
of degree d in Cn (we identify Cn with R2n), we conclude that H has a real dimension 2n−2.
Thus, [7, Theorem 1] yields that
M(ε,H) ≤ C0 + C1/ε+ C2/ε
2 + · · ·+ C2n−2/ε
2n−2
where Cs = Cˆ2n−2−s2
s
(
2n
s
)
, Cˆℓ is the maximal numbers of connected components of H ∩Q∩
Wℓ, and Wℓ is a real ℓ-dimensional affine subspace of C
n.
The constants Cˆℓ can be bounded via the standard bounds on the number of connected
components of semi-algebraic sets (see e.g. [22] and references therein), which in turn, are
estimated via the corresponding diagrams (see [22, Definition 4.2]): the semi-algebraic set
H ∩Q is defined by two real polynomial equations of degree d (or by 4 inequalities ±gi ≥ 0,
i = 1, 2), and by 4n real linear inequalities, defining Q. In turn, the intersection H ∩Q∩Wℓ
is defined by the same inequalities as above in Wℓ ∼= R
ℓ. Accordingly, the diagram of H ∩Q
is {2n, 1, 4n+4, d, d, 1, . . . , 1}, while the diagram of H ∩Q∩Wℓ is {ℓ, 1, 4n+4, d, d, 1, . . . , 1}.
In particular, the bound of [22, Theorem 4.8] gives
Cˆℓ ≤ 2(d+ n)(4d+ 4n− 1)
ℓ−1 ≤ (4(d+ n))ℓ
which implies Cs = Cˆ2n−2−s2
s
(
2n
s
)
≤ (8(d + n))2n
(
2n
s
)
. Thus, the number M(ε,H) of the
subdivision cubes Qε in Q which have a non-empty intersection with H satisfies
M(ε,H) ≤
1
ε2n−2
2n−2∑
s=0
Cs ≤
(8(d+ n))2n
ε2n−2
2n−2∑
s=0
(
2n
s
)
≤
(16(d+ n))2n
ε2n−2
.
We choose ε > 0 so that M(ε,H) is less than the total number 1/ε2n of the sub-cubes Qε
in Q, to ensure the existence of a sub-cube outside of H ,
M(ε,H) ≤ (16(d+ n))2n/ε2n−2 ≤ 1/ε2n.
We set ε = 1/(16(d+ n))n), and to complete the proof, we take a concentric cube of size
1
2(16(d+n))n
, whose distance to H is at least 1
4(16(d+n))n
, and inscribe into it the required ball
Bρ of radius ρ = ρ(n, d) =
1
4(16(d+n))n
. 
2.3. Norm of a polynomial restricted to a complex straight line. Denote by S2n−1
the unit sphere in Cn, and consider a complex straight line L = {vt + b : t ∈ C} ⊂ Cn,
with v ∈ S2n−1, b ∈ Q. We denote by Pb,v = PL the restriction of P to the complex
straight line L. Let Ω ⊂ S2n−1 be a measurable set, with µ(Ω) > 0, where µ denotes the
normalized Lebesgue measure on S2n−1. Starting with Proposition 2.3 we denote by c1, c2, . . .
the constants depending only on the dimension n and degree d.
Proposition 2.3. Let P be a normalized polynomial of degree d in Cn. Then the norm ‖PL‖
satisfies
c1µ(Ω)
d ≤ max
v∈Ω
‖PL‖ ≤ c2. (1)
Proof. First, note that we may assume that b = 0. Indeed, the norm of the shift operator
to b ∈ Q on the space of polynomials P of degree d on Cn is bounded by c2, (as well as the
norm of the inverse operator, which is the shift to −b ∈ Q). Therefore, shifting a normalized
polynomial, we can assume that b = 0, and
1
c2
≤ ||P || ≤ c2. (2)
Therefore, assuming that b = 0, we have for Pv := PL
Pv(t) = P (vt) =
d∑
j=1
∑
α:|α|=j
aαv
αtj + a0 =
d∑
j=1
Pj(v)t
j + a0
where Pj(v) =
∑
α:|α|=j aαv
α, j = 1, . . . , d are homogeneous polynomials in v of degree j.
Thus,
‖Pv‖ =
d∑
j=1
|Pj(v)|+ |a0| ≤
d∑
j=0
∑
α:|α|=j
|aα| = ‖P‖ ≤ c2,
which proves the upper bound.
To prove the lower bound in (1) we fix an index j0 for which the norm ‖Pj0‖ =
∑
α:|α|=j0
|aα|
is maximal. In particular, by (2) we have ‖Pj0‖ ≥
1
(d+1)c2
. Now, we use (a version of) the
Remez inequality for homogeneous polynomials of degree j0 on S
2n−1 (see [4]):
‖Pj0‖ ≤
c7
µ(Ω)j0
max
v∈Ω
|Pj0(v)| ≤
c7
µ(Ω)d
max
v∈Ω
|Pj0(v)|.
Therefore,
max
v∈Ω
‖Pv‖ = max
v∈Ω
d∑
j=1
|Pj(v)|+ |a0| ≥ max
v∈Ω
|Pj0(v)| ≥
µ(Ω)d
c3
‖Pj0‖
≥
µ(Ω)d
c7c2(d+ 1)
=: c1µ(Ω)
d,
which completes the proof of Proposition 2.3. 
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Put ρ = ρ(n, d), and let Bρ be the ball constructed in Proposition 2.2. We consider the
complex straight line L passing through the points v1 and z ∈ Bρ. Proposition 2.3 implies
the following:
Corollary 2.4. There exists a point z1 ∈ Bρ so that for the complex straight line L passing
through the points v1 and z1, the norm of the restriction PL satisfies
‖PL‖ ≥ c3.
Proof. Define Ω ⊂ S2n−1 as the set of all the vectors v = z−v1
‖z−v1‖
for z ∈ Bρ. Note that µ(Ω)
is (up to a constant depending only on n) at least the ratio of the volume of the sphere of
radius ρ and the volume of the unit sphere S2n−1, which is ρ(n, d)2n−1. Therefore, we have
µ(Ω) ≥ c8. Now, fix z1 ∈ Bρ for which the maximum of the norm ‖PL‖ is achieved. Thus,
by Proposition 2.3 we have ‖PL‖ ≥ c1µ(Ω)
d ≥ c1c
d
8 =: c3, which completes the proof of
Corollary 2.4. 
2.4. Comparing distance to a complex hypersurface and to its line section. For
a point v in a complex straight line L we prove that the following quantities: dist(v,H),
dist(v,H ∩ L) and |PL(v)| are comparable.
Proposition 2.5. Let P be a normalized polynomial of degree d in Cn, and let H = {P = 0}.
Let L be a complex straight line in Cn, and let v ∈ L ∩Q. Then
c4‖PL‖dist(v,H ∩ L)
d ≤ dist(v,H) ≤ dist(v,H ∩ L).
Proof. First, note that the right hand side inequality is obvious. For the lower bound, the
proof is based on a comparison of both the distances dist(v,H), and dist(v,H ∩L), with the
value |PL(v)| of the polynomial P restricted to L. We start with a simple bound based on
Markov’s inequality:
Lemma 2.6. For any v ∈ Q we have
|P (v)| ≤ nd22ddist(v,H).
Proof. Let us consider a twice larger concentric cube 2Q. For any z ∈ Q we have
|P (z)| ≤
∑
α:|α|≤d
|aα||z|
α ≤ ‖P‖ = 1.
Therefore, maxQ |P (z)| ≤ 1, and by Markov’s inequality (see, for instance, [1]) we conclude
that ‖∇P (z)‖ ≤ nd2 for any z ∈ Q. Hence, by Bernstein (or Remez) inequality, we have
‖∇P (z)‖ ≤ 2dnd2 for any z ∈ 2Q. Let u be the closest point to v in H = {P = 0}. Then,
assuming that H ∩ Q 6= ∅, we have u ∈ 2Q. Integrating along the segment [u, v] we obtain
|PL(v)| = |P (v)| ≤ 2
dnd2‖u− v‖ = nd22ddist(v,H). This proves Lemma 2.6. 
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Let L = {z = wt+ v} be a complex straight line with w ∈ S2n−1. Consider the univariate
polynomial in t ∈ C
p(t) = P (wt+ v) = PL(wt+ v)
and denote by t1, . . . , td all its roots. Thus, the points us = wts+ v are exactly the points of
the intersection H ∩ L, which implies that
η := dist(v,H ∩ L) = min
s=1,...,d
|ts|.
Now, we want to show that P (v) = PL(v) = p(0) is “big” in comparison with dist(v,H∩L).
This is a general fact about univariate polynomials:
Lemma 2.7. Let p(t) be a univariate complex polynomial of degree d, and let Z = {t1, . . . , td}
be its set of zeroes. Then for any v ∈ C we have
|p(v)| ≥ cd||p||dist(v, Z)
d
where cd =
1
4(d+1)48d
.
Proof. By the same reasoning as in the proof of Proposition 2.3 above, it is enough to prove
this inequality for v = 0 ∈ C. Put η := dist(v, Z) = mins=1,...,d |ts|. First, we consider a disk
Dη/4 = {|t| ≤ η/4} in L, and show that maxDη/4 |p(t)| is big. For this purpose we apply
the following polynomial doubling inequality, which is a special case of an extended Remez
inequality for complex polynomials (see [8, Theorem 4.1]).
Lemma 2.8. Let p be a univariate polynomial of degree d. Let Dκ ⊂ D1 be a disk of radius
0 < κ < 1, not necessarily concentric to D1. Then
max
D1
|p(t)| ≤ (12/κ)dmax
Dκ
|p(t)|.
As a consequence, we obtain
max
Dη/4
|p(t)| ≥ (η/48)dmax
D1
|p(t)| ≥
ηd
(d+ 1)48d
‖p‖.
Indeed, by Cauchy formula each coefficient of p(t) is bounded by maxD1 |p(t)|, and hence
‖p‖ ≤ (d+ 1)maxD1 |p(t)|.
Now, we use the fact that all the roots of p are outside of the disk Dη in order to show
that
|p(0)| ≥ 4−dmax
Dη/4
|p(t)|.
Indeed, write p(t) as the product p(t) = γ
∏d
s=1(t − ts), and notice that for any t ∈ Dρ/4
and s = 1, . . . , d we have 1
2
≤ |t−ts|
|ts|
≤ 2. We conclude that for any two points τ1, τ2 ∈ Dη/4
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we have
∣∣∣p(τ1)p(τ2)
∣∣∣ ≤ 4d which implies that
|p(0)| ≥
ηd
4(d+ 1)48d
‖p‖ =: cdη
d‖p‖ = cd‖p‖dist(v, Z)
d
which proves Lemma 2.7. 
Applying this result to the polynomial PL, we get
|P (v)| = |PL(v)| ≥ cd||PL||dist(v,H ∩ L)
d,
and by Lemma 2.6 we obtain that
dist(v,H) ≥
|P (v)|
nd22d
≥ c4||PL||dist(v,H ∩ L)
d. (3)
This concludes the proof of Proposition 2.5. 
Corollary 2.9. Let P be a normalized polynomial of degree d in Cn, and let H = {P = 0}.
Then for any v ∈ Cn with ||v|| ≤ 1 we have
|P (v)| ≥ c5||PL||dist(v,H)
d,
where c5 = c4nd
22d.
Proof. This follows directly from the right hand side of the inequality (3), since clearly we
have
dist(v,H ∩ L) ≥ dist(v,H).
This corollary provides, of course, a certain specific global version of the  Lojasiewicz inequal-
ity (compare [12, 13]). 
Now, we apply Corollary 2.4 and find a point z1 ∈ Bρ so that the norm of PL satisfies
‖PL‖ ≥ c3 where L is the complex straight line passing through v1 and z1. Next, we apply
Proposition 2.5, and conclude that for any w ∈ L ∩Q we have
Corollary 2.10. There exists a point z1 ∈ Bρ so that for the complex straight line L passing
through v1 and z1, and for any w ∈ L we have
dist(w,H) ≥ c6dist(w,H ∩ L)
d.
2.5. Construction of a chain. Now, we are ready to complete the construction of the
chain Ch joining v1 and v2. First, we apply Corollary 2.10 to find a point z1 ∈ Bρ so that
dist(v,H) ≥ c6dist(v,H ∩ L)
d (4)
where L := Lz1 is the complex straight line passing through v1 and z1.
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Let Z = {u1, . . . , ud} = L ∩ H be the zeros set of PL. Consider the punctured disk
Dδ1 = D1\Z
δ, where D1 is the disk of radius 1 centered at v1 in L, and Z
δ is a δ-neighborhood
of Z in L. As above, we assume that δ < ρ(n, d). Therefore, by Lemma 2.1, we conclude that
for δ′ = δ
10d
, any two points in Dδ1 (in particular, v1 and z1) belong to the same connected
component of D1 \ Z
δ′ .
The distance of v1 and z1 from H is at least δ, and for any v ∈ L we have
δ ≤ dist(v,H) ≤ dist(v,H ∩ L) = dist(v, Z).
Thus, the distance of v1 and z1 in L from Z is also at least δ, i.e. v1, z1 ∈ D
δ
1. Hence, both
v1 and z1 belong to the same connected component of D
δ′
1 .
Now, we apply [9, Theorem 2.2] to build a β-doubling covering U of Dδ
′
1 , consisting of the
disks Dj , with β = 6 (i.e. the 6 times larger concentric disks still do not touch Z), possessing
the following properties:
1) The number of disks Dj ∈ U is at most 18d log(18/δ′) = 18d log(180d/δ).
2) If Di ∩ Dj 6= ∅, then the ratio of the radii of these disks may be only 1
2
, 1, 2, and their
intersection contains a disk of a radius at least 1
3
of the smallest between radii Ri, Rj.
Next, on each Dj ∈ U of radius Rj we build the ellipsoid E
j with the rest of semi-axes
equal to c6R
d
j/4. Consider some orthonormal complex coordinates (φ1, . . . , φn), centered
at v1, so that the first axis Oφ1 coincides with L. Then the E
j ’s are the images of the
unit ball B1 ⊂ C
n under the complex linear mapping ψj with the diagonal matrix A =
diag(Rj , c6R
d
j/4, . . . , c6R
d
j/4), with respect to the coordinates (φ1, . . . , φn).
Inequality (4) above shows that the mappings ψj are extendable to B4 as mappings to
Y = Cn \H . Indeed, for any point z ∈ 4Ej consider its projection zˆ to L. Clearly, zˆ ∈ 4Dj.
Since the disk 6Dj does not touch Z, we conclude that dist(zˆ, H ∩ L) ≥ 2Rj. Now, by (4),
dist(zˆ, H) ≥ c6dist(zˆ, H ∩ L)
d ≥ c6(2Rj)
d.
On the other hand, the distance ‖z− zˆ‖ does not exceed the second semi-axis of 4Ej , which
is equal, by construction, to c6R
d
j . So the distance of z from H is at least
c6(2Rj)
d − c6R
d
j > 0.
We estimate the intersection radius ρ(Ei, Ej) in cases where this intersection is not empty.
By the construction, Ei ∩ Ej 6= ∅ if and only if Di ∩Dj 6= ∅. In this last case the ratio of
the radii of these disks may be only 1
2
, 1, 2, and their intersection contains a disk of a radius
at least 1
3
of the smallest between Ri and Rj. If the ratio
Ri
Rj
is one, clearly ρ(Ei, Ej) ≥ 1
3
. If
the ratio Ri
Rj
is two, the height (over L) of the smaller ellipsoid Ej is 2d times smaller than
the height of Ei. In this case it is easy to see that the preimage of Ei∩Ej under ψj contains
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a ball of radius at least 1
3
, while the primage of Ei ∩Ej under ψi contains a ball of radius at
least 2−d/3. Hence for any Ei, Ej with a non-empty intersection we have ρ(Ei, Ej) ≥ 2−d/3.
Finally, we construct a chain Ch1 joining v1 and z1, by following a certain continuous path
γ joining v1 and z1 in D
δ′
1 . Since the disks D
j form a covering of Dδ
′
1 , the subsequent disks
Djs along γ (after omitting repetitions) form a chain with non-empty intersections in Dδ
′
1
from v1 to z1. The corresponding E
js form the required chain Ch1 in Q
δ. The length of this
chain does not exceed 18d log(180d/δ), the total number of the disks in U . By repeating the
above procedure for v2 we construct a chain Ch2 joining v2 with another point z2 ∈ Bρ. The
chain joining v1 and v2 is the union of the charts in Ch1, Ch2, and of the ball Bρ itself, which
is a doubling chart in Y . It contains at most 36d log(180d/δ)+ 1 charts. This completes the
proof of Theorem 1.1.
3. Doubling chains and Kobayashi metric
We present an upper bound on the Kobayashi distance between two points p, q ∈ Y . Let
us recall the definitions. Let Y be a complex n-dimensional manifold, and let p, q ∈ Y .
The Kobayashi distance, or more accurately, pseudo-distance d(p, q) is defined as follows
(see [11]). Choose points p = p0, p1, . . . , pk−1, pk = q ∈ Y , points a1, . . . , ak, b1, . . . , bk in the
unit disk D1 ⊂ C, and holomorphic mappings f1, . . . , fk : D1 → Y , so that fi(ai) = pi−1,
fi(bi) = pi, i = 1, . . . , k. Form a sum
∑k
i=1 ρ(ai, bi), where ρ is a Poincare´ metric on D1, and
put d(p, q) to be the infimum of these sums for all possible choices.
The following proposition (from [9]) shows that once we control the length of chains in
doubling coverings U , then it bounds the Kobayashi distance on Y .
Proposition 3.1. Let p, q ∈ Y , and let Ch be a doubling chain in U joining p and q. Then
the Kobayashi distance d(p, q) satisfies d(p, q) ≤ 3l(Ch).
Thus, a direct application of the above proposition and Theorem 1.1 implies the following
result:
Corollary 3.2. Let P be a polynomial of degree d in Cn, and let H = {P = 0}. Then for
any v1, v2 ∈ Q
δ the Kobayashi distance d(v1, v2) in Y does not exceed 180d log(180d/δ).
4. Doubling inequalities on complements of algebraic hypersurfaces
In [9] it was shown that there is a very general explicit connection between doubling chains
and doubling inequalities on Y (Theorem 5.1 of [9]). Let Ω ⊂ G ⊂ Y be compact domains.
For an analytic function f in a neighborhood of G in Y , the doubling constant of f with
respect to Ω and G is the ratio DCf(G,Ω) = maxG |f(z)|/maxΩ |f(z)|. Doubling inequalities
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provide an upper bound on this constant DCf(G,Ω) for various classes of analytic functions
f on Y (for more details on doubling inequalities see e.g. [3,6,9,15] and references therein).
4.1. Doubling inequalities for algebraic functions. We consider algebraic functions
y = g(z1, . . . , zn) defined in C
n by an equation Q(z, y) = 0, z = (z1, . . . , zn). Here Q(z, y)
is a polynomial of degree m in Cn+1. The polynomial Q(z, y) =
∑
|α|+j≤m aα,jz
αyj can be
written as a polynomial in y with polynomial coefficients Pj(z) in z:
P (z, y) =
m∑
j=0
Pj(z)y
j.
Here Pj(z) =
∑
α:|α|≤m−j aα,jz
α for j = 1, . . . , m. The multivalued algebraic function
y = g(z) defined by equation Q(z, y) = 0 may have poles and ramification points, which are
always contained in a certain hypersurface Σ(g). Over Y = Cn \Σ(g) the function y = g(z)
is a locally regular, but possibly multivalued analytic function. Our goal is to produce
“uniform” (i.e. depending only on the degrees and on the distance to singularities) doubling
inequalities for functions g(z). To simplify the setting, we start with the hypersurface H ,
containing singularities of g: let P be a polynomial of degree d in Cn, and let H = {P = 0}.
We fix δ with 0 < δ < ρ(n, d). Now let Ω ⊂ G ⊂ Qδ be compact domains, with G simply-
connected. With respect to Ω we will assume in addition that it contains a ball B¯ of a radius
at least ρ(n, d)/10.
Theorem 4.1. Let g(z) be an algebraic function of degree m, regular over Y = Cn \H, and
let g˜ a univalued branch of g over G. Then
DCg˜(Q
δ,Ω) ≤ C1(
1
δ
)C2d,
with the constants C1, C2 depending only on n, d, and m.
Proof. Let v1 be any point in G, and let v2 be the center of the ball B¯ ⊂ Ω. By Theorem 1.1
there is a doubling chain Ch joining v1 ∈ G and v2 ∈ B¯ ⊂ Ω in Q
δ, with ρ(Ch) ≥ 1
3
2−d, and
with the length
l(Ch) ≤ 36d log(180d/δ) + 1.
By a minor modification of the proof of Theorem 1.1, we can assume that the last chart
in Ch is the ball B¯ itself. Now a direct application of Theorem 5.1 of [9] completes the
proof. 
Theorem 4.1 provides a generalization of the doubling inequalities for algebraic functions g,
obtained in [15], preserving the main feature of these results: the doubling constant depends
only on the degree of g and on the distance to its singularities.
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4.2. Lower bound on the length of chains. Now we can produce a lower bound for the
length of the doubling chains in Theorem 1.1: let P be a polynomial of degree d in Cn, and
let H = {P = 0}. As above, we put Y = Cn \H , and, for a fix δ with 0 < δ < ρ(n, d), we
denote by Hδ the δ-neighborhood of H , and by Qδ the complement Q \Hδ. Denote by Bˆ
the ball of radius ρ(n, d) inside Qδ, such that a four times larger concentric ball is still inside
Qδ. In particular, the distance of Bˆ to H is at least 2ρ(n, d). The existence of such a ball Bˆ
was proved in Proposition 2.2 above.
Theorem 4.2. Let v1 belongs to the boundary of Q
δ (i.e. the distance of v1 to H is δ),
and let v2 ∈ Bˆ. Then for each doubling chain Ch in Y , joining v1 and v2, and satisfying
ρ(Ch) ≥ η, we have
l(Ch) ≥
C3 log(
C4
δ
)
log( 1
η
)
with the constants C3, C4 depending only on n, d.
Proof. it is enough to present an algebraic functions g, and compact subsets Ω ⊂ G ⊂ Qδ,
with a “big” DCf(Q
δ,Ω). We put g = 1
P
, and put Ω = Bˆ. By Lemma 2.6 we have
|P (v1)| ≤ nd
22ddist(v,H) = nd22dδ.
Therefore |g(v1)| = |
1
P (v1)
| ≥ 1
nd22dδ
. On the other hand, by Corollary 2.9 we have |P (v2)| ≥
c9 := c5(2ρ(n, d))
d on Bˆ, since the distance of v2 to H is at least 2ρ(n, d), by construction
of the ball Bˆ. We conclude that |g| ≤ c10 :=
1
c9
on Bˆ. Finally, the doubling constant
DCg(Q
δ, Bˆ) satisfies
DCg(Q
δ, Bˆ) ≥ c10/δ.
A direct application of Theorem 5.1 (or Corollary 5.3) of [9] completes the proof of Theorem
4.2. 
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