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Abstract
Recent advances in minimally invasive surgery (MIS) have allowed patients
to benefit from reduced trauma, faster recover times, and shorter hospit-
alisation. As a result, surgeons operate in a less-than-comfortable posture
which is both physically and mentally challenging. This has led to a more
demanding training scheme to acquire the relevant surgical skills. Navig-
ating and operating with flexible instruments such as endoscopes can also
induce spatial disorientation within the surgeon, where such instances are
associated with increased pain for the patient and more critically, risk of
perforating delicate patient tissue. Furthermore, the increased physical sep-
aration between the surgeon and the operative site and newly introduced
surgical instruments have significantly changed the ergonomics and surgical
workflow, which in turn increases the cognitive burden on the surgeon.
The perceptual and ergonomic challenges during flexible endoscope based
MIS are investigated through using the wealth of perceptual information
the gaze can provide. In particular, the visualisation, navigation and ergo-
nomic issues during MIS procedures are studied. A gaze parameter based
framework is introduced to assess the use of a new field-of-view expansion
technique for improved visualisation and camera trajectory comprehension
when disorientated. Flexible instruments such as endoscopes su er from
disorientation inducing perceptual-motor misalignment. A misalignment
quantification approach and a classification method based on gaze to infer
varying perceptual-motor misalignment are developed to enable ergonomic
assessment during endoscopic procedures. A novel robotic assisted gaze
controlled camera system is developed to improve camera navigation where
the user’s control intentions are conveyed to the robotic laparoscope via
real-time gaze gestures. To further improve the ergonomics of the gaze con-
tingent system, an online calibration algorithm is integrated into the system.
Throughout the thesis, detailed validation and discussion of the results are
conducted to demonstrate the potential clinical value of the work.
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1 Introduction
Technical innovation in surgery has brought significant benefits for patients
since the days of open surgery. Ever since the first laparoscopic cholecystec-
tomy was performed in 1985 [166], minimally invasive surgery (MIS) has
gained widespread adoption. By 1992, it is reported that over 70% of
cholecystectomies were conducted laparoscopically throughout the United
States, Europe and Japan [153]. In the era of MIS patients are o ered better
cosmetic results, less post-operative pain and shorter recovery times. The
benefits of requiring less post-surgical medication and shorter hospitalisa-
tion have also had a positive impact for hospitals and healthcare providers.
The advantages of performing surgery using less invasive techniques has
induced surgeons to translate MIS to other surgical procedures including,
cardiothoracic, neurosurgery, urology, and general surgery [33]. Although
the advantages of minimally invasive techniques are clear, there are still
challenges, many of which shift the burden to the surgeon carrying out the
surgical procedure. The intrinsic setup of MIS requires specialised equip-
ment, which introduces a number of changes in the way the surgeon accesses,
observes and manipulates tissue and in turn increases operation complexity
and a ects the surgeon’s performance. As a result, MIS procedures a ect
the operator ergonomics making it more taxing on the surgeon. Introduc-
tion of robotic equipment into the surgical theatre has improved some of the
ergonomic issues associated with MIS, but has its own disadvantages such
as the increased physical separation of the surgeon from the operative site
and the associated high costs, which have hindered wide spread adoption of
robotic surgical systems.
The aim of this thesis is to investigate and solve the challenges experienced
by surgeons during MIS. Eye tracking can provide a wealth of perceptual
information and has been previously adopted in a number of areas. Through
using the information obtainable from human eye movements, we aim to
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understand the perceptual and ergonomic challenges during MIS and to
subsequently develop solutions to overcome the following issues:
• Visualisation: the key hole nature of laparoscopic instruments has
introduced indirect visualisation of the operative site via cameras.
The camera visualisation can su er from a small Field of View (FOV)
and low image quality which is inferior to direct visualisation of the
operating scene with the naked eye during open surgery.
• Navigation: small incisions and miniaturised instruments make nav-
igation to the operative site more di cult, requiring more surgical
training and development of dexterous skills as well as the need to
develop further complex instruments that can translate these move-
ments.
• Ergonomics: the increased physical separation between the surgeon
and the operative site, and newly introduced surgical instruments has
significantly changed the surgeon’s ergonomics and surgical workflow.
This in turn increases the burden on the surgeon and requires the need
for further training.
In this thesis, the gaze information from the human, and the accuracy of
robotics are utilised to improve the camera navigation experience for the
surgeon. The consistency and repeatability of the robotic components un-
der long surgical procedures, combined with the cognitive decision making
capabilities of the surgeon has the potential to enable a framework that of-
fers the advantages of both whilst the surgeon maintains full control of the
robotic assistance. The following paragraphs outline the chapter structure
of this thesis.
Chapter 2 reviews the background, theoretical foundation and current
state-of-the-art implementations of eye tracking. Specifically, the review
focuses on non-invasive feature-based eye trackers. The challenge in eye
feature extraction and tracking lies in the robustness of the performance
during fast eye rotations, blinking, head motion and during changes of ex-
ternal illumination conditions. Technical details behind the calibration of
feature-based eye trackers are also discussed. Subsequently, the current
state-of-the-art eye tracking techniques are then reviewed along with their
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respective advantages and disadvantages focusing on the issue of calibra-
tion and gaze estimation accuracy. Interestingly, to date, there is still no
eye tracking method that does not require an explicit calibration procedure.
From the review, it is concluded that the accuracy of a calibration-free eye
tracking technique will depend on head motion range, camera calibration,
number of calibration points, number of cameras and light sources. This
chapter ends with a review of the previous eye tracking surgical applica-
tions for enhancing the surgeon’s visual perception and ergonomics whilst
performing a MIS procedure for better patient safety and surgical outcomes.
Chapter 3 reviews previous literature on endoscopic procedures to un-
derstand the main challenges when performing such procedures. The aim of
the chapter is to investigate the di culties faced by surgeons in the operat-
ing theatre, and to distinguish the main issues, in particular when perform-
ing endoscopy. A case study is conducted where gaze tracking is utilised
to understand the surgeon’s visual behaviour and ergonomics during real
endoscopic procedures. Video data of the endoscopic suite and eye tracking
data are recorded, where three main areas of improvement are identified.
These include, the visualisation, endoscope visual-motor control, and ergo-
nomics. Addressing these challenges are important for endoscopy, as well as
for any MIS procedure. The results from the study illustrate the potential
in utilising the surgeon’s gaze information to understand the challenges of
a surgical procedure, as the fixation duration and surgeon’s fixation on par-
ticular areas of interest (AOI) can provide cues to their cognitive state. The
subsequent chapters aim to address the three aspects which were identified
in this chapter.
Chapter 4 aims to address the visualisation issues during MIS caused
by the narrow FOV. In order to alleviate the problem of the narrow FOV,
an image expansion technique called Dynamic View Expansion (DVE) can
be used. Recently, a new mosaic based image view expansion technique
called the fade-to-grey DVE was introduced by Totz et al. [154]. This im-
age expansion technique di ers from conventional full-colour DVE imaging
methods as it provides the operator with temporal visual cues of the recent
camera trajectory to enable the operator to infer the camera movement
for reorientation. In this chapter, we propose a new framework using the
gaze information to test the usability of the two DVE image visualisation
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techniques. By modelling the visual attention strategy of both DVE image
techniques with Markov chains, di erences in participant search behaviour
of both DVE methods were quantified. In addition, performance metrics
including the trajectory estimate and response times were assessed. Res-
ults highlight the benefits of the new fade-to-grey DVE image visualisation
technique during camera trajectory estimation with statistical significance
in performance improvement versus conventional DVE methods. The res-
ults demonstrate that not only is the new fade-to-grey DVE technique able
to extend the FOV for the surgeon, but there is potential clinical value of
visualising these DVE images during identification of the camera trajectory
for subsequent reorientation. The work in this chapter illustrates how eye
tracking can be used for visual search behaviour assessment during a task.
Chapter 5 focuses on investigating the issues related to visual-motor con-
trol during endoscopic navigation. A quantification method of the perceptual-
motor misalignment is introduced and gaze data recorded during the study
was used to extract relevant features to train a Support Vector Machine
(SVM) classifier. Through gaze data, application of this classifier allows in-
ference of the instances with varying perceptual-motor misalignment during
an endoscopy without the need to measure the misalignment angle. This is
in contrast to conventional endoscopy where such measurement is di cult to
determine due to lack of predefined kinematic structure. More importantly
it provides a low cost means to infer challenging instances caused by vary-
ing perceptual-motor misalignment through tracking only the user’s gaze
information. This chapter also investigates how a variable perceptual-motor
misalignment can a ect task performance by creating an articulated robotic
endoscope simulation environment. The results from the study demonstrate
that varying perceptual-motor misalignment can have a negative impact on
the task completion time, travel distance as well as finer endoscopic man-
oeuvres. The findings from this chapter, therefore, provides an important
quantitative basis for assessing the ergonomics, as well as perceptual beha-
viour and potential cognitive loadings of future flexible devices, including
robotic systems for emerging surgical techniques such as single port access
or natural orifice MIS procedures. Furthermore, the obtained results high-
light the potential usefulness of articulated robotic endoscopes, since robotic
control has the ability to continuously re-align any perceptual-motor mis-
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alignment.
In Chapter 6, a new gaze controlled camera system is introduced with
the aim to improve navigation and ergonomics of MIS procedures by using
eye tracking. A laparoscope robotic arm holder is developed taking into ac-
count previous results from Chapter 5. This gaze controlled camera system
enables the operator to control the 6 Degrees of Freedom (DoF) laparoscope
robotic arm through the surgeons’ Point-of-Regard (PoR) as the control in-
put. To overcome the fulcrum e ect, attention was paid so that there is
no misalignment between the resulting camera visualisation movement with
the user input control, thus providing a natural camera control. To improve
the surgeon-robotic interface ergonomics, real-time Hidden Markov Model
(HMM) were used to recognise gaze gestures and activate the gaze contin-
gent camera control. Through implementation of multiple gaze gestures,
surgeons were able to convey their desired camera control mode via the
use of pan and zoom gaze gestures, thus eliminating the need for external
physical input devices or a camera assistant. User trials were conducted to
demonstrate and assess the performance of the gaze gesture control mod-
ality. It was found that surgical navigation tasks were easily reproducible
and complete. The results also supports the claims that the proposed gaze
contingent robotic camera system with built-in safety mechanisms are er-
gonomic to use, inducing no significant cognitive burden when compared to
using a camera assistant or when compared to using a foot pedal activated
camera system. This means that the participants did not feel that the gaze
gestures and gaze control were a complex user modality. More importantly,
there is potential cost reduction opportunities through using such a system
as it can reduce the need for a highly skilled camera assistant and allow a
surgeon to operate by them self, providing cost and sta ng e ciencies.
Chapter 7 further expands the system developed in the previous chapter
with the addition of pan, tilt and zoom capabilities. The new system’s cam-
era motion is activated with gaze gestures but now has an e cient switching
mechanism between panning and zooming in / out through a combination
of gaze and head position tracking. Further improvements to the usability
and ergonomics of the system are introduced by integrating an online gaze
tracker calibration scheme, which allows the user to immediately start using
the gaze contingent system. Notably, the online nature of the calibration
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will enable maintaining an accurate and precise PoR estimation, avoiding
the calibration drift problem as discussed in Chapter 2. A comprehensive
usability study involving seventeen surgical residents is conducted to assess
the modified control scheme of the gaze gesture activated robotic laparo-
scope system. The results demonstrate the system to be superior than
instructing a camera assistant across various metrics. Our proposed system
also removes the need for a foot pedal, which exists in many legacy systems,
improving the ergonomics of the operation setting. Analysis of the camera
workspace occupied during the user trials demonstrates that the gaze con-
tingent laparoscope system is able to navigate a similar working volume to
that of a human camera assistant. Moreover, the learning e ect of using the
system is investigated, and analysis showed that participants were able to
learn to use the gaze contingent system quickly and outperform the camera
assistant in many of the performance metrics by their second trial. A com-
parison of the gaze gesture activated system introduced in this chapter to
that of the system presented in Chapter 6 is also conducted. The group of
users who used the proposed gaze gesture system in this chapter produced
significantly faster task completion times. The results from the various us-
ability studies of the new gaze gesture activated robotic laparoscope system
highlight the clinical value of the proposed system.
Finally, Chapter 8 concludes the thesis by outlining future research dir-
ections and the grand challenges of integrating the proposed concepts for
clinical application in robotic MIS.
The work presented in this thesis has resulted in a number of publications
in peer reviewed international journals, and conference proceedings. It has
also been presented at a number of international conferences and scientific
symposiums. The main publications related to this thesis include:
• “The disparity between the neurobiology of classical neuropsycholo-
gical vigilance and intra-operative vigilance in surgery: a functional
Near Infrared Spectroscopy study.”, Colin Sugden, Daniel Le , Felipe
Orihuela-Espina, James DRC, Kenko Fujii, Ara Darzi and Guang-
Zhong Yang. Human Brain Mapping, 2011.
• “Stealth Calibration Eye Tracking Algorithm for Minimally Invas-
ive Surgery.”, Kenko Fujii, George Mylonas and Guang-Zhong Yang.
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Hamlyn Symposium on Medical Robotics, 2011.
• “Enhanced visualisation for minimally invasive surgery.”, Johannes
Totz, Kenko Fujii, Peter Mountney, and Guang-Zhong Yang. Inter-
national journal of computer assisted radiology and surgery 7, no. 3
(2012): 423-432.
• “Visual search behaviour and analysis of augmented visualisation for
minimally invasive surgery.”, Kenko Fujii, Johannes Totz, and Guang-
Zhong Yang. Augmented Environments for Computer-Assisted Inter-
ventions, pp. 24-35. Springer Berlin Heidelberg, 2012.
• “E ects of Perceptual-Motor Misalignment: A Flexible Robotic Nav-
igation Study.”, Kenko Fujii, Ka-Wai Kwok and Guang-Zhong Yang.
Modeling and Monitoring of Computer Assisted Interventions (M2CAI),
2012.
• “Gesture based Gaze Contingent Control of a Robotic Arm for Lap-
aroscopic Applications.”, Kenko Fujii, Antonino Salerno, Kumuthan
Sriskandarajah, Ka-Wai Kwok, Guang-Zhong Yang. Hamlyn Sym-
posium on Medical Robotics, 2013.
• “Gaze contingent cartesian control of a robotic arm for laparoscopic
surgery.”, Kenko Fujii, Antonino Salerno, Kumuthan Sriskandarajah,
Ka-Wai Kwok, Kunal Shetty, and Guang-Zhong Yang. Intelligent Ro-
bots and Systems (IROS), 2013 IEEE/RSJ International Conference
on. IEEE, 2013
• “Gaze Gesture based Human Robot Interaction for Laparoscopic Sur-
gery.”, Kenko Fujii, Kumuthan Sriskandarajah, Antonino Salerno, and
Guang-Zhong Yang. Human–Computer Interaction, 2014. (under re-
view)
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2 Eye Tracking Technology and
Applications to Minimally
Invasive Surgery
Tracking of the human gaze has provided a means to understand human
visual search behaviour and visual perceptual ergonomics [174, 52]. The
ergonomic factors intrinsic to MIS mean that surgeons today experience
greater intra-operative stress. Through the use of eye tracking it has been
shown that the human gaze can be used to assess ergonomics and to obtain
useful information to increase the surgeon’s usability of robotic surgical
tools. Such research can lead to improving visual perception and ergonomics
for the surgeon to decrease their intra-operative stress levels, leading to
improved situational awareness of the surgeon as well as increased patient
safety. In order to understand how eye tracking technology works, this
chapter will start with a description of the necessary details of the human
visual system and the characteristic eye movements. An outline of eye
tracking methods will then be given in Section 2.2 along with an overview of
how video feature-based eye trackers work. In addition, a review of the state-
of-the-art feature-based eye trackers along with a discussion on the current
hurdles to enable widespread use of eye trackers in the surgical theatre are
given. In Section 2.3, we discuss the eye tracking applications to date which
assists and enhance the surgeon’s visual perception and ergonomics in MIS.
Section 2.4 covers the discussion and conclusions of this chapter.
2.1 Anatomy of the Human Visual System
Fig. 2.1 shows a horizontal section through a model of the human eye (ap-
proximately 23-25mm in diameter). When looking at a person’s face, the
parts of the eye that are visible are the sclera, which is the white part of the
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Corneal Limbus
Figure 2.1 – A horizontal cross section of a human eye. Figure adapted from
[26].
eye, the iris and the pupil. At the front, the sclera merges into a transparent
bulged layer know as the cornea at the corneal limbus. The cornea covers
the whole of the iris. The iris adjusts the amount of light entering the eye
through the pupil (the hole of the iris), whose aperture size can vary from
2mm in bright light to about 8mm in diameter in darkness. Immediately
behind the iris lies a bi-convex lens, whose shape is changed by the ciliary
muscles to focus the incoming light onto the retina located at the rear of the
eye. The retina e ectively consists of a mosaic of light-sensitive photore-
ceptors (cones and rods) upon which the image is formed when the eye is
in use. The retina contains roughly 7 million cones and 120 million rods.
The resolving power of the retina is the highest in the region of a small
area known as the fovea centralis. When the eye fixates onto an object it
e ectively rotates until the image falls on the fovea. The fovea contains the
highest concentration of cones and e ectively no rods. Cones are sensitive
to brighter, chromatic light. Rods are spread around the peripheral areas
of the retina and are sensitive to dim or achromatic light. It is the cones
and not rods that make the largest contribution to the fine-grained spatial
resolvability of the human visual system (HVS). Nerve impulses from the
retina receptors are communicated to the brain through the optic nerve [70].
When an eye is at rest, the ciliary muscles relax causing the lens to flatten,
bringing parallel rays to a focus on the retina so that distant objects are
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clearly seen. When having to view nearer objects the power of the optical
system of the eye is increased, a process known as accommodation. The
cililary muscles at such time contracts, causing the front surface of the lens
to become round and subsequently allowing the person to focus on the close
object.
The visual axis is described by the straight line that passes through both
the optical centre (cornea centre) and the centre of the fovea. In contrast,
the optical axis is defined as the line connecting the centre of the pupil
with the optical centre. The angle between these two axes varies between
individuals but is in general in the range of 4-8°. Studies also indicate that
this can change even for the same person under di erent lighting conditions
[177]. Of the two axes, the visual axis is more important in eye tracking as
this represents the person’s PoR.
2.1.1 Foveal and Parafoveal Vision in the Human Visual
System
The intricacies involved in the distinction between the foveal and parafoveal
vision of the HVS plays an important part in eye tracking. The dimensions
of retinal features are conventionally described in terms of projected scene
dimensions in units of degrees of visual angle ◊, as described by Eq. 2.1.
◊ = arctan
3
S
2D
4
, (2.1)
where D represents the distance in centimetres from the subject’s eye to
the gaze tracker screen, which is an output of the gaze tracker system.
S represents the distance o set in centimetres from a reference point as
illustrated in Fig. 2.2.
In general, the human visual field approximately corresponds to an ellipt-
ical visual field with a horizontal major axis of 180° of visual angle and a
minor vertical axis of 130°. Within this field spatial acuity of the HVS varies
causing the eye to move in various directions, when scanning across a scene.
Highest acuity of the HVS is found in the fovea, a circular region subtended
by 2° of visual angle. The fovea zone is better than the parafovea in terms
of visual acuity, which extends to 4-5° and drops o  sharply beyond.
The rest of the visual field, the far peripheral vision, has poor resolvable
power and is mostly used for perception of ambient motion [35]. From
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Figure 2.2 – ◊ represents the angular divergence (°). D represents the dis-
tance from the subject’s eye to the gaze tracker screen (cm),
which is outputted by the gaze tracker system. S represents the
distance o set from a reference point (cm).
Fig. 2.3 it can be understood as to why there is higher visual acuity in the
fovea over the parafovea and also in the parafovea over the far peripheral
regions. There are more cone receptors per mm2 in the fovea relative to
the parafovea and similarly in the parafovea over the far peripheral region.
This non-uniform distribution of cone receptors is what necessitates the
various movements of the eye when a person conducts a visual search of
their environment. The various characteristic eye movements are discussed
in the following subsection.
2.1.2 Characteristics of Eye Movements
Given the di erences between the foveal and parafoveal vision, it follows
that in order to visualise an object clearly it is necessary to move the eye.
This necessity gives rise to the di erent types of eye movements which are
discussed here. On average humans use 30° of visual field before moving
their head. When trying to observe beyond this visual angle, one will nor-
mally move their head [174].
• Saccades: Saccades are rapid eye movements used for repositioning
the fovea to a new visual location. Saccades take approximately 30-
120ms and traverse a wide visual angle of 1-40°, although typically the
range is between 15-20°, giving is a fast acceleration at approximately
40,000°s-2and a peak velocity of 600°s-1[174]. Saccades are ballistic,
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Figure 2.3 – Density distributions of rod and cone receptors across the sur-
face of the retina. Cone density is greatest at the fovea and
falls sharply to a minimum by 10° from the eye fixation point.
Beyond 10°, the retina contains a thin, uniform distribution of
cones. Rods are not present in the fovea. They are most dense
in the near periphery out to 18°. While they decline in number
further into the periphery, they are still far denser than cones
and dominate vision in the peripheral visual field. The blind
spot, the region of the retina where the optic nerve leaves the
eye, contains no photoreceptors. Graph adapted from [9].
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i.e., once initiated their trajectory and destination cannot be altered.
Vision during a saccade is suppressed [41] and between the onset of
a stimulus that may attract a saccade and until the saccade occurs,
there is a 100-300ms delay. In addition, there is a 200ms refractory
period after one saccade before it is possible to make another one.
• Miniature: Miniature is a group of involuntary eye movements includ-
ing tremor, drift and microsaccades which form the characteristics of
a fixation. When an individual looks at an object of interest the eye
remains relatively stable (typically for longer than 150ms), but there
are in fact several types of small, jittery motions occurring, generally
less than 1° in size. There is a sequence of a slow drift followed by
a sudden microsaccade, a tiny saccade-like jump to correct the e ect
of the drift. Additionally, a high frequency movement called tremor
occurs to help hold a fixed position. The small movements of the eye
impose a lower limit of accuracy (approximately 0.5° of visual angle)
for eye tracking techniques. Nevertheless, it is these small eye move-
ments that allow humans to continuously see, as research have shown
that if an image is artificially stabilised on the retina, vision fades
away within about a second and the scene will become blank [121].
• Smooth Pursuits: Pursuit movements occur when the human is visu-
ally tracking a moving object. It is much slower than a saccade and
is generally synchronised with the velocity of the moving object up to
velocities of 15°s-1. Beyond this speed the smooth pursuit movements
are supplemented with saccadic movements, and above 100°s-1 pursuit
is entirely saccadic [80].
• Compensatory: Compensatory movement of the eye occurs to enable
fixation on to an object to be maintained during large head move-
ments, by moving the eyes in the opposite direction to the rotation of
the head.
• Nystagmus: Nystagmus movements describe the movement of the eye
in response to motions of the head when viewing a moving or repet-
itive pattern. There are two phases, the first being one with smooth
motion to follow an object as the head motion causes the eye to move
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across the visual field, and the second one being a rapid motion in the
opposite direction in order to come back to a more central position.
• Vergence: The movement of both eyes in opposite directions relative
to the head to allow for adjustment of the angle between the eyes,
ultimately allowing focus on objects at varying distances.
2.2 Overview of Eye Tracking Techniques
Although there are a variety of eye tracking techniques available, the goal of
using these devices is the same, i.e., to enable recording of the ocular move-
ment during a visual search task. The eye movements resulting from visual
search consist of a fixation scan path where the areas of interest become clear
from the subject’s eye movement recording. Eye tracking techniques can be
divided into intrusive and non-intrusive methods. Intrusive eye trackers
tend to have superior accuracy over non-intrusive methods but due to their
invasive nature are unsuitable for long-term use. Intrusive eye trackers in-
clude scleral contact lens / search coil and electro-oculography (EOG) eye
trackers. The non-intrusive eye trackers often use video recordings of the
eye and computer vision techniques to estimate the user’s PoR.
Intrusive Eye Trackers One of the most traditional eye tracking meth-
ods is the sclera contact lens [126]. A small coil (search coil) is embedded
into a contact lens that fits tightly via suction over the sclera. The suction
mechanism prevents slip of the contact lens during fast eye rotations. The
users gaze is tracked from measuring an induced voltage in the search coil
by an external electromagnetic field. Fig. 2.4(a) shows an illustration of a
search coil. Although this method has the highest accuracy of around 0.08°,
it is also the most intrusive method. Insertion of the lens requires care and
practice. Wearing the lens also can cause discomfort.
Another intrusive eye tracking technique is EOG, which relies on the
corneoretinal potential that creates an electric field in the front of the head.
As the eye rotates, this electric field changes accordingly. To detect the
change in movement of the eyes, electrodes are placed on the skin around
the eyes. This eye tracking method is considered cost e ective and easy to
set up, but it is invasive due to the requirement of having to place electrodes
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(a)
(b)
Figure 2.4 – (a) An example of a scleral contact lens with a suction ring
mechanism. Image courtesy of Skalar Medical, Delft Holland.
The picture shows the invasiveness of this method of eye track-
ing. (b) An example of an EOG eye tracker. The electrodes
are placed directly on the skin surface. It is considered an inex-
pensive technique, but is intrusive in nature. Image courtesy of
Macrovision.
around the eyes (see Fig. 2.4(b)) and the method’s accuracy is limited to
about 2° of visual angle. Importantly, because both The scleral contact lens
and EOG only measures the position of the eye in relation to the head, in
order to know the PoR, head tracking needs to be used in conjunction with
both of these methods [69].
Non-Intrusive Eye Trackers The most commonly used eye trackers
today are video camera based eye trackers. These systems are non-intrusive
permitting usage during long sessions. Video based eye trackers can be
categorised further into feature-based or appearance-based methods as il-
lustrated in the Fig. 2.5.
Appearance-based eye trackers typically detect and track the eye directly
using images of the whole eye, which are based on the photometric ap-
pearance as characterised by the colour distribution or filter responses of
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Figure 2.5 – Categorical diagram of non-invasive video based eye trackers.
the eye and its surroundings. Appearance-based methods can be image
template-based, where both the spatial and intensity information of each of
the image pixels are preserved, or holistic based, where the intensity dis-
tribution is characterised by ignoring the spatial information. The research
presented in this thesis focuses on using feature based video eye trackers,
thus appearance based eye trackers will not be discussed further.
2.2.1 Feature-Based Eye Trackers
Feature-based eye trackers detect and track either natural of artificially in-
duced features. Natural features include the limbus (the boundary of the
sclera and iris) or pupil. The centres of these features coincide with the
optical axis. Assuming that the angle between the optical and visual axes
remains constant, the feature-based eye trackers can provide the necessary
information for tracking the user’s PoR. Artificially induced features are
reflections of light on the cornea (glints or Purkinje images) created by
illumination with a light source such as infrared light. Examples of com-
mercially available video feature-based eye trackers are shown in Fig. 2.6.
Fig. 2.6(a) is an example of a feature-based video gaze tracker for a laptop
/ desktop computer use designed by Tobii Technology AB. Fig. 2.6(b) is a
head mounted feature-based video eye tracker by SensoMotric Instruments
GmbH.
Feature-based eye trackers can further be sub-categorised into 2D regression-
based or 3D model-based eye trackers. 2D regression-based (interpolation-
based) eye trackers use a mathematical mapping to create a correspondence
between eye features to gaze screen pixel coordinates. This mapping is typ-
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(a) (b)
Figure 2.6 – Feature-based commercial eye trackers. (a) The Tobii PCEye
Go eye tracking device for laptops and desktop computers by
Tobii Technology AB (b) The SMI Eye Tracking Glasses 2.0,
an example of a head mounted eye tracker by SensoMotoric
Instruments GmbH.
ically a parametric equation such as a polynomial. In contrast, 3D model-
based methods compute the gaze direction from the eye features based on
a geometric model of the eye. The PoR is obtained by intersecting the
gaze direction with the point being viewed on the screen. Many of today’s
feature-based eye trackers incorporate components similar to those shown
in the block diagram in Fig. 2.7. Features of the eyes are extracted and
tracked. An o ine calibration procedure is then performed to obtain a
correspondence mapping between the eye features and screen coordinates.
Typically, this process involves presenting a moving dot on the screen where
the user is required to gaze on the dot. Once the calibration procedure is
completed, the obtained mapping can be used for gaze estimation. The
following subsections will focus on explaining the feature-based eye tracker
mechanism flow chart illustrated in Fig. 2.7 in greater detail.
2.2.1.1 Detection of Eye Features
The first step in feature-based eye tracking is the detection and tracking
of naturally occurring and artificially generated features of the eye. The
natural features include the limbus or the pupil. The artificial features
are generated by illuminating the eye with infrared light, inducing corneal
reflections, much like the “red-eye” e ect captured on camera images when
using a bright flash.
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Figure 2.7 – A general flow chart of feature-based eye trackers. Features
of the eye are detected and tracked. A calibration procedure
is then conducted to obtain a mapping correspondence between
extracted features to screen coordinates, where subsequently the
user’s PoR can be estimated using the mapping obtained from
the calibration procedure.
Limbus / Pupil Centre Detection Limbus detection and tracking can
be challenging as partial occlusion of the limbus by the eyelids or eyelashes
often results in poor vertical tracking. In order to overcome the partial
occlusion of limbus tracking Zhu et al. [185] created a subpixel iris tracker
using the edges from the limbus, and by applying an ellipse-specific direct
least-square fitting method by Pilu et al. [118]. However, it is far more
common to see the pupil centre being used for eye tracking as the infrared
light used to generate the artificial corneal reflections also increases the con-
trast between the iris and pupil therefore allowing for easier pupil detection.
Depending on whether the camera optical axis is coaxial to the infrared il-
luminator or not, the pupil will result in either a “bright pupil” or a “dark
pupil” as illustrated in Fig. 2.8(a)-(b) respectively. Through applying ap-
propriate thresholds, the pupil centre can be segmented accurately in both
cases. Ebisawa et al. [42] developed a pupil extraction technique by flashing
two light sources, one in line with the camera axis and one o -axis alternat-
ively e ectively generating both bright and dark pupil images respectively.
Assuming that the eye does not move much during the consecutive frames,
through capturing these features with a video camera and taking a threshol-
ded di erence of the two consecutive frames, it is possible to extract a clearer
pupil to increase tracking accuracy of the eye as illustrated in Fig. 2.8(c)
This method, however, may not work under fast eye rotations i.e., when
there are large changes in the eye position between consecutive frames.
To increase robustness of pupil contour detection against outliers such as
eyelashes and corneal reflections, Ohno et al. [114] suggested a dual ellipse
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(a) (b) (c)
Figure 2.8 – (a) Bright pupil is observed when the incident light ray is on-
axis. (b) Dark pupil is observed when the incident ray is o -
axis. (c) Thresholded di erence of the two images gives a clear
segmentation of the pupil.
fitting mechanism. Initially, the pupil edges are used for ellipse fitting, but
in a second fitting, only the pupil edges that are close to the computed ellipse
edges are used. Overall, outliers are filtered out of the true pupil contour
and thus increase the accuracy of the pupil center position estimation.
Corneal Reflections (Glints) The artificially induced corneal reflec-
tions, also known as Purkinje images (see Fig. 2.9), are distinctive spots
created on the eye’s cornea surface when infrared light is used to illumin-
ate the eye. Typically, four reflections are captured including; P1, reflection
from the outer surface of the cornea also commonly referred to as the “glint”;
P2, reflection from the inner surface of the cornea; P3, reflection from the
outer (anterior) surface of the lens; P4, reflection from the inner (posterior)
surface of the lens. Today, tracking of the pupil and corneal reflections has
become the most common approach in eye tracking. Tracking of these two
types of ocular features enables the user’s PoR estimation as the corneal
reflections remain relatively stable under rotation of the eyeball. The eye
corner has been suggested to be used instead of corneal reflections, since
there would be an added benefit of not having to use infrared lights, how-
ever Sesma et al. [137] found that the corner of the eye moved with rotation
of the eyeball introducing inaccuracies in PoR estimation.
For 2D regression-based eye trackers, the distance vectors between the
pupil centre and corneal reflections are used to estimate the user’s PoR.
For 3D model-based eye trackers, the pupil centre, corneal reflections, the
geometric location of infrared light source(s) and camera location(s) are
used to calculate the cornea centre and subsequently, the optical axis vector
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Figure 2.9 – Purkinje reflections are distinctive bright spots captured on
video when a fixed infrared light source is directed on the eye.
Four reflections are captured including; P1, reflection from the
outer surface of the cornea also commonly referred to as the
“glint”; P2, reflection from the inner surface of the cornea; P3,
reflection from the outer (anterior) surface of the lens; P4, re-
flection from the inner (posterior) surface of the lens.
between the cornea centre and pupil centre to estimate the user’s PoR. In
2D regression-based eye trackers, tracking the corneal reflections enables
di erentiating small head movements from eye rotation, which allows for
measurement of the user’s PoR under some head movement. E ectively, the
artificially generated corneal reflections can be used as points of reference to
distinguish how the eye is rotating. Tracking of both these features enables
estimation and tracking of the user’s optical axis. Thus, if the di erence in
the optical and visual axes is accounted for via a calibration procedure, it
can enable estimation of the user’s PoR.
2.2.1.2 Calibration Procedure
In order to establish correspondence between the ocular features in the eye
plane and stimulus being viewed by the user in the screen plane, a subject-
specific calibration procedure is required to enable estimation of the user’s
PoR. For both 2D regression-based eye trackers and 3D model-based eye
trackers, this is done through calculation of a mapping function as illustrated
in Fig. 2.10. Once the mapping function is obtained, it can be used to map
the ocular feature coordinates from the eye images to the corresponding
gaze pixel coordinates on a computer screen through interpolation. The
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mapping function accounts for subject-specific ocular variations which may
include:
• pupil size
• corneal radius and curvature
• cornea refractive index
• angular o set between the optical and visual axes
• interpupillary distance
• contact lenses or eyeglasses
• long eyelashes or heavy eye make-up
Without performing a subject-specific calibration procedure, the above factors
can reduce the accuracy of the estimated user’s PoR. Depending on the sub-
ject’s ethnicity, sex or age, the above aspects can have a greater influence
in the variation of the PoR accuracy.
The calibration procedure involves displaying a dot at a known set of co-
ordinate points, typically nine points, one by one on the screen and the user
is then required to fixate on them. During this procedure, the di erent ocu-
lar feature vectors V , are recorded with their corresponding fixated known
screen coordinates S, where,
V =
C
x1 x2 . . . xn
y1 y2 . . . yn
D
and S =
C
sx
sy
DT
=
C
sx1 s
x
2 . . . s
x
n
sy1 s
y
2 . . . s
y
n
DT
.
Here n is the number of points displayed on the screen which in this example,
n = 9.
In order to establish correspondence between the ocular feature vectors
and the respective fixated screen coordinates, a set of mapping coe cients
C needs to be solved for in order to provide this correspondence relationship
i.e., the following linear system needs to solved,
S = W TC. (2.2)
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Figure 2.10 – Calibration procedure for an eye tracker involves displaying a
dot at nine regularly spaced coordinates, one at a time on the
screen, where the user is required to fixate on them. During
this procedure, the distinctive eye feature coordinates (pupil
and glint locations) for each nine points are recorded with the
corresponding screen coordinates. A polynomial function can
be used to establish the correspondence relationship between
the eye image and screen plane.
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Here W uses the ocular feature vector of V recorded during the calibration
procedure to give,
W =
SWWWWWU
1 x1 y1 x1y1 x21 y21
1 x2 y2 x2y2 x22 y22
... ... ... ... ... ...
1 x9 y9 x9y9 x29 y29
TXXXXXV , (2.3)
and the mapping coe cients C , is of the form,
C =
C
Cx
Cy
DT
=
C
a1 a2 . . . a6
b1 b2 . . . b6
DT
. (2.4)
Using a linear least square method, we obtain,
C =
1
W TW
2≠1
W TS. (2.5)
The obtained mapping coe cients C, are then used to form two paramet-
ric functions for x and y to create a R2 æ R2 mapping [93] as follows,
E =
C
Ex
Ey
DT
=
C
a1 + a2x+ a3y + a4xy + a5x2 + a6y2
b1 + b2x+ b3y + b4xy + b5x2 + b6y2
DT
. (2.6)
Eq. 2.6 enables estimation of the user’s PoR E, when new incoming eye
feature coordinates (x, y) are placed into this parametric function. In the
following subsections, an overview of the state of the art 2D regression-based
and 3D model-based eye trackers will be discussed.
2.2.1.3 2D Regression-Based Eye Trackers
Many 2D regression-based eye trackers use a single camera and one or more
infrared light sources to track the “Pupil Centre minus Corneal Reflection”
(PCCR) distance vectors of the user’s eye [94, 89, 168]. Although these
methods have some tolerance to head movements, they fail under larger
head movements [93]. For techniques that rely on detecting and tracking
only one natural feature such as the pupil or limbus, the user’s head would
have to be kept in a fixed position or a head mounted optical sensor would
have to be worn to keep track of the head position for PoR estimation. Once
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the coordinates of the pupil centre and corneal reflections are known, the
PCCR distance vectors are then mapped to the computer screen through a
vector transformation obtained via a subject-specific calibration procedure
as previously discussed.
Merchant et al. [89] were one of the first to propose a real time video
based eye tracker. They used a linear mapping to estimate the user’s gaze
where they noticed greater curvature with larger PCCR vectors. They com-
pensated for these using a polynomial regression. Morimoto et al. [94] used
a higher order polynomial function to map the user’s PCCR vectors to the
screen coordinates. Through using a second order parametric function, they
report an accuracy of around 1°.
In order to account for larger head movements, White et al. [168] estim-
ated four calibration mappings for four di erent head locations from a single
static calibration using spatial symmetries. Head positions were located by
using a second light source. By using two light sources as points of reference,
the single static calibration was used to adjust for head movement. Sug-
ioka et al. [150] used an ultrasonic distance meter to adapt for larger head
movements. Distance information from the ultrasonic distance meter was
used to drive a pan-tilt-zoom camera for tracking the gaze direction. They
report an accuracy of 0.7°, but the tracking refresh rate is limited by the
mechanical speed of the pan-tilt-zoom camera. Zhu et al. [186] introduced
a 2D regression based method using two cameras to estimate the 3D head
position. They use the 3D eye position to modify a regression function to
compensate for head movements. Their system, however, requires a stereo
camera calibration procedure and a long training process to form their cal-
ibration mapping. They report an accuracy of 1.5°. Cho et al. [22] used two
wide-view cameras for stereo and a narrow-view camera mounted on a pan
and tilt unit in a 2D regression-based calibration method to achieve a larger
workspace of 100cm◊40cm◊100cm. With a 7-point calibration method,
they achieve an accuracy of 0.8°.
2.2.1.4 3D Model-Based (Geometrical) Eye Trackers
The general approach for model-based eye trackers is to estimate the 3D
centre position of the cornea by assuming a spherical eyeball and cornea
surface. After estimating the 3D location of the centre of the pupil, the
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optical axis vector can be constructed by connecting the 3D location of the
cornea centre with the pupil, as illustrated in Fig. 2.11. Both the optical
and visual axes intersect at the cornea centre, thus making the cornea centre
an important parameter to estimate in a 3D model-based eye tracker. In
order to account for the angular o set between the optical and visual axes
a calibration procedure is carried out. This can be a regression-based calib-
ration where the point of intersection of the optical axis with the screen is
mapped to the true gaze screen coordinates represented by the visual axis.
In reality, the spherical models of the cornea are not suitable for model-
ling the boundary area of the cornea and often lead to greater inaccuracies
when the user moves their eye to the edges and or corners of the monitor
(e.g., glints move onto a non-spherical surface) [114, 159, 140, 50]. This is
perhaps the main shortcoming of 3D model-based eye trackers; the use of a
strong prior model of the eye leads to large performance variation between
di erent subjects. The strong model assumptions can result in gaze estima-
tion inaccuracies when estimating the user’s PoR near the edges or corners
of the display. In this sense, one of the important parameters to these mod-
els is the knowledge of the subject-specific cornea curvature. If the user’s
cornea curvature is known, it is possible to find its centre using only one
camera and two light sources. Otherwise, estimation of the corneal centre
requires at least two cameras and two light sources [140].
One of the advantages of 3D model-based eye trackers is the fact that
they can use the 3D location estimation of the cornea centre as an indicator
for the head location in 3D space to create head pose invariant models. The
downside for many of the 3D model-based eye trackers [114, 159, 140, 50,
92, 55, 8, 142, 113, 102, 103, 45, 90] is that they rely on having accurate
metric information and thus require a camera calibration and a global geo-
metric model of light sources, cameras and monitor position. Thus, they
are consequently inflexible when attempting to change the geometry of light
sources, camera (e.g., zoom) and screen position to particular needs. 3D
model-based eye trackers that do not require camera calibration are the
projective invariant cross-ratio (CR) method by Yoo et al. [180, 178, 179]
and the di erent variants of the CR methods [29, 68, 53, 30, 31] and more
recently, the work by Nakazawa et al. [104] which uses structured light
reflected o  the corneal surface to estimate the user’s gaze under free head
motion. The following part sub-categorises the 3D geometrical model-based
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Figure 2.11 – The general model of the eye used in 3D model-based eye track-
ers. The cornea is modelled as a perfectly spherical surface.
By positioning the camera and light source in known geomet-
rical locations, estimation of the 3D location of the cornea
centre and pupil centre can be obtained. Through connecting
the cornea centre with the pupil centre, the optical axis direc-
tion is obtained. A calibration procedure is used to obtain the
angular o set between the optical and visual axes, allowing
for estimation of the user’s PoR. A regression-based calibra-
tion maps the point of intersection of the optical axis with the
screen to the true gaze screen coordinates.
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eye tracking systems according to the number of cameras or light sources
that each respective system uses.
• Single Camera and or Single Light Source: Ohno et al. [114]
used a constant anthropometric average for the cornea curvature and
refraction index to estimate the optical axis direction. Under a fixed
head position, they use a two-point calibration method to calculate
the angular o set between the optical and visual axes. They report
an accuracy of approximately 1°. Villanueva et al. [159] used a single
camera only to deduce the user’s gaze direction and reported a sim-
ilar accuracy. Shih et al. [140] proved that the use of a single light
source and single camera cannot provide free head movement during
gaze estimation. One downside with using only one camera is that
subject specific eye parameters, such as the cornea curvature, cannot
be estimated. Therefore, anthropometric averages need to be used in
the models leading to larger performance variation between di erent
subjects when compared to stereo camera arrangements.
• Single Camera and Multiple Light Sources: Morimoto et al.
[92] used a single camera and two infrared light sources. Their method
also requires a user specific calibration procedure to increase accuracy.
Using simulations they report an accuracy of about 3°. A similar
approach was taken by Hennessey et al. [55], where the authors use
a single camera and two light sources and a four point calibration
procedure to estimate the user’s gaze under free head motion achieving
an accuracy of 1°. Using a nine-point calibration procedure and one
camera and two light sources, Guestrin et al. [50] reported a similar
accuracy. One of the downsides of systems employing multiple light
sources, such as the systems discussed here, is that they are faced with
the increased chance of one or more of the glints disappearing, thus
introducing errors into the gaze estimation.
• Multiple Cameras and Multiple Light Sources: To allow for
free head motion, a larger field of view is needed. In contrast, in
order to capture high-resolution eye images to provide accurate gaze
estimates, a narrow field of view is desirable. Hence, single camera
systems are faced with the trade-o  problem of head motion workspace
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against high-resolution eye images. Use of multiple cameras o ers
extended flexibility in this sense, albeit with an increased geometrical
complexity and a camera calibration procedure required in the setup.
To enable a larger head motion workspace, Beymer et al. [8] used a
pair of stereo cameras; one wide angle stereo camera is used to detect
the face, from which information is used to steer the second narrow
field of view stereo camera. The narrow field of view stereo pair is able
to take large pupil images which are then used to fit projected model
features from their 3D eye model for feature detection. This method
estimates intrinsic parameters of the eye i.e., radius of cornea, angu-
lar o set of the line of sight, through a calibration procedure. They
reached an accuracy of 0.6°. Ohno et al. [113] utilised three cameras,
a stereo pair wide-angle camera and a narrow angled camera mounted
on a pan-tilt unit to enable eye tracking under free head movement.
Their system uses a two-point calibration procedure to adjust for the
angular o set between the optical and visual axes. They report an
accuracy of approximately 1°, but systems using pan-tilt mechanical
cameras are limited by the speed of the rotation mechanism.
Shih et al. [142] used two cameras and three light sources. With
calibration they accomplished an accuracy of better than 1° but the
head motion workspace is likely to be less than the techniques in
[8, 113]. Nagamatsu et al. [102] introduced a one-point calibration
gaze tracking method using stereo cameras. The one point calibration
is required to correct for the o set between the visual axis and optical
axis. They report an average system accuracy of around 1° with lower
accuracy at the upper regions of the display.
In order to improve on their own work in [102], Nagamatsu et al. [101]
modelled the eye with an aspherical shape through using a surface of
revolution about the optical axis of the eye. They claim to have im-
proved the accuracy but fail to report numerical figures. Eizenman et
al. [45] used a stereo camera and multiple light sources and estimate
the user’s point of regard without the need for a calibration proced-
ure. Through minimising the distance between the intersections of the
visual axis of the left and right eyes with the surface of the display
they are able to estimate the angular o set between the optical and
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visual axes. They reported an accuracy of 1.3° based on simulations.
More recently, Model et al. [90] built on [102] and demonstrated a
similar accuracy through experiments instead of simulations.
Yoo et al. [180] devised the projective invariant CR method that
closely estimates the optical axis using two cameras and five light
sources. Their system uses a wide angle camera to direct a narrow
angle camera mounted on a pan-tilt mechanism. Four light sources
are placed around the corners of the computer screen to project these
corners on the corneal surface. Through assuming a flat cornea and
by considering the invariance property of CRs under perspective pro-
jection, they estimate the user’s gaze. Overall, their method requires
a four-point calibration procedure and they report an accuracy of
around 1°. Later on, Yoo et al. [179] improved their CR method for
improved robustness to head motion by introducing a scaling factor to
compensate for the error introduced by assuming a flat cornea. They
use the same hardware setup as their previous work and achieve an
accuracy of 1° with a four-point calibration procedure. Coutinho et al.
[29] reduced the number of parameters of Yoo’s model and introduces
a displacement vector correction for the optical and visual axes. Their
method works best with a nine-point calibration procedure where they
report an accuracy of 1°. Kang et al. [68] introduced a homography-
based correction on top of the CR method by Coutinho et al. [29] and
showed that via a four-point calibration, they were able to achieve an
accuracy better than 1°. Their system consists of four infrared lights
and two cameras (one wide angle and one narrow angle). Hansen
et al. [53] also used a homography-based glint-normalisation on top
of the CR method. Through using a Gaussian process interpolation
they account for the CR method’s model errors. They recreate the CR
method by Yoo et al. [179] and [29] and demonstrate that their system
has superior robustness to head movements. They use a four-point cal-
ibration procedure and report an accuracy of less than 1°. Coutinho
et al. [30] improved on their work in [29] to increase the work space
by dynamically adjusting the displacement vector by a scale factor
to compensate for head motion. With a nine-point calibration, they
report an 8% accuracy improvement in PoR estimation over a larger
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head motion workspace. More recently, Coutinho et al. [31] improved
on the CR method’s errors by planarising the CR features, thus taking
into account the curved cornea features. They recreate previous CR
techniques [29, 30, 68, 53] and demonstrate that their new setup per-
forms better under a larger head motion workspace. Unfortunately,
they fail to disclose how many calibration points they used in their
system. More recently, Nakazawa et al. [104] used an array of LED
lights to project structured light reflected o  the corneal surface and
a geometric eye model to estimate the user’s gaze under free head
motion. They report an accuracy of approximately 1°.
2.2.2 Calibration Drift and Practical Issues
An additional challenge of an eye tracker is the “Calibration Drift”, which
can arise when the previously obtained subject-specific calibration needs to
be updated after a given period. This drift may be induced by either internal
or external factors. Internal factors may be a change in the individual’s
medical conditions or tiredness. External causes may include the room
lighting conditions or the subject moving away from the original calibration
position [19, 93, 29]. The internal and external factors can alter the ocular
appearance of the same user, for example the pupil size [177]. Dry eyes can
also alter the cornea surface causing the corneal reflections to be less visible.
The drift can only be re-adjusted through re-calibrating the eye tracker.
It has therefore been the case that a calibration procedure is performed
before every session to account for any subject-specific ocular variations and
calibration drift. The e ects of the drift over time on the PoR estimation
accuracy and precision have been documented [59, 112], which will require
a recalibration procedure to adjust the accuracy and precision.
2.2.3 Calibration Free Eye Tracking
The research community’s quest for developing a calibration-free, head move-
ment robust eye tracker has so far been a trade-o  between accuracy, head
movement workspace, camera calibration, number of calibration points, eye
tracking cameras and light sources. This can be understood from the sum-
mary shown in Table. 2.1. All feature based eye trackers (2D regression and
3D model-based) today still require an explicit o ine calibration proced-
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ure, especially if good eye tracking accuracy needs to be obtained. From
a clinical perspective, the procedure can be repetitive and cumbersome as
it requires explicit participation of the surgeon and can disturb the overall
surgical workflow. Although there have been 3D model-based eye tracking
methods that require as little as one-calibration point [102, 90] recent re-
search highlights that the gaze estimation accuracy of these methods are still
head position-dependent [17] and are still prone to calibration drift. Other
calibration free methods have been suggested, which utilise the visual sali-
ency information from images or videos to avoid active human participation
of the user [149, 18, 5]. These techniques use the saliency information of the
visual stimulus to estimate the likely regions which the human gaze would
be attracted to. Through using machine learning techniques a mapping
function or model parameters are incrementally estimated. Unfortunately,
these methods also lack the necessary accuracy reporting 3° or worse.
For eye trackers to become readily usable and common place in the sur-
gical theatre, there is a need to develop an eye tracking system that is
user-friendly, i.e., requires little calibration, robust in performance, accur-
ate, and one which will not have to be recalibrated when used over long
periods of time. To date, there is no eye tracking system that meets all
these requirements. As part of this thesis, we introduce an implicit online
calibration algorithm in Chapter. 7 which updates the calibration procedure
in an ongoing manner to overcome the calibration drift. The implicit nature
of the online calibration algorithm has the added benefit of seamlessly integ-
rating into the surgical workflow, therefore, forgoing the need for the user
to actively engage in an o ine calibration procedure. The last subsection
provides an overview of general and robotic MIS eye tracking applications.
2.3 Surgical Eye Tracking Applications
Eye tracking has been used extensively from behaviour analysis psychology
[15, 34, 47] and cognitive science [74, 172] to usability and ergonomics as-
sessment in aviation [41] and car driving simulators [136]. The widespread
use of computers and the internet has also driven eye tracking to be applied
for studies in web advertising and page layout [39, 116, 106]. In addition, eye
tracking has also gained wide use in human-computer interaction systems
for example as a pointing modality to replace the mouse [64] or for “eye typ-
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Table 2.1 – Summary of 2D regression-based and 3D model-based feature eye
trackers with their respective key characteristics.
Author Type Cameras Lights
Free
Head
Pose
Camera
Calibration
Personal
Calibration
Accuracy
(Degrees) Comments
Morimoto et al. [94] 2D 1 2 No No Yes 1 Pan-tiltmechanism
White et al. [168] 2D 1 2 Yes No Yes 1.5 Ultrasonicdistance meter
Sugioka et al. [150] 2D 1 1 Yes No Yes 0.7 Long trainingprocess
Zhu et al. [186] 2D 2 1 Yes Yes Yes 1.5
Cho et al. [22] 2D 2+1 2 Yes Yes Yes 1 Pan-tiltmechanism
Ohno et al. [114] 3D 1 1 No Yes Yes(2-points) >1
Villanueva et al. [159] 3D 1 0 No Yes Yes(2-points) 1
Morimoto et al. [92] 3D 1 2 Yes Yes Yes 3 SimulationsOnly
Hennessey et al. [55] 3D 1 2 Yes Yes Yes(4-points) 1
Guestrin et al. [50] 3D 1 2 Yes Yes Yes 1
Beymer et al. [8] 3D 2+2 2 Yes Yes Yes 0.6
3D head
position +
Stereo camera
(Narrow FOV)
Ohno et al. [113] 3D 2+1 1 Yes Yes Yes(2-points) 1
3D head
position +
Stereo camera
(Narrow FOV)
Shih et al. [142] 3D 2 2 Yes Yes Yes <1
Nagamatsu et al. [102] 3D 2 2 Yes Yes Yes (1-point) >1
Greater error
near the top of
the screen
Eizenman et al. [45] 3D 2 2 Yes Yes No 1.3 Simulationsonly
Yoo et al. [180] 3D 1+1 5 Yes No Yes(4-points) <2.5
Yoo et al. [179] 3D 1+1 5 Yes No Yes(4-points) 1
Coutinho et al. [29] 3D 1+1 5 Yes No Yes 1
Improved free
head space vs.
[179]
Kang et al. [68] 3D 1+1 4 Yes No Yes(4-points) <1
Improved free
head space vs.
[29]
Hansen et al. [53] 3D 1 4 Yes No Yes(9-points) 1
Improved free
head space vs.
[29]
Coutinho et al. [30] 3D 1+1 5 Yes No Yes(9-points) 1
Improved free
head space vs.
[29]
Coutinho et al. [31] 3D 1+1 5 Yes No Yes <1
Improved free
head space vs.
[30]
Nakagawa et al. [104] 3D 1+1 42+2 Yes No Yes 1 LED ArrayProjection
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ing” [87]. There has also been interest in utilising eye tracking technology
by the computer graphics community in gaze-contingent displays where the
resolution and quality of an image or animation is adjusted according to the
viewer’s eye movements on single user displays to economise on bandwidth
[85]. Since the human visual system can only capture high resolution images
near the fovea boundary, the idea is to save resources that are wasted in
producing high resolution images on the screen outside this visual boundary.
In medicine, eye tracking has been used for medical image understanding
and analysis for training purposes. The knowledge of visual search patterns
of experienced observers has been recognised to be useful for improving the
learning process of trainees, since the search patterns provide an e ective
means to learn how experts assimilate di erent visual clues to reach a con-
fident diagnosis [32, 107, 120]. Eye tracking technology o ers the potential
to overcome key problems in medical image analysis, including errors caused
by overlooking important diagnostic features during observation of images
and the variation of interpretation between di erent observers [73, 108, 127].
Eye tracking has also been widely used to improve the visual perception and
ergonomics during a MIS procedure. Enhanced visual perception and en-
hanced ergonomics are important for the surgeons to supplement their cap-
abilities and to reduce the burden experienced while performing surgery.
The last part of this chapter provides an overview of the legacy eye tracking
surgical applications, as it provides an important aspect in understanding
the research conducted in this thesis.
2.3.1 Visual Perception and Disorientation
One of the fundamental challenges in visual perception in MIS, which is more
apparent in natural orifice transluminal endoscopic surgery (NOTES), is the
spatial disorientation. The Oxford dictionary defines spatial disorientation
as, “The loss of one’s sense of direction, position, or relationship with one’s
surroundings.” Spatial disorientation can be caused by a number of factors
including o -axis instrument manipulation during retroflexion of the flexible
endoscope, missing fixed anatomical references and a limited field-of-view
during navigation [123]. Disorientation is also a common occurrence in avi-
ation and there has been a study involving eye tracking to characterise eye
movement behaviour during disorientation [21]. The authors report that
62
there is an increase in pupil dilation as well as evidence of nystagmus in-
dicated by the number of involuntary saccades during disorientation. They
also noted flight performance degradation during disorientation reflected by
a significant deviation in maintaining airspeed.
In surgery, the behavioural characteristics of eye movements during spa-
tial disorientation are still unknown. Sodergren et al. [144] conducted a
study to understand whether there are common patterns of visual attention
strategies employed by surgeons that are associated with a greater chance
to successfully re-orientate under spatial disorientation during laparoscopic
cholecystectomy. They presented a number of still images to a group of sur-
geons and asked them to interpret the orientation of the presented images.
Through recording the gaze of the subjects, they found that there were
quantifiable visual attention strategies employed by surgeons during lap-
aroscopic cholecystectomy associated with successful re-orientation. They
report that a good re-orientation strategy relies on identifying and focusing
on a central object within the scene and judging position of its surrounding
peripheral objects suggesting integration of both geometric and feature in-
formation in a systematic way. In contrast, the use of inconsistent feature
cues for re-orientation was associated with less e ective performance.
2.3.2 Gaze Contingent Perceptual Docking
The concept of gaze driven “Gaze Contingent” tools within the perceptual
docking paradigm by Yang et al. [176] was introduced to enhance the sur-
geon’s visual perception, instrument, and camera control modality where
the robotic systems are able to acquire operator specific motor and percep-
tual behaviour during a surgical procedure through their gaze behaviour.
Gaze contingent motion stabilisation of tissue during surgery by Mylonas et
al. [99, 97] allow the surgeons to visualise moving organs such as the heart
under a static frame of reference, enabling them to improve decision mak-
ing when performing surgery on moving tissue. The surgeon’s 3D fixation
points are used for dynamic motion compensation targeted to the fixation
point. Visentini-Scarzanella et al. [160] further proposed a technique for
intra-operative 3D reconstruction and tissue motion compensation through
using gaze information. Furthermore, gaze information can be used for path
planning by utilising the gaze-focus to create a suitable ablation path for
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focused energy delivery in mitral valve surgery. Stoyanov et al. [147] intro-
duced a technique to use the 3D gaze fixation path of the operator to plan
an accurate ablation path during surgery. Noonan et al. [109], used 3D
fixation information from the surgeon’s eye gaze to control an articulated
robotic device. Their experimental results show potential value of their sys-
tem, for a gaze contingent articulated robot to provide suction to remove
blood and other fluids during surgery. More recently, Noonan et al. [110]
introduced a gaze contingent controlled laparoscope that provides the op-
erator with su cient distal dexterity to achieve stable o -axis visualisation
in an intuitive, hands-free way that will ultimately allow the operator to
simultaneously control other instruments.
Eye tracking has also been used as a control modality for microbots [76].
A gaze-led controlling method of three microbots was compared against con-
trolling the same microbots with a button pad. Superior task completion
time with the gaze contingent selection method was achieved due to the
improved ergonomics as the operator was able to maintain his hands on the
instrument control device when using the gaze contingent method. Clancy et
al. [24] introduced a gaze contingent autofocus camera system using an eye
tracker and a liquid lens. Their system adjusts the camera focus according
to the user’s gaze position and provides an intuitive interface that removes
the need for an external pedal for camera focus control. Kwok et al. [75]
introduced the concept of Collaborative Gaze Channelling (CGC) where the
gaze information is utilised to improve the e ectiveness of collaborative sur-
gery with multiple surgeons. Through relaying the gaze information, each
operator’s gaze is shared within the same surgical workspace allowing the
surgeons to understand each other’s intention. They demonstrated that the
visual gaze can be an e ective way of communicating during collaborative
tasks for robotic surgery.
Safety boundaries in the form of virtual fixtures (VFs) introduced by
Rosenberg [128] are used for path guidance of a surgical instrument and
obstacle avoidance to prevent the instrument from inadvertently damaging
sensitive tissue. This is particularly useful for robotic systems as the lack
of haptic feedback to the surgeon’s hands can result in accidental damage
of sensitive tissue. Mylonas et al. [100] devised a method to dynamically
introduce virtual fixture safety boundaries through the surgeon’s 3D PoR.
Initially, the eye gaze is used to track the moving tissue. Safety boundaries
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are then dynamically prescribed based on the surgeon’s fixation point intra-
operatively. Since the fixation point conforms to the moving tissue, the
safety boundaries that are centred on the fixation will also be adjusted, thus
removing the need for prior knowledge of the soft-tissue morphology. Such
a technique has the potential to enhance the surgeon’s visuo-motor control
capability whilst reducing the cognitive burden during an operation.
2.4 Conclusions
In this chapter, important background knowledge to understand eye track-
ing technology was described, including details on the anatomy of the eye,
the human visual system, and the characteristics of eye movements. The
dynamic nature of eye movements causes many challenges for robust track-
ing of the human eye and one of the fundamental technical limitations of
present day eye tracking technology lies in the assumption that the gaze
consists solely of the foveal vision i.e., parafoveal vision plays an insigni-
ficant part. This is unfortunately not true and research has shown that
humans are able to direct attention to objects outside of their foveal vision
without moving their eyes.
An overview of eye tracking technology was provided with a particular
focus on non-invasive feature-based eye trackers. Details of the working
mechanism of video-based eye trackers were discussed including how fea-
tures of the eyes are extracted and then mapped onto the computer screen
plane to understand the user’s PoR. The technical challenge in eye feature
extraction and tracking lies in the robustness of the performance during
fast eye rotations, blinking, head motion and during changes of external il-
lumination conditions. Details of the calibration procedure for feature-based
eye trackers were also discussed. Subsequently, the current state-of-the-art
2D regression-based and 3D model-based eye tracking techniques were re-
viewed along with their respective advantages and disadvantages focusing
on the issue of calibration and gaze estimation accuracy. The accuracy of
a calibration-free eye tracking technique will depend on head motion range,
camera calibration, number of calibration points, number of cameras and
light sources. Furthermore, the calibration can deteriorate and drift with
time. To date, there is still no eye tracking method that does not require
an explicit calibration procedure.
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This chapter ends with a review of various eye tracking surgical applica-
tions for enhancing the surgeon’s visual perception and ergonomics whilst
performing a MIS procedure. Through the use of the gaze information, in
the gaze contingent perceptual docking paradigm, there have been a number
of applications that show potential to increase the surgeon’s e ciency and
enhance their capability which in turn can lead to improved patient safety
and surgical outcomes. The remainder of this thesis focuses on how eye
tracking may be applied in the surgical theatre to understand the surgeon’s
perception and improve the ergonomics during MIS. Over the next chapters,
this thesis aims to provide the reader a better understanding of how the sur-
geon’s gaze information may be used to further enhance the MIS experience
and improve performance, workflow and overall ergonomics, which could
ultimately lead to better surgical outcomes.
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3 Eye Tracking Applied to
Endoluminal and Transluminal
Surgery
As discussed in Chapter 2, there has been interest in applying eye tracking in
surgical environments to provide enhanced visualisation techniques as well
as improved ergonomics. In order to develop clinically useful applications,
it is of utmost importance to understand the challenges faced by clinicians
in the operating theatre. During any surgical procedure, considerable time
is spent on navigating to the operative site. Once arriving at the target ana-
tomy, e ort is spent on maintaining an optimal FOV for the operation to
be performed. Therefore, methods that provide good camera visualisation
during navigation and during the surgical operation are important aspects
for the surgeon. Since this thesis aims to investigate the challenges in MIS,
this chapter focuses on understanding the challenges in one of the most com-
mon diagnostic and therapeutic procedures performed today in hospitals,
the endoscopic procedure [125]. The chapter begins with a description of
the endoscopic procedure of both upper and lower parts of the gastrointest-
inal tract, referencing the key anatomical structures. In Section 3.2, the
challenges during endoscopic procedures discussed in previous literature are
reviewed to give the reader an in depth understanding of the di culties
commonly encountered when performing endoscopy. Section 3.3 presents
a number of di erent techniques that have been previously implemented
and applied to alleviate some of these problems. Subsequently, Section 3.4
describes an experiment based case study to help gain qualitative under-
standing of the important characteristics of gaze behaviour during upper
and lower endoscopy. Section 3.5 analyses the results obtained during the
case study, in particular, focusing on the di erences in performance metrics,
characteristic gaze parameters and visual attention strategies with respect
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to key AOIs during the challenging instances of upper and lower endoscopy
procedures. The chapter finishes in Section 3.6 by discussing the research
issues that are to be further investigated in the rest of the thesis.
3.1 Endoscopy Procedure
Endoscopy is a general term to describe the visualisation of the inner lining
of a tubular body structure such as the gastrointestinal tract, usually via a
natural orifice, with an additional ability to carry out interventions. Mainly
visualisation is accomplished by a flexible scope with a controllable tip.
Endoscopes today employ advancements in fibre optics with a light source
and lenses in order to illuminate the FOV. They contain shared internal
channels for passing interchangeable flexible instruments which can be used
for: a) biopsy, b) diathermy, c) incision, d) injection, e) snaring, f) clipping,
g) banding and, h) retrieval. The shared channels can also be used for
insu ation, suction, and irrigation of the lumen in order to create, maintain,
and optimise the FOV. Although visualisation can also be achieved with
rigid scopes (e.g., rigid oesophagoscopy), they are limited to a maximum
range of approximately 25cm from the point of entry.
Endoscopy is most commonly performed in the upper and lower parts
of the gastrointestinal tract. When performed in the upper aspect, it is
called an Oesophagogastroduodenoscopy (OGD) and when performed in the
lower aspect it can be called either flexible sigmoidoscopy (partial colonic
examination) or colonoscopy (complete colonic examination).
With reference to Fig. 3.1, during an OGD procedure, the endoscopist
navigates from the patient’s mouth over the tongue into the oropharynx,
and down to the oesophagus. Gradually, the endoscope is passed down the
oesophagus into the stomach and eventually through the pylorus to examine
the duodenum. Once this is completed, the endoscope is withdrawn back
into the stomach to conduct a thorough examination including retroflexing
the tip (a 180° flexion of the endoscope tip) of the scope (J manoeuvre) to
examine the fundus and gastroesophageal junction. Any additional proced-
ures are performed at this stage including biopsies before the endoscope is
fully withdrawn from the patient.
In the case of a colonoscopy procedure, the endoscopist navigates from the
patient’s anus up the rectum, the sigmoid colon, descending colon, past the
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Figure 3.1 – Illustration of oesophagogastroduodenoscopy (OGD) and the
stomach anatomy.
splenic flexure to go through the transverse, hepatic flexure and the ascend-
ing colon to finally reach the caecum and terminal ileum. The navigational
path and anatomical features are illustrated in Fig. 3.2. Conventionally,
once the endoscopist reaches the caecum, examination of the colon walls
and folds follows during the withdrawal process in order to detect any can-
cerous lesions.
Advances in the management of medical conditions of the gastrointest-
inal tract can be largely attributed to the widespread uptake of endoscopy
and its allied technologies. This chapter focuses on discussing the existing
challenges in endoscopy, highlighting the visual and navigational di culties
which may even be challenging for the experts [82, 133, 170].
3.2 Challenges in Endoscopy
Flexible endoscopes have some unique design limitations that make their use
problematic for novices or trainees. The American Society for Gastrointest-
inal Endoscopy (ASGE) recommends that a minimum of 140 colonoscopies
are performed by a trainee endoscopist before they can be deemed to have
achieved competency [62], whilst the Joint Advisory Group (JAG, UK) re-
quires a minimum of 200 cases [65]. The main challenges in endoscopic pro-
cedures are induced by the visualisation, orientation and perceptual-motor
misalignment factors. These are discussed in more detail in the following
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Figure 3.2 – Illustration of lower endoscopy (colonoscopy) and the human
colon anatomy.
subsections.
3.2.1 Endoscope Visualisation and Orientation
The FOV with a conventional forward viewing endoscopes is 140°. This
results in a significant proportion of the luminal wall not being adequately
visualised [36]. This combined with the poor frequency of recognisable land-
marks, results in frequent revisiting or missing of areas that need to be as-
sessed. More critically, this can result in missed lesion detection, especially
if the lesion is located on the proximal aspect of folds or flexures. Pickhardt
et al. [117] mapped locations of non-rectal neoplasms that were detected
by Computer Tomography (CT) colonography but were missed by colono-
scopy and found that 67% of missed lesions were on the proximal aspects
of haustral folds, rectal valves, flexures and the ileocaecal valve.
In addition, the design of the flexible endoscope with varying shaft sti -
ness makes it a ’floppy’ and dependent device, i.e., it is unable to support
its own weight and is therefore guided by the shape of the colon, resulting
in a large number of shape configurations. Coupled with the fact that the
gastrointestinal tract changes shape, and can be highly mobile and elastic,
particularly around the sigmoid colon and transverse colon as illustrated
in Fig. 3.3, means that the endoscopist is constantly battling to maintain
a satisfactory view and orientation in order to carry out surveillance and
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Figure 3.3 – Illustration of how the sigmoid colon can move and stretch from
(a) the point of entering the anus (b) to insertion into the sig-
moid colon and (c) if pushed further can form a loop.
interventional procedures. Poor visualisation can lead to a loss of one’s
sense of direction, position within the colon, and could therefore lead to
disorientation.
3.2.2 Varying Perceptual-motor Misalignment during
Navigation
Endoscope controls and views are designed to be fixed in alignment; despite
this, there are certain scenarios that result in a paradoxical movement of
the scope in relation to the view which can induce varying perceptual-motor
misalignment. For the trainee this can be disorientating thereby prolonging
the procedure time unnecessarily. There is also potential for increase in
the discomfort that the patient experiences. The two scenarios that result
in paradoxical movement are i) retroflexion (J manoeuvre) and ii) looping.
These will be described further below.
Retroflexion Retroflexion or also referred as, ‘J’ manoeuvre, occurs when
the endoscopist applies a 180° flexion to the tip in either the anteroposterior
axis or the left-right axis. Fig. 3.4 shows the endoscope retroflexed and the
corresponding camera view that it visualises. The illustration is that of
a retroflexed endoscope within the human stomach, but is also performed
during lower endoscopy. Retroflexion of the endoscope tip provides a rear-
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Figure 3.4 – Illustration of a retroflexed endoscope with the respective visu-
alisation.
view of the endoscope which has been reported to provide important visual
information that is not observable by the forward view alone [158]. Varada-
rajulu et al. [158] reports that during their study, 50% of patients with
adenomatous polyps in the rectal vault were identified only by retroflexion
during screening.
The consequences of performing a retroflexion is the mirroring in the
movement of the scope tip to the controls. Despite this being an intentional
manoeuvre (in the majority of occasions), perceptually the novice finds this
phenomenon disorientating, and processing initially requires an adaptation
period. Therefore, the ability to successfully retroflex the endoscope tip is a
necessary skill for trainees to acquire during their endoscopic training [62].
Looping “Looping” is when the shaft of the flexible scope forms a loop
configuration that results in paradoxical movement at the tip of the scope
– thus when the endoscopist advances the instrument, the scope tip can
move backwards and in an unintended direction [170]. This movement is
not intended by the endoscopist and there is considerable literature [82,
133, 134, 138, 170] that states the frequent occurrence of looping as one
of the largest factors that makes endoscopy challenging. When progressing
to a loop formation, the long endoscope structure can also become twisted
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along the length of the colon, due to the flexible tube structure, making
the orientation of the camera visualisation to become misaligned from the
endoscope controls. Any subsequent movement of the endoscope tip at this
point can alter this mapping due the dependent and flexible nature of the
endoscope, giving rise to a varying perceptual misalignment between the ex-
pected camera movement and actual resultant camera movement when the
operator controls the endoscope tip from the proximal end of the endoscope.
This results in a varying perceptual-motor misalignment. Looping can be
one of the main causes of incomplete colonoscopic examinations, i.e., fail-
ure to reach the caecum (refer to Fig. 3.2 for the colon anatomy), because
when too much of the endoscope is left in the loop, the length of the endo-
scope becomes insu cient to reach the caecum. Saunders et al. [133] points
out that when persistent looping occurs, the type of looping and location
cannot be accurately assessed even for experienced endoscopists. Looping
can occur due to patient-specific anatomical constraints including fixed (low
elasticity) sigmoid colon [133] therefore making it hard to pass through the
double bend of the sigmoid colon. In particular, the female pelvis anatomy
is deeper than the male one, and furthermore, women tend to have longer
colons (especially the transverse colon section) [131, 134]. These anatomical
di erences can cause the transverse colon to reach deep into the pelvis cre-
ating sharper colonic bends. Overall, this increases the di culty in passing
the endoscope, inducing loop formation and can result in greater discomfort
during the procedure [61]. It has been widely reported that a colonoscopy
can be more challenging in women [23, 61, 134, 6, 148]. Andersen et al. [6]
reports that the following patient factors contribute to a more challenging
endoscopy; a) older age b) a low body mass index (less than 25) c) history
of constipation or reported laxative use. All of these factors contribute to
more frequent loop formation which can make navigating inside the colon
harder.
The U.S. Multisociety Task Force on Colorectal Cancer has set a tar-
get of 90% for caecal intubation, and encourages a 95% completion rate
for screening circumstances [125]. Previous literature discussing comple-
tion rates from gastroenterologists at U.S. academic centres range from
88.0-97.2% with community gastroenterologists completion rates at similar
levels of 83.6-97.0%. However, in a real-life study conducted by Cotton et
al. [28], it is reported that of 69 participating endoscopists in seven major
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U.S. centres, only 55% achieved a caecal intubation rate greater than 90%,
with 9% actually achieving intubation rates of less than 80%. Furthermore,
a study from the UK [11] reports gastroenterologists achieving caecal in-
tubation rates of only 76.9% of the procedures. This figure becomes even
lower at 56.9% when deducting the cases which didn’t provide well docu-
mented evidence such as photographic evidence of reaching the ileocaecal
valve (caecum). They report that reasons for failing to reach the caecum
included patient discomfort (34.7%), looping (29.7%) and poor bowel pre-
paration (19.6%). Shah et al. [138] found that looping occurred in 91% of
the colonoscopic procedures in their study. A more recent study by Gavin
et al. [49] reports an improved caecal intubation rate of 95.8% in the UK.
Nevertheless, it is clear that looping during colonoscopy can be problematic
for the endoscopist.
In order to develop a better understanding of looping, the following section
describes the di erent types of loops that can occur in the colon. There
have been reported a number of typical and atypical loop configurations
and locations. These include:
1. Sigmoid spiral “N” loop (Fig. 3.5(a)) at the proximal descending colon.
2. Sigmoid alpha loop (Fig. 3.5(b)) at the splenic flexure.
3. Sigmoid reverse alpha loop (Fig. 3.5(c)) at the mid-sigmoid colon.
4. Sigmoid counter-clockwise spiral loop (Fig. 3.5(d)) at the distal sig-
moid colon.
5. Transverse deep loop (Fig. 3.5(e)) at the start of the mid-transverse
colon.
6. Transverse deep gamma loop (Fig. 3.5(f)) beyond the mid-transverse
colon.
Shah et al. [138] reports that loops (1 & 5) are typical, whilst loops
(2, 3, 4 & 6) are atypical. In order to navigate the instrument tip safely
and comfortably for the patient and thereby achieve caecal intubation, it
is critical to straighten out loops as they form. Thus, it becomes a critical
skill for endoscopists to be able to detect loop formation and avoid forceful
pushing. Overall, this can help reduce complications, such as perforation
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Figure 3.5 – Illustrations of the di erent sigmoid and transverse loops that
occur during colonoscopy. (a) sigmoid spiral “N” loop (b) sig-
moid alpha loop (c) sigmoid reverse alpha loop (d) sigmoid
counter-clockwise spiral loop (e) transverse deep loop (f) trans-
verse deep gamma loop.
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of the colon. In the inevitable circumstances that a loop forms, the endo-
scopist needs to pull the endoscope backwards while applying a torque to
the endoscope. Alternatively, endoscopists may ask the patient to change
their body position and apply abdominal support from external hand pres-
sure. This can often straighten the endoscope and allow the scope to move
forward [167]. Shah et al. [138] report that although loops occur in men
and women equally, atypical loops which can take longer to straighten out,
occurred more frequently in women.
3.3 Endoscopy Technological Advancements
The technical challenges faced by endoscopists are a mixture of visualisation,
orientation and perceptual-motor misalignment factors which are caused by
physical limitations of the endoscope. These design limitations of the con-
ventional endoscope and challenges related to the instrument interaction
with the body are further magnified in advanced and hybrid techniques such
as NOTES and endoscopic submucosal dissection (ESD). NOTES surgery
requires the surgeon/endoscopist to navigate and manipulate the flexible
scope outside the lumen of the gastrointestinal tract [84]. Without the con-
straints of the lumen wall to guide the scope, intraperitoneal navigation is
extremely limited. In ESD, an electrocautery knife is used to resect the
lesion in one piece, aiming to reduce the risk of recurrence and to allow a
more accurate histopathological assessment. ESD requires the endoscopist
to have dexterous control of the endoscope tip in order to excise early can-
cers with high precision and can be di cult to perform during a colonoscopy
[151]. The balance of securing clear margins around the lesion versus per-
forating the viscus, makes this procedure time consuming and technically
challenging. In order to overcome these problems various strategies have
been employed, with many others still under research and development.
3.3.1 Retroscopes
The “Third Eye” retroscope system [156] is shown in Fig. 3.6(a) has been
developed to providing a continuous retrograde view to existing forward-
viewing endoscopes. The retroscope is passed down the working channel
and bends 180° after the tip is outside the endoscope. Fig. 3.6(b) illustrates
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(a) (b)
(c)
Figure 3.6 – Third Eye retroscope by Avantis Medical Systems, Inc. (a) im-
age of the Third Eye retroscope, (b) illustrates how the Third
Eye retroscope can easily detect lesions behind folds, (c) illus-
trates the endoscopist’s view of the forward camera view on the
left and the Third Eye retroscope view on the right.
how the Third Eye can help detect lesions behind folds. The instrument
provides an additional visualisation to the forward conventional endoscope
view and the endoscopist can visualise the front and rear-view simultan-
eously as shown in Fig. 3.6(c). This disposable endoscope can however add
costs to the overall procedure and is likely to extend the length of endo-
scopy procedures as in circumstances that biopsies and polypectomies need
to be taken, the retrograde scope needs to be withdrawn from the working
channel [155]. A clinical study has reported improved adenoma detection
rates [36] however, the clinical uptake of the Third Eye retroscope has yet
to take o  [181].
3.3.2 Narrow Band Imaging and Confocal Optical
Microscopy
Narrow band imaging is recognised as a technique for improving the visual-
isation and therefore characterisation of lesions by the use an electronically
activated filter for specific green and blue wavelengths of light [83]. Con-
focal microscopy is a probe based imaging technique used to increase optical
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(a) (b)
Figure 3.7 – Scope Guide system by Olympus Corp. (a) shows the endoscope
stack and how the overall endoscope shape can be visualised, (b)
the magnetic field emitter and tracker enables the endoscopist
to visualise the endoscope shape without having to use harmful
radiation such as in fluroscopy.
resolution and contrast of a micrograph by using fluorescence point illumin-
ation and a spatial pinhole to eliminate out-of-focus light in specimens. It
requires the use of a fluorescent tracer (e.g., fluorescein) and is still under
research [88, 83, 48]. Studies have so far failed to show that such techniques
are clinically superior to standard definition white light endoscopy [181].
3.3.3 Scope Guide - External Endoscope Shape Visualisation
In order to help with loop detection and resolution during colonoscopy, a
magnetic endoscope position detection system has been developed by Olym-
pus Corp. This system shown in Fig. 3.7, is able to provide a real-time shape
overview of the colonoscope position and configuration within the patient’s
colon. This method is preferable than fluroscopy, as there is no radiation
exposure. However, the system is costly at $100,000.
3.3.4 Overtubes and Variable Sti ness Endoscopes
The Shapelock developed by USGI Medical USA is a metal overtube that
is flexible when initially inserted into the gastrointestinal tract but its sti -
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ness can be adjusted to become rigid when desired. The product is used
to enable passage of a colonoscope in a tortuous sigmoid colon through the
rigid overtube without encountering sigmoid looping [170, 54]. The Endo-
Ease Vista developed by Spirus Medical, West Bridgewater USA is another
spiral overtube where it has been reported that using the overtube resulted
in an increase in caecal intubation in patients whom standard colonoscopy
has failed due to a redundant colon [135]. Olympus has developed variable
sti ness colonoscopes to improve colonoscope navigation. The idea is that a
sti er colonoscope shaft can help reduce recurrent looping but at the same
time can make passage through an angulated sigmoid colon more di cult
causing further stretching and pain. Thus, by having an endoscope that can
vary its sti ness as needed, it can potentially improve colonoscopic navig-
ation [12]. Furthermore, in order to accommodate for the idiosyncrasies of
the female colon, Olympus has also designed variable sti ness colonoscopes
that tapers from the adult diameter to the paediatric diameter of 11.0mm
at 25cm. This device uses the features of both the adult colonoscope and
the thinner paediatric colonoscope to improve colonoscopy in female colons
[170]. However, clinical use of the product has found conflicting reports in
clinical trials with the overtube colonoscope [20].
3.3.5 Robotic Endoscopes
There are a number of robotic endoscope platforms in development [162].
The NeoGuide [43] endoscope (acquired by Intuitive Surgical Inc. in 2009)
consists of multiple articulated computer controlled segments along its length.
Through the use of a sensor placed at the anus, the computer constructs a
three-dimensional path map of the endoscope and uses this to make each
segment of the endoscope follow the path traversed by the endoscope tip
in a ‘follow the leader’ manner. Choset et al. [115] introduced a highly
articulated robotic probe to provide a flexible assess route for epicardial
surgery. The articulated section of their instrument comprises of two con-
centric tubes made of 50 links serially connected via spherical joints, where
the instrument motion also achieves a ’follow the leader’ technique. Yang
et al. [139] pioneered a snake-like articulated hyper-redundant robot com-
prising of modular joint units. In their robotic system, each joint can be
independently actuated o ering the potential for greater instrument artic-
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ulation. These systems o er the advantages of a self-supporting endoscope
with a motorised tip for accurate navigation and improved stability. Such
robotic endoscope platforms can be useful for more technical MIS procedures
such as ESD and NOTES, on which the medical community is conducting
a lot of research aiming to achieve better patient outcomes.
3.4 Case Study: Characteristics of Gaze
Behaviour during Upper and Lower
Endoscopic Navigation
Orientation, perception and visual identification of anatomical reference
points are key elements of endoscopy. Disorientation may result in increased
procedural errors and major complications. This is particularly true given
the visually-driven constructs used in modern interventional endoscopy, such
as natural orifice transluminal access methods which rely on a camera image
relaying positional information back to the endoscopist.
To understand orientation, disorientation, and how this relates to an en-
doscopist’s experience and skill, quantification is needed. Given that the
visual system is responsible for the overwhelming majority of sensory input
during endoscopy, a quantification of visual behaviour is likely to hold the
key to understanding disorientation and other factors related to perception.
Through using eye tracking technology, we aim to gain a preliminary under-
standing of important characteristics of gaze behaviour (eye movements and
regions of attention) during upper and lower endoscopic procedures. Fur-
thermore, characteristic di erences in gaze behaviour of expert endoscopists
between upper and lower endoscopies are investigated. Attention to specific
anatomical and spatial reference points during an endoscopy procedure are
also delineated.
Today’s eye tracking devices, such as those discussed in Chapter 2 (Fig.
2.6(b)) can be worn unobtrusively, much like regular glasses. The tracked
PoR data can be combined with image data from a forward-facing camera
to determine the subject’s areas of interest, deriving attention-related data
such as gaze behaviour, or structures of interest.
Endoscopy is a skill which requires a significant period of training in
order achieve competence [62]. The learning curve for acquiring basic com-
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petency to perform a colonoscopy is approximately 200 procedures [163].
The acquisition of advanced interventional skills, such as ESD, is even more
challenging.
Shortening of learning curves for skill acquisition have been demonstrated
in laparoscopic surgery by the use of gaze training [169], a form of training
to learn where to look, during the acquisition of laparoscopic technical skills.
Laparoscopic surgery, similarly to endoscopy, is a skill which requires the
practitioner to overcome perceptual-motor challenges associated with disor-
ientation and navigation. As discussed in Chapter 2, eye tracking has been
applied to the fields of usability and ergonomics where gaze analysis can
help understand characteristics of specific perceptual features that result in
making a procedure di cult.
3.4.1 Experimental Setup
In order to gain an understanding of the gaze behaviour and character-
istics in the endoscopy suite, a pilot-study in a prospective, single-centre,
observational, cohort study design was ethically approved by the local re-
search ethics committee, reference 13/LO/0119. It was conducted at the
Endoscopy unit in St Mary’s Hospital, London, UK. OGDs, colonoscopies
and sigmoidoscopies were sought. A senior consultant endoscopist with a
minimum experience of 5,000 endoscopy procedures who was comfortable
wearing eye tracking glasses whilst performing a procedure was enrolled.
Two patients undergoing both upper and lower endoscopic procedures par-
ticipated.
3.4.2 Experimental Protocols
Informed consent was obtained from the patients and the endoscopist with
dedicated information leaflets provided. Anonymised demographic data
about the procedure, patient and endoscopist was recorded and stored in
accordance with data protection requirements. Details that were recorded
included: task di culty, experience, subject ID, procedure, interventions.
SensoMotoric Instruments (SMI) eye tracking glasses were used. The
glasses have a spatial accuracy of 0.1° visual angle and 0.5° precision. It re-
cords at 30Hz, has a high definition scene camera recording the environment
and two infrared cameras for binocular tracking. Data were collected onto
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a personal digital assistant (PDA) attached by a belt clip to the endoscop-
ist. The data were then downloaded and analysed on proprietary software
(BeGaze, SensoMotoric Instruments, Berlin, Germany).
Eye tracking glasses were worn by the endoscopist before the procedure
commenced and a one point calibration was carried out. Data were recorded
throughout the endoscopy, from intubation until extubation, and procedural
feedback about task di culty was acquired from the endoscopist.
The surgeon was asked to rate the subjective di culty of each respective
upper and lower endoscopic procedure through the use of a National Aero-
nautical Space Agency - Task Load Index (NASA-TLX) questionnaire, a
validated subjective questionnaire comprising of six variably weighted para-
meters that contribute to task workload [182]. The questionnaire is scored
out of 100, and a higher score indicates a more challenging procedure. Basic
patient demographic data were recorded, including age, gender, and com-
plications. Video sequence of the surgeon’s point of view of the procedure
and the gaze data were recorded intra-operatively by the eye tracking device.
3.5 Results
In the result analysis, particular attention is paid first to discuss the gaze
parameters during the whole procedure. Gaze parameters to be analysed
include the surgeon’s fixation duration and pupil diameter. Previous literat-
ure reports longer fixation duration [66, 67, 44] and pupil dilation [2, 7, 119]
during challenging mental and cognitive tasks. The analysis discusses any
di erences between these gaze parameters during upper and lower endo-
scopy.
In order to associate the surgeon’s PoR information with semantically
meaningful context during the endoscope procedures, ten key AOI were
identified, and each PoR on a frame-by-frame basis was assigned to one of
the ten AOI whilst observing the video sequence. The ten AOI are later
described in greater detail. The AOI PoR analysis along with the per-
centage dwell time on the ten AOI has potential to highlight the surgeon’s
visual search behaviour characteristics. Furthermore, metrics such as intub-
ation time and the subjective di culty of each procedure obtained from the
NASA-TLX questionnaire are also discussed. This o ers a way to highlight
any di erences in the di culty in performing upper versus lower endoscopic
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procedures.
Video and gaze data during challenging episodes of upper and lower en-
doscopy were subsequently segmented and analysed, including; i) sections
with poor camera visualisation, ii) retroflexion of the endoscope, and iii)
situations where the endoscope has formed a loop. Observation of such
video sequences enables qualitative visualisation to help understand the
challenges of the endoscopist in the endoscopy suite. The segmented three
challenging episodes are shown in Fig. 3.8-Fig. 3.12. Along with these video
sequences, the surgeon’s gaze parameters during the three challenging epis-
odes are compared to their overall averaged gaze parameters during each
respective procedure. If we assume that the procedure average’s values
of these gaze parameters represent the control case, then comparison with
the gaze parameters during the challenging episodes may provide insight to
characteristic gaze parameters during the challenging episodes.
AOI Definitions Of the ten AOI, six were related to visualisation of ob-
jects inside the endoscopy suite; the patient, the nurse, instrumentation (for
polypectomies), exterior view of the endoscope, the patient alarm monitor,
and the Scope Guide monitor. The remaining four AOI were related to the
endoscope camera visualisation and these include the gastrointestinal tract
wall, the lumen, folds along the gastrointestinal tract, and the endoscope
instrument visible from the endoscope camera view during a retroflexed
position.
3.5.1 Gaze Comparison during Upper and Lower Endoscopy
The diagnostic/therapeutic procedures are divided into upper and lower en-
doscopy. In order to understand the nature of both procedures, the gaze
parameters and performance metrics are analysed. The gaze parameters,
including the fixation duration and pupil diameter measured over the whole
experiment are summarised in Table. 3.1. The average fixation duration is
slightly longer and the pupil diameter slightly smaller during colonoscopy
when compared against OGD procedures. Given that the surgeon found
colonoscopy to be more challenging than OGD procedures, as indicated by
the higher NASA-TLX scores (36.5 vs 18.5 as shown in Table. 3.3), longer
fixation durations, an indicator for greater cognitive focus during colono-
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Table 3.1 – Gaze parameters of the surgeon averaged across the whole pro-
cedure.
Average Fixation
Duration (ms)
Average Pupil
Diameter (mm)
Patient Number OGD Colonoscopy OGD Colonoscopy
1 300.8 322.2 4.3 3.5
2 291.5 314.0 3.2 3.0
Average 296.1 318.1 3.7 3.2
scopy versus OGD (318.1ms vs 296.1ms) is consistent with the NASA-TLX
scores. The smaller pupil diameter, which is an indicator of less cognit-
ive demand during colonoscopy versus OGD (3.2mm vs 3.7mm), however
contradicts the NASA-TLX scores. The inconsistency may be caused by
the lighting condition, as the di erent lighting conditions during upper and
lower endoscopic procedures could not be fully controlled for. Bright light
causes the pupil to contract and become smaller. During colonoscopy, the
surgeon uses a Scope Guide, fixating 9.5% of the time at the Scope Guide
screen to help navigate the endoscope, as illustrated in Table. 3.2. Since the
Scope Guide monitor is very bright (see Fig. 3.11), the pupil size would be
biased towards becoming smaller than it would originally had if the scope
guide was not used during the procedure.
When studying Table. 3.2, which summarises the percentage of fixation
time on each AOI by the surgeon, it is clear that the surgeon fixated a
greater proportion of time on the endoscope controls (Endoscope outside)
during colonoscopy (4.69% vs 0.26%). This was to adjust or straighten
the endoscope during looping, which was not necessary during an OGD
procedure. An additional di erence is the fixating on the Scope Guide
monitor. However, this would not be a fair comparison, since during OGD
procedures, the surgeon did not have the Scope Guide turned on. OGD
procedures are considered easier and a Scope Guide is not usually used.
Another observable di erence is the greater proportion of time spent on
fixating at folds during colonoscopy vs OGD procedures (10.37% vs 1.05%).
This is likely due to the anatomical di erences as there are more folds in
the lower gastrointestinal tract.
When studying the intubation time (see Table. 3.3), colonoscopy pro-
cedures lasted a lot longer than OGD procedures (909s vs 266s) which is
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Table 3.3 – Intubation time and NASA-TLX score of the surgeon during the
upper and lower endoscopic procedures.
Intubation Time (s) NASA-TLX Score
Patient Number OGD Colonoscopy OGD Colonoscopy
1 280 973 22.0 30.7
2 252 846 15.0 42.3
Average 266 909 18.5 36.5
partially caused by the longer anatomical pathway, but also may indicate
the comparatively more challenging nature of lower endoscopic procedures
against upper endoscopic procedures.
One thing which should be noted here is that with such a small surgeon
and patient sample size, these preliminary statistical comparison results
should be interpreted with caution and used more as a way to qualitatively
understand how the gaze parameters may change during upper and lower
endoscopic procedures.
3.5.2 Poor Camera Visualisation
There were several episodes with poor camera visualisation, many of which
can be caused by the combination of a small FOV, poor patient bowel
preparation, and water injected during endoscope intubation. The video se-
quence in Fig. 3.8 with the respective magnified camera screen frames shown
in Fig. 3.9 illustrates a typical example sequence of poor camera visualisa-
tion that can occur during a colonoscopy procedure. This video sequence
lasted for 45 seconds and was partially caused by the endoscopist being
looped in the colon. In fact, it was noticeable that the camera visualisation
can become prohibitively worse during looping from observing additional
procedures, as the camera visualisation at the endoscope tip moved in an
unpredictable manner. During poor visualisation, the surgeon’s gaze beha-
viour was frequently relying on the Scope Guide endoscope shape tracker
to reorientate the endoscope and to grasp a better sense of the location of
the endoscope within the patient. This may be due to the poor camera
visualisation failing to provide any useful visual feedback to the surgeon.
The close up view of the camera visualisation monitor in Fig. 3.9 illus-
trates the challenges of endoscopy. Injected water for bowel cleansing can
cause the camera visualisation to have multiple colour reflections. Further-
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more, even when the visualisation is clear, the small FOV makes it di cult
to fully visualise the gastric wall immediately surrounding the endoscope
tip without moving the endoscope tip up, down, left and right. Therefore it
seemed that during intubation, navigating to the caecum was challenging.
During extubation, e ort is needed in order to detect lesions, especially
those hidden behind gastrointestinal folds and bends. Overall, a high de-
gree of dexterity and spatial awareness is required by the surgeons during
the procedure.
3.5.3 Retroflexion
Earlier it was noted that retroflexion of the endoscope can be a challenging
control technique, particularly for novice endoscopists. Since the recruited
endoscopist for this pilot study was a consultant and thus very experienced,
it is likely to di er to gaze behaviour or gaze parameters obtained from
novices. However, in order to obtain a better understanding of the retroflex-
ion process, it is useful to visualise the video sequence of then a retroflexion
of the endoscope is performed. The video sequence shown in Fig. 3.10 is
that of a retroflexion by the recruited endoscopist during an upper endo-
scopic procedure. The black tube-like endoscope can be observed within the
endoscope camera monitor view. During the 10 second video sequence, the
endoscopist flexes the scope by 180° to examine the fundus and gastroeso-
phageal junction. From observing the video, the endoscopist performs this
part of the procedure with little di culty.
During both the upper and lower endoscopic procedures, the gaze para-
meters of the endoscopist during retroflexion were extracted and analysed.
The data summary is observed in Table. 3.4. The surgeon did not perform
any retroflexion manoeuvre during the lower endoscopy. When comparing
the average fixation duration during OGD retroflexion to the average fixa-
tion duration during the whole OGD procedure (see Table. 3.1), (336.6ms
vs 296.1ms), the fixation duration during retroflexion is higher. In addition,
the average pupil diameter was also larger during retroflexion comparatively
to the average pupil diameter during the whole OGD procedure (4.0mm vs
3.7mm). This result might be due to higher cognitive demand required for
retroflexion manoeuvres. Although the surgeon was very experienced, ret-
roflexion might be cognitively more demanding when compared to the rest
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Figure
3.10
–
V
iewing
from
top
left
to
bottom
right,this
video
sequence
shows
an
exam
ple
visualisation
ofthe
endoscope
ret-
roflexed
during
an
upper
endoscopic
procedure.
The
video
sequence
consists
of
exam
ination
of
the
fundus
and
gastroesophagealjunction.
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Table 3.4 – Gaze parameters of the surgeon during retroflexion in upper en-
doscopic procedures.
Patient
Number
Average
Fixation
Duration (ms)
Average Pupil
Diameter
(mm)
1 293.3 4.2
2 380.0 3.8
Average 336.6 4.0
of the procedure.
3.5.4 Looping
Looping only occurred in the lower gastrointestinal tract and occurred
in both patients. No looping was observed during the OGD procedures,
presumably because the human gastric passage is linear and the upper
gastrointestinal tract more fixed than the lower gastrointestinal tract. An
example of a looping episode is illustrated in Fig. 3.11 and Fig. 3.12 which
lasts 35 seconds and 40 seconds respectively. Referring to Fig. 3.11, in the
looped episode video sequence the camera visualisation is poor and the en-
doscopist frequently gazes between the Scope Guide monitor and the camera
visualisation screen. As the endoscopist struggles to understand the spa-
tial location of the colonoscope tip, the endoscopist then asks the nurse
for a magnetic tracker and places this on the patient’s abdomen to isolate
the colonoscope tip. The position of the tracker shows up on the Scope
Guide monitor and helps to localise the colonoscope tip within the patient’s
gastrointestinal tract. Even still, the endoscopist continues to struggle to
overcome the loop, and thus repeatedly manoeuvres the endoscope whilst
cross referencing between the Scope Guide and endoscope camera visualisa-
tion as illustrated in Fig. 3.12. The endoscopist then adjusts the sti ness
of the endoscope to help overcome the looping, as can be seen in Fig. 3.12
where there are fixations on the endoscope controls. The combined know-
ledge and endoscope adjustments allows the endoscopist to finally overcome
the loop after one minute and fifteen seconds.
Looping can cause significant challenges even for consultant surgeons, and
therefore study of the gaze parameters during such episodes are interesting.
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Figure
3.11
–
V
iewing
from
top
leftto
bottom
right,thisvideo
sequence
illustrateslooping
ofthe
endoscope
in
the
patient’slower
gastrointestinaltract.D
uring
looping,cam
era
visualisation
ispoorand
theendoscopistfrequently
gazesbetween
the
Scope
G
uide
m
onitorand
the
cam
era
visualisation
screen.The
endoscopistusesa
m
agnetic
trackerand
placesthis
on
the
patient’s
abdom
en
to
isolate
the
colonoscope
tip.
The
position
ofthe
tracker
shows
up
on
the
Scope
G
uide
m
onitorwhich
can
help
the
endoscopistunderstand
where
the
endoscope
tip
iswithin
the
patient’sgastrointestinal
tract.
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Table 3.5 – Gaze parameters of the surgeon during looping in lower endo-
scopic procedures.
Patient
Number
Average
Fixation
Duration (ms)
Average Pupil
Diameter (mm)
1 353.8 3.3
2 372.7 2.9
Average 363.2 3.1
Table. 3.5 summarises the gaze parameters extracted upon looping episodes
during colonoscopy. Comparatively to the average gaze parameters during
the whole colonoscopy procedure, the average fixation duration was slightly
longer during the looping episode (363.2ms vs 318.1ms). For the pupil
diameter, there was little di erence between the loop episode parameter
value versus the averaged value of the whole procedure (3.1mm vs 3.2mm),
but this might be due to the endoscopist fixating more onto the Scope
Guide bright monitor screen more frequently, cancelling out any dilation
e ects caused by increased cognitive load that might have been reflected in
the pupil dilation otherwise.
3.6 Conclusions
This chapter focussed on investigating the challenges faced by surgeons in
the operating theatre, specifically in the areas of perception, navigation
and ergonomics. Particular attention was paid towards understanding the
challenges faced by endoscopists. However, given the surgical community’s
interest towards less invasive methods for patients, overcoming the men-
tioned challenges are important for any surgical procedure. Significant re-
search has already been conducted for the development of natural orifice
access surgical instruments such as articulated multiple joint robotic sys-
tems to perform MIS via a single port or natural orifices where a review
of such systems can be found in [162]. Gaze tracking provides a way to
understand the surgeon’s visual behaviour and ergonomics, and from the
study in this chapter, it was noted that endoscope camera visualisation can
become challenging at times, particularly when having to orientate the en-
doscope during looped circumstances. The results from the study highlight
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the potential usefulness in the surgeon’s gaze behaviour information to un-
derstand the di culty of a particular surgical procedure, as the fixation
duration and surgeon’s fixation on particular AOI can provide cues to their
cognitive state. Without additional guidance during navigation by external
endoscope shape sensing devices such as the Scope Guide, the poor visu-
alisation can hinder intubation progress during endoscopy. Furthermore,
during looping, when perceptual-motor misalignment may occur, where the
visual axis of the camera is no longer aligned to the surgeon’s motor con-
trol of the endoscope, can pose challenges to the surgeon where de-looping
becomes more of an ad-hoc trial and error of di erent manoeuvres such as
twisting the scope, tightening the sti ness, applying abdominal pressure to
the patient stomach and asking the patient to change their body position.
In the subsequent chapters, the following key research issues are further
investigated:
• Improved surgical visualisation with larger FOV imagery
• The varying perceptual-motor misalignment during endoscopic navig-
ation
• Improving the ergonomics in an already crowded surgical theatre en-
vironment with multiple devices and systems
The next chapter focuses on improving the camera visualisation by creating
a larger FOV image visualisation technique that also encodes the camera
trajectory information. A comprehensive user study is carried out to assess
the clinical e cacy of this new technique.
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4 Usability Study of Dynamic
View Expansion for Surgical
Visualisation
As discussed in Chapter 3, poor camera visualisation poses challenges dur-
ing endoscopic navigation, potentially causing the endoscopist to become
disorientated during navigation. Poor camera visualisation and disorient-
ation causes problems in newer surgical techniques such as Single Incision
Laparoscopic Surgery (SILS) and NOTES [123], which can hinder safe nav-
igation in-vivo. Disorientation during endoscopy is induced by a number of
factors including looping in the gastrointestinal tract and retroflexion, caus-
ing di culty in interpreting anatomical references. These challenges were
discussed in Chapter 3 and it was highlighted that a high degree of dex-
terity and spatial awareness is required by the surgeon since the endoscope
provides only a limited FOV.
DVE is a panoramic image where a visualisation is progressively stitched
using sequential images from the video feed to create an e ectively enlarged
FOV [96, 164]. Similar mosaicing techniques have been used to provide a lar-
ger FOV in order to navigate during surgery [81]. However, when observing
an expanded FOV, it is not trivial to determine the motion trajectory of
the endoscope. While most DVE techniques manage to achieve visually
pleasing and artifact-free results, the challenge of distinguishing the current
endoscope view from expanded still remains. A new DVE technique was
introduced by Totz et al. [154], which not only increased the camera visu-
alisation FOV, but also provide grey-scale visual cues to encode the camera
motion trajectory. The grey-visual cues encode the motion trajectory by
slowly fading the colour to grey-scale along its path aiming to facilitate
the temporal evaluation of the scene. This provides a reference for changes
in camera position and orientation so as to help the operator understand
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how the camera has moved over the past few seconds. This fade-to-grey
DVE method aims to combine spatial and temporal references to assist the
surgeon to re-orientate in circumstances of disorientation.
The purpose of this chapter is to investigate the e ectiveness of this fade-
to-grey DVE visualisation scheme compared to conventional full-colour DVE
in terms of usability and more importantly for visual search behaviour.
There has been significant research conducted to understand visual search
behaviour [174] and how it subsequently changes during re-orientation [144].
The conducted analysis aims to gain a deeper understanding of the visual
search behaviour, when the two di erent visualisation methods are used.
A detailed usability study measuring the response correctness and speed of
participants estimating the camera trajectory for both DVE methods was
conducted. Eye tracking data were recorded to study the visual search be-
haviour of participants whilst they estimate the camera trajectory. The
dynamics of participants’ gaze movement is characterised using Markov
chains to understand the di erence in visual search behaviour between the
two DVE image stimuli. Resultant state transition graphs and heat-maps
formed from the participants’ eye movements were used to investigate the
di erence in visual search behaviour between grey and less grey regions.
Characterising visual search behaviour using Markov modelling has been
previously carried out by Dempere-Marco et al. [37] and Hacisalihzade et
al. [51]. For this study, a novel state definition based on the greyness of the
given Region of Interest (ROI) was used in the state transition graphs.
The study aims to understand the current advantages and limitations
of the fade-to-grey DVE technique over conventional DVE to aid during
disorientation. Section 4.1.1 gives the technical background on the DVE
methodology used for the study and Section 4.1.2 explains how Markov
Chains can be used to assess the visual behaviour of participants while per-
forming a task. The user-study experiment is described in Section 4.2. In
Section 4.3, the results regarding the response correctness and latency for
both DVE imaging techniques are analysed. Furthermore, the di erence in
visual search behaviour by using the transition graphs formed from the par-
ticipant’s eye movements as well as the statistics of some key characteristics
of the visual behaviour for both techniques are discussed. Conclusion and
discussion regarding the study follows in Section 4.4.
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Figure 4.1 – Experimental setup showing a study participant conducting the
experiment in front of a Tobii 1750 gaze tracker used to collect
the data.
4.1 Methods
In order to provide assessment of the new DVE scheme, a detailed user study
was conducted by comparing the conventional DVE and the new fade-to-
grey DVEmethod. Three sequences were used, two of which were taken from
porcine in-vivo abdominal explorations [95] and one from silicone NOTES
phantom recordings [25]. For any given viewpoint, two DVE images were
generated in pairs; one fade-to-grey and one full-colour visualisation. During
the experiment the subjects were shown one generated image at the time
and were asked to identify the camera trajectory from the visualisations
shown. Showing several pairs of images generated with both methods in
a randomised order allowed direct comparison of performance for the two
methods. An illustration of the experimental setup is shown in Fig. 4.1. In
order to assess the visual behaviour of the subjects, eye tracking data were
recorded with a Tobii 1750 gaze tracker throughout the experiment and in
order to perform a detailed analysis of the data, Markov chains and state
transition graphs were used. More details on the DVE method as well as
of the techniques used to assess the visual behaviour are given in the next
subsections.
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Figure 4.2 – (a) The fade-to-grey DVE texture processing flow chart. Video
frames are processed with SLAM to estimate the surgical scene’s
geometry and create a non-planar panorama with older video
frames. (b) An example of a fade-to-grey DVE image. (c) Same
example images with conventional full-colour DVE technique.
4.1.1 Dynamic View Expansion
The basic concept of DVE is to augment live camera images with previously
observed footage by creating a non-planar mosaic. This expands the camera
view to a larger FOV based on the recent camera trajectory. Due to sig-
nificant illumination changes in endoscopic views, noticeable seams appear
in expanded views. Previous methods attempted to blend seams between
video and expanded regions with Poisson Image Editing [96]. Blending tech-
niques create aesthetically clean looking with minimum artefacts images but
at the same time raise an issue of perception and recognition of what is live
video and what is outdated information. To address this problem, a new
fade-to-grey DVE visualisation method was proposed by Totz et al. [154]
that renders historic information on the expansion by desaturating it to
grey-scale, whilst retaining high fidelity of the current live-view.
The DVE image generation process is shown in (Fig. 4.2(a)). Every incom-
ing video frame is processed using Simultaneous Localisation and Mapping
(SLAM). In surgical scene reconstruction, SLAM is used to predict and es-
timate the relative position of the camera and a set of features in 3D [96],
which usually are landmarks on the tissue surface. A sparse point cloud
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is created and the points are used as features in order to match areas of
interest, which incrementally form the SLAM map. By rendering the point
cloud into a triangle mesh by using Delaunay-triangulation and by selecting
parts of frames as texture maps and blending them, a panorama of the scene
is built and a photorealistic view of the scene is generated. To simplify the
video frame accumulation for panorama construction, a single planar tex-
ture domain is computed, covering every point of the mesh. Into this texture
domain, video frames are projected over time. For visualisation, the trian-
gulated SLAM map is texture-mapped with the texture domain image and
rendered from the SLAM estimated camera position. Combined with the
unaltered live video frame, this provides the perspective correct progress-
ively constructed expanded view. This essentially expands the narrow FOV,
as the historic view of the scene reconstructed by SLAM is combined with
the current view. The challenge though is to be able to clearly distinguish
the current view from the historic expansion view. In order to make the
distinction between the live camera frame and the historic data in the ex-
panded view, a slowly fading grey scale is applied on the historic data. The
’age’ of every pixel in a texture image is set to zero in the beginning and
is increased every time the texture map is updated, while it resets to zero
every time new pixels are written in the texture image. Further details can
be found in [154].
This DVE technique not only highlights the di erence between live video
and the expanded view, but it also implicitly encodes the camera’s traject-
ory, providing a reference for changes in position and orientation in addition
to anatomical features. An example of this visualisation scheme is illustrated
in (Fig. 4.2(b)). The utility of this visualisation method was examined by
having participants estimate the camera trajectory for the fade-to-grey and
full-colour DVE visualisations. The fade-to-grey images were produced by
using the fading method described above, while the conventional DVE im-
ages were presented with a rectangle highlighting the current live video
frame. The fade-to-grey encoding is expected to enhance orientation, since
the trajectory of the camera movement is implied by the fading grey scale.
Moreover, this visualisation method is expected to be interpreted more eas-
ily, as it imitates the human vision system by keeping the most recent and
important information as colour in the centre of the image, whilst the sur-
rounding appears grey.
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Figure 4.3 – Segmented regions on example fade-to-grey DVEs of the three
sequences used.
4.1.2 Markov Chain and State Transition Graphs
In order to analyse participants’ visual search behaviour, Markov chains
were used to model their eye movements. Markov chains are commonly used
to analyse systems with stochastic processes whose characteristic behaviour
can be modelled by enumerating all the states it can enter. Such modelling
has been previously used for characterisation of eye tracking visual search
behaviour and scan path analysis [37, 51]. For this study, a first order
Markov chain was used.
The recorded gaze data were first processed using a fixation filtering al-
102
gorithm by Salvucci et al. [132] to extract the participants’ focus of interest
for each DVE image. Here we assume that the participants’ attention is
only focused on the fixation points; therefore mechanisms for assimilating
visual information such as factors relating to parallel search and peripheral
vision were excluded. The fixation filtering algorithm is dispersion based,
where the dispersion threshold and fixation duration were set to 1° of visual
angle and 150ms respectively.
The states in the Markov chain were constructed according to how old the
image region was. Thus, all ten fade-to-grey DVE images were segmented
into four ROIs according to the temporal order of each region. Previous
methods have used clustered eye tracking data as ROIs [37] or were arbit-
rarily defined manually by the author [51]. This novel definition of ROI
e ectively segments the fade-to-grey image into di erent ROIs according
to their greyness. Fig. 4.3 illustrates the ROIs for three di erent DVEs:
the darkest grey is the oldest temporal region of the DVE image and the
white region is the live video frame. The other two shades of grey represent
the temporal regions in-between. The segmented ROIs are subsequently
used as independent states in the Markov chain analysis of the visual search
behaviour.
The extracted fixation data were assumed to follow the Markov prop-
erty and each fixation was then projected onto the ROI image. Since each
fixation was assigned to only one of four regions on the ROI image, this
enabled association of each fixation to one of the four states. Transition
matrices were formed by summing the transitions between each respective
state per image per subject. Note that intrastate-transitions were ignored,
as only visual search behaviour between di erent regions of the image was
of interest. Subsequently, transition probabilities Pij between states i and j
were obtained by normalising each interstate-transition by the total number
of interstate-transitions tij from that state, giving rise to a 4◊ 4 transition
probability matrix. The same ROIs extracted from the fade-to-grey DVE
images were also used for the corresponding full-colour DVE images during
the gaze data analysis to directly compare the group’s visual search be-
haviour during visualisation of each respective DVE image stimuli. Once a
transition matrix was formed per participant per image, an equally weighted
average of the 15 participants’ transition matrices were calculated per image
to create transition matrices that represent the group visual search beha-
103
viour for both DVE imaging techniques.
4.2 Experimental Setup
In order to provide detailed visual assessment of the new DVE scheme, the
experimental setup described in Section 4.1 was used. Fifteen participants,
consisting of seven surgeons and eight research engineers, were recruited and
seated in front of a Tobii 1750 gaze tracker (Fig. 4.1). Participants were
calibrated o ine to the eye tracker first and their gaze was recorded in the
background for the duration of the experiment.
The task given to participants was to identify the camera trajectory from
the visualisations shown in full-screen. An example visualisation is shown in
Fig. 4.4(a). While viewing the full-screen DVE visualisations, participants
were asked to hypothesise the camera trajectory. No time restriction was
imposed at this stage of viewing the full-screen visualisations. However,
participants were encouraged to answer as promptly as possible and they
were informed that the amount of time spent viewing the full-screen images,
i.e., the response latency, was being recorded. Following a keyboard press,
they proceeded to the next stage to choose their identified trajectory from a
list of three options, as illustrated in Fig. 4.4(b). Only one of the options was
correct, with their order randomised. Initially, the DVE image was shown
as background underneath the options but disappeared after three seconds.
This short period of time was deemed long enough to relate the trajectories
to the previous image, but also short enough to avoid participants cross-
referencing the options and ignoring the previous full-screen image; i.e.,
participants had to be confident about their estimated trajectory before
switching to the options. This ensured that a su cient amount of reliable
eye tracking data capturing the participants’ visual search behaviour could
be collected.
The procedure was repeated with a total of twenty images; ten for each
DVE method in a randomised order and each of the ten visualisation im-
ages was used only once to avoid potential learning e ects. In addition,
some images were flipped left-to-right in a randomised method to decrease
the chance of learning from previous images. Participants were asked to
work through the experiment as quickly, but as accurately as possible. The
participants’ selected option and response latency were recorded for o ine
104
(a) (b)
Figure 4.4 – (a) One fade-to-grey DVE image with (b) the corresponding
trajectory options.
performance analysis. Prior to the experiment, participants received an in-
troduction and a chance to familiarise themselves with the test procedure
in a training session.
4.3 Results
In order to analyse the e ectiveness of the proposed scheme, a comparison of
the response correctness and latency was conducted. A statistical analysis
was also carried out and involved conducting normality tests, followed by
Analysis of variance (ANOVA) tests. A ‘p-value’ <0.05 was considered sig-
nificant. The visual search assessment analysis was made by using Markov
transition matrices, but also by comparing the density and trajectory of fix-
ations analysed by the use of heat-maps. The detailed results are presented
in the following sections.
4.3.1 Response Correctness and Latency
A comparison of the percentage of correct responses of the participants’ an-
swers and the response latency averaged over all images and participants is
presented in Table. 4.1. The data for each DVE method is shown with its
respective standard deviation values. As can be seen, participants identi-
fied the camera trajectory more correctly and consistently for fade-to-grey
DVE images, indicated by the statistically significant p-value of 0.015. Par-
ticipants also reached a decision faster on average with fade-to-grey DVE
images. The average response latency was comparatively longer for fade-to-
grey DVE images over the full-colour DVE images, also showing statistical
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Table 4.1 – Group-averaged percentage of correct responses and response
latency over all images with respective standard deviations. On
average, participants answered more correctly and quickly when
observing fade-to-grey DVE images to determine the camera tra-
jectory.
Method Percentage Correctness ± Stdev Average Response Latency ± Stdev
Full-colour 45% ± 15.5% 7.79s ± 0.98s
Fade-to-grey 63% ± 8.5% 6.45s ± 1.55s
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Figure 4.5 – Comparison of response correctness and response latency
between the two groups of images. (a) response correctness
obtained when viewing full-colour and fade-to-grey DVE im-
ages. (b) response latency obtained when viewing full-colour
and fade-to-grey DVE images.
significance with a p-value of 0.029. The overall group’s percentage of cor-
rect responses and response latency is illustrated in Fig. 4.5.
A comparison of the percentage of correct responses and response latency
averaged over all images but the eight research engineers, and seven sur-
geons grouped separately, is shown in Table. 4.2 The behaviour of the two
groups were similar and no statistically significant di erence was observed
between the two group’s performance for each DVE method. The p-value
for the percentage of correctness for the full-colour DVE images was p=0.34
between the two groups, while for the fade-to grey it was p=0.28. The av-
erage response time is also similar among the two groups, with a p-value of
p=0.57 for the full-colour DVE method and a p-value of p=0.43 for the fade-
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Table 4.2 – Percentage of correct responses and response latency over all im-
ages separated into surgeons and non-surgeons.
Method Percentage Correctness Average Response LatencyNon-Surgeons Surgeons Non-Surgeons Surgeons
Full-colour 46% 43% 7.80s 7.77s
Fade-to-grey 64% 62% 6.20s 6.74s
Table 4.3 – Group-averaged percentage of correctness and response latency
per image, for each DVE method.
Image Number Percentage Correctness (%) Average Response Latency (s)Full-colour Fade-to-grey Full-colour Fade-to-grey
1 60.0 73.3 8.01 5.58
2 53.3 60.0 8.24 5.60
3 26.7 60.0 8.12 7.78
4 26.7 80.0 8.34 4.37
5 73.3 60.0 8.06 5.54
6 46.7 60.0 9.42 7.52
7 40.0 53.3 6.93 7.66
8 33.3 66.7 7.57 8.22
9 40.0 53.3 7.55 8.04
10 60.0 66.7 5.69 4.20
to-grey DVE method. However, both groups answered more correctly by
observing the fade-to-grey DVE images when having to determine the cam-
era trajectory. Furthermore, even though there was no significant di erence
between research engineers and surgeons in terms of response latency, both
groups were faster at providing their camera trajectory estimation when
visualising the fade-to-grey DVE images.
In order to help understand the cause of the larger response latency stand-
ard deviation for fade-to-grey DVE images and do a further break-down of
the results, the response latency and percentage of correct responses, av-
eraged across all 15 participants for each of the 10 images for both DVE
methods is shown Table. 4.3. It is observable that for some images the di er-
ence in the percentage of correct response is a lot higher for the fade-to-grey
method, while for other images the di erence between the two methods is
not as noticeable. Similarly, when comparing the average response latency
for the two methods, it is noted that for some images the subjects reach a
decision much faster in the case of the fade-to-grey DVE method. However,
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in some cases, like Image 8, it takes longer for the subject to respond for
the fade-to-grey method.
Some of the images are more challenging than others, which on one hand
makes the dataset a good sample of real scenarios, but on the other, makes
the analysis more challenging. It was decided to separate the images in
two groups according to their response accuracy and latency. The fade-to-
grey DVE images with higher percentage of correct responses, but a similar
average response latency between the two DVE methods, were categorised
as Group 1 and included, Image 3, Image 4, Image 7, Image 8 and Image
9. The fade-to-grey DVE images’ percentage of correct responses for the
images in Group 1 turned out to be significantly better than the full-colour
DVE counter part, p=0.017. The di erence in the response time between
the two methods for Group 1 images was not significant p=0.614. The rest
of the images were assigned to Group 2, i.e., Image 1, Image 2, Image 5,
Image 6 and Image 10. For Group 2 images, there was no significant di er-
ence in percentage of correct response rate between the two DVE methods
with p=0.338, but the fade-to-grey DVE images had significantly lower re-
sponse latency with p=0.001. This shows that the fade-to-grey DVE images
helped the subjects reach a decision much faster. An illustrative summary
is observable in Fig. 4.6 and Fig. 4.7, where the comparison in percentage
of correctness and the response latency between the two groups is shown re-
spectively. The results indicate that in both cases, the fade-to-grey method
is beneficial. However, it seems that some images were more challenging
than others, namely Images 7-9. These images will be discussed further
below.
From Table. 4.3 it is clear that images 7-9 were the only fade-to-grey DVE
images of Group 1 that participants spent more time studying them in com-
parison to their respective full-colour images before making a decision. The
key di erence between these three images and the rest of the images was
that these were the only images that had the live video frame overlapping
with the camera trajectory. This is illustrated in (Fig. 4.8). This overlap
introduces a discontinuity in the fade-to-grey expanded view and also cre-
ates a greater number of potential trajectory permutations. Thus, it seems
plausible that participants found these three images’ trajectory estimation
more challenging and therefore spent a longer period viewing them. How-
ever, like the rest of the images in Group 1, although participants spent on
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Figure 4.6 – Comparison of correctness between the two groups of images.
(a) Response correctness for Group 1 images. The percentage of
the correct responses when using the fade-to-grey DVE method
is a higher than when using full-colour DVE. (b) Response cor-
rectness for Group 2 images. The correctness for Group 2 images
are similar, albeit, the fade-to-grey method achieving slightly
better performance.
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Figure 4.7 – Comparison of latency response measured in seconds between
the two groups of images. (a) Response latency for Group 1
images. The response latency for Group 1 images is similar
between the two methods, (b) Response latency Group 2 im-
ages. It took longer for the subjects to respond using the con-
ventional full-colour DVE method, while with the fade-to-grey
DVE images, the response latency is reduced.
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average a longer time observing the fade-to-grey DVE images 7-9, the correct
trajectory estimation rate was still higher for these images when compar-
ing the percentage correctness to their corresponding full-colour versions.
Therefore, the grey cues provided by the fade-to-grey technique were most
likely to be helpful to participants. It could be speculated that with the full-
colour DVE images 7-9, participants decided to guess the camera trajectory,
as they couldn’t find helpful visual cues to enable them to confidently es-
timate a trajectory, thus spending comparatively less time observing these
images as can be seen from Table. 4.3.
When the group-averaged percentage of correct responses of the two
DVE imaging techniques are compared, apart from image 5, participants
answered more correctly for the fade-to-grey DVE stimuli. Image 5, which
was the outlier for percentage of response correctness in the fade-to-grey
DVE image stimuli, shows a limitation of the fade-to-grey DVE technique.
Due to the nature of the grey-scale shading, originally darker regions that
are actually newer temporally can appear greyer and therefore older than an
originally brighter but actually older region. It was noticed that participants
were confusing greyness with intensity: in (Fig. 4.9(b)) region 2 is perceived
more grey than region 1 even though region 2 is simply darker due to its
larger distance to the scope light source. In addition, the full-colour visual-
isation of image 5 (Fig. 4.9(a)) had noticeable image blur, which coincided
with historical camera movement. This is caused by re-projections of the
texture domain used for video data accumulation due to topology changes
in the SLAM map after feature additions and deletions. Older regions of
the expanded view appear more blurred because more re-projections have
occurred since that respective area of the surgical scene had been observed.
Hence, there is a chance that participants were using the blur cues to estim-
ate camera trajectory, which help explain the higher percentage of response
correctness for this particular image.
4.3.2 Visual Search Behaviour Characterised by State
Transition Diagrams
In order to assess di erences in the participants’ visual search behaviour
when viewing the two di erent DVE image stimuli, Markov transition prob-
ability matrices were formed from the filtered fixations obtained during the
110
(a)
(b)
(c)
Live Video Frame
Live Video Frame
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Figure 4.8 – Fade-to-grey DVE images 7-9 (a)-(c) with respective camera
trajectories overlaid. The overlap of the live video frame with
the trajectory introduces a discontinuity in the fade-to-grey ex-
panded view, potentially making these images more challenging
to estimate the trajectory.
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Figure 4.9 – Image 5 (a) full-colour DVE and (b) fade-to-grey DVE. Some of
the limitations of this DVE visualisation technique is observable
in this image.
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user experiments. The dispersion based fixation filtering algorithm incor-
porated a dispersion threshold and fixation duration of 1° of visual angle and
150ms respectively. Further details of how the Markov transition probabil-
ity matrices were formed can be found in Section 4.1.2. From the statistical
analysis conducted in the previous section, it was found that di erent im-
ages cause di erent behaviours and they were divided in two groups, Group
1 and Group 2. It is expected that the images of the two groups cause a dif-
ferent visual behaviour. In order to assess the di erences, state transitions
graphs of four images from each group were plotted and analysed. The state
transition graphs for the images’ stimuli that had the largest di erence in
percentage of correct responses between the two DVE methods, i.e., Group
1, are shown in Fig. 4.10 , while the ones for the images that resulted in a
significant response latency di erence, i.e., Group 2, are shown in Fig. 4.12.
From Fig. 4.10(a)-(b) the observable key di erence in participants’ visual
search behaviour when viewing the two DVE image stimuli lies in the com-
paratively higher probability of participants cross-referencing between the
oldest region (state 1) and the almost live region (state 3), when looking
at fade-to-grey DVE images. This implies a higher probability of saccading
from the most-grey region to the least-grey region. Whilst for both DVE
image stimuli participants showed frequent transitions between state 1 and
4, and 3 and 4, the transition between state 1 and 3 was much weaker in
full-colour DVE image stimuli. The state transition graphs in Fig. 4.10(c)-
(d) show a similar pattern, where the transition between states 1 and 4, 2
and 4, 3 and 4 are present in both graphs; a key transition between states
1 and 2 is lacking in the full-colour DVE transition graph. The presence of
grey cues, which gives rise to cross-referencing between key transition states,
suggests that the grey cues were influencing participants’ visual search be-
haviour and a large proportion of the group was making use of these cues
to help them during the trajectory estimation.
Fig 4.11 shows the stimuli used for the two methods and the correspond-
ing gaze-hotspot images which represent their visual search behaviour. The
heat-maps represent the density of the fixations of all subjects, which are
overlaid on to the image that was visualised as the stimuli. It is observable
from the fade-to-grey DVE image in Fig 4.11(a) that subjects concentrated
mostly on region 4, which is the newest frame and regions 1 and 2, before
deciding on the trajectory. In contrast, the gaze behaviour for the conven-
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Figure 4.10 – Markov state transition graphs for Group 1. There are notable
transitions in the fade-to-grey DVE state transition graphs
between states 1 and 3 for (a) and (b), and state 1 and 2
for (c) and (d) which are faint in the corresponding full-colour
DVE state transition graphs.
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Figure 4.11 – Comparison of the two DVE visualisation methods and the
respective gaze heat-maps for Image 3 (a) Fade-to-grey DVE
method. Fixations are more concentrated around the areas of
interest and in particular in regions 1 and 4 (b) Conventional
DVE method. Fixations are more scattered
tional DVE, shown in Fig 4.11(b), is more random; subjects focused mainly
on the central frame and the rest of the time around the other regions but
without a distinct fixation focus. This is probably because there is little
information to help the subject reach a decision. This is also reflected in
the response correctness of the group’s trajectory estimates where the group
average shows significantly improved trajectory estimation for fade-to-grey
DVE images over full-colour DVE images. In addition, feedback from a large
number of participants, expressed that it was easier to estimate the cam-
era trajectory from the fade-to-grey DVE images, whilst often they found
themselves guessing or using the blur information as a cue for the full-colour
DVE images.
A di erent visual behaviour was observed when studying the transition
graphs of Group 2 images shown in Fig. 4.12(a)-(c). It is observable that
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both types of DVE images exhibit similar graph probabilities across states
3 and 4, 1 and 4, and 1 and 3, and there is no marked di erence in visual
search behaviour. The colours of the arrows, which represent the probability
between the transition states, are very similar for all images generated by
both DVE methods. This means that both methods induce a similar subject
gaze behaviour. The gaze heat-map also indicates similar gaze behaviour,
where Fig. 4.13 shows the heat-map of one of the images i.e., Image 2.
The concentration of fixations for the fade-to-grey method, depicted in Fig.
4.13(a), is similar to the one captured for the conventional DVE method,
as it can be seen in Fig. 4.13(b). This may explain the similarity in the
percentage of correctness between both DVE methods, but the subjects were
still able to decide on the trajectory faster for the fade-to-grey method.
The only image which is di erent to the rest of the images of Group 2 is
Image 5 illustrated in Fig. 4.12(d). For this particular image the group’s
percentage of correct responses was slightly higher for the full-colour DVE
image at 73.3% compared to 60% for the fade-to-grey DVE version. The
higher response correctness for this full-colour DVE image could have been
caused by the blur cues illustrated in Fig. 4.9(a) and by the limitation of the
fade-to-grey DVE technique, shown in Fig. 4.9(b). The blur cues provide
temporal trajectory information that was introduced by the limitations of
the full-colour DVE technique thus potentially aiding in estimating a cor-
rect trajectory. The technical limitation of the fade-to-grey DVE technique
caused darker regions of the image to appear greyer and therefore appear
more aged than they actually were, misleading participants.
4.4 Conclusions
Prevention and overcoming of operator disorientation during colonoscopy,
SILS or NOTES procedures is one of the critical challenges that need to
be overcome to enable widespread adoption of these less invasive but more
technical procedures. Dynamic view expansion provides a potential solu-
tion to the limited field of view and potentially alleviates the problem of
disorientation during endoscopic interventions.
In this chapter, a systematic usability study of a new fade-to-grey DVE
visualisation technique was conducted to assess its e ectiveness in providing
the operator visual cues regarding the recent camera trajectory for reorient-
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Figure 4.12 – Markov state transition graphs for Group 2. (a)-(c) State
transition probabilities have similar characteristics of cross-
referencing between key regions of the image. (d) For this par-
ticular image, participants were able to use the blur present in
the full-colour version to infer the camera trajectory.
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Figure 4.13 – Comparison of the two DVE visualisation methods and the
respective gaze heat-maps for Image 2. The density of fixations
across the regions of interest for both methods is similar. (a)
Fade-to-grey DVE method. (b) Conventional DVE method.
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ation. Depending on the level of complexity of the trajectory and the quality
of the expanded view, the new DVE technique can be beneficial either in
achieving higher percentage of correct responses or in reducing the response
latency. Quantitative data were presented in terms of performance and re-
sponse latency. The statistical analysis provides evidence for the benefits of
the new method and facilitates the analysis by enabling formation of two
groups of images. The two groups of images were causing di erent results
and gaze behaviour.
Visual search behaviour was modelled using Markov chains and a new
ROI formulation based on the greyness of various regions in the fade-to-
grey DVE images. Modelling of visual attention using Markov chains com-
bined with gaze heat-maps was e ective in quantitatively highlighting the
group’s search behaviour di erences between the two DVE methods and
also between the two groups of images. The state transition graphs showed
that subjects cross-referenced more between older and newer temporal re-
gions when viewing the fade-to-grey DVE images and the density of fixations
indicated by the heat-map showed concentration in the regions of interest
where temporal cues were stronger. This may explain the superior perform-
ance in trajectory estimate during visualisation of Group 1 fade-to-grey DVE
images. In contrast, the state transition graphs and the gaze heat-maps for
Group 2 fade-to-grey DVE images showed little di erence from their full-
colour DVE images counterparts, which may help explain the similar rate
of response correctness. In some of the Group 2 images, the blur cues in the
conventional full-colour DVE image gave trajectory cue information. How-
ever, even then, the fade-to-grey DVE technique helped subjects achieve
a smaller response latency. It should be noted that the fade-to-grey DVE
imaging technique is far from perfect. Like its full-colour counterpart, the
computational demands of generating the fade-to-grey DVE images hinders
it from being implemented in real-time. Furthermore, the SLAM feature
tracking capabilities can su er under tissue deformation causing fixed ana-
tomical features to move, therefore, a ecting the resulting quality of both
DVE image techniques. In addition, the fade-to-grey DVE technique has
potential to cause confusion among users where darker regions can falsely
appear more grey (more aged). However, the results from this study still
demonstrate that there is some potential clinical value of visualising fade-
to-grey DVE images. When computational demands are no longer an issue,
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it might be useful to have it as an optional visualisation modality which
can be switched on demand if the surgeon needs information to reorientate
them self.
In summary, the detailed user study comparison of the two di erent visu-
alisation techniques showed that the fade-to-grey DVE imaging method was
helpful to users during identification of the camera trajectory in compar-
ison to the conventional full-colour DVE imaging method. Furthermore,
the work in this chapter demonstrates how eye tracking can be applied to
assess the visual search behaviour of participants while performing a given
task. The visual attention strategies correlate with the statistical analysis
in terms of correctness and response latency results. In endoscopic proced-
ures, where the cognitive burden during looping can be high, gaze data may
be a valuable tool to help assess trainee performance. The limited FOV is
one of the challenges apparent in endoscopic procedures and visualisation
is only one aspect of improving the surgical capabilities. A system which
can assess disorientation during navigation and compensate for it would be
another way towards improved navigation.
In this chapter, gaze tracking was shown to be valuable in assessing the
usability of newly developed techniques, in this case, for improving en-
doscope camera visualisation. In the next chapter, we discuss a way to
quantify perceptual-motor misalignment. Through a study involving this
misalignment, we quantify the gaze behaviour and investigate how varying
perceptual-motor misalignment can a ect task performance.
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5 Perceptual-Motor Misalignment
during Surgical Navigation
In Chapter 3 it was noted that another challenge during endoscopy is over-
coming ’looping’. Looping is when the shaft of the flexible scope forms a
loop configuration that results in paradoxical movement at the tip of the
scope. Prevention or loop resolution can also be useful for more advanced
surgical procedures like SILS and NOTES [84]. Currently, endoscopy is
associated with a steep learning curve and even the most experienced gast-
roenterologists can become looped whilst navigating along the colon, indu-
cing some degree of spatial disorientation [16, 14]. Previous studies have
suggested that disorientation during MIS can be caused by a combination
of the following factors: the limited manipulability of the endoscope due to
the endoscope being a dependent device, i.e., it is unable to support its own
weight and therefore is guided by its environment [84], the lack of meaning-
ful haptic feedback, the lack of salient tissue landmarks and limited FOV of
the camera visualisation to help during navigation and orientation [13].
Holden and Flach [56] investigated the mismatch of spatial orientation
between a laparoscope camera visualisation and the physical instrument
workspace. They report that such a mismatch can lead to a decline in sur-
geon’s performance which suggests that performance can depend on having
a consistent mapping between the virtual eyes and hands. Their results
also indicate that moving the camera during surgery can potentially dis-
rupt coordinated action due to increased burden induced by proprioceptive
adaptation [152]. To overcome this issue Holler et al. [58, 57] used a Micro-
electromechanical systems (MEMS) tri-axial sensor attached to the end of
an endoscope to correct for this mismatch during NOTES surgery. Through
measuring the impact of gravity on each of the three orthogonal accelero-
meter axes, they rotate the camera visualisation to correct for the horizon.
In their usability task, participants were asked to touch locations in a por-
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cine abdomen using separately inserted needle holders. When comparing
the performance of participants during corrected horizon visualisation and
non-corrected, they report that participants were able to grasp the target
locations quicker and more e ciently when viewing the corrected horizon
camera visualisation. Their study however does not investigate the e ects
of using the horizon correction during navigation, i.e., the endoscope cam-
era visualisation was kept fixed during their study and did not move. The
navigational challenges induced by looping can only occur during when the
camera is continuously moving.
This chapter focuses on the challenges during looping and on gaining an
understanding of the gaze behaviour during such instances. Loop formation
occurs when the leading end of the endoscope remains stuck even though
the surgeon pushes the endoscope further. In this situation, the endoscope,
due to its long flexible tubular structure, can get twisted along the length
of the colon, causing the orientation of the camera visualisation to become
misaligned from the endoscope controls. This gives rise to a perceptual
misalignment between the expected camera movement and actual resultant
camera movement since the operator controls the endoscope tip from the
proximal end of the endoscope. Compounding the dependent nature of the
endoscope instrument, any subsequent movement of a looped endoscope
tip can yield bending of the endoscope in a paradoxical manner inducing
a varying perceptual-motor misalignment. The e ect of this misalignment
makes searching for lesions challenging, but more critically, there is immense
di culty in manipulating the controls on the endoscope during looping [14].
This misalignment which was also discussed in Chapter 3, is the perceptual-
motor misalignment.
The variation in perceptual-motor misalignment can occur during man-
oeuvring flexible surgical instruments guided by a camera visualisation at
the distal tip. This problem di ers from the problem investigated by Holden
and Flach [56], and Holler et al. [58, 57] as their camera visualisation is
placed on a di erent frame of reference to that of the instruments. In addi-
tion to that, the camera view remains static. In contrast, perceptual-motor
misalignment describes the challenge that arises during navigation, i.e., a
moving camera view, caused by applying torque to an endoscope along the
gastrointestinal tract, where a change in the mapping of the motor control
at the proximal end of the endoscope and its camera orientation at the
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distal tip occurs. In the varying perceptual-motor misalignment circum-
stance, the camera and the instrument share the same frame of reference,
and the perceptual challenge for the endoscopist is caused by the change
in the mapping of the motor input to the camera visualisation movement.
When such a misalignment of the endoscope occurs, proprioceptive adapta-
tion is required by the surgeon to re-establish veridical perceptual response
[124]. In such a state, there is a risk of over stretching the bowel caus-
ing discomfort and pain to the patient or worse, perforating the patient’s
colon. Thus it is clinically of strong interest to be able to detect such in-
stances and to warn and assist the surgeon. If challenging instances of
varying perceptual-motor misalignment can be inferred from the gaze in-
formation, this can then be applied during clinical training programmes or
even during live surgery, without having to use extra hardware to measure
the perceptual-motor misalignment on conventional endoscopes.
In Chapter 4 we discussed the challenges arising from a narrow FOV and
poor understanding of the camera trajectory during endoscopy and intro-
duced a grey-scale DVE method to improve visualisation during endoscopy.
The work presented in this chapter investigates how varying perceptual-
motor misalignment during endoscopy can a ect the surgeon’s performance
and to what extent the visual behaviour can indicate when the subjects are
disoriented. The idea is that if we can classify the varying perceptual-motor
misalignment from the gaze behaviour, then we can apply this classification
method to infer when varying perceptual-motor misalignment occurs from
the gaze data only and without having to quantify the actual angle, which is
very di cult to measure in conventional endoscopes since they do not con-
form to a predefined kinematic model. Through tracking the gaze data, de-
tecting instances of varying perceptual-motor misalignment can then lead to
provision of warning or assistance during such challenging navigational peri-
ods. In order to achieve this, a surgical simulation of an articulated hyper-
redundant robot simulating a flexible endoscope (colonoscopy) procedure is
implemented. A method to quantify the perceptual-motor misalignment is
introduced and the performance of the subjects during the colonoscopy task
is assessed during two di erent perceptual-motor misaligned control modes.
In Section 5.1 the methods used to quantify the perceptual-motor misalign-
ment, the surgical performance assessment metrics, and the visual search
behaviour classification during misaligned instances are discussed. Section
123
5.2 describes the experimental setup, while in Section 5.3 the statistical
analysis and classification of the gaze data obtained from the experiments
are presented. The chapter finishes with a conclusion and discussion on the
study conducted.
5.1 Methods
In order to conduct the colonoscopy user study for this chapter, an articu-
lated robot structure based on Shang et al. [139] was re-created virtually
using OpenGL to have a controlled and repeatable user study environment.
The lightweight universal-joint-based flexible access virtual platform com-
promises of a series of link units forming a snake-like robot structure and
can provide wide exploration capability of the operative site including retro-
flexion [77]. Each joint in the articulated robot is independently actuated,
o ering a hyper-redundant kinematic structure, thus providing flexibility
whilst maintaining accurate control of the joints during navigation. A simu-
lated environment using this flexible robot platform has benefits of o ering
the ability to record the robot’s joint information and thus the variation
in the perceptual-motor misalignment that occurs during the task. The
hyper-redundant kinematic robot comprises of forty universal joints linked
together and has both a virtual camera and light source mounted at the
distal tip to provide adequate tissue visualisation during the user study.
The relative pose of the camera visualisation and lighting is changed sim-
ultaneously with the articulated robot movement. Controlling the hyper-
redundant, multiple-joint robot is done through obtaining the 3D coordinate
input from a SensAble Phantom Omni. An illustration of the experiment
setup is shown in Fig. 5.1. A Tobii gaze tracker is used to record subject
gaze data, while participants performed the task. Recording of such gaze
data enables correlation analysis of performance with gaze parameters.
During the colonoscopy task, only the last two distal joints of the hyper-
redundant robot are controlled, which facilitates both navigation and quan-
tification of the perceptual-motor misalignment angle. However, only a
single joint can be controlled at a given time. Switching between the two
joints is done by pressing a button on the haptic controller. The kinematic
structure of the flexible hyper-redundant robot [139, 161] together with only
being able to control one joint at a time gives rise to a peak-to-peak vary-
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Figure 5.1 – Illustration of the user experiment setup for this study. The
user control arrangements and the simulated articulated robot
inside the colon are shown.
ing perceptual-motor misalignment of up to 60°. The use of this hyper-
redundant kinematic robot allows simulation of the varying perceptual-
motor misalignment conditions which can occur during flexible endoscopy.
Details of the two di erent perceptual-motor misalignment conditions are
discussed in Section 5.2.
In the subsequent subsections the following are described, i) the quantific-
ation method of the perceptual-motor misalignment angle, ii) the statistical
analysis methods of the performance metric and gaze data and, iii) a classi-
fication algorithm to di erentiate the instances when the user is misaligned
or when the user is not.
5.1.1 Perceptual-Motor Misalignment Angle
The perceptual-motor misalignment angle is the perceived misalignment
angle between the expected camera movement and actual resultant camera
movement as the endoscopist moves the endoscope tip. In order to under-
stand the method of quantifying the perceptual-motor misalignment angle,
it is helpful to refer to the illustration of an endoscope shown in Fig. 5.2(a).
Assume ”q is an incremental motion of the endoscope that the surgeon
moves the end-e ector. Here [”qx; 0] and [0; ”qy] represent the motor dir-
ections along the x- and y-axes in the instrument frame of reference plane.
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The 3D displacement vector of the endoscope ”xeff , caused by a motor
input in the x-direction ”qx, can be expressed as,
”xeff (q, ”qx) = xeff (q)≠ xeff (q + ”qx). (5.1)
By projecting this 3D vector to the camera visualisation plane, the incre-
mental camera motion direction ”xcam, can be expressed as,
”xcam(q, ”qx) = Cz ◊ (”xeff (q, ”qx)◊Cz) (5.2)
where Cz œ Ÿ3 is a unit vector indicating the direction of the camera
principal axis that is always perpendicular to the Cx œ Ÿ3 and Cy œ Ÿ3 unit
vectors along the camera visualisation plane. To calculate the perceptual-
motor misalignment introduced by the instantaneous configuration q, the
angle ◊x, relative to the x-coordinate of the camera imaging plane can be
defined as:
◊x = cos≠1
3
”xcam ·Cx
Î”xcamÎ ÎCxÎ
4
(5.3)
To determine the misalignment ◊y along the y-axis, ”qy and Cy become
the input to Eq. (5.1) and Eq. (5.3) respectively, instead of ”qx and Cx.
For a looped endoscope, the nature of the endoscopic configuration q, can
alter the mapping between the expected motor control input ”q by the op-
erator and the resultant end-e ector camera visualisation movement due
to a misalignment angle ◊x and ◊y. This resulting alteration to the map-
ping measured by ◊x and ◊y is the perceptual-motor misalignment. During
control of the endoscope, the overall camera pose is manipulated by the
operator such that these perceptual-motor misalignment angles, ◊x and ◊y,
will be time-varying functions based on the configuration q.
The hyper-redundant articulated robot used in this study is illustrated
in Fig. 5.2(b), where only the the last two joints (Joint 1 and Joint 2) are
used during the navigation task of the study. For the articulated endoscope
robot, the kinematic mapping from the n joint variables q œ Ÿn to the
end-e ector position xeff relative to the world frame can be generalised as
xeff (q) œ Ÿ3. To understand how misalignment can be introduced during
a single-joint control mode of such an articulated endoscopic robotic instru-
ment, let us assume that joint 1 is perfectly aligned to the camera plane x
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Figure 5.2 – Illustration of how the disparity between the camera image
plane and the instrument end-e ector position during motor
coordination can lead to a misalignment angle between the
surgeon’s intended motor input and the resultant camera mo-
tion that is subsequently observed. (a) Perceptual-motor mis-
alignment when controlling a flexible endoscope device. (b)
Perceptual-motor misalignment when controlling the articulated
robotic endoscope that is used in the study of this chapter.
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and y. In this configuration, rotation of q1 will move the camera in the y dir-
ection, or up and down. Rotation of q2 will translate into movement in the
x direction, or left and right. This shows that when controlling only Joint
1, no perceptual-motor misalignment is introduced. However, once Joint 1
has been moved, and the operator starts to control joint 2, e.g., rotating q3
via a motor input in the x direction, this no longer yields a movement of
the camera plane in a purely x direction. Instead it will result in a misalign-
ment between the operator’s intended camera movement and the resulting
camera movement at the end-e ector when joint 2 is moved. In Chapter
3 it was discussed that looping occurs frequently at the sigmoid colon and
the splenic flexure, where there are sharp bends in the colonic anatomy.
At such instances of navigation, the participant would have to adjust both
joints in the articulated robot, introducing a varying perceptual-motor mis-
alignment. Hence, the simulation was deemed to be a close resemblance of
the varying perceptual-motor misalignment challenges, which occur during
looped instances in flexible endoscopic navigation.
5.1.2 Task Performance Metrics and Gaze Parameter
Analysis
In order to understand how the perceptual-motor misalignment can a ect
task outcome, the following data were recorded:
• Time to complete the colonoscopy task
• Total endoscope tip travel distance
• The distance from the target lesion position relative to the camera
visualisation position
• The angle from the target lesion position relative to the camera visu-
alisation position
From the subject’s task completion time, an indication of the ease or di -
culty of each control mode can be assessed. Previous literature has shown
that shorter instrument travel distance allows for more natural movement
and less of a need for correction during motor control, and has been asso-
ciated with better surgical performance [1]. By calculating both the robot
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configuration and the polyp position with respect to the endoscopic cam-
era view, performance related to polyp targeting accuracy can be meas-
ured. Performance measurements including the average distance from the
polyp and the average angle of approach to the polyp, in the form of an er-
ror measurement, can indicate the intricate movements during each control
scheme [86]. Navigation during colonoscopy requires dexterous movements
and steady control of the endoscope tip. Participants are informed of their
expectation to position the robotic endoscope in an optimal angle and dis-
tance from the polyps. As shown in Fig. 5.3(c), feedback of the distance
and angle error are given through a yellow circle, whose radius and colour
changes according to the distance and angle of approach error. Optimal
positioning is indicated by a bright, large yellow circle.
Gaze data were recorded during the experiment to compute the parti-
cipant’s gaze parameters. By comparing a range of gaze parameters dur-
ing the two di erent perceptual-motor misalignment control modes, i.e.,
no perceptual-motor misalignment and varying perceptual-motor misalign-
ment, the aim was to characterise gaze behaviour during normal navigation
and looped conditions respectively. The gaze parameters extracted for gaze
analysis were as follows:
• Gaze path length
• Time normalised gaze path length (cm per minute)
• Saccade amplitude
• Number of saccades
• Time normalised saccade count (saccades per minute)
• Number of fixations
• Time normalised fixation count (fixations per minute)
• Mean fixation duration
Statistical analysis was conducted on the above task performance and gaze
parameter data. This involved conducting normality tests. Normality tests
on the task performance data showed that the data followed a normal dis-
tribution, therefore ANOVA tests were applied during analysis. In contrast,
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Mann-Whitney U test were applied to the gaze parameter data due to the
non-normal distribution. For both types of statistical analysis tests, a ‘p-
value’ <0.05 was considered significant.
5.1.3 Classification of Gaze Behaviour
Characterisation of the gaze behaviour associated with the time periods of
varying perceptual-motor misalignment can potentially provide insight into
the performance and the gaze signature associated with looping (disorient-
ation). Here, variation of perceptual-motor misalignment greater than 30°
will be identified and labelled using the method described in Section 5.1.1.
The hypothesis is that relatively large changes of perceptual-motor mis-
alignment angles translate to the perceptual and motor challenges that are
experienced during looping and can alter the resultant gaze behaviour. In
varying perceptual-motor misalignment, subjects are in a more challenging
situation to navigate forward, and may reflect the disorientation experienced
by the subject. During little variability in perceptual-motor misalignment,
i.e., less than 30°, it is assumed that navigation resembles the normal and
less challenging periods.
In order to find relevant gaze parameter features that can help distinguish
varying and no perceptual-motor misalignment, Mann-Whitney U statist-
ical analysis tests comparing the gaze parameters obtained during varying
and no perceptual-motor misalignment tasks are conducted as described
previously in Section 5.1.2. The gaze parameters which show significant dif-
ference during varying and no perceptual-motor misalignment trials are used
as features for a classification algorithm to identify instances of potential
disorientation.
In this study, three gaze parameters were identified as relevant features
in order to distinguish instances of varying perceptual-motor misalignment
from those where there was no misalignment. These included, i) the time
normalised saccade count, ii) the time normalised fixation count and iii) the
mean fixation duration. All gaze parameters showed significant di erence
when comparing the gaze parameter data obtained during the varying and
no misalignment control tasks (see Table. 5.2). Previous research reports
that the fixation duration is correlated to the cognitive processing where
longer fixations indicates greater processing [66, 67, 44]. It is expected that
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subjects experienced di culty when varying perceptual-motor misalignment
occurred, needing greater focus on the procedure and therefore inducing
longer fixations. The ability to identify looping and the subsequent associ-
ated disorientation instances are clinically useful for training as well as for
providing in-vivo assistance during the procedure. During the colonoscopy
task there are periods when the subject is performing polyp removal sub-
tasks. Gaze parameter data during these periods were removed from the
classification data as they are not related to navigational gaze behaviour.
In order to identify periods of varying misalignment, the data need to be
divided along the temporal dimension using a time window. Depending on
the length of the time window, the amount of available classification data
are altered. The length of the time window is a trade o  between including
enough information to obtain good classification accuracy, whilst making it
small enough so that the delay in detecting of such instances is not too long
(semi-online) to make it useful for the potential application. Having a semi-
online system will enable the provision of assistance at times of challenging
misalignment conditions during the procedure, therefore is an important
feature.
Since the aim of the classification is to separate instances of varying mis-
alignment from the instances of no misalignment (normal gaze behaviour),
a binary classification problem is formulated by separating the gaze data as-
sociated with the varying and no perceptual-motor misalignment into two
classes. Each class’s dataset has three dimensions according to the three
gaze parameter features, i.e., the time normalised fixations, the time nor-
malised saccades and the mean fixation duration. In the field of machine
learning, extensive research has been conducted on supervised learning tech-
niques, i.e., developing models from a training set of correctly identified
observations. The choice of algorithm, depends mainly on the amount of
available data and on the nature of the data, such as the dimensionality.
SVM, a machine learning technique introduced by Cortes and Vapnik [27],
is suitable to binary classification problems and is applied here to classify
the instances of varying perceptual-motor misalignment from the normal
gaze behaviour.
In principal, a SVM defines a classification function which corresponds to
a separating hyperplane f(x) that provides maximal margin between the
data vectors of the two classes. Let the set of labelled training data be
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(y1, x1) . . . (yn, xn), yi {≠1, 1}, with xi being the vector of the features and
yi = 1 being a positive example, i.e., varying misalignment instances, and
yi = ≠1 a negative example, i.e., normal gaze behaviour. This set is linearly
separable if there exist a vector w¯ and a scalar b that satisfies the following
formula: yi(w¯xi+ b) > 1, i = 1 . . . l ,which means that when f(x) = w¯x¯i+ b
is positive, yi = 1 while when f(x) = w¯x¯i + b is negative yi = ≠1. The
optimal hyperplane is then defined as,
f(x) = w¯x¯i + b = 0. (5.4)
It separates the data with a maximal margin, as it determines the direc-
tion w¯Îw¯Î where the distance between the projections of the training vectors
xi of two di erent classes is maximal. In order to construct such optimal
hyperplanes one only has to take into account a small amount of the training
data, the so called support vectors, for which yi(w¯xi+b) = 1 . These vectors
are the data which fall on the margin of the separating hyperplane and they
essentially are enough to define the margin between the two classes.
In case the classes are not perfectly separable, a set of slack variables
›k is introduced to allow for class overlap, which results in yi(w¯xi + b) >
1 ≠ k, i = 1 . . . l. This means that a sample can be on the wrong side of
the hyperplane by the small value ›k. A new optimisation function which
takes into account the slack variables is formed and separates the training
set with a minimal number of errors.
The above formulations can solve the simple linear case in which the data
are separated by a hyperplane. In order to allow for the SVMs to form a
non-linear boundary between the two classes, a kernel function is used. A
kernel function, when applied on the feature data, projects the features in
a high dimensional space. In this new space, a linear function can be found
to make the two classes separable. This means that the problem is solved
by running the same hyperplane search algorithm on the newly projected
data points rather than on the original data sets, which were not linearly
separable. The choice of the kernel depends on the dataset and it is normally
chosen by using a validation technique and choosing the function that gives
better accuracy. A commonly used kernel is the Gaussian kernel, which is
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defined as,
K(xi, xj) = Ï(xi)TÏ(xj) = exp
A
≠Îxi ≠ xjÎ
2
2
2‡2
B
. (5.5)
In the case of the Gaussian kernel, the parameter ‡ needs to be defined.
If ‡ is large, then the Gaussian tends to fall relatively slowly, which results
in higher bias and low variance, while with a small ‡, the reverse happens.
In our analysis, a 10-cross-fold validation is used to define which kernel
performs better and the respective parameters of the kernel. The same
validation method is used to define the resulting classification accuracy of
the SVMs. The analysis of the classification performance of the SVMs and
the details of the final used parameters are described in Section 5.3.2.
5.2 Experimental Setup
The simulation colonoscopy task using the hyper-redundant, multiple-joint
robot is controlled by obtaining the 3D coordinate input from a SensAble
Phantom Omni, as described in Section 5.1. Subjects were asked to perform
a colonoscopy which consisted of navigating along the colon, searching for
polyps and removing them until reaching the end of the colon. Such simu-
lated tasks provide su cient information to analyse the e ciency and the
performance of the subjects conducting the task. In order to assess whether
varying perceptual-motor misalignment increases burden to the operator,
two control modes were used. These two control modes accommodated for
di erent conditions during navigation and enabled the analysis of the re-
spective performance metrics and gaze parameters obtained during these
control modes. These two control modes are:
1. No perceptual-motor misalignment control mode
Navigation during no perceptual motor misalignment involves using a
control scheme capable of using only a 3-DoF control input. During
this control scheme, any misalignment between the visual and motor
axes is compensated from the articulated robotic control scheme by re-
aligning the motor control with the visual coordinates. When using
this control scheme, a left, right, up and down motor input would
translate into a left, right, up and down endoscope camera movement
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respectively.
2. Varying perceptual-motor misalignment control mode
During the varying misalignment control scheme, the last two distal
joints of the hyper-redundant robot are controlled. However, only
a single joint can be controlled at a given time. Switching between
the two joints can be conducted by pressing one of the buttons on
the haptic controller. The kinematic structure of the flexible hyper-
redundant robot [139, 161], together with only being able to control
one joint at a time gives rise to a peak-to-peak varying misalignment of
up to 60°. Hence, a right motor input can e ectively translate into an
endoscope camera movement with varying misalignment angle of up to
60° with respect to the motor input. At sharp colonic bends, which is
where looping commonly occurs in commonly used flexible endoscopes,
the participant would have to make control adjustments to both of the
articulated robot joints, introducing a varying perceptual-motor mis-
alignment. Hence, the control scheme was deemed to be transferable
to the varying perceptual-motor misalignment problems which occur
during looped instances of current flexible endoscope navigation.
Each participant was asked to traverse the colon using the above control
modes in a randomised order; the no perceptual-motor misalignment control
mode, and varying perceptual-motor misalignment angle control mode.
The Phantom Omni workspace is not su cient to allow navigation of the
entire surgical workspace. Therefore, in order to ensure that the entire work-
space in the surgical simulation was navigational with the Phantom Omni,
a clutch button that disables the camera screen movement with respect
to any Phantom Omni motor input is introduced. The clutch mechanism
allows the user to reposition the Phantom Omni stick while not a ecting
the location of the endoscope tip. The mapping from the planar input
motion of Omni to the robot motion in joint space can be expressed as
H(”x, ”y) = ”q. Provided with proper alignment between the visual and
motor axes, e.g., when the user moves the Omni purely along the x-axis,
the misalignment ◊x in Eq. (5.3) will always be minimised to zero such that
”xcam(q,H(”x, 0)) = –Cx : – œ Ÿ+.
A Tobii eye-tracker was used to capture gaze information which was then
analysed o ine. Based on this platform, the participants were instructed to
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(a) (b)
Figure 5.3 – Illustration of the colonoscopy task. (a) The camera view from
the distal-tip shows the gastrointestinal tract task environment.
(b) Illustration of the external view of how the articulated ro-
botic endoscope progresses through the colon. (c) The polyp
removal scene showing optimal positioning indicated by a large
yellow circle. (d) Participants’ eye tracking gaze overlaid as a
heat-map during the polyp removal scene. Note the focus of
participants’ interest on the polyp and towards the lumen.
locate 10 di erent polyps placed throughout the colon. An illustration of the
experiment environment is shown in Fig. 5.3. Fig. 5.3(a) shows the camera
visualisation of the colon during the task while Fig. 5.3(b) illustrates the
external view of how the articular robotic endoscope progresses through the
colon. Fig. 5.3(c) shows a polyp removal scene. Here subject participants
are given feedback of distance and angle through a yellow circle, where
optimal positioning is indicated by a bright, large yellow circle. Fig. 5.3(d)
illustrates the fixation density heat-map as the subject removes a polyp.
Instruction was given to participants that accuracy and safety should be
given priority over speed, just as with real surgery. Training was given
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to each participant for both control modalities before gaze data were re-
corded. Coaching was provided during training to help them manoeuvre
through the sigmoid colon and past the splenic flexure. During training,
participants could visualise both the forward camera view of the endoscope
and an external orientation view of the robot as illustrated in Fig. 5.3(a)-(b)
respectively. However, during the actual trial, only the endoscope forward
camera view could be seen.
A total of twenty-four subjects volunteered as participants. Of the parti-
cipants who took part in the experiment, the age ranged from 18-36 with the
background of the participants categorised as surgical or non-surgical. Due
to the novel nature of the robotic articulated device, level of surgical experi-
ence was deemed irrelevant for the experiment. Data could not be used from
five participants due to incompleteness/failure to track gaze data, leaving
nineteen subjects for subsequent analysis. In order to perform a detailed
analysis, several task performance metrics and gaze parameters were recor-
ded as discussed in Section 5.1.2. The results of statistical and classification
analysis are presented in the following section.
5.3 Results
A summary of the group’s task performance metrics and gaze parameters
together with statistical analysis for the two control modes are summarised
in Table. 5.1 and Table. 5.2 respectively. Results with significant di erences
are indicated with an asterisk ‘*’ mark in all tables. Results are represented
as mean and standard deviation for the ANOVA statistical analysis tests on
the performance metrics and in median and Inter-Quartile Ranges (IQR)
in parentheses for the Mann-Whitney U statistical analysis tests on gaze
parameters. All statistical analysis was performed using MATLAB.
From the statistical tests, the features which showed significant di er-
ence in the gaze parameter data comparison tests during the two di erent
perceptual-motor control modes were used as the gaze features for SVM clas-
sification purposes. The training and test data to be then used for the SVM
classification was the gaze data collected during the varying perceptual-
motor misalignment control trials only. The aim of the classification was
to distinguish relatively large varying perceptual-motor misalignment in a
given time window from small variations in perceptual-motor misalignment
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Table 5.1 – Average performance metrics of the group with respective stand-
ard deviation values and ANOVA test p-values.
Task E ciency Targeting Error
Task Time (s) Travel Distance(mm)
Distance Error
(mm)
Angle Error
(°)
(1) No Misalignment 187.8 ± 39.1 69.1 ± 41.6 1.7 ± 0.8 4.7 ± 3.2
(2) Varying Misalignment 273.4 ± 61.5 210.6 ± 101.3 2.1 ± 0.8 6.5 ± 4.0
p-value (1) vs (2) <0.001* <0.001* 0.011* 0.043*
throughout the control scheme.
5.3.1 Statistical Analysis
Detailed analysis was carried out to compute instrument manipulation and
gaze parameters as described in Section 5.1.2. Statistical tests were conduc-
ted on subject group data for each of the parameters previously discussed.
Results are summarised in Table. 5.1 and Table. 5.2 respectively. As can
be observed from Table. 5.1, the overall task time and travel distance was
significantly longer during the trials using the varying perceptual-motor
misalignment control scheme (273.4s vs 187.8s; p<0.001) and (210.6mm
vs 69.1mm; p<0.001) respectively. The group also struggled to control
the endoscope tip during finer manipulations during the use of the varying
perceptual-motor misalignment control scheme, reflected in significantly lar-
ger target-polyp distance (2.1mm vs 1.7mm; p=0.011) and angle approach
error values (6.5° vs 4.7°; p=0.043). Fig. 5.4 demonstrates the performance
di culty of the varying perceptual-motor misalignment control over the
no misalignment control. The no perceptual-motor misalignment control
shows improvements over all performance indices, especially for the endo-
scope travel distance. It is clear that the group found using the varying
perceptual-motor control scheme more challenging, as proprioceptive ad-
aptation would be required when having large varying misalignment [124],
overall increasing the workload which is reflected in the participant’s longer
instrument travel distance.
The gaze path length was significantly longer during varying perceptual-
motor misalignment when compared against the no perceptual-motor mis-
alignment control scheme (660.5cm vs 401.7cm; p=0.007), however once
normalised for the duration of the trial, (normalised gaze path length) this
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Figure 5.4 – Performance improvement of having no perceptual-motor mis-
alignment compared to having varying perceptual-motor mis-
alignment during navigation for each performance metric.
metric no longer showed any significant di erence between the two control
modalities (183.2cm per min vs 191.7cm per min; p=0.414). This indicates
that the gaze path length is a reflection of the task time which resulted to be
significantly di erent in Table. 5.2. The saccade amplitude did not result in
any significant di erence between the two control modalities. Interestingly,
the number of saccades and the time normalised saccade count showed signi-
ficant di erence between the two control modalities (116.0 vs 69.0; p=0.002)
and (30.0 saccades per min vs 38.1 saccades per min; p=0.047). The res-
ults suggest that participants performed fewer saccades during the varying
perceptual-motor misalignment control mode. The number of fixations and
the time normalised fixation count also showed significant di erence between
the two control modes (238.0 vs 129.0; p<0.001) and (61.9 fixations per
min vs 71.7 fixations per min; p=0.001). In addition, the mean fixation
duration was also significantly longer during the varying perceptual-motor
misalignment control scheme (490.6ms vs 455.4ms; p=0.004) showing that
participants performed fewer fixations of longer duration during the vary-
ing perceptual-motor controls scheme. This observation is consistent with
previous literature, where it has been shown that increased cognitive load
results in longer fixation durations [66, 67, 44]. When there is varying
perceptual-motor misalignment, the results suggest that the group had a
more focused visual attention strategy with fewer but longer fixations, res-
ulting in performing fewer saccades. This could also suggest that during
varying perceptual-motor misalignment, the group of participants were less
138
Figure 5.5 – Time normalised saccade count by control mode aggregating all
participants.
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Figure 5.6 – Time normalised fixation count by control mode aggregating all
participants.
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capable of being attentive to their surroundings, potentially a ecting their
situational awareness. Overall, the resulting gaze parameters are likely to
be a reflection on the more challenging nature of the navigational task.
Aggregated data of the gaze parameters which resulted in significant dif-
ferences when comparing the gaze data recorded during varying and no
perceptual-motor misalignment control trials are summarised in Fig. 5.5
(time normalised saccade count), Fig. 5.6 (time normalised fixation count)
and Fig. 5.7 (the mean fixation duration). These three gaze parameters are
to be used as features to classify the SVM to help distinguish varying and
no perceptual-motor misalignment, which may help to identify instances of
potential disorientation.
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Figure 5.7 – Average fixation duration by control mode aggregating all par-
ticipants.
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5.3.2 Classification of Instances of Variable
Perceptual-Motor Misalignment
The statistical analysis in the previous section showed significant di erence
in the time normalised saccade count, the time normalised fixation count
and the mean fixation duration. These three features were used for the
SVM classification to classify the instances of misalignment versus the in-
stances of normal navigation. The data separation time window used was
30 seconds, which was chosen to be able to potentially use the trained SVM
to infer with reasonable temporal resolution whether the surgeon is experi-
encing a varying perceptual-motor misalignment and therefore is potentially
disorientated. SVMs are not computationally demanding and can therefore
classify a data set in real time.
The 3D-dataset of the saccade count, fixation count and duration of fix-
ations, is not linearly separable (as observable in Fig. 5.8), and therefore
a kernel needed to be used. In order to find an appropriate kernel, three
kernels were tested for by conducting a 10-cross fold validation. The kernels
include the quadratic, polynomial (third order) and Gaussian kernel. During
the cross-fold validation phase, each kernel was tested and the SVM para-
meters were fine-tuned. The boundary defines by how much a data point
can lie in the wrong class. From the 10-cross-fold validation, the Gaus-
sian kernel with a ‡ value equal to 2, gave the best recognition accuracy of
89.8%. The result of the Gaussian kernel SVM classification is illustrated
in Fig. 5.8. The data instances of varying perceptual-motor misalignment
141
Figure 5.8 – Illustration of the separation hyperplane, defined from the SVM,
between the instances of variable perceptual-motor misalign-
ment (blue) and the instances of no misalignment (red). The
support vectors on the boundary of the classification is depicted
with green. It is observed that fewer saccades and fixations with
longer fixation durations are linked to varying perceptual-motor
misalignment.
are illustrated with blue and the red points indicate the data during little
amount of perceptual-motor misalignment. The support vectors, which are
shown by a green circle, are the data that define the margin between the
two classes. It can be observed by the distribution of the data that this is a
challenging classification problem and that it is only possible to get a good
classification accuracy through the use of a kernel.
The results of the classification analysis, indicate that during varying
perceptual-motor misalignment, fewer fixations of longer durations com-
bined with fewer saccades indicate that the subjects are experiencing di -
culty during navigation. The coinciding of the three gaze features in such
a manner provide a strong indication of varying perceptual-motor misalign-
ment, struggle and potential disorientation which can be used as a way to
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assess trainee surgeons or to distinguish and provide surgeons with some
in-vivo assistance. The SVM classifier could be applied during conventional
flexible endoscopy or during robotic procedures without having to meas-
ure the perceptual-motor misalignment, as instances of varying perceptual-
motor misalignment can be inferred from the tracked gaze feature data.
Having said the above, there are a number of limitations to the analysis,
first and foremost is the assumption that perceptual-motor misalignment
leads to disorientation. Although the analysis of performance metrics show
that varying perceptual-motor misalignment control of an endoscope is more
challenging, it is still unknown how long it takes to become disorientated
and how to repeatedly induce a person to become disoriented. Further-
more, the SVM classification method would only be able to infer varying
perceptual-motor every half a minute. When the time window was reduced
further, the classification failed to distinguish the varying perceptual-motor
instances due to the lack of available data within the time window. The
semi-online classification method cannot provide instant inference of a vary-
ing perceptual-motor misalignment from gaze data.
5.4 Conclusions
In this chapter, through re-creating an articulated robotic endoscope in
a simulated environment we have investigated how a variable perceptual-
motor misalignment may a ect task performance. Participants were asked
to traverse the colon and perform a colonoscopy task using two control
modes, one which is capable of producing varying perceptual-motor mis-
alignment and one with no misalignment. The articulated robotic kinemat-
ics were used as an approximation to the perceptual-motor misalignment
that can be induced during looping of flexible endoscopes. Task e ciency
and instrument targeting accuracy metrics were used to assess how perform-
ance di ered when using a varying-perceptual motor misalignment scheme
to when no perceptual-motor misalignment was present during navigation.
ANOVA tests were carried out on the performance metrics which showed
that during the varying perceptual-motor misalignment control scheme, the
task time and travel distance was significantly longer and the group of
participants also found it more challenging to control the endoscope tip
during finer manipulations resulting in significantly larger target-polyp dis-
143
tance and angle approach error values. The Mann-Whitney U statistical
tests when comparing gaze parameter data obtained during the trials using
the varying perceptual-motor misalignment control scheme against the no
perceptual-motor misalignment control scheme resulted in a significant dif-
ference between the time normalised saccade and fixation count as well as
the mean fixation duration. The gaze features characteristic during varying
perceptual-motor misalignment resulted in fewer but longer fixations with
less saccades.
Classifying the visual search behaviour during varying perceptual-motor
misalignment was also performed using SVMs, a binary classification method,
to di erentiate instances of large variation in perceptual-motor misalign-
ment from those with little to no perceptual-motor misalignment. Using a
Gaussian kernel adjustment, a recognition accuracy of 89.2% was achieved,
enabling inference of varying perceptual-motor misalignment from the gaze
data alone. Application of the classification scheme can allow inference of
the instances with varying perceptual-motor misalignment during an endo-
scopy without having to measure the perceptual-motor misalignment angle
of conventional endoscopes. This can be useful as it is di cult to meas-
ure the perceptual-motor misalignment angle in conventional flexible endo-
scopes as the flexible nature of endoscopes gives it no predefined kinematic
structure, and more importantly it provides a low cost means to infer chal-
lenging instances caused by varying perceptual-motor misalignment through
the user gaze behaviour only. A short fall of the gaze behaviour classifica-
tion is that it may only indicate the cognitive and motor challenge exper-
ienced by the participants, rather than capture the gaze behaviour during
perceptual-motor misalignment. Nevertheless, it can be expected that a
perceptual-motor misalignment would increase the cognitive burden to the
participant, which should be captured in the classification conducted in this
chapter. The implications of our findings provide an important quantitat-
ive basis for assessing the ergonomics, as well as perceptual behaviour and
potential cognitive loadings of future flexible devices, including those with
robotic assistance for emerging surgical techniques such as single port access
or natural orifice MIS procedures. It also highlights the potential usefulness
of articulated robotic endoscopes, since robotic control has the ability to
continuously re-align any perceptual-motor misalignment. The use of an
articulated endoscopic robot with hyper kinematic redundancy facilitates
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adequate surgical exploration [78, 139] and can allow for continuous align-
ment of the motor controls to the visualisation axis through realignment of
the physical motor control with the camera visualisation. Therefore future
use of fully articulated flexible robots to replace the traditional colonoscopy
or any endoscopic procedure represents a unique opportunity of automat-
ing certain aspects of the navigation process with improved consistency and
safety as there is potential to address the navigational challenges during
looping. In the next chapter, a gaze contingent camera interface is intro-
duced where the camera movement is continuously aligned to the user input
control, allowing for improved camera navigation and ergonomics.
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6 Gaze Contingent Laparoscope
for Surgical Navigation
Surgical navigation can pose a number of challenges to the surgeon. The
need to manoeuvre whilst maintaining orientation requires dexterous hand
skills, which combined with the small camera workspace and narrow FOV
can make the surgical procedure more di cult. This is universally true
whether using endoscopes or laparoscopes. During laparoscopic surgery,
the surgeon requires the bi-manual manipulation of surgical instruments,
therefore a camera assistant is usually present to hold and navigate the lap-
aroscope for the operating surgeon. This arrangement is not without its
challenges. The narrow FOV of laparoscopic cameras requires the assistant
to frequently move the laparoscope in order to visualize the full surgical
workspace during the MIS procedure. Understanding the surgeon’s desired
camera orientation and visualisation via verbal communication is not al-
ways straightforward and failure to provide good visualisation can not only
induce greater mental workload on the surgeon [183], but also lead to un-
recognised collateral injuries [105]. The need for good camera handling has
been recognised as an important step in the training curricula for surgical
residents [141]. In spite of such training, issues related to assistant fatigue,
hand tremor and the confined shared workspace for the surgeon and camera
assistant persist. There is also man-power and cost implications of requiring
a highly skilled camera assistant, which if addressed, could allow a surgeon
to operate solo, thereby providing cost and sta ng e ciencies.
In order to address the above deficiencies, a number of commercial robotic
assisted camera systems have been developed. These include the EndoAssist
[71] which is controlled by the user’s head-mounted infrared emitter, the
verbally controlled Automatic Endoscope Optimal Position (AESOP) sys-
tem [72], and the finger stick controlled SoloAssist from AktorMed [145].
Additionally, there have been a number of gaze contingent controlled ro-
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botic assisted camera systems [110, 146]. Existing gaze contingent control
systems move the camera by following the user’s gaze position on the visu-
alisation screen. However, they have only had a panning control of the lap-
aroscope, failing to provide the navigational functionality during surgery.
Furthermore, these systems are activated by a foot-pedal and controlled by
dwell-time on fixed regions of the screen to convey the panning direction
[110]. Unfortunately, introducing more hardware such as foot-pedals can
lead to instrument clutter in an already complex environment and existing
dwell-time methods to control the camera require use of large amounts of
screen coverage, where further screen area would be needed to introduce
additional functionality such as zoom control. An alternative method to
detect user intention during camera control is blink detection, which was
previously used in gaze typing [46]. However, requiring the surgeon to close
their eyes for a fixed amount of time could be dangerous for the patient.
In order to overcome these problems, this chapter introduces a gaze con-
tingent robotic camera control system, where the camera is activated via
real-time gaze gestures rather than an external switch. Through the use
of multiple gestures, which map to specific camera control commands, it
becomes possible to initialise di erent camera control modes such as pan-
ning and zooming of the camera. The work presented here builds on the
’Perceptual Docking’ paradigm introduced by Yang et al. [175]. The main
challenge in using gaze contingent control is the di culty to design an intu-
itive control interface that enables the user to convey their intention without
being a ected by aberrant or idiosyncratic saccadic eye movements.
Gaze gestures can be single-stroke [38, 91] or multi-stroke based [130].
The use of gaze gestures have previously been applied to eye typing [171],
Human Computer Interaction, mobile phone interaction [129] and gaming
[63]. Here, HMM based gaze gesture recognition is applied to learn multiple
input commands of a surgeon in order to convey their desired camera control
mode. This hands-free activation and camera control method empowers the
surgeon to use both their hands to operate whilst eliminating the need
for a camera assistant. With laparoscopy, the surgeon’s visual control and
feedback is removed. In the proposed system, the important role of the
surgeon’s eyes, (i.e., localising, tracking and orienting) are restored back into
the ‘control loop’ of the camera. In the following section, the HMM based
gaze gesture training and recognition algorithm are explained in Section
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6.1.1, followed up by the robotic control in Section 6.1.2. In Section 6.2,
the experimental setup, the system user interface (UI) and the experimental
protocol are delineated. Section 6.3 discusses the results and the chapter
finishes with a discussion and conclusion.
6.1 Methods
In order to enable hands-free camera activation for gaze contingent camera
control, as illustrated in Fig. 6.1, one solution is to design gaze-based ges-
tures. Through the use of gaze gestures, the surgeon is able to convey their
intention without the need of activating a physical switch. This allows them
to use both hands to control their instruments with improved workspace.
Prior to using the gaze contingent camera system, a subject-specific eye
calibration is required to accurately estimate the user’s PoR. This is typic-
ally done o ine. Afterwards, the remote centre of motion (RCM) for the
laparoscope is set, which is then inserted into the phantom, and the sur-
geon can promptly start using the robotic laparoscopic system. In order
to move the camera, one of the two possible gaze gestures is performed:
‘pan’ or ‘zoom’. The ‘pan’ gaze gesture which is illustrated in Fig. 6.2(a)
is defined by the following three-stroke sequence of eye movements: gaze
at the centre of the screen, then to the bottom right corner, back to the
centre, and finally back to the bottom right corner. Conversely, the ‘zoom’
gaze gesture, shown in Fig. 6.2(b), is similar to the ‘pan’ gaze gesture but
instead, the user is required to look at the bottom left corner of the screen.
Since the human eye in its natural form is used as an information gathering
function [174] rather than to convey intention to control external devices,
the challenge is distinguishing natural gaze patterns from intentional gaze
gestures. To this end, pattern recognition methods are necessary to learn
these gaze gestures. Furthermore, gaze gestures towards the corner of the
screen are chosen to prevent obstruction of the camera view, minimise oc-
cupying screen real-estate and to also reduce detection of involuntary gaze
gestures. Once a gaze gesture is captured, the camera will activate and
the user can control the robotic arm as the surgeon’s PoR is closed in the
feedback loop as described later in Section 6.1.2. In order to stop the robot
arm from moving, the user looks into the white circle centre of the screen
for 750ms.
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Figure 6.1 – A surgeon using the gaze contingent camera system. The oper-
ator is able to simultaneously navigate and perform a bi-manual
surgical task.
(a) (b)
PAN ZOOM
Figure 6.2 – Illustration of the (a) ‘pan’ and (b) ‘zoom’ gaze gestures for the
gaze contingent laparoscope system.
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Figure 6.3 – The gaze contingent system’s internal control mechanism can
be broken down into two processes: the gaze gesture recognition
process and the robot control process.
The gaze contingent system’s internal control mechanism is illustrated
in Fig. 6.3. The system can be separated into two processes: the gaze
gesture recognition process and the robot control process. The gaze gesture
recognition process is the user control interface to activate controlling of the
robot arm. The robot control process enables moving of the laparoscope
mounted on the robot arm. The following subsections will go into further
detail explaining the two processes.
6.1.1 Gaze Gesture Recognition Process
The gaze gesture recognition process designed for the gaze contingent lap-
aroscope system is illustrated in Fig. 6.4. The PoR gaze output is first
passed through a median filter with a 150ms time window followed by gaze
gesture segmentation. Since the nature of the gaze gestures used in the
system requires the user to produce three sequential fast eye movements,
i.e., saccades, the gesture segmentation algorithm was designed to detect
three saccades. These saccades are detected by searching for two sequen-
tial gaze data samples which exceed a 300°s≠1 velocity threshold. A ve-
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locity threshold saccade detection technique [132] was implemented with
additional temporal constraints to ensure that the gaze gestures were not
excessively long (each gaze stroke was required to be less than 750ms) over-
all allowing segmentation of continuous and user-intended gaze gestures.
Furthermore, any segmented gaze gesture could potentially contain part
of an intended gaze gesture (i.e., one third or two thirds of the intended
three-stroke gaze gesture). Therefore, the last two strokes of any segmented
potential gaze gesture are stored in memory where any subsequent incoming
gaze stroke would be added onto the sequence. Note that if a gaze gesture
is recognised, this memory would be cleared and the algorithm would start
its search again for a three-stroke gaze gesture sequence.
Relevant features from the segmented trajectories of a gaze gesture are
then extracted via a k-means clustering algorithm. Each cluster’s symbol
number, centroid coordinates and radius are used collectively to create a
discrete codebook that captures the relevant features of the gaze gestures.
The codebook was designed o ine from 300 gaze gesture training data se-
quences and five clusters were chosen for the codebook. Each potential gaze
gesture sequence is encoded using the codebook where symbol numbers are
assigned to each observation by using the distance between the observation
and the centroid of each cluster provided that it is within the defined radius.
If an observation is outside the feature space, it is discarded.
In order to recognise the segmented potential gaze gestures, two ‘left-to-
right’ HMMs [122] were used for each camera control activation mode. The
‘pan’ gaze gesture is modelled by HMM1 and enables panning control of
the laparoscope (user interface detailed more in Section 6.2.1). The ‘zoom’
gaze gesture is modelled by HMM2 and enables zooming in and out. A
single HMM represents a single gesture and as many HMMs can be added as
necessary depending on the number of gestures that need to be incorporated
into a given system. For the system design presented here, two gestures need
to be utilised.
HMMs are stochastic sequences where the hidden states are associated
with a probability [122] and is typically represented by a set of inter-
connected N states S = [S1, ..., SN ], and a number of k discrete sym-
bols V = [v1, ..., vk]. The model is described by an observation sequence
O = [O1, ..., OM ], a state transition matrix E = [eij ], with transition prob-
abilities from state i to state j as eij = P (qt+1 = Sj |qt = St), where
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Figure 6.4 – Flow chart of the gaze gesture recognition process. The stream
of the user’s raw PoR’s are filtered from which the gaze gestures
are segmented and then encoded. This encoded observation
sequence is tested for inference of both gaze gesture HMMs. If
one of the two possible gaze gestures is recognised, then the
camera is activated and PoR information is sent to the robotic
arm.
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1 Æ i, j Æ N , and qt is the state at time t, and the emission probability
matrix F = [fjk], where fjk is the probability of generating the symbol
vk from the state qj , with fjk = P (vk at t|qt = Sj), 1 Æ j Æ N and
1 Æ k ÆM . The initial state probability distribution is denoted by Pi = pj ,
where j = 1, 2, . . . , N .
Prior to being able to recognise the segmented gaze gestures, each of
the HMMs model parameters were trained o ine using a set of gaze gesture
training data. After obtaining the model parameters, the forward-backward
algorithm is used to obtain the probability of the encoded gaze gesture
sequence given the respective trained HMM. The recognised gesture is the
one with the maximum inference value from the HMM, given that it is above
the inference value threshold defined during the training. Once one of the
gaze gestures are recognised, the noise reduced PoR is sent to the robotic
arm in order to control it (described further in Chapter 6.1.2), otherwise no
input is given to the robotic arm.
HMM Training To enable the gaze contingent system to recognise the
two gaze gestures, these two HMMs’ model parameters needed to be ob-
tained o ine using training data. One of the challenges in a gaze gesture
recognition system is to enable the system to recognize the di erent inten-
ded gestures accurately (i.e., high recognition accuracy) and discriminate
against natural visual search activity (i.e., low false positive rate). Hence,
both intentional and unintentional gaze gesture data were used to define
the model parameters. 300 intentional gaze gesture sequences for the two
gaze gestures were collected from ten participants. From the same ten sub-
jects, unintentional gaze gesture data were collected during a five minute
web browsing task. Each of the 300 training sequences was encoded using
the formulated k-means clustering codebook. Within this set of training
data observations O, an initial state probability P , are defined and then
the optimal state transition and emission probabilities that describe the set
of training observations are iteratively obtained by using the Baum-Welch
algorithm [122]. To obtain a good trade-o  between recognition accuracy,
a low false positive rate, and overall complexity of the system, a 10-fold
cross validation was run across the HMM with di erent number of states
(between 2 and 8 states, total of seven runs). 90% of the encoded training
sequences are used with the Baum-Welch algorithm to iteratively obtain the
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HMMs parameters. With each of the seven training instances, a detection
probability threshold was set at a 95% confidence limit of the training data
sequences’ inference values obtained from the trained HMM. The recogni-
tion accuracy of the HMM is then defined by using this threshold on the
remaining 10%, the validation data set. Fig. 6.5(a)-(b) illustrates the recog-
nition accuracy and false positive rate of the system across the increasing
number of states used in the HMM for the ‘pan’ and ‘zoom’ gaze gesture
respectively. It was decided that 6 states were to be used for the HMMs as
this showed a good trade-o  between accuracy, robustness and complexity
of the system.
Fig. 6.5(c)-(d) show the inference value histograms obtained from the gaze
gesture testing data using 6 state HMMs along with unintended gaze gesture
data (natural browsing data and the alternative gesture data) for the ‘pan’
and ‘zoom’ gaze gesture respectively. The white bars in the histogram show
the inference values of the unintended gaze gesture data, whilst the dark
grey values identifies the overlap of inference values between the intended
and unintended gaze gesture data. From Fig. 6.5(c)-(d), a cut-o  threshold
for the inference values is observable, making it possible to di erentiate the
intentional and unintentional gaze gestures. An inference threshold of 0.65
was used for the ‘pan’ gaze gesture detection and an inference threshold of
0.7 was used for the ‘zoom’ gaze gesture detection.
6.1.2 Robot Control Process
The robot control process is illustrated in Fig. 6.6. Once a gesture is re-
cognised, the position of the surgeon’s gaze coordinate PoR = [xeye yeye]T
on the gaze tracker screen is employed to update a minimum jerk traject-
ory planner providing the desired pose xd to the robot controller based on
a Cartesian impedance control scheme. The controller computes the com-
mand torque tc for each joint according to the compensation of the whole
robot dynamics and the error signal e estimated as the di erence between
the reference pose xd and the actual pose x in Cartesian space retrieved by
the robot’s forward kinematics. The Cartesian impedance control has been
chosen to guarantee both a safe human robot interaction and an intuitive
camera positioning during surgery. The control law is described by,
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Figure 6.5 – The recognition accuracy and false positive rate across di erent
number of states for the (a) ‘pan’ gaze gesture and (b) ‘zoom’
gaze gesture. The inference values of unintended gaze gestures
and the respective inference values of intended gaze gestures for
(c) ‘pan’ gestures and (d) ‘zoom’ gestures respectively.
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·c = JT (q)K (xd ≠ x(q)) +D(dc) + Fd(q, q˙, q¨) (6.1)
where, J(q) œ Ÿ6◊n is the Jacobian matrix depending on robot configuration
q for a robot with n joints, K œ Ÿ6◊n is a diagonal sti ness matrix, x =
[p Ï]T is the actual pose in terms of position p and orientation Ï. D(dc) is
a damping vector depending on the damping coe cients dc and Fd(q, q˙, q¨)
is the robot dynamics compensation including the terms of inertia matrix,
centrifugal and Coriolis torques, friction and gravitational torque vector.
The vectors of joint position, velocity and acceleration are represented by
q, q˙, q¨ respectively. The main benefit in using this control approach is that
the robot’s visco-elastic properties during interaction with patient tissue can
be regulated by tuning robot sti ness K and damping D matrices according
to the robot behaviour like a passive mass-spring-damper system. In the
‘Camera Assistant’ mode mentioned in Section 6.2.1, the control law is given
by ·c = Fd(q, q˙, q¨). Further details about the impedance control law can be
found in [3, 4].
With reference to Fig. 6.7, the pose vector x of the camera frame C with
respect to the base frame B can be retrieved by the forward kinematics in
terms of the following homogeneous transformation matrix:
T bc (q) =
C
Rbc p
b
c
OT 1
D
= T be (q)T ec , (6.2)
where Rbc œ SO(3) and pbc are respectively the rotation matrix and origin
position of tool frame C with respect to the base frame B. T be (q) is the
homogeneous transformation matrix of the robot end-e ector frame E with
respect to the base frame B based on robot forward kinematics and T ec (q)
is the fixed homogeneous transformation between the camera frame C and
the end-e ector frame E.
In order to convert the surgeon’s PoR on a screen into a robot movement
in terms of desired pose xd in Eq. (6.2), a minimum jerk trajectory planner
has been implemented for each discrete motion of the frame C with respect
to the base frame B. In particular, each movement is broken down into a
series of finer point-to-point motions to achieve a safer camera movement in
the Cartesian space with a start and stop motion typology. Therefore, the
overall movement of the robotic arm is composed of a sequence of point-to-
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Figure 6.6 – The position of the surgeon’s PoR on the gaze tracker screen is
used to update a minimum jerk trajectory planner providing the
desired pose xd to the robot controller based on a Cartesian im-
pedance control scheme. The controller computes the command
torque tc for each joint according to the compensation of the
whole robot dynamics and the error signal e estimated as the
di erence between the reference pose xd and the actual pose x
in Cartesian space retrieved by the robot’s forward kinematics.
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(b)(a)
Figure 6.7 – (a) Reference frames placement; (b) RCM constraint.
point motions, each of them consisting of a segment in the Cartesian space
with the assumption of small movements. At the end of the current point-
to-point motion, the trajectory planner is updated with the new data on
the surgeon’s PoR if the robot motion has been enabled by a gaze gesture.
A generic segment connecting (in base frame B) the initial point pbi to the
end point pbf in a time interval tf is described by the parametric function,
p(s(t)) = pbi +
s(t)...pbf ≠ pbi...(pbf ≠ pbi), (6.3)
where the arc length s(t) is the fifth order polynomial function of time:
s(t) =
5ÿ
i=0
cit
i. (6.4)
The point pbi represents the co-ordinates of the point pbc when a new mo-
tion planning begins, whereas the computation of final point pbf has been
based on the PoR coordinates. Assume that, after an initial calibration, the
coordinates PoR = [xeye yeye]T on the eye tracker screen correspond to the
xy plane of the camera frame C in Fig. 6.7, then the direction, a of the next
camera motion in the same plane can be reconstructed as
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– = arctan
A
yeye
xeye
B
. (6.5)
The proposed gaze contingent system computes the final position pcf with
respect to the camera frame can be expressed as:
pcf = Ld · [cos (–) sin (–) 0]T (6.6)
where Ld is the constant displacement in the xy plane and the corres-
ponding point pbf of the motion planning in base frame B is given by
[pbf 1]T = T bc [pcf 1]T . (6.7)
Eq. (6.3)–(6.7) provide a smooth point-to-point motion [79] in the xy plane
of the reference frame C in Fig. 6.7(a) with respect to base frame B. Thus
far, only the control of the laparoscope position has been discussed. As
regards to the control of the orientation, an additional constraint needs to
be taken into account; i.e., the RCM. In fact, during a minimally invasive
laparoscopic surgery, the access trocar provides a fixed insertion point that
acts as a fulcrum point as shown in Fig. 6.7(b). In order to implement a
RCM passing through the camera tool, the following rotation matrix has
been computed to constrain the tool orientation by means of angle/axis
technique [143]
R(—, aˆ) =
SWWU
aˆ2x(1≠ c—) + c— aˆxaˆy(1≠ c—)≠ aˆzs— aˆxaˆz(1≠ c—) + aˆys—
aˆxaˆy(1≠ c—) + aˆzs— aˆ2y(1≠ c—) + c— aˆyaˆz(1≠ c—)≠ aˆxs—
aˆxaˆz(1≠ c—)≠ aˆys— aˆyaˆz(1≠ c—) + aˆxs— aˆ2z(1≠ c—) + c—
TXXV
(6.8)
where — is the rotation angle around the axis aˆ = [aˆx aˆy aˆz]T in the base
frame.
Let the point G be the position in frame B of the RCM constraint in
Fig. 6.7. The rotation matrix R(—, aˆ) constrains the orientation of the lap-
aroscope to pass through G during the motion execution from point pbi to
point pbf . Given the vector v = pbf ≠ pbG and the z-axis unit vector zc of the
reference frame C, the rotation angle — and rotation axis aˆ are respectively
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Table 6.1 – Motion parameters for each robot movement.
Planner Parameters Avg. Speed Condition
Static Ld=0.0 mm tf=0.010 s 0.00 mms≠1 r < r1 = 0.18
Medium Ld=5.5 mm tf=0.325 s 16.9 mms≠1 r1 Æ r < r2 = 0.38
Fast Ld=7.0 mm tf=0.300 s 23.3 mms≠1 r > r2
—f = atan2
A
Îzc ◊ ‹Î
Î‹Î ,
zTc · ‹
Î‹Î
B
, aˆ = zc ◊ ‹Îzc ◊ ‹Î . (6.9)
Therefore, the homogeneous transformation matrix at instants t = 0 and
t = tf are
iT bc (q) =
C
iRbc(q) pbi
0T 1
D
, fT bc (q) =
C
R(—, aˆ)iRbc(q) pbf
0T 1
D
, (6.10)
where iRbc is the rotation matrix of the frame C at the instant time t = 0.
The angle — varies between —|t=0 = 0 and —|t=tf = —f with the timing
law expressed in Eq. (6.4). In summary, the motion of the camera tool
can be decomposed in terms of simultaneous rotation around the RCM and
translation of the frame C, where Eq. (6.3)–(6.7) regulate the translation
and Eq. (6.8)–(6.10) are in charge of the rotation. The procedure described
so far addresses the motion modality of camera panning in Section 6.2.1.
In Table. 6.1, the control parameters for three di erent camera velocities
based on the normalised Euclidean distance r, of the gaze from the centre of
the screen have been chosen for the ‘pan’ according to clinical requirements
and the aforementioned assumption of small movements of each segment to
avoid unexpected motion in the joint space.
Without a loss of generality, the same motion generation approach was
applied to ‘zoom’ mode by considering
pbf = pbf ± zc · Ld, fRbc(q) = iRbc(q),
where the ±was used to zoom in and out respectively. The variables Ld and
tf have been fixed to 5.0mm and 0.500s respectively for zooming action.
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6.2 Implementation
In this section, the UI of the following three control modes are described:
1. Gaze gesture control; gesture based activation and camera control
with their PoR.
2. Pedal activated control; where the user activates the control mode of
the camera with a dual-switch foot-pedal and directs the camera with
their PoR.
3. Camera assistant control; a camera assistant follows verbal instruc-
tions of the experimental participant and navigates the camera.
Additionally, the experimental setup and the protocols are described in
detail.
6.2.1 Gaze Contingent Control Modes and UI
The implemented gaze gesture control UI for the gaze contingent robot
system is illustrated in Fig. 6.8. The UI is designed to enable the user to
intuitively switch between the ‘pan’, ‘zoom’ and stopping of the camera.
At the outset, the camera system is stationary and is waiting for a gesture
input from the user. The user will be observing a camera view as in Fig.
6.8(a) where there are guidance ‘zoom’ and ‘pan’ text in the left and right
bottom corner respectively. Whilst using the system, the user is able to see
their PoR on the screen in the form of a white dot. They also have the
option to turn this o . If a ‘zoom’ gaze gesture is triggered then the UI
switches from Fig. 6.8(a) to Fig. 6.8(b) and the user will be able to zoom
in by looking anywhere above the horizon and zoom out by looking below.
Guidance text is also overlaid on the camera view and the camera can be
stopped by looking into the white circle in the centre for 750ms. In contrast,
if a ‘pan’ gaze gesture is inputted by the user, the UI switches from Fig.
6.8(a) to Fig. 6.8(c) where the camera pans in the vector direction of the
gaze from the screen centre.
If the user’s PoR is within a region of r Æ 0.1 from the screen centre, then
the camera will stop after 750ms. In ‘pan’ mode, the screen area is separated
in three radial regions where gazing within each region would prompt the
camera to move at a di erent velocity. This region separation is illustrated
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Figure 6.8 – Gaze gesture controlled robotic laparoscope UI. (a) The UI waits
for the user to perform a ‘zoom’ or ‘pan’ gaze gesture. If a ‘zoom’
gaze gesture is detected then the user will be taken to (b), or
if a ‘pan’ gesture is detected it will take them to (c). While in
(b) or (c) the camera can be stopped by looking into the white
circle for 750ms. After the camera stops, the user is taken back
to (a). (d) Illustration of the camera velocity and respective
regions under ‘pan’ camera control mode.
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in Fig. 6.8(d) with respective radial region values described as in Table. 6.1.
If the PoR is within the static region, the camera will remain static. This
region was introduced to enable the surgeon to have a stable working area
to operate whilst maintaining an active ‘pan’ mode. If the PoR falls within
medium or fast region, the camera pans in a medium or fast velocity set at
16.9mms≠1 and 23.3mms≠1 respectively. The di erent speed regions were
introduced to enable an intuitive control of the camera whilst maintaining
a known maximum velocity that would be safe for the patient.
In order to address the potential safety issue when the eye tracker looses
tracking of the user’s eyes, an e ective safety mechanism was introduced
where the robotic laparoscopic holder would immediately stop under lost
gaze tracking conditions. If the user’s gaze is re-detected, then the robotic
laparoscope would resume in the same user control mode.
The pedal activated control mode is similar to the UI of the gaze gesture
control except that the onset camera screen view shown in Fig. 6.8(a) would
not have the ‘zoom’ and ‘pan’ text in the corner as a foot pedal is being
used to activate the camera arm. During pedal activation control mode, a
dual-switch foot pedal is used. To activate the ‘zoom’ or ‘pan’ mode the
user is required to step on the left or right pedal respectively. Navigation of
the camera is conducted using gaze with the same UI as in Fig. 6.8(b) and
Fig. 6.8(c) for ‘zoom’ and ‘pan’ mode respectively. During camera assistant
mode, an operator manually controls the laparoscopic camera using the
method explained in Section 6.1.2.
6.2.2 Experimental Setup
The experimental platform which is illustrated in Fig. 6.9 includes a Tobii
1750 eye tracker, a 10mm zero degree Stortz laparoscope, a Storz Tele Pack
light box, a Kuka Light Weight Robot (LWR) [4] and an upper gastrointest-
inal phantom with simulated white lesions. Both the robot and the HMM
gaze gesture recognition processes have been implemented in C++ and run
at 200Hz and 33.3Hz respectively. All experimental data including the
HMM gaze gestures, the camera-view video, the PoR and camera posi-
tion in Cartesian space obtained from the robot forward kinematics, were
recorded at 33.3Hz with respective time stamps. The bi-directional com-
munication and synchronization between the devices was achieved using the
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Figure 6.9 – The experimental setup includes a commercial eye tracker (Tobii
1750), a 10mm zero degree Stortz laparoscope and Tele Pack
light box, a Kuka LWR and a upper gastrointestinal phantom
with simulated white lesions.
UDP protocol via an Ethernet cable.
6.2.3 Experimental Protocols
Eleven surgical residents with a postgraduate year between 3-7 (PGY3-7,
male=10, female=1) were consented to participate in this study. The lap-
aroscopic experience was 536 (+/- 315) cases. All subjects were initially
trained to use both the gaze gesture and pedal activated systems on an ab-
stract navigation task. This was done to mitigate the potential confounding
e ects of learning when performing the subsequent study task.
The abstract training task involved navigating the robotic laparoscope
within a conventional box trainer to find numbers on a 4 ◊ 5 grid (illus-
trated in Fig. 6.10) in ascending magnitude. The numerals were of di ering
font sizes, necessitating zooming and panning to successfully complete the
task. Training was completed when they had met a minimum baseline pro-
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Figure 6.10 – Training task requesting participants to navigate the robotic
laparoscope within a conventional box trainer to find numbers
on a 4◊ 5 grid in ascending magnitude.
ficiency task completion time, when there was no further improvement in
completion time and they could reproduce their best time on three consec-
utive occasions.
A modified upper gastrointestinal staging laparoscopy phantom was used
in an immersive laparoscopic box trainer. The subjects were tasked with
identifying and “biopsying” (i.e., removing) a set number of randomly placed
lesions on the phantom. Importantly, this simulated task required subjects
to use a bi-manual technique, with one instrument either manipulating or
retracting tissue, whilst the other removes the lesion. The surgeons were
allowed and encouraged to physically look at the phantom model (before le-
sions were placed) to familiarise themselves with it. This was introduced to
minimise the potential confounding factor of learning the phantom model.
Participants were asked to perform the lesion removing task twice, for each
of the three camera control modes mentioned previously, namely via i) gaze
gesture control, ii) pedal activated control, and iii) camera assistant control.
Thus, overall each participant performed the lesion removal task six times
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in total. The sequence in which subjects performed the three task modes
was randomized to mitigate the learning e ects on the phantom. The same
human camera assistant was used throughout the study for all subjects.
The assistant was experienced in controlling the robotic laparoscope arm.
Eye tracking data for each participant was recorded during the gaze ges-
ture control mode to assess gaze gesture usability. A high performance
gaze gesture recognition algorithm plays a critical role in the usability and
ergonomics of the gaze contingent system. In order to assess the gaze ges-
ture recognition process, post-hoc observation of the recorded camera-view
videos was conducted and the occurrences of true positive (i.e., correctly
identified), false positive (i.e., incorrectly identified) and false negative (i.e.,
incorrectly rejected) gaze gestures were recorded. The number of true neg-
ative (i.e., correctly rejected) gaze gestures were obtained by filtering the
recorded gaze data and counting the rejected potential gaze gestures during
the trials. The recognition accuracy is obtained by,
q
True Positive Gesturesq
True Positive Gestures+qFalse Negative Gestures, (6.11)
and the false positive rate is obtained by,
q
False Positive Gesturesq
False Positive Gestures+qTrue Negative Gestures. (6.12)
If the trained HMM gaze gestures provide low recognition accuracy, this
can induce frustration in the surgeon as their intention to control the camera
is rejected, delaying the use of the laparoscope camera. On the contrary, a
high false positive rate would lead to involuntary activation and subsequent
movement of the camera, again resulting in a poor user experience, and
overall could lead to a low uptake of the system.
In addition, the system usability during each laparoscope control mode is
assessed quantitatively through the use of the following performance met-
rics.
• Task completion time measured in seconds.
• Camera path length measured over a single trial in centimetres - to
assess camera control e ciency and usability of the system.
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• NASA-TLX questionnaire - subjects completed a questionnaire after
each lesion removal task. This subjective questionnaire is validated
and comprises of six variably weighted parameters that contribute to
task workload [182].
At the end of the trial, subjects completed a questionnaire providing their
laparoscopic experience and rated how di cult it was to learn to use a) the
gaze gesture system and b) the foot pedal activation system on a visual
analogue scale.
6.3 Results
In order to investigate the usability performance of the new gaze contingent
laparoscope system design, the following statistical analysis studies were
performed.
1. Recognition accuracy and false positive rate assessment of the HMM
gaze gestures.
2. Comparative analysis of the three control modalities.
The statistical comparative analysis of the three control modalities of the
system were carried out on the performance metrics mentioned in Section
6.2.3. All statistical analysis involved first conducting normality tests, fol-
lowed by Mann-Whitney U test for non-parametric continuous variables
between modalities. A ‘p-value’ <0.05 was considered significant. Results
with significant di erences are indicated with an asterisk ‘*’ mark in all
tables. Results are represented as medians with IQRs in parentheses, unless
otherwise stated. All statistical analysis was performed using MATLAB.
6.3.1 HMM Gaze Gesture Performance Assessment
The recognition accuracy and false positive rate results are shown in Table.
6.2. The overall average recognition accuracy for the HMM based gaze
gestures is 97.0% with an average false positive rate of 1.4%. These results
demonstrate that gaze gestures provide high recognition accuracy and a low
false positive rate that makes the use of HMM based gaze gestures both a
user-friendly and safe method for the surgeon to convey their intention to
control the robotic system.
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Table 6.2 – Recognition accuracy and the false positive rate of the HMMs
during the experimental trial.
Recognition Accuracy False Positive Rate
HMM1 (‘Pan’) 95.6% 2.2 %
HMM2 (‘Zoom’) 98.3% 0.6 %
Table 6.3 – Comparative analysis of the three control modalities. Median
and interquartile range in parentheses.
Task time (s) Cam PathLength (cm)
NASA-TLX
Score
Sub. Skill
Acquisition
Di culty†
(1) Assistant 290.0 [181.0] 171.5 [126.3] 43.3 [25.0] -
(2) Gaze Gesture 266.5 [182.0] 89.3 [57.6] 42 [39.1] 0.853 [0.15]
(3) Pedal 288.0 [158.8] 109.8 [87.5] 27 [28.6] 0.884 [0.14]
p-value (1) vs (2) 0.536 0.028* 0.876 -
p-value (1) vs (3) 0.697 0.078 0.262 -
p-value (2) vs (3) 0.780 0.388 0.273 0.178
*p<0.05, †Visual analogue scale score: 1=very easy, 0=very di cult
6.3.2 Comparative Analysis of the Three Control Modalities
The comparative analysis of the three control modalities are summarised
in Table. 6.3. All eleven subjects met the baseline proficiency and training
requirements to be included in the user performance based quantitative
analysis. Two of the subjects wore glasses and three wore contact lenses.
The task completion times showed no significant di erence (p=0.536 and
p=0.697) between the three control modalities, indicating that the proposed
gaze contingent system is as competent as using a camera assistant, which is
the current gold standard. The group task completion times are observable
in Fig. 6.11.
The camera path length was measured in order to assess how e cient and
user-friendly our system is compared to the other two modes. Fig. 6.12(a)-
(b) illustrates an example camera path of a single subject during the gaze
gesture based control of the camera and the camera assistant respectively.
It is clear that the camera assistant shows a more volatile camera trajectory.
In contrast, the camera path during the gaze gesture based gaze contingent
control mode is smooth and still o ers the same navigational workspace of
an assistant.
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Figure 6.11 – Group task completion times by control modality.
−0.4
−0.35
−0.3
−0.25
−0.2
0.4
0.45
0.5
0.55
0.15
0.16
0.17
0.18
0.19
0.2
0.21
 
x  [m]
  S
  F
y  [m]
 
z 
 
[m
]
−0. 4
−0.35
−0.3
−0.25
−0.2
0.4
0.45
0.5
0.55
0.15
0.16
0.17
0.18
0.19
0.2
0.21
x  [m]
   S
F
y  [m]
z 
 
[m
]
(a) (b)
Figure 6.12 – Camera path for a given subject during (a) gaze gesture based
gaze contingent control and (b) camera assistant control of the
laparoscope.
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Figure 6.13 – Group camera path lengths (cm) by control modality. The
camera path length obtained during the gaze gesture control
mode showed significantly shorter path length against the cam-
era assistant.
Fig. 6.13 shows the group’s total camera path lengths during each con-
trol modality. A significantly shorter camera path length for the gaze ges-
ture modality compared to the assistant was observed with median and
interquartile range values of (89.3 [57.6]cm vs 171.5 [126.3]cm; p=0.028).
The pedal activation control mode showed a shorter path length against the
camera assistant, but did not result in statistical significance (109.8 [87.5]cm
vs 171.5 [126.3]cm; p=0.078).
The gaze contingent system was also assessed for its contribution to the
workload of the surgeon with the NASA-TLX questionnaire. It is desirable
that any surgical innovation does not add to the cognitive burden of the
surgeon. Importantly, there was no statistically significant di erence in
NASA-TLX scores for the gaze gesture modality versus the human camera
assistant (p=0.876) or the foot pedal (p=0.262) as shown in Fig. 6.14.
Visual analogue scores for rating subjective di culty in skill acquisition
between the gaze gesture and the pedal activation control modalities were
not significantly di erent (0.853 [0.15] vs 0.884 [0.14]; p=0.178). 100% of
surgeons rated both systems as ‘easy’ to learn. Pedals are considered com-
monplace in the operating theatre. Thus, for gaze gestures to be as easy
to learn as the foot pedal is a measure of the intrinsic ergonomics of gaze
gestures.
In the questionnaire, the subjects were asked to state their preferred mode
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Figure 6.14 – Group NASA-TLX scores by control modality. No significant
di erence in NASA-TLX scores were observed between the
gaze gesture and pedal modality against the human camera
assistant.
and 91% of surgeons (10/11) documented they would use the gaze gesture
system in clinical practice and also recommend it to their surgical colleagues.
Participants raised a number of points for development with regards to the
system. These include enabling panning during zooming in, a di erent stop
mechanism (the current system requires to fixate into a circular region in
the centre, which overlaps with the region of interest for the surgeon to
perform the task), and a camera tilt control to enable rotation around the
laparoscope’s longitudinal axis. The current stop mechanism sometimes
lead to surgeons expressing frustration that the camera stops accidentally.
6.4 Conclusions
In this chapter, an approach to ergonomically control a 6 DoF camera
through the surgeons’ PoR (i.e., 2 DoF) as the control input was introduced.
The use of real-time HMM gaze gestures to convey the user’s camera con-
trol intention of pan and zoom was proposed. Controlling of the laparoscope
robot arm holder was implemented to ensure that there was no misalign-
ment between the resulting camera visualisation movement with the user
input control, resulting in a natural camera movement due to overcoming
of the fulcrum e ect. The ability to reproducibly complete a surgical navig-
ation task was demonstrated using the gaze gesture control modality. The
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e ciency of the system was demonstrated by the significantly shorter cam-
era path length compared to the current gold standard (camera assistant).
Thus, surgeons obtained the desired FOV more accurately and required less
fine-tuning. The longer camera path length during the use of a camera as-
sistant was most likely a reflection of the di culty in communicating how
the camera should be moved to another human though verbal commands.
Validation of the HMMs showed that HMMs were e ective in recognising
gaze gestures with mean experimental recognition accuracy and false posit-
ive rate of 97.0% and 1.4% respectively.
The results obtained from the user trials support the claim that the pro-
posed gaze contingent robotic camera system with built-in safety mechan-
isms was ergonomic to use, inducing no significant cognitive burden when
compared to using a camera assistant or when compared to using a foot
pedal activated camera system. This means that the participants did not
feel that the gaze gestures and gaze control as a complex user modality.
This was also reflected in the subjective visual analogue scores. Addition-
ally, the system has the desirable feature of enabling the surgeon to achieve
comparable performance without the need of additional foot pedals. More
importantly, there is potential cost reduction opportunities through using
such a system as it can reduce the need to use a highly skilled camera assist-
ant and allow a surgeon to operate by them self, providing cost and sta ng
e ciencies.
Through the user trials, there were a number of improvements suggested
by participating surgeons and these included, i) a tilt control capability of
the camera to enable rotation of the camera view around the laparoscope’s
longitudinal axis, ii) mechanism of simultaneous panning whilst zooming
in, o ering a more natural camera movement experience, and iii) a di erent
camera stopping mechanism. The tilt control was suggested based on the
group of surgeons’ previous experiences as well as literature suggesting that
having a tilted horizon at certain angles can increase the risk of laparoscopic
procedures [184]. Therefore integrating the capability to correct for tilt
angle rotation was seen important. The stopping region in the UI illustrated
in this chapter is currently in the centre of the screen. This can overlap
with the region of interest for the surgeon during the operation causing the
camera to stop unintentionally. In the next chapter, adjustments are made
to the gaze contingent laparoscope system to include the above suggested
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points as well as to introduce further improvements to the usability and
ergonomics of the system by introducing an online calibration scheme of
the eye tracker. This online calibration scheme will allow the user to start
using the gaze contingent camera immediately on the fly, improving usability
and the overall surgical workflow.
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7 Online Calibrated Gaze
Contingent Control
In Chapter 6, a robotic assisted laparoscope holder was introduced to provide
surgeons with the ability to simultaneously navigate and perform a surgical
procedure without having assistance from a human camera assistant. The
usability studies revealed that a gaze gesture activated gaze contingent ro-
botic laparoscope holder enabled the surgeons to have a more e cient cam-
era manoeuvrability when compared to using a camera assistant. At the end
of Chapter 6, a number of discussion points for improvement were raised.
These included:
• Introducing tilt control of the camera. This would enable ro-
tation around the laparoscope’s longitudinal axis, therefore enabling
horizon correction which is useful for reorientation [184].
• Enabling simultaneous zooming in and panning. The previous
system enables zooming in or out when fixating above or below the
horizon. This means that the zooming is along the laparoscope depth
axis only. Surgeons expressed a need to enable panning whilst zooming
inwards.
• A di erent camera stopping method. The previous system re-
quired the user to fixate into a circular region in the centre of the
screen to deactivate the camera movement. This overlaps with the
region of interest for the surgeon during the operation. The arrange-
ment sometimes led to surgeons expressing frustration that the camera
stops without them wanting it to. Surgeons conveyed their desire for
a camera mechanism that would remain stationary while the cam-
era is activated but only deactivates through an explicit signal to the
system.
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This chapter focuses on incorporating the above clinical suggestions and fur-
ther improving the ergonomics and usability of the gaze contingent system.
The novelties of the work presented in this chapter include; i) the intro-
duction of tilt control (rotation around the laparoscope’s longitudinal axis),
with which the user is able to pan, tilt and zoom the camera, ii) enabling
simultaneous panning whilst zooming the camera inwards, iii) modification
of the switching between panning and zooming control by the user moving
their head forward to zoom in and backward to zoom out, o ering seamless
conveying of their control intention, iv) an online calibration method for the
gaze tracker, which overcomes the need of an explicit o ine gaze calibra-
tion before using the gaze contingent system, o ering a fast, frustration-free
user experience of the system. Comprehensive usability studies to assess
the modified system, including analysis of the user’s instrument trajectories
during use of the system for better objective assessment are used in this
chapter.
The hands-free gaze gesture activated gaze-directed camera empowers the
surgeon to use both their hands to operate, whilst eliminating the need for a
camera assistant. The online nature of the calibration algorithm introduced
in this chapter enables continuous updating of the gaze tracker calibration,
thus helping to overcome the calibration drift that can occur over longer
periods of using gaze trackers [59, 112]. The proposed online calibration
algorithm can be used for any remote gaze tracker system in condition that
there is a user-interactive aspect to the system application, for example
a menu navigation application involving the user’s PoR, gaze typing or
an automatic scrolling mechanism during reading. The online calibration
works by obtaining calibration points from the user interactive aspects and
use these to remap the user’s PoR. A study to demonstrate the performance
of the online calibration algorithm is presented and is compared against a
conventional o ine gaze tracker calibration.
This chapter is presented as follows; Section 7.1 highlights the changes
made to the gaze gesture recognition process, the training of the gaze ges-
tures and the robot arm control algorithms. Section 7.2 describes the on-
line calibration algorithm. Section 7.3, gives an overview of the system user
control interface, the experimental setting and experimental protocols. In
Section 7.4 the results are discussed and this is followed by the conclusion
in Section 7.5.
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7.1 Gaze Contingent System Modifications
The gaze gesture activated robotic laparoscope system’s fundamental in-
ternal control mechanism, (gaze gesture recognition and robot control pro-
cesses) is kept the same as in Chapter 6, shown in Fig. 6.3. The possible gaze
gestures the user can perform are two: ‘activate camera’ (for pan and zoom)
or ‘tilt camera’ (for rotation). These are di erent to the ones presented in
Chapter 6.
The ‘activate camera’ gaze gesture sequence illustrated in Fig 7.1(a) is
defined by a three-stroke sequence of eye movements: gazing at the centre,
then bottom right corner, back to the centre, and finally back to the bottom
right corner of the screen. The ‘activate camera’ gaze gesture activates a
camera control mode that enables the user to perform pan and zoom con-
trol in one control mode. On initialisation, the camera records the distance
of the user’s eyes from the gaze tracker screen. If the user maintains their
head position within a distance threshold, the camera pans according to the
vector direction and distance from the screen centre. If the user wants to
zoom the camera inwards, they simply are required to lean forward by the
distance threshold and the camera will zoom in. During zooming inwards,
the user is able to simultaneously pan. This setup enables a smooth simul-
taneous zooming and panning control, as suggested by the group of clinical
participants in the study of Chapter 6. Additionally, in order to zoom the
camera view outwards, the user is requested to lean back by the distance
threshold. More detailed UI controls are described in Section 7.3.1.
The ‘tilt camera’ gaze gesture sequence is shown in Fig. 7.1(b), is similar
to the ‘activate camera’ gaze gesture sequence but instead, the user is asked
to gaze at the bottom left corner of the screen. The ‘tilt camera’ gaze
gesture activates the camera control that enables rotation of the camera
view along the longitudinal axis of the laparoscope. Once a gaze gesture
sequence is performed and detected, camera motion is enabled and the user
can manoeuvre the laparoscope robotic arm holder with their PoR.
In order to implement a di erent stopping mechanism to that described
in Chapter 6.2.1, the user now is asked to fixate at the bottom left corner
for 750ms instead of the centre of the screen to stop the camera. This
was introduced by request of a number of surgeons who participated in
the previous user study in Chapter 6 who found the screen centre stopping
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(a) (b)
TILT
CAMERA 
ACTIVATE
CAMERA
Figure 7.1 – The gaze gesture sequence for the (a) ‘activate camera’ (pan and
zoom) and (b) ‘tilt camera’ (rotation) gaze gestures enabling
activation of the gaze contingent laparoscope system.
region unintuitive due to the camera accidentally stopping if they gazed
within the centre of the screen.
7.1.1 Updated Gaze Gesture Recognition Process
The gaze gesture recognition process is the same to that presented in Chapter
6, with the only di erence being that more training data were collected
from an additional ten participants. The codebook was designed o ine
from twenty participants providing 600 gaze gesture training data sequences.
Unintentional gaze gesture data were also collected from the additional par-
ticipants during a five-minute web browsing task. Each of the 600 training
sequences was encoded using the formulated k-means clustering codebook.
The Baum-Welch algorithm is used to iteratively obtain the optimal state
transition and emission probabilities that describe the training data set ob-
servations O. A 10-fold cross validation was performed across a di erent
number of states (between 2 and 8 states, total of seven runs as shown
in Fig. 7.2(a)-(b)) for each of the two HMMs which describe the two gaze
gestures to find a good trade-o  between recognition accuracy, a low false
positive rate, and overall complexity of the system. With each of the seven
training instances, a detection probability threshold was set at a 95% con-
fidence limit of the training data sequences’ inference values obtained from
the trained HMM. The recognition accuracy of the HMM is obtained by
using this threshold on the remaining 10%, the validation data set. Infer-
ence value histograms obtained from testing the 6 state HMMs with the
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Figure 7.2 – HMM training 10-fold cross validation for the (a) ‘activate cam-
era’ and (b) ‘tilt camera’ HMM. The inference values of inten-
ded gaze gestures for (c) ‘activate camera’ gestures and (d) ‘tilt
camera’ gestures.
unintended gaze gesture data are shown for the ‘activate camera’ and ‘tilt
camera’ gestures in Fig. 7.2(c)-(d). From this figure, it was found that a 6
state HMM with an inference threshold of 0.7 would provide the best overall
performance for both the ‘activate camera’ and ‘tilt camera’ gaze gesture
detection.
7.1.2 Updated Robot Control Process
In addition to the above changes to the gaze gesture recognition process
and gesture training, a number of modifications were also made to the robot
control process. The majority of the robot control process remains the same
as Section 6.1.2. The following description describes only the changes made
to the robot control process to enable the list of modifications mentioned in
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the beginning of this chapter. Eq. (6.6) which describes the final position
pcf with respect to the camera frame {C} (illustrated in Fig. 7.3) is now
expressed as
pcf =
Ë
Ld cos(–) Ld sin(–) Lz
ÈT
, (7.1)
to enable simultaneous motion of pan and zoom. Ld and Lz are respectively
the displacement in the plane xy (i.e., pan motion) and in z-axis (i.e., zoom
motion) of the frame {C}. If only the pan mode is active Lz = 0, whereas
in case of zoom out motion, the equation becomes
pcf =
Ë
0 0 ≠Lz
ÈT
. (7.2)
In Table. 7.1, the control parameters for three di erent camera velocities
based on the normalised Euclidean distance r, of the gaze from the centre
of the screen have been chosen for the panning and zooming in during the
‘activate camera’ control mode according to clinical requirements and the
previously mentioned assumption of small movements of each segment to
avoid unexpected motion in the joint space. The action of zooming out has
constant parameters Ld = 0, Lz = ≠0.005m and tf = 0.5s.
In order to perform the ‘tilt camera’ mode, i.e., the rotation g around the
longitudinal axis of the laparoscope (i.e., unitary vector zc in Fig. 7.3), the
parameters Ld = 0; Ld = 0 (i.e., pbf = pbi) and fT bc in Eq. (6.10) becomes
fT bc (q) =
C
iRbc(q)Rz(“) pbi
0T 1
D
,
where Rz(g) represents the elementary rotation matrix of the frame {C}
about the unitary vector zc shown in Fig. 7.3. In addition, mechanical joint
limits have been taken into account in the motion planning by keeping the
joint variables as close as possible to the centre of their ranges.
7.2 Online Calibration Algorithm
As mentioned in the introduction of this chapter, an online calibration
method for the gaze tracker is introduced. Conventional remote gaze track-
ers require an o ine calibration procedure to map the optical axis (OA) (i.e.,
the straight line that passes through both the pupil and cornea centre) of
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Figure 7.3 – The reference frames placement for the robotic platform (Kuka
LWR).
Table 7.1 – Motion parameters for each region of the gaze tracker screen.
Time (s) and lengths (mm).
Pan Only Planner
Parameters
Pan and Zoom in
Simultaneously Planner
Parameters
Condition
Static Ld = 0.0 Lz = 0.0
tf = 0.010
Ld = 0.0 Lz = 5.0
tf = 0.500
r < r1 = 0.18
Medium Ld = 5.5Lz = 0.0
tf = 0.325
Ld = 6.0Lz = 5.0
tf = 0.600
r1 Æ r < r2 = 0.38
Fast Ld = 7.0Lz = 0.0
tf = 0.300
Ld = 8.0Ld = 5.0
tf = 0.500
r Ø r2
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the user’s eye to account for their visual axis (VA) (i.e., the PoR, or the
line joining the cornea and the fovea centre) [52]. This process typically
requires the user to gaze at a moving spot presented on the screen. During
this procedure a set of the user’s pupil coordinates at a number of predeter-
mined locations, also known as calibration points, are recorded. The PoR
of the user is then estimated through forming a mapping, which relates the
captured pupil coordinates to their respective screen coordinates. It has
been found in numerous cases that such calibration methods drift over time
[59, 112], thus a ecting the accuracy and precision of the PoR, potentially
requiring the surgeon to recalibrate during surgery. This would lead not
only to poor user-experience but also, more critically, would raise safety re-
lated reservations in using the gaze contingent robotic laparoscope system
in the operating theatre.
To overcome this problem, an online calibration process that seamlessly
and progressively adapts to the changing user’s gaze is introduced. Since
the proposed online calibration process replaces the conventional o ine cal-
ibration, the surgeon will be able to use the robotic laparoscope system
immediately. Furthermore, the adaptive nature of the algorithm overcomes
the calibration drift as it updates with continued use thus, allowing the
surgeon to use the gaze contingent system for longer periods without re-
calibrating during an operation. The online calibration algorithm takes
advantage of the pre-learnt gaze gesture information to extract calibration
points in an ongoing manner to form and update the mapping function.
The proposed online calibration algorithm illustrated in Fig. 7.4 shares
many similarities with the gaze gesture recognition process introduced in
Fig. 6.4 as it integrates with the original gaze gesture recognition process.
Since the nature of the gaze gestures requires the user to look at the centre
and at one of the bottom corners, the online calibration algorithm uses these
coordinates to populate the subject-specific calibration mapping on the fly
by extracting the pupil locations at these instances.
Referring to Fig 7.4, the online calibration algorithm works by first taking
the stream of unmapped optical axis based PoR coordinates from the gaze
tracker and median filtering them to reduce noise. Following this, potential
gaze gestures are extracted in the same manner as the gaze gesture recog-
nition process shown in Fig 6.4. It is important to emphasise that, at this
stage, the gaze gesture sequence consists of a series of inaccurate uncalib-
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Figure 7.4 – Flow chart of the online calibration algorithm.
rated PoR coordinates. Hence, a technique is needed to distinguish if a
potential gaze gesture is of a plausible trajectory and orientation. Principal
components analysis is applied to the segmented potential gaze gesture.
Since the majority of the trajectory’s information is contained in the first
and second principal component (PC1 and PC2 respectively), and with the
additional knowledge that the gaze gestures here are of an elongated di-
agonal, when the PC1/PC2 ratio is above a threshold of 5, the false gaze
gestures are filtered out. The angle of PC1 indicates the quadrant location
of the potential gaze gesture, and can accordingly distinguish whether the
segmented gaze gesture is associated to HMM1 or HMM2. If PC1 lies on
the forth quadrant, then it is related to HMM1 (‘activate camera’ mode),
while if it lies on the third quadrant then it is associated to HMM2 (‘tilt
camera’ mode).
If the principal component criteria are met, then a series of pupil coordin-
ates during two fixation points, i.e., the coordinates associated with the
calibration point at the screen centre and the coordinates associated with
one of the calibration points at the bottom corner, are extracted from the
gaze gesture. Here, only the pupil coordinates during the period when the
velocity is below 300¶s≠1 are stored into an array bu er. There are three
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array bu ers, one for each stream of calibration point coordinates associ-
ated with gazing at the centre, bottom left and bottom right corner of the
screen. To enable the online calibration algorithm to adapt to potential cal-
ibration drifts, the array bu ers store only the most recent five streams of
calibration coordinates for each of the three calibration point locations. If
the array bu er already has five streams of calibration coordinates, the first
stream is displaced and the previous four steams are shifted along where
the new incoming stream of calibration coordinates are added at the end
of the array bu er. Therefore bu ers are also indexed to distinguish the
start and end of each respective calibration point coordinate stream in each
respective array bu er.
The contents of the array bu ers are filtered subsequently by computing
the centroid and standard deviation of each calibration point. The final
pupil centroid (i.e., calibration points) to be used in the mapping function
is recomputed excluding any coordinates that fall outside one standard de-
viation from the initial computed centroid. This is done to avoid potential
noise in the gaze gesture. These centroids are to be used in the calibration
mapping to map the OA to the VA.
The calibration mapping incorporated in the algorithm is a thin plate
spline (TPS) based radial basis function (RBF) mapping. TPS, a special
polyharmonic spline, is chosen for the gaze calibration mapping due to its
elegant characteristics to interpolate surfaces over scattered data. The TPS
was first introduced by [40], and has previously been used for various com-
puter vision applications such as in image registration [10]. Given a vector
x œ Rm, a RBF is a real-valued function whose value depends only on the
distance from the origin, so that „(x) = „(ÎxÎ), where Î.Î denotes the Eu-
clidean norm. Any function that satisfies this property is a radial function.
Sums of RBFs are commonly used to approximate functions. They take the
form,
f(x) =
nÿ
i=1
Êi„(Îx≠ ciÎ). (7.3)
In Eq. (7.3), the approximating function f(x) is represented as a sum of
n radial basis functions, each associated with a di erent centre ci , and
weighted by an appropriate coe cient wi. This function defines a spatial
mapping that maps any location x in space to a new location f(x). In order
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to use the TPS as the basis function, the TPS takes the form „(r) = r2ln(r),
where r = Îx≠ ciÎ.
In order to guarantee the unique existence of interpolants with a small
variation to Eq. (7.3) lower order polynomials are added to f(x) along with
some extra conditions. Specifically, for the TPS, we obtain,
f(x) =
nÿ
i=1
Êi„(Îx≠ ciÎ) + a+ bTx, (7.4)
where, x œ Rm, a is a constant and b œ Rm. This gives rise to unique
existence of interpolating f(x) using the TPS basis function „(r) = r2ln(r)
with its value at origin declared to be zero. In addition, the uniqueness can
be guaranteed provided that ci are not collinear and the following conditions
are fulfilled:
nÿ
i=1
Êi = 0 and
nÿ
i=1
Êici = (0, 0, ..., 0)T . (7.5)
Here, (0, 0, ..., 0)T denotes the zero vector in m dimensions. Under these
conditions, the scalars Êi, a and the vector b can be uniquely solved for.
To apply the TPS basis function as the gaze calibration mapping, the
pupil coordinate centroids, P = (x, y) is defined as the input, thus m = 2.
The mapping to the screen coordinates f(P ) is represented as,
f(P ) =
nÿ
i=1
Êi„(ÎP ≠ ciÎ) + a+ bP , (7.6)
where ci = (xˇi, yˇi) is the n eye feature vectors obtained during calibration,
and b = [ax, ay]. The conditions for the scalars Êi, a, and the vector b to
be solved uniquely become,
nÿ
i=1
Êi = 0 and
nÿ
i=1
Êixˇi = 0 and
nÿ
i=1
Êiyˇi = 0. (7.7)
Since the mapping in Eq. (7.4) specifies an approximation function f : R2 æ
R, in order to describe an eye tracking calibration mapping in R2 æ R2,
two TPS functions are used; one for the x-axis of the screen fx(P ) and one
for the y-axis of the screen fy(P ). These mapping functions share their
calibration points, ci = (xˇi, yˇi) to give,
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M(P ) =
C
fx(P )
fy(P )
D
=
nÿ
i=1
C
Êxi
Êyi
D
„(ÎP ≠ ciÎ) +
C
ax
ay
D
+
C
bx
by
D
P (7.8)
Here Êxi , ax and bx represent the scalar coe cients and vector for the x-
axis, and Êyi , ay and by represent the scalar coe cients and vector for the
y-axis. The resultant mapping function M(P ) now describes the mapping
of the pupil coordinates in the eye image plane to the screen pixel coordinate
plane. The overall TPS calibration mapping is divided into two parts; the
sum of the RBF weighted by the TPS coe cients Êxi and Ê
y
i , which are
bounded and asymptotically flat, and an a ne part described by the last
three terms.
Three coe cients are required to express an a ne transform, which means
a minimum of three calibration points are needed to compute the TPS
mapping. However, the gaze contingent laparoscope system utilises two
gaze gestures, giving room to obtain between two and three calibration
points only. Therefore, prior to using the calibration points for the online
mapping, the final calibration points associated with the centre, bottom left
and right corners of the screen are extrapolated to increase the number of
calibration points to five. Note that on initialisation of the system, there can
only be two calibration points obtained from the first gaze gesture received
from the user, i.e., either a ‘activate camera’ or ‘tilt camera’ gaze gesture.
Therefore, symmetry along both the vertical and horizontal eye rotation is
assumed and the two calibration points are extrapolated to five calibration
points, when the first gaze gesture has been successfully performed. This
scenario is illustrated in Fig. 7.5(a)-(b). When both gaze gestures have
been performed, then three calibration points are used to extrapolate to five
calibration points as shown in Fig. 7.5(c). A conventional o ine calibration
procedure uses anything between five to nine calibration points to establish
a gaze mapping function for accurate PoR estimation.
Once five calibration points have been extrapolated, the parameters in-
cluding Êxi , Ê
y
i , ax, ay, bx and by can be obtained by solving the following
linear system,
C
ST
0
D
=
C
L C
CT O
D Ë
tx ty
È
, (7.9)
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where S is the five calibration point’s respective screen coordinates,
S =
C
sx
sy
DT
=
C
sx1 s
x
2 · · · sx5
sy1 s
y
2 · · · sy5
DT
, (7.10)
which are also illustrated in Fig. 7.5(d). The calibration points’ respect-
ive pupil feature points represented by ci = (xˇi, yˇi) form the array C =
(1, xˇi, yˇi) which is a 5◊3 matrix, L = „(Îcj≠ciÎ) is a 5◊5 matrix, O and
0 are 3◊ 3 and 3◊ 2 zero matrices respectively. tx and ty are arranged as,
tx =
Ë
Êx1 · · · Êx5 ax bx
ÈT
and ty =
Ë
Êy1 · · · Êy5 ay by
ÈT
.
(7.11)
Both tx and ty are 8◊ 1 vectors. By further denoting,
K =
C
L C
CT O
D
, (7.12)
we can invert the system in Eq.(7.9) to solve for the scalar and vector
parameters tx and ty as follows,
Ë
tx ty
È
=K≠1
C
ST
0
D
. (7.13)
Once a calibration mapping is formed, this is used to remap the previously
segmented gaze gesture. The same segmented gaze gesture is remapped
via the calibration mapping and tested against the two gaze gesture HMM
models. If the gaze gesture returns an inference value above either of the two
HMM thresholds, the extracted pupil coordinates are deemed accurate to be
used in the calibration mapping and are kept in the respective bu er arrays
as calibration points, otherwise they are discarded. As the user continues
to use the gaze contingent laparoscope system and inputs gaze gestures,
the stored running bu er of five streams of pupil coordinate points in each
three respective calibration point locations are used to build a more robust
gaze tracking calibration mapping, whilst also accounting for any calibration
drift as the user moves their head. The online algorithm therefore can
potentially lead to an improved and sustained accurate PoR estimation.
The overall online calibration algorithm integrates closely with the gaze
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Figure 7.5 – (a) Calibration point extrapolation process when a ‘activate
camera’ gaze gesture is performed on initialisation of the system.
(b) Calibration point extrapolation process when a ‘tilt camera’
gaze gesture is performed on initialisation of the system. (c)
Resultant calibration mapping showing the extrapolated and
original calibration points once both gaze gestures have been
performed. (d) The five screen coordinate locations used for
the TPS calibration mapping.
gesture recognition process, thus enabling the surgeon to seamlessly start
using the robotic laparoscope system without having to perform an o ine
gaze tracker calibration. The next section will explain the implementation
of the system, including the gaze contingent control user interface in further
detail.
7.3 Implementation
In this section, the UI of the three control modes are described:
1. Gaze gesture control; gesture based activation and camera control
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with their PoR and head position.
2. Pedal activated control, where the user activates the control mode of
the camera with a dual-switch foot-pedal and directs the camera with
their PoR and head position.
3. Camera assistant control, a camera assistant follows verbal instruc-
tions of the experimental participant and navigates the camera.
Following this, the experimental setup and protocols are described in detail.
The experimental protocol consists of two subsections. The first explains the
usability experiments of the robotic laparoscope system whereas the second
covers the performance study of the online gaze tracker online calibration.
7.3.1 Gaze Contingent Control Modes
In this chapter, a modified gaze gesture control UI is implemented to in-
troduce tilt control of the camera, to allow simultaneous zooming in and
panning, and to have a camera stopping method that is not at the centre
of the screen. The modified UI is illustrated in Fig. 7.6. The system UI
enables pan, zoom and tilt of the laparoscope camera. The pan and zoom
control is combined into one control mode, i.e., ‘activate camera’ mode.
On system initialisation, the camera is stationary and the system waits
for a gaze gesture input from the user. The user has the option to control
the camera via ‘activate camera’ or ‘tilt camera’ modes. ‘Activate camera’
mode enables panning or zooming and switching between the panning and
zooming is enabled with a movement of the head forward or backward. On
initialising the ‘activate camera’ control mode, the distance from screen to
the user’s eyes is calculated and stored as the ‘original distance’. During this
control mode, the camera will pan in the vector direction of the PoR from
the screen centre with a speed in accordance to Table. 7.1 as long as the
user’s head is within a region of ±5cm from the ‘original distance’. More
specifically, in the panning mode, the screen area is separated into three
radial speed regions as shown in Fig. 7.6(a). Gazing within each region
would move the camera at a di erent velocity accordingly. If the surgeon’s
PoR is within the central screen region, the camera maintains stationary
allowing for a stable view whilst performing tasks. If the surgeon’s gaze
falls within the medium and fast regions, the camera moves at a velocity of
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16.9mms≠1 and 23.3mms≠1 respectively. These three speed regions were
introduced to enable user-friendly control of the camera whilst maintaining
a predefined maximum velocity that would be safe for the patient. Thus,
even if the surgeon performs a glance towards the edge of the screen, the
camera still follows the predefined safe camera speed. In order to zoom in,
the user is required to simply lean their head forward by more than 5cm
from the ‘original distance’ position while the ‘activate camera’ mode is
active. This control scheme is illustrated in Fig. 7.6(b). Whilst zooming
in, the gaze can also direct the camera to enable simultaneous zooming
and panning, again with the same speeds as in Table. 7.1. Conversely, if
the user desires to zoom out during the ‘activate camera’ mode, the user is
asked to lean their head back by 5cm from the ‘original distance’ position as
shown in Fig. 7.6(c). During zooming outwards, panning via gaze direction
is disabled.
In the ‘tilt camera’ mode, the system allows the camera to rotate the view
around the laparoscope’s longitudinal axis. You can activate this mode by
performing the ‘tilt camera’ gaze gesture. Once this mode is activated, the
original positions of the left and right eye are recorded and the horizon
going through the left and right eye is calculated and stored as the ‘base
line’. Through tracking the position of the left and right eye and calculating
the relative angle they make with this ‘base line’, the camera tilt can be
controlled. In order to tilt the camera left or right, the user is instructed
to tilt their head by more than ±15° to the left or right respectively. The
robot performs incremental rotation steps with an angular velocity of 5°s≠1
in the respective tilt direction. This can be understood from Fig. 7.6(d).
In order to maintain a tilt in one direction, the user simply maintains their
head position i.e., a tilt of the head greater than 15° will maintain the
camera tilt motion in that given direction. While using the system, the
user can see their PoR represented on the screen as a white moving dot,
which can optionally be deactivated. During each control mode, guidance
text is overlaid on to the camera view and the camera can also be stopped
by looking at the ‘stop camera’ text at the bottom left hand corner of the
screen for 750ms as shown in Fig. 7.6(e).
The pedal activated control mode has a similar UI to that of the gaze ges-
ture control mode except that the ‘activate camera’ and ‘tilt camera’ modes
are activated via a pedal, thus the guidance text is not observable on the
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Figure 7.6 – Illustration of the UI for the gaze contingent laparoscope system.
(a) Panning during ‘activate camera’ mode. (b) Zooming in
during ‘activate camera’ mode. (c) Zooming out during ‘activate
camera’ mode. (d) Tilting the camera during ‘tilt camera’ mode.
(e) Camera is stopped by gazing at the bottom left hand corner
for 750ms.
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screen. The user is asked to use a dual-switch foot-pedal to activate each
respective camera control mode. The left and right foot-pedal activates the
‘tilt camera’ and ‘activate camera’ mode respectively. Once a camera mode
is activated by depressing the pedal, the pedal needs to be kept depressed
to maintain operating in the chosen control mode. The laparoscope is nav-
igated in exactly the same manner as shown in Fig 7.6(a)-(d). Note that
during pedal activation mode, there is no ‘stop camera’ text displayed at
the bottom left corner of the screen as the camera stops by releasing the
foot-pedal.
Lastly, during the camera assistant mode, an assistant operator manually
controls the laparoscope camera according to the surgeon’s verbal guidance.
7.3.2 Experimental Setup
The experimental setup is illustrated in Fig. 7.7. It uses the following same
equipment: a Tobii 1750 remote gaze tracker, a LWR [3], a 10mm zero
degree Karl Storz laparoscope, a Storz Tele Pack light box and camera, two
Storz Matkowitz grasping forceps, a dual-switch foot-pedal and an upper
gastrointestinal phantom with simulated white lesions. Additionally to the
experiment setup in Chapter 6, surgical instrument tip trajectory data in
Cartesian space was recorded using an NDI Polaris infrared tracker together
with reflectance markers attached onto both instrument handles.
The HMM gaze gesture recognition process, the online gaze tracker calib-
ration algorithm and the robot control process were implemented in C++.
The gaze based algorithms runs at 33.3Hz and the robot control algorithm
updates at 200Hz. Experimental data, which consisted of subject PoR, gaze
gestures, camera-view feed, the laparoscope camera tip position in Cartesian
space, were recorded at a rate of 33.3Hz. Here the camera tip position was
obtained from the robot’s forward kinematics. The NDI Polaris tracker
which logged data at 17Hz, the laparoscope camera and eye tracker were
synchronised on one PC. This PC was also synchronised via the UDP pro-
tocol with the LWR PC. Instrument trajectory tracking was undertaken as
peer-reviewed literature has shown that instrument trajectory information
including, path length and speed correlate to the level of surgical perform-
ance [60]. Thus, the use of the same group of surgeons during the studies,
will reflect the usability of the system. (During the camera assistant control
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Figure 7.7 – The experimental setup for the modified gaze contingent laparo-
scope system uses equipment from the previous chapter, but in
addition an NDI Polaris infrared tracker together with reflect-
ance markers attached onto both instrument handles to record
the subject’s instrument tip trajectory data.
mode, a third infrared reflectance marker was mounted onto the laparoscope
and tracked via the NDI Polaris tracker.)
7.3.3 Experimental Protocols
The experimental protocol consists of two subsections. The first describes
the usability experiments of the robotic laparoscope system whereas the
second explains the performance study of the online gaze tracker online
calibration. Each subsection covers the quantitative performance metrics
used to analyse the collected results from each respective study.
7.3.3.1 Robotic Laparoscope System Usability Study
In this usability study, seventeen surgical residents with a postgraduate year
between 3-7 (PGY3-7, male=16, female=1) were recruited. The mean lap-
aroscopic experience was 676 (±293) cases. All participants were trained to
use the gaze gesture and pedal activated systems on an abstract navigation
task before starting the study. This was performed to mitigate against the
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potential learning e ects when performing the subsequent phantom based
task. The abstract training task participants performed is illustrated in Fig.
7.8(a). It required the subject to navigate the laparoscope system inside a
conventional box trainer to locate numbers in ascending order. The num-
bers of varying font sizes were placed randomly on a 4◊ 5 grid in order to
require the user to both pan and zoom during the training. Subject training
was halted when: a minimum baseline proficiency task completion time was
met; when they showed no further improvement in completion time; and,
when they could reproduce a similar completion time consecutively on three
occasions. A second training task was used for the novel tilt control modal-
ity of the camera. Subjects were asked to re-align three operative scenes to
a conventional anatomical orientation. Each of the three operative scenes
shown in Fig. 7.8(b) were displayed one at a time, and were laid out so
that the scene is shown across the whole camera FOV. In order to re-align
the scene, the user tilted the camera left, right, then left by 15°, 65° and
35° respectively. Once a scene was correctly re-aligned, the next scene was
presented to the participant.
The validation task involved subjects identifying and biopsying a set num-
ber of randomly placed lesions on an upper gastrointestinal phantom. The
task was a simulated upper gastrointestinal staging laparoscopy (the same
task as that conducted in Chapter 6) and the phantom was placed in a
laparoscopic box trainer. The task required subjects to use a bi-manual
technique, typically, one instrument manipulating and/or retracting tissue,
and the other grasping and removing the lesion. The surgeons were encour-
aged to physically look at the phantom model, before lesions were placed,
to familiarise themselves with it. This was introduced to minimise the po-
tential confounding factor of learning the phantom used during the task.
Participants were asked to conduct the lesion removing task twice, for each
of the three camera control modes: i) gaze gesture activation, ii) foot-pedal
activation, and iii) verbal communication with a human camera assistant.
Each participant overall performed the lesion removal task six times in total.
To mitigate learning e ects on performing the lesion removing task, the se-
quence in which subjects performed the task during the three control modes
were randomised. The same human camera assistant was recruited through-
out the study for the camera assistant mode.
Subject gaze data were recorded during the gaze gesture control mode to
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assess the usability of the gaze gesture algorithm. Usability was assessed
from post-hoc observation of the recorded camera-view videos where the
occurrences of true positive, false positive and false negative gaze gestures
were counted. The number of true negative gaze gestures were obtain by
filtering the recorded gaze data and counting the rejected potential gaze
gestures during the trials. The recognition accuracy is obtained by Eq.
(6.11) and the false positive rate is obtained by Eq. (6.12).
The system usability during each laparoscope control mode is assessed via
the following quantitative performance metrics:
• Task completion time measured in seconds.
• Camera path length measured over a single trial in centimetres.
• Camera workspace measured in centimetre cube - an empirical as-
sessment of whether the group of participants were able to move the
laparoscope system over a comparable workspace to that of a camera
assistant.
• Instrument path length measured over a single trial in centimetres -
to assess the ergonomics of the system.
• Instrument speed measured in centimetres per second - to measure
the ergonomics of the system. This metric is obtained by dividing the
camera path length measured over a single trial by the respective task
completion time.
• NASA-TLX questionnaire - subjects completed a questionnaire after
each lesion removal task.
7.3.3.2 Gaze Tracker Online Calibration Performance Study
Twenty-five subjects participated in the study to assess the performance of
the online calibration algorithm independently (male=20, female=5). The
aim of this study was to assess whether the online calibration algorithm
could calibrate ‘on the fly’ with a range of di erent subjects and maintain
a high level of accuracy and precision over time. Furthermore, the study
compares the online calibration algorithm performance to when the gaze
tracker is not calibrated, and when an o ine 5 and 9 point calibration pro-
cedure is conducted. All gaze gestures performed were also being recorded
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for o ine analysis to quantify the recognition accuracy and false positive
rate, ultimately to check whether if the online calibration adversely a ects
the performance of the gaze gesture recognition process.
All participants were trained to use the gaze gesture activated system
before starting the study. Each participant was required to successfully
perform both gaze gestures ten times. Post training, each participant was
asked to perform a calibration performance task under the following eye
tracker calibration conditions; i) no calibration, ii) five point o ine calib-
ration, iii) nine point o ine calibration, iv) after one gaze gesture (online
calibration), v) after two gaze gestures (both ‘activate camera’ and ‘tilt
camera’ gesture (online calibration), vi) after five gaze gestures (online cal-
ibration), vii) after ten gaze gestures (online calibration). The performance
task comprised of the participant observing one by one, nine evenly distrib-
uted white dots displayed on a screen. During this, the participants’ gaze
was recorded for o ine analysis.
In order to measure the accuracy of each calibration method, the angular
distance of the user’s fixation point, ◊ , from the nine reference points which
they were asked to observe is computed in degrees of visual angle via Eq.
(2.1). The overall accuracy of the calibration is defined as,
◊Avg.Accuracy =
1
n
nÿ
i=1
◊i, (7.14)
where ◊i is an angular distance of the recorded fixations from each of the
reference targets i = 1, 2, · · · , n, where n is the number of reference targets.
This is measured in degrees of visual angle. In addition, precision of the
calibration is defined as,
◊precision =
ıˆıÙ 1
m
mÿ
j=1
◊2j , (7.15)
where ◊j , is the angular distance ofm successive PoRs within a fixation point
i.e., j = 1, 2, · · · ,m, and the ◊precision value is computed when the user is
observing one of the nine reference point targets. The overall precision is
obtained by taking the average between the nine precision measurements
i.e.,
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◊Avg.Precision =
1
n
nÿ
k=1
◊(k)precision, (7.16)
where k = 1, 2, . . . , n and n is the number of reference targets. Precision is
also measured in degrees of visual angle.
During the performance study for the gaze gesture based online calibration
algorithm, each trial was carried out over twenty minutes. The participant
performed one gaze gesture, then the performance task, then was asked to
take a five minute break by moving away from the desk. Subsequently,
the same procedure was repeated after performing two, five and ten gaze
gestures in the same session. The gaze gesture count is accumulated to
emulate the subject performing the calibration on the go. The study was
executed in this manner to enable understanding of the online calibration’s
longitudinal performance.
7.4 Results
The results section is divided into two sections. The first covers the assess-
ment of the usability of the new robotic laparoscope system’s design. The
second analyses the online gaze tracker calibration algorithm’s performance.
In order to investigate the usability performance of the new gaze con-
tingent laparoscope system design, the following statistical analysis studies
were performed.
1. HMM gaze gesture recognition accuracy and false positive rate assess-
ment.
2. Comparative analysis of the three control modalities.
3. Comparative analysis of the first and second trials assessing learning
e ects.
4. Comparative analysis of results from study 2. against the system in
Chapter 6.
The statistical analysis of the usability tests of the system i.e., (studies
2 - 4), were carried out on the performance metrics mentioned in Section
7.3.3.1.
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Table 7.2 – The recognition accuracy and the false positive rate for both
HMM gaze gestures.
Recognition Accuracy False Positive Rate
HMM1 (‘Activate Camera’) 94.88% 1.91%
HMM2 (‘Tilt Camera’) 98.08% 0.41%
Assessment of the online gaze tracker calibration algorithm performance
involved calculating the accuracy and precision of the gaze tracker online
calibration algorithm, as discussed in Section 7.3.3.2. The longitudinal per-
formance of the online calibration was statistically compared to the five
point and nine point o ine calibration’s performances. The gaze gesture
recognition accuracy and false positive rate during the trials were also as-
sessed to check that the online calibration was not adversely a ecting the
performance of the gaze gesture recognition process.
For all statistical analysis, normality tests were initially performed, fol-
lowed by Mann-Whitney U test for non-parametric continuous variables
between modalities. A ‘p-value’ <0.05 was considered significant. Results
with significant di erences are indicated with an asterisk ‘*’ mark in all
tables. Results are represented as medians with IQRs in parentheses, unless
otherwise stated. All statistical analysis was performed using MATLAB.
7.4.1 Robotic Laparoscope System Usability Studies
7.4.1.1 Updated HMM Gaze Gesture Performance Assessment
The recognition accuracy and false positive rate results are shown in Table.
7.2. The overall average recognition accuracy for the HMM based gaze
gestures is 96.48% and an average false positive rate of 1.17%. These results
demonstrates that gaze gestures provide high recognition accuracy and a low
false positive rate that makes the use of HMM based gaze gestures both a
user-friendly and safe method for the surgeon to convey their intention to
control the robotic system.
7.4.1.2 Comparative Analysis of the Three Control Modalities
The comparative analysis of the new gaze contingent control modalities
versus with the camera assistant are summarised in Table. 7.3. All seven-
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Figure 7.9 – Task completion time by control mode aggregating all parti-
cipants.
teen subjects met the baseline proficiency and training requirements to be
included in the user performance based quantitative analysis. Three of the
subjects wore glasses and four wore contact lenses.
The task completion time over the trials were significantly shorter for
the gaze gesture activated system compared to both the camera assistant
and the pedal activated control scheme with median and IQR values of
(190.50 [67.50]s vs 240.50 [118.75]s; p=0.015) and (190.50 [67.50]s vs 246.00
[159.50]s; p=0.014) respectively. In contrast to this, the pedal activated
control modality showed no statistical di erence in the task completion time
versus the camera assistant (246.00 [159.50]s vs 240.50 [118.75]s; p=0.864).
The comparative task completion times are shown in the box plot in Fig.
7.9. This result indicates that the overall subject group could complete the
same bi-manual task faster with the gaze gesture activated control modality
over both the pedal activated system and the camera assistant. This might
be attributed to the seamless nature of the gaze gesture activated system as
the surgeon can maintain their visual attention on the laparoscope camera
view, without for example, having to look down to search for the foot-pedal
or to verbally communicate to another human how to move the camera,
both of which can induce delay in the task completion times.
Significantly shorter camera path lengths were observed for the gaze ges-
ture and pedal activation modalities compared to the camera assistant
with median and IQR values of (97.58 [46.02]cm vs 449.46 [291.12]cm;
p=1.83◊10-12) and (104.81 [61.13]cm vs 449.46 [291.12]cm; p=2.39◊10-12 )
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Figure 7.10 – Camera path length by control mode aggregating all parti-
cipants.
respectively. Note that the camera path length showed no statistical di er-
ence between the gaze gesture activated and pedal activated control modes
(97.58 [46.02]cm vs 104.81 [61.13]cm; p=0.552). Illustration of the groups’
comparative camera path lengths is shown in the box plot in Fig. 7.10. The
fact that the gaze gesture activated control mode resulted in a significantly
shorter task completion time but not in a significant shorter camera path
length, could be attributed to a more ergonomic user experience of not
having to depress an external pedal device whilst performing a bi-manual
instrument task. The pressing of a pedal can change the surgeon’s posture
and balance, thus adversely a ecting the ergonomics during the task.
In order to assess whether the gaze contingent system is able to cover a
similar workspace volume comparable to that of a human camera assistant,
the camera tip trajectories from the group of surgeons were combined into
one point cloud for each control modality. The point clouds were used to
obtain a surface mesh via Delaunay triangulation and the overall volume
occupied by the camera tip workspace was then computed using the convex
hull algorithm. As can be seen from the illustration in Fig. 7.11, all three
camera control methods show a similar workspace volume of 2558.47cm3,
2556.40cm3 and 2159.60cm3 for the camera assistant, gaze gesture activ-
ated and pedal activated control scheme respectively. Since the camera
workspace occupied by the gaze contingent control system is similar to that
of the human camera assistant, together with the significantly shorter cam-
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Figure 7.11 – Camera workspace during each control modality.
era path length in the earlier analysis, it indicates that the robotic system
is able to provide a more e cient way of navigating the workspace.
The instrument path lengths (both left and right) were significantly shorter
during the use of the gaze gesture activated control scheme compared to the
camera assistant with (730.81 [328.70]cm vs 1155.71 [634.70]cm; p=3.30◊10-5)
and (725.93 [336.29]cm vs 1250.16 [699.20]cm; p=5.33◊10-8) for the left
and right instruments respectively. Similarly, the instrument path lengths
were also significantly shorter when using the pedal activated control scheme
when compared against the camera assistant with left and right path lengths
of (868.26 [513.18]cm vs 1155.71 [634.70]cm; p=0.034) and (896.05 [449.48]cm
vs 1250.16 [699.20]cm; p=2.90◊10-4) respectively. Importantly, note that
the instrument path lengths recorded during the gaze gesture activated
control scheme resulted in statistically shorter when compared against the
pedal activated camera control scheme with (730.81 [328.70]cm vs 868.26
[513.18]cm; p=0.030) and (725.93 [336.29]cm vs 896.05 [449.48]cm; p=0.022)
for left and right instruments respectively. The group’s instrument path
lengths during each control scheme is shown in the box plot of Fig. 7.12. A
shorter instrument path length, which is a reflection of e cient instrument
movements, have previously been associated with better surgical perform-
ance in the clinical setting [1]. Since the group of surgeons participating in
the study remained the same, any changes in the instrument path length
can be inferred as an indirect measure of usability.
The instrument speed during the gaze gesture activated control scheme
was significantly slower for the right instrument when comparing it against
those obtained when having used a camera assistant (5.16 [1.89] cms-1 vs
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Figure 7.12 – Left and right instrument path length by control mode aggreg-
ating all participants data.
6.02 [1.89] cms-1; p=0.009). Interestingly, the left instrument did not result
in any statistical di erence in speed (4.45 [1.67]cms-1 vs 4.75 [1.00]cms-1;
p=0.076). The slower right instrument is likely to be attributed to the learn-
ing of using the new gaze contingent laparoscope system. Previous literature
has shown that slower instrument speeds are associated with lower levels of
surgical experience [173]. Since the same group of surgeons performed the
lesion removal task for each control modality, the relatively slower right in-
strument speed during the use of the gaze gesture activated control mode is
caused by the usability of the system. Instrument speeds during the pedal
activation control scheme were also significantly slower for both left and
right instruments compared to the camera assistant trials (4.15 [1.59]cms-1
vs 4.75 [1.00]cms-1; p=0.016) and (4.71 [1.29]cms-1 vs 6.02 [1.89]cms-1;
p=2.66◊10-5) respectively. There was no statistical di erence in the in-
strument speeds between the gaze gesture activated and pedal activated
control modality for either instrument. Since the slower instrument speeds
could be attributed to the learning e ect of using the system, further stat-
istical analysis is performed in the next subsection where instrument speeds
are analysed longitudinally.
Each control scheme was also assessed for its contribution to the cognitive
workload of the participant through the NASA-TLX questionnaire. When
introducing new technology into the operating theatre, it is desirable that
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Figure 7.13 – NASA-TLX graph scores for all participants comparing the
new gaze contingent UIs with the camera assistant.
the new technology does not add to the cognitive burden of the surgeon.
From the results we observe, there was no statistically significant di erence
in the NASA-TLX score outcome for the new gaze gesture activated control
scheme when compared to using a camera assistant (p=0.524) or the foot-
pedal activation method (p=0.275). The overall group NASA-TLX scores
are shown in the box plot in Fig. 7.13.
7.4.1.3 Comparative Analysis of the First and Second Trial
During the experiment, each participant completed two trials using each
control modality. The first trial is separated from the second and a compar-
ison analysis between the first and second trial for every control modality
is performed. This comparison was conducted to investigate the learning
e ect of using the system. Results are summarised in Table. 7.4.
The task completion time showed significant improvement during the
second trial in comparison to the first during the use of the gaze ges-
ture activated (p=0.003) and pedal activated (p=0.013) laparoscope con-
trol schemes. This indicates that there is a learning e ect in using the
control schemes. Importantly also, a significant improvement in task com-
pletion time is observed when comparing the task completion time during
the second trial of the gaze gesture activated control scheme over the cam-
era assistant (p=0.005). However, no significant improvement was observed
for the task completion time during the second trial of the pedal activated
system over the second trial camera assistant (p=0.361). Moreover, there
was no statistical significant change in task completion times between the
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Table 7.4 – First and second trial user performance metrics of new laparo-
scope control scheme (gaze gesture and pedal) compared to the
camera assistant.
Task
Time (s)
Cam Path
Length
(cm)
Left Instr.
Path
Length
(cm)
Right Instr.
Path
Length
(cm)
Left Instr.
Speed (cms-1)
Right Instr.
Speed (cms-1)
NASA-
TLX
Score
(1) Assistant
Trial 1
244.00
[112.00]
452.83
[299.33]
1319.55
[870.70]
1571.32
[1001.31] 5.15 [1.18] 6.14 [1.85]
34.33
[27.67]
(2) Assistant
Trial 2
237.00
[100.00]
418.08
[200.73]
980.93
[453.92]
1219.14
[485.69] 4.68 [0.68] 5.68 [1.88]
32.00
[18.67]
(3) Gaze Gesture
Trial 1
223.00
[76.00]
111.68
[37.93]
882.68
[323.62]
807.08
[363.22] 4.32 [1.64] 4.80 [2.03]
50.67
[36.33]
(4) Gaze Gesture
Trial 2
163.00
[48.00]
80.01
[27.19]
683.79
[207.53]
706.00
[305.61] 4.65 [1.58] 5.76 [1.83]
31.67
[22.33]
(5) Pedal Trial 1 300.00[150.00]
133.57
[72.38]
952.54
[656.80]
971.78
[380.28] 3.66 [0.67] 4.53 [1.39]
52.00
[27.66]
(6) Pedal Trial 2 184.00[110.00]
94.46
[45.10]
786.99
[202.07]
852.98
[384.30] 4.86 [1.11] 4.91 [1.13]
39.67
[22.00]
p-value (1) vs (2) 0.558 0 .731 0.228 0.535 0.228 0.535 0.642
p-value (3) vs (4) 0.003* 0.002* 0.0538 0.302 0.130 0.039* 0.130
p-value (5) vs (6) 0.013* 0.030* 0.2856 0.228 0.009* 0.033* 0.113
p-value (1) vs (3) 0.361 1.00◊10-6* 0.007* 4.43◊10-4* 0.007* 0.001* 0.310
p-value (1) vs (5) 0.179 1.69◊10-6* 0.191 0.058 2.61◊10-4* 4.82◊10-5* 0.076
p-value (3) vs (5) 0.036* 0.705 0.215 0.079 0.535 0.449 0.547
p-value (2) vs (4) 0.005* 7.05◊10-7* 0.001* 3.08◊10-5* 0.731 0.705 0.945
p-value (2) vs (6) 0.361 7.05◊10-7* 0.042* 0.002* 0.535 0.085 0.309
p-value (4) vs (6) 0.054 0.513 0.023* 0.1131 0.757 0.228 0.335
first and second camera assisted trials, indicating that the improvement in
task completion times were not due to the subjects learning the task. The
results indicates that the group was able to quickly learn how to use the
gaze gesture activated control scheme and was able to obtain a better task
completion time with this new control technique.
The camera path lengths support the hypothesis that a robotic controlled
laparoscope is able to provide a more stable and e cient control scheme
for the surgeon. This is reflected in the results where the camera path
lengths are shorter during both the first and second trials over the camera
assistant for the gaze gesture and pedal activated systems as illustrated in
Table. 7.4. Interestingly, there is a statistically significant shortening of
the camera path obtained during the second trial of using the gaze gesture
and pedal activated systems in comparison to their first trials (p=0.002)
and (p=0.030) respectively. This is consistent with the improvement in
the resulting task completion times during the second trial for both control
schemes which shows that participants were able to quickly learn how to
use the laparoscope system.
The instrument path lengths resulting from the first and second trials
show no significant di erence between trials for the gaze gesture activated
or pedal activated systems. However, significantly shorter left and right
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instrument path lengths were obtained during the gaze gesture activated
control scheme when comparing to those obtained during the camera assist-
ant control scheme during both first and second trials as shown in Table.
7.4. Comparatively significantly shorter instrument path lengths were ob-
tained during the second trial pedal activated control scheme versus the
camera assistant (p=0.042) and (p=0.002) for left and right respectively.
This illustrates the learning e ect taking place during the two trials of the
gaze contingent control schemes. The fact that the cohort of surgeons were
able to obtain a more e cient instrument economy in their second trial
potentially indicates the ergonomic benefit of the gaze controlled robotic
laparoscope over having a camera assistant to move the laparoscope on
their behalf.
The left and right instruments’ speed recorded during the gaze gesture and
pedal activated control methods in the analysis in Section 7.4.1.2 resulted
in statistically slower speeds as discussed earlier (see Table. 7.3). However,
when the gaze contingent control scheme’s instrument speeds obtained dur-
ing the first and second trials are compared, a learning e ect is observed. For
instance, during the first trial of the gaze gesture and pedal activated con-
trol schemes, significantly slower instrument speeds are observed compared
to the camera assistant mode. By the second trial no significant di erence
is observed in the instrument speeds during the gaze gesture and pedal
activated control methods when compared to the camera assistant. There-
fore once the surgical participants learnt the new gaze contingent control
schemes, their instrument economy was reaching their normal behaviour
(as if they were using a camera assistant). It should be noted also that
during the second trial of using the gaze gesture activated control scheme,
the cohort of surgeons showed statistically shorter instrument path lengths
compared to the camera assistant mode. The combination of significantly
shorter instrument path lengths and indi erent instrument speeds during
this control scheme (compared to having a camera assistant), highlights the
improved instrument e ciency that can be attained.
The NASA-TLX scores showed no significant changes in the scores when
conducting intra trial and inter comparisons of the three control modalities.
This highlights that the gaze gesture activated control scheme did not add
any significant burden on to the group of surgeons.
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7.4.1.4 Comparative Analysis against the Gaze Contingent
System in Chapter 6
The final usability analysis is a comparison of the system presented in this
chapter to that in Chapter 6. The two systems share some similarities: both
systems use the same Kuka LWR arm and two gaze gestures to control the
camera. Furthermore, the same panning and zooming speeds are used.
The main di erences between the systems is that the system presented in
Chapter 6 separates the pan from the zoom control. In order to switch from
panning the camera to zoom, the user would have to stop the camera and
then perform a gaze gesture to switch to ‘zoom’ control. In contrast, the
system UI presented in this chapter combines the pan and zoom control
into one ‘activate camera’ control mode, where the user can switch between
the panning and zooming by moving their head forward or backward. In
addition, the new system enables an extra ‘tilt camera’ control to rotate the
camera view along the laparoscope’s longitudinal axis.
The study conducted in Chapter 6 had a subject group size of eleven par-
ticipants with laparoscopic experience of 536 (±315) cases. This is compar-
able to the subject group from the user trials presented in this chapter which
is seventeen subjects with laparoscopic experience of 676 (±293) cases. The
task completed by subjects was identical in both studies. Since the compar-
ative analysis study of the first and second trial in Section 7.4.1.3 indicated
learning e ects of using the system taking place, data from the second trials
were only used in the analysis here. Statistical p-value tests were performed
comparing the two systems and a summary of these results are presented in
Table. 7.5.
When comparing the gaze gesture activated system presented in this
chapter to the previous one in Chapter 6, a significantly shorter task com-
pletion time is observed for the system introduced in this chapter. The
pedal activated control method in contrast showed no significant di erence
in task completion times. This result potentially indicates that the new UI,
which enables quick switching between panning and zooming, is more ergo-
nomic when the gaze gestures are used to activate the camera, but is not
necessarily the case when the user is required to depress a foot-pedal. The
subtle change in the user’s balance and posture when having to use another
limb to depress the pedal and activate the camera might be the cause of the
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Table 7.5 – User performance comparison of proposed system versus the pre-
vious gaze contingent system introduced in Chapter 6.
Task Time
(s)
Cam Path
Length
(cm)
NASA-
TLX
Score
(1) Current
Gaze Gesture
190.50
[67.50]
97.58
[46.02]
40.00
[28.83]
(1) Previous
Gaze Gesture
281.00
[172.00]
89.61
[87.05]
41.33
[39.08]
(3) Current
Pedal
246.00
[159.50]
104.81
[61.13]
45.34
[27.76]
(4) Previous
Pedal
265.00
[160.00]
107.61
[88.42]
27.00
[28.32]
p-value
(1) vs (2) 0.032* 0.913 0.910
p-value
(3) vs (4) 0.499 0.411 0.017*
disparity.
The camera path lengths resulted in no statistical di erence for both the
gaze gesture and the pedal activated control schemes. This is not surprising
as the system’s parameters for panning and zooming were kept identical.
Therefore, the significantly shortened task time resulting from subject trials
during the use of our proposed gaze gesture activated control scheme is likely
due to the improved system ergonomics.
The NASA-TLX showed no significant change between the previous and
current gaze gesture activated control schemes. Interestingly, the pedal
activated control scheme that is proposed in this chapter shows a significant
increase in the NASA-TLX score when compared to the pedal system in
Chapter 6. This increase in cognitive burden for the cohort of surgeons
might have been caused by the restricted posture during zooming in or out.
Since the foot-pedal needs to maintain depressed during camera control,
the limb used for the foot-pedal is essentially in a fixed position. During
zooming in or out since the new system requires moving their head forwards
or backwards, the combined UI may have been awkward at times for the
surgeon.
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7.4.2 Performance of Online Gaze Calibration Algorithm
Although previous gaze tracker systems have achieved a reduced number
of calibration points as little as one point, and a good accuracy of 1.0° of
visual angle, these systems utilise multiple cameras and or multiple light
sources [52], and they still require an o ine calibration that is susceptible
to calibration drift which was discussed in Chapter 2. The proposed online
calibration algorithm can be applied to any remote gaze tracker system as
long as there is a user-interactive element to the system application, such as
menu navigation with the user’s PoR, eye typing or another example might
be an automatic scroll mechanism during reading. Once a user interaction
is recognised, calibration points can be captured and used to remap the
user’s PoR.
The accuracy and precision performance of the online gaze tracker calibra-
tion algorithm compared to having no calibration and an o ine calibration
is summarised in Table. 7.6.
From the accuracy performance chart in Fig. 7.14, it is observable that
the online calibration has consistent accuracy throughout the trial (after
performing one, two, five and ten gaze gestures). O ine calibration meth-
ods have previously shown to deteriorate in accuracy performance [112],
which would in turn hinder gaze tracking techniques to be applied in the
surgical theatre. During the fifteen to twenty minute duration of the trial,
the gaze tracker’s calibration accuracy is maintained which is a positive at-
tribute. In addition, the accuracy of the online calibration after one gaze
gesture is comparable to that of the five point o ine calibration (1.048° vs
0.914°; p=0.245) or nine point o ine calibration (1.048° vs 0.886°; p=0.085)
respectively. The significance test’s p-values confirm this, as no significant
di erence was observed between the online calibration’s accuracy after one
gaze gesture to that obtained from a five point o ine calibration or a nine
point o ine calibration. Importantly, the statistical comparison tests show
that the accuracy of the online calibration becomes better with more gaze
gestures; the online calibration accuracy after five gaze gestures and ten
gaze gestures shows a statistically significant improvement in accuracy over
that obtained after one gaze gesture with accuracy of (0.914° vs 1.048°;
p=0.024) and (0.801° vs 1.048°; p=2.37◊10-5) respectively. Furthermore,
the accuracy after ten gaze gestures shows statistical improvement over that
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Table 7.6 – Comparative performance of online, o ine and no calibration.
Avg. Accuracy ± Stdev
(Deg Visual Angle)
Avg. Precision ± Stdev
(Deg Visual Angle)
(1) No calibration 3.884 ± 2.464 0.255 ± 0.192
(2) Online 1 time 1.048 ± 0.730 0.255 ± 0.146
(3) Online 2 times 0.931 ± 0.574 0.228 ± 0.143
(4) Online 5 times 0.919 ± 0.665 0.224 ± 0.156
(5) Online 10 times 0.801 ± 0.574 0.207 ± 0.126
(6) 9pt o ine 0.886 ± 0.512 0.207 ± 0.147
(7) 5pt o ine 0.914 ± 0.493 0.214 ± 0.155
p-value (1) vs (2) 1.26 ◊10-48* 0.785
p-value (1) vs (3) 8.48◊10-53* 0.591
p-value (1) vs (4) 2.38◊10-52* 0.939
p-value (1) vs (5) 3.61◊10-56* 0.959
p-value (1) vs (6) 7.89◊10-55* 0.208
p-value (1) vs (7) 4.21◊10-54* 0.878
p-value (2) vs (3) 0.174 0.743
p-value (2) vs (4) 0.024* 0.840
p-value (2) vs (5) 2.37◊10-5* 0.767
p-value (2) vs (6) 0.085 0.088
p-value (2) vs (7) 0.245 0.710
p-value (3) vs (4) 0.311 0.579
p-value (3) vs (5) 0.022* 0.549
p-value (3) vs (6) 0.673 0.056
p-value (3) vs (7) 0.882 0.512
p-value (4) vs (5) 0.074 0.945
p-value (4) vs (6) 0.518 0.155
p-value (4) vs (7) 0.198 0.903
p-value (5) vs (6) 0.006* 0.129
p-value (5) vs (7) 0.001* 0.878
p-value (6) vs (7) 0.533 0.259
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Figure 7.14 – Comparison chart of the accuracy obtained when the gaze
tracker has no calibration, the online calibration (after one,
two, five and ten gaze gestures are performed) and after the
five and nine point o ine calibration. The online calibration
accuracy performance is comparable to that of the o ine cal-
ibration with as little as one gaze gesture being performed.
obtained after two gaze gestures (0.801° vs 0.914°; p=0.002) as well as the
five point o ine (0.801° vs 0.914°; p=0.001) and nine point o ine (0.801°
vs 0.886°; p=0.006) calibrations. Referring back to Fig. 7.14, as expected,
the calibration accuracy with no calibration has a poor accuracy (3.884° ±
2.464°). This is also reflected in the statistical comparison tests against the
online and o ine calibration methods (see Table. 7.6), where the accuracy
improves significantly after the gaze tracker has been calibrated with any
o ine or online calibration method.
In terms of precision analysis, it is observable from both Table. 7.6 and
Fig. 7.15 that the online calibration algorithm maintains the precision through-
out the study, which is desirable. In previous literature, it was raised that
the precision of o ine calibration methods also drifted with time [112]. Here
we are able to show from the statistical comparison tests that the online
calibration algorithm is able to consistently achieve statistically indi erent
precision to those of o ine calibration techniques.
The last performance analysis of the online gaze tracker calibration al-
gorithm is investigating the recognition accuracy and false positive rates
attained during use of the algorithm. The results are summarised in Table.
7.7. It would be undesirable if the use of the online gaze tracker algorithm
lead to a reduction in the recognition accuracy and the false positive rate
of the gaze gestures, as this would hinder the user from controlling the
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Figure 7.15 – Comparison chart of the precision obtained when the gaze
tracker has no calibration, the online calibration (after one,
two, five and ten gaze gestures are performed) and after the
five and nine point o ine calibration. The precision of the gaze
tracking is maintained longitudinally via the online calibration
algorithm.
Table 7.7 – The recognition accuracy and the false positive rate for both
HMM gaze gestures during use of the online gaze tracker calib-
ration algorithm.
Recognition Accuracy False Positive Rate
HMM1 (‘Activate Camera’) 97.64% 0.82%
HMM2 (‘Tilt Camera’) 95.97% 0.37%
gaze contingent laparoscope. The overall average recognition accuracy for
the HMM based gaze gestures is 96.81% and an average false positive rate
of 0.60%. These results are comparable to those obtained when the gaze
tracker is calibrated o ine (shown in Table. 7.2), thus demonstrating that
the online calibration algorithm does not a ect the usability of the gaze
gesture activated laparoscope system.
7.5 Conclusions
In this chapter, we introduce a modified gaze contingent robotic laparoscope
which allows for pan, tilt and zoom motion capabilities in Cartesian space.
Real-time HMM gaze gestures were used to convey the camera controls, and
head motion enabled switching between panning and zooming in or out was
implemented.
A novel implicit online gaze tracker calibration algorithm is also intro-
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duced and results showed that the algorithm is able to obtain a comparable
accuracy and precision to that of a conventional explicit o ine gaze tracker
calibration after one gaze gesture is performed. The introduction of this on-
line gaze tracker calibration would enable forgoing the need to perform an
explicit o ine calibration before being able to use the gaze tracker, making
the surgical workflow more seamless and e cient. The online nature of the
calibration will enable maintaining an accurate and precise PoR estimation,
avoiding the calibration drift problem.
In addition, a comprehensive usability study involving seventeen surgical
residents was conducted to assess the new gaze gesture activated robotic
laparoscope system. During the usability study, instrument trajectories
were also tracked along with camera trajectories to enable an improved
objective usability assessment. Results demonstrated that once the group of
surgeons learnt how to use the system, they were able to perform a surgical
navigation task quicker, with a superior camera and instrument e ciency
when compared to instructing a camera assistant or when using a pedal
activated control scheme. The gaze gestures provide an e ective means
to convey the surgeon’s desired camera control method and the seamless
switching between panning and zooming in and out by leaning forward or
backward are likely to have contributed to the improved user performance.
Although pedals are commonly used in the operating theatre today, having
to depress a foot-pedal can change the ergonomics of the operation. Analysis
of the camera workspace occupied during the user trials demonstrated that
the gaze contingent laparoscope system is able to navigate across a similar
working volume to that of a human camera assistant.
The learning e ect of using the system was also investigated, and ana-
lysis showed that participants were able to learn to use the gaze contingent
system quickly and outperform the camera assistant in many of the per-
formance metrics by their second trial. During the first trial, instrument
trajectory speeds were slower during the gaze gesture and pedal activated
control schemes, showing the group was learning to simultaneously control
the camera and perform the bi-manual lesion removing task. However, by
the second trial, the instrument speeds were similar to those observed during
the camera assistant control scheme, indicating that participants were able
to reach their normal instrument economy quickly. Task completion times
also improved significantly in the second trial for the gaze gesture activated
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control scheme. NASA-TLX scores indicated no signs of cognitive burden
to the user when compared to using the conventional camera assistant or
pedal activated control. This shows that the group of participants did not
feel the gaze gesture activated system to be a complex control scheme.
A comparison of the gaze gesture activated system introduced in this
chapter to that of the system presented in Chapter 6 was also conduc-
ted. The group of users who used the proposed gaze gesture system in this
chapter produced faster task completion times. The pedal activated control
schemes did not show any di erence in terms of task completion times, but
the pedal activated control scheme introduced in this chapter resulted in
significantly higher NASA-TLX scores, indicating that the surgical resid-
ents felt a higher cognitive burden whilst using it. This is perhaps due to
the introduction of using head motion to zoom in and out, which could have
caused awkward posture when combined with depressing a pedal to control
the camera.
The comprehensive analysis of the results from the various usability stud-
ies of the new gaze gesture activated robotic laparoscope system highlights
the potential clinical value of the proposed system. The system modific-
ations introduced in this chapter, together with the ergonomic improve-
ments should provide a translatable control scheme for improved camera
navigation whether it integrates into a laparoscope or an articulated hyper-
redundant robot system.
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8 Summary and Conclusions
The surgical community is continuously pushing the technological bound-
ary to improve patient outcomes. Whilst MIS can o er reduced patient
trauma and faster recovery times, it has also required longer surgical train-
ing for skill acquisition. Subsequently, hospitals and healthcare systems
have had to absorb these costs. The rational behind the development of
robotic assisted surgical instrumentation is to improve the user ergonom-
ics for the surgeon whilst o ering patients all the benefits of conventional
MIS. Furthermore, creating a scalable platform to enable faster skill ac-
quisition that improves surgical safety, usability, workflow and reduction
of surgical procedure times, will enable cost reduction for hospitals in the
longer term. With the future trend pointing towards further miniaturised
surgical instruments and perform natural orifice access MIS, there is a need
to develop more sophisticated articulated instruments. This is likely to,
again, change the safety and ergonomics in the operating theatre raising
the need for development of better human-robot interaction methods.
To this end, utilisation of the human visual perception in the form of Per-
ceptual Docking has been introduced [175] in order to improve the human-
robot interaction technique, where the information of the surgeon’s gaze ob-
tained via an eye tracker is used to improve the safety and user ergonomics.
A number of applications have been introduced that utilise the human visual
perception including, gaze contingent motion stabilisation of beating heart
tissue for in-situ tissue visualisation [99, 97] and gaze contingent trajectory
planning where the surgeon’s gaze fixation path is used during surgery for
laser ablation planning [147], which enhances the surgeon’s capability during
surgery. Gaze contingent motor channelling, a method to dynamically in-
troduce virtual fixture like safety boundaries through the surgeon’s 3D PoR
was introduced to increase safety during surgery [100]. Gaze contingent
instrument placement using the three-dimensional fixation information of
the surgeon’s gaze to position instruments or control an articulated camera
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[109, 111] were introduced to improve the ergonomics and workflow during
the operation by utilising the information obtained from the human visual
perception. However, there are still limitations and improved ergonomics
are desired.
In order to improve the ergonomics in the operating theatre, it is import-
ant first to recognise the main issues of MIS procedures. From the study
conducted in this thesis, the challenges during endoscopic MIS procedures
were identified as the endoscope visualisation’s narrow FOV, awkward nav-
igation instances during looping caused by perceptual-motor misalignment,
and the generally poor ergonomics. This thesis focuses on finding e ective
solutions to provide better ergonomics in the operating theatre by minim-
ising these identified problems.
8.1 Contributions of this Thesis
A number of novel ideas, which have been explored to assess and tackle
the previously stated problems, were outlined in this thesis. Chapter 4 fo-
cused on developing a gaze information based framework to assess a new
endoscope camera visualisation, the fade-to-grey DVE, for the purpose of
improving the camera visualisation. It was shown that visual attention
strategies could be a valuable tool to assess the usability of this new en-
doscope camera visualization technique. The modelling of eye movements
with Markov chains combined with the use of gaze heat-maps, was proven
to be e ective in comparing di erent DVE techniques and in highlighting
the di erences.
Chapter 5 aimed to understand the visual-motor navigation challenges. A
method to quantify perceptual-motor misalignment that can occur during
looping of a flexible endoscope was introduced and was measured during an
articulated robot simulator colonoscopy task. It was identified that during
challenging episodes of the colonoscopy, where large varying perceptual-
motor misalignment was prevalent, such instances were associated with
fewer fixations of longer duration and less saccades. These di cult in-
stances during a task were then inferable from the subject gaze parameters
by using a trained SVM classification algorithm. This gaze parameter clas-
sifier provides an important quantitative basis for assessing the ergonomics,
as well as perceptual behaviour and potential cognitive loadings of devices
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used in MIS procedures.
In Chapter 6, a gaze contingent laparoscopic robot system was developed
to improve the surgical navigation. Real-time HMM gaze gesture activated
camera control was introduced to improve the usability and human-robot
interfacing, where the camera control was activated via commands from the
operator’s eye movements. The proposed hands-free system enabled the
surgeon to be part of the robot control feedback loop, allowing user-friendly
camera navigation and providing the surgeon the ability to simultaneously
navigate and perform a surgical procedure without having assistance from
a human camera assistant.
Chapter 7 further expanded the system developed in Chapter 6 with the
addition of pan, tilt and zoom capabilities. Further improvements to the us-
ability and ergonomics of the system were introduced by developing a novel
online calibration algorithm that was able to obtain a comparable accur-
acy and precision to that of a conventional explicit gaze tracker calibration.
The online calibration scheme allowed the user to immediately start using
the gaze contingent system, improving the user experience and the overall
surgical workflow. Notably, the online nature of the calibration will enable
maintaining an accurate and precise PoR estimation, avoiding the calibra-
tion drift problem as discussed in Chapter 2. From the comprehensive user
trials involving a cohort of surgeons, it has been shown that the proposed
gaze gesture activated and gaze directed laparoscope system could be as ef-
fective as a camera assistant with the benefit of faster task completion times
and shorter corresponding instrument path lengths with and no significant
cognitive burden introduced within the cohort of participating surgeons.
The gaze contingent camera control system introduced should provide a
translatable control scheme for improved camera navigation whether it is
for a laparoscope or an articulated hyper-redundant robotic system. It must
be mentioned that although gaze contingent control of instrumentation has
been proposed for a number of applications, the main contribution of this
thesis is the seamless incorporation of gaze information, which is robust to
aberrant eye behaviour and has been proven to be easy to use in a clinical
setting.
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8.2 Ongoing Work and Future Perspectives
The work presented in this thesis has made attempts to help solve a number
of identified problems during MIS. There are however other areas which the
work can be further applied to for improvement of ergonomics and usability.
Here, we will discuss some future directions to extend the work in this thesis.
The gaze contingent camera control framework can be utilised to control
hyper-redundant robots. With the medical engineering research community
trending towards less invasive, better cosmetic results and patient outcomes,
it is likely that natural orifice access MIS will become the standard and
thus more articulated instruments, such as hyper-redundant robots will be
required to enable such procedures [162]. The dilemma in using these more
complex hyper-redundant robots is the di culty in controlling their multiple
joints, making the elongated robotic structure problematic to manipulate.
The gaze contingent control scheme could be applied to control such multi-
DoF robots. In Chapter 6 it was demonstrated that the surgeons were
capable of controlling the 6 DoF robotic laparoscope through the use of
their PoR, thus simplifying the camera control in a user-friendly manner.
The next logical step would be to integrate this control strategy to improve
the control ergonomics of these emerging articulated robots.
Another area of development would be to extend the work of this thesis
and utilise the three-dimensional gaze information obtainable from binocu-
lar eye trackers. Previous work by Mylonas et al. [98] integrated a binocular
eye tracker into a da Vinci surgical console by Intuitive Surgical, Inc. where
it was demonstrated how the three-dimensional fixation information of the
surgeon could be obtained. The challenge with binocular eye trackers is
the longer explicit calibration procedure due to the added depth dimension.
There is potential to integrate the implicit online calibration procedure in
Chapter 7 to improve the usability of binocular eye trackers as in majority
of cases the surgeon would focus their vergence on the tissue surface. Thus,
if we can obtain the three-dimensional geometry of the surface tissue, there
is potential to use this information as an intrinsic constraint to calibrate the
binocular eye tracker. Furthermore, once the binocular eye tracker is im-
plicitly calibrated, the gaze fixation information can be used for Cartesian
space positioning of surgical instruments for example, focussed energy deliv-
ery. Stoyanov et al. [147] previously demonstrated the potential of using the
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gaze information to plan ablation trajectories with the surgeon’s PoR. The
gaze contingent control interface in Chapter 6 could be used to control the
energy delivery device with the surgeon in the control feedback loop. This
way the surgeon will be able to visualise the progress of the tissue debulk-
ing while performing the focused energy delivery. Aberrant eye movements
can be removed by median filtering and by also pre-defining how much the
robotically controlled energy delivery device can move in the control loop,
thus maintaining patient safety.
The work from Chapter 5 can be extended to help detect and classify
hesitation and introduce inline decision support. Detection of surgeon hes-
itation is an unexplored area and an algorithm that can detect hesitation
of the surgeon can play an important part in providing decision support
for error reduction during training as well as surgical procedures. Given
the general trend of the extended longevity projection of the human popu-
lation, healthcare providers are expected to be increasingly burdened with
the amount of services they need to provide. Thus, provision of decision
support to surgeons who may be overworked, fatigued and cognitively over-
loaded will become a key feature in the surgical theatre. Hesitation could
originate during surgery due to inexperience during uncertain and unexpec-
ted events. For example, it may arise from sudden bleeding or something
more common as uncertainty and fear of mistakenly cutting the common bile
duct, a common mistake that can lead to complications, during laparoscopic
cholecystectomies. The challenge in detection of hesitation is extraction of
relevant information from a combination of visual, perceptual and motor
information sources for example, gaze, instrument trajectory, heart rate in-
formation, to then filter out the essence of hesitation behaviour. Part of
the challenge in hesitation classification lies in the potential subject specific
variability and uncertainty of whether a classification method is obtainable
for a large sample of humans. Furthermore, it is likely that hesitation de-
tection will be a surgical procedure or even task specific, hence the context
of the task will needed to be taken into account. The research opportunity
for hesitation detection lies in the need to reduce major surgical errors that
can lead to surgical complications.
The eye tracking based work in this thesis can also be branched out to
develop scene association and clinical decision support particularly in probe-
based Confocal Laser Endomicroscopy (pCLE), a relatively new technique
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(a) (b)
(c) (d)
Figure 8.1 – Illustration of the four most common patterns in the colon (a)
normal, (b) adenocarcinoma, (c) adenoma, (d) hyperplastic.
Images adapted from [157]
in endoluminal imaging. The introduction of pCLE enables the in-vivo
visualisation of tissue, which is in contrast to conventional biopsy, which
prolongs the treatment process as tissue samples need to be examined after
tissue extraction. The Cellvisio system developed by Mauna Kea Techno-
logies o ers the possibility to visualise the cellular structure of tissue by
inserting a miniaturised confocal laser into the instrument channel of the
endoscope. In Fig. 8.1, example images recorded with a Cellvisio system
of typical common patterns in the colon namely, normal, adenocarcinoma,
adenoma and hyperplastic are illustrated in Fig. 8.1(a)-(d) respectively.
Depending on the structure of the tissue the produced image has dif-
ferent characteristics, which can enable an ‘optical biopsy’ and allow the
endoscopist to make real-time decisions about the nature of the examined
tissue. However, good visualisation of tissue, which is paramount to enable
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the endoscopist to diagnose with confidence whether an area is malignant
or not, is challenging. A content-based image retrieval system, a system
that can retrieve images similar to the query, i.e., the image of interest, by
comparing that query to a large number of images stored in a database,
can prove helpful in this instance. A large number confocal images taken
from colon tissue labelled by clinicians as normal, hyperplastic, adenoma
and adenocarcinoma are stored in the database. A content-based image
retrieval system designed for confocal images and using such a database
can be useful to aid endoscopists in establishing the final diagnosis based
on similar images retrieved from the system. Most retrieval systems have
sophisticated algorithms to encode the content of each image and enable a
quick search through a large database. The first step is to find the inform-
ative areas, called keypoints, on an image and then create a signature from
the surrounding area. Identifying keypoints on an image is often critical
for the accuracy of the system and it is a challenging problem, especially
when the images are not very descriptive like the images from confocal endo-
scopy. However, because of the nature of the confocal images no algorithm
has been found e ective enough in selecting keypoints [165] and the accur-
acy of the correct retrieved images is maximised when the user selects the
keypoints manually. This complicates and delays the procedure and can
also be tiresome for the endoscopist. Using eye tracking instead to identify
the areas where the subject is focusing, can provide a promising solution
to the problem. In a preliminary study conducted, deciding the saliency
of the areas of the examined image is based on the density of the fixations
i.e., a gaze heat-map, akin to what was previously illustrated in Chapter 5,
and its associated areas of interest. It was found that there is a correlation
between deliberately selected keypoints and areas of focus, as defined by
the density of the fixations. The information obtained via the human gaze
holds promising potential and is worth exploring further to enable a gaze
based automatic image retrieval system, which can be a useful tool for dia-
gnostic examinations using confocal endomicroscopy and can lead to more
wide-spread use of the pCLE technology.
In this thesis, a number of contributions to improve visualisation, naviga-
tion and ergonomics during MIS were introduced with detailed methodology
and validation to justify the potential clinical value of the work. The find-
ings from the work presented in this thesis can provide ideas to develop
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robotic systems which incorporate better human-robotic interfacing proto-
cols that can have a positive impact on both the surgical workflow as well
as on patient outcomes. The work presented in this thesis could not have
been accomplished without the dynamic and collaborative nature involving
practising clinical surgeons, engineers and computer scientists from a mul-
titude of disciplines that can come together under one roof at the Hamlyn
Centre for Robotic Surgery at Imperial College London.
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