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ABSTRACT
Probabilistic models learned from a database can be used for
the purposes of approximate query processing and predictive
querying, two tasks that must be performed at interactive
speeds in many real-life settings. In this paper, we propose
a novel approach towards speeding up query evaluation over
a probabilistic model by materializing a set of probabilis-
tic quantities involved in query evaluation. Specifically, we
consider a scenario where a Bayesian network is built over a
relational database to represent the joint distribution of data
attributes, and we address the problem of choosing a set of
intermediate relational tables to materialize so as to max-
imize the expected efficiency gain in query-response time
over a given workload of queries. We provide an optimal
polynomial-time algorithm for the problem we consider and
further discuss other alternative methods. We validate our
technique using Bayesian networks learned from benchmark
data. Our experimental results confirm that a small set
of materialized factors with modest memory space require-
ments can lead to significant improvements in the running
time of queries, reaching up to an average gain of 70% over
a uniform workload of queries.
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1. INTRODUCTION
Research in machine learning has led to powerful meth-
ods for building probabilistic models for general predictive
tasks [5]. As a result, machine learning is currently employed
in a wide range of fields, enabling us to automate tasks that
until recently were seen as particularly challenging. Exam-
ples include image and speech recognition [25, 26], natural
language processing [14], and machine translation [30].
Moreover, as several researchers have pointed out recently,
machine-learning techniques can also be used within database
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management systems (dbms) [19]. For instance, a database
system can employ machine-learning techniques to learn a
probabilistic model from the data, such as a Bayesian net-
work, which captures the dependencies among values of dif-
ferent attributes, and subsequently use the model either for
approximate query processing, i.e., to produce approximate
answers for queries about the data already stored in the
database, or to answer predictive queries, i.e., to infer the
attributes of future data entries. The case is further illus-
trated with the application scenarios below.
Approximate query answering: We are interested in
analyzing a survey database [29], a small extract of which
is shown in Figure 1. The database consists of a single table
with variables A (age): indicating the age bracket of a person
as young, adult, or old; S (sex): which can be female or
male; E (education level): indicating whether a person has
finished high-school or university; O (occupation): indicating
whether a person is employed or self-employed; R (size of
residence city): which can be small or big; and T (means
of transportation): which takes values train, car, or other.
The database is managed by a dbms that enables its users
to ask queries over the data. For example, consider the
following two queries.
Query A: what fraction of the population are young females
who commute by car?
Query B: among young females who commute by car, what
fraction live in big cities?
To answer each query exactly, thedbms could simply make
a scan over the entire database and evaluate the requested
quantity. However, a scan is often too expensive to per-
form and in many application scenarios exact answers are
unnecessary; instead approximate answers are satisfactory.
To accomplish this goal, the approximate query-answering
component of the dbms learns a Bayesian-network model
over the joint distribution of the data attributes, which ap-
proximates the observed data distribution within some error
range. When the user submits a query, it is translated into
a probabilistic quantity that corresponds to the query, the
value of which is calculated from the learned model and
serves as an approximate answer to the query. For exam-
ple, the aforementioned queries correspond to the following
marginal and conditional probabilities, respectively.
Query A: Pr(A = young, S = female, T = car)
Query B: Pr(R = big | A = young, S = female, T = car)
Note that answering such queries through the learned model
can be vastly more efficient than scanning the entire database.
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• A further-optimized computational scheme that avoids
query-specific redundant computations (Section 5.1.1).
• Experiments over real data, showing that XXX (Sec-
tion 6).
To-do: We should mention some hard numbers,
here. What is the performance improvent we achieve?
Is it enough to use in practical settings? –MM
To make the paper self-contained, we lay out required back-
ground material in Sections 3 and 5.1.
2. RELATEDWORK
Bayesian networks or “directed graphical models” are
probabilistic models that capture global relationships among
a large number of variables, through local dependencies be-
tween small groups of variables [17]. This combination of
complexity and modularity makes them suitable for very
general settings where one wishes to represent the joint dis-
tribution of a large number of variables (e.g., the column
attributes of a large relational table). Bayesian networks
have very intuitive interpretation captured by the structure
of a directed graph (each directed edge between two vari-
ables represents a dependency of the child on the parent
variable) and probabilities based on the model can be ex-
pressed with compact sums-of-products formulas. For ex-
act inference, i.e., computation of marginal and conditional
probabilities, the conceptually simplest algorithm is variable
elimination [20, 21], which follows directly the formula for
joint probability under the model. The main other algorithm
for exact inference is Junction tree algorithm [9, 12], which
is based on ‘message passing’ among nodes of the Bayesian
network, and is quite mode elaborate than Variable Elim-
ination. For Bayesian networks of tree structure, simpler
message-passing algorithms exist, e.g., the sum-product al-
gorithm for Bayesian networks of tree structure [2]. As this
is the first work that addresses the problem of materializa-
tion for Bayesian networks, we opt to work with Variable
Elimination [20] due to its conceptual simplicity. However,
it is possible that an approach in similar spirit to ours is
applicable for message-passing algorithms.
Machine learning for approximate query processing.
In many settings, approximate answers to queries are not
only su cient, but also computable in much more e cient
manner than exact answers. Traditionally, apq is based
on data synopses [5] of various types, such as samples, his-
tograms, wavelets, and lately coresets [1]. Synopses are sum-
maries of the data that preserve information about quanti-
ties of interest and can be used to answer queries about
them. Today, there is renewed interest in apq, as the re-
search community assesses existing approaches and searches
for new ways forward [3, 10, 13] – with some researchers
pointing out that probabilistic models are a natural way to
formalize the uncertainty associated with approximate an-
swers and existing machine-learning techniques can be used
to build and use models for apq [10, 11, 13]. For example
Park et al. [16] use Gaussian Processes to model the sim-
ilarity of (approximately answered) queries, allowing them
to obtain increasingly accurate results to new queries, based
on the answers returned by previous queries. Of course, it
should be noted that it is not only recently that the use
of probabilistic models has been proposed for tasks in the
Table 1: A small extract of the survey dataset [19].
A S E O R T
adult female high emp big car
old male uni emp small car
young female uni self big train
adult male high self big other
. . .
A S
E
T
O R
Figure 2: A Bayesian network inferred for the survey
dataset [19].
context of dbms. For example, Getoor et al. [7] explained
in 2001 how Bayesian network models could be used for se-
lectivity estimation that moved beyond simplistic indepen-
dence assumptions. Our work is in the same spirit of Getoor
et al. [7], in the sense that it assumes a Bayesian network is
used to model dependencies between data attributes – but
addresses a di↵erent technical problem, i.e., that of optimial
materialization for e cient use of the model.
3. SETTINGANDPROBLEMSTATEMENT
In this section we present our notation and formalize the
problem setting that we consider in this paper. We start
our exposition with a simple example of a dataset and cor-
responding Bayesian network taken from the book of Scutari
and Denis [19]. In particular we consider the survey dataset,
a small extract of which is shown in Table 1. The dataset
consists of a single table with variables A (age): indicating
the age bracket of a person as young, adult, or old; S (sex):
which can be female or male; E (education level): indicat-
ing whether a person has finished high-school or university;
O (occupation): indicating whether a person is employed or
self-employed; R (size of residence city): which can be small
or big; and T (means of transportation): which takes values
train, car, or other.
A Bayesian network N inferred for the survey dataset is
shown in Figure 2. The network is a directed acyclic graph
(dag), where nodes represent variables and edges represent
conditional dependencies among variances; nodes that are
not connected represent variables that are conditionally in-
dependent of each other. For example, in the network of
Figure 2, variable T is independent of variable E given vari-
ables O and R. Each node in the network is associated with
a probability function that provides the probability of the
node for each combination of values of its parents’ variables
(not shown in Figure 2). For example, if a node associated to
a variable a has k parents, all of which are binary variables,
the associated probability for a is a table with 2k entries.
The Bayesian network N can be used to compute joint
and conditional probabilities over its variables. The condi-
tional independence property that arises from the network
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A S
E
O R
T
Database
Bayesian network
model
among young females who commute by 
car, what fraction live in big cities?
Pr(R=big | A=young, S=female, T=car)
Queries
Figure 1: Learning a probabilistic model for the joint distribution of data attributes allows the system to
produce fast, approximate answers to queries about the data, but also answer predictive queries. The survey
dataset and corresponding Bayesian network illustrated here are found in the book of Scutari and Denis [29].
Predictive queries: The same system employs a similar
approach for predictive queries such as the following.
Query A′: what is the probability that a person added to
the database is a young female who commutes by car?
Qu ry B′: wh is the pr bab lity hat a person added to
the database lives in a big city, given that she is a young
female who commutes by car?
Unlike the approximate query-answering scenario, in which
queries requested quanti i s directly measurable from the
available data, the two queries above request a prediction
over unseen data. Nevertheless, queries A′ and B′ corre-
spond t marginal and conditio al probabilities that share
the same expression as queries A and B, respectively. The
only difference between the two scenarios is that, while for
approximate query answering the probabilities are evaluated
over a model that is optimized to approximate the existing
data, for predictive que ies the probabilities are evaluated
over a model that is optimize for generalized performance
over possibly unseen data.1
As the two scenarios above suggest, machine learning finds
natural application in the tasks of approximate query pro-
cessing and predictive querying : learning a probabilistic mo-
del for the joint distribution of data attributes allows the
system to answer a very general class of queries, the an-
swers to which can be evaluated via probabilistic quanti-
ties from the model; with no need for potentially expensive
access to the data. Probabilistic models such as Bayesian
netwo ks offer several advantages over traditional approxi-
mate query-processing approaches that use synopses [9]. In
particular, probabilistic models allow us to work with dis-
tributions rather than single values. This is useful in cases
where we are interested in the variance or modality of nu-
merical quantit es. Moreover, these models typically extend
gracefully to regions of the data space for which we have
observed no data. For example, for predictive queries over
relational databases with a large number of attributes, it
1 Without going into specifics here, a standard method to
optimize a model for generalized performance in machine-
learning literature is to partition the data randomly into one
“training” and one “test” set, build the model based on the
data from the training set, but choose its parameters so that
its performance over the test set is optimized. For detailed
treatment of the topic see the classic textbook of Bishop [4].
is important to assign non-zero probability to all possible
tuples, even for combinations of attribute values that do
not exist in the database, yet. And most importantly, since
probabilistic models are learned from data (or, fit to the
data), their complexity is adjusted to the complexity of the
data at hand. This allows us to have very concise represen-
tations of the data distribution even for a large number of
attributes. For example, one can typically learn from data
a very sparse Bayesian network to represent dependencies
among a large number of attributes, while, by comparison,
synopses like multi-dimensional histograms would suffer to
represent high-dimensional data.
In this work, we opt for Bayesian networks to model the
joint distribution of database attributes, as they have in-
tuitive interpretation, adapt easily to settings of varying
complexity, and have been studied extensively for many
years [24]. In what follows, we do not argue further about
why this is a good choice for approximate query process-
ing and predictive queries; the interested reader can find a
very good treatment of the topic by Getoor et al. [12]. By
contrast, we focus on the issue of efficiency, as inference in
Bayesian networks is NP-hard [7], thus one cannot preclude
the possibility that the evaluation of some queries proves ex-
pensive for practical settings.
How can we mitigate this risk? Our key observations are
the following: first, the evaluation of probabilities over the
Bayesian-network model involves intermediate results, in the
form of relational tables, which are costly to compute every
time a query requests them; second, same intermediate ta-
bles can be used for the evaluation of many different queries.
Based on these observations, we set to precompute and ma-
terialize the intermediate relational tables that bring the
largest computational benefit, i.e., those that are involved in
the evaluation of many expensive queries. The problem for-
mulation is general enough to accommodate arbitrary query
workloads and takes as input a budget constraint on the
number of intermediate relational tables one can afford to
materialize (Section 3).
Our contributions are the following: (i) an exact poly-
nomial-time algorithm to choose an optimal materialization
(Section 4.1); (ii) a greedy algorithm with approximation
guarantees (Section 4.2); (iii) a pseudo-polynomial algo-
rithm to address the problem under a budget constraint
on the space used for materialization (Section 5.1); (iv) a
further-optimized computational scheme that avoids query-
specific redundant computations (Section 5.2); (v) experi-
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ments over real data, showing that by materializing only
few intermediate tables, one can significantly improve the
running time of queries, reaching upto an average gain of
70% over a uniform workload of queries (Section 6).
To make the paper self contained, we review the required
background material in Section 3.
2. RELATEDWORK
Bayesian networks or “directed graphical models” are
probabilistic models that capture global relationships among
a set of variables, through local dependencies between small
groups of variables [28]. This combination of complexity
and modularity makes them suitable for general settings
where one wishes to represent the joint distribution of a
large number of variables (e.g., the column attributes of a
large relational table). Bayesian networks have intuitive in-
terpretation captured by the structure of a directed graph
(each directed edge between two variables represents a de-
pendency of the child on the parent variables) and proba-
bilities based on the model can be expressed with compact
sums-of-products. For exact inference, i.e., exact computa-
tion of marginal and conditional probabilities, the concep-
tually simplest algorithm is variable elimination [31, 32],
which follows directly the formula for joint probability un-
der the model. The main other algorithm for exact infer-
ence is the Junction-tree algorithm [16, 20], which is based
on “message passing” among variables and is quite more
elaborate than variable elimination. For Bayesian networks
of tree structure, simpler message-passing algorithms exist,
e.g., the sum-product algorithm [4]. As this paper is the
first work to address materialization for Bayesian networks,
we opt to work with variable elimination [31] due to its con-
ceptual simplicity. However, it is possible that a similar
approach is applicable for message-passing algorithms.
Machine learning for approximate query processing.
Approximate answers to queries are often not only suffi-
cient, but also computable faster than exact answers. Tra-
ditionally, approximate query processing is based on data
synopses [9] of various types, such as samples, histograms,
wavelets, and lately coresets [3]. Synopses are summaries of
the data that preserve information about quantities of inter-
est and can be used to answer queries about them. Today,
there is renewed interest in approximate query processing,
as the research community assesses existing approaches and
searches for new ways forward [6, 18, 21] — with some re-
searchers pointing out that probabilistic models are a natu-
ral way to formalize the uncertainty associated with approx-
imate answers and existing machine-learning techniques can
be used to build and use models for approximate query pro-
cessing [18, 19, 21]. For example Park et al. [27] use Gaus-
sian Processes to model the similarity of (approximately an-
swered) queries, allowing them to obtain increasingly accu-
rate results to new queries, based on the answers to previous
queries. Of course, it should be noted that the use of proba-
bilistic models has also been proposed before for tasks in the
context of dbms. For example, Getoor et al. [12] explained
in 2001 how Bayesian networks can be used for selectivity
estimation that moved beyond simplistic independence as-
sumptions. Our work is in the same spirit of Getoor et
al. [12], in the sense that it assumes a Bayesian network is
used to model dependencies between data attributes, but it
addresses a different technical problem, i.e., the problem of
optimal materialization for efficient usage of the model.
3. SETTINGANDPROBLEMSTATEMENT
A Bayesian network N is a directed acyclic graph (dag),
where nodes represent variables and edges represent depen-
dencies among variables. Each node is associated with a ta-
ble quantifying the probability that the node takes a particu-
lar value conditionally on values of its parents. For instance,
if a node associated with a ν-ary variable a has k parents,
all of which are ν-ary variables, the associated probability
distribution for a is a table with νk+1 entries.
One key property of Bayesian networks is that, conditional
on the values of its parents, a variable is independent of
other variables. This property leads to simple formulas for
the evaluation of marginal and conditional probabilities. For
example, for the network of Figure 1, the joint probability
of all variables is given by
Pr(A, S, E, O, R, T) = Pr(T | O, R) Pr(O | E) Pr(R | E)
Pr(E | A, S) Pr(A) Pr(S). (1)
Each factor on the right-hand side of Equation (1) is part
of the specification of the Bayesian network and represents
the marginal and conditional probabilities of its variables.
In what follows, we assume that a Bayesian network N
has been learned from a relational database, with each vari-
able corresponding to one relational attribute. While in the
example of Figure 1 the Bayesian network has only 6 vari-
ables, in many applications we have networks with hundreds
or thousands of variables. Here we assume that all variables
are categorical; numerical variables can be discretized in cat-
egorical intervals. In many cases, access to the probability
tables of a Bayesian network can replace access to the orig-
inal data; indeed, we can answer queries via the Bayesian-
network model rather than through direct processing of po-
tentially huge volumes of data. As discussed in the intro-
duction, this approach is not only more efficient, but it can
also lead to more accurate estimates as it avoids over-fitting.
Querying the Bayesian network. We consider the task
of answering probabilistic queries over the model defined by
a Bayesian network N . For instance, for the model shown in
Figure 1, example queries are: “what is the probability that
a person is a university-graduate female, lives in a small
city, and is self employed?” or “for each possible means of
transport, what is the probability that a person is young and
uses the particular means of transport?” More precisely, we
consider queries of the form
q = Pr(Xq, Yq = yq), (2)
where Xq ⊆ X is a set of free variables and Yq ⊆ X is a set of
bound variables with corresponding values yq. Notice that
free variables Xq are the ones for which the query requests
a probability for each of their possible values. For the ex-
amples above, the first query is answered by the probability
Pr(S = female, E = uni, O = self, R = small), and the second
by the distribution Pr(T, A = young).
We denote by Zq = X \ (Xq ∪ Yq) the set of variables
that do not appear in the query q. The variables in the
set Zq are those that need to be summed out in order to
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compute the query q. Specifically, query q is computed via
the summation
Pr(Xq, Yq = yq) =
∑
Zq
Pr(Xq, Yq = yq, Zq) . (3)
The answer to the query Pr(Xq, Yq = yq) is a table indexed
by combinations of values of variables Xq. Note that con-
ditional probabilities of the form Pr(Xq | Yq = yq) can be
computed from the corresponding joint probabilities by
Pr(Xq | Yq = yq) = Pr(Xq, Yq = yq)
Pr(Yq = yq)
=
Pr(Xq, Yq = yq)∑
Xq
Pr(Xq, Yq = yq)
,
thus without loss of generality, we focus on queries of type (2).
Answering queries. The variable-elimination algorithm,
proposed by Zhang et al. [31] to answer queries q = Pr(Xq,
Yq = yq), introduces the concept of elimination tree. The
algorithm computes q by summing out the variables Zq that
do not appear in q, according to Equation (3). When we sum
out a variable, we say that we eliminate it. The elimination
tree represents the order in which variables are eliminated
and the intermediate results that are passed along.
Variable elimination. We eliminate variables according
to a total order σ on variables that is given as input and
considered fixed hereafter. For example, for the Bayesian
network of Figure 1, one possible order is σ = 〈A, S, T, E, O, R〉.
A query q can be computed by brute-force elimination in
two steps. In the first step, compute into a table H the joint
probability for each combination of values of all variables.
In the second step, process variables sequentially in the or-
der of σ: for a variable a ∈ Yq, select those entries of H that
satisfy the corresponding equality condition in Yq = yq; for
a variable a ∈ Zq compute a sum over each group of val-
ues of variables that have not been processed so far (thus
“summing out” the variable); and finally for a free variable
a ∈ Yq, no computation is needed. The table that results
from this process is the answer to query q.
The variable-elimination algorithm by Zhang et al. im-
proves upon brute-force elimination by observing that it
is not necessary to compute H. To see why, let us con-
sider again the query q = Pr(T, A = young) and order σ =
〈A, S, T, E, O, R〉. In this example, we have Xq = {T}, Yq =
{A}, and Zq = {S, E, O, R}. The first variable in σ is A ∈ Yq.
The brute-force algorithm would first compute a natural join
over all factors in Equation (1) and then select those rows
that match the condition (A = young). An equivalent but
more efficient computation is to first consider only the tables
of those factors that include variable A and select only the
rows that satisfy the equality condition (A = young); then
perform the natural join over the resulting tables. This com-
putation corresponds to the following two equations.
ψA(S, E; A = young) = Pr(E | A = young, S) Pr(A = young)
Pr(A = young, S, E, O, R, T) =ψA(S, E; A = young) Pr(T | O, R)
Pr(O | E) Pr(R | E) Pr(S). (4)
The crucial observation is that the equality condition (A =
young) concerns only two factors of the joint probability
formula. After processing variable A these two factors can
be replaced by a factor ψA(S, E; A = young), a table indexed
by S and E and containing only entries with (A = young).
We can continue repeatedly for the remaining variables.
Let us consider how to sum out S ∈ Zq, the second variable
in σ. Instead of a brute-force approach, a more efficient
computation is to compute a new factor by summing out
S over only those factors that include S; and use the new
factor to perform a natural join with the remaining factors.
ψS(E; A = young) =
∑
S
ψA(S, E; A = young) Pr(S)
Pr(A = young, E, O, R, T) =
∑
S
Pr(A = young, S, E, O, R, T)
=ψS(E; A = young) Pr(T | O, R)
Pr(O | E) Pr(R | E). (5)
Again, the crucial observation is that S appears in only two
factors of Equation (4), which, after the summation over S,
can be replaced by a factor ψS(E; A = young), a table indexed
by E and containing only entries with (A = young).
The third variable in σ is the free variable T ∈ Xq. As
with the previous two cases, the processing of a free vari-
able corresponds to the computation of a new factor from
the natural join over all factors that involve it. Unlike the
previous cases, however, where the natural join was followed
by a selection of a subset of entries or a summation, no such
operation is applied on the natural join in this case. This
computation corresponds to the two equations below.
ψT(O, R; T) = Pr(T | O, R)
Pr(A = young, E, O, R, T) =ψS(E; A = young)ψT(O, R; T)
Pr(O | E) Pr(R | E). (6)
As in the previous cases, the factors that involve T (in this
example it is only Pr(T | O, R)) are replaced with a factor
ψT(O, R; T), the table of which is indexed by variables O and R,
but also contains a column for free variable T.
The procedure described above for the first three variables
of σ is repeated for the remaining variables, and constitutes
the variable-elimination algorithm [31]. To summarize, the
variable-elimination algorithm considers variables a in the
order of σ. If a ∈ Yq or a ∈ Zq, the algorithm computes
a natural join over the factors that involve a, it performs
a selection or group summation, respectively, and uses the
result to replace the factors that involve a.
Elimination tree. The variable-elimination algorithm gives
rise to a graph, like the one shown in Figure 2 for the exam-
ple we discussed. Each node is associated with a factor and
there is a directed edge between two factors if one is used for
the computation of the other. In particular, each leaf node
corresponds to one of the factors that define the Bayesian
network. In our running example, these are the factors that
appear in Equation (1). Each internal node corresponds to
a factor that is computed from its children (i.e., the factors
that correspond to its incoming edges), and replaces them
in the variable-elimination algorithm. Moreover, as we saw,
each internal node corresponds to one variable. The last
factor computed is the answer to the query.
Notice that the graph constructed in this manner is either
a tree or a forest. It is not difficult to see that the elimina-
tion graph is a tree if and only if the corresponding Bayesian
network is a weakly connected dag. To simplify our discus-
sion, we will focus on connected Bayesian networks and deal
with an elimination tree T for each query. All our results
can be directly extended to the case of forests.
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Figure 2: The elimination tree T for query q = Pr(T, A = young) and order of variables σ = (A, S, T, E, O, R).
Notice that the exact form of the factor for each internal
node of T depends on the query. For the elimination tree in
Figure 2, we have factor ψA(S, E; A = young) on the node that
corresponds to variable A. However, if the query contained
variable A as a free variable rather than bound to value (A =
young), then the same node in T would contain a factor
ψA(S, E; A). And if the query did not contain variable A, then
the same node in T would contain a factor ψA(S, E). On
the other hand, the structure of the tree, the factors that
correspond to leaf nodes and the variables that index the
variables of the factors that correspond to internal nodes
are query-independent.
Note. The elimination algorithm we use here differs slightly
from the one presented by Zhang et al. [31]. Specifically, the
variable-elimination algorithm of Zhang et al. computes the
factors associated with the bound variables Yq at a special
initialization step, which leads to benefits in practice (even
though the running time remains super-polynomial in the
worst case). On the other hand, we compute factors in ab-
solute accordance with the elimination order. This allows
us to consider the variable-elimination order fixed for all
variables independently of the query.
Materialization of factors. Materializing factor tables
for internal nodes of the elimination tree T can speed up
the computation of queries that require those factors. As
we saw in the previous example, factors are computed in a
sequence of steps, one for each variable, and each step in-
volves the natural join over other factor tables, followed by:
(i) either variable summation (to sum-out variables Zq); or
(ii) row selection (for variables Yq); or (iii) no operation (for
variables Xq). In what follows, we focus on materializing
factors that involve only variable summation, the first out
of these three types of operations. Materializing such fac-
tors is often useful for multiple queries q and sufficient to
make the case for the materialization of factors that lead
to the highest performance gains over a given query work-
load. Dealing with the materialization of general factors is
a rather straightforward albeit non-trivial extension which,
due to space constraints, will be the topic of future work.
To formalize our discussion, let us introduce some nota-
tion. Given a node u ∈ V in an elimination tree T , we write
Tu to denote the subtree of T that is rooted in node u. We
also write Xu to denote the subset of variables of X that
are associated with the nodes of Tu. Finally, we write Au
to denote the set of ancestors of u in T , that is, all nodes
between u and the root of the tree T , excluding u.
Computing a factor for a query q incurs a computational
cost. We distinguish two notions of cost: first, if the chil-
dren factors of a node u in the elimination tree T are given
as input, computing u incurs a partial cost of computing
the factor of u from its children; second, starting from the
factors that define the Bayesian network, the total cost of
computing a node includes the partial costs of computing
all intermediate factors, from the leaf nodes to u. Formally,
we have the following definitions.
Definition 1 (Partial-Cost). The partial cost c(u)
of a node u ∈ V in the elimination tree T = (V,E) is the
computational effort required to compute the corresponding
factor given the factors of its children nodes.
Definition 2 (Total-Cost). The total cost of a node
u ∈ V in the elimination tree T = (V,E) is the total cost of
computing the factor at node u, i.e.,
b(u) =
∑
x∈Tu
c(x) ,
where c(x) is the partial cost of node x.
When we say that we materialize a node u ∈ V , we mean
that we materialize the factor that is the result of summing
out all variables below it on T . When is a materialized factor
useful for a query q? Intuitively, it is useful if it is one of the
factors computed during the evaluation of q, in which case
we save the total cost of computing it from scratch, provided
that there is no other materialized factor that could be used
in its place, with greater savings in cost. The following
definition of usefulness formalizes this intuition.
Definition 3 (Usefulness). Let q = Pr(Xq, Yq = yq)
be a query, and R ⊆ V a set of nodes of the elimination tree
T that are materialized. We say that a node u ∈ V is useful
for the query q with respect to the set of nodes R, if (i) u ∈ R;
(ii) Xu ⊆ Zq; and (iii) there is no other node v ∈ Au for
which conditions (i) and (ii) hold.
To indicate that a node u is useful for the query q with
respect to a set of nodes R with materialized factors, we use
the indicator function δq(u;R). That is, δq(u;R) = 1 if node
u ∈ V is useful for the query q with respect to the set of
nodes R, and δq(u;R) = 0 otherwise.
When a materialized node is useful for a query q, it saves
us the total cost of computing it from scratch. Consider-
ing a query workload, where different queries appear with
different probabilities, we define the benefit of a set of ma-
terialized nodes R as the total cost we save in expectation.
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Definition 4 (Benefit). Consider an elimination tree
T = (V,E), a set of nodes R ⊆ V , and query probabilities
Pr(q) for the set of all possible queries q. The benefit B(R)
of the node set R is defined as:
B(R) =
∑
q
Pr(q)
∑
u∈R
δq(u;R) b(u)
=
∑
u∈R
Pr(δq(u;R) = 1) b(u)
=
∑
u∈R
E[δq(u;R)] b(u) .
Problem definition. We can now define formally the prob-
lem we consider: for a space budget K, our goal is to select
a set of factors to materialize to achieve optimal benefit.
Problem 1. Given a Bayesian network N , an elimina-
tion tree T = (V,E) for answering probability queries over N ,
and budget K, select a set of nodes R ⊆ V to materialize,
whose total size is at most K, so as to optimize B(R).
For simplicity of exposition we also consider a version of
the problem where we are given a total budget k on the
number of nodes that we can materialize. We first present
algorithms for Problem 2 in Section 4, and discuss how to
address the more general Problem 1 in Section 5.
Problem 2. Given a Bayesian network N , an elimina-
tion tree T = (V,E) for answering probability queries over N ,
and an integer k, select at most k nodes R ⊆ V to materi-
alize so as to optimize B(R).
4. ALGORITHMS
This section focuses on algorithms for Problem 2: Sec-
tion 4.1 presents an exact polynomial-time dynamic-program-
ming algorithm; and Section 4.2 discusses a greedy algo-
rithm, which yields improved time complexity but provides
only an approximate solution, yet with quality guarantee.
4.1 Dynamic programming
We discuss our dynamic-programming algorithm in three
steps. First, we introduce the notion of partial benefit that
allows us to explore partial solutions for the problem. Sec-
ond, we demonstrate the optimal-substructure property of
the problem, and third, we present the algorithm.
Partial benefit. In Definition 4 we defined the (total) ben-
efit of a subset of nodes R ⊆ V (i.e., a potential solution)
for the whole elimination tree T . Here we define the partial
benefit of a subset of nodes R for a subtree Tu of a given
node u of the elimination tree T .
Definition 5 (partial benefit). Consider an elimi-
nation tree T = (V,E), a subset of nodes R ⊆ V , and proba-
bilities Pr(q) for the set of all possible queries q. The partial
benefit Bu(R) of the node set R at a given node u ∈ V is
Bu(R) =
∑
v∈R∩Tu
E[δq(v;R)] b(v) .
The following lemma states that, given a set of nodes R,
and a node u ∈ R, the probability that u is useful for a
random query with respect to R depends only on the lowest
ancestor of u in R.
Lemma 1. Consider an elimination tree T = (V,E) and
a set R ⊆ V of nodes. Let u, v ∈ R such that v ∈ Au and
path(u, v) ∩R = ∅. Then we have:
E[δq(u;R)] = E[δq(u; v)] ,
where the expectation is taken over a distribution of queries q.
Proof. To prove the lemma, we will show that for any
query q, it is δq(u;R) = 1 if and only if δq(u; v) = 1.
We first show that δq(u;R) = 1 implies δq(u; v) = 1. From
Definition 3, we have that δq(u;R) = 1 if Xu ⊆ Zq and
there is no w ∈ Au ∩ R such that Xw ⊆ Zq. Given that
δq(u;R) = 1 and v ∈ Au ∩ R, it follows that Xv 6⊆ Zq,
hence, δq(u; v) = 1. Reversely, we show that δq(u; v) = 1
implies δq(u;R) = 1. Notice that δq(u; v) = 1 if Xu ⊆ Zq
and Xv 6⊆ Zq. This means that, for all w ∈ R ∩Av we have
Xw 6⊆ Zq since Xv ⊆ Xw. Given also that path(u, v)∩R = ∅,
we have that for all w ∈ R ∩ Au it is Xw 6⊆ Zq, hence,
δq(u;R) = 1.
Given the one-to-one correspondence between the set of
queries in which δq(u;R) = 1 and the set of queries in which
δq(u; v) = 1, we have
∑
q Pr(q) δq(u;R) =
∑
q Pr(q) δq(u; v),
hence, the result follows.
Building upon Lemma 1, we arrive to Lemma 2 below,
which states that the partial benefit Bu(R) of a node-set R
at a node u depends only on (i) the nodes of Tu that are
included in R, and (ii) the lowest ancestor v of u in R, and
therefore it does not depend on what other nodes “above” v
are included in R.
For the proof of Lemma 2, we introduce some additional
notation. Let T = (V,E) be an elimination tree, u a node
of T , and Tu the subtree of T rooted at u. Let R ⊆ V be a
set of nodes. For each node w ∈ Tu ∩R, we define aRw to be
the lowest ancestor of w that is included in R.
Lemma 2. Consider an elimination tree T = (V,E) and
a node u ∈ V . Let v ∈ Au be an ancestor of u. Consider
two sets of nodes R and R′ for which
(i) v ∈ R and v ∈ R′;
(ii) Tu ∩R = Tu ∩R′; and
(iii) path(u, v) ∩R = path(u, v) ∩R′ = ∅.
Then, we have: Bu(R) = Bu(R
′).
Proof. From direct application of Lemma 1, we have
E[δq(w;R)] = E
[
δq
(
w; aRw
)]
, for all w ∈ Tu∩R, and similarly,
we have E[δq(w;R
′)] = E
[
δq
(
w; aR
′
w
)]
for all w ∈ Tu ∩ R′.
Now, given that Tu ∩ R = Tu ∩ R′ and path(u, v) ∩ R =
path(u, v) ∩ R′ = ∅, we have aRw = aR
′
w , for all w ∈ Tu ∩ R;
and similarly aRw = a
R′
w , for all w ∈ Tu ∩R′. It then follows
that for all w ∈ Tu ∩R, we have E[δq(w;R)] = E[δq(w;R′)] .
Putting everything together, we get
Bu(R) =
∑
w∈R∩Tu
E[δq(w;R)] b(w)
=
∑
w∈R′∩Tu
E
[
δq
(
w;R′
)]
b(w) = Bu
(
R′
)
.
Let  be a special node, which we will use to denote that
no ancestor of a node u is included in a solution R. We define
A¯u = Au ∪ {} as the extended set of ancestors of u, which
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adds  into Au. Notice that path(u, ) corresponds to the set
of ancestors of u including the root r, i.e., path(u, ) = Au.
Optimal substructure. In Lemma 3 we present the optimal-
substructure property for Problem 2. Lemma 3 builds upon
Lemma 2 and states that among nodes of the optimal so-
lution, the subset of nodes that fall within a given subtree
depends only on the nodes of the subtree and the lowest an-
cestor of the subtree that is included in the optimal solution.
Lemma 3 (Optimal Substructure). Given an elim-
ination tree T = (V,E) and an integer budget k, let R∗
denote the optimal solution to Problem 2. Consider a node
u ∈ V and let v ∈ A¯u be the lowest ancestor of u that is
included in R∗. Let R∗u = Tu∩R∗ denote the set of nodes in
the optimal solution that reside in Tu and let κ
∗
u = |Tu∩R∗|.
Then,
R∗u = arg max
Ru⊆Tu
|Ru|=κ∗u
{Bu(Ru ∪ {v})} .
Proof. First, notice that the sets R∗ and R∗u∪{v} satisfy
the pre-conditions of Lemma 2, and thus,
Bu(R
∗) = Bu(R
∗
u ∪ {v}) . (7)
Now, to achieve a contradiction, assume that there exists a
set R′u 6= R∗u such that |R′u| = κ∗u and
Bu(R
∗
u ∪ {v}) < Bu
(
R′u ∪ {v}
)
. (8)
Let R′ = (R∗ \ R∗u) ∪ R′u denote the solution obtained by
replacing the node set R∗u in R
∗ by R′u. Again R
′ and R′u ∪
{v} satisfy the preconditions of Lemma 2, and thus,
Bu
(
R′
)
= Bu
(
R′u ∪ {v}
)
. (9)
As before, for w ∈ R∗ \R∗u we define aR
∗
w and a
R′
w to be the
lowest ancestor of w in R∗ and in R′, respectively. Given
that w 6∈ Tu, we have aR∗w = aR
′
w , hence, for all w ∈ R∗ \R∗u:
E[δq(w;R
∗)] = E
[
δq
(
w;R′
)]
. (10)
Putting together Equations (7-10) we get
B
(
R′
)
=
∑
w∈R′
E
[
δq
(
w;R′
)]
b(w)
=
∑
w∈R′u
E
[
δq
(
w;R′
)]
b(w) +
∑
w∈R∗\R∗u
E
[
δq
(
w;R′
)]
b(w)
= Bu
(
R′u ∪ {v}
)
+
∑
w∈R∗\R∗u
E
[
δq
(
w;R′
)]
b(w)
= Bu
(
R′u ∪ {v}
)
+
∑
w∈R∗\R∗u
E[δq(w;R
∗)] b(w)
> Bu(R
∗
u ∪ {v}) +
∑
w∈R∗\R∗u
E[δq(w;R
∗)] b(w)
=
∑
w∈R∗u
E[δq(w;R
∗)] b(w) +
∑
w∈R∗\R∗u
E[δq(w;R
∗)] b(w)
= B(R∗)
which is a contradiction since R∗ is the optimal solution of
Problem 2, and thus, B(R′) ≤ B(R∗).
The following lemma provides a bottom-up approach to
combine partial solutions computed on subtrees. We note
that in the rest of the section, we present our results on
binary trees. This assumption is made without any loss of
generality as any d-ary tree can be converted into a binary
tree by introducing dummy nodes; furthermore, by assigning
appropriate cost to dummy nodes, we can ensure that they
will not be selected by the algorithm.
Lemma 4 (Additivity). Consider an elimination tree
T = (V,E), a node u ∈ V , and a set Ru of nodes in Tu.
Let r(u) and `(u) be the right and left children of u, and let
Rr(u) = Tr(u) ∩ Ru and R`(u) = T`(u) ∩ Ru. Then, for any
node v ∈ A¯u it is
Bu(Ru ∪ {v})
=

Bu({u, v}) +Br(u)
(
Rr(u) ∪ {u}
)
+B`(u)
(
R`(u) ∪ {u}
)
, if u ∈ Ru
Br(u)
(
Rr(u) ∪ {v}
)
+B`(u)
(
R`(u) ∪ {v}
)
, otherwise.
Proof. We show the result in the case of u ∈ Ru: notice
that since u ∈ Ru the node v cannot be the lowest solution
ancestor of any node in Rr(u) ∪ R`(u). Given also that no
node in Rr(u) can have an ancestor in R`(u) and vice versa,
following Lemma 1, we have:
Bu(Ru ∪ {v})
=
∑
w∈Ru
E[δq(w;Ru ∪ {v})] b(w)
= E[δq(u; v)] b(u) +
∑
w∈Rr(u)
E
[
δq
(
w;Rr(u) ∪ {u}
)]
b(w)
+
∑
w∈R`(u)
E
[
δq
(
w;R`(u) ∪ {u}
)]
b(w)
= Bu({u, v}) +Br(u)
(
Rr(u) ∪ {u}
)
+B`(u)
(
R`(u) ∪ {u}
)
.
The case u 6∈ Ru is similar and we omit the details for brevity.
Dynamic programming. Finally, we discuss how to use
the structural properties shown above in order to devise the
dynamic-programming algorithm. We first define the data
structures that we use. Consider a node u in the elimina-
tion tree, a node v ∈ A¯u, and an integer κ between 1 and
min{k, |Tu|}. We define F (u, κ, v) to be the optimal value
of partial benefit Bu(R) over all sets of nodes R that satisfy
the following three conditions:
(i) |Tu ∩R| ≤ κ;
(ii) v ∈ R; and
(iii) path(u, v) ∩R = ∅.
Condition (i) states that the node set R has at most κ nodes
in the subtree Tu; condition (ii) states that node v is con-
tained in R; and condition (iii) states that no other node
between u and v is contained in R, i.e., node v is the lowest
ancestor of u in R.
For all u, v, κ, and sets R that satisfy conditions (i)–
(iii) we also define F+(u, κ, v) and F−(u, κ, v) to denote
the optimal partial benefit Bu(R) for the cases when u ∈ R
and u 6∈ R, respectively. Hence, we have
F (u, κ, v) = max{F+(u, κ, v), F−(u, κ, v)}.
We assume that the special node  belongs in all solution
sets R but does not count towards the size of R. Notice
that F (u, κ, ) is the optimal partial benefit Bu(R) for all
sets R that have at most κ nodes in Tu and no ancestor of
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Algorithm 1 ConstructSolution(u, κ, v)
1: if F (u, κ, v) = F+(u, κ, v) then
2: print u
3: if κ = 1 then
4: return
5: (κ∗` , κ
∗
r)← arg max
κ`+κr=κ−1
F (`(u), κ`, u) + F (r(u), κr, u)
6: ConstructSolution(`(u), κ∗` , u)
7: ConstructSolution(r(u), κ∗r , u)
8: else
9: (κ∗` , κ
∗
r)← arg max
κ`+κr=κ
F (`(u), κ`, v) + F (r(u), κr, v)
10: ConstructSolution(`(u), κ∗` , v)
11: ConstructSolution(r(u), κ∗r , v)
u belongs to R. We now show how to compute F (u, κ, v)
for all u ∈ V , κ ∈ {1, . . . ,min{k, |Tu|}}, and v ∈ A¯u by a
bottom-up dynamic-programming algorithm:
1. If u is a leaf of the elimination tree then
F−(u, 1, v) = 0, for all v ∈ A¯u,
and
F+(u, 1, v) = −∞, for all v ∈ A¯u.
This initialization enforces leaf nodes, i.e., the nodes that
correspond to factors that define the Bayesian network,
not to be selected into the solution, as they are consid-
ered part of the input.
2. If u is not a leaf of the elimination tree then
F+(u, κ, v) = Bu({u, v}) +
max
κ`+κr=κ−1
{F (`(u), κ`, u) + F (r(u), κr, u)} ,
and
F−(u, κ, v) = max
κ`+κr=κ
{F (`(u), κ`, v) + F (r(u), κr, v)}}.
The value of the optimal solution to the problem is re-
turned by F (r, k, ) = max{F+(r, k, ), F−(r, k, )}, where r
is the root of the elimination tree.
To compute the entries of the table F (u, κ, v), for all u ∈
V , κ ∈ {1, . . . ,min{k, |Tu|}}, and v ∈ A¯u, we proceed in a
bottom-up fashion. For each node u, once all entries for the
nodes in the subtree of u have been computed, we compute
F (u, κ, v), for all κ ∈ {1, . . . ,min{k, |Tu|}}, and all v ∈ A¯u.
Hence, for computing each entry F (u, κ, v), we only need
entries that have already been computed.
Once all the entries of F (u, κ, v) are computed, we con-
struct the optimal solution by backtracking in a top-down
fashion, specifically, by calling the subroutine ConstructSolu-
tion(r, k, ); pseudocode depicted as Algorithm 1.
Theorem 1. The dynamic-programming algorithm desc-
ribed above computes correctly the optimal solution R∗.
Proof. The correctness of the bottom-up computation of
F+(u, κ, v) and F−(u, κ, v) follows from Lemmas 3 and 4.
Once we fill the table, we have, for each node u, the opti-
mal partial benefit for all possible combinations of partial
solution size κ ∈ {1, . . . ,min{k, |Tu|}} and lowest solution
ancestor v ∈ A¯u of u
F (u, κ, v) = max
Ru⊆Tu
|Ru|=κ
Bu(Ru ∪ {v}) .
Moreover, each entry F (u, κ, v) indicates whether u would
be included in any solution R in which (i) κ nodes are se-
lected from Tu into R and (ii) v ∈ R and path(u, v)∩R = ∅.
Once we fill all the entries of the table, the optimal solution
is constructed by Algorithm 1 that performs a BFS traversal
of the tree: the decision to select each visited node into R∗
is given based on its inclusion state indicated by the entry
F (u, κ∗u, a
R∗
u ), where a
R∗
u is the lowest ancestor of u in solu-
tion R∗ that is added to the solution before visiting u and
κ∗u is the optimal partial budget allowance for Tu, which are
both determined by the decisions taken in previous layers
before visiting node u.
Notice that for each node u the computation of the en-
tries F (u, κ, v) requires the computation of partial benefit
values Bu({u, v}) for pairs of nodes (u, v), which in turn,
require access to or computation of values E[δq(u; v)]. As
Lemma 5 below shows, the latter quantity can be computed
from E[δq(u; ∅)] and E[δq(v; ∅)], for all u ∈ V and v ∈ Au.
In practice, it is reasonable to consider a setting where one
has used historical query logs to learn empirical values for
E[δq(u; ∅)] and thus for E[δq(u; v)].
Lemma 5. Let u ∈ V be a given node in an elimination
tree T and let v ∈ Au denote an ancestor of u. Then,
E[δq(u; v)] = E[δq(u; ∅)]− E[δq(v; ∅)] .
Proof. Notice that for any possible query q, whenever
Xv ⊆ Zq, we also have Xu ⊆ Zq, since Tu ⊆ Tv. This sug-
gests that given any query q for which δq(v; ∅) = 1, we also
have δq(u; ∅) = 1. On the other hand, when δq(u; ∅) =
1, there can be two cases: (i) Xv ⊆ Zq, which implies
δq(u; v) = 0, and (ii) there exists a node w ∈ Tv \ Tu such
that Xw 6⊆ Zq, which implies δq(u; v) = 1. The latter sug-
gests that the event [δq(v; ∅) = 1] occurs for a subset of
queries q for which the event [δq(u; ∅) = 1] occurs. The
lemma follows.
Finally, the running time of the algorithm can be easily
derived by the time needed to compute all entries of the
dynamic-programming table.
Theorem 2. The running time of the dynamic-program-
ming algorithm is O(nhk2), where n is the number of nodes
in the elimination tree, h is its height, and k is the number
of nodes that we ask to materialize.
Proof. Notice that we have O(nhk) subproblems, where
each subproblem corresponds to an entry F (u, κ, v) of the
three-dimensional table. To fill each entry of the table,
we need to compute the two distinct values of κr and κ`
that maximize F+(u, κ, v) (subject to κr + κ` = κ− 1) and
F−(u, κ, v) (subject to κr + κ` = κ), respectively. Thus, it
takes O(k) time to fill each entry of the table in a bottom-up
fashion, hence, the overall running time is O(nhk2).
4.2 Greedy algorithm
In this section, we first point out that the benefit func-
tion B : 2V → R≥0 is monotone and submodular. We then
exploit these properties to provide a greedy algorithm that
achieves an approximation guarantee of (1− 1
e
). In the dis-
cussion that follows, we’ll be using the notion of marginal
benefit to refer to the benefit we gain by adding one extra
node to the solution set.
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Definition 6 (Marginal Benefit). Consider an elim-
ination tree T = (V,E), a set of nodes R ⊆ V , a node
u ∈ V \ R, and a probability distribution Pr(q) over the set
of all possible queries. The marginal benefit B(u | R) of the
node u with respect to the solution set R is defined as:
B(u | R) = B(R ∪ {u})−B(R) .
Marginal benefits can be computed via the closed-form ex-
pression provided by the following Lemma.
Lemma 6. Consider an elimination tree T = (V,E), a
set of nodes R ⊆ V , a node u ∈ V \ R, and a probability
distribution Pr(q) over the set of all possible queries. Let
D¯Ru = {v | v ∈ Tu ∩ R and path(v, u) ∩ R = ∅} denote the
set of descendants of u in set R whose lowest ancestor in
R ∪ {u} is u, and let aRu ∈ A¯u denote the lowest ancestor of
u in R. Then, the marginal benefit B(u | R) of node u with
respect to the set R is given by:
B(u | R) = E
[
δq
(
u; aRu
)]b(u)− ∑
v∈D¯Ru
b(v)
 . (11)
Proof. Notice that for all nodes v ∈ R \ D¯Ru the lowest
ancestor aRv of v in R remains unchanged in R ∪ {u}. On
the other hand, for each node v ∈ D¯Ru we have aRv = aRu .
Thus, using Lemmas 1 and 5, we have:
B(u | R) = B(R ∪ {u})−B(R)
=
∑
v∈R∪{u}
E[δq(v;R ∪ {u})] b(v)
−
∑
v∈R
E[δq(v;R)] b(v)
= E[δq(u;R ∪ {u})] b(u)
+
∑
v∈D¯Ru
(E[δq(v;R ∪ {u})]− E[δq(v;R)]) b(v)
+
∑
v∈R\D¯Ru
(E[δq(v;R ∪ {u})]− E[δq(v;R)]) b(v)
L.1
= E
[
δq
(
u; aRu
)]
b(u)
+
∑
v∈D¯Ru
(
E[δq(v;u)]− E
[
δq
(
v; aRu
)])
b(v)
L.5
= E
[
δq
(
u; aRu
)]b(u)− ∑
v∈D¯Ru
b(v)
 .
The main result of this section is the following.
Lemma 7. The benefit function B : 2V → R≥0 is mono-
tone and submodular.
Proof. We will first show that the benefit function B
is monotone, i.e., B(u | R) ≥ 0 for any given R ⊆ V and
u ∈ V \ R. In light of Lemma 6, it suffices to show that
b(u) ≥∑v∈D¯Ru b(v) for any u and for any possible set D¯Ru of
its descendants whose lowest ancestor in R∪{u} is u. Notice
that for any node v ∈ D¯Ru , by definition we have path(v, u)∩
R = ∅, which means that no ascendant or descendant of v
can be in D¯Ru . Now, remember that by definition we have:
b(u) =
∑
x∈Tu
c(x) .
Using this definition, we equivalently have
b(u) = c(u) + b(`(u)) + b(r(u)) , (12)
which implies that the utility of a parent node is always
greater than the sum of the utilities of its children. Given
also that for any v ∈ D¯Ru , no ascendant or descendant of v
can be in D¯Ru , we have∑
v∈D¯Ru ∩T`(u)
b(v) ≤ b(`(u)) and
∑
v∈D¯Ru ∩Tr(u)
b(v) ≤ b(r(u)) .
and therefore
b(u) ≥ b(`(u)) + b(r(u))
≥
∑
v∈D¯Ru ∩T`(u)
b(v) +
∑
v∈D¯Ru ∩Tr(u)
b(v) =
∑
v∈D¯Ru
b(v) ,
concluding the proof of monotonicity.
We proceed to show that B is submodular, i.e., that for
any R ⊆ S ⊆ V and u ∈ V \S, we have B(u | R) ≥ B(u | S).
For any given R and node w 6∈ R, let S = R ∪ {w}. We
consider two cases: (i) w ∈ Au, or (ii) w ∈ Tu. Notice that
the case of w being neither an ancestor or descendant of u
is trivial, since we would then have B(u | R) = B(u | S).
First consider the case w ∈ Au. In this case, it could be
that either (i) w ∈ path(u, aRu ), which implies w = aSu , or
(ii) w ∈ path(aRu , ) which means that the lowest ancestor of
node u in S is the same as in R. It is easy to see that in
the latter case we have B(u | R) = B(u | S), hence, we only
consider the case in former. Notice that w = aSu implies
that aRu ∈ Aw, which, by Lemma 5, further implies that
E
[
δq
(
aRu ; ∅
)] ≤ E[δq(w; ∅)]. Then we have:
E
[
δq
(
u; aRu
)]
= E[δq(u; ∅)]− E
[
δq
(
aRu ; ∅
)]
≥ E[δq(u; ∅)]− E[δq(w; ∅)]
= E[δq(u;w)] .
Hence, by Lemma 6 we have:
B(u | R) = E
[
δq
(
u; aRu
)]b(u)− ∑
v∈D¯Ru
b(v)

≥ E[δq(u;w)]
b(u)− ∑
v∈D¯Ru
b(v)

= B(u | S) .
Now we consider the case w ∈ Tu. In this case, if w 6∈ D¯Su
then it trivially follows that B(u | R) = B(u | S), hence, we
only consider the case in which w ∈ D¯Su . Notice that if
w ∈ D¯Su then either (i) Tw ∩ D¯Ru = ∅, or (ii) Tw ∩ D¯Ru 6= ∅.
9
Algorithm 2 Greedy Algorithm
1: R← ∅
2: while |R| < k do
3: u← arg max
v∈V \R
B(R ∪ {v})−B(R)
4: R← R ∪ {u}
5: return R
First, consider the case Tw ∩ D¯Ru = ∅ which implies that
D¯Su = D¯
R
u ∪ {w}. Then we have:
B(u | R) = E
[
δq
(
u; aRu
)]b(u)− ∑
v∈D¯Ru
b(v)

≥ E
[
δq
(
u; aRu
)]b(u)− ∑
v∈D¯Ru ∪{w}
b(v)

= B(u | S) .
Next, consider the case Tw ∩ D¯Ru 6= ∅. In this case, it holds
that D¯Rw = {v ∈ D¯Ru : path(v, u) ∩ S = w} and D¯Su =
(D¯Ru \ D¯Rw) ∪ {w}. Remember that, as given by Eq. 12, the
utility of a parent node is always greater than the sum of
utilities of its children. Given also that, for any v ∈ D¯Rw , no
ascendant or descendant of v can be in D¯Rw , we have
b(w) ≥
∑
v∈D¯Rw
b(v) ,
which implies that
∑
v∈D¯Ru b(v) ≤
∑
v∈D¯Su b(v), since we
have D¯Su = (D¯
R
u \ D¯Rw) ∪ {w}. Thus, we have:
B(u | R) = E
[
δq
(
u; aRu
)]b(u)− ∑
v∈D¯Ru
b(v)

≥ E
[
δq
(
u; aRu
)]b(u)− ∑
v∈D¯Su
b(v)

= B(u | S) .
This concludes the proof.
Consider now the greedy algorithm that creates a solution
set incrementaly, each time adding the node with the highest
marginal benefit into the solution set until the cardinality
budget is consumed, as shown in Algorithm 2. It is easy
to show that the algorithm comes with a constant factor
approximation guarantee.
Theorem 3. Algorithm 2 achieves an approximation guar-
antee of (1− 1/e).
Proof. As shown in Lemma 7, the non-negative benefit
function B is monotone and submodular. Hence, the (1 −
1/e) approximation guarantee for the greedy method follows
from the classic result of Nemhauser et al. [23].
5. EXTENSIONS
5.1 Space budget constraints
The algorithms we presented in the previous section ad-
dress Problem 2, where a budget k is given on the number
N N1 N2 N3 N4
Figure 3: The input Bayesian network N and some
of its sub-networks. Some variables in N may be
redundant for the evaluation of some queries, al-
lowing us to perform computations over “shrunk”
networks.
of nodes to be materialized. A more realistic and practical
scenario is Problem 1, where a budget K is given on the to-
tal space required to materialize the selected nodes. In this
case, for each node u of the elimination tree T the space su
required to materialize the probability table at node u is
specified as input.
Both of the algorithms we presented in the previous sec-
tion, dynamic-programming and greedy, can be extended to
address this more general version of the problem. In both
cases the extension is fairly standard, and for lack of space
we only describe it here in brief.
For the dynamic-programming algorithm the idea is to
create an entry F (u, κ, v) for nodes u and v, and index κ
taking values from 1 to min{K,Su}, where Su is the total
space required to materialize the probability tables of all
nodes in Tu. We then evaluate the entry F (u, κ, v) by con-
sidering the maximum benefit over all possible values κ` and
κr such that κ`+κr = κ−su, where su is the space required
to materialize node u.
The modified algorithm provides the exact solution, and
the running time is O(nhK2). Note, however, that unlike
the previous case (Problem 2) where k is bounded by n,
the value of K is not bounded by n. As the running time
is polynomial in the value of K, which can be specified by
O(logK) bits, it follows that the algorithm is in fact pseudo-
polynomial. However, the technique can be used to obtain a
fully-polynomial approximation scheme (FPTAS) by round-
ing all space values into a set of smaller granularity and
executing the dynamic programming algorithm using these
rounded values.
For the greedy algorithm, in each iterative step we se-
lect to materialize the node u that maximizes the normal-
ized marginal gain (B(R ∪ {u})−B(R)) /su. The modified
greedy algorithm has the same running time and yields the
same approximation guarantee
(
1− 1
e
)
.
5.2 Accounting for redundant variables
In our algorithms so far we have considered a fixed elimi-
nation tree T and elimination order σ. The elimination tree
T specifies the order in which sums-of-products evaluations
are performed, with one summation for every variable in N .
One can observe, however, that it is not necessary to involve
every variable in the evaluation of a query. For example,
for the Bayesian network N shown in Figure 3, the query
q1 = Pr(b = b0, c) can be computed from the sub-network
N1 ⊆ N , while the query q2 = Pr(c | b = b0) can be com-
puted from the sub-network N2 ⊆ N .
Previous work [11, 20, 31] provides methods to determine
the variables that are redundant for the evaluation of a query
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q allowing us to perform computations based on a “shrunk”
Bayesian network. The characterization of variables into
redundant and non-redundant is given in Theorem 4, based
on the following two definitions.
Definition 7 (Moral graph [31]). The moral graph
M of a Bayesian network N is the undirected graph that
results from N after dropping edge directions and adding
one edge for all pairs of nodes that share a common child.
Definition 8 (m-separated variables [31]). Two
variables a and b in a Bayesian network N are said to be
m-separated by variables U if removing U from the moral
graph M of N leaves no (undirected) path between a and b
in M. This property is denoted as sep(a, b, U).
Theorem 4 (Redundant Variables [31]). Let N be a
Bayesian network and q = Pr
(
Xq, Yq = yq | Y ′q = y′q
)
a query.
Let A be the union of ancestors in N of all variables in q:
A = ∪x∈Xq∪Yq∪Y ′qAx.
Also, let Rm be all variables outside A, i.e., Rm = X\A, and
Rc all ancestor nodes A that are m-separated from Xq ∪ Yq
by Y ′q , i.e.,
Rc = {a ∈ A | sep
(
a, b, Y ′q
)
for all b ∈ Xq ∪ Yq}.
The variables in R = Rm ∪Rc are redundant, and no other
variables are redundant.
Given a Bayesian networkN and a query q we write shrink(q,N )
(or shrink(q) when N is understood from the context) to de-
note the Bayesian network that results from the removal of
all redundant variables as per Theorem 4. We can eval-
uate the query q on a shrunk Bayesian network Ns, such
that shrink(q) ⊆ Ns ⊆ N , by building an elimination tree
T ′ on Ns and obtain immediate efficiency gains. However,
the elimination tree T ′ that is built on Ns codifies different
computations than the tree T built on N , even if T ′ ⊆ T .
Therefore, the tables of factors we materialize for T using
the algorithms of Section 4 do not generally correspond to
factor tables for T ′. In the next section we discuss how to
address the issue of evaluating different queries while ac-
counting for redundant variables.
5.2.1 Redundancy-aware scheme
The main idea of our redundancy-aware scheme is to ma-
terialize different probability tables for a set of “shrunk”
Bayesian networks obtained through removal of redundant
variables. The scheme consists of the following components:
Lattice of Bayesian networks. Consider a set of Bayesian
networks L = {N0,N1,N2, . . . ,N`} that includes the input
Bayesian network N = N0 and ` of its subnetworks, each of
which is induced by a subset of variables:
N0 = N ; Ni ⊆ N , for all i = 1, . . . , `.
The set L can be represented as a lattice where edges are
added between each network and its maximal subnetworks
in L (see an example in Figure 4).
Query-network mapping. Consider a function M : Q →
L (where Q is the set of all possible queries) that maps a
query q ∈ Q to a Bayesian network Ni ∈ L from which the
answer to q can be computed exactly. Notice that there is
always such a Bayesian network in the lattice, namely the
input Bayesian network N0 = N .
Figure 4: Instance of a lattice of Bayesian networks,
for the networks that appear in Figure 3.
Algorithm 4 Map(L, q)
1: Let S : = shrink(q)
2: Let Q : =[N ]
3: Let Ns : =N
4: while Q 6= ∅ do
5: N ′ = deque(Q)
6: if ‖N ′‖ < Ns then
7: if S ⊆ N ′ then
8: Ns : =N ′
9: for N ′′ ∈ children(N ′) do
10: enque(N ′′, Q)
11: return Ns
Query workloads. Each Bayesian network Ni ∈ L is as-
sociated with a query workload, characterized by: (i) the
probability pii that a random query is mapped to Ni; (ii) a
probability distribution Pri(q) = Pr(q | Ni) over the queries
that are mapped to Ni.
We now discuss how the scheme operates and how its com-
ponents are built. When a query arrives it is mapped to one
network in the lattice from which its value is computed ex-
actly. As we discuss below, this mapping operation can be
performed efficiently. In this scheme, offline optimization
considerations include the choice of networks to include in
the lattice, as well as the materialization of factors for each
network. We discuss them below.
An algorithm for query-network mapping. Algorithm 4
finds the smallest Bayesian network Ns in the lattice such
that shrink(q) ⊆ Ns ⊆ N that can be used to answer a
query q. The algorithm proceeds as follows: first, at line 3,
it computes the smallest shrunk network S = shrink(q) that
can be used to answer query q exactly; then, it performs a
breadth-first-search on the lattice L starting from the top
element but does not extend search paths on which it en-
counters networks N ′ that do not include S as subnetwork.
To test whether S ⊆ N ′, it is sufficient to test whether the
intersection of the (labeled) edge-sets of the two networks is
not empty, which can be done in time O(|E| log(|E|)). The
algorithm finds the correct network in the lattice since, by
construction, if it has visited a Bayesian network N ′ that
contains the target Ns as subnetwork, there is a path from
N ′ to Ns, and this condition holds for the best (smallest
Bayesian network that contains S) discovered up to any
point during the execution of the algorithm. The total run-
ning time in terms of subnetwork tests is O(` |E| log(|E|)).
Building the lattice. We build the lattice L off-line, in
three phases. During the first phase, we consider the full lat-
tice L+ that includes all sub-networks of N and estimate the
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Table 1: Statistics of Bayesian networks.
Network nodes edges parameters avg. degree
Mildew 35 46 547K 2.63
Pathfinder 109 195 98 K 2.96
Munin#1 186 273 19 K 2.94
Andes 220 338 2.3 K 3.03
Diabetes [1] 413 602 461 K 2.92
Link [15] 714 1 125 20 K 3.11
Munin#2 [2] 1 003 1 244 84 K 2.94
Munin [2] 1 041 1 397 98 K 2.68
probability ρi that a random query q has Ni = shrink(q) ∈
L+ as its corresponding “shrunk” network. Notice that, for
the full lattice, ρi is also the probability that a random query
is mapped by Algorithm 4 to Bayesian network Ni ∈ L+.
In practice, we consider a sample of queries q (either from
a query-log or a probabilistic model) and estimate ρi as the
relative frequency with which network Ni is the “shrunk”
network that can be used to evaluate q.
During the second phase, we choose a small number ` of
networks from L+ to form lattice L. We want to build a
lattice of networks that captures well the distribution ρ. In
practice, we use a greedy approach, successively choosing to
add to L the network that optimizes the utility of the lat-
tice. During the third phase, we follow an approach similar
to the first phase to estimate anew the probability pii that a
random query q has Ni = shrink(q) ∈ L as its correspond-
ing “shrunk” Bayesian network, as well as the probability
distribution Pri(q) = Pr(q | Ni) over the queries q that are
mapped to Ni.
Optimal materialization. Given the set L of networks
contained in the lattice, a query workload (pii,Pri(q)) over
the networks, and a budget k, we wish to materialize ki
factors for Bayesian network Ni, with ∑`i=0 ki ≤ k, so that
G({ki}) = ∑`i=0 piiBi(ki) is maximized, where Bi(ki) is the
optimal benefit obtained by solving problem 2 for Bayesian
network Ni with budget ki. Let OPTm,k be the optimal
value of G(·) for the first m networks of L, with budget k.
Then the following equation holds
OPTm+1,k= max
κ
{pim+1Bi(κ) +OPTm,k−κ} ,
and defines a dynamic-programming algorithm to compute
the optimal materialization over a set of networks L.
6. EXPERIMENTS
We demonstrate the benefit of factor materialization by
experiments on real-world Bayesian networks. We remind
that due to space constraints, we consider materializing only
the factors that involve natural joins and variable summa-
tions, while a more general choice would involve material-
izing factors resulting from natural joins combined with a
choice of operation per variable (variable summation, row
selection, or no operation), as explained in Section 3. Nat-
urally, this self-imposed constraint limits the benefit of ma-
terialization, since we do not materialize any type of factor.
This point is important to keep in mind when discussing our
experimental results.
6.1 Setup
Datasets. We use eight real-world Bayesian networks, whose
statistics are listed in Table 1. The column “parameters”
Table 2: Parameter size of factors created with dif-
ferent elimination orders (K: thousand, M: million).
mn mf wmf
Network avg max avg max avg max
Mildew 15 K 170 K 10K 170K 57 K 1 M
Pathfinder 570 16 K 568 16K 643 16 K
Munin#1 749 K 59 M 375 K 39 M 367K 39M
Andes 2 K 131 K 1.4K 66K 1.4K 66K
Diabetes 9 K 194 K 4K 194K 325 K 33 M
Link 109 K 17 M 31K 4M 633 K 268 M
Munin#2 40 K 31 M 1.7K 168K 1.8 K 168 K
Munin 9.5 K 588 K 5 K 392 K 3K 112K
Table 3: Statistics of elimination trees.
Tree nodes height max. #
children
Mildew (mf) 70 17 3
Pathfinder (mf) 218 12 54
Munin#1 (wmf) 372 23 7
Andes (mf) 440 38 5
Diabetes (mf) 826 77 4
Link (mf) 1 428 56 15
Munin#2 (mf) 2 006 23 8
Munin (wmf) 2 082 24 8
refers to the total number of table entries of the factors that
define the corresponding Bayesian network.
Pathfinder [13] is a Bayesian network used in an expert
system that assists surgical pathologists with the diagnosis
of lymph-node diseases. Diabetes [1] is used to model in-
sulin dose adjustment. Mildew is a Bayesian network used
to predict the necessary amount of fungicides to be used
against mildew in wheat.2 Link [15] models the linkage
between a gene associated with a rare heart disease (the hu-
man LQT syndrome) and a genetic marker gene. Munin [2]
is a Bayesian network used in an expert electromyography
assistant and Munin#1 and Munin#2 are two subnetworks
of Munin. Andes [8] is a Bayesian network used in an in-
telligent tutoring system that teaches Newtonian physics to
students. All datasets are publicly available online.3
Elimination order. As explained in Section 3, elimina-
tion trees are built according to a given variable-elimination
order. However, finding the optimal variable-elimination or-
der is NP-hard [17], and several heuristics have been pro-
posed to construct an order that does not lead to exponential
space blowup. Among these heuristics, greedy algorithms
have been shown to perform well in practice [10]. Given
a Bayesian network N , such a greedy algorithm begins by
initializing a graph H from the “moralization” of N , i.e.,
by connecting the parents of each node and dropping the
direction of the edges. Then at the i-th iteration, a node
that minimizes a heuristic cost function is selected as the i-
th variable in the ordering. The selected variable is then re-
moved from H and undirected edges are introduced between
all its neighbors in H. In this paper, we consider heuristics
where the cost of a node is: min-neighbors (mn): the
2The model was developed by Finn V. Jensen, Jørgen Olesen,
and Uffe Kjærulff.
3Available at http://www.bnlearn.com/bnrepository/ [29].
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number of neighbors it has in H; min-weight (mw): the
product of domain cardinalities of its neighbors in H; min-
fill (mf): the number of edges that need to be added to H
due to its removal; and weighted-min-fill (wmf): the sum
of the weights of the edges that need to be added to H due
to its removal, where the weight of an edge is the product
of the domain cardinalities of its endpoints [17].
Table 2 shows statistics for the factors in the elimination
trees created under elimination orders generated by the best
three of the aforementioned heuristics. For each Bayesian
network, we select the elimination order that induces the
smallest average parameter size and use the maximum pa-
rameter size as a tie-breaker. Table 3 reports statistics of
the elimination trees obtained from the chosen elimination
order for each dataset. In all the trees, the average number
of children is found to be consistently close to 1, therefore
we do not report it in the table.
Cost values. To solve Problem 2, we must assign par-
tial cost values c(u) to the nodes u of elimination trees,
and these values must represent the computational cost of
computing the corresponding factor from its children in the
elimination tree (see Section 3, Definition 1). Following the
time-complexity analysis of Koller et al. [17], we estimate
c(u) to be proportional to the cost of the corresponding
natural join operation. For our implementation of joins,
we adopt the technique of one-dimensional representation
of factor tables described by Murphy [22], which makes use
of a constant-time arithmetic mapping between the indices
of the one-dimensional factor table and the combinations of
values of variables in its multi-dimensional counterpart. For
this implementation, the cost of the natural join operation
is twice the resulting size of join, which can be calculated
from the sizes of the joined tables without actually perform-
ing the join. We confirm experimentally that the theoretical
cost estimates align almost perfectly with the empirical ex-
ecution times (Pearson ρ ≥ 0.99).
Query workload. The optimization problem we consider
assumes a query workload, i.e., a probability distribution
Pr(q) of queries q. In practice, it is reasonable to consider
a setting where one has access to a historical query log to
learn a distribution Pr(q). In the absence of such a log for
the networks of Table 1, we consider a general setting for
Pr(q). In particular, for simplicity of presentation, we con-
sider queries q = Pr(Xq, Yq = yq) where Yq = ∅, i.e., no
variables are bound, but all variables are either free (Xq)
or summed-out (Zq). We note that the setting Yq = ∅ is
a worse-case scenario as it leads to computationally more
intensive queries, since, by not selecting any subsets of rows
associated with Yq = yq, we need to generate larger fac-
tors. Moreover, we consider uniform workloads, where each
variable of a Bayesian network has equal probability to be
a member of Xq. For each dataset, we generate a total of
250 random queries, with 50 queries for each query size rq,
i.e., rq = |Xq| ∈ [1, 5], under this scheme. In addition, we
experimented with a skewed-workload scheme, in which the
variables appearing earlier in the elimination ordering, i.e.,
the variables associated with the nodes that are closer to the
leaves of the elimination tree T , are more likely to appear
among the summed-out variables Zq rather than the free
variables Xq. Specifically, in this scheme, a variable that
appears ` levels above another in T is ` times more likely
to be placed among the free variables Xq. We do not show
results for workload distributions with opposite skew: since
Table 4: Average query processing times in seconds
in uniform scheme, when no materialization is used.
Network rq =1 rq =2 rq =3 rq =4 rq =5 all
Mildew 11.2 33.5 97.5 122.7 177.3 77.0
Pathfinder 0.2 0.2 0.2 0.3 0.4 0.2
Munin#1 319.4 408.4 474.7 656.6 767.2 438.2
Andes 1.1 1.6 2.6 4.8 7.6 3.5
Diabetes 18.0 95.7 332.3 621.0 801.9 162.3
Link 119.4 215.8 313.8 391.1 532.0 287.1
Munin#2 7.1 11.6 14.5 12.9 25.8 14.4
Munin 15.1 16.7 25.8 30.3 38.5 25.3
we focus on materialized tables that involve only summed-
out variables, it is easy to see that having free variables close
to the leaves of the elimination tree T would usually render
them not useful.
Execution system. All experiments were executed on a
64-bit SUSE Linux Enterprise Server with Intel Xeon 2.90 GHz
CPU and 264 GB memory. Our implementation is available
online.4
6.2 Results
We now report the performance gains due to materializa-
tion. The main results for the uniform scheme are shown
in Figure 5. Each plot corresponds to one dataset, with the
x-axis showing the number of factors that are materialized
(budget k) and the y-axis showing the cost savings in query
running time, expressed as a percentage of the query running
time when no materialization is used. The reported savings
are averages over the query workload and each bar within
each plot corresponds to a different query size rq. Moreover,
the numbers on the bars indicate the percentage of cost sav-
ings relative to the materialization of all the factors in the
tree in the uniform-workload scheme.
We observe in Figure 5 that, consistently in all the datasets,
a small number of materialized factors can achieve cost sav-
ings almost as well as in the case of materializing all the
factors of the elimination tree. This result is expected as
the submodularity property of the benefit function implies
a diminishing-returns behavior. This result is also desir-
able as it shows that we can achieve significant benefit by
materializing only a small number of factors. Another ob-
servation, common to all the datasets, is that, as the num-
ber rq of variables in a query increases, the savings from
materialization decreases. Given our choice of limiting the
materialization operation to factors that involve only joins
and variable summation, this trend is expected: with higher
rq, the probability that a materialized factor does not con-
tain any free variable in its subtree decreases, limiting the
materialization benefit.
The datasets where we observe considerably small savings
are Munin#1, Andes, Link, and Diabetes. In all these
datasets except Diabetes, we find that a small number of
factors contribute to the largest part of the computational
cost when k = 0, due to their large number of entries: we
observe that 5 out of 372 factors in Munin#1 and 6 out
of 1428 factors in Link contribute to almost 90% of the
computational cost, while for Andes, 5 out of 440 factors
4https://github.com/aslayci/qtm
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Figure 5: Cost savings per query size rq in uniform-workload.
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Figure 6: Cost savings per query size rq in skewed-workload.
contribute to 75%. This suggests that the same computa-
tional burden of creating these large factor tables carries to
the case of k > 0 whenever none of the materialized factors
are useful during query processing. We indeed observe that
the average cost savings, among the queries in which the
variables associated to these large factors are summed out,
is greater than 90% in these datasets. On the other hand,
for Diabetes, we find that the number of entries in the
factor tables are almost uniformly distributed, however, we
observe that the structure of the elimination tree has large
chain components, as reflected by its larger height relative to
other similar-sized trees, which makes it rare for any chosen
factor to be useful for queries.
We also report in Table 4 the average query-processing
times when no materialization is used (i.e., k = 0) under the
uniform scheme. We observe that the running time increases
with the number rq of free variables in a query. This is
expected because free variables lead to larger factor tables
during variable elimination.
Figure 6 reports the average cost savings per query size
for varying number of materialized factors in the skewed-
workload scheme. As in the case of uniform-workload scheme,
we observe that a small number of materialized factors can
achieve cost savings almost as well as in the case of material-
izing all the factors of the elimination tree under the skewed-
workload scheme. We also observe that, while the relative
performance of materialization, indicated by the numbers
on the bars, do not differ significantly between the uniform
and skewed-workload schemes, the savings over the case
of no materialization significantly improves in the skewed-
workload scheme. Figure 7 reports the overall comparison
between the uniform and skewed-workload schemes.
14
0
10
20
30
40
50
60
70
80
90
100
1 3 5 7 35
k
Co
st
 S
av
in
gs
 %
 
skewed uniform
l
l
l
l
l
l
l
0
10
20
30
40
50
60
70
80
90
100
1 5 10 20 109
k
skewed uniform
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0
10
20
30
40
50
60
70
80
90
100
1 5 10 20 186
k
skewed uniform
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0
10
20
30
40
50
60
70
80
90
100
1 5 10 20 220
k
skewed uniform
(a) Mildew (mf) (b) Pathfinder (mf) (c) Munin#1 (wmf) (d) Andes (mf)
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
0
10
20
30
40
50
60
70
80
90
100
1 5 10 20 413
k
Co
st
 S
av
in
gs
 %
skewed uniform
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0
10
20
30
40
50
60
70
80
90
100
1 5 10 20 714
k
skewed uniform
0
10
20
30
40
50
60
70
80
90
100
1 5 10 20 1003
k
skewed uniform
0
10
20
30
40
50
60
70
80
90
100
1 5 10 20 1041
k
skewed uniform
(e) Diabetes (mf) (f) Link (mf) (g) Munin#2 (mf) (h)Munin (wmf)
Figure 7: Comparison of cost savings between uniform and skewed workloads.
We observe that the performance gains due to material-
ization under the skewed-workload scheme are significantly
higher than the uniform-workload scheme for all the datasets.
This trend is especially visible for the datasets Munin#1,
Andes, and Link, all of which contain only a small number
of factors contributing to the majority of the computational
cost as explained before: we observed that these large factors
reside in middle layers of their elimination trees, hence, are
less likely to be associated to free variables under the skewed-
workload scheme than its uniform counterpart. This implies
that, since a random set of free variables under the skewed-
workload scheme are more likely to be associated to the
ancestors of the materialized factors, the skewed-workload
scheme can obtain higher benefit from materialization. This
suggests that constructing an elimination order that is tuned
to a given query workload can provide significant boost to
the query-processing performance when only factors that are
the result of variable summation are materialized.
For Mildew, we found average savings to be slightly higher
than 10% under the uniform-workload scheme: when we
drill down to savings specific to query size, as provided in
Figure 5, we see that for queries of size 1, 2, and 3, the
savings are around 70%, 35%, and 25% respectively, and
have a sharp decrease to under 10% for queries of size 4
and 5, resulting an average around 10% over all the queries.
We remind that Mildew has only 35 variables which trans-
late to a small elimination tree, making it especially hard
to find useful factors for large value of rq under the uniform
workload. We see that the savings significantly improve to
an average of 50% under the skewed-workload scheme for
Mildew. On the other hand, for Diabetes, we see that
the average savings under both workload schemes remain
around 10%, due to its elimination tree that is composed of
large chain components, limiting the extent we can exploit
materialization. For the rest of the datasets, Pathfinder,
Munin#2, and Munin, we observed relatively high savings
under the uniform-workload scheme, where the average sav-
ings for k = 20 was found to be 70% for Pathfinder, and
50% for the latter two that are the largest Bayesian networks
used in the experiments.
Lastly, we report statistics regarding the offline material-
ization phase. For each dataset, we report the results for
maximum possible k where all the factors are materialized.
In all the datasets except Munin#1 and Link, selection and
computation of the factors to materialize took less than 10
seconds while for Munin#1 and Link it took 270 and 100
seconds respectively. The maximum materialized table size
on disk was found to be 240 MB for Munin#1, 54 MB Link,
and less than 2MB for the rest of the datasets. We conclude
that by materializing a small number of tables with mod-
est memory requirements, we can obtain significant perfor-
mance gains in the query-processing time, reaching up to
an average gain of 70% under the uniform-workload scheme
and 80% under the skewed-workload scheme.
7. CONCLUSIONS
State-of-the-art machine learning techniques allow us to
build probabilistic models, such as Bayesian networks, and
use them to perform approximate query processing and pre-
dictive querying over very large databases. Well-trained
model instances are more concise than the data they were
built from, and so queries performed over the model can offer
large efficiency gains—and robustness—compared to queries
evaluated directly over the data. To make such an approach
even more scalable, it is crucial to consider what expensive
model computations can be performed in a preprocessing
step, so as to make query answering more efficient.
In this paper, we addressed the problem of materializing
factor tables for Bayesian networks and provided efficient al-
gorithms to choose the optimal factor tables under a budget
constraint. Our experimental results show that appropriate
materialization can offer significant speed-up.
Several directions for future work open up ahead. One di-
rection is to extend the results of this paper, e.g., by optimiz-
ing the redundancy-aware scheme of Section 5.2.1, accom-
modating numerical variables, and developing algorithms for
special cases of conditional distributions. We believe though
that the larger theme of work to follow this paper is that of
addressing the problem of materialization for other proba-
bilistic models.
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APPENDIX
A. GENERALITYOFPROBLEMSETTING
We formulated Problems 1 and 2 in terms of an elimina-
tion tree, without specifying any constraints on its structure.
However, in the context where we’re addressing Problem 2,
elimination trees are defined by a Bayesian network and an
elimination order. At this point, we should consider the
question of whether the elimination trees that are input to
Problem 1 and 2 are of general structure — if they were not,
then this would leave room for faster algorithms that take
advantage of the special structure.
Lemma 8 states that the internal nodes of an elimination
tree form a tree of general structure. Note that we use the
term “internal subtree” to refer to the subgraph of a tree
that is indiced by internal (non-leaf) nodes. For an elimi-
nation tree T , its internal subtree corresponds to the nodes
that correspond to the variables of the Bayesian network.
Lemma 8. Consider any tree T and its internal subtree
Tin. There is a Bayesian network and an elimination order
that define an elimination tree T ′ with T ′in ' Tin.
Proof. Assume that Tin is rooted at node ω with sub-
trees rooted at nodes ua, ub, . . . , uz. Consider a Bayesian
Network N that has one corresponding variable ω, a, b, . . . ,
z for each node of Tin, and conditional probabilities in the
opposite direction compared to the respective edges of Tin—
i.e., if Tin contains a directed edge (ua, uω), the Bayesian
network N contains the edge (ω, a) with associated condi-
tional probability Pr(a | ω). Let σ be the elimination order-
ing of variables corresponding to the post-order traversal of
N . Consider the directed edges (ω, a), (ω, b), (ω, c) etc,
coming out of ω (see Figure 8). The elimination ordering
we chose ensures that variables a, b, c, etc, are eliminated
before ω. It also ensures that the factor that results from
the elimination of variable a is a function of ω but of none
of the other variables b, c, etc, that depend on ω, by con-
struction. The elimination of ω happens after that of each
variable a, b, c, etc, it connects to, leading to an elimination
tree T ′ with an edge from each of those variables to ω —
and therefore to an internal subtree T ′in that is isomorphic
of Tin.
We can also show, however, that if we limit ourselves to
elimination orderings that follow a pre-order traversal (pot)
of the Bayesian network, we end up with elimination trees
of linear structure. Note that the Bayesian network N we
consider is generally a directed acyclic graph (dag) and not
necessarily a tree. It is therefore possible to have multiple
roots in N— i.e., multiple variables that do not depend
on other variables. For any variable ω, consider the set of
variables a, b, . . . , z that depend on ω. A pot of N is any
ordering of its variables such that ω precedes a, b, . . . , z.
The breadth-first-search of N that starts from the roots of
N is a pot.
Lemma 9. For a Bayesian Network N , let T be the elimi-
nation tree obtained for the elimination order defined by any
pre-order traversal of N . The internal subgraph Tin of T is
linear.
Figure 8: The tree on the left represents Tin, the
subtree of elimination tree T induced by its internal
nodes. The Bayesian Network in the figure, con-
structed by reversing the direction of edges in Tin,
along with its post-order traversal (a, b, . . . , z, ω) de-
fine T as the elimination tree.
Figure 9: Consider the Bayesian Network in the
figure, along with its pre-order traversal σ =
(ξ, ω, ω′, a, b, . . . , z). The two define the elimination
tree shown in the figure, which includes a linear
graph over the internal nodes.
Proof. For any variable ω, let us consider the set of
variables {a, b, . . . , z } that depend on ω — as well as
“co-dependents” of ω, i.e., variables {ω′} that depend on
variables that overlap with the variables that ω depends on
(see Figure 9). Notice that, in a pre-order traversal of N ,
these are the only variables that can follow ω in the traver-
sal. During elimination, node ω passes along a potential that
involves all its dependants {a, b, . . . , z } and co-dependents
{ω′} that have not been eliminated yet. As a result, at every
transition in the pre-order traversal, the factor that results
from the latest elimination is a function of the next vari-
able in the traversal, until the traversal of the last variable.
This leads to a directed edge in T from the current node
in the elimination tree to the node that corresponds to the
next variable in the traversal. These directed edges form
the subgraph of internal nodes of T— which is thus a linear
graph that follows the pre-order traversal of N exactly.
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