Abstract-This paper introduces a novel family of blind feedforward nonlinear least-squares (NLS) estimators for joint estimation of the carrier phase and frequency offset of quadrature amplitude modulations (QAM). An optimal or "matched" nonlinear estimator that exhibits the smallest asymptotic variance within the family of envisaged NLS-estimators is developed. A class of computationally efficient monomial estimators is also proposed. The asymptotic performance of these estimators is established in closed-form expression and compared with the Cramer-Rao lower bound corresponding to an unmodulated carrier. Finally, computer simulations are presented to corroborate the theoretical performance analysis.
I. INTRODUCTION
Quadrature amplitude modulation (QAM) is a highly bandwidth efficient transmission technique for digital communications [ 101. One of the problems associated with the burst QAM transmissions is that of carrier acquisition which for efficiency reasons must be performed without the use of a preamble [4] .
Recently, a number of blind phase estimators for (square and cross) QAM modulations were reported in [31, [41, [71 and [81, and analyzed in [ 101 and [ 1 11. They exploit the angle information contained in the fourth or higher-order statistics of the received signal. In this paper, a family of non-data aided (NDA) or blind feedforward nonlinear least-squares (NLS) estimators for joint estimation of carrier phase and frequency offset of carriers that are fully QAM-modulated is proposed and its asymptotic (large sample) performance analyzed in a rigorous way. The proposed NLS estimators exploit a generalized form of the Maximum Likelihood feedforward algorithm, that was originally proposed by A. J. Viterbi and A. M. Viterbi as a blind carrier phase estimator for fully modulated M-PSK transmissions [12], [9] . This carrier phase estimator is referred in the literature as the Viterbi and Viterbi (V&V) algorithm [7, p. 2801. This paper proposes an optimal or "matched" blind nonlinear carrier estimator for burst QAM modulations that achieves the smallest asymptotic variance within the family of blind NLS estimators. Computationally efficient monomial approximations of the matched estimator are developed, too. The performance of these algorithms is compared with the Crambr-Rao bound (CRB) of an unmodulated carrier, and shown to exhibit significant improvements over the standard fourth-power estimators proposed in the literature. Furthermore, the proposed family of estimators presents high convergence rates and admits low complexity digital implementations.
PROBLEM FORMULATION
Consider the baseband representation of an M-QAM modulated signal transmitted through an AWGN channel. Assume that filtering is evenly split between transmitter and receiver so that the overall channel is Nyquist. Filtering the received waveform through a matched filter and sampling at the right time instants yields:
where {~( n ) } is the sequence of zero-mean unit variance (y: := E { l~( n ) 1~} = 1) independently and identically dis- The solution that we pursue consists of evaluating first certain generalized moments of the received signal that will remove the unwanted multiplicative effects introduced by the M-QAM modulated sequence w(n). It turns out that the resulting problem reduces to the standard problem of estimating the phase parameters of a constant amplitude harmonic embedded in additive noise, for which standard NLS-type estimators can be developed and their asymptotic variance can be established in closed form expression. The key element in deriving the optimal estimator consists of selecting the optimal nonlinear transformation so that the estimator's asymptotic variance is minimized. In the next section, we detail this derivation.
ESTIMATORS FOR 4-QAM CONSTELLATIONS A. Matched Nonlinear Carrier Synclzronizer
For 4-QAM constellation, ~( n ) takes a value from the set {exp(j(.rr/4 + m7r/2)), 7n = 0 , 1,2,3}. Consider the polar representation:
and define the process y(n) via the nonlinear transformation:
where F(.) is a general (arbitrary) nonlinear function.
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Conditioned on the transmitted signal ~( n ) , z(n) is normally distributed with the probability density function (pdf)
. Throughout the paper, the notation f(.) will stand for the pdf of certain RVs. Due to (2), it follows that:
. e 2 P ( n ) c . . l~( n ) -x / 4 -m r r l 2 -+ ( n ) l / u~ . 
and y(n) can be viewed as a constant amplitude harmonic embedded in white noise. Note that, in general, u(n) is not circu- 
After some algebra manipulations, the NLS estimates of w l , 1 = 0,1, are obtained as 123:
One can observe that the frequency offset estimator can be implemented efficiently by means of the Fast Fourier Transform (FFT) algorithm applied on the sequence y(n). It is wellknown that estimator (10) is asymptotically unbiased and consistent, and also almost asymptotically efficient at high SNR
[2] and [SI.
Following a procedure similar to the one presented in [2], one can express the asymptotic variances avar(Lq) of the NLSestimates Lq, 1 = 0, 1, as:
Next, we determine an optimal or "matched" nonlinearity F ( . ) which minimizes the asymptotic variance (11). Since in ( l l ) , only 13, C , V depend on F(.), finding an optimal F ( -)
resorts to solving the optimization problem:
Using (8), (12) and (13), Fmin(.) is obtained using CauchySchwarz' inequality and admits the expression:
where X is an arbitrary nonzero constant. The asymptotic variances of Ljl , 1 = 0 , l , corresponding to the matched nonlinearity (14) can be expressed as:
B. Monomial Nonlinear Estimators
As can be observed from (14), Fmin ( p ( n ) ) is a function that depends on the SNR. This is not a restrictive requirement since blind SNR estimators that exhibit good performance can be used. However, if estimating the SNR is not desirable, we show next that there exist optimal monomial approximations pk(n), k = 0 , . . . , 4, of the matched nonlinearity Fmin(p(n)) that have almost the same asymptotic variance as (15) and their performance does not necessitate knowledge of the SNR.
It turns out that at high S N R s (SNR -+ 00 dB ), based on [9, eq. (15)], the optimal monomial is Gh(p(n)) = p ( n ) . Similarly, at low SNRs (SNR << 0 dB), based on [9, eq. (16)], the optimal monomial is Gl(p(n)) = p4(n). (18), (19), (22) and (23) we obtain: which does not depend on the estimator order k , i.e., it turns out that at high S N R s , the performance of estimators (17) for different orders k is asymptotically the same.
IV. ESTIMATORS FOR 16-QAM CONSTELLATIONS
Following a similar approach to the one presented above, one can develop matched nonlinear estimators for joint estimation of the carrier phase and frequency offset for 16-QAM modulations.
Exploiting (6) 
Fig. 1. 16-QAM Constellation
Similarly to the derivations presented in Section 111-a, by considering the process y(n) (see eq. (3)), it follows that y(n) can be interpreted as the sum (9). Based on the above expressions, it is not difficult to find that the NLS estimator (IO) is asymptotically unbiased and consistent in the presence of 16-QAM constellations, and the asymptotic variances of LJi, 1 = 0,1, are still given by (1 1), where B, C, D take the following expressions: of (27) in terms of simple monomial transformations. However, because of their computational efficiency and simplicity, it is still of interest to study the performance of monomial nonlinear estimators for higher-order QAM constellations.
Adopting a similar procedure to the one presented in the previous section, one can find that the asymptotic variances of monomial nonlinear estimates: LJf, 1 = 0,1, and k = 0 , . . . , 4 , in the case of 16-QAM constellations can still be expressed by (IS), where:
Using (24)- (26) and the Cauchy-Schwarz' inequality to minimize (1 l), one can obtain the optimal nonlinearity and its corresponding asymptotic variance:
B. Monomial Nonlinear Estiinators
Unfortunately, due to the complicated form of ti ( p ( n ) ) , i = Experiment 1 -Asymptotic variances of estimators (14)- ( 10) and ( 1 6 (10) and (17) In low SNR range (near 0 dB), the estimators (17) exhibit good performance only for low order nonlinearity orders (IC = 1 and 2). From Fig. 2 , we can also observe that at high SNRs, the monomial estimators (16) 
VI. CONCLUSIONS
In this paper, we have introduced and analyzed a family of blind feedforward joint carrier phase and frequency offset estimators for QAM modulations. A matched nonlinear estimator together with a class of monomial nonlinear estimators were introduced and their performance established. In a future paper, we will extend this work to large dimensional QAM constellations. 
