This paper discusses the role of deterministic components in the DGP and in the auxiliary regression model which underlies the implementation of the Fractional Dickey-Fuller (FDF) test for I(1) against I(d) processes with d ∈ [0, 1). This is an important test in many economic applications because I(d) processess with d < 1 are mean-reverting although, when 0.5 ≤ d < 1, like I(1) processes, they are nonstationary. We show how simple is the implementation of the FDF in these situations, and argue that it has better properties than LM tests. A simple testing strategy entailing only asymptotically normallydistributed tests is also proposed. Finally, an empirical application is provided where the FDF test allowing for deterministic components is used to test for long-memory in the per capita GDP of several OECD countries, an issue that has important consequences to discriminate between growth theories, and on which there is some controversy.
INTRODUCTION
The goal of this paper is twofold. First, we extend an existing statistical procedure for detecting a unit root against mean-reverting fractional alternatives in time series free of deterministic components to the case where they may exhibit a trending behavior or have a non-zero mean. Second, we compare the behavior of this test to that of other tests available in the literature. In particular, we focus on the Fractional Dickey-Fuller (FDF, henceforth) test proposed by Dolado, Gonzalo and Mayoral (2002, DGM hereafter) who have generalized the traditional DF test of I(1) against I(0) processes without deterministic components to the broader framework of testing I(1) against I(d) with d ∈ [0, 0.5) ∪ (0.5, 1). 1 Relying upon the DF approach, the underlying idea is to test for the statistical significance of the coefficient φ in the potentially unbalanced regression ∆y t = φ ∆ d y t−1 + ε t , where ε t is an i.i.d. disturbance, L is the lag operator and ∆ = (1 − L). The regressor ∆ d y t−1 is constructed by applying the truncated binomial expansion of the filter (1 − L) d to y t−1 , so that ∆ d y t = P t−1 i= 0 π i (d) y t−i where π i (d) is the i-th coefficient in that expansion.
The FDF test is based upon the t-ratio ofφ ols , t φ (d), so that non-rejection of H 0 : φ = 0 against H 1 : φ < 0, implies that the process is I(1), namely, ∆y t = ε t . Conversely, rejection of the null implies that the process is I(d), 0 ≤ d < 1, namely, ∆ d y t = C(L)ε t , where the lag polynomial C(L) has all its roots outside the unit circle. The distribution of t φ (d) depends on whether d is assumed (arbitrarily) pre-fixed ( if a simple alternative is considered) or estimated (when considering a composite alternative), and the distance 1 − d. When d is pre-fixed as in the standard DF case (where d = 0), the asymptotic distribution of the t φ (d) is a N(0, 1) variate when 0.5 < d < 1, whilst it is nonstandard, i.e., a functional of Fractional Brownian motion (fBM), when 0 ≤ d < 0.5. 2 In particular, for d = 0, t φ (d) follows the well-known DF distribution, otherwise the critical values become less negative than the standard DF case as d ↑ 0.5. By contrast, whenever d is pre-estimated using any (trimmed) T 1/2 -consistent 1 Although the case where d = 0.5 was treated in DGM, it constitutes a discontinuity point in the analysis of fractionally integrated processes, splitting the class of I(d) processes into stationary (for d < 0.5) and nonstationarity (for d ≥ 0.5). Moreover the behaviour of {yt} differs between d = 0.5 and d > 0.5;cf. Liu (1998) . For this reason, as is often the case in most of the literature, we ignore this possibility. To simplify the notation in the sequel, however, we will refer to the permissable range of d under the alternative as 0 ≤ d < 1.
2 The intuition for these results is that whenever the values of d under the null and the alternative hypothesis are close (i.e., when d belongs to the nonstationary range or when d is estimated using a trimmed T 1/2 -consistent estimator) asymptotic normality follows under the null hypothesis, whereas when they distant (i.e., when d belongs to the stationary range) the limiting distributions are nonstandard.
estimator 3 , b d, of d ∈ [0, 1), the asymptotic distribution of t φ ( b d) becomes pivotal and is always N(0, 1) for any value of d within the pre-specified range.
The advantages of this test, in parallel with the DF approach, rely on its simplicity and good performance in finite samples, both in terms of size and power. Specifically, when compared to other well-known tests for long memory, like the Lagrange Multiplier (LM) test developed by Robinson (1994) in the frequency domain and its time domain version by Tanaka (1999) , the FDF test presents the advantage of not requiring the correct specification of a parametric model. For this reason, although the FDF test is not the asymptotically uniformly most powerful invariant (UMPI) test (see Tanaka, 1999 ) under a sequence of local alternatives approaching the null at the T −1/2 rate in a parametric model with gaussian errors, it fares very well in terms of power relative to both parametric and semiparametric tests in the frequency and time domains, and even better than the UIMP test when errors are non-gaussian, as discussed at length in DGM. 4 Following the development of unit root tests in the past, where the canonical zero-mean AR(1) model was subsequently augmented with deterministic components (including drifts, and linear, nonlinear and broken trends), our goal in this paper is to investigate how the limiting distribution of the FDF test changes when some deterministic components are considered in the DGP and in the maintained hypothesis. In particular, we will restrict our analysis in this paper to the role of a drift and/or a linear trend since many (macro) economic time series exhibit this type of trending behavior in their levels. However, we will briefly discuss how to extend the testing procedure to more general cases.
In the I(1) vs. I(0) framework, a constant and a linear time trend are typically included in the auxiliary regression model in such cases so that, if a unit root exists, the constant term 3 A trimming such as the one proposed in DGM (2002, formula (33) ) may be necessary in small samples to avoid estimates of d above 1. Also note that Lobato and Velasco (2003) have addressed the issue of optimality of the FDF test where the DGP is a pure I(d), 0 ≤ d < 1 process with no deterministic components and found that T 1/2 -consistency in the estimation of d can be relaxed to T 1/4 log(T )-consistency. Since this condition holds for many semiparametric estimators with an appropriate choice of the bandwidth parameter (see Velasco, 1999) the range of estimators that can be used to implement the FDF test is much larger. However, investigating how this generalization extends to the presence of deterministic components exceeds the scope of this paper.
Thus, in the sequel we will restrict our results to T 1/2 -consistency although we conjecture that, under weaker conditions, their results may still hold. 4 As shown in DGM (2002) , the proposed test has also better power properties than those based on a direct estimation of d in semiparametric or parametric models since the former often yield large confidence intervals whilst the precision of the latter hinges on the correct specification of the model. becomes a trend under the null hypothesis. As DF (1981) showed, including the linear time trend in the maintained model allows one to achieve an invariant test to the presence of a drift in the true data generation process. When dealing with I(d) processes, the standard approach in the literature to account for deterministic components (henceforth denoted by µ(t)) is to consider the additive model Robinson, 1994 and Tanaka, 1999) . In this setup, our first contribution in this paper is to derive the corresponding (numerically) invariant FDF test of the null d = 1 against the alternative 0 ≤ d < 1 when µ(t) = α + βt . As will be shown below, invariance of the FDF test to the values of α and β is achieved by including the nonlinear trend ∆ d µ(t) in the maintained hypothesis where such a variable is constructed in the same way as the regressor ∆ d y t−1 . As when µ(t) = 0, pre-fixed values of d imply that the asymptotic distributions of the invariant FDF test differ according to whether 0 ≤ d < 0.5 or 0.5 < d < 1 whereas they are always N(0, 1) when d is estimated using a (trimmed) T 1/2 -consistent estimator. As a by-product of this analysis, using similar arguments to those in DGM, our second contribution is to provide new theoretical results and Monte-Carlo evidence showing that the power of the FDF test in finite samples compares very well with the power of the LM test except when both d is extremely close to unity.
Lastly, we wish to stress that, despite focusing on the case where the error term in the DGP is i.i.d, the asymptotic results obtained here remain valid when the disturbance is allowed to be autocorrelated, as it happens in the (augmented) DF case (ADF henceforth). In this respect, DGM (Theorems 6 and 7) have proved that, in order to remove the correlation, it is sufficient to augment the set of regressors in the auxiliary regression described above with k lags of the dependent variable such that k ↑ ∞ as T ↑ ∞, and k 3 /T ↑ 0, as in Said and Dickey (1984) . As discussed below, this procedure turns out to be much simpler than accounting for serial correlation in the LM test. Moreover, as in the zero-mean case, we will show that the FDF test is more powerful in most cases, without being subject to large size distortions.
An empirical application dealing with testing the possibility that long GNP per capita series for several OECD countries may follow mean-reverting I(d) processes serves to illustrate our proposed methodology.
The rest of the paper is structured as follows. Sections 2 analyzes the derivation of invariant FDF tests when the null hypothesis is a random walk with or without drift. Section 3 focuses on its comparison with the LM tests discussed above. Section 4 discusses an empirical application of the previous tests. Finally, Section 5 draws some concluding remarks.
Proofs of theorems and lemmae are collected in Appendix 1 while sets of non-standard critical values for the FDF test with pre-fixed d ∈ [0, 0.5) appear in Appendix 2.
In the sequel, the definition of a I (d) process that we will adopt is that of an (asymptotically) stationary process when d < 0.5, and of a non-stationary (truncated) process when d > 0.5.
Those definitions are similar to those used in, e.g., Robinson (1994) and Tanaka (1999) and are summarized in Appendix A of DGM . Moreover, the following conventional notation is adopted throughout the paper: Γ(.) denotes the gamma function, {π i (d)} represents the sequence of coefficients associated to the expansion of ∆ d in powers of L and are defined as
.
The indicator function is denoted by 1 (.) and I n is the identity matrix of order n; W d (.) and B (.) represent standard Type II-fBM corresponding to the limit distributions of the standardized partial sums of asymptotically stationary (truncated) I (d) processes as defined in Marinucci and Robinson (1999) Employing the methodology in DGM we assume, like in Robinson (1994) , that the process y t is generated as the sum of a deterministic component, µ(t), and an
where
For simplicity, ε t is assumed to be an i.i.d. error term. 5 Our interest is in H 0 : φ = 0 (y t is I (1)) vs. H 1 : φ < 0 (y t is I (d)) . The null and alternative hypotheses can be rewritten as 5 This assumption will be later relaxed in subsection 2.2.
against
In DGM it is shown that
roots outside the unit circle if −2φ 1−d < 0, and verifies Π(0) = 1 and Π(1) = −φ. Thus, under
where C(L) has its roots outside the unit circle. As is standard in the context of unit root tests, the asymptotic distributions of the proposed statistics will depend on the nature of the deterministic components included in µ(t). In the sequel, we will restrict our attention to the most popular cases treated in the literature, namely, when µ(t) is a linear time trend, µ(t) = α + βt or, alternatively, is just a constant term, µ(t) = α. Hence, in the more general case, equation (1) becomes
we get the following auxiliary regression model (denoted hereafter as RM ) as the maintained hypothesis
where the coefficients π i (%) belong to the binomial expansion of 
Time Figure 1 The test of H 0 : I (1) relies upon φ = 0 in model (5). Thus, when H 0 is true, the process becomes DGP 1 :
whereas, under H 1 , it is an I (d) process with a linear time trend like in (4).
If the presence of the linear trend in the level of the series is discarded from the outset (as e.g. when modelling interest or exchange rates) then α 6 = 0 and β = 0 in (1), giving rise to
so that the corresponding auxiliary regression model regression becomes
As in the traditional DF framework, it can be shown that the t-ratio on the OLS estimator of φ in either (5) or (8), denoted as tφ τ ols and tφ µ ols , respectively, is numerically invariant to the (unknown) values of α and β.
In the following theorem, the asymptotic properties of the test under the null hypothesis are presented.
Theorem 1 Under the null hypothesis that y t is generated by DGP 1 (DGP 2), the OLS estimator of φ in RM 1,φ τ ols , (of φ in RM 2,φ µ ols , when β = 0) is a consistent estimator of φ = 0 and converges to its true value (φ = 0) at a rate T 1−d when 0 ≤ d < 0.5, and at the standard rate T 1/2 when 0.5 < d < 1. The asymptotic distributions of the associated t − ratios, tφ τ ols and tφ µ ols are given by
and, Finally, if d is estimated, instead of assuming an (arbitrary) pre-fixed value under the alternative, then RM 1 would be as follows
where b d T is a (trimmed) T 1/2 −consistent estimate of d. 6 Likewise, if no trend is allowed under H 0 , then the model becomes
As discussed in DGM (2002), among the different estimation procedures available in the time domain which yield T 1/2 -consistent estimates of d in the permissible range, the ML estimators derived by Beran (1995) and Tanaka (1999) or the Minimum Distance estimators derived by Galbraith and Zinde-Walsh (1997) and Mayoral (2004) can be used. Then, the following result holds.
where ξ is a non-degenerate random variable. Then, under the null hypothesis 6 Effectively, if e dT is a T 1/2 -consistent estimator of d, b dT = e dT , if e dT < 1 − c, and
where c > 0 is a (fixed) value in the neighborhood of zero that ensures that b dT is strictly smaller than unity.
that y t is generated by DGP 1 (DGP 2), the asymptotic distribution of the t − ratios on the OLS coefficient associated to φ in (9) and in (10) , tφ τ
To check how the previous asymptotic results perform in finite samples, Tables A2a-A2b in which satisfies the requirements above, the empirical sizes at the 5% nominal level are 5.18 %, 5.12 %and 4.98 % for T = 100, 400 and 1000, respectively. In this case, moreover, the power of the FDF test in model RM1 when d = 0.9 happens to be fairly satisfactory ( 26.7%, 65.4%
and 94.3% for T= 100, 400, and 1000, respectively). The rejection frequencies when using RM2 turn out to be very similar and are not reported. Thus, on the basis of these results, we recommend estimating d.
Finally, it is convenient to finish this section with a brief discussion about the implications of running the FDF test including the same deterministic components µ(t) as in the DGP, instead of the non-linear trends τ t−1 (d) and τ t−1 (d − 1) defined above. 7 To illustrate the effects of such a way of proceeding, let us assume that, under the null, the DGP is a random walk with a drift, i.e., ∆y t = α + ε t and that, under the alternative the regression model becomes 8 :
7 Note that, statistically speaking, the specification of the maintained hypothesis including the same deterministic terms as the DGP is unsound since the unconditional expectation of y t differs under the null and the alternative. 8 The following reasoning equally holds when both the DGP and the auxiliary regression model contain the linear time trend µ(t) = α + βt.
where 
Hence, the sum from 1 to T of those terms will yield the previous order of magnitude. 9 This implies that the variance of the deterministic and stochastic components of ∆ d y t−1 are O(αT 3−2d) ) for the former and
, for the latter. Hence, the dominating component in (11) is the nonlinear trend induced by ∆ d y t−1 implying that the t-ratio tφ ols (d) will always be asymptotically distributed as N(0, 1), even when d ∈ (0, 0.5).
This result mimics the one derived by West (1988) in the I(1) vs. I(0) framework. Moreover, as Hylleberg and Mizon (1989) noticed in that case, the finite sample behavior of the test will depend on the relative size of α and σ 2 . When α is sufficiently large relative to σ 2 the asymptotic N(0, 1) approximation will hold in finite sample whereas in the opposite case, its behavior will be dominated by ∆ d−1 ε t−1 , so that, as shown in Theorem 1 above, the finite sample distribution will be close to the non-standard distribution
However, the main drawback of implementing the FDF test in (11) is that if the series has a linear trend (α 6 = 0) then the power of the test will be very low for values of d sufficiently smaller than unity. Indeed, for d = 0, the power is null.
Stationary case: The invariant AFDF test
Next, we generalize the DGP considered in (1) by assuming that u t follows an stationary
Following the same procedure as before, the auxiliary model for the process without deterministic components (µ(t) = 0) becomes
where A(L) = A(1) + e A(L)∆ with e A(L) having its roots outside the unit circle.
Rewriting (12) as
9 Note that d = 1 implies O(1) whereas d = 0 implies O(T ), in accord with the previous discussion of the two extreme cases. 1 0 The assumption of a finite lag AR(p) model is made for illustrative purposes since the results based on DGM (Theorem 7), to be discussed below, are valid for any stationary ARMA process.
where, making use of the arguments in Theorem 7 of DGM, it can be proved that the infinite lag polynomial B(L) can be approximated by an
when k ↑ ∞ and T ↑ ∞ (see Said and Dickey, 1984) . For example, in the AR(1) case, namely, 
Note that if A(1) ' 0, i.e., the AR polynomial has a root close to unity, then a test on φ = 0 will have little power when φA(1) ' 0 even if φ 6 = 0, as it happens in the standard AFDF test.
Finally, along the lines of the derivation of (9) and (10), if we now consider the case where µ(t) = α + βt, the AFDF test will be implemented in the following auxiliary model
where α 3 = 0 if µ(t) = α.
FDF VS. LM TESTS
As discussed in the Introduction, the closest competitor to the FDF test is Tanaka's (1999) LM test in the time domain. This test, denoted as τ T , considers the null hypothesis of d = d 0 against the alternative of d = d 0 + θ where θ 6 = 0 for the DGP ∆ d+θ [y t − µ(t)] = ε t . Thus, in line with the hypotheses considered in this paper, we will focus on the particular case where d 0 = 1 and 0 < θ ≤ 1. Assuming that ε t ∼ N(0, σ 2 ), the log-likelihood function can be written as
Then, taking the derivative of the log-likelihood function w.r.t. θ, evaluated at θ = 0, and making use of the result P ∞ j=1 j −2 = π 2 /6, yields the following score-LM test
where b ρ j = P T t=j+1 ∆e y t ∆e y t−j / P T t=1 (∆e y t ) 2 , and ∆e y t are the OLS residuals from regressing ∆y t on ∆µ(t). Therefore, if just a constant term is considered, then ∆e y t = ∆y t ; likewise, with a linear trend, ∆e y t = ∆y t − ∆y where ∆y denotes the sample mean of ∆y t .
As Breitung and Hassler (2002) have shown, an alternative simpler way to compute the score test is as the t-ratio (t γ ) of b γ ols in the regression
where x * t−1 = P t−1 j=1 j −1 ∆e y t−j . Intuitively, since t γ = P (∆e y t x * t−1 )/b σ e ( P (x * t−1 ) 2 ) 1/2 and, under H 0 : θ=0, b σ e tends to σ and plim T −1 P (x * t−1 ) 2 = π 2 /6, then t γ has the same limiting distribution as τ T .
An advantage of the τ T test if that, by working under the null, the regressor ∆ d y t−1 in the FDF test does not need to be constructed, albeit one needs to construct x * t−1 . Furthermore, Tanaka (1999) has proved that, under a sequence of local alternatives of the type θ = −T 1/2 δ with δ > 0, τ T (or t γ ) is the UMPI test. In such a case its limiting distribution becomes N(−δπ 2 /6, 1) whereas DGM (Th. 3) obtain that the corresponding distribution of the FDF test is N(−δ, 1). Since π 2 /6 > 1, the non-centrality parameter of the LM test is larger and hence it is more powerful. To the best of our knowledge, however, the case of fixed alternatives has not been studied in the literature and therefore, in the sequel, we deal with this case.
Suppose that the alternative holds, namely, the DGP is now ∆ d y t = ε t with d ∈ (0, 1). 11 Then, ∆ d y t = ∆ −θ ε t where θ = d − 1 < 0. Then the following result holds.
Theorem 3 : If ∆y t = ∆ −θ ε t where d ∈ (0, 1) and hence θ = d − 1 < 0, then
where in Theorem 3 is an asymptotic one and, as will be shown below, for realistic sample sizes, the rejection rates of the FDF test under the alternative are also larger than those of the LM test, except in cases where d is very close to unity and the error term is normally distributed. Thus, for fixed alternatives, the FDF is bound to be more powerful than the LM test.
In the case where A (L) u t = ε t , Tanaka (1999) has proved that τ T = b are not deterministic components (see Tables I and II in DGM) . In what follows we provide some additional simulations when µ(t) = α + βt. Table 1 Table 5 ). Table 2 , in turn, reports the power when the DGP is ∆ d y t = ε t /(1 − 0.7L) for several values of d. In this case, the FDF test clearly outperforms the LM tests. Lastly, we briefly report some results on the consequences of having departures from gaussianity in the distribution of ε t in the above-mentioned DGP.
For example, when the errors follow a zero-mean standarized χ 2 (1) distribution and they are i.i.d, the power of the FDF test run with RM1, for d = 0.8, 0.9 and T = 100, is 57.9 % and 27.5 % whereas the corresponding rejection frequencies of Tanaka's τ T are 52.8 % and 17.2 %, respectively. Thus, the FDF test seems to fare better than the LM test in the presence on non-gaussian errors. 
TABLE 2
Power AFDF and LM Tests, 5% Level (RM1) 
100.0%
A simple strategy to test for the value of d in the presence of deterministic components
In view of the above results, a natural approach arises to test the null of I(1) vs. I(d) in the presence of deterministic components when d is estimated. Before commenting on this testing strategy, however, it is important to stress that an interesting consequence from our analysis is that, in contrast to the use of the standard DF test for H 0 : d = 1 when deterministic components are present, there is no need to use new critical values relative to the case where no deterministic components are considered. This is so since all the critical values come from the N(0, 1) distribution. These two features transform the problem of determining the right deterministic components into the standard issue of variable selection.
Our proposed testing strategy for H 0 : d = 1 vs. H 1 : 0 ≤ d < 1 will take as starting point RM 1 in (5). First, if the null is rejected, then the process is not I(1) and the testing strategy stops. If the null is not rejected, then we can test whether the coefficient of the nonlinear trend
If it is significant, we stop. Otherwise, we estimate RM 2 including only τ t−1 (d) and follow again the same strategy. In sum, our proposed strategy is easy to apply and turns out to be much simpler than those often used in applied work, as the next section illustrates.
EMPIRICAL ILLUSTRATION
An interesting application of the theoretical results applied above is to examine whether the time-series of GDP per capita of several OECD countries behave as I(d) processes with 0.5 < d < 1. These are series which are clearly trending upwards and therefore provide nice examples of the role of deterministic terms in the use of the FDF test. As pointed out in an interesting paper by Michelacci and Zaffaroni (2000) , such a long-memory behavior could well explain the seemingly contradictory results obtained in the literature on growth and convergence that a unit root cannot be rejected in (the log of) those series and yet a 2% rate convergence rate to a steady-state level (approximated by a linear trend) is typically found in most empirical exercises of this kind (see Barro and Sala i Martín, 1995 and Jones, 1995) .
The explanation offered by these authors to this puzzle relies upon two well-known results in the literature on long-memory processes, namely that standard unit root tests have low power against values of d in the nonstationary range (0.5 < d < 1), and that for all values of d ∈ [0, 1) there is "mean reversion", in the sense that shocks do not have permanent effects.
Using Maddison's (1995) data set of annual GDP per capita series for 16 OECD countries during the period 1870 -1994 (125 observations) and a log-periodogram estimator of d due to Robinson (1995) , they find that in most countries the order of fractional integration is in the interval (0.5, 1), compatible with the 2% rate of convergence found in the literature of betaconvergence and, therefore, validating in this way their explanation of the puzzle. Since that estimation procedure is restricted to the range of I(d) processes with finite variance, namely, |d| < 1/2 , the authors proceed by first detrending the data and then applying the truncated filter (1 − L) 1/2 to the residuals, discarding the first 10 observations to initialize the series.
The previous results have been recently criticized by Silverberg and Verspagen (2001) on the grounds of both the use of the (1 − L) 1/2 filter and Robinson's semi-parametric estimation procedure, which suffers from serious small-sample bias. Instead, they propose the use of the first-difference filter, (1 − L), to remove the trend and of Sowell's (1992) parametric ML estimator of ARFIMA models to tackle short-memory contamination in the estimation of d.
Using those alternative procedure they find, in stark contrast to Michelacci and Zaffaroni's results, that d tends to be either not significantly different from unity or significantly above unity for most countries in an extended sample of 25 countries.
To shed light on this controversy, we apply the invariant FDF test developed in Section 2 to the logged GDP p.c. of a subset of ten of the main OECD countries which are listed in Table   3 , where the estimated intercept and its standard deviation in the regression ∆y t = β+ u t is reported. As can be inspected, the mean (average GDP p.c. growth rate) is always highly significant making it convenient to use RM 1 as the maintained hypothesis. Indeed, when the ADF and the Phillips-Perron (P-P) unit root tests (not reported) were computed using a constant and a time trend in the regression model, the I(1) null hypothesis could not be rejected. The KPPS test, which takes I(0) as the null, yielded overall rejection confirming the high persistence of the series. Thus there are clear signs that the first-difference series have a drift and that it is likely that they are nonstationary. Michelacci and Zaffaroni (2000) and therefore consistent with an exogenous growth assumption. 13
TABLE 4
Estimates of d (ML and MD) Note: (*) denotes 5%-rejection of the null hypothesis of a unit root versus a fractional one.
CONCLUSIONS
This paper has developed statistics for detecting the presence of a unit root in time-series data against the alternative of mean-reverting fractional processes allowing for deterministic terms, µ(t), (a constant or a constant and a time trend) in the DGP and in the auxiliary regression used to implement the FDF test. Two main findings have been obtained. First,
of nonlinear trends of the form ∆ d µ(t) in the regression model yields invariant tests to the parameters defining µ(t). Alternatively, if the error term in the DGP is serially correlated, the set of regressors involving ∆ d µ(t) and ∆ d y t−1 should be augmented with a suitable number of lags of the dependent variable, ∆y t . This test has a non standard asymptotic distribution when d is (arbitrarily) pre-fixed in the range (0, 0.5). However, asymptotic normality holds either when d ∈ (0.5, 1) or when d is estimated using a (trimmed) T 1/2 −consistent estimator.
Second, we provide new theoretical results regarding the gains in power under fixed alternatives of applying the FDF test instead of conventional LM tests.
Notice that the proposed approach not only is very simple but it could be easily extended to account for other different deterministic components to the linear time trend considered here. Useful extensions of the present paper's setup that are under current investigation by the authors include testing fractional integration versus I(0) allowing for structural breaks (see Dolado, Gonzalo and Mayoral, 2005) , testing for cointegration between two I(d) series which have a non-zero drift and where a constant term or a linear trend is included in the regression model and finally, an extension of this framework to panel data.
6. These limits are a direct application of Corollary 5.25 p.130 in White (1984) .
7. Idem.
8. See DGM (2002) for the proofs of these results.
9. The first result follows from point 1 in this lemma and the results in Dolado and Marmol (2004) . The second follows from noting that
10. Idem.
11. See DGM for the proof of this result.
12. Idem. ¥
Proof of Theorem 1
For simplicity, let us consider first RM 2 defined in equation (8). Since the nature of the asymptotic distribution depends upon the value of d used to run the regression, two cases ought to be distinguished.
I. First case: 0 ≤ d < 0.5. Define the scaling matrix
and taking into account the results in Lemma 1 we easily get
, which is a functional of fractional brownian motions and other terms just depending on d.
II. Second case: 0.5 < d < 1. Defining the scaling matrix
and taking into account the results of Lemma 1 is straightforward to check that t μ φ ∼ N (0, 1) .
Consider now RM 1 as defined in (5) . To see that the parameter φ is numerically invariant to any linear transformation in y t , note that the regression (5) can be equivalently written as
and under the null hypothesis, ξ t is a random walk without drift and with initial condition equal to zero. Following Hamilton (1994, p.498) , it is straightforward to see that the OLS estimator of φ and its associated tstatistic are numerically identical to the one that would be obtained if the original process was ξ t instead of y t . Taking into account this invariance property, it is possible to consider without loss of generality that y 0 = β = 0. Then, the rest of the proof is similar to the previous one and, therefore, is omitted. ¥ argument implied by the differenciability of ∂t The proof for the case where a deterministic trend is included can be constructed along the same lines. ¥
Proof of Theorem 3
Under the alternative hypothesis, the tφ ols statistic can be written as, and therefore is easy to check that, 
