We describe an efficient construction of pseudorandom permutations P with the fast forward property, namely, such that for each m the computation of P m (x) can be done with a constant number of calls to an underlying pseudorandom permutation.
Ordered cycle structures
Definition 1.1. Let Ω be a finite, well-ordered set. The ordered cycle structure of a permutation P ∈ S Ω is the output of the following procedure:
1. Set S 0 = ∅. 2. For each i = 0, 1, 2, . . . do the following: (a) If Ω \ S i = ∅, then exit this loop. (b) Let α i be the first element of Ω \ S i . (c) Let A i be the orbit of α i , A i = {α i , P (α i ), P 2 (α i ), . . . }.
(d) Let S i+1 = S i ∪ A i . 3. Output the sequence (|A 0 |, |A 1 |, |A 2 |, . . . ). We will call this the Ordered Cycle Structure generation procedure (OCS), and write OCS(P ) = (|A 0 |, |A 1 |, . . . ). Proposition 1.2. For a uniformly chosen P ∈ S Ω , the expected length of the sequence OCS(P ) is equal to the harmonic number
where γ = 0.5772 . . . is Euler's constant.
Proof. For each P ∈ S Ω , the length of the sequence OCS(P ) is equal to the number of cycles in P . It is well known [1] that the expected number of cycles in a uniformly chosen P ∈ S n is H n .
Sampling the distribution OCS(P ) by actually running the OCS procedure on a uniformly chosen P ∈ S Ω requires O(|Ω|) steps (even when P is given in advance), which is infeasible when Ω is a large space. The following theorem allows us to sample this distribution efficiently.
Let Ω be a finite set of size n. Consider the following two random processes: Process I: Choose a random permutation P ∈ S Ω with uniform probability, and give OCS(P ) as output. Process II: 1. Set s −1 = 0.
2. For i = 0, . . . do the following: (a) Choose a random number s i ∈ {1 + s i−1 , . . . , n} with uniform probability. (b) If s i = n, then exit the loop. 3. Output the sequence (s 0 , s 1 − s 0 , s 2 − s 1 . . . , s i − s i−1 ). Then these processes define the same distribution on the space of all possible ordered cycle structures of permutations P ∈ S Ω .
Proof. We prove the theorem by induction on the size of Ω. The theorem is evident when |Ω| = 1.
For |Ω| > 1, assume that P is chosen from S Ω with uniform probability, and let OCS(P ) = (a 0 , . . . ). It is well known [1] that a 0 distributes uniformly in the range {1, . . . , n}. Using the notation of Definition 1.1, let A 0 be the orbit of α 0 . As P distributes uniformly over S Ω , the restriction of P to the remaining elements, P Ω \ A 0 distributes uniformly over S Ω\A 0 . By the induction hypothesis, the output (b 0 , b 1 , . . . ) of Process II for n = |Ω \ A 0 | distributes exactly as the output of Process I on P Ω \ A 0 . Thus, the sequence (a 0 , b 0 , . . . ) given by Process II distributes the same as the sequence given by Process I. Proof. This is an immediate consequence of Theorem 1.3 and Proposition 1.2.
Fast forward permutations
Assume that we have an oracle P which fixes a uniformly chosen permutation P ∈ S Ω , and for each x can compute P (x) and P −1 (x) in time which is polynomial in log |Ω|. We wish to use this oracle in order to define a uniformly chosen permutation Q ∈ S Ω such that for each integer m and x ∈ Ω, the computation of Q m (x) will use as few as possible (preferably, a constant number of) calls to the oracle P. The question whether this is possible was raised by Naor and Reingold [2] . We give an affirmative solution.
As proved in [2] , it suffices to find an efficient random process which constructs a permutation π such that:
1. The cycle structure of π distributes exactly as the cycle structure of a uniformly chosen permutation; and 2. For each integer m and x ∈ Ω the computation of π m (x) can be done efficiently. Having (1) and (2) satisfied, the desired permutation will be Q = P • π • P −1 , since for each integer m and each x ∈ Ω, the computation
requires only two calls to the oracle P.
To this end, we make the following definition.
Definition 2.1. Assume that (a 0 , a 1 , . . . , a l−1 ) is a sequence of natural numbers such that k<l a k = n, and write s 0 = a 0 and s i = k≤i a k for each i = 1, . . . , l. The fast forward permutation coded by (a 0 , a 1 , . . . , a l−1 ) is the permutation π ∈ S n such that for each
Example 2.2. The fast forward permutation π ∈ S 7 coded by (1, 2, 3, 1) is π = (0)(12)(345)(6) = (12)(345). Here s 0 = 1, s 1 = 3, s 2 = 6, and s 3 = 7. Thus, e.g., as s 1 ≤ 4 < s 2 , we have that π 5 (4) = s 1 + (4 + 5 mod a 2 ) = 3 + (9 mod 3) = 3, as can be verified directly. Proposition 2.3. Assume that (a 0 , a 1 , . . . , a l ) is a sequence generated by the CCL procedure. Then the fast forward permutation π ∈ S n coded by (a 0 , a 1 , . . . , a l ) is indeed a fast forward permutation. In fact, for each integer m and each x ∈ {0, . . . , n − 1}, the expected complexity of the computation of π m (x) is O(log n).
Proof. For each integer m and each x ∈ {0, . . . , n−1}, π m (x) = s i +(x+ m mod a i+1 ), where s i ≤ x < s i+1 . By Theorem 1.3 and Proposition 1.2, the expected size of l is log n, thus the i such that s i ≤ x < s i+1 can be found in expected time O(log n).
Remark 2.4. The task of finding the i such that s i ≤ x < s i+1 can be done in parallel.
Conjecture 1. Assume that (a 0 , a 1 , . . . , a l ) is a sequence generated by the CCL procedure, and let π be the fast forward permutation coded by (a 0 , a 1 , . . . , a l ). Assume further that x ∈ {0, . . . , n − 1} is chosen with uniform probability. Then the expected complexity of the computation of π m (x) is O(1).
Heuristic proof. Roughly speaking, s 0 is O(n/2), thus s 1 is O(n/2 + n/4), etc. Therefore, the expected i such that x < s i is roughly
Experimental evidence. We have checked the expected complexity experimentally for n = 2 5 , . . . , 2 29 , 2 30 , 2 31 , and for all of these values the result was close to 2.
We are now ready to describe our construction. 1. Preprocess. By Theorem 1.3, we can generate an ordered cycle structure (a 0 , a 1 , . . . , a l ) of a random permutation in expected time O(log n). Let π be the fast forward permutation coded by (a 0 , a 1 , . . . , a l ). By [2] , the permutation Q = P •π•P −1 distributes uniformly in S n . 2. Online. Let m be a given integer and x ∈ {0, . . . , n − 1}.
(a) Call the oracle P in order to evaluate P −1 (x). (b) P −1 (x) distributes uniformly in {0, . . . , n − 1}, thus by Theorem 1, the computation of π m (P −1 (x)) is done in expected time O(1). (c) Call the oracle P in order to evaluate P (π m (P −1 (x))). Thus, the complexity of the evaluation P (π m (P −1 (x))) is roughly twice that of a call to the oracle P.
Remark 2.5. The space complexity of our algorithm is equal to the size of the sequence created by the CCL process, that is, O(log n).
Pseudorandomness
Intuitively speaking, pseudorandom objects are ones which are easy to sample but difficult to distinguish from objects chosen with uniform probability. The assumption that we made on the oracle P-namely, that it uniformly chooses a random permutation in S n -is not realistic when n is large. A more realistic assumption is that the oracle chooses a pseudorandom element of S n . More concretely, the oracle P accepts a key k as input, and uses it to define a permutation P k in the sense that each time the oracle is asked to compute P k (x) (or P −1 k (x)), the oracle computes it without the need to explicitly build the complete permutation P k . (P can be thought of as a key dependent block cipher.) The reader is referred to [2] for the formal definitions. Naor and Reingold [2] actually stated their problem in the pseudorandom case. We explain briefly why our solution works for this case as well.
In order to shift to the pseudorandom case, we need to have some pseudorandom number generator to generate the random choices of the s i 's in the CCL process. If we have no such generator available, we can use the oracle P itself: In addition to the key k used to generate P k , we need another keyk. The pseudorandom numbers s i in the CCL process can then be derived from the values Pk(0), Pk(1), Pk(2), etc., taken modulo the relevant sizes. (This is the standard counter mode [3] .)
It is clear that our construction gives a pseudorandom construction in the case that the oracle P is pseudorandom: Any algorithm used to distinguish between our construction and a pseudorandom permutation can be used to distinguish between the oracle P and a uniformly chosen random permutation.
Final remarks and open problems
The first open problem we suggest is Conjecture 1, which deserves a mathematical proof.
Another problem is mentioned in the original paper of Naor and Reingold [2] and remains open, namely, whether one can construct a family of fast forward pseudorandom functions with graph structure distribution similar to that of pseudorandom functions.
The natural analogue of our construction for the case of pseudorandom permutations would not work for pseudorandom functions, simply because the "graph structure" of a pseudorandom function carries too much information. For example, there are O(n) points with no preimage. This was not the case with permutations, where the structure is determined by the logarithmic number of its cycles and their length. Some finer analysis will be needed in order to solve this problem.
Another interesting problem is the exact analysis of the pseudorandom number generator which we suggested to use in the CCL process. For a uniformly chosen P ∈ S n , it is well known that one can distinguish between the sequence P (0), P (1), . . . and a random sequence of numbers smaller than n in time O( √ n). This is done by using the Birthday paradox. However, in our case we are not given the sequence P (0), P (1), . . . , but a degeneration of it, namely, we get the following sequence:
a 0 = 1 + P (0) a 1 = 1 + (P (1) mod (n − s 0 )) a 2 = 1 + (P (2) mod (n − s 1 )) a 3 = 1 + (P (3) mod (n − s 2 )) . . .
Moreover, this sequence terminates after roughly log n steps. We believe that it is extremely difficult to distinguish between a sequence generated in this manner and a truly random sequence generated by a CCL process. A quantification of the term "extremely" in the last assertion may be an interesting task. Finally, we would like to point out that the usage of counter mode in order to generate the random numbers is not the only good solution: There are other suitable modes of operation, such as the counterassisted mode of operation, where we use the sequence x 0 = P (0), x 1 = P (x 0 ) + 1 mod n, x 2 = P (x 1 ) + 2 mod n, etc., instead of the sequence P (0), P (1), P (2), . . . . This mode of operation also raises several interesting problems; see [4] .
