ABSTRACT: We present large-scale calculations of electronic structure of strongly disordered conjugated polymers. The calculations have been performed using the density functional theory based charge patching method for the construction of singleparticle Hamiltonian and the overlapping fragments method for the efficient diagonalization of that Hamiltonian. We find that the hole states are localized due to the fluctuations of the electrostatic potential and not by the breaks in the conjugation of the polymer chain. The tail of the density of hole states exhibits an exponentially decaying behavior. The main features of the electronic structure of the system can be described by an one-dimensional nearest neighbor tight-binding model with a correlated Gaussian distribution of on-site energies and constant off-site coupling elements.
' INTRODUCTION
The density of electronic states and the wave function localization lengths are the key quantities that determine the electronic transport in conjugated polymers, the topic of high current interest for application in organic electronic devices. [1] [2] [3] [4] Despite that, there is still a lack of understanding of the factors that determine them and the lack of tools for their measurement or prediction.
The density of electronic states is often extracted from fits of a transport model to the experimental measurements of the temperature dependence of the mobility. [5] [6] [7] [8] A transport model however assumes already a certain functional form of the density of states, the spatial distribution of electronic states, and the transition rates between the states. [5] [6] [7] [8] [9] [10] The parameters of these functional forms are then adjusted to reproduce the experimental mobility measurements. With several such assumptions at hand, there is a concern whether the density of states obtained from such a fit is really the physical density of states. If any of the underlying assumptions is incorrect, then one can still obtain some effective density of states that, in combination with the rest of the model, fits the experiment. Our recent study 11 has, for example, shown that the Miller-Abrahams form of the transition rates between the states can yield quite inaccurate results. Furthermore, there is no consensus in the literature about the functional form of the electronic density of states. The most widely used ones are the tail of the Gaussian 5, [7] [8] [9] [10] or the tail of the exponential distribution. 6, 10 Experimental techniques that more directly probe the density of electronic states based on Kelvin probe force microscopy 12 or the measurements on the electrochemically gated transistor 13 are starting to appear but are not yet widely practiced.
The understanding of the localization properties of the electronic states is also far from complete. On the experimental side, probing of the wave functions of individual states in disordered systems is quite a challenge. The main question that one should address related to the localization properties is whether the electronic states near the band edge are well-localized and become more extended as one goes away from the band edge with a possible mobility edge or if the situation is opposite. There are arguments that could support both of these scenarios. A widely used picture of wave function localization in conjugated polymers (that we will refer to as the conjugation breaking model) considers the polymer as a set of segments along which the wave function is delocalized. The region of extension of the wave function is limited by the break of conjugation which occurs when the torsion angle between the two neighboring rings in the chain is sufficiently large. [14] [15] [16] [17] In such a picture, the long wave functions have energies close to the band edge, while due to quantum confinement effects short wave functions have energies further away from the band edge. This implies that near band edge states are less localized than the ones further away from the band edge. This picture also implies a fixed band edge energy equal to the one of an infinite polymer chain. On the other hand, it is known that in one-dimensional disordered systems the electronic states are localized, with the localization length that is smallest close to the band edge. 18 It is not unreasonable to expect that disordered conjugated polymers might fall within such class of systems, which would imply that the near band-edge states are the most localized.
In this work, we focus on a widely used and studied poly(3-hexylthiophene) (P3HT) polymer and the density and wave function localization of hole states. Our calculations give answers to the open questions mentioned above about the functional form of the density of states and the dependence of localization properties on energy of states near the band edge. Furthermore, we provide insight into the origin of the band edge state localization and identify a simple model that captures the essential features of the electronic structure of the system.
' THEORY
From the theoretical point of view, the problem of understanding the density of electronic states and wave function localization properties is quite challenging. The main reason for that is the large statistics necessary to get sufficient information about the electronic states in the spectral region close to the band edge. In past years, the construction of the atomic structure of disordered polymer systems using classical molecular dynamics simulations has become a regular practice. 16, 17, [19] [20] [21] [22] [23] [24] [25] However, the main issue remains how to calculate the electronic structure of such systems. The calculations within density functional theory (DFT) are typically limited to around a thousand atoms and can be quite computationally expensive. The calculation on the system of that size yields however only a few (say [5] [6] [7] [8] [9] [10] states in the spectral region of interest for transport properties (say within 0.5 eV from the band edge). This certainly does not give sufficient statistics to get information about the density of states and wave function localization.
Consequently, there is a great need for faster but still sufficiently accurate methodologies for the calculation of electronic structure of polymers. In our recent works, we have developed a fast method for the construction of single particle Kohn-Sham Hamiltonian that has the accuracy similar as DFT, the charge patching method (CPM), 23, 26 as well as a very efficient method for the diagonalization of the constructed Hamiltonian, the overlapping fragments method (OFM).
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The CPM is based on the idea that the contribution of a given atom to the electronic charge density of the system (so-called charge density motif) depends mainly on its local bonding environment. The total electronic charge density of the system is then constructed by adding the charge density motifs of all atoms in the system. The motifs are extracted from DFT calculations on a small prototype system where atoms have the same bonding environment as in the large system of interest. With charge density at hand, one can then easily construct the single particle Kohn-Sham Hamiltonian by solving the Poisson equation for the Hartree potential and using the local density approximation (LDA) formula for the exchange correlation potential.
In the OFM, the Hamiltonian constructed from CPM is represented in the basis of eigenstates of small fragments that the system is divided into. The choice of fragments is based on physical intuition from following considerations. The P3HT polymer consists of the main thiophene chain where electronic states in the spectral region near the band gap are localized and side alkyl chains which are not very relevant for electronic properties. Therefore, each of the fragments consists of small oligomers of the main thiophene chain. We found that the simple partitioning of the polymer into mutually nonoverlapping oligomers would not give a sufficiently good basis set, since it does not represent well the wave function in the region of the bond that connects the monomers. Therefore, the fragment oligomers have to be mutually overlapping. To accurately describe the electronic structure in the certain spectral region (say within 0.5 eV) near the band edge, one needs just a few eigenstates of the fragment oligomer regardless of the size of the whole system. With basis wave functions at hand, one then further evaluates the transfer and overlap integrals between wave function of each fragment and the fragments in its neighborhood (in the same chain and in the other chains) and solves the generalized eigenvalue problem. Since the size of the basis set scales linearly with the size of the system, the whole evaluation of basis wave functions and transfer and overlap integrals scales linearly as well. Furthermore, the evaluations of the wave functions of different fragments can be performed in parallel on different groups of processors. The same is the case for the evaluation of transfer and overlap integrals, which makes the whole methodology well-suited for making good use of parallel computing architectures.
We generate the atomic structure from classical molecular dynamics using a simulated annealing procedure, as it is widely done in the literature 16, 19, 20, 24, 25 and as has been done in our previous works. 23 To calculate the density of states of the amorphous P3HT polymer we generate 50 different realizations (one of these is shown in Figure 1 ) of the atomic structure of the system consisting of 12 chains, each one being 40 units long. Each unit of the polymer consists of a thiophene molecule with a hexyl side chain and contains 25 atoms (26 atoms in the case of a unit at the end of the chain), and therefore the whole system contains 12 024 atoms. The charge density and the single particle Hamiltonian of each of these are then constructed using the CPM and the eigenstates obtained using the OFM. The accuracy of the CPM for the system at hand was tested by a comparison with direct DFT/LDA calculation for a smaller 756 atom system, where it is still feasible to do a DFT calculation. We compare the density of states obtained by the two methods, as well as the onsite Hamiltonian matrix elements (to be defined later in the text). The latter are the most important parameters for the electronic structure of the system, as will be shown in this work. The results, presented in Supporting Information, indicate an excellent agreement between DFT/LDA and CPM calculation. In the OFM, we choose the basis consisting of a single HOMO from each thiophene trimer fragment with propyl side chains. 27 We have checked that such a basis gives a good accuracy, as can be seen from the inset in Figure 1 , where the results are compared with the ones obtained directly in the plane wave basis, in the case of 10 different 2510 atom systems. Furthermore, such a simple basis facilitates the interpretation of the results.
' RESULTS AND DISCUSSION
The density of states obtained from our calculations is presented in Figure 2a . We find that the density of states in the region from 8.2 to 8.7 eV can be fitted very well with an expo-
, with E 0 = 8.2 eV, E b = 98 meV, and D 0 = 3.98 Â 10 26 eV -1 m -3 (the fit is shown in Figure 2a) . We test the hypothesis that the obtained data have the mentioned distribution using the χ 2 -test. 28 We obtain the
2 /F i (where n = 10 is the number of intervals in the 8.2-8.7 eV range, while O i and F i are the number of observed and expected eigenstates in interval i) value of 4.91, which implies an 84% confidence of the validity of the hypothesis. On the other hand, if we try to fit our data in the same spectral region with a Gaussian distribution
, where E 0 takes reasonable values near 8.2 eV (in the interval from 8 to 8.4 eV), the smallest X 2 that we get is 13, which implies the confidence of 16% or less.
We next discuss the value of the exponential density of states width parameter E b in terms of the fits of the density of states to the experimental polythiophene field-effect transistor mobility measurements available in the literature. In ref 29 , a fit to the Vissenberg-Matters model 6 that contains the exponential density of states gives the E b value in the 27-32 meV range depending on the processing conditions. The fit to the mobility edge model, which also assumes the exponential density of states in the tail, but a different distribution away from the tail, gives E b in the range from 30 to 60 meV. One should note that the measurements in ref 29 are performed for ordered, high-mobility polymers (which can be witnessed for example by low activation energies of the order of 50 meV, much smaller than activation energies in fully disordered P3HT which can reach 350 meV [30] [31] [32] )
. One should however keep in mind that the density of states parameters extracted from fits of the mobility to models should always be taken with caution, due to the uncertainty of the correctness of the underlying assumptions of the models.
To understand the wave function localization properties, we calculate the localization length for each of the calculated states. For a wave function represented in a localized and orthonormal basis |Ψae = P m d m |mae, the localization length can be defined as L = 1/ P m |d m | 4 . The basis of HOMOs of trimers |iae is not orthonormal, so we first orthonormalize it by making a transformation 35 |mae = P i T mi |iae, with T = (S -1/2 )*, where S is the overlap matrix whose elements are given as S ij = AEi|jae. The orthonormalized wave functions |mae have a similar degree of localization as the original wave functions |iae. The wave function expansion coefficients in the orthonormal basis |mae are then related to the coefficients c i in the basis i via d m = P i (S 1/2 ) mi c i . The dependence of the localization length on the energy of the electronic state is shown in Figure 3a . The states near the band edge are well-localized (to ∼5 monomers), while as one moves away from it the states that are more extended start to appear. However, we do not find any mobility edge in the sense that, below that edge, all of the states become extended.
We would like further to understand the factors that determine the observed density of states and localization lengths. On this route, one has first to understand what is the dimensionality of the system considered. While the system is inevitably located in three-dimensional space, there is a possibility that it can be simply considered as a superposition of one-dimensional polymer chains. To test if this is the case, we turn off the interchain electronic coupling, by setting to zero all of the Hamiltonian matrix elements t mn = AEm|H|nae, where m and n belong to different chains. The density of states obtained that way is shown in Figure 2b . A comparison with the density of states in the presence of interchain electronic coupling (Figure 2a) suggests that interchain electronic coupling does not have any significant effect on the density of states. Furthermore, the plot of the wave functions in the two cases (Figure 4b,c) indicates that practically all wave functions remain unchanged by the presence/absence of The Journal of Physical Chemistry B ARTICLE interchain electronic coupling and that most of the wave functions are localized in one chain. Only occasionally the two wave functions from different chains can get hybridized by interchain electronic coupling, such as wave functions of HOMO-1 and HOMO-3 in Figure 4b . As a consequence, the dependence of the localization length on energy is similar in both cases and reaches slightly larger values in the case with interchain coupling (see Figure 3a ,b), due to mentioned hybridization effects. This discussion nevertheless shows that, for all practical purposes, interchain electronic coupling is negligible for disordered P3HT. As a consequence, to understand the density of states and wave function localization properties of the whole system, it is sufficient to understand these properties for individual polymer chains. One should still keep in mind that the Hamiltonian matrix elements between the orthonormal basis states of the same chain still depend on the presence of other chains that introduce the longrange electrostatic potential. Our conclusions about the role of interchain coupling refer to amorphous P3HT polymers. In crystalline form of P3HT, where high values of mobility were obtained, 36, 37 there is a significant interchain coupling that causes the delocalization of carriers in two dimensions.
To understand the factors that determine the wave function localization, in Figure 4a ,b, we plot the on-site Hamiltonian matrix elements t mm and the wave functions of top hole states. One easily recognizes from the figure, as emphasized by arrows, that top hole states are located in the regions of highest local maxima of on-site matrix elements. The fluctuations in t mm originate from the fluctuations of electrostatic potential along the chain (Figure 2 in Supporting Information indicates that the CPM reproduces these on-site fluctuations accurately when compared with direct DFT/LDA calculations). Therefore, Figure 4a ,b suggests that the disorder in electrostatic potential localizes the wave functions. Such a picture is quite different than the usual conjugation breaking picture, where the wave function is localized in the region between the two conjugation breaks, caused by large values of torsion angles between neighboring rings and manifested in small values of nearest neighbor off-site elements t m,mþ1 at the breaking point. In the conjugation breaking picture, the off-site elements therefore determine the localization region. To reliably identify the influence of off-site elements on localization properties, we make further simplifications to the Hamiltonian.
We first restrict the Hamiltonian matrix to include only the on-site and off-site nearest neighbor matrix elements, which gives it a form of a nearest neighbor tight-binding model. This is a good approximation as can be evidenced by comparison of Figure 4c and d and Figure 2b and c, as well as Figure 3b and c, which all indicate that properties of interest do not change significantly. The distribution of on-site and nearest neighbor off-site matrix elements is shown in Figure 5 . To understand the role of nearest neighbor off-site elements on localization properties, we make a drastic simplification by setting all of them to a constant value of t = 0.85 eV, which is the most probable value of the distribution shown in Figure 5 (top part). After such a drastic change, the wave functions still remain in the same position (Figure 4e) , and the density of states of the system is still very similar as before (Figure 2d ). This clearly indicates that the role of off-site elements on the localization properties and the density of states is only minor. Consequently, one can certainly not think of the localization process in terms of the conjugation breaking model.
In past few years, there have been several works where the adequacy of conjugation breaking picture for the description of excitons in conjugated polymers was discussed. In polymers with high barrier for interring torsions (such as PPV), conjugation breaking in the classical sense does not occur, and such polymers were modeled by the Anderson model with weak disorder. 38, 39 In these polymers, the presence of weak conformational disorder leads to Anderson localization. On the other hand, polymers with low barrier for interring torsions (such as P3HT) contain the conjugation breaks. It was however shown in ref 40 that the conjugation breaks do not necessarily localize the excitons; their The Journal of Physical Chemistry B ARTICLE localization is determined by the interplay of the conformational disorder (beyond the effect of conjugation breaking) and conjugation breaking. In particular, it has been proposed 40 that conjugation breaks induce the localization only in the case when localization length introduced by conformational disorder is comparable to the distance between two conjugation breaks. Although these results concern the excitons, rather than our case of charge carriers, these seem to be consistent with our conclusion that the conjugation break model is an oversimplified picture of the localization process. The conjugation breaking picture for excitons was also questioned in ref 41 . On the basis of the calculation of a straight polymer chain with a single torsion defect, the authors concluded that conjugation breaking does not localize the exciton. Such a conclusion is in slight discrepancy with ref 40 due to the fact that such a calculation does not include the conformational disorder beyond the conjugation breaking effect. On the experimental side, there are suggestions 42 that P3HT cannot be modeled as a set of coupled chromophores induced by conjugation breaks. On the other hand, such models were successful in explaining the ultrafast exciton relaxation in PPV 43 but still suggest that the disorder in chromophore energies caused by conformational disorder, plays a deciding role in exciton localization.
We would like to further understand what is the minimal information required about the on-site Hamiltonian matrix elements to reliably reproduce the tail of the density of states and therefore identify the main parameters that determine the density of states. The upper tail of the distribution of on-site matrix elements shown in Figure 5 (bottom part) can be excellently replaced with a Gaussian distribution g(E) = (1/σ(2π)
2 ] with parameters σ = 0.256 eV and μ = 6.24 eV. It has been established in the literature 18 that the nearest neighbor tightbinding model with Gaussian distribution of on-site energies and constant off-site matrix element t gives the density of states in the tail of the form ∼exp[-R(E -E v ) 3/2 ] , where E v = μ þ 2t is the valence band edge in the absence of disorder. Our numerical results for the density of states of such model are shown in Figure 2e . The tail agrees with the expected ∼exp[-R(E -E v ) 3/2 ] form (the curve that represents the fit of the tail to this form is also shown in Figure 2e ) and differs from the previously obtained density of states. This difference suggests that more information than simple distribution of onsite elements is required for the description of the density of states. The additional missing information is the correlations between onsite energies. We therefore calculate for each n the correlation function between on-site elements of sites m and m þ n. We then generate the on-site elements with Gaussian distribution and with correlation function equal to the calculated one. The density of states obtained from such a model is shown in Figure 2f . It greatly improves over the one in Figure 2e and largely matches the previous ones. Consequently, one can conclude that the density of states of disordered P3HT can be largely understood from the model with correlated Gaussian distributed on-site energies and constant off-site couplings.
' CONCLUSION Using the latest developments in the methodology for the calculation of electronic structure of organic systems, we have been able for the first time to generate sufficient statistics to extract the tail of the density of electronic states in a disordered polymer material and found that it can be described by an exponential distribution. The analysis of the results yielded important conclusions about the factors that determine the localization of the hole states in the tail of the density of states. Their positions and localization length are mainly determined by the disordered electrostatic potential. Therefore, the electronic structure of the system cannot be described by conventional tight-binding models parametrized from single straight chain calculations, as they miss the long-range electrostatic potential. We have consequently proposed a tight-binding model that incorporates the disordered electrostatic potential through random values of onsite energies, that exhibit a Gaussian distribution with correlations among several neighboring sites. While our calculation was focused on hole states, which are of most interest for organic semiconductors, we expect qualitatively the same behavior for electron states. 
