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La productividad es una medida, principalmente económica, creada a finales del 
siglo XVIII. Desde entonces, numerosas modificaciones se han realizado sobre la 
definición inicial y se han incorporando a diversas áreas de conocimiento. Dentro de la 
Ingeniería del Software (IS), la productividad comenzó a ser objeto de estudio a finales 
de los años 70, casi de forma paralela a la concepción de la misma y al inicio del 
estudio de conceptos relacionados, tales como la estimación de esfuerzo. 
La medición de la productividad en IS ha sido ampliamente analizada a nivel de 
proyecto y organización, sin embargo a nivel de puesto de trabajo no ha sido tan 
investigada. En estos escasos estudios, las medidas utilizadas suelen ser las mismas 
medidas que las empleadas en niveles superiores de medición. En concreto, las medidas 
empleadas suelen ser ratios entre una medida de tamaño de producto (p. ej., líneas de 
código o puntos función) y una medida de esfuerzo o tiempo (p. ej., horas-hombre u 
horas). Este tipo de medidas son muy específicas y no reflejan la realidad del trabajo 
desempeñado en todo el proceso de desarrollo, ya que no tienen en cuenta las 
características inherentes a cada puesto de trabajo. Así pues, la eficacia de estas 
medidas, en este nivel de medición, parece estar en entredicho y la realización de 
estudios que aporten nuevas medidas de productividad en IS a nivel de puesto de 
trabajo cobra sentido. 
En la presente tesis doctoral se ha analizado la situación actual de la medición de 
la productividad en IS a nivel de puesto de trabajo con el objetivo de crear nuevas 
medidas. Para conseguir este objetivo se ha realizado un estudio del estado de la 
cuestión utilizando una metodología clásica de revisión de referencias junto con una 
revisión sistemática de la literatura. Una vez analizado el estado de la cuestión se ha 
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 planteado un conjunto de hipótesis relacionadas con la construcción de nuevas 
medidas de productividad: 
H ipótesis 1. En los puestos de trabajo involucrados en la ejecución 
de proyectos de desarrollo de software se emplean otras entradas, 
además del tiempo y el esfuerzo. 
Hipótesis 2. Las entradas utilizadas son distintas para cada puesto 
de trabajo involucrado en la ejecución de proyectos de desarrollo de 
software. 
Hipótesis 3. En los puestos de trabajo involucrados en la ejecución 
de proyectos de desarrollo de software se producen otras salidas, 
además de líneas de código y funcionalidad. 
Hipótesis 4. Las salidas producidas son distintas para cada puesto 
de trabajo involucrado en la ejecución de proyectos de desarrollo de 
software. 
Hipótesis 5. Las medidas de productividad más utilizadas a nivel de 
puesto de trabajo en los proyectos de desarrollo de software tienen 
una eficacia limitada para medir la productividad real de los 
trabajadores. 
Hipótesis 6. Es posible medir de forma más eficaz la productividad 
de los puestos de trabajo en los proyectos de desarrollo de software 
con nuevas medidas que combinen varios elementos: entradas, 
salidas y factores. 
Tras el análisis del estado de la cuestión, se ha realizado una fase de investigación 
cualitativa mediante el empleo de entrevistas a trabajadores de IS y un posterior 
análisis de contenido, con el fin de obtener información suficiente para: (1) contrastar 
las cuatro primeras hipótesis con información cualitativa, y (2) construir el medio de 
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recogida de información para la siguiente fase de la investigación. Con respecto al 
primer objetivo, ha sido posible contrastar dos hipótesis (H1 y H3). En la segunda 
fase, mediante una metodología cuantitativa, se han contrastado las cuatro primeras 
hipótesis planteadas. Para la recogida de información se ha utilizado un formulario 
construido a partir de los resultados de la fase cualitativa. Los resultados de esta fase 
indican que en los puestos de trabajo analizados (programador, analista, consultor, y 
jefe de proyecto): se utilizan otros recursos además del tiempo, se producen otras 
salidas además del código fuente y la funcionalidad entregada al cliente. Además, se 
han encontrado diferencias en el grado de uso de las entradas y en la producción de las 
salidas, por lo que el uso de una misma medida de productividad para todos los 
puestos bajo estudio es, en principio, ilógico. 
Para contrastar las dos, y últimas, hipótesis se han construido nuevas medidas de 
productividad, teniendo en cuenta los resultados previos. En concreto, se ha utilizado 
Data Envelopment Analysis (DEA) como metodología personalizable para medir la 
productividad; y se han realizado cuatro casos de estudio empleando dicha 
metodología. Los resultados tras los casos de estudio indican que mediante DEA es 
posible medir la productividad de los puestos de trabajo vinculados con los proyectos 
de desarrollo y mantenimiento de software de forma más eficaz que con las medidas 
más utilizadas. Además, esta metodología permite conocer los puntos de mejora para 
que los trabajadores menos productivos aumenten su productividad, lo que supone una 
gran ventaja frente a otras medidas de productividad si el objetivo de medir, como es 
lógico suponer, es mejorar la productividad, y no simplemente evaluarla. Así pues, se 
contrastan las dos últimas hipótesis y se insta, entre otras futuras líneas de 
investigación, a continuar con nuevos estudios que comparen el uso de DEA con otras 
medidas de productividad. 
Finalmente, se concluye que la medición de la productividad en los puestos de 
trabajo vinculados con los proyectos de desarrollo y mantenimiento de software 
continua siendo un reto. Para reducir la dificultad de éste, la presente tesis doctoral 
arroja luz aportando un marco de trabajo para analizar y plantear nuevas medidas de 
productividad, tanto en estos puestos de trabajo como en otros.
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 Abstract 
Productivity is mainly an economic measure, created in the late eighteenth 
century. Since then, many changes have been made on its initial definition and have 
been incorporated into various areas of knowledge. Within Software Engineering (SE), 
productivity began to be studied in the late '70s. These efforts ran parallel to SE 
developments, such as effort estimation. 
Measuring productivity in SE has been extensively analyzed at the project and 
organization level; however job level has not been investigated with the same depth. 
In these few studies, the measures used are often the same ones than those used in 
higher levels of measurement. Specifically, the measures employed are usually ratios 
between a measure of product size (e.g., lines of code or function points) and a 
measure of effort or time (e.g., man-hours or hours). Such measures do not reflect the 
reality of the work performed throughout the development process because they do 
not take into account the inherent characteristics of each job. Thus, the effectiveness 
of these measures, in this measurement level, seems to be in question and studies that 
provide new measures of productivity at job level make sense. 
In this thesis we have analyzed the current state of productivity measurement at 
job level within SE with the goal of creating new measures. In order to achieve this 
objective a study of the state of the art has been carried out with a classical 
methodology along with a systematic review of the literature. After analyzing the 
state of the art, a number of hypotheses related to the construction of new 
productivity measures have been stated: 
Hypothesis 1. In the jobs involved in the implementation of software 
development projects other inputs are used in addition to time and effort. 
 
Hypothesis 2. The inputs used are different for every job involved in software 
development projects. 
Hypothesis 3. In the jobs involved in the implementation of software 
development projects other outputs are produced in addition to source code lines and 
functionality. 
Hypothesis 4. The outputs produced are different for every job involved in 
software development projects. 
Hypothesis 5. The most used productivity measures at job level in software 
development projects have limited effectiveness for measuring real productivity of 
workers. 
Hypothesis 6. It is possible to measure more effectively the productivity of jobs in 
software development projects with new measures that combine several elements: 
inputs, outputs and factors. 
After analyzing the state of the art, a qualitative phase has been performed using 
interviews with SE workers and a subsequent content analysis of them in order to 
obtain pertinent information: (1) to test the first four hypotheses with qualitative 
information, and (2) to build the information gathering instrument for the next phase 
of research. Regarding the first objective, it has been possible to test two hypotheses 
(H1 and H3). In the second phase, using a quantitative method, the first four 
hypotheses have been contrasted and accepted. For the information gathering a form 
constructed from the results of the qualitative phase has been used. The results of this 
phase indicate that the analyzed job positions (programmer, analyst, consultant, and 
project manager): use other resources in addition to time, and deliver other outputs in 
addition to source code and functionality delivered to the client. Also some differences 
in the degree of use of inputs and production of outputs have been found. Therefore, 
the use of the same measure of productivity for all positions under study is, in 
principle, illogical. 
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 To contrast the last two hypotheses new productivity measures have been built 
taking into account the previous results. Specifically, a customizable methodology for 
measuring productivity such as Data Envelopment Analysis (DEA) was used in four 
case studies. The results after these studies indicate that using DEA is a mean to 
measure the productivity of job level for job positions related to the development and 
maintenance of software projects in a more effectively way. Furthermore, this 
methodology allows knowing the points for improvement for the least productive 
workers in order to increase their productivity. This knowledge is a great advantage 
over other productivity measures if the goal of measuring, as is logical to assume, is to 
improve productivity, not simply to evaluate it. So the last two hypotheses has been 
supported. Consequently we call, among other future research, to continue with 
further studies comparing the use of DEA with other measures of productivity. 
Finally, it is concluded that the measurement of productivity in job positions 
related with software development and maintenance projects remains a challenge. To 
reduce this difficulty, this thesis sheds some light on the topic by providing a 
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 1 Introducción 
1.1. Contexto 
Los orígenes del término “productividad” se remontan al siglo XVIII. Este término 
fue introducido por Quesnay (1766). Sin embargo, hasta mediados del siglo pasado, 
sus definiciones eran confusas. Tradicionalmente, la productividad ha sido definida 
como el ratio de salidas producidas por unidad de entrada (Jefferys, Hausberger, & 
Lindblad, 1954). Junto con la calidad y la rentabilidad, la productividad, forman una 
tripleta en la que todas las partes están relacionadas con el mismo fenómeno: el 
resultado económico de la organización (Gummesson, 1995). Esta definición, basada en 
un ratio entre las salidas y las entradas, encaja perfectamente en el paradigma de la 
fabricación dado que este tipo de producciones están basadas en cantidades de 
unidades de medida estandarizadas y claramente identificadas, tanto para las entradas 
como las salidas. Sin embargo, no encaja con tanta perfección en las industrias de 
servicios, ni en la industria Tecnologías de la Información y Comunicación (TIC). En 
estas industrias, es difícil medir la productividad de los puestos de trabajo, dado que 
las tareas que en estos se desempeñan no están estandarizadas, no tienen tiempos 
estándar de producción, pueden ser desempeñadas por varios trabajadores, no son 
fácilmente observables, y generan y utilizan elementos tangibles e intangibles 
(Davenport & Prusak, 2000). Por ello, la gestión de la productividad es un reto dentro 
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de este tipo de industrias (Drucker, 1999). Este reto está presente de igual forma en 
los proyectos TIC. Mientras que en las industria manufactureras se han diseñado y 
probado métodos para determinar la productividad, el sector TIC está un paso por 
detrás en términos de disponer de métodos para evaluar las salidas y predecir el 
esfuerzo necesario para completar los proyectos (Dalcher, 2006). Además, el sector 
TIC puede considerarse en parte como un sector de servicios, y como Grönroos y 
Ojasalo (2004) concluyen, la noción de la productividad en las industrias de servicios 
tiene el efecto combinado de la efectividad del proveedor de servicios, que gestiona la 
rentabilidad de sus recursos y procesos de producción (eficiencia interna), y la calidad 
percibida de sus servicios (eficiencia externa), lo que hacen de la productividad un 
concepto diferente en comparación con el concepto tradicional de productividad en la 
industria de fabricación. 
Dentro del sector TIC, se encuentra la Ingeniería del Software (IS), cuya misión es 
la aplicación de un enfoque sistemático, disciplinado y cuantificable al desarrollo, 
operación y mantenimiento de software, y el estudio de estos enfoques (Society, 2004). 
En IS, la investigación sobre medidas de productividad se ha centrado principalmente 
en la medición a nivel de proyecto (Anselmo & Ledgard, 2003; Petersen, 2011), y 
existe cierta carencia de investigación sobre medidas de productividad a niveles 
inferiores, por ejemplo a nivel de equipos de trabajo, o a nivel de puesto de trabajo 
(Pfleeger, 2008). A modo de ejemplo de estas carencias, se puede destacar como la 
importancia del diseño en los procesos de producción de software ha sido estudiada 
(ver p. ej., Anselmo & Ledgard, 2003), pero medir la productividad de los diseñadores 
de software, e incluso de las tareas de diseño de software, sigue siendo un reto desde 
hace años (Lowry, 2010; Rombach, 1990). Este ejemplo puede ser extrapolado a otras 
áreas de IS donde las salidas producidas continúan sin ser medidas ni valoradas en el 
contexto de la productividad. Los niveles de medición en IS pueden comprenderse 
mejor utilizando el modelo de comportamiento en capas de desarrollo de software 
(layered behavioral model of software development) (Kling & Scacchi, 1982) en el que 
se incluyen las siguientes capas (niveles): individual, equipo, proyecto, compañía, 
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entorno del negocio (ver Ilustración 1). Se denomina modelo de capas de 
comportamiento a esta aproximación dado que el desarrollo de software está generado 
por humanos en lugar de por máquinas, por lo que su creación debe ser analizada 
como un proceso de comportamiento (Curtis, Krasner, & Iscoe, 1988). 
 
Ilustración 1. El modelo de capas de comportamiento de desarrollo de software (Kling & 
Scacchi, 1982) 
La medición de la productividad en IS está estrechamente vinculada con la 
estimación del esfuerzo requerido para la ejecución de los proyectos y su 
dimensionamiento (Fenton & Neil, 1999). Paralelamente a la evolución de las medidas 
de dimensión de proyectos en IS, desde las SLOC (Source Lines of Code) que miden el 
tamaño del proyecto basándose en las líneas de código que lo componen, a los Puntos 
Función (PF) en alguna de sus variantes que miden la cantidad de funcionalidad 
incluida en el proyecto, las medidas de productividad fueron evolucionando desde 
SLOC/horas-hombre a PF/horas-hombre. Dado que la estimación en IS continúa 
siendo un reto, el estudio de nuevas medidas de productividad abre alternativas en 
dicho área. Además, la mejora de la productividad en el desarrollo de software no 
puede ser realizada sin una medición de la productividad (Anselmo & Ledgard, 2003). 
5 
CAPÍTULO 1. INTRODUCCIÓN 
Desde el punto de vista de los puestos de trabajo, incluidos y relacionados con IS, 
es posible decir que éstos necesitan una alta carga de capital humano para su 
desempeño (Acuña, Juristo, & Moreno, 2006; Colomo-Palacios, Tovar-Caro, García-
Crespo, & Gómez-Berbís, 2010). Esto se debe a que, tal y como ya se ha mencionado, 
el desarrollo de software está generado por humanos en lugar de por máquinas (Curtis, 
et al., 1988). La importancia de este capital en el desarrollo de software ha sido 
reflejada en las actividades relacionadas con la productividad tales como los modelos 
de estimación de desarrollo de software. Por ejemplo, Boehm incluyó en su famoso 
modelo Constructive Cost Model (COCOMO) algunos factores (drivers) relacionados 
con el capital humano como la continuidad del personal, la cohesión del equipo, o la 
experiencia (Boehm, 1981b; Boehm et al., 2000). 
Dentro de la gestión de capital humano, la medición de la productividad representa 
un reto desde hace años que no ha llegado a ser cubierto en su totalidad (Drucker, 
1999). Algunos investigadores han analizado el estado de la cuestión de forma general, 
por ejemplo la productividad de los trabajadores del conocimiento (Erne, 2011; 
Nachum, 1999; Ramirez & Nembhard, 2004), pero en IS existe una carencia de 
investigación con respecto a este objetivo. No obstante, la investigación a niveles 
superiores de medición continúa siendo un área de gran interés (Petersen, 2011). En 
los estudios sobre medición de productividad de carácter más general (ver p. ej.: 
Ramirez & Nembhard, 2004), se menciona la medición de la productividad en IS 
mediante la utilización de los PF (salida) y una medida de esfuerzo (entrada). Así 
pues, parece lógico y necesario pensar en la continuidad de la investigación en el área 
de la medición de la productividad en IS. 
En este escenario, la definición de nuevos modelos, medidas y métodos de 
evaluación pueden dilucidar la productividad en los proyectos IS, especialmente en los 
proyectos de desarrollo de software (Petersen, 2011). A su vez, las organizaciones 
necesitan conocer sus resultados de productividad, junto con los resultados del sector, 
para realizar un benchmarking (evaluación comparativa) de sus situación (Maxwell & 
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Forselius, 2000). Además, es necesario contemplar factores soft, es decir, factores 
relacionados con el capital intelectual en el campo de la medición en IS (Pfleeger, 
2008). 
Por todo lo anterior, y con el objetivo de establecer nuevas medidas de 
productividad a nivel de puesto de trabajo en los proyectos de desarrollo de software, 
se define, a continuación, el problema en cuestión y la motivación para afrontarlo, los 
objetivos de la investigación, la aproximación a la solución y los métodos utilizados 
para alcanzarla, y finalmente las aportaciones y validez de la solución. 
1.2. Definición del problema y motivación 
El problema de investigación se identifica mediante el análisis de las dificultades y 
necesidades encontradas en la literatura reciente, en el contexto de la medición de la 
productividad a nivel de puesto de trabajo dentro los proyectos de desarrollo de 
software. Tal y como apuntaba Boehm (2006), los proyectos IS están creciendo en 
tamaño, y cada vez resulta más complicado cumplir con los requisitos, y la entrega ha 
de ser realizada más rápidamente. Por lo tanto, disponer de indicadores de eficiencia y 
eficacia a diversos niveles de medición es una necesidad diaria en las organizaciones 
del sector TIC. En esta línea, las medidas de productividad representan un indicador 
de cuán eficiente es el proceso productivo ejecutado a un nivel especifico de análisis en 
una organización. Por ello, la medición de la productividad es una necesidad 
organizacional. 
En IS, la medición de la productividad está ligada a la estimación y planificación 
de proyectos. Esto se debe a que una vez conocida la productividad en anteriores 
proyectos es posible inferir estimaciones de futuros proyectos, teniendo en cuenta las 
entradas que van a ser necesarias y las salidas que van a ser elaboradas en un 
determinado entorno de trabajo. La investigación sobre medidas de productividad en 
IS está principalmente centrada en la productividad a nivel de proyecto y en niveles 
superiores de medición (organización, sector, industria…), y existe escasa la literatura 
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sobre medidas de productividad a niveles inferiores (a nivel equipos o a individual) 
(Petersen, 2011). 
A nivel de puesto de trabajo en IS, las medidas de productividad se han centrado 
en medir la productividad de la puesta en servicio de un determinado proyecto, bien 
mediante la medición de la salida con líneas de código o con puntos de función 
desarrollados y considerando como única entrada las horas hombre, u otra unidad de 
tiempo (Hernández-López, Colomo-Palacios, & García-Crespo, 2013). Estas medidas 
no representan la variedad de puestos de trabajo existentes en IS, ya que sólo miden la 
tarea de codificación, dejando a un lado las tareas de análisis y diseño, así como las 
tareas de gestión y mantenimiento de los proyectos realizados, pese a su influencia en 
la productividad, en la calidad y en los costes (Jones, 1981). 
Los puestos de trabajo en IS encajan dentro de la definición de trabajadores del 
conocimiento. La medición de la productividad de estos trabajadores es un gran reto 
(Drucker, 1999). No sólo la propia medición, sino la definición de productividad desde 
un punto de vista de dichos puestos de trabajo que poco tienen que ver con los 
puestos de trabajo manufactureros (Nachum, 1999). Actualmente, como definición de 
productividad se utiliza la visión de la productividad como sinónimo de eficiencia y 
por lo tanto para su medida se emplean ratios entre salidas y entradas (Tangen, 
2005). Sin embargo, es necesario adaptar la definición de productividad al nivel de 
puesto de trabajo para este tipo de trabajadores y por consiguiente elaborar nuevas 
medidas de productividad que se ajusten a dicha definición. Pese a las dificultades 
para medir la productividad de los trabajadores del conocimiento (Ramirez & 
Nembhard, 2004) es necesario crear nuevas medidas de productividad aplicables a los 
puestos de trabajo en los proyectos de desarrollo de software, principalmente en 
aquellos que no sólo se generen líneas de código o funcionalidad (Pfleeger, 2008). 
Además, hay que tener en cuenta que antes de establecer nuevas medidas de 
productividad, es necesario identificar qué debe ser incluido en dichas medidas 
(Gummesson, 1992). En IS, varias características continúan sin estar incluidas en las 
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medidas de productividad a pesar de influir en los resultados. Por ejemplo, la 
reutilización no suele ser considerada a la hora de medir la productividad. Si 
consideramos la reutilización, y se mide la productividad por las líneas de código como 
salida, el resultado puede estar corrompido, incluso si se mide por la funcionalidad, ya 
que podría haber sido reutilizada o haberse sobretrabajado para hacer una 
funcionalidad reutilizable. Así pues, teniendo en cuenta estas indicaciones, y con el 
objetivo de crear una medida de productividad aplicable a los puestos de trabajo en 
los proyectos de desarrollo de software, es necesario obtener una definición de 
productividad que permita posteriormente distinguir los factores, entradas y salidas 
susceptibles de ser medidos. Desde un punto de vista más general, son necesarias 
medidas para cuantificar la productividad a lo largo de todas las fases del proceso 
productivo en IS. Solucionar estos problemas es de vital importancia dado que no 
todas las salidas de las actividades de IS son SLOC o PF o una medida proxy de estas 
medidas, y por otro lado, no todas las entradas son tiempos y esfuerzos. Así pues, son 
necesarias medidas que consideren otros elementos que no han sido tradicionalmente 
medidos (Petersen, 2011). 
Como resumen, en la Tabla 1 se muestran los problemas identificados en esta 
investigación y las soluciones propuestas para cada uno de ellos. Estos problemas 
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Problema Solución propuesta 
P1: Identificar los recursos (entradas) y 
productos/servicios (salidas) susceptibles de 
ser considerados en la medición de la 
productividad. 
Las entradas que habitualmente se usan en las 
medidas de productividad se enfocan a la medición 
del tiempo y el esfuerzo; y las salidas se centran en 
la medición de la cantidad de código fuente o de la 
funcionalidad entregada. No obstante es razonable 
pensar que existen otros recursos empleados, y otros 
productos/servicios generados en los proyectos de 
desarrollo de software que podrían ser medidos, y 
por tanto, considerados en la medición de la 
productividad. 
Se propone realizar un estudio para conocer la 
existencia de otras entradas, además del 
esfuerzo y del tiempo, y otras salidas, además 
del código fuente y la funcionalidad. Y 
analizar si existen diferencias entre cada 
puesto de trabajo en cuanto al uso de los 
recursos y la producción de 
productos/servicios. 
P2: Definir medidas de productividad por 
puesto de trabajo. 
Cada puesto de trabajo tiene un conjunto de 
características que lo diferencia de los demás, por 
ende, las medidas de productividad a nivel de 
puesto de trabajo deberían tener en cuenta estas 
diferencias y ajustarse a la realidad de cada puesto 
de trabajo. 
Se propone crear medidas de productividad 
específicas para cada puesto de trabajo 
incluido en la validación de forma que las 
medidas tengan en cuenta las características 
inherentes a cada puesto. Además, estas 
medidas tendrán en cuenta las entradas, 
salidas y factores específicos de cada puesto 
de trabajo. 
P3: Elaborar nuevas medidas de 
productividad a nivel de puesto de trabajo. 
Las medidas de productividad a nivel de puesto de 
trabajo en IS parten de las medidas empleadas a 
niveles superiores de medición (proyecto, 
organización...) por lo que no han sido generadas 
mediante una aproximación específica para generar 
medidas de productividad en este nivel más 
específico y detallado. 
Se propone validar las medidas creadas y 
compararlas con las medidas de productividad 
habitualmente utilizadas para comparar la 
eficacia de las medidas. Además, se propone 
un método de investigación que en sí mismo 
es una solución para la creación de nuevas 
medidas de productividad de otros puestos de 
trabajo. 
Tabla 1. Problemas identificados - Solución propuesta 
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1.3. Objetivos de investigación 
El objetivo de investigación de esta tesis es elaborar nuevas medidas de 
productividad para los puestos de trabajo en proyectos de desarrollo de 
software partiendo de las entradas y salidas previamente identificadas, y 
considerando los factores conocidos y aceptados en la literatura. Para 
conseguir este objetivo es necesario identificar previamente las entradas que se utilizan 
y las salidas que se producen en el proceso productivo a medir, y los factores que 
afectan a los resultados de la medida. Con respecto a los factores, su identificación 
puede considerarse realizada a partir de varias investigaciones recientes (Paiva, 
Barbosa, Lima, & Albuquerque, 2010; Trendowicz & Münch, 2009; Wagner & Ruhe, 
2008b) al menos de forma global aunque en cada organización y entorno pueden variar 
ya que dependen de las condiciones del puesto de trabajo, del trabajador, y de otras 
variables (Paiva, et al., 2010). Una vez definidos los factores que afectan a la 
productividad es necesario conocer las entradas y salidas que pueden ser utilizadas en 
las medidas de productividad. Y una vez conocidas las entradas y salidas 
potencialmente utilizables es posible elaborar nuevas medidas de productividad que se 
ajusten a la realidad de estos puestos de trabajo. Así pues, una vez conocidos los 
factores, entradas y salidas, la presente tesis doctoral tiene como objetivo final la 
construcción de nuevas medidas de productividad a nivel de puesto de trabajo en los 
proyectos de desarrollo de software. Los puestos de trabajo objeto de estudio son los 
siguientes: jefe de proyecto, consultor, analista, y programador; estos cuatro puestos 
están definidos en Métrica 3 (2000), y se excluye del objeto de estudio los puestos que 
se encuadran dentro del perfil directivo. 
Para cumplir el objetivo de investigación de la presente tesis doctoral es necesario 
alcanzar los siguientes sub-objetivos: 
• Obtener una definición de productividad a nivel de puesto de trabajo en los 
proyectos de desarrollo de software. 
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• Identificar las entradas que se utilizan a nivel de puesto de trabajo en los 
proyectos de desarrollo de software. 
• Identificar las salidas que se producen a nivel de puesto de trabajo en los 
proyectos de desarrollo de software. 
• Identificar las medidas de productividad que se utilizan a nivel de puesto de 
trabajo en los proyectos de desarrollo de software. 
• Elaborar nuevas medidas de productividad a nivel de puesto de trabajo en los 
proyectos de desarrollo de software utilizando las entradas y salidas 
identificadas, y teniendo en cuenta los factores identificados. 
• Evaluar si las nuevas medidas mejoran la medición de la productividad a nivel 
de puesto de trabajo con respecto a las identificadas previamente. 
1.4. Hipótesis de investigación 
De forma complementaria a los sub-objetivos de investigación de esta tesis, se 
plantean una serie de preguntas de investigación basadas en el estudio previo del 
estado de la cuestión y la experiencia del doctorando en diversos proyectos de 
desarrollo de software. Estas preguntas de investigación son las siguientes: 
• Pregunta 1. ¿Existen otras entradas medibles en la medición de la 
productividad a nivel de puesto de trabajo que no sean las horas de trabajo ni 
el esfuerzo humano? 
• Pregunta 2. ¿Son distintas las entradas por puesto de trabajo en los 
proyectos de desarrollo de software? 
• Pregunta 3. ¿Existen otras salidas medibles en la medición de la 
productividad a nivel de puesto de trabajo que no sean las líneas de código ni 
la funcionalidad? 
• Pregunta 4. ¿Son distintas las salidas por puesto de trabajo en los proyectos 
de desarrollo de software? 
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• Pregunta 5. ¿Son eficaces las actuales medidas de productividad a nivel de 
puesto de trabajo en los proyectos de desarrollo de software para medir la 
productividad de todos los puestos? 
• Pregunta 6. ¿Es posible utilizar medidas que combinen varios elementos 
(entradas y/o salidas) para definir nuevas medidas de productividad a nivel de 
puesto de trabajo en los proyectos de desarrollo de software? 
A partir de estas preguntas de investigación es posible definir las siguientes 
hipótesis de investigación: 
• Hipótesis 1. En los puestos de trabajo involucrados en la ejecución de 
proyectos de desarrollo de software se emplean otras entradas, además del 
tiempo y el esfuerzo. 
• Hipótesis 2. Las entradas utilizadas son distintas para cada puesto de trabajo 
involucrado en la ejecución de proyectos de desarrollo de software. 
• Hipótesis 3. En los puestos de trabajo involucrados en la ejecución de 
proyectos de desarrollo de software se producen otras salidas, además de líneas 
de código y funcionalidad. 
• Hipótesis 4. Las salidas producidas son distintas para cada puesto de trabajo 
involucrado en la ejecución de proyectos de desarrollo de software. 
• Hipótesis 5. Las medidas más utilizadas de productividad a nivel de puesto 
de trabajo en los proyectos de desarrollo de software tienen una eficacia 
limitada para medir la productividad real de los trabajadores. 
• Hipótesis 6. Es posible medir de forma más eficaz la productividad de los 
puestos de trabajo en los proyectos de desarrollo de software con nuevas 
medidas que combinen varios elementos: entradas, salidas y factores. 
Las cuatro primeras hipótesis serán contrastadas en el enfoque del problema (ver el 
capítulo 3 Enfoque del problema) mediante una fase de investigación cualitativa y una 
posterior cuantitativa. Una vez finalizado el enfoque del problema, será posible 
contrastar las dos últimas hipótesis tras realizar la validación de la solución aportada. 
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El proceso diseñado para aproximase a la solución, junto con el momento en el que se 
contrastan las hipótesis, se detalla de forma más precisa en el siguiente apartado. 
Hipótesis Problemas de investigación relacionados 
Hipótesis 1. En los puestos de 
trabajo involucrados en la ejecución de 
proyectos de desarrollo de software se 
emplean otras entradas, además del 
tiempo y el esfuerzo. 
P1: Recursos (entradas) y productos/servicios 
(salidas) susceptibles de ser considerados en la 
medición de la productividad. 
Hipótesis 2. Las entradas utilizadas 
son distintas para cada puesto de 
trabajo involucrado en la ejecución de 
proyectos de desarrollo de software. 
P2: Medidas de productividad por puesto de trabajo. 
Hipótesis 3. En los puestos de 
trabajo involucrados en la ejecución de 
proyectos de desarrollo de software se 
producen otras salidas, además de 
líneas de código y funcionalidad. 
P1: Recursos (entradas) y productos/servicios 
(salidas) susceptibles de ser considerados en la 
medición de la productividad. 
Hipótesis 4. Las salidas producidas 
son distintas para cada puesto de 
trabajo involucrado en la ejecución de 
proyectos de desarrollo de software. 
P2: Medidas de productividad por puesto de trabajo. 
Hipótesis 5. Las medidas más 
utilizadas de productividad a nivel de 
puesto de trabajo en los proyectos de 
desarrollo de software tienen una 
eficacia limitada para medir la 
productividad real de los trabajadores. 
P1: Recursos (entradas) y productos/servicios 
(salidas) susceptibles de ser considerados en la 
medición de la productividad. 
P2: Medidas de productividad por puesto de trabajo. 
P3: Nuevas medidas de productividad a nivel de 
puesto de trabajo. 
Hipótesis 6. Es posible medir de 
forma más eficaz la productividad de 
los puestos de trabajo en los proyectos 
de desarrollo de software con nuevas 
medidas que combinen varios 
elementos: entradas, salidas y factores. 
P1: Recursos (entradas) y productos/servicios 
(salidas) susceptibles de ser considerados en la 
medición de la productividad. 
P2: Medidas de productividad por puesto de trabajo. 
P3: Nuevas medidas de productividad a nivel de 
puesto de trabajo. 
Tabla 2. Hipótesis y problemas de investigación relacionados 
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1.5. Aproximación a la solución 
La solución que plantea la presente tesis doctoral se basa en la aplicación de un 
método de medición de productividad existente para medir la productividad de varios 
puestos de trabajo dentro de los proyectos de desarrollo de software. Además, se 
comparan los resultados obtenidos mediante la aplicación de este método con los 
métodos tradicionalmente usados. Para llegar a esto, se ha llevado un proceso 
investigador que en si mismo constituye un marco de trabajo para posteriores estudios 
de medición de productividad en otros puestos dentro de IS o en otras áreas de 
conocimiento (ver el apartado 1.6 Método de investigación). De este modo se podrá 
disponer de un marco de trabajo para analizar los elementos que componen la 
productividad de trabajadores del conocimiento, y establecer medidas de 
productividad más eficaces. En concreto, la solución propuesta se basa en la utilización 
de DEA (Data Envelopment Analysis) para medir la productividad de varios puestos 
de trabajo dentro de IS. 
El método DEA fue creado de forma preliminar en los años 50 por Farrell (1957) y 
definido finalmente por Charnes, Cooper y Rhodes a finales de los 70 (1978) añadiendo 
rendimientos constantes a escala, y posteriormente suponiendo rendimientos variables 
a escala por Banker, Charnes y Cooper (1984) lo que permite calcular eficiencias de 
escala. DEA es un método de programación lineal no paramétrico que no fija una 
forma explícita sobre los datos y crea una función de producción mediante la inclusión 
en el análisis de varias categorías de entradas (recursos) y salidas (productos o 
servicios). Para ello utiliza unidades de análisis denominadas Decision Making Unit 
(DMU). Farrell propuso que la eficiencia de una DMU consiste en dos componentes: 
“eficiencia técnica”, que refleja la habilidad para obtener el máximo output para un 
conjunto dado de inputs, y la “eficiencia redistributiva”, que refleja la habilidad para 
usar los inputs en las proporciones óptimas, dados sus respectivos precios; ambas 
medidas se combinan para obtener la “eficiencia económica”. Este método compara 
cada medición con el resto de mediciones, y por lo tanto no se obtiene un resultado 
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universal. En IS, el método DEA ha sido utilizado con múltiples propósitos. Por 
ejemplo, ha sido utilizado para analizar los factores que influyen en el tamaño de los 
componentes en Orientación a Objetos y de la documentación de código fuente 
(Pendharkar, 2006), para analizar los rendimientos a escala en el desarrollo de 
software (Banker & Kemerer, 1989), y para evaluar la relación entre los PF post 
implementación y el esfuerzo de desarrollo correspondiente (Asmild, Paradi, & 
Kulkarni, 2006). A nivel de trabajadores, ha sido utilizado para examinar la 
productividad, eficiencia y eficacia de un equipo de diseño en ingeniería (Paradi, 
Smith, & Schaffnit-Chatterjee, 2002). El método DEA cubre cinco de las 13 
dimensiones destacadas por Ramírez y Nembhard en su estudio sobre la medición de 
la productividad para los trabajadores del conocimiento (2004). Cabe mencionar que 
los métodos encontrados que más dimensiones cubren lo hacen con cinco, y sólo dos 
modelos teóricos cubren seis dimensiones. En concreto el método DEA cubre las 
dimensiones de Cantidad, Coste y/o Rentabilidad, Eficiencia, Efectividad, y Éxito del 
Proyecto. En comparación, medir la productividad mediante PF solo cubre 2 
dimensiones, Cantidad y Calidad, según Ramírez y Nembhard (2004), por lo que medir 
la productividad mediante DEA es, al menos basado en estas dimensiones, más eficaz. 
Teniendo en cuenta las particularidades de la metodología seleccionada, en esta 
tesis se utiliza DEA para construir nuevas medidas de productividad a 
nivel de puesto de trabajo en proyectos de desarrollo software. Para alcanzar 
este propósito, se ha construido y ejecutado el método de investigación que se detalla 
en el siguiente apartado. 
1.6. Método de investigación 
El proceso de investigación para elaborar nuevas medidas de productividad a nivel 
de puesto de trabajo vinculados con la ejecución de proyectos de desarrollo software 
requiere la realización de unos pasos previos (ver Ilustración 2). El proceso se ha 
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divido en tres etapas: (1) revisión del estado de la cuestión, (2) enfoque del problema, 
y (3) desarrollo de nuevas medidas. 
 
Ilustración 2. Aproximación a la solución 
En la primera etapa - Revisión del Estado de la Cuestión - (ver Ilustración 3), se 
analizará la literatura para conocer el estado de la cuestión referente a medidas de 
productividad a nivel de puesto de trabajo dentro de IS y en especial dentro de los 
proyectos de desarrollo de software. Para ello, se realizará una revisión clásica de la 
literatura, es decir, un análisis de referencias de varios estudios para cada uno de los 
temas a analizar y se profundizará en las referencias de estos estudios; esta operativa 
se repetirá hasta que no aparezcan estudios relevantes para los objetivos de 
investigación. De forma adicional, se realizará una revisión sistemática de la literatura 
(Kitchenham, 2004) que permitirá dar respuesta precisa mediante el empleo de un 
protocolo de revisión. Este tipo de revisión permite que el trabajo realizado pueda ser 
duplicado, dado que todos los pasos seguidos son transparentes y documentados. Estas 
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características no están presentes en la revisión clásica en la que no existe ningún 
proceso ni documentación referente a la metodología empleada (Kitchenham, 2007). 
 
Ilustración 3. Aproximación a la solución - Etapa 1 (Revisión del Estado de la Cuestión) 
Una vez el estado de la cuestión ha sido analizado, se dará paso a la segunda etapa 
- Enfoque del Problema - (ver Ilustración 4) en la que se identificarán las entradas y 
salidas objeto de medición para las nuevas medidas de productividad. Además, se 
obtendrá una definición de productividad en varios niveles de medición (organización, 
proyecto, y puesto de trabajo). A su vez, se identificarán los factores que afectan a la 
motivación y satisfacción laboral de los trabajadores en IS. Para identificar las 
entradas y salidas, se realizará una fase cualitativa de carácter exploratorio (Patton, 
1980; Strauss & Corbin, 1990) de las entradas que utilizan los trabajadores en IS y las 
salidas que producen, de modo que será posible contrastar las cuatro primeras 
hipótesis planteadas (H1 a H4) con información cualitativa. Pese a que los factores 
que afectan a la productividad son de gran importancia, su identificación no será 
realizada en la presente tesis doctoral ya que existen varias investigaciones recientes 
que tratan esa cuestión – incluso en forma de revisiones sistemáticas de la literatura 
(Paiva, et al., 2010; Trendowicz & Münch, 2009; Wagner & Ruhe, 2008b). No 
obstante, en la fase cualitativa, se analizará, desde el punto de vista de los 
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trabajadores, la influencia de los factores que ellos consideren influyentes en su 
productividad. Esta labor, será posible gracias al empleo de una metodología de 
investigación cualitativa basada en entrevistas a trabajadores en el área IS. Una vez 
realizada esta fase cualitativa será posible utilizar métodos cuantitativos, en una 
segunda fase, basados en el empleo de cuestionarios y análisis estadístico para 
contrastar las cuatro primeras hipótesis planteadas (H1 a H4). 
 
Ilustración 4. Aproximación a la solución - Etapa 2 (Enfoque del problema) 
En la tercera etapa - Desarrollo y Validación de Nuevas Medidas - (ver Ilustración 
5), se procederá a desarrollar y validar nuevas medidas una vez hayan sido 
identificadas las entradas y salidas, y conociendo si existen diferencias entre puestos en 
relación al uso de las entradas y/o de producción de las salidas. Además, estas 
medidas tendrán en cuenta las entradas y salidas identificadas en las anteriores tareas 
y los factores identificados en la literatura. Finalmente, estas medidas serán evaluadas 
para contrastar su eficacia en la medición de la productividad por puestos de trabajo 
dentro de los proyectos de desarrollo de software. Una vez finalizada la construcción y 
prueba de las nuevas medidas, será posible contrastar las dos últimas hipótesis 
planteadas (H5 y H6). 
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Ilustración 5. Aproximación a la solución - Etapa 3 (Desarrollo y Validación de Nuevas 
Medidas) 
De cada una de estas etapas se publicarán los resultados obtenidos en revistas y 
congresos de diverso prestigio. Inicialmente se plantea realizar dos publicaciones por 
cada una de las etapas, aunque podrían ser más si el material obtenido permitiera más 
publicaciones. De este modo, la construcción del presente documento, que plasma la 
tesis doctoral ejecutada, será, en parte, una recopilación de las publicaciones realizadas 
a partir de los resultados de cada una de las etapas. Para ver las publicaciones que 
han sido realizadas ver el Anexo F - Publicaciones relacionadas con la tesis. 
1.7. Aportaciones de la investigación 
Las aportaciones de la presente investigación se dividen en dos partes. Por un 
lado las aportaciones a la propia investigación, y por otro lado a las 
organizaciones. Con respecto a la investigación, la metodología de investigación 
empleada puede ser reutilizada en otras áreas de conocimiento en las cuales sea 
necesario establecer nuevas medidas de productividad. Además, puede ser 
reutilizada para construir nuevas medidas de productividad para otros puestos de 
trabajo dentro de IS que no han sido tratados en la presente tesis doctoral. Así 
pues, la presente tesis doctoral en si misma representa un marco metodológico 
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para analizar, definir y construir nuevas medidas de productividad para puestos de 
trabajo. Con respecto a las organizaciones, las aportaciones son las siguientes: 
• Aumento de la eficacia de la medición de la productividad de 
los trabajadores. Las medidas de productividad propuestas permiten 
utilizar múltiples entradas y múltiples salidas. La eficacia de la medición 
es mayor en cuanto a que refleja con mayor realismo la casuística de los 
puestos de trabajo bajo estudio. En estos puestos de trabajo se utilizan 
más recursos además del esfuerzo y se producen más salidas que el 
código fuente y la funcionalidad, y éstas no son proxies de las otras 
entradas y/o salidas. Así pues, las medidas de productividad que solo 
utilizan una entrada y/o una salida no son completas y su eficiencia es 
menor que la de la solución aportada. 
• Ajuste de la medida de productividad a cada entorno mediante 
la variación de las entradas y salidas incluidas en la medida. De este 
modo, cada organización puede ajustar la medida considerando las 
entradas y salidas en base a sus necesidades y las características de su 
entorno. A su vez se eliminan los problemas de ajuste de algunos 
modelos de medición a determinados entornos. 
• Detección de ineficiencias de utilización de entradas y/o de 
producción de salidas. Mediante las medidas de productividad 
propuestas es posible identificar las ineficiencias existentes, tanto en las 
entradas como en las salidas, lo que permite incidir en ellas, corregirlas, 
y, por consiguiente, aumentar la productividad. 
• Comparación de resultados con respecto al mejor resultado a 
través de los resultados obtenidos en la utilización de la medida de 
productividad. La medida aportada compara los resultados de 
productividad con el resto de resultados, con lo cual se obtiene una 
clasificación, es decir, la productividad se compara siempre con el mejor, 
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no con el promedio. De este modo, y teniendo en cuenta que es posible 
detectar las ineficiencias, la solución aporta una herramienta de 
benchmarking interno a la organización. 
1.8. Validez de la solución 
La validez de la solución aportada se divide en dos secuencias, por un lado las 
hipótesis (H1 a H4) se comprueban mediante contraste estadístico, y las dos últimas 
hipótesis (H5 y H6) mediante la utilización de la metodología empírica de casos de 
estudio. Así pues: 
1. Secuencia I: En los puestos de trabajo vinculados con los proyectos de 
desarrollo de software se utilizan otros recursos además del tiempo y el 
esfuerzo de los trabajadores, y se generan otras salidas además del código 
fuente y la funcionalidad. Además, la utilización de las entradas y la 
producción de las salidas varía en función del puesto de trabajo. 
2. Secuencia II: La eficacia de las medidas de productividad habitualmente 
utilizadas para medir la productividad a nivel de puestos de trabajo en los 
puestos vinculados con los proyectos de desarrollo de software puede ser 
mejorada. 
Secuencia I: En los puestos de trabajo vinculados con los proyectos de 
desarrollo de software se utilizan otros recursos además del tiempo y el 
esfuerzo de los trabajadores, y se generan otras salidas además del código 
fuente y la funcionalidad. Además, la utilización de las entradas y la 
producción de las salidas varían en función del puesto de trabajo. 
El objetivo de la Secuencia I es contrastar si en los puestos de trabajo de jefe de 
proyecto software, consultor, analista, y programador: (1) se utilizan otras entradas 
además del tiempo y el esfuerzo, (2) se producen otras salidas además de código fuente 
y funcionalidad, y (3) existen diferencias significativas en el grado de utilización de las 
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entradas, y en la producción de salidas en función del puesto de trabajo. En esta 
secuencia se contrastan las hipótesis H1, H2, H3 y H4 de la presente tesis doctoral. 
El propósito de esta secuencia es: 
1. Contrastar la existencia de otras entradas a parte del tiempo y el esfuerzo 
en los puestos de trabajo bajo estudio. 
2. Contrastar la existencia de otras salidas a parte del código fuente y la 
funcionalidad en los puestos de trabajo bajo estudio. 
3. Contrastar si en los puestos de trabajo bajo estudio existen diferencias en el 
grado de utilización de las entradas. 
4. Contrastar si en los puestos de trabajo bajo estudio existen diferencias en el 
grado de producción de las salidas. 
Para ello, se realizará una fase de investigación cualitativa previa para conocer las 
entradas y salidas utilizadas desde el punto de vista de los trabajadores. En esta fase 
se utilizará una metodología cualitativa basada en entrevistas para la toma de 
información, y en análisis de contenido para analizar los datos y obtener los 
resultados. Tras esta fase será posible contrastar las hipótesis (H1 a H4) con 
información cualitativa. Además, los resultados permitirán disponer de información 
suficiente para continuar con la siguiente fase. Posteriormente, se realizará una fase 
cuantitativa para contratar las cuatro hipótesis planteadas con información 
estadística. En esta fase se utilizará un cuestionario como método de recogida de 
información y un método estadístico no paramétrico para contrastar las hipótesis 
planteadas. 
Secuencia II: La eficacia de las medidas de productividad habitualmente 
utilizadas para medir la productividad a nivel de puesto de trabajo en los 
puestos vinculados con los proyectos de desarrollo de software puede ser 
mejorada. 
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El objetivo de la Secuencia II es construir y validar nuevas medidas de 
productividad para los puestos de trabajo de ingeniero de software. 
El propósito de esta secuencia es: 
1. Analizar la eficacia de las medidas de productividad habitualmente 
utilizadas para medir la productividad de los puestos de trabajo 
programador, analista, consultor y jefe de proyecto. 
2. Construir nuevas medidas de productividad teniendo en cuenta los 
resultados previos. 
3. Validar la eficacia de las medidas creadas. 
4. Comparar los resultados obtenidos con las medidas habitualmente 
utilizadas. 
Para conseguir el objetivo de esta secuencia se llevará a cabo una revisión 
sistemática de la literatura junto con una revisión clásica para conocer las medidas 
habitualmente utilizadas en la medición de la productividad de los trabajadores en IS. 
Posteriormente, se construirán nuevas medidas de productividad teniendo en cuenta 
los resultados obtenidos en la Secuencia I y el análisis de la literatura. Una vez 
construidas las medidas, estas serán validarlas y compararlas con las medidas 
previamente identificadas en la literatura. 
1.9. Estructura de la tesis doctoral 
La presente tesis doctoral está estructurada de la siguiente manera: 
• Introducción: Es este capítulo, se presenta el marco de la investigación. Se 
define el problema en función de la situación actual dentro de este contexto, 
y se recoge la motivación de la investigación. Además, se describen los 
objetivos e hipótesis de investigación, y se expone de forma breve una 
aproximación a la solución. A continuación, se detallan las aportaciones a la 
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investigación y por último se describe cómo se realiza la validez de la 
solución propuesta en esta investigación. 
• Revisión crítica del estado de la cuestión: En este capítulo se presenta 
el estado de la cuestión realizando una revisión crítica de las investigaciones 
existentes. Además, se presenta una revisión sistemática de la literatura 
sobre las medidas de productividad a nivel de puesto de trabajo en IS, junto 
con las entradas y salidas que en estas medidas se utilizan. 
• Enfoque del problema: En este capítulo se presenta el estudio realizado 
(mediante una fase cualitativa y otra cuantitativa) que tiene por objetivo 
contrastar las cuatro primeras hipótesis de investigación planteadas. 
• Solución propuesta: En este capítulo se especifica la solución propuesta 
mediante la cual se mide la productividad de los puestos de trabajo 
relacionados directamente con los proyectos de desarrollo de software. 
• Validación: En este capítulo se describe la planificación, ejecución y el 
análisis de los datos obtenidos en la validación experimental realizada. 
Además, se contrastan las dos últimas hipótesis de investigación planteadas. 
• Conclusiones y futuras líneas de investigación: En este capítulo se 
muestran las conclusiones de la presente tesis doctoral, junto con posibles 
líneas futuras de investigación. 
• Referencias: En este capítulo se encuentra la lista de referencias a los 
principales trabajos consultados y utilizados para la realización de esta tesis 
doctoral. 
• Anexos: En este último capítulo se encuentran varios elementos que, 
debido a su gran tamaño, su aporte e interés, y su carácter complementario, 






 2 Revisión del estado de la cuestión 
2.1. Introducción 
Los orígenes del término “productividad” se remontan al siglo XVIII (Quesnay, 
1766). Sin embargo, hasta mediados del siglo pasado, su definición era confusa. 
Tradicionalmente, ha sido definida como el ratio de unidades producidas por unidad 
de entrada; es decir, como sinónimo de la eficiencia en el uso de la entrada para 
producir unas salidas (Jefferys, et al., 1954). Esta definición encaja perfectamente en 
el paradigma de la fabricación dado que está basado en cantidades de unidades de 
medida estandarizadas y claramente identificadas, pero no encaja en nuevos entornos 
tales como IS, en los que el proceso productivo no tiene las mismas características. En 
estos nuevos entornos se producen y utilizan activos tangibles e intangibles, las tareas 
no siempre son observables, ciertos elementos son difíciles de medir, el cliente está 
presente en el proceso productivo, etc. Es por ello que en las industrias de servicios, la 
productividad debe ser vista como un componente del rendimiento, no como un 
sinónimo de éste (Sink, Tuttle, & DeVries, 1984). Además, como Grönroos y Ojasalo 
(2004) concluyen, la noción de la productividad en las industrias de servicios tiene el 
efecto combinado de la efectividad del proveedor de servicios que gestiona la 
rentabilidad de sus recursos y procesos de producción (eficiencia interna), y la calidad 
percibida de sus servicios (eficiencia externa), lo que hacen de la productividad un 
concepto diferente en comparación con el concepto tradicional de productividad. Por 
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otro lado, la medición de la productividad tiene por objeto ser comparada con 
anteriores medidas de productividad, y no como una unidad de resultado, es decir, las 
medidas de productividad deben ser utilizadas para compararlas a lo largo del tiempo, 
mientras que el rendimiento representa una medida temporal. Siguiendo esta 
puntualización, el valor de las medidas de productividad se encuentra en la capacidad 
de gestionar y controlar los recursos para alcanzar un uso más eficiente de los mismos 
(Fitzgerald & Moon, 1996). Además, como Nachum (1999) sostuvo, el objetivo 
principal de la medición de la productividad es la mejora de la productividad; y, las 
mejoras de la productividad deben estar reflejadas en mejoras en el retorno de la 
inversión (ROI, Return On Investments). De este modo, una medida de productividad 
apropiada aporta una herramienta de pronóstico adecuada para lograr esa mejora de 
la productividad (Nachum, 1999). Es por todo esto por lo que la mejora de la 
productividad en IS no puede ser realizada sin una medición eficaz de la 
productividad. Tal y como Anselmo y Ledgard (2003) indicaron siguiendo la 
afirmación de Lord Kelvin1, la mejora de la productividad en el desarrollo de software 
no puede ser realizada sin una medición de la productividad. 
En IS, el interés científico por la medición de la productividad puede decirse que 
comenzó a finales de los años 70. En sus orígenes, los objetos de estudio fueron 
principalmente la medición de la productividad en las actividades de programación 
(Chrysler, 1978) y los proyectos de software (Albrecht, 1979). Además, en esa época se 
empezaron a considerar los factores que afectan a la productividad (Thadhani, 1984; 
Vessey & Weber, 1983). Con el paso del tiempo, y dado que la medición de la 
productividad tiene como uno de sus objetivos comparar productividades, fueron 
apareciendo investigaciones que realizaban comparaciones a diferentes niveles de 
análisis: sector, organización, proyecto... (Cusumano & Kemerer, 1990; Maxwell, 
Wassenhove, & Dutta, 1996). De igual forma, el estudio de los factores continuó en las 
1 “When you can measure what you are speaking about, […] you know something about it; but when you 
cannot measure it, […] your knowledge is of a meager and unsatisfactory kind […]” 
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siguientes décadas (Scacchi, 1994). Por otro lado, se fueron incluyendo elementos a la 
medición de la productividad tales como la reutilización (Banker & Kauffman, 1991; 
Gaffney, 1989) o la orientación a objetos (Purao & Vaishnavi, 2003). No obstante, la 
utilización de estos elementos no parece haber sido aceptada ampliamente ya que las 
medidas de productividad continúan utilizando los estudios de los años 70 y 80 como 
marco de trabajo (Bellini, Pereira, & Becker, 2008; Kitchenham, 2010; Pfleeger, 2008). 
La finalidad que persiguen estas medidas es medir la eficiencia con la que se termina 
un proyecto software, bien mediante la medición de las líneas de código desarrolladas 
(p. ej. contando las SLOC) o de la funcionalidad entregada (p. ej. midiendo el 
producto en PF). Este tipo de medición permite emplear los resultados obtenidos para 
estimar futuros proyectos software utilizando alguno de los métodos disponibles ya que 
se utilizan las mismas medidas, SLOC o PF (Boehm, Abts, & Chulani, 2000). Así 
pues, y dado que uno de los retos clásicos de la industria del software es la entrega en 
tiempo de los proyectos (Boehm & Ross, 1989), la utilización de medidas de 
productividad que tengan por objeto medir la eficiencia de entrega no ha de resultar 
extraño (Dale & van der Zee, 1992). Este es el caso de las medidas desarrolladas en los 
años 70 y 80 continúan empleándose. Sin embargo, estas medidas de productividad no 
miden todas las actividades de IS, lo que se traduce en una carencia de medición de la 
productividad a nivel de puesto de trabajo. De este modo, es necesario elaborar 
medidas de productividad para dicho nivel. Para ello, y siguiendo las recomendaciones 
de Gummesson (1992), antes de cualquier intento de medir la productividad, es 
necesario identificar qué debe ser considerado en dicha medida. Y para identificar qué 
debe ser considerado hay que distinguir los factores, entradas y salidas susceptibles de 
ser medidos. 
En primer lugar, los factores que afectan a la productividad en IS son de diversa 
tipología y pueden organizarse en dos grandes categorías: por un lado los factores 
técnicos (producto, proceso, entorno de desarrollo) y por otro lado los factores soft 
(cultura organizacional, cultura de equipo, capacidades y experiencias, entorno, 
proyecto) (Wagner & Ruhe, 2008b). Otras tipologías clasifican los factores de forma 
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parecida (Santillo & Moretto, 2011; Scacchi, 1994). Aunque muchos de estos factores 
son ampliamente conocidos desde hace años - por ejemplo, la influencia de la 
experiencia (Boehm, 1981b; Walston & Felix, 1977) y el lenguaje de programación 
(entorno de desarrollo) - no está claro que su importancia realmente sea la que hace 
años se le adjudicó ya que las prácticas y procesos de trabajo así como las 
herramientas empleadas han evolucionado considerablemente (Paiva, et al., 2010). 
Además, es muy difícil determinar el grado de influencia y la valencia de los factores, 
ya que cada sujeto de estudio es casi imposible de replicar. Por ejemplo, Sommerville 
(2010) señala la importancia del entorno de trabajo mencionando que mediante la 
combinación de espacios individuales para el trabajo técnico para evitar distracción y 
espacios compartidos para comunicarse es posible aumentar la productividad, pero ¿en 
qué momento la reducción del espacio de trabajo reduce la productividad? (Jones, 
1995). Lo que sí parece estar claro entre los investigadores es la existencia de estos dos 
grandes grupos de factores: “factores de personas” (people factors) y “factores 
tecnológicos” (technical factors), como se desprende de varias revisiones de la 
literatura sobre factores (ver p. ej.:Wagner & Ruhe, 2008b). 
En segundo lugar, las entradas del proceso productivo que han sido utilizadas en la 
medición de la productividad se centran en unidades de tiempo, principalmente horas 
y días, y en unidades de esfuerzo, por ejemplo horas-hombre (Gómez, Oktaba, 
Piattini, & García, 2008; Ramirez & Nembhard, 2004). La utilización de estas 
entradas se puede deber a dos intereses. Por un lado, la entrega de un proyecto en el 
tiempo planificado, así como la puesta en el mercado del mismo es un factor 
importante para el éxito de un proyecto; muestra de este interés es el empleo de 
prácticas organizacionales tales como el Global Software Development (Herbsleb & 
Moitra, 2001). Por otro lado, la mayor partida de costes en las organizaciones 
productoras de software es el coste o esfuerzo en capital humano (Jørgensen & 
Shepperd, 2007); de modo que el interés en emplear esta entrada puede ser de índole 
económica. Pero, ¿realmente sólo se necesita tiempo y esfuerzo para producir 
software?, y si sólo se mide el tiempo ¿qué tiempo debería medirse: el empleado por el 
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trabajador para llevar a cabo sus tareas o el pagado por el empleador? De forma 
paralela y con el avance del tiempo, el coste de los equipos hardware se ha ido 
reduciendo y el coste de estos recursos es casi irrelevante en proyectos de gran tamaño 
en comparación con el coste en capital humano. Así pues, cualquier recurso de interés 
para la medición de la productividad estará relacionado directa o indirectamente con 
el capital humano. No obstante, el tiempo es sin lugar a duda uno de los principales 
recursos que está relacionado con el capital humano, ya que a mayor tiempo mayor 
empleo de mano de obra (Davenport & Prusak, 2000), sin embargo no parece ser la 
única entrada cuando sigue en el aire la visión de IS como una tarea artesanal (Boehm 
& Ross, 1989). 
En tercer lugar, las salidas del proceso productivo han seguido la misma filosofía 
que las entradas: la entrega en tiempo. De este modo, se han medido principalmente 
las líneas de código o la funcionalidad, midiendo de esta forma el tamaño del producto 
desarrollado (Albrecht & Gaffney, 1983). Estas salidas tienen gran aceptación en las 
organizaciones pese a su limitada eficacia para medir las salidas producidas. Por un 
lado, la medición basada en PF es una forma de medir la funcionalidad que ha de ser 
desarrollada y por lo tanto de medir qué se entrega al cliente. Por otro lado, la basada 
en SLOC se limita a las instrucciones que codifican la funcionalidad desarrollada 
(Petersen, 2011). No obstante, estos dos tipos de salida no son los únicos que se 
producen en IS y se limitan exclusivamente a medir el tamaño del producto 
desarrollado. Una salida importante que queda fuera de estas salidas es la calidad, la 
cual afecta a la salida producida (eficacia) y al proceso productivo en sí mismo 
(eficiencia) (Al-Darrab, 2000). Además, se producen otras salidas, algunas relacionadas 
con la organización del trabajo (p. ej. alcance de hitos y finalización de tareas) o de 
tipo producto (p. ej. requisitos y diseños) que no siempre son medidas. De forma 
complementaria, hay características de las salidas que pueden afectar a la 
productividad y que no suelen ser medidas, tanto por su creación inicial como por su 
posterior uso, entre ellas destacan la reutilización (Anselmo & Ledgard, 2003) y la 
documentación (Boehm, 1987). 
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De forma adicional, el nivel de análisis debe ser tenido en cuenta cuando se mide la 
productividad en IS. Como niveles de medición se pueden señalar los siguientes: 
sector, organización, departamento, proyecto, unidad, equipo, y puesto de trabajo. 
Hay que destacar que no todas las medidas son eficaces a todos los niveles ya que las 
características y objetivos son distintos en cada uno de ellos. Así pues, debe haber una 
clara especificación del objetivo de la medida y las audiencias interesadas en los 
resultados de dichas medidas; esta información debería estar definida antes que 
cualquier otra información (Sink, et al., 1984). Es por ello por lo que a nivel de puesto 
de trabajo, la granularidad de los factores, entradas y salidas envueltas no es el mismo 
que a nivel de sector u organización para una medida eficaz que para ser utilizada 
como fuente de información en la mejora de ésta. 
Además de estas consideraciones, hay que tener en cuenta que los puestos de 
trabajo vinculados con los proyectos de desarrollo de software encajan en el tipo de 
trabajador llamado trabajador del conocimiento (Drucker, 1959). Estos puestos de 
trabajo están caracterizados por una fuerte carga de requisitos intelectuales en lugar 
de requisitos manuales y físicos. En muchos casos, algunos de los elementos que 
producen son de naturaleza intangible. Así pues, medir la productividad de estos 
trabajadores representa un reto para la investigación (Drucker, 1999); en esta 
dirección algunos estudios han arrojado algo de luz pero no son concluyentes (Erne, 
2011; Ramirez & Nembhard, 2004). Los trabajadores del conocimiento están presentes 
en casi todos los sectores productivos, su número va en aumento, y aunque la 
proporción con otros tipos de trabajadores es baja, su influencia en la economía es 
mayor (Davenport, 2005). En los proyectos de desarrollo software, teniendo en cuenta 
la tipología de puestos de trabajo empleados, se puede decir que todos los puestos 
encajan en la descripción de trabajadores del conocimiento. En el caso de los proyectos 
de desarrollo software, se desempeñan tareas tanto tangibles, por ejemplo la 
programación, como intangibles, p. ej. el diseño y el análisis (Lowry, 2010; Rombach, 
1990). Así pues, a pesar de la dificultad para definir la productividad es necesario 
investigar nuevas medidas de productividad para estos trabajadores siguiendo la 
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máxima "Si no se puede medir, no se puede gestionar"2, y por ende tampoco puede ser 
mejorado. 
En este punto, es necesario preguntarse si las prácticas actuales de medición de la 
productividad en IS siguen procesos sistemáticos de definición y diseño como el 
planteado por Sink et al. (1984); y, si los factores, las entradas y las salidas están 
debidamente identificados en el nivel de medición requerido. Y por otro lado, si los 
factores, salidas y entradas ampliamente aceptados como la reutilización, la calidad, la 
experiencia, el conocimiento y las características del capital humano empleado están 
considerados en las medidas de productividad empleadas. Para obtener una visión de 
estos problemas, se presenta a continuación el estado de la cuestión referente a los 
siguientes puntos: 
• Elementos necesarios para la medición de la productividad: 
o Definición de productividad. 
o Factores. 
o Entradas y salidas. 
o Motivación y satisfacción laboral. 
• Cuestiones. 
• Puestos de trabajo, con especial atención en los puestos relacionados con los 
proyectos de desarrollo de software, y los puestos definidos en Métrica 3 
(2000). 
• Medición de la productividad en IS, con especial atención en la medición a 
nivel de puesto de trabajo en los puestos relacionados con los proyectos de 
desarrollo de software. 
Tras analizar estos puntos, se presenta la revisión sistemática de la literatura 
realizada sobre medidas de productividad a nivel de puesto de trabajo en ingeniería 
2 Traducción de "If we can’t measure it, we can’t manage it" 
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del software. Finalmente se resume en el estado de la cuestión para dar paso al 
enfoque de problema. 
2.2. Elementos necesarios para la medición de 
la productividad 
Antes de elaborar una medida de productividad es necesario identificar qué va a ser 
medido y qué influye en lo que va a ser medido. Para ello en esta revisión del estado 
de la cuestión van a ser identificados desde el punto de vista de la literatura científica 
actual, y teniendo en cuenta el nivel de medición marcado (los puestos de trabajo): la 
definición de la medida, las entradas y salidas (qué se mide) y los factores (qué 
influye). 
En lo que respecta a la definición, es importante mencionar, tal y como 
Gummesson (1995) observó, que la calidad, la productividad y la rentabilidad forman 
una tripleta en la que todas las partes están relacionadas con el mismo fenómeno: el 
resultado económico de la organización. En IS, la calidad de los productos puede ser 
significativa y estar afectada por el capital humano empleado, los factores del proceso 
de desarrollo software, y los recursos de despliegue en las etapas iniciales de desarrollo 
del producto, especialmente en el diseño (Krishnan, Kriebel, Kekre, & Mukhopadhyay, 
2000). Esto se debe a que la industria IS, en gran medida, es un sistema abierto en el 
cual las partes interesadas, los clientes y los usuarios finales afectan a las entradas y 
salidas, producen una contribución a la eficiencia interna y externa, y por lo tanto a la 
productividad del proceso productivo (ver p. ej.: J. S.-C. Hsu, Chen, Jiang, & Klein, 
2010). Por consiguiente, es necesario un enfoque totalmente diferente de la 
productividad para obtener una medida global que establezca cómo de bien utilizan 
las organizaciones los recursos para crear salidas con la calidad percibida necesaria y el 
valor requerido por el cliente (Grönroos & Ojasalo, 2004). Así pues, la definición en 
este tipo de industria debe tener en cuenta la calidad, además de la cantidad. 
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Con respecto a los factores que afectan a los resultados de la medición se puede 
señalar que son diversos, son dependientes del entorno y la organización (Wagner & 
Ruhe, 2008b), y por lo que deben ser analizados caso por caso (Paiva, et al., 2010). A 
nivel de puesto de trabajo, algunos de estos factores son: la motivación, el salario, el 
ambiente de trabajo, el compromiso organizacional, o la carrera profesional. Sin 
embargo, la literatura se centra principalmente en otros factores tales como la 
experiencia, el lenguaje de programación empleado, la consistencia de los requisitos, la 
reutilización de software y el tamaño del proyecto (Paiva, et al., 2010). Así pues, es 
necesario identificar, describir y medir, en la medida de lo posible, las características 
del entorno antes de realizar una medición de productividad. 
Además de los factores, para elaborar un producto o dar un servicio (salida), es 
necesario un conjunto de recursos (entradas). Estas salidas y entradas pueden ser de 
naturaleza tangible o intangible; en los proyectos de desarrollo software coexisten 
ambos tipos de entradas y salidas, y es necesario tener en cuenta las características de 
ambos grupos. La medición de estos dos conjuntos de elementos, junto con los 
factores, sirve como base para medir la productividad. 
En los trabajos del conocimiento, como es el caso de los proyectos de desarrollo de 
software, la principal, y casi única, entrada considerada es el tiempo empleado, en 
alguna medida como horas o días (Gómez, et al., 2008). En esta actividad, el esfuerzo 
en recursos humanos, es el principal coste por lo que el tiempo empleado en desarrollar 
el software es, como consecuencia, el principal recurso medible (Jørgensen & Shepperd, 
2007). De forma complementaria, elementos tales como la motivación y la satisfacción 
laboral son entradas y salidas que deben tenerse en cuenta en la medición de la 
productividad en este nivel de medición. 
Desde el punto de vista de otros recursos, el coste de los equipos y el hardware está 
continuamente descendiendo, y podría decirse de forma general que el coste de los 
mismos (actualmente) es casi irrelevante en proyectos de gran escala en comparación 
con el coste derivado del capital humano empleado. Así pues, el foco de atención sobre 
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las entradas a considerar para medir la productividad estará relacionado, de forma 
directa o indirecta, con el capital humano. En esta dirección, el tiempo es, sin lugar a 
duda, uno de ellos dado que a mayor tiempo empleado mayor es la cantidad de capital 
humano empleado. Por otro lado, la salida más ampliamente utilizada sigue la idea 
empleada con las entradas, es decir, se centra en la entrega del producto a tiempo. De 
este modo, se mide el tamaño del producto en SLOC o por su funcionalidad en PF 
(Albrecht & Gaffney, 1983). Sin embargo, estas dos salidas medidas no son las únicas 
que pueden ser medidas en IS (Petersen, 2011). Una salida importante, la cual está 
fuera de las habitualmente consideradas, es la calidad, la cual afecta a la salida 
producida (efectividad) y al proceso de producción en sí mismo (eficiencia) (Al-
Darrab, 2000). Además, hay otras características de las salidas producidas que pueden 
afectar a los resultados de productividad, tanto por su creación inicial como por su 
utilización posterior. 
Finalmente, es necesario tener en cuenta el nivel de medición en cualquier proceso 
de establecimiento y medición. En el caso de la productividad, puede ser definida 
desde varios niveles: sector, organización, unidad, proyecto, equipo de trabajo, e 
individual. En este caso, dado que el objetivo de investigación se centra en el puesto 
de trabajo, es decir, en el individual, la revisión se centrará en los niveles más 
próximos: organización, proyecto, y puesto de trabajo. Estos tres niveles han sido 
tratados con diferentes grados de interés por la comunidad científica previamente. En 
concreto, los estudios se centran principalmente en el nivel organizacional (ver p. ej.: 
Krishnan, et al., 2000), y en el nivel de proyecto (ver p. ej.: Maxwell, et al., 1996), 
mientras que el nivel de trabajador está poco investigado (Hernández-López, et al., 
2013; Petersen, 2011). A nivel de organización, la productividad suele ser considerada 
desde el punto de vista económico, esto es, el beneficio de la organización, dado que en 
muchos casos se relacionan los conceptos (Grifell-Tatjé & Lovell, 1999). A este nivel 
también se tiene en cuenta el rendimiento (Tangen, 2005). A nivel de proyecto, la 
productividad suele estar definida por la eficiencia de recursos de los empleados y de 
los procesos de trabajo (Blackburn, Scudder, & Wassenhove, 1996). Y finalmente, a 
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nivel de trabajador, la productividad suele estar definida por el desempeño del 
trabajador (Rasch & Tosi, 1992). En esta investigación, el objetivo se centra en el 
nivel de puesto de trabajo y por lo tanto sólo se analizará de forma específica dicho 
nivel. 
A continuación se presenta el estado de la cuestión referente a cada uno de estos 
temas de forma más precisa: (1) definición de productividad, (2) factores, (3) entradas 
y salidas, y finalmente (4) motivación y satisfacción laboral. 
2.2.1. Definición de productividad 
La definición de lo que se quiere medir es un elemento clave para cualquier 
medición dado que sin este elemento es imposible establecer una medida (Tangen, 
2005). De forma inversa, es posible decir que una forma de conocer qué se quiere 
medir es obtener la definición de la medida (Sink, et al., 1984). A pesar de las 
diferentes definiciones de productividad, estas pueden ser clasificadas en tres grupos 
(Ghobadian & Husband, 1990): (1) tecnológicas: relación entre ratios de salidas y 
entradas utilizadas, (2) ingenieriles: la relación entre la salida actual y la potencial de 
un proceso, y (3) económicas: la eficiencia de la asignación de recursos. La 
productividad en IS es comúnmente medida utilizando una medida tecnológica basada 
en un ratio entre el tamaño del producto desarrollado y el esfuerzo requerido para 
producirlo (MacCormack, Kemerer, Cusumano, & Crandall, 2003), por ejemplo las 
líneas de código por unidad de tiempo (SLOC/t) (Maxwell, et al., 1996) o alguna 
variante de puntos función por unidad de tiempo (PF/t) (Low & Jeffery, 1990). En 
esta línea, la norma IEEE 1045-1992 define la productividad como la relación de una 
primitiva de salida (líneas de código, puntos función o documentos) y su 
correspondiente primitiva de entrada (esfuerzo, tiempo) para desarrollar software. Por 
otro lado, la norma ISO 9126-4 define la productividad basándose en factores de 
calidad como la capacidad del producto software para permitir a los usuarios emplear 
cantidades de recursos adecuados en relación con la efectividad alcanzada en un 
contexto de uso específico. Esta norma está centrada en la calidad, el usuario final y el 
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contexto de uso, por lo que la definición de la productividad gira en torno a estos tres 
conceptos. Además, esta norma, en su Anexo F, presenta tres medidas de 
productividad relacionadas con los tipos de recursos empleados: Productividad 
Humana (Efectividad/Esfuerzo), Productividad Temporal (Efectividad/Tiempo), y 
Productividad Económica (Efectividad/Coste). Las definiciones aportadas por ambas 
normas son complementarias, en cuanto a que la visión de la productividad es distinta 
(Cheikhi, Al-Qutaish, & Idri, 2012); la norma IEEEE 1045-1992 se centra en las 
salidas y las entradas, y la norma ISO 9126-4 en la calidad, el usuario final y el 
contexto de uso. 
A nivel lingüístico, la Real Academia de la Lengua Española, define productividad 
como: 
1. Cualidad de productivo. 
2. Capacidad o grado de producción por unidad de trabajo, superficie de tierra 
cultivada, equipo industrial, etc. 
3. Relación entre lo producido y los medios empleados, tales como la mano de 
obra, materiales, energía, etc. 
Y productivo cómo, 
1. Que tiene virtud de producir. 
2. Que es útil o provechoso. 
3. Que arroja un resultado favorable de valor entre precios y costes. 
En estas definiciones están presentes tanto la visión de eficiencia (tercera acepción 
de productividad) de los recursos para producir productos y/o servicios, y la visión 
económica (tercera acepción de productivo) mencionadas por (Ghobadian & Husband, 
1990). Así pues, considerando las definiciones existentes es posible decir que no existe 
una definición única de productividad y esta depende de la fuente consultada. No 
obstante, se puede decir que en las definiciones siempre existe un tipo de relación 
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entre los elementos utilizados (entradas), bien sean recursos o su transformación en 
costes, y los elementos producidos, tanto productos como servicios (salidas). 
2.2.2. Factores 
Los factores que afectan a la productividad han sido estudiados desde la 
concepción de la IS. Un ejemplo de esta vinculación son los factores (drivers) incluidos 
en el famoso modelo de estimación COCOMO (Boehm, 1981b; Boehm, Abts, Brown, 
et al., 2000). Por ejemplo, incluye elementos tales como la calificación de los analistas 
(ACAP), la experiencia en aplicaciones similares (AEXP), la calificación de los 
programadores (PCAP), la experiencia en el lenguaje de programación (LEXP), el uso 
de prácticas modernas de programación (MODP), entre otros. Otros factores que 
afectan a la productividad son: las restricciones de recursos, la volatilidad de los 
requisitos, la utilización de herramientas software, la complejidad del programa, la 
involucración del cliente y el usuario, la experiencia y capacidades del personal, la 
estabilidad del personal, el tamaño del equipo, el ratio de outsourcing… (Maxwell & 
Forselius, 2000; Premraj, Shepperd, Kitchenham, & Forselius, 2005). Algunos estudios 
se centran de forma específica en algunas tareas, por ejemplo, Anselmo y Ledgard 
(2003) indican algunos factores vinculados con el diseño y análisis: la independencia de 
los módulos, la comprensibilidad del código y la arquitectura, la flexibilidad del 
proceso de desarrollo software, la visibilidad de la arquitectura, la abstracción del 
proceso de desarrollo software para ser examinado. Dada la diversidad de factores, es 
interesante disponer de una clasificación de los mismos. Por ejemplo, Scacchi (1994) 
dividió estos factores en tres listas de atributos: (1) entorno de desarrollo software, (2) 
producto del sistema software, y (3) atributos del personal del proyecto. Además, las 
recientes revisiones sistemáticas de la literatura sobre este objeto de estudio (Paiva, et 
al., 2010; Sudhakar, Farooq, & Patnaik, 2011; Trendowicz & Münch, 2009; Wagner & 
Ruhe, 2008b)Su aportan una visión resumida de este elemento vinculado con la 
medición de la productividad. Ver la Tabla 3 que incluye un listado de algunos de los 
principales factores analizados en la literatura (se ha creado la tabla a partir de tres 
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recientes revisiones de la literatura sobre factores y la taxonomía de factores creada 
por el grupo GUFPI-ISMA en cuya traducción al español ha participado el autor de la 
presente tesis doctoral). 
(Wagner & 
Ruhe, 2008a) 
(Paiva, et al., 
2010) 
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    Restricciones 
Tecnológicas 
Tabla 3. Factores Incidentes en la Productividad 
A nivel de puesto de trabajo, los factores que afectan directamente a la 
productividad, siguiendo la clasificación presentada preliminar por Santillo y Moretto 
(2011) y posteriormente publicada por GUFPI-ISMA (2012)3 son los referentes al 
personal del proyecto junto con los relativos a las condiciones de trabajo definidas en 
el puesto de trabajo. No obstante, de forma indirecta los factores de proceso, producto, 
y tecnológico presentados por Santillo y Moretto deben ser considerados ya que en el 
caso de disponer de una correcta definición de puesto de trabajo, como la planteada en 
(Fernández-Ríos, 1995), el proceso corresponde al cómo lo hace, el producto a qué 
hace, y los tecnológicos al con qué lo hace. De este modo, la vinculación entre la 
definición de los puestos de trabajo y la medición de la productividad queda señalada, 
y puede indicarse que la definición del puesto de trabajo aporta la información de 
partida suficiente como para plantear una posible medida de productividad. 
Los puestos de trabajo bajo estudio se caracterizan por ser puestos con un alto uso 
de capital humano por lo que los factores que más pueden influir en la productividad 
son los relativos al capital humano. De este modo, factores tales como la motivación, 
tratada inicialmente en los años 20 del siglo pasado por Elton Mayo, y en IS tenida en 
cuenta desde hace años (Beecham, Baddoo, Hall, Robinson, & Sharp, 2008; Boehm, 
1981a) influyen en la productividad. Sin embargo, no está claro qué motiva a los 
ingenieros software, cómo están motivados, ni las salidas y beneficios de dicha 
motivación (Beecham, et al., 2008). Pese a ello, la noción general es disponer de 
3 El autor de la presente tesis ha participado en la traducción de la taxonomía de factores al español, 
la cuál está pendiente de ser publicada. 
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trabajadores motivados como fuente de buenos resultados para los proyectos de 
desarrollo software (Hall, Sharp, Beecham, Baddoo, & Robinson, 2008). Además, 
existen factores, incluidos también en otras medidas como las relacionadas con la 
estimación, que influyen en la productividad; p. ej., la experiencia en las tareas 
(análisis, diseño, programación…) o en los lenguajes de programación empleados 
(Boehm, 1981b). 
Desde el punto del autor de la tesis, los factores de personal requieren una especial 
atención, (ver p. ej.: Colomo-Palacios, Tovar-Caro, et al., 2010), máxime cuando el 
objeto de investigación son los puestos de trabajo. Las actividades de IS son intensivas 
en capital humano, por lo que el factor humano tiene que ser considerado en cualquier 
práctica de gestión relacionada con el mismo. En el contexto de la medición de la 
productividad, es conocido que factores relacionados con el personal tales como las 
capacidades técnicas y no técnicas, las habilidades, y la experiencia (en diversas áreas: 
programación, lenguajes de programación, diseño, análisis…) afectan directamente a la 
productividad pese a que la literatura que trate este asunto sea limitada (Pfleeger, 
2008). Además de estos factores, y considerando la falta de literatura relacionada con 
esta área, cabe mencionar otros factores que pueden influir en los resultados de 
productividad, tales como la motivación (Beecham, et al., 2008), la prácticas 
vinculadas con los resultados y la evaluación dentro de la gestión del desempeño, los 
sistemas de compensación y beneficios, el clima organizacional y la felicidad de los 
trabajadores. 
Pese a que existe un amplio número de estudios que tratan los factores que afectan 
a este tipo de puestos de trabajo, el signo y el grado con el que éstos influyen en la 
productividad, y cómo se afectan entre sí, es una tarea difícil pero necesaria que no ha 
sido realizada de forma concluyente hasta el momento (Wagner & Ruhe, 2008b); 
aunque existen algunos estudios que tratan de arrojar luz sobre este problema (ver p. 
ej.: Rodríguez, Sicilia, García, & Harrison, 2012). En esta dirección, se abre un amplio 
abanico de posibilidades de investigación al combinar el conocimiento de la gestión de 
recursos humanos con la gestión de la productividad dentro de la IS. De modo que 
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esta combinación, puede llevar a una transferencia de conocimiento con un propósito 
común de investigación (Koskinen, 2008). 
2.2.3. Entradas y salidas 
Para producir un producto o servicio (salida), es necesario un conjunto de recursos 
(entradas). Estas salidas y entradas pueden ser de naturaleza tangible o intangible. 
Por ejemplo, los recursos materiales empleados para producir un dispositivo 
electrónico son de naturaleza tangible mientras que el conocimiento necesario para 
diseñar el dispositivo es intangible. A su vez, el dispositivo electrónico es una salida de 
naturaleza tangible, mientras que la satisfacción del usuario con el dispositivo es 
intangible. En los proyectos de desarrollo software coexisten también ambos tipos de 
entradas y salidas, y es necesario tener en cuenta las características de ambos grupos. 
La medición de estos dos conjuntos de elementos, junto con los factores, sirve como 
base para medir la productividad. 
En los trabajos del conocimiento, como es el caso de los proyectos desarrollo de 
software, la principal, y casi única, entrada habitualmente considerada es el tiempo 
empleado, en alguna medida como horas o días (Gómez, et al., 2008). El uso del 
tiempo, como única entrada, quizá se deba a dos hechos importantes para el éxito de 
los proyectos: por un lado, la entrega del proyecto en tiempo, y por otro lado, el 
tiempo de puesta en mercado del producto. Además, el esfuerzo en personal, es el 
principal coste en las organizaciones productoras de software, por lo que el tiempo 
empleado en desarrollar el software es, como consecuencia, el principal recurso medible 
(Jørgensen & Shepperd, 2007). El uso del tiempo, como única entrada encaja en la 
definición economista de productividad (Ghobadian & Husband, 1990), pero la 
productividad no es sólo un indicador económico. Además, el empleo del tiempo como 
única entrada plantea varias cuestiones no resueltas: ¿sólo se emplea el tiempo para 
producir software?; y si el tiempo es la única entrada medida, ¿qué tiempo debería ser 
medido, la cantidad de tiempo empleada por el personal para llevar a cabo sus tareas 
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o el tiempo pagado por el empleador? Desde el punto de vista de otros recursos, el 
coste de los equipos y el hardware es casi irrelevante, y podría decirse de forma 
general que el coste de los mismos (actualmente) es casi irrelevante en proyectos de 
gran escala en comparación con el coste derivado del capital humano empleado. Así 
pues, el foco de atención sobre las entradas a considerar para medir la productividad 
estará relacionado, de forma directa o indirecta, con el capital humano. En esta 
dirección, el tiempo es, sin lugar a duda, uno de ellos dado que a mayor tiempo 
empleado mayor es la cantidad de capital humano empleado, pero no parece ser la 
única entrada cuando IS ha llegado a ser considerada una actividad artesanal (Boehm 
& Ross, 1989). 
Con respecto a las salidas, la más ampliamente utilizada sigue la idea empleada con 
las entradas, es decir, se centra en la entrega del producto a tiempo. De este modo, se 
mide el tamaño del producto en SLOC o por su funcionalidad en PF (Albrecht & 
Gaffney, 1983). Estas medidas de salidas están ampliamente aceptadas en las 
organizaciones a pesar de sus limitaciones. La funcionalidad se mide con PF (en 
alguna de sus variantes4) lo que representa la cantidad de funcionalidad desarrollada 
y, por consiguiente, es una medida de cuánto se entrega al cliente. El código fuente se 
mide en SLOC lo que representa el tamaño en líneas de código del producto 
desarrollado, lo cual es una medida de bajo nivel más tangible que los PF, pero que de 
igual forma mide cuanto se entrega. Quizá esta focalización en el tamaño se deba a 
estudios tales como (Agrawal & Chari, 2007) en los que se señala que el único 
parámetro que afecta a la productividad, y la calidad, es el tamaño del producto. Sin 
4 Algunas de estas variantes son: ISO/IEC 24570:2005 NESMA Guide to Using Function Point 
Analysis, ISO/IEC 20968:2002 Mk II Function Point Analysis - Counting Practices Manual, ISO/IEC 
19761:2011 COSMIC-FFP - A Functional Size Measurement Method, ISO/IEC 20926:2009 IFPUG 4.3.1 
Unadjusted functional size measurement method - Counting practices manual, UNE 71045-1:2000. 
"Tecnología de la información. Medida del Software. Medida del tamaño funcional. Parte 1: Definición de 
conceptos.". 
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embargo, estas dos salidas no son las únicas dos que pueden ser medidas en IS 
(Petersen, 2011). De Aquino y De Lemos Meira han identificado cuatro categorías de 
salidas (de Aquino Junior & De Lemos Meira, 2009): tamaño físico (p. ej., SLOC), 
tamaño de diseño (p. ej., número de módulos), tamaño funcional (p. ej., PF), y valores 
basados en métricas de valor o que usan modelos multidimensionales para evaluar los 
diferentes aspectos de lo que se produce en un proyecto software. Así pues, aunque 
hay otras alternativas al tamaño físico, de diseño, o funcional, se continúan empleando 
principalmente las medidas de salidas centradas en el tamaño, dejando fuera otras 
salidas. Por ejemplo, una salida importante, la cual está fuera de las habitualmente 
consideradas, es la calidad, la cual afecta a la salida producida (efectividad) y al 
proceso de producción en sí mismo (eficiencia) (Al-Darrab, 2000). Además, hay otras 
características de las salidas producidas que pueden afectar a los resultados de 
productividad, tanto por su creación inicial como por su utilización posterior; ejemplos 
de estas salidas son la reutilización (Anselmo & Ledgard, 2003) y la documentación 
(Boehm, 1987). 
2.2.3.1. Motivación y satisfacción laboral 
La satisfacción laboral es una área de investigación antiguas dentro de la psicología 
industrial (Locke, 1969; Maslow, 1943; Vroom, 1964). El vínculo entre la satisfacción y 
el rendimiento/desempeño es casi tan antiguo como los propios conceptos, pero 
actualmente no se considera un área de investigación tan importante (Judge, 
Thoresen, Bono, & Patton, 2001). La satisfacción laboral ha sido estudiada en relación 
con múltiples conceptos importantes en la gestión de recursos humanos como la 
rotación (Mobley, 1977), la personalidad (Judge, Heller, & Mount, 2002), y el 
cumplimiento del trabajo (Morrow & McElroy, 1987) entre otros. A su vez, la 
motivación también ha sido ampliamente estudiada, p. ej. en relación con la carrera 
profesional (London, 1983), el burnout (Houkesa, Janssena, de Jongeb, & Nijhuisa), el 
nivel salarial (Eisenberger, Rhoades, & Cameron, 1999), y en relación con el porqué 
los humanos están motivados para trabajar (Herzberg, Mausner, & Snyderman, 1959). 
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Dentro de IS estas áreas de investigación no son tan antiguas, dada su menor 
antigüedad en comparación con la investigación en el área industrial, pero ha sido 
abordado en diversas investigaciones, tal y como se concluye en una reciente revisión 
sistemática de la motivación en IS (Beecham, et al., 2008). 
2.2.3.1.1. M otivación 
La motivación ha sido investigada desde principios del siglo XX. Pero, de acuerdo 
con Golembiewski (2000), es posible encontrar más de 140 definiciones formales del 
término. A pesar de la variedad, estas definiciones tienen una serie de características 
comunes: la motivación es interna al individuo, tiene intensidad, fuerza y duración, 
varía en función del objetivo, y determina parte del comportamiento humano. En un 
primer momento, Taylor (1911) propuso en su teoría de gestión científica, o 
Taylorismo, que los humanos están sólo motivados (para trabajar) por el salario. En 
aquellos años, los trabajadores cobraban más si producían más por hora, lo que 
produjo un rápido aumento de la productividad pero los trabajadores caían exhaustos 
y empezaban a estar insatisfechos. Estas salidas psicológicas fueron posteriormente 
consideras por dos de los principales trabajos sobre motivación y satisfacción laboral: 
la pirámide (o jerarquía) de necesidades de Maslow (1954) y la teoría de factor dual de 
Herzberg (1959). Herzberg introdujo la teoría dual (Herzberg, et al., 1959), también 
llamada de factores motivadores e higiénicos, la cual señala que existen dos conjuntos 
de necesidades: las necesidades del ser humano como animales para evitar el dolor, y 
las necesidades como humanos para crecer psicológicamente. Esta teoría complementa 
la teoría de la pirámide de necesidades de Maslow creada unos años antes (1943) la 
cual establece una jerarquía de necesidades con cinco niveles, desde necesidades 
básicas a complejas: (1) fisiológicas (comida, agua, dormir...), (2) seguridad (sentirse 
seguro, empleo, recursos, salud...), (3) amor/pertenencia (amistad, familia...), (4) 
autoestima (confianza, respeto por los demás, respetado por los demás...), (5) auto-
realización (moralidad, creatividad...). 
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Ilustración 6. Pirámide de necesidades de Maslow (1943) 
Desde el nivel uno al nivel tres de la pirámide de Maslow pueden considerarse como 
factores higiénicos en la teoría de Herzberg, y desde el nivel tres al nivel cinco como 
motivadores. Hay que tener en cuenta que si existen factores higiénicos sin cubrir 
producen desmotivación, y por lo tanto no es posible alcanzar la motivación con 
motivadores reales. De ahí el nombre de higiénicos ya que su presencia no influye 
positivamente en la motivación, sino que la reducen y deben ser cubiertos. 
Adicionalmente, las necesidades hasta el nivel cinco pueden ser clasificadas en un 
grupo denominado necesidades de déficit (Defecit needs, D-needs) las cuales son 
necesidades primordiales, y el nivel cinco como necesidades de ser (Being needs, B-
needs). La diferencia estriba en que mientras que las necesidades de déficit pueden ser 
alcanzadas, las necesidades de ser son una fuerza impulsora continua. Y, tal y como 
indicó Maslow, una vez que una persona cubre las necesidades de un nivel específico, 
desarrollara necesidades superiores. 
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Ilustración 7. Teoría dual de Herzberg (1959) 
Otra clasificación de los factores motivadores es la división en dos categorías: 
motivadores intrínsecos y motivadores extrínsecos (Herzberg, et al., 1959). Dentro de 
la primera categoría están factores como el reconocimiento, la aceptación social, la 
carrera profesional. Esta categoría de motivadores está dirigida por el interés o 
disfrute por la tarea por sí misma, y existe dentro del individuo en lugar de por 
presión externa, es decir, la motivación intrínseca está basada en la satisfacción de la 
actividad en lugar del obsequio conseguido por realizar la tarea. Por otro lado, la 
motivación extrínseca se relaciona con la recompensa por realizar una determinada 
actividad, lo que se contrapone con la motivación intrínseca. No obstante, tanto los 
factores intrínsecos y los extrínsecos, ayudan a facilitar el sentimiento de satisfacción 
en los trabajadores sobre su trabajo. 
2.2.3.1.2. Satisfacción laboral 
La satisfacción laboral también ha sido ampliamente tratada en la literatura de 
investigación. En sus orígenes fue un concepto un poco confuso, hasta que Locke 
(1969) mezcló algunos conceptos relacionados. Posteriormente introdujo la teoría de la 
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fijación de metas (Range of Affect Theory) (Locke, 1976) en la cual establece que la 
satisfacción está determinada por la discrepancia entre lo que uno quiere de un trabajo 
y lo que uno tiene en un trabajo. Uno de los factores de satisfacción laboral más 
tratados es el salario, pero su relación con la satisfacción continua siendo controvertida 
(Judge, Piccolo, Podsakoff, & Shaw, 2010). A su vez, otros factores tales como la 
satisfacción con el puesto de trabajo, es decir, la satisfacción con lo que el empleado 
hace (Judge & Church, 2000) o el entorno de trabajo en el que el empleado trabaja 
(Berry, 1997) pueden ser más importantes que el salario. Otros factores relacionados 
con la satisfacción laboral son las expectativas, el reconocimiento, y el crecimiento 
personal y profesional entre otros. Así pues, se puede decir que la satisfacción laboral 
es circunstancial y subjetiva para cada empleado y depende de cada situación y 
puesto. 
Al igual que en el caso de la motivación, la importancia de la satisfacción laboral se 
encuentra ampliamente documentada pero continua habiendo ciertas controversias. 
Por ejemplo, la relación entre la satisfacción laboral y el desempeño laboral es una 
relación positiva pero el grado de influencia parece no ser universal (Judge, et al., 
2001). Además, hay que tener en cuenta que las relación entre la satisfacción laboral y 
el desempeño es más intensa para trabajos con mayor dificultad que en otros de menor 
dificultad (Saari & Judge, 2004). Este es el caso de los puestos de trabajo en IS. Otros 
conceptos relacionados con la satisfacción laboral son el absentismo (Johns, 1997) y el 
abandono laboral (Carsten & Spector, 1987), que afectan en gran medida a la 
productividad en IS. 
2.2.3.1.3. M otivación y satisfacción laboral en IS 
En IS, la satisfacción laboral y motivación también han sido tratadas. Por un lado, 
la satisfacción laboral ha sido estudiada desde el punto de vista de las comunicaciones 
en el equipo (Javed, Manzil-e-Maqsood, & Durrani, 2004), del uso de metodologías 
ágiles frente a no ágiles (Melnik & Maurer, 2006), la retención del talento y la rotación 
de personal (Hall, Beecham, Verner, & Wilson, 2008; Westlund & Hannon, 2008), la 
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personalidad y las características de los procesos y tareas (Acuña, Gómez, & Juristo, 
2009), entre otras. Por otro lado, la motivación ha sido estudiada también desde 
diversos puntos de vista, p. ej., del software libre (Ye & Kishida, 2003), la cultura 
(Couger, Adelsberger, Borovits, Zviran, & Motiwalla, 1990; Igbaria, Meredith, & 
Smith, 1994), la calidad y el éxito del proyecto (Procaccino, Verner, Shelfer, & Gefen, 
2005), y ha sido señalado como uno el mayor modificador en la productividad de los 
profesionales en IS (Boehm, 1981b). Para resumir el estado de la cuestión sobre la 
motivación, una revisión sistemática de la literatura ha sido realizada recientemente 
(Beecham, et al., 2008). En esta revisión, los motivadores y desmotivadores para ser 
más o menos productivo fueron analizados. El motivador más citado es: "la necesidad 
de identificarse con la tarea" dentro del cual, tener objetivos claros, un interés 
personal, comprender el propósito de la tarea, y conocer cómo encaja la tarea en el 
proyecto son fuentes de motivación. Además, la importancia de la satisfacción laboral, 
el trabajar en una parte de un producto con calidad, la variedad de tareas, y la carrera 
profesional, también aparecen en esta revisión sistemática como motivadores. 
Por otro lado, la motivación está relacionada con el desempeño y la productividad 
de los profesionales de IS. El desempeño individual, concepto más general que la 
productividad, puede ser definido como: la combinación de motivación, aptitudes y 
experiencia" (Curtis, et al., 1988). Y desde el punto de vista de la productividad, la 
motivación es un factor que continua influenciando fuertemente a la productividad de 
los profesionales de IS (Paiva, et al., 2010; Trendowicz & Münch, 2009; Yilmaz & 
O’Connor, 2012) pese al paso del tiempo desde las primeras vinculaciones entre estos 
elementos (Boehm, 1981b). Además, existen otros factores que relacionan ambos 
conceptos (productividad y motivación). En una revisión sistemática llevada a cabo 
por Wagner y Ruhe (2008b) sobre los factores que afectan a la productividad en IS, 
aparecen conceptos tales como el respecto, la justicia, la credibilidad, la claridad de los 
objetivos, la cohesión, las capacidades y habilidades, el lugar de trabajo, entre otros, 
que encajan en la categoría de motivadores de Herzberg (1959). Estos y otros factores 
aparecen en otros estudios recientes sobre los factores que influencian la productividad 
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(de Barros Sampaio, Barros, de Aquino Junior, e Silva, & de Lemos Meira, 2010; 
Melo, Cruzes, Kon, & Conradi, 2011; Paiva, et al., 2010; Trendowicz & Münch, 2009). 
Así pues, la importancia de la motivación y la satisfacción laboral está ampliamente 
analizada en la literatura general y en la específica de IS. Cabe mencionar, que si se 
considera como trabajadores del conocimiento (Drucker, 1999) a los ingenieros de 
software, la influencia de la motivación y la satisfacción laboral en estos profesionales 
deben ser tenida en cuenta en cualquier estudio relacionado con la productividad si se 
tiene en cuenta que es uno de los factores que más influencian la productividad a nivel 
de equipo e individual (Beecham, et al., 2008). Por ello, se incluyeron en esta fase de 
la investigación. 
Finalmente, tal y como Roznowski y Hulin (1992) comentaron, parece asumirse que 
todos conocemos lo que hay que saber sobre estos conceptos, y por ello se pierde de 
vista su utilidad dada la familiaridad con los conceptos y su pasada popularidad. Por 
ello, la investigación en estas áreas necesita continuar (Beecham, et al., 2008; Sach, 
Sharp, & Petre, 2011). Además, es habitual incluir una parte relativa a satisfacción 
laboral en los estudios relativos a recursos humanos para complementar los resultados 
obtenidos dado que afecta a múltiples elementos. Por ello se incluye en el estudio del 
estado de la cuestión un apartado para tratar la relación entre estos dos conceptos y la 
productividad, y se incluirá en la fase cualitativa del enfoque del problema. 
2.3. Cuestiones 
Antes de considerar los nuevos retos en la medición de la productividad en IS, es 
necesario establecer algunos requisitos generales que guíen la formulación del concepto 
de productividad en el sector. Para ello, siguiendo los seis requisitos generales 
establecidos por Adam, Johanson, y Gravesen (1995), la medición de la productividad 
en IS requiere la presencia de las siguientes condiciones: 
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• La salida de IS tiene que ser vista como un valor para el cliente y desde la 
perspectiva del cliente. 
• Las salidas de IS tienen que ser definidas por su nivel de calidad. 
• El consumidor tiene que ser parte del concepto de productividad. 
• Las medidas de productividad tienen que estar más relacionadas con el cliente. 
• Los indicadores dinámicos de productividad tienen que ser utilizados en lugar 
de medidas estáticas de salida/entrada. 
• Medidas para situaciones específicas tienen que estar disponibles para permitir 
la complejidad y la diversidad de las operaciones de la IS. 
La industria IS es, en gran medida, un sistema abierto en el cual las partes 
interesadas (principalmente los clientes y los usuarios finales) afectan a las entradas y 
salidas, producen una contribución a la eficiencia interna y externa, y por lo tanto a la 
productividad del proceso productivo (ver p. ej.: J. S.-C. Hsu, et al., 2010). Por 
consiguiente, es necesario un enfoque totalmente diferente de la productividad para 
obtener una medida global que establezca como de bien utilizan las organizaciones IS 
los recursos para crear salidas con la calidad percibida necesaria y el valor para el 
cliente requerido (Grönroos & Ojasalo, 2004). Por lo tanto, las medidas de entradas y 
salidas deben tener en cuenta la cantidad y calidad. Además, las fronteras entre las 
entradas y las salidas son difusas (Gupta, 1995). Así pues, debería tenerse en cuenta la 
realización de un análisis profundo de las entradas ya que el uso de medidas proxies 
(medidas indirectas) introduce sesgos en la medición de la productividad. Además, 
esta fuente de error es una de las más difíciles de superar, y los posibles métodos para 
tratar con ello no son todos obvios (Rees, 1980). 
Con respecto a la medición, definir “una unidad de ingeniería del software” es una 
tarea difícil. Así pues, hay algunas medidas universales de entradas y salidas para 
realizar medidas (Boehm, Abts, & Chulani, 2000). Desde el punto de vista de las 
entradas, algunas medidas de productividad utilizan las horas-hombre como una 
medida de esfuerzo, y las capacidades y competencias técnicas y no técnicas del 
personal como un factor correctivo para el esfuerzo. Desde el punto de vista de las 
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salidas, algunas medidas de productividad utilizan las SLOC como medida de 
cuantificación de la salida y el ratio de errores como un factor correctivo. Otras 
medidas ampliamente utilizada son los PF completados y los productos terminados. 
Estos parámetros son medidas físicas, que pueden ser transformados en unidades 
monetarias para obtener medidas financieras de productividad. 
Una vez que las entradas, salidas, y factores que afectan a la medición de la 
productividad han sido definidos, es posible formular una medida de productividad. 
Con el objetivo de resumir el estado de la cuestión sobre entradas, salidas, y medidas, 
se presentan en la Tabla 4 las más representativas de cada categoría; en ella se 
encuentran ordenadas de acuerdo a la dificultad de medir, desde las más fáciles a las 
más difíciles. Desde el punto de vista del autor del proyecto, es sorprendente que a 
pesar de la controversia existente sobre la validez de algunas medidas de entradas y 
salidas para medir la productividad en IS se continúen utilizando. Ejemplo de ello son 
las medidas derivadas de la utilización de las SLOC como salida y de las Horas-
Hombre como entrada (Boehm, 1987), o la utilización de los PF como salida, dada su 
alta correlación con las SLOC (Banker, Datar, & Kemerer, 1991; Laranjeira, 1990). 
Estas medidas continúan en uso en la actualidad en numerosas organizaciones pese a 
dicha controversia; probablemente bajo la ley que DeMarco y Lister (1999, p. 59) 
versionan de los principios de la capacidad de ser medido de Gilb: "Todo lo que se 
necesita cuantificar puede ser medido de alguna forma mejor que no medirlo de 
ninguna forma"5. 
Entradas Salidas Medidas (P = Productividad) 
Salarios Ventas P = Ventas / Salarios 
5 Traducción de: “Anything you need to quantify can be measured in some way that is superior to not 
measuring it at all.” 
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SLOC + DLOC 
P = TLOC / Esfuerzo (ver p. ej.: Jones, 1981; López-Martín, 
Chavoya-Peña, & Meda-Campaña, 2012; MacCormack, et al., 
2003; Maxwell, et al., 1996; Moazeni, Link, & Boehm, 2013; 
Sison, 2009; Tan et al., 2009; Tausworthe, 1982; W. D. Yu, 




cualquiera de sus 
variantes) 
P = PF / Esfuerzo (ver p. ej.: Bok & Raman, 2000; de Souza 
Carvalho, Rosa, dos Santos Soares, Teixeira da Cunha Junior, 
& Buiatte, 2011; Desharnais & April, 2010; Desharnais, 






P = DSI / Esfuerzo (ver p. ej., Gaffney, 1989) 
Cualquiera Cualquiera 
Data Envelopment Analysis (DEA) (ver p. ej.: Asmild, et al., 
2006; Banker, et al., 1991; Liping, Qiusong, Sun, Tong, & 
Wang, 2005; Mahmood, Pettingell, & Shaskevich, 1996; Ruan 
et al., 2007; Stensrud & Myrtveit, 2003; Yang & Paradi, 2004) 
Cualquiera Cualquiera Medidas multifactor (ver p.ej., Kitchenham & Mendes, 2004) 
Cualquiera Cualquiera Medidas de modelos lineales generales. 
Tabla 4. Entradas y salidas utilizadas para medir la productividad 
Finalmente, la medición de la productividad está relacionada con las prácticas de 
gestión, y más en concreto con la cultura organizacional y su estructura. En 
organizaciones en las cuales la cultura de informar y comparar está implantada, las 
medidas de productividad pueden ser consideras como un posible indicador útil para 
medir el efecto de cualquier mejora en la productividad. Además, en organizaciones 
cuya gestión esté basada en estilo de mando directivo, donde las ordenes vienen de 
arriba hacia abajo, las medidas de productividad serán aceptadas como una forma de 
comunicar a los niveles superiores como de bien se están ejecutando los proyectos. Por 
otro lado, en organizaciones con una cultura de innovación y creatividad, las medidas 
de productividad podrían ser vistas como una herramienta de control que no sirve 
para la consecución de los objetivos. Adicionalmente, la unión entre los objetivos 
organizacionales y la productividad podría no estar claro en estas organizaciones, y 
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esto puede llevar a una falta de comprensión sobre el qué, el cómo y porqué es 
importante evaluar, y por tanto, medir la productividad. 
2.4. Puestos de trabajo 
Dado que es necesario considerar el nivel de medición, en este caso a nivel de 
puesto de trabajo, las entradas a considerar deberían ser las necesarias, para producir 
las salidas de dicho puesto. Esto puede obtenerse de la definición del puesto de 
trabajo. La estructura de cualquier organización, a pesar de su forma, requiere la 
definición de los puestos de trabajo que conforman su estructura (Fernández-Ríos, 
1995). Estas definiciones son la base que debería emplearse para alcanzar los objetivos 
y misión de la organización. En concreto, una definición del puesto puede contener la 
siguiente (y otra) información: su rol y misión, su situación en el organigrama, las 
tareas que deben ser desempeñadas en el (incluyendo información sobre qué se 
necesita, cómo se realiza, para qué se realiza, la frecuencia, el tiempo dedicado, la 
autonomía, las relaciones con otros trabajos...), diagramas de flujo de trabajo, esfuerzo 
(intelectual y físico), riesgos, condiciones de trabajo, supervisión, conocimientos y 
habilidades necesarios, valores, y acceso a otros puestos dentro del plan de carrera de 
la organización (Hackman & Oldham, 1980). Además, hay que destacar que una 
misma persona puede desempeñar más de un puesto de trabajo en una organización, y 
que varias personas pueden desempeñar el mismo puesto. Así pues, la definición de los 
puestos de trabajo, junto con su valoración, es una necesidad para cualquier 
organización (Schuler & Jackson, 1987). 
En IS, hay varios puestos de trabajo más o menos reconocidos universalmente, a 
pesar de que su definición varía en cada organización y están en constante 
actualización (Colomo-Palacios, Tovar-Caro, et al., 2010). Por ejemplo, los puestos de 
jefe de proyecto, programador o analista son puestos de trabajo referenciados tanto en 
la investigación como en la industria desde hace años pero su definición es difusa 
(Litecky, Aken, Ahmad, & Nelson, 2010; Yilmaz, O’Connor, & Clarke, 2012). A pesar 
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de la variedad de puestos de trabajo, en IS todos ellos pueden ser catalogados como de 
cuello blanco y/o trabajadores del conocimiento (Drucker, 1999; Ramirez & 
Nembhard, 2004). Estos puestos de trabajo están caracterizados por el uso de capital 
humano, intelectual y relacional para desempeñar las tareas y alcanzar los objetivos 
(Acuña, et al., 2006; Colomo-Palacios, Cabezas-Isla, García-Crespo, & Soto-Acosta, 
2010). Estas características hacen que estos puestos sean diferentes a otras industrias 
en las cuales los trabajadores emplean principalmente la mano de obra desde un punto 
de vista físico, en lugar de intelectual. Además, los recursos que se necesitan en los 
puestos de trabajo en IS son principalmente intangibles (p. ej., conocimiento y 
experiencia) frente a los activos tangibles utilizados en las industrias tradicionales 
(Rus & Lindvall, 2002). Finalmente, el entorno de trabajo en el que las personas 
desempeñan sus tareas afecta tanto a la productividad a niveles superiores como a la 
individual. En IS, mediante la combinación de espacios de trabajo individuales para 
una mejor concentración en tareas técnicas para evitar distracciones y lugares 
comunes para una mejor comunicación, se produce un aumento de la productividad 
(Sommerville, 2010). 
Así pues, las entradas utilizadas y las salidas producidas dependen de cada puesto 
de trabajo y deberían estar explicitas en la definición de cada uno de ellos (Fernández-
Ríos, 1995; Hackman & Oldham, 1980). Por ejemplo, si consideramos el puesto de 
Analista bajo el punto de vista de Métrica 3 (2000), obtenemos que su responsabilidad 
es: "[...] elaborar un catálogo detallado de requisitos que permita describir con 
precisión el sistema de información, para lo cual mantendrán entrevistas y sesiones de 
trabajo con los responsables de la organización y usuarios, actuando de interlocutor 
entre éstos y el equipo de proyecto en lo que a requerimientos se refiere. Estos 
requisitos permiten a los analistas elaborar los distintos modelos que sirven de base 
para el diseño, obteniendo los modelos de datos y de procesos en el caso del análisis 
estructurado y los modelos de clases e interacción de objetos en análisis orientado a 
objeto. Así mismo realizan la especificación de las interfaces entre el sistema y el 
usuario.”. Con esta definición, puede decirse que las salidas producidas por un analista 
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son, entre otras, catálogos de requisitos, modelos de datos, modelos de procesos, 
modelos de clases e interacción, y especificaciones de interfaces. Con respecto a las 
entradas que un analista usa, puede decirse que utiliza a los usuarios, el conocimiento 
funcional del cliente, y el catálogo de requisitos. Además, para generar las salidas 
existe una interacción con otros puestos y con personas fuera de la organización por lo 
que estas interacciones podrían considerarse como otras entradas. Este ejemplo 
muestra la dificultad de medir la productividad a nivel de puesto de trabajo dado que 
ninguna de las entradas y salidas utilizadas habitualmente para medir la 
productividad están mencionadas de forma explícita, y se mencionan otras que no se 
tienen en cuenta habitualmente. Otra característica de este ejemplo es que muestra 
cómo la frontera entre las entradas y salidas es difusa: el catálogo de requisitos es 
generado por el analista pero también sirve como entrada para la construcción de los 
modelos; esto es un problema clásico de las industrias de servicios (Gupta, 1995). Otro 
ejemplo de estas fronteras difusas sucede durante la fase de mantenimiento, en la que 
todos los productos de los procesos de producción de software son utilizados como 
entradas y son transformados para adaptarlos a las necesidades del cliente, o para 
solucionar los bugs (errores) encontrados. Finalmente, otro factor a tener en cuenta es 
la calidad, tanto de las entradas utilizadas como de las salidas generadas (Procaccino, 
et al., 2005). Así pues, cabe pensar que las entradas y las salidas utilizadas en la 
medición de la productividad en IS deberían estar vinculadas con el puesto de forma 
específica, y no con una salida final del proceso de desarrollo de software y una 
entrada común a todos ellos. Por ello, tal y como se mencionó anteriormente, para 
construir nuevas medidas de productividad en IS es necesario identificar las entradas y 
salidas que podrían ser incluidas en dichas medidas. 
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2.4.1. Puestos de trabajo en proyectos de 
desarrollo de software 
En los proyectos de desarrollo de software existen varios puestos de trabajo más o 
menos reconocidos universalmente, aunque su definición varía en cada organización y 
están en constante actualización (Garcia-Crespo, Colomo-Palacios, Gomez-Berbis, & 
Tovar-Caro, 2008). Por ejemplo, puestos tales como jefe de proyecto, programador o 
analista son puestos referenciados tanto en la academia como en la industria desde 
hace años pero su definición es difusa y no es universal (Litecky, et al., 2010; Yilmaz, 
et al., 2012). Además, es frecuente encontrar definiciones de los puestos de trabajo en 
función de las competencias necesarias para poder desempeñar dicho puesto, lo que 
produce una nueva perspectiva del diseño de puestos de trabajo tradicional (Colomo-
Palacios, Cabezas-Isla, et al., 2010; Colomo-Palacios, Tovar-Caro, et al., 2010). No 
obstante, la definición de puestos de trabajo es compatible con la utilización y 
definición de competencias. 
Una fuente de consulta de puestos de trabajo es el proyecto O*Net creado por el 
departamento de trabajo de los EE.UU (http://www.onetonline.org/). En él es posible 
consultar descripciones genéricas de puestos de trabajo muy útiles a la hora de crear 
nuevas o actualizar definiciones de puestos de trabajo existentes. En O*Net se definen 
algunos de los puestos más comunes en IS de forma genérica. Entre ellos se 
encuentran: 
• Computer Programmer. Este puesto de trabajo tiene por objetivos 
crear, modificar y probar el código, los formularios, y scripts que permiten a 
las aplicaciones ejecutarse. Para ello, parten de las especificaciones. Pueden 
ayudar a los Software Developers a analizar las necesidades del cliente y 
diseñar soluciones software. Además, pueden desarrollar y escribir 
soluciones para almacenar, localizar, y recuperar documentos específicos, 
datos, e información. 
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o La definición de este puesto de trabajo también ha sido mencionada 
como Programmer Analyst, Programmer, Analyst Programmer, 
Computer Programmer, Software Developer, Applications 
Developer, Computer Programmer Analyst, Internet Programmer, 
Java Developer, Web Programmer. 
o Para más información consultar 
http://www.onetonline.org/link/summary/15-1132.00 
• Software Developer (Systems Software). Este puesto de trabajo tiene 
por objetivos investigar, diseñar, desarrollar, y probar software y 
aplicaciones informáticas en general. Además, tiene que establecer 
especificaciones operativas y formular y analizar los requisitos software. 
Puede diseñar sistemas software embebidos. Para ello aplica principios y 
técnicas de ingeniería informática, ingeniería del software y análisis 
matemático. 
o La definición de este puesto de trabajo también ha sido mencionada 
como Software Engineer, Software Developer, Systems Engineer, 
Network Engineer, Developer, Publishing Systems Analyst, 
Application Developer, Averaged HEND (High-Energy Neutron 
Data) Data Product Lead (AHD Product Lead), Business Systems 
Analyst, Computer Consultant. 
o Para más información consultar 
http://www.onetonline.org/link/summary/15-1133.00 
• Software Developer (Applications). Este puesto de trabajo tiene por 
objetivos desarrollar, crear, y modificar aplicaciones informáticas generales 
o programas específicos. Además, tiene que analizar las necesidades de los 
usuarios y desarrollar soluciones software, diseñar y ajustar el software para 
el uso del cliente con el propósito de optimizar la eficiencia operacional. 
Además, puede analizar y diseñar bases de datos dentro del área de la 
aplicación, trabajar individualmente o coordinando el desarrollo de la bases 
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de datos como parte de un equipo. Puede a su vez supervisar Computer 
Programmers. 
o La definición de este puesto de trabajo también ha sido mencionada 
como Software Engineer, Application Integration Engineer, 
Programmer Analyst, Software Development Engineer, Computer 
Consultant, Software Architect, Software Developer, Technical 
Consultant, Applications Developer, Business Systems Analyst. 
o Para más información consultar 
http://www.onetonline.org/link/summary/15-1132.00 
• Computer Systems Analyst. Este puesto de trabajo tiene por objetivos 
analizar los problemas de procesamiento de datos científicos, ingenieriles, de 
negocio, entre otros para implementar y mejorar los sistemas informáticos. 
Además, analiza los requisitos de los usuarios, los procedimientos, y los 
problemas para automatizar y mejorar los sistemas actuales y revisa las 
capacidades de los sistemas informáticos, los flujos, y las limitaciones de 
horarios. Y puede analizar y recomendar soluciones comerciales existentes. 
o La definición de este puesto de trabajo también ha sido mencionada 
como Systems Analyst, Programmer Analyst, Business Systems 
Analyst, Computer Systems Analyst, Computer Systems Consultant, 
Computer Analyst, Information Systems Analyst (ISA), 
Applications Analyst, Business Analyst, Systems Engineer. 
o Para más información consultar 
http://www.onetonline.org/link/summary/15-1121.00 
• Computer and Information Systems Manager. Este puesto de trabajo 
tiene por objetivos planificar, dirigir, y coordinar las actividades y proyectos 
en campos tales como el procesamiento de información electrónica, los 
sistemas de la información, análisis de sistemas, y programación de 
software. 
o La definición de este puesto de trabajo también ha sido mencionada 
como Information Technology Manager (IT Manager), Information 
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Technology Director (IT Director), Information Systems Director 
(IS Director), Data Processing Manager, MIS Director 
(Management Information Systems Director), Information Systems 
Manager (IS Manager), Information Systems Supervisor (IS 
Supervisor), Computing Services Director, Director of Application 
Development, Technical Services Manager. 
o Para más información consultar: 
http://www.onetonline.org/link/summary/11-3021.00 
• Software Quality Assurance Engineers and Testers. Este puesto de 
trabajo tiene por objetivos desarrollar y ejecutar planes de prueba de 
software para identificar los problemas software y sus causas. 
o La definición de este puesto de trabajo también ha sido mencionada 
como Quality Assurance Analyst (QA Analyst), Quality Assurance 
Director (QA Director), Software Quality Assurance Engineer 
(SQA Engineer), Software Quality Engineer, Product Assurance 
Engineer, Software Test Engineer. 
o Para más información consultar 
http://www.onetonline.org/link/summary/15-1199.01 
Finalmente, y a diferencia de otros sectores, los puestos de trabajo en IS están muy 
influenciados por la forma en la que el trabajo se estructura. En la mayoría de las 
organizaciones IS, se ha implantado la organización del trabajo en equipos de trabajo 
(Carmel, 1999; Gorla & Lam, 2004; Sawyer, 2004), lo que está contrapuesto con la 
organización del trabajo en puestos aislados en los que la interacción con otro puesto 
es recibir una entrada para dar una salida. El trabajo en equipo requiere habilidades y 
competencias propias de dicha forma de trabajo por lo que su utilización requiere que 
las definiciones de los puestos de trabajo estén actualizadas de acuerdo con estas 
nuevas necesidades. Un ejemplo de esta forma de organización del trabajo son las 
metodologías de desarrollo ágiles (Cockburn & Highsmith, 2001), cuya utilización va 
en aumento (Dyba & Dingsoyr, 2009). Otra de las diferencias es la utilización de una 
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estructura organizacional distribuida a lo largo del planeta, denominada Global 
Software Development (GSD) (Herbsleb & Moitra, 2001; Hernández-López, Colomo-
Palacios, García-Crespo, & Soto-Acosta, 2010); esta estructura de trabajo tiene como 
objetivos desarrollar software de forma ininterrumpida y dar mantenimiento 
continuado. Desde el punto de vista del puesto, esta forma de organización requiere 
una serie de cambios en los puestos de trabajo: multiculturalidad (Linna, Karttunen, 
& Jaakkola, 2011), idiomas (Abufardeh & Magel, 2010), gestión de la confianza (Moe 
& Šmite, 2008)... Estos cambios hacen que los puestos de trabajo en IS, y en este caso 
concreto los relacionados con los proyectos de desarrollo de software, difieran entre 
cada organización y sea necesario disponer de una definición actualizada ellos, máxime 
cuando se quiere medir la productividad a nivel de puesto de trabajo. 
2.4.2. Puestos de trabajo según Métrica 3 
Dentro de la metodología Métrica 3, la cual ofrece a las organizaciones un 
instrumento útil para la sistematización de las actividades que dan soporte al ciclo de 
vida del software (2000), se definen los siguientes perfiles: Directivo, Jefe de Proyecto, 
Consultor, Analista, y Programador. Dentro de estos perfiles se encuentran varios 
participantes: 
• Directivo: Comité de Dirección, Comité de Seguimiento, Directores de 
Usuarios, y Usuarios Expertos. 
• Jefe de Proyecto: Jefe de Proyecto, Responsable de Implantación, 
Responsable de Mantenimiento, Responsable de Operación, Responsable de 
Sistemas, Responsable de Seguridad, y Responsable de Calidad. 
• Consultor: Consultor, Consultor Informático, Consultor de las Tecnologías 
de la Información, Consultor de Sistemas de Información, Especialista en 
Comunicaciones, Técnico de Sistemas, y Técnico de Comunicaciones. 
• Analista: Analista, Administrador de Base de Datos, Equipo de 
Arquitectura, Equipo de Formación, Equipo de Implantación, Equipo de 
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Operación, Equipo de Seguridad, Equipo de Soporte Técnico, Equipo de 
Proyecto, y Grupo de Aseguramiento de la Calidad. 
• Programador: Programador. 
Los participantes (o puestos de trabajo) más vinculados a los proyectos de 
desarrollo de software dentro de Métrica 3 son: 
• Jefe de Proyecto, cuya función la define como: "El Jefe de Proyecto 
realiza la estimación del esfuerzo necesario para llevar a cabo el proyecto, 
selecciona la estrategia de desarrollo, determina la estructura del mismo 
seleccionando los procesos principales de Métrica Versión 3 que lo 
integran, fija el calendario de hitos y entregas y establece la planificación 
del proyecto. Es el encargado de dirigir el proyecto, realizando las labores 
de seguimiento y control del mismo, revisión y evaluación de resultados y 
coordinación del equipo de proyecto. Se ocupa también de la gestión y 
resolución de incidencias que puedan surgir durante el desarrollo del 
proyecto así como de la actualización de la planificación inicial. Entre sus 
funciones se encuentran la elaboración de los informes de seguimiento y el 
archivo de la documentación de gestión del proyecto una vez que este ha 
finalizado." 
• Consultor, cuya función la define como: "[...] asesorar en las cuestiones 
sobre las que tienen un conocimiento especializado. Se diferencia así entre 
Consultor, que asesora en los aspectos relativos al negocio y Consultor 
Informático, con un nivel de especialización mayor en los aspectos 
relacionados con la informática, su aplicación e integración en la 
organización. En el ámbito de la Consultoría Informática se distingue entre 
Tecnologías de la Información y Sistemas de Información. El Consultor en 
Tecnologías de la Información aporta un mayor conocimiento de las 
últimas tecnologías, colabora en la evaluación de distintas alternativas 
tecnológicas y participa en la validación y selección de la solución más 
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adecuada para el sistema a desarrollar, mientras que el Consultor de 
Sistemas de Información ofrece una opinión experta, pericia o 
conocimientos relativos a los requisitos del negocio, técnicos y de usuario 
que han de tenerse en cuenta en el desarrollo de un sistema de 
información." 
• Analista, cuya responsabilidad la define como: "[...] elaborar un catálogo 
detallado de requisitos que permita describir con precisión el sistema de 
información, para lo cual mantendrán entrevistas y sesiones de trabajo con 
los responsables de la organización y usuarios, actuando de el interlocutor 
entre éstos y el equipo de proyecto en lo que a requerimientos se refiere. 
Estos requisitos permiten a los analistas elaborar los distintos modelos que 
sirven de base para el diseño, obteniendo los modelos de datos y de 
procesos en el caso del análisis estructurado y los modelos de clases e 
interacción de objetos en análisis orientado a objeto. Así mismo realizan la 
especificación de las interfaces entre el sistema y el usuario." 
• Programador, cuya función la define como: "[...] construir el código que 
dará lugar al producto resultante en base al diseño técnico realizado por el 
analista o analista programador, generando también el código asociado a 
los procedimientos de migración y carga inicial de datos. Igualmente se 
encarga de la realización de las pruebas unitarias y participa en las pruebas 
de conjunto de la aplicación." 
Estos puestos de trabajo pueden ser asimilados a otros puestos en O*Net, de forma 
que se tiene una definición de estos puestos de trabajo más completa que la que aporta 
Métrica 3: 
• Jefe de Proyecto - Computer and Information Systems Manager 
(11-3021.00) - "Plan, direct, or coordinate activities in such fields as 
electronic data processing, information systems, systems analysis, and 
computer programming." 
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• Consultor - Computer Systems Analyst (15-1121.00) - "Analyze 
science, engineering, business, and other data processing problems to 
implement and improve computer systems. Analyze user requirements, 
procedures, and problems to automate or improve existing systems and 
review computer system capabilities, workflow, and scheduling limitations. 
May analyze or recommend commercially available software.". 
• Analista - Software developers (15-1132.00) - "Develop, create, and 
modify general computer applications software or specialized utility 
programs. Analyze user needs and develop software solutions. Design 
software or customize software for client use with the aim of optimizing 
operational efficiency. May analyze and design databases within an 
application area, working individually or coordinating database development 
as part of a team. May supervise computer programmers." 
• Programador - Computer Programmer (15-1131.00) - "Create, 
modify, and test the code, forms, and script that allow computer 
applications to run. Work from specifications drawn up by software 
developers or other individuals. May assist software developers by analyzing 
user needs and designing software solutions. May develop and write 
computer programs to store, locate, and retrieve specific documents, data, 
and information." 
Cada uno de estos puestos tiene definidos una serie de elementos (tareas, 
tecnologías y herramientas, conocimiento, habilidades, capacidades, entorno de 
trabajo, actividades de de trabajo, formación necesaria, intereses, competencias, y 
valores) que ayudan a definir con mayor precisión estos puestos de trabajo de forma 
más precisa. Estos elementos pueden ser consultados para más información en la web 
de O*Net y pueden utilizarse los códigos indicados (código entre paréntesis en la lista 
anterior) o el nombre del puesto para acceder a dichos puestos utilizando el buscador 
que O*Net facilita: http://www.onetonline.org/find/ 
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2.5. Medición de la productividad a nivel de 
puesto de trabajo en proyectos de desarrollo 
de software 
La investigación sobre medición de la productividad en IS se ha centrado 
principalmente en niveles de medición superiores al del puesto de trabajo. Por 
ejemplo, es fácil encontrar estudios a nivel de sector e incluso nivel de país (Tsunoda, 
Monden, Yadohisa, Kikuchi, & Matsumoto, 2009), a nivel de la organización (Anda, 
Sjoberg, & Mockus, 2009) y a nivel de proyecto (Kitchenham & Mendes, 2004). Sin 
embargo, a niveles inferiores (equipo de trabajo y puesto de trabajo) no han tenido el 
mismo interés (Petersen, 2011), quizá por la dificultad de medir a dicho nivel 
(Ramirez & Nembhard, 2004). Hay que destacar que las medidas empleadas a nivel de 
puesto de trabajo son las mismas que las empleadas a niveles superiores de medición 
(Petersen, 2011). Esto representa un problema ya que los recursos empleados 
(entradas), los productos y/o servicios generados (salidas) y los factores que afectan a 
la productividad a este nivel no son los mismos que a niveles superiores, de modo que 
la eficacia de las medidas empleadas en este nivel está cuestionada (Briand, Morasca, 
& Basili, 2002). Además, a pesar de que ciertas medidas de productividad son 
imperfectas se continúan utilizando dada la facilidad de su uso (Kitchenham & 
Mendes, 2004), lo que añade mayor controversia a la utilización de las mismas 
medidas en distintos niveles de medición. 
La medición de la productividad a nivel de puesto de trabajo en IS tiene como 
origen los trabajos publicados a finales de los años 70 y comienzos de los 80 (Jones, 
1981; Thadhani, 1984; Walston & Felix, 1977). En sus comienzos, la medición de la 
productividad, al igual que otros tipos de medidas, se centraba en la actividad de 
programación (Chrysler, 1978). Por otro lado, en esos años, otros autores indicaban la 
importancia del factor humano en el desarrollo software (DeMarco & Lister, 1985, 
1987). En aquel contexto se crearon medidas de productividad basadas en la filosofía 
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ingenieril que utiliza la productividad como sinónimo de eficiencia de recursos. De este 
modo, se utilizaron medidas basadas en SLOC y posteriormente, PF tras su definición 
y creación (Albrecht & Gaffney, 1983), basadas en PF. Estas medidas no reflejan toda 
la actividad desarrollada por cada puesto de trabajo (Petersen, 2011), sino que son 
medidas de productividad que tienen por objetivo medir la eficiencia de la entrega del 
proyecto. 
Una vez han sido tratados los factores, y las entradas y salidas, es posible abordar 
las medidas de productividad a este nivel de medición. Teniendo en cuenta la 
problemática descrita en los apartados anteriores, tiene sentido plantearse si las 
medidas de productividad empleadas actualmente en IS eficaces para medir la 
productividad de cada uno de los puestos de trabajo. La respuesta será afirmativa si la 
medida mide lo que el puesto de trabajo debería aportar y lo que debería utilizar para 
realizar dicho aporte (Koch & McGrath, 1996). De este modo, las medidas clásicas 
(SLOC/t o PF/t) no parecen ser eficaces para todos los puestos de trabajo en IS. 
Puede que sean de gran utilidad en puestos de generación de código (programador) 
pero actualmente no todos los desarrollos emplean código nuevo (Mohagheghi & 
Conradi, 2007), sino que se reutiliza código y por lo tanto emplear medidas basadas en 
las SLOC producidas puede ser poco eficaces incluso para dichos puestos (Banker, 
Datar, & Kemerer, 1987). Por otro lado, y utilizando el mismo puesto de trabajo 
(programador), hay que tener en cuenta las tareas de mantenimiento de software en 
las que las líneas de código generadas no es tanto la finalidad del puesto sino la 
solución de errores o la inclusión de nueva funcionalidad (ISO, 2006). 
Considerando las observaciones anteriores, y volviendo al ejemplo del analista 
definido en Métrica 3, la medida de productividad a emplear para dicho puesto sería 
del tipo: 
 p1 = f(s1(catálogo de requisitos), e1(conocimiento), e2(usuarios), factores)  
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 p2 = f(s2(modelos), e3(catálogo de requisitos), e4(usuarios), e5(otros puestos), 
factores) 
 pp = g(p1, p2, factores) 
donde 
f es una medida que emplea las entradas y salidas para dar un resultado de 
productividad, 
px es una medida de productividad para una tarea del puesto de trabajo (px) 
que emplea como medidas de entradas (ex) y salidas (sx) y devuelve un 
resultado, 
g es una combinación de medidas de productividad para el puesto que 
devuelve un resultado de productividad influenciado por una serie de factores 
para el puesto de trabajo (pp), 
sx es una medida de una salida, 
ex es una medida de una entrada, 
factores son todos los factores que afectan a la productividad en el puesto. 
Pese a que la definición textual es sencilla, la dificultad radica en establecer 
unidades de medición para cada elemento medido y en definir una unidad de 
productividad que permita incluir las medidas de cada elemento en cada función de 
productividad. Por otro lado, los factores, incluida la calidad, deben ser evaluados 
para ver su importancia y signo en la función de productividad. 
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2.6. Revisión sistemática de la literatura 
De forma paralela a la construcción del estado de la cuestión mediante la vía 
convencional de revisión de literatura manual, existe otra forma de construirlo 
mediante la realización de una Revisión Sistemática de la Literatura (“Systematic 
Literature Review”, SLR), o también denominado de forma resumida Revisión 
Sistemática. Una SLR es un medio de identificación, evaluación e interpretación de 
toda la investigación disponible relevante para una pregunta de investigación concreta, 
un área temática, o fenómeno de interés. Este tipo de estudios ha sido ampliamente 
utilizado en otras áreas de conocimiento, por ejemplo medicina y las ciencias sociales 
ante la necesidad de disponer de visiones conjuntas sobre elementos concretos (Fink, 
2005; Petticrew & Roberts, 2005). Aunque en la actualidad existen diferentes 
referencias que explican el proceso de diseño y ejecución de una SLR, para la 
realización de la presente SLR se ha optado por emplear como elemento de referencia 
el manual desarrollado por Kitchenham (2007). Esta elección se debe a la vinculación 
de la autora con el área de IS, y por ser una persona referente en la utilización de este 
método dentro del área de investigación. 
Un primer paso para la realización de una SLR es analizar la literatura para 
localizar SLR previas con objetivos de conocimiento similares. Si se consiguen 
resultados positivos, se dispone entonces de estrategias de búsqueda para objetivos 
similares. Además, en caso de tener los mismos objetivos de investigación, se 
dispondría de una SLR previa que podría ser replicada ampliándola con las 
publicaciones relacionadas hasta la fecha. Este paso no ha dado resultados positivos 
por lo que no hay una estrategia de búsqueda previamente publicada para realizar una 
SLR entorno a la medición de la productividad en IS6. No obstante, han sido 
6 Posteriormente a la ejecución de la SLR se ha encontrado una revisión con objetivos más globales 
pero dentro del área de conocimiento (productividad dentro del área de desarrollo de software), publicada 
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encontradas dos SLR existentes relativas a la productividad en la IS, pero su objetivo 
es revisar los factores que afectan a la productividad (Paiva, et al., 2010; Wagner & 
Ruhe, 2008b). De forma más general tampoco se ha encontrado una SLR entorno a la 
medición de la productividad en trabajos con fuerte carga de conocimiento y humana, 
aunque existen otros proyectos exploratorios sin metodología, como por ejemplo una 
taxonomía de medición de productividad (Ramirez & Nembhard, 2004). Así pues, la 
estrategia de búsqueda ha tenido que ser diseñada desde cero para la presente 
investigación. 
Para llevar a cabo una SLR es necesario seguir una serie de actividades que 
pueden ser agrupadas en tres fases: planificación, ejecución y comunicación. El proceso 
de trabajo a llevar en una SLR se detalla en un protocolo; en este caso puede 
consultarse el protocolo de la SLR realizada en el Anexo A - Protocolo revisión 
sistemática. El protocolo, una vez creado, pasó un proceso de revisión llevado a cabo 
por D. David Aguado (tutor de trabajo fin de Máster en la UAM) y D. Ricardo 
Colomo de forma paralela e independiente. Una vez obtenido el feedback de cada uno 
de ellos, se realizó una versión final que fue revisada por D. David Aguado. No 
obstante, a continuación se presenta el proceso diseñado y que finalmente se ha 
ejecutado de forma resumida, y teniendo en cuenta las modificaciones realizadas, ya 
que el protocolo inicialmente diseñado evolucionó sobre la marcha debido a que los 
resultados no se ajustaban a las necesidades investigadoras. En primer lugar se 
explican las fuentes de información utilizadas sobre las que se ejecutará la cadena de 
búsqueda definida; en segundo lugar, se explica la cadena de búsqueda; en tercer 
lugar, se explica el proceso de búsqueda junto con los criterios de inclusión y exclusión 
para seleccionar artículos de interés en este proyecto; y en cuarto lugar, se explica el 
proceso de extracción de datos centrado en los objetivos del presente proyecto. 
en las mismas fechas en las que se ejecutó la búsqueda: Petersen, K. (2011). Measuring and predicting 
software productivity: A systematic map and review. Information and Software Technology, 53(4), 317-
343. 
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2.6.1. Preguntas de investigación 
Basándose en la literatura analizada previamente a la realización del protocolo, y 
teniendo en cuenta las hipótesis de investigación planteadas, se establecen las 
siguientes preguntas de investigación como objetivo de esta SLR: 
P. 1. ¿Cuáles son las entradas y salidas del proceso productivo interno de la 
ingeniería del software? 
P. 2. ¿Son distintas las entradas y salidas para los diversos puestos de trabajo 
dentro de la ingeniería del software? 
Si la respuesta es afirmativa, entonces se plantean las siguientes preguntas: 
P.2.1. ¿Cuáles son las entradas y salidas para el ingeniero de software? 
P.2.2. ¿Cuáles son las entradas y salidas para el programador? 
P.2.3. ¿Cuáles son las entradas y salidas para el analista? 
P.2.4. ¿Cuáles son las entradas y salidas para el jefe de proyecto? 
2.6.2. Fuentes de consulta 
Dada la diversidad de fuentes para consultar artículos en formato electrónico vía 
web mediante los acuerdos firmados por la UAM y de la UC3M con diversas revistas y 
editoriales, se establecen las siguientes fuentes de consulta: 
• IEEEXplore. 
• ScienceDirect. 
• ISI Web of Science (WoS). 
• Wiley Online. 
• ACM Digital Library. 
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• Taylor & Francis. 
• SpringerLink7. 
2.6.3. Cadena de búsqueda y delimitaciones 
temporales 
Una vez seleccionadas las fuentes de información, se define la cadena de búsqueda 
partiendo de la población de estudio, y de palabras clave y sinónimos. Por un lado, la 
población objeto de estudio son las entradas (p. ej. horas-hombre, conocimiento…) y 
salidas (p. ej. SLOC, PF, requisitos, diseños, documentación…) de los puestos de 
trabajo relativos al proceso productivo de la IS (p. ej. ingeniero software, 
programador, jefe de proyecto, analista, diseñador…). Con esta población la lista de 
palabras clave y sus sinónimos, junto con su traducción al inglés (idioma en el que se 
ejecutará la búsqueda), utilizada para generar la cadena de búsqueda, fue la siguiente: 
• Productividad: desempeño. 
o Productivity: performance. 
• Entrada: recurso. 
o Input: resource. 
• Salida: producto, servicio. 
o Output: product, service. 
• Personal: empleados. 
o Personnel: staff. 
• IS: desarrollo de software, mantenimiento de software. 
o Software engineering: software development, software maintenance. 
7 Tuvo que ser descartado dado que no es posible ejecutar una cadena de búsqueda de gran tamaño, 
debido a una limitación de caracteres. 
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El año de inicio será 1981 dado que a partir de ese año se empiezan a publicar las 
investigaciones más referenciados sobre mediciones de esfuerzos y tamaños en IS 
(Albrecht & Gaffney, 1983; Boehm, 1981b; DeMarco, 1986). Estas investigaciones 
crearon un marco de trabajo en los años posteriores para las investigaciones 
relacionadas, entre ellas, la productividad. 
Hay que destacar que los sinónimos de IS seleccionados son dos grandes áreas 
dentro de la ingeniería que representan gran parte de la actividad y son aquellas en las 
que los puestos de trabajo bajo estudio tienen influencia directa. Para generar la 
cadena de búsqueda se utiliza un lenguaje booleano con operadores AND y OR, y 
comillas para texto exacto. Este formato de cadena está reconocido por todas las 
fuentes de información utilizadas. Así pues, la cadena de búsqueda finalmente 
utilizada es la siguiente: 
("software engineering" OR "software development" OR "software 
maintenance") AND (productivity OR performance) AND (input OR 
resource OR output OR product OR service) AND (personnel OR staff) 
2.6.4. Proceso de recuperación, filtrado y revisión 
El procedimiento para recuperar, filtrar y revisar estudios es el siguiente: en primer 
lugar, se ejecuta la cadena de búsqueda en los distintos motores de búsqueda; en 
segundo lugar, para seleccionar un conjunto inicial de estudios, los resúmenes de todos 
los estudios recuperados son leídos y evaluados de acuerdo con los criterios de 
inclusión y exclusión (ver Anexo A - Protocolo revisión sistemática); en tercer lugar, 
para afinar el conjunto inicial de estudios, se recupera y lee cada artículo entero para 
verificar su inclusión o exclusión. El motivo de exclusión o inclusión en esta tercera 
etapa se documenta, mientras que para la etapa anterior no se realiza esta 
documentación; en cuarto lugar, una vez seleccionados estos estudios primarios, se 
analizan sus referencias para identificar posibles estudios que no hayan sido 
encontrados en la búsqueda y que deban ser analizados en esta revisión sistemática. 
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Este procedimiento (ver Ilustración 8) está basado en el utilizado en una revisión 
sistemática reciente (Afzal, Torkar, & Feldt, 2009). 
 
Ilustración 8. Proceso de filtrado; basado en (Afzal, et al., 2009) 
 Todo el proceso de búsqueda se documenta y los elementos se almacenan en un 
gestor de referencias. En dicho gestor, se crean grupos de elementos en función del 
resultado que se obtienen en cada filtro. Para los elementos que superan el primer 
filtro fueron se recupera el texto completo, que también se almacena en el gestor de 
referencias. Para los elementos finales, se rellena una ficha con los datos necesarios 
para su posterior análisis, tal y como se explica a en el Anexo A - Protocolo revisión 
sistemática. 
2.6.5. Ejecución 
Los estudios incluidos y excluidos se presentan por fases siguiendo el proceso de 
búsqueda descrito anteriormente. Dada la longitud de algunas de las listas de 
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referencias, estas se han añadido en el Anexo B - Listas de resultados de la revisión 
sistemática. 
2.6.5.1. Estudios incluidos y excluidos - Fase 1 
La primera fase del proceso de búsqueda fue ejecutada el 16/05/2011, y los 
resultados fueron los siguientes: 
Fuente N 
IEEExplore 110 
ACM Digital Library 58 
ScienceDirect 11 
SrpingerLink 0 
Willey Online 389 
ISI WoK 13 
Taylor & Francis 0 
Total 187 
Total (Sin repetidas) 177 
Tabla 5. Resultados Fase 1 – Sin filtrar (16/05/2011) 
De los 187 resultados obtenidos, 10 eran elementos duplicados; en concreto, estos 
elementos duplicados fueron resultados de ISI WoK. De estos 177 resultados, 22 
fueron descartados por ser resultados incompletos o no relacionados con la IS. De los 
155 restantes, 98 fueron excluidos tras la lectura del título y el resumen; así pues, 120 
resultados fueron excluidos en el primer filtro, por lo que quedaron 51 resultados para 
8 Otros 5 resultados eran enlaces a issues directamente, por lo que no han sido incluidos como resultados 
de la búsqueda. 
9 La cadena de búsqueda ha sido ejecutada de la siguiente manera ya que el buscador no permitía 
ejecutarla de forma análoga al resto de buscadores: TITLE =("software engineering" OR "software 
development" OR "software maintenance") AND (productivity OR performance) AND (input OR 
resource OR output OR product OR service) AND (personnel OR staff) OR ABSTRACT=("software 
engineering" OR "software development" OR "software maintenance") AND (productivity OR 
performance) AND (input OR resource OR output OR product OR service) AND (personnel OR staff). 
Por lo que puede que los resultados se hayan visto afectados. 
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filtrar con la lectura de texto completo utilizando los criterios de inclusión y exclusión. 
De los 51 resultados útiles para el siguiente filtro, 27 son artículos de revistas y 24 de 
conferencias. La lista con los resultados sin repetir y con los subgrupos de incluidos y 
excluidos en este filtro puede ser consultada en el Anexo B - Listas de resultados de la 
revisión sistemática, en el apartado Fase 1. Lista Inicial. 
Segundo filtro (inclusión/exclusión por lectura de texto completo) 
En este segundo filtro, si el resultado no cumplió los criterios de exclusión fue 





Tabla 6. Resultados Fase 1 – Primer Filtro (16/05/2011) 
La lista con el resultado del filtro para cada uno de los elementos puede ser 
consultada en el Anexo B - Listas de resultados de la revisión sistemática, en el 
apartado Fase 1. Resultados tras lectura de texto completo. Una vez terminada la 
primera fase, los resultados obtenidos son tres; entre estos resultados hay un artículo 
de revista y dos artículos de conferencias. Tras esta primera fase, se ejecutó la Fase 2 
que consiste en revisar las listas de referencias de estos resultados para obtener 
publicaciones relacionadas. 
2.6.5.2. Estudios incluidos y excluidos - Fase 2 
De los resultados finales de la Fase 1 se obtuvieron las listas de referencias y se 
aplicaron sobre ellas los mismos filtros aplicados anteriormente. Se obtuvieron un total 
de 9 referencias iniciales por la lectura del título y abstract. De estas referencias 3 
fueron finalmente seleccionadas aplicando los criterios de inclusión y exclusión. Esta 
nueva lista con resultados para cada uno de los elementos puede ser consultada en el 
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Anexo B - Listas de resultados de la revisión sistemática, en el apartado Fase 2. 
Resultados tras lectura de texto completo. 
Así pues, con estos resultados se han obtenido un total de 6 referencias tal y como 
se muestra en la siguiente tabla: 
Resultado Fase 1 3 
Resultado Fase 2 3 
Total 6 
Tabla 7. Resultados tras ejecutar la Fase 2 
2.6.6. Resultados 
En total se han obtenido seis resultados tras la ejecución de ambas fases de la 
revisión sistemática; de estos resultados, cuatro son artículos de conferencias y dos de 
revistas. De forma resumida los resultados se resumen en la Tabla 8. 
Categoría Ítems N 
Entradas utilizadas 
Unidad de tiempo 5 
Tareas asignadas 1 
Salidas utilizadas 
SLOC 3 
Tareas completadas 3 
Valoración (dificultad y esfuerzo) 1 
Formula de productividad 
SLOC/tiempo 3 
Tareas/tiempo 3 




Tabla 8. Resultados cuantitativos 
Por otro lado, llegado este punto es posible dar respuesta a las preguntas de 
investigación planteadas: 
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P.1. ¿Cuáles son las entradas y salidas del proceso productivo interno de 
la ingeniería del software? 
Por un lado, las entradas utilizadas son unidades de tiempo, principalmente horas 
y jornadas de trabajo, y tareas asignadas al trabajador. Por otro lado, las salidas son 
líneas de código y tareas completadas. 
P.2. ¿Son distintas las entradas y salidas para los diversos puestos de 
trabajo dentro de la ingeniería del software? 
No es posible contestar a esta pregunta con certeza ya que en todos los resultados 
primarios obtenidos se mide la productividad sin definir el puesto de trabajo para el 
cual han sido planteadas dichas medidas. Por ello, las preguntas que estaban 
supeditadas (cuáles son las entradas y salidas para cada puesto de trabajo), a una 
respuesta afirmativa a esta pregunta, no tienen respuesta. 
2.6.7. Hallazgos 
A continuación se presentan los hallazgos destacados a partir de los resultados de 
la SLR. De forma resumida se puede decir que los resultados indican una dualidad en 
las salidas a medir y la fórmula de productividad a emplear. Sin embargo, las entradas 
utilizadas son las mismas en casi todos los resultados: se emplea la unidad de tiempo 
en cinco de los seis resultados; y las fuentes de datos empleadas no son del todo 
similares. 
Con respecto a las entradas, existe una clara tendencia a emplear unidades de 
tiempo como medida (horas, días, semanas…), aunque uno de los resultados emplea las 
tareas asignadas como medida de entrada (Kieburtz et al., 1996). El resultado que 
utiliza las tareas asignadas utiliza tareas iguales para todos los participantes en el 
estudio, es decir, todos los participantes realizan las mismas tareas. Esta peculiaridad 
es prácticamente imposible de extrapolar al entorno real de trabajo de la IS, debido a 
que cada tarea es única y se realiza, salvo re-trabajos, una única vez. No obstante, hay 
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que tener en cuenta que esta entrada es de distinta tipología a la unidad de tiempo; 
una tarea es más compleja de medir y seguramente tenga, entre otras características, 
un tiempo de realización, un esfuerzo, una valoración de la dificultad y un riesgo 
asociados a ella. Así pues, esta entrada constituye un posible enriquecimiento en la 
medición de entradas utilizadas pese a que el estudio no puede ser llevado a un 
entorno real. 
Los resultados referentes a la otra parte de la medición de la productividad, las 
salidas, están divididos en dos medidas con el mismo número de resultados (tres): 
SLOC y tareas completadas, que se complementan con la valoración de la tarea en 
estudio de Kieburtz et al. (1996); en la valoración se incluye la dificultad y el esfuerzo 
empleado. Este hallazgo es interesante dado que lleva a la utilización de medidas de 
productividad que no utilizan, al menos en su totalidad, medidas de tamaño (líneas de 
código, funcionalidad…) como salida sino que la realización de las tareas en sí mismas 
es la salida que cada trabajador realiza. Por otro lado, la utilización de una medida de 
tamaño como son las SLOC no resulta sorprendente ya que es una de las unidades de 
salida ampliamente utilizadas en distintos niveles de medición de productividad e 
incluso para medidas relacionadas con la estimación. La popularidad de esta medida 
radica en su fácil medición, ya que es casi automática, aunque establecer una medida 
común basada en SLOC es complicado. Sin embargo, según DeMarco (1986), el 
problema de utilizar las líneas de código como salida no es tanto la carencia de una 
medida común sino su tardía aplicabilidad. Además, diversas tareas dentro de la 
realización de proyectos de desarrollo de software, por ejemplo la especificación de 
requisitos o el diseño, son difícilmente convertibles en SLOC u otra medida de 
tamaño. 
Una vez presentados los resultados para las entradas y salidas, los resultados para 
la fórmula empleada para medir la productividad sólo pueden ser combinaciones entre 
ellas. De este modo, los resultados se dividen en dos grupos idénticos que los de las 
salidas: SLOC/Tiempo y Tareas/Tiempo. Hay que destacar, que aunque un resultado 
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definía como entrada las tareas asignadas, a la hora de medir la productividad 
empleaba la unidad de tiempo como medida. Por lo que podría decirse que todas las 
entradas detectadas son medidas de tiempo en realidad. Es importante destacar que 
todas las medidas de productividad encontradas se basan en la visión de la eficiencia 
del trabajador durante el tiempo contratado lo que limita la visión de la medición de 
la productividad a la eficiencia (Koss & Lewis, 1993). Además, estas medidas no 
permiten, al menos en la forma en la que se plantean, personalizar las medidas a las 
necesidades organizacionales y culturales de cada organización y entorno de trabajo. 
Además, estas medidas son medidas de productividad parciales ya que no tienen en 
cuenta todas las entradas ni todas las salidas (Craig & Harris, 1973; Dale & van der 
Zee, 1992). De este modo, ninguno de los resultados primarios cubre la necesidad de 
disponer de medidas totales de productividad por puesto de trabajo que sean 
adaptables a cada cultura, organización, y puesto de trabajo. 
Hay que destacar que no existe una diferenciación clara por puesto de trabajo en 
ninguno de los estudios obtenidos. Considerando las salidas empleadas en dichos 
estudios (SLOC y tareas completadas) la aplicabilidad de las medidas se centra en dos 
tipos de puestos de trabajo. Por un lado, las medidas basadas en SLOC, tanto para las 
salidas como para la productividad, pueden ser aplicadas exclusivamente a puestos en 
los que el trabajador produzca de forma directa dicha salida, principalmente este 
puesto es el de programador y de forma más general ingeniero de software. Por otro 
lado, las medidas basadas en tareas completadas son más generales y pueden ser 
aplicadas a infinidad de puestos en los que exista una estructuración del trabajo en 
tareas claramente identificables y medibles. 
Pese a que en la segunda fase se descartaron tres resultados durante su lectura de 
texto completo, es importante resaltar algunas observaciones sobre ellos. Estos 
resultados son libros de referencia en el área de IS y por lo tanto son muy utilizados 
como fuente de conocimiento y formación (Brooks Jr., 1985; DeMarco, 1986; 
Sommerville, 2010). Estos libros incluyen referencias a la productividad tanto para su 
medición como en lo referente a los factores que la afectan. Por ejemplo, Sommerville 
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(2010) da la siguiente definición de productividad: “Software productivity is an 
estimate of the average amount of development work that software engineers complete 
in a week or a month. It is expressed as lines of code/month, function points/month, 
etc.”. Ésta definición está en línea con los resultados de la revisión sistemática 
realizada ya que utiliza una medida del producto como salida, una medida de tiempo 
como entrada y un ratio como fórmula de cálculo. Además, Sommerville (2010) 
comenta la dificultad para medir la productividad ya que las salidas y entradas no son 
del todo tangibles, a lo que añade la influencia de la calidad en el proceso productivo 
con la dificultad inherente de medir su influencia en la productividad. Por otro lado, 
DeMarco (1986) indica que las diferencias en productividad entre los trabajadores 
pueden ser enormes, tal y como apuntan los estudios previos realizados por otros 
investigadores (Boehm, 1981a; Myers, 1975; Sackman, Erikson, & Grant, 1968), 
diferencia que puede verse incrementada si el tamaño del equipo de trabajo aumenta. 
Además, DeMarco (1986) plantea que el tiempo y las personas, como entradas al 
proceso productivo, no son intercambiables en los modelos de productividad aunque 
existe cierto grado de intercambio entre estas dos entradas. Y añade una regla de 
mejora de productividad en el desarrollo de software con base en los resultados de 
estudios previos: “Excluir del equipo a alguien con muy bajo rendimiento puede ser a 
menudo más productivo que añadir a alguien con buen rendimiento”10. 
Finalmente hay que destacar que la tipología de las fuentes de datos empleadas en 
cada uno de los estudios primarios está en línea con la tendencia en la 
experimentación con participantes universitarios pese a que el objeto de investigación 
sean los trabajadores del sector (Kitchenham et al., 2002). De forma adicional, 
destacar que un resultado emplea una fuente de datos de tipo simulador ya que se 
trata de un artículo sin participantes reales y roza lo teórico. 
10 Traducción del texto: “Taking a poor performer off your team can often be more productive than 
adding a good one.” 
88 
                                         
CAPÍTULO 2. REVISIÓN DEL ESTADO DE LA CUESTIÓN  
2.6.8. Breve discusión de la revisión sistemática 
Los resultados de la revisión sistemática indican que existe cierta unanimidad con 
respecto a las entradas utilizadas en la medición de la productividad. Ésta unanimidad 
es un reflejo de las entradas utilizadas a niveles superiores de medición, por ejemplo a 
nivel de organización, en los que la entrada utilizada es (casi) siempre una unidad de 
tiempo o esfuerzo (ver p.ej., Anselmo & Ledgard, 2003; Kitchenham & Mendes, 2004). 
El empleo de esta entrada en solitario a niveles inferiores, en los que el grado de 
detalle puede ser mayor, encajaría perfectamente en mediciones de productividad de 
trabajos mecanizados en los que cada tarea y operación tienen un tiempo definido y 
por lo tanto se planifica y mide basándose en dichos tiempos (productividad de 
trabajadores de cuello azul – blue-collar productivity). Sin embargo, en la IS los 
trabajadores son del tipo tradicionalmente denominado de cuello blanco (white-collar), 
los cuales emplean otros recursos que no son exclusivamente la puesta en disposición 
de las horas marcadas en el contrato de trabajo (Ramirez & Nembhard, 2004). Un 
ejemplo de entrada que utilizan estos trabajadores es el conocimiento, así como otros 
recursos intangibles, de ahí el nombre que Drucker (1959) creó: trabajadores del 
conocimiento (knowledge workers). No obstante, el tiempo es un recursos que se utiliza 
una única vez y si no se utiliza se consume igualmente, de ahí la gran importancia del 
tiempo para este tipo de trabajadores. Además, cuando se trabaja con unidades de 
tiempo puede ser necesario distinguir entre horas contratadas al trabajador y las horas 
que realmente se trabajan en producir las salidas. Dada la naturaleza de la IS y de 
otros trabajos de fuerte carga intelectual, muchos de los trabajadores realizan horas 
fuera de su horario para terminar las tareas asignadas ya que en cualquier momento 
pueden tener una idea que solucione un problema (Koss & Lewis, 1993). Así pues, las 
entradas utilizadas en los resultados primarios no tienen en cuenta las características 
propias de los trabajadores de la IS pero si tienen en cuenta la importancia del tiempo. 
Las salidas por el contrario están dividas en dos grupos totalmente diferenciados. 
Por un lado, la utilización de las SLOC da lugar a medidas de productividad 
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centradas en la liberación de código fuente; las cuales pueden ser de gran interés en 
determinados entornos como por ejemplo en factorías de software en las que el core 
business sea la programación a partir de los diseños y requisitos facilitados. El 
problema de la utilización de esta salida es que no representa todas las tareas 
realizadas en IS y por lo tanto no es válida para todos los puestos de trabajo de dicha 
actividad. Por otro lado, la utilización del cumplimiento o finalización de tareas como 
medida de salida abre una vía paralela de medición de la productividad ya que es 
universal en cuando a su uso – cualquier puesto de trabajo, generalmente en su 
descripción de puesto de trabajo, tiene definidas las tareas que desempeña. No 
obstante, el uso de esta salida conlleva la dificultad de valorar las tareas por unas 
determinadas medidas de valoración que pueden ser muy dispares en función de las 
mismas, por ejemplo la dificultad, el grado de habilidades y competencias necesarias, 
los recursos disponibles y utilizados… Así pues, estas salidas no dan una solución 
universal y por lo tanto es necesario seguir explorando alternativas que, si bien 
probablemente no lleguen a mejorar sustancialmente las medidas disponibles, al menos 
complementen las medidas actuales. 
De este modo los resultados obtenidos reflejan que dentro de la IS, a nivel de 
puesto de trabajo, existen pocas investigaciones que traten la productividad. Además, 
estas investigaciones utilizan las mismas medidas utilizadas a niveles superiores de 
medición: SLOC/Tiempo. Estas medidas, incluso a nivel superior, no llegan a medir la 
productividad de una forma precisa y dejan sin medir gran parte de ella por lo que a 
niveles inferiores, en los que la granularidad es mayor, pierden aun más precisión e 
incluso su sentido (Fenton & Neil, 1999). De forma adicional, la utilización de 
unidades de tiempo como única entrada usada en la medición de la productividad a 
nivel de puesto de trabajo tiene dos lecturas: (1) el tiempo es el único recurso que es 
realmente gastado en la realización de tareas de conocimiento, y (2) es la única 
entrada tangible, precisa y universal disponible para ser empleada como medida de 
entrada de productividad, mientras que el resto de entradas son intangibles, 
imprecisas y/o no universales. Con respecto a la primera lectura, y suponiendo que el 
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tiempo es el único recurso gastado sería necesario disponer de tiempos estándar de 
producción para cada tarea y operación lo que es realmente difícil para casi todas las 
tareas de la IS. Esta dificultad no sucede cuando se mide la productividad de un 
trabajador dentro de la industria de fabricación ya que cada operación tiene un tiempo 
determinado para llevarse a cabo (Drucker, 1999). Con respecto a la segunda, la 
disponibilidad de esta medida no tiene porque ser exclusiva, es decir, puede 
combinarse con otras unidades de medida para generar medidas de productividad 
alternativas. Así pues, desde el punto de vista del autor de la investigación, es 
necesario seguir investigando nuevas medidas de productividad para la IS a nivel de 
puesto de trabajo. 
Los resultados obtenidos son escasos en cuanto al volumen de estudios 
encontrados, lo que representa una debilidad de cara a las conclusiones y 
observaciones que puedan obtenerse del análisis de los mismos. Esta escasez de 
resultados puede ser vista desde los siguientes puntos de vista: 
• Fallo en el protocolo. Es posible que los términos de búsqueda empleados no 
sean lo suficientemente correctos para obtener un número mayor de resultados 
finales tras la ejecución de la revisión. Sin embargo, desde el punto de vista del 
autor de la tesis, el siguiente punto de vista parece ser más real teniendo en 
cuenta la revisión de la literatura convencional realizada previamente. 
• Poca literatura referente a este objetivo de investigación. La escasez de 
resultados puede deberse a este punto de vista ya que generalmente la 
productividad se mide a niveles superiores: equipo, proyecto, organización… y 
no es frecuente medir la productividad a nivel de trabajador, al menos no 
dentro de IS. 
2.6.9. Conclusiones 
Como primera conclusión tras realizar esta SLR, cabe destacar que se ha generado 
un protocolo para la búsqueda de información sobre medición de la productividad a 
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nivel de puesto de trabajo dentro de la IS que puede ser utilizado en futuras revisiones 
sistemáticas. Además, puede ser mejorado y modificado para adaptarse a necesidades 
específicas dentro de esta área de investigación. Por otro lado, y con respecto a la 
ejecución, los estudios primarios obtenidos son escasos, pero su análisis aporta 
información útil para tener una visión global del estado de la cuestión que 
complementa la visión obtenida con la revisión clásica realizada. No obstante, sería 
interesante realizar una revisión sistemática que amplíe la población objetivo no 
limitando el área a la IS; por ejemplo una revisión sistemática a nivel de trabajadores 
del conocimiento o del sector servicios. 
De la escasez de resultados en la SLR es posible obtener dos conclusiones 
específicas. Por un lado, habilita la posibilidad de realizar estudios en el área ya que 
no existe una saturación de la misma. Además, la baja diversidad de los elementos 
utilizados en los resultados apoya esta conclusión ya que no se plantean ni prueban 
alternativas. Quizá el principal obstáculo para el aumento de la actividad 
investigadora en esta área sea la dificultad para medir la productividad a este nivel, 
pero esto no ha de ser visto como un obstáculo sino como un reto. Por otro lado, el 
área podría considerarse de interés, máxime en la situación actual en la que la mayoría 
de los países están en una situación de turbulencias económicas y sociales. En esta 
situación, e incluso en épocas de bonanza económica y social, la medición de la 
productividad (con el objetivo de su mejora) generalmente está bien vista. Aunque, 
como comenta DeMarco (1986), medirla de forma individualizada no está bien visto 
por la mayoría de las personas, y esto crea una apariencia de fascismo corporativo, lo 
que provoca que no se mida de forma individualizada por miedo a que los trabajadores 
se sientan insultados y se marchen. Aunque según sus conclusiones, es necesario 
disponer de esta información para asignar correctamente tareas a los trabajadores en 
función de sus características, desempeño y productividad. 
En segundo lugar, los resultados obtenidos no arrojan nuevas líneas de 
investigación ya que utilizan las mismas entradas y salidas, y por lo tanto las mismas 
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medidas de productividad que se emplean a niveles superiores de medición (proyecto, 
departamento, organización…). Como entradas, la utilización de medidas de tiempo es 
la principal elegida en las investigaciones de productividad a nivel de puesto de 
trabajo. Como salidas, las SLOC y la realización de tarea. De este modo, las medidas 
de productividad a nivel de puesto de trabajo en IS tienen dos variantes: por un lado 
las centradas en medir la productividad de una unidad del producto (SLOC/t) y por 
otro lado las centradas en unidades de planificación del proyecto (Tareas 
Completadas/t). Las medidas centradas en la productividad de unidades del producto, 
que principalmente tienen el objetivo de medir la eficiencia de poner en explotación un 
producto, son las que se emplean principalmente a niveles superiores en IS. De forma 
alternativa a las líneas de código en dichos niveles se emplean medidas tales como 
Puntos Función que miden la funcionalidad que el producto software ofrece. Por otro 
lado, las medidas centradas en unidades de planificación del proyecto se emplean con 
menor frecuencia en niveles superiores de medición de la productividad. 
En tercer lugar, es alarmante la ausencia de factores relacionados con la calidad 
en la medición de la productividad. Con respecto a este elemento, Drucker (1999) 
indica que la calidad es un factor clave para determinar la productividad de un 
trabajador del conocimiento, ya que la productividad de estos trabajadores es una 
cuestión de calidad, y no sólo de cantidad. Además, es necesaria la inclusión de otras 
dimensiones principalmente la satisfacción del cliente, la responsabilidad e importancia 
del trabajo, la percepción de la productividad por parte de los trabajadores y el 
absentismo (Ramirez & Nembhard, 2004). Paralelamente a estas otras dimensiones, 
algunas específicas a la IS podrían ser consideradas. Por ejemplo la reutilización del 
código fuente y otros productos del proceso productivo, el efecto del entorno de 
trabajo, las capacidades y experiencias del trabajador, la cultura organizacional o las 
características del proyecto. La inclusión de estas dimensiones aportaría nuevas 
medidas de productividad más acordes con la casuística de los puestos de trabajo bajo 
estudio. 
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Finalmente, señalar que los resultados de esta SLR han sido publicados 
recientemente, tal y como se puede comprobar en el anexo correspondiente a las 
contribuciones realizadas a la literatura. 
2.7. Resumen del estado de la cuestión 
La productividad en IS ha sido ampliamente estudiada a nivel de proyecto y 
organización (Petersen, 2011), pero existe escasa investigación a nivel de puesto de 
trabajo más utilizadas (Hernández-López, et al., 2013). En concreto, las medidas de 
productividad empleadas se centran en la relación entre una salida y una entrada, 
utilizando ratios y/o regresiones lineales, en línea con la definición aportada por la 
norma IEEE 1045-1992. Esta norma define la productividad como la relación de una 
primitiva de salida (p. ej., líneas de código, puntos función o documentos) y su 
correspondiente primitiva de entrada (p. ej., esfuerzo, tiempo) para desarrollar 
software. En algunos casos se utilizan varias entradas pero la metodología empleada 
suele ser la misma: ratios o regresiones fijando una sola salida (ver p. ej.: Kitchenham 
& Mendes, 2004). 
En la SLR realizada se ha obtenido una visión sobre las entradas y salidas 
utilizadas en las medición de la productividad a nivel de puesto de trabajo 
(Hernández-López, et al., 2013). Los resultados de esta revisión indican que hay cierta 
unanimidad con respecto a las entradas utilizadas en la medición de la productividad 
a dicho nivel. Esta circunstancia puede deberse a que las entradas normalmente 
utilizadas en niveles superiores de medición se centran en el tiempo y/o el esfuerzo 
(e.g., Anselmo & Ledgard, 2003; Kitchenham & Mendes, 2004). El uso de estas 
entradas como las únicas entradas a niveles inferiores encaja perfectamente en los 
sectores manufactureros, pero los proyectos de desarrollo de software engloban 
actividades con fuerte carga de capital humano en detrimento de la mano de obra 
centrada en la fuerza física. En los sectores manufactureros, cada tarea tiene un 
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tiempo definido para cada operación y de este modo la planificación y medición está 
basada en esas medidas. Sin embargo en IS no se dispone de esa facilidad. 
Los trabajadores de IS pueden ser considerados trabajadores del conocimiento o 
trabajadores de cuello blanco (Drucker, 1999; Ramirez & Nembhard, 2004). Ejemplos 
de entradas utilizadas por estos trabajadores son el conocimiento, la experiencia, la 
colaboración con otros trabajadores, la motivación... En cualquier caso, el tiempo es 
un recurso que se consume igualmente tanto si se usa como sino. Además, dada la 
naturaleza de los trabajadores de IS, los trabajadores desempeñan horas extras fuera 
del trabajo y dada la tipología de las tareas desempeñadas suelen tener ideas pasa 
solucionar problemas en cualquier momento, no siempre dentro del horario de trabajo 
(Koss & Lewis, 1993). Así pues, el tiempo y el esfuerzo, por si mismos son unas 
entradas que no refleja las características de los puestos de trabajo dentro de los 
proyectos de desarrollo de software pero son necesarias para medir la productividad de 
estos profesionales. 
Con respecto a las salidas, los resultados de la SLR indican que se usan dos grupos 
totalmente diferentes (Hernández-López, et al., 2013). Un grupo está centrado en el 
uso de SLOC como medida de la salida. Esta aproximación puede ser de gran interés 
en ciertos entornos como por ejemplo en las factorías de software en los cuales el core 
business es la codificación de los diseños y requisitos facilitados por el cliente. El otro 
grupo está centrado en la terminación de tareas. Este grupo plantea una manera 
paralela de medir la productividad y encaja en el punto de vista ingenieril de la 
productividad (Ghobadian & Husband, 1990). Las medidas dentro de este grupo son 
de carácter general dado que su utilización es universal - cualquier trabajo, 
habitualmente en su descripción del puesto, se compone de una serie de tareas que han 
de ser desempeñadas. Sin embargo, este grupo genera varias dificultades, entre ellas la 
dificultad de la valoración de las tareas por una medida particular que pueda variar en 
función de las características de cada puesto de trabajo y cada tarea. 
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Respecto a los puestos de trabajo en IS se puede decir que están más o menos 
reconocidos universalmente, aunque su definición varía en cada organización, se 
encuentran en constante actualización (Garcia-Crespo, et al., 2008) y su definición es 
algo difusa (Litecky, et al., 2010; Yilmaz, et al., 2012). En estos puestos, la utilización 
de capital humano, intelectual y relacional para desempeñar las tareas y cumplir los 
objetivos es imprescindible (Colomo-Palacios, Tovar-Caro, et al., 2010; Litecky, et al., 
2010). Estas características los diferencian considerablemente de los puestos de 
trabajos de otras industrias en los que la presencia de la mano de obra desde un punto 
de vista físico, en lugar de intelectual, es el principal recurso necesario (Rus & 
Lindvall, 2002). Así pues, las medidas de productividad a nivel de puesto deberían 
tener en cuenta estas características y estar ajustadas a la dimensiones vinculadas con 
la productividad en ellos (Ramirez & Nembhard, 2004). 
Es posible afirmar que la medición de la productividad de la productividad en IS 
continua siendo un reto, tal y como Drucker indicó de forma genérica para los 
trabajadores del conocimiento (1999). Medir la productividad de estos trabajadores 
representa una tarea compleja, dado que su casuística dista mucho de los puestos de 
trabajo que requieren casi en exclusiva capacidades físicas. En la actualidad existen 
varias propuestas para medir la productividad, pero ninguna cubre todas las 
dimensiones que definen la productividad de estos trabajadores (Ramirez & 
Nembhard, 2004). No obstante, existen ciertos métodos como las variantes de Data 
Envelopment Analysis (DEA) que cubren varias dimensiones de la productividad, y 
que pueden ser aplicados a entornos en los que se utilizan múltiples entradas y se 
producen múltiples salidas (Asmild, et al., 2006; Cook & Seiford, 2009; Liping, et al., 
2005; Petersen, 2011; Ruan, et al., 2007; Yang & Paradi, 2004; Yang & Paradi, 2009). 
Así pues, teniendo en cuenta el estado de la cuestión, el estudio de nuevas medidas 
de productividad para los puestos de trabajo relacionados con los proyectos de 
desarrollo software está justificado (Petersen, 2011). Además, para llevar a cabo este 
estudio es necesario conocer la definición de productividad en dicho nivel de medición, 
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conocer si existen otras entradas entre los recursos utilizados y otras salidas 
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3 Enfoque del problema 
3.1. Introducción 
A partir del estudio del estado de la cuestión se constata que las medidas de 
productividad en IS a nivel de puesto de trabajo, en general, se centran en el empleo 
del tiempo y esfuerzo como unidades de medición de los recursos empleados (entradas) 
y en el tamaño del producto desarrollado (salidas) mediante una relación de ratio. 
Además, en los resultados de la SLR se ha encontrado un estudio que plantea la 
posibilidad de medir la productividad basándose en las tareas realizadas (Hernández-
López, et al., 2013). Estos resultados no son concluyentes por lo que es necesario 
continuar investigando sobre la medición de la productividad a nivel de puesto de 
trabajo. Además, para contrastar las hipótesis planteadas es necesario disponer de 
información que emane de los propios trabajadores cuya productividad será medida 
con las futuras medidas de productividad. 
Una forma de resolver este doble problema, por un lado, la obtención de 
información y, por otro lado, el contraste te hipótesis, es mediante la utilización de 
metodologías cualitativas cuyo carácter exploratorio permite obtener conocimiento 
desde los objetos de investigación (en este caso trabajadores de IS), construir teorías a 
partir de conocimiento, y contrastar las hipótesis planteadas. Además, como 
complemento a la metodología cualitativa, y para asegurar el contraste de las hipótesis 
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mediante métodos estadísticos, se plantea la utilización de una metodología 
cuantitativa. 
Las hipótesis que se contrastarán en este enfoque del problema son las siguientes: 
• Hipótesis 1. En los puestos de trabajo involucrados en la ejecución de 
proyectos de desarrollo de software se emplean otras entradas, además del 
tiempo y el esfuerzo. 
• Hipótesis 2. Las entradas utilizadas son distintas para cada puesto de trabajo 
involucrado en la ejecución de proyectos de desarrollo de software. 
• Hipótesis 3. En los puestos de trabajo involucrados en la ejecución de 
proyectos de desarrollo de software se producen otras salidas, además de líneas 
de código y la funcionalidad. 
• Hipótesis 4. Las salidas producidas son distintas para cada puesto de trabajo 
involucrado en la ejecución de proyectos de desarrollo de software. 
• Hipótesis 5. Las actuales medidas de productividad a nivel de puesto de 
trabajo en los proyectos de desarrollo de software tienen una eficacia limitada 
para medir la productividad real de los trabajadores. 
3.2. Justificación y método 
Con el objetivo de contrastar las hipótesis planteadas, y teniendo en cuenta el 
estudio del estado de la cuestión realizado, se ha diseñado un método dividido en dos 
fases: una primera fase cualitativa y una segunda cuantitativa para: (1) contrastar las 
hipótesis y (2) obtener información suficiente para poder construir nuevas medidas de 
productividad a nivel de puesto de trabajo en proyectos de desarrollo de software. Se 
ha optado por este tipo de diseño ya que la información disponible en la literatura 
sobre los conceptos bajo investigación no es amplia (Hernández-López, et al., 2013), lo 
que hace necesario extraer información desde los puestos de trabajo. 
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El método diseñado para conseguir estos objetivos se ilustra en la Ilustración 9. El 
objetivo de la fase cualitativa es conocer la realidad desde el punto de vista de los 
propios trabajadores y obtener información para contrastar con información 
cualitativa las hipótesis de investigación H1, H2, H3 y H4. Y, el objetivo de la fase 
cuantitativa es contrastar estadísticamente las hipótesis H1, H2, H3 y H4. Así, en los 
apartados 3.3 Fase cualitativa3.3 Fase cualitativa y 3.4 Fase cuantitativa0 se 
presentan las dos fases, junto con los resultados obtenidos y una breve discusión de los 
mismos para cada ellas. Finalmente se describe la situación de la tesis tras la 
realización de ambas fases de estudios en el apartado 3.5 Situación tras ambas fases. 
 
Ilustración 9. Proceso de enfoque del problema 
3.3. Fase cualitativa 
La investigación cualitativa se ha utilizado principalmente en la investigación de 
sucesos sociológicos, culturales y antropológicos, es decir, situaciones en las que hay 
seres humanos involucrados (Denzin & Lincoln, 2011). Dado que las actividades a 
realizar dentro de los proyectos de desarrollo de software necesitan una fuerte carga de 
capital humano, utilizar una metodología cualitativa está justificada (Hove & Anda, 
2005). Además, estas metodologías investigan desde los datos para crear teorías, lo que 
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representa un apoyo sustancial una ayuda para la realización de la investigación dado 
que el objeto de estudio (productividad de los puestos de trabajo vinculados con los 
proyectos de desarrollo de software) es una área que requiere más investigación 
(Petersen, 2011; Ramirez & Nembhard, 2004), más aún tras constatar que la 
investigación es escasa (Hernández-López, et al., 2013). Este tipo de metodología ha 
sido utilizado en el área de investigación de la medición de la productividad los 
trabajadores del conocimiento de forma satisfactoria (Erne, 2011). Así pues, con el 
objetivo de contrastar las cuatro primeras hipótesis planteadas, y para obtener 
información suficiente para construir posteriormente la fase cuantitativa, se ha 
diseñado y ejecutado el siguiente método cualitativo. 
3.3.1. Metodología 
Dada la naturaleza exploratoria de esta fase de la investigación, se ha decidido usar 
una metodología cualitativa basada en el uso de análisis de contenido a partir de 
entrevistas semiestructuradas, utilizadas como forma de recogida de información 
(Kvale, 2008). Esta forma de recolección aporta información que no podría ser 
obtenida mediante una aproximación cuantitativa (p. ej., basada en formularios) dado 
que permite a los participantes expresas sus opiniones, pensamientos y sentimientos 
(H. Rubin & Rubin, 2011). El proceso específico que se ha diseñado y ejecutado está 
resumido en la Ilustración 10. 
104 
CAPÍTULO 3. ENFOQUE DEL PROBLEMA 
 
Ilustración 10. Proceso de trabajo de la fase cualitativa 
El proceso para obtener los participantes fue el siguiente. En primer lugar, D. 
Ricardo Colomo Palacios contacto vía email con ex-alumnos con experiencia en 
actividades de IS, y se estableció un mínimo de 10 participantes para empezar a 
realizar las entrevistas. De estos contactos, se obtuvieron 15 participantes interesados 
en participar. Así, dado que el número de interesados era mayor que el número 
mínimo fijado, se comenzó a realizar las entrevistas; éstas se realizaron entre abril y 
septiembre de 2011, y se realizaron en español. La muestra final de participantes tuvo 
las siguientes características: 15 participantes (14 hombres y 1 mujer), de los cuales 4 
fueron Jefes de Proyecto (JPs), 11 Ingenieros Software (ISs). La media de edad fue de 
30,47 años (5,18 de), con una media de antigüedad en el puesto de 2,56 años en el 
puesto (2,71 de), y una media de 5,93 años en el campo de la IS (4,85 de), y en 
concreto 10,75 años de antigüedad en IS en el caso de los JPs y 6,58 los ISs. El tiempo 
total de entrevistas fue de 9 horas, 43 minutos y 18 segundos, con una media de 38 
minutos y 53 segundos por entrevista. Esta muestra tiene una baja representación de 
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mujeres (1/15), en comparación con la presencia de mujeres en el sector en España 
que se sitúa en torno al 23% (INE, 2011). 
Las entrevistas fueron realizadas por el autor de la tesis doctoral (que, en el 
momento de realizaras, poseía conocimiento sobre el área de investigación pero no 
podría considerarse un experto), fueron grabadas y transcritas por él mismo. Para la 
transcripción y codificación se empleó el software Atlas ti 6. El proceso utilizado para 
la codificación fue el siguiente: primero se realizó una lista de códigos que cubrían los 
elementos principales de la investigación a partir del conocimiento general sobre el 
área de investigación; en segundo lugar, se codificaron las entrevistas y se crearon 
códigos adicionales para dotar de mayor precisión a la codificación; en tercer lugar, 
una vez todos los datos fueron codificados, se aislaron los datos relativos a los 
conceptos bajo estudio: definición de productividad, entradas utilizadas, salidas 
producidas, motivación y satisfacción laboral, factores que afectan a la productividad, 
utilidad de las medidas actuales para medir productividad individual, dificultades para 
medir entradas, y dificultades para medir salidas. 
3.3.2. Resultados 
A continuación se presentan los resultados de forma separada en cinco apartados: 
(1) definición de productividad por parte de los participantes en tres niveles: 
organización, proyecto, e individual, (2) entradas utilizadas y salidas producidas por 
los participantes en sus puestos de trabajo, (3) satisfacción laboral y motivación, (4) 
factores que afectan a la productividad, y (5) conocimiento de las medidas de 
productividad más utilizadas (SLOC/t y PF/t). 
3.3.2.1. Definición de productividad 
Para obtener una definición de productividad, los datos se han dividido en tres 
niveles: organización, proyecto, y puesto de trabajo. La definición a nivel de puesto de 
trabajo se divide en dos grupos dado que los participantes forman parte de dos puestos 
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de trabajo claramente diferenciados: jefe de proyecto e ingeniero de software. Para 
cada una de estas definiciones se ha incluido una tabla con los términos mencionados 
por los participantes y el número de ocurrencias de dicho término (ver desde Tabla 9 a 
Tabla 11). 
Además se han incluido los sub-términos relacionados con los términos y el número 
de ocurrencias de los mismos. Estos sub-términos tienen mayor grado de detalle y se 
incluyen para mostrar la variedad de términos mencionados. A partir de estos 
términos y sub-términos fue posible construir una definición de productividad para 
cada nivel. 
A nivel de organización, los participantes mencionan siete conceptos (entre 
paréntesis el número de ocurrencias): tiempo (7), producto (6), ventas (5), 
cumplimiento del trabajo (4), recursos (4), calidad (4), y objetivos (3). Y otros 
términos, con sólo una mención: necesidades del cliente, gestión de riesgos, y costes. 
La definición a nivel de proyecto se centra en cinco elementos, algunos de ellos 
también incluidos en las definiciones a nivel de trabajador: progreso (8), tiempo (6), 
calidad (4), recursos (3), solución de bugs (3), y entregables (3). Además, los 
participantes señalan otros términos a este nivel de definición: objetivos (2), ventas 
(2), y costes de recursos humanos (1). En el caso de la definición de productividad 
para los ISs se mencionan principalmente cinco términos: tiempo (11), cumplimiento 
del trabajo (8), calidad (6), solución de bugs (4) y solución de problemas (3). Además, 
se mencionan la entrega de funcionalidad (2) y la satisfacción del cliente (1). Para los 
JPs, la definición es muy dispar y tiene sólo dos términos repetidos: cumplimiento del 
trabajo (2), y solución de problemas (2). Todos los demás términos sólo fueron 
mencionados una vez: gestión del trabajo, gestión de recursos, desarrollo de personas. 
Hay que tener en cuenta que el tiempo fue mencionado tanto por los ISs como los JPs. 
De forma gráfica se muestran los términos y los niveles en la Ilustración 11. 
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Ilustración 11. Términos para la definición de productividad 
En conjunto hay cuatro términos que se repiten en todas las definiciones: tiempo, 
cumplimiento del trabajo, objetivos, y calidad. Estos cuatro elementos son 
transversales y deberían estar presentes en todas las definiciones. De este modo, es 
posible definir la productividad para cada uno de los niveles de esta forma (en cursiva 
los términos): 
• Definición de productividad de una Organización productora de 
software: Venta de un producto con la calidad requerida, realizando los 
trabajos necesarios y utilizando los recursos necesarios para que los 
objetivos se cumplan dentro del tiempo especificado. 
• Definición de productividad de Proyecto de desarrollo de 
software: Progreso del proyecto, con la calidad requerida y utilizando los 
recursos necesarios para producir los entregables y resolver los bugs, de 
modo que se cumplan los objetivos, dentro del tiempo especificado. 
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• Definición de productividad de un Jefe de Proyecto software: 
Cumplimiento del trabajo, solucionando los problemas, gestionando 
recursos, controlando y mejorando la eficacia y rendimiento de los mismos, 
dentro del tiempo especificado. 
• Definición de productividad de un Ingeniero de Software: 
Cumplimiento del trabajo, con la calidad requerida, solucionando los 
problemas y bugs encontrados, dentro del tiempo especificado. 
Teniendo en cuenta la clasificación de Ghobadian y Husban (1990), estas 
definiciones encajan de la siguiente manera: la definición de Ingeniero de Software 
encaja en la visión ingenieril porque se centra en la relación entre el trabajo realizado 
y el trabajo planificado; la definición de Jefe de Proyecto encaja también en la 
clasificación ingenieril pero hay conceptos de la visión económica dado que se 
mencionan la eficiencia y el rendimiento; la definición de proyecto encaja con los tres 
tipos posibles dado que tiene elementos de todas ellas; y finalmente, la definición de 
organización encaja también con todas ellas pero es más global ya que sustituye el 
concepto de entregables utilizado en el Proyecto por el concepto de producto. 
Término Ocurrencias Sub-término 
Tiempo 11 - 




Calidad del código fuente 
Software libre de fallos 
Solución de bugs 4 
Nuevos bugs 
Bugs que vuelven 
Solución de problemas 3 - 
Entrega de funcionalidad 2 - 
Satisfacción del cliente 1 - 
Tabla 9. Términos de la definición de productividad para Ingeniero de Software 
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Término Ocurrencias Sub-término 
Cumplimiento del trabajo 2 
Tareas 
Objetivos 
Solución de problemas 2 - 
Tiempo 1 - 
Gestión del trabajo 1 
Tareas 
Proyecto 
Gestión de recursos 1 - 




Documentación 1 - 
Tabla 10. Términos de la definición de productividad para Jefe de Proyecto 











Solución de bugs 3 
Nuevos bugs 
Bugs que vuelven 
Entregables 3 - 
Objetivos 2 Resultados 
Ventas 2 - 
Coste de RR.HH. 1 - 
Tabla 11. Términos de la definición de productividad para Proyecto 
Término Ocurrencias Sub-término 




Ventas 5 - 
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Calidad 4 - 
Objetivos 3 Resultados 
Necesidad del cliente 1 - 
Gestión de riesgos 1 - 
Costes 1 - 
Tabla 12. Términos de la definición de productividad para Organización 
Teniendo en cuenta estos resultados, se analizaron las respuestas específicas sobre 
dos asuntos relacionados con la gestión del tiempo y del trabajo. Por un lado, si los 
participantes computan horas de trabajo, y, en caso de hacerlo, a qué concepto 
vinculan dichas horas. Por otro lado, se analizan las respuestas a la pregunta de si 
consideran útiles las medidas basadas en SLOC y PF en caso de conocerlas para medir 
la productividad de su trabajo. 
Con respecto a las horas computadas, sobre tres cuartas partes de los participantes 
(11/15) computan horas mediante algún sistema: desde simples hojas de cálculo a 
sistemas software específicos, y entorno a uno de cada cuatro (4/15) no computan 
horas de ninguna manera. De los participantes que computan horas, algo menos de la 
mitad (5/11) asignan a nivel de tarea, y algo más de la mitad (6/11) a nivel de 
proyecto. Algunos de los que asignan a tareas también asignan a nivel de proyecto 
(3/5), y a tareas específicas como resolución de bugs (1). Un participante menciona 
que ellos tienen una clasificación de tareas: cliente, formación, trabajo departamental, 
vacaciones, y enfermedad. Además, varios participantes indicaron que las 
organizaciones clientes suelen requerir que se computen horas en un sistema paralelo, 
estos mismos participantes señalan que esos sistemas son más específicos en cuanto a 
la granularidad de las tareas. Además de estas características, varios participantes 
comentan que la justificación para computar horas de trabajo se debe exclusivamente 
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a la subcontratación y a la justificación de la presencia del trabajador en un 
determinado proyecto. 
Los participantes incluyen el cumplimiento del trabajo dentro de la definición a 
nivel de proyecto mediante la inclusión del concepto de progreso. Este concepto, junto 
con el de tarea, son elementos clave en la medición de la productividad de acuerdo a 
diversos investigadores. Por ejemplo, Mundel (1975) indica que es posible medir la 
productividad de los trabajadores del conocimiento si hay respuesta a las siguientes 
preguntas: cuál es el objetivo de la tarea, cuales son las salidas que tienen que ser 
producidas para que el trabajo se complete, cómo se pueden contar estas salidas, 
cuánto y qué tipo de recursos son necesarios para producir las salidas. Mediante la 
respuesta a estas tareas, Mundel indica que se obtiene un punto de partida para medir 
la productividad. Algunas de estas preguntas fueron incluidas en las entrevistas 
realizadas para esta fase de la investigación; para más información sobre las preguntas 
realizadas a los participantes ver el Anexo C - Guión de entrevista semiestructurada. 
Por otro lado, casi todos los participantes conocen las medidas basadas en SLOC o 
PF para medir la productividad (13/15). De estos participantes, todos ponen énfasis 
en asegurar que de entre estas dos medidas, las basadas en SLOC no poseen de validez 
para medir la productividad a nivel de trabajador, y en torno a la mitad (7/15) 
descartan ambas para medir su productividad. Además, uno de cada tres participantes 
(5/15) indican que para medir su productividad con una medida basada en PF sería 
necesario realizar algún tipo de ajuste y no tienen claro si directamente podría 
realizarse. Un solo participante señala que las medidas basadas en PF pueden ser 
útiles para medir su productividad. Estos resultados indican un total desacuerdo con 
el uso de SLOC como medida de salida para medir la productividad y abre la 
posibilidad de medir la productividad de los trabajadores a través de los PF; esta 
posibilidad ya ha sido discutida en un artículo centrado en la medición de la 
productividad de los trabajadores del conocimiento (Ramirez & Nembhard, 2004). 
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Las definiciones obtenidas en esta fase de la investigación son más abstractas que la 
que aporta por ejemplo la norma IEEE Std. 1045-1992 que define la productividad 
como la relación de una primitiva de salida (p. ej., líneas de código, puntos función o 
documentos) y su correspondiente primitiva de entrada (p. ej., esfuerzo) para 
desarrollar software. Además, estas definiciones son más abstractas que las definiciones 
usadas como SLOC/t o PF/t. No obstante, las citadas definiciones tienen un punto en 
común con las definiciones obtenidas: el uso del tiempo como recurso; pero se 
diferencian en el uso del concepto de trabajo en sustitución de salidas específicas tales 
como las SLOC o PF. 
3.3.2.1.1. Observaciones 
Un aspecto importante a tener en cuenta es que la mayoría de los participantes 
computan horas a un concepto más general (proyecto) que el empleado en la definición 
obtenida de productividad a nivel de trabajador (tareas). Este aspecto crea una 
controversia dado que si se quiere medir la productividad de forma ajustada a la 
definición obtenida será imposible hacerlo porque las horas registradas no están 
vinculadas a las tareas realizadas. 
Otro aspecto importante a tener en cuenta es la inclusión del concepto de la 
solución de bugs tanto a nivel de trabajador como de proyecto. Este concepto no se 
incluye en las medidas más utilizadas de productividad en IS a pesar de que diversos 
estudios comparan estos conceptos (ver p. ej.: Maurer & Martel, 2002; Phipps, 1999), 
y en algunas medidas de productividad se incluye como código fuente con bugs (W. D. 
Yu, et al., 1991). En esta línea, varios de los participantes comentaron que las 
organizaciones en las que actualmente trabajan, miden la productividad en parte por 
el número de bugs abiertos y reabiertos. Esos mismos participantes tienen establecidos 
determinados días de la semana dedicados a la solución de bugs, siendo una tarea 
específica en su planificación. 
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Además, otro concepto que aparece relacionado con la definición es la calidad, que 
está presente en los tres niveles de definición analizados. Este concepto ha sido 
estudiado en múltiples ocasiones en relación con la productividad (ver p. ej.: Krishnan, 
et al., 2000). A nivel de proyecto, dos participantes mencionaron la mantenibilidad y 
la eficiencia como elementos que definen la productividad a este nivel. Estos factores 
están incluidos en la norma ISO/IEC 25000:2005. Igualmente, dado que los 
participantes centran la definición en el concepto de tarea, se podría considerar la 
posibilidad de utilizar medidas de calidad de tarea y no sólo considerar la calidad del 
código o los entregables. De hecho, esto se relaciona con la importancia de la calidad 
en detrimento de la cantidad en los trabajadores del conocimiento tal y como Drucker 
menciona (1999), o la visión de la calidad como una dimensión de la productividad de 
este tipo de trabajadores (Ramirez & Nembhard, 2004). 
Adicionalmente, los conceptos económicos aparecen en los niveles superiores de 
medición. Por ejemplo, los participantes mencionan las ventas (2) y los costes de 
recursos humanos (1) a nivel de proyecto, y las ventas (5) y costes (1) a nivel de 
organización. En esta línea, los recursos fueron mencionados tres veces a nivel de 
proyecto y cuatro a nivel de organización, pero a nivel de trabajador el único recurso 
mencionado es el tiempo (del trabajador). Sin embargo, en otras partes de las 
entrevistas los participantes mencionaron otros recursos pero no los incluyeron en su 
definición de productividad. 
A pesar de que no es posible generalizar a partir de los resultados obtenidos, la 
satisfacción del cliente podría considerarse parte de la definición de productividad. 
Otras dimensiones tales como la innovación y creatividad, autonomía, y cantidad 
fueron mencionadas de forma indirecta. Con respecto a la creatividad, es posible 
considerarla como una forma de resolver los problemas encontrados (término que si se 
menciona en las definiciones con más frecuencia). La cantidad, como concepto, no fue 
incluida en las definiciones dado que sólo fue mencionado de forma directa por dos ISs; 
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en concreto mencionaron la cantidad de funcionalidad entregada, y un JP que 
mencionó la cantidad de documentación generada. 
Finalmente, teniendo en cuenta las dimensiones utilizadas para medir la 
productividad (Ramirez & Nembhard, 2004), las definiciones obtenidas encajan en 
varias de estas dimensiones. En concreto, las definiciones obtenidas encajan en las 
siguientes dimensiones: 
• Organización: cantidad, coste, oportunidad (tiempo), eficiencia, 
efectividad. 
• Proyecto: cantidad, coste, oportunidad (tiempo) eficiencia, efectividad, 
éxito del proyecto. 
• Jefe de proyecto: oportunidad (tiempo), eficiencia, efectividad, éxito del 
proyecto. 
• Ingeniero de software: oportunidad (tiempo), eficiencia, calidad, 
eficiencia. 
3.3.2.1.2. Discusión 
Mediante el uso de una metodología cualitativa ha sido posible obtener una 
definición de productividad para tres niveles de medición: trabajadores (ingeniero 
software y jefe de proyecto), proyecto, y organización. Estas definiciones deben ser 
consideradas como exploratorias, es decir, como un punto de partida que tiene que ser 
tratado en los siguientes pasos de la investigación. Sin embargo, pese a esta limitación, 
es posible obtener algunas conclusiones, aunque puedan resultar obvias. 
La visión que los ingenieros software participantes señalan es más abstracta que la 
que se tiene en cuenta para crear las medidas actuales de productividad a nivel de 
trabajador. En concreto se abstrae el concepto de desarrollo y la productividad se 
centra a nivel de tareas, sean o no de desarrollo. Así, utilizar medidas específicas tales 
como SLOC/t o PF/t, para medir la productividad de estos trabajadores, tiene una 
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validez limitada a las tareas exclusivamente de desarrollo, por lo que su eficacia para 
un propósito más general debería ser evaluada. 
A medida que el nivel de medición incrementa, la granularidad a emplear en la 
medición de las salidas aumenta. Por ello, a nivel de trabajador, las salidas se centran 
en las tareas y el trabajo, a nivel de proyecto en el proyecto, y a nivel de organización 
en el producto. Este hecho también sucede en el caso de las entradas, pero una de ellas 
permanece en todos los niveles: el tiempo. Así pues, la granularidad de las medidas 
debería ser reducida o aumentada a medida que se aumente o reduzca el nivel de 
medición. No obstante, las definiciones obtenidas están centradas en el éxito del 
proyecto: a nivel de trabajador centrado en las tareas y a nivel de organización en el 
producto. De este modo, el concepto de productividad se vincula con la estimación y 
planificación de los proyectos. 
Otra conclusión que se puede obtener es la relación entre la calidad y la 
productividad mediante la inclusión de la misma en la definición de productividad en 
todos los niveles. Este concepto, no está incluido en las medidas de productividad 
tradicionalmente utilizadas a pesar de ser considerado como una salida importante 
cuando se mide la productividad en IS. En esta dirección, se menciona la solución de 
bugs en las definiciones a nivel de trabajador y de proyecto aunque tampoco está 
incluido en la mayoría de las medidas. Estas exclusiones son realmente importantes 
dado que las actividades de solución de bugs y mantenimiento consumen una gran 
proporción de recursos y esfuerzo en el éxito del proyecto. Así pues, ¿debería 
considerarse como igualmente productivo un proyecto a pesar de los recursos 
destinados a la solución de bugs y mantenimiento correctivo? A priori puede decirse 
que las medidas tradicionalmente utilizadas (p. ej., SLOC/t o PF/t) no resuelven esta 
cuestión. Así pues, la inclusión de la calidad debería ser considerada cuando se 
desarrollen nuevas medidas de productividad para IS, en cualquier nivel de medición. 
Estas conclusiones no deben ser consideradas como probatorias teniendo en cuenta 
la naturaleza exploratoria del método empleado y la reducida muestra utilizada. 
116 
CAPÍTULO 3. ENFOQUE DEL PROBLEMA 
Además, la muestra incluye participantes con diferente antigüedad en IS y no se puede 
considerar una muestra madura en el sector: la edad media es de 30,47 años, la 
antigüedad media en el trabajo 2,56 años, y la media en IS de 5,93 años. 
3.3.2.2. Entradas y salidas 
Antes de transcribir las entrevistas, se ha elaborado una lista inicial de códigos que 
incluye las entradas y salidas que pueden haberse mencionadas. Estos códigos se basan 
en el conocimiento del área de estudio. Durante la transcripción y codificación, se han 
añadido códigos adicionales para especificar con mayor grado de detalle los elementos 
mencionados por los participantes. Finalmente, se ha creado una lista de códigos con 
subcódigos más específicos. A los elementos marcados como códigos se les denomina 
ítem y a los marcados con subcódigos sub ítem. Por ejemplo, hay un término marcado 
como calidad con varios subtérminos llamados calidad de código fuente, calidad de 
producto, y calidad añadida. A continuación se presentan los resultados para las 
entradas y salidas de forma separada. 
3.3.2.2.1. Entradas 
Las entradas mencionadas por los participantes están incluidas en la Tabla 13. La 
entrada más mencionada fue el tiempo (n=14) incluyendo: fechas (8), planificación 
(5), y entrega en tiempo (3). Este resultado está en consonancia con la importancia 
del tiempo en las medidas más usadas en la medición de la productividad. Además, la 
gestión del trabajo fue mencionada por casi todos los participantes (14) junto con 
varios conceptos relacionados con el mismo: asignación de objetivos (6), asignación de 
tareas (6), estimación (4). Con menos menciones, hay otras entradas: requisitos (11), 
conocimiento (11), cliente (11), recursos (13), documentos (8), experiencia (8), y 
educación y formación (3). Además hay otras de carácter puramente intangible (9) 
como las competencias de gestión (2), colaboración de equipo (1), y otras de carácter 
más tangible como el código fuente (2) y los casos de soporte (1). 
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Dentro de los requisitos, que es una entrada utilizada en diversas tareas en IS, su 
definición es la más citada (10) junto con los cambios en ellos (5). Además, la 
integración del cliente para la toma de requisitos (7), la cual está incluida dentro de la 
entrada cliente, está relacionada con los requisitos. De forma adicional, los gustos del 
cliente (1), que está incluida dentro de los elementos intangibles, está relacionada con 
la entrada requisitos. Así pues, existe una relación entre los requisitos y el cliente a la 
luz de estos resultados. 
Con respecto a las demás entradas, se mencionan los siguientes elementos más de 
una vez: software (8), hardware (7), documentación en el software (5), experiencia 
propia (5), documentación del proyecto (4), experiencia del equipo (3), formación 
específica (3), experiencia en tareas similares (3), instalaciones de trabajo (2), 
formación continua (2), recursos materiales (2), know-how (5), resolución de dudas 
(3), conocimiento del proyecto (3), conocimiento funcional (2), y producto previo (2). 
Ítem N (ISs+JPs) Sub Ítem N 




Entrega en tiempo 3 
Gestión del trabajo 14 (10+4) 
Planificación 9 
Asignación de objetivos 6 
Asignación de tareas 6 
Estimación 4 
Reuniones de seguimiento 4 
Comunicación con el equipo 2 
Modelos de gestión 2 
Procesos de trabajo 1 
Recursos 13 (10+3) 
Software 8 
Ordenador (y Hardware) 7 
Instalaciones de trabajo 2 
Recursos materiales 2 
Puesto de trabajo 1 
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Ítem N (ISs+JPs) Sub Ítem N 
Teléfono 1 
Requisitos 11 (9+2) 
Definición de requisitos 10 
Cambios en los requisitos 5 
Cumplimiento de requisitos 1 
Conocimiento 11 (8+3) 
Conocimiento 8 
Know-how 5 
Resolución de dudas 3 
Conocimiento del proyecto 3 
Conocimiento funcional 2 
Cliente 11 (8+3) 
Integración para la toma de requisitos 7 
Frecuencia de interacción con el cliente 4 
Interacción para los test de aceptación 2 
Interacción constante con el cliente 1 
Otras intangibles 9 (7+2) 
Competencias de gestión de equipo 2 
Producto previo 2 
Colaboración con el equipo 1 
Yo mismo 1 
Recursos humanos 1 
Información 1 
Dificultad de la tarea 1 
Diseño 1 
Gustos del cliente 1 
Documentación 8 (7+1) 
Documentación de software 5 




Experiencia 8 (4+4) 
Experiencia propia 5 
Experiencia del equipo 3 
Experiencia en tareas similares 3 
Otras tangibles 5 (5+0) 
Código fuente previo 2 
Casos de reporte 1 
Educación y formación 3 (2+1) 
Formación específica 3 
Formación continua 2 
119 
CAPÍTULO 3. ENFOQUE DEL PROBLEMA 
Ítem N (ISs+JPs) Sub Ítem N 
Formación universitaria 1 
Tabla 13. Entradas mencionadas por los participantes 
3.3.2.2.2. Salidas 
Las salidas mencionadas por los participantes están incluidas en la Tabla 14. La 
salida más mencionada es la documentación (n=13), con varias salidas de más detalle 
como documentación de diseño (6), análisis (6), proyecto (4), proceso (3), código 
fuente (2), y otra tipo de documentación no especificada (7). Seguida esta salida en 
términos de menciones recibidas, los participantes mencionan el código fuente (10), 
gestión del trabajo (9), conocimiento (9), calidad (8), ventas (7), pruebas (5), y 
experiencia (1). Los participantes a su vez mencionan otras salidas tangibles (12) 
como producto (9) y especificación de requisitos (2); y otras intangibles (12) como 
solución de problemas y código fuente (6), análisis (4), proyecto (3), funcionalidad (3), 
diseño (3), satisfacción del cliente (3), y otras salidas con una sola mención. 
Las dos salidas más utilizadas en las medidas de productividad están presentes en 
los resultados obtenidos: código fuente (10) y funcionalidad (3). Además, la 
documentación que suele ser medida en función del tamaño del código fuente está 
presente en los resultados (13) siendo la más mencionada de las salidas. 
De estos resultados es importante señalar que varios elementos fueron mencionados 
como salidas y como entradas. Por ejemplo, el conocimiento fue mencionado tanto 
como salida (9) como entrada (11), y lo mismo sucede con la experiencia, salida (9) y 
entrada (1). Por lo tanto, a partir de los resultados se puede decir que existe un 
proceso de transformación de varias entradas en salidas durante la ejecución de 
proyectos software. Este hecho añade una dificultad añadida en la tarea de medición 
de la productividad de los puestos de trabajo vinculados a dichas tareas. 
Ítem N (SE+PM) Sub Ítem N 
Documentación 13 (10+3) Documentación 7 
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Código fuente 2 
Otras tangibles 12 (9+3) 
Producto 9 
Calidad 2 
Especificación de requisitos 2 
Otras intangibles 12 (8+4) 





Satisfacción del cliente 3 
Elemento abstracto 1 
Arquitectura 1 
Experimentación 1 
Puntos (Historias de usuario) 1 
Gestión de equipo 1 
Mejora y mantenimiento 1 
Cumplimiento de requisitos 1 
Código fuente 10 (7+3) Corrección de código fuente 2 
Gestión de trabajo 9 (7+2) 
Hacer y finalizar tareas 7 
Estimación 4 
Planificación 3 
Cumplimiento de objetivos 2 
Asignación de tareas 2 
Coordinación 2 
Trazabilidad 1 
Conocimiento 9 (8+1) 
Aprendizaje en el puesto 3 
Soluciones encontradas 2 
Resolución de dudas 2 
Información 1 
Conocimiento incluido en la documentación 1 
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Ítem N (SE+PM) Sub Ítem N 
Conocimiento del proyecto 1 
Calidad 8 (6+2) 
Calidad (en general) 6 
Calidad del código fuente 3 
Calidad del producto 2 
Calidad del desarrollo de personas 1 
Rendimiento del software desarrollado 1 
Calidad añadida 1 
Ventas 7 (4+3) Ventas 7 
Pruebas 5 (4+1) 
Pruebas de software 5 
Casos especiales 1 
Experiencia 1 (1+0) Experiencia 1 
Tabla 14. Salidas mencionadas por los participantes 
3.3.2.2.3. Disucusión 
La entrada más mencionada por los participantes es el tiempo incluyendo otros 
elementos de mayor detalle como fechas, planificación, y entrega en tiempo. Este 
resultado está en línea con la gran visibilidad que tiene este elemento en las medidas 
de productividad en cualquier nivel de medición. Sin duda es un recurso necesario ya 
que sin tiempo es imposible desempeñar ninguna actividad, y por consiguiente debe 
estar presente en la medición de la productividad. No obstante, se mencionaron otras 
entradas que no pueden ser medidas utilizando el tiempo como elemento proxy. Por 
ejemplo, los elementos relacionados con la gestión del trabajo como la asignación de 
objetivos y de tareas, y la estimación, son elementos atemporales para el desempeño de 
las funciones de los trabajadores, es decir, aunque el tiempo pase estos elementos 
estarán presentes en su trabajo y no serán objeto de constante cambio con el paso del 
tiempo. Además, estos elementos junto con otros tales como los requisitos, el código 
fuente previo, los casos de soporte, entre otros, son elementos generados con 
anterioridad por otros trabajadores, por lo que también se trata de recursos 
atemporales. Los participantes también mencionan elementos intangibles como 
entradas: la experiencia, la colaboración con el equipo, las competencias de gestión, y 
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la educación y formación, entre otras. Así pues, estos resultados indican la existencia 
de otras entradas, además del tiempo y el esfuerzo, de diversa naturaleza y tipología. 
Es decir, la H1 puede considerarse confirmada en base a la información cualitativa 
disponible. 
Por otro lado, la salida más mencionada es la documentación (diseño, análisis, 
proyecto, código fuente...) seguida del código fuente. Además, se mencionan otras 
salidas (algunas de ellas de naturaleza intangible y de difícil medición) como la gestión 
del trabajo, el conocimiento, la calidad, las ventas, la especificación de requisitos, la 
solución de problemas... También se menciona la funcionalidad, aunque en menor 
medida. Así pues, de igual forma que para las entradas es posible confirmar la H1, 
para las salidas es posible hacerlo con la H3 ya que los resultados reflejan la existencia 
de otras salidas además del código fuente y la funcionalidad. 
Además, en los resultados obtenidos está presente el proceso de transformación de 
varias entradas en salidas durante la ejecución de proyectos software. Por ejemplo, la 
especificación de requisitos, es generada como salida por algún puesto de trabajo y 
posteriormente utilizada como entrada en ese mismo u otro puesto de trabajo. Esto, 
además de añadir dificultad a la medición de la productividad, refleja la existencia de 
un proceso de trabajo con múltiples entradas y salidas, que además son utilizadas de 
forma interna para producir las salidas finales. 
Finalmente hay que destacar que no ha sido posible realizar un análisis de las 
diferencias de utilización de entradas y de producción de salidas entre los puestos de 
trabajo analizados en esta fase del estudio. Esto se debe a que las respuestas fueron 
facilitadas por los participantes de forma abierta, es decir, la falta de mención de un 
elemento no se puede asimilar a la no existencia de dicho elemento. Así pues, será 
necesario contrastar las hipótesis H2 y H4 mediante el estudio cuantitativo posterior. 
No obstante, en los resultados se obtienen datos que apuntan hacia esa posible 
diferencia. Por ejemplo, en el caso de las ventas parece existir cierta diferencia ya fue 
mencionado por el 75% de los JP y entorno a un tercio de los IS lo mencionan 
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(36.36%). Sin embargo, tal y como se ha dicho, no es posible dar una respuesta firme a 
estas cuestiones debido al método de recogida de información utilizado. 
3.3.2.3. Satisfacción laboral y motivación 
Antes de analizar los resultados, hay que señalar que para un participante esta 
parte del estudio cualitativo no ha podido ser analizada ya que, por fallos de grabación 
la entrevista, no ha sido posible recoger la parte relativa a estos elementos, en 
concreto se corto la grabación momentos antes de tratar estos temas. Como se aprecia 
en el Anexo C - Guión de entrevista semiestructurada, estos temas se encuentran en el 
final de la entrevista. Así pues, para esta parte de la investigación se trabaja con 14 
participantes, en lugar de 15. 
Desde un punto de vista cualitativo, varios elementos relacionados con la 
satisfacción laboral y la motivación fueron mencionados por los participantes (para 
conocer todos los elementos ver la Tabla 16, la cual incluye tres categorías: 
satisfacción con la organización del trabajo, con las condiciones de trabajo y con el 
tipo de trabajo). Los elementos más mencionados como factores de satisfacción (n>2) 
fueron el trabajo en equipo (14), el entorno de trabajo (7), la colaboración (6), el 
salario (4), la confianza (3), los problemas entre el jefe y los trabajadores (3), la 
variedad de tareas (3), la buena gestión (3), y que el trabajo guste (3). 
Desde un punto de vista cuantitativo, los participantes muestran una total 
satisfacción con sus compañeros de trabajo y con los trabajadores que dependen de 
ellos (en caso de tenerlos, ya que sólo 4 participantes encajan en esta categoría). La 
satisfacción con el resto de elementos no es uniforme. Así, el 64,29% está satisfecho 
con el tipo de trabajo que realiza, el 28,57% ni satisfecho ni insatisfecho y el 7,14% 
está insatisfecho. Si se ponderan estas tres categorías con un 10 para el caso de 
satisfecho, 5 para ni satisfecho ni insatisfecho, y 0 para insatisfecho, se obtiene un 
resultado de 7,86 puntos. Este valor es similar al obtenido para la satisfacción con los 
jefes y superiores: el 71,43% está satisfecho y el 14,29% está insatisfecho. Utilizando la 
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escala anteriormente mencionada, se obtiene el mismo valor 7,86 puntos para la 
satisfacción con los jefes y superiores. Finalmente, el 42,86% está satisfecho con la 
organización del trabajo, el 21,43% no está satisfecho ni insatisfecho, y el 35,71% no 
está satisfecho. En este caso, la satisfacción con la organización del trabajo es menor 
que las otras categorías, con un resultado de 6,07 puntos. 




¿Está satisfecho con el tipo de trabajo que realiza 
actualmente? 
14 64,29% 7,14% 28,57% 
¿Está satisfecho con los empleados que dependen de 
usted? 
4 100% 0 0 
¿Está satisfecho con sus jefes y responsables? 14 71,43% 14,29% 14,29% 
¿Está satisfecho con sus compañeros de trabajo? 14 100% 0 0 
¿Está satisfecho con la organización del trabajo? 14 42,86% 21,43% 35,71% 
Tabla 15. Satisfacción laboral 










Mala gestión 1 
Cercanía 1 
Comunicación activa 1 
Sinceridad 1 






Me gusta 3 
Interesante 2 
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Categoría Ítem N Sub-Ítems N 
Autonomía 2 
Centrado en un rol específico 1 
Formación en el trabajo 1 
Entorno 7 Entorno 7 
Comunicación 5 
Coordinación entre departamentos y proyectos 1 
Requisitos y necesidades 1 
Comunicación con jefes 1 
Formación 2 
Más formación 2 
Formación planificada 1 
Condiciones 
de trabajo 




Tipo de contrato 2 




Horario reducido 1 
Ajustarse al horario 1 
Instalaciones 2 
Instalaciones 2 
Cercanía del lugar de trabajo a domicilio 2 
Trabajo 
Tareas 10 
Cómo se asigna el trabajo 2 
Estimación 2 
Proyecto grande 2 




Cliente 2 Cesión ilegal de trabajador 1 
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Tabla 16. Factores relacionados con la satisfacción laboral 
 
Ilustración 12. Satisfacción con el tipo de trabajo 
 
Ilustración 13. Satisfacción con jefes y superiores 
 
Ilustración 14. Satisfacción con la organización del trabajo 
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Los participantes mencionan varios ítems que mejorarían su satisfacción laboral 
(Tabla 17), su productividad (Tabla 20) y su motivación (Tabla 18 y Tabla 19). En la 
Tabla 17 se han añadido dos columnas para apoyar los resultados con las referencias 
encontradas en la revisión sistemática sobre motivación en IS realizada recientemente 
(Beecham, et al., 2008); y en la Tabla 20, se ha incluido una columna con algunas de 
las referencias que tratan los vínculos entre productividad y los elementos 
mencionados por los participantes. Los resultados para la satisfacción laboral y la 
motivación se apoyan gráficamente con la pirámide de necesidades de Maslow (1943) y 
la teoría de factor dual de Herzberg (1959). 
Con respecto a la satisfacción laboral, casi la mitad de los participantes (6) 
mencionaron el salario como una fuente de mejora. También mencionaron que el 
trabajo fuera menos monótono (3), la formación continua (2), un horario de trabajo 
reducido (2), y otros elementos con sólo una mención. Estos resultados se muestran 
gráficamente en la Ilustración 15; ver la lista completa de ítems en la Tabla 17. 
Ítem N 
Frecuencia y nombre 
utilizado en 
(Beecham, et al., 2008) 
Referencias en (Beecham, et al., 2008) 
Salario 6 14 - Reward and incentives 
(Agarwal & Ferratt, 1998, 2001, 2002; 
Baddoo, Hall, & Jagielska, 2006; Burn, 
Couger, Ma, & Tompkins, 1991; Frangos, 
1997; Garden, 1988; M. K. Hsu, Chen, 
Jiang, & Klein, 2003; Klenke & Kievit, 1992; 
Mak & Sockel, 2001; Niederman & Sumner, 
2001; Peters, 2003; Ridings & Eder, 1999; 
Thatcher, Liu, & Stepina, 2002) 
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Ítem N 
Frecuencia y nombre 
utilizado en 
(Beecham, et al., 2008) 
Referencias en (Beecham, et al., 2008) 
Menos monótono 3 14 - Variety of Work 
(Agarwal & Ferratt, 1998, 2001; Burn, et 
al., 1991; Garden, 1988; Igbaria, Meredith, 
& Smith, 1995; Jordan & Whiteley, 1994; 
Li, Tan, Teo, & Mattar, 2006; Linberg, 
1999; Mak & Sockel, 2001; Niederman & 
Sumner, 2003; Niederman & Sumner, 2001; 
Ridings & Eder, 1999; Smits, McLean, & 





11 - Development needs 
addressed 
(Agarwal & Ferratt, 1998, 2001; Crepeau, 
Crook, Goslar, & McMurtrey, 1992; 
Frangos, 1997; Garden, 1988; Jordan & 
Whiteley, 1994; Klenke & Kievit, 1992; 
LeDuc, 1980; Niederman & Sumner, 2003; 
Santana & Robey, 1995; Tanner, 2003) 
Horario reducido 2 7 - Work/life balance 
(Agarwal & Ferratt, 1998, 2001, 2002; 
Garza, Lunce, & Maniam, 2003; Jordan & 
Whiteley, 1994; Morales, 2005; Richens, 
1998) 
Más centrado en 






(Agarwal & Ferratt, 1998; Frangos, 1997; 
LeDuc, 1980; Li, et al., 2006; Smits, et al., 
1992) 
Cercanía del 






(Agarwal & Ferratt, 1998, 2001; Burn, et 
al., 1991; Crepeau, et al., 1992; Garden, 
1988; Igbaria, et al., 1995; Jordan & 
Whiteley, 1994; Li, et al., 2006; Mak & 
Sockel, 2001; Niederman & Sumner, 2003; 
Niederman & Sumner, 2001; Ridings & 
Eder, 1999; Smits, et al., 1992; Zawacki, 
1992) 
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Ítem N 
Frecuencia y nombre 
utilizado en 
(Beecham, et al., 2008) 
Referencias en (Beecham, et al., 2008) 
Ser contratado 
por el cliente, no 




impacto de los 
cambios 





trabajo que se 







responsables de la 
organización 
empleadora 
1 16 - Good Management 
(Agarwal & Ferratt, 1998; Baddoo, et al., 
2006; Frangos, 1997; Garden, 1988; Jordan 
& Whiteley, 1994; Klenke & Kievit, 1992; 
LeDuc, 1980; Li, et al., 2006; Linberg, 1999; 
Mata-Toledo & Unger, 1985; Niederman & 
Sumner, 2001; Santana & Robey, 1995; 
Smits, McLean, & Tanner, 1997; Tanner, 
2003; Thatcher, et al., 2002; Zawacki, 1992) 
Más proyectos de 
un tipo específico 
1 - 
- 














(Burn, et al., 1991; Frangos, 1997; Gambill, 
Clark, & Wilkes, 2000; Garza, et al., 2003; 
Richens, 1998; H. I. Rubin & Hernandez, 
1988) 
Metodología 1 - - 
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Ítem N 
Frecuencia y nombre 
utilizado en 
(Beecham, et al., 2008) 
Referencias en (Beecham, et al., 2008) 
Reconocimiento 1 12 - Recognition 
(Baddoo, et al., 2006; Ferratt & Short, 1986; 
Frangos, 1997; Garden, 1988; Jordan & 
Whiteley, 1994; Klenke & Kievit, 1992; 
LeDuc, 1980; Linberg, 1999; Niederman & 
Sumner, 2001; Peters, 2003; Procaccino, et 
al., 2005; Tanner, 2003) 
Tabla 17. Elementos que mejoran la satisfacción laboral 
 
Ilustración 15. Mejora de la satisfacción laboral 
Con respecto a la motivación, algunos elementos fueron mencionados como 
motivadores (Tabla 18) y otros como desmotivadores (Tabla 19). Como elementos 
motivadores, los participantes mencionaron el tener nuevas tareas y proyectos (7), el 
salario (5), la conciliación de vida laboral /personal (4), la satisfacción laboral (2), la 
dificultad de la tarea (3), la carrera profesional (3), la formación continua (3), la 
motivación propia (3), el reconocimiento (3) y otros elementos con menos de tres 
menciones. Con respecto a los desmotivadores, los participantes mencionaron la rutina 
(5), la desigualdad entre el desempeño (3), y la desigualdad salarial para las mismas 
funciones (3). Estos resultados se muestran gráficamente en la Ilustración 16. 
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Categoría N Ítems N 
Atracción 10 
Proyectos y tareas nuevas 7 
Dificultad de la tarea 3 
Carrera profesional 3 
Viajes de trabajo 2 
Metodología 1 
Satisfacción laboral 6 
Satisfacción laboral 4 
Entorno de trabajo 2 
Estado de ánimo 1 
Instalaciones de trabajo 1 
Dinero 6 
Salario 5 
Participación en los beneficios de la organización 1 
Formación 4 
Formación continua 3 
Formación en nuevas tecnologías 1 
Conciliación de la vida 
laboral/personal 
4 
Conciliación de la vida laboral/personal 2 




Por el trabajo realizado 1 
Sentirse valorado 1 
Autonomía 1 Autonomía 1 
Otros 4 
Auto motivación 3 
Buena relación con los miembros del equipo 1 
Motivación de los compañeros del equipo de trabajo 1 
Motivación del jefe 1 
Tabla 18. Motivadores 
Categoría N Ítems N 





Sin complementos salariales 1 
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Categoría N Ítems N 
Gestión 2 
Bajo nivel de competencias de gestión en los jefes 1 
Estar parado 1 
Desidia 1 Desidia 1 
Tabla 19. Desmotivadores 
 
 
Ilustración 16. Mejora de la motivación 
A modo de resumen, los elementos que mejoran la satisfacción laboral a partir de 
los resultados se ilustran gráficamente en Ilustración 17; en esta ilustración se 
muestran tres grupos principales de elementos: (1) organización del trabajo, (2) 
condiciones de trabajo, y (3) puesto de trabajo. Con respecto a la organización del 
trabajo, los elementos a tener en cuenta a la hora de mejorar la satisfacción laboral 
son el equipo (personas), la relación de trabajo con los jefes y superiores, la 
comunicación con el resto de compañeros de trabajo y el cliente, y la formación 
recibida. Además, el entorno de trabajo se enmarca dentro de la organización del 
trabajo aunque también podría considerarse como condiciones del trabajo ya que está 
relacionada con ambos conceptos. Con respecto a las condiciones de trabajo, el salario, 
las condiciones contractuales, y las instalaciones de trabajo son las principales fuentes 
de satisfacción laboral. Al igual que con el entorno de trabajo, el horario está 
vinculado también con la organización del trabajo por lo que se muestra vinculada con 
133 
CAPÍTULO 3. ENFOQUE DEL PROBLEMA 
ambos grupos. Finalmente, con respecto al propio puesto de trabajo, las tareas a 
desempeñar y el cliente son las principales fuentes. La tarea está relacionada también 
con la organización del trabajo y con las condiciones de trabajo, y el cliente está 
relacionado con la organización del trabajo. 
 
 
Ilustración 17. Principales elementos de la satisfacción laboral 
3.3.2.3.1. Discusión 
Los resultados obtenidos están en línea con las investigaciones previas en IS. Desde 
el punto de vista de la satisfacción laboral, los participantes indican una total 
satisfacción con sus compañeros de trabajo y miembros de equipo, pero no están 
totalmente satisfechos ni con sus jefes y superiores, ni con el tipo de trabajo que 
realizan. Además, la organización del trabajo es una fuente de desmotivación que 
debería ser analizada con más profundidad para conocer las causas de la baja 
satisfacción en este aspecto. Si los profesionales no están satisfechos con la gestión de 
sus responsables que ejercen sobre el trabajo (p. ej., la planificación, la gestión, y la 
distribución de tareas) empezarán a desmotivarse (Hall, Sharp, et al., 2008). Otro 
factor a tener en cuenta a partir de los resultados es el tipo de trabajo que se realiza 
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ya que la satisfacción con respecto a este elemento no es total y varios factores tales 
como la variedad de trabajo, la monotonía y la rutina fueron mencionados por los 
participantes. Estos problemas ya han sido mencionados en la literatura sobre 
motivación, y se deben considerar como modificadores de la misma en los profesionales 
de IS (Hall, Sharp, et al., 2008). Y no sólo en IS, la monotonía fue mencionada por 
Elton Mayo en relación con la organización industrial en los años 30, como un factor a 
tratar. También Herzberg señalo estos elementos al afirmar que "El trabajo debe ser 
suficientemente retador para utilizar todas las habilidades del empleado"11. En esta 
dirección, el uso de metodologías y prácticas ágiles puede llevar a incrementar la 
satisfacción laboral ya que permite reducir algunos de estos elementos (Dyba & 
Dingsoyr, 2009) y tiene su justificación desde el punto de vista de los trabajadores del 
conocimiento (Horibe, 1999). 
En relación con los elementos que mejoran la satisfacción laboral, hay una amplia 
mención al salario (un aumento del mismo) el cuál es uno de los principales 
motivadores extrínsecos para trabajar (Herzberg, et al., 1959) y también ha sido 
mencionado como un factor de insatisfacción laboral en IS en estudios anteriores 
(França & da Silva, 2010). Así pues, si entorno a la mitad de los participantes 
mencionan este elemento como una fuente de satisfacción, las organizaciones deberían 
considerar el uso del salario como una herramienta valiosa para incrementar la 
satisfacción laboral (Locke, Feren, McCaleb, Shaw, & Denny, 1980). Pero, hay que 
tener en cuenta que salarios más altos no producirá una mayor satisfacción laboral de 
forma directa (Judge, et al., 2010). Esta carencia se explica desde la pirámide de 
Maslow (1954) en la que el salario encaja en el segundo nivel, denominado seguridad. 
Una vez que el profesional alcanza el nivel salarial necesario, buscará otros elementos 
de jerarquía igual o superior que satisfacer, por ejemplo el reconocimiento y la 
responsabilidad. Además, desde el punto de vista de la teoría de factor dual (Herzberg, 
11 Traducción de "The job should have sufficient challenge to utilize the full ability of the employee." 
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et al., 1959), el salario se incluye dentro de los factores denominados higiénicos por lo 
que su ausencia no motiva, pero su presencia desmotiva; es decir, si un trabajador 
menciona el salario quiere decir que está insatisfecho con su salario, pero en caso de no 
mencionarlo no significa que le esté generando satisfacción. Hay que tener en cuenta 
que la satisfacción de los trabajadores del conocimiento se extiende más allá del salario 
(Horibe, 1999) al contrario de lo que Taylor pensaba sobre los trabajadores de 
comienzos de siglo XX, por lo que no se puede hablar sólo de salario cuando se 
gestiona la motivación y satisfacción laboral de los profesionales en IS. Tal y como 
Agarwal y Ferratt (2001) afirman "incluso las organizaciones que ofrecen salarios 
competitivos y trabajan con tecnologías punteras experimental altos niveles de 
insatisfacción y mayores tasas de rotación (de personal) de las deseadas"12. No 
obstante, factores intrínsecos, los cuales están en niveles más altos de la pirámide de 
Maslow y que predicen con mejor efectividad la satisfacción laboral que el salario 
(Judge & Church, 2000), también han sido mencionados. Por ejemplo, tener un 
trabajo menos monótono, la carrera profesional, el reconocimiento y la responsabilidad 
fueron mencionados por los participantes como fuentes de mejora de su satisfacción 
laboral. Estos factores han sido relacionados con la motivación en anteriores estudios 
en el área de IS (Hall, Sharp, et al., 2008). Desde el punto de vista Herzberg, "Los 
empleados que demuestran un incremento del nivel de sus habilidades deberían tener 
un mayor grado de responsabilidad"13, lo que está ampliamente relacionado con 
algunos de los elementos mencionados tales como la carrera profesional o la 
monotonía. Es posible que algunos de los participantes que mencionaron la 
responsabilidad cumplan los requisitos para desempeñar un puesto con mayor 
responsabilidad o para incluir tareas que requieran responsabilidad en su trabajo. Esto 
12 Traducción de “even organizations that offer competitive salaries and work with leading-edge 
technologies experience high levels of disatisfaction and higher than desired turnover” 
13 Traducción de "Employees who demonstrate increasing levels of ability should be given increasing levels 
of responsibility." 
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es importante dado que si los profesionales encuentran el trabajo como monótono y 
empiezan a sentir que pueden hacer más, empezaran a desmotivarse. Además, las 
organizaciones deberían considerar estos y otros motivadores intrínsecos, una vez que 
los extrínsecos están cubiertos, para mejorar la satisfacción laboral y reducir la tasa de 
rotación (Hulin, 1991) a la vez que incrementar los resultados económicos (Hayes, 
1999). 
Finalmente, es importante destacar que en los resultados está presente la relación 
de los conceptos analizados (satisfacción laboral, motivación y productividad) dado 
que varios de los conceptos fueron mencionados como motivadores y como fuentes de 
satisfacción laboral, y también de la productividad. Por ejemplo, el salario y la 
formación han sido mencionados en las tres categorías. Además, la satisfacción laboral 
fue mencionada como elemento motivador y algunos motivadores fueron mencionados 
como fuentes de satisfacción laboral, por ejemplo el reconocimiento o el contrato 
laboral. Hay que señalar que los resultados obtenidos son exploratorios. Dado que el 
objetivo de la tesis no se centra en la satisfacción laboral ni en la motivación, sino que 
se ha realizado el estudio de éstos como complemento, se da por finalizado el 
tratamiento de estos elementos para centrarse en los elementos que componen la 
medida de productividad que más tarde se elaborará y validará, es decir, en las 
entradas y salidas. 
3.3.2.4. Factores que afectan a la productividad 
Con respecto a la mejora de la productividad, los participantes mencionaron las 
interrupciones (3), el tener más formación (3), el empleo de metodologías (2), tener 
una visión global del proyecto (2), y otros elementos mencionados sólo una vez, tal y 
como se muestra en la Tabla 20. Estos elementos no son nuevos en el área de la IS y 
muchos de ellos ya han sido mencionados en la literatura tal y como se indica en la 
columna izquierda de dicha tabla. 
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Ítem N 
Investigaciones que también 
vinculan el elemento con la 
productividad 
Menos interrupciones 3 (DeMarco & Lister, 1987; Jones, 2000) 
Más formación 3 
(Grady & Caswell, 1987; Turcotte & 
Rennison, 2004) 
Metodología 2 
(Boehm, 1981b; Dyba & Dingsoyr, 2009; 
Martin, 1981) 
Visión global del estado del proyecto 2 - 
Mejor planificación y gestión del proyecto 1 
(Cole, 1995; Chatzoglou & Macaulay, 
1997; Jones, 2000; Lakhanpal, 1993; 
Walston & Felix, 1977; Wohlin & 
Ahlgren, 1995) 
Mejores instalaciones de trabajo (con áreas de descanso) 1 (DeMarco & Lister, 1987; Jones, 2000) 
Más motivación 1 (Beecham, et al., 2008) 
Desempeñar sólo un rol: analista, diseñador, programador 1 (DeMarco & Lister, 1987) 
Mejor equipo de trabajo (PC) 1 (Vosburgh et al., 1984) 
Mejor especificación de requisitos 1 
(Berntsson-Svensson & Aurum, 2006; 
Finnie, Wittig, & Petkov, 1993; Maxwell 
& Forselius, 2000; Vosburgh, et al., 1984; 
Walston & Felix, 1977; Wohlin & 
Ahlgren, 1995) 
Supervisar el impacto de los cambios solicitados por el cliente 1 
(Berntsson-Svensson & Aurum, 2006; 
Finnie, et al., 1993; Maxwell & Forselius, 
2000; Vosburgh, et al., 1984; Walston & 
Felix, 1977; Wohlin & Ahlgren, 1995) 
Mejorar la comunicación con el cliente y con otros equipos de 
desarrollo 
1 
(Chatzoglou & Macaulay, 1997; Simmons, 
1991; Wohlin & Ahlgren, 1995) 
Incentivos 1 (McLean, Smits, & Tanner, 1996) 
Más puestos de gestión 1 
(Cole, 1995; Chatzoglou & Macaulay, 
1997; Jones, 2000; Lakhanpal, 1993; 
Walston & Felix, 1977; Wohlin & 
Ahlgren, 1995) 
Horario reducido 1 
(Hill, Miller, Weiner, & Colihan, 1998; 
Jones, 2000) 
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Ítem N 
Investigaciones que también 
vinculan el elemento con la 
productividad 
Satisfacción con el proyecto, equipo de trabajo y cliente 1 
(Guzzo, 1988; Linberg, 1999; Rasch, 1991; 
Scudder & Kucic, 1991) 
Anticipación 1 - 
Flexibilidad de horarios 1 
(Berntsson-Svensson & Aurum, 2006; 
Boehm, Abts, Brown, et al., 2000; Cole, 
1995; DeMarco & Lister, 1987; Wohlin & 
Ahlgren, 1995) 
Teletrabajo 1 (Hill, et al., 1998; Jones, 2000) 
Tabla 20. Elementos que mejoran la productividad 
Los resultados indican como elemento más mencionado a un factor que ya fue 
señalado hace años por dos de los pioneros en trabajar sobre el capital humano en IS 
DeMarco y Lister (1987), se trata de las interrupciones. Este factor puede medirse por 
ejemplo con el ratio que DeMarco y Lister llaman E-Factor que se calcula entre las 
horas interrumpidas y el tiempo presente en el puesto de trabajo, cuyos valores típicos 
oscilan entre 0.10 y 0,38 (DeMarco & Lister, 1987). Este elemento debe ser tenido en 
cuenta de forma especial debido a que las nuevas prácticas tales como el desarrollo 
ágil (Melnik & Maurer, 2006; Melo, et al., 2011; Tessem & Maurer, 2007), permiten la 
presencia del cliente en el proceso de desarrollo, lo que puede añadir interrupciones 
adicionales no planificadas. Además, tal y como uno de los participantes menciona, la 
influencia del cliente en el desarrollo es un riesgo alto cuyo impacto no puede ser 
fácilmente medido. Otras nuevas prácticas tales como el GSD pueden incrementar las 
interrupciones debido a diferencias de zona horaria y a problemas de comunicación 
(Guzmán, Ramos, Seco, & Esteban, 2011; Herbsleb & Moitra, 2001). Otros elementos 
mencionados son el disponer de mejores instalaciones de trabajo (con áreas de 
descanso), y tener una mejor planificación y gestión de proyecto, las cuales están bien 
recogidas en la literatura previa (Wagner & Ruhe, 2008b). Con respecto a las 
instalaciones de trabajo, se ha relacionado estrechamente con la configuración del 
puesto de trabajo, de forma que evite los sitios pequeños, ruidosos, y cargados de 
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personal, para aumentar el desempeño de los ingenieros software (DeMarco & Lister, 
1987). Estos elementos también están mencionados como fuentes de satisfacción 
laboral y pueden ser considerados también como motivadores (Hall, Sharp, et al., 
2008). Así pues, la relación entre motivación y productividad está presente en los 
resultados de esta fase de investigación, tal y como ha sido analizado en la literatura 
(Boehm, 1981b; Shepperd, 1993). 
3.3.2.5. Conocimiento de las medidas convencionales por 
parte de los trabajadores 
Dado que el estudio del estado de la cuestión indica que existían dos medidas 
ampliamente utilizadas para medir la productividad, y que una de ellas es mencionada 
como medida de productividad de los trabajadores de conocimiento bajo estudio 
(Ramirez & Nembhard, 2004), se preguntó a los participantes por el conocimiento y 
aplicabilidad de las medidas SLOC y PF por una unidad de tiempo o esfuerzo a su 
puesto de trabajo como medida de productividad. Los resultados fueron los siguientes: 
• El 73.33% (11 participantes) conoce estas medidas, mientras que el otro 
26.64% (4) las desconoce. 
• De entre los participantes que las conocen: 
o Casi la mitad señalan que no sirve ninguna de las dos para medir la 
productividad de su puesto de trabajo (5/11, 45.45%). 
o Algo más de la mitad señalan que la medida basada en SLOC no 
sirve (6/11, 54.54%). 
o Y estos mismos participantes indican que la medida basada en PF si 
podría utilizarse (6/11, 54.54%), aunque habría que hacer 
modificaciones para que fuera eficaz. 
Estos resultados tienen dos lecturas. Por un lado, las medidas de productividad 
basada en SLOC no tienen cabida en los puestos de los participantes y quizá tampoco 
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en muchos otros puestos de trabajo. Como se mencionó anteriormente, este tipo de 
medida sólo tiene en cuenta una de las salidas producidas y en la actualidad no tiene 
tanta importancia el número de líneas desarrolladas sino otra serie de elementos 
producidos y reutilizados. Por otro lado, las medidas basadas en PF pueden ser de 
utilidad tal y como mencionan Ramirez y Nembhard (2004) para medir la 
productividad de estos trabajadores del conocimiento. No obstante, no todos los 
participantes señalan esta medida como eficaz, y varios mencionan que debería ser 
ajustada, de modo que no es una medida universal para estos puestos de trabajo y es 
necesario un ajuste. 
3.3.3. Contraste de hipótesis 
A pesar de la naturaleza cualitativa de esta fase, es posible contrastar las hipótesis 
H1 y H3. La hipótesis H1 mantiene que "En los puestos de trabajo involucrados en la 
ejecución de proyectos de desarrollo de software se emplean otras entradas, además 
del tiempo y el esfuerzo.". Esta hipótesis puede considerarse confirmada por los 
resultados obtenidos. Hay menciones tanto al tiempo como a otras entradas por parte 
de los participantes (p. ej., requisitos, conocimiento, cliente, recursos, documentación, 
experiencia...) lo que significa que otras entradas junto con el tiempo son utilizadas 
por los ingenieros software y jefes de proyecto para desempeñar las tareas de su puesto 
de trabajo. Por otro lado, la hipótesis H3 mantiene que "En los puestos de trabajo 
involucrados en la ejecución de proyectos de desarrollo de software se producen otras 
salidas, además de líneas de código y la funcionalidad.". Esta hipótesis también puede 
considerarse confirmada por los resultados obtenidos. Hay menciones tanto al código 
fuente y funcionalidad como a otras salidas (p. ej., calidad, gestión del trabajo, 
documentación, ventas...) lo que indica que otras salidas junto con el código fuente y 
la funcionalidad son producidas. De este modo, H1 y H3 pueden considerarse 
confirmadas a pesar de no tener un resultado estadístico que apoye este contraste. 
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Con respecto a H2 y H4, no es posible contrastarlas en esta fase de la investigación, 
dada la reducida muestra utilizada, pero es posible arrojar algo de luz sobre el posible 
resultado. Por ejemplo, las ventas fueron mencionadas como salida por cuatro 
ingenieros software (36,36%) y por tres jefes de proyecto (75%), por lo que hace 
posible pensar que existe una diferencia en el grado de producción de esta salida (H4). 
Por otro lado, el código fuente previo fue mencionado por dos ingenieros software 
(18,18%) y no fue mencionado por ningún jefe de proyecto, de modo que H2 podría 
considerarse también confirmada. Para contrastar estas y las anteriores hipótesis, dado 
que los resultados hasta este momento parten de información cualitativa, se lleva a 
cabo el estudio cuantitativo descrito en la siguiente sección de la presente tesis (ver 
3.4 Fase cuantitativa). 
Con respecto a H5, los participantes que conocen las medidas de productividad 
basadas en SLOC y PF indican que las medidas basadas en SLOC no son válidas para 
medir la productividad de su puesto de trabajo y que las medidas basadas en PF 
podrían utilizarse realizándose un ajuste de las mismas al trabajo desempeñado. Así 
pues, esta hipótesis se considera apoyada por los resultados dado que estas medias son 
mejorables en el mejor de los casos, y las basadas en SLOC parecen no ser eficaces 
para medir la productividad de estos trabajadores. 
3.3.4. Validez y fiabilidad 
Debido a la naturaleza de la metodología empleada (estudio cualitativo con 
recogida de información mediante entrevistas) existen algunos sesgos que a 
continuación se mencionan. En primer lugar, la forma en la que los participantes 
fueron seleccionados produce un sesgo ya que los participantes se autoseleccionaron al 
recibir el email que les invitaba a participar. Este sesgo compromete la validez externa 
de los resultados obtenidos. En segundo lugar, el método de recogida de información 
(entrevista) produce una recogida de información subjetiva ya que está basada en una 
interacción entre el participante y el entrevistador que puede afectar a los datos de la 
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entrevista. Además de este sesgo es posible que se hayan producido sesgos de los 
siguientes tipos: (1) deseabilidad social debido a que los participantes han podido 
construir sus respuestas para ajustarse a las normas de su entorno y profesión, (2) 
auto-representación debido a que los participantes han podido comentar sus 
experiencias de una forma más negativa o positiva de lo que realmente fue, y (3) 
plausibilidad dado que parte de los sucesos contados han podido ser omitidos u 
olvidados, o reconstruidos con argumentos diferentes. No obstante, debido al carácter 
cualitativo de esta fase de la investigación se asume que los efectos estos sesgos que 
pueden producir sobre la validez de los resultados son mínimos. 
3.3.5. Conclusiones 
Mediante el empleo de una metodología cualitativa basada en entrevistas a 
trabajadores de IS como método de recogida de información, y análisis de contenido 
como método para analizar la información, ha sido posible tener una visión conjunta 
sobre los objetivos de la presente investigación. Aunque este tipo de metodología 
requiere un gran esfuerzo, en comparación con las metodologías cuantitativas, la 
información obtenida es mucho más nutritiva para la investigación ya que aporta 
datos diversos de una misma muestra. De este modo ha sido posible obtener 
información sobre: la definición de productividad en tres niveles (organización, 
proyecto, e individual), las entradas y salidas utilizadas, la diferencia entre puestos, la 
motivación y satisfacción laboral, la mejora de la productividad, y el conocimiento de 
medidas de productividad basadas en SLOC o PF. Además, ha sido posible contrastar 
a partir de la información cualitativa algunas de las hipótesis planteadas. 
Respecto a las definiciones obtenidas, existe una gran diferencia entre ellas y las 
establecidas por normas tales como la IEEE 1045-1992 que establecen una relación 
entre una salida y una entrada exclusivamente. A nivel de puesto de trabajo, la 
definición obtenida es más abstracta que la que se tiene en cuenta para crear las 
medidas más utilizadas de productividad a nivel de trabajador. A diferencia de la 
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definición aportada por la norma IEEE 1045-1992 la definición obtenida se centra en 
las tareas realizadas y no tanto en el propio desarrollo software. De este modo, las 
medidas basadas en SLOC o PF parecen tener una validez limitada, tal y como ya ha 
sido indicado en estudios previos (Petersen, 2011), y deberían ser consideradas sólo en 
las tareas en las que se realizara desarrollo de software exclusivamente. Además, a 
medida que la granularidad aumenta, la definición cambia y se centra en elementos de 
nivel superior. Por ejemplo, a nivel de proyecto las tareas dejan de tener significado y 
se incluye el concepto de proyecto como salida, y a nivel de organización se incluye el 
producto en pro del proyecto. Es importante destacar que el tiempo figura en las 
definiciones de todos los niveles, y que el concepto de productividad, a partir de los 
resultados, está vinculado con la estimación y planificación de proyectos. Otro 
elemento importante que figura en las definiciones, y que no está incluido en las 
medidas más utilizadas, es el concepto de calidad. Así pues, teniendo en cuenta estos 
resultados, parece necesario adaptar nuevas medidas de productividad a nivel de 
puesto de trabajo a la definiciones de productividad obtenidas. 
Las entradas y salidas mencionadas por los participantes van más allá de la 
simplicidad con la que se diseñan las medidas de productividad basadas en SLOC y 
PF, dado que se han detectado otras entradas además del tiempo y el esfuerzo, y otras 
salidas además del código fuente y la funcionalidad. Esto indica que una medida de 
productividad debería considerar la diversidad de entradas y salidas potencialmente 
medibles de entre las existentes para dichos puestos y ajustarse a la realidad del 
mismo. Algunas de estas entradas y salidas pueden ser sustituidas por elementos 
proxy de modo que ciertos elementos podrían ser calculados a partir de otros. Además, 
la medida de productividad debería ser multi entrada y multi salida ya que la 
tipología y naturaleza de las entradas y salidas es diversa, y la utilización de una única 
entrada y salida como proxy para todas ellas es inviable. A su vez, los resultados sobre 
las salidas y entradas se relacionan con la definición de productividad a nivel de 
puesto, y varios elementos son tanto entradas como salidas. En dicha definición, la 
salida principal es la realización de la tarea y el cumplimiento de objetivos, junto con 
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la calidad, y la entrada principal es el tiempo. También, se mencionan diversos 
elementos relacionados con la gestión del trabajo, tanto como entradas como salidas. 
Los participantes muestran una total satisfacción con sus compañeros de trabajo y 
miembros del equipo, pero no están del todo satisfechos ni con sus jefes, ni con el tipo 
de trabajo que realizan. Esto, junto a que la organización del trabajo es una fuente de 
desmotivación destacada por ellos que ha de ser tenida en cuenta, máxime cuando la 
productividad viene definida por la realización de las tareas del proyecto. En concreto, 
si los trabajadores no están satisfechos con la gestión realizada por sus superiores, 
empezarán a desmotivarse (Hall, Sharp, et al., 2008), y por lo tanto su productividad 
decaerá. Además, si los trabajadores no están satisfechos con el tipo de trabajo 
realizado, y, tal y como se ha obtenido en los resultados, señalan factores (higiénicos) 
como la variedad del trabajo, la monotonía y rutina, tratarlos para eliminarlos se 
convierte en una prioridad si se busca un aumento de la productividad. Estos 
resultados pueden interpretarse también como la necesidad de los trabajadores en IS 
de ser participes del proyecto, de modo que el empleo de metodologías ágiles puede ser 
muy útil en esta dirección (Dyba & Dingsoyr, 2009). 
Desde el punto de vista de la mejora de la satisfacción, el aumento del sueldo es el 
elemento más mencionado. Este elemento es un motivador extrínseco además de factor 
higiénico, y ya ha sido mencionado en anteriores estudios dentro de IS (França & da 
Silva, 2010). Este elemento debería ser tratado con cuidado, ya que un aumento del 
mismo no producirá un aumento directo en la satisfacción, y por ende en la 
productividad (Judge, et al., 2010). No obstante, los participantes también mencionan 
factores motivadores tales como la carrera profesional, el reconocimiento, y la 
responsabilidad. Además, la relación entre los conceptos de productividad, satisfacción 
laboral y motivación está presente en los resultados dado que varios conceptos fueron 
mencionados en todas las categorías (p. ej., el salario y la formación). Así pues, las 
organizaciones han de considerar el estudio de los factores motivadores y de 
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satisfacción laboral como una fuente de conocimiento y mejora de la productividad de 
estos trabajadores. 
Los resultados sobre mejora de la productividad están en línea con las anteriores 
investigaciones. Así, los elementos más mencionados por los participantes fueron las 
interrupciones, el disponer de más formación, el empleo de metodologías, y el tener 
una visión global del proyecto. Todos estos elementos han sido analizados previamente 
en la literatura científica y no resultan novedosos. No obstante, es necesario tener en 
cuenta los factores que afectan a la productividad de los trabajadores del conocimiento 
a la hora de realizar una medición. En este sentido, y dado que cada puesto de trabajo 
se desempeña bajo condiciones distintas a otros, aunque sean del mismo tipo, 
cualquier estudio de productividad debería tener en cuenta estas condiciones a la hora 
de valorar e interpretar los resultados obtenidos. 
Con respecto al conocimiento de las medidas de productividad basadas en SLOC o 
PF, casi una cuarta parte de los participantes no las conocen. De las otras tres cuartas 
partes, algo más de la mitad (un tercio de la muestra) señalan que las medidas 
basadas en SLOC carecen de eficacia para medir la productividad de su trabajo, pero 
que las basadas en PF podrían aplicarse con ciertas modificaciones; la otra mitad 
indica que ninguna de estas medidas tiene eficacia para medir la productividad de su 
puesto. Estos resultados indican que las medidas de productividad basadas en SLOC 
deberían ser descartadas para medir la productividad en los puestos de trabajo 
analizados, y que las basadas en PF deberían ser modificadas para ajustarse a la 
realidad de las tareas desempeñadas por los trabajadores. 
Finalmente, no ha sido posible contrastar las hipótesis estadísticamente, pero si ha 
sido posible contrastar las hipótesis H1 y H3 desde la información cualitativa 
obtenida. A partir de los resultados, es razonable suponer que existen otras entradas 
además del tiempo y el esfuerzo (H1), y otras salidas además del código fuente y la 
funcionalidad (H3), ya que se mencionan otras entradas y salidas. De este modo, H1 y 
H3 pueden considerarse confirmardas, a pesar de no tener un resultado estadístico que 
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apoye este contraste. Así pues, es necesario continuar con la investigación para 
contrastar las hipótesis H1 a H4 de forma estadística, y posteriormente desarrollar 
medidas de productividad basándose en los resultados obtenidos. En la Tabla 21 se 
muestra el estado de las hipótesis tras realizar la fase cualitativa. 
Hipótesis Contrastada Resultado 
Hipótesis 1. En los puestos de 
trabajo involucrados en la 
ejecución de proyectos de 
desarrollo de software se 
emplean otras entradas, además 
del tiempo y el esfuerzo. 
Sí, desde un punto de vista 
exploratorio. No obstante, será 
contrastada de nuevo a raíz de 
los resultados del cuantitativo 
con rigor estadístico. 
Sí, previamente a la 
realización de la fase 
cuantitativa tiene sentido 
suponer que existen otras 
entradas (ver Tabla 13). 
Hipótesis 2. Las entradas 
utilizadas son distintas para 
cada puesto de trabajo 
involucrado en la ejecución de 
proyectos de desarrollo de 
software. 
No, ya que no fue posible 
contrastarla mediante la fase 
cualitativa. Se contrastará en la 
fase cuantitativa. 
Pendiente. 
Hipótesis 3. En los puestos de 
trabajo involucrados en la 
ejecución de proyectos de 
desarrollo de software se 
producen otras salidas, además 
de líneas de código y la 
funcionalidad. 
Sí, desde un punto de vista 
exploratorio. No obstante, será 
contrastada de nuevo a raíz de 
los resultados del cuantitativo 
con rigor estadístico. 
Sí, previamente a la 
realización de la fase 
cuantitativa tiene sentido 
suponer que existen otras 
entradas (ver Tabla 14). 
Hipótesis 4. Las salidas 
producidas son distintas para 
cada puesto de trabajo 
involucrado en la ejecución de 
proyectos de desarrollo de 
software. 
No, ya que fue no posible 
contrastarla mediante la fase 
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Hipótesis Contrastada Resultado 
Hipótesis 5. Las actuales 
medidas de productividad a 
nivel de puesto de trabajo en 
los proyectos de desarrollo de 
software tienen una eficacia 
limitada para medir la 
productividad real de los 
trabajadores. 
Sí, desde un punto de vista 
exploratorio. Aunque 
parcialmente se ha contrastado 
esta hipótesis en la fase 
cualitativa, será contrastada 
tras el estudio empírico. 
No, sin embargo, y 
previamente a la realización 
de la validación, tiene sentido 
suponer que las medidas 
basadas en SLOC o PF por 
una unidad de esfuerzo o 
tiempo no son eficaces para 
medir la productividad de 
todos los puestos. 
Hipótesis 6. Es posible medir de 
forma más eficaz la 
productividad de los puestos de 
trabajo en los proyectos de 
desarrollo de software con 
nuevas medidas que combinen 
varios elementos: entradas, 
salidas y factores. 
No, será contrastada tras el 
estudio empírico. 
Pendiente. 
Tabla 21. Estado de las hipótesis tras ejecutar la fase cualitativa 
3.4. Fase cuantitativa 
Los resultados obtenidos en la fase cualitativa permiten responder a algunas de las 
hipótesis planteadas y otras quedan parcialmente contratadas (ver Tabla 21). En 
concreto, se han contrastado las hipótesis relacionadas con la existencia de otras 
entradas, además del tiempo y el esfuerzo (H1), y la existencia de otras salidas, 
además del código fuente y la funcionalidad (H3). Además, dada la existencia de otras 
entradas y salidas, que no son medidas en las medidas actuales, tiene sentido suponer 
que la eficacia de las medidas más utilizadas para medir la productividad de estos 
trabajadores es limitada (H5). Así, quedan pendientes por contrastar las hipótesis de 
investigación H1, H2, H3 y H4. Para conseguir el objetivo de contrastar las hipótesis, 
se ha diseñado y ejecutado el método cuantitativo que se presentan a continuación, 
junto con los resultados obtenidos y el contraste de las hipótesis realizado. 
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3.4.1. Metodología 
El método elegido está basado el análisis estadístico para contrastar las hipótesis y 
el uso de un cuestionario como herramienta de recogida de información. En las 
ciencias sociales es común utilizar los cuestionarios, los cuales son un tipo de encuesta 
que solicita a los participantes definir el grado con el que están de acuerdo o 
desacuerdo sobre varios ítems (Foddy, 1994); estas escalas de acuerdo suelen usar 
intervalos (McIver & Carmines, 1981). En IS, los cuestionarios han sido también 
utilizados para la investigación (Ciolkowski, Laitenberger, Vegas, & Biffl, 2003). El 
proceso utilizado en esta fase se muestra en la Ilustración 18. 
 
Ilustración 18. Proceso fase cuantitativa 
A partir de los resultados de la fase cualitativa, se construyó un cuestionario como 
forma de recogida de información. El cuestionario incluyó preguntas demográficas para 
describir la muestra utilizada, y 32 preguntas con escala Likert (1932) de 6 valores 
("Nunca", "Casi Nunca", "A veces", "A menudo", "Casi Siempre", "Siempre") para los 
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cuatro puestos de trabajo que Métrica 3 (2000) define en relación con los proyectos de 
desarrollo de software: programador, analista, consultor, y jefe de proyecto. Dentro de 
cada puesto, los participantes rellenaron 32 preguntas, 16 relacionadas con el grado de 
utilización de recursos (entradas) y 16 con el grado de producción de productos o 
servicios (salidas) para los trabajos en los que tuvieran experiencia. Los elementos 
seleccionados fueron los siguientes, como entradas: Tiempo, Conocimiento, 
Planificación, Estimación, Objetivos asignados, Software, Hardware, Instalaciones de 
trabajo, Especificación de requisitos, Conocimiento funcional, Cliente, Motivación, 
Documentación, Experiencia, Formación, Código fuente previo; y como salidas: 
Producto, Documentación, Tarea finalizada, Cumplimiento de objetivos, Estimación, 
Planificación, Calidad, Ventas, Pruebas, Experiencia, Conocimiento, Solución de 
problemas, Solución de bugs, Satisfacción del cliente, Funcionalidad. Estas listas no 
son limitadas, es decir, no son todas las posibles entradas y salidas, pero representan 
una muestra significativa de ellas, y permiten el contaste estadístico de las hipótesis de 
investigación. El formulario se puede consultar en el Anexo D - Cuestionario y 
justificación de selección de elementos, junto con la justificación de la selección de las 
entradas y salidas. 
Para el tratamiento de datos se ha utilizado el paquete estadístico SPSS versión 17. 
Y como método estadístico para comprobar las hipótesis el test no-paramétrico de 
Kruskal-Wallis (Kruskal & Wallis, 1952) con el objetivo de conocer si existen 
diferencias entre en el grado de utilización de las entradas para cada puesto de trabajo 
y en el grado de producción de la salida. Este test fue elegido, en sustitución del test 
ANOVA de una vía, ya que aunque los datos a analizar son de tipo ordinal (escala 
Likert) y podrían considerarse valores numéricos, los datos no cumplen las otras dos 
condiciones necesarias para aplicar ANOVA: normalidad y homocedasticidad14. En el 
14 Las varianzas de la variable dependiente en los grupos que se comparan son aproximadamente 
iguales. 
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Anexo E - Condiciones para aplicar ANOVA se incluyen las pruebas de normalidad y 
homocedasticidad que justifican la selección del estadístico de contraste. Además del 
test de Kruskal-Wallis se eligió el test post hoc de Dunn, el cuál es el análogo en 
formato no-paramétrico de la prueba Holm-Sidak de múltiple t-test, para comparar las 
diferencias entre los puestos de trabajo para las entradas, y para las salidas. 
3.4.2. Recogida muestral 
El cuestionario fue distribuido utilizando la plataforma Google Docs, que permite la 
construcción y rellenado de cuestionarios electrónicos online. El cuestionario fue 
realizado en español y traducido al inglés. Para enviar el formulario se utilizaron dos 
medios. Por un lado, se mando un email a contactos personales; y por otro lado, se 
puso un post en varios grupos de LinkedIn. En concreto, se envió el formulario a 300 
profesionales y se posteo en 36 grupos. El cuestionario incluye una pregunta específica 
para saber cómo han accedido los participantes al mismo, de forma que es posible 
conocer el ratio de respuesta para cada medio utilizado. Como respuestas a esta 
pregunta, además de los dos medios utilizados, se incluye una tercera opción que 
permite a los participantes indicar que han recibido el email de una tercera persona. 
Esta opción fue incluida dado que se solicitaba a los posibles participantes que 
enviaran el email, o que facilitaran la dirección en el caso de los grupos LinkedIn, a 
personas conocidas que pudieran rellenar el formulario. 
Dado que la recogida muestral se ha realizado mediante la herramienta de Google 
Docs, los datos se trasladaban automáticamente a una hoja de cálculo. Se fijo un 
número orientativo de participantes mínimo en 100 para comenzar a analizar los 
datos, no obstante se obtuvieron 158 participaciones. La muestra final tiene las 
siguientes características: los participantes rellenaron un total de 345 puestos (125 
programador, 95 analista, 65 consultor, y 60 jefe de proyecto), es decir, 2,18 puestos 
por participante; con respecto a la composición demográfica de la muestra, ésta consta 
de 131 hombres (82,91%) y 27 mujeres (17,09%), con una media de 33,94 años con 
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desviación típica de 8,62 años; y el medio que utilizaron para acceder los participantes 
se compone de la siguiente manera: 89 participantes (56,33%) accedieron mediante 
email, lo que representa un ratio de respuesta del 24% ya que se enviaron 300 emails, 
49 (31,01%) mediante los grupos de LinkedIn, y 20 (12,66%) mediante una persona 
conocida. 
3.4.3. Resultados 
A continuación se presentan los resultados en dos apartados. En primer lugar, los 
resultados en formato descriptivo para las cuestiones sobre entradas y salidas, y los 
datos demográficos; y en segundo lugar el contraste de hipótesis. 
3.4.3.1. Descriptivos 
Los resultados descriptivos están incluidos en la Tabla 22 para las entradas y la 
Tabla 23 para las salidas. Se incluye para cada ítem la moda y los percentiles: 25, 50 
(mediana), y 75. Dado que se eligió una escala Likert, la cual debe ser considerada 
inicialmente como ordinal y no de intervalo, y no hay motivos para considerarla como 
intervalo (Kitchenham, Hughes, & Linkman, 2001), no se incluye la media ni la 
desviación típica al no ser datos continuos ni intervalo15. Así pues, se emplea la moda 
y percentiles como estadísticos descriptivos. Destacar, que algunos elementos tienen 
múltiples modas; en estos casos se muestra la moda mínima. Además, se incluyen la 
15 Sólo en casos en los que los elementos de la escala Likert conforman datos de tipo intervalo es 
correcto calcular la media y desviación típica de los datos obtenidos. En este caso, la distancia entre 
elementos de la escala Likert empleada no puede ser comparada por lo que está fuera de lugar emplear 
estas medidas de centralización y dispersión al tratarse de una escala de tipo ordinal; para más 
información sobre esta peculiaridad consultar: (Andrews, Klem, Davidson, O’Malley, & Rodgers, 1981; 
Blaikie, 2003; Clegg, 1998). 
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desviación semi-intercuartílica y la desviación mediana para cada ítem, en la Tabla 24 
para las entradas y en la Tabla 25 para las salidas. 
A partir de los datos obtenidos se puede decir que todas las entradas son 
ampliamente utilizadas por todos los puestos bajo estudio. En concreto, todos los 
elementos tienen una mediana igual o superior a 4 ("A menudo") salvo Código fuente 
previo que tiene una mediana de 2 ("Casi Nunca") para el puesto Jefe de Proyecto y 
Consultores, y de 3 ("A veces") para Analistas y Programadores. Desde el punto de 
vista de las salidas casi todas ellas tienen una mediana igual o superior a 4 salvo: las 
Ventas para el puesto de Programador y Analista tienen una media de 3, el Código 
fuente para el Analista de 3 ("A veces") y para el Consultor y Jefe de Proyecto de 2 
("Casi Nunca"), los Bugs solucionados para el Analista, Programador y el Jefe de 
Proyecto de 3 ("A veces"), y el Producto para el Consultor de 3 ("A veces"). Así pues, 
la selección de entradas y salidas puede considerarse válida para los puestos de trabajo 
bajo estudio.  
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Tabla 22. Estadísticos descriptivos de las entradas 
a. Existen múltiples modas por lo que se muestra el valor menor  
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Tabla 23. Estadísticos descriptivos de las salidas 
a. Existen múltiples modas por lo que se muestra el valor menor  
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Tabla 24. Desviación semi-intercuartílica y mediana de las entradas 
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Tabla 25. Desviación semi-intercuartílica y mediana de las salidas 
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3.4.4. Contraste de hipótesis 
Respecto a las Hipótesis H1 y H3, los resultados constatan la existencia de otras 
entradas, además del esfuerzo y el tiempo, y otras salidas, además del código fuente y 
la funcionalidad. Así, las hipótesis 
Hipótesis 1. En los puestos de trabajo involucrados en la ejecución 
de proyectos de desarrollo de software se emplean otras entradas, 
además del tiempo y el esfuerzo. 
Hipótesis 3. En los puestos de trabajo involucrados en la ejecución 
de proyectos de desarrollo de software se producen otras salidas, 
además de líneas de código y la funcionalidad. 
quedan confirmadas. Esto se basa en la utilización de varias de las entradas 
planteadas con una frecuencia alta por parte de todos los puestos, y la producción de 
varias de las salidas planteadas con una frecuencia alta por parte de todos los puestos. 
Dado que son hipótesis de existencia no es posible aplicar ningún método estadístico 
de contraste y sólo es posible basarse en los resultados descriptivos descritos en el 
apartado anterior. 
Para contrastar las hipótesis H2 y H4, referentes a las diferencias entre puestos de 
trabajo en cuanto al empleo de las entradas (H2) y a la producción de las salidas (H4), 
es necesario emplear un método estadístico, en este caso se optó por emplear el test 
no-paramétrico de Kruskal-Wallis (Kruskal & Wallis, 1952). Además del test de 
Kruskal-Wallis se eligió el test post hoc de Dunn, el cuál es el análogo en formato no-
paramétrico de la prueba Holm-Sidak de múltiple t-test, para comparar las diferencias 
entre los puestos de trabajo para las entradas, y para las salidas. Los resultados del 
test de Kruskal Wallis están incluidos en la Tabla 26. 
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Desde el punto de vista de las entrada: el Tiempo (χ2 = 14,752, df = 3, P < ,005). 
(χ2 = 14,752, df = 3, P < ,005), la Planificación (χ2 = 29,05, df = 3, P < ,005), la 
Estimación (χ2 = 34,986, df = 3, P < ,005), los Objetivos asignados (χ2 = 24,825, df = 
3, P < ,005), el Software (χ 2 = 44,532, df = 3, P < ,005), el Hardware (χ2 = 28,591, df 
= 3, P < ,005), la Especificación de requisitos (χ2 = 19,427, df = 3, P < ,005), el 
Conocimiento funcional (χ 2 = 11,019, df = 3, P < ,005), el Cliente (χ2 = 41,015, df = 
3, P < ,005), la Motivación (χ 2 = 9,121, df = 3, P < ,005), y el Código fuente previo 
(χ2 = 62,451, df = 3, P < ,005) tienen diferencias estadísticas significativas entre 
algunas parejas de puesto de trabajo, o lo que es lo mismo, alguno puestos de trabajo 
emplean estos recursos con distinto grado de frecuencia. 
Por otro lado, desde el punto de vista de las salidas: el Código fuente (χ2 = 106,906, 
df = 3, P < ,005), el Producto (χ2 = 22,771, df = 3, P < ,005), la Documentación (χ2 = 
25,846, df = 3, P < ,005), los Objetivos Alcanzados (χ2 = 8,617, df = 3, P < ,005), la 
Estimación (χ2 = 37,112, df = 3, P < ,005), la Planificación (χ2 = 55,848, df = 3, P < 
,005), la Calidad (χ2 = 4,587, df = 3, P < ,005), Sales (χ2 = 35,913, df = 3, P < ,005), 
las Pruebas (χ2 = 23,435, df = 3, P < ,005), la Solución de Bugs (χ2 = 58,192, df = 3, 
P < ,005), y Satisfacción del cliente (χ2 = 28,105, df = 3, P < ,005) tienen diferencias 
estadísticas significativas, por lo que para estas salidas es posible decir que son 
producidas con distinto grado de frecuencia en los puestos de trabajo. 
 Ji Cuadrado Sig. asint. 
Entradas 
Tiempo 14.752 ,002 
Conocimiento 6.29 ,098 
Planificación 29.05 ,000 
Estimación 34.986 ,000 
Objetivos asignados 24.825 ,000 
Software 44.532 ,000 
Hardware 28.951 ,000 
Instalaciones de trabajo 7.075 ,070 
Especificación de requisitos 19.427 ,000 
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 Ji Cuadrado Sig. asint. 
Conocimiento funcional 11.019 ,012 
Cliente 41.051 ,000 
Motivación 9.121 ,028 
Documentación 4.8 ,187 
Experiencia 3.906 ,272 
Formación 4.43 ,219 
Código fuente previo 62.451 ,000 
 Ji Cuadrado Sig. asint. 
Salidas 
Código fuente 106.906 ,000 
Producto 22.771 ,000 
Documentación 25.846 ,000 
Tarea finalizada 5.968 ,113 
Cumplimiento de objetivos 8.617 ,035 
Estimación 37.112 ,000 
Planificación 55.848 ,000 
Calidad 4.587 ,205 
Ventas 35.913 ,000 
Pruebas 23.435 ,000 
Experiencia 6.256 ,100 
Conocimiento 5.2 ,158 
Solución de problemas 5.572 ,134 
Solución de bugs 58.192 ,000 
Satisfacción del cliente 28.105 ,000 
Funcionalidad 3.522 ,318 
Tabla 26. Resultados del test de Kruskal Wallis (variable de agrupación: puesto de trabajo) 
Muchas de las entradas utilizadas en el cuestionario (11/16) tienen diferencias 
estadísticamente significativas entre algunos de los puestos de trabajo por lo que la 
hipótesis H3 "Las entradas utilizadas son distintas para cada puesto de trabajo 
involucrado en la ejecución de proyectos de desarrollo de software." puede 
considerarse confirmada a partir de estos resultados. Por otro lado, varias salidas 
(10/16) tienen diferencias estadísticamente significativas entre algunos de los puestos 
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de trabajo por lo que ha hipótesis H4 "Las salidas producidas son distintas para cada 
puesto de trabajo involucrado en la ejecución de proyectos de desarrollo de software." 
puede considerarse confirmada a partir de estos resultados. 
Adicionalmente, para conocer entre que pares de puestos de trabajo existen las 
diferencias en la utilización de las entradas y en la producción de las salidas, se llevó a 
cabo el test de Dunn. El software estadístico utilizado (SPSS versión 17) no incluye 
este test por lo que fue construido utilizando una hoja de cálculo de Microsoft Excel. 
El primer paso para construir el test de Dunn es establecer el nivel de significancia 







Ecuación 1. Nivel de significancia del test de Dunn 
donde 
 'α  es el alpha ajustado utilizado en la prueba de Kruskal Wallis (0,05), 
 y K es el número de grupos (4) 
El siguiente paso es establecer la diferencia teórica para cada par de grupos a 

















1 α  
Ecuación 2. Diferencias teóricas para cada pareja de grupos a comparar 
donde 
 α−1Z  es la inversa de la distribución normal acumulada (2,638257273), 
 N es el tamaño de la muestra (N=345), 
 y ni y nj son los tamaños de los grupos que son comparados (125, 95, 65, 60). 
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Tabla 27. Diferencias teóricas (prueba de Dunn) 
El último paso consiste en calcular la diferencia observada para cada elemento en 
cada grupo (Ecuación 3). Si la diferencia observada es mayor que la diferencia teórica 
(Ecuación 2), entonces hay una diferencia significativa entre los grupos para ese 
elemento. Las diferencias observadas junto con los rangos medios para cada elemento 
y par de puestos de trabajo están incluidas en la Tabla 28 para las entradas, y en la 
Tabla 29 para las salidas. 
jiij RR −=∆'  
Ecuación 3. Diferencia observada para cada pareja de grupos comparados 
donde 
 iR y jR  son los rangos medios de los dos grupos a comparar. 
En el caso de la motivación (entrada) no se encontró diferencia entre ningún par a 
pesar de que la prueba de Kruskal Wallis indicaba la existencia de al menos una par 
con diferencias. Así pues se decidió utilizar la prueba de U Mann-Whitney para esta 
entrada. Con esta prueba se encontraron diferencias significativas para los siguientes 
pares: Programador y Consultor (z = -2.335, p < .05), Programador y Jefe de 
Proyecto (z = -2.129, p < .05), y Analista y Consultor (z = -2.079, p < .05) para esta 
entrada. 
Con respecto a las diferencias entre puestos y las entradas, el puesto de trabajo con 
más diferencias con respecto al uso de ellas es Programador, con 21 diferencias 
estadísticamente significativas (de 96 posibles); seguido del puesto Jefe de Proyecto 
con 16 diferencias. Además, se puede observar que para algunas entradas hay 
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diferencias entre varios puestos de trabajo. Por ejemplo, el grado de utilización de la 
Planificación y los Objetivos asignados por el Jefe de Proyecto es estadísticamente 
diferente con respecto a los otros puestos. El mismo patrón se reproduce para el 
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Medio Analista Consultor 
Jefe de 
Proyecto 
Jefe de Proyecto 136.53 
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requisitos 







Jefe de Proyecto 191.02 
   
Conocimiento 
funcional 







Jefe de Proyecto 172.73 
   







Jefe de Proyecto 199.08 
   







Jefe de Proyecto 192.78 
   
Código fuente 
previo 







Jefe de Proyecto 127.05 
   
Tabla 28. Rangos medios y diferencias observadas para las entradas (Kruskal Wallis, con p 
< 0.05) 
* Hay diferencias significativas entre estos grupos 
De otra parte, el puesto de trabajo con más diferencias en el grado de producción 
de las salidas empleadas es el Programador con 22 diferencias encontradas seguido del 
Jefe de Proyecto con 9 (de 96 posibles diferencias). El mismo patrón encontrado en las 
entradas está presente en las salidas. Por ejemplo, la producción de Código fuente, 
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Planificación, Ventas, y Solución de bugs son estadísticamente diferentes desde el 
resto de punto de vista de los otros puestos de trabajo con respecto al programador. 
Estos patrones añaden apoyo adicional al contraste de las hipótesis H2 y H4 ya que 
indican que la diferencia es mayor entre este puesto y los demás. Así pues, es posible 
decir que el puesto de trabajo Programador es el puesto con más diferencias 
encontradas en el estudio, seguido del puesto de Jefe de Proyecto. 
 
Diferencias observadas 
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Diferencias observadas 
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Jefe de Proyecto 164.26 
   







Jefe de Proyecto 144.24 
   
Satisfacción del 
cliente 







Jefe de Proyecto 212.06 
   
Tabla 29. Rangos medios y diferencias observadas para las salidas (con p < 0.05 en Kruskal 
Wallis) 
* Hay diferencias significativas entre estos grupos 
3.4.5. Situación tras analizar los resultados 
Los resultados pueden ser discutidos desde varios puntos de vista. Desde el punto 
de vista de la definición, la norma IEEE 1045-1992 define la productividad como la 
relación entre una primitiva de salida y su correspondiente primitiva de entrada para 
desarrollar software. Así, a partir de los resultados es posible establecer varias 
relaciones entre entradas y salidas. Por ejemplo, es posible establecer una relación 
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entre el código fuente desarrollado y el conocimiento utilizado para producirlo, o entre 
el código fuente previo y los bugs solucionados, o entre el conocimiento utilizado y el 
conocimiento generado. Sin embargo, parece que esta definición no cubre todas las 
posibles relaciones porque establece una relación entre una salida y una entrada y 
varios de estos elementos no están relacionados en pares, por ejemplo el hardware 
utilizado (entrada) y las ventas (salidas). Además, esta definición está reducida a una 
relación entre entradas y salidas (relación de tipo 1-1) y los resultados apuntan a 
relaciones múltiples entre entradas y salidas (relación de tipo M-N). 
Desde el punto de vista de las medidas más utilizadas en IS, los resultados son 
controvertidos. Al igual que en el caso de la definición dada por la norma IEEE 1045-
1992, las medidas más utilizadas se basan en un ratio (relación) entre una medida de 
tamaño de producto (SLOC o PF) y el esfuerzo requerido para producir el producto 
(horas o horas-hombre). Sin embargo, los resultados indican que hay más de una 
entrada y salida, por lo que varias relaciones podrían ser establecidas. Esta limitación 
en la definición de la productividad y en las medidas utilizadas puedes ser explicada 
en parte por el nivel de medición en el que se crearon: a nivel de proyecto. Pero si la 
definición de productividad no es la misma en todos los niveles (Hernández-López, 
Colomo-Palacios, & García-Crespo, 2012), utilizar la misma medida de productividad 
en todos los niveles no parece tener sentido. 
Además, las medidas más utilizadas no son medidas eficaces para medir la 
productividad de estos profesionales a la luz de los resultados obtenidos. Estas 
medidas en cualquier caso deben ser consideras como medidas especificas de 
productividad. Por ejemplo, la medida PF/t tiene que ser vista como una medida de 
productividad de entrega de software, es decir, una medida en la cual se mide la salida 
por la funcionalidad y sólo se requiere tiempo para producir la funcionalidad. Estas 
medidas además dejan fuera otras salidas y entradas a pesar de que varias de ellas 
podrían incluirse, teniendo en cuenta que en niveles inferiores de medición la 
granularidad puede ser reducida. 
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A su vez, si se utiliza una medida que sólo tiene en cuenta una salida y una 
entrada, cuando se busque una mejora de la productividad, cualquier modificación en 
otras entradas y salidas será un factor externo y no será incluido en la medida. Por 
ejemplo, si una organización da una formación adicional a los jefes de proyecto para 
mejorar la planificación y estimación de los proyectos (esto es una entrada de tipo 
formación) con el objetivo de mejorar la productividad de la entrega de software, es 
decir, incrementar la salida por unidad de esfuerzo, no habrá forma de comprobar si 
los resultados de productividad posteriores a la formación están influenciados por la 
formación recibida porque ésta es un factor, pero no es el único factor que se 
modificará en las siguientes mediciones. En este ejemplo, quizá una medida de 
productividad adicional para medir la productividad de la planificación y la estimación 
podría arrojar luz en conjunto con otras medidas de productividad. Para esto se 
podría emplear el método Data Envelopment Analysis (DEA) como ha sido 
introducido previamente para fines similares (Mahmood, et al., 1996). 
Dentro de los resultados hay varias entradas que fueron mencionadas como salidas 
también, por ejemplo el conocimiento y la experiencia. Esta característica añade una 
dificultad extra a la tarea de medir la productividad de los profesionales de IS. Este 
hecho introduce un nuevo concepto a la definición de productividad y las medidas 
comúnmente utilizadas, se trata de la transformación de entradas en salidas del mismo 
tipo. En las medidas y definiciones convencionales, las entradas y las salidas son 
compartimentos aislados, es decir las entradas son sólo salidas y las salidas sólo 
salidas. Sin embargo, los resultados indican la existencia de varias entradas que son a 
su vez salidas. Estas entradas se modifican normalmente a la vez que el profesional 
desempeña las funciones de su puesto de trabajo. 
Es ampliamente aceptado que si un trabajador entra y/o sale de un proyecto 
empezado, los resultados de la productividad cambiarán. Pero, si el tiempo y el 
esfuerzo son las únicas entradas utilizadas por los profesionales en IS para desarrollar 
software, tal y como se concluye al analizar las medidas más utilizadas, ¿cómo es 
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posible que la productividad cambie cuando la composición del equipo del proyecto 
cambia? Una de las posibles respuestas es que hay otras entradas que no son medidas 
en las medidas empleadas. Si sólo se utiliza el tiempo o el esfuerzo a la hora de medir 
la productividad, entonces los cambios en la productividad no serán significantes 
cuando la composición del equipo del proyecto cambie. En otras palabras, los puestos 
de trabajo en IS no son automatizables ni estandarizables como lo son en la industria 
manufacturera (Davenport & Prusak, 2000). 
Llegado este punto, disponer de una descripción de los puestos de trabajo parece un 
elemento importante para medir (y mejorar) la productividad. Las definiciones de 
puestos de trabajo incluyen una lista completa de entradas utilizadas y de salidas 
producidas junto con los procesos de trabajo que se realizan (Fernández-Ríos, 1995). 
Así, si hay diferencias entre las entradas utilizadas (H2) y entre las salidas producidas 
(H4) para cada puesto de trabajo, y las medidas de productividad son especificas para 
cada puesto de trabajo, se debería tener en cuenta las entradas utilizadas y las salidas 
producidas para cada puesto como punto de partida. Esta tarea puede ser realizada 
mediante un análisis y descripción de puestos de trabajo. Finalmente hay que concluir 
que carece de sentido utilizar las mismas medidas de productividad para todos los 
puestos analizados si existen diferencias en las entradas a utilizar y en las salidas a 
producir entre los puestos. En resumen, a la hora de desarrollar las futuras medidas de 
productividad se debería considerar como guía base las definiciones de puestos de 
trabajo. 
3.4.6. Validez y fiabilidad 
Debido a la forma en la que se seleccionó a los participantes, es posible que exista 
un sesgo de selección producido por la autoselección. Los participantes fueron 
autoseleccionados cuando recibieron el email (esto sucede en ambas fases de la 
investigación) o cuando leyeron el post en LinkedIn (segunda fase), es decir, ellos 
mismos decidieron participar en la investigación. Este sesgo compromete la validez 
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externa de los resultados obtenidos. Este tipo de sesgo está presente en ambas fases de 
la investigación y debería ser solucionado en futuras investigaciones mediante el uso de 
un método de selección de participantes en el que no exista auto participación. Sin 
embargo, debido a la naturaleza de las hipótesis planteadas el efecto de este sesgo no 
debería afectar a los resultados obtenidos hasta el momento, ya que se trata de 
hipótesis exploratorias en las cuales no hay una relación estricta entre las variables 
bajo estudio. Por otro lado, podría replicarse el estudio con otros participantes para 
comprobar si los resultados son los mismos, utilizando las mismas entradas y salidas u 
otras, y/o añadiendo o borrando elementos si se considerase necesario. 
3.5. Situación tras ambas fases de estudio 
Los resultados hasta el momento indican que se utilizan otras entradas a parte del 
tiempo y el esfuerzo (H1), y se producen otras salidas a parte de la funcionalidad y el 
código fuente (H3) en los puestos de trabajo relacionados con los proyectos de 
desarrollo de software. Estos hallazgos ponen en entredicho la eficacia de las medidas 
de productividad más utilizadas en las que se mide la relación entre el tamaño del 
producto y el tiempo o esfuerzo empleado en producir el producto. Así, esas medidas 
deben ser consideras como medidas especificas de productividad (Petersen, 2011), por 
ejemplo SLOC/t como productividad de entrega de código fuente, y su eficacia para 
medir un concepto más global como es la productividad está comprometido. Además, 
al haberse encontrado diferencias entre el uso de varias entradas a nivel de puesto 
(H2) y en la producción de varias salidas (H4) entre algunos de los puestos de trabajo, 
las medidas de productividad deberían tener en cuenta las características de cada 
puesto, es decir, las medidas deberían estar ajustadas a cada puesto de trabajo si el 
objetivo que se persigue con ellas es medir la productividad de dichos puestos. 
De forma general, y teniendo en cuenta los resultados, los puestos de trabajo bajo 
estudio pueden ser agrupados dentro de los trabajadores del conocimiento. Estos 
puestos producen otras salidas, algunas de ellas no tangibles, que no son 
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tradicionalmente medidas como elementos producidos (p. ej., la experiencia y el 
conocimiento), utilizan otras entradas que no son recursos humanos per se (p. ej., la 
formación y la documentación), e interactúan con otros trabajadores y personas (p. 
ej., con el cliente para la toma de requisitos, y con otros compañeros) para 
desempeñar las tareas propias de su puesto de trabajo. Además, la calidad es una 
salida para estos puestos de trabajo. Por ello, de estas conclusiones se argumenta que 
emplear la misma filosofía que en el sector de manufactura para medir la 
productividad en los puestos de trabajo con fuerte carga de capital humano carece de 
sentido. 
Tras realizar ambas fases, las hipótesis de la tesis doctoral se encuentran en la 
situación que se resume en la Tabla 30. En concreto, ha sido posible confirmar las 
cuatro primeras hipótesis, en las que se planteaba: la existencia de otras entradas 
además del tiempo y el esfuerzo (H1), la existencia de otras salidas además del código 
fuente y la funcionalidad (H3), la existencia de diferencias en el uso de las entradas en 
función del puesto de trabajo (H2), y la existencia de diferencias en la producción de 
las salidas en función del puesto de trabajo (H4). Además, en la fase cualitativa se 
obtuvo como resultado preliminar para H5 la invalidez de las medidas basadas en 
SLOC o PF para medir la productividad de los trabajadores bajo estudio de forma 
genérica y con la necesidad de ajustes en el caso de las basadas en PF. Y, en la fase 
cuantitativa, la existencia de múltiples entradas y múltiples salidas, junto con las 
diferencias en el uso y producción de las mismas en función del puesto contrasta 
preliminarmente esta hipótesis. Así pues, las medidas basadas en PF y/o SLOC como 
unidades exclusivas de salida, y tiempo y/o esfuerzo como unidades exclusivas de 
entrada, parecen no ser eficaces para medir la productividad de los puestos de trabajo 
bajo estudio. Además, es necesario utilizar medidas que consideren múltiples entradas 
ya que se utilizan otras entradas además del tiempo y el esfuerzo, y múltiples salidas 
ya que se producen otras salidas además del código fuente y la funcionalidad. Para 
contrastar las hipótesis H5 y H6, se plantea a continuación un estudio empírico en el 
que se desarrollaran nuevas medidas de productividad teniendo en cuenta los 
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resultados obtenidos y el conocimiento obtenido de estudio del estado de la cuestión 
realizado previamente. 
Hipótesis Contrastada Resultado 
Hipótesis 1. En los 
puestos de trabajo 
involucrados en la 
ejecución de proyectos de 
desarrollo de software se 
emplean otras entradas, 
además del tiempo y el 
esfuerzo. 
Sí, desde un punto de vista 
exploratorio y estadístico. 
Existen otras entradas además del 
tiempo (ver Tabla 22). 
Hipótesis 2. Las entradas 
utilizadas son distintas 
para cada puesto de 
trabajo involucrado en la 
ejecución de proyectos de 
desarrollo de software. 
Sí, desde un punto de vista 
estadístico. 
Hay diferencias en el uso de varias 
de las entradas utilizadas en la fase 
cuantitativa para los cuatro 
puestos de trabajo bajo estudio, 
por lo que es posible afirmar que 
las entradas son distintas para 
cada puesto de trabajo en los 
proyectos de desarrollo software 
(ver Tabla 26 y Tabla 28) 
Hipótesis 3. En los 
puestos de trabajo 
involucrados en la 
ejecución de proyectos de 
desarrollo de software se 
producen otras salidas, 
además de líneas de 
código y la funcionalidad. 
Sí, desde un punto de vista 
exploratorio y estadístico. 
Existen otras entradas además del 
código fuente y la funcionalidad 
(ver Tabla 23). 
Hipótesis 4. Las salidas 
producidas son distintas 
para cada puesto de 
trabajo involucrado en la 
ejecución de proyectos de 
desarrollo de software. 
Sí, desde un punto de vista 
estadístico. 
Hay diferencias en la producción 
de varias de las salidas utilizadas 
en la fase cuantitativa para los 
cuatro puestos de trabajo bajo 
estudio, por lo que es posible 
afirmar que las salidas son 
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Hipótesis Contrastada Resultado 
distintas para cada puesto de 
trabajo en los proyectos de 
desarrollo software (ver Tabla 26 y 
Tabla 28). 
Hipótesis 5. Las actuales 
medidas de productividad 
a nivel de puesto de 
trabajo en los proyectos 
de desarrollo de software 
tienen una eficacia 
limitada para medir la 
productividad real de los 
trabajadores. 
Sí, desde un punto de vista 
exploratorio. Aunque 
parcialmente se ha contrastado 
esta hipótesis en la fase 
cualitativa, será contrastada 
tras el estudio empírico. 
No, previamente a la realización de 
la validación, tiene sentido suponer 
que las medidas basadas en SLOC 
o PF por una unidad de esfuerzo o 
tiempo no son eficaces para medir 
la productividad de todos los 
puestos. 
Hipótesis 6. Es posible 
medir de forma más 
eficaz la productividad de 
los puestos de trabajo en 
los proyectos de 
desarrollo de software 
con nuevas medidas que 
combinen varios 
elementos: entradas, 
salidas y factores. 
No, será contrastada tras el 
estudio empírico. 
Pendiente. 





 4 Solución propuesta 
4.1. Introducción 
Tras el estudio de la literatura mediante un análisis clásico y una posterior SLR, ha 
sido posible constatar que existen pocos estudios acerca de la medición de la 
productividad a nivel de puesto de trabajo en los proyectos de desarrollo de software 
(Petersen, 2011). Además, se ha obtenido el conocimiento necesario para diseñar y 
ejecutar el enfoque del problema, mediante una metodología mixta que ha incluido 
una fase cualitativa y una posterior cuantitativa. Este enfoque ha tenido como 
objetivos principales contrastar las hipótesis planteadas y profundizar en el 
conocimiento del objeto de la investigación. El contraste de las hipótesis ha sido 
confirmatorio de modo que en los puestos de trabajo vinculados con los proyectos de 
desarrollo de software: (H1) se emplean otras entradas – recursos – además del tiempo 
y el esfuerzo, (H2) se producen otras salidas – productos y servicios – además del 
código fuente y la funcionalidad, (H3) la utilización de las entradas varía en función 
del puesto y (H4) la producción de las salidas varía en función del puesto. Además, 
dado que se confirman las cuatro primeras hipótesis, de forma preliminar es posible 
confirmar que (H5) la utilización de las medidas más empleadas para medir la 
productividad, a nivel de puesto de trabajo en los proyectos de desarrollo de software, 
tiene una eficacia limitada a la hora de. Con el objetivo de contrastar las dos últimas 
hipótesis planteadas, se propone la presente solución. 
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Las dos hipótesis que se pretende contrastar con la solución propuesta son las 
siguientes: 
H ipótesis 5. Las actuales medidas de productividad a nivel de 
puesto de trabajo en los proyectos de desarrollo de software tienen 
una eficacia limitada para medir la productividad real de los 
trabajadores. 
Hipótesis 6. Es posible medir de forma más eficaz la productividad 
de los puestos de trabajo en los proyectos de desarrollo de software 
con nuevas medidas que combinen varios elementos: entradas, 
salidas y factores. 
Para llevar a cabo el contraste de estas dos hipótesis es necesario desarrollar nuevas 
medidas de productividad, y posteriormente comparar su eficacia con las 
habitualmente utilizadas. De entre las medidas disponibles para medir la 
productividad a nivel de puesto de trabajo (Petersen, 2011; Ramirez & Nembhard, 
2004), se ha optado por la metodología llamada Data Envelopment Analysis (DEA) 
dado que cubre más dimensiones de productividad que otras disponibles para medir la 
productividad de trabajadores del conocimiento (Ramirez & Nembhard, 2004). Esta 
metodología tiene como principales ventajas (1) la posibilidad de utilizar múltiples 
entradas y salidas, y (2) la ausencia de una relación ponderada preestablecida entre las 
entradas y salidas. Dentro de la medición de la productividad de los proyectos de 
desarrollo del software pueden encontrarse que la utilizan varios estudios, según la 
revisión sistemática llevada a cabo por Petersen (2011). Por ejemplo ha sido aplicada 
a nivel de proyecto (Asmild, et al., 2006; Banker, et al., 1991; Mahmood, et al., 1996; 
Stensrud & Myrtveit, 2003; Yang & Paradi, 2009), tarea (Ruan, et al., 2007), y a nivel 
individual (Liping, et al., 2005). Este último (Liping, et al., 2005), que sería el más 
próximo a los objetivos de la presente tesis doctoral, tiene por objetivo explicar la 
eficiencia relativa a la implantación de Personnel Software Process (PSP) (Humphrey, 
1997) comparando el rendimiento y capacidades de PSP en diferentes fases, utilizando 
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estudiantes como muestra. No obstante, aunque el nivel de aplicación de DEA fue 
similar, el propósito final difiere del planteado en esta tesis doctoral: la medición de la 
productividad en los puestos de trabajo relativos a la ejecución de proyectos de 
desarrollo de software. 
4.2. Data Envelopment Analysis (DEA) 
El método DEA fue creado de forma preliminar en los años 50 por Farrell (1957). 
Posteriormente Charnes, Cooper y Rhodes lo ampliaron a finales de los 70 (1978) 
utilizando rendimientos constantes a escala, y Banker, Charnes y Cooper (1984) 
considerando rendimientos variables a escala, lo que permite calcular eficiencias de 
escala16. DEA es un método de programación lineal no paramétrico que no fija una 
forma explícita sobre los datos y crea una función de producción mediante la inclusión 
en el análisis de varias categorías de entradas (recursos) y salidas (productos o 
servicios). Para ello utiliza unidades de análisis denominadas Decision Making Unit 
(DMU). Una DMU debe completar tipos de actividad similares, producir tipos de 
productos y servicios similares, consumir tipos de recursos similares, y desempeñarse 
bajo restricciones ambientales similares (Farris, Groesbeck, Van Aken, & Letens, 
2006). Farrell propuso que la eficiencia de una DMU consiste en dos componentes: 
“eficiencia técnica”, que refleja la habilidad para obtener el máximo output para un 
conjunto dado de inputs, y la “eficiencia redistributiva”, que refleja la habilidad para 
usar los inputs en las proporciones óptimas, dados sus respectivos precios. Ambas 
medidas se combinan para obtener la “eficiencia económica”. 
16 Los rendimientos a escala se refieren a una propiedad técnica de la producción que analiza los cambios 
en las salidas paralelo y proporcional en todas las entradas (cuando todas las entradas incrementan por 
una constante). Si la salida aumenta en la misma proporción que las entradas, entonces existe retornos a 
escala constante, a veces mencionada simplemente como rendimientos a escala. Si la salida aumenta por 
menos que el cambio proporcional en las entradas, hay rendimiento a escala decreciente; y si aumenta por 
más que el cambio entonces hay rendimiento a escala creciente. En estos dos casos, los rendimientos a 
escala son de tipo variable. 
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Este método compara cada medición con el resto de mediciones, y por lo tanto no 
se tiene un resultado universal. El propósito del DEA es hacer que el valor de 
productividad para cada DMU, en la muestra, sea el máximo que pueda alcanzar; para 
ello, se ajustan los pesos de la combinación de variables de entrada y de salida, de 
acuerdo con el resto de las DMU de la muestra. Además, el método DEA tiene 
modelos que pueden ser clasificados como radiales orientados a las entradas, radiales 
orientados a las salidas, o aditivos, donde tanto las entradas como las salidas son 
optimizadas basadas en la dirección de la proyección de la unidad ineficiente hasta la 
frontera. Para una detallada información sobre los modelos orientados a entradas y 
salidas, consultar (Charnes, Cooper, Lewin, & Seiford, 1994). 
El crecimiento de la literatura científica que utiliza DEA en alguna de sus variantes 
es de carácter exponencial y parece que las modificaciones realizadas sobre los modelos 
iniciales van a continuar en los próximos años (J. S. Liu, Lu, Lu, & Lin, 2013). Para 
conocer de forma resumida las modificaciones más utilizadas, ver el artículo realizado 
por Cook y Seiford (2009). 
Así pues, la idea básica de aplicación de DEA dentro de esta tesis doctoral es la 
construcción de un trabajador modelo dentro de cada puesto de trabajo conformado 
por la combinación de las entradas y salidas de todos los trabajadores analizados, y la 
identificación de la denominada frontera de eficiencia. Todos los trabajadores que 
estén en la frontera serán aquellos que estén produciendo al cien por cien de eficiencia 
para las variables de entrada y salida seleccionadas. Los trabajadores que estén fuera 
de la frontera de eficiencia, serán los trabajadores improductivos pudiéndose calcular el 
valor relativo de esta improducción. 
Con la finalidad de formalizar el modelo, consideramos la función objetivo del 
problema: 
Dada la DMUj, el objetivo es: 
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donde, 
 yrj es el valor de la variable de salida r en la DMU j-ésima para r = 1, ... s; 
 xij es el valor de la variable de entrada i en la DMU j-ésima para i = 1, ... m; 
 ur es el peso de la variable de salida r-ésima; 
 vi es el peso de la variable de entrada i-ésima y 
 n es el número de DMUs. 
El objetivo, como hemos señalado anteriormente, es maximizar los pesos u y v para 
que el valor de productividad resultante para esa unidad de análisis sea el mayor 
posible. 
Las restricciones a este modelo son las siguientes: 
• Los valores de productividad están acotados entre 0 y 1 (ya que son 
números relativos) y, por tanto: 
 
• Los pesos que se utilicen deben ser valores no negativos y, por tanto: 
 
Consecuentemente, el valor de productividad de la DMUj se puede obtener 
resolviendo el siguiente modelo de programación lineal: 
 
 
Las DMU con el valor máximo de productividad serán aquéllas cuyo Ej alcance el 
valor de 1 y se las denomina unidades productivas, las cuales constituirán el conjunto 
de referencia para las unidades improductivas. La forma en que se construye la 
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frontera de eficiencia, a través de las variables de entrada y salida, determina que no 
se puedan incluir en el análisis un número indeterminado de variables, dado que cada 
vez que se incorpora en el modelo una nueva variable es de esperar que se obtenga una 
nueva DMU eficiente, siempre y cuando la variable introducida no sea redundante en 
el modelo. El producto del número de variables de entrada y de salida no debe superar 
el número de unidades que conformen la muestra del estudio (Boussofiane, Dyson, & 
Thanassoulis, 1991); en este caso, el producto de las variables de entrada y de salida 
no debe superar el número de trabajadores de los que deseamos calcular su 
productividad. En caso contrario, el resultado puede conducir a que una gran 
proporción de los trabajadores sean productivos, reduciéndose la capacidad de 
discriminación de este método. 
4.2.1. Características de los modelos DEA 
1. Isotonicidad. Una regla fundamental para utilizar DEA es que un incremento 
en una variable de entrada debe mejorar las salidas; esto se llama isotonicidad 
de los parámetros DEA (Chung, Lee, Kang, & Lai, 2008). Para analizar esta 
característica es necesario llevar a cabo un análisis de correlación para asegurar 
relaciones positivas entre las entradas y las salidas. En el caso de encontrar 
correlaciones negativas, se pueden aplicar técnicas de transformación. Sin 
embargo, varios problemas relacionados con la transformación de variables 
para satisfacer la isotonicidad han sido descritas en la literatura (W. Liu, 
Meng, Li, & Zhang, 2010). Así pues, en lugar de realizar transformaciones de 
parámetros, es mejor plantearse las correlaciones negativas como un indicador 
que señala que uno o más parámetros deben ser excluidos del modelo. 
2. Orientación del modelo DEA. Existen dos orientaciones básicas en los 
modelos DEA: maximización de salidas y minimización de entradas (Cook & 
Seiford, 2009). Un modelo de maximización de salidas indica el máximo 
incremento en la proporción de salidas respecto de las entradas, lo que es 
adecuado en situaciones en las cuales se busca un objetivo de salida. Por otro 
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lado, un modelo de minimización de entradas indica la cantidad mediante la 
cual las entradas pueden ser reducidas mientras que los valores de salida son 
los mismos. 
3. Selección del modelo DEA. En la selección del modelo DEA es necesario 
asumir si existen o no rendimientos a escala. Los trabajadores en IS 
posiblemente trabajen bajo escalas positivas y negativas, por lo que, salvo que 
esté claramente identificado el rendimiento, parece apropiado seleccionar un 
modelo que permita a la frontera de eficiencia operar bajo rendimientos 
negativos a escala; para ello se puede utilizar un modelo que asuma 
rendimientos a escala variables (Otero, Centeno, Otero, & Reeves, 2012). 
4. Homogeneidad de DMUs. Los modelos DEA asumen que el conjunto de 
DMUs es homogéneo para que las comparaciones entre ellas sean en igualdad 
de condiciones. Para cumplir esta necesidad cuando se está evaluando 
productividad da nivel de puesto de trabajo es necesario considerar los 
parámetros de entorno, incluidos el entorno de trabajo y cualquier variable que 
pueda afectar de forma significativa a los valores de las DMUs. Para ello, es 
posible tratar datos sólo de una organización (mismo entorno de trabajo, 
misma cultura...) o clasificar las DMUs de acuerdo a determinadas condiciones 
que garanticen la homogeneidad de las mismas (Otero, et al., 2012). 
4.2.1.1. Ventajas y desventajas de DEA 
Las ventajas de DEA son los siguientes (Cooper, Seiford, & Tone, 2006): 
• No necesita una forma matemática específica y explícita para la función de 
producción. 
• Se ha contrastado como un método útil en relaciones no cubiertas y que 
permanecen ocultas para otras metodologías. 
• Es capaz de tratar con múltiples entradas y salidas. 
• Es capaz de ser utilizado con cualquier medida de entrada-salida. 
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• Las fuentes de improductividad pueden ser analizadas y cuantificadas para 
cada unidad evaluada. Para ello, podemos utilizar dos procedimientos: 
o Identificar, para cada uno de los trabajadores improductivos, cuál o 
cuáles son sus trabajadores de referencia, y así poder conocer las 
variables sobre las que se debe actuar para que consigan alcanzar la 
productividad. Para ello, se pueden utilizar dos procedimientos: 
o Realizar un análisis global de sensibilidad que permita identificar, 
para cada uno de los trabajadores improductivos, en cuánto 
deberían incrementar sus variables de salida, o en cuánto deberían 
reducir los recursos de entrada con el fin de alcanzar la frontera de 
eficiencia. Para obtener estos datos es posible emplear la 
modificación propuesta por Chen (1997) del método de Charnes, 
Cooper y Rhodes (1978). 
• Es superior a la regresión estadística en las situaciones en las que existen 
múltiples entradas y múltiples salidas sin una forma objetiva de agregar los 
resultados en un índice de producción con significado. 
• Evalúa la productividad de una DMU de forma relativa al resto de las 
productividades de las DMUs, por lo que siempre se compara con el mejor 
en lugar de ser comparado con la media, tal y como sucede con los métodos 
de regresión lineal. 
Las desventajas de DEA que han sido documentadas (Cooper, et al., 2006) son: 
• Los modelos DEA pueden ser sensibles a valores atípicos (ver p. ej.: Liping, 
et al., 2005) se produce esa situación; pero no siempre se produce esta 
desventaja (ver p. ej.: Banker, et al., 1991; Ruan, et al., 2007; Stensrud & 
Myrtveit, 2003). En caso de producirse un efecto negativo la frontera de 
eficiencia cambia, y por lo tanto algunos de las DMU serán marcadas como 
eficientes, poniendo en duda el resultado obtenido para el resto de DMUs. 
No obstante, la existencia de valores atípicos no es tan problemática como 
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en el caso del uso de regresiones lineales, o de simples ratios 
(salida/entrada). 
• Los datos obtenidos en los estudios IS pueden haberse obtenido sin tener en 
cuenta las premisas de aplicabilidad de DEA. 
• Los errores de medición pueden originar diferencias importantes en los 
resultados. 
• Dado que DEA calcula la eficiencia relativa, no es posible obtener la 
eficiencia absoluta; es decir, es imposible conocer el valor máximo teórico. 
• Hace años, cuando la capacidad de computación era limitada, la resolución 
de modelos DEA con un alto número de variables y/o DMUs, suponía un 
problema. Actualmente esta desventaja no se debe tener en cuenta dada la 
alta capacidad de los computadores, en comparación con la capacidad que 
tenían hace 20 anos. 
4.2.2. DEA en IS 
En IS, el método DEA ha sido utilizado con múltiples objetivos, todos ellos 
relacionados con la producción de software en mayor o menor medida, desde finales 
del siglo pasado. Por ejemplo, ha sido utilizado con diversos objetivos de investigación, 
entre ellos se pueden mencionar los siguientes: para analizar los factores que influyen 
el tamaño de los componentes en Orientación a Objetos y de la documentación del 
código fuente (Pendharkar, 2006), para clasificar varias versiones de un software 
basándose en los valores de métricas de diseño y características de tamaño 
(Chatzigeorgiou & Stiakakis, 2013), para comparar y mejorar sistemas basados en 
conocimiento (Mei-Chi, Hao-Chen, & Wei-Kang, 2011), para analizar los rendimientos 
a escala en el desarrollo de software (Banker & Kemerer, 1989), para analizar los 
drivers de rendimiento de proyectos de software libre, tanto desde el punto de vista de 
la eficiencia como de la efectividad (Ghapanchi & Aurum, 2012), para evaluar la 
relación entre los PF post implementación y el esfuerzo de desarrollo correspondiente 
(Asmild, et al., 2006), para analizar la relación entre el tamaño del equipo y el coste 
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del desarrollo de software (Pendharkar & Rodger, 2009), para identificar proyectos 
con alto rendimiento (Stensrud & Myrtveit, 2003), para medir la productividad de 
varios proyectos (Mahmood, et al., 1996), para comparar la productividad de 
proyectos COTS (Myrtveit & Stensrud, 1999), para evaluar el rendimiento de 
proyectos software (Yang & Paradi, 2009; B. Yu, 2010) y el rendimiento de proyectos 
de diseño (Farris, et al., 2006), y para evaluar la capacidad de los procesos y prácticas 
de software individuales (Zhang, Wang, Yang, & Xiao, 2008). No obstante, 
Kitchenham (2004) ha planteado algunas objeciones a la aplicación de DEA a 
proyectos software. Según ella, los modelos DEA incluyen unos supuestos que no son 
siempre validos en este entorno. En concreto, los modelos DEA asumen que no hay 
errores de medición, que todas las variables de entrada están incluidas en el modelo, y 
que cada dato representa una DMU independiente. 
4.2.3. DEA para medir la productividad de los 
trabajadores del conocimiento 
El método DEA cubre cinco de las 13 dimensiones destacadas por Ramírez y 
Nembhard en su estudio sobre la medición de la productividad para los trabajadores 
del conocimiento (2004); mencionar que el método empírico que mas dimensiones 
cubre abarca cinco, mientras que dos trabajos teóricos cubren seis. En concreto el 
método DEA cubre: Cantidad, Coste y/o Rentabilidad, Eficiencia, Efectividad, y 
Éxito del Proyecto. En comparación, medir la productividad mediante PF solo cubre 
dos dimensiones, Cantidad y Calidad, según Ramírez y Nembhard (2004), por lo que 
medir la productividad mediante DEA es, al menos basado en estas dimensiones, más 
completo. 
A nivel de trabajadores, ha sido utilizado para examinar la productividad, 
eficiencia y eficacia de un equipo de diseño en ingeniería (Paradi, et al., 2002), de 
manera conjunta con triangulación de lógica difusa para medir la productividad de 
trabajadores del conocimiento (Abdoli, Shahrabi, & Heidary, 2011), para optimizar la 
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asignación de recursos humanos a múltiples proyectos (Weng, Su, Chen, & Wang, 
2010), para comprender el role de la experiencia y los factores de las tareas en la 
eficiencia de los ingenieros software (Otero, et al., 2012). 
4.3. Solución propuesta basada en DEA 
Teniendo en cuenta los resultados previos y los requisitos de aplicabilidad de DEA 
se plantea una solución configurable en función de las necesidades de medición de cada 
organización participante en la fase de validación. Para llevar a cabo esta solución, es 
necesario ejecutar las tareas incluidas en la Ilustración 19. En concreto, la solución 
permite la configuración de los siguientes parámetros: 
1. Los puestos de trabajo que serán objeto de mediciones en cada estudio. 
2. Para cada puesto de trabajo: 
a. Las variables de entrada a medir. 
b. Las variables de salida a medir. 
c. Los factores a medir. 
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Ilustración 19. Solución propuesta basada en DEA 
Las tareas de esta solución tienen los siguientes objetivos: 
1. Presentación de la solución. El propósito de esta tarea es presentar, a 
cada organización la propuesta, los objetivos y fases de la misma, así como 
el esfuerzo necesario para llevar a cabo la solución propuesta. 
2. Recogida inicial de información de carácter general. Una vez que 
una organización decide participar, se recoge información suficiente para 
describir la organización mediante una o varias entrevistas 
semiestructuradas con personas que ocupan puestos de gestión dentro de la 
organización (p. ej. jefes de proyecto o de departamentos). Esta información 
permite caracterizar a cada organización participante en la presente tesis 
doctoral, y en las publicaciones en las que se utilicen los datos obtenidos. 
Además, permite la publicación de los resultados de forma anónima gracias 
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a la disponibilidad de información suficiente para dar una descripción de la 
organización sin facilitar su nombre. Los elementos ha obtener son: 
a. Organización: tamaño y áreas de negocio. 
b. Tipología de proyectos y metodología de trabajo: tipo, tamaño, 
tecnologías, planificación, y entregas a alto nivel de los proyectos 
más representativos. 
c. Puestos de trabajo: lista de puestos de trabajo que participan en los 
proyectos de desarrollo de software. 
d. Proceso de trabajo: proceso según el cual se llevan a cabo los 
proyectos de desarrollo de software dentro de la organización. 
e. Herramientas, indicadores, y procedimientos de medición: lista de 
elementos relativos a la medición del proceso de trabajo disponibles, 
con especial interés en los relativos a le medición de la 
productividad, y del uso y producción de recursos y servicios. 
3. Selección de puestos objeto de estudio. En base a la información 
obtenida en el punto anterior, es posible seleccionar los puestos de trabajo 
que podrían ser objeto de estudio. Esta decisión se basa en las siguientes 
condiciones (por este orden): 
a. Número de personas que ocupan el puesto de trabajo. Esto es, el 
número de DMUs disponibles para ser analizadas aplicando DEA. 
Dado que el método DEA realiza una comparación entre las DMUs, 
es necesario que haya un mínimo de personas ocupando un puesto 
de trabajo para tenga sentido realizar una comparación entre 
DMUs. Además, el número de DMUs condiciona el número de 
variables (de entrada y salida) que deben ser incluidas. 
b. Interés específico por parte de la organización en medir la 
productividad de un puesto de trabajo en concreto. Si el número de 
puestos que cumplen el anterior requisito es superior a uno, se 
plantea a la organización la posibilidad de seleccionar un 
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subconjunto de puestos, con el fin de reducir el desempeño necesario 
para ejecutar la participación. Así pues, es la organización la que 
selecciona los puestos objeto de estudio para cumplir con esta 
condición. 
4. Definición de puestos de trabajo. Esta tarea se realiza mediante un 
análisis de puestos de trabajo a través de entrevistas semiestructuradas 
realizadas a trabajadores clave dentro de la organización para cada uno de 
los puestos de trabajo. De esta tarea se obtienen los siguientes resultados: 
a. Para cada puesto de trabajo: 
i. Definición de productividad a nivel de puesto de trabajo: a 
partir de esta definición es posible plantear una medida de 
productividad acorde al puesto de trabajo. 
ii. Variables de entrada y salida potencialmente medibles: en 
cada puesto de trabajo se utiliza un grupo de recursos y se 
produce un grupo de salidas. Así pues, se obtienen las 
entradas y salidas potencialmente medibles. 
iii. Factores que influyen en la productividad: de igual modo 
que para las entradas y salidas, se obtienen los factores 
incidentes en la productividad del puesto. 
b. Proceso de trabajo ajustado a la realidad: a partir de la información 
obtenida en las entrevistas es posible ajustar el proceso de trabajo, 
obtenido previamente, a la realidad. De este modo se genera un 
diagrama del proceso de trabajo llevado a cabo en los proyectos de 
desarrollo de software en el que se incluyen las tareas en las que 
participa cada puesto de trabajo así como las principales entradas y 
salidas propias del proceso productivo. 
5. Generación de la lista de variables y factores a medir. A partir de la 
información obtenida en las definiciones de puestos de trabajo, y la 
información de carácter general, se genera una lista inicial de variables 
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(entradas, salidas, y factores) a medir para cada uno de los puestos de 
trabajo. En esta lista se incluye, para cada variable, los siguientes datos: 
a. Nombre: concepto que va a ser considerado en la medición. 
b. Frecuencia de medición: frecuencia con la que se realizará la 
medición. 
c. Procedencia: cómo se obtiene la medida de la variable. 
d. Persona encargada: en caso de que la medición no provenga de una 
aplicación de gestión, se indica quién es la persona que realiza la 
medición. Si por el contrario proviene de una aplicación de gestión, 
se indica el nombre de dicha aplicación. 
6. Planificación de medición y mecanismos de recogida de 
información. El objetivo de esta tarea es realizar una planificación para 
llevar a cabo la medición y establecer los mecanismos de recogida de 
información que durante dicha planificación permiten la obtención de los 
resultados para las variables y factores a medir incluidos en la lista 
generada en el punto anterior. 
7. Recogida de información. En esta tarea, mediante los mecanismos de 
recogida de información establecidos en el punto anterior, se recoge la 
información de las variables y factores. 
8. Tratamiento de información. En esta tarea se comprueban los requisitos 
de aplicabilidad de DEA a partir de la información recogida. En concreto se 
realizan las siguientes comprobaciones/decisiones: 
a. Análisis de correlación entre variables del mismo tipo (entradas, 
salidas): el objetivo de esta comprobación es eliminar variables del 
mismo tipo que correlacionen entre sí. De este modo se obtiene un 
conjunto de variables reducido con el que llevar a cabo el análisis de 
la información mediante DEA. 
b. Análisis de isotonicidad: dado que DEA establece como requisito 
que el incremento de las variables de entrada debe incrementar las 
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variables de salida, se realiza un análisis de correlación para 
comprobar que existe una relación entre pares de entradas y salidas. 
En concreto, se descarta cualquier variable de entrada o salida que 
no esté correlacionada con alguna del grupo opuesto. 
c. Orientación del modelo DEA: en esta decisión se establece la 
orientación entre maximización de salidas o minimización de 
entradas en función de los objetivos de análisis marcados. 
d. Selección del modelo DEA: en base a los retornos al escala supuesto 
se decide entre retornos a escala constantes o variables. 
e. Homogeneidad de DMUs: con respecto al requisito de homogeneidad 
de las DMUs, al tratarse de personas que ocupan el mismo puesto 
de trabajo, dentro de la misma organización, esta comprobación 
debe considerarse como inicialmente cubierta No obstante, si se 
detectan en los pasos previos una diferencia sustancial que ponga en 
riesgo este requisito, se puede clasificar por grupos las DMUs para 
dicho puesto en función del grupo de elementos que permitan 
caracterizar a cada subgrupo. 
9. Análisis de información. Teniendo en cuenta las decisiones de la tarea 
anterior, se lleva a cabo el análisis de la información mediante un software 
específico para emplear la metodología DEA. 
10. Generación de resultados parciales. A partir de los resultados 
obtenidos, es posible analizar los resultados para cada organización 
participante. En concreto es posible obtener los resultados de 
productividad, las DMUs de referencia y las variables sobre las que actuar 
para mejorar la productividad. 
11. Benchmarking con otras participaciones. En esta tarea se lleva a cabo 
una comparativa entre los resultados obtenidos de cada una de las 
organizaciones participantes. Esta comparativa no es posible llevarla a cabo 
incluyendo todas las DMUs de cada una de ellas, dado que se incumpliría el 
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requisito de homogeneidad de DMUs, por lo que se realizará una 
comparativa de resultados a nivel de conclusiones. En caso de que existiera 
homogeneidad entre DMUs de distintas organizaciones, podría llevarse a 
cabo una comparativa contemplando la inclusión de las DMUs homogéneas 
en un nuevo análisis de información, es decir, volviendo a ejecutar las tareas 
9 y 10. 
12. Generación de resultados globales. En esta tarea se generan las 
conclusiones sobre la ejecución de la propuesta y se destacan los puntos a 





 5 Validación 
5.1. Introducción 
Siguiendo la solución propuesta basada en DEA detallada en la sección anterior, se 
ha buscado la colaboración de organizaciones que ejecutasen proyectos de desarrollo 
y/o mantenimiento de software para presentarles la propuesta. Conseguir 
organizaciones dispuestas a aportar datos para la investigación es una de las 
actividades más difíciles dentro de la investigación en IS (Agrawal & Chari, 2007). No 
obstante, pese a su dificultad, es una actividad necesaria ya que sin una validación 
fuera del entorno universitario, en el que en numerosas ocasiones se utilizan muestras 
de estudiantes sin justificación para tal selección, la validez de las soluciones que se 
proponen en las investigaciones es limitada. Para conseguir un conjunto de 
organizaciones participantes se ha seguido la siguiente aproximación desde Septiembre 
de 2012: 
1. Se ha generado un listado de empresas de Madrid principalmente, aunque 
se localizaron algunas de otras provincias, cuya actividad incluyera la 
realización de proyectos de desarrollo y/o mantenimiento de software. En 
este listado se ha incluido a 103 empresas. 
 197 
CAPÍTULO 5. VALIDACIÓN 
2. Se ha contactado vía email con estas organizaciones. Dado que algunas no 
disponían de email para realizar el envío sólo ha sido posible enviar 73 
emails. 
3. En caso de no obtener respuesta o no disponer de un email de contacto, se 
ha realizado una llamada a dicha organización para dar a conocer la 
solución propuesta y la colaboración solicitada para llevarla a cabo. 
a. Los resultados para esta fase, y con 79 empresas, han sido: 
i. 51 empresas han indicado un email para enviarles la 
propuesta y se continua a la espera de respuesta, 
ii. 12 empresas eran mycropymes o autónomos por lo que su 
participación ha quedado descartada ya que en la mayoría 
de los casos no había varias personas ocupando un mismo 
puesto, 
iii. 8 empresas no existen, 
iv. 4 empresas han indicado que estaban interesadas pero tras 
enviarles la información de la propuesta no se ha obtenido 
respuesta, 
v. y 4 empresas han contestado que no estaban interesadas en 
participar. 
Dado que los resultados no habían sido satisfactorios hasta un Diciembre de 2012, 
se optó por no esperar respuestas de las organizaciones que dijeron estar interesadas y 
obtener la participación de una organización relevante para el ámbito de estudio. 
Además, esta colaboración con la citada empresa serviría como prueba piloto y 
permitiría refinar el proceso. No obstante, dicha colaboración no seguiría la propuesta 
de solución definida dado que: (1) partiría exclusivamente de información de carácter 
histórica disponible en una herramienta de gestión de bugs, y (2) la información sobre 
organización y proceso de trabajo se obtendría de las entrevistas realizadas en la fase 
cualitativa dado que varios de los participantes, en concreto un jefe de proyecto y tres 
ingenieros de software, fueron entrevistados en la dicha fase y la información necesaria 
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puede ser extraída de las mismas. Los resultados de este caso se encuentran en el 
apartado 5.2.1 Caso 1 - Prueba piloto. 
Paralelamente se siguió la búsqueda de organizaciones potencialmente participantes 
por otros medios. En concreto, se presentó la propuesta a varios de los miembros 
asociados a la Asociación Española para la Gobernanza, la Gestión, y la Medición de 
las Tecnologías de la Información (AEMES) en la cual la Universidad Carlos III es 
asociada. Se obtuvo una respuesta afirmativa y se comenzó el proceso de colaboración 
con dicha organización. Los resultados de este caso se encuentran en el apartado 5.2.2 
Caso de estudio 2. 
Además, por otras vías se consiguió la participación de una organización 
multinacional de desarrollo de software que opera bajo distintos nombres comerciales. 
Así, se obtuvo la colaboración de dos sub-organizaciones internas a la marca 
internacional. Se dividió la colaboración en dos casos ya que, aunque existen ciertas 
áreas de la organización que son compartidas por ambas sub-organizaciones, la 
casuística relativa al proceso de trabajo, clientes, tipología de proyectos, organización 
del trabajo, etc., es totalmente distinta. Los resultados de estos dos casos se 
encuentran en los apartados 5.2.3 Caso de estudio 3 y 5.2.4 Caso de estudio 4. 
5.2. Casos de estudio 
La validación será realizada con cuatro casos de estudio, los cuales serán detallados 
a continuación. Para cada caso de estudio se describe la organización y el proceso de 
trabajo llevado a cabo para realizar los proyectos de desarrollo de software, se definen 
los puestos de trabajo, las variables y los factores que se analizan y miden, y se 
presentan los resultados de la preparación de la muestra en base a los requisitos de 
aplicación de DEA, se indican los resultados del análisis D, y finalmente los resultados 
parciales del caso de estudio en cuestión. Finalmente, se presentan las conclusiones 
globales obtenidas tras llevar los casos de estudio. 
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5.2.1. Caso 1 - Prueba piloto 
5.2.1.1. Descripción de organización y proceso de trabajo 
La organización participante puede describirse como una organización 
multinacional de desarrollo de software de gestión organizacional presente en más de 
100 países. Sus productos son utilizados por 1.300 clientes. En la sede de España 
cuenta con algo menos de 500 trabajadores. En esta organización, el proceso de 
trabajo para llevar a cabo el desarrollo y mantenimiento de software es el siguiente: 
1. Los analistas estudian, junto con el área de negocio, las posibles 
funcionalidades y cambios a incluir en futuras versiones de los productos, 
para posteriormente analizar las que finalmente serán incluidas. 
2. Se establecen fechas de entrega de la versión, en las cuales se incluyen 
determinadas funcionalidades y cambios a incluir. 
3. Los ingenieros de software reciben los análisis realizados por los analistas y 
llevan a cabo los diseños y desarrollos necesarios para que implementarlos. 
4. Paralelamente al desarrollo, los ingenieros de software llevan a cabo 
revisiones y correcciones del producto en desarrollo así como de anteriores 
versiones del mismo, teniendo una carga de trabajo semanal asignada a 
dicha tarea. 
5. Los ingenieros de software realizan pruebas detalladas de las 
funcionalidades desarrolladas antes de la entrega de la versión. 
5.2.1.2. Puestos de trabajo, variables y factores a 
analizar 
En este caso de estudio, se estudia la productividad del puesto de trabajo 
encargado de la resolución de bugs de un proyecto de desarrollo de software. Además 
de este objetivo, el puesto tiene otros tales como el desarrollo de nuevas 
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funcionalidades pero en el presente caso sólo se analiza la parte del puesto relativa a la 
resolución de bugs. El puesto de trabajo bajo estudio en este caso es el de Ingeniero 
Software dentro del área de I+D tecnológico de uno de los productos desarrollados por 
la organización participante. Este puesto diseña y desarrolla las funcionalidades que 
los analistas han analizado previamente, y que han sido designadas para ser incluidas 
en la siguiente versión del producto. Además, revisa y soluciona las anomalías 
encontradas en los productos, teniendo una carga semanal de trabajo asignada a esta 
labor. 
Como variables de estudio se plantearon las siguientes: 
 Nombre Periodicidad Escala 
Entradas 
Antigüedad en el puesto 1 vez, al principio Entero (años) 
Experiencia tecnológica (.NET) 1 vez, al principio Entero (años) 
Salidas Número de bugs solucionados 1 vez, al final Entero 
Factores No se plantearon factores 
Tabla 31. Variables bajo estudio en el Caso 1 
Se obtuvo información de los bugs solucionados durante los años 2010, 2011, y 
2012. 
5.2.1.3. Descripción demográfica de participantes 
La muestra de 6 participantes, de los cuales cinco hombres (edad media 38,75, de 
6,5), y una mujer (edad 37). Con respecto a la formación: cuatro disponen de 
Licenciatura (66.67%), y dos de Diplomatura (33,33%). 
ID Edad (a 31/12/2012) Sexo Estudios 
1 36 Hombre Licenciatura 
2 30 Hombre Diplomatura 
3 38 Hombre Licenciatura 
4 37 Mujer Licenciatura 
5 45 Hombre Diplomatura 
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6 42 Hombre Licenciatura 
Tabla 32. Descripción demográfica de los participantes en el Caso 1 
5.2.1.4. Preparación de datos 






2010 2011 2012 
1 14 6 420 464 538 
2 5 3 204 204 269 
3 14 6 151 289 356 
4 14 3 383 516 655 
5 16 3 1238 1436 1469 
6 16 3 462 556 551 
Tabla 33. Participantes en el Caso 1 
El primer paso para preparar los datos es llevar a cabo un estudio de correlación 
para comprobar por un lado la correlación entre variables del mismo grupo y por otro 
lado la isotonicidad. En este caso los resultados del coeficiente ρ (ro) de correlación de 
Spearman han sido los siguientes: 
Experiencia (.NET) Antigüedad puesto 
Número de Bugs 0,049 (Sig. 0,863) 0,805 (Sig. 0,000) 
Experiencia (.NET)  0,256 (Sig. 0,358) 
Tabla 34. Coeficientes de correlación (Caso 1) 
Para llevar a cabo este análisis se han añadido combinaciones de variables (número 
de bugs, antigüedad y experiencia) para ajustar los valores de las entradas a todos los 
años. En concreto, la experiencia y antigüedad se han establecido en un año menos 
para las combinaciones de 2011, y dos menos para las de 2010, con respecto a los años 
indicados en la información demográfica de los participantes. Una vez realizados estos 
cambios, se ha llevado a cabo el análisis y la única correlación con significancia 
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encontrada es Antigüedad puesto y Número de Bugs a un nivel de confianza de 0,01. 
Así pues, la entrada Experiencia tecnológica, en este caso relativa a .NET, no está 
correlacionada con el número de bugs solucionado. De este modo, dado que sólo se 
encuentra una correlación de isotonicidad carece de sentido aplicar el método DEA, ya 
que obtendríamos los mismos resultados aplicando un ratio del tipo Productividad = 
Número de Bugs / Antigüedad puesto. 
5.2.1.5. Generación y análisis de resultados 
Dado que los datos obtenidos no cumplen los requisitos de aplicación de DEA (en 
concreto no cumple el requisito de isotonicidad) no es posible obtener resultados con 
dicho método. 
5.2.1.6. Conclusiones parciales 
De este caso de estudio se obtiene como conclusión general que la utilización de 
DEA requiere analizar un conjunto amplio de variables de forma inicial el cuál se verá 
reducido tras la preparación de los datos. En este caso, al tratarse de una 
aproximación basada en información histórica, la inclusión de un mayor número de 
variables ha resultado prácticamente imposible ya que la única variable de salida 
disponible ha sido el número de bugs. No obstante, el número de participantes en este 
caso ha sido muy limitado por lo que los coeficientes de correlación obtenidos pueden 
no ser representativos. Así pues, para los siguientes casos de estudio se ha de plantear 
una lista de variables más ampliada y un número mayor de participantes para 
minimizar la posibilidad de que se reproduzca esta situación. 
Como conclusión especifica hay que señalar que la antigüedad en el puesto es un 
recurso a tener en cuenta si se desea aumentar el número de bugs solucionados, dado 
que se ha encontrado una correlación positiva entre estas dos variables en los datos 
recibidos. Por el contrario, la antigüedad tecnológica, es decir, la experiencia con una 
tecnología, no presenta ninguna correlación. Esta falta de correlación puede explicarse 
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de la siguiente manera: los participantes han alcanzado un nivel a partir del cual no se 
produce un aumento de la salida analizada (bugs solucionados) y que por lo tanto no 
es necesaria más experiencia que la ya existente. Es decir, en este caso, la experiencia 
en la tecnología superior a tres años sería un recurso innecesario. No obstante, esto es 
explicación que no ha podido ser contrastada. Por ello, se plantea una posible futura 
línea de investigación que analice de forma aislada la influencia de diferentes tipos de 
experiencia en la productividad de los puestos de trabajo relacionados con los 
proyectos de desarrollo y mantenimiento de software. 
5.2.2. Caso de estudio 2 
5.2.2.1. Descripción de organización y proceso de trabajo 
La organización participante es una organización europea cuya actividad se centra 
en la consultoría, integración de sistemas y soluciones, outsourcing de aplicaciones y 
servicios TIC; siendo los servicios TIC su principal negocio, con un volumen de 
negocio total, en 2012, de más de 1.200 millones de Euros. Esta organización cuenta 
con unos 14.000 empleados en diferentes países. 
Dentro de esta organización, en el área de outsourcing de aplicaciones, se encuentra 
el proyecto dentro del cual se enmarca la participación. El proyecto es tiene como 
objetivo el mantenimiento evolutivo y correctivo de un producto Front End 
previamente desarrollado para una administración pública. El proyecto se desarrolla 
bajo un acuerdo de nivel de servicio con una duración de contrato de duración 
determinada y un presupuesto anual de 4M €; el producto ya estaba en producción al 
inicio del contrato. El proyecto se lleva a cabo en un entorno de nearshore (500-1000 
Km) entre distintos países, compartiendo el idioma entre el cliente y casi toda la 
plantilla de la organización participante. 
El producto está desarrollado en JAVA con una capa de negocio en COBOL y una 
base de datos DB2. Cuenta con unos 30.000 usuarios y entorno a 10 millones de 
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personas gestionadas. La capa de negocio COBOL es desarrollada por otra 
organización, y la base de datos está mantenida por el cliente. Además, el cliente es el 
encargado de la integración final. Anualmente se desarrollan tres o cuatro versiones 
con las mejoras y correcciones asignadas a dicha versión. Se destinan en torno a tres 
semanas a desarrollo, dos a test, y uno a control y validación. En producción se 
encuentran tres o cuatro versiones en paralelo. 
5.2.2.2. Puestos de trabajo, variables y factores a 
analizar 
En el proyecto participan en torno a 20 personas en tres ubicaciones, por lo que se 
produce un desarrollo distribuido: dos en el país del cliente, 11 en un centro de trabajo 
(Centro de Trabajo A) y siete en otro (Centro de Trabajo B) de la organización 
participante, separados entre sí unos 500 Km. Estas 20 personas se distribuyen de la 
siguiente forma: 
• Director de Proyectos: 1 en Centro de Trabajo A. 
• Experto Funcional: 1 en país cliente. 
• Experto Técnico: 1 en país cliente. 
• Jefe de Proyecto: 1 en Centro de Trabajo A. 
• Adjuntos Jefe de Proyecto: 2 en Centro de Trabajo A. 
• Responsables de Versión: 3 en Centro de Trabajo A. 
• Colaboradores: 7 en Centro de Trabajo B y 4 en Centro de Trabajo A. Estos 
colaboradores, en función de la experiencia (de menor a mayor) son 
identificados como refuerzo, nominal, y experto; siendo los expertos el equipo 
base del proyecto. 
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Ilustración 20. Organigrama de puestos en el Caso 2 
Desde el punto de vista de la definición de los puestos: 
• Colaborador: Este puesto se asemeja a un puesto de Ingeniero de Software, 
el cuál puede encontrarse como Software developer17 en O*NET. Es un 
puesto de trabajo que desempeña múltiples tareas, y al que se le asignan las 
tareas en función de las características propias de cada persona por parte 
del responsable de versión. 
• Jefe de Proyecto: Este puesto lleva a cabo la gestión integral del proyecto, 
mediante la supervisión del mismo. El objetivo es que sean autónomos, 
como si se tratara de un empresario que tiene que llevar a cabo un 
proyecto. 
• Responsable de Versión: Este puesto realiza las tareas de gestión de la 
versión que tiene asignada durante toda la vida de la misma. Se trata del 
Jefe de Proyecto del día a día de esa versión en concreto. Este puesto de 
trabajo asigna tareas a los colaboradores que participan en la versión de la 
cual es responsable intentando que se produzca un balanceo de dificultad 
para que no todas las tareas difíciles o fáciles recaigan sobre un núcleo de 
17 http://www.onetonline.org/link/summary/15-1132.00 
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personas, es decir, permitiendo que todos aprendan, y teniendo en cuenta 
que los test los realice una persona distinta a la que desarrolla la necesidad 
a probar. Esta asignación la realiza de forma oral en el caso de trabajadores 
en el mismo centro de trabajo, o por medio de telecomunicación (llamada 
y/o email) para trabajadores en distinto centro. 
Para más información sobre el proceso de trabajo seguido por estos puestos de 
trabajo consultar el Anexo G - Diagramas de procesos de proyectos de desarrollo 
software en las organizaciones participantes (Caso 2). 
El puesto de trabajo objeto de estudio en este caso es el de "Colaborador", y como 
variables de estudio se plantearon las siguientes: 
 Nombre Periodicidad Escala 
Entradas 
Esfuerzo Cada tarea Entero (Horas) 
Experiencia - Tecnología 1 vez, al principio Entero (Trimestres) 
Antigüedad 1 vez, al principio Entero (Trimestres) 
Experiencia - Funcional 1 vez, al principio Entero 
Motivación 1 vez, al principio 
de cada versión 
Indicador 
Formación 1 vez, al principio Ordinal 
Estimación Cada tarea Entero (Horas) 
Salidas 
Tareas finalizadas Cada tarea Entero 
Dificultad de tarea Cada tarea Likert-5 (Ninguna, 
Poca, Mediana, 
Bastante, Máxima) 
Calidad de la realización Versión, al final Entero 
Calidad de las especificaciones Versión, al final Entero 
Satisfacción 1 vez, al final Indicador 
Factores 
Ubicación 1 vez, al principio Categórico 
Retrasos Cada tarea Likert-4 (Nulo, Leve, 
Notable, Severo) 
Cambio de tarea Cada tarea Entero 
Interrupciones Cada tarea Entero 
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 Nombre Periodicidad Escala 
Puntos de entrada Cada tarea Entero 
Tabla 35. Variables bajo estudio en el Caso 2 
Como puede apreciarse, las variables giran en torno a la tarea como unidad de 
trabajo. En concreto, las variables utilizadas se definen de la siguiente manera: 
• Esfuerzo: horas necesarias (e imputadas en el sistema de gestión de trabajo) 
para llevar a cabo la tarea. 
• Experiencia - Tecnología: número de meses que el participante tiene de 
experiencia con la tecnología de desarrollo empleada (Java). 
• Antigüedad: número de meses que el participante tiene de antigüedad en el 
proyecto. 
• Experiencia - Funcional: número de versiones en las que el participante ha 
desempeñado tareas de análisis funcional. 
• Motivación: motivación del participante orientada a la tarea y a la versión 
(proyecto). Para medir la motivación, se ha empleado el formulario creado 
por Warr, Cook y Wall (2004) que mide la motivación intrínseca a partir de 
la definición que los creadores del mismo utilizan: grado con el que una 
persona quiere desempeñar bien en su trabajo para alcanzar la satisfacción 
intrínseca. Esta definición parte de las dos facetas de involucramiento en el 
trabajo definidas por Lodhal y Kejner (1965). Ver Anexo H - Cuestionarios 
utilizados en los casos de estudio para más información. 
• Formación: grado máximo de titulación oficial alcanzado (Formación 
Profesional, Carrea técnica, Carrera superior, Postgrado). 
• Estimación: estimación de la carga de trabajo necesaria para cada tarea. 
Dado que no todas las tareas son estimadas, aquellas que no tengan 
estimación se le asigna como estimación la carga de trabajo incurrida, por lo 
que para dichas no hay desvío de estimación. 
• Tareas finalizadas: tareas asignadas y terminadas por un colaborador. 
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• Dificultad de tarea: valoración por el colaborador de la dificultad de la 
tarea realizada. 
• Calidad de la realización: valoración interna de la calidad del código fuente 
desarrollado a nivel de versión. Esta variable no se analiza inicialmente 
dentro del modelo DEA ya que sería constante para todos los participantes 
al ser una variable de versión y sólo disponer de datos de una versión; así 
pues, quedaría como variable de estudio por si se analizaran distintas 
versiones y/o para comparar productividad entre versiones. 
• Calidad de las especificaciones: número de aclaraciones adicionales 
necesarias para desarrollar una funcionalidad o cambio solicitado en la 
especificación de requisitos. 
• Satisfacción: grado de satisfacción del colaborador con el trabajo 
realizado con respecto a la naturaleza del trabajo, las condiciones de 
trabajo, y la comunicación (Spector, 1985). Ver Anexo H - Cuestionarios 
utilizados en los casos de estudio para más información. 
• Ubicación: localización donde el colaborador desempeña su trabajo: Centro 
de trabajo A (CT-A) o B (CT-B). 
• Retrasos: valoración del colaborador del tiempo perdido/retraso provocado 
por el “entorno” para desempeñar su tarea. 
• Cambio de tarea: número de veces que el colaborador cambia de tarea antes 
de finalizarla. 
• Interrupciones: número de veces que el colaborador tiene que interrumpir la 
tarea por motivos ajenos. 
• Puntos de entrada: número de cambios en las especificaciones de requisitos 
desde su toma inicial. 
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5.2.2.3. Descripción demográfica de participantes 
Los participantes son colaboradores de una misma versión y pertenecen a los dos 
centros de trabajo de España. La descripción demográfica, de los participantes que 
inicialmente iban a participar, es la siguiente: 
ID Edad (a 31/12/2012) Sexo Estudios 
01 27 Mujer Carrera Superior 
02 36 Hombre Carrera Superior 
03 36 Hombre Carrera Superior 
04 42 Hombre Posgrado 
05 28 Hombre Carrera Superior 
06 33 Hombre Carrera Técnica 
07 34 Hombre Carrera Superior 
08 28 Mujer Carrera Superior 
09 32 Hombre Posgrado 
10 27 Hombre Carrera Técnica 
11 29 Mujer Carrera Superior 
12 29 Mujer Carrera Superior 
13 28 Mujer Posgrado 
14 28 Mujer No indicado 
15 27 Hombre Carrera Superior 
16 39 Hombre Carrera Superior 
17 38 Hombre Formación Profesional 
Tabla 36. Descripción demográfica de los participantes (iniciales) en el Caso 2 
Por motivos varios, dado que no todos los participantes finalizaron la participación, 
la muestra final de participantes es la siguiente: 
ID Edad (a 31/12/2012) Sexo Estudios Centro de Trabajo 
01 27 Mujer Carrera Superior CT-B 
02 36 Hombre Carrera Superior CT-B 
03 36 Hombre Carrera Superior CT-A 
05 28 Hombre Carrera Superior CT-A 
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ID Edad (a 31/12/2012) Sexo Estudios Centro de Trabajo 
08 28 Mujer Carrera Superior CT-A 
10 27 Hombre Carrera Técnica CT-A 
11 29 Mujer Carrera Superior CT-A 
12 29 Mujer Carrera Superior CT-B 
13 28 Mujer Posgrado CT-B 
16 39 Hombre Carrera Superior CT-B 
17 38 Hombre Formación 
Profesional 
CT-A 
Tabla 37. Descripción demográfica de los participantes (finales) en el Caso 2 
La muestra final consta de 11 participantes, de los cuales seis hombres (edad media 
34, de 5,177), cinco mujeres (edad media 28,2, de 0,84); seis pertenecen al Centro de 
Trabajo A, y cinco al B. Con respecto a la formación: ocho disponen de Carrera 
Superior (72,73%), uno de Posgrado, otro de Carrera Técnica, y otro Formación 
Profesional (9,09%). 
5.2.2.4. Preparación de datos 
Pese a que los datos han sido recogidos de forma bisemanal, el tratamiento se ha 
realizado una vez que todos los datos se recibieron. No obstante, tras la primera 
entrega se comprobado la disponibilidad de las variables objeto de medición así como 
su correcto formato. Es necesario comentar que algunas variables han tenido que ser 
obtenidas de forma manual, ya que los sistemas de gestión de trabajo no han 
permitido una automatización personalizada de recogida de información. 
A partir de los datos obtenidos, se han comprobado las correlaciones entre las 
variables con un doble objetivo: (1) reducir variables del mismo tipo que 
correlacionasen entre sí, y (2) realizar el análisis de isotonicidad, tal y como requiere el 
uso de DEA. En concreto se obtuvieron varias correlaciones; algunas de las variables 
sólo se relacionan con una o dos variables, mientras que otras correlacionan con un 
conjunto mayor de variables. En las siguientes tablas se incluyen las correlaciones 
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estadísticamente significativas encontradas (se marca con * las correlaciones cuya sig. 
es menor que 0,005 y con ** las que son menores a ,001): 
 
Tabla 38. Correlaciones entre variables en el caso de estudio 2 (1/2) 
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Tabla 39. Correlaciones entre variables en el caso de estudio 2 (2/2) 
Tras analizar las correlaciones iniciales, y con el objetivo de reducir la cantidad de 
variables a incluir en el modelo DEA y poder conocer la isotonicidad existente, tal y 
como se ha descrito en 4.2 Data Envelopment Analysis (DEA), se han realizado las 
siguientes operaciones: 
• Jornadas: Se ha eliminado de la lista de variables ya que correlaciona de 
forma estadísticamente significativa con otra variable del mismo tipo 
(entrada) "Jornadas Estimadas", la cual tiene un significado parecido y 
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tienen correlación estadísticamente significativa con "Cambios de Tarea". 
Además, "Jornadas Estimadas" correlaciona de forma estadísticamente 
significativa con "Calidad de las Especificaciones" lo que no se produce con 
"Jornadas" de forma estadísticamente significativa, no obstante la 
significancia roza el límite (,053 > ,005) por lo que también podrían 
aceptarse como correlacionados si dicho grado fuera ligeramente más 
amplio. 
• Calidad de las Especificaciones, Calidad de la Realización, y Puntos de 
Entrada: 
o Dado que son medidas tomadas a nivel de tarea se ha dividido la 
cantidad de tareas realizadas por la DMU entre el doble del total de 
dicho valor, al que se le ha sumado 0,75 para evitar valores nulos los 
cuales producirían una división por 0. 
 
 Se ha optado por el doble del valor para primar la 
puntuación de estas variables ante la cantidad de tareas, es 
decir, es más importante el valor que la cantidad de tareas 
realizadas. 
 Se ha optado por 0,75 como constante para anular los 
valores nulos ya que es un valor que no aumenta de forma 
considerable los casos nulos. Si se hubiera optado por sumar 
0,1 las divisiones hubieran originado grandes diferencias 
entre valores no nulos y valores nulos. 
Tras estas transformaciones, se han seleccionado las siguientes variables, que 
cumplen el requisito de Isotonicidad: 
 Calidad de las 
especificaciones 
Satisfacción 
Calidad de la 
Realización 
Experiencia Funcional -,632 (,037)   
Jornadas Estimadas ,674* (,023)   
Motivación  ,834** (,001) ,642* (,033) 
Puntos de Entrada ,841** (,001) ,711* (,014) ,970** (,000) 
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 Calidad de las 
especificaciones 
Satisfacción 
Calidad de la 
Realización 
Calidad de las Especificaciones   ,798** (,003) 
Satisfacción   ,788** (,007) 
Tabla 40. Correlaciones (a partir de valores sin transformar)18 
















































































01 1 32 63 19,25 0,7451 1,6522 1,4074 
02 1 30 59 18,25 0,6957 5,3333 2,2857 
03 4 29 50 1,75 2,6667 2,6667 2,6667 
05 5 30 61 6,50 1,3333 1,3333 1,3333 
08 1 27 47 19,50 0,5143 2,5714 6,0000 
10 1 27 45 1,50 0,6667 0,6667 0,6667 
11 3 26 46 2,25 2,6667 2,6667 2,6667 
12 1 29 47 22,25 0,5263 3,3333 3,3333 
13 1 35 72 13,75 0,5128 0,8696 0,7407 
16 1 30 55 15,75 2,0000 7,3333 3,1429 
17 5 34 55 14,75 4,6667 4,6667 4,6667 
Tabla 41. Valores para las DMUs (Caso 2) 
5.2.2.5. Generación y análisis de resultados 
Con las variables disponibles tras la comprobación de requisitos y transformaciones, 
se plantean dos modelos de productividad, cuyo nombre ha sido inventado para 
denominarlos de aquí en adelante: 
18 * = Sig < ,05 | ** = Sig < ,01 
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o • Salidas: 
 Satisfacción. 
 Calidad de la Realización. 
• Productividad de Análisis de Necesidades. Para este análisis se utilizan las 
siguientes variables: 
o Entradas: 
 Experiencia Funcional. 
 Puntos de Entrada. 
o Salidas: 
 Calidad de las Especificaciones. 
5.2.2.5.1. Productividad de Desarrollo de Software 
Se ha empleado el modelo BCC orientado a salidas con eficiencia tecnológica y 
retornos variables a escala; y los resultados han sido los siguientes: 
ID Eficiencia 
DMUs eficientes de referencia (valor) 
1 2 3 
01 0,972 05 (0,47) 08 (0,081) 13 (0,449) 
02 0,994 05 (0,641) 08 (0,224) 13 (0,134) 
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ID Eficiencia 
DMUs eficientes de referencia (valor) 
1 2 3 





Tabla 42. Productividad de Desarrollo de Software (BCC)19 
 
Ilustración 21. Número de DMUs ineficientes que consideran a otra DMU como modelo de 
referencia 
Se han analizado las holguras para el análisis realizado y se han encontrado los 
siguientes valores: 
? Calidad de la Realización: 
o DMU 10: 1,596. 
? Motivación: Sin holguras. 
? Satisfacción: Sin holguras. 
Estas holguras, al ser casi inexistentes, nos indican que los resultados obtenidos 
mediante el modelo radial BCC son representativos. Por otro lado, pese a que es 
posible obtener los puntos de mejora utilizando las proyecciones de cada DMU sobre 
la frontera de eficiencia y ajustarlo con las holguras, se ha decidido emplear un 
segundo modelo DEA. En concreto, se ha empleado el modelo SBM con eficiencia 
mixta y retornos a escala variables. Orientando el modelo SBM a salidas, se han 
obtenido los siguientes resultados: 
19 * DMUs eficientes 
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ID Eficiencia 
DMUs eficientes de referencia (valor) 
1 2 3 
01 0,721 05 (0,081) 08 (0,324) 13 (0,595) 
02 0,956 05 (0,568) 08 (0,27) 13 (0,162) 





08* 1  
10 0,199 08 (1)  
 
11* 1  











Tabla 43. Productividad de Desarrollo de Software (SBM)20 
Con este método las DMUs eficientes son las mismas que las obtenidas con el 
modelo BCC pero cambian las DMUs de referencia así como los pesos para las DMUs 
ineficientes. También se observa una fuerte caída del indicador para la DMU 10, que 
pasa de 0,905 a 0,199. Este cambio de modelo convierte a esta DMU en muy 
improductiva. En menor medida las DMUs 01 y 12 descienden también. 
 
Ilustración 22. Número de DMUs ineficientes que consideran a otra DMU como modelo de 
referencia (SBM) 
20 * DMUs eficientes 
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Las holguras obtenidas para las DMUs ineficientes son las siguientes (entre 
paréntesis el porcentaje de mejora relativo necesario para que la DMU sea 
productiva): 
DMU Motivación Satisfacción Calidad de la Realización 
01 - - 1,088 (77%) 
02 - - 0,212 (9%) 
03 - - 2,784 (104%) 
10 - 2 (4%) 5,333 (800%) 
12 2 (7%) - 2,667 (80%) 
16 - - 1,209 (38%) 
Tabla 44. Holguras mediante SBM en Productividad de Desarrollo 
Las holguras identificadas por este modelo incluyen la detectada mediante BCC 
(DMU 10, Calidad de la Realización) y añaden otras nuevas, principalmente en la 
variable Calidad de la Realización, por lo que el conjunto de holguras es mayor, tal y 
como era de esperar. Entre las DMUs ineficientes, la mejora pasa principalmente por 
un aumento de la Calidad de la Realización (184%), y casi de forma despreciable por 
una reducción de la Motivación (en un 1% de media) y un aumento de la Satisfacción 
(<1%). Dado que la mayor cantidad de holguras se detecta en la variable Calidad de 
la Realización y que el peso de la mejora es indudablemente mayor que para las otras 
variables (184% vs 1% y <1%) tiene sentido plantear esta variable como elemento 
prioritario a mejorar. 
5.2.2.5.2. Productividad de Análisis de Necesidades 
Los resultados para este modelo han sido los siguientes: 
ID Eficiencia 
DMUs eficientes de referencia (valor) 
1 2 
01 0,862 10 (0,852) 16 (0,148) 
02 0,435 10 (0,3) 16 (0,7) 
03 1 10 (0,5) 17 (0,5) 
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ID Eficiencia 
DMUs eficientes de referencia (valor) 
1 2 
05 1 10 (0,833) 17 (0,167) 
08 0,491 10 (0,714) 16 (0,286) 
10* 1
  
11* 1 10 (0,5) 17 (0,5) 
12 0,438 10 (0,6) 16 (0,4) 




Tabla 45. Productividad de Análisis de Necesidades (BCC)21 
 
Ilustración 23. Número de trabajadores ineficientes que consideran a otro como modelo de 
referencia 
Se han analizado las holguras para el análisis realizado y se han encontrado los 
siguientes valores: 
? Experiencia Funcional: 
o DMU 03: 1. 
o DMU 05: 3,334. 
? Puntos de Entrada: Sin holguras. 
? Calidad de las Especificaciones: Sin holguras. 
21 * DMUs eficientes 
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Estas holguras, al ser casi inexistentes, nos indican que los resultados obtenidos 
mediante el modelo radial BCC son representativos. Por otro lado, pese a que es 
posible obtener los puntos de mejora utilizando las proyecciones de cada DMU sobre 
la frontera de eficiencia y ajustarlo con las holguras, se ha decidido emplear un 
segundo modelo DEA. En concreto, se ha empleado el modelo SBM con eficiencia 
mixta y retornos a escala variables. Orientando el modelo SBM a entradas, se han 
obtenido los siguientes resultados: 
ID Eficiencia 
DMUs eficientes de referencia (valor) 
1 2 
01 0,82 10 (0,941) 16 (0,059) 
02 0,576 10 (0,978) 16 (0,022) 
03 0,875 10 (0,5) 17 (0,5) 
05 0,667 10 (0,834) 17 (0,167) 




11* 1 10 (0,5) 17 (0,5) 
12 0,6 10 (1) 
 






Tabla 46. Productividad de Desarrollo de Análisis de Necesidades (SBM)22 
En esta medida de productividad, las DMUs que tienen una medida de 
productividad de valor unitario pero no son productivas, tienen un menor resultado 
(DMU 03: 0,875, y DMU 05: 0,667). Con respecto a las demás DMUs los cambios son 
poco significativos ya que se mantienen las DMUs eficientes y los valores de las 
ineficientes son muy parecidos observándose un ligero ascenso de los resultados. 
22 * DMUs eficientes 
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Ilustración 24. Número de DMUs ineficientes que consideran a otra DMU como modelo de 
referencia (SBM) 
Las holguras que se han obtenido para las DMUs ineficientes son las siguientes 







Calidad de las 
Especificaciones 
01 - 0,595 (36%) - 
02 - 4,521 (85%) - 
03 1 (25%) - - 
05 3,334 (67%) - - 
08 - 1,904 (74%) 0,153 (30%) 
12 - 2,666 (80%) 0,141 (27%) 
13 - 0,203 (23%) 0,154 (30%) 
Tabla 47. Holguras mediante SBM en Productividad de Análisis de Necesidades 
Las holguras identificadas por este modelo incluyen las obtenidas con BCC y se 
identifican otras en las otras dos variables analizadas, por lo que el conjunto de 
holguras detectadas con SBM es mayor, tal y como era de esperar. Entre las DMUs 
ineficientes, la mejora pasa por una reducción de la Experiencia Funcional (en un 13% 
de media), reducción de los Puntos de Entrada (43%) y el aumento de la Calidad de 
las Especificaciones (12%). Dado que la mayor cantidad de holguras se detecta en la 
variable Puntos de Entrada y que el peso de la mejora es mayor que para las otras 
variables (43% vs 12% y 13%) tiene sentido plantear esta variable como elemento 
prioritario a mejorar. 
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5.2.2.6. Conclusiones parciales 
• Se han realizado dos análisis de productividad para un mismo grupo 
de trabajadores dentro de un mismo puesto utilizando el modelo BCC. 
Posteriormente, se ha aplicado el modelo SBM para identificar las holguras con 
el objetivo de encontrar los puntos de mejora. Este segundo paso también 
podría haberse realizado con los datos del modelo BCC pero ha sido de 
utilidad para comprobar que las DMUs productivas casi se mantienen en su 
totalidad con ambos modelos para los casos analizados. 
• En cada uno de los análisis se ha identificado un conjunto de 
trabajadores referencia para cada análisis, es decir, DMUs eficientes que 
son identificadas por otras DMUs improductivas como referencia de eficiencia. 
En concreto: 
o Se han encontrado las siguientes DMUs referentes (ordenadas de más 
referenciada a menos): 
 Según el modelo BCC: 
• Productividad de Desarrollo: 05 (6 veces), 08 (5), 13 
(5), y 11 (1). 
• Productividad de Análisis de Necesidades: 10 (8 veces), 
16 (5), y 17 (3). 
 Según el modelo SBM: 
• Productividad de Desarrollo: 05 (6 veces), 08 (6), 13 
(3), 05 (2), y 17 (2). Aparece referenciado las DMUs 05 
y 17, y desaparece la DMU 11. Las DMUs 05 y 13 se 
mantienen como DMUs de referencia con un número de 
referencias parecido. 
• Productividad de Análisis de Necesidades: 10 (8 veces), 
16 (3), y 17 (2). Las mismas DMUs y casi con el mismo 
número de referencias que con el modelo BCC. 
o Se han encontrado dos DMUs con valor de eficiencia 1 que no son 
identificadas como eficientes para la productividad de Análisis de 
Necesidades, según el modelo BCC. En concreto se trata de las DMUs 
03 y 05, las cuales tienen una holgura de Experiencia Funcional de 1 y 
3,334 respectivamente; es decir, para que estas DMUs fueran 
consideradas eficientes habrían que reducir su Experiencia Funcional en 
el valor indicado por la holgura. 
• Se han detectado los puntos de mejora de las DMUs ineficientes 
utilizando el modelo SBM. Desde el punto de vista de la Productividad de 
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Desarrollo, la mejora pasaría por el aumento de la calidad de la 
realización, esto es, por la reducción de la cantidad de fallos encontrados en 
la fase de desarrollo. Y desde el punto de vista de la Productividad de Análisis 
de Necesidades, la mejora pasaría por la reducción de la cantidad de 
Puntos de Entrada, esto es, por la reducción del número de cambios 
asociados a los requisitos de cada tarea, o lo que es lo mismo, por el aumento 
de la calidad de los requisitos previamente al desarrollo de la funcionalidad y/o 
cambios requeridos. 
• Algunas correlaciones de la muestra pueden ser destacas: 
o La experiencia funcional correlaciona de forma positiva con las 
interrupciones (0,898; Sig ,039). Esto puede ser debido a que las 
personas con mayor experiencia funcional son más consultadas e 
interrumpidas y/o tienen más cantidad de tareas que atender. 
o La motivación correlaciona de forma positiva con la 
satisfacción (0,834; Sig ,001); y con los subitems de satisfacción 
utilizados. 
• Finalmente, comentar que a pesar de la cantidad de variables recogidas tras 
comprobar la validez de los datos para aplicar DEA, las variables han quedado 
reducidas a un número muy inferior. De este modo, en futuros estudios se 
debería partir de una base de variables mucho mayor o partir de 
una base donde se haya probado anteriormente que las variables de 
entrada y las variables de salida correlacionan (positivamente). 
5.2.3. Caso de estudio 3 
5.2.3.1. Descripción de organización y proceso de trabajo 
La organización participante es una organización española cuya actividad se centra 
en la distribución de contenidos digitales editoriales de un área temática; siendo los 
servicios TIC una de las áreas facilitadoras de negocio dada la transformación que ha 
sufrido la producción de contenidos en las últimas décadas, en las que se ha pasado de 
distribución en papel a distribución multiplataforma en tiempo real y bajo demanda. 
La organización de este caso es una marca dentro de una organización internacional de 
mayor tamaño (en la que también se encuentra la organización del caso de estudio 4). 
Esta organización internacional cuenta con un volumen de negocio, en 2012, de más de 
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3.400 millones de Euros, con unos 19.000 empleados en diferentes países, y está 
considerada como una organización con buenas prácticas de trabajo (Great Places To 
Work®). 
Dentro de la organización, el área de desarrollo y mantenimiento de software es el 
área en la que se encuentran los puestos de trabajo a analizar. El cliente de los 
proyectos es la propia organización (cliente interno), y el objetivo de los mismo es 
llevar a cabo un mantenimiento evolutivo y correctivo de los proyectos previamente 
desarrollados. Debido a la gran variedad de proyectos desarrollados (hasta 30 
proyectos en paralelo), la principal actividad del área de desarrollo es el 
mantenimiento evolutivo y correctivo de los proyectos, quedando en un segundo plano 
las actividades relacionadas con nuevos desarrollos. 
Los proyectos suelen ser desarrollados en .NET con accesos a bases de datos 
(Oracle) o bien en PHP y MySQL, excepcionalmente se emplea SQL para las bases de 
datos. En cuanto a la tipología de proyectos se puede decir que en su mayoría son 
proyectos de repositorios de información que utilizan entornos web como medio de 
interacción con los usuarios. La organización no sigue una metodología estandarizada 
aunque se basa en metodologías ágiles (p. ej., empleo de sprints para asignar tareas). 
Además dispone de un flujo de trabajo bien organizado y soportado en un software de 
gestión de proyectos. Añadir, que los proyectos no son siempre desarrollados y 
mantenidos por el mismo equipo y que la organización dispone de varios centros de 
trabajo ubicados en España. 
5.2.3.2. Puestos de trabajo, variables y factores a 
analizar 
En el área de desarrollo de software hay trabajando alrededor de 50 personas 
asignadas a los puestos de la siguiente manera: 
• Jefe de Equipo/Proyecto: 4 personas. 
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• Analistas: 16 personas. 
• Analistas Programadores: 20 personas. 
• Programadores: 20 personas. 
Los puestos de trabajo involucrados en el desarrollo y mantenimiento de proyectos 
software se definen de la siguiente manera: 
• Jefe de Equipo: este puesto tiene asignada la gestión de tareas enfocadas al 
proyecto: asignación y control de tareas, solución de problemas en 
producción (servicios y herramientas)…, y es el responsable de la 
organización de personas a su cargo: planificación de vacaciones, días libres, 
problemas personales... El enfoque de gestión se centra en el aspecto técnico 
del proyecto, dejando fuera la labor de costes. Es un facilitador de 
problemas que puedan surgir en el día a día del proyecto. Además, es un 
punto de entrada para muchas tareas y puestos. 
• Analista: este puesto lleva a cabo un análisis de tareas, las fragmenta, y 
asesora a analistas-programadores y programadores en su trabajo. 
Interactúa con el Product Owner (Responsable de Producto) para aclarar y 
definir con más detalle los requisitos. Además, colabora con el Jefe de 
Equipo para que el proyecto sea exitoso. 
• Analista Programador: este puesto recoge los requisitos que han elaborado 
los Analistas (desde la funcionalidad requerida por los Product Owner), 
realiza un análisis más detallado y establece con los Analistas un reajuste 
de la estimación y desglose de los requisitos. Una vez se han realizado estas 
labores, el Analista-Programador participa en el desarrollo software del 
proyecto como tal y como un Programador. 
• Programador: este puesto desarrolla el código fuente de proyectos relativo a 
las tareas asignadas. Además realiza mantenimientos correctivos y 
evolutivos de varios proyectos. También lleva a cabo consultas a base de 
datos. 
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Ilustración 25. Organigrama de puestos en el Caso 3 
Para más información sobre el proceso de trabajo seguido por estos puestos de 
trabajo consultar el Anexo G - Diagramas de procesos de proyectos de desarrollo 
software en las organizaciones participantes (Caso 3). 
Inicialmente se plantean estas variables para los puestos de trabajo que finalmente 
serán objeto de estudio en este caso (Analista y Analista Programador): 
 Nombre Periodicidad Escala 
Entradas 
Esfuerzo Tarea Entero (Horas) 
Experiencia en el puesto 1 vez Entero (Meses) 
Experiencia en la tecnología 1 vez Entero (Meses) 
Conocimiento del proyecto 1 vez Likert 
Motivación Proyecto Indicador 
(Cuestionario) 
Formación 1 vez Ordinal 
Hardware Tarea Likert 
Claridad de funcionalidad requerida Tarea (Análisis) Likert 
Claridad de requisitos Tarea (Codificación) Likert 
Estimación Tarea Entero 
Cambios de proyecto Tarea Entero 
Interrupciones Tarea Likert 
Salidas 
Tareas resueltas Tarea Entero 
Bugs resueltos Tarea Entero 
Dificultad de Tarea/Bug Tarea Likert 
Satisfacción del cliente Proyecto Indicador 
(Cuestionario) 
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 Nombre Periodicidad Escala 
Satisfacción personal (Motivación 
extrínseca - Recompensa) 
Proyecto Indicador 
(Cuestionario) 
Integración en el proyecto Proyecto Indicador 
(Cuestionario) 
Factores 
Ubicación 1 vez Categórico 
Teletrabajo 1 vez Booleano 
Tabla 48. Variables bajo estudio en el Caso 3 
Como puede apreciarse, las variables giran en torno a la tarea como unidad de 
trabajo, al igual que en el Caso 2. En este caso, las variables utilizadas se definen de la 
siguiente manera: 
• Esfuerzo: número de horas que el participante imputa a cada tarea hasta el 
momento de ser dadas por resueltas. 
• Experiencia en el puesto: número de meses que el participante lleva en el 
puesto actual. 
• Experiencia en la tecnología: grado de experiencia en la tecnología utilizada 
en el proyecto del participante (contando también con la experiencia 
anterior a la actual organización). 
• Conocimiento del proyecto: grado de conocimiento del proyecto del 
participante. 
• Motivación: motivación del participante orientada a la tarea y la versión. 
• Formación: grado máximo de titulación oficial alcanzado por el participante 
(Formación Profesional, Carrea técnica, Carrera superior, Postgrado). 
• Hardware: valoración subjetiva que el participante tiene de la eficiencia del 
hardware para realizar cada tarea asignada. 
• Claridad de funcionalidad requerida: valoración subjetiva que el 
participante tiene de la claridad de la funcionalidad requerida en la tarea 
asignada. Sólo se mide en tareas de análisis. 
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• Claridad de requisitos: valoración subjetiva que el participante tiene de la 
claridad de los requisitos relativos a la tarea asignada. Sólo se mide en 
tareas de programación. 
• Estimación: estimación del esfuerzo necesario para llevar a cabo la tarea. 
• Cambios de proyecto: número de cambios de proyecto que el participante 
tiene desde el inicio a la resolución de cada tarea. 
• Interrupciones: valoración subjetiva que el participante tiene del grado de 
interrupción que sufre hasta cerrar cada tarea. 
• Tareas resueltas: número de tareas en las que el participante participa en su 
ejecución y se dan por resueltas. 
• Bugs resueltos: número de bugs en los que el participante ha participado en 
su resolución y han sido dados por resueltos. 
• Dificultad de Tarea/Bug: valoración subjetiva que el participante tiene de 
la dificultad de cada tarea realizada. 
• Satisfacción del cliente: valoración subjetiva que el cliente tiene de la 
satisfacción del cliente con respecto al proyecto. 
• Satisfacción personal (Motivación extrínseca - Recompensa): valoración 
subjetiva que el participante tiene del grado de recompensa obtenido tras el 
periodo de medición. 
• Integración en el proyecto: valoración subjetiva que el participante tiene del 
grado de integración del participante en el proyecto (formar parte). 
• Ubicación: localización donde el participante desempeña su trabajo. 
• Teletrabajo: booleano que indica si teletrabaja o no. 
5.2.3.3. Descripción demográfica de participantes 
La organización participante no ha continuado con la participación en la fase de 
validación al llegar a este punto, por lo que no ha sido posible continuar con este caso 
de estudio. Se ha intentado continuar con la participación en varias ocasiones pero no 
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se ha avanzado nada durante un periodo de seis meses por lo que se ha decidido 
cancelar la continuación de este caso. 
5.2.3.4. Preparación de datos 
No se han obtenido datos para este caso de estudio (ver apartado anterior). 
5.2.3.5. Generación y análisis de resultados 
En este caso de estudio no se han obtenido datos para su análisis por lo que se ha 
quedado como un caso teórico de medición de productividad para los puestos de 
trabajo de Analista y Analista Programador. 
5.2.3.6. Conclusiones parciales 
Para este caso no se han obtenido resultados de medición de productividad dado 
que la organización participante no ha facilitado la muestra de datos necesaria. No 
obstante, el caso ha permitido plantear un conjunto de variables de entrada y de 
salida, además de dos factores, que podrían emplearse para continuar con la medición 
en otro momento o en otra organización. 
5.2.4. Caso de estudio 4 
5.2.4.1. Descripción de organización y proceso de trabajo 
La organización participante es una organización española cuya actividad se centra 
en el desarrollo de software de gestión para empresas. La organización de este caso es 
una marca dentro de una organización internacional de mayor tamaño desde hace algo 
más de una década (en la que también se encuentra la organización del caso de 
estudio 3). Esta organización internacional cuenta con un volumen de negocio, en 
2012, de más de 3.400 millones de Euros, unos 19.000 empleados en diferentes países, 
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y está considerada como una organización con buenas prácticas de trabajo (Great 
Places To Work®). 
En esta organización, los clientes finales de los proyectos son profesionales y 
organizaciones que utilizan algún producto de su gama de software de gestión. Las 
modificaciones y nuevos desarrollos se llevan a cabo bajo la petición de los Product 
Owner, que ejercen de clientes internos. La principal actividad del área de desarrollo 
es el mantenimiento evolutivo y correctivo de los productos ya desarrollados debido a 
externos vinculados con la gestión empresarial, de modo que quedan en un segundo 
plano las actividades relacionadas con nuevos desarrollos. El volumen de proyectos es 
reducido pero la actualización de los mismos es constante. Además de los proyectos de 
software, dispone de productos y servicios en formación y consultoría, herramientas de 
comunicación, y generación y distribución de contenidos. 
Los proyectos suelen estar desarrollados en .NET con accesos a bases de datos 
(Oracle). En cuanto a la tipología de proyectos se puede decir que en su mayoría son 
proyectos de gestión de información que utilizan diversas plataformas para interactuar 
con el usuario. La organización se basa en metodologías ágiles (SCRUM y MSF Agile), 
y dispone del flujo de trabajo bien organizado y soportando en el software de gestión 
de proyectos empleado. Los proyectos no son siempre desarrollados y mantenidos por 
el mismo equipo y además la organización solo dispone de un centro de trabajo aunque 
los trabajadores pueden desempeñar su puesto en teletrabajo de hasta dos días por 
semana. 
5.2.4.2. Puestos de trabajo, variables y factores a 
analizar 
La organización participante dispone de varios roles definidos, que son los actores 
principales en el desarrollo y mantenimiento de proyectos software. Un trabajador 
puede desempeñar varios de estos roles por lo que el puesto de trabajo en sí mismo se 
asemeja al puesto de Ingeniero de Software, el cuál puede encontrarse como Software 
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developer23 en O*NET. Un puesto similar se ha sido analizado en el Caso 2. A 
continuación se describen los principales roles para este puesto de trabajo: 
• Gestor de desarrollo: este puesto crea la estructura del proyecto incluyendo las 
tareas necesarias, realiza el seguimiento de la ejecución del proyecto (en 
calidad, tiempo, y coste), y selecciona el equipo de trabajo necesario para 
llevar a cabo el proyecto. 
• Analista funcional: este puesto apoya en la especificación de requisitos, lleva a 
cabo el diseño detallado a nivel funcional de los mismos siguiendo las guías de 
estilo, usabilidad y navegación establecidas. También lleva a cabo el diseño y 
ejecución de las pruebas funcionales que aseguren su correcta implementación. 
Además, presenta propuestas de mejoras funcionales, y colabora en la 
planificación y seguimiento de las peticiones, aportando las valoraciones de las 
tareas a realizar. 
• Analista técnico: este puesto realiza el diseño técnico de forma que cumpla con 
la solución funcional diseñada y las guías de arquitectura correspondientes. 
Además, brinda un apoyo especializado al Analista funcional para garantizar la 
viabilidad de las soluciones funcionales planteadas. Además, lleva a cabo el 
control técnico de las soluciones implementadas, dando el soporte técnico 
necesario al programador para su realización, presenta propuestas de mejoras 
técnicas en los productos al Gestor de cliente, y colabora en la planificación y 
seguimiento de las peticiones, aportando las valoraciones de las tareas a 
realizar. 
• Programador: este puesto implementa, en el periodo de tiempo planificado y 
siguiendo las guías de programación, buenas prácticas y arquitectura 
establecidas, las funcionalidades acordadas. El resultado debe integrarse con el 
código generado por el resto de programadores en el repositorio común 
23 http://www.onetonline.org/link/summary/15-1132.00 
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marcado en cada caso. Además, revisa el diseño técnico y construcción de la 
aplicación siguiendo las directrices fijadas, verifica la robustez de la 
construcción así como de la validación funcional de las funcionalidades 
construidas, y colabora en la planificación y seguimiento de las peticiones, 
aportando las valoraciones de las tareas a realizar. 
• Analista de control de calidad: este puesto apoya al Analista de diseño en la 
definición de la solución, revisa y valida el plan de pruebas diseñado por los 
Analistas de diseño, selecciona las pruebas a ejecutar para validar el producto, 
apoya al Responsable del producto en la selección y marcado de las pruebas de 
aceptación, y colabora en la planificación y seguimiento de las peticiones, 
aportando las valoraciones de las tareas a realizar. 
Para más información sobre el proceso de trabajo seguido por estos puestos de 
trabajo consultar el Anexo G - Diagramas de procesos de proyectos de desarrollo 
software en las organizaciones participantes (Caso 4). 
Inicialmente se plantean las siguientes variables: 
 Nombre Periodicidad Escala 
Entradas 
Desempeño Tarea Entero (Horas) 
Experiencia tecnología 1 vez Entero (Meses) 
Conocimiento del proyecto 1 vez Entero (Meses) 
Estimación Tarea Entero (Horas) 
Formación 1 vez Ordinal 
Grado de avance de documentación Tarea Likert 
Experiencia funcional 1 vez Entero (Meses) 
Claridad de requisitos Tarea Likert 
Grado de teletrabajo 1 vez Entero 
Influencia hardware/conexiones en retraso Tarea Likert 
Percepción de interrupción Tarea Likert 
Interrupciones por dudas/preguntas Tarea Likert 
Salidas 
Tareas finalizadas Tarea Entero 
Bugs solucionados Tarea Entero 
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 Nombre Periodicidad Escala 
Dificultad de tarea/bug Tarea Likert 
Pruebas realizadas Tarea Entero 
Visión global del proyecto Proyecto Likert 
Tabla 49. Variables bajo estudio en el Caso 4 
Como puede apreciarse, las variables giran en torno a la tarea como unidad de 
trabajo, al igual que en los casos anteriores. En este caso, las variables utilizadas se 
definen de la siguiente manera: 
• Desempeño: horas que son necesarias para llevar a cabo la tarea. 
• Experiencia tecnología: número de meses que el participante tiene de 
experiencia con la tecnología de desarrollo empleada. 
• Experiencia funcional: experiencia del participante en tareas de análisis 
funcional medido en meses. 
• Conocimiento del proyecto: antigüedad en el proyecto. 
• Estimación: número de horas estimadas para llevar a cabo la tarea. 
• Formación: grado máximo de titulación oficial alcanzado (Formación 
Profesional, Carrea técnica, Carrera superior, Postgrado). 
• Grado de avance de la documentación: escala del grado de avance de la 
documentación relativa a la tarea desempeñada en el momento de cerrarla. 
• Claridad de requisitos: valoración del participante de la claridad de los 
requisitos de una tarea de análisis. 
• Tareas finalizadas: tareas que se asignan y terminan. 
• Bugs solucionados: número de bugs solucionados en la tarea. 
• Dificultad de tarea: valoración por el participante de la dificultad de la 
tarea. 
• Pruebas realizadas: número de pruebas realizadas. 
• Visión global del proyecto: valoración del participante de cuanto de global 
es su visión sobre el proyecto al finalizar un ciclo de medición. 
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• Grado de teletrabajo: número de días que el participante puede desempeñar 
sus tareas en teletrabajo. 
• Influencia hardware/conexiones en retraso: percepción del participante de la 
influencia que tiene el hardware y/o conexiones en el posible retraso de 
cierre de la tarea (desvío de la estimación). 
• Percepción de interrupción: percepción del participante del grado de 
interrupciones que sufre durante la realización de la tarea. 
• Interrupciones por dudas/preguntas: percepción del participante del grado 
de interrupciones por dudas y preguntas de otros compañeros durante la 
realización de la tarea.  
5.2.4.3. Descripción demográfica de participantes 
Los participantes son programadores del mismo equipo de trabajo realizando tareas 
para el mismo proyecto/producto. La descripción demográfica, de los participantes que 
participan es la siguiente: 
ID Edad (a 31/12/2012) Sexo Estudios 
01 22 Mujer Carrera Técnica 
02 35 Hombre Carrera Superior 
03 35 Hombre Formación Profesional 
04 37 Hombre Formación Profesional 
Tabla 50. Descripción demográfica de los participantes en el Caso 4 
La muestra queda de la siguiente manera: 4 participantes, de los cuales tres 
hombres (edad media 35,667 de 1,155), una mujer (edad 22). Con respecto a la 
formación: uno dispone de Carrera Superior (25%), uno de Carrera Técnica (25%), y 
dos de Formación Profesional (50%). 
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5.2.4.4. Preparación de datos 
Los datos han sido recogidos en una sola fase, por lo que el tratamiento se ha 
realizado tras recibir los datos. De forma preliminar, se ha eliminado la variable de 
número de bugs solucionados ya que ningún participante ha indicado valores en ella. 
También se ha eliminado la variable claridad de requisitos ya que sólo un participante 
ha indicado valores en ella. Y, se ha creado una variable nueva a partir de otras dos 
existentes: ahorro de planificación, resultante de dividir el total de horas estimadas 
entre el total de horas imputadas para todas las tareas asignadas a la DMU. 
Además de las anteriores modificaciones, las variables relacionadas con tarea para 
unificar valores en función de la cuantía de tareas realizadas se han modificado. De 
este modo, el valor total de las siguientes variables ha sido dividido entre la cantidad 
de tareas realizadas por cada DMU: 
• Grado de avance de documentación. 
• Dificultad de tarea. 
• Pruebas realizadas. 
• Influencia de hardware/conexiones en retraso. 
• Percepción de interrupción. 
• Interrupciones por dudas/preguntas. 
A partir de los datos, se han comprobado las correlaciones entre las variables con 
un doble objetivo: reducir variables del mismo tipo que correlacionasen y realizar el 
análisis de isotonicidad, tal y como se requiere para aplicar DEA. En concreto se han 
obtenido varias correlaciones; algunas de las variables sólo se relacionan con una o dos 
variables, mientras que otras correlacionan con un conjunto mayor de variables. En las 
siguientes tablas se incluyen las correlaciones estadísticamente significativas (se marca 
con * las correlaciones cuya sig. es menor que 0,005 y con ** las que son menores a 
,001) encontradas: 
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 Conocimiento 
del proyecto 
Estimación Preguntas/Tarea Interrupciones por 
dudas y preguntas 
Grado de 
teletrabajo 
,980* (,02)    
Experiencia 
tecnológica 
 ,972* (,028)   
Desempeño  ,996** (,004)   
Dificultad/Tarea   -,991 (,009)  
Percepción de 
Interrupción 
   ,996** (,004) 
Tabla 51. Correlaciones entre variables Caso 4 
Tras analizar las correlaciones, se concluye que no es posible plantear un modelo, 
dado que todas las correlaciones se han hallado entre variables de tipo entrada. Así 
pues, no es posible continuar con el análisis de productividad utilizando el conjunto de 
datos recibido. Esta limitación probablemente se deba al tamaño reducido de la 
muestra, con tan solo cuatro DMUs, lo que reduce las posibilidades de encontrar 
correlaciones entre variables para comprobar la isotonicidad. Por otro lado, al disponer 
de pocas DMUs, los potenciales modelos que pudieran plantearse deberían tener, como 
mucho y omitiendo las recomendaciones citadas en los casos de estudio anteriores, tres 
variables. Como posible solución a este contratiempo, se plantea a la organización 
participante aumentar la muestra añadiendo nuevas DMUs, pero ha resultado 
imposible disponer de estos participantes adicionales. 
5.2.4.5. Generación y análisis de resultados 
No ha sido posible generar resultados de productividad en este caso (ver el 
apartado anterior). 
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5.2.4.6. Conclusiones parciales 
En este caso de estudio, las variables planteadas permitían, en un principio, llevar a 
cabo un análisis de productividad para el puesto de trabajo de Ingeniero de Software, 
pero no ha sido viable aplicar DEA. No obstante, de la muestra recibida pueden 
extraerse algunas conclusiones globales: 
• Las variables de interrupciones parecen medir el mismo elemento 
(o los participantes no las distinguen), dado que la correlación entre ambas 
es alta (0,994) y estadísticamente significativa (p < 0,01). 
• Los trabajadores con mayor grado de teletrabajo disponen de 
menos conocimiento (experiencia) del proyecto, dada la correlación 
alta (-0,980) y estadísticamente significativa (p < 0,05). Además, de forma 
casi estadísticamente significativa (p = 0,06 > 0,05), se encuentra una 
correlación alta positiva (0,940) entre la experiencia tecnológica y el grado 
de conocimiento del proyecto, por lo que a mayor grado de experiencia 
en la tecnología empleada mayor conocimiento (experiencia) del 
proyecto. 
• Se encuentran mayores interrupciones por dudas y preguntas en 
los trabajadores que desempeñan tareas menos difíciles, dado que se 
ha encontrado una correlación alta y negativa (-0,991) y estadísticamente 
significativa (p <0,01). 
• Finalmente, tal y como se ha comentado en el caso de estudio 2, la 
cantidad de variables que correlacionan se ha visto drásticamente 
reducida, hasta tal punto que no se han encontrado correlaciones 
entre ninguna variable de entrada y una de salida. De este modo, y 
por el criterio de isotonicidad, no ha sido posible aplicar DEA. 
De forma general, se puede concluir que antes de plantear futuros casos de estudio, 
aplicando DEA, se debería disponer del compromiso de las organizaciones 
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participantes a facilitar una cantidad mínima de participantes, ya que sin este 
compromiso la viabilidad de la metodología se ve comprometida y no es posible 
obtener resultados finales. 
5.3. Conclusiones globales a los casos de 
estudio 
Tras realizar cuatro casos de estudio es posible obtener una serie de conclusiones 
globales relativas a la utilización de DEA para medir la productividad en puestos de 
trabajadores vinculados con los proyectos de desarrollo y mantenimiento de software. 
Las conclusiones se presentan agrupadas por (1) limitaciones, (2) ventajas y 
desventajas con respecto a otras metodologías para medir la productividad, (3) 
recomendaciones para futuros casos de estudio, y (4) contraste de hipótesis de 
investigación. 
5.3.1. Limitaciones 
En primer lugar es necesario señalar que pese a haber dispuesto de cuatro 
organizaciones participantes, sólo en una de ellas ha sido posible llevar a cabo hasta el 
final la metodología propuesta. Esto limita en gran medida las conclusiones finales de 
esta investigación dado que no ha sido posible comparar la ejecución de la solución 
propuesta, llevada hasta el final, en dos organizaciones distintas. No obstante, dado 
que parte de la solución si ha podido ser llevada a cabo en las distintas organizaciones 
es posible obtener conclusiones relativas a dichas partes. De este modo, y en segundo 
lugar, la ejecución de la metodología basada en DEA se ha visto en gran medida 
limitada por la existencia de correlaciones entre variables de entrada y de salida 
(criterio de isotonicidad). Al no encontrarse al menos una correlación entre una 
entrada y algunas salidas o entre algunas entradas y una salida, no ha sido posible 
continuar con el método (ver 5.2.4 Caso de estudio 4) por lo que su eficacia es 
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limitada. Finalmente, el requisito de homogeneidad limita las posibilidades de realizar 
benchmarking entre resultados de organizaciones dado que este requisito sólo se 
cumple si los puestos de trabajo analizados son los mismos y los elementos 
diferenciadores están controlados. 
5.3.2. Ventajas y desventajas 
Las principales ventajas que pueden ser destacadas tras aplicar DEA como método 
de medición de productividad son las siguientes: 
• Permite obtener un ranking interno de productividad. Los resultados de 
productividad son clasificados en comparación con los demás por lo que hay 
una clasificación de productividad para los trabajadores medidos. 
• Permite conocer las personas de “referencia”. Además de la clasificación, 
DEA permite conocer personas referentes en cuanto a productividad para 
los trabajadores improductivos; es decir, su productividad en caso de 
mejorarla se aproximaría a la de dichas referencias. 
• Permite conocer los elementos de mejora y cuanto se ha de mejorar cada 
uno. Este punto es importante, máxime en un entorno de ingeniería en el 
cuál la mejora es una piedra angular, dado que uno de los objetivos de 
medir es mejorar. En este sentido, DEA permite identificar qué variables 
deben reducirse o incrementarse, y en qué cantidad para que los 
trabajadores se conviertan en productivos. De este modo, los gestores tienen 
información para plantear propuestas de mejora basadas en información 
objetiva. 
• Una vez aplicado, puede aplicarse de nuevo e ir incluyendo nuevas variables 
si se detectan nuevas correlaciones. Tras superar los requisitos de 
aplicación, el conjunto de variables puede utilizarse en posteriores 
mediciones para replicar el análisis con datos posteriores (o incluyéndolos 
para generar un resultado más global). 
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• Es posible aplicar varias medidas de productividad ya que a partir de un 
conjunto de variables, pueden plantearse varios modelos de productividad 
(ver 5.2.4 Caso de estudio 4) permitiendo combinar ambas medidas y 
resultados o tratarlas por separado, quedando a discreción de los objetivos 
perseguidos. 
Las principales desventajas que pueden ser destacadas tras aplicar DEA como 
método de medición de productividad son las siguientes: 
• No todas las variables planteadas inicialmente son válidas para aplicar 
DEA. Por el criterio de isotonicidad, la cantidad de variables utilizables se 
reduce, en muchos casos hasta paralizar el caso de estudio (ver 5.2.1 Caso 1 
- Prueba piloto y 5.2.4 Caso de estudio 4). 
• La cantidad de variables, y por lo tanto de datos a recoger, es alta y no 
garantiza que se pueda aplicar DEA. Esto representa una desventaja dado 
que las variables potencialmente medibles suelen ser variables que la 
organización no mide, lo que se traduce en un esfuerzo extra para llevar a 
cabo la medición de productividad. Si al aumento se le añade que un 
aumento de las variables y/o de los datos no garantiza la existencia de 
correlaciones que permitan cubrir el requisito de isotonicidad, se obtiene que 
el uso de DEA requiere de un alto esfuerzo para llevar a cabo la medición 
(por parte de los trabajadores y de los gestores). Esta desventaja es de 
especial influencia en momentos como los actuales en los que los gestores 
deben justificar muy bien los gastos de los proyectos. En el caso de la 
presente investigación, esta desventaja ha provocado que el Caso de estudio 
4 se paralizará por no poder disponer de más datos con la esperanza de 
obtener correlaciones entre entradas y salidas. 
5.3.3. Recomendaciones 
En futuras aplicaciones de esta metodología se recomienda: 
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• Asegurar preliminarmente la disponibilidad de la organización para obtener 
de una cantidad de datos alta, así como el compromiso de llegar hasta el 
final del caso de estudio. Dadas las limitaciones y desventajas mencionadas 
anteriormente, se recomienda que la organización esté dispuesta a facilitar 
una cantidad de datos alta para que en caso de que, por algún impedimento 
inherente a los requisitos de aplicación de DEA, se paralice el caso de 
estudio, poder ampliar los datos y/o variables y continuar con el estudio. 
• Disponer, en la medida de lo posible, de información que permita conocer 
correlaciones existentes para partir de una base fija de variables y 
aumentarla con nuevas variables. De este modo, en el peor de los casos los 
modelos a plantear sólo utilizaran las correlaciones ya conocidas, y en el 
resto de los casos será posible plantear nuevos modelos. 
• Dado que es necesario comprobar correlaciones es posible combinar el uso 
de DEA con la realización de estudios que requieran dicha comprobación. 
Esta recomendación es casi exclusiva para el entorno científico dado que las 
organizaciones no suelen estar interesadas en analizar influencias ni efectos 
entre variables quedando este tipo de estudio relegado al ámbito científico. 
Además, dada la alta cantidad de información que se extrae, plantear la 
explotación de los datos en estudios paralelos cobra un mayor sentido, tanto 
por la reutilización de los datos como por el objetivo múltiple que puede 
conseguirse; máxime siendo la obtención de datos organizacionales una de 
las tareas más difíciles de la investigación en IS. 
5.3.4. Contraste de hipótesis de investigación 
Las dos últimas hipótesis planteaban: 
H ipótesis 5. Las actuales medidas de productividad a nivel de 
puesto de trabajo en los proyectos de desarrollo de software tienen 
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una eficacia limitada para medir la productividad real de los 
trabajadores. 
Hipótesis 6. Es posible medir de forma más eficaz la productividad 
de los puestos de trabajo en los proyectos de desarrollo de software 
con nuevas medidas que combinen varios elementos: entradas, 
salidas y factores. 
Mediante los casos de estudio realizados, es posible contrastar las hipótesis de 
forma cualitativa, ya que no ha sido posible obtener medidas de productividad de las 
organizaciones participantes que puedan ser vinculadas a los trabajadores 
participantes en cada caso de estudio, y por lo tanto comparadas con la metodología 
empleada. En primer lugar, con respecto a la H5 se puede asegurar que no se ha 
encontrado una medida que cubra toda la definición de productividad a nivel de 
puesto de trabajo en los puestos analizados por lo que es razonable pensar que la 
eficacia de las medidas actuales, incluida DEA, es limitada. Por otro lado, con 
respecto a H6, tiene sentido plantear, tras los casos de estudio realizados, que el uso de 
DEA es más eficaz para medir la productividad a nivel de puesto de trabajo que otras 
medidas de productividad basadas en líneas de código y/o puntos función 
exclusivamente, ya que permite incluir varias variables (tanto de entradas como de 
salidas) y puede ser ajustada a las necesidades de cada organización y puesto de 
trabajo. 
Así pues, las hipótesis H5 y H6 han sido contrastadas con la información 
cualitativa disponible. Y se plantea, como línea futura de investigación, el contraste 





 6 Conclusiones y líneas futuras 
6.1. Conclusiones 
Tras la investigación realizada es posible llegar a ciertas conclusiones. En primer 
lugar, la presente tesis doctoral ejemplifica un proceso de generación de medidas de 
productividad para puestos de trabajo (en IS) que culmina con la aplicación de una 
medida, basada en una metodología ya existente (DEA), a un puesto de trabajo 
dentro de los proyectos de desarrollo y mantenimiento de software (ingeniero 
software). 
Durante el proceso se ha realizado una revisión sistemática de la literatura cuyos 
resultados señalan que las medidas de productividad empleadas en IS a nivel de puesto 
de trabajo utilizan las mismas entradas y salidas que las empleadas en medidas de más 
alto nivel (proyecto, organización,...). No obstante, se ha encontrado una alternativa 
teórica basada en el uso de la cantidad de tareas completadas como unidad de 
medidas de salida. Esta alternativa no es práctica en la realidad dado que los 
trabajadores en IS (y en general los trabajadores del conocimiento) no realizan tareas 
idénticas y por lo tanto medir la productividad contando la cantidad de tareas 
realizadas no representaría una medida de productividad eficaz. De igual forma, las 
tareas no están estandarizadas ni existen unidades de obra medibles para cada una de 
los tipos de tarea realizables en los proyectos de desarrollo y mantenimiento de 
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software. Posteriormente, la realización de una investigación en dos fases, una 
cualitativa y otra cuantitativa, ha permitido profundizar en los objetivos de 
investigación y constatar que los puestos de trabajo relativos a los proyectos de 
desarrollo y mantenimiento de software emplean otros recursos, además del tiempo y 
el esfuerzo, y producen otros productos además de líneas de código y funcionalidad. 
Además, no todos los puestos utilizan los recursos y producen las salidas en igual 
cantidad y frecuencia. Por estos resultados se puede afirmar que el uso de medidas de 
productividad tales como SLOC/t o PF/t tiene una eficacia limitada (a la hora de 
medir la productividad en niveles inferiores a proyecto) y deben ser consideradas como 
medidas de productividad específicas, nunca medidas de productividad a nivel de 
puesto de trabajo (a no ser que el puesto en cuestión sólo requiera tiempo y produzca 
líneas de código o PF). Esta limitación es muy clara cuando se han contrastado estas 
medidas con las definiciones de productividad obtenidas en la fase cualitativa. 
En segundo lugar, se concluye que para que una medida de productividad aplicada 
a puestos de trabajo, vinculados con los proyectos de desarrollo y mantenimiento de 
software, sea eficaz, deberá poder incluir varias entradas y varias salidas así como ser 
adaptable a las características de cada puesto de trabajo objeto de medición. Por esto, 
se ha decidido emplear la metodología DEA en varios casos de estudio, la cual permite 
medir la productividad en base a una serie de entradas y salidas, y conocer los puntos 
de mejora de los trabajadores menos eficientes. 
En tercer lugar, y tras aplicar la metodología DEA en tres organizaciones (una de 
las organizaciones participantes no ha llegado a aportar datos) se concluye que esta 
metodología permite medir la productividad en los puestos de trabajo vinculados a los 
proyectos de desarrollo y mantenimiento de software. Además, se concluye que posee 
grandes ventajas (permite incluir varias entradas y varias salidas en una misma 
medida, aplicar varias medidas de productividad sobre un mismo conjunto de datos, 
señala los puntos de mejora, y es escalable y replicable) así como varias desventajas 
(limita y reduce la cantidad de datos recibidos, existe una alta probabilidad de no 
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alcanzar una medición de productividad con los datos obtenidos, y requiere un alto 
esfuerzo de recogida de información en caso de no disponer de sistemas digitales de 
gestión de trabajo). 
En cuarto lugar, y para aplicar DEA, se debe destacar la dificultad que se ha 
encontrado de obtener datos reales de las organizaciones para los casos estudio. La 
dificultad fue en aumento desde los contactos iniciales hasta la confirmación de 
participación, así como la recepción de datos. Esta dificultad es un tema recurrente en 
las investigaciones en IS, por lo que para aumentar el beneficio de los datos obtenidos 
se recomienda, en la medida de lo posible, plantear varias investigaciones a partir de 
los conjuntos de datos a obtener. En la presente tesis, podrían haberse utilizado datos 
para llevar a cabo estudios que vincularan determinadas entradas con salidas (p. ej. 
motivación y satisfacción laboral, experiencia y eficiencia de empleo del tiempo) con 
un pequeño aumento de la cantidad de datos a recoger. 
Finalmente, se concluye, tal y como afirmó Drucker, que la medición de la 
productividad de los trabajadores del conocimiento, en este caso, de los puestos de 
trabajo vinculados con los proyectos de desarrollo y mantenimiento software, es un 
reto, que requiere de futuras investigaciones. De forma general y para afrontar el reto, 
la presente tesis doctoral aporta un marco de trabajo para analizar y plantear medidas 
de productividad en distintos puestos de trabajo a partir de la fuente de conocimiento 
científico (mediante una revisión sistemática de la literatura) y a partir de los 
trabajadores que desempeñan los puestos de trabajo en cuestión (mediante una fase de 
investigación cualitativa y otra cuantitativa). 
6.2. Líneas futuras 
Dada la variedad de estudios realizados en la presente tesis doctoral es posible 
plantear líneas de investigación que amplían determinados estudios y profundicen en 
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áreas no exploradas. Así pues, a continuación se presentan un conjunto de líneas 
futuras agrupadas por el estudio preliminar que las motiva: 
SLR 
• Una mejora de la SLR realizada sería la inclusión de nuevas fuentes de 
información. Mediante esta ampliación, los resultados serían más globales. También 
podría modificarse la fecha de límite de búsqueda de modo que se incluyeran los 
estudios posteriores a la fecha de realización de la SLR (16/05/2011). 
Cualitativo 
• Para constatar los resultados obtenidos en esta fase, se plantea aplicar técnicas 
de grupo, p. ej. Delphi (Helmer, 1966), de modo que la opinión de todos los 
participantes estaría representada en la respuesta final, por lo que los resultados 
serán más objetivos y se reduciría la posibilidad de error. 
• Dada la variedad de entradas y salidas detectadas, se plantea la posibilidad de 
construir una taxonomía de entradas y salidas del proceso productivo de desarrollo 
y mantenimiento de software que incluya potenciales medidas de cada uno de ellos. 
• De igual forma, la construcción de una taxonomía que interrelacione factores 
incidentes en la productividad, que refleje el signo y grado de incidencia, y resuma 
todas las investigaciones llevadas hasta el momento representa otra línea de 
investigación. 
Cuantitativo 
• Con el objetivo de hacer los resultados más generalizados, se plantea el 
aumento de la muestra, con un posterior análisis de los datos. A su vez podría 
modificarse la forma de acceder a la muestra para aumentar la aleatoriedad de la 
muestra empleada y evitar los principales sesgos detectados. 
• Pueden plantearse nuevas hipótesis de investigación, quizá más específicas a 
las que se han empleado en esta investigación para analizar los conceptos bajo 
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estudio. Por ejemplo, podría plantearse si el puesto de analista necesita más 
conocimiento funcional que el puesto de Jefe de Proyecto. 
DEA 
• Debido a que de los cuatro casos de estudios, sólo uno ha podido ser llevado 
hasta el final, se plantea realizar más estudios, con la misma metodología, en otras 
organizaciones. En esta línea, se recomienda disponer de un apoyo formal al caso de 
estudio (p. ej. un proyecto financiado de investigación). 
• Una de las conclusiones de aplicar DEA (en cuatro organizaciones) es que la 
mayor dificultad es conseguir los datos. Esto es un problema recurrente en las 
demás investigaciones llevadas a cabo en el área de conocimiento de IS. Por ello, y 
para obtener un mayor beneficio de los datos obtenidos, se plantea como línea 
futura aplicar estudios de investigación paralelos a partir de los datos obtenidos 
para aplicar DEA. De este modo, el objetivo de investigación sería múltiple, y, 
quizá, los datos fueran de utilidad para los estudios no vinculados con DEA. 
Algunos ejemplos de preguntas de investigaciones que tiene sentido plantear a 
partir de los datos obtenidos para DEA son: 
o ¿Cómo afectan los diversos tipos experiencia a la productividad de 
los ingenieros software? (ver 5.2.1 Caso 1 - Prueba piloto). 
o ¿Sufren los puestos con mayor conocimiento funcional mayores 
interrupciones que los puestos más técnicos? (ver 5.2.2 Caso de 
estudio 2). 
o ¿El aumento de la motivación correlaciona con un aumento en la 
satisfacción laboral? (ver 5.2.2 Caso de estudio 2). 
o ¿Disminuye el conocimiento del proyecto a la vez que aumenta el 
teletrabajo? (ver 5.2.4 Caso de estudio 4). 
o ¿En qué medida un mayor conocimiento tecnológico permite 
adquirir el conocimiento del proyecto con mayor rapidez? (ver 5.2.4 
Caso de estudio 4). 
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• En los casos de estudio no ha sido posible realizar una comparativa con otras 
medidas de productividad. Por ello, y para realizar un benchmarking de varias 
medidas de productividad, se plantea aplicar DEA en conjunto con otras medidas 
de productividad aplicadas a nivel de puesto de trabajo. El objetivo de esta línea de 
investigación es comparar la eficacia de las medidas analizadas así como comparar 
la dificultad de aplicación y el esfuerzo requerido para utilizarlas. 
Global 
• El marco de trabajo empleado en la presente investigación puede ser utilizado 
para estudiar otros puestos de trabajo, dentro y fuera de la IS. Esta línea, en 
momentos como los actuales en la que desde diversas partes se insta a la mejora de 
la productividad, así como a la vinculación de salarios a la productividad, cobra 
especial importancia. Sin una medida eficaz de productividad a nivel de trabajador 
es imposible evaluar la productividad del trabajador, y por lo tanto no es posible 
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 Anexo A - Protocolo revisión sistemática 
A continuación se presenta la versión final del protocolo de revisión sistemática de 
la literatura creado para la presente investigación. 
Justificación 
Por un lado, la información existente en la literatura científica acerca de la 
medición de la productividad en ingeniería del software es algo dispersa. A nivel 
macro, son numerosos los estudios que tratan la medición de la productividad del 
proceso productivo como un todo, o a nivel organizacional, centrándose principalmente 
en las líneas de código y/o en los puntos de función como salidas y en las horas-
hombre como entradas. Pero por el contrario, la medición a nivel micro, a nivel de 
puestos de trabajo está prácticamente inexplorada, algunos estudios la abordan desde 
el punto de vista de los objetivos o desde el desempeño. En todos los niveles no hay 
consenso sobre cuáles son las medidas ideales a utilizar, aunque parece claro que deben 
basarse en las características propias del objeto de medición para conseguir una 
medida ajustada a la realidad. 
Por otro lado, es importante de cara a la realización de cualquier investigación 
posterior, en este caso una tesis doctoral, obtener una visión detallada del estado 
actual de la cuestión antes de continuar con cualquier trabajo específico. Por ello, se 
plantea una revisión sistemática de los elementos que sirven para medir la 
productividad en la ingeniería del software; entendiendo la productividad bajo la 
fórmula: 
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Productividad = ((Salidas * Factores Salidas) / (Entradas * Factores Entradas))* Factores 
Globales 
Con esta revisión, se pretende obtener una visión global de las salidas y entradas 
utilizadas para medir la productividad en la ingeniería del software. No es objetivo de 
esta revisión el realizar un posterior meta-análisis. Para la realización de este protocolo 
y para la posterior revisión sistemática se ha utilizado como fuente de referencia el 
informe técnico elaborado por Kitchenham (2007). 
Preguntas 
P.1. ¿Cuáles son las entradas y salidas del proceso productivo interno de la 
ingeniería del software? 
P.2. ¿Son distintas las entradas y salidas para los diversos puestos de trabajo 
dentro de la ingeniería del software? 
Si la respuesta es afirmativa, entonces se plantan las siguientes preguntas: 
P.2.1. ¿Cuáles son las entradas y salidas para el ingeniero de software24? 
P.2.2. ¿Cuáles son las entradas y salidas para el programador25? 
P.2.3. ¿Cuáles son las entradas y salidas para el analista26? 
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Protocolo 
Criterios de Selección de Fuentes 
Disponibilidad para consultar los artículos en la web a través de los acuerdos de la 
UC3M y la UAM con diversas revistas y publicaciones publicadas desde 1990. A estos 
artículos es posible acceder mediante usuario y contraseña, o utilizando un ordenador 
dentro de la red propia de dichas universidades. 
Idiomas 
Sólo serán analizados los estudios cuyo contenido esté íntegramente escrito en 
inglés, ya que se considera que la literatura existente en este idioma es la más 
importante. 
Estrategia de Búsqueda 
No hay una estrategia de búsqueda publicada previamente para realizar una 
revisión sistemática entorno a la medición de la productividad en ingeniería del 
software. Los autores de la presente investigación sólo conocen dos revisiones 
sistemáticas existentes relativas a la productividad de la ingeniería del software, pero 
su objetivo es revisar los factores que afectan a la productividad (Paiva, Barbosa, 
Lima & Albuquerque, 2010; Wagner & Ruhe, 2008). Por otro lado, no hemos 
encontrado una revisión sistemática entorno a la medición de la productividad en 
trabajos con fuerte carga de conocimiento y humana, aunque existen otros trabajo 
exploratorios sin metodología, como por ejemplo una taxonomía de medición de 
productividad (Ramirez & Nembhard, 2004). Así pues, la estrategia de búsqueda, que 
a continuación se presenta, se ha diseñado desde cero para el presente estudio. 
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Lista de fuentes de datos 
Las fuentes de datos a utilizar son: 
• IEEEXplore. 
• EI Compendex. 
• ISI Web of Science (WoS). 
• ACM Digital Library. 
A continuación se incluyen las fuentes de datos relativas a conferencias que serán 
utilizadas en la búsqueda, no serán utilizadas otras conferencias en la búsqueda. 
• International Software Metrics Symposium (METRICS, 1993-2005). 
• International Symposium on Empirical Software Engineering (ISESE, 2002-
2006). 
• International Symposium on Empirical Software Engineering and 
Measurement (ESEM, 2007-Actualmente). 
• International Conference on Software Engineering (ICSE, 1988-Actualmente). 
Palabras clave y sinónimos 
Lista de palabras clave para las búsquedas y sus sinónimos. 
• Productividad: rendimiento. 
• Entrada: recurso. 
• Salida: producto, servicio. 
• Programador. 
• Jefe de Proyecto. 
• Analista. 
• Ingeniero Software. 
• Ingeniería del Software: desarrollo de software, mantenimiento de software. 
Hay que destacar que los sinónimos de ingeniería del software son dos grandes 
áreas dentro de la ingeniería que representan gran parte de la actividad y son en las 
que los puestos de trabajo bajo estudio tienen influencia directa. 
Traducción de las palabras claves al idioma de búsqueda: 
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• Productivity: performance. 
• Input: resource. 
• Output: product, service. 
• Computer Programmer: programmer. 
• Project Manager. 
• Analyst. 
• Software Engineer. 
• Software Engineering: software development, software maintenance. 
Población de estudio 
La población objeto de estudio son las entradas (p. ej. horas-hombre, 
conocimiento…) y salidas (p. ej. SLOC, PF, requisitos, diseños, documentación…) de 
los puestos de trabajo relativos al proceso productivo de la ingeniería del software (p. 
ej. ingeniero software, programador, jefe de proyecto, analista, diseñador…). 
Aplicación 
Los resultados de la revisión sistemática serán de interés tanto para los 
investigadores del área de ingeniería del software, en concreto, para aquellos 
interesados en la medición de la productividad y elementos relacionados tales como la 
predicción de proyectos software o la medición de beneficios. Y por otro lado, para los 
gestores y directores de proyectos y los responsables de recursos humanos, ya que 
dispondrán de más conocimiento sobre los elementos que entran, se transforman y 
salen durante el proceso productivo de la ingeniería del software. 
Selección de estudios primarios 
Los resultados serán ordenados por: 
• Número de artículos por año por fuente. 
• Número de artículos candidatos por año por fuente. 
• Número de artículos seleccionados por año por fuente. 
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Los estudios relevantes serán seleccionados por un solo investigador. Los estudios 
rechazados serán revisados por otro investigador. Se mantendrá una lista de los 
artículos candidatos que sean rechazados junto con la razón para su rechazo. 
Proceso de búsqueda 
En primer lugar se realizará una búsqueda exploratoria con diversas cadenas 
utilizando las palabras clave y operadores lógicos AND y OR: 
("software engineering" OR "software development" OR "software 
maintenance") AND (productivity OR performance) AND (input OR 
resource OR output OR product OR service) AND ("computer 
programmer" OR "programmer" OR "project manager" OR analyst 
OR "software engineer") 
El año de inicio será 1981 dado que a partir de ese año se empiezan a publicar los 
trabajos más referenciados sobre mediciones de esfuerzos y tamaños en ingeniería del 
software (Albrecht & Gaffney, 1983; Boehm, 1981; DeMarco, 1986). Estos trabajos 
crearon un marco de trabajo en los años posteriores para los trabajos en todas las 
áreas potencialmente relacionadas, entre ellas, la productividad. 
Una vez recuperados los artículos se realizará un procedimiento de revisión en el 
que se aplicarán los siguientes criterios de inclusión y exclusión: 
• Criterios de inclusión 
o Artículos que tengan contenido empírico. 
o Artículos sobre medición de la productividad en la ingeniería del 
software. 
• Criterios de exclusión 
o Artículos que no tengan contenido empírico. 
o Artículos que incluyan sólo factores y no tratan sobre entradas o 
salidas. 
o Artículos que repitan el uso de una misma muestra. 
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o Artículos que no estén relacionados con la ingeniería del software. 
o Artículos que midan la productividad a niveles superiores (p. ej. grupo 
de trabajo, equipo, departamento, organización…) y no tengan en 
cuenta el nivel individual. 
El procedimiento para seleccionar estudios será el siguiente. En primer lugar, se 
ejecutará la cadena de búsqueda en los distintos motores de búsqueda. En segundo 
lugar, para seleccionar un conjunto inicial de estudios, los resúmenes de todos los 
estudios recuperados serán leídos y evaluado de acuerdo con los criterios de inclusión y 
exclusión. En tercer lugar, para afinar el conjunto inicial de estudios, cada artículo 
entero será recuperado y leído para verificar su inclusión o exclusión. El motivo de 
exclusión o inclusión en esta tercera etapa será documentado, mientras que para la 
etapa anterior no se realizará esta documentación. Una vez seleccionados estos 
estudios primarios, sus referencias serán analizadas para identificar posibles estudios 
que no hayan sido encontrados en la búsqueda y que deban ser analizados en esta 
revisión sistemática. Este procedimiento (ver Ilustración 26) está basado en el 
utilizado en una revisión sistemática reciente (Afzal, Torkar & Feldt, 2009). 
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Ilustración 26. Proceso de filtrado; basado en (Afzal, Torkar & Feldt, 2009) 
El almacenamiento de los estudios, tanto de la información como de los artículos 
enteros, se realizará en endNote X4. En este programa se crearán dos grupos, uno para 
los incluidos y otro para los excluidos, además de otras agrupaciones necesarias para 
realizar el trabajo tales como las agrupaciones de las fases de selección de trabajo. 
Además, se creará un tipo de referencia específico, denominado Systematic Review, con 
los campos que sean necesarios para rellenar la ficha de cada una de las referencias 
encontradas. 
Extracción de datos 
Criterios de inclusión y exclusión del contenido 
El estudio debe contener información sobre entradas y/o salidas del proceso 
productivo en ingeniería del software a nivel interno, o información sobre las entradas 
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y/o salidas de cada uno de los puestos de interés del estudio, o ha de presentar una 
fórmula de medición de productividad aplicada a la ingeniería del software. 
Formulario de extracción de datos 
Cada formulario de extracción de datos contiene datos generales relativos al 
elemento y su publicación, extraídos de la información almacenada en el gestor de 
referencias. Por otro lado, contiene datos específicos que son los que posteriormente 
serán analizados. Entre los datos a analizar destacan los datos de interés para la 
investigación: las entradas y salidas utilizadas, y la formula de productividad 
empleada, junto con datos de valoración del estudio: tipo y tamaño de fuente de 
datos. 
Con estos datos será posible obtener información cualitativa y cuantitativa para 
dar respuesta a las preguntas de información planteadas. En concreto, se plantea la 
obtención de los siguientes tipos de información: 
• Tipología de entradas. 
• Tipos de entradas por puestos de trabajo. 
• Tipología de salidas. 
• Tipología de salidas por puestos de trabajo. 
• Fórmula de productividad utilizada. 
• Fórmula de productividad por puestos de trabajo. 
Datos 
generales 
Nombre de la revisión  
Fecha de la extracción  
Título  
Autores  
Fuente (Revista/Conferencia)  
Detalles de publicación  
Resumen del artículo  
Datos Entradas utilizadas  
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específicos Salidas utilizadas  
Formula de productividad utilizada  
Objeto de medición (puesto, proceso, …)  
Calidad del estudio  
Tipo de fuente de datos  
Tamaño de fuente de datos  
Otra información  
Medición de las salidas 
Las medidas que se utilizarán sobre los resultados se centran en: 
• Tipología de entradas 
o Tipos de entradas por puestos de trabajo. 
• Tipología de salidas 
o Tipología de salidas por puestos de trabajo. 
• Fórmula de productividad utilizada 
o Fórmula de productividad por puestos de trabajo. 
Análisis de Datos 
Los datos serán tabulados (por orden alfabético del primer autor) para mostrar la 
información básica de cada estudio. Las tablas serán revisadas para dar respuesta a las 
preguntas de investigación de la siguiente manera: 
P.1. ¿Cuáles son las entradas y salidas del proceso productivo interno de la 
ingeniería del software? Para esta pregunta se revisarán las entradas y salidas 
anotadas sobre cada artículo en la tabla y se listarán las entradas, 
P.2. ¿Son distintas las entradas y salidas para los diversos puestos de trabajo 
dentro de la ingeniería del software? Para esta pregunta se seleccionarán los artículos 
que tengan por objeto la medición de la productividad a nivel de puesto de trabajo, se 
listarán las entradas y salidas por puestos junto con datos estadísticos descriptivos de 
cada caso. 
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P.2.1. ¿Cuáles son las entradas y salidas para el ingeniero de software? Basándose 
en los resultados de la pregunta P. 2. se seleccionarán las entradas y salidas para este 
puesto de trabajo. 
P.2.2. ¿Cuáles son las entradas y salidas para el programador? Basándose en los 
resultados de la pregunta P. 2. se seleccionarán las entradas y salidas para este puesto 
de trabajo. 
P.2.3. ¿Cuáles son las entradas y salidas para el analista? Basándose los resultados 
de la pregunta P. 2. se seleccionarán las entradas y salidas para este puesto de 
trabajo. 
P.2.4. ¿Cuáles son las entradas y salidas para el jefe de proyecto? Basándose en los 
resultados de la pregunta P. 2. se seleccionarán las entradas y salidas para este puesto 
de trabajo. 
Diseño Experimental 
No se va a utilizar ningún método estadístico ya que el objetivo de la revisión 
sistemática es simplemente exploratorio. 
Publicación de Resultados 
El informe técnico será publicado como trabajo final de Máster en Dirección de 
Recursos Humanos en la Universidad Autónoma de Madrid. A partir de los resultados 
se publicará un artículo científico en una revista internacional de impacto. 
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 Anexo C - Guión de entrevista 
semiestructurada 
A continuación se incluye el guión base para las entrevistas realizadas en la fase 
cualitativa del enfoque del problema. Hay que tener en cuenta que la entrevista es de 
tipo semiestructurada con lo cual no es un guión cerrado ni limitado a este contenido. 
Presentación 
• Buenos días/tardes, muchas gracias por venir. ¿Le ha resultado difícil 
encontrarme? ¿Qué tal el día? (otras preguntas para “romper el hielo” 28). 
• Es importante que sepa que el contenido de la entrevista será grabado, tal y 
como le informamos anteriormente (enseñar hoja firmada por la persona). De 
modo que posteriormente, la conversación será transcrita y cualquier nombre 
personal incluido en la misma será sustituido por iniciales no identificativas. 
En su caso, por ejemplo (nombre) será cambiado por (inicial distinta del 
nombre). 
• Sólo para programadores, analistas y jefes de proyecto: 
o Cuéntenos de manera resumida en qué consiste su trabajo diario en el 
proyecto. 
28 El contenido en cursiva son aclaraciones para el entrevistador, el resto son frases literales que el 
entrevistador puede cambiar si considera oportuno pero siempre respetando la finalidad de cada frase. 
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Temas generales 
• ¿Puedes darme una definición de la productividad a nivel de la organización? 
¿Y a nivel de proyecto? 
o Sólo para programadores, analistas y jefes de proyecto: 
 ¿Y a nivel individual? 
o Sólo para comerciales y clientes: 
 ¿Percibe de alguna manera las diferencias en la productividad 
de los proyectos de desarrollo software? ¿Cómo? ¿De qué 
manera? 
• En su opinión, ¿qué elementos indican productividad? ¿Por qué? 
• Sólo para programadores, analistas y jefes de proyecto: 
o ¿Usan algún sistema para computar las horas de trabajo realizadas? 
¿Las asignan de alguna manera al proyecto o tareas, o son asignadas de 
manera global? ¿Conoce la utilización de esta información? 
Temas específicos 
• Desde su punto de vista, ¿cuáles cree que son los factores que influyen en el 
proceso productivo? 
o Sólo para programadores, analistas y jefes de proyecto: 
 ¿Y en su trabajo diario? 
• ¿Cómo cree que influyen cada uno de estos factores en la productividad? ¿De 
manera indirecta o directa? (Utilizar esta pregunta sólo si el entrevistado no 
da información relevante sobre la influencia de los factores). 
o Sólo para programadores, analistas y jefes de proyecto: 
 ¿Qué elementos produce en su trabajo? ¿Considera que 
existe alguna dificultad para medir estos elementos? 
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 ¿Qué elementos son elementos necesarios en su trabajo? 
¿Qué necesita para realizar sus tareas? ¿Considera que 
existe alguna dificultad para medir estos elementos? 
 ¿Conoce las medidas basadas en líneas de códigos y puntos 
de función? 
• Si la respuesta es afirmativa: 
o ¿En qué medida cree que sirven para medir 
su trabajo diario? 
o Sólo para comerciales y clientes: 
 ¿Qué elementos considera que son producidos en los 
proyectos de desarrollo software? ¿Considera que existe 
alguna dificultad para medir alguno de estos elementos? (Si 
la respuesta es afirmativa, ¿cuáles y qué dificultades 
considera que existen?) 
 ¿Qué elementos considera que son necesarios en la 
realización de un desarrollo software? ¿Considera que existe 
alguna dificultad para medir estos elementos? 
o Sólo para programadores, analistas y jefes de proyecto: 
 ¿Mide alguien la productividad de su trabajo? 
• Si la respuesta es reflexiva, es decir, el entrevistado 
tiene una medida de su productividad, entonces: 
o ¿Qué dificultades se encuentra al medir la 
productividad? ¿Surge algún 
enfrentamiento? 
• En caso contrario: 
o ¿Por qué motivos considera que no se está 
midiendo la productividad? ¿Ha habido 
algún problema anteriormente? 
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Satisfacción laboral 
• ¿Está usted satisfecho con el tipo de trabajo que realiza? ¿Por qué? 
• ¿Está usted satisfecho con los empleados que dependen de usted? ¿Y con sus 
jefes y superiores? ¿Por qué? 
• ¿Y con sus compañeros? ¿Por qué? 
• ¿Está usted satisfecho con la organización del trabajo que actualmente tiene? 
¿Por qué? 
• ¿Qué haría mejorar tu satisfacción laboral? 
• ¿Qué haría mejorar tu productividad? 
Cierre 
• ¿Le gustaría contarnos algo que no hallamos tratado y que considere relevante 
para el tema que estamos tratando de estudiar? ¿De qué se trata? 
• Muchas gracias acceder a realizar esta entrevista y por participar en el 
proyecto. La información que extraigamos del contenido de la entrevista nos 
permitirá continuar con el proyecto. 
• Antes de finalizar la entrevista, nos gustaría comentarle que, tras la realización 
del proyecto, podrá acceder a los resultados del mismo, así como a las 
publicaciones que se produzcan a partir de los datos recogidos en la misma. 




 Anexo D - Cuestionario y justificación de 
selección de elementos 
Cuestionario 
A continuación se incluye una reproducción del cuestionario empleado en la fase 
cualitativa del enfoque del problema. En primer lugar se introduce el motivo del 
cuestionario explicando brevemente el objetivo del mismo además de mencionar la 
duración estimada del mismo. En segundo lugar, se pregunta al participante por tres 
datos demográficos: sexo, edad y modo de acceso al formulario. En tercer lugar, se 
pregunta al participante si tiene experiencia en cada uno de los puestos seleccionados, 
por este orden: programador, analista, consultor, y jefe de proyecto. En caso de tener 
experiencia, se requiere al participante valorar el grado de utilización de 16 elementos 
(entradas) y el grado de producción de otros 16 elementos (salidas). El cuestionario es 
accesible (actualmente) en la siguiente dirección web: http://goo.gl/u62uq 
¿Qué utilizas y qué produces en tu trabajo? 
El objetivo de esta encuesta es conocer qué utilizas y qué produces en tu trabajo. 
La encuesta es una necesidad dentro de la tesis doctoral, de D. Adrián Hernández 
López que está realizando en la UC3M bajo la dirección de D. Ricardo Colomo 
Palacios, que tiene como meta establecer nuevas medidas de productividad a nivel de 
trabajo. De forma general se puede decir que para desempeñar las funciones de 
cualquier puesto de trabajo son necesarios unos recursos; y a su vez, en cualquier 
puesto de trabajo se producen una serie de productos y/o servicios. Así pues, para 
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establecer nuevas medidas de productividad específicas de cada puesto es necesario 
conocer los recursos que utilizan y qué producen los trabajadores. Esto hace que 
necesitemos su participación para conocer qué necesita y qué produce en su puesto de 
trabajo. A continuación se presentan varias preguntas en función de diversos puestos 
de trabajo en los cuales usted desempeña sus funciones y/o tiene experiencia en ellos. 






¿Cómo ha accedido a esta encuesta? Seleccione el medio por el que ha accedido a esta 
encuesta 
• He recibido un email directamente de los investigadores 
• He recibido un email de una persona conocida 
• He accedido desde una página web 
• He accedido desde una red social 
Si ha accedido mediante una página web, indique su dirección web..................... 
Si ha accedido mediante una red social, indique su nombre.................................. 
Puestos 
Programador 
La función del programador es construir el código que dará lugar al producto 
resultante en base al diseño técnico, generando también el código asociado a los 
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procedimientos de migración y carga inicial de datos. Igualmente se encarga de la 
realización de las pruebas unitarias y participa en las pruebas de conjunto de la 
aplicación. 




La responsabilidad de los Analistas es elaborar un catálogo detallado de requisitos que 
permita describir con precisión el sistema de información, para lo cual mantendrán 
entrevistas y sesiones de trabajo con los responsables de la organización y usuarios, 
actuando del interlocutor entre estos y el equipo de proyecto en lo que a 
requerimientos se refiere. Estos requisitos permiten a los analistas elaborar los 
distintos modelos que sirven de base para el diseño, obteniendo los modelos de datos y 
de procesos en el caso del análisis estructurado y los modelos de clases e interacción de 
objetos en análisis orientado a objeto. Así mismo realizan la especificación de las 
interfaces entre el sistema y el usuario. 




La principal función de los Consultores es asesorar en las cuestiones sobre las que 
tienen un conocimiento especializado. Se diferencia así entre Consultor, que asesora en 
los aspectos relativos al negocio y Consultor Informático, con un nivel de 
especialización mayor en los aspectos relacionados con la informática, su aplicación e 
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integración en la organización. En el ámbito de la Consultoría Informática se distingue 
entre Tecnologías de la Información y Sistemas de Información. El Consultor en 
Tecnologías de la Información aporta un mayor conocimiento de las últimas 
tecnologías, colabora en la evaluación de distintas alternativas tecnológicas y participa 
en la validación y selección de la solución más adecuada para el sistema a desarrollar, 
mientras que el Consultor de Sistemas de Información ofrece una opinión experta, 
pericia o conocimientos relativos a los requisitos del negocio, técnicos y de usuario que 
han de tenerse en cuenta en el desarrollo de un sistema de información. 
¿Realiza tareas actualmente como consultor y/o tiene experiencia en ellas? 
• Sí 
• No 
Jefe de Proyecto 
El Jefe de Proyecto realiza la estimación del esfuerzo necesario para llevar a cabo el 
proyecto, selecciona la estrategia de desarrollo, determina la estructura del mismo, fija 
el calendario de hitos y entregas y establece la planificación del proyecto. Es el 
encargado de dirigir el proyecto, realizando las labores de seguimiento y control del 
mismo, revisión y evaluación de resultados y coordinación del equipo de proyecto. Se 
ocupa también de la gestión y resolución de incidencias que puedan surgir durante el 
desarrollo del proyecto así como de la actualización de la planificación inicial. Entre 
sus funciones se encuentran la elaboración de los informes de seguimiento y el archivo 
de la documentación de gestión del proyecto una vez que este ha finalizado. 
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¿Con qué frecuencia utiliza estos recursos para el puesto? 
Marque con que frecuencia utiliza los siguientes recursos para desempeñar las 
funciones de Programador. 
 
Salidas 
¿Con que frecuencia produce estos productos/servicios para el puesto? 
Marque con que frecuencia produce los siguientes productos/servicios para desempeñar 
las funciones de Programador. 
 
Justificación de selección de elementos 
La selección de la metodología y de las herramientas de recogida de información 
parte de las hipótesis establecidas. En este caso, la metodología tiene el objetivo de 
permitir el contraste de cuatro hipótesis que pueden agruparse en dos grupos: un 
primer grupo con las hipótesis de existencia de otras entradas (H1) y otras salidas 
(H3), de las habitualmente utilizadas en las medidas de productividad, y un segundo 
grupo con las hipótesis de diferenciación de la utilización de estas entradas (H2) y la 
Nota: Se presentan los 16 elementos de salida con una escala Likert de 6 valores: 
("Nunca", "Casi Nunca", "A veces", "A menudo", "Casi Siempre", "Siempre". Los 
elementos son: Producto, Documentación, Tarea finalizada, Cumplimiento de 
objetivos, Estimación, Planifcación, Calidad, Ventas, Pruebas, Experiencia, 
C  S l ó  d  bl  S l ó  d  b  S f ó  d l l  
    
Nota: Se presentan los 16 elementos de entrada con una escala Likert de 6 
valores: ("Nunca", "Casi Nunca", "A veces", "A menudo", "Casi Siempre", 
"Siempre". Los elementos son: Tiempo, Conocimiento, Planificación, Estimación, 
Objetivos asignados, Software, Hardware, Instalaciones de trabajo, Especificación 
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producción de estas salidas (H4) en función del puesto de trabajo. Así pues el 
propósito es doble: (1) comprobar la existencia de elementos, y (2) comprobar que hay 
diferencias entre el uso/producción de estos elementos en función del puesto de 
trabajo. Teniendo este doble propósito en mente se establecieron las pruebas 
estadísticas necesarias para contrastar las hipótesis tal y como se describe en el 
apartado 3.4.1 Metodología. 
Dentro de la metodología de investigación planteada, se encuentra la construcción 
del formulario en la que se realizaron una serie de decisiones, siempre en base a 
conseguir el propósito investigador: el contraste de las hipótesis. Para ello se realizó la 
selección de los elementos a evaluar como entradas y salidas, y la escala de los 
mismos. Por un lado, se seleccionó la escala de tipo Likert, dada su fácil utilización, 
tanto para el investigador como para los participantes, y su rápida construcción. Por 
otro lado, la selección de los elementos parte de los datos obtenidos en la fase 
cualitativa previamente realizada, tal y como se explica a continuación. 
La selección de los elementos se realizó de la siguiente manera: 
1. Se incluyó el elemento "utilizado" en las medidas de productividad dentro 
de la categoría. Esto es, el tiempo en las entradas, y la funcionalidad y 
código fuente en las salidas. 
2. Se incluyeron los elementos más mencionados en la fase cualitativa dentro 
de cada categoría. La media de menciones para las entradas fue de 3,442 (σ 
= 2,879) y para las salidas de 2,848 (σ = 2,108), por lo que los elementos 
por encima de esas medias son los considerados más mencionados. De este 
modo se incluyeron (de cada elemento se indican el número de participantes 
que las mencionó en la fase cualitativa): 
 
Entradas: 
• Tiempo - 14. 
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• Cliente - 11. 
• Especificación de requisitos - 10. 
• Planificación - 9. 
• Conocimiento - 8. 
• Documentación - 8. 
• Experiencia - 8. 
• Software - 8. 
• Hardware - 7. 
• Objetivos asignados - 6. 
• Estimación - 4. 
Salidas: 
• Documentación - 13. 
• Código fuente - 10. 
• Producto - 9. 
• Conocimiento - 9. 
• Calidad - 8. 
• Ventas - 7. 
• Tarea finalizada - 7. 
• Solución de problemas - 6. 
• Solución de bugs - 6. 
• Pruebas - 5. 
• Estimación - 4. 
• Planificación - 3. 
• Satisfacción del cliente - 3. 
• Funcionalidad - 3. 
En este punto se tienen 11 entradas y 14 salidas, por lo que se decide fijar 
un número igual de entradas y de salidas, sin ninguna justificación 
específica, simplemente para que el número sea el mismo. 
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3. Finalmente se incluyeron una serie de elementos, que pese a que no se 
encuentran entre los elementos más mencionados, tienen unas 
peculiaridades por las que se les seleccionó. A continuación se incluyen estos 
elementos, indicando las menciones en la fase cualitativa, y la razón por la 
que se incluye cada uno de ellos: 
Entradas: 
• Formación - 3. Este elemento está ligeramente por debajo de 
la media pero se incluye ya que es un requisito omnipresente 
en las definiciones de puestos de trabajo (Fernández-Ríos, 
1995). Además, la formación es un factor que afecta a la 
productividad de los trabajadores en IS (Wagner & Ruhe, 
2008a). 
• Código fuente previo - 2. Se incluye este elemento para que 
la propiedad de reutilización de software, así como las tareas 
de mantenimiento, estén presentes en las entradas 
consideradas. Por un lado, la reutilización es considerada 
como un elemento clave para aumentar la productividad 
(Gaffney, 1989; Glass, 1998); y por otro lado, las tareas de 
mantenimiento representan una fuerte carga de trabajo 
dentro de los proyectos de desarrollo de software (Banker, et 
al., 1991). 
• Instalaciones de trabajo - 2. Este elemento se incluye dado 
que las características del lugar de trabajo pueden influir en 
la productividad de los trabajadores de IS (Burn, et al., 
1991; Frangos, 1997; Gambill, et al., 2000; Garza, et al., 
2003; Jones, 1995; Richens, 1998; H. I. Rubin & Hernandez, 
1988; Sommerville, 2010) 
• .Conocimiento funcional - 2. Esta entrada se incluye como 
elemento especializado del conocimiento (Colombo, Mosca, 
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& Sartori, 2007) que ya ha sido incluido como entrada, y 
considerando que este elemento es crítico dentro del tipo de 
puestos de trabajo considerados en esta investigación 
(GUFPI-ISMA, 2012; Lee, Trauth, & Farwell, 1995). 
• Motivación. Pese a no ser mencionada por los participantes 
se incluye esta entrada debido a la importancia que se le 
atribuye con respecto a la productividad (Beecham, et al., 
2008; Paiva, et al., 2010; Trendowicz & Münch, 2009). 
Salidas: 
• Cumplimiento de objetivos - 2. Este elemento se incluye ya 
que entre las entradas más mencionadas, y por lo tanto 
entre las seleccionadas, se encuentran los objetivos 
asignados. Así pues, esta salida representa el resultado 
obtenido en función de dicha asignación. 
• Experiencia - 1. Esta salida se incluye para que la formación 
de tipo learn by doing esté presente; está formación es 
distinta al aprendizaje obtenido mediante una formación 
formal. Además, dado que se incluyó como entrada la 
formación, la inclusión de la experiencia representa una 
salida vinculada tanto con la producción, como con dicha 
formación recibida. A su vez, esta salida se menciona como 
factor incidente en la productividad en diversos estudios (ver 
Tabla 3). 
Así pues, se incluyen finalmente 16 entradas y 16 salidas. Hay que tener en cuenta 
que estas entradas y salidas no son las únicas posibles, ni han de ser las más utilizadas 
y producidas. Con respecto a que no son las únicas posibles, basta con tener en cuenta 
que la listas de entradas y salidas obtenidas en la fase cualitativa incluye más 
elementos (52 entradas y 46 salidas) por lo que las seleccionadas son un conjunto 
reducido de esta que incluye algún elemento no mencionado. Con respecto a que no 
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han de ser las más utilizadas y producidas, es importante destacar, aunque parezca 
repetitivo, el objetivo de este cuestionario: contrastar las hipótesis planteadas. De este 
modo, y teniendo en cuenta que las hipótesis H1 y H3 plantean la existencia de otras 
entradas (H1) y otras salidas (H3) de las habitualmente consideradas en las medidas 
de productividad, la selección de un conjunto de entradas y salidas es válida siempre 
que incluye los elementos habitualmente considerados junto con otros elementos 
potencialmente utilizables. Este es el caso de los elementos seleccionados, tal y como 
se ha justificado anteriormente. Con respecto a las otras dos hipótesis a contrastar, se 
plantea que el uso de las entradas (H2) y la producción de las salidas (H4) difiere en 
función del puesto de trabajo, para ello se incluyen entradas que podrían ser utilizadas 
y salidas que podrían ser producidas en todos los puestos de trabajo, junto con 
entradas y salidas más específicas de determinados puestos (p. ej. código fuente o 
estimación como salidas, y cliente o código fuente previo como salidas). 
Además, es importante destacar que el número de elementos (16) es 
pseudoaleatorio ya que como se mencionó anteriormente, se fijo que el número de 
entradas y de salidas fuera el mismo; se partió de las 14 salidas más utilizadas 
(incluyendo código fuente y funcionalidad) y finalmente se fijaron 16 elementos. Este 
número podría haber sido mayor o menor pero no influye en la eficacia del método 
planteado, ya que permite realizar los contrastes de las hipótesis planteadas, es decir, 
permite conseguir el objetivo por el que se plantea este método. No obstante, hay que 
destacar que un número menor de elementos hubiera reducido el tiempo de rellenado 
del cuestionario; lo que hubieran agradecido ciertos participantes que indicaron que la 
longitud del mismo era elevada, sobretodo en casos de participantes que rellenaron 




 Anexo E - Condiciones para aplicar ANOVA 
Para la utilización de pruebas paramétricas, como es el caso de ANOVA, es 
necesario que los datos cumplan los siguientes requisitos (Erceg-Hurn & Mirosevich, 
2008): 
• Variable numérica. En el caso de las variables incluidas en la fase 
cuantitativa para medir las entradas y salidas, la escala empleada es de tipo 
Likert. En determinadas circunstancias puede considerarse esta escala como 
de tipo intervalo, siempre y cuando se cumpla como requisito la igualdad de 
distancia entre valores de la escala. En este caso se va a suponer que la 
distancia entre valores de la escala es la misma y se da paso a comprobar 
los siguientes requisitos. 
• Normalidad. Los valores de la variable dependiente han de seguir una 
distribución normal, al menos en la población en la que pertenece la 
muestra. Para comprobar este requisito se aplica la prueba estadística de 
Kolmogorov-Smirnov (Massey, 1951). Esta prueba permite comparar la 
distribución de la muestra con respecto a las distribuciones normal, 
exponencial, uniforme y poisson. En este caso se ha realizado el contraste 
con la distribución normal. 
• Homocedasticidad. Las pruebas de homogeneidad de varianzas 
comprueban si las varianzas en las muestras son parecidas, es decir, si se 
cumple la condición de homocedasticidad. Existen varias pruebas para 
realizar la comprobación (p. ej., F de Fisher, Fmax de Hartley o prueba de 
Barlett). En esta ocasión se ha seleccionado la prueba de Levene (1960). 
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Estos requisitos suelen no ser comprobados en numerosas investigaciones 
(Keselman et al., 1998), lo que se traduce en errores de investigación(Erceg-Hurn & 
Mirosevich, 2008). En esta investigación, tras comprobar que ningún elemento 
cumplen los requisitos de normalidad y homocedasticidad se descarta el uso de 
pruebas paramétricas como estadísticos de contraste, y se opta por emplear un método 
no paramétrico, en concreto Kruskal Wallis (Kruskal & Wallis, 1952). No obstante, 
algunos elementos cumplen el requisito de homocedasticidad, aunque no es suficiente 
para aplicar métodos paramétricos. A continuación se presentan una tabla que indica 
si los elementos cumplen o no los requisitos, y posteriormente se muestran los 









































Tiempo NO SI NO 
Conocimiento NO SI NO 
Planificación NO NO NO 
Estimación NO NO NO 
Objetivos asignados NO NO NO 
Software NO NO NO 
Hardware NO SI NO 
Instalaciones de trabajo NO SI NO 
Especificación de 
requisitos 
NO SI NO 
Conocimiento funcional NO SI NO 
Cliente NO SI NO 
Motivación NO SI NO 
Documentación NO SI NO 
Experiencia NO SI NO 
Formación NO SI NO 
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Código fuente previo NO NO NO 
Salidas 
Código fuente NO NO NO 
Producto NO NO NO 
Documentación NO SI NO 
Tarea finalizada NO NO NO 
Cumplimiento de 
objetivos 
NO SI NO 
Estimación NO SI NO 
Planificación NO SI NO 
Calidad NO SI NO 
Ventas NO SI NO 
Pruebas NO NO NO 
Experiencia NO SI NO 
Conocimiento NO SI NO 
Solución de problemas NO NO NO 
Solución de bugs NO NO NO 
Satisfacción del cliente NO NO NO 
Funcionalidad NO NO NO 
Tabla 52. Resultados de pruebas pre-requisito para aplicar pruebas paramétricas 
Normalidad 
Para comprobar el requisito de normalidad se emplea la prueba de Kolmogorov-
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 Elemento Kolmogorov-Smirnov Z Asymp. Sig. (2-tailed) 
Entradas 
Tiempo 5,566 ,000 
Conocimiento 6,007 ,000 
Planificación 4,271 ,000 
Estimación 3,881 ,000 
Objetivos asignados 4,621 ,000 
Software 4,107 ,000 
Hardware 2,955 ,000 
Instalaciones de trabajo 3,695 ,000 
Especificación de requisitos 4,345 ,000 
Conocimiento funcional 4,541 ,000 
Cliente 3,774 ,000 
Motivación 3,838 ,000 
Documentación 4,388 ,000 
Experiencia 4,379 ,000 
Formación 3,913 ,000 
Código fuente previo 3,008 ,000 
Salidas 
Código fuente 3,425 ,000 
Producto 3,521 ,000 
Documentación 4,588 ,000 
Tarea finalizada 4,760 ,000 
Cumplimiento de objetivos 4,828 ,000 
Estimación 3,896 ,000 
Planificación 4,435 ,000 
Calidad 4,436 ,000 
Ventas 3,176 ,000 
Pruebas 3,471 ,000 
Experiencia 4,450 ,000 
Conocimiento 4,369 ,000 
Solución de problemas 4,168 ,000 
Solución de bugs 2,527 ,000 
Satisfacción del cliente 4,690 ,000 
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 Elemento Kolmogorov-Smirnov Z Asymp. Sig. (2-tailed) 
Funcionalidad 4,650 ,000 
Tabla 53. Prueba de Kolmogorov-Smirnov (Normalidad) 
Todos los elementos tienen un nivel de significancia menor de ,05, por lo que se 
cumple la hipótesis alterna que indica que la distribución de los datos difiere de la 
distribución normal; es decir, los elementos analizados no tienen distribución normal, y 
por ello no es posible aplicar sobre ellos pruebas paramétricas, entre ellas ANOVA. 
Homocedasticidad 
Para comprobar el requisito de homocedasticidad se ha empleado la prueba de 
Levene (1960), y se han obtenido los siguientes resultados: 
 Elemento Levene Sig. 
Entradas 
Tiempo ,970 ,407 
Conocimiento ,570 ,635 
Planificación 3,452 ,017* 
Estimación 2,976 ,032* 
Objetivos asignados 3,681 ,012* 
Software 9,885 ,000* 
Hardware ,246 ,864 
Instalaciones de trabajo ,554 ,646 
Especificación de requisitos 2,591 ,053 
Conocimiento funcional ,824 ,481 
Cliente 1,839 ,140 
Motivación 1,137 ,334 
Documentación ,335 ,800 
Experiencia ,784 ,503 
Formación ,406 ,749 
Código fuente previo 4,201 ,006* 
Salidas Código fuente 12,956 ,000* 
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 Elemento Levene Sig. 
Producto 6,449 ,000* 
Documentación 1,221 ,302 
Tarea finalizada 3,678 ,012* 
Cumplimiento de objetivos 1,565 ,198 
Estimación 1,787 ,149 
Planificación 1,329 ,265 
Calidad 2,448 ,064 
Ventas 2,198 ,088 
Pruebas 3,748 ,011* 
Experiencia ,109 ,955 
Conocimiento 1,929 ,125 
Solución de problemas 7,135 ,000* 
Solución de bugs 3,450 ,017* 
Satisfacción del cliente 4,255 ,006* 
Funcionalidad 4,201 ,006* 
Tabla 54. Prueba de Levene (Homocedasticidad) 
Los elementos marcados con * presentan un nivel de significancia menor de ,05 por 
lo que su valor p es significativo, es decir, para estos elementos no se puede asumir la 
similitud de varianzas. En concreto hay 13 elementos (5 entradas y 8 salidas) que no 
cumplen el requisito de homocedasticidad. Así pues, no se cumple el requisito de 
homocedasticidad para todos los elementos y no es posible utilizar ANOVA sobre la 
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Caso 2 
 
Ilustración 27. Proceso de trabajo en los proyectos de desarrollo y mantenimiento del Caso 
2 
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Ilustración 28. Proceso de trabajo en los proyectos de desarrollo y mantenimiento del Caso 
3 
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 Anexo H - Cuestionarios utilizados en los 
casos de estudio 
Motivación intrínseca 
Este cuestionario fue creado por Warr, Cook y Wall (1979).El resultado es la suma 





Por favor utilice la escala 
siguiente para contestar a cada 

















































































































Siento una sensación de 
satisfacción personal cuando hago 
mi trabajo bien. 
1 2 3 4 5 6 7 
2 
Mi opinión de mí mismo 
disminuye cuando hago mi 
trabajo mal. 
1 2 3 4 5 6 7 
3 
Me enorgullezco de hacer mi 
trabajo lo mejor que puedo. 
1 2 3 4 5 6 7 
4 Me siento triste cuando mi 1 2 3 4 5 6 7 
 





Por favor utilice la escala 
siguiente para contestar a cada 
















































































































trabajo no está en mi nivel 
habitual 
5 
Me gusta mirar hacia atrás en el 
trabajo del día y tener una 
sensación de trabajo bien hecho. 
1 2 3 4 5 6 7 
6 
Trato de pensar en maneras de 
hacer mi trabajo de manera 
eficaz. 
1 2 3 4 5 6 7 
Satisfacción 
Se seleccionaron algunas de las dimensiones del cuestionario desarrollado por 
Spector (1985)29: 
• Naturaleza del trabajo = Inv(8)+17+27+35 
• Condiciones de trabajo = Inv(6)+15+Inv(24)+Inv(31) 
• Comunicación = 9+Inv(18)+Inv(26)+Inv(36) 
29 Las traducciones de las preguntas han sido obtenidas de la tesis doctoral Conrado Marion-Landais 
(1993). A Cross Cultural Study of Leader-Member Exchange Quality and Job Satisfaction as Correlates 
of Intradyadic Work-Value Similarity. University of South Florida. En esta traducción, el ítem 35 aparece 
como el 33, y el 36 aparece como 34. Se ha realizado una comprobación ítem a ítem con respecto al 
original a partir de dicha traducción para contrastarlo y adecuarlo a la numeración original. 
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donde Inv(X) => 7-Valor 
Se han dejado fuera las siguientes dimensiones: compensación, promoción, 
supervisión, beneficios complementarios, recompensas contingentes, y compañeros. 
 
Por favor utilice la escala siguiente para 
contestar a cada pregunta, redondeando 


























































6 Muchas de nuestras reglas y 
procedimientos dificultan el hacer un 
buen trabajo. 
1 2 3 4 5 6 
8 A veces siento que mi trabajo no tiene 
sentido. 
1 2 3 4 5 6 
9 La comunicación aparenta ser buena en 
esta compañía. 
1 2 3 4 5 6 
15 Mis esfuerzos para hacer un buen trabajo 
raramente son bloqueados por la 
burocracia. 
1 2 3 4 5 6 
17 Me gusta hacer las cosas que hago en mi 
trabajo. 
1 2 3 4 5 6 
18 Las metas de esta empresa no me son 
claras. 
1 2 3 4 5 6 
24 Tengo demasiado que hacer en el 
trabajo. 
1 2 3 4 5 6 
26 A menudo siento que no sé lo que está 
pasando con la compañía. 
1 2 3 4 5 6 
27 Siento orgullo en hacer mi trabajo. 1 2 3 4 5 6 
31 Tengo demasiado papeleo. 1 2 3 4 5 6 
35 Mi trabajo es agradable. 1 2 3 4 5 6 
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Por favor utilice la escala siguiente para 
contestar a cada pregunta, redondeando 


























































36 Las tareas asignadas no siempre son 
totalmente explicadas. 
1 2 3 4 5 6 
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