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ABSTRACT 
Recently, a novel diffuse source (DS) upscaling method has been successfully applied for 
the upscaling of US tight gas reservoir model. However, this approach does not work very 
well in the conventional SPE10 waterflood reservoir model. Therefore, in this work, the 
goal is to figure out why this approach does not work in another model and how to improve 
this DS upscaling algorithm.   
Detailed analysis shows that there are three issues that need to be resolved for a more 
robust algorithm. The first issue is about the specification of the diffuse source time that 
is needed to define the transient state diffuse source in the fine cell. In the previous work, 
the time selection rule is not clearly stated. Too small or too large time values can lead to 
an overestimated or underestimated upscaling result. In this study, I find that the diffuse 
source time can be correlated with the fine cell diffusive time of flight (DTOF). By means 
of a series of sensitivity test, I get the conclusion that we can use the pore volume weighted 
average of the DTOF square to determine the diffuse source time.   
The second issue is related to the calculation of the effective transmissibility. In the case 
of upscaling the homogenous model, the previous proposed effective transmissibility 
calculation method gives us a wrong result. In this study, by studying the internal pressure 
profile in the coarse cells, I propose to use the fine cell pressures immediately adjacent to 
the coarse cell interface to determine an effective face permeability and apply the effective 
permeability to the calculation of steady state transmissibility in the simulator. The 
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effective transmissibility obtained from this method is correct when the model is 
homogenous.   
The third issue has to do with the no flow boundary condition used in the local upscaling. 
In upscaling, we often encounter such problem that the no flow boundary condition is a 
bad approximation and to improve the accuracy of the result, we need to consider the 
existence of boundary effect. In this study, I generalize the DS upscaling algorithm by 
adding a buffering region around the upscaling coarse cells to reduce the impact of 
unrealistic boundary condition on the inter-cell effective transmissibility calculation. The 
buffering region is determined according to the fine cell DTOF in the target coarse cells 
and by using the exponential function in the diffuse source term, I propose a cut-off 
criterion to exclude the cells that are not necessary for upscaling.  
Based on all the analysis above, I applied an improved upscaling algorithm for the 
upscaling of the SPE10 model. It turns out that the simulation results from the new 
upscaled model have a good match with the fine scale results, which gives us the 
confidence on this improved algorithm.   
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NOMENCLATURE 
ct Total compressibility; psi
-1;  
h Formation thickness; ft; 
k Permeability; mD; 
k⃗ ⃗
 
 Permeability tensor; mD; 
q Darcy flux; RB/day; 
r Radius of investigation; ft; 
t Time; hour;  
p Pressure; psi; 
A Cross sectional area; ft2; 
L Length; ft; 
Vp Drainage volume; ft
3; 
 
Subscripts 
avg Average 
eff Effective 
H Horizontal 
i Index 
w Well 
 
Greek variables and operators 
α Hydraulic diffusivity 
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τ Diffusive time of flight 
μ Fluid viscosity 
ϕ Porosity 
∇  Gradient 
 
Abbreviations 
BRV Bulk Rock Volume 
PV Pore volume 
RB Reservoir Barrel 
SS Steady State 
DS Diffuse source 
PSS Pseudo steady state 
DTOF Diffusive time of flight 
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CHAPTER I  
INTRODUCTION 
Reservoir simulation is one of the most important tools in the modern petroleum industry 
as it provides the means for many purposes such as history matching, the prediction of 
reservoir response and the assessment of uncertainty and risk in reservoir performance. A 
primary input in reservoir simulation is a reservoir model which is typically in the form of 
a high resolution 3D geological model that incorporates various scales of data derived 
from well logs, seismic data, and sedimentology. The progress in computer hardware and 
software facilitates the performance of flow simulation. Geological models, however, 
often still contain many more grid cells than reservoir simulators can handle in practical 
time frames. Thus techniques are required to make realistic flow predictions applicable 
without performing simulation on very detailed geological models.  
Even though we may use parallel computation techniques to save simulation time, the 
reduction of the number of equations to be solved is another good way to improve the 
simulation performance. Upscaling is a set of techniques that determine the coarse-scale 
properties such that important flow characteristics observed in fine-scale models is 
preserved in the coarse-scale models. Therefore, the use of upscaling procedures also acts 
to reduce the computational time for direct numerical simulation. In 3D reservoir 
modeling and simulation, upscaling of the geological models for flow simulation remains 
part of the subsurface workflows.  
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1.1 Literature review 
In this section, the current existing upscaling algorithms are reviewed. Broadly speaking, 
upscaling procedures can be classified into traditional upscaling methods and multiscale 
upscaling methods. In traditional upscaling, the coarse scale parameters (e.g., porosity, 
absolute permeability or transmissibility) are calculated by using some kind of averaging 
technique and then the simulation is conducted based on the coarse grid model. In contrast, 
multiscale upscaling performs an upscaling calculation during a flow simulation and is not 
available in commercial general purpose simulators. Traditional upscaling methods can 
be further classified into analytical methods and flow based upscaling methods. 
1.1.1 Analytical upscaling methods 
The analytical upscaling methods are easy to implement and are suitable for the upscaling 
of some static petrophysical parameters (e.g., porosity). However, these methods have 
their limitations when they are used to upscale dynamic petrophysical parameters (e.g., 
permeability) because the analytical solution can only represent a few simple flow 
scenarios. Here we will focus on permeability upscaling using analytical methods (Renard 
and de Marsily, 1997). 
The easiest analytical method of permeability upscaling is to calculate the arithmetic 
average of all the permeabilities. This averaging technique can be applied for a stratified 
reservoir where the fluid flow is along the layers of the stratified media, as shown by the 
left picture in Figure 1. The average permeability is given by Eq. (1.1). 
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kavg =
∑ kihi
N
i=1
∑ hi
N
i=1
………………………………………………………………………… . . (1.1) 
where kavg  is the average permeability, ki  the permeability of the ith layer, and hi  the 
thickness of the ith layer.  
In contrast, from the picture on the right side of Figure 1, we see the fluid flows across 
different layers of a stratified media. For this flow pattern, we can use the harmonic 
averaging method to calculate the effective vertical permeability:  
kavg =
∑ hi
N
i=1
∑
hi
ki
N
i=1
…………………………………………………………………………… . (1.2) 
 
 
 
Figure 1: Arithmetic average (left) and harmonic average (right) (King 2011) 
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If we have a problem that is not as simple as we see in the first two cases we just discussed, 
we can use another simple analytical technique to calculate the effective permeability. 
This method is called geometric averaging and can be applied to two dimensional flow in 
an isotropic random field. The equation we use in this method is given by as follows: 
log(kavg) =
∑ BRVilog⁡(ki)
N
i=1
∑ BRVi
N
i=1
………………………………………………………… . (1.3) 
where BRV is the bulk rock volume of the cell.  
All of the above permeability averaging techniques are special cases of a simple 
generalized formula shown in Eq. (1.4). 
kavg = (
1
N
∑ki
p
)
N
i=1
1
p
……………………………………………… .……………………… . (1.4) 
Harmonic, geometric and arithmetic averages are power averages with exponents of -1, 0, 
and 1 respectively. Power averages are more general and may be computed for any real 
valued exponent, but an important result of permeability averaging theory is that all 
effective permeabilities must correspond to a power average with an exponent in the range 
of -1 to 1. That is, all effective permeabilities must be between harmonic and arithmetic 
averages regardless of the spatial geometry.  
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Harmonic-arithmetic and arithmetic-harmonic averaging are another two simple 
averaging methods. In Figure 2 we have a 2D conceptual picture for the harmonic-
arithmetic averaging. The effective permeability is the arithmetic average of several core 
flooding and the cross flow between layers is neglected (Warren, J.E. and Price, H.S., 
1961). This provides a rigorous lower bound estimate of the average permeability. 
 
 
 
Figure 2: Harmonic-arithmetic average (King 2011)  
 
In contrast, Figure 3 is a conceptual picture for the arithmetic-harmonic averaging. In this 
figure, each column of the model is assumed to be subject to a uniform pressure drop along 
the flow direction. We assume that in the transverse direction the pressure is in the 
equilibrium state (Warren, J.E. and Price, H.S., 1961). Arithmetic-harmonic averaging 
provides a rigorous upper bound estimate of the average permeability.  
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Figure 3: 2D arithmetic-harmonic average (King 2011) 
 
Based on arithmetic-harmonic and harmonic-arithmetic averaging, we can obtain the 
effective permeability by using Eq. (1.5) (Figure 4).  
kavg = √kmaxkmin ………………………………………………………………………(1.5) 
where kmax is the averaged permeability from arithmetic-harmonic averaging and kmin 
the averaged permeability from harmonic-arithmetic averaging.  
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Figure 4: Incomplete layer method (Kelkar and Perez (2002)) 
 
In addition to all those simple averaging techniques, there are some relatively complicated 
methods which are designed to incorporate more realistic flow scenario. Firstly, I will 
introduce the percolation theory. This is a statistical method that deals with the problem 
of communication within a complex system. The critical point at which flow happens is 
called the percolation threshold. In the context of equivalent permeability, percolation 
theory is applied to materials with two phases, one of which is non permeable. For 
example, in Figure 5, consider all permeability below a threshold to be non-flowing and 
decrease the threshold until the percolation threshold is reached to give the equivalent 
permeability of the block. This approach works best for large models with many flow 
paths (Ambegaokar et al, 1971). 
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Figure 5: Percolation theory (King 2011) 
 
Dagan (1979) proposed an effective medium theory for the calculation of the effective 
permeability. The heterogeneous medium constituted by homogeneous blocks placed side 
by side is replaced by a single inclusion of K permeability embedded in a homogeneous 
matrix with an unknown permeability. The boundary conditions are far enough away from 
the inclusion for the assumption to be made that the head gradient, and therefore the flow, 
is uniform on the boundary. If the inclusion has a simple form, there is an analytical 
solution for the hydraulic head field inside and outside it. Otherwise, the coupled two 
domain problem needs to be solved numerically and iteratively. 
The streamline method is used to calculate the effective vertical permeability of a binary 
sand-clay system. The clay formations are treated as rectangles (in 2D) or flat 
parallelepipeds (3D) with zero permeability, while the sand is assumed to have khj and 
kvj anisotropic permeabilities. The upscaled permeability is obtained by calculating the 
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head losses along a tortuous tube circulating inside the sand matrix. An improvement on 
this method is obtained by incorporating statistical parameters on the size and number of 
clay inclusions and generalizing it to stratified media. The following formula is taken from 
the review by Fayers and Hewett (1992):  
Kv =
(1 − Fs)H
2
Ns ∑
1
SiSei
Ns
i=1
…………………………………………………………………………(1.6) 
where Fs is the fraction of clay inclusions, Ns the number of selected streamlines, H the 
formation thickness, Si the length of the ith streamline and Sei the length weighted by the 
permeability. 
King (1989) proposed a recursive algorithm which is called renormalization. In this 
method effective permeability (keff) is determined by a series of successive aggregations 
using an electric network analogy to porous media. It is a fast numerical calculation but 
less accurate than a non-recursive calculation. 
The last analytical upscaling approach I will introduce is well index upscaling. King et al. 
(1998) proposed a well index upscaling method to preserve the connection between the 
well blocks and the reservoir. In this approach, the productivity of any physical well would 
be a weighted average of the productivities of three hypothetical directional wells (x, y 
and z direction) placed through the coarse cell. The upscaled productivity of each 
directional well is the weighted average of directional well productivities through each 
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fine cell. Figure 6 is an example for a vertical well productivity upscaling. The equations 
for directional well productivities are 
(√kx. ky)
Effective
=
∑ (√kxky. NTG. DV)ijkijk
∑ (NTG. DV)ijkijk
………………… .……………………(1.7.1) 
(√ky. kz)
Effective
=
∑ (√kykz. NTG. DV)ijkijk
∑ (√NTG. DV)
ijkijk
………………………… .……………(1.7.2) 
(√kx. kz)
Effective
=
∑ (√kxkz. NTG. DV)ijkijk
∑ (√NTG. DV)
ijkijk
…… . . ……………………………… . . (1.7.3) 
where NTG is the net to gross ratio, DV bulk volume of the grid block, kx, ky, kz are the 
directional permeability in x, y, z⁡directions, respectively.  
The average cell permeabilities can be obtained from the directional well productivities as 
shown below. 
kx
Effective =⁡
(√kx. ky)
Effective
. (√kx. kz)
Effective
(√ky. kz)
Effective
……………… .………………… . (1.8.1)⁡ 
ky
Effective =⁡
(√kx. ky)
Effective
. (√ky. kz)
Effective
(√kx. kz)
Effective
………………………… .……… . (1.8.2)⁡ 
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kz
Effective =⁡
(√kx. kz)
Effective
. (√ky. kz)
Effective
(√kx. ky)
Effective
……………………… .………… . (1.8.3)⁡ 
The simulator can use these permeabilities to calculate the productivity of a physical well 
placed on the coarse cell which is equal to the averaged productivity of a well with the 
same inclination on the fine scale. This method does not require the knowledge of rates or 
locations of the physical wells which will eventually be placed in the flow simulator. 
Therefore, the approach is significantly simple to implement.  
 
 
 
Figure 6: Well index upscaling method (King et al. (1998)) 
 
1.1.2 Flow based upscaling methods 
Flow based upscaling is another approach that can generate more accurate coarse models 
compared to the analytical techniques. The basic equation used in flow based upscaling is 
the steady state diffusivity equation and it can be classified into single phase and two phase 
upscaling in terms of the flow parameters to be upscaled. In single phase upscaling, the 
only parameters to be upscaled are porosity and the absolute permeability. In the more 
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general case of two phase upscaling, relative permeability and fluid saturation are also 
upscaled (Darman et al. 2002). In many cases we may develop reasonably accurate coarse 
scale models for two phase flow with only single phase upscaling. In addition, relative 
permeability upscaling is often computationally demanding and its value also depends on 
the flow rates, well spacing and water saturation. Therefore, two phase upscaling is rarely 
used (Barker and Thibeau, 1997) and is out of the current scope in this study. 
In addition to the classification based on the fluid phase, flow-based upscaling can also be 
divided into four different types according to a two-stage upscaling procedure (Farmer, 
2002). The first stage is related to the flow problem which is solved on the fine scale 
domain. If the fine scale domain is the entire domain or a substantial part of the whole 
domain, then it is called global. If only a small portion of the whole domain is used, then 
we call it local. The second stage is called the coarse grid calibration stage where the fine 
scale solutions from the first stage are used to determine the coarse scale properties (e.g., 
permeability, k). When the calibration occurs locally on a coarse cell or a coarse cell plus 
a small surrounding region, it is described as local, otherwise the calibration is said to be 
global. 
The first type is local-local upscaling. The most popular local-local upscaling in the 
industry is cell permeability upscaling which has been extensively studied by many 
researchers (Durlofsky, 2005; Farmer, 2002; Gerritsen and Durlofsky, 2005; Renard and 
de Marsily, 1997; Wen and Gómez-Hernández, 1996; Christie, 1996). Figure 7 below is 
a 2D example of permeability upscaling where an upstream pressure pin is specified on 
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the left face and a downstream pressure pout on the right face of the coarse cell. The side 
boundary conditions are assumed to be no-flow. We can also assume other boundary 
conditions (e.g., linear pressure boundary or periodic boundary). The solution of fine cell 
pressure will be used to calculate the total flux q across the coarse cell face. Then the 
effective permeability is obtained from Darcy’s law Eq. (1.9). The local calculation is 
implemented in three co-ordinate directions to get the diagonal effective permeability 
tensor. This method was first introduced by Warren and Price (1961) and extended by 
Begg et al. (1989). 
keff =
qμL
A(pout − pin)
…… .…………………… . . ……………………………… .……… . (1.9) 
where keff is the effective permeability of the coarse cell, q flux across the coarse cell, μ 
fluid viscosity, A cross sectional area of the coarse cell and L length of the coarse cell.  
 
 
 
Figure 7: Permeability upscaling 
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In permeability upscaling, the upscaling result is affected by the choice of the boundary 
conditions (Holden and Nielsen, 2000). Therefore, some researchers (Gomez-Hernandez 
and Journel, 1994) try to add a skin region outside the upscaling region in order to remove 
the ambiguity of the results brought by boundary conditions (Figure 8). The average 
permeability is determined only using the region of interest. The larger the skin is, the 
higher would be the computational time. Therefore, skin may be introduced only in 
directions transverse to the flow to optimize the performance. King (2007) suggested the 
use of extended local or wide boundary conditions as it is less expensive than adding skin 
to the local region.  
 
 
 
Figure 8: Adding skin region in local-local upscaling  
 
To minimize the non-uniqueness of the results, we can perform an upgridding error 
analysis (King, 2007) prior to upscaling to minimize the heterogeneity within the 
upscaling region. 
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Figure 9: Plane source upscaling 
 
Another local-local upscaling is transmissibility upscaling, which is a variation on cell 
permeability upscaling. Figure 9 above is a picture for plane source upscaling, which is 
also called half-cell transmissibility upscaling. In plane source upscaling, two pressure 
isobars are placed at the centers of the two coarse cells respectively with the pressure 
difference be specified as Δp . Numerically we solve the incompressible diffusivity 
equation for the flux 𝑞 flowing across the coarse cell interface and then the transmissibility 
between two coarse cells is defined by the expression q Δp⁄ . This provides more accurate 
coarse scale models in many cases because it does not require the additional 
approximations which results from the calculation of transmissibility using the harmonic 
average of the grid block upscaled permeability (King et al., 1998; Chen et al., 2003). This 
advantage can also be shown by considering the horizontal flow between two adjacent 
columns of cells. In cell permeability upscaling, the effective permeability of each column 
is equal to the arithmetic averaging of the permeability of fine cells in the column, and the 
inter-cell transmissibility is then calculated from the harmonic average of the two effective 
coarse cell permeability. In contrast, if half-cell transmissibility upscaling is used, then the 
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transmissibility will be calculated on each single layer first and the final effective 
transmissibility will be the arithmetic averaging of each single layer transmissibility. 
Therefore, in the case, the cell permeability upscaling will results in an arithmetic-
harmonic averaged transmissibility, while the half-cell transmissibility upscaling produces 
a harmonic-arithmetic averaged transmissibility.  
 
 
 
Figure 10: Permeability upscaling vs. transmissibility upscaling 
 
Figure 10 above is a picture that illustrates the discussion we just made. The yellow boxes 
represent the cells with permeability equal to 200 mD, while the grey boxes represent the 
cells with zero permeability. If we use cell permeability upscaling technique to calculate 
the inter-cell transmissibility between these two coarse cells, then we will get a nonzero 
value of 100 mD. However, from this figure, it is obvious that there is no flow between 
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these two coarse cells. Therefore, from this figure we can see the advantage of half-cell 
transmissibility upscaling over the cell permeability upscaling. Another advantage is that 
the half-cell transmissibility improves the spatial resolution of the upscaling calculation 
compared with the cell permeability upscaling which uses all the fine cells within each 
coarse cell.  
 
 
 
Figure 11: Line source upscaling (Nunna 2014) 
 
In addition to plane source upscaling, there is another type of transmissibility upscaling 
which is called line source upscaling. In line source upscaling, a source line and a sink 
line are imposed at the centers of the two coarse cell respectively (Figure 11). Similar to 
plane source upscaling, we also need to solve the incompressible diffusivity equation for 
the flux flowing across the coarse cell interface.  
The second type is global-local upscaling. This method is only applicable when an exact 
solution, or at least a good approximation, of the fine scale problem is available over most 
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of the fine grid domain. One technique is to use the integrated fine flux over the face of 
the coarse cell and use this information to calibrate a local solution on the coarse cell. 
The third type is global-global upscaling. This type of upscaling procedure minimizes a 
function measuring the difference between fine and coarse solutions which is 
computationally very expensive. The procedure is similar to history matching but here, a 
fine scale solution is used instead of physical measurements (Hales, H.B., 1983; Tan, T.B.,  
1995). 
The last type is local-global upscaling. In the local-global upscaling, the global flow 
information is used to calibrate the local boundary conditions which are required in the 
calculation of upscaled properties. With the global flow problem solved, the local flow 
problems are then solved subject to boundary conditions determined from the global flows 
and the upscaled permeabilities or transmissibilities are then recomputed. This procedure 
is iterated until the system has converged to a self-consistent solution, where the global 
flow and the upscaled properties are consistent. For the first iteration, we can apply an 
existing standard upscaling approach, e.g., cell permeability upscaling.  
As we mentioned above, in the local-global upscaling, we need to specify what global 
flow problem to be solved. There are a number of different ways to specify the global flow 
(Durlofsky 2005). Chen et al. (2003) used an approach that specifies large scale flows that 
are nominally in the coordinate directions respectively. These flows, which are also 
referred to as “generic global flows”, are obtained by fixing (different) constant pressures 
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on two opposite boundaries and no-flow conditions on the other side boundaries. This kind 
of global specification provides local flows that have relatively strong components along 
the coordinate directions, which in turn allows for the accurate calculation of upscaled 
quantities.  
Now we will have a brief introduction about the near-well upscaling. In all of the upscaling 
procedures considered above, we utilize a basic assumption that the flow is essentially 
linear within the upscaling region, which indicates that the large scale pressure gradient 
∇p is approximately constant over the region of interest. However, this assumption is no 
longer applicable in the vicinity of well because the pressure solution has a logarithmic 
behavior around the well.  
Let Ji be the well index which represents the physical well in grid block i. This well index 
provides a relation between the wellbore flow rate qi
w in block i and the grid block average 
pressue pi and the bottomhole pressure pi
w: 
qi
w = Ji(pi − pi
w)……………………………………………………………………… . . (1.10) 
For a fully penetrating vertical well in block i, the well index Ji is given by the well-known 
Peaceman equation: 
Ji = (
2π√kxky∆z
log
rw
ro
)…………………………………………………………………… . . (1.11) 
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where 
ro = 0.28
√√
ky
kx
∆x2 + √
kx
ky
∆y2
√
ky
kx
4
+ √
kx
ky
4
………………………………………………………(1.12) 
In Eq. (1.11), we ignore the off-diagonal term in the permeability tensor and the skin 
factor. For the horizontal or deviated wells, we can derive similar equations as Eq. (1.11) 
and Eq. (1.12).  
If we do not introduce any special treatment in the region around well, the well index in 
the coarse grid block will be calculated with the application of the upscaled permeability. 
This approach is acceptable provided that the reservoir is not very heterogeneous or the 
permeability has a high correlation length in the plane perpendicular to the well trajectory 
in the near-well region. However, this simple treatment can lead to considerable error if 
the reservoir has high heterogeneity and in this case, it is necessary to improve the well 
index upscaling algorithm so that the characteristic flow behavior is captured around the 
well. Durlofsky (2000) describes an approach for the scaleup in the near-well region which 
can be considered as an extended local technique.  
The local problem is defined on the domain as shown in Figure 12. The coarse well block 
at the center is surrounded by eight neighboring coarse cells.   
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Figure 12: Near well scale up (Durlofsky et al. 2000) 
 
Again, we solve the fine scale steady state pressure equation with a well source term 𝑞𝑤 
located at the central block:  
∇ ∙ (𝐤 ∙ ∇p) = qw …………………………………………………………………………(1.13) 
Eq. (1.10) is used for the flux term qi
w  as we numerically discretize Eq. (1.13). The 
boundary condition is that the bottomhole pressure is taken as pi
w = 1 and the pressure on 
the outer boundary is specified as p = 0. With the pressure solution of Eq. (1.13), we 
calculate the velocity across each fine cell face in order to get the total flux across each 
coarse cell face. Also, we calculate the averaged pressure of each coarse cell by taking 
pore volume weighted average of the fine cell pressure in a coarse cell. Let q1 − q4 
represent the flow rate through each of the four interfaces linking the well block to adjacent 
blocks and < p >i  be the averaged pressure in the well block and each of its four 
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neighbors. Then we can calculate the coarse grid well index Ji
∗ and the transmissibilities 
Tw
∗  that link the well block to adjacent blocks:  
Ji
∗ =
qw
< p >i− pi
w …………………………………………………………………………(1.14) 
and 
(Tw
∗ )i+1/2 =
q1
< p >i −< p >i+1
……………………………………………………… . (1.15) 
where  
qw = q1 + q2 + q3 + q4 ……………………………………………………………… . (1.16) 
In two dimension, we computed four transmissibilities Tw
∗  and each connects the central 
well block to an adjacent block. The use of these parameters in many cases provides 
significantly improved coarse scale representations of well performance. 
1.1.3 Multiscale upscaling methods  
Another important class of upscaling techniques are multiscale finite element and finite 
volume approaches, which are designed to incorporate fine-scale information in coarse-
scale dynamic simulation. Typically, the computational cost of the pressure equation is 
generally much higher than those of the transport equations in non-compositional models. 
Therefore, most of multiscale upscaling methods only treat pressure equations specially, 
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while the transport equations are solved on the fine grid with the application of pressure 
solution which is used to reconstruct the fine grid velocity field. Thus, these methods 
require both coarse grid and fine grid, and that fine-scale data should be retained during 
the upscaling.  
Most of the current multiscale methods that have been applied in reservoir simulation are 
based on finite element method. Actually, in 1980s and early 1990s there has been some 
pioneering work which is aimed at generalizing the standard finite element method to 
solve the second-order elliptic problems with rough coefficients (Babuska et al, 1994). 
Subsequently, Hou & Wu (1997) introduced the multiscale finite element method that 
constructs the multiscale basis functions based on the local pressure solution. The basis 
function construction makes use of a small amount of fine-scale information from the 
neighboring elements and this technique is called “oversampling”, which is similar to the 
extended permeability upscaling. Efendiev (1999) applied the multiscale finite element 
method for a unit mobility ratio transport problem and generated a coarse scale model that 
did not require the global fine-scale solution of the saturation equation. Afterwards, the 
coarse-grid saturation equation was formed through a volume average of the fine-scale 
equations and included terms involving both the average component of the velocity field 
and subgrid effects. A simplified model for the subgrid effects was proposed in terms of 
the subgrid velocity fluctuations (Efendiev et al. 2000).  
In the subsequent work, Chen & Hou (2003) proposed a mixed multiscale method which 
is designed to generate the global mass conservative velocity field and is therefore better 
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suited for transport phenomena. Aarnes (2004) further consider a variant of the mixed 
multiscale finite element proposed by Chen & Hou so that it can handle the well effects 
and be applied to two phase flow problem.  
Arbogast (2002) and Arbogast & Bryant (2002) developed variational multiscale finite 
element methods. They defined a two-scale mixed finite element space and a coarser scale 
operator is coupled to a subgrid scale operator localized in space to each coarse grid 
element. The discrete solution is the sum of the results from the coarse grid component 
and the subgrid component. They have shown numerical results with good accuracy for 
the highly heterogeneous reservoir. Peszynska et al. (2002) proposed another multiscale 
finite element technique which is called mortar upscaling method. This method can 
discretize a reservoir into a series of subdomains in which numerical grids can be 
constructed independently and possibly different physical models and discretization 
techniques can be applied in each block. Jenny et al. (2003) introduced a multiscale finite 
volume procedure which employs ideas from the previous flux-continuous techniques 
(Lee et al. 2002). Flux-continuous finite volume techniques retain the pressure and flux 
continuity between cells, and local solution is required to determine the finite volume 
stencil. Jenny et al. incorporated fine-scale information in these local solutions to provide 
coarse-scale transmissibilities that takes account of the effects of the underlying fine-scale 
permeability.  
The study of multiscale finite element method is out of the scope of this work.  
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1.2 Upgridding 
In this section, we have a brief review over upgridding that is applied prior to the upscaling 
with the purpose of understanding the errors introduced by upscaling, or identifying the 
optimal coarsening resolution for the simulation grid.  
There are three important assumptions for upgridding and upscaling and each assumption 
made on the coarse gird can be correlated with some kind of errors. The first assumption 
is about the pressure equilibrium state in a coarse cell. This assumption can be invalid in 
some situations such as the merge of pay and non-pay cells in a coarse cell. This will bring 
in considerable errors in pressure equilibrium because of the loss of connectivity. The 
second error is introduced in multiphase flow where regions with high velocity variance 
will make it difficult to capture the local spread of the head velocity, while regions with 
minimal variance in local velocity preserve the fluid front in an upscaling calculation. This 
can be used as an error measure which calculates the variance in local velocity (
k
ϕ
) (King 
et al., 2006). Hosseini & Kelkar (2010) and Du (2012) extended the error measures by 
including the variance of local slowness (
ϕ
k
)  and a combined error measure which captures 
the variance of both (
k
ϕ
) and (
ϕ
k
) in one estimate. The third error is related to the off diagonal 
terms in the effective permeability tensor. This leads to the result that flow velocity 
direction is not aligned with the pressure gradient and that the two-point flux 
approximation is inapplicable in the simulation.  
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In conclusion, connectivity, velocity variance, and off diagonal permeability elements 
may be used as a diagnostic tool in simulation grid design. With a priori upscaling error 
analysis, the heterogeneity of the fine scale model can be well preserved on the coarse 
scale.  
1.3 Motivation and scope of this work 
Recently, a novel diffuse source (DS) upscaling (Nunna et al. 2015) has been developed 
in order to generate the transport properties for coarse dynamic simulation models. This 
approach applies the pressure transient concept to the calculation of the effective 
transmissibility between reservoir simulation coarse cell pairs. Unlike the usual 
incompressible steady state (SS) upscaling algorithm, DS upscaling solves a local 
compressible flow problem with a total flux imposed at the coarse cell interface and a 
source or sink in each fine cell specified with a transient state diffuse source solution. This 
approach has the advantage of including the internal cross flows in the upscaling 
calculation and reducing the impact of boundary conditions as well as cells with low but 
non-zero permeability. This upscaling algorithm has been tested on an onshore US tight 
gas reservoir model where the adaptive gridding is used to capture the strong 
heterogeneity. 
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Figure 13: 3x3xN upscaling recoveries on tight gas model (Nunna 2014) 
 
Figure 13 above illustrates 3x3xN upscaling recoveries from three different upscaling 
algorithms. The vertical axis represents the cumulative gas production, while the 
horizontal axis represents the production time. Red dash curve represents the result from 
fine scale simulation. Green solid curve and purple solid curve represent the results from 
the plane source upscaling and line source upscaling, respectively. These two 
transmissibility upscaling approach have been discussed in Section 1.1.2. We can see that 
the planar source boundary condition over-estimates the cumulative gas recovery and the 
line source provides an under-estimate result. Blue dash curve is the result from DS 
upscaling. The diffuse source upscaling provides the best estimate among these three 
algorithm.  
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However, there are some issues related to the DS upscaling algorithm. The first issue is 
the time which is required to define the transient state diffuse source in fine cell. In the 
previous work, the time selection rule is not clearly stated. Too small time value leads to 
an overestimated upscaling result, while too large time value makes the result 
underestimated. The second issue is related to the calculation of the effective 
transmissibility. The previous proposed method for the effective transmissibility 
calculation fails to reproduce the correct answer even for a homogeneous model, and the 
reason is that the pressure solution of the local DS upscaling problem is not a steady state 
pressure profile. Therefore, we need a new method to determine the effective 
transmissibility using the diffuse source pressure solution. The third issue of the DS 
upscaling algorithm has to do with the no flow boundary condition. No flow boundary 
conditions are considered to be too strict if the upscaling region has good connectivity 
with the surrounding domain, which is the situation that occurs in the SPE10 model. To 
generalize our DS upscaling algorithm, we need to know how to determine the 
computational region in the DS upscaling calculation so that we can reduce the impact of 
boundary conditions on the local flow problem. 
The objective of this work is to improve the DS upscaling.  
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CHAPTER II  
DIFFUSE SOURCE UPSCALING THEORY 
In this chapter, we start with the introduction of the diffusive time of flight (DTOF) and 
drainage volume concepts.  This will be followed by a detailed description of the diffuse 
source (DS) upscaling algorithm which applies the DTOF and drainage volume concepts. 
Finally, we will have a discussion on the specification of time and upscaling buffer region 
which is required for DS upscaling.      
2.1 Diffusive time of flight and drainage volume 
In this section, I will give a derivation for the diffusive time of flight τ(𝐱), which is 
different from the previous work that applies the asymptotic expansion for the pressure 
solution in Fourier transform domain (Vasco et al. 2000). It will be shown that the eikonal 
equation for the diffusive time of flight can be obtained automatically without any 
approximation. Based on the diffusive time of flight concept, we will introduce the 
drainage volume concept and the effective drainage cross section.  
2.1.1 The derivation of the diffusive time of flight 
Let us start from 3D diffusivity equation that is used to describe the heterogeneous 
reservoir pressure for a fixed rate draw-down. 
ϕ(𝐱)μct
∂p(𝐱, t)
∂t
= ∇ ∙ (k⃗ ⃗
 (𝐱) ⋅ ∇p(𝐱, t))………………………………………………(2.1) 
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The boundary condition and initial condition are 
q(|𝐱| = 0, t) = qw; p(|𝐱| → ∞, t) = pinit ……………………………………………(2.2.1) 
p(𝐱, t = 0) = pinit ………………………………………………………………………(2.2.2) 
Here we use the line source approximation for the inner boundary condition at 𝐱 = 0 and 
the flow rate at the well is equal to qw; the outer boundary condition is the pressure 
boundary condition which is equal to the initial reservoir pressure pinit . In Eq. (2.1), 
p(𝐱, t) represents the reservoir pressure as a function of space coordinate 𝐱 and time 𝑡; 
ϕ(𝐱), μ and ct represent porosity, fluid viscosity and total compressibility, respectively; 
k⃗ ⃗
 
(𝐱) represents permeability tensor which can be expressed in the matrix form as follows: 
k⃗ ⃗
 (𝐱) = [
k11(𝐱) k12(𝐱) k13(𝐱)
k21(𝐱) k22(𝐱) k23(𝐱)
k31(𝐱) k32(𝐱) k33(𝐱)
]…………………………………………………… . (2.3) 
where kij(𝐱) = kji(𝐱) and i, j = 1, 2, 3.  
Now we apply Laplace transform to the function p(𝐱, t) 
p̅(𝐱, s) = ∫ p(𝐱, t)e−stdt
∞
0
……………………………………………………………… . (2.4) 
where p̅(𝐱, s) represents the pressure in the Laplace domain. The transform of Eq. (2.1) 
yields the diffusivity equation in the Laplace domain 
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ϕ(𝐱)μct[sp̅(𝐱, s) − pinit] = ∑ ∂i (kij ∂jp̅(𝐱, s))
3
i,j=1
…………………………………… . (2.5) 
Now we write p̅(𝐱, s) in another form as follows: 
p̅(𝐱, s) =
pinit
s
+ f(𝐱, s)e−√sτ(𝐱) ………………………………………………………… . (2.6) 
where f(𝐱, s)  and τ(𝐱)  are interpreted as the amplitude and the phase of p̅(𝐱, s) , 
respectively. 
pinit
s
 is the term that comes from the nonzero initial reservoir pressure pinit. 
This point can be illustrated from the inverse Laplace transform of the function 
pinit
s
 which 
is equal to pinit . Next we will show how to get the eikonal equation for τ(𝐱). The 
substitution of Eq. (2.6) into Eq. (2.5) yields the following equation 
sϕ(𝐱)μctf(𝐱, s)e
−√sτ(𝐱) = I1 + I2 + I3 ………………………………………………… . (2.7) 
where I1, I2 and I3 are given by the three equations below 
I1 = s [∇τ(𝐱) ∙ k⃗ ⃗
 (𝐱) ∙ ∇τ(𝐱)] f(𝐱, s)e−√sτ(𝐱) ………………………………………… . (2.8.1) 
I2 = −√s [∇ ∙ (k⃗ ⃗
 (𝐱) ⋅ ∇τ(𝐱)) f(𝐱, s) + 2∇τ(𝐱) ∙ k⃗ ⃗
 (𝐱) ∙ ∇f(𝐱, s)] e−√sτ(𝐱) ……… . . (2.8.2) 
I3 = ∇ ∙ (k⃗ ⃗
 (𝐱) ⋅ ∇f(𝐱, s)) e−√sτ(𝐱) …………………………………………………… . (2.8.3) 
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Equating powers of s, we let the left term of Eq. (2.7) be equal to the first term I1 on the 
right hand side and thus, we can get the following equation:  
 ∇τ(𝐱) ∙ k⃗ ⃗
 (𝐱) ∙ ∇τ(𝐱) = ϕ(𝐱)μct …………………………………………………………(2.9) 
Eq. (2.9) is the famous eikonal equation. To illustrate the physical meaning of the 
diffusive time of flight, we consider a 2D homogeneous isotropic reservoir.  In this case, 
we can directly find the analytical solution for τ(𝐱): 
τ(𝐱) = √
ϕμct
k
r………………………………………………………………………… . (2.10) 
where the well is located at the origin and 𝑟 represents the distance from the point 𝐱 to the 
well. If we relate Eq. (2.10) with the radius of investigation concept (Lee, 1982), we can 
see that Eq. (2.10) can be used to characterize the slowness of the pressure wave front 
from an impulse source in the homogenous isotropic reservoir. In heterogeneous reservoir, 
similarly we claim that we can still use τ(𝐱)  to describe the pressure wave front 
propagation, but the solution of τ(𝐱)  is complicated and does not have the simple 
geometry as in the homogeneous isotropic case.  
After getting the eikonal equation for the phase term in p̅(𝐱, s), we still need another 
equation for the amplitude term f(𝐱, s). The second equation can be derived from Eq. (2.7) 
and Eq. (2.9) and the result is as follows: 
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∇ ∙ (k⃗ ⃗
 (𝐱) ⋅ ∇f(𝐱, s)) = √s [∇ ∙ (f(𝐱, s)k⃗ ⃗
 (𝐱) ⋅ ∇τ(𝐱)) + ∇τ(𝐱) ∙ k⃗ ⃗
 (𝐱) ∙ ∇f(𝐱, s)]… . (2.11) 
Therefore, from this derivation, we can see that we split the objective equation Eq. (2.5) 
into two equations Eq. (2.9) and Eq. (2.11). Eq. (2.9) describes the pressure phase, while 
Eq. (2.11) provides the information related to the pressure amplitude. We first solve the 
eikonal equation Eq. (2.9), and then we solve Eq. (2.11) using the solution of Eq. (2.9). 
If we assume that f(𝐱, s) is a function depending on τ(𝐱) only, then we can reduce Eq. 
(2.11) to be a one dimensional equation:  
∂
∂τ
(w(τ)
∂f
∂τ
) = √s [
∂
∂τ
(w(τ)f) + w(τ)
∂f
∂τ
]………………………………………… . (2.12) 
where w(τ) is the total cross section area of the τ contour surface. The derivation for Eq. 
(2.12) is in Appendix A.   
Once we find the solution for f(𝐱, s) and τ(𝐱), then we can use the convolution theorem 
to get the pressure solution in the physical time domain. However, since the main purpose 
of this section is to show where the diffusive time of flight comes from and its governing 
equation, it is out of the scope to discuss the methodology about how to solve the pressure 
amplitude equation Eq. (2.12), which is very complicated and still needs further 
investigation. Instead, next we will focus on some simple approximate equations which 
are used in the diffuse source upscaling.  
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2.1.2 𝐰(𝛕) formulation and drainage volume 
We have introduced the diffusive time of flight and the eikonal equation of τ(𝐱). Given 
the initial starting point, we can solve this eikonal equation by using a class of front 
tracking methods called Fast Marching Method (FMM) (Sethian, 1999). Fast Marching 
Method can be viewed as a continuous version of Dijkstra’s algorithm (1959) which is an 
algorithm that can find the shortest path between two given nodes. In this work, we can 
use Dijkstra’s algorithm to find the path of minimum diffusive time of flight between the 
starting source point and the center of a fine cell. The center finite difference (FD) scheme 
can be applied to calculate the total δτ for flow between two adjacent cells using the length 
from cell center to cell face, and the porosity and permeability of each of the two cells. 
Using the notations from Figure 14, we can write the equation for δτ as follows: 
δτ = √μct (
L1
2
√
ϕ1
k1
+
L2
2
√
ϕ2
k2
)………………………………………………………(2.13) 
 
 
 
Figure 14: 𝜹𝝉 between two adjacent cells 
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After solving the eikonal equation, we can calculate the total pore volume enclosed by a 
τ-contour surface Vp(τ) and w(τ) is the derivation of Vp(τ) with respect to τ: 
w(τ) =
dVp(τ)
dτ
…………………………………………………………………………… . (2.14)  
Assuming that the pressure depends only on τ(𝐱) and t, Zhang et al. (2014) and Fujita et 
al. (2015) derived an equivalent 1D diffusivity equation by using the coordinate 
transformation technique which maps the three dimensional solutions as a function of 
(x, y, z)  into a single spatial coordinate τ . The resulting 1D diffusivity equation for 
pressure is given by the following equation: 
∂p(τ, t)
∂t
−
1
w(τ)
∂
∂τ
(w(τ)
∂p(τ, t)
∂τ
) = 0⁡a. e. …………………………………………(2.15) 
For comparison, the diffusivity equation for 2D infinite acting radial flow is: 
∂p(r, t)
∂t
−
1
2πrh
∂
∂r
(2πrh
∂p(r, t)
∂r
) = 0⁡a. e. …………………………………………(2.16) 
This comparison between w(τ)  and 2πrh  implies that we can interpret w(τ)  to be 
proportional to the effective drainage cross section of a τ-contour. 
Alternatively, we can also write the diffusivity equation using a mixed form of the pressure 
and the flux. Let q(τ, t) be the total flux flowing across a τ-contour surface and q(τ, t) is 
given by the following equation:  
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q(τ, t) = ctw(τ)
∂p(τ, t)
∂τ
………………………………………………………………(2.17) 
Therefore, for a fixed rate draw-down in an infinite domain, using Eq. (2.17) we can write 
Eq. (2.15) as: 
ct
∂p(τ, t)
∂t
=
1
w(τ)
∂q(τ, t)
∂τ
≈
qw
Vp(t)
e−
τ2
4t ………………………………………………(2.18) 
In Eq. (2.18), qw is the flux right at the well or the fluid flow surface. In general, Eq. 
(2.18) is only an approximate solution, but it serves as our starting point in DS upscaling. 
This approximation is exact if the porous medium is homogeneous isotropic. Vp(t) in Eq. 
(2.18) is the drainage volume that depends on the time if the pressure solution is in the 
pressure transient state. The discrete form of Vp(t) is given by the equation below: 
Vp(t) = ∫ dVp(τ) ∙ e
−
τ2
4t
∞
0
≈ ∑ PVj ∙ e
−
τj
2
4t
Cell,j
…………………………………………… . (2.19) 
In Eq. (2.19) we see that there is an exponential weight factor that distinguishes the 
different contribution of different fine cells to the total drainage volume Vp(t). Based on 
Eq. (2.18) and Eq. (2.19), here we have the following comments:  
At a fixed time, the exponential term will reduce to zero at a location with sufficiently 
large diffusive time of flight τ, which implies in the far region the pressure and the flux 
will stay in the initial condition.  
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As τ2 4t⁄ ~O(1), the exponential term varies from 1 to 0, and we have a moving interface 
transient solution.  
At a fixed time t, the exponential term is approximately unity in the region where the 
condition τ2 ≪ 4t  is satisfied. In that case,  
∂p
∂t
 will be independent of location and 
therefore, the pressure profile is in a pseudo-steady state (PSS) in the region where τ2 is 
much less than 4t.  Therefore, as the time increases from zero, the first locations where 
the pressure profile is in the PSS should be in the vicinity around a source or sink.  
2.2 SPE10 model description 
In this section, for the convenience of the latter discussion on the diffuse source upscaling 
algorithm, I will give a brief introduction about the SPE10 geological model. The 
geological information of the SPE10 model will be used later as we focus on the 
improvement of the diffuse source upscaling algorithm. 
The SPE10 model has been designed to be a challenge for upscaling algorithms. It is a 
60x220x85 cell model (1,122,000 cells in total) and all the cells have regular rectangular 
shape with the same size 20 ft x 10 ft x 2 ft. The top 35 layers represent the Tarbert 
formation (sheet sand) and the bottom 50 layers represent Upper Ness (tortuous narrow 
channels). Figure 15(a) shows us the permeability distribution of a representative layer 
from the top zone and Figure 15(b) shows us the permeability distribution of a 
representative layer from the bottom zone. 
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(a)                                                            (b) 
 
Figure 15: PERMX in different layers of SPE10 model. (a) layer from the 
upper zone. (b) layer from the lower zone.  
 
 
 
Figure 16: Example of the local high contrast coarse cell 
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Figure 17: The histogram of logkx 
 
 
 
Figure 18: The histogram of reservoir porosity 
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Figure 19: The histogram of logkx/kz 
 
Because of the tortuous narrow channels in the bottom zone, we need to deal with many 
high contrast coarse cells, especially in the region near the channel barrier.  Figure 16 
above is an example of a small region with high contrast permeability. The upscaling of 
this region is really challenging.  
In addition, Figure 17 is the histogram of logkx which satisfies the bimodal distribution. 
The permeability in x direction varies approximately from 0.01 md to 10000 md. Figure 
18 is the histogram of porosity in SPE10 model which approximately satisfies the normal 
distribution. The maximum porosity is about 0.5 and the minimum porosity is 0. Figure 
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19 is the histogram of log⁡(kx kz⁄ ) and it has only two values. The big value accounts for 
75 percent and the small value accounts for 25 percent.  
In conclusion, the reservoir properties are extremely heterogeneous with strong contrast 
between the porosity and permeability trends, Figure 20.  
 
 
 
Figure 20: Permeability-porosity cross-plot for the SPE10 test model (Nunna et al. 
2015) 
 
2.3 Diffuse source upscaling algorithm 
In this section, I will first describe the diffuse source upscaling algorithm in detail. Then 
I will discuss three issues that need to be resolved for the diffuse source upscaling. 
Specifically, the first one is related to the pressure averaging. Diffuse source upscaling 
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algorithm is a non-steady state upscaling algorithm and the pressure in the local upscaling 
region follows a quadratic trend. We cannot use a linear pore volume weighted average 
method to calculate the average pressure in a coarse cell. We will discuss this problem 
further with a simple homogeneous example at a long time limit. 
In addition, the second issue is about the specification of the time parameter in the 
definition of diffuse source. Further investigation is needed on the specification of the time 
parameter in the definition of diffuse source so that the algorithm can be applied to other 
systems. Along with the second issue, we will also have a detailed discussion on the 
specification of the local computational region. We will consider the effect to extend the 
computational region beyond the local coarse cell.   
Each of these problems will be covered in the following subsections where most of the 
content is drawn from the paper (Nunna et al. 2015) published in SPE Reservoir 
Simulation Symposium (RSS) in 2015.  
2.3.1 Algorithm 
In this section, we will describe the diffuse source upscaling algorithm. As is shown in 
Figure 21, we consider a local numerical flow problem, but unlike the plane source 
upscaling discussed in Section 1.1.2, here we assume that the sources or sinks are located 
within the fine cells. 
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Figure 21: 2x2 diffuse source upscaling (Nunna et al. 2015) 
 
Specifically, we impose a total flux at the coarse cell face and calculate the pressure drop 
between two coarse cells. The compressible flow equations and the approximate solution 
to the diffusivity equation are used to define sources and sinks in each of the fine cells, 
consistent with the total imposed flux. 
∇. u⃗ = −ϕct
∂p
∂t
≈ ±
qface
Vp(t)
ϕe−
τ2
4t~ ± qfaceϕeff ………………………………………(2.20) 
where 
ϕeff = ϕe
−τ2/4t ………………………………………………………………………… . (2.21) 
As we see from Eq. (2.20), the strength of the local source and sink terms are proportional 
to the effective porosity ϕeff. The variable τ represents DTOF value at the center of each 
fine cell, and it is calculated by solving the DTOF eikonal equation with the coarse cell 
interface treated as the starting face (τ = 0). At present we are using Dijkstra’s algorithm 
(Nunna 2014) to solve this eikonal equation. The boundary conditions on this local 
problem must be specified in order for the coarse scale equivalent permeability or 
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transmissibility to be computed. The simplest choice is to use no flow boundary conditions 
around the coarse cell external faces, which makes the local flow problem completely 
decoupled from the domain around the upscaling region. We will first utilize this choice 
of boundary condition, but later we will show that it is too restrictive and underestimates 
the effective permeability. In addition, we will not actually solve the time dependent 
diffusivity equation, but will instead select a time at which we calculate the effective 
porosity and allocate the face flux to the fine cells as source or sink terms. If the time is 
chosen to be infinity, then the upscaling is so called pseudo steady state (PSS) diffuse 
source upscaling.  
 
 
 
Figure 22: Diffuse source cell face drainage volume (Nunna et al. 2015) 
 
The diffuse source upscaling algorithm has some important features that can be illustrated 
by Figure 22. In Figure 22, the left picture has two coarse cells where the grey part 
represents the impermeable cells. If we consider a pressure wave moving away from the 
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coarse cell interface, only the cells with finite diffusive time of flight τ are connected with 
the coarse cell interface and the cells with infinite diffusive time of flight τ  are 
disconnected from the coarse cell interface. Therefore, the disconnected cells will not have 
any contribution to the flux at the coarse cell interface. For the cells with finite τ , 
depending upon the time threshold chosen, we may reduce the impact of the cells with 
low permeability, making the results less sensitive to the choice of a net-pay cut-off. The 
right picture of Figure 22 is a sample of 3x3x3 cells from the tight gas field. This is a low 
net to gross system which need not have horizontal flow connectivity across the entire 
coarse cell. The maximum flux is located at the coarse cell interface where the DTOF 
value is zero. The grey part is the disconnected cell with infinite τ, but the remaining cells 
have finite τ and contribute to the upscaling calculation. At early time only the cells right 
beside the face of maximum flux are in the drainage volume region. As time goes on, more 
and more cells with finite τ are included and finally, with the assumption that the outer 
boundary is no flow boundary condition, the flow enters pseudo steady state. 
In addition, we have another figure which shows the variation of flux with time in a 
homogeneous cell (the left coarse cell in Figure 23).  
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Figure 23: Two homogeneous cells  
 
Let us focus on the left coarse cell. We assume that the flow starts from the right face due 
to a source or a sink on the right side of the left coarse cell. In diffuse source upscaling, 
this source or sink refers to the adjacent right coarse cell. The left side of the left coarse 
cell is sealed. For this simple example, at the early time the flux function can be expressed 
in terms of the complementary error function. In the late time when the pseudo steady 
state limit is reached, the flux function is a simple linear function. Specifically, the flux 
function is determined by the following equations: 
At early time,  
q(x, t) = qFerfc (√
ϕμct
4kt
|x|) ;−DX ≤ x ≤ 0……………………………………… . (2.22) 
where the complementary error function erfc(x) is defined as: 
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erfc(x) =
2
√π
∫ e−ξ
2
dξ
∞
x
…………………………………………………………………(2.23) 
At late time, 
q(x, t) =
qF
DX
x + qF; ⁡−DX ≤ x ≤ 0……………………………………………………(2.24) 
Figure 24 below illustrates the flux function at the early time and late time determined by 
Eq. (2.22) and (2.24). From Figure 24, we see that at early time the flux is zero except 
near the coarse cell face, and an upscaling calculation should be focused only on those 
cells near the face. For 3D heterogeneous flow problem, the flux function is more 
complicated and will need to be determined numerically.  
 
 
 
Figure 24: 1D homogeneous diffuse source flux functions (Nunna et al. 2015) 
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2.3.2 Pseudo steady state flow and steady state flow 
In this section, I will show the pressure averaging problem which exists in the old diffuse 
source transmissibility upscaling algorithm using two adjacent homogeneous coarse cells. 
In diffuse source transmissibility upscaling, given that the flux across the coarse cell 
interface is known, we need to calculate the pressure difference between two coarse cells. 
If we use a linear pore volume weighted average to calculate the average pressure in a 
coarse cell and then calculate the pressure difference between two adjacent coarse cells, 
we will get the erroneous answer even in the transmissibility upscaling for homogeneous 
coarse cells. To show this point, we can take a look at the picture in Figure 25 which 
shows the velocity profile of two homogeneous cells with a cross sectional area A, length 
DX of each cell and flux, qF between the cells.  
 
 
 
Figure 25: Velocity profile of steady state flow and pseudo steady state flow 
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The outer boundary condition is the no-flow boundary condition. We compare the velocity 
profile in pseudo steady state (PSS) with that in steady state (SS). For the PSS flow, the 
left coarse cell velocity gradient and the right coarse cell velocity gradient are given by 
Eq. (2.25) and Eq. (2.26):  
∂ul
pss
∂x
=
qF
A ⋅ DX
……………………………………………………………………………(2.25) 
∂ur
pss
∂x
= −
qF
A ⋅ DX
…………………………………………………………………………(2.26) 
In Eq. (2.25) and (2.26), ul
pss
 and ur
pss
 represent the PSS velocity of the left coarse cell 
and the right coarse cell, respectively. Since the outer boundary condition is taken as the 
no-flow boundary condition, the velocity is zero at the edges x = −DX and x = DX. Using 
these boundary conditions, we solve for the velocity in each cell which is given by the 
following two equations: 
ul
pss
=
qF
A
DX + x
DX
;−DX ≤ x ≤ 0………………………………………………………(2.27) 
ur
pss
=
qF
A
DX − x
DX
; 0 ≤ x ≤ DX…………………………………………………………(2.28) 
In contrast, for the SS flow, the velocity is a constant value in the entire upscaling region 
and is given by the following equation: 
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ul
ss = ur
ss =
qF
A
………………………………………………………………………… . . (2.29) 
For the cell pressure profile, we use the 1D Darcy equation: 
u = −
k
μ
∂p
∂x
……………………………………………………………………………… . (2.30) 
where k is the cell permeability and 𝜇 is the fluid viscosity. Based on the velocity equation 
for the PSS flow and the SS flow, we can get the corresponding pressure in the upscaling 
region as follows: 
pl
pss
= pF −
μqFDX
2kA
((
DX + x
DX
)
2
− 1) ;−DX ≤ x ≤ 0………………………………(2.31) 
pr
pss
= pF +
μqFDX
2kA
((
DX − x
DX
)
2
− 1) ; 0 ≤ x ≤ DX……………………………… . . (2.32) 
pl
ss = pF −
μqF
kA
x;−DX ≤ x ≤ 0……………………………………………………… . (2.33) 
pr
ss = pF −
μqF
kA
x; 0 ≤ x ≤ DX…………………………………………………………(2.34) 
where pF  in Eq. (2.31 −  2.34) represents the pressure at cell interface. The above 
equations show a quadratic relationship of pressure in terms of the x coordinate in the PSS 
flow, while the pressure varies linearly with the variable x in the SS flow. For the average 
cell pressure in the PSS flow, it is given by the following equations: 
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p̅l =
1
DX
∫ {pF −
μqFDX
2kA
((
DX + x
DX
)
2
− 1)} dx
0
−DX
…………………………………(2.35) 
p̅r =
1
DX
∫ {pF +
μqFDX
2kA
((
DX − x
DX
)
2
− 1)}dx
DX
0
………………………………… . (2.36) 
The result of the above two integrals is 
p̅l = pF +
μqFDX
3kA
……………………………………………………………………… . . (2.37) 
p̅r = pF −
μqFDX
3kA
……………………………………………………………………… . . (2.38) 
With the average cell pressure, the old diffuse source transmissibility upscaling uses the 
following equation to determine the inter-cell transmissibility: 
T =
qF
p̅l − p̅r
……………………………………………………………………………… . (2.39) 
If we use Eq. (2.39) for the inter-cell transmissibility in PSS flow, we will obtain the 
following result: 
Tpss =
3
2
kA
μDX
……………………………………………………………………………(2.40) 
However, we know the solution of transmissibility between two homogeneous cells which 
is given by the equation: 
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TSS =
kA
μDX
………………………………………………………………………………(2.41) 
Therefore, we see that there is an extra pre-factor 
3
2
 from the PSS solution. This result 
indicates that it is incorrect to use Eq. (2.39) to calculate the inter-cell transmissibility in 
diffuse source upscaling. This is the reason why we need to consider the pressure 
averaging problem in diffuse source upscaling.  
2.3.3 Pressure averaging 
 
 
 
Figure 26: 1D Homogeneous discrete 4 cell pressure solution (Nunna et al. 2015) 
 
In the last section, we have seen that the PSS pressure solution is a quadratic function and 
the SS pressure solution is a linear function. The discretized form of these two different 
pressure profiles is shown in Figure 26 where four identical fine cells are aligned in a line. 
The black curve represents the pressure solution of DS upscaling where each cell has a 
 53 
 
source or sink strength of q 2⁄  in the PSS limit. The red straight line is the pressure 
solution from steady state upscaling. Since the linear pore volume weighted average cell 
pressure will yield the overestimated inter-cell transmissibility for two adjacent 
homogeneous coarse cells, we need to find another method on how to use the pressure 
solution from the local DS upscaling to make sure that the DS upscaling algorithm can 
generate the correct inter-cell transmissibility for the simplest upscaling example-the 
upscaling of two adjacent homogeneous coarse cells. If we focus on the fine cells 
immediately adjacent to the coarse cell interface, we recognize that the two pressure 
profiles are identical. For a finite difference calculation, these half cells have locally 
reached a steady state limit. Hence we may use the fine cell pressures immediately 
adjacent to the coarse cell face to define an effective face permeability. Then the effective 
face permeability determined from the diffuse source calculation is applied to the 
calculation of steady state transmissibility in the simulator. Therefore, the equation for the 
effective steady state transmissibility is given as follows: 
Teff =
L1
L2
qface
< p >L −< p >R
……………………………………………………………(2.42) 
In Eq. (2.42), L1 is the length of the line that connects the center of the two pressure 
averaging regions; L2 is the length of the line that connects the center of the two coarse 
cells. < p >L/R represents the effective pore volume weighted average pressure which 
makes use of the fine cells right beside the coarse cell interface. They are given by the 
following two equations: 
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< p >L=
∑ pi × PVi × e
−
τi
2
4t
NL
i=1
∑ PVi
NL
i=1 × e
−
τi
2
4t
…………………………………………………………(2.43) 
< p >R=
∑ pi × PVi × e
−
τi
2
4t
NR
i=1
∑ PVi
NR
i=1 × e
−
τi
2
4t
…………………………………………………………(2.44) 
In Eq. (2.43) and (2.44), NL/R represents the number of fine cells right beside the two 
sides of the coarse cell interface. The DTOF τ is calculated with the starting point located 
at the coarse cell face. 
 
 
 
Figure 27: Pressure averaging 
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To clearly illustrate the pressure averaging region, Figure 27 above is a pair of 3x3 cells. 
For the left coarse cell, the pressure averaging region is the region between line 1 and line 
2. For the right coarse cell, the pressure averaging region is the region between line 2 and 
line 3.  Each fine cell has its own pore volume and the DTOF which are used in Eq. (2.43) 
and (2.44).  
2.3.4 Pseudo-steady state results 
Some PSS results will be shown in this section. From the PSS results, we will see that the 
local PSS diffuse source upscaling is not good enough to capture the local flow behavior 
precisely. 
The first example is the result of effective permeability from the local PSS diffuse source 
upscaling. Figure 28 below shows an example of the local DS PSS upscaling which yields 
an extremely abnormal low effective permeability. Flow is from left to right and the two 
cells with very low permeability are highlighted. In Figure 28(a) we see that almost all of 
the cell permeabilities are in the range of 10 − 20 D, with the exception of two cells less 
than one mD. However, despite the reduction in permeability, these cells still have 
significant porosity, Figure 28(b), and therefore, these low permeability cells have diffuse 
source strengths that are comparable to any other cell. As a result, the pressure gradient 
between the two face cells will be very high, Figure 28(c), and therefore, we get an 
extremely low effective permeability result. Obviously, this extremely low effective 
permeability result does not reflect the true permeability distribution within the local 
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coarse cells and the true cell connectivity. If we make use of the transient diffuse source 
concept, the time parameter in the transient diffuse source can help reduce the source 
weight in those low permeable cells, leading to the increased effective permeability result. 
For example, in Figure 28, with the use of the diffuse source time we expect to see that 
the low permeable cells will have negligible impact on the effective permeability result 
and the final inter-cell effective permeability will be large enough. 
 
          
 
(a) (b)                               
 
 
 
(c) 
 
Figure 28: Performance of the PSS diffuse source algorithm  
(3x3x1). (a) permeability. (b) pore volume. (c) DS PSS pressure (Nunna et al. 2015) 
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(a) 
 
 
(b) 
 
Figure 29: Tight gas pseudo steady state upscaling result. (a) 2x2xN. (b) 3x3xN. 
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The second example is the cumulative gas recovery result from upscaled tight gas model. 
The upscaled model is generated by PSS diffuse source upscaling with the local effective 
face permeability calculated according to the pressure averaging approach proposed in the 
last section. The adaptive upgridding approach (Zhou and King, 2011) is used to reduce 
the number of simulation grid cells and also preserve the vertical flow communication. 
2 × 2 × N and 3 × 3 × N upscaling results are shown in Figure 29. These results are 
generated by Nunna et al. (2015). In Figure 29 (a) and (b), the horizontal axis represents 
the production time and the vertical axis is the cumulative gas recovery. The black dash 
line represents the fine scale tight gas result and the light green solid line is the PSS diffuse 
source upscaling result. We can see that the PSS diffuse source upscaling result is lower 
than the fine scale result.   
The third example is the cumulative oil production result from the 3 × 3 × 1 upscaled 
SPE10 model. The 3 × 3 × 1  upscaled model is generated by PSS diffuse source 
upscaling. Here I will show the comparison between the fine scale result and the PSS 
diffuse source upscaling result. In Figure 30, the vertical axis represents the cumulative 
oil production and the horizontal axis represents the oil production time. The black dash 
line represents the fine scale oil production result and the red solid line represents the PSS 
diffuse source upscaling result. Obviously, the cumulative oil production result obtained 
from the upscaled model is much lower than the fine scale result.   
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Figure 30: SPE10 3x3x1 pseudo steady state upscaling result 
 
One reason for this large discrepancy is the use of the PSS diffuse source. In SPE10, 
especially in the bottom zone of this model, similar to the example shown in Figure 28, 
we will encounter many local coarse cells that are a mixture of very high permeable cells 
and very low permeable cells. The use of the PSS diffuse source will always lead to an 
erroneous result of the inter-cell effective permeability. Another reason for this 
underestimation is the strict no flow boundary condition. Here I will show two examples 
to illustrate the need to include the neighboring cells in the local upscaling. The first 
example is from the top zone and the second example is from the bottom zone.  
The first example is from Layer 1.  
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(a)  
 
 
 
(b) 
 
Figure 31: Permeability and porosity distribution (layer 1). (a) permeability. (b) 
porosity. 
 
In Figure 31, the two black boxes denote the two upscaling coarse cells. The cells outside 
the boxes represent the buffering region. From Figure 31(a), the neighboring cells right 
outside the boxes have comparable permeability as the cells inside the boxes do. If we 
treat the common face of two coarse cells (the vertical bar in the middle) as the face with 
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the DTOF 𝜏 equal to 0, we can calculate each fine cell DTOF with respect to that vertical 
bar.  
 
 
 
Figure 32: The fine cell DTOF (layer 1) 
 
Figure 32 is the fine cell DTOF result with respect to the flux face in the middle. As we 
can see from this figure, in the region near to the flux face (the vertical bar in the middle), 
the cells have small DTOF value which is denoted by the purple color; in the region far 
from the flux face, the cells have relatively large DTOF. Since the local flow is driven by 
the diffuse source allocated in the fine cells and the diffuse source in each fine cell is 
proportional to its effective porosity defined by Eq. (2.19.2), to show the need for the cells 
outside the local upscaling region, I also calculate the effective porosity of each fine cell 
related to the flux face and the result is in Figure 33 below. From Figure 33, we see that 
outside the local upscaling region, there are still many cells having comparable diffuse 
source as the cells in the local upscaling region. These neighboring cells affect the internal 
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flow in the upscaling region. It is necessary to add those neighboring cells into the local 
upscaling calculation.   
 
 
 
Figure 33: The fine cell effective porosity (layer 1) 
 
 The second example is from Layer 51. Similar to the first example, in Figure 34(a) we 
see in the region outside the black boxes the cells have comparable permeability as the 
cells inside the boxes. Also, in Figure 36 the neighboring cells outside the boxes have 
comparable diffuse source as those cells in the upscaling region.  
All the examples shown in this section lead us to make use of transient diffuse source 
which can reduce the impact of the low permeable cells. Also, the last two examples show 
that we need to consider adding more cells into the upscaling calculation. In next section, 
we will be focused on the discussion on the specification of the diffuse source time and 
the upscaling computational region. 
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(a) 
 
 
 
(b) 
 
Figure 34: Permeability and porosity distribution (layer 51). (a) permeability. (b) 
porosity.  
 
 
 
Figure 35: The fine cell DTOF (layer 51) 
 64 
 
 
 
Figure 36: The fine cell effective porosity (layer 51) 
 
2.3.5 Specification of diffuse source time and upscaling computational region 
In this section, we will discuss how to determine the diffuse source time which is needed 
in the transient diffuse source upscaling. Also, we will discuss the effect of extending the 
upscaling computational region from the local coarse cell to a larger domain. The diffuse 
source time is fixed as we study how the effective permeability is sensitive to the 
computational domain.  
2.3.5.1 Diffuse source time equation 
First, let us focus on the specification of diffuse source time. Since the diffuse source time 
is used to convey the information about the radius of investigation from the impulse, it is 
correlated with the internal fine cell DTOF because the DTOF can be used to characterize 
the slowness of the pressure wave front propagation from the impulse source/sink. In 
addition, as mentioned in Section 2.3.1, in DS upscaling, locally the impulse source and 
sink are imposed at common interface of adjacent two coarse cells and the source and sink 
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are triggered at the same time. Therefore, the diffuse source time in the source coarse cell 
should be the same as the diffuse source time in the sink coarse cell. In this way, we can 
capture the difference of the pressure wave front propagation in the two coarse cells which 
arises from the heterogeneity of the petrophysical properties (permeability and porosity). 
Also, the diffuse source time of a coarse cell should distinguish the extremely low 
permeable cells from the high permeable cells and reduce the impact of those extremely 
low permeable cells on the effective permeability results. Last but not the least, the diffuse 
source time should make sure that most of relatively high permeable fine cells within the 
two connected half coarse cells are well connected to the coarse cell flux face.  
Now we come to the question what equation we should use to calculate the diffuse source 
time. To answer this question, we will ask another question: when will the entire coarse 
cell begin to reach pseudo steady state in the local DS upscaling? According to Eq. (2.21), 
we know that the fine cell diffuse source is proportional to the exponential term e−τ
2 4t⁄  
where τ denotes the fine cell DTOF and t is the diffuse source time. Therefore, if the 
diffuse source exponential term of most of the fine cells is smaller than 1/e, we can say 
that the coarse cell begins to reach pseudo steady state. This implies the following equation 
for the diffuse source time: 
t =
(τc)
2
4
………………………………………………………………………………… . (2.45) 
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where τc denotes the characteristic DTOF for the coarse cells in the local DS upscaling. 
Here we take this characteristic DTOF τc as 2τavg where τavg is an average DTOF of the 
fine cells in upscaling. The reason why we choose 2τavg  is that in the limit of the 
homogeneous situation 2τavg is the DTOF at the coarse cell boundary. Therefore, in the 
following discussion, we will use the following equation to determine the diffuse source 
time: 
t =
(2τavg)
2
4
= τavg
2 …………………………………………………………………… . (2.46) 
Now we will discuss how to calculate the average DTOF τavg. Here we propose four 
methods that may be used to determine the average DTOF. The first method is described 
by the following equation: 
τavg =
∑ τiPVie
−
τi
2
4tNi=1
∑ PVie
−
τi
2
4tN
i=1
……………………………………………………………………(2.47) 
This equation indicates that the coarse cell average DTOF is equal to the effective pore 
volume weighted average of τ and the diffuse source time t can be solved iteratively by 
substituting Eq. (2.47) into Eq. (2.46). This method is called “L1-iteration”. In Eq. (2.32), 
if we replace the effective pore volume by the fine cell pore volume, we have the second 
method: 
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τavg =
∑ PViτi
N
i=1
∑ PVi
N
i=1
……………………………………………………………………… . . (2.48) 
This method is called “L1-noniteration”. In the third method, the square of the coarse cell 
average DTOF is equal to the effective pore volume weighted average of 𝜏2 and it is also 
solved iteratively.  
τavg
2 =
∑ τi
2PVie
−
τi
2
4tNi=1
∑ PVie
−
τi
2
4tN
i=1
………………………………………………………………… . . (2.49) 
This method is called “L2-iteration”. In the last method, the square of the coarse cell 
average DTOF is determined by the pore volume weighted average of τ2: 
τavg
2 =
∑ PViτi
2N
i=1
∑ PVi
N
i=1
……………………………………………………………………… . (2.50) 
 This method is called “L2-noniteration”. In Eq. (2.47-2.50), "PV" stands for the fine cell 
pore volume; N represents the number of fine cells in some specific coarse cell. In every 
local upscaling, we have four different choices for the value of diffuse source time. To 
find out which method we may use in the upscaling, I select several different examples 
from the SPE10 model and the time sensitivity test is conducted based on these selected 
examples. The time sensitivity test is designed in the way that each diffuse source time 
determined by one of the four methods is multiplied by a time coefficient factor which 
varies from 0.01 to 10000 and then we see how the effective face permeability between 
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the two coarse cells varies with this coefficient factor. In each example I will show four 
sensitivity results each of which corresponds to one of the four methods. The final decision 
on which method we may use is made based on the following two conditions: 
The first condition is how stable the effective permeability is at the diffuse source 
determined by each method. The second condition is whether the effective permeability 
can capture the main feature of the fine cell permeability in the local coarse cell. In other 
words, if the upscaling region is in the high permeable area, then we expect the resulting 
effective permeability should have a high value; if the upscaling region is in the very low 
permeable area, then we expect the resulting effective permeability should have a very 
low value.  
Since the upscaling computational region also affects the effective permeability result, the 
spatial sensitivity test is carried out along with the time sensitivity test. In the spatial 
sensitivity test, the coarse cell diffuse source time is fixed and we increase the size of the 
computational domain. When the computational domain is large enough, the boundary 
condition of the local upscaling based on the extended computational region can be 
approximated by the no flow boundary condition. Similarly, this is because the diffuse 
source in every fine cell has an exponential term e−
τ2
4t . When the size of the computational 
domain is increased, the DTOF τ of the cells on the boundaries also increases. With the 
diffuse source time fixed and when the size of the computational region is large enough, 
the diffuse source of the cells on the boundaries will be approximately zero and therefore, 
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the corresponding boundary condition of the extended computational region can be 
thought as no flow boundary condition. In addition, at the time when the computational 
region is large enough, the local coarse cell is approximately in the pseudo-steady state 
and the resulting effective permeability will be stabilized with respect to the upscaling 
computational domain. 
2.3.5.2 Time sensitivity test and spatial sensitivity test  
Now we will see several examples for the sensitivity test. The first example is from the 
bottom zone of the SPE10 model. Figure 37 below shows the permeability and porosity 
distribution in the local coarse cells. From Figure 37 we see that the fine cells in the 
upscaling coarse cells have very low permeability, but the porosity is not very low. 
Because in the upscaling here we emphasized the interaction between the local coarse cells 
and the cells outside the coarse cells, the permeability and porosity of the cells outside the 
local coarse cells is also shown in Figure 38. In Figure 38, the region within the black 
boxes in the middle layer is the upscaling region. The cells on the top layer and the bottom 
layer are treated as the buffering region. From Figure 38, we can see that the coarse cells 
are in the low permeable region. Not very far from the coarse cells, there is a patch of high 
permeable area. 
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(a) 
 
 
 
(b) 
 
Figure 37: Coarse cell permeability and porosity distribution (example 1). (a) 
permeability. (b) porosity.  
 
 
 
 
 
(a) 
 
Figure 38: Permeability and porosity distribution (example 1). (a) top layer. 
(b) middle layer. (c) bottom layer. 
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(b) 
 
 
 
 
(c) 
 
Figure 38 Continued 
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For the convenience of the latter discussion, first I will explain how I name different 
buffering regions. Horizontally, I use the word “ring” to define the buffering regions. 
Figure 39 below shows us a 1 ring buffering region. The cells denoted by the grey shaded 
boxes form a ring around the coarse cells and therefore, the buffering region is named as 
“1 ring”.  The name of the buffering region depends on how many rings are formed by the 
cells in the buffering region. For example, 6 ring buffering region means that the cells in 
the buffering region used for the upscaling form 6 rings.  
 
 
 
Figure 39: 1 ring buffering region 
 
Vertically, I use the word “2D” or “3D” to distinguish whether the layers above and below 
the coarse cells are added into the computational region. If the buffering region is three 
dimensional (3D), above and below the target coarse cells we have the same number of 
layers added into the computational region. For example, the name “6 ring-3D-1 layer” 
means horizontally the buffering region is 6 ring and vertically there is one layer above 
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and one layer below the upscaling coarse cells. The result of time sensitivity test and 
spatial sensitivity test is as follows: 
 
 
 
(a) 
 
Figure 40: Sensitivity test result of the first example (a) L2-iteration method. (b) 
L1-iteration method. (c) L2-noniteration method. (d) L1-noniteration method. 
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(b) 
 
 
 
(c) 
 
Figure 40 Continued 
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(d) 
 
Figure 40 Continued 
 
The four values of the averaged DTOF are shown in Table 1: 
 
 L2-iteration 
 
L1-iteration 
 
L2-noniteration 
 
L1-noniteration 
 
averaged DTOF 
square (hour) 
 
5.31 3.79 7.58 6.27 
 
Table 1: Diffuse source time (example 1) 
 
From this example, we can see that the coarse cell diffuse source time calculated by the 
four methods is not very different. The sensitivity results based on the four different 
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methods are similar. In each plot, horizontally we can know how the effective permeability 
is sensitive to the coarse cell diffuse source time; vertically we can know how the effective 
permeability is sensitive to the computational domain used for the local upscaling. From 
Figure 40, we see that the effective permeability at the time coefficient equal to 1 is 
located in the stable region. Also, the size of the computational domain does not need to 
be very large before the effective permeability result get stable with respect to the variation 
of the upscaling computational domain. Horizontally, 6 ring buffering region is already 
large enough for a stable effective permeability. Vertically, we see that the 2D result is 
very close to the 3D result in the first example.  
 
 
(a) 
 
(b) 
Figure 41: Coarse cell permeability and porosity distribution (example 2). (a) 
permeability. (b) porosity. 
 77 
 
The second example is from the top zone of SPE10 model and most of the fine cells in the 
coarse cells have high permeability and porosity. Figure 41 above shows the fine cell 
permeability and porosity in the coarse cells. The permeability and porosity of the cells 
outside the coarse cells is shown in Figure 42. From Figure 42(b), we see that the 
upscaling coarse cells are located within the high permeable area. 
 
 
 
 
(a) 
 
Figure 42: Permeability and porosity distribution (example 2). (a) top layer. (b) 
middle layer. (c) bottom layer. 
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(b) 
 
 
 
 
(c) 
 
Figure 42 Continued 
 
The result of time sensitivity test and spatial sensitivity test is as follows: 
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(a) 
 
 
 
(b) 
 
Figure 43: Sensitivity test result of the second example (a) L2-iteration method. (b) 
L1-iteration method. (c) L2-noniteration method. (d) L1-noniteration method. 
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(c) 
 
 
 
(d) 
 
Figure 43 Continued 
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The four values of the averaged DTOF are shown in Table 2: 
 
 L2-iteration 
 
L1-iteration 
 
L2-noniteration 
 
L1-noniteration 
 
averaged DTOF 
square (hour) 
 
5.41E-3 3.37E-3 8.69E-3 6.43E-3 
 
Table 2: Diffuse source time (example 2) 
 
In this example, L1-iteration method yields the smallest diffuse source time, while all the 
other methods yield the comparable diffuse source time. All the four plots are similar. In 
time sensitivity test, as the time coefficient changes, we see that the change of the effective 
permeability result is very small. In addition, we can see from the plots that the 2D 
upscaled effective permeability is very close to the 3D upscaled effective permeability. 
Horizontally, the effective permeability gets stable very fast before we need more rings 
for upscaling. 6 ring buffering region is large enough. Also, the value of the effective 
permeability is in an acceptable range according to the permeability distribution in the 
local coarse cell.    
According to these two examples, we cannot distinguish which method we may use 
because the results given by these four methods are very close, but we see that we do not 
need very large computational region to make sure the effective permeability result gets 
stable. In addition, the local coarse cells in these two examples do not have the cells that 
are highly contrasted in permeability. However, in SPE10 model, as is introduced in 
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Section 2.2, there are many coarse cells which are mixture of very high permeable cells 
and very low permeable cells. The real challenging in upscaling is the upscaling of those 
high contrast coarse cells. Therefore, next I will show several high contrast examples and 
the discussion will be made based on the effective permeability sensitivity result.  
Next we have the third example. The two coarse cells in the black boxes are the cells for 
upscaling. From Figure 44(b) we can see that the coarse cells are located at the interface 
of the channel barrier. Most part of the coarse cells is in the very low permeable region 
while a small part is in the high permeable channel region. In Figure 44, only part of the 
buffering region is shown. 
 
 
 
 
(a) 
 
Figure 44: Permeability and porosity distribution (example 3). (a) top layer. (b) 
middle layer. (c) bottom layer. 
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(b) 
 
 
 
 
(c) 
 
Figure 44 Continued 
 
Here is the time sensitivity and spatial sensitivity result for the third example: 
 84 
 
 
(a) 
 
 
 
(b) 
 
Figure 45: Sensitivity test result of the third example (a) L2-iteration method. (b) 
L1-iteration method. (c) L2-noniteration method. (d) L1-noniteration method. 
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(c) 
 
 
 
(d) 
 
Figure 45 Continued 
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The four values of the averaged DTOF are shown in Table 3: 
 
 L2-iteration 
 
L1-iteration 
 
L2-noniteration 
 
L1-noniteration 
 
averaged DTOF 
square (hour) 
 
0.105 0.0398 1.20 0.544 
 
Table 3: Diffuse source time (example 3) 
 
In the sensitivity test result, each plot has ten curves. Each curve represents a different 
buffering region. Horizontally, we have three choices: 6 ring, 9 ring and 12 ring. 
Vertically, we also have three choices: no layer on the top and no layer at the bottom (2D), 
one layer on the top and one layer at the bottom (3D-1 layers) and two layers on the top 
and two layers at the bottom (3D-2 layers).  
As we can see, when the diffuse source time is very small, the effective permeability given 
by L1-iteration method is stable with respect to the time coefficient. This is because the 
flow is concentrated in the high permeable cells at small diffuse source time. When the 
diffuse source time is large enough, from the sensitivity plots, we can see that the effective 
permeability starts to decline and the reason is due to the low permeable cells. The diffuse 
source in the low permeable cells becomes non-negligible and pulls down the effective 
permeability. In addition, we see that the effective permeability obtained from the local 
coarse cell is obviously smaller than the result obtained from the larger computational 
region. We see that the 3D result is different from the 2D result. The 3D result is the 
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highest. According to the cell permeability and porosity in this example, the effective 
permeability obtained from the local coarse cell is too small. When the time coefficient is 
greater than 1, the 3D result is stable with respect to the time coefficient. As for the 
computational region sensitivity test, from this example, we see that we do not need a very 
large buffering region before the resulting effective permeability gets stable. Horizontally 
the buffering region needs only 6 extra rings and vertically it only needs one more layer 
on the top and one more layer at the bottom. In this example, the stable effective 
permeabilities given by the four methods are very close and it is hard to make decision on 
which method we may use.  
 
 
 
 
(a) 
 
Figure 46: Permeability and porosity distribution (example 4). (a) top layer. (b) 
middle layer. (c) bottom layer. 
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(b) 
 
 
 
 
(c) 
 
Figure 46 Continued 
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The fourth example has the permeability and porosity distribution as above. From Figure 
46(b), we see that the two coarse cells cover the high permeable channel with some low 
permeable cells on two sides. Part of the buffering region is shown in the figures. Here is 
the time sensitivity and spatial sensitivity result for the fourth example: 
 
 
 
(a) 
 
Figure 47: Sensitivity test result of the fourth example (a) L2-iteration method. (b) 
L1-iteration method. (c) L2-noniteration method. (d) L1-noniteration method. 
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(b) 
 
 
 
(c) 
 
Figure 47 Continued 
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(d) 
 
Figure 47 Continued 
 
The coarse cell averaged DTOF calculated by the four methods is shown in Table 4: 
 
 L2-iteration 
 
L1-iteration 
 
L2-noniteration 
 
L1-noniteration 
 
averaged DTOF 
square (hour) 
 
2.80E-4 9.90E-5 6.86E-2 6.06E-3 
 
Table 4: Diffuse source time (example 4) 
 
In addition, we have three tables of the effective permeability result obtained using 
different buffering regions (Table 5).  
0
1000
2000
3000
4000
5000
6000
0.01 0.1 1 10 100 1000 10000
E
ff
ec
ti
v
e 
p
er
m
ea
b
il
it
y
 (
m
D
)
Time coefficient
Sensitivity test by L1-noniteration method
Local coarse cell
6 ring-2D
9 ring-2D
12 ring-2D
6 ring-3D-1 layer
9 ring-3D-1 layer
12 ring-3D-1 layer
6 ring-3D-2 layers
9 ring-3D-2 layers
12 ring-3D-2 layers
 92 
 
 Effective permeability (mD) 
 
L2 iteration 4786.205 
  
L1 iteration 4765.2 
 
L2 non-iteration 151.4532 
 
L1 non-iteration 4455.8 
 
 
(a) 
 
 Effective permeability (mD) 
 
L2 iteration 4834.8 
 
L1 iteration 4789.5 
 
L2 non-iteration 1618.4 
 
L1 non-iteration 4800.1 
 
 
(b) 
 
 Effective permeability (mD) 
 
L2 iteration 4834.8 
 
L1 iteration 4789.5 
 
L2 non-iteration 1618.4 
 
L1 non-iteration 4800.1 
 
 
(c) 
 
Table 5: The effective permeability result (example 4). (a) local coarse cell only. (b) 
6 ring-3D buffering region. (c) 9 ring-3D buffering region. 
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Similar to the third example, each sensitivity plot in this example has ten curves each of 
which stands for a different buffering region. From this example, we see that L2 non-
iteration method gives the smallest effective permeability. L2 non-iteration method yields 
very small effective permeability when we use only the local coarse cell as the upscaling 
computational region. Therefore, this is another example which shows the upscaling based 
on the local coarse cell underestimates the inter-cell effective permeability.  
In the spatial sensitivity test, according to the result, we see that the effective permeability 
gets stable when the buffering region horizontally has 6 extra rings and vertically has one 
more layer on the top and one more layer at the bottom. 
Next, we discuss the time sensitivity result. In both L1 and L2 iteration method, we see a 
flat line at early time and the effective permeability at the time coefficient equal to 1 lies 
in this flat interval. As the time coefficient increases, we see that the effective permeability 
declines very fast. This decline is due to the low permeable cells. The weight of the diffuse 
source in the low permeable cells increases as the time coefficient increases. Therefore, 
when the time coefficient is big enough, the diffuse source allocated in the low permeable 
cells is non-negligible and those low permeable cells make contribution to the flux across 
the coarse cell interface. In L1 and L2 non-iteration method, we see that at the time 
coefficient equal to 1, the estimated effective permeability is located in the transition 
interval (L2 non-iteration) or at the starting point of the transition interval (L1 non-
iteration). Therefore, the effective permeability calculated by the L1 and L2-noniteration 
methods is not very stable in the vicinity of the time coefficient 1.  
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(a) 
 
 
 
 
(b) 
 
Figure 48: Permeability and porosity distribution (example 5). (a) top layer. (b) 
bottom layer. 
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The fifth example has the permeability and porosity distribution as above. The two coarse 
cells are in the bottom layer of the SPE10 model, so in this example there are only two 
layers shown in Figure 48. The two coarse cells only have a few cells that have very high 
permeability. The rest of the cells all have very low permeability compared to the high 
permeable cells. Here only part of the buffering region is shown in the figures. This is an 
example of upscaling for the high contrast cells. Here is the time sensitivity result and 
spatial sensitivity result for the fifth example: 
 
 
 
(a) 
 
Figure 49: Sensitivity test result of the fifth example (a) L2-iteration method. (b) 
L1-iteration method. (c) L2-noniteration method. (d) L1-noniteration method 
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(b) 
 
 
 
(c) 
 
Figure 49 Continued 
0
500
1000
1500
2000
2500
3000
0.01 0.1 1 10 100 1000 10000
E
ff
ec
ti
v
e 
p
er
m
ea
b
il
it
y
 (
m
D
)
Time coefficient
Sensitivity test by L1 iteration method
Local coarse cell
6 ring-2D
9 ring-2D
12 ring-2D
6 ring-3D-1 layer
9 ring-3D-1 layer
12 ring-3D-1 layer
0
200
400
600
800
1000
1200
1400
1600
1800
2000
0.01 0.1 1 10 100 1000 10000
E
ff
ec
ti
v
e 
p
er
m
ea
b
il
it
y
 (
m
D
)
Time coefficient
Sensitivity test by L2 noniteration method
Local coarse cell
6 ring-2D
9 ring-2D
12 ring-2D
6 ring-3D-1 layer
9 ring-3D-1 layer
12 ring-3D-1 layer
 97 
 
 
 
(d) 
 
Figure 49 Continued 
 
The coarse cell averaged DTOF calculated by the four methods is shown in Table 8: 
 
 L2-iteration 
 
L1-iteration 
 
L2-noniteration 
 
L1-noniteration 
 
averaged DTOF 
square (hour) 
 
2.71E-4 
 
8.34E-5 
 
8.34 
 
2.85 
 
 
Table 6: Diffuse source time (example 5) 
 
Similar to Example 4, here we have three tables which are the effective permeability result 
obtained by using different buffering regions (Table 7).  
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 Effective permeability (mD) 
 
L2 iteration 0.3178 
 
L1 iteration 2455.8 
 
L2 non-iteration 0.3342 
 
L1 non-iteration 0.326 
 
 
(a) 
 
 Effective permeability (mD) 
 
L2 iteration 42.5293 
 
L1 iteration 2455.8 
 
L2 non-iteration 74.8 
 
L1 non-iteration 128.6 
 
 
(b) 
 
 Effective permeability (mD) 
 
L2 iteration 77.381 
 
L1 iteration 2455.8 
 
L2 non-iteration 132.5 
 
L1 non-iteration 222.1 
 
 
(c) 
 
Table 7: The effective permeability result (example 5). (a) local coarse cell only. (b) 
6 ring-3D buffering region. (c) 9 ring-3D buffering region.  
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This is a tough example. Three methods (L2 iteration, L2-noniteration & L1-noniteration) 
give very large diffuse source time for the left coarse cell. The consequence of the large 
diffuse source time is that the computational region needs to be very large before we get 
the stable effective permeability result. Therefore, in this example it is difficult to do the 
spatial stability analysis if we use L2 iteration method, L2-noniteration method and L1-
noniteration method. Similar to the previous examples, when the left coarse cell diffuse 
source time is very large, the diffuse source allocated to the low permeable cells will be 
non-negligible and therefore, the low permeable cells will make contribution to the total 
flux at the coarse cell face. However, in reality, according to the cell permeability 
distribution in this local area, the main flow should be concentrated in those high 
permeable cells. In L1-iteration method, the coarse cell diffuse source time is very small. 
Therefore, in the sensitivity test by L1-iteration method, we see that the effective 
permeability gets stable very fast as the size of the computational region increases. In 
addition, the effective permeability is also very stable with respect to the time coefficient 
in the sensitivity test by L1-iteration method. 
2.3.5.3 Discussion  
In this section, we have studied the time sensitivity and spatial sensitivity of the effective 
permeability in the local diffuse source upscaling. Five examples from the SPE10 model 
are used for this study. These five examples can be divided into two groups. The first two 
examples form a group and the last three examples form another group.  
 100 
 
The local coarse cells in the first two examples are not high contrasted cells. The averaged 
DTOF results obtained from different methods have small variation. According to the 
sensitivity test result, we  see that spatially the computational region does not need to be 
very large before the stabilization of the effective permeability result. Horizontally the 6 
ring buffering region is enough and vertically we do not need extra layers. Therefore, a 6 
ring-2D buffering region is enough for the first two examples. As for the time sensitivity 
test, in the first two examples, the effective permeability is stable at the diffuse source time 
calculated by each method. The effective permeabilities from the four methods are very 
close to each other in the first two examples. This makes it very hard to decide which 
method we should use to calculate the diffuse source time for the coarse cell.  
In the last three examples, the coarse cells have high contrasted permeability and the 
resulting averaged DTOF calculated from the four equations has a strong variation. In 
addition, from Example 3 we see that we can have different effective permeability results 
which depends on whether we include the vertical connection in upscaling. This leads us 
to do some more stability analysis for these high contrasted coarse cells. In the last three 
examples, two 3D effective permeability results are compared. One result is based on the 
3D-1 layer upscaling region and the other result is based on the 3D-2 layers upscaling 
region. We find that one extra layer on each side of the coarse cells vertically is already 
enough for Example 3 and Example 4. Example 5 is a tough example. In Example 5, L2-
iteration method, L2-noniteration method and L1-noniteration method give very large 
averaged DTOF for the coarse cells, which challenges the spatial sensitivity test. The L1-
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iteration method gives very small averaged DTOF  for Example 5 and we see the stability 
of the effective permeability with respect to the diffuse source time and the computational 
region in the sensitivity test by L1-iteration method. However, it is still hard to decide 
which method we may use to calculate the coarse cell diffuse source time.  
 In conclusion, from the sensitivity test we learned that the variation of the averaged DTOF 
given by the four equations depends on the permeability heterogeneity in the upscaling 
region. The occurrence of high contrast permeability cell leads to a strong variant averaged 
DTOF results from different methods. L2-noniteration method yields the largest averaged 
DTOF and L1-iteration method yields the smallest averaged DTOF. If the permeability 
field in the upscaling region is not that high contrasted, we can choose any of the four 
methods to calculate the coarse cell diffuse source time. Secondly, we learned that the 
effective permeability results depend on where we put the boundary for the upscaling 
computational region. As the diffuse source time is fixed, we see that the effective 
permeability results will get stabilized as the upscaling computational region expands. 
However, since the boundary of the upscaling computational region is determined 
according to the exponential term in the diffuse source, then the heterogeneity of the 
permeability field can affect the boundary of the upscaling computational region. If the 
permeability heterogeneity is very strong, we may need a very large computational region 
to get the stable effective permeability results. Therefore, the upscaling for very high 
contrast coarse cells, e.g., Example 5, is a challenging and needs more investigation or 
new upscaling methods.          
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2.4 Summary 
To conclude this chapter, here I will summarize the diffuse source upscaling algorithm: 
Step 1: we have two adjacent coarse cells. Start from the common coarse cell face with 
the DTOF τ = 0 and find out the DTOF for all the fine cells in each coarse cell.  
Step 2: after knowing the diffusive time of flight for all the fine cells in each coarse cell, 
we calculate the coarse cell diffuse source time. As for which method we use for the 
calculation of the diffuse source time, I have claimed that we can use any of the four 
methods from the last section to calculate the coarse cell diffuse source time as long as the 
two upscaling coarse cells are not very high contrasted. The four methods yield very close 
result. The upscaling for very high contrast coarse cells is a challenging and needs more 
investigation or new upscaling methods.  
Step 3: in every local upscaling, we set the computational region to be a region that is 
larger than the region occupied by the two adjacent coarse cells. As for how large the 
computational region is, according to the result from the last section, this computational 
region does not need to be very large except when the coarse cells are extremely high 
contrasted. With the prescribed computational region, find out the DTOF for all the fine 
cells in this prescribed computational region so that we can allocate the diffuse source to 
each fine cell. 
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Step 4: after the allocation of the fine cell diffuse source, we build the pressure equations 
according to the mass conservation.  
Step 5: solve the pressure equations and use only the cell pressure that is right at the coarse 
cell interface to determine the effective face permeability.  
Step 6: with the effective face permeability, we calculate the steady state inter-cell 
transmissibility that is used in the simulator.   
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CHAPTER III 
TESTING THE DEVELOPMENTS 
In this chapter, we will test the DS upscaling algorithm using the SPE10 model. The 
SPE10 data set will be studied under both primary and secondary recovery. However, we 
will restrict our current work to “oil injection” to allow us to study pressure and rate 
upscaling without needing to address multiphase flow issues.  
3.1 3x3x1 upscaling 
3x3x1 upscaling is conducted on the SPE10 model. In this upscaling, I only did the areal 
coarsening and the upgridding is not used for the SPE10 model because of the high 
discontinuity of the permeability in the vertical direction. The upgridding in vertical 
direction increases the difficulty in the estimation for the local inter-cell permeability. In 
this work, I studied both primary and secondary recovery. In primary recovery, four 
vertical production wells are drilled at the four corners of the model and are subject to 
constant bottomhole pressure. In secondary recovery, two experiments were carried out. 
In the first experiment, I use one vertical production well and one vertical injection well 
in which the oil is injected at a voidage replacement ratio equal to 1. Wells have a target 
flow rate subject to the bottomhole pressure constraint. In the second experiment, the 
model has one vertical injection well and four vertical production wells. The production 
wells are located at the four corners of the model and the injection well is located at the 
center of the model. The bottomhole flowing pressure in the production wells is fixed and 
the injection well has a target flow rate subject to the bottomhole pressure constraint.  
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Here is the primary recovery result. In Figure 50 below, the green cross marker line in 
each figure is the reference cumulative production result based on the fine scale model. 
The red solid curve in Figure 50(a) is the result from the upscaled model generated by the 
diffuse source upscaling. The coarse cell diffuse source time is determined by L2-
noniteration method and the local upscaling computational domain is a 6 ring-3D-1 layer 
domain. The red curve in Figure 50(b) is the permeability upscaling result and the red 
curve in Figure 50(c) is the result from the flow based plane source upscaling. We can 
see that all the primary recovery curves show very small variation between different cases.  
 
 
 
(a) 
 
Figure 50: 3x3x1 Primary recovery result. (a) diffuse source upscaling. (b) 
permeability upscaling. (c) plane source upscaling.  
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(c) 
 
Figure 50 Continued 
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Figure 51: 3x3x1 Secondary recovery result (single injection well and single 
production well) 
 
In the 3x3x1 secondary recovery, Figure 51 shows the result for the first experiment. In 
Figure 51, the green cross marker line is the fine scale result; the red curve is the result 
from the diffuse source upscaling. Similarly, the coarse cell diffuse source time is 
calculated by L2-noniteration method and the local upscaling computational domain is a 
6 ring-3D-1 layer domain. The blue curve in Figure 51 is the plane source upscaling result 
and the dark red curve is the result obtained from the permeability upscaling. The previous 
result based on the local PSS upscaling (black dot line) is also shown in this figure for 
comparison. From this figure, we can see the result based on the diffuse source upscaling 
is better than the result obtained from the local PSS upscaling. In addition, the diffuse 
source upscaling, plane source upscaling and permeability upscaling all generate the 
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results which are above the fine scale result, but this cumulative production difference is 
small and acceptable.   
In the second experiment of the secondary recovery, multiple production wells are used. 
According to the production result from each production well, we can check the quality of 
the upscaled model and see if the internal flow is drastically distorted from the fine scale 
model after upscaling. In the following two figures, I will show the result of the total 
cumulative production (Figure 52) and the production from every single well (Figure 53).  
 
 
 
Figure 52: 3x3x1 Secondary recovery result (multiple production wells)-total 
production 
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Figure 53: 3x3x1 Secondary recovery result (multiple production wells)-single well 
production 
 
In Figure 52, the blue cross marker line represents the fine scale result; the red curve is 
the result produced by diffuse source upscaling. The coarse cell diffuse source time is 
calculated by L2-noniteration method and the local computational region is a 6 ring-3D-1 
layer domain. The yellow curve is the result from plane source upscaling and the purple 
curve is the result from flow based permeability upscaling. We can see the three results 
all have a good match with the fine scale result.  
In Figure 53, the four production wells are labelled by the letters “P1”, “P2”, “P3” and 
“P4”. We can see the oil production from the four production wells. The dash lines 
represent the fine scale result and the solid lines represent the result from diffuse source 
0
50000
100000
150000
200000
250000
300000
350000
0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 320 340 360
C
u
m
u
la
ti
v
e 
O
il
 P
ro
d
u
ct
io
n
/S
T
B
Time/Days
3x3x1 Secondary recovery result-mutiple production wells-single 
well production
P1-fine scale
P2-fine scale
P3-fine scale
P4-fine scale
P1- Diffuse source upscaling
P2- Diffuse source upscaling
P3- Diffuse source upscaling
P4- Diffuse source upscaling
 110 
 
upscaling. As we can see, in every production well, the result based on the upscaled model 
is very close to the fine scale result.  
In conclusion, from the primary recovery result and the two secondary recovery result, we 
can see that the diffuse source upscaling can produce very good results for the SPE10 
model. The diffuse source upscaling works well as the other two upscaling methods do.   
3.2 Upscaling diagnosis  
 
 
 
(a) 
 
Figure 54: Permeability cross plot (global). (a) PERMX. (b) PERMY. (c) PERMZ  
 
 111 
 
 
 
(b) 
 
 
 
(c) 
 
Figure 54 Continued 
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In the last chapter, in the sensitivity experiment I have shown that the 2D effective 
permeability is very close to the 3D effective permeability when the coarse cells are not 
very high contrasted. To support this statement, next I will show the permeability cross 
plots in three directions obtained from the entire model.  
In the three permeability cross plots above, the horizontal axis represents the 2D effective 
permeability and the vertical axis represents the 3D effective permeability. Globally, we 
can see that most of the dots lie around a unit slope line. However, if we compare the three 
plots in Figure 54, we find that the slope of the linear trendline in PERMZ cross plot is 
not that close to the unit slope when compared to the other two plots. In addition, when 
we focus on the local region at the lower left corner of each plot in Figure 54, we will find 
many dots lie above the unit slope line (Figure 55). The smaller the permeability is, the 
larger the discrepancy is. Therefore, we need more investigation in the future on the 
upscaling in the low permeable zone. 
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(a) 
 
 
 
(b) 
 
Figure 55: Permeability cross plot (local). (a) PERMX. (b) PERMY. (c) PERMZ. 
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(c) 
 
Figure 55 Continued 
 
Also, I compare the cumulative oil production result using 2D effective permeability and 
3D effective permeability. The result is shown in Figure 56 below.  
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Figure 56: The comparison between 2D and 3D diffuse source upscaling 
 
In Figure 56, the green cross marker line is the fine scale result; the red curve is the result 
from 2D effective permeability; the yellow curve is the result from 3D effective 
permeability. From Figure 56, we see that the difference between the 2D result and 3D 
result is not very large and the reason for this difference is due to the uncertainty of the 
upscaling for high contrast coarse cells.  
In the last chapter, I also claimed that the four time calculation methods should all work 
for the diffuse source upscaling as long as the coarse cells are not very high contrasted and 
the four methods should generate similar effective permeability when the coarse cells are 
more homogeneous. To support this statement, here I compare the cumulative production 
results from these four methods, Figure 57.   
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Figure 57: Secondary recovery result from four different time calculation methods 
 
In Figure 57, the red line represents the result from L1-iteration method; the black line 
represents the result from L1-noniteration method; the dark green line represents the result 
from L2-iteration method; the dark yellow line represents the result from L2-noniteration 
method. As we can see, these four results are very close, supporting the conclusion in the 
last chapter.  
3.3 Conclusion 
In this chapter, using the improved diffuse source upscaling algorithm, I upscaled the 
SPE10 model. The cumulative oil production based on the upscaled model is close to the 
results obtained from the fine scale model. In addition, I did some statistical analysis on 
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the effective permeability results from the entire model. The permeability cross-plot shows 
that in most cases the 2D effective permeability result is close to the 3D effective 
permeability result. This conclusion is also supported by the simulation results which are 
based on these two sets of effective permeability. Lastly, I did another experiment to 
compare the four different time calculation methods. The simulation results are close, 
which support the conclusion made in the last chapter.  
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CHAPTER IV 
SUMMARY AND CONCLUSIONS 
In this work, I had a detailed study on the diffuse source upscaling algorithm which was 
first introduced for the upscaling of tight gas geological model (Nunna et al. 2015). First, 
I revisited the effective transmissibility equation which was used in the old algorithm and 
found that it cannot give us the correct effective transmissibility in the simplest 
homogeneous model. This observation pushes us to calculate the effective face 
permeability in the local DS upscaling. The effective face permeability is calculated by 
using the fine cell pressure immediately adjacent to the coarse cell common flux face and 
it turns out that we can have the correct upscaled effective transmissibility for the 
homogeneous model when using the effective face permeability generated from the 
improved DS upscaling.  
The second part of this work is related to the boundary condition for the local upscaling. 
The DS upscaling algorithm was completely local calculation and the external boundaries 
of the upscaling region were completely sealed. In this work, I find the simulation result 
based on the upscaled SPE10 model has a large discrepancy with the fine scale result when 
I still use the no flow boundary condition in the local upscaling. Therefore, I studied the 
boundary effect on the local upscaling and had the upscaling computational region 
extended by including the neighboring cells into every local upscaling. The spatial 
sensitivity test is also conducted to assist us in defining the upscaling computational 
region.  
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The third part of this work is focused on the diffuse source time which is required in 
defining the transient state diffuse source. I proposed four equations for the calculation of 
the diffuse source time. To compare these four equations, I did the time sensitivity to see 
which equation can generate the stable effective face permeability. The time sensitivity 
test and the spatial sensitivity test were both done at the same time because the value of 
diffuse source time can affect the specification of the upscaling computational region. It 
turned out that the effective face permeability results generated by these four equations 
are close when the fine cells in the upscaling region do not have very high contrast 
permeabilities. Therefore, it is hard to say which equation is better than the others and 
finally I selected one non-iterative equation only for the sake of simplicity. The upscaling 
for the high contrast coarse cells is still a challenging and needs more investigation in the 
future. Also, in the spatial sensitivity test, it was found that in SPE10 model we need to 
extend the computational region from the local coarse cell region to a larger region that 
includes additional 28 coarse cells around the upscaling region.  
To test all the developments, the simulation was performed on SPE10 model. The results 
based on the upscaled model have a good match with the fine scale results in both -primary 
recovery test and secondary recovery test. 
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APPENDIX A  
DERIVATION of 1D PRESSURE AMPLITUDE EQUATION 
In this appendix, I will start from Eq. (2.11) to develop a 1D pressure amplitude equation 
for a slightly compressible fluid in an isotropic medium. The derivation makes use of the 
eikonal equation and the assumption that f(𝐱, s) is a function depending on τ(𝐱) only. The 
governing equation is: 
∇ ∙ (k(𝐱)∇f(𝐱, s)) = √s[∇ ∙ (f(𝐱, s)k(𝐱)∇τ(𝐱)) + ∇τ(𝐱) ∙ k(𝐱) ⋅ ∇f(𝐱, s)]…………(A. 1) 
I introduce the diffusivity α = k ϕμct⁄  to simplify our notations. Then Eq. (A.1) can be 
written as 
∇ ∙ (ϕctα∇f(𝐱, s)) = √s [∇ ∙ (ϕctαf(𝐱, s)∇τ(𝐱)) + ϕct
∂f
∂τ
] ………………………… . (A. 2)  
On the left hand side of Eq. (A.2), the term in the bracket can be written as 
ϕctα∇f(𝐱, s) = ϕctα
∂f
∂τ
|∇τ|𝐧τ ……………………………………………………… . (A. 3.1) 
Similarly, on the right hand side of Eq. (A.2), the first term in the bracket can be written 
as 
ϕctαf(𝐱, s)∇τ(𝐱) = ϕctαf(𝐱, s)|∇τ|𝐧τ ……………………………………………… . (A. 3.2) 
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where |∙| represents the magnitude of the vector ∇τ; 𝐧𝜏 is the unit vector along ∇τ. Also, 
from the eikonal equation Eq. (A.8) we have  
|∇τ| =
1
√α
………………………………………………………………………………… . (A. 4) 
The above three equations yield the following equation 
∇ ∙ (ϕct√α
∂f
∂τ
𝐧τ) = √s [∇ ∙ (ϕct√αf(𝐱, s)𝐧τ) + ϕct
∂f
∂τ
]……………………………(A. 5) 
Now we would like to do a coordinate transformation from (x, y, z) to (τ, ψ, κ) where τ is 
the diffusive time of flight. The other two coordinates, ψ and κ, are defined on the contour 
surfaces of τ and are orthogonal to each other and to τ. The divergence operator in the 
(τ,ψ, κ) coordinate system can be written as 
∇ ∙ 𝐕 =
1
hτhψhκ
[
∂(hψhκVτ)
∂τ
+
∂(hκhτVψ)
∂ψ
+
∂(hτhψVκ)
∂κ
]…………………………(A. 6) 
where hτ, hψ, hκ are the length of the covariant vectors. Using Eq. (A.6), we can write Eq. 
(A.5) as 
1
hτhψhκ
∂
∂τ
(hψhκϕct√α
∂f
∂τ
) = √s [
1
hτhψhκ
∂
∂τ
(hψhκϕct√αf) + ϕct
∂f
∂τ
]…………(A. 7) 
Since we have the following relation between the two coordinate systems: 
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(
∂x
∂τ
)
2
+ (
∂y
∂τ
)
2
+ (
∂z
∂τ
)
2
= hτ
2 …………………………………………………………(A. 8.1) 
(
∂τ
∂x
)
2
+ (
∂τ
∂y
)
2
+ (
∂τ
∂z
)
2
=
1
α
………………………………………………………… . (A. 8.2) 
 
1
hτ
∂x
∂τ
= hτ
∂τ
∂x
; ⁡
1
hτ
∂y
∂τ
= hτ
∂τ
∂y
; ⁡
1
hτ
∂z
∂τ
= hτ
∂τ
∂z
………………………………………… . . (A. 8.3) 
Then we find that hτ = √α from Eq. (A.8). Also, the Jacobian J of the (τ, ψ, κ) coordinate 
system is given by the following product   
J = hτhψhκ ……………………………………………………………………………… . . (A. 9) 
Therefore, Eq. (A.7) can be written as 
∂
∂τ
(Jϕct
∂f
∂τ
) = √s [
∂
∂τ
(Jϕctf) + Jϕct
∂f
∂τ
]……………………………………………(A. 10) 
The Jacobian J and the porosity ϕ are functions of (τ,ψ, κ). Next, we integrate both sides 
over the other two coordinates, ψ and κ, which are orthogonal to τ. Because the function 
f is assumed to be only a function of τ and t, it can be taken out of that integral. Thus Eq. 
(A.10) reduces to  
∂
∂τ
(w(τ)
∂f
∂τ
) = √s [
∂
∂τ
(w(τ)f) + w(τ)
∂f
∂τ
]…………………………………………(A. 11) 
where 
 129 
 
w(τ) = ∬ϕJ(τ,ψ, κ)dψdκ……………………………………………………………(A. 12) 
The total pore volume within the τ-contour can be obtained by integrating w(τ) over τ 
Vp(τ) = ∫w(τ̅)dτ̅
τ
τ0
= ∫∬ϕJ(τ̅, ψ, κ)dψdκ dτ̅
τ
τ0
……………………………………(A. 13) 
The relation between w(τ) and Vp(τ) is 
w(τ) =
dVp(τ)
dτ
…………………………………………………………………………(A. 14) 
This completes our derivation of 1D pressure amplitude equation for a slightly 
compressible fluid in an isotropic medium.  
 
