In this paper we present a new characterization of Pareto distribution and consider goodness of fit tests based on it. We provide an integral and Kolmogorov-Smirnov type statistics based on U-statistics and we calculate Bahadur efficiency for various alternatives. We find locally optimal alternatives for those tests. For small sample sizes we compare the power of those tests with some common goodness of fit tests.
Introduction
A very important part of data analysis is ensuring that the data come from a particular family of distributions. In order to achieve this goal, there exist a variety of goodness of fit tests. Some of such tests are based on empirical distribution function.
A characterization of a certain family of distributions is a property which is true only for that family. See [7] for more on characterizations. The characterizations are often the best way to distinguish one family of distributions from the others. Hence, they are convenient for use in goodness of fit testing. Such tests are often free of some parameters. Some examples of such tests can be found in [2] , [13] , [20] .
One of the basic problems in hypotheses testing is choosing the more efficient test of two proposed. One way to compare them is the asymptotic relative efficiency. Several approaches have been used. The Bahadur efficiency has the advantage that it can also be applied to the statistics with non-normal asymptotic distribution such as Kolmogorov-Smirnov, Cramer-von Mises and others.
In particular, the Bahadur asymptotic efficiency of tests based on characterization have been discussed in numerous papers, see e.g. [17] . The Bahadur asymptotic efficiency of a test for exponentiality based on characterization has been studied in [16] . Integral and Kolmogorov-Smirnov type test statistics for testing exponentiality based on characterization and their Bahadur asymptotic efficiency have been studied in [29] . Tests of the same kind for power function distribution have been studied in [30] .
The family of Pareto distributions is frequently used in many fields to model heavy tailed phenomena. Initially, its application was in the modelling income over a population, see [3] . It has been used for modelling socio-economic quantities such as the size of cities and the firm sizes, as in [27] , [28] . In finance, it found its application in modelling stock price returns, see [23] , while in actuaries it is a frequent distribution of quantities such as excess of loss quotations in insurance, as in [24] . In recent times, it was found suitable for internet teletraffic modelling, e.g. file sizes and FTP transfer times, as in [6] . There are also many of its applications in physics, hydrology and seismology, see e.g. [1] .
In most of these applications the quantities in question are generated by stochastic processes with limiting distribution which is either the Pareto distribution or some other distribution strongly skewed to the right. Therefore, it is relevant to test the hypothesis that data come from the Pareto distribution against such alternatives.
Some goodness of fit tests for Pareto distribution can be found in [8] , [12] , [22] . Some characterizations of Pareto distributions can be found in [9] .
In this paper we propose two goodness of fit tests based on a new characterization of Pareto distribution. In section 2 we introduce the characterization. We propose two test statistics, T n of integral and V n of Kolmogorov-Smirnov type. We study the statistic T n in section 3. Using U-statistic we investigate asymptotic behaviour of T n . We calculate its local Bahadur efficiency with respect to several alternatives. We also find some of locally optimal alternatives. Using Monte-Carlo methods we calculate critical values of this test. In section 4 we do the analogous study for the statistic V n . In section 5 we compare the powers of our tests with some standard goodness of fit tests.
The Test Statistics Based on New Characterization of Pareto Distribution
Let P be the family of Pareto distributions with the distribution function
We now present new characterization. Proof. Let X = ln X and Y = ln Y . Then
Since the logarithm is a monotonous transformation, then the statement that X and max{ X Y , Y X } have the same distribution is equivalent to the statement that X and | X − Y | are identically distributed. In [21] it was proven that the only continuous distributions that satisfy this are exponential distributions, so X must have exponential distribution with some scale parameter α. Since X = e X , then X has Pareto distribution with the same parameter α.
Let (X 1 , X 2 , . . . , X n ) be a sample from non-negative continuous distribution function F . Using above characterization, we are going to construct two goodness of fit tests for Pareto distribution. Since the characterization is free of the shape parameter α, we shall test the composite null hypothesis H 0 : F ∈ P, against the general alternative H 1 : F / ∈ P with the same support [1, ∞). The test statistics we are going to use are
I{X i ≤ t} is the empirical distribution function based on the sample (X 1 , X 2 , . . . , X n ) and M n (t) is U -empirical distribution function based on above characterization defined by
We shall assume without loss of generality that large values of test statistics are significant.
Test Statistic T n
In this section we examine the properties of integral type statistic T n . Using asymptotical equivalence of this statistic and the U -statistic with kernel
by the law of large numbers for U -statistics (see [25] ) we get that
Let us now examine the asymptotic behaviour of T n under null hypothesis via U -statistic defined above.
Let υ(X) be the projection of Υ(X, Y, Z) on X. Then
It is easy to see that E(υ(X)) = 0, so the variance of this projection is
Since the variance of the projection is positive, the kernel Υ(X, Y, Z) is not degenerate, so we can apply Hoeffding's theorem for U -statistics with nondegenerate kernels (see [10] ). Since the degree of U -statistics is 3, the asymptotic variance is 3 2 σ 2 , so we obtain
Bahadur efficiency
This way of measuring asymptotic efficiency is explained in detail in [4] , [14] . For two tests with the same null (H 0 : θ ∈ Θ 0 ) and alternative (H 1 : θ ∈ Θ 1 ) hypotheses, the asymptotic relative Bahadur efficiency is defined as the ratio of sample sizes needed to reach the same test power when the level of significance approaches zero. It can be expressed as the ratio of Bahadur exact slopes, functions proportional to exponential rate for a sequence of test statistics, provided that these functions exist. This is fulfilled for the majority of tests. The Bahadur exact slope (see [14] ) can be evaluated as
where
for each t from an open interval I on which f is continuous and {b T (θ), θ ∈ Θ 1 } ⊂ I. For Bahadur exact slope the following inequality holds:
where K(θ) is the Kullback-Leibler information number which measures the statistical distance between the alternative and the null hypothesis. So, the absolute Bahadur efficiency is defined as
In most cases the Bahadur efficiency is not computable for any alternative θ. However, it is possible to calculate the limit of Bahadur efficiency when θ approaches some θ 0 ∈ Θ 0 . This limit is called the local asymptotic Bahadur efficiency.
Let G(x; θ) be a family of distributions such that G(x; 0) ∈ P and G(x; θ) / ∈ P for θ = 0. Then we can reformulate our null hypothesis to be H 0 : θ = 0. For close alternatives, the local asymptotic Bahadur efficiency is
In what follows we shall calculate the local asymptotic Bahadur efficiency for some alternatives and find locally optimal alternatives. Let G = {G(x; θ)} be a class of alternatives that satisfy the condition that it is possible to differentiate along θ under integral sign in all appearing integrals. Let g(x; θ) be a density of a distribution which belongs to G, and let h(x) = g ′ θ (x; 0). It it easy to see that
We now calculate the Bahadur exact slope for our test statistic T n . The functions f (t) and b T (θ) will be determined from the following lemmas.
Lemma 3.1 Let t > 0. For statistic T n the function f (t) is analytic for sufficiently small t > 0 and it holds
Proof. Since the kernel Υ is bounded, centered, and non-degenerate, applying the theorem on large deviations for non-degenerate U-statistics (see [19] , Theorem 2.3) we get the statement of the lemma.
Lemma 3.2 For a given alternative density g(x; θ) whose distribution belongs to G holds
Proof: From (1) it follows that
The first derivative is
Letting θ = 0 we get
we obtain (7). The Kullback-Leibler upper bound 2K(θ) for exact Bahadur slopes for an alternative density g can be determined from the following lemma. Lemma 3.3 For a given density g(x; θ) let the Kullback-Leibler information
be well-defined. Then when θ → 0
where α is the shape parameter of the Pareto density g(x; 0).
Proof:
The infimum in (9) is obtained for λ = . Then
It is obvious from its definition that K(0) = 0. When we differentiate K(θ) we get
Putting θ = 0, we get
The second derivative of K(θ) is
From the Maclaurin's expansion of K(θ)
we get (10) . We now present some examples of alternative hypotheses and calculate local asymptotic Bahadur effieciency. The first derivative along θ of its density at θ = 0 is h(x) = α x α+1 (−α ln x ln ln x + ln ln x + 1).
Using lemma 3.3, we get that
and using lemma 3.2, we get
After calculation of these integrals via expectations of logarithm of gamma distribution and using the property of digamma function ψ(
From (4) and (6), using lemma 3.1, we get that the local asymptotic Bahadur efficiency is
Example 3.5 Let the second alternative hypothesis have the distribution function given by
the Kullback-Leibler bound becomes
The local asymptotic Bahadur efficiency is e T = 108 5
For β = 2 the efficiency is 
Locally optimal alternative
Here we study the problem of locally optimal alternatives, the alternatives for which our test statistic attains the maximal efficiency. The importance of this problem has been first emphasized in [5] . The detailed study was initiated in [18] and developed in [14] . We shall determine some of those alternatives in the following theorem. Theorem 3.6 Let α be a positive real number and let g(x; θ) be a density from G which also satisfies the condition
The alternative densities
for small θ are asymptotically optimal for the test based on T n .
Proof: Denote
It can be shown that this function satisfies the following equalities:
From lemmas 3.1 and 3.2, using (2), we get that the local asymptotic efficiency is
From Cauchy-Schwarz inequality we obtain that e T = 1 if and only if h 0 (x) = Cυ(x)αx −α−1 . Substituting this equality in (12) we get the expression for h(x). Since h(x) for our alternatives is of such form, we complete the proof.
Critical Values of the Test
Now we calculate the critical values of this test for small sample sizes. The statistic T n can be expressed as
where N = n 2 , and r j is the rank of x j in the pooled sample of x k , 1 ≤ k ≤ n and max{
Since we don't have exact distribution for small values of n, the critical values of the test can be calculated using Monte-Carlo methods. The one-tailed critical values, based on 10000 repetitions, are given in table 1. Table 1 : Critical values for the statistic T n 4 Statistics V n
In this section we examine the asymptotic properties of Kolmogorov-Smirnov type statistic V n under null hypothesis. For fixed t ∈ [1, ∞) the expression M n (t) − F n (t) is an U -statistic with kernel
Let ψ(X; t) be the projection of Ψ (X, Y ; t) on X. Then
It is easy to show that expected value of ψ(X; t) is zero. Its variance for fixed t is
The function σ 2 (t) reaches its maximum for t 0 = ( √ 7 − 1) 1 α , and that maximum is equal to
≈ 0.044. Hence our family of kernels Ψ (X, Y ; t) using argumentation from [15] is not degenerate. It can be shown using [26] that U-empirical random process ρ(t) = √ n(M n (t) − F n (t)), t ≥ 1, converges in distribution to some Gaussian process. It is not easy to calculate the covariance of this process, and the asymptotic distribution of statistic V n is unknown.
Bahadur Efficiency
Now we shall calculate Bahadur efficiency in the analogous way as in previous section. Here, the function f (t) from (4) for statistic V n is determined in the following theorem. 
The proof of this theorem can be found in [15] .
In the following lemma we determine b V (θ), the limit in probability of V n .
Lemma 4.2 For a given alternative density g(x; θ) whose distribution belongs to G holds
Proof. Using Glivenko-Cantelli theorem for U -empirical distribution functions (see [11] ), we get
Let us denote
It is easy to show that a
The first derivative at θ = 0 is
, θ → 0, and inserting this expression in (16) we obtain (15) . 
The first derivative along θ of its density at θ = 0 is
and using lemma 4.2, we get
Using (4), (6) and theorem 4.1 we calculate the local asymptotic Bahadur efficiency. We get
This expression reaches its maximum for β = 4.646 α and then e V ≈ 0.636.
Locally optimal alternative
As in the previous section, we shall determine some of locally optimal alternatives in the following theorem.
Theorem 4.4 Let α be a positive real number and let g(x; θ) be a density from G which also satisfies the condition
where t 0 = ( √ 7 − 1) 1 α , for small θ are asymptotically optimal for the test based on V n .
Proof: Let h 0 be the function defined in (12) . It can be shown that this function besides (13) , also satisfies the following equality:
From theorem 4.1 and lemma 4.2, we get that the local asymptotic efficiency is
From Cauchy-Schwarz inequality we obtain that e V = 1 if h 0 (x) = Cψ(x; t 0 )αx −α−1 . Substituting this equality in (12) we get the expression for h(x). Since h(x) for our alternatives is of such form, we complete the proof.
Critical Values
Since we do not know the distribution of V n , the critical values of the test can be calculated using Monte-Carlo methods. The two-tailed critical values, based on 10000 repetitions, are given in table 2.
Power Comparison
In this section we compare the powers of our tests with the powers of two tests most commonly used for these types of hypotheses, namely KolmogorovSmirnov (D n ) and Cramer-von Mises (ω Table 2 : Critical values for the statistic V n
• log-normal with m = 0, σ = 1
• half-normal with σ = 1
• Weibull with α = 2
• gamma with α = 2, β = 1
• log-gamma with α = 2, β = 1.
For Kolmogorov Smirnov and Cramer von Mises tests, since they are not applicable to composite hypothesis, we first estimated shape parameter α with its MLEα = n( n k=1 ln X k ) −1 and we calculate critical values of corrected test using Monte Carlo procedure. We then calculate powers for sample sizes n = 20 and n = 50, using Monte Carlo method. The powers are given in table 3. We can notice that for all given alternatives and for both sample sizes our tests based on the statistics T n and V n have greater powers than modified Kolmogorov-Smirnov test. In comparison with modified Cramer-von Mises test our tests have similar powers, and in most cases at least one of our tests performs better. 
Conclusion
In this paper we gave a new characterization of Pareto distribution and proposed two goodness of fit tests based on it.
The main advantage of our tests is the fact that they are free of parameter α which enables us to test a composite null hypothesis.
The Bahadur efficiency for some alternatives has been calculated and the obtained efficiencies are reasonably high. For both tests we determined locally optimal class of alternatives. We compared these tests with some commonly used goodness of fit tests and we noticed that in most cases at least one of our tests performs slightly better.
