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1. INTRODUCTION 
In this paper we discuss a new method of reducing the dimensionality 
associated with the solution of optimal control problems via a dynamic 
programming approach. The control problem considered, which is of very 
general form, involves the minimizing of a functional of the state and control 
vectors, subject to constraints, over some fixed time period (0, +). That is, 
we wish to find the minimum of 
where x and y are N- and M-dimensional vectors, respectively, and p, h, and 
Q are real-valued functions of their arguments. The state and control tra- 
jectories x(t), y(t), 0 < t < tt , are constrained to lie in admissible sets of 
functions X and Y, respectively. 
The state and control vectors are related by a state equation, 
@$ = e(x, y, t), 
subject to an initial condition 
x(0) = c. (3) 
although the basic technique to be developed is applicable to control 
problems of the above generality, we will, for the sake of clarity of exposition, 
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illustrate the technique by concentrating on the class of problems with 
linear state equations: 
dx( t) 
__ = --ilx(t) + B,y(t) t cl(t). 
dt 
A, and B, are N x N- and N x M-dimensional matrices, respectively; 
the N-dimensional vector, er(t), can be thought of as a known forcing func- 
tion. 
On occasion we specialize the p, 4, and h functions of the cost functional (1) 
to be quadratic functions of x and y, and further assume that there are no 
inequality constraints on the x and y trajectories. These assumptions 
result in a cost functional of the form, 
where PI, HI, and Q1 are N x N-, N x N- and M x M-dimensional 
positive definite matrices, respectively, and ( , ) is the usual Euclidean finite- 
dimensional inner product. 
In thenext section, we develop, in a formal fashion, theconventional dynamic 
programming approach to the solution of control problems with both the 
general cost functional (1) and the quadratic cost functional (5). For the case 
of the general cost functional, it is found that the resulting functional equation 
has a domain space of dimension N. If N > 3 or 4, the numerical solution 
of this equation via discrete (quantized state) dynamic programming is not 
feasible. The assumption of a quadratic cost functional permits a numerical 
solution of the functional equation via the solution of a nonlinear matrix 
difference equation of dimension N x N and an N-dimensional vector 
difference equation. In this case, if N is on the order of 1000 (we have in 
mind large systems), then again the demands on computer time and storage 
to solve the functional equation are excessive. 
It is well-known that dimensionality considerations inhibit the use of 
dynamic programming for realistically-sized problems despite its many 
attractive features such as the ease of handling of constraints, simplicity of 
formulation and derivation of equations, assurance of achieving a global as 
opposed to a local optimum, etc. In the third section, we develop a new 
successive approximation technique, called the diagonal decomposition method, 
which converts the problem of solving a functional equation with a domain 
space of dimension N to the iterative solution of N-functional equations 
with a domain space of dimension one. This reduction of dimensionality 
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dramatically reduces the computational demands on a digital computer 
solution and makes feasible problems otherwise infeasible. 
2. CONVENTIONAL DYNAMIC PROGRAMMING 
2.1. The General Cost Functional-Discrete Dynamic Programming 
The conventional dynamic programming [ 1, 2, 31 approach to the solution 
of (1.1) subject to (1.4) and (1.3) is to imbed the original problem within a 
class of control processes of the same type but with varying initial state and 
initial time. An optimal cost functionfis defined as a function of initial state 
and time by 
fL44, al = y-$y i a Iwt,)l + St’ wft)l + cl[r(t)l> dt/ . (1) a<t<t, 
By employing the principle of optimality, we can derive a functional equation 
that relates the optimal costs of nearby processes, 
fb(a), al = ~$4441 + 4[y(a)] + O(02) +f[r(a + A), a -I- A]}, (2) 
where LI is a small increment in the t variable, 0 < d < 1. The state at time 
a + d is related to the state and control at time a via equation (I .4) or 
x(a + 4 = (I+ 4) x(a) + &y(a) + &(a) + O(d”). (3) 
(In passing, we note that for d sufficiently small the diagonal terms in 
(I + &I,) will dominate the off-diagonal terms.) Disregarding the O(LI~) 
terms, Eqs. (2) and (3) could serve as the basis of a solution via the discrete 
(quantized state) dynamic programming algorithm. That is, we could solve (2) 
numerically by quantizing each component of the state vector into J levels. 
The initial condition on (2) is, from (l), 
f Mb), Gl = P[Wl, (4) 
and (2) can be used iteratively from a = tf - d to a = 0 to calculate the 
optimal control as a function of the (quantized) state and a. Unfortunately, 
this technique requires the retention off[x(u + d), a + d], a function of N 
variables, in rapid-access storage in order to compute f[x(u), a] and 
the optimal controls. The retention off[x(u + 0), a + d] involves the storage 
of J” numbers. The appearance of N, the dimension of the state vector, 
in the exponent is generally referred to as “the curse of dimensionality” 
and makes the foregoing approach infeasible for N > 3 or 4. 
409/30/I-15 
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Let us examine how the algorithm would proceed if dimensionality were 
not a problem. As we solve (2) backward from a = tf - d to a = 0 we 
assume that slow storage (disk or tape) is being employed to store the optimal 
control as a function of the (quantized) state for each of the allowed values of a. 
Using the known initial state x(0) = c at a = 0, we locate the first optimal 
control y(0). This control used in state Eq. (3) will generate the next optimal 
state x(d) and associated with this state is a precomputed optimal controly(d). 
This procedure, which is repeated to generate the entire optimal state and 
control trajectories, is termed reconstruction [3]. If slow memory proves 
inadequate to store the optimal control as a function of state over 0 < a < t, , 
then the functional equation can be resolved from t < a < tf to generate the 
optimal control, y(t). 
2.2. Quadratic Cost Functional 
If the less general, quadratic cost functional (1.5) is assumed along with an 
assumed absence of constraints on the state and control vectors, we can 
derive a system of differential or difference equations, the solution of which 
can be used to specify f for all x in terms of N2 + N + 1 coefficients [2]. 
This is an extension of the fact that a scalar quadratic function can be speci- 
fied in terms of three coefficients. 
In order to avoid unseemly repetition in the remainder of the paper, we will 
only derive and employ results pertaining to state equations that are difference 
equations. Although analogous results [2,4] can be derived for differential 
equations, for present purposes we assume a problem formulated with a state 
equation of form (1.4) is converted into an equation of form (3). 
To achieve the discretization of the t axis, we divide the interval (0, tf) into 
L subintervals of length d by specifying L + 1 points t, = ZA, I= 0, L. 
To simplify the notation we understand x(l) to mean x(tJ. The integral in 
(1.5) is now approximated by a fmite sum: 
where upon comparing (5) and (1.5) we have P = PI , H = AH, , Q = AQ, . 
The relationship between x and y is now 
x(i + 1) = Ax(j) + Mi) + e(i), j=O,L- 1, x(0) = c. (6) 
[Note if (6) was derived by approximating a differential equation, the rela- 
tionship between A, B, e and A,, B, , e, can be seen by comparing (6), (3), 
and (1.4).] 
We will now sketch the derivation of a system of difference equations which 
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can be used to acquire the optimal state and control trajectories for the 
problem stated in (5) subject to (6). Th ese equations are used in the following 
section. 
As before, we define an optimal cost function in terms of initial state x(j) 
and initial time: 
By using the principle of optimality [3], we can derive the functional equation 
fL4.M = $$Wh Wj)) + ML QMi +fW + l),j + 111. (8) 
We note that the initial condition on f is, by (7), 
f Wh 4 = (W, WJW (9) 
At this point, we assume that f is quadratic in x for all j, j = 0, L, that is, that 
f W),jl = Mih WI 4jD + <dj), 4iD + djh (10) 
where R is a symmetric N x N matrix, s is an N-dimensional vector, and ‘p 
is a scalar. That this is the case can readily be shown inductively. Substituting 
this form into functional Eq. (8) and expressing zc( j + 1) in terms of x(j) and 
y(j), we have 
<x(i), R(j) x(i)> + (x(i), s(i)> + v(i) 
+ <A40 + By(i) + e(i), W + 1) VW) + By(i) + e(i))> 
+ <Ax(j) + 40) + 4.0, 4-i + 1)) + di + 1 )I. 
Minimizing the right side of (11) with respect to r(j), we obtain the optimal 
control in terms of R(j + l), s(j + l), x(j) and e(j): 
ym(j) = - [Q + B’R(j + 1) Bl-l 
XB’ R(j+l)Ar(j)+R(j+i)e(j)+Q$JJJ, [ (12) 
where the prime denotes matrix transposition. Employing this optimal con- 
trol in (11) and equating like coefficients of the quadratic form on each side 
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of (1 l), we arrive at the following system of equations (after a bit of algebra): 
R(j) = ,4’R(j + 1) A + H 
- A’R(j + 1) B[Q + B’zqj + 1) B]-’ B’R(j + I) A, (13) 
R(L) = P, 
s(j) = (-4’ - A’R(j + 1) B[Q + B’R(j + 1) B]-r B’} 
x [Wj + 1) e(i) + s(i + 1)1, (14) 
s(L) = 0. 
The initial conditions in (13) and (14) can be deduced using condition (9) and 
form (10). 
Since the optimal control, (12), d oes not involve v(j), the equation for this 
term need not be solved. One would need the F term if one desired to compute 
the optimal cost,f[X(O), 01, of the original problem using (8), but the optimal 
cost can also be computed from the reconstruction of the optimal control and 
state trajectories described below. 
The system of equations, (13) and (14), can be solved from j = L - 1 
to j = 1. If  R( 1) and s( 1) along with N(O) and e(0) are used in (12), the first 
optimal control y(0) is generated. This control used in state equation (6) 
yields the next optimal state vector x(l) and this state along with R(2), s(2), 
and e(l) can be used to generate y(l), etc. This reconstruction procedure is 
repeated from I = 1 to I = L - I ; we, thereby, generate {y(Z)), {x(Z + I)}, 
I = 0, L - 1. Clearly either the matrices {R(Z)} and vectors {s(Z)}, I = I, L, 
must be stored in slow or fast memory during the first backward solution of 
(13) and (14), or they must be recomputed as needed during the recon- 
struction process. If  the sets {R(E)}, {s(Z)} are stored, a total of L(W + N) 
slow storage locations will be required. We note further that the inversion 
of the M x M [Q + B’R(j + 1) B] must be performed at each step of the 
solution of (13) and (14) as well as during the computation of the optimal 
control. While it can readily be shown [3] that this matrix is invertible for all 
j, the iterative inversion of these matrices is not only time consuming but 
fraught with the possibility of significant numerical error. 
In summary, it can be seen that although we get a relatively simple algo- 
rithm for the case of quadratic costs with no constraints, the numerical 
solution of this algorithm will involve storage and manipulation of N x N 
matrices. For the more complex problems with constraints, nonquadratic 
costs, and/or nonlinear state equations, the discrete dynamic programming 
algorithm will require JN storage locations in rapid-access storage. If  the 
optimal controls are stored as a function of state for t, , 1 = L - 1, 0, a 
slow storage capacity of L * JN is required. For typical (moderate) values of 
these parameters: L = 1000, / = 100, N = 10, the rapid-access storage 
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requirement is for 1020 locations, and an additional 1O23 locations of slow 
storage are required. Thus for systems with state vectors of dimension 10 
the discrete dynamic programming algorithm is infeasible for the case of a 
general cost functional, while for systems of dimension 1000 even the 
quadratic cost case begins to make excessive demands on our computational 
resources. Clearly some means of reducing the dimensionality, and thereby 
the demands on the computational resources, must be found to make the 
solution of realistic physical problems via dynamic programming-like 
algorithms feasible. In the nest section, we mount a serious assault on this 
obstacle of dimensionality. 
3. THE DIAGONAL DECOMPOSITION ~VETHOD OF REDUCING DXMENSIONALITY 
In this section we develop a new dynamic programming-like algorithm 
which reduces the problem of solving a functional equation with a domain 
space of dimension N [see (2.2)] to the problem of iteratively solving N- 
functional equations with a domain space of dimension one. The equations 
of this algorithm are displayed for both the case of a general cost functional 
(1.1) and the quadratic cost functional (2.5). 
In order to present and motivate the following approach in the simplest 
manner, we specialize and restate the problem outlined in Section 1. We 
assume that the functions p, h, and 4 of (1.1) can be written as the sum of N 
individual functions, each of which operates on only one component, and, in 
addition, that the B matrix in state equation (2.6) is N x N and diagonal. 
Thereby, we eliminate interaction between different components of the state 
or control vectors in the cost functional as well as eliminating the possibility 
of more than one control vector component affecting the next state of a 
state-vector component. We have essentially diugonalized a portion of the 
problem. These assumptions are not necessary prerequisites in order that 
the technique apply; later papers will discuss modifications of the technique 
to handle problems where some or all of the above assumptions do not 
obtain. 
Under the above diagonalization assumptions on the nature of p, h, and 4 
and employing the previously described discretization of the t axis, we can 
rewrite the cost functional (1.1) as 
where xi(j) is the i-th component of the x vector evaluated at t, = jA. The 
230 COLLINS 
meaning of hJ~~(j)] is clear from the previous assumption on h. We assume 
that x and y are related by a linear difference equation 
A(; + 1) = AX(;) f Q(j), (2) 
where B is an N x N diagonal matrix. We have dropped the forcing term 
e(j) from (2.6) fo r we wish to give this symbol a new meaning in this section. 
For problems where the state equation has a forcing term (as for example the 
difference equation arising from the discretization of a partial differential 
equation with boundary conditions), this intrinsic forcing term can be added 
to the artificial forcing terms described below. 
Due to the diagonalization assumptions the only term that provides inter- 
action between components of the state vector is the A matrix in (2), and it is 
upon this matrix that we focus our attention. The basic idea of the diagonal 
decomposition technique is to decompose the A matrix into two matrices 
.4 =A+D, (3) 
where A is comprised of the diagonal terms of A and D contains the remainder 
of the matrix. 
In this section, we assume that we have at our disposal an initial guess at 
the optimal state trajectory, denoted x(O)(1) for I= 0, L. We do not concern 
ourselves here with ways of acquiring this guess. (We leave to future papers 
an investigation of the convergence properties of the new technique and the 
dependence of the convergence properties upon the accuracy of the initial 
guess.) 
Employing the initial guess at the state trajectory and the decomposition 
(3), we approximate the state equation (2) by artificially diagonalizing the A 
matrix and including a known forcing term as a correction: 
x( j + 1) = Ax(j) + By(j) + Dx(O)( j). (4) 
It is, of course, arguable just how closely the solution of (4) approximates the 
solution of (2). We recognize of course that if we start from some initial state 
and solve (4) over many steps the errors due to the above approximation 
will tend to accumulate. But in what follows, Eq. (4) is used as an approxima- 
tion to (2) over ody one step: Given x(j), we use (4) to calculate x( j + 1) 
during the backward solution of the dynamic programming functional 
equation. When we attempt to reconstruct the optimal state trajectory, we will 
use the correct state equation (2). 
The pseudostate equation (4) is now completely uncoupled and we write 
it in component form as 
xi(j + 1) = &.&(j) + bj,iyi(j) + jJ 4.$P(j). (5) 
k=l 
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To simplify the notation, we rewrite this last equation as 
xi(j + 1) = &xi(j) + b4j) + ei(j)* (6) 
where the definitions of symbols used in (6) are clear from (5). 
The N-dimensional problem can now be converted into None-dimensional 
problems. 
3.1. General Cost Functional 
We define an optimal cost function fi for each component of the state vector 
as 
(7) 
Proceeding in the usual fashion, we can derive a functional equation that 
relates the optimal costs of nearby processes, 
fMi),il = ~$Ohi[xi(jll + 4ibXj)l + fMi + W + 1119 (8) I 
where we will employ (6), the pseudostate equation, to relate xi(j + 1) and 
xi(j) in (8). The initial condition on (8) is 
fi[xi(L)3 Ll = Pi[xi(L)l- (9) 
The functional equation (8) has a one-dimensional domain space and can be 
readily solved from j = L - 1 to j = 0 starting with (9) by employing the 
discrete dynamic programming algorithm described earlier. 
The backward solution of each component functional equation, i = 1, N 
is performed and each of the optimal component controls yi( j) is stored as a 
function of the corresponding quantized state component, xi(j), requiring a 
total of L * N * J storage locations in slow memory. The amount of rapid- 
access storage that is required to store fi[xi(j + l),j + l] when computing 
fi[Qj),Jl h as b een reduced from JN to J, from the impossible to the easily 
feasible. The computation time has also been dramatically reduced, approx- 
imately by a factor of N/J”-‘. 
The reconstruction of the optimal state and control trajectories from the 
previously computed and stored control policies (i.e., the optimal controls 
stored as a function of state) does not employ the pseudostate equation. The 
initial optimal control vector, y(O), is made up from the optimal control 
components {y,(O), i = 1, N} corresponding to the particular initial state 
components {xi(O) = ci , i = 1, N}. The initial control vector is used in the 
true state equation (2) to yield the next optimal state vector x(1). The 
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components of this state vector serve to identify the components of the next 
optimal control (yi( l), i = 1, N) and th e reconstruction continues in this 
fashion from j = 0 to j = L. Thus, while an approximate state equation is 
employed on a one-step basis in the solution of (8) to generate approximate 
optimal controls, the approximate controls are used in the correct state 
equation during reconstruction. 
Once the reconstruction process has generated a new guess at the optimal 
state trajectory ~(l)(j), j = 0, L, this new guess replaces x(O)(j), j = 0, L 
as the forcing function in the pseudostate equation (4) or (6) and the entire 
problem is resolved. Iteration of course ceases when the optimal state tra- 
jectories thus produced converge, for example when 
.fo 1) x(k+l’ (j) -x’“‘(j)lI < E.
3.2. The Quadratic Case 
If we assume that the functions pi, hi , and qi are quadratic and that 
there are no constraints on the state and control components xi and yi , we 
may convert the problem of solving the functional equation (8) into the 
problem of solving 2N-scalar difference equations. Therefore, we assume 
that the functions pi , hi , and qi are quadratic and write 
Pdxi(LI1 = PixiYL)9 
Olz,[x,( j)] = &x:(j), 
4iMj)l = w?(i), 
where for notational convenience we have used the same symbols (pi , h, , qi), 
which on the left side of (10) denote a function of x or y, to denote on the 
right side of (10) constants with respect to x and y. 
We assume that the function fi defined in (7) has quadratic form 
fi[Xi(i)~il = rdi) W) + di) Xi(i) + %(ih (11) 
where ri , si , and ‘pi are all scalars. Using the results of Section 2.2, Eqs. 
(2.13), (2.14), and (2.12), the equations for Y( and si are 
ri( j) = Xi2r,( j + 1) + hi - [q~a~~~{j++l~ )] , Yi(L) = Pi , (12) 
z z 2 
[2ri(j + 1) e,(j) + si(j + l)l, si(L) = 0, 
(13) 
where we have employed the pseudostate equation (6) to relate xi(j) and 
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xi(j + 1). The optimal control ri(j) in terms of ri(j + l), s,(j + l), Xi(j) 
and ei(j) is by (2.12) 
yi,Jj) = - bi lk + Vri(j + 111 
X 
[ 
hiri(j + 1) Xi(j) + ri(j + 1) e,(j) + “(j 2 1)] . 
The scalar equations (12) and (13) are solved from j = L - 1 to j = 1 for 
each component i and the 2N solutions [{ri( j), si( j), j = L - 1, I}, i = 1, N] 
are stored. Use of yi( l), si( l), eJ0) and xi(O) = Ci in (14) will generate the first 
optimal control vector {r,(O), i = 1, N}. Th is control vector is employed in 
the true state equation (2) to yield the next optimal state x(l), and the recon- 
struction of the optimal state and control trajectories proceeds in this fashion, 
j = l,L. 
It is clear that rather than having to solve an N x N nonlinear matrix 
difference equation and an N-dimensional linear vector difference equation, 
we have now only to solve 2N scalar difference equations. The storage of the 
solutions of these latter equations requires L * 2N storage locations as com- 
pared to L * (N2 + N) for the former. Note that the inversion of the N x N 
matrix [Q + B’R(j + 1) B] in (2.1 l), (2.12) and (2.13) has been replaced in 
(14), (12) and (13) by a division. 
As in the last subsection, the above reconstruction process generates an 
improved optimal state trajectory which is then used to improve the pseudo 
state equation, and the entire process is repeated until the state trajectories 
converge. 
4. CONCLUSION, EXTENSIONS 
The diagonal decomposition technique appears to be a powerful tool in 
the effort to reduce the dimensionality of dynamic programming-like func- 
tional equations. There appear to be several ways in which this method can be 
generalized and extended and subsequent papers will suggest a few of these. 
In particular, methods of obtaining a good initial guess for the diagonal 
decomposition technique will be reported shortly. 
The technique has been employed and has proved to be both feasible to 
implement and convergent for two particular numerical experiments. The 
state equations in these experiments were the linear N x IV systems of 
equations which result from the discretization of the heat equation and a 
scalar differential-difference equation with a single constant lag term. These 
experiments will also be reported in subsequent papers. 
234 COLLINS 
REFERENCES 
1. R. BELLLIAN, “‘4daptive Control Processes: A Guided Tour,” Princeton University 
Press, Princeton, New Jersey, 1961. 
2. R. BELLMAN, “Introduction to the Mathematical Theory of Control Processes,” 
Vol. I, Academic Press Inc., New York, 1967. 
3. D. C. COLLINS, “Terminal State Dynamic Programming,” University of Southern 
California, USCEE-338, March 1969. 
4. D. C. COLLINS, “Terminal State Dynamic Programming: Quadratic Costs, Linear 
Differential Equations,” University of Southern California, USCEE-370, July 1969. 
