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Abstract
Vision is sensitive to first-order modulations of luminance and second-order modulations of image contrast. There is now a
body of evidence that the two types of modulation are detected by separate mechanisms. Some previous experiments on motion
detection have suggested that the second-order system is quite sluggish compared to the first-order system. Here we derive
temporal properties of first- and second-order vision at threshold from studies of temporal integration and two-pulse summation.
Three types of modulation were tested: luminance gratings alone, luminance modulations added to dynamic visual noise, and
contrast modulations of dynamic noise. Data from the two-pulse summation experiment were used to derive impulse response
functions for the three types of stimulus. These were then used to predict performance in the temporal integration experiment.
Temporal frequency response functions were obtained as the Fourier transform of impulse responses derived from data averaged
across two observers. The response to noise-free luminance gratings of 2 c:deg was bi-phasic and transient in the time domain,
and bandpass in the frequency domain. The addition of dynamic noise caused the response to become mono-phasic, sustained and
low-pass. The response to contrast modulated noise (second-order) was also mono-phasic, sustained and low-pass, with only a
slightly longer integration time than in the first-order case. The ultimate roll-off at high frequencies was about the same as for the
first-order case. We conclude that second-order vision may not be as sluggish as previously thought. © 2000 Elsevier Science Ltd.
All rights reserved.
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1. Introduction
1.1. Second-order 6ision
Spatial information in an image can be conveyed by
spatial variation in a number of image properties in-
cluding luminance, colour, local contrast, disparity, tex-
ture and flicker. Recent studies of motion perception
(Chubb & Sperling, 1988; Cavanagh and Mather, 1989;
Harris & Smith, 1992; Wilson, Ferrara & Yo, 1992;
Derrington, Badcock & Henning, 1993; Ledgeway &
Smith, 1994; Smith, Hess & Baker, 1994; Lu & Sper-
ling, 1995; Smith & Ledgeway, 1997, 1998) have shown
that the human visual system can detect the motion of
spatial structure defined by all of the above image
properties and these studies suggest the existence of
multiple processing channels for the different types of
motion cue. Cavanagh and Mather (1989) proposed a
division of cues into first-order cues (luminance and
colour) that can be detected by a simple motion energy
mechanism (such as that outlined by Adelson &
Bergen, 1985) and second-order cues (contrast, texture,
etc.) that require some additional pre-processing prior
to the extraction of motion energy. Of particular inter-
est here is second-order structure defined by variations
in the local contrast of a first-order carrier signal. Such
stimuli are effectively generated by multiplying the car-
rier image (often visual noise) by a modulator such as a
sine wave.
1.2. Separate mechanisms?
There is now a body of evidence to suggest that first-
and second-order signals are processed in separate
channels with characteristically different properties. For
example, unlike first-order motion, second-order mo-
tion does not induce optokinetic nystagmus (Harris &
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Smith, 1992), does not induce a motion after-effect on
stationary test patterns (Nishida, Ashida & Sato, 1994),
and observers cannot distinguish its direction of move-
ment at the threshold for detecting the orientation of
the stimulus (Smith & Ledgeway, 1997). Lu and Sper-
ling (1996) have suggested that contrast gain control
operates along different principles for the two stimuli.
These findings suggest, indirectly, that there are at least
two independent mechanisms for motion processing —
a linear first-order mechanism and a non-linear second-
order mechanism.
The independence of the two mechanisms has also
been tested directly. We have found (for static stimuli)
near-independence of the detection mechanisms for lu-
minance modulation (LM) and contrast modulation
(CM) using a variety of methods including sub-
threshold summation, mixed detection, and identifica-
tion at threshold (Georgeson & Schofield, 1998;
Schofield and Georgeson, 1999). Linear summation of
responses to the two stimulus types can certainly be
ruled out, as can summation within an early non-linear
mechanism. Finally, Nishida, Ledgeway and Edwards
(1997) have shown that stimulus-specific adaptation
occurs for the detection of both first- and second-order
moving stimuli, and transfer of adaptation between
stimulus types is weak and non-specific. It is very likely,
however, that at high carrier contrasts early non-linear-
ities in the visual system give rise to first-order distor-
tion products which are detectable at high speeds (He &
MacLeod, 1998; Scott-Samuel & Georgeson, 1999).
1.3. Is second-order 6ision slow?
Lu and Sperling (1995) compared first- and second-
order sensitivities for movement as a function of tem-
poral frequency. The temporal sensitivity function for
stimuli based on modulations of local contrast (static
noise) was very similar to that for first-order stimuli,
but sensitivity for modulations of stereo depth and
modulations of local motion had a much lower cut-off
frequency, implying rather sluggish responses to these
stimuli. These and other findings led them to propose a
three-channel model for motion processing: a fast first-
order energy mechanism, a fast second-order energy
mechanism sensitive to variations in local contrast only,
and a slow feature-tracking mechanism sensitive to
other kinds of second-order variation. Derrington and
Cox (1998) and Smith and Ledgeway (1998) re-assessed
the sensitivity function for movement of contrast en-
velopes and argued that it too had poor temporal
resolution compared with first-order detection. We re-
visit this issue in Section 6. Based on their experiments
with pedestalled, contrast-modulated stimuli, Derring-
ton and Ukkonen (1999) suggest that only two motion
mechanisms are necessary: a fast, linear, energy mecha-
nism for first-order stimuli, and a slow feature-tracking
mechanism for motion based on all other cues. On this
view some apparently second-order stimuli are pro-
cessed by the first-order system because of artefactual
cues (such as clumping; Smith & Ledgeway, 1997) or by
the action of the photoreceptor non-linearity on high
contrast stimuli (He & MacLeod, 1998).
1.4. Temporal properties of first-order 6ision
In this paper we explore the temporal properties of
second-order vision and compare them with those of
first-order mechanisms. The temporal properties of the
visual system in response to first-order stimuli are now
fairly well understood. For low spatial frequencies (be-
low about 1.5 c:deg) the response at threshold is pre-
dominantly transient whereas at high spatial
frequencies it is sustained (Robson, 1966; Nachmias,
1967; Rashbass, 1970; Kulikowski & Tolhurst, 1973;
Tolhurst, 1975a,b; Watson & Nachmias, 1977; Kelly &
Savoie, 1978; Legge, 1978; Kelly, 1979; Wilson, 1980;
Gorea & Tyler, 1986; Georgeson, 1987; Burr & Mor-
rone, 1993). At low spatial frequencies, the response of
transient mechanisms to the onset of a prolonged stim-
ulus rises rapidly to a peak and then falls to a lower
level. The behavioural response is the result of proba-
bility summation over time and hence there is little
improvement in sensitivity with stimulus durations be-
yond about 100 ms. If the stimulus is presented very
briefly the internal response (impulse response) is bi-
phasic, having an initial high amplitude positive phase
followed about 50 ms later by a smaller negative phase.
If the stimulus consists of two briefly presented pulses
then responses to the two may interact positively or
negatively depending on the timing and polarity of the
pulses. At higher spatial frequencies the internal re-
sponse to the onset of a prolonged stimulus rises to a
maximum level and remains there: sensitivity improves
for stimulus durations beyond 100 ms, and the impulse
response is mono-phasic. It appears that sustained and
transient mechanisms coexist at all spatial frequencies
(Tolhurst, 1975b; Legge, 1978). At low spatial frequen-
cies threshold performance is dominated by the more
sensitive transient mechanisms, while at high frequen-
cies the sustained mechanisms are more sensitive (see
also Fredericksen & Hess, 1998).
The duration of temporal integration was thought to
increase with spatial frequency (Tolhurst, 1975a; Breit-
meyer & Ganz, 1977; Legge, 1978) and as a result the
visual system is often described as sluggish (slow to
reach its maximum response) at high spatial frequen-
cies. This would imply an impulse response with a
single broad, positive lobe increasing in duration with
spatial frequency. However, when two other factors —
the delayed inhibitory phase and probability summa-
tion — are taken into account, any increase in integra-
tion time (or critical duration) with spatial frequency
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appears to be slight (Gorea and Tyler, 1986;
Georgeson, 1987). This is consistent with Robson’s
(1966) original finding that the roll-off of sensitivity at
high temporal frequencies is the same at all spatial
frequencies.
1.5. Assessing the temporal properties of second-order
6ision
The main aim of this study was to explore the
temporal properties of second-order vision and com-
pare them with first-order vision. This was done at one
spatial frequency (2 c:deg) using two related experimen-
tal paradigms: two-pulse summation and temporal inte-
gration. Data from these experiments were used to
derive a temporal impulse response for second-order
vision and from that a temporal frequency response
curve. If the second-order system is slow as suggested
by Smith and Ledgeway (1998) and others, then we
should expect the second-order impulse response to be
mono-phasic and broad, and the frequency response to
be low-pass with a relatively low cut-off frequency. Our
inferences from the detection of flashed patterns pro-
duce a temporal frequency characteristic that is most
directly comparable with the frequency response ob-
served for flickering stimuli rather than moving stimuli.
Detection of second-order flicker does not necessarily
have the same temporal characteristics as detection of
movement (Smith & Ledgeway, 1998), and we consider
this issue further in Section 5.3.
In making comparisons between the processing of
first- and second-order stimuli we routinely use two
kinds of first-order stimulus: luminance modulations
without noise and luminance modulations added to
visual noise. This three-way comparison enables us to
separate effects that are due to the presence of the noise
carrier from those due to the type of modulation. This
is important since the introduction of noise can have a
dramatic effect on the operation of the visual system. In
addition, testing in the presence of noise can itself
reveal useful information about first-order processing.
Like Smith and Ledgeway (1998), we used a dynamic
noise pattern because temporal modulation of static
noise contrast introduces first-order changes in the
space-time spectrum that can serve as an artefactual cue
to second-order detection.
2. General methods
The methods employed in this study are similar to
those described at length by Schofield and Georgeson
(1999).
2.1. Experiments
In the first experiment, on two-pulse summation,
sensitivity was measured as a function of the temporal
separation between two brief pulses of a 2 c:deg test
grating (luminance or contrast modulated as appropri-
ate). The pulses could be in phase with one another or
in anti-phase. Sensitivities to luminance modulations
(L), luminance modulations added to dynamic binary
noise (LM) and contrast modulations of noise (CM)
were all tested. The absolute phase of the gratings was
randomised from trial to trial. Pulses lasted for 18 ms
and the stimulus onset asynchrony (SOA) varied from
18 to 288 ms. Sensitivity was also measured for a single
18 ms pulse as a baseline condition.
In the second experiment, on temporal integration,
we measured sensitivity as a function of stimulus dura-
tion. The duration of the signal was varied from 18 to
1152 ms (for L signals sensitivity was also measured for
a 9 ms pulse).
2.2. Stimuli
The three types of stimulus (L, LM, CM) used in this
study are illustrated in Fig. 1, and described in detail in
Appendix A. The images were displayed within a 5.72
deg square region of the monitor screen, corresponding
to 512512 image pixels (128128 noise samples).
Fig. 1. Example stimuli: (a) luminance grating; (b) luminance grating added to noise; (c) contrast-modulated noise in which the contrast of the
noise varies sinusoidally.
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The stimuli were visible only within a central, soft-
edged circular window (overall diameter 5.72 deg). The
window function multiplied image contrast by 1.0
across a circular region 3.58° in diameter, then tapered
smoothly (according to half a cycle of a raised cosine
function, half-period1.07 deg) to zero contrast in the
surrounding annulus. Pixels outside the circular win-
dow but within the central square had mean luminance
(:60 cd:m2). The remainder of the screen was at
minimum luminance (:4 cd:m2). Noise pixel size was
2.682.68 min arc, and noise contrast was 0.4. (Note
that for binary noise, Michelson contrast and r.m.s.
contrast are the same.) The viewing distance was 2 m.
2.3. Equipment
Digital images were generated on a Pentium PC
(Gateway P5-120, Gateway 2000 Inc, USA) and pre-
sented on a high resolution 21 in. greyscale monitor
(Eizo Flexscan 6500-M, Eizo Corp, Japan) using a
VSG2:3 graphics card (Cambridge Research Systems
Ltd, UK) at a frame rate of 110 Hz (55 Hz per
complete image when frame interleaving was used).
2.4. Calibration
The monitor’s gamma non-linearity was corrected
using look-up tables in the VSG. This calibration also
provided for pseudo 12-bit greyscale resolution. The
appropriate correction was determined from the rela-
tionship between screen luminance and pixel value at a
range of contrasts. Luminance was measured using a
Minolta LS-110 digital luminance meter (Minolta Cam-
era Co, Japan) interfaced to the PC. The calibration
was verified every few weeks.
In addition the system was also calibrated against the
Adjacent Pixel Non-linearity (APNL). APNL, which
causes a reduction in mean luminance and contrast
when the luminance change between two adjacent pix-
els is high, cannot be corrected by a standard gamma
correction method (Mulligan & Stone, 1989; Klein, Hu
& Carney, 1996). For the equipment used here, APNL
is negligible if each noise element occupies 44 screen
pixels.
2.5. Procedure
Data were collected using a staircase procedure de-
signed to track 79.4% correct performance (Cornsweet,
1962; Wetherill and Levitt, 1965; Levitt, 1971; Meese,
1995). On each trial the observer’s task was to indicate
which of two temporal intervals contained the signal
pulses (2 ifc). The modulation was set to zero in the
non-target interval and was determined by the staircase
procedure in the target interval. The stimulus condi-
tions (e.g. pulse duration) tested within each experiment
were assigned to particular sessions in groups of three
or four. Stimulus type (L, LM or CM) was not mixed
within sessions. Within a session observers completed
two staircases per condition and conditions were re-
peated twice (four staircases in all). The ordering of
sessions was randomised for each observer. The condi-
tions included in each session were presented in blocks:
20 trials of the first condition, then 20 of the next, and
so on until all staircases were completed. Conditions
were selected in random order, subject to certain con-
straints designed to distribute conditions evenly within
each session. Staircase pairs ran in parallel within each
block. The beginning of each block was signalled by an
audible warning and a cue trial in which the stimulus
was presented above threshold. This cue trial served to
ensure that observers were aware of the condition being
tested in each block. Data from cue trials were dis-
carded. Feedback, in the form of an audible tone, was
given after each trial. Data from the four staircases
were pooled as percent correct at each stimulus level
and fitted with Weibull functions from which detection
thresholds (81.6% correct) were derived. The variance
associated with each threshold estimate was estimated
by 1000 iterations of a bootstrap procedure (Foster &
Bischof, 1991).
2.6. Stimulus timing
Stimulus intervals were 1260 ms separated by a blank
(mean luminance) gap of 1260 ms. Noise images occu-
pied the whole of the stimulus interval whereas modula-
tion images were presented for a shorter period within
the interval. In the case of L signals (no noise) the
stimulus interval (1260 ms) was marked by an audible
tone and the grating appeared within that period as for
the other conditions. Noise and grating onsets and
offsets were abrupt.
2.7. Obser6ers
The first author and one paid, experienced psycho-
physical observer (not familiar with the purpose of the
experiment) took part in the study. Both had normal or
corrected to normal visual acuity and negligible
astigmatism.
2.8. Control experiment
The use of the frame interleave method has the
advantage that, in the CM case, modulation depth can
be varied on-line by a staircase estimation procedure
without the need for fast, hardware, image multiplica-
tion. The disadvantage is that pulse duration is not well
defined. For example a contrast modulated pulse is
generated by interleaving two frames — one of noise
and one of modulation. For pulses of longer duration,
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noise samples are matched only within pairs of frames.
We thus rely on the visual system to integrate over at
least two frames in order to generate a stable, CM (or
LM) image. This is a strong assumption which we now
evaluate empirically.
Sensitivity was measured for three values of onset
asynchrony in the two-pulse summation experiment.
Two sets of contrast-modulated images were generated.
The first set was generated by the frame interleave
method described above; the second set was generated
as single images combining noise and side-bands with-
out frame interleaving. For this second type of image,
modulation depth is fixed and so a 2 ifc method of
constant stimuli was used for both types of image.
Based on the results of a pilot experiment, percent
correct scores were estimated for four modulation
depths bracketing the expected threshold levels for each
of three onset asynchronies. Thresholds were estimated
from Weibull fits to the percent correct scores. Every
effort was made to equate the two stimulus sets except
for frame interleaving. The effective noise contrast was
40% in both cases. The first author acted as observer.
The two conditions produced very similar thresholds
(although the differences were significant the mean
difference between pairs of thresholds was just 0.6 dB)
and, more importantly, had very similar trends of de-
creasing sensitivity with increasing SOA. We therefore
conclude that (at least for a detection task) the inter-
leaving method is a valid way to generate brief pulses of
CM in noise. It is also worth noting the observer’s
report that supra-threshold versions of the two types of
stimulus had substantially the same appearance.
3. Modelling
We followed the approach taken by Burr and Mor-
rone (1993), based on earlier work of Watson and
Nachmias (1977) and Watson (1979). The model’s sen-
sitivity is determined by the response of a linear tempo-
ral filter, incorporating an expression for probability
summation of the responses over time. The impulse
response model had three components: a positive lobe
derived from the raised cosine equation added to a
negative lobe (an inverted raised cosine), multiplied by
an exponentially decaying envelope. Candidate impulse
response functions were convolved with the temporal
envelope of the stimulus. A single measure of model
sensitivity was produced by assuming probability sum-
mation of response magnitudes over time. The shape of
the impulse response was adjusted (using the Solver
routine in Microsoft Excel) to produce a good fit to the
human sensitivity data. This approach presumes that a
single temporal filter can account for temporal sensitiv-
ity to a given type of stimulus (L, LM or CM) at a
given spatial frequency. We cannot rule out more than
one filter, but the assumption of a single filter is simple
and parsimonious and, as we shall see, empirically
supported by successful prediction of temporal integra-
tion and temporal frequency response curves.
The equation for the impulse response was given by:
I(t)A{g(t)Kh(t)}exp( t:D),
where
g(t)1cos(pt:B) if 0B tB2B, 0 otherwise,
and
h(t)1cos(pt:C) if 0B tB2C, 0 otherwise,
where A governs the overall amplitude, B the width and
peak position of the positive lobe, C the width and
peak position of the negative lobe, and D the rate of
decay. The weighting factor between the lobes (K) was
constrained to be less than or equal to zero so as to
ensure that the second lobe was always negative. Fur-
ther C was constrained to be equal to or greater than B
so as to ensure that the negative lobe could not precede
the positive lobe. The exponential decay allowed for the
skewing of the lobes so as to produce impulse functions
with elongated tails. However it also shifted the peak
positions such that the peaks (troughs) in the impulse
response cannot be inferred directly from the values of
B and C. Thus the shape of the model impulse response
functions was governed by four parameters (B, C, D
and K). The amplitude term (A) was also made a
parameter of the fit.
With the assumption of small signal linearity, the
visual response R(t) to a stimulus is given by the
convolution of I(t) with the temporal envelope of the
stimulus:
R(t)
&
I(t)G(tt)dt
where G(t) is the temporal envelope of the stimulus. In
practice the discrete form of the convolution integral
was used with a temporal resolution of 1 ms, much
shorter than the duration of the test pulses themselves.
Model sensitivity to a particular stimulus is given by
the Quick formula:
S
&R(t)b dtn 1:b
where b may be derived from the slope of the psycho-
metric function or may be adjusted to fit the data. In
this case b was fixed at 3.0 which represented a good
estimate of the slope of the psychometric functions for
the two observers averaged across conditions.
Model impulse responses were generated for each
stimulus type (L, LM, CM) used in the experiment. For
each observer the parameters governing the shape of
the impulse response were adjusted to produce a good
fit between model sensitivity and human sensitivity in
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Fig. 2. Two-pulse summation experiment with luminance-only (L) gratings. Top: sensitivity versus pulse onset asynchrony: (a) observer AJS; (b)
observer REH; (c) geometric mean of both observers. Filled symbols, in-phase pulses; open symbols, anti-phase pulses. Lines: model sensitivities.
Bottom: impulse responses that produced the fits shown above.
the two-pulse summation experiment. These model
parameters were then used to predict the results of the
temporal integration experiment with no further adjust-
ment. An additional set of models (one for each stimu-
lus type) was generated by fitting the impulse response
to averaged (geometric mean) sensitivities from the two
observers in the two-pulse experiment. This generic
model was used to predict the averaged temporal inte-
gration data, and to derive model temporal frequency
characteristics in response to the three stimulus types.
4. Results
4.1. Experiment 1: two pulse summation
4.1.1. First-order luminance-only (L)
The graphs of Fig. 2a–c show sensitivity versus pulse
(stimulus) onset asynchrony (SOA) for luminance-only
modulations. Symbols show human sensitivity while
curves show model sensitivity. At short SOAs, sensitiv-
ity was high for in-phase pulses but low for anti-phase
pulses. As SOA increased, sensitivity to in-phase pulses
fell while that for anti-phase pulses increased. The two
curves cross at SOAs around 30–40 ms. Sensitivity for
the anti-phase pulses peaked at SOAs around 50–60 ms
where the in-phase sensitivity was at a minimum. The
two sensitivity curves converge at higher SOAs. This
behaviour is very similar to that reported by Burr and
Morrone (1993), and is characteristic of a transient
detection mechanism. Fig. 2d,e show the model impulse
responses estimated for the two observers. They are
bi-phasic with a short duration positive lobe (width at
half height :33 ms) followed by a negative lobe. Our
best estimate of the impulse response is shown in Fig.
2f, derived by fitting to the average of the two observ-
ers’ data (Fig. 2c).
4.1.2. First-order luminance in noise
The data and models for luminance modulations in
dynamic noise are shown in Fig. 3. Once again sensitiv-
ity is highest for the in-phase condition at short SOAs,
but the addition of noise removed the crossover in
sensitivity. Sensitivity for in-phase pulses was always
greater than or equal to that for anti-phase pulses. This
is characteristic of a sustained detection mechanism.
Fig. 3d–f show that the model impulse responses were
mono-phasic with a single positive lobe of short dura-
tion (width at half height 44, 23 and 27 ms, respec-
tively) but with a slightly elongated tail.
4.1.3. Second-order contrast-modulated noise
Results for contrast modulations of dynamic noise
are shown in Fig. 4. Sensitivity curves were similar to
the case of luminance in noise, implying a sustained
mechanism, but the two curves (in-phase and anti-
phase) converged only for SOAs of 80–100 ms, suggest-
ing a slightly slower mechanism with a more prolonged
integration period during which responses to the two
pulses interact. Second-order impulse responses are
show in Fig. 4d–f. These functions are also mono-pha-
sic, being slightly broader than in the LM case (width
at half height 51, 39 and 40 ms, respectively), with
elongated tails that are more pronounced than in the
LM case.
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Fig. 3. As Fig. 2, but for luminance gratings in 2-D dynamic noise (LM).
Fig. 4. As Fig. 2, but for contrast modulated dynamic noise (CM).
Fig. 5. Temporal integration experiment: (a) observer AJS; (b) observer REH; (c) geometric mean of both observers. Circles, luminance-only
gratings; squares, luminance in noise; triangles, contrast-modulated noise. Curves, predictions of the model described in the text, with impulse
responses as depicted in Figs. 2–4.
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Table 1
Impulse response model parameters for individual observers and for the average observer
Subject LMLuminance CM
REH Ave. AJS REH Ave.AJS AJS REH Ave.
31.03 41.65 125.3 157.4Amplitude (A) 140.444.80 49.02 51.08 56.24
50.85 57.46 644.8 282.884.63 363.5Positive width (B) 1107 822.4 873.4
55.83 64.03 – –Negative width (C) –121.9 – – –
38.34 24.98 12.95 6.6017.97 8.12Decay (D) 15.13 11.61 11.72
Balance (K) 1.034.10 1.02 0.00 0.00 0.00 0.00 0.00 0.00
Fig. 6. Step responses of the generic model. Model responses to a rectangular pulse, illustrating the sustained or transient nature of the behaviour.
(a) luminance only; (b) luminance in noise; (c) contrast-modulated noise.
4.2. Experiment 2: temporal integration
Results from the temporal integration experiment are
shown in Fig. 5. Sensitivity increased monotonically
with duration for L, LM and CM stimuli, and the large
differences in absolute sensitivity between L, LM and
CM conditions seen in experiment 1 were maintained
here. Curves in Fig. 5 represent model predictions
generated from the impulse responses of Figs. 2–4. The
impulse responses for each stimulus type were con-
volved with rectangular pulses representing the tempo-
ral waveforms of the stimuli at different durations (see
Section 3). The model provides a good prediction for
the observed form of temporal integration despite the
change in experimental conditions.
The temporal integration curves are characterised by
two sections: an initial steep portion where sensitivity
rises sharply with increasing stimulus duration, fol-
lowed by a shallower portion where sensitivity is less
dependent on stimulus duration. This is especially so
for a transient mechanism (luminance-only) which re-
sponds to the onset of the stimulus but whose response
then dies away if the stimulus continues. There are only
two notably deviant data points (Fig. 5b) and they
probably imply that the impulse response for REH
(Fig. 2e) rather over-estimates the true size of her
delayed negative lobe. For LM and CM stimuli, the
sustained response means that sensitivity continues to
increase with duration because of probability summa-
tion. The growth of sensitivity has slope 1:b on a
log–log plot (cf. Tolhurst, 1975b; Legge, 1978; Watson,
1979).
5. Interpreting the model
5.1. Model parameters and comparison with data
Table 1 shows the parameters of the model for
individual observers, and for fits to their mean data.
Because they interact, these parameters are difficult to
interpret, but a few points are worth noting. The value
of K is zero for both LM and CM, reflecting the
absence of a negative second lobe in these functions
(the value of C is thus irrelevant). The width of the
positive lobe seems very high for both these functions,
but their shape is largely determined by the decay term
that imposes relatively early peaks in both cases. The
rate of decay is lower in the CM case, reflecting its
broader peak and longer tail. In the luminance-only
case, the shape of the function is rather more dependent
on the widths of the two lobes (both of which are
present). However, the decay does serve to gently trun-
cate the negative lobe.
5.2. Impulse responses and step responses
Fig. 6a–c show the generic model’s responses to
elongated rectangular pulses, clearly showing the tran-
sient nature of the luminance-only response. Lengthen-
ing the pulse prolongs only the low-response portion of
this curve and hence sensitivity increases very little. In
contrast, the responses from the sustained mechanisms
rise to some level and then stay at this level for the full
duration of the pulse. Thus elongating the pulse leads
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to a marked increase in sensitivity through probability
summation.
5.3. Temporal frequency response — flicker and
mo6ement
Fig. 7 shows the expected temporal frequency re-
sponse characteristics for the three stimulus types.
These curves were generated by taking the Fourier
transform of the impulse responses for the generic
model. They represent an estimate of the visual system’s
responsiveness to gratings at various temporal frequen-
cies. As expected, the luminance-only characteristic is
band-pass with a peak at around 8 Hz. This curve is
consistent with the many flicker and movement sensitiv-
ity functions recorded in the literature (e.g. Robson,
1966; Rashbass, 1970; Watson & Nachmias, 1977;
Kelly, 1979; Georgeson, 1987; Burr & Morrone, 1993),
illustrated in Fig. 7 by data from Robson (1966). It is
well established that, for speeds greater than about 1
deg:s, sensitivity to moving luminance gratings is twice
that for counterphase flickering gratings and that the
shapes of the temporal frequency response curves are
the same, reflecting a direction-selective mechanism that
is responsible for detection of both movement and
flicker (Levinson & Sekuler, 1975; Kelly, 1979). The
good fit between our curve and Robson’s data lends
strong support to the method used here and by previ-
ous authors to derive impulse responses and frequency
response curves from data on sensitivity to flashed
patterns.
The expected frequency response for LM stimuli is
low-pass as expected for a sustained mechanism, but we
know of no corresponding experimental data. The char-
acteristic for CM noise is also low-pass, and fits fairly
well to the results of Smith and Ledgeway (1998) who
measured sensitivity for detecting the movement of 1
c:deg CM gratings in dynamic noise, in conditions
quite similar to ours. The curves suggest that CM has a
slightly lower cutoff frequency than LM, but the differ-
ences are small. The main difference lies in the five
times lower sensitivity to CM than LM under these
conditions. The similarity between the CM response
derived for flickering stimuli and that observed for
detection of movement (Smith & Ledgeway, 1998) sug-
gests that the shape of this response is quite general and
is not specific to static flickering stimuli.
6. Discussion
This paper presents data concerning the temporal
response properties of second-order vision to static,
briefly presented sinusoidal contrast modulations of
dynamic visual noise. These results should be regarded
as a preliminary characterisation of the temporal prop-
erties of second-order vision in that only one spatial
frequency (2 c:deg) and one type of carrier were used. It
is likely that the second-order impulse response func-
tion will vary with both spatial frequency and carrier.
For comparison the visual responses to two kinds of
first-order stimuli were also assessed and will be dis-
cussed first.
6.1. First-order impulse responses and temporal
frequency characteristics
When the stimulus is a simple luminance grating at 2
c:deg the temporal response is characterised by a tran-
sient, bi-phasic impulse response and a bandpass fre-
quency response. This finding is entirely consistent with
previous results for stimuli with spatial frequencies
around 2 c:deg or lower, and validates our basic
method and approach. The addition of broad-band
dynamic noise to the same luminance grating resulted
in a sustained response, with a mono-phasic impulse
response and a low-pass temporal frequency character-
istic. This elimination of transient behaviour by noise is
Fig. 7. Temporal frequency responses derived as the Fourier trans-
form of the impulse response profiles of Fig. 2f, Fig. 3f and Fig. 4f.
These curves represent the generic model’s expected sensitivity to 2
c:deg gratings flickering or moving at various temporal frequencies.
Short dashes, luminance only; long dashes, luminance in noise; solid
curve, contrast-modulated noise. Filled symbols, sensitivity for dis-
criminating the direction of motion of 1 c:deg CM gratings in
dynamic noise. Data are geometric means across the two observers
and two pixel sizes, from Smith and Ledgeway (1998), obtained by
scanning and digitizing their figures at high resolution. Model curves
necessarily had an arbitrary vertical scale factor, which was chosen by
eye to fit the filled symbols. This vertical scaling shifted all three
curves equally and did not affect their relative positions. Open
symbols: contrast sensitivity for luminance gratings from Robson
(1966). Data are geometric means across two spatial frequencies (0.5
and 4 c:deg) to estimate the likely behaviour around 1–2 c:deg.
Curve shape is almost identical to 1 c:deg data of Kelly (1979), Fig.
3). Our curves were shifted to fit second-order movement detection
data (filled symbols), while Robson’s experiment used counterphase
(contrast-reversing) gratings. His sensitivity values were therefore
multiplied by 2 here to represent the sensitivity to moving gratings.
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consistent with Legge’s (1978) masking experiment in
which a medium contrast sinewave (otherwise identical
to the signal) flashed before and after the signal pulse
was found to inhibit transient mechanisms. It is likely
that the noise in our experiment also acted as a mask in
this way. Dynamic noise contains transient pulses at all
spatial frequencies and phases, and so it may mask the
transient responses to the target. As expected, the
masking noise also produced a general reduction in
sensitivity.
6.2. Second-order impulse response and temporal
frequency characteristic
In line with our previous findings (Schofield &
Georgeson, 1999) observers were much less sensitive to
CM stimuli than to either type of first-order grating. It
is possible, however, that some of this loss of sensitivity
for CM was due to the noisiness of the carrier, as in the
first-order case. This does not necessarily imply that
luminance noise masks CM detection, since after spatial
filtering the binary carrier has a spatially perturbed
contrast envelope that could serve as a second order
noise mask for CM signals (Kovacs & Feher, 1997).
The possibility that CM detection could be mediated by
local luminance changes is considered, and discounted
by a control experiment, in Appendix B.
Despite the low sensitivity it was still possible to
derive impulse responses from the experimental data.
The response to CM stimuli was sustained with a
mono-phasic impulse response and a low-pass temporal
frequency characteristic. The shape of the impulse re-
sponse was similar to that for high frequency luminance
gratings having an elongated tail (see Georgeson, 1987,
for a comparison). To confirm this, we re-plotted the
temporal integration data of Legge (1978) and found an
almost exact match between the shape of our CM
integration curve (Fig. 5, triangles) and Legge’s data for
luminance gratings at 3, 6 and 12 c:deg. In line with the
analysis of Georgeson (1987) and Gorea and Tyler
(1986) we conclude that the response to CM stimuli is,
at most, only slightly more sluggish than the equivalent
first order (LM) response (an increase in the width of
the positive part of the impulse response of about 10
ms). The main difference is that the response to lumi-
nance (L) stimuli is transient whereas the response to
CM is sustained. However, we have seen that noise
makes the first order behaviour sustained instead of
transient, and so this might also be true for second
order vision. Alternatively, if second-order mechanisms
take their input from first-order filters that prefer spa-
tial frequencies much higher than their own (as sug-
gested by Sutter, Sperling & Chubb, 1995 and Dakin &
Mareschal, 2000) then the second-order system at 2
c:deg might well inherit the sustained temporal proper-
ties of the higher frequency first-order channels that
feed it.
The finding that simple detection of CM is not
especially sluggish casts new light on the supposed
slowness of second-order motion perception (see Sec-
tion 1). Importantly, our analysis based on data from
flashed modulations has proved to be very consistent
with results from moving stimuli. Fig. 7 confirms that
temporal tuning curves for luminance (L) and CM do
indeed have different shapes (Smith & Ledgeway,
1998). But we can now see that this arises mainly
from the delayed negative lobe of the L impulse re-
sponse (Fig. 2) that creates low frequency attenua-
tion. The positive lobe or integration time, associated
with high frequency attenuation, is only slightly
broader for CM than for L. Thus in one sense the
response to CM is nearly as brisk as the response to
luminance gratings. However, because CM sensitivity
is so low it remains true that drift frequencies beyond
about 15 Hz are not detected. In this practical sense
CM motion detection is sluggish, but the underlying
responses are not. Finally, we note that there are
conditions in which feature-tracking is the basis for
motion perception, in both first- and second-order vi-
sion, and here the response processes seem to be gen-
uinely slow (Lu & Sperling, 1995; Derrington &
Ukkonen, 1999). From our findings we suggest that
the responses to LM and CM waveforms in early
vision are not slow, but extracting features and
matching them may be time-consuming processes.
6.3. Conclusion
In conclusion, evidence from two-pulse summation
and temporal integration experiments suggests that
the second-order (CM) system has a sustained
temporal response and is only slightly sluggish
compared with the first-order system. It should be
noted that CM stimuli were used with a dynamic
noise carrier and that the addition of such a noise
signal to luminance gratings makes the first-order
system behave in a sustained fashion. The estimated
temporal frequency characteristic presented here for
CM is low-pass but very similar to the first-order
characteristic in the presence of noise. These results
suggest that, for the detection of brief pulses, the
second-order system is not especially sluggish
compared to the first-order system. It is however
sustained whereas the first-order system (without
noise) is transient at this spatial frequency (2 c:deg).
The sustained nature of second-order detection could
arise from the use of dynamic noise as a carrier or it
could reflect the intrinsic nature of CM mechanisms
which may receive input from high spatial frequency
first-order filters that also have a sustained temporal
response.
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Appendix A. Stimulus definition and generation
(i) Sinusoidal luminance gratings (first-order, lumi-
nance modulations, denoted L),
L(x,y,t)I0(1 l(t)sin (x)) (1)
(ii) Sinusoidal luminance-modulations added to dy-
namic, 2D binary noise (first-order, luminance-modu-
lated noise, LM),
LM(x,y,t)I0(1 l(t)sin (x)nN(x,y,t)) (2)
(iii) Sinusoidal contrast-modulations of dynamic
noise (second-order, contrast-modulated noise, CM).
CM(x,y,t)I0(1nN(x,y,t) (1m(t)sin (x))) (3)
where I0 is mean luminance determined by the display
equipment, N(x,y,t) is visual, white, binary, dynamic
noise with amplitude 1.0, n is the mean contrast of the
noise which was fixed at 0.4 throughout the experi-
ments, l(t) is the contrast of the luminance signal
which could vary over time as could m(t) the modula-
tion depth of the CM signal. For LM, the modulation
signal is given by l(t)sin(x) and the noise signal by
nN(x,y,t). For CM, Eq. (3) can be re-written as.
CM(x,y,t)I0(1nN(x,y,t)nm(t)sin (x)N(x,y,t))
(4)
where nN(x,y,t) is the carrier signal, and
m(t)nM(x,y,t)N(x,y,t) is the modulation signal. The
latter image contains only the sideband terms of the
contrast modulated stimulus, comprising two sideband
components for each of the (many) Fourier compo-
nents of the carrier noise. The complete image of
sinusoidally contrast modulated noise is only achieved
when the noise and modulation images are integrated.
In practice stimuli were composed as follows. Sepa-
rate carrier (noise) and modulation images were con-
structed and then combined by presenting them in
alternate frames of the video sequence. As a conse-
quence the contrast of the noise and luminance signals
was effectively halved (but not the modulation depth
of CM stimuli). For L images the modulation ap-
peared on every frame (and signal contrast was not
halved). For CM, noise (carrier) images were paired
with modulation images based on the same noise sam-
ple. For LM and CM, different random noise samples
were displayed every two video frames (see below).
The I0 term was introduced at the point of display.
The advantage of this frame-interleaving method is
that the contrast of the modulation image can be
varied independently of the contrast of the carrier
(noise) image; thus the strength of the sinusoidal signal
(i.e. contrast for LM, or modulation depth for CM)
can be varied continuously simply by varying the con-
trast at which the modulation image is displayed. By
way of clarification consider the more complicated CM
case. Once the temporally interleaved component im-
ages have been combined at the eye the maximum
contrast in the stimulus is given by Cmaxnm(t)n
where sin(x)1. The minimum contrast is given by
Cminnm(t)n where sin(x) 1. Modulation
depth given by (CmaxCmin):(CmaxCmin) becomes
m(t)n:n. Since the images are in different frames m(t)n
can be thought of as the contrast of the modulation
image and can be set quite independently of n.
The frame interleaving process is slightly compli-
cated by the use of dynamic noise. The noise samples
of the carrier and modulation images must match for
frame interleaving to produce CM stimuli. But in dy-
namic noise the noise sample changes over time. In
practice the noise sample was updated every other
frame such that carrier and modulation images were
presented as pairs. Each modulation image was thus
preceded by a matching noise image but followed by
an unmatched image. The unmatched noise samples
were statistically independent and so with temporal
integration at the eye would combine to form unmod-
ulated (though not binary) noise samples. This might
have the effect of reducing the apparent modulation
depth, as modulated samples were intermixed with un-
modulated ones. However, this would cause only an
absolute shift in the resulting sensitivity estimates. In
practice however, we find sensitivity to the longer du-
ration pulses in the current temporal integration exper-
iment to be similar to that previously found for CM
stimuli (of a similar duration and spatial frequency)
with static noise carriers (Schofield & Georgeson,
1999). Readers concerned about the use of the frame
interleaving in this experiment are referred to the con-
trol experiment presented at the end of the methods
section.
Noise images could not be generated in real time,
and the frame store was able to hold only 16 512
512 images. It was therefore not possible to use truly
dynamic noise (a unique noise sample for every frame
pair) in these experiments. However, by randomly se-
lecting from a fixed set of noise samples, we generated
dynamic noise sequences that were, we believe, suffi-
ciently random (over the presentation interval) to pre-
vent observers becoming familiar with individual noise
patterns.
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Appendix B. First-order artefacts?
Second-order stimuli are prone to first-order artefacts
which can dominate performance (Smith & Ledgeway,
1997; Derrington & Ukkonen, 1999). Before accepting
the modelled shape of the second-order temporal re-
sponse, we should consider the possibility that stimulus
detection was due to first-order artefacts in these
experiments.
Artefacts due to poor calibration can be discounted.
The display equipment was carefully linearized and
dynamic noise was used to avoid clumping (Smith &
Ledgeway, 1997). Distortion products from retinal
transducer non-linearities can probably also be rejected
in the case of dynamic noise at 40% contrast (Scott-Sa-
muel & Georgeson, 1999). It is conceivable however,
that CM detection was supported by the observation of
small increments and decrements in the luminance of
individual noise samples — a first-order phenomenon
— not requiring the extraction of the second-order
structure at all. Such judgements could be carried out
on a few noise pixels, through high frequency first-or-
der channels, and this might explain the shape of the
CM impulse response. If so then observers’ thresholds
for detecting brief pulses of CM should be much lower
than their thresholds for recognizing the spatial struc-
ture of the CM waveform. Specifically, observers would
be unable to indicate the orientation of a briefly pre-
sented CM grating at the detection threshold. If orien-
tation is identifiable at threshold then performance
could reasonably be ascribed to a second-order
mechanism.
We have good reason for supposing that first-order
artefacts of this kind are not an issue here. Firstly, the
phase of the gratings was randomised from trial to trial
so observers would not know where best to attend to
small luminance changes. Secondly, the noise was dy-
namic and so pixel values were changing from frame to
frame (18 ms update) which would tend to mask
changes in local luminance levels. Further support is
provided by a control experiment in which thresholds
for CM detection and orientation discrimination were
measured for brief pulses of CM in dynamic noise. The
methods were similar to those of the main experiments.
The 2 ifc thresholds for detecting CM pulses (of hori-
zontal or vertical orientation) 6ersus noise-only signals,
and for discriminating between horizontally and verti-
cally oriented CM gratings, were measured in separate
sessions for two pulse durations. At 18 and 36 ms
durations, mean sensitivities for AJS were 1.0 and 2.0
for detection, 1.1 and 2.4 for discrimination. Discrimi-
nation was marginally but not significantly better than
detection. More importantly for this control, discrimi-
nation sensitivity was not lower than detection sensitiv-
ity. We conclude that first-order artefacts based on the
detection of luminance changes among small groups of
pixels are unlikely to have influenced the results of our
main study.
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