Abstract-Perturbation system is often used in the factor sensitivity analysis with neural network design. The two major and key problems: the sensitivity definition and the input perturbation ratio are investigated in this study. Besides, four models of sensitivity analysis are considered in the investigation. Through comparison and analysis, results show that the definition of sensitivity derived from the partial derivatives is relatively more rational than others and, the optimum range of the input perturbation ratio could be [-20%, 20%] for a general case. Additionally, the effect of quality of model on the prediction accuracy of the sensitivity is discussed in this paper, and their correlation is revealed.
I. INTRODUCTION
Sensitivity analysis is a fundamental issue in neural network design, from which the evaluation on the degree that the sensitivity of model output to changes in parameter values is implemented for a collection of methods [1] . Several approaches have been developed on the quantitative measurement of sensitivity. For instance, the 'partial derivatives' method [2] , the 'weights' method [3] , the 'perturbation' method [4] and the 'profile' method [5] . Of which, the perturbation method is widely used, which assesses the sensitivity of neural network model through observing the effect upon the overall error with the perturbation of each input. The perturbation is realized by adding noise to a certain input. Although such a method is of extensive prevalence, some disputations are still available in the literature. First, the cost function used in the sensitivity of a network is inconsistent, which means the definition of the sensitivity is not uniform [4] [6] [7] [8] [9] . The major problem is how to reflect the response of neural network output to the perturbation of its inputs. Second, one has to take a subjective scope about how much noise to add. Many researches show that for the perturbation method, the result of sensitivity is related to the mode of input perturbation [10] [11] [12] [13] . Therefore, the input perturbation ratio is another important problem deserving of study.
The goals of this study are twofold: (1) explore the rational definition of sensitivity, especially in the neural network simulation, and (2) discuss the optimum range of the input perturbation ratio. Besides, the factors affecting the assessment of the accuracy of the sensitivity are also hereinto elaborated.
II. DEFINITION OF SENSITIVITY
For the neural network-based perturbation method, the sensitivity of a system is estimated by the change of the output with respect to the input perturbation. The basic idea is that the inputs to the network are shifted slightly and the corresponding change in the output is reported either as a percentage or as an absolute difference [14] . The key is to select the reasonable index measuring the change in the outputs. Various indices are available in present studies. Scardi et al. [4] adopts the mean square error to represent the change of the output, and thus the sensitivity of the kth output with respect to the jth input is defined as
Where, D (ok) is the variance of the kth output corresponding to the perturbation of the jth input changes; D* means the ideal variance without noise input perturbation; ∆uj is a small incremental change in the jth input variable; uj* is the original value of the jth input variable; δ is the input perturbation ratio. Choi et al. [6] defines the sensitivity of input perturbations as the ratio of the standard deviation of output errors to the standard deviation of the input errors under the condition that the latter tends to zero. The formula is
where σ (o k ) and σ (u j ) are the standard deviation of the output errors and the input errors, respectively. Jiang Quan et al. [7] use the ratio of the output relative error to the input relative error to represent the sensitivity, expressed as
in which ∆o k is the corresponding change in the value of the kth output variable due to ∆u j and o * is the original value of the kth output variable.
Mathematically, for a causal-to-result system, the sensitivity of a certain independent variable to one dependent variable is calculated by the partial derivative of the dependent variable with respect to the independent variable. The partial derivatives method in neural network sensitivity analysis is just originated from the above idea. Nevertheless, two major weaknesses can be found in the partial derivatives method. Firstly, it cannot implement neural networks with non-differentiable activation function and secondly, it is inadequate to consider the magnitude effect of the parameter in sensitivity assessment [8] . So the numerical computation instead of analytical expression is used by some researchers to obtain the sensitivity of models. Reddy et al. [9] gives a definition of the sensitivity in the form
where ∆o k reflects the network's output error more directly and precisely than the variance does. This definition is closer to the one of the partial derivatives compared to the other definitions. It is expected that this definition is more reasonable.
In the above formulas,
. In all the aforementioned literatures, N is the number of the training objects, y ik is target output for the i object and k output, and ˆi k y is the corresponding network estimate of the target value with the various input perturbation. In fact, y ik should not be the original value of the output but the network estimate of the target value without the input perturbation. This is easily accountable; comparisons must be a kind, which is neural network compared with neural network, not the real target value. For the sake of convenience, we still use the above form of the formulas (1) ~ (4) while the significance of y ik is different in the following calculation.
III. INPUT PERTURBATION RATIO OF INFLUENTIAL FACTORS
The perturbation method adjusts a certain dependent variable through adding noise at a time while keeping all the others untouched. The change ratio of the output variable with regard to the perturbation of the input variable is evaluated. The input variable with most significant change ratio turns out the one that has the strongest effect on the system analyzed. To obtain an objective assessment on the sensitivity of dependent variables, the optimum range of input perturbation ratio should be determined as a precondition. If the perturbation is overlarge, the sensitivity spectra may appear clipped. Generally, the farther a perturbation moves from the base case value, the less reliable the results become. However, if the perturbation is undersize, the sensitivity spectra may have no noise and sometimes no signal.
The input perturbation ratios are added from -30% to 30% in steps of 15% in [7] and from -40% to 40% in steps of 10% in [10] , and from 10% to 50% in steps of 10% in [11] . In [4] , the range of input perturbation magnitudes is [20%, 100%] and the corresponding range is [0.1%, 10%] in [12] . In [13] , the input perturbation ratio used is 5%.
In the cases of this paper, the input perturbation ratios cover a wide range [-100%, 100%] so as to explore the appropriate range of input perturbation ratio in the sensitivity analysis of neural network design.
The input perturbation is added as the following example:
δ=0.1;
pv= P_input(k,: )* δ; P_input(k,: )= P_train(k,: )+pv; That means the kth input factor values which are added the perturbation values with the ratio 10%. We can change the value δ, for example, -0.01, to add the perturbation ratio as -1%. If the investigated factor is the (k+1)th, the k can be changed as k+1 to achieve the goal. Assuming there are n input factors in number which needed to be studied, through changing the δ from -100% to 100% and the k from 1 to n, and combing the above definition of the sensitivity, the sensitivities of all the input factors to the output can be calculated.
IV. NUMERICAL CASE STUDY
Two numerical examples are run in this section to estimate the sensitivity formulas presented in sectionⅡ and to judge the appropriate range of input perturbation ratio.
(1) Case 1
The first example employs the following equation: y=a 1 x 1 +a 2 x 2 +a 3 x 3 +a 4 x 4 with a 1 =1; a 2 =2; a 3 =-4; a 4 =8.
(5) This is a simple linear function whose value is the sum of four functions. The sensitivity of x 1 , x 2 , x 3 and x 4 can be calculated by əy/əx 1 , əy/əx 2 , əy/əx 3 , and əy/əx 4 , and the results are s 1 =1, s 2 =2, s 3 =-4 and s 4 =8. These results can be regarded as a standard with which the following neural network analysis results are compared.
The network structure used in this example contains three layers with 4 input neurons, 6 hidden neurons and 1 output neuron. In this case, back-propagation algorithm with Bayesian training method is adopted, which offers an efficient tool to avoid overffitting so as to improve the generalization of the network [15] . The performance goal was set to a very small value 1E-5.
One hundred and fifty groups of data based on (5) were randomly set as the ideal data for training. To calculate the sensitivity spectra, each input variable was perturbed by ±0.01%, ±0.1%, ±1%, ±5%, ±10%, ±20%, ±50%, ±80% and ±100% of its original data.
After the network model is well trained, the sensitivity values of case 1 at increasing levels of input perturbation ratios from -100% to 100% are calculated according to the formula (1) ~ (4) and are shown in Fig. 1 (a) ~ (d) respectively. It can be found from Fig. 1 that the formula (1) can reflect the relative order of each variable sensitivity, but can not accurately measure the size-relationship among various factors; while the formula (2) can correctly calculate the magnitude of the sensitivities, but can not reflect their direction, that is the sensitivities according to the formula (2) are all positive and can not reflect the possible inhibitory effects of variables; the formula (3) can reflect the relative magnitude and the direction of the sensitivities, but the values are not directly equal to the aforesaid standard values, which need a conversion of calculating the ratio among the variables; the formula (4) is perfect, which can correctly calculate the magnitude and the direction of the sensitivities. So the formula (4) is the best for calculating the sensitivity in this case.
It can also be found from Fig. 1 that the accuracy of sensitivity is decreased as the noise level increases. The reasonable range of the input perturbation ratio is [-20%, 20%]. There is no much difference in the sensitivity measurement within this range. In order to show the different representation of the calculating sensitivity when y ik in the formula (1) ~ (4) denotes the target output of the model and the network estimate of the target value without the input perturbation, respectively. Fig. 2 gives the sensitivities of case 1 according to the formula (4) with y ik denoting the target output of the model. It is clear that the accuracy of sensitivities in Fig. 2 does not always increase with the noise level decrease. There is a big deviation when the input perturbation ratio is more (for example ±100%) or less (for example ±0.01%). The trend of changes in the sensitivity is irregular when the input perturbation ratio changes in a regular way under this situation. So it is not suitable to calculate the sensitivity with y ik denoting the target output of the model. Herein lies another problem-the accuracy of the neural network simulation. Fig. 3 shows the sensitivities of case 1 according to the formula (4) when the performance goal is 1E-2. Compared with the Fig. 1 (d) , the accuracy of sensitivities with 1E-2 performance goal is lower than that with 1E-5 performance goal. The trend of accuracy of sensitivities calculated by the formula (4) is consistent with the accuracy of the neural network simulation. 
The sensitivity of x 1 , x 2 , x 3 and x 4 can be calculated by The neural network used for realizing this function approximation is a three-layered system with 4 input neurons, 8 hidden neurons and 1 output neuron. Back-propagation algorithm with Bayesian training method was adopted, and the performance goal was set to 1E-5. One hundred and fifty groups of data based on equation (6) were randomly set as the ideal data for training. To calculate the sensitivity spectra, each input variable was perturbed by ±0.01%, ±0.1%, ±1%, ±5%, ±10%, ±20%, ±50%, ±80% and ±100% of its original data. Fig. 4 shows the sensitivity values of case 2 at increasing levels of input perturbation ratios from -100% to 100% according to the formulas (1) ~ (4). As the case 1, the same conclusion that the formula (4) is the best and the reasonable range of the input perturbation ratio is [-20%, 20%] can be drawn. In fact, the excellence of formula (4) is not accidental but based on the consistency of its definition with the one of partial derivatives. Fig. 5 is the sensitivities of case 2 according to the formula (4) with y ik denoting the target output of the model. The results also show that it is unsuitable to calculate sensitivity when y ik denoting the target output of the model. The conclusion drawn from Fig. 6 which shows the sensitivities of case 2 according to the formula (4) with the performance goal being 1E-2 is the same as case 1. The accuracy of the neural network simulation has an important influence on the accuracy of sensitivity calculated by the formula (4).
V. CONCLUSION
The 'perturbation' method on sensitivity was discussed in this paper, especially for its definition and the problem of its input perturbation ratio. Our findings are as follows.
(1) The formula (4) in this paper is the best on calculating the sensitivity in comparison with other formulas which used in the published literatures. The formula (4) can correctly calculate the magnitude and the direction of the sensitivity while other formulas can not both satisfy these two points. It should be noted that y ik in these formulas is not the target output of the model but the network estimate of the target value without the input perturbation, which is different from the other literatures.
(2) The input perturbation ratio is an important factor affecting the sensitivity of the model. The reasonable range of the input perturbation ratio is [-20%, 20%] according to the two examples in this paper. There is no much difference in the sensitivity measurement and the right answers can be obtained within this range.
(3) The accuracy of the neural network simulation has an important influence on the accuracy of sensitivity calculated by the formula (4). The more accurate the neural network simulation is, the more accurate the sensitivity of the model is. In that way, the performance goal of the neural network model should be limited as small as possible. 6 The sensitivities of case 2 according to the formula (4) with the performance goal being 1E-2.
