We prove that a sum of free non-covariant duality-symmetric actions does not allow consistent, continuous and local self-interactions that deform the gauge transformations. For instance, non-Abelian deformations are not allowed, even in 4 dimensions where Yang-Mills type interactions of 1-forms are allowed in the non-manifestly duality-symmetric formulation. This suggests that non-Abelian duality should require to leave the standard formalism of perturbative local field theories. The analyticity of self-interactions for a single duality-symmetric gauge field in four dimensions is also analyzed. 
Introduction
Duality symmetry has a rather long history, going back to the birth of Maxwell equations. As the field equations were invariant under the "rotation" of the electric and magnetic fields, the physicists aimed to make this symmetry manifest in the action itself. After some first attemps in the seventies [1, 2] , the topic has been more systematically addressed in the last decade in the view of its applications in supergravity and string theory. This efforts led to quadratic but non-covariant versions [2, 3] , to quadratic and covariant actions but with an infinite number of auxiliary fields [4] , or to non-polynomial Lagrangians with manifest space-time symmetry [5] .
The electric-magnetic duality symmetry is deeply related to chiral forms, and can be elegantly reformulated in terms of a self-duality condition on a complex field strength. In order for the self-duality condition to be meaningful, the duality operation has to be an involution. Because of the Minkowskian signature, the square of the Hodge dual * can only be an involution in twice odd dimensions, where chiral forms are well defined. In twice even dimensions, we have to take a complex field and redefine the duality operator to be i * instead of the Hodge dual itself. The complexification of the fields is equivalent to the dualization of a pair of real gauge fields, as it is commonly done nowadays.
The main goal of this paper is to analyze the local consistent deformations of a system of Abelian p-form gauge fields described by a sum of free duality-symmetric actions. A motivation for this topic is that a Yang-Mills extension of duality-symmetric actions would be of interest in the attempt of generalizing Hodge duality to non-Abelian gauge groups. From the old analysis of [2, 6] we know that mere Hodge duality cannot be consistently implemented for Yang-Mills theory. But this does not prevent to try less "trivial" generalizations of Abelian duality that should not be, a priori, too exotic.
Using the cohomological reformulation for the study of consistent deformations [7] , we try to find if non-Abelian, local, continuous deformations of a sum of non-covariant gauge-fixed duality-symmetric actions are allowed or not. This will lead us to a no-go theorem suggesting that non-Abelian duality requires more unusual properties than what could be naively expected. In order to describe correctly non-Abelian duality, it seems mandatory to leave the standard formalism of perturbative local field theory. Throughout this paper we deal with U(1) vector gauge fields in four dimensions but results analogous to the no-go theorem are also valid for higher rank forms in higher dimensions.
A similar no-go theorem was found previously for chiral two-forms in six dimensions [8] . In fact, the no-go theorem presented here is then not too surprising since duality-symmetric Maxwell theory in four dimensions can be obtained by a dimensional reduction of a chiral two-form [9] in six dimensions.
Self-interactions for a single duality-symmetric gauge field in four dimensions (i.e. sourceless non-linear electrodynamics) represent the second topic addressed in this paper. It can be traced back to the electric-magnetic duality symmetry of Born-Infeld action [10] , noticed by Schrödinger long time ago [11] . After an analysis of Gaillard and Zumino [12] of duality invariance, Gibbons and Rasheed found the necessary and sufficient condition for electric-magnetic duality invariance of non-linear electrodynamics [13] . The Lagrangian of the theory has to fulfill a non-linear partial differential equation of two variables, which has been re-obtained later from different approaches in [14, 15, 16] . Extending the analysis of [14] , we determine the necessary and sufficient set of conditions for the analyticity (in the weak field limit) of solutions to this differential equation.
The paper is structured as follows. Section 2 presents the duality-invariant formulations of the free Maxwell theory which constitute the starting point of this paper. Section 3 gives the main results of this paper, that is the complete classification of all non-trivial consistent local deformations of the non-covariant action presented in section 2. After a brief review on the interpretation of consistent deformations as elements of the local BRST cohomology, the long section 4 is devoted to the proof of the two theorems given in section 3. In the light of these theorems, the self-interactions for a single duality-symmetric gauge field in four dimensions are analyzed in section 5. There we re-derive in the PST approach, the equation enforcing duality invariance and we also present an extension of previous results about the analyticity of solutions to this equation. In section 6, we conclude with a brief synthesis of the main results presented in this paper.
The paper is self-contained and contains all the technical details necessary to proof the main results of this paper. To make the paper more legible the technical lemmas, their proofs and some notations have been placed in the appendices.
2 Duality-symmetric free action As we aim to discuss possible deformations for duality-symmetric theories it will be instructive to recall first the free model in both its covariant and non-covariant formulation. The starting point is given by the PST action that besides the electric-magnetic duality exhibits also manifest Lorentz invariance. After fixing the notation, we show that a suitable gauge choice leads to the non-covariant action.
The action proposed by PST [5] for the description of a duality-symmetric vector field (two potential formulation) is
where the m, n, . . . stand for Lorentz indices in 4 dimensional space-time with a flat metric (−, +, +, +). The Lagrangian contains two gauge potentials (A α m ) α=1,2 (related by a duality relation) together with the gradient u m = ∂ m a of an auxiliary field a. Here we employed the following notation
2)
The fact that a is auxiliary can be understood directly as its field equation follows as a consequence of the equations of motion for A α m , which read
It is not difficult to check that the free action S 0 is invariant under the gauge transformations
One can use a suitable gauge-fixing [5] for (2.9) in order to express the solution of (2.6) in the form of a self-duality condition
Moreover, the invariance (2.8) states the gauge character of the scalar a. These two last remarks show that the physical content of the free theory reduces to only one gauge vector (the other one can be written in terms of this one by means of the duality relation (2.10), while a is pure gauge) 1 . Pasti, Sorokin and Tonin have shown [5] that their model is in fact classically equivalent with the non-covariant two-potential action [2, 3] describing also the dynamics of a single Maxwell field
where 12) and i, j, k = 1, 2, 3 are spatial indices. Written in this way the action is only manifestly symmetric under rotations but not under Lorentz boosts (even it is Lorentz invariant). This invariance descends from the gauge transformations (2.8). Moreover it possesses the usual gauge invariance
residual of (2.7). A simple gauge choice u m = (1, 0, 0, 0) in (2.1) leads directly to (2.11) . Historically, the PST action (2.1) has been obtained precisely by "covariantizing" (2.11). The price paid for keeping the Lorentz covariance as a symmetry for the action S 0 is given by an extra gauge transformation (2.8) with respect to the non-covariant formulation (2.11). It is precisely this symmetry that it will be deformed when looking at the interacting theory. The non-covariant action Using a "formal" path integral quantization ("formal" in the sense that the possible UV divergences due to the non-Gaussian character of the integral were not considered) it has been proved in [17] that the equivalence mentioned above remains valid also at the quantum level. The absence of anomalies and non-trivial counterterms has been shown recently in [18] .
Consistent deformations of the non-covariant action
We want to analyze the consistent deformations of a system of N free Abelian 1-forms (on-shell) described by the sum of N non-covariant actions, manifestly invariant under duality. We are looking for a Yang-Mills extension of this system. We know that for a set of N Abelian 1-forms described by a sum of Maxwell actions, the Yang-Mills theory is the unique Lorentz invariant consistent deformation of the model deforming the gauge symmetry (see e.g. [19] ). But non-Abelian duality seems to intrinsically involve non-local or non-perturbative features. This is related to the non-local transformations that relates the theory in Hamiltonian formalism to its (conjectured) dualitysymmetric formulation. For example, the standard Hamiltonian procedure for usual Maxwell theory gives π i = F 0i =Ȧ i − ∂ i A 0 . Hence the potential A 0 can be expressed non-locally in terms of the other variables (e.g. by a curve integral). Thus, the Yang-Mills cubic vertex containing explicitly A 0 would be non-local if we express it in terms of the other variables to make the link with the duality-symmetric formulation. In any case (even in temporal gauge), non-locality will arise from solving perturbatively the Gauss law D i π i = 0 for π i , and inserting its non-local expression in the cubic vertex. Hence it could be expected that such a non-Abelian, local, continuous deformation of a sum of manifestly invariant actions under duality is not possible at all. And indeed, this is what we found.
The main theorem presented here is We want to stress that analogous theorem holds for any duality-symmetric theories in twice even dimensions. We will only give here the proof for the four dimensional case 2 . Next, we present an useful algebraic reformulation of the consistent deformation problem, which will allow us to use the powerful technique of cohomological analysis in proving these theorems.
Constructing consistent deformations as a cohomological problem
A deformation of a theory is called consistent if the deformed theory possesses the same number of independent gauge symmetries, reducibility identities, etc, as the system we started with. In other words, the number of physical degrees of freedom is unchanged. The problem of deforming an action consistently is in fact equivalent to the problem of deforming the solution S of the master equation (S, S) = 0 into a solution S ′ of the deformed master equation (S ′ , S ′ ) = 0 (Basically, this is due to the fact the master equation encodes completely the gauge structure of a theory). We can treat this last problem perturbatively, that is, assume that S ′ can be expressed as a power 2 Notice that for higher dimensions the proof follows the same procedure but is much more straightforward because of the non-matching of some degree. This is not too surprising because in general forms of higher rank p are known to have a high degree of rigidity [20] . series in a dimensionless coupling constant g, the zeroth-order term in the expansion of S ′ being equal to the solution of the free theory S. Then we try to construct the deformations order by order in g. It can be shown that the first-order non-trivial deformations of S are elements of the BRST cohomology group in vanishing ghost number (denoted here as gh number) : H 0 (s) [7] . This is nothing else than an elegant reformulation of the well-known Noether method.
If we now require locality, the non-trivial deformations of the theory will be even more constrained, because in that case we restrict the deformation to be a local functional, i.e. S ′ = α n , where the integrand α n is a local n-form in n dimensions, that is a differential n-form with local functions as coefficients. Local functions depend polynomially on the fields (including the ghosts and the antifields) and their derivatives up to a finite order (in such a way that we work with functions over a finite-dimensional vectorial space, the so-called jet spaces). The non-trivial deformations α n are elements of the local BRST cohomology group in gh number zero [7] , that is H n 0 (s|d) where d is the spacetime differential.
Field content, BRST operator
We apply the Batalin-Vilkovisky formalism [21] to a sum of N non-covariant actions (2.11) in the temporal gauge (A α 0 = 0) and find that Because the theory is Abelian, the BRST operator of this theory is simply the sum of the Koszul-Tate differential δ and the differential γ. They act on the fields and antifields in the following way
3)
Furthermore, δ and γ commute with the partial derivatives ∂ m and act trivially on the coordinates x m , thus their action on all the generators of the algebra of local forms can be easily determined using the Leibnitz rule. Since S is solution to the master equation, the BRST operator is nilpotent s 2 = 0 and one verifies that this implies δ 2 = δγ + γδ = γ 2 = 0. In the sequel we will work in the algebra of local forms that is generated by the previous fields (and antifields) and all their spacetime derivatives up to a finite order, as well as by the coordinates x m and their differentials dx m .
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Local BRST cohomology in ghost number zero
To compute the local BRST cohomology we will follow the standard procedure [22] (see also the recent review [23] ). The computation is very similar to the one developed in [8] for the consistent deformations of a system of free chiral p-forms, which are relevant for the study of coinciding M5-branes. Let α 4 be a local 4-form of vanishing gh number. To be an element of H 4 0 (s|d) it has to be a non-trivial BRST cocycle modulo d. In other words, it must satisfy the Wess-Zumino consistency condition
where β 3 is an arbitrary local 3-form of gh number 1. The cocycles α 4 of H 4 0 (s|d) are defined up to the following equivalence relation
with ρ 4 and σ 3 arbitrary forms of gh number −1 and 0 respectively. A trivial element is an exact cocycle of s modulo d and it can always be identified to zero.
It can be proved that if the component of antigh number zero of α 4 (that is the first-order deformation of the action) is local and if α 4 satisfies the W-Z consistency condition, then we can assume in complete generality that each term in its antigh number expansion is local and the sum stops at a finite order (see lemma A.1 in the appendix A). Therefore, it is enough to postulate the locality of first-order deformation of the action (as it is done in theorems 1 and 2) in order to enforce the locality of first-order deformation of the solution to the master equation (which contains also the gauge transformations, etc).
In conclusion, we can expand α 4 according to the antigh number as 
. The case k = 0 corresponds to the case where the deformation of the action is invariant under the original gauge transformations up to a boundary term, so the gauge transformations need not be deformed. In that case, (4.8) completely reduces to (4.11), and so we are interested in the cohomology of γ modulo d in form degree 4, vanishing ghost and antigh numbers: H 4 0, 0 (γ|d). This group is given by lemma D.1.
We should also notice that, more precisely, the first-order non-trivial deformations that do not deform the gauge transformations are elements of
. Indeed, if a cocycle is δ exact, then it corresponds to a trivial first-order deformation corresponding to a mere redefintion of the fields. For example, the elements of type A simply belong to H 0,0 (γ). But if they depend on theF αA ij 's and their derivatives (see lemma B.1 for their definition), then they define trivial first-order deformations. Therefore, we should only keep the terms involving no time derivatives of the curvatures:
x. This provides the two types of deformations given in theorem 1. Now, we have to show that all local first-order interactions that deform non-trivially the gauge transformations are either inconsistent or trivial. Let us suppose that the gauge transformations are deformed at first-order, i.e. k > 0. In that case, it can be proved that, without loss of generality, we can assume dβ 
where theP The component of antigh number k − 1 of (4.8) is
Acting with γ on (4.14), and using equation (4.13) together with the algebraic Poincaré lemma (see Appendix C), we find that
It is possible to show that in such a case, even for vanishing antigh number (k = 1), we can assume without loss of generality that dρ
is a cocycle of γ. Using this, and analysing carefully the equation (4.14), it can be shown that by an allowed redefinition of α 4 and β 3 , we can take β [8] ). So (4.14) becomes the form * ). From the lemmas E.1-E.3 we learn thatP 3 I (χ) is non-trivial only in antigh number k = 2. In that case, it corresponds to a deformation of the gauge algebra and is a candidate for a Yang-Mills type deformation.
In the next section we will prove that it is not possible to construct a local deformation of the action (in other words, there is an obstruction to the descent of α 2 ) corresponding to this deformation of the gauge algebra. This ends the computation of the local BRST cohomology in gh number zero.
Obstruction to a Yang-Mills type deformation
Let α (δ|d) (see lemma E.1)
There is an implicit sum on all repeated indices. By construction f bc αβγ ABC are constants satisfying 19) that is, they are antisymmetric with respect to the exchange of the last two indices in each set of indices. This term can be interpreted as a candidate for a first-order deformation of the Abelian gauge algebra (with f abc αβγ ABC the structure constants). We want to prove that there is no local α There is no obstruction here and the answer is which would be the first-order deformation of the action. But we now show that there is an obstruction to this descent. Firstly, we rewrite (4.22) explicitly
Let us decompose ν . We introduce the operator N∂ counting the number of spatial derivatives of fields. In particular, we have
The fact that γ, ∂ 0 andd are homogeneous in this degree implies that the F 2 term and the Chern-Simons like term in the equation (4.23) have to be γ modulo d exact independently because they have distinct N∂-degree. At this point we have to ask ourselves what are the constraints imposed on the coefficients f by the triviality of these two terms.
The triviality of the F 2 term is encoded in
(4.25) It implies γb 3 + dc 2 = 0. From lemma D.3 we know that we can assume
Now, (4.26) implies from (B.3) that γa 4 ′ = 0 because we can take a basis of C such that the time derivative ∂ 0 ω I are elements of the basis (see App. B and [8] ). LetÑ be the degree counting the number of spatial derivatives of the curvatures (∂ 0 ) a F αA ij . Decomposing (4.26) according to the degreeÑ gives in vanishing degree The triviality of the Chern-Simons like term can be rewritten as
where
To analyse the consequences of (4.29), we introduce the universal algebra (see [22, 23, 24] and references therein) generated by A αA , F αA , C αA anddC αA with all their time derivatives up to a finite order, without imposing any restriction on the maximally allowed form degree. The universal algebra is of major importance in the computation of H(γ|d). One of the key property of that space is that the Poincaré lemmas C.1 and C.2 remain valid also in form degree ≥ 4. Consistency imposes the equation 31) in such a way that each side of (4.30) vanish. Now we remark that the symmetry properties (4.28) and (4.31) on the coefficients imply that they all have to vanish. Indeed, it is clear that all coefficients f abc αβγ ABC with b = 0 must vanish due to (4.31). But, using alternatively (4.28) and (4.31) one can show that all the coefficients f abc αβγ ABC are related linearly to the coefficents for which b = 0. Therefore they all vanish. This achieves the demonstration of the no-go theorem 2.
In conclusion, all the consistent interaction are given by theorem 1. We can remark that our computation shows explicitly that the local BRST cohomologies of the usual (not manifestly invariant under duality) Maxwell theory and of its two-potential formulation (manifestly duality symmetric) are not isomorphic.
Self-interactions of a single gauge vector
In this section we want to generalize the PST action describing a single free Maxwell field to an interacting theory with only one gauge vector (on-shell). The interacting model should of course maintain the Lorentz covariance and should lead to a deformed self-duality condition. Firstly, we review in Subsec. (5.1) how this has been achieved in the non-covariant approach, then we extend it in Subsec. (5.2) for the covariant case, and finally we look for the solutions of the Courant-Hilbert equation.
Courant-Hilbert equation
We want to introduce self-couplings for (2.11). In [15] it was proposed to attack this problem using the Hamiltonian formulation, which is appropriate to deal with first-order actions. Let us review their approach, trying to justify completely the ansatz in the light of the results obtained in the previous sections.
From the very beginning we state three basic requirements made on the model in this approach: (i) The deformation of (2.11) remains a first-order action, (ii) manifest rotation invariance, (iii) manifest duality-symmetry. The first assumption comes from the fact that we work in Hamiltonian formalism. The second and third requirements simply extend the properties of the free model.
The first requirement combined with theorem 1 and the fact that we deal with a single on-shell vector gauge field (N = 1) eliminates deformations of type II besides the one without any derivative. Thus, the non-linear action generalizing (2.11) is
stands for the Hamiltonian of the model. χ is the constant factor of the Chern-Simons like term. If we now restrict ourself to (iv) Hamiltonian densities that do not depend explicitly on the derivatives of the magnetic field 3 : H = H(B αA i ), we can deduce from (ii) and (iii) that the Hamiltonian density 3 In other words, we assume a slowly varying fieldstrenght.
H only depends on two independent space scalars that are manifestly duality invariant
We set H = f (y 1 , y 2 ). Now, all the symmetries are manifest except Lorentz symmetry. With the help of tensor calculus, it is rather easy to construct interactions that preserve Lorentz invariance. But there is an alternative way to control Lorentz invariance. It is through the commutation relations of the energy-momentum tensor components: Dirac and Schwinger gave a sufficient condition for a manifestly rotation and translation invariant theory (in space) to be also Lorentz-invariant. The condition is necessary when one turns to gravitation. The Dirac-Schwinger criterion yields in our case χ = 0 and a non-linear first-order differential equation for f 
Denoting the function derivatives by f ± ≡ ∂f ∂u ± , one has the remarkably simple first-order differential equation [13, 14, 15, 16] 
We will refer to this equation enforcing duality symmetry as Courant-Hilbert equation.
An other way to obtain the equation (5.6) (as it was first obtained) [13] is to start from the usual one-potential Lagrangian formulation of nonlinear electrodynamics, manifestly gauge and Lorentz invariant, with action
The function L depends only on the two independent Lorentz scalars constructed from the curvature F µν , namely x = − (F µν F * µν )
2 . An important physical requirement is that we want to recover Maxwell theory in the weak field limit. For this, we require that L(x, y) is analytic in the neighborhood of x = y = 0 and
To make link with equation (2.10), we make the change of variable
If we ask for (*) duality invariance of the equations of motion together with (**) the weak field limit (5.7), we obtain exactly the equation (5.6) for the function f (u + , u − ) := L(x, y). It is not surprising to find the same equation for the Hamiltonian density and the Lagrangian density because they are related by a Legendre transformation, and Legendre transformation relates a model and its dual [12] . This equation was also obtained for a chiral two-form in six dimensions, choosing as special the fifth direction [14] , or the time direction [16] (in order to use the Dirac-Schwinger condition to enforce Lorentz invariance). This comes from the previously mentioned fact that dimensional reduction of a chiral two-form from six to four dimensions gives duality-symmetric electrodynamics, at the linear [9] and non-linear [25] level. We just mention that this equation was also obtained for a self-interacting massless scalar field in four dimensions [15] .
Self-couplings of the PST model
Here we will seek for a deformed theory describing consistent self-couplings of one Maxwell field (on-shell). Our model has to be Lorentz covariant generalizing the discussion from the previous part and the free PST model. Just as in the case of the free systems the covariantization involves an auxiliary field and an extra gauge invariance. As we will see below it is the deformation of this symmetry that will lead us to the Courant-Hilbert equation.
It seems natural to require the interacting action to satisfy the same kind of symmetries as the free one. In other words we should expect besides the Lorentz invariance also a manifest duality-symmetry. If on top of that we ask that the interaction should depend only on the field strengths this reduces the number of invariants to only two, namely
Thus, we propose as action for a self-interacting gauge vector
where, similar to the non-covariant situation, we kept the "kinetic" term and added an interaction term f (z 1 , z 2 ) depending only on the invariants of the theory. Up to now f is a general function but the connection with the free theory (2.1) imposes its analyticity at the origin and its reduction to f → z 1 in the weak field limit. We are going to restrict the class of possible interations by demanding the field equations as well as the action to remain invariant under some modified transformations of type (2.7)-(2.9). In fact we deform only the gauge symmetry (2.8)
where we denoted the deforming contribution as J β m = δf δH βm . One can observe that in the free limit case the last transformation is nothing but (2.8).
Using the same approach as for the free case (i.e. gauge-fixing (2.9)) the solution to the equations of motion determined by S I read 
(5.14)
In this special choice the equation of motion reduces to only
are the non-zero components of H α p in this basis. This simplifies considerably the analysis of (5.13). In fact there remain only two non-trivial possibilities for the choice of the α, p indices. The first one is α = 1, p = 3 (the situation α = 2, p = 3 is similar). It leads (up to some factors that cancel in (5.13) and after using the filed equations (5.12)) to the following variations δH 
which upon using once more the equations of motion gives The second non-trivial possibility resides in taking α = 1, p = 1 or α = 2, p = 2. A priori one should expect that the two conditions derived in this way from (5.13) will lead to further constraints on the second-order derivatives of f . Nevertheless, one can show that, taking the sum and the difference of the two relations, one arrives to some consequences of (5.4) (linear combinations of the derivatives of this equation). In other words the restriction (5.6) is the only one that follows from the invariance of (5.12).
We would like now to see explicitely that the action is as well invariant (up to total derivatives) under the same gauge transformations (5.11). Inserting (5.11) in the general variation of the action .17) and, after canceling the contributions of first-order in the derivatives of f coming from the variation with respect to A α m , respectively a, one deduces
The idea is to prove that the "second-order" (in the derivatives) term JJ gives the same contribution as in the free theory thus, it cancels the other term. The simplest way to achieve that is to evaluate it in the special basis mentioned above. Indeed, in such a basis (5.18) becomes
Therefore, upon applying the Courant-Hilbert equation (5.6) one gets δS I = 0, i.e. the invariance of the self-interacting action under the modified gauge transformations (5.11). The restriction (5.16) is sufficient to guarantee the invariance of both, field equations and action.
In conclusion, we have constructed a modified Lorentz covariant theory for the Maxwell field that possess also an electric-magnetic duality. The allowed self-interactions are restricted to a class of functions of two variables that must satisfy the Courant-Hilbert equation. The physical solutions of this equation are discussed in the next section. Moreover, it was shown that the deformed model has some modified gauge invariance, similar to the free case.
Physical solutions to the Courant-Hilbert equation
As pointed in [14] , the general solution of (5.6) has been given by Courant and Hilbert [26] 5 . The general solution is given implicitly in terms of an arbitrary function z(t): 20) where the dot means the derivative of the function with respect to its argument. In principle, the second equation determines t in terms of u + and u − , which can then be substituted into the first one to give f in terms of u + and u − . Unfortunately, in practice this method to generate solution is not tractable for arbitrary z(t). Furthermore, we should not forget the requirement of analyticity at the origin on L(x, y), as well as (5.7). The theorem presented here says that these two requirements can be equivalently translated into a precise condition on the generating function z(t).
• is analytic near (x, y) = (0, 0) and
if and only if the boundary condition L(t, 0) ≡ z(t) is such that the function Ψ(t) ≡ −tż 2 (t) (i) is equal to its inverse: Ψ (Ψ(t)) = t, (ii) is distinct from the identity: Ψ(t) = t, (iii) is analytic near the origin t = 0 and (iv) vanishes at the origin:
It has been shown by Perry and Schwarz that (i) − (iv) were necessary, the proof that it is also sufficient is given in the appendix F. One of the main interest of the theorem 3 is to proof that there exists an infinite class of physically relevant duality-symmetric theories even if only one explicit example is known 6 . To see that there exist an infinite class of them, we can go to the procedure given by Perry and Schwarz to generate large class of solutions for Ψ (Ψ(t)) = t.
(5.21) Let F (s, t) be an analytic function near the origin such that F (s, t) = s + t + O(|(s, t)| 2 ). Then the implicit equation F (s, t) = 0 defines a function s = Ψ(t) = −t + O(t 2 ) analytic near the origin (application of implicit function theorem [33] ). An interesting point is that if the function F is symmetric, then the implicit function Ψ(t) is equal to its inverse because F (s, t) = F (t, s) = 0 implies t = Ψ(s) = Ψ (Ψ(t)).
The simplest non-trivial example F (s, t) = s+t+αst generates the BornInfeld electrodynamics at the end of the whole procedure (α = 0 corresponds to Maxwell theory, which is not considered here as a distinct example of solution). Unfortunately, all this procedure becomes rapidly cumbersome and no other explicit example of duality-symmetric theory is known. Anyway, our theorem shows that duality invariance together with analyticity is not enough to single out uniquely Born-Infeld theory, contrary to what could have been conjectured from the fact that only one explicit example is known. The theorem 3 ensures that we can generate implicitly an infinite class of analytic solutions at the origin.
Conclusions
In the present paper we completely classified all consistent local interactions of a system of p-form gauge fields (with p odd) described at the free level by a sum of non-covariant duality-symmetric actions in 2p + 2 dimensions. To handle this problem, we made use of the powerful tool of homological perturbation theory, by reformulating the problem in terms of the local BRST cohomology.
We found that no deformation of the gauge transformations is allowed, the only consistent interactions being of two types: either polynomials in the curvatures and their spatial derivatives, or Chern-Simons like terms. Of course the strength of a no-go theorem is directly proportional to the weakness of its hypothesis, in this case: (i) continuous and (ii) local deformations of a sum of duality-symmetric actions. Hence, the absence of the analogue of a Yang-Mills type deformation suggests that non-Abelian duality requires to take into account unavoidable non-perturbative or non-local features (or even more exotic properties). For instance, the authors of [28] proposed a generalized duality symmetry for non-Abelian Yang-Mills fields (Their use of loop space formalism is presumably responsible for non-locality.).
Using the previous results, we pointed all the assumptions leading to the Courant-Hilbert equation enforcing duality symmetry for sourceless nonlinear electrodynamics, either in Lagrangian or Hamiltonian formalism. Besides of the assumption of slowly varying field strength, we can say that the Courant-Hilbert relation determines entirely all possible Lorentz and duality-symmetric theories of electrodynamics. Afterwards, we deduced the same restriction on the possible self-couplings of the Maxwell field (only in 4 dimensions) in the Lorentz covariant PST formulation by requiring the invariance of the model under some deformed gauge symmetry. This has been done for simplicity in a flat Minkowski space but, due to the covariance, it can be directly generalized to a curved background, as it was discussed for a Born-Infeld interaction in 6 dimensions by the authors of [29] . It would be of course interesting to generalize these last results to higher dimensions. A step in that direction has been taken recently in [30] were the deformations of a supersymmetric Yang-Mills theory in 10 dimensions have been investigated.
Perry and Schwarz derived a set of necessary conditions to generate physically relevant solutions to the Courant-Hilbert equation. Finally, we proved that this set is also sufficient, yielding to the conclusion that there exists an infinite class of physically relevant theories of duality-invariant non-linear electrodynamics.
non-trivial cocycles α of s modulo d with gh number g are in one-to-one correspondence with their lowest component α g in antigh number, e.g. α 0 here.
The operator counting the number of derivatives is defined by
We assume that α 0 is a local function containing less than k derivatives N ∂ (α 0 ) ≤ k. Let us now show that we can assume α l = 0 for k < l without any loss of generality. We introduce the degree M counting the sum of the number of derivatives and the number of antifields
The component of vanishing antigh number of the cocycle condition sα + dβ = 0 reads
Because all the operators have the same degree M, this last equation is homogeneous in that degree and therefore we can always assume that we take a representative such that M(α 1 ) ≤ k. Now, we can repeat this reasoning for the component of antigh number 1 of the Wess-Zumino consistency condition to show that M(α 2 ) ≤ k. And so on until M(α k+1 ) ≤ k, which is not possible. To control the locality in the expansion, we should introduce the degreeM counting the sum of the number of derivatives, number of fields and twice the number of antifields:
We can use the same argument as before, noticing that locality is equivalent to the fact that the degreeM is bounded. 2
B Cohomology of γ
Let us first introduce some notations. Once this is done, it will be quite easy to formulate next lemma.
The algebra I is the algebra of local forms with coefficients that are polynomial in the fields F αA ij together with all their spatial derivatives up to a finite order, and the fieldsF
as well as all their partial derivatives up to a finite order. The algebra Φ * is the algebra of local functions in the antifields φ * A . The algebra generated by C αA and all their time derivatives up to a finite order is denoted by C.
Lemma B.1 The cohomology of γ is given by
Proof: By using the results of [22, 24] The generators of I are denoted collectively by I and the generators of I * ≡ I ⊗ Φ * are labelled by χ. We can also select a basis {ω I } of C (the index I goes from 1 to dim(C)). If α is a local form then theorem B.1 tells that
Furthermore, the following property is used several times in this paper
Indeed, no non-vanishing element of H(γ) can be γ-exact thus I P I (χ)ω I has to vanish, and then the property immediately follows because ω I is a basis.
C Algebraic and invariant Poincaré lemmas
In order to prove and use the different Poincaré lemmas, we will assume in the sequel to work with a the spacetime manifold M having a trivial topology. Otherwise, the statements would be valid only locally. This requirement is consistent with the topological assumptions necessary to obtain the (on-shell) equivalence with Maxwell theory.
The following lemma is called the algebraic Poincaré lemma (for q < 4).
Lemma C. 1 The cohomology of d in the algebra of local forms of degree q < 4 is given by
A proof of this lemma can be found in [31] . The next lemma still concerns the cohomology of d but for the local forms belonging to the space I * . This lemma is called the invariant Poincaré lemma because the restricted space is invariant (and non-trivial) under the action of γ.
Lemma C.2 Let P q (χ) be a local form of degree q < 4, then
and all its time derivatives up to a finite order.
We define F q as the space of local q-forms that are the product of dx 0 with any polynomialP q−1 (∂ 0 ) a F αA in the F αA and all its time derivatives up to a finite order, defined modulo total time derivatives: (dx
We can even strengthen the previous lemma. For q < 4, the invariant cohomological groups of d in antighost number k, H
Proof: The proof of the case antigh number k = 0 is identical to the standard one, which can be found for instance in [22, 23, 24] . Thus, we just have to examine the cocycle condition dP q (I) = 0 for q < 4. Any qform can be decomposed into a sum of a purely spatial q-form and one involving dx 0 , i.e. P q (I) =P q (I) + dx 0Qq−1 (I). Using an appropriate basis of C (see [8] ), it is possible to show that the cocycle condition impliesP
The cocycle condition is then equivalent todQ q−1 ′ (I) = 0. Before analyzing this last equation we recall the spatial invariant Poincaré lemma, that is
for q < 3. To prove it, we first look at the generators
m } of the algebra I, where k and a are positive integers. Considering a and A as only one label and forgetting x 0 and dx 0 , this set is exactly the same as the corresponding set of generators of the algebra H(γ) in vanishing puregh number for a system of spatial one-forms
0 is not present here, and x 0 plays the same role as a constant. In conclusion, we can simply use the results obtained in [24] for the cohomology group H(γ|d) of a system of 1-forms in any dimension.
Applying the spatial invariant Poincaré lemma todQ q−1 ′ (I) = 0, we find that P q (I) = dx 0Qq−1 (∂ 0 ) a F αA + dT q−1 (I). Now, let us assume that P q (I) is trivial (q is still < 4)
With the decomposition T q−1 =T q−1 + dx 0Ũ q−2 , the triviality condition impliesdT q−1 (I) = 0. From spatial invariant Poincaré lemma we deduce, in the same way as before, that we can assume
The spatial invariant Poincaré lemma gives 6) which means that the only possibility for the curvatures terms to be trivial is that they are the time derivatives of something, as stated before. 2
D Cohomology of γ modulo d
Let be α p a local p-form satisfying
From (D.1), applying the differential γ and using the algebraic Poincaré lemma C.1, we derive the descent equations
The . If β q is trivial, then the bottom is really one step higher. All this enables us to transpose the results valid for spatial 1-forms in 3 dimensions (that can be found in [22, 24] ) to our problem. We thus obtain the following lemmas. 
E Invariant cohomology of δ modulod
The derivation of the invariant cohomology of δ modulod is essentially based on usual perturbative arguments. Let us introduce the operator N, counting the sum of the number of spatial derivatives and the number of antifields (with equal weight). This operator N is the derivation defined by
where Φ a,d Φ * denote respectively the fields and the antifields. The degree N ofd is obviously 1. The Koszul-Tate differential decomposes as δ = δ 0 + δ 1 . The differential δ 0 acts non-trivially only on the antifields A αA * i . The differential δ 1 acts on the generators in the same way as the Koszul-Tate differential of a system of spatial Abelian 1-forms in 3 dimensions, for which we know the results of [22, 24] . Among other things they tell us that 
The results of the previous lemma can be extended to the corresponding cohomology groups H 3,inv k (δ|d) because
Proof: Let α(χ) be an invariant cocycle of δ modulod of antigh number k > 1 and form degree 3, i.e. δα(χ) +dβ(χ) = 0. Its expansion in degree N is α = α 1 (χ)+. . .+α n (χ), N(α i ) = iα i . The cocycle condition in N-degree equal to n + 1 is δ 1 α n (χ) +dβ n (χ) = 0. From lemma E.1 we deduce that α n (χ) = a n (χ)+δ 1 b n−1 (χ)+dc n−1 (χ), where a n (χ) is a non-trivial cocycle of H 3,inv k (δ 1 |d) (only present for k = 2 and n = 1) which does not contain the antifields A αA * i . Therefore, a n (χ) is also a cocycle of H 3,inv k (δ|d). Let us define α (1) := α − a n − δb n−1 +dc n−1 . It is an invariant cocycle of δ modulod and its decomposition stops in N-degree n − 1 (α
We can apply the same reasoning until we arrive at α (n) = 0, which happens after at most n − 1 supplementary steps (remark : This works because δ 1 b 0 = δb 0 , coming from δ 0 Φ A = 0). Eventually, we have α = a(χ) + δb(χ) +dc(χ) with a(χ) a non-trivial cocycle of H 
As a consequence of δA
L αβ ǫ ijkF βA jk , the differential δ acting on A αA * i increases the degreeN by one. Then take α to be a representative of an element of H We define µ(χ) and α ′ (χ) as µ := µ 0 + . . . + µ k and α ′ (χ) := α(χ) − dµ(χ). By inserting the equations (E.7) in (E.5) we find that α ′ is a cocycle of the differential δ (δα ′ (χ) = 0). But a well-known theorem (see e.g. [22, 23] ) states that the cohomology of the Koszul-Tate operator H j (δ) is trivial in positive antigh number j > 0 for any gauge theory. Hence, α ′ (χ) = δν. It is straightforward to show that we can assume ν invariant and in conclusion, α = δν(χ) +dµ(χ). This completes the prove. 2
F Analyticity of solutions to Courant-Hilbert equation
We present here a number of lemmas necessary in the discussion of the Courant-Hilbert equation (Subsec. 5.3). The first lemma of this appendix allows us to reformulate the analyticity of L(x, y) as the analyticity of the function f (u + , u − ) together with its symmetry property. The function f (u + , u − ) is only an intermediate tool necessary to achieve the proof of theorem 3.
The second lemma provides a necessary and sufficient requirement on the function z(t) to generate symmetric functions while the third one relates the analyticity of f (u + , u − ) at the origin with the analyticity of z(t) at the origin, giving also the behaviors of f and z. All together, these lemmas lead us to the theorem 3. Let u + and u − be the two roots of the second order polynomial in u u 2 − x u + y = (u − u + )(u − u − ) = 0 , (F.1)
which is equivalent to (5.8). The Newton's theorem on symmetric polynomials [32] states, in particular, that any symmetric polynomial P (u + , u − ) = P (u − , u + ) in the roots u + and u − can be re-expressed as a polynomial Q(x, y) := P (u + (x, y), u − (x, y)) in the coefficients x and y. The following lemma provides a generalization of this last property for functions of two variables, analytic at the origin 7 .
Lemma is analytic at the origin (u + , u − ) = (0, 0).
Due to Newton's theorem, this lemma is obvious for formal power series but convergence matters are rather intricate to handle from that point of view.
Proof: The analyticity of f (u + , u − ) at the origin is of course necessary since the composition of two analytic functions in a neighborhood is also an analytic function (in the corresponding neighborhood), and the functions x(u + , u − ) and y(u + , u − ) are analytic at the origin.
To proof that the analyticity of f (u + , u − ) at the origin is sufficient to ensure that L(x, y) is also analytic at that point, we make the following change of variables 8 : x = u + + u − , z = u + − u − . This is a diffemorphism everywhere, thus the function h(x, z) := f (u + (x, z), u − (x, z)) (F.3)
is analytic at the origin (x, z) = (0, 0). But the symmetry of f (u + , u − ) implies that h(x, z) is even in z, i.e. h(x, z) = h(x, −z). Therefore, h is only a function of z 2 : h(x, z) = h(x, z 2 ). But z 2 = x 2 − 4y is analytic function of x and y, hence is equal to its inverse: Ψ (Ψ(t)) = t.
Proof: It has been proved in [14] that it is necessary. One can argue as follows that the requirement on z to satisfy Ψ (Ψ(t)) = t suffices to have f (u + , u − ) symmetric. We begin by noticing that this last requirement impliesż −tż 2 (t) ż(t) = ±1 (F.6)
Taking (F.6) at t = 0 will select the positive sign. Consider f (u + , u − ) the function defined by (5.20) . We have to show that this function is symmetric. From u + =ż 2 (t) (u − − t) (F.7)
together with (F.6), we deduce that 8) with s := Ψ(t). With the help of (F.6) and (F.7) we also get f = 2u − z (−tż 2 (t)) − 2tż(t) + z(t) .
(F.9)
By taking the derivative, it can be checked that z(t) − 2tż(t) = z −tż 2 (t) + K (F. 10) where K is a constant. By taking (F.10) at t = 0, we find that K vanishes. Combining (F.8), (F.9) and (F.10) together we infer the symmetry of f , i.e.
(F.11) 2 henceΨ(0) = ±1. The positive sign corresponds to the identity 9 Ψ(t) = t that we discard due to the second condition. The negative sign together with Ψ(0) = 0 gives: Ψ(t) = −tΦ(t) with Φ(t) = 1 + O(t). Finally, froṁ z 2 (t) = Φ(t) = 1 + O(t) and z(0) = 0, we arrive at the expected conclusion: z(t) = t + O(t 2 ). In conclusion, glueing together lemmas F.1-F.3 with the last remark, we can see that the analyticity conditions on Lagrangian density L(x, y) that generates duality-invariant equations of motion are equivalent to analyticity conditions on the function z(t) = L(t, 0). This was precisely the subject of theorem 3. 9 The uniqueness of this solution can be seen from a simple symmetry argument with respect to the diagonal in the (t, Ψ)-plane.
