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Abstract
The focus in this article is on point processes on a product space RL that satisfy stochastic
dierential equations with a Poisson process as one of the driving processes. The questions we
address are that of existence and uniqueness of both stationary and non stationary solutions,
and convergence (either weakly or in variation) of the law of non-stationary solutions to the
stationary distribution. Theorems 1 and 3 (respectively, 2 and 4) provide sucient conditions for
these properties to hold and extend previous results of Kerstan (1964) (respectively, Bremaud
and Massoulie (1996)) to a more general framework. Theorem 5 provides yet another set of
sucient conditions which, although they apply only to a very specic instance of the general
model, enable to drop the Lipschitz continuity condition made in Theorems 1{4. These results
are then used to derive sucient ergodicity conditions for models of (i) loss networks, (ii)
spontaneously excitable random media, and (iii) stochastic neuron networks. c© 1998 Elsevier
Science B.V. All rights reserved.
Keywords: Point processes; Stochastic intensity; Stationary point processes; Hawkes processes;
Stochastic dierential equations; Ergodicity; Neuron networks
1. Framework of the study
1.1. The stochastic dierential equation: weak and strong solutions.
We are concerned in this article with point processes (that is, integer-valued non-
negative random measures; see e.g. Daley and Vere-Jones, 1988) N on RL, where the
R-coordinate represents time and the measure space (L;L; Q) is given. For all t 2 R,
let StN denote the shift of N along the R-axis, i.e.
StN (A B) = N ((t + A) B); A 2 B(R); B 2 L:
Let StN denote the restriction to R of the shifted process StN :
StN(A B) = N ((t + A \ R) B); A 2 B(R); B 2 L
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and similarly, let StN− denote the restriction to (−1; 0) of StN . For all B 2 L, dene
the point process NB on R by
NB(A) = N (A B); A 2 B(R):
The ltration
FNt } is dened by FNt = (StN−).
Let a probability space (
d ; Fd ; Pd) endowed with a right-continuous ltration Fdt }
be given. In the sequel, we place ourselves on the probability space
(
; F ; P) = (
0  
d ; F0 ⊗Fd ; P0 ⊗ Pd)
endowed with the ltration fFtg where Ft := F0⊗Fdt . The rst factor space (
0; F0; P0)
is introduced to allow general initial conditions S0N− on R−L for the point process
N , while the second factor space supports the driving processes. In particular, we as-
sume the existence of a real-valued, Fdt -predictable process

Xt(!d)
}
(i.e., (t; !d)!
Xt(!d) is P(Fdt )-measurable, where P(Fdt ) is the predictable -eld on R
d asso-
ciated with
Fdt }). The second and main driving process is a Poisson process N on
RLR, with intensity measure dtQ(dz)ds. It is assumed that for all t 2 R; St N−
is Fdt -measurable and St N+ is independent of Fdt ; that is to say, N is an Fdt -Poisson
process. Given the initial condition S0N−, assumed F0-measurable, of the p.p. N at
time 0, we consider the following dynamics for N on R+:
N is Ft−adapted; and N (dt  dz) = N (dt  dz  [0;  (StN−; z; Xt)]) (1)
for some measurable functional  .
Remark 1. In this setup any point process N which solves Eq. (1) is such that the
map
(t; !; z)!  (StN−; z; Xt)
is P(Ft) ⊗ L-measurable. Indeed, it can be shown that (t; !) ! StN− is P(Ft)-
measurable when N is Ft-adapted; measurability of  and Fdt -predictability of the
process X then suce to conclude.
The probability space (
; F ; P) being explicitly given, a point process N solving
Eq. (1) is thus a pathwise, or strong solution. In order to describe associated concepts
of a distributionwise, or weak solution, let us recall the denition of a point process’s
stochastic intensity kernel (for more details see e.g. Daley and Vere-Jones, 1988).
Denition 1. Let (t; !; dz) be a non-negative measure on (L; L), indexed by (t; !) 2
R
. f(t; !; :)g is an Ft-(stochastic) intensity kernel of N if for all B 2 L; f(t; !; B)g
is an Ft-intensity of the point process NB. For any non-negative function x(t; !; z),
P(Ft)L-measurable, where P(Ft) is the Ft-predictable -eld on R
, the follow-
ing integration formula then holds:
E
Z
RL
x(t; !; z)N (dt  dz) = E
Z
RL
x(t; !; z) dt(t; !; dz): (2)
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Assume now the existence of a primary probability space (
1; F1; P1) endowed
with a ltration
F1t }, and that
(
d ; Fd ; Fdt } ;Pd) = (
1  
2; F1 ⊗F2; F1t ⊗F2t } ; P1 ⊗ P2)
i.e. the space supporting the driving processes is an extension of this primary space.
Assume also that the driving process fXtg is in fact given on the primary space
(
1; F1; P1), and is F1t -predictable. Consider then the following condition on the dis-
tribution of a point process N on R+  L, given the initial condition S0N−.
N can be realized on an extension of (
1; F1; P1) so that
it admits  (StN−; z; Xt)Q(dz) as an F1t _ FNt -intensity kernel.
(3)
This distributional requirement extends the framework of Bremaud and Massoulie
(1996) and Kerstan (1964) by the introduction of the driving process fXtg.
In order to relate the notions of weak and strong solutions as dened in Eqs. (3) and
(1), respectively, the following lemma is required, which is an easy extension of the
method proposed by Lewis and Shedler (1976) for the simulation of non-homogeneous
Poisson processes.
Lemma 1. Let N be an Ft-Poisson process on R  L  R+, with intensity measure
dt  Q(dz)  ds. Let f and g be two non-negative, P(Ft) ⊗ L-measurable functions
on R 
 L. Dene the point process N on R L by
N (dt  dz) = N (dt  dz  [f (t; z) ^ g(t; z); f (t; z) _ g(t; z)]); t 2 R; z 2 L
(4)
Then N admits as Ft-intensity kernel fjf (t; z)− g(t; z)jQ(dz)g.
By Lemma 1, if N is a solution to Eq. (1), it admits the Ft-intensity kernel f (StN−;
z; Xt)Q(dz)g. Since f (StN−; z; Xt)g is FNt _ F1t -predictable, this is also an intensity
kernel for this latter ltration. Thus, the distribution of N satises Eq. (3).
The next lemma is in some sense a converse to Lemma 1; it appears for instance in
Grigelionis (1971) (see also Jacod, 1979, pp. 469{478), and provides a representation
of point processes with predictable intensity kernels in terms of stochastic integrals
with respect to some Poisson process.
Lemma 2. Let N be a point process on RL, with Ft-intensity kernel ff (t; z)Q(dz)g
for some ltration fFtg such that fStN−g is Ft-adapted. Assume that f is P(Ft)⊗L-
measurable, and that for some strictly positive g on R  L, one has a.s. R g(t; z)N
(dtdz)<1. Enlarge the probability space 
 on which N lives, to dene a Poisson
process N^ on R  L  R+, independent of F1 (and thus of N ), and with intensity
measure dt  Q(dz)  ds. In the same way, assume that to each point Tn of N is
attached a r.v. Un uniform on [0; 1], such that the sequence fUng is i.i.d., independent
of F1 and N^ . Dene then the point process N on R L R+ by
N (A B C) =
X
n2Z
1AB(Tn)1C(f (Tn)Un) +
Z
ABC
1s>f (t; z)N^ (dt  dz  ds)
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Then N is distributed as N^ , i.e. it is Poisson with intensity measure dtQ(dz) ds,
and such that St N
+
is independent of Ft _ FUt _ F N^t , where FUt keeps track of the
r.v. Un attached to the points of N that participate to StN−. In short, N is an
Ft _ FUt _ F N^t -Poisson process.
For any weak solution to Eq. (3), this Lemma enables to construct a probability
space (
; F ; P), and a strong solution N to Eq. (1) on it, the distribution of which is
the corresponding weak solution. Based on similar arguments, one can show that if on
any probability space (
; F ; P) as above, there exists only one strong solution (i.e.,
strong uniqueness holds), then there exists only one weak solution i.e., weak uniqueness
holds. This fact is classical in stochastic dierential equations; see e.g. Jacod (1979).
1.2. Examples
Example 1 below is the classical loss network model, studied for instance in Kelly
(1985) and Forbes and Ycart (1994).
Example 1 (Loss network). A set R of resources r receives customers of dierent
types i 2 I , for a countable set I . Type i customers, during their sojourn in the system,
make use of the resources r in some nite subset Pi of R. The resource r can be used
by at most n(r) customers at the same time. The acception rule is thus the following:
an arriving type i customer will enter the system if for all r 2 Pi, there are less than
n(r) customers using r at that time; otherwise, the customer is rejected.
Let the driving process fXtg be given on (
1; F1; P1). We make the following dis-
tributional assumptions. Exogeneous type i customer arrivals are, conditionally on F1,
mutually independent for dierent i and Poisson with intensity fgi(Xt)g for functions
gi : R ! R+. The candidate sojourn times of dierent customers are independent of
F1 and these arrival processes, mutually independent, and i.i.d. with distribution qi for
type i customers. Thus, the point process N^ on R I R+ which counts exogeneous
customer arrivals together with their types and candidate sojourn times admits as an
F1 _ F N^t -intensity kernel
^(t; di  d) = gi(Xt)qi(d):
Then let N be the point process on RIR+ which counts eective customer arrivals
into the system, together with their types and required sojourn times. Let Xi(t) denote
the number of type i customers in the system at time t−. One has
Xi(t) =
Z
(−1; t)
g(t − s; )N (ds fig  d);
where g(t−s; ) = 1(0; ](t−s). With the above assumptions, N admits as an F1_FNt -
intensity kernel
(t; di  d) = ^(t; di  d)
Y
r2Pi
1[0; n(r))
0
@ X
j:r2Pj
Xj(t)
1
A :
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Indeed, the product in the above formula equals 1 i each resource r in Pi can support
one more customer, and zero otherwise. This intensity kernel may then be rewritten as
(t; di  d) =  (StN−; (i; ); Xt)Q(di  d);
where
 (S0N−; (i; ); x)
= gi(x)
Y
r2Pi
1[0; n(r))
0
@ X
j:r2Pj
Z
(−1; 0)R+
g(−s; 0)N (ds fjg  d0)
1
A (5)
and
Q(di  d) = qi(d)
The dynamics of N are thus of the type specied by Eq. (3).
The next Example is inspired (but diers) from the various versions of the so-called
Greenberg{Hastings model studied by Frisch et al. (1993).
Example 2 (Spontaneously excitable random media). A countable family of sites i 2 I
is given, together with a neighboring structure fNigi2I . The point process N on I R
keeps track of the times at which sites become excited: a site i becomes excited at time
t i N (dtdi) = 1. Excitation periods last for a xed duration a, and are followed by
a period of length b during which the considered site cannot be excited. Excitation at a
site appears at rate 1 if there are at least k excited neighbours, and at rate 0 otherwise.
N thus admits as an FNt -intensity kernel
(t; di) = 1N ([t−a−b; t)fig) = 01[k;+1)
0
@X
j2Ni
N ( [t − a; t) fjg)
1
A :
This is of the form  (StN−; i)Q(di), where Q is the counting measure on I , and
 (S0N−; i) = 1N ([−a−b; 0)fig)=01[k;+1)
0
@X
j2Ni
N ([−a; 0) fjg)
1
A :
Note that as in Example 1, we could introduce processes modulating the intensity of
the potential excitation occurrences while remaining in the framework of the previous
subsection.
The last example to come has been introduced in Bremaud and Massoulie (1996)
and is meant to model the activity of neuron networks.
Example 3 (Stochastic neurons). Consider a countable collection of neurons indexed
by i 2 I . The point process N on R I keeps track of the neurons’ rings: (t; i) is a
point of N i neuron i res at time t. Given a measurable function h on R I  I , let
Yi(t) :=
Z
(−1; t)I
h(t − s; j; i)N (ds dj)
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be the potential of neuron i at time t. The dynamics are then as follows: N admits as
an FNt -intensity kernel
(t; di) = i(Yi(t))
for some measurable function i : R! R+. This is again of the form  (StN−; i)Q(di),
where Q is the counting measure on I and
 (S0N−; i) = i
Z
(−1; 0)I
h(−s; j; i)N (ds dj)

:
Of particular interest is the case where i is of the threshold type, i.e.
i(x) = −i 1(−1; i)(x) + 
+
i 1[i;1)(x)
and h(t; j; i) = cji exp(−t). Neuron i then res at rate −i (respectively, +i ) when
its potential is below (respectively, above) the threshold i. Its potential is obtained
as a linear combination of exponential lterings of the other neurons’ past activity, a
positive (respectively, negative) weight cji reecting the fact that neuron j’s activity
stimulates (respectively, inhibits) that of neuron i.
The remainder of the article is organized as follows. Section 2 contains Theorems
1 and 2, which both provide sucient conditions for the existence and uniqueness of
non-stationary solutions to Eq. (1), given some initial condition. Theorems 3 and 4,
which are concerned with the existence and uniqueness of stationary solutions, and
the domain of attraction of these stationary regimes in terms of initial conditions, are
given in Section 3. Their relative merits are discussed by applying them to the above
examples. In Section 4, we present Theorem 5, an ergodicity result which applies to
Example 3 for functions i of the threshold type, while the previous theorems do not.
The proofs of Theorems 3{5 are given in Section 5.
2. Existence and uniqueness of non-stationary solutions
Theorems 1 and 2 below provide two dierent sets of hypotheses on the function  
under which existence and uniqueness of a non-stationary solution N to Eq. (1) holds.
Theorem 1. Assume that  is bounded from above by a constant  > 0, and that
there exists a function h : R+  L2 ! R+ such that the Lipschitz condition
j (N; z; x)−  (N 0; z; x)j6
Z
(−1; 0)L
h(−s; z0; z) jN − N 0j (ds dz0);
z 2 L; x 2 R (6)
holds. Assume further that h satisesZ
R+LL
h(t; z0; z) dt Q(dz0)Q(dz)<1: (7)
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Then there exists a unique solution N to Eq. (1) on R+  L provided the initial
condition S0N− satises
lim
t!+1
Z +1
t
dt
Z
R−LL
h(t − s; z; z0)N (ds dz)Q(dz0) = 0 a:s: (8)
Proof (Existence). Construct recursively the mappings fn(t; z)g, and the point pro-
cesses Nn by letting every Nn coincide with N on R−  L, and
Nn(dt  dz) = N (dt  dz  [0; n(t; z)]); t > 0; z 2 L;
n+1(t; z) =  (StNn−; z; Xt); t > 0; z 2 L;
the procedure being initialized by taking 0(t; z)  0. This is the classical Picard
method to construct solutions of dierential equations. It is easily shown by induction
that the Nn are Fdt -adapted, and that (t; !; z) ! n(t; z) is P(Ft) ⊗ L-measurable.
Assume now that this iterative scheme converges. More precisely, suppose that for
all bounded C R+, and all D 2 L such that Q(D)<1, the processes Nn remain
eventually constant on C  D as n !1, and denote by N the limiting point process
(such convergence holds indeed, as is shown below). This process is, as a limit of the
Nn; Ft-adapted. It will thus solve Eq. (1) if
N (dt  dz) = N (dt  dz  [0; (t; z)]);
where (t; z) =  (StN; z; Xt). By Fatou’s lemma, applied to the measure P(d!) N (dt
dz  [0; ]), one obtains for all bounded Borel set C R the inequality in
E
Z
CL
N (dt  dz)− N (dt  dz  [0; (t; z)])
6 lim
n!1E
Z
CL
Nn(dt  dz)− N (dt  dz  [0; (t; z)]) (9)
= lim
n!1E
Z
CL
jn(t; z)− (t; z)j dt Q(dz);
while the equality follows from Lemma 1. The Lipschitz property (6) of  yieldsZ
CL
jn(t; z)− (t; z)j dt Q(dz)
6
Z
CL
dt Q(dz)
Z
(−1; t)L
h(t − s; z0; z) jNn − N j (ds dz0):
Because N and Nn coincide on R−L, and by boundedness of  , the right-hand side
of this inequality is less thanZ
CL
dt Q(dz)
Z
(0; t)L
h(t − s; z0; z) N (ds dz0  [0; ])
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the mean of which is nite, by assumption (7), and tends to 0 a.s., according to
the assumed convergence of the Nn. One deduces then from Lebesgue’s dominated
convergence theorem that the rst term in Eq. (9) is zero, so that N solves Eq. (1) on
R+  L.
The assumed convergence of the Nn holds if the p.p. ~N dened by
~N (dt  dz) = N (dt  dz  (lim inf
n!1 
n(t; z); lim sup
n!1
n(t; z)])
is a.s. equal to the null measure 0 on R L. By Lemma 1, ~N admits ~(t; z)Q(dz) as
an Ft-intensity kernel on R+  L, where
~(t; z) := lim sup
n!1
n(t; z)− lim inf
n!1 
n(t; z); t > 0; z 2 L:
By the Lipschitz property of  , one has
~(t; z) 6 lim
n!1

sup
i>n
Z
(−1; t)L
h(t − s; z0; z)Ni(ds dz0)
− inf
j>n
Z
(−1; t)L
h(t − s; z0; z)Nj(ds dz0)

:
By boundedness of  , each term
R
(−1; t)L h(t − s; z0; z)Ni(ds  dz0) in the above is
less than
Z
(−1; t)L
h(t − s; z0; z) N (ds dz0  [0; ]):
The expectation of the latter does not depend on t and, by assumption (7), is integrable
against Q in z. This expectation is thus nite for Q-almost all z. For such z, dominated
convergence applied to the measure N (dt  dz0  [0; ]) then yields
~(t; z)6
Z
(0; t)L
h(t − s; z0; z) ~N (ds dz0):
Integrating against Q in z one obtains
Z
L
~(t; z)Q(dz)6
Z
(0; t)LL
h(t − s; z0; z) ~N (ds dz0)Q(dz);
the right-hand side of which is, again by assumption (7), a.s. nite with mean uniformly
bounded in t. This ensures that the point process ~NL on R dened by ~NL(dt) =
~N (dtL) is non-explosive (recall that by Lemma 1, the left-hand side of the previous
equation is an Ft-stochastic intensity of ~NL). In order to conclude from this bound on
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the stochastic intensity of ~NL that ~NL = 0 a.s., it is enough to appeal to the following
Lemma from Jacod (1975) (see also Lemma 1 in Bremaud and Massoulie, 1996).
Lemma 3. Let N be a simple point process on R, admitting an FNt -predictable in-
tensity (t) = v(t; N ) on R+. Then for all t 2 R+[f+1g the conditional probability
P(N ((0; t]) = 0 j FN0 ) equals exp−
R t
0 v(s; S0N
−) ds.
Indeed, this guarantees that
P( ~NL((0; +1)) = 0 j F ~NL0 )>e−0 = 1:
Proof (Uniqueness). Let N 0 be a p.p. on R  L, with initial condition S0N−, and
solving (1) on R+  L. Thus N 0(dt  dz) = N (dt  dz  [0; 0(t; z)]) for all t >
0, z 2 L, where 0(t; z) =  (StN 0; z; Xt). Let N be the solution constructed in the
previous paragraph. Let N^ be the p.p. on R+ dened by N^ (C) = jN − N 0j (C  L).
N^ admits, according to Lemma 1,
R
L j(t; z)− 0(t; z)jQ(dz) as an Ft-intensity on
R+.The Lipschitz property (6) of  implies
j(t; z)− 0(t; z)j6
Z
(0; t)L
h(t − s; z0; z) jN − N 0j (ds dz0):
This shows in particular that N^ is not explosive, by boundedness of  and assumption
(7). As above, Lemma 3 enables to conclude from this inequality that N and N 0
coincide on R+  L.
Before stating Theorem 2, let us introduce some regularity notions adapted to the
present context.
Denition 2. Let fZtgt>0 be some real-valued non-negative, non-decreasing process.
Dene the explosion time T1 of fZtg as
T1 = inf ft > 0:Zt = +1g
The process fZtg is termed regular if almost surely, T1 > 0 and fZtg is continuous
at T1, i.e.
lim
t"T1
Zt = +1
A point process N on R+L is called strongly regular if for all non-negative function
g on L such that
R
g(z)Q(dz)<1, the associated process fZtg dened by
Zt :=
Z
(0; t]L
g(z)N (ds dz)
is regular. N is called weakly regular if for all D 2 L such that Q(D)<1, the
process fZtg associated with g(z) = 1D(z) is regular.
Remark 2. Strong regularity of a point process N on R+  L obviously implies its
weak regularity. Both notions depend on the measure Q, and coincide when L is a
nite set.
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If we take the usual denition (see e.g. Jacod, 1975) of a simple point process on
R+ as the random measure N associated to a collection of positive random variables
Tn such that Tn6Tn+1, and Tn <Tn+1 on fTn <1g through
N (C) =
X
n>0
1C(Tn)1Tn <1
then the associated process Zt = N (0; t] is regular in the sense of the above denition.
Theorem 2. Assume that Eq. (6) and
 := sup
z2L
Z
R+L
h(t; z0; z) dt Q(dz0)< 1 (10)
 := sup
z2L; x2R
 (0; z; x)<1 (11)
hold. Consider an initial condition S0N− which satises
sup
t>0; z2L
(t; z)< +1 and lim
t!+1 (t; z) = 0; z 2 L; (12)
where
(t; z) = E
Z
R−L
h(t − s; z0; z)N (ds dz0): (13)
Then there exists a solution N to Eq. (1) such that
sup
t>0; z2L
E (StN−; z; Xt)<1 (14)
and this is the only strongly regular solution.
One main dierence with Theorem 1 is that boundedness of  is not required. This
is the reason why, in order to claim uniqueness of the solution, we need to restrict our
attention to strongly regular solutions (we could not prove that uniqueness of weakly
regular solutions holds, although this seems plausible). In order to see that at least
some regularity assumption is needed for uniqueness to hold, consider the case where
L reduces to a single point, so that the solutions N to Eq. (1) can be seen as point
processes on R, and the driving process fXtg is a.s. constant. We may thus drop the
last two arguments in  . Assume then that  is given by
 (S0N−) = N [−; 0)
for some constant  > 0. This can also be written
 (S0N−) =
Z
(−1; 0)
h(−t)N (dt)
with h(t) = 1(0; ](t) (a point process N with a linear FNt -stochastic intensity such as
(t) =
R
(−1; t) h(t − s)N (ds) falls in the class of Hawkes processes, introduced by
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Hawkes (1971). Note that assumption (10) holds provided < 1. Given the regular
solution N to (1), and some xed T > 0, construct the point process N 0 as follows:
N 0(dt) =

N (dt) if t6T;
N (dt  R+) if t > T:
It is easily checked that N 0 also solves Eq. (1). Indeed, N 0 is clearly Ft-adapted; also,
N 0(dt) = N
(
dt  [0;  (StN 0−)]

holds for t6T because N is a solution to Eq. (1), and for t > T because then
 (StN 0−)> N
(
(T _ (t − ); t) R+ = +1 a:s:
Thus, uniqueness does not hold in this case if we allow non-regular solutions.
Proof (Existence). As in the proof of Theorem 1, use Picard’s method to construct
recursively point processes Nn and functions n(t; z) on R+  L. By Eq. (6) and
Lemma 1, one obtains for all n > 0 and z 2 L,
sup
t>0; z2L
E
n−1(t; z)− n(t; z)
6 sup
t>0; z2L
E
Z
(0; t)L
h(t − s; z0; z) n(s; z0)− n−1(s; z0) ds Q(dz0)
6 sup
s>0; z02L
E
n(s; z0)− n−1(s; z0) ;
where the second inequality follows from Eq. (10). Using Borel{Cantelli’s lemma, this
guarantees that n(t; z) converges a.s. in L1 to some limit (t; z); moreover, we have
the estimate
sup
t>0; z2L
E(t; z)6 (1− )−1 sup
t>0; z2L
E1(t; z)
6 (1− )−1 sup
t>0; z2L
E [(t; z) +  (0; z; Xt)] (15)
where (t; z) is dened in Eq. (13). The right-hand side of this equation is nite since
S0N− satises Eq. (12), and  satises Eq. (11). Moreover, in view of the calculationsX
n>0
P
(Nn+1 − Nn ((0; T ] D) 6= 0
6
X
n>0
E
Nn+1 − Nn ((0; T ] D)
=
X
n>0
Z
(0; T ]D
E
n+1(t; z)− n(t; z) dt Q(dz)
6T Q(D)
X
n>0
sup
t>0; z2L
E
n+1(t; z)− n(t; z)
< +1
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valid for all T > 0, and D 2 L such that Q(D)<1, Borel{Cantelli’s lemma guarantees
that the processes Nn are constant on (0; T ]D for n large. In this sense, they converge
to a limiting p.p. N as n! +1. This process satises
N (dt  dz) = N (dt  dz  [0; (t; z)]):
Indeed, for all T > 0, and D 2 L such that Q(D)<1, by Fatou’s lemma,
E
Z
(0; T ]D
N (dt  dz)− N (dt  dz  [0; (t; z)])
6 lim
n!1E
Z
(0; T ]D
 N (dt  dz  [0; n(t; z)])− N (dt  dz  [0; (t; z)])
6T Q(D) lim
n!1 supt>0; z2L
E jn(t; z)− (t; z)j
= 0:
Let us check that (t; z) coincides with  (StN−; z; Xt), which will enable to conclude
that N is a solution. Eq. (6) ensures that
E j(t; z)−  (StN; z; Xt)j6E j(t; z)− n(t; z)j
+E
Z
(0; t)L
h(t − s; z0; z) N − Nn−1 (ds dz0) = E j(t; z)− n(t; z)j
+
Z
(0; t)L
h(s; z0; z)ds Q(dz)E
(s; z0)− n−1(s; z0) :
The right-hand side of this inequality goes to 0 uniformly in t > 0, z 2 L, hence N is
a solution indeed. It satises Eq. (14) as a consequence of Eq. (15), and is therefore
strongly regular.
Proof (Uniqueness). The following lemma is needed, which is a straightforward adap-
tation of Lemma 1.6, (p 423) in Liggett (1985).
Lemma 4 (Liggett (1985)). Assume that the function h satises Eq. (10). Then for any
r 2 (; 1), there exists a strictly positive function g on L such that RL g(z)Q(dz)<1,
and Z
R+L
h(t; z0; z)g(z) dt Q(dz)6rg(z0); z0 2 L: (16)
Proof. Fix some strictly positive function g0 on L, such that
R
L g0(z)Q(dz)<1. De-
ne recursively gn by
gn+1(z0) =
Z
R+L
h(t; z0; z)gn(z) dt Q(dz):
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Using assumption (10), one obtainsZ
L
gn+1(z0)Q(dz0)6
Z
L
gn(z)Q(dz)
so that
R
L gn(z)Q(dz)6
n
R
L g0(z)Q(dz). Dene now
g(z) :=
X
n>0
r−ngn(z):
Since r >, this series converges in L1(Q). Finally, Eq. (16) follows fromZ
R+L
h(t; z0; z)g(z)Q(dz) =
X
n>0
r−ngn+1(z0)6r
X
n>0
r−ngn(z0) = rg(z0):
Let g be as in the lemma, and N 0 be another strongly regular solution, so that the
process
Z 0t :=
Z
(0; t]L
g(z)N 0(ds dz)
is regular. Set 0(t; z) =  (StN 0; z; Xt). Dene
n := inf ft > 0 : Z 0t > ng :
The sequence fng is non-decreasing, admits the limit
1 := inf ft > 0 : Z 0t = +1g
and, by regularity of fZtg, fails to be constant after some nite n. Denoting H (z0; z) =R1
0 h(t; z
0; z) dt, one has
E
Z
(0; n]L
g(z) j(t; z)− 0(t; z)j dt Q(dz)
6E
Z
(0; n]L
g(z) dt Q(dz)
Z
(0; t)L
h(t − s; z0; z) jN − N 0j (ds dz0)
6E
Z
(0; n]L2
g(z)H (z0; z)Q(dz) jN − N 0j (ds dz0)
= E
Z
(0; n]L2
g(z)H (z0; z)Q(dz) j(s; z0)− 0(s; z0)j ds Q(dz0);
where the last equality follows from the integration formula (2). Using property (16)
of g, this is in turn less than
rE
Z
(0; n]L
g(z0) j(s; z0)− 0(s; z0)j ds Q(dz0):
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By denition of n, this last quantity is nite; it must then be zero, since r < 1. The
two processes N and N 0 thus coincide on (0; n]  L for all n> 0. Since fng fails
to be constant after some nite n, each n is also equal to inf ft > 0 : Zt >ng, where
Z 0t is the analogue of Zt with N in place of N
0. From the integrability property (14)
veried by N , n must then increase to innity with n; thus N and N 0 coincide on
R+  L.
Remark 3. Theorem 2 relies essentially on a contraction hypothesis. Indeed, hypothesis
(10) means that the operator G dened by
Gf (z) =
Z
R+L
f (z0)h(t; z0; z) dt Q(dz0)
on the space L1(L) of bounded functions f on L, endowed with the supremum norm,
is a contraction. It is in fact easy to show that the result of Theorem 2 still holds if
one replaces Eq. (10) by the weaker requirements
sup
z2L
Z
R+L
h(t; z0; z) dt Q(dz0)<1 (17)
and
sup
jjGkfjj1 : jjfjj1 = 1} < 1 for some k>1 (18)
(for details, see Massoulie, 1995). Assumption (17) requires continuity of the operator
G, while assumption (18) requires Gk to be a contraction for some k>1.
3. Convergence to equilibrium properties and applications
This section contains Theorems 3 and 4, which are the convergence to equilibrium
results corresponding respectively to the situation of Theorems 1 and 2, and their
application to the ergodicity analysis of Examples 1{3. In the remainder of this section,
we assume that the probability space (
d ; Fd ; Pd) is endowed with a shift ftg and
that both driving processes are t-compatible, i.e.
Xt(!d) = X0(t!d); St N (!d) = N (t!d); t 2 R; !d 2 
d :
Theorem 3 below extends the main theorem of Kerstan (1964) in two respects: rst,
the measure Q is not necessarily nite (this was already covered in Massoulie, 1995),
and second, the driving process fXtg did not appear in his framework.
Theorem 3. Assume that Pd is stationary and ergodic for the shift t ,  is bounded
from above by a constant > 0 and satises Eq. (6), where h is such that both
Eq. (7) andZ
R+LL
t h(t; z; z0) dt Q(dz)Q(dz0)<1 (19)
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hold. Then there exists a t-compatible (and thus, stationary ergodic) solution N
to Eq. (1). Uniqueness of the stationary distribution holds, and any non-stationary
solution with an initial condition S0N− satisfying Eq. (8) is such that the distribution
of StN+converges in variation to the stationary distribution as t !1.
In this theorem, ergodicity of the probability Pd for the shift t is required. Lemma 5
below gives sucient conditions for this to be true when (
d ;Fd ;Pd) is constructed
from (
1;F1;P1) as in Lemma 2.
Lemma 5. Let the probability space (
1;F1;F1t } ;P1) be endowed with a shift 1t },
for which P1 is stationary and ergodic. Let N 1 be some 1t -compatible point process
on R L, admitting an F1t -predictable intensity kernel ff (t; z)Q(dz)g. Enlarge this
probability space as in Lemma 2, by adding marks fUng to the points of N 1, and
considering a Poisson process N^ on RLR. Then the natural shift t on that new
probability space, denoted (
d ;Fd ;Pd), that by denition shifts the component !1
to 1t !
1, keeping the marks Un attached to the points of N 1, and shifts the Poisson
process N^ to StN^ , is ergodic.
Proof. For simplicity, we assume that N d is a p.p. on R, i.e. L reduces to a single point.
First consider the addition of marks. Ergodicity of the shift t under the probability
P is equivalent to ergodicity of the discrete shift T1 for the Palm probability PN 1 if
N 1 = fTng (see Baccelli and Bremaud, 1994). We are thus led to establish ergodicity
of a product shift on a product probability space, the rst factor being (
1;F1;P1N 1 ),
endowed with the shift 1T1 , and the second factor being the canonical space of the
i.i.d. sequence Un, with the usual coordinate shift. Ergodicity of the product follows
if the two factors are ergodic, and one of them is weakly mixing (see Cornfeld et al.,
1982, Corollary 1, p. 229). An i.i.d. sequence being mixing, ergodicity is preserved by
the addition of the marks fUng. The addition of the Poisson process N^ also preserves
ergodicity, by the same argument, since the Poisson process N^ is mixing (see for
instance Daley and Vere-Jones, 1988). We omit here the adaptation of this argument
to the case of a general space L.
The next theorem is an extension to general driving processes of Theorem 3.3 in
Massoulie (1995), itself an extension to a general space (L; L; Q) of Theorem 1 in
Bremaud and Massoulie (1994).
Theorem 4. Assume that Pd is stationary (but not necessarily ergodic) for the shift
ftg, and that the hypotheses (6), (10) and (11) hold. Then there exists a unique
stationary solution N to Eq. (1) such that
sup
z2L
E (S0N−; z)<1 (20)
Also, if N is the strongly regular non-stationary solution to Eq. (1) corresponding to
an initial condition satisfying Eq. (12), then the law of StN converges weakly to the
stationary law.
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Remark 4. In fact, the result of Theorem 4 is still true when one replaces assumption
(10) by assumptions (17) and (18); see Remark 3.
Example 1 (Continued ). We assume here that (
1; F1; P1) is endowed with a shift
1t
}
for which P1 is stationary and ergodic. Since the arguments of the functions
1[0; n(r)) in the expression (5) of  are integer-valued (they represent a number of
customers), one can replace these indicator functions by Lipschitz-continuous functions,
with Lipschitz coecient 1, that take the same values on the integers. The map  
therefore satises condition (6), with
h(t; (j; 0); (i; )) = 1(0; 0](t)1Ni(j) jjgijj1 ;
where the set Ni consists of those j 2 I such that Pi \ Pj is not empty. Assume that
the functions gi satisfy
i := jjgijj1 <1:
Consider rst the application of Theorem 3. Boundedness of  is required, which here
amounts to
sup
i2I
i <1: (21)
Next, the expression in the left-hand side of Eq. (7) reads
X
i
i
X
j2Ni
Z
(R+)3
1[0; 0)(t) dt qj(d0)qi(d)
hence the condition
X
i
i
X
j2Ni
Z +1
0
 qj(d)<1: (22)
Similarly, Eq. (19) gives
X
i
i
X
j2Ni
Z +1
0
2 qj(d)<1: (23)
Then conditions (21){(23) ensure the existence and uniqueness of a stationary law for
N . In the case of a nite number of customer classes (jI j <1) these conditions hold
when every distribution qi has nite variance.
Consider now the application of Theorem 4. The verication of Eq. (11) again gives
Eq. (21), whereas Eq. (10) reads
sup
i
i
X
j2Ni
Z +1
0
qj(d)< 1; (24)
Thus, under Eqs. (21) and (24), there exists a unique stationary solution N such that
Eq. (20) holds; since Eq. (20) is true for any stationary law under (21), one concludes
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that under Eqs. (21) and (24) there exists a unique stationary law for N . In the case
where jI j = +1, these conditions are more interesting than the ones deduced from
Theorem 3: indeed, assume that the qi and i do not depend on i, and denote them by
q; . Eq. (22) then gives


Z +1
0
 q(d)
X
i
jNij <1:
But i2Ni for all i, so that jNij>1, and the above equation cannot hold unless

R +1
0  q(d) = 0: the conclusion is then trivial, since in that case, all customers
are always accepted into the system. On the other hand, Eq. (24) reads


Z +1
0
 q(d)

sup
i
jNij < 1 (25)
which is not trivial.
Kelly (1985) showed that when q has mean equal to 1; n(r)  1, resources cor-
respond to the edges of an innite tree graph such that each node has exactly d
neighbours, for some integer d>2, customer classes correspond to the nodes of the
tree, class i-customers requiring the resources on the edges starting from node i, then
the condition
>c :=
1
d− 1

d− 1
d− 2
d
(26)
is sucient for the existence of more than one stationary regime for N . Recently,
Forbes (1996) (see also Forbes and Ycart, 1994) has shown that if <c, then there
exists a unique reversible stationary regime. For the same system, by Theorem 4 we
know that the condition
<0c :=
1
d+ 1
guarantees uniqueness of the stationary regime. Whether there may exist several sta-
tionary regimes for  2 (0c; c) is still an open question. Note that as d increases to
innity c is equivalent to d−1 exp(1) and thus goes to 0 at the same speed as 0c.
Example 2 (Continued ). By the same trick as in the previous example, Eq. (6) holds,
here with h(t; j; i) = 1i=j1(0; a+b](t)+ 1Ni(j)1(0; a](t). Note that since  is bounded, any
stationary solution will satisfy Eq. (20) and thus, if Theorem 4 applies, then the only
stationary solution must be the trivial solution N = 0. The corresponding  dened in
Eq. (10) is
 = a+ (a+ b) sup
i
jNij :
Thus N = 0 is the only stationary solution if a+(a+b) supi jNij < 1. One does not ex-
pect this condition to be very sharp, since it does not involve the excitation threshold k.
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Example 3 (Continued ). Assume rst that the functions i are Lipschitz with co-
ecient 1. Then Eq. (6) holds, and we may impose further conditions on  , h in
order to apply Theorems 3 or 4. However when the i are of the threshold type, and
h(t; j; i) = cji exp(−t), we cannot use the trick of the previous examples to replace
i by some Lipschitz-continuous function, because the arguments of i are no longer
integer-valued. In order to obtain sucient ergodicity conditions in this situation, we
have to resort to the results of the next section.
4. A Markovian special case
In this section we assume that the space L is nite, and thus consider multivariate
point processes N = (N1; : : : ; NK) on R. We also no longer consider the driving process
Xt , and focus on functions  of the type
 (StN−; i) = i(X1(t); : : : ; XK (t)) (27)
for measurable functions i : (R+)K ! R+, and where
Xi(t) =
Z
(−1; t)
e−(t−s)Ni(ds) (28)
for some > 0. Our interest will be in regular solutions N , in the sense of Denition
2. The special form of the Xi’s, namely the fact that they are obtained from exponential
ltering of the point processes Ni, implies that they evolve according to the following
stochastic dierential equation:
dXi(t) = −Xi(t) dt + Ni(dt) (29)
The (R+)K -valued process fX (t)g is piecewise deterministic, in the sense of Davis
(1993). In particular, conditions are provided in Davis (1993), p. 62), ensuring that
the process has the strong Markov property. One of these conditions is the following:
it is required that, for all i = 1; : : : ; K; t > 0 and initial condition x 2 (R+)K ,
ExNi(0; t]<1: (30)
This condition is also important for the following reason: it guarantees that the joint
law of the processes Ni on [0; t] is absolutely continuous w.r.t the law of independent,
homogeneous Poisson processes, and moreover an expression of the corresponding
Radon{Nikodym derivative in terms of the stochastic intensities of the Ni is also known;
see for instance Jacod and Memin (1975), or Liptser and Shiryayev (1978). Since this
result will be required to derive stability results for the dynamics under consideration,
we now give sucient conditions for Eq. (30) to hold.
Lemma 6. Assume that there exist non-negative coecients, i, mji such that
i(x)6i +
X
j
mjixj; x 2 (R+)K : (31)
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Then the conditions in Davis (1993), (p. 62) are all satised for the process fX (t)g,
and in particular Eq. (30) holds.
Proof. Fix n> 0. Let Tn = inf i Tn(i), where Tn(i) is the nth point of Ni on R+. Let
i(t) := i(X (t)). One has
Ex(i(s); s6Tn)6Ex

i +
X
j
mji

xje−t +
Z
(0; s]
e−(s−u)Nj(du)

; s6Tn

6i +
X
j
mji

xje−t + Ex
Z
(0; s^Tn]
e−(s−u)Nj(du)

= i +
X
j
mji

xje−t + Ex
Z
(0; s^Tn]
e−(s−u)j(u) du

= i +
X
j
mji

xje−t +
Z
(0; s]
e−(s−u)Ex

j(u); u6Tn

du

;
where the rst inequality follows from Eqs. (27) and (31), and the rst equality from
the integration formula (2). Since under the condition (31), Ex (i(s); s6Tn) is bounded
in s, its Laplace transform
 ni () :=
Z 1
0
e−sEx (i(s); s6Tn) ds
is well dened. From the last display, it follows that
 ni ()6
i

+
X
j
mjixj
+ 
+
X
j
mji
+ 
 nj ():
For  large enough, the matrix I − (+ )−1M , where M = (mjiij, is invertible, and
its inverse has non-negative coecients. This yields, in vector form,
 n()6
(
I − (+ )−1M−1 (−1+ (+ )−1Mx :
Consider now the limit n!1: Tn goes to +1 a.s., for otherwise some  n() would
explode, which cannot hold in view of the previous equation (here we implicitly use
the regularity of N ); by monotone convergence of the  n(), one deduces that for all
i, and  large enough,
Ex
Z 1
0
e−si(s) ds = Ex
Z 1
0
e−sNi(ds)
is nite. Finally, Eq. (30) follows from
Ni(0; t]6et
Z 1
0
e−sNi(ds):
20 L. Massoulie / Stochastic Processes and their Applications 75 (1998) 1{30
The other conditions in Davis (1993) are much easier to check: it is required (i)
that the vector eld corresponding to the deterministic evolution of fX (t)g be locally
Lipschitz-continuous, and does not lead to explosive trajectories; since here the value
of this eld at a point x 2 (R+)K is −x, this trivially holds. Also, (ii) for all starting
point x 2 (R+)K , the overall jump rate Pi i(xt) must be integrable in some interval
[0; (x)), where xt is the deterministic evolution trajectory: here, xt = e−tx. This
integrability property thus holds when Eq. (31) is in force. Finally, (iii) jumps are not
allowed to let the process unchanged, which also holds here, because at a jump, one
coordinate of fX (t)g is increased by 1.
The main result of this section is the
Theorem 5. Assume that the inequality (27) holds, and that the corresponding matrix
M = (mji) satises
(M)<; (32)
where (M) is the spectral radius of M. Assume also that there exists a constant
> 0 such that for all i 2 f1; : : : ; Kg and x 2 (R+)K ,
sup
i
jxij6 ) i(x)>; (33)
Then there exists a unique stationary distribution  for the Markov process X , and
for any initial distribution  of X (0) on (R+)K , it holds that
lim
t!1 jP(X (t) 2 :)− jvar = 0:
Remark 5. The last property mentioned in the theorem guarantees that whatever the
initial condition, StX+ converges in variation to a unique stationary distribution as
t ! 1. Indeed, let Q denote the Markov transition kernel Q(x; dy) = P(X+ 2 dy j
X (0) = x), and Pt the transition kernel of the process X . For an arbitrary initial
distribution , one hasP(StX+ 2 :)− P(X+ 2 :)var = jPtQ − Qjvar6 jPt − jvar t!1! 0:
Since Ni counts the jumps of Xi, StN+ is a function of StX+; this guarantees thatP(StN+ 2 :)− P(N+ 2 :)var6 P(StX+ 2 :)− P(X+ 2 :)var
so that the left-hand side of the above thus goes to 0 as t !1.
Remark 6. Note that Theorem 5 applies to Example 3 in the case of a nite number
of neurons with threshold functions i, provided that for all i, +i > 0, and either
i < 0 or −i > 0. In the case where K = 1, and (x) = 1(0;+1)(x), the dynamics
admit two distinct stationary solutions: the rst makes N  ;, and the second makes
N a homogeneous Poisson process with intensity 1. This is not in contradiction with
Theorem 5, since Eq. (33) does not hold in that situation.
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5. Proofs of stability results
5.1. Proof of Theorem 3
Proof (Existence). Construct recursively the mappings fn(t; z)g, and the point pro-
cesses Nn according to
Nn(dt  dz) = N (dt  dz  [0; n(t; z)]); t 2 R; z 2 L; (34)
n+1(t; z) =  (StNn; z; Xt); t 2 R; z 2 L; (35)
the procedure being initialized by taking 0(t; z)  0. This corresponds to a global,
or stationary application of Picard’s method. Each of these processes is t-compatible.
Also, it is easily shown by induction that the Nn are Fdt -adapted and (t; !d ; z) !
n(t; z) is P(Fdt ) ⊗ L-measurable. One shows exactly as in the proof of Theorem 1
that, if the Nn converge to some limit N , then N is a stationary solution. Convergence
of the Nn holds if the p.p. ~N dened by
~N (dt  dz) = N (dt  dz  (lim inf
n!1 
n(t; z); lim sup
n!1
n(t; z)])
is a.s. equal to the null measure 0 on R  L. Note that by Lemma 1, ~N admits the
Fdt -intensity kernel
n
~(t; z)Q(dz)
o
, where
~(t; z) = lim sup
n!1
n(t; z)− lim inf
n!1 
n(t; z); t 2 R; z 2 L:
Arguing as in the proof of Theorem 1, one can show that
~L(t) :=
Z
L
~(t; z)Q(dz)6
Z
(−1; t)LL
h(t − s; z0; z) ~N (ds dz0)dt Q(dz)
and the mean of the right-hand-side is nite, by Eq. (7) and boundedness of  . This
ensures that the point process ~NL on R dened by
~NL(C) = ~N (C  L); C 2 B(R)
which admits
n
~L(t)
o
as an Ft-stochastic intensity, is non-explosive. ~N is a.s. equal
to the null measure i P( ~NL(−1;+1) = 0) = 1, which holds i for all t 2
R; P( ~NL(t;+1) = 0) = 1. By t-compatibility (and thus, stationarity) of ~N , this
is equivalent to P( ~NL(0;+1) = 0) = 1. Since for all t>0,
~NL(t;+1) = 0
} ~NL(0;+1) = 0}
ergodicity of P ensures that this will hold if P( ~NL(0;+1) = 0)> 0, which in turn will
follow if P

~NL ((0;+1)) = 0 j F ~NL0

> 0. One deduces from the previous inequality
that an F ~NLt -intensity of ~NL of the form v(t; ~NL) satises
v(t; ~N
−
L )6
Z
R−LL
h(t − s; z0; z) N (dt  dz0  [0; ])Q(dz):
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Thus, by Lemma 3,
P( ~NL((0;+1) j F ~NL0 ) = 0)
>exp−
Z +1
0
dt
Z
R−LL
h(t − s; z0; z) N (ds dz0  [0; ])Q(dz)

:
According to Eq. (19), the argument of the exponential in the above expression is a.s.
nite, so that P( ~NL(0;+1) = 0 j F ~NL0 )> 0 a.s., which establishes the existence of a
stationary solution.
Proof (Convergence to equilibrium). Let N 0 be a p.p. on R  L, with an initial
condition S0N 0− satisfying Eq. (8), and solving Eq. (1) on R+ : N 0(dt  dz) =
N (dt  dz  [0; 0(t; z)]) for all t > 0, z 2 L, where 0(t; z) =  (StN 0; z; Xt). Let
N be the stationary solution previously constructed. Let N^ be the p.p. on R dened by
N^ (C) = jN − N 0j (CL). N^ admits, according to Lemma 1, RL j(t; z)− 0(t; z)jQ(dz)
as an Ft-intensity on R+. The Lipschitz property (6) of  implies
j(t; z)− 0(t; z)j6
Z
R−L
h(t − s; z0; z)N 0(ds dz0)
+
Z
R−L
h(t − s; z0; z) N (ds dz0  [0; ])
+
Z
(0; t)L
h(t − s; z0; z) jN − N 0j (ds dz0):
This shows in particular that N^ is not explosive: indeed, each of the terms in the
right-hand side of the above inequality, when integrated against the measure dt Q(dz)
on some domain [0; T ]L; T > 0, is a.s. nite: this follows from Eq. (8), satised by
N 0, for the rst term, and from Eqs. (19) and (7) respectively for the next two terms.
From this inequality and from Lemma 3, one obtains
P(N^ (s;+1) = 0 j Fs)>exp−
Z +1
s
gs(u) du

;
where
gs(u) =
Z
(−1; s]LL
h(u− v; z0; z) N (dv dz0  [0; ])Q(dz)
+
Z
R−LL
h(u− v; z0; z)N 0(dv dz0)Q(dz):
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In order to exploit this the following lemma is needed; for a proof, see Bremaud and
Massoulie (1994).
Lemma 7. Let (
; F ; P) be a probability space endowed with a ltration fFtgt2R
and let X; Y be two processes such that the event
[
t > 0
fX  Y on (t;+1)g
(one says that on this event, X and Y \couple"; see e.g. Lindvall, 1992) is F1-
measurable. Assume that for all s>0,
P(X  Y on (s;+1) j Fs)>Z(s)− (s); (36)
where  is some real-valued process such that (s) goes to 0 a.s. as s ! 1, and Z
is an ergodic real-valued process such that
P(Z(s)> 0)> 0 (37)
Then a.s. the processes X and Y couple.
Setting
Z(s) = exp−
Z +1
s
du
Z
(−1; s]LL
h(u− v; z0; z) N (dv dz0  [0; ])Q(dz)

;
(s) = Z(s)− exp−
Z +1
s
gs(u) du

;
the previous inequality can be rewritten
P(N  N 0 on (s;+1) L j Fs)>Z(s)− (s):
The process Z is clearly ergodic, by ergodicity of N . Also, P(Z(0)> 0)> 0 under
Eq. (19), since the argument in the exponential dening Z has nite mean, and is
thus a.s. nite. Finally, (s) goes to 0 a.s. as s !1, because of the initial condition
satised by N 0. Lemma 7 then ensures that N and N 0 couple, and hence the announced
convergence in variation holds. Uniqueness of the stationary solution follows, because
any stationary solution N 0 necessarily satises (8), thus couples with N , and its law
therefore coincides with that of N .
5.2. Proof of Theorem 4
Proof (Existence of a stationary solution). As in the proof of Theorem 3, dene
recursively the stationary processes Nn; n according to the global Picard method. The
Lipschitz property (6) implies
E
n+1(0; z)− n(0; z)6E Z
(−1; 0)L
h(−t; z0; z) Nn − Nn−1 (dt  dz);
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and thus, by Lemma 1,
E
n+1(0; z)−n(0; z)6E Z
(−1;0)L
h(−t; z0; z) n(t; z0)− n−1(t; z0) dt Q(dz):
Then, since the construction is t-compatible, one obtains
E
n+1(0; z)− n(0; z)
6
Z
(−1;0)L
E
n(0; z0)− n−1(0; z0) h(−t; z0; z) dt Q(dz0);
so that
sup
z2L
E
n+1(0; z)− n(0; z)6 sup
z2L
E
n(0; z)− n−1(0; z) :
This yields
sup
z2L
E
n+1(0; z)− n(0; z)6n: (38)
Since by assumption, < 1, Eq. (38) implies that n(t; z) converges a.s. (and in L1)
to a limit (t; z) such that
sup
z2L
E(t; z)6

1−  :
It is then shown exactly as in the proof of Theorem 2 that the Nn converge to the
desired stationary solution.
Proof (Convergence to equilibrium). Denote by N the stationary solution previously
constructed. Set
f (t; z) =
(
E j(t; z)− 0(t; z)j if t>0;
0 otherwise:
where (t; z) =  (StN−; z; Xt). The Lipschitz property (6) implies
f (t; z)60(t; z) +
Z t
0
Z
L
h(t − s; z0; z)f (s; z0) ds Q(dz0) (39)
where
0(t; z) = (t; z) +
Z +1
t
Z
L
h(s; z0; z)(z0) ds Q(dz0)
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where (z) = E (S0N−; z; X0) and (t; z) is the quantity dened in Eq. (13) associated
with N 0. Iterating Eq. (39) yields
f (t; z)6
n−1X
i=0
Z t
0
Z
L
0(t − s; z0)hi(s; z0; z) ds Q(dz0)
+
Z t
0
Z
L
f (t − s; z0)hn(s; z0; z) ds Q(dz0) (40)
where the functions hn are recursively dened by
h(n+1)(t; z0; z) =
Z t
0
Z
L
hn(t − s; z0; z00)h(s; z00; z) ds Q(dz00):
The fact that N 0 and N , respectively, satisfy Eqs. (14) and (20) ensures that
sup
t > 0; z2L
f (t; z)<1: (41)
Thus the last term in the right-hand side of Eq. (40) goes to 0 as n ! 1. One then
obtains
f (t; z)6
X
n>0
Z t
0
Z
L
0(t − s; z0)hn(s; z0; z) ds Q(dz0): (42)
The right-hand side of Eq. (42) involves the Markov renewal measure associated with
the kernel h(t; z0; z)Q(dz0); cf. Asmussen (1987), (chapter 10). Invoking Eqs. (12) and
(20), one has
sup
t > 0; z2L
0(t; z)<1
and
lim
t!+1 
0(t; z) = 0; z 2 L:
It is easily shown by induction that
sup
z2L
Z +1
0
Z
L
hn(s; z0; z) ds Q(dz0)6n;
so that the Markov renewal measure in Eq. (42) has nite total mass; Lebesgue’s-
dominated convergence theorem can then be applied to Eq. (42), yielding f (t; z)! 0
as t !1, for all z 2 L. Thus, for all D 2 L such that Q(D)<1 and all T > 0,
1− P(N  N 0on (t; t + T ) D)6
Z
D(t; t+T )
f (s; z) ds Q(dz)! 0
as t !1, i.e. the nite-dimensional distributions of StN 0 tend to those of N , so that,
by Theorem 9.1.VI, p. 274 in Daley and Vere-Jones (1988), StN 0D!N as t ! +1.
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Proof (Uniqueness). As has just been shown, any strongly regular non-stationary N 0
solving Eq. (1) on R+ is such that StN 0 converges in distribution to the stationary
law of N , provided N 0 satises Eq. (12). Uniqueness of the stationary distribution for
N such that supz2L E (S0N−; z)<1 follows, since for any such solution (12) holds:
indeed, let N 0 be a stationary solution satisfying Eq. (20). The corresponding quantity
(t; z) is such that
(t; z) =
Z
R−L
h(t − s; z0; z)E (SsN 0−; z0) ds Q(dz0)
6 sup
z02L
E (S0N 0−; z
0)
Z +1
t
Z
L
h(s; z0; z) ds Q(dz0)
6 sup
z02L
E (N 0; z0)
Z +1
t
Z
L
h(s; z0; z) ds Q(dz0):
Thus, by Eq. (10), (t; z) is bounded in t and z, and goes to 0 as t !1, for all a> 0
and z 2 L, i.e. Eq. (12) holds.
5.3. Proof of Theorem 5
The main tool is Theorem 6 below, which follows for instance from the results in
Meyn and Tweedie (1993).
Theorem 6. Let (Pt)t > 0 be a semi-group of Markov transition kernels on (R+)K ,
and 0 a positive measure on (R+)K . Assume that for all compact set C, there exists
a constant t(C) such that, for any initial distribution  supported by C, then
t>t(C)) Pt>0: (43)
Assume also that the family (Pt)t > 0 is tight for any initial distribution . Then there
exists a unique stationary distribution  for (Pt)t > 0, and for any initial distribution
, Pt converges to  in variation as t !1.
Lemma 8. There exists a vector z 2 (R+)K such that for all initial distribution  with
compact support,
EXt6z + e−tetMEX0: (44)
Proof. The extended innitesimal generator of the process is given by
Ug(x) = −
X
i
xi
@
@xi
g(x) +
X
i
(g(x + ei)− g(x))i(x)
(see Davis (1993)). This implies that
@
@t
EXt = −EXt + bt ;
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where bt := E(Xt). This yields
EXt = e−tEX0 +
Z t
0
e−(t−s)bsds:
Using the bounds (31) on , one obtains from the expression of bs
EXt 6e−tEX0 +
Z t
0
e−(t−s)(+MEXs) ds
= e−tEX0 + −1(1− e−t)+M
Z t
0
e−(t−s)EXsds:
Introduce the notation yt := etEXt . Multiplying the previous equation by et one
obtains
yt6y0 + −1(et − 1)+M
Z t
0
ysds:
Iterating this inequality gives
yt6
nX
k=0
tk
k!
Mky0 +
et

nX
k=0
(
−1M
k
+Mn+1
Z t
0
(t − s)n
n!
ysds:
The last term on the right-hand side of this equation goes to 0 as n ! 1 (this is so
if yt is locally integrable, which holds when  has compact support; see Lemma 6),
which yields
yt6etMy0 +
et

X
k>0
(
−1M
k
:
The sum on the right-hand side of this equation is nite, in view of the assumption
(32) on the spectral radius of M . Eq. (44) thus follows with z := −1
P
k>0(
−1M)k.
Corollary 1. For any initial distribution ; (Pt)t > 0 is tight. For all compact C, there
exists s(C)> 0 such that
t>s(C)) Pt
(
[0; A]K

>
1
2
(45)
for any initial distribution  supported by C, where A = 4
P
i zi and z is as in
Eq. (44).
Proof. Let  be given. Fix > 0, and choose a compact C such that (C)>1 − =2.
Set 0() = (C)−1( \ C). 0 has compact support, and the lemma applies, yieldingZ
x0Pt(dx)6e−tetM
Z
x0(dx) + z:
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Since (M)<, the rst term in the right-hand side of the above goes to 0 as t !1.
The left-hand side is thus bounded. Bienayme-Chebyshev inequality allows to select a
B> 0 such that 0Pt([0; B]K)>1− =2 for all t>0. This implies
Pt([0; B]K)>(1− =2)0Pt([0; B]K)>1− 
and hence (Pt)t>0 is tight.
Let the compact set C be given. There exists B> 0 such that C [0; B]K . Take then
for s(C) any real large enough to ensure
t>s(C)) e−t
X
i; j
(etM )ijB6
X
i
zi:
Now let  be an initial distribution supported by C. According to Eq. (44), for t>s(C),
one hasX
i
EXi(t)6
X
i; j
e−t
(
etM

ij EXj(0) +
X
i
zi6
X
i; j
e−t
(
etM

ij B+
X
i
zi6A=2:
To conclude, use Bienayme{Chebyshev inequality
P(sup
i
Xi(t)>A)6P(
X
i
Xi(t)>A)6A−1
X
i
EXi(t)61=2:
Lemma 9. Let > 0 be such that i(x)> if supj xj6 (such  exists by assumption
Eq. (33)). There exists a probability density f which is continuous, and strictly
positive on
Q
i(e
−((K−i)+); e−(K−i)), and such that for all  satisfying Ae−(−)6,
(+ 1)e−(−)6, all t>K, and all x 2 [0; A]K ,
Px(Xt 2 C)>(t)
Z
C
f
(
(yi + e−txi)16i6N

dy1 : : : dyK ; (46)
where the constant (t) is strictly positive.
Proof. By Lemma 6, it holds that ExNi(0; t] is nite for all x, i and t. A result due
to Jacod and Memin (1975) (see for instance Liptser and Shiryayev (1978), Theorem
19.7 p. 315) guarantees that, in this case, the law of the Ni on (0; t] is absolutely
continuous with respect to the law of K independent Poisson processes with intensity
1. Denoting by ~P the corresponding distribution, an expression for the Radon{Nikodym
derivative is moreover available:
dPx
d ~P

Ft
=
KY
i=1
exp
Z t
0
(1− i(s)) ds
Y
n:06Tn(i)6t
i(Tn(i)): (47)
Set u = t − (K − 1). We shall consider the event 
0 = \ifT1(i) 2 (u + (i − 1)−
; u+ (i− 1)]; T2(i)>tg. In words, on this event, each process Ni has only one point
on (0; t], and this point falls in the interval (u+(i−1)− ; u+(i−1))]. 
0 is of ~P-
probability e−KtK , and, conditionally on it, the point T1(i) of Ni is, under ~P, uniform
on (u+(i−1)−; u+(i−1)). Let us minorize the Radon{Nikodym derivative (47) on
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0. Since the Ni have only one point on (0; t], and because we assumed x 2 [0; A]K ,
the upper bound (31) on the i implies that i(s)6i + (A+ 1)
P
j mji, and hence
KY
i=1
exp
Z t
0
(1− i(s)) ds> exp t
 
K −
X
i
[i + (A+ 1)
X
j
mji]
!
:
Also, before a point of the Ni, no jump occurred during at least −  time units; using
the two conditions that we imposed on , one can show by induction on i that, at
T1(i)−, each Xj is less than , and hence i(T1(i))>; also, at T1(i)+, each Xj is less
than + 1, which is then used to go to step i + 1. Summarizing, we obtain
Px(Xt 2 C)>2Ke−t
P
i
[i+(A+1)
P
j
mji] ~P
(
(e−txi + e−(Ui+(K−i)))1616K 2 C

:
where, under ~P, the Ui are i.i.d, and uniform on (0; ). The result of the lemma easily
follows.
Let us now x > 0 as in Lemma 9. The density f being continuous and strictly
positive on
Q
i(e
−((K−i)+); e−(K−i)), it is larger than some positive constant 0 on a
set of the form
Q
i(ai; bi). Fix then T > 0 large enough to ensure Ae
−T <^i(bi−ai)=2,
and T>K. Finally, for all compact C, set t(C) = s(C) + T . For a borel set B, and
an initial distribution  supported by C, when t>t(C) one has
P(X (t) 2 B) =
Z
P(X (t − T ) 2 dx)Px(X (T ) 2 B);
which is larger than
P(X (t − T ) 2 [0; A]K)
 inf
x2[0; A]K

(T )
Z
B
f(y1 + e−T x1; : : : ; yK + e−T xK) dy1 : : : dyK

:
But t − T>s(C), so that by Corollary 1, the rst term in the second half of this
equation is larger than 1/2. P(Xt 2 B) is thus larger than
1
2
(T ) inf
x2[0; A]K
0
Z
B
KY
i=1
1(ai ; bi)(yi + e
−T xi) dy1 : : : dyK
As xi 2 [0; A], and because Ae−T < (bi − ai)=2, one has xie−T 2 [0; (bi − ai)=2]. If
moreover yi 2 [ai; (ai + bi)=2], then yi + xie−T 2 [ai; bi]. This guarantees
P(Xt 2 B)>12 
0(T )l
 
B [
Y
i
(ai; (ai + bi)=2)
!
provided t>t(C), where l denotes Lebesgue measure. Theorem 4 thus applies: the
tightness condition has been established in Corollary 1, while this inequality is the
same as Eq. (43), the right-hand side providing the measure 0.
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