Ultrasound modulated light for optical tomography is very useful, since it can provide three-dimensional data with minimal mathematical processing. Although several experimental studies have shown the potential of this method, the link between the ultrasound location and the modulated signal intensity at the detector is not yet fully understood. We derive an analytical formula relating the position of the ultrasound transducer and the optical signal at the detector. We also derive an expression for the signal-to-shot-noise ratio as a function of the transducer position. We show that in certain conditions this ratio is only slowly decreasing as a function of the light penetration depth, which makes this technique attractive for optical tomography.
INTRODUCTION
Optical tomography is an attractive means to study metabolism inside biological tissues noninvasively. First introduced in 1977 by Jobsis, 1 this technique brought big hopes because of the unique metabolic information it yielded. Nevertheless, optical tomography has only slowly penetrated the medical market because of low spatial resolution and a lack of absolute measurement of the oxygen saturation. In the recent years a strong international effort has led to a very large improvement of the oxygen saturation determination accuracy 2, 3 and the spatial resolution. 4 This has been possible not only because of the relatively recent introduction of the so-called time-domain, [5] [6] [7] and frequency-domain 8, 9 techniques, but also because of the finding of new algorithms that retrieved spatial information 10 and evaluated absolute saturation values. 2, 11 Recently a new technique has been introduced that combines optical oxymetry with the acousto-optics effect. 12, 13 In this technique, a focused ultrasound wave locally ''tags'' light crossing the ultrasound focal region by slightly shifting its frequency. Using a heterodyning scheme, it is then possible to detect the ultrasound frequency-shifted light (further named ''tagged'' photons) and therefore to obtain local information on the light absorption. By scanning the ultrasound focus, we can obtain a three-dimensional representation of the absorption inside the medium. By choosing an appropriate set of wavelengths in the near infrared, this technique is therefore suitable for mapping the oxygen saturation of tissues in three dimensions.
Much work has been devoted to the experimental aspects of this technique [14] [15] [16] [17] and has been aimed at showing that it is in fact possible to image absorbing regions with use of such a technique with a good enough signalto-noise ratio (SNR). Theoretical work has been concentrated on the understanding of the basic interaction between the ultrasound wave and the diffused light. 12, 14, 18 However, there have been few efforts 19 to relate the ultrasound focus position with the detected signal intensity and to evaluate the SNR as a function of the ultrasound focus position in close form or in simulations.
The object of this paper is twofold: to present a simulation technique and an analytical formulation that well models the ultrasound tagging of light imaging technique and to derive an analytical expression of the SNR obtainable by this technique as a function of the ultrasound focus depth.
We start the analytical model with a basic assumption: It is possible to decorrelate entirely the ultrasound tagging of the photons and the photon diffusion process. Moreover, we do not consider multiple photon-ultrasound interactions. To verify these assumptions, we compare the analytical model with well-established simulations [20] [21] [22] that do not incorporate these assumptions. The good agreement between the model and the simulation a posteriori justify the assumptions.
Moreover, good agreement between the analytical model and the simulations in a simple, analytically tractable case justifies the a priori use of this simulation tool for more complex cases of ultrasound tagging of light imaging.
Since we are primarily interested in medical imaging, we use a reflectance configuration, 21 as described in Fig. 1 : Light is coupled into the diffusive medium at its surface from a punctual source (for example, optical fiber) at the point position r s ϭ 0 and is detected by a point detector placed outside the medium at r d (the generalization to a large-area detector is straightforward). There is an ultrasonic beam focused at the vicinity of r t (t stands for ''tag''). The problem can be then reformulated in the following way: How many tagged and non-tagged photons will reach the detector. In this analysis we consider that photons that cross the ultrasound focus have a probability q(r) to be tagged (tagging efficiency), where r is the focus position. A derivation of the parameter q as a function of the medium and ultrasound parameters can be found in Ref. 18 . The physical meaning of q is that, similarly to the well-known acousto-optic effect, only a fraction of the photons crossing the ultrasound zone interact effectively with the acoustic wave. This configuration is analogous to the experimental situation described in Ref. 17 . We neglect here all the speckle aspects that are due to the propagation of coherent light in a turbid medium. These aspects will be reviewed in a later publication.
In general, the problem is very complex. Inside the turbid medium, the photons experience a mixed scattering-and-absorption process. The dynamics gets even more complicated inside the tagging zone, since besides absorption and simple elastic scattering, the particles also experience a tagging process.
To take all these processes into account, we simulate the photons' migration inside the medium as a diffusion process with absorption, and at the tagging zone we simply assume that a certain fraction of all the particles there are tagged. Except for the tagging there is no difference between the particles that were tagged and those that were not. We assume that a photon that escaped from the medium is a lost one, i.e., the medium's boundaries behave like infinitely absorptive boundaries. All of these specifications can easily be achieved in a simulation. Therefore we first introduce the simulation and then show that simple analytical approximation is an excellent estimation. To begin our simulations, we take advantage of the fact that it is well-known that inside the medium, photon migration regardless of the tagging process can be described by using the diffusion equation (P1 approximation) with an absorption term,
subject to the initial conditions that the light source is located at r s ϭ 0 and the boundary conditions,
where Q(r, t) is the photons density, D is the diffusion constant of photons in the tissue, and ␣ is the absorption coefficient. Note that ␣ has the dimensions of t Ϫ1 and thus characterizes the absorption rate. This equation can be solved analytically; 20, 21 however, at this point we use this equation to construct dimensionless parameters for our simulation, which will take into account the tagging process as well.
We perform the simulation on a cubic lattice on which we define a scaling time and a scaling length L. The dimensionless time is n ϭ t/, the dimensionless coordinates r ϭ (x, y, z) ϭ (x , ỹ , z )/L ϭ r/L (the tilde is for the physical coordinates) and finally the dimensionless attenuation coefficient ϭ ␣. By also choosing the scaling length parameter so that D ϭ L 2 /6, one obtains
It should be noted that contains information on both absorption and scattering.
The diffusion constant D and the absorption coefficient ␣ are related to the reduced scattering coefficient sc and to the absorption coefficient ab by
where c is the light velocity in the medium. Therefore for a given simulation with a given scaling length L, the simulations parameters are
The second expression shows that is proportional to ab .
SIMULATIONS OF PHOTON MIGRATION
We can interpret Eq. (2) in terms of the simulation parameters. The number of photons in every volume element (L 3 ) in the three-dimensional medium is distributed as follows: 1 Ϫ e Ϫ is absorbed by the medium, and the remaining e Ϫ is scattered evenly among its six nearest neighbors.
In the simulation, the scaling parameters are just the length of a single finite element L and the time of a single iteration . For a given length L, thus entirely characterizes the diffusion coefficient.
First, photons are launched from the source point r s and propagate on the simulation lattice using the rule described above.
Next, at the tagging point, i.e. at r t , a fraction q of the photons are tagged. We simulate the tagging effect by introducing the concept of parallel lattice. Tagged photons are different from untagged ones, although their optical properties are identical. This is modeled by considering that tagged photons are virtually transported to a different parallel lattice in which only tagged photons migrate.
Finally, at the detector, untagged photons are accumulated from the original lattice, while the tagged ones are accumulated from the parallel lattice. 
ANALYTICAL MODEL AND COMPARISON WITH THE SIMULATION
To obtain an analytical expression for the tagged photons migration, we take advantage of the locality of the tagging region. Therefore we separate the photons' trajectory into two parts: before they reach the tagging zone and from the tagging zone to the detector. In both of these trajectory parts the photons experience a simple stationary diffusive process, in which the tagging zone is ignored.
Therefore the first part of the trajectory can be expressed as a stationary state process with a stationary external source, which corresponds to the laser source:
It is assumed that the external source is located at r 0 ϭ Ϫ⑀ẑ ϵ (0, 0, Ϫ⑀), i.e.,
f is the weight function of the source light distribution. For a point source, it is a Dirac delta function. j ext has the meaning of a power density and thus can be written as the temporal derivative of an external flux source (Q ext ):
For an infinitely large medium, the solution to Eq. (6) will simply be an integral over the Green function
where
The surface z ϭ 0 is assumed to be perfectly absorbing, since every photon that escapes from the medium can be regarded as a lost one. Therefore, the intensity on the surface must be zero, i.e., Q(r) ϭ 0. To achieve this boundary condition, one can use the ''method of images, '' 20,21 i.e., add a mirror ''negative'' source on the other side of the surface so that Q(r) ϭ 0 at z ϭ 0. The solution can then be written:
When the source is very close to the surface, i.e., ⑀ is very small (compared to Ϫ1 and ͉r͉), the right-hand side of Eq. (11) turns into a derivative, and the equation has a simple solution
Note that the value of ⑀ ϭ 1/2 corresponds to the smallest length that is consistent with the simulations assumptions. In the following, we will take ⑀ ϭ 1/2.
Therefore the probability of a photon migrating from the source to a specific point r inside the medium through the tagged region centered at r t ϵ (x t , y t , z t ) is
where V t is the tagged volume and q(r) is the tagging efficiency.
To obtain the probability to reach the detector, one must take into account the boundary conditions, which imply the use of a similar mirror image of the tagged region. That is
where ϪV t stands for the volume of the mirror image, i.e., the one located around r t Ϫ ϵ (x t , y t , Ϫz t ). The measurement (the place of the detector) is taken in the vicinity of the boundary. Since our simulation (and derivation) enforces Q(r) ϭ 0 at the boundary, we evaluate the number of photons that reached the detector at a distance ⑀ (i.e., one lattice unit into the medium, 1/2 in our units) from the surface. This quantity can be multiplied by the probability to hit the detector, that is e Ϫ /6. Therefore, Eq. (14) can be approximated by
ϫ G͉͑rЉ Ϫ rЈ͉͒G͉͑r Ϫ rЉ͉͒ zϭ0 (15) for every r on the surface. Of course, if we are interested in the number of photons that hit the detector, we must integrate Eq. (15) over the detector cross section, i.e., P det ϭ ͵ dAQ͑r͒. (16) Equation (15) can be simplified by assuming that the source and the tagged regions are reduced to a single point, i.e., j ext ͑ r͒ ϭ 4j 0 ␦͑r Ϫ r s ͒, (17) q͑r͒ ϭ 4q 0 ␦͑r Ϫ r t ͒, (18) and therefore
which leads to
Equation (20) expresses the distribution of the photons that migrated from the source to the detector through the tagged point. This expression is similar to the one derived by Feng et al. 24 This shows that ultrasound tagging of light is equivalent to the scanning of a small absorbing sphere inside the diffusive medium. It should be noted that when the actual ultrasound distribution is taken into account (i.e., the tagging process is not pointlike), then Eq. (15) must be used. However, if the tagging location is far enough from the source and detectors, then one can decouple the Green function integral and the integral over q(r). The latter becomes an effective tagging efficiency, and the rest of the discussion remains intact.
In Fig. 2 , a comparison of the simulation (circles) and Eq. (20) (solid line) is presented. In this configuration, the optodes are located at z ϭ 0 and the tagging point at z t ϭ Ϫ15 x t ϭ y t ϭ 0. The attenuation coefficient is ϭ 0.2. The y axis is the number of tagged photons that reached the detector as a function of the source-detector distance 2 . As can be seen, the comparison is excellent, even for relatively small values of .
The good comparison between the simulation and the analytical calculation shows that the simple model used for simulating the tagging process describes quite well the phenomenon. Practically, it means that this simulation model can be used for modeling more complex and realistic situations of ultrasound tagging of light imaging. Figure 3 displays a calculation of the tagged-light distribution in the configuration described above, when the absorption length is much larger than the ultrasound focus depth. Here the source and the detector are fixed, and the ultrasound transducer is scanned over the sample. Only the modulated light is represented as a function of the ultrasound transducer position. That is, the source and the detector are fixed while Q(r) is calculated according to Eq. (20) for every r t . We find the familiar banana shape.
In the case of biological tissues, the knowledge of at two different wavelengths allows the determination of the oxygen saturation if the reduced scattering coefficient is sensibly the same at both wavelengths. 2 Coming back to physical dimensions (before the normalization), we get
where V s and V t are the volumes of the source and tagged regions, respectively. Now q has the meaning of probability and j has the meaning of intensity.
We thus obtain instead of Eq. (20): Fig. 2 . Comparison between the simulation (circles) and the analytical expression (24) (solid line) for the following configuration: The optodes are located at the surface (z ϭ 0), and the tagging point is located at z t ϭ Ϫ15. The attenuation coefficient is ϭ 0.2. The x axis is the source-detector distance 2. Fig. 3 . Tagged signal as a function of the ultrasound transducer position for a given optode separation and for ϭ 0.2. . Let us now simplify this formula in the case where the ultrasound focus is equally distant from the source and the detector. We can call half the distance between the source and the detector and z the focal depth (see Fig. 4 ). The formula (20) then becomes:
The average absorption coefficient can be evaluated in the following way. The value of (say, min ) that minimizes the function ‫ץ(‬ 
SIGNAL-TO-NOISE RATIO
It is well accepted that in the ultrasound tagging of light two main sources of noise are unavoidable: speckle noise and shot noise. The speckle noise originates from the random movement of the diffusers inside the medium. This creates random variations in the speckle pattern and therefore limits the signal detection. The analysis and influence of the speckle noise have been thoroughly studied by Mahan et al. 18 Since the speckle noise does not depend on the ultrasound location deep enough inside the diffusive medium, the major contribution to the noise is the shot noise. We analyze here the effect of the location of the ultrasound wave on the signal to noise, deep enough inside the medium.
A practical example is the detection of an absorbing point (AP) in the medium (at a distance z from the surface). The medium could also be absorbing, so what we are looking for is a change in the absorption coefficient. A schematic representation is shown on Fig. 4 . At least two important questions can then be asked:
(1) What is the SNR? (2) How can this SNR be increased by changing the distance between source and detector?
The expression for the nonmodulated signal is well known 2 (it can be obtained from the above derivation in the degenerate case where the tagging zone is exactly on the light source r t ϭ r s , and no tagging occurs) to be
If we assume that the ultrasonic beam is placed on the AP and that the source and the detector are placed on its two sides, then following Eq. (24) the tagged signal can be written as
where is the longitudinal distance between the AP and the detector (or the source), ⌬ ϭ point Ϫ is the change in the attenuation coefficient in the AP, and d is the size of the inhomogeneity. Taking into account only the shot noise as the source of noise and defining the contrast as in Ref. 14, we can write the SNR as
where Q T is the density of the tagged signal in the absence of additional absorption. A better way to define the contrast is to consider two nearby ultrasound positions, one of them being absorbing and the other not. This case is more complex, since it requires us to know the exact distribution and sizes of the absorbers, and it is left for a later publication.
This expression is simplified when (z 2 ϩ 2 ) 1/2 is much smaller than the effective absorption length Ϫ1/2 :
This SNR dependence is represented in Fig. 5 . One can see that the SNR decreases only in a power law with the distances. This is an important point for in-depth medical imaging. If we compare this result with pulsed Signal-to-noise ratio (without the prefactor (2j 0 ) 1/2 q 0 ⌬d 2 and in a log-log scale) as a function of the distance z inside the medium for different optodes separation (2) . The maximum of the signal is obtained for ϭ z/ͱ3. This maximum follows a polynomial decrease in z Ϫ5/2 , as indicated by the straight line.
laser-based techniques, for example, the polynomial dependence (compared with the exponential one) is crucial.
The SNR is maximum (at a given ultrasound focus depth) for ϭ z/ͱ3; i.e., the distance between detector and the source should be about ϳ1.15 times the measured depth in order to obtain maximum SNR.
For a given SNR, this expression also gives the maximum possible penetration depth (MPD). This MPD is related to the SNR by the formula (straight line in Fig. 5 ): SNR ϰ MPD Ϫ5/2 . On the other hand, for very deep measurements, i.e., , z ӷ Ϫ1/2 , the SNR decays exponentially:
SNR ϳ exp͕Ϫ2͓6͑ 2 ϩ z 2 ͔͒ 1/2 ϩ ͱ 6͖⌬.
In conclusion we have derived for the first time an expression of the spatial dependence of the SNR for ultrasound tagging-of-light techniques. Using a mixed analysis and simulation approach, we have shown that ultrasound tagging can be described very simply by decoupling propagation and tagging. We have derived an expression for the SNR, and have shown that it decreases relatively slowly (when the medium absorption is very low) with the probing depth, making this technique an ideal one for three-dimensional imaging of oxygen saturation in tissues.
