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We give a new criterion for the existence of value in differential games. The 
method of proof involves Lipschitz differential games and hence extends to 
games with more general dynamics. The connection between using measurable 
control functions or simply constants is clarified. 
1. INTRODUCTION 
Consider the differential game associated with a system of m differential 
equations 
dx/dt = f(t, x, y, z) (to < t SC T), (1.1) 
an initial condition 
.r(t,) = x0 ) (1.3) 
and a payoff 
P(Y, 4 = g@(T)) + j-’ W, x(s), y, z) ds. 
to 
Here y  and z are players: they choose functions y  = y(t), z = z(t) that are 
Lebesgue measurable with values a.e. in given compact subsets 2’ and Z, 
respectively, of some Euclidean spaces. Such functions will be called control 
functions, or simply controls. 
We shall need the conditions 
(A) j(t, x, y, z) is continuous in [to, T] x Rm x I’ x 2 and 
further, for any R > 0 there is a function kR(t) such that whenever I x 1 -< R, 
1 iv 1 < R, y  E Y, z E 2, t E [to, T], 
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(B) h(t, x,y, a~) is continuous on [t, , T] x R” x Y x Z and g(x) is 
continuous in R”‘. 
Fleming [4] and Friedman [5,6] defined upper and lower values, W+ and IV-, 
V+ and I’-, respectively, of the differential game associated with (l.l), (1.2), 
and (1.3). In Fleming’s definition of W+, for example, the players y and z choose 
constant control functions on each subinterval of a partition of [to, T] used in 
defining an approximating difference scheme. In Friedman’s definition of T/t 
the players are allowed to choose any measurable control functions on each 
subinterval; the dynamics are continuous in time. There seems to be a funda- 
mental difference between these two concepts and, in fact, the lack of mono- 
tonicity in Fleming’s approximation causes serious difficulties in proving that 
IV* exist, whereas Friedman’s approximation inherently possesses monotonicity 
and thus his proof that V* exist is straightforward. Happily, letting the mesh 
size of the partition go to zero erases all differences. In fact, Elliott and Kalton [2] 
first proved that if (A), (B) hold, then 
m- < v-, v+ < w+ (1.4) 
and later [3] proved that equality actually holds. Friedman [6, 71 proved the 
same result using a different method of proof though both Elliott-Kalton’s and 
Friedman’s proofs are based on the ideas of Fleming [4]. These proofs involve 
the theories of stochastic and quasilinear parabolic partial differential equations 
and are nonelementary. 
In Section 2 we present some theorems which point up further the relationship 
between using measurable control functions or simply constants. The proofs 
are based on the elementary ideas introduced in [l]. Furthermore, the formulas 
derived seem to be more amenable to actually computing the value than previous 
algorithms. 
We conform throughout to the notation and definitions of Friedman [5,6] and 
Barron [I]. The concept of value used is Friedman’s. 
2. NEW CRITERIA FOR EXISTENCE OF VALUE 
We require the following notational definition. 
Notation. Let Ynr[t, , T] (Z”[tO , T]) denote the class of control functions 
which are uniformly Lipschitz continuous with Lipschitz constant <M (<L). 
We generally associate the constant M > 0 with the player y and the constant 
L > 0 with the player z. 
In [l] we have introduced the concept of the Lipschitz differential game 
associated with (l.l), (1.2), (1.3). I n such games, one or both players must 
choose Lipschitz functions (i.e., from Ynr[t, , T] for y and from ZL[t, , T] for z). 
Thus we have made in [I] the following definitions: 
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DEFINITION. Let li+(M,L) denote the upper (M, L)-value of the game 
associated with (l.l)-(1.3) when y  must choose from Pf[fO , T] and 2 must 
choose from .F[ts , T]. 
Let I?-(L) (T’+(M)) denote the upper values when z chooses from ZL[t, , 2’1 
and J chooses any measurable control function (respectively, F chooses from 
P[t, , T] and z chooses any measurable control function). 
Similarly we define the lower Lipschitz values F’(M,L), 1 ‘-(:W), l*.(L). 
\Vhen a Lipschitz constant is zero we use the notation I** (M = 0) and 1.7 
(L = 0) to indicate which player is so restricted. 
\\‘e have proved in [I] the following. 
THEOREM 2.1 [l]. Let (A), (B) hold. If  
(2. I ) 
then the dif/erential game associated with (l.l)-(1.3) has value T- (i.e. I- i 
b-’ :-~ T-m) and T7 is given by any limit in (2.1). C onverse!%?, if the differential game 
has value V, then the double limit lim(,,,,),(,,,) T’+(M, L) exists and equals T-. 
iV’:e now prove the following. 
THEOREM 2.2. Let (A), (B) hold. Then 
(i) I--(L = 0) = min ;ul,F) IQ(t), z), 
z 
(ii) F(L = 0) = ;y; min P(x(t), a), 
z 
(iii) I ‘-(Jr = 0) = i$ m)ax P(y, a(t)), 
(iv) I--(,i\r = 0) = mfx i$P(~q, z(t)). 
Here, by min, and max, we mean minzEz and maxyEt. . By- inf,(,, and supUo, 
we mean the infimum over all measurable control functions z(t) and supremum 
over all measurable control functions y(t). 
Proof. (i) Let n be any positive integer, 6 = (T - t&/n. Let 17,: to =: 
6, < 6, < S, < .‘. < 6,-i < 6,, = T, Si = t,, + i8 (0 5: i S: n) be a partition 
of [to, Tl. 
Let E ‘, 0 be given. Since by definition, 
I-“@ = 0) = inf sup P[Od, , P] = s,“sp pf P[Oit, , P], 
OA& l-6 A6 
there is an upper S-strategy fs for 4’ such that 
(2.2) 
P(L = 0) SC P[Od, ) fs] + E (2.3) 
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for every Lipschitz (0)-“d,-strategy for z. Given a Od,, let (zo(t), y(t)) denote 
the outcome of (Od, , F8). Then, z,(t) = a,, where z, E Z is a constant and 
j@(t) is a measurable control function. By (2.3) 
V”(L = 0) < P(yyt), x0) + E for every so E Z. (2.4) 
In an upper S-game, z chooses first on [to , S,]. But, since he must choose a 
(0)-S-strategy, z’s move on [to , S,] determines his move on [to , 2’1. Thus, Pa(t) 
is completely determined after z’s first move. Hence (2.4) implies 
I’8(L = 0) < min su$ P(y(t), z) + E (2.5) z 
so that 
E P(L = 0) < min ~~7 W(t), 4. (2.6) z 
On the other hand, (2.2) implies that there is a lower (0)-S-strategy OJ8 
for x such that 
V”(L = 0) 3 P[O&P] - E (2.7) 
for every P for y. But, again, since z chooses first on [to , S,] and this determines 
his choice on [to , T], y’s move is completely determined by z’s first choice. 
Hence, (2.7) implies that 
P(L = 0) 2 P(y(t), 2) - E 
for some 1 E Z and for every measurable control function y(t). Thus 
(2.8) 
So that 
P(L = 0) >, min sup P(y(t), s) - E. 
z Y(t) 
g P(L = 0) > min s# P(y(t), z). 
+ 2 
Combining (2.6) with (2.9) yields 
V+(L = 0) 3 ljy P(L = 0) = min s.;r P(y(t), 2). 
+ z 
The proofs of (ii)- are similar. 
(2.9) 
THEOREM 2.3. Let (A), (B) hold. Then, if 
min of P(y(t), z) = i$ mm WV, 4th (2.10) 
z Y  
the dzj%rentiuZ game associated with (1 .l)-( 1.3) has w&e V (i.e, V = V+ = I’-) 
and V is giwen by (2.10). Furthermore V = min, max, P(y, z). 
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Proof. It is immediate upon considering classes of control functions that for 
each ICI > 0, L > 0 
r -+(L = 0) 3 V~L) 3 V+(M, L) 3 T-+(M) 3 V+(nf = 0). (2.11) 
Thus, if (2.11) holds, by Theorem 2.2(i), I,‘+(L = 0) = Vi(M = 0); so that 
for each M > 0, L > 0, 
?/‘+(A& L) = L,-+(M = 0) = f-T(L = 0). (2.12) 
Thus lim(~,~),(,,,) V+(M, L) exists and 
lim 
(-~f,~)+(m,m) 
k’(M, L) = V+(L = 0) = V+(M = 0). 
Therefore by Theorem 2.1, b’ exists and is given by (2.10). The second assertion 
follows from the obvious inequalities 
min Tj Q(r), z) >, min max P(y, ix) 3 mfmax P(s, z(t)) 
2 z Y  .r 
and (2.10). This completes the proof. 
COROLLARY. If (A), (B), and (2.101 hold then 
and 
V = L’+(O, 0) = m$ m;x P(y, 2). 
The proof is clear by (2.12) and the fact that 
min yg P(y(t), 2) 3 ini Tfs P(y(t), z(t)) 2 2: max P(r, z(t)). 
z ’ v  
X result analogous to Theorem 2.3 is 
THEOREM 2.4. Let (A), (B) hold. Then, ;f  
;yx min P(y(t), 4 = max in{ WV, z(t)), (7.13) 
z 3’ 
the differential game has value V and is V given by (2.13). Furthermore I- =- 
max, min, P(y, z). 
The proof is similar to the proof of Theorem 2.3. Here we use the inequalities 
v-(L = 0) > V-(L) 2 V-(&I, L) > r-(M) > T’-(AZ =: 0) (2.14) 
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and 
;t$ min P(y(t), z) 3 max min P(y, z) > max i$P(y, z(t)) 
1 2 )’ 2 Y 
(2.15) 
COROLLARY. If(A), (B), and (2.13) hold then 
P- = 28 yYY(Q 49 
and 
I,’ = V-(0,0) = max mjn P(y, a). 
Y 
Remark 2.5. In [8] necessary conditions are given for a control z*(t) to be 
optimal, i.e., for z*(t) to satisfy 
Analogously, necessary conditions for a control y*(t) satisfying 
min P(y*(t), z) = ~f min P(y(t), z) 
z z 
can be given. Thus, necessary conditions for a saddle point in pure strategies 
(y*, z*) can be easily formulated. 
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