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Abstract
Our aim in this paper is to demonstrate how a result of [Agranovsky et al., J. Analyse Math. 57
(1992) 281–296] on Hn can be extended to use more general integral conditions. In particular, we
show that the conclusions of [Agranovsky et al., J. Analyse Math. 57 (1992) 281–296] remain valid
when a weight zm is included in the integral conditions. This question relates to a result of Zalcman
for Euclidean space, which replaces a requirement for two spheres with the possibility of using two
moments on a single sphere without any stipulation on the radius. As a precursor to investigating
moments on Hn, we consider how this result extends to Cn.
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1. Introduction
For n 1, the Heisenberg group is the set Hn = Cn ×R with the group law
(z, t) · (w, s)= (z+w, t+ s+2 Im(z ·w ))= (z1 +w1, . . . , zn+wn, t+ s+2 Im(z · w )),
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z · w =
n∑
j=1
zj ·wj .
The Heisenberg group Hn can be identified (topologically) with the boundary of the
Siegel upper half space
Un+1 =
{
(z, zn+1) ∈ Cn ×C: Im(zn+1) > |z|2
}
by means of the homeomorphism
Φ : Hn → ∂Un+1, (z, t) 	→
(
z, t + i|z|2).
Hn is provided with a CR structure by transporting the natural CR structure of ∂Un+1 to
Hn via Φ . Then the left-invariant vector fields Zj on Hn, j = 1, . . . , n, defined by
Zjf (z, t)= ∂f
∂z¯j
(z, t)− izj ∂f
∂t
(z, t)
form a basis of the subbundle T (0,1) of the complex tangent bundle CT (∂Un+1). Thus
f ∈ C1(Hn) is a CR function on Hn if and only if it satisfies Zjf = 0 for j = 1, . . . , n.
A CR function f is the boundary value of a function F holomorphic on the upper half
space Un+1.
The paper [2], transfers a result established in Euclidean space to the new setting of the
Heisenberg group. In particular, one has the following
Theorem. Let f ∈ C1(Hn) ∩ L2(Hn) and let ρ > 0 be fixed. Then f is a CR function on
Hn if and only if ∫
|z|=ρ
Lgf (z,0)ωk(z)= 0,
for every g ∈ Hn and k = 1, . . . , n. Here Lgf (z,0)= f (g−1 · (z,0)) is the left-translation
of the function f by the element g.
This theorem establishes an equivalence between a set of integral conditions and a set
of differential conditions, as in the tradition of work on Pompeiu and Morera problems. In
subsequent papers [1,3], the results were extended to functions in Lp spaces (1 p ∞)
on the Heisenberg group.
In the context of a larger goal, we would like to see what other results on the Pompeiu
and Morera problems can be extended to the Heisenberg group. Our point of departure is
the following pair of theorems.
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2π∫
0
f
(
z+ rjeiθ
)
eimθ dθ = 0, j = 1,2 a.e. z ∈ C.
If r1/r2 /∈Qm then f agrees almost everywhere with a function g which satisfies(
∂
∂z¯
)m
g(z)= 0 for m 0
or (
∂
∂z
)|m|
g(z)= 0 for m< 0.
Here Qm is the set of quotients of the positive zeros of the Bessel function Jm(z).
Theorem Z2 [15]. Let f ∈L1loc(R2) and let r > 0 be fixed. Suppose there exist integers m,
n such that for almost all z ∈ C
2π∫
0
f
(
z+ reiθ )einθ dθ = 0, 2π∫
0
f
(
z+ reiθ )eimθ dθ = 0.
Then
(a) if 0 n <m, f agrees almost everywhere with a solution of (∂/∂z¯)nf = 0;
(b) if m< n 0, f agrees almost everywhere with a solution of (∂/∂z)|n|f = 0;
(c) if m < 0 < n, m = −n, f agrees almost everywhere with a solution of the pair of
equations (∂/∂z¯)nf = 0, (∂/∂z)|m|f = 0. Thus, in this case, f is (essentially) a
polynomial.
Note that this last theorem does not exclude any radii and thus provides conditions
which are more stable.
2. Moment theorem in Cn
Before moving to the Heisenberg group, Hn, we need first to reformulate the
Theorem Z2 so as to extend to Cn since it has only been stated for R2 or, equivalently, C1.
In moving to Cn, we concentrate on integration over the sphere, now of dimension (2n−1),
although another possible direction would be to consider the n-torus Tn. We introduce a
multi-index notation to facilitate the discussion. The variable z ∈ Cn refers to (z1, . . . , zn)
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Here we restrict our attention to m ∈ (Z+)n corresponding to the standard moments. (Z+
denotes the nonnegative integers.) Note however that Theorem Z2 allows moments that
are the equivalent of zn integrated over S1r , where n is a negative integer. In that instance,
when integrating on S1r , we have zn = z¯|n|/r2|n| for n < 0. When we move to the integral
in Cn of zm over S2n−1r , it is necessary that each mj  0 in order for the integral to
be defined. Nevertheless, we can introduce conjugate moments z¯m = z¯m11 · · · z¯mnn , where
again m ∈ (Z+)n. For convenience in notation we write z¯m = z−m. Finally, we consider
the situation in which some variables are conjugates while others are not. Without loss
of generality, we may collect all conjugate variables at the end to yield terms such
as z
m1
1 · · ·z
mj
j z¯
mj+1
j+1 · · · z¯mnn , where each mi ∈ Z+. Given m ∈ Zn, after grouping terms
with negative exponents at the end, we obtain zm = zm11 · · ·z
mj
j z¯
|mj+1|
j+1 · · · z¯|mn|n . Given
this notation, we can evaluate any moment term zm for m ∈ Zn, where, interpreted
as just described, each negative exponent corresponds to a positive exponent in the
conjugate variable. Again for convenience, in the case of exponents of mixed sign yielding
variables of mixed conjugacy, we re-order so that the conjugate variables occur at the
end.
We introduce a partial ordering  on Zn defined by l m when sign(lj ) = sign(mj )
and |lj |  |mj | for each j = 1, . . . , n. Finally, we say that the partial derivative
(∂/∂z¯j )
mj is complementary to the moment zmjj and (∂/∂zj )mj is complementary to the
moment z¯
mj
j . More generally, let m = (m1,m2, . . . ,mn) and assume m1, . . . ,mj  0 and
mj+1, . . . ,mn < 0. We define
∂ |m|
∂(z, z¯)m
= ∂
m1
∂z¯
m1
1
· · · ∂
mj
∂z¯
mj
j
∂ |mj+1|
∂z
|mj+1|
j+1
· · · ∂
|mn|
∂z
|mn|
n
and note this mixed partial corresponds to the moment zm with m as above.
The following is a consequence of the technique of Zalcman’s proof applied to Cn and
requires a theorem on the Fourier transforms of homogeneous functions, also applicable to
homogeneous distributions, from Chapter 4 in Stein and Weiss [12]. We call attention to
the contrast between use of area measures on spheres which are purely radial and those
measures on spheres which include various moments and are consequently of various
degrees of homogeneity. Since we are no longer working with radial functions, we can
no longer invoke the result of Schwartz [11] on spectral synthesis in one variable. We
turn instead to a result of Hörmander [10] which is closely related to the multisensor
deconvolution problem: Given a collection of compactly supported distributions {µj }Nj=1
on Rn, find a collection of compactly supported distributions {νj }Nj=1 such that
N∑
µj ∗ νj = δ. (1)j=1
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the strongly coprime condition
N∑
j=1
∣∣µˆj (ξ)∣∣A(1+ |ξ |)−Me−B|Im(ξ)| for all ξ ∈ Cn,
for some constants A, B , and M > 0 (see, e.g., [5–7] for detailed discussion). Here the
Fourier transform of function f is defined by
F(f )(ξ)= fˆ (ξ)=
∫
R2n
e−2π ix·ξf (x)dx.
In order to prove our result, we need the following technical lemma.
Lemma 1. For k ∈ (Z+)n, let µkr be a measure defined by
〈
f,µkr
〉= ∫
|z|=r
f (z)zk dσ(z),
where dσ(z) is the surface measure on the sphere {z ∈ Cn: |z| = r}. Then
F(µkr )(ξ)= (−1)|k|(2π)n+|k|(iξ)kr2|k| Jn+|k|−1(2πrR)(2πrR)n+|k|−1 ,
where ξ = (ξ1, . . . , ξn) ∈ Cn with |ξ | =R and Jn is the nth Bessel function of the first kind.
Proof. Let us first recall Theorem 3.10 from [12, p. 158]. Suppose n  2 and f ∈
L1(Rn) ∩ L2(Rn) have the form f (x) = f0(|x|)P (x), where P(x) is a solid spherical
harmonic polynomial of degree k. Then fˆ (ξ)= F0(|ξ |)P (ξ), where
F0(R)= 2π i−kR−(n+2k−2)/2
∞∫
0
f0(s)J(n+2k−2)/2(2πRs)s(n+2k)/2 ds.
Using the above theorem, one has
F(µkr )(ξ)= ∫
|z|=r
e−2π iz·ξzk dσ(z)=
∞∫
0
(∫
St
e−2π iz·ξzk dσ(z)
)
δr (t)
t2n−1
t2n−1 dt
=
∫
n
e−2π iz·ξzk
χSr (z)
|z|2n−1 dm(z)=F
[
zk
χSr (z)
|z|2n−1
]
(ξ),C
278 C. Berenstein et al. / Advances in Applied Mathematics 31 (2003) 273–300where St = {z ∈ Cn: |z| = t}. Here χSr is the characteristic function of the set Sr and δ is
the Dirac delta function. Now we may apply the distributional version of the theorem we
mentioned above to the function
f (z)= zk χSr (z)|z|2n−1 = P|k|(z)f0
(|z|),
where P|k|(z)= zk is a solid spherical harmonic polynomial of degree |k|. It follows that
F(µkr )= P|k|(ξ)
[
2π i−|k|R−(n+|k|−1)
∞∫
0
δr (s)
s2n−1
Jn+|k|−1(2πRs)sn+|k| ds
]
= 2π i−|k|ξk r
|k|
rn−1
Jn+|k|−1(2πRr)
Rn+|k|−1
= (−1)|k|(2π)n+|k|(iξ)kr2|k| Jn+|k|−1(2πRr)
(2πRr)n+|k|−1
.
This completes the proof of the lemma. ✷
Our first result is
Theorem 2. Let f be a locally integrable function in Cn. Then
∂ |m|
∂(z¯, z)m
f = 0,
if f satisfies the following integral conditions (with moments) for all w ∈ Cn:∫
S2n−1r
f (w+ z)zm dσ(z)= 0
and for j = 1, . . . , n, ∫
S2n−1r
f (w+ z)zm+aj ej dσ(z)= 0,
where aj ∈ N, sign(aj ) = sign(mj ), and ej = (0, . . . ,1, . . . ,0) with 1 in the j th compo-
nent.
More generally, we have
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∂ |m|
∂(z¯, z)m
f = 0
if for all w ∈ Cn ∫
S2n−1r
f (w+ z)zm dσ(z)= 0
and for j = 1, . . . , n ∫
S2n−1r
f (w+ z)zlj+aj ej dσ(z)= 0.
Here aj ∈ Z and lj = (lj1, . . . , ljn) ∈ Zn satisfy
(1) |lj | + |aj | = |m|, j = 1, . . . , n;
(2) for each j , |lj3| |m3| and sign(aj )= sign(mj )= sign(lj3) for 3= 1, . . . , n.
Proof of Theorem 2. We first note that the integral conditions may be described as
convolution equations
f ∗µmr = 0 and f ∗µm+aj ejr = 0 for j = 1, . . . , n,
where 〈f,µkr 〉 =
∫
S2n−1r f (z)z
k dσ(z) for k = m,m + a1e1, . . . ,m + anen. By Lemma 1,
F(µkr )(ξ)= (−1)|k|(2π)n+|k|(iξ)kr2|k| Jn+|k|−1(2πrR)
(2πrR)n+|k|−1
for k = m,m+ a1e1, . . . ,m+ anen.
To establish a Pompeiu/Morera type result, we need to eliminate the common zeros of
these Fourier transforms F(µkr )(ξ), for k = m,m + a1e1, . . . , m + anen. First note that
since |m| = |m + aj ej |, the Bessel part for F(µmr )(ξ) does not have common zeros with
the Bessel part for any of F(µm+aj ejr )(ξ) (see [13, p. 484f.]). Next we eliminate the ξm
term in front of F(µmr )(ξ). We use the following relationships between differentiation and
the Fourier transform:
F
(
∂m
∂z¯mj
f
)
(ξ)= (2π iξj )mfˆ (ξ)
and
F
(
∂m
∂zm
f
)
(ξ)= (2π iξ¯j )mfˆ (ξ).j
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F
(
∂ |m|
∂(z, z¯)m
f
)
(ξ)= (2π i)|m|ξm11 · · · ξ
mj
j ξ¯
|mj+1 |
j+1 · · · ξ¯ |mn |n fˆ (ξ).
We can now apply these relations to eliminate the ξm term from F(µmr )(ξ) and treat each
of the other Fourier transforms in the same way, likewise reducing its monomial term in
the variable ξ . Thus we have
F
(
∂ |m|
∂(z, z¯)m
S0
)
(ξ)=F(µmr )(ξ),
where
F(S0)(ξ)= (−1)|m|(2π)nr2|m| Jn+|m|−1(2πRr)
(2πrR)n+|m|−1
,
and for j = 1, . . . , n
F
(
∂ |m|
∂(z, z¯)m
Sj
)
(ξ)=F(µm+aj ejr )(ξ),
where
F(Sj )(ξ)= (−1)|m|+|aj |(2π)n+|aj |r2|m|+2|aj |(iξj )aj
Jn+|m|+|aj |−1(2πRr)
(2πrR)n+|m|+|aj |−1
.
Note that in the process of obtaining F(S0)(ξ) and F(Sj )(ξ) we successively divide by
factors iξk or iξ¯k , whichever is appropriate. In this procedure, we never divide by a power
that was not already there; thus, we introduce nothing into the denominator. This point is
important so that Smr be defined for all values of ξ . (In the proof of Theorem 3, where
we consider moments with exponents lj + aj ej  m, we must be careful to ensure that
our division is valid. Nonetheless, the general idea is the same.) Now the main point is
that F(S0),F(S1), . . . ,F(Sn) have no common zeros. In fact, the upper moments were
carefully chosen to eliminate common zeros. We have already observed that because of
differences in the Bessel indices, any common zero would have to come from the monomial
factor in front of the Bessel function. The reduction has left each Sj with a monomial
factor involving only the variable ξj (or its conjugate). For each of these monomial terms
to vanish, we must have ξj = 0 for j = 1, . . . , n, or, in other words, ξ itself must be zero.
But since (Jn+|m|−1(x))/(xn+|m|−1)|x=0 = 0, there can be no common zero among these
Fourier transforms
F(S0), F(S1), . . . , F(Sn).
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The goal is to prove that there exist constants A0,B0,M0 > 0 such that for all ξ ∈ C2n∣∣F(S0)(ξ)∣∣+ ∣∣F(S1)(ξ)∣∣+ · · · + ∣∣F(Sn)(ξ)∣∣>A0(1 + |ξ |)−M0e−B0|Im(ξ)|.
This condition is sufficient to solve the multisensor deconvolution problem (1), for then
there exist compactly supported distributions {νj }nj=0 such that
n∑
j=0
Sj ∗ νj = δ.
The above identity implies that
n∑
j=0
(g ∗ Sj ) ∗ νj =
n∑
j=0
g ∗ (Sj ∗ νj )= g ∗
(
n∑
j=0
Sj ∗ νj
)
= g ∗ δ = g;
we may then conclude that g = 0, since
g ∗ S0 = · · · = g ∗ Sn = 0.
We now turn to the verification of Hörmander’s condition.
To simplify notation, assume aj > 0 for the following. In the case where aj < 0, the
same arguments work; however, the (izj ) terms are replaced by (iz¯j ) terms. For any
j = 1, . . . , n, the pair
∣∣F(S0)(ξ)∣∣= ∣∣∣∣c0 Jn+|m|−1(2πr|ξ |)(2πr|ξ |)n+|m|−1
∣∣∣∣
and ∣∣∣∣F(Sj )(ξ)(iξj )aj
∣∣∣∣= ∣∣∣∣cj Jn+|m|+|aj |−1(2πr|ξ |)(2πr|ξ |)n+|m|+|aj |−1
∣∣∣∣
satisfy the strongly coprime condition. Indeed, from (1) in [13, p. 295f.], we have the
recurrence formula
J3+m(z)=Rm,3(z)J3(z)−Rm−1,3+1(z)J3−1(z),
where Rm,3(z) and Rm−1,3+1(z) are the so-called Lommel polynomials. When m and 3
are integers (as in the case under consideration), the Lommel polynomials are rational
functions with rational coefficients whose only pole is at the origin [13, p. 294f]. Moreover,
the above recurrence formula shows that if a collection J3, k  3  k′, have no common
zeros, neither do the corresponding Lommel polynomials Rm,3(z). Being essentially
polynomials, these are strongly coprime, indeed since polynomials without common zeros
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there exist A′0,B0,M0 > 0 such that for all j = 1, . . . , n and for all ξ ∈ Cn
∣∣F(S0)(ξ)∣∣+ ∣∣∣∣F(Sj )(ξ)(iξj )aj
∣∣∣∣= ∣∣∣∣c0 Jn+|m|−1(2πr|ξ |)(2πr|ξ |)n+|m|−1
∣∣∣∣+ ∣∣∣∣cj Jn+|m|+|aj |−1(2πr|ξ |)(2πr|ξ |)n+|m|+|aj |−1
∣∣∣∣
>A′0
(
1 + |ξ |)−M0 e−B0|Im(ξ)|.
Note also that since F(S0)(0) = 0, there exists 1 > ε > 0 such that for |ξ |< ε∣∣F(S0)(ξ)∣∣>A0(1 + |ξ |)−M0e−B0|Im(ξ)|,
where A0 = min(A′0,F(S0)(0)/2). Next we claim that for |ξ | ε, considering j such that|ξj | ε/√n, we also have that for all ξ ∈ Cn,∣∣F(S0)(ξ)∣∣+ ∣∣F(Sj )(ξ)∣∣> dA0(1+ |ξ |)−M0e−B0|Im(ξ)|
for some suitably chosen constant 0 < d < 1. To demonstrate this we consider two cases.
First, if |ξj |< 1,
∣∣F(S0)(ξ)∣∣+ ∣∣F(Sj )(ξ)∣∣ ∣∣(izj )aj ∣∣(∣∣F(S0)(ξ)∣∣+ ∣∣∣∣F(Sj )(ξ)(izj )aj
∣∣∣∣)
>
∣∣∣∣ ε√n
∣∣∣∣aj A0(1 + |ξ |)−M0 e−B0|Im(ξ)|.
Then letting d = min1jn(|ε/√n|aj ) we have that when |ξ | ε and any j with ε/√n
|ξj |< 1 ∣∣F(S0)(ξ)∣∣+ ∣∣F(Sj )(ξ)∣∣> dA0(1 + |ξ |)−M0 e−B0|Im(ξ)|.
In the other case where |ξj |> 1, we observe that
∣∣F(S0)(ξ)∣∣+ ∣∣F(Sj )(ξ)∣∣> ∣∣F(S0)(ξ)∣∣+ ∣∣∣∣F(Sj )(ξ)(iξj )aj
∣∣∣∣>A0(1+ |ξ |)−M0e−B0|Im(ξ)|
> dA0
(
1+ |ξ |)−M0e−B0|Im(ξ)|.
Thus for any |ξ | ε, considering j such that |ξj | ε/√n we have that∣∣F(S0)(ξ)∣∣+ ∣∣F(Sj )(ξ)∣∣> dA0(1 + |ξ |)−M0 e−B0|Im(ξ)|.
Then it follows that for all ξ ∈ Cn we have∣∣F(S0)(ξ)∣∣+ · · · + ∣∣F(Sn)(ξ)∣∣> dA0(1+ |ξ |)−M0e−B0|Im(ξ)|,
C. Berenstein et al. / Advances in Applied Mathematics 31 (2003) 273–300 283since for |ξ |< ε we have∣∣F(S0)(ξ)∣∣+ · · · + ∣∣F(Sn)(ξ)∣∣> ∣∣F(S0)(ξ)∣∣> dA0(1+ |ξ |)−M0e−B0|Im(ξ)|,
while for |ξ | ε there is j such that |ξj | ε/√n, giving∣∣F(S0)(ξ)∣∣+ · · · + ∣∣F(Sn)(ξ)∣∣> ∣∣F(S0)(ξ)∣∣+ ∣∣F(Sj )(ξ)∣∣
> dA0
(
1 + |ξ |)−M0 e−B0|Im(ξ)|.
We have verified that F(S0)(ξ), . . . ,F(Sn)(ξ) satisfy Hörmander’s strongly coprime
condition and thus Eq. (1) can be solved.
We now know that
g ∗ S0 = g ∗ S1 = · · · = g ∗ Sn = 0
implies that g = 0. We may rewrite
0 = µmr ∗ f =
∂ |m|
∂(z¯, z)m
S0 ∗ f = S0 ∗ ∂
|m|
∂(z¯, z)m
f
and similarly for each j = 1, . . . , n
0 = µm+aj ejr ∗ f = ∂
|m|
∂(z¯, z)m
Sj ∗ f = Sj ∗ ∂
|m|
∂(z¯, z)m
f.
By what was just stated we conclude
∂ |m|
∂(z¯, z)m
f = 0,
as desired.
As mentioned earlier, the situation in Theorem 3 is similar. We simply take care when
applying the differentiation—Fourier transform relations to the µlj+aj ejr not to divide by
a function that could put a zero in the denominator. In other words, when reducing the
monomial term (iξ)lj+aj ej we may only take away factors iξk or iξ¯k which are already
there. We begin with our integral information written as convolution equations
f ∗µmr = 0 and f ∗µlj+aj ejr = 0 for each j = 1, . . . , n;
and by Lemma 1 again, we know the Fourier transforms
F(µmr )(ξ)= (iξ)m(2π)n+|m|(−1)|m|r2|m| Jn+|m|−1(2πrR)(2πrR)n+|m|−1
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F(µlj+aj ejr )(ξ)= (iξ)lj+aj ej (2π)n+|lj |+|aj |(−1)|lj |+|aj |r2(|lj |+|aj |) Jn+|lj |+|aj |−1(2πrR)
(2πrR)n+|lj |+|aj |−1
.
Our strategy is again the same: eliminate the monomial term from F(µmr )(ξ); then reduce
the other monomial terms of F(µlj+aj ejr )(ξ) so that these will all vanish only when ξ = 0.
So again apply the relationship between differentiation and the Fourier transform to find
F
(
∂ |m|
∂(z¯, z)m
S˜0
)
(ξ)=F(µmr )(ξ),
where
F(S˜0)(ξ)= (−1)|m|(2π)nr2|m| Jn+|m|−1(2πrR)
(2πrR)n+|m|−1
,
and for j = 1, . . . , n
F
(
∂ |lj |
∂(z¯, z)lj
S˜j
)
(ξ)=F(µlj+aj ejr )(ξ),
where
F(S˜j )(ξ)= (−1)|lj |+|aj |(2π)n+|aj |r2|lj |+2|aj |(iξj )aj Jn+|lj |+|aj |−1(2πrR)
(2πrR)n+|lj |+|aj |−1
.
The exponents in the moments have been chosen so that the indices
n+ |lj | + |aj | − 1
of these Bessel functions do not equal n + |m| − 1. Once again note that these Fourier
transforms
F(S˜0)(ξ), F(S˜1)(ξ), . . . , F(S˜n)(ξ)
have no common zeros. We can use the same argument as above to see that they satisfy the
strongly coprime condition of Hörmander. Consequently if a function g satisfies
g ∗ S˜0 = g ∗ S˜1 = · · · = g ∗ S˜n = 0,
then g = 0. So we now observe that
0 = f ∗µmr = f ∗
∂ |m|
m
S˜0 = ∂
|m|
m
f ∗ S˜0∂(z¯, z) ∂(z¯, z)
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0 = f ∗µlj+aj ejr = f ∗ ∂
|lj |
∂(z¯, z)lj
S˜j = ∂
|lj |
∂(z¯, z)lj
f ∗ S˜j .
Now apply
∂ |qj |
∂(z¯, z)qj
to both sides of the previous equation, where for each j , qj is determined by qjk =mk− ljk
for each index k = 1, . . . , n. We get
0 = ∂
|qj |
∂(z¯, z)qj
(
∂ |lj |
∂(z¯, z)lj
f ∗ S˜j
)
= ∂
|m|
∂(z¯, z)m
f ∗ S˜j .
From the above observation we may then conclude
∂ |m|
∂(z¯, z)m
f = 0
as desired.
Returning now to Theorem 2, let us suppose now that we have only n of these integral
conditions. Then the theorem is no longer valid. Indeed, let the integral conditions be
written as convolution equations and, without loss of generality, leave off the last one.
We then have
f ∗µmr = f ∗µm+a1e1r = · · · = f ∗µm+an−1en−1r = 0.
Let α be such that Jn+|m|−1(2πrα) = 0. Then (0, . . . ,0, α) is a common zero of
{S0, S1, . . . , Sn−1}, where, as in the proof,
F
(
∂ |m|
∂(z¯, z)m
S0
)
=F(µmr )
and
F
(
∂ |m|
∂(z¯, z)m
Si
)
=F(µm+aj ejr ), j = 1, . . . , n− 1.
Consider the function f (z)= z¯meiαzn . Observe that ∂ |m|/∂(z¯, z)mf (z)= ceiαzn = 0. In the
convolution equations representing our integral conditions, we have
(
f ∗µmr
)
(w)=
(
∂ |m|
∂(z¯, z)m
f ∗ S0
)
(w)= c(eiαzn ∗ S0)(w)= ceiαwnF(S0)(0, . . . ,0, α)
= c′eiαwnJn+|m|−1(2πrα)= 0
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(
f ∗µm+aj ejr
)
(w)=
(
∂ |m|
∂(z¯, z)m
f ∗ Sj
)
(w)= c(eiαzn ∗ Si)(w)
= ceiαwnF(Si)(0, . . . ,0, α)= c′eiαwn(0)aj Jn+|m|+|aj |−1(2πrα)= 0.
Thus all n + 1 of the integral conditions are needed to reach the conclusion in the
theorem. ✷
As a corollary to the preceding theorems, we now have a set of integral conditions for a
function f ∈ L1loc(Cn) to be holomorphic.
Corollary 4. Let f ∈ L1loc(Cn) and let r > 0 be fixed. Then f is an entire function if and
only if it satisfies the 2n integral conditions∫
S2n−1r
f (w+ z)zj dσ(z)=
∫
S2n−1r
f (z+w)zajj dσ(z)= 0
for j = 1, . . . , n and every w ∈ Cn, where each aj > 1 is a positive integer.
We can obtain this corollary directly from Theorem 2 by considering m = ej for each
of j = 1, . . . , n and observing that integral conditions of the corollary are enough to make
the theorem work for each of the ej individually.
As another corollary we have the following result, which describes when the use of
moments gives us an answer to the Pompeiu problem.
Corollary 5. Let f ∈ L1loc(Cn) and let r > 0 be fixed. Then f = 0 if and only if f satisfies
the following set of n+ 1 integral conditions:∫
S2n−1r
f (w+ z)dσ(z)=
∫
S2n−1r
f (w+ z)zajj dσ(z)= 0
for j = 1, . . . , n and every w ∈ Cn, where each aj > 1 is a positive integer.
Proof. Note that Hörmander’s condition applies directly to the Fourier transforms
F(µr), F
(
µa1r
)
, . . . , F(µanr )
(notation as above) and that no differentiation is needed to eliminate common zeros. The
corollary follows from this observation and the method of the above proofs. ✷
It is natural to compare the use of multiple moments on a fixed sphere to the use of
multiple spheres of various radii. For purposes of illustration, we state the following result,
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simpler.
Corollary 6. Let f ∈ L1loc(Cn) and suppose that r1, r2 are such that their quotient
r1/r2 /∈Qn+|m|−1 = {s1/s2: Jn+|m|−1(s1)= Jn+|m|−1(s2)= 0}. Then ∂ |m|/∂(z¯, z)mf = 0
if and only if for all w ∈ Cn∫
S2n−1r1
f (w + z)zm dσ(z)=
∫
S2n−1r2
f (w+ z)zm dσ(z)= 0.
In particular, f is holomorphic if and only if r1/r2 /∈ Qn and for all w ∈ Cn and for
j = 1, . . . , n ∫
S2n−1r1
f (w+ z)zj dσ(z)=
∫
S2n−1r2
f (w+ z)zj dσ(z)= 0,
or alternatively, using differential forms in place of moments, for all w ∈ Cn and for
j = 1, . . . , n ∫
S2n−1r1
f (w+ z)ωj (z)=
∫
S2n−1r2
f (w+ z)ωj (z)= 0,
where ωj (z)= dz1 ∧ · · · ∧ dzn ∧ dz¯1 ∧ · · · ∧ ˇdz¯j ∧ · · · ∧ dz¯n.
Thus, when characterizing holomorphic functions in Cn, the same number of integral
conditions is required whether we use only moments or also consider spheres of distinct
radii.
3. A moment result on Hn for functions in L2
We now turn our attention to the Heisenberg group, Hn. In general, we investigate what
conclusions we can draw regarding a function f which satisfies the following integral
conditions.
(1) For all g ∈ Hn and k = 1, . . . , n∫
|z|=ρ
zmLgf (z,0)ωk(z)= 0,
where ωk(z)= dz1 ∧ · · · ∧ dzn ∧ dz¯1 ∧ · · · ∧ ˇdz¯k ∧ · · · ∧ dz¯n.
Note that this integration is over a sphere of radius ρ in the space Cn, and
corresponding to this fact we integrate with respect to z ∈ Cn. Here z = (z1, z2, . . . , zn),
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zm = zm11 zm22 · · ·zmnn .
We call this question the moment problem on the Heisenberg group.
We say that the multi-index m is positive if m is an n-tuple of non-negative integers,
at least one of which is positive. The main theorem of this section relates CR functions to
integral conditions (1) when the moment m is positive. Note that if f is a CR function, we
have (see [2]) ∫
|z|=ρ
zmLg(z,0)ωk(z)= 0.
Thus any CR function satisfies the integral conditions (1). However, if we replace zm in (1)
with a moment that includes negative exponents, then there are CR functions that do not
satisfy the integral conditions. For instance, consider the CR function f (z, t) = 1 as the
boundary value of the function F(z, zn+1)= 1 holomorphic on the upper half space Un+1.
Observe that∫
|z|=ρ
f (z,0)z¯kωk(z)=
∫
|z|=ρ
F
(
z, i|z|2)z¯kωk(z)= ∫
|z|=ρ
z¯kωk(z)= c
∫
|z|<ρ
∂
∂z¯k
z¯k dm(z)
= c
∫
|z|<ρ
dm(z) = 0.
This is one reason why we separate into two cases based on the signs of the exponent. In
fact, it turns out that in each case we need slightly different integral conditions in order to
give our result its optimal form. Basically, the differential forms change in conjunction
with the sign of the moments. So when considering negative m, an n-tuple of non-
positive integers, at least one of which is negative, we need the differential forms ωk(z¯)=
dz1 ∧ · · · ∧ ˇdzk ∧ · · · ∧ dzn ∧ dz¯1 ∧ · · · ∧ dz¯n and the corresponding integral conditions.
(2) For all g ∈ Hn and k = 1, . . . , n∫
|z|=ρ
z¯mLgf (z,0)ωk(z¯)= 0.
Rather than concluding that f a CR function from these integral conditions, we obtain the
conjugate-holomorphic version, in which Zjf = 0 for j = 1, . . . , n.
We offer some further comments concerning the translation Lg by group elements
g ∈ Hn. This is a matter of particular importance, as the group Hn is non-commutative,
and related issues are crucial to the method of proving our results. The integral condition∫
zmLgf (z,0)ωk(z)=
∫
f
(
g−1 · (z,0))zmωk(z)= 0|z|=ρ |z|=ρ
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all g ∈ Hn, we obtain that f ∗µmk = 0. Here the distribution µmk is defined as〈
φ,µmk
〉= ∫
|z|=ρ
φ(z,0)zmωk(z).
Now considering the right translation Rgf (z,0)= f ((z,0) · g), we note that the integral
conditions (1) are equivalent to the following: for all g ∈ Hn and k = 1, . . . , n,∫
|z|=ρ
zmRgf (z,0)ωk(z)= 0
since we are considering translations over the whole group Hn. When we convert these
conditions to a convolution equation, we obtain µmk ∗ f = 0, and the order of convolution
has changed. In the Heisenberg group, order of operations matters; and the two equations
are not the same. Thus the integral conditions (1) imply both equations
f ∗µmk = 0 = µmk ∗ f ;
and, accordingly, both are at our disposal when we assume f satisfies (1).
Here we extend the method in [2] to prove the main theorem of this section. A slight
further adjustment in the homogeneity assumptions must be made when the moments are
such that we wish to conclude that Zjf = 0 rather than Zjf = 0. We first describe the
homogeneity assumptions used with positive moments and take up the other cases when
we reach them in the proof.
By assuming these homogeneity conditions our computations become significantly
easier, as the Laguerre series expansions that we must use are considerably less
complicated.
For β >−1 and ν ∈ Z+, let L(β)ν be the generalized Laguerre polynomials defined by
L(β)ν (x)= ex
x−β
ν!
dν
dxν
(
e−xxν+β
)
.
Let λ ∈ R∗ = R \ {0}. For µ,ν ∈ Z+ consider the function Wλµ,ν defined on C by
λ > 0 Wλµ,ν(z)= e−2πλ|z|
2
zµ−νL(µ−ν)ν
(
4πλ|z|2) if µ ν,
λ > 0 Wλµ,ν(z)= e−2πλ|z|
2
z¯ν−µL(ν−µ)µ
(
4πλ|z|2) if µ ν,
λ < 0 Wλµ,ν(z)=W−λν,µ(z).
For µ,ν ∈ (Z+)n, let Wλµ,ν be the function on Cn defined by
Wλµ,ν(z)= Cλµ,ν
n∏
Wλµj ,νj (zj ),j=1
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Cλµ,ν =
n∏
j=1
{
π
(4π |λ|)|µj−νj |+1
(max{µj , νj })!
(min{µj , νj })!
}−1/2
.
The readers may consult the book [4] for background of Laguerre calculus and its
applications on the Heisenberg group. Here we mention just one of the fundamental
properties of Laguerre polynomials. For µ,ν,µ′, ν′ ∈ (Z+)n, we have
Wλµ,ν <λWλµ′,ν ′ = Cλµ,ν,ν ′δν,µ′Wλµ,ν ′,
where Cλ
µ,ν,ν ′ = Cλµ,ν ′/(Cλµ,νCλµ′,ν ′). We use the same notation as in [1–4,9].
Let us explain why it is sufficient to consider only functions with homogeneity of −ek
in our proof. For a given function f ∈ C(Hn) and any multi-index m ∈ Zn, to say that f
has m-homogeneity means that
f
(
eiφz, t
)= ei(m1φ1+···+mnφn)f (z, t).
Note then that if f is 0-homogeneous (polyradial) then f (z1, . . . , zn, t) = f (|z1|, . . . ,
|zn|, t) so that for each of these complex variables, the radius or modulus of that variable
is all that is read by the function. For a non-homogeneous function f , we may utilize the
projection operators Rm, known as radialization operators, which send f to the subspace
of m-homogeneous functions. The operatorsRm are defined as follows:
Rmf =
2π∫
0
· · ·
2π∫
0
e−i(m1φ1+···+mnφn)f
(
eiφ1z1, . . . , e
iφnzn, t
)dφ1 · · ·dφn
(2π)n
.
We rely on these radialization operators, in particularR−ek , to reduce the proof to functions
of specified homogeneity −ek for k = 1, . . . , n. Given an arbitrary function f ∈ C(Hn)
that satisfies integral conditions (1), we consider each R−ek f for k = 1, . . . , n and note
that R−ek f must also satisfy integral conditions (1). Once we have completed the main
body of the proof using the homogeneity assumptions, it will follow that ZkR−ek f = 0
for k = 1, . . . , n given any f satisfying (1).
We rely on the fact that Zk(R−ekf )= 0 implies Zkf = 0. Basically, this is true because
of the commutativity relations between operators Zk and R−ek ; specifically,
ZkR−ek f =R0Zkf.
See [2, Section 3.1] for details. From the above and the left-invariance of Zk we are then
able to conclude that Zkf = 0 for k = 1, . . . , n. Therefore f is a CR function.
We now present the main result of this paper.
Theorem 7. Let f ∈C1(Hn)∩L2(Hn), and let m ∈ (Z+)n. Then f is a CR function if and
only if f satisfies the following integral conditions:
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|z|=ρ
zmLgf (z,0)ωk(z)= 0
with ωk(z)= dz1 ∧ · · · ∧ dzn ∧ dz¯1 ∧ · · · ∧ ˇdz¯k ∧ · · · ∧ dz¯n.
If m ∈ (Z+)n, then f is a conjugate-CR function (satisfies Zjf = 0 for j = 1, . . . , n) if
and only if f satisfies the following integral conditions:
(2) for all g ∈ Hn and k = 1, . . . , n,∫
|z|=ρ
z¯mLgf (z,0)ωk(z¯)= 0
with ωk(z¯)= dz1 ∧ · · · ∧ ˇdzk ∧ · · · ∧ dzn ∧ dz¯1 ∧ · · · ∧ dz¯n.
Proof. Now we begin the main body of the proof of the theorem, assuming f ∈ C1(Hn)∩
L2(Hn). For now only consider the moments with positive exponent m ∈ (Z+)n and
consequently make the above reduction to assume that f has homogeneity of −ek , any
fixed k ∈ {1, . . . , n}. We only need to show that such an f must satisfy Zkf = 0. We are
considering a function f of homogeneity −ek and a distribution µmk defined by
〈
φ,µmk
〉= ∫
|z|=ρ
φ(z,0)zmωk(z).
We know that µmk ∗f = 0 and would like to conclude that Zkf = 0. This is done by taking
the partial Fourier transform with respect to the t-variable.
˜(µmk ∗ f )(z, λ)= µmk <λ f˜ λ(z)= 0 for every λ ∈ R∗.
Here
f˜ λ(z)=
∫
R
e−2π itλf (z, t)dt
is the partial Fourier transform on the t-variable. Expand f˜ λ as a Laguerre series f˜ λ =∑
µWλµ,µ+ek fµ(λ) and break into a term-by-term convolution (with each summand in the
series). Each of these terms is also expandable in a Laguerre series
µmk <
λWλµ,µ+ek =
∑
Wλν+m,νwµ,ν(λ).ν
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µmk <
λ f˜ λ =
∑
ν
Wλν+m,ν
(∑
µ
fµ(λ)wµ,ν(λ)
)
.
Then based on our conditions that this convolution equals 0, we have for every ν ∈ (Z+)n
and almost every λ ∈ R∗ ∑
µ
fµ(λ)wµ,ν(λ)= 0,
where these are the coefficients of the respective Laguerre series. We proceed as in [2] to
evaluate the coefficients wµ,ν(λ), as these carry the information of the distribution µmk for
which we are considering the Morera property.
We begin the computation of these coefficients:
wµ,ν(λ)=
∫
Cn
(
µmk <
λWλµ,µ+ek
)
(w)Wλν+m,ν(w)dm(w)
=
∫
|z|=ρ
zm
( ∫
Cn
Wλµ,µ+ek (w− z)Wλν+m,ν(w)e−4π iλIm(z·w¯) dm(w)
)
ωk(z).
Rewriting the inner integral as a convolution of Laguerre functions, we obtain∫
Cn
Wλµ,µ+ek (w− z)Wλν,ν+m(w)e−4π iλIm(z·w¯) dm(w)
=−
∫
Cn
Wλµ,µ+ek (z−w)Wλν,ν+m(w)e−4π iλIm(z·w¯) dm(w)
=−(Wλµ,µ+ek <λWλν,ν+m)(z)=−cδ(µ+ek),νWλµ,ν+m(z)
=−δ(µ+ek),νc ·Wλµ,µ+m+ek (z).
Therefore, wµ,ν(λ)=−δ(µ+ek),νc
∫
|z|=ρ z
mWλµ,µ+m+ek (z)ωk(z). To evaluate this integral,
we may reduce to the case where µ+ek = ν, for otherwise the coefficient is already known
to be zero as a consequence of the δµ+ek,ν factor.
We evaluate the integral as follows:∫
|z|=ρ
zmWλµ,µ+m+ek (z)ωk(z)
=
∫
zm
(
n∏
j=1
Wλµj ,µj+mj+δjk (zj )
)
ωk(z)|z|=ρ
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∫
|z|=ρ
n∏
j=1
z
mj
j Wλµj ,µj+mj+δjk (zj )ωk(z)
=
∫
|z|=ρ
n∏
j=1
z
mj
j e
−2πλ|zj |2 z¯mj+δjkj L
(mj+δjk)
µj
(
4πλ|zj |2
)
ωk(z)
=
∫
|z|=ρ
e−2πλ|z|2
n∏
j=1
|zj |2mj z¯δjkk L
(mj+δjk)
µj
(
4πλ|zj |2
)
ωk(z)
= e−2πλρ2
∫
|z|=ρ
|zk|2mk z¯kL(mk+1)µk
(
4πλ|zk|2
) n∏
j=1 =k
|zj |2mjL(mj )µj
(
4πλ|zj |2
)
ωk(z).
Then applying Stokes’ Theorem, we obtain
c′e−2πλρ2
∫
|z|<ρ
∂
∂z¯k
[(
z
mk
k z¯
mk+1
k
)L(mk+1)µk (4πλzkz¯k)]
×
n∏
j=1 =k
|zj |2mjL(mj )µj
(
4πλ|zj |2
)
dm(z).
Now we evaluate the derivative:
∂
∂z¯k
[
z
mk
k z¯
mk+1
k Lmk+1µk (4πλzkz¯k)
]
= zmkk
{
(mk + 1)
(
z¯
mk
k L(mk+1)µk
(
4πλ|zk|2
))+ z¯mk+1k ddxL(mk+1)µk (x)
∣∣∣
x=4πλ|zk |2
· 4πλzk
}
= |zk|2mk
[
(mk + 1)L(mk+1)µk (x)+ x
d
dx
L(mk+1)µk
]∣∣∣∣
x=4πλ|zk |2
= |zk|2mk
[
(mk + 1)L(mk+1)µk (x)+ (µk)L(mk+1)µk (x)− (µk +mk + 1)L(mk+1)µk−1 (x)
]
by [8, p. 189 (12)]. By [8, p. 190 (24)], we have
|zk|2mk
[
(µk +mk + 1)
[L(mk+1)µk (x)−L(mk+1)µk−1 (x)]]
= |zk|2mk
[
(µk +mk + 1)L(mk)µk (x)
]∣∣
x=4πλ|zk|2 .
We return to our integral, dropping leading constants as they do not affect our outcome:
∫ n∏
j=1
|zj |2mjL(mj )µj
(
4πλ|zj |2
)
dm(z).|z|<ρ
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1
2(πλ)|m|+n/2
∫
|z|<R
n∏
j=1
|zj |2mjL(mj )µj
(|zj |2)dm(z).
Again remove the extra constant in the front and change to polar coordinates in each
variable (zj = rj eiθj ) to obtain
Kµ(λ)= (2π)n
∫
∑
r2<R2
n∏
j=1
r
2mj
j L
(mj )
µj
(
r2j
)
r1 dr1 · · · rn drn.
In order to evaluate Kµ, we use the following Laguerre identity, which simultaneously
eliminates the extra variable in front of the Laguerre polynomial and reduces the (upper)
homogeneity index of that polynomial. By [8, p. 190 (23)], we have
xL(|m|+1)n (x)=
(
n+ |m| + 1)L(|m|)n (x)− (n+ 1)L(|m|)n+1 (x).
First observe the reduction when mj = 1
r2jL(1)µj
(
r2j
)= (µj + 1)L(0)µj (r2j )− (µj + 1)L(0)µj+1(r2j ),
while for mj = 2 we have
r4jL(2)µj
(
r2j
)= r2j [(µj + 2)L(1)µj (r2j )− (µj + 1)L(1)µj+1(r2j )]
= (µj + 2)(µj + 1)
[L(0)µj (r2j )− 2L(0)µj+1(r2j )+L(0)µj+2(r2j )].
Now we claim that for mj = d we have
r2dj L(d)µj
(
r2j
)= (µj + 1) · · · (µj + d) d∑
k=0
(−1)k
(
d
k
)
L(0)µj+k
(
r2j
)
.
We prove this claim by induction. Indeed,
r
2(d+1)
j L(d+1)µj
(
r2j
)= r2dj (µj + d + 1)L(d)µj (r2j )− r2dj (µj + 1)L(d)µj+1(r2j )
= (µj + d + 1)(µj + 1) · · · (µj + d)
d∑
k=0
(−1)k
(
d
k
)
L(0)µj+k
(
r2j
)
− (µj + 1)(µj + 2) · · · (µj + d + 1)
d∑
(−1)k
(
d
k
)
L(0)µj+1+k
(
r2j
)
.k=0
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d
k
)
+
(
d
k + 1
)
=
(
d + 1
k + 1
)
,
we obtain
(µj + 1) · · · (µj + d + 1)
d+1∑
j=0
(−1)jL(0)µj+k
(
r2j
)
as claimed. From now on, when the upper index for a Laguerre polynomial is (0), we
simply omit it. After a change of variable and up to a constant, our first integral Kµ reduces
to the following nested integral of sums of Laguerre polynomials:
R2∫
0
m1∑
l=0
c
m1
l (µ1)Lµ1+l (x1) · · ·
R2−∑n−21 xj∫
0
mn−1∑
l=0
c
mn−1
l (µn−1)Lµn−1+l (xn−1)
×
( R2−∑n−1j xj∫
0
mn∑
l=0
c
mn
l (µn)Lµn+l (xn)dxn
)
dxn−1 · · ·dx1,
where cm3l (µ3) = (µ3 + m3) · · · (µ3 + 1)
(
m3
l
)
(−1)l as in the sums calculated above. To
evaluate the integral, we use the formulas [8, p. 191 (31)]
y∫
0
Lν(x)dx = Lν(y)−Lν+1(y)
and
y∫
0
Lµ(x)Lν(y − x)dx = Lµ+ν (y)−Lµ+ν+1(y).
From here we are able to integrate to get a (complicated) polynomial in R2. It ends up as a
sum of Laguerre polynomials of degrees from |µ| up to |µ+m|+n. Each Laguerre term in
this sum then has a coefficient which is a (multivariable) polynomial in µ= (µ1, . . . ,µn).
In general, it would be difficult to work it out explicitly, but we do not need to. We need
only verify that it integrates to a polynomial as described. We show the first step and the
inductive step (on the dimension n) in the integration.
When n= 1, we simply have
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m1∑
j=0
(−1)j
(
m1
j
) R2∫
0
Lµ1+j (x)dx
= (µ1 +m1) · · · (µ1 + 1)
m1∑
j=0
(−1)j
(
m1
j
)[Lµ1+j (R2)−Lµ1+j+1(R2)]
= (µ1 +m1)!
(m1)! Lµ1
(
R2
)+ m1∑
j=1
(−1)j
[(
m1
j
)
+
(
m1
j − 1
)]
Lµ1+j
(
R2
)
= (µ1 +m1)!
(m1)!
m1∑
j=0
(−1)j
(
mj + 1
j
)
Lµ1+j
(
R2
)
.
This completes the initial step, so we have only to demonstrate the inductive step. Assume
that this integration results in a polynomial
P|µ|+|m|+n
(
R2
)= |m|+n∑
k=0
ckL|µ|+k
(
R2
)
,
when the dimension equals n; we verify that the corresponding statement is true for
dimension n+ 1. We begin with the integral
R2∫
0
m1∑
j=0
(−1)j
(
m1
j
)
Lµ1+j (x1)
×
[ R2−x1∫
0
m2∑
j=0
(−1)j
(
m2
j
)
Lµ2+j (x2) · · ·
×
R2−∑n1 xj∫
0
mn+1∑
j=0
(−1)j
(
mn+1
j
)
Lµn−1+j (xn)dxn · · ·dx2
]
dx1
= (µ1 +m1)!
(m1)!
m1∑
j=0
(−1)j
(
m1
j
) R2∫
0
Lµ1+j
|m2,n|+n∑
k=0
ckL|µ2,n |+k
(
R2 − x1
)
dx1
= (µ1 +m1)!
(m1)!
m1∑
j=0
(−1)j
(
m1
j
) |m2,n|+n∑
k=0
ck
R2∫
0
Lµ1+j (x1)L|µ2,n|+k
(
R2 − x1
)
dx1
= (µ1 +m1)!
(m1)! (−1)
j
(
m1
j
) |m2,n|+n∑
ck
[L|µ|+j+k(R2)−L|µ|+j+k+1(R2)]k=0
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|µ|+|m|+n+1∑
k=0
c′kL|µ|+k
(
R2
)= P|µ+m|+(n+1)(R2).
Since this is again a polynomial of the form claimed, we have completed the inductive step.
Now that we have verified that
wµ,ν(λ)=−δ(µ+ek),νP λ|µ+m|+(n+1)|
(
4πλr2
)
,
we return to our initial goal of demonstrating f˜ λ = 0. The earlier conclusion
0 =
∑
µ
fµ(λ)wµ,ν(λ),
for every µ ∈ (Z+)n and every λ ∈ R∗, may be rewritten as
0 = fµ(λ)P|µ+m|+(n+1)
(
4πλr2
)
.
Since the polynomial is zero for only finitely many λ, it must be that fµ(λ)= 0 for almost
every λ and all µ ∈ (Z+)n. Therefore, f˜ λ = 0 and we conclude f = 0 as desired.
We next consider the situation in which the moments are all in the conjugate variable. In
the notation introduced previously, we are now speaking of a moment z¯m for m ∈ (Z+)n.
Recall that in this case we must use the conjugate set of differential forms ωk(z¯) =
dz1 ∧ · · · ˇdzk ∧ · · · ∧ dzn ∧ dz¯1 ∧ · · · ∧ dz¯n and corresponding integral conditions (2) for all
g ∈ Hn and k = 1, . . . , n, ∫
|z|=ρ
z¯mLgf (z,0)ωk(z¯)= 0.
We wish to conclude that Zjf = 0 for j = 1, . . . , n. Since we are dealing with different
moments and forms, the homogeneity assumptions we make are different from those
in (1). The convenient assumption to make is that f has homogeneity ek , that is,
homogeneity of +1 in the kth variable (matching the index of the differential form in (2))
and homogeneity 0, radial, in all the other variables. We now demonstrate how these
homogeneity assumptions are consistent with the integral conditions and help lead to
the desired conclusion. Given arbitrary f we reduce to f of homogeneity ek by the
radializations Re1f, . . . ,Renf which all satisfy integral conditions (2) similarly to the
previous case. Our goal is then to show each ZkRek f = 0. But this much will be shown if
we verify the statement of the theorem for each function f with homogeneity of ek . Once
we have demonstrated that ZkRek f = 0 we use the relation ZkRekf =R0Zkf to write
0 = (R0Zkf )(0) = Zkf (0). Furthermore, as the above is true for all Lggf for gg ∈ Hn,
we have
0 = (R0ZkLggf )(0)=ZkLggf (0)= (Zkf )(gg).
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sufficient to assume f has homogeneity ek .
Again we write this in the more convenient notation of a convolution:
f ∗ µ¯mk = 0, where the distribution µ¯mk is defined by〈
φ, µ¯mk
〉= ∫
|z|=ρ
φ(z,0)z¯mωk(z) k = 1, . . . , n.
Note that in the previous case we had used the convolution µmk ∗ f = 0; however, in the
present case of conjugate moments, the equation f ∗ µ¯mk = 0 is more useful. We proceed
the same way as before. Expand f˜ λ(z) in the Laguerre series
f˜ λ(z)=
∑
µ
fµ(λ)Wλµ+ek,µ(z).
Then after convolution with µ¯mk , we obtain the relation
0 =
∑
µ
fµ(λ)Wλµ+ek,µ(z) ∗λ µ¯mk .
Note that the convolutionWλµ+ek,µ(z) <λ µ¯mk has homogeneity 0 and can be expanded in a
Laguerre series as well. Our equation then becomes
0 =
∑
µ
fµ(λ)
∑
ν∈(Z+)n
wµ,ν(λ)Wλν,ν+m(z),
where the Laguerre coefficients are determined as
wµ,ν(λ)=
∫
Cn
(Wλµ+ek,µ ∗λ µ¯mk )(z)Wλµ,µ+m(z)dm(z).
We evaluate these coefficients, as before, and find that
wµ,µ+ek = ce−2πλr
2
∫
|z|<r
n∏
j=1
(|zj |2)γjL(γj )µj (4πλ|zj |2)dm(z)
and
wµ,ν =−ce−2πλr2δ(µ+ek),νP|µ|+|m|+(n+1)
(
4πλr2
)
,
where we have assumed λ > 0. Hence for all µ ∈ (Z+)n,
0 =
∑
fµ(λ)wµ,ν(λ)=−cfµe−2πλr2P|µ|+|m|+(n+1)
(
4πλr2
)
.µ
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fµ(λ)= 0 for all µ ∈ (Z+)n and for almost every λ ∈ R∗. We conclude finally that f˜ λ = 0
for almost every λ and consequently f = 0, as desired.
Actually, by a standard approximation argument, the method of the proof shows that
the Theorem 7 holds for functions in the class Lp(Hn)∩C1(Hn) for all 1 p  2. On the
other hand, Theorem 7 is no longer true if we expand the space of functions we are working
with to include L∞(Hn). We illustrate this with a counterexample; cf. [2, p. 294f].
Let f = e−2π iη Im(zn) and choose η appropriately so that f satisfies integral condi-
tions (1): for all g ∈ Hn and k = 1, . . . , n∫
|z|=ρ
zmLgf (z,0)ωk(z)= 0;
specifically, take η such that Jn+|m|(2πηρ)= 0. First we show that f is not a CR function.
Indeed,
∂f
∂z¯n
(z, t)= πηf (z) = 0 for all (z, t) ∈ Hn
so that f is not a CR function. (Notice that f does not depend on the real variable t .)
We now evaluate the integral conditions (1) for the function f . First of all,
Lgf (z,0)= f (z−w)= f (−w)f (z),
where g = (w, s) ∈ Hn; therefore,∫
|z|=ρ
zmLgf (z,0)ωk(z)= f (−w)
∫
|z|=ρ
zmf (z,0)ωk.
A m-homogeneous version of Theorem 3.10 in [12, p. 158] allows us to conclude, using
the fact that Jn+|m|(2πηρ)= 0, that∫
|z|<ρ
zmf (z,0)dm(z)= 0.
Thus f satisfies the integral conditions (1) but is not a CR function. ✷
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