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ABSTRACT
Successful use of prognostics involves the prediction of
future system behaviors in an effort to maintain system
availability and reduce the cost of maintenance and repairs.
Recent work by the National Institute of Standards and
Technology indicates that the field of prognostics and health
management is vital for remaining competitive in today’s
manufacturing environment. While prognostics-based
maintenance involves many traditional operations researchcentric challenges for successful deployment such as limited
availability of information and concerns regarding
computational efficiency, the authors argue in this paper that
the field of prognostics and health management, still in its
embryonic development stage, could benefit greatly from
considering soft operations research techniques as well.
Specifically, the authors propose the use of qualitative
problem structuring techniques that aid in problem
understanding and scoping. This paper provides an
overview of these soft methods and discusses and
demonstrates how manufacturers might use them. An
approach combining problem structuring methods with
traditional operations research techniques would help
accelerate the development of the prognostics field.
1. INTRODUCTION
In order to maintain U.S. industry competitiveness globally,
the National Institute of Standards and Technology (NIST)
has been working to advance measurement science
standards. One specific thread NIST is focused on is
Prognostics and Health Management for Smart
Manufacturing Systems (PHM4SMS). The challenge
associated with operating in increasingly complex
_____________________
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environments has been exacerbated in recent years.
“Modern engineering systems and manufacturing processes
are becoming increasingly complex, and are operating in
highly dynamic environments. Thus, sustaining the
reliability of such systems is becoming a more complex and
challenging requirement” (Lee, Ghaffari, & Elmeligy, 2011,
p. 111). Prognostics and health management, specifically for
smart manufacturing, is a promising area of research as a
means for maintaining complex system reliability and for
helping to make the U.S. succeed globally; however, it has
yet to be universally embraced due to a number of factors
that will be discussed later in this paper. We argue that
prognostics and health management requires a
preprocessing step, known as problem structuring, in order
to allow it to reach its full potential.
To support this argument, this paper begins with an
overview of prognostics and health management, followed
by some issues, identified by researchers in the field that are
inhibiting large-scale deployment. The paper then
introduces problem structuring methods as a possible aid to
limiting the effects of these issues. An overview of problem
structuring methods is given, followed by a brief
introduction to several popular methods. These methods are
then applied to a notional smart manufacturing problem to
demonstrate their potential. Finally, a recommendation is
made regarding the use of problem structuring methods in
conjunction with prognostics and health management
techniques.
2. PROGNOSTICS AND HEALTH MANAGEMENT
Acclaimed novelist Kurt Vonnegut perhaps said it best
when he remarked “…everybody wants to build and nobody
wants to do maintenance” (Vonnegut, 1990, p. 240).
Building systems is often straightforward; keeping them
operating is much more difficult. “Prognostics and health
management (PHM) is an emerging engineering discipline
that evaluates the reliability of a system within its actual
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life-cycle conditions in order to detect beforehand any
upcoming failures and reduce risks” (Lee et al., 2011, p.
111). System health monitoring (SHM) is an effort to
maintain the functional operation of a system by monitoring
its performance, while also minimizing cost.
A reduction in performance leads to a need to perform
maintenance, which can be separated into reactive or
proactive, based on a taxonomy developed by Kothamasu,
Huang, & VerDuin (2006). While reactive maintenance is
the historical paradigm for maintenance, it is not ideal. “The
oldest and most common maintenance and repair strategy is
"fix it when it breaks." The appeal of this approach is that
no analysis or planning is required. The problems with this
approach include the occurrence of unscheduled downtime
at times that may be inconvenient, perhaps preventing
accomplishment of committed production schedules”
(Kothamasu et al., 2006, p. 1012). An improved approach
focuses on proactive or planned maintenance, which can be
separated into preventive and predictive maintenance.
Preventive maintenance includes constant interval
maintenance, age-based maintenance, and imperfect
maintenance. Predictive maintenance, however, includes
reliability-centered maintenance (RCM) and conditionbased maintenance (CBM).
Prognostics can be useful for predictive maintenance.
Roemer et al. (2011) give an overview of the area:
Prognostics has received considerable attention
recently as an emerging sub-discipline within
SHM. Prognosis is here strictly defined as
“predicting the time at which a component will no
longer perform its intended function.” Loss of
function is oftentimes the time at which a
component fails. The predicted time to that point
then becomes the remaining useful life (RUL). For
prognostics to be effective, it must be performed
well before deviations from normal performance
propagate to a critical effect. This enables a failure
preclusion or prevention function to repair or
replace the offending components, or, if the
components cannot be repaired, to retire the
system (or vehicle) before the critical failure
occurs. Therefore, prognosis has the promise to
provide critical information to system operators
that will enable safer operation and more costefficient use. (p. 281)

Kothamasu et al. (2006) discuss the utility of prognostics:
The only way to minimize both maintenance and
repair costs and probability of failure is to perform
ongoing assessment of machine health and ongoing
prediction of future failures based on current
health and operating and maintenance history.
This is the motivation for prognostics: minimize

repair and maintenance costs and associated
operational disruptions, while also minimizing the
risk of unscheduled downtime. (p. 1012)
There are many different models used to conduct
prognostics. Byington, Roemer, Kacprzynski, & Galie
(2002) introduced the oft-cited general hierarchy of
prognostics approaches shown in Figure 1.
I

r

/

Physical Models
(Model-Based
Prognostics)
Classification Methods,
Fuzzy logic, Neural
networks, state estimation
models (Evolutionary or
trending Models)
Generic, statistical life usage algorithms
(Experience-based prognostics)

Figure 1. Hierarchy of Prognostics Techniques (adapted
from Byington et al., 2002, pp. 6-2815)
In Figure 1, as we progress up the pyramid, techniques
increase in both cost and accuracy, while the range of
system applicability reduces. Methods range from generic
historical failure rate models to high-fidelity physics-driven
models. While there has been considerable research in the
field of PHM over the last fifteen years, many issues remain
preventing their full-scale deployment in areas such as smart
manufacturing.
2.1. Issues with Prognostics and Health Management
On paper, prognostics and health management fits the
traditional operations research paradigm. We have a
problem of ensuring systems can remain fully functional
while minimizing maintenance costs that appears clear cut
and solvable using traditional mathematical models.
However, several problems with development of a general
prognostics approach exist. “Issues in the development and
maintenance of prognostic systems include the selection of
knowledge acquisition and modeling technologies, with
considerations including available types of knowledge and
approaches to achieve and maintain accuracy of the models
and knowledge bases” (Kothamasu et al., 2006, p. 1021).
Further, prognostics research is still very much in
development. “Unlike numerous methods available for
diagnostics, prognostic methods are still in their infancy and
literature is yet to present a working model for effective
prognostics” (Mullera, Marquez, & Iung, 2008, p. 1173).
Further, “…there is still no universally accepted systematic
methodology for prognostics research.” (Lee et al., 2011, p.
112). Thus, prognostics approaches must be systemspecific; different “PHM systems typically have different
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performance requirements” (Zhou, Bo, & Wei, 2013, p.
281).
Different stakeholders within a given prognostics and health
management effort exist. Wheeler, Kurtoglu, & Poll (2011)
identify the main health management stakeholders as
operations, regulatory, and engineering, while Saxena et al.
(2008) identified diverse end users of prognostics metrics
such as program managers, plant managers, operators,
maintainers, and designers. Each of these end users has
unique goals and metrics. The perspectives of these two
papers were combined and shown in Table 1.
Category

End User

Goals

Program
Manager

Economic viability

Plant Manager

Resource allocation and
missing planning

Operator

Plan execution

Maintainer

Downtime reduction and
availability maximization

Designer

Implement
system

Researcher

Develop and implement
performance assessment
algorithms

Policy Makers

Assess potential hazards
and establish policies to
minimize effects

Operations

Engineering

Regulatory

prognostic

Table 1. Prognostics’ End Users and Accompanying Goals
(adapted from Saxena et al. (2010))
Table 1 shows a clear distinction in the goals of the varied
end users of a prognostics’ system. Further, even within a
given health management system, stakeholders do not agree
on system objectives (Wheeler et al., 2011). In fact, Wheeler
et al. (2011) report, “some of the most interesting
information is in the gap between user goals and the success
metrics associated with diagnostics and prognostics” (p. 17).
Thus, even within a given PHM effort, a single system may
be insufficient to meet all user needs. As a result of these
conflicts and the complications they form, researchers tend
to avoid including all factors in their quantitative models;
for example, Vandawaker, Jacques, & Freels (2015) focused
only on utilization, and ignored cost, in their research into
uncertainty of system health monitoring for an aircraft fleet.
Each of these symptoms, issues with model development
and accuracy due to extreme uncertainty, lack of a universal
method, and divergent stakeholders, points to a need to
invoke problem structuring methods (PSMs). Rosenhead
(2006) discusses the situations for which PSMs are
advantageous as those having: multiple actors, differing
perspectives, partially conflicting interests, significant

intangibles, and perplexing uncertainties. What exactly are
PSMs? We now turn our attention to this question.
3. PROBLEM DESCRIPTION
To give the reader some understanding of PSMs, we use an
appropriate example problem in this paper to provide some
context of how they might be applied. The example problem
we will explore was introduced by Chien and Wu (2003). In
this scenario, a semiconductor manufacturer is conducting
final tests on integrated circuit (IC) devices. The final test
results indicate whether to accept or reject an IC device. The
goal is to make appropriate “decisions concerning site
closure or machine repair with respect to increasing testing
profit and maintaining customer satisfaction” (Chien & Wu,
2003, p. 704). There are many factors involved, “including
the test profit, cycle time, overdue cost, and the loss of
falsely failed chips” (Chien & Wu, 2003, p. 704). This
problem is an ideal smart manufacturing application that
enables the use of prognostics and health management to
maintain site productivity and goals.
Based on the
underlying problem structure, decision makers can analyze
the problem differently and in fact, Chien and Wu (2007)
argue, are answering fundamentally different questions.
What is the problem to be solved? This question is the
driving force behind the development of problem structuring
methods.
4. PROBLEM STRUCTURING
Ideally, a manufacturer would like their production line to
be “faster, better, and cheaper.” However, in the real world
these attributes are usually in conflict with each other, e.g., a
better quality product might cost more money to produce,
producing the product faster might result in less quality
control and, thus, a worse quality product, etc. An
efficiently run manufacturing plant cannot have everything
and sacrifices must be made to reduce cost; this includes
which KPIs to monitor and which to not. Thus, KPIs should
reflect the businesses strategy of the associated organization
to enact its mission.
Not all KPIs will be appropriate for all business strategies.
For example, if a business decision is made to run a product
line until the machine fails, so choosing not to replace it,
then knowing the man-hours used on maintenance is a
meaningless KPI (as it should be zero hours). A more
appropriate KPI would be “estimate date till complete
failure.” Similarly, if a manufacturer is not concerned about
the quality of their product (i.e., their business model is
focused on price rather than quality), then knowing the
quality of the output to within ±0.00001% accuracy is
excessive; they may be fine with ±1% or even ±10%.
A typical business has a lot of things to consider with their
strategic planning: estimating market demand, satisfying
customer requests, expansion/contraction plans, manpower
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planning, etc. These complex pressures are not usually
reflected in the academic literature’s manufacturing case
studies due to parsimony reasons. However, it is precisely
these complexities that make it difficult to know what KPIs
a manufacturer should use and why PSMs are important in
this selection because they bring clarity to the managers’
understanding of their needs.
Where a PSM approach excels is in situations that involve
more than one decision maker, typical of most complex
organizations. The reason for this is that people tend to
assume that everyone has the same understanding of the
business as they do, and PSMs tend to bring to light these
differences. A classic undergraduate case study that reflects
this reality is the Rochem case (Slack, Chambers, &
Johnston, 2013, p. p. 247). The authors initially pose the
case study as a simple decision to replace a food
preservative manufacturing machine. The choices are the
new version of the old machine or one with greater capacity
and quality. However, a deeper read of the information
reveals that a deep divide exists between two of the
managers; the chief scientist wants a larger capacity
machine because he believes that a new market is going to
open up, whereas the marketing manager wishes to phase
out the product in light of the company’s other more success
products. The outcome of the case study is that Rochem
cannot make a decision until more information is known.
Though the case study is about machine replacement, it can
easily be envisioned that this uncertainty could occur in KPI
selection. In both cases, PSMs can help zero in on the
precise problem to be solved.
While much of the prognostics and health management
literature addresses errors in some form (e.g., Saxena et al.,
2008; Saxena et al., 2010; Wheeler et al., 2011), this
discussion tends to focus on model error, prediction error, or
sampling errors. While each of these errors are important,
they are irrelevant if we do not first identify the correct
problem. Other authors have called solving the wrong
problem precisely a Type III error (Mitroff, 1998; Mitroff &
Featheringham, 1974; Mosteller, 1948). Research has
shown the importance of focusing on avoiding the Type III
error before worrying about any of the aforementioned
errors (Adams & Hester, 2012, 2013; Hester & Adams,
2014). This is not a novel idea to practitioners. “The risk of
solving the "wrong problem" is generally acknowledged and
discussed by practitioners” (Woolley & Pidd, 1981, p. 197).
Yet, we often fail to correctly identify a problem before
attempting to address it. Why? “Three principal reasons why
persons fail to [accurately identify] problems and their
causes are: (1) the problem solver doesn't actually perceive
the problem - he is blind to it; (2) the wrong problem or the
wrong causes of it (or both) are identified; and (3) the
problem identification phase is skipped over and ignoredefforts are immediately made to solve "the problem."”
(Watson, 1976, p. 88). Blanchard (2004) echoes the

prevalence of the third cause: "Defining the problem is
sometimes the most difficult part of the process, particularly
if one is in a rush to 'get going'" (p. 48). Hammond, Keeney,
and Raiffa (2002), too, warn of the pitfalls in taking
problem formulation lightly:
Too often, people give short shrift to problem
definition...In their impatience to get on with
things, they plunge into the other elements of
decision making without correctly formulating the
problem first. Though they may feel like they're
making progress in solving their problem, to us
they seem like travelers barreling along a highway,
satisfied to be going 60 miles an hour--without
realizing they're going the wrong way. (p. 26)
Why is articulating the correct problem so important?
Hammond et al. (2002) succinctly state it as, "The way you
state your problem frames your decision. It determines the
alternatives you consider and the way you evaluate them.
Posing the right problem drives everything else" (p. 15). It’s
as simple as that. Ezell and Crowther (2007) identify five
philosophical issues that may bias problem formulation: (1)
hidden bias; (2) education bias; (3) understanding of reality;
(4) perspective mismatch among the client and problem
solver; and (5) confusion in the model and the real world.
Incorrect identification of our problem increases the
likelihood of us committing a Type III error. Fortunately,
however, there are a suite of techniques known as problem
structuring methods that can assist in this process.
Before proceeding, it is important to note here that problem
structuring methods are different from decision-making
methods. Decision-making methods are focused on making
decisions about an already specified problem. Though
related, diagnosing a problem based on historical case
studies, like Katsouros, Papavassiliou, & Emmanouilidis
(2013) is not problem structuring because it assumes that
the problem is already known and understood; it just has to
be selected from a subset of known problems and, thus, can
more readily been seen as the first step in a decision-making
process. Problem structuring methods are used when the
problem is not well-known or understood. Decision-making
processes tend to be quantitative in nature, e.g., markov
decision processes (Bole et al., 2015), whereas problem
structuring methods are qualitative. Many prognostic
techniques are focused on supplying information for
decision-making techniques, e.g., Vandawaker, Jacques and
Freels (2015), which assumes you know what information
to collect in the first place.

4.1. What are problems structuring methods?
Problem structuring methods are part of what is termed soft
OR (operations research). “The word hard refers to the use
of mathematical and quantitative techniques…The soft in
soft OR simply refers to the orientation of the approach as
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qualitative or interpretative rather than quantitative, as is the
focus of hard OR… In very general terms, therefore, soft
OR methods are those that structure a problem, as opposed
to hard OR that seeks to solve it.” (Heyer, 2004, pp. 2-4).
Optimization and decision analysis, for example, are
considered traditional hard OR techniques. The main soft
OR techniques include Soft Systems Methodology,
cognitive mapping, and Strategic Options Development and
Analysis (SODA), which will be introduced in this section.
Soft OR techniques, of which problem structuring is a part,
should be thought of as working in concert with hard OR
techniques and not in opposition to. “Problem structuring
can be defined as the process of arriving at a sufficient
understanding of a particular problem so as to proceed to
some sort of formal modelling” (Pidd & Woolley, 1980, p.
1063).
Problem structuring methods, as their name suggests, are
focused on helping a decision-maker identify what the
problem actually is (Collins & Currie, 2012). To those with
little practical experience, especially students, this statement
might seem trivial because they are used to being presented
well-structured problems to investigate. However, the realworld is full of problems that have not been explicitly
stated, problems that can be described as messy. Vennix
(1996) discusses these messy problems:
One of the most pervasive characteristics of messy
problems is that people hold entirely different
views on (a) whether there is a problem, and if they
agree there is, and (b) what the problem is. In that
sense messy problems are quite intangible and as a
result various authors have suggested that there
are no objective problems, only situations defined
as problems by people. (p. 13)
Problem identification in these problems has only grown
more difficult as problems have expanded in complexity.
“In the 1970s, 80s and 90s, it had become obvious that some
[organizational] problems could not be solved by pure logic,
employing hard OR. Indeed problems have continued to
become more complex and increasingly difficult to model
mathematically” (Heyer, 2004, p. 3).
In the earlier semiconductor manufacturer example,
customer satisfaction is stated as being one of the factors
that will influence the maintenance schedule, which
assumes the manufacturer knows what will satisfy their
customers. If they do not know what would satisfy their
customers, how would they find out? Do the customers
prefer timeliness to quality? Does ensuring a high quality
yield open up new customers to the manufacturer? Answers
to these preliminary questions help the manufacturer make
decisions regarding their maintenance schedule.
What the example above highlights is that on the surface a
problem might seem straightforward, e.g., what should the
maintenance schedule be, but may actually turn out to be far
more complicated when the information requirements are
thought through and might even highlight a gap in the

manufacturer’s strategic plans (Chapman & Ward, 2002).
Problem structuring methods are tools to help work through
these issues and actually understand what the problem is. As
the twentieth century American engineer Charles Kettering
once said “a problem well stated is a problem half solved.”
Sadly, modern academic engineering has forgotten this
advice though some academics have recently advocated for
a renewed focus on problem structuring in academia and
engineering (Blockley & Godfrey, 2000; Hester & Adams,
2014; Mingers, 2009).
The reason for an avoidance of problem structuring
methods, beyond not being quantitative, is due the stovepiping of engineering techniques. The information gained
from a PSM might result in a variety of hard methods being
employed or even a trivial solution. From our example, if
the customer’s focus is timeliness, then the maintenance
schedule becomes a minimization problem; if they require
quality, then the maintenance schedule becomes a quality
control problem; it might even turn out that the “fix it when
it breaks” solution is appropriate for the business. A more
likely scenario is that the solution method might be a mix of
these factors, quality and timeliness, resulting a complicated
solution approach. This may even lead to difficult questions
for the business leaders, for example, if only 10% of
revenue comes from customers that care about quality
should we stop trying to satisfy those customers?
In short, a decision-maker might know that there is a
problem, they just do not know what it is (Collins & Currie,
2012). The problem might even involve intangible issues,
for example, how will the maintenance schedule affect
worker morale? Research into difficult problems has led to
the term “wicked problems.” Wicked problems are
problems which are hard to solve because they lack
complete information, their feasible solutions are not
testable, and they are unique (Rittel & Webber, 1973). As
traditional hard OR was unable to tackle these wicked, or
messy, problems, soft OR was developed. As wicked
problems are hard to classify, Bayesian inference
approaches, like the one proposed by Katsouros
Papavassiliou, & Emmanouilidis (2013) to address complex
maintenance scenarios, are difficult to apply.
In the same way that a hammer makes it easier for us to put
nails into wood, PSMs help our brain begin to understand
these wicked problems. The limitation of the human brain
can be seen by the amount of information that we can focus
on at once (Miller (1956) famously showed that we could
only handle approximately seven items at once). PSMs
provide a set of tools to help us think about a problem in a
structured way through a structured discussion. We use
mind tools in our everyday life, for example, if you do not
wish to forget something for work, place it by the front door
the night before (Allen, 2002). However, unlike many hard
techniques, PSMs do not guarantee that the “correct”
solution will be found; as Collins and Currie (2012) state,
“In the same way that having a hammer available does not
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guarantee that shelving will be [put up] straight, PSM does
not guarantee a good, or even correct, model but it does
provide a method, a hammer, to getting the modeling job
done” (p.170). As use of a PSM does not guarantee a
solution, research into PSMs tends to focus on the process
of decision-making as opposed to the decision itself. Even if
a solution was not found using a PSM, the processes
provide a method for clarifying the problem and capturing
viewpoints.
4.2. Common Problem Structuring Methods
This section introduces two PSMs, namely: strategic options
development and analysis (SODA) and soft systems
methodology (SSM). The methods were chosen because of
their simplicity as this paper is intended for a reader not
familiar with PSMs, as well as their prominence within the
literature (Mingers, 2011). The underlying diagrammatic
method for each of these methodologies are described by
Mingers (2011) and Ackermann (2012) as cognitive
mapping (for SODA) and rich pictures (for SSM). Other
approaches do exist, for example, drama theory (Bryant,
2007), morphological analysis (Ritchey, 2006), dialogue
mapping (Conklin, 2005), strategic choice approach (Friend
& Hickling, 1987; Friend & Jessop, 1977), and systemic
thinking (Hester & Adams, 2014). This is not an exhaustive
list but represents examples of PSMs that have been
practical implementation.
4.2.1. Strategic Options Development and Analysis
Strategic Options Development and Analysis (SODA) is a
specific technique based on cognitive mapping developed to
tackle wicked problems by Colin Eden (2001). Cognitive
mapping is simple to understand but it also provides a
powerful tool to understanding a problem due to its focus on
capture ideas in a non-linear way. The traditional approach
to capturing ideas is done in a linear, sequential manner
such as bullet-point lists or prose. Cognitive mapping allows
for the connection of ideas, using arcs and arrows, to
produce an overall linkage map that gives a holistic view of
the problem that might not have been apparent before the
cognitive mapping exercise. It also highlights what has been
the focus of the discussion, since those areas will be well
represented on the map. An example cognitive mapping can
be seen in Figure 2, which is based on our semiconductor
manufacturing example.

Timeliness
Figure 2. Partial cognitive map of example semiconductor
problem
The concepts in the nodes can be anything: an event, a
physical quality, an intangible state, etc. The arrows show
that the concept in one node affects the concept in the
connected node. As Collins and Currie state, “The purpose
of cognitive maps are to allow the user to visualize the
abstract system under consideration and guide them to
making decisions relating to the system; this can be seen in
the same way as how geographic maps help when deciding
on which route to take on a journey” (Collins & Currie,
2012, p.170).
SODA requires concepts to be connected by a positive or
negative arrow, whereas cognitive mapping does not. A
positive arrow implies that the concept has a positive, or
beneficial, impact on the linked concept, whereas a negative
arrow implies a negative, or detrimental, impact. To
understand how these links work, consider again our
semiconductor manufacturing example: maintenance has a
positive impact on downtime, i.e., increases it, because the
manufacturing process has to stop for maintenance, so a
positive arrow would connect the two concepts. Downtime
decreases the manufacturer’s ability to complete orders on
time so a negative arrow would be used to connect
downtime to timeliness. However, better maintained
machines are less likely to break down so “well maintained”
is has a negative impact on downtime, i.e., deceases it, due
to less failures. These relationships are shown in Figure 3.
More maintenance ... less maintenance

Well maintained ... under maintained

~

More downtime~ .. less downtime

1-

On-time ... late

Figure 3. Example of cognitive map used in SODA
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The figure shows that the concepts have been placed in a
positive-negative arrangement. A positive (negative) arrow
from X to Y mean that the more there is of X the more (less)
there is of Y, based on the continuum shown in the node.
This is supposed to represent how the concept can change.
For example, the system might have more maintenance or
less maintenance. The ellipses are equivalent to “as opposed
to.” A criticism of adding concepts this way is that it is
subjective. For example, the figure could depict “early”
instead of “on time” in the lowest concept of Figure 3.
SODA only provides a representation of the problem in a
diagrammatic form, and no further analysis is provided,
unlike other approaches, like systems dynamics, which
would develop a quantitative model from the diagram. The
goal of the SODA process is to highlight weaknesses of
understanding, as well as to provide a common
understanding of the problem among stakeholders.
4.2.2. Soft Systems Methodology
Another approach to deal with wicked problems, Soft
Systems Methodology, was developed by Peter Checkland
(Checkland & Scholes, 1999). Checkland’s approach was
developed from direct experiences with industrial projects.
SSM is a process-based approach. The seven steps of the
process can be summarized as:
1.
2.
3.
4.
5.
6.
7.

element of SSM (C. Eden & Ackermann, 1998). Ackermann
(2012) describes them as:
The rich picture, which may be seen as a ‘cartoonlike’ representation of the problem situation as a
whole, is used to reveal the processes, structures,
burning issues (particularly human), flows etc. and
acts as a powerful dialectic for conversation and
subsequent learning. It aims to provide a view of
the current situation and therefore can be a
cathartic mechanism allowing concerns to be
aired. (p. 653)
The construction of rich pictures follows no common syntax
or technique but rather it is intended to be a graphical
representation of whatever level of detail is deemed
necessary to facilitate further understanding about a problem
situation. One common technique is to have those
stakeholders affiliated with a problem independently
generate a rich picture and compare their representations in
an effort to generate discussion and produce a common
understanding of a problem situation. An example of this
situation is shown in Figures 4 and 5 for a consumer and
manufacturer, respectively.

A problem situation occurs.
The problem situation is expressed.
Root definitions of relevant purposeful activity systems.
Conceptual model derive from step three.
Comparison of models and real world.
Identifying changes that are desirable and feasible.
Take actions to improve problem situation.

A first glance, these steps may seem straightforward, which
is testimonial to the validity of Checkland’s design, but each
step must be carefully considered for information extraction
to be achieved. For example, it can be hard to find a root
definition of the system so Checkland purposes using the
CATWOE technique, which stands for Customers, Actors,
Transformation Process, World View, Owner, and
Environmental Constraints. CATWOE is a series of
questions which the stakeholders must answer to have a
definition of the system. An interesting part of the SSM
process is the movement from the real-world to the abstract
and back to the real-world; this allows the decision-makers
to focus their discussion in a particular domain and avoid a
large spread in conversation. As the reader might imagine,
the SSM process requires a skilled facilitator to function
efficiently. The reason for facilitation is that SSM approach
uses model building to build consensus.

Figure 4. Rich picture from consumer’s perspective

Although they are really intended to help stakeholders
understand and articulate the problem situation (primarily
steps 1 and 2), rich pictures are arguably the most used
Figure 5. Rich picture from manufacturer’s perspective
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The differences between perspectives in Figures 4 and 5 are
many. From Figure 4’s perspective, the consumer is
concerned with cost, measured (how much will it cost me),
part reliability (does the item work when I want it to), and
part availability (can I get the part when I go to the store).
These are all non-technical perspectives and the consumer
views the problem as one in which manufacturers are
competing for their business. An alternative viewpoint is
that of the manufacturer, as shown in Figure 5. This
perspective is far more technical. It involves consideration
of profit, which is a function of both part price and
maintenance costs (among other factors), as well as
equipment availability (measured in mean time between
failure (MTBF)). MTBF affects both timeliness and price.
The manufacturer sees their problem as one in which
numerous consumers evaluate their product based on price
and timeliness (availability). Maintenance procedures are
linked to both profit and MTBF, and policies for
maintenance are far-reaching in their effect. Therein lies the
potential justification for prognostics and health
management techniques. Whereas the consumer does not
care about how the product gets to them, they just want it
faster, better, and cheaper, as the old saying goes. The
manufacturer must care about these elements if they wish to
compete in a globally competitive landscape. Assessment of
the differing rich pictures allows for a more complex
understanding of the problem and depending on the primary
proponent of the analysis, be it the manufacturer or the
consumer, drives the ensuing SSM assessment in a
completely different direction.

should reinvested in a new plant configuration (i.e., are we
solving the right problem), although there has been some
work illustrating successful PSM case studies (Mingers &
Rosenhead, 2004; Munro & Mingers, 2002; Pidd &
Woolley, 1980; Rosenhead & Mingers, 2001).
The role of the OR practitioner within a hard OR problem is
first and foremost that of an analyst, reconstituting available
data into a format suitable for further assessment, i.e.,
setting up a linear program to solve a scheduling problem.
In soft OR, however, the OR practitioner is a facilitator,
“attempting to manage the complexities and uncertainties of
problem content while simultaneously managing the
interpersonal processes and dynamics of the client group”
(Rosenhead, 1996, p. 128). This is not to say the soft OR
problem practitioner’s job is more difficult than that of the
hard OR analyst, just different. The skill set required is not
traditionally taught in OR education, at least within the
United States (Mingers, 2011).
Finally, method selection within soft OR can be difficult.
There are many techniques, as discussed in this paper, and
each has its own subtleties, advantages, and disadvantages,
making method selection difficult (Mingers & Rosenhead,
2004). We have introduced the reader to two methods and
discussed their relevance in the prognostics and health
management world. In the following section, we elaborate
on the use of cognitive mapping to address a realistic
problem.
5. EXAMPLE PROBLEM

4.3. Issues with the Use of Problem Structuring Methods
Up until now we have highlighted the many advantages of
the use of PSMs, however, it would be disingenuous to not
also point out that there are some drawbacks. There is a
contingent of researchers and practitioners within the
operations research community that do not consider PSMs
“real OR” (Mingers, 2011). This bias held by some in the
OR community means that use of PSMs is often facing an
uphill battle (Collins & Frydenlund, 2015). In addition to
this subjective impediment to the use of PSMs, three
substantive issues present themselves when using problem
structuring methods: 1) the difficulty in assessing the
efficacy of methods, 2) the need for a skilled facilitator, and
3) difficulties associated with method selection itself.
The complexity of PSMs means it is difficult to assess
whether or not a method has been deployed correctly. With
a hard OR approach, we can quantify the effect gained from
making a decision. For example, we can discern how much
money we have saved by investing in a sophisticated
prognostics system based on maintenance savings versus the
cost of the system. However, as it pertains to PSMs, it is
difficult to discern how we quantify the value of knowing
whether we needed the system to begin with or whether we

In this section, we demonstrate the utility of applying
problem structuring methods to a practical problem. The
problem we investigate was introduced earlier in Section 3,
as developed by Chien and Wu (2003). We will demonstrate
cognitive mapping, the fundamental logic underlying the
SODA approach in this section. The basic steps to be
followed in developing a cognitive map amongst many
stakeholders are (Hester, Akpinar-Elci, Shaeffer, and
Shaeffer, In press):
1) Stakeholders decide on an issue (i.e., a variable of
interest) to explore to provide a common anchor for
their individual cognitive map (CM);
2) Each stakeholder independently develops a CM of the
situation, including directionality (positive, negative, or
unknown) linkages between concepts;
3) The stakeholder discuss their individual perspectives,
using their CM as the common language of comparison;
4) Stakeholders are provided the opportunity to revise
their CM based on the conversation in Step 3. Thus,
they can return to Step 2 (or 1 if needed), or proceed to
Step 5;
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5) A narrative is constructed to illustrate the similarities
and differences between the perspectives; and
6) Although it will not be undertaken in this analysis,
further analysis including fuzzification can be invoked
using CM maps to determine dynamic behaviors (see,
e.g., Kosko (1986)). This requires a consensus CM be
generated. Given that the intent of this paper is to
demonstrate utility of PSMs in a smart manufacturing
environment, a narrative discussion is determined to be
a sufficient stopping point.
Step 1: The example problem concerns a semiconductor
manufacturer who is conducting final tests on integrated
circuit (IC) devices (see Section 3 and Chien and Wu (2003)
for further problem context). The final test results indicate
whether to accept or reject an IC device. The variable of
interest is the price of a particular part (as influenced by
testing decisions). It is of interest to explore this variable
from both the manufacturer and consumer’s perspective.
Step 2: Figures 4 and 5 have been adapted to include
directionality as representative viewpoints of the problem
from the consumer and manufacturer’s perspectives. These
perspectives are shown in Figures 6 and 7, respectively.

Figure 7. Cognitive map from manufacturer’s perspective
Step 3: In this case, the manufacturer may hold a number of
in-house meetings, as well as consumer focus groups, to
understand their internal perspectives, as well as those of
their customers. They can identify that price, for example, is
a fundamentally important element in both the
manufacturer’s and consumer’s cognitive maps. However,
the consumer is also concerned with part availability and
reliability, whereas the manufacturer is focused on price and
timeliness. Seeing this, the manufacturer may wish, via
Step 4, to modify their map to reflect common terminology,
thus “Timeliness” in their cognitive map becomes “Part
Availability” as this is the real concern of the consumer.
Step 4: The change from “Timeliness” to “Part Availability”
is reflected in the consumer’s cognitive map (not shown).
Step 5: The manufacturer’s and consumer’s perspectives are
combined as shown in Figure 8. This perspective is more
comprehensive and complete than either stakeholder viewed
the problem to begin with (see Figures 6 or 7).

Manufacturer A's

Figure 8: Combined Cognitive Map

Figure 6. Cognitive map from consumer’s perspective

Reflection by the manufacturer on the comprehensive
problem mapping may cause a modification of its original
intention. At the outset of the problem, the manufacturer
identified price as the driver for their decisions. However,
looking at Figure 8, we see the real problem is much more
complex. Manufacturer A has to compete with
Manufacturer B (and likely many others), while Consumer
A must choose between numerous manufacturers. Each of
the manufacturers is evaluated on a number of factors, of
which price is only a singular element. As a result,
Manufacturer A must be concerned with price, but there are
still many uncertainties at play, including the relationship
between price and profit and profit and required
maintenance. Further evaluation might encourage the
manufacturer to investigate maintenance procedures and
policies, whereas the initial focus was on acceptance testing
and accompanying profit. Clearly, the use of prognostics
and health monitoring techniques could aid the
manufacturer in reducing required maintenance and
increasing profit, however, the linkage between their
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original problem and PHM may not have been so clear
without the application of problem structuring methods.
While this is a simple example, it shows the power of PSMs
in helping to reveal additional details about the true nature
of a problem facing an organization.
Though the approach of SODA and SSM may look simple
from the outside (which they are designed to be to help
facilitation of them), there are many issues not covered in
this paper that a potential facilitator of the technique should
be aware of. These issues are discussed in detail in Eden and
Ackermann (1998) for SODA and Checkland & Scholes
(1999) for SSM. Both books are easily accessible to a
beginner in the field, however, an in-depth exploration of
their content is well beyond the scope of this paper. In the
next section, we make suggestions as to how to embrace
these methods moving forward.

6. A WAY AHEAD
This paper has introduced the reader to the utility of
applying problem structuring techniques to prognostics and
health management applications. While the use of PSMs
alone has advantages, they are perhaps best used in concert
with
a
hard
OR
technique
(Munro & Mingers, 2002). While such an approach is not
without both philosophical and practical challenges
(Kotiadis & Mingers, 2006), many studies have shown
advantages reported by practitioners (Mingers & White,
2010; Munro & Mingers, 2002; Rosenhead & Mingers,
2001). To this end, we suggest methods reflected in Figure 1
should work with problem structuring methods as well. We
believe that PSMs would work as a preprocessing step to
those in Figure 1 because the problem must first be derived
before prognostic techniques can be applied.

The proposed modification is meant to suggest that PSMs
can (and should) work hand-in-hand with existing
prognostics techniques by first defining the problem to be
solved by traditional prognostic techniques. This enhanced
approach can help both structure and solve difficult
prognostics and health management problems and help
researchers and practitioners focus their efforts on the areas
most in need of further development, so as to avoid
committing a Type III error in this exciting and emerging
field. Our intent is that this paper serves as a call to arms for
the prognostics and health management community to
embrace PSMs in an effort to accelerate the PHM field’s
development. It is our belief that adoption of these
techniques is vital for the United States to remain
competitive in today’s manufacturing environment.
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