Non-linear model fitting for the measurement of thin films and surface topography by Hirokazu Yoshino (7161923)
Non-linear model fitting for the measurement of
thin films and surface topography
by
Hirokazu Yoshino
A Doctoral Thesis
Submitted in partial fulfilment
of the requirements for the award of
Doctor of Philosophy
of
Loughborough University
20th June 2017
Copyright 2017 Hirokazu Yoshino
Abstract
Inspection of optical components is essential to assure the quality and perform-
ance of optical systems. Evaluation of optical components includes metrology
measurements of surface topography. It also requires optical measurements in-
cluding refractive index, thin film thickness, reflectivity and transmission. The
dispersion characteristics of optical constants including refractive index are also
required. Hence, various instruments are used to make these measurements in
research laboratories and for quality assurance. Clearly, it would be a significant
advantage and cost saving if a technique was developed that could combine surface
metrology with optical measurements. Coherence Scanning Interferometry (CSI)
(also referred to as Scanning White Light Interferometry (SWLI)) has been used
widely to measure surface topography with sub-nanometre vertical resolution. One
of the benefits of the CSI is that the technique is non-contacting and hence non-
destructive. Thus the test surfaces are not affected by the measurement using a
CSI instrument whereas damage to the surfaces can occur when using traditional
contact methods such as stylus profilometry. However use of CSI is geometrically
limited to small areas (. 10 × 10 mm) with gentle slopes (. 40°) because of the
numerical aperture of objective lens whereas stylus profilometry works well with
larger areas and higher slopes due to the range of motion of the gauge and the
traverse unit.
Since the CSI technique is optical and involves light reflection and interference
it is possible to extend the technique for the measurement of the thickness of
transparent films, the roughness of surfaces buried beneath thin films or interfacial
surfaces. It may also be used to determine spectral complex refractive index.
This thesis provides an analytical framework of new methods to obtain complex
refractive index in a visible light domain and interfacial surface roughness (ISR).
It also provides experimental verification of these new capabilities using actual
thin film model systems.
The original Helical Complex Field (HCF) function theory is presented followed
by its existing extensions that enable determination of complex refractive index
and interfacial surface roughness. Further theoretical extensions of the HCF theory
are also provided: A novel theory to determine the refractive index of a (semi-
ii
)transparent film is developed to address the constraint of the current HCF theory
that restricted its use to opaque materials; Another novel theory is provided to
measure ISR with noise compensation, which avoids erroneous surface roughness
caused by the numerical optimisation affected by the existence of noise. The
effectiveness of the ISR measurement with noise compensation has been verified
using a number of computer simulations.
Stylus profilometry is a well established method to provide a profile and has
been used extensively as a ‘reference’ for other techniques. It normally provides
a profile on which the roughness and the waviness are computed. Extension of
the stylus profilometry technique to areal measurement of asymmetrical surfaces,
namely raster scan measurement, requires a system to include error compensation
between each traverse. The system errors and the random errors need to be separ-
ately understood particular when the measurement of a surface with nanometre-
order accuracy is required. In this thesis a mathematical model to locate a stylus
tip considering five mechanical errors occurring in a common raster scan profilo-
meter is provided. Based on the model, the simulator which provides an areal
measurement of a sphere was developed. The simulator clarified the relationship
between the Zernike coefficients obtained from the form residual and the size of
the errors in the form of partial derivatives of Zernike coefficients with respect
to the errors. This provides theoretical support to the empirical knowledge of
the relationship between the coefficients and the errors. Furthermore, a method
to determine the size of errors directly from Zernike coefficients is proposed sup-
ported by simulations. Some of the error parameters were accurately determined
avoiding iterative computation with this method whereas the errors are currently
being determined by iterative computation.
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Chapter 1
Overview of metrology for optical
applications
1.1 Background
The performance of optical component such as silicon wafers, thin film photovoltaic
devices and optical lenses is largely attributed to the fidelity of the original designs.
The fidelity of designed surface topography, refractive index and film thickness
determines whether the optical system works as expected. Various methods have
been proposed and developed for such optical quality assurance. Contact methods
as typified by stylus profilometry are often used since these are established, time-
tested and work well irrespective of material under inspection as long as it is
reflective. However, ideally measurements should be performed without physical
contact with the optical components. Additionally, some optical characteristics
are physically intangible or less accessible. In such cases, non-contact methods are
preferred over contact ones. Therefore, further increased demand for non-contact
methods is anticipated.
Surface metrology, particularly surface topographical inspection, is an import-
ant factor in optical products since the reflection and transmission of light are
affected by the interfacial surface topographies. Typical contact methods for sur-
face measurement include stylus profilometry and particular contact modes of
Scanning Probe Microscopy (SPM). The SPMs are superior to stylus profilometry
in terms of their lateral and vertical resolution and are often used in sensitive in-
spections of materials such as bio tissues. Introduction of stylus profilometry has
successfully enabled quantification of many optical characteristics including form,
waviness, roughness, step height, film thickness and other profile measurements.
While stylus profilometry is well-established and often regarded as a ‘reference’ for
surface topographical inspection since its principles of operation and limitations
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are well understood [1], [2], its use is not always ideal. For example, it may scratch
the sample surface. Such scratches may generate errors in the measurement and
degrade the subsequent performance of the part [3]. Also, stylus measurements
take a long time for areal data acquisition for surface areal parameter calculations
[4]. Meanwhile the advances in illumination sources, such as lasers, and in solid
state detectors and optoelectronic devices have accelerated the development of a
variety of instruments which are now able to avoid direct interference with the
sample. For example, non-contact methods as typified by optical profilers such
as Phase-Shifting Interferometry (PSI), Coherence Scanning Interferometry (CSI)
and Confocal Microscopy are characterized by the following features (1) no damage
to the surface (2) high vertical resolution and (3) areal representation in real time
[5]. For these reasons, a non-contact measurement capability may be preferred to
the established stylus approach. The benefits which are currently enjoyed with
the stylus profilometers are their cost-effectiveness, geometrical flexibility (com-
pared with other non-contact methods such as interferometry), speed of profile
acquisition and the fact that it is a time-tested method.
In optical imaging systems, the shape of lenses, mirrors and their moulds are
directly related to the quality of the image. Mass-production of such high defin-
ition optical components has been expensive due to the difficulty in polishing.
Many quality lenses are not always spherical but have some rotational symmetries,
or freeform with no symmetry. In the late 1980s, advances in injection moulding
techniques enabled the production of low cost aspherical lenses [6]. As the devices
with such lenses become smaller and more accurate form control of the surfaces at
the nanometre level is required. These lenses are designed to achieve low F num-
bers and allow for a reduction in spherical aberration to minimise the number of
lenses used in the system. Such lenses bring benefits such as lower cost, downsizing
and enhanced imaging quality. For precise control of the form, the non-contact
measurement methods using a point sensor such as Multi-WaveLength Interfero-
metry (MWLI) [7]–[10], the areal profilometer built on the combination of scanning
probe microscope and Coordinate Measuring Machine (CMM) technologies [11],
and raster scan measurement using the conventional Phase Grating Interferometer
(PGI) based stylus profilometer have been used recently [12], [13].
Thin film thickness and refractive index measurements are needed in import-
ant applications such as optical coatings and thin film PV. Refractive index de-
termines the behaviour (reflection, refraction and transmission) at the interface
of media. Therefore accurate control of spectral refractive index together with
film thickness is essential in adding functionalities to optical components, e.g.,
anti-reflection coatings. Optical measurement techniques of film thickness include
Spectroscopic Ellipsometry and Interferometry. The traditional contact method
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of stylus profilometry remains in use [14]. Those optical methods would also be
applicable to refractive index determination with some extra numerical computa-
tion. In acquisition of the spectral complex refractive index of (semi-)transparent
layer or other opaque materials, spectroscopic ellipsometry is generally preferred
to other methods as it enables accurate and relatively fast measurement. Hence
this is often used as a ‘reference’ of such measurements [15].
As described above, the measurements of those optical characteristics may
involve the use of many techniques. A reduction in the number of instruments
used would result in lower cost, space and improved convenience. To achieve this,
further extension of the measurement capabilities of each technique is necessary
while maintaining their core function or even including enhancements.
1.2 Metrology for surface topography
Roughness and waviness profiles are derived from a primary profile by applying
appropriate digital filters [16]. The type of filters and the corresponding cut-
off values are determined according to the topographic features of interest [17].
Additionally there are so-called physical filters included in the physical components
of an instrument. For example, the radius of a stylus tip can be a typical physical
filter which damps the details of an actual profile [1], [18]. Also the size of a
imaging sensor of a CSI instrument may limit the lateral resolution [1]. It follows
that prudent consideration of digital and physical filters needs to be made when
comparing the obtained measurement results between multiple methods.
Arithmetical mean deviation and root mean square deviations of a roughness
profile, denoted by Ra and Rq respectively, are ones of the most common roughness
parameters. The areal counterparts of these parameters are Sa and Sq but areal
surface characterization does not require the three groups (profile, waviness and
roughness) of surface texture parameters as in surface profile characterization [16],
[17], [19], [20]. In optical lens manufacture, the difference between measured and
designed shapes is often considered to be critical. The corresponding parameter
for the profile is Pt and would be Sz if an areal measurement were made [19], [20].
1.2.1 Classification of surface metrological techniques
The techniques used for surface metrology can be roughly classified into three
categories as shown in Figure 1.1: Contact, Scanning Probe Microscopy (SPM)
and optical methods. Note that some of the modes of the AFM are viewed as
contact methods and the ‘optical’ methods shown in Figure 1.1 are all non-contact
[21].
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Surface profiler
Contact SPM Optical
LVDT
PGI
Imaging sensorAFM
STM
Point sensor
CSI
MWLI
CM
SPM: Scanning Probe Microscopy 
LVDT: Linear Variable Differential Transformer 
PGI: Phase Grating Interferometer 
AFM: Atomic Force Microscopy 
STM: Scanning Tunnelling Microscopy 
MWLI: Multi-WaveLength Interferometry 
CSI: Coherence Scanning Interferometry 
CM: Confocal Microscopy
Figure 1.1: Classification of surface profilers.
Contact techniques
Stylus profilometers have been used for several decades in one form of another.
A schematic configuration of a profilometer is shown in Figure 1.2. Currently
two common technologies exist for control of the stylus. One is equipped with
a Linear Variable Differential Transformer (LVDT), which detects the vertical
displacement of a stylus electro-mechanically. The stylus is translated vertically
according to surface height variations. The vertical movement causes shifts in the
ferromagnetic core position of the LVDT resulting in electrical signals. The signals
are in turn converted to a digitally-formatted surface profile and then stored in
a computer [5], [22]. The other way of controlling the stylus is Phase Grating
Interferometry (PGI). An interferometer is equipped with a cylindrical diffraction
grating mounted on a pivotal support arm of the stylus probe for contacting a
surface. A laser diode is normally incident on the grating to produce a pair of first
order diffracted beams. Movement of the stylus about the pivot is transferred to a
rotation of the grating and this rotation, in turn, invokes Doppler shifts between
the two emerging beams. Then the two beams are superimposed to produce an
interference signal. Following this, the fringe is investigated to detect zero crossing
of the signal. Finally, the phase of the signal corresponding to the stylus position
is computed and estimated by interpolation [22], [23].
The gauge resolution of a LVDT type is up to ∼ 3 nm and of a PGI up to
∼ 0.5 nm. The nominal measuring range (vertical) is up to a few millimetre and
& 10 mm for LVDT and PGI respectively when using a standard stylus, e.g., a 60
mm stylus arm length. There is little difference in their stylus forces, say, 0.75 mN
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Figure 4 Elements of the typical stylus instrument, from ISO 3274: 1996 
 
 
 
 
Figure 5 A typical table-top stylus instrument, courtesy of Taylor-Hobson Ltd 
 
Figure 1.2: Schematic drawing of a typical configuration of stylus profiler [from
ISO 3274: 1996].
when a standard stylus, 2 µm radius conisphere diamond tip with 60 mm stylus
arm, is used.
Scanning Probe Microscopy
The Scanning Probe Microscope measures surface topography by sliding the mech-
anical probe with a fine tip in close proximity to a test surface, e.g., within a few
A˚ngstro¨ms. It produces a magnified image of the surface and resolves the areal
features with lateral resolution of a fraction of an A˚ngstro¨m. Two typical sensors
with high spacial vertical resolution (. 0.1 nm) are the tunnelling sensor and the
force sensor. The instrument equipped with a tunnelling sensor is referred to as
Scanning Tunnelling Microscope (STM) and the one equipped with a force sensor
as Atomic Force Microscope (AFM) [5], [22].
In the STM, the tunnelling current between a metal tip and an electrically-
conductive test surface is det cted. Thus the test surface needs to be semi-
conductive. The tunnelling current is sensitive to the variations in the distance
between the tip and the test surface that even a distance equivalent to a few
atoms can be detected (a distance of 0.1 nm can change the reading by an order of
magnitude). Two common observation methods are: (1) measuring the tunnelling
current with the distance between the tip and the test surface unchanged; (2)
measuring the distance between the tip and the test surface with the tunnelling
current unchanged [5], [22]. Incidentally, a typical lateral resolution for the STM
is up to ∼ 0.1 nm.
The AFM is an extension of the STM and is able to deal with non-conductive
test surfaces by using the atomic force between the tip and the test surface. The
probe tip mounted on the free end of the cantilever either follows the surface in
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contact or scans the surface at a certain distance from the surface. The force
between the tip and the surface causes the cantilever to bend. The amount of
displacement of the cantilever measures the surface topography. There are various
readout techniques available, e.g., the optical triangulation or feedback into a diode
laser from the reflection off the back of the cantilever. Although various modes of
scanning are available, they can be roughly divided into two types: contact and
non-contact mode. In the contact mode, the tip is drawn by the surface due to
the interatomic force and the cantilever bent to touch the surface. Then it scans
the surface with the displacement of the cantilever unchanged where the control
signal to keep the displacement is detected to produce the surface topography. In
the non-contact mode, the AFM tip scans the surface keeping the force (distance)
unchanged. Either the cantilever or the test sample is raised or lowered according
to the surface topography so that the force (distance) between the tip and the
surface can remain unchanged [5], [22]. A typical lateral resolution for the AFM
is ∼ 2− 10 nm.
Optical techniques
Interferometry is a non-contact technique which has been used successfully for
surface metrology. As shown in Figure 1.1, CSI and MWLI are common interfero-
metric techniques and are built on similar principles. Whereas CSI is considered to
be an imaging sensor technique which performs areal measurements. This optical
technique is often used to evaluate smooth surfaces such as silicon wafers. The
Twyman-Green interferometer or the Fizeau interferometer are standard inspec-
tion methods for the shape of optical products where the interference fringes on the
surface are observed [6], [24]. Alternatively, Phase Shifting Interferometry (PSI),
which is equipped with imaging sensors, can be used to compute the phases over
the field view based on several interference intensities and to reproduce an areal
representation [25], [26]. If a surface exhibits significant roughness or has a surface
height difference of adjacent pixels that exceeds λ/4 (λ is the used wavelength)
[27], then the surface topography will be less credible even with phase unwrapping
algorithms applied [28], [29]. In terms of computing workload, i.e., total meas-
urement speed, PSI is superior over CSI which may involve heavy computation of
interference signals.
Introduction of a short coherence length light source to the interferometry with
image sensors, such as CCD cameras, enables accurate areal representation of test
surfaces. By determining the vertical location that has the maximum intensity
in the scanned interference signal, the corresponding height is calculated pixel-
by-pixel avoiding phase ambiguity. This technique is referred to as Coherence
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Scanning Interferometry (CSI) [30], [31]. Accurate peak determination is achieved
with vertical resolution of . 0.1 nm [32] whereas the lateral resolution is limited
by the diffraction limit. It follows that the lateral resolution is given as a function
of the numerical aperture (NA) of the objective lens: 0.61λ/NA [6]. A variety
of peak detection techniques have been proposed such as Coherence Correlation
Interferometry (CCI) [32], [33], Fourier Domain Analysis (FDA) [34], [35] and
other spacial or frequency domain based methods. A schematic drawing of Mirau-
type CSI is shown in Figure 1.3.
Sample
Detector
BS
OL
LS
RM
ߠ
IL
CL
LS: Light SourceCL: Collimator LensIL: Imaging LensOL: Objective LensRM: Reference MirrorBS: Beam Splitter
FocusScanner
Figure 1.3: Schematic drawing of the Mirau-type coherence scanning interfero-
meter.
Another typical optical areal surface instrument equipped with point sensors
is Confocal Microscopy (CM), which is also referred to as Confocal Laser Micro-
scopy. Although this microscope also scans a test surface vertically, the principle
relies not on interferometry but the focal point of the optical system. A laser
beam passes a pinhole placed after the light source and this creates a smaller
point light source. After passing the scanning optical system, the beam reflects
from the test surface and passes a second pinhole to reach photo detectors. These
two pinholes are placed in optically conjugate planes. This configuration enables
only the light in focus on the test surface to pass the second pinhole. The instru-
ment uses the images in focus unlike ordinary microscopes which use a diffracted
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image. Although for an amplitude image the resolution of a confocal microscope
is exactly the same as CSI [36], this method can exhibit higher lateral resolution
by performing optical sectioning [37]. However the vertical resolution, in general,
is inferior to that of CSI depending on the signal analysis. An areal measurement
is efficiently performed by rotating a multi-pinhole filter while vertically scanning
[38].
Point sensors such as MWLI or the heterodyne interferometer can be used
for profile measurement or absolute distance measurement [39]–[42]. Interfero-
metry suffers from a 2pi phase ambiguity when surface height difference exceeds
λ/4 between two adjacent data points. In MWLI (heterodyne interferometer),
laser beams of multiple (two) wavelengths lead to larger phase unambiguity. For
example, given two light beams with the wavelengths of λ1 and λ2 respectively,
the resulting synthetic wavelength λ† is given by λ† = λ1λ2/|λ1 − λ2|. This shows
that the interference signal generated by the synthetic wavelength has a further
extended unambiguous measurement range (UMR) of λ†/4 [41], [43]. Figure 1.4
shows interference signals generated by light beams of (a) λ1 = 779.5 nm and (b)
λ2 = 825.3 nm and (c) their synthetic signal with a wavelength of λ
† = 14.0 µm.
The corresponding wrapped phases computed using a Hilbert transform are also
shown in Figure 1.5. The phase ambiguities in λ1 and λ2 are drastically reduced
by using λ† as shown in Figure 1.5c. Accordingly MWLI and heterodyne inter-
ferometry are able to increase the UMR of distance measurement (from less than
1 µm up to several millimetres) and are applicable to more challenging surfaces
[8]. Such techniques enable fast areal measurement with a rotating table on which
a work-piece is placed. Typical applications of these systems include aspherical
or freeform optics and have been receiving a lot of attention recently [7]–[9], [44],
[45].
1.3 Metrology for optical freeform surfaces
Accurate orientation is necessary for measurement of freeform and aspheric sur-
faces to analyse the measured areal topography. A typical non-contact measure-
ment method for high-departure surfaces includes the system using a point sensor
to provide a point cloud (a set of three-dimensional points based on a reference
coordinate system) which represents the test surface. One example is an instru-
ment with four MWLI sensors where one works as a measurement probe and the
rest are used to locate the probe position accurately as shown in Figure 1.6 [46].
The sample table rotates while the sensor is tracing the given radial design data.
A similar configuration is used with other probes such as low-coherence interfero-
metry, confocal chromatic sensing [47], [48] and differential confocal [49] with an
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(c) Synthetic wave = 14.0463 m
Figure 1.4: Interference signals using monochromatic coherence light source of (a)
Wavelength = 779.50 nm, and (b) Wavelength = 825.30 nm. The beat interference
signal of (c) Wavelength = 14.0 µm ((a) + (b)).
interferometer [44], [45]. Note that use of such systems with rotating stages may
be limited to rotationally symmetric geometries (aspherical surface) [50]. Rota-
tion of the measurement probe enables measurement at steep slopes as shown in
Figure 1.6, e.g., the LUPHOScan series (Taylor Hobson Ltd) can measure surfaces
with slopes up to 90◦ [50].
Alternative typical contact measurement systems include those built on the
principle of the CMM and the AFM technologies such as UA3P (Panasonic Pro-
duction Engineering Co., Ltd.). Three reference flat surfaces (mirrors) independ-
ent of the stages are monitored by using laser interferometers during measurement.
This configuration minimises the influence of the misalignment in the stages in the
measurement. The test surface is traced by using the AFM technology with the
stylus force kept at 0.15− 0.30 mN. Hence, the test surface is scanned two dimen-
sionally and less likely to be damaged than that measured by stylus profilometry
with the stylus force of ∼≥ 1 mN. The surface topography is recorded as the locus
of the stylus detected by a laser [51]. Note that the authenticity of the areal rep-
resentation of the test surface is proportional to the number of raster scans (cloud
points) over the surface. Increasing the number of raster scans requires increased
measurement time.
A conventional stylus system as shown in Figure 1.2 can be used for freeform
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Figure 1.5: The wrapped phases of the signals corresponding to (a) Figure 1.4a,
(b) Figure 1.4b, (c) Figure 1.4c.
or aspheric surface measurement by introducing the movable ‘y stage’ which is set
orthogonal to the direction (x axis) of the stylus movement. The y stage on which
a test piece is placed moves by a fixed distance after every measurement in the
x direction to cover the area of interest (raster scan) [52]. As in other freeform
measurement methodologies, accurate determination of the measurement point,
i.e., the probe tip coordinate is critical to the result. Prior knowledge of the
effect of the error elements arising from mechanical configurations such as stage
misalignment and stylus tip shape assists the compensation of shape errors in
the measurement result [18]. If more accuracy is demanded, the system becomes
larger since additional hardware may be required. However a technique to estimate
the system errors based on a single sphere calibration has been proposed recently
which requires no extra hardware but small computation [53].
1.4 Metrology for thin film thickness and
refractive index
Spectroscopic ellipsometry [54] is an optical technique for surface and thin film
analysis. It is able to measure and determine thin film thicknesses and spectral
complex refractive index denoted by N(λ) = n − jκ. The symbol n represents
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Technology
During measurement the probe performs a spiral scan 
over the entire surface of the object under test and 
produces high density 3D data. Scanning is achieved by 
rotating the object by means of an air-bearing spindle 
whilst the sensor is moved radially and axially using linear 
stages. A rotary stage keeps the sensor normal to the 
object surface. The layout of movement stages provides 
high flexibility, even for uncommon surface shapes 
including steep slopes or profiles with points of inflection.
Based on the absolute measurement capability of the 
employed MWLI® sensor technology the metrology 
instruments also allow inspection of discontinuous optics 
such as segmented surfaces, annular lenses, asphero-
diffractive lenses, and axicons. In addition, the LuphoSwap 
extension enables the determination of lens thickness, 
and wedge and decenter errors. Its software can also be 
utilized to analyze (fully automated) the positioning of 
an optical surface with regard to user-defined reference 
surfaces, such as the lens perimeter, any lens mount, or 
the barrel of molds. 
Accuracy
LuphoScan platforms provide an outstanding level of 
form measurement accuracy. It is achieved by a unique 
reference frame concept and a sophisticated arrangement 
of referencing sensors that follows the Abbe principle.
In LuphoScan 260 HD platforms, the concept has been 
optimized with a new choice of materials, improved 
sensor control, the inclusion of ambient conditions in 
real time and advanced calibration capability. In this way, 
HD systems provide an absolute measurement accuracy 
of better than ±50 nm (3σ) up to 90°. Furthermore, in 
particular the reproducibility of measurements results and 
the noise floor have been greatly improved.
The below graph shows a sample of the variation of 
the determined Power and PV errors of a calibration 
ball (D = 25 mm) in repeat measurements up to 90°. 
Over a measurement period of 14 hours the variation of 
Power and PV remained less than ±15 nm and ±5 nm, 
respectively. 
LuphoScan platforms are scanning interferometers based on an optical (non-contact) point 
probe that utilizes MWLI® technology (multi-wavelength interferometry).
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Figure 1.6: Schematic drawing of a freeform measurement system using a point
sensor together with the four axes denoted by Z, R T and C [from 50, Taylor
Hobson Ltd].
an index of refraction and κ an extinction coefficient. The principle behind the
technique is detection of a change in the polarization states of a light beam (s
and p states). The change is caused by reflection from material interfaces and
transmission through the materials. The parameters to be computed are the
ellipsometric angles denoted by Ψ and ∆. They are associated with the ratio of the
amplitude reflection coefficients rp and rs for p and s polarizations such that ρ =
rp/rs = tan Ψ exp j∆. Using one of the most common ellipsometers, the rotating
element ellipsometer, a linearly polarised light beam reflects from a test material
to become elliptically polarised as shown in Figure 1.7a. The ratio ρ is computed
based on the two values as follows: (1) the azimuth at which another rotating
polariser, called ‘analyser’, makes the reflected light linear-polarised inversely; and
(2) the intensity of the light beam after passing the analyser [55]–[57]. Another
conventional ellipsometer, a null ellipsometer minimises or ‘nulls’ the intensity of
the light, which is set to linearly reflect from the sample surface, at the detector by
adjusting the azimuths of the analyser as shown in Figure 1.7b [55], [57]. Following
these, the refractive index of the test sample denoted by Nt is given by:
Nt = No sin θ
[
1 +
(
1− ρ
1 + ρ
)2
tan2 θ
]1/2
, (1.1)
where the incident angle is denoted by θ and No represents the refractive index of
the surrounding material. Measurements of (semi-)transparent thin film thickness
and the film’s refractive index are not so straightforward. The refractive index and
the thin film thickness are numerically determined by using the Ψ-∆ plots with re-
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Figure 1.7: Common ellipsometers. The components of the ellipsometer are il-
lustrated by encircled letters: ‘L’ denotes the light source, ‘P’ polariser, ‘C’ com-
pensator, ‘A’ analyser and ‘D’ detector. The arrows on the analyser shows that
it is rotating and the black dot represents that the light wave intensity has been
nulled [from 55, Aalborg University].
spect to n, κ and the thickness d [57]. Hence, a mathematical model of the actual
film assembly should be given before the numerical determination. Conveniently,
the determination of film thicknesses and refractive indices are performed simul-
taneously based on a single measurement. Note that the film assembly needs to be
built on the substrate which has no reflection at the interface between the sample
stage and the substrate because reflection at the interface may affect measurement
results.
Spectrophotometric techniques using reflection or transmission are less fre-
quently used for determination of refractive index and film thickness compared
with spectroscopic ellipsometry since the specific methodology needs to be used
depending on the measurement. For example, the index of refraction nt of a ma-
terial with high absorption or minimal interference is approximately determined
by measuring reflectivity of the normal incident light denoted by R⊥ such that
nt ≈
(
1−√R⊥
)
/
(
1 +
√
R⊥
) · Re [No] where the phase information is lost [58].
When film layers are involved, the peak values in the spectral reflection and the
transmission caused by the interference are generally used to determine the re-
fractive indices and film thicknesses. Although there are various approaches, the
methodologies and the assumptions used are test-sample dependent [59]–[61].
Interferometry such as the Fiezau interferometer can be used for thin film
thickness determination. Thin film thickness is obtained by measuring the fringe
interval and the amount of shift because the shift in the interference pattern is
proportional to the thin film thickness. The accuracy of this method is better
than 1 % but depends on the resolution of the digitizing device [14], [62].
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1.5 Research objectives and structure of thesis
A variety of metrology methods for optical applications have been presented in
section 1.1. Brief explanations of the techniques are covered in sections 1.2 – 1.4. A
number of instruments may be used to evaluate even one optical system and thus
multi-functional instruments, ideally all-in-one instruments, would be beneficial
in terms of cost-effectiveness and convenience for the users. One objective of this
thesis is to extend the capabilities of a standard CSI instrument and a standard
PGI based stylus instrument to provide:
1. spectral complex refractive index determination using a standard CSI in-
strument,
2. measurement of the Interfacial Surface Roughness (ISR) of a thin film as-
sembly using a standard CSI instrument,
3. freeform measurement using a standard PGI based stylus instrument.
The basic theories for objectives 1 and 2 were provided by Mansfield [63], [64] as
extensions of the existing Helical Complex Field (HCF) function theory originally
conceived to measure thin film thickness. Hence, objectives 1 and 2 include veri-
fication and evaluation of the proposed methods using actual measurements on
specially prepared test work-pieces. Additionally as the second objective, further
extension of the current methods for complex refractive index determination and
ISR measurement are proposed in this thesis. Particularly for ISR measurement,
a novel theory with enhanced noise-robustness is verified using computer simu-
lations. The capability of measuring refractive index effectively combines a CSI
instrument with some capabilities of a spectroscopic ellipsometer or other optical
techniques discussed in section 1.4. The ISR measurement capability of a CSI
instrument will allow further investigation of thin film structures. For objective
3, a numerical method to estimate the size of the error elements in freeform meas-
urement is proposed and verified by computer simulations. This work will be the
foundation of freeform (raster scan) measurements using a standard stylus profilo-
meter because the relationship between the mechanical errors and the resultant
measurement is explicitly understood.
In chapter 2, a brief introduction of the theory of CSI together with the HCF
function is provided. An overview of the existing techniques to determine re-
fractive index and ISR are discussed. In chapter 3, the method for refractive
index determination of opaque samples by a standard CSI with the HCF theory
is provided together with the actual measurement results [63]. Also a theory to
determine the refractive index of a (semi-)transparent material is presented as a
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further extension of the theory provided in the first part of chapter 3. In chapter 4,
the method of measurement of thin film ISR by using a standard CSI is discussed
together with the actual measurement results. Following this, a novel theory of
ISR measurement with a noise compensation is presented together with the res-
ults of computer simulations in chapter 5. In chapter 6, the theory to estimate
the possible errors in a standard stylus profilometer is proposed. The underlying
theory for this method is a developed mathematical model to locate the stylus
tip coordinate taking account for the errors. The performance of this method was
tested by computer simulations.
All the CSI experiments presented in this thesis were conducted using either
the CCI HD or the CCI MP-HS instruments (Taylor Hobson Ltd). Note that
these CSI instruments use the CCI peak detection method [33]. The CCI HD
instrument, which is configured with a halogen lamp (a broadband light source),
was mainly used for the thin film related research topics. The CCI MP-HS is
equipped with an LED as a semi-broadband light source and was used for some
surface measurements. The contents in chapters 3, 4 and 5 were published as
journal articles in [65]–[67] respectively.
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Chapter 2
Technical background and
literature survey
2.1 Introduction
As discussed in chapter 1, there are various methodologies used in each measure-
ment, refractive index, ISR and freeform. Some techniques have common capabil-
ities even though the principles behind them are totally different. In this chapter,
discussions will be made with more focus on the methods applicable to multi-
disciplines where CSI and CSI-like techniques used for refractive index determin-
ation, thin film thicknesses (or ISR) measurement and areal stylus profilometry
will be mainly presented. At the end of this chapter, a brief explanation to some
mathematical techniques used in the subsequent research chapters will be made.
2.2 Review of standard Coherence Scanning
Interferometry
CSI normally represents the systems using low-coherence interferometry (LCI).
The principle behind the interferometry is superimposition of two split light beams
emitted from the same coherent light source and generation of interference. LCI
operates with a broadband light source, which has low temporal coherence, such as
halogen lights and LEDs resulting in an interference fringe with a narrow coherence
length. Such a localized interference signal enables computations to locate the
peak position in the signal and the peak position is converted into the surface
height. In the thin film metrology using a CSI instrument, the light source with
such a broadband wavelength provides spectral information that enables numerical
determination of the characteristics of thin film stacks.
In this section, a brief explanation of the principle of CSI techniques together
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with optical configurations will be made. A mathematical expression of an in-
terference signal will be presented followed by the discussion about the existing
methods which is applicable to thin film structure analysis.
2.2.1 Optical configuration
The structure of a typical CSI system is that of a common microscope with a digital
camera, but implemented with an interferometric objective. A beam splitter splits
a collimated light beam into two; the one is incident towards the sample arm and
reflects on the test surface and the other precedes toward a reference mirror as
shown in Figure 1.3. There are several types of CSIs based on three interferometric
objective configurations: (a) Michelson, (b) Mirau and (c) Linnik as shown in
Figure 2.1 [1], [2]. One of the primary CSIs, which was demonstrated by Davidson
et al. [3], was the Linnik interferometer although it was referred to as coherence
probe imaging at that time. However use of the Mirau objective is most common
lately since it has several advantages over the Linnik type; the system can be
compact, less vibration while scanning and it can avoid the aberration that stems
from a lens [4]. A Michelson objective is used instead of a Mirau one when the
measurement covers a large area (mm2 order) but the lateral resolution is inversely
proportional to the area.
SampleSampleSample
Reference Mirror
BeamSplitter
(a) (b) (c)
Lens
Lens
Lens
LensBeamSplitter
Figure 2.1: Type of interferometric objective: (a) Michelson, (b) Mirau and (c)
Linnik.
Table 2.1: Magnification and numerical aperture used in three types of CSI cor-
responding to Figure 2.1
Type (a) Michelson (b) Mirau (c) Linnik
Magnification 1− 5× 10− 50× 100− 200×
Numerical Apature 0.02− 0.1 0.2− 0.5 0.7− 0.9
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Figure 2.2: Spectral normalised light intensity of a halogen light source implemen-
ted in the CSI instrument (measured by Taylor Hobson Ltd).
The light source used in CSI has low coherence so that the interference fringes
are localised about the focal point of the objective. Whereas for other conven-
tional interferometers such as the Twyman-Green interferometer and the Fizeau
interferometer a monochromatic light source (laser) is used. As the fringe size
depends on the bandwidth of the light source and the numerical aperture (NA)
[5], [6], LEDs with broadband spectrum (100 − 150 nm) are frequently used for
surface topographical measurement for the sake of usability (easier to find fringes).
A halogen white light source is preferred when spectral analysis is involved, e.g.,
thin film thickness determination. A typical normalised spectral intensity of a
white light source is shown in Figure 2.2.
2.2.2 Interferometric fringe formulation
As illustrated in Figure 2.3, the collimated beam of white light (from ∼ 430 to
∼ 750 nm) represented by the sum of the electric fields ERo + ESo is split by the
beam splitter and is incident on the test surface (subscript S) and reference mirror
(subscript R) through the objective lens. Then the two reflected light beams are
combined again at the beam splitter and the resultant beam light denoted by
ER + ES proceeds toward the photo detector to form an interference signal [7].
Given a wavenumber denoted by k and a wavelength by λ, the relations k = 2piν
and ν = λ−1 hold respectively. Then the average Optical Path Difference (OPD)
z = h− z delays the phase of the sample field ESo by exp [j2k(h− z)].
Let us denote the phase of these two beams as φR and φS+2k(h−z) respectively
and assume that the incident angle is normal to the surface, then the general
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Figure 2.3: Schematic drawing of the light paths in the optical system (Michelson
objective). Note that field reflectance and transmittance are denoted by r and t
respectively.
interference signal at the point of (x, y) formed by the coherent light with the
bandwidth of δν and the corresponding mean wavenumber ko is given as follows
[8]:
Iko (z)xy = |ER + ES|2
= |ER (ko)|2 + |ES (ko)|2 + 2 |ER (ko)ES (ko)| · Re [γRS (ko)]
= IR (ko) + IS (ko) + 2
√
IRIS · Re [γRS (ko)] , (2.1)
where Re [γRS (ko)] = |γRS (ko)| · cos (φS (ko) + 2ko(h− z)− φR (ko)) ,
|ER|2 = IR, |ES|2 = IS.
The complex degree of coherence between the two light beams is denoted by γRS
and it is the cross-correlation between the two beams, ES and ER, divided by
their absolute values [7]–[9]. This is a statistical property that is the temporal
correlation between the electric fields at two positions in space with respect to
time. For example, the degree of coherence |γRS| would be given by a Gaussian
curve with the standard deviation of σRS ∼ 1/δν provided that the power spectrum
of the light source were a Gaussian distribution: |γRS| = exp (−(h− z)2/2σ2RS) [9].
For a monochromatic light source, the absolute value of the complex degree
of coherence is given by |γRS(k)| = 1 whereas if 0 < |γRS| < 1 the light source
is partially coherent as is true for common light sources including white light.
It follows that the interference signal generated by an ideal monochromatic light
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source can be expressed as follows:
Ik(z)xy = |ER + ES|2
= IR(k) + IS(k) + 2
√
IRIS · cos (φS (k) + 2k(h− z)− φR (k)) . (2.2)
The fringe visibility is defined by V = 2
√
IRIS/(IR + IS) |γRS| and it is maxim-
ised when the relation IR = IS holds. Assuming that the light incident angle is
negligible, then the interferogram for a chromatic light source can be re-expressed
in the form of an integral follows:
I(z)xy =
∫ ∞
−∞
Ik(z)xy dk,
=
∫ ∞
−∞
Io(k) · [1 + V (k) cos (φS(k) + 2k(h− z)− φR(k))] dk, (2.3)
where Io = IS + IR.
When the incident angle θ is considered, then the phase component in Equa-
tion 2.3 needs to be modified such that the optical path difference is given by
(h− z) cos θ and the phase terms associated with Phase Change On Reflection
(PCOR) are given by φR(k, θ) and φS(k, θ) respectively. It follows that the total
interference signal is the integral with respect to the numerical aperture (NA) and
the wave bandwidth as follows:
INA(z)xy =
∫ θmax
θmin
∫ ∞
−∞
Io(k) ·
[
1 + V (k) cos (arg [γRS(k, θ)])
]
w(θ)dkdθ, (2.4)
where
arg [γRS(k, θ)] = φS(k, θ) + 2k(h− z) cos θ − φR(k, θ).
The symbol w(θ) represents a weighting function over the numerical aperture
[10]–[13]. A typical CSI interference signal using the white light source is shown
in Figure 2.4a where fringe localization can be recognised by means of an envelope
computed by using the Hilbert transform as shown in Figure 2.4b [14]–[16].
The mean wavenumber used in Equation 2.1 can be obtained from the amp-
litude distribution of the interference signal when the incident angle is negligible
as follows [17]:
ko =
∫∞
−∞ k · Io(k) · V (k)dk∫∞
−∞ Io(k) · V (k)dk
, (2.5)
and thus if the data is sampled every pi/2 phase, then the data interval denoted
by Zstep is given by pi/4ko, namely Zstep = λo/8. The interval needs to be set in
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Figure 2.4: Interference signal obtained from a measurement of a flat silicon surface
by CSI: (a) Interference signal and its envelope obtained by the Hilbert transform,
(b) Unwrapped phase and its linear fit.
consideration of the scanning speed and the mean wavelength, otherwise aliasing
may occur resulting in erroneous signal acquisition. The mean wavelength might
be called ‘effective wavelength’ if it were averaged with respect to the amplitude
together with the incident angle θ since the fringes are more widely spaced than
those for a normal incident or a low NA system [13].
2.2.3 Fringe analysis for surface metrology
Several fringe analysis methods for surface topography have been offered for CSI
since 1980s [6], [18], [19]. The highest contrast fringe is achieved when the phase of
the signal becomes zero and consequently the surface height is generally determ-
ined by detection of the modulation envelope, phase estimation or a combination
of these. It is worth noting, however, that real fringe data is likely to deviate from
the ideal form for reasons including aberrations and dispersion introduced by the
objective lens, surface tilt, roughness and multiple scattering effects, and noise
introduced during the measurement process [6], [20], [21].
Envelope detection
Envelope detection is a robust technique to determine surface height [22] particu-
larly when the highest position changes due to noise. In many cases, this technique
determines an envelop by fitting a curve to the signal. Let us consider a concrete
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example: a serviceable conceptual model of a CSI signal (zero NA limit) modifies
Equation 2.2 to read [20], [23], [24]:
I(z)xy = IDC +
IAC√
2piσ2
exp
(−(h− z)2
2σ2
)
· cos (φS(ko) + 2ko(h− z)− φR(ko)) ,
(2.6)
where IDC is a bias component of the signal and IAC/
√
2piσ2 is the amplitude of a
Gaussian envelope with a variance of σ2. Then correlation between a synthesised
Gaussian envelope and the actual signal provides the centroid of the envelope, i.e.,
the vertical position which gives the envelope peak. Note that the shape of an
envelope is not always perfectly Gaussian.
Alternatively, an envelope is determined by means of signal processing where
the methods as typified by the Hibert transform [25] and the quadrature detection
[26] are used. Pavlic˘ek and Micha´lek discussed the influence of noise to the envel-
ope obtained by the Hibert transform and concluded that the shape of the envelope
was deteriorated by the noise as shown in Figure 2.4a [24]. Note the analytic signal
obtained by the Hilbert transform provides the phase and the magnitude simul-
taneously and the quadrature detection does not provide the analytic signal but
the phase and the magnitude information [14]–[16].
Phase estimation
PSI is an well-established method for surface topography but it suffers from the
phase ambiguity problem [27]. The problem can be avoided with CSI where more
complicated data treatment is required since the fringe visibility varies with respect
to the OPD. As in Equation 2.4, the phase of a signal is given by the OPD together
with the complex refractive indices of the two arms of the reference mirror and
the test sample surfaces. Although the absolute value of the phase depends on
the PCOR of the materials used for the two arms, if the field reflectance of test
surface is uniform over the surface, the surface topography is able to be deduced
from the relative phases [6], [28].
The application of phase-shifting algorithms to white light interferometry was
introduced by Larkin, where a five-point algorithm was proposed [29]. Following
this, Sandoz et al. verified a method to determine unambiguous phase from a
seven-point intensity measurement under the assumptions that the light spectral
distribution is Gaussian and the coherence envelope is locally linear with respect
to the OPD [30]. This algorithm compensates for the variations in the fringe
visibility and enables unambiguous phase determination based on the PSI-like
technique with a white light source.
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Unlike other phase estimation methods, the Frequency Domain Analysis (FDA)
considers the phase with respect to the wavenumber, i.e., spectral phase [31]–[33].
This is achieved by setting aside the calculation of the fringe contrast envelope
and working entirely in the frequency domain by means of a discrete Fourier trans-
form of the interferogram [23]. Let Φ be the phase of an interferogram, then it is
expressed by Φ = kZ(k), where Z(k) denotes an OPD function of k. The phase
is expressed by the Taylor expansion about a mean wavenumber ko such that:
Φ = Φ(ko) + (k − ko)dΦ(ko)
dk
+
(k − ko)2
2
d2Φ(ko)
dk2
+ · · · , (2.7)
The derivative terms can be rewritten as follows:
dΦ
dk
= Z + k
dZ
dk
≡ G, d
2Φ
dk2
=
dG
dk
. (2.8)
The symbol G represents the phase velocity OPD for k, and it is equal to the
so-called phase velocity OPD Z only for the case of an interferometer which has
been perfectly compensated for dispersion [31]. Eventually the phase as a function
of wavenumber can be expressed as follows [31]:
Φ = koZo + (k − ko)Go + (k − ko)
2
2
dG(ko)
dk
+ · · · , (2.9)
where Φ(ko) = koZo,
dΦ(ko)
dk
= Go.
The surface topography is obtained by fitting the actual phase to Φ(k) in Equa-
tion 2.9, where unknown parameters such as Go, Zo and dG/dk and others used
for the higher order are to be determined. In particular, the group velocity OPD
can be directly computed as the slope of the phase plot. Note that a linear least-
squares fit is generally sufficient for surface topography determination [6], [31].
Envelope detection with phase estimation
To enhance the accuracy of measurement, an envelope peak detection and a phase
estimation are often used simultaneously. This technique can be a compliment of
the simple envelope detection because the phase is more sensitive to OPD than
the envelope. For example Scan Domain Correlation, which is also referred to as
Coherence Correlation [34], [35], first determines an envelope by convoluting two
orthogonal kernel functions. The resultant convolutions provide a phase and an
envelope with respect to the OPD. Then the fringe centroid is roughly located
by using the envelope maxima, and in turn the phase is unwrapped beginning
from the roughly determined centroid. A linear least-squares fit to the unwrapped
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phase locates the Φ = 0 crossing point eventually [6], [34].
2.3 Metrology for refractive index and thin film
using CSI
2.3.1 Reflection from a multi-layer film assembly
Amplitude reflection coefficient
A spectral complex refractive index (hereinafter, also referred to as ‘refractive
index’) is a key optical property which determines reflection, refraction, absorption
and transmission of an electric field. The behaviour of an electric field varies
depending on the wavelength due to the dispersion of the refractive index [8], [36].
A refractive index consists of an index of refraction n and an extinction coefficient
κ and these have spectral dependencies. An index of refraction decides the angle
of the refraction of a light beam if absorption is negligible and the extinction
coefficient determines the amount of absorption. Reflection and transmission of
a light beam are determined by a combination of the refractive indices at the
interface and the incident angle such that the reflected and transmitted electric
fields are given by r(ν, θ)E and t(ν, θ)E. The symbols E, r and t represent an
electric field, an amplitude reflection coefficient and an amplitude transmission
coefficient respectively. Note E, r and t ∈ C.
Let rab be the amplitude reflection coefficient between the material ‘a’ with
the refractive index Na and the material ‘b’ with Nb, then the amplitude reflection
coefficients for the p and the s polarisation states are expressed by [36], [37]:
rabp =
Na/ cos θa −Nb/ cos θb
Na/ cos θa +Nb/ cos θb
, rabs =
Na cos θa −Nb cos θb
Na cos θa +Nb cos θb
. (2.10)
The optical admittances for the polarisations are defined as ηip = YNi/ cos θi and
ηis = YNi cos θi (i = a, b), where Y = {0/µ0}1/2 is the square root of the ratio
between the permittivity and the magnetic permeability in vacuum. Therefore
the following equations hold:
rabp =
ηap − ηbp
ηap + η
b
p
, rabs =
ηas − ηbs
ηas + η
b
s
. (2.11)
Figure 2.5a shows reflection on the interface of the two materials ‘a and b’. Note
that rab = −rba holds for the p and the s polarisations.
When a (semi-)transparent film, denoted by the superscript ‘b’, deposited on
the opaque substrate ‘c’ with the refractive index Nc (see Figure 2.5b) is involved
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(b) Reflection from a film assembly.
Figure 2.5: Determination of the amplitude reflection coefficient for (a) A bare
substrate and (b) A film assembly.
in reflection, the effective amplitude reflection coefficient rf is modified such that
multiple (infinite) reflections within the film of thickness d occur [36], [37]:
rf =
rab + rbc · e−j2δ
1 + rab · rbc · e−j2δ , where δ =
2pi
λ
Nbd cos θb. (2.12)
Note that Equation 2.12 holds for the both polarisation states and the subscripts
p and s will be omitted unless otherwise required hereinafter. Also the calculation
about the refracting angle θb is given by using Snell’s law such that Na sin θa =
Nb sin θb. Note that there is no necessity to discuss the meaning of the real and the
imaginary parts of the refracting angle θb at this stage since what is important is
to consider the real part of the definitive light wave which is expressed in complex
manner.
Characteristic matrix for multiple film layers
For a film assembly with L (semi-)transparent film layers deposited on a substrate,
the effective field reflectance, rf , could be analytically obtained by calculating
Equation 2.12 layer-by-layer [36]. The characteristic optical admittance, Y , [36]–
[38] is conveniently used for multi-layer calculation. It is defined by the ratio
between the amplitude of the magnetic field H and that of the electric field E at
the interface of interest as follows:
Y =
H
E
, (2.13)
Note that E = −
√
µ/ · s×H , H =
√
/µ · s×E,
n =
c
v
=
√
µ
0µ0
,
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where c is the speed of the light in vacuo and is slowed to be v in the medium
with the refractive index N which satisfies Re[N ] = n. The vector s represents
the unit direction vector of the light propagation, namely s = [sin θ, 0, cos θ]ᵀ for
incident, whereas s = [sin θ, 0,− cos θ]ᵀ for reflection. Note that Y a = ηa holds
when reflection from a (semi-)transparent film is not considered as in Figure 2.5a.
The amplitude reflection coefficient of a film assembly shown in Figure 2.5b
can be expressed with the input optical admittance Y such that:
rf (d) =
Y a − Y
Y a + Y
=
ηa − Y
ηa + Y
, where d = [d1, d2, . . . , dL]
ᵀ . (2.14)
If the characteristic matrix [36], [37] of the l-th layer is denoted by Ml as
illustrated in Figure 2.6, then the electromagnetic fields at the top (top) and the
bottom (sub) of the film assembly as shown in Figure 2.7 are associated with the
following products between the matrices [36], [37]:[
Etop
Htop
]
=
L∏
l=1
Ml
[
Esub
Hsub
]
=
L∏
l=1
[
cos δl j
1
ηl
sin δl
jηl sin δl cos δl
][
Esub
Hsub
]
, (2.15)
where, δl = kNldl cos θl, (l = 1, . . . , L).
The input optical admittance of the film structure, Y = Htop/Etop = C/B, is
obtained from Equation 2.15 by dividing the both sides by Esub such that:[
B
C
]
≡
[
Etop/Esub
Htop/Esub
]
= M
[
1
ηsub
]
where, M =
L∏
l=1
Ml, (2.16)
and where the matrix [B,C]ᵀ is known as the characteristic matrix of the assembly
[37].
Substrate: ௦ܰ௨௕, ߠ௦௨௕ → ߟ௦௨௕
Film 1: ଵܰ, ߠଵ, ݀ଵ → ߟଵ
Film L: ௅ܰ , ߠ௅, ݀௅ → ߟ௅
Incident light
Figure 2.6: Film structure, incident
angles and characteristic matrices.
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Figure 2.7: Electromagnetic fields at top
and bottom of the film structure. The
characteristic matrix in l-th layer is de-
noted by Ml.
One of the benefits in using the global characteristic matrix M is that in-
formation from all the layers is considered simultaneously when calculating the
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Figure 2.8: Simulation: Separate and overlapped fringe packets obtained from
(a) A thick (2 µm) and (b) A thin film (274 nm) measurement. The samples
consist of a SiO2 film deposited on a Si substrate respectively [50]. Parameters
are: NA = 0.3, Light source as shown is in Figure 2.2.
amplitude reflection coefficient as shown in Equation 2.14.
2.3.2 Thin film thickness determination using CSI
There are several methods proposed for thin film thickness determination using
CSI. They are classified into three groups in terms of signal analysis and hard-
ware configuration: (1) the standard CSI configuration with signal analysis in
the frequency domain, (2) the standard CSI configuration with signal analysis in
the spacial (time) domain, and (3) the techniques based on CSI with additional
hardware. Typical methods belonging to the second group may include thick film
(generally ∼> 1.5 µm) measurement method where a film thickness is determined
based on the distance between the fringe peaks divided by the refractive index
[22], [39], [40] as shown in Figure 2.8a. However the thinner the film becomes the
closer the peaks get and, as a result, the fringe is distorted as shown in Figure 2.8b.
Therefore it may involve a lot of difficulties to identify the peaks corresponding
to each interface in the spacial domain as in the second group. It follows that
most researchers working in the thin film regime of the first group have opted for
frequency domain based analysis. As for the third group, there are some meth-
odologies proposed based on a CSI configuration but their hardware inspirations
were drawn from other methods such as the Ellipsometry [28], [40]–[49].
The spacial domain based techniques proposed for thick film measurement are
thought to be natural extensions from the conventional CSI measurement. So in
this section, the discussion will be made with more focus on the first and the third
groups.
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Standard CSI configuration with the signal analysis in the frequency
domain
In many cases, the methods requiring no additional hardware but small compu-
tation analyse interference signals in the frequency domains since even a small
change in the spacial domain may result in large changes in the amplitude and
the phase. Actually some methods using phase analysis effectively work in the
thin film regime. Kim and Kim [51], [52] proposed applying a frequency-domain
analysis to thin film thickness determination. They introduced a weighting func-
tion based on the area in the pupil plane such that w(θ) = sin θ cos θ as shown in
Figure 2.9. Based on this, the interference signal is approximated as follows:
I(z)xy =
∫ θmax
0
∫
Io(k) · [1 + V (k) cos (2hk cos θ + ψ(k, d))] sin θ cos θdkdθ,
≈ θ
2
max
2
∫
Io(k) · [1 + V (k) cos (2hk + ψ(k, d))] dk, (2.17)
where θ ≈ 0, ψ(k, d) = φS(k, d)− 2kz − φR(k).
Note that if θ ≈ 0 (rad) holds, then sin θ ≈ θ and cos θ ≈ 1. Thus the approxima-
tion made in Equation 2.17 holds for low NA objectives and the phase of the sample
arm is given by φS(k, d) = arg [rf (d)]. Now, if the intensity in Equation 2.17 is
Fourier transformed, then the phase distribution with respect to wavenumber is
obtained as Φ(k;h, d) = 2hk+ψ(k, d). Here, let Φm be the actual phase obtained
from the measured white-light interferogram, then the error function, J , is defined
as follows:
J(h, d) =
∫
k
[Φm(k)− Φ(k;h, d)]2 dk. (2.18)
The error function is minimized with respect to d and h by using a nonlinear least-
squares technique, as typified by the Levenberg-Marquartdt nonlinear least-squares
algorithm [53], since the phase has linear and non-linear components as illustrated
in Figure 2.10. Note that this methodology might be applicable to refractive
index determination unless the computational cost becomes heavy. Film thickness
distribution (areal volumetric map of the film layer), i.e., ISR measurement could
be achieved by minimising the error function at each pixel. However it would
result in a large number of non-linear optimisations and thus would not finish in
real time.
Furthermore, de Groot [11] proposed using both amplitude and phase analysis
in the frequency domain where the author defined spacial frequency as K(θ) =
2k cos θ and used a monochromatic light source. The model established prefers
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Figure 2.9: A weighting function proportional to the area in the pupil plane: (a)
Cross-section view, (b) Pupil plane.
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Figure 2.10: Phase plot Φm with respect to wavenumuber k: (a) Total unwapped
phase, (b) Linear element.
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high NA objectives such that max θ = 50° ∼ NA = 0.75. Accordingly the
interference signal is re-written (referred to Equation 2.4) as follows:
I(z)xy =
∫
Io(k) · [1 + V (k) cos (2hk cos θ + ψ(k, d))]w(θ)dθ
=
∫
Io(k) · [1 + V (k) cos (hK + ψ(k, d))]w(θ)dθ, (2.19)
where w(θ) = cos θ sin θ.
The Fourier transform of the signal with respect to K(θ) is given by [10]–[12]:
q[K(θ), h] =
∫ ∞
−∞
I(z)xy exp [jK(θ) · z] dz, (2.20)
where q[0, h] =
∫
Io(k)w(θ)dθ.
The amplitudes and phases of the Fourier transformed elements for K(θ) 6= 0
are given by |q[K(θ), h]| = w(θ)Io(k)V (k) and Φ(θ, h) = hK(θ) + ψ(k, d) by
analogy from Equation 2.19. Note that φR and w(θ) can be determined before the
measurement of test samples by prior calibration using a refractive-index-known
material.
After data acquisition, the measured signals are transformed into the phases
and amplitudes, then the numerical comparison between the measurement and the
model provides film thickness as in Equation 2.18. In this method the error func-
tion to be minimized, denoted by J , may be expressed with a weighting parameter
α as follows:
J =
∫
K
[∣∣q[K(θ), h]∣∣− ∣∣qm[K(θ), h]∣∣]2dK + α ∫
K
[
Φ(θ, h)− Φm(θ, h)]2dK.
(2.21)
In principle, the refractive indices of films and substrate, ISR and areal film thick-
ness distribution can be computed by minimising Equation 2.21 with respect to
the parameters of interest if the time allows.
Meanwhile those using the function defined as a ratio between the positive side
bands of the interference signals from test sample and reference material are actu-
ally employed to determine thin film thicknesses in industries [7], [54], [55]. One
example is the Helical Complex Field (function) proposed by Mansfield [17]. The
theory of the HCF function will be discussed in detail in subsection 2.3.3 because
the recently proposed HCF technique extensions to refractive index determination
[56] and interfacial surface roughness (ISR) measurement using a standard CSI
[57] are verified and further extended in this thesis [58].
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Standard CSI configuration with the signal analysis in the spacial
domain
According to Abdulhalim [59], the difficulty in obtaining accurate measurement
of thin film thickness using a CSI type microscope with full numerical aperture
(NA) circular aperture and wide spectral range lies in:
1. difficulty in knowing the nature of the illumination (uniformity and coher-
ence),
2. difficulty in knowing the aberrations accurately,
3. difficulty in modelling the interferogram due to the dependence of the re-
flectivities and their phases on the incident angle.
To avoid these difficulties, the author introduced an annular aperture of NA = 0.9
objective lens with the obstruction ratio = 0.9. This allows determination of
the thicknesses and refractive indices using simple analytic expressions. Also the
author proposed a model considering each partial wave coming from a different
defocus level in the film stack. The foundation of this model is built on the
previous work [5], where the interference signal is presented differently from other
methods, e.g., the degree of coherence is defined as a sinc function. To simplify the
model and enable real time measurement, use of the monochromatic light source
with the wavelength of 500 nm was proposed for thin film thickness determination.
The thin film thickness (also other layers’ parameters such as refractive indices)
is determined from the best fit between the model and the actual measurement
in the spacial domain. The author also suggested extension of this method to the
frequency domain by performing frequency scan at a fixed defocus position [59].
Techniques based on CSI with additional hardware
Microellipsometry, which is also referred to as PUpil Plane SWLI (PUPS) or
Micro-Ellipso-Height-Profilometry (MEHP), is able to provide ellipsometric para-
meters together with (apparent) surface topography using an instrument based
on CSI [28], [40]–[49]. By measuring the phase and amplitude change between
the field at one or more points in the back focal plane (pupil plane), the ellipso-
metric parameters can be deduced. The generic configuration for this method is
shown in Figure 2.11a, where the object is illuminated by a polarised light beam.
Depending on the radial point in the pupil plane through which the collimated
light beam propagates, the incident (reflection) angle θ is determined followed by
the corresponding amplitude reflection coefficients rp,s. In this method, the pupil
plane is illuminated by the fields polarised along ϕ = 0° and 90° to determine the
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ellipsometric ratio ρ (see Figure 2.11b,c). It follows that the p and s components
of the incident fields polarised along the x axis (in the ϕ = 0° direction), denoted
by Ei0 = E
i
0 · ejΦ, are expressed as functions of the radius r and the azimuth ϕ
such that:
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௣௥ ௦௥
(a)
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Figure 2.11: Microellipsometry: (a) Geometry of the p and s component, (b)
Component of the reflected beam (0° polarisation), and (c) Component of the
reflected beam (90° polarisation).
Ei0p(r, ϕ) = E
i
0e
jΦ cosϕ, ∴ Er0p(r, ϕ) = rpEi0ejΦ cosϕ,
Ei0s(r, ϕ) = E
i
0e
jΦ sinϕ, ∴ Er0s(r, ϕ) = −rsEi0ejΦ sinϕ, (2.22)
where Er0p and E
r
0s represent electric fields after reflection upon the test surface
when the illumination in pupil plane is polarised in ϕ = 0° direction as shown in
Figure 2.11b. The symbol rp,s denotes amplitude reflection coefficients of p and s
components respectively. The expressions of the polarisation ϕ = 90° is given the
same way as ϕ = 0° (see Figure 2.11c). Eventually the magnitudes of the reflected
fields for the two polarisation directions are expressed by:
Er0(r, ϕ) = −Ei0ejΦ
(
rp cos
2 ϕ− rs sin2 ϕ
)
Er90(r, ϕ) = −Ei90ejΦ
(
rp sin
2 ϕ− rs cos2 ϕ
)
(2.23)
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The expressions in Equation 2.23 associate the ellipsometric ratio with the mag-
nitudes of the electric fields as follows [28]:
Er0/E
i
0 −Er90/Ei90
Er0/E
i
0 +E
r
90/E
i
90
=
(rp + rs) cos 2ϕ
rp − rs =
(ρ+ 1) cos 2ϕ
ρ− 1 . (2.24)
This indicates that the ellipsometric ratio, associated with the film thickness and
the refractive index, can be obtained by measuring the magnitudes of reflected
electric fields at a fixed incident angle θ. Evidently a polariser and a high NA
(' 0.95) microscope objective is needed to be implemented on a conventional
CSI. For such high NA objectives, aberrations can cause significant phase error
but the error is cancelled by means of Equation 2.24. In the configuration shown
in Figure 2.11a, the PCOR is calculated at each point on a line scan and is
used to correct for the effects of material variations on the topographic phase
response [45]. Incidentally a whole field measurement is also possible by forming
an oblique plane wave at the objective [28]. The obtained phase map is used to
compensate the effect arising from PCOR, and thus the absolute surface height,
areal volumetric presentation of films and ISR measurement are achieved. There
are several methods available to measure the strength of the electric fields in
Equation 2.24 such as using amplitude modulation of the interference signal [28],
the four step 90° algorithm for ellipsometric phase shifting [41] and the seven-frame
phase-demodulatin algorithm [46], [60].
2.3.3 Thin film thickness determination using HCF
function
The Helical Complex Field (HCF) function is a topographically defined helix mod-
ulated by the electrical field reflectance, originally conceived for the measurement
of thin films by Mansfield [17], [54]. Its name reflects the fact that it consists
of the product of the mean electrical field reflectance and a helical Fourier shift
theorem exponential. With many conventional methods relying on fringe peak
detection, it becomes generally impossible to distinguish between the two peaks
arising from the bottom and the top surfaces as films become thinner, normally
less than around 1.5 µm as seen in Figure 2.8. However the results of the HCF
method shows not only good agreement with those obtained by the traditional
contact methods but reasonable repeatability in the case of even very thin films.
In addition to its capability of thicknesses measurement, this function was also
found to be useful for refractive index determination and fast ISR measurement
[61]–[63].
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The original theory of the HCF function is based on ‘model-based measure-
ment’ where given a thin film assembly with known refractive indices, its model
is established with the film thicknesses unknown and the model is compared with
the measurement signal to determine the unknown film thicknesses. While the
HCF function effectively considers the incident angle as θ ≈ 0, i.e., NA ≈ 0,
another model-based measurement method, PUPS, uses a high NA objective lens
and determines thin film thicknesses as the least squares solution of ellipsometric
parameters [47], [64]. The accurate modelling of PUPS is supposed by the error
compensation that the known materials are measured and analysed to determine
system properties before actual measurement [64]. This invention, however, re-
quires an additional relay lens to enable two modes: the ellipsometry mode and the
normal CSI mode [64]. Ghim and Kim [55] also proposed a model-based method
to determine thin film thickness, where the phase shift caused by the thin film is
not considered and only the reflectivity is compared between the model and the
measurement in a similar manner as the HCF method. Following this, they exten-
ded the previous work [7] where phase information is taken into account together
with the reflectivity for least squares computation. The biggest difference between
this method and the HCF method is that mechanical scanning is not used. Instead
frequency scanning (k scanning) is used [7].
Hereinafter the electrical fields, the optical path difference and other things
will be treated in the manner of average over the numerical aperture (NA), such
as AS for the electrical field reflected from a ‘S’ample surface.
Fourier transform of the interference signal
Substantially following the argument presented by Mansfield [17], let z be the
optical path difference between the lights proceeding toward the reference mirror
and the sample averaged over the NA, then the intensity of interference at the
location (x, y), at the light frequency ν, is denoted by Iν(z). This is given by
the squared modulus of sum of the field amplitudes reflected from the reference
mirror AR · ejφR and the sample AS · ejφS · e+j2piνz , where φR(ν) and φS(ν) are
the resultant phases upon reflection from the reference mirror and the sample
respectively. As in article [17], the notation ν = 1/λ is used in this section. The
term of exp (+j2piνz) represents an additional phase due to the average optical
path difference over the NA. As in Equations 2.2 and 2.3, the interferogram is
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given as follows:
Ixy ≈
∫ ∞
0
Iν(z)xydν
=
∫ ∞
0
[
IR(ν) + IS(ν)
]
dν
+ 2
∫ ∞
0
|γRS(ν)|
√
IR(ν) · IS(ν) cos
[
φR(ν)−
(
φS(ν) + 2piνz
)]
dν
' DC + 2
∫ ∞
0
AR(ν) · AS(ν) cos
[
φR(ν)−
(
φS(ν) + 2piνz
)]
dν. (2.25)
Here the AC component is defined as:
AC =
∫ ∞
0
AR(ν) · AS(ν) cos
[
∆φ(ν) + 2piνz
]
dν
=
1
2
∫ ∞
−∞
AR(ν)AS(ν)e
+j∆φ(ν)e+j2piνzdν +
1
2
∫ ∞
−∞
AR(ν)AS(ν)e
−j∆φ(ν)e−j2piνzdν,
(2.26)
where, ∆φ(ν) ≡ φS(ν)− φR(ν), ∆φ(−ν) = −∆φ(ν) ∵ AC(z) ∈ L2(R).
Note that AR(ν)AS(ν) = AR(−ν)AS(−ν) since AC(z) ∈ L2(R). Here we consider
mean frequency ν0 at which the amplitudes of the integrals in Equation 2.26 are
thought to be localized by taking a ratio as follows (see Figure 2.12):
νo =
∫∞
0
AR(ν) · AS(ν) · νdν∫∞
0
AR(ν) · AS(ν)dν
. (2.27)
A function AoR(ν)AoS(ν) is what the function AR(ν)AS(ν) is shifted to be such
that its centre coincides with the origin (ν = 0) as shown in Figure 2.12 and so is
∆φo(ν) by shifting ∆φ(ν) by ±νo toward the origin respectively.
Ignoring the constant 1/2 in Equation 2.26, the first term is expressed by:∫ ∞
−∞
AR(ν)AS(ν)e
+j∆φ(ν)e+j2piνzdν =∫ ∞
−∞
AoR(ν − νo)AoS(ν − νo)e+j∆φo(ν−νo)e+j2piνzdν
+
∫ ∞
−∞
AoR(ν + νo)AoS(ν + νo)e
+j∆φo(ν+νo)e+j2piνzdν
≡
∫ ∞
−∞
X(ν − νo)e+j2piνzdν +
∫ ∞
−∞
X(ν + νo)e
+j2piνzdν
= exp (+j2piνoz) · F−1 [X(ν)] + exp (−j2piνoz) · F−1 [X(ν)] , (2.28)
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Figure 2.12: AC component with respect to frequency (from a measurement of a
silicon flat surface).
and the second term:∫ ∞
−∞
AR(ν)AS(ν)e
−j∆φ(ν)e−j2piνzdν =∫ ∞
−∞
AoR(ν − νo)AoS(ν − νo)e−j∆φo(ν−νo)e−j2piνzdν
+
∫ ∞
−∞
AoR(ν + νo)AoS(ν + νo)e
−j∆φo(ν+νo)e−j2piνzdν
≡
∫ ∞
−∞
Y (ν − νo)e−j2piνzdν +
∫ ∞
−∞
Y (ν + νo)e
−j2piνzdν
= exp (−j2piνoz) · F [Y (ν)] + exp (+j2piνoz) · F [Y (ν)] , (2.29)
where X(ν) = AoR(ν)AoS(ν)e
+j∆φo(ν) and Y (ν) = AoR(ν)AoS(ν)e
−j∆φo(ν). The
operators F [·] and F−1 [·] denote the Fourier transform and the inverse Fourier
transform respectively. Finally by combining Equation 2.28 with Equation 2.29,
the AC component is re-expressed as follows:
AC =
1
2
(
e+j2piνoz + e−j2piνoz
) (F−1 [X(ν)] + F [Y (ν)])
=
1
2
cos (2piνoz) ·
(
F−1
[
AoR(ν)AoS(ν)e
+j∆φo(ν)
]
+ F
[
AoR(ν)AoS(ν)e
−j∆φo(ν)
])
,
where ∆φ(ν − νo) = ∆φo(ν), and note that
[F−1 [X(ν)]]∗ = F [Y (ν)] .
(2.30)
Incidentally, let Zstep be the data sampling interval and ∆zS be a truncation
error located between the i-th data acquisition and the actual sample height, then
the OPD z is given as shown in Figures 2.13. Here, Zstep is set to one eighth
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of the average light wavelength used in the CSI instrument such that the phase
difference between adjacent data points ∆Φ becomes pi/2 considering the scanning
speed and the Nyquist sampling theorem. It becomes therefore ∼ 65 nm.
∆Φ = k · 2Zstep = 4piZstep
λ/ cos θ
≡ 4piZstep
λ
∴ Zstep
∣∣
∆Φ=pi/2
=
λ
8
, where Zstep = Zstep cos θ. (2.31)
Note that Zstep denotes the data sampling interval along the vertical scan and θ
represents the incident angle averaged over the NA. The OPD z is twice as long
as the distance over which the CSI instrument scans vertically as illustrated in
Figures 2.13. The OPD z is, thus, given by
z = 2
(
i · Zstep −∆zS
)
≡ Zi − 2∆zS = Zi · cos θ − 2∆zS, where i ∈ N. (2.32)
Then the AC component (Equation 2.30) is re-expressed using those symbols in
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Figure 2.13: Optical path difference between sample and reference mirror.
Equation 2.32 as follows:
AC =
1
2
cos
{
2piνo
(
Zi − 2∆zS
)}
×
(
F−1
[
AoR(ν)AoS(ν)e
+j∆φo(ν)
]
+ F
[
AoR(ν)AoS(ν)e
−j∆φo(ν)
])
. (2.33)
Eventually the Fourier transform of the AC term with respect to Zi is given by
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the convolutions between the terms as follows:
F [AC] =F
[
1
2
cos
{
2piνo
(
Zi − 2∆zS
)}]
⊗F
[(
F−1
[
AoR(ν)AoS(ν)e
+j∆φo(ν)
]
+ F
[
AoR(ν)AoS(ν)e
−j∆φo(ν)
])]
=e−j4piν∆zS · {δ(ν − νo) + δ(ν + νo)} ⊗ AoR(ν)AoS(ν)e+j∆φo(ν)
≡F [AC(Zi)]SB+ + F [AC(Zi)]SB− , (2.34)
∵ F
[
F
[
AoR(ν)AoS(ν)e
−j∆φo(ν)
]]
= AoR(−ν)AoS(−ν)e−j∆φo(−ν) = AoR(ν)AoS(ν)e+j∆φo(ν).
Equation 2.34 implies that F [AC] consists of positive and negative side-bands
centred at νo as shown in Figure 2.12. Considering Equation 2.25, the Fourier
transform of the interference signal is finally given by:
F [Ixy] = F [DC] + F
[
AC(Zi)
]
= F [DC] + F [AC(Zi)]SB+ + F [AC(Zi)]SB− ,
where SB+ and SB− denote the positive and the negative side-bands respectively.
Note that
(
F [I(Zi)xy]SB+)∗ = F [Ixy]SB− since Ixy is real. Since the positive
side-band has sufficient information and thus it is reasonable to focus on the term
F [Ixy]SB+ given by:
F [Ixy]SB+ = F
[
AC(Zi)
]
SB+
= e−j4piν∆zS · AR(ν)AS(ν)e+j∆φ(ν). (2.35)
As in Equation 2.35, the inverse Fourier transform is derived by the same analogy
as follows:
F−1 [Ixy]SB+ = F−1
[
AC(Zi)
]
SB+
= e+j4piν∆zS · AR(ν)AS(ν)e−j∆φ(ν). (2.36)
Derivation of the HCF function
Consider the passage of the incident light through the objective lens which is
polarized in the x-direction as drawn in Figure 2.11b, reflected off the sample and
returned to the objective, then the field-reflectance averaged over NA is provided
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as follows [17]:
r = |r| · ejφ =
∫ θmax
θmin
∫ pi/2
0
1
2
(
rs(θ) sinϕ
† + rp(θ) cosϕ†
) · w(θ)dϕ†dθ
=
∫ θmax
θmin
rs(θ) + rp(θ)
2
w(θ)dθ =
∫ θmax
θmin
|rs(θ)|ejφs(θ) + |rp(θ)|ejφp(θ)
2
w(θ)dθ
(2.37)
where ϕ† =
pi
2
− ϕ.
Note that a weighting function w(θ) is introduced take account of the effect of NA
and also w(θ) = cos θ is used as the weighting function in the series of low NA HCF
theories. From Equation 2.37 it is evident that the amplitude reflection coefficient
r is independent of the entrance pupil Cartesian polarization component.
A scalar approximation to Equation 2.35 is reasonably obtained by taking
account of Equation 2.37 such that the expression can be rewritten by
F [Ixy]SB+ =e−j4piν∆zS · AR(ν)e−jφR(ν) · AS(ν)ejφS(ν)
=e−j4piν∆zS · (rRARtr(ν)ejφRtr )∗ · rSASrt(ν)ejφSrt
=
1
2
∫ θmax
θmin
ARtr(ν)e
−jφRtr
(|rRs|ejφRs + |rRp |ejφRp (θ))∗w(θ)dθ
× 1
2
∫ θmax
θmin
ASrt(ν)e
jφSrt
(|rSs|ejφSs (θ) + |rSp |ejφSp (θ)) e−j4piν∆zS · w(θ)dθ
'ARtr(ν)e
−jφRtr
2
∫ θmax
θmin
(|rRs|ejφRs (θ) + |rRp |ejφRp (θ))∗w(θ)dθ
× ASrt(ν)e
jφSrt
2
∫ θmax
θmin
(|rSs|ejφSs (θ) + |rSp|ejφSp (θ)) e−j4piν∆zS cos θ · w(θ)dθ,
(2.38)
where ERtr = ARtr · ejφRtr and ESrt = ASrt · ejφSrt are electric fields given by ER
and ES divided by rR and rS respectively. Note that the initial electric fields are
defined as ER0 = AR0 · ejφR0 and ES0 = AS0 · ejφS0 as illustrated in Figure 2.14.
The integral terms about the sample in Equation 2.38 are further expanded using
the corresponding optical admittance of the test piece denoted by YS(ν, θ) and the
amplitude transmission coefficients by ts,p(ν, θ) for the s and the p polarization
states respectively. Let U be the second integral term about the sample (the
subscript S) in Equation 2.38, then U is expanded considering the diagram in
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Figure 2.14 which illustrates the states of the electric fields as follows:
U ≡ ASrt(ν)e
jφSrt
2
∫ θmax
θmin
(|rSs|ejφSs (θ) + |rSp |ejφSp (θ)) e−j4piν∆zS cos θ · w(θ)dθ
=
ASrt(ν)e
jφSrt
2
∫ θmax
θmin
(
rSs + rSp
)
e−j4piν∆zS cos θ · w(θ)dθ
=
ESr(ν)
2
∫ θmax
θmin
(
1− YSs/ cos θ
1 + YSs/ cos θ
· ts +
1− YSp cos θ
1 + YSp cos θ
· tp
)
e−j4piν∆zS cos θ · w(θ)dθ
≈ ESr(ν)
2
∫ θmax
θmin
(
1− YSs/ cos θ
1 + YSs/ cos θ
+
1− YSp cos θ
1 + YSp cos θ
)
· t · e−j4piν∆zS cos θ · w(θ)dθ,
(2.39)
where t(ν, θ) ≡ 1
2
(|tp|+ |ts|) · exp jφt(ν, θ), φt(ν, θ) ≡ 1
2
(arg tp + arg ts) .
Also the first integral term in Equation 2.38 about the reference mirror (the
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Figure 2.14: States of electric fields.
subscript R) can be expressed with its amplitude ΩR and the phase σR about the
reference arm:
T ≡ARtr(ν)e
−jφRtr
2
∫ θmax
θmin
(|rRs(ν, θ)|e+jφRs (θ) + |rRp(ν, θ)|e+jφRp (θ))∗ · w(θ)dθ
=E∗Rr(ν) · ΩR(ν)ejσR(ν). (2.40)
Note that the relation ESr,Rr = ESrt,Rtr/t and ESr,Rr = rt · ES0,R0 hold where rt
denotes the amplitude reflection coefficient of the beam splitter as shown in Fig-
ure 2.14. The positive side band of the Fourier transform of the interference signal
is accordingly yielded by the product between T and U under the assumption of
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ESr = ERr [17], [54]:
F [Ixy]SB+ = TU
' ΩR(ν)ejσR(ν)A2Sr(ν)
1
2
∫ θmax
θmin
(
1− YSs(ν, θ)/ cos θ
1 + YSs(ν, θ)/ cos θ
+
1− YSp(ν, θ) cos θ
1 + YSp(ν, θ) cos θ
)
×t(ν, θ) · e−j4piν∆zS cos θ · w(θ)dθ.
(2.41)
If a known material is measured by the CSI instrument as a reference (calibration)
denoted by the subscript C, then its positive-side-band of the Fourier transform
ICxy is also expressed with a slight change in U resulting in UC as follows:
F [ICxy]SB+ = TUC
' ΩR(ν)ejσR(ν)A2Sr(ν)
1
2
∫ θmax
θmin
(
1− YCs(ν, θ)/ cos θ
1 + YCs(ν, θ)/ cos θ
+
1− YCp(ν, θ) cos θ
1 + YCp(ν, θ) cos θ
)
×t(ν, θ) · e−j4piν∆zC cos θ · w(θ)dθ.
(2.42)
Considering Equations 2.41 and 2.42, the ratio between the positive-side-bands of
the Fourier transform of the interferogram obtained from the test sample and the
reference (calibration) material is provided to reduce the common mode errors as
follows:
F [Ixy]SB+
F [ICxy]SB+
=
∫ θmax
θmin
1
2
(
1−YSs (ν,θ)/ cos θ
1+YSs (ν,θ)/ cos θ
+
1−YSp (ν,θ) cos θ
1+YSp (ν,θ) cos θ
)
e−j(4piν∆zS cos θ+φt(ν,θ)) · w(θ)dθ∫ θmax
θmin
1
2
(
1−YCs (ν,θ)/ cos θ
1+YCs (ν,θ)/ cos θ
+
1−YCp (ν,θ) cos θ
1+YCp (ν,θ) cos θ
)
e−j(4piν∆zC cos θ+φt(ν,θ)) · w(θ)dθ
.
(2.43)
For a low NA objective where sin θ ≈ θ, the ratio derived as in Equation 2.43
can be approximated as follows:
F [Ixy(ν)]SB+
F [ICxy(ν)]SB+
≈ rS(ν,d)
rC(ν)
· exp (+j4piν∆zHCF cos θ) , (2.44)
where ∆zHCF = − (∆zS −∆zC) , cos θ =
∫
NA
θ · cos θdθ∫
NA
θdθ
.
The determined HCF function, denoted by HCF d, is given by a measurement
of a film assembly, and the synthesised HCF function, denoted by HCF s, given
by the mathematical model of the film stack with L + 1 unknown parameters
of d = [d1, d2, . . . , dL]
ᵀ and ∆zHCF [57]. Eventually multiplication of both sides
in Equation 2.44 with rC yields the two HCF functions. The operator F−1 [·] is
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considered to be the Fourier transform in [17] and the HCF functions are defined
in accordance with this custom as follows:
HCF d ≡ rC(ν) ·
F [Ixy]SB+
F [ICxy]SB+
,
HCF s ≡ rS(ν,d) · exp
(
+j4piν∆zHCF cos θ
)
. (2.45)
The film thicknesses are determined by minimising the squared errors between
HCF d and HCF s with respect to d and ∆zHCF . This technique has been effect-
ively used and was verified by Maniscalco [65]. Note that the spectral refractive
indices of the film layers and the reference material needs to be known prior to
actual measurement and thus they can be measured in advance by techniques
such as spectrophotometry as typified by spectroscopic ellipsometry. Inaccurate
refractive indices affect the numerical optimisation; given a variation in the re-
fractive index of a film (SiO2, ZrO2) deposited on a Si substrate, the determined
film thicknesses proportionally deviate from the original thickness values in the
simulation as shown in Figure 2.15. The size of the deviation depends on the type
of the material used and the thin film thickness as shown in Figure 2.15a.
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Figure 2.15: HCF function sensitivity with respect to the variation (±2.5 %) in
the refractive index of a thin film, where simulations were performed with thin
films of SiO2 (308.6 and 514.4 nm ∼ QWOT = 3 and 5 at 600 nm) and ZrO2
(203.3 and 338.9 nm ∼ QWOT = 3 and 5 at 600 nm) deposited on a Si substrate
using a NA = 0.3 objective lens: (a) Determined film thickness deviation from
the original, and (b) Residual of the least squares computation between the HCF
functions. Note that noise in the interferogram is not considered and thus the
residual of the numerical computation becomes zero if the given film refractive
index is correct.
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Inspection of Equation 2.45 regarding the synthetic HCF shows that the real
and imaginary components of the exponent generate a helix in frequency space
while the mean reflected electrical field term distorts this both in phase and amp-
litude. In the similar method proposed by Ghim and Kim [7], the unknown para-
meter ∆zHCF = 0 because of the k scanning. Therefore the counterpart functions
in [7] result in the dispersive amplitude reflection coefficient of the measurement
(corresponding to HCF d) and the model (corresponding to HCF s) respectively.
In this thesis, the definition of the HCF function differs slightly from that of the
original HCF work [17], [54]. The Fourier transform exponent polarity is reversed;
the resulting HCF function now relates to the mean electrical field reflectance as
opposed to its conjugate.
2.3.4 Refractive index determination using CSI
In this section, one CSI-based method which is used for refractive index determ-
ination will be mainly discussed. Note that the other methods based on a stand-
ard conventional CSI, discussed in section 2.3.2, are also applicable to refractive
index determination in principle and so is microellipsometry as discussed in sec-
tion 2.3.2. Palodhi proposed Phase-Sensitive CSI (PS-CSI) and enabled refractive
index determination over the whole field of view followed by absolute height map
generation. This method is valid under an approximation that the sum and the
difference of p and s amplitude reflection coefficients of the materials of interest
can be expressed as complex constants multiplied by those of a known glass over
an aperture. Therefore the ratio of the sum and the difference to those of the glass
are to a good approximation constant for all incidence angle [28].
Techniques based on CSI with additional hardware
PS-CSI [28] provides ellipsometric parameters together with a surface height map
of the materials. It uses circular polarisation and eliminates the need of oblique
illumination from a point at the back focal plane unlike microellipsometry. The
set-up requires two additional LEDs (LED1, LED2), two polarisers (P1, P2),
two quoter-wave plates (FR1, FR2), an analyser (P (45°)) and a beam splitter
compared with a standard CSI instrument as shown in Figure 2.16.
Let us consider two cases: (1) when a light wave emits from LED1 is referred
to as ‘block case’ and (2) when a light wave from LED2 is referred to as ‘pass
case’ respectively. The PCOR at Beam Splitter1 in Figure 2.16 induces different
polarization states resulting in keeping the block case crossed and the pass case
uncrossed to the analyser (P) as shown in Figure 2.17 at [G]. It blocks the block-
case-light and causes lower brightness around the central area in the cross-section
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Figure 2.16: Configuration of PS-CSI [from 28].
of the aperture as illustrated in Figure 2.17 at [G]. Here the legends [A]-[G] corres-
pond to the each point described in Figure 2.16. Let us define the electric fields,
which reflect from the sample (S) and the reference mirror (R) at the detector as:
EbR = b
(
rRp(θ) + rRs(θ)
)
, EbS = b
(
rSp(θ) + rSs(θ)
)
,
EpR = p
(
rRp(θ)− rRs(θ)
)
, EpS = p
(
rSp(θ)− rSs(θ)
)
, (2.46)
where b and p are complex constants for the block and pass cases and rRs,p and
rSs,p represent amplitude reflection coefficients of the reference mirror, denoted by
‘R’, and the sample surface, denoted by ‘S’, of the s and p polarisation states. The
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[A,A’] [B] [C] [D] [E] [F] [G]
Post-Reflection from surface
LED1: Block Case
LED2: Pass Case
Post-P(45°)Post-FR2(ߣ/4)Post-Beam Splitter2Post-FR1(ߣ/4)Post-Beam Splitter1Post-P1,2(−45°)
Figure 2.17: Cross-section of the aperture of ‘Block’ and ‘Pass’ cases: polarization
states at each position [A] - [G] corresponding to Figure 2.16 [from 28].
resulting interference signal at the detector will be obtained as follows:
Ib =
∫∫
pupil
EbRE
b
S
∗
ds
= Cb0
∫ 2pi
ψ=0
∫ θmax
θmin
(
rRp(θ) + rRs(θ)
) (
rSp(θ) + rSs(θ)
)∗
w(θ)dθdψ
= Cb
∫ θmax
θmin
(
rRp(θ) + rRs(θ)
) (
rSp(θ) + rSs(θ)
)∗
w(θ)dθ,
Ip =
∫∫
pupil
EpRE
p
S
∗ds
= Cp0
∫ 2pi
ψ=0
∫ θmax
θmin
(
rRp(θ)− rRs(θ)
) (
rSp(θ)− rSs(θ)
)∗
w(θ)dθdψ
= Cp
∫ θmax
θmin
(
rRp(θ)− rRs(θ)
) (
rSp(θ)− rSs(θ)
)∗
w(θ)dθ, (2.47)
where, w(θ) = tan θ · sec2 θ,
∵ ds = rdrdψ, r = f · tan θ, ∴ d
dθ
(r) = f · sec2 θ.
The weighting function w is derived based on the area in the pupil plane as shown
in Figure 2.18, and Cb,p0 and C
b,p represent complex constants of the block and the
pass cases respectively. Note that the difference between Figures 2.18 and 2.9 lies
in the definition of the distance between the pupil plane and the sample surface
considered in Equation 2.19. The plots of
(
rSp + rSs
)
and
(
rSp − rSs
)
regarding
some metal materials such as gold, silver and aluminium are almost constant
with respect to the incident angle and so are those of a glass. Based on this, it is
assumed that both of the two terms are expressed as complex constants multiplied
by those of (known) glass
(
rGp + rGs
)
and
(
rGp − rGs
)
respectively [28]. Therefore
the ratios between these two terms with respect to the block and pass cases are
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Figure 2.18: Value of the weighting function w
considered to be constant over the NA as in [28] and they are provided by
ZbS =
(
rSp(θ) + rSs(θ)
)material(
rGp(θ) + rGs(θ)
)glass , ZpS =
(
rSp(θ)− rSs(θ)
)material(
rGp(θ)− rGs(θ)
)glass ,
ZbR =
(
rRp(θ) + rRs(θ)
)material(
rGp(θ) + rGs(θ)
)glass , ZpR =
(
rRp(θ)− rRs(θ)
)material(
rGp(θ)− rGs(θ)
)glass . (2.48)
Note the ratios Zb,pS,R are not functions of θ but just complex constants with fixed
phases regardless of the incident angle. Following Equation 2.48, the interference
signals of the two cases Ib and Ip can be re-written by:
Ib = Cb · ZbS · ZbR∗
∫ θmax
θmin
∣∣rGp(θ) + rGs(θ)∣∣2w(θ)dθ,
Ip = Cp · ZpS · ZpR∗
∫ θmax
θmin
∣∣rGp(θ)− rGs(θ)∣∣2w(θ)dθ. (2.49)
Let us consider a ratio between the two interferograms which are observed in
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actual experiments, then it can reduce the common mode errors such that:
Ib
Ip
∣∣∣∣
expt
=
Cb
Cp
· Z
b
S
ZpS
· Z
b
R
∗
ZpR
∗ ·
∫ θmax
θmin
∣∣rGp(θ) + rGs(θ)∣∣2w(θ)dθ∫ θmax
θmin
∣∣rGp(θ)− rGs(θ)∣∣2w(θ)dθ
≡RexptS =
[
Cb
Cp
·RexptR
]
· [RcalcG RcalcS ] , (2.50)
where,
RexptR =
ZbR
∗
ZpR
∗ , R
calc
G =
∫ θmax
θmin
∣∣rGp(θ) + rGs(θ)∣∣2w(θ)dθ∫ θmax
θmin
∣∣rGp(θ)− rGs(θ)∣∣2w(θ)dθ , RcalcS = Z
b
S
ZpS
.
Note that
Cb
Cp
, RcalcG ∈ R, RexptR , RcalcS ∈ C.
The superscript calc represents the values to be calculated theoretically and expt
those to be determined experimentally. Namely the terms
[
Cb
Cp
·RexptR
]
are actually
determined and the others are synthesised. To determine the value of
[
Cb
Cp
·RexptR
]
,
which is associated with the beam splitters and the reference mirror in the Mirau
objective, calibration using a known material, denoted by the subscript Scalb, is
required in advance. Assuming the refractive index of a sample obtained by other
techniques is correct, the term is computed and recorded in the system prior to
the actual measurement as follows:
Ib
Ip
∣∣∣∣
calibration
= RexptScalb =
[
Cb
Cp
·RexptR
]
· [RcalcG RcalcScalb] ,
∴
RexptScalb
RcalcG R
calc
Scalb
=
Cb
Cp
·RexptR
∣∣∣∣
calibrated
≡ Ccalb. (2.51)
where RcalcScalb =
rScalb−p(θ) + rScalb−s(θ)
rGp(θ) + rGs(θ)
· rGp(θ)− rGs(θ)
rScalb−p(θ)− rScalb−s(θ)
.
Once the unknown complex ratio Ccalb is obtained, R
calc
S of the sample is associated
with other terms as follows referring to Equation 2.50.
RcalcS =
ZbS
ZpS
=
rSp(θ) + rSs(θ)
rSp(θ)− rSs(θ)
· rGp(θ)− rGs(θ)
rGp(θ) + rGs(θ)
≡ rSp(θ) + rSs(θ)
rSp(θ)− rSs(θ)
· 1
Cglass
=
RexptS
Ccalb ·RcalcG
. (2.52)
Based on Equation 2.52, the following expression is derived to obtain ellipsometric
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parameters:
RexptS · Cglass
RcalcG · Ccalb
=
rSp(θ)/rSs(θ) + 1
rSp(θ)/rSs(θ)− 1
=
ρ(θ) + 1
ρ(θ)− 1
∴ ρ(θ) =R
expt
S · Cglass(θ) +RcalcG · Ccalb
RexptS · Cglass(θ)−RcalcG · Ccalb
(2.53)
Finally the ellipsometric parameters are obtained by substituting ρ in Equa-
tions 1.1. Note that two known materials are required for this method. In this
case, glass and one more known material should be prepared to perform the calib-
ration calculation in Equation 2.53. Also measurement of thin film thickness using
this method is considered to be infeasible because of the assumption regarding the
sum and the difference of the amplitude reflection coefficient of the test piece with
respect to the incident angle [28].
2.4 Areal measurement using stylus
profilometry
The CSI and the CSI oriented techniques are now able to measure surface topo-
graphy, areal thin film thickness and determine refractive index. As discussed in
section 1.2, CSI and other optical methods used for areal measurement collect the
reflected light beam through the objective lens(es). The magnification, namely the
NA, of the objective lens determines the lateral optical resolution and the field
of view of an instrument. The higher the magnification, the smaller the micro-
scope’s Field Of View (FOV) will be. Thus measurement over a large area with
high lateral resolution can be difficult with such optical methods. Although either
wide-field objectives, i.e., low NA . 0.1 or stitching with a non-low NA objective
is often used to cover large measurement areas, neither of these methods can be
an alternative to the conventional stylus profilometry when the surface is rough
or has steep slopes [1], [66]. This is because the optical resolution of a larger FOV
objective lens is insufficient for roughness profile, e.g., the FOV of 12 × 12 mm
∼ NA = 0.04 [66] and stitching can be a time consuming process and may bring
some error [67]. In addition to this, loss of fringe contrast in the interferogram ob-
tained from rough surfaces using a large FOV CSI instrument reduces the quality
of the measurement repeatability [68], [69].
Meanwhile, the principle of stylus profilometer is well known and standardized
for a profile measurement, e.g., ISO 3274 [70]. It has also been used for measure-
ment of rotational symmetric surfaces such as optical aspherical lenses, where a
surface is often scanned with a conical shaped tip made of diamond or ruby [70].
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Furthermore, those with the tilt table, which rotates about the y axis, are able
to measure aspherical surfaces with steep slopes (≤ 90°) by performing stitchings
with respect to the rotation [71]. Areal measurement of such steep (≤ 85°) rota-
tionally symmetric surfaces was enabled by implementing a tilt traverse unit and
the rotary table about the z axis for a standard stylus profilometer [72], although
the data points can be sparse between the ‘traces’. Also realization of areal meas-
urement of large asymmetrical test surfaces (& 1.5 × 1.5 mm) with steep slopes
(≤ 45°) using a standard stylus profilometer, such as Talysurf PGI series (Taylor
Hobson Ltd), could be a significant advantage (hereinafter such surfaces are called
as freeform). One feasible solution is raster scan stylus profilometry, where several
parallel traverses of the stylus are made on the surface as shown in Figure 2.19
[73], [74]. The implementation of this idea is straightforward and pioneering ex-
periments and instrumentation were carried out by Williamson [75] and Teague
et al. [76]. The difficulties of raster scan stylus profilometry lie in a fusion of
profiles due to the systematic errors. At the time this method was developed,
there was more research interest in the study of how to treat massive amount of
data, namely how to visualise and display results. As a result, less interest was
paid to the systematic error components [76].
2.4.1 Error compensation methods
When optical techniques are used, resulting areal surfaces suffer from unwanted op-
tical effects caused by light characteristics, diffraction, reflection and transmission
[77], [78]. However, contact-type instruments involve systematic errors between
the actual contact point and the point measured by the system [77] and thus a
‘recovery algorithm’ is required.
The effect of stylus tip radius and shape is well studied: numerical relation-
ships between tip radius and surface parameters [79], relationship between the tip
radius and the profile distortion [80] and the criteria to select the appropriate tip
radius [77]. This is because stylus tip radius works as a physical filter in stylus
profilometry, AFM and CMM as discussed in subsections 1.2.1 and 1.2.
As for other systematic errors, Gao et al., [81] developed an algorithm for
measuring aspherical surfaces using a stylus profilometer considering misalignment
around x and y axes of the rotational stage. This study provided the stylus tip
position considering these two rotational errors whereas the conventional methods
had taken account of only the y axis [81].
More comprehensive systematic error compensation is required to measure
‘freeform’ areal topography using raster scan stylus profilometry. Teague et al.
[76] monitored horizontal displacement of the stylus tip using interferometers; the
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step interval was controlled by a stepping motor drive system; the stage utilises a
precision ground steel block to provide a reference for the axes of travel so that
the mechanical errors such as poor stage orthogonality as shown in Figure 2.19
can be compensated immediately [76].
Actual Y stage direction Raster scan
Error in stage orthogonality
workpiece
No errors
Figure 2.19: Raster scanning of a sample surface using stylus profilometry with ‘y
stage’ misalignment.
As seen in a high-definition non-contact freeform measurement system [82],
[83], accurate control of the axes tends to make a system larger and more ex-
pensive. So if a stylus profilometer with a ‘y stage’, which is relatively cheaper
compared with optical techniques, is used for areal measurement, costs of addi-
tional hardware can be saved.
2.5 Conclusion
In this chapter some of the existing CSI measurement techniques, those involved
with surface topography, thick film thickness, thin film thickness and refractive in-
dex, were mainly discussed. Some techniques equipped with additional hardware
enable ellipso-like measurements, i.e., provide ellipsometric parameters whereas
those based on the standard CSI configurations deal with interferogram mathem-
atically to determine thin film thickness, ISR and refractive index. Also the tech-
niques to measure areal surfaces using stylus profilometry were discussed. They
can be useful when measuring large surfaces with steep slopes since other op-
tical systems as typified by CSI have difficulty with such metrological regions.
Applying a stylus instrument to freeform measurement requires systematic error
compensation in some form or other.
The derivation of the HCF function was comprehensively presented illustrating
the result of an actually processed interference signal. Additionally the theory
about calculation of reflection form a multi-film assembly was discussed.
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Chapter 3
Refractive index determination
by coherence scanning
interferometry
3.1 Introduction
The complex refractive index of a material is one of the most important parameters
used to design a variety of optical products and optical coatings. Studies to obtain
values for the refractive index dispersion started in the early 1950s, and since
then, various methodologies have been proposed and developed. Refractive index
was conventionally determined by analysing transmitted and reflected light, using
methods such as Reflectometry [1] or Spectrophotometry [2], but spectroscopic
ellipsometry [3], with its advantage of high common-mode rejection, is now the
preferred approach. The refractive index is determined by analysing polarization
states of the light reflected from the test sample surface. However, in terms of its
metrological capability, this is limited to root-mean-square interface roughness.
In this capacity, Coherence Scanning Interferometry (CSI) [4] is preferred for the
measurement of areal roughness and topography.
The development of the HCF function has already been shown to allow the
CSI technique to be used for the accurate measurement of thin film thickness [5],
[6]. The HCF function theory has been recently extended to allow determination
of the index of refraction (n) and the extinction coefficient (κ) [7]. Here, we
provide an explanation of this new approach using the HCF function together with
experimental verification and examples of its application. The CSI technique is
capable of providing areal surface metrology and thin film thickness measurement,
but the added capability of determining n and κ on the same sample area is clearly
significant.
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CSI [8], [9] is used to measure surface topography based on the height inform-
ation defined by the location of the interference signal peak. However additional
capabilities of the CSI technique, such as thin film thickness determination, is
achieved by analysing the signal in the frequency domain [10], [11] or in the spacial
domain [12]. Methods for obtaining refractive index with CSI have been previ-
ously proposed. Palodhi proposed the Polarization Sensitive Coherence Scanning
Interferometry (PS-CSI) method [13] by introducing an additional light source
and polarisers where high numerical aperture objective lenses are required such
as ×50 or ×100. Other methods using the phase and power-spectrum of the ob-
served interference signals without changing the hardware configuration have also
been proposed by Kim [14] and de Groot [15]. However, these approaches require
large-scale numerical optimization processes in the frequency domain, and thus
may have local optimum solutions. Mansfield has since found that, through ex-
tending the thin film thickness determination theory based on the HCF function
[6], [11], it is relatively straightforward to determine the refractive index of ab-
sorbing thin films or substrates [7] because this methodology generates potential
refractive index functions prior to optimization. This method has the advantages
that no additional hardware is required and complex numerical optimization prob-
lem is avoided. This thesis presents an evaluation of the HCF based method for
the determination of spectral refractive index and demonstrates the efficacy of the
technique by characterizing three different material substrates.
The method proposed by Mansfield [7], however, is only applicable to optically
opaque materials. Thus the further extension of refractive index determination
based on the HCF theory to (semi-)transparent films is useful. In this thesis, only
a scheme on how to determine a spectral complex refractive index of transparent
films by using a standard CSI instrument is proposed because the outlook for re-
fractive index determination using the method, which involves two more numerical
optimisations, is not so promising. And thus, verification of the proposed method
using actual samples remains as a challenge for the future.
3.2 Theory 1: Refractive index determination
of opaque materials
The HCF based method for the determination of the refractive index [7], [16] is
based on the original HCF approach used for film thickness determination [6], [11].
The method requires two pairs of measurements to be obtained. These are
1. Measurement of the test sample.
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 absorbing film or substrate of unknown spectral refractive index to
provide interference signal denoted by I1
 a smooth ‘reference’ substrate with a known refractive index to provide
reference signal denoted by Iref
2. Measurement of the same test sample with a deposited thin film.
 the same test substrate coated with a thin film of known spectral re-
fractive index to provide interference signal denoted by I2
 a smooth ‘reference’ substrate with a known refractive index to provide
reference signal denoted by Iref
Each measurement pair generates its corresponding HCF function. The first HCF
function defines a family of potential spectral n and κ solutions. An optimization
process then follows in which the second HCF function is sequentially fitted to a
synthetic HCF function based on each of the candidate spectral n and κ potential
solutions. This establishes the best fit for both the spectral n and κ and, as
by-product, the film thickness.
3.2.1 Reflection from a multi-layer film assembly
Let N(ν) = n(ν)−jκ(ν) be a spectral complex refractive index of the frequency ν,
then this index consists of the index of refraction n and the extinction coefficient
κ.
Test sample: unknown 𝑵𝑵𝒕𝒕 
Known 𝑁𝑁𝑓𝑓 
 unknown 𝑑𝑑 Film 
1st 
2nd 
Ref: 𝑵𝑵𝒓𝒓𝒓𝒓𝒓𝒓 
ref 
𝐼𝐼1 
𝐼𝐼2 
𝐼𝐼𝑟𝑟𝑟𝑟𝑓𝑓 
Substrate: 𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠 ,𝜃𝜃𝑠𝑠𝑠𝑠𝑠𝑠 → 𝜂𝜂𝑠𝑠𝑠𝑠𝑠𝑠 Film 1: 𝑁𝑁1, 𝜃𝜃1, 𝑑𝑑1 → 𝜂𝜂1 
Film L: 𝑁𝑁𝐿𝐿 ,  𝜃𝜃𝐿𝐿 , 𝑑𝑑𝐿𝐿 → 𝜂𝜂𝐿𝐿 
Incident light 
𝜃𝜃 
𝑁𝑁𝑎𝑎𝑎𝑎𝑟𝑟 , 𝜂𝜂𝑎𝑎𝑎𝑎𝑟𝑟 
Film i : 𝑁𝑁𝑎𝑎 , 𝜃𝜃𝑎𝑎 , 𝑑𝑑𝑎𝑎 → 𝜂𝜂𝑎𝑎  
Figure 3.1: Schematic diagram of the thin film assembly consisting of a number
of layers(L). The incident angle is θ. The multilayer structure defined by the
thickness vector d = [d1, . . . , dL]
ᵀ.
The optical admittance η is a function of the polarisation-state (p, s), the
complex refractive index N and the incident angle θ for each layer [17]. The optical
admittances for the p and s planes are given by ηp = NY/ cos θ and ηs = NY cos θ,
where Y = {0/µ0}1/2, 0 and µ0 are the permittivity and magnetic permeability
of vacuum respectively. The effective complex amplitude reflection coefficient,
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r, of the multi-layer film structure shown in Figure 3.1 (where the ith layer has
thickness di, refractive index Ni and incident angle θi) is then represented by:
r(ν,d, θ) =
1
2
{
rp(ν,d, θ) + rs(ν,d, θ)
}
,
where
rp,s(ν,d, θ) =
ηairp,s − Yp,s
ηairp,s + Yp,s
, d = {d1, . . . , dL}ᵀ. (3.1)
Here ηairp,s and η
sub
p,s are the optical admittances of the atmosphere (air) and the
substrate respectively. L is the number of layers in the multi-layer model and
Yp,s = Cp,s/Bp,s is the input optical admittance of assembly for each polarisation
plane, where the characteristic matrix of the assembly [Bp,s, Cp,s]
ᵀ is derived from
Equation 2.16.
Considering the passage of the incident light through an objective lens, the
overall complex reflection coefficient of the layer structure r is defined by averaging
r over the numerical aperture ranging from sin θmin to sin θmax multiplied by the
weighting function w(θ) such that r(ν,d) =
∫ θmax
θmin
r(ν,d, θ) · w dθ where ∫ w dθ =
1. Likewise the averaged incident angle θ is determined as θ =
∫ θmax
θmin
θ · w dθ.
The underlying assumption to justify this approach of determining the mean
field-reflectance r is that for a randomly polarised CSI instrument with a low to
medium numerical aperture (NA), we regard the s and the p plane reference mirror
(RM) field reflectances to be approximately equal such that rRMs (ν, θ) ≈ rRMp (ν, θ)
[6], [7].
3.2.2 HCF function provided by CSI instrument
The interference signal I(Z) along the scanning direction Z obtained with the CSI
instrument, consists of a DC component depending on the light source intensity
and the oscillation from the interference, as shown in Figure 3.2a.
The presence of transparent films on the substrate distorts the interference sig-
nal. Figure 3.2b shows the interference signal from a 560 nm SiO2 layer deposited
on Si substrate. This distortion depends on the layer thickness, the number of the
thin films as well as their refractive indices. The CSI instrument used to obtain
the signals was a CCI HD (Taylor Hobson Ltd) using a halogen light source.
The HCF function uses this distortion to determine the thin film thickness,
where the positive side-band (SB+) of the Fourier transform, denoted by F [·]SB+,
of the interference signals from the film structure and the reference sample are
computed as shown in Figure 3.3. The HCF function is both synthesized and
experimentally derived. Let HCF d and HCF s be the HCF functions which are
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Figure 3.2: Interference signal of (a) The bare Si substrate, and (b) The 560 nm
SiO2 on Si with respect to the scanning direction Z µm.
given by the actual measurement and theoretically synthesized respectively. They
are defined here by:
HCF d(ν) = rref (ν) ·
F [I(Z)]SB+
F [Iref (Z)]SB+
,
HCF s(ν,d) = r(ν,d) · exp (+j4piν∆zHCF cos θ) , (3.2)
where I is the interference signal intensity and the unknown parameter ∆zHCF
satisfies −2∆Zstep < ∆zHCF < 2∆Zstep as shown in Figure 2.13. Denoting the
reference by the subscript ‘ref ’, rref represents the amplitude reflection coefficient
and Iref is the interference signal. The key attribute of the reference sample is that
it has a well-known spectral refractive index. In addition, it needs to be polished
and reasonably flat to provide specular reflection. Normally a reflective sample
such as Si or B270 (SCHOTT Glass) is used. Through common-mode rejection,
the reference measurement allows potential errors such as a slowly varying light-
source intensity to be compensated.
The distortion of the signal due to the thin film is translated into phase and
amplitude in the frequency domain and the HCF method uses this information
to determine the film thickness. As an example, Figure 3.3 shows the amplitudes
of the Fourier transform of the signals from a bare Si substrate and an SiO2 film
deposited on the Si substrate corresponding to Figures 3.2a and 3.2b respectively.
As is well-known, if F (ν) is the transform of a real function f then there is a
conjugate relationship between the positive and negative frequencies, F (−ν) =
CHAPTER 3. REFRACTIVE INDEX DETERMINATION BY CSI 67
-3 -2 -1 0 1 2 3
0
200
400
600
800
1000
1200
Am
pl
itu
de
SB+SB-
Si ref
SiO2 on Si
Frequency [1/um]
Figure 3.3: Spectral amplitude of the Fourier transform of the Si reference sub-
strate and the film assembly of 560 nm SiO2 deposited on Si.
F ∗(ν). The HCF d function uses the positive side-band, denoted by SB+ as
shown in Figure 3.3.
The set of the film thicknesses d is dispersively determined by minimizing
the least squared error function JHCF in Equation 3.3 with respect to d and
∆zHCF . The result of such error-minimization yields the best-fitting synthetic
HCF s. Figure 3.4 shows the real and imaginary components of both HCF s and
HCF d. The problem can be stated as:
minimize
∆zHCF , d
JHCF =
∫
ν
∣∣HCF d(ν)−HCF s(ν,d)∣∣2 dν
subject to − 2∆Zstep < ∆zHCF < 2∆Zstep (3.3)
where a conjugate gradient method [18] is used to evaluate the merit function
JHCF .
3.2.3 Refractive index determination using HCF function
This method requires that the objective lens has a low or medium numerical
aperture (NA . 0.3) [7]. However, if a low or medium NA objective is used such
that field variations over the NA may be reasonably ignored then the analysis is
much more straightforward. In this case, the required family of potential spectral
n and κ solutions may be generated analytically [7].
The refractive index of the test sample can be numerically determined from
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Figure 3.4: Curve fitting between HCF s and HCF d corresponding to Figure 3.2b.
the HCF function when signals from two material structures are provided. The
unknown test sample and the known thin film deposited on the test sample are
shown schematically in Figure 3.5. The subscripts of ‘1’ and ‘2’ are given to the
two measurements from the test sample.
Test sample: unknown 𝑵𝑵𝒕𝒕 
Known 𝑁𝑁𝑓𝑓 
 unknown 𝑑𝑑 Film 
1st 
2nd 
Ref: 𝑵𝑵𝒓𝒓𝒓𝒓𝒓𝒓 
ref 
𝐼𝐼1 
𝐼𝐼2 
𝐼𝐼𝑟𝑟𝑟𝑟𝑓𝑓 
Substrate: 𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠 ,𝜃𝜃𝑠𝑠𝑠𝑠𝑠𝑠 → 𝜂𝜂𝑠𝑠𝑠𝑠𝑠𝑠 Film 1: 𝑁𝑁1, 𝜃𝜃1, 𝑑𝑑1 → 𝜂𝜂1 
Film L: 𝑁𝑁𝐿𝐿 ,  𝜃𝜃𝐿𝐿 , 𝑑𝑑𝐿𝐿 → 𝜂𝜂𝐿𝐿 
Incident light 
𝜃𝜃 𝑁𝑁𝑎𝑎𝑎𝑎𝑟𝑟 , 𝜂𝜂𝑎𝑎𝑎𝑎𝑟𝑟 
Figure 3.5: Two separate measurements are required for the determination of the
refractive index of the test sample.
As previously discussed, the determination of spectral n and κ requires two
pairs of measurements. These correspond to (1) measurement of the test sample,
and (2) measurement of the same test sample with a deposited thin film. These
measurements are schematically represented in Figure 3.5. Each measurement
pair generates its corresponding HCF function, designated HCF di (ν), where i is
either 1 or 2.
Starting with the first HCF function, if the test sample has a refractive index
Nt(ν) then the corresponding HCF function together with its synthetic equivalent
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are described by:
HCF d1 (ν) = rref (ν) ·
F [I1(Z)]SB+
F [Iref (Z)]SB+
,
HCF s1 (ν, 0) =
1−Nt(ν)
1 +Nt(ν)
· exp(+j4piν∆zHCF1), (3.4)
where − 2∆Zstep < ∆zHCF1 < 2∆Zstep.
Now, given that HCF d1 = HCF
s
1 , we can generate a family of potential solutions
Nˆt as a function of ∆ZHCF1 for the unknown refractive index:
Nˆt(ν,∆zHCF1) =
exp(+j4piν∆zHCF1)−HCF d1
exp(+j4piν∆zHCF1) +HCF d1
, (3.5)
where − 2∆Zstep < ∆zHCF1 < 2∆Zstep.
For example, the candidate solutions Nˆt for a gold test substrate are shown
in Figure 3.6 together with the true refractive index determined by spectroscopic
ellipsometry.
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Figure 3.6: Potential refractive indices for gold. Some of the refractive index
candidates Nt with respect to ∆zHCF1 are shown (Top: n, Bottom: κ).
Now considering the second HCF function, referring to Figure 3.5 the ‘coated
sample’ has a film of physical thickness d and known index Nf (ν). The corres-
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ponding HCF function together with its synthetic equivalent are described by:
HCF d2 (ν) = rref (ν) ·
F [I2(Z)]SB+
F [Iref (Z)]SB+
,
HCF s2 (ν, d|Nˆt) = r2(ν, d|Nf , Nˆt) · exp(+j4piν∆zHCF2), (3.6)
where − 2∆Zstep < ∆zHCF2 < 2∆Zstep.
The field reflectance term, r2 is evaluated using Equation 3.1. Also there is no
requirement for the reference samples used for the two measurement pairs to be
the same.
The solution to Equation 3.5 may be expressed by the requirement:
minimize
∆zHCF1,2, d
J =
∫
ν
∣∣∣HCF d2 (ν)−HCF s2 (ν, d|Nˆt)∣∣∣2 dν
subject to − 2∆Zstep < ∆zHCF1,2 < 2∆Zstep (3.7)
In practice, initially a family of Nˆt(ν,∆zHCF1) spectral n and κ candidates (typ-
ically ∼ 25, although ∼ 50 in the case of gold) are generated using Equation 3.5.
These correspond to ∆zHCF1 ranging over ±2∆Zstep. Next, in a sequential man-
ner, running through all the candidate solutions, J is minimized. In fact, these
conjugate gradient-based individual optimizations are identical to the standard
HCF fitting for a single layer, given that there are two unknowns, d and ∆zHCF2.
Finally the value of the merit function with respect to ∆zHCF1 is locally quadrat-
ically interpolated to determine the optimum value for ∆zHCF1. Application of
Equation 3.5 yields the refractive index Nt = nt − jκt of the test sample.
3.3 Theory 2: Refractive index determination
of (semi-)transparent materials
Assuming that the film assembly consists of a substrate deposited by the unknown
film, then their refractive indices are denoted by Ns and Nt respectively. As in
the method presented in section 3.2, the determination of Nt is achieved by the
measurements of the film structure and the same test piece with an additionally
deposited known film with the refractive index of Nf as shown in Figure 3.7. Note
that the spectral complex refractive indices of Nf and Ns should be known prior
to the measurements.
The method requires two pairs of measurements to be obtained. These are
1. Measurement of the test workpiece.
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 a (semi-)transparent thin film of unknown spectral refractive index de-
posited on a substrate or a film assembly to provide the interference
signal denoted by I1
 a smooth ‘reference’ substrate with a known refractive index to provide
the reference signal denoted by Iref
2. Measurement of the same test piece with a deposited thin film.
 the same test substrate coated with a thin film of known spectral re-
fractive index to provide the interference signal denoted by I2
 a smooth ‘reference’ substrate with a known refractive index to provide
the reference signal denoted by Iref
Each measurement pair generates its corresponding HCF function. The first HCF
function defines a family of potential spectral equivalent admittance solutions
represented by Y d1 . The first optimization process then follows where the second
HCF function is sequentially fitted to a synthetic HCF function based on each
of the potential spectral solutions of Y d1 . This establishes the best fit for both
the spectral Y d1 and, as a by-product, the film thickness df . In the subsequent
numerical optimization, the least squares error between the determined equivalent
admittance Y d1 and the one synthesized Y
s
1 is minimized with respect to the film
thickness d, nt and κt. Note that in this method the nominal thickness of the
unknown film d and the deposited unknown film df need to be given/known in
advance to be used as initial points in the numerical optimizations.
3.3.1 Potential refractive indices by HCF function
First measurement
The first measurement of the substrate and the unknown film is made as shown
in Figure 3.7. This provides the corresponding determined and synthesized HCF
functions as follows [7], [16], [19]:
HCF d1 (ν) = rref ·
F [I1]SB+
F [Iref ]SB+
,
HCF s1 (ν) = r1 · e+j4piν∆zHCF1 , (3.8)
where rref = (η0 − ηref ) / (η0 + ηref ), the symbol r1 represents the amplitude re-
flection coefficient given by the structure of the test sample as shown in Figure 3.7
and ∆zHCF1 is a unknown parameter to be determined for the first measurement.
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Figure 3.7: Schematic drawing of the cross-section of the test film assembly. First
and second measurements are specified.
Let us consider the set of the substrate and the unknown film as a sub-
strate, whose equivalent admittance is denoted by Y1, then the amplitude re-
flection coefficient r1 can be expressed with the equivalent admittance [17] as
r1 = (η0 − Y1) / (η0 + Y1). Incidentally, the equivalent admittance Y1 can be rep-
resented in two ways; one is a determined expression Y d1 based on the actual meas-
urement and the other one is a synthetic Y s1 based on the model of the structure.
Solving HCF dt = HCF
s
1 for Y
d
1 provides
Y d1 (ν,∆zHCF1) =
η0 −HCF d1 · e−j4piν∆zHCF1
η0 +HCF d1 · e−j4piν∆zHCF1
. (3.9)
Now, Y d1 is a function of ∆zHCF1 and thus the range of Y
d
1 is limited due to the
condition of ∆zHCF1 as previously shown in Equation 3.2. Also, Y
s
1 can be given
theoretically by Nt, dt and the details of the rest of the components constituting
the test film assembly as in Equation 2.16. Note that there could be layer(s) of
film(s) between the substrate and the film under discussion (Nt) as long as all the
thicknesses and refractive indices are understood since Y s1 is calculated following
Equations 3.1 and 2.16.
Second measurement
The second measurement is made with the same test sample with a deposited film
Nf as illustrated in Figure 3.7. This results in the interference I2, and accordingly
another set of HCF functions HCF d2 and HCF
s
2 are given as follows:
HCF d2 (ν) = rref ·
F [I2]SB+
F [Iref ]SB+
,
HCF s2 (ν) = r2 · e+j4piν∆zHCF2 . (3.10)
Incidentally the amplitude reflection coefficient r2 can also be expressed in two
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ways; the one is determined with Y d1 [17]:
rd2(∆zHCF1, df ) =
η0−ηf
η0+ηf
+
ηf−Y d1
η+Y d1
· e−j2δ2
1 +
η0−ηf
η0+ηf
· ηf−Y d1
η+Y d1
· e−j2δ2
, (3.11)
where δ2 =
2pi
λ
Nfdf cos θf ,
the other one is given by the theoretical equivalent admittance Y s2 calculated
from Equation 2.16, and thus the synthetic counterpart is expressed as rs2 =
(η0 − Y s2 ) / (η0 + Y s2 ). In order to make the most of the information from the
first measurement, rd2 is used in Equation 3.10. Therefore the synthesized HCF
function for the second measurement, HCF s2 , becomes semi-determined since
a part of rd2 is determined by the first measurement Y
d
1 and thus it provides
HCF s2 = HCF
s
2 (ν,∆zHCF2, df |∆zHCF1).
3.3.2 Numerical optimization for unknown parameters
From the first and the second measurements, there are, now, six unknown para-
meters {nt, κt, dt,∆zHCF1,∆zHCF2, df} to be numerically determined. Note the
constraint given to the parameters, −2∆Zstep < ∆zHCF1,∆zHCF2 < −2∆Zstep, is
considered in every optimization.
Determination of ∆zHCF1 ∆zHCF2, and df
The two unknown parameters ∆zHCF1 ∆zHCF2 are to be determined by minimiz-
ing the following error function J2 regarding the second measurement with respect
to ∆zHCF1 ∆zHCF2 and df :
J2 =
∫
ν
[
HCF d2 (ν)−HCF s2 (ν,∆zHCF2|r2 = rd2)
]2
dν. (3.12)
Here, the resulting set of the optimized solution of J2 includes ∆zˆHCF1, ∆zˆHCF2
and dˆf .
{nt, κt} family acquisition
If the determined ∆zˆHCF1 is assigned into Y
d
1 in Equation 3.9, then a family of
the refractive index Nt is obtained for a given film thickness dt by minimizing the
following error function J1,dt with respect to nt and κt.
J1,dt =
∫
ν
[
Y d1 (ν,∆zˆHCF1)− Y s1 (ν, dt|nt, κt)
]2
dν. (3.13)
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For every film thickness dt, the corresponding refractive index Nt is determined
and the relationship is expressed by dt ∼ {nt, κt}.
3.3.3 Determination of film refractive index
The refractive index families are evaluated by applying them to the second meas-
urement result. Let Nt = nt − jκt be one of the refractive index families, then
the characteristic matrix of the assembly is determined accordingly. As in Equa-
tion 2.16, given a set of (dt, nt, κt), a synthetic equivalent admittance of the second
measurement Y s2 is obtained as follows:
Y s2 (dt, Nt) =
C2
B2
, ∴ rs2(dt, Nt) =
η0 − Y s2
η0 + Y s2
, (3.14)
where[
B2
C2
]
=
[
cos δ2 j sin δ2/ηf
jηf sin δ2 cos δ2
][
B(Nt, dt)
C(Nt, dt)
]
.
The matrix [B(Nt, dt), C(Nt, dt)]
ᵀ represents the [B,C]ᵀ given by Equation 2.16
for the test sample of the first measurement as shown in Figure 3.7 such that
Y s1 = C/B.
Then the accuracy of a set of the families is evaluated based on the squared
errors between HCF d2 and HCF
s
2 . Let J2,dt be its error function, then it is given
by:
J2,dt(dt) =
∫
ν
[
HCF d2 −HCF s2 (ν,∆zHCF2|r2 = rs2(dt, Nt))
]2
dν, (3.15)
where HCF ds = r
s
2(dt, Nt) · e+j4piν∆zˆHCF2 .
Note that the error function J2,dt is a function of dt and is merely the indicator on
which the accuracy of a given refractive index Nt is evaluated together with the
corresponding film thickness dt.
The error plot of the error function J2,dt is expected to become something sim-
ilar to that shown in Figure 3.8 since the error function is quadratic [19]. Evidently
the set of parameters providing the local minimum in J2,dt , which corresponds to
the bottom part of the schematic drawing of Figure 3.8, is selected as a solution.
It might be better to have the final solution after iterative computations between
Equations 3.13 and 3.15 until the interval of dt becomes small enough.
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೟
Figure 3.8: Value of the error function J2,dt depending on the film thickness.
3.4 Experiment
As discussed in section 3.1, experiments to test the method which determines the
refractive index of an opaque material (see section 3.2) were conducted. Therefore
the discussions to be made hereafter are focused on the method proposed by
Mansfield [7].
3.4.1 Experimental setup
All the transparent SiO2 and ZrO2 films were deposited using pulsed DC magnet-
ron sputtering in a reactive process. The substrates were mounted vertically on
a carrier rotating at ∼ 100 round per minute to provide horizontal uniformity. A
trimming mask was placed in front of the magnetrons to achieve uniformity in the
vertical direction. Overall, thin film thickness uniformity was better than ±2 %
for films deposited over an area of 60× 60 mm for film thickness & 50 nm.
The CSI instrument used to obtain the interference signals was a CCI HD fitted
with a halogen light source; configured as such, it exhibits a mean wavelength
at 631 nm [20]. Analysis of the interference signals were conducted after the
measurements using the software written in Matlab (The MathWorks, Inc).
For comparative study of the refractive indices, the spectroscopic ellipsometer
(UVISEL iHR320FGAS provided by Horiba Jobin Yvon) was used. The refractive
indices together with the film thicknesses were determined by the software program
attached with this system.
3.4.2 Measurement condition
Four measurements were conducted on the three different materials as shown in
Tables 3.2 and 3.3. A Si substrate was used as a reference material to obtain the
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Table 3.1: Specifications of CCI HD
Performance CCI HD
Single vertical scan range 2.2 mm (closed loop)
Noise floor (Vertical) < 0.02 nm
Repeatability of surface RMS < 0.02 nm
# of measurement points 2048× 2048
Step height repeatability < 0.05 %
Surface reflectivity < 0.3− 100 %
reference signal Iref . The experimental conditions used to deposit the metal-oxide
thin films have been previously reported [5].
Table 3.2: The test materials and their thin films. Note that the Si test material
is a different product to the reference material. The film thicknesses in the table
are determined by the HCF optimization process
Sample # Test material Film Thin film thickness (nm) a
#1 Si SiO2 520.1± 2.3
#2 Si ZrO2 314.4± 1.8
#3 Au ZrO2 306.2± 5.5
#4 AuPd ZrO2 304.4± 2.6
a ‘The film thicknesses’ ± ‘sample standard deviation’ were determined by
the HCF function method. The numbers of the measurements are as shown
in Table 3.3.
Table 3.3: The number of the reference measurement and the number of the
measurements for each material
Number of reference Number of sample
Sample # measurements a measurements b
#1 1 4
#2 1 6
#3 1 5
#4 1 4
a The same reference measurement result Iref is shared among the
same material measurements.
b Various locations are measured in the sample surface to obtain
the signal I2.
3.4.3 Refractive index determination and analysis
Figures 3.9-3.12 illustrate comparative spectral plots of the refractive indices de-
termined by the HCF function based method and by spectroscopic ellipsometer on
the test samples given in Table 3.2. The error bars represent the sample standard
deviations over the number of the measurements shown in Table 3.3.
CHAPTER 3. REFRACTIVE INDEX DETERMINATION BY CSI 77
All the refractive indices in Figures 3.9-3.12 determined by this HCF based
method show reasonable fits with those of spectroscopic ellipsometry. In partic-
ular, the extinction coefficients κ of the gold sample exactly correspond to each
other in the broad wavelength range. All of the results exhibit a high frequency
‘jitter’. The signal to noise ratio is best in the mid-visible range. As the limits
of the bandwidth (430 to 730 nm) are approached there is a deterioration in the
signal/noise. However the most likely source for such jitter is the presence of very
small scanning non-linearities.
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Figure 3.9: Sample #1. The refractive index of Si determined using a sample
of 520 nm SiO2 deposited on Si. {n, κ} determined by the HCF based method,
{n†, κ†} determined by spectroscopic ellipsometry.
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Figure 3.10: Sample #2. The refractive index of Si determined using a sample
of 314 nm ZrO2 deposited on Si. {n, κ} determined by the HCF based method,
{n†, κ†} determined by spectroscopic ellipsometry.
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Figure 3.11: Sample #3. The refractive index of gold determined using a sample
of 305 nm ZrO2 deposited on gold. {n, κ} determined by the HCF based method,
{n†, κ†} determined by spectroscopic ellipsometry.
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Figure 3.12: Sample #4. The refractive index of AuPd determined using a sample
of 306 nm ZrO2 deposited on AuPd. {n, κ} determined by the HCF based method,
{n†, κ†} determined by spectroscopic ellipsometry.
Table 3.4 shows the sum of the Root Mean Square (RMS) error between the
refractive indices obtained by the HCF-based method and by spectroscopic ellip-
sometry together with the corresponding 550 nm refractive index ratio; this ratio
indicates how critical the RMS errors are at 550 nm. Table 3.5 shows the cor-
relation coefficients between the refractive indices determined by the HCF-based
method and spectroscopic ellipsometry; the shape similarity of the spectral pro-
files of the refractive indices is characterized by these coefficients. Evidently from
Tables 3.4 and 3.5, the gold sample refractive indices are a very close match both
in terms of spectral trend and absolute value deviation; on the other hand, the
#1 Si sample exhibits a relatively mediocre match in terms of spectral trend and
a significantly larger absolute value deviation.
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Table 3.4: Root Mean Squared (RMS) error between n and κ determined with
the HCF method and spectroscopic ellipsometry in the bandwidth (430 nm to 730
nm), and their ratios to representative n and κ at 550 nm wavelength, the best
values are emphasized
Sample # RMS error a Ratio to n and κ at 550 nm b
(n, κ) at 550 nm n κ n (%) κ (%)
#1 (4.12, 0.42) 0.016 0.032 0.4 59.6
#2 (4.14, 0.30) 0.013 0.007 0.3 3.8
#3 (0.39, 2.46) 0.012 0.006 3.3 0.2
#4 (1.63, 2.87) 0.034 0.038 2.6 1.6
a The number of data points is 120 ranging from 430 nm to 730 nm.
b (RMS error)/(n or κ) at 550 nm wavelength respectively.
Table 3.5: The correlation coefficients between n and κ determined by the HCF
method and spectroscopic ellipsometry, the best values are emphasized
Correlation coefficient (%) a
Sample # n κ
#1 97.9± 0.7 83.9± 5.2
#2 93.6± 2.2 85.3± 4.8
#3 97.3± 0.9 99.8± 0.1
#4 72.5± 8.4 99.1± 0.3
a The confidence interval is 95%.
3.5 Discussion
The exact determination of ∆zHCF1 plays an important role in the method tested
in section 3.4. In order to understand the sensitivity of the refractive index with
respect to ∆zHCF1, absolute values of partial derivatives of the index for samples
#2 and #3 have been investigated. The partial derivatives of the candidates for
the refractive index are, from Equation 3.5:
∂Nt
∂∆zHCF1
=
j8piν ·HCF d1 · exp (+j4piν∆zHCF1)
{exp (+j4piν∆zHCF1) +HCF d1 }2
. (3.16)
Figures 3.13 to 3.16 show the natural logarithm of the absolute values of the
derivatives of the refractive indices with respect to ∆zHCF1.
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Figure 3.13: Sample #1. Natural logarithm of absolute values of the derivatives
of the candidate refractive indices for Si substrate with a deposited SiO2 thin film
(Top: n, Bottom: κ).
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Figure 3.14: Sample #2. Natural logarithm of absolute values of the derivatives
of the candidate refractive indices for Si substrate with a deposited ZrO2 thin film
(Top: n, Bottom: κ).
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Figure 3.15: Sample #3. Natural logarithm of absolute values of the derivatives
of the candidate refractive indices for gold substrate with a deposited ZrO2 thin
film (Top: n, Bottom: κ).
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Figure 3.16: Sample #4. Natural logarithm of absolute values of the derivatives
of the candidate refractive indices for AuPd substrate with a deposited ZrO2 thin
film (Top: n, Bottom: κ).
Figures 3.13 to 3.16 demonstrate the variability of this partial derivative. Op-
tionally, it may be used to weight the synthetic ∆zHCF1 so as to provide nominally
equi-spaced Nt solutions instead of equi-spaced ∆zHCF1 samples. The relatively
large standard deviation at longer wavelengths apparent in Figure 3.11 is probably
due to the large absolute value of the partial derivative of the refractive index as
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shown in Figure 3.15, whereas the relatively stable standard deviation seen in Fig-
ures 3.9 and 3.10 is probably due to the relatively constant partial derivative as
shown in Figure 3.13 and 3.14. Returning to the results in Figures 3.9 to 3.12, the
merit function associated with Figure 3.9 exhibits a particularly ‘flat bottom’; as a
consequence, to ensure stability, for this substrate/film pairing the original merit
function was replaced by one based on symmetry. In Figure 3.11 the ‘bumpiness’
exhibited by the determined n and κ is due to the presence of small z-scan errors,
this would be expected to improve if a larger number of measurements were used.
Figure 3.11 shows essentially excellent agreement while the offsets apparent in
Figure 3.12 in both n and κ are consistent with external vibrations present when
the one reference measurement was taken.
The sensitivity clearly improves as the film-index-dependent merit function
minimum becomes better defined; for the Si substrate, the difference in particular
determined using SiO2 and ZrO2 deposited films is apparent.
3.6 Conclusions
CSI is a well-established technique for surface topography, and the introduction of
various approaches including the HCF function to CSI extended this capability to
cover thin film thickness determination. Together with experimental verification,
this thesis presents an expose´ of a proposed further extension of the HCF function
to the refractive index determination of substrates or absorbing films. CSI together
with the HCF function has an advantage over spectroscopic ellipsometry in that it
is able to provide both surface and sub-surface boundary topography. One benefit
of this approach for refractive index determination is that no additional hardware
is required; the computation is a reasonably straightforward extension to that
used for thin film determination. The comparative spectral plots of the refractive
indexes and extinction coefficient show good agreement, so verifying this approach.
The determined refractive index stability can be influenced by the sensitivity of the
refractive index regarding the numerical optimization. Additionally, the spectral
refractive index sensitivity is dependent on the index of the deposited film. It is
acknowledged that this approach places significant demands on the CSI scanning
z-stage; this most realistic way of improving this aspect of spectral refractive
index (n and κ) determination is simply through taking more repeat interference
measurements.
Also in this chapter, the original refractive index determination based on the
HCF function has been extended to (semi-)transparent samples. The extended
method requires three numerical optimisation procedures compared to one for the
opaque samples discussed in section 3.2. In section 3.5, it was found that the
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original method was very sensitive to noise, this is also the case for the (semi-
)transparent thin films. In fact because of the extra numerical optimisations re-
quired, the noise sensitivity is even worse than for the opaque materials. Hence the
outlook for refractive index determination using this technique is not so promising.
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Chapter 4
Measurement of thin film
interfacial surface roughness by
coherence scanning
interferometry
4.1 Introduction
Areal inspection of (semi-)transparent thin film layers together with roughness
measurements of their upper and lower interfacial topographies would be useful to
many optical applications such as those involved with optical coatings, semicon-
ductors, photovoltaics (PV) and flat-panel displays [1]. Precise control of surface
roughness and thin film thickness is essential to optimize the performance of op-
tically active coatings.
Conventionally, stylus profilometers have been used for the measurement of the
step height between a thin film and its substrate to determine the film thickness
even though the use of a sharp-pointed stylus can be destructive. Spectroscopic
ellipsometry has been used for the non-destructive measurement of thin film thick-
ness with the area of interest typically averaged over a large area of the order of
a millimetre square. Although stylus profilometers and spectroscopic ellipsometry
are well-established techniques, there is a need for a non-destructive method for
the areal measurement of thin film thickness with a higher horizontal resolution.
Optical Coherence Tomography (OCT) [2] has played an important role partic-
ularly in medical applications. OCT reconstructs the tomographic information of
biomedical tissues by means of the interference signal provided by a near infrared
light source. Debnath et al., have proposed a method of measuring tissue layer
thickness and underlying topography using spectrally resolved OCT [3]. The layer
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thickness is typically over the micro-metre range.
CSI [4], also referred to as SWLI [5] or full-field OCT [6], have been widely used
for areal topographical measurement. These methods are generally unsuitable for
determining film thickness where there is interfacial surface roughness between
deposited films and the substrate. Nevertheless, many studies have been carried
out on film thickness determination using CSI. Some methods treat the interference
signals in the spacial domain [7]–[9] when each thin film has a thickness in a certain
range (& 1.5 µm), while others make use of the spectral phase or amplitude of
the signals in the frequency domain to allow measurement in the thin film range
(. 1.5 µm) [10]–[15].
The use of CSI-methods for thin film thickness measurements based on spacial
domain analysis is limited to film thickness (& 1.5 µm). This is because as the
surfaces of the film assembly get closer, the peaks in the interference signal overlap
more in the spacial domain. Even so, this method provides a areal presentation of
interfacial surface topography and film thickness without difficulty. In contrast,
those measurements which use frequency analysis work well in the thin film regime.
For example, methods using the Helical Complex Field (HCF) function [16] are
able to accurately measure film thickness less than 100 nm [17]. There is, however,
difficulty using this method in determining the film structure on a pixel by pixel
basis owing to noise in the signal. For this, the conventional HCF method normally
computes thin film thickness by averaging the signals over an area occupied by a
few hundreds of pixels.
Mansfield proposed applying the HCF function to areal pixel-by-pixel thin film
thickness determination together with Interfacial Surface Roughness (ISR) com-
putation by introducing a first order approximation of the function [18] and then
demonstrated this capability in terms of comparing the resultant top surface of a
dielectric-coated glass substrate with AFM measurements [19]. This thesis aims to
verify the ISR methodology using actual measurement results by testing samples
with dielectric films of Zirconium dioxide and Silicon dioxide on Silicon wafers
with etched pits and measuring the roughness and the pits depth of the buried
interfaces and comparing these measurements with those of the original substrate
prior to thin film deposition. Theory shows the ISR method works for perturb-
ations of up to ∼ ±10 nm depending on the materials used. We have analysed
the pits ranging from −2.5 to −16.4 nm and have proven a good agreement with
those original surfaces measured by CSI before deposition of the dielectric films.
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4.2 Methodology
4.2.1 Coherence scanning interferometry
In a typical CSI hardware configuration as shown in Figure 1.3, a LED is often
preferred as a light source (represented by ‘LS’ in Figure 1.3) over a halogen light
for its intensity, lower heat production and a bandwidth with sufficient width for
surface inspection. The bandwidth of the light source and the numerical aperture
of the objective lens mainly determines the coherence length [20]–[22].
Although a white light source such as a halogen light creates a shorter coherence
length than those from LEDs making detection of the interference fringes on test
surfaces harder, a halogen light is used in this method. This is because this
methodology involves a numerical optimization in the frequency domain, and thus
a wider bandwidth in the visible region between 400 and 750 nm leads to a more
accurate solution.
4.2.2 HCF function
The set of the film thickness d is numerically determined by minimizing the least
squares error between HCF s and HCF d with respect to d and ∆zHCF as discussed
in subsection 3.2.2. This procedure results in a curve fitting between the HCF
functions with respect to the real and imaginary parts. As is apparent from
Figure 4.2b, however, a single pixel HCF function suffers significantly from noise,
, (dominated by photo-electron noise) in the frequency domain when performing
curve fitting.
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Figure 4.1: (a) Cross-sectional view of the film thickness d determined by the
HCF curve fitting and actual topography in each film, (b) Top view of the global
HCF function and the local HCF function at a pixel.
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Let us denote the global determined HCF function by HCF d which consists
of an HCF function generated from an ensemble of pixel intensity sequences. The
global function typically corresponds to an area with M pixels say, 200 × 200 as
shown in Figure 4.1b, and exhibits dramatically better signal/noise as shown in
Figure 4.2a. Following the preceding film thickness measurement method using
the HCF function [13], [16], [17], the optimal set of the film thickness dˆ is de-
termined by minimizing the error function JHCF =
∫ ∣∣∣HCF d −HCF s(ν; d)∣∣∣2 dν
with respect to d and ∆zHCF under the constraint given after Equation 3.3. Note
that the physical meaning of ∆zHCF is the height difference between the test film
structure and the reference material, denoted by zref , randomly created by signal
data sampling as illustrated in Figure 4.1a.
With this method, computation to determine d̂ + ∆d at all the pixels would re-
quireM non-linear optimizations. This would require excessive and time-consuming
computing particularly when the number of the pixels in a measurement area is
large. Also, the optimization itself may well be compromised because of the sig-
nificant noise apparent in the frequency domain.
4.2.3 Extension of HCF function to interfacial surface
roughness measurement
A large number of optimizations might be required even if application of JHCF to
each pixel by substituting HCF d with the corresponding local determined HCF
function HCF dpx was effectively feasible. It is also very difficult to achieve a good
fit between the synthesized and the determined HCF functions due to the noise
as illustrated in Figure 4.2b and thus this may lead to spurious results.
The ISR method provides a solution to this difficulty by effectively avoiding
the noise effect in the optimization process. The ISR method uses such a relat-
ively smooth HCF d as in Figure 4.2a to approximate such a rough HCF dpx as in
Figure 4.2b by means of the first order partial derivative of the synthesized HCF
function. This approach brings two advantages: first a smooth local HCF func-
tion can be established; secondly a linear least squares error optimization will be
conducted rather than a non-linear one.
First order approximation of the synthesized HCF function
Considering small deviations ∆d from the global film thickness dˆ determined
by the method discussed in section subsection 4.2.2, a primarily approximated
expression for the local synthesized HCF function HCF spx can be presented by
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Figure 4.2: The determined HCF function of a 520 nm SiO2 thin film on a Si sub-
strate, (a) The globally determined HCF function HCF d, (b) A locally determined
HCF function HCF dpx.
using HCF d:
HCF spx(ν, dˆ + ∆d) ' HCF s(ν, dˆ) +
(
∇dHCF s(ν, dˆ)
)ᵀ
∆d
'HCF d +
(
∇dHCF s(ν, dˆ)
)ᵀ
∆d
=HCF d +
∂ (HCF s)
∂dsub
∆dsub +
L∑
l=1
∂ (HCF s)
∂dl
∆dl, (4.1)
where the set of the film thickness d is understood hereafter to be d = [dsub, d1, . . . , dL]
ᵀ
including a perturbation of the substrate ∆dsub as shown in Figure 4.1a. The
second and third terms in Equation 4.1 are analytically determined respectively
as follows [18]:
∂ (HCF s)
∂dsub
= j4piν cos θ · r exp (+j4piν∆zHCF cos θ) ,
∂ (HCF s)
∂dl
=
(
j4piν cos θ · r + ∂r
∂dl
)
exp
(
+j4piν∆zHCF cos θ
)
,
∂r
∂dl
=
∂ |r|
∂dl
· ejχ + jr · ∂χ
∂dl
, where arg (r) = χ, (4.2)
∵ ∆zHCF = dsub +
L∑
l=1
dl − zref .
CHAPTER 4. MEASUREMENT OF THIN FILM ISR BY CSI 91
By substituting the terms in Equation 4.2 into Equation 4.1, the determined local
HCF function is finally expressed as follows [18]:
HCF spx(ν; dˆ + ∆d) ' HCF d
+ j4piν cos θ ·HCF d
{
∆dsub +
L∑
l=1
Gl(ν; dˆ)∆dl
}
, (4.3)
where
∂ |r|
∂dl
· ejχ ≈ 0,
Gl(ν; dˆ) = 1 +
1
4piν cos θ
∂χ(dˆ)
∂dl
.
Now, Gl is defined as a gain of the perturbation in the l-th layer and is provided by
the following partial derivative of the phase of the amplitude reflection coefficient
of the film assembly [18]:
∂χ
∂dl
=
1
|r|2
(
Re [r]
∂ Im [r]
∂dl
− Im [r] ∂ Re [r]
∂dl
)
, (4.4)
where Equation 4.4 is effectively computed in advance by approximating the real
and imaginary parts of the partial derivative of the amplitude reflection coefficient
as follows:
∂ Im [r]
∂dl
∼=
Im
[
r(ν, dˆl+)
]
− Im
[
r(ν, dˆl−)
]
2δdl
,
∂ Re [r]
∂dl
∼=
Re
[
r(ν, dˆl+)
]
− Re
[
r(ν, dˆl−)
]
2δdl
, (4.5)
where dˆl+ = {dˆsub, dˆ1, . . . , dˆl + δd, . . . , dˆL}ᵀ,
dˆl− = {dˆsub, dˆ1, . . . , dˆl − δd, . . . , dˆL}ᵀ.
Note that dˆsub cannot be obtained explicitly from Equation 3.3 though, this will
not cause problems because what is essential in the following calculations is ∆dsub.
The value δd should be small enough to approximate the partial derivatives.
The perturbations in the film thickness ∆d are determined by minimizing the
following least-square based error function Jpx with respect to the perturbations
∆d.
minimise
∆d
Jpx =
∫
ν
∣∣∣HCF dpx −HCF spx(ν; dˆ + ∆d)∣∣∣2 dν,
subject to |∆dl| << dˆl (l = sub, 1, . . . , L), (4.6)
where HCF dpx represents a locally determined HCF function provided by the cor-
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responding actual measurement. This locally determined HCF function apparently
contains too much noise to be used for the non-linear optimization described in
Equation 3.3. Perturbations to be determined by means of Equation 4.6 should
be less than 10 nm [23] to maintain the quality of approximation derived in Equa-
tion 4.5.
Linear least-squares optimization
In the actual computation, the variables and functions are treated in a discrete
manner such that ν = [ν1, ν2, . . . , νm]
ᵀ, and thus the merit function Jpx is effect-
ively re-written:
Jpx =
m∑
i=1
∣∣∣HCF dpx(νi)−HCF spx(νi; dˆ + ∆d)∣∣∣2
=
∥∥∥HCF dpx(ν)− (HCF d(ν) + Diag [HCF d(ν)]G∆d)∥∥∥2, (4.7)
where
G = j4pi cos θ

ν1 ν1 ·G1(ν1; dˆ) ν1 ·G2(ν1; dˆ) · · · ν1 ·GL(ν1; dˆ)
ν2 ν2 ·G1(ν2; dˆ) . . . . . . ...
...
...
. . . . . .
...
νm νm ·G1(νm; dˆ) · · · · · · νm ·GL(νm; dˆ)
 ,
Diag
[
HCFd
]
=

HCF d(ν1) 0 · · · 0
0 HCF d(ν2)
. . .
...
...
. . . . . . 0
0 · · · 0 HCF d(νm)
 ,
HCFdpx =
[
HCF dpx(ν1), HCF
d
px(ν2), . . . , HCF
d
px(νm)
]ᵀ
,
HCFd =
[
HCF d(ν1), HCF d(ν2), . . . , HCF d(νm)
]ᵀ
.
As in Equation 4.7, the function HCF spx depends linearly on ∆d. Thus, the
optimal solution ∆ˆd of the linear least squares error problem in Equation 4.7 is
explicitly determined in the well-known form as follows [24], [25]:
∆ˆd = (GᵀG)−1 Gᵀu, (4.8)
where
u = Diag
[
HCFd
]−1 [
HCFdpx −HCFd
]
.
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This gives the Best Linear Unbiased Estimators (BLUE) for solving over-determined
linear problems. It follows that the thin film thickness, or the interfacial surface
roughness at a pixel is finally obtained as dˆ + ∆ˆd.
This optimization avoids such a time-consuming non-linear optimization as
JHCF , and thus enables the determination of interfacial surface topographies in
realistic timescales.
4.3 Experiment
4.3.1 Experimental setup
The CSI instrument, CCI HD (Taylor Hobson Ltd), was used to observe inter-
ference signals. As in the specification sheet [26], the 4M pixel camera of the
instrument allows noise-robust signal acquisition by averaging the signals over
four pixels to obtain one signal with high lateral resolution maintained. This
four-pixel unit is henceforth regarded as a single pixel for purposes of the model.
As discussed in subsection 4.2.1, a light source with a broad bandwidth in the
visible region is necessary for this technique. In this experiment, a halogen lamp
is used and its nominal characteristic light intensity is shown in Figure 2.2. For
the assumption discussed in subsection 4.2.1 to be satisfied, a 10× objective lens
shown in Table 4.1 is used for the data acquisition [26]. A Si optical flat surface
is used as a reference sample. Note that any reference material can be used here
but its refractive index Nref must be known in advance.
Table 4.1: The specification of a 10× objective lens used in the CSI instrument
Item Specification
Magnification 10×
Field of view (mm) 1.65× 1.65
Optical resolution (µm) 1.3
Numerical aperture 0.3
Design Mirau
4.3.2 Test sample fabrication
The test samples were fabricated by etching a square pit on a Silicon wafer sub-
strate using a 30 kV gallium Focused Ion Beam (FIB/SEM dual beam system). An
example is shown in Figure 4.3a. The thin film oxide layers were then deposited
using reactive magnetron sputtering with metal targets, an oxygen plasma source
and a pulsed DC power supply. A 20× 20 µm pit was created by FIB etching and
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its depth was controlled by timing the FIB etching and prior knowledge of the
etching rate.
Three types of oxide thin films were deposited on the Silicon wafers using
the reactive magnetron sputtering as shown in Table 4.2: producing 514.4 nm
for SiO2, 308.6 nm for a second SiO2 thin film and 338.9 nm for a ZrO2 thin
film, which correspond to the Quarter Wavelength Optical Thickness (QWOT)
respectively. The refractive index of the etched areas was slightly modified due
to surface amorphisation and Gallium ion implantation. In this study, we have
ignored any such changes in substrate refractive index.
Table 4.2: The characteristics of the samples: types of thin oxide films deposited
on the silicon wafer substrate and square pits etched by FIB
Sample Target Film Film thickness FIB etching
number QWOTa (nm)b depth (nm)c
#1-1 5 SiO2 536.8 3.2
#1-2 5 SiO2 544.9 7.2
#1-3 5 SiO2 540.4 16.4
#1-4 5 SiO2 547.7 9.4
#2-1 3 SiO2 317.5 15.3
#2-2 3 SiO2 316.3 9.7
#2-3 3 SiO2 319.6 8.7
#2-4 3 SiO2 320.2 2.5
#3-1 5 ZrO2 309.5 15.5
#3-2 5 ZrO2 309.5 12.1
#3-3 5 ZrO2 314.1 9.0
#3-4 5 ZrO2 313.6 4.3
a QWOT (Quarter Wavelength Optical Thickness) is computed at
the wavelength of 600 nm.
b A global film thickness is obtained by numerical minimization in
Equation 3.3.
c The step height of the pits of the samples were measured before
deposition with the CCI HD (Taylor Hobson Ltd).
4.3.3 Measurement result and analysis
Measurements were obtained from the samples listed in Table 4.2 using the CSI
system. The measurement data was post-processed: using the ISR method and
a conventional CSI surface measurement. The latter method detects the peak
positions of the interference signals (CCI method [27]). Comparisons between the
results of the two methods was then made to verify the performance of the ISR
method. Figures 4.3a - 4.5c illustrate the topographies of some of the substrate
surfaces. These images imply that the ISR method extracts the patterns more
accurately than the conventional CSI method. Also the surfaces measured by the
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(a) Bare surface by the nor-
mal CSI method.
(b) Buried surface by the
ISR method.
(c) Coated surface by the
normal CSI method.
Figure 4.3: #1-2: A comparison between the topographies of the substrate surface
measured before and after deposition of a film (544.9 nm SiO2 with a 7.2 nm pit on
the substrate surface). Note that the surfaces are computed using the conventional
CSI and ISR methods respectively.
(a) Bare surface by the nor-
mal CSI method.
(b) Buried surface by the
ISR method.
(c) Coated surface by the
normal CSI method.
Figure 4.4: #2-3: A comparison between the topographies of the substrate surface
measured before and after deposition of a film (319.6 nm SiO2 with a 8.7 nm pit on
the substrate surface). Note that the surfaces are computed using the conventional
CSI and ISR methods respectively.
(a) Bare surface by the nor-
mal CSI method.
(b) Buried surface by the
ISR method.
(c) Coated surface by the
normal CSI method.
Figure 4.5: #3-4: Comparison between the topographies of the substrate surface
measured before and after deposition of a film (313.6 nm ZrO2 with a 4.3 nm pit on
the substrate surface). Note that the surfaces are computed using the conventional
CSI and ISR methods respectively.
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ISR method appear to be rougher than the original surfaces measured before thin
film deposition.
We define So(x, y) to be the substrate surface topography measured prior to
thin film deposition by the CSI instrument, SISR(x, y) to be substrate surface
topography measured by the ISR method and SCSI(x, y) to be that measured using
the conventional CSI method respectively. Note that in this experiment, although
both the (buried) substrate and top surface are simultaneously generated, only
the substrate surface measurements are considered. This is because, apart from
vacuum metallization of a reflector (such as Cr) no available methods were deemed
sufficiently accurate to measure the top surface.
Result: Depth of the square pit
The step heights of the etched pits measured by the ISR method will be compared
with those obtained using the conventional CSI method. The step heights are
computed by comparing the average height of the pits and that of the rest of the
measured area. Note that roughness on the surfaces involved is not considered for
this evaluation.
While the conventional CSI method only considers light reflection from the
whole thin film/substrate assembly to measure a areal surface, the ISR method
successfully separates the contribution of the substrate from the complete thin
film/substrate signal. As a result, the ISR method reproduces the buried surface
roughness more faithfully comparing (a) with (b) and (c) in Figures 4.3 - 4.5.
Figures 4.6a and 4.6b show comparisons in the step heights of all the sub-
strates measured by the ISR method and the conventional CSI method. From
Figure 4.6b, it is not practically possible to investigate the topographies of the
substrates through a film using the conventional CSI measurement method in the
film thickness regime (. 1.5 µm). The interference signal from sample #3 ZrO2
has its peak corresponding to the top surface of the thin film and this makes
the correlation in the depth of the etched pit less accurate as clearly shown in
Figure 4.6b.
Analysis: Correlation of the determined surfaces
The correlation coefficients between So and SISR and SCSI are provided in Fig-
ure 4.7. The Correlation coefficient operator Corr is defined here to be the max-
imum value of the correlation function of two different surfaces as follows:
Corr [So, Smthd] = max
x,y
[
So(x, y)⊕ Smthd(x, y)
‖So(x, y)‖ · ‖Smthd(x, y)‖
]
, (4.9)
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(a) Pit depth correlation by the ISR
method.
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(b) Pit depth correlation by the conven-
tional CSI method.
Figure 4.6: Pit depths measured by (a) the ISR methods and (b) conventional CSI
method. Note that #1-3 corresponds to the samples grouped by film in Table 4.2,
and the value of the outlier of the sample #3 in Figure 4.6b is −285 nm.
where S1 ⊕ S2 denotes the cross-correlation function between surfaces S1 and S2,
and ‖ · ‖ implies the L2 norm; mthd represents the method to be used, chosen as
either ISR or CSI.
It is clearly seen that the correlation coefficients decline in inverse proportion
to the depth of the corresponding square pit. This is because the measurements
and images obtained using the ISR method contain spurious features which are
associated with the lower signal to noise in the local pixel. Figure 4.7 clearly
reveals that the ISR method has an advantage in measuring the roughness of a
buried surface over the normal CSI method in the thin film regime.
Root mean square (RMS) errors between So and SISR and between So and
SCSI are shown in Figures 4.9a and 4.9b respectively. As shown, the RMS errors
between So and SISR are almost all smaller than 1 nm regardless of the thin film
type and the depth of the etched pit, whereas the normal CSI method results
in larger errors as shown in Figure 4.9b. The root cause of the RMS errors in
Figure 4.9a is related to the various sources of noise in the signal. The noise
stems from several sources including uncertainty in the measurement of optical
constants using spectroscopic ellipsometry but also from noise generated in the
CSI system and its surrounding environment. Although the ISR method results
in a larger level of RMS error with the #2 SiO2 sample compared to the #3
ZrO2 sample as shown in Figure 4.9a, it provides the #2 sample with a higher
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CSI methods respectively.
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Figure 4.8: Correlation in surface roughness (Sq) between So and SISR. Note that
the roughness is computed except the pit area.
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correlation coefficient for the step height than #3 sample as shown in Figure 4.7.
This implies that the #2 SiO2 sample is more susceptible to random noise and
this issue will be discussed in the following section.
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(a) RMS error between So and SISR with
respect to the pit depth.
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Figure 4.9: Root mean squared errors over the measurement area with respect to
the depth of the pit. Note that the highest value for #3 ZrO2 sample is 77.6 nm.
Analysis: Surface roughness comparison between pre- and
post-deposition
The surface roughness determined by the ISR method is expected to increase from
the original due to the noise induced by the system, surrounding environment and
uncertainty in the physical constants. A silicon wafer is used as the substrate
in this experiment such that the surface of the substrate should be regarded to
be ‘flat’. The original surface roughness Sq in the area surrounding the pit is
measured by using nominal CSI method before film deposition and averaged over
the 4× 3 = 12 samples resulting in the mean and the sample standard deviation
of Sq = 0.63±0.11 nm. As expected, the roughness values determined by the ISR
method experienced increase as shown in Figure 4.8. This increase is also visually
apparent in a comparison between the surfaces in Figures 4.3a and 4.3b. As in
Figure 4.8, the roughness values are evenly increased slightly by certain amount
depending on the type of the film and their thickness.
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4.4 Discussion
As far as determination of the pit depth is concerned, the ISR method works best
for #1 SiO2 samples with QWOT = 5, followed by #2 SiO2 with 3 and #3 ZrO2
with 3 as in Figure 4.6a. QWOT is known to be proportional to the number of
peaks and valleys found in a spectral reflectance as shown in Figure 4.10a [28].
The HCF function has such spectral features corresponding to its field reflectance.
Therefore, an HCF function with a small QWOT might have difficulty in numerical
optimization because the smaller number of the features of the function results in
less accurate curve-fitting. This implies that the value of QWOT has a significant
impact on the performance of the HCF based techniques. The ISR method is not
an exception because the HCF function introduced in this method is a first order
approximation of the original HCF function. The difference in the performance
of the ISR method shown in Figure 4.6a is considered to be due to the different
QWOTs, which are effectively 5.27 for #1 samples, 3.09 for #2 and 4.59 for #3
as shown in Table 4.3.
Reflection from the thin film assembly influences the signal to noise ratio un-
der the assumption that the noise level is unchanged throughout the measure-
ments. It follows that the increases in the roughness values, which is discussed
in section 4.3.3, are thought to be inversely proportional to the product between
the intensities of light, LI, and an averaged reflection R(ν) = |r(ν)| such that
g(ν) = R(ν) ·LI(ν) and G = ∫ νm
ν1
g(ν)dν. Let G be the integration of the product
g(ν), then this is proportional to the number of signal photo-electrons, this can
be considered as an indication of the robustness of the measurement to the noise
effect.
Figures 4.10a and 4.10b show the spectral reflectance of the samples with mean
film thickness and the computations of their g(ν) respectively. In Table 4.3, the
G values, mean g over the effective bandwidth (from 430 to 750 nm), and effective
QWOT values of the samples with the mean thickness are presented. As expected,
the G value for the #2 SiO2 sample is the smallest among the three groups, and
so is the mean values of g by 10-20 % compared with the rest of the groups.
From these, one reasonable explanation for the level of roughness induced on the
substrate is the signal to noise ratio associated with the spectral product between
a reflection of a film structure and the intensity of a light source. Evidently, an
error arises from the approximation in Equation 4.3 and uncertainties in refractive
indices also influences the signal to noise ratio.
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Figure 4.10: Evaluation of noise-robustness based on a product between the re-
flectance and spectral light intensity of the light source. Note that the normalised
light intensity in Figure 2.2 and the reflectance of the mean film thickness by group
in Figure 4.10a are used for the computation in Figure 4.10b.
Table 4.3: Evaluation of noise robustness: mean g and G values
Sample type #1 SiO2 #2 SiO2 #3 ZrO2
Mean thickness (nm) 542.5 318.4 311.7
G value (nm) 35.5 32.0 37.2
Mean g(ν) (430− 750 nm) 0.11 0.10 0.12
Effective QWOT 5.27 3.09 4.59
4.5 Conclusion
Application of the conventional CSI techniques to thin film metrologies, such as
film thickness and interfacial surface roughness, is limited by the film thickness
because the interferogram is generally analysed in the spacial domain where the
peaks of the signal should be separated. The general requirement for the film
thickness is over 1.5 µm. The introduction of the HCF function to the thin film
regime (from 0.05 to 1.5 µm) enabled measurement of global film thickness over
hundreds of pixels [17]. For thin films of significant optical thickness (such as a
SiO2 layer of a few hundred nanometres), the HCF signature is easily sufficient to
allow interfacial topographies to be determined on a pixel-by-pixel basis using this
approach; as the optical thickness of the film(s) is further reduced, this capability
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becomes progressively less viable. Nevertheless, the HCF function used in the ISR
method, derived from a first order approximation of the HCF function, extends
the HCF method’s capability to determine local interfacial or buried surfaces and
provide a areal representation. In addition, heavy computation for numerical
optimization can be avoided as this method uses the linear approximation of the
HCF function.
The Silicon wafer samples having an etched pit depth ranging from 2.5 to
16.4 nm were deposited with Silica and Zirconia oxide. These pits were measured
through a thin film layer by using the ISR method and the existing CSI method
(CCI). Prior theoretic consideration showed the ISR method held for perturbations
of up to ∼ ±10 nm [23] and the substrate surfaces determined by the ISR method
were almost identical to the original surfaces. Together with the experimental res-
ults presented in the earlier top surface ISR publication [19], these results provide
substantive experimental evidence for the ISR theory.
The roughness of the substrate surfaces measured by the ISR method tends to
be larger than those of the original surfaces. This approach numerically determ-
ines local film thickness including the substrate surface profile by establishing a
synthesized HCF function by means of the global HCF counterpart and compares
it with a relatively noisy local HCF function. It follows that the smaller the noise,
the less is the roughness induced on the surface measurement. Standard noise
reduction techniques such as signal averaging or post-analysis filtering could be
applied to minimize this roughness.
The CSI technique is a powerful well-established tool for the precise measure-
ment of surface topography. The development of the HCF function has already
extended its capability for the determination of refractive index [29]. This thesis
extends its capability further to include the areal measurement of buried interfaces.
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Chapter 5
Interfacial Surface Roughness
determination by Coherence
Scanning Interferometry using
noise compensation
5.1 Introduction
Surface topographical metrology is important for quality assurance in many types
of manufacturing. It is a particular issue for optical components or optical coat-
ings where control of features in the nanometre or sub-nanometre range is re-
quired. Stylus based surface profilometry is the conventional technique used to
provide profile metrology. However, this technique can cause modification of the
surface under measurement. CSI is a well established and non-contact method
that provides areal measurements [1]. Optical microscopy provides lateral images
without height information. Scattermeters measure the proportion of specular to
diffuse reflection to calculate the root mean square roughness [2]. In comparison,
CSI measures absolute heights at each pixel in the field of view with sub-nanometre
vertical resolution [3]. This allows all the various surface roughness parameters
measured using stylus profilometry to be computed using CSI [4].
CSI measures surface topography by locating and connecting peak positions in
the interferogram at each pixel over the scanned area to reconstruct the measured
surface. One of the prerequisites for the test surface is that the surface should
have identical amplitude reflection coefficients over the field of view, otherwise a
Phase Change On Reflection (PCOR) occurs which results in an erroneous vertical
profile. Even if the refractive index is unchanged over the measurement area,
problems can occur in the CSI measurement for (semi-)transparent thin films with
106
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thicknesses of . 1.5 µm. This is because the interferogram has multiple peaks
corresponding to the interfacial surfaces in the thin film assembly. The peaks may
be superimposed depending on the thin film structure. In the case where the films
are . 1.5 µm, it is possible to detect and separate the peaks to reproduce the
interfacial topographies [5]–[7]. However this is not the case with thin films of a
few hundred nanometres in thickness. A Fourier transform of the interferogram
can be performed for investigations in this thickness regime. Subtle changes in
phase and amplitude are compared with those synthesized mathematically [8]–
[11].
One of the methods defined in the frequency domain uses a theory based on the
HCF function [12], [13] and its extensions [14], [15]. Interfacial Surface Rough-
ness (ISR) has been determined using this method by introducing a first order
approximation to the HCF function which enables fast real-time computation [3],
[16]. However, the method can introduce spurious surface roughness as shown in
a previous study [15].
This thesis presents a methodology to reduce the spurious roughness which can
occur with the nominal ISR method and improves its computation stability for a
wide variety of samples with no additional hardware, no changes in measurement
procedure and little extra computational effort.
5.2 Theory
5.2.1 Effective use of HCF function
The determined and synthesized HCF functions are expressed in Equation 3.2.
The thin film assembly consists of a substrate denoted by its subscript ‘sub’ and
the thicknesses of the L film layers by d = [dsub, d1, . . . , dL]
ᵀ as in chapter 4.
The unknown parameter ∆zHCF is associated with the surface height.
Assuming that the thin films are completely flat over the field of view, the set
of film thicknesses is numerically determined to be d = dˆ together with ∆zHCF by
minimizing the squared error between the two functions defined in Equation 3.2.
Normally the interference signals over M test sample pixels and Mref reference
sample pixels, denoted by I and Iref , are averaged, typically a few hundred pixels,
to have each signal with less noise; i.e.,
I =
1
M
M∑
i=1
I ipx, Iref =
1
Mref
Mref∑
i=1
I iref , (5.1)
are effectively used respectively in Equation 3.2.
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5.2.2 First order approximation to synthesized HCF
function
Let εpx be the noise induced in the interference signal at any pixel Ipx with its
interfacial surface perturbation ∆d, then the determined and the approximated
synthesized HCF functions are respectively [17]:
HCF dpx = rref (ν) ·
F [Ipx + εpx]SB+
F [Iref ]SB+
,
HCF spx(ν; dˆ + ∆d) ≈ HCF d
+ j4piν cos θ ·HCF d
{
∆dsub +
L∑
l=1
Gl(ν; dˆ)∆dl
}
,
where
Gl(ν; dˆ) = 1 +
1
4piν cos θ
∂χ(dˆ)
∂dl
, arg(r) = χ,
HCF d = rref (ν) ·
F [E [Ipx + εpx]]SB+
F [Iref ]SB+
. (5.2)
Note that the condition E[Ipx + εpx] = E[Ipx] holds. It follows that HCF d is
smooth over the wavelength range of interest as shown in Figure 5.1a.
For the computations based on Equation 5.2, the expressions for the HCF func-
tions need to be re-written in a spectrally discrete manner (ν = [ν1, ν2, . . . , νm]
ᵀ)
as follows:
HCFdpx =
[
HCF dpx(ν1), HCF
d
px(ν2), . . . , HCF
d
px(νm)
]ᵀ
,
HCFspx ≈ HCFd + Diag
[
HCFd
]
G∆d. (5.3)
Accordingly the expression is re-written as a linear inverse problem with noise o
in the frequency domain:
HCFdpx ' HCFd + Diag
[
HCFd
]
G∆d + o, (5.4)
where the symbols G, Diag
[
HCFd
]
and HCFd are already defined as in Equa-
tion 4.7 and where
o = [o1, o2, . . . , om]
ᵀ ∼ N(o|0, σ2oI).
Note that the noise oi (i = 1, . . . ,m) existing in the frequency domain is assumed
to follow a normal distribution N(oi|0, σ2o) with the mean at zero and variance
σo. Given a random vector a, the operators E[a] and E [(a− E[a])(a− E[a])ᵀ] are
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understood to be the ensemble and the variance-covariance matrix of the random
vector respectively. The variance-covariance matrix of the noise o is assumed to
be σ2oI, where I is the identity matrix.
5.2.3 Interfacial surface roughness determination by the
standard ISR method
Using the discrete expressions introduced in the previous section, a merit function
Jpx =
∥∥HCFdpx −HCFspx∥∥2 is minimized for every pixel with respect to ∆d such
that o ∼ N(o|0, σ2oI). The solution ∆ˆd is equivalent to that established by the
Maximum Likelihood Estimation (MLE) under the assumption that each element
of the noise o is stochastically independent and has the same variance, i.e., the
relation E [(o − E [o]) (o − E [o])ᵀ] = σ2oI holds. Then, the solution of the linear
inverse problem in Equation 5.4 is given analytically by Equation 4.8 [15], [18],
[19]. As expressed in Equation 4.8, the vector u is an observed signal while ∆d is
an unknown original signal to be estimated. The problem can be re-expressed as:
u = G∆d + ,
where  =
{
Diag
[
HCFd
]}−1
o. (5.5)
where the noise  and its variance σ2 have been re-defined for simplification.
Accordingly, the problem and the merit function, whose solution is given by
Equation 4.8, are simplified such that min J†px = ‖u−G∆d‖2 subject to  ∼
N(|0, σ2I).
5.2.4 ISR methodology with noise compensation
Although the nominal ISR method [15]–[17] has been used to determine the surface
topography of a layer buried under a transparent thin oxide film, the method can
induce spurious roughness caused by system and environmental noise in the signal.
This is illustrated in Figure 5.1 for data obtained from a film assembly consisting of
a 520 nm SiO2 thin film deposited on a Si substrate. If the optimization process
averages over the full scanned area as in Figure 5.1a, the result is a smoothly
varying HCF function. However, if the HCF function is determined locally, as
shown in Figures 5.1b and 5.1c, there is a different functionality.
Consider that we have the variance-covariance matrix Σ of the noise, then the
optimal solution given by the least-squares error method in Equation 4.8 is not
valid. This is because the probability distribution of an observed signal u now
follows N(u|G∆d,Σ). Therefore we need to modify the merit function to deal
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with this different probability distribution, otherwise the least-squares method
would lead to an erroneous solution or become unstable. Without the modification,
the nominal ISR method will measure a higher interfacial surface roughness as
observed in [15].
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Figure 5.1: The determined HCF function of a 520 nm SiO2 thin film on a Si
substrate: (a) The global determined HCF function HCFd, obtained form the
full 21× 21 matrix of four pixels, (b) The HCF function HCFdpx determined from
four pixels at the edge of the measurement area, (c) The locally determined HCF
function HCFdpx at the centre of the measurement area.
ISR with noise compensation (ISR-NC) determination
Let p(u) be the probability density function (PDF) of the observed signal u, then
using the assumption that the spectral noise  follows the normal distribution
N(|0,Σ), the PDF also is a normal distribution. Therefore, the PDF and its log
likelihood function L(∆d) are expressed as follows [19]:
p(u) =
1
(2pi)
m
2 |Σ| 12 exp
[
−1
2
(u−G∆d)ᵀ Σ−1 (u−G∆d)
]
,
L(∆d) = log p(u) = −1
2
(u−G∆d)ᵀ Σ−1 (u−G∆d) + C, (5.6)
where C is a constant independent of u and ∆d. Maximization of the log-likelihood
function with respect to ∆d is equivalent to minimization of the following merit
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function J‡px:
minimize
∆d
J‡px = (u−G∆d)ᵀ Σ−1 (u−G∆d) ,
subject to  ∼ N(|0,Σ). (5.7)
As with the nominal ISR method, the optimal solution for this linear inverse
problem ∆ˆd is obtained analytically [19] with the variance-covariance matrix as
follows [18]–[20]:
∆ˆd =
(
GᵀΣ−1G
)−1
GᵀΣ−1u. (5.8)
In statistical signal processing, this method is often referred to as pre-whitening
[19]. One of the benefits of this method is that the multi-correlation (covariance)
of the noise is also considered when minimizing the merit function. This means
that the ISR-NC method puts more importance on the wavelength domains with
smaller noise variance when determining an optimal solution. The way in which
the variance-covariance matrix is calculated is described in the following section.
Determination of the variance-covariance matrix of noise
The variance-covariance matrix of the noise Σ is determined from the reference
measurement with a known material. First the reference global interferogram Iref
is computed by averaging over the interferogram at the i-th pixel I iref resulting in
HCFdref . The HCF function at i-th pixel on the reference sample HCF
d,i
ref is also
obtained.
Defining i = HCF
d,i
ref − HCFdref as the noise at the i-th pixel its variance-
covariance matrix Σo can be computed to match the expression in Equation 5.8
as shown in Equation 5.9. Note that Σo is determined by computing the sample
variance and covariance over an area corresponding to Mref pixels (normally
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∼ from 20× 20 to 50× 50).
Σo = E
[(
HCFdref −HCFdref
)(
HCFdref −HCFdref
)ᵀ]
' 1
Mref
Mref∑
i=1
(
HCFd,iref −HCFdref
)(
HCFd,iref −HCFdref
)ᵀ
,
∴ Σ 'Diag
[
HCFd
]−1
Σo
{
Diag
[
HCFd
]−1}ᵀ
, (5.9)
where
HCF dref (ν) = rref (ν) ·
F [Iref ]SB+
F [Iref ]SB+
= rref (ν),
HCF d,iref (ν) = rref (ν) ·
F [I iref]SB+
F [Iref ]SB+
+ i,
Iref ' 1
Mref
Mref∑
i=1
I iref .
Note that no additional process is required to obtain Σ since the measurement
of a reference sample is a prerequisite for the existing HCF based techniques [13]–
[15].
Figures 5.2 and 5.3 show the actual variance-covariance matrix of the noise
and its variances (diagonal elements) obtained from a flat silicon surface used as a
reference. It is clear that the noise variance is larger as the wavelength approaches
its limits for both the real and imaginary parts. As expected, the noise variance
is not constant over the spectral range of interest.
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Figure 5.2: The noise variance-covariance matrix Σo from a silicon reference
sample with Mref = 21 × 21 pixels: (a) The real part, and (b) The imaginary
part.
CHAPTER 5. ISR DETERMINATION BY CSI USING NOISE COMPENSATION 113
450 500 550 600 650 700
Wavelength [nm]
0
0.005
0.01
0.015 (a) Real Diag of Covariance matrix
450 500 550 600 650 700
Wavelength [nm]
0
0.005
0.01
0.015 (b) Imag Diag of Covariance matrix
Figure 5.3: The noise variance in the frequency domain (actual CSI measurement):
The diagonal element of (a) The real, and (b) The imaginary parts of the noise
variance-covariance matrix illustrated in Figure 5.2.
5.3 Computer simulation
In this section a comparison is made between the nominal ISR method and the
ISR-NC method. Due to the approximations made there could be a discrepancy
between the approximated HCF function and the original even if the interference
signals are free from noise. Thus, the performance of each method is compared as
follows: the ISR method free of noise (ISR-NF) the ISR method with noise (ISR)
and the ISR method with noise compensation (ISR-NC).
5.3.1 Simulation setup
For the model, we assume that a nanometre-sized feature is buried under a thin film
as shown in Figure 5.4. The number of pixels used for the reference measurement
Mref is fixed as 32×32 = 1024 throughout the simulations. White Gaussian noise
is added to the interferogram (time domain) and the light intensity is tuned to
produce profiles similar to those obtained from the experimental data (Figures 5.2
and 5.3) resulting in the noise variances shown in Figure 5.5. Comparing the
actual noise variances with those simulated as shown in Figures 5.3 and 5.5, the
Gaussian noise used in the simulations is considered to reasonably reproduce the
actual noise in the frequency domain. Note that the wavelength range for the
model is set from 400 to 730 nm, similar to that used previously [15].
Table 5.1 shows the results from all the models tested. To simulate a high-
performance instrument having a 4M pixel camera such as the CCI HD (Taylor
Hobson Ltd), the signals will be averaged over every four pixels to create an
interference signal, so that 1024 signals in each measurement become 256 averaged
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Figure 5.4: A schematic drawing of the model: The number of the pixels in the
measurement area is M together with the pixels having the feature is Mf . Note
that the global film thickness dˆ ' d.
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Figure 5.5: The noise variance in the frequency domain: The diagonal element of
(a) The real, and (b) The imaginary parts of the noise variance-covariance matrix
given to the simulations. Note that the signal to noise (S/N) ratio is 2000.
signals.
5.3.2 Result and analysis
Comparisons between the noise free ISR (ISR-NF), the ISR and the noise robust
ISR (ISR-NC) methods are made by examining the height of the buried substrate
and the surface roughness (Sq) of the top surface and buried layer interface. Fig-
ure 5.6 shows areal images of the resulting computations using the three methods.
The ISR-NC method yields the smoothest surfaces which is also the case for all
the models tested since the method is free from noise.
Simulation 1: Performance sensitivity to variation in thin film
thickness
Thin films, of SiO2 and ZrO2, of varying thickness were investigated while other
parameters remained unchanged as shown in Table 5.1. The thicknesses in Table 5.1
correspond to odd integer multiples, (3, 5, 7, 9), of the Quarter Wavelength Op-
tical Thickness (QWOT).
Although the feature heights determined by the ISR and ISR-NC methods
were very similar, the height variance of the ISR-NC method was always less than
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Table 5.1: The simulation conditions together with the number of pixels allocated for the ‘global’ and ‘featured’
areas
Sim Substrate Film Film thickness Feature Noise Mb Mf
b
# Type Type (nm) (nm) S/Na
1-1 Si SiO2 309, 514, 720, 925 5 10
3 362 82
1-2 Si ZrO2 203, 339, 464, 610 5 10
3 362 82
2-1 Si SiO2 514 2.5, 5, 10, 20 10
3 362 82
2-2 Si ZrO2 339 2.5, 5, 10, 20 10
3 362 82
3-1 Si SiO2 514 5 10
4 - 102 362 82
3-2 Si ZrO2 339 5 10
4 - 102 362 82
4-1 Si, SiC, BK7, Ge SiO2 514 5 10
3 362 82
4-2 Si, SiC, BK7, Ge ZrO2 339 5 10
3 362 82
5-1 Si SiO2, ZrO2, Ta2O, AZO 350 5 10
3 362 82
5-2 Si SiO2, ZrO2, Ta2O, AZO 700 5 10
3 362 82
a The S/N level interval is set reasonably so that its effect on performance can be evaluated, particularly for
3-1 and 3-2. The noise added to the signals in the time domain follows a normal distribution.
b The number of pixels is reduced by a quarter after averaging the signal over 4 pixels.
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Figure 5.6: Comparisons between the three computational methods on the sample:
SiO2 (thickness = 514 nm) on a Si substrate; the feature height is 5 nm: (a) The
ISR method (with noise), (b) The ISR-NC method (with noise), and (c) The ISR-
NF method (noise free). The S/N ratio is set at 102 to correspond to Sim 3-1 in
Table 5.1.
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that provided by the ISR method.
The surface roughness (Sq) of the top surface and the substrate determined
by the ISR-NC method are smoother than those of the ISR method as shown in
Figure 5.7. In addition, one simulation (Sim 1-2 with a 610 nm ZrO2 film) did not
work properly with the ISR method due to an inaccurate approximation. This is
discussed later in section 5.4.
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(a) Sim 1-1: SiO2 film.
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(b) Sim 1-2: ZrO2 film.
Figure 5.7: Surface roughness (Sq) as a function of film thickness.
Simulation 2: Effect of feature height on performance
The ISR methods, including ISR-NC, use a first order Taylor expansion to the HCF
function to make the problem linear [15]–[17]. This requires that the perturbation
of the interfacial surface topography is ‘small’. In this experiment, the noise is
fixed at S/N = 103 and we evaluate the performance of the methods as a function
of feature height with the fixed thin film thicknesses of 514 nm for SiO2 and 339
nm for ZrO2.
Figure 5.8 shows that the ISR methods with or without noise work well up to
∼ 10 nm in feature height for the SiO2 film and up to ∼ 5 nm for the ZrO2 film.
The ISR-NC method gives a reasonable approximation up to ∼ 10 nm for ZrO2
film. These results, however, do not necessarily prove the superiority of the ISR-
NC method. The root cause of the deterioration in performance, which is basically
proportional to the feature height, is the quality of the first order approximation
to the HCF function of interest. The HCF function is poorly approximated in
some wavelength regions which have a high noise variation as shown in Figure 5.5.
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(a) Sim 2-1: SiO2 film (514 nm).
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(b) Sim 2-2: ZrO2 film (339 nm).
Figure 5.8: Feature height sensitivity as a function of feature height.
Simulation 3: Noise compensation performance
In this set of simulations, the performance of each method as a function of the
S/N ratio is investigated. The other parameters remain unchanged as shown in
Table 5.1.
The ISR-NF, ISR and ISR-NC methods give similar mean feature height values
regardless of the noise level for the SiO2 film but this is not the case for ZrO2 film.
The ISR method determines the height as 4.3 nm compared to the actual value
of 5 nm as shown in Figure 5.9b. As in the previous section 5.3.2, this is due
to a poor first order approximation of the amplitude reflection coefficient in the
smaller variance wavelength regions.
The thin film and substrate surface roughness determined by the ISR and
ISR-NC methods are proportional to the increase in the S/N ratio as shown in
Figure 5.10. However, the level of surface roughness determined by the ISR-NC
method is lower for all noise levels.
Simulation 4: Effect of substrate materials
All the variables except for the substrate material are unchanged in the simulations
4-1 and 4-2 as shown in Table 5.1. The substrate materials used are Si, SiC, BK7
glass, and Ge.
Similar to previous results in section 5.3.2 to section 5.3.2, the ISR-NC method
resulted in a smaller variance in feature height in both simulations 4-1 and 4-2.
The film and substrate surfaces determined by the ISR-NC method are about an
order of magnitude smoother than those from the ISR method.
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(a) Sim 3-1: SiO2 film (514 nm).
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(b) Sim 3-2: ZrO2 film (339 nm).
Figure 5.9: Signal to noise ratio sensitivity to the determined feature height.
102 103 104
0.00
0.10
0.20
0.30
0.40
0.50
S/N ratio
S
u
rf
ac
e
ro
u
gh
n
es
s
S
q
[n
m
]
Top ISR Sub ISR
Top ISR-NC Sub ISR-NC
(a) Sim 3-1: SiO2 film (514 nm).
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(b) Sim 3-2: ZrO2 film (339 nm).
Figure 5.10: Surface roughness (Sq) as a function of the S/N ratio.
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Simulation 5: Effect of the type of a deposited film
Simulations 5-1 and 5-2 shown in Table 5.1 investigate the effect of different film
materials for 350 nm and 700 nm thickness films. The ISR-NC method again
provided more accurate buried surface topographies together with smaller vari-
ances. The reconstructed surfaces were about an order of magnitude smoother
irrespective of the thin film material using the ISR-NC method.
Table 5.2 shows the effective QWOT values of the films used in the simula-
tions. Usually films with thickness greater than QWOT × 3 are considered to
have enough features in the frequency domain for the HCF theory to work [15].
It follows that there should not be much difference in the simulated performance
of the various films unless the first order approximation to the HCF function is
sufficiently accurate. However, the ISR method did not work for the Ta2O5 film
in simulation 5-1 while the ISR-NC method did. This issue will be discussed in
the following section 5.4.
Table 5.2: Corresponding effective quarter wavelength optical thickness values at
the wavelength of 600 nm
Film Index of refraction (n) Film thickness
material at 600 nm 350 nm 700 nm
SiO2 1.46 3.4 6.8
ZrO2 2.21 5.2 10.3
Ta2O5 2.12 5.0 9.9
AZO 1.83 4.3 8.5
5.4 Discussion
As shown in sections 5.3.2, 5.3.2 and 5.3.2, the ISR method does not work optim-
ally resulting in erroneous buried feature heights such as those from simulations
2-2, with a feature height > 10 nm, simulation 1-2 with a ZrO2 600 nm film, and
5-1 with a Ta2O5 350 nm film as shown in Figures 5.8b and 5.11 respectively. All
these simulations show that the corresponding surfaces determined by the ISR-
NC method are more accurately represented than those using the noise free ISR
method. The root cause of this problem lies in an inaccurate approximation to
the HCF function. The lack of accuracy of the HCF function arises (1) when the
perturbation (feature height) of the interfacial topography is too large (& 10 nm)
and (2) when the approximated spectral amplitude reflection coefficient locally
deviates from the true value resulting in a spike.
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Figure 5.11: Erroneous determined feature height (Originally set as 5 nm).
Consider first the simulation 2-2 which has a 20 nm feature height. If we
compare the true HCF function with its first order approximation, then Fig-
ure 5.12a shows that the first order approximation does not hold, especially in
the wavelength region between 400 and 475 nm. Figure 5.12b shows the difference
between the true HCF function HCF dpx (without noise) and the approximated
estimates by each method HCF spx (in the presence of noise). Prior knowledge
of the noise variance-covariance matrix Σ allows the ISR-NC method to put less
importance on the value of the HCF function in the specific wavelength domains
where the noise is large, i.e. from ∼ 400 to ∼ 450 nm and from ∼ 700 to ∼ 730
nm, as shown in Figure 5.5. This is not the case for the ISR method and is the
reason why the ISR-NC method provides more accurate determinations.
The second cause of inaccurate surface reconstruction observed in simulations
1-2 and 5-1 is due to an inaccurate approximation to the amplitude reflection
coefficient. Consider simulation 5-1 using the Ta2O5 thin film. The first order
approximation to the HCF function is successful as shown in Figure 5.13a except
for the spike observed at ∼ 440 nm wavelength denoted by ‘aprx’ . The solution
provided by the ISR method defined in Equation 4.8 is influenced by this spike
which reduces the fitting performance as shown in Figure 5.13b. The residual of
‖HCF spx−HCF dpx‖2 at 435 nm wavelength is relatively small for the ISR method
whereas that given by the ISR-NC method is large. It follows that the ISR-
NC method does not attempt to fit the spike feature due to the noise variance-
covariance matrix Σ.
To confirm this further, an improvement in the performance of the ISR method
was achieved by reducing the wavelength region used for numerical optimization
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Figure 5.12: HCF functions generated at the feature pixel (Simulation 2-2 with 20
nm feature height): (a) True HCF function (without noise) denoted by ‘Org’ and
i s first order approximation by ‘aprx’ , (b) Spectral difference between the true
HCF function HCF dpx and the HCF functions produced by each method HCF
s
px
(noise occurs in both ISR and ISR-NC. ‘NF’ stands for ISR-NF).
to avoid the region in which the spikes occur.
To achieve a good fit between the determined and synthesized HCF functions
in the frequency domain, there are two options: (1) using the ISR method with
wavelength domains having less noise variance, such as from 430 to 700 nm in the
examples above, or (2) using the ISR-NC method. The latter option enables the
measurement of thinner films to be more stable owing to the wider wavelength
domain for curve-fitting, irrespective of the noise characteristics.
5.5 Conclusion
Present methods for interfacial surface roughness measurement using CSI can be
classified into two types: those that compute surface topographies in the time
domain and those that determine surface topographies in the frequency domain.
The methods belonging to the first group are used for films over ∼ 1.5 µm in
thickness whereas those in the second group are able to deal with thin films less
than ∼ 1.5 µm. The frequency domain methods usually use the least squares
optimization to fit the mathematical model to the measurement signal. However
the basic assumption for the method is that the noise is normally distributed and
thus least squares is not always suitable. In the examples above, the noise variance
of the HCF function was not constant over the wavelength domain from 430 to
730 nm. The noise variance is always larger at the ends of the spectral region of
CHAPTER 5. ISR DETERMINATION BY CSI USING NOISE COMPENSATION 122
400 450 500 550 600 650 700
Wavelength [nm]
-1
-0.5
0
0.5
1
H
C
F 
fu
nc
tio
n 
va
lu
e (a) Re Org Im Org Re aprx Im aprx
400 450 500 550 600 650 700
Wavelength [nm]
-0.2
-0.1
0
0.1
0.2
H
C
F 
fu
nc
tio
n 
er
ro
r
(b) Re aprx Im aprx Re NF Im NF Re ISR Im ISR Re ISR-NC Im ISR-NC
400 450 500 550 600 650 700
Wavelength [nm]
-0.05
0
0.05
Fi
el
d 
re
fle
ct
an
ce
 e
rr
or (c) Re [r-raprx] Im [r-raprx] Max R error
Figure 5.13: HCF functions generated at the feature pixel (Simulation 5-1 with
Ta2O5 film): (a) The true HCF function (without noise) denoted by by ‘Org’
and its first order approximation by ‘aprx’, (b) The spectral difference between
the true HCF function HCF dpx and the HCF functions produced by each method
HCF spx (noise exists for ISR and ISR-NC, and NF stands for ISR-NF), and (c)
The spectral difference between the real and imaginary parts of the true amplitude
reflection coefficient and its first order approximation. Note that the dotted lines
(black and pink) represent the maximum deviations of the real (Re[r − raprx]),
imaginary (Im[r − raprx]) and the reflectivity R respectively.
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interest where the light intensity is low. Therefore the noise variance-covariance
matrix should be used in the numerical optimization of the ISR method. Such a
matrix is obtained from the measurement of a known flat reference material and
will vary depending on the environmental situation and the particular light source
used.
Although the ISR method using the HCF function successfully determined the
roughness of the thin film top surfaces and buried surfaces [15], [16], spurious sur-
face roughness in the determined substrate surfaces was observed. This thesis has
presented an effective solution to that problem by introducing the noise variance-
covariance matrix which only involves a small computation when measuring the
reference surface. Measurement of the reference surface is required anyway to
counteract unknown changes in the phase and amplitude of the light provided by
the optical system of the CSI instrument. Using these signals at the same time
for the noise analysis is a beneficial side effect.
The reproducibility of the ISR-NC method was better than the nominal ISR
method for all the computer simulations in the presence of noise for determina-
tion of interfacial topography and surface roughness (Sq). The method was also
effective over a wide wavelength range thus allowing use of more features of the
HCF function for the curve-fitting and hence better reproducibility. The noise
used in the computer simulations is realistic since the noise variance-covariance
matrix obtained from the flat silicon surface in Figures 5.2 and 5.3 is similar to
the noise in Figure 5.5. Incorporation of noise compensation to the ISR method
will improve the measurement accuracy.
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Chapter 6
Error estimation of areal stylus
profilometry
6.1 Introduction
Freeform surfaces can be defined as those surfaces with no rotational symmetry
and arbitrary shape. Freeform optics have broad application in various areas such
as green energy, aerospace, illumination, and biomedical engineering [1]. Such
surfaces provide optical components with more flexibility and thus they broaden
the scope of innovation, allow optical system structure to be simplified.
There are many optical methods available for measurement of freeform sur-
faces such as CSI, laser interferometry and Confocal microscopy [1], [2]. Optical
measurements can be performed fast with low uncertainty and thus they are sens-
itive to disturbance caused by the optical properties of the workpiece. Use of
optical methods can be limited by the maximum angle in the test surface, step
height (batwing effect [3], [4]) and phase jumps. Whereas areal measurement using
stylus profilometry might take longer, it is still often used since it is a time-tested
method and is applicable to various kinds of surfaces [5].
As discussed in sections 2.4 and 1.3, freeform metrology with a nanometre-
order accuracy requires either good understanding of the coordinates or an error
compensation mechanism. An error compensation method based on a raster scan
measurement of a sphere has been conceived recently where the error compon-
ent associated with the measured shape of the sphere is decomposed by a linear
combination of the Zernike functions [6]–[8]. The reason why this orthonormal
function system was chosen is that the way the wavefront generated from a single
point light source is treated in optics is similar to that of the sphere shape meas-
ured by a stylus profilometer as shown in Figure 6.1 [9]. In wavefront analysis,
the Zernike polynomial functions are often used because each aberration is cor-
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related with a specific polynomial function. It follows that the error components
of the stylus system discussed in this chapter will be expressed with the Zernike
polynomial functions.
Sphere ball
ܥܣ Measurement result Design (reference) Form error(Form residual)
Error effect
Measurement
Optical system
Aberrations
Point light source
Gaussianreference sphere
Actual wavefront
(a)
(b)
Wavefront error
ܶሺߩ, ߶ሻ
ܹሺݔ௧௜௣௔௣ , ݕ௧௜௣௔௣ሻ
Figure 6.1: The schematic drawings of (a) measurement of a sphere using stylus
profilometry when system errors exist, and (b) Wavefront errors due to aberrations.
This approach was expected to enable freeform measurement with cost-effective
instrumentation since the errors could be compensated based on a single standard
sphere measurement. As a result, some Zernike coefficients have been empirically
found to be associated with the size of the errors and estimation of the errors
using those coefficients has been experimentally verified, however the underlying
mathematical theories of this technique was until now insufficiently developed.
The motivation of this research is to fill the gap by providing the mathematical
model of the stylus tip position which takes account of the error components and
develops the simulator implemented with that model to understand the effect of
the error components quantitatively. Finally a method to compute the size of
the errors directly from the values of the Zernike coefficients is proposed and the
capability of the technique is discussed using the results of computer simulations.
6.2 Expression of stylus tip position
In this section, a mathematical model to locate the stylus tip position is developed
with five error components considered for raster scan stylus profilometry. Gao et al.
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[10] developed a model of the stylus tip position considering the rotational errors
about the x and the y axes in the measurement of aspherical surfaces using stylus
profilometry with a rotational table whereas the model proposed in this thesis
assumes raster scan measurement of any surface shape using stylus profilometry
with a y table. The y table would move along the y axis at the right angle to the
x axis if there were no orthogonal error. The resultant measurement shape of the
standard sphere varies according to the size of the errors.
6.2.1 Model: Stylus tip position without errors
Let rg = [gx, gy, gz]
ᵀ be the gauge position vector and rtip be the vector oriented
toward the stylus tip from the gauge position, then the positional vector of the
stylus tip rtip = [xtip, ytip, ztip]
ᵀ is expressed with the standard three dimensional
unit vectors ux, uy, uz corresponding to x, y, z axes as follows:
rtip = gxux + gyuy + gzuz +Ry(Ω)vst
= rg +Ry(Ω)vst
≡ rg + rst,
where,
Ry(Ω) =
 cos Ω 0 sin Ω0 1 0
− sin Ω 0 cos Ω
 , vst = [vx, 0, vz]ᵀ . (6.1)
The angle Ω denotes the stylus angle corresponding to the surface height under
measurement as shown in Figure 6.2, and Ry is the rotation matrix about the angle
[11]. The vector vst represents the geometric information of the stylus including its
tip orientation, e.g., vx = −12, vz = −6 (mm). Note |vx|, |vz| and l =
√
v2x + v
2
z
are stylus arm length, shank clearance, and absolute distance from the gauge
position to the stylus tip as shown in Figure 6.6b.
6.2.2 Types of errors in stylus profilometry
There are five errors concerned when measuring free form surfaces using a stylus
profilometer with a y stage such as the PGI series (Taylor Hobson Ltd). Each
error leads to a coordinate shift of the stylus tip resulting in erroneous measured
surfaces. A mathematical model of the true tip position, which is associated with
the errors, is presented in this section.
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Figure 6.2: Schematic drawing of a stylus geometry and position according to the
sample surface height
y stage orthogonality
Let θs be the y stage angle which is the angle between the x and the y axes as
shown in Figure 6.3a, then the gauge position vector is re-expressed by using the
rotation matrix Rz(θs) about θs as follows:
rg = gxux + gyRz(θs)uy + gzuz,
where Rz(θs) =
cos θs − sin θs 0sin θs cos θs 0
0 0 1
 . (6.2)
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Figure 6.3: Schematic drawing of the potential errors related to the gauge position.
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y stage gain
Consider the gain of the stage movement along the y axis (hereinafter, this is
called y stage gain) as illustrated in Figure 6.3b, which is normally unity, then
multiplication of the movement along y axis, namely uy, by the gain constant αy
is considered as follows:
rg = gxux + gy
1 0 00 αy 0
0 0 1
uy + gzuz. (6.3)
Note that αy = 1 means there is no gain error in the movement of the y stage and
thus the stage moves as we expect at least along the stage movement axis.
Stylus plane angle
The stylus angle should be directly converted to the sample surface height since the
stylus tip normally goes up and down according to the surface height. However,
this is not the case when the stylus plane in which the stylus moves is not perfectly
aligned to the z axis as shown in Figure 6.4a. Suppose the stylus plane leans
toward the y axis, then its primary angle denoted by θst and the quadratic angle by
θst2(Ω) = αst2 · lΩ are defined respectively. The constant coefficient αst2 (rad/mm)
determines the quadratic angle depending on the stylus angle Ω. Thus the stylus
plane angle is given by the two parameters θst and αst2 as shown in Figure 6.5.
Now let us introduce a rotation due to the stylus plane about x axis, then the
stylus tip orientation vector rtip is re-written as follows:
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Figure 6.4: Schematic drawing of the potential errors related to the stylus tip
orientation.
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Figure 6.5: Stylus plane angle: the primary angle θst and the secondary θst2(Ω).
rtip = Rx(θst + θst2)Ry(Ω)vst,
where Rx(θst + θst2) =
1 0 00 cos(θst + θst2) − sin(θst + θst2)
0 sin(θst + θst2) cos(θst + θst2)
 . (6.4)
Stylus plane x angle
The angle θx illustrated in Figure 6.4b is called stylus plane x angle. This is
defined as the angle between the x axis and the stylus tip orientation from the
gauge position. This angle is also associated with a rotation of the stylus tip about
x axis. Thus the stylus tip orientation rst is given by considering the rotation
matrix Rz(θx) as follows:
rst = Rz(θx)Ry(Ω)vst,
where Rz(θx) =
cos θx − sin θx 0sin θx cos θx 0
0 0 1
 . (6.5)
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6.2.3 Model: Stylus tip position with errors
Considering Equations 6.2, 6.3, 6.4 and 6.5, the resulting stylus tip position under
the presence of the errors is expressed by:
rtip = gxux + gy
1 0 00 αy 0
0 0 1
Rz(θs)uy + gzuz +Rz(θx)Rx(θst + θst2)Ry(Ω)vst,
∴
xtip = gx − gyαy sin θs + vx cos θx cos Ω
+ vz [cos θx sin Ω cos(θst + θst2) + sin θx sin(θst + θst2)] ,
ytip = gyαy cos θs + vx sin θx cos Ω
+ vz [sin θx sin Ω cos(θst + θst2)− cos θx sin(θst + θst2)] ,
ztip = gz − vx sin Ω + vz cos Ω cos(θst + θst2). (6.6)
Note that this is a non-linear transform from the apparent tip position to the true
counterpart. Incidentally the apparent tip position vector raptip =
[
xaptip, y
ap
tip, z
ap
tip
]ᵀ
is expressed by using the gauge reading rg = [gx, gy, gz]
ᵀ illustrated in Figure 6.2
as follows:
xaptip = gx − l · cos β,
yaptip = gy,
zaptip =
|vz|+ l · sin β
cos(θst + θst2)
= gz +
l · sin β
cos(θst + θst2)
, (6.7)
where β = Ω− α holds as shown in Figure 6.6a. Note that the parameters which
are available from the instrument are rg and Ω, namely the apparent tip position
is determined by the accessible information of rg and Ω under the assumption that
there are no errors in the system.
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(a) Stylus angle decomposition into two
angles denoted by α and β.
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(b) Definition of z = 0 position and the
stylus geometry.
Figure 6.6: Transform of the surface height into the stylus angle and vice versa.
CHAPTER 6. ERROR ESTIMATION OF AREAL STYLUS PROFILOMETRY 133
6.2.4 Surface height associated with stylus angle
The surface topography is measured and recorded in the form of the stylus angle
Ω. Let us derive cos Ω from the measured surface height zmetip (x, y) here. The stylus
angle can be decomposed into two angles α and β as shown in Figure 6.6a, and
the elementary geometry yields cosα and cos β resulting in cos Ω as follows:
cos Ω = cosα cos β − sinα sin β,
sin Ω = sign
[
zmetip
]√
1− cos2 Ω, (6.8)
where
cosα =
|vx|
l
, sinα =
|vz|
l
,
cos β =
√
l2 − (zmetip (x, y)− |vz|)2
l
, sin β =
∣∣|vz| − zmetip (x, y)∣∣
l
.
Note that the measured surface height zmetip (x, y) is obtained by multiplying the
true surface height ztip(x, y) by 1/ cos(θst+θst2) since the stylus plane angle yields
the cosine error.
6.3 System calibration using a sphere
A high precision calibration sphere may be used to complement the arcuate motion
of such stylus profilers as the PGI optics series (Taylor Hobson Ltd). The PGI is a
well-established method with the product series being one of the global standards.
In order to extend the system’s capability to freeform measurement, compensation
of the system errors discussed in subsection 6.2.2 is necessary. Accurate determ-
ination of the errors can be achieved through a raster scan measurement over a
sphere, where an appropriate number of profile measurements (& 15, empirical
knowledge provided by Taylor Hobson Ltd) are made in parallel with the x axis
and with shifts in the y axis.
The measurement result of the calibration sphere would be a perfect sphere
however the measured shape is normally distorted due to the errors. Now, the
theoretical expressions of the erroneous shape is presented and thus it enables to
reveal the relationship between the errors and the residual shape of the measured
sphere.
6.3.1 Apparent and actual sphere surface representations
Let us consider a raster scan measurement using a sphere as shown in Figure 6.7.
We assume here that the data point are equally spaced in the x and the y directions
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Figure 6.7: Raster scan measurement of the calibration sphere.
and the sphere is placed with its centre matching the origin of the coordinates for
simplicity. Given the reading from the gauges mounted on the system rg, the
apparent tip position is denoted by raptip whereas the actual tip position is given by
rtip as a function of the error components as explained in Equation 6.6. Therefore,
the apparent centre is different from the origin and is denoted by (xaptip0, y
ap
tip0).
Unless the sphere is imperfect, the measured actual surface zmetip and the ap-
parent heights zaptip of the r radius sphere are given as follows:
zmetip =
√
r2 − (x2tip + y2tip)
cos(θst + θst2)
− z,
zaptip =
√
r2 − {(xaptip − xaptip0)2 + (yaptip − yaptip0)2}− z, (6.9)
where z =
√
r2 − CA2/4.
The area of interest represented by clear aperture (CA) is illustrated in Figure 6.7.
Eventually the error in the measured surface, i.e., form residual under the condi-
tion with the errors W is given by:
W = zmetip − zaptip
=
√
r2 − (x2tip + y2tip)
cos(θst + θst2)
−
√
r2 − {(xaptip − xaptip0)2 + (yaptip − yaptip0)2}. (6.10)
Note that the first term on the right hand of Equation 6.10 is the mathematical
expression of the absolute surface height denoted by zme0 . The measured surface
height zme0 is determined from the reading of the instrument’s gauge even if the
true tip position (xtip, ytip) is unknown.
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6.3.2 Partial derivatives of form residual
The form residual W would be zero over the clear aperture if there were no er-
rors in the system. Thus computations to determine such a set of errors θ =
[θs, αy, θst, αst2, θx]
ᵀ such that W (θ) = 0 is necessary to compensate future er-
rors when measuring actual samples.
Considering the true tip position associated with each error shown in Equa-
tion 6.6, the partial derivatives of W with respect to any error parameter θ ∈ θ
are derived as follows:
∂W
∂θ
=
−
{
xtip
∂xtip
∂θ
+ ytip
∂ytip
∂θ
}
zme0 cos (θst + θst2)
+ zme0 · tan (θst + θst2)
{
∂θst
∂θ
+
∂θst2
∂θ
}
,
(6.11)
where
∂θst2
∂αst2
= Ω · l = sign [sin Ω] arccos(cos Ω) · l,
zme0 =
√
r2 − (x2tip + y2tip)
cos(θst + θst2)
,
and where
∂xtip
∂θs
= −gyαy cos θs,
∂ytip
∂θs
= −gyαy sin θs,
∂xtip
∂αy
= −gy sin θs,
∂ytip
∂θs
= gy cos θs,
∂xtip
∂θst
= {− cos θx sin Ω sin(θst + θst2) + sin θx cos(θst + θst2)} vz,
∂ytip
∂θst
= {− sin θx sin Ω sin(θst + θst2)− cos θx cos(θst + θst2)} vz,
∂xtip
∂αst2
= {− cos θx sin Ω sin(θst + θst2) + sin θx cos(θst + θst2)} vz · ∂θst2
∂αst2
,
∂ytip
∂αst2
= {− sin θx sin Ω sin(θst + θst2)− cos θx cos(θst + θst2)} vz · ∂θst2
∂αst2
,
∂xtip
∂θx
= −vx sin θx cos Ω,
+ {− sin θx sin Ω cos(θst + θst2) + cos θx sin(θst + θst2)} vz,
∂ytip
∂θx
= +vx cos θx cos Ω
+ {+ cos θx sin Ω cos(θst + θst2) + sin θx sin(θst + θst2)} vz.
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The value of zme0 is obtained from actual measurement but the true position xtip
and ytip are unknown and thus the partial derivative in Equation 6.11 cannot be
expressed in a closed-form. Alternatively the form residual, W , might be approx-
imated by replacing those with xaptip and y
ap
tip respectively if each error component
in θ is effectively small.
6.4 Zernike polynomials and coefficients
Zernike polynomials form a set of complex orthogonal functions over the unit disk
[6], [7], [12]. The function system has been used to decompose the error elements
in an aberrated optical wavefront, where the aberration function, denoted by T , is
defined as the difference between the wavefront and the Gaussian reference sphere
[13]. The basis functions Zmn , designated by two integers m and n, are often
expressed by the following combination of radial (ρ) and circular (φ) elements
since the functions are orthogonal within the unit circle [6]:
T (ρ, φ) =
∑
n,m
Cmn Z
m
n (ρ, φ), (6.12)
where Zmn ± jZ−mn = Rmn (ρ) exp(±jmφ),
Rmn (ρ) =
(n−m)/2∑
l=0
(−1)l(n− l)!
l!
[
1
2
(n+m)− l]! [1
2
(n−m)− l]!ρn−2l.
It follows that the Zernike coefficient of interest is obtained as an inner product
between the wavefront and the corresponding Zernike function using their ortho-
gonality in the unit circle as follows:
Cmn =
1
‖Zmn ‖2
∫ 2pi
0
∫
|ρ|<=1
T (ρ, φ)Zmn (ρ, φ)
∗ρdρdφ. (6.13)
where
‖Zmn ‖2 =
√
〈Zmn , Zmn 〉,
〈Zmn , Zmn 〉 ≡
∫ 2pi
0
∫
|ρ|<=1
Zmn (ρ, φ)Z
m
n (ρ, φ)
∗ρdρdφ.
Note that the orthogonal bases Zmn are square integrable functions. Thus the set
of the functions forms a Unitary space, where the Hermite inner product 〈·, ·〉
associated with the L2 norm ‖ · ‖2 can be defined as above [14], [15].
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6.4.1 Error estimation using a sphere
Stylus profilers such as the PGI series have used traceable spheres, whose radii
are generally verified by authorities such as the United Kingdom Accreditation
Service (UKAS), as certified spheres for gauge calibration. As discussed in subsec-
tion 6.3.1, the raster scan measurement over a sphere provides the ‘form residual’,
denoted by W (xaptip, y
ap
tip), as the difference between the spherical surface and the
actual measurement as shown in Equation 6.10. Consider the form residual W as
an aberrated optical wavefront as shown in Figure 6.1a, then the form residual
can be decomposed into Zernike polynomial functions in the same manner as T
in Figure 6.1b if the measurement area coincides with the unit circle. Thus all
the dimensions are normalised by dividing them by the CA and multiplying αst2
(rad/mm) by the CA. They are, hereinafter, understood to be normalised unless
otherwise noted.
For the orthogonal expansion using the Zernike polynomials, the apparent
stylus tip positions are converted to the polar system using ρ and φ as follows:
xaptip = ρ cosφ, y
ap
tip = ρ sinφ. (6.14)
Accordingly, the Zernike coefficients for the residual surface of the sphere W (ρ, θ)
are obtained in the same way as in Equation 6.12. The system errors θ can be
expected to be associated with the Zernike coefficients.
The form residual is decomposed by the base functions such thatW = Σn,mC
m
n Z
m
n
as in Equation 6.11. This means that the Zernike coefficients would become zero
if the errors were understood accurately and the rotations and the translations of
the coordinate were compensated. Thus the Zernike coefficients can be used as
indicators to know how large the errors are. The errors are generally so small that
linearity of the coefficients with respect to the errors can be assumed such that:
Cmn (θ) ≈ Cmm(0) + 〈∇θCmn ,θ〉, (6.15)
where ∇θCmn =
[
∂Cmn
∂θs
,
∂Cmn
∂αy
,
∂Cmn
∂θst
,
∂Cmn
∂αst2
,
∂Cmn
∂θx
]ᵀ
,
Cmm(0) = 0.
Given the k Zernike coefficients, which are thought to be correlated with k error
components, the Taylor expansion of the Zernike coefficients are presented as
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follows:
C ≈Hθ, (6.16)
where
C =

Cm1n1
Cm2n2
...
Cmknk
 , H =

∂C
m1
n1
∂θs
∂C
m1
n1
∂αy
∂C
m1
n1
∂θst
∂C
m1
n1
∂αst2
∂C
m1
n1
∂θx
∂C
m2
n2
∂θs
∂C
m2
n2
∂αy
∂C
m2
n2
∂θst
∂C
m2
n2
∂αst2
∂C
m2
n2
∂θx
...
∂C
mk
nk
∂θs
∂C
mk
nk
∂αy
∂C
mk
nk
∂θst
∂C
mk
nk
∂αst2
∂C
mk
nk
∂θx
 .
The set of the errors is estimated based on a sufficient number of the Zernike
coefficients, at least k ≥ 5, by using the least squares method as follows [16]:
θˆo = (H
ᵀH)−1 HᵀC. (6.17)
In the case of k < 5 where the problem is under-determined and the solution
is given as a minimum norm solution as follows [16]:
θˆu = H
ᵀ (HᵀH)−1 C. (6.18)
Note that Equations 6.17 and 6.18 imply that the system errors are immedi-
ately computed by means of some Zernike coefficients if the matrix H is obtained
in advance.
6.4.2 Expression of partial derivatives of the Zernike
coefficients with respect to the errors
Substituting the form residual surface W for T in Equation 6.13, the partial de-
rivative of the Zernike coefficient is analytically expressed as follows:
∂Cmn
∂θ
=
1
‖Zmn ‖2
∫ 2pi
0
∫
|ρ|<=1
∂W (ρ, φ)
∂θ
Zmn (ρ, φ)
∗ρdρdφ. (6.19)
As shown in Equation 6.11, however, ∂W/∂θ is associated with the true tip pos-
ition. It follows that the partial derivative presented in Equation 6.19 cannot be
obtained. Now, rather than considering Equation 6.19, the partial derivatives are
to be obtained by computer simulation using the mathematical model discussed
in section 6.2.
CHAPTER 6. ERROR ESTIMATION OF AREAL STYLUS PROFILOMETRY 139
6.5 Simulation: Relationship between Zernike
coefficients and system errors
The preceding study has empirically revealed that each system error θ ∈ θ can
be associated with particular Zernike polynomial functions and the corresponding
Zernike coefficients can be used as signatures to understand how large the error is
[9]. In [9], however, little is known about the details, such as the sensitivity of a
Zernike coefficient to each error and an efficient method to estimate the magnitude
of the error. In this section, we propose an algorithm to simulate the form residual
of a sphere caused by the errors and reveal the quantitative relationship between
the Zernike coefficients and the size of the errors using the mathematical model
discussed in the previous sections.
For example, Figure 6.8 shows decomposition of the form residual of a r = 22.5
mm sphere with six Zernike polynomials: Z−22 , Z
2
2 , Z
−1
3 , Z
1
3 , Z
−1
5 , and Z
1
5 .
Although the computation of any coefficient of Zernike polynomial is viable, only
these polynomial functions are considered in this thesis in accordance with the
preceding research study conducted by Xiao [9].
Figure 6.8: Zernike polynomial residual decomposition.
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6.5.1 Simulation model and computation algorithm
Given the gauge reading rg based on which the sphere calibration is conducted,
the true and the apparent stylus tip positions, denoted by rtip and r
ap
tip respectively,
together with the form residual of the measured sphere W are simulated by using
Algorithm 1. Note that the gauge reading is assumed to be perfect and the
apparent tip y position denoted by yaptip is determined once the error θx is given,
but the true tip position rtip and the apparent x position denoted by x
ap
tip are
determined by iterative computations since they are functions of Ω, i.e., the surface
height as shown in Equations 6.6 and 6.7.
For the ideal measurement with no errors except θx, let the coordinate of
the tip and the ideal β be rotip =
[
xotip, y
o
tip, x
o
tip
]ᵀ
and βo respectively, then the
corresponding gauge reading is as follows:
gx = x
o
tip + l · cos βo cos θx,
gy = y
o
tip + l · cos βo sin θx.
gz = |vz|. (6.20)
The true and the apparent tip positions are determined after iterative computa-
tion as shown in Algorithm 1. For example, given the errors θ and the condition
presented in Table 6.1, the translation of the tip position from the original points
is illustrated in Figure 6.9. The resulting form error is decomposed into the six
Zernike polynomials in the same manner as in Figure 6.8. Note the number of the
data points used in this simulation in Figure 6.9 is much smaller than usual so
that the translations of the data points can be seen clearly.
Table 6.1: Simulation condition
System setting Error setting b
r 22.5 mm θs 0.0551°
CA 22.5 mm αy 0.999992620
vx −60 mm θst −0.1737°
vz −18.36 mm αst2 0.0027°/mm
res a 3.0 mm θx 0.0001°
a Data point interval (resolution)
b Based on an actual measurement result.
-10 -5 0 5 10
x
-10
-5
0
5
10
y
Position translation vector
Figure 6.9: raptip and rtip: the
crosses represent apparent tip
position and the vector the direc-
tion to the actual tip point from
the apparent position.
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Algorithm 1 Simulation of the sphere calibration considering the errors
1: function TrueTipCoordinateGenerator(rotip, r, CA,vst,θ)
2: Initialize:
zotip =
√
r2 − (xotip2 + yotip2)∣∣∣
xotip
2+yotip
2≤CA2
zmetip ← zotip
z = z|r, CA . see Equation 6.9
cnt← 0 . Loop counter
3: while d > ξ or cnt ≤ cntMax do
4: cos β ← cos β|zmetip . Equation 6.8
5: if cnt = 1 then
6: rg ← rg|β, θx . see Equation 6.20
7: xaptip ← gx − l · cos β
8: yaptip = gy
9: xaptip0 = l cos β(cos θx − 1) . x crest
10: yaptip0 = l cos β sin θx . y crest
11: else if cnt ≥ 2 then
12: xaptip ← xaptip − l(cos β − cos β′)
13: end if
14: zaptip ←
√
r2 −
{(
xaptip − xaptip0
)2
+
(
yaptip − yaptip0
)2}− z
15: (xtip, ytip)← (xtip, ytip)|θ, gx, gy . rtip, see Equation 6.6
16: z′tip ←
√
r2 − (x2tip + ytip2)− z
17: zmetip ← z′tip/ cos(θst + θst2) . Measured surface height
18: d← |ztip − z′tip|2 . Loop end condition
19: ztip ← z′tip
20: cos β′ ← cos β
21: cnt← cnt+ 1 . Loop counter increment
22: end while
23: W = zmetip − zaptip
24: return W, rtip, r
ap
tip
25: end function
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6.5.2 Partial derivative of Zernike coefficient with respect
to each error
Using the simulation model discussed in subsection 6.5.1, the correlation between
each error element and the Zernike coefficients are obtained as shown in Fig-
ures 6.10 and 6.11 with the spheres of r = 22.5 mm and r = 12.5 mm respect-
ively. Although the partial derivatives of the Zernike coefficients are analytically
expressed in Equation 6.19, it is impossible to determine them as discussed in
subsection 6.4.2. For this, we approximate the partial derivatives ∂Cmn /∂θ based
on simulation results rather than the analytical consideration. In this thesis, the
partial derivatives are approximated as the slopes of linear fits to those plots shown
in Figures 6.10 and 6.11 since the errors are considered to be small enough.
Analysis using the r = 22.5 mm sphere
Let us consider the slope of each plot in Figure 6.10 as the partial derivative
of interest, then the values of the derivatives (slopes) are shown in Table 6.2
respectively together with their coefficients of determination (R2) as shown in
Table 6.3.
Table 6.2: The partial derivatives of the Zernike coefficients with respect to each
error using the 22.5 mm calibration sphere
∂Cmn /∂θ ∂C
m
n /∂θs ∂C
m
n /∂αy ∂C
m
n /∂θst ∂C
m
n /∂αst2 ∂C
m
n /∂θx
C−22 2.01e−01 4.02e−19 2.74e−08 −9.78e−08 −2.88e−05
C22 −3.47e−17 2.01e−01 −3.46e−18 6.58e−18 −1.60e−16
C−13 1.90e−11 8.89e−20 −2.72e−02 −1.76e−01 −9.51e−03
C13 1.54e−18 −7.19e−14 −1.40e−17 −2.35e−18 3.03e−17
C−15 −2.78e−11 −2.97e−19 −1.31e−03 −9.62e−03 1.08e−03
C15 1.80e−18 −1.12e−13 −9.37e−18 −5.18e−18 4.78e−17
Table 6.3: The coefficient of determination (R2) of the linear fit to obtain the
partial derivatives using the 22.5 mm calibration sphere
R2 ∂Cmn /∂θs ∂C
m
n /∂αy ∂C
m
n /∂θst ∂C
m
n /∂αst2 ∂C
m
n /∂θx
C−22 1.00e+00 1.40e−01 8.43e−01 8.43e−01 8.43e−01
C22 2.71e−12 1.00e+00 1.96e−27 2.46e−27 5.11e−25
C−13 1.56e−01 1.60e−02 1.00e+00 1.00e+00 9.99e−01
C13 7.68e−16 1.41e−04 9.54e−24 5.15e−23 1.33e−26
C−15 1.56e−01 1.68e−01 1.00e+00 1.00e+00 8.46e−01
C15 4.90e−16 1.61e−04 1.45e−21 1.72e−21 1.15e−24
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(a) y stage angle.
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(b) y gain rate.
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(c) Stylus plane angle.
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(d) Stylus plane angle (quadratic ele-
ment).
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(e) Stylus plane x angle.
Figure 6.10: Zernike coefficients with respect to each error using the r = 22.5 mm
sphere.
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From Table 6.2 and Figure 6.10, the primary effects to each Zernike coefficient
are: θs ∼ C−22 , αy ∼ C22 and θx ∼ C−13 , however there seems to be secondary
effects to some of the coefficients such as: θst ∼ C−13 and αst2 ∼ C−13 . The linear
fits to the plots (R2 values) shown in Table 6.3 indicate that the partial derivatives
are almost constant and thus can be approximated to slopes.
Analysis using the r = 12.5 mm sphere
Let us consider again the slope of each plot in Figure 6.11 as the partial derivative
of interest, then the values of the derivatives (slopes) are shown in Table 6.4
respectively together with their coefficients of determination (R2) as shown in
Table 6.5.
From Table 6.4 and Figure 6.11, the similar primary and secondary effects to
each Zernike coefficients are confirmed as compared with those of the r = 22.5
mm sphere. Note that many of the coefficients of determination are 1.00e+00 as
shown in Table 6.5 compared with Table 6.3 and this implies that the Zernike
coefficients are more linearly correlated with the error component when using this
size of sphere together with the CA. Again, the linear fits to the plots shown in
Table 6.5 also indicate that the partial derivatives are almost linear and thus can
be approximated in the same way.
Table 6.4: The partial derivatives of the Zernike coefficients with respect to each
error using the 12.5 mm calibration sphere
∂Cmn /∂θ ∂C
m
n /∂θs ∂C
m
n /∂αy ∂C
m
n /∂θst ∂C
m
n /∂αst2 ∂C
m
n /∂θx
C−22 2.01e−01 −9.51e−05 −7.44e−04 −2.58e−04 −7.64e−05
C22 −2.30e−11 2.40e−01 6.15e−04 2.12e−04 2.32e−05
C−13 1.68e−04 −4.42e−04 −7.04e−02 −2.47e−01 −1.35e−02
C13 1.68e−04 1.68e−04 −2.83e−04 −9.85e−05 −1.07e−05
C−15 2.05e−04 −5.35e−04 −4.30e−03 −1.83e−02 1.66e−03
C15 2.05e−04 −2.05e−04 −3.50e−04 −1.22e−04 −1.28e−05
6.5.3 Experiment: System error estimation
In this experiment, the system errors are estimated using two spheres by means
of Equations 6.17 and 6.18. The matrix of partial derivatives H is provided by
simulations using the results in Figures 6.10 and 6.11. The partial derivatives
shown in Table 6.2 are used for the given r = 22.5 mm sphere simulation, and
those in Table 6.4 are for the r = 12.5 mm sphere.
As seen in Tables 6.2 and 6.4, the matrix H is expected to have very small sin-
gular values resulting in unstable solutions. To make the solution stable, Tikhonov
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(d) Stylus plane angle (quadratic ele-
ment).
−0.1−5 · 10−2 0 5 · 10−2 0.1
−1
0
1
·10−3
θx [rad]
Z
er
n
ik
e
co
effi
ci
en
t
C
m n
C−22 C
2
2
C−13 C
1
3
C−15 C
1
5
(e) Stylus plane x angle.
Figure 6.11: Zernike coefficients with respect to each error using a r = 12.5 mm
sphere.
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Table 6.5: The coefficient of determination (R2) of the linear fit to obtain the
partial derivatives using the 12.5 mm calibration sphere
R2 ∂Cmn /∂θs ∂C
m
n /∂αy ∂C
m
n /∂θst ∂C
m
n /∂αst2 ∂C
m
n /∂θx
C−22 1.00e+00 1.00e+00 1.00e+00 1.00e+00 9.30e−01
C22 3.99e−02 1.00e+00 7.79e−01 4.70e−01 3.81e−03
C−13 1.00e+00 1.00e+00 1.00e+00 1.00e+00 9.99e−01
C13 1.00e+00 1.00e+00 1.00e+00 1.00e+00 8.17e−04
C−15 1.00e+00 1.00e+00 1.00e+00 1.00e+00 8.32e−01
C15 1.00e+00 1.00e+00 1.00e+00 1.00e+00 3.40e−02
regularization is implemented for over-determined problems as follows [16]:
θˆo = (H
ᵀH + γI)−1 HᵀC, (6.21)
where γI is a regularization term and where the identity matrix I is multiplied by
the regularization parameter γ, which is set as γ = 10−16 in this experiment.
As for under-determined solution, the Zernike coefficients C13 and C
1
5 are ex-
cluded from C since these coefficients seem to be relatively redundant compared
with the others.
Error estimation using r = 22.5 mm sphere
All the simulation settings including the stylus information, the clear aperture
and the error elements given to the measurement of r = 22.5 mm sphere are
shown in Table 6.6. The errors are estimated based on the corresponding Zernike
coefficients respectively.
Table 6.6: Simulation setting for the r = 22.5 mm sphere
System Error settings b
settings a Sim.1 Sim.2 Sim.3
r 22.5 θs −7.623321e−03 −7.183205e−03 −8.063438e−03
CA 22.5 αy 0.99942001 0.999422519 0.999417500
vx −60 θst −1.704416e−02 −1.895162e−02 −1.513669e−02
vz −18.36 αst2 −2.626800e−04 −6.898152e−04 1.644511e−04
res 0.05 θx 4.066822 3.55749747 4.57614645
a The units are all (mm).
b The units are the same as in Table 6.1. Sim.2 and Sim.3 are based on actual measure-
ments and Sim.1 is their average.
The true errors and corresponding estimates are compared in Figure 6.12.
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Throughout all the simulations from Sim.1 to Sim.3, it can be seen that θs, αy, θx
are accurately estimated.
Error estimation using r = 12.5 mm sphere
The other simulation using the r = 12.5 mm sphere is considered here. The
settings are shown in Table 6.7. The error parameters used here is the same as
that in Table 6.6. Only the sphere radius and the clear aperture are different. As
Table 6.7: Simulation setting for the r = 12.5 mm sphere
System Error settings b
settings a Sim.4 Sim.5 Sim.6
r 12.4946 θs −7.623321e−03 −7.183205e−03 −8.063438e−03
CA 14.33216 αy 0.99942001 0.999422519 0.999417500
vx −60 θst −1.704416e−02 −1.895162e−02 −1.513669e−02
vz −18.36 αst2 −2.626800e−04 −6.898152e−04 1.644511e−04
res 0.05 θx 4.066822 3.55749747 4.57614645
a The units are all (mm).
b The units are the same as in Table 6.1. Sim.5 and Sim.6 are based on actual measurements
and Sim.4 is their average.
in the result in section 6.5.3, there seems to be a difficulty in estimating the two
parameters θst and αst2 accurately. This is because the partial derivatives of each
Zernike coefficient with respect to these two parameters are similar to each other
as shown in Tables 6.3 and 6.5. If one becomes large then accordingly the other
becomes small. Also, in general, the estimated performance with the r = 12.5 mm
sphere is worse than that of r = 22.5 mm comparing Figure 6.12 with Figure 6.13.
6.6 Discussion and conclusions
A mathematical model to locate the stylus tip of a stylus profilometer was presen-
ted. The model considers small displacements due to the error components in
the y stage orthogonality, y stage gain, stylus plane angle (linear and non-linear
components) and stylus plane x angle. As the displacements are all expressed as
combinations of rotations and translations, implementation of further error sources
in the context of the current model should be straightforward. The mathematical
model was implemented in the simulator that produces an apparent measurement
result distorted by the error components.
The resultant erroneous shape of a standard sphere is decomposed with Zernike
polynomials. It used to be empirically understood that each error component is
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Figure 6.12: Sim.1 - Sim.3: Error estimation ratio using the r = 22.5 mm sphere.
θˆo and θˆu represent the estimates by Equations 6.17 and 6.18 respectively.
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Figure 6.13: Sim.4 - Sim.6: Error estimation ratio using the r = 12.5 mm sphere.
θˆo and θˆu represent the estimates by Equation 6.17 and 6.18 respectively.
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associated with specific Zernike coefficients and the partial derivatives of each
Zernike coefficient with respect to each error component have been quantitatively
obtained in this research as shown in Figures 6.10 and 6.11. No closed-form of
expressions, i.e., partial derivatives that directly connect Zernike coefficients with
error components were obtained as in Equation 6.11, but their values were de-
termined on a simulation basis. The proposed error determination method was
performed by using those partial derivatives where the Zernike coefficients were
linearly approximated by means of the Taylor expansion. In the computer exper-
iments, two sets of errors were given to the model and then they were estimated
by the proposed method as an over-determined and an under-determined prob-
lem as shown in Equations 6.17 and 6.18. Eventually, the parameters except for
the ones related to the stylus plane were accurately determined without iterative
computations as shown in Figures 6.12 and 6.13. The difficulty in determining the
stylus plane components lies in the similarity in the partial differentials of these
parameters, i.e., the matrix H is almost a so-called rank-deficient matrix. This
associated with noise (approximation residual error) determines the robustness of
the transfer matrix H. One conventional way to mitigate this is by using Tikhonov
regularization as shown in Equation 6.21. Different ranges of the parameters used
to determine the partial derivatives may improve the estimation accuracy since
some of the Zernike coefficients show non-linearity with respect to the parameter
values as shown in Figures 6.10 and 6.11. Parameter tuning would be recommen-
ded depending on the particular instrument.
Overall, the mathematical expression of the location of the stylus tip is very
useful for further research of stylus profilometry and for implementation in a prac-
tical device. The partial derivatives derived from the simulation can be put into
practice to reduce iterative computation to determine the error components. Thus
a procedure for implementation of this research would be as follows: (1) Run the
simulator under measurement conditions, e.g., using a standard sphere, knowing
CA and the type of a stylus; (2) Obtain the partial derivatives of each Zernike
coefficient with respect to each error component from the simulation result; (3)
Use the obtained partial derivatives to actual error estimation computation.
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Chapter 7
Discussions and conclusions
7.1 Key findings
This thesis is separated into three parts. The first part (chapters 1–2) of the
thesis provides an overview of metrology techniques used for surface topography,
refractive index, thin film thickness including ISR and freeform surfaces. Whereas
the second part (chapters 3–5) discusses the experimental verification and the
theoretical extensions of the methods for refractive index determination and ISR
measurement using a standard CSI. In the third part (chapter 6), a method to
estimate mechanical error component of a stylus profilometer is discussed.
Chapter 2 provides a detailed derivation of the HCF function which is the
core technique used for both refractive index determination and ISR measurement
using a standard CSI. The HCF function is defined in two parts, determined and
synthesised. The HCF theory is then built on a non-linear optimisation between
the two functions in the frequency domain, where the thin film thicknesses are
determined by minimising the squared error with respect to film thickness and an
unknown parameter caused by the signal sampling.
Chapter 3 presents novel theories to determine the refractive index of opaque
materials and (semi-)transparent thin films respectively by means of an extension
of the HCF theory. As for opaque materials, measurements of a work-piece and a
known (semi-)transparent film deposited on the work-piece produce the determ-
ined and the synthesised HCF functions. Changing the ∆zHCF1 parameter in the
first measurement produces the candidates for the refractive index and the error
between the determined and the synthesised HCF functions used in the second
measurement is minimised to obtain the true ∆zHCF resulting in the true re-
fractive index. The theory was experimentally verified using actual and specially
designed thin film stacks. The numerical process is sometimes difficult to converge
since the merit function can be featureless depending on the materials investig-
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ated. Additionally, the theoretical extension of the method to (semi-)transparent
materials was discussed without experimental verification. The original method is
very sensitive to noise and other optical uncertainties and thus the application of
this extended theory for practical systems employing more numerical optimisations
was considered to be poor.
Chapters 4 and chapter 5 present novel theories to determine the ISR bur-
ied beneath a thin film layer together with experimental verification using ac-
tual thin film assemblies and computer simulations respectively. In chapter 4
the synthesised HCF function is linearly expressed as a function of the interfa-
cial perturbations, and this allows real-time computation avoiding large numerical
optimisations over all the pixels in the field of view. The method was experiment-
ally validated but an increase in the roughness value of the determined buried
surface was observed. A further improvement of the ISR method is proposed in
chapter 5. This method utilises a reference measurement and computes a noise
variance-covariance matrix in the frequency domain from that measurement. The
matrix works as a kind of weighting when performing a curve-fitting between the
two HCF functions in the frequency domain resulting in more stable numerical
optimisation and smoother surfaces. Using a number of computer simulations, the
stability of the solutions in a field of view was confirmed.
Chapter 6 discusses a mechanical error estimation method for raster scan stylus
profilometry. A mathematical model to locate the stylus tip was derived with due
consideration to the five conceivable errors of a stylus instrument. The simulator
based on this model predicts the distortion of the resultant measurement result.
The error components projected to the measured surface are decomposed with
Zernike functions, i.e., each Zernike coefficient is associated with corresponding
error components. The application of this model provides theoretical support
to the empirical knowledge that the errors could be expressed by the Zernike
coefficients. Next, the partial derivatives of the Zernike coefficients with respect
to the errors were obtained on a simulation basis since a closed-form of expression
turned out to be impossible. Now that the Zernike coefficients are expressed
as a linear combination of the partial derivatives and the error components, a
least squares solution of the error components is derived without difficulty. The
simulation to evaluate the performance of this approach proved that some of the
error parameters were accurately estimated. However, the parameters related to
the stylus plane could not be precisely determined due to the similarity between
the partial derivatives.
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7.2 Conclusions and future work
In this thesis, experimental verification and development of novel approaches to
measure the optical properties including surface roughness, film thickness, refract-
ive index and freeform surface with more accuracies and convenience were presen-
ted. In research and manufacturing sites, there are various instruments used to
evaluate the optical properties of optical products and systems. It is no overstate-
ment that the expectations of performance of optical products relies critically on
the accuracy of metrological inspection. In most cases, the underlying assumption
is that optical surfaces are ‘smooth’ or ‘flat’. Thus roughness measurements form
the foundation of the evaluation processes.
Accurate knowledge of spectrally-resolved refractive index is also essential since
an optical system is normally designed at a specific wavelength or a defined range
of wavelengths. It is measured with great care for many optical applications such
as those involved with optical coatings, semiconductors, photovoltaics (PV) and
flat-panel displays. In particular, the performance of optical coatings and thin
films depends on the combination of the spectral refractive indices and thickness
of the films. Hence an all-in-one measurement system with capabilities of film
thickness determination, refractive index measurement and surface topographical
measurement would be a huge advantage for industry and research. The refract-
ive index determination by means of the extended theory of the HCF function
broadens the capability of a standard low NA CSI instrument although an extra
film deposition for reference purposes is required. It follows that the CSI instru-
ment implemented with the HCF algorithms may become more than an alternative
to spectroscopic ellipsometry if both a substrate and the same substrate coated
with a known film are available. However, the proposed method is very sensitive to
the noise in signal and thus further development in the noise-sensitivity is required
to commercialise the technique. Also more noise-robustness will be required if the
method of (semi-)transparent film refractive index determination is established
and commercialised using an extended method of the HCF function as discussed
in chapter 3.
The pixel-by-pixel basis for thick film thickness determination associated with
the ISR measurement using a standard CSI has been shown to be a successful
technique. The peaks in the interferogram are identified by the conventional peak
detection methods. Such measurements are a suitable application for CSI. How-
ever the natural extension of this approach to the thin film regime does not always
work since the signal is distorted by the multiple reflections from the interfacial
surfaces including the top and the bottom surface. It implies the outlook in spa-
cial domain-based (time domain) analysis is not promising. Generally the Fourier
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transform gives more sensitivity to signal analysis because even a small film thick-
ness variation is reflected in the corresponding change in its phase and amplitude.
The present methods employing model-based analysis in the frequency domain
work well, and thus areal maps of the ISR and the film thickness variation are
successfully provided. Nevertheless, there is a problem in the computational work-
load. Conventionally non-linear numerical optimisation is required at every pixel
with a model-based ISR (film thickness) measurement and each calculation adds
up in the field of view with, e.g., up to ∼ 1024× 1024. The ISR method proposed
in this thesis linearly approximated the HCF function to overcome the difficulty,
and enables real-time computation by avoiding the non-linear optimisation. One
side effect of this approximation is that the measurability of a sample is limited
by its surface roughness. Incidentally, subsequent research revealed the possib-
ility that an effective amplitude reflection coefficient could be distorted due to
the approximation which depends on the materials used. This may cause a huge
error in the least squares process. Again, there is scope to improve this approach
such as the experimental verification of the method proposed in chapter 5 and
further investigation of the distortions caused by the first order approximation.
This technique has potential to be used in the industries involved with PV or
semiconductors where buried surface topographies after thin film deposition are
of interest and the surfaces are generally smooth.
Stylus profilometry is a well-established profile measurement method and is
often thought of as a ‘reference’ for surface topography including shape, waviness,
roughness and step height. Although optical non-contact techniques have increas-
ing their reputation as fast and reliable alternatives, the uncertainties arising from
optical properties of the system and the test sample and the noise caused by both
the environment and the system still remain. In addition, the larger measurement
range of a stylus profilometer such as PGI provides measurement flexibility. Mul-
tiple parallel traverses over the work-piece provide an areal map using a stylus
instrument. However the underlying assumption of using a stylus instrument is
that a profile measurement is performed. Thus further error compensations in
extra degrees of freedom are necessary for this method to work well. Conven-
tionally additional hardware is supplied where detectors such as interferometers
are equipped with a standard stylus profiler to control and monitor the stylus tip
position accurately. The method discussed in this thesis determines the size of
the five error components through a measurement of a standard sphere ball. The
measurement of the sphere ball is distorted due to the uncompensated mechanical
error components such as misalignment or non-orthogonality in the system. In-
cidentally, the erroneous shape of the ball is represented by a linear combination
of Zernike polynomial functions. The problem here is that currently the errors are
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estimated by recursive computations using the coefficients of Zernike polynomials
not by a closed-form of expression. Evidently quantitative understanding of the
relationship between Zernike coefficients and the error components is expected to
develop a faster estimation algorithm. In developing a mathematical modelling of
the stylus tip location, it transpires that the closed-form of Zernike coefficient-error
component expression is impossible. Instead, the partial derivatives of Zernike
coefficients with respect to the errors are obtained through simulations based on
the mathematical model. A novel estimation method is proposed and the per-
formance evaluated. As a result, some of the errors are predictable from a single
raster measurement of a standard sphere ball. The errors related to the stylus
plane are difficult to estimate accurately. However, partial derivatives obtained
by simulations can be used as a step interval in numerical optimisation. Plus the
simulator developed in this research provides a guide to what extent each error
component exists in a stylus profiler.
The research objectives set originally have all been investigated and although
the methods are not necessarily to be commercialised immediately, the work has
provided the basis for subsequent industrial application. The steps required in
order to develop techniques further have been identified.
