We study the multiplication of multivariate power series. We show that over large enough fields, the bilinear complexity of the product modulo a monomial ideal M is bounded by the product of the regularity of M by the degree of M . In some special cases, such as partial degree truncation, this estimate carries over to total complexity. This leads to complexity improvements for some basic algorithms with algebraic numbers, and some polynomial system solving algorithms.
INTRODUCTION
We investigate the complexity of the multiplication of multivariate power series. We work modulo a 0-dimensional monomial ideal M in k [X1, . . . , Xn] , where k is a field. This is no loss of generality, since the k-algebras k [X1, . . 
. , Xn]/M and k[[X1, . . . , Xn]]/M are isomorphic.
Complexity conventions. Once k is fixed, M is specified by the number n of variables and the degrees of some generators. Thus, our complexity estimates are functions defined on some subsets of N N , which may vary, depending on M being arbitrary, or restricted to some special patterns, such as total or partial degree truncation (unless specified otherwise, the number of variables is not fixed). These estimates will be expressed directly in terms of the degrees of the generators of M , or in terms of some quantities attached to the algebra k[X1, . .
. , Xn]/M : its dimension as a k-vector
• For some multiplication algorithms with complexity more than linear (such as Karatsuba or Toom-Cook algorithms), truncated power series multiplication is faster than polynomial multiplication by a constant factor, regarding total and bilinear complexity [27, 18] .
When n ≥ 2, the situation is more complex, and results might depend on the shape of the quotient algebra. We will in the first place focus on the "general" case, for which no assumption is made on the ideal M . We will also mention two important special cases, partial and total degree truncation.
• Truncating in partial degrees (d1, . . . , dn) amounts to compute modulo the ideal (X d 1 1 , . . . , X dn n ) of degree d1 · · · dn; the support of such power series is a rectangular parallelotope. Section 4 gives applications of this truncation pattern.
• Truncating in total degree d amounts to compute modulo the ideal generated by all monomials of total degree d, which has degree`d +n−1 n´;
the support of such power series is a simplex. This truncation pattern is used in various versions of Newton-Hensel lifting algorithms, see [24] for references.
In the case n = 2, the following results are known for these two special truncation patterns. For truncation in partial degrees (d, d), Bläser [5] gave a lower bound for the rank of , and an upper bound of 3d 2 +O(d) (for base fields of characteristic 0, containing all roots of unity), improving results of Schönhage [33] . For truncation in total degree d, Bläser [5] gave a lower bound for the rank of [33] .
Let now the number of variables be arbitrary. From now on, we denote by T the monomial basis of k[X1, . . . , Xn]/M . The direct approach to power series multiplication consists in expanding products. Then, obtaining the coefficient of a single monomial X t 1 1 · · · X tn n ∈ T in the output requires to perform 2(t1 + 1) · · · (tn + 1) operations. For partial degree truncation, the total cost is then approximately
2 ; for total degree truncation, the total cost is approximately
2 . In any case, the cost is at most quadratic in deg M .
A second approach is to perform the product as that of polynomials, and discard unwanted coefficients: the penalty induced by computing more terms than necessary can be compensated by the use of fast multiplication algorithms. To give complexity estimates for this approach, let VM denote the cardinality of the set of terms T × T: this is the number of monomials that appear when power series are multiplied as polynomials. Then over fields of characteristic 0, using Emiris and Pan's sparse multiplication algorithm [15] yields a total complexity in O lg (nVM ).
At worst, VM grows quadratically with deg M . However, better estimates hold in many cases. For instance, for partial degree truncation, VM ≤ 2 n deg M ; thus in this case, the product modulo M can be done with a total complexity in O lg (2 n deg M ). Note however that this particular result on partial degree truncation actually holds more generally (it suffices that k is a ring), using Kronecker's substitution [14] .
Finally, fast algorithms are known for total degree truncation. Let M ⊂ k[X1, . . . , Xn] be the ideal generated by all monomials of total degree d. In [24] , with Lecerf, we gave sharp estimates for the product modulo M in characteristic 0: the total complexity is in
, and the bilinear complexity is at most deg M lg (deg M ). An algorithm of Griewank's using similar ideas was previously given in [4] ; it has the same bilinear complexity, but the total complexity relies on results for evaluation / interpolation that are not detailed there.
In [19] , van der Hoeven extended the result of [24] to weighted total degree; he gave better estimates in [20] , but the algorithm of [20, Section 5] does not seem to work as claimed (see [21] , and in particular Remark 8, as to corrected estimates). Finally, Bläser gave in [5] the lower bound deg M (3 − ε(deg M )) for the rank, for fixed d and n → ∞,
Our contribution. We obtain two kinds of results: on the rank of the multiplication modulo an arbitrary 0-dimensional monomial ideal, and on the total complexity in some specific cases. The core of these results is to prove that power series modulo M can be approximately multiplied with a number of multiplications that equals the degree of M , using the idea of approximate algorithm introduced in [2, 1, 3] .
In one variable, this approach is well-known, and can be easily illustrated for multiplication modulo X multiplying the values, (iii) interpolating the result at ±ε. Thus, this algorithm requires two bilinear multiplications of degree 1 polynomials in ε, plus some linear operations. Generalizing this to an arbitrary ideal M will show that the rank of multiplication modulo M is essentially bounded by the product of the regularity of M by the degree of M . One would like a similar result to hold for total complexity; to obtain that extension, the missing elements are fast (linear-time) algorithms for some multivariate evaluation / interpolation questions (which generalize evaluation / interpolation at ±ε used above). Even though no such result is known for general M , we will however obtain suitable algorithms in the specific case of partial degree truncation.
MAIN RESULTS
Basic definitions. Let k be a field. Given n ≥ 1, we write k[X1, . . . , Xn] for the ring of polynomials in n variables over
The regularity of M , written reg M , is the first degree d for which the degree d component of the graded algebra Q is zero. Any term in T has a total degree less than reg M .
For 1 ≤ i ≤ n, let di be the least integer such that X
belongs to M (di is well-defined, since M has dimension 0). We will work under the following assumption.
For all i, di is less than or equal to the cardinality of k.
For 1 ≤ i ≤ n and 0 ≤ j < di, let ai,j be in k, with the requirement that ai,j = a i,j for all j = j . We will write
Then, to the set T we associate A T ⊂ A1 × · · · × An given by
for definiteness, we may suppose that T is ordered in some way, so that A T inherits its order. The set of points A T is a parameter for our algorithms: in our computational model, any value depending on these points only will be available for free (the cost of computing the relevant such values could be estimated as well, using a more involved model).
To illustrate this last definition, take for instance ai,j = j, if the characteristic of k allows this. Then, the set A T equals
, so it equals the set of exponents of the terms in T. In any case, we have the equality |A T | = |T| = deg M , and the set A T has the same "shape" as the above set of exponents.
Model of computation. We will estimate both the rank (which counts bilinear multiplications) and the total complexity of the multiplication in Q. The former quantity is defined in the bilinear algorithm computational model, and the latter using linear straight-line programs.
Let R be a ring, and S be an R-algebra, which is also a free R-module. The inputs and outputs of our algorithms are given by means of their coordinates on an R-basis of S (all cases considered below come with a natural choice of a basis, which we will not mention explicitly). A bilinear algorithm of length for the multiplication in S is the data of 2 R-linear forms f1, . . . , f and h1, . . . , h over S, and elements w1, . . . , w in S, such that the equality
fi(A)hi(B)wi
holds for all A and B in S. The rank of the multiplication map in S is the smallest length of such a bilinear algorithm. We will further say that a bilinear algorithm has total complexity L if ≤ L, and if the linear map [11, Chapter 13] for the definition). Multiplication, evaluation and interpolation. Our algorithms rely on polynomial multiplication, evaluation and interpolation. We now give the corresponding notation.
We let M Bil and M be two maps N → N such that for any ring R and any integer s, the product of two polynomials of degree at most s in R[T ] can be computed by a bilinear algorithm of length M Bil (s) and total complexity M(s). We also impose some standard growth conditions on these maps, see for instance [17, Chapter 8] . It follows from [12] that there exists a constant K such that one can take
(
Next, we consider some questions of multivariate evaluation and interpolation, for the family of points A T defined above. We write Eval(A T ) for the minimal size of a linear straightline program that computes the evaluation map
and Interp(A T ) for the minimal size of a linear straight-line program that computes the inverse map (Section 3 gives the proof of invertibility). In our computational model, naive estimates for Eval(A T ) and Interp(A T ) are quadratic in deg M . Main results: the general case. We can now give our main result (proved in Section 3) on the rank and the total complexity of multiplication modulo an arbitrary monomial ideal. The algorithm is parametrized by the choice of points A T : while the rank estimate does not depend on it, the total complexity does, since evaluation and interpolation on A T appear as "linear subroutines" of the underlying algorithm.
Theorem 1. The rank of the multiplication in Q admits the upper bound
The best results one could obtain with these techniques would be total complexity estimates in O lg (reg M deg M ). We already know that M(reg M ) is in O lg (reg M ). Thus, the main missing elements are linear-type estimates for evaluation and interpolation, that would hold for any choice of M . For the moment, I am not aware of such results.
It should also be stressed that Theorem 1 does not improve the previous results in all situations. Its worst case occurs for n = 1: even with fast polynomial arithmetic, the algorithm of Theorem 1 then requires quadratic time, versus an almost linear complexity for the naive algorithm. Our algorithm is efficient when the number of variables is large; we will see that in a sense, it complements the previous approaches. Partial degree truncation. More complete results are obtained for multiplication truncated in partial degree, since in this case, sharp estimates on Eval(A T ) and Interp(A T ) are known in terms of univariate evaluation / interpolation. We will prove the following corollaries in Section 4 (following the convention given before, the constants in the big-O notation are independent of the number of variables). (1), the total complexity is thus in the complexity class
As mentioned above, this algorithm is useful when the number of variables is large with respect to the degrees. Combining it with the algorithm based on Kronecker's substitution, we will get the following corollary. It shows that multiplication truncated in partial degree has an almost linear complexity in deg M .
Corollary 2. For any ε > 0, the total complexity of the product modulo
Of course, estimates in O lg (deg M ) would be desirable, but our methods do not seem to give such results. Applications. We will conclude this paper by two applications. First, we show how to speed up algorithms for the addition of algebraic numbers: over fields of small characteristic, the algorithm of [7] uses multivariate power series multiplication truncated in partial degree. The second application is the resolution of polynomial systems: Lecerf's deflation algorithm for multiple roots [22] requires multiplications modulo suitable "gradients of ideals", which are here similar to multiplications truncated in partial degree. Our algorithms improve the known results for both questions.
PROOF OF THEOREM 1
We now prove Theorem 1, still using the notation of Section 2. We first recall a deformation result of Macaulay [25] . Let g1, . . . , gR be monomial generators of M such that gi does not divide gj, for i = j. For 1 ≤ r ≤ R, we write
Let A1, . . . , An and A T be the sets of points introduced in the previous section, and let ε be a new indeterminate over k. Then, for 1 ≤ r ≤ R, we define the polynomial Xn] , and gr = Gr(0, X1, . . . , Xn). Up to the use of the parameter ε, this definition is due to [25] . Together with generalizations, it is studied in more details in [26] , who gives references to other occurrences in the literature.
Let us fix a monomial order < that refines the total degree, in both k[X1, . . . , Xn] and k(ε)[X1, . . . , Xn]: in particular, for 1 ≤ r ≤ R, the leading term of Gr is gr. Then the following results are proved in [26] (see also [30] 
The first part of the proposition shows that the map 
Proof. It suffices to prove the result for terms; we do it by induction for the order <. The property holds for all terms in T; let thus t / ∈ T be a term, such that the property holds for all terms less than t for the order <.
The remainder Rg(t) is 0; let δ be a term and 1 ≤ r ≤ R be such that t = δgr, and let P = t − δGr. Then, P is in k[ε, X1, . . . , Xn], and is less than t for the order <. Besides, RG(P ) = RG(t) and deg P = deg t (since Gr is homogeneous in ε, X1, . . . , Xn).
Write as well, and it is then also the case for RG(P ). Letting ε = 0 in RG(P ) = RG(t) yields 0 = Rg(t), concluding the proof.
We can then describe our multiplication algorithm. 
Multiplication modulo g1, . . . , gR.

Input: A and B in Span(T).
Output: The product AB modulo g1, . . . , gR.
Let vA = [A(εa) | a ∈ A T ] and vB = [B(εa)
| a ∈ A T ].
2.
Compute the pairwise product vC of vA and vB. Evaluations and interpolations do not contribute to the bilinear complexity, which is thus deg M times the bilinear cost of univariate polynomial multiplication in degree less than reg M . This gives the first part of Theorem 1. To get the total complexity, one adds the costs of evaluation and interpolation, to the total cost of the polynomial multiplications. This concludes the proof.
For i < 2 reg
SPECIAL CASES AND APPLICATIONS
Giving precise total complexity estimates requires results on the functions Eval and Interp, that is, on multivariate evaluation and interpolation. I do not know sharp results for this in general; however, it is easy to give estimates in the particular case of partial degree truncation. This section is devoted to present a standard algorithm for this task, and some applications and extensions. We first review previous results on univariate evaluation and interpolation.
Let B be d pairwise distinct points in k. We will write EvalUni(B) for the minimal size of a linear straight-line program that computes the linear map
, where P ∈ k[T ] has degree less than d; similarly, we write InterpUni(B) for the minimal size of a linear straight-line program that computes the inverse univariate interpolation map. The coefficients of these linear straight-line programs are functions of B: in our computational model, we do not take the cost of computing these coefficients into account. (d) ), see [17] and references therein, as well as [8] for more recent algorithms. Better estimates are known in special cases, if the points B form a geometric progression [29, 6, 10] or are suitable powers of a root of unity [20] .
For arbitrary points, EvalUni(B) and InterpUni(B) belong to O(M(d)lg
Truncation in partial degree
We consider now truncation in partial degrees (d1, . . . , dn); we prove Corollaries 1 and 2 and present an application to computation with algebraic numbers. The notation of Section 2 is still in use. Evaluation and interpolation on a rectangular grid. When truncating in partial degree, the basis T is the set of all monomials X
The multivariate evaluation and interpolation problems we have to solve then become the following: Evaluation requires to evaluate a polynomial in Span(T) on the rectangular grid
and interpolation is the inverse operation. Fast solutions to these problems are well known. Let P ∈ Span(T) ⊂ k[X1, . . . , Xn]. To perform evaluation, we proceed with one variable at a time. We first compute the d1 polynomials P (a1,0, X2, . . . , Xn), . . . , P (a 1,d 1 −1 , X2 
Interpolation is performed in the same manner, interpolating one variable after the other; similarly, the total cost is
See for instance [35, Chapter 14.1] for the details of this algorithm. Using the most general estimates on EvalUni and InterpUni, we deduce the following estimates:
(Of course, these estimates can be improved for the special choices of A1, . . . , An mentioned above.) This suffices to prove Corollary 1. Indeed, plugging these estimates into those of Theorem 1, we deduce that the total complexity of multiplication truncated in partial degrees (d1, . . . , dn) is in the requested class
Combining algorithms. To conclude our discussion, we prove Corollary 2: For any ε > 0, the total complexity of the product modulo M = (X
). The idea behind the proof is the following. The algorithm of Corollary 1 is efficient when the number of variables is large compared to the truncation degrees, whereas the naive algorithm using Kronecker's substitution is efficient when the degree is large compared to the number of variables. Combining these two strategies leads to the proof of Corollary 2.
First we give some preliminary formulas, which explicit the above statements. Corollary 1 shows that there exist L and α in R such that for all and all d1, . . . , d , the total complexity of the product in the k-algebra
On the other hand, we can use Kronecker's substitution to multiply series as polynomials, and discard unwanted coefficients. Using [14, Section 3.5], we obtain that for any ring R, any and n, and any d +1 , . . . , dn, the total complexity of the product in the R-algebra
is at most D(d +1 , . . . , dn) := KP lg (P )lg lg (P ), where K is the constant introduced in Equation (1) of Section 2, and P equals 2 n− d +1 · · · dn. We can then prove the corollary itself. Let ε > 0, let n and d1, . . . , dn be integers; let M = (X
, and by the condition that d ≤ 2 ω < d +1 (we let d0 = 0 and dn+1 = ∞ to make well-defined).
Lemma 2. The total complexity of the product in Q is at most 6CD, with
. We apply our algorithm for the product in R, and Kronecker's substitution for the product in Q seen as an R-algebra.
Going back to the definition of our computational model, we deduce that there exist
can be evaluated by a R-linear straight-line program Γ of size D, and the k-linear map
can be evaluated by a k-linear straight-line program of size C. Since cd ≤ 6CD, it remains to estimate the cost of evaluating the map
In view of the multiplication algorithm of [12] , Γ can be taken with constants in the image of Z in k; then, the above linear map can be read off the tensor product of the maps (2) and (3). In view of the sizes of the matrices involved, Lemma 13.7.5 in [11] shows that this tensor product can be computed by a linear straight-line program of size at most 3dC + 3cD ≤ 6CD.
Using the inequalities 2
, for some constant Nε. Putting all these estimates together finishes the proof, since it shows that the total complexity of the product in Q is upper bounded by 6KLNε(deg M ) 1+ε .
Application: computing with algebraic numbers. Let f and g be monic polynomials in k[T ], of degrees m and n. We are interested in computing their composed sum f ⊕ g, which is the polynomial of degree D = mn given by
the product running over all the roots α of f and β of g, counted with multiplicities. See [7] for a review of some applications of this basic operation on algebraic numbers. In characteristic 0, the fastest known approach for computing f ⊕ g is due to Dvornicich and Traverso [13] . The key idea is that the exponential generating series of the power sums of f ⊕ g is the product of the exponential generating series of the power sums of f and g. Using fast conversions between coefficients and power sums, computing f ⊕ g then has complexity O(M(D)), which is almost linear in D.
Suppose now that k has characteristic p < D. Then the previous approach does not apply anymore. The first difficulty is that a polynomial is not determined by its power sums. The second difficulty is that the relation between the power sums of f , g and f ⊕g is no more valid: the above generating series cannot be defined, since they require division by p.
We first discuss how to handle the first problem: if the multiplicities of all roots of f ⊕ g are less than p, given its first 2D power sums, one can recover f ⊕ g in time
in the computation tree model, using an elaboration by Pan [28] of an idea of Schönhage's [32] . On the other hand, the first 2D power sums of f and g can still be computed in
The article [7] gives a solution for the second problem. Let T = (Ti) i≥0 be an infinite set of indeterminates; let Λ be the set of finite sequences (of arbitrary length) i = (i0, . . . , is),
, let ni(f ) be its ith power sum. Writing
then the following identity holds:
where (T p ) denotes the ideal generated by all monomials of the form T p i in k [[T] ]. Since 2D power sums of f ⊕ g are requested, we only need the coefficients of the monomials in T0, . . . , Ts, where s = lg (2D)/lg (p) . Given the first 2D power sums of f and g, this can be done by multiplying two multivariate power series involving at most lg (2D)/lg (p) variables and of degree less than p in each variable.
Suppose for simplicity that p is constant; based on this discussion, the algorithm of [7] has complexity O(D 1+1/p ) in this case. Corollary 1 yields the following improved bound. series are truncated in partial degree 3 in all variables, and the number of variables grows with deg f . We compared our multiplication algorithm to the naive one for this specific task: ours becomes more efficient for 7 variables or more.
Gradient of ideals
, and T the terms not in M . Following [22] , the gradient ∇M of M is defined as the 0-dimensional monomial ideal generated by the monomials not in T + , where T + is the set of terms T ∪ ∪ i≤n XiT. Lecerf's deflation algorithm [22] , which yields a quadratic Newton iteration for systems with multiple roots, relies on computations modulo an ideal of the form ∇M . We obtain the following estimate for this task.
Proposition 2. For any ε > 0, the total complexity of the product modulo the gradient of M = (X
Proof. The set T + is the disjoint union T ∪ ∪ i≤n Ti, where Ti is the set of terms X 
such that A T and B T are in Span(T), and Ai and Bi are in Span(Ti) for all i. Computing AB mod ∇M is done by "expanding" the product.
We first compute C = A T B T mod ∇M , which we write Then x * = (0, 0, −1) ∈ Q 3 is a root of this system. Given a prime p, and the point (0, 0, p − 1) ∈ F 3 p , we are interested in computing approximations of x * in the p-adic topology. However, x * is a root of multiplicity 18 of F , so the Newton iterator fails to converge with quadratic speed to this root. Lecerf's deflation algorithm enables one to recover a quadratic convergence rate; it turns out that each step of the modified Newton iteration now requires to compute modulo the gradient of the ideal (X1, X , where deg M is upper bounded by the multiplicity of the root to approximate. Lecerf's algorithm uses a quadratic power series multiplication algorithm, so each lifting step has a complexity quadratic in the multiplicity; our algorithm reduces this to an almost linear complexity (Lecerf's result also counts the cost of handling exponents, which is not taken into account in our model). Note that this lifting algorithm is also a crucial part of a more general equidimensional decomposition algorithm [23] .
CONCLUSION, OPEN PROBLEMS
Our approach requires to solve specific but well-known [30] evaluation / interpolation problems. Obtaining sharp complexity estimates for these tasks is of independent interest.
Before considering the general case, one may want to look at special cases first. We saw in Section 4 how to solve these problems in quasi-linear time for partial degree truncation, which corresponds to evaluation / interpolation on a rectangular grid. Another important special case is that of truncation in total degree, which corresponds to evaluation / interpolation on a simplex. For the moment, a fast algorithm (of linear complexity) for this purpose is missing.
To conclude, let us illustrate possible approaches on another particular case, illustrated on Figure 2 . The monomial support T is on the leftmost picture; it consists in the settheoretic difference of two cubes in 3-space. The goal is to evaluate or interpolate a polynomial P with this support on a set of points which form the same pattern. A natural idea is to apply a divide-and-conquer algorithm, by splitting T along the X3-axis, into the two parts T1 and T2 displayed on the rightmost picture. The analogue of the classical fast evaluation algorithm is to reduce P modulo defining ideals of the two corresponding sets of points, and go recursively. As to interpolation, an interesting question would be whether evaluation and interpolation are equivalent, as is essentially the case when n = 1 [9] . Even for such special cases, precise answers to these questions still have to be written.
