A boolean algebra is shown to be completely representable if and only if it is atomic, whereas it is shown that neither the class of completely representable relation algebras nor the class of completely representable cylindric algebras of any xed dimension are elementary.
Introduction
There are several types of representation for boolean algebras with operators, and of interest in this paper are the`ordinary' and`complete' representations 8, 10, 11, 17, 12, 13, 5, 1, 21, 19, 6] . Ordinary representations, or just`representations', are isomorphisms from a boolean algebra with operators to a more concrete structure whose elements are sets, in which the boolean operators _ and ? are interpreted as and n and the other operators have certain set-theoretically de nable interpretations. For example, in Tarski's relation algebras, the binary operation`;' gets interpreted as composition of binary relations.
Complete representations have the additional property that they preserve arbitrary disjunctions (hence conjunctions too), wherever these are de ned. Historically, there has been a certain confusion here, with complete and arbitrary representations at times being mistaken for each other (e.g., 10]).
Representation classes | i.e., classes of all structures of the appropriate type that possess a representation | form varieties in almost every case in algebraic logic. This means that they can be characterised by a set of equational axioms, although in most cases it has been shown that in nitely many axioms are required.
Consider instead the class of completely representable structures of some type of algebraic logic. These are the ones that have a complete representation. In most cases, the class is not closed under taking substructures, and therefore cannot be characterised by universal axioms and cannot be a variety. In this paper, we investigate whether the classes of completely representable boolean algebras, relation algebras, and cylindric algebras form elementary classes | that is, in each case we ask whether there is any set of rst-order sentences that characterises the class. Now this might sound rather unlikely: after all, the idea of a complete representation is an essentially second-order one, so why should the completely representable structures be characterised by rstorder axioms? Corollary 6 is a warning against drawing this conclusion too rapidly: the class of completely representable boolean algebras is nitely axiomatisable, and in fact, a boolean algebra has a complete representation if and only if it is atomic.
For relation algebras and cylindric algebras, we do get a negative answer: the class of completely representable relation algebras is not elementary. The proof uses ultrapowers and a combinatorial construction. The results are presented in a game-theoretic framework, and this is for a number of reasons. Firstly, the game-theoretic method has been used e ectively to simplify and clarify quite di cult problems in the eld 7] . This works largely because the goal of the second player is to build a representation, and it turns out that the algebra is representable if and only if the second Hirsch was supported by SERC grant reference GR/H46343. Thanks to Roger Maddux, Mark Reynolds, and the referee for valuable remarks on the text. March 1, 1996 2 player has a winning strategy. This makes the proof natural. Secondly, we believe that techniques in game theory should become standard scienti c methods, just like proof by induction. Having said that, we should reassure the reader that absolutely no prior knowledge of game theory is required here. The de nitions and results concerning games used here are very simple, and are all explained in the text.
Plan of paper In the next section, on boolean algebra, we introduce the notions of complete and atomic representations. These are shown to be equivalent (theorem 5) which gives us the corollary that a boolean algebra is atomic if and only if it has a complete representation.
Section 3 gives the basic de nitions and results for relation algebras. The central result (theorem 24) is that the class of completely representable relation algebras is not an elementary class.
This result is obtained by de ning certain two-player games played on`networks' over an atomic relation algebra, A. These networks are e ectively forcing conditions for the existence of a complete representation of A, and it is shown, for countable A, that the second,`existential' player can win the game of length ! if and only if A has a complete representation (proposition 13). We then show (proposition 15) that if the existential player can win the games of all nite lengths then A is elementarily equivalent to a completely representable relation algebra. The proof uses ultrapowers (or saturation) to construct an algebra elementarily equivalent to A for which the existential player can win the !-length game. This algebra will have a countable elementary subalgebra with the same property, which will therefore be completely representable. Finally, in theorem 21 we construct a relation algebra A for which the existential player can win all the nite-length games but not the game of length !. Putting these results together, we have that A is elementarily equivalent to a completely representable relation algebra but has no complete representation. So the class of completely representable relation algebras is not closed under elementary equivalence, and so cannot be elementary.
As an aside, the existence of a winning strategy for the existential player in all nite-length games over a relation algebra A is a property of A that turns out to be expressible by a rst-order theory, equivalent to the Lyndon conditions of 10]. It is now a short step to prove (theorem 20) that an atomic relation algebra satis es the Lyndon conditions if and only if it is elementarily equivalent to a completely representable relation algebra. In the light of 11], this is perhaps of interest in its own right. In section 4 we show that the class of completely representable cylindric algebras is not elementary, either (theorem 34). In outline, the argument for nite dimensional cylindric algebras is similar to the one for relation algebra. The in nite dimensional case is handled by a cardinality argument.
Notation for the paper Throughout, P(X) denotes the power set of X. As is standard practice, we will usually use the same notation for a structure as for its domain.
Boolean Algebra
Here we recall some basic facts about boolean algebra, and discuss the representation theory. We will prove that a boolean algebra has a complete representation if and only if it is atomic. DEFINITIONS 1 Let B = (B; 0; 1; ?; _) be a boolean algebra.
The symbols^and are the usual abbreviations: x^y = ?(?x _ ?y), and x y () x _ y = y. An atom is a minimal non-zero element of B. We say that B is atomic if for every non-zero element b 2 B there is an atom a of B with a b. The set of all atoms of B is denoted At(B). for some non-empty set X, such that h(0) = ; Conversely, suppose that h is a complete representation. Let x 2 X. In order to show that h is an atomic representation, we must show that the ultra lter h ?1 (x) is principal. Now 0 is a lower bound of h ?1 (x). If 0 is the greatest lower bound (0 = V h ?1 (x)), then since h is complete,
But x 2 T h h ?1 (x)], which gives a contradiction. Therefore, there is a non-zero lower bound b of h ?1 (x). Since b 6 ?b, we have ?b = 2 h ?1 (x). As h ?1 (x) is an ultra lter, b 2 h ?1 (x). It follows that h ?1 (x) is principal. Thus, h is an atomic representation.
2
Note If a Boolean algebra B admits an atomic representation, then it is atomic. Moreover, a representation h : B ! P(X) is atomic if and only if hh( ) : 2 At(B)i is a partition of X. So every non-atomic representation h : B ! P(X) of an atomic Boolean algebra can be turned into an atomic representation by restricting X to the interpretations of atoms, as follows. Let Y = S h At(B)], and let f : P(X) ! P(Y ) be the map de ned by f(Z) = Z \Y . The composition f h is an atomic representation of B. By theorems 3 and 5, this gives us the following, which we will prove explicitly. COROLLARY 6 A boolean algebra B has a complete representation if and only if it is an atomic boolean algebra.
PROOF:
If B is atomic then let X = At(B). The representation h : B ! P(X) de ned by h(b) = f 2 At(B) : bg is an atomic representation, and hence, by theorem 5, a complete representation.
Conversely, suppose that B has a complete representation, h. By theorem 5, h must be an atomic representation. For any non-zero b 2 B, pick any point x 2 h(b). So there is an atom of B with x 2 h( ). Hence ^b 6 = 0, so, as is an atom, b. It follows that B is atomic. 2 March 1, 1996 5 3 Relation Algebra In this section, which takes up about half the paper, we will consider complete representations of relation algebras. In section 3.1, we will recall the elementary de nitions of relation algebras and their representations. We illustrate that relation algebras behave di erently from boolean algebras as regards complete representability. Then, in section 3.3, we de ne a two-player game for building complete representations from`networks' (section 3.2). In section 3.4 we show that for any an atomic relation algebra, if the second player has a winning strategy in all the games of nite length then it is elementarily equivalent to a completely representable relation algebra. Finally, in section 3.6, we construct a relation algebra that satis es this condition but has no complete representation. This will prove that the class of completely representable relation algebras is not an elementary class. In a symmetric relation algebra every element is self-converse. A relation algebra is commutative if the composition operator`;' is commutative. Every symmetric relation algebra is commutative.
Basics
The canonical example of a relation algebra is a set A of binary relations on a non-empty set X. The elements of A are subsets of P(X X), _ is interpreted as ,`?' as complement relative to the largest relation in A | the interpretation of 1 | and 0 is interpreted as ;. Id is interpreted as equality, namely f(x; x) : x 2 Xg,`^' as converse, namely a^= f(y; x) : (x; y) 2 ag, and`;' as composition of relations: a; b = f(x; y) : 9z((x; z) 2 a^(z; y) 2 b)g. To be an algebra, A should be closed under these operations. We call such an A a proper relation algebra.
A relation algebra is representable if it is isomorphic to a proper relation algebra. We use the following, equivalent de nition.
A representation of a relation algebra A is a map h : A ! P(X X), for some non-empty set X, that respects all the operations. More precisely: March 1, 1996 6 { h acts as a boolean representation from the boolean reduct of A to P(h(1)) | hence h A relation algebra is said to be representable if it has a representation. It can be shown that the class of representable relation algebras is a variety, and that a relation algebra is representable if and only if all its simple components are 9]. Many of the de nitions and results of the previous section carry over to the boolean reduct of a relation algebra. In particular, we can de ne a complete representation to be a representation that preserves arbitrary disjunctions wherever they are de ned, and an atomic representation to be a representation such that for any pair (x; y) 2 h(1) there is a (unique) atom 2 A with (x; y) 2 h( ). A relation algebra is said to be completely representable if it has a complete representation. The proof of the following theorem is unchanged from theorem 5.
THEOREM 7 A representation of a relation algebra is a complete representation if and only if it is an atomic representation.
One direction of corollary 6 carries over to relation algebras: if a relation algebra A has a complete representation then it must be an atomic algebra. However, the other direction of the corollary is not true for relation algebras. There are atomic (in fact nite) relation algebras with no representation at all (e.g. 17] page 286); the so-called point algebra, with three atoms, <; >; =, has only in nite representations 22]; and there are atomic, representable relation algebras possessing no complete representations (proved by Maddux, 12 ] pages 154{173; also see theorem 21 herein). So, in contrast to boolean algebra, it does not seem likely that we can build complete representations out of the atoms of an atomic relation algebra. Indeed, we will show that neither atomicity nor any other elementary condition characterises the completely representable relation algebras. The network is said to be non-empty if 6 = ;. Maddux 13] uses the term`labelling' instead of`network', in the case where is an ordinal. Networks will be used as`forcing conditions', and an atomic network can be thought of as an approximation to a complete representation of a relation algebra.
Networks
Frequently, we do not have a special name for the set of nodes of the network N, but abuse the notation by letting N stand for the network and the set of nodes of the network too. Thus, n 2 N means that n is a node of the network N. We write jNj for the cardinality of the set of nodes of N. We will often refer to a pair of nodes (m; n) as an`edge', and the atom N(m; n) as the`label' on the edge. Anets(A) (or simply Anets if the context is clear) denotes the class of atomic A-networks. A. 2 REMARK 11 A nearly identical result (lemma 5.15) was proved by Maddux 13] . The lemma also illustrates the relation between networks and the`bounded morphisms' of Goldblatt 3] . Let N be a non-empty atomic A-network. Let B be the proper relation algebra whose elements are all of the possible binary relations on N (i.e., the universe of B is P(N N)). Then A and B are atomic relation algebras, and we may endow At(A) and At(B) with relational structure by introducing three relation symbols, I; S; C, of arities 1, 2, 3, respectively, interpreting them as follows:
At(A) j = I(r) () A j = r Id At(A) j = S(r; s) () A j = r^= s At(A) j = C(r; s; t) () A j = r; s t; and similarly for B.
The atoms of B are essentially edges of N, so we can view N as a map : At(B) ! At(A).
Then to say that N is a network simply says (in the notation of 3], section 2.3) that N meets the universal (8) Our succeeding work with games can in part be viewed as a`step-by-step' construction of a B
and a bounded morphism from At(B) into At(A), in the style of 12, 13] , and readers may prefer this view. If 9 can do this in each round, she wins the play. Otherwise, 8 wins.
The game G ! (;; A) is a special case, with a`zeroth round' in which 8 picks any atom a of A, and 9 responds with any atomic network N 0 with an edge e 2 N 2 0 such that N 0 (e) = a. Without loss, 9 can choose jN 0 j 2, and we will always assume that she does so. The remaining rounds of a play of the game are as before.
The limit of a play N = N 0 N 1 of G ! (N; A) is the network N ! =`S i<! N i ', de ned in the obvious way: the nodes of N ! are those occurring as nodes of some N i , and N ! (n; m) is de ned to be N i (n; m) for any N i containing n; m (any i < !; the value is independent of the choice of i). It is clear that N ! is indeed an atomic A-network. The games G n (N; A); G n (;; A) (n < !) are similar to G ! (N; A); G ! (;; A), but there are only n rounds. If 9 is able to survive to the end of the nth round, she has won the play. The nal network in a play of G n (;; A) is N n , and has at most n + 2 nodes.
For notational reasons, let us assume that each node is a natural number.
Notation If S is any set, let S <! denote the set of all nite sequences from S.
Winning Strategy Let : Anets <! ! ! At(A) At(A) ! Anets be such that always ((N 0 ; : : :; N n ); m; n; r; s) N n . In the ith round, i > 0, let 8 pick nodes m; n and atoms r; s. 9
can use to respond (possibly illegally, in which case she loses the play immediately) with the atomic network ((N 0 ; N 1 ; : : :; N i?1 ); m; n; r; s). If there is a 0th round, 9 can use to respond to 8's atom r with ((); 0; 0; r; r). We say that is a winning strategy for 9 if in any play of G ! (N; A) where 9 always uses , she is guaranteed to win the play. DEFINITION 12 Let N be an atomic A-network, and h : A ! P(X X) a representation of A. We say that N embeds in h if there is a map : N ! X such that for all nodes m; n 2 N, ( (m); (n)) 2 h(N(m; n)):
Observe that since an embedding preserves identity, must be one-one. Of course, the empty network embeds in any representation. PROPOSITION 13 Let A be an atomic relation algebra, and N a nite atomic A-network. 1 . If N embeds in a complete representation of A, then 9 has a winning strategy in the game G ! (N; A). 2. Conversely, assume that A is simple and has at most countably many atoms, and that 9 has a winning strategy in the game G ! (N; A). Then N embeds in a complete representation of A. 3 . Assume that A, not necessarily simple, has at most countably many atoms. Then 9 has a winning strategy in the game G ! (;; A) if and only if A has a complete representation.
9 PROOF:
1. Suppose that h : A ! P(X X) is a complete representation of A in which the network N embeds. Let : N ! X be as in the de nition. 9 can use the representation to give her a winning strategy in G ! (N; A), as follows. In round 1, let 8 pick the nodes m; n 2 N and atoms r; s. The points (m); (n) are in X; and ( (m); (n)) 2 h(N(m; n)) h(r; s), since, according to the rules of the game, r; s N(m; n). Therefore there is a point x 2 X with ( (m); x) 2 h(r) and (x; (n)) 2 h(s). Since h is a complete representation, it is an atomic representation: every two points are related by an atom. So the points fxg f (l) : l 2 Ng de ne an atomic network N 1 extending N 0 , as required. If 9 responds with N 1 , it is still the case that N 1 embeds in h, and so she can continue in this way forever.
For the special case of round 0 of the game when N is empty, suppose that 8 picks the atom a of A. 9 may pick (x; y) 2 h(a), and then play the atomic network N 0
with nodes x; y, where for each edge e 2 fx; yg 2 , N 0 (e) is the atom V h ?1 (e). She also de nes to be the identity map on the nodes of N 0 .
2. Assume the hypotheses. Consider a play of the game in which 8 eventually picks every possible pair of nodes m; n that appear in the play and every legitimate pair of atoms r; s. He can do this because there are only countably many nodes that appear in the play and countably many atoms in A. If 9 uses her winning strategy, the limit will be an atomic network N ! N satisfying the conditions of lemma 10. Because we are assuming that A is simple, the lemma implies that N ! will be a complete representation of A, in which N clearly embeds. A structure A like this obeys axioms 1, 4, and 6 in the axiomatisation of relation algebras in section 3.1.
Assume the hypotheses. The implication`(' follows from (1
It can be checked that an algebra A with these properties is a relation algebra if and only if 9 has a winning strategy in G 2 (A; ;). Also, A is a relation algebra if it has, or embeds in, a complete representation. Hence, given such an algebra A, each of the hypotheses of the lemma implies that it is a relation algebra.
Games and complete representations
Our aim now is to show that the completely representable relation algebras do not form an elementary class. Our proof falls into two parts. The rst part connects the games to complete representability. We will prove the following. PROPOSITION 15 Let A be any atomic relation algebra. Suppose that 9 has a winning strategy in the games G i (;; A) for all i < !. Then A is elementarily equivalent to a completely representable relation algebra.
PROOF:
The LEMMA 16 In this notation, if there is a natural number k such that fi 2 : i k; 9 has a winning strategy for G i?k (N i ; A i )g 2 D; then 9 has a winning strategy for G ! (N; B).
We assume for simplicity that N is non-empty; the special round 0 that takes place if not is handled similarly. In the rst round of the game 
REMARK 18
We can avoid the use of ultrapowers in the proof of corollary 17, using saturation instead. Indeed, suppose that A is an atomic relation algebra, and 9 has a winning strategy in G i (;; A), for each i < !. Then 9 has a winning strategy in G ! (;; B), for any !-saturated relation algebra B elementarily equivalent to A.
We sketch a proof of this. Let N be a nite B-network, and suppose that 9 has a winning strategy i in G i (N; B) for all i < !. We show that she has a winning strategy in G ! (N; B) .
Again, we assume for simplicity that N is non-empty. Let 8 play (e; a; b) in the rst round of G ! (N; B). Suppose that 9's response, using i , is the network N + i N. We can assume that all the N + i have the same set S of nodes. Now one can construct, by induction on j < !, a rst-order formula j = S j , with free variables v nm (n; m 2 S), having the following property: for any i, 9 has a winning strategy in G j (N + i ; B) if and only if B j = j (v nm =N + i (n; m) : n; m 2 S). (See section 3.5 and 7] for more on this.) Since 9 clearly has a winning strategy in G j (N + i ; B) for all j < i, it follows that the type f j (v nm =N(n; m) : n; m 2 N) : j < !g; with free variables v nm : (n; m) 2 S 2 n N 2 and nitely many parameters N(n; m) : n; m 2 N, is consistent. As B is !-saturated, it is realised in B, so we can nd what is evidently a network N + ! N, with nodes S, such that B j = j (v nm =N + ! (n; m) : n; m 2 S) for all j < !. If 9 plays N + ! in response to 8's move, she recovers a situation where she can win G i (N + ! ; B) for all i < !. So she can repeat the process. If she continues like this, she will win G ! (N; B).
Now for each i < !, ;
i is a sentence; and if C is any atomic relation algebra, C j = ; i if and only if 9 has a winning strategy in the game G i (;; C). Since B A, it follows that 9 does have a winning strategy in G i (;; B) for all i < !. So she has a winning strategy in G ! (;; B), as required.
We have nearly constructed a relation algebra, elementarily equivalent to A, with a complete representation. The only remaining problem is that the ultrapower B may be uncountable. LEMMA 19 If A is an atomic relation algebra, and 9 has a winning strategy for G i (;; A) (for each i < !) then A is elementarily equivalent to a completely representable relation algebra.
PROOF:
Let B be any non-principal ultrapower of A over !. We know (corollary 17) that 9 has a winning strategy in G ! (;; B). But B may be uncountable, so we cannot conclude using proposition 13 that B has a complete representation. The job of this proof is to nd a countable, elementary subalgebra A 0 of B such that 9 has a winning strategy for G ! (;; A 0 ). 1 Proposition 13 then does imply that A 0 has a complete representation.
To construct A 0 , we build a countable chain of countable, elementary subalgebras, B 0 B 1 : : : ( B); and de ne A 0 to be the union of the chain. The chain is de ned inductively. Let B 0 be any countable elementary subalgebra of B. Suppose that we have de ned the countable relation algebra B j B (some j < !). We know that 9 has a winning strategy, say , in the game G ! (;; B). is a function which takes an initial play of the game ; N 1 N k , and a move by 8 (say (e; a; b), where e is an edge of N k and a; b 2 B), and gives some extension N k+1 of N k . But can be de ned alternatively as a function giving the atomic network that 9 should respond with, given that 8's rst k moves are h(e 0 ; a 0 ; b 0 ); : : :(e k ; a k ; b k )i. This is because 9's previous moves are determined by 8's moves and . De ning in this way, consider j Bj , the`restriction of to B j ' | that is, restrict 8's moves so that the atoms a 0 ; b 0 ; : : :; a k ; b k can only be selected from B j (all k). The range of j Bj will be a countable set of atomic B-networks, and the set S of atoms that occur in some atomic network from the range of j Bj will be countable. Let B j+1 be a countable, elementary subalgebra of B containing S and B j (existence follows from the downward L owenheim{Skolem{Tarski theorem, or see 2], theorem 3.1.6). This completes the construction of the chain.
By construction, if 8 plays only atoms from B j , then 9 can win the play while only choosing atomic B j+1 -networks. Now let A 0 be the union of the chain: A 0 = S j<! B j . Then A 0 is an elementary extension of each B j (elementary chain theorem, 2] theorem 3.1.13), and hence is elementarily equivalent to B and A. Furthermore, it is clear that 9 has a winning strategy for the game G ! (;; A 0 ). Since A 0 is countable, we can use proposition 13, and conclude that A 0 has a complete representation. 
Lyndon conditions and complete representations
This section is not essential to the main results of the paper, and the reader may skip it without loss. We simply wish to point out a connection between the games (above) and some well-known work of Lyndon in the 1950s. This allows us to extend proposition 15.
In 10], x5, Lyndon gave an in nite (recursive) set C of rst-order sentences in the language of relation algebras, which we will call the Lyndon conditions. They are related to the`n-dimensional bases' of 12]. Although Lyndon only de ned the conditions in the context of simple atomic relation algebras, they make sense in any atomic relation algebra. He proved that a nite (simple) relation algebra satis es the conditions if and only if it is representable.
There is a close association between the Lyndon conditions on an atomic relation algebra A, and the existence of a winning strategy for 9 in the games G i (;; A) the loose-networks that results at the end of the block is N 1 , then in the second block 8 chooses all edges of N 1 ; and so on, for n blocks altogether. Suppose that 9 has a winning strategy in this game. Then she can win G n (N; A).) We will leave the details of the proof as an exercise for the interested reader. The equivalence will not be used here, and a full proof would be too long a diversion.
Proof of theorem 20 (3 ) 1). Assume (3) for A. Let B A be a relation algebra that has a complete representation. Clearly, B is atomic. By proposition 13, 9 has a winning strategy in G ! (;; B), and so also in G i (;; B) for all i < !. It follows from (2 ) 1) of the theorem that B satis es the Lyndon conditions. But these conditions are rst-order, so A must satisfy them too.
Hence (3 ) 1) holds.
Proof of theorem 20 (2 ) 3). This is proposition 15.
Note Any nite relation algebra is atomic, and is representable if and only if it is completely representable; and two nite structures are elementarily equivalent if and only if they are isomorphic. Hence, by the theorem, a nite relation algebra satis es the Lyndon conditions if and only if it is representable | this gives Lyndon's result, mentioned above. March 1, 1996 14 3.6 The Rainbow Relation Algebra
We return to our main purpose. We have now seen that if 9 has a winning strategy in G n (;; A) for all nite n, then A is elementarily equivalent to a completely representable relation algebra, while if A itself is completely representable then 9 has a winning strategy in G ! (;; A). So to complete the proof that`completely representable' is not an elementary property, it su ces to prove the following.
THEOREM 21 There is an atomic relation algebra A such that 9 has a winning strategy in the game G n (;; A) for each n < ! 9 has no winning strategy in the game G ! (;; A).
This will be shown in propositions 23 and 22 below.
Let us de ne A by listing its atoms, stating their converses and then de ning composition on the atoms. Any algebra based on this`atom structure' will then do. For example, we can take the full power set of this set of atoms, and de ne converse and composition by an in nitary distribution rule. Or, if we wish to keep the cardinality of A countable, we can just take the subalgebra of the full power set algebra generated by the atoms. In proposition 23 we will show that 9 has a winning strategy in the game G 2 (;; A), and it follows from remark 14 that A will actually be a relation algebra.
A will be an integral, symmetric relation algebra | the identity is an atom and all elements are self-converse. We will regard the atoms as coloured. The identity atom has no colour. Nonidentity atoms are of ve di erent colours: red, green, yellow, black, and white, 2 and here they are: Red = fr n i : 0 i < n < !g Green = fg i : i < !g Yellow = fyg Black = fbg White = fwg fw ij : i; j < !g:
The composition of an atomic relation algebra is de ned by listing all triples of atoms (x; y; z)
such that x; y z^(compare x4 of 10]). We shall call such triples consistent triples. If (x; y; z) is a consistent triple, then so are (y; z; x) and (z; x; y) and, since a symmetric relation algebra is commutative, the triples (x; z; y); (z; y; z), and (y; z; x) must also be consistent. We de ne the consistent triples of atoms of A to consist of all triples except for permutations of the following.
(Id; r; s) unless r = s (any atoms r; s) (g i ; g j ; g k ) any i; j; k < ! (g i ; g j ; b) any i; j < ! (y; y; y) (y; y; W) for any white atom W (w ij ; g k ; y) unless k = i or j (r l i ; r m j ; r n k ) unless l = m = n and jfi; j; kgj = 3: Note Let N be an atomic A-network with each edge (k; l) 2 N (k 6 = l) labelled by a red atom.
Then since on each triangle all three edges are red, the upper index must be the same throughout the network. Let the common upper index be n. Now x a single node k 2 N. Each pair of edges (k; l) and (k; m) (with l 6 = m) must be labelled by distinct atoms, say r n i and r n j (i 6 = j). This included, the atomic network on the nodes a 0 ; : : :; a n+1 would be an all-red atomic network of size n + 2, with upper index n. This is impossible, so 8 must have won. 2 PROPOSITION 23 9 has a winning strategy for the game G n (;; A), for each n < !. By proposition 15, this implies that A is elementarily equivalent to a completely representable relation algebra. Since the representable relation algebras form a variety, we can conclude that A is a representable relation algebra.
PROOF:
The idea behind the proof is not hard: if 8 plays the strategy used in proposition 22, above, then 9 can win any game of nite length by choosing red atoms of su ciently high superscript (say (n + 2) 2 in a game of length n) so that she is never forced to build an inconsistent all-red network. The proof gets complicated somewhat, however, because we cannot assume that 8 plays in this way. We have to provide a winning 9-strategy to cover every eventuality. 
Otherwise, 9 adds a new node,`m + 2', de ning N m+1 (m + 2; m + 2) to be Id. She now has to de ne the atomic labels N m+1 (x; m + 2); N m+1 (m + 2; x) on each missing edge (x; m + 2); (m + 2; x) for x 2 N m n fp; qg in such a way that the resulting graph forms an atomic network, N m+1 . The label N m+1 (m + 2; x) will always be the same as N m+1 (x; m + 2), so we need only specify N m+1 (x; m + 2). For the resulting N m+1 to be an atomic network, it is su cient that every triangle (x; x 0 ; m + 2), for distinct x; x 0 2 N m , is consistent. There are three kinds of triangle of this form: the triangle (p; q; m + 2) (if p 6 = q), which 8 chose and so is guaranteed consistent;`primary' triangles, which involve p or q, so that 9 has to de ne only one of the labels on the edges of the triangle; and nally`secondary' ones, in which she has to de ne two. See gure 3. Her strategy selects an atom for N m+1 (x; m+2) according to the rule: the colour of the atom is always white if this makes the primary triangles r r r r (This is (4a) with x; m + 2 reversed.) (c) Otherwise there is no subscript: the label is just w See gure 4. It is now certain that all primary triangles created when 9 chooses white are consistent.
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5. If 9 is forced to choose a red colour (case 3) then the atom she chooses is r (n+2) 2 (n+2):x+m+1 . The idea here is that in a game of length n, there will not be more than n + 2 distinct nodes and (n + 2) 2 edges. By choosing (n + 2) 2 as the superscript, there will be`enough room' for 9 to choose distinct red colours with the same superscript, for all the red edges she chooses. We now know that all primary triangles created are consistent. It only remains to check that any secondary all-red triangles are consistent. This is the key step of the proof. So suppose that there are two nodes x; x 0 2 N m where N m (x; x 0 ) is already a red atom, and 9 sets N m+1 (x; m + 2) = r There is no loss of generality if we assume that x 0 > x.
The only reason 9 chooses red for the edge (x; m + 2) (rather than white or black)
is that (a) and (b') hold, i. Claim. If N is an atomic network constructed in any play of G n (;; A), then for any quadrangle Q N, at least one of the six edges of Q was coloured by 9.
The claim is not hard to check. Now returning to the case in hand, consider the quadrangle in N m with nodes x; x 0 ; p; q. Assume for contradiction that the edge (x; x 0 ) was labelled by 8. By the claim, 9 must have labelled one of its other edges. We know ( gure 5) that the edges (x; p); (x; q); (x 0 ; p) and (x 0 ; q) are labelled by yellow or green atoms; 9's strategy never selects those colours, so none of these could have been labelled by her.
That leaves the edge (p; q). 9 must have labelled this edge. But we can see by their colours that (x; p; q) and (x 0 ; p; q) were both primary triangles in the round when 9 labelled (p; q), so her strategy would have led her to pick the atom w jk or w kj (by case 4). The consistency of (c; d; N m (p; q)), it being 8's choice, now forces i = j or i = k. This makes the new node m + 2 into a duplicate of either x or x 0 . In either case, 9 could respond in the current round using equation 2 | i.e., by doing nothing, and setting N m+1 = N m . Since we assumed at the outset that she could not do this, we have a contradiction.
We have shown that 9's strategy always provides her with a legal move. Hence, it is a winning strategy for G n (;; A). This proves the proposition. 2
To sum up, we have shown the following.
THEOREM 24 The class of all completely representable relation algebras is not elementary.
PROOF:
It follows from proposition 23 and remark 14 that the algebra A just constructed is actually a relation algebra. It is clearly atomic. By propositions 22 and 13 (1) , it has no complete representation. But by propositions 23 and 15, it is elementarily equivalent to a completely representable relation algebra.
Hence, the class of completely representable relation algebras cannot be elementary. 
Cylindric Algebra
Here, we will show that for any xed dimension 3, the -dimensional cylindric algebras that have a complete representation do not form an elementary class. It is clearly of interest to do this. Cylindric algebras are the accepted generalisation of relation algebras to relations of arity larger than two, so this result rounds out our investigation to cover a natural class of algebras. Unfortunately, proving it is not quite a matter of duplicating the earlier arguments for relation algebra. Though much of the procedure is similar, the analogue of proposition 23 for cylindric algebras involves some important technical variations that are perhaps not obvious, and it would be disingenuous to say simply that the result for relation algebras generalises easily to cylindric algebras. Therefore, we hope the reader will bear with us if the work appears to be repeating that of earlier sections.
One might ask if we may simply obtain the result for cylindric algebras directly from the one for relation algebras. We already have two elementarily equivalent relation algebras A; A 0 , with the latter completely representable, and the former, not. It would be nice to construct from them two elementarily equivalent n-dimensional cylindric algebras C n ; C 0 n , with C 0 n completely representable but C n not. There is a connection between n-dimensional cylindric algebras and relation algebras in which representations of the rst give rise to representations of the second (through the so-called neat reduct to two variables); but, unfortunately, a representation of a relation algebra does not in general give rise to a representation of a corresponding n-dimensional cylindric algebra, unless the relation algebra has what Maddux calls an n-dimensional cylindric basis 14, 15] . Sadly, our relation algebras A; A 0 do not possess such a basis. So instead, we construct C n ; C 0 n afresh. Most of the other results required from relation algebra do carry over to cylindric algebras, at least in the nite dimensional case. Surprisingly perhaps, we can also prove that for any in nite ordinal , the class of all -dimensional cylindric algebras with complete representations is not elementary. The proof of this turns out to be quite simple and is dealt with separately as it is not based on the same argument.
Basics
We assume some familiarity with cylindric algebras and their representations, though we will give complete de nitions. The principal references are 4, 5] . Let 3 be an ordinal.
A cylindric algebra of dimension is a structure C = hC; 0; 1; ?; _; d ; c i ; < obeying the following axioms.
{ The reduct hC; 0; 1; ?; _i is a boolean algebra. { c 0 = 0 { x c x { c (x^c y) = c x^c y { c c x = c c x 4.3.5 Networks and Games over C n Let N be an atomic C n -network. Let x; y be any two distinct nodes occurring in the n-tuple z 2 N. N( z) is some atom of C n which de nes an edge colour for (x; y). Using the fact that the dimension n is at least 3, it can be shown that this edge colour depends only on x and y (not the other elements of z, nor the positions of x and y in z). Similarly, N de nes shades of yellow for certain (n ? 1)-tuples. In this way N translates into a member of G. This translation has an inverse, too.
More formally, we have the following lemma, whose proof is entirely routine but rather lengthy and omitted here.
LEMMA 30 In the zeroth round, 8 picks any graph ? 0 2 G with j? 0 j = n. 9 makes no response in this round. In any subsequent round, let the last graph built be ? i . 8 picks a graph 2 G with j j = n, a single node 2 , and a (coloured graph) embedding : n f g ! ? i . Let F = nf g. F is called a face. 9 must respond by amalgamating ? i and with the embedding . In other words, she must de ne a graph ? i+1 2 G and embeddings : ? i ! ? i+1 ; : ! ? i+1 such that = j j n F . Let us consider the possibilities, and set up some notation. There may already be a point z 2 ? i such that the map ( 7 ! z) is an isomorphism over F. In this case 9 does not need to make an extension and she can let ? i+1 = ? i , = Id ?i , and j j n This is well-de ned. 9 needs to complete the labelling of ? i by adding all missing edges to obtain a complete graph, colouring each edge ( ; ) for 2 ? i n , and then choosing a shade of yellow for each (n ? 1)-tuple a of distinct elements of ? i not wholly contained in ? i or in , if none of the edges in a get coloured green. She must do this in such a way that the resulting graph belongs to G.
As usual, if she survives each round, 9 has won the play.
The equivalence between these`graph games' and the games G k (C n ) is stated formally in the next lemma; as before, the proof is omitted. We only remark that the two`restrictions' on 8 | that the initial graph must be of size exactly n, and every face of size exactly n ? 1 | make it no easier for 9 to win. LEMMA 31 1. 9 has a winning strategy in the graph games of all nite lengths if and only if she has a winning strategy in the games G k (C n ) for all nite k 2. 9 has a winning strategy in the graph game of length ! if and only if she has a winning strategy in the game G ! (C n ).
4.3.6
The completely representable n-dimensional cylindric algebras are not closed under elementary equivalence Our nal two propositions show that C n does not have a complete representation, but that it As i 2 S, it follows from the de nition of 9's strategy that at the time when was added, there was already an i-cone with base f, and apex , say.
We claim that F f g and F f g are isomorphic over F. For this, note that the only (n ? 1)-tuples of either F f g or F f g with a yellow colour are in F (since all others involve a green edge).
But this means that 9 could have taken = in the current round, and not extended the graph. This is contrary to our original assumption, and completes the proof. 2 We now obtain: THEOREM 34 The class of all completely representable cylindric algebras of any xed dimension greater than or equal to 3 is not closed under elementary equivalence, and so is not elementary.
PROOF:
For the in nite-dimensional case, this is corollary 26. For the nite-dimensional case, let 3 n < ! and consider the n-dimensional cylindric-type algebra C n . By proposition 33, lemma 31, and theorem 28, there is an n-dimensional cylindric-type algebra B n C n which has a complete representation and is therefore a bona de cylindric algebra. Hence C n is also a cylindric algebra, since the axioms de ning ndimensional cylindric algebras are rst-order. But by proposition 32, and lemma 31
and theorem 28 again, C n itself has no complete representation. This completes the proof. 2 
To Conclude
The class of completely representable boolean algebras is elementary, indeed nitely axiomatisable, but for relation algebras and cylindric algebras the completely representable ones do not form elementary classes. It might be worth making an additional observation: the completely representable, weakly associative algebras 13] form a nitely axiomatisable class. In fact it is not hard to show that any weakly associative algebra possesses a complete representation | but note that a representation of such an algebra can be relativized to some re exive, symmetric binary relation. This suggests some rather vaguely formulated questions: how much additional structure can be added to boolean algebra, such that we still get an elementary class of completely representable algebras? And in the other direction, what requirements on the notion of representation need to be dropped before the completely representable algebras become elementary? These questions are perhaps of interest to the growing school of people involved in`taming' logics by relativized representations and by other means; see, for example, the recent Ph.D. theses of Marx 16] and Mikul as 18] .
