Patients' comments about doctors are increasingly available on the internet. The effects of these anecdotal accounts on consumers' engagement with reports on doctor quality, use of more statistically reliable performance measures, and ability to choose doctors wisely are unknown.
W ebsites and published reports presenting information on the performance of doctors and medical practices have become increasingly common. 1, 2 To help consumers make more informed decisions when selecting health care providers, these reports typically include standardized measures of patient experience, such as those derived from the Consumer Assessment of Healthcare Providers and Systems (CAHPS) surveys, and clinical process measures, such as those contained in the Healthcare Effectiveness Data and Information Set (HEDIS). 3 These kinds of measures will soon be incorporated into the Physician Compare website mandated by the Patient Protection and Affordable Care Act of 2010 to support consumer choice of physicians. 4 At the same time, websites conveying patients' anecdotal comments about their experiences with health care providers have proliferated. 5 The increasing availability of patients' comments online may pose challenges to the use of more systematically gathered and standardized data on patients' encounters with medical care. Patients' comments often cover the same experiential domains as surveys, 6 but in ways that may be easier to understand, more engaging, and more persuasive to consumers than statistically summarized information from a larger, more representative sample of patients. [7] [8] [9] To date, patients' comments have appeared largely in contexts that do not also present standardized performance metrics such as CAHPS or HEDIS. Indeed, internet searches are more likely to lead consumers to private websites that contain anecdotal information from patients than to government or community-sponsored websites that contain quantitative information. 10 However, some have suggested that patient comments be added to sites that also convey standardized information, including a few proposals for the new Physician Compare website. [11] [12] [13] [14] As of 2012, fewer than 1 in 5 internet users reported having consulted online reviews of doctors or other providers. 15 Across delivery modes and over time, consumers' use of performance metrics in selecting providers has been uncommon. [16] [17] [18] This may partly reflect limitations in content, design, and implementation of reports that have been developed rather than indicating inherent limitations of report cards. [19] [20] [21] Inclusion of patient comments could potentially help reduce the effect of some barriers, such as low numeracy, that have limited use. However, a potential drawback is that comments represent a much smaller sample of patients' experiences than are summarized in CAHPS scores, and are therefore less likely to be representative. Yet because people are willing to generalize from small amounts of data, they may fail to give sufficient weight to the quantitative information. 22 It is therefore important to gain a scientific understanding of whether patient comments have the potential to convey information about patient experience that consumers find important and engaging, and how this information influences the health care decisions of patients and those acting on their behalf. It is equally important to understand potential drawbacks of patient comments, such as whether they tend to displace thoughtful consideration of more objective and representative data.
In this article, we present the results of an experiment that assesses the effects of including patients' comments along with standardized performance information in a webbased public report. The experiment explores: (1) the impact of patients' comments on consumers' engagement with the information on the website and their choice of doctors, and (2) how the effects of comments vary with the cognitive burdens of choice (breadth of performance metrics presented and number of clinicians available).
METHODS
We designed an experiment in which a random sample of working-age adults with access to the internet were directed to a fictitious website containing comparative information on primary care doctors. Participants were randomly assigned to 1 of 6 versions of the website that varied by type of information presented and number of doctors from which they could choose. Their task was to review information on the site and select a preferred doctor; they then completed an online survey about their experience on the site.
Sample
Participants were recruited randomly from Knowl-edgePanel, a survey panel of about 50,000 members developed and maintained by Knowledge Networks (now GfK). This panel was constructed using a combination of random digit dialing and address-based sampling to represent the noninstitutionalized US population, including households with unlisted phone numbers, cellphone-only households, and nontelephone households. 23 We restricted eligibility to those who access the internet through computer as this group is more likely to search online for information about doctors. Of the 1757 panel members aged 25-64 who were invited to participate, 48.3% provided informed consent. The research protocol was approved by the relevant institutional review boards.
The Select MD Website
We designed a website called SelectMD to display comparative information on the performance of fictitious doctors. 24 The website was designed to replicate basic content, presentation, functionality, and navigation features commonly found in contemporary web-based reports. The website sponsor was described as a nonprofit consumer group that is a trusted source for health information. 25 A "Performance Overview" page presented summary scores for "Service Quality" (CAHPS) and "Technical Quality" (HEDIS) for a set of either 12 or 24 clinicians. Summary scores were presented as 1-5 stars, where 3 stars was average for clinicians in that community. Physician performance within option sets varied over the full range. Participants were able to sort doctors by level of performance, "filter" based on sex or years of experience, and "drill down" to view the component measures underlying each summary score. A "scroll over" function allowed participants to learn more about how performance measures were defined. Selected experimental arms also contained patients' comments that were similar to those available on real-world websites. A tracking system (invisible to participants) recorded every click made by participants and the time spent on each page.
Experimental Design
We randomly assigned participants to 6 experimental arms that included different kinds and combinations of performance measures ( Table 1 ). We assessed the implications of choice set size by presenting participants with information on either 12 or 24 doctors. In the 4 arms in which participants could choose among 12 doctors, the presence or absence of patients' comments was crossed with the complexity of standardized performance metrics (CAHPS alone vs. CAHPS combined with HEDIS measures). In the 2 remaining experimental arms, participants could choose among 24 doctors and were shown either CAHPS information combined with patients' comments or CAHPS and HEDIS information combined with patients' comments.
Developing Realistic Patients' Comments
We modeled the comments in SelectMD on actual patients' comments collected from websites reporting on physicians in Georgia, Missouri, New Jersey, and Oregon. On the basis of these real comments, we constructed a set of fictitious comments that contained between 1 and 3 statements, with each statement conveying 1 of 4 aspects of patient experience: doctor communication, access to needed tests or treatments, demonstration of care or concern, and courtesy/respect shown by office staff. Comments containing >1 statement could address multiple aspects of patient experience. Consistent with the comments harvested from websites, the comments in SelectMD were relatively brief, ranging from 10 to 75 words in length (mean = 37 words).
To convey a specific affective tone, each statement mixed emotionally neutral words with adjectives or adverbs documented to have a clear emotional valence. 26 We combined statements to create 160 comments with overall emotional valences that were strongly negative (20%), mildly negative (30%), mildly positive (30%), or strongly positive (20%). To assess the perceived informativeness, authenticity, and emotional valence of these comments, we conducted 3 rounds of pilot testing. 27 Comments judged by pilot subjects to be inauthentic or discordant from their intended emotional valence were discarded. Examples of patient comments are shown in the Appendix.
Assignment of Patient Comments to Select MD Doctors
Each doctor on the SelectMD website was assigned a "profile" of 4-6 fictitious patient comments. The modal valence of their comment profile was matched to their CAHPS score (number of stars), so that clinicians with higher CAHPS scores were assigned more positive comments. However, each clinician's comment profile included at least 1 comment that ran counter to the modal emotional tone for that profile; thus, even a profile for a highly (poorly) rated clinician contained at least 1 comment that was weakly negative (positive). The specific comments assigned to each clinician were randomly drawn from the pool of appropriately valenced comments each time a participant logged onto the website.
Measures
Participant reactions were assessed in a postexposure survey. Other outcomes were constructed from tracking data or participants' observed choices.
Engagement With the Website
We used tracking data to measure the participants' amount of time and number of actions (clicks) on the website in general and probing of standardized measures specifically. Actions that could be taken included changing screens, highlighting clinicians, and applying filters (eg, by years of experience) to change the set of clinicians displayed.
Reactions to the Website
Participants were asked how easy or difficult it was to use the site and how satisfied they were with the choice of doctors available, both assessed using close-ended categorical response scales.
Perceptions of Information
For each of the 3 types of information (CAHPS, HEDIS, patient comments), participants were asked, using close-ended categorical response scales, how useful that information was in helping them select a doctor and how trustworthy they considered that information.
Decision Quality
We measured decision quality in 2 ways: first, we assessed whether the selected doctor was rated highest on CAHPS (for arms 1, 3, and 5) or rated highest for the combination of CAHPS plus HEDIS scores (for arms 2, 4, and 6), and if not rated the highest, then whether the selected doctor rated second best, or worse than second best, among the remaining options. Second, in arms 2, 4, and 6, we assessed whether the participant chose a doctor who was a dominated choice-that is, at least 1 other doctor scored as well or better than the chosen doctor on 1 standardized measure (CAHPS or HEDIS) and better than the chosen doctor on the other standardized measure. Considering only the standardized metrics, dominated choices represent poor decisions because the participant could have chosen better no matter what relative value the participant placed on CAHPS versus HEDIS measures.
Statistical Methods
Our primary analyses involved simple cross-arm comparisons to support causal inference making. Because measures of time spent on the site were positively skewed, we used log transformation to normalize distributions before conducting significance tests. 28 Because the valence of patient comments was correlated with the CAHPS measure, it was not included as a predictor in the model.
RESULTS

Sociodemographics of the Study Sample
As Table 2 shows, restricting study eligibility to those with internet access resulted in a slight skew in the characteristics of study participants as compared with the US working-age population: study participants were slightly older, less likely to be Hispanic, and more likely to report at least 1 doctor visit but less likely to report 10 or more visits.
Perceptions of Performance Measures
Participants' perceptions of the 3 types of performance information presented on the SelectMD website did not vary significantly across experimental conditions, so we report combined results for everyone exposed to each type (Table 3 ). Over two thirds of participants reported that it was "very" or "somewhat" easy to use CAHPS, HEDIS, and patient comments to pick a doctor. CAHPS was seen as somewhat easier to use than HEDIS (P < 0.01) or patient comments (P < 0.01). Each type of performance information was modally described as only "somewhat" trustworthy, with no marked differences across type. Table 4 shows the effects of including patients' comments on the website along with CAHPS (arms 3 and 5) or both CAHPS and HEDIS (arms 4 and 6). The relevant comparisons are across blocks (arms 3 and 5 vs. arm 1; arms 4 and 6 vs. arm 2). Comparisons involving arms 5 and 6 include the combined effect of patients' comments and a larger set of available doctors.
Effects of Patient Comments
User Engagement
When patients' comments appeared on the website, participants spent a third more time on the site and performed more than twice as many actions (differences statistically significant when logged to account for a long right-hand tail in the distribution). This increased engagement primarily involved exploring the content of the comments. It did not reflect either more drilling down to the components of CAHPS or HEDIS measures ("probing" reported in Table 4 ) or greater filtering of the physician choice set (results not reported). In fact, respondents who were given the opportunity to view patients' comments spent less time probing for detail on CAHPS and HEDIS measures (difference statistically significant only for arms 3 and 1), and they consistently spent a smaller proportion of time on the website probing for detail on these standardized measures (differences statistically significant for all comparisons except between arms 5 and 1 (Table 4 ).
Perceived Usefulness
The inclusion of patients' comments on the website did not significantly alter participants' perceptions of the overall usefulness of the site or their satisfaction with the choices they had among clinicians. Nor did it have any significant effects on participants' ratings of the usefulness or trustworthiness of either CAHPS or HEDIS measures.
Quality of Choice
In each of the 4 arms that included patients' comments, the percentage of participants who chose the best clinician available (ie, with the highest average score on standardized metrics) was significantly lower than in the corresponding arm without patients' comments. A similar finding emerged for selection of a lower performing clinician: the percentages of participants making a suboptimal choice more than doubled in arms 4 and 6 relative to arm 2. The addition of a larger choice set in arm 6 resulted in an even greater proportion of suboptimal choices compared with the smaller choice set in arm 4 (P < 0.05). Table 5 shows that among participants who viewed both CAHPs and HEDIS scores, the presence of patient comments (arms 4 and 6) often led to choices that were worse than second best on standardized performance metrics; this was especially the case in arm 6, where there were 24 physicians to consider. **Statistically significant difference from the parallel arm (1 or 2) without patient comments (P < 0.01).
***Statistically significant difference from the parallel arm (1 or 2) without patient comments (P < 0.001).
DISCUSSION
Our findings reveal a paradox in providing consumers with comments from patients. On the one hand, these comments galvanize consumers' attention and increase their engagement (time and extent of interaction) with reports on clinician performance. On the other hand, their inclusion dramatically reduces consumers' attention to standardized performance metrics and substantially increases the likelihood of selecting doctors who perform less well on those measures. In the most complex choice sets, lower performing clinicians represent half of all selected clinicians, which is nearly 3 times the level found for the simple choice sets without patient comments. The finding that the presence of patient comments leads to especially large reductions in choice quality in more complex choice sets could reflect cognitive overload, or it could be because patient comments are less likely to be congruent with HEDIS scores than with CAHPS scores, thereby forcing consumers to make greater tradeoffs. Our data do not illuminate this question, which is deserving of further research.
These findings should be interpreted in light of certain methodological considerations. We studied choices among primary care doctors; the emotional richness of patients' comments may make them more salient for these choices, for which trust and caring are vital, 31 than they would be for choices among hospitals or health plans. 32, 33 Although participants in this study chose among doctors in the realistic setting of their own homes, their choices were hypothetical. This may have limited participants' engagement, although as this was equally true across all experimental arms, it should not distort the comparisons presented here. Although there is some evidence that this type of stated choice experiment can yield results in other domains that are similar to real-world decisions, 34, 35 few validation studies have been performed, and generalizability of results may be affected by such things as similarity of the experimental environment to real-world choice environments and whether participants are included who would not be making such choices in the real world. 36 This study was conducted online, and results may differ for performance information consumers receive in print. Finally, the study population was limited to working-age Americans with internet access, so findings may not generalize to older people or those who have little experience using the internet. Nevertheless, our sample likely represents a broad segment of the consumers most likely to encounter patient comments on the web. 37, 38 When consumers are faced with more complex information than they have the capacity or willingness to process, they may respond by reducing the amount of information they consider, 24, [39] [40] [41] which can adversely affect decision quality. [42] [43] [44] In this case, they may simply have paid more attention to the comments. The inclusion of patients' comments did not reduce participants' assessments of the usefulness or trustworthiness of CAHPS or HEDIS measures. Nonetheless, they relied less on those measures in choosing among clinicians, perhaps because their attention had been redirected or they had difficulty integrating information from patient narratives with standardized metrics. 44 Our findings cannot explain why integration proves difficult. But it is demonstrably not simply because consumers were overloaded by too much information. Were that the case, one would expect a similar decline in decision quality when HEDIS is added to CAHPS, as it also represents additional data-and is viewed by consumers as equally easy to process. However, as can be seen by comparing the difference between arms 1 and 3 with the difference between arms 1 and 2 (Table 4), the quality of selection declines in the first case but not the second. Why comments disrupt people's use of standardized measures-and how those effects might be ameliorated-are essential questions for subsequent research.
Patient comments often capture and convey patients' experiences in ways that other consumers find informative and useful, complementing standardized metrics. Comments may also help consumers envision what the differences in numeric scores on patient experience or performance measures might mean experientially, thereby enhancing the affective salience of this information. However, when the presence of comments curtails attention to standardized performance measures so that those measures are poorly understood or incompletely considered, consumers' choices and their understanding of physician quality are compromised. The contemporary proliferation of patient comments thus poses a real threat to the infrastructure of standardized performance reports constructed by public and private sponsors over the past 15 years. 1, 16 Concerns about the impact of unfavorable patient comments on physicians' reputations have led to calls for suppressing (through legal means) the dissemination of patient comments or otherwise "inoculating" consumers against their purportedly pernicious influence. 45 Our findings could be seen as providing yet 1 more reason for sponsors of public reports on health care quality to eschew patient comments. We favor a more cautiously constructive approach for several reasons. The suppression of patient narratives is neither feasible nor morally acceptable. Efforts to limit the diffusion of information over the internet are likely to fail. Moreover, sites presenting patients' comments are proliferating precisely because they serve a need that current public reports with standardized measures of clinical encounters do not adequately address. Websites populated with patients' comments convey what many consumers value most about other patients' experiences: an understanding of what rendered those experiences positive or negative, a feel for the emotional content of encounters, and insights into what the consumer can expect from a particular clinician. Understanding these aspects of patient experience is vital for many consumers; understanding this importance to consumers is equally essential for report sponsors and researchers.
We believe that patient comments can play a vital and distinctive role in helping consumers understand and assess health care if they can be made more representative of patient experience than are the haphazardly volunteered comments currently available online. It is therefore incumbent on those who seek to empower medical consumers to explore new ways of eliciting narratives in a systematic way from a representative set of patients. It is equally important to develop and test new ways of reporting patient narratives and standardized performance metrics in an integrated manner so that they complement rather than substitute for one another. This could be done in several ways. Patient comments could be used to help define the meaning of standardized metrics, for example, by illustrating how specific CAHPS component measures connect with patients' concrete experiences. In addition, comments could help consumers decide how much to value the difference between 4 stars and 5 stars and thus how willingly they would trade-off this difference for other aspects of quality or other attributes of clinicians' practices (eg, cost, accessibility).
Including narratives that help consumers understand and augment the experiences captured more abstractly in standardized performance measures could increase the currently limited use of quality information in decision making. 17 Ultimately, quality reports will be valued by consumers only insofar as they describe meaningful clinical experiences and clarify medical choices. The substantial impact of patient comments-for both better and worsehighlights a crucial gap in our knowledge regarding public reporting, one that should be rectified to make the US health care system more responsive to patients. 46 
APPENDIX TABLE A1. Example Comments
Strong positive
Very caring about his patients and interested in getting to know them. Great office staff as well! Takes his time with every patient (which explains the wait) but is worth it.
Leaves no stone left unturned. Very easygoing. I had a real bad allergy attack last spring. They worked me right into the schedule. The doctor asked my lots of questions about my allergies, referred me to an allergist and gave me sample meds that have worked wonders.
Mild positive
Thought we'd be in the waiting room forever. But got in to see doctor pretty fast. Receptionist kept apologizing. Asking us if we needed anything. Made me not mind as much. Would probably go back. The doctor came when my dad was brung into the emergency room. She stayed a while and consoled us. Later she called to check on him. I started having these spells last year I think they was hot flashes. Dr G took some tests told me all the various ways to treat them. He was cool that I didn't want to take hormones right away. Even suggested different herbs I could try. Mild negative I can't say anything bad, but I can't say anything good either. She was punctual. She listened somewhat. I almost felt like I got out everything I needed to say. Follow-up and after-care was very slow and difficult. Dr S's office people could be a little more accommodating, you know, try a little harder to give people appointments on the same day if they're sick. Or at least the next. Dr S is kind of snobby and cold but he's supposed to be competent. I went to Dr T for my allergies. This new nurse had tons of perfume on. I sneezed the whole time I waited. I complained to the doctor but he just ignored me. Just asked why I still had my cat.
Strong negative
Very patronizing; ordered a bunch of lab tests, but simply mailed me the results and refused to discuss them with me. Left me alone without a clue and feeling pretty mad about it. Office Staff always losing charts. Then they make excuses for it. Doctor hurried. He spends too little time with patients. Mostly runs in and out. It's hard to get appointments when you need them. Wanted to see him that day for a bad allergy attack. Only sees patients a few days a week. Wasn't too concerned when I finally got an appointment. Kind of laughed me off. People in the office aren't much better. Not overly friendly.
