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occurrence of anomalies from the path integral measure.
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1. Introduction
1.1. Motivation. In perturbative quantum field theory, the finiteness of predictions stems from
the finiteness of n-point functions after renormalization. Further, and this will be our concern
here, the sums of n-point functions, such as the generating series of all Feynman graphs, or of all
connected graphs or of all one-particle irreducible (1PI) graphs are generally assumed to be related
by Fourier and Legendre transforms. This assumption is analytically not justified. This is because
these generating series can generally not be assumed to be convergent even after renormalization,
[W2]. But if the generating series do not converge to well-defined functionals then the conventional
analytically-defined Fourier and Legendre transforms cannot be applied.
For example, the generating series of all Feynman graphs is thought to be the (functional)
Fourier transform (i.e., the path integral) of the exponentiated action, see, e.g., (1). Also, for
example, the generating series of connected graphs and the generating series of 1PI graphs are
thought to be related by a (functional) Legendre transform. However, the analytically-defined
conventional Fourier and Legendre transforms can only act on functions or functionals with certain
properties such as integrability, in the case of the Fourier transform, and convexity, in the case of
the Legendre transform. The problem is that the analytically-defined conventional Fourier and
Legendre transforms are not defined on divergent series.
Curiously, the conventional method to deal with this problem works, which is to tacitly ignore
the problem and to manipulate the generating series of QFT as if the application of the Fourier and
Legendre transforms on these generating series were well defined. While ignoring mathematical
problems is generally risky, in this case it has clearly been very successful in predicting the outcome
of experiments. This suggests to us that there may exist a robust underlying mathematical structure
that stabilizes these calculations.
Concretely, it suggests that there may exist generalizations of the Legendre and Fourier trans-
forms which act in a mathematically well defined way even on generating series whose radius of
convergence vanishes.
1.2. Proposal. Indeed, as we here show, suitably generalized Fourier and Legendre transforms
exist and can be constructed algebraically and combinatorially. We show that these Fourier and
Legendre transforms are well defined maps between generating series, even if the generating
series possess a vanishing radius of convergence. The key structural equations of the Fourier
and Legendre transforms still hold. We also show that these generalized Fourier and Legendre
transforms still map the physical information encoded in the coefficients of the generating series in
a way that preserves that information. We show this by showing that the generalized transforms
are involutive and therefore invertible.
The algebraic and combinatorial approach represents a shift in perspective from viewing the
physical information being encoded in a function or functional to the view that physical information
is encoded in the individual discrete coefficients of a series. The new view has the advantage that
it applies even when the series does not converge and therefore does not represent a function or
functional.
The algebraic and combinatorial Legendre and Fourier transforms that we define here operate
by mapping formal power series into formal power series in such a way that to calculate any
coefficient of the image power series only a finite number of coefficients of the pre-image power series
need to be known. The finiteness of the number of coefficients that need to be known to calculate
any coefficient of the image is what is called local finiteness. The local finiteness is important
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because it guarantees that we can Fourier transform and Legendre transform formal power series
irrespective of whether or not the series converge to a function: analytic issues do not arise because
only finitely many additions arise for each coefficient.
On the one hand, the new algebraic and combinatorial Fourier and Legendre transforms may
provide a new perspective and new tools with which to investigate the origin of structures in
quantum field theory which are usually thought of as being analytic in nature. For example, the
algebraically and combinatorially generalized Fourier transforms that we present here may provide
new insights into the origin of ghost fields from gauge fixing or into the origin of anomalies
from the path integral measure. Also, in quantum cosmology, certain path integrals of mini
superspace models are of key importance concerning the challenge of developing a theory for the
initial conditions of the universe, such as the Hawking Hartle no-boundary proposal. These path
integrals are, analytically, of the type of highly oscillatory Fourier integrals and their exact analytic
definition and evaluation can be ambiguous, which has led to much discussion in the literature,
see, e.g., [H1, H2, HarH, FLT1, FLT2, DHHHJ], and the new algebraic Fourier transform may be of
help in this context.
On the other hand, the new algebraic and combinatorial Fourier and Legendre transforms
that we construct here are new mathematical tools which are not necessarily tied to perturbative
quantum field theory. The new transformations could be used in any context where the Legendre
or Fourier transforms of series, such as generating series of any kind, are needed, even when these
series do not converge. We also note that, related to the present work, we developed powerful
exact new algebraic methods for integration and integral transforms, see [JKM3, JiTK], which have
recently been built into Maple and which are standard as of Maple2019.
1.3. Historical background. For completeness, we mention that, for purposes different from ours,
algebraic methods associated with formal power series in QFT have been used in the work ini-
tiated by Bogolubov, Hepp, Parasiuk and Zimmermann on the renormalization of the ultraviolet
divergences of quantum field theory. The BPHZ theorem uses the fact that for any fixed UV
cutoff, formal power series in the bare masses and couplings can be re-expressed as formal power
series in the renormalized masses and couplings. The theorem then states that the coefficients of
the resulting perturbative formal power series are finite order by order as the UV cutoff is being
removed. This is a statement about the finiteness of the coefficients of formal power series in QFT.
In contrast, our work here concerns instead the finiteness of the number of coefficients needed to per-
form general Fourier and Legendre transforms, in QFT and beyond QFT. For recent developments
following up on BPHZ, see the work by Kreimer et. al. [KK] on renormalization Hopf algebras.
See also [Ab, Bo, Bo2, Y] and [Z, Chap. 3] for a comprehensive exposition.
Advocacy for the use of algebraic methods in physics can be traced back at least to Schro¨dinger
and Einstein. For example, Penrose [P] quotes Schro¨dinger (1950) “The idea of a continuous
range, so familiar to mathematicians in our days, is something quite exorbitant, an enormous
extrapolation of what is accessible to us.” Einstein wrote [E] “Quantum phenomena . . . must lead
to an attempt to find a purely algebraic theory for the description of reality.”
1.4. The path integral and its associated Fourier and Legendre transforms. We begin with a brief
review of the analytic difficulties that we aim to address. To this end, let φ stand for a field and
let Srφs be the field’s action. The path integral of eiSrφs is the generating functional of Feynman
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graphs, ZrJs:
(1) ZrJs “
ż
D
ei Srφsei
ş
R4 φpxqJpxqd4xDrφs
Here, J denotes a Schwinger source field. We notice that ZrJs is of the form of a Fourier transform
in continuously infinitely many variables of the exponentiated action, eiSrφs. With the Lorentzian
signature of spacetime, this Fourier transform is generally ill defined. One usually proceeds, nev-
ertheless, by next taking the logarithm of ZrJs to obtain the generating functional of the connected
Feynman graphs, WrJs “ ´i logpZrJsq. This particular step is known to be combinatorial in nature
and it is, therefore, robust against analytic issues. Finally, the Legendre transform of WrJs yields
the quantum effective action, Γrϕs. This step is analytically ill defined because for the analytic
Legendre transform to be applicable to WrJs, WrJs would need to be a well defined functional (in
the form of a convergent power series) that is convex. In general, however, neither convexity nor
even convergence of WrJs can be assumed. Disregarding the analytic issues, the overall picture is:
(2) S
exp
ù eiS Fù Z
log
ù W Lù Γ.
Here, the exponentiation and logarithm maps are well defined while the Fourier and Legendre
transforms, F and L respectively, are not well defined analytically.
1.5. Preview of the paper. The main focus in the present paper will be on extending the algebraic
and combinatorial approach that, in earlier work [JKM1], we applied to the Legendre transform to
the Fourier transform and, therefore, to the path integral. For simplicity, we will here work with
the univariate case.
In Section 2, we will give an account of a correspondence between (algebraic) operations on the
ring of formal power series and combinatorial operations on sets of combinatorial configurations.
This section is confined in generality strictly to the purposes of this paper and includes the well-
known analogue of Lagrange’s Inversion Theorem.
The main part of the paper, namely, Section 3, gives the construction of both an algebraic
Fourier transform (Theorem 3.2) and a combinatorial Fourier transform (Theorem 3.12), together
with combinatorial proofs that they do indeed possess the fundamental properties analogous to
those of their classical counterpart. In particular, we show also that the combinatorial Fourier
transform is a quasi-involution (Theorem 3.19) and that it satisfies a product-derivation property
(Lemma 3.7, § 3.3.6). For completeness, in Section 4 we also include and expand the construction
of the algebraic and combinatorial Legendre transform from [JKM1] (Theorem 4.9) and include
the first proof that the combinatorial Legendre transform is a quasi-involution (Theorem 4.11). In
Section 5 we give a summary and outlook with further questions. In the Appendix we give explicit
locally finite formulas and examples of the combinatorial Fourier transform.
1.6. Prior work on the Legendre transform of formal power series. In [JKM0, JKM1] we already
carried out part of the program outlined above for the case of the Legendre transform. Let us
briefly review the main points.
In QFT, the Legendre transform arises, for example, as the map between the action and the
generating functional of tree graphs and as the map between the quantum effective action and the
generating functional of connected graphs, which is the generating functional of tree graphs for
the Feynman rules consisting of 1 particle irreducible (1PI) graphs.
Mathematically, the Legendre transform is normally defined, analytically, as follows.
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Definition 1.1 (The (Analytic) Legendre Transform L ). Let f pxq be a convex function of x. Let
y :“ f 1pxq and let x “ gpyq be its (unique) compositional inverse. The (analytic) Legendre Transform,
L f , of f is defined as a function of a variable z by
pL f qpzq :“ ´z ¨ gpzq ` p f ˝ gqpzq.
The Legendre transform possesses the following well-known properties.
Lemma 1.2. Under the conditions of Definition 1.1:
(a) L is a quasi-involution on this set of functions; that is pL 2 f qp´xq “ f pxq.
(b) If z “ f 1pxq then x “ ´ d
dz
pL f qpzq.
We notice that the analytically-defined Legendre transform requires the existence of the compo-
sitional inverse of the derivative of the function in question. In quantum field theory, however, the
existence of a compositional inverse, for example, of dWrJs{dJ or dΓrϕs{dϕ, cannot be assumed.
As we showed in [JKM1], the Legendre transform can be generalized algebraically and com-
binatorially for f given as formal power series while preserving the properties (a) and (b) above
and yet without requiring the existence of a compositional inverse, nor is it even necessary that
the power series f possesses a finite radius of convergence. We give an example from [JKM1] to
illustrate this. For the action Fpxq “ ´x2{2`řně3pn´1q!xn that has a zero radius of convergence as
a function, in [JKM1, Ex. 7] we showed that the combinatorial Legendre transform is the following
power series
Tpyq :“ pLFqpyq “ y
2
2
`
8ÿ
n“3
¨˝ ÿ
n3,n4,...,nk
pn´ 2`řkj“3 n jq!śk
j“3 n j!
kź
j“3
p j!qn j‚˛yn
n!
,
where the internal finite sum is over all finite tuples pn3,n4, . . . ,nkqof nonnegative integers satisfying
the relation
řk
j“3p j´ 2qn j “ n´ 2. Here, Tpyq is the generating series of the tree graphs generated
by the Feynman rules of the action Fpxq.
1.7. Advantages of the combinatorial over the conventional analytic Legendre transform. How
this generalization is possible can serve to illustrate the power of the use of formal power series.
To this end, we begin with the analytic consideration. Let us consider an entire function, gpxq,
that passes through the origin with a nonzero slope, for example, gexpxq :“ sinpxq. Its analytically-
defined compositional inverse, f pyq, is generally multi-valued, for example fexpyq :“ arcsinpyq.
But there exists an interval containing 0 in which f is single-valued. In the example, fex maps the
interval r´1, 1s into the interval r´pi{2, pi{2s. The radius of convergence, rc of the MacLaurin series
of f is bounded from above by the size of this interval. For example, rc “ 1 for fex because fex can
cover only one half oscillation of the sine function before the sine function becomes non-monotonic.
Let us now discuss this situation from the perspective of formal power series. We begin by
observing that the function given by the formal Maclaurin series of f on its radius of convergence
describes only one branch of the multi-valued function g´1. It would appear, therefore, that the
coefficients of the MacLaurin series of f only possess information about this one branch of g´1.
In fact, however, the coefficients of the Maclaurin series of f contain complete information about
g´1 and g everywhere. This is because, by the Lagrange inversion theorem, any formal power
series whose constant term is zero and whose linear term is nonzero (as is the case here) possesses
a compositional inverse in the form of a formal power series. In the example above, this inverse is
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the Maclaurin series of gpxq “ sinpxq. The radius of convergence of this Maclaurin series is infinite,
and this implies that we obtain the entire function gpxq. In the example above, this includes all
the oscillations of the sine function gexpxq, i.e., it also includes all the branches of its multi-valued
inverse.
This robustness of the compositional inverse of formal power series to analytic issues is what
allowed us in [JKM1] to define a similarly analytically robust generalization of the Legendre
transform by using algebraic Lagrange inversion. Concretely, we showed that the Legendre
transform indeed possesses an underlying algebraic and combinatorial structure, namely as a map,
L , between formal power series. L is locally finite and therefore it is robust in the sense that these
power series no longer need to be convex nor do they even need to converge. Nevertheless, the
algebraically-defined Legendre transform L obeys the usual transformation laws Equs.(1.1),(1.2)
for the Legendre transform.
Further, we showed that the algebraic and combinatorial structure of L possesses a beautiful
interpretation that explains its robustness to analytic issues: the Legendre transform L can be
shown to simply express the Euler characteristic of tree graphs, V ´ E “ 1, where V is the number
of vertices and E is the number of edges.
In the present paper we will be concerned mostly with the Fourier transform. Regarding
the Legendre transform, we will prove one more property of the algebraically-defined Legendre
transform L , namely that the algebraically-defined Legendre transform L does not lose informa-
tion even when mapping between power series of finite or zero radius of convergence. We will
show that this is the case by proving that L is invertible, which we show by proving that L is a
quasi-involution (Theorem 4.11).
2. Combinatorial background
In making the transition from analytic to combinatorial arguments we now use the terminology
of algebraic combinatorics. In particular, ”fields” are now ”formal power series” and a ”generating
functional” is a ”generating series”. In this setting, let R be a ring, and x is an indeterminate: that
is it obeys only the absorption law: xm ¨ xn “ xm`n where m and n are integers. Rppxqq is the ring
of Laurent series in x with a finite number of terms with negative exponents, and Rrrxss is the ring
of formal power series in x over the coefficient ring R. Also recall that any rpxq P Rppxqq has a
canonical presentation xmr˜pxqwhere r˜pxq P Rrrxss, and r˜p0q ‰ 0 (m is the valuation of rpxq). We note
that rpxq is invertible and that r´1pxq “ x´m r˜´1pxq, where r˜´1pxq exists since r˜p0q ‰ 0.
Our approach, in general outline, is described with reference to Diagram (3). The top row is
essentially (2), except the objects listed there are to be regarded in Diagram (3) as formal power series
rather than functions. In the bottom row, G` is the set of all Feynman diagrams whose labelling
scheme is to be determined, G`,c is the subset of these that are connected, and P`1 is the subset
of these that are 1PI-diagrams. The morphisms L comb and F comb are the combinatorial Legendre
and Fourier transforms that are to be constructed, and the morphism J¨K constructs the generating
series for the sets in the bottom row.
(3)
S
expÝÝÝÝÑ eS FÝÝÝÝÑ Z logÝÝÝÝÑ W LÝÝÝÝÑ Γ
J¨Kİ§§ J¨Kİ§§ J¨Kİ§§
G` ÝÝÝÝÑ G`,c L combÝÝÝÝÑ P`1
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A labelling scheme of certain constituents of Feynman diagrams is introduced to deal gracefully
with automorphism groups.
The graphs in this Section have vertices and edges weighted by indeterminates, which later will
be used to specify Feynman rules.
2.1. Generating series. A brief review of the necessary enumerative formalism is included. For
more details see [GouJ].
2.1.1. Subobjects and associated weight functions. LetA be a set combinatorial objects or, more briefly,
objects, composed of generic s-subobjects (e.g. a graph composed of vertices and edges as its v- and
e-subobjects, respectively). The weight function for s-subjects inA is defined by
ωs : AÑN : a ÞÑ no. of s-subobjects in a.
There will be occasion to assign a distinct label to each of the n s-subobjects of a, thereby
obtaining a labelled object. An s-subobject that is not labelled is said to be of ordinary type, and
one which is labelled is said to be of exponential type. Subobjects of the same type are said to be
compatible; otherwise, incompatible.
Since it will be useful to have a highest label, we shall use t1, . . . ,nuwith its natural linear order
as the set of labels. If a also has r-subobjects that are labelled, then a disjoint set of labels t11, 21, . . .u
will be used, where it is understood that the linear ordering is 11 ă 21 ă 31 ă . . . .
2.1.2. Generating series. The ring of formal power series in an indeterminate x with coefficients in a
ring R has the form Rrrxss :“  řkě0 akxk : ak P R for k “ 0, 1, 2, . . . .( . To emphasise the distinction
between the equality of functions and the equality of formal power series, we remark that two
formal power series
ř
kě0 akxk and
ř
kě0 bkxk in Rrrxss are equal if and only if ak “ bk for all k ě 0.
The ring Rppxqq of formal Laurent series in an indeterminate x with coefficients in a ring R has
the form Rppxqq :“  řkPZ akxk : ak P R for k P Z; ak ‰ 0 for finitely many negative k ( . If f P Rppxqq
and f “ xαg where g P Rrrxss and f p0q ‰ 0 then α is said to be the valuation of f ; we write α “ valp f q.
It is noted that if a, b P Rppxqq then valpabq “ valpaq ` valpbq, a property shared by the degree of a
polynomial.
The generating series for the problem pA, ωsq in an indeterminate x is
JA, ωsKpxq :“
$’’&’’%
ÿ
σPA
xωspσq if s is of ordinary type,ÿ
σPA
xωspσq
ωspσq! if s is of exponential type.
The indeterminate x is said to mark the generic s-subobject. For succinctness, we shall specify a
subobject by writing, for example,
(4) v :“ pvertex, x, exp.q
to indicate that v is a generic vertex associated with an exponential indeterminate x.
Coefficient operator: Let R be a ring and x an indeterminate. The coefficient operator rxms is the
linear operator defined by rxms : Rrrxss Ñ R : řkě0 ckxk ÞÑ cm. Extension to f P Rrrx1, . . . , xnss
is via
”
xi11 ¨ ¨ ¨ xinn
ı
f “
”
xi11 ¨ ¨ ¨ xin´1n´1
ı ´
rxinn s f
¯
under the natural ring isomorphism Rrrx1, . . . , xnss –
Rrrx1, . . . , xn´1ss rrxnss.
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Differential operator: This is defined on Rrrxss by ddx : Rrrxss Ñ Rrrxss : xk ÞÑ k xk´1 for k “ 0, 1, 2, . . . ,
extended linearly to Rrrxss. It will be convenient on occasion to denote this operator by Bx.
Compositional inverse: Let a P Rrrxss. Then there exists b P Rrrxss such that pa ˝ bqpxq “ x if and
only if rx0sa “ rx0sb “ 0 and rxsa, rxsb ‰ 0, in which case pb˝aqpxq “ x. We denote the compositional
inverse of a by a [-1].
2.2. Enumerative lemmas.
The set of canonical subsets: This set is defined to be U :“ tε, t1u, t1, 2u, t1, 2, 3u, . . .u, where ε
denotes the empty set. A generic element of any one of these sets is an s-object
(5) s “ pelement, x, exp.q,
since the s-objects are labelled. Thus its generating series is
(6) JU, ωsKpxq “ ÿ
kě0
1 ¨ x
k
k!
“ ex.
Bijections: Let B be a set of combinatorial objects with r-subobjects. If Ω : A Ñ B is such
that ωs “ ωrΩ, then Ω is said to be an ωs-preserving map. Clearly, if Ω is also bijective, thenJA, ωsKpxq “ JB, ωrKpxq.
Sum, product and composition lemmas: Let A1 and A2 be disjoint subsets of A. Then trivially, we
have the Sum Lemma JA1 ZA2, ωsK “ JA1, ωsK` JA2, ωsK.
The productA¨B of setsA of combinatorial objects with s-objects andB of combinatorial objects
with r-objects, where s and r are compatible is defined as the set of all pa, bq P A ˆ B in which all
exponential s- and r-subobjects are labelled in all possible ways. If the subobjects are ordinary, then
A ¨ B is the Cartesian product of A and B. Let ωs ‘ ωr : A ¨ B Ñ N : pa, bq ÞÑ ωspaq ` ωrpbq. Then
we have the Product Lemma: JA ¨B, ωs ‘ ωrKpxq “ JA, ωsKpxq ¨ JB, ωrKpxq. Implicit in this lemma is
that the weight function forA ¨B is additive.
The composition A ˝s B is defined as the set of all objects constructed from pa, bq P A ˆ B by
replacing each s-subobject in a in a unique way by each element b of B for all choices of a and b.
The Composition Lemma for JA, ωsKpxq and JB, ωrKpyq is: JA ˝s B, ωrKpyq “ pJA, ωsK ˝x JB, ωrKq pyq.
The derivation lemma: There are two combinatorial operations, deletion and distinguishment of
an s-subobject, for each type of sub-object.
a) Deletion: Let BsA ” BBsA be the set obtained fromA by:
i) if s is ordinary, deletion of a single s-subobject of each σ P A in all possible ways, or
ii) if s is exponential, deletion of a canonical s-subobject of each σ P A, thenJBsA, ωsKpxq “ ddxJA, ωsKpxq.
b) Distinguishment: Let sBsA ” sBBsA be the set obtained from A by distinguishment of a
single s-subobject in each σ P A in all possible ways. Then, for s ordinary or exponential,
JsBsA, ωsKpxq “ x ddxJA, ωsKpxq.
We note that, trivially, sBs ” s ¨ Bs.
Multivariate generating series: Let A be a set of combinatorial objects with both s1- and s2-
subobjects. Similarly, let B be a set of combinatorial objects with both r1- and r2-subobjects.
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We require that s1 and r1 are compatible, and that s2 and r2 are also. A weight function is defined
onA by ωs1 b ωs2 : A Ñ N2 : σ ÞÑ pωs1pσq, ωs2pσqq , and similarly for B. It is convenient to regard
ωs1 b ωs2 as a refinement of the weight ωs1 by the weight ωs2 . Then pωs1 b ωs2q ‘ pωr1 b ωr2q “pωs1 ‘ ωr1q b pωs2 ‘ ω2q . The Product Lemma holds under this refinement of the weight function.
Convention for exponential and ordinary arguments of generating series: For clarity and succinctness,
we shall adopt the following convention for exponential and ordinary indeterminates.
By convention, arguments of f px1, . . . ; y1, . . .q before the semi-colon are exponential and the
remaining ordinary. The weight functions similarly ordered. We shall indicate the absence of
exponential and ordinary indeterminates, respectively, in f by f p´; y1, . . .q and f px1, . . . ;´q. The
presence of a semi-colon in the argument list indicates that this convention is being invoked. If
there is no semi-colon, then no such assertion is being made.
The Inclusion-Exclusion Lemma: Let A be a set of combinatorial objects with r- and s-subobjects.
Let A‹ be the multiset of all objects constructed from each a P A by distinguishing a subset of
at least k r-subobjects in all possible ways, and for all values of k. Then JA‹, ωs b ωrKpx, yq “JA, ωsbωrKpx, y`1q. In particular, the generating series for the elements ofAwith no r-subobjects
is JA, ωs b ωrKpx, 0q “ JA‹, ωs b ωrKpx,´1q. It is noted that A‹ is defined by weaker conditions
thanA.
Sign-reversing involution Lemma: Let S be a set of combinatorial objects with s-subobjects and let
w be a function on S. Let S “ AZ B be a partitioning of S such that there exist a map Ω : BÑ B
and a function pw on Swith the properties:
paq Ω2 “ I, (Ω is involutory),
pbq pw pΩpσqq “ ´pwpσq for all σ P B, (Ω is sign-reversing),
pcq pwpσq “ wpσq for all σ P A, (pw properly restricts toA).
Then
ř
σPA wpσq “
ř
σPS pwpσq.
2.3. Decomposition of graphs. We shall need the following subobjects, and the operation between
them, in decomposing graphical objects. Loops and multiple edges are allowed in graphs unless
otherwise stated. It is to be assumed that vertices are unlabelled unless otherwise stated.
Pre-graphs and the glueing operation ’: A pre-edge is an edge with open-ends, and is represented
combinatorially by . A pre-vertex is an element from the list
, , , , . . . ,
of vertices with short line segments called attachment points. The glueing operation ’ is a binary
operation that takes two arguments, a point of attachment and a open-end of a pre-edge, and
identifies, or glues, one with the other. A pre-graph is obtained by a finite number of applications of
the binary operation ’ of glueing an open-end of a pre-edge to an attachment point. For example,
’ :“ .
The anti-edge: The glueing operation is extended to include a fictitious element p q´1,
called an anti-edge. It has the single property
p q ’ p q´1 “ p q´1 ’ p q “ null.
Remark 2.1. The anti-edge will be used as a combinatorial device for preserving the number ωe of edges in
decompositions of graphs.
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Two types of 1-vertex: We shall have occasion to use two types of 1-vertices:
‚ 1-vertices that are labelled (and are marked by an exponential indeterminate y);
‚ 1-vertices that are not labelled (and are marked by an ordinary indeterminate λ1).
2.4. General results for Rrrxss. Several useful results are gathered here for power series. The first
few involve the exponential series in an essential way in the context of differential operators. The
last two results are the well known residue composition and Lagrange inversion for formal power
series.
Lemma 2.2. Let x, y and α be indeterminates a P Rrrxss and let α P R. Then apt Bxqeαxy “ apαtyqeαxy.
Lemma 2.3 (Taylor’s theorem). Let h P Rrrxss and let t be an indeterminate. Then etBx hpxq “ hpx` tq.
Lemma 2.4. Let h P Rrrxss. Then hpxq “ rz0s hpBzqexz.
Lemma 2.3 is the ring theoretic counterpart of Taylor’s Theorem, and Lemma 2.4 may be regarded
as a device for moving the argument x of h into the exponent position, which then interdigitates
well with Taylor’s Theorem.
Lemma 2.5. Let x and t be indeterminates. Then etBx : Rrrxss Ñ Rrrx, tss is a ring homomorphism.
Proof. Let A,B P Rrrxss. Trivially, in the case of addition, we have etBxpλA` µBq “ λetBx A` µetBx B
where λ, µ P R. In the case of product, let n be a non-negative integer. Then, by Lemma 2.3,
etBxpA ¨ Bq “ Apx` tq ¨ Bpx` tq “ `etBx A˘ ¨ `etBx B˘ . The result now follows. 
Lemma 2.6. Let R1 and R2 be rings, and let T : R1rrxss Ñ R2rrxss be a linear transformation. Let t be an
indeterminate. Then Tetx “ 0 if and only if T f “ 0 for all f P R1rrxss.
Proof. If Tetx “ 0 then rtnsTetx “ 0 for all n ě 0 so Txn “ 0 for all n ě 0, and so T f “ 0 for all
f P R1rrxss. This argument is reversible, and the result follows. 
Proposition 2.7 (Exponential formula [S, Prop. 5.1.7]). Let Apxq “ řně1 anxn{n! and Bpxq “ 1 `ř
ně1 bnxn{n! be power series in Rrrxss. If Bpxq “ eApxq then for n ě 0 we have
an`1 “ bn`1 ´
nÿ
k“1
ˆ
n
k
˙
bkan`1´k.
For proofs of the next theorem, Theorem 2.8, see for example, Section 1.2.2 [GouJ].
Theorem 2.8 (Residue Composition). Let f pxq, rpxq P Rppxqq and letvalprq “ α ą 0.Thenα rx´1s f pxq “
rz´1s f prpzqq r1pzq.
Theorem 2.9 (Lagrange Inversion Theorem). Let φpλq P Rrrλss with φp0q ‰ 0. Then the functional
equation w “ t ¨ φpwq has a unique solution wptq P Rrrtss. Moreover, if f pλq P Rrrλss then
rtks f pwq “ 1
k
rλk´1s f 1pλqφkpλq for k ą 0 and rt0s f pwq “ f p0q.
The next subsection has a self contained combinatorial proof of this theorem. An immediate
corollary is an expression for the compositional inverse a [-1]pxqwhen it exists.
Corollary 2.10. If a P Rrrxsshas a compositional inverse, then it is given by a [-1]pxq “ řkě1 1k xkrtk´1sφ´kptq
where φptq is such that apxq “ x ¨ φpxq and φp0q ‰ 0.
Proof. Let t :“ apxq so x “ a [-1]ptq and x satisfies the functional equation x “ tφ´1pxq. The result
follows from Theorem 2.9. 
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2.5. Combinatorial proof of Lagrange inversion theorem. The purpose of this section is to realise
Lagrange’s Inversion Theorem in a combinatorial form. This will be done later for the Legendre
and Fourier transforms. For other algebraic and combinatorial proofs of Lagrange’s inversion
theorem see the survey by Gessel [G] and [GouJ, Sec. 1.2.4].
Background: Let T be the set of all rooted labelled trees. On deletion of its root vertex, a tree
t P T decomposes into an unordered set of trees in T , so
(7) T „ÝÑ t‚u ‹ pU ˝ T q
where ‘‚’ denotes the root vertex. The exponential generating series for T with respect to the
number of vertices therefore satisfies the functional equation
(8) Tpxq “ xPpTpxqq where Ppxq :“ ex.
Its unique solution in Rrrxss is given by “ xnn! ‰Tpxq “ nn´1, suggesting the existence of a natural
combinatorially defined bijection
(9) ωn : rNnsT „ÝÑ NnNn´1 .
This constructs an explicit solution of (8). We seek a refinement Ω of (9) that constructs an explicit
solution for arbitrary Ppxq. This, perforce, will be a combinatorial form of Lagrange’s Inversion
Theorem.
The refinement: LetA be the set of all labelled rooted trees with a root-vertex marked by 0 (this
marking remains unchanged throughout the constructions), and let Ak be the subset of A with
root-degree k. Let rNnsAk, whereNn :“ t1, 2, . . . ,nu, denote the set of all trees inAk with non-root
vertices labelled from 1 to n. It will suffice to consider an example with t P rN15sA4 since the
general case will follow immediately. We now describe a sequence of four transformations applied
to t.
(i) For a tree t P Ak, let t ÞÑ t1 where t1 is obtained by directing each edge of t towards the
root-vertex of t.
t ÞÝÑ t1 :“
0 1
23
4
5
6
7 89
1014 13
12 11
15
The in-degree, d`t1 piq, of a vertex labelled i in t1 is the number of edges of t1 entering vertex i. Thus,
d`i pt1q “ k. The intention is to preserve this weight function throughout the transformations.
(ii) The unique path 4 Ð 1 Ð 6 obtained by deleting the terminal vertices 0 and 15 of the
path between 0 and n “ 15 in t may be encoded as the permutation
´
1 4 6
4 1 6
¯
. The first row
lists the elements of the second row in increasing order. The disjoint cycle representation of this
permutation is
´
1 4
4 1
¯ ˆ
6
6
˙
. Reattaching these trees by their roots vertices to the two cycles gives
t1 ÞÝÑ g :“
0
23 4
5
6
7
89
10
14
1312 11
151
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(iii) Now let g ÞÝÑ f where f : Nn´1 ÝÑ t0, 1, 2, . . . ,nu : p ÞÝÑ q if there is an edge in g from p
to q. We note, obiter dictu, that g is called a functional digraph.
(iv) Finally, let f ÞÝÑ B :“ pB0,B1, . . . ,Bnq P rNn´1s pNk´1 ‹ pOn ˝Uqq where Bi :“ f´1piq for
i “ 0, . . . ,n. For example, in the current example, B0 “ t3, 5, 9u,B1 “ t4u,B2 “ t10, 13u,B4 “
t1, 11, 12u,B6 “ t7, 15u,B7 “ t14u,B15 “ t2, 8u, and Bi “ H for i P t3, 5, 7, 8, 9, 10, 11, 12, 13, 14u. B
is an ordered set-partition of t0, 1, . . . ,nu.
The composition t ÞÑ t1 ÞÑ g ÞÑ f ÞÑ B of these actions gives a bijective map
(10) rNnsAk „ÝÑ rNn´1s pNk´1 ‹ pOn ˝Uqq : t ÞÝÑ pB0,B1, . . . ,Bnq,
with the in-degree preserving property that
(11) d`i ptq “
" |Bi| for i “ 1, . . . ,n,
1` |B0| “ k otherwise.
ButNk´1 “ BBeNk by deleting the highest labelled element (e-subobject) ofNk, andAk „ÝÑ T k „ÝÑNk ˝ T . Then from (10), we have the bijective map
(12) Ω :“ rNns pNk ˝ T q „ÝÑ rNn´1s
ˆBNk
Be ‹ pOn ˝Uq
˙
: t ÞÝÑ pB0,B1, . . . ,Bnq.
Connexion with Lagrange’s Inversion Theorem: To justify referring to (12) as a combinatorial
form of Lagrange’s Inversion Theorem, we use it to prove the algebraic form of the theorem. Let
bk mark a root vertex of in-degree k. Then multiplying both sides of (12) by bk, taking the disjoint
union over k and constructing their generating series, we have„
xn
n!
 ÿ
kě1
1
k!
ckTkpxq “
„
xn´1
pn´ 1q!
˜
d
dx
ÿ
kě1
ck
xk
k!
¸
¨ JOn ˝UKepxq.
Then, replacing the indeterminate x on the right hand side by an indeterminate λ,
(13) rxnsΦpTpxqq “ 1
n
“
λn´1
‰
Φ1pλqJOn ˝UKepλq where Φpλq :“ řiě0 bi λii! .
Let Ppλq :“ JUKepλq “ řiě0 ai λii! , where ai marks a pre-image set of size i. Then JOn˝UKepλq “ Pnpλq.
But, from (11), ai may be replaced by bi that marks a vertex in t P T with in-degree i. Then, from (7),
(14) Tpλq “ λPpTpλqq
and, from (13),
(15) rxnsΦpTpxqq “ 1
n
“
λn´1
‰
Φ1pλqPnpλq.
Setting aside the combinatorial model behind assertions (14) and (15), we may restate them
formally as follows. If Tpλq is a formal power series that satisfies the functional equation (14), and
Φpλq is a formal power series, then ΦpTpxqq is given explicitly by (15). This is precisely the algebraic
form of Lagrange’s Inversion Theorem. This having been established, we may now assert that (12) is
the combinatorial form of Lagrange’s Inversion Theorem.
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3. The formal and diagrammatic Fourier transform: univariate case
We consider a combinatorial bijection that acts on connected labelled graphs. In view of its roˆle
on Feynman diagrams, we propose to refer to it as a combinatorial Fourier transform. To lend further
support to this terminology, it will be shown that it possesses properties analogous to those of the
analytic Fourier transform pF f qpyq :“ 1?
2pi
ş
R f pxqe´i xydx for every y P R.
Lemma 3.1.
paq pF f px` cqq pyq “ e´icx pF f pxqq pyq, (translation invariance: where c is a scalar)
pbq pFphpi Bxq f qq pyq “ hpyq ¨ pF f q pyq, (product-derivation: where h P Rrrxss)
pcq pF ppF f pxqq pyqqq pxq “ f p´xq. (quasi-involutory)
Combinatorial proofs will be given for the analogues of the last two properties in Section 3.3.
Algebraic proofs of the analogues of all of these properties will be given in Section 3.2.
3.1. The basic combinatorial structure, and its labelling convention. The Subdiagram
(16)
S
expÝÝÝÝÑ eS FÝÝÝÝÑ Z logÝÝÝÝÑ W
J¨Kİ§§ J¨Kİ§§
G` ÝÝÝÝÑ G`,c
of Diagram (3) suggests that the combinatorial structure and its labelling convention will be decided
by the action of the Fourier transform F on eS, and Diagram (3) suggests that the action of L is to be
compatible with this structure. To determine the structure, it is sufficient to consider the univariate
case in which dimpVq “ N “ 1 and to do so briefly for the analytic Fourier transform.
3.1.1. Preliminaries. Let f pxq “ 12 u´1x2 ´ gpxqwhere gpxq “
ř
kě2 λk x
k
k! . Then`
F ei f
˘ pyq “ 1?
2pi
ż
R
e´i gpxq ¨ ei p 12 u´1x2´xyqdx.
But, for any function a, we have apB{Byqexy “ apxqexy. Then`
F ei f
˘ pyq “ 1?
2pi
ż
R
e´igpiB{Byq ¨ ei p 12 u´1x2´xyqdx “ 1?
2pi
e´igpiB{Byq
ż
R
ei p
1
2 u
´1x2´xyqdx.
Changing variables through ξ :“ x´ uy, we have 12 u´1x2 ´ xy “ 12 u´1ξ2 ´ 12 uy2 so`
F ei f
˘ pyq “ C ¨ e´igpiB{Byq e´ 12 i uy2 where C :“ ?iu ż
R
e´
1
2i u
´1ξ2 dξ “ ?2pi iu.
For the latter integral to exist, u is required to be real and positive. Attention is therefore drawn to
the expression
(17) egpxq
ˇˇˇ
x ÞÑBy
e
1
2 uy
2
that suggest the statement for an algebraic Fourier transform.
ALGEBRAIC COMBINATORIAL FOURIER AND LEGENDRE TRANSFORMS WITH APPLICATIONS IN QFT 15
Theorem 3.2. [Main Theorem for the algebraic Fourier transform] Let f be a formal power series in an
indeterminate x, such that u :“ rx2s f pxq ‰ 0. Let a ‰ 0 be an indeterminate and let α be a scalar. The
transform F a is defined by its element action
paq F are f spyq B α?a ¨ e
f pıByq e
1
2 aB2y e
1
2 a
´1 y2
or, equivalently,
pbq F are f spyq B α?a ¨ e
f pxq e´
1
2 ax
2
ˇˇˇ
x ÞÑıBy
e
1
2 a
´1 y2 .
Then F a is a formal power series in the indeterminates y and u, independent of a, and it is an algebraic
Fourier transform.
Remark 3.3. Note that since F are f s is in a ring of formal power series with indeterminates y and u, its
coefficients in these indeterminates are locally finite.
Remark 3.4. While our theorem holds for all a ‰ 0, in the special case a ă 0, the fact that the expression
e´ 12 ax2
ˇˇˇ
x ÞÑıBy
e
1
2 a
´1 y2 is independent of a can also be seen analytically. This is because in this case, e
1
2 a
´1 y2
represents a Gaussian function and the evolution operator e´ 12 ax2
ˇˇˇ
xÞÑıBy
evolves this Gaussian backwards in
time according to the heat equation so that it becomes a Dirac delta, δpyq. This results is independent of a
because no matter how large we choose |a|, i.e., no matter how wide we choose the Gaussian, the evolution
operator depends on a such that it evolves the Gaussian back into the Dirac delta. In this context, see also
our related results on integration by differentiation in [JKM2, JKM3].
It will be shown in Lemma 3.8 that α “ ˘1, so it will then be reasonable to decide upon the
choice α “ 1. The proof of this Theorem is deferred to Section 3.2.6 since preliminary results are
required.
3.2. Proof of the Theorem 3.2. To prove that F a defined in Theorem 3.2 is indeed the formal
Fourier transform, it is necessary to show that it has the properties listed in Properties 3.1. In the
algebraic case, there is an additional property that it acts between formal power series (or Laurent
series) rings. These four properties are proved in the following four lemmas.
3.2.1. An independence result. Let f pxq be a formal power series in x whose coefficients do not
depend on a. We determine a sufficient condition on ppaq, qpaq and θpaq for
(18) Φp,qpyq B θpaq e f pıByq e 12 ppaqB2y e 12 qpaqy2
to be independent of a: that is, that BaΦp,q “ Opyq, where Opyq is the zero series. To this end, let
G B e
1
2 ppaqB2y e
1
2 qpaqy2 and B B e f pıByqe
1
2 ppaqB2y y2 e
1
2 qpaqy2 .
Then
Φp,qpyq “ θpaq ¨ G,
and it is a straightforward matter to show that
BaG “ 12 p1paq B2yG` 12 q1paqB, and B2yG “ qpaqG` q2paqB,
from which, on elimination of B,
(19) q2paq BaG` 12 q1paq qpaqG “ 12
`
p1paq q2paq ` q1paq˘ B2yG.
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Now assume that qpaq ‰ 0. Then the above expression may be rewritten in the form
(20) Ba
´
q
1
2 paq ¨ G
¯
“ 12 q
1
2 paq ¨ `Bapp1paq ´ q´1paqq˘ ¨ B2yG,
provided qpaq is invertible (that is, it is not the zero series). Setθpaq “ q 12 paq and Ba
`pp1paq ´ q´1paq˘ “
0, so
ppaq “ q´1paq ´ β where β P C.
Then the left and right hand sides of (20) is equal to BaΦp,qpyq and Opyq, respectively, so
BaΦp,qpyq “ Opyq.
Now let
f pxq “ λ2 x
2
2!
` gpxq, where gpxq “
ÿ
kě1, k‰2
λk
xk
k!
and λ2 ‰ 0,
set β “ λ2. By Lemma B.1,
α
b
qpaq ¨ egpıByq e 12 pq´1paq´λ2q B2y e 12 qpaqy2 .
is a formal power series in y provided pq´1paq ´ λ2q ¨ qpaq ‰ 1. That is, λ2 ¨ qpaq ‰ 0. But this is so
since qpaq ‰ 0 since it is invertible, and since λ2 ‰ 0.
This proves the following result.
Lemma 3.5. Let qpaq, different from Opxq, be a formal series in an indeterminate a and let α P C. Let f pxq
be a formal power series in x whose coefficients are independent of a, and such that rx2s f ‰ 0. Then
α
b
qpaq ¨ e f pıByq e 12 q´1paq B2y e 12 qpaqy2
is (a) a formal power series in y and (b) independent of a.
3.2.2. The independence-series property.
Lemma 3.6 (Independence-series). Let f pxq be a formal power series in a with coefficients independent
of the indeterminate a, and such that rx2s f pxq ‰ 0. Then F are f spyq is a formal power series in y, and is
independent of a.
Proof. Setting qpaq “ a´1 in Lemma 3.5, it follows that
α?
a
¨ e f pıByq e 12 aB2y e 12 a´1 y2
is a formal power series in y and is independent of a. But this is the definition of F are f s in
Theorem 3.2. The result follows. 
3.2.3. The product-derivation property. We consider F arhpıBxqe f spyq where hpxq is a formal power
series and
f pxq “
ÿ
kě1
λk
xk
k!
and gpxq B f pxq ´ λ2 x
2
2
.
For convenience, we shall replace λ2 by a. From Lemma 2.4,
(21) egpxq “ rw0s egpBwqewx and hpıBxq “ rz0s hpBzqeızBx ,
so
(22) F arhpıBxqe f spyq “ rw0z0s hpBzqegpBwq B
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where
B B F areızBx exw` 12 ax2spyq “ F are´ 12 az2`ıwz`pıaz`wqxe 12 ax2spyq pLemma 2.3q
“ 1?
a
e´
1
2 az
2`ıwz ¨ epıaz`wqıBy ¨ e 12 a´1 y2 (Def. 3.2(b))
“ 1?
a
e´yz e
1
2 a
´1py`ıwq2 “ 1?
a
e´yz ¨ eıwBy e 12 a´1 y2 pLemma 2.3q.
Then, from (22),
F arhpıBxqe f spyq “ 1?a
`rz0shpBzqe´yz˘ ¨ ´rw0segpBwqeıwBy e 12 a´1 y2¯
“ 1?
a
hp´yq ¨ egpıByqe 12 a´1 y2 (from (21)
“ 1?
a
hp´yq ¨ e f pıByqe 12 aB2y e 12 a´1 y2 “ hp´yq ¨ F are f spyq (Def. 3.2(a)).
This proves the following property.
Lemma 3.7 ( Product-derivation).
F arhpıBxqe f spyq “ hp´yq ¨ F are f spyq.
3.2.4. The quasi-involutory property. Let a and b be indeterminates. Then
F brF are f sspzq “ α?a ¨ F b
”
e f pıByqe
1
2 aB2y e
1
2 a
´1 y2
ı
pzq (Def. 3.2)
“ α?
a
¨ e f p´zqe´ 12 az2F b
”
e
1
2 a
´1 y2
ı
pzq (Lemma 3.7)
Moreover,
F b
”
e
1
2 a
´1 y2
ı
pzq “ α?
b
¨ e´ 12 pa´1´bqB2z e 12 b´1z2 (Def. 3.2)
“ α?a ¨ e 12 az2 (Lemma B.1).
Then
F brF are f sspzq “ α2 ¨ e f p´zq.
Since the F a and F b are independent of a and b, respectively, this proves the following result.
Lemma 3.8 (Quasi-involutory). If α is selected to be equal to ˘1 in Definiton 3.2, then F is quasi-
involutory. That is F rF re f sspzq “ e f p´zq.
3.2.5. Translation invariance. The proof of the following is immediate from Lemma 3.7.
Lemma 3.9 (Translation invariance (up to a phase)). Let c be an indeterminate. Then
F ar f px` cqspyq “ F aecBx f pxqspyq “ e´cxF ar f spyq.
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3.2.6. Proof of the Main Theorem. The proof of the main theorem is now completed as follows.
Proof. The transform
F ar f spyq B 1?a f pıByqe
1
2 aB2y e
1
2 a
´1 y2 ,
is a formal power series and, by Lemma 3.7 (product-derivation), Lemma 3.8 (quasi-involutory),
Lemma 3.9 (translation invariance), has each of the properties listed in Properties 3.1. It is therefore
an algebraic Fourier transform. 
3.3. A combinatorial approach to the Fourier transform.
3.3.1. The Fundamental Set and Fundamental Generating series. Each constituent of expression (17)
has appeared in Section 2.2 on enumerative lemmas, and its combinatorial import is therefore
known. With this information, it is possible to propose a combinatorial structure of which (17) is
the generating series and to do so ab initio, without reference to the physical background. Indeed,
– the presence of gpxq is suggestive of the generating series for vertices;
– the presence of 12 y
2 is suggestive of the generating series for an edge, and e
1
2 y
2
the generating
series for a disjoint union of edges;
– the presence of By and its action are suggestive of incidence of edges with vertices through
the glueing operation ’ defined in Section 2.3.
The object produced is a graph (with labelling conventions to be determined). With the introduction
of (17) and the subobject labelling it indirectly imposes, we may now be precise about the sets G`
and G`,c alluded to in (3).
Definition 3.10 (The set G`, its subobjects and weight functions). G` is the set of all graphs with
‚ attachment points on vertices of degree k ě 2 are labelled;
‚ 1-vertices are labelled;
‚ each component has at least one edge.
The notation for the corresponding generic subobjects, specified according to (4), is:$’’’’&’’’’%
a :“ pattach. pt. on k-prevertex, k ě 2, x, exp.q;
e :“ ppre-edge, u, ord.q;
e´1 :“ panti-edge, u´1, ord.q;
v1 :“ p1-prevertex, y, exp.q;
vk :“ pk-prevertex, λk, ord.q, k ě 2,
and ω is the weight function defined by
ω :“ ωv2 b ωv3 b ¨ ¨ ¨
3.3.2. The Fundamental series. The following definition is based on the above observations.
Definition 3.11 (The set F and the series F).
(a) The Fundamental Set is F :“
!
p q´1 , , , , . . .
)
. The first element is
the anti-edge; the remaining elements are internal vertices of degrees 2, 3, 4, . . . .
(b) The term E´pu, xq :“ u´1 x22! is the anti-edge series,
(c) The series Fintpxq :“ řkě2 λk xkk! is the internal vertex series.
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(d) The series Epu, xq :“ E´pu´1, xq “ u x22! is called the edge series.
(e) The Fundamental Generating Series is Fpx; u, λ2, λ3, . . .q :“ JF , ωabωe´1bωKpx;´u´1, λ2, λ3, . . .q.
Written in terms of the anti-edge series and the internal vertex series, the Fundamental Generating
Series is equal to Fintpxq ´ E´pu, xq.
(f) We impose the restriction that uλ2 ‰ 1 (see Appendix B).
The roˆle of the anti-edge has been explained already in Remark 2.1.
3.3.3. A combinatorial transformA. The next result gives the generating series for this set of graphs
G` as an algebraic Fourier transform.
Theorem 3.12 (Main theorem for the combinatorial Fourier transform: G` and ZF). Let
ZFpyq :“ eFintpxq
ˇˇˇ
x ÞÑBy
e
1
2 uy
2
.
Then
ZFpyq “ JG`, ωa b ωv1 b ωe b ωKpx “ 1, y; u, λ2, λ3, . . .q P Qrλ2, λ3, . . .s rru, yss.
Remark 3.13. Note that since ZFpyq is in a ring of formal power series in the indeterminate u and y then
its coefficients are locally finite with respect to the indeterminates λ2, λ3, . . ., see for example (37) in the
Appendix.
Proof of Theorem 3.12. Now Jt u, ωv1bωeKpy; uq “ 12 uy2 so, by the Composition Lemma and (6),
e
1
2 uy
2 “ JU ˝ t u, ωv1 b ωeKpy; uq.
But there is a natural bijectionU ˝ t u „ÝÑM, to the setM of all perfect matchings (pairings),
so we have made the identification
e
1
2 uy
2 “ JM, ωv1 b ωeKpy; uq,
the generating series for perfect matchings with respect to vertices and edges.
For the series eFintpxq, let Vě2 be the set of all pre-vertices of degree greater than or equal to 2.
Then, by the Composition Lemma,
eFintpxq “ JU ˝Vě2, ωa b ωKpx;λ2, λ3, . . .q.
Thus, eFintpxq is identified as the generating series for all edgeless pre-graphs with respect to pre-
vertices of degree greater than or equal to 2 with labelled attachment points.
Now consider the set
pU ˝Vě2,a ÞÑ Bv1q
consisting of all operators pˆ constructed from each edgeless pre-graph p P U ˝Vě3 by attaching
Bv1 to each attachment point (a-subobject) in p. We define an action of pˆ on the setM of all perfect
matchings as follows:
(1) If ωappq ą ωv1pmq, then pˆpmq “ o, the null subobject, whose generating series is 0. The
combinatorial reason for this is that there are more attachment points on p than there are
1-vertices in m, so pˆ differentiates m to zero.
(2) If ωappq ď ωv1pmq, the 1-vertices of m with the top ωappq labels are converted into free-ends
retaining their labels. Then, for j “ 1, . . . , ωappq, the free end of m with the j-th highest label
is joined to a pre-vertex of p at the attachment point with the j-th highest label (among the
attachment points).
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The resulting object has edges and no pre-vertices with unoccupied attachment points, and is
therefore a graph h in G`. It is immediately seen that the map
Ω : pU ˝Vě2,a ÞÑ Bv1q ˆMÑ G` : ppˆ,mq ÞÑ h
is reversible and therefore bijective. Then, by the Composition and Derivation Lemmas,
JpU ˝Vě2,a ÞÑ Bv1q ˆM, ωv1 b ωe b ωKpy; u, λ2, λ3, . . .q “ eFintpxq ˇˇˇx ÞÑBy e 12 uy2 .
From this, the Composition Lemma and the bijectivity of Ω, it follows that
eFintpxq
ˇˇˇ
x ÞÑBy
e
1
2 uy
2 “ JG`, ωv1 b ωe b ωKpy; u, λ2, λ3, . . .q,
completing the proof. 
Example 3.14. The expansion of ZFpyq up to a few terms is:ˆ
1
2
λ2 ` ¨ ¨ ¨
˙
u`
ˆ
3
8
λ2
2 ` 1
8
λ4 ` ¨ ¨ ¨
˙
u2 `
ˆ
5
16
λ4λ2 ` 516 λ2
3 ` 5
24
λ3
2 ` 1
48
λ6 ` ¨ ¨ ¨
˙
u3 ` ¨ ¨ ¨
`
ˆˆ
1
2
λ3 ` ¨ ¨ ¨
˙
u2 `
ˆ
1
8
λ5 ` 54 λ3λ2 ` ¨ ¨ ¨
˙
u3 ` ¨ ¨ ¨
˙
y
`
ˆˆ
3
4
λ2 ` ¨ ¨ ¨
˙
u2 `
ˆ
15
16
λ2
2 ` 5
16
λ4 ` ¨ ¨ ¨
˙
u3 `
ˆ
35
32
λ2
3 ` 7
96
λ6 ` 3548 λ3
2 ` 35
32
λ4λ2 ` ¨ ¨ ¨
˙
u4 ` ¨ ¨ ¨
˙
y2
`
ˆˆ
5
12
λ3 ` ¨ ¨ ¨
˙
u3 `
ˆ
7
48
λ5 ` 3524 λ3λ2
˙
u4 ` ¨ ¨ ¨
˙
y3 ` ¨ ¨ ¨ .
The graphs in G`, with labelling removed, corresponding to the monomial λ2λ4u4y2 are:
(a) (b) (c) (d) (e) (f)
The number of labellings in each case is given by:
paq : `62˘ ¨ `43˘ ¨ 3! ¨ 2 “ 720, pbq : `62˘ ¨ `42˘ ¨ 2!2! ¨ 2 “ 360, pcq : `62˘ ¨ `42˘ ¨ 2! ¨ 1 “ 180,
pdq : `42˘ ¨ 12 ¨ `62˘ ¨ 2! “ 90, peq : `42˘ ¨ `62˘ ¨ 2! “ 180, p f q : `62˘ ¨ `42˘ ¨ 12 “ 45.
These totals sum to 1575, contributing the term 1575 ¨ λ2λ4 ¨ u4 x66! y
2
2! “ 3532 ¨ λ2λ4 ¨ u4x6y2 to ZFpyq, where
x “ 1.
3.3.4. A combinatorial Fourier transform F . For all eapxq where
apxq “ a2 x
2
2!
` a3 x
3
3!
` ¨ ¨ ¨ P Rrrxss
and a2 is invertible in R, we define a transform F by´
F eapxq
¯
pyq B e 12 a2x2´apxq
ˇˇˇ
x ÞÑBy
e
1
2 a
´1
2 y
2
.
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In particular, it follows from Theorem 3.12 that
(23)
´
F eFpu,xq
¯
pu, yq B eFpu,xq`E´pu,xq
ˇˇˇ
x ÞÑBy
eEpu,yq,
and we note that
eFintpxq
ˇˇˇ
x ÞÑBy
e
1
2 uy
2 P Qry;λ2, λ3, . . .s rr´; uss.
Remark 3.15. The combinatorial interpretation of the right hand side of (23) suggests thatF may be viewed
as a combinatorial transform. For a related expression for the Fourier transform in one variable see [Bo, Sec.
2].
Remark 3.16. The transform F is very similar to the algebraic Fourier transform F a from Theorem 3.2
where a “ a2. In the latter, we do the substitution x ÞÑ iBy instead.
The next result, although trivial, is included for completeness.
Definition 3.17 (The set G`,c). G`,c denotes the set of all connected graphs in G`.
Lemma 3.18 (G`,c and WF). Let
WFpy; u, λ2, λ3, . . .q :“ JG`,c, ωv1 b ωe b ωKpy; u, λ2, λ3, . . .q.
Then
ZFpyq “ eWFpyq.
Proof. Clearly,U ˝G`,c „ÝÑ G`. The result follows from Theorem 3.12 and (6). 
This completes the explanation of Diagram (16) in purely combinatorial terms.
3.3.5. The combinatorial quasi-involutory property of F . We shall prove that F , like the (analytic)
Fourier Transform, is a quasi-involution (cf. Lemma 3.8 ).
Theorem 3.19. Let Fpxq be the fundamental series then `F pF eFq˘ pzq “ eFpzq.
Proof. In the notation of (23),
Fpx,u, λ2, λ3, . . .q :“ JF , ωa b ωe´1 b ωKpx; u´1,´λ2,´λ3, . . .q
is the generating series for the Fundamental Set F . Then by Theorem 3.12`
F eF
˘ pyq “ eFintpxq ˇˇˇ
x ÞÑBy
e
1
2 uy
2 “ JG`F , ωv1 b ωe b ωKpy; u, λ2, λ3, . . .q “ ZFpyq.
But, from Lemma 3.18, ZFpyq “ eWFpyq where
WFpy; u, λ2, λ3, . . .q :“ JG`,conn, ωv1 b ωe b ωKpy; u, λ2, λ3, . . .q.
We regard WFpyq as the generating series for the set:
WF :“
, , , , , · · ·
{ }
y y y y
y
y
non-empty
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where the diagram with k 1-vertices (marked by y) is the set of all graphs inG`,connF with k 1-vertices,
and at least one edge since is to be excluded from . Indeed,
WFpyq “ u y
2
2
` Gpyq where Gpyq :“
ÿ
kě0
Wpkq
yk
k!
.
where Wpkq is the generating series for the graphs in WF with k 1-vertices. Moreover, the series
for the set
,
{ }
y yy y
of connected graphs with two 1-vertices is
Wp2q
y2
2
´ u y
2
2
.
That is, we may view the series WF as an instance of F and so`
F eWF
˘ pzq “ eGpyq ˇˇˇ
y ÞÑBz
e´
1
2 u
´1z2 .
Let G`WF be the set of all graphs with labelled open ends of an anti-edge constructed fromWF .
Then, by Theorem 3.12,`
F eWF
˘ pzq “ JG`WF , ωq b ωe b wv1 b ¨ ¨ ¨Kpz; u´1,Wp1qF ,Wp2qF , . . .q,
where, in the notation of (5),$&%
q :“ popen anti-edge end, z, exp.q,
e :“ panti-edge end, u´1, ord.q,
vk :“ pthe setWpkqF , WpkqF , ord.q (note change of notation).
To establish the quasi-involutory property`
F eWF
˘ pzq “ `F pF eFq˘ pzq “ eFpzq
of F we must show thatJGWF , ωq b ωe b wv1 b ¨ ¨ ¨Kpz; u´1,Wp1qF ,Wp2qF , . . .q “ JU ˝ F , ωa b ωe b ωKpz; u, λ2, λ3, . . .q.
This will be done by constructing a sign-reversing involution. To this end, let G`,˘F be the set of all
graphs in G`F with:
– each external edge is deleted, but the label of the deleted 1-vertex is retained at the attach-
ment point and is weighted by ´1;
– each internal edge is weighted by ˘1, in all possible ways.
Let
(24) φ : G`WF Ñ G
`,˘
F : a ÞÑ b
be a map constructed with the following element action:
For internal edges:
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internal edge
k 1-vertices k′ 1-vertices
∈ G`WF
k 1-vertices k′ 1-vertices
∈ G`,connWF ∈ G
`,conn
WF
k 1-vertices k′ 1-vertices
∈ G`,connWF ∈ G
`,conn
WF
z( )−1z
y |y 7→ ∂∂z y |y 7→ ∂∂z
−1 −1
a = := b7−→ 7−→
The two gray components in a may be the same component.
For external edges:
k 1-vertices
y |y 7→ ∂∂zexternal edge
7−→
k 1-vertices
∂
∂z z( )
−1z−1
7−→
−1
a = =: b
Conversely, given g P G`,˘F : a ÞÑ b, each internal edge weighted by´1 is cut, to give t components
g1, . . . , gt with i1, . . . , it 1-vertices, respectively. Thus φ is bijective.
Let B be the subset of objects in G`,˘F with at least one edge, and let
Ω : BÑ B : g ÞÑ g1
where b1 is constructed from g by reversing the sign of the multiplicative weight on the internal edge
of g incident with the attachment point with smallest label. Then Ω is a sign-reversing involution;
G`,˘F ´ B “ U ˝ F , the fundamental series given in Definition 3.11, that is, all graphs in G`,˘F with
no internal edges. By the sign-reversing involution lemma,
JG`,˘F , ωa b ωe b ωKpz; u, λ2, λ3, . . .q “ e 12 u´1z2´řkě2 1k!λkzk
and so, from the bijection (24),
JG`WF , ωa b ωe b ωKpz; u, λ2, λ3, . . .q “ e 12 u´1z2´řkě2 1k!λkzk .
This completes the proof. 
3.3.6. The combinatorial product-derivation property of F a. The main result of this section is the com-
binatorial proof of the product-derivation property (Lemma 3.7).
We need the following result.
Proposition 3.20. Let f pxq “ 12 cx2 ` gpxq where c ‰ 0 and rpxq be a polynomial, then
Farrpxqe f spyq “ α?c ¨ rpiByqe
gpiByqe
1
2 c
´1 y2
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Proof. We apply Lemma B.1 with p “ a´ c and q “ a´1 to Farre f spyq. Since 1´ pq “ a´1c we obtain
Farre f spyq :“ α?a ¨ rpiByqe
gpiByqe
1
2 pa´cqB2y e
1
2 a
´1 y2
“ α?
c
¨ rpiByqegpiByqe 12 c´1 y2 ,
as desired. 
Corollary 3.21. Let Fpxq “ u´1 x22! ` Fintpxq, where Fintpxq “
ř
kě2 λk x
k
k! , then
Fu´1reFpxqspyq “ α ¨
?
u ¨ rrG`, ωa b ωv1 b ωe b ωsspx “ 1, y,u, λ2, λ3, . . .q.
Proof. The result follows by combining Proposition 3.20 for rpxq “ 1 and Theorem 3.12. 
Combinatorial proof of Lemma 3.7. By linearity of Far¨s it suffices if we prove the case when hpxq “ xk
for a nonnegative integer k ě 0:
(25) FarpiBxqke f spyq “ p´yqk ¨ Fare f spyq.
Recall that e f pxq “ egpxqe 12 cx2 . By the derivation and composition rule
piBxqkegpxq ¨ e 12 cx2 “ rrBka
`U ˝ pE´1 YVq˘ , ωa b ωsspx; c, λ2, λ3, . . .q
is the generating series for all edgeless pre-graphs with respect to pre-vertices and inverse edges
with labelled attachment points and k deleted attachment points. Moreover by the derivation
lemma and the product rule
piBxqkegpxq ¨ e 12 cx2 “ pkpxq ¨ egpxq ¨ e 12 cx2 ,
where pkpxq is the generating polynomial accounting for the objects with exactly k deleted points
of attachment distributed between vertices and inverse edges. For example for k “ 1, 2, p1pxq and
p2pxq are given by
p1pxq “ iBxgpxq ` icx,
p2pxq “ ´B2x gpxq ´ pBxgpxqq2 ´ 2cx ¨ Bxgpxq ´ c´ c2x2.
By Proposition 3.20
(26) FarpiBxqke f pxqspyq “ α?cpkpiByqe
gpiByqe
1
2 c
´1 y2 .
By the construction in the proof of Theorem 3.12, (26) is the generating series for graphs with
labelled 1-vertices and k deleted attachment points. Note any two of these deleted attachment
points could be paired by an inverse edge: c . The deleted attachment points are weighted by
˘1 and they arrive in two possible ways.
(i) From an inverse edge with one deleted point of attachment. That is, from a term piBxq 12 cx2 “
icx, glued with the substitution x “ iBy to a 1-vertex of a graph. See Figure 1 top left. This
gives a deleted attachment point weighted by ´1 signaling that it came from an edge
contraction. If the 1-vertex came from a component of a graph consisting of one edge then
we call the resulting 1-vertex with a deleted attachment point isolated. See Figure 1 bottom
left.
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∂y
−c c−1
y
7→ −1
∂y
−c c−1
y y
7→
y
−1
isolated
or
c
Figure 1. Types of deleted attachment points: from an edge contraction which
includes isolated deleted attachment points, without an edge contraction.
(ii) From a vertex with one attachment point deleted or from an inverse edge with both
attachment points deleted that remains so after applying the transform Fa. See Figure 1
right. This gives a deleted attachment point weighted by 1 signaling that it did not come
from an edge contraction. Note that in this case isolated deleted attachement points do not
arise.
Let G`,˝˘k be the set of graphs enumerated in (26). Let B be the subset of objects in G`,˝˘k with at
least one non isolated deleted attachment point, and let
Ω : BÑ B : g ÞÑ g1,
where g1 is constructed from g by reversing the sign of the multiplicative weight of the deleted
attachment point with the smallest label. Then Ω is a sign-reversing involution and the complement
G`,˝˘k ´B “ v1k ˆG`,
consists of graphs with k isolated deleted attachment points. By the sign-reversing involution
Lemma,
FarpiBxqke f pxqspyq “ rrG`,˝˘k , ωa b ωe b ωsspz; c´1, λ2, λ3, . . .q
“ p´yqk ¨ rrG`, ωa b ωe b ωsspz; c´1, λ2, λ3, . . .q.
Finally by Theorem 3.12 the RHS equals p´yqk ¨ Fare f spyq as desired. 
4. The Formal and diagrammatic Legendre Transform: univariate case
This section gives an expanded treatment of the Legendre transform than that in [JKM1] in-
cluding the new result of the combinatorial proof of the quasi-involutory property of the Legendre
transform (Theorem 4.2.3). The following routine facts with be useful. If a, b P Rrrxss have com-
positional inverses, then b ˝ a does also and pb ˝ aq [-1] “ a [-1] ˝ b [-1]. Also, if λ P R is invertible then
pλaq [-1] “ a [-1]λ´1 since λ [-1] “ λ´1 (regarding λ here as product by λ). We note that compositional
inversion is involutory on Rrrxss, a property that will be seen to be inherited by the combinatorial
Legendre Transform.
It will be convenient to denote the derivative of a with respect to x by
‚
a.
4.1. An algebraic Legendre transform.
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4.1.1. Basic properties. It is necessary first to establish some of properties the combinatorial Le-
gendre Transform L shares with the (analytic) Legendre Transform L .
Definition 4.1 (Univariate Combinatorial Legendre Transform L ). If a P Rrrxss and ‚a [-1] pxq exists,
then the Combinatorial Legendre Transform of apxq is
pL aqpxq :“
ˆ
a˝ ‚a [-1]
˙
pxq ´ x¨ ‚a [-1] pxq.
The next result give necessary and sufficient conditions for L a to exist.
Proposition 4.2. apxq P Rrrxss has a Legendre transform in Rrrxss if and only if
piq rx0s ‚a pxq “ rxsapxq “ 0 and piiq rx2sapxq ‰ 0.
Proof. Let a P Rrrxss. Then, from Definition 4.1, L a exists if and only if ‚a [-1] and a˝ ‚a [-1] exist. The
first exists if and only if rx0s ‚a“ 0 and rxs ‚a‰ 0, and the second then exists if and only if rx0sa “ 0.
The proof then follows. 
The next result expresses pL aqpxq, when it exists, as an explicit series in x.
Proposition 4.3. If a P Rrrxss and ‚a [-1] pxq exists, then
‚
pL aq pxq “ ´ ‚a [-1] pxq.
Proof. We differentiate and apply the chain rule to obtain
‚
pL aq pxq “
ˆ
‚
a ˝ ‚a [-1]
˙
pxq ¨ p
‚
‚
a
[-1] pxqq ´ x ¨ p
‚
‚
a
[-1] pxqq´ ‚a [-1] pxq “ ´ ‚a [-1] pxq.

The next result shows that L is also quasi-involutory.
Lemma 4.4. If a P Rrrxss has a combinatorial Legendre Transform then pL 2aqp´xq “ apxq. That is, L is
quasi-involutory where it is defined.
Proof. We assume that a P Rrrxsshas a combinatorial Legendre Transform. Then, by Proposition 4.2,
rx0sa “ rxsa “ 0 and rx2sa ‰ 0. Thus apxq “ řkě2 akxk where ak P R for k ě 2 and a2 ‰ 0.
It is readily seen that pL aqpxq “ ´p2a2q´1x2 ` ¨ ¨ ¨, so pL 2aqpxq exists by Proposition 4.2. Then
pL 2aqp´xq “ ppL aq˝
‚
pL aq
[-1]
qp´xq ` x¨
‚
pL aq
[-1]
p´xq from Definition 4.1. But, from Proposition 4.3,
‚
pL aq
[-1]
p´xq “ p´ ‚a [-1]q
[-1]
p´xq “‚a pxq so
pL 2aqp´xq “ pL aqp‚a pxqq ` x¨ ‚a pxq “ pa˝ ‚a [-1] ˝ ‚aqpxq´ ‚a pxq ¨ p‚a [-1] ˝ ‚aqpxq ` x¨ ‚a pxq
where the latter is again from Definition 4.1. The result follows immediately. 
The next result is an immediate consequence of the quasi-involutory property.
Proposition 4.5. If a, b P Rrrxss have Legendre Transforms and L a “ L b then a “ b.
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4.1.2. An explicit expression for pL aqpxq. An explicit formal power series presentation of the combi-
natorial Legendre Transform is given in the next result.
Corollary 4.6. Suppose a P Rrrxss and L a exists, so ‚a pxq “ x ¨ hpxq and hp0q ‰ 0. Then
pL aqpyq “ ´
ÿ
kě1
1
kpk` 1q y
k`1rλk´1sh´kpλq.
Proof. From Proposition 4.2, we may assume that rx0s ‚a“ 0 and rxs ‚a‰ 0.Therefore, indeed, hp0q ‰ 0
so h is invertible. Then
‚
a
[-1] pyq “ řkě1 1k ykrtk´1sh´kptq from Corollary 2.10, and the result follows
from Proposition 4.3. 
We give an application of this explicit expression for the Legendre transform.
Example 4.7 ([JKM1, Example 6]). Let TFpyq be JT `, ωv1 b ωe b ωKpy; u, λ2, λ3, ¨ ¨ ¨ q. If u “ 1 and
λi “ pi ´ 3q! By Lemma we have that pLFqpyq “ ´TFp´yq. We can compute this transform explicitly
using Corollary 4.6.
pLFqpyq|u“1,λi“pi´3q! “ ´
ÿ
kě1
1
kpk` 1q y
k`1 “tk´1‰ p‚F ptq{tq´k ˇˇˇ
u1,λi“pi´3q!
But
‚
F ptq
ˇˇˇ
u“1,λi“pi´3q!
“ pt´ 1q logp1´ tq so
TFp´yq|u“1,λi“pi´3q! “
ř
kě1 1kpk`1q y
k`1 “tk´1‰ pt´ 1q´kplogp1´ tqq´ktk
“ ´řkě1 1kpk`1q yk`1 “t´1‰ pt´ 1q´kplogp1´ tqq´k.
Let rptq “ 1´ et. Then valprq “ 1. Thus, by the Residue Composition Theorem 2.8,“
t´1
‰ pt´ 1q´kplogp1´ tqq´k “ p´1qk “t´1‰ e´pk´1qtt´k “ ´pk´ 1qk´1pk´ 1q! ,
and we obtain that
TFpyq|u“1,λi“pi´3q! “
ÿ
ně3
pn´ 2qn´2 y
n
n!
.
4.2. A combinatorial approach to the Legendre Transform. This section proves by combinatorial
constructions (i) the relationship between trees and the combinatorial Legendre transform L , (ii)
the relation between connected graphs and edge 2-connected graphs, and (iii) the quasi-involutory
property of L .
4.2.1. The relationship between trees and L .
Definition 4.8 (The set T `). T ` Ă G` is the set of all trees with labelled 1-vertices and labelled attachment
points.
The next result establishes a connexion between the combinatorial Legendre transform L and
trees. In the statement of the result, it is necessary to allow the sum over k to start at 1. This therefore
means that there are two types of 1-vertices:
– those marked by the indeterminate y (exponential);
– those marked by the indeterminate λ1 (ordinary).
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Theorem 4.9 (Tree property of L ; [JKM1]). Let TFpyq :“ JT `, ωv1 b ωe b ωKpy; u, λ2, λ3, ¨ ¨ ¨ q where
Fpxq :“ ´u´1 x
2
2!
`
ÿ
kě2
λk
xk
k!
. Then pLFqpyq “ TFp´yq.
Proof. We shall use four additively ωv1 b ωe b ω-preserving bijections involving the set T `.
First bijection - Partition of Unity: By the Euler-Poincare´ Theorem,
(27) 1 “ ωvptq ´ ωeptq
where t is a tree. But ωvptq and ωeptq weight each tree by its number of vertices and edges,
respectively. Counting trees with respect to the first weight may be achieved by distinguishing
a single vertex in each tree in all possible ways, and similarly for edges. Written in the form
1` ωeptq “ ωvptq, the above relation (27) implies that
(28) T ` Z eBeT ` „ÝÑ
ě
kě1
vkBvkT `.
Each of the sets eBeT ` and vkBvkT ` is decomposed further, as follows.
Second bijection - Distinguished Vertex: By distinguishing a vertex of degree k,
(29) vkBvkT ` „ÝÑ vk ˝’
`Bv1T `˘ .
where ˝’ indicates that the composition is by ‘glueing’ to each of the k attachment points of vk the
open end of the unique pre-edge in each of k tree from Bv1T ` (the operator Bv1 deletes a vertex of
degree one, leaving a single attachment point).
Third bijection - Edge Deletion: The combinatorial operator e´1Bv1 deletes a v1-subobject
together with its incident pre-edge. Then
generic edge e generic edge e
subtree l subtree r
./ ./=t :=
where the two subtrees are distinguished by their vertex labels. Therefore, by deleting e, we
have Bet “ tl, ru (the order of l and r being immaterial). But
l “ e´1Bv1 l1 where l1 “ P T `,
r “ e´1Bv1r1 where r1 “ P T `.
Thus
(30) BeT ` „ÝÑU2 ˝
`
e´1Bv1T `
˘
: t ÞÑ tl, ru,
which is clearly bijective. Substituting (29) and (30) into (28) gives the additively ωv1 b ωe b ω-
preserving bijection v1Bv1T ` Z
Ţ
kě2 vk ˝
`Bv1T `˘ „ÝÑ T ` Z `e ¨ `U2 ˝ e´1Bv1T `˘˘ . Applying the
Sum, Product, Composition and Derivation Lemmas to this gives
y
BTF
By `
ÿ
kě2
λk
k!
ˆBTF
By
˙k
“ TF ` u2
ˆ
1
u
BTF
By
˙2
,
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having noted that e´1Bv1 ÞÑ u´1 BBy . Therefore TFpyq satisfies the formal partial differential equation
(31) TFpyq “ y¨
‚
TF pyq ` pF˝
‚
TFqpyq.
Fourth bijection - Cancellation: The final bijection transforms the right hand side of (31) as the
combinatorial Legendre transform of F, as follows. LetT 1,` be the subset of trees inT ` with at least
one vertex of degree at least 3. Then T 1,` “ T `´  ( . Let t P T 1,`. Then s B p q´1 ˝ Bv1 t
is obtained as follows:
t1 tk−1
k − 1
t1 tk−1
k − 1
t1 tk−1
k − 1
t1 tk−1
k − 1
k-vertex
unlabelled attachment point
t := =: s7−→ 7−→ 7−→
∂v1 (−)
−1
where s P p q´1 ˝ Bv1T 1,`.
But s may also be constructed as follows:
t1 tk−1
k − 1
unlabelled attachment point
s := =
t1 tk−1
k − 1
∈ ∂v1T
`
∂avk
unlabelled attachment point
This gives the element action of a bijection: p q´1 ˝ Bv1T 1,` „ÝÑ
Ţ
kě3 pBavkq ˝
`Bv1T `˘ .
Then, by the enumerative lemmas,
u´1
ˆ
d
dx
x2
2!
˙
˝ BBy
ˆ
TF ´ u y
2
2!
˙
“
ÿ
kě3
λk
ˆ
d
dx
xk
k!
˙
˝ ‚TF pyq
whence
´y “ BBx
˜
´u´1 x
2
2!
`
ÿ
kě3
λk
xk
k!
¸
˝ ‚TF pyq “
ˆ
‚
F ˝
‚
TF
˙
pyq,
and so
‚
TF pyq “
‚
F
r´1s
p´yq. The result now follows by substituting this expression for ‚TF pyq
into (31) using Definition 4.1 to identify the resulting right hand side as the combinatorial Legendre
transform of F. 
4.2.2. A summary of the action of L . The following diagram summarises the change of variables in
the action of the combinatorial Legendre transform:
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Fpxq
TFpyq
x ÞÑ BTFBy
L
y ÞÑ BFBx
L
where TFpyq is the generating series in y for the set of all trees inG` constructed from the constituents
specified in the Fundamental Series Fpxq and where the indeterminates x and y are related through
y ÞÑ BFBx .
Remark 4.10 (Partition of Unity). In view of the significance of (27) in the present context, we shall refer
to it as a Partition of Unity.
4.2.3. The involutory property of the combinatorial Legendre transform.
Theorem 4.11 (Quasi-involutory Property). In the notation of Theorem 4.9, pL pLFqq p´yq “ Fpyq.
Proof. For TFpyq defined in Theorem 4.9, let
(32) TpkqF :“
Bk
Byk TFpyq
ˇˇˇˇ
y“0
.
Then TpkqF is the generating series for all trees in T ` with each of its k 1-vertices deleted, but their
labels retained and no vertices of degree 2. This set of trees is to be denoted by T pkqF , and the set of
all such trees for all k is denoted by T F.
From Theorem 4.9,
`
L 2F
˘ p´yq “ pLTFq pyq “ TTFpyq where TTFpyq is the set of all pre-trees
constructed from the elements of T F regarded as subobjects. From (32), and by comparing TF with
F in Theorem 4.9, these subobjects are: a pre-edge: ´
´
Tp2qF
¯´1
; a k-pre-vertex: TpkqF for k ě 3. But
Tp2qF is the generating series for the set of all trees t in T ` but with 1-vertices deleted and their labels
retained, no 2-vertices, at least one edge, and exactly two open ends, which are labelled. Then t is
a path with only one edge, which has open ends, and so Tp2qF corresponds to a negatively weighted
anti-edge. It is represented diagrammatically by: ( )
−1−1
. An object counted by TpkqF is denoted
by one of k labelled open ends
The glueing of two objects a and b from T F is performed as follows:
a ’ b :“ a ’ ( )−1
−1
’ b “ ’ ( )−1
−1
’
“ ’ ’ ( )−1
−1
’ ’
“
−1
P T TF .
where T TF is the set of all pre-trees constructed from T F by a finite number of applications of ’.
Edges not weighted multiplicatively by ´1 are weighted multiplicatively by `1.
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Let T `˘ denote the set of all trees in T F, but with each edge weighted multiplicatively by´1 or
`1, in all possible ways. Then, under the action of ’ for objects in T F, we have
(33) T TF „ÝÑ T
`,˘
F
since an edge weighted by ´1 indicates an F-edge.
Let B be the subset of objects in T `˘ with at least one edge. Let Ω : B Ñ B : b Ñ b1 where b1 is
constructed from b by reversing the ˘ sign of the multiplicative weight on the edge of b incident
with the attachment point labelled 1. Clearly Ω is a sign-reversing involution. Moreover, T `˘´B
is the set of all pre-trees with no edges, namely,
!
p q´1 , , , . . .
)
. Thus, by the
Sign-reversing Involution Lemma,
JT `˘, ωa b ωe b ωKpy; u, λ2, λ3, . . .q “ ´u´1 y22 `ÿ
kě3
λk
yk
k!
so, from (33),
JT TF , ωa b ωe b ωKpy; u, λ2, λ3, . . .q “ ´u´1 y22 `ÿ
kě3
λk
yk
k!
,
completing the proof. 
4.2.4. The relationship between connected graphs and edge 2-connected graphs. Theorem 4.9 and Lemma 4.4
may be viewed in a more general way. Pre-vertices and pre-edges are abstract objects with the
property that an attachment point may be attached to (identified with) an open end of a pre-edge.
A pre-graph that cannot be constructed from pre-graphs by means of the ’ operation will be said
to be ’-irreducible. The pre-edge, the anti-edge and the pre-vertices will be called the ’-irreducible
constituents.
In a sense that Theorem 4.9 and Lemma 4.4 make precise, we may assert that:
– L constructs the set of all trees formed from the set of all ’-irreducible constituents.
For example, every connected graph may be uniquely decomposed into a tree of edge 2-
connected graphs. There is the following realisations of the abstract pre-vertices and pre-edges:
– abstract pre-edges: these are the edges of the tree which correspond to cut edges of the graph;
– abstract pre-vertices: these are the edge 2-connected subgraphs, together with their points
of attachment with edges of the tree as attachment points (see Example 4.15).
With this in mind, we make the following definition:
Definition 4.12 (The set G`,2´connF ). G`,2´connF is the set of all 2-edge connected graphs in G`,c with at least
one point of attachment.
The following result is now immediate from Theorem 4.9 and the above identification of pre-
edges and pre-vertices.
Theorem 4.13 (G`,2´connF and ΓF). Let ΓFpz; u, λ2, λ3, . . .q :“ JG`,2´connF , ωa b ωe b ωKpz; u, λ2, λ3, . . .q.
Then
pLWFqpzq “ ´u´1 z
2
2!
` ΓFpzq.
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Proof. Let pΓpzq :“ ´u´1 z22! ` ΓFpzq.
Claim 1: pΓpzq “ JF , ωa b ωe b ωv1 b ωv2 b ¨ ¨ ¨Kpz;´u, λ1, λ2, . . .qwhere
F :“ te´1, v1, v2, . . .u and vk :“
ě
gPG`,2´connF ,
ωapgq“k.
tgu.
Proof of Claim 1: We note that G`,2´connF “
Ţ
kě1 vk and u´1 z
2
2! “ Jte´1u, ωa b ωeKpz;´uq. Claim 1
follows. |
We show that there is a bijection between G`,cF that preserves ωv1 (labelled 1-vertices). The other
arguments are substituted by means of a compositional argument.
Claim 2: WFpyq “ JT `F , ωv1 b ωe b ωv1 b ωv2 b ¨ ¨ ¨Kpy; u, λ1, λ2, . . .q.
Proof of Claim 2: A connected graph g with labelled 1-vertices can be represented uniquely as a
tree of edge 2-connected graphs: the tree-edges are cut-edges and and the tree-vertices are:
‚ labelled 1-vertices;
‚ Edge 2-connected subgraphs of g, together with the k ě 1 points of attachment to the rest
of g.
Thus
(34) G`,cF „ÝÑ T `F ˝G
`,2´conn
F
where the multivariate composition ‘˝’ is defined by
vk ÞÑ
ě
gPG`,2´connF ,
ωapgq“k.
tgu, where k ě 1
and “ ” maps to cut-edges. The composition is well defined since attachment points of
graphs in G`,cF , and in particular those connected to cut edges, are labelled. Claim 2 follows by
taking the generating series for each side and using the multivatiate composition lemma (the
bijection is weight-preserving in ωv1 ). |
From Theorem 4.9 we have
´
L pΓF¯ pyq “ WFp´yq since, from Claim 1 it follows that pΓFpzq “JF , ωa bωeK, and from Claim 2 that WF “ TF. Then applying L to each side gives ´L 2pΓF¯ p´yq “
L pWFpyqq., so from Theorem 4.11, pΓFpyq “ L pWFq pyq, completing the proof. 
Since the proof of (16) has already been completed, this now completes the proof of Diagram (3).
4.3. Relationship between trees of connected graphs and connected graphs. In view of the
combinatorial constructions given in Section 4.2.3 and Section 3.3.5 forL and F , the combinatorial
Legendre and Fourier transforms, respectively, we now seek to relate the two constructions.
Lemma 4.14. G`WF
ˇˇˇ
T `WF
„ÝÑ G`,conn,˘F .
Proof. From Theorem 4.13, we have pLWFqp´zq “ u´1 z22! ´ΓFpzq,which we proved by constructing
a bijection
(35) T `WF
„ÝÑ G`,conn,˘F where ˘weights the cut-edges (Legendre case)
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and then used a sign-reversing involution on G`,conn,˘F to remove all cut-edges, thereby obtaining
u´1
z2
2!
´ ΓFpzq.On the other hand, from Theorem 3.19 we have
`
F eWF
˘ pzq “ eFpzq,which we proved
by finding a bijection
(36) G`WF
„ÝÑ G`,˘F where ˘weights internal edges (Fourier case)
and then used a sign-reversing involution on G`,˘F to remove all internal edges, and we obtain eFpzq.
We observe that (35) restricts to (36) under the injection T `WF Ñ G
`,conn,˘
F . See Example 4.15.
Example 4.15. We illustrate the injection between T `WF and G
`,conn,˘
F with the following example:
B
A
C D
7−→
−1
−1
−1
−1
−1
−1−1
−1C
A
B
D
∈ G`,conn,±F
The restriction is certainly injective. It is also surjective since, given a graph g P G`,conn,˘F , we
may view g as a tree of edge 2-connected graphs. Some of the edges of g will be weighted by ´1.
From the proof of Theorem 4.13, we have G`,connF „ÝÑ T `F ˝ G
`,2´conn
F , stating that a connected
graph is a tree of 2-connected graphs. Thus G`,conn,˘F „ÝÑ T `,˘F ˝G
`,2´conn
F where
– on the left, the cut-edges are weighted ˘1;
– on the right, the internal edges are weighted ˘1.
But there is also a bijection T `,˘F ˝ G
`,2´conn
F
„ÝÑ T `WF . Therefore, G
`,conn,˘
F
„ÝÑ T `WF . Thus the
restriction is surjective. 
5. Outlook
We constructed and investigated algebraic and combinatorial formulations of the Fourier and
Legendre transform. These are all-purpose methods that can be used also beyond quantum field
theory to consistently transform formal power series, with the key structural equations of the
Legendre and Fourier transforms still in place, with the advantage that one no longer needs to
assume the convergence of these power series. For our transforms, which are quasi-involutive
maps of formal power series, it would be interesting to study their computational complexity
and to investigate if they preserve certain classes of power series, such as algebraic, differentiably
finite or satisfying an algebraic differential equation [S, Ch. 6]. In this context, see also, for example,
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[JKM1, Remark 9] and the formulas in Appendix A. Our results of course also suggest further
generalization to the multivariate case and the inclusion of fermionic variables.
Further, when applied to quantum field theory, the new algebraic and combinatorial transforms
should also allow one to gain new perspectives and insights into key properties of perturbative
quantum field theory that are usually thought of in analytic terms. For example, we already
showed that the defining equation of the Legendre transform reduces to the Euler characteristic
for tree graphs, which is an entirely non-analytic and therefore robust statement. It should also be
very interesting to explore, for example, the algebraic and combinatorial origin of anomalies, since
they are normally derived from the nontrivial analytic properties of the path integral measure.
Finally, the fundamental discreteness of the purely algebraic and combinatorial transforms in-
vites an information-theoretic analysis, which might eventually also help in reformulating quantum
field theory in information-theoretic terms.
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Appendix A. Corollaries and examples of the combinatorial Fourier transform
In this appendix we give examples of the combinatorial Fourier transform. We start by giving
explicit expansions for this transform in terms of edges, loops (#edges´ #vertices) and vertices.
Corollary A.1 (edge series). Let Fpxq “ ´u´1x2{2 `řkě3 λkxk{k! and Zpyq be its Fourier transform,
then Zpyq “ řk,mě0 Zpk,mqumyk{k! where
(37) Zpk,mq “ p2m´ 1q!!
ÿ
n3,n4,...
ź
jě3
1
n j!
ˆ
λ j
j!
˙n j
~1`m´
ř
jě3 n j´k,
where the finite sum is over all finite tuples pn3,n4, . . .q of nonnegative integers satisfying the Euler relationř2m´k
jě3 j ¨ n j “ 2m´ k.
Proof. By Theorem 3.12 we have that
(38) Zpyq :“ e 1~ Fintpxq
ˇˇˇ
x ÞÑBy
e
1
2 ~uy
2
equals the generating function of graphs
(39) Zpyq “ JG`, ωa b ωv1 b ωe b ωKpx “ 1, y; u, λ2, λ3, . . .q.
Then the coefficients Zpk,mq give the generating polynomial for graphs with k 1-vertices and m
edges. Expanding the defining formula (38) for Zpyq and collecting these coefficients gives the
desired expression for Zpk,mq. 
Corollary A.2 (~ series). Let Fpxq “ ´u´1x2{2 `řkě3 λkxk{k! and Zpyq be its Fourier transform, then
Zpyq “ řkě0,ně´1 Zpk,nq~nyk{k! where
(40) Zpk,nq “
ÿ
n3,n4,...
p2n` 2k` 2ř jě3n j ´ 1q!! ź
jě3
1
n j!
ˆ
λ j
j!
˙n j
un`k`
ř
jě3 n j ,
where the finite sum is over all finite tuples pn3,n4, . . .q of nonnegative integers satisfying the Euler relationř2n`k´2
jě3 p j´ 2qn j “ 2n` k.
Proof. From (39), the coefficients Zpk,nq give the generating polynomial for graphs with k 1-vertices
and n loops. Such graphs have n` k`ř j n j edges, where n j is the number of internal j-vertices of
the graph. Expanding the defining formula (38) for Zpyq and collecting these coefficients gives the
desired expression for Zpk,mq. 
Often, the action only contains one vertex and the perturbative expansion of Zpyq is given with
respect to the power of λ and y. We include an explicit expression of this expansion.
Corollary A.3 (λ series). Let Fpxq “ ´u´1x2{2` λdxd{d! and Zpyq be its Fourier transform, then
(41) Zpyq “
ÿ
kě0,vě0
pdv` k´ 1q!! 1
v!
ˆ
λd
d!
˙v
~ppd´2qv´kq{2updv`kq{2
yk
k!
.
We compare these explicit expansions with the expansion of the Legendre transform from
[JKM1].
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Corollary A.4 ([JKM1, Cor. 3]). Let Fpxq “ ´x2{2`řně3 λnxn{n! be a formal power series and Tpyq be
its Legendre transform then Tpyq “ ´y2{2`řně3 Tpnqyn{n! where Tpnq for n ě 3 is
(42) Tpnq “
ÿ
n3,n4,...,nk
pn´ 2`
kÿ
j“3
n jq!
kź
j“3
1
n j!
ˆ
λ j
p j´ 1q!
˙n j
,
where the sum is over all finite tuples pn3, . . . ,nkq of nonnegative integers satisfying the Euler relationřk
j“3p j´ 2qn j “ n´ 2.
Proposition A.5. The series of trees and series of graphs are related by
(43) Tpyq “ r~´1s log Zpyq
Proof. The series of connected graphs is given by log Zpyq. To recover the trees we calculate the
coefficient of ~´1 from the series of connected graphs. 
As mentioned in the introduction, our new methods allow one to define the algebraic Fourier
transform, Zpyq, independently of whether or not the action is convex or convergent. In particular,
we now give explicit expressions for the algebraic Fourier transform, Zpyq, for several actions that
are non-convex or possess a finite or vanishing radius of convergence whose algebraic Legendre
transform we previously calculated in [JKM1]. For other interesting examples see Borinsky [Bo].
Example A.6 (tetravalent graphs - convex polynomial action). The action F1pxq “ ´x2{2´ x4{4! (i.e.
Fp4q “ ´1 and Fpkq “ 0 for other k) is a convex function. Using (40) one obtains
Zpyq “
ÿ
jě0
y2 j
p2 jq!
ÿ
ně´1
~n
p´1qn` jp4n` 6 j´ 1q!!
24n` jpn` jq!
Example A.7 (tetravalent graphs - non convex action). In contrast to Example A.6, the action F2pxq “
´x2{2` x4{4! (i.e. Fp4q “ 1 and Fpkq “ 0 for other k) is not a convex function. Using (40) one obtains
Zpyq “
ÿ
jě0
y2 j
p2 jq!
ÿ
ně´1
~n
p4n` 6 j´ 1q!!
24n` jpn` jq!
Example A.8 (tetravalent graphs - polynomial action with a parameter). In contrast to Example A.6,
the action F3pxq “ ´x2{2 ` λ4x4{4! (i.e. Fp4q “ λ4 and Fpkq “ 0 for other k) is not a convex function.
Using (40) one obtains
Zpyq “
ÿ
jě0
y2 j
p2 jq!
ÿ
ně´1
~nλn` j4
p4n` 6 j´ 1q!!
24n` jpn` jq!
Example A.9 (trivalent graphs - non convex polynomial action). The action F4pxq “ ´x2{2 ` x3{3!
(i.e. Fp3q “ 1 and Fpkq “ 0 for other k) is a convex function. Using (40) one obtains
Zpyq “
ÿ
kě0
yk
k!
ÿ
ně´1
~n
p6n` 4k´ 1q!!
62n`kp2n` kq! .
Borinsky [Bo, Sec. 6.2] derived the following expression for Zpyq as a composition of the constant term in y
of this same series:
Zpyq “ expppp1´ 2yq
3{2 ´ 1` 3yq{3~q
p1´ 2yq1{4 Z0
ˆ
~
p1´ 2yq3{2
˙
,
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where Z0p~q :“ ry0sZpyq “ ř8n“0 ~n p6n´1q!!62np2nq! .
Example A.10 (Nonconvex non-polynomial action convergent onR). Let us now consider an example
of a non-polynomial action, i.e., an action which possesses infinitely many different types of vertices. The
graphs for the action F5pxq “ ´x2{2 `ř8k“3 xk{k! “ ex ´ 1 ´ x ´ x2, i.e. Fpkq “ 1 for k “ 3, . . .. Using
(40) one obtains
Zpyq “
ÿ
kě0,ně´1
yk
k!
~n
ÿ
n3,n4,...
p2n` 2k` 2ř jě3n j ´ 1q!!ź
jě3
1
n j!
ˆ
1
j!
˙n j
,
where the sum is over all finite tuples pn3,n4, . . .q of nonnegative integers satisfying the Euler relationř
jě3p j´ 2qn j “ 2n` k.
Example A.11 (Nonconvex non-polynomial action, radius of convergence 1). Let us consider another
example of a non-polynomial action with radius of convergence 1. The graphs for the action F6pxq “
´x2{2`ř8k“3 xk{k “ ´ lnp1´ xq ´ x´ x2, i.e. Fpkq6 “ pk´ 1q! for k “ 3, . . .. Using (40) one obtains
Zpyq “
ÿ
kě0,ně´1
yk
k!
~n
ÿ
n3,n4,...
p2n` 2k` 2ř jě3n j ´ 1q!!ź
jě3
1
jn j n j!
,
where the sum is over all finite tuples pn3,n4, . . .q of nonnegative integers satisfying the Euler relationř
jě3p j´ 2qn j “ 2n` k.
Example A.12 (Action with zero radius of convergence). Lastly, let us consider a non-polynomial action
with zero radius of convergence. The graphs for the action F7pxq “ ´x2{2`řkě3 k!xk, i.e. Fpkq “ pk!q2 for
all k “ 3, . . .. Using (40) one obtains
Zpyq “
ÿ
kě0,ně´1
yk
k!
~n
ÿ
n3,n4,...
p2n` 2k` 2ř jě3n j ´ 1q!!ź
jě3
j!n j
n j!
,
where the sum is over all finite tuples pn3,n4, . . .q of nonnegative integers satisfying the Euler relationř
jě3p j´ 2qn j “ 2n` k.
Appendix B. A possible connection to tempered distributions
B.1. A series expansion. We consider the generalisation e
1
2 pB2y e 12 q y2 of the expression e
1
2 aB2y e 12 a´1 y2
that appears in Theorem 3.2 to determine the conditions under which it exists as a formal power
series.
Lemma B.1. Let p and q be indeterminates such that pq ‰ 1. Then
e
1
2 pB2y e
1
2 q y
2 “ 1a
1´ pq ¨ e
1
2 p1´pqq´1q y2 P Crrp, qss rryss.
Proof. It will be convenient in the proof to replace p by 2p and q by 2q. Clearly
epB
2
y eq y
2 “
ÿ
jěiě0
p2 jq2i
i! j!
piq jy2p j´iq “
ÿ
rě0
ˆ
y2
p
˙r
Br
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where
Br B
ÿ
jěr
p2 jq2 j´2r
j!p j´ rq! ppqq
r “ ppqq
r
p2rq!
ÿ
sě0
p2r` 2sq!
s!pr` sq! ppqq
s.
Observing that p2rq! “ p´1qr4rr!p´ 12 qr and p´ 12 qr`s “ p´ 12 qrp´r´ 12 qs, we have
p2r` 2sq!
p2rq!s!pr` sq! “
4s
r!s!
p´ 12 qr`s
p´ 12 qr
“ 4
s
r!
ˆ´r´ 12
s
˙
so Br “ 1r! ppqqrp1´ 4pqq´r´
1
2 , provided 4pq ‰ 1. The result now follows. 
Remark B.2. This result may be extended to the case in which p and q are Laurent series ppaq and qpaqwith
a finite number of terms with negative exponents in the indeterminate a.
B.2. The exceptional element. Let
∆p,qpyq B e 12 pB2y e 12 q y2 .
By Lemma B.1, ∆p,qpyq is not a formal power series in y if pq “ 1. Nevertheless, let us denote the
excluded object ∆a,a´1 by ∆a. It will be referred to as the exceptional element. When acted upon by
e´
1
2 cB2y (c an indeterminate), Lemma B.1 shows that ∆a has the primary property that
e´
1
2 cB2y ∆a “
c
a
a´ c ¨ e
1
2 c
´1 y2 ,
is a formal power series in y, via e´
1
2 cB2y ∆a “ ∆a´c,a´1pyq. That is, ∆a is a valid expression in the
appropriate ring of formal power series when it is acted upon by a differential operator of the form
e
1
2 cB2y . There is a loose analogy between ∆a and δpxq, where the latter is defined implicitly by the
property ż
R
f pxqδpxqdx B f p0q.
