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As the nation’s infrastructure continues to age, there is a growing need for methods
to safely inspect critical structures, often during operation. The failure of post-tensioned
anchor rods in Tainter style flood gates presented an immediate need for new inspection
capabilities for U.S. Army Corps of Engineers (USACE) managed flood control gates. In
response to this need, the Sensor Integration Branch (SIB) of The U.S. Army Engineer
Research and Develop Center (ERDC) developed the capability to non-destructively test
(NDT) both greased and grouted cylindrical steel anchor rods using higher order guided
wave ultrasonic testing. Understanding the results requires a knowledge of both guided
waves and digital signal processing in order to identify the possibility of a defect. In order
to both facilitate rapid defect identification and expanding ease-of-use of the equipment,
the research in this thesis uses a combination of the discrete wavelet transform (DWT) and
gradient boosting machine learning to build a model capable of identifying the dispersive
defect responses in the rods.

Key words: guided waves, non-destructive testing, structural health monitoring, wavelets,
machine learning
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CHAPTER 1
INTRODUCTION

Dating back to the early 1800’s, the USACE was established as a separate branch of the
U.S. Military [12]. In a world of evolving military situations and tactics, novel ideas and
protections required the brightest minds to push the boundary of what a general military
could accomplish. In this era of establishment the major threats were to the nation’s coastlines where buildings and fortifications protected the borders from outside threats while
maintaining navigable routes through the removal of hazards. The 19th century’s needs
transformed from securing the nations borders to maintaining the internal waterways of the
country. Growing infrastructure, people pioneering to the west, and recent wars showed
that controlling the rivers within the country would greatly benefit the young nation. Other
examples of the Corps evolving over time are the advent of hydroelectric power generation and major flood control starting in the early 1900’s after major flooding threatened the
Mississippi Valley. In 1933, The Oregonian newspaper [33] described the ability of man
to overcome forces of nature by saying, ”The march of progress finally has overtaken Old
Man River. The Columbia will undergo transformations, both visible and invisible, at the
hands of man.”

1

Though much has been accomplished in taming the rivers of the nation, the structures
that make it possible were built many years ago. Nothing lasts forever and how to deal
with aging infrastructure is a common theme for projects surrounding the Corps of Engineers. Complete renovations are cost prohibitive in both up front money and loss of ability
for manufacturing to traverse the nation’s navigable waterways. On a per incident basis,
key decision dictate which infrastructure takes priority in the repair cycle. These decisions
stem from engineers performing (NDT) and by sensor reports from structural health monitoring (SHM). One of the key differences between the two is that NDT typically involves
active testing while SHM involves passive monitoring. As an example of SHM, Lynch [36]
provides an overview of the use of wireless sensor’s for monitoring versus cabled solutions
which can be costly. Both NDT and SHM provide tools for performing the actions and can
be performed by trained personnel, but the information provided by the testing requires
experience and knowledge of the physics and interactions of the overall system.
This thesis deals with the USACE flood control gate called a Tainter gate and specifically the structural members that apply a compressive load to the structure through a series
of post-tensioned anchorages also known as trunnion anchor rod. This research is part of
an on-going work package to perform NDT on Tainter gate anchorages in support of determining the likelihood of anchorage failure. This method targets damage on the embedded
portions of the anchorage, which are only one part of the total system. Other entities are
performing NDT and SHM on Corps of Engineer structures. Compton [24] details his
work using Dispersive Wave NDT to obtains parameters to model the anchorage structure and provide answers for what kind of load the tendons are holding. This is important
2

because the main method for determining this before is by performing a lift-off test. A
tensile load is applied to the tendon until the anchorage moves from its anchored position.
By measuring the equal and opposite force required to move the rod, typically using a load
cell, the compressive force is determined. This method puts the operator in the direct path
of danger if the tendon is damaged and not known before pulling.
George Poiroux of the USACE Mobile district detailed the need for a solution in a
presentation showing failures around the South Eastern United States [41]. At this point
some preliminary testing of tendons using ultrasonics was being performed. The issue was
that conventional ultrasonics are not able to propagate the distance required to inspect the
full span of the tendons, up to 80 ft.
Guided waves have a history in NDT and SHM not limited to USACE facilities. Joseph
Rose, one of the premier guided waves experts, provides an overview of some of the ways
SHM and NDT utilize guided waves for long-range inspections [44]. While a bit dated,
the physics and possibilities hold true and the technology needed to execute the testing
has not changed much. The biggest update since then is the ability to model the structure
with more computing power in order to determine the optimal wave modes necessary for
the ultrasonic waves to propagate. Examples of structures that are possible to test are
lap-splices on aircrafts, railways, ship hulls, and pipelines. Some of these structures are
possible to test using traditional bulk wave ultrasonics but require testing many small areas
while guided waves can test the entire structure from one position.
A team out of Imperial College London presents a method for using guided waves
for the inspection of grouted tendons and bolts [19]. The ERDC guided wave research
3

uses the ideas from this as a stepping stone for the trunnion anchor rod problem. Both
problems involve overcoming the attenuation of the acoustic energy into the surrounding
medium. Many guided wave problems involve structures that are free or open-air where
the specimen is not embedded in an attenuating medium. The material surrounding the
trunnion anchor rods provide a barrier between moisture intrusion which could lead to
corrosion and failure. Beard’s results show that using higher-order guided wave modes
reduce the effects of the surrounding medium at the cost of having less resolution at the
surface of the specimen. The application of higher order modes defines the ERDC guided
wave system as it currently stands in order to propagate the distance of the post-tensioned
rods.
Wavelets are a proven tool for filtering, noise reduction, compression, computer imaging, and many other digital signal processing needs. For the case of guided wave signal
processing, wavelets have been shown to be useful for helping with the identification of
defects. Silva et al. [14] show that wavelets help in the identification of heavy organic materials and other dissolved solids. Here the signals are iterated through the discrete wavelet
transform (DWT) and broken down into detail and approximation coefficients. A reduction
in energy within the detail coefficients relates to the presence of solids within the test specimen. Lyutak [37] examines using the DWT as a method for a more generalized approach
of signal processing. The main take away from his research shows that the Daubechies-10
provides the best response for his results.
The wavelet transform has been used by researchers to not only aid in noise reduction
in guided waves but also as a preprocessing step before training classifiers. Zhang et al.
4

[51] use the wavelet transform as a step before using a probabilistic neural network by performing denoising and envelope extraction. Hosseinabadi’s et al. [34] approach involves
creating a multiple-input multiple-output fixed grid wavelet network for the detection of
structural damage. This algorithm shows the ability to not only identify damage but also
the severity.
An article by Taspinar [47] introduced the idea of using the DWT sub-band feature extraction method as the classification metric for creating the machine learning model. The
information provided seemed like it would fit as a feature extraction method for guided
wave data. While the DWT is a powerful tool for analyzing the frequency content of a
signal, it falls apart for non-stationary waveforms. Some features can be extracted using
the Fourier Transform such as peak amplitude and frequency and be used as the input into
a classifier though. The caveat is that Taspinar says that this only works for signals that are
not dynamic or in other words, the information is present across the entire time-series spectrum. The short time Fourier transform (STFT) solves the issue of frequencies changing
overtime but falls apart in terms of resolution. The transform contains methods adjusting
the resolution in either the time or frequency but can not provide precise information in
both. The guided wave problem needs both which is where the DWT excels.
Without the research by colleagues at ERDC and bringing me on to be apart of it, this
work would not be possible. James Evans and Rick Haskins lead the research and development of the technology for performing guided wave testing on Tainter gate trunnion anchor
rods. Their efforts will be discussed further chapter 2. I was brought in after the initial research effort for how the testing should be done to minimize the amount of equipment
5

needed to perform and package it into a field portable system. My efforts include writing
the complete control software, designing the signal conditioning circuitry to condition the
signal to the proper level and generate the amplifier gate signal, and the collection of all
current guided wave results within the current database across multiple installations. This
effort is on-going and evolving.
The work herein details the work done to simplify the data processing portion of the
trunnion rod guided wave results through the use of a trained machine learning gradient
boosting model based upon known end-of-rod reflections of the guided wave responses.
The dispersive nature of the phase velocities contained within the guided wave packet creates an opportunity to train the model based upon the difference in time of arrival based on
frequency. Through the use of the DWT and multiresolutional analysis (MRA) the signal
is decomposed into multiple band-passed scaled that relate to frequency. By decomposing
the signal into discrete scales using the DWT, the feature space is multiplied by the number
of decomposition levels.
The study will be organized in the following manner:
1. Tainter gate structures and the purpose of trunnion anchor rods
2. ERDC’s guided wave test system and how the field testing and data collection is
performed
3. Background information on guided wave ultrasonics
4. Background information on wavelets and the multi-resolutional discrete wavelet
transform
5. Background information on gradient boosting machine learning
6. How the pieces come together
7. An explanation of the data used to build the model
8. The results of using the model
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CHAPTER 2
BACKGROUND

2.1

Tainter Gates
As a form of flood control and water level management, Tainter gates are one of the

most economical choices when compared to other crest gates. A semi-circular plate is
mounted on radial arms that rotate on anchors mounted to concrete pierings. In order to
control the water level, the radial structure rotates up and down either through the use
of cabling or hydraulic lifting where the rate of discharge is controlled by the height of
individual gates and the number of gates relieving water. The reservoirs or rivers that
the structures are on are kept low to increase the overall flood storage capacity and limit
the effects of high outflows of water downstream. The overall simplicity of the structure
lead to the design being used for decades and continuing to be used. EM 1110-2-2702 [48]
details the design requirements for Tainter gate structures along with the reasons why older
structure design is no longer favorable. This document also provides design characteristics
along with materials used. An example of a seven gate structure is shown in Figure 2.11
1

Image from https://www.youtube.com/watch?v=ePXYRr1NasM
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Figure 2.1
Tainter gate structure.

2.1.1

Design

The design of a Tainter gate consists of a radial skin plate connected to the surrounding
piering by strut arms extending from the trunnion anchorage. A simplified drawing of a
fully open and fully closed gate with labeled components is shown in Figure 2.2[48]. The
left side of the drawing represents the upstream side or reservoir while the right side is for
the downstream component. Depending on the rate by which water needs to be removed,
the gate lifts in a circular fashion rotating around an axis defined at the trunnion pin. The
simplicity of the design provides several advantages and disadvantages when compared
to other spillway gates. The shape provides an efficient transfer of hydrostatic load but
requires a larger supporting structure on the downstream side of the dam. Standard J-bulb
seals are used instead of gate slots. This reduces the amount of debris build up on the
upstream. On the other hand the strut arms must be long in order to allow an open gate to
clear the water surface profile.
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Figure 2.2
Parts of a Tainter gate.

The concrete structure acts as the anchoring point for the gate through the trunnion
by which the gate rotates and is held in place. One aspect of concrete is that while it
can withstand a large compressive load, it does not have much tensile strength. With
the amount of hydro-static load on the upstream side of the gate, the concrete must be
reinforced through the trunnion into the concrete. Typical installation use post-tensioned
anchors that span the piering to reinforce the concrete and anchor the gate. By applying
a compressive load to the structure, the concrete is able to withstand greater tensile forces
and resist cracking, spalling, or complete failure.
Figure 2.3[48] provides a look at the anchorage structure as a whole. The tendons
consist of two ends referred to as the live and dead ends. The dead end contains a bearing
plate that is embedded dozens of feet into the concrete. From the dead end extending out
9

of the structure, the steel locks off at the live end where the post-tensioning happens. The
length of rod that spans the structure from the live to the dead end is encapsulated in a
corrosion preventive layer, grease or grout, that is further surrounded by a sleeve. The
sleeve’s material is commonly made from a galvanized ferrous metel such as schedule
40 piping or the plastic polyethylene [48]. Grease or grout is pumped in from the live
end, though there is not a guarantee the corrossion preventative fully shrouds the tendon
throughout the full length.

Figure 2.3
Tainter piering.

After a large tensile load is applied to the steel tendons, the tendon locks in place
using a grip nut much like is seen in Figure 2.4[24]. The grip nut bears the force at the
10

base plate of the tendon’s entrance point. It consists of two portions that when used in
tandem are able to within the large force pulling on the rods. The internal insert contains
a series of teeth that bite into the steel of the rod in grip it. The outer portion contains a
matching set of threads as the insert. When a load is applied, the insert is pulled further
into the nut which further applies a greater and greater gripping strength to the rod. This
mechanical connection is enough to hold tension on the rod for many years and with proper
maintenance indefinitely.

Figure 2.4
Grip nut.

The tendons are typically organized in bundles of evenly spaced rows and columns
with two of these bundles on the pierings, one on either side of the gate. A small area
under each bundle contains an area where a compressible material prevents the transfer
of stress [48]. By preventing the transfer of stress, this system further increases structural
performance. While this work focuses on solid tendons between 30 and 60 ft. other types
11

of post-tensioned anchorages exist for Tainter gate structures. Multi-strand cables are an
option but must meet the standards defined in ASTM A416 [18] with a strength of at least
270 kilopounds per square inch (ksi). The solid tendons must have a strength of at least
150 ksi and meet ASTM A722 [17]. Solid tendons are the preferred anchorage due to their
resistance to stress corrosion. Typical loading conditions for solid tendons call for tension
and lock-off to be between 80-120 one thousand pounds-force (kips) depending on the dam
[24].
The system is capable of transferring large hydrostatic loads from the upstream side of
the dam and distributing it through the concrete structure. A summary of the components
compromising the anchoring system are shown together in Figure 2.5.

Figure 2.5
Complete anchorage system.
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2.1.2

Post-Tensioned Anchorage Failure

While relatively simple in the overall design, many components must maintain proper
working condition in order to maintain structural integrity. Redundancies such as the number of gates and the number of anchors supporting the structure guarantee that operations
continue even if minor failures happen. Maintaining attention with the trunnion anchor
rods, Poiroux [41] presented findings from West Point Dam and R.F. Henry that are apart
of the USACE Mobile District’s inventory. From these two sites, the first recorded anchor rod breakage happened in 1994 and rods have continued to break since. These breaks
either happen violently which causes ejection either to or through the metal cover boxes
or happen in place where tension is lost but the break goes unnoticed. An example like
this was seen at Lock and Dam 4 in Charleroi, PA, where visual inspection did not indicate breakage but testing did. Examples of violent breaks are shown in Figure 2.6 and
Figure 2.7.
The most popular theory for the cause of failure is hydrogen embrittlement within the
steel. When hydrogen penetrates the steel, it causes a reduction in the ductility of the steel
[6]. While not fully understood, it reduces the overall loading capacity of the steel by the
inserted hydrogen bonding to the crystalline structure of the steel grain. Bubbles form and
exert internal pressure on the steel. With enough pressure comes an overall reduction in
load capacity [7]. In a 2013 report, Evans [28], a researcher developing methods for testing post-tensioned anchorages, mentions that future work would be performed to try and
induce hydrogen into steel and run it through a series of cyclical loading tests to create
fatigue cracks caused by premature load failure. This experiment was ultimately unsuc13

Figure 2.6
Multiple failures on one pier.

cessful when the attempts made from this did not result in the ability to induce hydrogen
into the steel. Literature indicates that hydrogen embrittlement can occur as a result of hydrogen located within the bulk of the alloy during the application of a load called internal
hydrogen embrittlement. External forces can also lead to embrittlement by exposing the
alloy under load to an environment that contains an excess of hydrogen. This is called external hydrogen embrittlement. Sources of hydrogen embrittlement have been encountered
in the making of steel, in processing plants, in welding, in the storage or containment of
hydrogen gas, and related to hydrogen as a contaminant in the environment, which is often
14

Figure 2.7
Failures on unrelated piers.

a byproduct of general corrosion. Hydrogen may be produced by corrosion reactions such
as rusting, cathodic protection, and electroplating [6]. The surrounding pipe structure and
corrosion preventative layer help prevent this but voids in the cavity expose the steel. Other
types of cracking such as fatigue cracking are not a concern due to the low number of load
cycles and primarily static loading [48].

2.1.3

Call for Proposals

The Coastal Hydraulic Laboratory (CHL) of ERDC puts on an annual event known
as the Navigation and Flood Risk Management Research Area Review Groups (RARG)
where all USACE districts and divisions are invited to attend. In an interview with Eddie
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Wiggins, current Technical Director of NavSys at ERDC, Carol Coleman [23] reported the
following detailing what the RARG is.
The RARG is a key cornerstone of the present Corps civil works research
and development process, and it serves as a technical link between our Corps
research and practitioner communities. The RARG provides ERDC an opportunity to understand perspectives from Corps policy and practicing offices
regarding challenges routinely faced as the Corps works now and into the future to deliver the mission. With these perspectives, RARG attendees prioritize statements of need, the first decision step to shape civil works research,
development and technology investments. Additionally, interaction between
the RARG and ERDC researchers helps build and sustain relationships.

Through the RARG, the need for a method to inspect post-tensioned anchorages arose
since the technology did not exist. A work package was developed by James Evans and
Rick Haskins to develop the capabilities to non-destructively inspect tendon’s for microcracking and other defects. The culmination of the work resulted in the use of higher
order ultrasonic guided waves with a single transducer mounted to the end of the tendon.
The higher order modes leak into the surrounding medium at a lower rate which means
that more energy is able to traverse the long distances required where standard bulk wave
ultrasonic testing fails. The original work package ended with the current technologies
and physics explored, the equipment needed determined, and a test bed that supports fullscale embedded tendons built. Following this end, a new program began for packaging the
laboratory equipment into a system used for testing on location in areas not conducive for
costly laboratory equipment.
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2.2

Guided Wave Test System
Technology transfer of intellectual property is the cornerstone of research at the ERDC.

This means the ultimate step in the research process involves creating a product that industrial partners recreate and put in a reproducible package. ERDC’s mission is not to build
and deploy equipment but to develop the technology through research. Part of process requires extensive laboratory testing, field testing, and redesigns in order to flush out ideas
that do not work or discover criteria not originally realized. This section discusses the infrastructure in support of the original work package mentioned in Section 2.1.3 along with
the hardware that developed from it. Further details are discussed on the data collection
process and the methods behind the signal processing effort presented in the results.

2.2.1

Ted Bed

A test bed capable of replicating conditions seen in the field was built at the ERDC
campus. The design allows for full-scale conditions including four rod ports measuring 56
ft. The materials used for the ports include 2 in. schedule-40 pipe and PVC that extends
the full length. The rod diameter chosen is 1 14 in. with the total length being 60 ft. The
anti-corrosion medium used to encase the rod is grease. Access ports and sensors were
embedded in the original design though they are no longer used [27]. The construction
process along with the final product are shown in Figure 2.8 and Figure 2.9.
The finished product in Figure 2.9 was captured from the dead-end of the anchorage.
Typically this side of the structure would be embedded in the concrete and inaccessible.
The far end of the test bed represents the live end and contains a tent along with a portable
17

Figure 2.8
ERDC post-tensioned anchor test bed construction.

Figure 2.9
ERDC post-tensioned anchor test bed.
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HVAC system to maintain a consistent climate. The ability to tension the rods exists at the
test bed, but early work by Evans and Haskins determined that tension did not effect the
guided wave results besides slightly extending the acoustic travel time. In consideration
for the safety of personnel working on this project and people walking past the test bed,
the rods remain untensioned.

2.2.2

Test System

As previously discussed, the research effort began from a statement of need from the
RARG as a means to develop the methodology for performing NDT on Tainter gate posttensioned trunnion anchor rods along with a prototype system for performing the testing
at USACE sites. The work package spans publications by James Evans, Richard Haskins,
Joseph Padula, and Jason Ray in [28][25][26][27][29][43]. Before the minimization of
hardware and packaging to be truly field portable, laboratory grade equipment and an onsite test verified the hypothesis of using guides waves along with the parameters needed to
successfully propagate the rod distance.
The test bed provided the means for rapid prototyping and feasibility studies, but in
order to show the possibility for testing a large number of rods on site the equipment had
to be transported to a site and the testing performed on a large sampling of rods. In 2013
two ERDC employees, Rick Haskins and Ken Switzer [25] deployed to Greenup Locks
and Dam with the laboratory grade equipment. Located in Greenup, Kentucky, on the
Ohio River, Greenup Locks and Dam contains two locks for passing river traffic and nine
Tainter gates for river level control. The rods here are a smaller diameter than the ones
19

at the ERDC test bed, 1 18 in., and longer, around 80 ft. The size of the equipment proved
to be the limiting factor for getting close to the rods. The longer the transmission cable
between the duplexer and the transducer, the more signal loss and noise are added to the
results. This distance required additional amplification to overcome these losses.

2.2.2.1

Field Portable Test System

The challenges identified from testing at Greenup Locks and Dam led to a work package that would take the information obtained for how to best test in the field and apply it
to creating a smaller more field portable test system. Originally tasked with creating the
software needed to control the components, plot responses, and save data, my work quickly
became more than the original scope. As it stands today, I am responsible for the software,
hardware, sponsor interfacing, field testing, data storage, and post processing.
In order to recreate what the laboratory grade equipment provides, a minimum list of
requirements created the scope of work to start the selection process.
• High Frequency Waveform Generator
• Signal Conditioning
• High Gain Amplifier
• Duplexer
• Preamplifer
• Variable Gain Amplifier
• USB Oscilloscope
• Computer for Control and Data Storage
Herein this list describes the culmination of this effort and is part of a current patent
application submitted by Evan, Haskins, and Ray [29].
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Starting from the top of the list, the initial choice for a high frequency generator was the
Analog Devices AD5932. Featuring a high frequency 10-bit DAC capable of outputting
a signal up to 25 MHz, this integrated circuit (IC) seemed like an adequate choice. The
AD5932 datasheet [15] mentioned the capability of operating in a burst-and-listen mode.
This means that a user defined frequency would be generated for a specific number of
cycles and wait for the next command to generate further waveform. The next waveform
is not confined to using the same parameters. Another feature, though not needed for
this application, automatically increases the burst frequency once the previous specified
cycle count completes. Through this functionality a chirp signal could be generated given
enough frequency steps.
This information was obtained from the original datasheet for the AD5932. Through
testing and eventual revisions to the datasheet, it was discovered that the AD5932 does
not actually support a burst-and-listen mode. Instead the device continually free-runs until
shutdown once triggered. This lead to finding a sister product, the AD5930 [16]. Boasting
similar specs, the AD5930’s datasheet confirms that it does have the ability for burst-andlisten. There are two modes of operation for the AD5930, continuous and burst modes.
Figure 2.10 shows a time domain representation of both. With the number of step-changes
set to zero then the AD5930 remains quiet following the generation of the waveform.
The high power amplifier requires a 1V Pk-Pk sinusoidal signal in order to achieve
maximum output. The signal generated from the AD5930 reaches between 0.55V and
0.57V Pk-Pk with a DC bias between 0.044V and 0.046V. To obtain the required 1V Pk-Pk
some minor amplification is performed on a custom signal conditioning board. This board
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Figure 2.10
Continuous mode vs. burst mode.

would be required even if the amplification stage was not present. Not only does the high
power amplifier expect a 1V Pk-Pk signal but in order to achieve such high power pulses
and not overheat, a strict duty cycle of 0.1%. The duty cycle is adhered to by requiring the
pulse to be gated which means the amplifier would only be on when the signal is present.
This signal conditioning board uses the burst signal to generate this gate as a TLL signal
that remains high as long as the number of burst waveforms have not completed.
This TTL signal and the amplified burst signal are fed into the high power amplifier, a
RITEC, INC GA-2500A. The high power amplifiers role is to take a small signal generated
from an integrated circuit as the input and output a signal that is up to 60dB greater and
enough to excite the piezo-element in the ultrasonic transducer enough that the acoustic
wave propagates enough distance. As previously mentioned, the amplifier must maintain

22

Figure 2.11
Signal conditioning circuitry.

a duty cycle of no more than 0.1%, so besides the burst waveform the TTL signal is fed in
as a gate signal where as long as it is high the input signal is amplified.
In order to operate in a burst-and-listen or pulse-echo mode, the same transducer is
required to both generate the acoustic burst and receive the acoustic response from reflections. A duplexer achieves this by only allowing the input of the duplexer to be exposed to
the output where the transducer sits. Acoustic reflections that reach the transducer transmit
back to duplexer where the previous output is now the input that only allows the signal to
travel to the receiver side of the duplexer without traveling back through the initial input.
The device used to achieve this is also made by RITEC, INC, the RDX-6, though it is listed
as a diplexer. This model is shown in Figure 2.12
Due to the attenuation in the acoustic signal from the steel and ultrasonic leakage into
the surrounding corrosion preventive layer, be it grease or grout, the voltage from the
response is amplified to a level that begins to maximize the dynamic range. The amplifier
chosen for this task is a Femto HVA-10M-60-F, shown in Figure 2.13. This amplifier is
selectable for either 40 dB or 60 dB amplification with the input either AC or DC coupled.
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Figure 2.12
RDX-6 duplexer.

For most test scenarios setting the amplifier for an AC coupled input with an amplification
of 40 dB allows a 40-60 ft. end-of-rod reflection to be close to the rails of the oscilloscope’s
ADC when the output of the power amplifier is maximized for the transducer. A trimmer
on the output allows for minor changes to the DC bias on the output but this is unnecessary
with the input being AC coupled.
The attenuative properties of the rods make targeting specific distances difficult due to
signals arriving earlier in time having a higher amplitude than ones later with all variables
held constant. The AD8336 variable gain amplifier (VGA) is a linear in dB amplifier where
depending on the control signal voltage amplifies the input signal a specific amount. More
work needs to be done to determine the optimum control signal but for now a generalized
logistic function creates an almost infinite number of possibilities.
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Figure 2.13
Femto amplifier.

Y (t) = A +

K −A
1

(1 + Qe−B(t−M ) ) v

(2.1)

This function creates a sigmoid-like curve capable of varying the upper and lower
asymptote, the rate of growth, and the point at which the growth begins.
• A: Lower Asymptote, Defaults to -600 mV or -14 dB
• K: Upper Asymptote, Defaults to 600 mV or +60 dB
• B: Growth Rate, Defaults to 0.0003. Not currently adjusted for meaningful values.
• Q: Related to Y (0), Set to 1
• v: Affects which asymptote maximum growth occurs, set to 1
• M: Temporal position where the function crosses the midpoint, Defaults to 25000
The units for A, K, and M have been translated from the generalized logistic function to
allow inputs related to the true values of the arbitrary waveform generator’s (AWG) output
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used to control the AD8336. The user input within the GUI for M relates to the number of
samples on the output waveform and not an actual temporal position. Future revisions of
the software will translate this variable to allow user input to define a millisecond position
for the midpoint crossing that scales for longer or shorter capture times. The other variables
B, Q, and v remain the typical values for the generalized logistic function. Q and v are not
given as an option to adjust, while the rise time, B, is currently unit-less and requires trial
and error to adjust. By default the value is 0.0003 and making the number larger will
decrease the amount of time it takes to go from asymptote to the other. Typical values used
in the field range from 0.001 to 0.0003.
The AD8336 defines the absolute limits of the lower and upper asymptotes since these
values represent the lower and upper levels of gain from the AD8836. The AD8336 can be
used within the specified gain range of -14 dB to +60 dB by selecting an internal preamplifier gain between 6 dB and 26 dB and choosing appropriate feedback resistors. The total
gain range must be 60 dB, for example the nominal preamplifier gain of 4x, the overall
gain range is -14 db to 46 dB. This nominal gain range out of the box is how the asymptotes are defined for the absolute limits. Any values within this range are possible if the
appropriate values are set within equation 2.1. A demonstration of the various waveforms
that are possible are shown in Figure 2.14, Figure 2.15, Figure 2.16, and Figure 2.17.
By default the VGA starts at the maximum attenuation point of -14 db and ends at the
maximum gain point of 46 db crossing the midpoint gain of 16 db halfway through the
capture time, Figure 2.14. These default values are rarely used, mostly due to the extreme
attenuation on the front-end of the signal. How fast the signal swings is also arbitrary and is
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Figure 2.14
Default settings for the VGA.

set to a value that increases over the full span of the capture. Studies are planned to quantify
how fast the signals attenuate in both a greased and grouted condition for various rod
diameters. For a typical test, starting the gain at 0 db attenuation and maintaining that point
until the first end of rod reflection has been the current field operation. A starting voltage
on the VGA of -67 mV has been found to be roughly equivalent to 0 db. Maintaining a
specific gain is possible by settings both the starting and stopping voltage to the same value.
Once the attenuation rates are quantified the gain model will define the rate of amplification
in order to maintain the same dynamic range throughout the test. For now, the effects of

27

changing the rise time of the signal are seen in Figure 2.15. By increasing the rise time
field of the control software, in this case 0.0003 to 0.001.

Figure 2.15
Increased rise time on the VGA.

In Figure 2.16 the midpoint-crossing point is shifted further in time. With a 30 msec
capture time, a value of 40,000 sets the midpoint-crossing to almost 25 msec vs. the default
15 msec.
As it was mentioned, a lower asymptote of -600 mV is rarely used. The resultant control
signal in Figure 2.17 show the effects of changing the lower asymptote to 0 mV.
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Figure 2.16
Temporal shift in rise point.

The waveform looks the same except now the starting point is 0 mV, and the midpointcrossing is at 300 mV instead of the original 0 mV.
The last stage in acquisition is the USB oscilloscope. Featuring 16-bit sampling at a
rate of 62.5 MHz, the PicoScope 5244B handles high speed acquisition needed for sampling the guided wave response. Sampling begins once the gate signal for the GA2500-A
generates. Any immediate reflections from the rods are captured though due to the amount
of amplification on the receiver side, the responses clip the ADC on the PicoScope which
is limited to 10 V. As previously mentioned the AD8336 requires a control signal to moderate the gain of the VGA. The PicoScope 5244B’s other feature is an on-board AWG.
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Figure 2.17
Change in scaling levels.

Any waveshape that fits within the internal array of the oscilloscope is possible and if multiple cycles are needed the output can be duplicated. The software handles creating an
appropriately sized array for the PicoScope to generate the generalized logistic function.
A summary of the described components is illustrated within a process map, Figure 2.18, that details the signal flow within the system setting the parameters in the software, to the signal generation, signal amplification, excitation of the transducer, reflection
amplification, and data storage.
The system components fit within a Pelican 1620 case to withstand wear and tear from
the field. While designed to be field transportable, the system does not always arrive on
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Figure 2.18
System process map of guided wave test system hardware.

site through shipping in working order. These issues are resolved in the current revision
and will be discussed later. The system that has to date been used for field experiments is
shown in Figure 2.19.
The high power amplifier sits within a custom lid (not shown) with the rest of the internals
mounted in the bottom of the Pelican 1620 case, Figure 2.20.

2.3

Data Collection Procedure
Through the reimbursable effort of the guided wave NDT, the portable test system has

been fielded across the United States. To date the system has been used at West Point Dam,
Charleroi Locks and Dam, The Dalles, Wilson Locks and Dam, and several sites as part
31

Figure 2.19
Guided wave test system.

Figure 2.20
Guided wave test system.

of the California Department of Water Resources including Oroville Dam, Pyramid Dam,
and the Thermalito Bypass Gate. Data collection with the portable test system began in
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2016 at West Point Dam. This was the first fielding of the portable system outside of the
ERDC test bed. West Point Dam is a site that had been tested in the past with other NDT
methods due to previous rod losses. Coming into testing these rods, there were 5 known to
be broken out of 376 [43]. This fielding was in support of a private contractor performing
lift-off testing on a sampling of rods in order to determine the current tensile load. ERDC’s
mission here was to use the guided wave system to inspect the rods before the contractor
performs lift-off in order to verify that the rods were not compromised.
Each sites poses a challenge with access, weather, rod diameter, and rod condition. EM
1110-2-2702 does not specify a diameter for the anchor rods. To date the diameters of the
rods tested have been 1 81 in., 1 14 in., 1 83 in., or the anomalous case of The Dalles where the
rods were rectangular. The smaller diameter rods pose the largest challenge as the smaller
the rods get the higher the attenuation rate. Haskins [25] calculates that the 14 in. difference
between the 1 14 in. and 1 18 in. rod relates to a tripling in the energy loss. Typical 1 41 in.
rods exhibit a loss of 0.2 db/ft while the 1 81 in. show a loss of 0.6 db/ft.

2.3.1

Rod Condition

Condition of the exposed end of the tendon provides a challenge that can not be overcomes through signal conditioning or post-processing. It was found during the initial research effort that optimum coupling occurs when a large-diameter transducer is mounted to
the exposed tendon on the flat end. Typical anchor installation at the time of construction
involves torch cutting the tendon ends to remove excess length. The torch cutting pro-
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cess create rod ends not suitable for transducer coupling. The figures below show results
captured from the field of different rod conditions.

Figure 2.21
Torch cut rod end.

Figure 2.21 is an example of a rod from Charleroi Locks and Dam where the original
torch cut ends remain. The uneven surface and angle of cuts creates voids that a coupling
medium will not be sufficient to overcome. Haskins explains that due to Snell’s law, a
thicker layer of couplant creates an acoustical mismatch and scattering. A thin film of
couplant such as petroleum grease or water can typically be ignored.
Coming one step closer to a more suitable specimen, the rod end in Figure 2.22 contains
minor pitting. The best scenario is one where the rod ends have been polished. These are
rare and are indicative of previous NDT efforts. While a layer of NO-OX grease remains,
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Figure 2.22
Minor pitting.

the rod end in Figure 2.23 provides the optimum coupling surface. Only a thin layer of
grease is required to couple the transducer to the member.
Going from a torch cut rod end to a polished one poses issues. First and foremost,
most operations do not want their rod ends compromised in any way for multiple reasons.
Any vibrations in the rod and added torque to the system could cause slippage in the anchor
wedges. This could cause a loss of tension or ejection of the tendon if the anchor is cracked.
Two methods of minimizing the vibrations and torque were explored, a portable bandsaw
and an angle grinder.
The surface cut of the portable bandsaw provides the least added disturbance to the
system while providing a nearly flat and orthogonal surface. Blade teeth geometry, construction, tension, and speed all influence the final result with scalloping being observed
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Figure 2.23
Polished rod end.

from experiments. The angle grinder, while faster, requires more human interaction in order to keep the cut surface orthogonal without producing beveled edges. Overall the angle
grinder does a worse job than the portable bandsaw.
As it was stated, most sites do not want the tendons disturbed in any manner so physically altering the geometry of the ends is out of the question. Due to this stipulation, further
investigations led to creating a smooth surface by casting a metal surface to the end of the
tendon. Through the use of Field’s metal, an alloy of bismuth, indium, and tin, the end of
the tendon can be quickly cast since field’s metal has a low melting point of 62 ◦ C. The
resulting ingot contains a smooth surface for the transducer to couple with and a rough
surface that matches the geometry of the tendon end as shown in Figure 2.24. Applying
a couplant on both sides of the casting before clamping the transducer leads to the least
amount of destructive interference from acoustic impedance mismatch.
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Figure 2.24
Both surfaces of field’s metal casting.

2.3.2

Test Procedure

Whether the transducer mounts straight to the end of the anchor rod or to a field’s metal
casting, compression from a 3-way edging clamp keep the transducer in place without
worry of loss of contact while testing, Figure 2.25.

Figure 2.25
Transducer mounted to tendon.
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With the transducer mounted to the exposed rod tendon, the high power acoustic wave
travels through the rod. If a defect is found the wave reflects off the defect surface. If the
acoustic wave is able to propagate the entire distance then the wave will reflect on the dead
end of the tendon. This is shown in Figure 2.26

Transmit
Receive Defect

Receive Rod End

Figure 2.26
Guided wave propogation.

Reducing noise in the response is done by averaging the results across multiple tests.
The software controls this process but maintaining contact at the same position is required
due to the construction of the transducer. Typical transducers have a somewhat bell shaped
response caused by the outer diameter being attached to the housing. Averaging the results
reduces non-stationary noise while not affected the stationary response of the guided wave
reflections.
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Figure 2.18 shows the process from signal parameter setup, signal generation, transducer excitation, to capturing the returns. What is not shown is how the parameters for
testing are determined. These include the testing frequency, number of averages, number
of sinusoidal cycles, and the VGA gain settings. The number of averages and the number
of sinusoidal cycles typically remains the same with 100 of each. These means that an
ultrasonic sinusoidal burst of 100 cycles is injected into the rod 100 separate times with the
average of the resultant signal being saved.
The biggest change between rods are the slight geometric differences from rod to rod
which affect wave guide and thus the guided wave modes. This slight changes shift the
modes in the frequency spectrum that lead to a more attenuated signal. To alleviate this
effect, the software has a built in ’Scan Mode’. An upper and lower frequency limit determine the range that the scan is performed while the frequency interval dictates what step
the frequency is increased between each test. A gate is set at a specific distance or time
interval where the first end-of-rod reflection should appear. The gated reflection’s energy
is saved as a key-value pair with the frequency that was tested at. After the range of frequencies is tested, a resulting plot of the key-value pairs is plotted in what is internally
named the ’Finger Plot’. An example of this is shown in Figure 2.27 [25]. Other factors
such as bending in the tendon, sleeve contact with the surrounding piping, and poor dead
end surface cuts all come into play with determining how the guided waves set up and at
what frequency mode they are best able to propagate.
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Figure 2.27
Fingers plot for determining test frequency.

2.4

Ultrasonic Guided Waves
Guided wave ultrasonics have gained popularity over the years for the ability to non-

destructively test for defects in a variety of structures that create a wave guide for the
acoustics to travel. Compared to traditional ultrasonic bulk wave test, guided waves utilize
the geometry of the structure such as plates, rods, and pipes. Bulk wave propagation refers
to a scenario where the ultrasonic waves are not bounded and are able to propagate in all
directions without interference. Another key difference is the ability to perform testing
from a single point instead of needing to scan the entire structure. Guided wave excitation
generates from a single point and characterizes the entire length of the structure. Realis40

tically the material being scanned and the material surrounding the specimen attenuates
the signal. Bulk wave scans require moving the transducer from point to point in order
to investigate the specimen. For embedded structures this is often an impossibility when
only a portion of the structure is exposed. As discussed in Chapter 2.1, the post-tensioned
anchorages for the Tainter gates are embedded within concrete surrounded in a protective
sleeve with either a grease or grout corrosion preventative layer. A small portion of the
exposed end is accessible. Table 2.1 differentiates some of the key differences between
bulk wave ultrasonic testing and guided wave ultrasonic testing.
Table 2.1
Characteristics of bulk vs. guided ultrasonic waves.
Bulk
Phase Velocity Constant
Group Velocity Same as Phase Velocity
Pulse Shape
Nondispersive
Test Speed
Slow
Reliability
Can Miss Points

2.4.1

Guided
Function of Frequency
Generally Not Equal To Phase Velocity
Generally Dispersive
Quick
More Reliable

Ultrasonic Testing Basics

In order to understand how guided waves are formed within the wave guide, an understanding of ultrasonic wave propagation and dispersion is needed. Spanning a range
from 20 kHz to around 1 Ghz [21], ultrasonics are used for a variety of applications from
medical imaging of the human body to inspecting solid materials for embedded defects and
flaws. Regardless of the application, the basic principle involves applying a waveform to
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an ultrasonic transducer containing piezoelectric material. When excited, the piezoelectric
material vibrates at the same frequency and is able to force acoustic motion into the material. Due to air being a poor carrier of the ultrasonic energy, a couplant is used to bridge the
gap between the transducer and the specimen. The wave behavior once the signal enters
the specimen is dictated by how the test is setup, but typical ultrasonic testing results in
the creation of bulk waves where particles move parallel to the wave front, longitudinal,
or where particles move perpendicular to the wave front, shear. Though possible to create
either longitudinal or shear wave through the use of specific transducers, it is also possible
to create both wave types through mode conversion due to Snell’s law [8] with the reflected
and refracted vectors illustrated in Figure 2.28.

sin(θ3 )
sin(θ2 )
sin(θ4 )
sin(θ1 )
=
=
=
VL1
VL2
VS1
VS2
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(2.2)

VS1
VL1

VL1

θ2
θ1

θ1

θ3
θ4

VL2
VS2

Figure 2.28
Longitudinal and shear mode conversion.

The refracted and reflected vectors are created due to impedance mismatches between
the two materials, with ultrasonic testings this would be the transducer and the material
being tested. Both the longitudinal, VL , and shear velocity, VS , differ between materials
and these differences set up the principles of Snell’s law. A few examples of different
solid’s material properties are shown in Table 2.2. These values were obtained from a
combination of [13] and [31].
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Table 2.2
Acoustic properties of various solids.

Material
Solid
1018 Cold Rolled Steel
1048 Steel
6061 Aluminum
Iron
Concrete
Pyrex Glass

VL
m/s
5.84e3
5.81e3
6.36e3
5.90e3
3.10e3
5.64e3

VS
Density ρ
m/s
kg/m3
3.10e3
7.80e3
3.11e3
7.87e3
3.15e3
2.70e3
3.203e3
7.69e3
2.60e3
3.28e3
2.24e3

Impedance Z
Attenuation
6
2
MRayl - 10 kg/(m s)
dB/mm
45.55
0.05
45.72
0.44
17.17
0.14
45.37
8.06
12.63
0.24

Not shown in the table are the shear impedance values, though both the shear and longitudinal impedance are solved for using the respective velocities and the density of the
material. The impedance of the material, Z, is defined by the unit of Rayleigh or Rayl for
short. The unit is derived as:

Z = ρVL

(2.3)

Here the longitudinal velocity, Vl represented as m/s with the material density, ρ, as kg/m3
multiply to form the acoustic impedance Rayl as kg/(m2 s). In Table 2.2 the Rayl term is
represented in its common form of MRayl to account for the large term.

2.4.1.1

Dispersion and Dispersion Curves

One of the features listed in Table 2.1 is the pulse shape and whether it is dispersive.
This phenomena describes how the wave packet travels at a certain velocity and the individual frequency components travel at different velocities. The two components that describe
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this are the group velocity, how fast the entire wave packet travels, and the phase velocity,
how fast the individual frequency components travel.
To give a brief understanding of how the two velocities relate, take two waves with
slightly different frequencies [45][21].
Ψ1 = cos(ω1 t − k1 x)

(2.4)

Ψ2 = cos(ω2 t − k2 x)

(2.5)

Superposition of the two waves defined above



(k1 + k2 )
(ω1 − ω2 )
(k1 − k2 )
(ω1 + ω2 )
t−
x ∗ cos
t−
x
Ψ = 2cos
2
2
2
2


(2.6)

As more combinations of sinusoids are added with center frequency

ω0 =

(ω1 + ω2 )
2

(2.7)

ωm =

(ω1 + ω2 )
k1 − k2

(2.8)

∂ω
∂k

(2.9)

and modulation frequency

the group velocity is formed as

VG =

With the velocity of the wavefront or phase velocity being

Vp =
45

ω
k

(2.10)

Group velocity and phase velocity also relate via Rayleigh’s formula


VG = Vp

ω ∂Vp
1−
Vp ∂ω

−1
(2.11)

In terms of looking at this in terms of a 2-D signal, the group velocity would be the slope
at any point of the wave packet’s envelope. An example of a dispersion curve is presented
in Figure 2.29 from [46].

S1

S2

A2

v/vs

A1

S0

A0

ωd/vs
Figure 2.29
Dispersion curve example.
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S3

A3

A4

S4

This dispersion curve is the characteristic result of a metallic plate with air as the surrounding medium. While the Sn and An nomenclature relates to the symmetric and antisymmetric modes of this structure and not used for the Tainter gate problem, the example
shows how the phase velocity changes with frequency. In this example, the x-axis represents the product of angular frequency, ω, and plate diameter, d, that is then normalized by
the shear wave velocity, Vs . The y-axis represents the phase velocity, Vp , normalized by
the shear wave velocity.
Several software options are available for modeling structures and creating the dispersion curves. Prices range from free with examples like GUIGUW [5] and Dispersion
Calculator [3] to costly enterprise solutions like Disperse [2] and CIVA [4]. For the posttensioned guided wave result, the free solutions were tested but limitation in the available
structures did not provide a close enough approximation for a solid cylinder. The closest
available was in GUIGUW as a pipe with variable wall thickness. The thickness could be
set to fully fill the inner pipe structure but the model was not able to resolve.

2.4.1.2

The Post-Tensioned Anchor Rod Problem

Typically in guided wave testing, the structures are modeled and the optimum testing
frequency in relation to the phase velocity is numerically determined. Post-tensioned trunnion anchor rods pose a challenge for numerically solving for the test frequencies. While
the type of steel has been dictated in more recent years, there are installations with original hardware and no plans to update. On top of the materials aspect, site to site and even
within the same site there are variations in rod diameter, exposed end surface quality, dead
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end cut angle, and other factors that make it impossible to solve for the exact frequency
needed to excited. This leaves experimentation as the process to solve for the optimal testing frequency. Through a combination of work performed by other researchers [19] and by
in-house experimentation [26] a range of frequencies between 2 and 3 MHz covers most
examples seen in the field so far. The exact frequencies in that range varies and must be determined on-site. The finger plot in Figure 2.27 best shows the replacement for traditional
dispersion curves. Iteratively a range of frequencies are tested with the first end-of-rod
reflection used to quantitatively determine which frequencies experience the least attenuation. The largest form of attenuation comes from leakage of the ultrasonic energy into the
surrounding corrosion preventative making contact with the tendon Figure 2.30

Figure 2.30
Guided wave energy propagation.

2.5

Discrete Wavelet Transform
The primary transformation of the guided wave post-processing scheme is analyzing

the time-frequency components of the return signals. The dispersive nature of guided
waves creates a situation where the phase velocities of the individual waves travel at differ-
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ent speeds than the overall group velocity. This is shown in the STFT of a response from a
rod being tested in Figure 2.31.
First End of Rod Reflection - STFT
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Figure 2.31
STFT of end of rod reflection.

This response is an end of rod reflection of a 1 14 in. anchor rod under tension. The rod
was coated with grease as the corrosion preventative and tested at what was considered
the lowest loss mode, around 2.25 MHz. The current tension of the rod is unknown, but
previous research shows that the only effects would be a slight difference in arrival time
[25]. The same reflection broken down into scales of the DWT is shown in Figure 2.32.
The different scales of the DWT represent the subset of frequencies, or scales, within
the signal, much like the STFT. The difference is in the resolution of the axes. The STFT
provides either fine resolution in time or frequency but not both. In Figure 2.31 the parameters were chosen such that neither axis provide high resolution but instead trades off so
that both are of moderate resolution. The DWT on the other hand changes the resolution
within the scales depending on the frequency content. Higher frequency waves require
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Figure 2.32
Discrete wavelet decomposition of end of rod reflection.

more temporal resolution while lower frequency waves require more frequency resolution.
In Figure 2.32 the top set of coefficients are the large scales or low frequency and as you
go down the scales get smaller and the frequency gets higher, showing more detail.
This section will give a brief description of the DWT along with the algorithm used for
implementation. While introduced above, a later section in this section will go into more
detail on how the DWT is used with guided wave data sets.

2.5.1

What is a Wavelet

In traditional frequency analysis, the Fourier transform is used to decompose timeseries information into a frequency representation through the use of convolution with sines
and cosines. Taking this one step further, by taking slices of the signal and analyzing them
separately, the frequency content of that slice remains. Trouble appears in determining
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how the cuts should be made. For example, if the cut is made with a Dirac pulse then
all possible frequencies at this point will be available but smeared leading to very poor
resolution in the frequency domain. Heisenberg’s uncertainty principle [49] shows that
it is impossible to both know the exact frequency and exact time of frequency with in a
signal. The wavelet transform solves this problem by using scaled and shifted versions of
wavelets.
While an infinite number of wavelets are possible, the function must meet certain criteria in order to be considered as such. Valens lays out that the two most important criteria
are the admissibility and regularity conditions. The admissibility condition states that the
first vanishing moment of the Fourier transform,Ψ(ω), of wavelet Ψ(t) is zero.

Z

|Ψ(ω)|2
dω < +∞
|ω|

(2.12)

Valens further states that this implies that the Fourier transform of the wavelet vanishes at
zero frequency

|Ψ(ω)|2

=0

(2.13)

ω=0

This condition will be revisited when discussing the typical implementation of the DWT.
With the conditions for the wavelets satisfied, the continuous wavelet transform (CWT)
below shows that by scaling and translating the wavelet, the multiresolutional analysis expresses the time-series function f (t) into a time-scale domain which is roughly equivalent
to time-frequency
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Z
Υ(s, τ ) =

f (t)Ψ∗s,τ dt

(2.14)

where Ψ∗s,τ is the complex conjugate of the the scaled and translated mother wavelet.

1
Ψs,τ (t) = √ Ψ
s
The scale factor

√1
s



t−τ
s


(2.15)

normalizes the energy within the different scales.

Conceptually the CWT appears as the ideal candidate for investigating time-frequency
content. However, due to the redundant nature across the transform and an seemingly
infinite number of scales and translations a discretized version is needed for algorithms to
be developed.

t − kτ0 sj0
sj0

1
Ψj,k (t) = q Ψ
sj0

!
(2.16)

Typically this function is simplified with τ0 = 1 and s0 = 2. Setting the scales and
translations like this creates dyadic sampling on both the time and frequency axis [49].
The simplified version takes the following form:

1
Ψj,k (t) = √ Ψ
2j
2.5.2



t − k2j
2j


(2.17)

Discrete Wavelet Transform

In 1988, Mallat [38] produced a fast wavelet decomposition and reconstruction algorithm [1]. The Mallat algorithm for the DWT is, in fact, a classical scheme in the signal
processing technique known as a two-channel sub-band coder using conjugate quadrature
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filters or quadrature mirror filters (QMF). Mallat’s algorithm has defined the DWT as it
is most often used today. The DWT algorithm proposed by Mallet is the backbone of the
DWT and involves 3 major components if the inverse DWT (IDWT) is not needed [32]:
• filters h[n] and g[n] to transform f[n] into its respective DWT.
• father wavelet or scaling function
X

φ(x) =

hk φ(2x − k)

(2.18)

gk φ(2x − k)

(2.19)

k

• mother wavelet or wavelet function
Ψ(x) =

X
k

In practice, only the decomposition filter coefficients h[n] and g[n] are required to decompose the signal into the DWT.

2.5.3

Fast Wavelet Transform Using Multiresolutional Filter Bank

The decomposition filters are used to transform the signal into a series of detail and
approximation coefficients based upon the chosen wavelet. The scheme shown in Figure 2.33 shows how the signal propagates through transform resulting in the coefficients of
the DWT.

g[n]
g[n]

x[n]

h[n]

2

h[n]

2

g[n]

Approximation Coefficients

h[n]

Level 3 Detail Coefficients

Level 2 Detail Coefficients

Level 1 Detail Coefficients

Figure 2.33
DWT multiresolutional decomposition.
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The max number of decomposition levels is based upon the length of the signal being
transformed. The result of the the transform creates a signal whose individual set of coefficients corresponds with different slices of the frequency domain. The first filtering step
of the algorithm divides the signal into a set of high frequency detail coefficients and low
frequency approximation coefficients. While both sets can be further decomposed, in practice just the lower frequency approximation coefficients continue through the filter bank.
The resulting division of the signal within the frequency domain ends up with bandpass
like slices resembling Figure 2.34

fs /8

fs /4

fs /2

fs
Frequency

Figure 2.34
DWT frequency division.
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2.5.4

Applications of the Wavelet Transform with Guided Waves

In literature there are several instances of using the wavelet transform in the signal processing scheme of guided wave results. The general application of the wavelet transform
in these papers tend to use the transform as a tool for denoising signals before using the
response for other applications. Lyutak [37] presents a discussion on the general use of the
DWT as a tool for signal processing guided wave returns. The author mentions a method
for removing the effects of dispersion from the signal by applying a dynamic deconvolution
algorithm.

2.6

Gradient Boosting Machine Learning
Gradient Boosting is a form of ensemble learning [20]. Where typical training models

focus on developing a single accurate model, ensemble learners depend on the culmination
of many weaker models. The combination of the results in the weaker models form a more
accurate model in the end. For the case of gradient boosting, the weaker model typically a
decision tree. These tree are are not deep nor are they intended to be very accurate but as
long as each tree is not identical and each iteration does a little better job at guessing then
the model becomes more and more accurate.
There are two methods for performing the ensemble learning, boosting and bagging.
Bagging algorithms take a multiple random sampling of the training set and builds a decision trees based on each set. The results of each training set get averaged together with the
averaged result being the classifiers solution.
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B
X
def 1
ˆ
y ← f (x) =
fb (x)
B b=1

(2.20)

where fb are the individual trees and B is the number of predictions. An example of a
bagging algorithm would be the Random Forest though it is a smarter version of the basic
algorithm. At each split in the decision tree a random collection of features are inspected.
This is to avoid splitting in the trees at features that are strong predictors. As Burkov [20]
states, ”Correlation will make bad models more likely to agree, which will hamper the
majority vote or the average.”
Boosting algorithms operate by taking multiple iterations of weaker classifiers and retraining based upon the ensemble of the weaker models in an effort to reduce the errors of
the previous training. Where bagging takes the average result of many models acting as
weak classifiers, boosting uses the results from weaker models to retrain with additional information. The gradient boosting strategy is not unlike gradient descent methods. However
where gradient descent attempts to reduce its mean square error (MSE) cost function to its
minimum by making small adjustments in a certain direction; gradient boosting reduces its
error or residuals through proxies that show how the model needs to be adjusted.
For this implementation, the Python wrapper for XGBoost [50] provided the algorithm
and API to train and test the data-set. In a journal article detailing the creation of the XGBoost algorithm [22], Chen lists examples of solutions using XGBoost that won machine
learning competitions including high energy physics event classification. The scalability,
ease of use, and success continues to demonstrate why the XGBoost algorithm continues
to be a top choice for classification problems.
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2.7

Automated Flaw Detection from Guided Wave Nondestructive Testing of Tainter
Gate Post-Tensioned Anchor Rods
The previous sections discussed the background information required to understand

the methodology for the effort behind the thesis. The culmination attempts to tie the pieces
together into a package capable of speeding up the signal processing portion of the trunnion
rod testing. Previous to this work, the signal processing scheme following field testing was
more qualitative than quantitative, and the purpose of this thesis is to look at the results in
a quantitative fashion by automating the process of detecting defects.
Taspinar [47] introduced the idea of using the DWT sub-band feature extraction method
as the classification metric for creating the machine learning model. While the DWT is
a powerful tool for analyzing the frequency content of a signal, it falls apart for nonstationary waveforms. Some features can be extracted using the Fourier Transform such
as peak amplitude and location (frequency) and be used as the input into a classifier. The
caveat is that Taspinar says that this only works for signals that are not dynamic or in other
words, the information is present across the entire time-series spectrum.
The next logical step would be using the STFT instead of just the Fourier Transform.
The STFT operates by sliding a window across the waveform and performing the Fourier
Transform on each section. When stitched together the resulting spectrum provides a snapshot of the frequency content across the time-series data. The trouble with the STFT is that
there is a trade-off in either time resolution or frequency resolution. The parameters of the
STFT such as window length, amount of overlap, number of bins in the DWT, and window-
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ing methods can be tuned to provide better results in both directions, but the parameters
can never be tuned to provide great results in both time and frequency.
It was shown in chapter 2.5 that the wavelet transform solves many of the short-comings
of the STFT. Decomposing the signal into individual bandpass like arrays of approximation
(low-pass) and detail (high-pass) coefficient scales. Due to the dispersive nature of guided
waves, there is important information in each of these scales since higher frequency waves
have a faster phase velocity than lower frequencies. This information is then used to build
a model that could eventually be implemented into the field test setup to provide immediate
answers on the presence of defects.
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CHAPTER 3
RESULTS

3.1

Test Data
For building the model, the largest repository of data on hand mostly contains field data

captured over 2018 and 2019 at three sites in California. At the time of testing, none of
the sites contained rods known to have defects or to be broken. Some rods were untestable
due to the condition of the rod end being cut too short to the surface of the dam piering
preventing transducer coupling. The 2019 test data represents the retesting of the same
dams in order to determine how the guided wave results change overtime. The parameters
of the testing were held identicial though more robust record keeping was performed in
2019 due to changes in the software to automate much of it. The software creates a JSON
file with each parameter for easy importing into a MongoDB database that was developed
for this research.

3.1.1

Labeling Data

The same rod is shown in, Figure 3.1 through Figure 3.11. The guided wave response
and the STFT are shown for the different sections of the signal in Figure 3.1 through
Figure 3.7 followed by the equivalent DWT transforms in Figure 3.8 through Figure 3.11
showing the max number of scales. Figure 3.1 shows the full rod return of a grout covered
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rod at Oroville Dam. The different sections of the return are marked to show how the
model was separated into the two labels.
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Figure 3.1
Full rod return.

• No Defect Before First End of Rod Reflection
– The portion of the signal that encompasses the main bang from the high power
transducer output. This portion of the signal would contain the largest response
from any defects. If defects are within the first few feet of the rod, the response
can be lost in the noise of the main bang.
• First End of Rod Reflection
– The response from the ultrasonic signals reflecting off of the back wall of the
rod
• No Defect Before Between First and Second End of Rod Reflection
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– After the transducer receives the initial end of wall reflection, the signal continues to propagate within the waveguide. This portion is between after receiving
the first end of rod reflection and before receiving the second of rod reflection
• Second End of Rod Reflection
– For most tests, the attenuative properties of the waveguide and surrounding
grease preventative layer do not prevent at least a second end of rod reflection
from returning. When performing tests, the capture time of the oscilloscope is
set to capture the second rebound whether or not it is visible.

Due to the lack of data with actual defects, the assumption that a defect reflection
would appear similar to an end of rod reflection was made. This allows the dataset to have
an almost even split of ”no defect” and ”defect” data. The amplifier within the test system
can amplify the signal enough that in most situations at least two end of rod reflections are
obtained.
The hardware and software settings are listed in Table 3.1.
Table 3.1
Studied case test settings.
Test Parameter
Burst Frequency
Sampling Rate
Cycle Count
Capture Time
Amplifier Gain Dial
VGA Starting Voltage
VGA Ending Voltage
VGA Rise Time
VGA Zero Crossing

61

Value Unit
2.265 MHz
62.5
MHz
100
10
ms
6.62
-67
mV
600
mV
.003
25000

The parameters used in this test were determined at the time of testing and based upon
previous results of the same rod. The ’amplifier gain dial’ settings was determined experimentally through repeated testing of the same rod at the same frequency and reducing the
gain until the first end of rod response did not clip the 10V rail of the ADC input.
Before getting to the results mentioned above, the full STFT of the rod result is shown
in Figure 3.2 and Figure 3.3 to demonstrate how the ultrasonic energy resonates outside of
the main mode and how the phase of the signal stretches due to dispersion.
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Figure 3.2
Full rod return with spectrogram.

Figure 3.2 represents the full ADC capture of the 62.5 MHz sampling rate meaning that
all frequencies from 0 to 31.25 MHz are obtained. With a burst frequency of 2.265 MHz,
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Figure 3.3
Full rod return of the primary mode.
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this means additional resonant modes will appear at every multiple of 2.265 Mhz. When a
gate is placed around the frequencies from 1 MHz to 4 Mhz, the dispersive effects of the
waveguide become apparent and will be more apparent when the first end of rod rebound
is studied independently below.
The next figures, Figure 3.4 through Figure 3.7, show the four sections where the training and test data is obtained.
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Figure 3.4
Before first end of rod reflection primary mode.

Starting at t = 0 up until the first end of rod reflection, this section is labeled as ”Before
first end of rod reflection”. While the response shown in Figure 3.4 plots more than 4 ms,
only a small section is used for the training and test data. The algorithm grabs a random
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starting point from within this section and uses it as a ”no defect” example as long as the
total number of samples is equal to 35,256. This is done to keep the number of DWT scales
the same. In the event that the above criteria is not met then another starting position is
randomly obtained.

tstart + 35, 256samples >= N extSectionstart

(3.1)

The main bang from the transducer causes neighboring modes of the burst frequency
to excite. This section poses a unique scenario due to the amount unattenuated energy
present. The amount of energy in these neighboring frequencies quickly decays up until
the first end of rod reflection arrives, Figure 3.5
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Figure 3.5
First end of rod reflection primary mode.
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Due to the dispersive nature of guided wave ultrasonics, the phase of the wave packet
spreads across a range of frequencies with the higher frequencies arriving faster than the
lower frequencies. Fateri et al.[30] discusses how this presents a challenge for interpreting
guided wave data with many researchers developing ways to mitigate and account for the
dispersive properties of the wave guide. Though there is a need for mitigating these effects
to prevent things such as mode conversion, for this research effort the differences in times
of arrival is seen as a benefit when building the model.
The section sample amount of 35,256 was chosen based upon looking at the dispersive
response of the first end of rod reflection in order to capture a section of ”quiet” data before
the arrival of the higher frequencies and a period of ”quiet” data after the lower frequencies
arrive without losing any of the reflection. The exact number here is arbitrary within a few
samples, however the full algorithm uses the sample count throughout.
The next area of interest is another section where ’no defect’ data is acquired is shown
in Figure 3.6.
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Figure 3.6
Between first and second end of rod reflection primary mode.

This area encompasses the region where the transducer has captured the full dispersive
response of the wave packet and is only capturing noise. For a blind test, this region would
include any secondary reflections of defects. Based upon the data obtained thus far, there
are no rods with known or suspected defects in the field, so all are treated as having no
defects. Like the region before the first end of rod reflection, a random point in this region
is selected for the model as long as the ending point of the selection does not encroach into
the region where the second end of rod reflection would be.
The change in energy within the STFT plot is a result of the VGA rising from 0 db to 46
db gain on the response based upon the control signal parameters defined in Table 3.1. In
most cases, the effects of the VGA are kept minimal and is typically only used to increase
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the gain of all data after the first end of rod reflection. Future work would look into using
the VGA to more accurately mitigate the effects of the main bang and increase in gain
based upon rod length.
As with the first end of rod reflection, the second end of rod reflection is also treated as
defect, Figure 3.7. By this point in the signal, the acoustic energy has attentuated to a point
that the dispersive effects of the waveguide are negligible. The central frequency of 2.265
MHz comes through clearly while the higher and lower frequencies only come through in
the immediate neighboring modes.
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Figure 3.7
Second end of rod reflection primary mode.
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The results of the STFT do not play a part in the making of the model, they are for
viewing the data and showing the effects of the different parts of the signal in a realm
most signal processioning researchers operate in. For the making of the model, the four
sections demonstrated above utilize the PyWavelets [42] Python package to generate the
maximum number of DWT scales based upon the algorithm demonstrated in Section 2.5.3.
With a slice length of 35,256 samples, the signal is decomposed into 13 individual scales
with each scale representing a window in the frequency domain. The thirteen slices scales
are the max decomposition levels possible using a sample count of 35,256. PyWavelets
contains a function capable of determining the max number of scales the signal slice can
be decomposed into, dwt max level. Table 3.2 contains the rounded scales to frequency
equivalents.
Table 3.2
Scale to frequency equivalents.
DWT Coefficients
cA12
cD12
cD11
cD10
cD9
cD8
cD7
cD6
cD5
cD4
cD3
cD2
cD1

Frequency Range
0 - 7.63
7.63 - 15.26
15.26 - 30.52
30.52 - 61.04
61.04 - 122.07
122.07 - 244.14
244.14 - 488.28
488.28 - 976.56
0.98 - 1.95
1.95 - 3.90
3.90 - 7.81
7.81 - 15.63
15.63 - 31.25
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Unit
kHz
kHz
kHz
kHz
kHz
kHz
kHz
kHz
MHz
MHz
MHz
MHz
MHz

Starting with the area before the first end of rod reflection, Figure 3.8 shows the sepa-
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cA12

rated thirteen scales of the DWT transform.

DWT Coefficients

Figure 3.8
DWT before the first end of rod reflection.
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Starting at the bottom of this figure, cD1 contains the collection of DWT coefficients representing the first set of detail or high frequency coefficients. The algorithm takes data
sampled at 62.5 MHz, or data containing frequencies from 0-31.25 MHz, and separates
the slice into DWT scales roughly representing 0-15.625 Mhz and 15.625-31.25 Mhz. The
high frequency detail coefficients are kept while the low frequency approximation coefficients are downsampled by half and passed through the same algorithm. In the end the
conglomeration of scales create 13 data sets with 12 of these being detail coefficients and
the last, cA12, being the approximation coefficients.
The next collection of coefficients, Figure 3.9, illustrates the section shown in Figure 3.5.
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Figure 3.9
DWT of the first end of rod reflection.

Knowing that the center frequency is 2.265 MHz with the phase velocity spreading from
1 - 4 MHz, the most important scales based on Table 3.2 are cD4 and cD5. The energy
present in the other scales is due to the resonance in the higher modes. Depending on
the magnitude of the flaws, the acoustic reflections contain varying degrees of the higher
modes and the immediate phase dispersion.
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After the first end of rod reflection, a period of quiet time with mostly random coefficients exists, Figure 3.10, that would contain secondary reflections from defects though
none are present here. The main frequency component of the burst, 2.265 MHz remains
constant throughout the capture and shows up in the this section of data in the cD5 and
cD4 coefficients though the overall effect is not as pronounced as the reflections.
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Figure 3.10
DWT between the first and second end of rod return.

The last slice of ’defect’ data comes from the second end of rod reflection whether or
not it is visibly present within the return, Figure 3.11. With most of the energy focused
within the burst frequency of 2.265 MHz, some energy extends into the cD3 coefficients.
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Figure 3.11
DWT of the second end of rod return.

3.1.2

Feature Selection

For each section previously shown, the same signal processing scheme is performed in
order to create the feature set. The Python function below creates the data set from calls
to the MongoDB database. The site, year, gate, pier, row, column, frequency, number of
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cycles, and number averages though shown as part of the feature set do not pass through
the training algorithm.
def CreateFeatureDictionaryLabeled(signal, c, label, dbentry):
site = dbentry.get("Site")
year = dbentry.get("Date Tested")
gate = dbentry.get("Rod").get("Gate")
pier = dbentry.get("Rod").get("Pier")
row = dbentry.get("Rod").get("Row")
column = dbentry.get("Rod").get("Column")
frequency = dbentry.get("Signal").get("Frequency")
cycles = dbentry.get("Signal").get("Cycles")
averages = dbentry.get("Signal").get("Averages")
featuredict = {"y":label,"Site":site,"Date Tested":year,"Gate":gate
,"Pier":pier,"Row":row,"Column":column,"Frequency":frequency,"Cycles
":cycles,"Averages":averages}
normalizedsignalfeatures = fex.get_guided_wave_features(fex.
normalize_rebound(signal),"Raw")
featuredict.update(normalizedsignalfeatures)
for i, dwtlevel in reversed(list(enumerate(reversed(c),start=1))):
if i == len(c):
dwtlevellabel = "cA"+str(i-1)
else:
dwtlevellabel = "cD"+str(i)
dwtcoeffsfeatures = fex.get_guided_wave_features(fex.
normalize_rebound(dwtlevel),dwtlevellabel)
featuredict.update(dwtcoeffsfeatures)
return featuredict

Listing 3.1
Feature set structure.
On top of the DWT coefficients passing through the feature extraction procedure, some
minor post-processing is performed on the signal segment. Due to the sinusoidal nature of
the guided wave response around 0 V, each segement is normalized between -1 and 1. The
feature selection contains a variety of metrics to help identify sinusoidal signals and are
listed below in Table 3.3. The functions used for performing the feature extraction come
from a combination of the Python packages NumPy [9] and SciPy [11].
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Table 3.3
Wavelet feature selection.
Feature Set
nth percentile: 5%
nth percentile: 10%
nth percentile: 25%
nth percentile: 75%
nth percentile: 95%
median
mean
standard deviation
variance
rms
zero crossings
entropy

nth percentile
The nth percentile feature encompasses the first six features in Table 3.3 including
median, which can be rewritten as nth percentile: 50%. With a sorted vector of
samples, the nth percentile is the sample that is n% from the lowest to the highest
value sample.
mean
P
x̄ =

x[n]
N

(3.2)

This is the average or expected value.
variance
(x[n] − x̄)2
N
This is the average of the squared deviations from the mean.
2

P

σ =
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(3.3)

standard deviation
√
σ=

σ2

(3.4)

The spread of a distribution, roughly equates to how to close the mean the samples
are.
rms
rP

x[n]2
(3.5)
N
The root mean square (rms) of a signal is the square root of the mean of the values.
xrms =

zero crossings
The number of zero crossing is the number of times the signal crosses zero on the
y-axis. This value can be set to the mean if there is a DC-bias on the return.
entropy
Also known as the Shanon entropy. Phung [40] defines entropy as a measure of
uncertainty. From a results standpoint the higher the entropy the more complex and
less predictable a signal is.
X
H(X) = −c
P (x[n])lnP (x[n])
(3.6)
where P(x[n]) is the probability of that value.
These features were chosen due to being ones commonly used on signals as suggested
by Taspinar [47]. One by one the DWT coefficient scales iterate through the feature extraction procedure and update a master pandas [39] dataframe with the appended new data
listings. For the purposes of training, the entire dataset was split into a 67%:33% train:test
ratio. The feature set contains 34,693 different samples spanning two years of testing at
three dams. The frequency range of these tests spans from 1.9 MHz up to 2.3 Mhz with
most of the rods containing data for the second end of rod reflection. With so many wavelet
filters available through the PyWavelets library and not having a set metric for determining
which to use, a model was created from the dataset using the majority of those available to
compare results. The wavelets used are: Daubechies (db) 4, 8, 12, 16, 20, Symlets (sym)
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4, 8, 12, Coiflets (coif) 1, 3, 5, Biorthogonal (bior) 1.5, 2.8, 3.9, 6.8, Reverse Biorthogonal
(rbio) of the same orders, and the ”Discrete” Meyer. The model was fit 48 times for each
wavelet using seeded ordering to preserve which samples are used for testing and which
are for training. Below is snippet of the code used to perform the model fitting.
for i in range(1,48):
X_train, X_test, y_train, y_test = train_test_split(X,y,test_size
=0.33,random_state=i)
model = XGBClassifier()
model.fit(X_train,y_train)
y_pred = model.predict(X_test)
predictions = [round(value) for value in y_pred]
accuracy = accuracy_score(y_test.tolist(),predictions)
print("Accuracy: %.2f%%"%(accuracy*100.0))

Listing 3.2
Training and testing scheme.
The function ’train test split’ comes from the scikit-learn library [10] with ’test size’ determining how to make the split in training and test data and ’random state’ seeding the
order.
After performing this batch learning routine, the 48 separate results were averaged
together in order to determine which wavelet filter provided the best results. Overall the
accuracy of the filters shows that the wavelet chosen for this application has little effect on
the model’s ability to differentiate between ’flaw’ and ’no flaw’ data. The results of this
are shown in Figure 3.12
To reinforce this metric for model accuracy, a series of receiver operating characteristic
(ROC) curves and confusion matrices that better describe the true positive, true negative,
false positive, and false negative rates. The confusion matrix provides hard values for how
the model performed by giving a summation of the truths. The ROC curve provides a look
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Figure 3.12
Model accuracy based on wavelet.

at the trade-off in the true positive and false positive rates. The tools used to generate these
were also provided from the sci-kit learn library. The area under the curve (AUC) score
of the ROC curve summarizes the curve by providing a measure of how well the model is
able to identify truth given a random sample. The closer to 1 the AUC score is the higher
the probability of a correct decision. The results of seven wavelet feature sets are examined
using these three metrics in Figure 3.13 through Figure 3.21. The seven wavelets examined
are the db8, db12, db16, db20, coif5, rbio6.8, and sym12.
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Figure 3.13
ROC curves.
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Table 3.4
Wavelet ROC curve AUC scores.
Wavelet
db8
db12
db16
db20
coif5
rbio6.8
sym12

AUC Score
0.952
0.951
0.950
0.953
0.950
0.952
0.948

By examining the ROC curves, the observation that choice of wavelet has little effect on
the model’s accuracy is further reinforced.
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Figure 3.15
db8 feature set confusion matrix.
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db12 Feature Set Confusion Matrix
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Figure 3.16
db12 feature set confusion matrix.
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db16 Feature Set Confusion Matrix
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Figure 3.17
db16 feature set confusion matrix.
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db20 Feature Set Confusion Matrix
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Figure 3.18
db20 feature set confusion matrix.
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coif5 Feature Set Confusion Matrix
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Figure 3.19
coif5 feature set confusion matrix.
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rbio6.8 Feature Set Confusion Matrix
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Figure 3.20
rbio6.8 feature set confusion matrix.
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Figure 3.21
sym12 feature set confusion matrix.

These confusion matrices encompass the testing samples which comes out to around 11,550
samples.
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3.2

Model Results
As part of an on-going research effort that will be discussed in Section 4.1.2, controlled

depth cuts are applied to a 1.33 in. greased, open-air, rod. Using the guided wave results
from performing a scan on the tendon, a sliding windows scrolls across the data in slices
that are 35,256 samples. The overlap percent can be varied, but the following results were
obtained using a 50% overlap. The model used for flaw detection is the highest performing
of the db20 training seeds with an identification rate of 86.02% Before showing the results
with the cut, and identical geometry but different rod without a cut is shown Figure 3.22
through Figure 3.24.

Model Results - 50% Overlap
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Figure 3.22
No cut rod tested at 2.265 MHz with full gain output.
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The test frequency of 2.265 MHz comes from performing a scan of the rod to obtain
which frequency mode creates with best response. The red boxes on the plot represent the
slices that returned a hit for a ’defect’. Typically the 3rd reflection in this return would
be much lower in amplitude but the VGA was tuned to ramp up max gain after the 2nd
reflection. In this case the sliding window check detected 4 reflections with multiple hits
within the return itself.

Model Results - 50% Overlap
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Figure 3.23
No cut rod tested at 2.005 MHz with full gain output.
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Figure 3.23 is a return from the same set of tests but at a lower frequency, 2.005 MHz.
An interesting result from this test was obtained by lowering the gain output knob by half,
from ’8.0’ to ’4.0’, Figure 3.24. This does not necessarily mean the gain is cut in half, just
the reference.

Model Results - 50% Overlap
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Figure 3.24

No cut rod tested at 2.005 MHz with half gain knob output.
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The overall acoustic energy reflecting from the end of the rod is greatly reduced, to
the point that reflections past the second are barely visible in the response, however even
though the reflection is not visible from a quick glance the model picked it up. This provides evidence that small reflections due to cracking can be detected.
A portable band saw was used to place cuts into the rods to provide a valid flaw reflector
to test the model on. Testing at three different frequencies, 2 MHz, 2.05 MHz, and 2.265
MHz, shows that using different frequencies other than those trained on results in positive
identification though it does affect the model’s decision making capabilities. For each test
there nine areas of interest:
1. The start of the rod to the first defect
2. Initial flaw return, first end of rod return, and secondary flaw return
3. Time period between the previous secondary flaw return and the initial flaw return
of the continued acoustic propagation
4. Second flaw return, second end of rod return, and secondary flaw return
5. Time period between the previous secondary flaw return and the initial flaw return
of the continued acoustic propagation
6. Third flaw return, third end of rod return, and secondary flaw return
7. Time period between the previous secondary flaw return and the initial flaw return
of the continued acoustic propagation
8. Fourth flaw return, fourth end of rod return, and secondary flaw return
9. Time period after the previous secondary flaw return

Figure 3.25 shows the results tested at 2 MHz with a section breakdown in Table 3.5 contains the rounded scales to frequency equivalents..
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Model Results - 50% Overlap
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Figure 3.25
0.2 in. cut rod tested at 2 MHz with full gain output.

A results representation of the same areas on the same rod are shown below in Figure 3.26
and Figure 3.27 with the result tables following each.
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Table 3.5
0.2 in. cut rod tested at 2 MHz with full gain output section breakdown.
Results Section
Feature Location
Section 1
Before initial flaw return
Section 2
Initial flaw return
End of rod
Secondary flaw return
Section 3
Between returns
Section 4
Initial flaw return
End of rod
Secondary flaw return
Section 5
Between returns
Section 6
Initial flaw return
End of rod
Secondary flaw return
Section 7
Between returns
Section 8
Initial flaw return
End of rod
Secondary flaw return
Section 9
After last return
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Result
No false positives
Hit
Hit
Miss
No false positives
Hit
Hit
Miss
No false positives
Hit
Hit
Miss
No false positives
Hit
Hit
Hit
No false positives

Model Results - 50% Overlap
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Figure 3.26

0.2 in. cut rod tested at 2.05 MHz with full gain output.
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Table 3.6
0.2 in. cut rod tested at 2.05 MHz with full gain output section breakdown.
Results Section
Feature Location
Section 1
Before initial flaw return
Section 2
Initial flaw return
End of rod
Secondary flaw return
Section 3
Between returns
Section 4
Initial flaw return
End of rod
Secondary flaw return
Section 5
Between returns
Section 6
Initial flaw return
End of rod
Secondary flaw return
Section 7
Between returns
Section 8
Initial flaw return
End of rod
Secondary flaw return
Section 9
After last return
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Result
False positive
Hit
Hit
Hit
No false positives
Hit
Hit
Miss
No false positives
Hit
Hit
Hit
No false positives
Miss
Hit
Hit
No false positives

Model Results - 50% Overlap
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Figure 3.27

0.2 in. cut rod tested at 2.265 MHz with full gain output.
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Table 3.7
0.2 in. cut rod tested at 2.265 MHz with full gain output section breakdown.
Results Section
Feature Location
Section 1
Before initial flaw return
Section 2
Initial flaw return
End of rod
Secondary flaw return
Section 3
Between returns
Section 4
Initial flaw return
End of rod
Secondary flaw return
Section 5
Between returns
Section 6
Initial flaw return
End of rod
Secondary flaw return
Section 7
Between returns
Section 8
Initial flaw return
End of rod
Secondary flaw return
Section 9
After last return
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Result
No false positives
Miss
Hit
Miss
No false positives
Hit
Hit
Miss
No false positives
Hit
Hit
Miss
No false positives
Hit
Hit
Miss
No false positives

CHAPTER 4
CONCLUSIONS

The culmination of this research intends to create a packaged system capable of being
put into the hands of customers who will ultimately be performing yearly inspections of
embedded Tainter gate post-tensioned trunnion anchor rods. Before the research put forth
in this thesis was performed, the hardware solution was in place in a prototype format
and required the technical expertise of someone versed in signal processing to interpret the
results. If given a list of parameters to set up the hardware for each specific rod then anyone
could perform the test but the results would still need additional effort. The solution for
this problem was to develop a model that could differentiate between a rod that contains
defects and one that does not. This reduces the amount of time and the number of people
required to examine the results and draw conclusions on the health of the structure. USACE
facilities typically operate on limited budgets, so any opportunity to save money while also
increasing likelihood of positive identification of defects directly benefits the mission.
To identify defects a gradient boosting algorithm took inputs from real world guided
wave tests of anchor rods in the field. The inputs devolved from splitting the signal into it’s
corresponding discrete wavelet transform in order to increase the size of the feature space
based on frequency content. Guided wave testing results in a waveform that is dispersive
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meaning that the individual frequency components are traveling at different speeds, phase
velocity, within the test article. The discrete wavelet transform breaking the signal into
scales that represent frequency. Certain scales in this transform contain more energy than
others based upon the testing frequency and the point of return in the signal will vary in
the time-domain due to the dispersive nature.
At the time of writing this thesis, the data-set mostly consists of rods that appear to
not have defects within them. Until a repository of different cuts are added to the model,
the current iteration consists of labeled data where the end-of-rod reflections are treated
as defects since the assumed results of a defect will be something like this, though lower
in amplitude. Variations in the overall length of rods in the field make it difficult to automate collecting where the end-of-rod falls, so the window by which the dataset separates
the labeled data is large enough to both account for variations in length and to capture the
full dispersive reflection. There are well documented resources for the differences in the
speed of sound for material, so if the estimated rod length is known then creating an algorithm to identify that rod end takes little effort. For each rod there are typically multiple
tests consisting of trying different parameters including frequency, output gain, and how
the variable gain amplifier on the receiver is tuned. Most tests consist of a long enough
capture time to receive two end-of-rod reflections though with the sampling rate remaining
constant, as long as the algorithm accounts for the possibility of there not being a second
reflection then there are no issues in sorting the data.
The model in the end results in a hit rate around 86% with some variation in this
percentage based upon the randomness of the train-test data split and which wavelet was
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chosen to train upon. What is clear is that at the current sampling rate and window size,
the most important information resides within the cD3, cD4, and cD5 coefficients when
the return is low in amplitude. This information could be extremely important when tuning
the model for actual defects especially when the expected return amplitude is small.

4.1

For Further Research
The work done for this thesis is only part of larger program starting with determining

a method for doing NDT on embedded post-tensioned anchor rods. Continued research
involves analyzing the life-cycle of the structure along with looking at methods for determining defects in multi-strand cables.

4.1.1

More Accurate Model

This research showed that it is possible to create a model that can discriminate the
dispersive reflections from guided wave testing. The next steps would be tuning what
features to extract along with including true defect data. In the following section, 4.1.2,
the source of where the true defect data comes from is explored. The model was applied to
some of this data to see how it was handled to verify that the hypothesis of the end of rod
reflection being similar held true.
The current feature extraction process involves decomposing the signal with the DWT
using a single wavelet. It was shown that the choice of wavelet has little statistical effect
on it’s ability to make decisions. The next step would be to expand upon this by using
multiple wavelets in case some features are not captured through every wavelet.
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4.1.2

Cross-Sectional Area Loss

Through this thesis it has been shown that the methodology of breaking down the
guided wave responses into multiple DWT scales and performing feature extraction on
them works through using the gradient boosting model. This methods works in binary
fashion of identifying whether or not a flaw exists but does nothing in identifying what
kind of defect exists. Some of the current work at ERDC is in taking the guided wave research and expanding it to quantify how much cross-sectional area remains when a defect
is found. For example, Figure 4.1 demonstrates a CAD model of a 1 41 in. diameter rod
with a 0.2 in. cut.

Figure 4.1
Cross-sectional area example
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By performing a series of cuts through the cross-section of the rods at progressively
deeper intervals and performing a sweep of guided wave tests, the idea is to quantify how
much of the rod cross-sectional area remains. It is hypothesized that the reflection from
the cut section will return more energy the deeper it is until it reaches an ultimate return of
a fully cut rod. The study would encompass a large sampling of rods at the most common
diameters, 1 14 in. and 1 83 in. with a length around 45 ft. The study will perform the
cutting at different intervals in the rods along with making multiple cuts in some. The
cross-sectional loss can be determined using Equation 4.1 [1].

2

Ashaded = R cos

−1



R−h
R



√
− (R − h) 2Rh − h2

(4.1)

The variable definitions are in Figure 4.2.
Following this series of experiments, a blind study will be conducted to try and quantify
a defect of unknown depth to the operator. This will provide insight to identifying what
kind of defects are present in the field when the entire rod is embedded and unable to be
inspected. An ideal test would be to cause a hydrogen-embrittlement crack to the rod, but
since that is not possible to force at this time a saw cut will suffice.

4.1.3

Multistrand

The work effort of this previous research and thesis revolve around using guided waves
for the inspection of solid, cylindrical tendon’s of varying diameters. In Section 2.1.1
that multi-strand cables can be used as the system anchorage. The methods used for the
inspection of solid tendons do not apply to multi-strand cables. One proposed method
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h
R

Figure 4.2
Cross-sectional area loss variable definitions.

for inspecting embedded multi-strand cables involves treating the embedded cables like
electrical transmission lines and using technologies available for the inspection of long
distance transmission lines. Time domain reflectometry (TDR) applies a pulse on the cable
and monitors the reflections. The magnitude, polarity, and timing of the reflections can
be characterized to different types of flaws over kilometers of cable. The issue is that a
return path must be present for TDR to work. One solution, proposed by Liu et. al. [35]
embeds a signal wire in parallel with the multi-strand cable to act as the return path. This
solution could work for future installations where the signal wire is embedded with the
multi-strand cables, but retroactively installing the signal wire into existing infrastructure
would be difficult and costly. One idea currently being explored takes advantage of the
fact that in these installations there are rarely single multi-strand cables installed. The
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anchorages utilize several multi-strand cables running parallel to share the post-tensioned
load. Treating the neighboring cables as the return path, the hope is that the TDR method
can be applied to existing infrastructure.

4.1.4

Ruggedized System

This study will be performed in parallel with the development of a new version of the
portable test system. Using the current system in the field has shown some of the short
comings in the original design. The current layout is such that everything is easy to access
and troubleshoot except for the high-power amplifier. Accessing this requires a complete
disassembly of the top panel. Issues with the system stem from poor design for shipping.
High acceleration from being dropped during the delivery process has lead to multiple
failures including the breaking of a transformer center tap, a compression fit DIP package
chip coming loose, multiple molex connectors coming undone, and other things within the
high power amplifier. The current design of this system is shown in Figure 4.3.
The new system will be designed to be deployed around the United States without the
need for technical support to fix shipping issues. Coming back to the mission of tech
transfer, having a design capable of withstanding possible high acceleration drops while
shipping makes it more possible to provide potential partners the ability to easily integrate
technology.

4.1.5

Model Integration

The software used to control the guided wave test system is written in C++ and currently does not do any post processing on the return data except the FFT. All saved data
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Figure 4.3
Shipping ready test system

is raw time-series data. The XGBoost library contains an API for both C++ and C functionality since the Python and R implement wrappers around the C code. This means
that the model created from this work could be exported to a future version of the control
software. Having an response waveform processed in the field allows users to determine
whether more attention needs to be paid to specific rods while access is allowed. When
travel around the United States is required to perform testing, knowing an issue could be
present while still testing allows more robust data sets to be created.
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