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Abstract
To efficiently support the real-time control applications, networked control systems operating with
ultra-reliable and low-latency communications (URLLCs) become fundamental technology for future
Internet of things (IoT). However, the design of control, sensing and communications is generally isolated
at present. In this paper, we propose the joint optimization of control cost and energy consumption for a
centralized wireless networked control system. Specifically, with the “sensing-then-control” protocol, we
first develop an optimization framework which jointly takes control, sensing and communications into
account. In this framework, we derive the spectral efficiency, linear quadratic regulator cost and energy
consumption. Then, a novel performance metric called the energy-to-control efficiency is proposed for
the IoT control system. In addition, we optimize the energy-to-control efficiency while guaranteeing
the requirements of URLLCs, thereupon a general and complex max-min joint optimization problem
is formulated for the IoT control system. To optimally solve the formulated problem by reasonable
complexity, we propose two radio resource allocation algorithms. Finally, simulation results show that
our proposed algorithms can significantly improve the energy-to-control efficiency for the IoT control
system with URLLCs.
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2I. INTRODUCTION
Recent advances in computing, communications, control and sensing promote the rapid devel-
opment of Internet of things (IoT) [1], [2]. Some emerging control applications of IoT, such as
autonomous driving, “Industry 4.0” and tactile Internet, are gradually changing people’s lives [3]–
[5]. The evolution and realization of these emerging applications heavily rely on the support of
networked control systems [6]. In general, a networked control system is established by four basic
elements, namely sensors, controllers, actuators and communication networks. Its control loops
are closed through a communication network. With the aid of networked control systems, the
real-time control can be provided for physical plants. For example, except sophisticated sensors,
autonomous driving is more in need of robust communication networks exchanging real-time
information to offer the assistance of control [3]. Therefore, networked control systems become
fundamental technology for the future IoT.
The design of networked control systems should leverage three vital aspects, i.e., latency,
reliability and cost. First of all, timely and precise control commands are usually required by
some of IoT control applications. For instance, in order to control various plants in “Industry
4.0”, factory automation may requires a transmission latency within a few milliseconds (1∼5 ms)
and a reliability in terms of error probability down to 10−5 (or 10−6) [5]. To meet these rigorous
requirements, ultra-reliable and low-latency communications (URLLCs) become an indispensable
component for networked control systems [7]. In addition, reducing cost is also important for
IoT control systems. System costs consist of control cost and energy consumption. In the control
theory, the control cost is also referred to as the “J-function” or the linear quadratic regulator
(LQR) cost [8]. For example, an important control goal is to minimize the mean square deviation
between the plant state and the desired state 0. As a result, minimizing the LQR cost is equivalent
to stabilizing plants [9], [10]. Meanwhile, the lower energy consumption is more beneficial to
let plants run on small and inexpensive batteries for up to many years, which can achieve the
goal of green communications [11]. Hence, it is crucial to balance the tradeoff among latency,
reliability and cost for IoT control systems.
Some recent works study the tradeoff between latency and reliability from the aspects of the
physical layer and media access control (MAC) layer [12], [13]. Compared with the queueing
latency of the MAC layer, the transmission latency of the physical layer may be more crucial for
URLLCs. The transmission latency mainly depends on the frame design of the physical layer [12],
3[14]. With respect to the other works in cost, stabilizing plants is equivalent to minimizing the
control cost in the case of mean square deviation [9], [10]. Thereupon, the optimization of the
control cost is investigated for the vehicular platooning and industrial IoT [15], [16]. Moreover,
the higher transmission power is supported, the better performance of latency, reliability and
control is achieved, but it comes at the cost of higher energy consumption. To address this issue,
the joint optimization of energy consumption and control system performance is investigated
in [17], where the control performance is not modeled as the common LQR cost.
However, the existing works still have the some limitations for the design of the networked
control systems with URLLCs. First of all, it is essential to take the requirements of URLLCs
into consideration from the aspect of the physical layer. This is because the other types of
latency can be significantly reduced by exploiting the customized network architecture, such as
the network slicing. In addition, the joint optimization of control, sensing and communications
may be more in line with actual needs for the future IoT control systems dedicated for the
emerging real-time applications. The joint optimization is also conducive to making the IoT
control system design more universal. To this end, it is paramount to jointly optimize the LQR
cost and energy consumption for the networked control systems operating with URLLCs.
In this paper, we investigate the joint optimization of the LQR cost and energy consumption
for the IoT control systems operating with URLLCs. Specifically, considering a centralized
wireless networked control system, we develop a optimization framework of the LQR cost
and the round-trip energy consumption. Based on the proposed framework, we optimize the
performance of energy-to-control efficiency while guaranteeing the requirements of URLLCs.
The main contributions of this paper are summarized as follows.
• Considering a centralized wireless networked control system with URLLCs, we sort out the
relationship among control, sensing and communications in detail.
• With the “sensing-then-control” protocol, we develop a optimization framework for the
networked control system with URLLCs. In this framework, we first derive the spectral
efficiency, LQR cost and energy consumption. Then, we propose a novel performance
metric called the energy-to-control efficiency. The rationality and validity of the proposed
performance metric are also proved.
• Based on the proposed framework, we formulate a general and complex max-min joint
optimization problem. Two radio resource allocation algorithms are put forward to optimally
solved the formulated problem by reasonable complexity.
4• Our simulation results show that the proposed algorithms can significantly improve the
energy-to-control efficiency, while guaranteeing the requirements of URLLCs for the net-
worked control system.
The remainder of this paper is organized as follows. First of all, Section II reviews the related
works of networked control systems, and Section III describes the centralized wireless networked
control system with URLLCs. Then, Section IV proposes the optimization framework, and the
joint optimization of the LQR cost and energy consumption is studied in Section V. Finally,
Section VI illustrates the simulation results, while the conclusions are offered in Section VII.
Notations: Uppercase boldface letters and lowercase boldface letters denote matrices and
vectors, respectively, while IN denotes an N × N identity matrix. (·)T, (·)*, (·)H and (·)−1
represent the transpose, conjugate, conjugate transpose and pseudo-inverse of a matrix/vector,
respectively. diag{a} is a diagonal square matrix whose main diagonal is formed by the vector a,
while det(·) and tr(·) denote the determinant and trace of a square matrix, respectively. rank(·)
denotes the rank of a matrix. Moreover, ∇ represents the gradient. Finally, E(·) represents the
mathematical expectation, while CN(µ, σ2) is the complex Gaussian distribution with mean µ
and real/imaginary component variance σ2/2.
II. RELATED WORKS
The existing works about networked control systems mainly focus on the aspects of state
sensing, plant stability, control cost, communication latency and reliability, as well as energy
consumption [6], [18], [10].
1) State Sensing: In general, the continuous-time plant states need to be sensed (or sampled)
before transmitting them over wireless communication networks. There are two methods to sense
continuous-time states, namely the time-triggered method and event-triggered method [19]. In the
time-triggered method, sensors sample the plant states based on the pre-specified sensing duration
and period. In the event-triggered method, sensing actions can only be performed when the
stability or pre-specified control performance are about to lost. Hence, compared with the time-
triggered method, the event-triggered method can reduce the system overhead [20]. However,
by exploiting the efficient resource allocation for wireless communication networks, the time-
triggered sensing is more beneficial to design the networked control systems with URLLCs [21].
Based on the idea of time-triggered sensing, the optimization of sensing duration is studied for
wireless control systems with massive MIMO [22]. In addition, with the goal of minimizing the
5average distortion, the problem of sensing accuracy is investigated from the perspective of the
rate distortion theory [23]. Thus, this paper also adopts the idea of time-triggered sensing to
meet the requirements of URLLCs.
2) Plant Stability and Control Cost: The stability of plants is one of the fundamental re-
quirements for networked control systems. Generally, the stability of plants is strongly related
to the control cost. The control cost can be quantified as a function of plant states and control
inputs [8]. As previously mentioned, for the case of the mean square deviation, stabilizing plants
is equivalent to minimizing the control cost [9], [10]. The tradeoff study between the control
cost and communication constraints can be traced in [9], where the necessary condition for
stabilizing a vector linear plant with bounded noise is illustrated. Following the above study,
the minimum information capacity required to maintain the plant at a pre-specified LQR cost is
revealed in [24]. For the practical systems, the optimization of the control cost is investigated
for the vehicular platooning and industrial IoT [15], [16].
3) Communication Latency and Reliability: According to the hierarchical architecture of
networks, the communication latency is generally divided into the transmission latency of the
physical layer and the queueing latency of the MAC layer [12]. The transmission latency mainly
depends on the frame design of the physical layer [12], [14]. The problems of minimizing
the queueing latency are studied in [25], [13], [26], [27], where the reliability is modeled
as the outage probability or the block error rate. Compared with the queueing latency, the
transmission latency may be more crucial for URLLCs. This is because the queueing latency can
be significantly reduced by exploiting the customized network architecture, such as the network
slicing [28]. For the transmission latency, both the ergodic capacity and the outage capacity
are no longer applicable, since they violate the requirements of URLLCs [29]. Thus, the finite
blocklength theory becomes a powerful technique to address the URLLC-related optimization
problems [30], [31].
4) Energy Consumption: Energy consumption is another important aspect for networked
control systems. Increasing the transmission power can improve the signal-to-interference-plus-
noise ratio (SINR), thereby reducing the transmission latency and enhancing the reliability [12],
[13], [32], [33]. However, this comes at the cost of higher energy consumption. In order to deal
with this issue, the joint optimization of energy consumption and control system performance is
investigated in [17], where the control performance is not modeled as the common LQR cost.
To sum up, the existing works may have the following limitations for the design of networked
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Fig. 1. Centralized wireless networked control system model.
control systems with URLLCs, i.e.,
• The existing works rarely take the requirements of URLLCs into consideration from the
perspective of the physical layer, which is essential for the networked control systems
dedicated for the emerging real-time IoT applications.
• At present, the design of control, sensing and communications is isolated. The existing
works mainly focus on one of the above topics. The joint optimization of the above four
aspects may be more in line with actual needs for the future IoT control systems.
In summary, the joint optimization of control, sensing and communications is an open research
problem for the networked control systems with URLLCs.
III. CENTRALIZED WIRELESS NETWORKED CONTROL SYSTEM MODEL
The detailed centralized wireless networked control system model is established in this section.
A. System Description
As shown in Fig. 1, we consider a centralized wireless networked control system with URLLCs
in this paper. The single-cell system consists of a control center and K plants. Each plant has
a actuator and a sensor, while the control center includes a controller and a dequantizer [34],
[18]. The control center, which can be also viewed as a base station, employs M antennas
and simultaneously communicates with K (M  K) single-antenna plants. Moreover, in order
to reduce the overhead of channel estimation, the system operates at the time-division duplex
(TDD) mode. Finally, the “sensing-then-control” protocol is performed for the system. More
specifically, the whole procedure is divided into two phases. In Phase 1, each sensor reports
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Fig. 2. Sensing phase and control phase for a plant in centralized wireless networked control system.
its sensing information to the control center. While in Phase 2, the control center transmits the
corresponding control actions to all actuators based on the sensing information.
B. Channel Model
Since the system operates at the TDD mode, the channel reciprocity holds for all links during
two phases. All channels experience independent flat block-fading, i.e., they remain constant
during a coherence block (time-bandwidth product), but change independently from one block
to another. Let gk = β
1/2
k hk ∈ CM×1 be the channel vector between the k-th plant and the control
center, where βk and hk denote the large-scale fading and small-scale fading. In addition, in this
paper, imperfect channel estimation is considered [35], [22], whereupon we have
gk = β
1/2
k hk =
√
βkχkhˆk +
√
βk (1− χk)ek,∀k, (1)
where hˆk, ek and χk ∈ [0, 1] are the estimate, error and estimation accuracy of hk, respectively.
Finally, each element of hˆk and ek is independent and identically distributed (i.i.d.) complex
Gaussian random variable with mean 0 and variance 1, namely hˆk, ek∼CN(0, IM).
C. Sensing Phase
As shown in Fig. 2, in the sensing phase, each sensor acquires the real-time information on
its own plant state and sends them to the control center.
81) Sensing Module: The goals of the sensing module are to acquire all real-time information
on the plant state and send them to the control center. However, the condition of yt,k = xt,k is too
rigorous for practical engineering implementations. To this end, in this paper, the plant is defined
as “fully observed”, when the condition Pr
[
D(xt,k,yt,k) > dk
]
6 δk holds for the given small
values of dk and δk. D(xt,k,yt,k) denotes the distortion function here, and dk is the distortion
level. A common solution to determine the minimum information capacity of describing the
plant state is the classical rate-distortion theory, whereupon the rate-distortion function RSk(dk)
can be used between the sensor and the dequantizer. In addition, given the channel capacity
from the sensor to the dequantizer CS2Dk , according to the source-channel separation theorem
with distortion [36], we have CS2Dk > R
S
k(dk) for the design of the sensing module. Nevertheless,
both CS2Dk and R
S
k(dk) can only be approached at the cost of excessive latency (blocklengths)
and complexity. Therefore, in order to meet the requirements of URLLCs, based on the finite
blocklength theory, the tradeoff between CS2Dk and R
S
k(dk) can be well approximated by [37]:
LSBCS2Dk −NkRSk (dk) ≈
√
LSBV Sk +NkW
S
kQ
−1 (δk) ,∀k, (2)
where LS is the transmission latency for the sensing phase, and B is the system bandwidth. LSB,
which is also referred to as the number of transmission symbols, represents the channel uses. Nk
is the number of the plant states. δk is the proxy for the sensing-transmission reliability (generally
10−5 or 10−6), and Q−1(·) denotes the inverse of the Gaussian Q-function. V Sk and W Sk are the
so-called channel dispersion and rate-dispersion, respectively. According to (2), one can conclude
that CS2Dk > R
S
k(dk) still holds when both L
SB and Nk tend to infinity. Consequently, (2) is
more beneficial to optimize latency and reliability for URLLC systems.
2) Communication Model: The received signal at the the control center yS ∈ CM×1 can be
written as
yS =
K∑
k=1
√
pSk
M
gks
S
k + n
S, (3)
where pSk is the transmission power of the k-th plant during the sensing phase, and n
S is the i.i.d.
complex additive white Gaussian noise (AWGN) with nS ∼ CN(0, σ2SIM). sSk ∈ C denotes the
date symbol of the k-th plant, where E
[|sSk|2] = 1. It is widely exploited that low-complexity
linear detection techniques are capable of asymptotically attaining optimal performance in mas-
sive MIMO [32]. Therefore, we adopt the low-complexity maximum ratio combining (MRC)
9detection in this paper. Recall from gˆk = β
1/2
k hˆk then the post-processing signal of y
S can be
expressed as
sˆSk = gˆ
H
ky
S
=
√
pSk
M
√
χkgˆ
H
k gˆks
S
k +
K∑
i=1,
i 6=k
√
pSi
M
√
χigˆ
H
k gˆis
S
i
+
K∑
j=1
√
pSj
M
√
1− χjβ1/2j gˆHk ejsSj + gˆHknS. (4)
As a result, the SINR of the k-th plant during the sensing phase is given by
γSk =
pSk
M
χk ‖gˆk‖4
K∑
i=1,
i 6=k
pSi
M
χi
∣∣gˆHk gˆi∣∣2 + ‖gˆk‖2 K∑
j=1
pSj
M
βj (1− χj) + σ2S ‖gˆk‖2
. (5)
D. Control Phase
As shown in Fig. 2, in the control phase, various control actions are modulated into the
transmission symbols and sent to each actuator, then each actuator performs the control actions
sent by the controller, in order to stabilize its own plant.
1) Control Module: In the control theory, a discrete-time linear stochastic dynamical plant is
generally given by
xt+1,k = Akxt,k + Bkut,k + wt,k,∀t > 0, k, (6)
where xt+1,k ∈ RNk×1 and xt,k ∈ RNk×1 denote the plant state vector at time t + 1 and t,
respectively. ut,k ∈ RNk×1 represents the control input for the actuator, and wt,k ∈ RNk×1
represents the noise for the control process. Ak ∈ RNk×Nk and Bk ∈ RNk×Nk are the fixed
matrices, and they are a controllable pair [8], [10]. As illustrated in [10], the stable eigenvalues
of Ak have no effects on control. Therefore, we let Ak only have the unstable eigenvalues in
this paper. Furthermore, Ak and Bk are full rank matrices, namely rank(Ak) = rank(Bk) = Nk.
A common performance metric on evaluating control efficiency at time T is given by
JT,k = E
[
T−1∑
t=1
(
xTt,kQkxt,k + u
T
t,kRkut,k
)
+ xTT,kST,kxT,k
]
, (7)
where Qk, Rk and ST,k are the positive semi-definite matrices. JT,k is also referred to as the
LQR cost function. As an important and special case, let Qk = ST,k = INk and Rk = 0, then
10
JT,k = E
[∑T
t=1 ||xt,k||2
]
which denotes the mean square deviation between the plant state xt,k
and the desired state 0. For the mean square deviation, the definition of plant stability is to make
lim supt→∞ E [||xt,k||2] bounded, namely lim supt→∞ E [||xt,k||2] <∞ [9]. Furthermore, in order
to model the fundamental limits of control under communication constraints more precisely, a
rate-cost function RCk (ck) is developed in [24], where the minimum information capacity required
to maintain the plant at LQR cost ck is revealed for both noiseless and noisy channels. The lemma
about the lower bound of the rate-cost function is illustrated as follows.
Lemma 1 ([24]): For the fully observed dynamical plant (6), ck > cmink and positive definite
matrix Mk, the lower bound of the rate-cost function is given by
RCk (ck) > log2 |det (Ak)|
+
Nk
2
log2
(
1 +
Z (wk) |det (Mk)|
1
Nk
1
Nk
(ck − cmink )
)
, (8)
where cmink = tr(Σw,kSk), Σw,k is the covariance matrix of wt,k, and Sk is the solution to the
algebraic Riccati equations:Sk = Qk + A
T
k (Sk −Mk) Ak,
Mk = SkBk
(
Rk + B
T
kSkBk
)−1
BTkSk.
(9)
Z(·) denotes the entropy power function, i.e.,
Z (wk) =
1
2pie
exp
[
2
Nk
h (wk)
]
, (10)
and h(wk) > −∞ is the the differential entropy of wt,k.
Obviously, based on Lemma 1, one can find that RCk (ck) > log2 |det (Ak)|. Moreover, it is
proved that the separated design of control and communications is optimal when the previous
control inputs are adopted [24]. Hence, compared with distributed systems, centralized systems
are more beneficial to reduce system costs. This is because the centralized systems do not require
the feedback of the previous control inputs which can be store at the local memory of the control
center.
2) Communication Model: Let sC = [sC1 , · · · , sCk , · · · , sCK ]T ∈ CK×1 represent the symbol
vector, where E
[
sC(sC)H
]
= IK . Similarly with the MRC detection, the low-complexity linear
matched filter (MF) precoder is adopted in this paper. Denote vk ∈ CM×1 as the precoder vector,
i.e.,
vk =
gˆ∗k
‖gˆ∗k‖
. (11)
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The received signal of the k-th plant can be written as
yCk =
K∑
i=1
√
pCi
M
gTkvis
C
i + n
C
k
=
√
pCk
M
√
χkgˆ
T
kvks
C
k +
K∑
i=1,
i 6=k
√
pCi
M
√
χkgˆ
T
kvis
C
i
+
K∑
j=1
√
pCj
M
√
1− χkβ1/2k eTkvjsCj + nCk , (12)
where pCk is the transmission power of the k-th plant during the control phase, and n
C
k is the
i.i.d. complex AWGN with nCk ∼CN(0, σ2C). Therefore, the SINR of the k-th plant during the
control phase is given by
γCk =
pCk
M
χk
∣∣∣∣ gˆTkgˆ∗k‖gˆ∗k‖
∣∣∣∣2
χk
K∑
i=1,
i 6=k
pCi
M
∣∣∣∣ gˆTkgˆ∗i‖gˆ∗i ‖
∣∣∣∣2 + βk (1− χk) K∑
j=1
pCj
M
+ σ2C
. (13)
IV. OPTIMIZATION FRAMEWORK OF LQR COST AND ENERGY CONSUMPTION
For the networked control system with URLLCs, our optimization objective is to minimize
the LQR cost of the control phase, while minimizing the round-trip energy consumption. In this
section, we develop a optimization framework of the LQR cost and the round-trip energy con-
sumption. Specifically, we first derive the spectral efficiency (SE), the LQR cost and the energy
consumption. Then, we propose a novel performance metric for the networked control system
with URLLCs. Furthermore, we prove the rationality and validity of the proposed performance
metric.
A. Spectral Efficiency of Sensing Phase and Control Phase
The theorem about the SE of the sensing phase and the control phase is illustrated as follows.
Theorem 1: For the large number of antennas M at the control center, the ergodic SE during
two phases can be well approximated by
CS2Dk = log2
(
1 +
pSkχkβk
σ2S
)
,∀k, (14)
RC2Ak = log2
(
1 +
pCkχkβk
σ2C
)
−
√
1
LCB
Q−1 (k) log2 e,∀k, (15)
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where LC is the transmission latency for the control phase, and k is the proxy for the transmission
reliability during the control phase (generally 10−5 or 10−6).
Proof: See Appendix A.
Furthermore, we have the following corollary for the sensing phase, i.e.,
Corollary 1: For the networked control system with URLLCs, the ergodic SE during the
sensing phase must satisfy
LSB log2
(
1 +
pSkχkβk
σ2S
)
> Nk
2
log2
(
σ2PS
dk
)
+
√
LSB +
Nk
2
Q−1 (δk) log2 e, ∀k, (16)
where σ2PS is the variance of the plant state, dk is the distortion level, and δk is the proxy for
the sensing-transmission reliability during the sensing phase (generally 10−5 or 10−6).
Proof: Let the state vector of each plant obey Gaussian distribution N(0, σ2PSIN), then we
have
RSk (dk) =
1
2
log2
(
σ2PS
dk
)
, (17)
W Sk =
1
2
(log2 e)
2. (18)
Based on (61) in Appendix A, this corollary is the direct application of Theorem 1 and (2).
B. LQR Cost of Control Phase
By jointly considering the control efficiency and the SE in the control phase, the LQR cost
is investigated for the optimization framework. The theorem about the LQR cost is shown as
follows.
Theorem 2: For the single-cell networked control system with URLLCs, during the control
phase, the LQR cost function about the transmission latency, reliability and power is
ck
(
pCk , L
C, k
)
=
NkZk (wk) |det (Mk)|
1
Nk
exp
(
2
Nk
Ωk ln 2
)
− 1
+ cmink , ∀k, (19)
where cmink = tr(Σw,kSk) and
Ωk = L
CB log2
(
1 +
pCkχkβk
σ2C
)
−
√
LCBQ−1 (k) log2 e
− log2 |det (Ak)| . (20)
Proof: See Appendix B.
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C. Energy Consumption of Sensing Phase and Control Phase
Energy consumption is another crucial aspect for the optimization framework. In the sensing
phase, the energy consumption at the k-th plant can be written as
ESk
(
pSk, L
S) = pSkLS
µSk
+ P SkL
S,∀k, (21)
where µSk is the efficiency of the power amplifier at the k-th plant, and P
S
k denotes the circuit
power to operate each plant. Therefore, the total energy consumption during the sensing phase
is given by
ES
(
pS, LS
)
=
K∑
k=1
ESk
(
pSk, L
S) = LS K∑
k=1
(
pSk
µSk
+ P Sk
)
. (22)
In the control phase, the energy consumption at the control center for the k-th plant can be
expressed as
ECk
(
pCk , L
C) = pCkLC
µC
+
P CLC
K
, ∀k, (23)
where µC is the efficiency of the power amplifier at the control center, while P C represents the
circuit power to operate the control center. Similarly, the total energy consumption during the
control phase is given by
EC
(
pC, LC
)
=
K∑
k=1
ECk
(
pCk , L
C) = LC( K∑
k=1
pCk
µC
+ P C
)
. (24)
D. Novel Performance Metric for Networked Control System with URLLCs
So far, we derive two vital components for the optimization framework, namely the LQR
cost and the energy consumption. For the networked control system with URLLCs, our first
optimization objective is to minimize the LQR cost of the control phase. At the same time, our
second optimization objective is to minimize the round-trip energy consumption. To this end, in
order to optimize these two objectives together, we develop a novel performance metric for the
optimization framework, i.e., the energy-to-control efficiency (ECE). Two types of ECE can be
written as
ηGECE =
EGECEmax − ES
(
pS, LS
)− EC (pC, LC)∑K
k=1 ck (p
C
k , L
C, k)
, (25)
ηFECE = min
k
{
EFECEmax − ESk
(
pSk, L
S
)− ECk (pCk , LC)
ck (p
C
k , L
C, k)
}
, (26)
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where EGECEmax and E
FECE
max denote the round-trip maximum energy consumption, and they are given
by
EGECEmax = Lmax
[
KPS,max
mink {µSk}
+K max
k
{
P Sk
}
+
PC,max
µC
+ P C
]
, (27)
EFECEmax = Lmax
[
PS,max
mink {µSk}
+ max
k
{
P Sk
}
+
PC,max
µC
+
P C
K
]
. (28)
PS,max and PC,max are the maximum transmission power during two phases, and Lmax denotes the
requirement of latency. Based on (25) and (26), one can find that (25) focuses on the global
performance of ECE, while (26) focuses on the fairness of ECE. Although the physical meaning
of ECE is undefined, ECE is a reasonable and valid performance utility for the networked control
system with URLLCs. Next, let us show the rationality and validity of the global ECE (GECE)
and the fair ECE (FECE).
Theorem 3: For the noise of the control process with Zk(wk) > 0, ηGECE is a pseudo-concave
function of p = [pS,pC] or τ = [LS, LC], and ηFECE is a quasi-concave function of p = [pS,pC]
or τ = [LS, LC].
Proof: See Appendix C.
Corollary 2: For the single-cell networked control system with URLLCs, maximizing ηGECE
or ηFECE means that it is an efficient and optimal system design.
Proof: Since the local maximum is also the global maximum both for pseudo-concave and
quasi-concave functions, Theorem 3 directly leads to this corollary.
In conclusion, the proposed ECE can guide the design of the networked control system.
V. PERFORMANCE OPTIMIZATION OF NETWORKED CONTROL SYSTEM WITH URLLCS
Based on the optimization framework proposed, we optimize the performance of the single-
cell networked control system in this section. We first formulate a general and complex max-min
joint optimization problem. Then, a series of radio resource allocation algorithms are proposed
to optimally solve the formulated problem by reasonable complexity.
A. Max-Min Joint Optimization Problem Statement
According to Theorem 3 and Corollary 2, due to the pseudo-concavity, the Karush-Kuhn-
Tucker (KKT) conditions are sufficient and necessary for maximizing ηGECE when we separately
optimize the power allocation or the latency allocation. To this end, we formulate a more general
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and complex max-min joint optimization problem in this section. In addition, since the expected
goal of the networked control system is to let each plant stabilize, maximizing the minimum
ECE ηFECE among all plants is more in line with actual needs.
Problem 1 (Max-Min Joint Optimization of Transmission Power and Latency): Given the
location information of all plants and the URLLC requirements Lmax, δk and k, the joint
optimization of the transmission power and latency is formulated as
max
pS,pC
LS,LC
min
k
{
EFECEmax − ESk
(
pSk, L
S
)− ECk (pCk , LC)
ck (p
C
k , L
C, k)
}
(29a)
s. t. LSB log2
(
1 +
pSkχkβk
σ2S
)
> Nk
2
log2
(
σ2PS
dk
)
+
√
LSB +
Nk
2
Q−1 (δk) log2 e,∀k, (29b)
pSk 6 PS,max,∀k, (29c)
K∑
k=1
pCk 6 PC,max, (29d)
pCk > 0,∀k, (29e)
pSk > 0,∀k, (29f)
LS + LC 6 Lmax, (29g)
LC > 0, (29h)
LS > 0. (29i)
B. Solution to Problem 1
As shown in (29), Problem 1 is non-concave when we jointly optimize the transmission
power and latency. However, the following theorem illustrates that Problem 1 can still be solved
optimally. To facilitate exposition, we write the following notations, i.e.,
EFECEmax − ESk
(
pSk, L
S
)− ECk (pCk , LC)
ck (p
C
k , L
C, k)
, fk (p, τ )
gk (p, τ )
,∀k, (30)
F (η) , max
p,τ
min
k
{fk (p, τ )− ηgk (p, τ )} . (31)
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Theorem 4: Denote F as the set of all feasible solutions. Let η∗ = mink {fk(p∗, τ ∗)/gk(p∗, τ ∗)},
then (p∗, τ ∗) is the optimal solution of Problem 1 if and only if
(p∗, τ ∗) = arg max
p,τ
min
k
{fk (p, τ )− η∗gk (p, τ )} . (32)
Proof: The proof of Theorem 4 is divided into sufficiency and necessity. First of all, let
(p∗, τ ∗) be the optimal solution of Problem 1, then ∀(p, τ ) ∈ F , we obtain
η∗ = min
k
{
fk (p
∗, τ ∗)
gk (p∗, τ ∗)
}
> min
k
{
fk (p, τ )
gk (p, τ )
}
. (33)
Therefore,
min
k
{fk (p, τ )− η∗gk (p, τ )} 6 0, (34)
min
k
{fk (p∗, τ ∗)− η∗gk (p∗, τ ∗)} = 0, (35)
which yields (32).
On the other hand, let (32) hold, then ∀(p, τ ) ∈ F , we have
min
k
{fk (p, τ )− η∗gk (p, τ )}
6 min
k
{fk (p∗, τ ∗)− η∗gk (p∗, τ ∗)} = F (η∗) (a)= 0, (36)
where (a) follows from Lemma 2.
Lemma 2 ([38]): ∀a ∈ F , we have F (ηa) > 0 with ηa = mink {fk(a)/gk(a)}, and the
equality holds when a = arg max
a
min
k
{fk(a)− ηagk(a)}.
Based on (36), one can conclude that
η∗ > min
k
{
fk (p, τ )
gk (p, τ )
}
, (37)
η∗ = min
k
{
fk (p
∗, τ ∗)
gk (p∗, τ ∗)
}
. (38)
Thus, (p∗, τ ∗) is the optimal solution of Problem 1.
C. Radio Resource Allocation Algorithm for Max-Min Joint Optimization
Based on Theorem 4, we find that F (η∗) = 0 with η∗ = mink {fk(p∗, τ ∗)/gk(p∗, τ ∗)} when
(p∗, τ ∗) is the optimal solution of Problem 1. Furthermore, because F (η) is strictly monotonically
decreasing on η, and we have limη→−∞ F (η) = +∞, limη→+∞ F (η) = −∞. Consequently,
solving Problem 1 is equivalent to finding the unique zero root of F (η). In this section, a
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Algorithm 1. Radio resource allocation algorithm for max-min joint optimization.
Initialization:
• The location information of all plants.
• The URLLC requirements, namely Lmax, δk and k, ∀k.
• The distortion requirement of the sensing phase, namely σ
2
PS
dk
,∀k.
• Total power PS,max and PC,max.
5: • Iterative index i = 0 and maximum iterative tolerance ζ1 > 0.
• Initial values of η0 = mink
{
EFECEmax
2cmink
}
and F (η−1) > ζ1.
Iterative procedure:
while F (ηi−1) > ζ1 do
1) Based on Algorithm 2, solve the resource allocation pi and τ i of Sub-Problem 2 with
the given ηi.
2) Calculate the value of auxiliary function F (ηi) = mink {fk(pi, τ i)− ηigk(pi, τ i)}.
10: 3) Update ηi+1 = mink {fk(pi, τ i)/gk(pi, τ i)}, pi+1 = pi and τ i+1 = τ i.
4) Set i = i+ 1.
end while
5) Output the optimal solution (p∗, τ ∗) = (pi+1, τ i+1) and the optimal FECE η∗.
Dinkelbach-based iterative procedure described by Algorithm 1 is put forward to solve Problem 1.
The convergence and optimality of Algorithm 1 are guaranteed by the following theorem.
Theorem 5: Algorithm 1 must converge to the optimal solution of Problem 1.
Proof: Step 3 of Algorithm 1 gives rise to
F (ηi) = min
k
{fk (pi, τ i)− ηigk (pi, τ i)}
(a)
= min
k
{(ηi+1 − ηi) gk (pi, τ i)}
(b)
> 0. (39)
(a) follows from
fk (pi, τ i)
gk (pi, τ i)
> ηi+1 = min
k
{
fk (pi, τ i)
gk (pi, τ i)
}
, ∀k
⇒ fk (pi, τ i) > ηi+1gk (pi, τ i) , (40)
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where the equality holds when k = arg mink {fk(pi, τ i)/gk(pi, τ i)}. While (b) follows from
Lemma 2. Therefore, (39) means that ηi+1 > ηi always holds when Algorithm 1 does not achieve
the convergence. Based on the property of monotonically decreasing on F (η), this completes
the proof of the convergence (F (η)→ 0).
On the other hand, the optimality can be proved by contradiction. Let η˜ = mink {fk(p˜, τ˜ )/gk(p˜, τ˜ )}
be a feasible solution which satisfies η˜ < η∗. With the aid of the monotonicity and convergence
of F (η), we obtain F (η˜) > F (η∗) and F (η˜) = 0. By contrast, based on Theorem 3, F (η∗) = 0,
which leads to a contradiction.
D. Radio Resource Allocation Algorithm for Max-Min Sub-Problem
As illustrated in Theorem 5, Algorithm 1 can achieve the optimal solution of Problem 1. In
Algorithm 1, Step 1 gives rise to the following original sub-problem.
Sub-Problem 1 (Original Sub-Problem): Given ηi, the original max-min sub-problem is for-
mulated as
max
p,τ
min
k
{fk (p, τ )− ηigk (p, τ )} (41a)
s. t. (29b)− (29i). (41b)
Since the condition x > ln( e
e−1) ≈ 0.4587 always holds for practical engineering implemen-
tations, then we have the inequality exp(x) − 1 > exp(x − 1). Therefore, the upper bound of
gk(p, τ ) is adopted to further reduce the complexity, i.e.,
gk (p, τ ) 6 g˜k (p, τ ) =
NkZk (wk) |det (Mk)|
1
Nk
exp
(
2
Nk
Ωk ln 2− 1
) + cmink ,∀k, (42)
where Ωk is given by (20). Clearly, (42) gives rise to the lower bound of (41a). Then, based on
the standard epigraph form, the transformed sub-problem is established as follows.
Sub-Problem 2 (Transformed Sub-Problem): Given ηi, the transformed sub-problem is for-
mulated as
max
p,τ ,ψ
{ψ} (43a)
s. t. fk (p, τ )− ηig˜k (p, τ ) > ψ,∀k, (43b)
−∞ 6 ψ 6 min
k
{
EFECEmax − ηicmink
}
, (43c)
(29b)− (29i). (43d)
19
Algorithm 2. Radio resource allocation algorithm for Sub-Problem 2.
Initialization:
• Iterative index j = 0 and maximum iterative tolerance ζ2 > 0.
• Initial value of τ Ii =
Lmax
2
· 1.
Iterative procedure:
1) Set ψmin0 = mink
{−ηicmink } and ψmax0 = mink {EFECEmax − ηicmink }.
while
∣∣ψmaxj − ψminj ∣∣ > ζ2 do
5: 2) Let ψj = 12
(
ψminj + ψ
max
j
)
.
3) Solve the feasibility problem (46) with the given ηi, ψj and τ Ii to obtain the solution
of pFi .
4) Solve the feasibility problem or (50) with the given ηi, ψj and pFi to obtain the solution
of τ Fi .
if pFi and τ Fi are all feasible then Let ψminj+1 = ψj , ψmaxj+1 = ψmaxj and τ Ii = τ Fi .
else Let ψmaxj+1 = ψj and ψminj+1 = ψminj .
10: end if
5) Set j = j + 1.
end while
6) Output the solution (pi, τ i) = (pFi , τ Fi ).
1) Radio Resource Allocation Algorithm for Sub-Problem 2: Since ψ has the specific lower
and upper bounds in practice, a binary search-based iterative procedure described by Algorithm 2
is proposed to solve Sub-Problem 2. Due to the coupled variables of p and τ , the transformed
sub-problem is still non-concave. Consequently, the power allocation and the latency allocation
are optimized separately. Moreover, it is noted that the FECE ηFECE may not be optimal when the
equalities of (29c), (29d) and (29g) hold. Thus, we cannot let pS = PS,max ·1 or LS = Lmax−LC to
reduce the complexity. Finally, the convergence and optimality of Algorithm 2 can be guaranteed
by the binary search.
2) Power Allocation: Firstly, let us solve the constraint (29b) with the given LS, then we
obtain
pSk >
σ2S
χkβk
[exp (Φk)− 1] , ∀k, (44)
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where
Φk =
Nk log2
(
σ2PS
dk
)
2LSB log2 e
+
√
LSB +
Nk
2
Q−1 (δk)
LSB
. (45)
Then, the feasibility problem in Step 3 of Algorithm 2 can be formulated as
FP-P: min
bS,bC,p
{
bC +
K∑
k=1
bSk
}
(46a)
s. t. 0 6 bSk 6 1,∀k, (46b)
σ2S
χkβk
[exp (Φk)− 1] 6 pSk 6 bSk · PS,max,∀k, (46c)
0 6 bC 6 1, (46d)
K∑
k=1
pCk 6 bC · PC,max, (46e)
pCk > 0,∀k, (46f)
fk (p)− ηig˜k (p) > ψ,∀k, (46g)
where bS and bC denote the indicators of feasibility for the power allocation.
3) Latency Allocation: According to the discriminant of the quadratic equation, LS has the
unique positive solution for each plant. Analogously, based on the constraint (29b), we can solve
one of the lower bounds of LS with the given pSk, i.e.,
LS >
2q0,kq1,k +B +
√(
4Bq0,kq1,k + 2Nkq20,k +B
2
)
2q20,k
,∀k, (47)
where
q0,k =
B log2
(
1 +
pSkχkβk
σ2S
)
Q−1 (δk) log2 e
, (48)
q1,k =
Nk log2
(
σ2PS
dk
)
2Q−1 (δk) log2 e
. (49)
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Then, the feasibility problem in Step 4 of Algorithm 2 is
FP-L: min
b,τ
{b} (50a)
s. t. 0 6 b 6 1, (50b)
LS + LC 6 b · Lmax, (50c)
LS > max
k
{RHS of (47)} , (50d)
LC > 0, (50e)
fk (τ )− ηig˜k (τ ) > ψ,∀k, (50f)
where b is the indicators of feasibility for latency allocation.
To reduce the complexity, the CVX package with the solver SDPT3 [39], [40] is used for
solving the feasibility problems in this paper.
So far, we optimally solve Problem 1. Subsequently, we discuss how to apply Algorithm 1 to
jointly optimize the transmission power and latency for maximizing ηGECE.
Remark 1 (Joint Optimization of Maximizing ηGECE): Through analysis and comparison, we
find that all proofs on Algorithm 1 still hold for maximizing ηGECE. Furthermore, although the
KKT conditions are sufficient and necessary for various maximized sub-problems of the power
allocation or the latency allocation, the closed-form solutions may not be achieved. At this point,
the CVX package with the solver SDPT3 or the standard sub-gradient method [41] can be used
to obtain the optimal solutions. In a word, the problem of maximizing ηGECE is easier than that
of maximizing ηFECE.
VI. SIMULATION RESULTS
A. Simulation Setup
In the simulations, according to the representative value of channel delay spread TD = 1 µs,
the system coherence bandwidth can be calculated as B = 1/(2TD) = 500 kHz [44]. Therefore,
the noise power during two phases is given by σ2S = N
S
0B and σ
2
C = N
C
0 B, where N
S
0 and N
C
0
are the noise power spectral density. The URLLC requirements are set as Lmax = 1 ms and
δk = k = 10
−5, respectively [14]. The large-scale fading is given by βk = θξkd−αk , where θ is a
constant related to the antenna gain and carrier frequency, ξk is the shadow fading (SF) variable
with 10 log10 ξk ∼ N(0, σ2SF), α is the path loss exponent, and dk = [x2k + y2k]1/2 is the distance
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TABLE I
SIMULATION PARAMETERS
Parameter Value
Inner radius rI 10 m
Outer radius rO 50 m
Channel constant θ 10−3
SF standard variance σSF 8 dB
Path loss exponent α 3
Estimation accuracy χk, ∀k 0.8
Noise power spectrum density NS0 = N
C
0 -130 dBm/Hz [42]
System coherence bandwidth B 500 kHz
Maximum round-trip latency Lmax 1 ms
Reliability δk = k, ∀k 10−5
Maximum transmission power
at plant PS,max
1 W
Maximum transmission power
at control center PC,max
10 W
Circuit power at plant P Sk ,∀k 2 W
Circuit power at control center P C 103 W [43]
Efficiency of power amplifier µC = µSk, ∀k 0.2
The number of plant states Nk, ∀k 100
Minimum LQR cost cmink , ∀k 10−1
between the k-th plant and the control center. All plants are uniformly distributed on a disc with
the inner radius rI and the outer radius rO, thenxk = rk cosφk,yk = rk sinφk, (51)
where rk and φk are the distributions defined by following
frk (x) =
2x
r2O − r2I
, x ∈ [rI, rO] ,
φk ∼ unif (0, 2pi) .
(52)
In addition, we consider an important control case in the simulations, i.e., the control goal is to
minimize the mean square deviation between the plant state and the desired state 0. Then, we have
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Fig. 3. SE versus the number of antennas, with the fixed transmission power pCk = 0.5 W, ∀k.
Qk = INk , R = 0 and Sk = Mk = INk . Let wt,k be the i.i.d. AWGN with wt,k ∼ CN(0, σ2PNINk),
we obtain Zk(wk) = σ2PN, det(Mk) = 1 and c
min
k = Nkσ
2
PN. All detailed simulation parameters
are listed in Table I. Finally, “PCSI” and “IPCSI” represent perfect and imperfect channel state
information, respectively.
B. Tightness of Theorem 1
Let ak ∈ CM×1 denote an i.i.d. complex Gaussian random vector, namely ak∼CN(0, IM),
then we have the following distributions, i.e.,
RVB ,
∣∣∣∣ aHk‖aHk ‖ ai‖ai‖
∣∣∣∣2 ∼ Beta (1,M − 1) , ∀i 6= k, (53)
RVG , ‖ak‖2 ∼ Gamma (M, 1) ,∀k. (54)
Therefore, the instantaneous SINR of the k-th plant during the control phase can be rewritten as
γCk =
pCkχkβkRVG
RVBRVGχkβk
K∑
i=1,
i 6=k
pCi + βk (1− χk)
K∑
j=1
pCj +Mσ
2
C
. (55)
Based on (55), Fig. 3 illustrates the SE versus the number of antennas during the control phase.
For both PCSI and IPCSI, Fig. 3 depicts that as the number of antennas increases, the ergodic SE
of the control phase increases and tends to Theorem 1. Hence, Theorem 1 is tight and valid for the
large number of antennas M at the control center. Moreover, due to the channel estimation error,
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Fig. 4. LQR cost versus transmission latency, with the fixed transmission power pCk = 0.5 W.
the case of IPCSI is always worse than the case of PCSI. Finally, Fig. 3 shows that increasing
the transmission latency deteriorates the SE performance, which means that the implementation
of URLLCs comes at the cost of a reduced SE. The SE results of the sensing phase are similar
to those of the control phase, thus they are omitted here due to space limitations. According
to the tightness of Theorem 1, the other simulation results will be discussed in the following
subsections.
C. Tradeoff Among LQR Cost, Transmission Latency and Transmission Reliability
From Theorem 2, Fig. 4 and Fig. 5 illustrate the LQR cost versus the transmission latency
and reliability, respectively. As shown in Fig. 4, as the transmission latency of the control phase
increases, the LQR cost decreases and finally tends to cmink . On the contrary, Fig. 5 depicts that
as the transmission reliability k increases, the LQR cost increases. This is because increasing
the transmission latency and reducing the transmission reliability can improve the amount of
information during the control phase. In conclusion, Fig. 4 and Fig. 5 suggest that the better
LQR cost is achieved, the more amount of information is required. Furthermore, compared with
the low-unstable plants (Ak = diag{2 ·1} ∈ RNk×Nk), the more LQR cost is paid for stabilizing
the high-unstable plants (Ak = diag{4 · 1}). Finally, regardless of Fig. 4 or Fig. 5, one can
indicate the imperfect CSI increases the LQR cost.
D. Simulation Results for Problem 1
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1) Convergence of Proposed Algorithms: Based on a certain channel realization in the sim-
ulations, Fig. 6 illustrates the convergence of two proposed algorithms. As shown in Fig. 6(a),
as the number of iterations increases, the value of auxiliary function F (ηi) decreases and finally
converges to zero, which is consistent with Theorem 5. Thus, the convergence of Algorithm 1
is verified. On the other hand, Fig. 6(b) depicts that as the number of iterations increases,
the maximum value of ψ decreases and the minimum value of ψ increases. ψmax and ψmin of
Algorithm 2 eventually converge to a constant. Finally, the number of iterations also indicates
that Algorithm 1 and Algorithm 2 operate with the reasonable complexity.
2) Performance of Proposed Algorithms: Let ρk = dk/σ2PS denote the distortion-to-noise ratio
(DNR) of the sensing phase. Fig. 7 illustrates the cumulative distribution function (CDF) of the
ECE in Problem 1 under the different number of plants. As shown in Fig. 7, upon increasing
the number of plants (from K = 8 to K = 16), the performance of ECE gradually deteriorates,
which means that the more plants are supported, the lower ECE is achieved. Moreover, in order
to verify the performance of our proposed algorithms, the reference ECE is considered as the
case with the full power allocation during the sensing phase and the equal power and latency
allocation during the control phase, which can be abbreviated as “FPEPLA”. Fig. 7 indicates
that given the number of plants (K = 8), the ECE of the proposed algorithms outperforms that
of FPEPLA.
Fig. 8 illustrates the CDF of the ECE in Problem 1 under the different instabilities and DNRs.
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Fig. 6. Convergence of proposed algorithms under IPCSI, with K = 8, ζ1 = 10−2 and ζ2 = 10−3.
Compared with the FPEPLA, regardless of what the instability, DNR and CSI are, the proposed
algorithms always achieve the better performance on ECE. In addition, Fig. 8 shows that for the
high-unstable plants (Ak = diag{4 · 1}), the increased perception accuracy during the sensing
phase (namely ρk = −30 dB) is accompanied by the decline on the performance of ECE. Finally,
based on Fig. 7 and 8, one can demonstrate that the imperfect CSI has a very small impact on
the performance of ECE. This is because when most plants operate with the high SINR, the
large-scale fading is not sensitive to the imperfect CSI. To this end, we raise the following
conclusions: 1) appropriately increasing the SINR during two phases is beneficial to improve
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Fig. 8. CDF of ECE under the different instabilities and DNRs, with K = 8 and the total system bandwidth BS = 10 MHz.
the ECE; 2) our proposed algorithms can significantly improve the ECE, while guaranteeing the
requirements of URLLCs for the networked control system.
VII. CONCLUSIONS
Networked control systems are the current trend for the emerging real-time control applications
of IoT, such as autonomous driving, “Industry 4.0” and tactile Internet. In this paper, we
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investigated the optimization of the LQR cost and energy consumption for a centralized wireless
networked control system operating with URLLCs. Particularly, we first developed a optimization
framework including the SE during two phases, LQR cost, and energy consumption. A novel
performance metric called the ECE was also proposed, and the rationality and validity of the
proposed performance metric were proved. Then, with the aid of the proposed framework,
we formulated a max-min joint optimization problem, and put forward two radio resource
allocation algorithms to optimally solve the formulated problem. Simulation results illustrated
that the proposed algorithms can greatly improve the ECE performance, while guaranteeing the
requirements of URLLCs for the networked control system.
APPENDIX A
PROOF OF THEOREM 1
First of all, the ergodic SE during the sensing phase can be written as
CS2Dk
(
γSk
)
= E{h}
[
log2
(
1 + γSk
)]
. (56)
Then, according to the channel hardening, i.e., gˆHk gˆk, gˆ
T
kgˆ
∗
k/M → βk,∀k, and the asymptotic
channel orthogonality, i.e., gˆHk gˆi, gˆ
T
kgˆ
∗
i /M → 0,∀i 6= k, thus for the large number of antennas
M , the SINR of the k-th plant during two phase can be approximated by
γSk =
pSkχkβk
σ2S
,M  1, (57)
γCk =
pCkχkβk
σ2C
,M  1. (58)
Substituting (57) into (56), we have (14).
On the other hand, in order to meet the requirements of URLLCs, the tradeoff between
latency and reliability should be modeled in our optimization framework. In fact, (2) has char-
acterized the transmission latency and the sensing-transmission reliability for the sensing phase.
Hence, here we model the tradeoff between latency and reliability for the control phase. With
respect to URLLCs, both the ergodic capacity and the outage capacity are no longer applicable,
because they violate the requirements of URLLCs, namely CC2A(γC) = E{h}
[
log2(1 + γ
C)
]
=
lim→0CC2A (γ
C, ) = lim→0 limn→∞RC2A(γC, n, ) [12]. A common expression of RC2A(γC, n, )
is approximated by [30], [31], [45]:
RC2A
(
γC, LC, 
) ≈ E{h} [log2 (1 + γC)−
√
V C
LCB
Q−1 ()
]
, (59)
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where  is the proxy for the transmission reliability, and the meaning of V C is similar to (2).
For a complex channel, the channel dispersion is given by [46]:
V C =
(
1− 1
(1 + γC)2
)
(log2 e)
2 . (60)
In the high SINR region (greater than 10 dB), the channel dispersion can be approximated by
V C ≈ (log2 e)2, while in the low SINR region we have 0 < V C < (log2 e)2 [47]. Therefore, V C
can be approximated by
V C ≈ (log2 e)2, (61)
which is used to obtain the lower bound in this paper. Similarly with the sensing phase,
substituting (58) and (61) into (59), we obtain the ergodic SE during the control phase which is
given by (15).
APPENDIX B
PROOF OF THEOREM 2
Based on Lemma 1 and the source-channel separation theorem, one can conclude during the
control phase
LCBCC2Ak > R
C
k (ck) . (62)
On the other hand, considering the requirements of URLLCs and CC2Ak = lim→0C
C2A
,k =
lim→0 limn→∞RC2Ak , according to Theorem 1, we obtain the following condition for the LQR
cost, i.e.,
LCBCC2Ak > L
CBRC2Ak
(a)
> RCk (ck) . (63)
Let the equality of (a) hold and substitute (15) into the equality, then we have
LCB log2
(
1 +
pCkχkβk
σ2C
)
−
√
LCBQ−1 (k) log2 e
= log2 |det (Ak)|+
Nk
2
log2
(
1 +
Zk (wk) |det (Mk)|
1
Nk
1
Nk
(ck − cmink )
)
, (64)
which leads to (19).
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APPENDIX C
PROOF OF THEOREM 3
Since the proof of (26) is similar to that of (25), and the form of (25) is more complex than
that of (26), only the case of (25) is proved here. Let
ηGECE =
EGECEmax − ES
(
pS, LS
)− EC (pC, LC)∑K
k=1 ck (p
C
k , L
C, k)
,
f
(
pS,pC, LS, LC
)
g (pC, LC)
. (65)
Obviously, we have 
∂2f
(
pS,pC, LS, LC
)
∂pSk∂p
C
k
=
∂2f
(
pS,pC, LS, LC
)
∂pCk∂p
S
k
= 0,
∂2f
(
pS,pC, LS, LC
)
∂ (pSk)
2 =
∂2f
(
pS,pC, LS, LC
)
∂ (pCk )
2 = 0,
∂2f
(
pS,pC, LS, LC
)
∂LS∂LC
=
∂2f
(
pS,pC, LS, LC
)
∂LC∂LS
= 0,
∂2f
(
pS,pC, LS, LC
)
∂ (LS)2
=
∂2f
(
pS,pC, LS, LC
)
∂ (LC)2
= 0.
(66)
Thus, f(pS,pC, LS, LC) is an affine function of p = [pS,pC] or τ = [LS, LC]. On the other hand,
because the condition exp [(2Ωk ln 2)/Nk] > 1 always holds in practice, we obtain
∂2g
(
pC, LC
)
∂ (pCk )
2 > 0,
∂2g
(
pC, LC
)
∂ (LC)2
> 0,
(67)
Hence, g(pC, LC) is a convex function of pC or LC. Since the properties of p = [pS,pC] or
τ = [LS, LC] are same for either f or g, we omit all independent variables. To continue the
proof, the following lemma is borrowed, i.e.,
Lemma 3 ([41], [48]): Let C ⊆ Rn be a convex set and r : C → R. Then, r is quasi-concave
if and only if its ξ-superlevel set Sξ = {a ∈ C : r(a) > ξ} is convex for all ξ ∈ R.
Based on Lemma 3, Sξ = {f/g > ξ} is the empty set for all ξ 6 0 when f > 0 and g > 0, thus
only the case of ξ > 0 is considered. The equivalent form of Sξ is given by Sξ = {f − ξg > 0}.
Let u = f − ξg, then u′′ = f ′′− ξg′′ < 0. Therefore, u = f − ξg is concave, i.e., the ξ-superlevel
set Sξ is convex, and ηGECE is a quasi-concave function of p = [pS,pC] or τ = [LS, LC].
Subsequently, we prove that ηGECE is also a pseudo-concave function of p = [pS,pC] or
τ = [LS, LC]. We take the power vector p as an example. Let p∗ be a stationary point of
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ηGECE(p) = f(p)/g(p), then we have ∇f(p∗) = ηGECE(p∗)∇g(p∗). Moreover, from (66) and
(67) we have
f (p) = f (p∗) +∇f(p∗)T (p− p∗)
= f (p∗) + ηGECE(p∗)∇g(p∗)T (p− p∗)
< f (p∗) + ηGECE(p∗) [g (p)− g (p∗)]
= ηGECE(p∗)g (p) , (68)
namely ηGECE(p) < ηGECE(p∗), which means that the stationary point p∗ is the local maximum.
To this end, ηGECE is a pseudo-concave function of p = [pS,pC] or τ = [LS, LC].
Finally, ηFECE can only be a quasi-concave function of p = [pS,pC] or τ = [LS, LC]. This is
because the function min(·) is not differentiable.
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