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Apstrakt
Matricˇna analiza je moc´an alat u proucˇavanju savremenih pojava i u pri-
meni matematike u nauci, inzˇenjerstvu, medicini, ekonomiji, fizici i drugim
naucˇnim disciplinama. Proucˇavanje karakteristicˇnih korena obezbed¯uje ko-
risne informacije o matricama i/ili operatorima: osetljivost na perturbacije,
stabilnost i sl. [72, 82], stoga je znatan deo matricˇne analize usmeren na
teoriju karakteristicˇnih korena (lokalizacija, perturbacija, kanonicˇke forme)
i, kroz numericˇke proracˇune, na brojne primene.
Ova disertacija sistematizuje postojec´e rezultate o lokalizaciji standar-
dnog i generalizovanog problema karakteristicˇnih korena matrica i generali-
zuje ih na nelinearni problem karakteristicˇnih korena, koristec´i poznatu vezu
dijagonalne dominacije, s jedne, i Gersˇgorinove teoreme, sa druge strane. Mo-
tivacija lezˇi, pre svega, u moguc´nosti primene na aktuelne probleme kako u
samoj numericˇkoj linearnoj algebri, tako i u inzˇenjerstvu, savremenoj nauci,
medicini, farmaciji, ekologiji, ekonomiji i drugim naukama.
Kako karakteristicˇni koreni ne mogu dati sveobuhvatne odgovore na pi-
tanja o ponasˇanju dinamicˇkih sistema tokom vremena, u nekim slucˇajevima
je dobro otic´i korak dalje, i primeniti pseudospektralnu analizu. Pseudospe-
ktralna analiza, tacˇnije, racˇunanje pseudospektra datog problema i njegova
lokalizacija, pokazalo se kao znacˇajan i nezaobilazan alat u nalazˇenju odgo-
vora na pitanje o asimptotskom ponasˇanju nesimetricˇnih matrica pri malim
perturbacijama, posebno matrica koje su daleko od normalnih. Stoga se
novi rezultati dati u ovoj disertaciji mogu podeliti u dva dela: prvi daje
lokalizacione oblasti spektra datog nelinearnog problema, dok se drugi bavi
pseudospektralnom analizom i opsˇtim perturbacijama. Pored toga, intere-
santnost i aktuelnost ove disertacije uvec´ana je prezentovanjem vec´eg broja
konkretnih primera proizasˇlih iz prakticˇnih primena.
Iako su standardni i generalizovani problemi karakteristicˇnih korena dosta
proucˇavani [39, 52, 53, 91, 104, 111, 115, 116, 122, 128, 131, 162, 163, 164, 167,
168, 171, 174, 176, 177, 178, 179], nelinearni problemi su u poslednjih nekoliko
godina postali aktuelniji [10, 14, 16, 76, 95, 102, 112, 117]. Lokalizacija
spektra i pseudospektra koriˇsc´enjem lokalizacija Gersˇgorinovog tipa za obicˇne
i generalizovane probleme je obrad¯ena u radovima [34, 92], a u ovoj disertaciji
je generalizovana za nelinearne probleme karakteristicˇnih korena. Deo ovih
novih rezultata objavljen je u radu [93]. Stoga je disertacija organizovana na
sledec´i nacˇin:
• U prvom poglavlju je dat uvod, istorijat i primene karakteristicˇnih ko-
rena, kao i zasˇto se spektralna i pseudospektralna analiza nalaze med¯u
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standardnim alatima primenjene matematike. Posebno je data klasifi-
kacija problema karakteristicˇnih korena i opisana njihova problematika.
Dat je pregled nekih poznatih potklasa regularnih matrica i odgova-
rajuc´ih lokalizacionih rezultata, kao i definicije dijagonalne dominacije
i njenih generalizacija, dobro poznata veza dijagonalne dominacije i od-
govarajuc´e teoreme Gersˇgorinovog tipa za standardni i generalizovani
problem karakteristicˇnih korena i poznati principi iz toga izvedeni.
• Drugo poglavlje bavi se lokalizacijama nelinearnih problema karakte-
risticˇnih korena. U ovom poglavlju predstavljeni su novi interesantni
rezultati koji se odnose na nelinearne probleme karakteristicˇnih korena,
dobijeni generalizacijom postojec´ih rezultata (Teoreme 2.2, 2.3 i 2.4).
Pored formulacija lokalizacionih skupova, navedene su i relacije med¯u
njima i razne lokalizacione oblasti za nelinearni problem karakteristi-
cˇnih korena. Posebno, date su primene na polinomne probleme, tacˇnije,
na kvadratni problem karakteristicˇnih korena i neke polinomne pro-
bleme viˇseg reda. Na kraju poglavlja, date su primene i na nepolinomne
probleme karakteristicˇnih korena, proizasˇle iz primena u inzˇenjerstvu.
Ovi originalni rezultati objavljeni su u radu [93].
• Trec´e poglavlje obuhvata vezu izmed¯u skupova Gersˇgorinovog tipa i
nestrukturnih perturbacija. U ovom poglavlju je izlozˇena pseudo-
spektralna analiza nelinearnih problema karakteristicˇnih korena. Na-
jpre je dat pregled poznatih rezultata za standardni i generalizovani
problem karakteristicˇnih korena, zajedno sa definicijama i lokalizaci-
jama Gersˇgorinovog tipa, a zatim, slicˇno tehnici koriˇsc´enoj u radovima
[34, 92] za standardni problem, navedeni su novi rezultati koji se odnose
na polinomne probleme karakteristicˇnih korena.
Disertacija se zavrsˇava zakljucˇnim razmatranjima i spiskom koriˇsc´ene li-
terature.
iii
UVOD
Ako se zapitamo sˇta je zajednicˇko za zatvaranje (neposredno po otvara-
nju) Milenijumskog pesˇacˇkog mosta u Londonu, rusˇenje mosta u Brojtonu
i Tahoma mosta u Vasˇingtonu, sa stanoviˇsta matematike, odgovor je: re-
zonanca, tj. nezˇeljene vibracije. Naime, neposredno po otvaranju Mileni-
jumskog mosta u Londonu, 2000. godine, isti je morao biti zatvoren jer je
postojala opasnost da se srusˇi usled vibracija koje su izazvali pesˇaci pre-
lazec´i ga ujednacˇenim ritmom u velikom broju. U slucˇaju Tahoma mosta
u Vasˇingtonu, uzrok rusˇenja bio je jak vetar, dok u slucˇaju mosta u Broj-
tonu, rusˇenje mosta su izazvale vibracije nastale marsˇiranjem vojnika pri
prelasku mosta. Problem opasnih vibracija [26, 67, 101], tj. problem rezo-
nance, javlja se kada na strukturu deluju spoljne sile (tezˇina ljudskih tela, jak
vetar i sl.) frekvencijama priblizˇno jednakim prirodnim frekvencijama, sˇto
dovodi do povec´anja vibracija i nestabilnosti same strukture. Matematicˇki
gledano, problem nezˇeljene rezonance sastoji se u preraspodeli nekoliko re-
zonantnih frekvencija (karakteristicˇnih korena) na zˇeljene lokacije, cˇuvajuc´i
ostale zˇeljene karakteristicˇne korene i odgovarajuc´e karakteristicˇne vektore
[37, 160].
S druge strane, u domenu saobrac´aja, narocˇito posle Drugog svetskog
rata, nagli razvoj drumskog i vazdusˇnog saobrac´aja ubrzao je i razvoj au-
tomobilske, zˇeleznicˇke i avio industrije. To je narocˇito primetno u gusto
naseljenim delovima Evrope i Japana, gde je u poslednjih nekoliko decenija
dosˇlo do velikog napretka u domenu saobrac´aja konstrukcijom super brzih
vozova i pratec´e infrastrukture. Kao posledica toga, porastao je interes za
vibracionu analizu brzih vozova, najpre u Nemacˇkoj (kompanija SFE Gmbh
u Berlinu, kompanija CE), zatim Japanu (kompanija Shinkansen), Francu-
skoj (kompanija TGV) [25, 26]. Problem vibracije se javlja usled interakcije
izmed¯u tocˇkova voza i sˇina ispod njih, te je, povec´anjem brzine modernih vo-
zova (i do 300 km/h), veoma vazˇno proucˇavati ove vibracije radi povec´anja
sigurnosti i komfora putnika, smanjenja buke i vibracije, minimizacije ope-
racionih i konstrukcijskih trosˇkova.
Proucˇavanje akustike automobila (pitanje buke unutar automobila), aero-
nautike (pitanje da li je protok laminarni ili turbulentni), hemijskih reakcija
i energetskih nivoa molekula, kvantne mehanike (odred¯ivanje atomske ener-
gije nivoa a time i frekvencije lasera ili specijalne signature zvezde), diza-
jniranja zgrada sa povec´anom otpornosˇc´u na zemljotres (da li c´e se zgrada
srusˇiti ili ne), ekologije (pitanje da li c´e fluktuacija biomase biti u stanju sta-
bilne ravnotezˇe), stabilnosti i bifurkacione analize dinamicˇkih sistema, sta-
cionarne distribucije slucˇajnih procesa (proces rad¯anja i umiranja), magne-
tohidrodinamike, okeanografije, ekonomije, obrade signala i slika, kontrolne
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teorije, stohasticˇkih modela u telekomunikacijama, prepoznavanje sˇema, pe-
rformanse racˇunara, inventorna kontrola, atmosferska nauka, samo su neki
od mnogobrojnih problema u nauci i inzˇenjerstvu koji se svode na pro-
blem proucˇavanja karakteristicˇnih korena [54, 70, 74, 130, 154, 165, 168].
Ponasˇanje ovih i slicˇnih fenomena je pitanje koje se mozˇe opisati diferen-
cijalnim jednacˇinama drugog i viˇseg reda. Tehnikom diskretizacije, pome-
nute diferencijalne jednacˇine mogu se aproksimirati matricˇnom formulaci-
jom odgovarajuc´eg reda. U ovom postupku, numericˇko resˇenje, kao takvo,
je vektorska funkcija vremena, a matrice u jednacˇini nastaju iz samog di-
skretizacionog procesa. Ponasˇanje resˇenja tokom vremena mozˇe se pratiti
analizom njenih karakteristicˇnih korena, pri cˇemu je oscilatorno ponasˇanje
odred¯eno imaginarnim, a eksponencijalni rast/opadanje tokom vremena re-
alnim delom posmatranog karakteristicˇnog korena. U proucˇavanju ovih po-
java eksponencijalni rast je nepozˇeljan: na primer, u strukturi kao sˇto je
most, eksponencijalni rast ukazuje na opasnu rezonantnu frekvenciju koja
mozˇe rezultirati i totalnim kolapsom pod odgovarajuc´im uslovima, dok u
modelu aviona pilot mozˇe izgubiti kontrolu nad avionom tokom turbulenci-
je [76]. Stoga je proucˇavanje karakteristicˇnih korena odgovarajuc´eg sistema
od primarnog znacˇaja za otklanjanje opasnih defekata u inzˇenjerstvu u fazi
dizajniranja, a time i za bezbednost i sigurnost ljudi.
Karakteristicˇni koreni i karakteristicˇni vektori daju vredne informacije
o ponasˇanju i svojstvima matrica, pa i ne cˇudi njihova znacˇajna uloga u
naucˇnim proracˇunima vec´ duzˇe od vek i po. U zavisnosti od primene, inte-
resuje nas ponasˇanje jednog ili viˇse karakteristicˇnih korena, unutrasˇnjih ili
rubnih, kao i broj ovih korena u nekoj oblasti [74]. U mnogim strukturalnim
sistemima, analiza karakteristicˇnih korena je adekvatan alat za predvid¯anje
modalnog odgovora. Ipak, u mnogim slucˇajevima, posebno u domenu struk-
tura sa fizicˇkim zagusˇenjem (viskoelasticˇno, histereticˇko prigusˇenje), rotaci-
onih struktura, vibroakustike itd., standardni karakteristicˇni koreni linearne
formulacije ne daju zadovoljavajuc´i odgovor o ponasˇanju posmatranih si-
stema. Potrebne su nelinearne formulacije problema karakteristicˇnih korena,
za korektan opis vibracija sistema [39].
Proucˇavanje karakteristicˇnih korena predstavlja osnovni alat u naucˇnim
proracˇunima. Korisnost karakteristicˇnih korena ogleda se u sledec´em [165]:
• algoritamski razlog: ako matrica (linearni operator) mozˇe biti dija-
gonalizovan, transformiˇsuc´i problem u bazu karakteristicˇnih vektora,
resˇenja raznih problema se mogu ubrzati;
• fizicˇki razlog: karakteristicˇni koreni mogu dati informaciju o ponasˇanju
sistema opisanog matricom ili operatorom. Posebno, mogu dati infor-
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maciju o rezonanci, nestabilnosti, tempu rasta/opadanja tokom vre-
mena;
• psiholosˇki razlog: vec´i deo ljudskog mozga je specijalizovan za obradu
vizuelnih informacija i karakteristicˇni koreni koriste ovo biolosˇko svo-
jstvo na taj nacˇin sˇto dopunjuju apstraktnu ideju matrice ili operatora
slikom u kompleksnoj ravni; drugim recˇima, daju matrici ,,karakter”.
Orzagov racˇun kriticˇnog Rejlijevog koeficijenta za nestabilnost karakteri-
sticˇnih korena u protoku fluida u Puasejevoj cevi, nastao 1971. godine, po-
stavio je spektralne metode na mesto glavnog alata u naucˇnim proracˇunima
[167]. Tako spektralne metode cˇine jednu od ,,tri velike”tehnologije za nu-
mericˇko resˇavanje parcijalnih i obicˇnih diferencijalnih jednacˇina, koje su na-
stale od 1950-tih (metoda konacˇnih razlika), 1960-tih (metoda konacˇnih ele-
menata) i 1970-tih (spektralne metode) [165]. Kao sˇto je poznato, standardni
nacˇin primene karakteristicˇnih korena mozˇe se svesti na pet koraka [49]:
• fizicˇki problem se pretvara u matematicˇki model;
• matematicˇki model se definiˇse preko (linearnih) operatora karakteri-
sticˇnog problema;
• (linearni) operatori karakteristicˇnog problema definiˇsu se preko velikih
diskretizacionih matrica;
• velike diskretizacione matrice se aproksimiraju malim projektovanim
matricama;
• racˇunaju se karakteristicˇni koreni projektovanog problema.
Konstrukcijom matematicˇkih modela, lokalizacijom karakteristicˇnih ko-
rena matrica koje cˇine strukturu posmatranih modela, sticˇu se znacˇajne
usˇtede u novcu i vremenu, i poboljˇsavaju performanse mnogih pojava u
savremenom drusˇtvu. Pa ipak, dok su linearni matricˇni problemi i gene-
ralizovani problemi karakteristicˇnih korena veoma dobro izucˇeni u literaturi,
problem lokalizacije nelinearnih, posebno polinomnih problema je znatno ma-
nje proucˇavan, upravo zbog potesˇkoc´a da se metode linearizacije (Lancosova,
Jakobi-Dejvidsonova i metoda Krilovljevih potprostora) primene i na neline-
arne probleme [10, 39, 49, 74, 76, 160, 167, 168]. Sama aktuelnost navedenih
(i slicˇnih) nelinearnih problema karakteristicˇnih korena dala je dobru moti-
vaciju za metodu lokalizacije ovih korena koja bi smanjila racˇunske trosˇkove
svojom jednostavnosˇc´u. Koristec´i Gersˇgorinovu teoremu, poznatu po svojoj
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jednostavnosti i lepoti, ali i velikoj prakticˇnoj primenljivosti, u ovoj diserta-
ciji c´emo predstaviti metodu lokalizacije karakteristicˇnih korena koja genera-
lizuje rezultate linearnog i generalizovanog problema karakteristicˇnih korena
iz radova [16, 88, 92, 178] na nelinearne probleme karakteristicˇnih korena.
Iz tog razloga, u ovoj disertaciji c´e najpre biti predstavljeni vec´ pomenuti
poznati rezultati za standardni i generalizovani problem karakteristicˇnih ko-
rena, a zatim navedeni i novi rezultati koji se odnose na nelinearne probleme,
posebno polinomne probleme karakteristicˇnih korena.
U tom pravcu, napomenimo da se skup svih karakteristicˇnih korena
matrice naziva spektar, a samim tim deo nauke koja se bavi njegovim
proucˇavanjem naziva se spektralna analiza. Poznato je da spektralna ana-
liza nije svemoguc´a u davanju odgovora na pitanje o ponasˇanju matrica, jer
se mozˇe desiti da karakteristicˇni koreni opiˇsu jedan obrazac ponasˇanja ma-
trica, a da se dodatkom malih perturbacija, on sasvim izmeni. Stoga se u
slucˇajevima kada spektralna analiza ne mozˇe dati precizan odgovor na pita-
nje o ponasˇanju matrica i/ili operatora u granicˇnim slucˇajevima, proucˇava
pseudospektar koji mozˇe dati preciznije odgovore na pitanja o ponasˇanju ka-
rakteristicˇnih korena (pod perturbacijama) [161, 162, 163]. Iz tog razloga
se prvi deo ove disertacije bavi lokalizacijom spektra, a drugi lokalizacijom
pseudospektra.
Istorijski posmatrano, pojam karakteristicˇnog korena razvijen je u vezi
sa hermitskim matricama i njihovim beskonacˇno dimenzionim samoadjungo-
vanim operatorima [163]. Proucˇavanje karakteristicˇnih korena datira od tri-
desetih godina XIX veka, iz Furijeovih resˇavanja toplotne jednacˇine pomoc´u
stepenih redova, zatim Poasona koji je uopsˇtio Furijeove pretpostavke u svo-
jim analizama, Sˇturma i Liuvila koji su ih koristili u izucˇavanjima opsˇtijih
diferencijalnih jednacˇina drugog reda, Silvestera i Kejlija koji su ih pri-
menjivali u dijagonalizaciji simetricˇnih matrica, Vebera i Sˇvarca i njihovog
izucˇavanja vibracionih opruga i membrana, lorda Rejlija i njegovih izucˇavanja
teorije zvuka, i mnogih drugih [168], sve do tridesetih godina XX veka, kada
su Frejzer, Dankan i Kolar iz Aerodinamicˇkog departmana engleske Nacio-
nalne laboratorije za fiziku (NPL) razvijali matricˇne metode za analiziranje
nezˇeljenih vibracija aviona, sˇto predstavlja pocˇetak matricˇne strukturalne
analize, cˇime matrice postaju alat za proracˇune u inzˇenjerstvu. Tokom Dru-
gog svetskog rata, Olga Tauski je, radec´i u Frejzerovoj grupi u NPL-u, ana-
lizirala 6 × 6 kvadratne probleme karakteristicˇnih korena nastale iz analize
vihora supersonicˇnih aviona. Veliki doprinos problemima karakteristicˇnih
korena matrica dao je sredinom XX veka i Piter Lankaster, koji je resˇavao
kvadratne probleme karakteristicˇnih korena dimenzije 2 do 20. Pored njega,
znacˇajan doprinos dali su i Kogi, Gohberg, Rodman i Kublanovskaja. Tako je
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aerodinamika inicirala proucˇavanje karakteristicˇnih korena matrica i njihovu
primenu u inzˇenjerstvu, a sam trend razvoja superbrzih vozova, supersonicˇnih
aviona, mikro-elektromehanicˇkih sistema i uopsˇte ekstremnog dizajna, samo
je pojacˇao atraktivnost proucˇavanja ove vrste. Ekstremni dizajn vodio je
do uslozˇnjavanja problema karakteristicˇnih korena sa slabim uslovima, a fi-
zika sistema je vodila do potrebe cˇuvanja algebarske strukture kako bi bili
ostvareni fizicˇki znacˇajni rezultati [72, 95, 167].
Sledec´i veliki pomak u matricˇnoj analizi bio je 1967. godine, kada je Varah
prvi uveo pojam pseudospektra [173], koji mozˇe dati podatke o ponasˇanju
matrica u slucˇajevima kada to pomoc´u spektra nije moguc´e. Pseudospektar
i sama pseudospektralna analiza je viˇse puta uvod¯ena, a 1990. Trefeten po-
pularizuje ovu temu u saradnji sa Embreom, dajuc´i, u svojoj knjizi Spektar
i pseudospektar (objavljenoj 2005. godine) kompletan pregled ove teme.
Brzim razvojem industrije, nauke, ekonomije i medicine u XX veku,
povec´ava se i potreba za primenjenom matematikom, i sama spektralna i
pseudospektralna analiza postaju nezaobilazan alat u ovim proucˇavanjima,
cˇime ostaju atraktivni i aktuelni.
Jedan od nacˇina nastanka nelinearnih problema karakteristicˇnih korena
je nalazˇenje specijalnih resˇenja sistema homogenih diferencijalnih jednacˇina
i funkcionalnih diferencijalnih jednacˇina [16]. Najbolje proucˇavani neline-
arni problemi karakteristicˇnih korena su polinomni koji se javljaju u analizi
obicˇnih diferencijalnih jednacˇina (ili krac´e ODE, od englesnog ordinary diffe-
rential equations) drugog reda. U modelima kao sˇto je viskoelasticˇnost dobi-
jamo racionalne algebarske probleme karakteristicˇnih korena. Opsˇtiji neline-
arni problemi korena sa algebarskom transcendentnom zavisnosˇc´u su prisutni
u modelima kasˇnjenja [142] ili radijacije [155, 183, 184]. Osim polja dinamike,
nelinearni problemi karakteristicˇnih korena se pojavljuju u resˇavanju parci-
jalnih diferencijalnih jednacˇina (ili krac´e PDE, od englesnog partial diffe-
rential equations) metodom partikularnih resˇenja [13], u problemima ocene
polozˇaja kamere u kompjuterskoj viziji [100], u nalazˇenju preseka krivih i
povrsˇi u racˇunskoj geometriji [113, 114], i mnogim drugim primenama.
Standardni pristup analizi i numericˇkom resˇavanju polinomnih problema
karakteristicˇnih korena je linearizacija, tj. konverzija originalnog nelinearnog
problema karakteristicˇnih korena na linearni problem vec´eg stepena. Na
primer, kvadratni problem se mozˇe prevesti na linearni dvostruke dimenzije,
dok nelinearni vec´eg stepena, npr. sistemi sa kasˇnjenjem, se mogu predsta-
viti kao ODE na beskonacˇno dimenzionom prostoru stanja [142]. S druge
strane, karakteristicˇne korene nelinearnih problema karakteristicˇnih korena
mozˇemo razmatrati kao nule skalarne analiticˇke funkcije detT (z), gde je T (z)
matricˇna funkcija problema karakteristicˇnih korena.
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Imajuc´i u vidu brojnost primena, u ovoj disertaciji najviˇse pazˇnje c´emo
posvetiti proucˇavanju spektra i pseudospektra matricˇnih polinoma. Raz-
matrac´emo lokalizacione rezultate koji definiˇsu oblasti u kojima se karak-
teristicˇni koreni moraju nac´i. Nasˇi rezultati predstavljaju generalizaciju
klasicˇnih rezultata, kao sˇto su lokalizacione teoreme za spektar i pseudo-
spektar i Gersˇgorinovi krugovi, veoma mnogo koriˇsc´eni u analizi standardnog
problema karakteristicˇnih korena. Iako je lokalizacija za nelinearne probleme
karakteristicˇnih korena bar jednako korisna kao lokalizacija za standardni i
generalizovani preoblem, malo je urad¯eno po pitanju generalizacije poznatih
lokalizacionih rezultata na opsˇti nelinearni slucˇaj. Za standardni problem
karakteristicˇnih korena je poznato da, ukoliko je matrica A normalna, pse-
udospektar matrice A je unija zatvorenih lopti radijusa ε sa centrom u ka-
rakteristicˇnom korenu, dok za matricu A koja nije normalna, pseudospektar
mozˇe biti mnogo vec´i od ovih lopti i stoga spektralna analiza ne mora biti
dobar alat za odred¯ivanje stabilnosti ili brzine konvergencije. Da bi bio kori-
stan alat, za pseudospektar mora biti moguc´e efikasno i stabilno racˇunanje.
Iz same definicije pseudospektra sledi da je jednostavan nacˇin da se izracˇuna
pseudospektar upotreba dekompozicije singularnih vrednosti (krac´e SVD, od
engleskog singular value decomposition), koju su koristili Golub i Van Loan u
[63] za nalazˇenje najmanje singularne vrednosti karakteristicˇne matrice nad
zadatim regionom kompleksne ravni. Zatim su za obradu rezultata koristili
MATLABov konturni crtacˇ. Med¯utim, problem sa ovakvim pristupom je u
velikom broju racˇunskih operacija (O(mn3)) potrebnih za racˇunanje najma-
nje singularne vrednosti. Mi c´emo stoga dati drugacˇiji pristup aproksimacije
pseudospektra, koji zahteva manji broj racˇunskih operacija, oslanjajuc´i se na
Gersˇgorinovu teoremu i njene generalizacije.
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1 Teorijska osnova i pregled postojec´ih
rezultata
Moderna nauka, posebno linearna algebra i matricˇna teorija, gotovo da
se ne mogu zamisliti bez karakteristicˇnih korena, koji predstavljaju jedan od
njenih osnovnih alata za dizajniranje zgrada, mostova i turbina otpornih na
vibracije, dozvoljavaju modelovanje mrezˇa za cˇekanja i analizu stabilnosti
elektricˇnih mrezˇa ili protoka fluida, kao i za razumevanje lokalnih fizicˇkih
pojava ili proucˇavanje bifurkacionih shema u dinamicˇkim sistemima [138].
Karakteristicˇni koreni su nastali iz proucˇavanja kvadratnih formi i difere-
ncijalnih jednacˇina, mnogo pre ekspanzije same matricˇne teorije [150, 169].
Proucˇavajuc´i rotacije cˇvrstog tela, Ojler je otkrio vazˇnost glavnih osa, za
koje je Lagranzˇ shvatio da predstavljaju karakteristicˇne korene matrice ine-
rcije. Pocˇetkom XIX veka Kosˇi je primenio njihov rad na kvadratne povrsˇi i
generalizovao ih je na proizvoljne dimenzije.
Sam pojam ”karakteristicˇni koren”(na francuskom racine caracte´ristique)
poticˇe od Kosˇija [170]. 1822. godine Furije je, u svojoj cˇuvenoj knjizi
Analiticˇka teorija toplote [55] upotrebio Laplasove i Lagranzˇove rezultate
za resˇavanje toplotne jednacˇine razdvajanjem promenljivih. Sˇturm je dalje
razvio Furijeove ideje, koje je Kosˇi kombinovao sa svojim i dokazao da si-
metricˇne matrice imaju realne karakteristicˇne korene. Ovo je Ermit 1855.
godine dalje razvio u danas poznate hermitske matrice. U isto vreme Brioki
je dokazao da karakteristicˇni koreni ortogonalne matrice lezˇe na jedinicˇnom
krugu. Klebh je dokazao odgovarajuc´i rezultat za koso-simetricˇne matrice.
Konacˇno, Vajersˇtras je utvrdio vazˇnost teorije stabilnosti tvrdec´i da defektne
matrice mogu izazvati nestabilnost.
Krajem XIX veka i pocˇetkom XX veka, pored Sˇvarca i Poenkarea, i Hil-
bert se bavio proucˇavanjem karakteristicˇnih korena. On je 1904. godine prvi
upotrebio nemacˇku recˇ ,,eigen”, da oznacˇi karakteristicˇne korene i karakteri-
sticˇne vektore. Recˇ ,,eigen” ima viˇse znacˇenja: ,,sopstven”, ,,karakteristicˇni”,
,,individualni”, ,,svojstven” i tako naglasˇava vazˇnost karakteristicˇnih korena
za definisanje jedinstvene prirode specificˇnih transformacija. Neko vreme
u upotrebi je bio engleski termin ,,proper value”, ali je u danasˇnje vreme
usvojen standardan termin ,,eigenvalue” [170].
Razvojem kvantne mehanike u XX veku kao i otkric´em da atomi i molekuli
zauzimaju energetske nivoe koji mogu biti interpretirani kao karakteristicˇne
funkcije ili samoadjungovani Sˇrodingerovi operatori, matrice, linearni opera-
tori i karakteristicˇni koreni dobijaju centralno mesto u nauci i matematici
(koje i danas zauzimaju).
Racˇunanje karakteristicˇnih korena ima dugu istoriju, pocˇev od 1846. go-
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dine, kada je Jakobi napisao cˇuveni rad o resˇavanju simetricˇnih problema ka-
rakteristicˇnih korena [80], pa sve do danas. Ovi problemi dobro su proucˇeni u
literaturi [22, 24, 25, 34, 50, 51, 74, 104, 111, 138, 162, 163, 164, 165, 167, 168].
U radu [170] dat je pregled istorije racˇunanja problema karakteristicˇnih ko-
rena u XX veku.
U mnogim slucˇajevima analiza karakteristicˇnih korena linearnih problema
je adekvatna za predvid¯anje modalnog odgovora i tada se mogu koristiti sta-
ndardne tehnike za racˇunanje.
Matematicˇki gledano, za resˇavanje sistema obicˇnih ili parcijalnih difere-
ncijalnih jednacˇina na prosto povezanom domenu sa velikom tacˇnosˇc´u (i-
zmed¯u 2 i 10 cifara), spektralne metode predstavljaju najbolji alat [167].
Med¯utim, racˇunanje pojedinacˇnih karakteristicˇnih korena u racˇunskom smi-
slu nije uvek efikasno sredstvo za razumevanje ponasˇanja dinamicˇkih sistema
tokom vremena. Stoga, umesto racˇunanja tacˇnih pozicija karakteristicˇnih ko-
rena, dovoljno je lokalizovati spektar, i na taj nacˇin dobiti precizne odgovore
na pitanja o ponasˇanju posmatranog dinamicˇkog sistema tokom vremena. U
tom postupku, znatno se smanjuju racˇunski trosˇkovi.
Sam postupak lokalizacije karakteristicˇnih korena nelinearnih problema,
kojim c´emo se baviti u ovoj disertaciji (koji predstavlja osnovu spektralne
analize), kao i u standardnom i generalizovanom slucˇaju, povezuje dija-
gonalnu dominaciju i regularnost. Ideja (stroge) dijagonalne dominacije
poticˇe s kraja XIX veka, iz radova Deplanka, Levija, Minkovskog i Adamara
[44, 65, 108, 121], kada je i pokazano da svojstvo stroge dijagonalne domi-
nacije predstavlja dovoljan uslov za regularnost matrice. S druge strane,
razmatrajuc´i regularnost posmatrane matrice, odnosno matricˇne funkcije,
polazimo od Gersˇgorinove teoreme (iz tridesetih godina XX veka) koja tvrdi
da karakteristicˇni koreni proizvoljne matrice reda n mogu biti lokalizovani u
kompleksnoj ravni koriˇsc´enjem krugova [60, 178]. Ovaj rezultat imao je veliki
odjek u nauci, pocˇev od Drugog svetskog rata i ekspanzije primenljivosti ma-
tematike u inzˇenjerstvu, posebno zahvaljujuc´i Olgi Tauski, koja je povezala
dijagonalnu dominaciju sa pojmom regularnosti [156, 157, 158], otvarajuc´i
polje istrazˇivanja koje je aktuelno i danas [8, 12, 19, 20, 21, 22, 24, 28, 29,
30, 32, 33, 35, 36, 50, 51, 56, 57, 58, 122, 124, 137].
Razvoj nauke i njeno okretanje ka prakticˇnim primenama u inzˇenjerstvu,
medicini, biologiji, ekonomiji, saobrac´aju, itd. uslovili su intenzivno zani-
manje za nelinearne, posebno polinomne probleme karakteristicˇnih korena,
pocˇev od najjednostavnijih, kvadratnih, koji su dobro proucˇeni u literaturi
[10, 14, 15, 16, 25, 26, 39, 61, 67, 70, 71, 72, 73, 76, 95, 101, 102, 104, 112, 116,
117, 160, 161], ka problemima viˇseg reda, cˇije izucˇavanje je postalo aktuelno
poslednjih dvadesetak godina [11, 14, 15, 16, 25, 39, 61, 71, 73, 76, 83, 93,
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95, 112, 116, 117, 161]. Rastuc´i interes za proucˇavanjem problema karakteri-
sticˇnih korena postavio ih je na centralno mesto naucˇnih istrazˇivanja i stvorio
potrebu za njihovom klasifikacijom. Lep opis nelinearnih problema karakte-
risticˇnih korena proizasˇlih iz prakticˇnih primena dat je u radu [160], gde je
opisano 52 problema koji su proizasˇli iz primena u fizici, hemiji, biologiji,
ekologiji, ekonomiji, medicini, vibracionoj teoriji, dinamici fluida i mnogim
drugim oblastima. Svi proucˇavani problemi karakteristicˇnih korena mogu se
formulisati matricˇnom funkcijom koja opisuje posmatrani problem. Generali-
zacija pomenutog principa lokalizacije karakteristicˇnih korena, tj. uniforman
pristup lokalizaciji nelinearnih problema karakteristicˇnih korena predstavlja
jedan od ciljeva ove disertacije.
Kao sˇto je poznato, numericˇka linearna algebra je veoma aktivna oblast
istrazˇivanja, jer preko svojih algoritama za racˇunanje predstavlja jezgro za
naucˇne proracˇune koji lezˇe u osnovi ne samo problema u fizici ili inzˇenjerstvu,
vec´ i mnogobrojnim modernim primenama, med¯u kojima su pronalazˇenje i-
nformacija i restauracija slika. Mnogobrojne primene doprinele su da ova
oblast dostigne svoj procvat vec´ sredinom XX veka, uvod¯enjem modernih
kompjutera, sˇto je evidentno iz velikog broja naucˇnih cˇasopisa u kojima su
objavljivani radovi iz ove oblasti, kao i procentnog ucˇesˇc´a ovih radova u tim
cˇasopisima [170]. Usled komplikovanijih zahteva za resˇavanjem ove vrste pro-
blema u odnosu na resˇavanje sistema linearnih jednacˇina, kao sˇto su problemi
stabilnosti dinamicˇkih sistema i perturbacione analize u prakticˇnim prime-
nama, razvijeni su moc´ni alati za racˇunanje, pocˇev od 1971. godine i algo-
ritama implementiranih u programu Algol60, preko LINPACK I EISPACK
paketa za resˇavanje sistema linearnih jednacˇina i problema karakteristicˇnih
korena, do LAPACK i ScaLAPACK, QMRPACK, AQPACK, P-ARPACK,
GUPTRI (detalje videti u radu [170]) i novijeg Eigtool u MATLABu.
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1.1 NLEP
Neka je Ω ⊆ C prosto povezan domen i T : Ω → Cn,n analiticˇka i regu-
larna matricˇna funkcija, sˇto znacˇi da postoji bar jedan kompleksan broj z ∈ C
takav da je det(T (z)) 6= 0. Familiju svih ovakvih matricˇnih funkcija T , ana-
liticˇkih i regularnih na prosto povezanom domenu Ω oznacˇavac´emo sa Nn(Ω).
Tada, regularan nelinearni problem karakteristicˇnih korena, ili krac´e
NLEP (od engleskog nonlinear eigenvalue problem), je problem oblika:
T (z)v = 0, v 6= 0. (1)
Obzirom da u ovoj disertaciji ne razmatramo singularne probleme karak-
teristicˇnih korena, u nastavku nec´emo uvek naglasˇavati da se radi o regula-
ranom nelinearnom problemu karakteristicˇnih korena.
Ovaj problem ima diskretan skup resˇenja (z, v) bez tacˇaka nagomilava-
nja, gde je z ∈ Ω (konacˇan) karakteristicˇni koren i v odgovarajuc´i (de-
sni) karakteristicˇni vektor. Analogno, vektor u ∈ Cn \ {0}, za koji vazˇi
u∗T (z) = 0 naziva se levi karakteristicˇni vektor. Skup svih (konacˇnih) kara-
kteristicˇnih korena, ΛF (T ) := {z ∈ Ω : det(T (z)) = 0} se naziva konacˇan
spektar matricˇne funkcije T .
U slucˇajevima kada je Ω neogranicˇen u C, uobicˇajena ekstenzija pojma
karakteristicˇnih korena, koja se pokazala veoma dobrom u prakticˇnim pri-
menama, jeste ukljucˇivanje beskonacˇnosti. Naime, neka je C∞ jednotacˇka-
sta-kompaktifikacija kompleksne ravni C, cˇija geometrijska reprezentacija
je Rimanova sfera. Tada, beskonacˇno (∞) oznacˇava obicˇnu tacˇku u prostoru
koja predstavlja severni pol sfere, dok suprotni, juzˇni pol, predstavlja nula
(0). Sledec´i ovu ideju, mozˇemo uvesti pojam beskonacˇnog karakteristicˇnog
korena preko Mebijusove transformacije z → 1/z. Naime, ∞ je karakteristi-
cˇni koren funkcije T : Ω→ Cn,n definisane na neogranicˇenom domenu Ω ∈ C,
ako postoji funkcija ϕ ∈ N1(Ω) i singularna M ∈ Cn,n, takva da je ispunjeno
lim
k→∞
T (zk)
ϕ(zk)
=M 6= 0,
za sve neogranicˇene nizove {zk}k∈N ⊂ Ω. Takodje, lako definiˇsemo mnogo-
strukosti karakteristicˇnog korena∞ za funkciju T kao mnogostrukosti karak-
teristicˇnog korena 0 funkcije Tˆ : Ωˆ → Cn,n, gde je Ωˆ = {0} ∪ {1/z : z ∈ Ω}
i
Tˆ (z) :=
T (1/z)
ϕ(1/z)
.
Drugim recˇima, beskonacˇno je karakteristicˇni koren funkcije T ako i samo
ako je nula karakteristicˇni koren funkcije Tˆ , i mnogostrukosti se poklapaju.
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U ovakvoj postavci, spektar matricˇne funkcije T , u oznaci Λ(T ), pred-
stavlja skup konacˇnih karakteristicˇnih korena ΛF (T ) uz eventulani karakte-
risticˇni koren ∞. Jasno, prema prethodnoj definiciji karakteristicˇnog korena
∞, mozˇemo napisati i sledec´e
Λ(T ) := {z ∈ Ω∞ : det(T (z)) = 0},
gde je Ω∞ jednotacˇkasta kompaktifikacija skupa Ω a T (∞) := M .
Specijalno, u ovoj disertaciji akcenat c´e biti stavljen na polinomne pro-
bleme karakteristicˇnih korena (ili krac´e PEP), formulisane polinomnom ma-
tricˇnom funkcijom, u oznaci P (z). U slucˇajevima kada je potrebno naglasiti i
stepen posmatrane polinomne funkcije koja opisuje PEP, koristic´emo oznaku
Pm, gde je m je prirodan broj koji oznacˇava stepen matricˇnog polinoma.
Ukoliko funkcija kojom je formulisan posmatrani NLEP nije polinomna, vec´
sadrzˇi i na primer i eksponencijalni deo, oznacˇavac´emo je sa T .
I pored jednostavne formulacije, resˇavanje ovih problema je prilicˇno ko-
mplikovano, posebno za prakticˇne primene, gde se pojavljuju sistemi sa neko-
liko hiljada, cˇak i nekoliko desetina i stotina hiljada nepoznatih. Viˇsestruka
primena u praksi uslovila je tokom XX veka razvoj nekoliko metoda za
resˇavanje standardnog problema karakteristicˇnih korena: stepeni metod, Ar-
noldijev metod, Jakobi-Dejvidsonov metod i metod zasnovan na Krilovljevim
potprostorima [170].
Algoritmi i teorija razvijeni za generalizovani problem karakteristicˇnih
korena mogu se koristiti direktno u slucˇaju kvadratnog ukoliko se kva-
dratni problem karakteristicˇnih korena linearizuje na generalizovani problem.
Med¯utim, nezadovoljavajuc´i aspekt ovakvog pristupa je sˇto se linearizaci-
jom duplira dimenzija prostora. Takod¯e, josˇ jedan bitan problem koji se
namec´e je da, ukoliko je moguc´e aproksimativno resˇiti posmatrani genera-
lizovani problem nekom iterativnom tehnikom, odatle ne mora da sledi da
se redukcijom informacija iz prostora duple dimenzije na pocˇetni zaista do-
bija resˇenje. Dafin je 1955. godine u radu [46] prvi generalizovao Rejli-
Ricov princip za kvadratni problem karakteristicˇnih korena za simetricˇne
matrice A,B,C koje ga opisuju. Od tada, kvadratni i nelinearni polinomni
problemi viˇseg reda postaju sve zastupljeniji u literaturi. Sledec´i pomak u
domenu proucˇavanja kvadratnih problema karakteristicˇnih korena desio se
1964. godine, kada je Rodzˇers u radu [133] koristio principe minimuma i
maksimuma za proucˇavanje opsˇtijih kvadratnih problema. Krajem 1960tih
i pocˇetkom 1970tih, Lankaster [101], Kublanovskaja [98, 99] i Ruhe [135] su
razvili algoritme koji ne koriste linearizaciju i predstavljaju uglavnom vari-
jante Njutnovog metoda. Dalji skok u proucˇavanjima kvadratnih problema
karakteristicˇnih korena bio je 1995. godine, kada su Guo i saradnici u radu
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[64] opisali nekoliko iterativnih metoda koje se zasnivaju na iteraciji fiksne
tacˇke u kombinaciji sa Lancosovom metodom i (pojednostavljenom) Njutno-
vom iteracijom. Za veliku popularnost kvadratnih problema karakteristicˇnih
korena zasluzˇan je Tiseur, koji se u radu [159] bavio analizom gresˇaka za
opsˇtije polinomne probleme karakteristicˇnih korena. 1999. godine pertur-
bacionu analizu za kvadratni problem karakteristicˇnih korena objavljuje San
u radu [153], a treba pomenuti i rad Slejpena i ostalih [144], koji su 1996.
godine pokazali da se Jakobi-Dejvidsonova metoda mozˇe primeniti u cilju
redukcije datog polinomnog problema u n-dimenzionom prostoru na slicˇan
problem u manjem, m-dimenzionom prostoru, na koji se, tada, mozˇe prime-
niti bilo koja od ranije pomenutih metoda. Za kvadratni problem karakte-
risticˇnih korena proizasˇao iz problema akustike, pokazano je da je ovakav
pristup efikasan za matrice reda oko 240 000 [145]. Bai je 1995. godine po-
menuo potrebu za algoritmima koji resˇavaju polinomne probleme petog reda
[6]. Tri godine kasnije, Heeg je u radu [68] pokazao da Jakobi-Dejvidsonov
princip vazˇi i za PEPove cˇetvrtog stepena proizasˇle iz proucˇavanja nesta-
bilnosti linije prikljucˇenja protoka u aeroprofilima. Naglim razvojem nauke,
tehnike i tehnologija, osim pomenutih, u poslednje dve decenije razvijen je
veliki broj kvadratnih problema karakteristicˇnih korena i NLEPova proizasˇlih
iz prakse i oni dobijaju centralno mesto u savremenoj nauci. Lep i koristan
pregled kvadratnih problema karakteristicˇnih korena i NLEPova proizasˇlih iz
prakticˇnih primena dat je u radu [160].
1.1.1 SEP
Najjednostavniji problem karakteristicˇnih korena jeste standardni pro-
blem karakteristicˇnih korena, ili krac´e SEP (od engleskog standard ei-
genvalue problem), formulisan matricˇnom funkcijom P1 oblika:
P1(z) = zI − A, (2)
gde je A kompleksna kvadratna matrica reda n, I je jedinicˇna matrica, dok
je z ∈ C proizvoljan kompleksan broj. Standardni problemi karakteristicˇnih
korena javljaju se, npr. u populacionoj ekologiji [92], Markovljevim lancima
[168], itd.
U slucˇaju SEPa, racˇunanje karakteristicˇnih korena eksplicitnom konstru-
kcijom karakteristicˇnih jednacˇina det(P0(z)) = 0, osim u specijalnim slu-
cˇajevima, se ne primenjuje, jer se karakteristicˇna jednacˇina ne mozˇe resˇiti
tako da se dobiju numericˇki stabilna resˇenja [170] jer cˇak i male perturbacije
koeficijenata mogu izazvati velike perturbacije korena.
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1.1.2 GEP
Generalizovani problem karakteristicˇnih korena, ili krac´e GEP (od
engleskog generalised eigenvalue problem) je formulisan matricˇnom funkcijom
P1 oblika:
P1(z) = zB − A, (3)
gde je P1 polinomna matricˇna funkcija prvog stepena, A,B ∈ Cn,n, z ∈ C
je proizvoljan kompleksan broj. GEP predstavlja generalizaciju standardnog
problema karakteristicˇnih korena.
Ukoliko je matrica B regularna, generalizovani problem se mozˇe transfor-
misati u standardni problem karakteristicˇnih korena B−1P1(z) = zI −B−1A
ili P1(z)B
−1 = zI −AB−1. U suprotnom, GEP ima ∞ kao resˇenje, tj. ∞ je
karakteristicˇni koren funkcije P1 sa cˇije su mnogostrukosti odred¯ene matri-
com B.
Pod pojmom karakteristicˇni koren funkcije P1, u [88] nazvan generali-
zovani karakteristicˇni koren, misli se na karakteristicˇni koren koji odgovara
GEP, tj. z ∈ C, za koji je P1(z)v = 0, za neki 0 6= v ∈ Cn.
Numericˇko racˇunanje karakteristicˇnih korena i odgovarajuc´ih karakteri-
sticˇnih vektora generalizovanog problema je delikatniji zadatak u odnosu na
SEP, posebno u slucˇajevima kada karakteristicˇni vektori matrice A zakla-
paju male uglove [170]. Tako, na primer, ako je matrica A defektna, ona se
Zˇordanovom formom mozˇe redukovati, ali, i pored toga, pri malim perturba-
cijama mozˇe postati nedefektna, sˇto ukazuje na susˇtinu problema racˇunanja
karakteristicˇnih korena i karakteristicˇnih vektora i njihove preciznosti. Jakobi
[80] je prvi pokrenuo ovu temu, racˇunajuc´i karakteristicˇne korene simetricˇnih
matrica transformacijom matrice do stroge dijagonalne dominacije, o kojoj
c´emo kasnije govoriti. Ova tehnika je i dovela do pojave popularnih racˇunskih
algoritama.
Tokom vremena razvijane su razlicˇite metode za racˇunanje GEP: stepeni
metod, inverzna iteracija, Krilovljeve metode, QR metoda, metoda konacˇnih
elemenata (detalje videti npr. u [74, 76, 82, 95, 115, 122, 137, 138, 148, 152,
167, 170, 175]). Treba primetiti da su sve pomenute metode iterativne, sˇto je
neminovno, jer bi, u slucˇaju da postoji metoda koja racˇuna karakteristicˇne
korene GEP u n koraka, to bilo u suprotnosti sa teoremom Abel-Rufinija (i
takod¯e sa poznatim rezultatom Galoaove teorije) da ne postoji algoritam za
racˇunanje korena karakteristicˇnog polinoma stepena vec´eg od 4 [170]. Da-
kle, u opsˇtem slucˇaju (osim za trougaone i dijagonalne matrice kao i matrice
koje su njima slicˇne), za posmatrani problem, u zavisnosti od osobina ma-
trice (realna/kompleksna; simetricˇna/ koso-simetricˇna, hermitska, unitarna),
strukture (gusta, retka, strukturirano retka, Toplicova), trazˇenih korena (naj-
manji, najvec´e magnitude, realan deo negativan), algoritam za racˇunanje
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mora biti iterativni, pa nastaje problem izbora algoritma, (odnosno odgo-
varajuc´e metode racˇunanja GEP) sa sˇto manjim racˇunskim trosˇkovima (u
smislu broja operacija, brzine konvergencije i tacˇnosti). U ovom kontekstu,
lokalizacije primenom Gersˇgorinove teoreme (za GEP), detaljno izlozˇene u
[88], izdvajaju se svojom jednostavnosˇc´u i cˇine dobro polaziˇste za primenu
iterativnih postupaka.
1.1.3 QEP
Standardni i generalizovani problem karakteristicˇnih korena nastali su,
izmed¯u ostalog, iz proucˇavanja konzervativnih mehanicˇkih sistema, tehni-
kom Lagranzˇovih jednacˇina malih slobodnih kretanja [170]. Med¯utim, ove
metode nisu mogle biti primenjene na sisteme koji nisu konzervativni, tacˇnije
na sisteme u koje je ukljucˇen faktor prigusˇenja, iz kojih je proizasˇao kvadratni
problem karakteristicˇnih korena, najjednostavniji od svih nelinearnih, preci-
znije polinomnih problema karakteristicˇnih korena. Osim toga, odred¯en broj
fizicˇkih pojava se mozˇe modelovati obicˇnim diferencijalnim jednacˇinama dru-
gog reda, sa koeficijentima koji su matrice x′′(t)C + x′(t)B + Ax(t) = f(t)
Diskretizacijom ovih jednacˇina dobija se kvadratni problem karakteri-
sticˇnih korena, ili krac´e QEP (od engleskog quadratic eigenvalue problem)
formulisan polinomnom matricˇnom funkcijom drugog stepena P2 oblika:
P2(z) = z
2C + zB + A, (4)
gde su A,B i C kompleksne kvadratne matrice reda n, pri cˇemu je vodec´a
matrica C 6= 0 i z ∈ C je proizvoljan kompleksan broj.
Kao i u slucˇaju GEP, spektar funkcije P2 mozˇe sadrzˇati i beskonacˇne
karakteristicˇne korene, koji se javljaju u slucˇajevima kada je vodec´a matrica
C singularna. Preciznije, kako je p(z) = det(z2C+zB+A) polinom koji zavisi
od z, i ima stepen najviˇse r = 2n − rank(C), sa z1, z2, ..., zr c´emo oznacˇiti
resˇenja jednacˇine p(z) = 0, i definisati zr+1 = ∞, zr+2 = ∞, ..., z2n = ∞.
Tada je spektar Λ(P2) = {z1, z2, . . . , z2n} i rec´i c´emo da svaki (regularan)
QEP dimenzije n ima tacˇno 2n karakteristicˇnih korena, med¯u kojima mozˇe
biti i beskonacˇnih.
Kao i u slucˇaju GEP, za proizvoljan QEP odred¯en matricˇnom funkcijom
P2(z) = z
2C+ zB+A ∈ Nn(Ω), lako se vidi da se beskonacˇni karakteristicˇni
koreni mogu tretirati kao nule problema definisanog obrnutim polinomom
P̂ (z)v := z2A+ zB + C (5)
tj., Λ(P2) = Λ(P̂2)
−1, pri cˇemu se inverz skupa C∞ interpretira kao skup
reciprocˇnih vrednosti. Ova dualnost je veoma znacˇajna u slucˇajevima kada
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se razmatraju QEPovi sa beskonacˇnim karakteristicˇnim korenima, pod pe-
rturbacijama, sˇto je veoma cˇesta pojava u primenama.
Osim pomenutih primena, QEPovi se pojavljuju u strukturalnoj meha-
nici, kontrolnoj teoriji, mehanici fluida i mnogim drugim oblastima. U radu
[14] Becˇke i ostali su dali kolekciju ovih problema koji se javljaju u prakticˇnim
primenama, dok je Tiseur u radu [160] opisao kvadratne probleme koji se
javljaju u praksi. Pokazalo se da su QEP najcˇesˇc´i nelinearni problemi karak-
teristicˇnih korena koji proizilaze iz prakticˇnih primena.
1.1.4 NLEP
Posmatrajmo, npr. linearan, vremenski invarijantan dinamicˇki sistem:
Akx
(k)(t) + Ak−1x
(k−1)(t) + ... + A0x(t) = 0 (6)
sa pocˇetnim uslovima x(0) = c0, x
′(0) = c1, ... , x
(k−1)(0) = ck−1, gde je
x(t) : R → Cn funkcija stanja a A0, A1, ..., Ak ∈ Cn,n matrice koeficijenata,
uz pretpostavku da je vodec´a matrica Ak regularna. Jednacˇina (6) opisuje
prostor stanja linearnog dinamicˇkog sistema. Pozˇeljno svojstvo ovih sistema
je stabilnost [118], koja se ispituje preko karakteristicˇnih korena matricˇne
funkcije Pk(z) = Akz
k+Ak−1z
k−1+...+A0z, preciznije, utvrd¯ivanjem njihovog
najvec´eg realnog dela.
Pored toga, u primenama se cˇesto javlja diskretna zavisnost od vremena
i tada je prostor stanja sistem koji preslikava diskretnu ulaznu u diskretnu
izlaznu funkciju oblika Akxj+k + Ak−1xj+k−1 + ... + A0xj = 0, j ∈ N0 sa
pocˇetnim uslovima x0 = c0, ... , xk−1 = ck−1, sˇto takod¯e vodi ispitiva-
nju polinomnog problema karakteristicˇnih korena sa matricˇnom funkcijom
Pk(z) = Akz
k+Ak−1z
k−1+ ...+A0z i utvrd¯ivanju najvec´eg modula vrednosti
u spektru.
Pored polinomnih problema karakteristicˇnih korena, postoje i problemi
odred¯eni nelinearnim matricˇnim funkcijama, koje imaju eksponencijalni ili
transcedentni deo, npr. problemi sa vremenskim kasˇnjenjem. Vremensko
kasˇnjenje je veoma cˇesta pojava u inzˇenjerskom svetu (aktuatori, sensori,
mrezˇna polja). Problemi sa vremenskim kasˇnjenjem, poznati i pod imenima
diferencijalne jednacˇine sa kasˇnjenjem (ili krac´e DDE), sistemi sa afterefe-
ktom, nasledni sistemi, jednacˇine sa devijantnim argumentom, diferencija-
lno-diferentne jednacˇine [132], pripadaju klasi sistema sa funkcionalnim sta-
njem, tj. to su beskonacˇno dimenzionalne parcijalne diferencijalne jednacˇine.
Karakteristicˇno za ovu vrstu problema je da izvod nepoznate funkcije stanja
x(t) zavisi od vrednosti funkcije u prethodnim stanjima.
Ovi sistemi se koriste u proucˇavanju diferencijalnih jednacˇina, stoha-
sticˇkih procesa, teorije statistike i teorije sistema a imaju brojne primene
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u raznim granama inzˇenjerstva (mehanicˇko, elektricˇno, hemijsko). Neki od
otvorenih problema ovog tipa su: upotreba odlozˇenih inputa za stabiliza-
ciju i regularizaciju originalnog sistema, adaptivna identifikacija kasˇnjenja
u prakticˇnim problemima, imajuc´i u vidu stohasticˇka svojstva vremenskog
kasˇnjenja, i razmatranje informacije o kasˇnjenju za posmatracˇe.
Kao primer posmatrajmo sistem sa prostim kasˇnjenjem i konstantnim
koeficijentima x˙(t) = A0x(t) +A1x(t− τ) za A0, A1 ∈ Cn,n kome odgovara
nelinearna matricˇna funkcija T oblika [83]:
T (z) = −zI + A0 + A1e−τz.
Kao drugi primer posmatrajmo sistem sa diskretnim kasˇnjenjima oblika:
d
dt
x(t) = A0x(t)+A1x(t−τ1)+ ...+Amx(t−τm) cˇija je odgovarajuc´a funkcija
T (z) = −zI + A0 + A1e−τ1z + ... + Ame−τmz.
Osim pomenutih primena, sistemi odred¯eni nelinearnim matricˇnim fu-
nkcijama koje sadrzˇe eksponencijalni deo pojavljuju se i u problemima radi-
jacije, o cˇemu je bilo recˇi u uvodu.
1.2 Lokalizacija karakteristicˇnih korena i dijagonalna
dominacija
Lokalizacija karakteristicˇnih korena (lokalizacija spektra) podrazumeva
konstruisanje oblasti u kompleksnoj ravni koji obuhvataju sve karakteristicˇne
korene matricˇne funkcije koja odred¯uje posmatrani problem. Ovaj postupak
je narocˇito koristan u situacijama kada je dovoljno odrediti samo priblizˇne
vrednosti karakteristicˇnih korena, te se upravo na njemu zasnivaju iterativni
algoritmi za racˇunanje. Dakle, umesto da odred¯ujemo tacˇnu lokaciju karakte-
risticˇnih korena (sˇto se, u racˇunskom smislu, mozˇe pokazati kao izuzetno skup
zadatak), nasˇ cilj je da odredimo dovoljno dobre granice za oblasti koje sadrzˇe
karakteristicˇne korene. S druge strane, pri racˇunanju karakteristicˇnih korena
velikih i retkih matrica vec´ina postojec´ih algoritama za racˇunanje se fokusira
samo na deo spektra, usled cˇega se mozˇe desiti da se ne izracˇunaju neki zˇeljeni
karakteristicˇni koreni, [85]. Najzad, elementi nekih matrica mogu biti dati sa
izvesnom nesigurnosˇc´u, i, kao posledica toga, karakteristicˇni koreni ne mogu
biti izracˇunati precizno, vec´ samo lokalizovani nekim oblastima kompleksne
ravni. Drugim recˇima, postupak lokalizacije sastoji se u nalazˇenju granica
krivih koje opisuju oblasti u cˇijoj se unutrasˇnjosti ili na granici nalaze svi ka-
rakteristicˇni koreni. Kao sˇto je pomenuto, jedan od nacˇina kako se to mozˇe
ostvariti je pomoc´u Gersˇgorinove teoreme i njenih uopsˇtenja. U standardnom
slucˇaju, ova teorema tvrdi da karakteristicˇni koreni date matrice A = [aij ] ∈
Cn,n lezˇe u uniji krugova u kompleksnoj ravni. Med¯utim, u opsˇtem slucˇaju,
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ove lokalizacione oblasti su definisane kao jednostavne funkcije koje zavise od
elemenata matrice A (za SEP), odnosno od elemenata matrica koje definiˇsu
matricˇnu funkciju T koja odred¯uje posmatrani GEP, QEP, PEP, odnosno
NLEP. Navedeni razlozi daju jasnu motivaciju za lokalizaciju karakteristicˇnih
korena, a nacˇin na koji c´emo je u okviru ove disertacije konstruisati glavnu
ulogu daje cˇuvenoj Gersˇgorinovoj teoremi [60] koju navodimo u obliku kao
u [178]:
Teorema 1.1. (Gersˇgorin) Za svaku kvadratnu matricu A = [aij] ∈ Cn,n i
svaki karakteristicˇni koren z ∈ Λ(A) postoji indeks i ∈ N takav da je:
|z − aii| ≤ ri(A). (7)
Stoga, z ∈ Γi(A), odakle sledi da je z ∈ Γ(A). Kako ovo vazˇi za svaki
karakteristicˇni koren z, tada je:
Λ(A) ⊆ Γ(A).
Ovde je
Γi(A) := {z ∈ C : |z − aii| ≤ ri(A)}, za sve indekse i ∈ N (8)
i-ti Gersˇgorinov krug koji je zatvoren i ogranicˇen krug u kompleksnoj
ravni, sa centrom u aii i poluprecˇnikom ri(A). Unija svih Gersˇgorinovih
krugova formira Gersˇgorinov skup Γ(A) :=
⋃
i∈N Γi(A).
Ovde se velicˇina
ri(A) :=
∑
j 6=i
|aij| (9)
naziva suma modula vandijagonalnih elemenata i-te vrste matrice
A, ili, krac´e, vandijagonalna suma i-te vrste matrice A.
Navedena teorema tvrdi da unija krugova u kompleksnoj ravni, definisa-
nih jednakosˇc´u (8), sadrzˇi sve karakteristicˇne korene matrice A = [aij ] ∈ Cn,n.
Kako se lokalizacije koje c´e na dalje biti konstruisane baziraju na ideji dokaza
ove teoreme, isti navodimo, u obliku datom u [178]:
Dokaz. Za svaki karakteristicˇni koren z, neka je 0 6= v = [v1, v2, ..., vn]T ∈ Cn
pridruzˇeni karakteristicˇni vektor, tj. vazˇi Av = zv, pa je
∑
j∈N aijvj = zvi,
za svaki indeks i ∈ N . Kako je v 6= 0, postoji indeks k ∈ N za koji je
0 < |vk| = max{|vi| : i ∈ N}. Tada je
∑
i∈N akivi = zvk, ili, ekvivalentno
tome,
(z − akk)vk =
∑
i∈N\{k}
akivi.
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Uzimajuc´i apsolutne vrednosti u prethodnoj jednakosti i koristec´i nejedna-
kost trougla, dobija se:
|z − akk| · |vk| ≤
∑
i∈N\{k}
|aki| · |vi| ≤
∑
i∈N\{k}
|aki| · |vk| = |vk| · rk(A),
i, delec´i sa |vk| > 0, dobija se nejednakost (7). Tada, na osnovu (8), karakte-
risticˇni koren z ∈ Γk(A) i, stoga je z ∈ Γ(A). Kako ovo vazˇi za proizvoljan
karakteristicˇni koren z ∈ Λ(A), sledi da je Λ(A) ⊆ Γ(A). Ovim je dokaz
zavrsˇen.
Lepota i primenljivost Gersˇgorinove teoreme ogleda se u njenoj jednostavno-
sti, jer je lako izracˇunati poluprecˇnike krugova cˇija unija sadrzˇi sve karak-
teristicˇne korene posmatrane matrice A = [aij ] ∈ Cn,n. Raspored korena
nije uniforman, vec´ zavisi od slucˇaja do slucˇaja. Stoga ovde navodimo i
drugu Gersˇgorinovu teoremu [60], koja opisuje uslove pod kojima je moguc´e
izolovati korene, uz pretpostavku da se Gersˇgorinov skup sastoji iz viˇse kom-
ponenti, od kojih je bar jedna disjunktna sa ostalima.
Neka je n ≥ 2 i S ⊆ N , i neka je |S| oznaka za broj elemenata skupa S,
a S¯ = N\S je oznaka za komplement skupa S u odnosu na skup indeksa N .
Dalje, za datu matricu A = [aij ] ∈ Cn,n oznacˇimo sa ΓS(A) =
⋃
i∈S Γi(A)
uniju krugova koja ,,odgovara”indeksima iz skupa S. Tada, druga Gersˇgori-
nova teorema, koju ovde navodimo u obliku kao u [45], glasi:
Teorema 1.2. (Druga Gersˇgorinova teorema) Ako za matricu A = [aij ] ∈
Cn,n, n ≥ 2, i neprazan skup indeksa S ( N vazˇi
ΓS(A) ∩ ΓS¯(A) = ∅, (10)
tada ΓS(A) sadrzˇi tacˇno |S| karakteristicˇnih korena matrice A i, shodno tome,
ΓS¯(A) sadrzˇi preostale karakteristicˇne korene matrice A.
Popularnost Gersˇgorinove teoreme je posebno zahvaljujuc´i Olgi Tauski-
Tod, koja je znala za njenu vezu dijagonalne dominacije sa pojmom regula-
rnosti [156, 157, 158], otvarajuc´i polje istrazˇivanja koje je aktuelno i danas
[8, 12, 19, 20, 21, 22, 24, 28, 29, 30, 32, 33, 35, 36, 50, 51, 56, 57, 58, 122,
124, 137]. Sam pojam regularnosti je, krajem XIX veka uveo Le´vi, teoremom
cˇiji dokaz daje osnovnu ideju koju c´emo nadalje koristiti u generalizacijama
u okviru ove disertacije. Ovde je navodimo u obliku kao u [88]:
Teorema 1.3. Neka je A = [aij ] ∈ Cn,n proizvoljna matrica. Ako vazˇi
|aii| > ri(A), za sve i ∈ N (11)
tada je A regularna matrica.
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Dokaz. Pretpostavimo suprotno, tj. da je A singularna matrica. Tada po-
stoji vektor x 6= 0, x ∈ Cn, takav da je Ax = 0, ili, ekvivalentno tome,∑
j∈N aijxj = 0, za svaki indeks i ∈ N. Kako je vektor x 6= 0, sledi da postoji
indeks k ∈ N, za koji je ispunjeno 0 < |xk| = max{|xj| : j ∈ N}. Za ovaj
indeks k vazˇi: ∑
j∈N\{k}
akjxj = −akkxk,
odakle, primenom modula i potom nejednakosti trougla, sledi:
|akk||xk| ≤
∑
j∈N\{k}
|akj||xj| ≤ |xk|
∑
j∈N\{k}
|akj|.
Deljenjem ove nejednakosti pozitivnim brojem |xk|, dobija se:
|akk| ≤ rk(A),
sˇto je ocˇigledno u kontradikciji sa pretpostavkom (11). Stoga sledi da je A
regularna matrica.
Le´vi-Deplankova teorema 1.3 o regularnosti i Gersˇgorinova teorema 1.1 o
lokalizaciji karakteristicˇnih korena cˇine osnovu lokalizacione tehnike koja je
aktuelna vec´ viˇse od 70 godina. Knjiga Ricˇarda Varge [178] predstavlja pola-
znu osnovu za istrazˇivanja razlicˇitih aspekata primene Gersˇgorinove teoreme
o lokalizaciji karakteristicˇnih korena date matrice, pregled rezultata nastalih
na osnovu Gersˇgorinovog rezultata, kao i vezu teoreme o lokalizaciji karak-
teristicˇnih korena, s jedne, i teoreme o regularnosti date matrice, s druge
strane. Ova knjiga inspirisala je mnoge kasnije lepe rezultate, ali i moti-
visala brojna dalja uopsˇtenja i primene, kao npr. [90] i [109]. Susˇtina je u
sledec´em: odgovarajuc´e teoreme Gersˇgorinovog tipa ekvivalentne su tvrd¯enju
da je svaka matrica odgovarajuc´e potklase H-matrica regularna. Do sada je
poznato viˇse vrsta lokalizacija Gersˇgorinovog tipa za standardni i generalizo-
vani problem karakteristicˇnih korena koje koriste osobine poznatih potklasa
H-matrica i predstavljaju generalizacije Gersˇgorinove teoreme kako za ma-
tricu A i pomenute klase, tako i za linearne matricˇne funkcije (videti npr.
[88, 178]).
Kako se u prakticˇnim primenama u nauci i inzˇenjerstvu javljaju i slucˇajevi
koji ukljucˇuju perturbacije matrica koje reprezentuju posmatrani NLEP,
razmatrac´emo i lokalizacione tehnike za pseudospektar nelinearnih pro-
blema karakteristicˇnih korena, primenjujuc´i tehniku lokalizacije spektra pri-
lagod¯enu, odnosno konstruisanu tako da ukljucˇi i male perturbacije. Ovo
c´e narocˇito biti znacˇajno za probleme u kojima se lokalizacija pseudospektra
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pokazala pogodnijom od lokalizacije spektra za resˇavanje problema proizasˇlih
iz prakticˇnih primena.
Upravo smo videli da je Gersˇgorinove teoreme o lokalizaciji karakteri-
sticˇnih korena blisko povezana sa klasom strogo dijagonalno dominant-
nih, ili, krac´e, SDD matrica, opisne uslovom (11) koje c´emo u daljem tekstu
oznacˇavati sa S.
Preciznije, proizvoljna matrica A = [aij ] ∈ Cn,n je SDD matrica ako i
samo ako za svaki indeks (vrste) i ∈ N := {1, 2, . . . , n} vazˇi nejednakost
(11). Drugim recˇima, proizvoljna matrica A = [aij ] ∈ Cn,n je SDD ma-
trica ukoliko je svaki njen dijagonalni element po modulu strogo vec´i od
sume modula vandijagonalnih elemenata posmatrane vrste. Upotrebljivost
i znacˇajnost ove klase matrica ogleda se u cˇinjenici da je pomenuti uslov
veoma jednostavno proveriti i ne zahteva komplikovan racˇun. U slucˇajevima
kada stroga nejednakost nije ispunjena za svaki indeks i ∈ N, ali vazˇi nesˇto
slabiji uslov:
|aii| ≥ ri(A), za sve i ∈ N, (12)
i stroga nejednakost je ispunjena za bar jedan indeks k ∈ N, govorimo o klasi
dijagonalno dominantnih, ili, krac´e, DD matrica.
Nadalje, pratec´i [88], uvodimo klase matrica koje su uopsˇtenja SDD, od-
nosno DD matrica i u tu svrhu uvodimo pojam pridruzˇene matrice. Naime,
sa 〈A〉 := [mij ] ∈ Rn,n c´emo oznacˇiti pridruzˇenu matricu matrice A i
definiˇsemo je sa:
mij :=
{ |aii|, i = j,
−|aij |, inacˇe.
Definicija 1.1. Neka je K neprazna klasa kompleksnih kvadratnih matrica
reda n. Ako je K takva da:
• za svaku matricu A ∈ K, aii 6= 0,
• za svaku matricu A ∈ K i za svaku matricu B ∈ Cn,n, ako vazˇi 〈B〉 ≥
〈A〉, tada je B ∈ K,
tada kazˇemo da je K dijagonalno dominantnog tipa, ili kratko DD-tipa,
klasa matrica.
Primetimo da drugi uslov u prethodnoj definiciji impliciria da je za svaku
matricu A = [aij ] ∈ Cn,n, A ∈ K ako i samo ako je |A| ∈ K, gde |A| := [|aij|].
Drugim recˇima, klasa matrica je DD-tipa ako sve njene matrice imaju
dijagonalne elemente razlicˇite od nule, klasa je invarijantna za rast modula
dijagonalnih elemenata, opadanje modula vandijagonalnih elemenata i proi-
zvoljnu promenu kompleksnog argumenta elemenata matrice. Detaljan pre-
gled, opis i definicije ovakvih klasa date su u [88, 176, 178]. Kao sˇto c´emo
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videti u nastavku disertacije, ove klase regularnih matrica zauzimac´e ce-
ntralno mesto u razmatranjima koja slede. Med¯u njima posebnu ulogu igra
koncept generalizovane dijagonalne dominacije, nastao sedamdesetih godina
prosˇlog veka, u okviru teorije konvergencije iterativnih postupaka a prvi put
(u danasˇnjem kontekstu) upotrebljen u radu [81].
Definicija 1.2. Matrica A = [aij ] ∈ Cn,n je generalizovano dijagonalno
dominantna, ili, krac´e GDD, ako postoji pozitivan vektor x ∈ Rn, takav da
je
|aii|xi >
∑
j∈N\{i}
|aij|xj , za sve i ∈ N. (13)
tj. postoji pozitivna dijagonalna matrica X takva da je AX strogo dijagonalno
dominantna.
Sam naziv generalizovano dijagonalno dominantna ukazuje na to da je
ovo upravo generalizacija uslova dijagonalne dominacije, tacˇnije uslova (11),
jer se iz uslova (13), za izbor vektora x = [1, 1, 1, ..., 1]T , dobija upravo uslov
(11).
Koncept generalizovane dijagonalne dominacije nastao je, s jedne strane,
uopsˇtenjem koncepta M-matrica, nastalih iz diskretizacija diferencijalnih
operatora [12], a s druge strane, iz stroge dijagonalne dominacije. Osnovna
ideja ovog koncepta je da, polazec´i od SDD matrice, mnozˇec´i je s desne strane
regularnom dijagonalnom matricom, dobijamo proizvod koji je takod¯e regu-
laran (uslov (13)). Iako mozˇda na prvi pogled jednostavna posledica, ova
ideja je znacˇajno uticala na teoriju M-matrica. Same M-matrice, vode po-
reklo iz radova Ostrovskog [125] i imaju viˇsestruke primene u praksi (npr.
pozitivna definitnost, pozitivna stabilnost, ekonomija, iterativni postupci).
Klasa GDD matrica se takod¯e mozˇe konstruisati pomoc´ uM-matrica, te se u
tom kontekstu naziva josˇ i klasaH-matrica, sˇto u daljem tekstu oznacˇavamo
sa H. Da sumiramo, iako se ova klasa H (H-matrice tj. GDD matrice) mozˇe
definisati na viˇse ekvivalentnih nacˇina, navodimo dva za nas najvazˇnija:
• Matrica A ∈ H ako i samo ako postoji vektor x = [x1, x2, . . . , xn]T ∈
Rn, cˇiji su elementi pozitivni, tako da vazˇi |aii|xi >
∑
j∈N\{i} |aij |xj,
za sve i ∈ N , ili, ekvivalentno, AX je SDD matrica, za X :=
diag(x1, x2, . . . , xn),
• Matrica A ∈ H ako i samo ako je njena pridruzˇena matrica 〈A〉 re-
gularna M-matrica, tj. ako je priduzˇena matrica 〈A〉 regularna, i
〈A〉−1 ≥ O.
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Nadalje, pod pojmom ,,nenegativna matrica” c´emo podrazumevati sve
matrice A = [aij ] ∈ Cn,n cˇiji su elementi nenegativni, tj. aij ≥ 0. Slicˇno, pod
pojmom ,,pozitivna matrica” c´emo podrazumevati sve matrice A = [aij ] ∈
Cn,n cˇiji su elementi pozitivni, tj. aij > 0. Analogno se definiˇsu pojmovi
,,nepozitivna matrica” i ,,negativna matrica”.
Problem pripadnosti klasi H lezˇi u cˇinjenici da je za dato A ∈ Cn,n
racˇunski skupo nac´i X , ako ona postoji, tako da je AX ∈ S. Med¯utim,
pomenutu matricu X je racˇunski skupo nac´i, u opsˇtem slucˇaju. Ona je po-
znata samo za mali broj potklasa H-matrica, i u tome i lezˇi tezˇina problema
rada sa H-matricama.
Dakle, GDD matrice se dobijaju iz SDD matrica mnozˇenjem matrice A
s desne strane proizvoljnom pozitivnom dijagonalnom matricom [78]. Kako
svaki dijagonalni element matrice X mnozˇi odgovarajuc´u kolonu matrice A i
tako formira kolonu matrice AX , ovaj postupak c´emo nadalje nazivati skali-
ranje, proizvod AX c´emo nadalje nazivati skalirana matrica, a pozitivnu
dijagonalnu matricu X skalirajuc´a matrica.
Iz definicije jasno sledi da je H klasa DD-tipa. Med¯utim vazˇi i viˇse.
Naime, kao sˇto je pokazano u [91, 88], klasa H je maksimalna regularna klasa
DD-tipa u ured¯enju klasa zadatom relacijom podskupa (⊆) [91, Teorema 2].
Teorema 1.4. Ako je klasa K matrica dijagonalno dominantnog tipa potklasa
klase regularnih matrica, tada je ona potklasa klase regularnih H-matrica, tj.,
K ⊆ H.
Dokaz. Uzmimo proizvoljnu matricu A ∈ K. Kako je 〈A〉 ∈ K, 〈A〉 re-
gularna. Treba dokazati da je 〈A〉−1 nenegativna. Uzmimo razlaganje
〈A〉 = DA − BA, gde je DA = diag(〈A〉) = diag(|a11|, |a22|, ..., |ann|).
Ocˇigledno je DA dijagonalna matrica cˇiji su elementi pozitivni, pa mozˇemo
pisati 〈A〉 = DA(In − D−1A BA), sˇto implicira da je In − D−1A BA regularna i
〈A〉−1 = (In −D−1A BA)−1D−1A .
Pokazˇimo da je ρ(D−1A BA) := max{|z| : z ∈ Λ(D−1A BA)} < 1. Pretpo-
stavimo suprotno, tj. da postoji z ∈ Λ(D−1A BA) takav da je |z| ≥ 1. Tada
je zIn − D−1A BA = D−1A (zDA − BA) singularna. Kako je |z| ≥ 1, mozˇemo
pisati |zDA − BA| = |z|DA + BA = DA + BA + (|z| − 1)DA = |A| +D, gde
je D := (|z| − 1)DA nenegativna dijagonalna matrica. Stoga zDA−BA ∈ K,
pa je regularna, sˇto je ocˇigledna kontradikcija sa pretpostavkom.
Sada, kako je ρ(D−1A BA) ≤ 1, geometrijski red
∑+∞
i=1 (D
−1
A BA)
k konvergira
ka (In − D−1A BA)−1. Kako je D−1A BA nenegativna, granicˇna vrednost ovog
reda c´e biti nenegativna, cˇime je dokaz kompletiran.
Polazec´i od uslova stroge dijagonalne dominacije (uslov (11)), generaliza-
cija ovog uslova se odvijala u nekoliko razlicˇitih pravaca [30], od kojih c´emo
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ovde pomenuti tri: pravac uopsˇtenja nastao mnozˇenjem suma po vrstama,
zatim pravac kombinovanja vrsta i kolona i pravac uopsˇtenja nastao izdva-
janjem podskupa indeksa. Na taj nacˇin su nastale neke poznate potklase
H-matrica. Jedna od prvih generalizacija stroge dijagonalne dominacije ovog
tipa je klasa dvostruko strogo dijagonalno dominantnih matrica, kod kojih su
sve vrste u posmatranoj matrici, osim, eventualno, jedne, strogo dijagonalno
dominantne. Ovu klasu matrica je uveo Ostrovski dajuc´i u radu [126] dokaz
regularnosti za ovu klasu matrica.
Definicija 1.3. (dSDD matrice) Proizvoljna matrica A = [aij ] ∈ Cn,n se
naziva dvostruko strogo dijagonalno dominantnih matrica, ili krac´e
dSDD matrica, ako vazˇi:
|aii||ajj| > ri(A)rj(A) za sve indekse i, j ∈ N , i 6= j. (14)
Klasu takvih matrica c´emo u daljem tekstu oznacˇavati sa Sd. Primetimo
da, ukoliko A ∈ S, tada uslov stroge dijagonalne dominacije vazˇi za svaku
vrstu ove matrice, pa time i za svake dve razlicˇite vrste, tj. dva razlicˇita
indeksa i, j ∈ N . Odatle sledi da je svaka SDD matrica takod¯e i dSDD.
Med¯utim, obrat ne mora da vazˇi, sˇto c´e biti pokazano u primeru na kraju
ove sekcije, gde ilustrujemo i komentariˇsemo med¯usobne odnose poznatih
potklasa H-matrica.
Odgovarajuc´i rezultat regularnosti dat je teoremom koju ovde navodimo
kao u [30]:
Teorema 1.5. (Teorema Ostrovskog) Svaka dSDD matrica A = [aij ] ∈ Cn,n
je regularna.
Dokaz. Pretpostavimo suprotno, tj. da je A = [aij ] ∈ Cn,n koja zadovoljava
uslov (14) singularna. Odatle, analogno vec´ navedenim dokazima, sledi da
postoji vektor 0 6= x = [x1, x2, ..., xn]T ∈ Cn, takav da vazˇi Ax = 0, ili,
ekvivalentno tome:
−aiixi =
∑
j∈N\{i}
aijxj , za sve i ∈ N . (15)
Slicˇno kao u dokazu Le´vi-Deplankove teoreme, kako je vektor x 6= 0, sledi da
postoje indeksi k, l ∈ N , za koje je ispunjeno |xk| ≥ |xl| ≥ max{|xi| : i ∈
N\{k, l}}, pri cˇemu je za n = 2 maksimum iz prethodne nejednakosti jednak
nuli. Uzimanjem apsolutnih vrednosti i primenom nejednakosti trougla u
uslovu (15), sledi:
|akk||xk| ≤
∑
j∈N\{k}
|akj||xj | ≤ |xl|rk(A).
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U slucˇaju da je |xl| = 0, sve velicˇine u poslednjoj relaciji su jednake nuli, sˇto
je ocˇigledna kontradikcija sa pretpostavkom (14). Stoga mora biti |xl| > 0.
Za i = l i primenu nejednakosti trougla na nejednakost (15), dobija se:
|all||xl| ≤
∑
j∈N\{l}
|alj ||xj| ≤ |xk|rl(A).
Konacˇno, mnozˇenjem prethodne dve nejednakosti, dobija se:
|akk||all||xk||xl| ≤ rk(A)rl(A)|xk||xl|,
pa, kako je |xk||xl| > 0, sledi da |akk||all| ≤ rk(A)rl(A), sˇto je ocˇigledno u
kontradikciji sa pretpostavkom (14). Stoga sledi da je A regularna matrica.
Primetimo da je Sd klasa matrica DD-tipa; drugim recˇima iz uslova (14) se
vidi da ova klasa ostaje invarijantna za rast modula dijagonalnih elemenata,
opadanje modula vandijagonalnih elemenata i proizvoljnu promenu komple-
ksnog argumenta proizvoljnog elementa. Takod¯e svi dijagonalni elementi su
razlicˇiti od nule. Dakle, zakljucˇujemo da je ovo potklasa H-matrica.
Naredno prirodno uopsˇtenje stroge dijagonalne dominacije zasniva se na
ideji kombinovanja vrsta i kolona posmatrane matrice, s obzirom da se svo-
jstvo regularnosti prenosi i na transponovanu matricu, tj. matrica i njena
transponovana su ili obe regularne ili obe singularne. Koristec´i ovu cˇinjenicu,
definisane su sledec´e potklase H-matrica, pod imenom α-matrice ([125]) u
cˇijem opisu ucˇestvuju vandijagonalne sume po kolonama. Preciznije, za i ∈
N , velicˇina
ci(A) = ri(A
T ) :=
∑
j 6=i
|aji| (16)
se naziva suma modula vandijagonalnih elemenata i-te kolone ma-
trice A, ili, krac´e, vandijagonalna suma i-te kolone matrice A.
Definicija 1.4. Matrica A = [aij] ∈ Cn,n je α1-matrica ako postoji para-
metar α ∈ [0, 1], takav da za svaki indeks i ∈ N vazˇi:
|aii| > αri(A) + (1− α)ci(A). (17)
Obzirom da se za razlicˇite vrednosti parametra α mogu dobiti razlicˇiti
rezultati regularnosti, mozˇe se ic´i i dalje, tacˇnije, razmatrati ova definicija
posebno za fiksiranu vrednost parametra α, a posebno na nivou celog skupa
vrednosti α ∈ [0, 1]. Uvesˇc´emo oznake: A ∈ O1α, ako za fiksirani parametar
α ∈ [0, 1] vazˇi uslov (17), a, ukoliko postoji parametar α ∈ [0, 1] takav da
je uslov (17) ispunjen, tada c´emo klasu takvih matrica oznacˇavati sa O1, tj.
O1 :=
⋃
α∈[0,1]O
1
α je klasa α1-matrica.
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Definicija 1.5. Matrica A = [aij] ∈ Cn,n je α2-matrica ako postoji para-
metar α ∈ [0, 1], takav da za svaki indeks i ∈ N vazˇi:
|aii| > ri(A)αci(A)1−α. (18)
Analogno prethodnoj klasi, uvesˇc´emo oznake: A ∈ O2α, ako za fiksirani
parametar α ∈ [0, 1] vazˇi uslov (18), a, ukoliko postoji parametar α ∈ [0, 1]
takav da je uslov (18) ispunjen, tada c´emo klasu takvih matrica oznacˇavati
sa O2, tj. O2 :=
⋃
α∈[0,1]O
2
α je klasa α2-matrica.
Dakle, za razlicˇite vrednosti parametra α u prethodna dva slucˇaja mogu
se dobiti razlicˇite regularne klase matrica. Lako je uocˇiti da se za vrednost
α = 1 uslovi (17) i (18) svode na uslov (11). Za vrednost α = 0 prethodni
uslovi se svode na |aii| > ci(A), sˇto je uslov SDD za AT .
Efikasno ispitivanje pripadanja klasama O1 i O2 je dokazano u radu [20],
i ovde ga navodimo bez dokaza u sledec´e dve teoreme.
Primetimo, najpre, da za proizvoljnu matricu A = [aij ] ∈ Cn,n, n ≥ 2, za
koju je ri(A) = ci(A), za svaki indeks i ∈ N , uslovi (17) i (18) se svode na
uslov |aii| > ri(A) = ci(A), nezavisno od vrednosti parametra α. U opsˇtem
slucˇaju, osim ove, mogu se pojaviti josˇ dve moguc´nosti: ri(A) < ci(A) i
ri(A) > ci(A). U odnosu na ove moguc´nosti, autori Cvetkovic´ Bru, Kostic´ i
Pedroche su uveli skupove indeksa Θ(A), H(A) i C(A) na sledec´i nacˇin:
L(A) := {i ∈ N : ri(A)− ci(A) > 0}, (19)
H(A) := {i ∈ N : ri(A)− ci(A) < 0}, (20)
C(A) := {i ∈ N : ri(A)− ci(A) = 0}. (21)
Polazec´i od uslova (17) u obliku
|aii| > α(ri(A)− ci(A)) + ci(A) (22)
za proizvoljnu matricu A = [aij ] ∈ Cn,n i svaki indeks i ∈ N , takav da
i /∈ C(A), definisali su velicˇinu φi(A)
φi(A) :=
|aii| − ci(A)
ri(A)− ci(A) ∈ R (23)
potrebnu za dobijanje skupa dopustivih vrednosti parametra α. Uvodec´i
skup realnih brojeva
U(A) := (−∞, min
i∈L(A)
φi(A) ) ∩ ( max
i∈H(A)
φi(A),+∞), (24)
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za koji, po dogovoru, vazˇi da je mini∈L(A) φi(A) = +∞, ukoliko je L(A) = ∅,
i maxi∈H(A) φi(A) = −∞, ukoliko je H(A) = ∅, autori su dali novu karakte-
rizaciju klase α1-matrica narednom teoremom:
Teorema 1.6. Neka je A = [aij] ∈ Cn,n. Tada, A ∈ O1 ako i samo ako su
ispunjeni sledec´i uslovi
• U(A)⋂[0, 1] 6= ∅,
• |aii| > ri(A), za sve i ∈ C(A).
Dokaz ove teoreme dat je u radu [20]. U slucˇaju da je U(A)
⋂
[0, 1] = ∅, mozˇe
se desiti da posmatrana matrica A nije regularna H-matrica (vidi Primer
2.1. u istom radu).
Za novu karakterizaciju klase matrica O2, autori su koristili slicˇan pristup
kao za klasu O1. Naime, za datu matricu A = [aij ] ∈ Cn,n i svaki indeks i ∈ N
takav da i /∈ C(A), uveli su velicˇinu
φ¯i(A) :=
log |aii| − log ci(A)
log ri(A)− log ci(A) ∈ R (25)
i skup
U¯(A) := (−∞, min
i∈L(A)
φ¯i(A)) ∩ ( max
i∈H(A)
φ¯i(A),+∞), (26)
za koji je, po dogovoru mini∈L(A) φ¯i(A) = +∞, ukoliko je L(A) = ∅, i
maxi∈H(A) φ¯i(A) = −∞, ukoliko je H(A) = ∅. Na taj nacˇin, naredna te-
orema, dokazana u [20] predstavlja novu karakterizaciju klase α2-matrica:
Teorema 1.7. Neka je A = [aij ] ∈ Cn,n, n ≥ 2. Tada, matrica A ∈ O2 ako
i samo ako su ispunjeni sledec´i uslovi
• U¯(A)⋂[0, 1] 6= ∅,
• |aii| > ri(A), za sve i ∈ C(A).
Dokaz ove teoreme slicˇan je dokazu prethodne, i takod¯e je komentarisan u
radu [20].
Kako je klasa O1 potklasa klase O2, to je, za svaku A ∈ O1 ispunjeno
U(A)
⋂ ¯U(A) = U(A) [20].
Isti autori su u radu [32] formulisali i dokazali teoremu koja daje kriteri-
jum za karakterizaciju α1 i α2 matrica koji je upotrebljiviji za konstrukciju
lokalizacionih skupova. Kako c´emo u nastavku konstruisati samo lokalizaci-
one skupove bazirane na osobinama klase O2 (jer O1 ⊆ O2), ovde navodimo
samo teoremu koja daje kriterijum karakterizacije α2 matrica ([32], Teorema
5):
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Teorema 1.8. Neka je A = [aij ] ∈ Cn,n, n ≥ 2. Tada, matrica A ∈ O2 ako
i samo ako su ispunjeni sledec´i uslovi
• |aii| > min{ri(A), ci(A)}, za sve i ∈ N ,
• log ri(A)
ci(A)
|aii|
ci(A)
> log cj(A)
rj (A)
cj(A)
|ajj |
, za sve i ∈ L(A), za koje je ci(A) 6= 0, i za
sve j ∈ H(A), za koje je rj(A) 6= 0
Dokaz ove teoreme videti u [32]. Odgovarajuc´i rezultat u oblasti regularnosti
dat je sledec´om teoremom:
Teorema 1.9. Klase O1 i O2 su klase regularnih matrica.
Primetimo da regularnost klase matrica O1 sledi direktno iz regularno-
sti klase matrica O2, na osnovu generalizovane nejednakosti aritmeticˇke i
geometrijske sredine:
αa+ (1− αb) ≥ aαb1−α (27)
za a, b ≥ 0 i α ∈ [0, 1], koja implicira da je O1 ⊆ O2. Dokazˇimo, dakle,
regularnost matrica klase O2.
Teorema 1.10. Za datu matricu A i parametar α takav da je 0 ≤ α ≤ 1,
pretpostavimo da vazˇi uslov (18). Tada je A regularna.
Dokaz. Primetimo, najpre, da, ako je π bilo koja permutacija indeksa u N
i ako je P := [δi,π(j)] njena pridruzˇena matrica permutacija u R
n,n, tada
matrica Aˆ := [aˆij ] := P
TAP ima isti skup dijagonalnih elemenata kao i
matrica A. Sˇtaviˇse, Aˆ ima isti skup suma vrsta i kolona, kao i matrica A.
Stoga, uslov (18) je invarijantan pri permutacijama skupa N za sve indekse
i ∈ N i α ∈ [0, 1].
Dalje, koristec´i definiciju sume vrste (9), slucˇaj n = 1 uslova (18) odmah
daje da je matrica A regularna. Tada, za n ≥ 2, pretpostavimo da je neka
suma vrste rj(A) = 0. Koristec´i pogodnu permutaciju skupa N , mozˇemo
pretpostaviti, ne gubec´i na opsˇtosti, da je j = 1. Tada, r1(A) = 0 implicira
da je matrica A oblika 
a11 0 . . . 0
a21
... An−1,n−1
an1
,
 (28)
gde je An−1,n−1 ∈ C(n−1),(n−1). Jasno je da, za a11 6= 0 iz uslova (18) i kako
iz (28) vazˇi
det(A) = a11 · det(An−1,n−1),
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matrica A je singularna ako i samo ako je glavna podmatrica An−1,n−1 iz (28)
singularna. Ako je neka suma vrste matrice An−1,n−1 jednaka nuli, gornja re-
dukcija se mozˇe nastaviti sve dok stignemo do krajnje glavne podmatrice
App matrice A, reda p ≥ 2, cˇije sve sume vrsta su pozitivne, ili je A redu-
kovana, do na odgovarajuc´e permutacije, na donje trougaonu matricu cˇiji su
svi dijagonalni elementi razlicˇiti od nule. Poslednji slucˇaj svakako obezbed¯u-
je regularnost matrice. U prethodnom slucˇaju, na slicˇan nacˇin, imamo (po
konstrukciji)
det(A) = (
n−p∏
j=1
ajj) · det(App),
i, opet, A je singularna ako i samo ako je podmatrica App, koja ima pozitivne
sume vrsta, singularna. (Vazˇno je primetiti da, po definiciji, suma i-te vrste
(ili kolone) podmatrice Ap,p je najviˇse jednaka sumi i-te vrste (ili kolone) date
matrice A). Ova redukcija pokazuje da mozˇemo pretpostaviti, ne gubec´i na
opsˇtosti, da su sve sume vrsta ri(A) matrice A pozitivne. Takod¯e, kako u
specijalnom slucˇaju α = 1 i α = 0, Teorema 1.10 se svodi na poznati rezultat
da je svaka SDD matrica regularna, kao i na poznati rezultat da se svojstvo
regularnosti prenosi i na transponovanu matricu, pa mozˇemo pretpostaviti
da je 0 < α < 1.
U tom slucˇaju, pretpostavimo suprotno, da matrica A ∈ Cn,n koja zado-
voljava uslov (18), ima ri(A) > 0 za sve i ∈ N , i da je singularna, tako
da postoji vektor x = [x1, x2, · · · , xn]T ∈ Cn, takav da je x 6= 0 i Ax = 0.
Ovo implicira da je aiixi = −
∑
j∈N\{i} aijxj , za sve i ∈ N , i, uzimanjem
apsolutnih vrednosti i primenom nejednakosti trougla, dobija se
|aii| · |xi| ≤
∑
j∈N\{i}
|aij | · |xj |,
za sve i ∈ N . Primenjujuc´i uslov (18) na levu stranu gornje nejednakosti, i
piˇsuc´i |aij | = |aij|α · |aij |1−α u gornjoj sumi, dobija se
(ri(A))
α(ci(A))
1−α|xi| ≤
∑
j∈N\{i}
|aij |α · (|aij|1−α|xj|), (29)
za sve i ∈ N , gde stroga nejednakost vazˇi kad god je |xi| > 0, i stoga za bar
jedan i ∈ N . Primenjujuc´i Holderovu nejednakost na poslednju sumu, za
p := 1/α i q := (1− α)−1, dobija se
(ri(A))
α(ci(A))
1−α|xi| ≤ (
∑
j 6=i
|aij|αp)1/p · (
∑
j 6=i
|aij | · |xj |q)1/q, (30)
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za sve i ∈ N . Primetimo da je (∑j∈N\{i} |aij|αp)1/p = (ri(A))α, jer je p =
1/α. Stoga, skrac´ivanjem (ri(A))
α > 0 sa obe strane nejednakosti (30), i
stepenovanjem obe strane na q, dobija se, za q = (1− α)−1, da je
ci(A)|xi|q ≤
∑
j∈N\{i}
|aij| · |xj|q,
za sve i ∈ N , gde stroga nejednakost vazˇi za bar jedan indeks i ∈ N . Sumi-
ranjem po svim indeksima i ∈ N u gornjim nejednakostima, dobija se∑
i∈N
ci(A)|xi|q <
∑
i∈N
( ∑
j∈N\{i}
|aij| · |xj|q
)
. (31)
Ali promena redosleda sumiranja u konacˇnoj (dvostrukoj) sumi u uslovu
(31) pokazuje da se ova dvostruka suma redukuje tacˇno na
∑
j∈N cj(A) ·
|xj |q, i ovakvom promenom u (31) dobija se ocˇigledna kontradikcija te stroge
nejednakosti.
Stoga, kako je klasa O1 uzˇa od klase O2, na dalje c´emo konstruisati
lokalizacione skupove bazirane samo na osobinama klase O2-matrica.
Na osnovu definicije se lako vidi da su klase O1 i O2 DD-tipa jer su uslovi (17)
i (18) invarijantni za rast modula dijagonalnih elemenata i opadanje modula
vandijagonalnih elemenata, i pri tome garantuju da su dijagonalni elementi
nenula. Dakle, zakljucˇujemo da su one potklase klase H-matrica.
Trec´i pravac generalizacije stroge dijagonalne dominacije o kome c´e ovde
biti recˇi nastao je izdvajanjem podskupa indeksa. Naime, ako uslov dijago-
nalne dominacije primenimo na viˇse vrsta cˇiji su indeksi izdvojeni u odgo-
varajuc´i podskup, tada govorimo o uopsˇtenju pojma dijagonalne dominacije
izdvajanjem podskupa indeksa. Ideja generalizacije dijagonalne dominacije
izdvajanjem podskupa indeksa potekla je 1970. godine od Dasˇnjica i Zusma-
novicˇa (koji su generalizovali uslov SDD izdvajenjem jednog indeksa), da bi
2004. godine Cvetkovic´, Kostic´ i Varga generalizovali ove rezultate na izdva-
janje podskupa indeksa ∅ 6= S ⊆ N , napravivsˇi novu klasu matrica DD-tipa,
poznatu pod imenom klasa S-SDD matrica.
Klasu S-SDD matrica definiˇsemo kao u [30]. U tu svrhu, najpre sa
rSi (A) :=
∑
j∈S\{i}
|aij | (32)
oznacˇimo sumu vandijagonalnih elemenata i-te vrste matrice A koja odgovara
skupu indeksa ∅ 6= S ⊆ N , i neka je rS¯i (A) je odgovarajuc´a suma vandijago-
nalnih elemenata i-te vrste matrice A koja odgovara skupu S¯ := N \ S.
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Definicija 1.6. (S-SDD matrice) Za datu matricu A = [aij ] ∈ Cn,n, n ≥ 2,
i dati neprazan podskup S skupa indeksa N , matrica A je S-strogo dijago-
nalno dominantna, ili krac´e S-SDD, ako vazˇi:
|aii| > rSi (A), za svako i ∈ S, i (33)
(|aii| − rSi (A))(|ajj| − rS¯j (A)) > rS¯i (A)rSj (A), za svako i ∈ S i j ∈ S¯. (34)
U gornjoj definiciji u slucˇaju S = N je S¯ = ∅, i gornji uslovi se redukuju
na |aii| > ri(A) za sve indekse i ∈ N , sˇto je, u stvari, definicija stroge
dijagonalne dominacije matrice A. Takod¯e, lako se vidi, iz uslova (33) i (34)
da, ako je matrica A = [aij ] ∈ Cn,n SDD, tada je ona i S-SDD za svaki
neprazan pravi podskup S ⊆ N .
Buduc´i da se za razlicˇite izbore fiksiranog skupa S mogu dobiti razlicˇiti
rezultati regularnosti, mozˇe se ic´i i dalje, tacˇnije, napraviti sˇira klasa DD-tipa
na taj nacˇin sˇto c´emo pustiti da se skup S menja. Uvesˇc´emo oznake: matrica
A = [aij ] ∈ Cn,n ∈ SS, za fiksiran neprazan podskup indeksa S, takav da za
svako i ∈ S, j ∈ S¯ vazˇe uslovi (33) i (34). Matrica A = [aij ] ∈ Cn,n ∈ SΣ,
ukoliko postoji neprazan podskup S skupa indeksa N takav za svako i ∈ S,
j ∈ S¯ vazˇe uslovi (33) i (34), i.e. SΣ :=
⋃
S⊆N SS.
U odnosu na prethodno navedenu definiciju ove klase, primetimo da ako
uzmemo proizvoljan indeks i ∈ S i na sve indekse j ∈ S¯ primenimo uslov
(34), dobic´emo da je |ajj| > rS¯j (A) za sve indekse j ∈ S¯, sˇto znacˇi da je ovaj
uslov neophodan i implicitno dat u okviru uslova (33). Takod¯e vidimo da se
uslov (33) iz prethodne definicije mozˇe zameniti prividno slabijim uslovom
|aii| > rSi (A) za bar jedan indeks i ∈ S. U [28] je pokazana sledec´a Teorema
o regularnosti klase S-SDD.
Teorema 1.11. ([28]) Ako je data matrica A = [aij ] ∈ Cn,n, n ≥ 2 S-SDD
matrica, za neki neprazan podskup S skupa indeksa N , tada je ona regularna.
Dokaz. Neka je A = [aij ] ∈ Cn,n, n ≥ 2, S-SDD matrica. Drugim recˇima,
postoji neprazan skup indeksa S ( N , takav da vazˇe uslovi (33) i (34).
Konstruiˇsemo dijagonalnu matricu X = diag(x1, x2, ..., xn), takvu da je
AX SDD matrica. Drugim recˇima, konstruisac´emo skalirajuc´u matricu X
koja datu S-SDD matricu prevodi u SDD oblik. Ukoliko elemente matrice X
biramo na sledec´i nacˇin:
xi =
{
γ > 0, za i ∈ S,
1, za i ∈ S¯,
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gde je γ > 0 proizvoljan broj, elementi matrice A˜ = [a˜ij ] := AX ∈ Cn,n dati
su sa:
a˜ij =
{
γ|aij|, za j ∈ S,
|aij|, za j ∈ S¯.
Time su sume njenih vandijagonalnih elemenata po vrstama date sa rk(A˜) =
rSk (A˜) + r
S¯
k (A˜) = γr
S
k (A) + r
S¯
k (A) za sve indekse k ∈ N .
Imajuc´i to u vidu, zakljucˇujemo da je AX SDD matrica ako i samo ako
vazˇi {
γ|aii| > γrSi (A) + rS¯i (A), za svako i ∈ S,
|ajj| > γrSj (A) + rS¯j (A), za svako j ∈ S¯
ili, ekvivalentno tome,{
γ(|aii| − rSi (A)) > rS¯i (A), za svako i ∈ S,
|ajj| − rS¯j (A) > γrSj (A), za svako j ∈ S¯.
Med¯utim, kako je matrica A S-SDD, zakljucˇujemo da je |aii| − rSi (A)
pozitivna velicˇina za svaki indeks i ∈ S, pa c´e AX biti SDD matrica ako i
samo ako vazˇi:
rS¯i (A)
|aii| − rSi (A)
< γ, za sve i ∈ S, (35)
γ <
|ajj| − rS¯j (A)
rSj (A)
, za sve j ∈ S¯, takve da je rSj (A) 6= 0 (36)
i
|ajj| > rS¯j (A), za sve j ∈ S¯, takve da je rSj (A) = 0. (37)
Uslov (37) vazˇi zbog pretpostavke da je A S-SDD matrica. Nejednakosti
(35) i (36) daju, redom, donje i gornje granice za ocenu parametra γ, pa c´emo
posmatrati najvec´u donju i najmanju gornju granicu za γ, koje obezbed¯uju
da je AX SDD matrica:
αS(A) := max
i∈S
rS¯i (A)
|aii| − rSi (A)
< γ < min
j∈S¯,rSj (A)6=0
|ajj| − rS¯j (A)
rSj (A)
=: βS(A), (38)
gde je, u slucˇaju kada je rSj (A) = 0 za svaki indeks j ∈ S¯, βS(A) := +∞.
Primetimo, takod¯e, da je 0 ≤ αS(A).
Konacˇno, kako je A S-SDD matrica, sledi da je αS(A) < βS(A), pa postoji
parametar γ > 0 takav da je αS(A) < γ < βS(A), sˇto je potreban i dovoljan
uslov da je matrica AX SDD. Dakle, A je GDD matrica.
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Primetimo da smo ovde tehnikom skaliranja vec´ dobili da je SS (i SΣ) potklasa
H-matrica. Pored toga, ove klase matrica su DD-tipa.
Interesantno je uporediti matrice ove klase sa matricama prethodno defi-
nisanih klasa. U odnosu na navedene definicije poznatih potklasa H-matrica,
na kraju ovog poglavlja navodimo nekoliko primera koji ilustruju uzajamni
odnos nekih od navedenih potklasa H-matrica.
Pre nego sˇto navedemo ilustrativne primere, podsetimo se odnosa koji
vazˇi med¯u nekim potklasama H-matrica [59]:
S ⊆ Sd ⊆ SΣ ⊆ H,
S ⊆ O1α ⊆ O2α ⊆ H,
za fiksiranu vrednost parametra α, a jasno vazˇi i sledec´e:
S ⊆ O1 ⊆ O2 ⊆ H.
Primer 1.1. Date su matrice:
A1 =

4 1 1 1
1 4 1 1
1 1 4 1
1 1 1 4
 , A2 =

3 1 1 1
0 4 1 1
1 1 4 1
1 1 1 4
 ,
A3 =

3 1 1 1
0 4 1 1
0 1 4 1
1 0 0 1
 , A4 =

5 4 5 5
0 5 0 5
0 0 5 4
1 0 0 5
 ,
A5 =

5 5 5 5
0 5 0 5
0 0 5 5
1 0 0 5
 , A6 =

5 1 5 1
1 5 1 4
2 2 5 1
4 1 1 5
 .
Matrica A1 je simetricˇna, ima sve SDD vrste, pa je A1 ∈ S ⊆ Sd ⊆ SΣ ⊆
H, kao i A ∈ SS, za svaki skup S ⊆ N . S druge strane, matrica A2 /∈ S, jer
prva vrsta nije SDD. Med¯utim, A2 ∈ Sd, jer je za svaki par indeksa ispunjen
uslov (14). Dakle, obrnut smer inkluzije ne mora da vazˇi.
Dalje, matrica A3 /∈ S (za i = 1, 4) i A3 /∈ Sd, jer nije zadovoljen uslov
|a11||a44| = 3 · 1 > 3 · 1 = r1(A) · r4(A), ali za izbor indeksa S = {2, 3} je
A3 ∈ SS , pa je A3 ∈ SΣ =
⋃
∅6=S⊆N SS, odakle je A3 ∈ H. Ovim je pokazano
da matrica mozˇe biti iz klase SS iako nije iz klasa S i Sd.
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Analogno prethodnom razmatranju, za matricu A1 ispunjen je i drugi i
trec´i pravac inkluzija. Posmatrajuc´i drugi pravac inkluzija, primetimo da
je A2 ∈ O1 ⊆ O2, kao i A2 ∈ O1α ⊆ O2α, za proizvoljno izabranu vredno-
st parametra α ∈ [0, 1], iako A2 /∈ S. Ovim je pokazano da obrnut smer
inkluzije ne mora da vazˇi, tj. ako je matrica iz klase O1, ona ne mora biti
iz klase S. S druge strane, kako je iz definicija jasno da vazˇi O1 ⊆ O2,
dovoljno je ispitivati pripadnost klasi O2. Takod¯e, matrica A4 /∈ S, dok za
izbor skupova Θ = {1, 2}, H = {3, 4} i C = ∅, definisanih uslovima (19), (20)
i (21), respektivno, mozˇemo racˇunati velicˇine φi i φ¯i (prema (23) i (25)):
φ1 = 0.31, φ2 = 1, φ3 = 0 i φ4 = 0.69, kao i φ¯1 = 0.61, φ¯2 = 1, φ¯3 = 0,
φ¯4 = 0.39, odakle je, po definiciji, U = (−∞, 0.31)∩(0.69,+∞) = (0.31, 0.69)
i U¯ = (−∞, 0.61) ∩ (0.39,+∞) = (0.39, 0.61), pa je, prema Teoremi 1.6
U ∩ [0, 1] 6= ∅, dakle A4 ∈ O1, i, prema Teoremi 1.7, U¯ ∩ [0, 1] 6= ∅, dakle
A4 ∈ O2. Dakle, matrica koja nije iz klase S, mozˇe biti iz klase O1 i O2,
samim tim i H-matrica.
Matrica A4 /∈ SS ni za jedno S, koje je neprazan pravi podskup skupa
indeksa N . Naime, iz definicije sledi da ako je A S-SDD matrica, onda je
ona i S-SDD matrica, kao i da su podmatrice A[S] i A[S] obe SDD matrice.
Stoga, za izbore S = {1}, S = {1, 3}, S = {1, 4}, S = {1, 2, 3}, S =
{1, 2, 4}, S = {1, 3, 4}, matrica sigurno ne mozˇe biti S-SDD, pa ostaje samo
da prokomentariˇsemo izbor S = {1, 2}. Med¯utim, tada uslov
(|a11| − rS1 )(|a44| − rS4 ) = (5− 4)(5− 0) > 1 · 10 = rS4 rS1
nije zadovoljen, pa ni za takvo S matrica nije S-SDD. Ona, med¯utim, jeste
iz klase O20.5, sˇto se lako proverava:
|a11| = 5 > 141/2 · 11/2 = r1(A)αc1(A)1−α,
|a22| = 5 > 51/2 · 41/2 = r2(A)αc2(A)1−α,
|a33| = 5 > 41/2 · 51/2 = r3(A)αc3(A)1−α,
|a44| = 5 > 11/2 · 141/2 = r4(A)αc4(A)1−α.
Naravno, ovo je time i H-matrica.
Matrica A5 /∈ SS ni za jedno S, koje je neprazan pravi podskup skupa
indeksa N, jer, kako god birali podskup S, ne mogu obe podmatrice A[S] i A[S]
istovremeno biti SDD matrice, sˇto je neophodan uslov da A ∈ SS. Takod¯e,
ova matrica nije ni iz klase O2, jer kako god birali α ∈ [0, 1], uslov
|a33| = 5 > 5 = 5α · 51−α = r3(A)αc3(A)1−α
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nije zadovoljen. Ipak, ovo jeste H-matrica, jer postoji regularna dijagonalna
matrica X = diag(4, 1, 1, 0.9), takva da je AX ∈ S:
A5X =

20 5 5 4.5
0 5 0 4.5
0 0 5 4.5
4 0 0 4.5
 .
Poznato je da je neophodan uslov da matrica bude H-matrica, da ima
bar jednu SDD vrstu (i bar jednu SDD kolonu). Stoga, matrica A6 nije H-
matrica, pa samim tim nije ni iz jedne od potklasa H-matrica.
Inspirisani navedenim odnosima poznatih potklasa matrica DD-tipa, u
sledec´em poglavlju c´emo u primenama prikazati med¯usobne odnose lokaliza-
cionih skupova Gersˇgorinovog tipa.
1.3 Teoreme Gersˇgorinovog tipa za SEP i GEP
U odnosu na osobine poznatih potklasa H-matrica i njihove med¯usobne
odnose, rasvetljene u prethodnoj sekciji, mozˇe se primeniti tehnika konstru-
kcije lokalizacionih skupova za spektar koja se bazira na osobinama ovih
potklasa. Stoga c´emo u ovoj sekciji dati pregled poznatih rezultata za standa-
rdni i generalizovani problem karakteristicˇnih korena. Knjiga R. Varge [178]
sadrzˇi definicije i rasvetljuje odnose lokalizacionih skupova za standardni, dok
Kostic´ u [88] uopsˇtava i sistematizuje lokalizacione rezultate za generalizovani
problem karakteristicˇnih korena.
U pomenutim referencama, SEP i GEP su detaljno razmatrani (u smislu
konstrukcije lokalizacionih skupova Gersˇgorinovog tipa za spektar pomenutih
problema). U radu [178] su formulisani lokalizacioni skupovi za SEP bazirani
na Gersˇgorinovoj teoremi i njenim generalizacijama, a u [91] su formulisani
lokalizacioni skupovi za GEP bazirani na Gersˇgorinovoj teoremi i njenim
generalizacijama. U odnosu na nasˇe oznake, jasno je da za B = I standardni
i generalizovani problem karakteristicˇnih korena se poklapaju. U [91] takod¯e
su formulisane i dokazane osobine lokalizacionih skupova za GEP u obliku
sledec´ih principa:
• princip monotonosti,
• princip ekvivalencije,
• princip izolacije,
• princip ogranicˇenosti.
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Kako je cilj ove disertacije generalizacija pomenutih rezultata, u ovoj
sekciji navodimo i sistematizujemo pomenute definicije i principe. Oznake
c´emo prilagoditi tako da jasno bude prepoznato kasnije pravilo uopsˇtenja
poznatih rezultata.
U tom pravcu, za datu klasu kompleksnih kvadratnih matrica K proi-
zvoljnog reda, i matricˇnu funkciju P1 ∈ Nn(Ω), definiˇsemo skup:
ΘK(P1) := {z ∈ Ω : P1(z) 6∈ K} . (39)
Skup ΘK(P1) cˇine svi kompleksni brojevi za koje matricˇna funkcija P1 koja
odred¯uje posmatrani problem karakteristicˇnih korena nije iz date klase dija-
gonalno dominantnog tipa.
Na ovaj nacˇin definisani su lokalizacioni skupovi Gersˇgorinovog tipa za
funkciju P1 (koja odred¯uje GEP), koji odgovaraju poznatim klasama DD-
tipa. U slucˇaju SEP, odgovarajuc´i lokalizacioni skup se definiˇse na isti nacˇin,
za matricˇnu funkciju P1(z) = zI − A. Analogno prethodnim definicijama i
oznakama u [88] dobijeni lokalizacioni skup je oznacˇen imenom generalizovani
skup Gersˇgorinovog tipa.
Uz prethodno date definicije karakteristicˇnih korena za SEP i GEP, kako
je domen polinoma Ω = C neogranicˇen, ∞ ∈ ΘK(P1) ako i samo ako za svaki
neogranicˇen niz {zk}k∈N ⊂ C, postoji indeks k0 ∈ N, takav da za sve k ≥ k0,
P1(zk) 6∈ K.
Osobine ovako definisanih lokalizacionih skupova, date su u [88] u obliku
pomenuta cˇetiri principa. Formulisani su za datu klasu K DD-tipa i proi-
zvoljnu matricˇnu funkciju P1(z) = zB − A koja definiˇse GEP. Kako je SEP
specijalan slucˇaj GEP za B = I, jasno je da navedeni principi vazˇe i u ovom
slucˇaju. Prva osobina ovih lokalizacionih skupova data je sledec´om teore-
mom:
Teorema 1.12. (Princip monotonosti za GEP) Za date klase K1 i K2
DD-tipa proizvoljnog reda, i matricˇnu funkciju P1 oblika (3), odgovarajuc´i
lokalizacioni skupovi ΘK1(P1) i Θ
K2(P1) stoje u obrnutom odnosu, tj. sˇto je
klasa K DD-tipa uzˇa, to je odgovarajuc´i lokalizacioni skup ΘK(P1) sˇiri:
K1 ⊆ K2 ⇒ ΘK1(P1) ⊇ ΘK2(P1).
Prethodna teorema sledi iz definicije klase DD-tipa i definicije skupa
ΘK(P1). Lako se mozˇe pokazati, na osnovu postojanja Zˇordanove kanonicˇke
forme, da je za svaki matricˇni monom P1 ispunjeno Θ
K(P1) = Λ(P1) za klasu
svih regularnih matrica K.
Konstrukcija lokalizacionih skupova Gersˇgorinovog tipa zasniva se, kao
sˇto je pomenuto, na ekvivalenciji rezultata o regularnosti i rezultata o loka-
lizaciji karakteristicˇnih korena. Iako su Gersˇgorinovi lokalizacioni rezultati,
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kao i rezultati o regularnosti Olge Tauski implicitno prisutni josˇ od Drugog
svetskog rata, tek 2004. godine je Ricˇard Varga, u svojoj knjizi [178], ja-
sno formulisao ekvivalenciju izmed¯u tvrd¯enja o lokalizaciji karakteristicˇnih
korena i tvrd¯enja o regularnosti matrica u obliku principa ekvivalencije. U
obliku odred¯enom prethodnim definicijama i oznakama, princip ekvivalencije
navodimo u sledec´oj teoremi:
Teorema 1.13. (Vargin princip ekvivalencije) Neka je K klasa komple-
ksnih kvadratnih matrica reda n i neka je P1(z) = zB−A ∈ Nn(Ω) proizvoljna
matricˇna funkcija, odred¯ena matricama A,B ∈ Cn,n, za koje je definisan skup
ΘK(P1). Tada su sledec´a dva uslova ekvivalentna:
• Sve matrice iz klase K su regularne.
• Za proizvoljne matrice A,B ∈ Cn,n vazˇi Λ(P1) ⊆ ΘK(P1).
Dokaz. Pretpostavimo da su sve matrice klase K regularne i uzmimo proi-
zvoljne matrice A,B ∈ Cn,n koje odred¯uju funkciju P1(z) = zB − A i proi-
zvoljan karakteristicˇni koren z ∈ Λ(P1). Razlikujemo dva slucˇaja:
• Neka je z ∈ ΛF (P1). Tada je P1(z) singularna, tj. det(P1(z)) = 0, i,
stoga P1(z) 6∈ K. Odavde sledi da je z ∈ ΘK(P1), pa je Λ(P1) ⊆ ΘK(P1).
• Neka je z = ∞. Tada, za obrnuti polinom Pˆ1(z) = B − Az imamo
da je 0 ∈ Λ(Pˆ1), tj. Pˆ1(0) je singularna, i stoga Pˆ1(0) /∈ K. Stoga,
∞ ∈ ΘK(P1).
Za dokaz obrnutog smera, pretpostavimo da je za svake matrice A,B ∈
Cn,n (koje odred¯uje matricˇnu funkciju P1) ispunjeno Λ(P1) ⊆ ΘK(P1). Neka
je matrica A singularna, i B = I, tj. P1(0) = I · 0 − A je singularna. U
tom slucˇaju bi 0 ∈ Λ(P1), i, kao posledica toga, 0 ∈ ΘK(P1). Ali, ovo je
ekvivalentno cˇinjenici da je P1(0) = −A 6∈ K, sˇto je ocˇigledna kontradikcija
sa pretpostavkom. Time je ovaj smer dokazan. Stoga je svaka matrica A ∈ K
regularna.
Varga je na ovaj nacˇin doprineo da ova odavno implicitno prisutna veza
dobije na popularnosti i aktuelnosti. Njegov princip ekvivalencije predstavlja
fundamentalno svojstvo lokalizacionih skupova.
Obzirom da je u slucˇaju SEP, lokalizacioni skup ΘK(P1) = Γ(P1) upravo
Gersˇgorinov skup, dok je u slucˇaju GEP, ΘK(P1) generalizovani Gersˇgorinov
skup, odgovarajuc´e teoreme o lokalizaciji karakteristicˇnih korena nelinearnih
matricˇnih funkcija c´emo nazivati teoreme Gersˇgorinovog tipaako poticˇu od
neke klase DD-tipa. Buduc´i da c´emo ovaj koncept primeniti i na neke poznate
potklase H-matrica, uvodimo sledec´a dva termina:
36
• Skup Gersˇgorinovog tipa za matricˇnu funkciju T je skup ΘK(T ),
za potklasu K kompleksnih kvadratnih matrica DD-tipa, i matricˇnu
funkciju T koja odred¯uje posmatrani nelinearni problem karakteristi-
cˇnih korena.
• Teorema Gersˇgorinovog tipa za matricˇnu funkciju T je teorema
koja tvrdi da skup Gersˇgorinovog tipa sadrzˇi spektar date matricˇne
funkcije T .
Sledec´e vazˇno svojstvo lokalizacionih skupova Gersˇgorinovog tipa nastalo
je na osnovu ideje druge Gersˇgorinove teoreme (Teorema 1.2). To svojstvo
nazvano je princip izolacije, prvi put formulisan i dokazan u tom obliku i
detaljno razmatran u [88]. Najpre uvedimo definiciju pozitivno homogene
klase matrica:
Definicija 1.7. Klasa matrica K je pozitivno homogena, ako A ∈ K
implicira da za svako α > 0, αA ∈ K.
Teorema 1.14. (Princip izolacije za GEP, [88], Teorema 3.3.4) Neka
je K ⊆ H regularna pozitivno homogena klasa DD-tipa i P1 ∈ Nn(C) matricˇni
monom tako da za skup Gersˇgorinovog tipa
ΘK(P1) := {z ∈ C : P1(z) /∈ K},
postoje disjunktni zatvoreni skupovi U, V ⊆ C takvi da je ΘK(P1) = U ∪ V .
Tada skup U sadrzˇi tacˇno |{i ∈ N : bii 6= 0, aiib−1ii ∈ U}| konacˇnih karakteri-
sticˇnih korena funkcije P1, i, ako je U neogranicˇen, tacˇno |{i ∈ N : aiib−1ii ∈
U}| karakteristicˇnih korena funkcije P1, gde je, po konvenciji, z · ∞ := ∞,
z 6= 0, i 0 · ∞ = 0.
Dokaz. Neka su A,B ∈ Cn,n matrice koje odred¯uju matricˇnu funkciju P1
i neka je DA := diag(a11, a22, ..., ann) i neka je DB := diag(b11, b22, ..., bnn).
Uzmimo razlaganja A = DA − FA i neka je B = DB − FB, i posmatrajmo
familije matrica A(t) = DA − tFA i B(t) = DB − tFB, za 0 ≤ t ≤ 1.
Kako je za t ∈ (0, 1] ispunjeno 〈A(t)〉 ≥ 〈A〉 i 〈B(t)〉 ≥ 〈B〉, sledi da je
ΘK(P1(t)) ⊆ ΘK(P1), gde je P1(t)(z) = zB(t) −A(t).
Razmotrimo slucˇaj t = 0. Tada je A(0) = DA, i z ∈ ΘK(P1(0)) ako i
samo ako je zDB − DA 6∈ K. Ocˇigledno, ako za neki i ∈ N , z = aiib−1ii ,
za bii 6= 0, pa zDB − DA ima nulu na dijagonali. Stoga ne mozˇe pripadati
klasi K koja je DD-tipa. Stoga, aiib
−1
ii ∈ ΘK(P1(0)), za sve indekse i ∈ N ,
za koje je bii 6= 0. Iz istog razloga, za svaki indeks i ∈ N , za koji je bii 6= 0,
aiib
−1
ii ∈ ΘK(P1). S druge strane, za z 6= aiib−1ii , za sve indekse i ∈ N , za
koje je bii 6= 0, zDB −DA je regularna dijagonalna matrica, sˇto implicira da
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je zDB − DA ∈ K, tj. zDB − DA 6∈ ΘK(P1(0)), pa je ΘK(P1(0)) = {aiib−1ii :
b−1ii 6= 0, i ∈ N} ⊆ ΘK(P1). Drugim recˇima, dobili smo da je
ΘK(P1(0)) = ΛF (P1(0)) = {aiib−1ii : b−1ii 6= 0, i ∈ N},
i da je ΘK(P1(t)) ⊆ ΘK(P ), za sve t ∈ [0, 1]. Sada, kako su konacˇni karakte-
risticˇni koreni neprekidne funkcije koje zavise od elemenata matrica A i B
[151], dobijamo zˇeljeni rezultat.
Da bismo dokazali drugi deo teoreme, neka ∞ ∈ U i neka je r = |{i ∈
N : bii = 0}|. Kako je det(zDB − DA) =
∏
i∈N |zbii − aii| polinom stepena
n − r, tada P1(0) ima tacˇno r beskonacˇnih karakteristicˇnih korena. Kao
sˇto je pokazano, broj konacˇnih karakteristicˇnih korena u skupu U ostaje
nepromenjen za sve t ∈ [0, 1]. Stoga, kako∞ 6∈ V , imamo da svih r (moguc´e)
beskonacˇnih karakteristicˇnih korena funkcije P1 pripada skupu U .
Princip izolacije je veoma koristan ukoliko se zˇeli odrediti priblizˇna pozi-
cija nekoliko karakteristicˇnih korena posmatranog problema, imajuc´i u vidu
da se jedan ili viˇse korena nalazi u svakoj disjunktnoj komponenti lokaliza-
cionog skupa.
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Slika 1: Skup ΘS(P1) za problem iz primera 1.2
Primer 1.2. Za date matrice
A =
[
2 1
8 −9
]
, B =
[
2 −1.9
−0.1 2
]
,
lokalizacioni skup Gersˇgorinovog tipa za GEP, koji odgovara funkciji P1(z) =
zB−A, prikazan na Slici 1, sastoji se iz dve nepovezane komponente, od kojih
svaka sadrzˇi po jedan karakteristicˇni koren funkcije P1.
U standardnom slucˇaju skup ΘK(P1), za proizvoljnu klasu K DD-tipa
i datu matricˇnu funkciju P1 = zI − A, je uvek ogranicˇen. Med¯utim, u
slucˇaju GEP, za proizvoljnu klasu K DD-tipa i datu matricˇnu funkciju P1 =
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zB − A, skup ΘK(P1) mozˇe biti i neogranicˇen pa je zato vazˇno ispitati kada
je lokalizacioni skup ogranicˇen za GEP. Ovaj princip ogranicˇenosti za GEP
je, takod¯e, formulisan, dokazan i detaljno razmatran u [88]. Pre navod¯enja
principa ogranicˇenosti, najpre uvedimo sledec´e dve definicije:
Definicija 1.8. Za datu klasu K DD-tipa kazˇemo da je otvorena, ako, za
svaku matricu A ∈ K, postoji proizvoljno mali ε > 0, tako da za svaku
matricu B ∈ Cn,n, za koju je |(A− B)ij | < ε za sve indekse i, j ∈ N vazˇi da
je B ∈ K.
Definicija 1.9. Otvorena klasa matrica DD-tipa naziva se klasa matrica
strogo dijagonalno dominantnog tipa, ili, krac´e, klasa SDD-tipa.
Treba primetiti da, u odnosu na prethodnu definiciju, poznate potklase
DD-tipa, navedene u sekciji 1.3.2., su takod¯e i klase matrica SDD-tipa. Vazˇi
sledec´i princip [88]:
Teorema 1.15. (Princip ogranicˇenosti) Za datu pozitivno homogenu
SDD-tipa klasu matrica K i datu funkciju P1(z) = Bz−A, sledec´a dva uslova
vazˇe:
• 0 /∈ ΘK(P1), ako i samo ako A ∈ K, i
• ∞ /∈ ΘK(P1), ako i samo ako B ∈ K.
Dokaz. Kako je P1(0) = −A ∈ K i K je klasa DD-tipa, sledi da je A ∈ K ako
i samo ako 0 6∈ ΘK(P1).
Dokaz druge stavke pocˇnimo pretpostavkom da je∞ 6∈ ΘK(P1). Tada, za
svaki niz {zk}k∈N ⊆ C, takav da zk →∞ kad k →∞, sledi da je P1(zk) ∈ K,
za dovoljno veliko k. Za takav indeks k ∈ N posmatrajmo matricu Mk :=
B − (zk)−1A. Kako je K pozitivno homogena DD-tipa klasa matrica, za
dovoljno veliko k ∈ N je |zk||Mk| = |zkB − A| ∈ K, i, stoga, Mk ∈ K. Ali,
za dovoljno veliko k ∈ N mozˇemo napraviti da |B −Mk| = |zk|−1|A| bude
dovoljno malo. Stoga, kako je K otvorena klasa matrica, Mk ∈ K implicira
da je B ∈ K.
Da bismo dokazali da vazˇi obrat, pretpostavimo da je B ∈ K, i, opet, za
proizvoljan niz {zk}k∈N ⊆ C, takav da zk → ∞ kad k → ∞, posmatrajmo
matricu Mk := B − (zk)−1A. Kao i ranije, iz cˇinjenice da je K otvorena
pozitivno homogena DD-tipa klasa matrica, dobijamo da za dovoljno veliko
k ∈ N , zkMk = zkB − A ∈ K, i, stoga zk 6∈ ΘK(P1). Kako zk → ∞ za
k →∞, sledi da z =∞ 6∈ ΘK(P1).
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(b) Skup ΘS(P 21 )
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(d) Skup ΘS(P 41 )
Slika 2: Lokalizacioni skupovi za problem iz primera 1.3
Primer 1.3. Za date matrice
A1 =
[
12 0
0 −12
]
, A2 =
[
12 20
0 −12
]
,
B1 =
[
2 0
−i 3
]
, B2 =
[
2 4
4 2
]
,
prikazani su Gersˇgorinovi lokalizacioni skupovi za GEP, koji odgovaraju funk-
cijama P 11 (z) = zB1 − A1 (Slika 2(a)), P 21 (z) = zB1 − A2 (Slika 2(b)),
P 31 (z) = zB2 −A1 (Slika 2(c)) i P 41 (z) = zB2 −A3 (Slika 2(d)).
Primetimo da B1 ∈ S, dakle skup ΘS(P 11 ) je ogranicˇen u C. Kako A1 ∈ S,
sledi da 0 /∈ ΘS(P 11 ) (vidi Sliku 2(a)). Skup ΘS(P 21 ) je takod¯e ogranicˇen,
jer je vodec´a matrica B1 ∈ S. Med¯utim, kako matrica A2 /∈ S, sledi da
0 ∈ ΘS(P 21 ) (vidi Sliku 2(b)). Dalje, kako B2 /∈ S, sledi da su skupovi ΘS(P 31 )
i ΘS(P 41 ) neogranicˇeni u C (Slike 2(c) i 2(d), respektivno). Takod¯e, kako
matrica A1 ∈ S, sledi da skup ΘS(P3) ne sadrzˇi nulu. S druge strane, matrica
A2 /∈ S, pa skup ΘS(P 41 ) sadrzˇi nulu.
Navedeni principi i osobine klasa matrica DD-tipa, detaljno razrad¯eni i
opisani u [88, 178], predstavljaju alat za konstrukciju lokalizacionih skupova
za spektar matricˇne funkcije P1 = zI − A u slucˇaju standardnog, odnosno
spektar funkcije P1(z) = zB − A, u slucˇaju generalizovanog problema kara-
kteristicˇnih korena.
Za razliku od originalnog Gersˇgorinovog skupa (koji se sastoji iz n krugova
u kompleksnoj ravni), lokalizacioni skupovi bazirani na osobinama ostalih
klasa DD-tipa cˇesto su dosta komplikovaniji za racˇunanje. Med¯utim, ukoliko
je B iz pozitivno homogene SDD-tipa potklase H-matrica, mozˇemo lokalizo-
vati resˇenja koristec´i (odgovarajuc´e) ogranicˇene skupove u kompleksnoj ravni.
U nekim slucˇajevima upravo primenom Gersˇgorinove teoreme i njenih gene-
ralizacija na poznate potklase H-matrica mogu se dobiti bolji lokalizacioni
rezultati, u smislu da preciznije lokalizuju karakteristicˇne korene posmatra-
nog problema. U nastavku kratko pravimo pregled poznatih rezultata za
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GEP (SEP) za poznate klase matrica navedene u prethodnoj sekciji. Kao i
u slucˇaju Gersˇgorinove teoreme (bazirane na osobinama potklase S), i za ove
potklase postoji jasna ekvivalencija izmed¯u tvrd¯enja o lokalizaciji karakteri-
sticˇnih korena i tvrd¯enja o regularnosti matrica [178]. Princip monotonosti
(Teorema 1.12), princip ekvivalencije (Teorema 1.13), princip izolacije (Te-
orema 1.14) i princip ogranicˇenosti (Teorema 1.15) primenjeni na poznate
potklase H-matrica c´e dati odgovarajuc´e lokalizacione skupove za karakteri-
sticˇne korene posmatranih problema.
Za klasu S u [178] je dat skup ΘS(P1) poznat pod imenom Gersˇgorinov
skup. Primetimo da u nasˇim oznakama ΘS(P1) = Γ(A), za datu matricu A.
Za GEP i matricˇnu funkciju koja opisuje ovaj problem oblika P1(z) = zB−A,
za klasu S skup ΘS(P1) je poznat pod imenom generalizovani Gersˇgorinov
skup i u [88] je oznacˇen sa Γ(A,B). Primetimo da je u nasˇim oznakama
Gersˇgorinov skup za matricˇnu funkciju P1(z) = zB − A dat sa:
ΘS(P1) = Γ(P1) :=
⋃
i∈N
Γi(P1) (40)
gde je
Γi(P1) := {z ∈ C : |zbii−aii| ≤
∑
j∈N\{i}
|zbij−aij |}, za sve i ∈ N, j 6= i (41)
i-ti Gersˇgorinov skup u kompleksnoj ravni, za koji vazˇi sledec´a posledica
Posledica 1.1. Neka su A,B ∈ Cn,n proizvoljne matrice reda n ≥ 2, kojima
je odred¯ena funkcija P1(z) = zB − A, z ∈ C. Za skup Γ(P1) dobijen klasom
S vazˇi sledec´e:
1. Λ(P1) ⊆ Γ(P1),
2. ako postoje zatvoreni skupovi U, V ⊆ C, tako da vazˇi U ∩ V = ∅ i
Γ(P1) = U ∪ V , tada skup U sadrzˇi tacˇno |{i ∈ N : aiib−1ii ∈ U}|
karakteristicˇnih korena funkcije P1,
3. 0 /∈ Γ(P1)⇔ A ∈ S,
4. ∞ /∈ Γ(P1)⇔ B ∈ S.
Treba napomenuti da, u slucˇaju GEP, ukoliko je B regularna, spektar
funkcije P1 je skup {z ∈ C : det(P1(z)) = 0}, dok je za singularnu matricu B
spektar funkcije P1 skup {z ∈ C : det(P1(z)) = 0} ∪ {∞}.
U [178], jedna od prvih generalizacija uslova stroge dijagonalne dominacije
je vec´ navedena klasa Sd dSDD matrica. Pocˇev od Teoreme 1.5, koja tvrdi
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da su sve matrice klase Sd regularne, u odnosu na uslov (14), koji definiˇse
ovu klasu matrica, jasno je da je ona pozitivno homogena klasa SDD-tipa.
Za ovu klasu Sd u [178] lokalizacioni skup Θ
Sd(P1) u slucˇaju SEP je poznat
pod imenom Brauerov skup K(A) za datu matricu A. U nasˇim oznakama
ovaj skup za GEP je oblika:
ΘSd(P1) = K(P1) :=
⋃
i,j∈N
i6=j
Ki,j(P1) (42)
gde je
Ki,j(P1) := {z ∈ C : |zbii−aii|·|zbjj−ajj| ≤
∑
j∈N\{i}
|zbij−aij |·
∑
i∈N\{j}
|zbji−aji|},
(43)
za sve indekse i, j ∈ N, j 6= i, i za njega na osnovu prethodnih razmatranja
vazˇi:
Posledica 1.2. Neka su A,B ∈ Cn,n proizvoljne matrice reda n ≥ 2, kojima
je odred¯ena funkcija P1(z) = zB − A, z ∈ C. Za skup K(P1) dobijen klasom
Sd vazˇi sledec´e:
1. Λ(P1) ⊆ K(P1),
2. ako postoje zatvoreni skupovi U, V ⊆ C, tako da vazˇi U ∩ V = ∅ i
K(P1) = U ∪ V , tada skup U sadrzˇi tacˇno |{i ∈ N : aiib−1ii ∈ U}|
karakteristicˇnih korena funkcije P1,
3. 0 /∈ K(P1)⇔ A ∈ Sd,
4. ∞ /∈ K(P1)⇔ B ∈ Sd.
Interesantno je primetiti da je racˇunanje (generalizovanog) Brauerovog
skupa ,,skuplje” (u smislu broja racˇunskih operacija koje treba izvesti) od
racˇunanja (generalizovanog) Gersˇgorinovog skupa, pa se prirodno postavlja
pitanje upotrebljivosti lokalizacije ove vrste. Racˇun, naravno, ima smisla
samo u slucˇaju da daje znacˇajno bolje lokalizacione rezultate. Na pitanje o
prednosti racˇunanja ovog skupa nad skupom ΘS(P1), osvrnimo se na princip
ogranicˇenosti koji tvrdi da ukoliko B nije SDD, skup ΘS(P1) je neogranicˇen.
Med¯utim, ukoliko je B jeste iz klase Sd, princip ogranicˇenosti tvrdi da je
odgovarajuc´i skup ΘSd(P1) ogranicˇen, te se mozˇe dobiti bolja lokalizacija
karakteristicˇnih korena funkcije P1.
Kao posledica cˇinjenice da je klasa SDD matrica podskup klase dSDD
matrica, zakljucˇujemo da je skup ΘSd(P1) podskup skupa Θ
S(P1). Naime,
vazˇi sledec´a teorema:
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Teorema 1.16. Za proizvoljan matricˇni monom P1,
Λ(P1) ⊆ K(P1) ⊆ Γ(P1).
Dalje, razmotrimo klase α1 i α2 matrica. Preciznije, obzirom na od-
nose klasa, navodimo rezultate koji daju uzˇe lokalizacione oblasti za jednak
broj racˇunskih operacija. Dakle, posmatramo klase O2α, za dato α ∈ [0, 1],
i O2, tj. skupove Gersˇgorinovog tipa ΘO
2
α(P1), za dato α ∈ [0, 1], i
ΘO
2
(P1) =
⋂
α∈[0,1]Θ
O2α(P1) matricˇnog monoma P1 koji su opisani u [88],
U nasˇim oznakama ti skupovi izgledaju:
ΘO
2
α(P1) = A2α(P1) :=
⋃
i∈N
A2α,i(P1) (44)
gde je
A2α,i(P1) :=
{{z ∈ C : |zbii − aii| ≤ (ri(P1(z)))α (ci(P1(z)))1−α} , (45)
i
ΘO
2
(P1) = A2(P1) :=
⋂
α∈[0,1]
A2α(P1). (46)
Jasno, slozˇenost izracˇunavanja skupa A2α(P1) je gotovo ista kao Γ(P1).
Sa druge strane, da bi se racˇunski efikasno dobio skup A2(P1) potrebno je
iskoristiti karakterizaciju klase O2 datu sa Teoremom 1.8 kao sˇto je za SEP
urad¯eno u radu [32]. Tako dobijamo:
Teorema 1.17. Neka su A,B ∈ Cn,n, n ≥ 2, date matrice, P1(z) = zB −A
data matricˇna funkcija. Tada je
ΘO
2
(P1) = A2(P1) =
⋃
i∈N
A2α,i(P1) ∪
⋃
i∈L(A)
j∈H(A)
Â2α,i,j(P1) (47)
gde je
A2α,i(P1) := {z ∈ C : |zbii − aii| ≤ min{ri(P1(z)), ci(P1(z))} },
i
Â2α,i,j(P1) :=
z ∈ C : |zbii − aii|ci(P1(z))
( |zbjj − ajj|
cj(P1(z))
)log cj(P1(z))
rj (P1(z))
ri(P1(z))
ci(P1(z)) ≤ 1

za i ∈ L(A) i j ∈ H(A).
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Pozitivna homogenost omoguc´uje da se osobine (ekvivalencija, izolacija i
ogranicˇenost), date Teoremama 1.12, 1.13, 1.14 i 1.15, primene na lokali-
zacione skupove ΘO
2
α(P1) i Θ
O2(P1):
Posledica 1.3. Neka su A,B ∈ Cn,n proizvoljne matrice reda n ≥ 2, kojima
je odred¯ena funkcija P1(z) = zB − A, z ∈ C. Za skup A2α(P1) i A2(P1)
dobijene klasama O2α i O
2, redom, vazˇi sledec´e:
1. Λ(P1) ⊆ A2α(P1) ⊆ A2(P1),
2. ako postoje zatvoreni skupovi U, V ⊆ C, tako da vazˇi U ∩ V = ∅ i
A2α(P1) = U ∪ V , tada skup U sadrzˇi tacˇno |{i ∈ N : aiib−1ii ∈ U}|
karakteristicˇnih korena funkcije P1,
3. ako postoje zatvoreni skupovi U, V ⊆ C, tako da vazˇi U ∩ V = ∅ i
A2(P1) = U ∪ V , tada skup U sadrzˇi tacˇno |{i ∈ N : aiib−1ii ∈ U}|
karakteristicˇnih korena funkcije P1,
4. 0 /∈ A2α(P1)⇔ A ∈ O2α,
5. 0 /∈ A2(P1)⇔ A ∈ O2,
6. ∞ /∈ A2α(P1)⇔ B ∈ O2α,
7. ∞ /∈ A2(P1)⇔ B ∈ O2.
Na osnovu gore navedenog odnosa izmed¯u klasa zakljucˇujemo:
Teorema 1.18. Za svaku matricˇni monom P1 vazˇi
Λ(P1) ⊆ A2α(P1) ⊆ A1α(P1) ⊆ Γ(P1),
za proizvoljno α ∈ [0, 1], kao i
Λ(P1) ⊆ A2(P1) ⊆ A1(P1) ⊆ Γ(P1).
Sledec´a nadklasa klase S koju posmatramo je sacˇinjena od S-SDD ma-
trica. Preciznije posmatramo klasu SS gde je dat neprazan skup indeksa
S ⊆ N i klasu SΣ =
⋃
∅6=S⊆N SS. Odgovarajuc´i lokalizacioni skupovi
Gersˇgorinovog tipa ΘSΣ(P1) i Θ
SS(P1) su dati u [178] za SEP, a u [88]
za GEP i poznati su pod imenom generalizovani CKV-skupovi. U nasˇim
oznakama ovi skupovi su dati sa
ΘSΣ(P1) = C(P1) :=
⋂
∅6=S⊆N
CS(P1)
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gde je
ΘSS(P1) = CS(P1) :=
⋃
i∈S
⋃
j∈S¯
V Sij (P1)
 ∪ [⋃
i∈S
ΓSi (P1)
]
, (48)
a odgovarajuc´i skupovi V Sij (P1) i Γ
S
i (P1) su oblika:
V Sij (P1) := {z ∈ C : (|zbii − aii| − rSi (P1(z))) · (|zbjj − ajj| − rS¯j (P1(z))) ≥
rS¯i (P1(z))r
S
j (P1(z))}
i
ΓSi (P1) :=
⋃
i∈S
{z ∈ C : |zbii − aii| ≥ rSi (P1(z))}.
Kako vazˇi Teorema 1.11, koja tvrdi da su sve S-SDD matrice regularne, i
kako uslovi (33) i (34), koji definiˇsu ovu klasu matrica, obezbed¯uju pozitivnu
homogenost i otvorenost klase SS, zakljucˇujemo da vazˇi sledec´a posledica:
Posledica 1.4. Neka su A,B ∈ Cn,n proizvoljne matrice reda n ≥ 2, kojima
je odred¯ena funkcija P1(z) = zB−A, z ∈ C i ∅ 6= S ⊆ N . Za skupove CS(P1)
i C(P1) dobijene klasama SS i SΣ, redom, vazˇi sledec´e:
1. Λ(P1) ⊆ CS(P1) ⊆ C(P1),
2. ako postoje zatvoreni skupovi U, V ⊆ C, tako da vazˇi U ∩ V = ∅ i
CS(P1) = U ∪ V , tada skup U sadrzˇi tacˇno |{i ∈ N : aiib−1ii ∈ U}|
karakteristicˇnih korena funkcije P1,
3. ako postoje zatvoreni skupovi U, V ⊆ C, tako da vazˇi U ∩ V = ∅ i
C(P1) = U ∪ V , tada skup U sadrzˇi tacˇno |{i ∈ N : aiib−1ii ∈ U}|
karakteristicˇnih korena funkcije P1,
4. 0 /∈ CS(P1)⇔ A ∈ SS,
5. 0 /∈ C(P1)⇔ A ∈ SΣ,
6. ∞ /∈ CS(P1)⇔ B ∈ SS,
7. ∞ /∈ C(P1)⇔ B ∈ SΣ.
Kao posledica odnosa klasa, vazˇi sledec´a teorema:
Teorema 1.19. Za svaki matricˇni monom P1 i proizvoljan neprazan podskup
S ⊆ N vazˇi:
Λ(P1) ⊆ C(P1) ⊆ CS(P1) ⊆ Γ(P1) i Λ(P1) ⊆ C(P1) ⊆ K(P1) ⊆ Γ(P1).
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Na kraju, primetimo da klasa H, kao maksimalna regularna klasa matrica
DD-tipa, generiˇse ,,najbolji” lokalizacioni skup za spektar matricˇne funkcije
P1, koji je poznat kao minimalni Gersˇgorinov skup:
ΘH(P1) =M(P1) := {z ∈ C : µP1(z) ≥ 0},
gde je µP1(z) najdesniji realni karakteristicˇni koren esencijalno nenegativne
funkcije −〈P1(z)〉.
Buduc´i da je H maksimalna regularna klasa DD-tipa vazˇi:
Teorema 1.20. Za svaki matricˇni monom P1 je:
Λ(P1) ⊆M(P1) ⊆ C(P1) i Λ(P1) ⊆M(P1) ⊆ A2(P1).
Dakle, skup ΘH(P1) je najbolja lokalizaciona oblast Gersˇgorinovog tipa
za spektar funkcije P1. Obzirom da je klasa takod¯e otvorena i pozitivno
homogena, sledi:
Posledica 1.5. Neka su A,B ∈ Cn,n proizvoljne matrice reda n ≥ 2, kojima
je odred¯ena funkcija P1(z) = zB−A, z ∈ C. Za minimalni Gersˇgorinov skup
M(P1) dobijen klasom H vazˇi sledec´e:
1. Λ(P1) ⊆M(P1);
2. ako postoje zatvoreni skupovi U, V ⊆ C, tako da vazˇi U ∩ V = ∅ i
M(P1) = U ∪ V , tada skup U sadrzˇi tacˇno |{i ∈ N : aiib−1ii ∈ U}|
karakteristicˇnih korena funkcije P1;
3. 0 /∈M(P1)⇔ A ∈ H;
4. ∞ /∈M(P1)⇔ B ∈ H.
Na kraju ovog poglavlja, ilustujmo navedene rezultate sledec´im primerom:
Primer 1.4. Za date matrice A1, A2 i B1 iz primera 1.3, i matricˇne funkcije
P 11 (z) = zI − A2 i P 21 (z) = zB1 − A1, konstruiˇsimo lokalizacione skupove
Gersˇgorinovog tipa, generisane klasama S, Sd, O
2, SΣ i H, prema definici-
jama navedenim u ovom poglavlju:
Γ(P 11 ) = {z ∈ C : |z − 12| ≤ 20} ∪ {z ∈ C : |z + 12| ≤ 0},
Γ(P 21 ) = {z ∈ C : |z − 6| ≤ 0} ∪ {z ∈ C : |z + 4| ≤ 0.33|z|}.
Skup Γ(P 11 ) se sastoji iz jedne kruzˇne komponente i jedne tacˇke, kao i
skup Γ(P 21 ), sˇto se vidi iz definicije ovih skupova. Lokalizacioni skupovi za
ove funkcije generisani klasom Sd, su oblika:
46
K(P 11 ) = {z ∈ C : |z − 12| · |z + 12| ≤ 0} = {−12, 12},
K(P 21 ) = {z ∈ C : |z − 6| · |z + 4| ≤ 0} = {−4, 6}.
Dakle, jasno je da K(P 11 ) ⊆ Γ(P 11 ) i analogno za skup K(P 21 ) ⊆ Γ(P 21 ).
Dalje, u ovom slucˇaju za klasu O2α imamo A2α(P 11 ) = {−12, 12}, za svako
α ∈ [0, 1], pa time i A2(P 11 ) = {−12, 12}, kao i A2α(P 21 ) = {−4, 6}, za svako
α ∈ [0, 1], pa time i A2(P 11 ) = {−4, 6}.
Analogno se klase SS i SΣ dobijamo C(P 11 ) = C1(P 11 ) = {−12, 12} i
C(P 21 ) = C1(P 21 ) = {−4, 6}.
Na kraju, u ovim slucˇajevima, kao i za svaki matricˇni monom dimenzije
n = 2, minimalni Gersˇgorinov skup (generisan klasom H), se poklapa sa
skupom Brauerovim skupom, tj. M(P 11 ) = K(P 11 ) = {−12, 12} i M(P 21 ) =
K(P 21 ) = {−4, 6}.
Motivisani ovim rezultatima, u sledec´em poglavlju navodimo nove, originalne
rezultate, koji predstavljaju generalizaciju na slucˇaj nelinearnih problema ka-
rakteristicˇnih korena, specijalno, matricˇnih polinoma.
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2 Lokalizacije NLEP
Razvoj matematcˇkih oblasti cˇije su prakticˇne primene u inzˇenjerstvu, me-
dicini, biologiji, ekonomiji, saobrac´aju, itd. uslovili su intenzivno zanimanje
za polinomne probleme karakteristicˇnih korena, pocˇev od matricˇnih monoma
kao najjednostavnijih, koji su dobro proucˇeni u literaturi, ka kvadratnim i ne-
linearnim, cˇije izucˇavanje je postalo aktuelno poslednjih dvadesetak godina.
Kako je nalazˇenje karakteristicˇnih korena nelinearnih problema racˇunski ve-
oma zahtevan zadatak, u ovom poglavlju c´emo predstaviti tehniku lokaliza-
cije spektra nelinearnih problema karakteristicˇnih korena dobijenu genera-
lizacijom poznatih rezultata za SEP i GEP, koji su predstavljeni u sekciji
1.4. Preciznije, najpre c´emo formulisati i diskutovati lokalizacione skupove
Gersˇgorinovog tipa za spektar NLEP, koji daju upotrebljivu i racˇunski pri-
hvatljivu ocenu karakteristicˇnih korena. Posebnu pazˇnju poklonic´emo onim
NLEP koji su odred¯eni polinomnim matricˇnim funkcijama, jer imaju veliku
primenu u savremenoj nauci i inzˇenjerstvu. Lokalizacioni skupovi za ovu vr-
stu problema bic´e detaljno diskutovani kroz primere proizasˇle iz prakticˇnih
primena. Pored toga, na kraju ovog poglavlja, bic´e analizirani i neki ne-
polinomni problemi karakteristicˇnih korena, takod¯e proizasˇli iz prakticˇnih
primena. Lokalizacioni skupovi konstruisani i analizirani u ovom poglavlju
predstavljaju originalne rezultate objavljene u radu [93].
2.1 Skupovi Gersˇgorinovog tipa za NLEP
U poglavlju 1.1 data je definicija nelinearnog problema karakteristicˇnih
korena uslovom (1), gde je matricˇna funkcija T koja ga odred¯uje analiticˇka
i regularna na prosto povezanom domenu. U vec´ini nelinearnih problema
proizasˇlih iz prakticˇnih primena, funkcija T je polinomska stepena vec´eg ili
jednakog od dva, dok u nekim slucˇajevima mozˇe sadrzˇati i eksponencijalni
deo. Samim tim, racˇunanje karakteristicˇnih korena ovakvih funkcija znatno
je slozˇenije od racˇunanja karakteristicˇnih korena funkcija koje odred¯uju SEP
i GEP. Drzˇec´i se ranijih oznaka, ponovimo pretpostavku da je, nadalje, Ω ⊆
C prosto povezan domen i T : Ω → Cn,n analiticˇka i regularna matricˇna
funkcija, koja u slucˇaju kada je Ω neogranicˇen mozˇe imati i beskonacˇne ka-
rakteristicˇne korene.
Buduc´i da se vec´ina nelinearnih problema proizasˇlih iz prakticˇnih primena
svodi na polinomne probleme karakteristicˇnih korena, mi c´emo se u nastavku
uglavnom baviti karakterizacijom ove vrste problema. U tom slucˇaju, ana-
liticˇku i regularnu matricˇnu funkciju koja opisuje ovu vrstu problema c´emo
oznacˇavati sa Pm, gde je m stepen posmatranog polinoma. I ovde, ukoliko
ne postoji moguc´nost zabune, posmatranu polinomnu funkciju c´emo krac´e
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oznacˇavati sa P .
Definiˇsimo, najpre, na isti nacˇin kao i u slucˇajevima SEP i GEP, skup
ΘK(T ), za datu klasu K kompleksnih kvadratnih matrica proizvoljnog reda i
nelinearnu matricˇnu funkciju T ∈ Nn(Ω) koja odred¯uje posmatrani NLEP:
ΘK(T ) := {z ∈ C : T (z) /∈ K} (49)
Skup ΘK(T ) naziva se lokalizacioni skup Gersˇgorinovog tipa za funkci-
ju T koja odred¯uje NLEP.
Mozˇe se primetiti da je uslov (49) analogan uslovu (39), s tim sˇto u prvom
slucˇaju T predstavlja nelinearnu matricˇnu funkciju, tacˇnije matricˇni poli-
nom stepena vec´eg ili jednakog od 2 ili nelinearnu matricˇnu funkciju koja
sadrzˇi nepolinomni deo. U odnosu na to da li je posmatrana klasa K ma-
trica S, Sd, O
2
α, O
2, SS ili SΣ, lokalizacioni skupovi Gersˇgorinovog tipa za
funkciju T koja odred¯uje NLEP (bilo da su u pitanju polinomni ili problemi
odred¯eni matricˇnim funkcijama koje sadrzˇe eksponencijalni, transcedentni ili
racionalni deo) definiˇsu se analogno odgovarajuc´im lokalizacionim skupovima
Gersˇgorinovog tipa za funkciju P1 koja odred¯uje SEP, odnosno GEP. Ovde,
za razliku od standardnog i generalizovanog slucˇaja, funkcija T nije unifor-
mnog oblika (menja se u zavisnosti od posmatranog nelinearnog problema),
pa se lokalizacioni skupovi Gersˇgorinovog tipa za funkciju T moraju definisati
koristec´i uslov (49) za svaki NLEP posebno. Jedino u slucˇaju PEP, mozˇe se
na neki nacˇin postaviti uniformna definicija ovih skupova:
ΘK(P ) := {z ∈ C :
m∑
k=0
Akz
k /∈ K} (50)
gde je P (z) =
∑m
k=0Akz
k, Ak ∈ Cn,n, za k = 0, ..., m funkcija koja odred¯uje
posmatrani PEP stepena m. Skup ΘK(P ), definisan uslovom (50) naziva se
lokalizacioni skup Gersˇgorinovog tipa za matricˇni polinom P .
U slucˇajevima kada je Ω neogranicˇen u C, podsetimo se da je uobicˇajena
ekstenzija pojma karakteristicˇnih korena ukljucˇivanje beskonacˇnosti. Tada,
ako je C∞ jednotacˇkasta-kompaktifikacija kompleksne ravni C, cˇija geome-
trijska reprezentacija je Rimanova sfera, beskonacˇno (∞) oznacˇava obicˇnu
tacˇku u prostoru koja predstavlja severni pol sfere, dok suprotni, juzˇni pol,
predstavlja 0. Prema ovoj ideji, mozˇemo jednostavno ukljucˇiti beskonacˇne
karakteristicˇne korene Mebijusovom transformacijom z → 1/z.
Naime, definiˇsemo ∞ da bude karakteristicˇni koren nelinearne matricˇne
funkcije T : Ω → Cn,n, za neogranicˇen domen Ω ⊆ C, ako postoji funkcija
ϕ ∈ Nn(Ω) i singularna M ∈ Cn,n, takva da je ispunjen uslov
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lim
k→∞
T (zk)
ϕ(zk)
= M 6= 0 (51)
za sve neogranicˇene nizove {zk}k∈N ⊆ Ω.
U ovakvoj postavci, lako mozˇemo definisati mnogostrukosti karakteri-
sticˇnog korena ∞ funkcije T kao mnogostrukosti karakteristicˇnog korena 0
funkcije Tˆ : Ωˆ→ Cn,n, gde je Ωˆ := {0} ∪ {1/z : z ∈ Ω} i
Tˆ (z) :=
T (1/z)
ϕ(1/z)
.
Drugim recˇima, ∞ je karakteristicˇni koren nelinearne matricˇne funkcije
T ako i samo ako je 0 karakteristicˇni koren nelinearne matricˇne funkcije Tˆ i
mnogostrukosti se poklapaju.
2.2 Osobine skupova Gersˇgorinovog tipa za NLEP
Buduc´i da polinomne matricˇne funkcije koje odred¯uju PEPove ukljucˇuju
stepene kompleksnog broja z vec´e ili jednake od 2, osobine lokalizacionih
skupova Gersˇgorinovog tipa za funkciju P1 ne mogu se direktno primeniti i
na nelinearni slucˇaj. Za nelinearni slucˇaj potrebno je dokazati odgovarajuc´e
analogne rezultate kako bismo ih mogli primeniti i za nelinearne, posebno
polinomne probleme.
Iz definicije skupa ΘK(T ), kao i ranije, direktno sledi prva osobina lokali-
zacionih skupova za funkciju T , analiticˇku i regularnu na prosto povezanom
domenu Ω, koja odred¯uje posmatrani NLEP, tzv. princip monotonosti:
Teorema 2.1. (Princip monotonosti za NLEP) Za date klase matrica
K1 i K2 i matricˇnu funkciju T ∈ Nn(Ω), vazˇi:
K1 ⊆ K2 ⇒ ΘK1(T ) ⊇ ΘK2(T ).
Primenom ovog principa na lokalizacione skupove dobijene koriˇsc´enjem
osobina poznatih potklasa H-matrica dobijaju se bolje lokalizacione obla-
sti za spektar (odnosno pseudospektar) matricˇnih funkcija T koje odred¯uju
posmatrani NLEP.
Sledec´a osobina lokalizacionih skupova nelinearnih problema karakteristi-
cˇnih korena o kojoj c´e biti recˇi, kao i u slucˇaju SEP i GEP, daje jasnu vezu
izmed¯u koncepta stroge dijagonalne dominacije i regularnosti.
Teorema 2.2. (Princip ekvivalencije za NLEP) Za datu klasu K ⊂
Cn,n i prosto povezan domen Ω ⊂ C, sledec´a dva uslova su ekvivalentna:
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• Sve matrice iz klase K su regularne;
• Za datu proizvoljnu matricˇnu funkciju T ∈ Nn(Ω), skup ΘK(T ) sadrzˇi
sve njene karakteristicˇne korene, tj. Λ(T ) ⊆ ΘK(T ).
Dokaz. Pretpostavimo da su sve matrice iz klase K regularne. Za proizvoljnu
matricˇnu funkciju T ∈ Nn(Ω) i proizvoljan karakteristicˇni koren z ∈ Λ(T ),
razlikujemo dva slucˇaja:
• Neka je z ∈ ΛF (T ). Tada je matrica T (z) singularna, i, stoga, T (z) 6∈
K, odakle sledi da je z ∈ ΘK(T ).
• Neka je z =∞. Tada, je 0 ∈ Λ(Tˆ ), tj. Tˆ (0) je singularna, pa Tˆ (0) /∈ K.
Dakle, ∞ ∈ ΘK(T ).
Dakle, dobili smo da je Λ(T ) ⊆ ΘK(T ). Da bismo dokazali suprotan smer,
pretpostavimo da je ξ ∈ Ω i da postoji singularna matrica A ∈ K i definiˇsimo
funkciju T (z) := A − (ξ − z)I. Tada, ξ ∈ Λ(T ), i, kao posledica toga, ξ ∈
ΘK(T ). Med¯utim, ovo je u kontradikciji sa cˇinjenicom da je T (ξ) = A 6∈ K.
Stoga je svaka matrica A ∈ K je regularna.
Pre konstrukcije narednog principa, uvedimo velicˇinu poznatu pod ime-
nom rotacioni broj krive, koja c´e nam biti potrebna za dokaz tog principa.
Naime, rotacioni broj (engl. winding number) zatvorene krive u ravni oko
date tacˇke je ceo broj koji predstavlja ukupan broj obilazaka krive oko po-
smatrane tacˇke u smeru obrnutom od kazaljke na satu [134]. Taj broj je
pozitivan ukoliko se kriva krec´e u smeru obrnutom od kazaljke na satu, od-
nosno negativan ukoliko se kriva krec´e u smeru kazaljke na satu. Ukoliko
kriva ne prolazi nijednom oko posmatrane tacˇke, rotacioni broj posmatrane
krive c´e biti jednak nuli.
Rotacioni broj je dobro poznata velicˇina koja predstavlja jedan od osno-
vnih objekata cˇijim se proucˇavanjem bavi algebarska topologija. Takod¯e,
veoma je znacˇajan u raznim proucˇavanjima u kompleksnoj analizi, vektor-
skoj algebri, geometrijskoj topologiji, diferencijalnoj geometriji, fizici, teoriji
struna itd [134].
Da bismo intuitivno objasnili pojam rotacionog broja, pretpostavimo da
je data zatvorena orijentisana kriva u ravni. Tu krivu mozˇemo zamisliti
kao putanju koju prelazi proizvoljan objekat, krenusˇi od nekog pocˇetnog
polozˇaja, pri cˇemu orijentacija krive daje smer kretanja posmatranog objekta.
U ovakvoj postavci, rotacioni broj krive predstavlja ukupan broj obilazaka (u
smeru suprotnom od smera kretanja kazaljke na satu) koje posmatrani objekt
napravi oko koordinatnog pocˇetka. Pritom, kada brojimo ukupan broj obi-
lazaka, oni koji su u smeru suprotnom od smera kretanja kazaljke na satu
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racˇunaju se kao pozitivni, dok oni u smeru kazaljke na satu se racˇunaju kao
negativni. Ukupan zbir svih obilazaka koje proizvoljan objekt napravi duzˇ
zatvorene krive oko koordinatnog pocˇetka predstavlja rotacioni broj te krive.
Tako, na primer, ako posmatrani objekat najpre obid¯e koordinatni pocˇetak
4 puta u smeru suprotnom od kazaljke na satu, pa zatim 1 put krec´uc´i se
u smeru kazaljke na satu, ukupno c´e imati rotacioni broj 4 − 1 = 3. Na
osnovu ovakvog razmatranja mozˇe se zakljucˇiti da kriva koja ne prolazi oko
koordinatnog pocˇetka ima rotacioni broj 0, te rotacioni broj krive mozˇe biti
ma koji ceo broj.
Ukoliko zˇelimo dobiti informaciju o broju karakteristicˇnih korena u sva-
koj nepovezanoj komponenti lokalizacionog skupa Gersˇgorinovog tipa, u sta-
ndardnom i generalizovanom slucˇaju, pozivamo se na, tj. koristimo princip
izolacije. Imajuc´i prethodno u vidu, generalizacija principa izolacije na ne-
linearne probleme karakteristicˇnih korena data je sledec´om teoremom, koju
c´emo nazvati princip izolacije:
Teorema 2.3. (Princip izolacije za NLEP) Za datu regularnu klasu
matrica K DD-tipa, prosto povezan domen Ω ⊆ C, i proizvoljnu matricˇnu fu-
nkciju T ∈ Nn(Ω), ako postoje disjunktni zatvoreni povezani skupovi U, V ⊆
Ω, takvi da vazˇi da je Ω \ (U ∪ V ) neprazan povezan i za odgovarajuc´i skup
Gersˇgorinovog tipa ΘK(T ) vazˇi
ΘK(T ) ⊆ U ∪ V, (52)
tada u skupu U broj karakteristicˇnih korena funkcije T i broj resˇenja
jednacˇina tii(z) = 0, i ∈ N se poklapaju.
Dokaz. Za proizvoljno z ∈ Ω, oznacˇimo sa D(z) := diag(T (z)) i napravimo
razdvajanje T (z) = D(z) − F (z). Razmatramo familiju matricˇnih funkcija
{Tt : 0 ≤ t ≤ 1} ⊂ Nn(Ω) definisan sa Tt(z) := D(z) − tF (z). Neka je
t ∈ [0, 1] i pretpostavimo da z 6∈ ΘK(T ). Tada, T (z) ∈ K, i, stoga,
〈Tt(z)〉 = |D(z)| − t|F (z)| ≥ |D(z)| − |F (z)| = 〈T (z)〉,
odakle je Tt(z) ∈ K, takod¯e. Stoga, ΘK(T (t)) ⊆ ΘK(T ) za sve t ∈ [0, 1]
sˇto implicira da, na osnovu Teoreme 2.2, matrica Tt(z) je regularna za sve
t ∈ [0, 1], i sve kompleksne brojeve z ∈ Ω \ (U ∪ V ). Sada, definiˇsimo
funkcije φt : Ω → C takve da je φt(z) = det(Tt(z)). Kako je Ω \ (U ∪ V )
neprazan povezan domen, sledi da postoji prosto povezana zatvorena kontura
Γ ∈ Ω \ (U ∪V ) takva da se skup U nalazi u njenoj unutrasˇnjosti. Med¯utim,
tada, za sve kompleksne brojeve z ∈ Γ, i za sve vrednosti t ∈ [0, 1], postoje
Tt(z)
−1, sˇto implicira da je rotacioni broj od φt,
WΓ(φt) :=
1
2π
∫
Γ
[ d
dz
logφt(z)
]
=
1
2π
∫
Γ
tr
[
(Tt(z))
−1T ′t (z)
]
,
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neprekidno definisan za t ∈ [0, 1], i, stoga, konstantan. Odatle vazˇi da se
broj karakteristicˇnih korena funkcije T0(z) = D(z) i funkcije T (z) na skupu
U moraju poklopiti.
Sledec´e pitanje koje se prirodno mozˇe postaviti je kada su pomenuti
lokalizacioni skupovi Gersˇgorinovog tipa za matricˇnu funkciju T (koja
odred¯uje posmatrani NLEP) ogranicˇeni u kompleksnoj ravni. Naravno,
ako je Ω ogranicˇen domen, ovo odmah sledi. U prvom poglavlju, osobina
ogranicˇenosti, tacˇnije kompaktnosti je za SEP i GEP data u obliku principa
kompaktnosti Teoremom 1.15. Za razliku od GEP, osobina ogranicˇenosti za
NLEP nije u vidu ekvivalencije.
Teorema 2.4. (Princip kompaktnosti za NLEP) Za datu pozitivno ho-
mogenu klasu matrica SDD-tipa K, prosto povezan domen Ω ⊆ C, i ma-
tricˇnu funkciju T ∈ Nn(Ω), skup ΘK(T ) je zatvoren u C. Sˇtaviˇse, ako je
skup Ω neogranicˇen, i za neko ϕ ∈ N1(Ω) postoji M ∈ Cn,n takva da je
M = limk→∞
T (zk)
ϕ(zk)
za sve neogranicˇene nizove {zk}k∈N ⊆ Ω, tada M ∈ K
implicira da je ΘK(T ) kompaktan u C.
Dokaz. Neka je z ∈ C \ ΘK(T ), tj., T (z) ∈ K. Tada, postoji ε > 0 tako da
za proizvoljnu matricu B, |(B − T (z))ij | < ε, za sve i, j ∈ N , implicira da je
B ∈ K. S druge strane, matricˇna funkcija T je analiticˇka i domen Ω je otvoren
pa za ε postoji δ > 0 tako da vazˇi |z−ω| < δ implicira |(T (z)−T (ω))ij | < ε.
Stoga, T (ω) ∈ K, i, ekvivalentno tome, ω ∈ C \ΘK(T ). Dakle, dokazali smo
da je skup ΘK(T ) zatvoren za sve T ∈ Nn(Ω) i klase K SDD-tipa.
S druge strane, neka je M ∈ K, i pretpostavimo da je skup ΘK(T ) neo-
granicˇen. Tada, postoji niz {zk}k∈N ⊆ ΘK(T ), takav da je limk→∞ zk = ∞,
i mozˇemo definisati familiju matrica Mk = ϕ(zk)
−1T (zk), za k ∈ N , tako
da vazˇi limk→∞Mk = M . Ali, kako je K otvorena klasa, postoji (dovoljno
velik) indeks k ∈ N , tako da je Mk ∈ K. S druge strane, kako je K pozi-
tivno homogena, i |ϕ(zk)||Mk| = |T (zk)|, T (zk) ∈ K sˇto je kontradikcija sa
cˇinjenicom da je zk ∈ ΘK(T ). Stoga, skup ΘK(T ) mora biti ogranicˇen.
Kako smo dokazali da je ΘK(T ) zatvoren i ogranicˇen u C, stoga je skup
ΘK(T ) kompaktan u C.
Kada radimo sa polinomnim funkcijama stepena m ≥ 2, oblika
Pm(z) = Amz
m+Am−1z
m−1 + . . .+A1z+A0, Ai ∈ Cn,n, i = 0, ..., m, (53)
za primenu principa ogranicˇenosti funkcija ϕ ∈ N1(Ω) je jasno oblika ϕ(z) =
zm, za m ≥ 2 i imamo limk→∞ P (zk)zm
k
= Am, za svaki neogranicˇen niz {zk}k∈N .
Dakle, vazˇi:
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Posledica 2.1. (Princip ogranicˇenosti za PEP) Za datu pozitivno ho-
mogenu klasu matrica SDD-tipa K i polinomnu matricˇnu funkciju Pm(z)
oblika (53), skup ΘK(P ) je zatvoren u C, a ako je Am ∈ K tada je ΘK(Pm) i
kompaktan u C.
Za razliku od SEP i GEP, u kojima princip kompaktnosti vazˇi u oba
smera, u slucˇaju NLEP obrat ne mora da vazˇi, jer kvadratni ili eksponenci-
jalni deo funkcije T mogu napraviti problem. U nastavku navodimo primer
koji pokazuje da obrat (drugog dela prethodne teoreme) nije validan.
Primer 2.1. Posmatrajmo matricˇnu funkciju P (z) = z2C+zB+A, za izbor
matrica:
C =
[
1 0
0 0
]
, B =
[
0 0
0 1
]
, A =
[
0 1
1 0
]
.
Tada je skup ΘS(P ) = Γ1(P ) ∪ Γ2(P ), gde su Γ1(P ) = {z ∈ C : |z2| ≤ 1}
i Γ2(P ) = {z ∈ C : |z| ≤ 1}, ogranicˇen, iako vodec´a matrica C nije SDD
matrica.
S druge strane, skupovi ΘK(T ) mogu biti ne samo neogranicˇeni, vec´ i celo
C∞. U slucˇaju da je oblast lokalizacije spektra cela kompleksna ravan, ne
dobijaju se korisne informacije o poziciji karakteristicˇnih korena date matri-
cˇne funkcije.
Primer 2.2. Za datu matricu
A =
[
0 1
1 0
]
,
definiˇsemo funkciju P (z) = z2A−2zA+A = (z2−2z+1)A. Tada, ocˇigledno,
ΘK(P ) = C∞ za svaki K ⊆ H.
Specijalna uloga dijagonalnih elemenata se mozˇe generalizovati upo-
trebom permutacija skupa indeksa. U tom pravcu neka je π bilo koja
fiksirana permutacija elemenata skupa indeksa N := {1, 2, ..., n}, i neka
Pπ := [δiπ(j)] ∈ Rn,n oznacˇava njenu pridruzˇenu permutacionu matricu, gde
je δij poznata Kronekerova delta-funkcija:
δij =
{
1 za i = j
0 za i 6= j
Tada, za proizvoljan kompleksan broj z i datu matricˇnu funkciju T , de-
finiˇsemo permutovani skup Gersˇgorinovog tipa za matricˇnu funkciju
T :
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ΘKπ (T ) = {z ∈ C : T (z)Pπ 6∈ K}. (54)
Ocˇigledno, kako je z ∈ Λ(T ) ako i samo ako je det(T (z)Pπ) = 0, imamo da
je Λ(T ) ⊆ ΘKπ (T ), za sve regularne klase K. Sˇtaviˇse, svojstva lokalizacionih
skupova, tj. Teoreme 2.1, 2.2, 2.3 i 2.4 takod¯e vazˇe i za skup ΘKπ (T ).
U prethodnom primeru, za izbor π(1) = 2, π(2) = 1, imamo P (z)Pπ =
(z − 1)2P 2π = (z − 1)2I. Stoga, ΘKπ (P ) = Λ(P ) = {1}, za sve klase K
SDD-tipa.
Na zˇalost, mozˇe se desiti da ova procedura ne obezbedi (u smislu lokaliza-
cije karakteristicˇnih korena) ikakve korisne skupove. Na primer, ako uzmemo
P (z) = z2E − 2zE + E = (z − 1)2E, gde je E matrica cˇiji su svi elementi
jednaki jedan, tada je P (z)Pπ = P (z), za svaku permutaciju π, i, stoga je
ΘHπ (P ) = C∞ za svaku permutaciju π.
2.3 Razne lokalizacione oblasti za spektar NLEP
Pratec´i koncept primenjen na SEP i GEP, opisan u sekciji 1.4, u nastavku
c´emo formulisati razne lokalizacione oblasti za spektar NLEP, koristec´i oso-
bine poznatih potklasa H-matrica navedenih u sekciji 1.3.2. Kao i u slucˇaju
SEP i GEP, svojstvo ekvivalencije predstavlja podlogu za konstrukciju ovih
lokalizacionih skupova. Svojstvo monotonosti dac´e nam bolje lokalizacione
oblasti za sˇire potklase, ali se i ovde postavlja pitanje opravdanosti racˇuna,
jer ,,bolje” lokalizacije podrazumevaju vec´i broj racˇunskih operacija, te su u
tom smislu skuplje. Razlika je narocˇito vidljiva kod funkcija odred¯enih ma-
tricama velikih formata, koje proizilaze iz nekih problema u industriji, kada
se radi o viˇse hiljada promenljivih.
Prvo posmatramo klasu S. Lokalizacioni skup Gersˇgorinovog tipa za funk-
ciju T = [tij(z)], i, j ∈ N , koja odred¯uje posmatrani NLEP dat je sa
ΘS(T ) :=
⋃
i∈N
ΘSi (T ) =
⋃
i∈N
{z ∈ C : |tii(z)| ≤ ri(T (z))}, (55)
gde je kao i ranije ri(T (z)) :=
⋃
j∈N\{i} |tij(z)| suma vandijagonalnih eleme-
nata i-te vrste matricˇne funkcije T . Kada ne postoji opasnost od zabune,
nadalje c´emo koristi i krac´u oznaku ri(z). Analogno, ci(z) c´e biti skrac´ena
oznaka za odgovarajuc´u sumu vandijagonalnih elemenata i-te kolone matricˇne
funkcije T , ci(T (z)) =
⋃
j∈N\{i} |tji(z)|.
U ovakvoj postavci, za nelinearne probleme karakteristicˇnih korena
odred¯ene matricˇnom funkcijom T , za razliku od skupa ΘS(A) koji predsta-
vlja uniju krugova u kompleksnoj ravni u slucˇaju SEP, skup ΘS(T ) u opsˇtem
slucˇaju nisu krugovi, vec´ mogu biti razlicˇitog oblika.
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Slika 3: Skup ΘS(P2) iz primera 2.3
Primer 2.3. Za date matrice
A =
 −2 8 010 6 0
8 −8 10
,
B =
 0 0 0−2 0 0
0 0 1
,
C =
 1 0 0−1 2 0
0 0 −1

i matricˇnu funkciju P2(z) = z
2C + zB +A, lokalizacioni skup Gersˇgorinovog
tipa za funkciju P2 je Θ
S(P2) =
⋃3
i=1Θ
S
i (P2) (vidi Sliku 3), gde su:
ΘS1(P2) = {z ∈ C : |z − 1.41| · |z + 1.41| ≤ 8},
ΘS2(P2) = {z ∈ C : |z − i
√
3||z + i
√
3| ≤ 0.5|z2 + 2z − 10|},
ΘS3(P2) = {z ∈ C : | − z2 + z + 10| ≤ 16}.
Mozˇe se primetiti da su skupovi ΘSi (P2) kruzˇnog i ovalnog oblika, kompaktni,
te je skup ΘS(P2) kompaktan.
Osobine ovog lokalizacionog skupa za spektar matricˇne funkcije T koja
odred¯uje posmatrani NLEP, u odnosu na dokazane principe ekvivalencije
(Teorema 2.2), izolacije (Teorema 2.3) i ogranicˇenosti (Teorema 2.4), date u
prethodnoj sekciji, kao i cˇinjenicu da je klasa S strogo dijagonalno domina-
ntnih matrica, date su sledec´om posledicom:
Posledica 2.2. Neka je T ∈ Nn(Ω) analiticˇka i regularna matricˇna funkcija
na prosto povezanom domenu Ω ⊆ C, koja odred¯uje posmatrani NLEP. Za
skup ΘS(T ) dobijen klasom S vazˇi sledec´e:
1. Λ(T ) ⊆ ΘS(T ),
2. Ako postoje disjunktni zatvoreni povezani skupovi U, V ⊆ Ω, takvi da
vazˇi da je Ω \ (U ∪ V ) povezan skup i za odgovarajuc´i skup ΘS(T ) je
ΘS(T ) ⊆ U ∪ V, (56)
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tada u skupu U broj karakteristicˇnih korena funkcije T i broj resˇenja
jednacˇina tii(z) = 0, i ∈ N se poklapaju,
3. Skup ΘS(T ) je zatvoren u C. Sˇtaviˇse, ako je skup Ω neogranicˇen, i
za neke ϕ ∈ N1(Ω) postoji matrica M ∈ Cn,n takva da je M =
limk→∞
T (zk)
ϕ(zk)
za sve neogranicˇene nizove {zk}k∈N ⊆ Ω, tada M ∈ S
implicira da je ΘS(T ) kompaktan u C.
Za sledec´u klasu Sd (dSDD-matrica) imamo:
ΘSd(T ) :=
⋃
i,j∈N
i6=j
ΘSdij (T ) =
⋃
i,j∈N
i6=j
{z ∈ C : |tii(z)||tjj(z)| ≤ ri(z)rj(z)}. (57)
za svaki par indeksa {i, j} za koje je i, j ∈ N , j 6= i, i gde su ri(z) = ri(T (z)),
rj(z) = rj(T (z)) skrac´ene oznake za sumu modula vandijagonalnih elemenata
i-te, odnosno j-te vrste matricˇne funkcije T .
U odnosu na dokazane principe ekvivalencije (Teorema 2.2), izolacije (Te-
orema 2.3) i ogranicˇenosti (Teorema 2.4), date u prethodnoj sekciji, kao i
cˇinjenicu da je klasa Sd strogo dijagonalno dominantnog tipa, osobine skupa
ΘSd(T ) date su sledec´om posledicom:
Posledica 2.3. Neka je T ∈ Nn(Ω) analiticˇka i regularna matricˇna funkcija
na prosto povezanom domenu Ω ⊆ C, koja odred¯uje posmatrani NLEP. Za
skup ΘSd(T ) dobijen klasom Sd vazˇi sledec´e:
1. Λ(T ) ⊆ ΘSd(T ),
2. Ako postoje disjunktni zatvoreni povezani skupovi U, V ⊆ Ω, takvi da
vazˇi da je Ω \ (U ∪ V ) povezan skup i za odgovarajuc´i skup ΘSd(T ) je
ΘSd(T ) ⊆ U ∪ V, (58)
tada u skupu U broj karakteristicˇnih korena funkcije T i broj resˇenja
jednacˇina tii(z) = 0, i ∈ N se poklapaju,
3. Skup ΘSd(T ) je zatvoren u C. Sˇtaviˇse, ako je skup Ω neogranicˇen,
i za neke ϕ ∈ N1(Ω) postoji matrica M ∈ Cn,n takva da je M =
limk→∞
T (zk)
ϕ(zk)
za sve neogranicˇene nizove {zk}k∈N ⊆ Ω, tada M ∈ Sd
implicira da je ΘSd(T ) kompaktan u C.
Na nivou principa monotonosti (Teorema 2.1) vazˇi:
S ⊆ Sd ⇒ ΘSd(T ) ⊆ ΘS(T ).
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Slika 4: Skup ΘSd(P2) iz primera 2.3
Interesantno je primetiti da oba skupa, ΘS(T ) i ΘSd(T ) zavise od eleme-
nata matricˇne funkcije T , od kojih je skup ΘSd(T ) nesˇto komplikovaniji za
racˇunanje, ali daje bolju lokalizaciju karakteristicˇnih korena.
Primer 2.4. Za date matrice A,B,C iz primera 2.3, i matricˇnu funkciju
P2(z) = z
2C + zB + A, lokalizacioni skup ΘSd(P2) =
⋃3
i,j=1
i6=j
ΘSdij (P2) (vidi
Sliku 4), za:
ΘSd12(P2) = Θ
Sd
21(P2) = {z ∈ C : |z2 − 2| · |z2 + 3| ≤ 4|z + 4.32| · |z − 2.32|},
ΘSd13(P2) = Θ
Sd
31(P2) = {z ∈ C : |z2 − 2| · | − z2 + z + 10| ≤ 128},
ΘSd23(P2) = Θ
Sd
32(P2) = {z ∈ C : | − z2 + z+10| · |z2 +3| ≤ 8| − z2− 2z+10|}.
Mozˇe se primetiti da je skup ΘSd(P2) komplikovaniji za racˇunanje od skupa
ΘS(P2), kao i da je na osnovu principa monotonosti (Teorema 2.1) ispunjeno
ΘSd(P2) ⊆ ΘS(P2).
Daljom generalizacijom uslova stroge dijagonalne dominacije na vrste i
kolone, nastale su klasa O1 iO2 matrica. Primenjujuc´i osobine ovih klasa (na-
vedene u sekciji 1.3.2 ove disertacije) u postupku konstrukcije lokalizacionog
skupa za spektar matricˇne funkcije T , dobijamo odgovarajuc´e lokalizacione
skupove Gersˇgorinovog tipa za spektar nelinearnog problema karakteristicˇnih
korena:
ΘO
1
(T ) :=
⋂
α∈[0,1]
⋃
i∈N
{z ∈ C : |tii(z)| ≤ αri(z) + (1− α)ci(z)}, (59)
i
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ΘO
2
(T ) :=
⋂
α∈[0,1]
⋃
i∈N
{z ∈ C : |tii(z)| ≤ ri(z)αci(z)1−α}, (60)
gde je α ∈ [0, 1] proizvoljan broj, i T je matricˇna funkcija, analiticˇka i re-
gularna na prosto povezanom domenu Ω, koja odred¯uje posmatrani NLEP,
i ri(z) = ri(T (z)) i ci(z) = ci(T (z)) su skrac´ene oznake za sumu modula
vandijagonalnih elemenata i-te vrste i i-te kolone matrice T (z).
U radu [16] dat je lokalizacioni rezultat za fiksiranu, proizvoljno izabranu
vrednost parametra α ∈ [0, 1]. Med¯utim, u istom radu nije razmatran presek
po svim vrednostima α ∈ [0, 1] koji daje bolju lokalizaciju spektra, imajuc´i
u vidu cˇinjenicu da je Oiα ⊆ Oi =
⋃
α∈[0,1]O
i
α, i = 1, 2, te, prema tome,
odgovarajuc´i lokalizacioni skup generisan klasom Oi,i = 1, 2 daje bolju lo-
kalizaciju spektra od lokalizacionog skupa generisanog klasom Oiα, i = 1, 2,
α ∈ [0, 1]. Sˇtaviˇse, kako je u tom radu dat lokalizacioni rezultat za fiksiranu,
proizvoljno izabranu vrednost parametra α ∈ [0, 1] baziran na klasi O2α, za
izbor K = O2α i T (z) = D(z) + E(z), gde je D ∈ Nn(Ω) proizvoljna dijago-
nalna matricˇna funkcija, skup ΘO
2
α , generisan uslovom (49), je uvek sadrzˇan
u lokalizacionom skupu Γα(T ) :=
⋃
i∈N Γ
α
i (T ) iz [16], pri cˇemu se jednakost
dostizˇe za D(z) = diag(T (z)).
Obzirom da je O1 ⊆ O2, polazec´i od karakterizaciju klase O2, date u
sekciji 1.3.2 a navedene u radu [32], konstruisac´emo odgovarajuc´i lokalizacioni
skupov Gersˇgorinovog tipa.
U tom pravcu, uvedimo najpre novi skup indeksa JT , pratec´i oznake
koriˇsc´ene u radu [93]:
JT := {(i, j) ∈ N ×N : ri(T (z)) > ci(T (z)) i cj(T (z)) > rj(T (z))}.
Naredna teorema daje prakticˇno primenljiv kriterijum za konstrukciju
lokalizacionog skupa ΘO
2
(T ):
Teorema 2.5. Neka je T ∈ Nn(Ω) analiticˇka i regularna matricˇna funkcija
na prosto povezanom domenu Ω ⊆ C, koja odred¯uje posmatrani NLEP, i z
proizvoljan karakteristicˇni koren posmatrane funkcije T , tada postoji indeks
i ∈ N za koji je
|tii(z)| ≤ min{ri(z), ci(z)}, (61)
ili par indeksa (i, j) ∈ JT takvi da je
ln |tii| − ln ci(z)
ln ri(z)− ln ci(z) ≤
ln cj(z)− ln |tjj|
ln cj(z)− ln rj(z) . (62)
Drugim recˇima, odgovarajuc´i lokalizacioni skup je oblika:
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ΘO
2
(T ) :=
⋃
i∈N
⋃
j∈N\{i}
[Γmi (T ) ∪ (Ψij(T ) ∩ int[Φi(T )] ∩ int[C\Φj(T )])] (63)
Ovde ”int[.]” oznacˇava unutrasˇnjost skupa; i, za i, j ∈ N
Γmi (T ) := {z ∈ C : |tii(z)| ≤ min{ri(z), ci(z)} } (64)
Φi(T ) := {z ∈ C : ri(z) ≥ ci(z)} (65)
Ψij(T ) := {z ∈ C : ln |tii(z)| − ln ci(z)
ln ri(z)− ln ci(z) ≤
ln cj(z)− ln |tjj(z)|
ln cj(z)− ln rj(z) }. (66)
U odnosu na dokazane principe ekvivalencije (Teorema 2.2), izolacije (Te-
orema 2.3) i ogranicˇenosti (Teorema 2.4), date u prethodnoj sekciji, kao i
cˇinjenicu da je klasa O2 strogo dijagonalno dominantnog tipa, osobine skupa
ΘO
2
(T ) date su sledec´om posledicom:
Posledica 2.4. Neka je T ∈ Nn(Ω) analiticˇka i regularna matricˇna funkcija
na prosto povezanom domenu Ω ⊆ C, koja odred¯uje posmatrani NLEP. Za
skup ΘO
2
(T ), dobijen klasom O2, vazˇi sledec´e:
1. Λ(T ) ⊆ ΘO2(T ), i = 1, 2.
2. Ako postoje disjunktni zatvoreni povezani skupovi U, V ⊆ Ω, takvi da
vazˇi da je Ω \ (U ∪ V ) povezan skup i za odgovarajuc´i skup ΘO2(T ) je
ΘO
2
(T ) ⊆ U ∪ V, (67)
tada u skupu U broj karakteristicˇnih korena funkcije T i broj resˇenja
jednacˇina tii(z) = 0, i ∈ N se poklapaju.
3. Skup ΘO
2
(T ) je zatvoren u C. Sˇtaviˇse, ako je skup Ω neogranicˇen,
i za neke ϕ ∈ N1(Ω) postoji matrica M ∈ Cn,n takva da je M =
limk→∞
T (zk)
ϕ(zk)
za sve neogranicˇene nizove {zk}k∈N ⊆ Ω, tada M ∈ Sd
implicira da je ΘO
2
(T ) kompaktan u C.
Na nivou principa monotonosti (Teorema 2.1) vazˇi:
ΘO
2
(T ) ⊆ ΘO1(T ) ⊆ ΘS(T ).
U odnosu na prethodno, takod¯e vazˇi:
ΘO
2
(T ) ⊆ ΘO2α(T ) ⊆ ΘS(T ).
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Slika 5: Skup ΘO
2
(P2) iz primera 2.3
Primer 2.5. Za date matrice A,B,C iz primera 2.3, i matricˇnu funkciju
P2(z) = z
2C + zB + A, lokalizacioni skup ΘO
2
(P2), generisan klasom O
2, je
oblika (vidi Sliku 5):
ΘO
2
(P2) =
⋂
α∈[0,1]
⋃
i∈N
ΘO
2
i (P2) =
⋂
α∈[0,1]
⋃
i∈N
{z ∈ C : |pii(z)| ≤
≤ ri(P2(z))αci(P2(z))1−α},
i
ΘO
2
1 (P2) = {z ∈ C : |z −
√
2| · |z +
√
2| ≤ 8α · (8 + |z2 + 2z − 10|)1−α },
ΘO
2
2 (P2) = {z ∈ C : |z2 + 3| ≤ 0.5(|z2 + 2z − 10|α · 161−α },
ΘO
2
3 (P2) = {z ∈ C : |z2 − z − 10| ≤ 0}.
Kako je ΘO
2
(P2) ⊆ ΘO1(P2), dovoljno je komentarisati samo lokalizacioni
skup ΘO
2
(P2), jer dalje bolju lokalizaciju karakteristicˇnih korena. Kako je
vodec´a matrica C ovog problema iz klase O2, skup ΘO
2
(P2) je kompaktan u
C. U odnosu na princip monotonosti, jasno je ΘO
2
(P2) ⊆ ΘO1(P2) ⊆ ΘS(P2).
Dalje, primenjujuc´i osobine klase SΣ u postupku konstrukcije lokalizaci-
onog skupa za spektar matricˇne funkcije T , odgovarajuc´i lokalizacioni skup
Gersˇgorinovog tipa za NLEP je oblika:
ΘSΣ(T ) :=
⋂
∅6=S⊆N
ΘSS(T ),
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gde je
ΘSS(T ) :=
[⋃
i∈S
⋃
j∈S¯
V Sij (T )
]
∪
[⋃
i∈S
ΘSi (T )
]
(68)
i skupovi V Sij (T ) i Θ
S
i (T ) su definisani na sledec´i nacˇin:
V Sij (T ) := {z ∈ C : (|tii(z)| − rSi (z)) · (|tjj(z)| − rS¯j (z)) > rS¯i (z) · rSj (z)},
ΘSi (T ) := {z ∈ C : |tii(z)| ≤ rSi (z)}
za neprazan skup indeksa ∅ 6= S ⊆ N , i indekse i ∈ S, j ∈ S¯ za koje
proizvoljan karakteristicˇni koren z pripada skupu V Sij (T ) ili Θ
S
i (T ), i r
S
i (z) =
rSi (T (z)), r
S¯
i (z) = r
S¯
i (T (z)) su skrac´ene oznake za sumu modula vandijagona-
lnih elemenata i-te vrste matricˇne funkcije T , za indekse iz skupa S, odnosno
S¯.
Posledica 2.5. Neka je T ∈ Nn(Ω) analiticˇka i regularna matricˇna funkcija
na prosto povezanom domenu Ω ⊆ C, koja odred¯uje posmatrani NLEP. Za
skup ΘSΣ(T ), dobijen klasom SΣ, vazˇi sledec´e:
1. Λ(T ) ⊆ ΘSΣ(T ).
2. Ako postoje disjunktni zatvoreni povezani skupovi U, V ⊆ Ω, takvi da
vazˇi da je Ω \ (U ∪ V ) povezan skup i za odgovarajuc´i skup ΘSΣ(T ) je
ΘSΣ(T ) ⊆ U ∪ V, (69)
tada u skupu U broj karakteristicˇnih korena funkcije T i broj resˇenja
jednacˇina tii(z) = 0, i ∈ N se poklapaju.
3. Skup ΘSΣ(T ) je zatvoren u C. Sˇtaviˇse, ako je skup Ω neogranicˇen,
i za neke ϕ ∈ N1(Ω) postoji matrica M ∈ Cn,n takva da je M =
limk→∞
T (zk)
ϕ(zk)
za sve neogranicˇene nizove {zk}k∈N ⊆ Ω, tada M ∈ Sd
implicira da je ΘSΣ(T ) kompaktan u C.
Primer 2.6. Za matrice A,B,C iz primera 2.3 i funkciju P2(z) = z
2C +
zB + A, odgovarajuc´i lokalizacioni skup generisan klasom SΣ (vidi Sliku 6)
je oblika ΘSΣ(P2) =
⋂
∅6=S⊆N Θ
SS(P2) (vidi Sliku 6). Ovde je, na primer,
za fiksiran izbor S = {1, 2} i S¯ = {3}, odgovarajuc´i skup ΘSS(P2) oblika:
ΘSS(P2) :=
[⋃
i∈S
⋃
j∈S¯ V
S
ij (P2)
]
∪
[⋃
i∈S Θ
S
i (P2)
]
, i skupovi V Sij (P2), i ∈
{1, 2}, j = {3}, i ΘSi (P2), i ∈ {1, 2}, su oblika:
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Slika 6: Skup ΘSΣ(P2), za skup S = {1, 2}, iz primera 2.3
V S13(P2) := {z ∈ C : (|z2 − 2| − 8)) · |z2 − z − 10| > 0},
V S23(P2) := {z ∈ C : (2|z2 + 3| − |z2 + 2z − 1|) · |z2 − z − 10| > 0},
ΘS1 (P2) := {z ∈ C : |z2 − 2| ≤ 8},
ΘS2 (P2) := {z ∈ C : 2|z2 + 3| ≤ |z2 + 2z − 10|}.
Kako je vodec´a matrica C ∈ SS ⊆ SΣ, sledi prema Teoremi 2.4, da je skup
ΘSΣ(P2) kompaktan u C.
Kako je klasa H-matrica maksimalna regularna klasa DD-tipa, na
osnovu principa monotonosti sledi da skup generisan klasom H, minimalni
Gersˇgorinov skup ΘH(T ), daje najbolju lokalizaciju spektra funkcije T ∈
Nn(Ω):
ΘH(T ) :=
⋂
χ>0
⋃
i
∈ N{z ∈ C : |tii| ≤ 1
χi
∑
j 6=i
|tij |χj} (70)
ili, ekvivalentno sa [91],
ΘH(T ) := {z ∈ C : µT (z) ≥ 0} (71)
gde je µT (z) najdesniji realan karakteristicˇni koren esencijalno nenegativne
matrice −〈T (z)〉.
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Slika 7: Skup ΘH(P2) iz primera 2.3
Primer 2.7. Za matrice A,B,C iz primera 2.3 i funkciju P2(z) = z
2C +
zB + A, odgovarajuc´i lokalizacioni skup generisan klasom H je oblika (71)
(vidi Sliku 7), gde je µP2(z) najdesniji realan karakteristicˇni koren esencijalno
nenegativne matrice −|z2 − 2| 8 0|z2 + 2z − 10| −2|z2 + 3| 0
8 8 −|z2 − z − 10|
 .
Kao sˇto je pomenuto, za navedene lokalizacione skupove Gersˇgorinovog
tipa za funkciju T ∈ Nn(Ω) ocˇigledno vazˇe sledec´e inkluzije:
ΘH(T ) ⊆ ΘSΣ(T ) ⊆ ΘSd(T ) ⊆ ΘS(T ),
i, posebno,
ΘH(T ) ⊆ ΘO2(T ) ⊆ ΘO2α (T ) ⊆ ΘS(T ),
za svaku funkciju T ∈ Nn(Ω), α ∈ [0, 1], kao i
ΘH(T ) ⊆ ΘO2(T ) ⊆ ΘS(T ).
U nastavku navodimo primer koji ilustruje inkluzije nekih lokalizacionih
oblasti navedenih u prethodnoj teoremi.
Primer 2.8. Za date matrice
A =
 3 1 10 2 1
1 1 3
 , B =
 4 1 10 4 1
1 1 4
 , C =
 3 0 22 3 0
0 0 3
 ,
i datu matricˇnu funkciju P2(z) = z
2C + zB + A, na slici 8 su dati lokaliza-
cioni skupovi Gersˇgorinovog tipa za funkciju P indukovani osobinama klasa
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(a) Skup ΘS(P2)
-6 -4 -2 0 2 4 6
-6
-4
-2
0
2
4
6
(b) Skup ΘO
2
(P2)
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(c) Skup ΘH(P2)
Slika 8: Lokalizacioni skupovi za problem iz primera 2.8
S, O2 i H. Slika 8(c) ukazuje da je lokalizacioni skup ΘH(P2) najbolja oblast
lokalizacije za posmatranu funkciju P2. Skup Θ
S(P2) (koji sadrzˇi sve korene)
se sastoji samo iz jedne komponente, skoro kruzˇnog oblika (Slika 8(a)), i obu-
hvata interval [−4, 0]× [−2.5, 2.5], dok skup ΘH(P2) se sastoji iz dve kompo-
nente kruzˇnog oblika, takod¯e u levom delu kompleksne ravni, koje obuhvataju
uzˇi interval ([−2, 0]× [−2, 2]), kao sˇto Slika 8(c) sugeriˇse.
2.4 Primene na PEP
Naglim razvojem nauke i tehnologija u XX i XXI veku, polinomni pro-
blemi karakteristicˇnih korena (PEP) dobijaju na znacˇaju jer su veoma zastu-
pljeni u mnogim primenama u inzˇenjerstvu, o cˇemu je vec´ bilo recˇi u uvodu
ove disertacije. Med¯u poznatijim primenama su modeli sa kasˇnjenjem ili ra-
dijacijom, koji se javljaju pri primeni metoda transformacije diferencijalnih
i diferencnih jednacˇina. Vec´ina primena proizasˇlih iz prakse (a pobrojanih u
radu [160]) odnosi se na polinomne probleme karakteristicˇnih korena drugog
reda, tzv. kvadratne probleme karakteristicˇnih korena (QEP), dok su red¯e
zastupljeni oni koji su odred¯eni matricˇnim polinomima reda n ≥ 3. Stan-
dardni nacˇin resˇavanja PEP je koriˇsc´enjem linearizacije, kada se QEP pred-
stavlja kao GEP vec´ih dimenzija, i onda resˇava solverima za GEP. Med¯utim
problem takvog pristupa je umnozˇavanje dimenzije prostora, sˇto se pokazalo
kao znacˇajna prepreka za primenu ove tehnike lokalizacije na sisteme od par
stotina hiljada nepoznatih. Kako matricˇna struktura igra krucijalnu ulogu
u numericˇkim metodama za racˇunanje (generalizovanih) karakteristicˇnih ko-
rena, dosta se napredovalo u konstruisanju linearizacija koje proizvode GEP
koji nasled¯uju strukturu originalnih PEP [73, 112, 117, 160]. Pa ipak, u
mnogim primenama, dobra struktura (tipicˇno simetricˇna/kososimetricˇna, po-
zitivno definitna, palindromska, itd.) kvadratnih matricˇnih funkcija mozˇe
izostati, i, stoga, ide se na upotrebu standardnih linearizacija koje ukljucˇuju
inverz vodec´e matrice C, racˇunski zahtevnije algoritme ili upotrebu metoda
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tipa ,,pomeri-i-invertuj” i direktan rad sa PEP. U svakom od ovih slucˇajeva,
posebno velikih dimenzija, bitan aspekt predstavljaju racˇunski trosˇkovi, te
se ide ka razvoju jeftinijih nacˇina za otkrivanje bar jedne osobine spektra
ovih kvadratnih matricˇnih funkcija koji ne ukljucˇuju upotrebu inverza vodec´e
matrice ili neke matricˇne faktorizacije. U slucˇaju ,,pomeri-i-invertuj” (engl.
shift-and-invert) metoda, oblast u kompleksnoj ravni u kojoj se nalaze karak-
teristicˇni koreni je esencijalna za izbor ,,pomeraja”, i pozˇeljno je da racˇunski
trosˇak takve (grube) metode koja lokalizuje karakteristicˇne korene kvadrat-
nih matricˇnih funkcija bude reda O(n), a u nekim slucˇajevima mozˇe biti reda
O(n2).
Tehnika konstrukcije lokalizacionih skupova Gersˇgorinovog tipa za sta-
ndardni i generalizovani problem karakteristicˇnih korena koja se bazira na
Gersˇgorinovoj teoremi i njenim generalizacijama, opisana u poglavlju 1 ove
disertacije, mozˇe se uopsˇtiti na konstrukciju lokalizacionih skupova za spektar
matricˇne funkcije koja opisuje PEP. Dakle, za dati regularni matricˇni polinom
P domen je Ω = C pa zˇelimo da konstruiˇsemo skupove ΘK(P ) ⊆ C∞ koji
lokalizuju njegov spektar, tj. takve da vazˇi Λ(P ) ⊆ ΘK(P ), koristec´i tehniku
prikazanu u prvom delu za SEP i GEP [87, 89, 91], a ovde generalizovanu na
slucˇaj polinomnih funkcija stepena n ≥ 2. U radu [16], autori su konstruisali
lokalizacioni skup koji su nazvali generalizovani Gersˇgorinov region. To je
skup ΘO
2
α(T ), za fiksirano α ∈ [0, 1]. Med¯utim, u pomenutom radu nije
trazˇen presek po svim moguc´im α, kao sˇto smo to uradili u ovoj tezi i u radu
[93], u cilju dobijanja boljih lokalizacionih oblasti.
2.4.1 QEP
Najjednostavniji nelinearan problem karakteristicˇnih korena je kva-
dratni problem karakteristicˇnih korena, od engleskog quadratic eige-
nvalue problem (QEP). QEPovi su vazˇna klasa nelinearnih problema kara-
kteristicˇnih korena, pa ipak manje poznati i manje resˇavani od standardnih
i generalizovanih problema karakteristicˇnih korena (SEP i GEP). Sˇirok spe-
ktar prakticˇnih problema koji mogu biti formulisani kao QEP u raznim disci-
plinama (dinamicˇka analiza strukturalnih mehanicˇkih i akusticˇnih sistema,
zˇiroskopski sistemi, simulacija elektricˇnih kola, mehanika fluida, modelovanje
mikroelektronskih mehanicˇkih sistema, itd.) predstavljaju dobru motivaciju
za detaljno proucˇavanje ovih problema.
U nastavku navodimo i diskutujemo nekoliko primera QEP proizasˇlih iz
prakticˇnih primena. Pomenuti kvadratni problemi karakteristicˇnih korena
odred¯eni su kvadratnim matricˇnim funkcijama P2(z) = z
2C + zB + A, gde
su matrice A,B,C kompleksne kvadratne matrice reda n nastale iz diskreti-
zacionog procesa. U radu [15] navedeni su razni poznati problemi proizasˇlih
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iz prakticˇnih primena. Pored toga, u istom radu dati su i polinomni proble-
mi karakteristicˇnih korena trec´eg i cˇetvrtog stepena, kao i nekoliko nepoli-
nomnih NLEP. Takod¯e je data MATLAB funkcija ,,NLEVP”, koji ukratko
opisuje navedene probleme i daje vrednosti elemenata matrica od kojih se sa-
stoji matricˇna funkcija T posmatranog problema. Ovaj algoritam omoguc´uje
da se dobiju elementi matrica koje definiˇsu specificˇnu funkciju T za po-
smatrani NLEP. Pozivom nlevp(’help’,’problem-name’), koji vrac´a opis pro-
blema ’problem-name’, algoritam daje osnovne karakteristike posmatranog
problema; dok se naredbom COEFFS(’problem-name’) dobija niz matrica
problema ’problem-name’, tj. matrica od kojih se sastoji matricˇna funkcija
T . Koristec´i podatke o matricama koje se dobijaju iz ovog algoritma, u MA-
TLABu smo konstruisali algoritam gtype, za konstrukciju skupova Gersˇgori-
novog tipa koje c´emo prezentovati u ovom delu. Ovaj algoritam se zasniva
na konstrukciji mrezˇe kompleksnih brojeva na kojoj se konstruiˇsu odgovara-
juc´i lokalizacioni skupovi. Za potrebe ove disertacije pomenuti algoritam je
napravljen tako da konstruiˇse lokalizacione skupove Gersˇgorinovog tipa za
spektar matricˇne funkcije T , koji se zasnivaju na osobinama poznatih po-
tklasa S, O2 i H matrica. Algoritam je pokretan u MATLABu R2015a, za
zadatu strukturu matrica koje definiˇsu posmatrani problem, zadatu optima-
lnu oblast u kojoj se nalazi lokalizacioni skup, odnosno karakteristicˇni koreni
posmatranog problema, i mali pozitivan broj ε, koji uticˇe na finoc´u dobi-
jenih granica lokalizacionog skupa. Za crtanje odgovarajuc´ih lokalizacionih
skupova koristili smo mrezˇu na kojoj smo racˇunali korene.
U nastavku navodimo sˇest primera proizasˇla iz prakticˇnih primena: pro-
blem akusticˇnog talasa dimenzije 1, problem velikog bilbija, vibraciona ana-
liza problema testere, problem krila, problem bicikla i problem zatvorene
petlje. Za svaki od pomenutih QEP c´emo konstruisati odgovarajuc´e skupove
Gersˇgorinovog tipa, odnosno primeniti gore opisanu tehniku lokalizacije.
Primer 2.9. Problem akusticˇnog talasa dimenzije 1 (engl. acoustic
wave problem in 1 dimension) je QEP nastao iz diskretizacije 1D akusticˇne
talasne jednacˇine [14, 15] koja nastaje iz procesa sˇirenja talasa kroz cˇvrstu
sredinu (medijum) i ima oblik obicˇne parcijalne diferencijalne jednacˇine dru-
gog reda. Jednacˇina opisuje evoluciju akusticˇnog pritiska p ili brzine cˇestice
u kao funkcije koja zavisi od pozicije x i vremena t. Jednostavan oblik ove
jednacˇine opisuje akusticˇni talas u jednoj prostornoj dimenziji, mada postoje
i opsˇtiji oblici ovih jednacˇina koji opisuju kretanje akusticˇnih talasa koje za-
visi od viˇse dimenzija [123]. Fejnman je dobio talasnu jednacˇinu koja opisuje
ponasˇanje zvuka koji prolazi kroz datu sredinu i zavisi od jedne dimenzije
(pozicije x) na sledec´i nacˇin [123]:
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Slika 9: Lokalizacioni skupovi za QEP akusticˇnog talasa u 1D
∂2p
∂x2
− 1
c2
∂2p
∂t2
= 0 (72)
gde je p akusticˇni pritisak (lokalni izvod ambijentalnog pritiska), a c je brzina
zvuka. Diskretizacijom ove jednacˇine dobija se matricˇna forma odred¯ena ma-
tricama A,B,C. Ove matrice su kompleksne kvadratne matrice reda 10, pri
cˇemu je vodec´a matrica C ∈ S, dok matrica A = tridiag(−10, 20, 10) /∈ S.
Matrica B ima sve elemente jednake nuli, osim b10,10 = 6.2832i, matrica
C je dijagonalna matrica, cˇiji su dijagonalni elementi cii = −3.9478, za
i = 1, ..., 9 i c10,10 = −1.9739. Ove matrice konstruiˇsu 10 × 10 kvadratni
matricˇni polinom P2(z) = z
2C + zB + A, gde je P2 ∈ N10(C). Matrica
prigusˇenja B je oblika 2πiZ−1B1, gde je B1 = ene
T
n realna simetricˇna matrica
malog ranga, a Z je skalarni parametar koji predstavlja otpor (mozˇe biti i ko-
mpleksan broj) i en je jedinicˇni vektor. Podrazumevane vrednosti su n = 10
i Z = 1. Vodec´a matrica C je oblika −2πn−1(2I − eneTn ).
Slika 9 ilustruje lokalizacione skupove Gersˇgorinovog tipa za ovaj NLEP,
generisane klasama S, O2 i H. Kako se iz oblika vodec´e matrice C mozˇe
zakljucˇiti da je C ∈ S ⊆ O2 ⊆ H, sledi na osnovu Teoreme 2.4 da su svi
skupovi kompaktni u C, kao sˇto Slika 9 sugeriˇse.
Sˇtaviˇse, zahvaljujuc´i simetriji svih matrica posmatrane matricˇne funckije
P2, imamo da je Θ
S(P2) = Θ
O2(P2). Ovo se analiticˇki lako mozˇe izraziti na
sledec´i nacˇin: ΘS(P2) =
⋃10
i=1Θ
S
i (P2), gde su skupovi Θ
S
i (P2) oblika:
ΘS1(P2) = {z ∈ C : |z − 2.25| · |z + 2.25| ≤ 2.53},
ΘSi (P2) = {z ∈ C : |z − 2.25| · |z + 2.25| ≤ 5.07}, i = 2, ...9,
i
ΘS10(P2) = {z ∈ C : |z2 − 3.18iz − 5.07| ≤ 5.07}.
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Nasuprot tome, skup ΘH(P2) mora biti tretiran numericˇki. Dalje, kako se
skup ΘH(P2) sastoji iz dve nepovezane komponente (vidi Sliku 9(b)), i jedna-
cˇine diag(P2(z)) = 0, za i = 1, ..., 10 daju resˇenja ((−2.25, 1.59(i − 1)) sa
mnogostrukosˇc´u 5 koja pripadaju levom delu i resˇenja (1.59(i + 1), 2.25) sa
mnogostrukosˇc´u 5 koja pripadaju desnom delu ovog skupa, prema Teoremi 2.3
zakljucˇujemo da svaka nepovezana komponenta sadrzˇi deset karakteristicˇnih
korena funkcije P .
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Slika 10: Lokalizacioni skup za QEP bilbija
Primer 2.10. Bilby (Macrotis lagotis), je 5 × 5 QEP proizasˇao iz modela
procesa kvazi rad¯anja i umiranja populacije velikog bilbija, ugrozˇene vrste a-
ustralijskog torbara [14, 15, 48]. Ovaj torbar poznat pod imenom veliki bilbi,
dugonosi pacov, ili veliki bandikot, je sitna noc´na zˇivotinja sa usˇima na-
lik zecˇijim, iz familije Thylacomyidae (rod Peramelemorphia), koja zˇivi u
pustinjama Australije. Pre dolaska Evropljana na ovo tle, bilbiji su bili ra-
sprostranjeni na viˇse od 70 procenata australijskog kopna, dok se u danasˇnje
doba mozˇe nac´i jedino u oblasti Tanami i pustinje Gibson u severozapadnoj
Australiji i malim delom na tlu jugozapadnog Kvinslenda. U vreme evropske
kolonizacije Australije postojale su dve vrste ovog torbara. Manji bilbi je i-
strebljen sredinom XX veka; veliki bilbi prezˇivljava iako je ugrozˇena vrsta.
U periodu od 1982. do 1994. godine Med¯unarodna Unija za ocˇuvanje priro-
de (OUCN) klasifikovala je bilbija kao ugrozˇenu vrstu i stavila ga na crvenu
listu. Od 1994. godine na ovamo, OUCN je oznacˇila bilbija kao ,,ranjivu vr-
stu”. Smanjenjem broja staniˇsta, ova populacija je drasticˇno opadala tokom
poslednjih sedamdesetak godina. Iako su pokrenuti razlicˇiti programi za opo-
ravak ove vrste, pretpostavlja se da ih je preostalo manje od 10000. Od 1991.
godine cˇlanovi organizacije Fondacija za Australiju bez zecˇeva Inc. zapocˇela
je kampanju zamene ,,Uskrsˇnjeg zeke” sa ,,Uskrsˇnjim bilbijem” kako bi po-
digla svest drusˇtva o opasnosti koja preti ocˇuvanju ove vrste, istovremeno
edukujuc´i australijsku javnost o ekolosˇkoj sˇteti koju nanose zecˇevi, cˇija je
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Slika 11: Slika skupa ΘH(P2) na intervalu [−0.5, 3] × [−0.3, 0.3] za problem
bilbija
brojnost viˇsestruko uvec´anja usled smanjenja broja njihovih prirodnih preda-
tora. Prosecˇna visina ovog torbara je 55 cm, bez repa, koji je obicˇno dug oko
29 cm. Boja krzna ide od bele do sive, ima dug nos i izrazˇeno duge usˇi, otud
mu i nadimak ,,zecoliki nandikot”. To su usamljene zˇivotinje, koje se tokom
dana skrivaju od predatora. Prosecˇno zˇivi 6 do 7 godina, mada u zatocˇeniˇstvu
mozˇe i do 11 [129].
Diskretizacijom modela procesa kvazi rad¯anja i umiranja populacije ve-
likog bilbija, dobija se QEP P2(z) = z
2C + zB + A odred¯en kompleksnim
kvadratnim matricama A,B,C:
C =

0 0.05 0.055 0.08 0.1
0 0 0 0 0
0 0.2 0 0 0
0 0 0.22 0 0
0 0 0 0.32 0.4
 , B =

−1 0.01 0.02 0.01 0
0 −1 0 0 0
0 0.04 −1 0 0
0 0 0.08 −1 0
0 0 0 0.04 −1
 ,
A =

0.1 0.4 0.0250 0.01 0
0 0 0 0 0
0 1.6 0 0 0
0 0 0.1 0 0
0 0 0 0.4 0
 .
Kako je vodec´a matrica C ovog problema singularna, ne mozˇemo primeniti
Teoremu 2.4 ni za jednu klasu matrica SDD-tipa. Analiticˇki izraz za odgova-
rajuc´i skup Gersˇgorinovog tipa je ΘS(P2) =
⋃5
i=1Θ
S
i (P2), gde su:
ΘS1(P2) = {z ∈ C : |z−0.1| ≤ |0.05z2+0.01z+0.4|+ |0.06z2+0.02z+0.02|+
+|0.08z2 + 0.01z + 0.01|+ 0.1|z2|},
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ΘS2(P2) = {z ∈ C : |z| ≤ 0},
ΘS3(P2) = {z ∈ C : |z| ≤ 0.2|z2 + 0.2z + 8|},
ΘS4(P2) = {z ∈ C : |z| ≤ 0.22|z2 + 0.36z + 0.45|},
ΘS5(P2) = {z ∈ C : |z| · |z − 2.5| ≤ |0.8z2 + 0.1z + 0.1|},
neogranicˇeni (jer predstavljaju spoljasˇnjosti ovalnih i kruzˇnih krivih) za i =
1, 3, 4, 5 i skup ΘS2(P2) = {0} se sastoji iz jedne tacˇke, tako da je skup ΘS(P2)
neogranicˇen kao sˇto Slika 10(a) sugeriˇse. Analiticˇki izraz za skup ΘO
2
(P ) je
nesˇto komplikovaniji, dok se skup ΘH(P ) mora racˇunati numericˇki. Slika 10
ilustruje lokalizacione skupove za ovaj QEP u ova tri slucˇaja. Kako je skup
ΘH(P ) dosta manji od prethodna dva, zbog bolje vidljivosti, dat je na uvelicˇan
prikaz ovog skupa na intervalu [−0.5, 3]× [−0.3, 0.3] na Slici 11.
Konacˇno, primetimo da su jednacˇine diag(P2(z)) = 0, za i = 1, ..., 5,
ekvivalentne sa |z| = 0 tri puta, |z| · |z − 0.1| = 0 i |0.4z − 1| = 0, odakle
sledi da resˇenja (0, 0, 0, 0, 0.1) koja lezˇe u kompaktnom delu skupa ΘO, ΘS
otkrivaju da u ovoj oblasti imamo 5 karakteristicˇnih korena funkcije P2. Kako
se skup ΘH sastoji iz dva kompaktna regiona i postoji samo jedno resˇenje
ovih dijagonalnih jednacˇina 2.5 koje tu lezˇi, zakljucˇujemo da funkcija P2 ima
sˇest konacˇnih karakteristicˇnih korena. Stoga mnogostrukost karakteristicˇnog
korena ∞ iznosi 4.
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Slika 12: Lokalizacioni skup za QEP testere
Primer 2.11. Wiresaw 1 (testera, pila, zˇica) je 10× 10 zˇiroskopski QEP
proizasˇao iz vibracione analize testere [14, 15]. Testere imaju viˇsestruke pri-
mene. U nauci npr. u laboratorijama se koriste za secˇenje krtih (osetljivih)
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materijala, kao sˇto su kristali, supstrati i sl. Osim toga, u podrucˇju tehno-
logije mogu se koristiti za razdvajanje naprednih istrazˇivacˇkih struktura kao
sˇto je npr. metod dijamantske testere koji sluzˇi za razmontiranje Fuzionog
Test Reaktora Tokamak za Prinstonovu laboratoriju fizike plazme, baziranu
na demonstraciji PPPL na TFTR surogatu. Tehnologija dijamantske zˇice je
superiorna u odnosu na ostale thenologije kako u pogledu trosˇkova , tako i
u pogledu sigurnosti. Kombinacija praznog punjenja (engl.void filling)sa po-
menutom tehnologijom znacˇajno redukuje personalno izlaganje radijaciji kroz
proces zasˇtite, kao i radionukleidnu stabilizaciju [136].
Diskretizacijom diferencijalne jednacˇine koja opisuje ovaj proces dobija
se QEP odred¯en matricˇnom funkcijom P2(z) = z
2C + zB + A, takvom da
je P2 ∈ N10(C). Matrice A,B,C ∈ C10,10 koje opisuju ovaj problem su
oblika: A = diag(aii) (dakle SDD-tipa), cˇiji elementi su pozitivni brojevi u
rastuc´em nizu, pocˇev od a11 = 4.9343, do a1010 = 493.4309; B je singularna
kososimetricˇna matrica, cˇiji su svi dijagonalni elementi jednaki nuli, a za
vandijagonalne je bij = −bji:
B =

0 −0.03 0 −0.01 0 −0.01 0 −0.01 0 −0.004
0.03 0 −0.05 0 −0.02 0 −0.01 0 −0.01 0
0 0.05 0 −0.07 0 −0.03 0 −0.02 0 −0.01
0.01 0 0.07 0 −0.09 0 −0.03 0 −0.02 0
0 0.02 0 0.09 0 −0.11 0 −0.04 0 −0.03
0.01 0 0.03 0 0.11 0 −0.13 0 −0.05 0
0 0.01 0 0.03 0 0.13 0 −0.15 0 −0.06
0.01 0 0.02 0 0.04 0 0.15 0 −0.17 0
0 0.01 0 0.02 0 0.05 0 0.17 0 −0.19
0.004 0 0.01 0 0.03 0 0.06 0 0.19 0

Na kraju, C je dijagonalna matrica cˇiji su elementi cii = 0.5, dakle skali-
rana jedinicˇna matrica SDD-tipa. Zahvaljujuc´i tome, ocˇekujemo da sve nasˇe
klase obezbed¯uju dobre kompaktne aproksimacije karakteristicˇnih korena. Ovo
je ilustrovano na Slici 12. Sˇtaviˇse, sva tri skupa ΘS(P2), Θ
O2(P2) i Θ
H(P2)
su unije nepovezanih oblasti. Dalje, zahvaljujuc´i strukturi ovih matrica vazˇi
ΘS(P2) = Θ
O2(P2), lako se mozˇe dobiti da je odgovarajuc´i lokalizacioni skup
ΘO
2
(P2) = Θ
S(P2) =
⋃10
i=1Θ
S
i (P2), gde je:
ΘSi (P2) = {z ∈ C : |z + iξi| · |z − iξi| ≤ ρi|z|},
za ξ = [ξ1, ξ2, ..., ξ10]
T i ρ = [ρ1, ρ2, ..., ρ10]
T koji se racˇunaju kao ξi =
√
2|ai,i|
i ρi = 2
∑
j 6=i |bi,j |: ξ1 = 3.14, ξ2 = 6.28, ξ3 = 9.42, ξ4 = 12.56, ξ5 = 15.71,
ξ6 = 18.85, ξ7 = 21.99, ξ8 = 25.13, ξ9 = 28.27 i ξ10 = 31.41; i ρ1 = 0.02,
ρ2 = 0.23, ρ3 = 0.35, ρ4 = 0.45, ρ5 = 0.57, ρ6 = 0.64, ρ7 = 0.76, ρ8 = 0.46,
ρ9 = 0.88 i ρ10 = 0.58.
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Na kraju, zakljucˇimo da su jednacˇine diag(P2(z)) = 0, za i = 1, ..., 10, ekvi-
valentne sa |z ± iξi| = 0 za sve indekse i = 1, ..., 10, pa broj resˇenja (±iξi,
za i = 1, ..., 10) u nepovezanim delovima skupova ΘH(P2), Θ
O2(P2) i Θ
S(P2)
obezbed¯uju da svaki region mora sadrzˇati neki karakteristicˇni koren funkcije
P2, implicirajuc´i da je svaki karakteristicˇni koren funkcije P2 prost.
Primer 2.12. Problem krila (engl. wing problem) je 3 × 3 QEP proizasˇao
iz analize oscilacija krila u toku leta aviona [14, 15]. Ovaj problem, nastao
u oblasti aeronautike, se odnosi na problem koji se javlja kada se pri veli-
kim brzinama, usled deformacije materijala koja nastaje slaganjem svih sila
koje deluju na krilo, frekvencija iskrivljenja krila aviona pribliˇzava prirod-
nim rubnim frekvencijama protoka vazduha. Buduc´i da je krilo elasticˇno,
ono uvek pomalo oscilira, pri cˇemu spojevi na kontrolnoj povrsˇini uvek pro-
izvode ujednacˇene pokrete koji nisu vidljivi golim okom. Ovo kretanje nije
sporno, osim u slucˇajevima kada frekvencija kontrolne povrsˇine postane je-
dnaka frekvenciji krila, sˇto se desˇava postizanjem velikih brzina, bliskih brzini
zvuka. Tada rezonantni rezultati krila i kontrolne povrsˇine dovode do naglog
porasta amplitude oscilacija [180]. Uzrok ove relativno velike kineticˇke ener-
gije koja dovodi do opasnih oscilacija je da usled protoka vazduha koji tezˇi
da prigusˇi ugaone vibracije krila, kontrolna povrsˇina krila uzima energiju
koja nastaje iz protoka vazduha i tako povec´ava, umesto da smanji, oscila-
cije krila. Komplikovaniji problemi ukljucˇuju problem rezonance nastao usled
vihora koji nastaje kombinacijom rubnih i torzionih oscilacija krila i mnogih
oscilacija koje nastaju delovanjem sila na kontrolnu povrsˇinu. Stoga svaka
velika aerokompanija ima svog inzˇenjera koji se bavi ovim problemima.
Diskretizacijom diferencijalnih jednacˇina drugog reda koje opisuju ovaj
proces, dobija se odgovarajuc´a kvadratna matricˇna funkcija oblika P2(z) =
z2C + zB + A, P2 ∈ N3(C), definisana matricama A,B,C ∈ C3,3 oblika:
C =
 17.6 1.28 2.891.28 0.824 0.413
2.89 0.413 0.725
 , B =
 7.66 2.45 2.10.23 1.04 0.223
0.6 0.756 0.658
 ,
A =
 121 18.9 15.90 2.7 0.145
11.9 3.64 15.5
 .
Kako vodec´a matrica C /∈ S, C /∈ O2, ne mozˇemo primeniti Teoremu 2.4
ni za jednu klasu matrica SDD-tipa. Slika 13 ilustruje lokalizacione skupove
Gersˇgorinovog tipa za ovaj NLEP.
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Slika 13: Lokalizacioni skupovi za QEP krila
Buduc´i da je ovaj problem opisan matricama malog formata, lako se
mozˇe analiticˇki izraziti odgovarajuc´i lokalizacioni skup Gersˇgorinovog tipa
ΘS(P2) =
⋃3
i=1Θ
S
i (P2), gde je:
ΘS1(P2) = {z ∈ C : |z2+0.4z+6.9| ≤ |0.07z2+0.1z+1.07|+|0.16z2+0.1z+0.9|},
ΘS2(P2) = {z ∈ C : |z2+1.26z+3.28| ≤ |1.55z2+0.28z|+|0.5z2+0.27z+0.18|},
ΘS3(P2) = {z ∈ C : |z2+0.9z+21.4| ≤ |3.99z2+0.8z+16.4|+|0.6z2+1.04z+5.02|}.
Nasuprot tome, skup ΘO
2
(P2) je malo komplikovaniji za racˇunanje, a skup
ΘH(P2) mora biti tretiran numericˇki.
Primetimo da iz jednacˇina diag(P2(z)) = 0, za i = 1, 2, 3, sledi |z − (−0.2±
2.62i)| = 0, |z − (−0.63 ± 1.7i)| = 0 i |z − (−0.45 ± 9.24i)| = 0. Kako
se skupovi ΘH, ΘO, ΘS sastoje iz jedne neogranicˇene komponente, to se svi
karakteristicˇni koreni funkcije P2 moraju nalaziti u tom delu.
Primer 2.13. Problem bicikla (engl. bicycle problem) je QEP reda 2
nastao iz proucˇavanja dinamicˇke stabilnosti modela Whipple bicikla [14, 15].
Linearizovane jednacˇine pokreta ovog modela mogu se predstaviti u obliku
Cq¨ +Bq˙ + Aq = f,
gde je C simetricˇna matrica mase, B = vB1 je nesimetricˇna matrica
prigusˇenja, gde je v brzina napredovanja (engl. forward speed), pri cˇemu
je njena podrazumevana vrednost 5m/s. Matrica gustine je A = gA0 + v
2A2
predstavlja sumu dva dela: ubrzanja nezavisnog simetricˇnog dela gA0 propor-
cionalnog gravitacionom ubrzanju g, i nesimetricˇnog dela v2A2. Diskretiza-
cijom je ovaj problem predstavljen kvadratnom matricˇnom funkcijom oblika
P2(z) = z
2C + zB + A, P2 ∈ N2(C), definisana matricama A,B,C ∈ C2,2
oblika:
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A =
[ −794.1195 1889.4
−25.513 58.4776
]
, B =
[
0 169.3321
−4.2518 8.427
]
,
C =
[
80.8172 2.3194
2.3194 0.2978
]
.
Kako vodec´a matrica C /∈ S, C /∈ O2, ne mozˇemo primeniti Teoremu 2.4
na klase matrica S i O2. Med¯utim, C ∈ H, pa se za lokalizacioni skup
generisan ovom klasom mozˇe primeniti pomenuta teorema. Slika 14 ilustruje
lokalizacione skupove Gersˇgorinovog tipa za ovaj NLEP.
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Slika 14: Lokalizacioni skupovi za QEP bicikla
Buduc´i da je ovaj problem opisan matricama malog formata, lako se
mozˇe analiticˇki izraziti odgovarajuc´i lokalizacioni skup Gersˇgorinovog tipa
ΘS(P2) =
⋃2
i=1Θ
S
i (P2), gde je:
ΘS1(P2) = {z ∈ C : |z − 3.13| · |z + 3.13| ≤ 0.29|z2 + 7.24z + 80.62| },
ΘS2(P2) = {z ∈ C : |z2 + 28.1z + 194.93| ≤ 7.73|z2 − 1.83z − 10.99| }.
Nasuprot tome, skupovi ΘO
2
(P2) i Θ
H(P2) su malo komplikovaniji za
racˇunanje. Primetimo da iz jednacˇina diag(P2(z)) = 0, za i = 1, 2, sledi
|z ± 3.13)| = 0, |z − 12.48)| = 0 i |z + 15.62| = 0. Kako se skupovi ΘO2(P2)
i ΘS(P2) sastoje iz jedne neogranicˇene komponente, i prema Teoremi 2.1 je
ΘO
2
(P2) ⊆ ΘS(P2) to se svi karakteristicˇni koreni funkcije P2 moraju nalaziti
u tom delu. Skup ΘH(P2) je ogranicˇen, takod¯e se sastoji iz jedne komponente,
pa se svi koreni moraju prema Teoremi 2.2 nac´i u toj komponenti.
Primer 2.14. Zatvorena petlja (engl. closed loop) je QEP reda 2 nastao
iz proucˇavanja kontrolnog sistema zatvorene petlje. Diskretizacijom je ovaj
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problem predstavljen kvadratnom matricˇnom funkcijom oblika P2(z) = z
2I +
zB + A, P2 ∈ N2(C), definisana matricama
A =
[
0.5 0
0 0.25
]
, B =
[
0 1 + α
1 0
]
.
za podrazumevanu vrednost povratnih dobiti (engl. feedback gains) 1 i 1+α.
Za 0 < α < 0.875 svi karakteristicˇni koreni lezˇe u jedinicˇnom krugu [160].
Podrazumevana vrednost parametra α je 1.
Slika 15 ilustruje lokalizacione skupove Gersˇgorinovog tipa za ovaj NLEP,
generisane klasama S, O2 i H. Kako se iz oblika vodec´e matrice C mozˇe
zakljucˇiti da je C ∈ S ⊆ O2 ⊆ H, sledi na osnovu Teoreme 2.4 da su svi
skupovi kompaktni u C, kao sˇto Slika 15 sugeriˇse.
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Slika 15: Lokalizacioni skupovi za QEP zatvorene petlje
Buduc´i da je ovaj problem opisan matricama malog formata, lako se
mozˇe analiticˇki izraziti odgovarajuc´i lokalizacioni skup Gersˇgorinovog tipa
ΘS(P2) =
⋃2
i=1Θ
S
i (P2), gde je:
ΘS1(P2) = {z ∈ C : |z − 0.71i| · |z + 0.71i| ≤ 2|z| },
ΘS2(P2) = {z ∈ C : |z − 0.5| · |z + 0.5| ≤ |z|}.
Nasuprot tome, skupovi ΘO
2
(P2) i Θ
H(P2) su malo komplikovaniji za
racˇunanje.
Primetimo da iz jednacˇina diag(P2(z)) = 0, za i = 1, 2, sledi |z± 0.71i)| = 0
i |z ± 0.5)| = 0. Kako se skupovi ΘS(P2), ΘO2(P2) i ΘH(P2) sastoje iz jedne
komponente, i prema Teoremi 2.1 je ΘH(P2) ⊆ ΘO2(P2) ⊆ ΘS(P2) to se
svi karakteristicˇni koreni funkcije P2 moraju nalaziti u tom delu. Konacˇno,
prema Teoremi 2.2 svaki od ovih skupova c´e sadrzˇati sve karakteristicˇne ko-
rene posmatrane funkcije P2 koja odred¯uje problem zatvorene petlje.
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2.4.2 PEP viˇseg reda
Polinomni problemi karakteristicˇnih korena (PEP) viˇseg reda odred¯eni
su polinomnom matricˇnom funkcijom stepena vec´eg od dva. Iako znatno
red¯e zastupljeni u prakticˇnim primenama od kvadratnih problema karakteri-
sticˇnih korena, nezaobilazni su u resˇavanju velikog broja problema proizasˇlih
iz primena u nauci i inzˇenjerstvu.
Primer 2.15. Protok plazme (plazma drift) je PEP stepena 3, proizasˇao
iz problema dizajna Tokamak reaktora, nastao pri modelovanju nestabilno-
sti protoka na ivici plazme unutar Tokamak reaktora. Tokamak reaktor je
ured¯aj koji koristi jako magnetno polje za vezivanje plazme u oblik torusa.
Predstavlja jedan od nekoliko tipova ured¯aja za magnetno vezivanje plazme,
koji se koristi za vezivanje vrele plazme koja sluzˇi za proizvodnju kontroli-
sane snage termonuklearnih fuzija u reaktorima [136]. Sˇtaviˇse, tokamak je
lider med¯u ured¯ajima ovog tipa. Upotreba magnetnih polja u procesu vezi-
vanja plazme je veoma vazˇna jer ne postoji nijedan cˇvrst materijal koji bi
izdrzˇao ekstremno visoke temperature plazme. Postizanje stabilne ravnotezˇe
u plazmi postiˇze se kretanjem linija magnetnog polja oko torusa u spiralnom
obliku. Takvo spiralno polje mozˇe se generisati dodavanjem toroidalnog po-
lja (koje podrazumeva putovanje oko torusa u krugovima) i poloidalnog polja
(koje podrazumeva putovanje u krugovima ortogonalnim na toroidalno polje).
U tokamaku toroidalno polje proizvode elektromagneti koji okruzˇuju torus.
Poloidalno polje je rezultat toroidalnog elektricˇnog protoka struje unutar pla-
zme. Ova struja je indukovana unutar plazme drugim setom elektromagneta
[136].
U matricˇnoj formulaciji ovog problema fizicˇki interesantan karakteristi-
cˇni koren je onaj sa najvec´im imaginarnim delom. Matricˇna funkcija koja
opisuje problem je polinomna trec´eg stepena: P3(z) = z
3D + z2C + zB + A,
za zadate matrice A,B,C,D ∈ Cn,n. Problem protoka plazme je reda n, pri
cˇemu su jedine dve dozvoljene vrednosti n = 128 (podrazumevana vrednost) i
n = 512, kada se radi o retkim matricama [160]. Matrice koje c´emo koristiti
za konstrukciju lokalizacionih skupova Gersˇgorinovog tipa za spektar matricˇne
funkcije P (date algoritmom NLEVP) su reda 128, pri cˇemu su matrice D i
C dijagonalne, dakle SDD matrice, dok B i A nisu SDD matrice.
Kako je D SDD matrica, ocˇekujemo da sve nasˇe klase obezbed¯uju dobre
kompaktne aproksimacije karakteristicˇnih korena. Ovo je ilustrovano na Slici
16. Sˇtaviˇse, sva tri skupa ΘS(P3), Θ
O2(P3) i Θ
H(P3) kompaktni u kompleksnoj
ravni.
Teorema 2.4 implicira da za svaku klasu K matrica SDD-tipa, skup
ΘK(P3) je kompaktan ukoliko je matrica D ∈ K. Kako je u ovom primeru
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Slika 16: Lokalizacioni skupovi za protok plazme NLEP
matrica D ∈ S ⊆ O ⊆ H, mozˇemo zakljucˇiti da su svi skupovi kompaktni u
C, kao sˇto Slika 16 sugeriˇse.
U odnosu na format matrica koje definiˇsu ovaj problem (n = 128), skupovi
ΘS(P3), Θ
O2(P3) i Θ
H(P3) moraju biti tretirani numericˇki. Primetimo da iz
jednacˇina diag(P3(z)) = 0, za sve indekse i = 1, ..., 128, sledi da broj resˇenja
u nepovezanim delovima skupova ΘS(P3), Θ
O2(P3) i Θ
H(P3) se mora poklopiti
sa brojem karakteristicˇnih korena funkcije P u ovim delovima. Naime, bliˇzim
ispitivanjem oko koordinatnog pocˇetka, mozˇe se uocˇiti da se skupovi ΘS , ΘO i
ΘH sastoje iz dva povezana simetricˇna ovalna dela, pa parovi karakteristicˇnih
korena pripadaju simetricˇnim ovalnim delovima.
Primer 2.16. Relativni polozˇaj 5pt (engl. Relative pose 5pt) je kubni
PEP proizasˇao iz problema relativnog polozˇaja pet tacˇaka u kompjuterskoj
viziji. U kompjuterskoj viziji i robotici, tipicˇan zadatak je identifikovati spe-
cificˇne objekte na slici i odrediti poziciju i orijentaciju objekta u odnosu na
neki koordinatni sistem [140]. Podaci o slici na osnovu kojih se odred¯uje
polozˇaj objekta mogu biti ili samo jedna ili par slika, ili niz slika gde se ka-
mera pomera poznatom brzinom. Mogu se posmatrati objekti svih vrsta, zˇiva
bic´a ili njihovi delovi. Metode koje se koriste za odred¯ivanje objekta su spe-
cificˇne u odnosu na klasu posmatranog objekta. Polozˇaj se mozˇe opisati kao
rotacija ili translacija koja prevodi objekt od referentnog (pocˇetnog) do po-
smatranog (trenutnog) polozˇaja. Ove transformacije (rotacije i translacije)
mogu biti predstavljene na viˇse nacˇina, npr. kao matrica kvaterniona [140].
Diskretizacijom diferencijalnih jednacˇina trec´eg reda koje opisuju ovaj
proces, dobija se odgovarajuc´a matricˇna funkcija oblika P3(z) = z
3D+z2C+
zB +A, za zadate matrice A,B,C,D ∈ C10,10. Problem je dimenzije 10, gde
su zadate matrice takve da vodec´a matrica D ima rang 1, matrica C je ranga
3, B je ranga 6, i A je punog ranga. Dalje, matrica D ima sve elemente jed-
nake nuli u prvih devet kolona, dok se u desetoj nalaze elementi razlicˇiti od
nule; matrica C ima prvih 7 nula kolona, dok su elementi preostale 3 kolone
razlicˇiti od nule; matrica B ima prve 4 nula kolone (svi elementi u prve 4
78
kolone su jednaki nuli), dok su preostali razlicˇiti od nule. Konacˇno, matrica
A ima sve elemente razlicˇite od nule i nije SDD.
Kako je funkcija koja opisuje pomenuti problem polinomna trec´eg ste-
pena, i kako je vodec´a matrica D ovog problema odred¯enog funkcijom P3(z) =
z3D + z2C + zB + A, P3 ∈ N10(C) skoro singularna, ne mozˇemo primeniti
Teoremu 2.4 ni za jednu klasu matrica SDD-tipa. Takod¯e, u ovom slucˇaju se
mozˇe se zakljucˇiti da primena opisane tehnike nec´e dati povoljne lokalizacione
rezultate.
Med¯u problemima koji proizilaze iz prakticˇnih primena nalaze se i oni
odred¯eni polinomnim funkcijama cˇetvrtog stepena. U nastavku navodimo
dva ovakva primera, opisana u radu [14].
Primer 2.17. Problem leptira (butterfly problem) je PEP cˇetvrtog ste-
pena, definisan funkcijom P4(z) = z
4E + z3D + z2C + zB + A, gde su
A,B,C,D,E kompleksne kvadratne matrice reda 64. Vodec´a matrica E i
matrica A su SDD, matrice E i C su realne simetricˇne matrice i D i B
su realne kososimetricˇne matrice. Naziv ovog problema poticˇe od toga sˇto
spektar ima oblik leptira.
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Slika 17: Lokalizacioni skupovi za NLEP leptira
Na slikama 17(a) i 17(b) prikazan je samo deo spektra, da bi bio uocˇljiv
centralni deo, gde se nalaze svi karakteristicˇni koreni ovog problema. Kako
je vodec´a matrica E SDD-tipa, ocˇekujemo da sve nasˇe klase obezbed¯uju do-
bre kompaktne aproksimacije karakteristicˇnih korena. Ovo je ilustrovano na
Slici 17. Sˇtaviˇse, sva tri skupa ΘS(P4), Θ
O2(P4) i Θ
H(P4) su kompaktni u
kompleksnoj ravni.
Lokalizacioni skupovi se sastoje samo iz jedne komponente, i, prema Teo-
remi 2.2 sadrzˇe sve karakteristicˇne korene posmatranog problema. U odnosu
na princip monotonosti (Teorema2.1), jasno je da vazˇi U odnosu na velicˇinu
ovog problema (n = 64), kao i cˇinjenicu da su matrice koje opisuju ovaj pro-
blem retke, skupovi ΘS(P4) = Θ
O2(P4) mogu biti tretirani analiticˇki, nasuprot
skupu ΘH(P ) koji mora biti tretiran numericˇki.
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U nastavku navodimo josˇ jedan primer NLEP cˇetvrtog stepena, takod¯e
opisanog u radu [14].
Primer 2.18. Planar waveguide, planarni protok talasa, je NLEP
cˇetvrtog stepena nastao iz procesa prenosa svetlosnih talasa. Opticˇki tala-
sovod (engl. waveguide), po kome je ovaj NLEP dobio ime, je fizicˇka stru-
ktura koja prevodi elektromagnetne talase u opticˇki spektar. Postoji viˇse vrsta
talasovoda, od kojih su najpoznatiji oni koji ukljucˇuju opticˇka vlakna i pravo-
ugaoni. Koriste se kao komponente integrisanih opticˇkih kola ili kao medijum
za prenos u komunikacionim sistemima [110]. Opticˇki talasovodi se mogu kla-
sifikovati na viˇse nacˇina, npr. prema geometriji se dele na planarne (ravne),
trakaste i fibrozne; prema strukturi se dele na one koji imaju singularan i
multi mod, prema refraktivnom indeksu distribucije na one koji imaju step
ili gradient indeks; prema materijalu na one sacˇinjene od stakla, polimera i
poluprovodnika.
Planarni (plocˇasti) talasovod se sastoji iz tri sloja materijala sa razlicˇitim
dielektricˇnim konstantama, koje se protezˇu beskonacˇno u pravcima paralelnim
njihovim interfejsima. Svetlo mozˇe biti ogranicˇeno na srednji sloj potpu-
nom unutrasˇnjom refleksijom. Ovaj slucˇaj se javlja samo ako je dielektricˇni
indeks srednjeg sloja vec´i od susednih. U praksi ovi talasovodi nisu beskonacˇni
u pravcima paralelnim njihovim interfejsima, ali ako je velicˇina interfejsa
mnogo vec´a od dubine sloja, ovaj model c´e biti odlicˇna aproksimacija procesa
prenosa.
Ovaj NLEP je reda 129, a odgovarajuc´a matricˇna funkcija je oblika
P4(z) = z
4E + z3D + z2C + zB + A, dobijena metodom konacˇnih ele-
menata u procesu sˇirenja konstanti u sˇestoslojnom planarnom protoku ta-
lasa. Formulacija ovog problema podrazumeva promenu promenljivih, pa
se koeficijenti dobijaju konvertovanjem izracˇunatih karakteristicˇnih korena.
Vodec´a matrica E matricˇne formulacije ovog problema je tridijagonalna:
E = tridiag(0.0026, 0.104, 0.0026), dakle SDD; matrica A je takod¯e tridi-
jagonalna, sa elementima a11 = a129,129 = 4.9437, a12 = a128,129 = 2, 4719,
aii = 9.8874, ai,i−1 = ai,i+1 = 2.4719, za i = 2, 3, ..., 128. Ostale ma-
trice su retke: matrica B je takva da su joj elementi b11 = −30.8089 i
b129,129 = 30.8089, dok su ostali elementi jednaki nuli; matrica C je tridi-
jagonalna, sa elementima C = tridiag(−64.2903, 126.8389,−64.2903) osim
za prvu i poslednju vrstu, za koje je c11 = c129,129 = 63.4195 i c21 = 0, dok
matrica D ima samo dva elementa razlicˇita od nule: d11 = 1 i d129,129 = 1.
Kako je vodec´a matrica E SDD, ocˇekujemo da sve nasˇe klase obezbed¯uju
dobre kompaktne aproksimacije karakteristicˇnih korena. Ovo je ilustrovano
na Slici 18. Sˇtaviˇse, sva tri skupa ΘS(P4), Θ
O2(P4) i Θ
H(P4) kompaktni u
kompleksnoj ravni. U odnosu na strukturu matrica koje definiˇsu ovaj problem,
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Slika 18: Lokalizacioni skupovi za PEP planarni talasovod
sledi da je ΘS(P4) = Θ
O2(P4).
Teorema 2.4 implicira da za svaku klasu K matrica SDD-tipa, skup
ΘK(P4) je kompaktan ako je E ∈ K. Buduc´i da je vodec´a matrica E ovog
problema tridijagonalna, SDD, tj. E ∈ S, mozˇemo zakljucˇiti da je odgova-
rajuc´i lokalizacioni skup Gersˇgorinovog tipa kompaktan u C, za posmatrane
klase S, O2 i H. Lokalizacioni skupovi se sastoje samo iz jedne komponente, i
sadrzˇe sve karakteristicˇne korene posmatranog problema (prema Teoremi2.2).
Kako je ovaj NLEP formulisan kompleksnim kvadratnim matricama reda129,
sledi da skupovi ΘO
2
(P4), Θ
S(P4) i Θ
H(P4) moraju biti tretirani numericˇki.
2.5 Primene na nepolinomne NLEP
U radu [14] razmatran je, osim kvadratnog, i nelinearni problem karakte-
risticˇnih korena, tacˇnije poznati Hadelerov problem proizasˇao iz prakticˇnih
primena. U tom radu primenjena je tehnika lokalizacije koja kombinuje
Cˇebiˇsevljeve polinome i Gersˇgorinovu teoremu, na taj nacˇin sˇto je funkcija
koja opisuje nelinearan problem Hadeler najpre aproksimirana Cˇebiˇsevljevim
polinomima, a zatim je na takvu aproksimiranu funkciju primenjena lokali-
zacija bazirana na Gersˇgorinovoj teoremi. Mi c´emo koristiti nesˇto drugacˇiji
pristup, koriˇsc´en u prethodnim poglavljima, zasnovan na pomenutim princi-
pima ekvivalencije, monotonosti, izolacije i kompaktnosti, i generalizovan na
NLEP koji sadrzˇe neki eksponencijalni deo. U tom pravcu, u nastavku anali-
ziramo dva takva nelinearna problema proizasˇla iz prakse: problem Hadeler,
i problem kasˇnjenja.
Primer 2.19. Hadeler problem je nelinearni problem karakteristicˇnih ko-
rena odred¯en matricˇnom funkcijom oblika T (z) = (ez−1)C+ z2B−α1I, gde
je T (z) ∈ N8(C). Matrica A = α1I i podrazumevane vrednosti su n = 8,
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α1 = 100. Matrice C,B ∈ C8,8 ovog problema su realne simetricˇne pozitivno
definitne matrice [14].
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Slika 19: Lokalizacioni skupovi za NLEP Hadeler
U odnosu na strukturu matrica koje definiˇsu ovaj problem, skup ΘS(T ) =
ΘO
2
(T ). Slika 19 ilustruje lokalizacione skupove za ovaj NLEP u slucˇaju
S, O2 i H matrica. Primetimo da niz {ezk}k∈N mozˇe biti ogranicˇen za neo-
granicˇene {zk}k∈N , pa ne mozˇemo primeniti drugi deo Teoreme 2.4, da bismo
zakljucˇivali o ogranicˇenosti odgovarajuc´ih lokalizacionih skupova za spektar
ovog problema.
Zahvaljujuc´i strukturi matrica koje odred¯uju ovaj NLEP, vazˇi ΘS(T ) =
ΘO
2
(T ) =
⋃8
i=1Θ
S
i (T ), i ovaj skup se mozˇe izraziti analiticˇki:
ΘSi (T ) := {z ∈ C : |(ez − 1)bi,i + z2ai,i − α1| ≤
∑
j 6=i,j∈N
|(ez − 1)bi,j + z2ai,j |},
i = 1, ..., 8, dok skup ΘH(T ) mora biti tretiran numericˇki.
Simultano dijagonalizujuc´i par (C,B) matricom V , i uz oznake A1 =
V −1AV , B1 = V
−1BV i C1 = V
−1CV , posmatrajuc´i problem T1(z) = (e
z −
1)C1 + z
2B1 − A1, dobic´emo znacˇajno lepsˇe lokalizacione oblasti. Slika 20
ilustruje lokalizacione skupove za ovaj NLEP u slucˇaju S, O2 i H matrica.
Naredni primer analizira problem kasˇnjenja, NLEP dodred¯en funkcijom koja,
kao i u prethodnom slucˇaju, sadrzˇi eksponencijalni deo.
Primer 2.20. Problem kasˇnjenja (engl. Time delay problem) je NLEP
proizasˇao iz sistema kasˇnjenja. Karakteristicˇna funkcija (nastala iz procesa
diskretizacije) koja opisuje ovaj sistem sa prostim kasˇnjenjem i konstantnim
koeficijentima je oblika T (z) = −3zI +A+ e−zB, takva da je T (z) ∈ N3(C).
Matrice koje opisuju problem kasˇnjenja su oblika [14, 15]:
A =
 0 1 00 0 1
−531.6456 −107.5599 −3.9852
 , B =
 0 0 00 0 0
−1363.7 −18.7335 −13.3519
 .
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Slika 20: Lokalizacioni skupovi za NLEP Hadeler nakon dijagonalizacije para
(C,B).
−600 −500 −400 −300 −200 −100 0 100 200 300
−300
−200
−100
0
100
200
300
(a) Skup ΘS(P )
−50 0 50
−100
−80
−60
−40
−20
0
20
40
60
80
100
(b) Skup ΘO
2
(P )
−30 −20 −10 0 10 20 30
−50
−40
−30
−20
−10
0
10
20
30
40
50
(c) Skup ΘH(P )
Slika 21: Lokalizacioni skupovi za NLEP kasˇnjenja
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Kao i u prethodnom primeru, kako niz {e−zk}k∈N mozˇe biti ogranicˇen niz
za neogranicˇen {zk}k∈N , ne mozˇemo primeniti drugi deo Teoreme 2.4, te ne
mozˇemo zakljucˇivati o ogranicˇenosti odgovarajuc´ih lokalizacionih skupova.
S druge strane, zahvaljujuc´i maloj velicˇini problema (n = 3), skupovi ΘS(T )
i ΘO
2
(T ) se lako mogu izraziti analiticˇki. Tako, na primer, koristec´i napred
navedene definicije lokalizacionih skupova, skup ΘS(T ) mozˇe biti analiticˇki
izrazˇen u obliku: ΘS(T ) = ΘS1(T ) ∪ ΘS2(T ) ∪ ΘS3(T ), gde su skupovi ΘSi (T ),
i = 1, 2, 3 oblika:
ΘS1(T ) = Θ
S
2(T ) = {z ∈ C : |z| ≤ 0.33}
i
ΘS3(T ) = {z ∈ C : |z + 1.33 + 4.45e−z| ≤ |177.22 + 454.57e−z|+
|35.85 + 6.24e−z|}.
Analogno prethodnom, skup ΘO
2
(T ) se takod¯e mozˇe analiticˇki izraziti lako
zbog malog formata matrica koje odred¯uju ovaj NLEP.
S druge strane, skup
ΘH(T ) = {z ∈ C : µ(z) ≥ 0},
gde je µ(z) najmanji realan karakteristicˇni koren Z-matrice
< P (z) >=
 3|z| −1 00 3|z| −1
−|1363.7e−z + 531.64| −|18.73e−z + 107.56| |13.35e−z − 3z + 3.98|
 .
Skup ΘH(P ) je prikazan na Slici 21(c). Lako se mozˇe proveriti da je
(P (z)33) = |13.3519e−z − 3z + 3.9852| > 0, i stoga zakljucˇujemo da funkcija
P (z) ima samo dva karakteristicˇna korena u centralnim komponentama sku-
pova ΘO
2
(P ) i ΘH(P ), dok sve ostale komponente moraju biti prazne. Slika
21(a) prikazuje pomenute skupove za ovaj NLEP.
84
3 Skupovi Gersˇgorinovog tipa i nestrukturne
perturbacije
Iako spektralna analiza vec´ duzˇe od sedamdeset godina predstavlja veoma
interesantno podrucˇje istrazˇivanja za modernu nauku, pre svega u oblasti
tranzicionog ponasˇanja matrica, vremenski zavisnih parcijalnih diferencija-
lnih jednacˇina, normalnosti, stabilnosti dinamicˇkih sistema, dinamicˇkoj ana-
lizi strukturalnih mehanicˇkih i akusticˇnih sistema, zˇiroskopskim sistemima,
simulaciji elektricˇnih kola, mehanici fluida, modelovanju mikroelektronskih
mehanicˇkih sistema; zatim u teoriji verovatnoc´e (Markovljevi lanci) i kontro-
lnoj teoriji [14, 163], tokom vremena primec´eno je da se u izvesnim prime-
nama u nauci i inzˇenjerstvu, kao sˇto su npr. podrucˇje Kuetovog, Puasejevog
protoka i protoka cevi u ispitivanju hidrodinamicˇke (ne)stabilnosti, kao i ko-
nvergencija iterativnih metoda za linearne sisteme, ona nec´e dati rezultate
koji se poklapaju sa ocˇekivanim [163, 165]. Time se nametnulo pitanje: ako
analiza karakteristicˇnih korena, odnosno spektra mozˇe biti varljiva/nepou-
zdana, sˇta se mozˇe uraditi da se dobiju bolji/pouzdaniji rezultati? Ispostavilo
se da, u slucˇajevima kada ispitivane matrice poseduju osobinu normalnosti,
odgovor vodi ka ispitivanju spektra posmatrane matrice, dok je u slucˇaju
nenormalnih matrica (tj. matrica koje ne poseduju osobinu normalnosti)
spektar previˇse mali, polje vrednosti (numericˇki opseg) preveliko, krug oko
nule radijusa jednakog normi matrice josˇ vec´i. Osim toga, umesto same
matrice ili operatora, u primenama se cˇesto operiˇse sa familijom matrica ili
operatora indeksiranih nekim parametrom (kao npr. Rejnoldsov broj, Pekle-
ov broj ili otpornost), pa stepen nenormalnosti mozˇe neogranicˇeno porasti
kada se parametar priblizˇava granici fizicˇkog interesa [164].
Dakle, za probleme odred¯ene matricom ili linearnim operatorom koji nije
normalan ili je daleko od normalnog, pokazuje se da analiza spektra ne mozˇe
predvideti ponasˇanje sistema u slucˇajevima da se ispituju velicˇine kao sˇto su
npr. ||An|| ili ||etA||. U takvim situacijama, dobre, tj. ocˇekivane rezultate,
moguc´e je dobiti analizom pseudospektra.
Treba pomenuti da, osim navedenih, analiza pseudospektra se primenjuje
u raznim oblastima primenjene matematike. Tako, npr. primene pseudospe-
ktralne analize u okviru numericˇke analize su [164]: konvergencija GMRES,
CGS i ostalih nesimetricˇnih matricˇnih iteracija; dizajn hibridnih iteracija
koje izbegavaju ocene karakteristicˇnih korena; konvergencija uzlaznih (engl.
upwind) u odnosu na silazne (engl. downwind) Gaus-Zajdelovih i SOR ko-
raka; analiza algoritama za racˇunanje gresˇaka karakteristicˇnih korena i poli-
nomnih pretrazˇivacˇa nula; pseudospektar Toplicovih matrica; gustina obicˇnih
diferencijalnih jednacˇina; Krajsova matricˇna teorema i generalizacije; La-
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ksova stabilnost metoda linija; stabilnost spektralnih metoda. Aktuelne ili
potencijalne primene pseudospektra u drugim oblastima, koje ukljucˇuju ope-
ratore umesto matrica su: prosti diferencijalni operatori, problemi konve-
kcije i difuzije, Fadl-Papkovicˇ operator, Viner-Hofovi integralni operatori,
Or-Somerfeld operatori, Alvenovi talasi u magnetohidrodinamici.
U prakticˇnim primenama pokazalo se da je proucˇavanje pseudospektra po-
sebno korisno u sledec´im slucˇajevima:
• Analiza stabilnosti. Stabilnost je sposobnost sistema da odoli ma
kakvim nepotrebnim malim uticajima. Da bi se testirala stabilnost je-
dnacˇina ravnotezˇe diferencijalnih i diferencnih jednacˇina, dovoljno je
lokalizovati karakteristicˇne korene u levu poluravan kompleksne ravni
ili u jedinicˇni krug. U ovom postupku Gersˇgorinova teorema igra po-
sebno znacˇajnu ulogu u dizajnu i analizi decentralizovanih kontrolera
za multivarijabilne sisteme podrsˇke [143].
• Robusnost sistema je karakteristika sistema koja oznacˇava da je nje-
gova stabilnost nepromenjena poremec´ajima, u meri u kojoj je to
moguc´e. Ovi poremec´aji predstavljaju nekoliko tipova modelovanja ne-
sigurnosti. Npr. u sistemima sa kasˇnjenjem (engl. time-delay systems),
kasˇnjenja se tretiraju kao dodatne perturbacije ulaznog sistema bez
kasˇnjenja [139].
• Kontrolabilnost sistema je fundamentalni strukturalni atribut bilo
kog kontrolnog sistema, koji se bavi odnosom izmed¯u ulaznog stanja i
stanja sistema. Posebno, bavi se pitanjem da li uvek postoji kontrola
koja mozˇe prebaciti pocˇetno stanje sistema u ma koje zˇeljeno stanje u
konacˇnom vremenu [139].
• Izbor parametara za numericˇke metode. Za simetricˇne solvere
karakteristicˇnih korena bazirane na metodi bisekcije, Gersˇgorinove gra-
nice daju gornje i donje granice spektra za startnu iteraciju, i za velike
linearne solvere karakteristicˇnih korena bazirane na metodi Krilovljevih
potprostora, Gersˇgorinova teorema se ponekad koristi za izbor pome-
raja (engl. shifts) za spektralne transformacije [119]. Grubo poznava-
nje lokacije karakteristicˇnih korena je takod¯e veoma vazˇno za metode
koje generalizuju linearne solvere karakteristicˇnih korena na nelinearne
probleme [84], i za uspostavljanje nelinearnih solvera karakteristicˇnih
korena baziranih na Njutnovoj metodi [97]. Za nelinearne solvere ka-
rakteristicˇnih korena bazirane na konturnim integralima, [5, 17], vazˇno
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je imati glavnu informaciju o lokaciji karakteristicˇnih korena da bi se
izabrala kontura koja nije blizu nijednog karakteristicˇnog korena.
• Gresˇka zaokruzˇivanja u numericˇkim metodama. U ovoj oblasti,
lokalizacioni rezultati sluzˇe da ogranicˇe gresˇke u racˇunanju karakteri-
sticˇnih korena, bilo zahvaljujuc´i zaokruzˇivanju, zavrsˇetku iterativnih
metoda ili gresˇci nasled¯enoj iz elemenata sa neizvesnosˇc´u [16]. Loka-
lizacioni rezultati mogu biti jednako korisni u nelinearnoj postavci za
analizu gresˇke u aproksimaciji NLEPa linearnim.
Istorijski posmatrano, pseudospektralna analiza vucˇe korene od tridese-
tih godina XX veka i radova von Nojmana, koji su se bavili proucˇavanjem
nenormalnih operatora. Halmosˇeva knjiga “Knjiga problema Hilbertovog
prostora” [66] sadrzˇi veliki broj primera koji ilustruju neobicˇno ponasˇanje
spektra nenormalnih operatora. Pored nje, nekoliko monografija takod¯e se
bavilo ovom temom (npr. [47, 62]). Uvod¯enje rezolvente u proucˇavanje neno-
rmalnih operatora i lep pregled teorije matrica i operatora tretiranih tehni-
kom rezolvente daje Kato u knjizi ”Teorija perturbacija za linearne opera-
tore” [86]. Sledec´i pomak daje Krajs, koji je, proucˇavajuc´i metode konacˇnih
razlika za parcijalne diferencijalne jednacˇine, opisao zamke analize karakteri-
sticˇnih korena i upotrebe rezolvente kao alternative [96]. Prema [165], istorija
pseudospektra datira od rada Landaua [105], koji je uveo termin ε-spektra,
dok su prvi pseudospektralni portret dali Kostin i Razakov u radu [94]. Ovi
autori su bili cˇlanovi grupe koju je vodio Godunov u Novosibirsku (pored
njih ovoj grupi su pripadali Bulgakov, Kiriljuk, i Maliˇsev), koja je pokrenula
razne ideje u pravcu razvoja ideje pseudospektra. Razvojem kompjutera,
prvu kompjuterski generisanu sliku pseudospektra dao je Demel 1987. go-
dine u radu [42]. U med¯uvremenu, Sˇatelen, Hajnrihsen, Pritcˇard, Varah (koji
je 1967. godine uveo pseudospektar preko minimalne singularne vrednosti)
i Vilkinson su razvijali ideje pseudospektra. Kao znacˇajnu treba pomenuti
i 1972. godinu, kada su fizicˇari uveli pojam kvazimodova (engl. quasimo-
des) (koji odgovaraju pseudomodovima i pseudovektorima) [164]. Med¯utim,
pseudospektralna analiza postaje opsˇte popularna tek 1990-tih, zahvaljujuc´i
Niku Trefetenu, koji je svojim radovima inicirao veliko interesovanje za ovu
oblast. On je uveo koncept pseudospektra da objasni ponasˇanje nenormalnih
matrica i operatora [163, 164, 165]. Taj koncept koristic´emo u ovoj disertaciji
za konstrukciju i analizu lokalizacionih skupova za pseudospektar matrica, tj.
matricˇnih polinoma.
Podsetimo se da je matrica A normalna ako vazˇi uslov AAH = AHA,
gde je AH konjugovani transponat. Ekvivalentno tome, A je normalna ako
ima kompletan skup ortogonalnih karakteristicˇnih vektora. Nasuprot tome,
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karakteristicˇni vektori nenormalne matrice, iako mogu formirati kompletan
skup karakteristicˇnih vektora, nisu ortogonalni, odakle sledi da je uslovni
broj bilo koje matrice karakteristicˇnih vektora vec´i od 1 i mozˇe biti veoma
veoma velik [165]. Potesˇkoc´e koje se mogu pojaviti u radu sa nenormalnim
matricama i operatorima proizilaze iz potrebe za racˇunanjem Zˇordanove ka-
nonicˇke forme koja se koristi umesto dijagonalizacije, u slucˇajevima kada
posmatrana matrica nema kompletan skup karakteristicˇnih vektora. Kao sˇto
je poznato, karakteristicˇni koreni se koriste za fizicˇko predvid¯anje ponasˇanja
sistema oslanjajuc´i se na implicitnu transformaciju koordinata karakteristi-
cˇnih vektora. U slucˇaju normalnih matrica ova transformacija je unitarna
(rotacija ili refleksija), dok u slucˇaju matrica koje su daleko od normalnih,
promena koordinata karakteristicˇnih vektora mozˇe dovesti do ekstremne is-
krivljenosti prostora stanja. U novim koordinatama fizika sistema mozˇe po-
stati jako komplikovana. Tipicˇan primer je superpozicija komponenti velike
karakteristicˇne funkcije koje se skoro poniˇstavaju, gde evolucija u vremen-
skim intervalima od naucˇnog interesa mozˇe biti odred¯ena razvojem obrasca
poniˇstavanja, pre nego porastom ili opadanjem individualnih karakteristicˇnih
funkcija [165].
Iz prethodno navedenog mozˇe se zakljucˇiti da analiza karakteristicˇnih ko-
rena i karakteristicˇnih vektora nije uvek savrsˇen alat za analizu nenormalnih
matrica (i operatora). Razloga je nekoliko: u fizicˇkom smislu nisu uvek ono
sˇto se mozˇe prvo opaziti u jako nenormalnim sistemima; matematicˇki razlog
je nepotpuna efikasnost spektralne analize za izdvajanje susˇtinski bitnog u
svim problemima proizasˇlim iz primena; sledec´i vazˇan razlog je razumevanje
ponasˇanja sistema, jer je spektralna analiza pravljena inicijalno za ispitiva-
nje normalnih matrica (sistema), a po analogiji prihvac´ena u nenormalnom
slucˇaju. Najkoncizniji i najslikovitiji opis problema dao je Nik Trefeten u
[164]: ,,za nenormalne sisteme analiza karakteristicˇnih korena mozˇe biti i u
nenormalnom slucˇaju manje-viˇse korisna, kao turpija za nokte u slucˇaju kad
nema sˇrafcigera, ali retko daje egzaktna resˇenja”.
Pa, iako su lokalizacioni skupovi za pseudospektar komplikovaniji od onih
za spektar, oni su znacˇajni jer omoguc´uju aproksimativne odgovore na po-
menute probleme. Osim toga, oni omoguc´uju geometrijsku interpretaciju
svojstva nenormalnosti i daju odgovore na pitanja osetljivosti karakteristi-
cˇnih korena na perturbacije [164].
U situacijama kada zˇelimo imati grubu predstavu o poziciji karakteri-
sticˇnih korena matrice u kompleksnoj ravni, direktno istrazˇujuc´i neko znanje
o elementima matrice A, mozˇemo se pozvati na dobro poznat prost lokaliza-
cioni rezultat |λi| ≤ ||A|| koji koristi bilo koju matricˇnu normu, za koju je λi
88
odgovarajuc´i karakteristicˇni koren [137]. Precizniji lokalizacioni rezultat dat
je Gersˇgorinovom teoremom. Kako rezultat takod¯e vazˇi i za transponovanu
matricu, vazˇi i verzija teoreme bazirana na sumama kolona. Ovi rezultati (u
slucˇajevima SEP) su posebno korisni za matrice koje su skoro dijagonalne, sˇto
se cˇesto javlja kada se koristi algoritam za dijagonalizaciju matrice i proces
je blizu konvergencije [137].
U ovom poglavlju konstruisac´emo lokalizacione skupove za pseudospektar
NLEPova, posebno PEPova, oslanjajuc´i se, kao i u prethodnom poglavlju (u
procesu konstrukcije lokalizacionih skupova za spektar matricˇnih funkcija)
na Gersˇgorinovu teoremu i njene generalizacije. Buduc´i da c´e ovi pseudo-
spektralni lokalizacioni skupovi zavisiti od zadatog malog pozitivnog broja ε
(koji uticˇe na perturbacije) nazivac´emo ih ε-pseudospektralni lokalizaci-
oni skupovi. Pored analize i konstrukcije ovih skupova u Euklidskoj normi,
koja predstavlja standard za proracˇune ove vrste, u ovom poglavlju je data
analiza i konstrukcija ovih skupova u normi beskonacˇno. Poznati rezultati za
SEP [34, 92] su generalizovani na PEP, sˇto predstavlja originalan rezultat.
Kako se tehnika konstrukcije ovih skupova razlikuje u zavisnosti od norme,
posebno su razmatrani skupovi konstruisani u Euklidskoj normi, a posebno
oni konstruisani u normi beskonacˇno. Na kraju poglavlja dato je nekoliko
primera koji su proizasˇli iz prakticˇnih primena.
89
3.1 Pseudospektar SEP
Pseudospektar matrice predstavlja skup tacˇaka u kompleksnoj ravni u
koje se mogu izmestiti karakteristicˇni koreni matrice pri perturbacijama da-
tog reda, tacˇnije, opisuje ponasˇanje karakteristicˇnih korena pri perturbaci-
jama. U mnogim primenama posebno se ispituje osetljivost sistema na sve
moguc´e perturbacije. Takod¯e, mnogi problemi mogu imati inherentnu stru-
kturu koja se mora uzeti u obzir prilikom analize. Specificˇnu klasu primera
predstavljaju retke matrice, koje se javljaju u raznim problemima struktu-
ralne analize, simulacijama digitalnog kola, analizi konacˇnih elemenata ili u
diskretizaciji konacˇnim razlikama skoro svakog sistema parcijalnih diferenci-
jalnih jednacˇina. Retkost se cˇesto definiˇse strukturom osnovnog problema i
stoga su od interesa u analizi osetljivosti ili robusnosti sistema samo pertu-
rbacije sa istom strukturom retkosti.
U proucˇavanjima vezanim za pseudospektar, glavno pitanje koje se po-
stavlja je kako se karakteristicˇni koreni i karakteristicˇni vektori menjaju kada
originalna matrica pretrpi male perturbacije. Ova informacija je vazˇna kako
zbog teorijske, tako i zbog prakticˇne primene. U svrhu daljih razmatranja
uvedimo najpre definiciju pseudospektra. U dostupnoj literaturi postoji ne-
koliko definicija pseudospektra i sve su vezane za ocenu norme i proizvoljan
mali pozitivan broj ε. Ovde ih navodimo kao u knjizi [168]:
Definicija 3.1. Neka je data matrica A = [aij] ∈ Cn,n i proizvoljan ε > 0.
ε-pseudospektar matrice A je skup kompleksnih brojeva z ∈ C tako da
vazˇi:
||(zI − A)−1||−1 ≤ ε. (73)
Broj ε naveden je u naslovu da oznacˇi da se promenom ove vrednosti me-
njaju granice lokalizacionog skupa. Po konvenciji je ||(zI − A)−1||−1 := 0 za
sve karakteristicˇne korene z ∈ Λ(A), odakle je jasno da je spektar sadrzˇan u ε-
pseudospektru, za svaki mali nenegativan broj ε. Drugim recˇima, prethodna
definicija odred¯uje ε-pseudospektar kao zatvoren podskup kompleksne ravni
za koji je norma rezolvente ogranicˇena krivom ε−1.
ε-pseudospektar se mozˇe posmatrati i kao skup kompleksnih brojeva koji
su karakteristicˇni koreni matrice A+E za neku perturbaciju E ∈ Cn,n velicˇine
ε, gde je ε ≥ 0 mali proizvoljan broj:
Definicija 3.2. ε-pseudospektar matrice A = [aij ] ∈ Cn,n je skup komple-
ksnih brojeva z ∈ C tako da vazˇi:
z ∈ Λ(A+ E), (74)
za neku matricu E ∈ Cn,n, za koju je ||E|| ≤ ε.
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U istoj knjizi ([168]) data je i definicija ε-pseudospektra matrice A u
odnosu na jedinicˇni vektor v, koji predstavlja odgovarajuc´i pseudokarakteri-
sticˇni vektor za odgovarajuc´i pseudokarakteristicˇni koren z.
Definicija 3.3. ε-pseudospektar matrice A = [aij ] ∈ Cn,n je skup svih z ∈ C
takav da vazˇi:
||(zI −A)v|| ≤ ε (75)
za neki v ∈ Cn, cˇija je norma ||v|| = 1.
Ekvivalencija navedenih definicija pseudospektra data je narednom teo-
remom:
Teorema 3.1. [168] Za proizvoljnu matricu A = [aij ] ∈ Cn,n, prethodne tri
definicije ε-pseudospektra su ekvivalentne.
Dokaz. Ako je z ∈ Λ(A), ekvivalencija je trivijalna, pa pretpostavimo da
z /∈ Λ(A), odakle sledi da postoji (zI−A)−1. Da bismo dokazali da iz uslova
(74) sledi uslov (75), pretpostavimo da je (A + E)v = zv za neko E ∈ Cn,n,
cˇija je norma ||E|| < ε i neki razlicˇit od nule vektor v ∈ Cn, koji se mozˇe
normalizovati tako da je ||v|| = 1. Tada je ||(zI − A)v|| = ||Ev|| < ε,
sˇto je i trebalo pokazati. Da bismo dokazali da iz uslova (75) sledi uslov
(73), pretpostavimo da vazˇi (zI − A)v = su, za neke vektore u, v ∈ Cn, cˇija
je norma ||u|| = ||v|| = 1 i |s| < ε. Tada je (zI − A)−1u = s−1v, pa je
||(zI−A)−1|| ≥ s−1 > ε−1. Konacˇno, da bismo dokazali da (73) povlacˇi (74),
pretpostavimo da vazˇi ||(zI−A)−1|| > ε−1. Tada je (zI−A)−1u = s−1v i, kao
posledica toga, zv−Av = su, za neke u, v ∈ Cn, cˇija je norma ||u|| = ||v|| = 1
i |s| < ε. Da bi nejednakost (74) bila ispunjena, dovoljno je pokazati da
postoji matrica E ∈ Cn,n, za koju je ||E|| = |s|, i EV = su, jer c´e tada v biti
karakteristicˇni vektor matrice A+E, koji odgovara karakteristicˇnom korenu
z. U susˇtini, E mozˇe biti matrica jedinicˇnog ranga, oblika E = suw∗, za neki
vektor w ∈ Cn, za koji je w∗v = 1. Ako je posmatrana norma Euklidska, ovo
je ocˇigledno za w = v. U ostalim slucˇajevima (kada je ||.|| proizvoljna norma),
postojanje vektora w koji ispunjava zadate uslove se mozˇe interpretirati kao
postojanje linearnog funkcionala L na Cn, za koji je ||Lv|| = 1 i ||L|| = 1,
cˇiju egzistenciju obezbed¯uje Han-Banahova teorema.
Kako se velicˇina matrice perturbacija E obicˇno meri njenom Euklidskom
normom, koja se mozˇe definisati kao najvec´a singularna vrednost od E, pse-
udokarakteristicˇni koren z matrice A se karakteriˇse cˇinjenicom da minimalna
singularna vrednost od zI − A nije vec´a od ε, za proizvoljno mali pozitivan
broj ε. U knjizi [168] data je i definicija koja vazˇi samo za ε-pseudospe-
ktar racˇunat u Euklidskoj normi. Ovde je navodimo tako da vazˇi u opsˇtem
slucˇaju:
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Definicija 3.4. Za proizvoljan ε ≥ 0 i datu matricu A = [aij] ∈ Cn,n,
ε-pseudospektar matrice A je skup
Λε(A) := {z ∈ C : σmin(zI −A) ≤ ε}. (76)
Ova karakterizacija dozvoljava racˇunanje ε-pseudospektra matrice A kao
skupa svih kompleksnih brojeva z za koje funkcija f(z) := σmin(zI − A)
ima vrednost manju od zadate na mrezˇi u kompleksnoj ravni, ili racˇunanje
granica ovih skupova metodama kontinuacije [166, 181]. S druge strane,
ako ε-pseudospektar matrice A konacˇne dimenzije posmatramo kao prirodnu
ekstenziju spektra, mozˇe se postaviti pitanje velicˇine norme rezolvente. U
opsˇtem slucˇaju vazˇi:
||(zI − A)−1||−1 ≥ dist(z,Λ(A)),
gde je dist(z,Λ(A)) rastojanje od proizvoljnog kompleksnog broja z do spe-
ktra, dok u nirmalnom slucˇaju tj. za AAH = AHA vazˇi jednakost. Tada se
mozˇe rec´i da je ε-pseudospektar matrice A unija otvorenih ε-kugli oko tacˇaka
spektra, dok u nenormalnom slucˇaju to ne vazˇi. Kao sˇto je poznato, Euklid-
ska norma rezolvente jednaka je najvec´oj singularnoj vrednosti, tj. inverzu
najmanje singularne vrednosti matrice zI−A. Stoga je u normalnom slucˇaju
povrsˇ ||(zI − A)−1||−1 potpuno odred¯ena svojim karakteristicˇnim korenima,
dok u nenormalnom slucˇaju gornja nejednakost predstavlja samo donju gra-
nicu, pa se o obliku povrsˇi ne mozˇe zakljucˇiti na osnovu karakteristicˇnih
korena [166].
Kao u prethodnom poglavlju, u nastavku najpre predstavljamo poznate
rezultate navedene u radu [92], za standardni slucˇaj, koji cˇine teorijsku po-
dlogu za racˇunanje ε-pseudospektra za SEP. Nadalje c´emo, u skladu sa ozna-
kama navedenim u prvom poglavlju, u standardnom slucˇaju (SEP), za zadatu
matricu A, ε-pseudospektar ovog problema oznacˇavati sa Λε(P1), buduc´i da
je SEP definisan matricˇnom funkcijom P1(z) = zI−A, koja zavisi od matrice
A = [aij ] ∈ Cn,n. Ideja je da, zatim, generalizujemo ove rezultate na PEP.
Kako su prema Teoremi 3.1 sve definicije ε-pseudospektra ekvivalentne,
one c´e predstavljati podlogu za dalji rad.
Tako je prva definicija (73) koriˇsc´ena kao podloga za rezultat, naveden u
radu [34], za standardni slucˇaj, dat u obliku naredne leme i nazvan princip
lokalizacije:
Lema 3.1. Za datu funkciju µ : Cn,n → R, takvu da za proizvoljnu matricu
A vazˇi :
||A−1||−1∞ ≥ µ(A) (77)
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je
Λε(A) ⊆ Θµε (A) := {z ∈ C : µ(A− zI) ≤ ε}. (78)
U prethodnoj notaciji, lako se vidi da je uslov (78) ekvivalentan sa Λε(P1) ⊆
Θµε (P1) := {z ∈ C : µ(P1(z)) ≤ ε}. Ova lema ukazuje na to da se za razlicˇite
granice µ mogu dobiti razlicˇite lokalizacione oblasti za ε-pseudospektar po-
smatrane funkcije. Stoga c´emo u nastavku navesti nekoliko razlicˇitih granica
µ, uz napomenu da c´e norma u kojoj se racˇunaju lokalizacioni skupovi za
ε-pseudospektar biti naglasˇena, jer se iz oznake Λε(P1) to ne mozˇe zakljucˇiti.
Na osnovu oznake P1 mozˇe se, med¯utim, zakljucˇiti za koju vrstu PEP se ko-
nstruiˇse ε-pseudospektralni lokalizacioni skup: Λε(P1) je ε-pseudospektralni
lokalizacioni skup za SEP (gde je P1(z) = zI −A), odnosno GEP (za koji je
P1(z) = zB−A), Λε(P2) je ε-pseudospektralni lokalizacioni skup za QEP, za
funkciju P2(z) = z
2C+zB+A, itd. Ukoliko je potrebno naglasiti broj tacˇaka
nad kojima algoritam konstruiˇse lokalizacione skupove za ε-pseudospektar
matricˇne funkcije P nadalje c´emo koristiti oznaku Θµε (Pm) za ove skupove.
Buduc´i da se u dostupnoj literaturi granice na osnovu kojih se vrsˇi lokali-
zacija ε-pseudospektra racˇunaju uglavnom u Euklidskoj normi, kao i da se
pomenute granice razlikuju i u zavisnosti od norme u kojoj se posmatraju,
posebno c´e biti diskutovane granice u normi beskonacˇno, u kom slucˇaju c´e
oznaka ε-pseudospektra za takve granice µ biti Θµε (P ), odnosno Θ
µ
ε (Pm) uko-
liko je potrebno naglasiti stepen m polinomne funkcije koja odred¯uje posma-
trani problem, a posebno one u Euklidskoj normi, u kom slucˇaju c´e oznaka
ε-pseudospektra za takve granice ν biti Θνε(P ), odnosno Θ
ν
ε(Pm), ukoliko je
potrebno naglasiti stepen m polinomne funkcije koja odred¯uje posmatrani
problem. I ovde, ukoliko je potrebno naglasiti broj tacˇaka nad kojima algo-
ritam konstruiˇse lokalizacione skupove za ε-pseudospektar matricˇne funkcije
P nadalje c´emo koristiti oznaku Θνε(P1) za ove skupove, gde t oznacˇava broj
tacˇaka mrezˇe kompleksnih brojeva nad kojima algoritam konstruiˇse lokali-
zacione skupove za ε-pseudospektar matricˇne funkcije P1 za SEP i GEP,
odnosno Θνε(Pm) za PEP, gde je m stepen matricˇnog polinoma P .
Sledec´i ideju lokalizacije ε-pseudospektra za SEP, navedenu u radu [92],
najpre c´emo predstaviti granice za lokalizaciju ε-pseudospektra matrice A
(koja odred¯uje posmatrani SEP) u normi beskonacˇno, a zatim i granice za
lokalizaciju ε-pseudospektra matrice A u Euklidskoj normi. U tom pravcu,
prva granica, cˇija konstrukcija se oslanja na osobine klase SDD matrica, data
je sledec´om Lemom, navedenom i dokazanom u istom radu ([92]):
Lema 3.2. Za datu matricu A = [aij ] ∈ Cn,n vazˇi:
||A−1||−1∞ ≥ µ1(A) := min
i∈N
(|aii| − ri(A)) (79)
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Prethodna Lema predstavlja teorijsku podlogu za narednu teoremu, koja
je veoma vazˇna jer tvrdi da lokalizacioni skup Θµε (P1) sadrzˇi sve pseudokara-
kteristicˇne korene matricˇne funkcije P1(z) = zI − A koja definiˇse SEP. Ova
Teorema je takod¯e navedena u radu [92] za standardni slucˇaj. Navedimo je
ovde u odnosu na prethodne oznake, koriˇsc´ene u ovoj disertaciji:
Teorema 3.2. Za proizvoljnu matricu A = [aij ] ∈ Cn,n i funkciju P1(z) =
zI − A koja odred¯uje SEP vazˇi:
Λε(P1) ⊆ Θµ1ε (P1) :=
⋃
i∈N
{z ∈ C : |aii − z| ≤ ri(A) + ε}. (80)
Ocˇigledno je da za ε = 0, ε-pseudospektar se poklapa sa spektrom funkcije
P1, a skup Θ
µ1
ε (P1) se poklapa sa lokalizacionim skupom Gersˇgorinovog tipa
za SEP, ΘS(P1).
Kako je generalizacija uslova dijagonalne dominacije dala klasu matrica
kod kojih su sve vrste, osim, eventualno, jedne, strogo dijagonalno domi-
nantne (klasu matrica Sd), naredna granica za ocenu norme beskonacˇnosti
inverza matrice A je povezana sa ovom klasom.
Lema 3.3. Za datu matricu A = [aij ] ∈ Cn,n vazˇi
||A−1||−1∞ ≥ µ2(A) := min
i 6=j:|aii|+rj(A)6=0
|aii||ajj| − ri(A)rj(A)
|aii|+ rj(A) , (81)
gde je u trivijalnom slucˇaju A = 0, granica µ2(A) = 0.
Lema 3.3 daje ocenu inverza norme beskonacˇno inverza matrice A i pred-
stavlja podlogu za narednu lokalizacionu teoremu, takod¯e navedenu u radu
[92]. Ova teorema daje lokalizaciju ε-pseudospektra matrice A, tj. lokalizaci-
ju ε-pseudospektra SEP oslanjajuc´i se na poznatu ocenu norme koja odgovara
klasi Sd matrica. Ovde je navodimo u odnosu na prethodne oznake:
Teorema 3.3. Za proizvoljnu matricu A = [aij ] ∈ Cn,n, i funkciju P1(z) =
zI − A koja odred¯uje posmatrani SEP, skup
Θµ2ε (P1) :=
⋃
i 6=j
{z ∈ C : |z − aii|(|z − ajj| − ε) ≤ rj(A)(ri(A) + ε)} (82)
lokalizuje ε-pseudospektar matricˇne funkcije P1 koja odred¯uje SEP, tj. vazˇi
Λε(P1) ⊆ Θµ2ε (P1).
I u ovom slucˇaju za ε = 0, ε-pseudospektar se poklapa sa spektrom, a
skup Θµ2ε (P1) postaje originalni skup Θ
Sd(P1).
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Josˇ jedan interesantan rezultat za ocenu norme beskonacˇnosti inverza
matrice A dat je u istom radu ([92]). Ovaj rezultat povezan je sa osobinama
klase S-SDD matrica. Dokaz ja analogan sa prethodna dva. Pratec´i pretho-
dne oznake i formulacije odgovarajuc´e Leme i Teoreme iz rada [92] za ovu
granicu, uvedimo sledec´e oznake: neka je
T := {(i, j) ∈ S × S¯ : |aii| > rSi (A) ∧ |ajj| > rS¯i (A)},
i, za (i, j) ∈ T , definiˇsimo:
αSi,j(A) :=
(|aii| − rSi (A))(|ajj| − rS¯j (A))− rS¯i (A)rSj (A)
max{|aii| − rSi (A) + rS¯j (A), |ajj| − rS¯j (A) + rS¯i (A)}
.
Vazˇi sledec´a Lema:
Lema 3.4. Za datu matricu A = [aij ] ∈ Cn,n i proizvoljan skup indeksa
S ⊆ N , vazˇi nejednakost:
||A−1||−1∞ ≥ µ3(A) := min{min
i∈S
(|aii| − rSi (A)), min
j∈S¯(A)
(|ajj | − rS¯j (A)), min
(i,j)∈T
αSij(A)} (83)
Kao i ranije, naredni lokalizacioni rezultat sledi direktno iz uslova (83)
i Leme 1. Ovde c´emo takod¯e navesti ovu teoremu u odnosu na prethodno
navedene oznake u ovoj disertaciji:
Teorema 3.4. Za proizvoljnu matricu A = [aij ] ∈ Cn,n, funkciju
P1(z) = zIA ∈ Nn(Ω) koja odred¯uje SEP i proizvoljan skup indeksa S,
ε-pseudospektar SEP je lokalizovan skupom Θµ3ε (P1), tj.
Λε(P1) ⊆ Θµ3ε (P1) := ΓSε (P1) ∪ ΓS¯ε (P1) ∪ V Sε (P1) ∪ V S¯ε (P1), (84)
gde su
ΓSε (P1) :=
⋃
i∈S
{z ∈ C : |z − aii| ≤ rSi (A) + ε},
ΓS¯ε (P1) :=
⋃
j∈S¯
{z ∈ C : |z − ajj| ≤ rS¯j (A) + ε},
V Sε (P1) :=
⋃
i∈S,j∈S¯
{z ∈ C : (|z − aii| − rSi (A)− ε)(|z − ajj | − rS¯j (A)) ≤ rS¯i (A)(rSj (A) + ε)},
V S¯ε (P1) :=
⋃
i∈S,j∈S¯
{z ∈ C : (|z − aii| − rSi (A))(|z − ajj | − rS¯j (A)− ε) ≤ (rS¯i (A) + ε)rSj (A)}.
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Iako se ε-pseudospektar matrica mozˇe racˇunati u bilo kojoj normi, u
literaturi je najcˇesˇc´e u upotrebi Euklidska norma. Stoga u nastavku dajemo
leme i odgovarajuc´e teoreme koje daju ocene donjih granica za lokalizaciju
ε-pseudospektra u Euklidskoj normi za SEP, date u radu [92]. Za razliku od
ocena za normu beskonacˇno, definisanih u odnosu na poznate klase matrica
SDD-tipa, u slucˇaju granica za ocenu Euklidske norme ne mozˇemo govoriti o
povezanosti u smislu inkluzija u odnosu na poznate klase matrica SDD-tipa.
Opsˇta ideja za formulaciju donje granice za ocenu inverza norme inverza
u Euklidskoj normi se zasniva na poznatom rezultatu da za proizvoljnu ma-
tricu A ∈ Cn,n:
||A||2 ≤
√
||A||∞||A||1 =
√
||A||∞||AT ||∞ ≤ max{||A||∞, ||AT ||∞}.
Polazec´i od ovog rezultata, za ocenu inverza norme inverza u Euklidskoj
normi konstruisana je sledec´a Lema, koju ovde navodimo kao u radu [92]:
Lema 3.5. Za proizvoljnu matricu A = [aij ] ∈ Cn,n i k ∈ {1, 2, 3} vazˇi
nejednakost:
||A−1||−12 ≥
√
µk(A)νk(AT ) ≥ min{µk(A), νk(AT )} (85)
Osim navedenih, drugacˇije granice νk(A) za ocenu inverza Euklidske
norme inverza u standardnom slucˇaju (za datu matricu A = [aij ] ∈ Cn,n)
date su u radu [34]:
ν1(A) := min
i∈N
(|aii| − si(A)),
ν2(A) := min
i∈N
(
√
|aii|2 + 1
4
(ri(A)− ci(A))2 − si(A)),
ν3(A) := min
i,j∈N,i 6=j
(
1
2
(|aii|+ |ajj|)−
√
1
4
(|aii| − |ajj|)2 + si(A)sj(A)),
gde je si(A) :=
ri(A)+ci(A)
2
, za i ∈ N .
Na osnovu lokalizacionog principa, tj. Leme 3.1 i Leme 3.5 navedene
granice za ocenu norme inverza matrice A proizvode lokalizacione skupove
za lokalizaciju ε-pseudospektra SEP u Euklidskoj normi [34] Θνkε (P1) := {z ∈
C : νk(P1(z)) > 0}, za k = 1, 2, 3. U odnosu na navedene rezultate, u do sada
dostupnoj literaturi, navedene granice ocene inverza (Euklidske i beskonacˇne)
norme inverza nisu generalizovane na slucˇajeve matricˇnih polinoma stepena
vec´eg ili jednakog od dva.
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3.2 Pseudospektar PEP
Zakljucˇak koji se nametnuo tokom ovih proucˇavanja PEP je da pse-
udospektar obezbed¯uje moc´an okvir za numericˇku analizu naucˇnih pro-
blema koji susˇtinski zavise od resˇenja problema karakteristicˇnih korena (vidi
[168]). Otud i ekspanzija proucˇavanja na temu lokalizacije ε-pseudospektra,
ukljucˇujuc´i teoriju i primene (vidi [1, 2, 3, 49, 168]). ε-pseudospektar ma-
tricˇnih polinoma je proucˇavan pokrivajuc´i teorijske i prakticˇne aspekte u
radovima [18, 23, 52, 71, 102, 106, 107, 131, 161, 168, 171, 172]. Pa ipak,
teorijski okvir za analizu ε-pseudospektra matricˇnih polinoma nije razvijen
u meri u kojoj je razvijen teorijski okvir za standardni slucˇaj. U posle-
dnjih par decenija nekoliko neekvivalentnih definicija ε-pseudospektra GEP
je bilo predlozˇeno [23, 52, 71, 131, 161, 168, 171, 172], sˇto ukazuje da postoji
nekoliko nacˇina na koji se mozˇe definisati ε-pseudospektar matricˇnih poli-
noma. Odatle se namec´e pitanje: da li je moguc´e razviti teorijski okvir za
ε-pseudospektar matricˇnih polinoma na isti nacˇin kao za matricu A? Kako
formulisati granice za lokalizaciju ε-pseudospektra matricˇnih polinoma koji
c´e dati dovoljno dobre lokalizacione rezultate?
Pseudospektar matricˇnog polinoma cˇine karakteristicˇni koreni perturbo-
vane ili bucˇne matrice polinoma [27]. Inspirisani idejama lokalizacije ε-
pseudospektra za SEP koriˇsc´enih u radu [34], mi c´emo generalizovati ovu
tehniku na nelinearne, tacˇnije polinomne probleme karakteristicˇnih korena,
povezujuc´i tako ε-pseudospektar matricˇnih polinoma sa odgovarajuc´im lo-
kalizacijama Gersˇgorinovog tipa, dobijenih upotrebom osobine dijagonalne
dominacije. Buduc´i da u dostupnoj literaturi ovakav nacˇin lokalizacije ε-
pseudospektra PEP nije primenjivan, rezultati predstavljeni u ovoj disertaciji
su originalni.
U dostupnoj literaturi, pored proucˇavanja ε-pseudospektra SEP, dosta
pazˇnje je posvec´eno i proucˇavanju ε-pseudospektra GEP [52, 106, 162, 171].
Analiza raznih svojstava matrica (kao sˇto su stabilnost dinamicˇkih sistema,
robusna stabilnost, ponasˇanje pri prelasku, nenormalna dinamika, itd.) u
prakticˇnim problemima u nauci i inzˇenjerstvu implicirale su ideju da se
istrazˇi i dobije tehnika za lokalizaciju ε-pseudospektra za PEP, na nacˇin kao
u radu [34].
Ponovimo da je matricˇni polinom koji odred¯uje posmatrani NLEP reda
m oblika Pm(z) = z
mAn + z
m−1Am−1 + ... + A0, za date kompleksne kva-
dratne matrice Ai, gde je i = 1, 2, ...., m. Nek su dati nenegativni parametri
α0, α2, . . . , αm i njima definisan polinom q(ω) := α0 + α1ω + . . . + αmω
m.
Za dato ε ≥ 0, u radu [161] data je definicija ε-pseudospektra matricˇnog
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polinoma Pm sa
Λq,ε(z) = {z ∈ C : (P (z) + ∆Pm(z)) v = 0, v 6= 0, ||∆Ak|| ≤ εαk, 0 ≤ k ≤ m} ,
pri cˇemu je ∆Pm(z) =
∑m
k=0∆Akz
k a αk su nenegativni parametri koji do-
zvoljavaju slobodu merenja perturbacija u apsolutnom (za αk ≡ 1) ili u rela-
tivnom smislu (za αk = ||Ak||). Za vrednost αk = 0, ∆Ak = 0, perturbacije
su izbegnute [161].
Prema prethodnoj definiciji ε-pseudospektar matricˇnog polinoma Pm, u
oznaci Λq,ε(Pm), predstavlja skup svih kompleksnih brojeva koji su karakteri-
sticˇni koreni nekog perturbovanog matricˇnog polinoma Pm(z) +∆Pm(z) cˇije
su norme ||∆Ak|| ≤ εαk, tj. koji su ”ε-blizu”matricˇnom polinomu Pm. Da-
kle, ε-pseudospektar matricˇnog polinoma predstavlja skupove u kompleksnoj
ravni u koje se karakteristicˇni koreni matricˇnog polinoma Pm mogu pomeriti
odgovarajuc´im perturbacijama koeficijenata matricˇnog polinoma.
U istom radu data je josˇ jedna definicija ε-pseudospektra za matricˇne
polinome Pm, veoma vazˇna za konstrukcije pseudospektralnih lokalizacionih
skupova. Ova definicija proizilazi direktno iz Definicije 3.1:
Λq,ε(Pm) = {z ∈ C : ||Pm(z)−1||−1 ≤ εq(|z|)}. (86)
Neke osobine ovako definisanog ε-pseudospektra matricˇnih polinoma Pm
naveli su (bez dokaza) Hajam i Tiseur u radu [71] (Teorema 2.3, [71]):
Teorema 3.5. Za svaki matricˇni polinom Pm, m ≥ 2, vazˇi:
• Λε1(Pm) ⊆ Λε2(Pm), za 0 ≤ ε1 ≤ ε2,
• Λε(Pm) je neprazan i zatvoren sa najviˇse mn povezanih komponenti na
Rimanovoj sferi,
• Λε(P ∗m) = Λε(Pm)∗,
• Ako je matrica Am + ∆Am regularna za svako ∆Am, za koje je
||∆Am|| < ε, tada ∞ nije pseudokarakteristicˇni koren i skup Λε(Pm) je
ogranicˇen u kompleksnoj ravni,
• Pretpostavimo da je Am singularna i neka je ε∗ = min{maxk ||Akz|| :
z ∈ Cn,n, ||z|| = 1, Amz = 0}. Tada je Λε(Pm) = Cˆ za svaki epsilon za
koji je ε ≥ ε∗.
Lokalizacione skupove za ε-pseudospektar funkcije Pm konstruisane na
osnovu zadatih granica µk za ocenu inverza norme beskonacˇno i νk za ocenu
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inverza Euklidske norme inverza matricˇnog polinoma Pm c´emo oznacˇiti sa
Θµkq,ε(Pm) ⊆ C∞ i Θνkq,ε(Pm) ⊆ C∞, respektivno, naglasivsˇi na taj nacˇin da oni
zavise od vrednosti ε ≥ 0 i polinoma q, gore definisanog. Vazˇi:
Λ(Pm) ⊆ Λq,ε(Pm) ⊆ Θµkq,ε(Pm),
Λ(Pm) ⊆ Λq,ε(Pm) ⊆ Θνkq,ε(Pm).
3.2.1 Lokalizacije pseudospektra PEP u normi beskonacˇno
Lokalizacije ε-pseudospektra u normi beskonacˇno nisu mnogo proucˇavane
u literaturi, za razliku od lokalizacija ε-pseudospektra u Euklidskoj normi za
SEP i GEP [34, 52, 73, 101, 102, 106, 115, 159, 162, 171]. Razne oblasti i
procesi kao sˇto su: transport, mesˇanje, paljenje, evolucija, ekonomske flu-
ktuacije, elasticˇnost, mehanika itd., predstavljaju samo neke od sistema sa
kasˇnjenjem, cˇija je istorija i detaljna primena lepo opisana u [139]. Racˇunanje
ε-pseudospektra navedenih i drugih nelinearnih problema karakteristicˇnih ko-
rena nije lak zadatak, buduc´i da matricˇna funkcija koja opisuje odgovarajuc´i
NLEP ima polinomni oblik stepena vec´eg ili jednakog od dva. Ako se po-
stavi pitanje zasˇto se ovi lokalizacioni skupovi konstruiˇsu u odnosu na normu
beskonacˇno, mozˇe se navesti primer ocene robusnosti sistema sa kasˇnjenjem
na ulazna kasˇnjenja, za koje se ispostavlja da norma beskonacˇno igra vazˇnu
ulogu [139]. Dalje, za analizu robusnosti sistema sa kasˇnjenjem u odnosu na
nestrukturirane neizvesnosti, u radu [139] su dati odgovarajuc´i kriterijumi
bazirani na tri koncepta stabilnosti. Takod¯e, testovi algebarske stabilnosti
pokazali su se korisnim u povezivanju sa kontrolnim metodama za sisteme sa
kasˇnjenjem.
Mi c´emo, med¯utim, u cilju generalizacije tehnike lokalizacije spektra i ε-
pseudospektra koja se oslanja na Gersˇgorinovu teoremu, primeniti tehniku
opisanu u prethodnom poglavlju za lokalizaciju spektra linearne matricˇne
funkcije P1 na lokalizaciju ε-pseudospektra matricˇnog polinoma Pm u normi
beskonacˇno, kako bismo obezbedili opsˇti pristup konceptu lokalizacije uopsˇte.
U tom pravcu, najpre je potrebno definisati donje granice za konstrukciju
pseudospektralnih lokalizacija za matricˇne polinome u ovoj normi. Ideja za
formulaciju granica potekla je iz rada [92], u kome su ove granice formu-
lisane za slucˇaj SEP, a ovde c´e biti uopsˇtena tako da vazˇi za slucˇaj PEP
stepena vec´eg ili jednakog od dva. Buduc´i da c´emo razmatrati lokalizacije
ε-pseudospektra matricˇnog polinoma Pm, m ≥ 2, u odnosu na proizvoljne
perturbacije zadatog reda u apsolutnom i relativnom smislu, u nastavku da-
jemo nekoliko donjih granica za ocenu ||Pm(z)−1||−1 u ovoj normi i njihovu
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vezu sa klasama SDD-tipa. Imajuc´i u vidu Lemu 3.1 (princip lokalizacije),
navedenu na pocˇetku ovog poglavlja, Lemu 2.1 iz rada [161] i definiciju ma-
tricˇnog polinoma Pm, m ≥ 2, za zadatu funkciju µ : Cn,n → R takvu da za
proizvoljni matricˇni polinom Pm, m ≥ 2,
||Pm(z)−1||−1∞ ≥ µ(z), (87)
imamo da je:
Λq,ε(Pm) ⊆ Θµq,ε(Pm) := {z ∈ C : µ(z) ≤ εq(|z|)}, (88)
za q(z) i αk definisane u prethodnoj sekciji. Koristec´i nejednakost (88),
moguc´e je razmatrati donje granice µ za ocenu ||Pm(z)−1||−1 u razlicˇitim
normama i konstruisati odgovarajuc´e lokalizacije ε-pseudospektra matricˇnog
polinoma Pm, m ≥ 2.
Na taj nacˇin dobijamo po ugledu na lokalizacije pseudospektra matrica,
sledec´e lokalizacije pseudospektra matricˇnoh polinoma. Prvo, na osnovu
funkcije µ1 povezane sa klasom S dobijamo ε-pseudo Gersˇgorinov skup
(za matricˇni polinom Pm):
Θµ1q,ε(Pm) :=
⋃
i∈N
Θµ1,iq,ε (Pm) (89)
gde je
Θµ1,iq,ε (Pm) := {z ∈ C : |pii(z)| ≤
∑
j 6=i
|pij(z)|+ εq(|z|)}. (90)
Na osnovu lokalizacionog principa, skup Θµ1q,ε(Pm) lokalizuje ε-pseudospektar
matricˇnog polinoma Pm, tj., Λq,ε(Pm) ⊆ Θµ1q,ε(Pm).
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Slika 22: Skup Θµ1q,ε(P2) za problem iz primera 3.1
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Primer 3.1. Za date matrice
A =
 3 1 10 2 1
1 1 3
 , B =
 4 1 10 4 1
1 1 4
 , C =
 3 0 22 3 0
0 0 3

i matricˇnu funkciju P2(z) = z
2C + zB + A, Slika 22 ilustruje skup Θµ1q,ε(P2)
za perturbacije merene u apsolutnom smislu (Slika 22(a)) i relativnom smislu
(Slika 22(b)) i ε = 0.1. U odnosu na mali format matrica koje opisuju ovaj
problem, posmatrani skup mozˇemo predstaviti analiticˇki
Θµ1q,ε(P2) =
3⋃
i=1
Θµ1,iq,ε (P2),
gde su
Θµ1,1q,ε (P2) := {z ∈ C : |3z2 + 4z + 3| ≤ |z + 1|+ |2z2 + z + 1|+ ε(q(|z|))},
Θµ1,2q,ε (P2) := {z ∈ C : |3z2 + 4z + 2| ≤ |z + 1|+ 2|z2|+ ε(q(|z|))},
Θµ1,3q,ε (P2) := {z ∈ C : |3z2 + 4z + 3| ≤ 2|z + 1|+ ε(q(|z|))}.
Pri merenju perturbacija u apsolutnom smislu, ε-pseudospektar se sastoji
iz cˇetiri nepovezane komponente koje sadrzˇe sve pseudokarakteristivcne ko-
rene (Slika 22(a)), dok pri relativnim perturbacijama ε-pseudospektar funk-
cije P2 se sastoji iz jedne komponente koja sadrzˇi sve pseudokarakteristicˇne
korene (Slika 22(b)). Kao sˇto je i ocˇekivano, promenom vrednosti ε, menjac´e
se i oblik ε-pseudospektra (vidi Teoremu 3.5, tacˇka 1), ali se tada menja i
lokalizacioni skup. Povec´anjem vrednosti ε, povec´ava se i lokalizacioni skup
i ε-pseudospektar (Teorema 3.5, tacˇka 1).
Naredna lokalizacija koju ovde dajemo, povezana sa klasom Sd, definisa-
nih uslovom (14). Prema Lemi 3.3 i Teoremi 3.3, za dati matricˇni polinom
Pm(z) = [pij(z)] ∈ Cn,n, vazˇi:
||Pm(z)−1||−1∞ ≥ µ2(Pm(z)) = min
|pii(z)||pjj(z)| −
∑
k 6=i |pik(z)|
∑
l 6=j |pjl(z)|
|pii(z)|+
∑
l 6=j |pjl(z)|
(91)
gde se minimum racˇuna po svim i 6= j za koje je |pii(z)| +
∑
l 6=j |plj(z)| 6= 0,
i, u trivijalnom slucˇaju, za Pm(z) = 0, µ2(z) = 0.
Odgovarajuc´i lokalizacioni skup ε-pseudospektra za matricˇni polinom
Pm(z) = [pij(z)] ∈ Cn,n je oblika:
Θµ2q,ε(Pm) :=
⋃
i∈N
⋃
i 6=j
Θµ2,i,jq,ε (z), (92)
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gde je
Θµ2,i,jq,ε (z) = {z ∈ C : |pii(z)|(|pjj(z)|−εq(|z|)) ≤
∑
j 6=l
|pjl(z)|(
∑
k 6=i
|pik|+εq(|z|))}.
Na osnovu lokalizacionog principa, skup Θµ2q,ε(Pm) lokalizuje ε-pseudospektar
matricˇnog polinoma Pm, tj., Λq,ε(Pm) ⊆ Θµ2q,ε(Pm).
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Slika 23: Skup Θµ2q,ε(P2) za problem iz primera 3.2
Primer 3.2. Za date matrice iz primera 3.1, Slika 23 ilustruje skup Θµ2q,ε(P2)
za perturbacije merene u apsolutnom smislu (Slika 23(a)) i relativnom smislu
(Slika 23(b)) i ε = 0.1.
Predstavimo posmatrani skup analiticˇki:
Θµ2q,ε(P2) =
3⋃
i=1
Θµ2,i,jq,ε (P2),
gde su
Θµ2,1,2q,ε (P2) := {z ∈ C : |3z2 + 4z + 3| · (|3z2 + 4z + 2| − εq(|z|) ≤
≤ (|z + 1|+ |2z2 + z + 1|+ ε(q(|z|))) · (|z + 1|+ 2|z2|)},
Θµ2,1,3q,ε (P2) := {z ∈ C : |3z2 + 4z + 3| · (|3z2 + 4z + 3| − εq(|z|)) ≤
≤ (|z + 1|+ |2z2 + z + 1|+ ε(q(|z|))) · 2|z + 1|},
Θµ2,2,1q,ε (P2) := {z ∈ C : |3z2 + 4z + 2| · (|3z2 + 4z + 3| − εq(|z|)) ≤
≤ (|z + 1|+ 2|z2|+ ε(q(|z|))) · (|z + 1|+ |2z2 + z + 1|)},
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Θµ2,2,3q,ε (P2) := {z ∈ C : |3z2 + 4z + 2| · (|3z2 + 4z + 3| − εq(|z|)) ≤
≤ (|z + 1|+ 2|z2|+ ε(q(|z|))) · 2|z + 1|},
Θµ2,3,1q,ε (P2) := {z ∈ C : |3z2 + 4z + 3| · (|3z2 + 4z + 3| − εq(|z|)) ≤
≤ (2|z + 1|+ ε(q(|z|))) · (|z + 1|+ |z2 + z + 1|)},
Θµ2,3,2q,ε (P2) := {z ∈ C : |3z2 + 4z + 3| · (|3z2 + 4z + 2| − εq(|z|)) ≤
≤ (2|z + 1|+ ε(q(|z|))) · (|z + 1|+ 2|z2|)}.
Pri merenju perturbacija u apsolutnom smislu, ε-pseudospektar se sastoji
iz cˇetiri nepovezane komponente koje sadrzˇe sve pseudokarakteristivcne ko-
rene (Slika 23(a)), dok pri relativnim perturbacijama ε-pseudospektar funkci-
je P2 se sastoji iz jedne komponente i sadrzˇi sve pseudokarakteristicˇne korene
(Slika 23(b)).
Analogno prethodnim razmatranjima i konstrukcijama za SEP, josˇ jedan
interesantan rezultat za dobijanje lokalizacija ε-pseudospektra matricˇnog po-
linoma Pm, konstruisanih na osnovu teorema Gersˇgorinovog tipa, se mozˇe
dobiti koriˇsc´enjem osobina klase matrica SΣ. Da bismo pojednostavili no-
taciju, na isti nacˇin kao u radu [34], oznacˇimo sa J(z) := {(i, j) ∈ S × S¯ :
|pii(z)| > rSi (z) i |pjj(z)| > rS¯j (z)}, i, za (i, j) ∈ J , definiˇsemo:
αSij(z) :=
(|pii(z)| − rSi (z))(|pjj(z)| − rS¯j (z))− rS¯i (z)rSj (z)
max{|pii(z)| − rSi (z) + rSj (z), |pjj(z)| − rS¯j (z) + rS¯i (z)}
.
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Slika 24: Skup Θµ3q,ε(P2) za problem iz primera 3.3
Uzevsˇi u obzir Lemu 3.4 i Teoremu 3.4, za dati matricˇni polinom
Pm(z) = [pij(z)] ∈ Cn,n i proizvoljan skup indeksa S ⊆ N i S¯ = N\S
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vazˇi:
||Pm(z)−1||−1∞ ≥ µ3(Pm(z)) := min{min
i∈S
(|pii(z)|−rSi (z)),min
j∈S¯
(|pjj(z)|−rS¯j (z)), min
(i,j)∈J(z)
αSij(z)}.
(93)
Tada, za dati matricˇni polinom Pm(z) i proizvoljan skup indeksa S ⊆ N ,
skup Θµ3q,ε(Pm), lokalizuje ε-pseudospektar matricˇnog polinoma Pm prema
Lemi 3.4 i Teoremi 3.4:
Λq,ε(Pm) ⊆ Θµ3q,ε(Pm) := ΓSq,ε(Pm) ∪ ΓS¯q,ε(Pm) ∪ V Sq,ε(Pm) ∪ V S¯q,ε(Pm), (94)
gde je
ΓSq,ε(Pm) :=
⋃
i∈S
{z ∈ C : |pii(z)| ≤ rSi (z) + εq(|z|)},
ΓS¯q,ε(Pm) :=
⋃
j∈S¯
{z ∈ C : |pjj(z)| ≤ rS¯j (z) + εq(|z|)},
V Sq,ε(Pm) :=
⋃
i∈S,j∈S¯
{z ∈ C : (|pii(z)| − rSi (z)− εq(|z|))(|pjj(z)| − rS¯j (z))
≤ rS¯i (z)(rSj (z) + εq(|z|))},
V S¯q,ε(Pm) :=
⋃
i∈S,j∈S¯
{z ∈ C : (|pii(z)| − rSi (z))(|pjj(z)| − rS¯j (z)− εq(|z|))
≤ (rS¯i (z) + εq(|z|))rSj (z)}.
Primer 3.3. Za date matrice iz primera 3.1, Slika 24 ilustruje skup Θµ3q,ε(P2)
za perturbacije merene u apsolutnom smislu (Slika 24(a)) i relativnom smi-
slu (Slika 24(b)) i ε = 0.1. Kako su ovi skupovi znatno komplikovaniji
za racˇunanje od skupova Θµiq,ε(P2), i = 1, 2, ovde ih nec´emo navoditi ana-
liticˇki. Na Slici 25 prikazani su svi napred pomenuti lokalizacioni skupovi
Gersˇgorinovog tipa za ε-pseudospektar funkcije P2 zadate u primeru 3.1, za
perturbacije merene u apsolutnom (Slika 25(a)) i relativnom smislu (Slika
25(b)), za zadati ε = 0.1.
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Slika 25: skupovi Θµiq,ε(P ), i = 1, 2, 3 za problem iz primera 3.1
3.2.2 Lokalizacija pseudospektra za PEP u Euklidskoj normi
Lokalizacija ε-pseudospektra za SEP i GEP u Euklidskoj normi dosta je
proucˇavana u literaturi. Tacˇnije, u proucˇavanjima ε-pseudospektra Euklid-
ska norma je ona koja se po pravilu koristi za ocenu inverza norme inverza
i konstrukciju granica za lokalizacione skupove, jer je jednaka najvec´oj si-
ngularnoj vrednosti, i norma inverza jednaka je inverzu najmanje singularne
vrednosti od zI − A [168]. Stoga c´emo se u ovom delu baviti konstrukci-
jom granica za ocenu inverza Euklidske norme inverza polinomne matricˇne
funkcije Pm koja odred¯uje posmatrani PEP oslanjajuc´i se na radove [34, 92]
i prethodnu sekciju. U dostupnoj literaturi nisu definisane granice ovog tipa
za lokalizaciju ε-pseudospektra matricˇnog polinoma Pm, pa dole definisane
granice predstavljaju nove rezultate potrebne za konstrukciju lokalizacionih
skupova za ε-pseudospektar matricˇnog polinoma Pm (u Euklidskoj normi).
U radu [161], Euklidska norma inverza matricˇnog polinoma Pm je
data u obliku ||Pm(z)−1||−12 = σmin(Pm(z)), gde je σmin najmanja sin-
gularna vrednost. Koristec´i dobro poznatu faktorizaciju σmin(Pm(z)) =√
λmin(Pm(z)HPm(z)), Tiseur je aproksimirao 2-normu inverza matricˇnog
polinoma Pm i-tom stepenom iteracijom Lancosovom metodom primenje-
nom na Sˇurovu formu funkcije Pm(z)
HPm(z). Na zˇalost, za polinome stepena
m ≥ 2, ne postoji analogon Sˇurove forme, pa, stoga, moramo koristiti druge
nacˇine za aproksimaciju norme inverza matricˇnog polinoma Pm.
U radu [34] je pokazano da donje granice za minimalnu singularnu vre-
dnost matrice A mogu biti date ukoliko je uslov σmin(A) ≥ ε(A) ispunjen za
datu matricu A = [aij ] ∈ Cn,n i zadat ε : Cn,n → R. Koristec´i ovu cˇinjenicu,
Lemu 3.3 navedenu na pocˇetku ovog poglavlja, Lemu 1.1 iz rada [102] (koja
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je u stvari specijalan slucˇaj Leme 2.1 iz rada [161]) dobijamo da je:
σmin(Pm(z)) ≥ νi(Pm(z)), za ℓ = 1, 2, 3, (95)
gde su donje granice date sa:
ν1(Pm(z)) := min
i∈N
(|pii(z)| − si(z)),
ν2(Pm(z)) := min
i∈N
(√
|pii(z)|2 + 1
4
(ri(z)− ci(z))2 − si(z)
)
,
ν3(Pm(z)) := min
i,j∈N,i 6=j
( |pii(z)| + |pjj(z)|
2
−
√
1
4
(|pii(z)| − |pjj(z)|)2 + si(z)sj(z)
)
.
Na osnovu cˇega imamo sledec´e lokalizacije pseudospektra matricˇnog poli-
noma Pm:
Λq,ε(Pm) ⊆ Θνℓq,ε(Pm) := {z ∈ C : νℓ(Pm(z)) ≤ εq(|z|)} (96)
za q(z) i αk definisane ranije. Koristec´i nejednakost (96), moguc´e je ra-
zmatrati donje granice ν za ||Pm(z)−1||−1 u Euklidskoj normi i konstruisati
odgovarajuc´e lokalizacione skupove za ε-pseudospektar matricˇnog polinoma
Pm.
Prvo, za ℓ = 1 imamo da
Θν1q,ε(Pm) :=
⋃
i∈N
{z ∈ C : |pii(z)| ≤ si(z) + εq(|z|)} (97)
lokalizuje ε-pseudospektar matricˇnog polinoma Pm u Euklidskoj normi.
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Slika 26: Skup Θν1q,ε(P2) za QEP iz primera 3.1
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Primer 3.4. Za date matrice iz primera 3.1 i matricˇnu funkciju P2(z) =
z2C+zB+A definisanu pomenutim matricama, na Slici 26 je dat lokalizaci-
oni skup Θν1q,ε(P2) za perturbacije merene u apsolutnom smislu (Slika 26(a))
i relativnom smislu (Slika 26(b)), za zadati ε = 0.1.
Posmatrani skup mozˇemo predstaviti analiticˇki Θν1q,ε(P2) =
⋃3
i=1Θ
ν1,i
q,ε (P2),
gde su
Θν1,1q,ε (P2) = {z ∈ C : |3z2+4z+3| ≤ |z2+0.5z+0.5|+|z+1|+2|z2|+εq(|z|)},
Θν1,2q,ε (P2) = {z ∈ C : |3z2 + 4z + 2| ≤ |z2|+ 1.5|z + 1|+ εq(|z|)},
Θν1,3q,ε (P2) = {z ∈ C : |3z2 + 4z + 3| ≤ 1.5|z + 1|+ |z2 + 0.5z + 0.5|+ εq(|z|)}.
Pri merenju perturbacija u Euklidskoj normi u apsolutnom smislu, ε-
pseudospektar se sastoji iz 6 nepovezanih komponenti koje sadrzˇe sve pse-
udokarakteristivcne korene (Slika 26(a), za ε = 0.1), dok pri relativnim per-
turbacijama i za istu vrednost ε, ε-pseudospektar funkcije P2 se sastoji iz
jedne komponente i sadrzˇi sve pseudokarakteristicˇne korene (Slika 26(b)).
Naredna granica (ℓ = 2) daje skup
Θν2q,ε(Pm) :=
⋃
i∈N
{z ∈ C : |pii(z)|2 ≤ (si(z)+εq(|z|))2−1
4
(ri(z)−ci(z))2} (98)
koji lokalizuje ε-pseudospektar Pm, tj. vazˇi Λq,ε(Pm) ⊆ Θν2q,ε(Pm).
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Slika 27: Skup Θν2q,ε(P2) za QEP iz primera 3.1
Primer 3.5. Za date matrice iz primera 3.1 i matricˇnu funkciju P (z) =
z2C + zB + A definisanu pomenutim matricama, na Slici 27 je dat lokali-
zacioni skup Θν2q,ε(P2) =
⋃
i∈N Θ
ν2,i
q,ε (P2), i = 1, 2, 3, za perturbacije merene u
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apsolutnom smislu (Slika 27(a)) i relativnom smislu (Slika 27(b)), za zadati
ε = 0.1. Zbog komplikovanijeg racˇuna ovde nec´emo navoditi analiticˇke izraze
ovog skupa.
Josˇ jedan interesantan rezultat mozˇe se dobiti za ℓ = 3. Lokalizacioni
skup za pseudospektar u tom slucˇaju je:
Θν3q,ε(Pm) :=
⋃
i∈N
⋃
ij 6=i
{z ∈ C : (|pii(z)|+ |pjj(z)| − 2εq(|z|))2 ≤
(|pii(z)| − |pjj(z)|)2 + 4si(z)sj(z)}, (99)
tj. vazˇi Λq,ε(Pm) ⊆ Θν3q,ε(Pm).
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Slika 28: Skup Θν3q,ε(P2) za QEP iz primera 3.1
Primer 3.6. Za date matrice iz primera 3.1 i matricˇnu funkciju P2(z) =
z2C + zB +A definisanu pomenutim matricama, na Slici 28 je dat lokaliza-
cioni skup Θν3q,ε(P2) =
⋃
i,j∈N
j 6=i
Θν3,iq,ε (P2), i = 1, 2, 3, za perturbacije merene u
apsolutnom smislu (Slika 28(a)) i relativnom smislu (Slika 28(b)), za zadati
ε = 0.1. Kako su ovi skupovi komplikovaniji za racˇunanje, na ovom mestu
nec´emo ih navoditi analiticˇki.
Primetimo da, za razliku od lokalizacija ε-pseudospektra u normi be-
skonacˇno, u ovom slucˇaju ne postoji inkluzija izmed¯u pomenutih skupova
Θνiq,ε(Pm(z)), za i = 1, 2, 3.
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3.3 Primena na PEP
U ovom delu predstavljamo detaljnu analizu rezultata predstavljenih u pre-
thodne dve sekcije na primerima nekoliko nelinearnih problema karakteri-
sticˇnih korena proizasˇlih iz primena u inzˇenjerstvu: problem krila, vibracioni
sistem i zˇiroskopski sistem za QEP, odnosno problem protoka plazme za PEP
viˇseg reda. Matrice koje definiˇsu pomenute nelinearne probleme date su al-
goritmom NLEVP koji su napravili Tiseur i ostali i objavili u radu [15], za
kolekciju svih nelinearnih problema proizasˇlih iz prakticˇnih primena, nave-
denu u radu [159], koje predstavljaju podlogu za sva izracˇunavanja. Ovaj
algoritam vec´ je opisan u poglavlju 2.4, te ga na ovom mestu nec´emo ponovo
opisivati. Konkretno, koeficijente matrica za primere koje c´emo detaljnije
obraditi u ovom delu koristili su i neki drugi autori [102, 159], ali c´emo ih mi
koristiti za primenu tehnike opisane u prethodnom poglavlju. Oblast od inte-
resa je birana na osnovu prethodnog znanja o primerima iz radova [102, 159]
ili biranjem velicˇine koja garantuje da c´e ε-pseudospektar biti obuhvac´en.
3.3.1 Pseudospektar za QEP
U uvodu je pomenuto da najvec´i broj problema proizasˇao iz prakticˇnih
primena predstavlja polinomne probleme karakteristicˇnih korena stepena 2,
tacˇnije QEP. Stoga u ovoj sekciji dajemo nekoliko primera pseudospektralne
analize za kvadratne probleme karakteristicˇnih korena. QEPovi su predsta-
vljeni diferencijalnim jednacˇinama drugog reda, koje se procesom diskretiza-
cije svode na kvadratne matricˇne polinome oblika P2(z) := z
2A2+ zA1+A0.
Matricˇna funkcija P2 je analiticˇka i regularna na posmatranom domenu Ω,
za sve kompleksne brojeve z i zadate matrice A0, A1, A2 ∈ Cn,n koje de-
finiˇsu posmatrani problem. Matrice koeficijenata A0, A1, A2 ∈ Cn,n poznatih
QEPova i ostalih NLEPova navedene su u radu [160], u kome je ukratko
opisano poreklo i znacˇenje za najvec´i broj ovih problema. Detaljniji opis
ovih NLEPova mozˇe se nac´i putem linkova [9, 136, 180, ?, 103]. Koristec´i
pomenute koeficijente, u nastavku c´emo dati detaljnu analizu lokalizacionih
skupova ε-pseudospektra konstruisanih za nekoliko QEP: problem krila, vi-
bracioni sistem, prigusˇeni i neprigusˇeni zˇiroskopski sistem. Iako su pomenuti
primeri diskutovani u radovima [16, 102], u ovom delu primenjujemo opisanu
tehniku lokalizacije ε-pseudospektra koja se razlikuje od onih primenjenih u
pomenutim radovima.
Primer 3.7. Problem krila, opisan u poglavlju 2.4.1, je QEP nastao pro-
ucˇavanjem oscilacija krila aviona u aerotunelu [54, 102, 159]. U ovom
delu bavimo se konstrukcijom lokalizacionih skupova Gersˇgorinovog tipa za
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ε-pseudospektar matricˇne funkcije P koja definiˇse ovaj problem. Ponovimo
da je problem krila definisan kvadratnim matricˇnim polinomom P2(z) =
z2C + zB + A iz Primera 2.12.
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Slika 29: Skupovi Θµiq,ε(P2), i = 1, 2, 3, (|| · ||∞, apsolutne perturbacije) za
NLEP krila i ε = 0.13, 0.01
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Slika 30: Skupovi Θµiq,ε(P2), i = 1, 2, 3, (|| · ||∞, relativne perturbacije) za
NLEP krila i ε = 0.007, 0.001
Slika 29 ilustruje karakteristicˇne korene matricˇnog polinoma P2, granice ε-
pseudospektra i lokalizacione skupove Gersˇgorinovog tipa za razlicˇite vredno-
sti ε pri apsolutnim perturbacijama, dok Slika 30 ilustruje ove karakteristicˇne
korene i skupove za razlicˇite vrednosti ε pri relativnim perturbacijama u normi
beskonacˇno.
Vodec´a matrica C ovog problema nije SDD. Simetrija ε-pseudospektra u
odnosu na realnu osu je ocˇigledna, jer se matricˇna funkcija P2 sastoji iz tri
realne matrice [[102], Tvrd¯enje 2.1.]. Karakteristicˇni koreni funkcije P su
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−0.88 ± i8.44, 0.09 ± i2.52, −0.92 ± i1.76, pri cˇemu su karakteristicˇni ko-
reni −0.88±i8.44 mnogo osetljiviji na perturbacije od ostalih karakteristicˇnih
korena funkcije P [102, 159].
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Slika 31: Skupovi Θνiq,ε(P ), i = 1, 2, 3 (|| · ||2, apsolutne perturbacije) za NLEP
krila i ε = 0.17, 0.01
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Slika 32: Skupovi Θνiq,ε(P ), i = 1, 2, 3 (|| · ||2, relativne perturbacije) za NLEP
krila i ε = 0.009, 0.001
Pratec´i definicije skupova Θiq,ε(P2), za i = 1, 2, 3, u Euklidskoj normi,
(Poglavlje 3.2), Slika 31 ilustruje karakteristicˇne korene matricˇnog polinoma
P2, granice ε-pseudospektra od P2 i lokalizacione skupove za razlicˇite vredno-
sti ε pri apsolutnim perturbacijama, a Slika 32 ilustruje ove karakteristicˇne
korene i skupove za razlicˇite vrednosti ε pri relativnim perturbacijama.
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Primer 3.8. Vibracioni sistem, ili problem vibracija, je QEP nastao iz
modela masene opruge:
m
∂2x
∂t2
+R
∂x
∂t
+ kx = 0,
koja predstavlja diferencijalnu jednacˇinu drugog reda, cˇija su resˇenja oblika
x = e−αtA cos(ωdt + φ), gde je α =
R
2m
konstanta opadanja (engl. decay
constant), ωd =
√
ω20 − α2 je karakteristicˇna (prirodna) frekvencija sistema,
za ω0 =
√
z k
m
koja predstavlja prirodnu frekvenciju ovog sistema u idealnim
uslovima (bez otpora R). Parametri A i φ su odred¯ene pocˇetnim pomerajem i
ubrzanjem. Prirodna frekvencija ωd je manja od prirodne frekvencije sistema
ω0 [101].
Vibracija je mehanicˇka pojava u kojoj se oscilacije pojavljuju oko tacˇke
ravnotezˇe. Vibracije koje nastaju u ovom modelu kada se frekvencija ωd pri-
bliˇzi prirodnoj frekvenciji ω0 su nepozˇeljne.
Diskretizacijom ovog sistema dobija se matricˇna formulacija ovog QEP,
oblika P (z) = z2C+zB+A, gde su matrice koje definiˇsu ovaj problem oblika
[102, 161]:
A2 =
 1 0 00 2 0
0 0 5
 , A1 =
 0 0 00 3 −1
0 −1 6
 , A0 =
 2 −1 0−1 3 0
0 0 10
 .
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Slika 33: Skupovi Θµiq,ε(P2), i = 1, 2, 3 (|| · ||∞, apsolutne perturbacije) za
NLEP vibracija i ε = 0.99, 0.19, 0.1.
Slika 33 ilustruje karakteristicˇne korene matricˇnog polinoma P2, granice
ε-pseudospektra i lokalizacione skupove Gersˇgorinovog tipa za razlicˇite vre-
dnosti ε pri apsolutnim perturbacijama, a Slika 34 ilustruje ove karakteri-
sticˇne korene i lokalizacione skupove za razlicˇite vrednosti ε pri relativnim
perturbacijama. Pri ovoj analizi za razlicˇite vrednosti ε ≥ 0 pokazalo se da
su vec´i koreni veoma osetljivi na apsolutne i relativne perturbacije, dok su
manji koreni relativno neosetljivi.
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Vodec´a matrica A2 matricˇnog polinoma P2 koji opisuje vibracioni pro-
blem jeste SDD, kao i matrica A0. Simetrija ε-pseudospektra u odnosu na
realnu osu je opet ocˇigledna, jer je matricˇni polinom P2 odred¯en sa tri re-
alne matrice, pa karakteristicˇni koreni ovog matricˇnog polinoma su parovi
kompleksnih brojeva: −0.08± i1.45, −0.75± i0.86, −0.51± i1.25 [102, 161].
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Slika 34: Skupovi Θµiq,ε(P2), i = 1, 2, 3 (|| · ||∞, relativne perturbacije) za
NLEP vibracija i ε = 0.199, 0.1, 10−4.
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Slika 35: Skupovi Θνiq,ε(P2), i = 1, 2, 3 (|| · ||2, apsolutne perturbacije) za
NLEP vibracija, n = 1000 i ε = 0.99, 0.5, 0.1
Pratec´i definicije skupova Θiq,ε(P2), za i = 1, 2, 3, u Euklidskoj normi,
Slika 35 ilustruje karakteristicˇne korene matricˇnog polinoma P2, granice ε-
pseudospektra i odgovarajuc´e lokalizacione skupove za razlicˇite vrednosti ε sa
apsolutnim perturbacijama, a Slika 36 ilustruje ove karakteristicˇne korene i
skupove za razlicˇite vrednosti ε relativnim perturbacijama.
Za apsolutne i relativne perturbacije u Euklidskoj normi, situacija je na
neki nacˇin razlicˇita od one u normi beskonacˇno jer nema povezanosti (u smi-
slu inkluzije) izmad¯u skupova Θνiq,ε(P2), i = 1, 2, 3. Ukoliko se ukljucˇe rela-
tivne perturbacije u Euklidskoj normi, situacija je slicˇna onoj sa apsolutnim
perturbacijama.
Slike 33-34 ukazuju da je razlika izmad¯u apsolutnih i relativnih pertu-
rbacija u velicˇini skupa Λq,ε(P2). Ove skupove mozˇemo takod¯e predstaviti
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Slika 36: Skupovi Θνiq,ε(P2), i = 1, 2, 3 (|| · ||2, relativne perturbacije) za NLEP
vibracija i ε = 0.19, 0.1, 10−4
analiticˇki. U odnosu na velicˇinu problema, ove skupove takod¯e mozˇemo pre-
dstaviti analiticˇki. Ovde je i-ti lokalizacioni skup Θµ1q,ε(P2) oblika:
Θµ1,1q,ε (P2) = {z ∈ C : |z − 1.41i||z + 1.41i| ≤ 1 + εq(|z|)},
Θµ1,2q,ε (P2) = {z ∈ C : |z2 + 1.5z + 1.5| ≤ 0.5(1 + |z|+ εq(|z|))},
Θµ1,3q,ε (P2) = {z ∈ C : |z2 + 1.2z + 2| ≤ 0.2(|z|+ εq(|z|))}
i lokalizacioni skup ε-pseudospektra je Θµ1q,ε(P ) = Θ
µ1,1
q,ε (P2) ∪ Θµ1,2q,ε (P2) ∪
Θµ1,3q,ε (P2). Za razlicˇite izbore vrednosti ε, dobijamo razlicˇite lokalizacije ε-
pseudospektra za P2.
Ostali lokalizacioni skupovi definisani u poglavlju 3.2 mogu se prezentovati
na slicˇan nacˇin, pratec´i definicije ovih skupova.
Josˇ jednu interesantnu primenu cˇine zˇiroskopski sistemi. Ovi sistemi u
opsˇtem slucˇaju sluzˇe za kontrolu ugaonog kretanja nekog tela koje se okrec´e
pod uglom u odnosu na podlogu. Ukoliko pokusˇamo da pomerimo neki deo
posmatranog tela koje rotira pod uglom, dolazi do otpora. Otpor delova roti-
rajuc´e strukture u odnosu na pravac ose rotacije naziva se zˇiroskopski efekat
[103]. Ovi sistemi imaju sˇiroku primenu, kao npr. za direkcionu kontrolu,
zˇiro-kompase u brodovima i avionima, inercijalno vod¯ene kontrolne sisteme
za projektile i prostorne putanje. Javljaju se, takod¯e, pri naglom skreta-
nju ili okretanju automobila (tzv. proces rotacije automibila), kod avionskih
motora kada avion naglo menja pravac [103]. U primenama razlikujemo dve
vrste ovih sistema: prigusˇene i neprigusˇene. Oba su odred¯ena diferencija-
lnim jednacˇinama drugog reda, sa razlicˇitim pocˇetnim uslovima. Procesom
diskretizacije pomenuti problemi su odred¯eni kvadratnim matricˇnim poli-
nomom P2, cˇiji koeficijenti se razlikuju u odnosu na to da li posmatramo
prigusˇen ili neprigusˇen sistem.
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Primer 3.9. Neprigusˇeni zˇiroskopski sistem je 10× 10 QEP, odred¯en
funkcijom P2(z) = z
2A2 + zA1 + A0, za koji su matrice A0, A1, A2 oblika
[102]:
A2 = I10 ⊗ Cˆ1 + 1.30Cˆ1 ⊗ I10,
A1 = 1.35I10 ⊗ Bˆ1 + 1.10Bˆ1 ⊗ I10,
A0 = I10 ⊗ Aˆ1 + 1.20Aˆ1 ⊗ I10.
Ovde je I10 jedinicˇna matrica reda 10, Cˆ1 =
1
6
(4I10+N +N
T ), Bˆ1 = N−NT
i Aˆ1 = N + N
T − 2I10 , gde je N nilpotentna matrica koja ima jedinice na
subdijagonali i nule na ostalim mestima. P2 ∈ C100,100 je matricˇni polinom
koji odgovara neprigusˇenom zˇiroskopskom sistemu, za A2 = A
T
2 , A1 = −AT1
i A0 = A
T
0 .
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Slika 37: Skupovi Θµiq,ε(P2), i = 1, 2, 3 (|| · ||∞, apsolutne perturbacije) za
neprigusˇen zˇiroskopski QEP i ε = 0.76, 0.02, 10−8.
Slika 37 ilustruje karakteristicˇne korene matricˇnog polinoma P2, granice
ε-pseudospektra i lokalizacione skupove Gersˇgorinovog tipa za razlicˇite vred-
nosti ε pri apsolutnim perturbacijama, dok Slika 38 ilustruje ove karakteri-
sticˇne korene i lokalizacione skupove za razlicˇite vrednosti ε pri relativnim
perturbacijama.
Treba primetiti da je vodec´a matrica A2 ovog problema (retka) SDD ma-
trica. Takod¯e, simetrija pseudospektra u odnosu na realnu osu je ocˇigledna u
neprigusˇenom slucˇaju, jer je matricˇni polinom P2 odred¯en sa tri realne ma-
trice. Dalje, minimalna singularna vrednost vodec´e matrice A2 pribliˇzno je
jednaka 0.8, odakle polazimo pri ispitivanju vrednosti ε za koju se dobijaju
disjunktne komponente ε-pseudospektra za P2. Pokazuje se da je u ovom
primeru ta vrednost ogranicˇena sa ε = 0.76.
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Slika 38: Skupovi Θµiq,ε(P2), i = 1, 2, 3 (|| · ||∞, relativne perturbacije) za
neprigusˇen zˇiroskopski QEP, ε = 0.32, 10−4, 10−8.
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Slika 39: Skupovi Θνiq,ε(P2), i = 1, 2, 3 (|| · ||2, apsolutne perturbacije) za
neprigusˇen zˇiroskopski QEP, ε = 0.79, 0.1, 10−8.
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Slika 40: Skupovi Θνiq,ε(P2), i = 1, 2, 3 (|| · ||2, relativne perturbacije) za
neprigusˇen zˇiroskopski QEP, ε = 0.34, 0.02, 0.001.
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Pratec´i definicije skupova Θνiq,ε(P2), za i = 1, 2, 3, u Euklidskoj normi,
Slika 39 ilustruje karakteristicˇne korene matricˇnog polinoma P2, granice ε-
pseudospektra za P2 i odgovarajuc´e lokalizacione skupove ε-pseudospektra ma-
tricˇnog polinoma P2 za razlicˇite vrednosti ε pri apsolutnim perturbacijama,
dok Slika 40 ilustruje ove karakteristicˇne korene i skupove za razlicˇite vre-
dnosti ε pri relativnim perturbacijama.
Slike 39-40 ukazuju da je razlika usled apsolutnih i relativnih perturbacija
u velicˇini skupa i broju komponenti skupa Λq,ε(P2). U zavisnosti od toga da li
se u racˇunu koriste apsolutne ili relativne perturbacije, norma beskonacˇno ili
Euklidska norma, ovi skupovi (sa legendom) su prikazani na Slikama 37-38.
Primer 3.10. Prigusˇeni zˇiroskopski problem. U ovom primeru pre-
dstavljamo rezultate za prigusˇeni zˇiroskopski sistem. Matematicˇki posmatra-
no, razlika izmed¯u prigusˇenog i neprigusˇenog sistema je u linearnom delu.
Naime, za prigusˇeni sistem, linearni deo je oblika E = A1 + D, za koji je
matrica A1 definisana u prethodnom primeru; D je tridijagonalna matrica
oblika D = tridiag(−0.1, 0.3,−0.1). Matricˇni polinom koji odred¯uje ovaj
problem je oblika P2(z) = z
2A2 + Ez + A0. Matrice A2, E i A0 su retke
100 × 100 matrice, pa, prema tome, mozˇemo navesti njihove elemente. Za
indeks i ∈ {1, 2, ..., 100}, matrica A2 = [cij ] ima elemente ci,i = 1.5336,
ci,i+1 = ci+1,i = 0.1667, i ci,i+10 = ci+10,i = 0.2167; matrica E je takva da
je ei,i = 0.3, ei,i+1 = −1.45, ei+1,i = 1.25, i ei,i+10 = −1.1, ei+10,i = 1.1; i
matrica A0 = A = [aij ] je retka matrica za koju je ai,i = −4.4, ai+1,i = 2.2,
ai,i+1 = 2.2, ali za i = 10, 20, 30, 40, 50, 60, 70, 80, 90 ai,i+1 = ai+1,i = 0.
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Slika 41: Skupovi Θµiq,ε(P2), i = 1, 2, 3 (|| · ||∞, apsolutne perturbacije) za
prigusˇen zˇiroskopski QEP, ε = 0.76, 0.04, 10−4.
Slika 41 ilustruje karakteristicˇne korene matricˇnog polinoma P2, granice
ε-pseudospektra i lokalizacione skupove Gersˇgorinovog tipa za razlicˇite vre-
dnosti ε pri apsolutnim perturbacijama, dok Slika 42 ilustruje ove karakte-
risticˇne korene i lokalizacione skupove za razlicˇite vrednosti ε pri relativnim
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perturbacijama. Kao i u slucˇaju neprigusˇenog zˇiroskopskog sistema, vodec´a
matrica A2 ovog problema je retka SDD matrica.
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Slika 42: Skupovi Θµiq,ε(P2), i = 1, 2, 3 (|| · ||∞, relativne perturbacije) za
prigusˇen zˇiroskopski QEP, ε = 0.33, 0.01, 10−4.
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Slika 43: Skupovi Θνiq,ε(P2), i = 1, 2, 3 (|| · ||2, apsolutne perturbacije) za
prigusˇen zˇiroskopski QEP, ε = 0.79, 0.06, 10−4.
Slike 41-42 ukazuju da je razlika izmad¯u apsolutnih i relativnih perturba-
cija u velicˇini skupa i broju komponenti skupa Λq,ε(P2).
Ove skupove takod¯e mozˇemo predstaviti analiticˇki. i-ti lokalizacioni skup
Gersˇgorinovog tipa za ε-pseudospektar prigusˇenog zˇiroskopskog QEP izrazˇen
analiticˇki je:
Θµ1,iq,ε (P2) = {z ∈ C : |z2+0.2z+2.87| ≤ |0.11z2−0.94z+1.43|+|0.14z2−0.72z|+
0.65εq(|z|)}; za i = 2 + 10k, 3 + 10k, ..., 8 + 10k, k = 1, 2, 3, ..., 9,,
Θµ1,iq,ε (P2) = {z ∈ C : |z2+0.2z+2.87| ≤ |0.11z2+0.82z+1.43|+|0.11z2−0.94z+
1.43|+ |0.14z2 − 0.72z|+ 0.65εq(|z|)},
i za i = 10, 20, 30, 40, 50, 60, 70, 80, 90:
Θµ1,iq,ε (P2) = {z ∈ C : |z|||z+0.2| ≤ |0.11z2+0.82z+1.43|+0.94|z|+0.14|z|·|z+
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5.14|+ 0.14|z| · |z − 5.14|+ 0.65εq(|z|)},
dok je za i = 11, 21, 31, 41, 51, 61, 71, 81, 91:
Θµ1,iq,ε (P2) = {z ∈ C : |z2+0.2z−2.87| ≤ 0.14|z|·|z+5.14|+0.14|z|·|z−5.14|+
+0.11|z| · |z + 7.45|+ 0.11|z| · |z − 8.54|+ 0.65εq(|z|)},
a za ostale indekse i je:
Θµ1,iq,ε (P2) = {z ∈ C : |z2+0.2z−2.87| ≤ 0.14|z|·|z+5.14|+0.14|z|·|z−5.14|+
|0.11z2 + 0.82z + 1.43|+ |0.11z2 − 0.94z + 1.43|+ 0.65εq(|z|)},
i lokalizacioni skup za ε-pseudospektar matricˇnog polinoma P2 koji odred¯uje
prigusˇen zˇiroskopski sistem je Θµ1q,ε(P2) =
⋃100
i=1Θ
µ1,i
q,ε (P2).
Ostale ε-pseudospektralne lokalizacije se na slicˇan nacˇin mogu izraziti
analiticˇki, pratec´i definicije.
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Slika 44: Skupovi Θνiq,ε(P ), i = 1, 2, 3 (|| · ||2, relativne perturbacije) za
prigusˇen zˇiroskopski QEP, ε = 0.34, 0.01, 0.0001.
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3.3.2 Pseudospektar za EP viˇseg reda
U ovoj sekciji primenic´emo tehniku za konstrukciju lokalizacionih sku-
pova Gersˇgorinovog tipa ε-pseudospektra matricˇnog polinoma Pm u normi
beskonacˇno i Euklidskoj normi, cˇija je teorijska podloga data u sekciji 3.2.
Postupak konstrukcije lokalizacionih skupova za ε-pseudospektar matricˇnog
polinoma stepena vec´eg od dva rad¯en je po istom principu kao i u pretho-
dnoj sekciji (pozivom algoritama gtype nlep ps i gtype nlep ps2 ), pa to ovde
nec´emo ponovo opisivati. Opisanu lokalizacionu tehniku za ε-pseudospektar
matricˇnog polinoma Pm viˇseg reda pokazac´emo na poznatom primeru protoka
plazme.
Primer 3.11. Problem protoka plazme je matricˇni polinomni problem
trec´eg stepena nastao u dizajnu Tokamak reaktora, modelovanjem nestabilno-
sti protoka na ivicama plazme unutar Tokamak reaktora [15, 73]. Matrice
koje opisuju ovaj problem su kompleksne kvadratne reda 128. Ovaj primer
je opisan detaljnije u poglavlju 2.4.2, u primeru 2.15. U ovom delu bavimo
se konstrukcijom lokalizacionih skupova Gersˇgorinovog tipa za ε-pseudospe-
ktar matricˇnog polinoma P3 koja definiˇse problem protoka plazme, u normi
beskonacˇno i Euklidskoj normi. Ponovimo da je za ovaj problem matricˇna
polinomna funkcija oblika P3(z) = z
3D+z2C+zB+A, za matrice A,B,C,D
date u primeru 2.15.
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Slika 45: Skupovi Θµiq,ε(P3), i = 1, 2, 3 (|| · ||∞, apsolutne perturbacije) za PEP
protoka plazme, ε = 0.5, 0.01, 10−8.
Slika 45 ilustruje karakteristicˇne korene matricˇnog polinoma P3, granice
ε-pseudospektra i lokalizacione skupove Gersˇgorinovog tipa za razlicˇite vre-
dnosti ε sa apsolutnim perturbacijama, dok Slika 46 ilustruje ove karakteri-
sticˇne korene i lokalizacione skupove za razlicˇite vrednosti ε pri relativnim
perturbacijama. Treba primetiti da vodec´a matrica C ovog problema je dija-
gonalna SDD matrica.
Pratec´i definicije skupova Θiq,ε(P3), za i = 1, 2, 3, u Euklidskoj normi,
Slika 47 ilustruje karakteristicˇne korene matricˇnog polinoma P3, granice ε-
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Slika 46: Skupovi Θµiq,ε(P3), i = 1, 2, 3 (|| · ||∞, relativne perturbacije) za PEP
protoka plazme, ε = 10−1, 10−2, 10−8.
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Slika 47: Skupovi Θνiq,ε(P3), i = 1, 2, 3 (|| · ||2, apsolutne perturbacije) za PEP
protoka plazme, ε = 1, 10−1, 10−8
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pseudospektra i odgovarajuc´e lokalizacione skupove za razlicˇite vrednosti ε sa
apsolutnim perturbacijama, dok Slika 48 ilustruje ove karakteristicˇne korene
i skupove za razlicˇite vrednosti ε pri relativnim perturbacijama.
Slike 47-48 ukazuju da se skupovi Λq,ε(P ) razlikuju u velicˇini skupa ukoliko
se racˇunaju pri apsolutnim u odnosu na one pri relativnim perturbacijama.
U zavisnosti od toga da li se racˇunaju lokalizacioni skupovi pri apsolutnim
ili relativnim perturbacijama, u normi beskonacˇno ili Euklidskoj normi, ovi
skupovi (sa legendom) su prikazani na Slikama 45-46.
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Slika 48: Skupovi Θνiq,ε(P ), i = 1, 2, 3 (|| · ||2, relativne perturbacije) za PEP
protoka plazme, ε = 10−1, 10−2, 10−8
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Zakljucˇak
U okviru ove disertacije postojec´a tehnika za lokalizaciju karakteristicˇnih
korena za SEP i GEP je generalizovana na lokalizaciju spektra i pseudospe-
ktra matricˇnih polinomnih funkcija i nelinearnih matricˇnih funkcija kojima
se mogu opisati nelinearni problemi karakteristicˇnih korena koji imaju pri-
menu u raznim poljima primenjene matematike. Ova tehnika, iako postoji za
SEP i GEP, ne mozˇe se direktno primeniti na nelinearne slucˇajeve, pa je nasˇ
zadatak ovde bio da uopsˇtimo pomenutu tehniku na slucˇaj NLEP, iz razloga
brojnih primena u nauci i inzˇenjerstvu. Koristec´i svojstvo dijagonalne domi-
nacije poznatih klasa DD-tipa i poznatu vezu sa teoremama Gersˇgorinovog
tipa o lokalizaciji, konstruisani su algoritmi za konstrukciju ovih lokalizacio-
nih skupova za spektar i pseudospektar nelinearnih matricˇnih funkcija (koje
odred¯uju NLEP) koji se zasnivaju na izlozˇenoj teorijskoj podlozi za racˇunanje
spektra i pseudospektra nelinearnih problema karakteristicˇnih korena u po-
glavlju 2 i 3. U okviru konstrukcije lokalizacionih skupova za pseudospektar
PEP, primena nasˇeg metoda dopusˇta izbor vrsta perturbacija (apsolutnih
ili relativnih) matrica koje opisuju matricˇni polinom cˇiji pseudospektar se
racˇuna.
Namera da se detaljnije istrazˇuju osobine lokalizacionih skupova ma-
tricˇnih funkcija koje opisuju NLEP, koje se baziraju na ideji generalizovane
dijagonalne dominacije pokazala se sasvim opravdanom, s obzirom da su
dokazani rezultati koji nalaze znacˇajnu primenu u sasvim aktuelnim pro-
blemima primenjene, odnosno numericˇke linearne algebre. Te moguc´nosti
primene prikazane su u okviru nekoliko konkretnih problema lokalizacija ka-
rakteristicˇnih korena i lokalizacija pseudokarakteristicˇnih korena matricˇnih
funkcija koje opisuju NLEP. Osim navedenih i dokazanih rezultata, diserta-
cija predstavlja i izvor opsˇtih ideja i principa na kojima se mogu zasnivati
dalje generalizacije. Kao osnov za izvod¯enje lokalizacija Gersˇgorinovog tipa
za spektar i pseudospektar funkcija koje opisuju NLEPove mozˇe posluzˇiti
prikazana tehnika primenjena na ostale klase regularnih matrica koje nisu
razmatrane u ovoj disertaciji. Ocˇigledno je da se istrazˇivanja u ovoj diserta-
ciji mogu pokazati veoma korisnim i u nekim drugim oblastima primenjene
linearne algebre, poput oblasti konvergencije iterativnih postupaka, analize
osobina Sˇurovog komplementa, subdirektnih suma itd. Samim tim i moguc´a
primena u drugim naukama nije sporna.
Kao ilustraciju, primenili smo najpre metod lokalizacije spektra na neko-
liko problema proizasˇlih iz primena NLEP u inzˇenjerstvu, a zatim smo istu
tehniku primenjenu na lokalizaciju pseudospektra matricˇnih polinoma za ne-
koliko prakticˇnih primera. Kako je u praksi najvec´i broj nelinearnih problema
okarakterisan polinomnim funkcijama drugog reda (QEP), najvec´i broj pri-
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mera koje smo predstavili opisuje kvadratne probleme karakteristicˇnih ko-
rena. Za potrebe ovih analiza koristili smo grid-type algoritam, zasnovan na
teorijskoj podlozi izlozˇenoj u poglavlju 2.
Dalji pravac proucˇavanja odnosi se na konstrukciju lokalizacionih skupova
za spektar i pseudospektar NLEP koji se baziraju na osobinama preostalih
poznatih klasa SDD-tipa, kao i za probleme sa racionalnim ili transcedentnim
delom sˇto ostaje otvoreno pitanje.
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Oznake
N je skup prirodnih brojeva.
R je skup realnih brojeva.
C je skup kompleksnih brojeva.
C∞ = C ∪ {∞} je skup kompleksnih brojeva koji ukljucˇuje beskonacˇno.
Rn je n-dimenzionalni realan vektorski prostor kolona vektora x =
[x1, x2, . . . , xn]
T , cˇiji su elementi realni brojevi xi ∈ R, i = 1, 2, . . . , n.
Cn je n-dimenzionalni kompleksni vektorski prostor kolona vektora x =
[x1, x2, . . . , xn]
T , cˇiji su elementi kompleksni brojevi xi ∈ C, i = 1, 2, . . . , n.
Cm,n je familija svih m × n matrica cˇiji su elementi kompleksni brojeva, za
svaka dva proizvoljna broja m,n ∈ N.
N := {1, 2, ..., n} je oznaka za skup indeksa.
S ⊆ N oznacˇava da je S podskup skupa N .
0 6= S ⊆ N oznacˇava da je S pravi podskup skupa N .
c(S) oznacˇimo kardinalni broj skupa S.
S¯ := N\S je oznaka za komplement skupa S u odnosu na skup indeksa N .
Nn(Ω) oznacˇava familiju svih analiticˇkih i regularnih funkcija P : Ω → Cn,n
na prosto povezanom domenu Ω.
A = [aij ] je matrica A ∈ Cm,n cˇiji su elementi aij := (A)ij ∈ C, za sve indekse
1 ≤ i ≤ m i 1 ≤ j ≤ n.
I je oznaka za jedinicˇnu matricu. Ukoliko je neophodno naglasiti red n te
matrice, oznaka je In.
Permutaciona matrica P dobija se iz identicˇne matrice I permutacijama vrsta
i kolona.
125
O je oznaka za matricu cˇiji su svi elementi jednaki nuli.
Za kvadratnu matricu A = [aij ] ∈ Cn,n, njen inverz se oznacˇava sa A−1. To
je jedinstvena matrica za koju je AA−1 = I = A−1A. Matrica A je regularna
ukoliko ima inverznu. Inacˇe je singularna.
Λ(A) oznacˇava spektar matrice A, Λ(P ) oznacˇava spektar polinoma, Λ(T )
oznacˇava spektar nelinearne matricˇne funkcije.
Spektralni radijus matrice A, u oznaci ρ(A), je maksimalan po modulu ka-
rakteristicˇni koren te matrice, tj. ρ(A) := max{z| : z ∈ Λ(A)}.
x ≥ 0 oznacˇava vektor x cˇije su sve komponente nenegativne, tj. xi ≥ 0, za
svaki i ∈ N, x = [x1, x2, . . . , xn]T .
x > 0 oznacˇava vektor x cˇije su sve komponente pozitivne, tj. xi > 0, za
svaki i ∈ N, x = [x1, x2, . . . , xn]T .
|A| oznacˇava matricu cˇiji su elementi |aij|, i, j ∈ {1, 2, ..., n}.
〈A〉 oznacˇava pridruzˇenu matricu matrice A.
δij =
{
1 za i = j
0 za i 6= j
je Kroneckerova delta-funkcija.
Z-matrica A = [aij ] je matrica cˇiji su vandijagonalni elementi manji ili jednaki
od nule, tj. aij ≤ 0, i 6= j.
AT = [aji] je transponovana matrica matrice A = [aij ] ∈ Cm,n, za sve indekse
1 ≤ i ≤ m i 1 ≤ j ≤ n.
A = [aij ] je simetricˇna matrica ako vazˇi aij = aji, za sve indekse 1 ≤ i ≤ m i
1 ≤ j ≤ n.
A = [aij ] je kososimetricˇna matrica ako vazˇi A
T = −A.
A = [aij ] je Hermitska matrica ako vazˇi A
∗ = A.
A = [aij ] je koso Hermitska matrica ako vazˇi A
∗ = −A.
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A = [aij ] ∈ Cn,n je matrica za koju je ispunjeno ATA = AAT = I.
A = diag(a11, ..., ann) je dijagonalna matrica za koju je [aij] = 0, za sve
indekse i 6= j.
A ≥ 0 oznacˇava da je aij ≥ 0, za svaki i ∈ N, A = [aij ].
A > 0 oznacˇava da je aij > 0, za svaki i ∈ N, A = [aij ].
A ≥ B, oznacˇava da je aij ≥ bij , za bilo koje A = [aij] ∈ Rm,n i
B = [bij ] ∈ Rm,n.
A > B, oznacˇava da je aij > bij , za bilo koje A = [aij ] ∈ Rm,n i
B = [bij ] ∈ Rm,n.
A ≤ B, oznacˇava da je aij ≤ bij , za bilo koje A = [aij] ∈ Rm,n i
B = [bij ] ∈ Rm,n.
A < B oznacˇava da je aij < bij , za bilo koje A = [aij] ∈ Rm,n i
B = [bij ] ∈ Rm,n.
diag(A) := diag(a11, a22, . . . , ann) je oznaka za dijagonalni deo matrice A.
D > 0 oznacˇava da su svi dijagonalni elementi matrice D = diag(A) :=
diag(a11, a22, . . . , ann) pozitivni, tj. aii > 0.
A = [aij ] je kvadratna matrica koja nema kompletnu bazu karakteristicˇnih
vektora i stoga nije dijagonalizabilna.
Konzervativni sistem je sistem u koji nije ukljucˇen faktor prigusˇenja.
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