Introduction {#Sec1}
============

Many epidemiological models consider that the population is compartmentalized into groups and the infectious individuals have the same probability of meeting any susceptible individual. Furthermore, it is assumed that there is homogeneity in both susceptibility and infectivity, and there is no differentiation related to age, behaviour, spatial position and/or stage of disease. (Anderson [@CR2]; Kermack and McKendrick [@CR6]; Capasso [@CR4]; Soares [@CR13]).

The assumptions above aim to simplify the understanding of an epidemic. Aron ([@CR3]) claims that simple models head to general conclusions of a qualitative analysis and more detailed models are effective for quantitative analysis. Moreover, according to Sattenspiel and Simon ([@CR11]) the heterogeneity in the population may interfere with the spread of diseases. Shaman et al. ([@CR12]) granted a model of the transmission dynamics of COVID-19 which takes into account the heterogeneity in infectivity, showing that the rapid spread of the virus can be elucidated by the contagion of infectious individuals who do not present severe symptoms. This work was of great relevance to combat COVID-19, also showing the importance of population heterogeneity in the dynamics of disease transmission.

According to Sattenspiel and Simon ([@CR11]) there are at least five sources of heterogeneity in the population that may interfere with the course of disease proliferation, which are variable susceptibility and infectivity, non-random encounters between individuals due to age, variation in contact numbers and variation in contact patterns between the subgroups. The studied and presented models in this article contemplate the population heterogeneity when there is variation in infectivity.

When there is an encounter between a susceptible individual and an infectious agent for the first time, the microorganism tries to overcome the initial defenses of the susceptible individual, which are formed by physical and chemical barriers, and in case of successful invasion the immune system is activated (Abbas et al. [@CR1]).

The immune system is formed by natural and acquired immunity. Natural immunity initially responds to microorganisms attempting to prevent, control or eliminate host infection. On the other hand, acquired or adaptive immunity aims to activate defense mechanisms against the invading microorganism by adopting more effective strategies. Nonetheless, under a first infection acquired immunity is only activated after natural immunity fails to perform its function successfully (Abbas et al. [@CR1]).

In this encounter between microorganism multiplication and immune system, there is a variation in the microorganism load in the organism and this variation generates different degrees of infectivity in the host. Therefore, the effectiveness of disease transmission, among other things, depends on the body's microorganism load on the body (Santos et al. [@CR10]). Summarizing, we can assume different infective capacity among the infectious individuals, during the infectious period.

These different degrees of infectivity are represented by dividing the infectious population into *k* subgroups, assuming that all infectious individuals will pass through these *k* phases of infectivity.

Leite et al. ([@CR8]) presented an epidemiological model of the type SEIRS with constant total population, which incorporating the heterogeneous infectivity that is related to the different phases through which an infected individual passes. Each phase differs by the infective capacity of individuals. Besides, it is shown a theorem relating the stability of the disease free equilibrium point to the independent term signal of the characteristic polynomial.

Our objective is to extend the result presented by Leite et al. ([@CR8]) to general epidemiological models that derive from the SEIRS type model and also to models that vary from the SEIR type model with vaccination. In addition, we want to relate the basic reproduction number, calculated by the methodology presented by van den Driessche and Watmough ([@CR14]), with our results and also analyze the stability of the population's extinction equilibrium for these models.

This article is structured as follows. In Sect. [2](#Sec2){ref-type="sec"} we present two models of the SEIRS type, a general one in which the input of the flow of the vital dynamics is given in a generic way and another which the input of the vital dynamics flow is given in a specific way, making the total population constant in time. A model of the SEIR type with vaccination is presented in Sect. [3](#Sec8){ref-type="sec"}. In both models the stability of the equilibrium points that correspond the disease free population and the population extinction are analyzed qualitatively and in the particular model of Sect. [2](#Sec2){ref-type="sec"} we also analyze the equilibrium point represents the population in conviviality with the disease. In addition, the basic reproduction number is calculated for the models shown. Finally, in Sect. [4](#Sec11){ref-type="sec"}, we present our results and conclusions.

SEIRS model {#Sec2}
===========

In this section we present two epidemiological models of the type SEIRS, in both we consider the heterogeneous infectivity as proposed by Leite ([@CR7]).

The first is a general model in which the input flow of vital dynamics into the compartment of susceptible individuals is given by a generic function. From this structure, we analyzed two equilibrium points, which represents the disease free population and the population extinction. Moreover, we calculated the basic reproduction number and correlated this threshold with our result on the stability of the equilibrium point representing the disease free population.

The second model is a particular case for the function that models the input flow of vital dynamics making the total population constant in time. The aim of presenting this model is to try to infer some result about the stability of the endemic equilibrium point.

SEIRS general model {#Sec3}
-------------------

In the SEIRS type model, an individual who is susceptible (*S*(*t*)) to a successful encounter with an infectious individual (*I*(*t*)) passes into the exposed compartment (*E*(*t*)) . In this category, the individual is infected, but does not yet have the ability to transmit the disease. After the time of incubation of the invading pathogen passes, the individual is considered infectious, as soon as the infectious period ceases, it is removed to the compartment of the recovered (*R*(*t*)), in this category, the individual has temporary immunity to the disease, again being susceptible again.

For the formulation of the model was used the classical mass action law in homogeneously mixed individuals within a community, and we considered only direct horizontal transmission, in addition, we incorporate heterogeneous infectivity by dividing the infectious compartment into k stages, in which all susceptible contaminated individuals will pass, resulting in the following system of $\documentclass[12pt]{minimal}
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Next, we will qualitatively analyze the stability of the equilibrium point representing the disease free population.

### Disease free population {#Sec4}
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#### Theorem 1 {#FPar1}
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Routh-Hurwitz criteria is precise but cumbersome method for determining stability of a large system. To facilitate the qualitative stability analysis of equilibrium points that represent the disease free population and the population extinction, we will present Theorem [2](#FPar10){ref-type="sec"} and Theorem [3](#FPar16){ref-type="sec"}.
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#### Lemma 1 {#FPar2}
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#### Proof {#FPar6}

We show by finite induction in the order of the matrix *A*.
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#### Corollary 3 {#FPar7}
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#### Lemma 2 {#FPar9}
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The following theorem establishes necessary and sufficient conditions for asymptotic equilibrium stability representing the disease free population. This result, which we propose, generalizes the theorem presented in Leite et al. ([@CR8]).

#### Theorem 2 {#FPar10}
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#### Remark 1 {#FPar12}

By the second part of the proof of Theorem [2](#FPar10){ref-type="sec"}, we can conclude that any equilibrium point of any autonomous system is unstable, if the independent term of the characteristic polynomial of the Jacobian matrix evaluated at this point is negative.

#### Corollary 4 {#FPar13}
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#### Proof {#FPar14}
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\(c\) The latent period is not considered in the model $\documentclass[12pt]{minimal}
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\(d\) For analogous justifications, the same goes for the models $\documentclass[12pt]{minimal}
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The Theorem [2](#FPar10){ref-type="sec"} guarantees the asymptotic stability of the equilibrium point $\documentclass[12pt]{minimal}
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The Corollary [4](#FPar13){ref-type="sec"} guarantees the asymptotic stability of the point that represents the disease free population of any submodel that derives from the model ([1](#Equ1){ref-type=""}). Even for classic models that do not contemplate heterogeneous infectivity.

In this way, we can conclude that the theorem presented by Leite et al. ([@CR8]) is a particular case of the Theorem [2](#FPar10){ref-type="sec"}.

### Population extinction {#Sec5}
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#### Example 1 {#FPar15}
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By the arguments presented we have the following theorem:

#### Theorem 3 {#FPar16}
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### The basic reproduction number {#Sec6}

The basic reproduction number was computed using the methodology presented by van den Driessche and Watmough ([@CR14]), which is given by:$$\documentclass[12pt]{minimal}
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#### Theorem 4 {#FPar17}
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#### Proof {#FPar18}

For $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$k=1$$\end{document}$, the basic reproduction number is given by $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mathcal {R}_0=\beta S^*\dfrac{\sigma }{\sigma +\mu }\dfrac{\epsilon _1}{\gamma _1+\mu +\mu _1}$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$n=2$$\end{document}$ and it follows from ([8](#Equ8){ref-type=""}) that$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} a_2= & {} (\sigma +\mu )(\gamma _1+\mu +\mu _1)-\sigma \beta \epsilon _1 S^* = (\sigma +\mu )(\gamma _1+\mu +\mu _1)\\&\times \left( 1-\dfrac{\sigma \beta \epsilon _1 S^*}{(\sigma +\mu )(\gamma _1+\mu +\mu _1)}\right) \\= & {} (\sigma +\mu )(\gamma _1+\mu +\mu _1)(1-R_0). \end{aligned}$$\end{document}$$Thus, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$a_2>0 \Leftrightarrow \mathcal {R}_0<1$$\end{document}$.

For $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$k=2$$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mathcal {R}_0=\beta S^*\dfrac{\sigma }{\sigma +\mu }\left[ \dfrac{\epsilon _1}{\gamma _1+\mu +\mu _1}+\dfrac{\epsilon _2 \gamma _1}{\prod _{j=1}^2{\gamma _j+\mu +\mu _j}}\right] $$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$n=3$$\end{document}$ and it follows from ([9](#Equ9){ref-type=""}) that$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} a_3= & {} (\sigma +\mu )\prod _{j=1}^2{(\gamma _j+\mu +\mu _j)}-\sigma \beta S^*[\epsilon _1(\gamma _2+\mu +\mu _2)+\epsilon _2 \gamma _1]\\= & {} (\sigma +\mu )\prod _{j=1}^2{(\gamma _j+\mu +\mu _j)}\left( 1-\dfrac{\epsilon _1(\gamma _2+\mu +\mu _2)+\epsilon _2 \gamma _1}{(\sigma +\mu )\prod _{j=1}^2{(\gamma _j+\mu +\mu _j)}}\right) \\= & {} (\sigma +\mu )\prod _{j=1}^2{(\gamma _j+\mu +\mu _j)}(1-R_0). \end{aligned}$$\end{document}$$Therefore, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$a_3>0 \Leftrightarrow \mathcal {R}_0<1$$\end{document}$.

Finally, for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$k \ge 3$$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mathcal {R}_0$$\end{document}$ is given by$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \mathcal {R}_0= & {} \beta S^*\dfrac{\sigma }{\sigma +\mu }\\&\times \left[ \dfrac{\epsilon _1 \prod _{j=2}^k{(\gamma _j+\mu +\mu _j)} + \sum _{i=2}^{k-1}{\epsilon _i} \prod _{j=i+1}^k{(\gamma _j+\mu +\mu _j)} \prod _{m=1}^{i-1}{\gamma _m} + \epsilon _k \prod _{m=1}^{k-1}{\gamma _m}}{\prod _{j=1}^k{(\gamma _j+\mu +\mu _j)}}\right] \end{aligned}$$\end{document}$$and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$n \ge 4$$\end{document}$ and it follows from ([10](#Equ10){ref-type=""}) that$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} a_n= & {} (\sigma +\mu ) \prod _{j=1}^k{(\gamma _j+\mu +\mu _j)}\\&-\,\sigma \beta S^* \left[ \epsilon _1 \prod _{j=2}^k{(\gamma _j+\mu +\mu _j)} + \sum _{i=2}^{k-1}{\epsilon _i} \prod _{j=i+1}^k{(\gamma _j+\mu +\mu _j)} \prod _{m=1}^{i-1}{\gamma _m} + \epsilon _k \prod _{m=1}^{k-1}{\gamma _m}\right] \\= & {} (\sigma +\mu ) \prod _{j=1}^k{(\gamma _j+\mu +\mu _j)}\\&\times \left[ 1-\dfrac{\sigma \beta S^* \left[ \epsilon _1 \prod _{j=2}^k{(\gamma _j+\mu +\mu _j)} + \sum _{i=2}^{k-1}{\epsilon _i} \prod _{j=i+1}^k{(\gamma _j+\mu +\mu _j)} \prod _{m=1}^{i-1}{\gamma _m} + \epsilon _k \prod _{m=1}^{k-1}{\gamma _m}\right] }{(\sigma +\mu ) \prod _{j=1}^k{(\gamma _j+\mu +\mu _j)}} \right] \\= & {} (\sigma +\mu ) \prod _{j=1}^k{(\gamma _j+\mu +\mu _j)}(1-\mathcal {R}_0). \end{aligned}$$\end{document}$$Accordingly, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$a_n>0 \Leftrightarrow \mathcal {R}_0<1$$\end{document}$. $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\square $$\end{document}$

The Theorem [4](#FPar17){ref-type="sec"} algebraically correlates the independent term $\documentclass[12pt]{minimal}
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SEIRS model with constant total population {#Sec7}
------------------------------------------

In this subsection we present a particular model given in ([1](#Equ1){ref-type=""}). We consider it a specific function to model the input flow of vital dynamics, for the purpose of making the constant total population. Moreover, we show some results on the stability of the equilibrium points that represent the disease free population and the disease at an endemic level in a community, the latter is called an endemic equilibrium point.

Our main interest is to investigate the stability of the endemic equilibrium point. For this, first, we must make explicit the input flow of vital dynamics and then calculate the endemic equilibrium point and analyze it qualitatively.

The algebraic choice to represent this flow was given so that the total population (N) is constant. Thus, the function that represents the input flow of the vital dynamics is given by $\documentclass[12pt]{minimal}
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Having determined the equilibrium points of our interest, we will make a qualitative analysis of these points. For the equilibrium point $\documentclass[12pt]{minimal}
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Therefore, the instability of the equilibrium $\documentclass[12pt]{minimal}
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Note that the matrix ([25](#Equ25){ref-type=""}) is not quasimonotone matrix. Therefore we cannot use the same methodology applied in the equilibrium stability study that represents the disease free population to infer about the stability of the endemic equilibrium point.

SEIR model with vaccination {#Sec8}
===========================

In the section we present SEIR type model considering vaccination policies and heterogeneous infectivity, similarly exposed in the previous section.

In this model we consider that the susceptible individuals who are vaccinated are transferred to recovered compartment and the recovered individuals acquired immunity to reinfection.

The hypotheses for formulating this model are the same as those presented in the SEIRS general model in Sect. [2](#Sec2){ref-type="sec"}. In this way, the ODE system which describes mathematically a model is then the following,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\delta $$\end{document}$, which for this model represents the fraction immunized of the susceptible individuals.

As in model given in ([1](#Equ1){ref-type=""}), in this model we also consider induced mortality and the vital dynamics given by a generic function.

Disease free population {#Sec9}
-----------------------

The disease free population equilibrium point for this model is given by $\documentclass[12pt]{minimal}
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Therefore, the eigenvalues of the matrix $\documentclass[12pt]{minimal}
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Therefore, if the conditions ([32](#Equ32){ref-type=""}) and ([33](#Equ33){ref-type=""}) are satisfied and, in addition, the term independent of the characteristic polynomial of the matrix *A* given in ([4](#Equ4){ref-type=""}) is positive, then the point representing the disease free population of this model is locally asymptotically stable. In this way, we can state the following result:

### Corollary 5 {#FPar19}
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We observed that the only submodel of ([29](#Equ29){ref-type=""}) which contemplates heterogeneity is of the type $\documentclass[12pt]{minimal}
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According to the observation given above, we can state the following result:

### Corollary 6 {#FPar20}
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The Corollaries [5](#FPar19){ref-type="sec"} and [6](#FPar20){ref-type="sec"} guarantee that if there is a vaccination policies, the condition of the independent term $\documentclass[12pt]{minimal}
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                \begin{document}$$a_n$$\end{document}$ of characteristic polynomial of matrix *A* given in ([4](#Equ4){ref-type=""}) is necessary, however, no sufficient to insures the asymptotic stability of the disease free population equilibrium point.

Population extinction {#Sec10}
---------------------
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                \begin{document}$$R^*>0$$\end{document}$ that satisfy ([30](#Equ30){ref-type=""}). However, as mentioned in subsection [2.1.2](#Sec5){ref-type="sec"}, we cannot get such positive coordinates that are system solution ([30](#Equ30){ref-type=""}), let's look at the example below.

### Example 2 {#FPar21}
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From matrix ([31](#Equ31){ref-type=""}) we can verify that the point $\documentclass[12pt]{minimal}
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### Theorem 5 {#FPar22}
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Analogous to the Theorem [3](#FPar16){ref-type="sec"}, the theorem [5](#FPar22){ref-type="sec"} present a practical way of verifying whether the point $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$P_{ext}$$\end{document}$ is locally asymptotically stable for the model and submodel of ([29](#Equ29){ref-type=""}).

The basic reproduction number of this model ([29](#Equ29){ref-type=""}) is represented algebraically in the same way as given in ([17](#Equ17){ref-type=""}). The only difference is that $\documentclass[12pt]{minimal}
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                \begin{document}$$P_0$$\end{document}$ of model ([29](#Equ29){ref-type=""}) which is obtained by solving the system ([30](#Equ30){ref-type=""}).

Results and conclusions {#Sec11}
=======================

In this article we propose general compartmental epidemic models described by autonomous ordinary differential equations taking into account that heterogeneous infectivity and vital dynamics is given by a generic function.

For each model, we enunciate and demonstrate a result that analyzes the equilibrium point that represents the disease free population, through the methodology presented by Leite ([@CR7]). Briefly, the asymptotic local stability of the disease free equilibrium point is analyzed by the positivity of the term independent of the characteristic polynomial of the matrix *A* given in ([4](#Equ4){ref-type=""}), plus some hypotheses depending on the model to be used.

The results we have obtained show that the positivity analysis of the term independent of the characteristic polynomial of matrix *A*, given in ([4](#Equ4){ref-type=""}), is not enough to infer about the stability of the disease free equilibrium point when we change the model proposed by Leite et al. ([@CR8]). Therefore, changes in the (Leite et al. ([@CR8])) generate additional hypotheses to guarantee the stability of the equilibrium that represents the disease free population.

The Theorem [2](#FPar10){ref-type="sec"} and the Corollary [4](#FPar13){ref-type="sec"} generalize the Theorem presented by Leite et al. ([@CR8]) and presented by Leite ([@CR7]). In addition, the Corollary [5](#FPar19){ref-type="sec"} and [6](#FPar20){ref-type="sec"} present the additional hypotheses which are necessary and sufficient conditions for the equilibrium stability that represents the disease free population when considering vaccination policies.

The choice of the function that represents the input flow of the vital dynamics can result in the existence of the equilibrium point that represents the population extinction ($\documentclass[12pt]{minimal}
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                \begin{document}$$P_{ext}$$\end{document}$). If this point exists, we propose the Theorems [3](#FPar16){ref-type="sec"} and [5](#FPar22){ref-type="sec"}, which analyze the stability of the equilibrium point $\documentclass[12pt]{minimal}
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                \begin{document}$$P_{ext}$$\end{document}$ of the models givens in ([1](#Equ1){ref-type=""}) and ([29](#Equ29){ref-type=""}).

We consider a particular model of the SEIRS model, which the total population is constant, and we can infer that the local stability of the disease free equilibrium ensures that endemic equilibrium is biologically unviable. Moreover, validation of the condition necessary for endemic equilibrium to be locally stable generates instability of disease free equilibrium point.

Finally, we calculated the basic reproduction number of the disease, and found an algebraic relationship between the term independent of the characteristic polynomial of the matrix *A* given in ([4](#Equ4){ref-type=""}) and $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathcal {R}_0$$\end{document}$ (Theorem [4](#FPar17){ref-type="sec"}). Thus, we correlate our results (Theorem [2](#FPar10){ref-type="sec"} and Corollaries [4](#FPar13){ref-type="sec"}, [5](#FPar19){ref-type="sec"} and [6](#FPar20){ref-type="sec"}), with the Theorem presenting van den Driessche and Watmough ([@CR14]).
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