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Abstract: A global parameter estimation method for a PMSM drive system is proposed, where the electrical parameters, 
mechanical parameters and voltage-source-inverter (VSI) nonlinearity are regarded as a whole and parameter estimation is 
formulated as a single parameter optimization model. A dynamic learning estimator is proposed for tracking the electrical 
parameters, mechanical parameters and VSI of PMSM drive by using dynamic self learning particle swarm optimization 
(DSLPSO). In DSLPSO, a novel movement modification equation with dynamic exemplar learning strategy is designed to 
ensure its diversity and achieve a reasonable tradeoff between the exploitation and exploration during the search process. 
Moreover, a nonlinear multi-scale based interactive learning operator is introduced for accelerating the convergence speed of the 
Pbest particles; meanwhile a dynamic opposition-based learning (OBL) strategy is designed to facilitate the gBest particle to 
explore a potentially better region. The proposed algorithm is applied to parameter estimation for a PMSM drive system. The 
results show that the proposed method has better performance in tracking the variation of electrical parameters, and estimating 
the immeasurable mechanical parameters and the VSI disturbance voltage simultaneously. 
 
Index Terms: particle swarm optimization (PSO), dynamic self learning, interactive learning, parameter estimation, 
electrical parameters, mechanical parameters, voltage-source-inverter (VSI), permanent magnet synchronous machines 
(PMSMs). 
პ. INTRODUCTION1 
RECENTLY, permanent magnet synchronous machines (PMSMs) are widely used in high-performance applications due to its 
high efficiency, high power density, and good dynamical performance [1]-[3]. The parameter accuracy of both the electrical and 
mechanical models is of great importance for condition monitoring and fault detection, speed regulation, and control system 
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coefficient adjustment in a PMSM system [4]-[12].It is known that electrical parameters, such as winding resistance, dq- axis 
inductances, and rotor PM flux linkage usually need to be known for the current loop controller design and system behavior 
evaluation. A high-performance controller is highly dependent on the accurate knowledge of electromagnetic parameters [6]. For 
example, the value of rotor PM flux linkage in PMSM drives is needed for torque control during a normal operation [9], the 
winding resistance and dq-axis inductances are essential for the design of current loop controllers [10].In addition, any change of 
electrical parameters is also considered as an indicator for the change of system operation status. For example, the inter-turn 
short circuit can result in an abrupt change in dq-axis inductance and winding resistance [4], the demagnetization can result in a 
sudden decrease in the amplitude of PM flux linkage [7]. At the same time, the mechanical parameters such as moment of inertia 
and viscous friction coefficients are critical to the design of dynamic performance speed-loop controllers [11]. Therefore, 
obtaining accurate values of motor parameters can help improve control performance of the whole PMSM system. In reality, 
these electrical and mechanical parameters are usually unknown to the users. Accurate estimation of these motor parameters are 
sometime quite difficult due to the fact that they may change during drive operation as the PMSM drive is a nonlinear 
time-varying system, whose parameters are sensitive to the change of environmental conditions such as temperature, mechanical 
loads, etc.[12]. For example, the winding resistance can easily change along with the variation of temperature, and the rotor flux 
linkage of a PMSM varies with the change of temperature or magnetic density [6]. The moment of inertia usually varies with the 
shape and the dimensions of mechanical loads. 
Therefore, in order to obtain reliable electrical and mechanical parameters of PMSM, a suitable parameter estimation method 
is needed. Many parameter estimation methods have been proposed. Some auxiliary equipment may be required in most of the 
existing parameter estimation methods to assist machine parameter identification such as external sensors, function generator, 
and spectrum analyzer [13]-[15]. However, the estimation accuracy of such a solution (i.e. with auxiliary equipment) relies on 
the accuracy of the measurement equipment used. Additionally, the mechanical parameters of a PMSM system are usually 
immeasurable. In practical engineering, ideally system identification  methodology is used to directly estimate the needed 
parameters based on regular system input/output signal instead of using additional measurement instruments [16].In the literature, 
commonly used parameter estimation algorithms include extended Kalman filter (EKF) [17], model reference adaptive system 
(MRAS) [18] [19], recursive least-squares (RLS) [20][21], observer±based method [22]-[25], and artificial neural networks 
(ANN) [26]. However, with the increasing complexity of operation conditions, these methods may not always work well. For 
example, in [2] it was proposed to use self-commissioning technique to estimate PMSM parameters under standstill before the 
start of machine. However, this method cannot estimate the permanent magnet when the machine is not running. EKF is usually 
used for the estimation of motor parameters including the winding resistance and rotor flux linkage [17]; this method, however, 
may be difficult for real applications due to the sensitivity to noise and highly computational burden in practical operation. In [18] 
and [19], a MRAS estimator was proposed to estimate some machine parameters by fixing the rest parameter to their nominal 
values. However, the resulting parameter estimates given by MRAS can be biased as the PMSM parameters are varying 
nonlinearly, thus the nominal value is usually mismatching the actual parameter values, and it may converge to incorrect 
parameter values. Thus, the MRAS estimators cannot simultaneously estimate all electrical parameters in the circuit model of a 
PMSM. In comparison with other algorithms, RLS possesses a good property of rapid convergence rate, but the algorithm may 
suffer from deterioration of accuracy since it requires model reduction and approximation for linear parameterization [20]. 
Recently, observer-based parameter estimation approaches, including disturbance observer , sliding-mode observer and adaptive 
observer are attracting widespread interest and employed to estimate the parameters of PMSM due to their simplicity to 
implement [11], [21]-[24]. For example, a state observer for estimating motor disturbance and mechanical parameters is 
presented in [22]. In [23], an adaptive observer combined with a high-frequency signal injection technique was investigated to 
estimate the stator resistance and the rotor PM flux linkage in PMSM drives. In [24], a sliding-mode flux observer was used for 
flux estimation, and another improved sliding-mode observer is proposed for the estimation of the mechanical parameters of 
PMSM in [11]. Although the observer based methods in [11], [21]-[24] can achieve good performance and are able to estimate 
the machine parameters accurately, they are not robust enough when dealing with the uncertainties in machine parameters. ANN 
based iterative computations were also proposed for parameter estimation for PMSM in [25]; it was demonstrated through 
numerical experiments that such an approach could get stuck in local minima or over fitting if the tuning criteria were improperly 
conducted [26].  
Bio-inspired search and optimization methods provide an ideal and automated solution to parameter estimation for PMSM 
systems using regularly measured data and properly defined objective functions. Particularly, the particle swarm optimization 
(PSO) algorithm is a nature-inspired algorithm with several advantages, such as simple implementation, fast convergence speed, 
and parallel search in a solution space, and is powerful in dealing with multivariate parameter optimization problems. The PSO 
algorithm has been employed in parameter estimation for electrical machines [26]-[31]. For example, in [28] an improved PSO 
method, combined with a new crossover operation, was proposed for the estimation of the unknown composite load model 
parameters. In [29], a novel application of the improved PSO was reported for parameter estimation of an induction machine by 
investigating new movement equation and designing a new coefficient adjustment strategy. A PSO-based estimator was proposed 
in [31] and [32], which is effective in estimating the stator resistance and the rotor flux linkage, or the d-axis inductances and 
q-axis inductances but the method cannot satisfactorily estimate all machine parameters simultaneously, since the basic PSO used 
is easy to get trapped in local minima when dealing with time-varying multiple parameter optimization problem. In [33], a 
collaborative evolutionary PSO, combined with an artificial immune system (AIS), was developed to improve the estimation 
performance of multiple PMSM system parameters. However, the computational load of this method is heavy though it obtains 
good accuracy. To speed up the search process of swarm, a parallel co-evolutionary immune PSO algorithm was proposed for 
parameter estimation and temperature monitoring of a PMSM [34]; the execution efficiency of the method was greatly improved 
by taking advantage of massive parallelism in graphics processing unit (GPU). Most recently, a dynamic particle swarm 
optimization with learning strategy (DPSO-LS) was proposed for key parameter estimation for PMSM, where the VSI 
nonlinearities combined machine parameters were estimated simultaneously [35]. Nevertheless, the existing PSO-based 
parameter estimators of PMSM are dedicated to estimate electrical parameters, little attention has been paid for estimating all 
electrical parameter and mechanical parameters simultaneously. From the existing literatures, we can conclude that little work 
has been done for estimating all electrical parameter and mechanical parameters simultaneously. For example, [27] proposed to 
estimate combined moment of inertia and viscous friction coefficients with the aid of the estimated rotor PM flux linkage. 
However, the estimation of rotor PM flux linkage did not take into account other cases e.g. by fixing nominal value of other 
machine parameters such as winding resistance and the inductances, together with the influence of voltage-source inverter (VSI) 
nonlinearity. Therefore, the estimation accuracy of rotor PM flux linkage can suffer from the variation of other machine 
parameters and the unconsidered VSI nonlinearity. Consequently, the inaccuracy of estimated electrical parameters would in turn 
affect the accuracy of the estimation of mechanical parameters. Giving that the parameters of the system inherently impact on 
each other, it is a big challenge to obtain reliable parameter estimates using conventional parameter estimation methods. Thus, 
the development of a high performance learning estimator for the identification of PMSM electrical and mechanical parameters, 
together with the VSI nonlinearity, is still highly demanded. 
For high-performance control system design and safe operation, comprehensive modeling efforts is always required, i.e., the 
electrical, mechanical and VSI parameters have to be precisely identified. This paper aims to achieve better performance in 
parameters estimation for PMSM systems. A new global parameter identification method is proposed for the estimation of 
electrical and mechanical parameters of a PMSM drive, where the electrical parameters, mechanical parameters, and 
voltage-source-inverter (VSI) nonlinearity are regarded as a whole and parameter estimation is formulated as a single 
optimization problem. To obtain global parameter estimates, a dynamic learning estimator is introduced for tracking the 
electrical and mechanical parameters of PMSM drive by using dynamic self learning particle swarm optimization (DSLPSO). In 
DSLPSO, a novel movement modification equation with dynamic exemplar learning strategy is designed to ensure its diversity 
and meanwhile effectively manage the exploitation and exploration during the search process. Moreover, a nonlinear multi-scale 
based learning operator is defined for accelerating the convergence speed of the Pbest particles, and a dynamic opposition-based 
learning (OBL) strategy is designed to facilitate the gBest particle to explore a potentially better region. The proposed method is 
applied to estimate the parameters of a PMSM drive. The results show that the proposed method has better performance in 
tracking the variation of electrical parameters and estimating the immeasurable mechanical parameters and the VSI disturbance 
voltage simultaneously.  
The remainder of this paper is organized as follows. In section Ċ, a brief introduction of PMSM model is provided and the 
estimation of parameters IRU 3060 LV DQDO\]HG ,Q VHFWLRQ რ a dynamic learning estimator is presented for tracking the 
electrical and mechanical parameters of PMSM drive by using dynamic self learning particle swarm optimization (DSLPSO) is 
proposed, where the principle, mathematical model and implementation procedure of the algorithm are illustrated. Experimental 
results and analysis are given in section IV. Finally, conclusions and future work are presented in section V. 
ჟ. PMSM MODEL AND DESIGN OF PARAMETER ESTIMATION MODEL 
A. PMSM Model 
In this section, the modeling of VSI nonlinearity in synchronous rotating reference frame will be discussed. Assuming that the 
PMSM is of negligible saturation and losses inside cores and magnets, the PMSM can be partitioned into two subsystems, 
namely, the electrical system and the mechanical system [36]. The electrical and mechanical equations of PMSM in dq-axis 
reference frame are usually expressed as 
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where P is pole pairs, Ȧ is mechanical angular speed, ud, uq, id and iq are dq-axis stator voltage and current, and Te is 
electromagnetic torque. The elements of the electrical parameter set {R, ȥm, Ld, and Lq} represent the motor winding resistance, 
PM flux linkage, d-axis and q-axis inductances, respectively; the elements of the mechanical parameter set{ B, J and Tm} are the 
viscous friction coefficient ,moment of inertia and load torque , respectively .It should be noted that both B and J are generally 
time invariant for the same operation condition of a PMSM control system, but electrical parameters are always time varying.  
PMSM is usually fed by a voltage source inverter (VSI). The reference voltages, used for the parameter estimator and measured 
from the output voltage of the current controllers in a PMSM vector control system, are denoted as du

, qu

. The PMSM 
dq-axis voltage equations with the consideration of the VSI nonlinearity are expressed as  
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where Dd and Dq are periodical functions of the rotor position and can be expressed as [37]:
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with ias, ibs, ics being the stator abc three-phase currents (A). 
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The variable Vdead is the distorted voltage caused by the VSI nonlinearity, and can be represented as 
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where deadT , onT , offT , dcV , satV  and dV are the dead-time period, turn-on ,turn-off times of the switching device, the actual and 
measured real-time dc bus voltages, the saturation voltage drop of the active switch and the forward voltage drop of the free 
wheeling diode, respectively. In (5), the VSI nonlinearity introduces the distorted voltage terms Dd.Vdead and Dq.Vdead into the 
voltage equation of PMSM. Note that Vdead is difficult to measure as the dead-time period, switching times and voltage drops of 
switching device vary with the operating conditions. If Vdead is ignored, it may introduce an error into the parameter estimation of 
the machine and affect motor parameter identification results. The steady-state discrete equations of (2) are   
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The electrical parameters {R, ȥm, Ld, Lq } and VSI distorted voltage(Vdead ) need to be identified from experimental data. As 
shown in (6), there are five machine parameters, but the rank number of PMSM voltage equation (6) is two, so the rank of (6) is 
unequal to the number of parameters, thus, it is impossible to estimate five parameters in the circuit model of PMSM, 
simultaneously. 
Under the condition of no load, i.e., Tm = 0, and with id=0 , (1d) can be simplified as  
1.5 m qP B
d
dt
J iZ \ Z                   (7) 
The mechanical parameters {J, B} need to be identified, however, it is impossible to estimate two parameters with this single 
motion equation.  
B  PMSM Electrical and Mechanical Parameters Estimator Design Considering VSI Nonlinearity 
A total of seven parameters (i.e., R, Ld, Lq ,ȥm, Vdead , B , J) need to be estimated, therefore seven equations need to be designed 
for system identifiability; it needs five voltage equations for the estimation of electrical parameters and VSI distorted voltage 
Vdead ,together with two motion equation for the estimation of mechanical parameters.  A schematic diagram of the estimation 
and mathematical model is shown in Fig.1. 
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Fig .1. A schematic diagram of estimation and mathematical model
 (a) Electrical Parameters Estimator Design with Considering VSI Nonlinearity 
The estimation of electrical parameters combined with VSI distorted voltage can be achieved by designing a full rank reference 
identification model using d-axis a current injection method. Equation (6) will be used to solve the rank deficient identification 
problem by considering two conditions, id=0 and id.If id is set to be zero (i.e., id=0) for decoupling the flux and torque control, 
it is ready to get (8a) and (8b) in below. A very short period of negative current (i.e. id<0) is then injected to obtain two state 
equations given by (8c) and (8d). It should be noted that when a very small amount of current is injected into the motor and 
stopped in a very short time, the variation in the distorted voltage Vdead is not significant and it is assumed to be constant. At the 
same time, the variation of the d-axis current does not affect the q-axis current, and the rotor speed can be assumed to be constant 
for a surface-mounted PMSM when a short period current is injected into machine, that is iq0=iq1, 0 1Z Z .From this analysis, an 
additional equation *qu'  can be obtained as (8e) by subtracting the q-axis equation of (8d) from that of (8b). The symbols 
GHQRWHGZLWK³´ RU³´LQWKHLUVXEVFULSWVLQGLFDWHWKDWWKHd axis is injected with the current id=0or idUHVSHFWLYHO\VHH)LJ1). 
The full rank reference model of electromagnetic parameters is given as  
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(b) Mechanical Parameters Estimator Design 
The estimation of mechanical parameters can be achieved by designing an identification model using steady state condition and 
start-up accelerations condition. 
The steady state estimation of B, with 0d
dt
Z  , (1d) can be simplified as 
1.5 m qP i B\ Z                     (9) 
Note that when 0d
dt
Z  , the J term does not appear in this equation. In order to obtain the term J and achieve 0d
dt
Z z , the 
motor is required to operate at constant accelerations for a period of time on start-up test , and (7) can be discretized as follow: 
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where Ts is a sampling time. 
C.  Objective Function Design 
The parameter identification can be addressed as an optimization problem where the system response to a known input is used to 
find the unknown parameter values of a model. The main idea of an optimization-based approach is to search the best parameters, 
which minimize a cost function between the measurement samples and model outputs. In this study, the seven fitness functions 
are generated from equation (8)-(10), and defined as follows.  
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where n is the number of samples under stable state in machine, m is the number of samples under acceleration state in 
machine, Ödu , Öqu and Öqu'  indicate the estimated voltages in dq-axis computed by the measured currents and the estimated 
parameters. 
Let ÖT = ( Ö Ö Ö Ö ÖÖ, , , , , ,q deaddR L L V B J\ ), then all the needed parameters can be identified simultaneously by minimizing the following 
objective function 
      (
1
Ö 7) if a fiiT  ¦                (18) 
where a i¶V are weighting coefficients. Note that the designed objective function (18) is related to the actual PMSM drive system 
which is highly nonlinear, time varying and immeasurable error, with many local minimum points; all these make the parameter 
estimation process even more challenging. So, it is important to develop an efficient global parameter estimator for tracking the 
PMSM electrical and mechanical parameters combined VSI nonlinearity.  
ċ. ESTIMATOR PARAMETER OPTIMIZATION WITH DSLPSO 
A biological inspired PSO, combined with a learning mechanism, can be employed to approximate all the parameters of PMSM 
drive, since biological heuristic has the intrinsic ability to automatically track the dynamic objective, details of which are given 
below.  
A.  Principle of the Basic PSO Algorithm 
In a d-dimensional space, each particle i has two vectors, namely the velocity vector Vi and the position vector Xi, the 
searching scheme can be expressed as 
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where I  is the inertia weight factor, c1 and c2 are the acceleration coefficients, rand1 and rand2 are two uniformly distributed 
numbers within [0,1]. The i-th particle has found best position so far is called Pbest, the best position found among the entire 
population is called gBest  
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      Fig.2.An illustration of dynamic self-learning PSO 
So far, most PSO algorithms use a single learning pattern for all particles, which means that all particles in a swarm use the same 
learning strategy, that is, the particle learning its self historical search information and global search information. This monotonic 
learning pattern lacks diversity for particles and is unable to deal with dynamic time-varying problem. In order to effectively solve 
this problem, particles with dynamic self-learning ability is needed. 
The proposed DSLPSO algorithm model is shown in Fig.2, which involves two key strategies.  
1) Firstly, a novel movement update equation with a dynamic exemplar learning pattern is designed for updating particles; this 
enables each swarm to learn from its Pbest particle or neighbor Pbest historical best information. 
2) Secondly, a nonlinear multi-scale based interactive learning operator is introduced for accelerating the convergence speed of 
the Pbest particles and a dynamic opposition-based learning (OBL) strategy is designed to facilitate the gBest particle to 
explore a potentially better region. 
The general steps of DSLPSO for PMSM parameter estimation are stated as follows. 
Algorithm: DSLPSO algorithm for PMSM parameter 
estimation 
Step1: Initialize parameters, data sampling and recording as 
in Fig 1. 
Step2: Load data (Data0, Data1 and Data2 are as in Fig.1) 
are used to drive the estimator model. 
Step3: for L WR1iN, N is the number of particles  
update particlei velocity (Vi) using the dynamic exemplar 
learning pattern as in equation (21)  
update particlei position (Xi) as in equation(22) } 
Evaluate the fitness value (Fit(Xi))of particlei; 
IF  Fit(Xi) < Fit(Pbesti) then Update Pbesti(Pbestim Xi) 
IF  Fit(Pbesti) < Fit(gBbest) Then Update gBest 
(gBestm Pbesti)  
End for 
Step4: for L WR.iK, K is the number of Pbest  
A multi-scale based interactive learning scheme for 
Pbesti using the equations (24)-(25). 
Evaluate the fitness value (Fit(Xi))of NpBesti (New  
PBesti) 
Update Pbesti (Pbesti m PbestiĤNPbesti) 
End for 
Step5: A dynamic OBL strategy for gBest particle by using 
the equations (26)-(29). 
Until a terminate condition is met, or else, returns to step2. 
Step6: Output optimal results (R, Ld, Lq ,ȥm, Vdead , B , J). 
C. Dynamic Exemplar Learning Pattern for PSO 
In this study, a novel movement update equation is designed for updating particles by investigating a dynamic exemplar 
learning pattern. This enables each swarm to learn from its historical optimal information or neighbor optimal information, that is, 
the velocity updating equation LQGLFDWHVWKDWDOORIH[SORLWDWLRQSDUWLFOHV¶KLVWRULFDOEHVWLQIRUPDWLRQLVXVHGWRXSGDWHDSDUWLFOH¶V
velocity, the good searched information can be exchanged among all particles. This makes a balance between extensive 
searching and accurate searching. The proposed dynamic PSO model is 
1 1 ( )
2 2
( 1) * ()( ( ) ( ))
* ( ( ) ( ))
id id pi d id
d id
V t V c rand Pbest t X t
c rand gBest t X t
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where Pbestpi=[Pbest1, Pbest2«PbestN], pi means that the pi-th Pbest provides the best information, and the other particles should 
learn from it, which determined by the learning probability Pci is given as               
10.1 0.5iPc Si                               (23) 
where Si represents the ranking number of the ith particle in all particles according to fitness value (from small to large). If 
random>Pci, then ip im , meaning that the i-th particle learns from itself Pbest; otherwise ( * )%ip i C rand Nm  (N is the 
number of population), where C is the range of a neighborhood, meaning that the i-WK SDUWLFOH OHDUQV IURP WKH QHLJKERU¶V 
historical best information.  
D. A Multi-scale based Interactive Learning Scheme for Pbests 
 Inspired by a common social learning behavior, an interactive learning strategy is proposed to enable Pbest particles to learn 
the good experience from each other and exchange their best search information among the elite swarm during the search process. 
This interactive learning strategy can maintain the diversity of the swarm and boost fast convergence speed. A nonlinear 
multi-scale based learning strategy for Pbest is given as 
[ ]( 1) ( ) ( ) * ( ( ) ( ))id id iddNPbest t Pbest t t Pbest t Pbest tMK      (24) 
. cos( ).(1 )( ) 2 t
T
ut ue OK S  
               (25) 
where T is the maximum evolution generation and t is the current generation number, the symbol ĳis the randomly selected the 
exploitation population and *rand KM  « »¬ ¼ . ( )tK  is a nonlinear multi-scale mutation operator, the nonlinear variation 
coefficient O is a formal parameter and is set to be 2, u is randomly generated during the initialization and in each generation, 
respectively, which are both uniformly distributed in (0, 1). Note that the definition of (25) is useful in the earlier evolution, 
the large-scale mutation operators can be utilized to quickly locate the global optimal space; on the later evolution, the 
small-scale mutation operators can be used to implement the accuracy of the solution at the late evolution with the 
increasing number of generations. The multi-scale based interactive learning scheme can therefore enable Pbest particles to 
jump out a local optimum and obtain an overall robust search performance. 
E.  A Dynamic OBL strategy for gBest 
The gBest particles are usually used as the exemplars to lead the flying direction of all particles. If the global best particle does 
not find a better position, it will then easily lead to other SDUWLFOHV³VWXFNLQ´DORFDORSWLPXP. It needs a reinforcement learning 
mechanism to improve the gBest search performance. The opposition-based learning (OBL) is a machine learning method and 
was firstly proposed by Tizhoosh [38]. The basic idea of OBL is that a search in the opposite direction is carried out 
simultaneously when a solution is exploited in a direction, i.e., 
x a b x               (26) 
where x is a real number on the interval [a,b], and x is the opposite number of x. This definition is also valid for D-dimensional 
space, where for x1,x2«xDęR and xiù[a i,bi], the D-dimensional point xi is defined as  
i i ix a b x             (27) 
However, the exploration performance of deterministic OBL is limited. In order to overcome the drawbacks of the original OBL 
and enhance the gBest particle convergence speed, a dynamic OBL strategy using adaptive Gaussian distribution is designed as 
2( , )( ( ) ( ))
( ) min( ), ( ) max( )
d d d
d d d d
ogBest Gaussian a t b t gBestd
a t gBest b t gBest
P V  
  
 (28) 
where 2( , )Gaussian P V is a random number of a Gaussian distribution with a zero mean(ȝ)and a standard deviation (ı). In 
order to obtain a better dynamic learning performance for gBest, it is assumed thatV decreases linearly, for which a good choice 
may be given as  
min max min( )(1 )
t
T
V V V V            (29) 
where ımax and ımin are the upper and lower bounds of ı,which specifies the learning scale to reach a new region (in practice, ı 
could be bounded between 0 and 1). This strategy provides a disturbance at gBest, the jump out performance is enhanced by this 
improved OBL with dynamic GaussiDQGLVWULEXWLRQZKLFKLVEHQHILFLDOWRJXLGHJOREDOSDUWLFOHV¶PRYLQJGLUHFWLRQDQGHQKDQFH
convergence speed. 
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A. Hardware Control System and Software Platform 
The control system and software platform is presented in Fig.3(a) and the associated parameter estimation system is displayed in 
Fig.3(b), which is designed based on a prototype PMSM (a conventional vector control system).The details of the PMSM are 
given in Tableĉ. The waveforms of measured dq-axis currents/voltages and mechanical angular speeds of PMSM (i.e., normal 
temperature condition) are shown in Fig.4; In this study, all the signals required for the machine parameter estimation are recorded by 
a PC, and no other additional signal measurement equipment is needed. The current signal is measured from the three-phase 
current sensor (placed in the drive), the voltage signal is measured from the Bus voltage sensor (placed in the drive), and the 
position signal is measured from incremental encoder (placed in the rotor) and can be used for velocity calculation. 
 
The sampling period is set 83.3 P s, and this study uses 1000 measurements for parameter estimator. Three datasets are collected : 
1) the first dataset is for motor start and accelerated measurements (Data0); 2) the second dataset contains the id=0 control steady 
state measurements (Data1), and 3)  the third dataset (Data2) contains measurements when d-axis reference currents are injected 
into the drive system after at steady state , as indicated in Fig.1. The parameter estimation process is divided into two main stages: 
the experimental data acquisition and data processing. The proposed method can be applied to estimate system parameters of a 
PMSM based large equipment such as railway transportation and wind power generation system. For a large-scale engineering 
application, there would be a large amount of operating condition data and control signals to process, so it may need a large 
amount of computation and data storage, for such a case the processing of parameter estimation can still be done in a PC. With 
the development of high-performance computer, the work can be done by collaborative PC with inverter controller .The high 
computational task and massive storage can be done by PC and the results can be sent to inverter controller for system controller 
design and operating status judgment.  
For comparison, a series of hybrid PSOs are used, including HPSOM (hybrid PSO with mutation) [39], HGAPSO (hybrid PSO 
with genetic algorithm) [40], HPSOWM (hybrid PSO with Wavelet Mutation) [41], CLPSO (comprehensive learning PSO) [42], 
OPSO (An opposition-based learning for PSO) [38] and APSO (adaptive Particle Swarm Optimization) [43]. To assess the 
performance of parameter estimation, a statistical analysis is performed in terms of the mean results, standard deviation and the 
t-test value. The basic settings of these PSOs are as follows: the maximum iteration is 300 and the number of runs is 10. With the 
consideration of precision and time-consuming, the variable bounds should be to set an appropriate width, not too wide, not too 
narrow. The search bounds are to be specified as: Rę(0,0.64)ȍ, Ld and Lqę(0,5.12)mH, ȥmę(0,100) mWb, Vdeadę(-1,0)V, 
Bę(0.0001,1) N.m/rad/s ,and Ję(0.00000001,0.1) Kg.m2. For fair comparison, all test methods are operated on the same 
platform with the same objective function, search variable bounds, measured data, and PMSM hardware. All experiments are 
carried out on the same computer with AMD Athlon(tm) II X4 555, four-core processors, RAM 4.0GB. 
TABLE ĉ. 
DESIGN PARAMETERS AND SPECIFICATION OF PMSM 
 
 
Rated speed 400rpm 
Rated current 4A 
DC link voltage 36V 
Nominal terminal wire resistance 0.043 
Nominal self inductance 2.91mH 
Nominal mutual inductance -0.330mH 
Nominal d-axis inductance 3.24mH 
Nominal q-axis inductance 3.24mH 
Nominal amplitude of flux induced by magnets 77.6 mWb 
Number of pole pairs 5 
Nominal phase resistance (T=25 oC) 0.330 :  
Inertia 8eí5Kg.m2 
          
(a)Photograph of the experimental system with prototype PMSM                  (b) The proposed parameter estimation system 
Fig. 3.The schematic diagram of identification hardware and software platform. 
 
 
     
                                                                 (a)  
  
                             (b) 
 
 (c)  
Fig.4.Waveforms of sampled DQ-axis current/voltage and mechanical angular speed of PMSM under normal temperature condition.(a)Sampled of Sampled of 
d-q axis current of PMSM. (b) Sampled of d-q axis voltage of PMSM. (c) Sampled of mechanical angular speed of PMSM. 
B.  Parameter Estimation under Normal Temperature Condition 
Table Ċ presents the parameter estimated value, mean fitness, standard deviations, t-values and time cost values measured with 
each method using data measured from normal temperature environment. The convergences of different PSOs are shown in 
Fig.5(a). All the parameter estimation results (including electrical parameters and mechanical parameters) are plotted in Fig6. It 
is clear that the proposed DSLPSO shows the best performances in terms of mean fitness, standard deviations and t-values 
among those seven methods. As we all known, the smaller mean fitness and smaller standard deviation, the more stable of 
algorithm ,from the results of the Table Ċ, Table ċ and Table Č,we can see that the proposed DSLPSO achieved the smallest 
mean and standard deviation , it proves that the DSLPSO has the best stability among these peer algorithms. As can be seen from 
Fig.5 (a), DSLPSO can converge to the optimum after about 150 generations of evolution while other hybrid PSOs shows 
relative poor convergence performance. Furthermore, all the t-values are higher than 6, which imply that the proposed DSLPSO 
has significantly better solution performance than other hybrid PSOs (the confidence level is 98%).  
Moreover, as  shown in Table Ċ, the running time for HPSOM, HGAPSO, HPSOWM, CLPSO ,OPSO and APSO are 
145.24s, 91.94s, 147.51s, 72.04s, 163.51s and 7.50s, respectively .However, the computation time of DSLPSO is only 6.58 s, 
which is smaller than all the comparative PSO methods. Similar results can be observed in Table ċ and Table Č . All this 
demonstrates that the proposed DSLPSO has a quick search speed and does not increase time complexity in comparison with the 
basic PSO. 
As demonstrated in Table Ċ, the estimated winding resistance ȍE\'6/362 LVYHU\FORVH WR the measured value 
ȍ ZKLFK LV QRPLQDOO\ ȍ SKDVH UHVLVWDQFH WRJHWKHU ZLWK ȍ WHUPLQDO ZLUH UHVLVWDQFH XQGHU QRUPDO
temperature. In addition, the estimated flux linkage ȥm (78.07mWb) by DSLPSO is quite close to its nominal value (77.6mWb), 
the estimated d-axis inductance (3.138mH) and q-axis inductance (3.683mH) also agree well with the nominal value on manual. 
The slight difference between the estimated and nominal values of machine parameters may be caused by nonlinearity relating to 
the working condition. Fig. 11 shows the estimated moment of inertia of rotor and the viscous friction coefficient, from which it 
is obvious that the estimated moment of inertia of PMSM rotor (7.36×10-5 kg.m2) is quite close to its nominal value 
(8×10-5kgm2). 
As shown in Fig.7(a), the value of VSI disturbance voltage Vdead can be estimated simultaneously with other machine 
parameters based on the proposed estimator model. Furthermore, the VSI nonlinearity compensation can be simultaneously 
obtained by computing Dd.Vdead and adding the value of Dq.Vdead to the output of dq-axis PI regulators. The obtained Vdead values 
can be fed back to the control system of PMSM. For example, the compensation on Vdead slowly increases until Vdead approaches 
zero, and this can help reduce its influence on system stability. 
It can be observed from Table II and Fig. 5 that the proposed DSLPSO is of high precision for estimating the electrical 
parameters and estimating the immeasurable mechanical parameters, along with the VSI disturbance voltage simultaneously. 
There are some reasons behind these observations that the proposed estimator has global convergence performance .Firstly, a 
dynamic learning estimator is proposed for tracking the electrical parameters, mechanical parameters and VSI of PMSM drive by 
using a dynamic self-learning particle swarm optimization. Secondly, a novel movement modification equation with dynamic 
exemplar learning strategy is designed to ensure its diversity and the balance between exploitation and exploration during the 
search process. Thirdly, a nonlinear multi-scale based learning operator is introduced for accelerating the convergence speed of 
the Pbest particles, and a dynamic opposition-based learning (OBL) strategy is designed to facilitate the gBest particle to explore 
a potentially better region. 
TABLE Ċ.  
RESULT COMPARISONS AMONG SEVEN PSOS ON PMSM PARAMETER IDENTIFICATION WITH NORMAL TEMPERATURE 
Estimated Parameters HPSOM HGAPSO HPSOWM CLPSO OPSO APSO DSLPSO 
R( : ) 0.309 0.328 0.359 0.317 0.302 0.357 0.372 
ȥm(mWb) 80.05 80.39 78.75 79.32 80.26 80.64 78.07 
Ld(mH) 3.14 3.107 3.405 3.327 2.724 3.140 3.138 
Lq(mH) 3.85 4.118 3.806 3.692 4.137 3.918 3.683 
Vdead(V) -0.294 -0.088 -0.352 -0.204 -0.0695 -0.149 -0.065 
B(N.m/rad/s) 0.064 0.064 0.063 0.063 0.065 0.065 0.062 
J(Kg.m2) 8.09e-5 5.28e-5 7.13e-5 8.81e-5 6.58e-5 5.42e-5 7.36e-5 
Fitness 
Mean 1.595 1.641 1.699 3.134 1.851 3.194 1.25 
Std.dev 0.155 0.295 0.122 0.665 0.225 0.932 0.012 
t-value 12.85 8.79 19.36 19.77 16.98 14.65 0 
 Time 145.24 91.94 147.51 72.04 163.51 7.50 6.58 
 
 (a) 
 
    
            (b)                                                         (c) 
Fig. 5. The fitness convergence curve of seven PSOs on PMSM all parameter estimation(a) under normal temperature. (b)with heating 20 min. (c) with heating 
20 min and cooling 9min. 
 
      
(a)                                             (b) 
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               (e)                                                    (f)            
  Fig. 6. Parameter estimates under normal temperature condition (a) winding resistance. (b) rotor flux linkage (c) d-axis inductance.(d) q-axis inductance.(e) viscous 
friction coefficient.(f) moment of inertia. 
 
 
 (a) 
    
          (b)                                                               (c) 
Fig.7. Estimated Vdead . (a) under normal temperature.(b) with heating 20 min. (c) with heating 20 min and cooling 9min. 
 
B. Parameter Estimation under Temperature Variation Condition 
It is well known that the parameters of PMSM change with the variation of operating conditions: temperature, frequency, and the 
saturation level of the machine. In order to validate the performance of the proposed method for tracking the variation of 
parameters under operation condition with varying temperature, in this study experiments on some varying temperature 
conditions are carried out. The experiments on temperature variation are divided into two steps.  
a. Continuously heating the PMSM for 20 minutes and recording experimental data ,then estimating all the electrical 
parameters ,mechanical parameters and VSI distort voltage (time=20 minutes).  
b. After the removal of the heater at time=20 minutes, and cooling 9 minutes, then estimating all the electrical 
parameters ,mechanical parameters and VSI distort voltage (time=29 minutes). 
The estimated PMSM parameters and VSI distort voltage using different PSOs for the above case (a) (i.e., continuously heating 
PLQXWHVDUHGHSLFWHGLQ7DEOHრ)LJE)LJEDQG)LJ  ZKHUHDVWKHUHVXOWVIRUFDVHELHFRQWLQXRXVO\KHDting 
PLQXWHVDQG WKHQFRROLQJPLQXWHVDUHGHSLFWHGLQ7DEOHს)LJF )LJFDQG)LJ)URP7DEOHრ7DEOHს, and 
Fig.7(b)-(c), it is clear that the DSLPSO outperforms other hybrid PSOs in terms of mean, standard deviation and t-test values 
when estimating the electrical parameters, mechanical parameters and VSI distort voltage of PMSM drive under varying 
temperature conditions.  
The results show that the estimated winding resistance R, d-axis inductance (Ld), q-axis inductance (Lq) and rotor flux linkage 
(ȥm) vary with the changing temperature. For example, the estimated winding resistance value increases from 0.372( : ) to 0.435 
( : ) with heating 20 minutes in high temperature, and then it decreases to 0.417( : ) after 9 minutes cooling. The stator winding 
resistance value increases gradually when the temperature rises gradually and returns to normal value when temperature returns 
to normal, due to the effects of the thermal metal. In return, the estimated winding resistance can be used for temperature 
monitoring of machine as the estimated winding resistance is linear varying with the changes of temperature. The estimated rotor 
flux linkage decreases from 78.07 (mWb) to 77.36 (mWb),  there is an abrupt drop in the estimated rotor flux linkage after 20  
minute heating , and then it increases to 77.9 (mWb) after 9 minutes cooling ,which can be explained by the fact that the residual 
flux density and intrinsic coercivity of the PM varies with the changing of temperature , that is, it reduces when the temperature 
of NdFeB magnets increases and it returns to normal value if the temperature of NdFeB magnets return to normal within critical 
temperature. The estimated Ld and Lq also change when temperature varies (but d-axis and q-axis inductances are not affected 
significantly by machine temperature), the reason is that the values of Ld and Lq are mainly influenced by the flux density which 
may change during the data measurement.  
Furthermore, from 7DEOHჟ7DEOHრDQG7DEOHსLWFDQEHVHHQWKDWWKHHVWLPDWHG96,GLVWXUEDQFHYROWDJH Vdead varies from 
-0.065 (v) to -0.096(v) after 20 minute heating, and it changes to -0.102 (v) after 9 minute cooling. This phenomenon can be 
explained by the fact that the VSI nonlinearity is also influenced by the temperature variation. This observation can be explained 
WKDWWKHSDUDPHWHUVRIWKH3060PD\GHYLDWHIURPLWVQRPLQDOYDOXHZKHQLW¶VRSHUDWLQJFRQGLWLRQFKDQJHV 
Theoretically, the electrical parameters vary with the change of operation temperature, whereas the mechanical parameters 
viscous friction coefficient (B) and moment of inertia (J) change little with variation of operation temperature. This phenomenon 
indicates that the electrical parameters are sensitive to the operating conditions, whereas the mechanical parameters B and J are 
not sensitive to the variation of temperature conditions. This is because the mechanical parameters are mainly affected by the 
shape and the dimensions of mechanical loads.  
These results show that the proposed parameter estimator can simultaneously track the PMSM parameters and the VSI 
disturbance voltage very well without requiring a priori knowledge of motor parameters and switching device parameters, it only 
uses electrical measurements taken at machine terminals. Especially, when the operation condition changes, the proposed method 
can simultaneously estimate the electrical parameters, the mechanical parameters and VSI distorted voltage with good accuracy. 
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 RESULT COMPARISONS AMONG SEVEN PSOS ON PMSM PARAMETER IDENTIFICATION UNDER TEMPERATURE VARIATION WITH 
HEATING 20MINUTES 
Estimated Parameters HPSOM HGAPSO HPSOWM CLPSO OPSO APSO I  DSLPSO 
R( : )   0.463 0.467 0.424 0.460 0.466 0.420 0.435 
ȥm(mWb) 77.04 76.72 77.87 78.72 76.72 75.44 77.36 
Ld(mH) 3.052 3.229 3.232 3.111 2.982 3.136 3.268 
Lq(mH) 3.792 3.649 3.855 4.005 3.573 3.361 3.619 
Vdead(V) -0.364 -0.098 -0.322 -0.263 -0.059 -0.129 -0.096 
B(N.m/rad/s) 0.062 0.062 0.063 0.063 0.062 0.066 0.063 
J(Kg.m2) 6.21e-5 5.69e-5 6.44e-5 7.58e-5 5.94e-5 4.61e-5 7.77e-5 
Fitness 
Mean 1.612 1.667 1.438 3.556 1.598 3.776 1.301 
Std.dev 0.189 0.412 0.229 0.621 0.397 1.134 0.052 
t-value 7.43 5.49 2.99 24.10 4.59 15.013 0 
 Time 146.71 94.54 146.81 72.55 169.91 7.71 6.87 
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 RESULT COMPARISONS AMONG SEVEN PSOS ON PMSM PARAMETER IDENTIFICATION UNDER TEMPERATURE VARIATION WITH 
HEATING 20MINUTES AND AFTER COOLING 9 MINUTES 
Estimated Parameters HPSOM HGAPSO HPSOWM CLPSO OPSO APSO I  DSLPSO 
R( : ) 0.429 0.383 0.419 0.429 0.393 0.403 0.417 
ȥm(mWb) 78.03 78.73 78.07 77.56 78.09 78.68 77.90 
Ld(mH) 3.227 3.095 3.418 3.727 2.516 3.061 3.417 
Lq(mH) 3.798 3.828 3.856 4.295 3.879 3.766 3.939 
Vdead(V) -0.37 -0.088 -0.321 -0.163 -0.078 -0.0857 -0.102 
B(N.m/rad/s) 0.063 0.064 0.063 0.063 0.062 0.064 0.063 
J(Kg.m2) 7.56e-5 5.393e-5 7.52e-5 6.86e-5 6.57e-5 3.20e-5 8.83e-5 
Fitness 
mean 1.65 1.69 1.471 2.98 1.84 3.09 1.424 
Std.dev 0.203 0.399 0.176 0.760 0.167 1.876 0.024 
t-value 6.26 4.39 1.42 14.19 12.91 6.26 0 
 Time 147.29 92.37 148.93 72.58 166.24 7.68 6.99 
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                      (c)                                                  (d) 
       
                                        (e)                                                 (f)                    
Fig. 8. Parameter estimates with heating 20 min(time=20 minutes) (a) winding resistance. (b) rotor flux linkage (c) d-axis inductance.(d) q-axis inductance. (e) viscous 
friction coefficient.(f) moment of inertia. 
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Fig. 9. Identified parameters with heating 20 min and cooling 9min (time=29 minutes) (a) winding resistance. (b) rotor flux linkage (c) d-axis inductance.(d) q-axis 
inductance. (e) viscous friction coefficient.(f) moment of inertia. 
 
C. Verification of the Estimation Accuracy and the Variation Tracking Performance 
To further verify the parameter estimation accuracy and the parameter tracking performance, we employ the following approach to 
test the effectiveness of the proposed method: a) change the winding resistance value, and b) use the LCR bridge to measure the 
winding resistance value. Details are described below. 
a. Parameter Estimation by changing the Winding Resistance Value 
A step change in winding resistance value is applied to verify the effectiveness of the proposed method. Three resistances 
(Rp=0.414¡) are simultaneously connected with three-phase windings in the machine. The estimated results are shown in Fig. 10 
and Table č, from which it is clear that the estimated R (0.782¡) with adding Rp is quite close to the actual resistance (0.787¡
(0.373¡+0.414¡)).The other estimated parameters are also quite close to the nominal parameters, for example the estimated rotor 
flux linkage ȥm (77.94 mWb) is quite close to its nominal value (77.6mWb), the estimated d-axis inductance (3.115mH) and 
q-axis inductance (3.281mH) also agree well with the nominal values on manual. The reason can be explained that the winding 
resistance value is changed by adding additional resistance and the other machine parameters are not changed under the normal 
temperature working condition.  
 From equations (8)-(18),  other six parameters (i.e.,Ld, Lq ,ȥm, Vdead , B , J) can also be accurately estimated if the winding 
resistance is accurately estimated ,as the total system parameters are simultaneously identified using the same parameter estimator 
model. Therefore, the proposed parameter estimation model and parameter estimation algorithm performs very well in identifying 
the actual machine parameter and tracking the variation of parameters. 
                                              
 TABLE č 
                COMPARISON OF ESTIMATED PARAMETERS WITH DIFFERENT WORKING CONDITION USING THE PROPOSED 
DSLPSO-BASED PARAMETER ESTIMATION METHOD 
Parameters Estimated Values under Normal Temperature 
Estimated Values 
with Adding Rp 
under Normal 
Temperature 
Estimated 
Values/(LCR 
 Test Values )with 
Heating 20Min 
Estimated Values /(LCR Test 
Values) with Heating 20Min 
and Cooling 9Min 
R( : ) 0.372 0.782 0.435/(0.45) 0.417/(0.41) 
ȥm (mWb) 78.07 77.94 77.36 77.90 
Ld(mH) 3.138 3.115 3.268 3.417 
Lq(mH) 3.683 3.281 3.619 3.939 
Vdead(V) -0.065 -0.0757 -0.096 -0.102 
B (N.m/rad/s) 0.062 0.062 0.063 0.063 
J(Kg.m2) 7.36e-5 7.51e-5 7.77e-5 8.83e-5 
 
b. The use of LCR bridge for measuring the winding resistance value 
 
Fig.10. Estimated winding resistance with adding Rp 
   
 (a) The winding resistance varying with temperature variation                (b) The rotor flux linkage varying with temperature variation 
Fig.11 Estimated parameters varying with temperature variation 
 
A LCR bridge is used to test the value of winding resistance R (with the power source being switched off), the measured results are 
shown in Table č. The measured value R (0.45¡) is very close to the estimated value (0.435¡). Additionally, the measured 
value of winding resistance R(0.41¡ ) is also very close to the estimated value(0.417¡) by the LCR bridge after naturally cooling 
9 minutes. The slight difference between the estimated and the measured value may be caused by measurement error. Again, 
from equations (8)-(18), other six parameters (i.e., Ld, Lq ,ȥm, Vdead , B , J) can be accurately estimated as the winding resistance is 
accurately estimated. So, the proposed parameter estimation model works very well for tracking the variation of parameters under 
the variation temperature. Further, from Fgi.11 and Table VI,  the value of winding resistance  increases with the heating 
temperature; on the contrary, the value of rotor flux linkage  decreases with the heating temperature within critical temperature. 
Thus, the change of the winding resistance and rotor flux linkage can be used for condition monitoring of PMSM. 
D. The Influence of VSI Nonlinearity on Parameter Estimation 
In this study, an experiment with and without considering VSI nonlinearity are conducted to show that the estimation 
SHUIRUPDQFH FDQ EH LPSURYHG E\ FRQVLGHULQJ 96, QRQOLQHDULW\ +HUH ³ZLWKRXW FRQVLGHULQJ 96, QRQOLQHDULW\´ PHDQV WKDW WKH
VSI-distorted voltage Vdead is set to be zero during estimation. 
TABLE Ď 
 RESULT COMPARISONS ON PMSM PARAMETER IDENTIFICATION BETWEEN WITH CONSIDERING VSI NONLINEARITY AND WITHOUT 
CONSIDERING VSI NONLINEARITY UNDER NORMAL TEMPERATURE  
Estimated Parameters with considering VSI 
nonlinearity 
without considering 
VSI nonlinearity 
R( : ) 0.372 0.390 
ȥm(mWb) 78.07 77.6 
Ld(mH) 3.138 3.211 
Lq(mH) 3.683 3.716 
B(N.m/Rad/s) 0.062 0.0618 
J(Kg.m2) 7.36e-5 6.97e-5 
 
Table Ď presents all the estimated machine parameters including electrical and mechanical parameters, with and without 
considering the VSI nonlinearity. The estimated machine parameters without considering the VSI nonlinearity are 0.390(ȍ), 
77.6(mWb), 3.211(mH), 3.716(mH), 0.0618(N.m/rad/s) and 6.97×10-5(kgm2) for the winding resistance, rotor flux linkage, 
d-axis inductance , q-axis inductance, viscous friction coefficient and moment of inertia, respectively. It is obvious that there 
exist differences between the estimated values with and without considering the VSI nonlinearity for the PMSM parameter 
estimation. For example, the estimated resistance is 0.372 (ȍ) when considering VSI nonlinearity at normal temperature 
condition ,whereas the estimated winding resistance value without considering VSI nonlinearity is 0.390 (ȍ), which is larger 
than the value of with considering VSI nonlinearity (with an error of 0.390-0.372)/0.372§5%. Obviously, the estimated winding 
resistance is much more accurate with respect to the nominal value by considering VSI nonlinearity. The observations are the 
same to other electrical parameter estimation such as rotor flux linkage and dq-axis inductance as in Table Ď.This is mainly due 
to the fact that the VSI nonlinear disturbance voltage (i.e, Vdead.Dd and Vdead.Dq in (2a) and (2b)) can result in an increase in the 
estimated winding resistance. From the experiment, the distort voltage Vdead is about 0.1V, the two terms Dq.Vdead (about 0.4V) 
and Dd.Vdead (about 0.2V) could introduce an error into the estimation of the PMSM parameters. So, after Clarke and Park 
transforms, the dq-axis voltage will change because Dq.Vdead can significantly affect the winding resistance and flux linkage 
estimation. It is noted that the estimates of mechanical parameters are similar to that for the case of without considering the VSI 
nonlinearity, as for this case the parameters are not independent of the VSI nonlinearity. The reason is that, the value electric 
parameter will influence the accuracy of mechanical parameters estimation as the mechanical parameters are calculated with the 
electrical parameters. For example, the value of electromagnetic torque is related to the rotor PM flux linkage. Thus, the VSI 
nonlinearity will affect greatly the accuracy of the estimated machine parameters and the VSI nonlinearity cannot be negligible. 
ტ. CONCLUSION 
In this study, a global identification method was proposed for estimating the PMSM electrical parameters and mechanical 
parameters with the consideration of VSI nonlinearity. To sum up, the major contributions of this study include: 
1) A global identification method for estimating parameters of PMSM drives system, including electrical parameters, mechanical 
parameters and VSI disturbance voltage. In the parameter estimation model, the VSI nonlinearity, electrical and mechanical 
sub-systems are treated as a whole system and parameter estimation is formulated as a single optimization problem. All system 
parameters can be estimated simultaneously by solving the optimization problem without a priori knowledge of the inner 
machine structure.  
2) A new dynamic learning estimator for tracking the electrical and mechanical parameters of PMSM drive by using dynamic 
self learning particle swarm optimization (DSLPSO). In DSLPSO, a novel movement modification equation with dynamic 
exemplar learning strategy is designed to ensure its diversity and better manage the exploitation and exploration during the 
search process. Moreover, a nonlinear multi-scale based learning operator is introduced for accelerating the convergence speed 
of the Pbest particles and a dynamic opposition-based learning (OBL) strategy is designed to facilitate the gBest particle to 
explore a potentially better region.  
  In the proposed parameter estimation model the effect of cross-coupling magnetic saturation was not considered. This is a 
limitation of the proposed method. In our future work, we will investigate a new parameter estimation model for machine 
parameter estimation including the consideration of nonlinearities as saturation and viscous torque not proportional to the speed. 
Potentially, the parameter estimation method presented in this paper can be incorporated into a robust motor control system to 
counteract parameter uncertainties, or fault diagnosis system where the variations of key parameters can be used as a feature of 
fault symptoms. The proposed method can be applied for system  parameter estimation for PMSM-based large equipment such 
as railway transportation and wind power generation system. 
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