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 Розглянуто побудову низькочастотних та високочастотних фільтрів з 
використанням локальних поліноміальних сплайнів на основі В-сплайнів, 
близьких до інтерполяційних у середньому, однієї та двох змінних. 
 
Постановка проблеми. Останні дисятиріччя при розв’язанні задач обро-
бки цифрованих зображень, опрацювання сигналів, тощо, розвиток отримали 
методи, що базуються на обчислювальному аспекті, зокрема кратномасштабний 
аналіз. При опрацюванні дискретних даних набули поширення процедури ос-
новані на бінарному поповненні послідовностей відліків деяких функцій та різ-
ного роду вейвлет-перетвореня. Проте, все ще актуальним залишається розви-
ток відомих методів цифрової обробки сигналів, з урахуванням сучасних дося-
гнень у сфері обчислювальних технологій.  
 В багатьох додатках (зокрема, аналіз зображень) застосування схеми дво-
канальної субсмугової фільтрації суттєво може впливати на результат стиснен-
ня та квантування. Більш того, існує надія, що за допомогою спеціально побу-
дованих фільтрів спотворення через квантування можна суттєво зменшити, що 
дозволить досягати значного коефіцієнта стиснення [1, с.230].  
У зв’язку з останнім, слід зазначити можливість застосування вейвлетів в 
контексті фільтрації, проте не важко показати, що обчислювальна складність 
використання поліноміальних сплайнів є аналогічною, крім того самі ці сплай-
ни часто використовують при «побудові» вейвлетів [2]. Перевагою при застосу-
ванні саме сплайнів в означеній задачі може бути високі апроксимативні влас-
тивості сплайн-операторів, близьких до інтерполяційних, причому, при обробці 
сигналів ( в тому числі і цифрованих зображень),поданих, за всяк час, з вадою, 
перевага за операторами, що є близькими до інтерполяційних у середньому.  
 Саме отриманню швидкодіючих процедур низько- та високочастотної фі-
льтрації даних на підставі зазначених сплайн-операторів присвячено роботу. 
Аналіз досліджень та постановка задачі. Задача відтворення гладких 
функцій на основі лінійних комбінацій В-сплайнів висвітлено у досить багатьох 
роботах І.Шоенберга, К.Де Бора, М.П.Корнійчука та ін. Увагу поліноміальним 
сплайнам, визначеним на локальних носіях, близьким до інтерполяційних у се-
редньому, приділено А.О.Лигуном [3] та у авторських дослідженнях [4]. 
Застосування сплайнів, близьких до інтерполяційних, в задачах фільтрації 
та кратномаштабного аналізу розлого подано в сучасній літературі. Серед ро-
сійськомовних видань достатньо вказати роботи [1; 2], де є широкий перелік ві-
дповідних посилань. Подання одновимірних сплайнів на основі В-сплайнів, 
близьких до інтерполяційних у середньому, що так, чи інакше можуть бути ви-
користані при побудові фільтрів, можна знайти в роботах [3–6]. Для побудови 
фільтру по усередненим значенням деякої двовимірної функції  ,f t q , заданої 
на рівномірному розбитті, в роботах [7, 8] пропонується функціонал на підставі 
апроксимації поліномом 
2 2( , , )P f t q a b t c q d tq e t f q           , 
де , , , , ,a b c d e f  – деякі дійсні коефіцієнти.  
Повертаючись до сплайнів, однієї змінної відзначимо, що мають місце 
наступні визначення [3; 4]. Нехай з кроком 0h   задано розбиття дійсної вісі 
:h it ih  , i Z , у кожній точці якого отримано значення деякої неперервної 
функції   rp t C , 2r  , визначеної на  1 ;R   . Вважають, що інформація про 













  , при цьому, істинне значення функції  p t  у вуз-
лах визначається так: 
i i ip p   , i Z ,      (1) 
де i  – похибка. 
 Для апроксимації функції  p t  за значеннями типу (1) у вузлах розбиття 
h , вводяться такі поліноміальні сплайни на основі В-сплайнів, що є близькими 
до інтерполяційних у середньому: 
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де, наприклад, В-сплайн другого порядку  2,hB t  визначається так:  
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 Слід відмітити, що подання зазначених сплайнів у вигляді лінійної ком-
бінації В-сплайнів не зовсім зручне для реалізації в обчислювальному середо-
вищі. Для зменшення обчислювальної складності є можливість подати сплайни 
у явному вигляді. Наприклад, якщо ввести заміну   2 0,5x t i h h   , 1x  , 
то, з урахуванням (2), сплайн  2,0 ,S p t , має вигляд: 
       22,0 1 1 1 1 1 1, 2 8 4 6 8i i i i i i i iS p t p p p x p p x p p p              . (3) 




S p t S t

   – норма сплайн-оператора  ,0 ,rS p t , то 
справедливі ствердження:    ,0 ,rS p t p t . Слід відмітити, що  ,0 ,rS p t  – це 
величина, яка характеризує в скільки разів може зрости похибка при відтворен-
ні функції за допомогою сплайну, якщо значення ip  задані з похибкою. Отже, 
норма сплайн-оператора характеризує стійкість відтворення функції  p t . 
 Про похибку відтворення функції  p t  за використанням сплайнів 
 ,0 ,rS p t , 2,3, 4r   свідчать наступні твердження. 
 При 0h  для довільної функції   2p t C  виконується 
         2 22,0 , 6p t S p t h p t p t h      , 
         2 23,0 , 5 24p t S p t h p t p t h      , 
         2 24,0 , 4p t S p t h p t p t h      . 
Двовимірні сплайни, близькі до інтерполяційних у середньому визнача-




  осей T  і Q  точ-
ками i tt ih , i Z , 0th  , j qq jh , j Z , 0qh  , відповідно до яких задається ро-
збиття ,t qh h  дійсної площини 2R . Нехай у вузлах розбиття ,t qh h  задано значен-
ня деякої функції   ,, r rp t q C , 1 2, 2r r  : ,i jp , ,i j Z , причому, вважається що 
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   . 
Тоді, двовимірний поліноміальний сплайн, близький до інтерполяційного 
у середньому можна визначити наступним чином: 
       ,0 , , ,, , 0,5 0,5t qr i j r h t r h q
i Z j Z
S p t q p B t i h B q j h
 
      , 2r  . 
 Наприклад, явний вигляд сплайну  2,0 , ,S p t q , з урахуванням (2) такий:  
          2 2 2 22,0 1, 1 1,1, , 1 1 1 6 2
64
i j i jS p t q x y p x y p          
         2 2 22 2 21, 1 , 1 ,1 1 6 2 1 6 2 6 2i j i j i jx y p x y p x y p             
          2 2 2 22 2, 1 1, 1 1,6 2 1 1 1 1 6 2i j i j i jx y p x y p x y p              
    2 2 1, 11 1 i jx y p     ,     (4) 
де    2 0,5 t tx t i h h   , 1x  ,    2 0,5 q qy q j h h   , 1y  . 








S p t q S t q

   – норма сплайна  ,0 , ,rS p t q , то 
   ,0 , , ,rS p t q p t q , 2r  , 
крім того, наприклад, при 2r  , для   2,2,p t q C   і 0   має місце 
       2 22 22,0, , , , 6 , 6t qt qp t q S p t q h p t q h p t q      
       2 242 2 4, 36 ,t q t qh h p t q p t q h      , 
де  max ,t qh h h . 
 Навівши відомі положення про поліноміальні сплайни, близькі до інтер-
поляційних у середньому, поставимо за мету у подальшому викладенні показа-
ти можливість одержання фільтрів одно- та двовимірних даних на підставі ал-
горитмізації обчислювальних схем сплайнів відповідної розмірності, тим самим 
поширюючи властивості останніх на шукані, або вже відомі процедури. 
Виклад основного матеріалу. Приклади (3), (4) розгорнутого представ-
лення сплайнів дозволяють чітко простежити, що оператори, які розглядаються, 
справді є поліномами. Отже, для одновимірних сплайнів на основі В-сплайнів, 
близьких до інтерполяційних у середньому справедливе наступне подання [4]: 
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,    (6) 
для двовимірних – 
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S p t q p x y
   
      ,    (7) 
де   2 0,5 t tx t i h h   , 1x  ,   2 0,5 q qy q j h h   , 1y  , при 2, 4r  ; 




a b  – визначаються із (6). 
 Враховуючи наведену в аналізі якість апроксимації сплайнами гладких 
функцій, для знаходження низькочастотних фільтрів нас, в першу чергу, буде 
цікавити значення сплайн-операторів у вузлах розбиттів h  та ,t qh h . В цьому 
разі, для 2,4r  , при 0x  , та для 3r  , при 1x  , подання (5) набуває вигляду: 
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а подання (7) надає функціонали: 
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 Для отримання швидкодіючих обчислювальних схем достатньо розлого 
подати (8-10) з найменшою кількістю арифметичних операцій. Наприклад, для 
(8) має місце подання лише з чотирма операціями: 
   2,0 1 1, 6 8i i iS p ih p p p     ,   (11) 
а для  2,0 , ,t qS p ih jh  отримуємо функціонал з дванадцятьма операціями: 
  2,0 1, 1 1, 1, 1 , 1 , , 1, , 6 6 36 6t q i j i j i j i j i j i jS p ih jh p p p p p p                  
1, 1 1, 1, 16 64i j i j i jp p p        .    (12) 
 На прикладі виразів (13), (14) можна наочно переконатись у наявності 
властивості згладжування даних, відомій для сплайнів, що розглядаються: 
  22,0 1 1
1 3 1 1
,
8 4 8 8
i i i i iS p ih p p p p p       , 
де 2 1 12i i i ip p p p     , 




t q i j i i j j i j i j i jS p ih jh p p p p       , 
де  2 , 1, , 1,2i i j i j i j i jp p p p     ;  
2
, , 1 , , 12j i j i j i j i jp p p p     ; 
2 2 2 2 2 2 2
, , 1 , , 1 1, , 1,2 2ij i j i i j i i j i i j j i j j i j j i jp p p p p p p                . 
 Високочастотні фільтри на основі розглянутих сплайнів неважко отрима-
ти з рівності 
i i ip pн pв  , i Z , 
де ipн , ipв  - низько- та високочастотні складові. Якщо за ipн  обрати значення 
сплайнів у вузлах розбиттів h  та ,t qh h , 
   ,0,0 ,
rS
i r ipн S p ih pн  ,   
 ,0
, ,0 ,, ,
rS
i j r t q i jpн S p ih jh pн  , 2,3, 4r  , 
то тоді мають місце наступні співвідношення для отримання високочастотних 
фільтрів: 
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 У двовимірному випадку, враховуючи вираз 
, , ,i j i j i jpв p pн  , ,i j Z , 
отримуємо: 
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. 
 У подальшому викладені розглянемо можливість побудови «подвійних» 
фільтрів відповідних частотних складових. Розглянемо вираз (11). Припустимо, 
що послідовність відліків функції  p t , утворена після застосування сплайн-
оператора, підлягає повторній дії того ж оператора. Такий підхід дозволяє 
отримання низькочастотних фільтрів з більш широким вікном та більшим сту-
пенем згладжування, стосовно вихідних даних: 
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 , (13) 
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Вводячи позначення      ,0 ,0,0 ,0 , ,
r rS S
r r iS S p ih ih pн , за аналогією з (13), 
для 3,4r   має місце: 
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Відповідно, для високочастотних фільтрів буде справедливо (не наво-
диться для 
  4,0 4,0S S
ipв  задля економії місця): 
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Аналогічно, неважко отримати фільтри відповідних частот на розбитті 
,t qh h
  (задля економії місця 
  ,0 ,0
2
r rS S
в , 2,3, 4r   не наводиться): 
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а інші визначаються з урахування симетрії матриць 








 Слід відмітити, що для отримання на h , наприклад, «потрійних» низько-
частотних фільтрів, вже як    ,0 ,0 ,0 , , ,r r rS S S p ih ih ih , 2,3,4r  , достатньо вико-
ристання рівності, аналогічній (13). Крім того, неважко переконатись, що між 
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отже, не вдаючись до очевидних викладок, маємо: 
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 Висновки. В роботі одержано низко- та високочастотні фільтри одно- та 
двовимірних дискретних даних на підставі алгоритмізації обчислювальних схем 
сплайнів відповідної розмірності на основі В-слайнів, близьких до інтерполя-
ційних у середньому. Обґрунтуванням введення до застосування зазначених фі-
льтрів є згладжуючі та апроксимативні властивості розглянутих в роботі 
сплайн-операторів. Обчислювальні схеми, що можуть бути побудовані на підс-
таві запропонованих лінійних функціоналів, задовольнятимуть вимозі функціо-
нування програмного забезпечення в режимі реального часу. 
Отримані результати можуть біти використані при вирішенні задач суб-
полосної двосмугової фільтрації та кратномаштабного аналізу, при цифровій 
обробці сигналів та зображень. Подальші дослідження можна зосередити на ро-
зробці відповідних інформаційних та обчислювальних технологій, з урахуван-
ням одержаних функціоналів. 
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