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Introduction générale
La théorie des valeurs extrêmes (TVE) ou "Extreme Value Theory" en anglais,est une branche de la théorie des probabilités et des statistiques mathématiques
qui se concentre sur lanalyse et linférence sur les événements extrêmes, cest-à-dire les
événements avec très faible probabilité doccurrence. Les événements extrêmes revêtent une
grande importance dans presque tous les domaines de la science et de la technologie, car
ils peuvent savérer catastrophiques et donc très coûteux. Cette motivation vient souvent
de nance et dassurance deux des domaines dapplication les plus populaires de TVE.
Pour la littérature concernant la théorie des valeurs extrêmes nous référons aux ouvrages
de Embrechts et al (1997) [51], Beirlant et al. (2005) [9], Reiss et Thomas (2007) [119] et
de Hann et Ferreira (2006) [79].
Létude des copules est un domaine en pleine croissance. La construction et les propriétés
de copules ont fait lobjet détudes assez abondantes au cours des quinze dernières années.
Hutchinson et Lai (1990) ont été parmi les premiers auteurs qui ont popularisé létude
des copules. Nelsen (1999) [108] a présenté un traitement de copulas bivariée, tandis que
Joe (1997) a consacré un chapitre de son livre à multivariable copules. Dautres mises à
jour faisant autorité sur les copules sont données dans Nelsen (2006) [109]. Les méthodes
de copule ont de nombreuses applications importantes voir Cherubini et al. (2004) [23] et
Embrechts et al. (2003) [54].
Que sont les copules ? En bref, les copules sont des fonctions qui "Couple" des distributions
multivariées à leur distribution marginale unidimensionnelle et de façon équivalente, les
1
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copules sont des distributions multivariées dont les marginaux sont uniformes sur linter-
valle [0; 1]. Dans cette thèse, nous limitons attention aux copulas bivariées. Fisher (1997)
a donné deux raisons majeures pour expliquer pourquoi les copules sont intéressantes aux
statisticiens : Tout dabord, comme un moyen détudier les mesures de dépendance sans
échelle, et deuxièmement, comme point de départ pour construire des familles de variables
bivariées.
Les copules constituent une part importante de létude des dépendance entre deux variables
puisquelles permettent de séparer le¤et de la dépendance par rapport aux e¤ets des
distributions marginales. De nombreux auteurs ont étudié les constructions de distributions
bivariées marginals.
Les concepts de dépendance de queue sont des outils standards pour décrire la dépendance
extrême entre les variables aléatoires. Les coe¢ cients de dépendance de queue (supérieur et
inférieur) mesurent la probabilité doccurrence de valeurs extrêmes (très grande ou petite)
pour une variable aléatoire étant donné que lautre suppose une valeur extrême aussi. Ces
mesures de dépendance peuvent être exprimées via des copules de vecteurs aléatoires qui
capturent les propriétés de la distribution conjointe qui sont invariantes à léchelle.
Il existe di¤érents estimateurs du coe¢ cient de dépendance de queue dans un cadre para-
métrique, semi-paramétrique et non paramétrique, voir Peng (1999) [113], Draisma et al.
(2004) [43] et Beirlant et Vandewalle (2002) [5], He¤ernan et Tawn (2004) [85] et Beirlant
et al. (2011) [12]. Les estimateurs proposés dépendent largement du nombre de statistiques
dordre extrêmes observées.
Notre premier but dans cette thèse est de donner un aperçu structuré et une compréhension
des principaux thèmes de la théorie de la valeur extrême, à la fois univariée et multivariée
et de modéliser la structure de dépendance entre les données extrêmes en utilisant la
copule et le deuxième but cest discuter, comparer et essayer daméliorer la performance
de lestimateur du coe¢ cient de dépendance de queue par la sélection optimale de nombre
de statistiques dordre extrêmes. Les méthodes statistiques les plus avancées pour les
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événements extrêmes seront étudiées à la fois du côté théorique et du côté des applications.
Pour ce dernier, le logiciel danalyse statistique R sera utilisé.
La présente thèse est une synthèse des travaux de recherches concernant la théorie des
valeurs extrêmes. Elle est constituée de quatre chapitres dont lintroduction générale. Le
travail présenté sarticule autour le plan du travail suivant :
Chapitre 1 :Dans ce chapitre nous présentons les principaux résultats de la théorie des va-
leurs extrêmes univariée, nous rappelons la statistique dordre, qui est très utile en théorie
des valeurs extrêmes. Nous étudions le comportement des valeurs extrêmes dun échan-
tillon de variables aléatoires unidimensionnelles, nous donnons des résultats limites sur la
distribution du maximum de léchantillon et sur la répartition des dépassements au-delà
dun seuil élevé. Cette étude faisant appel à la notion de fonctions à variations régulières
qui permet de caractériser les domaines dattraction. Deux théorèmes sont essentiels et
importants dans ce chapitre sont de Fisher-Tippet et de Balkema-de Haan-Pickands.
Chapitre 2 : Dans ce chapitre, nous présentons les estimateurs de lindice des valeurs
extrêmes et des quantiles extrêmes les plus utilisés avec une attention particulière à les-
timation semi-paramétrique (Hill, Moment, Pickands parmi autres). Dans lestimation de
lIVE on distingue deux modèles destimation : la première est basée sur la distribution
des valeurs extrêmes généralisée et la deuxième est basée sur la distribution de Pareto
généralisée. Nous concentrons dans cette thèse sur lestimateur de Hill qui est lestimateur
le plus populaire pour lindice de queue positif de plus dans la majorité des applications
réelles les ensembles de données correspondent aux distributions appartenant au domaine
dattraction de Fréchet.
Chapitre 3 : Les copules sont utilisées pour modéliser la relation de dépendance entre
deux ou plusieurs variables aléatoires. Elles servent à établir une fonction de répartition
multivariée à partir des fonctions de répartition marginales. Dans ce chapitre, nous intro-
duisons quelques notions de base sur les concepts de copules. Il existe un grand nombre
de familles de copules qui conduisent à des structures de dépendance positive ou négative
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très variées, nous donnons dans ce chapitre les familles les plus importantes des copules
paramétriques : la copule elliptique, la copule archimédienne et la copule des valeurs ex-
trêmes. Aussi, nous donnons les mesures dassociation. Des ouvrages de référence sur la
théorie des copules sont Joe (1997) [89] et Nelsen (2006) [109]. Des applications en gestion
des risques et actuariat sont proposées dans les livres, Nous nous référons à McNeil et al
(2005) [101] Denuit et al (2005) [37].
Chapitre 4 : Dans ce chapitre, nous nous intéressons au choix optimal du nombre
de statistiques dordre extrêmes impliqué dans le calcul de lestimateur du coe¢ cient
de dépendance de queue, puisque cette estimation est nécessairement liée du ce nombre
alors nous avons proposé dans ce chapitre certaines des méthodes pour choisir la valeur
de k qui minimise lerreur moyenne quadratique (MSE) de lestimateur, puisque cette
quantité équilibre deux e¤ets : le biais et la variance. Le problème du choix de la valeur
optimale des statistiques dordre supérieur a reçu beaucoup dattention dans la littérature
voir Danielsson & al. (2001) [28], Draisma & al. (1999) [42], Drees & Kaufmann (1998)
[47], Neves & Fraga (2004) [110] et Cheng & Peng (2001) [22]. Ce Chapitre correspond à
larticle "Optimal number of upper order statistics used in estimation for the coe¢ cient
of tail dependence", publié dans Journal Afrika Statistika, 12 (1), 1095-1108 (2017).
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Chapitre 1
Étude des Valeurs Extrêmes
Univariées
1.1 Introduction
Depuis quelques années, la théorie des valeurs extrêmes a reçu beaucoup datten-tion de nombreux statisticiens, ingénieurs et scientiques tant le champ dappli-
cation quelle touche est vaste : Hydrologie, biologie, ingénierie, météorologie, gestion de
lenvironnement, nance, assurance, etc.
Dans ce chapitre, Nous proposons un aperçu des éléments théoriques essentiels de la théo-
rie des valeurs extrêmes. On commence par la statistique dordre, qui est très utile en
TVE et nous étudions le comportement des valeurs extrêmes dun échantillon de variables
aléatoires unidimensionnelles, nous donnons des critères pour que la limite en loi du maxi-
mum suive telle loi des valeurs extrêmes. Ces critères faisant appel à la notion de fonctions
à variations régulières, on rappelle au préalable la dénition de telles fonctions et on en
donne quelques propriétés. Pour plus de détails sur ce chapitre, nous referons aux ouvrages
de référence sur la théorie et les applications des valeurs extrêmes suivantes : Embrechts et
al (1997) [51], Beirlant et al. (2006) [8], Reiss et Thomas (2007) [119], de Hann et Ferreira
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(2006) [79] et Coles (2001) [25].
1.2 Statistique dordre
Les statistiques dordre sont très utiles dans la théorie des valeurs extrêmes, ils fournissent
des informations sur la distribution de queue. Dans cette section, nous allons résumer
certains de leurs résultats. Pour une étude approfondie, sur les statistiques dordre nous
suggérons louvrage dArnold et al [1].
Dénition 1.2.1 (Statistique dordre) La statistique dordre de léchantillon (X1; :::; Xn)
est le réarrangement croissant, notée par (X1;n; :::; Xn;n) de sorte que X1;n  X2;n;
:::  Xn;n, En particulier, la variable aléatoire Xi;n; i = 1; :::n désigne la iieme statis-
tique dordre.
Les statistiques dordre extrêmes sont dénies comme termes du maximum et du minimum
de léchantillon (X1; :::; Xn). La variable X1;n est la plus petite statistique dordre et Xn;n
est la plus grande statistique dordre sont dénies par :
X1;n := min (X1; :::; Xn) et Xn;n := max (X1; :::; Xn) : (1.1)
 On sintéresse dans cette thèse au comportement de la statistique dordre Xn;n:
 On peut convertir les résultats sur le maximum pour appliquer au minimum en utilisant
la règle triviale suivante :
min (X1; :::; Xn) =  max ( X1; :::; Xn) :
Proposition 1.2.1 (Fonction de répartition et densité de la iemestatistique dordre))





r [1  F (x)]n r ; x 2 R:
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(1  F (x))i k f(x); x 2 R:
Démonstration.Voir Reiss (1989) [118], Lemme 1.3.1, page 20. 
Corollaire 1.2.1 Si la loi deX1 possède une densité f , alors la statistique dordre (X1;n; :::; Xn;n)
possède la densité suivante
fX1;n;:::;Xn;n(x1; x2; :::; xn) = n!
nY
i=1
f(xi);  1 < x1 < ::: < xn <1:
Corollaire 1.2.2 (Lois du maximum et du minimum) Soit (X1; :::; Xn) une suite de
variables aléatoires indépendantes et identiquement distribuées (i.i.d) dénie sur lespace
(
; B), dune densité commune f et dune fonction de distribution F alors on a
(a) La fonction de répartition de X1;n est donnée par
FX1;n(x) = 1  [1  FX(x)]n ; x 2 R:
(b) La fonction de répartition de Xn;n est donnée par
FXn;n(x) = [FX(x)]
n ; x 2 R:
(c) La fonction de densité de X1;n est donnée par
fX1;n(x) = n [1  FX(x)]n 1 f(x); x 2 R:
(d) La fonction de densité de Xn;n est donnée par
fXn;n(x) = n [FX(x)]
n 1 f(x); x 2 R:
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(e) La fonction de densité conjointe de X1;n et Xn;n
f1;n(x; y) = n(n  1) (F (y)  F (x))n 2 f(x)f(y);  1 < x < y <1:
Lemme 1.2.1 La variable aléatoire Yk = F (Xk;n) suit une loi bêta de paramètre (k; n  
k + 1):
Dénition 1.2.2 (Distribution empirique) La fonction de répartition empirique de
léchantillon (X1; :::; Xn) est évaluée à laide des statistiques dordre comme suit :
Fn(x) :=
8>>>>>><>>>>>>:
0 si x < X1;n
i  1
n
si Xi 1;n  x < Xi;n; 2  i  n
1 si x  Xn;n:
Dénition 1.2.3 (Fonctions quantile et quantile de queue) La fonction quantile de
la fonction de distribution F est la fonction inverse généralisée de F dénie par :
Q(s) := F (s) = inf x 2 R : F (x)  sg; 0 < s < 1; (1.2)
Dans la théorie des extrêmes, une fonction notée U et appelée fonction quantile de queue,
est dénie par :
U(t) := Q(1  1=t) = (1=F ) (t); 1 < t <1: (1.3)
Dénition 1.2.4 (Fonctions empiriques de quantile et de quantile de queue) La
fonction quantile empirique de léchantillon (X1; X2; :::Xn) est dénie par :
Qn(s) := F
 
n (s) = inf x 2 R : Fn(x)  sg; 0 < s < 1: (1.4)
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La fonction empirique de quantile de queue correspondante est
Un(t) := Qn(1  1=t); 1 < t <1: (1.5)
Qn Peut être exprimée comme une fonction simple des statistiques dordre relatives à






< s  i
n
X[np]+1;n si 0 < s  1:
(1.6)
Notons que pour 0 < p < 1; X[np]+1;n est le quantile déchantillon de lordre p.
Théorème 1.2.1 (Glivenko-Cantelli, 1933)
sup
x2R
jFn(x)  F (x)j p:s! 0 quand n!1:
Dénition 1.2.5 (Point extrême) On note par xF (resp. xF ) le point extrême supé-
rieur (resp. inférieur) de la distribution F (i.e. la plus grande valeur possible pour Xk;n
peut prendre la valeur +1 (resp.  1)) au sens où
xF := supfx : F (x) < 1g  1; (1.7)
respectivement
xF := inffx : F (x) > 0g:
Proposition 1.2.2 (Limite de Xn;n) Xn;n
p:s! xF quand n!1:
Dautre part, le comportement asymptotique de la loi de Xn;n est donné, dans certaines
conditions sur la queue de distribution.
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Lemme 1.2.2 (Transformation quantile) Soit X1; :::; Xn des variables aléatoires in-
dépendantes et de fonction de répartition F . Soit U1; :::; Un des variables aléatoires indé-
pendantes de loi uniforme standard: Alors
(a) Pour toute fonction de distribution F, on a
Xi;n
d
= F (Ui;n); i = 1; :::; n: (1.8)
(b) Lorsque F est continue, on a
F (Xi;n)
d
= Ui;n; i = 1; :::; n: (1.9)
Démonstration.Voir Reiss (1989) [118], Théorème 1.2.5, page 17. 
1.3 Loi des valeurs extrêmes
Quand on sintéresse à la partie centrale dun échantillon, le résultat nécessaire est le
théorème centrale limite1 qui donne la loi asymptotique de la somme des observations.
Dautre part, si lon veut étudier les valeurs extrêmes de cet échantillon, ce théorème est
inutile car la fonction de distribution de maximum est dégénérée 2. Donc nous utilisons un
résultat qui établit le maximum asymptotique de léchantillon Xn;n dune façon analogue
au théorème central limite, la théorie des valeurs extrêmes montre quil existe des suites
1
Théorème 1.3.1 (TCL) Si (X1; :::; Xn) est une suite de variable aléatoire dénie sur le même espace







d! N (0; 1) quand n!1:
2La distribution asymptotique du maximum, déterminée en faisant tendre n vers linni, donne une loi
dégénérée. En e¤et
lim




1 si F (x) = 1;
0 si F (x) < 1:
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F n(anx+ bn) = H(x); x 2 R; (1.10)
avec H est une distribution non dégénérée.
Puisque les fonctions de distribution de valeur extrême sont continues sur R, lhypothèse
1.10 est équivalente à lhypothèse de convergence faible suivante :
Xn;n   bn
an
d! H quand n!1; (1.11)
an et bn sont appelées constantes de normalisation.
Un des résultats fondamentaux de la TVE est le théorème suivant qua été énoncé pour
la première fois par Fisher et Tippett en (1928), puis démontré par Gnedenko en (1943)
ensuite il était repris et simplié par de Haan en (1970).
Théorème 1.3.2 (Fisher et Tippett (1928), Gnedenko (1943)) Soit (Xn)n une suite
de variables aléatoire (i.i.d), sil existe un réel  et deux suites réelles (an) et (bn) ; n 2
N; avec an > 0 et bn 2 R telles que 1.11 satisfaite. Pour tout x; alors H est du même type
que lune des fonctions suivantes :
Gumbel (type I) :
H0(x) = (x) = exp[  exp( x)]; x 2 R:
Fréchet (type II) :
H(x) = (x) =
8><>: 0; x  0;exp   (x) 1= ; x > 0; avec  > 0:
Weibull (type III) :
H(x) = 	(x) =
8><>: exp ( ( x)
 ) ; x  0;
1; x > 0;
avec  < 0:
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Une preuve détaillée de ce théorème peut être trouvée dans Embrechts et al (1997) [51]
section 3.2, page 122.
Fig. 1.1 (a) : Densité de Gumbel ( = 0 noir), Fréchet ( = 1 bleu) et Weibull ( =  1
rouge). (b) : fonction de distribution correspondante.
Dénition 1.3.1 Les trois fonctions de distribution du théorème 1.3.2 sappellent les dis-
tributions standard ou traditionnelle des valeurs extrêmes.
Proposition 1.3.1 (Relation entre ;  et 	) Soit Y une variable aléatoire posi-
tive (Y > 0) alors les a¢ rmations suivantes sont équivalentes :
(a) Y  :
(b) lnY   :
(c)  Y  1  	:
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1.3.1 Distribution des valeurs extrêmes généralisée
Pour faciliter le travail avec les trois distributions limites, Jenkinson-Von Mises a donné
une représentation qui a obtenu en introduisant les paramètres de localisation  et de
dispersion  dans la paramétrisation des distributions extrêmes, on obtient la forme la plus
générale de la distribution des valeurs extrêmes, notée GEVD (Generalized Extreme Value
distribution). Elle est simplement une reparamétrisation des distributions apparaissant
dans le théorème 1.3.2
























pour  = 0; x 2 R;
(1.12)











  (1 + x) 1=
o
pour  6= 0; 1 + x > 0;
exp f  exp ( x)g pour  = 0; x 2 R:
(1.13)
Où  est le paramètres de forme que lon appelle indice des valeurs extrêmes (IVE) ou
indice de queue.




 1= 1 si  6= 0; 1 + x > 0;
exp( x  e x) si  = 0; x 2 R:
Le comportement des extrêmes est alors contrôlé par le signe et la valeur de . Suivant le
signe du paramètre de forme, on dénit trois types de GEVD :
13
Chapitre1. Étude des Valeurs Extrêmes Univariées
  = 0, lois à queue légère (distribution de Gumbel).
  > 0; lois à queue lourde (distribution de Fréchet).
  < 0; distribution bornée (distribution de Weibull).
Les lois des valeurs extrêmes généralisées correspondent à une translation et un changement
déchelle près aux lois des valeurs extrêmes. Voir la proposition suivante :










((x+ 1)) = 	(x) si  < 0:
H0;1;0(x) = (x) si  = 0:
Le choix des constantes de normalisation (fang et fbng) dans 1.11) nest pas unique parce
que lunicité de la limite deH est seulement jusquà a¢ ner les transformations. Réellement,
cest une conséquence du théorème de Khintchine. Les choix les plus communs sont accusés
dans le théorème suivant.
Théorème 1.3.3 (Khintchine) Soit fGn; n 2 Ng une suite de fonctions de distribu-
tions et G une fonction de distribution non dégénérée. Pour x 2 R, soit fang et fbng ; n 2
N; avec an > 0 et bn 2 R tels que
lim
n!1
Gn(anx+ bn) = G(x):
Alors, pour certaine fonction de distribution non dégénérée G et suites fng et fng ; n 2
N; avec n > 0 et n 2 R,
lim
n!1





! A > 0 et n   bn
an
! B 2 R; quand n!1:
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De plus,
G(x) = G(Ax+B); x 2 R:
Pour plus dexemples de suites de normalisation de chaque loi se référer à Embrechts et al
(1997) [51] page 145.
1.3.2 Variations régulières
La théorie des fonctions à variations régulières apparaissent dans un grand nombre dap-
plications dans lensemble des mathématiques, cest un outil essentiel pour traiter les
queues lourdes, la dépendance à longue portée et les domaines dattraction. Les fonctions
à variation régulière sont ces fonctions qui se comportent asymptotiquement comme des
fonctions de pouvoir (puissance). On donne dabord quelques généralités, ensuite on établit
des propriétés fondamentales qui sont importantes dans la suite.
Dénition et propriétés
Dénition 1.3.3 Une fonction mesurable h : R+ ! R+ est à variations régulière dindice  2






Nous appelons  lindice de variation régulière.
 Si  = 0; on dit que h est une fonction à variation lente à linni et notée l.
 Si h 2 RV, alors h(x)=x 2 RV0, et on pose l(x) = h(x)=x, on voit quil est toujours
possible de représenter une fonction à variation régulière dindice  comme xl(x):
Les deux résultats les plus importants sur les fonctions appartenant à RV0 sont donnés
dans le théorème suivant dû à Karamata.
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est uniforme pour t 2 [a; b] où 0 < a < b < 1:
Théorème 1.3.5 (Représentation de Karamata)
(i) l est une fonction à variation lente ssi pour tout x > 0;






où c et " sont des fonctions positives telles que
lim
x!1
c(x) = c 2]0;+1[ et lim
t!1
"(t) = 0: (1.15)
(ii) Une fonction h : R+ ! R+ à variation régulière dindice  ssi h a la représentation
suivante






où c() vérie 1.15 et lim
t!1
(t) = .
Démonstration. Voir Resnick (2007) [121], Corollaire 2.1, page 29. 
Remarques
 Si h est une fonction à variation régulière dindice  > 0, alors h (x) est une fonction
à variation régulière dindice 1=:
 Si h est une fonction à variations régulière dindice  < 0, alors h (1=x) est une fonction
à variation régulière dindice  1=:
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Condition de variation régulière du second ordre
Nous dénissons tout dabord lhypothèse du second ordre qui renforce la condition varia-
tion régulière de la queue de distribution F , avec un rappel sur la condition à variation
régulière du premier ordre dans le cas des distributions à queue lourde.
Proposition 1.3.3 (condition à variation régulière du premier ordre) les a¢ rma-
tions suivantes sont équivalentes :
(a) F à queue lourde
F 2 DA(1=);  > 0:




1  F (t) = x
 1=; x > 0: (1.17)




Q(1  t) = x
 ; x > 0:





= x; x > 0: (1.18)
Dénition 1.3.4 (Hypothèse à variation régulière du second ordre) Nous disons
que (la queue de) F 2 DA(1=)  > 0, est à variation régulière du second ordre à linni
selle satisfait lune des conditions (équivalentes) suivantes :
(a) Il existe un certain paramètre   0 et une fonction A, tendant à zéro et ne pas
change de signe au voisinage de 1, de sorte que pour tout x > 0
lim
t!1
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(b) Il existe un certain paramètre   0 et une fonction A, tendant à zéro et ne pas
change de signe au voisinage de 1, de sorte que pour tout x > 0
lim
s!0






(c) Il existe un certain paramètre   0 et une fonction A, tendant à zéro et ne pas









Si  = 0; interpréter x   1= comme log x:
A; A et A sont des fonctions qui varient régulièrement avec A(t) = A(1=(1 F (t))) et
A(s) = A(1=s). Leur rôle est de contrôler la vitesse de convergence dans 1.19, 1.20 et
1.21 respectivement. Plus précisément, nous avons A 2 RV, A 2 RV= et A 2 RV0 .
Les relations ci-dessus peuvent être reformulées respectivement :
lim
t!1






















Classe de Hall de la fonction de distribution
Cette classe est présentée par Hall et Welsh en 1985 [81] et elle est mentionnée par "le
modèle de Hall". Ce modèle est un exemple de distributions à queues lourdes qui satisfont
la condition du second ordre où
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F (x) = 1  cx 1=(1 + dx = + o(x =)) quand x!1; (1.24)
pour  > 0;   0; c > 0; d 2 Rnf0g:
La relation 1.24 peut être reformulée en termes de fonctions Q et U comme suit :
Q(1  s) = cs  (1 + dcs  + o(s )) quand s!1:
et
U(t) = ct(1 + dct + o(t)) quand t!1:
Cette sous-classe contient la plupart des distributions à queue lourde comme les distribu-
tions Pareto, Burr, Fréchet t-Student, Cauchy, Pareto généralisée, -stable, log-logistic et
log-gamma, ...etc. Elle joue un rôle important dans les estimateurs de lindice de queue
positif (voir le chapitre 2).
1.3.3 Domaines dattraction
Dans cette partie de la section nous donnerons des conditions nécessaires et su¢ santes, uti-
lisé pour décider auquel domaine dattraction (Gumbel, Fréchet ou Weibull) une fonction
de distribution spécique appartienne.
Dénition 1.3.5 (Domaines dattraction) Si F vérie le Théorème 1.3.2, on dit alors
que F apppartient au domaine dattraction de H; dénotée par F 2 DA(H).
Proposition 1.3.4 (Caractérisation de DA(H)) La fonction de distribution F appar-
tient au domaine dattraction de la distribution de valeur extrême H avec des constantes
de normalisation an et bn 2 R ssi
limn
n!1
F (bn + anx) =   logH(x); x 2 R: (1.25)
Lorsque H(x) = 0 la limite est interprétée comme 1:
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Théorème 1.3.6 (Domaine dattraction de ) La fonction de distribution F appar-
tient au domaine dattraction de ;  > 0 ssi 1 F (x) = x 1=l(x) où l est une fonction
à variation lente. Si F 2 DA() alors a 1n Xn;n d! ; où les constantes du normalisation
an = Q(1  1=n) et bn = 0:
Démonstration.Voir Embrechts et al (1997) [51], Théorème 3.3.7, page 131. 
Théorème 1.3.7 (Domaine dattraction de 	) F 2 DA(	) avec  < 0 ssi xF <
+1 et la fonction (1  F ) est à variation régulière dindice 1= (i.e. 1  F (x) = (xF  
x) 1= [l(xF   x) 1]) avec
F (x) =
8><>: F (xF   x
 1) x > 0;
0 x  0:
Dans ce domaine dattraction les suites de normalisation an et bn sont déterminées comme
suit :
an = xF   F (1  1
n
) et bn = xF :
Théorème 1.3.8 (Domaine dattraction de ) F 2 DA();  > 0 ssi il existe z <
xF tel que F a une représentation suivante :







9=; ; z < x < xF  1;
où c et g sont des fonctions mesurables satisfaisant c(x) ! c > 0, g (x) ! 1 quand
x ! xF et a(x) est une fonction positive absolument continue par rapport à la mesure
de Lebesgue avec densité a0 (x) ayant limx!x+F a
0 (x) = 0: Avec représentation ?? on peut
choisir
bn = Q(1  1=n) et an = a(bn):
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Tab. 1.1  Domaines dattraction des lois usuelles.






F (x)dt; x < xF : (1.26)
Le tableau 1.1 donne di¤érents exemples de distributions standard dans les trois domaines
dattraction.
Proposition 1.3.5 (Caractérisations de D(H)) Pour  2 R les a¢ rmations suivantes
sont équivalentes.
(a) F 2 D(H)






8><>: (1 + x)
 1= si  6= 0;
e x si  = 0;
(1.27)
pour tout x > 0 avec (1 + x) > 0:









si  6= 0;
log x si  = 0;
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pour x > 0:









si  6= 0;
log x si  = 0;
pour x > 0:




Q(1  sy) Q(1  s) =
8>>><>>>:
x    1
y    1 si  6= 0;
log x
log y







y   1 si  6= 0;
log x
log y
si  = 0;
(1.28)
pour x; y > 0; y 6= 1
1.3.4 Conditions de Von Mises
Von Mises (1936) a proposé quelques conditions simples et utiles pour les fonctions de
répartition ayant une densité, ces conditions permettant de déterminer à quel des trois
domaines dattraction appartient la fonction de distribution correspondante F .
Soit F une fonction de distribution absolument continue dans lintervalle ]x1; xF [, de den-
sité f . Alors les conditions su¢ santes pour que F appartient à lun des trois domaines
dattraction sont données dans le théorème suivant :
Théorème 1.3.9 (Conditions de Von Mises)
(i) Si f admet une dérivée f 0 négative pour tout x 2]x1; xF [ ; f(x) = 0 pour x  xF et
lim
t!xF
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alors F 2 DA():




1  F (t) = ;
alors F 2 D():




1  F (t) = ;
alors F 2 DA(	):
1.4 Distributions des dépassements dun seuil
Lapproche basée sur la GEVD a été critiquée dans la mesure où lutilisation dun seul
maximum conduit à une perte dinformation contenue dans les autres grandes valeurs de
léchantillon. Pour surmonter ce problème, la méthode des excès au-delà dun seuil (Peaks-
Over-Threshold, POT) a été introduite par Pickands en (1975), elle consiste à observer
les valeurs des réalisations qui excèdent un certain seuil élevé (déterministe). i.e choisit un
seuil su¢ samment élevé et étudier les excès au-delà de ce seuil (les di¤érences entre ces
observations et le seuil appelées excès). Voir la Figure 1.2
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Fig. 1.2 Observations X1; :::; X11 et excès Y1; :::; Y6 au-delà du seuil u.
Dénition 1.4.1 (Distribution de Pareto généralisée) La loi de Pareto généralisée
















si  = 0;
où 8><>: x  0 si   0;x 2 [;   =] si  < 0:
Le GPD standard correspond au cas  = 0 et  = 1:
Le GPD avec deux paramètres regroupe trois distributions selon les valeurs du paramètre
de forme. Lorsque  > 0, cest la loi Pareto, lorsque  < 0, nous avons la loi Bêta et  = 0
donne la loi exponentielle.
Théorème 1.4.1 (Balkema-de Haan-Pickands)) Ce théorème signie que si F ap-
partient à lun des trois domaines dattraction de la loi limite des extrêmes (Fréchet,
Gumbel ou Weibull), alors il existe une fonction de répartition des excès au-delà de u,
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Fu(y) G;(u)(y) = 0: (1.29)
où  est une fonction strictement positive.
Cette considération théorique suggère que, lorsque nous avons des données issues dune
distribution inconnue, il est possible dapproximer la distribution au-delà dun certain seuil
(assez grand) par une distribution de Pareto généralisée.
Fig. 1.3 (a) Densité de la loi de Paréto généralisé standard avec le paramètre de forme
0 (noir), 1 (bleu) et -1 (rouge). (b) : fonction de distribution correspondante.
1.4.1 Détermination du seuil
Une variable aléatoire suit une loi GPD est stable par rapport au seuil u > 0; alors pour
x > 0; on a P (X   u  xnX > u) = G;0;+(u )(x) sera noté G;(u)(x):
 Si  = 0 alors (u) =  + u:
25
Chapitre1. Étude des Valeurs Extrêmes Univariées
 Si  6= 0 alors (u) =  + (u  ):
Lapproche des excès au-delà dun seuil suppose lexistence dun seuil élevé approprié
pour lequel lapproximation du théorème Balkema-de Haan-Pickands est bonne, il faut
construire un échantillon adéquat et il faut trouver le seuil u de sélection des données
extrêmes su¢ samment grand pour pour obtenir des estimations précises des paramètres
de forme et déchelle. Le choix du seuil est choisi de façon à faire à un compromis entre le
biais et la variance. En e¤et, une valeur trop élevée plus de biais de lestimateur est réduit
ce qui donne un meilleur modèle et par ailleurs, la variance de lestimateur est réduit
car plus de données participent à lestimation. Par conséquent, le seuil doit être choisi de
manière optimale. Un outil graphique dutilisation immédiate est disponible pour cette
raison. Cest lME-plot déni dans le chapitre 2.
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Chapitre 2
Estimation de lindice des valeurs
extrêmes et de quantiles extrêmes
2.1 Introduction
De nombreux auteurs se sont intéressés à lestimation de lindice des valeurs ex-trêmes  et des quantiles extrêmes pour des lois à queue lourde, voir Hill (1975)
[86], Pickands (1975) [116], de Haan et Resnick (1980) [78], Mason (1982) [98], Csörgö et
al (1985) [19], Hall et Welsh (1985) [81], Dekkers et al (1989) [39], Davis et Resnick (1989)
[31]. Il existe deux approches di¤érentes pour cette estimation le premier cest lapproche
dEVT, est basés sur la GEVD et le second connu comme approche de POT, utilise la
GPD. Dans les deux cas, il existe plusieurs méthodes destimation, la plus connue cest la
méthode du maximum de vraisemblance.
Dans ce chapitre, nous nous concentrons sur certains des estimateurs avec leurs propriétés
asymptotiques, on donne aussi quelques estimateurs pour des quantiles extrêmes. Mais on
commence premièrement par quelques techniques exploratoires pour les extrêmes.
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2.2 Analyse exploratoire des données
Les outils graphiques jouent un rôle important dans lanalyse statistique. Di¤érents types
graphiques sont utilisés dans la plupart des analyses de données. La courbe Quantile-
Quantile (QQ) et la courbe Mean Excess (ME) sont parmi les graphiques les plus popu-
laires utilisées dans lanalyse des données à queue lourde i.e. obtenir une indication de la
lourdeur des queues. Dans cette section, nous examinerons quelques méthodes pratiques
pour étudier les propriétés extrêmes dun ensemble de données.
2.2.1 Probabilité et Quantile Plots
Supposons que F^ lestimateur de la fonction de répartition F a été obtenu. La probabi-
lité probabilité plot (pp-plot) et le quantile quantile plot (qq-plot) peuvent fournir une
estimation graphique à la fonction de distribution ajustée F^:






: i = 1; :::; n

;
est appelé la probabilité probabilité plot (PP-plot).








: i = 1; :::; n

;
est appelé le quantile quantile plot (QQ-plot).
Xi;n est le quantile empirique dordre (i=(n+ 1)) de la fonction de distribution F tandis
que F^ (i=(n+ 1)) est son estimateur.
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Fig. 2.1 qq-plot pour les réclamations dassurance incendie danoises vs (a) : Quantiles
exponentiels, (b) Quantiles gaussiennes .
Le qq-plot est un graphique qui oppose les quantiles de la distribution empirique aux
quantiles de la distribution théorique envisagée. Si léchantillon provient bien de cette
distribution théorique, alors le qq-plot sera linéaire.
2.2.2 Pareto quantile plot
Un outil graphique pour vérier le comportement des distributions du type Pareto est
le graphe "Pareto quantile plot". Comme les variables aléatoires distribuées par Pareto
sont transformées logarithmiquement, lhypothèse dun comportement strict de Pareto
peut être vériée en examinant une courbe de quantile exponentielle basée sur les données
transformées log, conduisant à un graphe de quantités de Pareto.







; log(Xn i+1;n) : i = 1; :::; n

;
est appelé pareto quantile plot.
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Fig. 2.2 Pareto-quantile plot de : (a) distribution Uniforme standard et (b) distribution
Pareto standard, basé sur 4000 observations.
dans le cas de distributions de type Pareto, ce graphe sera approximativement linéaire de
pente :
2.2.3 Quantile plot généralisé
Une approche pour éviter le choix a priori du domaine dattraction a été proposée par
Beirlant et al (1996). Il consiste à utiliser un "carré de quantile généralisé", elle est dénie
par :




















Chapitre 2. Estimation de lindice des valeurs extrêmes et de quantiles extrêmes
Suivant le graphe, on peut déduire dans quel domaine dattraction on se situe : si les points
extrêmes on voit apparaître une droite de pente positive alors on est dans le domaine
de Fréchet, sil est constant, alors on est dans le domaine de Gumbel et le cas dune
décroissance linéaire signie que lon appartient au domaine de Weibull.
Fig. 2.3 Quantile plot généralisé de :(a) distribution exponentielle et (b) distribution de
Burr, basé sur 4000 observations.
2.2.4 Exponentiel quantile plot
Lexponentiel quantile plot est la représentation des quantiles de la distribution empirique
sur laxe des X contre les quantiles de la fonction de distribution exponentielle sur laxe
des Y .






n  k + 1
n+ 1

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Xk;n : Représente le kieme ordre statistique et G 0;1 est la fonction inverse de la distribution
exponentielle.
Si  = 0 ce graphe semble être approximativement linéaire.
2.2.5 Mean Excess Plot
Dénition 2.2.5 (Fonction moyenne des excès ) La fonction moyenne des excès e
est lespérance conditionnelle de X   u sachant que X > u, elle a la forme suivante :
e(u) = E[X   u=X > u]:
Dénition 2.2.6 (Fonction moyenne des excès empirique) La fonction moyenne des
excès empirique (sample mean excess function) en est la somme des excès au-dessus du
seuil u divisé par le nombre Nu de données qui excèdent u.










(Xi   u) IfXi>ug; (2.1)
avec
Nu = # fi 2 f1; :::; ng : Xi > ug :
Un test graphique pour le comportement de queue peut être e¤ectué par mean-excess plot,
ce dernier consiste à représenter e^(u) en fonction de u.
Dénition 2.2.7 (ME-plot) Le mean excess plot (ME-plot) est donné par le tracé des
points suivant
f(Xk;n; en(Xk;n)) : k = 1; :::; ng :
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Fig. 2.4 ME-plot des données simulées à partir dune (a) : distribution exponentielle
basée sur 4000 observations et (b) : de données de Réclamations danoises .
Le graphe ME-plot est méthode graphique utilisé principalement pour distinguer les mo-
dèles à queue lourde et les modèles à queue légère, dans le cas de GPD le ME-plot est
linéaire voir la gure 2.4.
2.3 Estimateurs de lindice des valeurs extrêmes
La connaissance de lindice de queue  est un élément important car il contrôle lépais-
seur (lourdeur) de la queue de distribution. Dans cette section, nous donnons quelques
estimateurs les plus connus avec leurs propriétés asymptotiques.
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2.3.1 Estimateur de Pickands
Lestimateur de Pickands (1975) [116] est le premier estimateur suggéré pour le paramètre
 2 R et il est donné par la formule suivante
^(P )n := (log 2)
 1 log
Xn k;n  Xn 2k;n
Xn 2k;n  Xn 4k;n : (2.2)
Lauteur démontre la consistance faible de son estimateur. La convergence forte et la
normalité asymptotique ont été démontrées par Dekkers et de Haan [40].
Théorème 2.3.1 (Propriétés asymptotiques de ^(P )n ) Supposons que F 2 DA(H);  2
R; k !1 et k=n! 0 quand n!1 :




P!  quand n!1:




p:s:!  quand n!1:












(2(2   1) log 2)2 :
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Fig. 2.5 Estimateur de Pickands, en fonction du nombre des extrêmes (en trait plein)
avec lintervalle de conance 95% (lignes tirées), pour lIVE de la distribution Pareto
( = 1) basé sur 300 échantillons de 4000 observations.
2.3.2 Estimateur de Hill
Lestimateur le plus connu pour lIVE positif est lestimateur proposé par Hill (1975) [86]






logXn i+1;n   logXn k;n; (2.3)
avec X1;n; :::; Xn;n les statistiques dordre associées à léchantillon X1; :::; Xn:
Le comportement statistique et les propriétés de lestimateur de Hill ont été étudiés par
de nombreux auteurs. Mason (1982) [98] a démontré la consistance faible et Deheuvels,
Haeusler et Mason (1988) [34] ont établi la consistance forte. La normalité asymptotique
est due entre autres à Davis et Resnick (1984) [30], Csörgö et Mason (1985) [19], Haeusler
et Teugels (1985) [83] . On trouvera lheuristique de la construction de cet estimateur dans
larticle fondateur de Hill [86] ou dans livre de de Haan et Ferreira (2006) [79].
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Théorème 2.3.2 (Propriétés asymptotiques de ^(H)n ) Supposons que F 2 DA();
 > 0; 1  k < n, k !1 et k=n ! 0 quand n !1 :




P!  quand n!1:
(b) Convergence forte : Si k= log log n!1 et kn=n! 0
^(H)n
p:s:!  quand n!1:
(c) Normalité asymptotique : Supposons que F satisfait la condition (1.8) : Si
p
kA(n=k)!
1 quand n!1 alors
p




Fig. 2.6 Estimateur de Hill, en fonction du nombre des extrêmes (en trait plein) avec
lintervalle de conance 95% (lignes tirées), pour lIVE de la distribution Frécher ( = 1)
basé sur 300 échantillons de 4000 observations.
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2.3.3 Estimateur du moment
Cet estimateur introduit par Dekkers et al (1989) [39] est une généralisation de lestimateur
de Hill, valable pour tout  2 R :





















(logXn i+1;n   logXn k;n)r ; r = 1; 2: (2.4)
Théorème 2.3.3 (Propriétés asymptotiques de ^(M)n ) Supposons que F 2 DA(H);
 2 R; k !1 et k=n ! 0 quand n !1 :




P!  quand n!1:




p:s:!  quand n!1:












1 + 2;   0;




(5  11) (1  2)
(1  3) (1  4)

;  < 0:
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Fig. 2.7  Estimateur de Moment, en fonction du nombre des extrêmes (en trait plein)
avec lintervalle de conance 95% (lignes tirées), pour la distribution de Gumbel(0) basée
sur 300 échantillons de 4000 observations.
2.3.4 Estimateur de type noyau
Csörgö, Deheuvels et Mason en 1985 [19] ont proposé une version plus lisse pour lesti-
mateur de Hill (dénotée par ^Kn;h) et prouvaient sa consistance et normalité asymptotique.

















tel que  > 0, h > 0 et
K(u) := h 1K(u=h);
avec u 2]0; 1] et h > 0 est appelé paramètre de lissage ou fenêtre (Bandwidth en Anglais).
Où K(:) une fonction noyau vériant les conditions suivantes :
(CK1) K(s)  0 pour 0 < s <1:
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Dans lestimateur de type noyau le paramètre de lissage h joue un rôle semblable comme
nombre de statistiques dordre k dans les estimateurs mentionnés auparavant (h représente
la proportion de statistiques de lordre superiéur utilisée). On note que lestimateur de Hill
était un cas particulier où la fonction uniforme Kh = I[0;1] et h = k=n dans la formule 2.5
Groeneboom et al (2003) [76] ont introduit une modication sur lestimateur de CDM
valable pour pour tous les indices de queue réels, de sorte que F est di¤érentiable vériant
la condition de von Mises.






















































avecKh(u) = K(u=h)=h et  > 0: IciK est une fonction noyau nulle dans lintervalle ]0; 1[ et
satisfait K; K 0et K
00




Les propriétés de la consistance et la normalité asymptotique de lestimateur ^(GLW )n ont
été établies dans [76]. Plus récemment, Necir [106] a proposé une loi fonctionnelle du
logarithme itéré pour cet estimateur et a prouvé sa consistance forte.
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2.4 Choix du nombre optimal de statistiques dordre
extrêmes
Lobjectif principal de la statistique des extrêmes est la prédiction des événements rares et
le problème principal cest que les estimateurs de lindice des valeurs extrêmes sont basés
essentiellement sur le nombre de plus grandes observations de léchantillon k ou sur les
excès sur un niveau élevé u, le problème concernant le choix du ce nombre nest pas facile
à manipuler.
Sélectionner une bonne valeur de k est une tâche sensible. Lorsque k est petit la variance
de lestimateur est grande et lutilisation de k introduit un grand biais. Léquilibrage de
ces composants (la variance et le biais) est important dans les applications de la théorie
des valeurs extrêmes, parce que cela réduit lerreur moyenne quadratique.
nous avons introduit certaines des méthodes proposées pour choisir ce nombre optimal de
statistiques dordre kopt: Certaines de ces procédures seront examinées. Malgré le fait que
les méthodes proposées peuvent être appliquées (voir chapitre 4).
Le processus de choisir le k optimal est di¢ cile par le fait que le dernier ne dépend
pas exclusivement de la taille de léchantillon et de lIVE mais il dépend également des
paramètres inconnus caractérisant F (le paramètre de deuxième ordre  parmi autres du
fonction de distribution F ). Pour surmonter cet obstacle, une grande variété dalgorithmes
et de procédures adaptatives ont proposé de calculer k^opt pour kopt dans le sens
k^opt
kopt
p! 1 quand n!1: (2.10)
Lestimation correspondante ^n(k^opt) est aussi asymptotiquement e¢ cace que ^n(kopt).
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2.4.1 Approche de Hall et Welsh
Hall et Welsh (1985) [81] ont prouvé que lerreur moyenne quadratique asymptotique de









Si la fonction de répartition F satissant la classe de Hall 1.24.
Comme les paramètres  > 0; c > 0 et d 6= 0 sont inconnus, ce résultat ne peut pas être
utilisé directement pour déterminer kopt.
Lerreur moyenne quadratique MSE est liée par le paramètre du second ordre  donc on
ne peut pas être utilisé dans les questions pratiques. Pour cette raison, nous présentons la
méthode bootstrap.
2.4.2 Approche de Bootstrap
En 1990 Hall [82] a utilisé la méthode du bootstrap dans lestimation de lindice de queue
pour le nombre de statistiques dordre extrêmes. Son fondement théorique est minimisé
MSE de lIVE.
Hall1 a précisé la taille n1 de léchantillon bootstrap qui doit être inférieure à la taille de
léchantillon total n. Et il avait prouvé que lestimation nétait pas able quand n1 = n.
Nous avons besoin de retirer un sous-échantillon X n1 = fX1 ; :::; Xn1g du léchantillon total
Xn = fX1; :::; Xng (n1  n ) et X n1 est appelé sous-échantillon bootstrap. Nous avons






logXn1 i+1;n1   logXn1 k1;n1 :
Nous déterminons k et k1 en minimisant
1Hall (1990) utilise également la même idée de choisir le paramètre de lissage dans les procédures
destimation de type noyau.
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. En fait, Hall avait supposé la relation de pouvoir de k et
n étais k = cn, (0 <  < 1) et le rapport de pouvoir n1 et n étais n1 = n. Il a suggéré
que  et  étais 1=2. Cette méthode dépend de  et  et MSE est liée à k:
Méthode du Bootstrap proposée par Danielsson
Danielsson et al (1997) [27] ont amélioré la méthode bootstrap qui est proposée par Hall.
Ils ont proposé une nouvelle méthode que lestimateur de Hill ^(H)n (k) a été remplacée par






(logXi;n   logXk+1;n)2: (2.13)
Nous avons prouvé Mn(k)=2^n(k) converge en probabilité vers  quand k !1. Il a aussi
équilibré la variance et le biais.
Les statistiques Mn(k)=2^n(k)   n(k) et ^n(k)    ont la même propriété asymptotique
que leur moyenne asymptotique.. Sous quelques situations, il peut recevoir la même valeur
de k pour minimiser MSE et E1(Mn(k)  2(^n(k))2)2:
Selon le sous-échantillon bootstrap X n1, Nous sélectionnons les statistiques pour détermi-
ner k1 en minimisant Q(n1; k1):




An de déterminer k nous avons besoin dun autre sous-échantillon bootstrap X n2 où (n2 =
n21=n) pour déterminer k2 par la même méthode de détermination k1. Ensuite, nous pou-
vons calculer k avec le rapport de k1 et k2.
Nous expliquons, étape par étape, comment mettre en uvre la procédure :
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Etape 1 : Sélectionner un échantillon de taille n à partir dune série de rapport de retour
comme échantillon naissant et arranger par convenable.
Etape 2 : Choisir dabord n1 et k1. Echantillons aléatoires de taille n1; m fois de la taille
naissante déchantillon n1 (n1 = O(n1 "); 0  "  1) et déterminer n1 et k1 en
réduisant au minimum avec la méthode du bootstrap






Etape 3 : Sélectionner k2. Nous supposons n2 = n21=n et répéter létape (2) pour déter-
miner k2.











Drees et Kaufmaan (1998) [47] ont proposé une approche séquentielle pour construire
un estimateur consistent de kopt sans aucune connaissance préalable sur la fonction de
distribution F .
Le k^opt proposé est déni sur la base des temps darrêt suivant ~k(rn) et ~k(rn) avec 0 <  <
1 pour une suite destimateur de Hill par :
~k(rn) := minfk 2 f2; :::; ng : max
2ik
i1=2
^(H)i;n   ^(H)k;n  > rng; (2.16)
où les seuils rn constituent une suite qui est de plus grand ordre que (log log n )1=2 mais
de plus petit ordre que n1=2.
Drees et Kaufmann ont mentionné dans leurs résultats de simulation, que pour beaucoup
de distributions, les meilleurs résultats sont obtenus si  est xé (généralement on prend
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0 égale  1) au lieu dêtre estimé.
Pour xer 0 =  1; la méthode de Drees et Kaufmann peut être résumée dans les trois
étapes suivantes :
Etape 1 : Poser rn = 2:5 n0:25  ~(H)n , avec ~(H)n := ^(H)2pn;n:
Etape 2 : Obtenir ~k(rn): Si la condition max
i<k
i1=2
^(H)i;n   ^(H)k;n  > rn est satisfait pour
certains k tel que kn(rn) bien dénis, puis passer à létape 3. Sinon, assigner 0:9rn à
rn et répéter létape 2.
Etape 3 : Pour  2 (0; 1) (en particulier  = 0:7); déterminer
k^opt :=






où [x] dénote le plus grand entier inférieur ou égal à x.
Lavantage découvert de la méthode de Drees et Kaufmann (1998) est que le paramètre
du second ordre  peut être xé à une valeur xe 0. Le théorème 1 de Drees et Kaufmann
(1998) ont assuré que k^opt est un estimateur convergent de kopt si la fonction de distribution
sous-jacente satisfait la condition Hall. Malheureusement, k^opt nest pas toujours bien
déni, car la procédure peut revenir k^opt < 2:
2.4.4 Choix automatique de paramètre de lissage
Pour lestimateur de type noyau, le problème devient une question de choix de paramètre
de lissage optimale hopt pour laquelle une estimation consistance h^opt doit être calculé de
manière adaptative. Groeneboom et al [76] fondent leurs estimateurs ^(W1)n et ^
(W2)
n sur












Lalgorithme de cinq étapes menant au h^opt est comme suit :
Etape1 : Sélectionner un échantillon de bootstarp (X1 ; : : : ; X

n1) de taille (n1  n) de







en termes des statistiques




  (W 2 )n1;h :










quest lestimation de MSE du bootstrap de n1;h:






Dans la pratique, on pourrait calculer \MSE

(n1;h) sur une grille des valeurs du hi; et
prendre pour h(n1) minimiser les valeurs de \MSE

(n1;hi).
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où c(h1; h2) est une fonction de h1 et h2 selon les noyaux K1 et K2 et les tailles de
léchantillon n1 et n2 respectivement.
Remarque 2.4.1 Il existe des autres méthodes proposées pour la détermination du nombre
de statistiques dordre extrêmes dénies et appliquées dans le chapitre 4.
2.5 Estimation des quantiles extrêmes
Dans cette section, nous discutons sur lestimation des quantiles extrêmes qui joue un rôle
important dans nombreuses applications comme lassurance, la nance, lhydrologiee la
gestion des risques où il est crucial dévaluer de manière adéquate le risque dune grande
perte qui se produit très rarement.
On considère X1; X2; :::; Xn la réalisation de n variables aléatoires réelles indépendantes
et de fonction de répartition commune F supposée continue.
Les estimateurs des quantiles extrêmes pour les distributions à queue lourde, i.e. des
quantiles dordre (1   p) noté xp avec 0 < p < 1 et p tendant à zéro lorsque la taille de
léchantillon augmente, donc xp de la fonction de distribution F est déni comme étant la
solution de léquation :
1  F (x) = p:
En utilisant les fonctions présentées dans les dénitions 1.2 et 1.3, on dénit les quantiles
extrêmes par :
xp = F
 (1  p) = Q(1  p) = U(1=p); quand p! 0: (2.17)
La di¢ culté principale dans lestimation de quantile extrême est due au fait que lorsque p
est très petit proche de 0, le point xp est strictement supérieur à lobservation maximale de
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léchantillon. On ne peut pas, comme pour lestimation de quantiles "classiques", inverser
tout simplement la fonction de répartition empirique. Comme nous utilisons la théorie
asymptotique, p doit dépendre de la taille de léchantillon n i.e. p = pn:
On recherche un estimateur de xp lorsque npn admet une limite c 2 [0; 1] quand n tend
vers linni, on a deux cas possibles pour xp, à lintérieur et à lextérieur de léchantillon.
Lestimation est à lintérieur de léchantillon si c > 1, et à lextérieur si c < 1:
Pour la première situation, nous appliquons le résultat 1.6 avec s = 1 p = 1 (i 1)=n pour







Dans le second cas, nous devons déduire au-delà des limites de léchantillon en extrapolant
à partir de quantiles intermédiaires. Évidemment, cela ne peut se faire sans un certain
type dinformation sur les queues de la distribution. Une modélisation précise des queues
de distribution est alors nécessaire. Lestimation des quantiles extrêmes est directement
liée à lestimation de lIVE, on pourrait sattendre à trouver dans la littérature autant
destimateurs de quantile que destimateurs dindice de queue.
Les intervalles de conance pour les estimations de quantile sont facilement construits
puisque les estimateurs proposés sont asymptotiquement normaux et les points dextrémité
au cas où ils sont nis sont estimés comme des quantiles dordre 1.
Il existe plusieurs approches pour estimer les quantiles extrêmes. Celle basée sur la théorie
des valeurs extrêmes (Gnedenko, 1943) est donnée par :




Par la méthode des excès et lapproximation de la loi GPD (théorème Pickands-Belkema-de
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Nous dénissons maintenant les grands estimateurs de quantile qui sont associées aux
estimateurs semi-paramétriques de lIVE présenté dans la Section 2.3.
Weissman (1978) [132] a donné lestimation des quantiles extrêmes pour chacune des trois
distributions standard des valeurs extrêmes de Fisher-Tippett. Pour la classe de Fréchet
( > 0); lestimateur de quantile dordre (1 p) du typeWeissman prend la forme suivante :














 Lestimateur x^(P )p du quantile dordre (1  p) lié au lestimateur de Pickands x^(P )n est de
la forme suivante :






 De la même façon, le quantile dordre (1  p) est estimé sur la base de lestimateur du
moment x^(M)p par




















Le mot "copule" vient du mot latin "copulae" qui désigne le lien ou la connexionentre les parties. Ce mot a été adopté dans la statistique pour désigner une classe
de fonctions permettant de construire et de modéliser les distributions multivariées de
manière simple. Bien que les termes corrélation et dépendance soient souvent utilisés.
Le problème de la modélisation des structures de dépendance est que cette caractéristique
ne ressort pas toujours de la fonction de répartition conjointe considérée. Il serait utile de
séparer les propriétés statistiques de chaque variable de leur structure de dépendance.
Ce chapitre présente le concept de copula, qui savérera utile pour lanalyse de la dépen-
dance de queue. Il est organisé comme suit. La section 3.1 introduit la notion de copule
avec des dénitions de base et un théorème le plus important concernant copule est indi-
qué : le théorème de Sklar (1959), qui illustre en outre lorigine du mot copula. La section
3.2 présente les familles importantes de copules avec leurs propriétés et dans la section 3.3
nous donnons les mesures de dépendance et examinons leur lien avec les copules.
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3.2 Dénitions et propriétés de base
La notion de copule a été présenté par A. Sklar en 1959 [127], au moment de répondre à une
question soulevée par M. Fréchet sur les liens entre une fonction de probabilité conjointe
multidimensionnelle et ses marges. Au début, les copules ont été principalement utilisées
dans le développement de la théorie probabiliste des espaces métriques. Plus tard, elles ont
utilisé à dénir des mesures non paramétriques de dépendance entre variables aléatoires,
elles ont commencé à jouer un rôle important dans la probabilité et statistique.
Tout dabord, nous donnons la dénition de la distribution générale multivariée et ensuite
on va étudier les propriétés spéciales de la copule.
Dénition 3.2.1 (fonction de répartition conjointe) Soit un vecteur aléatoire X =
(X1; :::; Xd) de dimension d. La fonction de répartition conjointe de X est la fonction de
d-variables dénie par :
H (x1; :::; xd) := P (X1  x1; :::; Xd  xd) : (3.1)
1. H est continue à droite,
2. lim
xi! 1
H (x1; :::; xd) = 0; pour i = 1; :::; d
3. lim
xi!+1
H (x1; :::; xd) = 1





( 1)i1+:::+idH(x1i1 ; :::; xdid )  0;
où xj1 = aj et xj2 = bj pour tout j et xjk 2 [0; 1] pour tout j et k:
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Par lutilisation dune transformation intégrale de probabilité. Séparer la fonction de dis-
tribution conjointe H de ses fonctions de distribution marginales et une partie qui décrit
la structure de dépendance. Cela est établi par
H (x1; :::; xd) = P [X1  x1; :::; Xd  xd]
= P [F1 (X1)  F1 (x1) ; :::; Fd (Xd)  F1 (xd)]
= C (F (x1) ; :::; F (xd)) ;
Les fonctions de copule devenues des outils populaires et exibles pour modéliser la dépen-
dance multivariée entre les risques. En général, une copule est une distribution multivariée
d-dimensionnelle sur [0; 1]d avec des distributions marginales uniformes.
Dénition 3.2.2 (Copula) Une copule d-dimensionnelle C : [0; 1]d ! [0; 1] est une
fonction de répartition multivariée ayant des lois marginales uniforme sur [0; 1]
C(u1; :::; ud) = P (U1  u1; :::; Ud  ud):
Dénition 3.2.3 Une copule d-dimensionnelle est une fonction de [0; 1]d dans [0; 1] ayant
les propriétés suivantes :
(i) Pour tout u 2 [0; 1]d, on a : C(u) = 0, si au moins une coordonnée de u est égale à 0,
(ii) Pour tout ui 2 [0; 1] et pour i = 1; :::; d, on a C(1; :::; 1; ui; 1; :::; 1) = ui;





( 1)i1+:::+idC(u1i1 ; :::; udid )  0;
où uj1 = aj et uj2 = bj pour tout j et ujk 2 [0; 1] pour tout j et k:
Proposition 3.2.1 (Continuité uniforme) Une copule C est uniformément continue
sur son domaine. En particulier, pour tout u et v dans [0; 1]d,on a :
jC(u1; :::; ud)  C(v1; :::; vd)j 
dX
i=1
jui   vij :
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Proposition 3.2.2 Soit C une d-copule. Pour presque tous (u1; :::; ud) 2 [0; 1]d, la dérivée
partielle de C par rapport à ui existe et :
0  @C
@ui
(u1; :::; ud)  1:
3.3 Théorème de Sklar
Le théorème bien connu de Sklar publié en 1959, est un outil de base de la théorie des
copules et cest le fondement de la plupart, des applications de cette théorie aux statis-
tiques. Il dit quon peut toujours trouver une copule unique C() pour une distribution
conjointe avec des marginales continues données. Ce théorème montre le rôle que jouent
les copules dans la relation entre les fonctions de distribution multivariée et leurs fonctions
marginales univariées.
Théorème 3.3.1 (Théorème de Sklar) Soit F une fonction de répartition d-dimensionnelle
de fonctions de répartition marginales F1; :::; Fd alors il existe une copule C telle que, pour
tout x 2 Rd ;
H(x1; :::; xd) = C(F1(x1); :::; Fd(xd)): (3.2)
Si les fonctions F1; :::; Fd sont continues, alors C est unique. Réciproquement, si C est
une copule et F1; :::; Fd sont les fonctions de répartition, alors la fonction F dénie par
léquation 3.2 est une fonction de répartition conjointe des marges F1; :::; Fd:
Corollaire 3.3.1 Si F est une fonction de répartition conjointe de marges F1; :::; Fd de
fonctions inverses respectivement F 11 ; :::; F
 1
d ; alors pour tout (u1; :::; ud) appartient au
domaine de C on a :
C(u1; :::; ud) = H
 
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Si X  F et F est continue alors (F1(x1); :::; Fd(xd))C et si U  C alors :
 




Ce résultat est une conséquence directe du théorème et il est important pour la construc-
tion de copule de distributions multivariées.
Corollaire 3.3.2 (Densité de copule ) La relation entre la fonction de densité multi-
variée f(x1; :::; xd) et la densité de copule c, est donnée par :




où f1(x1); :::; fd(xd) sont les densités marginales.
Dénition 3.3.1 (Copule dindépendance) la fonction  : [0; 1]d ! [0; 1] donnée
par :
(u1; :::; ud) = u1  ::: ud: (3.4)
est dite copule dindépendance.
Fig. 3.1 Représentation de la copule produit (gauche) et densité correspondante (droite).
53
Chapitre 3. Copules et dépendance
3.4 Bornes de Fréchet-Hoe¤ding
Hoe¤ding en (1940) a donné une formulation explicite de la déclaration "il ya une dépen-
dance fonctionnelle entre les variables aléatoires X et Y"
Soit les fonctions M et W dénies sur lintervalle [0; 1]d comme suit :
La borne supérieure de Fréchet M(u1; :::; ud) est
M(u1; :::; ud) = min fu1; :::; udg (3.5)
La borne inférieure de Fréchet W (u1; :::; ud) est




ui + 1  d; 0
)
: (3.6)
Théorème 3.4.1 (Bornes de Fréchet-Hoe¤ding) Étant donné une d-copules C, pour
tout u 2 [0; 1]; on a :
W (u1; :::; ud)  C(u1; :::; ud) M(u1; :::; ud):
Remarque 3.4.1 La limite supérieure de Fréchet-Hoe¤ding représente la plus forte forme
de dépendance que plusieurs variables aléatoires peuvent présenter. En fait, ce nest rien
dautre que la copule de comonotonicité quand n = 2. De même, lorsque n = 2; la limite
inférieure de Fréchet-Hoe¤ding nest rien dautre que la copule de contremonotonicité.
Remarque 3.4.2 Une famille de copules qui comprend W;  et M est considérée comme
complète. La copule complète à deux paramètres donnée par la formule 3.7 est due à Fréchet
(1958) :
C; = W (u; v) + M(u; v) + (1    )(u; v); (3.7)
appelée la copule de Fréchet.
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3.5 Copule et variables aléatoires
SoitX1; :::; Xd variables aléatoires avec des fonctions de distribution continues F1; :::; Fd respectivement,
et H la fonction de distribution conjointe. Alors (X1; :::; Xd) a une copule unique C. La
représentation standard de la copule de la distribution du vecteur aléatoire (X1; :::; Xd)
devient alors :
H(x1; :::; xd) = P (X1  x1; :::; Xd  xd) = C(F1(x1); :::; Fd(xd)):
Les transformations Xi ! Fi(Xi) utilisés dans la représentation ci-dessus habituellement
dénommés les transformations de probabilité-intégrale et constituent un outil standard
dans la méthode de simulation.
Proposition 3.5.1 (Propriété dinvariance) Soit (X1; :::; Xd) un vecteur de variables
aléatoires continues, de fonctions de répartition F associée à une copule C et (T1; :::; Td)
est une suite de fonctions strictement croissantes. Alors, la foncion de répartition jointe
du vecteur aléatoire (T1(X1); :::; Td(Xd)) est aussi associée la même copule C.
Proposition 3.5.2 (Transformée distributive) Soit U la transformée distributive de
X comme dénie dans 1.9 alors
U
d
= U [0; 1] et X = F 1(U) (p:s:):
Dénition 3.5.1 Les composantes du vecteur aléatoire X = (X1; :::; Xd) sont indépen-
dantes ssi
H(x1; :::; xd) = F1(x1) ::: Fd(xd):
Théorème 3.5.1 Soit (X1; :::; Xd) un vecteur de variables aléatoires continues avec une
copule C, (X1; :::; Xd) sont indépendants ssi C = d.
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3.6 Copule de survie
Si on remplace C par C^, u par 1   u, et v par 1   v dans la formule due copula, on
déplace e¤ectivement lorigine du système de coordonnées de (0; 0) à (1; 1) et on obtient
la mesure des variantes dans le sens inverse. Bien que cela soit une procédure banale, les
deux distributions sont considérées comme distinctes, car les résultats de leur adaptation
aux données sont di¤érents (à moins quil ny ait de symétrie). La copule C^ ainsi obtenue
est appelée copule de survie ou copule complémentaire satisfaisant
C^(u; v) = u+ v   1 + C(1  u; 1  v); (3.8)
et
H(x; y) = C^(F (x); G(y)): (3.9)
Il est clair que C^ est une copule qui "couple" la fonction de survie commune H aux
fonctions de survie marginale univariées dune manière complètement analogue à la façon
dont une copule relie la distribution conjointe à ses marges.
Dénition 3.6.1 Soit C la fonction de survie conjointe de deux variables uniformes dont
la distribution conjointe est la copule C. On a la relation suivante :
C(1  u; 1  v) = 1  u  v + C(u; v) = C^(u; v): (3.10)
Exemple 3.6.1 Considérons la distribution bivariée de Pareto considérée dans Hutchin-
son et Lai (1990). Soit X et Y une paire de variables aléatoires dont la fonction de survie
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conjointe est donnée par
H(x; y) =
8>>>>>>><>>>>>>>:
(1 + x+ y) ; x  0; y  0
(1 + x) ; x  0; y < 0
(1 + y) ; x < 0; y  0
1; x < 0; y < 0
;
où  > 0. Les fonctions de survie marginales sont F1(x) = (1 + x)  et F2(y) = (1 + y) .
Alors la copule de survie est :
C^(u; v) =
 
u 1= + v 1=   1  :
3.7 Familles de copules
Il existe nombreuses familles de copules qui di¤èrent dans le détail de la dépendance
quelles représentent. Une famille en général a plusieurs paramètres qui se rapportent à la
force et la forme de la dépendance. Certaines familles de copules sont décrites ci-dessous.
3.7.1 Copules elliptiques
Les copules elliptiques dérivent de distributions elliptiques multivariées, elles jouent un rôle
important dans les applications nancières. Ici, Nous donnons les deux exemples les plus
importants, la copule Gaussienne et celle de Student. Par construction, ces deux copules
sont proches dans leur partie centrale, et se rapprochent dans leur queue seulement lorsque
le nombre de degrés de liberté de la copule de Student augmente. En conséquence, il est
parfois di¢ cile de les distinguer, même avec des tests sensibles.
Par le théorème 2.3.7 de Nelsen (2006) [109] la copule bivariée est elliptique a une symétrie
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de rézexion (symétrie radiale) ssi
C(u; v) = C(v; u) et C(u; v) = C(u; v) = u+ v   1 + C(1  u; 1  v); u; v 2 [0; 1]:
De plus les copules elliptiques nont pas dexpressions de forme fermée.
Dénition 3.7.1 (Distribution elliptique) SoitX un vecteur aléatoire d-dimensionnel
et, pour certains  2 Rn; une matrice symétrique dénie non négatif  2 Rdd; La fonc-
tion caractéristique 'X  de X    est une fonction de la forme quadratique tTt; i.e.
'X (t) = (tTt);
On dit que X a une distribution elliptique avec des paramètres ;  et .
Copule Normale (Gaussienne)
La copule gaussienne cest la distribution la plus populaire dans les applications, notam-
ment en hydrologie et en nance. Soit  la fonction standard de distribution normale
univariée et 	 la fonction de distribution normale bivariée avec un paramètre de corréla-
tion .
La copule gaussienne bivariée est donnée par
C(u; v) = 	(
 1(u);  1(v)): (3.11)
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Fig. 3.2  Densité (gauche), contour plot (droite) dune copule Gaussian bivariée avec
 = 0:5.
t-copula
La t-copule d-dimensionnelle est dénie par :
Ct;(u1; :::; ud) = t;(t
 1
 (u1); :::; t
 1
 (ud));
où t; est la fonction de distribution t-dimensionnelle multivariée standard à  degrés de
liberté et  matrice de corrélation.
Dénition 3.7.2 (t-copula multivariée) La t-copule d-dimensionnelle avec une ma-
trice de corrélation linéaire  et degrés de liberté  est déni comme suit :






 (( + d)=2)(1 + wT 1w=) (+d)=2
jj1=2  (=2)()d=2
dw1:::dwd;
où jj représente le déterminant de ; w = (w1; :::; wd) et  (:) est la fonction Gamma.
59
Chapitre 3. Copules et dépendance
Fig. 3.3  Densité (gauche) et contour plot (droite) dune t-copule pour  = 0:7 et  = 3:
3.7.2 Copules Archimédiennes
Limportance de cette classe de copules réside dans le fait quelle englobe très grand
nombre de copules tout en jouissant dun certain nombre de propriétés intéressantes. De
plus, comme lont souligné Frees et Valdez [63], un grand nombre de modèles développés
pour tenir compte de la dépendance entre diverses sources de risques dans la théorie de
lassurance conduisent à des copules archimèdienne.
Les aventages de cette classe sont :
 Facilité dans la construction.
 Grande variété de familles de copules appartenant à cette classe.
 Possibilité de réduction de létude dune copule multivariée a une seule fonction univa-
riée.
Dénition 3.7.3 Soit ' une fonction continue, strictement décroissante, de [0; 1] dans
[0;1] telle que '(1) = 0: Le pseudo-inverse de ' est la fonction '[ 1], avec le domaine de
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dénition [0;1] à valeurs dans [0; 1] est donné par
'[ 1](t) =
8><>: '
 1(t) si 0  t  '(0)
0 si '(0)  t  1
: (3.13)
On note que '[ 1] est continue, non-croissante sur [0;1], et strictement décroissante sur






8><>: t si 0  t  '(0)'(0) si '(0)  t  1 :
Ainsi que si '(0) =1; alors '[ 1](t) = ' 1(t).
Théorème 3.7.1 Soit ' une fonction continue, strictement décroissante, de [0; 1] dans
[0;1] telle que '(1) = 0: Soit '[ 1] le pseudo-inverse de '. Soit C la fonction dénie sur
[0,1]2 à valeurs dans [0; 1], donnée par
C(u; v) = '[ 1]('(u) + '(v)): (3.14)
Alors C est une copule ssi la pseudo-inverse de ' est est une fonction convexe.
Démonstration. Voir Nelsen (2006) [109], page 111. 
La fonction ' est appelée générateur de la copule. Si '(0) =1; on dit alors que ' cest
un générateur stricte et C(u; v) = ' 1('(u) + '(v)) est dite une copule archimèdienne
stricte.
Théorème 3.7.2 Soit C une copule archimèdienne de générateur ' alors
1. la symétrie i.e. C(u; v) = C(v; u); pour tout u; v 2 [0; 1]:
2. lassociativité i.e. C(C(u; v); w) = C(u;C(v; w)); pour tout u; v; w 2 [0; 1]:
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Exemples de Copules Archimèdienne
Famille de Frank La famille de Frank donnée par :





(e (u  1)e (v   1)
e    1

;  2 Rn f0g ; (3.15)
Cette famille de copules stricte a un générateur
'(t) =   ln e
 t   1
e    1 :
La copule de Frank est populaire pour plusieurs raisons. Tout dabord, contrairement à
dautres copules, elle permet une dépendance négative entre les marginales. Deuxième-
ment, la dépendance est symétrique dans les deux queues, semblable aux copules Gaus-
siennes et Student. Troisièmement, elle est complète en ce sens que les deux bornes Fréchet
sont incluses dans la gamme de la dépendance permise. En conséquence, la copule de Frank
peut être utilisée en théorie pour modéliser des résultats ayant une forte dépendance posi-
tive ou négative. La dépendance dans les queues de la copule de Frank tend relativement
faible par rapport à la copule gaussienne, et la plus forte dépendance est centrée au milieu
de la distribution, ce qui suggère que la copule de Frank est la plus appropriée pour les
données qui présentent une faible dépendance de queue.
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Fig. 3.4  Densité (gauche) et contour plot (droite) de la copule de Frank bivariée avec
 = 10:
Famille de Clayton La copule de Clayton (1978), également connue sous le nom de
copule de Cook et Johnson (1981), initialement étudiée par Kimeldorf et Sampson en
(1975), elle prend la forme suivante :
C(u; v) = (u  + v    1) 1=;  2 [ 1;1[n f0g ; (3.16)
avec le paramètre de dépendance restreint sur la région ]0; 1[. Le cas limite  = 0 correspond
au cas indépendant, i.e. C =  2. En particulier, cette famille est positivement ordonnée
et ses membres sont absolument continus pour  > 0:
Cette famille de copule stricte a le générateur suivant
' 1(s) = (s+ 1) 1=:
Il sensuit que
'(t) = (t    1)=:
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Fig. 3.5  Densité (gauche) et contour plot (droite) de la copule de Clayton bivariée avec
 = 10:
Copule de Gumbel La copule de Gumbel (ou modèle logistique) (Gumbel, 1960) prend
la forme :
C(u; v) = exp
n
  (  lnu) + (  ln v)1=o : (3.17)
Le paramètre de dépendance est limité à lintervalle [1;1]. Les valeurs de 1 et 1 corres-
pondent à lindépendance et à la limite supérieure de Fréchet, mais cette copule natteint
pas la borne inférieure de Fréchet pour aucune valeur de . Les copules de Gumbel sont
archimèdiennes strictes avec le générateur suivant : '(t) = (  ln t):
64
Chapitre 3. Copules et dépendance
Fig. 3.6  Densité (gauche) et contour plot (droite) de la copule de Gumbel bivariée avec
 = 2:
3.7.3 Copule de valeur extrême
Une autre famille de copules qui est dusage commun est celle des copules de valeur ex-
trême. Ces copules sont dérivées de la structure de dépendance des distributions multiva-
riées des valeurs extrêmes généralisée, qui fournissent les distributions limites des maxi-
mums composites de vecteurs aléatoires d-dimensionnel, après une normalisation appro-
priée.
Soit (X1; Y1); (X2; Y2); :::; (Xn; Yn) des couples i.i.d de variables aléatoires avec une copule
commune C. On note Mn le vecteur des maximums, composante par composantes,
Mn = (max fX1; :::; Xng ; :::;max fY1; :::; Yng)
Soit C(n) la copule associée à Mn: Daprès le théorème 3.3.1 de Nelsen (2006), on a :
C(n)(u; v) = C
n(u1=n; v1=n); 0  u; v  1: (3.18)
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La limite de la suite fC(n)g conduit à la notion suivante de copule de valeur extrême.
Dénition 3.7.4 (Copule de valeur extrême) Une copule C est une copule de valeur
extrême sil existe une copule C telle que
C(u; v) = lim
n!1
Cn(u1=n; v1=n);
pour tout u; v 2 [0; 1], en outre on dit que C appartenir au domaine dattraction de C.
Théorème 3.7.3 Une copule est max-stable ssi elle est une copule de valeur extrême.
Nous présentons maintenant la représentation de Pickands en (1981) pour construire des
copules de valeur extrême (ou équivalent, max-stable) qui est maintenant largement uti-
lisée. Il assume des marges exponentielles standard alors les fonctions de survie de X et
Y sont F (x) = e x; x > 0 et F (y) = e y; y > 0 donc la fonction de survie conjointe est
donnée par








Pour une fonction continue, non négative A : [0; 1]! [1=2; 1] dénie par
A(t) =   lnC(e (1 t); e t);
A doit satisfait les conditions suivantes :
1. A(0) = A(1) = 1;
2. max ft; 1  tg  A(t)  1,
3. A est convex.
La copule de valeur extrême a la forme suivante :
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Pour un choix approprié de la fonction A .(A appelée la fonction de dépendance de la
copule de valeur extrême).
Exemple 3.7.1 (Copule de GumbelHougaard)
C(u; v) = exp

  [(  log u) + (  log v)]1=

:
La copule de GumbelHougaard est aussi un copula archimèdienne, en fait, il ny a aucune
autre copule archimèdienne qui est aussi une copule de valeur extrême.
Exemple 3.7.2 (copule de Marshall et Olkin )
C(u; v) = uvmin(u ; v ) = min v(uv1 ; u1 v):
3.8 Mesures dassociation
Les copules o¤rent un moyen utile détudier et de mesurer lassociation entre les variables
aléatoires. Dans ce qui suit, nous donnons une dénition formelle de la concordance et
certaines de ses propriétés et présentons les mesures de concordance les plus cruciales qui
sont pertinentes pour cette thèse.
3.8.1 Corrélations linéaires
Le coe¢ cient de corrélation linéaire (ou corrélation de Pearson) est une mesure dassocia-
tion pour deux variables aléatoires X et Y , qui capte le degré de relation linéaire. Il est
déni comme suit :
Dénition 3.8.1 Pour un couple aléatoire (X,Y ) ayant des marginaux avec des écarts
nis, le coe¢ cient de corrélation de Pearson rP est déni par
rP (X; Y ) =
Cov(X; Y )p
V ar(X):V ar(Y )
;
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où Cov (X; Y ) est la covariance de X et Y déni par
Cov (X; Y ) := E [(X   E(X)) (Y   E(Y ))] = E(XY )  E(X)E(Y ):
La connaissance du coe¢ cient rP (X; Y ) est équivalente à celle du coe¢ cient  de la
régression linéaire Y = X + ", où " est le résidu qui est linéairement non corrélé avec X,
en e¤et rP = 
p
V ar(X)=V ar(Y ):
Remarque 3.8.1 Les variances de X et Y doivent être nies pour le coe¢ cient corréla-
tion linéaire de Pearson à dénir. Cest un inconvénient pour les mesures de dépendance
et cause des problèmes lorsque lon travaille avec des distributions à queue lourde (distri-
butions de variance innies).
3.8.2 Mesures de concordance
Deux variables aléatoires sont dites concordantes si les grandes valeurs de lun viennent
avec les grandes valeurs de lautre et les petites valeurs dune viennent avec petites valeurs
de lautre. Deux échantillons (xi; yi) et (xj; yj) dun vecteur aléatoire continu (X; Y ) sont
concordants si (xi  yi)(xj   yj) > 0. Cela signie que soit xi < xj et yi < yj ou xi > xj et
yi > yj:De même, nous disons que ils sont discordant si (xi   yi)(xj   yj) < 0 i.e xi < xj
et yi > yj ou xi > xj et yi < yj:
Dénition 3.8.2 (Mesure de concordance) Une fonction  dénie sur des paires de
variables aléatoires est une mesure de concordance si pour chaque paire X et Y de variables
aléatoires elle satisfait les propriétés suivantes :
1. X;Y est bien déni pour chaque paire X, Y de variables aléatoires continues.
2.  1  X;Y  1:
3. X;Y = Y;X :
4. X;Y = C = 0 si X et Y sont indépendants.
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5.  X;Y = X; Y =  X;Y :
6. Pour toutes les paires de copules telles que C1 < C2, alors C1  C2.
7. Si (Xn; Yn) a la copule Cn et (Cn)n1 converge vers le point C, alors lim
n!1
Cn = C .
3.8.3 Tau de Kendall et Rho de Spearman
Le tau de Kendall et le rho de Spearman sont des mesures de concordance jouant un
rôle important dans les statistiques non paramétriques. Ils nous fournissent des alterna-
tives viables au coe¢ cient de corrélation linéaire comme mesure dassociation pour les
distributions non unipolaires.
Dénition 3.8.3 Le tau de Kendall correspond à la di¤érence entre la probabilité de la
concordance et de la probabilité de discordance pour deux vecteurs (X1; Y1) et (X2; Y2), il
est déni par :
 = P ((X1  X2)(Y1   Y2) > 0)  P ((X1  X2)(Y1   Y2) < 0) : (3.20)
Théorème 3.8.1 Soit (X; Y ) un vecteur de variables aléatoires continues de copule C.






C(u1; u2)dC(u1; u2)  1 (3.21)
Soit C une copule archimèdienne généré par '. Genest et MacKay (1986) ont montré que






Dénition 3.8.4 Le rho de Spearman est exprimé en termes de probabilités de concor-
dance et discordance. Plus précisément, étant donné trois vecteurs i.i.d. (X1; Y1), (X2; Y2) et
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(X3; Y3); il est déni par
 = 3 [P ((X1  X2)(Y1   Y3) > 0)  P ((X1  X2)(Y1   Y3) < 0)] :
Théorème 3.8.2 Soit (X; Y ) un vecteur de variables aléatoires continues avec copule C.






C(u1; u2)du1du2   3:














= rp (F (X) ; G (Y )) :
Ainsi le rho de Spearman est le coe¢ cient de corrélation linéaire entre les transformeés
intégrales de X et Y, (F (X) et G(Y )). Pour cette raison, il est souvent mesuré de cor-
rélation de rang. Parce que le tau Kendall et le rho de Spearman satisfont les propriétes
de concordance et si nous rappelons les limites de Fréchet-Hoe¤ding, il sensuit que par
exemple, la concordance maximale est atteinte lorsque en utilisant la copule maximale i.e
C = )  =  = 1. Linverse est également vraie, de sorte que
 =  =  1 ssi C = W
 =  = 1 ssi C =M:
On donne dans le tableau 3.1 quelques exemples de mesures dassociation.




ex   1dx représente la première fonction de Debye.
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 1    1
0    1
 1    1



























Tab. 3.1 Tau de Kendall et Rho de Spearman de quelques copules.
3.8.4 Mesures de dépendance
Dans cette partie, nous présentons la notion de mesure de la dépendance. Une mesure
de dépendance donne une indication sur la mesure dans laquelle deux variables sont mu-
tuellement liées. Lidée clé est dévaluer une distance entre la copule associée à une paire
donnée de variables aléatoires et la copule du produit.
Dénition 3.8.5 (Mesures de dépendance) Une fonction  dénie sur des variables
aléatoires paires est une mesure de dépendance si elle satisfait les conditionsdans la dé-
nition de concordance,avec les propriétés suivantes :
1. 0 = C  C  W = 1.
2. X1;X2 = C = 0 ssi X1 et X2 sont indépendants.
Les mesures de dépendance les plus populaires sont dénies comme suit :
Dénition 3.8.6 (Phi de Hoe¤ding) le Phi de Hoe¤ding pour un vecteur de variables




(C(u1; u2)  u1u2)2 du1du2:
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Dénition 3.8.7 (Sigma de Schweitzer-Wol¤) Sigma de Schweitzer-Wol¤ pour un




jC(u1; u2)  u1u2j du1du2: (3.23)
3.8.5 Dépendance de queue
Le concept de dépendance de queue est lié à la quantité de dépendance dans la queue
du quadrant supérieur droite ou la queue du quadrant inférieur gauche dune distribution
bivariée. Cest un concept qui est pertinent pour létude de la dépendance entre les valeurs
extrêmes. Il savère que la dépendance de la queue entre deux variables aléatoires conti-
nues X et Y est une propriété de copule et donc la quantité de dépendance de queue est
invariante sous des transformations strictement croissantes de X et Y.
La dépendance de queue est une mesure locale contrairement aux mesures de concordance
qui sont des mesures sur toute la distribution. Le coe¢ cient de dépendance de queue joue
un rôle important dans la théorie niancialle puisquil mesure la probabilité que lactif X
subisse une perte plus grande que xp, associée au quantile p tendant vers zéro, conditionnée
à la réalisation dune perte de lactif Y plus grande que yp associée au même quantile p.
Voir Joe (1997) [89]. Des discussions détaillées sur la dépendance de la queue peuvent être
trouvées chez McNeil et al ([101], section 5.2.3).
Soit X et Y deux variables aléatoire avec une fonction de distribution bivariée F et des
marginles continues F1et F2 et soit u une valeur de seuil, alors le coe¢ cient de dépendance
de queue supérieure U est déni par.
Dénition 3.8.8 Le coe¢ cient de dépendance de queue supérieure (upper tail dependence
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Le coe¢ cient de dépendance de queue inférieure L (lower tail dependence coe¢ cient) est
déni de la même manière, alors
L = lim
u!0 
P (X  F 11 (u) nY  F 12 (u)); (3.25)
À condition que les limites U et L existent et appartenant à lintervalle [0; 1]. Si U
2]0; 1], on dit que X et Y sont asymptotiquement dépendants au niveau supérieur de la
queue de distribution, si U = 0 on dit que X et Y sont asymptotiquement indépendants
au niveau supérieur de la queue de distribution.
Comme P
  
X > F 11 (u) nY > F 12 (u)

peut être écrit comme suit :
1  P X  F 11 (u)  P Y  F 12 (u)+ P X  F 11 (u) ; Y  F 12 (u)
1  P X  F 11 (u) ;
Une dénition alternative et équivalente (pour les variables aléatoires continues), dont il
est vu que le concept de dépendance de queue est en e¤et une propriété de copule, est la
suivante qui se trouve dans Joe (1997) [89], page. 33.
Proposition 3.8.1 Le coe¢ cient de dépendance de queue supérieure peut être écrit en
terme de copula :
U = lim
u!1+
1  2u+ C(u; u)
1  u ; (3.26)
où C une copule bivariée. La dépendance de queue inférieure peut être dénie de manière






Si les limites existes, alors on dit que C a une dépendance de queue supérieure (inférieure)
si U 2]0; 1 (respectivement L 2]0; 1]) et lindépendance de queue supérieure (inférieure)
si U = 0 (respectivement L = 0) :
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Exemple 3.8.1 Pour la couple M, nous obtenons
U = lim
u!1+





















Exemple 3.8.2 Nous voulons calculer U pour la copule gumbel donnée par la fomule








































Puisque U 2]0; 1] pour  > 1; Les variable aléatoires avec cette copule sont asymptoti-
quement dépendants dans la partie supérieure de la queue.
Remarque 3.8.3 Dans cette thèse on sintéresse au coe¢ cient de dépandance de queue
supérieure mais il faut mentionner que le coe¢ cient de dépendance de queue supérieure de
C est le coe¢ cient de la queue inférieure de C : de même, le coe¢ cient de dépendance de la
queue inférieure de C est le coe¢ cient de la dépendance de queue supérieure de C puisque
C(v; v) = 1  2v + C(v; v).
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Les expressions des coe¢ cients de dépendance de queue pour quelques distributions bi-




















Tab. 3.2 Dépendance de la queue de certaines familles des copules.
Remarque 3.8.4 1. Pour la copule gaussienne bivariée, dénie par la formule (3.13) on
a : U = L = 0, si le coe¢ cient de corrélation de la copule  < 1.
2. Pour une copule archimédienne, les paramètres de dépendance de queue peuvent être
exprimé en termes de limites impliquant le générateur et son inverse.
Estimation du coe¢ cient de dépendance de queue
Le coe¢ cient de dépendance de queue , a été jugé très utile pour distinguer la dépen-
dance asymptotique ou lindépendance asymptotique et dans la dernière classe, entre une
association positive, une indépendance ou une association négative. Cela pose le problème
de lestimation de , le sujet de cette section, particulièrement pertinent.
SupposonsX1; :::; Xn vecteurs aléatoires bivariés i.i.d avec une fonction de distribution F et
copule C. Nous supposons des fonctions de distribution marginales continues Fi; i = 1; 2.
Les tests de dépendance de queue ou lindépendance de queue sont donnés par exemple
dans Ledford et Tawn (1996) ou Draisma et al (2004).
Les méthodes destimation paramétriques pour le coe¢ cient de dépendance de queue sont
e¢ caces si le modèle de distribution envisagé est vrai, mais ils présentent des estimations
biaisées dans le cas où le modèle sous-jacent est di¤érent.
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Les procédures destimation non paramétriques évitent ce type derreur de modèle mais
viennent avec une plus grande variance destimation. Les estimations du coe¢ cient de
dépendance de queue sont basées sur :
(a) Une distribution spécique ou une famille de distributions.
(b) Une copule spécique ou une famille de copules.
(c) Un modèle non paramétrique.
Il y a beaucoup détudes qui ont essayé de présenter des estimateurs non paramétriques :
certains sont basés sur lestimation empirique de la copule de queue voir Schmidt et
Stadtmüller (2006) [124], pour cette méthode il ny a pas dhypothèses paramétriques
concernant les copules et les fonctions de distribution marginales.
Soit Cn la copule empirique dénie par :





avec Fn et Fin sont les fonctions de distribution empirique correspondant à F et Fi; i = 1; 2
respectivement.






























où k = k(n)!1 et k=n! 0 quand n!1, et la première expression dans 3.28 doit être
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avec R1j et R2j sont les rangs dans les blocs de maxima de Xn et Yn.
En utilisant la notation de Coles et al. (1999) [24] suivante :
1  2v + C(v; v)
1  v = 2 
1  C(v; v)
1  v
u!1+ 2  logC(v; v)
log v
:
















 ; 0 < k < n;
















 ; 0 < k  n;
La normalité asymptotique et la forte consistance de cet estimateur ont été discutées dans
Schmidt et Stadtmüller (2006).
Une autre approche destimation non paramétrique de la dépendance de queue est qui
consiste en la transformation des variables X et Y en des variables aléatoires de Fréchet
suivant le résultat de Ledford et Tawn (1996, 1998) voir chapitre 4.
Les propriétés statistiques des estimateurs de ce coe¢ cient ont basés sur lensemble des
observations ou sur des données extrêmes et ils ont été étudiées par plusieurs auteurs en




Nombre optimal des statistiques
dordre extrêmes utilisées dans
lestimation du coe¢ cient de
dépendance de queue
Beirlant et al (2011) [12] ont introduit un estimateur à bias-réduit pour le coef-cient de dépendance de queue et pour la probabilité de queue bivariée dans la
statistique de valeur extrême bivariée. Dans le présent chapitre, nous nous intéressons au
problème du choix du nombre de statistiques dordre extrême des observations bivariées
dépassant les seuils élevés, nous exposons di¤érentes méthodes pour déterminer ce nombre.
Le¢ cacité de nos méthodes est illustrée par une étude de simulation et par un ensemble
de données réelles.
Mots-clés : Coe¢ cient de dépendance de la queue ; Bias-réduit ; Distribution de Pareto
étendue ; Probabilité de queue ; Copule ; Estimateur de Hill ; Estimateur de moment.
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4.1 Introduction et motivation
Dans le cadre classique de la théorie des valeurs extrêmes bivariées, les procédures pour
estimer la probabilité dun événement extrême ne sont pas applicables si les maximums des
observations sont asymptotiquement indépendants. Pour résoudre ce problème, Ledford et
Tawn (1996) [96] ont proposé un sous-modèle dans lequel la dépendance de la queue est
caractérisée par un paramètre additionnel appelé coe¢ cient de dépendance de queue noté
 et satisfaisant  2 (0; 1]; et les plus grandes valeurs de cela indiquent une dépendance
extrême forte asymptotiques, il sest avéré être un outil utile pour décrire le comportement
de queue dune distribution bivariée (pas nécessairement, fonction de distribution F max-
stable).
La structure de dépendance entre les marges de Fréchet (Z1; Z2) est analysé en utilisant
le modèle de Ledford et Tawn (1997) suivant :




2 L(z1; z2) avec c1; c2 > 0; (4.1)
où  = (c1 + c2) 1 et la fonction L est une fonction à variation lente bivariée, i.e.
L(z1; z2)  g1(z1; z2) (1 + g2(z1; z2)z11 z22 ) quand z1; z2 !1; (4.2)
Une extension de la condition de Hall univariée au cas bivarié pourrait être faite en rem-
plaçant les constantes dans la classe de Hall univariée par des fonctions homogènes de
lordre 0, ceci mène à la condition de Hall bivariée.
La fonction g est homogène dordre 0, cela signie par dénition que g(tz1; tz2) = g(z1; z2).
Cela implique quil existe une fonction g telle que
g(z1; z2) = g
(z1=(z1 + z2)):
Le modèle 4.1 représente le cas de dépendance asymptotique si  = 1 et L(t) 9 0. Si
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 = 1 et L(t) = 1, Z1 et Z2 sont parfaitement dépendants ; si  = 1=2 et L(t) = 1 Z1
et Z2 sont parfaitement indépendantes. Dans le cas  < 1 (ou  = 1 et L(t) ! 0) on a
lindépendance asymptotique. Plus précisément :
 Indépendance asymptotique avec association positive si 1=2 <  < 1,
 Indépendance asymptotique avec association négative si 0 <  < 1=2,
 Quasi-indépendance si  = 1=2 et L(t)  1:
Pour certains exemples du modèle de Ledford et de Tawn, voir Ledford et Tawn (1997)
[97].
Di¤érentes méthodes pour estimer le coe¢ cient de dépendance de la queue sont proposées
voir Peng (1999) [113], Draisma et al (2004) [43] et Beirlant et Vandewalle (2002) [5] pour
nen nommer que quelques uns..
Ledford et Tawn ont proposé dabord de standardiser la distribution marginale à Fréchet
unitaire en utilisant soit les distributions marginales empiriques (i.e. en utilisant les rangs
des composantes), puis estimer  comme paramètre de forme par un estimateur classique
pour lindice des valeurs extrêmes, par exemple lestimateur de Hill [86] ou lestimateur
de moment.
Goegebeur et Guillou (2013) [72] ont obtenu un estimateur asymptotiquement sans biais en
prenant une somme correctement pondérée de deux estimateurs biaisés pour . Dutanga et
al. (2014) [48] ont introduit un estimateur robuste et asymptotiquement sans biais pour ,
cet estimateur est obtenu en ajustant un modèle de second ordre aux données au moyen
du critère de divergence de puissance de densité minimale.
Dans larticle de Beirlant et al. (2011) [12], un estimateur asymptotiquement non biaisé
pour  a été proposé, basé sur lajustement de la distribution de Pareto étendue avec la
méthode du maximum de vraisemblance des variables aléatoires correctement transfor-
mées. Dans cette thèse, nous utilisons cet estimateur pour le coe¢ cient de dépendance de
queue.
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Ce chapitre est organisé comme suit. Dans la section 4.2 nous présentons lestimation de
la queue bivariée et lestimation du coe¢ cient de dépendance de queue. Dans la section
4.3, nous avons introduit certaines des méthodes proposées pour équilibrer entre le biais
et la variance an dobtenir un nombre optimal kopt de statistique dordre. Dans la section
4.4, nous e¤ectuons une étude de simulation pour comparer trois estimateurs di¤érents
du coe¢ cient de dépendance de queue avec une attention particulière sur leur lerreurs
moyennes quadratiques.
Draisma et al (2004) [43] ont interprété une extension du modèle de Ledford et de Tawn
comme une condition de variation régulière bivariée du second ordre (SO), cette condition
SO nest pas trop restrictive et elle est couramment utilisée dans les problèmes destimation
impliquant un cas bivarié.
Condition de variation régulière bivariée du second ordre : Soit (X; Y ) un vec-
teur aléatoire de la fonction de répartition conjointe F et de fonctions de distributions










=: c1(x; y) (4.3)
existe pour toutes x; y  0 avec x + y > 0, une fonction positive q et une fonction q1
tendant à zéro quand t ! 0 ; et c1 une fonction ni constante ni multiple de c. En outre,
nous supposons que la convergence est uniforme sur f(x; y) 2 [0;1[2jx2 + y2 = 1g; telle
que c1 est continue et c1(x; x) = x1=(x   1)=1:
Essentiellement, la relation 4.3 est une condition de variation régulière de second ordre
pour la fonction Q dénie par Q(x; y) := P (1   FX(X) < x et 1   FY (Y ) < y): La
fonction (x; y) ! Q(1   x; 1   y) est parfois appelée la copule de survie. Il sensuit que
la fonction q(t) := P (1   FX(X) < t; 1   FY (Y ) < t). Dans le papier de Ledford et
Tawn (1996) q(t) est égal à t1=).Les fonctions q et jq1j varient régulièrement en zéro
avec lindice 1= et   0, respectivement. La fonction c homogène dordre 1=; i.e.
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c(tx; ty) = t1=c(x; y):
Démonstration. Voir de Hann et Ferreira (2006) [79], théorème 7.6.1, page 276.
Le paramètre  a la même signication que dans Ledford et Tawn (1996) et la condition
(4.3) est similaire à la condition (4.2).
Pour plus dinformations sur la condition de second ordre, voir de Haan et Ferreira (2006),
Section7.6 et Draisma et al (2001).
En outre, Ils supposent que l := limt!0  q(t)=t existe. Cette condition est toujours satisfaite
si  < 1 et  > 0 de plus, l = 0 si  < 1 et l > 0 si les marginales sont asymptotiquement
dépendant.
Lemme 4.1.1 Le modèle 4.1 satisfait la condition SO. Beaucoup ont utilisé la fonction
de répartition conjointe satisfaisant le modèle 4.1). Notons que ce modèle est en fait une
condition de la fonction copule C. En e¤et, on vérie facilement que
P (1  FX(X) < x; 1  FY (Y ) < y) = x+ y   1 + C(1  x; 1  y):
Nous donnons maintenant quelques exemples de distributions satisfaisant la condition SO.
4.1.1 Distribution de Farlie Gumbel Morgenstern
La fonction copule de Farlie Gumbel Morgenstern est donnée par :
C(u; v) = uv[1 + (1  u)(1  v)]; (u; v) 2 [0; 1]2;
où  2 [ 1; 1]. Des calculs simples conduisent à
P (1  FX(X) < tx; 1  FY (Y ) < ty) = t2xy[1 +   t(x+ y) + t2xy]:
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Dans le cas où  2 [ 1; 1]
P (1  FX(X) < tx; 1  FY (Y ) < ty)




(x+ y   2) +O(t2)

;
de lequel un on vérie facilement que la condition SO est satisfaite avec  = 0:5; c(x; y) =
xy; c1(x; y) = xy(x+ y   2)=2; q1(t) =  2t=(1 + ); donc  = 1.
Pour le cas  =  1
P (1  FX(X) < tx; 1  FY (Y ) < ty)







(x+ y   2xy) +O(t2)

;
Et donc la condition SO est satisfaite avec  = 1=3; c(x; y) = xy(x + y)=2; c1(x; y) =
xy(2xy   x  y)=2; q1(t) =  t=2; alors  = 1:
4.1.2 Distribution normale bivariée
La distribution normale bivariée avec une moyenne nulle, variance vaut 1 et coe¢ cient de
corrélation  2]   1; 1[ satisfait la condition SO avec  = (1 + )=2. Nous considérons 
=  0:5 pour  = 0:25. Nous nous référons à Ledford and Tawn (1996) [96] et Draisma et
al (2004) [43] pour plus de détails.
4.2 Estimation du coe¢ cient de dépendance de queue
Beirlant et al (2009) [11] ont introduit la distribution de Pareto étendue comme modèle
approximatif pour les excès relatifs sur un seuil. Nous utilisons lestimation de la queue
bivariée suggérée par Beirlant et al (2011) et nommée estimateur à biais réduit , cette
estimation pour le coe¢ cient de dépendance de queue basée sur la condition de second
ordre et elle est résumé comme suit :
P (Z1 > z1; Z2 > z2) = P (min(Z1; Z2w=(1  w)) > z1) =: P (Yw > z1):
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est un paramètre du réglage.
Sous 4.2, nous avons :

























z1 (1 + o(1));
avec tz = z1 et t est un seuil convenablement choisi.
P (Z1 > z1; Z2 > z2) =
P (Yw > tz)
P (Yw > t)




1 + w (tz) =)
1 + w (t) =

P (Yw > t):
Comme démontré dans Beirlant et al (2009), sous 4.4, z 1=
1 + w (tz) =)
1 + w (t) =
peut être se
approché par
fz(1 + w (t)  w (t) zg 1= =: G;w; (z) (4.5)
Le modèleG;w; a été introduit par Beirlant et al (2009) [11], et nommé par la distribution
de Pareto étendue (EPD). Il sensuit que
P (Z1 > z1; Z2 > z2) = G;w; (z1=t)P (Yw > t) + o(jw(t)jP (Yw(t))):
Il est bien connu que le choix du seuil t est un problème di¢ cile même si les estimateurs
ont une forme explicite, le nombre dexcès sur t doit être su¢ samment grand pour rendre
linférence possible.
Le choix dun seuil de données adaptatif t = Yn k;n dans la séquence ordonnée Y1;n 
Y2;n  :::  Yn;n des valeurs observées de Y peut garantir les deux critères en choisissant
k !1 et k=n! 0 quand n!1.
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Pour plus de détails sur le choix du nombre de statistiques dordre extrême, voir Cheng
et Peng (2001) [22], Neves and Fraga (2004) [110], Danielsson et al (2001) [28], Dekkers
et al (1993) [41], Draisma et al (1999) [42] et Drees and Kaufmann (1998) [47].
Dénition 4.2.1 (EPD) EPD avec le vecteur de paramètre (; ; ) dans la gamme  <
0 <  et  > max ( 1; 1=) est dénie par sa fonction de distribution suivante
G;; (z) =
8><>: 1  fz(1 + z)
g 1= si z > 1
0 si z  1:
(4.6)
4.2.1 Estimation des paramètres EPD
Lestimation des distributions de queue bivariées nécessite dabord lestimation des para-
mètres EPD, voir Beirlant et al (2009) [11]. Depuis
P (Yw > tznYw > t) = G;w; (z) = o(jw(t)j):
Lestimation des paramètres EPD est basée sur les excès relatifs Y=t lorsque Y > t. Comme
indiqué dans Beirlant et al (2009), la distribution asymptotique de lestimateur de queue
ne dépendra pas de la distribution asymptotique de lestimateur de  . Par conséquent, le
paramètre du second ordre inconnu sera remplacé par un estimateur cohérent qui ninuera
pas sur les distributions asymptotiques des autres estimateurs. En pratique, le paramètre
 est souvent remplacé par  1:
Estimation du maximum de vraisemblance (MLE)
Les estimateurs de  et  seront trouvés en maximisant une approximation de la vraisem-
blance EPD étant donné léchantillon de k excès relatifs Yn k+i;n =Yn k;n ; i = 1; :::; k: La
log-vraisemblance de lEPD est donnée par :
logL(z) =   log    (1= + 1) log z   (1= + 1) log(1 +    z ) + log(1 +    z   z ):
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=  (1= + 1) 1  z

1 +    z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   z
1 +    z   z :
dénie











log(Yn k+j;n=Yn k;n)s; s  0:
(4.7)
Notons que Hk;n est lestimateur de Hill [86].
Un autre estimateur asymptotiquement équivalent pour  trouvé dans Beirlant et al (2009)
où les auteurs ont proposé des estimateurs simpliés pour le modèle basé sur les fonctions
EPD qui sont linéarisées dans  par conséquent











^L = Hk;n   ^ ^1 ^ ;
(4.8)
où ^ est une suite destimateurs faiblement cohérente pour  =  . Beirlant et al (2009)
ont utilisé lestimateur introduit dans Fraga et al. (2003) [60].
Estimation de la probabilité rare





Lorsque lon omet la partie de second ordre du modèle (w et )on obtient un estimateur
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4.3 Sélection optimale de la fraction déchantillon
Dans cette section, nous commençons par la méthode graphique pour la sélection optimale
de la fraction déchantillon et nous notons que lorsque k est petit, la variance est grande
et lutilisation dune grande valeur de k introduit un biais important dans lestimation.
Ensuite, la valeur optimale k peut être obtenue par minimisation de lerreur quadratique
moyenne de lestimateur considéré. Récemment, des procédures adaptatives pour la sélec-
tion automatisée de la fraction déchantillon optimale proposée pour calculer k^opt pour kopt
dans le sens k^opt=kopt ! 1quand n!1 comme les méthodes de Bootstrap voir [28], [42]et
les procédures séquentielle voir [47]. Nous allons appliquer la méthode de Reiss et Thomas
et la méthode de Cheng et Peng. Certaines simulations sont discutées dans la section 4
avec une comparison entre les deux dernières méthodes, dans laquelle nous rappelons le
critère sur k = kn:
k !1; 1  k  n et k=n! 0 quand n!1; (4.11)
4.3.1 Approche graphique
Lapproche graphique est une méthode universelle et doit être appliquée avant toutes les
recherches numériques. Elle traite notre problème en sélectionnant un certain nombre de
statistiques dordre extrêmes. Cette méthode consiste à dessiner les points de coordonnées
f(k; ^ (k)) : k = 1; : : : ; ng ;
pour faire un choix optimal de k. La sélection de kopt est illustrée graphiquement dans la
gure 4.1.
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Fig. 4.1 Estimateur de  pour la distribution Farlie-Gumbel-Morgenstern, basée sur 500
échantillons de taille 1000 (a) estimateurs de Hill, (b) estimateurs de Moment. La ligne
horizontale correspond à la vraie valeur de  et la ligne verticale correspond kopt.
4.3.2 Erreur moyenne quadratique
Lerreur moyenne quadratique est très utile pour comparer plusieurs estimateurs, notam-
ment lorsque lun deux est biaisé. Si les deux estimateurs à comparer sont sans biais
lestimateur le plus é¢ cace est simplement celui qui a la variance la plus petite., Le MSE
dun estimateur du coe¢ cient de dépendance de queue ^ est déni par :
MSE(^) := E1(^   )2;
où E1 dénote lespérance en ce qui concerne la distribution de la limite.
Il est nécessaire de faire un compromis entre le biais et la variance. Il semble raisonnable
que le MSE permet de réduire au minimum pour une estimation plus précise possible. Le
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4.3.3 Approche de Reiss et Thomas
Reiss et Thomas (1997) [110] ont basé leur approche de choisir le nombre adéquat de
plus grandes observations sur un moyen de minimiser la distance résumant un terme de
pénalité. Dans un certain sens, ce coe¢ cient est prévu pour être plus sévère en ce qui
concerne des estimations de  avec lorigine dans les observations prises plus loin de la
queue réelle.





i j^n(i)  median(^1; :::; ^n)j ; 0    1=2: (4.13)







i (^i   ^k)2 ; 0    1=2: (4.14)
En ce qui concerne la connaissance de , pas de méthodologie concernant la spécication a
été disponible, mais il faut trouver des bons ensembles de poids dans lesquels k^opt = k^opt()
capable de localiser lestimation raisonnables de .
4.3.4 Approche de Cheng et Peng
Proposition 4.3.1 (Approximation normale asymptotique de lestimateur de Hill)





 d! N  0; 2 quand n!1;
ssi k = o(n 2=(1 2)):
Une constatation surprenante est que lordre de précision pour une couverture optimale
de la face dun intervalle de conance dépend du signe de la variation régulière du second
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ordre. Ainsi, pour 0 <  < 1 les intervalles de conance unilatéral et bilatéral pour  de
























où zw (0  w  1) est déni par P (N (0; 1)  zw) = 1   w: zw est le quantile dordre
(1  w) de la distribution normale standard.
Nous donnons la précision de la couverture des intervalles de conance I1 () et I2 () et le
choix optimal théorique de fraction de léchantillon k pour I1 () dans le sens de minimiser
lerreur absolue de couverture.
Théorème 4.3.1 Supposons que 1.24 satisfait et k !1; k=n! 0. Alors








































où  désigne la fonction de densité normale standard.





(1 + 2z2) (1  )
 3dc(1  2)
1=(1 )
n =(1 ) si d > 0;

(1 + 2z2) (1  )
3dc
1=(1 )
n =(1 ) si d < 0;
(4.17)
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qui satisfait automatiquement la condition k = o(n 2=(1 2)) dans la proposition 4. 3.1.
En outre, la précision de la couverture optimale pour I1() est









(z)n=(2(1 2))(1 + o(1)) si d > 0
+ o(n=(2(1 2))) si d < 0:
(4.18)
Cheng et peng ont proposé un estimateur plug-in (numéric) pour la fraction de léchantillon
optimale en se concentrant sur un intervalle de conance unilatéral (puisque k dépend de












n ^=(1 ^) si ^ < 0;
où




















  2nM (1)n  n=plog no

1CA = log 2;
et



















avec M (2)n et M
(1)
n sont lestimateur de Moment et lestimateur de Hill respectivement.
4.4 Simulation
Dans lexpérience de simulation, nous comparons le nombre optimal de statistiques dordre
supérieur utilisées dans lestimation du coe¢ cient de dépendance de queue (au sens de
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lerreur moyenne quadratique) obtenu avec deux méthodes listées dans la section 4.3.
Nous examinons le comportement de plusieurs estimateurs (lestimateur linéaire donné
dans la formule (4.8), lestimateur de Hill (voir léquation 2.3) et lestimateur de Moment
(voir léquation ??), pour di¤érentes distributions, avec les marginales de Fréchet. Pour
chacune des distributions, nous avons généré 500 échantillons de taille 1000 et sélectionner
le nombre de statistiques dordre supérieur utilisées dans lestimation et nous calculons les
estimateurs de .
Le paramètre w a été introduit pour estimer les probabilités de queue dans les régions
conjointe, mais peu de pertinence pratique pour lestimation de , donc nous le xons à
0; 5:
Premièrement, nous avons e¤ectué des simulations à partir dune distribution Farlie-
Gumbel-Morgenstern (FGM) avec les marges de Fréchet ( =  1); et de la distribution
Normale avec les marges de Fréchet ( =  0:5):
Fig. 4.2 Copule de Farlie Gumbel Morgenstern avec  =  1 : (a) estimateurs pour ,
(b) MSE : (ligne complète) Estimateur de Hill, (ligne pointillée) Estimateur de moment,
basé sur 1000 simulations. La ligne horizontale correspond à la vraie valeur de .
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Fig. 4.3 Copule de Farlie Gumbel Morgenstern avec  = 0:75 : (a) estimateurs pour ,
(b) MSE : (ligne complète) Estimateur linéaire , (ligne pointillée) Estimateur de Hill, basé
sur 1000 échantillons. La ligne horizontale correspond à la vraie valeur de .
Fig. 4.4 Copule Normale bivariéé avec  =  0:5 : (a) estimateurs pour , (b) MSE :
(ligne complète) Estimateur de Hill, (ligne pointillée) Estimateur de moment, basé sur
1000 échantillons. La ligne horizontale correspond à la vraie valeur de .
Ensuite, nous examinons le comportement de léchantillon des estimateurs pour di¤érentes
distributions. Pour chacune des distributions, nous calculons le MSE, la vraie valeur de 
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et kopt. Dans le Tableau 4.1 nous présentons quelques résultats de simulation comme FGM
( = 0:6), Normal bivariée ( =  0:5) et Frank ( = 1) basé sur 100 échantillons simulés






n = 300 0:5008 179 6:2821 10 7 0:5001 193 1:1189 10 8
n = 500 0:4945 257 3:0081 10 7 0:4993 387 4:2669 10 7
n = 1000 0:5008 294 6:8282 10 7 0:4996 957 1:3123 10 7
Distribution Normale Bivariée
n = 300 0:2505 143 2:8621 10 6 0:2497 193 5:2328 10 7
n = 500 0:2486 229 1:9785 10 6 0:2494 390 2:9245 10 7
n = 1000 0:2521 336 4:7927 10 6 0:2521 890 4:6871 10 7
Distribution de Frank
n = 300 0:4999 185 2:6563 10 7 0:4998 289 2:6915 10 8
n = 500 0:4976 321 5:6776 10 7 0:5001 346 3:7154 10 8
n = 1000 0:5080 501 6:4849 10 7 0:4993 691 3:9494 10 8
Tab. 4.1  Résultats de simulation de la procédure de sélection le seuil pour lestimateur
de Hill et lestimateur de Moment.
Dans le Tableau 4.2 nous présentons quelques résultats de simulation basés sur la procédure
simpliée de la méthode de Cheng & Peng et la méthode de Reiss & Thomas de la
distribution la FGM bivariée ( =  0:25 et 0:75) et la distribution normale bivariée
( =  0:5 et 0:5) avec les marges de Fréchet, basée sur 1000 échantillons simulés de
taille n = 500. Les résultats de comparaison sont présentés dans les tableaux 4.2 et 4.3 et
illustrés dans la Figure 4.5.
Nous appliquons la méthode de Reiss & Thomas pour lestimateur Moment. Donc pour
^M < 0 nous prenons  = 0:35 dans la version (4.14). Si ^M  0, sélectionnons  = 0:4
dans la version (4.13). Voir le Tableau 4.3
En appliquant des méthodes adaptatives pour sélectionner une bonne valeur des statis-
tiques dordre extrême (Cheng & Peng et Reiss & Thomas), nous sélectionnons la fraction
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Distribution MSE K^opt ^H
FGM  = 0:6 6:8282 10 7 51 0:4784
FGM  =  0:25 2:1494 10 7 38 0:4906
Bivariate normal  =  0:5 1:7963 10 7 25 0:2442
Bivariate normal  = 0:25 4:7452 10 7 60 0:7049
Tab. 4.2  Résultats de simulation de la procédure de sélection de k pour lestimateur de
Hill par la méthode Cheng et Peng.
Distribution MSE K^opt ^M
FGM ( = 0:6) 1:1667 10 4 201 0:5532
FGM ( =  0:25) 1:1047 10 4 260 0:2498
Bivariate normal ( =  0:5) 1:1446 10 4 246 0:1846
Bivariate normal ( = 0:5) 1:1524 10 7 335 0:7254
Tab. 4.3  Résultats de simulation de la procédure de sélection de k pour lestimateur de
Hill par la méthode de Reiss et Thomas .
déchantillon optimale kopt;i.e. le nombre optimal dextrêmes supérieurs utilisés dans le
calcul de lestimation du coe¢ cient de dépendance de queue, les résultats sont résumés
dans le tableau 4.4 et à partir de cet tableau, on peut dire que les deux méthodes appli-
quées pour déterminer k donnent des résultats très proches de la vraie valeur de , mais
la méthode de Cheng & Peng est plus rapide que lautre méthode. La méthode de Reiss
& Thomas est longue puisquelle est basée sur le calcul de la médiane.
Approche # des extrêmes % des extrêmes Estimation/vraie 
Cheng et Peng 90 9% 0:5092=0:5
Reiss et Thomas 131 13:1% 0:4679=0:5
Tab. 4.4 Nombre optimal de statistiques dordre extrêmes utilisées dans le calcul de
lestimation de Hill de la distribution des FGM (0,75), basée sur 1000 observations.
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Fig. 4.5  Lestimateur de Hill de la distribution FGM avec  = 0:75, basé sur 1000
simulations. La ligne horizontale représente la valeur réelle de , alors que les lignes verti-
cales correspondent au nombre optimal dextrêmes de Cheng & Peng (solide) et Reiss &
Thomas (pointillés).
4.4.1 Données réelles
Nous considérons ici lestimation pour  dans le cas réel : Les données Loss-ALAE contient
1500 réclamations générales choisies aléatoirement à partir du bureau des services das-
surance. Chaque réclamation comprend un paiement dindemnité (Loss, X) et une charge
dajustement de perte attribuée (ALAE, Y), des exemples dALAE sont les honoraires
versés aux avocats, aux experts et aux enquêteurs extérieurs utilisés pour défendre les
réclamations.(pour plus de détails voir Frees and Valdez, 1998 [63]).
Dabord les données bivariées sont transformées en marges de Fréchet (Z1; Z2) en utilisant
les fonctions de répartition empiriques F^1(x), F^2(x) comme suit:
Z1 =  1= log F^1(X); Z2 =  1= log F^2(Y ):
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Les Figures 4.5 (a), 4.6 (a) et 4.7 (a), nous donnons des di¤érents estimateurs pour  et
nous notons que la signication de kopt est di¤érente de celle des estimateurs ^H , ^M et ^L
respectivement.
Nous comparons deux estimateurs, Hill et Moment dans les données Loss-ALAE, les ré-
sultats dans les gures 4.9 (a) et leurs MSE (b) 4.9.
Fig. 4.6 Données de loss-ALAE : (a) lestimateur de Hill pour , (b) MSE.
Nous illustrons la performance de kopt dans une petite étude de simulation, les résultats
résumés dans le tableau 4.5 où nous présentons également le pourcentage des extrêmes et
le MSE.
Estimateur # des extrêmes % des extrêmes Estimation MSE
^H 419 27:93% 0:8019 3:8823 10 6
^M 484 32:26% 0:7990 9:0713 10 7
^L 454 30:26% 0:8052 2:7151 10 5
Tab. 4.5 Nombres optimaux de statistiques dordre supérieur utilisées dans le calcul des
estimations de coe¢ cient de dépendance de la queue pour les données de loss-ALAE.
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Fig. 4.7 Données de loss-ALAE : (a) lestimateur de Moment pour , (b) MSE.
Fig. 4.8 Données de loss-ALAE : (a) lestimateur linéaire pour , (b) MSE.
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du coe¢ cient de dépendance de queue
Fig. 4.9 Données de loss-ALAE : (a) estimateurs pour , (b) MSE : lestimateur linéaire
(Ligne complète), lestimateur de Hill (ligne en pointillé).
4.5 Conclusion
Dans ce chapitre, nous avons introduit lestimation du coe¢ cient de dépendance de queue
dans les statistiques de valeur extrême bivariée. Nous avons comparé trois estimateurs
di¤érents de ce coe¢ cient. Nous nous concentrons sur la sélection des statistiques dordre
supérieur utilisées dans lestimation. Nous notons que la plupart des méthodes sont basées
sur la minimisation de lerreur moyenne quadratique asymptotique. Nous avons décrit deux
méthodes de sélection adaptative pour lestimateur de Hill et lestimateur de Moment et
avons les appliquées à un exemple pratique, les simulations indiquent quen général les
résultats sont assez similaires.
99
Conclusion générale
Dans cette thèse, on sest intéressé à un problème récent en théorie des valeursextrêmes univariées et multivariées cest le choix de la valeur optimale de sta-
tistiques dordre extrêmes. Ce nombre est très important dans lestimation de lindice de
queue dans le cas univarié et lestimation du coe¢ cient de dépendance de queue dans le
cas bivarié. Plusieurs chercheurs ont soulevé ce problème par nombreuses méthodes listées
dans ce travail.
Cette thèse se décompose en quatre chapitres, nous avons rappelé dans le premier chapitre
quelques concepts fondamentaux sur la statistique des valeurs extrêmes univariées.
Dans le deuxième chapitre nous avons présenté quelques estimateurs de lindice des va-
leurs extrêmes avec leurs propriétés asymptotiques et enn nous avons exposons quelques
méthodes adaptatives pour déterminer le nombre de statistiques dordre extrêmes.
Au troisième chapitre on parle sur la copule quest utilisée comme un moyen de séparer
les distributions marginales de la dépendance et la dépendance de queue pour quantier
la probabilité dévénements conjoints dans la queue dune distribution. Comme on la vu,
les copules peuvent être utilisées pour modéliser la dépendance de queue. Un concept
théorique important utilisé tout au long de cette thèse est la théorie des valeurs extrêmes
bivariées, qui tente précisément danalyser le comportement de la queue dune distribution
bivariée.
Au quatrième chapitre, nous avons introduit lestimation du coe¢ cient de dépendance
de queue quest importante pour la théorie des valeurs extrêmes bivariées. La fraction
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des statistiques dordre supérieur est impliquée dans lestimation est importante dans la
pratique, nous basons dans notre thèse sur lestimateur à bais réduit proposé par Beirlant et
al (2011). Ce dernier basé sur un modèle exible proposé par Ledford et Tawn (1996,1997).
Pour le coe¢ cient de dépendance de queue et leur sensibilité sur le nombre k de statistiques
dordre supérieurs utilisés dans lestimation. Aucune règle stricte et rapide nexiste pour
a¤ronter ce problème. Grosso modo le choix meilleur du k provient de la compétition
entre le biais et la variance. Larbitrage entre les deux e¤ets contraires se fait usuellement
en calculant lerreur moyenne quadratique de lestimateur. Habituellement, le scientique
décide subjectivement sur le nombre k à utiliser, en regardant les graphiques appropriés.
Nous avons utilisé dans cette thèse des procédures adaptatives pour déterminer ce nombre.
Des applications sur des données aussi bien réelles que simulées permettront dillustrer les
résultats obtenus. Un autre développement possible de ce travail est loptimisation des
estimateurs par rapport au choix de k ou encore une comparaison plus approfondie avec
dautres estimateurs de la queue de distribution déjà existants dans la littérature.
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Résumé
Le concept de dépendance de queue fournit une description de la dépendance auniveau des queues de distribution, très intéressante pour étudier la survenance
simultanée de valeurs extrêmes. La motivation principale de notre thèse de doctorat est
améliorer la performance de lestimateur du coe¢ cient de dépendance de la queue proposé
par Beirlant et al (2011) par un choix optimal de statistique de dordre extrêmes utilisé
dans lestimation. Dans cette thèse, nous exposons les di¤érentes méthodes de détermina-
tion de ce nombre. Grâce à la simulation, nous avons appliqué deux méthodes, à savoir
Reiss & Tomas et Cheng & peng, sur lensemble des données réelles qui illustreraient les
résultats obtenus.
Mots-clés : Valeur extrême, Copule, Estimateur de Hill, Point terminal, Variation ré-
gulière, Domaine dattraction, paramètre du second ordre, Erreur moyenne quadratique,
Queues lourdes, Indice de queue, Fraction de léchantillon, Coe¢ cient de dépendance de
la queue, Bias-réduit, Distribution de Pareto étendue.
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Abstract
The concept of tail dependence provides a description of the dependence at thetail distribution level, which is very interesting for studying the simultaneous
occurrence of extreme values. The main motivation of our PhD thesis is to improve the
performance of the tail dependency coe¢ cient estimator proposed by Beirlant et al (2011)
by an optimal choice of extreme order statistics used in the estimation. In this thesis,
we present the di¤erent methods for determining this number. Through simulation, we
applied two methods, namely Reiss & Tomas, and Cheng & peng , on the real data set
that would illustrate the results obtained.
Key words : Extreme value, Copula, Hill Estimator, Upper endpoint, Regular Variation,
Domain of attraction, Second order parameter, Bootstrap, Mean Square Error, Heavy








يوفر مفهوم اعتماد الذيل وصفا  للاعتماد على مستوى التبعية من توزيع  الذيل و 
  ة. ــــامر مثير للاهتمام لدراسة تزامن حدوث القيم المتطرف ذاه
سين  اداء مقدر معامل تبعية  الذيل هو تحالهدف الرئيسي من اطروحة الدكتوراه  
ل ـــحديد العدد الأمثتعن طريق  )1102(  بيرلانت و اخرون طرفالمقترح من 
الذي هو عنصر مهم جدا في تقدير قيمة معامل تبعية الذيل.  ات الترتيبءحصاللا
د ـأساليب مختلفة لتحدي بسرد وتطبيق عدة الاطروحةفي هذه  قمنافي هذا الصدد 
ن مختلفتين هما  طريقة . من خلال المحاكاة  قمنا بتطبيق  طريقتيالمهم هذا العدد
البيانات الحقيقية التي من  ريس و طوماس و طريقة شانغ وبينغ على مجموعة 
  ها.ـــح النتائج التي تم الحصول عليــشأنها أن توض
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