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Abstract
We introduce a ranking model for temporal multi-
dimensional weighted and directed networks based on
the Perron eigenvector of a multi-homogeneous order-
preserving map. The model extends to the temporal
multilayer setting the HITS algorithm and defines five
centrality vectors: two for the nodes, two for the layers,
and one for the temporal stamps. Nonlinearity is intro-
duced in the standard HITS model in order to guarantee
existence and uniqueness of these centrality vectors for
any network, without any requirement on its connectiv-
ity structure. We introduce a globally convergent power
iteration like algorithm for the computation of the cen-
trality vectors. Numerical experiments on real-world
networks are performed in order to assess the effective-
ness of the proposed model and showcase the perfor-
mance of the accompanying algorithm.
1 Introduction
Locating and evaluating relevant components is a cen-
tral task in data analysis and information retrieval. One
of the most successful approaches creates a network
of relations from the data, thus translating the origi-
nal problem into that of quantifying the importance of
nodes in a network. This problem can then be tack-
led using measures of importance for nodes (that do
not depend on their labelling) which we will refer to
as centrality measures. This approach has proven to
be very successful, with applications ranging from sort-
ing the results of search engines [17, 24], to improving
the circulation of vehicles in modern cities [14] and ex-
tracting and studying the evolution of communities in
social networks [16]. However, data typically have mul-
tiple features that may be overlooked by the standard
graph representation. Thus, multilayer and temporal
networks can be used instead to better capture such fea-
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tures. An explanatory example is in the analysis of sci-
entific publications: a standard graph mining approach
builds a citation network where nodes are authors cit-
ing each other. This approach then assigns importance
to each node based on this mono-dimensional network
structure. However, authors publish and cite in differ-
ent journals which have different levels of importance.
An alternative approach is thus to build a multilayer
citation network where relations have the form: author
i publishes a paper in journal k and cites a paper in
journal ` authored by j.
author i
author j
cites
author i
journal k
author j
journal `
cites
This allows for a better representation of the data and
also provides the opportunity to measure the impor-
tance of both nodes (authors) and layers (journals).
Moreover, a temporal aspect can be further added to
keep track of when the citation took place.
The new higher-order graph structure allows the
possibility of computing importance scores that take
into account multiple data features. This construction,
however, introduces a number of challenges from both
the mathematical and the computational point of view.
Indeed, tensors are now needed to encode the network
structure. Their use leads to a large increase in the
problem size as well as to several numerical complica-
tions that arise when moving from linear to nonlinear
operators.
Several strategies have been proposed to translate
centrality models for monolayer networks to higher-
order settings. We review some of them in the next §1.1.
In this paper we focus on extending the well-established
HITS algorithm for directed networks [17]. From a
mathematical viewpoint, HITS is based on the Perron
eigenvector of the adjacency matrix of an undirected,
bipartite network built from the directed network un-
der study [4,5]. We extend this idea to the higher-order
setting by defining a new eigenvector-based centrality
measure, which we call Multi-Dimensional HITS (MD-
ar
X
iv
:1
80
9.
08
00
4v
1 
 [c
s.S
I] 
 21
 Se
p 2
01
8
HITS), that assigns scores to nodes, layers and time
stamps and is based on the Perron eigenvector of a
multi-homogeneous order-preserving map [12, 13]. We
prove existence and uniqueness of the centrality mea-
sure without requiring any connectivity assumption on
the underlying network. This is of paramount impor-
tance and sets MD-HITS aside from other eigenvector-
based centrality measures (see §1.1), whose existence
and uniqueness is guaranteed only for strongly con-
nected graphs, i.e., for networks whose adjacency ma-
trices/tensors are irreducible, even though irreducibility
does not hold for many real-world networks. MD-HITS,
on the other hand, is always computable, regardless of
the connectivity structure of the network.
The remainder of the paper is organized as fol-
lows. In §1.1 we review relevant related work. After
reviewing the HITS algorithm for monolayer networks,
in §2 we describe MD-HITS centrality and prove its ex-
istence, uniqueness, and maximality. In §3 we describe
the accompanying algorithm and prove its convergence.
Numerical experiments on real-world networks are dis-
cussed in §4.
1.1 Related work Recent years have witnessed a
growth in the number of centrality measures for the set-
ting of multilayer networks. The framework that has
drawn the most attention is probably that of multiplex
networks: static multilayer networks where all the lay-
ers contain the same set of nodes and connections are
allowed within layers but not across. For networks of
this type, several centrality measures have been defined
for the case of undirected layers. Eigenvector-type cen-
trality measure were proposed in [2, 28] following two
complementary approaches: either by first computing
the eigenvector centrality of the nodes in each layer
and then aggregating the results, or by first aggregat-
ing the adjacency matrices of the different layers and
then computing the eigenvector centrality of the result-
ing network. The concept of eigenvector versatility was
introduced in [7]. Here, the multiplex network is em-
bedded into a larger vector space and is represented by
means of a supra-adjacency matrix that encodes infor-
mation from all the layers. These approaches only de-
fine centrality vectors for nodes and do not address the
problem of assigning scores to layers, which is tackled,
e.g., in [8, 20, 23, 25, 29, 33, 35]. In [25] the importance
of both nodes and layers is defined via a parametric
two-way recurrence built from the adjacency matrices
of the individual layers. Multi-dimensional PageRank
and HITS ranking methods for multiplex graphs based
on third order adjacency tensors and their eigen and sin-
gular vectors have been proposed in [8,20,23,35], where
“nodes” and “layers” are sometimes referred to as “ob-
jects” and “relations”. A related approach, designed for
hypergraphs rather than multiplexes, is also discussed
in [3]. In [8,35] the authors introduce Co-HITS: a model
proposed to address the case of bipartite graphs where
the content information and the relevance constraints
come from both sides of the bi-partition. Following up
on this approach, MultiRank and HAR algorithms were
introduced in [20, 23] as multi-dimensional versions of
PageRank and HITS respectively. Both these models
define the importance of objects and relations in multi-
relational data in terms of Z-eigen or singular vectors
of normalized adjacency tensors. These centrality mea-
sures are well-defined only under restrictive assumptions
on the connectivity of the network; specifically, they re-
quire all the individual layers to be strongly connected.
Other improvements in the analysis of important com-
ponents in multi-dimensional data are based on tensor
factorization; see, e.g., [18,26,30]. In [21] a tensor-based
ranking scheme is applied to hypergraphs in order to de-
velop a multi-visual-concept ranking scheme for image
retrieval.
To the best of our knowledge, none of these models
is well-defined in the case of disconnected networks.
Moreover, most of them cannot treat temporal networks
or networks that contain edges across the layers. In
contrast, we compute the centrality of components in
networks that may include inter-layer connections and
that are allowed to change over time. The proposed
approach builds on the concept of multi-homogeneous
map [12] and – unlike other models – is always well-
defined and easily computable via a simple and globally
convergent algorithm.
2 The model
A static monolayer network can be described as a set of
nodes V = {1, . . . , nV } and a set of edges between them.
Equivalently, it can be represented via its adjacency
matrix A = (Aij) ∈ RnV ×nV , where Aij = ωij > 0
is a weight that quantifies the strength of edge i→ j, if
present, and Aij = 0 otherwise.
Moving up in dimensionality, we can define a mul-
tilayer network as a triplet: a set of nodes V , a set of
layers L = {1, . . . , nL} on which these nodes “live”, and
a set of edges. Connections may exist between different
nodes both within and across layers. We further say
that a network is a temporal multilayer network if the
edges are assigned a time label t, within a time window
that we will assume discrete T = {1, . . . , nT }. Thus,
each edge in such a network is identified by two nodes,
two layers and the time when the interaction takes place:
node i on layer ` connects to node j on layer k at time t.
Consequently, any temporal multilayer network can be
represented via an adjacency tensor A = (Aij`kt) entry-
wise defined as
Aij`kt =
{
ωij`kt i on layer `→ j on layer k, at time t
0 otherwise
for any i, j ∈ V , `, k ∈ L and t ∈ T and where,
as before, ωij`kt > 0 quantifies the strength of the
corresponding edge. A multilayer network is directed
if there is at least one edge that is not reciprocated,
i.e., if there exists at least a tuple of indices (i, j, k, `, t)
such that Aij`kt 6= Ajik`t. In the following, we refer to
nodes, layers and time stamps as the components of the
network.
2.1 HITS The standard HITS model for monolayer
networks defines two types of importance for nodes: the
hub and the authority scores. The former evaluates
the importance of a node as a “broadcaster” whereas
the latter accounts for its relevance as a “receiver” of
information. These two notions are related through
mutually-reinforcing recursive relations: the importance
hi ≥ 0 of node i as a hub is proportional to the sum of
the authority scores aj of all the nodes j node i points to.
Vice-versa, the importance ai ≥ 0 of i as an authority
is proportional to the sum of all the hub scores hj of
nodes j that point to i. Using the adjacency matrix, we
can describe these relations as
(2.1) λ1hi =
∑
j
Aijaj and λ2ai =
∑
j
Ajihj
for i ∈ V and scalars λ1, λ2 > 0. If we let h = (hi) ∈
RnV and a = (ai) ∈ RnV then (2.1) rewrite as λ1h = Aa
and λ2a = A
Th.
2.2 Multi-Dimensional HITS We propose an ex-
tension of the HITS model to the framework of tempo-
ral directed multilayer networks. Here relations occur
at different time stamps and both within and across lay-
ers, thus making both nodes and layers play the roles
of spreaders and gatherers of information. For this rea-
son, we consider two vectors of centrality for nodes: a
vector h ∈ RnV of hub scores and a vector a ∈ RnV of
authority scores, and two vectors that account for the
broadcasting and receiving capability of layers: vectors
b ∈ RnL and r ∈ RnL , respectively. Finally, time stamps
inherit importance from the relationships occurring at
that time stamp and thus we define one vector τ ∈ RnT
that encodes their importance. All these vectors are
nonnegative and normalized so that their largest entry
is 1; with this convention, each centrality score can be
interpreted as a “fraction of importance”. We denote by
c = (h,a, b, r, τ ) ∈ R the tuple containing the five cen-
trality vectors, where R := RnV ×RnV ×RnL×RnL×RnT
and with the convention c1 = h, c2 = a, . . . , c5 = τ .
Hub and authority scores for nodes and layers are
defined via mutually-reinforcing recursive relationships
that involve the five vectors as follows. A node receives a
high hub score if, at important time stamps, it originates
several edges that leave it from important layers (in
the sense of broadcast centrality) to reach authoritative
nodes that lie on layers that have high receive centrality.
Similarly, a node receives a high authority score if, at
important time stamps, it is the target – on highly
authoritative layers – of many edges that originate from
nodes that have a high hub score and lie on layers with
high broadcast centrality. The broadcast and receive
centrality indices for layers are formally defined in an
analogous way. Finally, a time stamp is considered
to be important if several links leave important nodes
(in the sense of hub centrality) from layers with high
broadcast centrality to target authoritative nodes on
authoritative layers. These recursive relationships can
be formalized by describing the entries of the tuple c
in terms of the unique (normalized) Perron eigenvector
of a suitable multi-homogeneous map [12], which we
shall call FαA , defined from the adjacency tensor of
the multilayer network A. Let us first consider the
map FA = (f1, . . . , f5) : R → R that acts on a tuple
x = (x1,x2,x3,x4,x5) ∈ R as
x 7→ FA(x ) = (f1(x ), . . . , f5(x )).
The mappings f1, f2 : R → RnV , f3, f4 : R → RnL and
f5 : R→ RnT are particular tensor-vector products and
define the “slices” of the multi-dimensional map FA.
Precisely, the is-th entry of fs(x ) is defined by∑
i1, . . . , is−1,
is+1, . . . , i5
Ai1...i5(x1)i1 · · · (xs−1)is−1(xs+1)is+1 · · · (x5)i5
for s = 1, . . . , 5, where, in the above summations,
i1, i2 ∈ {1, . . . , nV }, i3, i4 ∈ {1, . . . , nL} and i5 ∈
{1, . . . , nT }. Following [12], we say that x ∈ R is an
eigenvector for FA with eigenvalue µ ∈ R5, if
(2.2) FA(x) = µ⊗ x
where µ = (µ1, . . . , µ5) and µ⊗ x = (µ1x1, . . . , µ5x5).
With this notation, the relationships that define
the components of c can be rewritten in terms of a
nonnegaitve eigenvector of FA, namely FA(c) = λ ⊗ c
where λ = (λ1, . . . , λ5) is a positive vector. However,
in this way, the centrality c may not be well defined, as
existence and uniqueness of a nonnegative eigenvector
of FA cannot be ensured for a general adjacency tensor
A. To avoid this critical drawback, we consider the
following modification of FA:
FαA (x ) = (f1(x )
α1 , . . . , f5(x )
α5) ,
where α = (α1, . . . , α5) is such that 0 < αi ≤ 1 for all
i = 1, . . . , 5, and the αs-th power of the vector fs(x ) is
understood entry-wise
fs(x )
αs = (fs(x )
αs
1
, . . . , fs(x )
αs
ns
), s = 1, . . . , 5,
with n1 = n2 = nV , n3 = n4 = nL, and n5 = nT .
We can now proceed with the definition of the multi-
dimensional HITS centrality.
Definition 1. Let A be the adjacency tensor of a tem-
poral multilayer network and let α = (α1, . . . , α5) be
such that 0 < αs ≤ 1 for all s = 1, . . . , 5. The
Multi-Dimensional HITS (MD-HITS) centrality c =
(h,a, b, r, τ ) ∈ R is an entry-wise nonnegative eigen-
vector of FαA , such that ‖c1‖∞ = · · · = ‖c5‖∞ = 1,i.e.
(2.3) FαA (c) = λ⊗ c
for some positive vector λ = (λ1, . . . , λ5).
Note that (2.3) generalizes (2.2), since F
(1,...,1)
A = FA.
Also note that we require the normalization condition
‖cs‖∞ = 1 in order to ensure the interpretation of
centrality scores as fraction of importance. We will see
in the next section that, for a large range of parameters
α, MD-HITS centrality defined above exists, is unique
and satisfies a maximality property analogous to that
of the Perron singular vectors of a nonnegative matrix.
Moreover, we will describe the conditions under which
the newly introduced centrality vectors have positive
entries.
2.3 Existence, uniqueness and maximality of
MD-HITS Let us start by pointing out that the
vectors in c from Definition 1 may have zero entries.
From (2.3) it is readily seen that this is the case when,
for example, a node i does not have outgoing edges from
any layer and at any time stamp; indeed, in this case
we have Aij`kt = 0 for every j ∈ V , `, k ∈ L and t ∈ T ,
and hence f1(x )i = 0 for every x ∈ R. Our model then
correctly assigns hi = 0 to node i, since it is inactive as
a hub in the multilayer. The same reasoning applies to
inactive authority nodes, broadcast/receive layers, and
time stamps, which will thus be appropriately assigned
aj = b` = rk = τt = 0. In any other situation, we
want the centrality score of a component to be strictly
positive, i.e., we want c = (h,a, b, r, τ ) ∈ CA, where
CA=

x ∈ R : ‖xs‖∞ = 1, for all s = 1, . . . , 5, and
(xs)is = 0 if
∑
i1,..., is−1,
is+1,..., i5
Ai1,...,i5 = 0,
or (xs)is > 0 otherwise.

Theorem 2.1 below shows that, for any nonempty tem-
poral multilayer network, MD-HITS centrality exists, is
unique, and belongs to CA for appropriate α.
Theorem 2.1. Let α = (α1, . . . , α5) > 0 be such that
ρ(Mα) < 1, where ρ(Mα) is the spectral radius of
Mα =

0 α2 α3 α4 α5
α1 0 α3 α4 α5
α1 α2 0 α4 α5
α1 α2 α3 0 α5
α1 α2 α3 α4 0
 .
If A is not the zero tensor, then there exist a unique
c ∈ CA and a unique λ = (λ1, . . . , λ5) > 0 such
that FαA (c) = λ ⊗ c. Moreover, there exists β =
(β1, . . . , β5) > 0 such that, λ
β1
1 · · ·λβ55 ≥ |µβ11 · · ·µβ55 |
for any other eigenvalue µ ∈ R5 of FαA .
Proof. The matrix Mα is irreducible and nonnegative,
since αs > 0 ∀s, and hence there exists a unique positive
vector β such that Mαβ = ρ(Mα)β and
∑
i βi = 1.
Moreover, note that, by definition, any vector x ∈ CA
has a prescribed zero pattern forced by the adjacency
tensor A, i.e., there exist five sets of indices O1, O2 ⊆ V ,
O3, O4 ⊆ L and O5 ⊆ T such that (xs)is = 0 if and
only if is ∈ Os, for s = 1, . . . , 5. For any two x,y ∈ CA,
define the map
(2.4)
dH(x, y ) :=
5∑
s=1
βs log
(
max
is /∈Os
(xs)is
(ys)is
max
is /∈Os
(ys)is
(xs)is
)
.
This is a form of higher-order Hilbert metric such
that the pair (CA, dH) is a complete metric space (see,
e.g., [19, Prop. 2.5.4]). The map dH is a projec-
tive metric, i.e., it is invariant under scaling along
any of the dimensions. Hence, dH(G(x ), G(y ) ) =
dH(FA(x ), FA(y ) ) for any x,y ∈ CA, where
(2.5) G(x ) =
(
f1(x )
‖f1(x )‖∞ , . . . ,
f5(x )
‖f5(x )‖∞
)
.
Now note that for every µ = (µ1, . . . , µ5) > 0, every
x ∈ CA, and every s = 1, . . . , 5 we have the following
homogeneity equality
fs(µ⊗ x) = µ
α1
1 · · ·µα55
µαss
fs(x) ,
where µ ⊗ x = (µ1x1, . . . , µ5x5). Moreover, for
any x,y ∈ CA, entry-wise we have γ ⊗ y ≤ x ≤
δ ⊗ y where δs = maxis /∈Os(xs)is/(ys)is and γs =
minis /∈Os(xs)is/(ys)is . Therefore, the following in-
equalities hold
γα11 · · · γα55
γαss
fs(y) ≤ fs(x) ≤ δ
α1
1 · · · δα55
δαss
fs(y)
for any s = 1, . . . , 5. We deduce that
dH(FA(x ), FA(y ) ) ≤
(
max
s=1,...,5
(Mαβ)s
βs
)
dH(x, y )
for every x,y ∈ CA. This, together with the Collatz–
Wielandt formula for nonnegative matrices (see, f.i., [15,
Cor. 8.1.31]) implies
(2.6) dH(G(x ), G(y ) ) ≤ ρ(Mα) dH(x, y ) .
Finally, as ρ(Mα) < 1, the above inequality implies
that the map G is a strict Lipshitz contraction on the
complete metric space (CA, dH). By the Banach fixed
point Theorem, there exists a unique c ∈ CA such that
G( c ) = c. By definition of G this implies that there
exists a unique λ > 0 such that FαA (c) = λ ⊗ c holds.
The proof of the maximality of λ, i.e., of the fact that
λβ11 · · ·λβ55 ≥ |µβ11 · · ·µβ55 | for any µ ∈ R5 such that
FA(x ) = µ ⊗ x holds for some x ∈ R, follows directly
from [12, Thm. 4.1] and is omitted here.
Existence and uniqueness of MD-HITS centrality
is thus ensured when α = (α1, . . . , α5) is such that
ρ(Mα) < 1. The following result provides a criterion
for the selection of α.
Theorem 2.2. Let α be such that 0 < αs ≤ 1, for s =
1, . . . , 5. If (α1 + · · · + α5) − mins αs ≤ 1, then either
ρ(Mα) < 1 or ρ(Mα) = 1 and αs = 1/4 for all s.
Proof. The result is a direct consequence of the Gersh-
gorin Theorem for irreducible matrices applied to Mα;
see, e.g., [34]. The theorem states that the eigenvalues
of Mα lie within the union of the circles ∆s = {λ ∈
C : |λ| ≤∑i 6=s αi}, s = 1, . . . , 5, and, since Mα is irre-
ducible, an eigenvalue of Mα cannot lie on the boundary
of a disk ∆s unless it lies on the boundary of every disk.
2.4 Relation with tensor singular vectors A well
known matrix-theoretic characterization of HITS cen-
trality for monolayer networks is in terms of the dom-
inant singular vectors of the adjacency matrix A. The
following theorem shows that an analogous relation
holds between the components of c and the singular
vectors of the adjacency tensor A defined as in [22].
Theorem 2.3. Let α = (α1, . . . , α5) > 0 be such
that ρ(Mα) < 1 and let c ∈ CA be the corresponding
MD-HITS centrality. Then there exists a positive real
number σ such that λ
1/α1
1 = · · · = λ1/α55 = σ and σ is
the maximal `
(
α1+1
α1
,··· ,α5+1α5
)
-singular value of A, with
corresponding singular vectors c1, . . . , c5.
Proof. It follows by combining Theorem 2.1 with [13,
Lemma 5.1].
3 The algorithm
We present in Alg.1 an efficient and parallelizable itera-
tive method for the computation of the MD-HITS cen-
trality tuple c defined in Definition 1. In the remainder
of the paper, we write ‖x‖β, for any given x ∈ R, to
denote the norm
(3.7) ‖x‖β =
5∑
s=1
βs‖xs‖∞ =
5∑
s=1
βs max
is
|(xs)is |,
where β = (β1, . . . , β5) > 0.
Note that each of the steps 2–6 in Alg. 1, as
well as each individual normalization at step 7, can
be performed in parallel at each iteration, significantly
enhancing the performance of the algorithm.
The following theorem shows global convergence of
the algorithm and provides an estimate of the number
of iterations required to achieve convergence.
Theorem 3.1. Let β = (β1, . . . , β5) > 0 be such that
Mαβ = ρ(Mα)Mα, with ‖β‖1 = 1. For c(0) > 0,
let c(k) = (c
(k)
1 , . . . , c
(k)
5 ) ∈ R be defined as in Alg. 1.
Then c(k) ∈ CA and limk→∞ c(k) = c, the MD-HITS
centrality tuple. Moreover, for k = 0, 1, 2, . . . , it holds
‖c(k+1) − c(k)‖β
‖c(k+1)‖β ≤ 2 ρ(Mα)
k ‖ log(c(1)/c(0))‖β
where both the logarithm and the division in the right
hand side are intended entry-wise, with the convention
that log(0) = 0.
Proof. Let dH and G be defined as in (2.4) and (2.5),
respectively. Then step 7 in Algorithm 1 rewrites as
c(k+1) = G(c(k)). From this it follows that c(k+1) ∈ CA
for any k and also that, using (2.6),
dH(G(c
(k)), c(k)) = dH(G(c
(k)), G(c(k−1)))
≤ ρ(Mα)dH(c(k), c(k−1)) ≤ ρ(Mα)kdH(c(1), c(0)).
(3.8)
This implies that c(k) converges to the fixed point c ofG,
which is then the positive eigenvector FαA (c) = λ ⊗ c.
Now, given a vector x let us denote by x˜ the vector
with entries (x˜)i = log((x)i) if (x)i > 0 and (x˜)i = 0
otherwise. Note that |a − b| ≤ max{a, b}| log a − log b|
for any two scalars a, b > 0. Thus, for any s = 1, . . . , 5
and any x,y ∈ CA we have
‖xs − ys‖∞ ≤
‖xs − ys‖∞
max
is /∈Os
max{(xs)is , (ys)is }
≤ ‖x˜s − y˜s‖∞,
since the entries of any vector in CA are at most 1.
Therefore,
‖xs − ys‖∞ ≤ ‖x˜s − y˜s‖∞ = log
(
max
is /∈Os
e|(x˜s)is−(y˜s)is |
)
= log
(
max{max
is /∈Os
(xs)is
(ys)is
, max
is /∈Os
(ys)is
(xs)is
}
)
≤ log
(
max
is /∈Os
(xs)is
(ys)is
max
is /∈Os
(ys)is
(xs)is
)
,
Algorithm 1: MD-HITS algorithm
Input: A; α, β > 0 such that Mαβ = ρ(Mα)β
with ρ(Mα) < 1 and
∑
i βi = 1; tolerance
ε > 0; FαA = (f
α1
1 , . . . , f
α5
5 ); initial guess
c(0) > 0.
1 For k = 0, 1, 2, 3, . . . repeat
2 h = f1( c
(k))α1
3 a = f2( c
(k))α2
4 b = f3( c
(k))α3
5 r = f4( c
(k))α4
6 τ = f5( c
(k))α5
7 c(k+1) =
(
h
‖h‖∞ ,
a
‖a‖∞ ,
b
‖b‖∞ ,
r
‖r‖∞ ,
τ
‖τ‖∞
)
8 until ‖c(k) − c(k+1)‖β/‖c(k+1)‖β < ε
Output: Approximation c(k+1) to c.
and from (2.4) it follows
∑
s βs‖xs − ys‖∞ ≤ dH(x,y).
This, together with (3.8) and the fact that ‖c(k+1)s ‖∞ =
1 for all s = 1, . . . , 5, shows that
‖c(k+1) − c(k)‖β
‖c(k+1)‖β ≤ ρ(Mα)
kdH(c
(1), c(0)) .
To conclude, we now show that
(3.9) dH(x,y) ≤ 2‖ log(x/y)‖β .
For any s = 1, . . . , 5 we have
dH(xs,ys) = log
(
max
is /∈Os
(xs)is
(ys)is
max
is /∈Os
(ys)is
(xs)is
)
= max
is /∈Os
(log xis − log yis) + max
is /∈Os
(log yis − log xis)
≤ 2 max{max
is /∈Os
(log xis − log yis), max
is /∈Os
(log yis − log xis)}
= 2‖ log(xs/ys)‖∞
which proves the desired bound (3.9).
Thm. 3.1 shows that the number of iterations k∗
required by Alg. 1 to achieve convergence decays as
the inverse of the logarithm of ρ(Mα), i.e., k∗ ≈
s1/ ln ρ(Mα) + s2, for some scalars s1, s2. This be-
haviour is confirmed by Fig. 4. This has computational
relevance: In the case of sparse networks, each iteration
of Alg. 1 requires O(nV nLnT ) flops. However, Thm.
3.1 shows that tuning α allows us to reduce the overall
timing and number of iterations required to compute
the MD-HITS centrality vector. The dependence of the
centrality obtained with respect to the variation of α is
analyzed in §4.4.
4 Experiments
In this section we describe a number of numerical
experiments on small networks and real-world data to
provide insights in the performance of our model and
algorithm. All the experiments were performed using
MATLAB Version 9.1.0.441655 (R2016b) on an HP
EliteDesk running Scientific Linux 7.3 (Nitrogen), a
3.2 GHz Intel Core i7 processor, and 4 GB of RAM.
We used a serial implementation of Alg. 1. Both the
code and the data used in this paper can be found at:
https://github.com/ftudisco/multi-dimensional-hits.
4.1 The curse of disconnectedness We show here
that MD-HITS is able to correctly identify hubs and
authorities when applied to monolayer networks that
do not satisfy the hypothesis required by HITS.
The eigenvector-based centrality measures for mono
and multilayer networks considered in §1.1 all suffer “the
curse of disconnectedness”: uniqueness of the centrality
scores is not guaranteed unless the network under
study is strongly connected. Only local convergence of
standard algorithms can be ensured for these models
and different runs of the same method can lead to
different results [10]. As an example, consider the
network in Fig.1.
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Figure 1: Example of the course of disconnectedness
Depending on the initialization, the HITS algorithm
for this graph returns two different solutions, displayed
in the tables on the left-hand side of Fig. 1 (nodes 2− 5
are isomorphic and thus assigned the same scores). In
the first case the hub vector fails to detect that node
1 is a better hub than nodes 2 − 5. Similarly, in the
second case, the authority vector fails to identify node
6 as a the best authority. In practice, to overcome
this potential ambiguity, HITS requires a preprocessing
phase where the connectivity pattern of the data is
investigated and, possibly, irreducibility is enforced
by subsampling the data or perturbing the graph by
adding artificial edges. This process can be extremely
computationally demanding, especially in the setting of
temporal multilayer networks.
MD-HITS, on the other hand, is always uniquely
defined, even for monolayer graphs. In particular,
when tailored to the monolayer setting, our model
reduces to a “nonlinear” version of the classical HITS
algorithm, which however does not suffer the curse of
disconnectedness. Precisely, let A be the adjacency
matrix of a monolayer network that we understand as a
temporal multilayer with nL = nT = 1. Then, the MD-
HITS centrality FαA (c) = λ ⊗ c is the unique positive
solution in CA of the system of equations
(4.10) (Aa)α1 = λ1h, (A
Th)α2 = λ2a .
When α1 = α2 = 1, the standard hub and authority
score of the HITS model are retrieved and their unique-
ness is not ensured. Instead, with the same proof of
Theorem 2.1, if Mα =
[
0 α2
α1 0
]
with ρ(Mα) < 1, then
(4.10) has a unique solution which we compute with
Alg.1. In particular, if we apply Alg.1 to the graph
in Fig.1 with α1 = α2 = 1/3 we obtain the centrality
scores displayed in the rightmost table of Fig. 1 regard-
less of the starting point. These two vectors capture the
actual roles of nodes in this graph.
4.2 HITS vs MD-HITS As we have seen in the ex-
ample discussed in the introduction, taking into account
multiple data features allows us to build a multilayer
network out of a given dataset, rather than just a stan-
dard monolayer graph. We now show that when con-
nectivity is ensured, MD-HITS returns the same rank-
ings as HITS in the monolayer setting. Moreover, we
show that allowing the modelling network to account
for more facets of the data we are able to better detect
the roles of nodes. To this end we consider the small ex-
ample dataset presented in Fig. 2. The graph on the left
shows a multilayer network of interactions between four
nodes. On the right, we display the standard monolayer
network between the same four nodes that corresponds
to the aggregate network associated to the multilayer.
Here, the edge set is obtained by ignoring the layer as-
pect in the edges of the multilayer. It is easy to see that
the hub and authority centrality retrieved by standard
HITS on the monolayer network will assign the same
scores to nodes 1 and 2 and to nodes 3 and 4, with the
first pair ranked higher than the second. This result is
confirmed by the first table of Fig. 2. The same ranking
is obtained if MD-HITS (in the formulation of (4.10))
is applied to the aggregate network, regardless of the
choice of exponents; the first table of Fig. 2 reports the
scores obtained for α1 = α2 = 1/3.
On the other hand, if we consider the multilayer
network of interactions and compute the five ranking
vectors of MD-HITS for it, we obtain the results dis-
played in the bottom table in Fig. 2. These reveal that,
for example, node 1 is a better hub than node 2, which
is expected since it is the node with the largest number
of outgoing links originating from layer 2, which is the
most influential as a broadcaster.
Layer 1 Layer 2 Layer 3
Multilayer network
2
1
4
3
2
1
4
3
2
1
4
3
Aggregate
2
1
4
3
HITS 1 1 0.86 0.86
MD-HITS 1 1 0.78 0.78
h 1 0.97 0.94 0.90 b 0.81 1 0.80
a 0.98 1 0.91 0.93 r 1 0.88 0.98
Figure 2: Top: Example multilayer network and its
aggregate version. Center: HITS and MD-HITS node
scores for the aggregate network. Bottom: MD-HITS
node and layer scores.
4.3 Synthetic random data We investigate here
the scalability of Algorithm 1, with respect to the
size of the data. To this end, we use the ten-
sor toolbox (v. 2.6) from [1] to build sparse ran-
dom networks of increasing size, with nV = nL =
25, 100, 200, . . . , 500, 1000, 2000, . . . , 5000, nT = n
1/3
V
and nV nL nonzeros (which correspond to a density of
n−3V ). For each of these networks, we computed the
multi-dimensional HITS centrality tuple c and reported
execution time (in seconds) and number of iterations.
In the stopping criterion of Algorithm 1, we used the
norm ‖ · ‖β defined for any given x ∈ R as
‖x‖β =
5∑
s=1
βs‖xs‖∞ =
5∑
s=1
βs max
is
|(xs)is |,
where β > 0 such that
∑
s βs = 1 is the eigenvector of
Mα associated to ρ(Mα): Mαβ = ρ(Mα)β for a uni-
form choice of α = α = (1, 1, 1, 1, 1)/5. We set the
tolerance to ε = 10−6 and select as starting vector the
vector of all ones: c(0) = 1. We iterated this process 100
times and averaged the results. Fig. 3 reports the aver-
age timings required for the computation with the error-
bar representing the standard deviation from the mean,
versus nV . The numbers represent the average number
of iterations required to achieve convergence, rounded
to the nearest integer. This figure clearly shows the
outstanding performance of our serial implementation
of the algorithm, showcasing its applicability to much
larger datasets.
4.4 Temporal multilayer citation network In
this section we perform experiments on a large real-
world dataset of scientific publications. We build a
multilayer temporal citation network from the scientific
publications dataset available at [31,32] (release: 2010-
05-15) as follows: an edge goes from node i on layer `
10 1 10 2 10 3 10 4
n
0
0.2
0.4
0.6
Ti
m
e 
(s)
CPU Time and Number of Iterations
13 10  9  8  8 8
 7
 7
 6
 6
 6
Figure 3: Average time (with standard deviation)
required by Algorithm 1 to achieve convergence (ε =
10−6) for a set of sparse random tensors of increasing
size (horizontal axis). Numbers show the average
number of iterations.
to node j on layer k at a given time t if, in year t, node
i authored a paper in journal ` and in that paper i cites
a paper authored by j in journal k. The resulting ad-
jacency tensor has nV = 592, 373 nodes (i.e., authors),
nL = 12, 608 layers (i.e., journals), nT = 65 time stamps
(i.e., years) and 3, 587, 948 nonzeros (i.e., citations). For
this dataset we analyze numerically the stability of the
ranking model with respect to changes in the choice of
the exponents α.
Our experiments will show that when no empirical
knowledge is available to suggest otherwise, a reasonable
choice for α is given by a uniform vector α1, 1 =
(1, . . . , 1). Since ρ(Mα1) = 4α, in what follows we set
α(0) = 1/5 in order to ensure ρ(Mα(0)) = 4/5 < 1.
Execution time and iteration count With this first
set of experiments we want to show feasibility of Alg.1.
We randomly selected ten vectors α(i), i = 1, . . . , 10
such that ρ(Mα(i)) < 1 for all i labelled so that
‖α(0) − α(1)‖2 ≥ · · · ≥ ‖α(0) − α(10)‖2 . We computed
the MD-HITS centrality via Alg.1 for all the eleven
choices of the exponents. Number of iterations and
execution time for each of these vectors are shown in
the table on the left of Fig. 4. The right-hand plot of
Fig. 4 shows how the number of iterations varies when
α = 1α and α ranges in {0.04, 0.06, . . . , 0.2} (red dots).
The black line plots the curve c1 log(ρ(Mα)) + c2 and is
used to confirm the behavior predicted by Theorem 3.1.
Clearly, our algorithm requires only a small number of
iterations and just a few seconds to compute the five
centrality vectors for this dataset.
Worst-case scenario analysis We now proceed to
compare the derived rankings for the different choices of
α. We restrict the following analysis to the worst-case
setting by only considering the five exponents with the
farthest distance from α(0), i.e., α(1), . . . ,α(5). Exper-
iments on the whole set α(1), . . . ,α(10), not displayed
α(i) time(s) it
0 180.1 18
1 212.6 18
2 236.1 20
3 187.8 16
4 199.7 17
5 235.5 20
6 352.9 30
7 282.4 24
8 129.3 11
9 293.8 25
10 223.4 19
mean 230.3 20 0.05 0.1 0.15 0.2
Value of 
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Figure 4: Multilayer citation network. Left: execution
times and number of iterations required for convergence
of Alg.1 for different αs. Right: number of iterations
required for convergence of Alg.1 for α(0) = α1 for
α ∈ {0.04, 0.06, . . . , 0.2} (circle) and predicted behavior
(line); cf. Thm 3.1.
here, showed notably better results. To compare rank-
ings, we use the measure IK := 1−isimK(L1,L2), where
isimK(L1,L2) is the top K intersection similarity be-
tween the ranking vectors L1 and L2.
The intersection similarity is a measure used to
compare the top K entries of two ranked lists that may
not contain the same elements. It is defined as follows:
let L1 and L2 be two ranked lists, and let us call Lji the
list of the top i elements listed in Lj , for j = 1, 2. Then,
the top K intersection similarity between L1 and L2 is
defined as
isimK(L1,L2) = 1
K
K∑
i=1
|L1i∆L2i |
2i
,
where |L1i∆L2i | denotes the cardinality of the set
L1i∆L2i , which is the symmetric difference between L1i
and L2i . When the ordered sequences contained in L1
and L2 are completely different at level K, then IK = 0.
On the other hand, IK = 1 when the top K entries of
the two ordered ranking lists coincide. Thus, the higher
the value of IK , the better agreement between the top
K rankings provided by the two lists (see e.g. [9]).
The top left plot in Fig. 5 shows the distance matrix
D ∈ R6×6, whose entries (D)st = ‖α(s−1) − α(t−1)‖2
for all s, t = 1, . . . , 6 are the distances between pairs
of exponents in the set {α(0),α(1), . . . ,α(5)}. In the
remaining five plots of Fig. 5 we display the value of IK
for the different ranking vectors, for all the possible pairs
of choices of α ordered as in the matrixD, withK = 100
for the centralities of nodes and layers and K = nT for
the importance of time stamps. From these plots we can
clearly see that the rankings are all very similar, even
though the selected vectors of exponents substantially
differ. In particular, the first row (and thus column)
of each of these plots displays high values of IK . This
confirms that the uniform choice α(0) of exponents can
 distance
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Figure 5: Top left: (Euclidean) distance matrix D for
different choices of α. The first row/column is the
distance from α(0). Other plots: IK (top center/right
and bottom left/center: K = 100; bottom right: K =
nT ) between every pair of ranking vectors derived from
MD-HITS with exponents in {α(0),α(1), . . . ,α(5)}.
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Figure 6: Evolution of IK between the rankings derived
from the centralities computed with α(0) and the me-
dian of those computed using α(1), . . . ,α(5). Left: node
centrality, K = 1, . . . , 1000; center: layer centrality,
K = 1, . . . , 1000; right: time centrality, K = 1, . . . , nT .
be preferred to others without compromising the output
of the algorithm.
In Fig. 6 we display the evolution of the mea-
sure IK between the rankings obtained with α(0) and
the median of the centrality vectors computed with
{α(1), . . . ,α(5)} for K = 1, 2, . . . , n. Here, n = 1000
for node and layer centrality vectors and n = nT for
the importance vector of the time stamps. A solid line
depicts the evolution of IK for h (left), b (center), and
τ (right), while a dashed line displays the evolution of
IK for a (left) and r (center). Overall, the behavior
of IK further demonstrates the robustness of the model
with respect to the choice of exponents α.
In Fig. 7 we display in chronological order the scores
of each time stamp for the vector computed with α(0)
(circle) and for the median of the vectors computed
using the exponents in {α(1), . . . ,α(5)} (star). The
actual centrality scores do not perfectly match in the
two settings. However, the induced rankings almost
coincide thus confirming the behaviour observed in
Fig. 6. This is further supported by the very high values
achieved by the Kendall τ correlation coefficients (right
of Fig. 7) between the rankings obtained with α(0) and
any other choice α(i).
The quality of the derived rankings is not easily
quantifiable, as there are no objective criteria to rely
on. Moreover, for this specific dataset, domain specific
knowledge would be required for an assessment. We
can however comment on the ranking derived from our
time centrality. Fig. 7 shows that recent years have
a higher percentage of importance compared to earlier
times. This is consistent with what one would expect as
1) the volume of papers published per year has recently
considerably increased, and 2) research papers are far
more easily accessible now than in earlier times, making
it easier for researchers to cite each other.
4.5 FAO Dataset We now move on to the analysis of
the FAO Dataset 2010 [6]. This static network (nT = 1)
contains nV = 214 nodes representing nations in the
world, 318346 directed edges between the nodes, and
nL = 364 layers representing goods. An edge between
two nodes represents an import/export relationship of
a specific good between the two countries. There are
no edges across layers. Every country considered in this
dataset exports at least one product, that is
∑
j,kAijk 6=
0 for any i = 1, . . . , nV . On the other hand, there are
81 countries which do not import, resulting in 81 zero
unfoldings
∑
i,kAijk = 0.
We computed the MD-HITS centrality (with α(0))
on this rather sparse, disconnected network and com-
pared it with available techniques for multiplex graphs:
aggregate degree [2], aggregate HITS [28], and eigenvec-
tor versatility [7]. In Fig. 8 we display the scatter plots
of the MD-HITS vectors h (top) and a (bottom), ver-
sus the other centrality measures. It can be clearly seen
from these plots that the rankings provided by the avail-
able techniques differ from the ones returned by MD-
HITS. Since the aggregate graph of this dataset consists
of 82 strongly connected components, aggregate HITS
and eigenvector versatility are not well defined. This re-
sults in an ambiguity in the centrality vectors computed,
since there is more than one possible solution (here we
are displaying the one obtained using one run of Mat-
lab’s built-in function eigs). Moreover, these measures
assign zero score to several non-negligible nodes: eigen-
vector versatility, e.g., incorrectly assigns zero broad-
casting score to 26 nodes that have positive aggregate
outdegree (see top-right of Fig. 8). On the other hand,
MD-HITS assigns a unique and positive hub score to
all the nodes; moreover, it assigns positive authority
score to every node except for exactly those 81 which
correspond to countries that do not import goods. Fi-
nally, note that MD-HITS is also the only centrality
measure that returns a ranking of the layers, allowing
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Figure 7: Left: centrality scores for the time stamps in the citation dataset for α(0) = (1, . . . , 1)/5 (red dots)
and median of the centrality scores obtained with {α(1), . . . ,α(5)} (blue stars). Right: Kendall τ correlation
coefficient between the years centrality for α(0) and every other α(1), . . . ,α(5).
for a better interpretation of the results. As an ex-
ample, we see that for all centrality measures the top
ranked hub is the USA, while the top receiver is China
for all measures but eigenvector versatility, that ranks
Canada first. This result may seem strange if we do not
consider the importance of layers. From the MD-HITS
layer centrality it can be seen that the most important
food product in this import/export network is soybeans,
confirming that China (resp., USA) is the most impor-
tant receiver (resp., broadcaster) in the network, as it
imported $22.6B worth of soybeans in 2010, mainly from
the USA [27]. The second country exporting soybeans
to China was Brazil, identified as the second best hub
by MD-HITS (ranked third according to aggregate de-
gree, sixth by aggregate HITS, and not amongst the top
ten according to eigenvector versatility). These results,
together with the fact that the other eigenvector-based
measures are not well defined for this dataset, show-
case the many advantages of MD-HITS over previously
proposed eigenvector-based models.
5 Conclusions
We introduced a new ranking model for temporal di-
rected multilayer networks, extending the mutually re-
inforcing nature of HITS algorithm to this framework.
The new centrality vectors are always computable for
nonnegative tensors and global convergence of the algo-
rithm is always guaranteed in practical situation thanks
to the introduction of nonlinearity in the model. Nu-
merical experiments on real world networks demon-
strate the scalability and illustrate the potential of the
proposed ranking algorithm.
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