We establish the existence of a unique local solution of impulsive hyperbolic differential inclusion via a directionally continuous selection. The directionally continuous selection of the Lipschitz multifunction is constructed as a uniform limit of a sequence of certain piecewise Lipschitz continuous approximate selections.
Introduction
The existence of solutions of differential inclusions with impulse effects have been studied my many authors some of which are mentioned in [3] . A new class of abstract impulsive differential equation was recently proved in [8] . A major technique for solving such problem was fixed point approach. However, another method of solving cauchy problem involving differential inclusions is selection strategy [1] , [7] . In this regards the celebrated Michael selection results [9] , had been useful when the multifunctions involved are lower semicontinuous and convex-valued. A detail account of this method and some others are given in [1] . The existence of solutions of Cauchy problem involving impulsive hyperbolic differential inclusions had been studied by many authors see [2] and the references cited there, but in [10] a Filippov type existence result was established for nonconvex impulsive hyperbolic differential inclusions. A quasi solution was proved and an estimate between the quasi solution and exact solution of the differential inclusion was established. The aim of this work is to establish a unique local solution for the Cauchy problem by adapting the existence of a discontinuous selection strategy namely, directionally continuous selection [4] . The directionally continuous selection of the Lipschitz multifunction is constructed as a uniform limit of a sequence of certain piecewise Lipschitz continuous approximate selections [6] . Our result extends the previous results in impulsive hyperbolic differential inclusions in [10] where an 'almost' solution was proved and the results in the literatures cited there where mostly fixed point or continuous selection strategies were used. The rest of the paper is organized as follows: in section 2 we state some preliminaries and our major result was proved in section 3.
Preliminaries
be a multivalued map and let C(Π, R n ) be the Banach space of all continuous functions from Π to R n with the norm u ∞ = sup{ u(t, x) : (t, x) ∈ Π} where . is the Euclidean norm on R n . We study the existence of solution of the nonconvex Impulsive hyperbolic differential inclusions
The closed convex hull of a set A ⊂ X is denoted by co(A).
Let X, Y be non empty sets, by a selection of a multivalued map 
where
Λ is a Banach space with the norm
where z(t, x) = Ψ(t) + Φ(x) − Ψ(0).
Main Results
The following hypothesis shall be employed later.
Hypothesis 1 Let Ω be the closure of a bounded open set
Ω ⊂ Π × R n and let F : (., ., .) : Π × R n → P(R n ) be a
multivalued map with non-empty compact values satisfying the following conditions :
There exists constants c k ≥ 0 such that
has a unique local solution.
Proof 1 For every integer ν ≥ 0, we shall construct by induction, ν > 0, a partition P ν made of sets of the form
A function f ν whose restriction to each Δ α is uniformly continuous in (t, x) and Lipschitz continuous in u, satisfying the following conditions: 
whenever (t, x, u), (t, x, u ) fall in the same region of the partition P ν−1 . Choose ν such that
The function f ν will be constructed separately on each region Δ α of the partition 
together with rational coefficients λ j ≥ 0 such that 
, and such that
Using (3.8) and (H 3 ) in Hypothesis 1, for each i = 1, ..., p, j = 0, ..., n. Construct on V i a uniformly continuous selection
Lipschitz continuous with respect to u. Then choose an integer multiple
The restriction of f ν to Δ α can now be defined according to the rule 
the case τ < τ, s < s being similar. For i = 1, ..., n and l integer, define the square
Observe that (t, x, u(t, x)), (t, x, w(t, x)) fall inside different regions of the partition
P ν−1 when (t, s) ∈ J i,l × J i,l . Set t 0 = τ, x 0 = s and t σ = (q+σ) N when σ ≥ 1.
Moreover, define the integer
By induction on σ = 0, ..., h, we now prove the Gronwall-type inequality
When σ = 0, the estimate is obvious. Now assume that (3.14) σ holds for all σ ≤σ. We'll consider two cases.
To prove the inductive estimate, split
union of those subregions with the property that, as (t, s) ∈
there can be at most 3Mn of these rectangles. Hence
Using (3.5), (3.2), (3.14), then (3.10), (3.7) and the definition of f ν we obtain the estimates. , w(tσ, xσ) ) dt
Case 2:
The region Πσ intersects some
From hypothesis (H 4 ), (3.2) and the inductive hypothesis (3.14) σ it follows
The previous estimates imply
and γ(σ + 1) ≥ γ(σ ) + 1. This establishes (3.14) σ for all σ. Since τ − τ < 1, in (3.12) we have h ≤ N . Moreover, hypothesis H 1 , (3.2) imply that γ(σ) cannot be larger than 3Mnk ν−1 . From (3.4), (3.9) and (3.14) it follows that
hence the convergence is uniform on Ω. Since F has closed values, (b) ν implies f (t, x, u) ∈ F (t, x, u). By construction, every f ν is continuous in the direction of the cone
hence the same is true for f. The local existence of solutions of (3.1) can now be proved by constructing the upper semicontinuous convex valued regularization
Every solution of the Cauchy problem
satisfies (3.1) as well, this follows from the result in [5] . Suppose the local solution is not unique, then there exists two solutions 
