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Resumen
Esta tesis esta dedicada a estudiar la construccio´n y la utilidad del inva-
riante denominado semi-caracter´ıstica de Kervaire, denotado por la letra u.
Un primer cap´ıtulo muestra algunas definiciones de topolog´ıa que servira´n
para comprender los cap´ıtulos posteriores. En particular, definiciones como
grupo de homolog´ıa, grupo de homotop´ıa, cohomolog´ıa y el teorema de dua-
lidad de Poincare´ para variedades compactas y no compactas. En el segundo
cap´ıtulo, se construye el invariante de Kervaire para el caso de variedades ce-
rradas de tipo-espacio y se estudian algunos ejemplos de variedades cerradas
y orientables para las cuales se pueda calcular el invariante de Kervaire. Fi-
nalmente, el tercer cap´ıtulo extiende la definicio´n del invariante de Kervaire
para el caso de variedades cerradas tipo-tiempo.
Palabras Claves: Topolog´ıa, 3-variedades, invariante de Kervaire.
Abstract
This thesis is about studying the construction and utility of the invariant
called Kervaire’s semi-characteristic, further denoted by the letter u. The
first chapter explains some topology definitions that will be needed to un-
derstand the later ones. In particular, definitions such as homology group,
homotopy group, cohomology, and Poincare’s duality theorem for compact
and non-compact manifolds. On the second chapter, the Kervaire invariant
is constructed for the case of closed spacelike manifolds and some examples
of closed and orientable manifolds are studied for which the Kervarire inva-
riant can be calculated. Finally, the third chapter extends the definition of
the Kervaire invariant to the case of closed timelike manifolds.
Key words: Topology, 3-manifold, Kervaire invariant’s .
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Introduccio´n
La nocio´n del cambio de topolog´ıa en una variedad esta´ fuertemente ligada al
concepto de cobordismo. Cuando un par de variedades (n−1)-dimensionales,
Σ1 y Σ2 constituyen las componentes disjuntas del borde o frontera de una
variedad n-dimensional M , se les denomina cobordantes [2].
Esta relacio´n entre dos (n − 1)-variedades es au´n ma´s profunda: En 1963,
Reinhart [3] demostro´ que para cualquier par de variedades Riemanianas
3-dimensionales compactas Σ1 y Σ2 con me´trica Lorentziana γ1 y γ2 respec-
tivamente, existe una variedad 4-dimensional M con me´trica Lorentziana g
para la cual se cumple que ∂M es la unio´n disjunta de Σ1 con Σ2 cuyas
me´tricas son las inducidas por g. Este resultado confirma que el cambio de
topolog´ıa, por lo menos desde el punto de vista matema´tico, es posible: In-
clusive en el caso en el cual las dos variedades Σ1 y Σ2 posean una topolog´ıa
muy diferente, siempre existe una 4-variedad que las incorpore.
En la definicio´n anterior, el cambio de topolog´ıa se entiende so´lo desde el
punto de vista de alguna de las variedades 3-dimensionales. Al tomar la
cuarta dimensio´n como una dimenso´n temporal, Σ1 y Σ2 se encontrar´ıan
en valores de tiempo diferente y para ir de una a otra es necesario que
el tiempo avance o retroceda dependiendo de su localizacio´n. Vale la pena
anotar que lo anterior no implica que la variedad 4-dimensional debe ser
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orientable temporalmente, puesto que ha sido demostrado que en el caso de
variedades compactas el cambio de topolog´ıa implica la existencia de curvas
cerradas temporales.
En general, se puede decir que siempre existe una 4-variedad M cuyo bor-
de este´ conformado por Σ1 y Σ2. Esto implicar´ıa que cualquier cambio de
topolog´ıa es posible, sin embargo, las variedades Riemanianas usadas para
describir teor´ıas de la f´ısica poseen limitaciones mayores. La principal de las
limitaciones es la necesidad de definir un haz fibrado principal (con grupo
G) sobre la variedad que permita definir secciones sobre el haz y que trans-
formen bajo la accio´n de G. Estas secciones deben incluir a aquellas que
transforman bajo la accio´n de SL(2,C), las cuales se denominan espinores
y son indispensables en la descripcio´n de feno´menos f´ısicos.
Hawking y Gibbons [4], [5], estudiaron estas limitaciones, llegando a la con-
clusio´n que los cambios de topolog´ıa para variedades Riemanianas que acep-
ten una estructura de esp´ın (como se le denomina a la existencia de secciones
que transformen bajo SL(2,C)), son posibles bajo una condicio´n ineludible.
Esta condicio´n implica que si un cierto invariante topolo´gico u asume el va-
lor de 0 para una variedad M , entonces un cambio en la topolog´ıa de sus
secciones espaciales debe conservar invariante el valor de 0 mo´dulo 2. Si no
se conserva este valor, la nueva variedad pierde la condicio´n de permitir una
estructura de esp´ın.
Como ejemplo ilustrativo de este cambio posible en la topolog´ıa de la seccio´n
espacial Σ de M se puede suprimir una de las dimensiones espaciales de Σ.
En el siguente gra´fico se observan dos posibles cambios en la topolog´ıa en el
caso de Σ ≡ S2. En la parte inferior de la figura se observa como la adicio´n de
una regio´n tubular entre dos puntos de S2 (o tambie´n denominado agujero
de gusano), conlleva a la obtencio´n de una variedad equivalente a un toro
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dos dimensional. En la parte superior, la adicio´n de dos regiones tubulares
conlleva en cambio a la obtencio´n de una variedad equivalente a la suma
conexa de dos toros 2-dimensionales. Es en este u´ltimo caso, u´nicamente,
que el invariante u es conservado. Por tanto, el cambio de topolog´ıa que
implique la adicio´n de un solo agujero de gusano no ser´ıa permitido. La
adicio´n de agujeros en pares, en cambio, si lo ser´ıa.
S2
S1X S1 S1X S1#
S2 S
1X S1
Figura 1: Visualizacio´n del borde de la 4-variedad M , suprimiendo una di-
mensio´n espacial y en los casos de adicio´n de uno o dos agujeros de gusano.
Se observa como la adicio´n de los agujeros modifica la topolog´ıa de la seccio´n
espacial.
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En este trabajo de tesis se hara´ una descripcio´n de los resultados de Gib-
bons y Hawking, para lo cual se resumira´n en el capitulo 1 los conceptos
matema´ticos mas relevantes. Se asumira´ que el lector esta´ familiarizado con
los conceptos ba´sicos de teor´ıa de grupos y de geometr´ıa Riemaniana. En
este cap´ıtulo se incluyen adema´s algunos de los teoremas relevantes en el
desarrollo de los resultados de Gibbons y Hawking, entre los cuales resalta
el teorema de Hopf por su implicacio´n directa.
En el cap´ıtulo 2 se hara´ una exposicio´n de los resultados para el caso en el
cual la variedad Σ es totalmente de tipo-espacio, es decir, es una variedad
que no involucra la coordenada temporal en su descripcio´n local. El principal
objetivo de este cap´ıtulo es el de definir el invariante u, el cual permite en-
contrar una variacio´n de topologa´ posible dentro del conjunto de variedades
con estructura de esp´ın bien definida.
En el cap´ıtulo 3 se complementara´ el estudio de la variacio´n topolo´gica
para el caso ma´s general en el cual Σ es una variedad parte tipo-espacio
y parte tipo-tiempo. En este caso, la inclusio´n de la coordenada temporal
en la descripcio´n local de la variedad implica la introduccio´n de un nuevo
invariante topolo´gico: el numero de torcedura de la variedad. Se mostrara´
entonces, como este nuevo invariante entra a formar parte de la condicio´n
sobre la cual se permite la variacio´n de la topolog´ıa sin que se destruya la
estructura de esp´ın de la variedad.
Finalmente se escriben unas conclusiones basadas en lo analizado en el tra-
bajo y en las posibles ampliaciones del mismo.
Es necesario que el lector se encuentre familiarizado con conceptos ba´sicos
de la teor´ıa de grupos, las formas diferenciales y la topolog´ıa.
Cap´ıtulo 1
Conceptos en Topolog´ıa
El objetivo de este cap´ıtulo es servir de introduccio´n a algunas definiciones
de topolog´ıa que servira´n para comprender los cap´ıtulos posteriores. En
particular, se centrara´ la atencio´n en definiciones como grupo de homolog´ıa,
grupo de homotop´ıa, cohomolog´ıa y el teorema de dualidad de Poincare´
para variedades compactas y no compactas. La idea es entender el origen
de cada una de las definiciones y as´ı entender la incidencia que tienen en la
construccio´n del invariante de Kervaire en el caso de variedades cerradas y
orientables.
1.1. Agujero de Gusano
En un trabajo publicado en 1935, Einstein en colaboracio´n con Nathan Ro-
sen publicaron una solucio´n que permit´ıa, al menos teo´ricamente, conectar
dos regiones diferentes de una 4-variedad (o espacio-tiempo) a trave´s de un
tu´nel que pod´ıa servir como atajo. Einstein y Rosen describieron una solu-
cio´n matema´tica que describe algo que posteriormente ser´ıa llamado agujero
11
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de gusano (wormhole), conocido tambie´n como el puente Einstein-Rosen.
El puente Einstein-Rosen describe esencialmente una “conexio´n” entre dos
regiones separadas de espacio-tiempo. Este puente es una solucio´n comple-
tamente matema´tica, que, aunque obtenida por un conjunto de ecuaciones
prodr´ıa llegar a ser real. Un ejemplo de ello, lo constituyen los agujeros ne-
gros, los cuales exist´ıan como una solucio´n matema´tica a las ecuaciones de
campo de la Relatividad General y en un principio se dudaba de su realidad
f´ısica.
La definicio´n topolo´gica es la siguiente:
Definicio´n 0. Si un espacio tiempo Lorentziano contiene una regio´n com-
pacta Ω, y si la topolog´ıa de Ω es de la forma Ω ∼ < × Σ, donde Σ es una
3-variedad de una topolog´ıa no trivial, cuyo borde tiene una topolog´ıa de la
forma ∂Σ ∼ S2, y si aun ma´s, las hipersuperficies Σ son todas tipo espacio,
entonces la regio´n Ω contiene un agujero de gusano[1].
Figura 1.1: Representacio´n 2-dimensional de un agujero de gusano conec-
tando regiones distantes de una variedad
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1.2. Grupo de Homolog´ıa
Los grupos de homolog´ıa en un espacio topolo´gico describen agujeros en este
espacio. Cada generador indica la existencia de un agujero y las propiedades
del grupo, indican la estructura del espacio topolo´gico as´ı como su dimensio´n
y orientabilidad.
Definicio´n 1. Un Simplex es una construccio´n en bloque de un poliedro.
As´ı un 0-simplex 〈p0〉 es un punto, o un ve´rtice, y un 1-simplex 〈p0p1〉 es una
l´ınea o un borde. Un 2-simplex 〈p0p1p2〉 esta´ definido por ser un tria´ngulo
con el interior inclu´ıdo y un 3-simplex 〈p0p1p2p3〉 es un tetraedro so´lido.
Po Po P1
Po
P1 P2
Po
P1
P2
P3
Figura 1.2: Ejemplos de 0, 1, 2, y 3-simplexes
Definicio´n 2. Sea K un conjunto de un nu´mero finito de simplices en Rm.
Si estos simplices se pueden “acomodar” juntos, K es llamado un Complejo
simplicial. La condicio´n de “acomodar” implica que se cumplan las siguientes
propiedades:
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i. Una cara arbitraria de un simplex de K pertenece a K, esto es, si σ ∈ K
y σ′ ≤ σ entonces σ′ ∈ K.
ii. Si σ y σ′ son dos simplices de K, la interseccio´n σ ∩ σ′ es vac´ıa o una
cara en comu´n de σ y σ′. Es decir, si σ, σ′ ∈ K entonces ya sea σ ∩ σ′ = ∅ o
σ ∩ σ′ ≤ σ y σ ∩ σ′ ≤ σ′.
a) b)
Figura 1.3: Ejemplo de complejo simplicial en la figura a). La figura b) no
representa un complejo simplicial pues se observa un 1-simplex incorrecta-
mente “acomodado”, segu´n la definicio´n 2.
Definicio´n 3. Un r-simplex orientado se define tomando r + 1 puntos
geome´tricos independientes po, p1, ..., pr en Rm. Si {pio , pi1 , ..., pir} es una
secuencia de puntos obtenida por permutacio´n de los puntos po, p1, ..., pr,
se define el r-simplex (po, p1, ..., pr) como la clase de equivalencia entre
{po, p1, ..., pr} y {pio , pi1 , ..., pir}, los cuales pertenecen a la misma clase si la
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permutacio´n
P =
 0 1 · · · r
io i1 · · · ir

es par. En general se tienen dos clases posibles de equivalencia definidas por
el signo de la permutacio´n, as´ı:
(pio , pi1 , ..., pir) = sgn(P ) (po, p1, ..., pr) (1.1)
no
n1 n2
Figura 1.4: Ejemplo de un 2-simplex orientado (n1, n2, n0)
Definicio´n 4. El grupo Cr(K) de r-cadenas de un complejo simplicial K
es un grupo abeliano libre generado por los r-simplices orientados de K. Si
r > dimK entonces, Cr(K) se define como 0. A los elementos de Cr(K) se
les llama una r-cadena. Si existen Ir r-simplices en K, y si se denota a cada
uno de ellos por σr,i(1 ≤ i ≤ Ir), entonces cualquier r-cadena c ∈ Cr(K)
puede escribirse como
c =
Ir∑
i=1
ciσr,i ci ∈ Z. (1.2)
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Definicio´n 5. Sea σr(po...pr)(r > 0) un r-simplex orientado. El borde ∂rσr
de σr es una (r − 1)-cadena definida por:
∂rσr =
r∑
i=0
(−1)i (po, p1, ...pˆi, ..., pr) , (1.3)
donde el s´ımbolo pˆi indica que este punto fue omitido. Por lo tanto el ope-
rador ∂r define una aplicacio´n entre
∂r : Cr(K)→ Cr−1(K)
la cual es adema´s un homomorfismo.
Definicio´n 6. Sea K un complejo simplicial n-dimensional. El r-e´simo grupo
de homolog´ıa Hr(K), con 0 ≤ r ≤ n, asociado con K esta definido por
Hr(K) ≡ Zr(K)
Br(K)
, (1.4)
en donde Zr(K) = ker ∂r denota el grupo abeliano cuyos elementos son
simplices denominados ciclos al no tener borde y Br(K) = im ∂r+1 denota
al subgrupo normal de Zr(K) que consiste de todos los simplices que son
el borde de otro simplex de dimensio´n menor. As´ı Hr(K) esta´ formado por
las clases de equivalencia de ciclos mo´dulo simplices que son el borde de un
r − 1 simplex 1.
Ma´s exactamente, el grupo Hr(K) es el conjunto de clases equivalentes de
r-ciclos,
Hr(K) ≡ {[z], z ∈ Zr(K)} (1.5)
1Se acostumbra definir Hr(K) = 0 para r > n o r < 0. Adema´s, para hacer hincapie´
en que la estructura del grupo se define con coeficientes enteros, se escribe Hr(K;Z).
Igualmente se pueden definir los grupos de homolog´ıa con coeficientes en R, Hr(K;R) o
tambie´n con coeficientes en Z2, Hr(K;Z2).
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donde cada clase equivalente [z] es llamada una clase de homolog´ıa. Dos r-
ciclos z y z′ pertenecen a la misma clase de equivalencia si y solo si z− z′ ∈
Br(K), en cuyo caso z se dice ser homo´logo a z
′ y se denota por z ∼ z′
o [z] = [z′]. Podemos entender geome´tricamente a z − z′ como el borde de
algu´n espacio. Por definicio´n, cualquier borde b ∈ Br(K). Aceptaremos el
siguiente teorema sin demostracio´n.
Teorema 1. Los Grupos de Homolog´ıa son invariantes topolo´gicos [20]. Sean
X e Y dos espacios topolo´gicos. Si X es homeomorfo a Y y sean (K, f) y
(L, g) triangulaciones de X y Y respectivamente. Entonces tenemos
Hr(K) ∼= Hr(L) r = 0, 1, 2, ... (1.6)
en particular, si (K, f) y (L, g) son dos triangulaciones de X, entonces la
relacio´n anterior es va´lida en X. Finalmente, es posible hablar de grupos
homolo´gicos de un espacio topolo´gico X el cual no es necesariamente un
poliedro pero si es triangulable. Para una triangulacio´n arbitraria (K, f),
Hr(X) se define como
Hr(X) ≡ Hr(K) (r = 0, 1, 2, ...). (1.7)
En el caso de variedades, no siempre es posible trabajar con triangulaciones
y por lo tanto se definen los simplices singulares. Estos se llevan de Rn a
la variedad M a trave´s de una aplicacio´n suave que permita trasladar las
definiciones homolo´gicas de un espacio a otro. Las definiciones ba´sicas son
las siguientes:
Definicio´n 7. Sea X un espacio topolo´gico. Un n-simplex singular en X, es
una aplicacio´n continua f : σn → X. Es decir, un 0-simplex singular puede
identificarse con un punto en X, un 1-simplex singular puede imaginarse
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como un camino en X, un 2-simplex singular es una aplicacio´n del triangulo
esta´ndar en X, etc. f(σn) puede incluso degenerar en un punto.
Conside´rese ahora, un anillo conmutativo unitario R; teniendo en mente a
los anillos Z,R y C como los mas usados.
Definicio´n 8. Se denomina Sr(X;R), el grupo cadena o R-mo´dulo libre
generado por los n-simplices singulares, es decir
Sr(X,R) =

∑
i risr,i : sr es un r-simplex singular, rs ∈ R si r ≥ 0
{0} si r < 0
(1.8)
La u´nica manera de que una tal suma sea nula, es que lo sean todos sus co-
eficientes. Sr(X;R) es entonces el grupo cadena de las r-cadenas singulares.
Ana´logamente con el caso de n-cadenas, para el conjunto de Sr(X;R) ca-
denas singulares se puede definir el operador borde. Este operador permite
escribir la sucesio´n o secuencia:
· · · ∂r+1−→ Sr(X,R) ∂r−→ Sr−1(X,R) ∂r−1−→ Sr−2(X,R) −→
· · · ∂2−→ S1(X,R) ∂1−→ S0(X,R) ∂0−→ {0}
Al igual que en el caso no singular, una r-cadena sera´ un r-ciclo si pertenece
al kernel del operador borde y sera´ un r-borde si es el borde de una r +
1-cadena. Por lo tanto se puede definir la homolog´ıa singular del espacio
topolo´gico X como la homolog´ıa de la secuencia de las cadenas singulares
(denotada por S∗(X;R))
Hn(X;R) := Hn(S∗(X;R)).
Todas estas construcciones sobre el espacio topolo´gico X son trivialmente
extendibles al caso en el cual este espacio sea una variedad diferenciable. Sin
embargo la existencia de la estructura diferenciable sobre la variedad permite
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adema´s definir grupos duales a los de homolog´ıa denominados grupos de
cohomolog´ıa de Rham.
1.3. Grupos de Cohomolog´ıa
La cohomolog´ıa puede ser pensada como un me´todo de asignacio´n de inva-
riantes algebraicos a un espacio topolo´gico que posee una estructura alge-
braica ma´s organizada que la que tiene la homolog´ıa. La cohomolog´ıa surge
de una dualizacio´n algebraica de la construccio´n de la homolog´ıa, es decir,
las cocadenas en su sentido fundamental deben asignar cantidades a las ca-
denas de la teor´ıa de homolog´ıa. Tal como lo menciona la profesora Martha
Macho en su libro “De la homolog´ıa a la cohomolog´ıa”[27], la cohomolog´ıa
de De Rham, que G. De Rham introduce en 1931 en su tesis “Sur l’analysis
situs des varie’te’s a’n dimensions”, resuelve la conjetura de Cartan, uti-
lizando una triangulacio´n sobre M y la aplicacio´n bilineal (C,ω) → ∫C ω
donde C es un i-ciclo de la triangulacio´n, y ω es una i-forma cerrada. De
Rham demuestra tambie´n el rec´ıproco de la fo´rmula de Stokes.
Teorema 2. (i) sea C un i-ciclo fijo, entonces
∫
C ω = 0 si y solo si C es un
borde; (ii) sea ω una i-forma, entonces
∫
C ω = 0 si y solo si ω es exacta.
Si se denota por H iDR(M) el cociente de todas las i-formas cerradas entre
todas las i-formas exactas, se obtiene el i-e´simo grupo de cohomolog´ıa de
De Rham. En 1931 au´n no exist´ıa este te´rmino, as´ı que De Rham expresa
estos resultados en te´rminos de homolog´ıa.
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1.3.1. Cohomolog´ıa singular
Introducido solo hasta que se alcanza un desarrollo en la topolog´ıa algebraica
en el an˜o 1930 por Lefschetz cuando introduce algunos de los teoremas de
dualidad para variedades.
Definicio´n 9. Sea (X,A) un par de espacios topolo´gicos y M un R-mo´dulo.
Entonces
(i) el grupo de las n-cocadenas singulares de (X,A) con valores en M es el
R-mo´dulo
Sn(X,A;M) := HomR(Sn(X,A;R),M); (1.9)
(ii) el operador cocadena singular
dn : Sn(X,A;M)→ Sn+1(X,A;M); (1.10)
se define por
dn(φ)(σ) = (−1)nφ(dn+1(σ)), (1.11)
para φ ∈ Sn(X,A;M) y σ ∈ Sn+1(X,A;R) se extiende por linealidad.
(S∗(X,A;M), d∗) resulta ser un complejo de R-mo´dulos.
(iii) diremos que φ ∈ Sn(X,A;M) es un n-cociclo cuando dn(φ) = 0 y un
n-coborde si φ ∈ Im(dn−1). Se denota por Zn(X,A;M) al grupo de los
n-cociclos y por Bn(X,A;M) el grupo de los n-cobordes, y entonces
Hn(X,A;M) := Zn(X,A;M)/Bn(X,A;M) = Hn(S∗(X,A;M), d∗),
(1.12)
es llamado el n-grupo de cohomolog´ıa singular de (X,A) con valores en M .
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1.4. Teorema de dualidad de Poincare´
Una forma de la dualidad de Poincare´ fue establecida sin prueba, por Henri
Poincare´ en 1893, escrita en te´rminos de los nu´meros de Betti ma´s adelante
definidos. El concepto de cohomolog´ıa estaba en aquella e´poca a ma´s de 40
an˜os de ser probado. En 1895, en su documento “Ana´lisis Situs”, Poincare´
intento´ probar el teorema usando la teor´ıa topolo´gica de la interseccio´n que
e´l hab´ıa inventado. Cuando se demostro´ que la prueba estaba incompleta,
Poincare´ dio una nueva prueba en te´rminos de triangulaciones duales. Las
siguientes, son las dos formas del teorema.
Definicio´n 10. Sea A ⊂ X. Para cada n ≥ 0, Sr(A;R) es un submo´dulo
(o subgrupo abeliano libre) de Sr(X;R), que consiste en las combinaciones
lineales de r-simplices singulares f : σr → X, tales que f(σr) ⊂ A.
Se puede entonces considerar el grupo cociente Sr(X;R)/Sr(A;R). Adema´s,
como el operador ∂r env´ıa Sr(A;R) en Sr−1(A;R), este induce un homomor-
fismo sobre los espacios cociente,
∂r :
Sr(X;R)
Sr(A;R)
−→ Sr−1(X;R)
Sr−1A;R)
,
de modo que si c ∈ Sr(X;R), es ∂r(c+ Sr(A;R)) = ∂r(c) + Sr−1(A;R).
Por otro lado, como ∂r−1◦∂r es la aplicacio´n nula, Im(∂r+1) es un submo´du-
lo de Ker(∂r), y se puede considerar el mo´dulo cociente Ker(∂r)/Im(∂r+1),
que se denota por Hr(X,A;R) y se llama r-e´simo grupo de homolog´ıa rela-
tiva de X mo´dulo A.
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1.4.1. Teorema de Poincare´ para variedades compactas
Definicio´n 11: Sea M una variedad de dimensio´n n y U ⊂ M un abierto.
Para cada y ∈ U sea:
jMy : Hn(M,M − U ;R) −→ Hn(M,M − {y};R)
la aplicacio´n inducida por la inclusio´n. Un elemento o ∈ Hn(M,M − U ;R)
es una R-orientacio´n local de M en U , si para cada y ∈ U , αy = jUy (o) es
un generador de Hn(M,M − {y};R). Una Z orientacio´n local de M en U ,
se llama simplemente orientacio´n local de M en U .
Definicio´n 12: Sea α un elemento de Hn(M,Z), se le llama clase funda-
mental de M si para cada x ∈M , el elemento jMx (α) ∈ Hn(M,M − {x};Z)
es un generador.
Teorema 3. Sea M una n-variedad orientable, conexa y compacta y zM una
clase fundamental de M. Para cada q ∈ Z, el homomorfismo de Poincare´
P : Hp(M ;Z)→ Hn−q(M,Z) (1.13)
definido por P (c) = c
⋂
zM es un isomorfismo
2.
Teorema 4. Sea M una n-variedad orientable, conexa y compacta. Entonces
2Sea X un espacio topolo´gico. Dadas una cocadena singular a ∈ Sp(X;R) y un s´ımplice
singular σ ∈ Sp+ q(X;R) se define
a ∩ σ :=< a, σ ◦ λp > (σ ◦ ρq) ∈ Sq(X;R). (1.14)
extendiendo la definicio´n por linealidad, se obtiene una aplicacio´n lineal⋂
: S∗(X;R)× S∗(X;R)→ S∗(X;R), (1.15)
llamada producto cap de S∗(X;R) y S∗(X;R)
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i) Para cada q ∈ N se tiene un isomorfismo
Hq(M,Z)
T (Hq(M,Z))
' Hn−q(M,Z)
T (Hn−q(M,Z))
(1.16)
donde T (Hq(M,Z)) y T (Hn−q(M,Z)) son los grupos de torsio´n respectivos.
En particular, para los nu´meros de Betti definidos por βq = rg(Hq(M,Z))3
se deduce la igualdad βq = βn−q;
ii) Para cada q ∈ N se tiene un isomorfismo
T (Hq(M,Z)) ' T (Hn−q(M,Z)) (1.17)
Teorema 5. Sea M una variedad de dimensio´n n, orientable, compacta y
conexa. Si n es impar,
χ(M) =
∑
q∈Z
(−1)qβq = 0 (1.18)
1.4.2. El caso no compacto
El primer paso para probar la dualidad de Poincare´ en variedades arbitrarias
es construir clases fundamentales.
Lema 1. Sea M una n-variedad y K ⊂M compacto, entonces
3Los nu´meros de Betti son objetos topolo´gicos que resultaron ser los invariantes de
Poincare´ y usados por el hasta extender la fo´rmula poliedral a grandes espacios dimensio-
nales. Si G es un grupo abeliano finitamente generado, se sabe que los elementos de orden
finito en G forman el subgrupo de torsio´n T y que el grupo cociente G/T es abeliano libre.
El nu´mero minimal de generadores de G/T es el rango de G. El rango de Hn(X;Z) se
llama ne´simo nu´mero de Betti, βn(X), de X [27].
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i) Hq(M,M −k;R) = 0 si y solo si su imagen en Hn(M,M −x;R) es trivial
para cada x ∈ K.
ii) Si x → ox es una R-orientacio´n de M , existe una u´nica clase ok ∈
Hn(M,M−K;R) cuya imagen en Hn(M,M−K;R) es ox para cada x ∈ K.
iii) en particular, si M es cerrada y orientable, tomando K = M en ii) se
obtiene una clase fundamental para M .
Proposicio´n 1. Sea X un espacio topolo´gico, X = ∪αXα unio´n de una
familia dirigida de subespacios con la propiedad de que cada compacto en
X esa´ contenido en algu´n Xα. Entonces la aplicacio´n natural
l´ım→ Hq(xα;R) ∈ Hq(X,R) (1.19)
es un isomorfismo para cada q.
Definicio´n 13. Sea X un espacio topolo´gico. La familia de sus subespacios
compactos forma un sistema dirigido para la inclusio´n, ya que la unio´n de
dos compactos es un conjunto compacto. A cada compacto Kq se le asocia
el grupo Hq(X,X−K,R) con q fijo y a cada inclusio´n k1 ⊂ k2 de compacto,
se le asocia el monomorfismo natural
Hq(X,X −K1, R)→ Hq(X,X −K2, R) (1.20)
el grupo resultante
Hqc (X,R) = l´ım→ H
q(X,X −K,R) (1.21)
es el q-e´simo grupo de cohomolog´ıa singular con soporte compacto de X.[20]
CAPI´TULO 1. CONCEPTOS EN TOPOLOGI´A 25
Definicio´n 14 Al homomorfismo del l´ımite directo,
P : Hqc (M ;Z) = l´ım→ H
q(M,M −K;Z) −→ Hn−q(M ;Z),
se le llama homomorfismo de Poincare´. Usando esta definicio´n junto a la
propiedad de que el l´ımite directo l´ım→ es un functor exacto, se puede de-
mostrar el teorema de Poincare´ para el caso no-compacto:
Teorema 6 Sea M una variedad de dimensio´n n y orientable. Entonces el
homomorfismo de Poincare´, P : Hqc (M ;Z) −→ Hn−q(M ;Z) es un isomor-
fismo, para cada q.
1.5. Teorema de Hopf
Una variedad riemanniana M no posee puntos conjugados si la aplicacio´n
exponencial no es singular en ningu´n punto. Esto es equivalente a decir que
para una geode´sica cualquiera γ de M , todo campo de Jacobi a lo largo de
γ se anula a lo ma´ximo una vez.
Si M posee curvatura seccional no positiva entonces M no posee puntos
conjugados. Lo interesante, es saber que´ propiedades de las variedades sin
puntos conjugados permanecen validas para variedades de curvatura no po-
sitiva. En 1943, E. Hopf mostro´ que toda me´trica sin puntos conjugados en
el toro T 2 es plana. Este resultado fue estendido por L.W.Green en 1957 el
cual mostro´ que la integral de la curvatura de Ricci de una variedad compac-
ta sin puntos conjugados y no positiva, se anula solamente si la me´trica es
localmente plana. El problema de probar el teorema de Hopf en dimensio´n
n, se mantuvo abierto durante 45 an˜os y es conocido como la conjetura de
Hopf.
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Una condicio´n necesaria y suficiente para la existencia de un campo lineal
transverso a la frontera de una variedad compacta M es que la caracter´ıstica
de Euler sea cero.
Sea M una variedad diferenciable compacta y sea X un campo vectorial
sobre M con ceros aislados. Entonces la caracter´ıstica de Euler de M es
igual a la suma de los ı´ndices en los ceros de X.
Definicio´n 15. Sea U ⊂ Rn un abierto. Podemos considerar un campo
vectorial en U como una aplicacio´n v : U → Rn (diferenciable de clase C∞).
Supongamos que z ∈ U es un cero aislado del campo v. Entonces podemos
definir la funcio´n
V : Sn−1(z)→ Sn−1X → v(x)‖v(x)‖ (1.22)
en la que Sn−1(z) es una esfera de dimensio´n n− 1 centrada en z y de radio
suficientemente pequen˜o para que v(x) 6= 0, ∀ x ∈ Sn−1(z), mientras que
Sn−1 denota la esfera unidad de Rn centrada en el origen de coordenadas.
Definicio´n 16. Se llama ı´ndice del campo v en el punto z al grado de la
aplicacio´n V .
Observacio´n 1. En el caso de dimensio´n n = 2, el grado de V : S1(z)→ S1
indica las veces que el campo gira al rededor del cero aislado z.
Observacio´n 2. Se generaliza a variedades sin dificultad, porque la nocio´n
de ı´ndice es local.
Teorema 7 (Hopf-Poincare´). Sea M una variedad diferenciable compacta
y sea X un campo vectorial sobre M con ceros aislados. Entonces la carac-
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ter´ıstica de Euler de M es igual a la suma de los ı´ndices en los ceros de
X.[10]
Teorema 8 (Teorema del ı´ndice de Atiyah Singer). En la de´cada de
los 60’s, el Teorema del I´ndice de Atiyah-Singer fue de los resultados ma´s
importantes ya que vino como la culminacio´n y el logro de una evolucio´n
de ideas de ma´s de un siglo, desde el teorema de Stokes, hasta sofisticadas
teor´ıas modernas como la Teor´ıa de Hodge sobre las integrales armo´nicas y
el Teorema de Signatura de Hirzebruch.
El Teorema del I´ndice de Atiyah-Singer iguala una cantidad anal´ıtica, el
ı´ndice de un operador diferencial el´ıptico D sobre una variedad diferenciable
cerrada X, con cierto nu´mero caracter´ıstico de la topolog´ıa de X. Ma´s pre-
cisamente, considerando una variedad Riemanniana diferenciable compacta
sin frontera y un operador diferencial el´ıptico D.
La propiedad de ser el´ıptico es expresada mediante un homomorfismo de
haces sobre X, llamado el s´ımbolo de D y denotado por σ(D).
El problema del ı´ndice es el siguiente: calcular el ı´ndice anal´ıtico de D usando
solamente el s´ımbolo σ(D) y datos topolo´gicos derivados de la variedad.
Sea X una variedad Riemanniana suave, orientada y cerrada, y sea D un
operador diferencial el´ıptico sobre X. Entonces
index D = indext (σ(D)), (1.23)
donde σ(D) es la clase del s´ımbolo en K(TX).
La demostracio´n del teorema se encuentra en [11]. E´sta es basada en la
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K-Teor´ıa o el formalismo de ”heat kernel”.
1.6. Teorema de dualidad de Lefschetz - Poincare´
Definicio´n 17. Una variedad de dimensio´n n con borde, es un espacio de
Hausdorff M en donde cada punto tiene un entorno abierto homeomorfo a
Rn o al semiespacio
Rn+ = {(x1, ..., xn) ∈ Rn : xn ≥ 0}. (1.24)
Si x ∈ M corresponde a un homeomorfismo a un punto (x1, ..., xn) ∈ Rn+
con xn = 0, entonces por separacio´n se tiene
Hn(M,M − {x}) ' Hn(Rn+,Rn+ − {x}) = 0, (1.25)
y si x corresponde a (x1, ..., xn) ∈ Rn+ con xn > 0 o a un punto de Rn,
entonces
Hn(M,M − {x}) ' Hn(Rn,Rn − {x}) = Z, (1.26)
Definicio´n 18. Los puntos de M con Hn(M,M − {x}) = 0 forman un
subespacio ∂M bien definido y el borde de M es una variedad de dimensio´n
n− 1 sin borde. Por ejemplo, ∂Rn+ ' Rn−1 y ∂Dn ' Sn−1.
Definicio´n 19. Si M es una variedad con borde ∂M , un entorno collar
de M es un entorno abierto homeomorfo a ∂M × [0, 1), a trave´s de un
homeomorfismo que lleva ∂M en ∂M × {0}.
Proposicio´n 2. Si M es compacta con borde, ∂M posee un entorno collar.
Observacio´n 3. Se pueden construir collares para los bordes de variedades
compactas.
CAPI´TULO 1. CONCEPTOS EN TOPOLOGI´A 29
Definicio´n 20. Una variedad compacta con borde M se dice R-orientable si
M −∂M es R-orientable como variedad sin borde. Si ∂M × [0, 1) ⊂M es un
entorno collar de ∂M , entonces Hq(M,∂M ;R) es naturalmente isomorfo a
Hq(M−∂M, ∂M×(0, 1/2);R). As´ı, si M es R-orientable, tenemos una clase
fundamental relativa ∂ ∈ Hn(M,∂M ;R), por restriccio´n a una orientacio´n
dada en cada punto de M − ∂M .
As´ı, se puede generalizar la dualidad de Poincare´ a variedades con borde.
Teorema 9. Sea M una variedad de dimensio´n n, compacta y R-orientable,
cuyo borde ∂M se descompone en la unio´n de dos variedades A y B de
dimensio´n n − 1 compactas, tales que A⋂B = ∂A = ∂B. Entonces, el
producto por una clase fundamental z∂ ∈ Hn(M,∂M ;R) define isomorfismos
DqM : H
q(M,A;R)→ Hn−q(M,B;R), para cada q.
Observacio´n 4. En el anterior teorema, no se excluye el caso en que A,B
o´ A
⋂
B = ∅ . Los casos en que A o´ B = ∅ se suelen llamar dualidad de
Lefschetz.
1.7. Clases de Stiefel - Whitney
1.7.1. Definicio´n axioma´tica
Las clases de Stiefel-Whitney son clases caracter´ısticas wi ∈ H i(BO(n),Z2)
sobre el espacio clasificante4 del grupo ortogonal en dimensio´n n, definidas
4Un espacio clasificante para alguna colecccio´n de datos se refiere a un espacio usual-
mente escrito como B(datos), tal que las aplicaciones X → B(datos) corresponden a
datos sobre X. El ejemplo cla´sico es el espacio clasificante BG de un grupo G, el cual
tiene la propiedad de que existe una biyeccio´n entre clases de homotop´ıa de aplicaciones
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por
1. w0 = 1 y si i > n, entonces wi = 0;
2. Para n = 1, w1 6= 0;
3. Para la inclusio´n i : BO(n)→ BO(n− 1) tenemos i∗w(n+1)i = wni ;
4. Regla de la suma: Para todo k, l ∈ N con la inclusio´n cano´nica
i : BO(k)×BO(l)→ BO(k + l)
tenemos que para todo i ∈ N,
i∗wi =
i∑
j=0
wj ∪ wi−j , (1.27)
(donde ∪ es el producto cup).
1.7.2. Otra definicio´n
Sea E → X un haz fibrado vectorial real o un haz principal cuyo grupo
asociado es el ortogonal, la clase total universal Stiefel-Whitney w(E) es
w(E) =
∑
i
wi(E) ∈ H•(X,Z2) (1.28)
como un elemento en el anillo de cohomolog´ıa.
Nota: para la clase SW total, la regla de la suma dice equivalentemente, que
si E1, E2 son dos haces vectoriales reales, entonces la clase total SW de su
suma directa de haces vectoriales, es el producto cup de las clases separadas
w(E1 ⊕ E2) = w(E1) ∪ w(E2) (1.29)
de X → BG y clases de isomorfismos G− haces sobre X.
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1.8. Grupo de Homotop´ıa
Definicio´n 22. Sea α, β : I ∈ X bucles en x0. Se dice que son homoto´picos,
y se escribe α ∼ β, si existe una aplicacio´n continua F : I × I ∈ X tal que
F (s, 0) = α(s), F (s, 1) = β(s) ∀s ∈ I, F (0, t) = F (1, t) = x0 ∀t ∈ I
(1.30)
La aplicacio´n F es llamada una homotop´ıa entre α y β (Figura 1.5).
𝛼(s)
𝛽(s)
s
t x0x0
𝛽
𝛼
F(s, t0)
a) b)
Figura 1.5: En la figura a) se observa un diagrama en el plano (s, t) de dos
curvas homoto´picas α y β a trave´s de la aplicacio´n F . En la figura b) se
observan las mismas curvas sobre el espacio topolo´gico X.
Definicio´n 23. Grupo de homotop´ıa
Para espacios topolo´gicos, sea X un espacio topolo´gico y sea x : ∗ → X
un punto, lo llamaremos el punto base. Para n ∈ N, escribimos Sn como
el punto de la n-esfera. El conjunto de pin(X,x) es el conjunto de clases
CAPI´TULO 1. CONCEPTOS EN TOPOLOGI´A 32
equivalentes de puntos base preservando las funciones continuas
γ : Sn → X (1.31)
donde dos se consideran equivalentes si hay una homotop´ıa izquierda que
conserva el punto base entre ellos.
Los grupos de homotop´ıa pin(X,x) de un punto del espacio topolo´gico (X,x)
son una secuencia de grupos que generaliza el grupo fundamental pi1(X,x)
de homotop´ıas superiores.
Como ejemplo del ca´lculo de un grupo de homotop´ıa tenemos el caso de
RP 2 para el cual tenemos que:
pi1(RP
2) ∼ (x;x2) ∼ Z2
Se puede entender este resultado de forma gra´fica, representando a RP 2
como una esfera S2 bajo la equivalencia de los puntos antipodales como se
puede observar en la figura 1.6. En la parte a) de la figura se observan dos
curvas α y β las cuales se diferencian en que β no puede ser continuamente
deformada a un punto. En cambio la curva β?β si se consigue deformar como
se muestra en la parte b) del gra´fico, por tanto el generador x de la clase de
homotop´ıa de β satisface la relacio´n x2 = 1. As´ı pi1(RP
2) se compone so´lo
de dos elementos: (x, x2 = 1).
Como ilustracio´n de los diferentes grupos de homotop´ıa calculados para
algunas variedades usuales, se realiza la tabla 1.1, en donde G2, F4 y Ei son
las variedades definidas por los grupos y excepcionales de orden i = 6, 7, 8
respectivamente.
1.9. Estructura de Esp´ın
Sea TM → M un haz tangente de dim M = m. El grupo de estructura
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Q
Q=Q' Q Q=P'
Q=Q'
P'
PP=P'
Q'
𝛼
𝛽
𝛽
𝛽
a) b)
P
Figura 1.6: Ejemplo del ca´lculo del grupo de homotop´ıa pi1(RP
1). En la
figura a) se observa que la curva α se puede contraer a un punto, mientras
que β no lo puede hacer ya que el punto P y Q al estar identificados, si se
desplaza alguno a lo largo del c´ırculo, el otro lo hara´ tambie´n. En la figura
b) se observa como al componer β consigo misma, es posible desplazar uno
de los puntos de la curva de tal manera que al final se puede contraer a un
punto.
G del haz TM se asume como O(m). Si adema´s, M es orientable, G puede
reducirse a SO(m). Sea LM el haz fibrado principal de bases sobre TM .
Sea tij una funcio´n de transicio´n que satisface la condicio´n:
tijtjktki = I tii = I.
Una estructura de esp´ın sobre M esta´ definida por la funcio´n de transicio´n
t˜ij ∈ spin(m) la cual cumple con:
φ(t˜ij) = tij t˜ij t˜jk t˜ki = I t˜ii = I
donde φ es la doble cubierta de spin(m)→ SO(m). El conjunto de t˜ij define
un haz fibrado de esp´ın PS(M) sobre M . Se dice entonces que M admite
una estructura de esp´ın para cada escogencia de t˜ij .
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No todas las variedades admiten una estructura de esp´ın. La imposibilidad
de imponer una estructura de esp´ın en una variedad, esta´ condicionada por
la segunda clase de Stiefel-Whitney.
Teorema 10. Sea TM →M un haz tangente sobre M . M es orientable sii
w1(M) es trivial.
Teorema 11. Sea TM el haz tangente sobre una variedad orientable M .
Existe un haz de esp´ın sobre M sii w2(M) es trivial.
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Cuadro 1.1: Primeros grupos de Homotop´ıa para algunas variedades.
(E6, E7, E8, F4, G2) representan las variedades asociadas a los grupos de
Chevalley
pi1 pi2 pi3 pi4 pi5 pi6
SO(3) Z2 0 Z Z2 Z2 Z12
SO(4) Z2 0 Z + Z Z2 + Z2 Z2 + Z2 Z12 + Z12
SO(5) Z2 0 Z Z2 Z2 0
SO(6) Z2 0 Z 0 Z 0
SO(n) n > 6 Z2 0 Z 0 0 0
U(1) Z 0 0 0 0 0
SU(2) 0 0 Z Z2 Z2 Z12
SU(3) 0 0 Z 0 Z Z6
SU(n) n > 3 0 0 Z 0 Z 0
S2 0 Z Z Z2 Z2 Z12
S3 0 0 Z Z2 Z2 Z12
S4 0 0 0 Z Z2 Z2
G2 0 0 Z 0 0 Z3
F4 0 0 Z 0 0 0
E6 0 0 Z 0 0 0
E7 0 0 Z 0 0 0
E8 0 0 Z 0 0 0
Cap´ıtulo 2
Kervaire en variedades
espaciales
2.1. Construccio´n del invariante de Kervaire en el
caso de variedades cerradas
Gibbons y Hawking [5], definieron una regla que permite diferenciar una
tres variedad de otra que haya sufrido un cambio en su topolog´ıa. En otras
palabras, definieron co´mo asociar con cualquier 3-variedad, orientable y ce-
rrada Σ, un invariante topolo´gico llamado u (haciendo alusio´n al universo).
Este invariable esta´ definido modulo 2, por tanto solo asume los valores 1 o
0. Su valor es u = 0 si Σ:
1. Delimita una 4-variedad M, Lorentziana y conexa, la cual adema´s ad-
mite una estructura de esp´ın SL(2,C).
2. Es una variedad tipo-espacio con respecto a la me´trica de Lorentz gLαβ,
36
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y asume el valor u = 1 en cualquier otro caso.
Este invariante es aditivo mo´dulo 2 bajo la unio´n disjunta de 3-variedades,
u(Σ1 ∪ Σ2) = u(Σ1) + u(Σ2) mod 2. (2.1)
Bajo la suma conexa, satisface una relacio´n similar:
u(Σ1\Σ2) = u(Σ1) + u(Σ2) mod 2. (2.2)
La definicio´n de u en te´rminos de los invariables topolo´gicos usuales de la
3-variedad viene dada por
u = dimZ2(H0(Σ; Z2)⊕H1(Σ; Z2)) mod 2, (2.3)
en donde H0(Σ; Z2) y H1(Σ; Z2) son los grupos de homolog´ıa de orden ce-
ro y primer orden respectivamente para la variedad Σ con coeficientes en
Z2. En esta expresio´n, el invariante dimZ2H0(Σ; Z2) cuenta el nu´mero de
componentes conexas mo´dulo 2. Al invariante final u se le conoce como la
semi-caracter´ıstica de Kervaire mod 2.
Este invariante se aplica, en primera instancia a el caso donde las secciones
espaciales de la variedad M sean cerradas, aunque se pueden extender los
resultados a casos donde las secciones espaciales Σ de M tal vez no sean
compactas pero cuyo cambio de topolog´ıa ocurre en una regio´n compacta
limitada por una regio´n tubular de tipo-tiempo1. Tales variedades se pueden
1En una variedad Lorentziana diferenciable, se llama curva cerrada de tipo tiempo o
curva temporal cerrada (closed timelike curve, o abreviadamente CTC, en ingle´s) a la
l´ınea geode´sica que regresa al mismo punto del que partio´ para diferentes valores de un
para´metro real identificado como tiempo.
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obtener de las consideradas en primer lugar mediante la eliminacio´n de una
regio´n tubular alrededor de una curva de tipo-tiempo.
La regla de seleccio´n explicada en este trabajo so´lo se aplica si se toma en
todas partes una me´trica de Lorentz no singular. Si se pasa a una me´trica de
Riemann o si uno adopta un campo de tetradas como la variable principal
y permite que las componentes de la tetrada se vuelvan linealmente depen-
dientes en algunos puntos en la variedad M , entonces la regla de seleccio´n
no se aplicar´ıa necesariamente.
Como se explico´ en los pa´rrafos anteriores, el invariante u en su defini-
cio´n utiliza conceptos de topolog´ıa algebraica. Con el objetivo de entender
la definicio´n y la posterior extensio´n de u al caso de una variedad no del
tipo-espacio, es necesario definir claramente algunos conceptos que no se in-
cluyeron en el primer cap´ıtulo para resaltar su importancia en la definicio´n
del invariante u.
2.2. Cobordismo de esp´ın y Cobordismo de Lo-
rentz
Se ha probado que toda 3-variedad orientable y cerrada admite una estruc-
tura spin(3) ≡ SU(2). Si la 3-variedad no es simplemente conexa entonces
la estructura de esp´ın no es u´nica.
El conjunto de estructuras de esp´ın esta´ en correspondencia 1 − 1 con ele-
mentos de H1(Σ;Z2) el primer grupo de cohomolog´ıa de la 3-variedad ( en
el caso orientable y cerrado) Σ con coeficientes en Z2.
Dada un 3-variedad orientable y cerrada Σ se puede encontrar siempre un
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cobordismo de esp´ın, el cual se define por la existencia de una 4-variedad
orientable y compacta M con frontera ∂M = Σ. Se debe adema´s cumplir que
M admita una estructura spin(4) ≡ SU(2) × SU(2) la cual, al restringirse
sobre Σ debe coincidir con alguna de sus estructuras de esp´ın.
Una 3-variedad Σ se dice que admite un cobordismo de Lorentz, si se puede
encontrar una 4-variedad compacta M cuyo l´ımite ∂M = Σ, junto con una
me´trica lorentziana no-singular en todas partes con respecto a la cual el
borde Σ es una regio´n de tipo-espacio.
Una condicio´n necesaria y suficiente para la existencia de un cobordismo de
Lorentz es que la variedad M admita un campo lineal V , de forma que si
se toma un par (V,−V ) en cada punto, con V diferente de cero, e´ste sea
transversal a la frontera ∂M .
Para mostrar lo anterior, se puede usar el hecho de que cualquier variedad
compacta admite una me´trica de Riemann gRαβ. Si se tiene un campo lineal
V , entonces siempre se podra´ definir una me´trica de Lorentz gLαβ por medio
de la relacio´n:
gLαβ = gRαβ − 2V αV β/(gRαβV αV β). (2.4)
Visto de otra forma, tambie´n se puede tomar primero una me´trica de Lorentz
gLαβ, la cual se puede diagonalizar con respecto a la me´trica de Riemann g
R
αβ
y escoger a V como el vector propio con valor propio negativo. El resultado
sera´ una me´trica de Lorentz gLαβ orientable en el tiempo, si y solo si se puede
escoger un signo u´nico en V para toda la variedad.
Teniendo ya construido el cobordismo de Lorentz orientable en el tiempo, los
componentes de la frontera se encuentran ya sea en el pasado o en el futuro.
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Por lo tanto, se podr´ıa pensar que en la especificacio´n de los datos en la
frontera para un cobordismo de Lorentz, se deber´ıa incluir la informacio´n
de cua´les componentes conexos estan en el futuro y cua´les en el pasado. Sin
embargo, esto no es necesario, ya que no es dif´ıcil demostrar que dado un
cobordismo de Lorentz orientable en el tiempo para el que un componente
en particular se encuentra por ejemplo, en el futuro, se puede construir otro
cobordismo de Lorentz para el cual esta componente se encuentra en el
pasado, y las componentes restantes son como estaban en el primer caso.
Una forma de mostrar esta construccio´n es la siguiente:
Sea Σ la componente que se quiere cambiar. Considerese el producto de la
me´trica de Riemann Σ × I, donde I es el intervalo cerrado −1 ≤ t ≤ 1.
Ahora, en virtud de ser una 3-variedad cerrada orientable, ella admite un
campo de vectores U no nulos, los cuales al normalizarse tienen unidad de
longitud con respecto a la me´trica en Σ. Para imponer sobre Σ × I una
me´trica de Lorentz orientable en el tiempo, podemos escoger como campo
vectorial no nulo y unitario de tipo tiempo a V :
V = a(t)
∂
∂t
+ b(t)U, (2.5)
donde a2 + b2 = 1 y a(t) va suavemente de −1 en t = −1 hasta +1 en
t = 1. As´ı, V esta´ dirigido hacia afuera en las dos componentes fronterizas.
Es posible entonces tomar una copia de Σ× I con esta me´trica o la misma
con el tiempo invertido, e imponerla sobre el cobordismo de Lorentz dado
e invertir la direccio´n del tiempo en la componente de la frontera deseada.
Se tendra´ que verificar la continuidad de la me´trica, pero esto siempre sera´
posible. De esta forma se muestra que los datos de ubicacio´n temporal de
las componentes de la frontera son triviales: se pueden considerar o bien en
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el pasado o bien en el futuro.
2.2.1. Cobordismo de Lorentz no implica estructura de esp´ın.
Si una variedad de Lorentz admite una estructura de esp´ın SL(2,C), debe
ser orientable, orientable en el tiempo y adema´s admitir una estructura
Spin(4). Por ejemplo, dado que cualquier 3-variedad orientable y cerrada
admite una estructura de esp´ın, la me´trica producto que invierte el tiempo
construida anteriormente, admite una estructura SL(2,C).
Para mostrar que no siempre es posible definir esta estructura de esp´ın del
tipo SL(2,C), se construye el siguiente ejemplo, en el cual el obsta´culo que
aparece se debe a la falta de orientabilidad en el tiempo.
Sea Σ una 3-variedad de Riemann cerrada, orientable y la cual admite una
involucio´n libre Γ la cual es una isometr´ıa de me´trica en Σ. Un cobordismo
de Lorentz para Σ se obtiene tomando Σ× I como antes, pero ahora con la
me´trica producto Lorentziana, esto es, con a = 1 y b = 0. A continuacio´n se
identifican puntos bajo la accio´n del grupo libre Z2, el cual es la composicio´n
de la involucio´n de Γ actuando en Σ y de la inversio´n a la coordenada del
tiempo t en el intervalo I, −1 ≤ t ≤ 1. Dado que su doble cubierta no tiene
curvas de tipo-tiempo cerradas, el espacio identificado tampoco las tiene.
Puede ser que dos puntos xα y x′α estando en la curva tipo-tiempo γ en
Σ × I sean ima´genes de uno con otro, bajo la involucio´n Γ. En el espacio
identificado Σ × I/Γ la curva tipo-tiempo γ se intersectara´ as´ı misma. De
cualquier forma, los dos vectores tangentes al punto identificado se definen
para diferentes valores del para´metro tiempo en ese punto. Por lo tanto, un
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punto movie´ndose a lo largo de tal curva puede establecerse en el futuro, y
subsecuentemente volver del futuro o viceversa. Esto no sucede de la misma
forma en una curva tipo-tiempo cerrada, porque para tal curva, los dos
vectores tangentes estar´ıan definidos para un mismo valor del para´metro
tiempo en ese punto. En este ejemplo, entonces, al existir dos valores posibles
de t para un mismo punto, se pierde la orientabilidad temporal y por tanto
la posibilidad de imponer una estructura de esp´ın.
Existe otro caso especial cuando Σ es la 3-esfera esta´ndar y la involucio´n Γ
es el mapa antipodal. En este caso y por el me´todo anterior, se obtiene un
cobordismo de Lorentz para una u´nica variedad S3. Sin embargo resultara´
imposible imponer una estructura de esp´ın en esta variedad 2. Para entender
la razo´n por la cual no se puede tener la estructura de esp´ın, se deben
recordar varios resultados.
Teorema de Hopf
Una condicio´n necesaria y suficiente para la existencia de un campo trans-
versal al borde ∂M de una variedad compacta M es, por el teorema de Hopf,
un valor cero para la caracter´ıstica de Euler X (M). Dado un cobordismo
orientado M de Σ, se puede obtener otro cobordismo tomando la suma co-
nexa de M y una 4-variedad compacta sin borde. Bajo la suma conexa de
4-variedades, la caracter´ıstica de Euler obedece a la ecuacio´n
2Si se modifica la me´trica producto anteriormente usada al adicionar un factor de
escala multiplicativo a Σ , que no es otra cosa que una funcio´n del tiempo diferente de
cero, se obtiene la me´trica Friedman-Lemaitre-Robertson-Walker. Esto se conoce como “la
interpretacio´n el´ıptica”.
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X (M1\M2) = X (M1) + X (M2)− 2 (2.6)
As´ı, podemos aumentar la caracter´ıstica de Euler en dos tomando la suma
conexa con S2 × S2, por ejemplo, y disminuirla en dos tomando la suma
conexa con S1×S3. Por lo tanto, si se empieza con un cobordismo de esp´ın
para el cual la caracter´ıstica de Euler es par, a trave´s de la suma conexa, se
puede obtener un cobordismo de esp´ın orientable con caracter´ıstica de Euler
cero y por lo tanto un cobordismo de esp´ın y de Lorentz.
Por otro lado, si el cobordismo de esp´ın inicial ten´ıa una caracter´ıstica de
Euler impar, para llevar esta a cero, se deber´ıan realizar sumas conexas
con 4-variedades cerradas con caracter´ıstica de Euler impar, con el fin de
obtener un cobordismo de Lorentz. Ejemplos de estas variedades son CP2
y RP4 las cuales tienen caracter´ıstica de Euler 3 y 1 respectivamente. Sin
embargo estos ejemplos de variedades no son u´tiles para obtener finalmente
un cobordismo de Lorentz puesto que la primera no posee una estructura
de esp´ın y la segunda no es orientable. De hecho, es un resultado general
que ninguna 4-variedad cerrada con estructura de esp´ın puede tener una
caracter´ıstica de Euler impar y aunque la tuviera, no ser´ıa posible, tomando
sumas conexas, encontrar un cobordismo de esp´ın y de Lorentz pues se
tendr´ıan el mismo tipo de problemas que con los dos ejemplos del pa´rrafo
anterior.
Dualidad de Poincare´
Para mostrar que una 4-variedad cerrada y orientable tiene una caracter´ısti-
ca de Euler par, se usa la relacio´n (aqu´ı se ha hecho uso de la dualidad de
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Poincare´):
X = 2− 2b1 + b+2 + b−2 (2.7)
donde b1 es el primer nu´mero de Betti y b
+
2 y b
−
2 son las dimensiones de
los espacios armo´nicos de 2-formas las cuales son autodual y anti-autodual
respectivamente.
Por otro lado, del teorema de Atiyah-Singer, el ı´ndice del operador de Dirac
con respecto a todas las me´tricas de Riemann en una 4-variedad cerrada
esta dado por
ı´ndice(Dirac) = (b+2 + b
−
2 )/8 (2.8)
Es conocido que el ı´ndice del operador de Dirac es siempre un nu´mero entero,
y au´n ma´s, en el caso de una 4-variedad cerrada, siempre es un entero par.
Juntando las dos u´ltimas relaciones, se deduce que para una 4-variedad con
estructura de esp´ın, X debe ser par.
Ejemplos del ca´lculo de u(Σ)
Los resultados anteriores, sugieren pero no prueban, que la caracter´ıstica
de Euler de cualquier cobordismo de esp´ın para una 3-variedad cerrada Σ
es una propiedad so´lo de Σ. De ah´ı que sea proponga la identificacio´n del
invariante u(Σ) con la caracter´ıstica de Euler mod 2 de cualquier cobordismo
de esp´ın de Σ.
Con el fin de justificar esta u´ltima proposicio´n, se evaluara´ u(Σ) para algunas
3-variedades.
Suponiendo que existe un un cobordismo de esp´ın y de Lorentz M para S3.
Entonces se podr´ıa pegar M por medio de S3 con una 4-bola, B4. La carac-
ter´ıstica de Euler de la variedad cerrada resultante ser´ıa la caracter´ıstica de
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M , la cual es cero, ma´s la caracter´ıstica de Euler para la 4-bola, la cual es
uno. Dejando como resultado que aunque la estructura de esp´ın inducida en
el borde se pudiese extender hasta el interior de la 4-bola se llegar´ıa a una
contradiccio´n, pues tendr´ıamos una variedad con estructura de esp´ın pero
con caracter´ıstica de Euler impar.
La misma contradiccio´n se producir´ıa si se toma la unio´n disjunta de un
nu´mero impar de S3. En cambio, si se toma la unio´n disjunta de un nu´mero
par de S3 se puede construir un cobordismo de esp´ın y de Lorentz, pues en
este caso el nu´mero de Euler ser´ıa par.
En otras palabras, este ejemplo muestra que s´ı existe un cobordismo de
esp´ın y de Lorentz para el caso en el que se tienen, por ejemplo, dos S3 en
el pasado y dos en el futuro.
Como otro ejemplo se puede tomar Σ = S1 × S2 como el borde de S1 ×B3,
donde B3 es la 3-bola y similar al ejemplo anterior, se puede llenar Σ con
S1 ×B3.
Existen dos posibles estructuras de esp´ın a tener en cuenta, pero en ambos
casos se extienden hacia el interior y se obtiene un cobordismo de esp´ın con
caracter´ıstica de Euler cero. A partir de la me´trica de Riemann en S1 ×B3
se puede encontrar un campo vectorial unitario V diferente de cero en todo
lugar y dirigido hacia afuera de la frontera: se toma una combinacio´n lineal
del campo vectorial radial sobre la 3-bola y el campo vectorial circular usual
sobre el c´ırculo S1 con coeficientes dependientes del radio de tal manera que
el coeficiente del campo vectorial radial sea cero en el origen de la 3-bola y
el coeficiente del campo vectorial circular en el borde de la 3-bola sea cero.
Esta construccio´n genera una variedad que contiene curvas de tipo-tiempo
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cerradas pero es un cobordismo de esp´ın y de Lorentz va´lido.
Estos ejemplos muestran que el invariante u(Σ) esta´ bien definido y que bajo
la unio´n disjunta y la suma conexa de 3-variedades, tiene el comportamiento
previsto, siempre y cuando se fije una estructura de esp´ın en el borde.
Sin embargo, es posible mostrar que la definicio´n de u(Σ) es independiente
en la eleccio´n de la estructura de esp´ın en el borde. Para hacerlo, es necesario
usar algunos resultados de la teor´ıa de la Cohomolog´ıa Z2.
2.3. La caracter´ıstica de Euler y la semi-caracter´ısti-
ca de Kervaire
Un primer resultado de la cohomolog´ıa, es la existencia de una secuencia
exacta de homomorfismos entre grupos de cohomolog´ıa en el caso de un
cobordismo orientable M de una 3-variedad orientable y cerrada Σ. En esta
secuencia, el grupo coeficiente es Z2:
0 → H0(M)→ H0(Σ)→ H1(M,Σ)→ (2.9)
→ H1(M)→ H1(Σ)→ H2(M,Σ)→ H2(M)→ ... (2.10)
Definiendo W como la imagen de H2(M,Σ) en H2(M) bajo el u´ltimo ho-
momorfismo, y usando la dualidad de Lefshetz-Poincare´ entre los grupos
de cohomolog´ıa relativa y homolog´ıa absoluta junto con el hecho de que la
variedad compacta M es conexa, se obtiene la siguiente secuencia exacta:
0→ Z2 → H0(Σ)→ H3(M)→ H1(M)→ H1(Σ)→ H2(M)→W → 0.
(2.11)
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En virtud de la exactitud, la suma alternada de los rangos, o equivalente-
mente las dimensiones de estos espacios vectoriales sobre Z2, debe ser cero.
Pero, la caracter´ıstica de Euler X esta´ dada por:
X =
i=4∑
i=0
(−1)idimHi(M ; Z2) (2.12)
mientras que la semi-caracter´ıstica de Kervaire s(Σ) sobre Z2 esta´ dada por:
s(Σ) = dimH0(Σ; Z2) + dimH
1(Σ; Z2). (2.13)
Si las dimensiones se toman mo´dulo 2 se pueden invertir los signos en estas
expresiones para obtener la relacio´n:
X (M)− s(Σ) = dim W mod 2. (2.14)
Hasta aqu´ı no se ha hecho uso de la condicio´n que la 4-variedad M compacta
es una variedad de esp´ın. Para ello, conside´rese el producto ∪ el cual produce
la aplicacio´n:
H2(M,Σ)×H2(M)→ H4(M). (2.15)
Para una 4-variedad conexa compacta H4(M ; Z2) ≡ Z2, por lo que el pro-
ducto cup proporciona una forma bilineal Q con valores en Z2 bien definida
sobre la imagen de H2(M,Σ) en H2(M) y bajo el homomorfismo usado an-
teriormente. En otras palabras Q es no-degenerada en el espacio vectorial
W .3
La obstruccio´n a la existencia de una estructura de esp´ın, la segunda clase
de Stiefel-Whitney w2 ∈ H2(M ; Z2), se caracteriza por:
w2 ∪ x = x ∪ x ∀x ∈ H2(M ; Z2). (2.16)
3Una forma bilineal sime´trica Q en un espacio vectorial W es no-degenerada si y solo
si Q(x, y) = 0 ∀x ∈W → y = 0.
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As´ı, si M es una variedad de esp´ın w2 debe ser cero y por lo tanto,
Q(x, x) = x ∪ x = 0 ∀x ∈ H2(M ; Z2). (2.17)
Ahora sobre Z2, una forma bilineal sime´trica que se anula en la diagonal
es lo mismo que una forma bilineal anti-sime´trica. Pero una forma bilineal
anti-sime´trica sobre cualquier campo debe tener rango par y puesto que Q es
no-degenerada, esto implica que la dimensio´n de W debe ser par. En efecto,
se puede identificar la dimensio´n de W mo´dulo dos como la segunda clase
de Stiefel-Whitney en esta situacio´n. Se puede concluir entonces que para
un cobordismo de esp´ın orientable
X (M) = s(Σ) mod 2 (2.18)
y por lo tanto
u(Σ) = s(Σ) mod 2. (2.19)
As´ı por ejemplo, u(RP3) = 0, ya que es conexo y H1(RP
3; Z) = Z2
Las propiedades del invariante u(Σ) de G. y H.[4] bajo la unio´n disjunta y la
suma conexa se pueden deducir directamente a partir del comportamiento
de los grupos de homolog´ıa bajo estas operaciones.
Cap´ıtulo 3
Variedades tipo-tiempo
En este cap´ıtulo, se estudiara´n las condiciones bajo las cuales el invariante
u(Σ) se define cuando ∂M = Σ es una 3-variedad no necesariamente tipo-
espacio. Pueden darse dos posibilidades extra: que la variedad sea toda tipo-
tiempo o que sea so´lo en parte tipo-tiempo. Para estos dos casos se vera´ como
el invariante u (modificado) seguira´ midiendo la posibilidad de conservar una
estructura de esp´ın para Σ ante una variacio´n en la topolog´ıa de la misma.
Se introducira´ una modificacio´n al invariante u de tal forma que si un cam-
bio de topolog´ıa espacial es mediado por una variedad con una me´trica de
Lorentz no singular en todas partes la cual admita una estructura de esp´ın,
entonces la suma de la semi caracter´ıstica de Kervaire ma´s el nu´mero de
torcedura de la me´trica de Lorentz sera´ 0−mod 2.
En el cap´ıtulo anterior se definio´ la regla de seleccio´n que rige los cambios de
topolog´ıa en el caso en que la variedad M posea una me´trica no singular en
todo punto gL. Se asumio´ que (i) M es compacta, (ii) (M, gL) es orientable
y tiempo-orientable, y (iii) Σ es de tipo-espacio.
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Uno de los propo´sitos de este cap´ıtulo es mostrar co´mo se puede relajar
la hipo´tesis (iii) y considerar bordes Σ generales que puedan ser en parte de
tipo-espacio y en parte de tipo-tiempo.
3.1. Nu´mero de torcedura
Suponiendo que la variedad borde Σ este formada por diferentes compo-
nentes, cada componente conexo Σa es a su vez una 3-variedad orientable,
conexa y cerrada a la cual se le puede asociar un valor entero invariante
denominado torcedura de (Σa, gL). E´ste mide en te´rminos generales, cua´ntas
veces el cono de luz de la me´trica gL se re-orienta en Σa. Este invariante ori-
ginalmente introducido por Finkelstein y Misner [24], es llamado el nu´mero
de torcedura de la componente Σa.
Para definir el nu´mero de torcedura, es preciso dotar a M con una me´tri-
ca Riemaniana auxiliar gR. Luego, es necesario diagonalizar la me´trica de
Lorentz con respecto a gR en cada punto de M .
El vector propio con valor propio negativo define un campo lineal (V,−V ).
Si gL es tiempo-orientable la ambiguedad en el signo ±1 puede diferenciarse
y V se puede normalizar con respecto a la me´trica de Riemann gR para as´ı
obtener un vector unitario que no se anula en toda M . En otras palabras, se
obtiene una seccio´n global del haz esfe´rico S(M) de 4-vectores unitarios sobre
M . Es posible efectuar un pullback del fibrado S(M) a cualquier componente
conexo del borde Σa para obtener un haz 6-dimensional S(Σa) cuya fibra es
S3.
El fibrado S(Σa) tiene dos secciones globales: una generada por el campo
vectorial unitario V y otra proporcionada por la normal unitaria n al compo-
nente fronterizo Σa y la cual esta´ orientada hacia el interior de la variedad.
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Al igual que con V , la normal n esta´ normalizada usando la me´trica Rie-
manniana gR. Estas dos secciones son subvariedades tres dimensionales de la
6-variedad S(Σa) y se intersectara´n en un cierto nu´mero de puntos aislados
pi.
A estos puntos pueden asigna´rseles un signo, ±1, as´ı: Ya que S(Σa) es orien-
table, lo son tambie´n las dos secciones globales. Si la orientacio´n de S(Σa) en
el punto pi coincide con el producto de las orientaciones de las dos secciones
globales, entonces se asigna a el punto pi el valor +1. Se asignara´ −1 en
caso contrario. El nu´mero de torcedura (o kink en ingle´s) (Σa, gL), estara´
definido como la suma de los nu´meros asignados a los puntos pi respetando
su signo.
Finkelstein y Misner [24] dieron una definicio´n diferente pero equivalente
al nu´mero de torcedura. En el contexto trabajado, que es ligeramente di-
ferente al de ellos, su definicio´n equivale a encontrar una base para una
vecindad collar de la componente Σa de la forma (n, ei) donde ei, i = 1, 2, 3,
es una base de Σa ( Σa es 3-dimensional y tal construccio´n siempre existe).
Las componentes V a del campo vectorial V ,
V = V 0n+ V ei, (3.1)
con
(V 0)2 + V 1V i = 1, (3.2)
definen una aplicacio´n f : Σ→ S3 en donde el nu´mero de torcedura se define
como el grado de esta aplicacio´n.
Es posible contar el grado mirando el nu´mero de ima´genes inversas de un
punto q ∈ S3. Escogiendo para q el punto (1, 0) se observa que la definicio´n
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de Finkelstein y Misner esta de acuerdo a los resultados presentados ante-
riormente. Adema´s, se ve que el nu´mero de torcedura es independiente de
la eleccio´n de la base {ei}.
Ya que el espacio de las me´tricas Riemannianas sobre M es topolo´gicamente
trivial, es tambie´n independiente de la eleccio´n de la me´trica de Riemann
auxiliar gR y depende solo de la me´trica de Lorentz gL.
Se puede extender la definicio´n del nu´mero de torcedura a cualquier hi-
persuperficie tres dimensional, cerrada, orientable Σ dentro de M , con la
condicio´n de que Σ posea una direccio´n para su vector normal n. El nu´mero
de torcedura, kink(Σ; gL) depende de esta escogencia. Al invertir el vector
normal, se invierte el signo del nu´mero de torcedura.
Si el componente de la frontera Σ es todo tipo-espacio o tipo-tiempo en-
tonces el nu´mero de torcedura es cero. Un ejemplo de un borde con nu´mero
de torcedura diferente de cero se da considerando una 4-bola unitaria B4 en
la variedad plana de Minkowski. Si (t, x) son un conjunto de coordenadas
no-aceleradas, la bola esta dada por
t2 + x2 ≤ 1 (3.3)
con frontera
t2 + x2 = 1. (3.4)
Escogiendo V = ∂/∂t se deduce que el nu´mero de torcedura es uno.
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3.2. Teorema de Hopf para variedades con borde
La generalizacio´n del teorema de Hopf para campos vectoriales no nulos y
en variedades con borde se puede escribir como [25]:
χ(M) = kink(Σ, V ) (3.5)
donde el lado izquierdo de la ecuacio´n es la suma de los nu´meros de torce-
dura para cada componente Σa.
Combinando los resultados de la ecuacio´n 3.5 con las definiciones del cap´ıtulo
anterior para una variedad M con estructura de esp´ın se obtiene la gene-
ralizacio´n de la regla de seleccio´n: Para cualquier 4-variedad M admitiendo
una estructura de esp´ın SL(2, C),
χ(M) = dimZ2 [H0(Σ; Z2) +H1(Σ; Z2)] = kink(Σ, gL) mod 2. (3.6)
O en te´rminos del invariante s(Σ) definido en el cap´ıtulo 2:
χ(M) = s(Σ) mod 2 = kink(Σ, gL) mod 2, (3.7)
por lo tanto, se puede redefinir el invariante u incluyendo el efecto del nu´mero
de torcerdura a trave´s de
χ(M) = u(Σ) = (s(Σ)− kink(Σ, gL)) mod 2. (3.8)
As´ı, por ejemplo, si Σ = S3 unionsq S1 × S2, donde unionsq es la unio´n disjunta, el lado
izquierdo de 3.8 es 1.
Este ejemplo implica que no se podr´ıa crear un agujero de gusano en una
variedad S3 si ambas componentes de la frontera son de tipo-espacio. Sin
embargo, se puede crear un agujero de gusano si se crea tambie´n una torce-
dura. Es el nu´mero de agujeros de gusano ma´s el nu´mero de torceduras el
que se conserva en mo´dulo 2 para este caso general.
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Otro ejemplo, en el que ni S3 ni las componentes S1×S3 son de tipo espacio,
se obtiene al considerar los puntos internos a una 4-bola unitaria definida
en una variedad plana de Minkowski segu´n la ecuacio´n 3.3. Estos puntos,
adema´s, se encuentran fuera de un espacio S2×B2 situado en el interior de
B4 y dado por, (
|x| − 1
2
)2
+ t2 ≥ 1
8
(3.9)
El borde de M consiste de la esfera S3, que satisface 3.4, mas el producto
S1 × S2 para el cual (
|x| − 1
2
)2
+ t2 =
1
8
. (3.10)
Se puede calcular a trave´s de la ecuacio´n 3.6 que M tiene caracter´ıstica
de Euler −1. La S3 externa, tiene nu´mero de torcedura +1 y el S2 × B2
interno tiene nu´mero de torcedura −2. Puesto que M es un subconjunto
de la variedad de Minkowski, se deduce que hereda su estructura de esp´ın
SL(2, C).
Un segundo ejemplo viene dado por la variedad B2×S2 con un borde tipo-
espacio de topolog´ıa S1 × S2, como se describe en [26]. Eliminando una
pequen˜a 4-bola se crea otra componente del borde con topolog´ıa S3 y nu´mero
de torcedura −1. As´ı, un agujero de gusano tipo-espacio puede desaparecer
dejando un anti-kink en una variedad de topolog´ıa S3.
Otros ejemplos se pueden obtener mediante la eliminacio´n del interior de
una 4-bola unitaria, n 4-bolas disjuntas ma´s pequen˜as. Cada una de las
(n − 1)componentes de frontera con forma de 3-esfera tiene un nu´mero de
torcedura de −1. Tambie´n se podr´ıan eliminar 4-bolas pequen˜as del interior
de un subconjunto de la variedad de Minkowski localizado dentro del espacio
S1 × S2 dado por la ecuacio´n 3.10. Este subconjunto da lugar a un espacio
tiempo compacto con un borde en forma de agujero de gusano el cual posee
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un nu´mero kink +2. La topolog´ıa es B2×S2 la cual tiene una caracter´ıstica
de Euler 2. Cada bola pequen˜a eliminada genera una componente de fron-
tera S3 con nu´mero de torcedura −1, lo cual produce la disminucio´n de la
caracter´ıstica de Euler en una unidad.
Si una componente del borde es completamente de tipo-espacio, entonces el
nu´mero de torcedura debe ser cero, aunque lo contrario no es necesariamente
cierto.
Otro resultado interesante relacionado con el concepto de numero de torce-
dura es el de que si una variedad M de cuatro dimensiones, tiene un borde
de un so´lo componente y si este componente es totalmente de tipo-espacio
entonces deben existir curvas cerradas de tipo-tiempo en el interior. Este
resultado se debe a Geroch [28] y un ejemplo en donde lo anterior sucede
es el de una variedad S1 × B3 con un borde tipo-espacio con topolog´ıa de
agujero de gusano S1 × S2.
Conclusiones
En la definicio´n del invariante u(Σ) es vital la relacio´n entre los gru-
pos de cohomolog´ıa relativa y los de homolog´ıa absoluta. Esta relacio´n
descrita por la dualidad Lefshetz-Poincare´ es la que permite relacionar
la caracter´ıstica de Euler, la cual se define en te´rminos de los grupos
de homolog´ıa, con la semi-caracter´ıstica de Kervaire escrita con base
en los dos primeros grupos de cohomolog´ıa sobre Z2 de la variedad.
Por lo tanto se puede concluir que u(Σ) es simplemente la caracter´ısti-
ca de Euler calculada a trave´s de la cohomolog´ıa de la variedad 3-
dimensional.
Sin la exigencia de una estructura espinorial para la variedad 4-dimen-
sional, es decir, sin la exigencia un valor nulo para la segunda clase de
Stiefel-Whitney de la variedad, sigue existiendo una relacio´n (ec. 2.14)
entre la caracter´ıstica de Euler y la semi-caracter´ıstica de Kervaire.
Sin embargo, esta relacio´n no limitar´ıa en forma alguna los cambios
de topolog´ıa posibles para la variedad M , puesto que la caracter´ıstica
de Euler podr´ıa asumir tanto valores pares como impares. Es so´lo
debido a la necesidad de preservar una estructura espinorial durante
el proceso de cambio de topolog´ıa, que se obtiene la condicio´n de que
el invariante u debe permanecer siendo nulo despue´s del cambio.
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En la extensio´n de los resultados del cap´ıtulo dos al caso de un borde
3-dimensional tipo-tiempo, es importante notar que el concepto del
nu´mero de torcedura (kink) carece de relevancia en el resultado general
si sucede que la variedad Σ es en todo punto tipo-tiempo. Es decir,
el nu´mero de torcedura entra a hacer parte de la definicio´n de u(Σ)
solamente en los casos en los cuales Σ posea puntos tipo-tiempo y
tipo-espacio. En el caso que Σ sea totalmente tipo-tiempo, el nu´mero
de torcedura es cero. Lo anterior lleva a concluir que el cambio de
topolog´ıa en este caso general permite la creacio´n de nu´meros impares
de agujeros de gusano siempre y cuando vayan acompan˜ados de la
creacio´n de una regio´n o regiones con nu´mero de torcedura impar de
tal forma que se conserve el valor de u mo´dulo 2.
Ape´ndice
Me´trica de Lorentz
Un tensor me´trico g en un punto p ∈ M es un tensor sime´trico de rango
2 en p. As´ı, una me´trica Cr en M es un campo tensorial sime´trico Cr en
M . La me´trica g en p asigna una “magnitud”(|g(X,X)|)1/2 a cada vector
X ∈ TpM y define el “coseno del a´ngulo”
g(X,Y )
(|g(X,X) · g(Y, Y )|)1/2
entre cualquier par de vectores X,Y ∈ TpM siempre que g(X,X) ·g(Y, Y ) 6=
0; los vectores X,Y se dira´ que son ortogonales si g(X,Y ) = 0.
La signatura de g en p representada por s, es el nu´mero de valores propios
positivos de la matriz gab en p menos el nu´mero de valores propios nega-
tivos. Si g es no degenerada y continua, la signatura sera´ constante en M ;
por eleccio´n adecuada de una base Ea, las componentes de la me´trica para
cualquier punto p sera´n de la forma
gab = diag(+1,+1, ...,+1,−1, ...,−1),
con +1,+1, ...,+1 = 12(n + s) te´rminos y −1, ...,−1 = 12(n − s) te´rminos,
donde n es la dimensio´n de M .
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Una me´trica cuya signatura es n es llamada una me´trica definida positiva;
para tal me´trica, g(X,X) = 0→ X = 0, y la forma cano´nica es
gab = diag(+1,+1, ...,+1), n te´rminos.
Una me´trica cuya signatura es (n − 2) es llamada una me´trica de Lorentz;
la forma cano´nica es
gab = diag(+1,+1, ...,+1,−1), (n− 1) te´rminos.
Con una me´trica de Lorentz en M , los vectores no nulos en p pueden di-
vidirse en tres clases: un vector X ∈ TpM se dice que es de tipo tiempo,
nulo, o tipo espacio, de acuerdo a si g(X,X) es negativo, cero, o positivo,
respectivamente.
Haz Fibrado
Un haz fibrado (diferenciable) (E, pi,M,F,G) consiste de los siguientes ele-
mentos:
(i) Una variedad diferenciable E llamada el espacio total.
(ii) Una variedad diferenciable M llamada el espacio base.
(iii) Una variedad diferenciable F llamada la fibra (o fibra usual).
(iv) Una sobreyeccio´n pi : E →M llamada la proyeccio´n. La imagen inversa
pi−1(p) = Fp ∼= F es llamado la fibra en p.
(v) Un grupo de Lie G llamado el grupo estructural, el cual actua sobre
F a la izquierda.
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(vi) Un conjunto de cubiertas abiertas Ui de M con un difeomorfismo ϕi :
Ui×F → pi−1(Ui) tal que pi◦ϕ(p, f) = p. La aplicacio´n ϕi es llamada la
trivializacio´n local puesto que ϕ−1i es una aplicacio´n de pi
−1(Ui) sobre
el producto directo Ui × F .
(vii) Si escribimos ϕi(p, f) = ϕi,p(f), la aplicacio´n ϕi,p : F → Fp es un
difeomorfismo. En Ui ∩ Uj 6= 0, se requiere que tij(p) ≡ ϕ−1i,p ◦ ϕj,p :
F → F sea un elemento de G. Por tanto φi y φj esta´n relacionadas
por una aplicacio´n cont´ınua tij : Ui ∩ Uj → G segu´n:
ϕj(p, f) = ϕi(p, tij(p)f.
F F
fj
tij(p)fj
tij(p)=𝜑i,p
-1
 . 𝜑j,p
𝜑i,p
-1 𝜑j,p
-1
𝜋
p
u
Ui   ⋂Uj
Figura 3.1: En la interseccio´n Ui∩Uj , dos elementos fi, fj ∈ F son asignados
a u ∈ pi−1(p), p ∈ Ui ∩ Uj . Adema´s, estos esta´n relacionados por medio de
tij(p) como fi = tij(p)fj .
APE´NDICE 61
Las aplicaciones tij son llamadas funciones de transicio´n. Estrictamente ha-
blando, la definicio´n de un haz fibrado deber´ıa ser independiente de la cu-
bierta escogida Ui de M . En matema´ticas, esta cubierta es empleada para
definir un haz coordenado (E, pi,M,F,G, {Ui}, {ϕi}). Dos haces coordena-
dos (E, pi,M,F,G, {Ui}, {ϕi}) y (E, pi,M,F,G, {Vi}, {ψi}) se dicen que son
equivalentes si (E, pi,M,F,G, {Ui} ∪ {Vj}, {ϕi} ∪ {ψj}) es otra vez un haz
coordenado. Un haz fibrado esta definido entonces como una clase de equi-
valencias de haces coordenados. En aplicaciones de la f´ısica, sin embargo,
siempre se emplea una cubierta espec´ıfica y no se hace distincio´n entre un
haz coordenado y un haz fibrado.
Haz fibrado principal
Un haz principal tiene una fibra F la cual es ide´ntica al grupo de estructura
G. Un haz principal P
pi→ M es tambie´n denotado por P (M,G) y es a
menudo llamado un haz G sobre M .
La funcio´n de transicio´n actu´a sobre la fibra a la izquierda como antes.
Adicionalmente, tambie´n es posible definir la accio´n de G en F a la derecha.
Sea ϕi : Ui ×G→ pi−1(Ui) la trivializacio´n local dada por ϕ−1i (u) = (p, gi),
donde u ∈ pi−1(Ui) y p = pi(u). La accio´n a derecha de G en pi−1(Ui) esta´
definida por ϕ−1i (ua) = (p, gia), esto es:
ua = ϕi(p, gia)
para cualquier a ∈ G y u ∈ pi−1(p). Puesto que la accio´n a derecha conmuta
con la accio´n a izquierda, esta definicio´n es independiente de las trivializa-
ciones locales. De hecho, si p ∈ Ui ∩ Uj ,
ua = ϕj(p, gja) = ϕj(p, tij(p)gia) = ϕi(p, gia).
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p Ui
gia
gi
p
ua
u
Ui
G
ᵠi
𝝅
Figura 3.2: La accio´n a derecha de G en P.
Por tanto, la multiplicacio´n a derecha esta´ definida sin referencia a las trivia-
lizaciones locales. Esta´ denotada por P ×G→ P o tambie´n por (u, a)→ ua.
Note que pi(ua) = pi(u).
La accio´n a derecha de G en pi−1(p) es transitiva puesto que G actu´a en
G transitivamente a la derecha y Fp = pi
−1(p) es difeomorfo a G. Luego,
para cualquier u1, u2 ∈ pi−1(p) existe un elemento a de G tal que u1 = u2a.
Entonces, si pi(u) = p, podemos construir la fibra completa como pi−1(p) =
{ua|a ∈ G}. La accio´n es adema´s libre; si ua = u para algu´n u ∈ P , a
debe ser el elemento unitario e de G. De hecho, si u = ϕi(p, gi), tenemos
ϕi(p, gia) = ϕi(p, gi)a = ua = u = ϕi(p, gi). Puesto que ϕi es biyectiva,
debemos tener gia = gi, o sea que a = e.
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