ABSTRACT. We derive a hierarchical Bayesian method for identifying ellipticallyshaped regions with elevated signal levels in NDE images. We adopt a simple elliptical parametric model for the shape of the defect region and assume that the defect signals within this region are random following a truncated Gaussian distribution. Our truncated-Gaussian model ensures that the signals within the defect region are higher than the baseline level corresponding to the noise-only case. We derive a closed-form expression for the kernel of the posterior probability distribution of the location, shape, and defect-signal distribution parameters (model parameters). This result is then used to develop Markov chain Monte Carlo (MCMC) algorithms for simulating from the posterior distributions of the model parameters and defect signals. Our MCMC algorithms are applied sequentially to identify multiple potential defect regions. For each potential defect, we construct Bayesian confidence regions for the estimated parameters. Estimated Bayes factors are utilized to rank potential defects (discovered by our sequential scheme) according to goodness of fit. The performance of the proposed methods is demonstrated on experimental ultrasonic C-scan data from an inspection of a cylindrical titanium billet.
INTRODUCTION
In nondestructive evaluation (NDE) applications, defect signal typically affects multiple measurements at neighboring spatial locations and, consequently, multiple spatial measurements should be incorporated into defect identification algorithms [1] , [2] . In [1] , measurements within a sliding window are compared with a dynamically chosen threshold in order to detect potential defects in ultrasonic C scans. In [2] , we propose a parametric model for defect shape, location, and signal parameters, a hierarchical Bayesian framework and Markov chain Monte Carlo (MCMC) algorithms for estimating these parameters assuming a singe defect, and a sequential method for identifying multiple defect regions. In this paper, we adopt a truncated-Gaussian defectsignal model that is more realistic than the Gaussian signal model in [2] : it ensures that the signals at all measurement locations within the defect region are above the baseline level corresponding to noise only. We then (i) derive a closed-form expression for the kernel of the posterior probability density function (pdf) of the location, shape, and defect-signal distribution parameters (termed model parameters), (ii) utilize this closedform expression to develop efficient MCMC algorithms for simulating from the posterior distributions of the model parameters and defect signals, and (iii) apply our MCMC algorithms to identify multiple defect regions, estimate their parameters, and rank them according to goodness of fit. Remarkably, our MCMC algorithms developed herein are simpler to implement than those in [2] , even though our measurement model (described in the following section) is more complex, as well as more realistic, than that in [2] .
MEASUREMENT MODEL AND PRIOR SPECIFICATIONS
In this section, we introduce our defect location and shape models and random noise and defect-signal models. We then describe the prior model for the model parameters. Finally, we derive the kernel of the posterior pdf of the model parameters.
Parametric Model for Defect Location and Shape
We model a potential defect-signal region 1Z(z) as an ellipse (see also [2] ):
where
T is the vector of (unknown) defect location and shape parameters, 
Measurement-Error (Noise) Model
Assume that we have collected measurements y, at locations s t , i = 1, 2,... , N to t within a region of interest, where N to t denotes the total number of measurement locations within this region. Denote by J\f(x ; fj,, a) the Gaussian pdf of a random variable x with mean fj, and standard deviation a. We adopt the simple additive white Gaussian noise model for the j/jS (see also [2] ): (z) . Here, we have set the baseline signal level (corresponding to the noise-only case) to zero, which can be done without loss of generality. If the baseline level is not zero (as, e.g., in C scans), we can subtract it out from the measurements, see also the numerical examples.
Defect-Signal (Reflectivity) Model
Denote by N\{x; fj,,cr) the truncated-Gaussian pdf of a random variable x with parameters fj, and a, where the truncation is made to restrict the range of x to non-negative values:
'. denotes the indicator function and $(•) the cdf of the v '
[0, otherwise v ' standard normal random variable. Assume that the defect signals {8 t , s t € H(z)} are independent, identically distributed (i.i.d.) truncated Gaussian with unknown defectsignal distribution parameters fj, and r. Therefore, the joint pdf of the defect signals conditional on z, fj,, and r is
Note that r is a measure of defect-signal variability; if r = 0, then all 8 t within the defect region are equal to /i, where fj, > 0. The above model imposes the non-negativity constraint on the signals from the defect region. In other words, the 8 t s in the defect region are required to be higher than the zero baseline level. Define the vector of all
Prior Specifications for the Model Parameters <j>
We assume that the defect location, shape, and signal-distribution parameters are independent a priori:
and adopt simple uniform-distribution priors:
where ip MIN 
where p{<j>, 0 \ y) and p(0 \ <j>, y) follow from the measurement model described above: 1b) ], which corresponds to the Gaussian defect-signal model; note that these terms are negative for negative j/,.
BAYESIAN ANALYSIS
We now develop MCMC methods for simulating from the posterior pdfs p(<fr \ y) and p(0 | y) of the model parameters and defect signals.
Simulating the Model Parameters <j>
To draw samples from p{<j>\y), we apply a slice sampler [3] which creates an auxiliary random variable u and cycles between the following two steps:
Step 1: Draw a w 1 -*-1 from uniform(0, l(y | cj)^1')) and
Step 2: Draw a 4>^> from its prior pdf ir^icj)) subject to the indicator restriction l(y | <£(*)) >««.
Let us now introduce some commonly used terminology. If a vector <j> satisfies the indicator restriction: l(y | <fi) > u^\ we say that it is in the slice. Consequently, Step 2 is referred to as "getting a point in the slice."
Step 2 Implementation.
To get a point in the slice, we can apply a "naive" rejection method: keep drawing <^>s i.i.d. from ^^((p) until we get a <j> that is in the slice. However, "naive" rejection may be very inefficient in terms of number of trials needed to get a point in the slice. Here, we utilize a more efficient shrinkage sampling approach [3] . First, recall that the parameter space of <j> is a hyperrectangle [see (4) ], which defines the initial (largest) hyperrectangle in our shrinking scheme: 
• If T < r 1^1 ), set r L = T; else if T > r 1^1 ), set Tu = T.
• Go back to (a).
Since evaluation of the likelihood l{y\<j>) may cause a floating-point underflow, it is safer to compute the log likelihood using (7b) and modify the shrinkage sampler accordingly, see [3, Sect. 4] .
Simulating the Random Signals Oi
To draw samples from p(0\y), we utilize composition sampling based on the identity p(0 | y) = J p(0 | <p, y)p{<j> \ y) d<p: draw <p^' from p(<p \ y) as outlined in the previous section and then draw 0^> from p(0 | 4>^\ y) as follows:
• for i € TZ(z^), draw conditionally independent samples 0\ from [see also (6) and defect area are obtained by averaging the quantities 0 and defect area"-1 .
Bayes Factor for Quantifying Goodness of Fit
We adopt the Bayes factor for comparing models H 0 : fj, = 0 (defect absent) versus the alternative Hj : fj, > 0 (defect present) as a goodness-of-fit measure. This Bayes factor is simply the ratio of the marginal likelihoods under the hypotheses H 0 and Hj (respectively) and can be estimated (up to a multiplicative constant) from the MCMC samples 4>^> using the approach in [4, Ch. 5.10.1]:
where q(4>) is an arbitrary pdf having support within the support of the posterior pdf p{<j> | y). We select q(4>) to be a product of uniform pdfs: 
NUMERICAL EXAMPLES
We apply the proposed approach to experimental ultrasonic C-scan data from an inspection of a cylindrical Ti 6-4 billet, see Fig. 1 . Before analyzing the data, we divided the C-scan image into three regions of interest, as depicted in Fig. 2 . In each We perform sequential identification of the potential defects as described in [2, Sect. IV], except that here we utilize the proposed slice sampler to draw cfr' and 0^\ We have applied this sequential scheme to the three regions using 24 Markov chains (each running a slice sampler as described in this paper). For each chain, we ran 10,000 cycles of the slice sampler and utilized the last T = 2,000 samples to describe the posterior distributions p(cf) \ y) and p(0 \ y); hence, the burn-in period is to = 8,000 samples. The estimated (and sorted) Bayes factors for all 24 chains, computed using (12), are shown in Fig. 3 . Remarkably, the 17 smallest Bayes factors correspond to the chains that "discovered" the flat bottom holes (i.e. true defects) in Fig. 1. Fig. 2 shows the (overlaid) MMSE estimates 6i of the defect signals estimated from these 17 chains.
In Fig. 4 , we show approximate 90% Bayesian confidence regions for the normal-
