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Recursive prediction error parameter estimator for non-linear models
S. CHENt and S. A. BILLINGSt
A recursive prediction error parameter estimation algorithm is derived for systems
which can be represented by the NARMAX (non-linear ARMAX) model. A
convergence analysis is presented using the differential equation approach, and the
new concept of m-invertibility is introduced. The analysis shows that while a highly
non-linear process model may beused to capture the non-linearity of the system it is
advisable to fit a simple noise model. The results of applying the algorithm to both
simulated and real data are included.
I. Introduction
Recursive identification of parameters in linear models is now a well-established
field. Several methods of analysing recursive estimators have been proposed and an
elegant cohesive theory has been developed (Ljung and Soderstrom 1983).
In many practical applications, however, non-linear models may be required to
achieve an acceptable predictive accuracy. Subject to some mild assumptions the
NARMAX model (Billings and Leontaritis 1981, Leontaritis and Billings 1985) can be
used as a basis for identification of such systems, and several of the basic principles of
linear recursive identification can with obvious interpretations be applied to this
model (Billings and Leontaritis 1982, Billings and Voon 1984, Fnaiech and Ljung
1987).
In the present study a recursive prediction error estimator (RPEM) is derived for
the polynomial NARMAX model. In order to apply the differential equation
approach of convergence analysis developed by Ljung, the filter that generates the
prediction should beexponentially stable and for the NARMAX model this coincides
with the stability of the noise model. Whilst this is relatively easy to analyse when the
noise model is linear, the new concept of m-invertibility is introduced for the general
case of non-linear noise models. This leads to a convergence analysis of the RPEM for
polynomial NARMAX models and to the development of a practical rule for the
choice or noise model in non-linear system identification. The rule, which implies that
to ensure m-invertibility the noise model should not include non-linear terms in the
prediction errors, has important implications for all non-linear model fitting al-
gorithms, recursive or batch. The results represent an extension of a previous study
(Chen and Billings 1988 b), which considered non-linear output-affine models and,
which by definition was therefore restricted to the special case of noise models linear
in the prediction errors.
For notational simplicity the single ...input single-output case is studied throughout
although the results are valid for multi-input multi-output systems. The algorithms
are illustrated using both simulated and-realdata.
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