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Abstract
We consider the set of quadruples of matrices defining regular singular linear time-invariant dynamical
systems under restricted system equivalence and derive miniversal deformations from a basis of the normal
space to orbits under the Lie group action related to this equivalence relation. A lower bound and an upper
bound for the dimension of the orbits are obtained. We conclude with examples and further comments about
genericity.
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1. Introduction
Singular dynamical systems (also called descriptor systems, or differential–algebraic equa-
tions) appear in a number of scientific and engineering applications. The study of singular systems
began at the end of the 1970s. Linear time-invariant singular systems may be described by{
Ex˙(t) = Ax(t) + Bu(t),
y(t) = Cx(t), (1)
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where E,A ∈Mn(C), B ∈Mn×m(C), C ∈Mp×n(C) and rk E < n. See, for example, [3] for
a complete survey on singular systems. In this book, the author introduced the restricted system
equivalence we deal with.
In Section 2, we briefly review the definition of restricted system equivalence and the Kronecker
canonical form for matrix pencils. A matrix pencil sE + A may be associated to the quadruple
(E,A,B,C) defining a singular system. The Kronecker canonical form of the matrix pencil,
sEc + Ac (see [6]) allows to choose a representative of each equivalence class. In the case where
the system is a regular one (this means that the matrix pencil sE + A is a regular matrix pencil)
matrices Ec and Ac are described.
Versal deformations of square matrices with regard to similarity were explicitly described in [1]
by Arnold. Tannenbaum generalized these geometrical techniques in [9] to the case of a complex
manifold with an equivalence relation defined by the action of a complex Lie group acting on the
manifold.
Miniversal deformations (which have as few parameters as possible) allow to compute the
dimension of the orbits and to study all the possible equivalence classes which may appear in a
neighbourhood of a given point.
Our aim is to compute the dimension of miniversal deformations in the case where the manifold
is the space of quadruples of matrices defining singular time-invariant linear systems and the
equivalence relation is the restricted system equivalence. This equivalence relation is induced by
the action of the Lie group G = Gln(C) × Gln(C) on the complex manifold of all quadruples of
matrices defining singular systems, giving rise to orbits (which are in turn also complex manifolds).
Then Arnold’s geometrical techniques may be applied.
Section 3 is devoted to the obtention of a miniversal deformation of a quadruple defining a
singular system (Theorem 1) from the characterization of the tangent and normal spaces to orbits
(Propositions 1 and 2, respectively), and its dimension is found to be equal to the dimension of
the vector subspace of solutions of a linear equations system describing the set of quadruples of
matrices in the normal space to orbits. In [5], a classical approach allows the authors to count the
dimension of the manifolds consisting of square matrices and matrix pencils with given canonical
form. In [7] a different equivalence relation on the space of quadruples of matrices representing
singular systems is considered and the dimensions of orbits are obtained. A similar analysis in our
setup is used to deduce the dimension of the orbit of a given quadruple in terms of the dimension
of the miniversal deformation (Corollary 1).
Our goal in Section 4 is to find lower and upper bounds for the dimension of the orbits
(or equivalence classes) under restricted system equivalence in the case of regular singular
systems. The upper bound is obtained from the associated vectorialized system (Proposition
4), and the lower bound from the computation of linearly independent solutions (Propo-
sition 5).
Finally, in Section 5, we further discuss about genericity. The upper bound obtained in Section
4 show that there are no orbits being an open dense set. Therefore there are no structurally
stable quadruples of matrices in the sense introduced by Willems in [10] (Proposition 6). We
show the most and least generic quadruples for families of given quadruples and we obtain,
in a similar way as in [4], in the case of distance from matrix pencils to less generic ones, a
bound for the distance from a given orbit to a less generic one using the Eckart–Young and
Mirsky theorem which can be found, for example, in [8] (Theorem 2). In [2] lower bounds are
also obtained between structurally stable quadruples and the nearest non-structurally stable one
with respect to different equivalence relations (feedback equivalence, block-similarity and left
block-similarity).
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2. Restricted system equivalence
Let us consider a linear time-invariant singular dynamical system described by{
Ex˙(t) = Ax(t) + Bu(t),
y(t) = Cx(t),
where E,A ∈ Mn(C), B ∈ Mn×m(C), C ∈ Mp×n(C) and rk E < n.
In [3] an equivalence relation in the space of quadruples of matrices defining singular linear
time-invariant dynamical systems, called “restricted system equivalence”, is considered.
Definition. (E1, A1, B1, C1), (E2, A2, B2, C2) are restricted-equivalent if, and only if, there exist
matrices P ∈ Gln(C), Q ∈ Gln(C) such that
E2 = QE1P, A2 = QA1P, B2 = QB1, C2 = C1P.
This equivalence relation may be obtained from the following elementary transformations:
(1) basis similarity for the state space: (E,A,B,C) −→ (P−1EP,P−1AP,P−1B,CP );
(2) pre-multiplication of the state equation: (E,A,B,C) −→ (QE,QA,QB,C)
for some matrices P ∈ Gln(C), Q ∈ Gln(C).
From the canonical Kronecker form of the matrix pencil sE + A (see, for instance, in [6] the
Kronecker canonical form of matrix pencils) we can deduce that any given quadruple is equivalent
to a quadruple of the form (Ec,Ac, Bc, Cc) where
Q(sE + A)P = s(QEP) + (QAP) = sEc + Ac
is the Kronecker canonical form of the given matrix pencil, Bc = QB and Cc = CP . As a
representative of the equivalence class of the quadruple (E,A,B,C) we can select (Ec,Ac, Bc,
Cc).
In the case where the system is a regular singular system (that is to say, |sE + A| = 0) the
matrices Ec and Ac are of the form
Ec =
(
In1
N
)
, Ac =
(
A1
In2
)
with N = diag(N1, . . . ,Ns), A1 = diag(J1(λ1), . . . , Jm1(λ1), . . . , J1(λr), . . . , Jmr (λr)).
Here N1, . . ., Ns are nilpotent matrices, λ1, . . . , λr denote the finite elementary divisors of
the matrix pencil sE + A and assume that J1(λi)  J2(λi)  · · ·  Jmi (λi) for 1  i  r ,
being Jj (λi) the order of the Jordan block Jj (λi).
In this case, the system is equivalent to a system⎧⎨
⎩
(
In1
N
)
x˙(t) =
(
A1
In2
)
x(t) +
(
B1
B2
)
u(t),
y(t) = (C1 C2) x(t)
with
(
B1
B2
)
= QB and (C1 C2) = CP .
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3. Miniversal deformations of quadruples
LetM = Mn(C) × Mn(C) × Mn×m(C) × Mp×n(C) be the set of all quadruples of matrices
(E,A,B,C) associated to singular linear time-invariant dynamical systems, which is a complex
2n2 + mn + np dimensional manifold.
Let G be the Lie group Gln(C) × Gln(C).
Let α be the action of the Lie group G onM,
α : G×M −→M,
((P,Q), (E,A,B,C)) −→ (QEP,QAP,QB,CP ).
It is easy to check that the orbits under the action of the Lie group G = Gln(C) × Gln(C)
acting onM coincide with the equivalence classes under restricted system equivalence.
The decomposition of the space of all quadruples of matrices into the tangent and normal
spaces allows to find a miniversal deformation of any given quadruple.
The tangent spaces to orbits consist of those quadruples which are described in next proposition.
Proposition 1. The tangent space to the orbit of a quadruple (E,A,B,C) at (E,A,B,C) is
T(E,A,B,C)O(E,A,B,C) = {(QE + EP,QA + AP,QB,CP )|P ∈ Mn(C),Q ∈ Mn(C)}.
Proof. The tangent space to the orbit of (E,A,B,C) consists of quadruples of matrices (QE +
EP,QA + AP,QB,CP ) since
((In + εQ)E(In + εP ), (In + εQ)A(In + εP ), (In + εQ)B,C(In + εP ))
= (E,A,B,C) + ε(QE + EP,QA + AP,QB,CP ) + O(ε2). 
Note that, in spite of this description, it is not so easy to determine explicitly the tangent spaces
to the orbits, not even to compute their dimension. The normal spaces to the orbits (with respect
to any Hermitian inner product inM) may be described more easily, since they can be identified
with the set of solutions of linear equations systems.
From now on, we will consider inM the Hermitian inner product:
〈(E,A,B,C), (X, Y,Z, T )〉 = tr(EXt) + tr(AY t) + tr(BZt) + tr(CT t)
We will denote by  the vector spaces isomorphism betweenM and C2n2+mn+np,
 : (E,A,B,C) −→
⎛
⎜⎜⎝
vec(Et)
vec(At)
vec(B t)
vec(Ct)
⎞
⎟⎟⎠ .
Proposition 2. Let (E,A,B,C) be a quadruple of matrices defining a singular system. Let us de-
note by T(E,A,B,C)O(E,A,B,C)⊥ the normal space to the orbit of (E,A,B,C) at (E,A,B,C),
with respect to the Hermitian inner product considered above.ThenmapsT(E,A,B,C)O(E,A,B,
C)⊥ isomorphically onto Ker M(E,A,B,C), where
M(E,A,B,C) =
(
E ⊗ In A ⊗ In B ⊗ In 0
In ⊗ Et In ⊗ At 0 In ⊗ Ct
)
.
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Proof. It follows from direct computation, taking into account the description of the tangent space
to the orbit given in Proposition 1 and the Hermitian inner product defined inM, that (X, Y, Z, T )
is an element of T(E,A,B,C)O(E,A,B,C)⊥ if, and only if,
EX
t + AY t + BZt = 0
X
t
E + Y tA + T tC = 0
}
(S).
Using the vec operator and the Kronecker product, the subspace of solutions of system (S) can be
identified with the vector subspace Ker M(E,A,B,C), with M(E,A,B,C) the matrix in the
statement above. 
The normal spaces to the orbit of a quadruple (E,A,B,C) at (E,A,B,C) and at (Ec,Ac, Bc, Cc)
are related in the following way.
Proposition 3. (X, Y, Z, T ) is a vector of the normal space to the orbit of (E,A,B,C) at
(E,A,B,C) if, and only if, ((Qt)−1X(P t)−1, (Qt)−1Y (P t)−1, (Qt)−1Z, T t(P t)−1) belongs
to the normal space to the orbit at (Ec,Ac, Bc, Cc) (with respect to the same Hermitian inner
product considered above).
Proof. The set of solutions of system (S) coincide with that of the system
Ec(P
−1XtQ−1) + Ac(P−1Y tQ−1) + Bc(ZtQ−1) = 0
(P−1XtAQ−1)Ec + (P−1Y tQ−1)Ac + (P−1T t)Cc = 0
}
and this concludes the proof. 
Basic definitions and further results of deformations and versality may be found in [1,9]. We
briefly recall these definitions, in our particular setup.
Definition. A deformation of (E,A,B,C) is a holomorphic mapping ϕ : U −→M, with U an
open neighbourhood of the origin in Cd , such that ϕ(0) = (E,A,B,C).
A deformation ϕ : U −→M of (E,A,B,C) is called versal at 0 if for any other deformation
of (E,A,B,C), ψ : V −→M, there exists an open set V ′ ⊆ V with 0 ∈ V ′, a holomorphic map-
ping β : V ′ −→ U with β(0) = 0 and a deformation of the identity (In, In) ∈ G, θ : V ′ −→ G,
such that ψ(μ) = α(θ(μ), ϕ(β(μ))) for all μ ∈ V ′.
A versal deformation with minimum number of parametersd is called a miniversal deformation.
Concretely, we have the following implicit characterization of the miniversal deformation of
a given quadruple inM.
Theorem 1. Let {V1, . . . , Vd} be a basis of the vector subspace Ker M(E,A,B,C) and let
us consider {−1(V1), . . . ,−1(Vd)} (which is a basis of T(E,A,B,C)O(E,A,B,C)⊥). Then
the mapping ϕ(η1, . . . , ηd) −→ (E,A,B,C) + η1−1(V1) + · · · + ηd−1(Vd) is a miniversal
deformation of the quadruple (E,A,B,C).
Proof. The statement is a consequence of Arnold’s result in [1], which works in general, as
outlined in [9, p. 66]: a mapping ϕ : Cd −→M is versal at a point x ∈ Cd if, and only if, ϕ is
transversal to the orbit of ϕ(x) at x.
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Taking into account the description of the normal space to the orbit of the quadruple (E,A,B,
C) given in Proposition 2, the statement follows. 
Along the last decades, many authors have studied versal deformations, which solve the prob-
lem of finding the simplest possible canonical form to which an arbitrary family, depending
holomorphically on parameters, can be reduced by means of a mapping which also depends
holomorphically on the parameters.
In our context, this means that given a holomorphic family of quadruples of matrices,
(E(μ),A(μ), B(μ), C(μ)), associated to singular systems, the family (Ec(μ),Ac(μ), Bc(μ),
Cc(μ)) where sEc(μ) + Ac(μ) are the Kronecker canonical forms of the matrix pencils sE(μ) +
A(μ), may be a non-holomorphic family of quadruples of matrices. However, if the given family
is sufficiently close to (E,A,B,C), then it can be reduced holomorphically to the miniversal
deformation ϕ(η) = (E(η), A(η), B(η), C(η)) of the quadruple (E,A,B,C) obtained in
Theorem 1.
Versal deformations have been widely used in Systems Theory, for example in perturbation and
bifurcation theory. We will focus our attention in the dimensions of the orbits: the codimension
of an orbit is equal to the dimension of the miniversal deformation.
Corollary 1. Let d be the dimension of the vector subspace Ker M(E,A,B,C) for a given
quadruple (E,A,B,C). Then the dimension of the orbit of this quadruple is equal to 2n2 +
mn + np − d.
Proof. This is an immediate consequence of the theorem above. 
4. Bounds for the dimension of the orbits
As a consequence of the characterization in Proposition 2, we may deduce an upper bound for
the dimension of the orbits.
Proposition 4. An upper bound for the dimension of the orbits is 2n2.
Proof. Given a quadruple (E,A,B,C) ∈M, let us denote by Stab(E,A,B,C) the stabilizer of
(E,A,B,C) under the action of G. Then the dimension of the orbit of this quadruple is
dimO(E,A,B,C) = dimG− dim Stab(E,A,B,C)  dimG = 2n2. 
In the next example we show a quadruple whose orbit reaches this upper bound.
Example 1. Let us consider the quadruple (E,A,B,C) where
E =
⎛
⎝1 0 00 1 0
0 0 0
⎞
⎠ , A =
⎛
⎝1 0 00 3 0
0 0 1
⎞
⎠ , B =
⎛
⎝11
2
⎞
⎠ , C = (1 −1 12 0 1
)
.
Direct computations show that
dimO(E,A,B,C) = 18,
which is the value of 2n2.
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In the case where the quadruple defines a regular singular system, system (S) describing those
quadruples in the normal space to the orbit of the quadruple (Ec,Ac, Bc, Cc) at (Ec,Ac, Bc, Cc)
may be partitioned according to the blocks in matrices Ec, Ac, Bc and Cc yielding to the following
linear equations system
X1 + A1Y1 + B1Z1 = 0
X2 + A1Y2 + B1Z2 = 0
NX3 + Y3 + B2Z1 = 0
NX4 + Y4 + B2Z2 = 0
X1 + Y1A1 + T1C1 = 0
X2N+ Y2 + T1C2 = 0
X3 + Y3A1 + T2C1 = 0
X4N+ Y4 + T2C2 = 0
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(Sc)
and
M(Ec,Ac, Bc, Cc) = (M1(Ec,Ac, Bc, Cc)|M2(Ec,Ac, Bc, Cc))
with M1(Ec,Ac, Bc, Cc) the transpose of the matrix⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
In1 ⊗ In1 0 0 0 In1 ⊗ In1 0 0 0
0 In1 ⊗ In2 0 0 0 In1 ⊗N 0 0
0 0 Nt ⊗ In1 0 0 0 In2 ⊗ In1 0
0 0 0 Nt ⊗ In2 0 0 0 In2 ⊗N
At1 ⊗ In1 0 0 0 In1 ⊗ A1 0 0 0
0 At1 ⊗ In2 0 0 0 In1 ⊗ In2 0 0
0 0 In2 ⊗ In1 0 0 0 In2 ⊗ A1 0
0 0 0 In2 ⊗ In2 0 0 0 In2 ⊗ In2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and M2(Ec,Ac, Bc, Cc) the transpose of the matrix⎛
⎜⎜⎝
B t1 ⊗ In1 0 B t2 ⊗ In1 0 0 0 0 0
0 B t1 ⊗ In2 0 B t2 ⊗ In2 0 0 0 0
0 0 0 0 In1 ⊗ C1 In1 ⊗ C2 0 0
0 0 0 0 0 0 In2 ⊗ C1 In2 ⊗ C2
⎞
⎟⎟⎠ .
Taking into account that rk M(Ec,Ac, Bc, Cc)  rk M1(Ec,Ac, Bc, Cc), the dimension of
the vector subspace which consists of the set of solutions of system (Sc) is less or equal to the
dimension of the vector subspace consisting of the set of solutions of system (S′c):
X1 + A1Y1 = 0
X2 + A1Y2 = 0
NX3 + Y3 = 0
NX4 + Y4 = 0
X1 + Y1A1 = 0
X2N+ Y2 = 0
X3 + Y3A1 = 0
X4N+ Y4 = 0
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(S′c).
A lower bound for the dimension of the orbits may be obtained by counting the number of
linearly independent solutions of system (S′c).
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Proposition 5. A lower bound for the dimension of the orbit of a quadruple (E,A,B,C) having
(Ec,Ac, Bc, Cc) as representative element of its equivalence class, with Ec = diag(In1 ,N1, . . . ,
Ns), Ac = diag(J1(λ1), . . . , Jm1(λ1), . . . , J1(λr), . . . , Jmr (λr), In2), is
2n2 −− Υ,
where
 =
r∑
i=1
(
J1(λi) + 3J2(λi) + · · · + (2mi − 1)Jmi (λi)
)
,
Υ = (N1 + 3N2 + · · · + (2s − 1)Ns) .
Proof. System (S′c) is the combination of four subsystems:
A1Y1 − Y1A1 = 0
X1 = −A1Y1
}
(S1),
A1Y2N− Y2 = 0
X2 = −A1Y2
}
(S2),
NY3A1 − Y3 = 0
X3 = −Y3A1
}
(S3),
NX4 − X4N = 0
Y4 = −NX4
}
(S4).
The numbers of independent solutions of subsystems (S1) and (S4) are known to be
N1 =
r∑
i=1
(
J1(λi) + 3J2(λi) + · · · + (2mi − 1)Jmi (λi)
)
and
N4 = (N1 + 3N2 + · · · + (2s − 1)Ns),
respectively (see, for instance, [1]).
First equations in subsystems (S2) and (S3) consists of equations of the form
Jk(λi)Y
k
 (i)N − Y k (i) = 0, 1  i  r, 1  k  mi, 1    s,
NkY
k
 (i)J(λi) − Y k (i) = 0, 1  k  s, 1  i  r, 1    mi,
respectively.
These equations have only the trivial solution. Thus subsystems (S2) and (S3) have only the
trivial solution.
We conclude that N , the number of parameters in the solution of (S′c), is equal to
r∑
i=1
(
J1(λi) + 3J2(λi) + · · · + (2mi − 1)Jmi (λi)
)
+ (N1 + 3N2 + · · · + (2s − 1)Ns)
and a lower bound for dimO(E,A,B,C) is
2n2 −
r∑
i=1
(J1(λi) + 3J2(λi) + · · · + (2mi − 1)Jmi (λi))
−(N1 + 3N2 + · · · + (2s − 1)Ns)
and the proof is complete. 
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In the next example we show a case where the lower bound is reached.
Example 2. Let us consider the quadruple (E,A,B,C) with
E =
(
0 0
1 0
)
, A =
(
1 0
1 2
)
, B =
(
0
0
)
, C = (0 0) .
Direct computations show that the dimension of the orbit is
dimO(E,A,B,C) = 6 = 2n2 − N1
(this quadruple has no finite elementary divisors).
5. Further comments about genericity
As a consequence of Proposition 4 in the previous section, we can deduce the non-existence of
structurally stable regular singular systems under restricted equivalence, according to the notion
of structural stability as introduced by Willems in [10]. When a system is not structurally stable,
small perturbations may lead to great changes in the behaviour of the system. This is specially
important when considering families of systems depending on parameters.
First, we will recall the concept of structural stability.
Definition. If X is a topological space and ∼ is an equivalence relation defined on X, x ∈ X is
structurally stable when there exists a neighbourhood U of x such that x ∼ y for all y ∈ U.
Remark. In the case where X is a complex manifold and ∼ is the equivalence relation defined
by the action of a Lie group acting onX, giving rise to orbits which are also complex manifolds,
if we denote by O(x) the orbit of an element x ∈ X, then the following statements are equivalent:
(a) x is structurally stable,
(b) O(x) is an open submanifold,
(c) dimO(x) = dimX.
This last characterization shows that in our setup there are no structurally stable elements.
Proposition 6. There exist no structurally stable quadruples of matrices under restricted system
equivalence.
Proof. It follows from the fact that dimO(E,A,B,C)  2n2 < dimM for all quadruple (E,A,
B,C) ∈M. 
Since there are no structurally stable quadruples under restricted system equivalence, there are
no generic equivalence classes, in the sense that no equivalence class is an open dense set inM.
The most generic equivalence classes are those having dimension equal to 2n2.
Example 3. Let us consider a quadruple (E,A,B,C) where E = 0 and A is any (invertible)
matrix.
According to the bounds obtained in the previous section,
n2  dimO(E,A,B,C)  2n2.
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If C = 0, the dimension of the vector subspace of solutions of system (Sc) is
N = n2 + (m − rk B)n + np.
Therefore
dimO(E,A,B,C) = n2 + (rk B)n.
If B = 0, the dimension of the vector subspace of solutions of system (Sc) is
N = n2 + mn + n(p − rk C).
Therefore
dimO(E,A,B,C) = n2 + n(rk C).
In particular, in the case where B = 0 and C = 0, the dimension of the vector subspace of
solutions of system (Sc) is
N = n2 + mn + np.
Therefore
dimO(E,A,B,C) = n2
(which is the lower bound). These quadruples (B = 0 and C = 0) are the least generic such
quadruples.
And in the case where rk B = n or rk C = n, the dimension of the vector subspace of solutions
of system (Sc) is
N = mn + np.
Therefore
dimO(E,A,B,C) = 2n2
(which is the upper bound). These quadruples (with one of the matrices B or C having rank equal
to n) are the most generic such quadruples.
Example 4. Let us consider a quadruple (E,A,B,C)withE anilpotent matrix and rk E = n − 1.
According to the bounds obtained in the previous section,
2n2 − n  dimO(E,A,B,C)  2n2.
If B = 0 and C = 0,
N = 1 + (n − 1) + mn + np
and
dimO(E,A,B,C) = 2n2 − n
(which coincides with the value of the lower bound). These quadruples are the least generic such
quadruples.
And in the case where rk B = n or rk C = n,
dimO(E,A,B,C) = 2n2
(which coincides with the value of the upper bound). These quadruples are the most generic such
quadruples.
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For a general quadruple of matrices, we can state the following result.
Theorem 2. For any given quadruple (E,A,B,C), a lower bound on the distance to the closest
quadruple (E + E,A + A,B + B,C + C)with dimension dimO(E,A,B,C) − α,α  1,
is given by
‖(E, A, B, C)‖  1√
2n
⎛
⎝ 2n2+mn+np∑
i=dim O(E,A,B,C)−α+1
σ 2i (M(E,A,B,C))
⎞
⎠
1
2
,
where σi(M(E,A,B,C)) are the singular values of M(E,A,B,C), σi(M(E,A,B,C)) 
σi+1(M(E,A,B,C))  · · ·  0, M(E,A,B,C) is the matrix defined in Section 3 and ‖ ‖
denotes the Frobenius norm.
Proof. The Eckart–Young and Mirsky theorem (see [8]) states that the size of the smallest per-
turbation in Frobenius norm that reduces the rank in M(E,A,B,C) from r to r − α, α  1,
is ⎛
⎝ 2n2+mn+np∑
i=dim O(E,A,B,C)−α+1
σ 2i (M(E,A,B,C))
⎞
⎠
1
2
.
It is easy to check that
‖M(X, Y,Z, T )‖2  2n(‖X‖2 + ‖Y‖2 + ‖Z‖2 + ‖T ‖2) = 2n‖(X, Y, Z, T )‖2
for all quadruple (X, Y, Z, T ) ∈M. It follows that ‖(E, A, B, C)‖ must be larger or equal
to
1√
2n
‖M(E, A, B, C)‖  1√
2n
⎛
⎝ 2n2+mn+np∑
i=dim O(E,A,B,C)−α+1
σ 2i (M(E,A,B,C))
⎞
⎠
1
2
and the proof is complete. 
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