Abstract-Semantic and Sentiment analysis have received a great deal of attention over the last few years due to the important role they play in many different fields, including marketing, education, and politics. Social media has given tremendous opportunities for researchers to collect huge amount of data as input for their semantic and sentiment analysis. Using twitter API, we collected around 4.5 million Arabic tweets and used them to propose a novel automatic unsupervised approach to capture patterns of words and sentences of similar contextual semantics and sentiment in informal Arabic language at word and sentence levels. 
INTRODUCTION
The last decade has seen a huge increase in the number of internet users in Middle East. This growth has helped in enriching the amount of Arabic content on website. There are wide numbers of users that use the social networks. They use social media in order to share various kinds of resources, express their opinions, thoughts, and messages in real time [1] . Since most of users use informal Arabic in the world of social media, the task of semantic and sentiment analysis becomes more sophisticated. Different Arabic Dialects are another challenge [2] . One of the main challenges is the limited number of researches that focus on the informal Arabic sentiments analysis. This motivated us to focus on the problems that exist in the realm of informal Arabic semantic and sentiment analysis thus encouraging the researchers to participate more in this field. Sentiment analysis, also called opinion mining, is the field of study that extracts and analyzes people's opinions about products, services, individuals, event, issues, to name but a few categories [3] [4] [5] . An opinion can be a positive or negative or neutral sentiment, attitude, emotion, or appraisal. For small corpus of data, it is possible to use humans for annotation but for big data, the formulation of training and test data is very expensive and almost impossible. Although a tweet is small piece of data but to annotate them when they are millions followed by application of machine learning techniques and then analyzing classification models to understand the polarity of different words is pretty difficult and expensive job.
This work is neither related to supervised learning nor it use existing semantic resources like Arabic WordNet due to informal nature of Arabic text in tweets. The proposed approach does not depend on the syntactic structure of tweets, it extracts patterns from the contextual semantic and sentiment similarities between words in a given tweet corpus. Contextual semantics are based on the proposition that meaning can be extracted from words co-occurrences [6] . The LM model gives a probability distribution-or P(s)-over sequences of words (w i ). The goal of LM is to build a statistical model that can estimate the distribution of natural language in effective way [7] [8] . It uses a number of types of matrices, such as the unigram, bigram, and trigram. The bigram matrix is sometimes referred to as the word co-occurrence matrix [9] [10] . In this study, we use a bigram matrix method for document representation. In the bigram matrix, each row represents a word (w i ), and each column represents the first preceding word (w j ) of w i where j = i-1. Each cell gives the co-occurrence frequency (a ij ) of the word sequence w j w i in the corpus [9] [11] [12] .
The paper is organized in few sections to describe further details of the work to extract semantic and sentiments from the huge corpus of Arabic tweets. Section 2 outlines the related work done in this area. In section 3, describes the methodology of the work. In Section 4, discuss the experiments results. Finally, in the brief Section 5 we will make concluding remarks.
II. RELATED WORK
This section provides a literature review for the field of sentiment and semantic analysis, focusing mainly on informal Arabic language.
A. Sentiment analysis in informal Arabic language
Duwairi, Marji, Sha'ban, and Rushaidat look at Arabic dialects, Arabism and emoticons. At the normalization stage, they add new step, which is to convert Arabic dialect to Modern Standard Arabic (MSA) by mapping dialect words on to MSA stems. Their study applied three different classifiers: Support Vector Machines (SVM), Naive Bayes (NB), and www.ijacsa.thesai.org KNN. The accuracy of the SVM was found to be slightly lower than that of NB [13] . Both [14] and [2] have produced applications for Arabic sentiment analysis in order to classify Arabic tweets. They used the SVM and Naive Bayes classifiers, and also tried to classifiers together. Itani, Hamandi, Zantout, and Elkabani have studied the use of informal Arabic on Facebook. Their corpus contained eight different dialects; namely, Lebanese, Egyptian, Syrian, Iraqi, Libyan, Algerian, Tunisian, Sudanese, and Saudi. They built a classifier model using the Naive Bayes classifier. Accuracy was measured by comparing human and automatic classification results [15] . Other researches have focused upon the lexicon-based approach, which, typically, is used less often in Arabic sentiment analysis because of the low number of existing Arabic sentiment lexicons. The main challenge here is in building lexicons for informal words, as [1] [16] [17] and [18] . These studies encourage researchers to contribute more extensively to the field. El-Beltagy and Ali (2013) use the semantic orientation approach (SO) to determine Arabic Egyptian polarities, using two data sets: a Twitter data set and a Comments data set. The experiment showed that SO is effective, especially within the context of Twitter [16] . One of the latest sentiment analysis studies has been conducted by [17] . They analyzed three constructed lexicons, one manual and two automatic, designing a lexiconbased model for sentiment analysis. The result of performance is 74.6% is very encouraging. However, some interesting research has been undertaken that uses semantic analysis methods with the aim of improving the sentiment model. Unfortunately, in terms of our context, these studies focus on the English language. Saif, He, and Alani demonstrate the importance of using semantic features when determining the positive or negative sentiments in tweets. In their study, they used both tweet-and entity-level sentiment analysis [19] . They also propose a further study capturing the patterns of word with similar contextual semantics and sentiments in tweets [6] . [20] used a vector space model that learns word representations in order to capture semantic and sentiment words.
B. Semantic analysis in informal Arabic language
This section offers an overview of some studies that have applied semantic analysis to Arabic language data sets. The amount of Arabic language documents available online is increaseing with time. It is difficult for researchers to handle huge volumes of relevant texts documents. For this reason, Arabic document clustering is an important task for achieving perfect outcomes with Information Retrieval (IR) programs, thus satisfying a researcher's needs. Froud, Lachkar, and Ouatik have proposed a method for improving document categorization by using the topic map method, based on a method similar to document clustering. Their method was found to be quite effective for clustering documents, when compared with evaluation methods involving human beings [21] . Other study has sought to group the semantic features of Arabic web pages, clustering them based on their similarities, with the help of the Arabic VerbNet lexicon. The researchers collected a corpus from the archives of digital Arabic newspapers [22] . Other researchers propose the use of an Arabic language model for speech recognition and machine translation tasks [23] [24] . Notably, Sarikaya et al. introduced the joint morphological-lexical language model (JMLLM), which takes advantage of Arabic morphology, being designed for inflected languages in general (and Arabic in particular). They have used their system to conduct experiments into dialectal Arabic (Iraqi Arabic specifically). The results showed that JMLLM offers encouraging improvements when compared with base-line word-and morpheme-based trigram language models [23] . Latent semantic analysis (LSA) is promoted by many researchers, such as Froud, Lachkar, and Ouatik (2012), who offer an LSA method that uses a variety of distance functions and similarity measures to determine the similarities between Arabic words. Their study compares the results for the use of the model with and without stemming. It was found that stemming affects the obtained results negatively when using the LSA model [25] . The same authors also used their system to produce new results for their previous experiment by comparing stemming and light stemming. The results showed that the light stemming approach out-performed the stemming approach because the latter affects the meanings of words [26] . In the medical domain, the LSA method has been used to predict proteinprotein interaction, based on the Arabic semantic analysis model. This method was used to help the researchers understand how and why two proteins interact because protein pairs may interact if they contain similar or related Arabic words. This new method was compared with two other successful methods -namely, PPI-PS and PIPE, and higher accuracy was achieved with the new methods. This research gives insight, there-fore, into the importance of semantic analysis, as this method achieved more accurate results than other successful methods [27] .
III. METHODOLOGY
A novel approach to improve the performance measures of informal Arabic language sentiment analysis is proposed to analyze the semantics and sentiment of user-generated text at the word and sentence level. We automatically capture patterns of words of similar contextual semantics and sentiment in tweets. The proposed approach does not depend on the syntactic structure of tweets; instead, it extracts patterns from the contextual semantic and sentiment similarities among words in a given tweet corpus. Contextual semantics are based on the proposition that meaning can be extracted from words' co-occurrences. Evaluating the proposed approach by comparing the results of the proposed approach with the results of the classic bigram and LSA approach. Figure1 illustrates the semantic sentiment analysis model for informal Arabic. An overview of the framework's four stages, as depicted in Figure 1 , is presented in this section. The four stages of proposed framework are as follows: 
A. Dataset collection
As seen in Figure 1 the first step is document gathering, which is conducted in order to build a corpus. We had to collect our own specialized data (i.e., tweets generated in KSA). For this research the Twitter mircoblog is one of the best resources for collecting dataset. To collect the Arabic tweets, we used Twitter's stream API in order to avoid the problems of bias and excessive time consumption that can occur when collecting the data manually. The corpus contained 4,425,003 tweets that was saved in a database.
The data collection began on July 7, 2014. The duration of the data collection period coincided with the following events: the month of Ramadan, the FIFA World Cup, and Eid al-Fitr.
B. Pre-processing
The preprocessing stage is very important in achieving good results from text mining. In context of big data, it can also be seen as a preventive measure to handle the curse of dimensionality. Thus we created our own text preprocessing scheme to deal with informal Arabic language (i.e., Saudi dialect). The text preprocessing stage contains the following four steps:
1) Cleaning the dataset
The cleaning process is used to remove all of the following cases:
 separate any non-Arabic word followed by Arabic word by single space, for example, ‫٘ال‬ -> Noor ‫٘ال‬ Noor  separate any Arabic word followed by non-Arabic word by single space, for example, ‫ارسل‬email -> ‫ارسل‬ email  replace all URLs with the symbol URL  replace all emails with the symbol EMAIL  replace all time formats with the symbol TIME  replace all date formats with the symbol DATE  replace all numbers with the symbol NUMBER  remove repeated characters, for example, nooo-> noo  remove repeated sequences no no no no no -> no no  Separate symbol sequences, for example, ?!! -> ? ! ! We used this process for cleaning in order to reduce the corpus size and noise, while also ensuring that context of the tweet remains unchanged.
2) Normalization
The normalization process is manipulating the text to produce consistent form, by converting all the various forms of a word to a common form. Table. 1 shows the all normalization cases that we handled in study experiment. 
C. Tokenization
The tokenization process was performed for each tweet in order to divide the tweet into multiple tokens based on whitespace characters. The corpus was divided into 1,383,012 unique words.
D. Generating vocabulary
This process was used to build a list of vocabulary words that used the list of pairs (i.e., the word and its counts); the word order was arranged alphabetically. This resulted in 1,383,012 unique words. Then, to avoid out of memory problem, we reduced the vocabulary size to 13,696 words by deleting the words that appeared fewer than 400 times in the corpus, which equals 84% of the corpus. The computational and storage resources largely determined the frequency limit.
E. Document representation
In this step, these numerical data were transformed into vectors. The Bigram matrix was used to implement this task. The bigram matrix only contains numerical data. The Bigram matrix denoted by X 13696×13696 has size of 13696 ×13696. Each entry in the matrix represents the frequency (i.e., how many times w j came before w i in the corpus). Figure 2 illustrates the process. The matrix contains the co-occurrence frequency for the words before and after; if we take sequence w 2 w 1 , then word w 2 came before w 1 , and if we take sequence w 1 w 2 , then word w 1 came before w 2 . In other words, w 2 came after w 1 .
While the matrix is square, if we take the transpose of X (i.e.,X T )we will be able to determine how many times w j came after w i . Then, concatenate the two matrixes together to make a new matrix and to make each vector contain the before and after frequency value. The new matrix is X = [XX T ]. The new size is n×2m, where n = 13696 and m = 13696. www.ijacsa.thesai.org Then, used the column wise method to normalize the columns in matrix X by summing the elements in each column, i.e.
, where j is the column number. Then divide each element in the matrix with the perspective column sum, i.e.
. (Novak & Mammone, 2001) Then, the based 2 log is calculated for all elements in the matrix X, to make the data more normally distributed (Zhai, 2008) . Then, the z-score for all elements X is computed by subtracting the mean and dividing by the standard deviation. This should first by apply in the columns level and then the rows level.
Where x is referring to the score, refers to mean and refers to standard deviation.
G. Clustering Stage
After normalizing the numerical data, the words dimensions were reduced by applied K-means algorithm to categorize the words by setting k = 200. After many experiments we arrived at k=200 as the best result for word clustering to capture patterns of words of similar contextual semantics and sentiment in tweets (see section 4 to see the experiment result). Figure 3 illustrates part of bigram matrix after normalization One challenge in clustering of short text (e.g., tweets) is that exact keyword matching may not work well (Aggarwal & Zhai, 2012) .This research overcomes this challenge and extracts patterns automatically of words of similar contextual semantics and sentiment in tweets.
H. The Model Validation
This stage evaluates the model by comparing the model results with the results of the bigram model and LSA model. The bigram model used the same vocabulary size to build the matrix and also used the same normalization process. The bigram matrix denoted as matrix V with size 13696×13696. The LSA model used feature extraction TF-IDF, and set the SVD rank to used feature extraction TF-IDF, and set the SVD (singular value decomposition) rank to K = 100. We try to set the K = 200, but hardware limitation did not permit to perform experiments with this setting.
IV. EXPERIMENTS RESULTS
In this section, we will present necessary information about study experiments along with the results. The tailored bigram model [XX T ] that was discussed in previous section, was used for experiments. The words dimensions were reduced by utilizing K-means clustering to analyze the semantics and sentiments of user-generated text at word and sentence levels. The proposed method was then compared with the bigram [X] and LSA models. Overall, three types of experiments were conducted: two at the word level and one at the sentence level.
The novel approach proposed here does not depend on the syntactic structure of the tweets; rather, it extracts semantic and sentimental patterns from a given corpus of tweets.
A. Experiment A: Finding similarities between words

 Objective
The aim was to analyze the semantics and sentiments of tweets at the word level by automatically capturing words with similar semantics and sentiments.
 Method
The unlabeled dataset contained 4,425,003 tweets. A vocabulary of 13,696 tokens was generated and used to create bigram matrix denoted by X, with size = 13,696 × 27,392. www.ijacsa.thesai.org
The normalization process was then used. Then tailored bigram matrix was used to discover the most similar words to the query word by comparing between words' vector values in the matrix XX T . If words have similar vectors in a matrix, then they tend to have some relatedness. The similarity/relatedness was found by comparing between the vectors (each vector contains 27,392 features) we found the similar words to the query word by comparing which vectors are very closed to the query vectors by using square Euclidean distance function (this matrix was very huge and attempt to open it resulted in -out of memory‖ problem).
The model arranges all the vocabulary (similar words) in descending order based on similarity with query word (from word that has most highest similar to lower similar word). Then select only the most 10 similar words to make the comparison between models more easy and to make it more clear for reader.
The model was also tested by extracting some sentiment words. The proposed model revealed that words indicative of sentiment tend to have high similarity with words of the same sentiment polarity. The sentiment words do not have different context, the proposed model extract the words that have similarity in polarity or related to query word. If the query word is positive, the model extracts similar/related positive words.
 Results
The results, which were selected and analyzed at random, are shown in tables 2, 3, 4, and 5. 
LIST OF THE TEN WORDS MOST SIMILAR TO ‫/٘الي‬HELAL
The word sense is set of different meaning of the query word. In the tables 2 and 3 the number refers to how many meanings of word were discovered with respect to usage in text based on the context. In tables 4 and 5 results for sentiment are given. The sentiment words do not have different context, the proposed model extract the words that are similar in polarity or related to query word. As can be seen from Table 2 , the proposed model shows how the word ‫/٘الي‬helal can have different meanings according to the context; it can mean -crescent,‖ it can be the name of a Saudi football team, or it can be the name of a person. The word ‗‫/'٘الي‬helal has the meaning -crescent‖ and is similar to the word ‗‫/'شٙز‬month and the word ‗‫/'ست‬six, which could be denoted as -number‖ or -date.‖ Furthermore, helal, in its meaning as the name of a Saudi football team, is similar to the word ٍُ‫/سػ‬leader, which is the nickname of the team. The word ‫/اتذبد‬Etihad is also the name of a Saudi football team. In its meaning as a person's name, helal is similar to ‫/رشٍذ‬Reashed and ‫/سؼذ‬Sad, which are also people's names. The LSA model only gives one semantic context, which is the word helal meaning only -crescent.‖ In Table 3 , the proposed model shows how the word ‫/٘ذف‬goal can have different meanings according to the context; it can mean -score a goal,‖ and it can mean -aim or target.‖ Also, the proposed model extracted some informal words, such as ‫/لٛٚي‬gooal and ‫/جٛٚي‬goooal, which are similar to the word ‫/٘ذف‬goal. The LSA model only gives one semantic context, which is ‛score a goal.‖ The model was also tested by extracting some sentiment words, as shown in tables 4 and 5. The proposed model revealed that words indicative of sentiment tend to have high similarity with words of the same sentiment.
Similarly, in Table 5 , the proposed model presents the words ‫/فزح‬joy and ‫/دت‬love as being similar to the word ْ‫/دش‬sad-again, all of them have similar words that come after and before then in a sentence. The LSA extracted four words: ًّ‫/ٌىت‬Complete, ٓ‫/تسى‬Live, ‫/ثال‬Without and ‫/دٍٔب‬World were not similar to word sad.
B. Experiment B: Testing the clustering results
 Objective
The aim was to analyze the semantics of tweets at the word level by automatically capturing patterns of words with similar contextual semantics by using the proposed model (i.e., tailored bigram) which was found to have the highest performance level in the previous experiment.
 Method
The train set contained 4,425,003 tweets. A vocabulary of 13,696 tokens was generated and used to create a bigram matrix denoted by X with size = 13696×27392. K-means clustering was then used to categorize the words into k = 100; 200, and 300 clusters. then, made a comparison between k values and arrived at k = 200 as the best result for word clustering to capture patterns of words of similar contextual semantic and sentiment in tweets. Each row was called a vector, and each column was called a dimension (each representing a different semantic feature).
 Results
The results are shown in Tables 6, 7 and 8. Tables 6 to 8 give the results for the four most common dimensions for the given query words using the proposed model after reduction of the dimensions to 200 features. All these query words captured broad contextual semantic 204 | P a g e www.ijacsa.thesai.org similarities. K-means clustering was used to determine which words belonged to each cluster. Table 6 presents the top four semantic features (or dimensions) for the word ‫/٘الي‬helal. The first dimension indicates the results obtained from mining the meaning -crescent.‖ The second dimension is related to the word's meaning as a person's name, and the third dimension indicates the word's meaning as a family name. The fourth dimension is connected with the meaning of helal as the name of a Saudi football team. Table 7 presents the key semantic features of the word goal. The first dimension indicates the results obtained from mining the meaning -score a goal.‖ In the second dimension, the word indicates the names of football players, which are also in the sport domain. In the third dimension, the word gives the meaning of the -aim or target‖. The fourth dimension connects the word with its meaning in relation to the names of countries. The words and phrases goal, player, team name, and country name were all found before the word ‫سجً‬ /score, explaining why these words appeared in these particular dimensions.
In table 8 the four most common semantic features for the word dangerous are presented. The first dimension refers to the word's meaning as -wonderful‖ (i.e., positive). The second dimension is not related to the word dangerous. The third dimension indicates the first three results gave the word dangerous meaning wonderful (i.e., positive), and the last five results gave the word dangerous meaning bad (i.e., negative). The forth dimensions refers to the word's meaning as dangerous (i.e., negative).
The proposed model categorizes words together that have similar semantic features, automatically capturing the contextual patterns in tweets. If a word has multiple contextual meanings, the model uncovers these meanings, adding each word to the relevant clusters.
C. Experiment C: Finding similarities at sentence level
 Objective
The aim is to analyze the semantics and sentiments of tweets at the sentence level by automatically capturing sentences with similar semantics and sentiments. The words ‫/٘الي‬helal, ‫/>٘ذف‬goal, and sentiment word ‫/خطٍز‬Dangerous were tested in the results for the proposed model at the sentence level.
 Method
First, all the sentences in the database that contained the query words were extracted. The vector average of each sentence was then calculated using the bigram matrix X after reducing the dimensions as input in equation (2), thus giving a new matrix, V si×200. The dimensions were reduced because the bigram matrix used in calculating matrix V caused a memory problem with the computer. The reduction eliminated the problem
The five sentences that were most similar to each query sentence were tested by comparing the sentence vectors using matrix V.
 Results
The results are shown in tables 9, 10, 11, 12, 13, 14 and 15 do not live without hope nor objective, and do not say that time is always miserly; make things beautiful, received coincidence, and find joy always behind beautiful patience!!‖ ‫ثجسبطِٗوُِتزٌذِاِْتختُِوتبةِهللاِفًِرِضبْ‬ ‫دذدِ٘ذفهِٚاستؼِٓثبهللِ‬ ‫#االستؼذادٌِزِضبِْ#رِضبْ‬ -Simply how many times you want to seal the Book of Allah in Ramadan? Determine your goal and seek the help of God #prepare for Ramadan #Ramadan.‖ @ zlfayِqNUMBERmeNUMBER@ aNUMBERm@ abnazulfi@ ‫ٌٚهِاٌشىزِِِٚٓتفبػًِٚ٘ذفٕبِجٍّؼبِاٌّصٍذِٗاٌؼبِِٗدفعِهللاِ‬ ‫اٌٛطِٓٚاٌمبئٍِّٓػٍٍِِٗتٍِّٕٓاِْتذًِ٘ذِٖاٌّشىٍٗ‬ -@QNUMBERmeNUMBER @aNUMBERm @abnazulfi @zlfay and thanks to you also for how interact, and our aim of all is the public interest. God Save the homeland and those who support it and wish that interaction would solve this problem.‖ ‫صٛرِِٖؤثزِٖشبةِسٛريٌِطؼُِطفٍِِِٗٓتذتِثبةِِٕشٌٙبِ‬ ‫ثٙذفِطّبٔتٙبِ‬ ‫ٚاٌتخفٍفِػٕٙب‬ An image of an inuential young Syrian feeding a child from under the door of her home in order to reassure her and to comfort her 
-Alhlaliyn wants to boycott MBC but they cannot because they follow first Saudi channel.
The Sela company raises the number of tickets for the #Al-Helal and Arabism match today from NUMBER pm until NUMBER evening and will continue selling tickets tomorrow at King Fahd Stadium‖
-When al-Helal playing and see the whole twitter favorite is blue and the al-Helal's fans full the stadium, and see players When the day comes when I can be joyous. Tables 9 to 15 give the five most similar sentences to the given query sentences using the word representations generated by the proposed model. All these vectors capture broad semantic and indirect sentiment similarities. Table 9 gives the five sentences containing the word goal that are most similar to the query sentence where the word goal means -scored a goal.‖ Table 10 gives the five sentences containing the word goal that are most similar to the query sentence, where the word goal means -aim‖ or -target.‖ The proposed model extracts similar semantic contextual sentences that contain the word goal where it means -aim‖ or -target.‖ The results in table 8 and 9 show the two different semantic contexts for the word goal at the sentence level. Table 11 presents the five sentences containing helal that are most similar to the query sentence, where the word helal means -the name of a Saudi football team.‖ All the similar sentences contain helal where it denotes the name of a Saudi football team. Table 12 gives the sentences where helal means -the name of a person.‖ The proposed model only extracts the one sentence where helal means -a person's name‖ in the sentence context. The other similar sentences refer to helal as the name of a Saudi football team and are not similar to the query sentence. Table 13 presents the sentences where helal means -crescent.‖ Here, the model has only extracted two sentences where the word helal means -crescent;‖ the other three are examples where the word helal refers to the Saudi football team and are not similar to the query sentence. The results in table 11, 12, and 13 show the three different semantic contexts for the word helal at the sentence level. The proposed model has been used to analyze the semantics and sentiments of tweets at the sentence level, automatically capturing the patterns of sentences with similar contextual semantics and sentiments in tweets. According to the model results, the method needs to be developed further in order for more accurate results to be obtained.
V. CONCLUSION
The proposed tailored bigram model used unsupervised clustering at word and sentence level to allow semantic and sentiment categorization to take place. In the experiments, words and sentences in tweets with similar semantics and sentiments were automatically captured and grouped. The proposed model was then compared with the classic bigram and LSA models. The proposed approach was not concerned with the syntactic structure of tweets, but with the extraction of patterns in semantics and sentiments from a particular tweet corpus.
With this methodology, a huge corpus was used, no annotation processing was utilized for labels, the word order within the tweets was considered, and no filtering process was used. The filtering was used only to -clean‖ the text, thus reducing the corpus size and the noise in the text. These steps were taken to ensure that the contexts of the tweets remained unchanged. Semantic dictionaries or lexicons were not used due to their limited coverage for informal Arabic. Based on the work, we conclude that although difficult to handle, big data can help in checking almost every type of possibility of similarity/ relatedness among words. Although due to availability of limited computational resources, we used some threshold to reduce the data, but were still were able to get good results. The manual evaluations of the results need to be automated for which Arabic semantic resources should be developed.
