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ABSTRACT 
Multiprotocol Label Switching (MPLS) is the principal technology used in Service Provider 
Networks as this mechanism forwarding packet quickly. MPLS is a new way to increase the speed, 
capability and service supplying abilities for optimization of transmission resources. Service Provider 
networks use this technology to connect different remote sites. MPLS technology provides lower 
network delay, effective forwarding mechanism, ascendable and predictable performance of the 
services which makes it more appropriate for carry out real-time applications such as Voice and video. 
MPLS can be used to transport any type of data whether it is layer 2 data such as frame relay, Ethernet, 
ATM data etc. or layer 3 data such as IPV4, IPV6.  
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CHAPTER ONE 
1. Introduction 
1.1 Motivation 
Companies are in a global economy that requires the spread of information across several 
geographical areas. The possibility to exchange information among offices located apart from each 
other permits the flat operation of the company. Regional branches transparently communicate with 
their head offices regularly transmitting all kind of data. Customers usually seek for flexible, safe, 
manageable, scalable, and low-cost networking solutions that allows them to access all information 
and services provided by a company. 
Usually, companies do not have their own global communication network, but obtain communication 
services from service providers. In the past, service providers used leased lines to provide such 
network services. However, these leased lines have significant disadvantages. For instance, leased 
lines are difficult to scale when there is a large number of branches or branches expand quickly. 
Besides, leased lines are relatively expensive and difficult to manage. Leased lines were gradually 
left for other technologies, including Asynchronous Transfer Mode (ATM) and Frame Relay (FR), 
which rely on the concept of virtual circuits.  
Recently, Multi-Protocol Label Switching (MPLS) was proposed as a way to guarantee an efficient 
and scalable solution for large networks. It utilizes layer 3 routing protocols besides the widely 
obtainable layer 2 transport systems and protocols. The IETF set up the MPLS working group in 1997 
to improve a standardized approach. The objective of the MPLS working group was to standardize 
protocols which utilized Label Swapping forwarding techniques. The utilization of label swapping 
has capable advantages. It separates the routing issue from the forwarding issue. 
The key component of a MPLS network is the label switching router (LSR), which is accomplished 
of understanding and participating in IP routing, and Layer 2 switching. MPLS has supplied important 
new abilities in four areas that have ensured its popularity: QoS (Quality of Service) support, Traffic 
Engineering, Virtual Private Network, and Multiprotocol Support. 
With these new technologies, companies were able to establish Layer 3 (L3) network connections 
based on virtual circuits. However, the virtual circuits only supported point-to-point links, are difficult 
to configure and maintain. To overcome these problems, IP-based packet switching networks became 
popular. Now, IP-based networks are used almost everywhere in the world. Initially, L3VPNs (L3 
Virtual Private Networks) were the preferred choice for many service providers. However, L3VPNs 
still suffer from high operational expenses and compatibility subjects. This motivates service 
providers to look for alternative solutions to provide low-cost private network services.  
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1.2 Outcomes 
This thesis mainly compares IP networks with MPLS networks in terms of different routing protocols. 
The study will provide better understanding and learning concepts, information regarding MPLS 
importance uses and deployment for the businesses. This study will help us to develop the solid 
theoretical background for simulation projects in MPLS. 
 
The objective of this thesis is to implement, authenticate and design two different MPLS Virtual 
Private Network in two different infrastructure networks. The task included building a functioning 
MPLS Network which contains the MPLS Backbone together with a Client Edge and the Client Site 
equipment’s. The MPLS Backbone is to contain of the Provider Devices and the Provider Edge 
devices that is utilized as a connection point to the Client Edge devices.  
 
For the area between the Provider Edge and the Customer Edge, external Border Gateway Protocol 
(BGP), Open Shortest Path First (OSPF) and Routing Information Protocol (RIP) protocols are used 
and do not need any MPLS information or configuration. Then it is needed for an MPLS Layer 3 
VPN to be built above the MPLS network which is normally from the Service Provider. This Layer 
3 or Layer 2 VPNs are used to deliver and ensure connectivity between different customers in varied 
geographical locations.  
The result of the project is that after the configurations, it is possible to get a connection and achieve 
an end-to-end connectivity between the Layer3 and Layer 2 VPN´s configured on either side of the 
CE but none of the different site in different VPN able to communicate each other which is a good 
adventure of VPN for companies and it is part of security for them. This goes to prove that even 
though different entities might be using different networking equipment from various vendors, it is 
possible to make the devices communicate with or to each other and therefore provide a seamless 
flow of traffic/packets as if the same producer made them. 
 
1.3 Scope of the thesis 
This thesis has five chapters. The contributions of each chapter are summarized as follows: 
Chapter one: provides the motivation and expected outcomes.  
Chapter two: describes an overview of MPLS technology, MPLS architecture and its components.  
Chapter three: provides the detailed experimental work, network design, implementing network 
design in GNS3 emulator and explains the protocols, used by the MPLS network.  
Chapter four: reports the simulation results.  
Chapter five: concludes the work and provides recommendations for future work. 
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CHAPTER TWO 
2. State of the Art 
2.1 Technology Use Cases 
At first glance, when business is developing in a quick-moving, interconnected world. To encourage 
the sharing of ideas and speed up decision making, you have to make the latest voice and video 
applications accessible so people can communicate with each other clearly and successfully, wherever 
they are. Nevertheless with great communication power, comes great network obligation. Delays in 
transmission, unclear images and bad sound affect the user experience, making these tools less 
effective. To stay ahead of the curve, it is required the right bandwidth to support innovative 
communication tools.  
The WAN must provide voice, video, and information transport onto a single, centrally managed and 
secure infrastructure. Also, to decrease the time expected to convey new technologies that help 
developing business applications and interchanges, the WAN architecture needs a design that able to 
be adjusted easily. 
Up to recent years, clients demanded to connect remote sites or offices in locations through the 
countries were limited to the restricted WAN alternatives that service providers offered, typically 
E1/T1 or Frame Relay dedicated links. The issue with these WAN technologies is that they are 
generally difficult to manage and charging high prices, but also not very flexible, making them trouble 
for both service provider and the end customer. Worst case scenario, as the distance between the 
client’s end-points improved, consequently did the monthly bill. MPLS networks are the next-
generation of networks designed to allow clients create end-to-end circuits through any type of 
transport medium using any available WAN technology. At the beginning, VPNs were created to 
secure customer traffic across public WAN infrastructures which clients would share. And also with 
MPLS VPN, you are able to communicate quickly and securely between different sites, over a single, 
private, or even fibre-optic network.  
2.2 MPLS Overview and Architecture  
MPLS is an IP technology developed by Internet Engineering Task Force (IETF) to forwards traffic 
using labels instead of destination IP address. MPLS is a technique used by service providers to provide 
better and single network infrastructure for real-time traffic such as voice and video. The main advantage of 
utilizing MPLS is to create Virtual Private Networks. MPLS has the capacity to develop both Layer 
2 and Layer 3 MPLS VPNs. Additional advantages of MPLS are traffic engineering, utilization of 
one unified network infrastructure, optimal traffic flow and, better IP over ATM integration. MPLS 
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is the innovation utilized by all Internet Service Providers (ISPs) in their core or backbone networks 
for packet forwarding [20]. 
Packets can move independently, from the network algorithms of Interior Gateway Protocol (IGP) 
protocols, using manually configured routes. Paths built up in a MPLS network are called Label 
Switched Path (LSP). Each MPLS enabled router is called Label Switching Router (LSR). 
Redirection is typically in view of the parcel header containing the numerical estimation of the label. 
An MPLS label switch path is one-way and is within a single autonomous system (Autonomous 
System - AS) or domain. Approaches to build up MPLS LSP are:  
 Dynamically: Dynamic LSP is built up automatically by the signalling protocol. Only the 
edge router (ingress router) is set up with the data required to establish paths; 
 Statically: In this case, the administrator chooses how to forward the traffic, and what labels 
are utilized to distinguish resource distribution. Static LSPs expend less resources, do not 
require signalling protocol and don't need to store data about their state. The disadvantage is 
that it has to be done manually and errors may be done while configuring them. Additionally, 
a single device failure causes complete traffic loss. 
Any Label Switching Router (LSR) can handle the MPLS header and the actions associated. LSR can 
be of different types: input (ingress), intermediate (transit), penultimate (penultimate) or output 
(egress), as shown in Figure 1. 
 
Figure 1 - MPLS router types [20] 
 
In the LSR of type ingress the client IPv4 packet is encapsulated with an MPLS header. Packets are 
then forwarded to the egress router through the relating LSPs. Each LSP requires ingress router and 
just one router can be ingress for one LSP. 
The Transit LSR (intermediary router) is placed between the ingress LSR and the egress LSR. One 
path may contain from 0 to 253 such devices. Operations performed by the transit LSR include: 
 Reading the value of the label of a received packet; 
 Accessing the MPLS forwarding table to find the output for a given input label; 
 Label switching is utilized to forward the input label to the output label; 
 The value of the Time-To-Live (TTL) field is decremented;  
 The packet is forwarded to the next router along the path. 
 During this operation the data in the IP header is never utilized. 
The penultimate LSR is the last router before the egress LSR. Typically, its task is to remove the 
MPLS label from the data packet. This process is named penultimate hop popping. It supports 
network scalability and reduces the load on the egress router. Its tasks include: 
 Determines the next and final router; 
 Removes the stack of labels; 
 Decreases the value of the TTL field by "1"; 
 Forwards the packet based on the label. 
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The Egress LSR (output router) is the definitive router for an LSP. It gets packets from the penultimate 
node and compares the IPv4 address with its routing table. Then redirects the packet to the next hop. 
Each LSP must have egress router and only one router can be egress for a given LSP [20]. 
  
Redirection of packets in MPLS backbone network depends on the labels that are set by the LSRs. 
The designation of the MPLS labels is done manually or automatically. Nodes exchange data about 
the compliance between the labels for the set up LSPs. An MPLS label is a short fixed length 
physically set up identifier (see figure 2). 
 
 
Figure 2 - MPLS label format [20] 
 
 
2.3 Virtual Private Network  
A Virtual Private Network (VPN) is a technology that helps to create a private network across a public 
network (e.g., the Internet), collection of virtual links which logically interconnect the different 
network components over a physical network and also is a network in which information is 
transmitted using cryptographic and authentication algorithms. It is virtual since there is no real 
physical connection between the sites. A VPN uses shared public telecom infrastructure, such as the 
Internet, to provide secure access to remote offices and users in a cheaper way than an owned or 
leased line. The virtual private network is mainly used to establish connections between different 
corporate branches or remote activities when using less secure network lines. With the help of data 
encryption, a network inside the Internet, for example, can only be accessed by those who have the 
necessary addresses and passwords. 
One of the most capability of MPLS is to possibility to build Virtual Private Networks (VPNs). MPLS 
has the capability to construct both Layer 2 and Layer 3 MPLS VPNs. Both types of VPNs have their 
own merits and demerits. VPNs became popular during past two decades because of the evolution of 
related technologies. Primarily, the implementation cost of virtual networks had dropped drastically 
as a result of the availability of low-cost network equipment and communication systems [2, 9]. 
 
2.3.1 MPLS Layer 2 VPNs 
In this approach, the customer network and the service provider network are separated and no 
exchange of paths between the CE and PE routers is done. The division between the client and the 
service provider simplifies the implementation of the VPN. MPLS L2VPNs offer services to transport 
the layer-2 frames from one client site to another. This approach is completely transparent to the CE 
devices. Working with layer-2 frames allows the ISP to provide services that are independent from 
layer-3 protocols. Layer 2 VPNs requires not router equipment, and traffic is tagged with a MAC 
address instead of an IP address. Since it works at a lower layer, the latency is lower compared to a 
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layer 3 based solution. Also, it is easy to deploy since it does not require any specific configuration, 
like a device in a LAN [12]. 
As a layer 2 protocol it also has some disadvantages. Layer 2 networks are susceptible to broadcast 
storms. Services are difficult to monitor since the service provider has no visibility [23]. 
 
2.3.2 MPLS Layer 3 VPN 
A MPLS Layer 3 VPN contains a provider router, a provider edge router and a CE router. At each 
customer site, one or more CE routers connect to one or more PE routers. A client network is a 
combination of VPN sites at various geographical areas. Each VPN Site is associated with carrier 
networks through the CE router, and CE gets to PE by means of single or double connections and 
interconnects VPN sites at various areas by means of carrier networks.  
MPLS L3VPN can allocate different sites of a client to various VPNs to allocate one office to a few 
VPNs or isolate services for VPN shared to get to. Also, routing information from one customer is 
completely separated from other customers and tunnelled over the service provider MPLS network. 
MPLS L3VPN has strong client isolation flexibility to meet the prerequisites of various clients in 
flexible networking and service security. In the Layer 3, the service provider will be involved in 
routing with the customer. The customer will run appropriate IGP protocols, such as BGP, OSPF, 
EIGRP or any different routing protocol with the service provider [16].  
 
Routing scenarios can sometimes be complex, however, an any-to-any topology where any customer 
device can connect directly to the L3 MPLS VPN it is the most common case. Data is encapsulated 
with MPLS labels to ensure proper tunnelling and de-multiplexing via the core and enterprise traffic 
[2]. 
 
Figure 3 - MPLS Layer 3 VPN Component Terminology [2] 
MPLS Layer 3 VPN builds a peer-to-peer VPN with customer sites (See Figure 3). It forms Layer 3 
relations with service provider routers. Labels are added to customer IP routes when they enter from 
Customer Edge (CE) routers to Provider Edge (PE) routers. All forwarding is finished utilizing label 
switching with MPLS within service provider network and labels are removed when sending traffic 
from Provider Edge to Customer Edge routers.  
MPLS L3VPN utilizes GRE/IP tunnel and MPLS tunnel. A tunnel isolates a client route from a 
provider router. Provider router is just related to a public network route rather and not to a client 
router. Tunnel management is complex for GRE with a weak protocol support. An IP network not 
supporting MPLS can transport VPN service through a GRE/IP tunnel to avoid the upgrade to put a 
cost pressure on the whole network.  
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The purpose of a tunnel is sending information over a network from one node to another, as though 
the two nodes were directly associated. This is accomplished by encapsulating the information – an 
additional header is added to information sent by the transmitting end of the tunnel, and the 
information is sent by intermediate nodes based on this external header without looking at the contents 
of the original packet.   
 
This is illustrated in Figure 4, which shows information going from A to B being sent via a tunnel 
between X and Z. The halfway tunnel node, node Y, does not should know about the final destination 
B, but just forwards the data along the tunnel to Z. (In this scenario, X is known as the approaching 
to the tunnel and Z as the egress) [2]. 
Send to B
VPN Site 1
VPN Site 2
Figure 4 - Tunnel from X to Z 
A X Z BY
Data Send to B
Data
Send to B
Data
Send to Z
Send to B
Data
Send to Z
Tunnel from X to Z 
 
 
To build up these tunnels there are several of protocols that may be utilised, and the properties of the 
tunnel have an essential result on the general properties of the VPN utilising that tunnel [16]. 
 
MPLS Layer3 VPN has some advantages over Layer 2 and others, including address overlay, 
standard protocols to allocate labels and routes, scalable bandwidth and routing, reduced cost, 
intelligent QoS, any-to-any connectivity, support for a diversity of topologies (-mesh, P2P, Hub-
Spoke, VPN overlay and HoVPN) and high reliability. 
 
2.7 Criteria for Assessing the Suitability of VPN Solutions  
There are many various VPN technologies to choose from, and network operators need to put together 
a list of their necessities and choice a solution that meets these necessities. For a VPN user, such a 
list will typically include the following criteria.    
 VPN Service: The VPN service must match a specific sort of service demanded by the VPN 
user. Different VPN solutions supply either layer 2 or layer 3 connectivity between VPN sites.  
 Quality of Service Considerations: For the connections between VPN sites, the VPN user may 
demand a certain quality of service (QoS). If this is the case, the service provider backbone must 
support the provisioning of QoS-constrained tunnels; 
 Security: If significant or sensitive information is to be sent throughout the backbone between 
VPN sites, then the solution should support encryption, integrity checking of information in the 
VPN tunnels and authentication;   
 Capital Cost (to the VPN user): The VPN user may demand a solution which does not involve 
a costly replacement of their existing equipment. The solution should be fully possible with the 
VPN user’s existing switches and routers [12]; 
 Manageability: The VPN user will need a simple solution to minimizes and also manage the 
migration costs. Neither should the solution demand a significant overhaul of the VPN user’s 
existing network architecture. In equal, the ongoing day-to-day management should not be too 
onerous – for instance, it should be easy to add new sites to the VPN [12]. 
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CHAPTER THREE 
3.1 Network Design and Modelling 
In this chapter, I describe an Internet Service Provider (ISP) using MPLS VPNs. MPLS supplies good 
performance with its label switching method. When MPLS is used, the VPN feature allows several 
sites to interconnect transparently via a service provider's network. One service provider network can 
support several different IP VPNs. Each of these appears to its users as a private network, separate 
from all other networks. Within a VPN, each site can send IP packets to any other site in the same 
VPN. 
Each VPN is associated with one or more VPN routing and forwarding instances (VRFs). A VRF 
consists of an IP routing table, a derived Cisco express forwarding (CEF) table, and a set of interfaces 
that use this forwarding table. The router maintains a separate routing and CEF table for each VRF. 
This prevents information being sent outside the VPN and allows the same subnet to be used in several 
VPNs without causing duplicate IP address problems.  
To implement and design my network topology, I used three different protocols such as BGP, OSPF 
and RIP and also to implement and design the topology, I used the GNS3 platform. The reason this 
simulation was chosen, it provides the opportunity to study, modify and create the behaviour of 
proposed design so that you can predict its strengths and weakness before implementing the model 
in a real environment. The GNS3 platform can simulate the functions of a real Cisco Router since 
it is able to load an actual IOS. The selected router model is the 7200, with this IOS we can 
implement almost any technology available. Nevertheless, we could choose a newer Router model 
with more features. 
3.2 Protocols of the Proposed Networks 
There are many different ways to transmit data in networks, in this scenario I am going to design and 
implement a sample configuration base of a MPLS Layer 2 (for one customer) and Layer 3 (for two 
customers) VPN with three different protocols for each customer, namely Border Gateway Protocol 
(BGP), Routing Information Protocol (RIP) and Open Shortest Path First (OSPF). The idea behind it 
to compare and analyse them together and see how they compare in terms of performance and 
configurability.   
3.2.1 Open Shortest Path First (OSPF) 
Open Shortest Path First routing protocol, always seeks the fastest route to reach its destination. 
Routers that are on an OSPF network will always check the status of other routers that they have 
access to and send messages to each other whenever necessary. Using this mechanism, routers will 
understand the status of other routers in the network and understand whether a router is online. One 
of the features that OSPF offers to us is that routers, in addition to finding the fastest and closest route 
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to reach the destination, also notice all possible routes and routes for passing the packet from origin 
to destination. In such a case, there is the ability to implement Load Balancing on the routers so that 
information packets can be divided into different parts and shipped to different destinations on 
different routes. OSPF is commonly used in medium to medium sized networks and is commonly 
used in large networks for less frequent protocols. 
 
3.2.2 Border Gateway Protocol (BGP) 
Border Gateway Protocol (BGP) is used in large networks. For example, Internet uses the BGP 
routing protocol. BGP can also be used for internal networks. BGP can also be used in an internal 
network, as a single autonomous system. The main differences between OSPF and BGP routing 
protocols are as follows: 
• BGP works on very large networks with more than one Autonomous System, while OSPF is an 
intermediate protocol; 
• BGP is used on the Internet, but OSPF is on the internal network; 
• BGP has more complexity than OSPF. 
3.2.3 The Routing Information Protocol (RIP) 
The Routing Information Protocol (RIP) protocol is one of the oldest distance vector routing protocols 
that uses the hop count parameter as a metric. The RIP protocol exchanges information with its closest 
neighbours, which is a set of known purposes for participating routers.  
3.3 Simulation Tools  
The simulation program which will be used to implement the scenario is the Graphical Network 
Simulator 3 (GNS3). GNS3 platform is a graphical network simulator that allows designing complex 
network topologies and also process of testing a designed model on a platform which imitates the real 
environment, it can also be used to experiment features of Cisco IOS or to check configurations that 
need to be deployed later on real routers. 
3.4 Network topology 
In the Provider’s core (see Figure 5), there are three P (Provider) routers and two PE (Provider Edge) 
routers. The IGP protocol is used in order to advertise their subnets to the Routers of the Core network 
between them (such as directly connected networks and Loopback IP addresses) is the OSPF (Open 
Shortest Path First). Next the MPLS protocol was activated in all the Core Routers of the network, 
where each router using the LDP ¹ protocol exchanges labels corresponding to each subnet. 
The topology in Figure 5 shows a basic configuration of Layer3 and Layer2 VPN functions. It is an 
ISP with three customers connected to a service provider network, Customer1, Customer2 and 
Customer3 each has two sites, using the same IP ranges. Meanwhile, “CUST1-R1” and “CUST1-R3” 
are in one VPN and the other “CUST2-R2” and “CUST2-R4” are in the other VPN for Layer3 and 
also “CUST3-R5” and “CUST3-R6” are in the other VPN for Layer2. After proper configuration, 
“CUST1-R1” and “CUST1-R3”, “CUST2-R2” and “CUST2-R4”, “CUST3-R5”, and “CUST3-R6” 
can learn routes from each other and also everything from these customers is completely separated 
by the service provider. 
 
1. Label Distribution Protocol (LDP) 
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Figure 5 - MPLS Layer 3 and 2 VPN Topology 
12 
 
To accomplish my goal, the ISP is running MP-BGP protocol at the top sites topology between PE1-
R5 to CE1-R1 and PE2-R9 to CE1-R3 routers and OSPF protocol between the bottom sites topology 
between PE1-R5 to CE2R2 and PE2-R9 to CE2-R4 routers for Layer3 and also RIP protocol at the 
middle sites topology between PE1-R5 to CE3-R5 and PE2-R9 to CE3-R6 routers for layer2 to 
exchange prefixes. This means all internal (P) routers of the ISP have to run OSPF protocol and they 
don’t know where to forward their packets to.  
To resume the elements and protocols of the topology: 
 P (provider) routers (P-R6, P-R7 and P-R8) are ISP core routers which don't connect to 
Customer routers and generally run just MPLS and OSPF. 
 PE (provider edge) routers (PE-R5 and PE-R9) connect to customer sites and form the edge 
of a VPN. 
 CE (customer edge) routers (CE–R1, CE–R3, CE –R2, CE-R4, CE–R5 and CE-R6) exist at 
the edge of a customer site; they have no VPN awareness 
 An IGP running between all P and PE routers is used to support LDP, OSPF and BGP 
adjacencies within the provider network. 
 MP-BGP, OSPF and RIP are run between PE and CE routers and its upstream PE router 
 An IGP (typically) is run between.  
In this scenario, OSPF is already in operation as the provider network IGP. OSPF processes have also 
been preconfigured on the CE (R2 and R4) routers; however, these OSPF topologies will remain 
separate from the provider OSPF. 
There are five principal tasks to achieve an MPLS VPN up and running: 
1. Enable MPLS on the provider backbone. 
2. Create VRFs and assign routed interfaces to them. 
3. Configure OSPF between the PE routers. 
4. Configure OSPF (CUST2-R2 to CUST2-R4) and MP-BGP (CUST1-R1 to CUST1-R3) 
between each PE router and its attached CE routers for Layer3. 
5. Configure RIP (CUST3-R5 to CUST3-R6) between each PE router and its attached CE routers 
for Layer2. 
6. Enable route redistribution between the customer sites and the backbone.  
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3.4.1 Generic Routing Encapsulation (GRE) Tunnels 
In the proposed scenario, I added three GRE tunnels (see Figure 6): 
 The two PE routers at the top will use a GRE tunnel for the customer 1 (CUST-A) sites 
(Layer3). 
 The two PE routers at the bottom will use a GRE tunnel for the customer 2 (CUST-B) sites 
(Layer3). 
 The two PE routers at the middle will use a GRE tunnel for the customer 3 sites (Layer2). 
With a solution like this, we can have a BGP at the top, RIP in the middle and OSPF at the bottom. 
 There’s two places where we need BGP (Layer3): 
 eBGP between the PE, CE1-R1 and CE1-R3 routers. 
 iBGP between two PE routers.  
And also there’s two places where we need OSPF (Layer3): 
 OSPF between the PE, CE2-R2 and CE2-R4 routers. 
 OSPF between two PE routers.  
And also for “Layer2” there’s two places where RIP need to be configured: 
 OSPF between the CE3-R5 and CE3-R6 routers. 
 VPN L2 between two PE routers.  
 
 
Figure 6 - GRE tunnels 
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3.4.2 IP addresses 
IP addresses to be used for all Routers and PCs in this scenario is as the following and all of ports are 
configured by them. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 1 - IP addressing scheme of the designed network architectures 
 
 
IP addresses for each Router and PCs 
Device Port IP Address Loopback Gateway 
 
g1/0 172.16.56.6  - 
g2/0 172.16.67.6 6.6.6.6 - 
g5/0 172.16.69.6  - 
 
g2/0 172.16.67.7 7.7.7.7 - 
g3/0 172.16.78.7  - 
 
g4/0 172.16.58.8  - 
g3/0 172.16.78.8 8.8.8.8 - 
g6/0 172.16.89.8  - 
 
 
g1/0 172.16.56.5  - 
g4/0 172.16.58.5  - 
f0/0 192.168.15.5 5.5.5.5 - 
f0/1 192.168.25.5 
 - g2/0 L2 
 
 
g5/0 172.16.69.9  - 
g6/0 172.16.89.9  - 
f0/0 192.168.39.9 9.9.9.9 - 
f0/1 192.168.49.9 
 - g1/0 L2 
 f1/0 192.168.35.2 1.1.1.1 - 
 f0/0 192.168.15.1  - 
 
f0/1 192.168.25.2 2..2.2.2 - 
 f0/0 192.168.35.3  - 
 
f1/0 192.168.29.4 3.3.3.3 - 
 f0/0 192.168.39.3  - 
 
f0/1 192.168.49.4 4.4.4.4 - 
 f0/0 192.168.59.4  - 
 
 
g1/0 10.53.12.1 
10.10.52.11.1 - f0/0 10.53.13.1 
 g1/0 10.53.12.2 
10.10.53.22.2 - f0/0 10.53.10.1 
PC1 - 192.168.35.11 - 192.168.35.2 
PC2 - 192.168.35.22 - 192.168.35.3 
PC3 - 192.168.29.33 - 192.168.29.4 
PC4 - 192.168.59.44 - 192.168.59.4 
PC5 - 10.53.13.2 - 10.53.13.2 
PC6 - 10.53.10.2 - 10.53.10.1 
P-R6 
P-R7 
P-R8 
CE1-R1 
 
CE1-R2 
CE2-R3 
CE2-R4 
PE-R9 
PE-R5 
CE3-R5 
CE3-R6 
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3.5 VPN Layer3 implement and Configuration in the ISP Core 
In this stage, I will start to implement and configure all the Provider routers in the Core. The task of 
the core routers is to transport packets as quickly as possible. All the routers in the Core have no 
knowledge of the client edge network. After finishing the configuration all providers in the core 
should know how to communicate to the edge routers. 
3.5.1 MPLS configuration of the Core ISP (Provider  R6, R7 and R8) 
The first prerequisite that needs to be configured in all routers in the core and also all the PE routers 
that must be able to support CEF and MPLS forwarding. MPLS will not work if CEF is not enable.  
After enable MPLS on all Provider and PE with the mpls ip command. As CE routers do not run 
MPLS, consequently MPLS is not enabled on any CE-facing interfaces, only plain IP routing. LDP 
is enabled automatically as the default label distribution protocol. Generally, LDP runs between 
loopback addresses not directly reachable by LDP peers. 
In the additional configuration, all interfaces facing to the Core (Provider) network are in OSPF area 
0 and interfaces connected to the edge routers are in OSPF area 1. Also we have forcefully configured 
P6, P7 and P8 to utilize IP address of Loopback0 as mpls ldp router-id i.e. router ID of mpls ldp 
process will change immediately after executing the command, without waiting to restart the device. 
To verify the configuration of MPLS interfaces with “show mpls interfaces”. 
 
Figure 7 - Show mpls interfaces 
 
 
Figure 8 - Show mpls interfaces 
 
 
Figure 9 - Show mpls interfaces 
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LDP adjacencies can be verified with the command show mpls ldp neighbor: 
 
Figure 10 - Show mpls ldp neighbor 
 
 
 
Figure 11 - Show mpls ldp neighbor 
 
 
 
Figure 12 - Show mpls ldp neighbor 
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3.5.2 Create and Assign VRFs on the PE routers (R5 and R9) 
Next step is to establish customer VRFs on PE routers and assign the customer-facing interfaces to 
them. The requirements are to assign each VRF a route distinguisher (RD) to uniquely identify 
prefixes as belonging to that VRF and one or more route targets (RTs) to specify how routes should 
be imported to and exported from the VRF. 
A route distinguisher was used for each VRF. For simplicity, I reuse similar value as both an import 
and export route target within each VRF. VRF configuration must be performed on both PE routers. 
The command route-target both is used as a shortcut for the two commands route-target import and 
route-target export, which appear separately in the running configuration. 
 
First I will create a VRF called CUST-A and CUST-B. The next step will be configuring a RD (Route 
Distinguisher). The route distinguisher is two 32-bit numbers which are colon-separated. The initial 
segment can be the autonomous system number of the client or a number in dotted decimal format. 
The route distinguisher is prepended to an advertised IP address to make it unique. Consequently, if 
another client associated with this edge router with a similar private network advertised through 
Loopback0, the router would have the capacity to separate the two networks. The route-target is the 
same structured number to the route distinguisher. Nevertheless, its utilization is various. The export 
number states the router what label to add to the prefix while exporting it from the VRF and into 
BGP. Also, the import number states the router which prefixes to get from BGP and import into the 
VRF. The other edge router would have the import and export numbers exchanged.  
Next, we need to assign the appropriate interfaces to each VRF and reapply their IP addresses. 
(Assigning an interface to a VRF automatically wipes it of any configured IP addresses. The 
command “show ip vrf interfaces” can be used to verify interface VRF assignment and addressing. 
 
 
Figure 13 - Show ip vrf interface. 
 
 
Figure 14 - Show ip vrf interface. 
 
The RD is to make sure that all prefixes are unique. The customer prefix + RD together are a VPNv4 
route. The RD will be 15:39. The next item to configure is the RT (Route Target). This defines where we will 
import and export our VPNv4 routes.  
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Figure 15 - VPN Route Distribution. 
 
After creating the VRF globally, we have to assign the interface that is facing the customer to the 
VRF. The VRF configuration of PE1 is now complete. Now PE2 needs to be configured the exact 
same thing. 
 
 
The VRFs are now configured.  
 
 
 
Figure 16 - VRF configuration (CUST-A). 
 
 
 
Figure 17 - VRF configuration (CUST-B). 
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3.5.3 Configuring the PE and CE Routers 
3.5.3.1 Configuring Multiprotocol BGP on the PE to CE Routers and Route 
Reflectors 
Perform this configuration of multiprotocol BGP (MP-BGP) connectivity on the PE routers and route 
reflectors. 
 eBGP between PE1-R5 to CE1-R1 and PE2-R9 to CE1-R3 routers. 
MP-BGP runs only on the PE routers: P routers rely entirely on the provider IGP and MPLS to 
forward traffic through the provider network, and CE routers have no knowledge of routes outside 
their own VRF. Both PE routers exist in BGP AS 59. 
A very simple BGP configuration. This setup just advertises the networks belonging to all interfaces 
that are present up. This means the networks on PE and Loopback0 would be advertised by BGP. 
 
BGP configuration can be verified with the command show running-config | section router bgp: 
 
 
 
Figure 18 – Show bgp configuration details 
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Figure 19 – Show bgp configuration details 
 
In addition to our VPNv4 address family, address families for the two customer VRFs have been 
created automatically. In addition, support for extended community strings has been added to the 
VPNv4 neighbor configuration. 
Verify that the MP-BGP adjacency between PE1 and PE2 was formed successfully with the command 
show bgp vpnv4 unicast all summary: 
 
 
Figure 20 – Show bgp vpnv4 unicast all summary. 
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Figure 21 – Show bgp vpnv4 unicast all summary. 
 
3.5.3.2 Configuring OSPF on the PE to CE Routers and Route Reflectors 
As the MP-BGP is configured at the top sites topology between PE1-R5 to CE1-R1 and PE2-R9 to 
CE1-R3 routers. Now, it needs to configure an IGP for the bottom sites topology between PE-R5 to 
CE2R2 and PE2-R9 to CE2-R4 routers to exchange routes with the customer sites, OSPF implement 
for this part. All CE interfaces are in area 0. OSPF processes are isolated from the provider OSPF 
topology. 
Perform this configuration of OSPF connectivity on the PE routers and route reflectors. 
 OSPF between PE-R5 to CE2R2 and PE2-R9 to CE2-R4 routers. 
It should be seen each PE router form an OSPF adjacency with both of its attached CE routers, and 
the customer routes should appear in the VRF tables on the PE routers. 
OSPF configuration can be verified with the command show running-config | section router ospf: 
 
 
Figure 22 – Show OSPF configuration details in PE1-R5 and PE2-R9. 
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Figure 23 - VPN Routes of customer A (CUST-A) 
 
 
Figure 24 - VPN Routes of customer B (CUST-B) 
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Figure 25 - VPN Routes of customer A 
 
 
3.5.3.3 Configure Route Redistribution 
In this step MPLS and MP-BGP backbone up and running, and the CE routers are sending routes to 
the PE routers within their VRFs. The last step is to join everything together by turning on route 
redistribution from the customer-side OSPF processes into MP-BGP and vice versa on the PE routers. 
First we'll configure redistribution of CE routes in each VRF into MP-BGP. This is done under the 
BGP IPv4 address family for each VRF. 
This enables redistribution of OSPF routes into BGP for transport across the provider network 
between the two sites. It can be verified that the routes learned from the customer sites (the 
192.168.0.0/24 networks) now appear in the BGP tables for their respective VRFs. 
In Figure 25, it can be seen customer's A VPN Routes of the two Remotes Sites. 
 
All the customer edge routers are connected to ISP through a point-to-point link and using BGP for 
advertising their LAN segment. Loopback0 is configured to emulate inside network of customer. A 
default route is configured on all CE devices pointing towards ISP. 
The last step is to complete the redistribution in the opposite direction, from BGP into the customer 
OSPF processes.  
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3.5.4 Testing and Confirmation 
We should now have end-to-end connectivity between the CE routers within each VRF. Both routers 
for each customer should now have complete routing tables. Here are customer A's routes: 
 
Figure 26 - Routing Table of Customer A (CUST1-R1) 
And customer B's routes 
 
Figure 27 - Routing Table of Customer B (CUST2-R4) 
 
You may notice that OSPF routes sent between two sites belonging to the same customer appear as 
inter-area routes. Although OSPF area 0 is being used at both sites, each site exists as a separate link-
state topology connected by the MPLS VPN. 
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After finished all configuration, now it is able to ping from one CE router or one PC to the other. (It 
does not need to specify a VRF when doing so due to CE routers have no knowledge that they're in a 
VRF). 
Quick ping between HSBC Branch in London (PC1) to HSBC Branch in Birmingham (PC3): 
 
 
Figure 28 - HSBC Branch in London can ping the HSBC Branch in Birmingham. 
Quick ping between lloyds Branch in Coventry (PC2) to lloyds Branch in Manchester (PC4): 
 
Figure 29 - lloyds Branch in Coventry can ping the lloyds Branch in Manchester. 
 
I can be performed a traceroute to verify the path taken as well as the MPLS labels used to traverse 
the provider network. Figures 44, 45, 46, and 49 show the connectivity between the two MPLS VPNs.  
Quick traceroute from HSBC Branch in London to HSBC Branch in Birmingham: 
 
Figure 30 - Traceroute from HSBC Branch in London to HSBC Branch in Birmingham. 
Figure 30 shows the connectivity between the two MPLS VPNs and the Label Switched Path is: 
HSBC Branch in London (PC1)  CE1-R3  PE1-R5 P-R8 PE2-R9  CE1-R3  HSBC 
Branch in Birmingham (PC3) 
26 
 
Quick traceroute between CE2-R2 to CE2-R4: 
 
 
Figure 31 - CUST2-R2 traceroute CUST2-R4. 
Figure 31 shows the connectivity between the two MPLS VPNs and the Label Switched Path is: 
CE2-R2  PE1-R5  P-R8 PE2-R9  CE2-R4 
Label 910 is assigned to the VPNv4 route and the top label is for the convenience of the LDP 
neighbor. Label 910 would remain for the entire transit via the core until being removed by edge 
router PE1-R5. 
Wireshark network analyser is utilized to capture the forwarded packets via the MPLS network. 
Quick traceroute between CE1-R1 and CE1-R3: 
 
Figure 32 - CUST1-R1 traceroute CUST1-R3. 
 
Figure 33 shows the connectivity between the two MPLS VPNs and the Label Switched Path is: 
CE1-R1  PE1-R5  P-R6 PE2-R9  CE1-R3 
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Figure 33 - CUST1-R1 traceroute CUST1-R3. 
Quick traceroute between CE2-R2 and CE2-R4: 
 
Figure 34 – CUST2-R2 traceroute CUST2-R4. 
 
Figure 35 shows the connectivity between the two MPLS VPNs and the Label Switched Path is: 
CE2-R2  PE1-R5  P-R8 PE2-R9  CE2-R4 
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Figure 35 - CUST2-R2 traceroute CUST2-R4. 
 
In the illustration in the figure 36 below, demonstrations the (LIB) ² table in PE1-R5. The LIB table 
is an MPLS table where all the labels are stored. It contains all the local labels and mapping of the 
labels that are received from the adjacent routers. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2. The Label Information Base (LIB) is an MPLS table. This is the place where the router will keep all known MPLS 
labels. 
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Figure 36 - LIB table 
In the illustration in the figure 37 below, demonstrations the Base (LFIB) ³ table that is a MPLS table 
utilized by routers to create decision where to forward the labelled packets. 
 
3. The Label Forwarding Instance LFIB is another MPLS table. This is a table that the router uses to forward labelled 
packets going through the network. The Label Information Base (LIB) uses the LFIB to forward traffic. 
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Figure 37 - LFIB table 
 
3.6 VPN Layer2 implement and Configuration 
In this stage, I will start to implement and configure VPN Layer 2. 
In MPLS Layer 2 VPN topology utilized in this scenario, the network topology figure 51 has two 
customer sites at CUST3-R5 and CUST3-R6 at distant locations connected utilizing MPLS L2 VPN 
technology. CEs at both end are connected with Provider Edge routers using serial links running 
Point-to-Point protocol (PPP). In the topology utilized for PPP over MPLS or Any Transport over 
MPLS, CUST3-R5 is connected to PE1-R5 and CUST3-R6 is connected to PE2-R9, PE1-R5 has two 
paths to reach PE2-R9, one via P-R6 and other one via P-R8. 
To configure MPLS Layer 2 VPN functionality on routers, the PE routers must be configured to 
distribute routing information to other routers in the VPN. However, because the tunnel information 
is maintained at both PE routers, neither the provider core routers nor the customer edge (CE) routers 
need to maintain any VPN information in their configuration databases. 
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3.6.1 Network topology 
 
Figure 38 –MPLS Layer2 VPN (Customer 2 in the middle) 
 
 
Configure all the PE and P routers with OSPF as the IGP. Enable the MPLS, LDP, and OSPF 
protocols in all interfaces in the Core. LDP is used as the signalling protocol on Router PE1 and PE2 
for the Layer 2 circuit but all necessarily configuration had been done at previous stage for Layer3 in 
the MPLS Core, PE1 and PE2; just interface g2/0 from PE1 and interface g1/0 from PE2 should be 
configured for Layer2 VPN.  
 
32 
 
After that CUST3-R5 and CUST3-R6 need to be configured the following configuration:  
1. IP address configuration. 
2. Configure RIP protocol.  
3. Configure VPN Layer 2 between PE1-R5 and PE2-R9. 
 
And also I put two PCs stand for two branch office which just need IP address and default gateway 
to be able to ping each other. 
   
3.6.2 Testing and Confirmation 
Figures 39 and 40 show the IP route between CUST3-R5 to CUST3-R6. 
 
 
Figure 39 – Show ip route in CUST3-R5. 
 
 
 
Figure 40 – Show ip route in CUST3-R6. 
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Figures 41 and 42 show L2 VPN on PE1-R5 and PE2-R9. 
 
 
Figure 41 – Show mpls l2 in PE1-R5. 
 
 
Figure 42 – Show mpls l2 in PE2-R9. 
 
After finished all configuration, now it is possible to ping from one CE router or one PC to the other.  
Quick ping between lloyds Branch in Cardiff (PC5) and lloyds Branch in Blackpool (PC6): 
 
Figure 43 – Ping from lloyds Branch in Cardiff (PC5) to lloyds Branch in Blackpool (PC6). 
 
 
 
Figure 44 – Ping from lloyds Branch in Blackpool (PC6) to lloyds Branch in Cardiff (PC5). 
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I can be performed a traceroute to verify the path taken as well as the MPLS labels used to traverse 
the provider network.  
Quick traceroute between lloyds Branch in Cardiff (PC5) and lloyds Branch in Blackpool (PC6): 
 
 
Figure 45 – Traceroute from lloyds Branch in Blackpool (PC6) to lloyds Branch in Cardiff (PC5). 
 
lloyds Branch in Cardiff (PC5)  CUST3-R5  CUST3-R6  lloyds Branch in Blackpool (PC6) 
 
 
 
Figure 46 –Ttraceroute from lloyds Branch in Blackpool (PC6) to lloyds Branch in Cardiff (PC5). 
 
 
lloyds Branch in Blackpool (PC6)  CUST3-R6  CUST3-R5  lloyds Branch in Cardiff (PC5) 
Wireshark network analyser was again utilized to capture the forwarded packets via the MPLS 
network. A quick traceroute between CE3-R5 and CE3-R6 (see Figures 47 and 48). 
 
 
Figure 47 – CUST3-R5 traceroute CUST3-R6. 
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Figure 48 – CUST3-R5 traceroute CUST3-R6. 
 
Figures 49 and 50 show CE3-R5 can traceroute CE3-R6. 
 
Figure 49  – CUST3-R6 traceroute CUST3-R5. 
 
 
 
Figure 50 – CUST3-R6 traceroute CUST3-R5. 
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Figure 51 shows that CUST3-R6 can traceroute CUST3-R5. 
 
 
Figure 51 – Show ip route rip in CUST3-R5. 
 
 
Figure 52 – Show ip route RIP in CUST3-R6. 
 
 
3.7 IP Service Level Agreements (IP SLA)  
IP Service Level Agreements (IP SLA) is a tool from Cisco IOS to check the performance and quality 
of services and communications on the IP SLA platform. IP allows us to investigate and collect 
information about packet delay, packet loss, communication, jitter rate, voice quality in VoIP 
communications, analysis a path called hop by hop, availability of a service and etc. All of these 
features increase the network stability and quality of service and reduce downtime and network 
outages, as well as allows you to check and gather information about network performance and 
service quality with the tools such as “SNMP” and “CiscoWorks Internetwork Performance Monitor” 
and even the “third-party” software. 
One of the simplest examples is the implementation of an IP SLA, tracking a path, the latency, the 
packet level of lasts, as well as the establishment and disconnection of a sensor that is evaluated by a 
sensor. This sensor sends ICMP packets to specified destinations at specified intervals, and reports 
the result either in the form of delay paths or as UP or Down paths. 
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To do it, we follow a set of steps: (1) set the "IP SLA" for the destination, to send ICMP packets in 
specified periods, (2) define a "schedule" for it, and (3) then "tracking object" is used to check the 
"up/down" of the path: 
 
 
Figure 53 – IP SLA route for the topology. 
 
 
In figure 53, the “PE1-R5” device is connected to two Providers (P-R6 and P-R8). The link between 
PE1-R5 router and P-R6 is Primary Link (Line1) and the link between PE1-R5 router and “P-R8” is 
Secondary Link (Line2), as long as the "track 10" is "UP", the traffic goes to "P-R6" because of less 
metric, when the connection with " P-R6 " collides, "Track 10" is set to "Down" the traffic will go to 
"P-R8". 
The IP SLA was used to monitor the connection to the P-R6 router so that it sends ICMP packets 
every 3 seconds with timeout of 1 second, and checks the link latency (to access availability).  
 
 
To configure IP SLA in this scenario, we have to perform three phases as the following: 
1. Create SLA 
2. Schedule SLA 
3. Attach SLA with track  
 
 
 
 
 
Primary Link (Line1) 
Secondary Link (Line2) 
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3.7.1 Create SLA 
 
 
Figure 54 – Create IP SLA 
 
 
3.7.2 Schedule SLA 
Then, with the help of "Object Tracking", which is the Cisco IOS internal facility, we examine the 
"IP SLA" output: 
 
Figure 55 – Schedule SLA. 
 
 
3.7.3 Attach SLA with track  
Figure 57 shows the performance of "IP SLA" as well as the "Tracker". In the route, we have two 
routes, one is the Primary Link and the other one is the Secondary Link. The figure shows the IP of 
the primary link (192.168.56.6) and the IP of Secondary Link (192.168.58.8) which display in the ip 
route. 
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Figure 56 - IP of Primary Link and the IP of Secondary Link display in the Routing table. 
 
By default, traffic passes through Link1 (Primary Link). Figure 58 shows the route from “HSBC 
Branch in London” passes the traffic through the primary link to reach the destination “HSBC Branch 
in Birmingham”. 
 
 
Figure 57 – Traceroute from “HSBC Branch in London” to “HSBC Branch in Birmingham”. 
 
HSBC Branch in London (PC1)  CE1-R1  PE1-R5  P-R6  PE2-R9  CE1-R3   HSBC 
Branch in Birmingham (PC3) 
 
 
To change the route, we should make the Primary Link down and then the Secondary Line route will 
be used to forward all the traffic. To verify the track status, use the show track command as shown 
below: 
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Figure 58 - Reachability is UP 
 
 
 
 
Figure 59 – The Primary Link is DOWN. 
 
 
 
 
Figure 60 - Reachability is Down 
 
 
In figures 61 and 62 we observe that Port g1/0 is shutdown and the IP address is removed from the ip 
route table and secondary route is up now. 
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Figure 61 – The ip address of the Primary Link is removed from the ip route table. 
 
 
 
Figure 62 – The Primary Link is DOWN. 
 
Link1 (Primary Link) is down now and the path is changed from P-R6 to P-R8 now. Figure 63 shows 
the route from “HSBC Branch in London”, passing the traffic through the Line2 (Secondary Link) to 
reach the destination “HSBC Branch in Birmingham”. 
 
 
Figure 63 – Traceroute from “HSBC Branch in London” to “HSBC Branch in Birmingham”. 
HSBC Branch in London (PC1)  CE1-R1  PE1-R5  P-R8  PE2-R9  CE1-R3   HSBC 
Branch in Birmingham (PC3) 
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3.8 Conclusions for the simulation scenario 
The subject of Chapter 3 was the implementation and design of the MPLS Layer 3 and Layer 2 VPN 
which are the most significant applications of the MPLS with various protocols, for example, BGP, 
RIP and OSPF. In order to accomplish the implementation of a MPLS Layer 3 or Layer 2 VPN, some 
essential data is required from the PE routers.   
In MPLS Layer 3 VPN, all packets are forwarded with the IGP label at the highest point of the label 
stack and the VPN label on the basis of the stack.  
With Layer 3 VPN service you connect with your MPLS provider at layer 3. Consequently, you will 
have to run IP services with your provider. Subsequently you will peer up with your provider utilizing 
a Routing Protocol and participate in route exchange. The MPLS provider will then send these routes 
to their remote PE and then advertise these routes to your remote site at Layer 3. At the remote site 
you would also peer up with Layer 3 to your provider and have this routes advertised to you. So in 
this scenario, your two remote site routers will not show up as directly connected [2, 13].  
In a MPLS Layer 2 VPN service, you do not run any routing or any IP services with your MPLS 
provider when you connect to it [9, 12]. 
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CHAPTER FOUR 
4. Result and Discussion:  
4.1 Test the network with iperf and jperf tools 
A network can be measured using various tools available on different operating systems. Bandwidth 
test software is used to determine the maximum bandwidth Internet connection or network. This 
usually happens by downloading or uploading the maximum amount of data in a given period of time, 
or a certain amount of data in a minimum amount of time. Because of this, bandwidth tests can delay 
data transfers over Internet connections that run tests, as well as load congestion. A more precise 
method is to use dedicated software (like iperf) to measure the maximum throughput of a network 
access link. 
Here is a diagram that iperf and jperf installed on a two virtual machines. jperf is a graphical frontend 
for iperf written in Java. To test the network, one of the machine is used as the iperf client and the 
other machine as the iperf server. 
 
Figure 64 - Diagram of performance of iperf in the network 
 
By default, the iperf client connects to the iperf server on the TCP port 5001 and the bandwidth 
displayed by iperf is the bandwidth from the client to the server. 
We have three Customers with three different protocols, a BGP in the top, RIP in the middle and 
OSPF at the bottom that I am going to use iperf and jperf softwares to measure the traffic and 
bandwidth in the network. 
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4.1.1 Customer 1 with BGP Protocol (Layer3): 
 
Figure 65 - Bandwidth from the server to the client 
 
 
Figure 66 - Bandwidth from the client to the server. 
 
As can be seen in figures 65 and 66, between two points A (PC1) and B (PC2), traffic was transferred at 512 
KBytes and the actual bandwidth was between 306 Kbits/sec and all transaction was done within 13.7 seconds. 
As can be seen in figures 67 and 68, jperf draws and updates the graph as each transmission is received 
within 60 seconds TCP test. The test will give you the average throughput on the last data string in 
the output file below. It will look like this. 
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Figure 67 - Result of running TCP parameters in server mode. 
 
 
 
Figure 68 - Result of running TCP parameters in client mode. 
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4.1.2 Customer 2 with RIP Protocol (Layer 2) 
 
Figure 69 - Bandwidth from the server to the client. 
 
 
Figure 70 - Bandwidth from the client to the server. 
 
Between points A and B, traffic was transferred at 256 KBytes and the actual bandwidth was between 69.0 
Kbits/sec and all transaction was done within 30.4 seconds. 
As can be seen in the figures 71 and 72, jperf draws and updates the graph as each transmission is 
received within 60 seconds TCP test. The output window below the graph provides the numbers used 
to draw the graph.  
 
 
Figure 71 - Result of running TCP parameters in server mode. 
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Figure 72 - Result of running TCP parameters in client mode. 
 
 
4.1.3 Customer 3 with OSPF Protocol (Layer 3) 
 
Figure 73 - Bandwidth from the server to the client. 
 
 
Figure 74 - Bandwidth from the client to the server. 
 
As you can see in the figures 73 and 74, between two points A and B, traffic was transferred at 512 KBytes 
and the actual bandwidth was between 174 Kbits/sec and all transaction was done within 24.1 seconds. 
Figures 75 and 76 shows the bandwidth and jitter of each transmission when received within 60 
seconds TCP test. The output window below the graph provides the numbers used to draw the graph.  
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Figure 75 - Result of running TCP parameters in server mode. 
 
 
 
 
Figure 76 - Result of running TCP parameters in client mode. 
 
 
After finishing the tests between customers with different protocols, the results show the following. 
Customer Interval Transfer Bandwidth 
Customer 1 with BGP Protocol (Layer3): 13.7 sec 512 Kbytes 306 Kbits/sec 
Customer 2 with RIP Protocol (Layer 2): 30.4 sec 256 Kbytes 69 Kbits/sec 
Customer 3 with OSPF Protocol (Layer 3): 24.1 sec 512 Kbytes 174 Kbits/sec 
Table 2 - Results of Interval, Transfer and Bandwidth in iperf software. 
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4.2 Comparing the Transfer and Bandwidth of throughput 
As can be seen in the general diagram of performance of iperf in the network Figure 64 and throughput 
of a network Figure 77, considering the customer 1 with BGP protocol, the interval to send and 
receive is 13.7 second which is faster than the other two customers but the transfer is equal to 
Customer 3 and also has more bandwidth and it is faster than the other two customers. Customer 3 
with OSPF protocol at the bottom has an average speed and bandwidth. Customer 2 with RIP 
protocol in the middle is very slow compared to the other two networks. 
 
 
Figure 77 - Comparing Interval, Transfer and Bandwidth of throuput. 
  
  
13.7 sec 30.4 sec 24.1 sec
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512 kBytes
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CHAPTER FIVE 
 
5. Conclusions and Future Work  
The objective of my thesis was to configure, to design, to implement and to verify Layer 3 and Layer 
2 VPNs using MPLS. Both Layer 3 and Layer 2 topologies were compared to determine the main 
advantages and disadvantages such as bandwidth, traffic and speed between them. 
MPLS is a standards-based technology used to speed up the delivery of network packets over multiple 
protocols and supplies great performance with its label switching technique. It likewise has the 
capability to make VPNs at both Layer 2 and Layer 3. In Layer 3 MPLS VPN, CE shares the routing 
table information with the PE router. However, in Layer 2 MPLS VPN, ISP acts similar to a Layer 2 
Switch and is utilised just to forward the packets from one CE to another. 
MPLS has benefits like, predictability, manageability and adaptability. MPLS enhances the versatility 
of routing and forwarding and gives traffic engineering abilities for better network provisioning. The 
MPLS infrastructure gives at any level of security as an equivalent ATM or Frame-Relay service. It 
would be a good decision for providing VPN [3]. 
This thesis did not include the security of the MPLS Layer 3 and Layer 2 VPNs, but from the Network 
Topology perspective (see Figure 5), is a site-to-site VPN that allows offices in multiple fixed 
locations to establish secure connections, provide a secure mechanism for encrypting and 
encapsulating private network traffic and moving it through an intermediate network with each other 
over a public network. And also the site-to-site VPN extends the secure private network traffic over 
an unsecured network and VPNs are an excellent way to maintain privacy and avoid transmitting 
sensitive data over public networks, which is in real life condition is one of the major important 
components in the VPNs.  
The project was a skeleton of a bigger MPLS VPN network, and what was considered here was the 
designing, implementation, verification and the eventual troubleshooting of the MPLS Layer 3 and 
Layer 2 VPNs between the specified Cisco routers. After design and implementation of VPN MPLS 
technology, it helped me how to create a private network across a public network (e.g., the Internet). 
It is virtual since there is no real physical connection between the sites. A VPN enables network-
enabled devices to transmit data across the shared or public network infrastructure securely and 
privately. A VPN is created by using dedicated connections, like virtual tunnelling protocols or traffic 
encryption.  
The challenges that were accomplished or solved in the thesis were making of MPLS Layer 3 and 
Layer 2 VPNs and to further ensure the ability of routers and to ensure the eventual traversal of traffic 
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from each side of the CE to the other. Although, the project covers simple details related to the Layer 
3 and Layer 2 VPNs, which can verify significant to beginners who might want to better understand 
or expand their knowledge when it comes to understanding VPNs. 
The VPNs made by the MPLS innovation and technology give an expanded level of protection of 
corporate information from the danger of spyware, as traffic between points belonging to the VPN is 
totally isolated from the traffic of different VPNs. With a specific end goal to achieve the objective 
of isolation, the MPLS standard demands each MPLS VPN having its own routing table and also the 
doors that are directly fixed to belong to it. 
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7. Appendix 
Configuration of each device 
======================================================================= 
P-R6 
======================================================================= 
P-R6#show run 
hostname P-R6 
! 
boot-start-marker 
boot-end-marker 
! 
no aaa new-model 
no ip icmp rate-limit unreachable 
ip cef 
! 
no ip domain lookup 
no ipv6 cef 
! 
! 
mpls label range 600 699 
mpls label protocol ldp 
multilink bundle-name authenticated 
! 
ip tcp synwait-time 5 
pseudowire-class PW-IAS1 
 encapsulation mpls 
! 
interface Loopback0 
 ip address 6.6.6.6 255.255.255.255 
 ip ospf 1 area 0 
! 
interface FastEthernet0/0 
 no ip address 
 shutdown 
 duplex full 
! 
interface GigabitEthernet1/0 
 ip address 172.16.56.6 255.255.255.0 
 ip ospf 1 area 0 
 negotiation auto 
! 
interface GigabitEthernet2/0 
 ip address 172.16.67.6 255.255.255.0 
 ip ospf 1 area 0 
 negotiation auto 
interface GigabitEthernet3/0 
 no ip address 
 shutdown 
 negotiation auto 
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! 
interface GigabitEthernet4/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
interface GigabitEthernet5/0 
 ip address 172.16.69.6 255.255.255.0 
 ip ospf 1 area 0 
 negotiation auto 
! 
interface GigabitEthernet6/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
router ospf 1 
 router-id 6.6.6.6 
 network 0.0.0.0 255.255.255.255 area 0 
 mpls ldp sync 
 mpls ldp autoconfig area 0 
! 
ip forward-protocol nd 
! 
no ip http server 
no ip http secure-server 
! 
mpls ldp router-id Loopback0 
! 
control-plane 
! 
line con 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 
line aux 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 
line vty 0 4 
 login 
! 
end 
 
P-R6# 
======================================================================= 
P-R7 
======================================================================= 
P-R7#show run 
hostname P-R7 
! 
boot-start-marker 
boot-end-marker 
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! 
no aaa new-model 
no ip icmp rate-limit unreachable 
ip cef 
! 
no ip domain lookup 
no ipv6 cef 
! 
! 
mpls label range 700 799 
mpls label protocol ldp 
multilink bundle-name authenticated 
! 
ip tcp synwait-time 5 
! 
interface Loopback0 
 ip address 7.7.7.7 255.255.255.0 
 ip ospf network point-to-point 
 ip ospf 1 area 0 
! 
interface FastEthernet0/0 
 no ip address 
 shutdown 
 duplex full 
! 
interface GigabitEthernet1/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
interface GigabitEthernet2/0 
 ip address 172.16.67.7 255.255.255.0 
 ip ospf 1 area 0 
 negotiation auto 
! 
interface GigabitEthernet3/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
interface GigabitEthernet4/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
interface GigabitEthernet5/0 
 ip address 172.16.78.7 255.255.255.0 
 ip ospf 1 area 0 
 negotiation auto 
! 
interface GigabitEthernet6/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
router ospf 1 
 router-id 7.7.7.7 
 network 0.0.0.0 255.255.255.255 area 0 
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 mpls ldp sync 
 mpls ldp autoconfig 
 mpls ldp autoconfig area 0 
! 
ip forward-protocol nd 
! 
no ip http server 
no ip http secure-server 
! 
! 
mpls ldp router-id Loopback0 
! 
control-plane 
! 
line con 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 
line aux 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 
line vty 0 4 
 login 
! 
end 
P-R7# 
======================================================================= 
P-R8 
======================================================================= 
P-R8#show run 
Building configuration... 
 
Current configuration : 1568 bytes 
! 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
! 
hostname P-R8 
! 
boot-start-marker 
boot-end-marker 
! 
no aaa new-model 
no ip icmp rate-limit unreachable 
ip cef 
! 
no ip domain lookup 
no ipv6 cef 
! 
mpls label range 800 899 
mpls label protocol ldp 
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multilink bundle-name authenticated 
! 
ip tcp synwait-time 5 
pseudowire-class PW-IAS1 
 encapsulation mpls 
! 
interface Loopback0 
 ip address 8.8.8.8 255.255.255.0 
 ip ospf 1 area 0 
! 
interface FastEthernet0/0 
 no ip address 
 shutdown 
 duplex full 
! 
interface GigabitEthernet1/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
interface GigabitEthernet2/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
interface GigabitEthernet3/0 
 ip address 172.16.78.8 255.255.255.0 
 ip ospf 1 area 0 
 negotiation auto 
! 
interface GigabitEthernet4/0 
 ip address 172.16.58.8 255.255.255.0 
 ip ospf 1 area 0 
 negotiation auto 
! 
interface GigabitEthernet5/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
interface GigabitEthernet6/0 
 ip address 172.16.89.8 255.255.255.0 
 negotiation auto 
! 
router ospf 1 
 router-id 8.8.8.8 
 network 0.0.0.0 255.255.255.255 area 0 
 mpls ldp sync 
 mpls ldp autoconfig 
 mpls ldp autoconfig area 0 
! 
ip forward-protocol nd 
! 
no ip http server 
no ip http secure-server 
! 
mpls ldp router-id Loopback0 
! 
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control-plane 
! 
line con 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 
line aux 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 
line vty 0 4 
 login 
! 
end 
 
P-R8# 
======================================================================= 
PE1-R5 
======================================================================= 
PE1-R5#show running-config 
Building configuration... 
 
Current configuration : 2895 bytes 
! 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
! 
hostname PE1-R5 
! 
boot-start-marker 
boot-end-marker 
! 
vrf definition CUST-A 
 rd 15:39 
 ! 
 address-family ipv4 
  route-target export 15:39 
  route-target import 15:39 
 exit-address-family 
 ! 
 address-family ipv6 
 exit-address-family 
! 
vrf definition CUST-B 
 rd 200:2 
 ! 
 address-family ipv4 
  route-target export 200:2 
  route-target import 200:2 
 exit-address-family 
! 
no aaa new-model 
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no ip icmp rate-limit unreachable 
ip cef 
! 
no ip domain lookup 
no ipv6 cef 
! 
mpls label range 500 599 
mpls label protocol ldp 
multilink bundle-name authenticated 
! 
ip tcp synwait-time 5 
pseudowire-class PW-IAS1 
 encapsulation mpls 
! 
interface Loopback0 
 ip address 5.5.5.5 255.255.255.255 
 ip ospf 1 area 0 
! 
interface FastEthernet0/0 
 vrf forwarding CUST-A 
 ip address 192.168.15.5 255.255.255.0 
 speed auto 
 duplex auto 
! 
interface FastEthernet0/1 
 vrf forwarding CUST-B 
 ip address 192.168.25.5 255.255.255.0 
 ip ospf 25 area 0 
 speed auto 
 duplex auto 
! 
interface GigabitEthernet1/0 
 ip address 172.16.56.5 255.255.255.0 
 ip ospf 1 area 0 
 negotiation auto 
 mpls ip 
! 
interface GigabitEthernet2/0 
 no ip address 
 negotiation auto 
 no keepalive 
 xconnect 9.9.9.9 101 encapsulation mpls 
! 
interface GigabitEthernet3/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
interface GigabitEthernet4/0 
 ip address 172.16.58.5 255.255.255.0 
 ip ospf 1 area 0 
 negotiation auto 
 mpls ip 
! 
interface GigabitEthernet5/0 
 no ip address 
 shutdown 
 negotiation auto 
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! 
interface GigabitEthernet6/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
router ospf 25 vrf CUST-B 
 router-id 192.168.25.5 
 domain-id 0.0.0.10 
 ispf 
 redistribute bgp 59 metric 9 subnets 
! 
router ospf 1 
 router-id 5.5.5.5 
 network 0.0.0.0 255.255.255.255 area 0 
 mpls ldp sync 
 mpls ldp autoconfig area 0 
! 
router bgp 59 
 bgp log-neighbor-changes 
 no bgp default ipv4-unicast 
 neighbor 9.9.9.9 remote-as 59 
 neighbor 9.9.9.9 update-source Loopback0 
 ! 
 address-family ipv4 
  neighbor 9.9.9.9 activate 
 exit-address-family 
 ! 
 address-family vpnv4 
  neighbor 9.9.9.9 activate 
  neighbor 9.9.9.9 send-community both 
 exit-address-family 
 ! 
 address-family ipv4 vrf CUST-A 
  neighbor 192.168.15.1 remote-as 15 
  neighbor 192.168.15.1 activate 
 exit-address-family 
 ! 
 address-family ipv4 vrf CUST-B 
  redistribute ospf 25 match internal external 1 external 2 nssa-external 1 nssa-external 2 
 exit-address-family 
! 
ip forward-protocol nd 
! 
no ip http server 
no ip http secure-server 
! 
access-list 100 deny   udp any any eq 646 
access-list 100 permit ip any any 
! 
mpls ldp router-id Loopback0 
! 
control-plane 
! 
line con 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
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 stopbits 1 
line aux 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 
line vty 0 4 
 login 
! 
end 
 
PE1-R5# 
======================================================================= 
PE1-R9 
======================================================================= 
PE2-R9#show running-config 
Building configuration... 
 
Current configuration : 2819 bytes 
! 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
! 
hostname PE2-R9 
! 
boot-start-marker 
boot-end-marker 
! 
vrf definition CUST-A 
 rd 15:39 
 ! 
 address-family ipv4 
  route-target export 15:39 
  route-target import 15:39 
 exit-address-family 
 ! 
 address-family ipv6 
 exit-address-family 
! 
vrf definition CUST-B 
 rd 200:2 
 ! 
 address-family ipv4 
  route-target export 200:2 
  route-target import 200:2 
 exit-address-family 
! 
! 
no aaa new-model 
no ip icmp rate-limit unreachable 
ip cef 
! 
no ip domain lookup 
no ipv6 cef 
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! 
mpls label range 900 999 
mpls label protocol ldp 
multilink bundle-name authenticated 
! 
ip tcp synwait-time 5 
pseudowire-class PW-IAS1 
 encapsulation mpls 
! 
interface Loopback0 
 ip address 9.9.9.9 255.255.255.255 
 ip ospf 1 area 0 
! 
interface FastEthernet0/0 
 vrf forwarding CUST-A 
 ip address 192.168.39.9 255.255.255.0 
 speed auto 
 duplex auto 
! 
interface FastEthernet0/1 
 vrf forwarding CUST-B 
 ip address 192.168.49.9 255.255.255.0 
 ip ospf 49 area 0 
 speed auto 
 duplex auto 
! 
interface GigabitEthernet1/0 
 no ip address 
 negotiation auto 
 no keepalive 
 xconnect 5.5.5.5 101 encapsulation mpls 
! 
interface GigabitEthernet2/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
interface GigabitEthernet3/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
interface GigabitEthernet4/0 
 no ip address 
 shutdown 
 negotiation auto 
! 
interface GigabitEthernet5/0 
 ip address 172.16.69.9 255.255.255.0 
 ip ospf 1 area 0 
 negotiation auto 
 mpls ip 
! 
interface GigabitEthernet6/0 
 ip address 172.16.89.9 255.255.255.0 
 ip ospf 1 area 0 
 negotiation auto 
 mpls ip 
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! 
router ospf 49 vrf CUST-B 
 router-id 192.168.49.9 
 domain-id 0.0.0.10 
 ispf 
 redistribute bgp 59 metric 9 subnets 
! 
router ospf 1 
 router-id 9.9.9.9 
 network 0.0.0.0 255.255.255.255 area 0 
 mpls ldp sync 
 mpls ldp autoconfig area 0 
! 
router bgp 59 
 bgp log-neighbor-changes 
 no bgp default ipv4-unicast 
 neighbor 5.5.5.5 remote-as 59 
 neighbor 5.5.5.5 update-source Loopback0 
 ! 
 address-family ipv4 
  neighbor 5.5.5.5 activate 
 exit-address-family 
 ! 
 address-family vpnv4 
  neighbor 5.5.5.5 activate 
  neighbor 5.5.5.5 send-community both 
 exit-address-family 
 ! 
 address-family ipv4 vrf CUST-A 
  neighbor 192.168.39.3 remote-as 39 
  neighbor 192.168.39.3 activate 
 exit-address-family 
 ! 
 address-family ipv4 vrf CUST-B 
  redistribute ospf 49 match internal external 1 external 2 nssa-external 1 nssa-external 2 
 exit-address-family 
! 
ip forward-protocol nd 
! 
no ip http server 
no ip http secure-server 
! 
mpls ldp router-id Loopback0 
! 
control-plane 
! 
line con 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 
line aux 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 
line vty 0 4 
 login 
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! 
end 
 
PE2-R9# 
======================================================================= 
CUST1-R1 
======================================================================= 
CUST1-R1#show run 
hostname CUST1-R1 
! 
boot-start-marker 
boot-end-marker 
! 
no aaa new-model 
ip cef 
! 
no ipv6 cef 
! 
multilink bundle-name authenticated 
! 
interface Loopback0 
 ip address 1.1.1.1 255.255.255.255 
! 
interface FastEthernet0/0 
 ip address 192.168.15.1 255.255.255.0 
 duplex full 
! 
interface FastEthernet1/0 
 ip address 192.168.35.2 255.255.255.0 
 duplex full 
! 
router bgp 15 
 bgp log-neighbor-changes 
 no bgp default ipv4-unicast 
 neighbor 192.168.15.5 remote-as 59 
 ! 
 address-family ipv4 
  redistribute connected 
  neighbor 192.168.15.5 activate 
 exit-address-family 
! 
ip forward-protocol nd 
! 
no ip http server 
no ip http secure-server 
! 
control-plane 
! 
line con 0 
 stopbits 1 
line aux 0 
 stopbits 1 
line vty 0 4 
 login 
! 
67 
 
end 
 
CUST1-R1# 
 
======================================================================= 
CUST2-R2 
======================================================================= 
CUST2-R2#show run 
Building configuration... 
 
Current configuration : 792 bytes 
! 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
! 
hostname CUST2-R2 
! 
boot-start-marker 
boot-end-marker 
! 
no aaa new-model 
ip cef 
! 
no ipv6 cef 
! 
multilink bundle-name authenticated 
! 
interface Loopback0 
 ip address 10.1.1.1 255.255.255.255 
 ip ospf 25 area 0 
! 
interface FastEthernet0/0 
 ip address 192.168.35.3 255.255.255.0 
 ip ospf 25 area 0 
 speed auto 
 duplex auto 
! 
interface FastEthernet0/1 
 ip address 192.168.25.2 255.255.255.0 
 ip ospf 25 area 0 
 speed auto 
 duplex auto 
! 
router ospf 25 
 router-id 10.1.1.1 
! 
ip forward-protocol nd 
! 
no ip http server 
no ip http secure-server 
! 
control-plane 
! 
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line con 0 
 stopbits 1 
line aux 0 
 stopbits 1 
line vty 0 4 
 login 
! 
end 
 
CUST2-R2# 
 
======================================================================= 
CUST2-R3 
======================================================================= 
CUST1-R3#show run 
hostname CUST1-R3 
! 
boot-start-marker 
boot-end-marker 
! 
no aaa new-model 
ip cef 
! 
no ipv6 cef 
! 
multilink bundle-name authenticated 
! 
interface Loopback0 
 ip address 3.3.3.3 255.255.255.255 
! 
interface FastEthernet0/0 
 ip address 192.168.39.3 255.255.255.0 
 duplex full 
! 
interface FastEthernet1/0 
 ip address 192.168.29.4 255.255.255.0 
 duplex full 
! 
router bgp 39 
 bgp log-neighbor-changes 
 no bgp default ipv4-unicast 
 neighbor 192.168.39.9 remote-as 59 
 ! 
 address-family ipv4 
  redistribute connected 
  neighbor 192.168.39.9 activate 
 exit-address-family 
! 
ip forward-protocol nd 
! 
no ip http server 
no ip http secure-server 
! 
control-plane 
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! 
line con 0 
 stopbits 1 
line aux 0 
 stopbits 1 
line vty 0 4 
 login 
! 
end 
 
CUST1-R3# 
======================================================================= 
CUST1-R4 
======================================================================= 
CUST2-R4#show run 
Building configuration... 
 
Current configuration : 992 bytes 
! 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
! 
hostname CUST2-R4 
! 
boot-start-marker 
boot-end-marker 
! 
no aaa new-model 
no ip icmp rate-limit unreachable 
ip cef 
! 
no ip domain lookup 
no ipv6 cef 
! 
multilink bundle-name authenticated 
! 
ip tcp synwait-time 5 
! 
interface Loopback0 
 ip address 10.3.3.3 255.255.255.255 
 ip ospf 49 area 0 
! 
interface FastEthernet0/0 
 ip address 192.168.59.4 255.255.255.0 
 ip ospf 49 area 0 
 speed auto 
 duplex auto 
! 
interface FastEthernet0/1 
 ip address 192.168.49.4 255.255.255.0 
 ip ospf 49 area 0 
 speed auto 
 duplex auto 
! 
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router ospf 49 
 router-id 10.3.3.3 
 ispf 
! 
ip forward-protocol nd 
! 
no ip http server 
no ip http secure-server 
! 
control-plane 
! 
line con 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 
line aux 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 
line vty 0 4 
 login 
! 
end 
 
CUST2-R4# 
======================================================================= 
CUST3-R5 
======================================================================= 
CUST3-R5#show running-config 
Building configuration... 
 
Current configuration : 931 bytes 
! 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
! 
hostname CUST3-R5 
! 
boot-start-marker 
boot-end-marker 
! 
no aaa new-model 
no ip icmp rate-limit unreachable 
ip cef 
! 
no ip domain lookup 
no ipv6 cef 
! 
multilink bundle-name authenticated 
! 
ip tcp synwait-time 5 
! 
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interface Loopback0 
 ip address 10.52.11.1 255.255.255.0 
! 
interface FastEthernet0/0 
 ip address 10.53.13.1 255.255.255.0 
 duplex full 
! 
interface GigabitEthernet1/0 
 ip address 10.53.12.1 255.255.255.0 
 negotiation auto 
! 
router rip 
 version 2 
 network 10.0.0.0 
 no auto-summary 
! 
ip forward-protocol nd 
! 
no ip http server 
no ip http secure-server 
! 
control-plane 
! 
line con 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 
line aux 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 
line vty 0 4 
 login 
! 
end 
 
CUST3-R5# 
======================================================================= 
CUST3-R6 
======================================================================= 
CUST3-R6#show running-config 
Building configuration... 
 
Current configuration : 931 bytes 
! 
version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
! 
hostname CUST3-R6 
! 
boot-start-marker 
boot-end-marker 
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! 
no aaa new-model 
no ip icmp rate-limit unreachable 
ip cef 
! 
no ip domain lookup 
no ipv6 cef 
! 
multilink bundle-name authenticated 
! 
ip tcp synwait-time 5 
! 
interface Loopback0 
 ip address 10.53.22.2 255.255.255.0 
! 
interface FastEthernet0/0 
 ip address 10.53.10.1 255.255.255.0 
 duplex full 
! 
interface GigabitEthernet1/0 
 ip address 10.53.12.2 255.255.255.0 
 negotiation auto 
! 
router rip 
 version 2 
 network 10.0.0.0 
 no auto-summary 
! 
ip forward-protocol nd 
! 
no ip http server 
no ip http secure-server 
! 
control-plane 
! 
line con 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 
line aux 0 
 exec-timeout 0 0 
 privilege level 15 
 logging synchronous 
 stopbits 1 
line vty 0 4 
 login 
! 
end 
 
CUST3-R6# 
 
 
 
 
 
 
