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Zerlegung okonomischer Zeitreihen 
Ein deterministischer und stochastischer Ansatz 
Von RALF PAULY, Osnabriick und EKKEHART SCHLICHT, Darmstadt 
Zusammenfassung:  Gegenstand der Arbeit ist die Analyse einer Saisonhypothese in einem ge- 
wichteten Regressionsansatz zur Zerlegung einer beobachteten Zeitreihe in einen Trend, einen 
saisonalen Teil und einen Stcirterm. Es wird gezeigt, da5 wie im deskriptiven Verfahren von 
Schlicht (1981) auch f~ die modifizierte Regression eine eindeutige Zerlegung ohne Vorgabe 
der Anfangswerte fur den Trend und die Saison existiert. Es stellt sich heraus, da5 sowohl die 
Zerlegungen mit als auch ohne Vorgabe der Anfangswerte ais bedingte Erwartungswerte inter- 
pretiehar sind, wenn die Storungen unabhingig normalverteilte Zufallsvariablen sind. Die Zer- 
legung und auch die Rognose nach dem Regressionsansatz sind anhand von Beispielen illustriert. 
Summary :  The paper discuses a new seasonality hypothesis which is one part of a weighted 
regression approach for the decomposition of a time series into a trend, a seasonal component 
and an irregular component. It is shown that there exists a regression formulation leading, as in 
the descriptive approach in Schlicht (1981). to a unique decomposition without having recourse 
to initial values. It turns out that both solutions of the descriptive regression are conditional ex- 
pected values in the stochastic specification. The decomposition as well as the prediction are 
illustrated by examples. 
I. Problemstellung 
Die Zerlegung einer beobachteten Zeitreihe xt in der Periode t in einen Trend yt, 
eine Saisonkomponente z t  und einen irregularen Storterm ut erweist sich fiir okono- 
mische Analysen als zweckrmi8ig. Die im folgenden betrachtete additive Zerlegung 
ist wenig restriktiv, wenn die Zerlegungshypothese fk transformierte Zeitreihen xt auf- 
gestellt ist. Die Trendspezifikation . 
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mit den Anfangswerten yo und y-l basiert auf der Vorstellung, da5 der Trend 
eine glatte Entwicklung hat, deren Tendenz sich nur allmahlich mit der Zeit indert. 
Dabei f&ren die ilndemngen, welche die Stomngen vt in (1.2) bewirken, nicht zu 
sich regelmiifiig wiederholenden Entwicklungsmustern. Unter der Annahme einer re- 
gewligen Saisonfigur ergibt die Anwendung der verallgemeinerten Methode der 
kleinsten Quadrate auf (1 .l) und ( 1.2) in Leser ( 1963) eine Zerlegung f~ kurze 
Zeitreihen. Die Zerlegungsverfahren in Akaike (1980) und in Schlicht (1981) konnen 
ebenfalls als gewichtete Regression dargestellt werden. Die Regressionsfom entMt den 
Wiedeyholungs- und den Sumrnationsaspekt der Periodizitit in den beiden getrennten 
Saisonhypothesen 
und 
wobei s die Zahl der saisonalen Ausschkage in einem Jahr angibt. Die Anfangswerte 
sind hier zo , z- 1, . . ., z_,+l. Nach (1.3) ist die Saisonfigur eines Jahres ein fast regel- 
d i g e s  Muster, das sich nur langsam andert. Die separate Spezifikation der beiden 
Gmndvorstellungen der Periodizitat fiihrt jedoch zu Schwierigkeiten sowohl fiir die 
Stochaitisierung als auch f~ die Prognose. Zudem beinhaltet sie unerwiinschte Effekte 
der Storungen wit und wzt auf die Musteriinderung der Saison. 
Gegenstand dieser Arbeit ist die Modifikation der Saisonhypothese in der gewichteten 
Regression. Es wird gezeigt, da5 wie im deskriptiven Verfahren von Schlicht (1981) 
auch fur die modifuierte Regression eine eindeutige Zerlegung ohne Vorgabe der An- 
fangswerte f~ den Trend und die Saison existiert. Es stellt sich heraus, d& sowoh1 
die Zerlegung mit als auch ohne Vorgabe der Anfangswerte als bedingte Erwartungs- 
werte interpretierbar shd, wenn die Storungen unabhingig normalverteilte Zufalls- 
variablen sind. Unter dieser Bedingung sind die einzelnen Komponenten nichtstationare 
stochastische Prozesse. Das sich darin stellende Problem der Anfangswertbestimmung 
wird auf eine andere Weise als in Akaikes stochastischem Ansatz (1980) gelost. 
Im Abschnitt I1 werden die Eigenschaften der modif~er ten Saisonhypothese analy- 
siert. Die Zerlegungen im deskriptiven und stochastischen Ansatz werden im Abschnitt 
111. vorgefM. Abschnitt IV. gibt ausgewahlte Zerlegungen und Prognosen an. 
11. Eigenschaften der Saisonspezifikation 
Beide Gmndvorstellungen der Periodizitat aus (1.3) sin& in der modifizierten Saison- 
spezifikation 
vereint. Nach (2.1) kann sich die fast zyklische Bewegung mit der Zeit Mdern, Wie 
in (1.3a) wiederholt sich der Saisonauschlag zt-s fast in gleicher Hohe nach einem 
Jahr. M c h  wie in (1.3) bewirkt ein negativer Impuls wt eine Reduktion der saiso- 
nalen Komponenten zt. Die Reduktion wird ver-kt durch die Ubertragung einer 
Schrumpfungstendenz der saisionalen Bewegung in dem Zeitraum [t - s, t - 1] auf 
s - 1  
die Periode t. Die Differenz [ I: (-zt-7) -zt-s] @bt das h s n a 5  der Sc-pfungs- 
7'1 
tendenz an, und 1 - gist der Anteil, der in der Periode t erhalten bleibt. Dernnach wird 
auch der Impuls wt auf die folgenden Perioden iibertragen. 
Urn die Wirkung einer Storung wt auf die Mustednderung der Saison heraustustellen, 
zeichnen wir den Effekt eines einzelnen Impulses wtO = 1 in der Periode to, to E (r 1, 
2,. . ., T,), auf die Xnderung der Saisonfigur in den darauffolgenden Perioden nach. 
Die iibrjgen Storungen seien Null, wt = 0 fiir t # to. Die Referenz ist die ungestorte 
Saisonentwicktung z r  mit wt = 0 f& t = 1, 2, . . ., T. Die Differenz zwischen z;b +, 
und der in der Periode to gestorten Entwicklung zto +e gibt die Auswirkung der 
einrnaligen Storung wto= 1 auf die Anderung der Saisonfmr in der Periode 0 = 
s ( n - l ) + i a n , w o b e i i = l , 2  ,..., s u n d n = 1 , 2  ,..., N.FtirO<g<lsinddies 
saisonalen Unterschiede im Jahr n: 
Nach (2.2) sind die langfristigen Unterschiede der saisonalen Ausschliige 
Aus (2.3) folgt, da8 die Sumrne der Abweichungen in einem Jahr Null ist: 
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Demnach resultiert aus dem einmaligen Impuls wto ein neues Saisonrnuster mit der 
wiinschenswerten Eigenschaft, dal3 sich die negativen und positiven Saisonausschlage 
in einem Jahr ausgleichen. Nach (2.3) erhoht der Impuls wt; = 1 den Ausschlag in der 
s-ten Saisonperiode permanent um(1 -g~-l) / ( l  -gS). Diese Erhohung wird in den 
darauffolgenden s - 1 Saisonperioden in Form einer geometrischen Reduktion der 
Saisonausschlage vollstiindig kompensiert, so dal3 die Summe der Saisonausschlage in 
einem Jahr Null ist. Wie ein Vergleich von (2.3) rnit (2.2) zeigt, sind die Abweichungen 
der saisonalen Bewegungen nach der Storung von dem neuen Muster sehr gering und 
die Konvergenz sehr schnell. 
Die Abbildung 1 kennzeichnet die Musteriinderung f& wto = 1 und to = 0 im Mode11 
(2.1) anhand von zwei Kurvenziigen. Die eine Kurve gibt die Anderung derSaison- 
* 
ausschlige ZS(, -l)+i - Zs(n-l)+i nach (2.2) und die andere K U N ~  die Summe der 
S * Abweichungen Z (z,(,-~)+~ + zs(n-l)+i) in einem Jahr an. Die beiden Entwick- 
i =  1 
lungen sind f~ Monatsdaten, s = 12, und fb  ausgewddte Gewichte g angegeben. 
Mit g = 1 und g = 0 enthM (2.1) die Hypothesen in (1.3) als Spezialfalle. In beiden 
Spezifikationen ist das Muster unmittelbar im ersten Jahr nach der Storung erreicht. 
Die Art der Musteranderung ist aber unbefriedigend. Die Sumrnationsbedingung ge- 
m%l3 (2.4) ist in (1.3a) verletzt; dies wird deutlich in der letzten Graphik mit g = l 
in der Abbildung 1. Nach (1.3b) wird ein einmaliger Anstieg der saisonalen Bewegung 
in der anschliehnden Periode sofort vollkornmen ausgeglichen; dies veranschaulicht 
die erste Graphik mit g = 0 in der Abbildung 1. Zudem kt in den Ansatzen in Akaike 
(1980) und Schlicht (1981) undurchsichtig, wie die gewichtete Regression die beiden 
unerwiinschten Effekte der separaten Spezifrkation (1.3) kombiniert'). 
Stellen die Impulse wt in (2.1) reine Zufallsstorungen dar, so wird man den Effekt der 
Zufallsstorung wtoauf die Wandlung der Saisonfigur mittels der Folge der Korrelations- 
koeffizienten von wt und zt +e messen. Sind analog zur deskriptiven Anaiyse die iibri- 
0 0 
gen Storungen wt, t + to, vorgegeben, dann sind bei festen Anfangswerten in (2.1) die 
Korrelationskoeffizienten p (zt0 + o r  wt0) zwischen zt, + und wto gleich den Differenzen 
aus (2.2) in der Periode 8, die durch den einmaligen Impuls wtp verursacht sind, 
Werden die iibrigen Zufallsstorungen im Zeitraum [ I ,  TI nicht als gegeben betrachtet, 
dam sind die Kovarianzen cov (wtO, zt,+ e )  zwischen wt, und zt,+ e proportional 
zu den entsprechenden Abweichungen von zto + und zfo +e  in (2.2). Die Proportionali- 
'1 Diese Kritik fuhrt in Schlicht/Pauly (1983) zu einem weiteren Zerlegungsverfahren rnit einer neu- 
en Sahonhypothese. 
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Abbildung 1: A'ndemng des Saisonmusters im Model1 (2.1) fir s = 12 und ausgavahlte 
Werte von g 
- hdenmg der Saisonauachliige z z* nach Q.2) I 
 Abweichung d u  neuen Saisonauschl@e in einem Jalu von Null L: (q - zfi 
i = l  
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tat sichert, daf3 die Wandlung des Saisonmusters in der stochastischen Interpretation 
von (2.1) sich in W c h e r  Weise vollzieht wie in der determi~stischen Betrachtung. 
Nach Stochastisierung ist (2.1) ein nichtstatio&es Zeitreihenmodell. Die Varianz der 
darin erklarten Saisonvariablen zto +e  steigt mit 8 .  Der Anstieg hat zur Konsequenz, 
da5 der Anderungseffekt der Zufallsstorung wto, der anhand des Korrelogramms von 
wto und zt, + ,g gemessen wird, mit der Entfernung von to abnimmt. Eine W c h e  Ei- 
genschaft hat das statioure Zeitreihenmodell, das in Hannan (1964) zur Erklarung der 
saisonalen Musterinderung diskutiert wird. Irn Gegensatz zu stationken Prozessen hiingt 
hier aber der Storeffekt nicht nur von der Entfernung von to ab, sondem auch von der 
Periode to,  in der die Musteriinderung durch die Zufallsstorung wto begimt. 
III. Die gewichtete Regression als Zeriegungsverfahren 
Sowohl der detenninistische als auch der stochastische Ansatz bestehen aus den Spezi- 
fikationen (l . l) ,  (1.2) und (2.1). Der additive Aufbau der Beobachtung xt in (1 .l) kann 
matriziell geschrieben werden in Form von 
wobei x"= (xT, X T - ~ ,  .. . xt, . . . xl). Entsprechend sind die anderen Vektoren y, z 
und u aufgebaut. I ist die T X T Einheitsmatrix. In Matrixnotation werden die Glei- 
chungen der Trend- und Saisonspezifikation (1.2) und (2. I), in denen Anfangswerte 
auftreten, von den iibrigen Gleichungen getremt ausgewiesen. Die Spezifikation (1.2) 
ist in Matrixform 
wobei der Trendvektor mit Anfangswerten 
yo'= (yd- 2yo - y- ist, 
(v*': vO') = (VT, VT-~, . . ., V 3  i V1, vl) = V' 
und die TaX T Matrix aus (3.2) definiert ist gemif3 
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Die Saisonhypothese ist 
mit dem s X 1 Anfangswertfaktor 
und der T X T Matrix 
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Aus (3.1), (3.2) und (3.4) ergibt sich der Regressionsansatz 
Die Glatte des Trends und die Stabilitat des Saisonmusters sind die beiden elemen- 
taren Vorstellungen, die zur Spezifikation von (3.6) geffirt haben. Die Variation der 
Stomngen v und w bestimmen den Grad der Glatte und der StabiIitiit. Das Ausmaf3 
der Streuung ist in der Regression dadurch steuerbar, da5 man die Quadratsummen 
der Stomngen u'u, v'v und. w'w bei Anwendung der Methode der kleinsten Quadrate 
unterschiedlich gewichtet. 
Aus der Minimiemng von 
0' 0 0' 0 L(y, z; yo, z") = u'u + a(v*;* + v v ) + p(w*w* + w w ), a ,  P > 0, (3.7) 
beziiglich y und z resultieren unter Beachtung von (3.6) die Normalgleichungen der ge- 
wichteten Regression 
Die Ldsung von (3.8) fdr (3'2') setzt die Vorgabe der Anfangswerte in und in z0vor- 
aus. Das Problem der Anfangswertsetzung kann vermieden werden, indem man in (3.2) 
und (3.4) die Gleichungen eliminiert, welche Anfangswerte enthalten. Das Minimierungs- 
ergebnis ist dam 
Wie fiir (3.8) existiert auch fiir (3.9) eine eindeutige Lijsung. 
Theorem: Fiir eine beliebige Zeitreihe x ist das Minimum von 
L* (y, z) = u'u + av*'v* + p ~ * ' w *  
:hezuglich y und z eindeutig durch (3.9) festgelegt. 
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Beweis: Es gdt 
und 
ist die Matrix H nichtnegativ definit. Zum Beweis der Existenz und der Eindeutig- 
keit der Liisung von (3.9) ist der Beweis der Nichtsingularitat von H* ausreichend. Aus 
(3.1 1) und (3.12) folgt, dai3 
wobei M die folgende T X T Teilmatrix von (-$1 ist : 
Analog zu Schlicht (198 1) kann man nun zeigen, d d  det M = ((1-g) s ) ~ .  Demnach hat 
die Matrix fk g f 1 den Rang T, und die Matrix H* ist nichtsingulk. 
Im stochastischen Ansatz sind die Stonmgen als reine Zufallsfehler betrachtet. Unter 
der Annahme, da5 der Zufallsvektor (u', v', w? normalverteilt ist g e m s  N(0, Z), wobei 
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ist f& gegebene Anfangswerte nach (3.6) die Ldsung der gewichteten Regression aus (3.8) 
gleich dem bedingten Erwartungswert von den Trend- und Saisonkomponenten, 
wobei 
a = u$/ui und p = u$/u$. 
Ersetzt man (2.1) durch die seperate Saisonspezifrkation (1.3), so ist die neue ge- 
wichtete Regressionslosung im stochastischen Model1 ebenfalls der bedingte Erwar- 
tungswert der Komponenten. Vorausgesetzt ist dabei, da0 die Storungen wl und 
w2t stochastisch u n a b h w g  sind 2). Diese Voraussetzungist jedoch nicht f& feste 
Anfangswerte zO gegeben, wie dies direkt aus (1.3) f~ t = 1 ersichtlich ist. 
Die Trend- und Saisonkomponenten aus (3.8) bzw. aus (3.14) sind erst nach Vorgabe 
der Anfangswerte in und zO berechenbar. Das Einsetzen von y aus (3.2) und von z 
aus (3.4) in (3.1) ergibt ein verallgemeinertes Regressionsmodell mit den Regressions- 
koeffizienten yo und zO. Bei gegebenen Gewichten g, a, und 0 ist die Regressormatrix 
fest vorgegeben, so d d  der GLS-Schatzer die besten Schitzungen fk yo und z0 er- 
gibt3). Eine damit iibereinstirnmende Schatzung von und z0 resultiert aus (3.9), worin 
die Anfangswerte impliziert bestimrnt sind4). Die ,,Rickwiirtsprognosen" nach den For- 
meln (3.2) und (3.4) f ~ e n  m folgenden Scfitzungen: 
Die Zerlegung (3.9) und die Schiitzer (3.15) erhalten ihre Bedeutung im stochasti- 
schen Rahmen durch das W d e  Theorem und Korollar. 
The o r e  m : Fiir eine beliebige Zeitreihe x fallen die Zerlegungen nach (3.8) und (3.9) 
dam und nur dam zusarnmen, wenn die unbekamten Anfangswerte in (3.8) gem& 
(3.15) festgelegt sind. 
0 0 0 0 Korollar : Die ScMtzer in (3.1 5) sind unverzerrt, Ex (9' I y , z ) = yo und Ex (2' I y , z ) 
0 
= z .  
) Vergleiche die Ldsung in Akaikes Ansatz. 
3 ) Siehe hierzu Pauly (1982). Die Gewichte g, a und 0 k6nnen nach dem Maximum-Likelihood- 
Prinzip bestimmt werden. Dazu wendet man das Prinzip auf die Dichtefunktion von x an,'ciie aus 
(3.1) nach Substitution von y aus (3.2) und von z aus (3.4) resultiert. 
) Wegen dieses bemerkenswerten Ergebnisses siehe Pauly (1984). 
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Be weis : Ersetzt man (x', x') in (3.8) durch die entsprechenden Vektoren aus (3.9) 
und yo sowie zO in (3.8) durch ihre Schittnmgen aus (3.19, dann sehen wir, da0 
9 = 9 und 2 = f. Demnach folgt aus (3.19 
und da 
ist der Schiitzer go unverzerrt. Entsprechende Cleichungen gelten f& 2.  Demnach ist 
auch &O unverzerrt. Es fehlt noch der Beweis, d d  aus 9 = 9 und aus i = i? die Glei- 
chungen (3.15) resultieren. - Diese Implikation folgt dkekt aus (3.8). Fiir B0 = I"'$ ist 
zu beachten, da5 
, 
Entsprechend gilt fiir in (3.15). 
Bemerkenswert ist zudem die folgende Beziehung zwischen den Summen der ge- 
wichteten Quadrate L in (3.7) und L* in (3.10). Aus (3.6), (3.7) w-d (3.10) ist er- 
sichtlich, d& fk beliebige Anfangswerte (yo, z 9  
Die Wahl der in (3.9) implizierten Anfangswerte fiihrt zu 
was fiquivalent ist mit 9 = 9 und i = i; die Anfangswerte aus (3.15) rninimieren die 
Quadratsumm L. 
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IV. Nurnerische Resultate 
Monatliche Arbeitslosenzahlen aus der Bundesrepublik Deutschland sind nach dern Ver- 
fahren (3.9) zerlegt worden. Verschiedene Gewichte sind g e w t  worden. Die Abbil- 
dungen 2 und 3 sowie die Tabelle Jusgeudhlte Saisonzerlegungen und -prognosenU 
enthalten einige Ergebnisse. Die Gewichte a und 0 steuern die Glatte des Trends und 
die Regularitat des Saisonmusters. Eine Heraufsetzung der Gewichte a und B erhoht 
die Glatte und die Stabilitiit. Dies geht allerdings zu Lasten eines Varianzanstiegs der 
irregularen Komponenten. Die beiden Abbildungen 2 und 3 belegen den Stabilitiits- 
effekt, den eine Variation von 0 verursacht. Die Saisonentwicklung ist bei P = 1000 
wesentlich regelmadiger als bei 0 = 10. Dabei ist die Grundstruktur der jarlichen Be- 
wegung in den beiden Zerlegungen iihihnlich. Die Herabsetzung des Gewichts von 1000 
auf 10 lafit die Schrumpfungstendenz in den sechziger Jahren und die leichte Wand- 
lungstendenz des Saisonmusters in den siebziger Jahren pragnanter hewortreten. 
Tabelle: Ausgewahlte Saisonzerlegungen und -prognosen (a = 1000 und P = 10) 
Monatliche Arbeitslosenzahlen in der Bundesrepublik (in 1000) 
i= Zerlegung, P = Prognose 
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Die Anderung der Saisonfigur k n g t  nach (2.1) von der Gewichtung g ab. Wie wir aus 
(2.2) und (2.3) wissen, verlangsamt eine Erhohung von g den Anpassungsproze0 nach 
einer Storung an das neue Saisonmuster. In den Untersuchungen zeigt sich, daf3 die 
Wahl von g wenig Einflu0 auf die Zerlegung hat. Insbesonden am oberen Rand einer 
Zeitreihe, der fur okonornische Analysen von zentraler Bedeuting ist, ist das Zerlegung- 
verfahren wenig sensitiv gegeniiber Parametervariationen von g. Dagegen h h g t  die Re- 
gularitat der Saisonprognose ganz erheblich von g ab. Die Stabilitiit der Propose er- 
hijht sich mit wachsendem g und P. Fiir hohe Werte von g bleibt die prognostizierte 
Saisonfigur uber mehrere Jahre stabil. Dies geht aus der saisonalen Bewegung iiber fiinf 
Jahre in der Tabelle ,,Ausgewiihlte Saisonzerlegungen und -prognosenU hervor. Die 
Differenz zwischen den beiden prognostizierten Saisonmustern und den Zerlegungen 
in den drei vorangegangenen Jahren sind fiir die beiden hohen Werte g = 0,8 und 
g = 0,95 nur ge~gfiigig. Die Prognosewerte sind nach der Formel (2.1) berechnet, 
wobei die Storungen w Null gesetzt sind. 
Analog zu (2.1) lassen sich iiber die Formel (1.3) Prognosen ermitteln. Die separate 
Spezifikation der Saison in (1.3) erbringt jedoch, wie wir wissen, zwei voneinander 
abweichende Prognosen, die sich bereits nach der ersten Prognoseperiode Jahr fiir 
Jahr wiederholen. Demnach ist auch die Musteranderung weniger flexibel als in (2.1). 
Anders als in (2.1) existiert aber fiir (1.3) kein Stabilitatsproblem. 
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