A potentially large anatomical variability among subjects in a population makes nonrigid image registration techniques prone to inaccuracies and to high computational costs in their optimisation. In this paper, we propose a new learning-based approach to accelerate the convergence rate of any chosen parametric energy-based image registration method. From a set of training images and their corresponding deformations, our method learns offline a projection from the gradient space of the energy functional to the parameter space of the chosen registration method using partial least squares. Combined with a regularisation term, the learnt projection is subsequently used online to approximate the optimisation of the energy functional for unseen images. We employ the B-spline approach as underlying registration method, but other parametric methods can be used as well. We perform experiments on synthetic image data and MR cardiac sequences to show that our approach significantly accelerates the convergence -in number of iterations and total computational cost-of the chosen registration method, while achieving similar results in terms of accuracy.
Introduction
Nonrigid image registration is a very important and widely investigated topic in medical image analysis, since it aids to remove the, potentially very large, natural structural variablity present in pairs or groups of medical images. A popular approach for nonrigid registration is to find a deformation field as the solution of an energy minimisation approach. There exist non-parametric methods [1] [2] [3] [4] [5] and parametric methods [6] [7] [8] [9] [10] [11] . A typical energy functional E is composed of a data term E D that measures the degree of alignment of a target (fixed) image and a source (moving) image, and a regularisation term E R that imposes smoothness on the deformation field that aligns the images:
where λ ≥ 0 is a tradeoff parameter between the two terms. Learning-based image registration techniques have captured the interest of many researchers in the last few years. A popular approach is to capture the statistics of deformation by applying PCA over each band of wavelet coefficients [12] or over the control point values of B-splines that provide a parametric representation of the deformation fields [13] [14] [15] [16] . In [17] , the parameters of the deformation are estimated by a nearest neighbour search over training images generated according to a special criteria. A low dimensional representation of images, with maximally discriminative power is obtained in [18] by combining generative and discriminative objective functions in a constrained optimisation problem. The work in [19] presents a method where features extracted from regions obtained by adaptively partition brain images and the statistics of deformation field are used to robustly place the control points that parameterise the deformations. Also, a partial least squares approach is employed to relate cardiac deformation due to respiration with surface intensity traces in [20] . Finally, in [21] , support vector regression is utilised to estimate the principal modes of a brain deformation model given low dimensionality image features.
One of the main issues of registration thechniques is their high computational cost. Recently, a new type of methods for increasing optimisation convergence have been developed, albeit they are not learning-based. This type of scheme is the so-called preconditioning schemes, where the image gradient is scaled differently for different areas of the image. The main contributions on this kind of approaches are [22, 23] . The difference is that in [23] , the preconditioner is thought to work specificly for sum of squared differences, while the precontitioning scheme by [22] works for any similarity measure.
In this paper, we propose a learning-based parametric registration method that learns a projection from the gradient space of the energy functional to the parameter space of the chosen registration method using partial least squares. This learnt mapping can be seen as an approximation of the energy gradient, which we utilise to accelerate the convergence of the registration.
The rest of the paper is organised as follows. Section 2 introduces the concepts required by our approach, to then describe the learning and registration procedures, and a multi-resolution extesion for the method. Experiments and results on synthetic and medical data are shown on section 3. Finally, we conclude on section 4.
Method

Gradient Projections
Optical flow methods, e.g. [1] , estimate a dense (voxel-wise) displacement field u that aligns the target and source images. This flow u is obtained as the solution of an energy functional (1). A standard gradient ascent (similarly, descent) scheme updates the solution with a speed-up factor η > 0,
where
The gradients are computed according to the specific choice of the data and regularisation functions. For our later developments, we call the term ∂ED ∂u similarity gradient image (SGI).
In parametric registration approaches, such as the B-spline based free-form deformation (FFD) registration algorithm [9] , the unknown deformation field is parameterised by N = n x ·n y ·n z control points. In order optimise the parameters (control point values) Φ ξ i , with i = 1 . . . N and ξ ∈ {x, y, z}, it is necessary to compute the energy gradient in parametric space rather than voxel space. Thus, the energy gradient is calculated w.r.t. the control point values, by taking the SGI and regularisation terms, and projecting them from voxel space to parameter space
For the B-spline FFD approach, the projection term
is given by the tensor product of the 1D cubic B-splines
where u, v, w correspond to relative positions in control point space. Finally, the update step used by the optimisation procedure is
Learning the Projection
We introduce an learning-based method (LB-FFD) to project the SGI from the gradient space of the energy functional to parameter space, that yields to faster convergence. In our setting, the projection is not constrained to be computed using the B-Spline tensor product. Instead, it is estimated as follows. Given M training SGIs based on any similarity metric like normalised mutual information (NMI), sum of squared differences (SSD) or cross correlation (CC), the first step of our method is to extract patches P i,j ∈ R sx·sy·sz ×1 for all control point locations i = 1 . . . N and training SGIs ∂ED ∂u j , j = 1 . . . M :
where P s i is an operator that extracts an intensity patch of size s = s x · s y · s z around the location of the control point i. The motivation of using these patches comes from the fact that the B-spline tensor model has local support, i.e., only the voxels of the SGI within a neighbourhood of a control point have to be considered to perform the corresponding projections.
Since the patches P i,j are of high dimensionality, a PCA dimensionality reduction step over the training images is performed, yielding low dimensionality
where P i,j is the mean patch over the training images and Γ i ∈ R sx·sy·sz×C is the basis matrix containing the first C modes of variation of the patches around control point i.
Finally, for each training SGI, a nonrigid FFD registration is performed between the target and source images that define it, yielding the optimal FFD control point values Φ ξ i,j . After that, we estimate the projection term for each of these control points by fitting a partial least squares regression model on each direction ξ that relates the control point value with the low dimensionality patch centered on it. Thus, the regressed coefficients β ξ i satisfy
At this point we regard Φ in (6), because it approximates a solution to the registration problem. As a consequence, if we use the regressed coefficients and the low dimentional patches to compute this approximation for the optimisation, the speed of convergence should increase.
Registration of Unseen Images
Once the learning procedure described in the previous section is performed, it is possible to register an unseen image to any of the target images used to produce the training SGIs, like the ones depicted in figures 1(c) and 1(d). For this purpose, we devise an optimisation scheme similar to (6) using our approximation of the energy gradient, and an additional regularisation term to account for possible non-smoothness coming from errors in the regression model
where λ 2 ≥ 0 weights the regularisation term, and the unseen low dimensional patch p * i is computed by projecting the corresponding high dimensionality patch, taken from the SGI between the target and the current transformed source, using the PCA projection rule (8) . 
Multi-resolution Framework
The procedure described in section 2.2 is only valid for a single-resolution registration framework. In order to extend it to be able to perform in a multiresolution framework with L levels starting from the coarsest level L down to the finest level 1, some considerations have to be made. For level L, the method needs no change, but for all other levels l with 1 ≤ l ≤ L − 1, the source images used to generate the training SGIs are previously deformed according to the FFD deformation field obtained down to level l + 1 (while the target remains the same), and the FFD control point values used for regression are the difference between the FFD control point values down to level l and the FFD control point values down to level l + 1.
Results
To test our method we perform two experiments, where we use the SSD between the target and source images as a data term, and the bending energy of the deformation field [24] as a regularisation term. First, we generate 130 synthetic images by randomly scaling a target circle image in both x-and y-direction. 100 of these images are used in the training phase, by computing the SGI and performing FFD registrations between the target and source images that define them. The remaining 30 images are used for testing. The number of principal components retained is set to C = 5 and λ = 0.001. The value for λ 2 is set to 0.01 due to the unsmooth nature of some of the synthetic deformations. We compare the mean number of iterations, mean error and total execution time over the 30 testing images of both the FFD approach and our learning-based method, in a single resolution setting. The results are summarised in Table 1 . It is possible to see that a reduction in the number of iterations for the learning-based approach is achieved and that, as a consequence, our algorithm performs faster, but mantaining good enough accuracy.
We also evaluate our method on 1.5T Philips Achieva MR cardiac sequences from 10 subjects covering one complete cardiac cicle over 30 frames. Fig. 1 depicts an example of the cardiac data used and its similarity gradient. From the obtained images, we extract one mid-ventricular short-axis slice to produce 2D sequences and then, since the images are on different spatial coordinates for different subjects, a point-based affine registration using 4 landmarks was used to align them, taking the first frame of one of the subjects as a reference. Fig. 2 shows two examples of the landmarks used.
For our experiments on cardiac data, we use C = 15 as the number of principal components to retain for our method, since we empirically found that almost no variation in the number of iterations needed to converge is appreciated for C ∈ [5, 10, 15, 20, 25, 30] . The values of λ and λ 2 are both set to 0.001.
We perform a cross-validation procedure where a region of interest from the first frame of each subject is fixed as target image. Then, the second frame of each subject is registered to its corresponding target using both FFD registration with 3 resolution levels and our learning-based method trained using all other frames, also with 3 resolution levels. We repeat this process for the third frame, fourth frame, and so on. Table 2 summarizes the results over the 290 registrations performed for both methods. A clear reduction in the number of iterations can be seen on each resolution level, which in turn makes our algorithm achieve a speedup of over 50%.
Finally, to demonstrate the registration quality of our method, Fig. 3 depicts the registration result between the region of interest on the first frame of a subject and frame number 10, where the end of systole occurs, for both the FFD and learning-based methods, with superimposed deformation grid. It can be seen that our learning-based method performs comparably to the FFD approach.
Conclusion
We developed a new general learning-based nonrigid registration approach to accelerate the convergence rate of any chosen parametric energy-based image registration method. A projection from the gradient space of the energy functional to the parameter space is learnt offline and subsequently used online to approximate the optimisation of the energy functional for unseen images. Our preliminary results from experiments on synthetic image data and MR cardiac sequences show that our approach significantly accelerates the convergence, both in number of iterations and total computational cost of the chosen registration method, while achieving similar results in terms of accuracy.
