INTRODUCTION
Tools and techniques that have been developed during the last 40 years in the field of fuzzy set theory (FST) have been applied quite successfully in a variety of application areas. A prominent example of the practical usefulness of corresponding techniques is fuzzy control, where the idea is to represent the input-output behaviour of a controller (of a technical system) in terms of fuzzy rules. A concrete control function is derived from such rules by means of suitable inference techniques.
While aspects of knowledge representation and reasoning have dominated research in FST for a long time, problems of automated learning and knowledge acquisition have more and more come to the fore in recent years. There are several reasons for this development, notably the following: Firstly, there has been an internal shift within fuzzy systems research from "modelling" to "learning", which can be attributed to the awareness that the well-known "knowledge acquisition bottleneck" seems to remain one of the key problems in the design of intelligent and knowledge-based systems. Secondly, this trend has been further amplified by the great interest that the fields of knowledge discovery in databases (KDD) and its core methodical component, data mining, have attracted in recent years.
It is hence hardly surprising that data mining has received a great deal of attention in the FST community in recent years (Hüllermeier, 2005) . The aim of this chapter is to give an idea of the usefulness of FST for data mining. To this end, we shall briefly highlight, in the next but one section, some potential advantages of fuzzy approaches. In preparation, the next section briefly recalls some basic ideas and concepts from FST. The style of presentation is purely non-technical throughout; for technical details we shall give pointers to the literature.
BACKGROUND ON FUZZY SETS
A fuzzy subset F of a reference set X is identified by a so-called membership function (often denoted μ F (•) ), which is a generalization of the characteristic function of an ordinary set A ⊆ X (Zadeh, 1965) . For each element x ∈ X, this function specifies the degree of membership of x in the fuzzy set. Usually, membership degrees μ F (x) are taken from the unit interval [0,1], i.e., a membership function is an X → [0,1] mapping, even though more general membership scales (such as ordinal scales or complete lattices) are conceivable. Fuzzy sets formalize the idea of graded membership according to which an element can belong "more or less" to a set. Consequently, a fuzzy set can have "nonsharp" boundaries. Many sets or concepts associated with natural language terms have boundaries that are non-sharp in the sense of FST. Consider the concept of "forest" as an example. For many collections of trees and plants it will be quite difficult to decide in an unequivocal way whether or not one should call them a forest.
In a data mining context, the idea of "non-sharp" boundaries is especially useful for discretizing numerical attributes, a common preprocessing step in data analysis. For example, in gene expression analysis, one typically distinguishes between normally expressed, underexpressed, and overexpressed genes. This classification is made on the basis of the expression level of the gene (a normalized numerical value), as measured by so-called DNA-chips, by using corresponding thresholds. For example, a gene is often called overexpressed if its expression level is at least twofold increased. Needless to say, corresponding thresholds (such as 2) are more or less arbitrary. Figure 1 shows a fuzzy partition of the expression level with a "smooth" transition between under-, normal, and overexpression. For instance, according to this formalization, a gene with an expression level of at least 3 is definitely considered overexpressed, below 1 it is definitely not overexpressed, but in-between, it is considered overexpressed to a certain degree (Ortoloani et al., 2004) .
Fuzzy sets or, more specifically, membership degrees can have different semantic interpretations. Particularly, a fuzzy set can express three types of cognitive concepts which are of major importance in artificial intelligence, namely uncertainty, similarity, and preference (Dubois, 1997) . To operate with fuzzy sets in a formal way, FST offers generalized set-theoretical respectively logical connectives and operators (as in the classical case, there is a close correspondence between set-theory and logic) such as triangular norms (t-norms, generalized logical conjunctions), t-conorms (generalized disjunctions), and generalized implication operators. For example, a t-norm ⊗ is a [0,1]×[0,1]→[0,1] mapping which is associative, commutative, monotone increasing (in both arguments) and which satisfies the boundary conditions α ⊗ 0 = 0 and α ⊗ 1 = α for all 0 ≤ α ≤ 1 (Klement et al., 2002) . Well-known examples of t-norms include the minimum (α, β)
BENEFITS OF FUZZY DATA MINING
This section briefly highlights some potential contributions that FST can make to data mining; see (Hüllermeier, 2005) for a more detailed (technical) exposition.
Graduality
The ability to represent gradual concepts and fuzzy properties in a thorough way is one of the key features of fuzzy sets. This aspect is also of primary importance in the context of data mining. In fact, patterns that are of interest in data mining are often inherently vague and do have boundaries that are non-sharp in the sense of FST. To illustrate, consider the concept of a "peak": It is usually not possible to decide in an unequivocal way whether a timely ordered sequence of measurements, such as the expression profile of a gene, has a "peak" (a particular kind of pattern) or not. Rather, there is a gradual transition between having a peak and not having a peak. Likewise, the spatial extension of patterns like a "cluster of points" or a "region of high density" in a data space will usually have soft rather than sharp boundaries. Many data mining methods proceed from a representation of the entities under consideration in terms of feature vectors, i.e., a fixed number of features or attributes, each of which represents a certain property of an entity (e.g., the age of a person). Having defined a suitable feature set, a common goal is to analyze relationships and dependencies between the attributes. In this regard, the possibility to model graded properties in an adequate way is useful for both feature extraction and subsequent dependency analysis.
To illustrate, consider again a (discrete) time series of the form x = (x(1), x(2)...x(n) ), e.g., a gene expression profile where x(t) is the expression level at time point t. For a profile of that kind, it might be of interest whether or not it is "decreasing at the beginning". This property is inherently fuzzy: First, it is unclear which time points belong to the "beginning", and defining these points in a non-fuzzy way by a "crisp" subset B = {1,2...k} comes along with a certain arbitrariness (the choice of threshold k ∈ {1...n}) and does not appear fully convincing. Second, the intended meaning of "decreasing at the beginning" will not be captured well by the standard mathematical definition, which requires
In fact, the human perception of "decreasing" will usually be tolerant toward small violations of Eqn. 1, especially if such violations may be caused by noise in the data; see Figure 2 for an illustration, where the second profile is still considered as "decreasing at the beginning", at least to some extent. FST offers a large repertoire of techniques and concepts for generalizing the description of a property at a formal (logical) level, including generalized logical connectives such as the aforementioned t-norms and t-conorms, fuzzy GREATER-THAN relations (which generalize the above ≥ relation), and fuzzy FOR-MOST quantifiers (which generalize the universal quantifier in Eqn. 1). This way, it becomes possible to specify the degree to which a profile is "decreasing at the beginning", i.e., to characterize a profile in terms of a fuzzy feature which assumes a value in the unit interval [0,1] instead of a binary feature which is either present (1) or absent (0). See (Lee et al., 2006) for an interesting application, where corresponding modeling techniques have been used in order to formalize so-called candlestick patterns which are of interest in stock market analysis.
The increased expressiveness offered by fuzzy methods is also advantageous for the modeling of patterns in the form of relationships and dependencies between different features. As a prominent example of a (local) pattern, consider the concept of an association rule A → B suggesting that, if the antecedent A holds, then typically the consequent B holds as well (Agrawal & Srikant, 1994) . In the non-fuzzy case, a rule is either satisfied (supported) by a concrete example (data entity) or not. In the fuzzy case, a rule can again be satisfied (supported) to a certain degree (Chen et al., 2003) . At a formal level, the modeling of a rule makes use of generalized logical operators such as t-norms (for combining the conditions in the antecedent part) and implication operators (for combining the antecedent and the consequent part). Depending on the concrete operators employed, a fuzzy rule can have different semantic interpretations. For example, the meaning of gradual THE MORE-THE MORE dependencies such as "the more a profile is decreasing at the beginning, the more it increases at the end" can be captured in an adequate way by means of so called residuated implication operators; we refer to (Dubois et al., 2006) for a technical discussion of these issues.
In a data mining context, taking graduality into account can be very important in order to decide whether a certain pattern is "interesting" or not. For example, one important criterion in this regard is frequency, i.e., the number of occurrences of a pattern in a data set. If a pattern is specified in an overly restrictive (non-fuzzy) manner, it can easily happen that none of the entities matches the specification, even though many of them can be seen as approximate matches. In such cases, the pattern might still be considered as "well-supported" by the data (Dubois et al., 2005) .
Regarding computational aspects, one may wonder whether the problem to extract interesting fuzzy patterns from large data sets, i.e., patterns that fulfil a number of generalized (fuzzy) criteria, can still be solved by efficient algorithms that guarantee scalability. Fortunately, efficient algorithmic solutions can be assured in most cases, mainly because fuzzy extensions can usually resort to the same algorithmic principles as non-fuzzy methods. Consequently, standard algorithms can most often be used in a modified form, even though there are of course exceptions to this rule.
Linguistic Representation and Interpretability
A primary motivation for the development of fuzzy sets was to provide an interface between a numerical scale and a symbolic scale which is usually composed of linguistic terms. Thus, fuzzy sets have the capability to interface quantitative patterns with qualitative knowledge structures expressed in terms of natural language. This makes the application of fuzzy technology very appealing from a knowledge representational point of view, as it allows patterns discovered in a database to be presented in a linguistic and hence comprehensible way. For example, given a meaningful formalization of the concepts "multilinguality" and "high income" in terms of fuzzy sets, it becomes possible to discover an association rule in an employee database which expresses a dependency between these properties and can be presented to a user in the form "multilinguality usually implies high income" (Kacprzyk and Zadrozny, 2005) .
Without any doubt, the user-friendly representation of models and patterns is often rightly emphasized as one of the key features of fuzzy methods (Mencar et al., 2005) . Still, this potential advantage should be considered with caution in the context of data mining. A main problem in this regard concerns the high subjectivity and context-dependency of fuzzy patterns: A rule such as "multilinguality usually implies high income" may have different meanings to different users of a data mining system, depending on the concrete interpretation of the fuzzy concepts involved (multilinguality, high income). It is of course possible to disambiguate a model by complementing it with the semantics of these concepts (including the specification of membership functions). Then, however, the complete model, consisting of a qualitative (linguistic) and a quantitative part, becomes more cumbersome.
To summarize on this score, the close connection between a numerical and a linguistic level for representing patterns, as established by fuzzy sets, can indeed help a lot to improve interpretability of patterns, though linguistic representations also involve some complications and should therefore not be considered as preferable per se.
Robustness
Robustness is often emphasized as another advantage of fuzzy methods. In a data mining context, the term "robustness" can of course refer to many things. Generally, a data mining method is considered robust if a small variation of the observed data does hardly alter the induced model or the evaluation of a pattern. Another desirable form of robustness of a data mining method is robustness toward variations of its parameterization: Changing the parameters (e.g., the interval-boundaries of a histogram, Viertl & Trutschnig, 2006) slightly should not have a dramatic effect on the output of the method.
Even though the topic of robustness is still lacking a thorough theoretical foundation in the fuzzy set literature, it is true that fuzzy methods can avoid some obvious drawbacks of conventional interval-based approaches for dealing with numerical attributes. For example, the latter can produce quite undesirable "threshold effects": A slight variation of an interval boundary can have a very strong effect on the evaluation of patterns such as association rules (Sudkamp, 2005) . Consequently, the set of "interesting" patterns can be very sensitive toward the discretization of numerical attributes.
Representation of Uncertainty
Data mining is inseparably connected with uncertainty (Vazirgiannis et al., 2003) . For example, the data to be analyzed is imprecise, incomplete, or noisy most of the time, a problem that can badly deteriorate a mining algorithm and lead to unwarranted or questionable results. But even if observations are perfect, the alleged "discoveries" made in that data are of course afflicted with uncertainty. In fact, this point is especially relevant for data mining, where the systematic search for interesting patterns comes along with the (statistical) problem of multiple hypothesis testing, and therefore with a high danger of making false discoveries.
Fuzzy sets and the related uncertainty calculus of possibility theory have made important contributions to the representation and processing of uncertainty. In data mining, like in other fields, related uncertainty formalisms can complement probability theory in a reasonable way, because not all types of uncertainty relevant to data mining are of a probabilistic nature, and because other formalisms are in some situations more expressive than probability. For example, probability is not very suitable for representing ignorance, which might be useful for modeling incomplete or missing data.
FUTURE TRENDS
Looking at the current research trends in data mining, which go beyond analyzing simple, homogeneous, and F static data sets, fuzzy methods are likely to become even more important in the near future. For example, fuzzy set-based modeling techniques may provide a unifying framework for modeling complex, uncertain, and heterogeneous data originating from different sources, such as text, hypertext, and multimedia data. Moreover, fuzzy methods have already proved to be especially useful for mining data and maintaining patterns in dynamic environments where patterns "smoothly" evolve in the course of time (Beringer & Hüllermeier, 2007) .
Finally, FST seems to be especially qualified for data pre-and post-processing, e.g., for data summarization and reduction, approximation of complex models and patterns in terms of "information granules" (Hüller-meier, 2007) , or the (linguistic) presentation of data mining results. Even though current research is still more focused on the mining process itself, this research direction is likely to become increasingly important against the background of the aforementioned trend to analyze complex and heterogeneous information sources.
CONCLUSIONS
Many features and patterns of interest in data mining are inherently fuzzy, and modeling them in a non-fuzzy way will inevitably produce results which are unsatisfactory in one way or the other. For example, corresponding patterns may not appear meaningful from a semantic point of view or lack transparency. Moreover, non-fuzzy methods are often not very robust and tend to overlook patterns which are only approximately preserved in the data. Fuzzy methods can help to alleviate these problems, especially due to their increased expressiveness that allows one to represent features and patterns in a more adequate and flexible way.
