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LΦ(A(x,·)) ESTIMATE FOR THE GRADIENT IN W 1,A(x,·)
DUCHAO LIU, BEIBEI WANG, AND SIBEI YANG
Abstract. Under appropriate assumptions on theN(Ω)-fucntion, the LΦ(A(x,·))
estimate for the gradient of the minimizers of a class of energy functional
in Musielak-Orlicz-Sobolev space W 1,A(x,·) is presented by using Caldero´n-
Zygmund decomposition. The results support the Lavrentiev phenomenon.
1. Introduction
Vast mathematical literature describes various aspects of partial differential
equations related to the elliptic type operators with polynomial growth case in-
cluding variable exponent, weighted, convex and double phase cases. Musielak-
Orlicz-Sobolev spaces give an abstract framework of functional analysis to cover all
of the above mentioned cases.
Some basic references of special Musielak-Orlicz spaces should be noticed. Be-
fore the key role in the modular spaces of functional analysis was played by the
comprehensive book by Musielak [34], Nakano [35] provided the first framework
approach to non-homogeneous setting with general growth conditions, which was
followed by Skaff [37, 38] and Hudzik [24, 25]. In much more earlier time variable
exponent spaces were introduced by the pioneering work by Orlicz [36].
1.1. The Lavrentiev phenomenon . Musielak-Orlicz spaces can not inherit all
the fine properties of the classical Sobolev spaces, even of the Orlicz Sobolev spaces.
It is well known that the infimum of the variational problem over the smooth
functions is strictly greater than infimum taken over the set of all functions with
the same boundary value [29, 40]. This is the Lavrentiev phenomenon. The variable
exponent spaces without regular exponent (see [40] Example 3.2) and the double-
phase spaces [11, 12, 15, 4] can also support the Lavrentiev phenomenon, and the
authors in the later references give sharp result. The more general Lavrentiev
phenomenon appears when the x variable in the modular function A(x, t) can affect
some regularity properties of the Musielak-Orlicz-Sobolev spaces.
We emphasize that some regularity results in Musielak-Orlicz-Sobolev spaces
also support the Lavrentiev phenomenon, including, our results in this paper, see
Remark 4.1 for example.
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1.2. Caldero´n-Zygmund theory. In this paper we mainly concern with the gra-
dient integrability properties of the minimizers for some energy functional in Musielak-
Orlicz-Sobolev space W 1,A(x,·) under some reasonable assumptions on the N(Ω)-
function A. Our results are generalization of the classical Caldero´n-Zygmund theory
for linear case started by the work of Caldero´n and Zygmund [9, 10]. The nonlin-
ear case of the Caldero´n-Zygmund theory was started in the fundamental work of
Iwaniec [26, 27]. Then important contributions by DiBenedetto and Manfredi [13]
and Caffarelli and Peral [8] followed the time line of the investigation. After those
papers, a large number of literature on the Nolinear Caldero´n-Zygmund theory
appears in recent years, see for instance [28, 23, 6, 7, 32, 33, 3].
1.3. Recent regularity results in Musielak-Orlicz-Sobolev spaces. The highly
important part of the mathematical literature in general Musielak-Orlicz-Sobolev
spaces is giving structural conditions on regularity analysis of the space in recent
years.
In a recent work [2], Ahmida and collaborators prove the density of smooth
functions in the modular topology in Musielak-Orlicz-Sobolev spaces, which extends
the results of Gossez [22] obtained in the Orlicz-Sobolev setting. The authors
impose new systematic regularity assumption on the modular function which allows
to study the problem of density unifying and improving the known results in Orlicz-
Sobolev spaces, as well as variable exponent Sobolev spaces.
In the paper [30], under some reasonable assumptions on the N(Ω)-fucntion,
the De Giorgi process is presented by the authors in the framework of Musielak-
Orlicz-Sobolev spaces. And as the applications, the local bounded property of the
minimizer for a class of the energy functional in Musielak-Orlicz-Sobolev spaces is
proved. Under similar assumptions as in [30], the authors in [39] prove the Ho¨lder
continuity of the minimizers for a class of the energy functionals in Musielak-Orlicz-
Sobolev spaces.
1.4. Motivation. The priori estimate of LΦ(A(x,·)) for the gradient in W 1,A(x,·)
relates to many aspect of regularity results in the Musilak-Orlicz-Sobolev spaces,
for example C1,α estimate. Similar priori estimate results in the classical Sobolev
spaces can be found in for example [5, 19, 20, 21]. In the paper [16], Fan presents the
Lq(·) and L∞ estimate for the gradient of the minimizers of some kind of functionals
in W 1,p(·).
Motivated by the above, under some new, but much more reasonable than that of
[30], assumptions on the N(Ω)-fucntion, we give in this paper the LΦ(A(x,·)) estimate
for the gradient of the minimizers of a class of energy functional in Musielak-Orlicz-
Sobolev space W 1,A(x,·).
The main results of this paper are Theorem 3.1 in Section 3 and Theorem 4.1 in
Section 4. These results extend part of the results in [19, 21, 16]. We also generalize
the log-Ho¨lder continuity of the variable exponent case in Musielak-Orlicz-Sobolev
spaces in Section 4, see Lemma 4.9.
2. The Musielak-Orlicz-Sobolev Spaces
In this section, we list some definitions and propositions related to Musielak-
Orlicz-Sobolev spaces. Firstly, we give the definition of N -function and generalized
N -function as following.
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Definition 2.1. A function A : R→ [0,+∞) is called an N -modular function (or
N -function), denoted by A ∈ N , if A is even and convex, A(0) = 0, 0 < A(t) ∈ C0
for t 6= 0, and the following conditions hold
lim
t→0+
A(t)
t
= 0 and lim
t→+∞
A(t)
t
= +∞.
Let Ω be a smooth domain in Rn. A function A : Ω × R → [0,+∞) is called a
generalized N -modular function (or generalized N -function), denoted by A ∈ N(Ω),
if for each t ∈ [0,+∞), the function A(·, t) is measurable, and for a.e. x ∈ Ω, we
have A(x, ·) ∈ N .
Let A ∈ N(Ω), the Musielak-Orlicz space LA(Ω) is defined by
LA(Ω) :=
{
u : u is a measurable real function, and ∃λ > 0
such that
ˆ
Ω
A
(
x,
|u(x)|
λ
)
dx < +∞
}
with the (Luxemburg) norm
‖u‖LA(Ω) = ‖u‖A := inf
{
λ > 0 :
ˆ
Ω
A
(
x,
|u(x)|
λ
)
dx ≤ 1
}
.
The Musielak-Sobolev space W 1,A(Ω) can be defined by
W 1,A(Ω) := {u ∈ LA(Ω) : |∇u| ∈ LA(Ω)}
with the norm
‖u‖W 1,A(Ω) = ‖u‖1,A := ‖u‖A + ‖∇u‖A,
where ‖∇u‖A := ‖ |∇u| ‖A.
A is called locally integrable if A(·, t0) ∈ L
1
loc(Ω) for every t0 > 0.
Definition 2.2. We say that a(x, t) is the Musielak derivative of A(x, t) ∈ N(Ω)
at t if for x ∈ Ω and t ≥ 0, a(x, t) is the right-hand derivative of A(x, ·) at t; and
for x ∈ Ω and t ≤ 0, a(x, t) := −a(x,−t).
Define A˜ : Ω× R→ [0,+∞) by
A˜(x, s) = sup
t∈R
(
st−A(x, t)
)
for x ∈ Ω and s ∈ R.
A˜ is called the complementary function to A in the sense of Young. It is well known
that if A ∈ N(Ω), then A˜ ∈ N(Ω) and A is also the complementary function to A˜.
For x ∈ Ω and s ≥ 0, we denote by a−1+ (x, s) the right-hand derivative of A˜(x, ·)
at s at the same time define a−1+ (x, s) = −a
−1
+ (x,−s) for x ∈ Ω and s ≤ 0. Then
for x ∈ Ω and s ≥ 0, we have
a−1+ (x, s) = sup{t ≥ 0 : a(x, t) ≤ s} = inf{t > 0 : a(x, t) > s}.
Proposition 2.1. (See [17, 34].) Let A ∈ N(Ω). Then the following assertions
hold.
(1) A(x, t) ≤ a(x, t)t ≤ A(x, 2t) for x ∈ Ω and t ∈ R;
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(2) A and A˜ satisfy the Young inequality
st ≤ A(x, t) + A˜(x, s) for x ∈ Ω and s, t ∈ R
and the equality holds if s = a(x, t) or t = a−1+ (x, s).
Let A,B ∈ N(Ω). We say that A is weaker than B, denoted by A 4 B, if there
exist positive constants K1,K2 and h ∈ L
1(Ω) ∩ L∞(Ω) such that
(2.1) A(x, t) ≤ K1B(x,K2t) + h(x) for x ∈ Ω and t ∈ [0,+∞).
Proposition 2.2. (See [17, 34].) Let A,B ∈ N(Ω) and A 4 B. Then B˜ 4 A˜,
LB(Ω) →֒ LA(Ω) and LA˜(Ω) →֒ LB˜(Ω).
Definition 2.3. We say that a function A : Ω × [0,+∞) → [0,+∞) satisfies the
∆2(Ω) condition, denoted by A ∈ ∆2(Ω), if there exists a positive constant K > 0
and a nonnegative function h ∈ L1(Ω) such that
A(x, 2t) ≤ KA(x, t) + h(x) for x ∈ Ω and t ∈ [0,+∞).
If A(x, t) = A(t) is an N -function and h(x) ≡ 0 in Ω in Definition 2.3, then
A ∈ ∆2(Ω) if and only if A satisfies the well-known ∆2 condition defined in [1, 14].
Proposition 2.3. (See [17].) Let A ∈ N(Ω) satisfy ∆2(Ω). Then the following
assertions hold,
(1) LA(Ω) = {u : u is a measurable function, and
´
ΩA(x, |u(x)|) dx < +∞};
(2)
´
ΩA(x, |u|) dx < 1 (resp. = 1;> 1) ⇐⇒ ‖u‖A < 1 (resp. = 1;> 1),
where u ∈ LA(Ω);
(3)
´
ΩA(x, |un|) dx → 0 (resp. 1;+∞) ⇐⇒ ‖un‖A → 0 (resp. 1;+∞), where
{un} ⊂ L
A(Ω);
(4) un → u in L
A(Ω) =⇒
´
Ω
∣∣A(x, |un|) dx−A(x, |u|)∣∣ dx→ 0 as n→∞;
(5) If A˜ also satisfies (∆2), then∣∣∣∣ ˆ
Ω
u(x)v(x) dx
∣∣∣∣ ≤ 2‖u‖A‖v‖A˜, ∀ u ∈ LA(Ω), v ∈ LA˜(Ω);
(6) a(·, |u(·)|) ∈ LA˜(Ω) for every u ∈ LA(Ω).
The following assumptions will be used.
(C1) infx∈ΩA(x, 1) = c1 > 0;
Proposition 2.4. (See [17].) If A ∈ N(Ω) satisfies (C1), then L
A(Ω) →֒ L1(Ω)
and W 1,A(Ω) →֒ W 1,1(Ω).
Let A ∈ N(Ω) be locally integrable. We will denote
W 1,A0 (Ω) : = C
∞
0 (Ω)
‖ · ‖
W1,A(Ω)
D1,A0 (Ω) : = C
∞
0 (Ω)
‖∇ · ‖
LA(Ω) .
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In the case that ‖∇u‖A is an equivalent norm in W
1,A
0 (Ω), W
1,A
0 (Ω) = D
1,A
0 (Ω).
Proposition 2.5. (See [17].) Let A ∈ N(Ω) be locally integrable and satisfy (C1).
Then
(1) the spaces W 1,A(Ω),W 1,A0 (Ω) and D
1,A
0 (Ω) are separable Banach spaces,
and
W 1,A0 (Ω) →֒ W
1,A(Ω) →֒W 1,1(Ω)
D1,A0 (Ω) →֒ D
1,1
0 (Ω) =W
1,1
0 (Ω);
(2) the spaces W 1,A(Ω),W 1,A0 (Ω) and D
1,A
0 (Ω) are reflexive provided L
A(Ω) is
reflexive.
Proposition 2.6. (See [17].) Let A,B ∈ N(Ω) and A be locally integrable. If there
is a compact imbedding W 1,A(Ω) →֒→֒ LB(Ω) and A 4 B, then there holds the
following Poincare´ inequality
‖u‖A ≤ c‖∇u‖A, ∀ u ∈W
1,A
0 (Ω),
which implies that ‖∇ · ‖A is an equivalent norm in W
1,A
0 (Ω) and W
1,A
0 (Ω) =
D1,A0 (Ω).
The following assumptions will be used.
(P1) Ω ⊂ R
n(n ≥ 2) is a bounded domain with the cone property, and A ∈ N(Ω);
(P2) A : Ω × R → [0,+∞) is continuous and A(x, t) ∈ (0,+∞) for x ∈ Ω and
t ∈ (0,+∞).
Let A satisfy (P1) and (P2). Denote by A
−1(x, ·) the inverse function of A(x, ·).
We always assume that the following condition holds.
(P3) A ∈ N(Ω) satisfies
(2.2)
ˆ 1
0
A−1(x, t)
t
n+1
n
dt < +∞, ∀ x ∈ Ω.
Under assumptions (P1), (P2) and (P3), for each x ∈ Ω, the function A(x, ·) :
[0,+∞) → [0,+∞) is a strictly increasing homeomorphism. Define a function
A−1∗ : Ω× [0,+∞)→ [0,+∞) by
(2.3) A−1∗ (x, s) =
ˆ s
0
A−1(x, τ)
τ
n+1
n
dτ for x ∈ Ω and s ∈ [0,+∞).
Then under the assumption (P3), A
−1
∗ is well defined, and for each x ∈ Ω, A
−1
∗ (x, ·)
is strictly increasing, A−1∗ (x, ·) ∈ C
1((0,+∞)) and the function A−1∗ (x, ·) is concave.
Set
(2.4) T (x) = lim
s→+∞
A−1∗ (x, s), ∀ x ∈ Ω.
Then 0 < T (x) ≤ +∞. Define an even function A∗ : Ω× R→ [0,+∞) by
A∗(x, t) =
{
s, if x ∈ Ω, |t| ∈ [0, T (x)) and A−1∗ (x, s) = |t|,
+∞, for x ∈ Ω and |t| ≥ T (x).
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Then if A ∈ N(Ω) and T (x) = +∞ for any x ∈ Ω, it is well known that A∗ ∈ N(Ω)
(see [1]). A∗ is called the Sobolev conjugate function of A (see [1] for the case of
Orlicz functions).
Let X be a metric space and f : X → (−∞,+∞] be an extended real-valued
function. For x ∈ X with f(x) ∈ R, the continuity of f at x is well defined. For
x ∈ X with f(x) = +∞, we say that f is continuous at x if given any M > 0,
there exists a neighborhood U of x such that f(y) > M for all y ∈ U . We say
that f : X → (−∞,+∞] is continuous on X if f is continuous at every x ∈ X .
Define Dom(f) = {x ∈ X : f(x) ∈ R} and denote by C1−0(X) the set of all locally
Lipschitz continuous real-valued functions defined on X .
Remark 2.1. Suppose that A ∈ N(Ω) satisfy (P2). Then for each t0 ≥ 0, A˜(x, t0),
A∗(x, t0) are bounded.
The following assumptions will also be used.
(P4) T : Ω→ [0,+∞] is continuous on Ω and T ∈ C
1−0(Dom(T ));
(P5) A∗ ∈ C
1−0(Dom(A∗)) and there exist three positive constants δ0, C0 and
t0 with δ0 <
1
n
, 0 < t0 < minx∈Ω T (x) such that
|∇xA∗(x, t)| ≤ C0(A∗(x, t))
1+δ0 , j = 1, . . . , n,
for x ∈ Ω and |t| ∈ [t0, T (x)) provided ∇xA∗(x, t) exists.
Let A,B ∈ N(Ω). We say that A≪ B if, for any k > 0,
lim
t→+∞
A(x, kt)
B(x, t)
= 0 uniformly for x ∈ Ω.
Remark 2.2. Suppose that A,B ∈ N(Ω). Then A≪ B ⇒ A 4 B.
Next we present two embedding theorems for Musielak-Sobolev spaces developed
by Fan in [18].
Theorem 2.7. (See [18], [31].) Let (P1)− (P5) hold. Then
(i) There is a continuous imbedding W 1,A(Ω) →֒ LA∗(Ω);
(ii) Suppose that B ∈ N(Ω), B : Ω × [0,+∞) → [0,+∞) is continuous, and
B(x, t) ∈ (0,+∞) for x ∈ Ω and t ∈ (0,+∞). If B ≪ A∗, then there is a
compact imbedding W 1,A(Ω) →֒→֒ LB(Ω).
By Theorem 2.7, Remark 2.2 and Proposition 2.6, we have the following:
Theorem 2.8. (See [18], [31].) Let (P1) − (P5) hold and furthermore, A,A∗ ∈
N(Ω). Then
(i) A≪ A∗, and there is a compact imbedding W
1,A(Ω) →֒→֒ LA(Ω);
(ii) there holds the poincare´-type inequality
‖u‖A ≤ C‖∇u‖A for u ∈ W
1,A
0 (Ω),
i.e. ‖∇u‖A is an equivalent norm on W
1,A
0 (Ω).
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In the following of this section, we suppose A satisfies Condition (A ), denoted
by A ∈ A :
(A ) A satisfies assumptions (P1)− (P3), (P5) in Section 2 and the following
(P˜4) T (x) defined in (2.4) satisfies T (x) = +∞ for all x ∈ Ω.
We recall some useful conclusions in [30] for the reader’s convenience.
Lemma 2.1. (See [30].) Suppose that A ∈ N(Ω), and there exists a strictly in-
creasing differentiable function A : [0,+∞)→ [0,+∞) such that
(2.5) A(x, αt) ≥ A(α)A(x, t), ∀α ≥ 0, t ∈ R, x ∈ Ω.
(i) Then there exists a strictly increasing differentiable function Â : [0,+∞)→
[0,+∞), defined by
(2.6) Â(β) =
{
1
A( 1
β
)
, for β > 0,
0, for β = 0,
such that
(2.7) A(x, βt) ≤ Â(β)A(x, t), ∀β > 0, t ∈ R, x ∈ Ω,
and furthermore
̂̂
A = A;
(ii) If A satisfies
(2.8) nA(α) > αA′(α),
then A∗ ∈ N(Ω), and there exists a strictly increasing differentiable function
A∗ : [0,+∞)→ [0,+∞), defined by
(2.9) A−1∗ (σ) =
{
1
σ
1
nA−1(σ−1)
, for σ > 0,
0, for σ = 0,
such that
(2.10) A∗(x, βt) ≤ A∗(β)A∗(x, t), ∀β > 0, t ∈ R, x ∈ Ω;
(iii) If A satisfies
(2.11) αA′(α) > A(α),
then A˜ ∈ N(Ω), and there exists a strictly increasing differentiable function
A˜ : [0,+∞)→ [0,+∞), defined by
(2.12) A˜−1(σ) =
{
σ
A−1(σ) , for σ > 0,
0, for σ = 0,
such that
(2.13) A˜(x, βt) ≤ A˜(β)A˜(x, t), ∀β > 0, t ∈ R, x ∈ Ω.
Remark 2.3. It is clear that A defined in (2.5) depends on Ω. To emphasize the
situation we denote AΩ(t) = A(t) for any t ≥ 0. To abbreviate the symbols, we
write A(t) for AΩ(t) if we consider problems in the domain Ω in this paper. And it
is natural to assume that for Ω0 ⊂ Ω
AΩ(t) ≤ AΩ0(t) ≤ ÂΩ0(t) ≤ ÂΩ(t), ∀ t ≥ 0.
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To give more precise increasing assumptions on the function A in Lemma 2.1 we
need the following definition.
Definition 2.4. (1) Define the operators ,̂ ∗ and ˜ for any function C :
[0,+∞)→ [0,+∞) by (2.6), (2.9) and (2.12) provided Ĉ, C∗ and C˜ exist.
(2) We say that C : [0,+∞) → [0,+∞) satisfies Condition ∆R+ , denoted by
C ∈ ∆R+ , if there exist positive constants M0, M1 and M2 such that
(2.14) M1C(α)C(β) ≤ C(M0αβ) ≤M2Ĉ(α)Ĉ(β), ∀α, β > 0,
provided Ĉ exists.
(3) We say that C : [0,+∞) → [0,+∞) satisfies Condition ∇R+ , denoted by
C ∈ ∇R+ , if there exist positive constants M0, M1 and M2 such that
(2.15) M1Ĉ(α)Ĉ(β) ≤ C(M0αβ) ≤M2C(α)C(β), ∀α, β > 0,
provided Ĉ exists.
Lemma 2.2. Suppose C,D ∈ ∆R+ (∇R+ respectively) and Ĉ, D̂ exist. Then
(1) Ĉ, D̂ ∈ ∇R+ (∆R+ respectively);
(2) for any C > 0, there exit constants M =M(C,C) > 0 and M̂ = M̂(C,C) >
0 such that
MC(α)C(β) ≤ C(Cαβ) ≤ M̂ Ĉ(α)Ĉ(β), ∀α, β > 0,
(M̂ Ĉ(α)Ĉ(β) ≤ C(Cαβ) ≤MC(α)C(β), ∀α, β > 0 respectively).
And especially there exit constants M = M(C) > 0 and M̂ = M̂(C) > 0
such that
MC(α)C(β) ≤ C(αβ) ≤ M̂ Ĉ(α)Ĉ(β), ∀α, β > 0,
(M̂ Ĉ(α)Ĉ(β) ≤ C(αβ) ≤MC(α)C(β), ∀α, β > 0 respectively);
(3) ĈD̂ := Ĉ(D̂(·)) = ĈD;
(4) CD ∈ ∆R+ (∇R+ respectively).
Proof. (1) Since C ∈ ∆R+ , there exist constants M0 > 0, M1 > 0 and M2 > 0 such
that for any α, β > 0
M1C(α)C(β) ≤ C(M0αβ) ≤M2Ĉ(α)Ĉ(β), ∀α, β > 0.
Then by (2.6) we get
1
M2
C(α)C(β) =
1
M2Ĉ(α−1)Ĉ(β−1)
≤
1
C(M0α−1β−1)
= Ĉ(
1
M0
αβ)
=
1
C(M0α−1β−1)
≤
1
M1C(α−1)C(β−1)
=
1
M1
Ĉ(α)Ĉ(β),
which implies that Ĉ ∈ ∇R+ .
(2) Since C ∈ ∆R+ , there exist constants M0 > 0, M1 > 0 and M2 > 0 such that
for any α, β > 0
M1C(α)C(β) ≤ C(M0αβ) ≤M2Ĉ(α)Ĉ(β), ∀α, β > 0.
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Then by step (1) we get
M21C(
C
M20
)C(α)C(β)
≤M1C(M0
C
M20
α)C(β) =M1C(
C
M0
α)C(β) ≤ C(M0
Cα
M0
β)
= C(Cαβ)
= C(M0
Cα
M0
β) ≤M2Ĉ(
Cα
M1
)Ĉ(β) =M2Ĉ(
1
M0
CM0
M1
α)C(β)
≤
M2
M1
Ĉ(
CM0
M1
)Ĉ(α)Ĉ(β).
Taking M :=M21C(
C
M20
) and M̂ := M2
M1
Ĉ(CM0
M1
) we get the conclusion of (2).
(3) It is easy to check that for any σ > 0
(ĈD̂)(σ) = Ĉ(D̂(σ)) =
1
C( 1
D̂(σ)
)
=
1
C(D(σ−1))
= ĈD(σ).
(4) It is easy to see that (4) holds. 
It is easy to see that the following lemma holds.
Lemma 2.3. Suppose C ∈ ∆R+ (∇R+ respectively) and C
−1, Ĉ,C∗, C˜ exist. Then
(1) ̂ is commutative with −1, ∗ and ;˜
(2) C−1, Ĉ,C∗, C˜ ∈ ∇R+ (∆R+ respectively) and Ĉ
−1,C−1∗ , C˜
−1 ∈ ∆R+ (∇R+
respectively).
Proof. (1) (a) We will prove ̂ is commutative with −1. In fact, it is easy to see
by (2.6) that the following equation holds for any σ > 0,
Ĉ
−1(σ) =
1
C−1(σ−1)
= Ĉ−1(σ).
(b) We will prove ̂ is commutative with ∗. In fact, by (2.9) and step (a), for
any σ > 0, we get
(Ĉ)−1∗ (σ) =
1
σ
1
n Ĉ−1(σ−1)
=
1
σ
1
n Ĉ−1(σ−1)
=
C−1(σ)
σ
1
n
.
On the other hand,
Ĉ∗
−1
(σ) = Ĉ−1∗ (σ) =
1
C
−1
∗ (σ−1)
=
C−1(σ)
σ
1
n
.
Then we conclude (Ĉ)−1∗ (σ) = Ĉ∗
−1
(σ).
(c) We will prove ̂ is commutative with .˜ In fact, by (2.12) and step (a), for
any σ > 0, we get
(
̂˜
C)−1(σ) = (
̂˜
C−1)(σ) =
1
C˜−1(σ−1)
=
1
σ−1
C−1(σ−1)
= σC−1(σ−1).
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On the other hand
(
˜̂
C)−1(σ) =
σ
Ĉ−1(σ)
=
σ
Ĉ−1(σ)
= σC−1(σ−1).
Then we conclude (
̂˜
C)−1(σ) = (
˜̂
C)−1(σ).
(2) Taking C∗ for example, if C ∈ ∆R+ , we will prove C
−1
∗ ∈ ∆R+ and C∗ ∈ ∇R+ .
Since C ∈ ∆R+ , there exist constants M0 > 0, M1 > 0 and M2 > 0 such that for
any α, β > 0
(2.16) M1C(α)C(β) ≤ C(M0αβ) ≤M2Ĉ(α)Ĉ(β), ∀α, β > 0.
(d) Setting a = C(α) and b = C(β) in (2.16), we get
C
−1(M1ab) ≤M0C
−1(a)C−1(b), ∀ a, b > 0.
Then by (2.9) we conclude that for any α, β > 0
C
−1
∗ (
1
M1
αβ) =
M
1
n
1
α
1
nβ
1
nC−1(M1
1
αβ
)
≥
M
1
n
1
M0α
1
n β
1
nC−1( 1
α
)C−1( 1
β
)
=
M
1
n
1
M0
C
−1
∗ (α)C
−1
∗ (β).
(e) On the other hand, setting a = Ĉ(α) and b = Ĉ(β) in (2.16), we get
C
−1(M2ab) ≥M0Ĉ
−1(a)Ĉ−1(b), ∀ a, b > 0.
Then by (2.9) and step (1) we conclude that for any α, β > 0
C
−1
∗ (
1
M2
αβ) =
M
1
n
2
α
1
n β
1
nC−1(M2
1
αβ
)
≤
M
1
n
2
M0α
1
nβ
1
n Ĉ−1( 1
α
)Ĉ−1( 1
β
)
=
M
1
n
2
M0
(Ĉ)−1∗ (α)(Ĉ)
−1
∗ (β) =
M
1
n
2
M0
Ĉ∗
−1
(α)Ĉ∗
−1
(β)
=
M
1
n
2
M0
Ĉ
−1
∗ (α)Ĉ
−1
∗ (β).
(d) and (e) imply that C−1∗ ∈ ∆R+ and for a = C
−1
∗ (α) and b = C
−1
∗ (β)
C∗(
M
1
n
1
M0
ab) ≤
1
M1
C∗(a)C∗(b),
and for a = Ĉ∗
−1
(α) and b = Ĉ∗
−1
(β)
C∗(
M
1
n
2
M0
ab) ≥
1
M2
Ĉ∗(a)Ĉ∗(b),
which implies C∗ ∈ ∇R+ .
Ĉ, C˜ ∈ ∇R+ and Ĉ
−1, C˜−1 ∈ ∆R+ can be obtained by the equation (2.6) and
equation (2.12). 
Denote the n-cube centered at x0 with the edge length of 2R by QR(x0) :=
{(x1, . . . , xn) ∈ R
n : |xi − (x0)i| ≤ R, i = 1, . . . , n} and uU =
ffl
U
u(x) dx :=
|U |−1
´
U
u(x) dx for any open set U ⊂ Rn and any u ∈ L1(U).
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The following two Poincare´ type inequalities in Musielak-Sobolev space are pre-
sented with a short proof.
Lemma 2.4. (Poincare´ type inequality.) For any bounded, connected, open U ⊂ Rn
with the cone property, there exists a constant C = C(n,A, U), such that
‖u− uU‖A ≤ C‖∇u‖A, ∀u ∈W
1,A(U),
in which A ∈ A .
Proof. Suppose on the contrary that, for each integer k ∈ N, there exists a function
uk ∈W
1,A(U) satisfying
(2.17) ‖uk − (uk)U‖A ≥ k‖∇uk‖A.
Define
vk :=
uk − (uk)U
‖uk − (uk)U‖A
for k ∈ N.
Then
(2.18) (vk)U = 0, ‖vk‖A = 1,
and (2.17) implies
(2.19) ‖∇vk‖A <
1
k
for k ∈ N.
It is clear that the functions {vk : k ∈ N} are bounded in W
1,A(U). By Theorem
2.8 there exists a subsequence {vkj : j ∈ N} of {vk : k ∈ N} and a v ∈ L
A(U) such
that vkj → v in L
A(U). Then by (2.18) it follows that
(2.20) vU = 0, ‖v‖A = 1.
On the other hand (2.19) implies for each i = 1, . . . , n and any φ ∈ C∞0 (Ω) thatˆ
U
vφxi dx = lim
kj→+∞
ˆ
U
vkjφxi dx = − lim
kj→+∞
ˆ
U
(vkj )xiφdx = 0.
Then ∇v = 0 a.e.. Since v ∈ W 1,A(U) and U is connected, v is a.e. a constant.
And this contradicts to (2.20). 
Lemma 2.5. (Poincare´ type inequality for a cube.) There exists a constant C =
C(n,A), such that
(2.21) ‖u− uR‖A ≤ CR‖∇u‖A, ∀u ∈W
1,A(QR(x)),
in which uR = uQR(x) and A ∈ A .
Proof. The case U = Q1(0) follows from Lemma 2.4. In general if u ∈W
1,A(QR(x)),
denote v(y) := u(x+ ry) for any y ∈ Q1(0), then v ∈W
1,A(Q1(0)), which implies
‖v − v1‖LA(Q1(0)) ≤ C‖∇v‖LA(Q1(0)).
Changing variables, we get (2.21). 
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3. Assumptions and lemmas
In this section, in order to get the conclusions of this paper, we state the as-
sumptions on A. Firstly, the following assumption on A will be used.
(P ∗0 ) A ∈ N(Ω), and for a.e. x ∈ Ω, A
− 1
n (x, t) is convex and differentiable on
the variable t for {t > 0}.
Definition 3.1. Under the assumption (P ∗0 ) we define an even function on the
second variable A∗ : Ω× R→ [0,+∞) as follows:
(3.1) (A∗)−1(x, s) := s
n+1
n (A−1(x, s))′s,
for a.e. x ∈ Ω and s > 0, where (A−1(x, s))′s is the derivative of A
−1(x, s) on the
variable s; and A∗(x, 0) = 0 for a.e. x ∈ Ω.
Remark 3.1. Under the assumption (P ∗0 ), A
∗ in Definition 3.1 is well defined.
Proof. We only need to prove that, for a.e. x ∈ Ω, the right hand side of (3.1) is
monotone on {s > 0}. Indeed, setting A(x, t) = s, we get
s
n+1
n (A−1(x, s))′s =
(A(x, t))1+
1
n
A′t(x, t)
=
1
−n(A−
1
n (x, t))′t
.
Then by the assumption (P ∗0 ), for a.e. x ∈ Ω, the right hand side of (3.1) is
monotone on {s > 0}. 
We give the assumptions on A∗ induced by A to proceed.
(P ∗1 ) Ω ⊂ R
n(n ≥ 2) is a bounded domain with the cone property, and A∗ ∈
N(Ω);
(P ∗2 ) A
∗ : Ω× R→ [0,+∞) is continuous and A∗(x, t) ∈ (0,+∞) for x ∈ Ω and
t ∈ (0,+∞);
(P ∗5 ) There exist three positive constants δ0, C0 and t0 with δ0 <
1
n
, t0 > 0 such
that
|∇xA(x, t)| ≤ C0(A(x, t))
1+δ0 , j = 1, . . . , n,
for x ∈ Ω and |t| ∈ [t0,+∞) provided ∇xA(x, t) exists.
Remark 3.2. Under the assumption (P ∗0 ), the corresponding assumptions for A
∗
analogous to (P3) and (P˜4) for A in Section 2 are automatically satisfied.
Under the assumptions (P ∗0 ), (P
∗
1 ), (P
∗
2 ) and (P
∗
5 ) it is clear that the following
conclusions hold.
Lemma 3.1. Assume that (P ∗0 ), (P
∗
1 ), (P
∗
2 ) and (P
∗
5 ) hold. Then
(1) (A∗)∗ = A;
(2) A ∈ N(Ω) satisfies the assumption (P1) and (P2);
(3) There is a continuous embedding W 1,A
∗
(Ω) →֒ LA(Ω);
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(4) A∗ ≪ A, and there is a compact embedding W 1,A
∗
(Ω) →֒→֒ LA
∗
(Ω).
The following assumption of increasing condition on A∗ ∈ N(Ω) will be used.
(P ∗) For any Ω0 ⊆ Ω with cone property, there exists a strictly increasing differ-
entiable function A∗Ω0 ∈ ∇R+ , with the uniform constants M0,M1 and M2
for any Ω0 ⊆ Ω in Definition 2.4, such that
(3.2) A∗(x, αt) ≤ A∗Ω0(α)A
∗(x, t), ∀α ≥ 0, t ∈ R, x ∈ Ω0,
and
(3.3) nA∗Ω0(α) > α(A
∗
Ω0)
′(α), ∀α ≥ 0.
We give a generalized Sobolev Poincare´ type inequality in Musielak-Orlicz-Sobolev
space with a short proof.
Lemma 3.2. (Sobolev Poincare´ type inequality.) For any QR(x) ⊂ R
n, there exists
a constant C = C(n,A∗), such that
ÂR
−1
(
 
QR(x)
A(y,
|u− uR|
R
) dy) ≤ CÂ∗R
−1
(
 
QR(x)
A∗(y, |∇u|) dy)
for any u ∈W 1,A
∗
(QR(x)), where uR = uQR(x) and AR = AQR(x).
Proof. By Lemma 2.5, for x = 0 and R = 1, there exists a constant C = C(n,A)
such that
‖v − v1‖A∗ ≤ C‖∇v‖A∗ , ∀v ∈ W
1,A∗(Q1(0)).
Then by Lemma 3.1 (3), we get that, for any v ∈ W 1,A
∗
(Q1(0))ˆ
Q1(0)
A(y, |v − v1|) dy =
ˆ
Q1(0)
A(y,
|v − v1|
‖v − v1‖A
‖v − v1‖A) dy
≤ Â1(‖v − v1‖A)
ˆ
Q1(0)
A(y,
|v − v1|
‖v − v1‖A
) dy = Â1(‖v − v1‖A)
≤ Â1(‖v − v1‖A∗ + ‖∇v‖A∗)
≤ Â1(C‖∇v‖A∗)
≤ Â1
(
CÂ∗1
−1
(
ˆ
Q1(0)
Â∗(‖∇v‖A∗)A
∗(y,
|∇v|
‖∇v‖A∗
) dy)
)
≤ Â1
(
CÂ∗1
−1
(
ˆ
Q1(0)
A∗(y, |∇v|) dy)
)
.
Set u(x+Ry) = v(y) for y ∈ Q1(0). Then we get that, for any u ∈W
1,A∗(QR(x)) 
QR(x)
A(y, |u− uR|) dy ≤ ÂR
(
CÂ∗R
−1
(
 
QR(x)
A∗(y,R|∇u|) dy)
)
,
or equivalently, by setting u = u˜
R
, we conclude that, for all u˜ ∈ W 1,A
∗
(QR(x)),
ÂR
−1
(
 
QR(x)
A(y,
|u˜− u˜R|
R
) dy) ≤ CÂ∗R
−1
(
 
QR(x)
A∗(y, |∇u˜|) dy),
where C = C(n,A∗). 
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The following lemma plays an important role in this paper, which is a general-
ization of Lemma 1 in [19].
Lemma 3.3. Suppose that B : [0,∞)→ [0,∞) is non-decreasing and differentiable,
a ∈ (1,∞), and h,H : [B−1(1),∞)→ [0,∞) are non-increasing with
(3.4) lim
t→∞
h(t) = 0, lim
t→∞
H(t) = 0
such that for t ∈ [B−1(1),∞) and a constant C > 0,
(3.5) −
ˆ ∞
t
B(s) dh(s) ≤ aB(t)h(t) + CH(t).
Then, for ǫ ∈ [0, 1
a−1 ),
(3.6)
−
ˆ ∞
B−1(1)
B
1+ǫ(t) dh(t) ≤
1
1− ǫ(a− 1)
(
−
ˆ ∞
B−1(1)
B(t) dh(t)
)
+
Cǫ
1− ǫ(a− 1)
(
−
ˆ ∞
B−1(1)
B
1+ǫ(t) dH(t)
)
.
Proof. STEP 1. Suppose that there exists a j ∈ (B−1(1),∞) such that h(t) = 0
and H(t) = 0 for t ∈ [j,∞), and for each ǫ ∈ (0,∞) set
I(ǫ) := −
ˆ ∞
B−1(1)
B
1+ǫ(t) dh(t) = −
ˆ j
B−1(1)
B
1+ǫ(t) dh(t).
Then integration by parts yields
(3.7)
I(ǫ) = −
ˆ j
B−1(1)
B(t)Bǫ(t) dh(t)
= −
ˆ j
B−1(1)
B(t) dh(t) +
ˆ j
B−1(1)
(
1−Bǫ(t)
)
B(t) dh(t)
= I(0) +
(
1−Bǫ(t)
)(
−
ˆ j
t
B(s) dh(s)
)∣∣∣∣t=j
t=B−1(1)
+ ǫ
ˆ j
B−1(1)
B
ǫ−1(t)
(
−
ˆ j
t
B(s) dh(s)
)
dB(t)
= I(0) + ǫJ,
where
J :=
ˆ j
B−1(1)
B
ǫ−1(t)
(
−
ˆ j
t
B(s) dh(s)
)
dB(t).
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With (3.5) and once more integration by parts we obtain
(3.8)
J ≤ a
ˆ j
B−1(1)
B
ǫ(t)h(t) dB(t) + C
ˆ j
B−1(1)
B
ǫ−1(t)H(t) dB(t)
=
1
1 + ǫ
[−aB(B−1(1))h(B−1(1))− CH(B−1(1))]
−
a
1 + ǫ
ˆ j
B−1(1)
B
1+ǫ(t) dh(t) + C
ˆ j
B−1(1)
B
ǫ−1(t)H(t) dB(t)
+
C
1 + ǫ
H(B−1(1))
≤
1
1 + ǫ
ˆ ∞
B−1(1)
B(t) dh(t)−
a
1 + ǫ
ˆ j
B−1(1)
B
1+ǫ(t) dh(t)
+ C
ˆ j
B−1(1)
B
ǫ(t)H(t) dB(t) +
C
1 + ǫ
H(B−1(1))
=
1
1 + ǫ
ˆ ∞
B−1(1)
B(t) dh(t)−
a
1 + ǫ
ˆ j
B−1(1)
B
1+ǫ(t) dh(t)
−
C
1 + ǫ
ˆ j
B−1(1)
B
1+ǫ(t) dH(t)
= −
1
1 + ǫ
I(0) +
a
1 + ǫ
I(ǫ)−
C
1 + ǫ
ˆ j
B−1(1)
B
1+ǫ(t) dH(t).
Then (3.7) and (3.8) imply that
I(ǫ) ≤
1
1− ǫ(a− 1)
I(0)−
Cǫ
1− ǫ(a− 1)
ˆ j
B−1(1)
B
1+ǫ(t) dH(t),
whenever ǫ ∈ [0, 1
a−1 ). So (3.6) follows.
STEP 2. In the general case, for each j ∈ (B−1(1),∞) set
hj(t) =
{
h(t) if t ∈ [B−1(1), j),
0 if t ∈ [j,∞)
and
Hj(t) =
{
H(t) if t ∈ [B−1(1), j),
0 if t ∈ [j,∞).
Then hj , Hj : [B
−1(1),∞)→ [0,∞) is non-increasing and for t ∈ [B−1(1),∞),
−
ˆ ∞
t
B(s) dhj(s) ≤ aB(t)hj(t) + CHj(t).
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Hence by STEP 1, for ǫ ∈ [0, 1
a−1 ),
−
ˆ j
B−1(1)
B
1+ǫ(t) dh(t) = −
ˆ j
B−1(1)
B
1+ǫ(t) dhj(t)
≤
1
1− ǫ(a− 1)
(
−
ˆ j
B−1(1)
B(t) dhj(t)
)
+
Cǫ
1− ǫ(a− 1)
(
−
ˆ j
B−1(1)
B
1+ǫ(t) dHj(t)
)
≤
1
1− ǫ(a− 1)
(
−
ˆ ∞
B−1(1)
B(t) dhj(t)
)
+
Cǫ
1− ǫ(a− 1)
(
−
ˆ ∞
B−1(1)
B
1+ǫ(t) dHj(t)
)
.
Then we obtain (3.6) by letting j →∞. 
We get the following main theorem of this paper.
Theorem 3.1. Suppose that C ∈ ∆R+∩N and 0 ≤ g ∈ L
1(Q1(x0)) with
´
Q1(x0)
g(x) dx =
1 and for any x ∈ Q1 = Q1(x0) := {x ∈ R
n : |xi − xi0| ≤ 1, i = 1, . . . , n}, any
R < dist(x, ∂Q1), the following estimate (reverse type inequality) holds
(3.9)
 
QR
2
(x)
g dx ≤ bC(
 
QR(x)
C
−1(g) dx) + b
with b > 0 being a constant. Then there exists a constant ǫ′ > 0, depending only on
C and b, such that for ǫ ∈ [0, ǫ′),
(3.10) g ∈ LM(Q1),
where M(t) := t · ( t
C−1(t) )
ǫ; and
(3.11)
 
Q1
M(g) dx ≤ cM
(  
Q1
g dx+ 1
)
,
where c is a positive constant depending only on C, b, c0 and ǫ.
Proof. Denote t1 = t1(C) ∈ (0,+∞) be the unique solution to the equation C(t) =
t > 0. Set
C0 = {x ∈ R
n : |xi| ≤
1
2
, i = 1, . . . , n}
Ck = {x ∈ Q1 : 2
−k−1 ≤ dist(x, ∂Q1) < 2
−k}, k ∈ N\{0}
and
G(x) = t1|Q1|g(x) on Ck,
E(G, t) = {x ∈ Q1 : G(x) > t}.
STEP 1. We will show that
(3.12)
ˆ
E(G,t)
Gdx ≤ a
[
t
C−1(t)
ˆ
E(G,t)
C
−1(G) dx + C
ˆ
E(F,t)
F dx
]
LΦ(A(x,·)) ESTIMATE FOR THE GRADIENT IN W 1,A(x,·) ∗† 17
for t ∈ [t1,∞), where a is a positive constant depending only on C, b; C is a positive
constant depending only on C and F (x) := |Q1| = a constant.
Fix t ∈ [t1,∞), and for ǫ0 > 0, define s = s(t, ǫ0) by
s := bc3Ĉ
(
5 + (2c0c4 + 1)ǫ0
ǫ0c
−1
1
)
t,
where c0 = c0(C), c1 = c1(C) > 0, c3 = c3(C) > 0 and c4 = c4(C, g) are constants
determined in later equations (3.19) and (3.21). And take ǫ0 small enough such
that s > t. It is clear that
Q1 = ∪k≥0Ck.
Since
(3.13)
 
Q1
Gdx =
 
Q1
t1g(x)|Q1| dx = t1,
we can employ the famous Caldero´n-Zygmund decomposition to obtain a sequence
of parallel n-cubes Qkj ⊂ Ck, j ∈ N, such that
(3.14) G ≤ s, a.e. in Ck\ ∪j Q
k
j
and
(3.15) s <
 
Qkj
Gdx ≤ 2ns, ∀j ∈ N.
Then |E(G, s)\ ∪k,j Q
k
j | = 0, which implies from the above two inequalities that
(3.16)
ˆ
E(G,s)
Gdx ≤ Σk,j
ˆ
Qkj
Gdx ≤ 2nsΣk,j |Q
k
j |.
Denote by Q
k
j the parallel cube to Q
k
j with the same center and double side, and
Dk := ∪jQ
k
j . It is clear that
(3.17) Q
k
j ⊂ ∪
i=k+1
i=k−1Ci.
Since Dk is bounded, by the well-known covering theorem, there exists a countable
disjoint cubes {Q
k
jh
}∞h=1 which is a subsequence of cubes {Q
k
j } such that
(3.18) |Dk| ≤ 5
nΣh|Q
k
jh
|.
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Denote by QR as one of the cubes {Q
k
jh
}∞h=1. Multiplying (3.9) by t1|Q1|, by (??)
and (3.15), we obtain
(3.19)
s <
 
Q
Gdx
≤ bt1|Q1|C(
 
QR
C
−1(g) dx) + bt1|Q1|
≤
bt1|Q1|
C
(
c−11 Ĉ
−1(t1|Q1|)
)C( Ĉ−1(t1|Q1|)
c1
)
C
(
c1C
−1(
1
t1|Q1|
)
 
QR
C
−1(G) dx
)
+ bt1|Q1|
≤
bt1c2|Q1|
C
(
c−11 Ĉ
−1(t1|Q1|)
)C(  
QR
C
−1(G) dx
)
+ bt1|Q1|
= bc3C
( 
QR
C
−1(G) dx
)
+ bt1|Q1|,
where c1 = c1(C) > 0 satisfies C
−1(αβ) ≤ c1C
−1(α)C−1(β), ∀α, β > 0, c2 = c2(C) >
0 satisfies C(α)C(β) ≤ c2C(αβ), ∀α, β > 0; and c3 :=
t1c2|Q1|
C
(
c
−1
1 Ĉ
−1(t1|Q1|)
) Then by the
definition of s we can see
t ≤ C(
ǫ0c
−1
1
5 + (2c0c4 + 1)ǫ0
)
(
C(
 
QR
C
−1(G) dx) + c−13 t1|Q1|
)
.
Since C ∈ N and C−1 ∈ ∇R+ is concave, it is easy to see that
(3.20) C−1(t) ≤ c1
ǫ0c
−1
1
5 + (2c0c4 + 1)ǫ0
(  
QR
C
−1(G) dx+ C−1(c−13 t1|Q1|)
)
,
which implies that
(3.21)
5 + (2c0c4 + 1)ǫ0
ǫ0
C
−1(t)|QR| ≤
ˆ
QR
C
−1(G) dx+ C−1(c−13 t1|Q1|)|QR|
=
ˆ
QR
C
−1(G) dx+ c4|QR|,
where c4 := C
−1(c−13 t1|Q1|). We will estimate the right-hand side of (3.21). It is
easy to see that
(3.22)
ˆ
QR
C
−1(G) dx ≤
ˆ
E(G,t)∩QR
C
−1(G) dx+ C−1(t)|QR|.
At the same time, (2.12) and Young inequality for C ∈ ∆R+ yield that
(3.23)
|QR| = C
−1(
t|QR|
t
)C˜−1(|QR|)
≤ c0C
−1(t)C−1
(
|QR|
t
)
C˜
−1(|QR|)
≤ c0C
−1(t)
[
C
−1
(
1
t
∣∣∣∣E(1, t) ∩QR∣∣∣∣ + |QR|)C˜−1(|QR|)]
≤ c0
C−1(t)
t
∣∣∣∣E(1, t) ∩QR∣∣∣∣+ 2c0C−1(t)|QR|.
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Therefore, (3.21), (3.22) and (3.23) imply that
(3.24)
5
ǫ0
|QR| ≤
1
C−1(t)
ˆ
E(G,t)∩QR
C
−1(G) dx + c0c4
1
t
∣∣∣∣E(1, t) ∩QR∣∣∣∣.
Combining (3.17), (3.18) and (3.24) we get
|Dk| ≤ ǫ05
n−1Σi=k+1i=k−1
[
1
C−1(t)
ˆ
E(G,t)∩Ci
C
−1(G) dx + c0c4
1
t
∣∣∣∣E(|Q1|, t) ∩Ci∣∣∣∣].
Taking sum with k we can see
Σk|Dk| ≤ ǫ05
n
[
1
C−1(t)
ˆ
E(G,t)
C
−1(G) dx + c0c4
1
t
∣∣∣∣E(|Q1|, t) ∩Q1∣∣∣∣],
with (3.16), which implies
(3.25)
ˆ
E(G,s)
Gdx ≤ a1b
[
t
C−1(t)
ˆ
E(G,t)
C
−1(G) dx + c0c4
∣∣∣∣E(|Q1|, t)∣∣∣∣]
with
a1 := 10
nǫ0c3Ĉ
(
5 + (2c0c4 + 1)ǫ0
ǫ0
)
,
where M2 = M2(C) > 0 is the constant determined by C(αβ) ≤ M2C(α)C(β). On
the other hand, by the definition of s we getˆ
E(G,t)\E(G,s)
Gdx ≤
ˆ
E(G,t)
G
C−1(G)
C
−1(G) dx
≤
s
C−1(t)
ˆ
E(G,t)
C
−1(G) dx
≤ bc3Ĉ
(
5 + (2c0c4 + 1)ǫ0
ǫ0
)
t
C−1(t)
ˆ
E(G,t)
C
−1(G) dx
:= a2b
t
C−1(t)
ˆ
E(G,t)
C
−1(G) dx
with a2 := c3Ĉ
(
5+(2c0c4+1)ǫ0
ǫ0
)
. The above inequality and (3.25) imply
ˆ
E(G,t)
Gdx ≤ a
[
t
C−1(t)
ˆ
E(G,t)
C
−1(G) dx +
c0c4
|Q1|
ˆ
E(F,t)
F dx
]
with a = (a1 + a2)b, where F (x) := |Q1| = a constant. The proof of (3.12) is
completed.
STEP 2. We will prove the conclusion of the lemma. Now for t ∈ [t1,∞), set
h(t) :=
´
E(G,t) C
−1(G) dx =
´
E(C−1(G),C−1(t)) C
−1(G) dx and H(t) :=
´
E(F,t) F dx =´
E(C−1(F ),C−1(t)) C(C
−1(F )) dx. Then h,H : [t1,∞)→ [0,∞) is non-increasing and
lim
t→∞
h(t) = 0, lim
t→∞
H(t) = 0,
and it is easy to verify that
(3.26)
ˆ
E(P,t)
D(P (x)) dx = −
ˆ ∞
t
D(s)
s
dh(s)
20 LIU, WANG, AND YANG
for any D ∈ N , any P ∈ LD(Ω) and any t ∈ [t1(D),∞). Then (3.12) implies that h
satisfies (3.5) for t′ = C−1(t) by setting B(s) = C(s)
s
for s ∈ [t1,∞) in Lemma 3.3.
Then the conclusion of Lemma 3.3 implies, for ǫ ∈ [0, 1
a−1 ), that
−
ˆ ∞
t1
C(t′)(C(t
′)
t′
)ǫ
t′
dh(t′) ≤
1
1− ǫ(a− 1)
(
−
ˆ ∞
t1
C(t′)
t′
dh(t′)
)
+
aCǫ
1− ǫ(a− 1)
(
−
ˆ ∞
t1
C(t′)(C(t
′)
t′
)ǫ
t′
dH(t′)
)
.
Combining with (3.26) we getˆ
E(G,t1)
G · (
G
C−1(G)
)ǫ dx ≤
1
1− ǫ(a− 1)
ˆ
E(G,t1)
Gdx
+
aCǫ
1− ǫ(a− 1)
ˆ
E(F,t1)
F · (
F
C−1(F )
)ǫ dx,
where C > 0 is a constant depending on C and b. Denote U(t) :=
(
t
C−1(t)
)ǫ
. Since
there exists a constant C2 > 0 such that
C(G)U(G) ≤ C2C(G) in Q1\E(G, t1),
we conclude for ǫ ∈ [0, 1
a−1 ), there exists a constant C3 > 0 such that 
Q1
GU(G) dx ≤
C3
1− ǫ(a− 1)
 
Q1
Gdx+
C3ǫ
1− ǫ(a− 1)
 
Q1
F · U(F ) dx.
It is easy to verify U ∈ ∆R+ . With U(t1) = 1 and (3.13), we get 
Q1
t1|Q1|g · U(t1|Q1|g) dx ≤ C4
 
Q1
t1|Q1|g dx · U
( 
Q1
t1|Q1|g dx
)
+ C4
 
Q1
F · U(F ) dx,
which implies that  
Q1
M(g) dx ≤ cM
(  
Q1
g dx+ 1
)
,
where c is a positive constant depending on C, b, c0 and ǫ. 
We give another short remark for Theorem 3.1 to end this section.
Remark 3.3. It is easy to verify that M ∈ N and M≫ C.
4. The regularity of the minimizers
In the this this section, we supposeA satisfies ConditionA ∗, denoted by A ∈ A ∗:
(A ∗) A satisfies assumptions (P ∗0 ), (P
∗
1 ), (P
∗
2 ), (P
∗
5 ) and (P
∗) in Section 3.
Consider the integral functionals as follows
(4.1) E(v) = E(v,Ω) =
ˆ
Ω
f(x,∇v(x)) dx,
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where v ∈W 1,A(Ω) and f(x, z) is a Carathe´odory function on Ω× Rn satisfying
(4.2) b2A
(
x,
n∑
i=1
|zi|
)
− b1 ≤ f(x, z) ≤ b3A
(
x,
n∑
i=1
|zi|
)
+ b1
with b1, b2 and b3 being non-negative constants, A ∈ N(Ω) ∩ A
∗ satisfying (C1)
(see in Section 2).
Definition 4.1. A function u ∈ W 1,Aloc (Ω) is said to be a local minimizer of E if
(4.3) E(u; suppϕ) ≤ E(u + ϕ; suppϕ) for any ϕ ∈W 1,A0 (Ω) with suppϕ ⊂⊂ Ω.
Lemma 4.1. Suppose u ∈ W 1,A
loc
is a local minimizer of the functional E. Then
there exist constants θ = θ(bi, A) ∈ (0, 1), c = c(bi, A) > 0 and c
′ = c′(bi, A) > 0,
such that, for any x0 ∈ Ω, QR(x0) ⊂ Ω, 0 < t < s < R and a ∈ (−∞,+∞), the
following inequality holds:
(4.4)
ˆ
Qt(x0)
A(x, |∇u|) dx ≤ θ
ˆ
Qs(x0)
A(x, |∇u|) dx
+ c
ˆ
Qs(x0)
A(x,
∣∣∣∣u− as− t
∣∣∣∣) dx+ c′|Qs(x0)|.
Proof. For x0 ∈ Ω, QR(x0) ⊂ Ω, 0 < t < s < R and a ∈ (−∞,+∞), choose
η ∈ C∞0 (Qs) such that 0 ≤ η ≤ 1, η|Qt ≡ 1 and |∇η| ≤
2
s−t . Set v = u− η(u − a).
Since u is the local minimizer of E, we get
(4.5) E(u,Qs) ≤ E(v,Qs).
From (4.2) and (4.5) we conclude
(4.6) − b1|Qs|+ b2
ˆ
Qs
A(x, |∇u|) dx ≤ b1|Qs|+ b3
ˆ
Qs
A(x, |∇v|) dx,
which implies
(4.7)
ˆ
Qs
A(x, |∇u|) dx ≤ b5
ˆ
Qs
A(x, |∇v|) dx + b4|Qs|,
where b4 =
2b1
b2
and b5 =
b3
b2
. By ∇v = (1 − η)∇u− (u − a)∇η we get
(4.8)
ˆ
Qs
A(x, |∇v|) dx
≤
ˆ
Qs
A(x, |(1 − η)∇u|+ |(u − a)∇η|) dx
≤
ˆ
Qs
A(x, 2max{|(1− η)∇u|, |(u− a)∇η|}) dx
≤ Â(2)
( ˆ
Qs
A(x, |(1 − η)∇u|) dx +
ˆ
Qs
A(x, |(u − a)∇η|) dx
)
≤ Â(2)
ˆ
Qs\Qt
A(x, |∇u|) dx +
(
Â(2)
)2 ˆ
Qs
A(x,
∣∣∣∣u− as− t
∣∣∣∣) dx.
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Then (4.7) and (4.8) imply
(4.9)
ˆ
Qt
A(x, |∇u|) dx ≤
ˆ
Qs
A(x, |∇u|) dx
≤ c1
ˆ
Qs\Qt
A(x, |∇u|) dx + c2
ˆ
Qs
A(x,
∣∣∣∣u− as− t
∣∣∣∣) dx + b4|Qs|,
where c1 = b5Â(2) and c2 = b5
(
Â(2)
)2
. Adding c1
´
Qs\Qt
A(x, |∇u|) dx on both
sides of the (4.9), we conclude
(4.10)
(1 + c1)
ˆ
Qt
A(x, |∇u|) dx ≤ c1
ˆ
Qs
A(x, |∇u|) dx
+ c2
ˆ
Qs
A(x,
∣∣∣∣u− as− t
∣∣∣∣) dx+ b4|Qs|.
Then we can get the conclusion of the lemma from (4.10) if we take θ = c11+c1 ,
c = c21+c1 and c
′ = b41+c1 . 
Lemma 4.2. (Caccioppoli type inequality) Suppose u ∈ W 1,A
loc
(Ω) is a local min-
imizer of the functional E, and there exists a constant T0 ≥ 1 such that Â in-
duced by A satisfies Â(T0) = 1. Then there exist positive constants c3 = c3(bi, A)
and c4 = c4(bi, A), such that, for any x0 ∈ Ω, QR(x0) ⊂ Ω, 0 < ρ < R and
a ∈ (−∞,+∞), the following inequality holds:
(4.11)
ˆ
Qρ(x0)
A(x, |∇u|) dx ≤ c3
ˆ
QR(x0)
A(x,
∣∣∣∣ u− aR− ρ
∣∣∣∣) dx+ c4|QR(x0)|.
In particular, there exist positive constants c5 = c5(bi, n, A) and c6 = c6(bi, n, A),
such that, for any x0 ∈ Ω and QR(x0) ⊂ Ω, the following inequality holds:
(4.12)
 
QR
2
(x0)
A(x, |∇u|) dx ≤ c5
 
QR(x0)
A(x,
∣∣∣∣u− uRR
∣∣∣∣) dx+ c6.
Proof. Take any x0 ∈ Ω, QR(x0) ⊂ Ω, 0 < ρ < R and a ∈ (−∞,+∞). For
t ∈ (0, R], set f(t) =
´
Qt
A(x, |∇u|) dx. Choose 0 < r < 1 ≤ T0 such that θÂ(T0/
r) < 1. Let
t0 = ρ, ti+1 − ti =
(
1−
r
T0
)(
r
T0
)i
(R − ρ), i = 1, 2, . . . ,
and denote L :=
´
QR
A(x,
∣∣ u−a
R−ρ
∣∣) dx. Iterating (4.4) we get
f(ρ) = f(t0) ≤ θf(t1) + c
ˆ
Qt1
A(x,
∣∣∣∣ u− a(1− r
T0
)(R − ρ)
∣∣∣∣) dx+ c′|Qt1 |
≤ θf(t1) + cLÂ(
1
1− r
T0
) + c′|QR| ≤ . . .
≤ θkf(tk) + cLÂ(
1
1 − r
T0
)Σk−1i=0
(
θÂ(
T0
r
)
)i
+ c′|QR|Σ
k−1
i=0 θ
i.
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Sending k → +∞ we can get (4.11). And (4.2) is obtained by taking ρ = R/2 and
a = uR in (4.11). 
Lemma 4.3. For any QR ⊂ Ω, there exists a positive constant c7 = c7(n,A) such
that, for any u ∈ W 1,A(QR), the following inequality holds:
(4.13)
 
QR
2
A(x, |∇u|) dx ≤ c7
̂
ARA
∗
R
−1
(  
QR
A
∗
RA
−1
R (A(x, |∇u|)) dx
)
+ c7.
Proof. Since A ∈ N(Ω) satisfies
A(x, αt) ≥ AR(α)A(x, t), ∀α ≥ 0, t ∈ R, x ∈ QR,
denoting AR(α) = β and A(x, t) = s, we can get
A(x,A−1R (β)A
−1(x, s)) ≥ βs, ∀β ≥ 0, s ≥ 0, x ∈ Ω,
or equivalently
(4.14) A−1(x, βs) ≤ A−1R (β)A
−1(x, s), ∀β ≥ 0, s ≥ 0, x ∈ Ω.
By assumption (P ∗2 ) and Lemma 3.1 (2), there exists a positive constant C˜, such
that
(4.15) A∗(x,A−1(x, 1)) ≤ C˜, ∀x ∈ Ω.
By Â ∈ ∇R+ , we get
(4.16) Â(αβ) ≤ C1Â(α)Â(β), ∀α, β > 0.
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Then by Lemma 4.2, Lemma 3.2, (4.14), (4.15), (4.16) and A∗ ∈ ∇R+ we get 
QR
2
A(x, |∇u|) dx
≤ c5
 
QR
A(x,
∣∣∣∣u− uRR
∣∣∣∣) dx+ c6
≤ c5ÂR
(
CÂ∗R
−1
(  
QR(x)
A∗(x, |∇u|) dx
))
+ c6
≤ c5C1ÂR(C)ÂRÂ∗R
−1
(  
QR
A∗(x, |∇u|) dx
)
+ c6
= c5C1Â(C)ÂRÂ∗R
−1
(  
QR
A∗(x,A−1(x,A(x, |∇u|))) dx
)
+ c6
≤ c5C1Â(C)ÂRÂ∗R
−1
(  
QR
A∗(x,A−1R (A(x, |∇u|))A
−1(x, 1)) dx
)
+ c6
≤ c5C1Â(C)ÂRÂ∗R
−1
(  
QR
A
∗
RA
−1
R (A(x, |∇u|))A
∗(x,A−1(x, 1)) dx
)
+ c6
≤ c5C1Â(C)ÂRÂ∗R
−1
(
C˜
 
QR
A
∗
RA
−1
R (A(x, |∇u|)) dx
)
+ c6
≤ c5C1C2Â(C)ÂÂ∗
−1
(C˜)ÂRÂ∗R
−1
(  
QR
A
∗
RA
−1
R (A(x, |∇u|)) dx
)
+ c6
≤ c7ÂRÂ∗R
−1
(  
QR
A
∗
RA
−1
R (A(x, |∇u|)) dx
)
+ c7
= c7
̂
ARA
∗
R
−1
(  
QR
A
∗
RA
−1
R (A(x, |∇u|)) dx
)
+ c7,
where c7 = max{c5C1C2Â(C)ÂÂ∗
−1
(C˜), c6}. 
Denote
Ω1 = {Q : Q ⊂ Ω is an n-cube, and
ˆ
Q
A(x, |∇u|) dx ≤ 1}.
Lemma 4.4. Suppose u ∈ W 1,A(Ω) and there exist two constants R0 > 0 and
L > 0, not depending on R, such that
(4.17) ÂR(t
−1) ≤ LAR(t
−1)
for any QR ⊂ Q1 and any t with |QR| ≤ t ≤ |QR0 |. Then there exists a constants
c8 = c8(n,A,Ω, L), not depending on R, and a constant R1, such that for any
AR(|QR|) ≤ s ≤ AR(|QR1 |),
(4.18) ̂ARA∗R
−1(s−1) ≤ c8ARA
∗
R
−1(s−1).
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Proof. Setting sR,t := AR(t), by (2.8), there exists a constant c0 > 0, not depending
on R, and a constant R1 ≤ R0, such that
s
1
n
R,t = (AR(t))
1
n ≥ c0t, ∀ t with |QR| ≤ t ≤ |QR1 |
and
s
1
n
R1,|QR1 |
= (AR1(|QR1 |))
1
n = c0|QR0 |.
By (4.17), we get
(4.19) ÂR(t) ≤ LAR(t)
or equivalently,
(4.20) AR(t)AR(
1
t
) ≥ L−1
for all QR ≤ t ≤ QR1 . Then
A
−1
R (sR,t) ≤ ÂR
−1
(LsR,t).
By (2.9) it is clear that
A
∗−1
R (sR,t) = ÂR
−1
(sR,t)s
1
n
R,t.
Then for QR ≤ t ≤ QR1 , we can see
ARA
∗−1
R (sR,t)
̂
ARA
∗−1
R (sR,t)
= AR(ÂR
−1
(L−1LsR,t)s
1
n
R,t)AR
(
1
A
−1
R (sR,t)s
1
n
R,t
)
≥ C1ARÂR
−1
(L−1)AR(ÂR
−1
(LsR,t)s
1
n
R,t)AR
(
1
A
−1
R (sR,t)s
1
n
R,t
)
≥ C1ARÂR
−1
(L−1)AR(A
−1
R (sR,t)s
1
n
R,t)AR
(
1
A
−1
R (sR,t)s
1
n
R,t
)
≥ C1C2ARÂR
−1
(L−1)AR(t)AR(s
1
n
R,t)AR
(
1
t
)
AR
(
1
s
1
n
R,t
)
≥ C1C2ARÂR
−1
(L−1)L−1AR(c0)AR(c
−1
0 )AR(
s
1
n
R,t
c0
)AR
(
c0
s
1
n
R,t
)
≥ C1C2ARÂR
−1
(L−1)L−2AR(c0)AR(c
−1
0 )
≥ C1C2AΩÂΩ
−1
(L−1)L−2AΩ(c0)AΩ(c
−1
0 ) := c
−1
8 .
So we can get
ARA
∗−1
R (s) ≥ c
−1
8
̂
ARA
∗−1
R (s)
or equivalently
̂
ARA
∗−1
R (s
−1) ≤ c8ARA
∗−1
R (s
−1)
for any AR(|QR|) ≤ s ≤ AR(|QR1 |). 
By Jensen’s inequality it is easy to get the following lemma.
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Lemma 4.5. Suppose there exists a constant R0 > 0, such that for any QR ⊂ Ω
with R ≤ R0, ARA
∗−1
R ∈ N(QR). Then for any 0 ≤ g ∈ L
1(Ω), there holds
 
QR
A
∗
RA
−1
R (g) dx ≤ c9A
∗
RA
−1
R
(  
QR
g dx
)
.
Lemma 4.6. Suppose AA∗−1 ∈ N and there exist two constants R0 > 0 and T0 > 0
such that A∗A−1ARA
∗−1
R (t) is convex on {t ≥ T0} for any R ≤ R0. Then there
exists a constant c10 > 0, not depending on R, such that for any 0 ≤ g ∈ L
1(Ω),
there holds
ARA
∗−1
R
(  
QR
A
∗
RA
−1
R (g) dx
)
≤ c10AA
∗−1
(  
QR
A
∗
A
−1(g)) dx+ 1
)
.
Proof. It is clear that
ARA
∗−1
R
(  
QR
A
∗
RA
−1
R (g) dx
)
≤ ARA
∗−1
R
( 
QR
h(x)dx
)
,
where
h(x) =
{
A∗RA
−1
R (g(x)), if A
∗
RA
−1
R (g(x)) ≥ T0,
T0, if A
∗
RA
−1
R (g(x)) < T0.
Since A∗A−1ARA
∗−1
R (t) is convex on {t ≥ T0} for any R ≤ R0, from Jensen’s
inequality we get
ARA
∗−1
R
(  
QR
h(x)dx
)
= AA∗−1A∗A−1ARA
∗−1
R
(  
QR
h(x)dx
)
≤AA∗−1
(  
QR
A
∗
A
−1
ARA
∗−1
R (h(x))dx
)
≤AA∗−1
(
1
|QR|
ˆ
{x∈QR:A∗RA
−1
R (g)≥T0}
A
∗
A
−1(g) dx
+
|{x ∈ QR : A
∗
RA
−1
R (g) < T0}|
|QR|
A
∗
A
−1
ARA
∗−1
R (T0)
)
≤AA∗−1
(  
QR
A
∗
A
−1(g) dx+ ARA
∗−1
R (T0)
)
≤c9
(
AA
∗−1
(  
QR
A
∗
A
−1(g) dx
)
+ ARA
∗−1
R (T0)
)
≤c9
(
AA
∗−1
(  
QR
A
∗
A
−1(g) dx
)
+ ÂA∗−1(T0)
)
≤c10
(
AA
∗−1
(  
QR
A
∗
A
−1(g) dx
)
+ 1
)
,
where c9 and c10 > 0 are constants depending on A. 
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Lemma 4.7. Under the assumptions of Lemma 4.4–4.6, there exists a constant
c14 > 0, not depending on R, such that for any 0 ≤ g ∈ L
1(Ω) with
´
QR
g dx ≤ 1
and any QR ⊂ Ω,
(4.21) ̂ARA∗R
−1
(  
QR
A
∗
RA
−1
R (g) dx
)
≤ c14AA
∗−1
(  
QR
A
∗
A
−1(g) dx
)
.
Proof. By Lemma 4.5, (2.9) and (2.11) we get 
QR
A
∗
RA
−1
R (g) dx ≤ c9A
∗
RA
−1
R
(
1
|QR|
)
≤ c12
1
|QR|
≤ c13AR
(
1
|QR|
)
.
Then Lemma 4.4 and Lemma 4.6 imply that
̂
ARA
∗
R
−1
(  
QR
A
∗
RA
−1
R (g) dx
)
≤ c14ARA
∗−1
R
(  
QR
A
∗
RA
−1
R (g) dx
)
≤ c15AA
∗−1
(  
QR
A
∗
A
−1(g) dx
)
.

From Lemma 4.3 and Lemma 4.7 we conclude the following lemma.
Lemma 4.8. Under the assumption of Lemma 4.4–4.6, for any R ≤ R0, there
exists a positive constant c = c(n,A) such that, for any u ∈W 1,A(QR), the following
inequality holds:
(4.22)
 
QR
2
A(x, |∇u|) dx ≤ cAA∗−1
(  
QR
A
∗
A
−1(A(x, |∇u|)) dx
)
+ c.
Lemma 4.9. The following two statement are equivalent:
(1) There exists a constant L > 0, not depending on R, such that
(4.23) ÂR(|QR|
−1) ≤ LAR(|QR|
−1)
for any QR ⊂ Ω.
(2) There exists a constant L > 0, not depending on R, such that
ÂR(t
−1) ≤ LAR(t
−1)
for any QR ⊂ Ω and any t ≥ |QR|.
Proof. If (1) holds, then (2) holds. In fact, from (1), we get
ÂR(t
−1) ≤ ÂRt(t
−1) ≤ LARt(t
−1) ≤ AR(t
−1),
where |QRt | = t. 
Remark 4.1. For the variable exponent case A(x, |t|) = |t|p(x), where 1 < infx∈Ω p(x) =:
p− ≤ p(x) ≤ p
+ := supx∈Ω p(x) < n and p ∈ C(Ω), the log-Ho¨lder continuity of
p can imply that Condition (4.23) holds. Condition (4.23) supports the Lavrentiev
phenomenon.
28 LIU, WANG, AND YANG
Taking g(x) = A(x, |∇u(x)|) in Theorem 3.1, by Lemma 4.8 and Lemma 4.9, we
get the following main theorem of this paper.
Theorem 4.1. Supposee that (P ∗0 ), (P
∗
1 ), (P
∗
2 ), (P
∗
5 ) and (P
∗) hold; that for any
QR ⊂ Ω, ARA
∗−1
R ∈ N(QR); that there exists a constant L > 0, not depending on
R, such that
ÂR(|QR|
−1) ≤ LAR(|QR|
−1);
that there exist two constants R0 > 0 and T0 > 0 such that A
∗A−1ARA
∗−1
R (t) is
convex on {t ≥ T0} for any R ≤ R0. If u ∈ W
1,A
loc (Ω) is a local minimizer of E,
then there exists a positive constant ǫ = ǫ(n,A) such that
A(x, |∇u|) ∈ LΦloc(Ω), (equivalently |∇u| ∈ L
Φ(A)
loc
(Ω), )
where Φ(t) := t( t
A∗A−1(t) )
ǫ for any t > 0. And there exists a constant c =
c(n,A, ǫ, L, |∇u|LA(Ω)) such that for every x ∈ Ω, there exists an n-cube Q ⊂ Ω
with the center x, such that 
Q
Φ(A(x,∇u)) dx ≤ cΦ
( 
Q
A(x,∇u) dx + 1
)
.
Remark 4.2. It is clear that Φ ∈ N and N(Ω) ∋ Φ(A)≫ A.
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