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1. INTRODUCTION 
In this paper we study mechanical systems with 2 degrees of freedom. Let 
the position of the system at time t be (x(t), y(t)). Let the kinetic energy be 
T = +[qti(t) + m$(t)] and the potential energy be r(x(t), y(t)) where m, and 
ms are given positive constants and z(x, y) is a given function defined and Cl in 
a neighborhood of (0,O). We also assume z-(0, 0) = 0 and Vn(0, 0) = (0,O). 
Then the unknown functions x(t) and y(t) satisfy 
rnli = - g (x, y) 
mzjj = - .if? (x, y) 
8Y 
Since x(t) = y(t) = 0 is a solution of (I), the origin is an equilibrium position. 
We say the origin is stable if for each E > 0 there exists 6 > 0 such that if 
I $0) I, I x’(O) I, I y(0) I, and I y’(O) I are each less than 6 then 1 x(t) I, I x’(t) 1) 
I y(t) 1, and I y’(t) 1 are each less than E for t > 0. 
Several authors have incorrectly claimed that necessary and sufficient con- 
ditions for the stability of the origin is that ~(x, y) have a strict local minimum 
at (0,O). See for example Courant and Hilbert [2, Chapter IV, Section lo]. 
However Laloy [4] has shown that if r is the Cm function given by rr(~, y) = e-1/x2 
cos (l/x) - e-r/y’ (cos (l/y) + y2), w IC h’ h . 1s negative on the line y = x, x # 0, 
then the origin is stable. So the condition that r have a strict local minimum 
at (0,O) (or even that ~(rz., y) > 0 in some neighborhood of (0,O)) is not necessary 
for stability of the origin. 
In this paper we prove that if n is real analytic at (0, 0) then the condition 
that ~(x, y) > 0 in some neighborhood of (0,O) is necessary for stability of the 
origin. In other words, if rr is analytic at (0, 0) and every neighborhood of (0,O) 
contains points where rr < 0 then the origin is not stable. This solves, in two 
dimensions, a problem posed by Arnold [l, pg. 591. 
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The author learned after completing this paper that the same result was 
obtained by Palamadov [6]. However the proof given here, which is no longer 
than Palamadov’s, has the advantage of being elementary. 
2. PROOF OF RESULT 
The result of this paper is 
THEOREM. If r is analytic at (0, 0), n-(0,0) = 0, Vn(0, 0) = (0, 0) and every 
neighborhood of (0,O) contains points where 7~ < 0 then the origin, for the 
system (1), is not stable. 
If we make the change of dependent variables, u = (q)r& and D = (nr,)r/e_y, 
and let rr,(u, v) = rr(u/(m,)rp, v/(ma)r’“) then (1) becomes 
ii = - 2 (ZL, v) 
v = - % (u, v) 
Hence we can and will assume that nz, = ma = 1. We mill also assume through- 
out this paper that rr is defined and analytic in a neighborhood of (0, 0), ~(0, 0) = 
0, and Vrr(O, 0) = (0,O). 
DEFINITION. If for some E > 0, some positive integer m, and some function 
+ which is analytic at 0 we have r(x) = q%(~r/~~~) for 0 < s < E then we call r a 
fractional power series. 
The proof will be elementary, and, except for the following lemma which can 
be found in [5, p. 2091, self-contained. 
LEMMA 1. Let g(x, y) + 0 be a real valued function of the real variables 
x and y which is anal~~tic at (0, 0). Then there exists a finite number of fractionat 
power series rl , r, ,..., r, and E > 0 such that 
((~,~‘):O<X<E,--E<~<E, and g(x,y)=O) 
={(r,y):O<x<~, --E<~<E, and y=ri(x) 
for some i = 1, 2 ,..., E}. 
Hagedorn [3] has shown that if ST is just c” and has a strict local maximum 
at (0, 0) then the origin is not stable. (The author [7] has recently proved this 
when m is only C1 and has a local maximum at (0,O) which is not necessarily 
strict.} Thus we can restrict ourselves to the more diEcult case that every 
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neighborhood of (0,O) contains points where T < 0 and points, other than the 
origin, where T > 0. We can also assume, for each constant unit vector v, 
&r/av is not identically zero in each neighborhood of the origin; because if this 
were not the case then (1) would reduce to a single scalar equation and the 
theorem is known as well as trivial in this case. By Lemma 1 there is an E >0 
and curves C, and Ca emanating from the origin (either C, = C, or C, and C, 
have no points in common; the former would occur only if T were negative 
on {(x, y) : (N, y) does not lie on C,} n AJ, where Nis some neighborhood of (0, 0) 
and T were zero on C,) where Ci is the graph of either y = ga(x), y = ga(- x), 
x = 0 and 0 < y < E, or x = 0 and 0 > y > - c, whereg, is a fractional power 
series, such that n = 0 on C, and C, and T < 0 on U where U is a nonempty 
open connected set whose boundary consists of C, , Ca , an arc of the circle of 
radius E and center (0, 0), and the origin. It will simplify the notation used, and 
no generality will be lost, if we assume C, , C, and 77 lie in the open first quadrant 
of the x,y plane and thus C, and Ca have no points in common. By inter- 
changing the names of C, and Ca if necessary we will have C, below C, . 
The main part of the proof involves constructing a one parameter family of 
simple continuous curves ya , 01 E (0, LX,,] and another finite set of simple con- 
tinuous curves Do , D, ,..., D, and an open connected set S C U whose boundary 
consists of Do , D, , yzO and (0,O) such that (see Fig. 1). 
(i) ya for ti E (0, q,] and Di for i E (0, I,..., a} are contained in S; 
(ii) D, C C, , D, C C, , and Di for i E (0, l,..., B} is the graph of a fractional 
power series ri joining the origin to a point of I/O,; 
(iii) 0 < I’-r(x) < P,(x) and 0 < rz!Jx) < I’,(x) for x in the domain of 
TieI and ri; 
(iv) each ya joins a point on Do to a point on D, , and intersects each Di , 
i = 0, I,..., n; 
(v) the curves Do, D, ,..., D, determine n disjoint open subsets {S& of S 
such that the boundary of Sa consists of DieI, Di , part of y=, , and ((0,O)). 
Also Ui”=I si = s; 
(vi) in each & either all the ‘yor are line segments or all the ya are circular 
arcs with center at (0,O); 
(vii) for a! E (0, o$J, a = dist (yol , (0, 0)); 
(viii) ‘ya, n yauz = C for 0 < 0~1 -=c o”2 < a0 , and Uue(o.ol,~ yS = S - ((0, O)>; 
(ix) if in Si each y= is a line segment then there is an increasing fractional 
power series gi, whose graph is in Si and joins (0,O) to a point on yE,, such 
that rimI < gi(x) < F&X) and I’;-r(x) <g:(x) < r;(x) for x in the domain 
of all three functions, and each ya , a: E (0, q,] intersects gi and is normal to it 
at the point of intersection. (This implies that the tangent line to ya , where it 
TWO DIMENSIONAL ilNALYTIC POTENTIALS 251 
exists, has negative slope, and in a fixed Si in which the yC are line segments 
the slope of yN varies continuously with a); 
(x) in traversing a yU from Da to D, , as one crosses a D, there is a positive 
jump, rn,,? , in the slope of the tangent line to yE , and WZ~~ varies continuously 
with ol; 
(xi) as one moves out along Di , i = 1, 2,..., (z - 1) from the origin the 
value of r strictly decreases. 
(xii) OPT f 0 in S; 
and finally the most important property, 
(xiii) if (2, y) E S and lies on ya then the outward unit normal to ya at (x, y), 
(by the outward unit normal we mean the one which points toward the side of y, 
in which the origin does not lie) makes an acute angle with - Gn(r, y). If (x, y) 
lies on a Da, i = l,..., ra - 1 there are two possibilities for the outward normal 
because there is a jump in the tangent line there. In this case both outward 
normals make acute angles with - V~T(X, 3)). 
To begin we write 
27(x, y) = z-,& y) + 7$++, y) + 7J-,,&, Y> 4 . . . 
FIGURE 1 
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where rk(x, y) is homogeneous of degree k, q > 2, and ?r,(x, y) f 0 on R”. 
Letting x = r cos 0 and y = I’ sin 0 we have 
+ cos e, Y sin e) = P,(ep + P,(ep+l + . . . 
where P,(B) is analytic and periodic of period 2~ and P,(B) + 0. Also 
& T+ cos e, Y sin 8) = qp,(e) YP-1 + (4 + 1) p,+,(e) YQ + e... 
Let C, be tangent to the ray 0 = a, r > 0 at (0,O) and C’s be tangent to the 
ray B = b, r > 0 at (0,O). Thus 0 < a < b < 42. 
Let 0, < 0, < . . . < es be the values of 0 in [a, b] where P&e) = 0. (If a = 6 
then s = 0.) Since r = 0 on C, and Cs , an d r < 0 in U, we have 0, = a, 
8, = b, and P&e) < 0 on (8,-r , k$) for i = 1, 2 ,.,., S. Let Vi , i = 0, l,..., s be 
the intersection of U with the open sector whose vertex is at (0,O) and whose 
central angle, which has measure A& is bisected by the ray 6’ = 0, . By choosing 
A0 sufficiently small we can guarantee that none of the Vi intersect and AB < r/6. 
By choosing E smaller if necessary we have that &-/a~ < 0 on U - U%, Ui . 
We now cover U - Ui=s Ui with circular arcs with centers at (0,O). This gives 
a one parameter family of curves in U - ub, U, . 
Next we want to construct a one parameter family of curves in each Ui 
i = 0, I,..., s. Each of these curves will be piecewise linear. Let T be one of the 
Vi . By setting up a new set of coordinate axes or rotating the old ones by Bi 
radians, we can assume that P,(O) = 0 and T is the intersection of U with the 
open sector whose vertex is at (0,O) and whose central angle, which has measure 
Al3, is bisected by the ray 0 = 0. 
Since &r/i?y is analytic at (0, 0), by choosing E and AB smaller if necessary, 
we have by Lemma 1 that there are a finite number of curves Ei , i = 1, 2,..., v 
in T emanating from (0,O) and tangent to the x axis at (0,O) which are the 
graphs of fractional power series f<(x), and (&/ay)(~, y) = 0 with (x, y) in T 
if and only if (x, y) 1 iesononeoftheE,.Ifthecurvey=O,O<:<<isnot 
one of the & and is in T, add it now to the collection of Ei . Add also to the 
collection of Ei the curves which form the upper and lower boundary of T. 
By choosing E smaller if necessary, none of the Ei will intersect each other. 
By permuting the names of the Ei , i = 1,2,..., v if necessary, we have 
fidl(x) < fi(x) for x in the domain of fipl andfi . Also fi and fi , which are the 
upper and lower boundaries of T, enter the origin with finite slope,f, , f3 ,...,fuwl 
enter the origin with zero slope, and in Ti , where Ti is the open subset of T 
whose boundary consists of Ei-, , Ei , part of an arc of the circle of radius E and 
center (0, 0), and (0, 0), we have &-lay is never zero and so is always positive 
or always negative. By choosing E smaller if necessary we have fiml(x) <f j(x) 
for x in the domain ofh-i and fi . 
TWO DIMENSIONAL ANALYTIC POTENTIALS 253 
Constructing a one parameter family of curves (actually line segments) in 
each T, will give us a one parameter family of curves in T. 
If &/ay > 0 in Ti , then through each point (x, fi-r(x)) on Ei-, draw the line 
segment in T normal to Eiel joining (x, fiJi-r(x)) to another point on the boundary 
of Ti . This will be our one parameter family of curves in Ti . 
If &/ay < 0 in Ti , then through each point (x,fi(r)) on Ei draw the line 
segment in T normal to E, joining (x,fi(x)) t o another point on theboundary 
of Ti . This will be our one parameter family of curves in T, . 
The following lemma shows, by taking E smaller if necessary, no two line 
segments in the one parameter family in a Ti can intersect. 
LEMMA 2. Letf(x) be the fractional power series f (x) = bOxh!nl + b$hfl)lni + 
bgx(hf2)ln1 + . . . where b, > 0 and h and w are positive integers with 1a > nt. 
Let K be a positive constant. There exists E > 0 such that ;f 0 < xl < xz < E 
then iz, and lx, intersect above the line y = Kx, where 1, is the line normal toJ(xj 
at (x, f(4). 
Proof. Let QJ = h/m. Then 
f(x) = bfi=(l + O(X~‘~~)), 
f’(x) = b,azc”-‘(1 + O(E+)), 
f”(x) = b,a(ol - 1)~‘(1 + O(xllm)). 
Choose E > 0 such that 1/(2or(ol - l)b,<) > K and for 0 < x < E, f(x) > 0, 
f’(r) > 0, and f”(x) > 0. For 0 < x1 < xs < E the equation of 2,: is 
Let Zz, and I*, intersect at (x,, , y,J. Thus (x0 , y,,) satisfies the system (5). Since 
f”(x) > 0, we have y0 > 0. Solving (5) for x,, we get 
Since f, f’, and f” are positive on (0, G) the first term on the right side of (6) 
is negative and thus 
1 _ %f ‘c4 
+< %f'c%> 
1 _ f ‘(4 (7) 1 
f ‘W 
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Now If’(x)/~] = b,or(ol - 2)x”lW3(1 + O(~ll~~)) and so, if 1 < 01 < 2, we 
have, by choosing E smaller if necessary, that f’(~)/x is decreasing on (0, 6). 
Hence, when 1 < 01 < 2, (7) implies x0 < 0. Since y, > 0, we have that (x0 , y,,) 
lies above the line y = Kx. 
Suppose a! > 2. Then, by choosing E smaller if necessary, we have for 
0 < x < E that 
f”(x) < 26()01(01 - I) (8) 
Substituting (7) in the first equation of (5) and using (8) we get 
yo = -$-J (1 - $) + f@l> 
xg - “1 1 
= f’(X*) - f’(q) 
=+ 2+ - 1) b, ’ 
where x1 < c < xa . So if x0 > 0 then 
a> 1 1 
X0 2a((u. - 1) box0 a 2+ - 1) boE > KY 
and if x0 < 0 then clearly (x0 , yo) lies above the line y = Kx. 
It is clear from constructions up to this point that there does exist a one 
parameter family of simple continuous curves yE , (y. E (0, ao] and another finite 
set of simple continuous curves Do , D, ,..., D, and an open set S C U whose 
boundary consists of Do , D, , yUO , and (0,O) such that (i)-(x) hold. 
Since on Di , i = I,..., (n - l), z-(x, P*(X)) is a negative fractional power 
series in X, we have for some 7 > 0, (d/dx)(m(x, Pi(x))) < 0 for x E (0, 7). Thus, 
by choosing olo smaller if necessary, we have (xz’) holds. 
As for (G), by choosing olo smaller if necessary we have by Lemma 1, there 
are curves {Hi):=, in S (n may be zero), emanating from (0, 0), which are the 
graphs of fractional power series such that (&-/ax)* + (%/ay)B = 0 in S on 
and only on Hi , i = I,2 ,..., n. But then TI = 0 on each Hi and v < 0 in S. 
So n = 0 and (xii) is established. 
Next we will establish (xiii) which is the whole purpose of this construction. 
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Property (xiii) holds in those S n Si where the 3/a are circular arcs, because we 
have already shown, in these sets, i?z-/ar < 0. To establish (xiii) in those 5’ n s, 
where the yU ate line segments it suffices to establish it in S n Ti where 7’; is as 
before. 
There are four cases to consider: 
(1) In Ti we have &r/ay > 0 and Ti is in the first quadrant 
(2) In Ti we have &/ay > 0 and Ti is in the fourth quadrant 
(3) In Ti we have &-lay < 0 and Ti is in the first quadrant 
(4) In Ti we have I%-/@ < 0 and Ti is in the fourth quadrant. 
We will only consider (I) as the other cases are done similarly. 
To establish (xiii) in S n Fi it suffices to show 
LEMMA 3. BJ~ choosing o”o smaller if necessary, if 12, is the closed line segment 
in T, normal to Ei, at (x2 , fihl(xz)) joining (x2 , fi-,(x,)) to a point on Ei and if 
(x, y) lies on 1, then - V77(x, y) * (I, fz!-l(xz)) >, 0, i.e. 
fi-l(%)(wtYj(.~, 5+, 
- (&/k)(x, y) > 
with equality possible only if (x, y) lies 071 Ei and rr s 0 on Ei . 
The proof of Lemma 3 will be found in the appendix. We now prove the 
Theorem. 
Proof of the Theorem Suppose the origin is stable. Then there exists 
0~~ E (0, cr,/2) such that if (X(O), y(0)) lies on y*, and .2*‘(O) = y’(0) = 0 then 
(x(t), y(t)) does not intersect y+ . T,et (xi , yJ be the intersection of ya, and 
Di for i = 1, 2 ,..., n - 1. Let (x0 , yO) E ((xi , yi)>yz: be such that ~(xs , y,,) = 
maxi=l,....n-l T(X( , yJ. Let (x(t), y(t)) be the solution of (I) with (m(O)), y(0)) = 
(Y,, , yO), and X’(O) = y’(0) = 0. 
By conservation of energy, (i.e ., %x2(t) + &y2(t) j- 77(x(f), y(t)) is constant for 
t 2 0) we have z(x(t), y(t)) < x(x, , yO) < 0 for t 3 0. Since 7 = 0 on 
Q, u D,, U {CO, O)j we have (x(t),.&)) remains in the compact set Q = ((x, y) E S: 
4% Yj ( < 55 ‘ra , y,,) and (x, y) lies on yU for some CL E (0, CC,/~]) for f > 0. Since 
Vs;~OinS,j/VnII>p>Oin~. 
For each value of t > 0, let a(t) be such that (x(t), y(t)) lies on ~/ou) . By (x) 
and (xiii), a(t) is strictly increasing. Let 01~ = supoitCC a(f). Then 01~ < a!, < r0/2. 
Since a(t) is strictly increasing this maximum is not attained. We define a vector 
fieId, u(x,Y), in 52 as follows: If in si n Q each ‘yo: is a line segment then, in 
si f7 Q, ~(3, y) has the constant value ai , where vi is the unit outward normal 
to yaO in Si If in s{ n Q each 3/o is a circular arc with center at (0,O) then, 
in Si-n $2, .u(x, y) = (x, y)/]i(~, y)li. Then U(X, y) has two values on D, , Da ,..., 
D,-, and when considering G 1 (SC n Q) we take the value that makes it con- 
tinuous. 
256 STEVEN D. TALIAFERRO 
Choose 01~~ E (01~ , a9) sufficiently close to as to guarantee that if (x, y) E Q n Si 
and (x, y) is between yazt and yU, then 
- VT+, y) .7.(x, Y) 2 ci IIV4% Y)II 
where ci > 0. This can be done by virtue of the remark after (ix), the continuity 
of Vn and o in & n Q, the fact that 11 Vrr // # 0 in & n Q, (xiii), and the fact 
that a positive continuous function on a compact set is bounded away from zero. 
Let c be the minimum of c, , cg ,..., c, . Let ma be the maximum of a3,1 , 0”3,~ ,..., 
ff3.n . so 
- VT(X, y) . v(x, y) 2 c II v+, Y> II 3 CP (9) 
for (x, y) E Q and (x, y) between ye, and yEz . 
Since QT is strictly decreasing on D, , i = 1, 2 ,..., n - 1, we have ~(x, y) < 
z-(x0 , y,,) - ?I, for (x, y) E lJr:l D, and (x, y) between yayol, and yea , where 7 > 0. 
Thus, by conservation of energy, we have, for some E > 0 that k(t)2 + y(t)” > e2 
for (x(t), y(t)) E U:il D, and (x(t), y(t)) between ye, and y&, . 
Let t, be such that a(ts) = 01~ . Then for t > to, (z(t), y(t)) is between ya, 
and yaz and in 52. Let ti < t, < t, < . . . be the times, greater than to , when 
(x(t), y(t)) crosses over one of the D, , i.e. for tip1 < t < t, , (x(t), y(t)) remains 
in some sj, but remains in no one fixed ~7~ for tie1 < t < tj + 6 for each S > 0. 
If for tie1 < t < ti we have (x(t), y(t)) remains in an Sj in which the 3/a are 
line segments, then v(t) is constant for tip1 < t < ti , where V(t) = u(x(t), y(t)); 
thus multiplying (1) by V(t) and integrating from ti-l to t, where t E {tip1 , ti] 
and using (9), we obtain 
T/(t) ’ (k(t), j(t)) = -J’ 
ti-1 
g (X(T), y(T)) do + J’(t,-l)(*(ti.-I)> j(ti-1)) 
> cp(t - t&l) + lqti-1) . (*(Ll)l9(ti-l)) WV 
If for tip1 < t < ti we have (x(t), y(t)) remains in an sj in which the ya are 
circular arcs with center (0, 0), then let r(t) = /I (x(t), y(t)) 11 and let V(t) = 
u(x(t), y(t)). Then (-t(t), y(t)) = r(t)V(t). So 
@(t), j(t)) = ‘(qqt) + q)qt) (11) 
Since v(t) . r(t) = 0, upon multiplying (11) by v(t) we get 
(k(t), j(t)) . V(t) = r(t) 11 P(t) 112 >, 0. (12) 
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Hence, using (1) and (12) we have 
$ I?(t) . P(t), j(O)1 b V(t) * (W, 9(t)) = - ;; (x(t), y(t)). (13) 
Integrating (13) from t,-i to t, where t,-i < t < ti , and using (9), we obtain 
V(t) . (c?(t), 3(t)) >, cp(t - ti-1) + V(ti+1) . @(t*i,), j@-1)). (14) 
By virtue of the fact that a(t) is increasing, the remark after (ix), and (x), 
we have, by choosing % closer to 01s if necessary, that for some vz > @ 
q-1) . @(L-l), j(tt-1)) > m !I (W-l), j(t,-1)) /I 
> me (15) 
for i = 2, 3,..., where the value of V(ti-i) used is the one which makes V(t) 
continuous on [t,-i , tJ. 
Suppose t, = CD that is (x(t), y(t)) remains in a fixed Sj for to < t < M. 
Then, by (IO) or (14), V(t) * (zZ(t),y(t)) -+ co as t + co, contradicting our assump- 
tion that the origin is stable. 
Suppose ti < 00. Then for t 2 t, we have, by (15), and (10) or (14), that 
V(t) . (9(t), 3’(t)) > WE. 
Thus the distance between (x(t), y(t)) and yEa, is always decreasing by a speed 
of at least VZE. Hence (x(t), y(t)) eventually intersects 3/u:, a contradiction. So 
the origin is not stable and the proof of the Theorem is complete. 
APPENDIX 
The purpose of this appendix is to prove Lemma 3. Throughout this appendix 
we will assume r, , r, : (0, e) + [0, oo) are fractional power series, whose graphs 
(which will also be denoted by J’,, and r,) emanate from (0, 0), with J’,(x) < F,(x) 
and 0 < F;(x) < r;(x) for 0 < x < E, and T;(X) + 0 as x + 0 and T;(X) - a 
as x - 0 where 0 < a < co. Thus there are positive integers h and nz with 
h > 1y1 and a nonnegative integer n such that for 0 < x < E we have 
n-1 
r,(x) = C e.$h+i)!m + f aiXUctn+i)iw 
i=O i=O 
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where b, > a, , e, > 0, and if n > ‘1 then h > m; also if TZ = 0, then a,, 2 0 
with equality if h = m. 
We also assume n < 0 and a,/+ > 0 on 
{(x, y) : 0 < x < E and I’,,(x) < y < r,(x)] 
and either rr = 0 on F’, or r is never zero on r, . Clearly 7~ < 0 on I’, and 
aTlay 3 0 on r, u r, . 
To prove Lemma 3 it suffices to prove the following lemma. 
LEMMA 4. For some 6 E (0, 6) we have that ;f 0 < x2 < 6 and (x, y) is a point 
on the closed line segment IS, normal to I’,, at (x2 , r,,(rc,)) joining (x2 , r,(x,)) to a 
point on r, then 
with equality only if (x, y) lies orz r, and r E 0 on I’, . 
To prove Lemma 4 we need the following 7 lemmas. 
LEMMA 5. If c: (0, q) + [0, I] is a fractional power series where 7 E (0, e) 
with C'(X) 2 0 and r,(x) = r,(x) + c(x)[r,(x) - r,(x)] then for some 6 c- (0, T), 
ifO<x<Szuehave 
- Z& (x, r,(x)) 3 $ (x, r3(xjj[r;(u~j + +)(r;(%j - r;(x))] 
with equality if and or&y if v = 0 on r, and c(x) = I on (0,~). 
Proof. Let F&) = r;(x) + +)[I’+) - r&q]. Thus 
qxj = I=&) + cy.7cj[r~(x) - qxj] 3 r3(w). 
Let u = x, v = y - ra(x) and P(u, v) = Z-(X, y) = n(u, v + I’,(u)). Then 
and 
P(U, oj = +, r,(u)) 
So for some 6, E (0, 7) we have P(u, 0) ,( 0 for 0 < u < 6, with equality if and 
only if c(x) E 1 and rr = 0 on r,. So for some 6, E (0, 8,) we have (aP/&)(u, 0) < 0 
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for 0 < u < 6, with equality if and only if c(x) = I and r = 0 on I’, . Thus, 
for 0 < x < 6,) 
- g (x, r,(x)) = - g (u, 0) + $ (24, 0) r;(x) 
> g (u, 0) T,(x) 
3 g (x, r,(4) &(x>, 
with equality in the second to last inequality if C(X) = 1 and r =r- 0 on r, . 
LEMMA 6. There exists 6 E (0, C) and a jkite number (possibEv zero) of 
fractional power series yi : (0, S) + [0, 11, i = 1, 2,..., n such that the function 
fgiven by 
f (x, c) = g (x, g(x, c)) + $ (Lz.J g(x, 4) [$ (XY 41 
is zero at (9, c) E (0, S) x [0, I] if and only if c = yI(x) for some i E {I, 2 ,..., nJ, 
where g(x, c) = r,(r) + c(I’,(x) - I’,,(x)). 
Proof. By Lemma 5, f f 0. Let $(,$, c) = f (x, c) where x = p and m is the 
integer which appears in the exponents of x in the series for r, and r, at 
the beginning of the appendix. Then # is analytic in an open set containing 
(01 x [0, 11, 1c, + 0, and #(O, c) = 0 for 0 < c < 1. 
By Lemma 1, for each d E [0, l] there is an Ed > 0 and a finite number of 
fractional power series & : (0, Q) -+ (- co, co), i = 1, 2,..., zd such that 
a, 4 : 0 < % < %I, 1 c - d / < Q, and $(E, c) = O> = ((t, c) : 0 < t < Ed > 
/ c - d J < E~ , and c = &(e) for some i E {1,2,..., nd)}. By choosing Q smaller 
if necessary we can assume +&O) = d for i = 1, 2,..., nd and either &.(s) E 0, 
+di(f) = 1p Or #di(t) 6 toy 11% for o < f < Ed. 
Since {(d - E&, d + ~~)}~~[,,rl is an open cover of [O, l] there is a finite 
number of di E [O, l] i = 1, 2,..., T such that ((di - qi I di + Edi)}& covers 
[0, l]. Choosing 6 = min {$}~=r and (yi(x))E1 to be the subset of the set of 
functions (#dii(&m) : i = 1, ‘2, 3 ,..., r and j = 1, 2 ,..., nd.) whose images are z 
contained in [0, I] we obtain Lemma 6. 
LEMMA 7. There exists 6 E (0,~) and c,, E (0, 1) such that f (x, c) < 0 for 
0 -=c x < 6 and 0 < c ,( c, . 
Proof. Let 6 and yi , i = I, 2 ,..., n be as in Lemma 6. By choosing 6 smaller 
if necessary we can assume y; does not change sign on (0,S) for i = 1, 2,..., n. 
Applying Lemma 5 with c(x) = 0 and taking S smaller if necessary we have 
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f(x, 0) < 0 for 0 < x < 8. If Lemma 7 is false then for some yi , which we 
will denote by y, we have y(O) = 0 and f(x, y(x)) = 0. Since y’ doesn’t change 
sign and y(w) 3 0 we have y’(x) > 0 for 0 < x < 6. Thus by Lemma 5 
f(x, y(x)) < 0 for small positive value of x, a contradiction which establishes 
Lemma 7. 
LEMMA 8. There exist 6 E (0, c) such that $ c E (0, I], 0 < x2 < 6, and the 
line normal to the curve y = I’,,(x) at (x2 , T,(x,)) intersects the cwve y = T’,,(x) + 
~(~164 - ~o(O>> at (XI 3 ~1) th en Fi(.v,) + c(IQx,) - Ti(x,)) > FJx2). 
Proof. If I’,,(x) = 0 the lemma is trivially true. Hence we can assume 
I’,(x) > 0 and r&c) > 0 for 0 < x < E. For 0 < x2 < E, let Ix, be the line 
normal to the curve y = P,(x) at xa . The equation of Ix. is 
Let Ix2 and the curve y = I’,,(x) + c(r,(.~) - Z’s(x)) intersect at (x1 , yl). Clearly 
0 < x1 < x2 and yI > I’O(xa) > 0. We have 
w+ ~c&FJ - HO = V&l) - HO) (16) 
Case I. Suppose n = 0. For some 
a, = . . . = a,-, - 0 and a, > 0. Also b, 
xg sufficiently small and positive that 
nonnegative integer Z we have a, = 
> a, 3 0. So from (16) we obtain, for 
x, - Xl 
h + 1 
+ aL(x!;h+zh _ Xh+z)/” 
1 ) < 2c(b, - u,)(x:‘“). (17) 
uz - x (i~+o/m-1 
m 2 
Let 01 = (h + Z)/m, ,B = h/m, K = c(b, - a,,), a = a,, 6 = CI + /3 - 1, and y = 
30lak. Then 01 > 1, a > /3, /3 3 1, and 6 > 1. Multiplying (17) by xz-’ we get 
For xs > 0 fixed and x1 E (0, xJ, as x1 increases the left side of (IS) decreases 
and the right side increases. Also, if x2 = x1(1 + &-‘) then the left side of 
(18) equals 
2g + .[g-l (1 + 0(&l)) - xY-‘(l + 0(&-l))] 
= 2g + qyx2,(+1)+8) - T$ (1 + CJ(x;(a-l))) 
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and the right side of (18) equals 
2k,xCffB-l (1 + 0(&l)) = 3 + (1 + f?(&-r)) 
So, for sufficiently small values of x2 , x2 < ~~(1 + rx;T-‘). Thus for some 
S E (0, E), if 0 < x2 < 6 we have 
G(%) - m.XlN - G-;w - GW 
= aa(x;-l- x;-’ )(l + G(.lF,‘“z)) - c((bs - Qs) P$‘)(l + 0(%Y)) 
< am-y2(a - 1) #)(l + O(X;‘m)) - c(b, - a,) ,&“-‘(I + 0(X;‘“)) 
<o 
for all c f (0, 11. 
Case II. Suppose n 3 1. If suflices to show there exists S E (0, e) such that 
if c E (0, I], 0 < x1 < 3ca < 6, and 
then 
But if S is sufficiently small, 0 < x1 < x2 < 6 and (19) holds then for all c E (0, l] 
we have 
hft 
C(~l(%) - ~&lN < 7 C(b, - uo) Xf-1 
h+$ him 
< h + n edx, 
- g’“) 
This completes the proof of Lemma 8. 
262 STEVEN D. TALLWERRO 
LEMMA 9. Let c,, E (0, 11. There exists 6 E (0, E) such that if0 < x1 < xs < 6 
and 
cx%) + co(~X4 - a4) > cxx2)* (21) 
Proof. For n > 1, Lemma 9 was established in Case II of the proof of 
Lemma 8. So we can assume n = 0. For some nonnegative integer I we have 
a, - a, = . . . = al-, = 0 and a, > 0. 
If 0 < xr < xs and x1 and x, satisfy (20) then 
hl(h+Z) x2 < x1 xy + % (b, - us)(l + fqx;/“))]m’(h+z) (22) 
If 0 < x1 < xs and x1 and xe don’t satisfy (21) then 
x > r(h-ndl(h+Z--m) 
2 1’1 xy + % (b, - a,) + (1 + u(x;~m))]m/Lh+z-m) (23) 
For x2 sufficiently small and positive (22) and (23) are contradictory. This 
proves Lemma 9. 
LEMMA 10. Let c,, E (0, 1) and n,(x) = I’,,(x) + c,(I’,(x) - r,(x)). Tlzen there 
exists 6 E (0, C) such that for 0 < x < 6 and I’,(x) < y < F,(s) we hzve 
- @-P4(X> Y> 3 (a+Y)(x> YIGW. 
Proof. Note that the function h(z, y) = (&/~s(z~~, y) + (&r/8y)(~“,y)~&P) 
is analytic at (0,O) where nz is the integer which is in the denominator of the 
exponents for the series for r, and r, . So by Lemma 1 there is an 7 > 0 and 
fractional power series&(z),..., &(z) defined for 0 < s < 17 such that h(z, y) = 0 
in (0,~) x (- 7, 7) if and only if y = q&(z) for some i E (I,2 ,..., n}. Thus 
- (WW(x, Y) = (waY)(x, YYx4 f or some (x, y) E (0, q”) x (- v, 7) if and 
only if y = 4i(x1/“). So if the lemma is false there is a 6 E (0, e) and a fractional 
power series r,(x) with J’,(x) < r,(x) < I’,(X), r;(x) < r;(x) < r;(x), and 
- (hi-l&)(x, r,(x)) < (ih-/ay)(x, r,(x))r;(x) for 0 < x < 6. 
Now make the transformation P(u, V) = z-(x, y), u = X, w = y - r,(x). Then 
P(u, 0) = Z(U, rs(~), and so P(u, 0) < 0 and (ZJP/au)(u, 0) < 0 for sufficiently 
small positive values of 24. Also 
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Since (&T/Z@@, F5(x)) 3 0 we have r;(x) > I’;( x ) f or BuBkiently small positive 
values of N, a contradiction which establishes Lemma 10. 
Proof. If r,,(x) = 0 then lemma is trivial. So we can assume r;(x) > 0 for 
0 < x < E. Note that 
where & = ai + co(bf - aJ. Let x0 E (0, ~a) be such that Il,(x,) = Fo(xe). 
Case I. Suppose ?z = 0. There exists a nonnegative integer 1 such that 
a, = a, = . . . = az--l = 0 and ai > 0. Also 6, > 0, and hence do > 0. Since 
f’~(x,) = F,(q) we have 
Since 
(25) 
we have 
12 + 1 
x1 2 x2 - (6, - a,) a, 7 x2’ fL ;m+(i+r! /'n-1(1 + qxl,““)) (26) 
If 2 = 0 then A > wz and thus by (24) and (26) we have x0 < x1 for xa 
sufficiently small and positive; hence r,(q) > 17,(x,) = ro(xa). 
Lf I > 1 then by (24) and (26) we have x0 < x1 for xI sufficiently small and 
positive; hence ~z[xI) > r,(q). 
Case II. Suppose n > 1. Since r,(xo) = ro(xe) we have 
n-1 
(27) 
e, (1 - (+r) (I + @(xi’“)) 
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SO x0/x2 -+ 1 as x, + 0 and hence 
1 - (2$” - ,;‘m 4 e, a, 
as x2 -+ 0. Therefore for some positive constant k we have 
x0 < x,(1 - kx;‘“) 
Since (25) holds, we have 
(28) 
x1 3 x2 - eo(bo - a,) ; Xfh+n)/m+hlm-l(l + q$n)) (29) 
Since /z > m, we have by (28) and (29) that x, > x0 for xg sufficiently small and 
positive; hence I’*(q) > I’,(x,). 
Proof of Lemma 4. By Lemma 7 there exists 6, E (0, l ) and co E (0, 1) such 
that 
- g (XI dx, 4) > g (x, g(x, c)) 1% (x, c)] 
for 0 < x < 6, and 0 < c < co, where 
g(x, c) = T,(x) + c(T,(x) - F,(x)). 
By Lemma 8 there exists 6, E (0, S,) such that if c E [0, 11, 0 < x2 < 6, and 
Z., intersects the curve y = g(x, c) at (x1, yJ then (ag/ax)(x, , c) > I’$+). 
Let (x1 , yJ be a point on% I$, where 0 < x, < 6, and I’,(x,) & yI f I’,(x,), 
where r,(x) = g(x, co). Then for some c, E [0, co] we have yI = g(q , cJ. Thus 
wwx 1, cl) > I’i(,u,). Hence, using (30), for 0 < x, < 6, and (x1 , yJ on 
&.. and I’,(x,) ,( y1 < rz(xl) we have 
By Lemma 11 there exists 6, E (0, 6,) such that if 0 < x2 < S, and Zz, inter- 
sects r, at (x0 , I’,(x,)) then I’z(xO) > ro(x2), and thus, by choosing S, smaller 
if necessary, we have by Lemma 9 that I’i(x,,) > I’i(x,). By choosing 6, smaller 
if necessary we can assume r:(x) > 0 for 0 < x < S, . 
By Lemma 10 there exists 6, E (0, 6,) such that for 0 < s < 6, and I’,(x) < 
Y G T,(X) we have - (Wax>@, Y) > (a+y)(x, y)r;(x). 
Let (x1 , yl) lie on I=, where 0 < xp < 6, and r,(x,) < yi < rI(xI). Suppose 
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with equality in the last inequality if and only if (&j+)(xi , yi) = 0. Thus 
with equality if and only if - (&j&)(x, , yi) = (&/ay)(xl , yr) = 0; and since 
yi > r2r(Q (&/ay)(.lc, , yi) = 0 implies (xi , yi) lies on F, . Now, if r is never 
zero on I’, , by choosing 6, smaller, we can show, by the same method used to 
prove (xii) in the main body of this paper, that Vz # 0 in {(x, y) : 0 < x < 6, 
and P,(X) < y < ri(x)}. Thus equality is impossible in (31) unless (x1 , yJ lies 
on Pi and ST = 0 on r, . Taking 6 = 6, we obtain Lemma 4. 
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