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Abstract: In this work, we present an unobtrusive and non-invasive perception framework based on
the synergy between two main acquisition systems: the Touch-Me Pad, consisting of two electronic
patches for physiological signal extraction and processing; and the Scene Analyzer, a visual-auditory
perception system specifically designed for the detection of social and emotional cues. It will be
explained how the information extracted by this specific kind of framework is particularly suitable
for social robotics applications and how the system has been conceived in order to be used in
human-robot interaction scenarios.
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1. Introduction
Today, assessing the emotional state of a user can be considered one of the most important and
challenging aims in human-computer interaction (HCI). In particular, this became a hot topic from
the moment at which the influence of our emotional state in our life and decisions has been scientifically
explained and demonstrated [1]. As a consequence, many computer scientists and researchers around
the world are engaged in the development of machines that recognise, express, model, communicate,
and respond to emotional information. This kind of information serves to let the systems adapt in real
time their interaction depending on specific states or changes of state of the users. In the last decades,
there has been a lot of progress in this direction, and several scientists claim that in the foreseeable future
we will live and collaborate with machines that will be able to estimate our emotional state, ideally at
the same level that people can [2,3]. On the other hand, it is persistent in the scientific community the
skepticism about the practical implementation of such machines and their effective capability of sensing
and recognizing emotions [4]. The main criticism is that the range of means and modalities of emotion
expression is too broad, with many of these modalities being inaccessible (e.g., blood chemistry,
brain activity, neurotransmitters), and many others being too non-differentiated [5]. Nonetheless,
the simultaneous usage of multiple modalities for acquiring information about the users emotional
state has proved to be a smart solution to the problem, especially when they involve computer
vision and image processing [6]. Typically, these audiovisual acquisition systems are focused on face
detection [7,8], face recognition [9], facial expression analysis [10,11], vocal emotion [12,13], gesture
recognition [14,15], human motion analysis [16–18], audiovisual automatic speech recognition [19],
and eye tracking [20,21]. Reviews of vision-based HCI are presented in [22], while a deepened study on
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adaptive and intelligent HCI is discussed in [23] with a review of computer vision for human motion
analysis, and a discussion of techniques for lower arm movement detection, face processing, and gaze
analysis. In the recent years, the integration of these acquisition modalities led to the development
of many multimodal interfaces, so much to become an increasingly important research direction,
defined by Turk et al. as Perceptual Interfaces [24].
There are many different areas in which perceptual interfaces are implemented in order to
estimate users emotional state. Biofeedbacks are exploited as an additional input in affective
video gaming for modeling enjoying preference [25] or let the game adapt to the user emotional
responses [26]. Ambient intelligence and domotics are often based on gesture recognition and
physiological parameters extraction, not only as control inputs, but also for the user emotional
state estimation [27]. Similarly, there are several important applications in affect recognition for
computer-assisted intervention of children with Autism Spectrum Disorder (ASD) that are based
on physiological signals extractions [28] or behaviour monitoring via face, gesture and posture
recognition [29]. In any case, what emerges from the study of these more practical implementations is
that, when it comes to real applications, having one highly reliable modality of acquisition is preferred
than a true integration of many modalities, even if this paradigm is in contradiction with the previous
mentioned problem: one single modality is definitely not sufficient for the estimation of a human
emotional state. For instance, a peak in the electrodermal activity does not have a qualitative meaning,
a specific gesture without knowing the correspondent facial expression can be ambiguous.
Moreover, in almost all the cited works, the instrumentation for physiological parameters
acquisition, as well as for computer vision techniques, is very evident, if not obtrusive. Such acquisition
frameworks are not usable in some specific cases. In particular, when moving from HCI to human-robot
interaction (HRI). In this field, it is very important to have a non-invasive perceptual interface, in order
to keep the interaction between the human interlocutor and the synthetic agent as natural as possible.
Furthermore, whether the agent is a social robot, the interaction has not to be only natural but even
elicited [30]. In social robotics, the understanding and the expressiveness of emotions are critical
for the believability of the robots [31], particularly because of their applications: elderly care [32,33],
ASD robot therapy [34–36], educational contexts [37]. In all these scenarios, the robot has to be highly
adaptive and responsive to the psycho-physical state of the interlocutor. Peculiarly, in the educational
context (e.g., schools, museums), in which the robot plays the role of a synthetic tutor. In such cases,
it is not possible to rely on a structured environment, the users are many and diversified, and the
capability to establish long-term interactions is needed [38].
Following all these requirements, here we present a novel multimodal perception framework
specifically designed for social robots destined to interact with people in an non specifically predictable
environment. The perception is based on two main acquisition modalities, audiovisual acquisition and
physiological parameter extraction. The aim is to provide the robot with a structured data-set about
the non-structured social environment in which is involved. In particular, in this work, we underline
some fundamental features of the perception system: it is non-invasive, unobtrusive, designed to be
embedded in the body of the robot, reliable but reduced to the minimum essential in order to be not
consuming in terms of time and computational costs. Finally, we show two experiments: one that
validates our proposed engineered solution for keeping track of the subjects, the other demonstrating
the actual integration of the information gathered by both of the two main acquisition modalities.
2. Material & Methods
In order to realise the presented perception framework, we integrated the Scene Analyzer (SA;
V2.0, FACEteam, Pisa, Italy), our software for audio and video acquisition and social features extraction,
with the Touch-Me Pad (TMP), composed of two electronic patches able to extract physiological signals
by fingers contact and its dedicated signal processing software for the user physiological monitoring.
The TMP can be considered the added value that endows a social robot with a kind of sixth sense. The
peculiarities of its design concept is the possibility to physically integrate the patches in the body of a
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robot, and the way it collects data. Indeed, we are using a sporadic acquisition, minimising the stress
and maximising the naturalness of the HRI. In this section we will present a brief description of the
Scene Analyzer, which is deeply discussed in a previous publication [39], while we will examine in
depth the Touch-Me Pad, in terms of design, development, technical description and validation, as
well as the ID (Identifier) tracking strategy, that represents the bridge between SA and TMP and gives
the system the possibility to be used for long-term interactions.
2.1. Scene Anayzer
We developed Scene Analyzer (SA) to be the audiovisual part of the perception system. It is
human-inspired and specifically designed for social features extractions in natural interaction scenarios.
SA can be considered the eyes and the ears of a social robot. It is based on the processing of
raw visual-auditory information gathered by the microphone array and the RGB-D camera of a
Microsoft Kinect ONE sensor, and a separated HD (High Definition) camera. The software is an
integration of many sub-modules, each of which is dedicated to a specific analysis of the detected
sound or image. SA is able to keep track of 25 joints of the body of 6 subjects at the same time
in order to extract very important social cues, such as meaningful gestures and postures of the
interlocutors (e.g., waving, exulting, head rubbing, crossing of the arms, etc.). The software provides
also facial expression estimation, age and gender assessment—even for more than 6 persons - speaker
identification, proximity, noise level and much more (Figure 1). Thanks to its modular structure, SA
can be easily reconfigured and adapted to different robotic frameworks by adding or removing its
perceptual modules.
As shown in Figure 2, it is possible to distinguish 4 layers describing the information flow
of the SA from the physical sensors to a structured data-set: data acquisition, social features extraction,
meta-scene creation and data communication, for which we use the YARP middleware [40]. It is
important to emphasise that, regardless which are the sources gathering the raw data from the
environment and the sub-modules processing this heterogeneous information, the output of the SA
will be the unique specific file called Meta-Scene. This output is agnostic of both the original input
sensors and the actuation system that are connected. This is fundamental to ensure the portability
of the system. The meta-scene is processed and streamed every 300 ms, and it represents the organised
knowledge of the robot about the noisy environment in which is involved. This data structure is
divided by entities (i.e., environment, objects and subjects) and each entity has a unique ID and it is
represented as a sub-structure of the meta-scene. For instance, a person in the meta-scene is a subject,
with a specific ID, containing all the information that the perception system is able to perceive about
that person in that precise moment. Since the SA extracts social meaning and behavioral data from the
gathered raw data, we can assume that provides a social type of information, and SA can be defined
as a social visual-auditory perception system. The meta-scene must be, not exclusively the output
of SA, but the final result of the whole perception framework. In Section 2.3, we explain how we
extend the meta-scene with the physiological data of the subjects, provided by the TMP, and how this
continuously upgraded working memory is connected to a fixed storage that includes the data we want
to keep for a longer period of time. This is how we realised an actual integration of the two acquisition
systems and how we solved the problems of the identification and storage for long-term acquisitions.
A detailed description of the Scene Analyzer is available in our previous works [39,41], where it
is also provided the validation of the software and a useful instrument for the arrangement of HRI
experiments with SA. Moreover, SA is delivered as an open-source software available on Github
(https://github.com/FACE-Team/SceneAnalyzer-2.0).
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Figure 1. Screenshot of the SA (Scene Analyzer) visualiser in a case of crowded scenario.
Figure 2. Sceme Analyzer framework and information flow; QR: Quick Response.
2.1.1. Touch-Me Pad
In order to estimate and recognise human emotions from physiological parameters, several
techniques have been developed in the last years, and most of them exploit wearable sensors (e.g., [42]).
Since our system is intended to be used in crowded environments, involving subjects like pupils or
young users, the usage of sensorised clothes such as gloves or shirts is a considerable complication.
Furthermore, a continuous and permanent contact would invalidate the naturalness of the interaction
which is already difficult enough since a robot will be implicated in it. Last but not least, an unceasing
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acquisition of multiple data from many subjects, including who is not currently involved in a real
interaction with the robot, would be useless and overwhelming for the data processing phase.
For all these reasons, we opted for a user-centred solution that is non-invasive, unobtrusive and
keeps the naturalness of a social interaction. Indeed, it is conceived to prevent discomfort for the user
who has not to be permanently attached to sensors. This facilitates both the user and the acquisition
system, reducing the number of contacts with the sensors, as well as the amount of gathered data,
to the strictly necessary.
Touch-Me Pad (TMP) can be considered as the other half of the perception framework. It is
conceived to monitor the variation of the physiological parameters that are correlated to human
affective state. The system is composed of the electronic patches, acting as electrodes, and a central
electronic unit for power supply, elaboration and transmission of user physiological parameters.
The design of the electronic system and of the electrode materials was conceived for making the
acquisition set-up more convenient in the target scenario. An other important aspect taken into account
during the patch developing phase was the idea to avoid the use of common gel electrodes for the
acquisition of the physiological signals.
The electronic patches are composed by a thin and flexible PCB material (0.3 mm thick) in which
large metal pads (15 mm × 20 mm) act as finger electrodes. The physiological signals selected were
Electro Dermal Activity (EDA) and Inter-Beat Interval (IBI). The EDA signal have been widely used
in literature for the assessment of human emotion [43–45], and classically is measured in the fingers
site [46]. The IBI signal, representing the time in millisecond between two consecutive R waves of the
electrocardiography (ECG), is an important parameter for the study of ECG correlates, like heart rate
(HR) and heart rate variability (HRV), and is usually acquired with disposable Ag/AgCl electrodes
placed in the torax area [47]. The idea was to develop an architecture in which the use of the user
fingers for the simultaneous acquisition of EDA and IBI parameters could be combined (as shown
in Figure 3).
Figure 3. Schema of the acquisition patches. In (a) is represented the working principle of the finger
electrodes, while in (b) is shown the developed patch and its flexibility characteristics; EDA: Electro
Dermal Activity; ECG: electrocardiography.
This configuration allows to acquire user physiological parameters in a natural way. In fact,
the user does not have to wear any type of band or shirt, but simply touching the patches with
the fingers it is possible to calculate the IBI value and the EDA signal. In our prototype, we developed
an electronic front-end to determine bad, good or no contact of the subject’s finger tips with
the conductive pads. The monitoring process begins by injecting a known DC signal into the ECG and
EDA analog front-end and monitoring the signal changes when coming into contact with the input
load. When contact is made, the current flows through the path causing a variation on the voltage
of the conductive pad. This voltage is sampled by an analog-to-digital converter (ADC) channel
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(embedded on the MSP430 microcontroller) and the digital conversion result is compared against a set
of thresholds to determine good, bad, or no contact. This is the way the system evaluates the robustness
of user contact to identify physiological signal segments that are affected by artifacts and have to be
discarded in further analysis. We named this parameter Contact Quality (CQ) (Table 1).
The detection of an artifact could also trigger an automatic request to modify fingers position on
the electrodes or to place them on the patches once again for a better acquisition session.
Table 1. CQ (contact quality) Value Definition; IBI: Inter-Beat Interval; EDA: Electro Dermal Activity.
CQ Value Meaning
0 No Contact
10 IBI No Contact, EDA Good Contact
20 IBI & EDA Bad Contact
30 IBI Bad Contact, EDA Good Contact
40 IBI Good Contact, EDA Bad Contact
50 IBI & EDA Good Contact
60 Contact Circuit Active
The electronic unit integrates the analog front-end required for ECG and EDA measurements,
and a low-power micro controller for digital conversion and data elaboration. The ECG block is a three
leads ECG system that samples signals at the frequency of 512 Hz. The analog front-end is based on the
INA321 instrumentation amplifier and on one of the three integrated operational amplifiers available
in the micro controller (MSP family made by Texas Instruments, MSP430FG439), to reach the total
1000× amplification. The EDA measurement methodology is based on the evaluation of the variation
of the skin electric impedance. The EDA analog front-end provides a small continuous voltage (0.5 V)
to the skin and the induced current is measured through two electrodes positioned in correspondence
with the middle and the ring finger. The relation between constant voltage applied and induced
current represents the user skin electric impedance.
2.2. The Robotic Platform
Considering the relevance of physical embodiment and its measurable effect on performance
and perception of social interactions [48,49], we decided to integrate all the sensors used by
TMP and SA in a physical robotic platform: the higlhy expressive humanoid robot FACE [50,51].
FACE was initially a woman-like robotic head designed and developed by Hanson Robotics
(http://www.hansonrobotics.com/), capable to convey emotion by means of the movement
of a hyper-realistic facial expression controlled by 32 servomotors (Figure 4). These motors guide
both the expression and the movement of a 4 dof neck.
On the basis of the fixed dimensions of the robotic head, we designed a body that respects
anthropometrical proportions. The components have been downloaded and modified starting from
parts of the InMoov project (http://inmoov.fr/), an open-source project that let researchers and
makers develop a human-scaled 3D printable android. We customised the central part of the torso
to create a suitable recess for the Kinect ONE sensor (Figure 5), we applied the Microsoft HD small
camera on the top of the torso, and the TMP electronic patches have been integrated in the upper part
of the shoulders, with specific housing for 3 finger contacts each side (Figure 6).
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Figure 4. The FACE Robot and its novel body; (a) a close-up portrait; (b) a full-body portrait.
Figure 5. Development and integration of the SA sensors in the torso designed for FACE; (a) Computer
Assisted Design (CAD) project of the FACE torso; (b) realisation of the torso.
Figure 6. Development and integration of the TMP electronic patches in the shoulder of the
body designed for FACE; (a) CAD project of the TMP patches; (b) realisation of the TMP patches;
(c) integration of the TMP patches in the FACE body; (d) interaction with the TMP patches.
2.3. The ID Tracking Module
Being divided in two separated acquisition systems that work in parallel (i.e., SA for
visual-auditory acquisition and TMP for physiological parameters acquisition), we needed a solution
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to unify the data extracted from the subjects interacting with the robot in a unique meta-scene. This is
mandatory in order to have a clear classification and association of the information with specific and
permanent IDs.
The first issue to solve was a method that could guarantee the permanent recognition of IDs
to be associated to the subjects of our interest. The Kinect has its own method for ID assignment,
but it is unusable for our purpose, because every ID is assigned randomly and changes every time
a subject disappears from and comes back in the field of view of the camera. This happens even if
the detection is lost for a few seconds, for example, when a subject passes in front of another. There
are a lot of options for subject recognition. There are published papers and patents about methods
for recognizing people from their face [52–54] or their voice [55]. Nonetheless, these methods are
time consuming, they often need a pre-defined data-set of faces and voices, and work rather well
only when they are trained on the few persons who are most frequently exposed to these vision or
audio systems. These techniques cannot be suitable solutions in an unpredictable and non-structured
environment such as a social scenario, in which the subjects interacting with the robot are numerous,
and potentially unknown until they appear in the vision system or they speak with the synthetic agent.
Therefore, we explored several non-invasive available solutions that could be suitable for our scope
and not expensive in terms of computational costs. Some of these techniques include NFC (Near Field
Communication), RFID (Radio Frequency Identification) or Bluetooth devices, but we did not want to
add any hardware device on the user side. For these reasons, we implemented the QR Code Module
(QRCm) and integrated it in the SA framework (Figure 2). QRCm is one of the most recent modules of
the SA, added to let the software recognise QR codes that can be printed as stickers and easily applied
to the clothes of the users. The Microsoft HD camera, integrated in the robot body and replaceable
with any HD cameras used for VoIP, is in charge for the related image acquisition. The generated QR
codes are recognised as incremental natural numbers representing the permanent IDs associated with
subjects. These IDs act like pointers to data stored in a long-term memory. Indeed, QRCm is connected
with a dedicated external SQL (Structured Query Language) Database. The module can read, to check
if a subject has already been detected in past interactions, or write new information in the database,
such as names, physiological data and some individual anthropometric features of the interlocutors
that make the recognition even more reliable. This choice corresponds to a small software addition
exploiting the already available hardware on the robot, without the addition of any electrical device
on the user side.
Nevertheless, being both the sensors for the SA and the TMP physically embodied in the robot,
we encountered a secondary issue: almost all the times a person was requested to place their fingers on
the android’s shoulders in order to acquire physio data, that person approached the robot getting so
close to it that the vision system was no longer able to detect any ID, not even by means of the QRCm,
and the perceptual framework was not able to assign the gathered information to anyone. To solve
this practical issue, we implemented the ID Tracking Module (IDTm).
The IDTm acts as a bridge between the SA and the TMP. Its mechanism is represented in
the schema of Figure 7. Every time a subject approaches the patches covers most of the image,
as well as the other people present in the scene. However, we have another consequence: the image
becomes almost the same, especially the central part of it, regardless light conditions, contrast and
brightness, and this reflects in a decrease of the variability of the pixels. This module continuously
calculates the standard deviation of the pixels extracted by a cropped, re-sized and desaturated central
part of the image captured by the Kinect camera. At the same time, SA provides information about
the distance in meters of any subject until is detected. Considering that only one subject at a time has
the possibility to put their fingers on the patches, IDTm retrieves the ID of the last detected closest
subject and, when the pixels standard deviation of the image comes under a threshold (empirically
decided as 50), the module saves the ID of the last detected closest subject, assumes that he/she is
the one approaching, and will assign potential physiological parameters detected by the TMP to that
specific ID. The extracted physio data are stored in the database, assigned to the ID indicated by the
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IDTm, along with all the other information about that person provided by the SA. Finally, as soon as
the subject leaves the patches and comes back visible in the camera field of view, will be detected again
by the SA and the QRCm.
This method leads to a novel concept for the database, which becomes a storage of many extended
meta-scenes that include data from both SA and TMP, classified by time and IDs. This technique gives
the possibility to estimate not only a temporary affective state, but also to do comparisons among
different subjects in the same scenario, or between past and future acquisitions about the same person.
Figure 7. Flowchart of the subjects information flow managed by the ”ID Tracking Module”. This
schema reports how the subject ID is detected and maintained, even in case of camera occlusion, thanks
to the synergy between the two different acquisition systems modules: ”Scene Analyzer” and ”Physio
Signal Processing”.
3. Experiments
In this section, we present three experiments: the first one is an evaluation of the Touch-Me
Pad, conducting a technical comparison with one of the best available device for physiological
parameters acquisition; the second is about the presented IDTm module, therefore, is a demonstration
of the capability of the system to keep track of the ID of subjects, even when they become undetectable
for the vision system; the third and latter is the test of the overall architecture, included data integration,
demonstrating the ability of our perception framework to gather data from both SA and TMP in
a continuous session of acquisition.
3.1. Validation of the TMP
The performance of the developed TMP has been evaluated by comparing data acquired at
the chest with data acquired at the fingers. In particular, the TMP system was compared with Biopac
instrument (MP35 device from Biopac Systems Inc., Goleta, CA, USA), considered as a gold standard
for the acquisition of physiological signal. Seven users were asked to attach Biopac Ag/AgCl electrodes
in the thorax area and then to put their fingers in the TMP sensor in order to acquire ECG signals from
both systems at the same time, during static position. Figure 8 shows the collected signals after being
time aligned and then elaborated using a dedicated software tool (WFDB) available from Physionet
(https://physionet.org/physiotools/matlab/). This tool could be used within Matlab software and
allows to extract useful parameter from ECG signals [56,57]. In particular, we used the feature called
wqrs, that attempts to locate QRS complexes in an ECG signal, in order to evaluate if it is possible to
extract robust HR parameter also from signals gathered from user fingers.
Then, a Bland-Altman method was used to quantify the maximum error of the TMP on extracting
the HR value from the IBI parameter. This method allows to statistically compare two signals, using
a graphical representation.
In this graphical method, the differences between the two techniques are plotted against
the averages of the two techniques. In the plots, horizontal lines represent respectively the
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mean of the difference of the two systems and lower and upper Limits of agreements. If the 95%
of the difference value remain within the Limits of agreement, the two systems of signals could be
considered statistically equivalent. Considering the Bland-Altman plot reported in Figure 9, it is
possible to underline that the TMP system is a valid instrument for physiological signals evaluation,
with a maximum error in HR evaluation of ±5 bpm.
Figure 8. Synchronised ECG signals acquired from thorax region with Biopac instrument (red line) and
from finger site with TMP system (blue line). TMP signal is processed with WFDB tool and R peaks
detected are marked with green * symbols.
Figure 9. Bland-Altman plots of the Heart Rate value extracted from the TMP signal compared with
the one calculated from Biopac signal.
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3.2. Testing the IDTm Software
This experiment is focused on the capability of the IDTm to keep track of the users while
monitoring their psycho-physiological state. With this purpose, two are the main parameters to
be investigated: the Pixels Standard Deviation of the image captured by the camera and the Subjects
Position, in terms of relative distance between the subjects and the vision sensor.
To stress the acquisition system, we selected the following scenario: two persons, a male and
a female, distinguished by two different QR codes applied on their clothes, are at a similar initial
distance from the robot. The male will approach the robot and place his fingers on the TMP contacts
for the physio data extraction, which will last the minimum time necessary to let the TMP acquire
reliable IBI and EDA signals (60 s). During the gathering of the physiological data he will occlude
the vision sensor, however, the system must be aware of who is touching the patches. Moreover,
when the subject moves away from the robot, the perceptual framework has to be able to recognise
again and differentiate the two subjects with their previous IDs.
In Figure 10 we report the results of this experiment. The upper chart shows the trend of the pixels
standard deviation of a cropped central portion of the image captured by the Kinect (green line).
The minimum threshold at 50 has been highlighted with a straight dotted purple line. In the lower
chart, it is possible to see the relative distances between each of the two subjects and the vision sensor.
They are a 26 years old female having a QR code correspondent to ID 1 (red line in the line chart) and
a 27 years old male, whose ID is 2 (blue line).
Figure 10. IDTm (ID Tracking Module) Validation Test; (a) Pixels Standard Deviation of the elaborated
image; (b) position of the subjects in terms distance (m).
Some events are labelled in both charts. For example, at the beginning, and for the first 15 s,
the robot has the possibility to see and analyse the social scene in which is involved, the fact that
the camera is not occluded is given by the high standard deviation of the pixels given by a highly
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variable image captured by the vision system. In the scene, both subjects are detected: subject 1, whose
QR code is recognised from the beginning, stands at 1.6 m from the robot; subject 2 is recognised at
5.3 s and stands at 1.5 m from the robot. After a few seconds, subject 2 approaches the FACE robot
and his detected distance decreases. At t = 11 s subject 2 is so close to the robot that covers the
view of subject 1, who is lost by the vision system (d = 0). After only one second, even subject 2,
who is approaching, exceeds the minimum distance needed by the SA to detect and recognise subjects,
and gets lost by the vision system. At t = 15 s, subject 2 has reached the electronic patches of the TMP
occluding the camera enough to let the pixel standard deviation goes under its minimum threshold.
Here starts the 60 s acquisition of physiological parameters (from t = 15 s to t = 75 s). Finally, subject
2 removes his hands from the robot’s shoulders and moves backwards.
During the experiment, we noticed two fundamental results: (1) although the two subjects got
lost by the SA at a distance of one second only, the IDTm managed to successfully estimate who was
touching the TMP patches, as the last closest subject’s ID that has been detected. Indeed, during
the physio data acquisition, the IDTm variable idtouch was set at 2, and this was correctly the ID to
which the gathered signals had to be assigned; (2) only a few seconds after the physio data acquisition,
thanks to the increase of the pixels’ standard deviation over the threshold, the system realised that the
camera was no longer occluded (occluded = N) and no one was touching the patches (idtouch = NaN),
but what is more important is that, when the scene came back clear to the vision system, QRCm
managed to recognise again both subjects assigning the two correct IDs.
3.3. Integrating the Data
The aim of this last experiment is to demonstrate the multimodal interaction of the overall
perceptual framework. We run several experiments with two males and two females acquiring audio,
visual and touch input, extracting high-level social information about gestures, facial expressions,
proximity and psycho-physiological states of the interlocutors.
In Figure 11 an extraction of physio data (i.e., IBI, EDA and CQ), together with estimated facial
expression divided per percentage ratios (i.e., anger ratio, happiness ratio, suprise ratio and sadness
ratio), and distance from the vision sensor, is presented. The subject was a 32 years old male performing
a sequence of fundamental expressions and alternatively approaching and touching the TMP sensors
for acquiring physiological data, in a single session of approximately 4 min. All data have been
extracted from the same extended meta-scene and related to the unique ID assigned to that subject.
The presented chart reveals a fundamental result. In many parts of the experiment, it can be
noticed that the detection of the subject by the vision system is lost (d = 0). In the same manner,
the acquisition of physiological parameters is discontinuous. This is particularly evident during
physio data acquisition. It depends on the very close distance required for the physio extraction,
and the consequence is a freezing or a loss of the information provided by the SA, i.e., facial expression
in the first chart, and distance in the last one. Nonetheless, the perceptual interface manages to keep
track of the ID of that subject and to acquire and store data, even when one of the two systems looses
the acquisition flow. This is due to the overall framework, which is in charge of supervising and
managing the acquisition in a similar way the human perception system does, thanks to the synergy
among different senses.
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Figure 11. Data extracted from the database about: (a) facial expression estimation (expression ratio);
(b) Inter-Beat Interval (IBI); (c) Electro Dermal Activity (EDA); (d) Contact Quality (CQ); (e) distance of
the subject (in meters)
4. Discussion
The maintenance of unique individual IDs for different subjects, demonstrated in the first
experiment, allows the usage of the presented perceptual framework for making comparisons among
different subjects present in the same scene, but also to compare data of different sessions performed
with the same subject. This property, coupled with the ability to extract social information from natural
interaction scenarios, makes this system a particularly suitable tool for social robotics. Especially in
that kind of applications in which a long-term study is needed, such as in educational contexts, where
having the possibility to perform personalised learning is mandatory [58]. With this system it is possible
to assign, store and retrieve permanent information about interlocutors in a fully automatic manner
without invalidating the interaction. On the contrary, everything in the software and the hardware
design has been studied in order to elicit social empathic interactions. The choice of replacing
wearable sensors with embodied electronic patches that the user is sporadically asked to touch,
as well as the simplification of time and computational costs in the acquisition, are just two examples
of how engaging and human-centered this perceptual framework has been conceived. The extraction
of multimodal inputs and their effective integration in a unique data structure, reported in the second
experiment, increases the potential of the perception giving the chance to cognitive systems to infer
more reliable social meanings about human behaviors and to disambiguate. For instance, a gesture
captured by the presented perceptual interface can be confirmed by a physiological acquisition or
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contradicted by inconsistent physiological signals. On the other hand, a peak in the electrodermal
activity, revealed by the TMP, may have a qualitative value integrating this data with the estimation
of the facial expression provided by the SA.
5. Future Work
The presented perception system needs to be tested applying several variations, e.g., stressing
the occlusion occurrence, retesting with multiple subjects and multiple repetition of the presented
experiment. Although the system has been already validated, these further experiments will lead to
more robust results. The perceptual framework is already used in the context of the EASEL European
Project (http://easel.upf.edu/), from which has been partially founded, and several experiments
are in progress. In EASEL, this acquisition system is integrated in different humanoid robots that
assume the role of synthetic tutors in educational scenarios (e.g., museums, school classrooms). In such
environments, the real time estimation of pupils emotional state is mandatory for the modulation
of the educational content delivered by the robots. In any case, being completely modular and portable,
it would be very interesting for the future to consider the exploitation of our perception framework
also out of social robotics context. For example, in case of humans and robots collaboration in
production lines and other work related tasks [59–61]. In these applications, a continuous monitoring
of the human psycho-physiological state by the robots can drastically decrease the risk of accidents
and maximise productivity.
6. Conclusions
In this work, an unobtrusive perception framework for social robots has been presented and
tested. The system has been designed exploiting the synergy between two main acquisition systems:
the audiovisual acquisition system called Scene Analyzer, and the electronic patches for physiological
signal extraction called Touch-Me Pad. In order to maximise the naturalness of the social interaction,
and according to the importance of embodiment, all the sensory devices have been physically
integrated in the FACE humanoid robot, an hyper-realistic android with which we performed two
experiments. With these experiments, we tested the maintenance of the tracking of the subjects during
the human-robot interaction regardless which part of the perceptual interface was in charge for the
acquisition, and the effective integration of all the gathered information in a unique data-set called
meta-scene. A meta-scene can be considered as the output of our perception framework and the
input for potential cognitive systems that thanks to the presented framework will have the chance
to analyse a complete collection of data about the social environment in which the social robot is
involved. This will lead to an important improvement in social robotics, making the human behavior
understanding more reliable even in crowded and noisy environment and in applications where
long-term interactions have to be studied.
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