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Kurzzusammenfassung
Die stratosphärische Ozonchemie übt durch ihre Kopplung an Strahlung und Dynamik der
Atmosphäre einen markanten Einfluss auf den Zustand der Stratosphäre und der Troposphäre
aus. Dieser Einfluss bleibt im Großteil der für dekadische und Klimavorhersagen genutzten
Modelle jedoch unberücksichtigt. Klimamodelle, die die Ozonchemie mit komplexen inter-
aktiven Chemieschemata berücksichtigen, benötigen deutlich mehr Rechenzeit als Klima-
modelle, die Ozonmischungsverhältnisse als externe Felder vorschreiben.
Eine alternative Methode, mit der die atmosphärische Chemie in Klimamodellen berücksich-
tigt werden kann, ist das schnelle stratosphärische Ozonschema SWIFT, das die heterogene
Ozonchemie im stratosphärischen Polarwirbel mit minimalem Zuwachs der Rechenzeit be-
stimmen kann.
In dieser Arbeit wurde die SWIFT-Chemie in das Klima-Chemiemodell ECHAM/MESSy
Atmospheric Chemistry (EMAC) eingebaut und validiert. Es wird gezeigt, dass EMAC mit
SWIFT die chemische Entwicklung von Spurenstoffen im Polarwirbel, die durch heterogene
Prozesse verursacht wird, im Vergleich zu EMAC mit komplexer, interaktiver Chemie, gut
wiedergeben kann. Weiterhin wird gezeigt, dass SWIFT auch für multidekadische Simula-
tionen mit sich ändernden Konzentrationen relevanter atmosphärischer Spurenstoffe genutzt
werden kann. Mit SWIFT in EMAC wurde ein Ensemble mit 10 Mitgliedern für das RCP6.0-
Szenario berechnet und mit einer Simulation mit komplexer interaktiver Chemie und mit
einer Simulation mit vorgeschriebenen Ozonmischungsverhältnissen verglichen. Es wird ge-
zeigt, dass der Einfluss der internen Variabilität auf die Anzahl und saisonale Verteilung
Großer Stratosphärenerwärmungen (SSWs) stärker ist als die Unterschiede durch der Be-
rücksichtigung der Ozonchemie. Außerdem wird die Stärke des Einflusses von Änderungen
in der polaren unteren Stratosphäre auf den Strahlstrom in den mittleren Breiten in Simula-
tionen mit vorgeschriebenen Ozonfeldern unterschätzt. Es wird gezeigt, dass die äquatorwär-
tige Verschiebung des Strahlstroms in der 1. Hälfte des 21. Jahrhunderts auf der Wirkung der
abnehmenden ozonzerstörenden Substanzen beruht, die polwärtige Verschiebung des Strahl-
stroms in der 2. Hälfte des 21. Jahrhunderts jedoch auf dem Treibhausgasanstieg. Aspekte
der Stratosphären-Troposphärenkopplung, die durch die Verteilung von polarem Ozon be-
einflusst werden, kann EMAC mit SWIFT gut wiedergeben.
Mit SWIFT in EMAC ist es möglich multidekadische Simulationen mit interaktiver Chemie
unter Berücksichtigung der internen Variabilität rechenzeitgünstig durchzuführen. Durch die
so verbesserte Berücksichtigung der Stratosphären-Troposphärenkopplung können die Vor-
hersagen für dekadische und multidekadische Modellsysteme verbessert werden.
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Abstract
The stratospheric ozone chemistry strongly affects the stratosphere and troposphere through
its coupling to radiation and dynamics. This influence is not taken into account in the majo-
rity of the models used for decadal and climate projections. Climate models that do interac-
tively calculate ozone chemistry require markedly higher computational costs than models
that prescribe ozone mixing ratios as an external field.
An alternative method to consider atmospheric chemistry in climate models is the fast stra-
tospheric ozone scheme SWIFT that calculates the heterogeneous ozone chemistry with mi-
nimal additional computational costs.
In this thesis, the SWIFT chemistry was implemented into the chemistry climate model
ECHAM/MESSy Atmospheric Chemistry (EMAC) and validated. It is shown that SWIFT
in EMAC can well represent the chemical evoultion of trace gases in the polar vortex that is
caused by heterogeneous processes compared to EMAC with complex interactive chemistry.
It is further shown that SWIFT can be used for multidecadal simulations with changing
concentrations of relevant atmospheric trace gases. A 10 member ensemble with a RCP6.0
scenario was calculated with SWIFT in EMAC and compared to a simulation with complex
interactive chemistry and a simulation with prescribed ozone mixing ratios. It is shown that
the influence of internal variability on the number and seasonal distribution of sudden stra-
tospheric warmings (SSWs) is stronger than the differences by the different representation
of ozone in the model. Furthermore, the strength of the impact of changes in the polar lower
stratosphere on the mid-latitude jet is underestimated in simulations with prescribed ozone
fields. It is shown that the equatorward shift in the jet in the first half of the 21. century
is caused by decreasing ozone depleting substances, and the poleward shift in the second
half of the 21. century by increasing concentrations of greenhouse gases. Aspects of the
stratosphere-troposphere coupling that relate to the distribution of polar ozone are well re-
presented in EMAC with SWIFT.
With SWIFT in EMAC it is possible to perform multidecadal simulations with interactive
chemistry while also considering the influence of internal variability computationally effi-
cient. By the thus improved representation of the stratosphere-troposphere coupling predic-
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Der Mensch nimmt auf vielfache Weise Einfluss auf das Klima dieser Erde. Der mensch-
liche Einfluss auf die stratosphärische Ozonschicht, dessen stärkstes Signal die Entstehung
des Ozonlochs im Frühling der Südhemisphäre darstellt, scheint unter Kontrolle zu sein.
Mit dem Montrealer Protokoll von 1987 und seinen Folgeabkommen wurde die Emission
ozonzerstörender Fluor-Chlor-Kohlenstoffe eingegrenzt. Die stratosphärische Ozonschicht
beginnt sich bereits zu erholen (z. B. Solomon et al., 2016). Die Ozonzerstörung hat jedoch
nicht nur die Stratosphäre beeinflusst, sondern übt wegen der Kopplung der Strato- an die
Troposphäre auch einen Einfluss auf Temperatur und Zirkulation in der Troposphäre aus
(z. B. Thompson und Solomon, 2002, Gillett und Thompson, 2003). Diese Effekte der Ozon-
zerstörung und der erwarteten Ozonerholung auf den Zustand der Atmosphäre können mit
Klima-Chemiemodellen gut simuliert werden.
Einen wesentlich umfangreicheren Effekt auf das Klima der Erde üben die Menschen durch
den Ausstoß verschiedenster Treibhausgase aus. Der anthropogene Klimawandel konnte
noch nicht in den Griff bekommen werden. Auch ist die Stärke des Klimawandels unklar.
Welchen Effekt der Klimawandel in unterschiedlichen projizierten Intensitäten haben kann,
wird mit Klimamodellen untersucht. Diese Modelle versuchen den Zustand und die Wechsel-
wirkungen in der Atmosphäre bestmöglich wiederzugeben. Ideal wäre es, könnten Modelle
alle in der Atmosphäre stattfindenden Prozesse und die Wechselwirkungen zwischen den
verschiedenen Komponenten des Klimasystems realistisch wiedergeben. Praktisch sind sol-
che Modelle jedoch aufgrund zu hoher technischer Anforderungen und aufgrund fehlenden
Prozessverständnisses nicht vorhanden. Je nach Anwendung werden Vereinfachungen in der
Auflösung des Modells und in der Repräsentation verschiedener Prozesse hingenommen.
Eine genaue Vorhersage wird zusätzlich dadurch erschwert, dass sich der Zustand der At-
mosphäre nicht deterministisch bestimmen lässt, sondern vielmehr vom Chaos geprägt ist.
Kleinste Änderungen können große Auswirkungen haben. So wie vor 20 Jahren als das Feh-
len einer Windmessung dazu führte, dass der Sturm Lothar nicht korrekt vorhergesagt wurde
(Lobenstein, 2017). Durch die Nutzung vieler Simulationen mit unterschiedlichen Anfangs-
zuständen wurden Wettervorhersagen in den letzten Jahren stark verbessert. Diese Ensem-
blesimulationen sind auch für Klimaprojektionen hilfreich und erlauben es die möglichen
Folgen des anthropogenen Klimawandels besser abzuschätzen.
Im Großteil der für Klimaprojektionen verwendeten Modelle wird auf eine interaktive Be-
handlung atmosphärischer Chemie verzichtet (IPCC AR5, 2013). Stattdessen werden für
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Gase wie Ozon Felder benutzt, die aus Simulationen stammen, die die Chemie interaktiv
berechnet haben. Über ihre Strahlungseigenschaften wechselwirken einige Spurenstoffe der
Atmosphäre mit der Temperatur und durch diese mit der Dynamik der Atmosphäre. In mul-
tidekadischen Klimaprojektionen wird auf diese Wechselwirkungen häufig verzichtet, da die
Nutzung der interaktiven Chemie sehr rechenzeitaufwendig ist. Modelle, die Chemie berück-
sichtigen und Vorhersagen auf klimatologischer Zeitskala rechnen, zeigen allerdings, dass
die Rückkopplung der Chemie an Strahlung und Dynamik u.a. einen Einfluss auf die Stärke
eines Klimaänderungssignals haben kann. Dies betrifft unter anderem die Klimasensitivität
eines Modells (z. B. Dietmüller et al., 2014, Muthers et al., 2014, Nowack et al., 2015), die
Intensität des stratosphärischen Polarwirbels in der Südhemisphäre (z. B. Sassi et al., 2005,
Waugh et al., 2009, Neely et al., 2014) und in der Nordhemisphäre (z. B. Gillett et al., 2009,
McCormack et al., 2011, Rieder et al., 2019), das Bodendruckfeld (z. B. Li et al., 2016, Haa-
se und Matthes, 2019) und den troposphärischen Strahlstrom (z. B. Son et al., 2010, Gerber
und Son, 2014).
Klimaprojektionen können also durch die Berücksichtigung chemischer Prozesse und ih-
rer Rückkopplung mit Strahlung und Dynamik verbessert werden. Außerdem lässt sich eine
solche Vorhersage durch die Nutzung von Ensembles verbessern. Beide Verbesserungsmög-
lichkeiten lassen sich nur schwer vereinbaren, da beide auf hohe Rechenleistungen ange-
wiesen sind. In dieser Arbeit wird nun das schnelle Chemiemodell SWIFT genutzt, das in
einem globalen Klimamodell angewendet werden kann und die von der Chemie benötigte
Rechenleistung drastisch verringert. Dadurch wird es möglich die Wechselwirkungen zwi-
schen Chemie, Strahlung und Dynamik im Modell zu berücksichtigen, aber auch mehrere
Ensemblesimulationen durchzuführen.
In Kapitel 2 werden die Grundlagen der stratosphärischen Chemie und Dynamik sowie ihrer
Wechselwirkungen miteinander und mit der Troposphäre anhand der vorhandenen Literatur
vorgestellt.
Das in dieser Arbeit verwendete Klima-Chemiemodell EMAC und das schnelle stratosphäri-
sche Ozonchemiemodell SWIFT werden in Kapitel 3 vorgestellt und es wird beschrieben wie
SWIFT in EMAC implementiert wurde. Folgende Fragestellungen werden in diesem Kapi-
tel diskutiert: Wie wurde die schnelle Ozonchemie in das Modell EMAC integriert, welche
Anpassungen und Verbesserungen wurden vorgenommen? Wie kann das neue Modellsystem
für multidekadische Klimawandelszenarien genutzt werden?
Das neue Modellsystem mit SWIFT in EMAC wird in Kapitel 4 validiert. Dabei werden fol-
gende Fragen beantwortet: Ist die schnelle interaktive SWIFT-Chemie in EMAC in der Lage
die chemische Entwicklung innerhalb des Polarwirbels im Vergleich zur CCM-Simulation
wiederzugeben? Kann EMAC mit polarer SWIFT-Chemie den Klimazustand der jüngsten
Vergangenheit und der Zukunft im Vergleich zu einer Simulation mit voller interaktiver Che-
mie realistisch wiedergeben?
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Der Einfluss des stratosphärischen Ozons auf die Stratosphäre und die Kopplung der Strato-
sphäre mit der Troposphäre werden in Kapitel 5 betrachtet. Hier werden folgende Fragestel-
lungen diskutiert: Welchen Einfluss üben stratosphärisches Ozon und die interne Variabilität
auf SSWs im Hinblick auf den Klimawandel aus? Wird die Stratosphären-Troposphären-
kopplung durch Unterschiede in der Berücksichtigung des Ozons beeinflusst? Wie beeinflus-
sen ODS- und GHG-Änderungen die Lage des Jets der mittleren Breiten in der Südhemi-
sphäre in verschiedenen Perioden des 21. Jahrhunderts?
In Kapitel 6 wird der Einfluss interaktiven stratosphärischen Ozons auf die Troposphäre
untersucht. Hier werden folgende Fragestellungen untersucht: Können die, durch zonale An-
omalien des Ozonfeldes hervorgerufenen, Unterschiede der Temperatur- und Geopotential-
felder in der Stratosphäre durch EMAC mit SWIFT-Chemie reproduziert werden? Welchen
Einfluss haben die interne Variabilität und die Art der Berücksichtigung stratosphärischen
Ozons auf das Auftreten von SSWs und deren Einfluss auf die Troposphäre?





Mittels des vertikalen Verlaufs der Lufttemperatur kann die Erdatmosphäre in Schichten,
genannt Sphären, eingeteilt werden (siehe Abbildung 2.1). Die Übergänge zwischen den
Sphären bezeichnet man als Pausen. Die unterste Schicht ist die Troposphäre, welche durch
die Tropopause begrenzt ist. Aufgrund der höheren vertikalen Ausbreitung der warmen, tro-
pischen Luft liegt die Tropopause in den Tropen bei ca. 16 km. Mit größerer Entfernung zu
den Tropen ist die Tropopause in immer niedrigeren Höhen zu finden, an den Polen bei et-
wa 8 km. Die Troposphäre ist durch eine mit zunehmender Höhe abnehmenden Temperatur
gekennzeichnet, mit den niedrigsten Temperaturen an der Tropopause. In der Troposphäre
befindet sich ca. 80 % der Masse der Erdatmosphäre (Wallace und Hobbs, 2006) und auch
der Großteil des atmosphärischen Wasserdampfes.
Oberhalb der Troposphäre nimmt die Temperatur mit der Höhe zu, bedingt durch die Absorp-
tion solarer Strahlung durch Ozon, welches in der Stratosphäre seine höchste Konzentration
in der Atmosphäre hat. Die Stratopause befindet sich in etwa 50 km Höhe. In der darüber
liegenden Mesosphäre nimmt die Temperatur wieder mit der Höhe ab, die Mesopause liegt
in etwa 100 km Höhe. Stratosphäre und Mesosphäre zusammen werden häufig als mittlere
Atmosphäre bezeichnet. Über der Mesosphäre nimmt die Temperatur in der Thermosphäre
wieder zu.
Für die Menschen von besonderer Bedeutung ist die Stratosphäre, da sie durch das Vor-
handensein der Ozonschicht Flora und Fauna vor schädlichen UV-Strahlen schützt und weil
dynamische Ereignisse in der Stratosphäre zu einer besseren Vorhersage des Zustandes der
Troposphäre beitragen können.
2.1. Die Stratosphäre
In den polaren Breiten ist die Stratosphäre geprägt von einem stabilen polzentrierten Hoch-
druckgebiet im Sommer und von einem Tiefdruckgebiet im Winter. Das winterliche Tief-
druckgebiet wird als Polarwirbel bezeichnet und ist in der Südhemisphäre stabiler und stär-
ker als in der Nordhemisphäre (vgl. Abbildung 2.2 a und b). Auch ist der antarktische Polar-
wirbel meist polsymmetrisch, wohingegen der arktische Polarwirbel klimatologisch wegen
eines Hochdruckgebietes über den Alëuten meist vom Pol Richtung Europa verschoben ist
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Abbildung 2.1.: Temperaturprofil [◦C] (großes Bild) und Profil des Ozonpartialdrucks [nbar]
(kleines Bild). Aus: Labitzke (1999).
(siehe Abbildung 2.2 b). Im Höhen-Breiten-Profil ist die winterliche Stratosphäre geprägt
von starkem Westwind (Polarnachtstrahlstrom, engl. polar night jet) (Abbildung 2.2 c und
d). Aufgrund der geringen Wellenanregung auf der Südhemisphäre ist der Polarnachtstrahl-
strom hier stärker als auf der Nordhemisphäre, wo der Westwind entlang eines Breitengrades
auch stärker variiert als über dem Südpol. Die Südhemisphäre erfährt durch ihren stärkeren
und damit kälteren Polarwirbel einen stärkeren heterogenen Ozonabbau im Frühling als die
Nordhemisphäre. Die Nordhemisphäre ist hingegen dynamisch aktiver.
2.1.1. Strahlung
Die Hauptenergiequelle der Erde ist die kurzwellige Einstrahlung der Sonne. Das Klima
ist das Ergebnis komplexer Wechselwirkungen, die mit dem Eintrag von Strahlungsenergie
in das Klimasystem beginnen. Die solare Strahlung wird im System reflektiert, absorbiert
und gestreut. Die in der Atmosphäre und durch Land- oder Ozeanoberflächen absorbierte
kurzwellige solare Strahlung wird als langwellige Strahlung wieder emittiert. Über 99 % der
auf der Erde eintreffenden solaren Strahlung umfasst Wellenlängen von 0.1 µm bis 4 µm,
wohingegen 99 % der von der Erde emittierten Strahlung Wellenlängen von 4 µm bis 0.1
mm umfasst (Petty, 2006). Da Sonne und Erde in so verschiedenen Wellenlängenbereichen
emittieren, kann man die elektromagnetische Strahlung in lang- und kurzwellige Strahlung
einteilen. Als kurzwellig bezeichnet man hier alle Wellenlängen unter 4 µm, als langwel-
lig alle darüberliegenden Wellenlängen. Damit ist alle von der Sonne ausgehende Strahlung
kurzwellig, die von der Erde emittierte Strahlung jedoch langwellig.
Diese langwellige Strahlung wird wiederum von klimaaktiven Gasen (z. B. Wasserdampf,
6
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Abbildung 2.2.: Klimatologisches Mittel der Temperatur [K] und der geopotentiellen Höhe
[km’] in 10 hPa (a und b), sowie des zonal gemittelten Zonalwindes [m/s],
jeweils für August in der Südhemisphäre (a und c) und Januar in der Nord-
hemisphäre (b und d) von ERA-Interim (1979–2016).
Methan, Kohlenstoffdioxid) absorbiert, was zu einer Erwärmung der Luft führt. Man spricht
hier vom natürlichen Treibhauseffekt, der das Leben auf der Erde erst möglich macht. Ohne
Treibhauseffekt läge die mittlere Temperatur nahe der Erdoberfläche bei etwa -18 ◦C, mit
natürlichem Treibhauseffekt liegt sie bei etwa 15 ◦C (z. B. Petty, 2006).
Durch die annähernde Kugelform der Erde wird die einfallende solare Strahlung nicht gleich-
mäßig verteilt, am Äquator kommt mehr Strahlung an als an den Polen (Flato, 2011). Das
Strahlungsungleichgewicht bewirkt einen meridionalen Temperaturgradienten, dieser führt
wiederum zu einem Druckgradienten zwischen Äquator und Polen. Zum Ausgleich der Tem-
peratur- und Druckunterschiede wird eine Zirkulation initiiert (Petty, 2006).
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Der Klimawandel
Die natürliche Zusammensetzung der Atmosphäre hat sich durch das Wirken der Menschen
verändert (Wild et al., 2013, IPCC AR5, 2013). Der vermehrte Eintrag von strahlungsaktiven
Gasen wie CO2, CH4 sowie von Aerosolen hat das Energiegleichgewicht der Erde nachhaltig
beeinflusst. Auch durch die Änderungen der Eigenschaften und der Albedo des Bodens hat
der Mensch das Klima beeinflusst (Trenberth, 1992). Durch die erhöhten Konzentrationen
von CO2, CH4, N2O und von Fluor-Chlor-Kohlenstoffen (FCKs) in der Erdatmosphäre hat
sich der Strahlungsantrieb seit der Industrialisierung bereits um knapp 2 W/m2 erhöht (Siehe
van Vuuren et al., 2011, Abbildung 10). Auf Grundlage verschiedener Möglichkeiten sozio-
ökonomischen Wandels, technologischen Wandels, Änderungen in Energie- und Landnut-
zung, sowie des Ausstoßes von Treibhausgasen und Luftschadstoffen wurden verschiedene
Klimawandelszenarien entwickelt, welche den gesamten Effekt anthropogener Einflüsse auf
die Änderung des Strahlungsantriebes projizieren (Trenberth, 1992). Abbildung 2.3 zeigt die
Entwicklung von CO2, CH4 und N2O für die representative concentration pathway (RCP)1-
Szenarien RCP2.6, RCP4.5, RCP6.0 sowie RCP8.5. Bei diesen Szenarien wird mit einer
Erhöhung des Strahlungsantriebes von Präindustrieller Zeit bis 2100 von jeweils 2,6 W/m2,
4,5 W/m2, 6,0 W/m2 und 8,5 W/m2 gerechnet.
Introduction of climate policy, thus, may lead to significant emission reductions, even in the
short term, but will not eliminate emissions altogether. While the RCP CH4 emissions are
within the ranges from the literature, there is a significant gap between RCP2.6, RCP4.5 and
RCP6 on the one hand and the high-emission RCP8.5 scenario on the other. For N2O, the
scenarios are placed in similar order, although here the emissions for RCP4.5 remain
stable while those for RCP6 increase over time. In this case, the RCPs do not cover the
full range in the literature, but only the more representative range. One may, however,
question the studies that indicate very rapidly increasing and decreasing N2O emissions,
given the main sources of N2O (these are mostly agricultural and will grow at a modest
rate, in the future, but to some degree are also difficult to abate). It is important to
recognize that there is substantial uncertainty in base-year emissions for many substances
(Granier et al. 2011). The RCP scenarios, due to the design of the harmonization process,
do not fully represent this uncertainty.
3.3.2 Emissions of atmospheric air pollutants
The RCPs generally exhibit a declining trend of air polluting emissions. The emission
trends for air pollutants are determined by three factors: the change in driving forces (fossil-
fuel use, fertilizer use), the assumed air pollution control policy, and the assumed climate
policy (as the last induces changes in energy consumption leading to changes (generally
reductions) in air polluting emissions). We have illustrated the trends in air pollutants by
looking at SO2 and NOx (Fig. 7). In general, similar trends can be seen for other air
pollutants.
All RCPs include the assumption that air pollution control becomes more stringent, over
time, as a result of rising income levels. Globally, this would cause emissions to decrease,
over time—although trends can be different for specific regions or at particular moments in
time. A second factor that influences the results across the RCPs is climate policy. In
general, the lowest emissions are found for the scenario with the most stringent climate
policy (RCP2.6) and the highest for the scenario without climate policy (RCP8.5), although
this does not apply to all regions, at all times. The overall correlation is a result of the fact
that climate policy induces systemic changes in the energy system, away from technologies
with high greenhouse gas emission levels, which also have high emissions of air pollutants
(e.g. coal use without CCS has high emission levels of CO2, but also of SO2). In contrast,





















































Fig. 6 Emissions of main greenhouse gases across the RCPs. Grey area indicates the 98th and 90th
percentiles (light/dark grey) of the literature (for references, see Figure 4). The dotted lines indicate four of
the SRES marker scenarios. Note that the literature values are obviously not harmonized (see text)
Climatic Change (2011) 109:5–31 21
Abbildung 2.3.: Emissionen der Hauptt eibhausgase fü die v rschiedenen RCP-Szenarien.
Von van Vuuren et al. (2011).
2.1.2. Dy amik der S ratosphäre
Die str tosphärischen Felder wie T mperatur oder Geopot ntial sind geprägt von großräumi-
gen Wellenstruktur n. Während die Troposphä von kleinräumige und kurz andauernden
Strukturen gekennzeichnet ist, sind die meteorologischen Felder in der Stratosphäre entlang




atmosphärischer Wellen erklärt werden. Mathematisch lässt sich jede Feldvariable u(x, t)
mittels des (linearen) Störungsansatzes aufteilen in einen Grundzustand u, der von Zeit und
geographischer Länge unabhängig ist, und eine Abweichung u′(x, t) hiervon, die mit der
Zeit und der geographischen Länge variiert. Als Wellen bezeichnen wir also Oszillationen
in Feldvariablen, die sich in Raum und Zeit ausbreiten (Holton, 2004). Wellen sind quasi-
periodisch und können ohne die Fluidteilchen zu transportieren Informationen austauschen
(Andrews et al., 1987). Im folgenden werden lineare Wellen beschrieben, d. h. Wellen deren
Amplitude klein genug ist, dass die linearisierten Euler’schen Bewegungsgleichungen gel-
ten. Eigenschaften linearer Wellen sind neben ihrer Linearität Stetigkeit, Reibungslosigkeit,
Adiabasie und ihr Nichteinwirken auf die Geschwindigkeit des zonalen Grundstroms (An-
drews et al., 1987).
Es gibt eine Vielzahl von Möglichkeiten Wellen zu klassifizieren, beispielsweise nach ihrem
Rückstellmechanismus. Für die mittlere Atmosphäre sind hier vor allem zwei Wellenarten
relevant: planetare Wellen und Schwerewellen.
Ausschlaggebend für planetare Wellen (auch Rossby-Haurwitz-Wellen), welche sich hori-
zontal-transversal ausbreiten, ist die Drehimpulserhaltung. Als rücktreibende Kraft wirkt hier
der Beta-Effekt, d. h. die Änderung des Coriolis-Parameters mit der geographischen Breite.
Wird ein Luftpaket beispielsweise nach Norden ausgelenkt, so nimmt seine Erdvorticity zu.
Da die Gesamtvorticity sich nicht ändert, muss sich nun die relative Vorticity ändern, in die-
sem Fall abnehmen. Das heißt das Luftpaket wird nach Süden abgelenkt. Wenn das Luftpaket
nun über seine Ausgangsbreite hinaus nach Süden abgelenkt wurde, nimmt die Erdvorticity
wiederum ab, die relative Vorticity muss also wieder zunehmen, damit die Gesamtvorticity
konstant bleiben kann. Das Luftpaket wird demnach wieder nach Norden ausgelenkt und es
kommt zu einer Oszillation.
Planetare Wellen (PWs) können beispielsweise an Gebirgen oder Land-See-Kontrasten aus-
gelöst werden. Da diese in der Nordhemisphäre in größerer Zahl vorhanden sind als in der
Südhemisphäre, gibt es in der Nordhemisphäre mehr PWs. Von ihrer Antriebsregion in der
Troposphäre breiten sie sich vertikal aus. Die Ausbreitung hängt jedoch vom zonalen Grund-
strom des jeweiligen Gebiets ab. Innerhalb der Theorie linearer Wellen gilt nach Charney und
Drazin (1961):




Hier ist u der zonal gemittelte Zonalwind, c die Phasengeschwindigkeit der Welle und uc
die kritische Geschwindigkeit. Diese setzt sich zusammen aus dem Coriolisparameter f =
2Ωsinφ, der in der geostrophischen Approximation als konstant f0 angenommenen wird (mit
der Rotationsgeschwindigkeit der Erde Ω und der geographischen Breite φ), seiner meridio-
nalen Variation β = df
dy
, der zonalen Wellenzahl k, der meridionalen Wellenzahl l, der Ska-
lenhöhe H, sowie der Brunt-Väisälä-Frequenz N2.
Für stationäre Wellen, d. h. mit einer Phasengeschwindigkeit c = 0, gilt:
0 < u < uc. (2.2)
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Stationäre PWs können sich also nur in moderaten Westwinden ausbreiten (Andrews et al.,
1987). In der Stratosphäre können sich PWs demnach nur im Winter ausbreiten, da im Som-
mer Ostwinde vorherrschen. Die kritische Windgeschwindigkeit für die Wellenausbreitung
ist abhängig von der Wellenzahl. In 60◦N können sich PWs mit Wellenzahl eins in Westwin-
den kleiner als 28 m/s, mit Wellenzahl zwei in Westwinden kleiner als 16 m/s ausbreiten
(Andrews et al., 1987). Treffen PWs auf kritische Flächen, d. h. Flächen, in denen die kriti-
sche Windgeschwindigkeit erreicht wird, ist die Theorie der stetigen, linearen, konservativen
PW nicht länger erfüllt. Weitere physikalische Prozesse müssen berücksichtigt werden, z. B.
Transienz, Dissipation und Nichtlinearität (Andrews et al., 1987).
Schwerewellen (engl. gravity waves, kurz: GWs) sind vertikal-transversale Wellen und wer-
den aufgrund von Dichteunterschieden von Luftpaketen ausgelöst, rücktreibende Kraft ist
die Schwerkraft, beziehungsweise der Auftrieb. Sie werden daher auch als Auftriebswel-
len (engl. buoyancy waves) bezeichnet (Lange, 2002). Wird ein Luftpaket mit relativ hoher
Dichte in ein Gebiet mit niedrigerer Dichte ausgelenkt, so wird es aufgrund der Auftriebs,
bzw. der Schwerkraft wieder “zurückgestellt”. Treffen Schwerewellen auf eine instabile Re-
gion, so können sie sich nicht mehr ausbreiten und brechen. Nach Lindzen (1981) ist das
Brechungsniveau für GWs die Höhe, in der die Isentropen erstmals vertikal sind, also die
statische Stabilität verloren geht und Turbulenz und Mischen wichtig werden.
Die Berechnung des Transformierten Eulerschen Mittels
Wendet man das Euler’sche Mittel, welches eine Variable A in sein zonales Mittel A und die
Abweichung hiervon A′ aufspaltet, auf die atmosphärischen Grundgleichungen2 an, erhält
man die Grundgleichungen im konventionellen atmosphärischen Mittel. Das konventionel-
le Euler’sche Mittel kann atmosphärische Bewegungen wie die troposphärischen Zirkulati-
onszellen (Polarzelle, Ferrel-Zelle und Hadley-Zelle) gut erklären, scheitert jedoch bei der
Diagnose des Effekts atmosphärischer Wellen auf die Zirkulation oder den Transport atmo-
sphärischer Spurenstoffe, da sich Wellen- und Grundstromflüsse hier nahezu ausgleichen
(z. B. Holton, 2004).
Stattdessen kann zur Untersuchung der Einflüsse atmosphärischer Wellen das Transformierte
Euler’sche Mittel verwendet werden. Hier wird die Residualzirkulation wie folgt definiert:











Nun ersetzen v∗ und w∗ jeweils v und w im konventionellen Euler’schen Mittel (siehe Hol-
ton, 2004, Gleichungen 10.11 und 10.12) und ergeben so das Transformierte Euler’sche Mit-
2Bewegungsgleichungen in zonaler und meridionaler Richtung, hydrostatische Approximation, Kontinuitäts-
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Der Eliassen-Palm-Fluss-Vektor (EP-Vektor)F ist für großskalige quasi-geostrophische Wel-
len wie folgt definiert: F =
 0Fy
Fz
 mit der meridionalen Komponente Fy = −ρ0u′v′ und
der vertikalen Komponente Fz = ρ0f0RN2H v
′T ′. Der EP-Vektor ist in meridionaler Richtung
also durch den Impuls- und in der Vertikalen durch den Wärmefluss gekennzeichnet. Der
EP-Vektor beschreibt die Ausbreitung atmosphärischer Wellen, seine Divergenz die Wir-
kung der Wellen auf den Grundstrom.
Für stetige (keine zeitliche Änderung der Wellenamplitude) und konservative (kein Auftre-
ten von Dissipation) Wellen gilt das Nicht-Beschleunigungstheorem:
∇ · F = 0. (2.8)
Das generalisierte Eliassen-Palm-Theorem von Andrews und McIntyre (1978) beinhaltet




+∇ · F = D +O(α3). (2.9)
Stratosphärenerwärmungen
Die winterliche Stratosphäre ist im klimatologischen Mittel geprägt von einem starken Tief-
druckgebiet mit einer Kaltluftregion über dem Pol und starken Westwinden um 60◦ nörd-
licher oder südlicher Breite. Gibt es eine vermehrte Ausbreitung planetarer Wellen von der
Troposphäre in die polare Stratosphäre, stoßen die Wellen dort in einer bestimmten Höhe
auf Winde, die eine weitere vertikale Ausbreitung verhindern. Diese Höhe wird als kritische
Schicht bezeichnet. Hier brechen die Wellen und übertragen ihren Impuls auf den Grund-
strom (z. B. Matsuno, 1971, Andrews et al., 1987, Holton, 2004). Es kommt außerdem zu
einer Erwärmung der Polregion. Damit herrschen am Pol höhere Temperaturen als in den
sonst wärmeren Breiten um 60◦, der Temperaturgradient dreht sich demnach um. Durch das
Brechen der Wellen und die damit einhergehende Abschwächung des zonalen Grundstroms
wandert die kritische Schicht nach unten. Haben sich so die Wind- und Temperaturänderun-
gen bis in die mittlere Stratosphäre bei 10 hPa durchgesetzt, spricht man von einer plötzli-
chen Stratosphärenerwärmung (engl. sudden stratospheric warming, kurz SSW). Die erste
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SSW wurde für den Winter 1951/ 52 von Richard Scherhag dokumentiert (Scherhag, 1962).
Man unterscheidet nach Labitzke (1999) folgende Arten von Stratosphärenerwärmungen:
• Große Stratosphärenerwärmung: Sowohl zonal gemittelter Zonalwind in 60◦ als
auch Temperaturgradient zwischen Pol und 60◦ kehren sich in 10 hPa um (z. B. McIn-
turff und National Meteorological Center (Washington (D.C.), 1978). Stratosphäre-
nerwärmungen können in Displacement und Split Erwärmungen eingeteilt werden
(Charlton und Polvani, 2007). Die Einteilung sollte hierbei durch Betrachtung des
initialen Wellenimpulses erfolgen, nicht nach der finalen Position des stratosphäri-
schen Wirbels. Bei einigen Stratosphärenerwärmungen ändert sich der augenscheinli-
che Typ der Erwärmung im Laufe ihrer Entwicklung (z. B. Choi et al., 2019). In der
Nordhemisphäre treten SSWs mit einer Frequenz von etwa 6 Ereignissen in 10 Jahren
auf (Charlton und Polvani, 2007). In der Südhemisphäre wurde bisher nur 2002 eine
Große Stratosphärenerwärmung beobachtet (z. B. Baldwin et al., 2003a).
• Kleine Stratosphärenerwärmung (engl. Minor Warming): In einer Höhe von 10
hPa dreht sich zwar der Temperaturgradient zwischen Pol und 60◦ um, nicht jedoch
der Zonalwind in 60◦. Kleine Stratosphärenerwärmungen können in Nord- und Süd-
hemisphäre auftreten. Eine Sonderform der Kleinen Stratosphärenerwärmung ist die
Kanadische Erwärmung (engl. Canadian Warming), die vor allem im Frühwinter in
der Nordhemisphäre auftritt. Sie wird verursacht durch eine Verstärkung oder ostwär-
tige Verschiebung des Alëutenhochs in Richtung Kanadas (z. B. Labitzke, 1977). Die
Kanadische Erwärmung hat keine Entsprechung in der Südhemisphäre.
• Finale Stratosphärenerwärmung (engl. Final Warming): Diese Form der Strato-
sphärenerwärmung erfüllt die Kriterien einer großen Stratosphärenerwärmung und
wird durch denselben Mechanismus verursacht. Sie findet jedoch so spät im Frühling
statt, dass es nach der Finalen Stratosphärenerwärmung nicht mehr zu einer Erholung
des Polarwirbels kommt, sondern die Sommerzirkulation erhalten bleibt. Die langsa-
me, strahlungsbedingte Umstellung zur Sommerzirkulation wird hier nicht als Finale
Stratosphärenerwärmung bezeichnet.
Während SSWs durch sich aufwärts ausbreitende planetare Wellen verursacht werden, kann
deren Auslösung und Propagation durch verschiedene Mechanismen modifiziert werden. So
zeigten Holton und Tan (1980), dass die Phase der QBO, also der quasi-zweijährigen Oszilla-
tion im Wind der tropischen unteren Stratosphäre, die Ausbreitung von PWs im Nordwinter
und damit das Auftreten von SSWs beeinflussen kann. Labitzke (1987) und Labitzke und
Loon (1988) zeigten weiterhin, dass auch der 11jährige solare Zyklus durch die unterschied-
liche Erwärmung in der tropischen Stratosphäre einen Einfluss auf die Ausbreitung von PWs
hat und SSWs vermehrt auftreten, wenn die QBO in ihrer Westphase bei gleichzeitigem so-
laren Maximum oder wenn die QBO in Ostphase bei gleichzeitigem solaren Minimum ist.




Neben den natürlichen Zyklen und Schwankungen beeinflusst auch der anthropogene Kli-
mawandel die Stratosphäre. In der Stratosphäre bewirkt die CO2-Zunahme eine Abkühlung,
die durch die globale Ozonabnahme verstärkt wird (IPCC/TEAP, 2005). Änderungen in der
Klimatologie der Stratosphäre und der Ausbreitung planetarer Wellen legen nahe, dass sich
auch die Eigenschaften von SSWs ändern könnten. In einer Modellvergleichsstudie haben
Ayarzagüena et al. (2018) gezeigt, dass für die Zukunft keine signifikanten Änderungen in
den Eigenschaften von SSWs vorhergesagt werden können. Die Variabilität zwischen den
Modellen ist größer als ein möglicher Effekt auf die SSW-Eigenschaften.
Die meridionale Residualzirkulation
Im Gegensatz zur Troposphäre, in der pro Hemisphäre drei meridionale Zirkulationssyste-
me zu beobachten sind, gibt es in der Stratosphäre nur eine Zirkulation pro Hemisphäre und
in der Mesosphäre lediglich ein globales Zirkulationssystem. Die ersten Beschreibungen ei-
nes stratosphärischen Zirkulationssystems stammen von Brewer (1949) und Dobson (1956),
die aufgrund der Verteilung von Wasserdampf bzw. Ozon Rückschlüsse auf die Zirkulati-
on oberhalb der Tropopause zogen (Brasseur und Solomon, 2005). Diese Zirkulation, die
Spurenstoffe in der mittleren Atmosphäre transportiert, bezeichnet man als Brewer-Dobson-
Zirkulation (BDC). Sie setzt sich zusammen aus der Residualzirkulation (RC) und quasi-
horizontalem Mischen (engl. stirring). Die RC erfolgt dabei über isentrope Flächen hinweg
und ist diabatisch. Beim Absinken kommt es zu adiabatischer Erwärmung, beim Aufsteigen
zu adiabatischer Abkühlung. Die RC verstärkt die Gradienten atmosphärischer Spurenstof-
Abbildung 2.4.: Mittlere Residualzirkulation der Atmosphäre. Die fett gedruckte Ellipse
zeigt die thermisch angetriebene Hadley-Zirkulation, die grauen Flächen
die Regionen mit Wellenbrechen, welche für den Antrieb der verschiedenen
Äste der stratosphärischen und mesosphärischen Zirkulation verantwortlich
sind. “S”,“P”, und “G” beziehen sich jeweils auf synoptische und planetare
Wellen, bzw. Schwerewellen. Aus: Plumb (2002).
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fe im Höhen-Breiten-Schnitt. Das horizontale Mischen erfolgt entlang der Isentropen und
verringert die Gradienten der quasi-inerten Stoffe (Brasseur und Solomon, 2005). Demnach
sind die Gradienten langlebiger Stoffe weitestgehend durch den Transport bestimmt und
damit für all diese Stoffe nahezu gleich. Im aufsteigenden Ast der troposphärischen Hadley-
Zirkulation werden Spurengase in die Stratosphäre eingeführt (siehe Abbildung 2.4). Die
stratosphärische Zirkulation kann in einen oberen und unteren Ast eingeteilt werden (Birner
und Bönisch, 2011). Der obere Ast der stratosphärischen RC ist gekennzeichnet von einem
aufsteigenden Ast in den Tropen und einen absteigenden Ast in der Winterhemisphäre. Die
Zirkulation wird angetrieben durch planetare Wellen, die sich in die Stratosphäre ausbreiten
können, dort brechen und üben dabei einen zonalen Wellenantrieb (engl. wave drag) aus-
üben. Aus Kontinuitätsgründen muss es infolge des Wellenantriebs Absinken über dem Pol
und Aufsteigen über dem Äquator geben. Da sich planetare Wellen nur in Westwinden aus-
breiten können, die je nach Wellenlänge eine bestimmte Geschwindigkeit nicht überschreiten
dürfen, und da in der sommerlichen Stratosphäre Ostwinde vorherrschen, können sich in der
Winterhemisphäre mehr PWs ausbreiten und brechen. Daher ist die RC in der Winterhemi-
sphäre dominant. In der Sommerhemisphäre kann durch das Brechen von Schwerewellen
eine schwache ebenfalls polwärtige Zirkulation entstehen (Alexander und Rosenlof , 1996).
Im unteren Ast der stratosphärischen Zirkulation kommt es ebenfalls in den Tropen zu ei-
nem Aufsteigen und zu einem Absinken über den Polen, allerdings steigt die Luft hier nicht
in die obere Stratosphäre auf, sondern ist bereits in der unteren Stratosphäre polwärts ge-
richtet. Dieser Ast der stratosphärischen Zirkulation wird durch das Brechen synoptischer
Wellen hervorgerufen und tritt sowohl in der Sommer- als auch in Winterhemisphäre auf.
Die mesosphärische Zirkulation ist vom Sommer- zum Winterpol gerichtet und wird durch
das Brechen von Schwerewellen verursacht.
Da sich planetare Wellen, die die BDC in der Stratosphäre antreiben, nur in Westwinden aus-
breiten können, ist die BDC in der jeweiligen Winterhemisphäre am stärksten und von einem
aufsteigenden Ast in den Tropen und Absinken über dem Pol gekennzeichnet (Siehe Abbil-
dung 2.4). Dies führt in der jeweiligen Winterhemisphäre zum Transport von Spurengasen
aus äquatorialen in hohe Breiten, sowie zu einer adiabatischen Erwärmung über dem Pol.
So wird während des Winters Ozon in die hohen Breiten transportiert und die Luft im Po-
larwirbel durch die Absinkbewegung adiabatisch erwärmt. Die in Nord- und Südhemisphäre
unterschiedliche Land-See-Verteilung führt dazu, dass in der Südhemisphäre weniger plane-
tare Wellen ausgelöst werden, daher ist die BDC in der Südhemisphäre und damit auch der
Transport atmosphärischer Spurenstoffe in die winterliche Stratosphäre der Südhemisphä-
re (SH) schwächer als in der Nordhemisphäre (NH).
2.1.3. Chemie der Stratosphäre
Sauerstoff ermöglicht das Leben auf der Erde auf zweierlei Arten, zum einen als molekularer
Sauerstoff zum Atmen und bei der Photosynthese, zum anderen als dreiatomiger Sauerstoff,
genannt Ozon, als Filter der für Flora und Fauna schädlichen UV-Strahlung der Sonne. Zwi-
schen 20 und 50 km Höhe erstreckt sich in der Stratosphäre die Ozonschicht, die einen
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Großteil des schädlichen UV-Anteils der Sonne filtert (z. B. Labitzke, 1999).
Ozonproduktion
Der Großteil des stratosphärischen Ozons wird durch die Reaktion von molekularem und
atomarem Sauerstoff und zu einem geringen Anteil auch durch Methanoxidation gebildet
(z. B. Johnston und Kinnison, 1998). Die reine Sauerstoffchemie wurde erstmals von Chap-
man (1930) beschrieben. Er beschrieb die Bildung von Ozon durch die Photodissoziation
von molekularem Sauerstoff durch UVC-Strahlung mit Wellenlängen λ kleiner als 242 nm
(Gleichung 2.10) und die anschließende Reaktion von atomarem mit molekularem Sauerstoff
(Gleichung 2.11).
O2 + hν −→ O +O. (2.10)
O +O2 +M −→ O3 +M. (2.11)
Durch Photodissoziation von Ozon bei Wellenlängen zwischen 310 und 1140 nm (Gleichung
2.12) oder durch Kollision mit atomarem Sauerstoff (Gleichung 2.13) kann Ozon zerstört
werden.
O3 + hν −→ O2 +O. (2.12)
O3 +O −→ 2O2. (2.13)
Die Reaktionen 2.11 und 2.12 laufen sehr schnell ab. Wegen der schnellen Umwandlungen
von atomarem Sauerstoff und Ozon kann man diese als chemische Familie zusammenfassen.
Die Summe aus atomarem und dreiatomigem Sauerstoff ergibt Ox (’odd oxygen’) und ändert
sich nur langsam. Das Konzept der chemischen Familien wird auch auf viele andere Spezies
angewandt und ist für die Modellierung atmosphärischer Chemie hilfreich.
Die Photodissoziation von Ozon (Gleichung 2.12) kann bei sichtbarem Licht erfolgen (λ <
1140 nm), wobei sich der bei der Reaktion gebildete Sauerstoff in seinem Grundzustand
befindet (O3P); oder bei UVB-Strahlung (λ < 310 nm), hierbei wird ein Sauerstoffatom
im elektronisch angeregten Zustand erzeugt (O1D). Sauerstoff im Grundzustand kann bei
Reaktion mit einem Sauerstoffmolekül und einem Stoßpartner M (O2,N2) wieder zu Ozon
reagieren (Gleichung 2.11). Der angeregte Sauerstoff kann nach vielen Reaktionen mit unre-
aktiven Molekülen wieder in den Grundzustand überführt werden (Kollisionsdeaktivierung,
engl. Quenching) und dann mit Sauerstoff zu Ozon reagieren (Jacobson, 2005, Brönnimann,
2002). Da die Sauerstoffkonzentration in der Atmosphäre mit der Höhe ab-, die Strahlungsin-
tensität der Sonne aber mit der Höhe zunimmt, ist die Sauerstoffproduktion durch Gleichung
2.10 in einer Höhe zwischen 20 und 30 km maximal, dort erreicht die Ozonkonzentration
ihren höchsten Wert (z. B. Seinfeld und Pandis, 2006).
Da die Anzahl der Stoßparameter M mit der Höhe abnimmt, ändert sich das Verhältnis von
O und O3 mit der Höhe (Gleichung 2.11). Aus diesem Grund ist in größeren Höhen weniger
Ozon und mehr atomarer Sauerstoff zu finden.
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Der Chapman-Zyklus allein kann die beobachtete Ozonkonzentration jedoch nicht erklä-
ren. Ein Vergleich der totalen globalen Ozonproduktion und -zerstörung zeigt, dass Ozon 5-
Mal schneller gebildet wird als es durch den Chapman-Zyklus zerstört wird (Andrews et al.,
1987). Ozonzerstörung erfolgt im Chapman-Mechanismus über Reaktion 2.13, diese dauert
in 40 km etwa einen Tag, kann aber durch katalytische Prozesse beschleunigt werden (Wal-
lace und Hobbs, 2006).
Katalytische Ozonzerstörung
Einige atmosphärische Gase können als Katalysatoren für den Ozonabbau wirken, indem sie
mit Ozon reagieren (Gleichung 2.14). Der Katalysator X oxidiert hierbei und molekularer
Sauerstoff entsteht (z. B. Brasseur und Solomon, 2005). Der oxidierte Katalysator (beispiels-
weise H, OH, NO, Cl, Br) kann dann mit atomarem Sauerstoff reagieren, wobei molekula-
rer Sauerstoff entsteht und der Katalysator wieder reduziert wird (Gleichung 2.15). Netto
werden also Ozon und atomarer Sauerstoff in zwei Sauerstoffmoleküle umgewandelt, der
Katalysator wird wieder frei (Gleichung 2.16).
X +O3 −→ XO +O2 (2.14)
XO +O −→ X +O2 (2.15)
Netto : O +O3 −→ 2O2 (2.16)
Neben diesem Zyklus gibt es noch andere katalytische Zyklen, die Ozon abbauen. Als Ka-
talysatoren wirken unter anderem Wasserstoffverbindungen OH und HO2 (zusammengefasst
als chemische Familie HOx) (z. B. Bates und Nicolet, 1950), sowie die die Stickstoffverbin-
dungen NO und NO2 (zusammen: NOx) (z. B. Crutzen, 1970, Johnston, 1971).
Auch Chlor (Stolarski und Cicerone, 1974) und Brom (Wofsy et al., 1975) können als Ka-
talysatoren für ozonabbauende Prozesse dienen. Diese Halogene stammen teilweise aus na-
türlichen Quellen, zu einem großen Anteil jedoch aus anthropogenen Quellen. Zu Beginn
der 1930er Jahre wurden chlor- und fluorhaltige Kohlenstoffe entwickelt, welche in der Tro-
posphäre chemisch inert sind und beispielsweise als Kühlmittel in Kühlschränken oder als
Treibgas für Spraydosen verwendet wurden. Auch bei der Herstellung von Schaumstoffen,
Wegwerfbechern und Feuerlöschmitteln kamen sie zum Einsatz. Bei diesen halogenierten
Kohlenstoffen wurden Wasserstoffatome von Methan (CH4) oder Ethan (C2H6) durch Chlor-
oder Fluoratome ersetzt (Jacobson, 2005). Werden alle Wasserstoffatome ersetzt, spricht man
von Fluorchlorkohlenstoffen (FCKs), ist noch ein Wasserstoffatom in der Verbindung enthal-
ten, wird der Stoff als Fluor-Chlor-Kohlenwasserstoffe (FCKWs) bezeichnet. Die bromhal-
tigen Kohlenwasserstoffe werden Halone genannt. Diese halogenierten Kohlenstoffe sind in
der Troposphäre chemisch inert und werden dort gut vermischt. Hauptsächlich über den auf-
steigenden Ast der BDC in den Tropen gelangen sie in die Stratosphäre. Dort können sie
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Halogen Source Gases Entering the Stratosphere
Abbildung 2.5.: Änderungen der Halogenquellgase, die in die Stratosphäre gelangen für
Chlor (links) und Brom (rechts). Aus: WMO, 2014.
durch UV-Strahlung photolysiert werden, wodurch die Halogene gelöst werden und als Ka-
talysatoren für Ozonzerstörung bereit stehen (siehe Gleichungen 2.14-2.16). Halogene in der
Stratosphäre bilden Säuren oder Nitrate (Brasseur und Solomon, 2005).
Fluor wird so stark in seine Reservoirspezies gebunden, dass praktisch keine aktiven Ver-
bindungen für chemische Reaktionen zur Verfügung stehen. Der Effekt von Fluor auf Ozon
ist somit vernachlässigbar. Chlor wird in den Reservoirspezies Salzsäure (HCl) und Chlorni-
trat (ClONO2) gebunden. Durch Reaktion mit dem Hydroxylradikal (OH) und durch Photo-
lyse können die Reservoirgase in aktive Chlorverbindungen (ClOx = Cl + ClO) umgewan-
delt werden. Auch Brom wird in der Atmosphäre als Säure (HBr) und Nitrat (BrONO2)
gebunden. Brom ist in seinen Reservoirgasen jedoch weniger stark gebunden als Chlor, wes-
wegen aktives Brom (BrOx) bei der Ozonzerstörung effektiver ist als aktives Chlor. Die ka-
talytischen Zyklen sind miteinander gekoppelt. So führt beispielsweise ein Anstieg von N2O
in der Stratosphäre zu einer Verstärkung des NOx-Zyklus, aber auch zu einer Abschwächung
des ClOx-Zyklus, da mehr aktives Chlor in der Reservoirspezies ClONO2 gebunden werden
kann.
Man nennt diese Stoffe aufgrund ihrer Wirkung ozonzerstörende Substanzen (engl. ozone
depleting substances, ODS). Seit der Entdeckung der ozonzerstörenden Wirkung der FCKs
(z. B. Molina und Rowland, 1974, Rowland und Molina, 1975) wurden alternative Verbin-
dungen entwickelt, die eine geringere ozonzerstörende Wirkung haben. Da FCKs und deren
Ersatzstoffe jedoch thermische Infrarot-Strahlung absorbieren, wirken sie auch als Treibh-
ausgase.
Chlor in der Stratosphäre ist größtenteils anthropogener Natur (Abbildung 2.5). Lediglich
16 % sind natürlichen Ursprungs, einzig aus Methylchlorid (CH3Cl). Stratosphärisches Brom
stammt zu 50 % aus natürlichen Quellen (Seinfeld und Pandis, 2006). Stickoxide in der Stra-
tosphäre stammen aus Transportprozessen aus der Troposphäre oder aus der Oxidation von
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Abbildung 2.6.: Global gemittelte Ozonverlustraten [%] durch chemische Familien HOx
(grün), NOx (rot), ClOx und BrOx (blau) und Ox (gelb) für Quellgase auf
dem Niveau des Jahres 2000 für das 2-dimensionale NCAR-Modell. Aus:
Portmann et al. (2012).
N2O in der Stratosphäre (Jacobson, 2005). Distickstoffmonooxid wird von Bakterien in Dün-
gemitteln, Abwasser und Ozeanen emittiert, sowie bei Biomasse- und automobiler Verbren-
nung freigesetzt und ist in der Troposphäre inert (Seinfeld und Pandis, 2006). Durch die hohe
Konzentration von O(1D) in der Stratosphäre kann N2O reagieren, wobei die Reaktion zu
5 % zur Bildung von NO und zu 95 % zur Bildung von N2 und O2 führt (Jacob, 1999). In den
1960er Jahren planten die USA den Bau einer Flotte von Überschallflugzeugen und gaben
Studien zur Untersuchung des Effekts auf die Ozonschicht in Auftrag, da durch die Abgase
NO direkt in die Stratosphäre eingeführt würde (Johnston, 1971). Die erwartete Wirkung auf
die Ozonschicht trug dazu bei, dass die Flotte nicht gebaut wurde.
In verschiedenen Höhen der Stratosphäre dominieren unterschiedliche ozonabbauende Zy-
klen den Ozonverlust (siehe Abbildung 2.6). Der HOx-Zyklus dominiert in der oberen Stra-
tosphäre und Mesosphäre, sowie in der unteren Stratosphäre. Dabei beinhaltet der ozonab-
bauende Zyklus in der oberen Stratosphäre eine Reaktion mit atomarem Sauerstoff, während
in der unteren Stratosphäre eine Reaktion mit Ozon stattfindet, welcher der effektivste ozon-
abbauende Zyklus ist, der nur Ozon als reaktive Ox-Spezies enthält (Brasseur und Solomon,
2005). In der mittleren Stratosphäre wird der Ozonabbau durch den NOx-Zyklus dominiert.
Der Chapman-Zyklus hat seinen größten Ozonabbau in der oberen Stratosphäre. Der Ozon-
abbau durch Halogenverbindungen hat zwei Maxima. In der oberen Stratosphäre erfolgt der
Ozonabbau vor allem durch Chlor, in der unteren Stratosphäre sowohl durch Brom als auch
Chlor und deren gekoppeltem Zyklus (Seinfeld und Pandis, 2006). Katalytische Zyklen, die
Sauerstoff als Reaktionspartner enthalten, sind vor allem in der mittleren und oberen Strato-
sphäre wichtig. Wegen der oben erwähnten Kopplung der katalytischen Zyklen ist die Sum-
me der Ozonänderungsraten der einzelnen Zyklen nicht gleich der totalen Ozonänderungs-
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rate durch katalytische Zyklen (Andrews et al., 1987). Die Ozonabnahme in der mittleren
und oberen Stratosphäre führt zu einem “Selbstheilungseffekt” der Ozonschicht: durch die
geringeren Ozonkonzentration in größeren Höhen kann mehr UV-Strahlung in niedrigere
Schichten vordringen und dort Sauerstoff photolysieren, was dort zu einer verstärkten Ozon-
produktion führt (z. B. Mills et al., 2008).
Die Nutzung von FCKs wird durch das Montreal-Protokoll (1987) und seine Erweiterungen
und Anpassungen reglementiert. FCKs wurden daraufhin durch Substanzen ersetzt, die für
ihre industrielle Nutzung gleichwertig sind, aber ein geringeres ozonzerstörendes Potential
haben. Infolge des Montreal-Protokolls ist ein Rückgang des totalen atmosphärischen Chlor-
gehalts zu beobachten (siehe Abbildung 2.5). Die ozonzerstörenden Substanzen (ODS) ha-
ben ein Ausdünnen der gesamten stratosphärischen Ozonschicht hervorgerufen. Besonders
starker stratosphärischer Ozonabbau wurde allerdings im antarktischen Polarwirbel im Süd-
frühling beobachtet.
Das Ozonloch
Außergewöhnlich starker Ozonabbau im Südfrühling wurde in den 1980ern über der Antark-
tis entdeckt (Farman et al., 1985). Von der Presse als “Ozonloch” bezeichnet, ist diese starke
Abnahme des Ozons auf den Polarwirbel begrenzt und von Totalozonwerten von unter 220
DU gekennzeichnet. Die bis dahin bekannten ozonabbauenden Zyklen konnten die Prozesse,
die zum Entstehen des Ozonlochs geführt haben, nicht erklären. Die stärkste Ozonabnahme
wurde zwischen 10 und 20 km beobachtet (Hofmann et al., 1987). Starke Ozonabnahme
durch den ClOx-Zyklus würde in 35–45 km erwartet werden. In der unteren Stratosphäre ist
aber aufgrund des hohen Zenitwinkels der Sonne nicht ausreichend intensive solare Strah-
lung vorhanden um Sauerstoff durch Photolyse in Sauerstoffatome aufzuspalten, der dann
mit Ozon reagieren kann (Reaktion 2.15). Die bekannten katalytischen Zyklen sind daher in-
effektiv (z. B. Seinfeld und Pandis, 2006). Auch ist die Konzentration der FCKs und Halone
zu gering um die beobachtete Ozonabnahme durch ihre jeweiligen katalytischen Zyklen zu
erklären. In 40 km könnten diese nur 5–10 % der beobachteten Ozonabnahme erklären (z. B.
Seinfeld und Pandis, 2006).
Bei Flugzeugmessungen in den späten 1980er Jahren wurden sehr hohe ClO-Konzentrationen
im antarktischen Polarwirbel gemessen. Molina und Molina (1987) beschrieben einen bis da-
hin unbekannten katalytischen ozonzerstörenden Zyklus: den ClO-Dimer-Zyklus.
ClO + ClO +M −→ (ClO)2 +M (2.17)
(ClO)2 + hν −→ ClOO + Cl (2.18)
ClOO +M −→ Cl +O2 +M (2.19)
2(Cl +O3 −→ ClO +O2) (2.20)
Netto : 2O3 −→ 3O2 (2.21)
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McElroy et al. (1986) und Tung et al. (1986) beschrieben einen Zyklus mit Chlor und Brom:
ClO +BrO −→ Cl +Br +O2 (2.22)
Cl +O3 −→ ClO +O2 (2.23)
Br +O3 −→ BrO +O2 (2.24)
Netto : 2O3 −→ 3O2 (2.25)
Im Gegensatz zu den meisten katalytischen Zyklen außerhalb des Polarwirbels wird in diesen
Zyklen kein atomarer Sauerstoff benötigt. Sie sind jedoch nur bei hohen ClO-Konzentrationen
effektiv (z. B. Brasseur und Solomon, 2005). Die unerwartet hohen ClO-Konzentrationen im
stratosphärischen Polarwirbel konnten durch die Umwandlung von HCl und ClONO2 in
aktive Chlorspezies an polaren stratosphärischen Wolken, die sich in der sehr kalten Polar-
wirbelluft bilden können, erklärt werden.
Die Stratosphäre ist sehr trocken und daher generell wolkenfrei. Durch die Auskühlung
und Isolation polarer Luft während der Polarnacht kann die Luft in 15-20 km Höhe auf bis
zu 183 K (-90 ◦C) abkühlen (Seinfeld und Pandis, 2006). Bei diesen Temperaturen können
sich auch bei geringer Wasserdampfkonzentration Wolken bilden, welche eine Oberfläche
zur Umwandlung halogenhaltiger Gase in aktive Spezies bieten.
Basierend auf ihren optischen Eigenschaften werden PSCs in 3 Kategorien eingeteilt (z. B.
Lowe und MacKenzie, 2008, Finlayson Pitts und Pitts, 2000):
• Ia: feste, nicht-sphärische Partikel, spärischer volumenäquivalenter Radius ≥ 1 µm
Partikel bestehen wahrscheinlich aus Salpetersäure-Trihydrat (engl. nitric acid trihy-
drate, (NAT) oder Salpetersäure-Dihydrat (engl. nitric acid dihydrate (NAD));
• Ib: flüssige, sphärische Partikel, Radius ∼ 0, 5 µm, unterkühlte ternäre Lösungen
(engl. supercooled ternary solutions (STS)); sowie
• II: große Kristalle aus Wassereis, Durchmesser 5− 50 µm.
Die Effektivität der verschiedenen PSC-Arten zur Chloraktivierung hängt von Temperatur,
Wasserdampfgehalt und Luftdruck ab (z. B. Carslaw et al., 1997, NASA Panel for Data Eva-
luation, 2015). Heterogene Chloraktivierung an flüssigen PSCs kann ebenso effektiv oder
gar effektiver sein als die Chemie an festen PSCs (Brasseur und Solomon, 2005). Denitri-
fizierung und Dehydrierung durch Sedimentation erfolgt vor allem bei Typ II PSCs. In der
Antarktis kommt es aufgrund der tieferen Temperaturen im Polarwirbel zu einer häufige-
ren PSC-II-Bildung und daher zu einer größeren Denitrifizierung und Dehydrierung als in
der Arktis. Bei Beginn der Polarnacht kühlt die Luft in der polaren mittleren Atmosphäre
stark aus, in gleicher Höhe in äquatorialen Breiten wird die Luft jedoch weiterhin erwärmt.
Der meridionale Temperaturgradient wird somit verstärkt, und wie die thermische Wind-
gleichung beschreibt, entsteht dadurch der Polarwirbel mit einer starken Westwindströmung
20
2.1. Die Stratosphäre
Abbildung 2.7.: Beispielhafter Verlauf eines Winters mit antarktischem Ozonlochs für a)
Temperatur, b) Chlorgase, c) Salpetersäure und d) Ozon. Aus: Jacob (1999).
über dem Pol. Durch die Stärke der Winde ist die Luft im Wirbel von der Luft der mittleren
Breiten isoliert, es gibt in dieser Höhe praktisch keinen Wärme- oder Stofftransport in den
Polarwirbel. Dies führt zu sehr niedrigen Temperaturen im Polarwirbel, die die Bildung von
PSCs ermöglichen können (vgl. Temperaturverlauf in Abbildung 2.7a).
Die Chlor-Reservoirgase HCl und ClONO2 werden an der Oberfläche der PSCs in aktive
Spezies umgewandelt (Abbildung 2.7b). Im Laufe des Winters kommt es zur Sedimenta-
tion der salpetersäurehaltigen PSCs (Abbildung 2.7c), somit also zur Denitrifizierung. Bei
Auflösung des Polarwirbels im Südfrühling ist so weniger HNO3 vorhanden um das aktive
Chlor in seine unreaktive Reservoirspezies umzuwandeln. Aktives Chlor wird bei Auflösung
der PSCs weniger stark deaktiviert als ohne Denitrifizierung und kann photolysiert werden.
Somit werden Chlor- und Brom-Radikale freigesetzt, die zu katalytischer Ozonzerstörung
führen (Abbildung 2.7d). Die Ozonzerstörung im antarktischen Polarwirbel wird zu 60 %
vom ClO-Dimer-Zyklus und zu 40 % vom ClO-BrO-Zyklus verursacht (Seinfeld und Pan-
dis, 2006). Wenn sich der Polarwirbel aufgelöst hat, kann sich die polare Luft wieder mit
extrapolarer Luft vermischen, das Ozonmischungsverhältnis in der antarktischen Stratosphä-
re steigt wieder an. Tatsächlich ist am Beginn des nächsten Winters kein Effekt mehr vom
Ozonloch des Vorjahres in den hohen Breiten zu erkennen.
Für einen starken Ozonabbau infolge von Reaktionen an PSCs sind folgende Voraussetzun-
gen nötig:
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1. Niedrige Temperaturen ermöglichen die Bildung von PSCs. Diese können HCl ab-
sorbieren und ClONO2 und N2O5 können mit HCl und H2O an der Oberfläche von
PSCs reagieren:
HCl + ClONO2 −→ Cl2 +HNO3 (2.26)
HCl +H2O −→ HOCl +HNO3 (2.27)
N2O5 +HCl −→ NO2Cl +HNO3 (2.28)
N2O5 +H2O −→ 2HNO3 (2.29)
2. Solare Strahlung, die gegen Ende der Polarnacht an den PSCs aktivierten Spezies
Cl2,HOCl,ClNO2 photolysiert. So zum Beispiel Cl2:
Cl2 + hν −→ 2Cl (2.30)
2[Cl +O3 −→ ClO +O2] (2.31)
Wegen der geringen Konzentration an atomaren Sauerstoff in der polaren unteren Stra-
tosphäre kann sich ClO akkumulieren. Ist ausreichend ClO vorhanden, kann durch den
ClO-Dimer- und den ClO-BrO-Zyklus Ozon zerstört werden. Dabei wird durch den
ClO-Dimer-Zyklus 60 % und durch den ClO-BrO-Zyklus 40 % des Ozonabbaus im
Ozonloch erklärt (Seinfeld und Pandis, 2006).
3. Denitrifizierung der Luft im Polarwirbel verlangsamt die Deaktivierung der aktiven
Chlorspezies ClO durch die Reduzierung der NO2-Konzentration.
Durch die Erwärmung der Luft im Polarwirbel am Ende des Winters evaporieren die
PSCs. Die in ihnen gebundene Salpetersäure wird photolysiert:
HNO3 + hν −→ NO2 +OH (2.32)
ClO +NO2 +M −→ ClONO2 +M (2.33)
Fallen jedoch HNO3-haltige PSC-Partikel während des Winters aus (Sedimentation),
verläuft die Deaktivierung von ClO langsamer als ohne Denitrifizierung.
Vulkane und die stratosphärische Aerosolschicht
Die heterogene Ozonzerstörung kann durch Vulkanausbrüche verstärkt werden. Bei starken
vulkanische Eruptionen kann SO2 in die Stratosphäre gelangen, vor allem bei sehr explosi-
ven vulkanischen Eruptionen in den Tropen. Hier gelangen Schwefelpartikel über die BDC
in die Stratosphäre. Des Weiteren gibt es in der Stratosphäre zwischen 12 und 30 km ei-
ne klimatologisch erhöhte Konzentration an Schwefelaerosolen, dies ist die stratosphärische
Aerosolschicht oder auch Junge-Schicht (Brasseur und Solomon, 2005). Sie ist aus Schwe-
felsäuretröpfchen mit Durchmessern von 0,1-0,3 µm zusammengesetzt.
Quelle der stratosphärischen Aerosolschicht ist Carbonlysulfat (COS) aus natürlichen und
anthropogenen Quellen in der Troposphäre. Da COS in der Troposphäre weitestgehend inert
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ist, kann es in die Stratosphäre gelangen und wird dort photolysiert, bzw. oxidiert. Infolge
dieser Prozesse entsteht Schwefelsäure (H2SO4).
Die Teilchendichte der stratosphärischen Aerosolschicht ist typischerweise 1-10 Partikel/m3.
Nach Vulkanausbrüchen kann sich diese um ein bis zwei Größenordnungen erhöhen (Finlay-
son Pitts und Pitts, 2000). Die Oberflächendichte der Aerosolschicht liegt normalerweise bei
0,5-1 µm2/cm3. Nach der Eruption von Mt. Pinatubo wurden jedoch Werte von 20 µm2/cm3
gemessen (Seinfeld und Pandis, 2006). Nach zwei Jahren hatte sich die Konzentration der
Schwefelaerosole in der Stratosphäre normalisiert.
An Schwefelaerosolen reagiert N2O5 mit Wasser zu HNO3. Sowohl N2O5 als auch HNO3
sind Reservoirgase für NOx, allerdings ist HNO3 langlebiger, weswegen sich das Verhältnis
NOx/NOy verringert. Der NOx-Zyklus wird also ineffektiver. Durch die geringere NOx-
Konzentration verlangsamt sich jedoch die Deaktivierung von aktivem Chlor, der ClOx-
Zyklus wird somit effektiver. Der HOx-Zyklus wird durch die höhere Konzentration an
HNO3 schneller. Durch die Verlangsamung des NOx-Zyklus bei gleichzeitiger Beschleu-
nigung der ClOx- und HOx-Zyklen ist der Netto-Effekt von Vulkanausbrüchen auf Ozon in
der unteren Stratosphäre (engl. lower stratosphere, LS) relativ gering. Durch die Hydrolyse
von N2O5 wird die Ozonkonzentration sensibler gegenüber dem Chlorgehalt der Atmosphäre
(Jacob, 1999). Dieser ist seit dem Ausstoß von FCKs und ihrer Ersatzstoffe stark angestiegen
und reduziert sich nur langsam.
Nach großen Vulkanausbrüchen wie dem Pinatubo kann die Ozonzerstörung durch den ClOx-
Zyklus etwa doppelt so effektiv sein wie unter ungestörten Zuständen. Nach kleineren Vul-
kanausbrüchen (Oberflächendichte der Aerosole 5 µm2/cm3) ist der ClOx-Zyklus circa 50 %
effektiver als bei einer ungestörten Aerosolschicht (Fahey et al., 1993). Ohne Chlor in der
Atmosphäre kann Ozon nach Vulkanausbrüchen durch die Verlangsamung des NOx-Zyklus
sogar ansteigen (Seinfeld und Pandis, 2006).
Die erhöhte Aerosoloberfläche nach großen Eruptionen kann auch zu einer Ozonzerstörung
über einen größeren Höhenbereich führen. Nach der Eruption des Mt. Pinatubo wurde bei-
spielsweise Ozonzerstörung in niedrigeren Höhen nachgewiesen, als dies normalerweise der
Fall ist. Da auch in niedrigeren wärmeren Höhen, in denen keine festen PSCs gebildet werden
können, Ozon zerstört wurde (Hofmann und Oltmans, 1993), gab es heterogenen Ozonab-
bau schon im Herbst, wo sich PSCs noch gar nicht gebildet hatten. Die durch vulkanische
Aerosole erhöhte PSC-Oberfläche kann auch die schnelle Vergrößerung der Ozonlöcher in
den frühen 1980er Jahren (nach der Eruption des El Chichón 1982) und die besonders tiefen
Ozonlöcher Anfang der 1990er (nach der Eruption des Mt. Pinatubo 1991) erklären (Port-
mann et al., 1996). Eine globale Verteilung von Vulkanaerosolen erfolgt über den aufsteigen-
den Ast der BDC in den Tropen, daher beeinflussen vor allem tropische Vulkanausbrüche die
Stratosphäre. Mitunter können aber auch außertropische Vulkane das stratosphärische Ozon
beeinflussen. So trug der Ausbruch des chilenischen Vulkans Calbuco 2015 zu einem tieferen
antarktischen Ozonloch bei. Durch Vulkanaerosole in Höhen unterhalb der typischen Höhen
von PSCs konnte der heterogene Ozonabbau im Polarwirbel über einem größeren Höhenbe-
reich stattfinden; das Ozonloch war im Jahr 2015 daher tiefer als gewohnt (Solomon et al.,
2016).
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Mit dem Rückgang von anthropogenem Chlor in der Atmosphäre wird auch eine Umkehr des
Effekts von Vulkanausbrüchen auf stratosphärisches Ozon erwartet. Diese Umkehr wird al-
lerdings auch beeinflusst von der Stärke der Abkühlung in der Stratosphäre, der Methankon-
zentration sowie nach Reduzierung des Chlorgehaltes, auch von den natürlichen kurzlebigen
Bromverbindungen (Klobas et al., 2017).
Einfluss planetarer Wellen auf die stratosphärische Ozonchemie
Die Konzentration der in der polaren Stratosphäre vorhandenen FCKs und COS ist nicht al-
lein ausschlaggebend für die Stärke des stratosphärischen Ozonabbaus und die Ausprägung
des Ozonlochs. Die stratosphärische Dynamik hat darauf ebenfalls einen nicht zu vernach-
lässigenden Effekt. In der NH verhindert aktive Dynamik zumeist ein starkes Abkühlen der
Stratosphäre wie es für einen starken heterogenen Ozonabbau nötig wäre. Aber auch in der
Südhemisphäre, wo die Luft regelmäßig stark genug abkühlt, dass starker Ozonabbau statt-
finden kann, ist die Lage und Stärke des Ozonlochs von der Ausbreitung planetarer Wellen
beeinflusst. So fand durch das SSW im südhemisphärischen Winter 2002 beispielsweise ein
deutlich geringerer Ozonabbau statt als dies für die Südhemisphäre erwartet würde (z. B.
Stolarski et al., 2005). Das Ozonloch in Jahr 2019 war durch starke dynamische Aktivität
das kleinste Ozonloch seit Aufzeichnungsbeginn (NASA, 2019).
Neben dem Temperatureffekt brechender planetarer Wellen, können sich PWs auf verschie-
dene Arten auf das polare stratosphärische Ozon auswirken (z. B. IPCC/TEAP, 2005). Zum
einen durch Antreiben der stratosphärischen RC, welche atmosphärische Spurengase trans-
portiert. Die Stärke der RC beeinflusst auch die Stabilität des winterlichen Polarwirbels und
damit die in ihm vorherrschende Temperatur. Durch PWs wird der Polarwirbel außerdem in
seiner Lage beeinflusst. So kann der Polarwirbel durch PWs im Winter von einer Position
innerhalb der Polarnacht in Breiten verschoben werden, welche solare Einstrahlung erfahren.
Durch die Verschiebung des Polarwirbels aus der Polarnacht kann der katalytische Ozonab-
bau, verstärkt durch die an PSCs freigesetzten aktiven Chlor-, Brom-, etc.-Partikel/ Radikale,
bereits in der Mitte des Winters beginnen (IPCC/TEAP, 2005).
Planetare Wellen können somit stratosphärisches Ozon durch die Stärke des Transports von
Ozon in polare Breiten, sowie die Beeinflussung der Lage und Stärke des Wirbels auf die
Effektivität der chemischen Reaktionen beeinflussen.
Arktische Ozonzerstörung
In der Arktis entwickelt sich im Gegensatz zur Antarktis kein Ozonloch. In chemischer Hin-
sicht liegt das hauptsächlich an der geringen Denitrifizierung im arktischen Polarwirbel. Die
Ursachen hierfür sind dynamischer Natur.
In der Nordhemisphäre, wo die BDC aufgrund höherer Aktivität planetarer Wellen größer
ist, steigt das Totalozon während des Winters an. In der Antarktis hingegen, wo die BDC
recht schwach ist, verändert sich der Totalozongehalt während des Winters kaum. Die starke
nordhemisphärische BDC führt dazu, dass der arktische Polarwirbel im Mittel 10 K wärmer
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Abbildung 2.8.: Langjähriges Tagesmittel der Minimumtemperaturen zwischen 40◦ und 90◦
für den arktischen Winter (rot) und den antarktischen Winter (blau) in ◦C
(linke Achse). Die farbigen Bereiche geben die Spannweite der täglichen
Variationen, die schwarze waagerechte Linie die Schwelltemperatur zur Bil-
dung von PSCs. Aus: WMO, 2014.
ist als der Antarktische (Seinfeld und Pandis, 2006). Die Unterschiede in der Stärke der BDC
in beiden Hemisphären führen also dazu, dass im arktischen Winter mehr Ozon in die hohen
Breiten transportiert wird und die Luft im arktischen Polarwirbel wärmer ist.
Die größere Wellenaktivität in der Nordhemisphäre führt auch dazu, dass der arktische Polar-
wirbel öfter gestört ist. Über der Antarktis ist der Polarwirbel meist relativ polsymmetrisch,
während er über der Arktis durch das Alëutenhoch vom Pol verschoben ist und außerdem
öfter von planetaren Wellen, die sich in die Stratosphäre ausbreiten, gestört wird. So ist der
arktische Polarwirbel zum einen weniger stark isoliert, ein Austausch mit der Umgebungs-
luft ist also eher möglich als im antarktischen Polarwirbel. Außerdem kann der arktische
Polarwirbel ebenfalls in niedrigere Breiten verschoben werden, in welchen die solare Ein-
strahlung höher ist.
Durch die höheren Temperaturen im nordhemisphärischen Polarwirbel ist die Bildung von
PSCs seltener möglich und ihr Volumen geringer (Abbildung 2.8). Vor allem PSCs II, de-
ren Partikel so groß werden, dass sie sedimentieren und damit zu einer starken Denitrifizie-
rung und Dehydrierung führen können, werden im Nordwinter seltener gebildet oder bleiben
nicht lang genug bestehen um zu einer effektiven Denitrifizierung zu führen. Daher ist am
Ende des Nordwinters mehr HNO3 vorhanden, das ClO deaktivieren und in das Reservoir-
gas ClONO2 umwandeln kann. Am Ende des Nordwinters kann ClO dadurch effektiver in
seine Reservoirspezies umgewandelt werden als am Ende des Südwinters. Die Umkehr zur
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Sommerzirkulation tritt in der Arktis generell früher ein. In der Arktis ist daher weniger Zeit
vorhanden, in der die Luft einerseits kalt genug zur PSC-Bildung ist und gleichzeitig wie-
der solare Einstrahlung vorhanden ist. Es bleibt also weniger Zeit Ozon zu zerstören. In der
Antarktis findet starke Ozonzerstörung außerdem auch in niedrigeren Höhen statt als in der
Arktis (Solomon et al., 2014). Außerdem wird während des Nordwinters Ozon in den Polar-
wirbel transportiert, so dass eine etwaige chemische Ozonzerstörung maskiert werden kann.
Für ein arktisches Ozonloch wären niedrige Temperaturen nicht nur im März nötig, sondern
während des gesamten Winters (Brasseur und Solomon, 2005). Niedrigere Temperaturen im
arktischen Polarwirbel würden auf eine geringere adiabatische Erwärmung, folglich auf eine
schwächere BDC und geringeren Ozontransport in die hohen Breiten hindeuten.
Eine starke Ozonzerstörung ist aber auch im arktischen Polarwirbel möglich (z. B. Salawitch
et al., 1993). Im Winter 1999/2000 fand starke chemische Ozonzerstörung statt, die aber
durch den Nachtransport von Ozon durch die BDC überdeckt wurde (Rex et al., 2002). Dass
selbst bei den milderen arktischen Temperaturen eine Ozonzerstörung wie in der Antarktis
auftreten kann, wurde im Winter 2010/ 2011 nachgewiesen (Manney, 2011).
Unter Berücksichtigung der hohen dynamischen Variabilität der Nordhemisphäre und der
möglichen starken Ozonzerstörung bei milden Temperaturen, ist die nordhemisphärische he-
terogene Ozonzerstörung auch unter dem Aspekt des Klimawandels nicht zu vernachlässigen
(z. B. Langematz et al., 2014, Bednarz et al., 2016).
2.2. Die Stratosphären-Troposphärenkopplung
Der Einfluss der Troposphäre auf die Stratosphäre ist seit längerem etabliert (z. B. Char-
ney und Drazin, 1961). So breiten sich atmosphärische Wellen von der Troposphäre in die
Stratosphäre aus und können dort Temperatur, Zirkulation und über die BDC die Zusam-
mensetzung der Atmosphäre verändern. Lange Zeit wurde vermutet, dass die Stratosphäre
lediglich passiv auf Antriebe aus der Troposphäre reagiert, diese aber nicht aktiv beeinflusst.
In den 1990ern wurde die beidseitige Kopplung von Strato- und Troposphäre etabliert. So
wurde gezeigt, dass die Variabilität der stratosphärischen Zirkulation auch die Zirkulation in
der Troposphäre, speziell der Nordatlantischen Oszillation (NAO) beeinflusst (z. B. Kodera
et al., 1990, Baldwin et al., 1994).
Dass mit Berücksichtigung stratosphärischer Variabilität Vorhersagen der Troposphäre ver-
bessert werden können, liegt in der langsamen Strahlungsrelaxationsrate der Stratosphäre
begründet (Newman und Rosenfield, 1997). Durch das langsame Abklingen von Störungen
in der Stratosphäre, hat diese ein längeres Gedächtnis als die Troposphäre (Baldwin et al.,
2003b). Sind Strato- und Troposphäre gekoppelt, kann sich dieses stratosphärische Signal
in die Troposphäre ausbreiten. Kenntnis des stratosphärischen Zustandes und eine realisti-
sche Berücksichtigung der Stratosphären-Troposphärenkopplung (STC) im Vorhersagemo-
dell kann demnach die Vorhersage des troposphärischen Zustandes verbessern. So können
SSWs Kaltluftausbrüchen in der Troposphäre vorausgehen (Tomassini et al., 2012). Weiter-
hin kann das Totalozonfeld im März dazu genutzt werden, oberflächennahe Temperaturen in
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Abbildung 2.9.: Komposits der Zeit-Höhen-Schnitte der nordhemisphärischen Ringmode für
a) 18 Schwach- und b) 30 Starkwirbelereignisse. Aus: Baldwin und Dunker-
ton (2001).
einigen Regionen Eurasiens vorherzusagen (z. B. Stone et al., 2019). Die stärkste Kopplung
zwischen Strato- und Troposphäre besteht, wenn sich PWs aus der Troposphäre ausbreiten
können. Nach dem Charney-Drazin-Kriterium (Charney und Drazin, 1961) ist dies der Fall,
wenn in der Stratosphäre Westwinde vorherrschen, die allerdings nicht zu stark sein dürfen.
In der Nordhemisphäre besteht eine Kopplung zwischen beiden Atmosphärenschichten daher
im Winter und in der Südhemisphäre vor allem im Frühling (z. B. Graversen und Christian-
sen, 2003).
Zonal gemittelte Kopplung
Die deutlichste vertikale Kopplung zwischen Strato- und Troposphäre in den Extratropen ist
in den Ringmodi erkennbar (Thompson und Wallace, 1998, SPARC, 2010). Die Ringmodi
erstrecken sich von mittleren bis in hohe Breiten in Tropo- und Stratosphäre und sind durch
meridionale Variabilität in Druck- und Temperaturfeldern gekennzeichnet. In der Stratosphä-
re sind sie durch Variationen in der Polarwirbelstärke, in der Troposphäre durch meridionale
Variationen in der Lage der Zugbahnen von außertropischen Stürmen gekennzeichnet (z. B.
SPARC, 2010).
Für die Nordhemisphäre wurde gezeigt, dass starke Anomalien der stratosphärischen Zirku-
lation in der LS die Phasen von Arktischer Oszillation (AO) und NAO beeinflussen können
(z. B. Baldwin und Dunkerton, 2001). Mit Kompositanalysen von Ereignissen mit stark po-
sitiven, bzw. negativen Anomalien des Nordatlantischen Ringmodus (NAM) zeigen Baldwin
und Dunkerton (2001) das Abwärtswandern stratosphärischer Anomalien in die untere Tro-
posphäre (siehe Abbildung 2.9). Stark negative Moden sind hierbei mit einem gestörten,
schwachen Wirbel in der Stratosphäre assoziiert, positive Moden mit einem starken strato-
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sphärischen Wirbel. Die stratosphärischen Nordatlantischer Ringmodus (NAM)-Anomalien
wandern von 10 hPa abwärts in die untere Stratosphäre, wo sie im Mittel über zwei Monate
länger andauern als in der mittleren Stratosphäre (siehe Abbildung 2.9). Bei Schwachwir-
belereignissen wandern die stratosphärischen Anomalien innerhalb von 10 Tagen bis in die
Troposphäre. Bei Starkwirbelereignissen verhält es sich ähnlich, jedoch gibt es eine länge-
re Verzögerung bis starke troposphärische Anomalien auftreten. Limpasuvan et al. (2005)
haben gezeigt, dass Starkwirbelereignisse (auch Wirbelintensivierungen (VI)) durch anomal
niedrige Wellenaktivität, das Absinken der westlichen Windanomalie, reduziertem polwär-
tigen PW-Wärmefluss und ein Durchdringen der Druckanomalien bis zum Boden gekenn-
zeichnet sind. Bei VIs erfolge außerdem das Abwärtswandern von Temperatur- und Wind-
anomalien langsamer und schwächer als bei SSWs und VIs treten bevorzugt während La
Niña-Ereignissen auf.
AO und NAO als troposphärische Teile des NAM sind in der Wahrscheinlichkeitsdichte ih-
rer Indizes von den stratosphärischen Anomalien des NAM beeinflusst: Die Wahrscheinlich-
keitsdichtefunktionen beider Indizes sind bei Stark- und Schwachwirbelereignissen jeweils
in ihren Extremwerten stark verschieden. So sind Starkwirbelereignisse (engl. strong vortex
events, kurz: SVEs) bei AO- oder NAO-Indizes größer als 1 drei- bis viermal so wahrschein-
lich wie bei Schwachwirbelereignissen (engl. weak vortex events, kurz: WVEs). WVEs sind
hingegen bei Indizes kleiner als -1 drei- bis viermal so wahrscheinlich wie SVEs. AO-Indizes
größer als 1 und kleiner als -1 sind mit Extremwetterereignissen verbunden. Bei WVEs sind
relativ zu SVEs außertropische Stürme wahrscheinlicher und deren Zugbahnen südlicher.
Der Zusammenhang zwischen stratosphärischer NAM und AO, bzw. NAO impliziert daher
eine Vorhersagbarkeit der troposphärischen Zirkulation mit Hilfe der Stratosphäre. Baldwin
und Dunkerton (2001) zeichnen Änderungen in der mittleren Meridionalzirkulation indu-
ziert durch Schwerewellenantrieb in der untersten Stratosphäre für die STC verantwortlich
und negieren einen Mechanismus über in der Stratosphäre abwärts reflektierte Wellen, die
in der Troposphäre absorbiert würden. Die Andauer troposphärischer Ringmodi (und damit
ihre Vorhersagbarkeit) ist maximal, wenn die Anomalien der LS-Moden am größten sind
(Baldwin et al., 2003b). In der Nordhemisphäre ist dies im Mittwinter der Fall, in der Süd-
hemisphäre im Spätfrühling. Laut Graversen und Christiansen (2003) ist die STC in der SH
schwächer und schneller als in der NH.
Abwärtskoppeln von Wellen
Neben der zonalgemittelten Kopplung zwischen Polarwirbel und troposphärischen Jet, ha-
ben Perlwitz und Harnik (2003) in Reanalysen einen Einfluss der Stratosphäre auf die Tro-
posphäre über PWs beschrieben. Sie zeigen, dass sich in einigen Jahren in der Stratosphäre
reflektierende Flächen bilden und ein statistisch signifikantes Signal zwischen der stratosphä-
rischen Welle 1 und einem Welle 1-Signal in der Troposphäre ein paar Tage später auftritt.
Voraussetzungen hierfür sind zum einen, dass der Polarwirbel sein Maximum in der LS hat,
zum anderen muss sich in der mittleren und unteren Stratosphäre ein klarer meridionaler
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Wellenkanal ausbilden, welcher die Wellen in die hohen Breiten der Troposphäre leitet.
In einer Studie von Shindell et al. (2001) wird eine Reduktion des aufwärts gerichteten
EP-Flusses während positiver NAM-Phasen festgestellt. Dies können Perlwitz und Harnik
(2003) mit dem Abwärtskoppeln von Wellen (engl. downward wave coupling, DWC) erklä-
ren: ein starker Wirbel in der LS bildet sich vor allem in positiven NAM-Phasen aus, der
wiederum ein Kennzeichen für die Abwärtsreflexion von Wellen ist. Durch die Abwärtsre-
flektion der Wellen wird der stratosphärische Grundstrom weniger durch Wellen verlang-
samt, was zu einer positiven Rückkopplung führt.
Die Stratosphäre beeinflusst die Troposphäre auf verschiedenen Zeitskalen (z. B. SPARC,
2010, Gerber et al., 2012): intrasaisonal können Anomalien im stratosphärischen Polarwir-
bel die troposphärische Zirkulation beeinflussen und so auch die Vorhersagbarkeit von tro-
posphärischem Wetter verbessern. Interannual können ENSO und die QBO einen Einfluss
auf die stratosphärische Zirkulation und diese wiederum auf die Troposphäre ausüben. Vul-
kanausbrüche und die solare Variabilität können die Stratosphäre über mehrere Jahre hinweg
beeinflussen. Auf multidekadischer Skala wird die Stratosphäre anthropogen durch ODSs
und Treibhausgase (GHGs) beeinflusst. So hat beispielsweise der Ozonabbau in der antark-
tischen Stratosphäre zu dynamischen Änderungen in der Stratosphäre geführt, die sich auf
die troposphärische Zirkulation auswirkt (Thompson und Solomon, 2002).
Einfluss veränderter Wellenausbreitung
Die Schneebedeckung über Eurasien kann einen Einfluss auf die Wellenausbreitung in die
Stratosphäre und damit auf die Stärke des Polarwirbels ausüben, was sich wiederum auf
die Geopotentielle Höhe der Troposphäre im Winter auswirken kann (Cohen et al., 2007).
Eine besonders große Schneebedeckung im Herbst kann das sich im Oktober ausbildende
Hochdruckgebiet über Sibirien verstärken (Cohen et al., 2007). Die Verstärkung des sibiri-
schen Hochs, die thermischen Effekte der Schneebedeckung und der Orographie passe dann
zu einer positiven Anomalie im Wellenaktivitätsfluss im Spätherbst, bzw. Frühwinter. Der
verstärkte Wellenfluss führe wiederum zu einer Stratosphärenerwärmung und im Januar zu
einem negativen AO-Muster in der Troposphäre (Cohen et al., 2007). Cohen et al. (2007)
argumentieren, dass durch die konsistente NAM-Reaktion im Winter auf die Schneebede-
ckung im Herbst eine hilfreiche Diagnostik zur Jahreszeitenvorhersage gegeben ist. Durch
diesen Zusammenhang sei es auch möglich, dass sich Trends in der herbstlichen eurasischen
Schneebedeckung in winterlichen NAM-Trends widerspiegeln (Cohen et al., 2007).
Durch die Änderung der Ausbreitungsbedingungen für PWs können während FSWs auch
troposphärische Winde beeinflusst werden. So werden nach dem FSW, wenn sich die strato-
sphärischen Winde an die Sommerklimatologie anpassen, PWs in der Troposphäre “gefan-
gen”, was hier zu einer vorübergehenden Verlangsamung der Westwinde führt (Black und
McDaniel, 2007). Sheshadri et al. (2014) zeigen jedoch, dass die troposphärischen Ände-
rungen nicht allein durch Veränderungen im Zeitpunkt des FSWs zu erklären sind.
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Hu und Guan (2018) finden einen Zusammenhang zwischen dem nordhemisphärischen stra-
tosphärischen Polarwirbel und der Pazifischen Dekadischen Oszillation (engl. Pacific deca-
dal oscillation, PDO). Demnach sei die Änderung der Meeresoberflächentemperaturen (SST)
im Nordpazifik eng mit der Stärke des Polarwirbels verbunden: warme SSTs im Nordpazifik
werden mit einer negativen PDO-Phase und einem schwachen Polarwirbel assoziiert. Die
Kopplung erfolgt hier über eine veränderte Ausbreitung planetarer Wellen im Bereich des
Alëutentiefs.
2.2.1. Anthropogener Einfluss auf Stratosphäre und die STC
Dass Strahlungsprozesse die STC beeinflussen können, ist seit längerem bekannt (SPARC,
2010): die stratosphärische Abkühlung durch den CO2-Anstieg kompensiert einen Teil der
troposphärischen Erwärmung, der Anstieg von stratosphärischem Wasserdampf bewirkt am
Boden eine Erwärmung (Forster und Ramaswamy, 2007). Neben diesen globalen Effekten,
gibt es auch lokale Änderungen in der Troposphäre, die auf Änderungen in der STC durch
stratosphärische Ozonzerstörung (engl. stratospheric ozone depletion, OD) zurückzuführen
sind.
In der dritten Phase des Modellvergleichsprojektes CMIP3, dessen Ergebnisse im 4. Assess-
ment Report des Zwischenstaatlichen Ausschusses für Klimaänderungen (engl. Intergover-
nmental Panel on Climate Change, IPCC) verwendet wurden, hat etwa die Hälfte der Mo-
delle die beobachtete Ozonzerstörung nicht berücksichtigt. Modellsimulationen mit Ozonab-
bau zeigten im Allgemeinen eine stärkere Zirkulationsänderung in der Troposphäre (Polvani
et al., 2011) und Trends, die näher an den Beobachtungen liegen (Cai und Cowan, 2007). Es
wurde gezeigt, dass der stratosphärische Ozonabbau einen klimatologischen Effekt nicht nur
in der Stratosphäre hat, sondern auch die Zirkulation in der südhemisphärischen Troposphäre
beeinflusst (z. B. Thompson und Solomon, 2002, Gillett und Thompson, 2003).
Einfluss des Klimawandels auf die Ozonchemie
Der Anstieg von GHGs in der Atmosphäre hat direkte (chemische) und indirekte (dynami-
sche) Auswirkungen auf das stratosphärische Ozon. CO2 führt in der oberen Stratosphäre zu
einer Netto-Zunahme von Ozon, da der katalytische Abbau durch den NOx-Zyklus bei den
niedrigeren Temperaturen in der Stratosphäre ineffektiver ist (z. B. WMO, 2014). Eine rela-
tive Zunahme von Ozon bewirkt auch der Anstieg von CH4. Bei einer hohen Konzentration
halogenierter Kohlenwasserstoffe kann es beispielsweise durch die Reaktion von Chlorato-
men mit Methan zur Bildung des Chlorreservoirgases HCl kommen. So hat der gleichzeitige
Anstieg von CH4 und halogenierten Wasserstoffen den Ozonabbau im 20. Jh. durch letztere
um 20 % vermindert (Portmann et al., 2012). Der Anstieg von Lachgas (N2O) führt durch
seine Wirkung auf den NOx-Zyklus zu einer starken Ozonabnahme. Selbst unter Berücksich-
tigung des verlangsamten NOx-Zyklus durch den CO2-Anstieg hätte die Reduzierung von
3Climate Model Intercomparison Project (CMIP)
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N2O einen größeren Einfluss auf die Erholung des Totalozons als die einzelnen halogenier-
ten Kohlenwasserstoffe (Ravishankara et al., 2009, Portmann et al., 2012). Eine Änderung
der Stabilität des stratosphärischen Polarwirbels kann einen Einfluss auf den Ozonverlust
durch halogenierte Kohlenwasserstoffe haben. Wie und in welcher Stärke sich der Polarwir-
bel durch den Klimawandel ändern wird, ist noch nicht hinreichend geklärt (z. B. Portmann
et al., 2012, WMO, 2014). Die verschiedenen Treibhausgase haben also unterschiedliche Ef-
fekte auf Ozon. CO2 und CH4 bewirken eine Nettozunahme, N2O jedoch eine Nettoabnahme
von Ozon.
Nicht nur haben Treibhausgase einen Einfluss auf die Ozonchemie, die ODSs haben auch
einen Einfluss auf den Klimawandel. Die meisten FCKs und ihre Ersatzstoffe sind starke
Treibhausgase (WMO, 2014).
Dynamische Änderungen
Die stratosphärische Ozonzerstörung (OD) bewirkt in der unteren Stratosphäre eine strah-
lungsbedingte Auskühlung, welche die heterogene Ozonchemie effektiver macht (z. B. Kiehl
et al., 1988, Randel und Wu, 1999) und folglich zu einem stärkeren Ozonabbau und stärkerer
Abkühlung führt (positive Strahlungsrückkopplung) (Albers und Nathan, 2013).
Über den thermischen Wind bewirkt die Abkühlung in der LS eine Verstärkung des Zonal-
windes. Ist der Ausgangszustand der Westwinde in der LS relativ stark, verhindert die weitere
Verstärkung der Winde das Ausbreiten und Brechen atmosphärischer Wellen in die darüber
liegende Atmosphäre. Die Abnahme des vertikalen Wellenflusses in der Zeit der OD wur-
de in Beobachtungen nachgewiesen (z. B. Coy et al., 1997, Hu und Kit Tung, 2003). Durch
die geringere Wellenausbreitung wird der Wirbel stärker und kälter (positive dynamische
Rückkopplung) (z. B. Lin et al., 2017). Gleichzeitig wird durch die schwächere BDC in der
LS weniger Ozon in die Polarregion transportiert und die dortige Luft weniger stark adiaba-
tisch erwärmt, was eine relative adiabatische Abkühlung bedeutet.
Ist der Ausgangszustand der Westwinde relativ schwach, kommt es nun zu einer vermehr-
ten Ausbreitung planetarer Wellen, die BDC wird verstärkt. Eine stärkere BDC bewirkt eine
stärkere adiabatische Erwärmung, die der Strahlungsauskühlung entgegen wirkt (negative
dynamische Rückkopplung) (z. B. Mahlman et al., 1994, Manzini et al., 2003). Diese nega-
tive Rückkopplung wurde von Ivy et al. (2016) in Beobachtungen gezeigt. Die stärkere BDC
bewirkt außerdem einen verstärkten Ozontransport in die polare Stratosphäre (z. B. Man-
zini et al., 2003). Da diese negative dynamische Rückkopplung nur bei relativ schwachen
Westwinden auftritt, ist sie in der SH nur vorhanden, wenn der Wirbel beginnt zusammen zu
brechen (Lin et al., 2017).
Hu et al. (2015) zeigen in ihrer Modellstudie, dass in der LS der SH die positive dynamische
Rückkopplung dominiert, in der NH jedoch die negative. Bedenkt man die unterschiedli-
che Stärke der PNJs in Nord- und Südhemisphäre und die eben beschriebene Abhängigkeit
der Änderungen in der Wellenausbreitung von der Windstärke, lassen sich die Unterschie-
de in der dynamischen Rückkopplung wie folgt erklären: In der Südhemisphäre sind die
Westwinde beim Einsetzen der OD zumeist sehr stark, da der Wirbel der SH allgemein auf-
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grund des geringeren Wellenantrieb aus der Troposphäre ungestörter ist. In der Nordhemi-
sphäre breiten sich jedoch mehr atmosphärische Wellen aus, der Wirbel ist gestörter als in
der SH und die Westwinde im Vergleich zur SH eher schwach. Somit bewirkt die OD we-
gen der schwächeren Westwinde hier eine negative dynamische Rückkopplung. Hu et al.
(2015) zeigen zudem, dass in ihren Simulationen mit WACCM mit vorgeschriebenen Ozon-
feldern bei OD in der NH nur eine geringe Temperaturabnahme simuliert wird und eine
Abschwächung des Polarwirbels. Durch das Vorschreiben der Ozonfelder wurde die Stärke
des Polarwirbels womöglich unterschätzt (z. B. Sassi et al., 2005, Waugh et al., 2009). An-
dererseits haben verschiedene Studien gezeigt, dass der troposphärische Wellenantrieb durch
den Anstieg an GHGs verstärkt wurde (z. B. Butchart und Scaife, 2001, Gillett et al., 2002).
Durch den verstärkten Wellenantrieb aus der Troposphäre würde der Polarwirbel folglich
instabiler und wärmer und eine mögliche Strahlungsauskühlung durch Ozonzerstörung wäre
nicht stark genug dem entgegen zu wirken. In den 1990ern, als die stratosphärischen ODS-
Konzentrationen ihr Maximum erreichten, traten im nordhemisphärischen Winter weniger
SSWs auf als üblich. Die Ursachen hierfür sind vielfach diskutiert aber nicht abschließend
geklärt (Manney et al., 2005). Die Strahlungsauskühlung durch chemischen Ozonabbau mag
zu den kalten starken Wirbeln dieser Jahre beigetragen haben.
Den Einfluss verschiedener dynamischer Zustände (mit und ohne Abwärtskoppeln von Wel-
len (DWC)) auf die arktische Ozonkonzentration haben Lubis et al. (2017) untersucht. Sie
zeigen den Beitrag von Wellenreflektion auf die dynamische “Kontrolle” stratosphärischen
Ozons.
In der oberen Stratosphäre (engl. upper stratosphere, US) kommt es durch die Temperatur-
abnahme durch steigende GHG- und ODS-Konzentrationen zu einer Zunahme der Ozonpro-
duktion, welche zu einer Temperaturzunahme in dieser Region führt (negative Strahlungs-
rückkopplung) (Albers und Nathan, 2013).
Während der Abkühlung in der LS erfolgt in der US eine Erwärmung, für die dynamische
Ursachen vermutet werden (Ramaswamy et al., 2001). Manzini et al. (2003) simulieren wäh-
rend der OD in der LS ein verstärktes Absinken in der Mesosphäre. Sie erklären das damit,
dass bei starken Westwinden in der LS sich vermehrt ostwärts wandernde Schwerewellen in
höhere Schichten ausbreiten können, im Vergleich zu Zeiten ohne OD in der LS. Die BDC
in der Mesosphäre wird vor allem durch GWs bestimmt, kann aber durch PWs beeinflusst
werden.
Albers und Nathan (2013) zeigen einen anderen Mechanismus wie es oberhalb der Region
mit OD zu einer negativen dynamischen Rückkopplung kommen kann. Sie konzentrieren
sich auf die vertikale Ausbreitung planetarer Wellen und deren Einfluss auf die BDC. Wie
Albers und Nathan (2012) gezeigt haben, können plantetare Wellen, die durch die Region
mit OD in der LS hindurch wandern, vorkonditioniert werden: ihre Wellenamplitude und
der vertikale Energiefluss wachsen an. So kommt es durch die OD in der LS in der US zu
einem verstärkten Antrieb durch brechende Schwerewellen und planetare Wellen, der die
BDC verstärkt und in der US zu einem verstärkten Absinken und adiabatischer Erwärmung
führt. Unterschiedliche Änderungen in der Ausbreitung stationärer und transienter planetarer
Wellen als Reaktion auf die OD kann ebenfalls zu einer positiven dynamischen Rückkopp-
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lung in der US beitragen (Hu et al., 2015). Das Abwärtswandern des verstärkten Absinkens
und damit die adiabatische Erwärmung wird laut Manzini et al. (2003) von PWs beeinflusst.
Durch dieses Abwärtswandern wird die Strahlungsauskühlung durch Ozonabbau verringert
(negative dynamische Rückkopplung).
Durch diese strahlungsbedingte Temperaturabnahme in der LS wird der meridionale Tem-
peraturgradient zwischen Tropen und Polarregionen erhöht und damit der stratosphärische
Polarwirbel verstärkt, die Umkehr zur Sommerzirkulation wird verzögert (Thompson und
Solomon, 2002).
Während der Periode mit OD kommt es durch die dynamischen Rückkopplungen zu einer
Abschwächung der unteren Äste in Nord- und Südhemisphäre und einer Verstärkung des
oberen Astes der BDC vor allen in der Südhemisphäre (Hu et al., 2015).
Änderungen in der Troposphäre
Die OD ist der Hauptantrieb für Änderungen der troposphärischen Zirkulation der Südhe-
misphäre im 20. Jh. (Karpechko et al., 2018). Demnach hat sich der troposphärische Jet der
SH zwischen 1970 und 2000 polwärts verschoben und verstärkt. Diese Veränderungen in der
troposphärischen Zirkulation können sowohl in Globalen Klimamodellen (GCMs) als auch
in Klima-Chemiemodellen (CCMs) der OD zugeordnet werden (Son et al., 2018). Gerber
und Son (2014) ordnen diese Verschiebung nicht allein der stratosphärischen Abkühlung,
sondern vielmehr dem veränderten Temperaturgradienten zwischen polarer LS und tropi-
scher oberer Troposphäre (UT) zu. So bewirkt sowohl eine Abkühlung der polaren LS wie
auch eine Erwärmung in der tropischen obere Troposphäre (UT) eine Polwärtsverschiebung
des troposphärischen Jets. Mit der Verschiebung des troposphärischen Jets geht auch die Ver-
stärkung des SAM-Index, d. h. einer Temperaturzunahme über der antarktischen Halbinsel
und Patagonien, sowie einer Abkühlung über der Ostantarktis, einher (z. B. Thompson und
Solomon, 2002), sowie die Polwärtsverschiebung des polseitigen Randes der Hadley-Zelle
(z. B. Waugh et al., 2015). Der SAM-Index ist zur Zeit der OD auch persistenter in der Stra-
tosphäre und weist eine höhere Frequenz an Extremereignissen auf (Dennison et al., 2015).
Sowohl GHG- als auch ODS-Änderungen haben in den letzten Jahrzehnten zu den antark-
tischen Temperaturänderungen beigetragen, die sich im SAM-Index widerspiegeln, wobei
beide Faktoren einen ähnlich starken Einfluss auf das bodennahe Klima hatten, die ODS-
Änderungen jedoch die Variationen in der mittleren Troposphäre dominierten (Shindell und
Schmidt, 2004). Um den Einfluss des stratosphärischen Ozonabbaus quantifizieren zu kön-
nen, haben Polvani et al. (2011) mithilfe von Zeitscheibensimulationen die Effekte von ODSs
und GHGs getrennt betrachtet und gezeigt, dass der Einfluss des stratosphärischen Ozonab-
baus auf die südhemisphärische Sommerzirkulation ca. 2–3 mal stärker ist als der Einfluss
von GHGs. Polvani et al. (2011) beschreiben die Einflüsse des Ozon wie folgt: direkter ther-
mischer Effekt des Ozonabbaus ist eine Abkühlung der LS in der Polarkappe (Vergleiche
Abbildung 2.10). Innerhalb von 1 bis 2 Monaten hat sich diese Abkühlung bis in 100 hPa
fortgesetzt. Durch die Abkühlung in der LS kommt es zum Anheben der Tropopause. Folgen
hiervon sind die polwärtige Verschiebung des Strahlstroms der mittleren Breiten, eine Ver-
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stärkung der SAM, sowie eine polwärtige Verbreiterung der Hadley-Zelle und Ausbreitung
der subtropischen Trockenzone.
Durch Änderungen in der Dissipation planetarer Wellen beeinflusst die OD die BDC im
Südfrühling und -sommer (Orr et al., 2013). Im Spätfrühling wird die Strahlungsauskühlung
über 100 hPa durch Ozonabbau fast durch verstärkte dynamische Erwärmung aufgewogen.
Zwischen 300 und 100 hPa kommt es hingegen zu einer relativen Abnahme dynamischer
Erwärmung, die Strahlungsauskühlung wird hier also verstärkt, so dass der Effekt einer ab-
wärtswandernden negativen Temperaturanomalie entsteht. Der Einfluss der OD auf die Tro-
posphäre ist im Südsommer am größten und in den restlichen Jahreszeiten ähnlich stark wie
der GHG-Einfluss (McLandress et al., 2011).
Durch die Verschiebung des troposphärischen Jets in Folge der stratosphärischen Ozonän-
derungen kommt es in der Troposphäre zu Änderungen im Niederschlag. Der Anstieg des
Niederschlags in den südhemisphärischen Subtropen in den letzten Dekaden des 21. Jahr-
hunderts konnte der OD zugeordnet werden (Kang et al., 2011, Purich und Son, 2012, Bai
et al., 2016).
In der Nordhemisphäre konnte keine robuste Verbindung zwischen der OD und den lang-
fristigen Änderungen im nordhemisphärischen Klima festgestellt werden (Karpechko et al.,
2018). Extrem niedrige Ozonkonzentrationen im Frühling können jedoch kurzfristige Effek-
te auf das regionale Klima ausüben. So haben die extrem niedrigen Ozonkonzentrationen im
Frühling 2011 zur langanhaltenden Verschiebung der troposphärischen Zirkulation in eine
positivere NAM-Phase beigetragen (Karpechko et al., 2014). Smith et al. (2014a) argumen-
tieren jedoch mithilfe der Ergebnisse eines GCMs, dass eine signifikant größere Ozonzerstö-
rung als 2011 nötig sei, um einen deutlichen Einfluss in der unteren Troposphäre zu bewir-
ken. Einen signifikanten Einfluss von OD auf die nordhemisphärische Troposphäre können
Calvo et al. (2015) in ihrer Studie mit einem CCM nachweisen. Sie argumentieren, dass die
Kopplung von Dynamik und Chemie essentiell für ein troposphärisches OD-Signal in der
NH sei. Eine Verbindung zwischen arktischen Ozonextrema und troposphärischem Klima
wurde von Ivy et al. (2017) in Beobachtungen gezeigt. Sie untersuchen auch verschiedene
Einflussfaktoren auf die Stratosphäre und zeigten, dass Änderungen in der stratosphärischen
Ozonkonzentration einen stärkeren Effekt auf das stratosphärische Klima haben als das Auf-
treten von SSWs, ENSO-Ereignissen und der Anstieg der Treibhausgase. Außerdem besteht
eine mögliche Verbindung zwischen arktischen Ozonänderungen und der Nordpazifischen
Oszillation und über diese zu ENSO (Xie et al., 2016). Eine Verbindung von arktischem stra-
tosphärischem Ozon zu ENSO wurde auch in CCMI4-Modellen gezeigt (Harari et al., 2019).
Diese Verbindung ist jedoch schwächer als in den Beobachtungen. Harari et al. (2019) ver-
muten, dass die in den Modellen gezeigte Verbindung zwischen arktischem stratosphäri-
schem Ozon und ENSO eher auf eine Autokorrelation von ENSO zurückzuführen ist als auf
eine Reaktion von ENSO auf stratosphärische Ozonänderungen. Rind et al. (2009) disku-
tieren gar einen möglichen Einfluss des südhemisphärischen stratosphärischen Ozonabbaus
auf die NAM, können dies aber aufgrund nicht ausreichend guter Beobachtungsdaten nicht




Abbildung 2.10.: Schema des Einflusses von a) Ozonzerstörung und b) Ozonerholung auf
die troposphärische Zirkulation im südhemisphärischen Sommer. Aus: Son
et al. (2010).
eindeutig nachweisen.
Aufgrund der starken interannualen Variabilität der nordpolaren Stratosphäre sowie des ge-
ringeren Ausmaßes der stratosphärischen Ozonzerstörung kann die OD keinen deutlichen
Einfluss auf den Trend der troposphärischen Zirkulation in der NH ausüben. Da die OD
jedoch die interannuale Variabilität der NH Stratosphäre beeinflusst, können Winter mit Ex-
trema im stratosphärischen Ozon einen signifikanten Einfluss auf die Troposphäre ausüben
(z. B. Calvo et al., 2015, Ivy et al., 2017).
In ihrer Modellstudie zeigen Polvani et al. (2017), dass der negative Temperaturtrend in der
unteren Stratosphäre in den Tropen von 1979–1997 durch ODSs nicht, wie vielfach vermu-
tet, durch GHGs verursacht wird. Sie können in der tropischen LS ein signifikant verstärktes
Aufsteigen, eine Abnahme des Ozonmischungsverhältnisses und ein Absinken der Tempera-
tur nachweisen. Außerdem zeigt sich, dass durch die Berücksichtigung der ODSs zusätzlich
zu SSTs und GHGs nicht nur der aufsteigende Ast der BDC in den Tropen verstärkt wur-
de, sondern auch der absinkende Ast in den polaren Breiten. Der Einfluss der ODSs auf die
gesamte BDC in den von Polvani et al. (2017) ausgewerteten Simulationen wurde von Gar-
finkel et al. (2017) untersucht. Garfinkel et al. (2017) zeigen, dass es ab den 1980ern zu struk-
turellen Veränderungen in der BDC kam. Von 1960 bis 1980 ist die BDC in der unteren und
mittleren Stratosphäre durch stratosphärischen Ozonabbau, steigende GHG-Konzentrationen
und steigende SSTs beschleunigt, das mittlere Alter der stratosphärischen Luft (AoA) nimmt
ab und der aufwärtsgerichtete tropische Massenfluss ist bis Anfang der 1990er verstärkt. In
den 1990ern beginnt durch die Abnahme der ODSs die langsame Erholung der Ozonschicht.
Dies führt zur Verlangsamung der BDC und folglich zu einem Anstieg des AoA. Der 1991
ausgebrochene Vulkan Pinatubo bewirkt ebenfalls eine Verlangsamung der BDC. Sowohl der
ODS-Rückgang als auch die vulkanische Eruption wirken besonders stark in der mittleren
Atmosphäre. So dominieren ab den 1990ern in der LS Effekte, die die BDC beschleunigen
(nämlich GHG- und SST-Anstieg). In der mittleren Stratosphäre überwiegen hingegen Ef-
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fekte, die die BDC verlangsamen (nämlich ODS-Rückgang und eine vulkanische Eruption).
Ein Sonderfall ist die südhemisphärische LS, hier haben die ODSs im Gegensatz zur rest-
lichen LS einen starken Einfluss. Die Effekte der allmählichen ODS-Abnahme werden hier
von den Effekten der ansteigenden GHGs aufgehoben. Dies bewirkt, dass Garfinkel et al.
(2017) hier ab 1995 keinen Trend im AoA nachweisen können.
Über die OD-bedingten Änderungen im Oberflächenwindstress kommt es zur Intensivierung
der Wirbel im Ozean in der Südhemisphäre (z. B. Cai und Cowan, 2007, Li et al., 2016).
Seviour et al. (2016) können in ihrer Modellstudie zeigen, dass der Südliche Ozean, wie in
einigen Studien vorgeschlagen wird, auf stratosphärischen Ozonabbau anfänglich mit einer
Abkühlung, langfristig aber mit einer Erwärmung reagiert. Solomon et al. (2015) können
zeigen, dass die OD einen Großteil der Veränderungen in Temperatur, Salinität und Zirkula-
tion des Südozeans im Südsommer verursachen kann, dazu gehören Änderungen im Ober-
flächenwindstress und der Meridionalen Umkehrzirkulation (engl. meridional overturning
circulation) MOC. Eine Verstärkung des Amundsen-See-Tiefs (engl. Amundsen Sea Low -
ASL), einem Tiefdruckgebiet westlich der Drakestraße, das einen signifikanten Einfluss auf
das Klima der Westantarktis hat, zeigen England et al. (2016). Sie untersuchen die Stärke
des ASL über die gesamte Periode der stratosphärischen Ozonzerstörung (ab etwa 1960) und
können eine signifikante Vertiefung des ASL in diesem Zeitraum feststellen. Die Möglich-
keit einer Verlangsamung der CO2-Aufnahme durch den Südozean wurde untersucht, durch
neuere Analysen jedoch widerlegt (z. B. Landschützer et al., 2015).
Da die ODSs auch klimaaktive Gase sind, hat ihre Einschränkung durch das Montrealer Pro-
tokoll eine weitere Erwärmung der Atmosphäre und damit thermische Expansion des Ozeans
und Meeresspiegelanstiegs verhindert (Karpechko et al., 2018).
Die DWC wird durch Ozonabbau und -erholung modifiziert: In der Zeit des Ozonabbaus dau-
ert in der Südhemisphäre der Grundzustand, der Wellenreflektion begünstigt, länger (bis in
den Sommer) an, da sich das Zusammenbrechen des Wirbels verzögert (Shaw et al., 2011).
Die DWC ist also in der Zeit des Ozonabbaus im November bis Dezember verstärkt. Mit
der Erholung des Ozons wird die stratosphärische Zirkulation im November und Dezember
wieder sommerlich, eine Wellenausbreitung in die Stratosphäre ist nicht mehr möglich und
die DWC ist reduziert (Shaw et al., 2011). Die Saisonalität der DWC wird von Shaw et al.
(2010) anhand von ERA40-Reanalysen untersucht. Demnach dominiert die DWC die STC
in der Südhemisphäre, während in der Nordhemisphäre zonalgemittelte Kopplung und DWC
ähnlich stark sind. In der Südhemisphäre findet DWC von September bis Dezember, in der
Nordhemisphäre von Januar bis März statt. Shaw et al. (2010) zeigen, dass sich eine vertikal
reflektierende Fläche in beiden Hemisphären auch im Frühwinter ausbildet, DWCs durch





Die Effekte der STC, insbesondere der zonalgemittelten Kopplung, die sich über die In-
dizes der Ringmodi ausdrückt, wurden vielfach in Beobachtungen und Modellversuchen
gezeigt. Welche Mechanismen stratosphärische Änderungen auf die Troposphäre übertra-
gen ist weitestgehend unklar. Mögliche Mechanismen sind das Downward Control-Prinzip
von Haynes et al. (1991) oder die hydrostatisch-geostrophische Anpassung (engl. Balanced
Response) (Ambaum und Hoskins, 2002, Black, 2002). Durch die Beeinflussung synopti-
scher Wellen und planetarer Wellen in der Troposphäre können sich stratosphärische Signa-
le ebenfalls in der Troposphäre auswirken (z. B. Limpasuvan und Hartmann, 2000, Yang
et al., 2015, Smith und Scott, 2016, Lubis et al., 2016). Verschiedene Studien zeigen, dass
Eddy-Rückkopplungen in der Troposphäre nötig sind, um das stratosphärische Signal in der
Troposphäre zu verstärken (z. B. Polvani et al., 2011, McLandress et al., 2011, Orr et al.,
2012, Kidston et al., 2015). Polvani et al. (2011) räumen jedoch ein, dass das Downward-
Control-Prinzip nicht die gesamte Stärke des troposphärischen Signals erklären kann und
Eddy-Rückkopplungen in der Troposphäre nötig sind, die das stratosphärische Signal in der
Troposphäre verstärken.
Thompson et al. (2006) zeigen, dass die Amplitude der beobachteten troposphärischen Re-
aktion auf die stratosphärische Variabilität quantitativ vergleichbar ist mit dem Effekt der
hydrostatisch-geostrophischen Anpassung nach einem anomalen Wellenantrieb in der Stra-
tosphäre. Sie meinen also, entgegen früherer Studien, dass keine Verstärkung des Signals in
der Troposphäre nötig ist. Sie zeigen, dass die beste Abschätzung der troposphärischen Reak-
tion auf stratosphärische Variabilität mit Analysen basierend auf der stratosphärischen NAM-
Komponente gelingt. Anomalien im stratosphärischen Strahlungsantrieb tragen zur Andauer
des troposphärischen Signals bei (Thompson et al., 2006). Eine Beeinflussung der Tropo-
sphäre durch die Stratosphäre durch hydrostatisch-geostrophische Anpassung wird auch von
Ambaum und Hoskins (2002) gefunden: eine positive PV-Anomalie in der Stratosphäre führt
zu einer erhöhten Tropopause über dem Pol. Durch die Streckung der troposphärischen Luft-
säule erhöht sich die geostrophische Vortizität in der Troposphäre und der Bodendruck über
der Polarregion verringert sich.
Orr et al. (2012) beschreiben einen möglichen Mechanismus, der die Auswirkungen stra-
tosphärischer Änderungen auf die Troposphäre erklärt. Sie gehen von einer positiven dy-
namischen Rückkopplung der Polarwirbelintensität in der Stratosphäre auf OD aus, wobei
sich die Abschwächung des Wellenantriebs und die Verstärkung des Zonalwindes bis auf
die Höhe der Tropopause durchsetzt. In der Troposphäre verschiebt sich der Strahlstrom der
mittleren Breiten polwärts, was einhergeht mit einem Anstieg des Wärme- und Impulsflusses
durch synoptischer Wellen. Sie vermuten weiterhin, dass Änderungen des planetaren Wel-
lenantriebs in der oberen Troposphäre wichtig für die Kopplung von Strato- an Troposphäre
ist.
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2.2.2. Zukünftige Änderungen im Stratosphärischen Ozon und
die STC
Die Zukunft der Ozonschicht hängt sowohl von der weiteren Reduzierung der ODSs in der
Atmosphäre als auch von der Stärke des Klimawandels ab. Der weitere Eintrag von ODSs ist
durch das Montrealer Protokoll und seine Folgeabkommen geregelt. Da ODSs jedoch eine
lange Verweildauer in der Atmosphäre haben, ist ein Rückgang der ODS-Konzentration auf
1980er Werte erst in einigen Jahrzehnten zu erwarten. Abbildung 2.11 zeigt das Äquivalente
effektive stratosphärische Chlor (engl. equivalent effective stratospheric chlorine (EESC)),
eine Größe, die den ozonzerstörenden Effekt von Chlor und Brom unter Berücksichtigung
verschiedener Quellgase der Moleküle, Transport dieser Gase in die Stratosphäre und unter-
schiedlicher Effektivität der ozonzerstörenden Wirkung von Chlor und Brom berücksichtigt.
Die EESC-Kurve (Abbildung 2.11 (oben links)) gilt für die Stratosphäre der mittleren Brei-
ten und zeigt, dass etwa 2050 wieder 1980er-Werte erreicht werden sollen. Für die polaren
Breiten wird ein Rückgang auf 1980er ODS-Konzentrationen erst mehr als zwei Jahrzehn-
te später erwartet (WMO, 2014). Die niedrigeren stratosphärischen Temperaturen durch den
Klimawandel bewirken im Totalozon langfristig einen Anstieg auf Werte über die als unge-
stört angenommenen Ozonkonzentrationen von 1960. Man spricht hier von einer Übererho-
lung (engl. super-recovery) der Ozonschicht, die bei den stärkeren Klimaänderungsszenarien
auftreten kann (WMO, 2014).
Eine mögliche Erholung der Ozonschicht wird überlagert von Variationen in Temperatur,
der vulkanischen Aerosole und der wellengetriebenen Verlagerungen von Polarwirbelluft in
sonnenbeschienene Regionen (Brasseur und Solomon, 2005) und ist daher schwer nachzu-
weisen. Ab etwa 2000 ist in Beobachtungen eine Erholung der antarktischen Ozonkonzen-
trationen im Frühling und Sommer zu erkennen (z. B. Solomon et al., 2016, Kuttippurath und
Nair, 2017).
Die Erholung wird jedoch verlangsamt durch das Nicht-Einhalten des Montrealer Protokolls
und seiner Folgeabkommen. Da der Eintrag von ODSs in die Atmosphäre durch das Mon-
trealer Protokoll und seine Folgeabkommen geregelt und die Verweildauer der jeweiligen
Spezies in der Atmosphäre bekannt ist, kann die globale CFC-11-Konzentration gut vorher-
gesagt werden. Wie Montzka et al. (2018) feststellen, gibt es seit 2012 einen Anstieg in der
CFC-11-Konzentration, die nicht mit der bekannten Produktion dieser Substanz zu erklären
ist. Diese unbekannte Produktion können Rigby et al. (2019) auf Ostchina eingrenzen. Mit
dieser neuen CFC-11-Quelle und möglicher zusätzlicher ODSs wird die Ozonerholung folg-
lich verzögert.
Der erwartete Ozonanstieg durch den ODS-Rückgang in der oberen Stratosphäre kann die
CO2-bedingte Abkühlung dämpfen (Maycock, 2016): beim RCP4.5-Szenario um 50 % und
beim RCP8.5-Szenario um 20 %. Beim RCP2.6-Szenario überdeckt die Erwärmung durch
O3-Zunahme sogar die CO2-bedingte Abkühlung, weswegen in der US eine leichte Erwär-
mung simuliert wird. Außerdem haben die unterschiedlichen Konzentrationen von CH4 so-
wie N2O einen Einfluss auf die Stärke katalytischer ozonzerstörender Zyklen (Revell et al.,
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Abbildung 2.11.: Änderungen der Quellgase der Halogene. Gezeigt sind das Äquivalente
effektive stratosphärische Chlor (EESC) für die Stratosphäre der mittle-
ren Breiten (oben links) und die Mischungsverhältnisse verschiedener Ga-
se [pptv], welche bis auf Methylchlorid, ODSs sind. Dargestellt sind Ab-
schätzungen und Messungen für die Vergangenheit und Projektionen ge-
mäß dem Montrealer Protokoll und der Folgeabkommen für die Zukunft.
Aus: WMO, 2014.
zuschreiben, dem dasselbe Szenario zugrunde liegt wie die geplante Simulation.
Mit sinkender ODS- und steigender GHG-Konzentration ist eine Umkehr des Temperatur-
signals in der Stratosphäre im Südwinter zu erwarten (Solomon et al., 2017). Der Vergleich
zweier Perioden mit starker Ozonzerstörung (1979–2000) und beginnender Erholung der
Ozonschicht (2000–2014) zeigt, dass in der antarktischen Stratosphäre die Temperatursigna-
le im Winter entgegengesetzt sind. Solomon et al. (2017) sprechen hier von “gespiegelten
Änderungen ”: Zur Zeit der OD ist im Winter eine Abkühlung in der unteren und eine Erwär-
mung in der mittleren Stratosphäre erkennbar. Bei beginnender Erholung des antarktischen
Ozons wird eine Abkühlung über einer Erwärmung in der LS beobachtet.
Im nordhemisphärischen Winter und Frühling wird beim weiteren Rückgang der ODS-Kon-
zentrationen die Chemie eine der Dynamik untergeordnete Rolle spielen (Bednarz et al.,
2016).
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Abbildung 2.12.: Zusammenfassung der Multimodell-Ensemble-Ergebnisse für CCMVal2,
CMIP3 und CMIP5. a) Mittelwerte der Regressionskoeffizienten r_polar
(blau) und r_trop (rot), b) Temperaturtrends über dem Pol (blau) und den
Tropen (rot), c) Verschiebung der Jetposition (grün), sowie die Komponen-
ten durch Änderungen im Ozon (blau) und Treibhausgasen (rot). d), e) wie
in b) und c), aber für den Zeitraum 2000–2079 für CCMVal2 und CMIP3
und 2007–2079 für CMIP5 RCP4.5 und RCP8.5-Szenarien. Aus: Gerber
und Son (2014).
Änderungen im Ozonfeld können verschiedene Auswirkungen auf die STC haben. Sie be-
wirken in der Troposphäre Änderungen in den Ringmodi, der Zugbahnen von Stürmen, der
Breite der Hadley-Zelle, des Niederschlags und der Temperatur.
Mit der Änderung von Temperatur und Wind der LS durch OD ändert sich auch die Aus-
breitung planetarer Wellen. Hu et al. (2015) untersuchen mit dem CCM WACCM den Ein-
fluss von OD und stratosphärischer Ozonerholung (OR) auf die Ausbreitung atmosphärischer
Wellen. Sie finden, dass die OD keinen nachweisbaren Effekt auf den nordhemisphärischen
Polarwirbel hat, die stratosphärische Ozonerholung (OR) jedoch zu einer signifikanten Ab-
kühlung und Verstärkung des Polarwirbels führt. Sie führen dies auf Änderungen in der Wel-
lenausbreitung im Zeitraum der OR zurück, nämlich einer geringen vertikalen Ausbreitung
stationärer Wellen und einer verstärkten Ausbreitung transienter Wellen in die untere und
mittlere Stratosphäre. Während im Zeitraum der OD kein signifikanter Einfluss der Ozon-
änderungen auf das Klima der Nordhemisphäre bestimmt werden konnte (Karpechko et al.,
2018), scheint ein stärkerer Einfluss der OR durch die möglichen stärkeren Änderungen in
den Polarwirbeleigenschaften wahrscheinlich.
In der Südhemisphäre wird für die OR ein wärmerer, schwächerer Polarwirbel simuliert (Hu
et al., 2015). Dadurch kommt es zu einem verstärkten Fluss planetarer Wellen in die Strato-
sphäre, der von transienten Wellen dominiert wird.
Der Subtropenstrahlstrom hat sich während der Periode des starken stratosphärischen Ozon-
abbaus in der Südhemisphäre polwärts verschoben (z. B. Gerber und Son, 2014). Mithilfe der
Ergebnisse verschiedener Modellvergleichsprojekte können Gerber und Son (2014) zeigen,
dass sich der Polarwirbel der Südhemisphäre in Zeiten der Ozonerholung bei schwacher
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globaler Erwärmung (RCP4.5-Szenario) kaum verschieben und bei stärkerer Erwärmung
(RCP8.5) leicht polwärts verschieben könnte. Sie können die Polwärtsverschiebung im Zeit-
raum der Ozonzerstörung (hier 1960–1999) der Abkühlung der unteren polaren Stratosphäre
durch Ozonabbau zuordnen (siehe Abbildung 2.12 c)). Gerber und Son (2014) untersuchen
den Einfluss ODSs auf den Subtropenstrahlstrom über Temperaturänderungen in der po-
laren unteren Stratosphäre und den Einfluss der GHGs über Temperaturänderungen in der
tropischen oberen Troposphäre. Die von Gerber und Son (2014) verwendete Methodik zur
Untersuchung der Effekte von GHGs und ODSs auf den Jet der mittleren Breiten wird in
Kapitel 3.6.4 genauer beschrieben. Hier sei erwähnt, dass die Temperaturtrends in den pola-
ren und tropischen Breiten (siehe Abbildung 2.12 b und d) Verschiebungen der Position des
Subtropenstrahlstroms zuordnen (siehe Abbildung 2.12 c und e). Die globale Erwärmung
bewirkt in der tropischen oberen Troposphäre eine Erwärmung, die eine Polwärtsverschie-
bung des Substropenstrahlstroms der SH hervorruft (siehe Abbildung 2.10a). Bei Erholung
des Ozons in der unteren polaren Stratosphäre kommt es hier zu einer relativen Erwärmung
und einer äquatorwärtigen Verschiebung des Strahlstroms der mittleren Breiten (siehe Abbil-
dung 2.10b). Gerber und Son (2014) argumentieren, dass die Reaktion der troposphärischen
Zirkulation auf Temperaturänderungen in der tropischen UT und der polaren LS qualita-
tiv gleich sind und es für den Einfluss auf die troposphärische Zirkulation unerheblich ist
ob der meridionale Temperaturgradient in der oberen Troposphäre und unteren Stratosphäre
(engl. upper troposphere and lower stratosphere, UTLS) von den Tropen oder vom Pol her
verändert wird. Die Stärke des troposphärischen Jets kann demnach nicht nur durch ODS-
Änderungen und ihre Folgen in der polaren unteren Stratosphäre, sondern ebenfalls durch
Temperaturänderungen in der tropischen UT durch GHG-Änderungen verursacht werden.
Der troposphärische Einfluss der Ozonerholung ist dem der Ozonzerstörung entgegen ge-
setzt (z. B. Solomon et al., 2016) und wird die Polwärtsverschiebung des Jets durch den
GHG-Anstieg teilweise kompensieren. Wie sehr die OR dem Effekt des GHG-Anstiegs ent-
gegenwirken kann, hängt von der Stärke des GHG-Anstiegs ab. Durch Untersuchung der
Jetposition in verschiedenen CCMs zeigen Gerber und Son (2014), dass sich mit einem
RCP4.5-Szenario die Effekte von OR und GHG-Anstieg auf die Position des troposphäri-
schen Jets ausgleicht, für das RCP8.5-Szenario der Effekt des GHG-Anstiegs jedoch über-
wiegt und der Jet insgesamt eine polwärtige Verschiebung erfährt (siehe Abbildung 2.12).
Unterschiedliche GHG-Szenarien zeigen auch verschiedene Effekte auf den SAM-Index in
der Zukunft, von einer Verringerung des Index beim RCP2.6-Szenario bis zu einer Verstär-
kung des Index im RCP8.5-Szenario (Iglesias-Suarez et al., 2016).
In einer CCM-Studie zeigen Son et al. (2009), dass die Tropopausenhöhe in Zukunft wei-
ter ansteigen wird, allerdings mit einem schwächeren Trend. Die relative Erwärmung durch
OR reduziert die Trends in der Tropopausenhöhe. Mit der Ozonerholung zeigen Albers und
Nathan (2013) für den unteren Ast der BDC eine Verstärkung und für den Oberen eine Ab-
schwächung, sowie eine Verstärkung des Polarwirbels in der US. Sie zeigen ebenfalls, dass
die Stärke der Änderungen im absinkenden Ast über dem Pol von GCMs im Vergleich zu
CCMs falsch eingeschätzt werden. So unterschätzen GCMs das verstärkte Absinken bei OD
um 35 % und unterschätzen das verringerte Absinken um 34 %.
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Abbildung 2.13.: Schema der ozonzentrierten Chemie-Klimawechselwirkungen. Pfei-
le repräsentieren Verbindungen zwischen Komponenten des Chemie-
Klimasystem: Chemie (blau), Strahlung(rot), Transport(grün), Ande-
re(schwarz). Aus: WMO (World Meteorological Organization) (2011).
2.3. Modellierung der Atmosphäre
GCMs sind numerische Modelle, die die physikalischen Prozesse im Klimasystem simulie-
ren können. Mit wachsender Rechenleistung und zunehmendem Verständnis für die Prozes-
se in der Atmosphäre sind die Modelle im Laufe der Jahre immer komplexer geworden und
können mehr Prozesse berücksichtigen. Die Stratosphäre wurde lange Zeit als passive Sphä-
re angesehen, die zwar von der Troposphäre beeinflusst wird, aber nicht auf diese einwirken
kann. Daher wurde ihre Darstellung in vielen Klimamodellen lange Zeit vernachlässigt. Zur
Untersuchung der mittleren Atmosphäre gibt es Modelle, die eine höhere Modellobergren-
ze haben. In den meisten Modellen, mit denen Klimaänderungsszenarien gerechnet werden,
war die Stratosphäre lange Zeit nicht gut repräsentiert. Das hatte zur Folge, dass diese Mo-
delle die Prozesse in der Stratosphäre und die Kopplungsprozesse mit der Troposphäre nicht
gut wiedergeben konnten.
In den letzten Jahren wurde jedoch mehrfach gezeigt, dass die Berücksichtigung stratosphä-
rischer Prozesse und deren Variabilität auch die intrasaisonale troposphärische Variabilität
verbessern kann (z. B. Gerber et al., 2010). Sie zeigen eine Beziehung zwischen stärkerer
Variabilität in der Stratosphäre und längerem Andauern von Zuständen in der Troposphä-
re und argumentieren, dass einige modellübergreifende systematische Fehler in GCMs, wie
beispielsweise die zu lange Andauer von Ringmodi durch eine unzureichend repräsentierte
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interne Variabilität der unteren Stratosphäre verursacht werden. Eine besser repräsentierte
Variabilität der LS könne somit auch die Zeitskalen troposphärischer Ringmodi verbessern.
Die saisonale Vorhersage kann bei Berücksichtigung der Stratosphäre verbessert werden, da
sich durch die geringen Strahlungsrelaxationsraten (Newman und Rosenfield, 1997) Störun-
gen im Feld ähnlich wie im Ozean nur langsam erholen. Die Stratosphäre hat also ein län-
geres Gedächtnis für die atmosphärische Zirkulation, das für die troposphärische Vorhersage
auf mehrwöchiger Zeitskala (Mittelfristvorhersage, engl. extended-range forecasting) den
Skill verbessern kann (z. B. Baldwin et al., 2003b). Außerdem beeinflusst die Stratosphä-
re die NAO, welche einen starken Einfluss auf die winterliche Klimavariabilität hat (Scaife
et al., 2005). Scaife et al. (2005) argumentieren, dass die STC zwar keinen Einfluss auf
die oberflächennahe Erwärmung hat, aber durch den Einfluss auf die NAO einen Großteil
der regionalen Klimaänderungen in Europa und Nordamerika in den letzten 40 Jahren des
20. Jh. erklären kann.
Auch die Berücksichtigung passender Ozonkonzentrationen kann die Kurzfristvorhersage
(z. B. Milewski und Bourqui, 2013), die Mittelfristvorhersage (z. B. Cheung et al., 2014) und
die saisonale Vorhersage (z. B. Mathole et al., 2014) verbessern. Passende Ozonkonzentra-
tionen sind auch für die Simulation der ferneren Zukunft relevant. Zwar wird die Anzahl
von Wintern mit starker Ozonzerstörung durch die ODS-Abnahme in Zukunft abnehmen,
da die interne Variabilität der arktischen winterlichen Stratosphäre aber weiterhin hoch blei-
ben wird, sind Winter mit starker Ozonabnahme dennoch möglich (z. B. Langematz et al.,
2014, Bednarz et al., 2016). Selbst bei der zu erwartenden Erholung der stratosphärischen
Ozonschicht kann demnach nicht auf die Simulation des chemischen Ozonabbaus verzich-
tet werden, da dieser in Jahren geringer dynamischer Aktivität in der Stratosphäre dennoch
einen großen Einfluss auf die Ozonkonzentration haben kann.
Ob ein Klimamodell die Kopplung zwischen Stratosphäre und Troposphäre gut wiederge-
ben kann, hängt im Wesentlichen von der Höhe der Modellobergrenze und der horizonta-
len Auflösung in der Stratosphäre ab (z. B. Braesicke et al., 2008, Hardiman et al., 2012,
Charlton-Perez et al., 2013, Shaw et al., 2014). Charlton-Perez et al. (2013) untersuchen
die stratosphärische Variabilität und die STC in verschiedenen CMIP5-Modellen mit Mo-
dellobergrenzen unterhalb der Stratopause (low top-Modelle), bzw. Modellen mit Model-
lobergrenzen oberhalb der Stratopause und guter vertikaler Auflösung in der Stratosphäre
(high top-Modelle). Sie zeigen, dass beide Modellgruppen den mittleren klimatologischen
Zustand der Stratosphäre und deren Trends ähnlich vorhersagen, sich in der Simulation der
stratosphärischen Variabilität aber stark unterscheiden. Die stratosphärische Variabilität wird
in low top-Modellen stark unterschätzt, was zu kurzlebigen NAM-Anomalien führt. Die Stra-
tosphäre übt somit in low top-Modellen keinen langanhaltenden troposphärischen Einfluss
aus, wie er in Beobachtungen nachgewiesen wurde (Charlton-Perez et al., 2013). Die dekadi-
sche Variabilität weist laut Charlton-Perez et al. (2013) im Vergleich zum klimatologischen
Mittel, der täglichen und der interannualen Variabilität die schlechteste Übereinstimmung
mit Beobachtungen auf, egal welche Modellgruppe betrachtet wird.
Die Effekte der antarktischen Ozonzerstörung auf die südhemisphärische Troposphäre konn-
te in GCMs festgestellt werden. Die Stärke dieses Effekts und andere Effekte der OD und
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OR sind mit GCMs aber nicht darstellbar. Abbildung 2.13 zeigt Chemie-Klimawechselwir-
kungen, in denen Änderungen im Ozon involviert sind. Es wird deutlich, dass Änderungen
im Ozon abhängig sind von verschiedensten Komponenten des Klimasystems. Die Tempera-
tur beeinflusst die Effektivität der stattfindenden chemischen Reaktionen, der Transport die
Mischungsverhältnisse von ODSs, GHGs und Aerosolen, die an chemischen Reaktionen mit
Ozon beteiligt sind. Geänderte Ozonmischungsverhältnisse haben wiederum über die Erwär-
mungsraten einen Einfluss auf die Temperatur der Stratosphäre, welche über die thermische
Wind-Gleichung die Stärke des Zonalwindes und demnach die Dynamik beeinflusst. Ände-
rungen in der stratosphärischen Dynamik haben, wie in den vorherigen Abschnitten gezeigt,
auch einen Einfluss auf den Zustand der Troposphäre. All diese Kopplungen und ihr Effekt
auf die Troposphäre bleiben unberücksichtigt, wenn dem Modell ein dynamisch inkonsisten-
tes zonal und monatlich gemitteltes Feld vorgeschrieben wird.
Klima-Chemie-Modelle können die Kopplung zwischen Chemie, Strahlung und Dynamik
repräsentieren. Da die Berechnung der atmosphärischen Chemie sehr langsam ist, wird sie
im Großteil der Klimasimulationen nicht interaktiv berechnet, sondern mit externen Feldern
vorgeschrieben, meist mit einem monatlich und zonal gemitteltem Feld. Diese Felder passen
nicht zur im Modell berechneten Dynamik, vernachlässigen zonale Variationen im Feld und
unterschätzen durch die grobe zeitliche Mittelung Extremwerte in den Feldern stratosphäri-
scher Spurenstoffe. Die komplexen chemischen Vorgänge stratosphärischen Ozons können
mithilfe von Klima-Chemiemodellen simuliert werden.
Bei den in der Atmosphäre stattfindenden chemischen Reaktionen reagieren Spurenstoffe
miteinander, deren Lebenszeit sich stark voneinander unterscheidet. Der Zeitschritt, mit dem
das chemische Gleichungssystem gelöst werden kann, hängt ab von der kurzlebigsten Spezi-
es, die involviert ist. Das führt dazu, dass die Lösung chemischer Gleichungssysteme in der
Atmosphäre lange dauert. Man redet hier von Steifheit der Gleichungssysteme (z. B. Jacob-
son, 2005). Zwar gibt es Lösungsverfahren, die die Lösung chemischer Gleichungssysteme
beschleunigen, diese können die Steifheit der Gleichungssysteme aber nicht ganz umgehen.
Alternativ zur interaktiven Berechnung von Ozon kann ein Ozonfeld als Randbedingung vor-
geschrieben werden.
Bei vorgeschriebenen Ozonfeldern ist es wichtig ein für den Simulationszeitraum passenden
Datensatz zu wählen. Die stratosphärische Ozonzerstörung hat, wie oben bereits diskutiert,
einen signifikanten Einfluss auf die Simulation der Troposphäre. Für eine Simulation des
mittleren Holozäns zeigen Noda et al. (2017), dass es ebenfalls wichtig ist, dass das Ozonfeld
die passende solare Einstrahlung repräsentiert. Szopa et al. (2019) zeigen, dass für warme
Klimazustände, wie zur Zeit des Eozäns, durch die Nutzung eines vorindustriellen Ozonfel-
des, anstelle interaktiver Chemie, ein Fehler von 14 % in der global gemittelten Temperatur
entstehen kann. Darüber hinaus beeinflusst die Stärke des Ozonabbaus im Datensatz auch
die Stärke der Klimaeffekte. Beim Vergleich verschiedener Klimamodelle stellen Son et al.
(2010) fest, dass die troposphärische Reaktion auf stratosphärische Ozonänderungen sich
quasi linear zu dieser verhält, sich die verschiedenen Modelle aber quantitativ stark in ihrer
troposphärischen Reaktion unterscheiden. So sei die polwärtige Jet-Intensivierung gerade in
den Modellen besonders stark, die in der klimatologischen Lage des Jets einen äquatorwär-
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tigen Bias haben. Die unterschiedliche dynamische Reaktion verschiedener Modelle kann
auch mit deren Zeitpunkt der Umkehr zur Sommerzirkulation zusammenhängen (Lin et al.,
2017). Eine Verbesserung der simulierten Variabilität der oberflächennahen Temperatur in
Mittel-Eurasien und in den niederen Breiten finden Xie et al. (2018), wenn ein Ozondaten-
satz vorgeschrieben wird, der eine gute Übereinstimmung mit der beobachteten stratosphä-
rischen Ozonvariabilität in den hohen Breiten hat, im Vergleich zu einem Datensatz der die
stratosphärische Ozonvariabilität schlecht wiedergibt. Young et al. (2014) untersuchen den
Effekt zweier gängiger Ozondatensätze in Bezug auf ihre Effekte im Zeitraum der Ozonzer-
störung. Die um 35 % stärkere Ozonzerstörung in BDBP-Datensatz (Bodeker et al., 2013)
im Vergleich zum in SPARC verwendeten Datensatz von Cionni et al. (2011) führt in der
Stratosphäre zu einer Verstärkung der Klimaeffekte um 100 % und in der Troposphäre um
20 % bis 100 %.
Vorschreiben zonal und monatlich gemittelter Ozonfelder
Die Stärke des Ozonabbaus im vorgeschriebenen Datensatz, die Güte der interannualen Va-
riabilität oder gar die korrekte zu Grunde liegende solare Variabilität sind nicht allein aus-
schlaggebend für eine realistische Reaktion des Modells auf Änderungen im stratosphäri-
schen Ozon. Wird Ozon als externe Randbedingung vorgeschrieben, dann meist als zonal
gemitteltes klimatologisches Monatsmittel. Dies mag in erster Näherung eine sinnvolle Be-
handlung von Ozon im Modell sein, allerdings bleiben so wichtige Aspekte des Wechselwir-
kens von Chemie und Dynamik unberücksichtigt. Außerdem ist die zeitliche und räumliche
Auflösung zu grob, um die Wirkung von Ozon auf die Dynamik vollständig zu erfassen
(z. B. Gillett et al., 2009, Neely et al., 2014). Neely et al. (2014) finden, dass die Effekte der
linearen zeitlichen Interpolation, wie sie bei vorgeschriebenem Ozon gängig ist, signifikant
ist, wenn die monatlichen Ozonanomalien groß sind. In den Jahren vor der Entstehung des
Ozonlochs sei der Einfluss der zeitlichen Mittelung aber vernachlässigbar.
Zeitliche Mittelung
Durch die grobe zeitliche Auflösung werden zum Einen die Ozonextrema, besonders im
südhemisphärischen Frühling unterschätzt. Durch die lineare Interpolation des Ozon auf Ta-
geswerte, ausgehend von Monatsmitteln, werden Extrema im Ozon unterschätzt, was zu ei-
nem zu warmen antarktischen Polarwirbel führt (Sassi et al., 2005). Zum Anderen kommt es
durch das Fehlen des Tagesgangs der kurzwelligen Erwärmung des Ozon in der Mesosphäre
dort zu einer Erwärmung über alle Breitengrade (z. B. de Grandpre et al., 2000, Sassi et al.,
2005, Gillett et al., 2009).
Der Bias durch einen fehlenden Tagesgang könnte reduziert werden, indem in der Mesosphä-
re nur über die tagsüber gemessenen Ozonwerte gemittelt würde (Muthers et al., 2014). Da
die in den meisten GCMs angewandten beobachteten Datensätze jedoch auf Monatsmitteln
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beruhen, ist dieser Ansatz zur Zeit nicht praktikabel. Neely et al. (2014) haben Experimente
durchgeführt, bei denen sie wie es auch bei vorgeschriebenen SSTs und Meereiskonzentra-
tionen (SICs) üblich ist, die Inputfelder so berechnet haben, dass nach der linearen zeitlichen
Interpolation im Modell schlussendlich die gewünschten Monatsmittel herauskommen. Sie
finden den Fehler im monatlich gemittelten Ozon reduziert, nicht jedoch die Unterschiede in
den Trends von Zonalwind und Niederschlag. Dies erklären sie damit, dass durch die ange-
wendete Manipulation der Inputfelder die Unterschiede zwischen den Tagesmittelwerten per
definitionem nicht reduziert werden kann.
Räumliche Mittelungen
Neben der zeitlichen Mittelung ist auch die räumliche Mittelung der Ozonfelder von Be-
deutung. Durch die zonale Mittelung des Ozonfeldes werden Effekte, die durch die zonalen
Anomalien im Ozonfeld (engl. zonally asymmetric ozone, ZAO) entstehen, vernachlässigt.
Einige Studien untersuchen die Reaktionen in Stratosphäre und Troposphäre, wenn man dem
Modell, statt einer zonalgemittelten Ozonklimatologie, Felder mit zonalen Anomalien ver-
schreibt (z. B. Kirchner und Peters, 2003, Gabriel et al., 2007, Crook et al., 2008, Peters
et al., 2015). Die Ozonfelder entstammen hier aus Klimatolgien aus Beobachtungen und Re-
analysen, wobei Kirchner und Peters (2003), Gabriel et al. (2007) und Peters et al. (2015)
die zonalen Ozonanomalien transient vorschreiben, während Crook et al. (2008) von kli-
matologisch gemittelten zonalen Anomalien im Ozonfeld (ZAO) ausgehen. Kirchner und
Peters (2003) zeigen, dass durch die dekadischen Änderungen im dreidimensionalen Ozon-
feld die Zirkulation über dem Nordatlantik und Europa systematisch geändert wird. So geht
der NAO-Index bei transienter Berücksichtigung der ZAO in eine positivere Phase über, was
einher geht mit der Nordwärtsverschiebung der Zugbahnen außertropischer Stürme. Bei Be-
rücksichtigung der transienten ZAO wird auch die Variabilität der NAM durch das Modell
besser wiedergegeben (Peters et al., 2015) (Untersuchungszeitraum 1980–1999). Die transi-
enten Änderungen in der ZAO haben somit einen deutlichen Einfluss auf die Dynamik von
Tropo- und Stratosphäre. Crook et al. (2008) zeigen, dass, selbst mit klimatologischen ZAO
die zonalen Anomalien im Ozonfeld die Stratosphäre und obere Troposphäre ebenso stark
beeinflussen können wie die stratosphärische Ozonzerstörung. Aufgrund der ansteigenden
ZAO in der SH seit den 1970ern schlussfolgern auch Crook et al. (2008), dass die Änderun-
gen in den ZAO einen Großteil des langjährigen Trends der südhemisphärischen Temperatur
und des Geopotentials verursachen.
Nathan et al. (2011) erweitern die klassische Sichtweise auf die Kopplung solarer Einstrah-
lungsänderungen auf das zonal gemittelte Ozon um die solare Wirkung auf ZAO. Sie unter-
suchen die Effekte des solaren Zyklus auf die Atmosphäre unter Berücksichtigung von zonal
gemitteltem Ozon und Anomalien hiervon. Sie finden, dass bei veränderter solaren Einstrah-
lung die Höhe des Zonalwindmaximums nur dann beeinflusst wird, wenn ZAO berücksich-
tigt wird. Bei erhöhter solarer Einstrahlung und Berücksichtigung zonaler Anomalien im
Ozonfeld simulieren sie das Zonalwindmaximum um 2,5 km höher als im Vergleich der
Simulationen ohne ZAO. Sie zeichnen die photochemisch verstärkte Abkühlung als haupt-
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verantwortlich für die Erhöhung des Zonalwindmaximums bei erhöhter solarer Einstrahlung.
Wird einem Modell ein Ozonfeld vorgeschrieben, so kommt dieses Ozonfeld meist aus
Beobachtungen, Reanalysen oder gar aus CCM-Simulationen. Will man den Effekt der mo-
natlichen und zonalen Mittelung untersuchen, sollten Simulationen mit demselben Modell
durchgeführt werden. Dazu braucht es eine Simulation eines CCMs mit interaktiver Chemie
und eine Simulation ohne interaktive Chemie mit denselben Vorgaben, wobei das Ozonfeld
als zonales und monatliches Mittel aus der Simulation mit interaktiver Chemie vorgeschrie-
ben wird (z. B. Sassi et al., 2005, Waugh et al., 2009, Neely et al., 2014, Smith et al., 2014b,
Haase und Matthes, 2019, Rieder et al., 2019). Der Großteil dieser Art von Untersuchungen
findet mit dem CCM WACCM statt. Gillett et al. (2009) untersuchen ebenfalls den Effekt
der zonalen Mittelung, schreiben das gemittelte Feld aber nicht extern vor, sondern rech-
nen mit interaktiver Chemie, übergeben dem Strahlungsschema aber nur das zonale Mittel
des berechneten Feldes. Damit haben sie in ihrer Simulation mit zonalgemitteltem Ozon
die täglichen Variationen und das Feedback zwischen Chemie, Strahlung und Dynamik ent-
halten. Das Ozonfeld ist außerdem dynamisch konsistent (mal abgesehen von der zonalen
Mittelung), während ein extern vorgeschriebenes Ozonfeld wie bei dem Großteil dieser Un-
tersuchungen zwar von den äußeren Randbedingungen her (Szenario, Modellbias) konsistent
mit der Simulation mit interaktiver Chemie ist, aber nicht per se dynamisch konsistent ist,
da selbst kleinste Unterschiede in der Atmosphäre Änderungen in der Zirkulation auslösen
können.
Interaktives Ozon
Bei der interaktiven Berücksichtigung von Ozon kann die Klimasensitivität eines Modells
durch eine negative Rückkopplung des stratosphärischen Ozons über Strahlungsprozesse
verringert werden, wie Dietmüller et al. (2014), Muthers et al. (2014) und Nowack et al.
(2015) jeweils für die Modelle EMAC, SOCOL-MPIOM und HADGEM3-AO zeigen. Bei
stärkeren Szenarien ist dieser Effekt sogar vergrößert, die Nutzung interaktiver Ozonche-
mie ist demnach besonders bei starken Klimawandelszenarien essentiell (Dietmüller et al.,
2014). Für das Modell WACCM können Marsh et al. (2016) jedoch keinen Einfluss der inter-
aktiven Chemie auf die Klimasensitivität des Modells feststellen. Für die Effekte geänderter
solarer Einstrahlung ist interaktives Ozon in WACCM hingegen von Bedeutung. Hier wer-
den Niederschlag und oberflächennahe Erwärmung bei vorgeschriebenem Ozon überschätzt
(Chiodo und Polvani, 2016). Für dasselbe Modell wird ebenfalls gezeigt, dass die Reaktion
des Jets der mittleren Breiten auf CO2-Änderungen mit interaktiver Ozonchemie um etwa
20 % verringert ist. Die Vernachlässigung von interaktiver Chemie bewirkt hier folglich eine
Überschätzung der Wirkung von CO2-Änderungen auf die troposphärische Zirkulation.
Abgesehen von der Klimasensitivität hat die interaktive Berücksichtigung von Ozon auch
Auswirkungen auf das Klima in Tropo- und Stratosphäre sowie die Kopplung dieser Sphä-
ren. Dabei Unterscheiden sich die Effekte in Nord- und Südhemisphäre.
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In der Südhemisphäre ist der Polarwirbel bei interaktivem Ozon stärker und kälter (z. B. Sassi
et al., 2005, Waugh et al., 2009, Neely et al., 2014). Beim Zusammenbruch des Polarwirbels
am Ende des Winters tritt bei interaktiver Chemie ein negatives dynamisches Feedback auf,
das die Strahlungsauskühlung durch den Ozonabbau dämpfen kann (Lin et al., 2017). Dieses
Feedback kann jedoch nur auftreten, wenn die Umkehr zur Sommerzirkulation nicht zu spät
erfolgt. Da eine zu späte Umkehr zur Sommerzirkulation ein gängiger (systematischer) Feh-
ler in CCMs ist, wird diese negative Rückkopplung häufig unter- und damit der Effekt der
OD auf die Atmosphäre überschätzt. In der Troposphäre sind die Signale stratosphärischer
Ozonanomalien bei interaktivem Ozon um bis zu 100 % verstärkt (Li et al., 2016) und halten
länger an.
Li et al. (2016) vergleichen GEOS-5-Simulationen mit interaktivem und vorgeschriebenem
Ozonfeld und finden Unterschiede von der Stratosphäre bis zum Ozean. Sie finden, dass
die stärkere Abkühlung in der unteren Stratosphäre bei interaktiver Chemie von Novem-
ber bis Januar zu einer Verstärkung der Westwinde und der STC führt. Die westwärts ge-
richtete Windschubspannung ist hier signifikant verstärkt, was von November bis Januar zu
einer stärkeren Strömung im Südlichen Ozean und zu einer stärkeren MOC und aufwär-
tigem Wärmefluss führt. Dadurch erwärmt sich der oberflächennahe Ozean stärker als bei
vorgeschriebenem Ozon und es gibt eine stärkere Erwärmung unter dem Meereis. Durch
die thermische Trägheit des Ozeans besteht dieser Wärmeunterschied zwischen Simulatio-
nen mit interkativem und vorgeschriebenem Ozon ganzjährig. Bei interaktiver Ozonchemie
wird ein stärkerer ganzjähriger Meereisrückgang simuliert. Diese Unterschiede in der Meer-
eiskonzentration und deren Trend legen nahe, dass bei Simulationen, die den Ozean nicht
interaktiv berechnen, sondern auf Ergebnisse anderer Modelle zurückgreifen, vorzugsweise
Ergebnisse von CCMs mit gekoppeltem Ozean genutzt werden sollten.
Der sommerliche Trend im SAM-Index wird bei Simulationen mit vorgeschriebenen Ozon-
konzentrationen unterschätzt (Waugh et al., 2009). In der Nordhemisphäre ist der Polarwirbel
bei Berücksichtigung interaktiver Ozonchemie wärmer und schwächer (z. B. Gillett et al.,
2009, McCormack et al., 2011). Bei Berücksichtigung der Erwärmung durch ZAO ändern
sich die Ausbreitungsbedingungen für PWs, wodurch es zu mehr SSWs und einem wärmeren
und schwächeren Polarwirbel Mitte Februar kommt (z. B. Gillett et al., 2009, McCormack
et al., 2011). Eine höhere Variabilität der stratosphärischen Temperaturen im Frühling bei
interaktiver Ozonchemie stellenRieder et al. (2019) fest. Sie zeigen weiterhin, dass nied-
rige Temperaturextrema, die bei Simulationen mit interaktiver Chemie regelmäßig auftre-
ten, bei Simulationen mit vorgeschriebener Chemie nur selten vorkommen. In Simulatio-
nen mit WACCM wird gezeigt, dass mit interaktiver Chemie der Polarwirbel im Frühwinter
und Frühling kälter und stärker ist (Haase und Matthes, 2019). Weiterhin sei die saisonale
Verteilung der SSWs bei interaktiver Chemie besser wiedergegeben, während mit vorge-
schriebener Chemie die Anzahl an SSWs im März überschätzt würde. Dementsprechend sei
das SSW-Signal auf die Temperatur, den Wind der mittleren Breiten und das NAO-ähnliche
SLP-Muster bei interaktiver Chemie besser wiedergegeben und länger anhaltend. Das län-
gere Anhalten des Erwärmungssignals in der LS erklären Haase und Matthes (2019) durch
das Einmischen ozonreicher Luft in die LS während der SSWs und, damit einhergehend,
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Abbildung 2.14.: SSW-Komposits der SLP-Anomalien [hPa] gemittelt über 0–30 Tage (a-d)
und 30–60 Tage (e-h) nach dem zentralen SSW-Datum für a) und e) mit
interaktiver Chemie, b) und f) ohne interaktive Chemie, c) und g) ohne
interaktive Chemie, aber 3-D Ozonfeld, und d) und h) kombinierten ERA-
Daten. Farbig: statistische Signifikanz > 95 %. Dicke schwarze Linie: Null.
Aus: Haase und Matthes (2019).
einem zusätzlichen Erwärmungssignal. Das von Lin et al. (2017) für die SH beschriebe-
ne negative Feedback wurde von Haase und Matthes (2019) auch für die Nordhemisphäre
simuliert. Sie stellen fest, dass diese negative Rückkopplung nur bei interaktivem Ozon auf-
tritt und einen abrupteren Übergang zur Sommerzirkulation bewirkt. Silverman et al. (2018)
untersuchen den Einfluss der ZAO auf die winterliche Stratosphäre unter Berücksichtigung
der QBO-Phase. Sie finden, dass die durch ZAO bedingte Erwärmung im Oktober den Le-
benszyklus aufwärts wandernder Wellen beeinflusst, was bei der getrennten Betrachtung der
QBO-Phasen deutlich wird. Außerdem tritt das Holton-Tan-Signal mit ZAO früher auf als
mit zonal gemittelten Ozonfeldern.
Albers et al. (2013) zeigen, dass ZAO den Planetarischen Wellenleiter (engl. planetary wave
guide) verändern. Werden ZAO berücksichtigt, kontrahiert der Wellenleiter in der US meri-
dional, während er in der LS meridional expandiert und in oberer und unterer Stratosphäre
vertikal expandiert. Weiterhin ist die Wellenausbreitung zwischen 30◦–75◦N verstärkt und
der Strahlstrom der mittleren Breiten äquatorwärts verschoben. All dies bewirkt eine Ab-
schwächung der stratosphärischen Westwinde, führt also zu einem schwächeren und wärme-
ren Polarwirbel, was konsistent mit McCormack et al. (2011) ist.
Zwei Wege, wie ZAO den Polarwirbel beeinflussen können, haben Albers und Nathan (2012)
mit einem mechanistischen Modell untersucht: bei Pfad 1 modulieren ZAO die Wellenaus-
breitung und -dämpfung und damit den vertikalen Energiefluss und den PWD. Im zweiten
Pfad produzieren ZAO eine Konvergenz im Welle-Ozonfluss und moduliert damit die zo-
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nal gemittelte Erwärmung durch Ozon und die Temperatur. Innerhalb der photochemisch
kontrollierten US ist etwa die Hälfte der Ozon-induzierten Windvariabilität durch ZAO ver-
ursacht und in der dynamisch kontrollierten LS fast die gesamte Windvariabilität. ZMO und
ZAO bewirken im Vergleich zu einer Simulation ohne Ozon eine Verlangsamung und Erwär-
mung des Wirbels in der LS und eine Verstärkung und Abkühlung oberhalb von 40 km.
Eine unzureichende Repräsentation der Effekte einer geänderten Ozonkonzentrationen auf
die Atmosphäre kann auch durch systematische Fehler im genutzten Modell hervorgerufen
werden. Die dynamischen Reaktionen in der LS auf die OD hängen vom klimatologischen
Zustand des Modells ab. Modelle mit zu kaltem Pol unterschätzen die negative Rückkopp-
lung und damit den Effekt der OD (Lin et al., 2017). Die polseitige Verstärkung des tropo-
sphärischen Jets ist in den Modellen, die einen äquatorwärtigen Bias in der Lage des Jets
haben, stärker (Son et al., 2010). Obwohl die troposphärische Reaktion auf stratosphärische
Ozonänderungen in den von Son et al. (2010) untersuchen GCMs und CCMs qualitativ gleich
ist, unterscheiden sie sich quantitativ stark, was sich zum Teil auf Unterschiede in den Mo-
dellklimatologien zurückführen lässt. Die Nutzung interaktiven Ozons führt (in den meisten
Modellen) zu einem (realistischeren) stärkeren und kühleren Polarwirbel in der SH bei OD,
einem längeren Anhalten der SSW-Signale in der Stratosphäre und in der Troposphäre. Die
Auswirkungen der OD auf den Südlichen Ozean werden durch interaktives Ozon ebenfalls
verstärkt.
Neben der Repräsentation von Ozon im Modell gibt es andere Faktoren, die die STC im
Modell beeinflussen können: nicht aufgelöste Schwerewellen, Wasserdampftransport in die
Stratosphäre, große Unterschiede zwischen Modellen in Bezug auf die Temperatur und die
Wasserdampfkonzentration an der tropischen Tropopause und Zirkulationssensitivität der
Modelle (Gerber et al., 2012). Unterschiede in der troposphärischen Reaktion auf strato-
sphärische Änderungen können auch auf die Zirkulationsunsicherheit zurückzuführen sein
(Gerber und Son, 2014). Bei gleicher Temperaturänderung in der tropischen oberen Tro-
posphäre oder der polaren unteren Stratosphäre reagieren verschiedene Modelle mit unter-
schiedlichen Änderungen in der troposphärischen Zirkulation (Son et al., 2010, Gerber und
Son, 2014).
Wetter und Klima sind bekanntermaßen anfällig für kleinste Änderungen und jeder Zu-
stand ist nur einer von vielen möglichen Zuständen. Um diese interne Variabilität bei Wet-
tervorhersagen und Klimaprojektionen zu berücksichtigen, werden Ensemblesimulationen
durchgeführt. Es gibt verschiedene Möglichkeiten ein Ensemble zu generieren, beispiels-
weise durch Nutzung verschiedener Anfangswerte oder veränderter physikalischer Prozesse.
Cox und Stephenson (2007) beschreiben den Anteil verschiedener Unsicherheiten an der
Gesamtunsicherheit einer Modellsimulation. Zur Gesamtunsicherheit tragen laut Cox und
Stephenson (2007) Anfangswertunsicherheit, Szenariounsicherheit und Prozessunsicherheit
bei. Die Anfangswertunsicherheit macht für die ersten 20 Vorhersagejahre 80 bis 100 % an
der Gesamtunsicherheit aus. Dies deutet auch darauf hin, dass die Wettervorhersage ein An-
fangswertproblem ist. Die Szenariounsicherheit nimmt mit größerer Vorhersagezeit linear zu
und dominiert für Projektionen über 40 Jahren die Gesamtunsicherheit. Dies passt zusammen
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mit der Aussgage, dass die Klimavorhersage ein Randwertproblem ist. Die Prozessunsicher-
heit steigt in den ersten 20 Vorhersagejahren schnell, dann nur noch langsam an und macht
für Projektionen über 100 Jahre etwa 30 % an der Gesamtunsicherheit aus. Die geringste Ge-
samtunsicherheit haben Klimavorhersagen für Vorhersagezeiträume von 30 bis 50 Jahren.
Soll der Effekt der sich ändernden Einflüsse der Stratosphäre auf die Troposphäre untersucht
werden, ist es wichtig auch die interne Variabilität einzubeziehen. Da CCMs durch ihre lan-
ge Rechenzeit jedoch selten als Ensembles durchgeführt werden können, bleibt der Effekt
der internen Variabilität auf die sich ändernde Stratosphäre und ihres Einflusses auf die Tro-
posphäre meist unberücksichtigt. Durch die schnelle stratosphärische Ozonchemie SWIFT,
die im Rahmen dieser Arbeit in das globales Klimamodell EMAC eingebaut wurde, eröffnet
sich die Möglichkeit mit einem CCM, zwar mit reduzierter Chemie, aber dynamisch und
chemisch konsistenterem polarem Ozonfeld Ensemblesimulationen durchzuführen.
2.4. Alternative Methoden der Behandlung von Ozon
Neben dem Vorschreiben von Ozon als zonales und monatliches Mittel und einer komplexen
interaktiven Chemie gibt es andere Methoden Ozon im Modell zu behandeln. Es gibt einige
schnelle meist auf statistischen Verfahren beruhende Ozonschemata. Das Cariolle-Schema
(Cariolle und Déqué, 1986, Cariolle und Teyssedre, 2007) nutzt eine Taylor-Entwicklung
erster Ordnung der Kontinuitätsgleichung von Ozon. Das Linoz-Schema (McLinden et al.,
2000) verfährt ganz ähnlich wie das Cariolle-Schema und hängt wie dieses ab von den
Variablen Ozonkonzentration, Temperatur, und Ozonsäule über der jeweiligen Höhe. Das
FASTOC-Schema (Bourqui et al., 2005) berechnen Transferfunktionen, die die Reaktionen
eines chemisches Boxmodells imitieren. Es ist allerdings für die Gegenwart getunt und nicht
direkt für Simulationen der Zukunft anwendbar. Ein auf maschinelles Lernen beruhendes
Regressionsmodell, das allein von der Temperatur abhängig ist, wurde von Nowack et al.
(2018) entwickelt. Das Schema kann die Variabilität des Ozons im Allgemeinen sehr gut
wiedergeben, kann aber besonders in der Troposphäre noch verbessert werden. Da die Me-
thode eine Approximation ist, kann sie die Ergebnisse der zugrundeliegenden CCMs nicht
exakt wiedergeben. Die Größe der Abweichungen ist aber laut Nowack et al. (2018) mit den
Unterschieden verschiedener CCMs untereinander vergleichbar. Da dieser Ansatz auf einem
statistischen Ansatz beruht, können hier chemisch inkorrekte Ozonkonzentrationen zustande
kommen. Da beim Maschinellen Lernen eine lineare Regression, kein linearisiertes Schema
angewandt wird, können nicht-lineare Variationen wiedergegeben werden. Das Schema ist
bisher noch nicht auf andere Modelle übertragbar. Rae et al. (2019) schreiben dem Modell
zonal und monatlich gemitteltes Ozon vor, berechnen dann aber interaktiv die dynamisch
bedingte Verteilung des Ozonfeldes in Abhängigkeit einer sich dynamisch entwickelnden
Koordinate. Sie erreichen somit ein dynamisch konsistentes Ozonfeld. Rae et al. (2019) ver-
gleichen diese Methode mit Simulationen mit interaktivem Ozon, einem vorgeschriebenen
klimatologischen zonal und monatlich gemitteltem Ozonfeld sowie einem vorgeschriebenen
klimatologischen monatlich gemitteltem Ozonfeld mit zonalen Anomalien. Sie finden, dass
51
Kapitel 2. Die Atmosphäre
die Simulation mit einem interaktiv angepassten Ozonfeld am besten mit der Wirbelform
und dem MSLP des CCMs übereinstimmt und regionale systematische Fehler, die bei den
anderen Simulationen mit vorgeschriebenem Ozonfeld auftreten, verringert werden.
Wie gezeigt gibt es einige, zumeist auf statistischen Annäherungen beruhende schnelle Ozon-
schemata, die anstelle einer komplexen interaktiven Chemie im Klimamodell eingesetzt wer-
den können. Im Gegensatz zu diesen statistischen Ansätzen beruht SWIFT auf den chemi-
schen und physikalischen Prozessen, die die Ozonchemie im Polarwirbel beeinflussen. Bei
Nutzung des polaren SWIFT werden sowohl die zonalen Anomalien von Ozon im Polarbe-





unterscheiden sich von der Realität wie
die geographischen Karten von der
Erdoberfläche.
L. Brillouin
Um den Einfluss interner und externer Einflussfaktoren auf das Klimasystem und deren
Wechselwirkungen zu untersuchen, werden numerische Modelle genutzt, die die uns be-
kannten dynamischen, chemischen und Strahlungsprozesse in den verschiedenen Subsys-
temen des Klimasystem bestmöglich beschreiben. Im Folgenden werden Klimamodelle im
Allgemeinen und das in dieser Arbeit verwendete Klima-Chemiemodell EMAC im Speziel-
len beschrieben. Anschließend wird gezeigt, wie die schnelle stratosphärische Ozonchemie
SWIFT in das Modell EMAC eingebaut wurde.
Hier werden folgende Fragen beantwortet:
Wie wurde die schnelle Ozonchemie in das Modell EMAC integriert, welche Anpassungen
und Verbesserungen wurden vorgenommen? Wie kann das neue Modellsystem für multide-
kadische Klimawandelszenarien genutzt werden?
3.1. Wetter- und Klimamodelle
Wetter- und Klimamodelle sind numerische Repräsentationen der uns bekannten Prozesse
und Wechselwirkungen in der Atmosphäre. Diese Modelle basieren auf den atmosphärischen
Grundgleichungen, die zumeist hydrostatisch approximiert werden, wie in dem in dieser Ar-
beit verwendeten Modell. Das bedeutet, dass sich die vertikale Druckgradientkraft und die
Schwerkraft ausgleichen. In der vertikalen Impulsgleichung sind Beschleunigungs- und Rei-
bungsterme demnach vernachlässigbar. Diese Annahme ist für eine horizontale Auflösung
von mehr als 10 km gut erfüllt, was auf Wetter- und Klimamodelle im Allgemeinen zutrifft
(Roeckner, 2003).
Da eine analytische Lösung der Grundgleichungen nicht möglich ist, werden Näherungen
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vorgenommen, wobei die Raum- und Zeitkoordinaten diskretisiert werden. Man unterschei-
det bei der räumlichen Diskretisierung die Gitterpunkts- und die Spektralmethode. Bei der
Gitterpunktsmethode unterteilt man den Modellbereich in Gitterpunkte. Bei der Spektralme-
thode werden die darzustellenden Variablen horizontal als Kugelflächenfunktion dargestellt.
Spektral werden die Variablen dann bis zu einer bestimmten Grenzwellenzahl dargestellt.
Die Grenzwellenzahl bestimmt dann die horizontale Auflösung. Bei Dreiecksabschneidung
(engl. triangularer truncation) wie im Klimamodell European Centre Hamburg general cir-
culation model (ECHAM) wird die Anzahl der Breitengrade in einem Gaußschen Gitter NG
bestimmt durch Abschneidung K: NG ≥ (3 ·K + 1)/2 (Roeckner et al., 2003). Bei einer
Dreiecksabschneidung von T42 ergeben sich daraus 64 Breitengrade. Durch die Diskretisie-
rung werden die atmosphärischen Grundgleichungen in ein System algebraischer Gleichun-
gen überführt, das nun ausgehend von einem Ausgangszeitpunkt durch zeitliche Integration
gelöst werden kann (Roeckner, 2003). Hierbei ergeben sich zwei Fehlerquellen. Zum einen
bewirkt die Diskretisierung einen Informationsverlust, da Informationen über die Modellva-
riablen nur zu bestimmten Zeiten und an bestimmten Gitterpunkten, bzw. bei der spektralen
Methode bis zu bestimmten Wellenzahlen vorhanden sind. Zum anderen werden bei der
Gitterpunktsmethode die räumlichen und zeitlichen Ableitungen durch Differenzenquotien-
ten angenähert, wodurch sich Ungenauigkeiten in den betroffenen Termen ergeben. Bei der
Spektralmethode können die horizontalen Ableitungen hingegen genau bestimmt werden.
In der Vertikalen werden in ECHAM Hybridkoordinaten verwendet, das heißt die untersten
Modellschichten folgen dem Gelände, während ab der Stratosphäre reine Druckschichten
verwendet werden (Roeckner et al., 2003).
Zu Beginn einer Simulation müssen alle prognostischen Variablen mit Anfangswerten belegt
werden. Bei der Wettervorhersage üben die Anfangswerte einen entscheidenden Einfluss
auf die Güte der Vorhersage aus. Randbedingungen wie die chemische Zusammensetzung
der Atmosphäre, solare Einstrahlung, Meeresoberflächentemperaturen, Meereiskonzentrati-
on, sowie Erdbahnparameter sind für die Wettervorhersage nicht ausschlaggebend. Für Si-
mulationen über längere Zeiträume sind diese Randbedingungen und insbesondere deren
Änderungen wichtiger als die Anfangswerte der prognostischen Größen. Man spricht daher
bei der Wettervorhersage von einem Anfangswert-, und bei der Klimavorhersage von einem
Randwertproblem. Die dekadische Vorhersage ist wiederum von beiden Problemen betrof-
fen. Auf dekadischer Zeitskala haben sowohl die Startbedingungen noch einen Einfluss auf
die Modellvorhersage als auch die Änderungen der Randbedingungen (z. B. Meehl et al.,
2009).
Modelle, die die chemische Entwicklung in der Atmosphäre gut repräsentieren können,
sind zumeist Klima-Chemiemodelle (CCMs) und Chemie -und Transportmodelle (CTMs).
Chemie-Transportmodelle (CTMs) werden von extern vorgegebenen meteorologischen Fel-
dern, also Beobachtungen, Reanalysedaten oder Modelloutput, angetrieben. Mit ihnen kann
für einen gegebenen atmosphärischen Zustand die Entwicklung der chemischen Zusammen-
setzung der Atmosphäre modelliert werden (z. B. Dameris und Jöckel, 2013). CCMs sind
GCMs, die die atmosphärische Chemie selbstständig berechnen. Mit ihnen können mul-
tidekadische Klimaprojektionen unter Berücksichtigung der Wechselwirkungen zwischen
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Chemie, Strahlung und Dynamik verwirklicht werden. Bei GCM-, wie auch bei CCM-Si-
mulationen ist das Ziel die statistischen Eigenschaften der beobachteten Atmosphäre, also
Mittelwerte und Variabilitäten derselben, wiederzugeben. Einzelne beobachtete Ereignisse
können mit diesen Modellen nicht wiedergegeben werden, da diese mehr von internen dy-
namischen Prozessen als von den Randbedingungen bestimmt sind. Man kann jedoch die
wichtigen prognostischen Größen im Modell zu beobachteten Werten hinziehen, so dass die
im Modell stattfindende Dynamik der Beobachtung entspricht. Man bezeichnet diese Metho-
de als Nudging oder specified dynamics (SD). So ist auch bei GCMs und CCMs ein direkter
Vergleich einzelner meteorologischer Phänomene möglich.
In den Chemiemodulen von CCMs sind dutzende Spezies und hunderte Reaktionen enthalten
(Esentürk et al., 2018). Trotz spezieller Lösungsverfahren für die gewöhnlichen Differenti-
algleichungen, die in den Chemiemodulen enthalten sind, und Methoden zur gleichmäßigen
Verteilung der Rechenlast auf die verschiedenen Prozessoren (Lastverteilung, engl. load ba-
lancing), bewirkt die Nutzung interaktiver Chemie in globalen Zirkulationsmodellen eine
deutliche Zunahme der für die Modellsimulation benötigten Rechenzeit.
Transport in Klimamodellen
Die Effekte des Transports in der Atmosphäre sind zum Teil aufgelöst, man spricht hier
von Advektion, zum Teil aber nicht aufgelöst, z. B. Mischungsprozesse nach dem Brechen
von Schwerewellen in der Mesosphäre (Brasseur und Solomon, 2005). Advektion kann im
Modell durch verschiedene Methoden beschrieben werden: durch Euler’sche, Lagrange’sche
und semi-Lagrange’sche Schemata. Euler’sche Advektionsschemata beschreiben den Trans-
port für einen bestimmten Gitterpunkt und ein bestimmtes Zeitintervall. Der Nachteil dieser
Methode ist, dass sie oft stark diffusiv ist und zum Beispiel Lärm in der Nähe von starken
Gradienten hervorruft. Bei Euler’schen Methoden wird eine Konvergenz der numerischen In-
tegration nur für Zeitschritte erfüllt, die dem Courant-Fredrichs-Lewy-Kriterium1 genügen.
Die benötigten Zeitschritte sind hier oft weitaus kleiner als für die restlichen modellierten
Prozesse nötig.
Bei Lagrange’schen Algorithmen wird angenommen, dass ein Luftpaket gut durchmischt ist.
Seine Verlagerung wird als Funktion der Zeit berechnet. Nachteile dieser Methode sind die
Fehler in der Lagebestimmung des Luftpaketes und das Ausschließen von Durchmischen
benachbarter Luftpakete.
Eine Lagrange’sche Rückwärtstrajektorie zum letzten Zeitschritt wird bei der semi-Lagrange-
’schen Methode verwendet. Der größte Nachteil dieser Methode ist, dass sie nicht konser-
vativ ist. Lin und Rood (1996) haben die semi-Lagrange’sche Methode kombiniert mit dem
Ansatz eines endlichen Volumens. Dieser semi-Lagrange’sche Ansatz in der Flussform ist
massenbewahrend. Er umgeht weiterhin das CFL-Kriterium, hat gleichzeitig aber auch den
Vorteil für ein reguläres Gitter anwendbar zu sein (Brasseur und Solomon, 2005).
1∆t ≤ C∆ x/u, mit der Konstanten C < 1 für stabile Lösungen, dem Abstand zweier Gitterpunkte ∆x in
m und dem Betrag der Windgeschwindigkeit u. Das Kriterium gibt an, dass eine Variable innerhalb eines
Zeitschritts nur um einen Gitterpunkt advehiert werden darf.
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3.2. Das Klima-Chemiemodell EMAC
In dieser Arbeit wird das ECHAM/MESSy Atmospheric Chemistry (EMAC) Modell ver-
wendet. Es ist ein Klima-Chemiemodell, bei dem die relvanten troposphärischen und mittel-
atmosphärischen Prozesse sowie deren Wechselwirkungen mit Ozean, Land und anthropo-
genen Einflüssen durch Submodelle beschrieben werden (Jöckel et al., 2006, Jöckel et al.,
2010, 2016). Die verschiedenen Submodelle werden mithilfe des Modular Earth Submodel
System (MESSy) miteinander verbunden. Als atmosphärisches Basismodell dient die fünfte
Generation des European Centre Hamburg general circulation model (ECHAM5, Roeckner
et al. (2006)).
ECHAM5 löst die Grundgleichungen für eine feuchte Atmosphäre auf Hybridschichten, wo-
bei Vorticity, Divergenz, Temperatur, spezifische Feuchte und der Logarithmus des Boden-
drucks die grundlegenden prognostischen Variablen sind. Die spezifische Feuchte wird im
Gitterpunktsraum berechnet, die anderen Größen und das Geopotential am Boden werden
im Spektralraum gelöst (Roeckner et al., 2003).
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Abbildung 3.1.: Position der Modellflächen in EMAC in den Versionen mit 39 und 47 Mo-
dellflächen.
Die spezifische Feuchte wiederum, wie auch Wolkenphysik, Chemie, Aerosolphysik, Boden-
prozesse und der Transport von Tracern werden im Gitterpunktsraum behandelt (Roeckner
et al., 2003). Somit erfolgt ein Teil der Modellrechnungen im Spektral-, ein anderer im Git-
terpunktsraum. Als Gitter wird ein Gaußsches Gitter mit äquidistanten Längen und Breiten
gewählt.
Um effizienter und schneller zu rechnen, werden in ECHAM5 Parallelisierung und Vektori-
sierung genutzt (domain distribution approach). Das heißt, die Berechnung eines Prozesses
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kann auf mehreren Prozessoren gleichzeitig stattfinden. Hierbei werden die verschiedenen
Breitengrade auf unterschiedliche Prozessoren verteilt. Zusätzlich können die Längengrade
so umverteilt werden, dass Längengrade verschiedener Breiten zu einem Vektor gehören.
Man spricht hier von Vektorisierung. Auf einem Prozessor wird also nicht das gesamte glo-
bale Feld, sondern lediglich ein Teilgebiet gerechnet. Man bezeichnet die Parallelisierung
und Vektorisierung eines horizontalen Feldes auch als horizontale Dekomposition (Roeck-
ner et al., 2003). In EMAC wird die mittlere Atmosphäre-Version MAECHAM5 verwen-
det. Diese unterscheidet sich von ECHAM5 neben der höheren obersten Modellschicht in
der mittleren Atmosphäre-Version auch durch die Berücksichtigung des nicht-orografischen
Schwerewellenantriebs und Änderungen in der horizontalen Diffusion in MAECHAM5 (Ro-
eckner et al., 2006).
Für die vorliegende Studie wurden zwei Versionen von EMAC verwendet. Das Basismodell
ist in beiden EMAC-Versionen ECHAM in der Version 5.3.01, das zuerst mit MESSy Ver-
sion 1.10 in der Auflösung T42L39MA (Jöckel et al., 2006), und dann in MESSy Version
2.53 in der Auflösung T42L47MA verwendet wurde (Jöckel et al., 2010). Dies entspricht
einer horizontalen spektralen Auflösung von T42 (im Gaußschen Gitter entspricht dies 2.8◦x
2.8◦in Längen und Breiten) und in der Vertikalen 39, bzw. 47 Hybridschichten bis 0,01 hPa
(∼ 80 km). Die Lage der Höhenschichten in beiden Modellvarianten ist in Abbildung 3.1
dargestellt. Die Vertikalkoordinate folgt am Boden demnach dem Terrain, und ist in den grö-
ßeren Höhen auf reinen Druckflächen definiert.
Die MESSy-Schnittstelle ist in 4 Schichten gegliedert (Jöckel et al., 2005):
• Die base model layer (BML, dt. Basismodellschicht) soll zuletzt nur den zentralen
Block des Modellsystems bilden und die Laufzeit kontrollieren. Zur Zeit beinhaltet die
BML jedoch ein Boxmodell oder grundlegende Komponenten des GCM ECHAM5.
Eine Vielzahl an ECHAM-Routinen ist jedoch schon modularisiert und demnach als
Submodelle enthalten.
• Als basismodellabhängige Schnittstelle zur MESSy Infrastruktur dient die base model
interface layer (BML, dt. Basismodellschnittstellenschicht). Sie kann als Mehrfach-
steckdose für die Kommunikation zwischen Basismodell und Submodellen betrachtet
werden.
• Die submodel interface layer verbindet wiederum die Submodelle mit der BMIL.
• Die basismodellunabhängigen Erdsystemprozesse oder Diagnostiken sind in der sub-
model core layer (SMCL, dt. Submodellkernschicht) enthalten. Sie nutzt Daten aus
der SMIL und gibt Daten an diese zurück.
In dieser Arbeit wurde die MESSy-Schnittstelle nur mit ECHAM als Basismodell genutzt.
Folgende Konfigurationen von EMAC mit Submodellen kamen dabei zum Einsatz:
57
Kapitel 3. EMAC und SWIFT
Konfiguration
Submodel ohne Chemie mit SWIFT mit komplexer Chemie
CLOUD x x x
CONVECT x x x
TROPOP x x x
H2O x x x
QBO x x x
RAD4ALL/RAD x x x
TRACER - x x
SWIFT - x -
MECCA2 - - x
PSC - - x
SCAV - - x
HETCHEM - - x
Tabelle 3.1.: Standardkonfiguration von EMAC für verschiedene Simulationsarten.
Durch die rigorose Modularisierung des Modellsystems können einzelne Komponenten oh-
ne Neukompilieren des Modells ausgetauscht werden. Welche Submodelle jeweils genutzt
werden, wird durch einen Schalter in einer Namelist festgelegt. So können Simulationen mit
EMAC in verschiedenen Konfigurationen, z. B. mit und ohne interaktiver Chemie oder mit
und ohne gekoppeltem Ozean verwendet werden. Die Standardkonfiguration verschiedener
Simulationen mit EMAC ist in Tabelle 3.1 dargestellt. Wird EMAC ohne interaktive Chemie
genutzt, also als GCM, werden neben ECHAM5, als atmosphärisches Basismodell, verschie-
dene Parametrisierungen verwendet. Wichtig ist hier das Strahlungsschema Rad4All (bzw.
RAD in MESSy2), welches ab einer Höhe von 70 hPa das hochauflösende Strahlungsschema
FUBRad (Nissen et al., 2007, Kunze et al., 2014) verwendet. Das in ECHAM5 implemen-
tierte Strahlungsschema nutzt im sichtbaren und UV-Bereich elektromagnetischer Strahlung
lediglich eine Bande. FUBRad teilt diesen Bereich in, je nach Wahl, 55 oder 106 Banden ein
und erlaubt somit eine realistischere Simulation der Erwärmungsraten während des solaren
Zyklus.
Für die Nutzung von EMAC als CCM werden zusätzlich zu den im GCM-Modus genutz-
ten Submodellen noch einige zusätzliche Module verwendet: MECCA (Sander et al., 2005,
2011) beinhaltet 104 Spezies in der Gasphase und 245 Reaktionen inklusive heteorogener
Reaktionen an Sulfataerosolen und an PSC-Partikeln. Das Submodell SCAV behandelt 6 zu-
sätzliche Spezies für die Flüssigphasenchemie in Wolken und Niederschlag (Jöckel et al.,
2006). Polare Stratosphärische Wolken und heterogene Chemie werden jeweils in den Sub-
modellen PSC und HETCHEM behandelt. Für die zweite Entwicklungsphase von MESSy
wurden die Submodelle PSC und die heterogenen Prozesse der Stratosphäre aus HETCHEM
2und von MECCA genutzte Module. Siehe Text.
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im Submodell MSBM kombiniert (Jöckel et al., 2016). Chemische Randbedingungen wer-
den mithilfe der Submodelle ONLEM, OFFLEM und TNUDGE (alle drei: Kerkweg et al.,
2006) berücksichtigt. Die Advektion der chemischen Spurenstoffe erfolgt für den gesamten
Modellbereich mit dem in ECHAM5 intrinsischen semi-Lagrange’schen Transportschema in
Flussform von Lin und Rood (1996). Das Submodell TRACER regelt die Handhabung der
chemischen Spurenstoffe im Modell.
Die Meeresoberflächentemperaturen (SSTs) und die Meereiskonzentrationen (SICs) können
in EMAC vorgeschrieben werden. Wahlweise können sie aber auch mit einem Mischungs-
schichtozean über das Submodell MLO oder mit dem Ozeanmodell des Max-Planck-Instituts
für Meteorologie (MPI-OM Marsland et al., 2003) interaktiv berechnet werden. Für die hier
verwendeten Simulationen werden SSTs und SICs von einer EMAC-Simulation mit selbem
RCP-Szenario und interaktiver Chemie vorgeschrieben.
Zusätzlich zu den bereits vorhandenen Methoden der Berücksichtigung von Ozon in EMAC
habe ich nun eine weitere Möglichkeit in das Modell implementiert. Im folgenden stelle ich
das genutzte Chemie-Schema vor und zeige wie es in das Modell EMAC eingebaut wurde.
3.3. SWIFT
Das polare Modell SWIFT ist ein Schema zu schnellen Berechnung der heterogenen Ozon-
chemie im stratosphärischen Polarwirbel. SWIFT basiert auf der Ozonchemie des Chemie-
Transport-Modells ATLAS (Alfred Wegener InsTitute LAgrangian Chemistry/Transport Sys-
tem Wohltmann und Rex, 2009, Wohltmann et al., 2010). Zur schnelleren Berechnung der
Ozonchemie im Polarwirbel wurde bereits 2014 ein Konzept vorgestellt (Rex et al., 2014)
und im Folgenden weiterentwickelt (Wohltmann et al., 2017a). In der ursprünglichen Mo-
dellversion war SWIFT (Rex et al., 2014) das Akronym für Semi-Imperical Weighted Ite-
rative Fit Technique. Da diese Methode in der neuesten Version (Wohltmann et al., 2017a)
verworfen wurde, wird SWIFT nun als Name, nicht länger als Akronym verwendet.
Im Rahmen des BMBF-Projekts MiKlip wurde eine schnelle extrapolare Ozonchemie ent-
wickelt (Kreyling et al., 2018). In dieser Arbeit wurde die weiterentwickelte Version der
polaren SWIFT-Chemie von Wohltmann et al. (2010) verwendet.
3.3.1. Ozonchemie im Polarwirbel
Bei der SWIFT-Chemie werden die im Polarwirbel stattfindenden heterogenen Prozesse
nicht im Einzelnen simuliert, sondern der Gesamteffekt der chemischen Reaktionen auf eine
Spezies. SWIFT im Polarwirbel ist derart schnell, da es nur aus 4 prognostischen Differenti-
algleichungen (DGLs) und 2 diagnostischen Gleichungen besteht, die einmal am Tag für das
Polarwirbelmittel gelöst werden. SWIFT benötigt hierfür am Anfang des jeweiligen Win-
ters die über den Polarwirbel gemittelten Mischungsverhältnisse der Spezies O3, ClONO2,
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HCl, HNO3, sowie Cly. Für jeden Zeitschritt, in dem SWIFT angewendet wird, werden das
Temperaturfeld, der solare Zenitwinkel und die Lage des Polarwirbels benötigt. Die Lage
des Polarwirbels wird anhand der modifizierten Potentiellen Vortizität (PV) von Lait (1994)
bestimmt. Es gilt:






Mit der Ertel’schen Potentiellen Vortizizät PV und der Potentiellen Temperatur θ, wobei
gilt θ0 = 475K. Als Polarwirbelgrenze sind 36 PVU festgelegt. Aus Temperatur, Zenitwin-
kel und Lage des Wirbels werden der Anteil des Wirbels, in dem sich PSCs bilden können
(engl. fractional area of PSCs, FAP) und der von der Sonne beschienene Wirbelanteil (engl.
fractional area of sunlight, FAS) berechnet (mit einem Sonnenzenitwinkel unter 90◦). Die
Chloraktivierung bei verschiedenen Arten von PSCs wird durch die Verwendung der Para-
meter FAP und FAPS, d. h. mit Unterkühlung von 3 K, berücksichtigt.
Die Fitparameter für die DGLs im polaren SWIFT wurden an Polarwirbelmitteln des Che-
mietransportmodells (CTMs) ATLAS mithilfe der Methode der kleinsten Quadrate trainiert
(Wohltmann et al., 2017a). Der Fit der Parameter wird für Nord- und Südhemisphäre gleich-
zeitig vorgenommen, damit für beide Polarwirbel dieselben Parametrisierungen genutzt wer-
den.






= B − A−H (3.3)
d〈[HCl]〉
dt




und 2 diagnostische Gleichungen (Wohltmann et al., 2017b):
〈[ClOx]〉 = 〈[Cly]〉 − 〈[HCl]〉 − 〈[ClONO2]〉 (3.6)
〈[HNO3]g〉 = 〈[HNO3]〉 · (1− FAPs) + z · 〈[HNO3]〉 · FAPs (3.7)
Die Terme A bis L sind folgendermaßen definiert:
A =
{
a · 〈[ClONO2]〉 · 〈[HNO3]〉2/3 · FAP, if 〈[HCl]〉 > 1ppt.
a · 〈[HCl]〉 · 〈[ClONO2]〉 · 〈[HNO3]〉2/3 · FAP, if 〈[HCl]〉 < 1ppt.
(3.8)
B = b · 〈[ClOx]〉 · 〈[HNO3]g〉 · FAS (3.9)
C = c1 · 〈[ClOx]〉〈[O3]〉 · FAS




D = d · 〈[ClOx]〉 · FAS (3.11)
E = e · 〈[HNO3]〉 · FAPs (3.12)
F = f · 〈[ClOx]〉 · FAS2 (3.13)
H = h · 〈[ClONO2]〉 · 〈[HNO3]〉2/3 · FAP (3.14)
K = k · 〈[HCl]〉 · FAS2 (3.15)
L = l · 〈[HOCl]〉 · 〈[HCl]〉 · 〈[HNO3]〉2/3 · FAP (3.16)
mit 〈[HOCl]〉 = 〈[ClOx]〉 · FAS
Derzeit kann das polare SWIFT-Modul variable Effekte von Brom, Methan und Wasser-
dampf, sowie einige HNO3-Effekte nicht berücksichtigen (Wohltmann et al., 2017b).
Am Anfang eines jeden Winters werden die in SWIFT verwendeten Spezies initialisiert. O3,
HNO3 und H2O werden standardmäßig mit MLS-Daten für eine Klimatologie von 2005–
2014 und die Felder für HCl, ClONO2 und Cly mit Daten einer ATLAS-Simulation von
2005–2006 initialisiert. Sollen variierende Chlorgehalte berücksichtigt werden, können Cly,
HCl und ClONO2 am Anfang des Winters mit den entsprechenden Werten des äquivalenten
effektiven stratosphärischen Chlors (EESC, engl. equivalent effective stratospheric chlorine)
(Newman et al., 2007) skaliert werden. Die EESC-Kurve stellt eine Verbindung her zwischen
anthropogen in der Troposphäre emittierten ODSs und der stratosphärischen Konzentration
an Halogenen, die ozonzerstörendes Potential haben. Dabei werden die Effekte von Chlor
und Brom gemeinsam betrachtet, jedoch berücksichtigt, dass Brom ein höheres ozonzerstö-
rendes Potential hat als Chlor. Des Weiteren wird die Transportzeit von Emission am Boden
bis zum Erreichen der Stratosphäre und die zeitlichen Unterschiede in der Loslösung der
Halogene aus verschiedenen Quellgasen berücksichtigt.
3.3.2. Ozonchemie außerhalb des Polarwirbels
Das extrapolare SWIFT-Schema nähert die Ozonänderungsrate der ATLAS-Chemie mithilfe
orthogonaler polynomischer Funktionen 4. Ordnung an (Kreyling et al., 2018). Das extrapo-
lare SWIFT liefert gute Ergebnisse im Vergleich zum CTM Atlas und den MLS-Messungen
(Kreyling et al., 2018). Da das extrapolare SWIFT jedoch in MatLab entwickelt wurde und
die Umsetzung in Fortran noch nicht fehlerfrei ist, kann in dieser Arbeit nur das polare
SWIFT verwendet werden. außerhalb des Polarwirbels wird auf ein zonal und monatlich ge-
mitteltes Ozonfeld zurückgegriffen, das als Randbedingung vorgeschrieben wird.
Da das Ozonfeld im Polarwirbel saisonal die stärkste zonale Anomalie im Ozon darstellt
und die Kopplung zwischen Stratosphäre und Troposphäre im Winter am stärksten ist, nah-
men wir an, dass der überwiegende Anteil des Einflusses zonaler Ozonanomalien und der
interaktiven Ozonchemie berücksichtigt wird und EMAC mit polarem SWIFT geeignet ist,
einen Großteil der durch Ozon modifizierten STC wiederzugeben.
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3.4. Implementierung von SWIFT in EMAC
Bei der Implementierung von SWIFT in EMAC mussten zuerst ein neues Submodel für
MESSy (genannt ESWIFT) und die entsprechenden Verknüpfungen in MESSy erstellt wer-
den. Der Aufruf von SWIFT in MESSy erfolgt innerhalb des Submodels in der Submodel
Interface Layer (SMIL). Die hierfür nötigen Datenaufrufe und -umformungen, sowie die
Steuerung des Submodells über die Namelist wurden als nächstes umgesetzt. Nachdem das
Submodell ESWIFT erfolgreich in MESSy1 eingebaut war, wurden viele Testsimulationen
durchgeführt, Verbesserungen implementiert und neue Funktionen entwickelt. Das MESSy-
System wurde in der Zwischenzeit weiterentwickelt, so dass das Submodell ESWIFT in die
neueste MESSy-Version implementiert wurde, um eine spätere Freigabe des Submodells an
alle MESSy-Nutzer zu ermöglichen und die neuesten Verbesserungen von MESSy nutzen zu
können.
3.4.1. Erstellen eines neuen Submodells
Für ein neues Submodell müssen zunächst die entsprechenden Fortran-Routinen in der Sub-
model Core Layer (SMCL) und der SMIL angelegt werden. Für das neue Submodell wer-
den dann Schalter und Referenzen in den MESSy-Kontrolldateien angelegt, die den Aufruf
des Submodells innerhalb des gesamten Modells steuern und auch das An- und Ausschal-
ten des gesamten Submodells in MESSy1 im Laufskript und in MESSy2 über die Namelist
switch.nml ermöglichen.
3.4.2. Technischer Einbau
In der SMIL-Routine eines jeden Submodells gibt es Subroutinen, die für alle Submodelle
vorhanden sind. Diese ermöglichen den Zugriff auf das Submodell zu verschiedenen Sta-
tionen des Modelldurchlaufs. So wird beispielsweise das Initialisieren oder das Zuweisen
von Speicher jedes Submodells zu Anfang der Modellsimulation für das Basismodell und
die Submodelle durchgeführt, bevor die Berechnungen im ersten Zeitschritt beginnen (siehe
Abbildung 3.2). Außerhalb der Zeitschleife und der lokalen Schleife werden bei ESWIFT
folgende Subroutinen aufgerufen:
• eswift_initialize: Auslesen der Namelist-Parameter für eswift.nml und Initia-
lisierung der Felder in der SMCL
• eswift_new_tracer: Definition eines Tracers für Ozon, der gemäß dem Semi-
Lagrange’schen Transportschema (Lin und Rood, 1996) transportiert wird.
• eswift_init_memory: Variablen werden innerhalb von MESSy (wie in ECHAM)
über STREAMs definiert. Hier wird ein STREAM für die Subroutine angelegt und damit
auch das Herausschreiben der stream-Elemente in eine netcdf-Datei für das Submodell
ermöglicht.
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Jo¨ckel & Sander: ECHAM5/MESSy (Version 0.9) User Manual 5
Table 1: ECHAM5/MESSy call tree showing how the MESSy main control interface is embedded into ECHAM5.
master main Fortran program
p_start (mo_mpi.f90) start parallel processing
control
initialize
inidoc global netcdf attributes
messy_initialize (messy_main_control_e5.f90) initialize submodels, read CTRL and CPL
messy_new_tracer (messy_main_control_e5.f90) define tracers
init_memory (mo_memory_streams.f90)
messy_init_memory (messy_main_control_e5.f90) define 2D and 3D output streams
ioinitial or iorestart
messy_init_tracer (messy_main_control_e5.f90) initialize tracers




prerad calculate parameters for radiation
solang_extended_const (m_solang.f90) calculate solar zenith angle
messy_global_start (messy_main_control_e5.f90) first global entry point




messy_local_start (messy_main_control_e5.f90) first local entry point





















ml_ocean mixed layer ocean
sicetemp sea-ice temperature
collect collect data for ocean model
hydrology_collect collect data for HD-model
messy_physc (messy_main_control_e5.f90) physics, chemistry
messy_local_end (messy_main_control_e5.f90) last local entry point
miscellaneous Fourier/Legendre/spectral calculations
messy_global_end (messy_main_control_e5.f90) last global entry point
out_streams (mo_grib.f90) print tracers and streams to netcdf file
time_reset (mo_time_control.f90)
close_output_streams (mo_grib.f90) at end only
free_memory (mo_memory_streams.f90) deallocate stream memory
messy_free_memory (messy_main_control_e5.f90) deallocate submodel memory
p_stop (mo_mpi.f90) stop parallel processing
Abbildung 3.2.: Ablauf der Aufrufe in ECHAM/ MESSy. Aus (Jöckel et al., 2005).
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• eswift_init_coupling: Aufrufen von stream-Elementen oder Tracern aus dem
Basismodell oder anderen Submodellen. Es werden PV aus dem CHANNEL TROPOP
und der Kosinus des Sonnenzenitwinkels cossza aus dem CHANNEL ORBIT aufgeru-
fen.
Nach der Initialisierung beginnt zunächst die Zeitschleife und in dieser die lokale Schleife.
Innerhalb der lokalen Schleife erfolgt dann eine effiziente Dekomposition und Parallelisie-
rung, weswegen die hierin angewendeten Routinen nur auf einen Teil der Felder nach der
Dekomposition zugreifen können. Hier sollten also nur Routinen angewandt werden, die
keinen Zugriff auf horizontal benachbarte Felder benötigen (Jöckel et al., 2005). Da Be-
rechnungen mit dem gesamten horizontalen Feld auf einem Prozessor stattfinden, verlangsa-
men solche Aktionen die Simulation. Weil ESWIFT zur Berechnung der Polarwirbelmittel
jedoch vollständige horizontale Felder benötigt, kann SWIFT nicht innerhalb der lokalen
Schleife genutzt werden. Daher wird SWIFT innerhalb der Zeitschleife in der Subroutine
eswift_global_start aufgerufen. SWIFT benötigt für seine Berechnungen Felder im
Gitterpunktsraum als globales Feld. Da die Gittperpunktsfelder in EMAC jedoch zur Be-
schleunigung der Berechnung horizontal auf verschiedene Prozessoren zerlegt werden, müs-
sen vor Aufruf von SWIFT die benötigten Felder von den verschiedenen Prozessoren als glo-
bales Feld für einen Prozessor gesammelt werden. Dies erfolgt mit der aus ECHAM stam-
menden Routine gather_gp, bzw. zur Rückführung auf die verschiedenen Prozessoren mit
scatter_gp. Am Ende eines Modelltages wird in eswift_global_start das Tages- und
Wirbelmittel von Temperatur und Ozon-Tracer, sowie die Lage des Polarwirbels an SWIFT
übergeben. Da die Berechnungen für SWIFT jedoch nur einmal am Tag erfolgen, ist die
Verlangsamung durch den Aufruf außerhalb der lokalen Schleife minimal. Die chemische
Ozonänderung durch SWIFT wird anschließend im Bereich des Polarwirbels auf das trans-
portierte Ozonfeld addiert. Abschließend wird der Polarwirbelrand im Ozonfeld geglättet
und dann der Strahlung übergeben.
Innerhalb der lokalen Schleife wird die Subroutine eswift_physc aufgerufen, in wel-
cher die modifizierte PV (siehe Gleichung 3.1) berechnet und ein Feld mit logischen Wer-
ten definiert werden, welche die Position des Wirbels definiert. Wie bei Wohltmann et al.
(2017a) wird die Polarwirbelgrenze bei 36 PVU definiert. Anschließend wird in der Subrou-
tine eswift_free_memory der in eswift_init_memory manuell allokierte Spei-
cher deallokiert.
SWIFT kann bei der Anwendung in einem globalen Modell auf Schichten zwischen 70 und
20 hPa genutzt werden (M. Rex und I. Wohltmann, persönliche Kommunikation, 20.11.2012).
Bei Anwendung in EMAC 1.10 und mit 39 Modellschichten wird SWIFT in 5 Schichten der
unteren Stratosphäre aufgerufen, nämlich: 69,99 hPa, 54,04 hPa, 41,6 hPa, 31,77 hPa und
24,07 hPa. In EMAC 2.53 mit L47 wird SWIFT in den Schichten 74,06 hPa, 59,64 hPa,
47,52 hPa, 37,43 hPa, 29,14 hPa und 22,35 hPa angewendet.
Um einschätzen zu können, wie schnell Simulationen mit SWIFT im Vergleich zu Simulatio-
nen mit voller interaktiver Chemie sind, wird die für einen Modellmonat benötigte Rechen-
zeit bei Nutzung von 144 Prozessorkernen bei verschiedenen Setups miteinander verglichen.
Eine GCM-Simulation benötigt 9 bis 10 Minuten um einen Modellmonat zu rechnen, ei-
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(a) Nordhemisphäre (b) Südhemisphäre
Abbildung 3.3.: Exemplarisches Ozonfeld für a) die Nordhemisphäre und b) die Südhemi-
sphäre.
ne Simulation mit polarem SWIFT 11 bis 12 Minuten und eine CCM-Simulation 60 bis
80 Minuten. Je nach Auslastung des Rechenzentrums variiert die benötigte Rechenzeit. Die
SWIFT-Simulationen zeigen im Vergleich zu CCM-Simulationen eine deutliche Verringe-
rung der Rechenzeit und sind dabei nur minimal langsamer als GCM-Simulationen.
3.4.3. Verbesserungen und neue Features
Nachdem das polare SWIFT technisch in EMAC eingebaut war, fielen einige Verbesserungs-
möglichkeiten auf, die geprüft wurden. Diese betreffen zumeist die Handhabung des extra-
polaren, vorgeschriebenen Ozonfeldes und dessen Übergang zum polaren Ozonfeld.
Ozon an der Polarwirbelkante: Durch das Einsetzen des chemisch und dynamisch va-
riierenden Ozonfeldes im Polarwirbel in ein zonal und monatlich gemitteltes Feld kann es
am Polarwirbelrand zu unphysikalischen Sprüngen im Ozonfeld kommen. Um einen Einfluss
solcher abrupten Änderungen auf die Strahlung zu vermeiden, wurde am Polarwirbelrand ei-
ne Glättung vorgenommen. Der Anteil der klimatologischen Ozonwerte wird in 4 Schritten
mit um jeweils 1 PVU erhöhter modifizierter PV von 100 % klimatologischen Ozonwerten
am Polarwirbelrand bei 36 PVU zu 0 % klimatologischen Werten innerhalb des Polarwirbels
reduziert.
Exemplarische Ozonfelder für die Nord- und Südhemisphäre sind in Abbildung 3.3 darge-
stellt. Die breite durchgezogene Linie zeigt den Polarwirbelrand. Innerhalb des Polarwirbels
ist das transportierte und durch SWIFT chemisch modifizierte Ozonfeld zu sehen. Außerhalb
des Polarwirbels erkennt man das zonal und monatlich gemittelte Ozonfeld.
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Abbildung 3.4.: Differenz der mehrjährigen Monatsmittel von Ozon [ppmv] im Lauf mit
genudgtem Ozon und der Ozonklimatologie (Farbe). In grauen Konturen ist
das klimatologische Ozonfeld abgebildet.
Zonale Anomalien außerhalb des Polarwirbels: Taylor und Bourqui (2005) ver-
wenden ebenfalls eine vereinfachte Ozonchemie, welche wie bei SWIFT nicht im gesam-
ten Modellbereich verwendet wird und klimatologische Ozonfelder außerhalb dieses Mo-
dellbereiches verwendet. Sie verwenden zwischen Tropopause und 4 hPa das FASTOC-
Ozonschema. Ober- und unterhalb dieses Modellgebietes relaxieren sie das transportierte
Ozonfeld zur Klimatologie hin. Dadurch werden auch in diesen Regionen die durch den
Transport verursachten zonalen Anomalien im Ozonfeld berücksichtigt.
Beim Vergleich der Polarwirbelkante bei Simulationen mit SWIFT- und mit voller interakti-
ver Chemie fiel auf, dass der meridionale Gradient mit SWIFT sehr viel geringer ist als mit
voller Chemie. Dieser Effekt tritt sowohl bei geglättetem Ozonfeld an der Polarwirbelkante
als auch bei abruptem Übergang zwischen Ozonklimatologie außerhalb und transportiertem
Ozon im Polarwirbel auf. Ein realistischeres Ozonfeld außerhalb des Polarwirbels könnte
auch den meridionalen Gradienten im Ozon verbessern. Es wurde daher eine Testsimulation
mit SWIFT durchgeführt, bei der das Ozonfeld außerhalb des Polarwirbels zur Klimatologie
hin genudgt wurde, wie es Taylor und Bourqui (2005) außerhalb der Regionen ihres verein-
fachten Ozonschemas tun.
Die Differenz im Ozon von genudgtem zu klimatologischem Ozon ist in Abbildung 3.4 dar-
gestellt. Die Testsimulationen umfassten die Jahre 1989 bis 2000. Dargestellt sind die Ab-
weichungen der mehrjährigen Monatsmittel von Januar bis Dezember in der Simulation mit
genudgtem Ozonfeld außerhalb des Polarwirbels gegenüber der Simulation mit klimatologi-
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schem Ozonfeld im extrapolaren Gebiet. Es wird deutlich, dass bei täglichem Nudging Ozon
in die polare Stratosphäre transportiert wird. Dies entspricht dem Transport durch die RC,
welche in der jeweiligen Winterhemisphäre maximal ist. Ohne chemische Ozonproduktion
und -zerstörung in den Regionen außerhalb des Polarwirbels, werden durch das Nudging
jedoch unrealistische Ozonquellen und -senken simuliert. Bei Taylor und Bourqui (2005)
trat dieser Effekt nicht auf, da sie im gesamten Bereich der Ozonschicht Ozontransport und
vereinfachte Chemie verwenden. Für EMAC mit polarem SWIFT ist die von Taylor und
Bourqui (2005), für die Region außerhalb der chemisch aktiven Gebiete, genutzte Methode
nicht anwendbar und wurde daher verworfen.
Ozon außerhalb des SWIFT-Gebietes: Eine viel verwendete, beobachtungsbasierte
3 Ozonklimatologie ist diejenige von Fortuin und Langematz (1995), im Folgenden als FL-
Klimatologie bezeichnet. Diese wurde in den Simulationen mit SWIFT-Chemie außerhalb
des Polarwirbels als Klimatologie vorgeschrieben. Beim Durchführen von Simulationen mit
SWIFT hat sich dann herausgestellt, dass der horizontale Ozongradient von den mittleren
in die hohen Breiten in der unteren Stratosphäre zu gering ist. Das liegt daran, dass beim
Erstellen der Klimatologie nur wenige Daten am Pol vorhanden waren, weswegen hier ei-
ne lineare Interpolation vorgenommen wurde. Aufgrund dieser Unzulänglichkeiten der FL-
Klimatologie wurde beschlossen auf eine neuere Klimatologie zurück zu greifen. Mangels
einer passenden Alternative, die Ozonmischungsverhältnisse für den gesamten im Modell
genutzten Höhenbereich abdeckt, wurde eine eigene Ozonklimatologie aus Daten der Instru-
mente TES (Beer, 2006) und MLS (Waters et al., 2006), die sich beide auf dem Satelliten
AURA befinden, generiert. Von den zur Verfügung stehenden täglichen Ozonklimatologien
waren die von MLS und TES diejenigen mit der höchsten meridionalen Auflösung, größten
Höhenabdeckung und wenigsten Datenlücken. MLS wurde auch zur Bestimmung einiger
SWIFT-Parameter genutzt, die Nutzung des MLS-Ozons ist bei Nutzung von SWIFT somit
konsistent. Es wurden Klimatologien aus den jeweils zu Verfügung stehenden Zeiträumen
gebildet, für MLS von 2005–2015, für TES von September 2004 bis November 2011. Um
einen möglichst großen Zeitraum für die Klimatologie abzudecken, wurden die Klimato-
logien der beiden Datensätze unabhängig von deren überlappenden Zeiträume gebildet. Da
TES vor allem das troposphärische und MLS vor allem das strato- und mesosphärische Ozon
abbildet, wurden die Klimatologien beider Datensätze in der unteren Stratosphäre, wo beide
Klimatologien gut übereinstimmen, kombiniert. Beide Datensätze wurden linear bei 215 hPa
verbunden. Abbildung 3.5 zeigt das klimatologisch gemittelte Ozonmischungsverhältnis für
Dezember in ppmv für verschiedene Höhenbereiche von EMAC. Abbildung 3.5a zeigt den
gesamten von EMAC simulierten Höhenbereich von 1000 bis 0,01 hPa, Abbildung 3.5b den
Bereich zwischen 1000 bis 300 hPa und Abbildung 3.5c legt den Fokus auf die Region, in der
MLS- und TES-Daten kombiniert wurden und zeigt den Bereich zwischen 500 und 120 hPa.
Die grüne Kurve zeigt jeweils die vorab verwendete FL-Klimatologie, die blaue Linie TES
3CMIP5- und CMIP6-Ozonfelder basieren auf Modellsimulationen.
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(a) (b) (c)
Abbildung 3.5.: Monatsmittel der Ozonmischungsverhältnisse [ppmv] von MLS (rot), TES
(blau), FL95 (grün) und neuer MLS-TES-Klimatologie (lila) in a) für 1000
bis 0.01 hPa, b) Fokus auf die lineare Extrapolation auf die unterste Modell-
fläche und c) Fokus auf die Kopplung von MLS und TES in 215 hPa.
und die rote Linie MLS-Daten. Die lila Linie zeigt die neue aus MLS- und TES-Daten kom-
binierte Klimatologie. Bei 215 hPa setzt sich das neue Ozonfeld jeweils zur Hälfte aus MLS-
und TES-Daten zusammen (siehe Abbildung 3.5b). In der darüber liegenden Schicht liegt der
Anteil von MLS bei 75 % und der Anteil von TES bei 25 % am kombinierten Ozondatensatz.
Oberhalb dieser Schicht besteht die kombinierte Klimatologie zu 100 % aus MLS-Daten. In
der Schicht unterhalb von 215 hPa ist der Anteil von MLS 25 % und der Anteil von TES
75 %, darunter besteht das Feld dann zu 100 % aus TES-Daten.
Da die unterste bei TES zu Verfügung stehende Schicht noch über der untersten im Modell
genutzten Schicht liegt, musste die TES-Klimatologie nach unten extrapoliert werden. Hier-
zu wurde die vertikale Ozonabnahme der FL95-Klimatologie zwischen den beiden untersten
Schichten errechnet und ausgehend vom Ozonmischungsverhältnis bei TES in 825 hPa das
Ozonmischungsverhältnis in der untersten Modellschicht errechnet (siehe Abbildung 3.5b).
Die MLS-TES-Klimatologie wurde auf das in EMAC verwendete T42-Gitter interpoliert.
Ein Vergleich der Ozonklimatologien für den Monat September ist in Abbildung 3.6 zu se-
hen. In der unteren Stratosphäre ist bei MLS+TES ein deutlich stärkerer Rückgang des Ozon-
mischungsverhältnisses zwischen den südlichen mittleren Breiten und dem Südpolarbereich
zu erkennen.
Transport: In der polaren unteren Stratosphäre hat Transport einen starken Einfluss auf
das Mischungsverhältnis von Ozon. Da der Polarwirbel zu den mittleren Breiten hin meist
gut isoliert ist, ist der vertikale Transport hier bedeutender als der horizontale Transport.
Der vertikale Transport muss in Simulationen des Ozons im stratosphärischen Polarwirbel
berücksichtigt werden. Bei der Implementierung von SWIFT in ein CCM gibt es die Mög-
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Abbildung 3.6.: Klimatologien des Ozonmischungsverhältnisses [ppmv] von MLS (oben),
Fortuin und Langematz (1995) (mitte) und der Kombination aus MLS und
TES (unten) für den Monat September.
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lichkeit den im Klimamodell bereits integrierten Transport zu verwenden. Bei EMAC ist
dies der semi-Lagrange’sche Transport in Flussform von Lin und Rood (1996). Eine ande-
re Möglichkeit ist, eine temperaturabhängige “dynamische Korrektur” des wirbelgemittelten
Ozonmischungsverhältnisses in SWIFT anzuwenden. Bei der SWIFT-internen Transportpa-
rametrisierung wird zur täglichen chemischen Ozonänderung noch ein Wert für die vertika-
len Transporteffekte, und zwar: c1 + c2 ·∆T , addiert. Es wird also jeden Tag ein fester Wert
des transportierten Ozons addiert und zusätzlich ein temperaturabhängiger Anteil, der die
Abhängigkeit des Transports von der BDC berücksichtigt (I. Wohltmann, persönliche Kom-
munikation, 10.12.2019). Die höhenabhängigen Parameter c1 und c2 wurden mithilfe einer
ATLAS-Simulation bestimmt, bei der Temperatur und Windgeschwindigkeit am Winteran-
fang mit ERA-Interim-Daten und Ozonmischungsverhältnisse mit MLS-Daten initialisiert
wurden. Der Anteil des transportierten Ozons wurde dann als Differenz aus dem Polarwir-
belmittel des simulierten Ozons und der Chemie bestimmt (I. Wohltmann, persönliche Kom-
munikation, 10.12.2019).
Zur Untersuchung des Einflusses der Art des Transports wurden zwei RCP6.0-Simulationen
von 2005 bis 2016 mit unterschiedlichem Transport durchgeführt. Beide nutzen die MLS-
TES-Klimatologie für Ozon und SSTs und SICs, sowie Mischungsverhältnisse der restlichen
strahlungsrelevanten Gase der RCP6.0-Simulation mit voller interaktiver Chemie. Eine Si-
mulation nutzt den in EMAC intrinsischen semi-Lagrange’schen Transport in der Flussform,
die andere die temperaturabhängige Transportparametrisierung aus SWIFT. Diese Simula-
tionen werden in Kapitel 4.2.3 diskutiert.
Multidekadische transiente Simulationen: Da SWIFT standardmäßig mit klimato-
logischen Werten initialisiert wird, ist die zeitliche Variation der ODSs durch ihren Eintrag in
die Atmosphäre und deren langsamer Rückgang durch die Regulation durch das Montrealer
Protokoll und die Folgeabkommen nicht berücksichtigt. SWIFT wurde bisher vor allem für
Simulationen des gegenwärtigen Klimas in einem CTM verwendet. Für diese Simulationen
waren die Initialisierungswerte um das Jahr 2005 ausreichend. Um die sich ändernde Chlor-
konzentration in langen transienten Simulationen zu berücksichtigen, kann das zur Initiali-
sierung am Anfang eines Winters genutzte Chlorfeld jeweils mit einem vom Simulationsjahr
abhängenden Wert der EESC-Kurve multipliziert werden. Dadurch wird der Gesamtgehalt
an Chlor im Polarwirbel jeweils an die für das Jahr erwarteten Werte angepasst. Dieser An-
satz beachtet jedoch nicht, dass sich auch Ozon und die anderen in SWIFT genutzten chemi-
schen Stoffe in Abhängigkeit von Treibhausgasen und ozonzerstörenden Substanzen ändern.
Eine andere Möglichkeit SWIFT für lange transiente Simulationen zu nutzen, ist demnach
die für Chemie und Strahlung wichtigen Stoffe durch Felder aus CCM-Simulationen zu be-
legen. Hierfür habe ich aus einer Simulation mit voller interaktiver Chemie mit passendem
RCP-Szenario die monatlich und zonal gemittelten Ozonfelder entnommen. Über diese wur-
de ein 11jähriges gleitendes Mittel über den jeweiligen Modellmonat gelegt. So wird SWIFT
nicht auf ein Feld angewandt, das bereits dynamische und chemische Änderungen erfahren
hat, nutzt aber ein klimatologisch für das Jahr passendes Ozonfeld. In SWIFT werden am
Winteranfang HNO3, HCl, H2O, Cly, ClONO2 und O3 initialisiert. Diese wurden auf äqui-
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valente Breiten (siehe Kapitel 3.6.2) und Modellflächen umgerechnet. Hier ist Cly definiert
als die Summe aus ClOx, HCl und ClONO2. ClOx ist wiederum die Summe aus Cl, ClO,
HOCl, OClO, 2·Cl2O2 und 2·Cl2. Damit die Behandlung aller strahlungsrelevanten Gase
konsistent ist, werden auch die übrigen strahlungsaktiven Gase als gleitendes 11-Jahresmittel
vorgeschrieben.
Übergang zu MESSy2
In MESSy2 gibt es eine neue Handhabung der Datenstreams, diese werden nun über ein
Submodel namens CHANNEL gesteuert (Jöckel et al., 2010). Im Code waren deswegen
Anpassungen der vorher als STREAM behandelten Daten hin zu CHANNEL-Objekten nötig.
Über die Namelist des Submodels CHANNEL kann dann die Ausgabe der Variablen des
jeweiligen Submodels nach dem Kompilieren gesteuert werden. Dadurch kann die Ausgabe
der Modellsimulation so angepasst werden, dass nur die relevanten Felder in netcdf-Dateien
abgespeichert werden. Auch sind über CHANNEL diagnostische Berechnungen möglich. In
MESSy2 kann in der Namelist des Strahlungsschemas RAD angegeben werden, aus welchem
Submodell welche Variable für das Ozon genutzt werden soll. Die Kopplung von SWIFT an
die Strahlung erfolgt in MESSy2 also über die RAD-Namelist statt wie in MESSy1 innerhalb
des ESWIFT-Submodells.
Für MESSy2 wird hier die Variante in der Auflösung T42L47MA verwendet. Durch die
größere Anzahl an Höhenschichten, rechnet ESWIFT in MESSy2 nun auf 6, statt wie vorher
auf 5 Schichten.
3.5. Modellsimulationen
3.5.1. Simulationen mit voller Chemie
Eine RCP6.0-Simulation mit voller Chemie wird in dieser Arbeit als Vergleichssimulati-
on für Simulationen mit SWIFT-Chemie genutzt. Außerdem werden aus dieser Simulation
chemische Felder zur Initialisierung der chemischen Größen von SWIFT verwendet. Die
hier verwendete Simulation wurde von Dr. Anne Kubin im Rahmen des Projekts MiKlip
durchgeführt (Kooperation von STRATO und FAST-O3). Dafür wurde die Modellversion
EMAC 1.10 in der Auflösung T42L39 genutzt. GHGs entsprechen dem RCP6.0-Szenario
und ODSs dem A1-Szenario (Meinshausen et al., 2011), SSTs und SICs sind einer ebenfalls
an der FUB durchgeführten RCP6.0-Simulation mit interaktivem Ozean entnommen. Für
die volle interaktive Chemie wurden die Submodelle MECCA (Sander et al., 2005), SCAV,
PSC, HETCHEM und weitere für die chemischen Randbedingungen notwendige Submodel-
le verwendet. Diese Simulation mit voller interaktiver Chemie wird in der Arbeit als CCM-
Simulation bezeichnet.
Des Weiteren wird in dieser Arbeit eine EMAC-Simulation mit voller interaktiver Chemie
und vorgeschriebener Dynamik verwendet: Dies ist die als RC1SD-base-08 beschriebene
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Simulation, welche von Jöckel et al. (2016) beschrieben wird. Sie wurde mit der EMAC-
Version 2.51 in Auflösung T42L47 und der überarbeiteten MECCA-Chemie (Sander et al.,
2011) durchgeführt.
3.5.2. Simulationen mit polarer SWIFT-Chemie
Testsimulationen
Für die Testsimulationen wurde auf das Standardsetup zurück gegriffen, das heißt als Ozon-
klimatologie wurde die FL-Klimatologie genutzt, die in SWIFT verwendeten chemischen
Größen sind wie in Wohltmann et al. (2017a) initialisiert und Cly wird mit der EESC-Kurve
skaliert. Um den Effekt starker Ozonzerstörung für SWIFT in EMAC zu untersuchen, wur-
den die Testsimulationen für die 1990er durchgeführt, da hier die ODS-Konzentrationen am
höchsten und die heterogene Ozonzerstörung am stärksten war. Die Testsimulationen wur-
den mit EMAC 1.10 in T42L39-Auflösung durchgeführt.
Dieses Setup wurde verwendet zur Untersuchung der Kopplung des Ozonfeldes an die Strah-
lung, der Skalierung der Chlorkonzentration mit der EESC-Kurve, der Glättung am Polar-
wirbelrand, dem Test des zeitlichen Nudgings des extrapolaren Ozonfeldes und für den Ver-
gleich verschiedener Methoden zur Berücksichtigung der Transporteffekte im Polarwirbel.
Simulation mit vorgeschriebener Dynamik
Mit EMAC 2.53 in T42L47-Auflösung wurde eine, zu oben beschriebener Simulation mit
voller Chemie und vorgeschriebener Dynamik passende, Simulation für den Zeitraum 1979
bis 2011 durchgeführt. Es wurde dieselbe Methode für das Nudging verwendet, wie sie in
Jöckel et al. (2016) beschrieben wird, nämlich Newton’sche Relaxation. Genudged werden
im Spektralraum die prognostischen Variablen Divergenz mit einer Relaxationszeit von 48
h, die Vortizität mit 6 h, die Temperatur mit 24 h und der Logarithmus des Bodendrucks mit
24 h. Die atmosphärische Grenzschicht und die mittlere Atmosphäre oberhalb von 10 hPa
werden nicht genudged.
Für das Ozonfeld außerhalb des Polarwirbels und die Initialisierung der chemischen Varia-
blen in SWIFT wurden die jeweiligen Default-Methoden verwendet: Für das Ozon außer-
halb des Ozonfeldes wird die MLS/TES-Ozonklimatologie verwendet. Zur Initialisierung
der chemischen Variablen in SWIFT werden MLS- und ATLAS-Klimatologien verwendet,
wie von Wohltmann et al. (2017a) beschrieben wird.
Für Sensitivitätsstudien werden einzelne Jahre der Simulationen mit anderen Ozonklima-
tologien wiederholt. Als Ozonklimatologien werden hier folgende Datensätze herangezo-
gen: Oben beschriebene RCP6.0-Simulation mit voller Chemie, oben beschriebene EMAC-
Simulation mit voller Chemie und vorgeschriebener Dynamik, CMIP5, Fortuin und Lange-
matz (1995). Bei diesen Sensitivitätsstudien wurde jeweils nur das Ozonfeld zur Initialisie-





Zur Realisierung multidekadischer, freilaufender Simulationen mit SWIFT müssen die Me-
thoden zur Initialisierung der chemischen SWIFT-Größen sowie das Ozonfeld außerhalb des
Polarwirbels an den jeweiligen klimatologischen Zustand angepasst werden.
Bei Studien mit CCMs wird oft kritisiert, dass diese jeweils nur eine mögliche Realisierung
darstellen und Schlussfolgerungen aus diesen Simulationen mangels der Berücksichtigung
interner Variabilität nicht aussagekräftig seien. Durch den hohen Rechenzeit- und Speicher-
aufwand von CCMs wurden bisher nur sehr wenige Ensembles mit CCMs berechnet. Um
die interne Variabilität eines Modells zu erfassen, werden bei CCMs, statt Ensembles tran-
sienter Simulationen zu berechnen, Zeitscheibenexperimente durchgeführt. Hier werden die
Randbedingungen für ein bestimmtes Jahr festgehalten und das Modell über mehrere Jahr-
zehnte integriert. Führt man mehrere solcher Zeitscheibenexperimente für Randbedingungen
verschiedener Jahre durch, kann ebenfalls eine Aussage über Klimaänderungen unter Be-
rücksichtigung der internen Variabilität gemacht werden. Der solare Zyklus, die QBO und
Rückkopplungen durch die interne Variabilität im Ozean, sowie ein Teil der atmosphärischen
internen Variabilität bleiben hierbei jedoch unberücksichtigt. Zeitscheibenexperimente sind
demnach nützlich, um die interne Modellvariabilität bei Klimaprojektionen mit CCMs zu
berücksichtigen, können die interne Variabilität aber nicht in dem Umfang erfassen, wie es
mit Ensemblesimulationen möglich ist.
In dieser Arbeit wurde ein Ensemble mit transienten Simulationen mit interaktiver pola-
rer SWIFT-Chemie durchgeführt. Als Kontrollsimulation dient eine RCP6.0-Simulation mit
SWIFT-Chemie, die äquivalent zu einer RCP6.0-Simulation mit voller interaktiver Chemie
durchgeführt wurde. Als Anfangsbedingungen werden Restart-Felder der CCM-Simulation
genutzt. Für das Jahr 1965 wurde eine Zeitscheibensimulation mit polarer SWIFT-Chemie
erstellt, die als Quelle variabler Anfangsbedingungen für das Ensemble dient. Mit einem Ab-
stand von fünf Jahren zwischen den Restart-Feldern wurden diese für ein neues Ensemble-
Mitglied als Anfangsbedingungen gewählt.
Die Kontroll- und Ensemblesimulationen wurden mit EMAC 2.53 in der Auflösung T42L47
durchgeführt und umfassen die Jahre 1970 bis 2091.
Die Simulationen mit SWIFT-Chemie werden, in Abgrenzung zu der Simulationen mit vol-
ler interaktiver Chemie, “SWIFT-Simulationen” genannt. Wird in dieser Arbeit nur eine der
SWIFT-Simulationen für eine Analyse verwendet, so ist damit die Kontrollsimulation ge-
meint.
3.5.3. Simulation mit vorgeschriebenen Ozonfeldern
Dieser als GCM-Simulation bezeichnete Lauf umfasst, wie die freilaufenden transienten
SWIFT-Simulationen, den Zeitraum 1970–2091 und nutzt dieselben vorgeschriebenen SSTs
und SICs, sowie GHGs wie die CCM-Simulation mit RCP6.0-Szenario. Alle für die Strah-
lung relevanten Gase, inklusive Ozon, werden, wie bei den SWIFT-Simulationen, als zonale
und monatliche laufende Klimatologie aus der CCM-Simulation vorgeschrieben. Damit un-
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terscheidet sich die GCM-Simulation von den SWIFT-Simulationen in der Behandlung des
Ozonfeldes im Polarwirbel der unteren Stratosphäre.
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Tabelle 3.2.: Übersicht über SWIFT-Simulationen.
3.6. Methoden
3.6.1. Bestimmung von Stratosphärenerwärmungen
Als Beginn der SSW oder zentrales Datum derselben wird der Tag definiert an dem in 10
hPa sowohl der Zonalwind in 60◦N östlich ist als auch der meridionale Temperaturgradient
zwischen 60◦N und Pol umgedreht ist (z. B. Labitzke, 1981, 1999). Zwischen einzelnen
SSWs müssen an mindestens 20 aufeinander folgenden Tagen Westwinde vorherrschen. Die
SSWs müssen jeweils länger als drei Tage andauern. Ist der Wind vor dem 30. April nicht
für mindestens 10 aufeinander folgende Tage östlich, so wird das Ereignis als Final Warming
gewertet (z. B. Ayarzagüena et al., 2013, Butler et al., 2015).
3.6.2. Darstellung
Strömungen in der Stratosphäre sind meist zonal, daher ist das zonale Mittel eine gute Ap-
proximation. Wird die Strömung jedoch durch atmosphärische Wellen beeinflusst, ist das
zonale Mittel nicht mehr ausreichend. Bei gestörten Strömungen kann man als horizontale
Koordinate auf die Potentielle Vorticity (PV) zurückgreifen, die bei meridionalen Strömun-
gen erhalten bleibt (Dessler, 2000).
Bei der äquivalenten Breite wird der PV-Wert, der dieselbe Fläche wie die jeweilige geo-
graphischen Breite umfasst, dieser Breite zugeordnet. Die äquivalente Breite ist eine der
Strömung folgende Koordinate und besonders gut zur Betrachtung des Transports von Spu-
renstoffen in der Stratosphäre geeignet.
In der Vertikalen ist zur Untersuchung atmosphärischer Spurenstoffen die Potentielle Tem-
peratur θ eine geeignete Koordinate. Die Potentielle Temperatur ist die Temperatur, die ein








mit der speziellen Gaskonstanten für trockene Luft R4 und der spezifischen Wärme bei kon-
stantem Druck cP5. Der Vorteil der Potentiellen Temperatur ist, dass die Bewegung in Ab-
wesenheit diabatischer Prozesse hier nur 2-dimensional erfolgt (z. B. Brasseur und Solomon,
4R = 287J/(K · kg)
5Für trockene Luft bei 20 ◦C gilt cp = 1, 005 kJ/(kg ·K).
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2005). Isentropen sind hervorragend zur Analyse von Transportprozessen geeignet. Da θ mit
steigender Höhe monoton ansteigt, ist sie als unabhängige vertikale Koordinate verwendbar
(z. B. Andrews et al., 1987).
3.6.3. Polarwirbelmittel
Da die polare SWIFT-Chemie für das Mittel des Polarwirbels gilt, wird zu Vergleichszwe-
cken das Polarwirbelmittel auch für andere Simulationen berechnet. Bei den Simulationen
mit SWIFT wird die Lage des Polarwirbels während der Simulation bestimmt und als Varia-
ble ausgegeben. Um die Vergleichbarkeit der polarwirbelgemittelten SWIFT-Variablen mit
nachträglich berechneten Polarwirbelmittelwerten anderer Simulationen zu gewährleisten,
wird hierbei dieselbe Methode angewandt wie online im Submodell ESWIFT.
Die Lage des Polarwirbels wird bestimmt mit der PV nach Lait (1994, siehe Gl. 3.1). Zu-
nächst muss daher die PV in die modifizierte PV umgerechnet werden. Als im Polarwirbel
befindlich werden alle Regionen bestimmt, die PV_Lait-Werte von über 36 PVU aufweisen
und sich polwärts von 45◦ Nord oder Süd befinden. Mithilfe dieser Wirbelmaske kann das
Feldmittel für die gewünschte Variable berechnet werden.
3.6.4. Einfluss auf die troposphärische Zirkulation
Gerber und Son (2014) haben eine Methode entwickelt, mit der sich die Verschiebung des
Subtropenjets auf Temperaturänderungen in der polaren LS oder der tropischen UT zurück
führen lassen. Sie gehen von einem linearen Zusammenhang zwischen Temperaturänderun-
gen und Verschiebung des Maximums des Strahlstroms aus:
∆Ulat = rpolar∆Tpolar + rtrop∆Ttrop (3.18)
Die Regressionskoeffizienten (rpolar und rtrop) können bestimmt werden, indem man die
Temperatur- und Jet-Trends über zwei Zeitäume berechnet und das Gleichungssystem löst.
Die Lage des Jet-Maximums wird in 850 hPa, die tropische Temperaturänderung in 200 hPa,
jeweils im Mittel über die Monate Dezember bis Februar bestimmt. Die polare Temperatur-
änderung wird in 100 hPa im Mittel über die Monate Oktober bis Februar bestimmt. Hier
wird berücksichtigt, dass troposphärische Reaktionen auf polare stratosphärische Tempera-
turänderungen etwa einen Monat nach dem stratosphärischen Signal auftreten (z. B. Thomp-
son und Solomon, 2002, Son et al., 2010).
3.6.5. Der nordatlantische Ringmodus und die zonal gemittelte
Kopplung
Für die Berechnung der Anomalien des Indizes des Nordatlantischen Ringmodus (NAM)
zur Untersuchung der vertikalen Kopplung von Strato- und Troposphäre wird die Methode
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von Baldwin und Dunkerton (2001) benutzt. Sie berechnen für den Zeitraum von November
bis März für jede Druckschicht die klimatologische Anomalie der Geopotentiellen Höhe.
Anschließend wird ein 90-Tage-Tiefpassfilter auf die Anomalien der Geopotentiellen Höhe
angewandt und für jeden Tag die 1. EOF des Feldes nördlich von 20◦N berechnet. Diese
NAM-Anomalien korrelieren laut Baldwin und Dunkerton (2001) stark mit dem zonal ge-
mittelten Zonalwind in 10 hPa in 60◦N und seien zur Untersuchung der vertikalen Kopplung
besser geeignet als der zonal gemittelte Zonalwind. In der Stratosphäre sind die Werte des
Ringmodus ein Maß für die Stärke des Polarwirbels, in der Nähe des Bodens wiederum
entsprechen sie in der Nordhemisphäre der Arktischen Oszillation, bzw. im Nordatlantiksek-
tor der Nordatlantischen Oszillation (Baldwin und Dunkerton, 2001). Stark positive Werte
seien mit einem starken Polarwirbel, negative Werte hingegen mit einem schwachen Polar-
wirbel assoziiert. Ereignisse mit stark positiven NAM-Anomalien werden daher als Stark-
wirbelereignisse und Ereignisse mit stark negativen Werten als Schwachwirbelereignisse ge-
wählt. Die Farbgebung der NAM-Anomalien ist in den Abbildungen so gewählt, dass sie
der gewohnten Farbgebung des zonal gemittelten Zonalwindes entspricht. Daher sind posi-
tive NAM-Anomalien, die mit einer starken Westwindanomalie korrelieren, blau dargestellt,
während negative NAM-Anomalien, die Zeichen eines schwachen Wirbels, also von Ost-
windanomalien, sind, rot dargestellt.
Baldwin und Dunkerton (2001) wählten die Schwellwerte der Ereignisse so, dass das mitt-
lere Ereignis stark genug ist um den Boden zu erreichen. In dieser Arbeit wurden daher die
Schwellwerte ±1 gewählt.
3.7. Zusammenfassung der Implementierung von
SWIFT in EMAC
Die schnelle stratosphärische Ozonchemie SWIFT wurde über ein eigenes Submodell in das
Modell EMAC eingebaut. Über das Submodell werden Ozon, Temperatur, Wirbelposition
und solarer Zenitwinkel abgerufen, die SWIFT benötigt um die chemische Ozonänderungs-
rate zu berechnen. SWIFT berechnet einmal am Tag die chemische Ozonänderung als Polar-
wirbelmittel. Diese wird auf das transportierte Ozonfeld innerhalb des Polarwirbels addiert,
während außerhalb des Wirbels ein zonal und monatlich gemitteltes Ozonfeld genutzt wird.
Zur Verbesserung der Implementierung von SWIFT in EMAC wurden verschiedene Tests
durchgeführt, unter anderem wurde eine Transportparametrisierung getestet, die anstelle des
im Modell genutzten Transportschemas genutzt werden kann.
Um EMAC mit SWIFT-Chemie für multidekadische Klimawandelszenerien nutzen zu kön-
nen, mussten transiente klimatologische Felder für O3, Cly, HCl, ClONO2, HNO3 und H2O




In diesem Kapitel wird das in Kapitel 3.4 beschriebene Modellsystem mit schneller polarer
SWIFT-Chemie im Modell EMAC validiert.
Fragestellung für dieses Kapitel ist daher folgende:
Ist die schnelle interaktive SWIFT-Chemie in EMAC in der Lage die chemische Entwicklung
innerhalb des Polarwirbels im Vergleich zur CCM-Simulation wiederzugeben? Kann EMAC
mit polarer SWIFT-Chemie den Klimazustand der jüngsten Vergangenheit und der Zukunft
im Vergleich zu einer Simulation mit voller interaktiver Chemie realistisch wiedergeben?
Um die Fähigkeit eines Klimamodells die Zukunft realistisch zu projizieren einzuschät-
zen, wird zuerst überprüft inwiefern das Modell den gegenwärtigen Klimazustand realistisch
wiedergeben kann. In einem nächsten Schritt wird die Fähigkeit des Modells untersucht spe-
zielle physikalische oder chemische Zusammenhänge zu simulieren. Zuletzt wird überprüft,
ob das Modell auch für einen anderen klimatologischen Zustand als dem Heutigen nutzbar
ist.1
4.1. Simulation des gegenwärtigen Klimas
Um einen Überblick über die Simulation des gegenwärtigen Klimas durch EMAC mit SWIFT-
Chemie zu erhalten, werden zunächst Temperatur-, Zonalwind-, und Ozonfelder mit ei-
ner EMAC-Simulation mit voller interaktiver Chemie und ERA-Interim-Reanalysen (Dee
et al., 2011) verglichen. Für die Höhen-Breiten-Schnitte wird hier die Referenzsimulation der
SWIFT-Simulationen betrachtet. Die simulierten Ozonfelder werden hinsichtlich der Stärke
der zonalen Variation verglichen. Mit einer Analyse der SSW-Frequenz soll untersucht wer-
den, ob die SWIFT-Simulation die stratosphärische Variabilität gut wiedergeben kann.
4.1.1. Temperatur und Wind
Das langjährige Nordwintermittel des Zonalwindes, sowie der Temperatur sind in Abbildung
4.1 dargestellt. Der Polarnachtstrahlstrom der Nordhemisphäre ist in den Modellsimulatio-
1Diese Einteilung für die Validierung eines Klimamodells folgt der Beschreibung von Trenberth (1992).
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nen (Abbildungen 4.1a und 4.1b) im Vergleich zur Reanalyse (Abbildung 4.1c) gut ausge-
prägt. Auch der Subtropenstrahlstrom ist in beiden Modellsimulationen gut repräsentiert.
Die stratosphärischen Windsysteme weisen sowohl im Nord- (Abbildung 4.1) wie auch im
Südwinter (Abbildung 4.2) realistische Unterschiede in der Windstärke zwischen den Hemi-
sphären auf. Wie in den Beobachtungen sind die südhemisphärischen winterlichen Westwin-
de stärker als die Nordhemisphärischen. Die beobachtete Abwärtsneigung der sommerlichen
Ostwinde von hohen zu niedrigen Breiten ist auch in den Modellsimulationen erkennbar. Die
Ostwinde der Reanalyse sind jedoch in beiden Jahreszeiten schwächer als die der Modell-
simulationen. Beim Vergleich mit ERA-Interim ist zu beachten, dass hier oberhalb von 10
hPa im Modell eine Schwammschicht genutzt wird (Fujiwara et al., 2017). Bei Modellen mit
niedriger Modellobergrenze wird ab einer bestimmten Schicht ein Teil der aufwärtswandern-
den Schwerewellen absorbiert um Effekte der Wellenreflektion an der Modellobergrenze zu
vermeiden. Dadurch werden auch die dynamischen Felder in diesen Höhen beeinflusst und
entsprechen mitunter nicht der Realität.
Die Trennung zwischen Polarnacht- und Subtropenstrahlstrom ist im nordhemisphärischen
Winter in beiden Modellsimulationen gut erkennbar. Im südhemisphärischen Winter (Ab-
bildung 4.2) sind Subtropen- und Polarnachtstrahlstrom jedoch im Vergleich zur Reanalyse
weniger gut getrennt, was auf Defizite in der Schwerewellenparametrisierung in EMAC hin-
deutet. In der Simulation mit SWIFT (Abbildung 4.1b) ist der Polarnachtstrahlstrom der
Nordhemisphäre der unteren bis oberen Stratosphäre (ab ca. 35km bis 55km) schwächer
ausgeprägt als in der Simulation mit voller Chemie (Abbildung 4.1a). Die modellierten Sub-
tropenstrahlströme sind in ihrer jeweiligen Winterhemisphäre intensiver als in der Sommer-
hemisphäre, was auch der Reanalyse entspricht.
In beiden Modellsimulationen ist die kalte Tropopause in Lage und Intensität gut simuliert
(siehe Abbildungen 4.1 und 4.2). Jöckel et al. (2016) haben einen Kaltbias in ihrer tropischen
Tropopause festgestellt. In ihrer RCP6.0-Simulation2 liegt die Temperatur im langjährigen
und Mittel von 1970 bis 2009 im Mittel über 20◦ S bis 20◦N bei 191 K, für die hier als
CCM-Simulation bezeichnete RCP6.0-Simulation bei 194 K und bei der Referenzsimulati-
on mit SWIFT-Chemie ebenfalls bei etwa 194 K. Für ERA-Interim liegt der Wert für den
Zeitraum 1979–2009 bei 193 K. Die Simulation von Jöckel et al. (2016) hat demnach einen
Kaltbias von etwa 3 K, die restlichen EMAC-Simulationen einen leichten Warmbias von
1 K. Der troposphärische Kaltbias scheint also in den hier ausgewerteten CCM- und SWIFT-
Simulationen weniger stark ausgeprägt als in den von Jöckel et al. (2016) beschriebenen
EMAC-Simulationen.
Die kalte polare Stratosphäre wird in beiden Modellsimulationen gut wiedergegeben, auch
ist die südhemisphärische winterliche Stratosphäre (Abbildung 4.2) kälter als die Nordhemi-
sphärische (Abbildung 4.1) - wie es auch beobachtet wird. In beiden EMAC-Simulationen
reicht das Gebiet mit tieferen Temperaturen in der Polregion jedoch in niedrigere Höhen
als in der Reanalyse. Die warme sommerliche Stratopause wird von beiden Modellsimu-
2Simulation RC2-base-05
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Abbildung 4.1.: Langjähriges Jahreszeitenmittel des Zonalwindes [m/s] (Farbe) und der
Temperatur [K] (Kontur) von 1970–2009 für den Nordwinter (DJF) in den
RCP6.0-Simulationen mit a) MECCA-, sowie b) SWIFT-Chemie, und für c)
ERA-Interim im Zeitraum 1979–2009.
lationen wiedergegeben, ist jedoch in der jeweiligen Hemisphäre um etwa 10 K kälter als
in der Reanalyse. Ebenfalls gut von beiden Modellen wiedergegeben ist die erhöhte Strato-
pause im Winter (Hitchman et al., 1989), wobei sie in der SWIFT-Simulation sogar deutli-
cher ausgeprägt ist als in der CCM-Simulation. Die Mesosphärentemperaturen sind in der
SWIFT-Simulation deutlich höher als in der CCM-Simulation. Dieser Temperaturbias wird
in Kapitel 4.1.4 genauer untersucht.
Abbildung 4.3 zeigt das längjährige Mittel des zonal gemittelten Zonalwindes in 10 hPa
in 60◦ (a) nördlicher, bzw. (b) südlicher Breite, welches ein Maß für die Stärke des strato-
sphärischen Polarwirbels ist. In der Nordhemisphäre (Abbildung 4.3a) zeigen alle EMAC-
Simulationen von Mai bis September gute Übereinstimmungen mit der Reanalyse. Von Sep-
tember bis Dezember ist der zonal gemittelten Zonalwind der Reanalyse jedoch deutlich
stärker als bei allen Modellsimulationen. Es ist bekannt, dass ECHAM-basierte Modelle im














































































































































































Abbildung 4.2.: Langjähriges Jahreszeitenmittel des Zonalwindes [m/s] (Farbe) und der
Temperatur [K] (Kontur) von 1970–2009 für den Nordsommer (JJA) in den
RCP6.0-Simulationen mit a) MECCA-, sowie b) SWIFT-Chemie, und für c)
ERA-Interim im Zeitraum 1979–2009.
weisen, der Grund ist unbekannt (e.g. SPARC, 2010, Charlton et al., 2007). Im Spätwinter
und Frühling ist der Polarwirbel der EMAC-Simulationen leicht stärker als die ERA-Interim-
Reanalysen. Das Ensemblemittel der Simulationen mit SWIFT zeigt einen schwächeren Zo-
nalwind als bei Nutzung der vollen interaktiven Chemie, einzelne Ensemblesimulationen
zeigen jedoch ähnlich starke Winde wie die MECCA-Simulation. Die Stärke des Zonalwin-
des der SWIFT-Simulationen unterscheidet sich daher qualitativ nicht von den Zonalwinden,
die bei Nutzung der vollen Chemie erreicht werden.
In der Südhemisphäre (Abbildung 4.3b) haben alle EMAC-Simulationen von Januar bis Juli
stärkere Winde als die Reanalysen, von Juli bis Dezember sind die Winde der Reanalysen
stärker. Während in der Nordhemisphäre die Zonalwinde bei EMAC im Herbst und Früh-
winter stärker und im Spätwinter und Frühling schwächer sind als die Reanalysen, sind die
Zonalwinde bei EMAC in der Südhemisphäre im Frühwinter stärker und im Spätwinter und
Frühling schwächer als die Reanalysen. Alle EMAC-Simulationen zeigen im Frühwinter
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Abbildung 4.3.: Langjähriges Monatsmittel des Zonalwindes in 10 hPa für a) 60◦N und
b) 60◦ S, gemittelt von 1970–2009 (EMAC-Simulationen) und 1979–2009
(ERA-Interim). Die Kurve für SWIFT (rot) zeigt das Ensemblemittel der
SWIFT-Simulationen sowie die Standardabweichung des Ensembles (Bal-
ken).
einen leicht stärkeren Polarwirbel als die Reanalyse und unterschätzen die Stärke des Zo-
nalwindes im Frühling leicht. In 60◦ S ist kaum ein Unterschied der Stärke des Zonalwindes
zwischen SWIFT- und MECCA-Simulationen zu erkennen. Wie in der Nordhemisphäre un-
terscheiden sich die Zonalwinde der SWIFT-Simulationen auch in der Südhemisphäre qua-
litativ nicht von der Simulation mit voller Chemie.
Temperatur- und Zonalwindfelder werden mit SWIFT-Chemie realistisch simuliert. EMAC
mit SWIFT kann das gegenwärtige Klima der mittleren Atmosphäre sowohl mit voller wie
auch mit polarer SWIFT-Chemie realistisch wiedergeben.
4.1.2. Ozon
Als nächstes werden die Ozonfelder betrachtet. Da in der Simulation mit SWIFT die zonal
und monatlich gemittelten Ozonmischungsverhältnisse der Simulation mit voller Chemie
außerhalb des SWIFT-Bereiches vorgeschrieben werden, sind die Ozonfelder außerhalb des
Polarwirbels und unterhalb von 74 hPa sowie oberhalb von 22 hPa identisch. Abbildung 4.4
zeigt das langjährige Mittel des Ozonmischungsverhältnisses für den März (Abbildung 4.4a)
sowie den September (Abbildung 4.4b) für die SWIFT-Simulation in Farbe und die Simula-
tion mit voller Chemie als Kontur. Geringe Unterschiede in den Ozonfeldern beider Simula-
tionen ergeben sich aus der vertikalen Interpolation, die bei der Umwandlung der Ozonfelder





























































































Abbildung 4.4.: Langjährige Monatsmittel des Ozonmischungsverhältnisse [ppmv] von
1970–2009 für die SWIFT-Simulation (Farbe) und die CCM-Simulation
(Kontur) für a) März und b) September.
war, sowie aus dem laufenden Mittel, das auf die Ozonfelder angewendet wurde, bevor sie
in den SWIFT-Simulationen vorgeschrieben wurden. Im Bereich des borealen Polarwirbels
erkennt man im März keine deutlichen Unterschiede der Ozonmischungsverhältnisse (Ab-
bildung 4.4a). Im September (Abbildung 4.4b) ist ein deutlicherer Unterschied zu erkennen:
Die SWIFT-Simulation zeigt im Bereich des Polarwirbels höhere Ozonmischungsverhält-
nisse als die Simulation mit voller Chemie. Bei der Simulation mit SWIFT ist das Ozonloch
schwächer ausgeprägt. Dieselben Unterschiede sind auch im Mittel über Dezember bis Fe-
bruar und Juni bis August erkennbar (Abbildung A.1).
Im Folgenden wird untersucht, inwiefern mit SWIFT die zonalen Anomalien des Ozonfeldes
wiedergegeben werden können. Die Abbildung 4.5 zeigt die Standardabweichung der zona-
len Anomalien des Ozonmischungsverhältnisses für die Arktis in der Simulation mit voller
Chemie (Abbildung 4.5a) und in der Kontrollsimulation der SWIFT-Simulationen (Abbil-
dung 4.5b). Laut Kurzeja et al. (1984) dominiert die Chemie das zonal gemittelte Ozonfeld,
der Transport hingegen die zonalen Anomalien des Ozons. Der Transport erklärt den Groß-
teil der Variation oberhalb von 50 hPa. Von Januar bis April ist bei voller Chemie (Abbildung
4.5a) zwischen 100 und 20 hPa ein Anstieg der Variation zu sehen. Bei SWIFT (Abbildung
4.5b) ist von Dezember bis März in der LS ebenfalls ein Anstieg der Variation zu sehen, al-
lerdings von geringerer Amplitude als bei der Simulation mit voller Chemie. Die geringsten
Variationen sind im Nordsommer zu verzeichnen, wenn die Stratosphäre von PWs unbeein-
flusst ist.
Über der Antarktis (Abbildung 4.5c) liegt das Maximum der zonalen Variabilität des Ozons
im September in einer Höhe von 10 hPa. Ein Minimum der Variabilität ist in der Südhemi-
sphäre dann zu verzeichnen, wenn die Stratosphäre wenig von PWs beeinflusst ist: für die
gesamte Stratosphäre im Sommer und für die mittlere und untere Stratosphäre auch im Win-
ter. SWIFT (Abbildung 4.5d) kann einen Teil der Variabilität in der LS von Mai bis Oktober
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Abbildung 4.5.: Standardabweichung des Ozonmischungsverhältnisses [ppmv] vom zonalen
Mittel von 1970–2009 in den RCP6.0-Simulationen mit a) und c) MECCA-,
sowie b) und d) SWIFT-Chemie für a) und b) die Arktis, und c) und d) die
Antarktis.
wiedergeben. Die Stärke der Variabilität ist aber nicht allein dem chemischen Ozonabbau,
sondern vielmehr dem Transport geschuldet. Dadurch, dass auch bei SWIFT im Polarwirbel
Transport stattfindet, ist das Ozonfeld im Polarwirbel nicht homogen, sondern weist zona-
le Anomalien auf. Ein ähnliches Bild ergibt sich, wenn man die Breitenabhängigkeit der
meridionalen Ozonvariabilität in Abhängigkeit der Breiten betrachtet (Abbildung A.2). Die
SWIFT-Simulation kann nur einen Teil der stratosphärischen Ozonvariabilität wiedergeben.
Große meridionale Variabilität wie sie in der CCM-Simulation in den mittleren bis hohen
Breiten in der gesamten Stratosphäre auftreten, können in der SWIFT-Simulation nicht be-
rücksichtigt werden.
Die SWIFT-Simulation kann nur einen geringen Teil der zonalen Anomalien des Ozonfeldes
(ZAO) wiedergeben, da die stärksten Abweichungen vom zonalen Mittel in der mittleren bis
oberen Stratosphäre auftreten. Bei der Simulation mit SWIFT können die zonalen Anomali-
en des Ozonfeldes nur im jeweiligen Winter und Frühling in der LS wiedergegeben werden.
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Die Variabilität von SWIFT stimmt in diesem Zeitraum qualitativ mit der Simulation mit vol-
ler Chemie überein, hat jedoch eine geringere Amplitude. Die stärksten zonalen Anomalien
im Ozon liegen jedoch oberhalb des Einsatzgebietes von SWIFT und sind durch dynamische
Variabilität verursacht (Gillett et al., 2009).
4.1.3. Stratosphärenerwärmungen
Die klimatologische Frequenz von SSWs wird von Charlton und Polvani (2007) für NCEP/-
NCAR-Reanalysen (Kistler et al., 2001) mit 6 Ereignissen pro Dekade und für ERA-40-
Reanalysen (Uppala et al., 2005) mit 6,4 Ereignissen pro Dekade angegeben. Für beide
Analysen wurde der Zeitraum 1. September 1957 bis 31. August 2002 untersucht und nur
das Windkriterium, nicht die Umkehr des meridionalen Temperaturgradienten für die SSW-
Bestimmung berücksichtigt. Abbildung 4.6a zeigt die SSW-Frequenz unter anderem für
ERA-Interim im Zeitraum 1979/80–2008/09. ERA-Interim zeigt für diesen Zeitraum eine
SSW-Frequenz von 5.3 SSWs/ Dekade. Der von Charlton und Polvani (2007) untersuch-
te Zeitraum umfasst 45 Nordwinter, der hier untersuchte ERA-Interim-Zeitraum lediglich
30 Jahre. In den 1990er Jahren traten im Vergleich zum restlichen beobachteten Zeitraum
verhältnismäßig wenige SSWs auf. Durch den kürzeren Zeitraum bei der Analyse der ERA-
Interim-Daten, im Vergleich zur Charlton und Polvani (2007)-Analyse, ist es möglich, dass
bei der Untersuchung von ERA-Interim der SSW-arme Zeitraum in den 1990ern ein stär-
keres Gewicht bei der Mittelung bekommt und es damit zu einer geringeren SSW-Frequenz
kommt. Auch durch die unterschiedliche Wahl der Reanalyse und durch die Beschränkung
auf das Windkriterium zur SSW-Detektion bei Charlton und Polvani (2007) kann es zu Un-
terschieden in der SSW-Frequenz kommen. Wird auf das Temperaturkriterium verzichtet,
werden jedoch generell mehr SSWs detektiert als bei Nutzung des WMO-Kriteriums (Ayar-
zagüena et al., 2018). Dass die hier analysierten ERA-Interim-Daten eine geringere SSW-
Frequenz haben als die Reanalysen bei Charlton und Polvani (2007) liegt demnach wahr-
scheinlich an der stärkeren Gewichtung der SSW-armen 1990er Jahre bei der langzeitlichen
Mittelung.
In der CCM-Simulation gibt es 6,5 SSWs/ Dekade, beim GCM 6 SSWs/ Dekade. Die ver-
schiedenen Ensemblemitglieder der SWIFT-Simulationen zeigen Frequenzen von 4,25 bis
7,5 auf, im Ensemblemittel 6 SSWs/ Dekade. Die Simulationen mit EMAC zeigen leicht
höhere SSW-Frequenzen als die ERA-Interim-Reanalyse, sind aber qualitativ nicht verschie-
den. Es fällt auf, dass es eine starke Variabilität der SSW-Frequenz zwischen den einzelnen
Ensemblemitgliedern gibt.
Abbildung 4.3a deutete darauf hin, dass der Polarwirbel im Frühwinter in den EMAC-
Simulationen schwächer ist als in der Reanalyse. Es wurde bereits in früheren Studien mit
EMAC festgestellt, dass der nordhemisphärische Polarwirbel im Frühwinter eine zu hohe
Variabilität aufweist (z. B. SPARC, 2010, Kap. 4.4.3). Charlton et al. (2007) zeigen für das
ECHAM5-basierte GCM MAECHAM ebenfalls eine zu hohe SSW-Frequenz im November.
Abbildung 4.6b zeigt die saisonale SSW-Frequenz der untersuchten EMAC-Simulationen
sowie ERA-Interim. ERA-Interim verzeichnet im November im betrachteten Zeitraum keine
86
4.1. Simulation des gegenwärtigen Klimas

























































Abbildung 4.6.: a) Häufigkeit von SSWs pro Dekade in den Ensemblesimulationen, der
GCM-Simulation sowie der CCM-Simulation für die Vergangenheit (1970–
2009) und für ERA-Interim (1979–2009). b) Häufigkeit von SSWs pro Jahr
in den jeweiligen Wintermonaten für die Vergangenheit der Ensemblesi-
mulationen (1970–2009, farbige Säulen), das Ensemblemittel (blau gestri-
chelt), die Simulation mit voller Chemie (schwarz gestrichelt), die GCM-
Simulation (hellblau gestrichelt) und für ERA-Interim (1979–2009, schwarz
durchgezogen).
SSWs, alle EMAC-Simulationen überschätzen jedoch die SSW-Frequenz im November.
ERA-Interim zeigt die meisten SSWs im Februar (Abbildung 4.6b), während die meisten
EMAC-Simulationen im März das Maximum an SSWs verzeichnen. Allein Ensemblemit-
glied 9 und die GCM-Simulation haben im März eine geringere SSW-Frequenz als im Fe-
bruar. Ayarzagüena et al. (2013) zeigen ebenfalls die saisonale Häufigkeit von SSWs in
verschiedenen EMAC-Simulationen. Bei den zwei von ihnen untersuchten transienten Si-
mulationen zeigt eine Simulation im Vergangenheitszeitraum die maximale SSW-Häufigkeit
im Februar, die andere im März. EMAC simuliert also in einigen Läufen mehr SSWs im
Februar, in anderen mehr SSWs im März. Dass in Abbildung 4.6b die GCM-Simulation den
saisonalen Verlauf der SSWs in der Reanalyse besser zu treffen scheint als der Großteil der
anderen Simulationen, hängt nicht so sehr mit dem Ozonfeld, sondern vielmehr mit der in-
ternen Variabilität von EMAC zusammen. SSTs und SICs können einen markanten Einfluss
auf die SSW-Frequenz ausüben, da sie die Auslösung atmosphärischer Wellen beeinflussen.
Die hier untersuchten Simulationen benutzen jedoch dieselben SSTs und SICs, Unterschiede
im Wellenantrieb durch SSTs/ SICs können damit ausgeschlossen werden.
Die saisonale Variabilität der SSWs in den Simulationen mit SWIFT entspricht qualitativ der
Variabilität von EMAC mit voller Chemie. Bei Charlton et al. (2007) und SPARC (2010) war
das Maximum der SSWs bei den ECHAM-basierten Modellen im November. In den aktuel-
len Analysen zeigen alle Simulationen mit EMAC zwar im Vergleich zur Reanalyse zu viele
SSWs im November, im saisonalen Verlauf stimmen die hier gezeigten EMAC-Simulationen
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jedoch gut mit der Lage der SSW-Maxima im Mitt- bis Spätwinter bei NCEP-NCAR (Januar
und Februar) und ERA-Interim (Februar) überein.
4.1.4. Temperaturbias in der Mesosphäre
Abbildung 4.7.: Globale und zeitliches Mittel von 1960–1999 der a) Temperatur [K],
b) des Ozonmischungsverhältnisses [ppmv], der Erwärmungsrate durch
Ozon [mK/s], sowie des zonal gemittelten Zonalwindes [m/s] einer CCM-
Simulation (gestrichelt), sowie einer GCM-Simulation (durchgezogen) mit
RCP8.5-Szenario.
Durch das Vorschreiben des Ozonfeldes als zonales Monatsmittel entsteht ein Tempera-
turbias in der Mesosphäre. Dies wurde bereits von Sassi et al. (2005) festgestellt und von
Smith et al. (2014a) ebenfalls gezeigt. In der Mesosphäre hat Ozon einen starken Tagesgang:
tagsüber herrschen geringere Ozonmischungsverhältnisse vor als nachts. Wird Ozon vorge-
schrieben, wird dem Strahlungsschema ein Tagesmittel des Ozons übergeben, daher ist im
GCM das Ozonmischungsverhältnis tagsüber zu hoch und nachts zu gering. Tagsüber fin-
det durch die Absorption kurzwelliger solarer Strahlung eine Erwärmung der umgebenden
Luft statt, nachts langwellige Abkühlung. In einem GCM ist nun tagsüber durch das hö-
here Ozonmischungsverhältnis auch die kurzwellige Erwärmung stärker und nachts durch
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Abbildung 4.8.: Globale Jahresmittel von a) Temperatur [K], b) Ozonmischungsverhältniss
[ppmv], Erwärmungsrate durch Ozon [mK/s], sowie d) des zonal gemittel-
ten Zonalwind [m/s] für das Jahre 1965 einer CCM-Simulation (schwarz),
einer SWIFT-Simulation unter Berücksichtigung der Erwärmung durch bre-
chende Schwerewellen (blau, durchgezogen), sowie ohne Erwärmung durch
Schwerewellen (blau, gepunktet). Alle Simulationen wurden mit RCP6.0-
Szenario berechnet. ERA-Interim (rot) ist als Mittel über die Jahre 1979–
2016 dargestellt.
das geringere Ozonmischungsverhältnis die langwellige Auskühlung schwächer. Bei vorge-
schriebenem Ozon wird durch den fehlenden Tagesgang des Ozons in der Mesosphäre die
Luft folglich stärker erwärmt als bei interaktiv berechnetem Ozon, da tagsüber die Erwär-
mung über- und nachts die Auskühlung unterschätzt wird. Abbildung 4.7 zeigt Profile zwei-
er EMAC-Simulationen, zum einen mit interaktiver Chemie (gepunktete Linie), zum ande-
ren mit vorgeschriebenen chemischen Variablen (durchgezogene Linie). Obwohl die zonalen
Mittel beider Ozonfelder identisch sind (Abbildung 4.7b), kommt es durch die unterschied-
liche Berücksichtigung des Ozons im Modell zu Unterschieden in den Erwärmungsraten
durch Ozon (Abbildung 4.7c). Die stärkere Erwärmung durch Ozon im GCM führt zu einer
höheren Temperatur in der Mesosphäre (Abbildung 4.7a). Es ergeben sich außerdem Unter-
schiede in der mittleren Stärke und Lage der Polarwirbel (Abbildung 4.7d).
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Abbildung 4.8 zeigt eine äquivalente Abbildung für die RCP6.0-Simulationen mit SWIFT-
Chemie (blau), mit voller Chemie (schwarz) und ERA-Interim-Reanalysen (rot). ERA-Inte-
rim ist für ein Mittel von 1979–2016 gezeigt, die EMAC-Simulationen nur für das Jahr 1965,
da eine Sensitivitätsstudie mit EMAC nur für ein Jahr durchgeführt wurde. Die Unterschiede
in Erwärmungsraten und Temperatur werden aber schon im Mittel über ein Jahr deutlich. Da
bei den Simulationen mit polarem SWIFT außerhalb des Polarwirbels das Ozon ebenfalls
vorgeschrieben wird, ist zu erwarten, dass hier in der Mesosphäre ebenfalls eine zu starke
Erwärmung durch Ozon stattfindet. Bei der Weiterentwicklung von EMAC in den letzten
Jahren wurde festgestellt, dass die Erwärmung durch Schwerewellen in der Mesosphäre bis-
her nicht berücksichtigt wurde. Die Simulationen mit Erwärmung durch das Brechen von
Schwerewellen in der Mesosphäre ist als durchgezogene blaue Linie, die Simulation ohne
diesen Effekt als gepunktete blaue Linie dargestellt. Wie in Abbildung 4.7 sieht man hier
höhere Erwärmungsraten durch Ozon bei zonal und monatlich gemittelt vorgeschriebenen
Ozonfeldern (vgl. Abbildungen 4.7c und 4.8c), sowie die entsprechend höheren Tempe-
raturen in der Mesosphäre (Abbildung 4.8a) bei vorgeschriebenem Ozonfeld (gepunktete
blaue Linie) vs. interaktivem Ozon (schwarze Linie). Wenn die Erwärmung durch brechende
Schwerewellen berücksichtigt wird, kommt es ab ca. 0.05 hPa zu einer zusätzlichen Erwär-
mung (vgl. die beiden blauen Linien in Abbildung 4.8 a).
4.2. Vergleich der Chemie
Nachdem die dynamischen und die Ozonfelder im Allgemeinen betrachtet wurden, soll nun
das Verhalten der chemischen Felder von SWIFT in EMAC in verschiedenen Situationen
betrachtet werden. In Abschnitt 4.2.1 wird zunächst das Verhalten der SWIFT-Chemie im
Vergleich zur vollen Chemie in Simulationen mit vorgeschriebener Dynamik untersucht. In
Abschnitt 4.2.2 wird dann der chemische Ozonabbau bei SWIFT auch in freilaufenden Si-
mulationen untersucht. Anschließend vergleiche ich in Abschnitt 4.2.3 zwei Möglichkeiten,
wie gegenwärtig Transport in SWIFT-Simulationen berücksichtigt werden kann. Abschnitt
4.2.4 zeigt, wie sich die geänderten Ozonfelder auf die Strahlung auswirken. Ein Ozonbias,
der in SWIFT-Simulationen in der Südhemisphäre auftritt, wird in Abschnitt 4.2.5 diskutiert.
4.2.1. Vergleich von SWIFT mit voller Chemie in Simulationen
mit vorgeschriebener Dynamik
Um das Wirken der Chemie in SWIFT mit der vollen Chemie vergleichen zu können, wurden
Simulationen mit vorgeschriebener Dynamik durchgeführt (engl. specified dynamics (SD)).
Hierbei werden die prognostischen Variablen Divergenz, Vortizität, Temperatur und der Lo-
garithmus des Bodendrucks nach einer bestimmten Relaxationszeit an Beobachtungs- oder
Reanalysedaten herangezogen (Jöckel et al., 2016). Dieses sogenannte Nudging erfolgt in
voller Stärke in Schichten oberhalb der planetaren Grenzschicht bis in die mittlere Atmo-
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(a) NH Winter 2010/ 2011 (b) SH Winter 2002
Abbildung 4.9.: a) Oben: Zeitreihen des Anteils des Wirbels in dem polare stratosphärische
Wolken gebildet werden können (grau, FAP - fractional area of PSCs) so-
wie des Anteils des Wirbels der von der Sonne beschienen wird (gelb, FAS -
fractional area of sunlight). Mitte: Polarwirbelmittel der Mischungsverhält-
nisse von HNO3, HCl, ClONO2 sowie ClOx [ppbv]. Unten: Polarwirbel-
mittel der Ozonänderungsrate durch chemischen Ozonabbau [ppmv/Tag].
Angaben gelten für 50 hPa für die Simulation mit SWIFT (durchgezogene
Linien) und voller Chemie (gestrichelte Linien) für den Nordwinter 2010/
2011. b) Wie a), aber für den südhemisphärischen Winter 2002.
sphäre, ober- und unterhalb dieser Region gibt es einen Übergangbereich mit geringer wer-
dendem Nudging bei größerer Entfernung der genudgten Schicht. In dieser Arbeit wird als
SD-Simulation mit voller interaktiver Chemie die in Jöckel et al. (2016) beschriebene Si-
mulation RC1SD-base-08 verwendet. Diese Simulation umfasst die Jahre 1979–2013 und
wurde mit der EMAC Version 2.51 in Auflösung T42L47MA durchgeführt. Mit demselben
Setup habe ich eine Simulation mit SWIFT-Chemie durchgeführt.
Abbildung 4.9a zeigt den zeitlichen Verlauf der in SWIFT verwendeten chemischen Größen
für die Simulation mit SWIFT (durchgezogene Linie), sowie den Lauf mit voller interaktiver
Chemie (gestrichelte Linie). Es wird deutlich, dass HNO3, HCl und ClONO2 bei SWIFT
mit höheren Werten initialisiert werden, als sie mit voller Chemie simuliert werden. Mitte
Dezember 2010 ist die Arktis so sehr abgekühlt, dass der Wirbelanteil, in dem sich PSCs bil-
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den können in 50 hPa ansteigt (grau). Der Wirbelanteil, der der Sonne ausgesetzt ist, ist zu
diesem Zeitpunkt noch sehr gering (gelb). Haben sich PSCs gebildet, kann HCl (grün) von
den PSCs absorbiert werden und reagiert mit ClONO2 (dunkelblau) zu ClOx (rot). Da die
SWIFT-Felder bei höheren Werten initialisiert werden, als die Felder mit voller Chemie am
Anfang des Winters aufweisen, kann bei SWIFT im Laufe des Winters mehr Chlor aktiviert
werden als bei voller Chemie. Im März, wenn der Wirbel noch existiert, der von der Sonne
beschienene Wirbelanteil aber schon groß ist, erfolgt bei SWIFT-Chemie stärkerer Ozonab-
bau als bei voller Chemie, was auf das größere Mischungsverältnis von aktivem Chlor in der
Simulation mit SWIFT-Chemie zurück zu führen ist.
In der südhemisphärischen Stratosphäre (Abbildung 4.9b) ist bereits zu Winteranfang (Juni)
60 % des Wirbels so kalt, dass sich PSCs bilden können. Dieser Wert variiert im Laufe des
Winters wenig. Dies ist typisch für die Antarktis, da der Polarwirbel hier kälter ist, können
sich PSCs daher schneller bilden und eine größere Fläche einnehmen als dies im Allgemei-
nen in der Nordhemisphäre geschieht. Aufgrund der höheren dynamischen Variabilität in der
Nordhemisphäre ist der Wirbel dort schwächer, die Luft in ihm wärmer und der Wirbelan-
teil in dem sich PSC bilden können stark variabel und oftmals kleiner als über der Antarktis
(Vgl. Abbildungen 4.9a und 4.9b).
Auch über der Antarktis (Abbildung 4.9a) weisen die SWIFT-Felder am Anfang des Unter-
suchungszeitraums höhere Mischungsverhältnissen auf als bei voller Chemie. Da die Chlor-
Reservoirgase und HNO3 bei SWIFT mit höheren Mischungsverhältnissen initialisiert wer-
den, als bei voller Chemie simuliert wird, erfolgt bei SWIFT eine stärkere Chloraktivierung.
Die HCl-Erholung beginnt bei SWIFT-Chemie etwa einen Monat früher als bei voller Che-
mie. Die Bildung von HCl durch die Reaktion von Chlor mit Methan wird effektiv, wenn
das Ozonmischungsverhältnis gering ist und die Reaktion von Chlor mit Ozon zur Bildung
von ClO und molekularem Sauerstoff ineffektiv wird (z. B. Rex et al., 2014). Durch das hö-
here Mischungsverhältnis an aktivem Chlor und das geringere Ozonmischungsverhältnis bei
SWIFT, ist die Reaktion von ClO mit CH4 bei SWIFT früher effektiv als bei voller Chemie
und die Erholung von HCl erfolgt bei SWIFT-Chemie früher.
Der Verlauf der Erholung des ClONO2-Mischungsverhältnis zum Ende des Winters zeigt
deutliche Unterschiede zwischen Nord- und Südhemisphäre. Dies liegt an den Unterschie-
den in der Denitrifizierung in beiden Hemisphären. Über der Antarktis bilden sich mehr
feste PSC-Partikel als dies über der Arktis möglich ist, da es dort wärmer ist als über der
Antarktis. Die festen PSC-Partikel sind größer, können vermehrt sedimentieren und so Ni-
trate aus der Stratosphäre entfernen. Somit stünden über der Antarktis weniger Nitratoxide
zur Verfügung um mit Chlor wieder zu ClONO2 zu reagieren. Daher wird am Ende des
antarktischen Winters eine geringere ClONO2-Erholung simuliert als über der Arktis. Die
Methanmischungsverhältnisse sind bei SWIFT nicht variabel (Wohltmann et al., 2017a). Die
HCl-Erholung wird durch den ersten Summanden im Term C (Formel 3.10) beschrieben.
Das Methanmischungsverhältnis ist damit implizit im Faktor c1 enthalten und entspricht dem
Methanmischungsverhältnis aus der ATLAS-Simulation mit welcher die Fit-Parameter be-
stimmt wurden.
Unterschiede im Ozonmischungsverhältnis können außerdem durch Unterschiede in der Stär-
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(a) (b)
Abbildung 4.10.: a) Tagesmittel des Ozonmischungsverhältnisses [ppmv] in 74hPa in der
Südhemisphäre für MLS-Beobachtungen (schwarz), EMAC mit voller
Chemie (grün) EMAC mit SWIFT-Chemie und verschiedenen Ozonklima-
tologien (blau): MLS/ TES (durchgezogen), Fortuin und Langematz (1995)
(dunkelblau gestrichelt), CMIP5 (gestrichpunktet), aus EMAC-Simulation
mit voller Chemie und SD (gepunktet), sowie aus der RCP6.0-EMAC-
Simulation mit voller Chemie. b) Tages- und Wirbelmittel der Totaloz-
onsäule [DU] von Juli bis November 2002 für Beobachtungen (Bodeker
Scientific), die Simulation mit SWIFT-Chemie (blau) und mit voller inter-
aktiver Chemie (grün).
ke der Residualzirkulation herrühren. Chrysanthou et al. (2019) haben gezeigt, dass das Vor-
schreiben der Meteorologie nicht die Stärke der Residualzirkulation bestimmt. Bei selber
Meteorologie kann sich die Stärke der Residualzirkulation demnach unterscheiden, was im
Falle der Simulationen mit EMAC auch Unterschiede im Ozonmischungsverhältnis im Po-
larwirbel hervorrufen kann.
Die polare SWIFT-Chemie kann den Verlauf des heterogenen Ozonabbaus der vollen interak-
tiven Chemie gut wiedergeben. Durch die unterschiedlichen Niveaus der für den Ozonabbau
wichtigen Felder zu Anfang des Winters unterscheiden sich die Mischungsverhältnisse der
chemischen Spezies bei SWIFT und voller Chemie jedoch. Ein deutlicher Unterschied ist bei
der HCl-Erholung über der Antarktis zu erkennen. Dies kann verschiedene Ursachen haben:
Zum einen ist die Reaktion zur Bildung von HCl invers proportional zum Ozonmischungs-
verhältnis. Das geringere Ozonmischungsverhältnis von SWIFT begünstigt damit die HCl-
Erholung. Außerdem wird bei SWIFT eine höhere Konzentration an aktivem Chlor simuliert,
was die HCl-Erholung ebenfalls begünstigt. Die Nichtvariabilität von Methan in der polaren
SWIFT-Chemie kann ebenfalls einen Einfluss auf die Effektivität der HCl-Erholung haben.
Im Folgenden werden die resultierenden Ozonfelder betrachtet, höhenaufgelöst und über alle
Höhen integriert. Das Ozonfeld, das bei SWIFT außerhalb des Polarwirbels vorgeschrieben
wird und zur Initialisierung des Ozonfeldes im Polarwirbel am Anfang jeden Winters ge-
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nutzt wird, übt einen deutlichen Einfluss auf die Stärke des chemischen Ozonabbaus aus,
welchen SWIFT berechnet. Abbildung 4.10a veranschaulicht den Einfluss der Initialisierung
des Ozonfeldes auf dessen Verlauf im Winter. Gezeigt wird hier der Winter 2005/ 2006 für
die CCM-Simulation (grüne Kurve), sowie fünf Simulationen mit SWIFT-Chemie, bei de-
nen das Ozonfeld außerhalb des Wirbels jeweils mit einem anderen Ozonfeld vorgeschrieben
wurde (Blautöne). Die dunkelblauen Linien zeigen SWIFT-Simulationen mit externer Kli-
matologie (MLS/TES - durchgezogen, Fortuin und Langematz (1995) - gestrichelt, CMIP
- gestrich-punktet), sowie in hellblau mit Ozonfeldern aus EMAC-Simulationen mit voller
interaktiver Chemie (aus der zugehörigen SD-Simulation (siehe grüne Kurve) - gepunktet,
frei laufende RCP6.0-Simulation - gestrichelt). Alle SWIFT-Simulationen haben gemein-
sam, dass die täglichen Variationen des Ozons geringer sind als bei der CCM-Simulation.
Der Vergleich der SWIFT-Simulationen mit unterschiedlichen Anfangsbedingungen für das
polarwirbelgemittelte Ozon macht deutlich, dass das im Wirbel simulierte Ozonfeld stark
vom ambienten Ozonfeld anhängt. Mit allen externen Klimatologien, sowie mit dem Ozon-
feld der SD-CCM-Simulation ist das Ozonmischungsverhältnis in den SWIFT-Simulationen
geringer als bei der Simulation mit voller Chemie. Die SWIFT-Simulation, bei der das Ozon-
mischungsverhältnis der Simulation mit voller Chemie am nächsten kommt, ist die Simula-
tion mit Ozon aus der frei laufenden RCP6.0-Simulation.
Im Südwinter 2002 fand die einzige je in der Südhemisphäre beobachtete Stratosphärener-
wärmung statt. Abbildung 4.11 zeigt das Verhalten des Totalozons über der Antarktis für
Beobachtungen, volle Chemie und SWIFT-Chemie vor und nach der Stratosphärenerwär-
mung. Am 26. September 2002 hatte sich der Wirbel gespalten (z. B. Charlton et al., 2005).
In Abbildung 4.9b ist das Aufspalten des Wirbels deutlich am markanten Abfall der FAP-
Kurve zu erkennen. Hier fällt der Wirbelanteil, der ausreichend kalt für PSC-Bildung ist,
Ende September rasant auf Null ab. Der Wirbel existiert zwar noch, ist aber nicht mehr kalt
genug um die PSCs zu erhalten. Charlton et al. (2005) beschreiben, dass der antarktische
Polarwirbel sich Ende September 2002 nur in der mittleren bis oberen Stratosphäre deutlich
teilte, in der unteren bestand weiterhin ein kontinuierlicher Westwind um den Pol, zum Zeit-
punkt der Wirbelspaltung in den darüber liegenden Schichten waren im Wirbel in der LS
jedoch zwei Tiefdruckzentren erkennbar.
Vor dem SSW ist ein polzentrierter, leicht elongierter Wirbel über der Antarktis erkennbar
(Abbildung 4.11a), die rote Linie markiert die Polarwirbelgrenze (36 PVU), die blaue die
Grenze des Ozonlochs (220 DU). Am 10. September 2002 füllt das Ozonloch laut Beob-
achtungen fast den gesamten Polarwirbel aus. Die Simulation mit voller interaktiver Chemie
zeigt ein kleineres Ozonloch als beobachtet wird, mit SWIFT-Chemie ist zu diesem Zeit-
punkt ein noch kleineres Ozonloch erkennbar, das über der Westantarktis liegt. Das Ozonloch
in Beobachtungen und der CCM-Simulation erstreckt sich jedoch bis über die antarktische
Halbinsel. Am 1. Oktober 2002 ist die Polarwirbelgrenze in der LS stark elongiert und das
Wirbelzentrum vom Pol verschoben (Abbildung 4.11b). In den Beobachtungen ist ein stark
verkleinertes Ozonloch über einem Teil der Ostantarktis erkennbar. Mit voller Chemie ist
ebenfalls ein TCO-Minimum über der Ostantarktis zu erkennen, die Ozonwerte sind jedoch
höher als es beobachtet wurde. Die Simulation mit SWIFT-Chemie kann mit dieser meteo-
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(a)
(b)
Abbildung 4.11.: Totalozonsäulen [DU] für Beobachtungen (links), die Simulation mit vol-
ler interaktiver Chemie (mitte) und der Simulation mit SWIFT-Chemie
(rechts) für a) den 10. September 2002 und b) den 1. Oktober 2002. Die
blaue Linie markiert die Grenze des Ozonlochs bei 220 DU, die rote Linie
die Grenze des Polarwirbels in ~74 hPa.
rologischen Situation nicht gut umgeben. Außerhalb des Polarwirbels ist das Ozonloch zu
erkennen, dass der Simulation außerhalb des Polarwirbels vorgeschrieben wird. Im Polar-
wirbel befindet sich das Minimum des Ozonmischungsverhältnisses in der Nähe Pols, und
nicht wie in den Beobachtungen und der CCM-Simulation in der Ostantarktis. SWIFT kann
das Ozonfeld und seine chemische Änderung im Polarwirbel in den meisten Fällen gut wie-
dergeben, in einem Winter mit meteorologischen Extremereignissen wie einer SSW, stößt
es jedoch in seiner gegenwärtigen Konfiguration an seine Grenzen. Mit polarem SWIFT be-
steht die Möglichkeit realistische zonale Anomalien des Ozonfeldes in eine Modellsimula-
tion zu integrieren. Bei ungewöhnlichen meteorologischen Situationen weist die Simulation
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mit polarem SWIFT jedoch dieselbe Ungenauigkeit auf wie eine reine GCM-Simulation:
Das Ozonfeld passt dann nicht zur meteorologischen Situation der Simulation.




Abbildung 4.12.: Monatsmittel der chemischen Ozonänderungsrate [ppbv/ Zeiteinheit] (dün-
ne durchgezogene Linien), der dynamisch bedingten Ozonänderung [ppbv/
Zeiteinheit] (dünne gestrichelte Linie) sowie die gesamte Ozonänderungs-
rate [ppbv/ Zeiteinheit] (dicke durchgezogene Linie mit Kreuzen) für
SWIFT-Simulation (rot) und die CCM-Simulation (schwarz) mit RCP6.0-
Szenario für a) das nordhemisphärische Polarwirbelmittel im Februar und
b) das südhemisphärische Polarwirbelmittel im September in 50 hPa.
Nach dem Vergleich der SWIFT- und CCM-Simulation bei gleicher Dynamik, folgt in die-
sem Abschnitt der Vergleich in einer freilaufenden Konfiguration. Abbildung 4.12 zeigt das
Monatsmittel der polarwirbelgemittelten Ozonänderungsrate [ppbv] für die SWIFT-Simula-
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tion (rot) und die CCM-Simulation (schwarz) für den Zeitraum 1970 bis 2091 mit RCP6.0-
Szenario in der NH im Februar (a) und in der SH im September (b). Die durchgezogenen
Linien zeigen die chemische Ozonänderungsrate, gepunktete Linien die dynamische Ozon-
änderungsrate, und die dicke Linie mit Kreuzen die Gesamtänderungsrate für Ozon.
In der Nordhemisphäre (Abbildung 4.12a) erreicht die SWIFT-Chemie in vielen Wintern die
Stärke des mittleren chemischen Ozonabbaus der vollen Chemie. In den Maxima der chemi-
schen Ozonzerstörung stimmen die SWIFT- und die CCM-Simulation recht gut überein. In
den 1990ern fällt auf, dass die Simulation mit SWIFT eine zu hohe interannuale Variabili-
tät aufweist. Zwar ist der chemische Ozonabbau hier in der SWIFT-Simulation so stark wie
in der CCM-Simulation, durch den stärkeren Nachtransport bei SWIFT zeigt die Gesam-
tozonänderungsrate3 in den 1990ern jedoch eine Kompensation des chemischen Abbaus.
Dies zeigt, wie trotz des starken chemischen Ozonabbaus die Unterschiede in der Dynamik
zu qualitativ verschiedenen Gesamtozonänderungsraten führen können. Vergleicht man die
Winter mit jeweils geringem chemischen Abbau fällt auf, dass in diesen Wintern bei voller
Chemie noch chemischer Abbau in der Größenordnung um 5 ppbv/ Tag stattfindet. Bei der
Simulation mit SWIFT tendiert die chemische Abbaurate gegen Null. Dieser Unterschied
zwischen voller und reduzierter Chemie lässt vermuten, dass SWIFT einige chemische Pro-
zesse nicht berücksichtigt, womöglich solche, die bei höheren Temperaturen stattfinden kön-
nen und dominieren, wenn heterogene Prozesse durch einen Mangel an PSC-Bildung nicht
auftreten. In der Nordhemisphäre sind Transportprozesse stärker als die chemischen Abbau-
prozesse. Die hohe interannuale Variabilität beider Prozesse überdeckt mögliche systema-
tische Unterschiede der Chemieschemata in der Gesamtänderungsrate. SWIFT weist in der
Nordhemisphäre chemischen Abbau in gleicher Größenordnung wie die volle Chemie auf.
In der Gesamtozonänderungsrate sind die Simulationen mit voller und mit SWIFT-Chemie
nicht zu unterscheiden.
In der Südhemisphäre (Abbildung 4.12b) erkennt man starke Unterschiede bei den chemi-
schen Ozonänderungsraten, die SWIFT-Chemie baut deutlich weniger Ozon ab als die volle
Chemie. Hinzu kommt, dass bei SWIFT der Transport einen stärkeren Effekt hat als in der Si-
mulation mit voller Chemie. Mit SWIFT-Chemie wird also der chemische Ozonabbau unter-
und die dynamische Ozonänderung überschätzt. Insgesamt führt das im Vergleich zur vol-
len Chemie zu einer deutlich geringeren Gesamtozonänderungsrate bei der SWIFT-Chemie.
Unterschiede in der Polarwirbelgröße, die einen Einfluss auf die Stärke des chemischen Ozo-
nabbaus haben kann, konnten ausgeschlossen werden. Das langjährige Tagesmittel der Polar-
wirbelfläche und die zugehörige Standardabweichung sind in Abbildung A.11 gezeigt. Die
Polarwirbelflächen in der CCM-, der GCM- und der SWIFT-Simulation sind ähnlich groß
und die Standardabweichungungen überlappen sich, es sind folglich keine systematischen
Unterschiede erkennbar. Die Unterschiede in der chemischen Ozonänderungsrate werden in
Kapitel 4.2.5 genauer untersucht.
3Gesamtozon bezeichnet hier das Ozonmischungsverhältnis, welches sich aus chemischen und dynamischen




Abbildung 4.13.: Monatsmittel der Totalozonsäule [DU] für die Simulation mit
SL-Transport von 2005–2016. Die blaue Kontur zeigt 220 DU.
4.2.3. Sensitivitätsstudie: Der Einfluss von Transport in der LS
auf den chemischen Ozonabbau
SWIFT wurde so konzipiert, dass der Transport von stratosphärischem Ozon in der LS
auf unterschiedliche Art berücksichtigt werden kann. Standardmäßig wird bei der Nutzung
von SWIFT in EMAC der in EMAC intrinsisch enthaltene semi-Lagrange’scher Transport
(SL-Transport) in der Flussform (Lin und Rood, 1996) genutzt. Alternativ kann ein parame-
trisierter Transport verwendet werden, der in Kapitel 3.4.3 im Abschnitt “Transport” bereits
beschrieben wurde.
Im Vergleich zu einer Simulation mit vorgeschriebenem Ozonfeld gibt es mit SL-Transport
in der Nordhemisphäre kaum Unterschiede im Ozonmischungsverhältnis. Bei parametrisier-
tem Transport ist dagegen eine Reduzierung des Ozonmischungsverhältnisses in der LS im
Winter zu erkennen (siehe Abbildung A.3 und A.4). Die Temperatur ist im März bei pa-
rametrisiertem Transport in der LS signifikant erhöht und in der oberen Stratosphäre und
unteren Mesosphäre (engl. upper stratosphere and lower mesosphere, USLM) erfolgt eine
signifikante Abkühlung. Bei SL-Transport sind diese Temperaturanomalien zwar auch er-
kennbar, sie sind jedoch nicht signifikant und die stratosphärische Erwärmung tritt erst über
30 hPa auf. So tritt die entsprechende Abschwächung des Zonalwindes bei SL-Transport nur
in der UTLS, bei parametrisiertem Transport jedoch in der gesamten Stratosphäre und unte-
ren Mesosphäre auf. In der Südhemisphäre ist im Winter bei SL-Transport in der untersten
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Abbildung 4.14.: Wie 4.13, aber für die Simulation mit parametrisiertem Transport.
Stratosphäre eine Ozonabnahme, darüber eine leichte Zunahme zu verzeichnen (Abbildung
A.3). Bei parametrisiertem Transport tritt bereits im Winter eine stärkere Ozonabnahme auf
als bei SL-Transport, welche sich im Frühling fortsetzt. Der Vergleich zur Simulation mit
vorgeschriebenem Ozon zeigt bei SL-Transport von August bis Oktober eine Temperaturab-
nahme in der LS und eine Zunahme in der Mesosphäre (Abbildung A.5). Dies spiegelt sich
im selben Zeitraum in einer Verstärkung des Polarnachtstrahlstroms in der Stratosphäre wi-
der (Abbildung A.7). Bei parametrisiertem Transport sind dieselben Temperatur- und Wind-
signale erkennbar, jedoch mit deutlich geringerer Amplitude (Abbildung A.6 und A.8). Diese
Abschwächung des Polarwirbels in der Nordhemisphäre und Verstärkung in der Südhemi-
sphäre durch Unterschiede in der Wellenausbreitung bei Änderungen im Ozonmischungs-
verhältnis entspricht qualitativ den Ergebnissen von Hu et al. (2015), die gezeigt haben, dass
in der SH die negative dynamische Rückkopplung, in der NH jedoch die Positive dominiert.
Die Abbildungen 4.13 und 4.14 zeigen jeweils den Verlauf der Totalozonsäule im Verlauf
der Simulationen mit SL- und parametrisiertem Transport. Mit SL-Transport ist die Ozon-
lochgröße in allen Jahren klein. Der Vergleich mit der CCM-Simulation (Abbildung A.9)
zeigt, dass die Ozonlochgröße bei SL-Transport im Allgemeinen zu gering ist. Die SWIFT-
Simulation mit SL-Transport kann die Ozonlochgröße, die in einigen Jahren im CCM-Lauf
simuliert wird, nicht wiedergeben. Die Simulation mit parametrisiertem Transport (Abbil-
dung 4.14) zeigt eine maximale Ozonlochgröße wie sie auch in der CCM-Simulation auftritt.
Jedoch ist die interannuale Variabilität der Ozonlochgröße hier unrealistisch: das Ozonloch
zeigt in jedem Jahr dieselbe Größe auf. Kleinere Ozonlöcher, wie sie mit voller oder SWIFT-
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Abbildung 4.15.: Maximale Fläche [106 km2] innerhalb von 220 DU Totalozon im Mittel
über die Monate September bis November für die Simulationen mit voller
interaktiver Chemie (grün), mit SWIFT und SL-Transport (blau durchgezo-
gen), mit SWIFT und parametrisiertem Transport (blau gestrichelt), sowie
für den Beobachtungsdatensatz von Bodeker Scientific (schwarz).
Chemie mit SL-Transport modelliert werden, treten bei parametrisiertem Transport nicht auf.
Die maximale Fläche des Ozonlochs ist in Abbildung 4.15 für die Simulationen mit voller
interaktiver Chemie (grün), mit SWIFT und SL-Transport (blau durchgezogen), mit SWIFT
und parametrisiertem Transport (blau gestrichelt) und für Beobachtungen (schwarz) gezeigt.
Der Vergleich mit den Beobachtungen zeigt, dass EMAC mit keiner der hier gezeigten
Varianten in der Lage ist die Amplitude und die Variabilität der Ozonlochgröße der Be-
obachtungen wiederzugeben. Die CCM-Simulation zeigt zwar dieselbe zeitliche Entwick-
lung der Ozonlochgröße mit einer zunehmenden Fläche im Laufe des späten 20. Jahrhun-
derts, jedoch mit deutlich geringeren Werten der Ozonlochfläche. Die SWIFT-Simulation
mit SL-Transport zeigt eine recht geringe Ozonlochfläche von etwa 9 · 106 km2 bei gerin-
ger Variabilität, während bei parametrisiertem Transport die Ozonlochfläche mit etwa 21 bis
23 · 106 km2 zwar größer ist als mit SL-Transport, die Variabilität jedoch ebenso gering ist
wie mit SL-Transport.
Der meridionale Temperaturgradient und der zonal gemittelte Zonalwind in 10 hPa der ver-
schiedenen Simulationen sind in Abbildung 4.16 dargestellt. In der NH ist der meridionale
Temperaturgradient bei parametrisiertem Transport im Spätwinter geringer als bei den ande-
ren Simulationen. Der Übergang zum umgekehrten Temperaturgradienten der Sommerzirku-
lation erfolgt bei parametrisiertem Transport bereits im Februar, was viel zu früh ist. In der
CCM-, der GCM- und der SWIFT-Simulation mit SL-Transport erfolgt die Umstellung zum
sommerlichen Temperaturgradienten erst im März. Auch im Zonalwind wird deutlich, dass
der Polarwirbel bei parametrisiertem Transport schwächer ist als bei SL-Transport. Die Um-
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Abbildung 4.16.: Meridionaler Temperaturgradient [K] (rot) und Zonalwind [m/s] (blau) für
60◦N (oben) sowie 60◦ S (unten) in 10 hPa für das langjährige Monatsmit-
tel der Simulationen mit voller interaktiver Chemie (gepunkt-gestrichelt),
vorgeschriebener Chemie (durchgezogen), mit SWIFT und SL-Transport
(gestrichelt) und mit SWIFT und parametrisiertem Transport (gepunktet)
im Zeitraum 2005–2016.
stellung zur Sommerzirkulation erfolgt bei parametrisiertem Transport bereits Anfang April,
bei allen anderen Simulationen Mitte April wie es auch Reanalysen zeigen (z. B. Ayarzagüe-
na und Serrano, 2009).
Das langjährige Oktobermittel und die Standardabweichung der Temperatur sind in Abbil-
dung 4.17 für die verschiedenen EMAC-Simulationen und für ERA-Interim-Reanalysen ge-
zeigt. Während sich die mittlere Temperatur zwischen den einzelnen Simulationen kaum
unterscheidet und auch gut mit den Reanalysen übereinstimmt, ist bei der Temperaturvaria-
bilität mit parametrisiertem Transport ein merklicher Unterschied erkennbar. In der unteren
bis mittleren Stratosphäre ist die Temperaturvariabilität im Oktober bei parametrisiertem
Transport um etwa 3 K höher als bei der CCM-Simulation und der SWIFT-Simulation mit
SL-Transport. Obwohl die Temperatur bei parametrisiertem Transport in der LS stärker vari-
iert, ist in der Ozonlochgröße kaum Variabilität zu erkennen. Die chemische Ozonänderung
dominiert also einen möglicherweise stärker variierenden Transporteffekt, der bei parame-
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Abbildung 4.17.: Langjähriges Monatsmittel der Temperatur [K] (Farbe) und der monatli-
chen Standardabweichung der Temperatur [K] für Oktober über die Jahre
2005–2016. Links oben: mit SWIFT und SL-Transport, rechts oben: mit
SWIFT und parametrisiertem Transport, links unten: mit voller interakti-
ver Chemie, rechts unten: ERA-Interim-Reanalysen.
trisiertem Transport durch die Temperatur gesteuert wird. Die tägliche Temperaturvariation,
welche zur Parametrisierung des Transports verwendet wird, ist allein durch dynamische
Prozesse gesteuert.
Abbildung 4.18 zeigt die chemische und die gesamte Ozonänderungsrate für den südhemi-
sphärischen Polarwirbel in 50 hPa über die Jahre 2005 bis 2010. Bei SL-Transport (Abbil-
dung 4.18a) findet starker chemischer Ozonabbau statt, dieser wird jedoch durch den star-
ken Transport von extrapolarem Ozon in den Polarwirbel überdeckt, so dass die gesamte
Ozonänderung bei SL-Transport relativ gering ist. Mit parametrisiertem Transport (Abbil-
dung 4.18b) wird nur eine geringe Einmischung von Ozon berechnet. Tatsächlich erfolgt der
Transport bei der Parametrisierung vor allem vertikal. Horizontal, also über die Wirbelkante,
gibt es in der Regel kaum Transport. Dieser horizontale Transport wird bei SL-Transport
überschätzt. Es ist bekannt, dass EMAC einen zu starken horizontalen Transport in der un-
teren Stratosphäre der Südhemisphäre aufweist, der Wirbel dort also zu schwach isoliert ist
(Eyring et al., 2010).
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(a)
(b)
Abbildung 4.18.: Tägliche Ozonänderungsrate [ppmv/Tag] durch chemische Änderungen
(blau, durchgezogen) und die Summe aus chemischen und dynamischen
Änderungen (blau, gepunktet) und Konzentration des aktiven Chlors ClOx
[ppbv] für das Wirbelmittel in der Südhemisphäre in 50 hPa für a) die Si-
mulation mit SL-Transport und b) mit parametrisiertem Transport.
Abbildung 4.19 zeigt wirbel- und langzeitgemittelte Größen für Simulationen mit SWIFT
und SL-Transport, sowie mit parametrisiertem Transport. Bei beiden Simulationen wurde
die SWIFT-Chemie verwendet, der Transport der chemischen Größen im Polarwirbel jedoch
unterschiedlich berücksichtigt. Dies ermöglicht es den langfristigen Effekt der Transportpa-
rametrisierung auf die chemischen Spurenstoffe im Polarwirbel zu untersuchen. Auffällig
ist, dass trotz des selben Chemieschemas, sich die chemischen Ozonänderungsraten in bei-
den Simulationen stark unterscheiden. In der Simulation mit SL-Transport wird mehr Ozon
chemisch abgebaut als in der Simulation mit parametrisiertem Transport. Beide Simulationen
wurden mit demselben klimatologischen Hintergrund, aber freilaufend simuliert, das heißt
die Meteorologie unterscheidet sich in den simulierten Jahren zwischen beiden Läufen. Die
Unterschiede in der Ozonänderungsrate sind jedoch auch im Langzeitmittel zu erkennen, al-
so nicht auf die unterschiedliche Meteorologie in einzelnen Jahren zurück zu führen. Auch
in den einzelnen Jahren ist tendenziell eine größere Ozonänderungsrate beim SL-Transport
zu sehen (nicht gezeigt). Da sich die Meteorologie der einzelnen Jahre unterscheidet, ist aber
nur ein Vergleich der Langzeitmittel sinnvoll. Die polarwirbelgemittelte Temperatur unter-
scheidet sich kaum in beiden Läufen. Mit parametrisiertem Transport ist die Temperatur
etwas niedriger, was zu einem leicht größeren Anteil des Wirbels, in dem sich PSCs bilden
können (FAP, graue Kurve, oben), führt. Bei gleicher Wirbelgröße in beiden Simulationen
(siehe Abbildung A.10) würde ein größerer FAP auf einen stärkeren chemischen Ozonabbau
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Abbildung 4.19.: Wie 4.9a, aber für das Langzeitmittel der Simulationen mit SWIFT und
SL-Transport (SL, durchgezogene Linie) sowie parametrisiertem Transport
(Param., gestrichelte Linie). Die schwarzen Kurven im mittleren Teil der
Abbildung zeigen das Ozonmischungsverhältnis [ppmv], die roten Kurven
im unteren Teil die Temperatur [K], die grauen Kurven die Gesamtozonän-
derungsrate [ppbv/Tag].
in der Simulation mit parametrisiertem Transport hindeuten. Das Gegenteil ist jedoch im
Vergleich der Simulationen zu beobachten. Unterschiede in der Temperatur und der Größe
des Polarwirbels können somit als Ursache ausgeschlossen werden.
Um den Ursachen für die Unterschiede auf den Grund zu gehen, ist eine genauere Betrach-
tung des Chemieschemas vonnöten. Die Ozonänderungsrate wird allein durch ClOx und
FAS bestimmt (Gleichung 3.2). Die Unterschiede in der Ozonänderungsrate spiegeln sich
im ClOx wider: die höhere chemische Ozonzerstörung bei SL-Transport ist bedingt durch ei-
ne höhere ClOx-Konzentration. ClOx hängt wiederum von den Mischungsverhältnissen von
HCl und ClONO2 ab (Gleichung 3.6). In Abbildung 4.19 ist zu sehen, dass die ClONO2-
Zunahme bei SL-Transport früher und in größerem Umfang stattfindet als bei parametrisier-
tem Transport. Die Umwandlung in HCl erfolgt bei SL-Transport jedoch später. Die Ursache
für die spätere Deaktivierung von Chlor bei SL-Transport ist also bei HCl zu suchen.
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(a) ClONO2 (b) HCl
Abbildung 4.20.: Änderungsraten für a) ClONO2 und b) HCl in SWIFT (schwarz) und An-
teile aus den Termen 3.8 (rot), 3.9 (blau) und 3.14 (grün) für ClONO2 und
den Termen 3.10 (gelb und orange), 3.13 (rot), 3.8 (dunkelblau), 3.16 (hell-
blau) und 3.15 (türkis). Dargestellt sind die jeweiligen Langzeitmittel für
die SWIFT-Simulationen mit FL-Transport (durchgezogene Linien) und
parametrisiertem Transport (gestrichelte Linien) in 54,04 hPa. Die grauen
Linien zeigen jeweils die Summen der Terme, die zur Produktion der je-
weiligen Spezies (positive Werte) oder zu deren Verlust (negative Werte)
beitragen.
ClONO2 und HCl werden in SWIFT jeweils anhand der Formeln 3.3 und 3.4 mithilfe der
Terme 3.8-3.16 berechnet. Die Terme, die zu Änderungen in der HCl-Konzentration führen,
sind in Abbildung 4.20b dargestellt. Den bedeutendsten Anteil bei den Unterschieden der
HCl-Produktion hat der Term c1 (gelbe Kurve). Laut Gleichung 3.10 berechnet sich c1 aus
der Multiplikation mit ClOx und dem Reziproken des Ozonmischungsverhältnisses. Das Mi-
schungsverhältnis von ClOx ist anfangs in beiden Simulationen noch nahezu identisch, das
Ozonmischungsverhältnis im Wirbel weicht jedoch schnell voneinander ab (siehe Abbildung
4.19, schwarze Kurven, Mitte). In der Simulation mit parametrisiertem Transport nimmt das
Ozonmischungsverhältnis schon ab Juni stärker ab als mit SL-Transport. Abbildung 4.19
zeigt auch die gesamte Ozonänderungsrate (unten, graue Linien), welche die Effekte von
Chemie und Transport auf Ozon beinhaltet. Aus dem Vergleich mit der chemischen Ozon-
änderungsrate ist zu erkennen, dass der Transport von Ozon bei parametrisiertem Transport
deutlich schwächer ist, d. h. es wird weniger Ozon in den Wirbel nachtransportiert. So ist der
chemische Abbau von Ozon bei SL-Transport zwar stärker, wird aber durch den Transport
von Ozon in den Wirbel überkompensiert. Die Simulation mit SL-Transport weist somit den
stärkeren chemischen Abbau, aber den geringeren gesamten Ozonverlust auf.
Bei Nutzung der Transportparametrisierung gibt es innerhalb des Polarwirbels keinerlei ho-
rizontale Strukturen, wie sie real oder bei Nutzung des SL-Transports entstehen. Mit der
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Transportparametrisierung werden chemische und dynamische Ozonänderungsraten auf das
gesamte Gebiet des Polarwirbels angewandt. Mit der Transportparametrisierung gibt es kaum
interannuale Variabilität in der Polarwirbelgröße. Dies ist darauf zurück zu führen, dass mit
parametrisiertem Transport die horizontalen Strukturen im Transport fehlen und somit an
jedem Ort innerhalb des Polarwirbels dieselbe Ozonänderung erfolgt. Da das zugrunde lie-
gende Ozonfeld zonal gemittelt ist, gibt es keine horizontalen Strukturen im Ozonfeld. Die
Ozonlochfläche ist nicht identisch mit der Polarwirbelfläche, wie auch in Abbildung 4.11
zu sehen ist. Das Ozonfeld ist auch im Polarwirbel durch horizontale Strukturen durch den
Transport bestimmt. Bei parametrisiertem Transport wird nun nicht nur die chemische, son-
dern auch die dynamische Änderung des Ozons über den gesamten Wirbel gemittelt. Da
diese Änderungen auf ein zonal und monatlich gemitteltes Feld angewendet werden, kann es
keine zonalen Anomalien im Ozonfeld geben. Dies hat zur Folge, dass die Ozonlochgröße
in jedem Jahr eine ähnlich große Fläche aufweist, da sich die chemische Ozonänderung in
den Jahren kaum unterscheidet (siehe Abbildung 4.18). Dies bewirkt eine geringe Variation
der Ozonlochfläche (siehe Abbildung 4.15).
Da die SWIFT-Simulation mit SL-Transport besser mit der Saisonalität von statosphärischem
Wind und Temperatur und der interannualen Variabilität der stratosphärischen Temperatur
und des Totalozonfeldes in der CCM-Simulation übereinstimmt, wird im Folgenden der
SL-Transport für die SWIFT-Simulationen und nicht der parametrisierte Transport verwen-
det.
4.2.4. Die Rückkopplung an die Strahlung
In diesem Abschnitt soll untersucht werden, welchen Einfluss Unterschiede im polaren Ozon-
feld in der CCM-, der GCM- und der SWIFT-Simulation auf die kurzwellige Erwärmungs-
rate haben. Zur Unterscheidung der Anteile von Dynamik und Strahlung auf die tägliche
Temperaturänderung, wird hier die Methode von Kiehl et al. (1988) verwendet. Sie nehmen
an, dass sich die thermische Bilanz in der Stratosphäre ∂T
∂t
zusammensetzt aus Nettostrah-
lungserwärmung Qr und dynamischer Erwärmung Qd.
Abbildung 4.21 zeigt daher die Temperatur [K] (oben), das Ozonmischungsverhältnis [ppmv]
(mitte) und die Erwärmung pro Tag [K/Tag] (unten) für die CCM-Simulation (schwarz), die
GCM-Simulation (blau) und die SWIFT-Simulation (rot) in 50 hPa für das Mittel über die
nordhemisphärische Polarkalotte von 70◦ –90◦N. Abbildung 4.22 zeigt dieselben Größen
für die Südhemisphäre. Der Temperaturverlauf über dem Nordpol in 50 hPa (Abbildung
4.21) zeigt, dass die Temperaturen im Sommer bei der GCM- und der SWIFT-Simulation
leicht höher sind als bei der Simulation mit voller interaktiver Chemie. Im Zeitraum von
November bis April zeigen sich die größten Unterschiede in den Temperaturen wie folgt:
von Dezember bis Mitte März sind GCM- und SWIFT-Simulation wärmer als die MECCA-
Simulation, von Mitte März bis Mitte April weisen diese jedoch niedrigere Temperaturen
auf. Die Temperatur der SWIFT-Simulation liegt dabei jedoch meist näher an der Tempe-
ratur der MECCA-Simulation als die Temperatur der GCM-Simulation. Bei den Ozonmi-
schungsverhältnissen (Abbildung 4.21, Mitte) fällt auf, dass bei der SWIFT-Simulation eine
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Abbildung 4.21.: Langjähriges Tagesmittel (1970–2009) über die Nordpolarkalotte (70◦–
90◦N) in 50 hPa für die Temperatur [K] (oben), das Ozonmischungsver-
hältnis [ppmv] (mitte) sowie dem 21-Tage gleitenden Mittel der Erwär-
mungsraten [K/s] (Unten, durchgezogene Linie: Gesamterwärmungsrate,
gepunkt-gestrichelte Linie: Erwärmungsrate durch Dynamik, gestrichel-
te Linie: Erwärmungsrate durch Nettostrahlung.) für die CCM-Simulation
(schwarz), die GCM-Simulation (blau) sowie die SWIFT-Simulation (rot).
größere Variabilität vorhanden ist als bei der GCM-Simulation, die Variabilität der SWIFT-
Simulation reicht aber noch nicht an die der MECCA-Simulation heran. Das ist dadurch zu
erklären, dass in der Nordhemisphäre im Bereich von 70◦–90◦ auch Bereiche außerhalb des
Polarwirbels enthalten sind, welche bei SWIFT durch klimatologische und zonale Mittel dar-
gestellt werden. Die Einflüsse von Dynamik und Strahlung (Abbildung 4.21, unten) sind in
den drei Simulationen von gleicher Größenordnung. Die Temperaturen sind bei GCM- und
SWIFT-Simulation am Anfang des Winters höher als bei der CCM-Simulation, was auf eine
spätere Bildung des Polarwirbels hindeutet. Tatsächlich zeigt sich dies auch im Verlauf des
Zonalwindes (Abbildung 4.3a), der im Ensemblemittel der SWIFT-Simulationen im Früh-
winter schwächer ist als in der CCM-Simulation. Die Erwärmungsraten (Abbildung 4.21,
unten) zeigen, dass die stärkere Erwärmung bei SWIFT- und GCM-Simulation in einer stär-
keren dynamischen Erwärmung begründet liegt. Dies ist konsistent mit einem schwächeren
Polarwirbel bei GCM- und SWIFT-Simulation in diesem Zeitraum. Der Vergleich mit der
CCM- und der GCM-Simulation für das RCP8.5-Szenario, bei der beide Simulationen mit
derselben Modellversion durchgeführt wurden, zeigt in diesem Zeitraum jedoch keine Unter-
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Abbildung 4.22.: Wie 4.21, aber für die Südpolarkalotte (70◦–90◦ S).
schiede im Verlauf der Temperatur (nicht gezeigt), was vermuten lässt, dass die Unterschiede
im Verlauf der Polarwirbelstärke und der Stratosphärentemperatur bei der SWIFT- und der
GCM-Zirkulation im Gegensatz zur CCM-Simulation durch Unterschiede in den verschie-
denen verwendeten Modellversionen hervorgerufen werden.
In der Südhemisphäre (Abbildung 4.22) ist im Südfrühling erkennbar, dass bei GCM- und
SWIFT-Simulation von Oktober bis Dezember höhere Temperaturen simuliert werden als
bei der CCM-Simulation, was durch dynamisch bedingte Erwärmung verursacht wird. Von
Mitte September bis Ende Oktober wird bei SWIFT eine positive strahlungsbedingte Erwär-
mung simuliert. Die strahlungsbedingte Erwärmungsrate bei SWIFT steigt hier vermutlich
schneller an als diejenigen der CCM- und der GCM-Simulation, da bei SWIFT eine deut-
lich höhere Ozonmischungsverhältnisse simuliert werden. Das Ozonmischungsverhältnis im
südhemisphärischen Polarwirbel wird deutlich über- und der chemische Abbau merklich un-
terschätzt. Dies wird im folgenden Abschnitt untersucht.
4.2.5. Ozonbias im Polarwirbel
In den freilaufenden Simulationen fallen die deutlichen Unterschiede der Ozonmischungs-
verhältnisse zwischen der SWIFT- und der GCM-Simulation auf. Abbildung 4.23 zeigt das
Ozonmischungsverhältnis als zonales Mittel über den 70. Breitengrad (links), sowie das Wir-
belmittel (rechts) in der Nord- (oben) und Südhemisphäre (unten). In der Nordhemisphäre
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sind im zonalen Mittel kaum Unterschiede zwischen den verschiedenen Simulationen zu
erkennen. Im Wirbelmittel der Nordhemisphäre ist jedoch deutlich zu sehen, dass sowohl
die GCM- als auch die SWIFT-Simulation das Ozonmischungsverhältnis um ca. 0,2 ppmv
überschätzen, wobei diese Differenz bei der SWIFT-Simulation im Laufe des Winters im
Mittel zunimmt. In der Südhemisphäre ist beim Vergleich des zonalen Mittels von MECCA-
und GCM-Simulation zu erkennen, dass mit dem GCM die Ozonminima im Frühling un-
terschätzt werden. Bei der Simulation von SWIFT in EMAC wird jedoch von Anfang des
Winters an die Ozonmischungsverhältnisse in den hohen Breiten überschätzt. In der Südhe-
misphäre stimmt die Ozonmischungsverhältnisse am Anfang des Winters, bei der Initialisie-


























































































Abbildung 4.23.: Langjährige Tagesmittel des a) zonal gemittelten Ozonmischungsverhält-
nisses in 70◦ S (oben) und 70◦N (unten), b) des Wirbelmittels in der NH
(oben) und der SH (unten), sowie c) das Polarkappenmittel über 70◦–90◦N
(oben), bzw. 70◦–90◦ S (unten) in ca. 74 hPa für die Simulationen mit
SWIFT (rot), vorgeschriebenen Ozonfeldern (blau) und mit interaktiver
Chemie (schwarz) im Zeitraum 1970–2009.
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Abbildung 4.24.: Klimatologische monatliche Differenz des Ozonfeldes der SWIFT-
Simulation und der CCM-Simulation [ppmv] (Farbe) und Monatsmittel des
Ozonmischungsverhältnisses der CCM-Simulation [ppmv] (Kontur) in 74
hPa in der Südhemisphäre für die Monate Juni bis November im Zeitraum
1970–2009.
nimmt dann jedoch schnell zu. GCM- und SWIFT-Simulationen haben im Laufe des Winters
und Frühlings einen ähnlichen Verlauf, jedoch sind bei der SWIFT-Simulation im Verlauf des
Winters immer höhere Ozonmischungsverhältnisse zu erkennen. Auffällig ist im Wirbelmit-
tel auch, dass das mittlere Ozonmischungsverhältnis im Wirbel bei MECCA am Anfang des
Winters größer ist als bei der GCM- und der SWIFT-Simulation und im Frühling niedrigere
Minima erreicht werden.
Das Ozonfeld wird bei der Simulation mit SWIFT durch die dynamischen Änderungen des
Transports sowie die chemischen Änderungen durch SWIFT beeinflusst. Da der chemische
Ozonabbau am Anfang des Winters jedoch noch unbedeutend ist, ist eine dynamische Ursa-
che für die Unterschiede bei den Ozonfeldern wahrscheinlicher.
Betrachtet man das Polarkappenmittel in der Südhemisphäre (Abbildung 4.23c), erkennt
man, dass während des Winters, wenn die Chemie noch keinen starken Einfluss hat, SWIFT
das Ozonmischungsverhältnis weniger stark überschätzt als der GCM-Lauf. Der Unterschied
zwischen GCM- und SWIFT-Lauf im Mittel über die Polarkalotte verschwindet jedoch im
Frühling.
Die langjährige monatliche Differenz der Ozonfelder zwischen SWIFT-Simulation und CCM-
Simulation ist in Abbildung 4.24 für die Monate Juli bis Dezember für die Südhemisphäre
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Abbildung 4.25.: Wie Abbildung 4.24, aber für die Nordhemisphäre und die Monate Dezem-
ber bis Mai.
dargestellt. Die Konturen zeigen das monatlich gemittelte Ozonfeld in der CCM-Simulation,
die farbige Schattierung die Differenz des Ozonfeldes der SWIFT-Simulation von diesem
Feld. Bereits im Laufe des Winters (JJA), wenn noch keine chemische Ozonzerstörung auf-
tritt, fällt auf, dass bei SWIFT deutliche Abweichungen des Ozonfeldes in den mittleren
Breiten mit einem Maximum bei 50◦ S auftreten. Diese Abweichungen sind bedingt durch
das zonal gemittelte Feld, das außerhalb des Ozonlochs vorgeschrieben wird, wie der Ver-
gleich mit der Differenz von GCM- und CCM-Simulation zeigt (A bildung A.13). So wird
beispielsweise bei SWIFT das klimatologische Ozonmaximum bei 50◦ S südlich von Austra-
lien unterschätzt, das Ozonmischungsverhältnis südlich und südöstlich von Südamerika auf
demselben Breitengrad jedoch überschätzt. Diese Anomalien sind auch im Frühling noch er-
kennbar, hier jedoch von geringerer Amplitude. Von September bis November ist die Über-
schätzung der Ozonmischungsverhältnisse innerhalb des Polarwirbels deutlich zu erkennen.
SWIFT unterschätzt die Stärke des Ozonrückgangs im Polarwirbel.
In der Nordhemisphäre sind die größten Unterschiede des klimatologischen Ozons im Win-
ter und beginnenden Frühling (Dezember bis März) bei 50◦–60◦N zu erkennen (siehe Ab-
bildung 4.25 für den Vergleich der SWIFT- mit der CCM-Simulation und Abbildung A.14
für den Vergleich der GCM- mit der CCM-Simulation). Über der Nordsee und Nordame-
rika überschätzt SWIFT das Ozonmischungsverhältnis, während dieses südlich von Kam-
tschatka unterschätzt wird. Im Frühling sind die Unterschiede zwischen SWIFT- und CCM-




Abgesehen von den erwarteten Unterschieden der Ozonfelder zwischen der SWIFT-Simu-
lation und der CCM-Simulation am Wirbelrand und in den mittleren Breiten, sind große
Unterschiede bei den Ozonmischungsverhältnissen im Polarwirbel zu sehen, obwohl zu Be-
ginn jeden Winters das Ozonmischungsverhältnis in beiden Simulationen etwa gleich groß
ist. Kleine Abweichungen im anfänglichen Ozonmischungsverhältnis ergeben sich aus der
Nutzung einer gleitenden Klimatologie für die Simulationen mit SWIFT. Abbildung 4.23c
zeigt jedoch, dass diese Unterschiede der Ozonmischungsverhältnisse vernachlässigbar ge-
ring sind.
Abbildung 4.26.: Langjähriges Tagesmittel von zonal gemittelten Ozonfeldern [ppmv] für
die CCM-Simulation (schwarz), die SWIFT-Simulation (rot), sowie die
GCM-Simulation (blau) in durchgezogenen Linien in 74 hPa für den Zeit-
raum 1970–2009. Gestrichelt sind die chemischen Ozonverlustraten für die
Simulation mit SWIFT (rot), sowie in schwarz für die CCM-Simulation.
Die gepunktete schwarze Linie zeigt das Flächenmittel der Ozonverlus-
trate der CCM-Simulation von 50◦–90◦ und ermöglicht einen Vergleich
mit der polarwirbelgemittelten Ozonverlustrate SWIFT-Simulation. Dar-
gestellt sind ausgewählte Tage von Mai bis November.
112
4.2. Vergleich der Chemie
Abbildung 4.26.: (Fortgeführt.)
Der Verlauf der zonal gemittelten Ozonfelder für die CCM-Simulation (schwarz), die SWIFT-
Simulation (rot) und die GCM-Simulation sind in Abbildung 4.26 für das langjährige Tages-
mittel der jeweiligen Simulationen in 74 hPa zu sehen. Gestrichelt dargestellt sind jeweils
die Ozonänderungsraten [ppmv/ Tag]. Da SWIFT die chemische Ozonänderung als Polar-
wirbelmittel berechnet, wird der Wert entsprechend auf die Breiten von 50◦–90◦ S projiziert.
Um die Ozonänderungsraten der CCM-Simulation hiermit vergleichen zu können, wurden,
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zusätzlich zu den meridional variierenden Ozonänderungsraten, die über die Breiten 50◦–
90◦ S gemittelten Ozonänderungsraten dargestellt.
Am 1.5., wenn SWIFT in der Südhemisphäre erstmals zum Einsatz kommt, liegen alle Kur-
ven übereinander, mit leichten Abweichungen Richtung Pol. Im Laufe des Mais baut sich
jedoch im Ozonfeld ein meridionaler Gradient zwischen Pol und etwa 70◦ S auf. Dieser Gra-
dient fällt in den unterschiedlichen Simulationen verschieden stark aus. Die GCM-Kurve
stimmt bis auf kleine Abweichungen in Richtung Pol gut mit der Kurve des CCM-Laufs
überein. Bei der SWIFT-Simulation baut sich jedoch in 70◦ S deutlich mehr Ozon auf als
bei der CCM-Simulation. Außerdem wird die Ozonreduktion am Pol, die bei der CCM-
Simulation im Laufe des Mais auftritt, bei SWIFT nicht simuliert. Der chemische Abbau ist
in beiden Chemie-Simulationen ähnlich groß und noch relativ schwach. Ende Mai sind dann
über alle Breiten von 50◦–90◦ S höhere Ozonmischungsverhältnisse vorhanden als bei der
GCM- und der CCM-Simulation. Dieser Ozonbias der SWIFT-Simulation, relativ zu GCM-
und CCM-Simulation, bleibt über den gesamten Zeitraum des Ozonabbaus in unterschiedli-
cher Stärke in den Breiten von 50◦–90◦ S erhalten. Ende Juni ist der Ozonbias in allen Breiten
südlich von 50◦ S ähnlich stark. Von Juli bis November wird eine Verstärkung des Bias in
Richtung Pol erkennbar, mit maximalen Unterschieden zwischen SWIFT- und GCM-, bzw.
CCM-Simulation am Pol im September und Oktober.
Die Ozonänderungsraten der SWIFT- und der CCM-Simulation stimmen Anfang Mai in ih-
rer Größe noch gut überein. Ab Ende Mai sieht man bei der CCM-Simulation jedoch eine
stärker werdende Breitenabhängigkeit der chemischen Ozonänderungsraten. Im Herbst und
Sommer ist diese noch bei 60◦–70◦ S maximal, mit der Rückkehr der solaren Strahlung in
die polaren Breiten im Frühling ist die chemische Ozonänderungsrate der CCM-Simulation
dann am Pol maximal. Diese breitenabhängige Ozonänderungsrate verändert im Lauf des
Jahres den meridionalen Ozongradienten. Der meridionale Ozongradient wird durch die stär-
ker werdende und sich zum Pol hin verschiebende chemische Ozonänderung verstärkt. Ab
Ende Oktober ist bei der Ozonverlustrate der CCM-Simulation zu sehen, dass diese über die
polaren Breitengrade wenig variieren.
Im Gegensatz dazu erfährt das Ozonfeld der SWIFT-Simulation keine breitenabhängige che-
mische Ozonänderung. Die von SWIFT berechnete chemische Ozonänderung gilt für den
gesamten Wirbel und wird daher auf alle polaren Breiten in gleichem Maße angewandt. Aus
diesem Grund kann sich der meridionale Ozongradient bei der SWIFT-Simulation durch
das Fehlen einer Breitenabhänigkeit der chemischen Ozonänderung nicht verstärken. Bei
der SWIFT-Simulation wird das Ozonfeld im Laufe des Sommers und Frühlings in Rich-
tung zum Pol nicht verringert. Daher sind die Ozonmischungsverhältnisse im Frühling bei
SWIFT deutlich höher als bei der CCM-Simulation. Dass SWIFT im Frühling auch zur
GCM-Simulation derart starke Abweichungen aufzeigt, liegt darin begründet, dass SWIFT
im Polarwirbel das klimatologische Ozonfeld nur Anfang Mai sieht, und sich das Ozonfeld
innerhalb des Polarwirbels, solange dieser existiert, allein durch dynamische und chemische
Änderungen entwickelt. Das Ozonfeld der SWIFT-Simulation hat sich demnach unabhängig
von den klimatologischen Ozonmischungsverhältnisses im Polarwirbel entwickelt, welche
der GCM-Simulation vorgeschrieben sind.
114
4.2. Vergleich der Chemie
Mögliche Gründe für zu hohe Ozonmischungsverhältnisse im südhemisphärischen Polarwir-
bel im Frühling sind folgende:
• Entwicklung zu hoher Ozonmischungsverhältnisse im Polarwirbel bereits im Mai. Da-
mit sind zu Beginn des Winters bei der SWIFT-Simulation höhere Ozonmischungsver-
hältnisse vorhanden als bei der CCM-Simulation. Um im Frühling dasselbe Ozonmi-
schungsverhältnis zu erhalten, müsste SWIFT folglich eine stärkere Gesamtozonände-
rungsrate simulieren als die CCM-Simulation.
• Fehlende Breitenabhängigkeit der chemischen Ozonänderung und damit fehlende Ver-
stärkung des meridionalen Ozongradienten in Richtung zum Pol und Vertiefung des
Ozonlochs in Richtung zum Pol.
• Unterschiede im vertikalen und horizontalen Transport von Ozon. Der Ozontransport
im Polarwirbel erfolgt im Winter hauptsächlich vertikal. Dadurch, dass bei SWIFT
zonal und monatlich gemitteltes Ozon vertikal transportiert wird, ist die Menge des
transportierten Ozons möglicherweise dynamisch nicht konsistent. Gleiches gilt für
den meridionalen Transport. Dieser sollte im Winter zwar nicht ausschlaggebend sein,
wir wissen aber von EMAC, dass der untere Polarwirbel in der SH zu permeabel
ist. Hier kann bei der SWIFT-Simulation ebenfalls dynamisch inkonsistentes Ozon
in den Wirbel transportiert werden. Durch zu starken Transport von klimatologischem
Ozon in den Wirbel, kann das Ozonmischungsverhältnis bei SWIFT höher sein als bei
der CCM-Simulation, wo ein dynamisch konsistentes Ozonfeld transportiert wird. Der
Vergleich mit den zonal gemittelten Ozonmischungsverhältnissen der SD-Simulationen
bestätigt diese Vermutung. Obwohl die Ozonmischungsverhältnisse bei der CCM-SD-
Simulation und der SWIFT-SD-Simulation am Anfang verschieden sind, simuliert
die SWIFT-SD-Simulation im Frühjahr Ozonmischungsverhältnisse, welche ähnlich
niedrig sind wie die der CCM-SD-Simulation. Die CCM-SD-Simulation unterschätzt
hier den Ozonabbau im Frühling ebenfalls leicht im Vergleich zu Beobachtungen (Jö-
ckel et al., 2016). Für die CCM-Simulationen bei Jöckel et al. (2016) wird ebenfalls
festgestellt, dass die Unterschätzung des Ozonabbaus im Frühling bei freilaufenden
Simulationen mit EMAC und voller Chemie stärker ausgeprägt ist als bei den SD-
Simulationen, was sie auf einen zu schwachen und zu warmen südhemisphärischen
Polarwirbel zurückführen.
Der zu starke Transport von dynamisch inkonsistenten Ozonfeldern in den Polarwirbel kann
bei den SWIFT-Simulationen zu zu hohen Ozonmischungsverhältnissen im Polarwirbel füh-




4.3. Ausgewählte atmosphärische Zusammenhänge
mit stratosphärischem Ozon
Verschiedene externe und interne Einflussfaktoren zeigen einen Zusammenhang mit dem
stratosphärischen Ozonmischungsverhältnis. Dieser wird durch Chemie und Transport be-
stimmt, welche jedoch durch externe und interne Antriebe des Klimasystems verändert wer-
den können. So hat beispielsweise der solare Zyklus einen Einfluss auf die stratosphärische
Ozonproduktion (z. B. Eddy, 2009). Da hier jedoch nur im Polarwirbel Ozon chemisch ver-
ändert wird, kann der Effekt des solaren Zyklus nicht direkt simuliert werden. Indirekt ist er
über das außerhalb des Polarwirbels vorgeschriebene Ozonfeld vorhanden, da dieses in der
CCM-Simulation den Einfluss des solaren Zyklus erfahren hat.
Einige Vulkanausbrüche, bei denen Schwefelaerosole in die polaren Breiten gelangen und
dort zu einer Vergrößerung der Oberfläche, an der heterogene Reaktionen stattfinden können,
führen, verstärken den chemischen Ozonabbau. Dieser Effekt kann mit der hier genutzten
Version von SWIFT nicht berücksichtigt werden, da eine erhöhte Oberfläche für heterogene
Reaktionen durch Schwefelaerosole in SWIFT nicht berücksichtigt ist. Außerdem erfolgt ei-
ne Verstärkung des Ozonabbaus durch Vulkanaerosole häufig in der untersten Stratosphäre
(z. B. Solomon et al., 2016), in der hier keine chemische Ozonänderung berechnet wird. Än-
derungen in der Gasphasenchemie durch GHG-Änderungen, die das Ozonmischungsverhält-
nis in verschiedenen Regionen der Atmosphäre beeinflussen, sind ebenfalls nur mit geringe-
rer räumlicher und zeitlicher Variabilität durch das vorgeschriebene Ozonfeld berücksichtigt.
Mit lediglich polarem SWIFT hat die gegenwärtige Modellkonfiguration zwar den Vorteil
der höheren räumlichen und zeitlichen Variabilität in der polaren, unteren Stratosphäre, hat
jedoch außerhalb dieser Region die Nachteile der zeitlichen und räumlichen Inkonsistenzen
eines vorgeschriebenen Ozonfeldes.
Beispielhaft wird hier der Zusammenhang zwischen der Propagation planetarer Wellen in
die Stratosphäre und der Änderung der Totalozonsäule in der Zeit von Herbst bis Frühling
untersucht.
4.3.1. Die Propagation planetarer Wellen in die Stratosphäre und
die stratosphärische Ozonzerstörung
Der Wärmefluss durch Wellen (engl. eddy heat flux) ist die vertikale Komponente des EP-
Fluss-Vektors und damit ein Maß für die vertikale Ausbreitung atmosphärischer Wellen. Da
der stratosphärische Ast der BDC durch das Brechen planetarer Wellen verursacht wird, ist
die Stärke des Energieflusses durch PWs in die Stratosphäre ein Maß für die Stärke der BDC.
Das Verhältnis von Totalozon am Ende des Winters zum Totalozon am Anfang des Winters
und der über den Winter gemittelte Wärmefluss können das Verhältnis der Einflüsse von
Chemie und Transport auf das Ozonmischungsverhältnis der winterlichen Stratosphäre ein-
schätzen (Weber et al., 2011).
Für die Nordhemisphäre wird der Zeitraum von September bis März, in der Südhemisphäre
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von März bis September betrachtet. In der Südhemisphäre wird daher für das Totalozonver-
hältnis der Wert der Totalozonsäule von September durch den Wert der Totalozonsäule im
März geteilt. Der Wärmefluss in 100 hPa wird in der Südhemisphäre von März bis Septem-
ber gemittelt. In Abbildung 4.27 sind die Verhältnisse für die Nordhemisphäre jeweils mit
einem Kreis, die für die Südhemisphäre mit einem Dreieck gekennzeichnet. Gezeigt sind die
Ergebnisse der Simulationen mit der EMAC-Version 1.10, in welcher verschiedene Metho-
den der Berücksichtigung des Transports untersucht werden.
Die CCM-Simulation (Abbildung 4.27a) zeigt einen deutlichen Zusammenhang von TCO-
Verhältnis und Wärmefluss. Bei stärkerem Wärmefluss wird jeweils eine höhere Totalozon-
säule simuliert. Ein positives TCO-Verhältnis bedeutet, dass der Transport von Ozon in die
polare Stratosphäre durch die BDC stärker ist als die chemischen Abbauprozesse. Das ist
für die Nordhemisphäre zu erwarten, da die BDC hier stärker und der chemische Ozon-
abbau schwächer ist. In der Südhemisphäre werden Werte unterhalb von 1 erwartet, da die
BDC hier recht schwach ist, also im Winter wenig Ozon in die polare Stratosphäre trans-
portiert wird und gleichzeitig der chemische Abbau sehr stark ist. Wie bereits Weber et al.
(2011) für eine frühere Modellversion von EMAC feststellten, sind die Frühling-zu-Herbst-
Ozonverhältnisse in der Südhemisphäre in den meisten Fällen größer als eins. Als mögliche
Ursachen führten sie einen zu schwachen chemischen Abbau und eine zu starke Durchmi-
schung mit Luft, der im Frühling ozonreicheren Luft, der mittleren Breiten an. Auch in der
hier vorliegenden CCM-Simulation (Abbildung 4.27a) ist das TCO-Verhältnis zumeist grö-
ßer als eins.
In der GCM-Simulation (Abbildung 4.27b) ist wie erwartet kein Zusammenhang zwischen
dem Totalozonverhältnis und dem winterlichen Wärmefluss durch die Wellen in 100 hPa zu
erkennen. In der Simulation mit SWIFT und SL-Transport (Abbildung 4.27c) ist ebenfalls
kaum ein Zusammenhang zu erkennen. Das Totalozonverhältnis variiert hier nur in gerin-
gem Maße. Allein in der Simulation mit SWIFT und parametrisiertem Transport wird ei-
ne geringe Korrelation zwischen Totalozonverhältnis und Wärmefluss simuliert (Abbildung
4.27d). Die geringe Abhängigkeit des Totalozonverhältnisses vom Wärmefluss (Abbildung
4.27) ist wahrscheinlich durch die geringe Variabilität des Totalozons bedingt. Da sich bei
den SWIFT-Simulationen nur das Ozon im Polarwirbel ändert und die darüber und darun-
ter liegenden Schichten klimatologische Werte enthalten, kann hier keine große Abhängig-
keit erwartet werden. Zwar ist in der unteren Stratosphäre der Großteil des atmosphärischen
Ozons enthalten, aber bereits die Auswertung der SD-Simulationen hat gezeigt, dass die Va-
riabilität der Totalozonsäule bei Simulationen mit polarem SWIFT unterschätzt wird. Abbil-
dung A.15 zeigt die Partialozonsäulen der CCM-SD-Simulationen (grün) und der SWIFT-
SD-Simulation (blau) für den Höhenbereich in dem SWIFT wirkt. Es wird deutlich, dass
SWIFT auch in seinem Wirkungsbereich eine zu geringe Variabilität in der Ozonsäule auf-
weist. Dies wirkt sich, zusammen mit der mangelnden Variabilität aus der restlichen Atmo-





Abbildung 4.27.: TCO-Verhältnis am Ende des Winters relativ zum Winteranfang [1] in Ab-
hängigkeit vom winterlichen Wärmefluss durch Wellen in 100 hPa [km/s]
für die Jahre 2005–2016 der a) CCM-Simulation, b) GCM-Simulation, c)






Abbildung 4.28.: Totalozonanomalie zum Zeitraum 1970–1982 [DU] für a) und b) die Si-
mulation mit voller Chemie, c) und d) eine Simulation mit SWIFT für a)
und c) die Nordhemisphäre im Mittel von 63◦–90◦N im März und b) und
d) die Südhemisphäre im Mittel von 63◦–90◦ S im Oktober.
4.4. Zukunftsprojektionen
In diesem Abschnitt wird überprüft, inwiefern EMAC mit SWIFT-Chemie für die Simulati-
on des zukünftigen Klimazustandes geeignet ist. Hierfür wird zunächst die Entwicklung des
Totalozons relativ zum Zeitraum 1970–1982 betrachtet. Im Zeitraum der 1980er bis etwa der
2040er herrschen relativ zu 1980er-Werten erhöhte Cly-Mischungsverhältnisse in der Stra-
tosphäre vor. Nach Mitte der 2040er, wenn die Cly-Mischungsverhältnisse wieder unterhalb
des 1980er-Niveaus liegen, heterogene Ozonchemie durch erhöhte ODS-Mischungsverhält-
nisse also nicht mehr stattfindet, werden im Vergleich zum Zeitraum vor der Ozonzerstörung
höhere Totalozonsäulen simuliert. Durch einen Vergleich mit einer Simulation ohne GHG-
Änderungen konnten Langematz et al. (2014) diese Übererholung der Ozonschicht auf den
Klimawandel zurück führen. Die in dieser Arbeit genutzten Simulationen berücksichtigen
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Abbildung 4.29.: Zeitreihen der global gemittelten Temperatur [K] in 1000 hPa (oben), 50
hPa (unten) von 1970–2091 für verschiedene Simulationen.
sowohl GHG- als auch ODS-Änderungen. Abbildung 4.28 zeigt die Totalozonsäule relativ
zum Zeitraum 1970–1982 für die Arktis im März (a und c) und die Antarktis im Oktober (b
und d) für die CCM-Simulation (a und b) und die SWIFT-Simulation (c und d).
Im Zeitraum mit hohen atmosphärischen Cly-Mischungsverhältnissen werden bei der CCM-
Simulation sowohl in der Arktis (Abbildung 4.28a) als auch in der Antarktis (Abbildung
4.28b) Winter mit sehr niedrigen Totalozonsäulen modelliert. Nach den 2040er Jahren wer-
den hier allerdings, im Gegensatz zu Langematz et al. (2014), noch vermehrt Winter mit
niedrigeren Totalozonsäulen als zu Beginn der ODS-bedingten Ozonreduktion simuliert. Bei
Langematz et al. (2014) werden in der zweiten Hälfte des 21. Jahrhunderts höhere Tota-
lozonsäulen relativ zu 1970–1982 simuliert, und nur wenige Jahre zeigen negative TCO-
Anomalien. Sie verwendeten als Treibhausgasszenario das SRES-Szenario A1B, welches
einen stärkeren Strahlungsantrieb angibt als das hier verwendete RCP6.0-Szenario (IPCC
AR5, 2013, Abbildung 1.15). Langematz et al. (2014) zeigten, dass ohne Klimawandel in der
2. Hälfte des 21. Jahrhunderts in der Arktis Winter mit starkem Ozonabbau auftreten können.
Abbildung 4.28b zeigt, dass mit RCP6.0-Szenario auch in der 2. Hälfte des 21. Jahrhunderts
starker Ozonabbau in der Antarktis stattfinden könnte. Die Effekte der dynamischen Varia-
bilität, welche auch in Zukunft kalte Winter mit starkem Ozonabbau ermöglichen, werden
im RCP6.0-Szenario, im Vergleich zum A1B-Szenario nicht gänzlich von den Effekten des
Klimawandels überlagert.
Die Entwicklung des Totalozons relativ zum Zeitraum 1970–1982 bei der SWIFT-Simulation
(Abbildung 4.28c und 4.28d) entspricht qualitativ der Entwicklung der CCM-Simulation
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(Abbildung 4.28a und 4.28b). Die interannualen Variationen sind bei SWIFT jedoch gerin-
ger, und auch die maximalen und minimalen Abweichungen sind in der SWIFT-Simulation
deutlich geringer. Wie bereits gezeigt, ist die interannuale Variabilität des Ozons in der LS
bei SWIFT deutlich geringer als als in der CCM-Simulation. Dies spiegelt sich auch in den
Totalozonanomalien relativ zu 1970–1982 wider. Die generelle Entwicklung des Ozons ist
mit dem vorgeschriebenen zonal und monatlich gemittelten Ozonfeld festgelegt. Durch die
Glättung des gleitenden Mittels sind die Extrema allerdings nicht wiedergegeben. Die gerin-
ge interannuale Variabilität des Ozons in der LS in der SWIFT-Simulation kann die starke
Variabilität der Totalozonanomalien, die bei der CCM-Simulation simuliert wird, nicht dar-
stellen.
In der Konfiguration mit polarem SWIFT kann die langfristige Änderung der Totalozon-
anomalien reproduziert werden, während die interannuale Variabilität und die Extremwerte
jedoch unterschätzt werden.
Die Zeitreihen verschiedener atmosphärischer Größen sind in Abbildungen 4.29 und 4.30 für
GCM-Simulation (schwarz), die CCM-Simulation (blau), sowie für die Ensemblemitglieder
der SWIFT-Simulationen (hellrot) und deren Ensemblemittel (dunkelrot) gezeigt. Abbildung
4.29 zeigt zusätzlich einige andere Simulationen und ERA-Interim-Reanalysen (schwarz mit
Kreuzen) für das globale Jahresmittel in 1000 hPa (oben) und das globale Jahresmittel in
50 hPa. Mit der interannualen Variabilität wird die starke Abhängigkeit der Temperaturen
von den genutzten Meeresoberflächentemperaturen deutlich. In grau ist jeweils die CCM-
Simulation mit interaktivem Ozean dargestellt, welche die SSTs und SICs lieferte, die sowohl
für die CCM-Simulation (schwarz) als auch für die SWIFT-Simulationen (rot) genutzt wur-
de. Die RCP-Simulationen mit anderen SSTs und SICs (braun und türkis) zeigen bei dem-
selben GHG-Szenario niedrigere Temperaturen in der Troposphäre und der Stratosphäre. Im
Vergleich zu ERA-Interim überschätzen die hier genutzten Simulationen (blau, schwarz und
rot) die troposphärischen Temperaturen. Der Vergleich mit anderen Simulationen, die andere
SSTs und SICs vorschreiben, zeigt, dass der Grund hierfür möglicherweise in den SSTs und
SICs liegt. Zum Ende des simulierten Zeitraums nähern sich die Temperaturentwicklungen
der verschiedenen Simulationen aber an. In der Stratosphäre weisen die Simulationen mit
vorgeschriebenen SSTs (blau, schwarz, rot), die aus der zugehörigen Simulation mit inter-
aktivem Ozean (grau) genommen wurden, höhere Temperaturen auf als Simulationen mit
interaktivem Ozean. Die Temperaturen der Simulation mit vorgeschriebenen SSTs und SICs
liegen aber auch näher an der ERA-Interim-Reanalyse. Der Temperaturunterschied zwischen
den Simulationen mit vorgeschriebenen SSTs und SICs und der zugehörigen Simulation mit
interaktivem Ozean bleibt im gesamten simulierten Zeitraum erhalten.
Abbildung 4.31 zeigt die Entwicklung der Ozonmischungsverhältnisse für das boreale Polar-
wirbelmittel im März (oben), sowie das australe Polarwirbelmittel im Oktober (unten). Die
Simulationen mit SWIFT können die Entwicklung des Ozons in der Nordhemisphäre gut
wiedergeben, allein die Stärke der interannualen Variabilität wird unterschätzt. In der Süd-
hemisphäre ist der allgemeine Trend des Ozonmischungsverhältnisses in allen Simulationen
präsent mit einer Abnahme des Ozonmischungsverhältnisses bis um 2000 und einem an-
schließendem Anstieg. Allerdings wird die Stärke der Ozonlöcher unterschätzt. Die Simula-
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Abbildung 4.30.: Zeitreihen der Temperatur in 10 hPa für das Mittel über Dezember bis Fe-
bruar [K] im Mittel von 60◦–90◦N (oben), des 10hPa-Zonwindes [m/s] im
Mittel über 50◦–70◦N (unten) für verschiedene Simulationen, Farblegende
siehe Abbildung 4.29.
tionen zeigen hier sogar höhere Ozonmischungsverhältnisse als die GCM-Simulation. Da die
Stärke des Ozonabbaus in der Südhemisphäre in den SWIFT-Simulation in der vorliegenden
Konfiguration stark unterschätzt wird, kann erwartet werden, dass die SWIFT-Simulationen
den Einfluss von Ozon auf die STC unterschätzten.
4.5. Schlussfolgerung
Es wurde gezeigt, dass SWIFT die langfristige Entwicklung der polaren Ozonmischungsver-
hältnisse reproduzieren kann. Die Ozonlochperiode und die Erholung und Übererholung der
polaren Ozonschicht können mit polarem SWIFT simuliert werden. Durch die Abhängigkeit
von SWIFT von der Position des Polarwirbels und der vorherrschenden Temperatur, ist der
simulierte Ozonabbau, je nach simuliertem meteorologischem Zustand, stärker oder schwä-
cher. Dadurch kann in Simulationen mit SWIFT eine dynamisch konsistentere interannuale
Variabilität im polaren Ozonmischungsverhältnis in der unteren Stratosphäre simuliert wer-
den. Aufgrund der zu starken Einmischung extrapolarer Luft in den Polarwirbel in der LS
ergeben sich, im Vergleich zur CCM-Simulation zu hohe Ozonmischungsverhältnisse. Der
starke chemische Ozonabbau durch SWIFT wird durch zu starkes Einmischen überlagert.
Damit wird in der Südhemisphäre mit SWIFT ein flacherer Verlauf des Ozonmischungsver-
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4.5. Schlussfolgerung
Abbildung 4.31.: Zeitreihen des polarwirbelgemittelten Ozonmischungsverhältnisses
[ppmv] in 50 hPa für den nordhemisphärischen März (oben) und
den südhemisphärischen Oktober (unten) für die CCM-Simulation
(schwarz), die GCM-Simulation (blau), die Ensemblemitglieder der
SWIFT-Simulationen (hellrot) und deren Ensemblemittel (dunkelrot).
hältnisses simuliert als bei voller Chemie. Zwar könnte der chemische Ozonabbau durch das
Einbeziehen zusätzlicher chemischer Prozesse, wie etwa heterogene Ozonchemie an COS-
Partikeln erweitert werden, die stärksten Unterschiede zur vollen Chemie liegen jedoch in
dynamischen Prozessen begründet. Ein dynamisch konsistenteres extrapolares Ozonfeld, so-






Ozons auf die Stratosphäre und die
Stratosphären-Troposphären-
kopplung
Im Kapitel zur Validierung wurde bereits gezeigt, dass EMAC mit SWIFT-Chemie das zu-
künftige Klima im Allgemeinen gut simulieren kann. In diesem Kapitel sollen nun verschie-
dene Phänomene der Stratosphäre und der Stratosphären-Troposphärenkopplung und ihrer
möglichen Änderungen in der Zukunft mithilfe von Ensemblesimulationen mit EMAC und
SWIFT-Chemie untersucht werden. Eine häufige Kritik an Studien mit CCMs ist, dass sie
meist keine Ensemblesimulationen oder nur sehr kleine Ensembles untersuchen. Oftmals
werden Multimodellensembles mit CCMs ausgewertet, in der Annahme, dass die Variabi-
lität der verschiedenen Modelle der internen Variabilität der Atmosphäre entspräche. Die
Variabilität eines solchen Ensembles kann aber auch durch systematische Fehler der ein-
zelnen Modelle oder Unterschiede in den Parametrisierungen begründet liegen. In diesem
Kapitel wird daher ein Ensemble von SWIFT-Simulationen mit einer für Klimawandelstudi-
en gängigen Größe von 10 Mitgliedern analysiert, welches die schnelle Ozonchemie enthält.
Hierfür werden zunächst SSWs in ihrer Frequenz, saisonalen Verteilung und Andauer unter-
sucht. Des weiteren werden Änderungen in der Ozonverteilung der polaren Stratosphäre be-
trachtet. Die von Baldwin und Dunkerton (2001) beschriebene STC und das von Perlwitz und
Harnik (2004) beschriebene Abwärtskoppeln von Wellen werden hier ebenfalls untersucht.
Zuletzt wird der Einfluss von ODS- und GHG-Änderungen auf die Position des Strahlstroms
der mittleren Breiten in den verschiedenen Simulationen betrachtet.
Es ergeben sich folgende Fragestellungen:
Welchen Einfluss üben stratosphärisches Ozon und die interne Variabilität auf SSWs im Hin-
blick auf den Klimawandel aus?
Wird die Stratosphären-Troposphärenkopplung durch Unterschiede in der Berücksichtigung
des Ozons beeinflusst?
Wie beeinflussen ODS- und GHG-Änderungen die Lage des Jets der mittleren Breiten in der
Südhemisphäre in verschiedenen Perioden des 21. Jahrhunderts?
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5.1. Stratosphärenerwärmungen in der Zukunft
Über die Änderung der Frequenz von SSWs mit dem Klimawandel gibt es viele unterschied-
liche Aussagen. Während einige Modelle eine Verringerung der Anzahl von SSWs simulie-
ren (z. B. Rind et al., 1998, Mitchell et al., 2012), zeigen andere ein häufigeres Auftreten von
SSWs (z. B. Mahfouf et al., 1994, Mitchell et al., 2012). Wiederum andere sehen keine signi-
fikante Änderung (z. B. Butchart et al., 2000, Ayarzagüena et al., 2018). Viele Studien zur
Änderung der SSW-Charakteristika werden mit nur einer Modellsimulation durchgeführt.
Butchart et al. (2000) vergleichen zum Beispiel zwei nur in den Anfangsbedingungen ver-
schiedene Simulationen eines Modells. Multimodellensembles werden von Mitchell et al.
(2012) und Ayarzagüena et al. (2018) ausgewertet. Ayarzagüena et al. (2018) führten ihre
Studie zur zukünftigen Entwicklung der Frequenz von SSWs und anderer Eigenschaften mit-
hilfe eines Multimodellensembles neuester CCM-Simulationen durch. Sie fanden, dass für
die Zukunft keine signifikant höhere Anzahl an SSWs simuliert wird.
In einer Studie mit dem Modell EMAC stellten Ayarzagüena et al. (2013) zwar keine Ände-
rung der SSW-Frequenz für die projizierte Zukunft fest, jedoch eine Verschiebung der sai-
sonalen Auftretenshäufigkeit der SSWs vom Früh- in den Mittwinter. Die geringere Anzahl
von SSWs im Frühwinter in der Zukunft begründen sie mit einem stärkeren Polarwirbel zu
dieser Zeit, der durch höhere Ozonmischungsverhältnisse infolge des Rückgangs der ODSs
erklärt wird.
Mit dem 10-Mitglieder-Ensemble aus SWIFT-Simulationen wird hier für dasselbe Treibh-
ausgasszenario wie bei Ayarzagüena et al. (2018) die Veränderung der Eigenschaften der
SSWs in einem Modell untersucht. Unterschiede in der Variabilität, die durch verschiedene
Modelle auftreten, wie es bei einem Multimodellensemble der Fall ist, können hier also aus-
geschlossen werden.
Abbildung 5.1a zeigt die SSW-Frequenz pro Dekade für die Ensemblemitglieder 1–10 der
SWIFT-Simulationen, das Ensemblemittel dieser SWIFT-Simulationen, die GCM-Simula-
tion, die CCM-Simulation, sowie ERA-Interim-Reanalysen. Es wird deutlich, dass die SSW-
Frequenz zwischen den Ensemblemitgliedern stark variiert und im Ensemblemittel etwas
über dem Wert der Reanalyse liegt. Für die Zukunftsprojektionen ist kein eindeutiger Trend
der Anzahl von SSWs zu erkennen. In einigen Simulationen steigt, in anderen sinkt die SSW-
Frequenz. Die GCM-Simulation zeigt ebenfalls einen leichten Anstieg der SSW-Frequenz,
die CCM-Simulation zeigt dagegen eine leichte Verringerung der SSW-Frequenz. Sowohl
GCM-, als auch CCM-Simulation liegen in ihrer Variabilität im Bereich der Ensemblemit-
glieder, die Unterschiede der verschiedenen Simulationen sind demnach nicht signifikant.
Das Ensemblemittel zeigt keine signifikante Änderung der SSW-Frequenz. Die Ergebnisse
des Multimodellensembles von Ayarzagüena et al. (2018) können somit bestätigt werden.
Der Vergleich einiger CCM- und GCM-Simulationen hat gezeigt, dass GCMs die SSW-
Frequenz im Vergleich zu CCMs unterschätzen (z. B. Gillett et al., 2009, McCormack et al.,
2011). Abbildung 5.1a zeigt, dass für den Vergangenheitszeitraum die GCM-Simulation we-
niger SSWs simuliert als die CCM-Simulation. Für die Zukunft werden jedoch mit dem
GCM-Setup mehr SSWs simuliert. Die Variabilität der SSW-Frequenz der Ensemblemitglie-
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Abbildung 5.1.: a) SSW-Frequenz pro Dekade für die Vergangenheit der Ensemblesimula-
tionen (1970–2009, blau) und für ERA-Interim (1979–2009) und für die
Zukunft der Ensemblesimulationen (2052–2096, rot). b) SSW-Frequenz pro
Jahr in den jeweiligen Wintermonaten für die Vergangenheit der Ensemble-
simulationen (1970–2009, farbig) und für ERA-Interim (1979–2009, weiß).
c) SSW-Frequenz pro Jahr in den jeweiligen Wintermonaten für die Vergan-
genheit der Ensemblesimulationen (2052–2091, farbig) und für den Zeit-
raum 1970–2009 (farblose Balken). d) Mittel des zonalgemittelten Zonal-
windes für 1970–2009 (schwarz), bzw. 2052–2091 (rot) für das Ensemble-
mittel der SWIFT-Simulationen (durchgezogene Linie) mit Ensemblestan-
dardabweichung (Fehlerbalken), die Simulation mit MECCA (gestrichelt),
sowie ERA-Interim-Reanalyse (gestrichpunktet, zeitliches Mittel von 1979–
2009).
der macht jedoch deutlich, dass diese Unterschiede zwischen GCM- und CCM-Simulation
im Bereich der internen Variabilität liegt. Für EMAC kann beim RCP6.0-Szenario somit
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festgestellt werden, dass es in der SSW-Frequenz keine signifikanten Unterschiede zwischen
GCM- und CCM-Setup gibt.
Die saisonale Verteilung der SSWs im Vergangenheitszeitraum ist in Abbildung 5.1b dar-
gestellt. Die gefüllten farbigen Balken zeigen die SSW-Verteilung der Ensemblemitglieder.
Die breiteren, lediglich umrandeten Balken zeigen die SSW-Verteilung von ERA-Interim
(schwarz, durchgezogen), CCM-Lauf (schwarz, gestrichelt), GCM-Lauf hellblau, gestrichelt)
sowie das Ensemblemittel (dunkelblau, gestrichelt). Im November überschätzen alle EMAC-
Simulationen die Häufigkeit an SSWs (SPARC, 2010). ERA-Interim zeigt für den Zeitraum
1979–2009 keine SSWs im November. Die Variabilität des Polarwirbels ist in EMAC im No-
vember bekanntermaßen zu hoch (Charlton et al., 2007, SPARC, 2010). Während die Häu-
figkeit der SSWs in der CCM-Simulation im Dezember noch mit den Reanalysen überein-
stimmt, hat die CCM-Simulation im Januar und Februar eine höhere SSW-Frequenz als die
Reanalysen. Im März simuliert der CCM-Lauf im Mittel weniger SSWs als die Reanalysen
zeigen. Haase und Matthes (2019) hatten in ihrer Studie mit WACCM gezeigt, dass die An-
zahl an SSWs mit vorgeschriebenen chemischen Feldern im März überschätzt wird. In den
vorliegenden EMAC-Läufen sieht man hingegen im März eine gute Übereinstimmung der
SSW-Frequenz der GCM-Simulation mit den Reanalysen, während die CCM-Simulationen
und das Ensemblemittel der SWIFT-Simulationen im März mehr SSWs simulieren. Die En-
semblesimulationen mit SWIFT erlauben es uns nun aber die Variabilität der SSW-Frequenz
im März einzuschätzen. Es wird deutlich, dass im März eine recht hohe Variabilität der SSW-
Frequenz auftritt, was möglicherweise mit den schwächeren Zonalwinden und dem allge-
mein schwächeren Polarwirbel gegen Ende des Winters zusammenhängt. Die Unterschiede
in der SSW-Frequenz im März zwischen den verschiedenen Simulationen können somit auch
der hohen internen Variabilität zugeschrieben werden, und liegen nicht zwangsläufig in der
unterschiedlichen Behandlung von Ozon begründet.
Abbildung 5.1c zeigt die saisonale Änderung im Auftreten der SSWs in den Ensemblesi-
mulationen. Als dünne gefüllte Balken ist die SSW-Frequenz der Ensemblemitglieder im
Zukunftszeitraum (2052–2091) dargestellt. Die dünnen farblosen Balken, bzw. horizontalen
Striche innerhalb der farblichen Balken zeigen die SSW-Frequenz des jeweiligen Ensemble-
mitglieds für den Vergangenheitszeitraum (1970–2009). Die breiteren, umrandeten Balken
zeigen die SSW-Frequenz für den Vergangenheitszeitraum (Blautöne) und den Zukunfts-
zeitraum (Rottöne) für das Ensemblemittel (durchgezogen blau für Vergangenheit, gestri-
chelt rot für Zukunft), die GCM-Simulation (gestrichelt hellblau und pink), sowie die CCM-
Simulation (gepunktet blau und rot). Die CCM-Simulation zeigt eine Verringerung der SSW-
Frequenz für November bis Januar, einen Anstieg im Februar und keine Änderung im März.
Die GCM-Simulation simuliert in der Zukunft weniger SSWs im November und Dezem-
ber und mehr SSWs von Januar bis März. Keine Änderung in der SSW-Frequenz zeigt das
Ensemblemittel für November, Dezember und März. Im Januar und Februar treten im En-
semblemittel in der Zukunft mehr SSWs auf. Im Multimodellensemble haben Ayarzagüena
et al. (2018) ebenfalls eine Verringerung der SSW-Frequenz im Frühwinter festgestellt, wel-
che einhergeht mit einer Verstärkung des Polarwirbels nach ODS-Rückgang. Für einzelne
Ensemblemitglieder zeigt sich bei EMAC im Frühwinter ebenfalls eine Verstärkung der Zo-
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Abbildung 5.2.: a) Abschwächung der Zonalwinde nach einem SSW und b) Andauer der
SSWs für die 10 Ensemblemitglieder der SWIFT-Simulation, das Ensem-
blemittel, die CCM- und die GCM-Simulation; sowie ERA-Interim für den
Vergangenheitszeitraum (1970–2009, blau). Der Zukunftszeitraum (2052–
2091) ist rot dargestellt. Als Punkte sind die Mittelwerte, als Linien die Be-
reiche der Standardabweichung und als Sterne die Maxima und Minima der
jeweiligen Verteilung angegeben.
nalwinde (nicht gezeigt), dieses Ergebnis ist aber nicht robust. Die Stärke des Polarwirbels in
den EMAC-Simulationen ist in Abbildung 5.1d anhand des zonalgemittelten Zonalwindes in
60◦N in 10 hPa dargestellt. Die durchgezogenen Linien zeigen die Zonalwinde des Ensem-
blemittels der SWIFT-Simulationen in der Vergangenheit (schwarz), sowie in der Zukunft
(rot). Die Querbalken geben die einfache Standardabweichung des Ensembles an. Die CCM-
Simulation ist in gestrichelten Linien, die ERA-Interim-Reanalysen in gepunkt-gestrichelter
Linie dargestellt. Sowohl für die CCM-Simulation wie auch für die SWIFT-Simulationen
ist zu erkennen, dass der Polarwirbel im Frühwinter in der Zukunft schwächer ist als in der
Vergangenheit. Eine Verringerung des Zonalwindes im Frühwinter, die einhergeht mit einer
höheren SSW-Frequenz konnten wir in EMAC nicht bestätigen. Bei einzelnen Ensemblemit-
gliedern ist dieses Ergebnis zwar reproduzierbar, es ist jedoch nicht über alle Simulationen
robust. Die interne Variabilität dominiert hier ein mögliches Signal der ODS- und GHG-
Änderungen. Damit konnten wir die Einschätzung, die Butchart et al. (2000) angesichts der
unterschiedlichen SSW-Frequenzen in zwei, nur in den Anfangsbedingungen abweichenden,
Simulationen getätigt haben, mit einem größeren Ensemble bestätigen.
Die Änderung der Abschwächung des Zonalwindes nach SSWs und die Länge der Ereig-
nisse sind in Abbildung 5.2 dargestellt. Die Abschwächung des Zonalwindes nach SSWs
wird, nach Charlton et al. (2007), als Differenz des Zonalwindes in 60◦N und 10 hPa 15-5
Tage vor gegenüber 0 bis 5 Tage nach dem SSW berechnet. In den meisten Simulationen
wird für die Zukunft eine geringere Windabschwächung nach dem SSW simuliert als in der
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Abbildung 5.3.: Wahrscheinlichkeitsdichtefunktion (links) und QQ-Plot der Ozonmi-
schungsverhältnisse im Polarwirbel der Südhemisphäre in 70 hPa im Ok-
tober für CCM- (oben) und GCM-Simulation (unten). Senkrechte Linien
kennzeichnen jeweils den Mittelwert, welcher zusätzlich im Plot angege-
ben ist. Sterne kennzeichnen das jeweils 5. und 95. Perzentil der jeweiligen
Verteilung.
Vergangenheit. Allein Ensemblemitglieder 7 und 8, sowie die GCM-Simulation fallen hier
raus. Diese zeigen für die Zukunft eine stärkere Windabschwächung im Vergleich zur jewei-
ligen Vergangenheit. Bei der Andauer der SSWs zeigen die meisten Simulationen im Mit-
tel leicht kürzere SSWs als in der Vergangenheit (Abbildung 5.2b). Längere SSWs werden
nur bei den Ensemblemitgliedern 1 und 7 simuliert. Für Windabschwächung und Andauer
der SSWs sind zwischen den verschiedenen Simulationen keine signifikanten Unterschiede
festzustellen. Selbst mit konsistenten GHG- und ODS-Bedingungen und für das Ensemble
konnte für das RCP6.0-Szenario keine signifikante Änderung der SSW-Frequenz, der Win-
dabschwächung durch SSWs oder deren Andauer festgestellt werden.
5.2. Änderung der stratosphärischen Ozonverteilung
in der polaren unteren Stratosphäre
Die Stärke des stratosphärischen Ozonabbaus hängt neben der Chemie auch stark von der
Dynamik ab. Aus diesem Grund untersuche ich hier die polaren Ozonmischungsverhältnisse
in verschiedenen Modellkonfigurationen.
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Ozone distribution for SH Oct 70hPa - SWIFT chemistry


































































































































































Abbildung 5.4.: a) Wahrscheinlichkeitsdichtefunktionen für die Ozonmischungsverhältnis-
se im Polarwirbel für die Ensemblemitglieder und das Ensemblemittel der
SWIFT-Simulationen und b) QQ-Plots der Ozonmischungsverhältnisse für
selbige Simulationen. Für den Vergangenheitszeitraum 1970–2009 (blau)
und den Zukunftszeitraum 2052–2091 (rot) in 70 hPa. Senkrechte Linien
kennzeichnen jeweils den Mittelwert, welcher zusätzlich im Plot angege-
ben ist. Sterne kennzeichnen das jeweils 5. und 95. Perzentil der jeweiligen
Verteilung. 131
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Abbildung 5.5.: Wie 5.3, aber für März.
Abbildung 5.3 (oben) zeigt die Wahrscheinlichkeitsdichtefunktion der Ozonmischungs-
verhältnisse im Polarwirbel für die CCM-Simulation in der Vergangenheit (1970–2009, blau)
und für die Zukunft (2052–2091, rot) für den Oktober der Südhemisphäre. Ebenfalls darge-
stellt ist der QQ-Plot, der als gestrichelte Linie die Normalverteilung, und mit Plus-Symbolen
die simulierte Verteilung der Ozonmischungsverhältnisse im Polarwirbel zeigt. Die Histo-
gramme zeigen als senkrechte Linien die Mittelwerte der Verteilung, deren Werte ebenfalls
im Plot angegeben sind.
In der Vergangenheit ist die Ozonverteilung im Polarwirbel bei der CCM-Simulation bi-
modal, was an der S-Kurve des QQ-Plot deutlich wird. Die Verteilung des Ozons im Po-
larwirbel zeigt deutlich zwei Maxima. Für die Zukunft wird eine schmalere Verteilung mit
nur einem Maximum simuliert. Das erste Maximum bei kleineren Werten in der Vergan-
genheit, das vermutlich durch heterogenen Ozonabbau zustande kommt, ist in der Zukunft
nicht mehr vorhanden. Bei der GCM-Simulation (Abbildung 5.3 (unten)) wird deutlich, dass
sich die Verteilungen von Ozon in der Vergangenheit und der Zukunft von denen der CCM-
Simulation unterscheiden. Im zonalen, monatlichen Mittel mögen beide Simulationen die-
selben Ozonmischungsverhältnisse aufweisen, im Polarwirbel ist bei der GCM-Simulation
aber eine gänzlich andere Verteilung vorhanden. Das GCM zeigt eine deutlich schmalere,
aber dennoch bimodale Verteilung.
Die Histogramme der Ensemblemitglieder und des Ensemblemittels sind in Abbildung 5.4a
dargestellt. Die bimodale Verteilung des Ozonmischungsverhältnisses in der Vergangenheit
ist bei den Ensemblemitgliedern und beim Ensemblemittel gut zu erkennen. Die Mittelwer-
te der Ensemblemitglieder liegen jedoch in der Vergangenheit über den mittleren Ozonmi-
schungsverhältnissen des Polarwirbels in der GCM- und der CCM-Simulation. Die Ursa-
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Ozone distribution for NH Mar 70hPa - SWIFT chemistry

























































































































































Abbildung 5.6.: Wie 5.4, aber für März.
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Abbildung 5.7.: Histogramme des wirbelgemittelten Ozonmischungsverhältnisses in 74 hPa
für (a) die Nordhemisphäre und (b) die Südhemisphäre in der Vergangenheit
(1970–2009), sowie in der Zukunft (schwarz). Durchgezogene Linien kenn-
zeichnen den Mittelwert in der Vergangenheit, gestrichelte den Mittelwert
der projizierten Verteilung.
che hierfür wurde in Kapitel 4.2.5 diskutiert. In der Zukunft stimmen die Mittelwerte der
CCM-Simulation, der GCM-Simulation und den SWIFT-Ensemblesimulationen gut überein.
Die Verteilungen der Ozonverteilung stimmen bei den SWIFT-Simulationen besser mit der
CCM-Simulation überein. Das liegt daran, dass die Verteilung mit der Dynamik des Polar-
wirbels und dem Transport in den Wirbel zusammenhängt, der bei den SWIFT-Simulationen
im Gegensatz zur GCM-Simulation berücksichtigt wird.
Die Ozonverteilung in der Nordhemisphäre im März wird in Abbildung 5.6 dargestellt. In
der Vergangenheit ist bei der CCM-Simulation (a, oben), sowie bei den SWIFT-Ensemble-
simulationen (b und c) eine relativ breite Verteilung zu erkennen, beim GCM (a, unten) ist
die Verteilung sehr viel schmaler. Dies ist wieder auf den fehlenden Einfluss der Dynamik
auf das Ozonfeld in der GCM-Simulation zurückzuführen. Die SWIFT-Simulationen zeigen
eine breitere Ozonverteilung, jedoch werden hier Extremwerte unterschätzt, sowohl Minima
als auch Maxima. In der Zukunft sieht man bei der GCM-Simulation eine leichte Zunahme.
Sowohl die GCM- als auch die SWIFT-Simulationen unterschätzen jedoch die im CCM-
Lauf simulierten maximalen Ozonmischungsverhältnisse. Im Vergleich zur Südhemisphäre
fällt auf, dass die nordhemisphärischen Ozonmischungsverhältnisse im Polarwirbel näher an
der Normalverteilung liegen als die Südhemisphärischen.
Die Verteilungen der CCM-, GCM- und SWIFT-Ensemblesimulationen sind in Abbildung 5.7
gemeinsam dargestellt. Betrachten wir den nordhemisphärischen März (Abbildung 5.7a) se-
hen wir, dass die Verteilungen der Ozonmischungsverhältnisse der CCM-Simulation im Ver-
gleich zu der GCM- und den SWIFT-Simulationen in der Vergangenheit und der Zukunft
breiter sind. Die SWIFT-Simulationen weisen im Mittel eine breitere Verteilung auf als das
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vorgeschriebene Ozonfeld der GCM-Simulation. In der CCM-Simulation werden in Zukunft
die höchsten mittleren Ozonmischungsverhältnisse im Polarwirbel simuliert, gefolgt vom
Ensemblemittel der SWIFT-Simulationen. GCM- und CCM-Simulation mögen im zonalen
Mittel übereinstimmen, betrachtet man jedoch das Polarwirbelmittel fallen vor allem in der
Nordhemisphäre beträchtliche Unterschiede auf. Diese sind darauf zurückzuführen, dass das
Ozonmischungsverhältnis im Polarwirbel der Nordhemisphäre im Winter starke zonale An-
omalien aufweist. Nutzt man ein zonalgemitteltes Feld, unterschätzt man die transportbe-
dingte Ozonzunahme in der unteren Stratosphäre. Haase und Matthes (2019) weisen auf eine
transportbedingte Zunahme in der LS während SSWs hin. Die Simulationen mit vorgeschrie-
benem Ozonfeld können diese nicht berücksichtigen und unterschätzen in der LS somit die
zusätzliche strahlungsbedingte Erwärmung durch den Anstieg der Ozonmischungsverhält-
nisse.
In der Südhemisphäre (Abbildung 5.7b) wird ebenfalls deutlich, dass das GCM die Extre-
ma, in der Vergangenheit vor allem die geringen Ozonmischungsverhältnisse, in der Zukunft
die höheren Ozonmischungsverhältnisse, unterschätzt. Die SWIFT-Simulationen unterschät-
zen zwar auch die niedrigen Ozonmischungsverhältnisse in der Vergangenheit, können die
hohen Ozonmischungsverhältnisse der CCM-Simulation in der Zukunft jedoch gut wieder-
geben. Im Bezug auf den Mittelwert der Südhemisphäre unterscheiden sich die Simulationen
in der Zukunft wenig, was auf einen sehr zonalsymmetrischen Wirbel hindeutet.
Im Vergleich zur GCM-Simulation können Simulationen mit SWIFT in beiden Hemisphären
und für vergangene und zukünftige Klimazustände Verteilungen des Ozonmischungsverhält-
nisses im Polarwirbel realistischer simulieren. Die Breite der Ozonverteilungen entspricht
bei SWIFT-Simulationen eher denen der CCM-Simulation als denen der GCM-Simulation,
da bei SWIFT im Polarwirbel dynamisch konsistente Ozonfelder simuliert werden.
5.3. Zonalgemittelte
Stratosphären-Troposphären-Kopplung
In diesem Abschnitt soll die zonal gemittelte Kopplung untersucht werden, die über die Ring-
moden eine deutliche vertikale Kopplung darstellt. Hierfür wurde die NAM-Anomalie be-
rechnet, wie sie in Kapitel 3.6.5 beschrieben wird.
Abbildung 5.8 zeigt die Komposite der Zeit-Höhen-Schnitte für die NAM-Anomalien in den
verschiedenen Simulationen. Die CCM-Simulation (Abbildung 5.8a) zeigt in 10 hPa star-
ke NAM-Anomalien etwa 50 bis 60 Tage vor dem Ereignis und ein Abwärtswandern des
Signals bis zum Boden wenige Tage nach dem Ereignis. In der unteren Stratosphäre bleibt
das Signal, wie auch bei Baldwin und Dunkerton (2001) beschrieben, länger als 2 Monate
bestehen. Dieses längere Anhalten der NAM-Anomalien in der LS begünstigt laut Baldwin
und Dunkerton (2001) ein Abwärtskoppeln des Ereignisses. Tatsächlich werden in dem Zeit-
raum, in dem die NAM-Anomalien in der LS anhalten in der CCM-Simulation immer wieder
Perioden mit verstärkter vertikaler Kopplung simuliert.
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(a) (b)
(c) (d)
Abbildung 5.8.: Komposite der NAM-Index-Anomalien für Schwachwirbelereignisse im
Zeitraum 1970–2009 für a) die CCM-Simulation, b) die GCM-Simulation,
c) das Ensemblemittel der SWIFT-Simulation und d) ein Ensemblemitglied
der SWIFT-Simulationen. Negative Anomalien sind rot dargestellt, Positive
blau. Die schwarzen Konturlinien markieren NAM-Indizes ab±1 mit einem
Abstand von 1.
In der GCM-Simulation sind 40 bis 50 Tage vor dem Ereignis ebenfalls bereits starke NAM-
Anomalien vorhanden (Abbildung 5.8b), das Abwärtswandern der Anomalien ist jedoch
nicht so deutlich zu erkennen wie in der CCM-Simulation. Auch ist hier kein langes An-
halten der NAM-Anomalien in der LS zu beobachten. Auch das Bodensignal hält bei der
CCM-Simulation länger an als bei der GCM-Simulation. Wie der Vergleich mit den einzel-
nen Ensemblemitgliedern der SWIFT-Simulationen zeigt, könnte dies jedoch auch auf die
natürliche Variabilität zurückzuführen sein (siehe Abbildungen A.16-A.25).
Das Ensemble der SWIFT-Simulationen zeigt eine starke Variation des NAM-Signals über
die verschiedenen Ensemblemitglieder (siehe Abbildungen A.16-A.25). Abbildung 5.8d zeigt
die NAM-Anomalie für ein Ensemblemitglied. Ab 40 bis 50 Tagen vor dem Ereignis sind
starke, anhaltende NAM-Anomalien in 10 hPa zu erkennen, die im Laufe der Zeit abwärts
wandern und in der Troposphäre etwa 35 Tage anhalten. Damit halten die NAM-Anomalien
am Boden in dieser SWIFT-Simulation länger an als die Anomalien in der GCM-Simulation.





Abbildung 5.9.: Komposite des NAM für a) und c) Schwachwirbelereignisse, sowie b) und d)
Starkwirbelereignisse über alle Ensemblemitglieder für die Vergangenheit
1970–2009 (a und b) und die Zukunft 2052–2091 (c und d).
CCM-Simulation. Es gibt ab etwa 40 Tagen vor dem Ereignis ein starkes NAM-Signal, wel-
ches mit der Zeit absinkt und 30 bis 40 Tage am Boden anhält. Wie bei der CCM-Simulation
gibt es bei der SWIFT-Simulation nach dem Ereignis mehrere Perioden der verstärkten
Kopplung.
Durch die höhere Anzahl an modellierten Jahren und somit gemittelten Ereignissen, ist
der Verlauf der NAM-Anomalie für das Ensemblemittel klarer (Abbildung 5.8c). NAM-
Anomalien, die durch die natürliche Variabilität entstehen, wurden durch die hohe Anzahl an
Ereignissen herausgemittelt. Das NAM-Signal bildet sich im Ensemblemittel in 10 hPa etwa
60 Tage vor dem Ereignis und wandert mit der Zeit abwärts. Am Boden bleibt es nach dem
Ereignis für bis zu 60 Tage erhalten. Im Ensemblemittel wird deutlich, dass die Kopplung
mit dem Boden am Tag des Ereignisses am stärksten ist und mit der Zeit abnimmt.
Die Höhen-Zeit-Schnitte des NAM-Index für Schwach- und Starkwirbelereignisse im En-
semblemittel der SWIFT-Simulationen ist für Vergangenheit und Zukunft in Abbildung 5.9
gezeigt. Der Vergleich der Schwachwirbelereignisse zeigt, dass das Abwärtswandern des
NAM-Signals in Zukunft schneller erfolgt als in der Vergangenheit (Vergleiche Abbildung
5.9a und 5.9c). Das NAM-Signal hält im Zukunftszeitraum länger an als im Vergangenheits-
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Abbildung 5.10.: Anzahl an Stark- (blau) und Schwachwirbelereignissen (rot) in der Ver-
gangenheit (helle Farbtöne) und der Zukunft (dunkle Farbtöne) für die 10
Ensemblemitglieder mit SWIFT-Chemie, deren Ensemblemittel (EM), so-
wie die GCM-Simulation und die CCM-Simulation.
zeitraum. Das kann mit Änderungen in der Dynamik der Stratosphäre zusammenhängen.
Abbildung 5.1d zeigt den zonal gemittelten Zonalwind in 60◦N in 10 hPa für die SWIFT-
Simulation (durchgezogene Linien) in der Vergangenheit (schwarz) und der Zukunft (rot).
Hier ist im Ensemblemittel eine Verringerung der Windstärke zu erkennen. Ein klimatolo-
gisch schwächerer Wind deutet auf einen instabileren Polarwirbel hin, der leichter gestört
werden kann und in dem sich Anomalien schneller nach unten fortpflanzen können.
Die Häufigkeit der Stark- und Schwachwirbelereignisse in den jeweils untersuchten 40 Jah-
ren ist in Abbildung 5.10 für alle Ensemblemitglieder, das Ensemblemittel und die GCM- so-
wie die CCM-Simulation dargestellt. Obwohl es eine sichtliche Variabilität unter den Ensem-
blemitgliedern gibt, ist bei den SWIFT-Simulationen eine Tendenz zur Abnahme der Häu-
figkeit von Stark- und Schwachwirbelereignissen zu erkennen, die auch im Ensemblemittel
erkennbar ist. Die GCM- und die CCM-Simulation zeigen bei der Anzahl der Schwach-
wirbelereignisse ebenfalls eine Abnahme in der Zukunft. Bei den Starkwirbelereignissen
zeigt die GCM-Simulation eine Abnahme, die CCM-Simulation keine Veränderung in der
Anzahl. Die Unterschiede zwischen CCM-, GCM- und SWIFT-Simulationen sind innerhalb
der durch die Ensemblemitglieder verdeutlichten internen Variabilität von EMAC. Wie schon
bei der SSW-Frequenz ist die interne Variabilität stärker als die möglichen Unterschiede, die
durch verschiedene Formen der Berücksichtigung des Ozonfeldes zustande kommen.
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Abbildung 5.11.: DWC-Index für das Mittel über (a) Januar bis März in der Nordhe-
misphäre und (b) September bis Dezember in der Südhemisphäre für
die SWIFT-Simulation (rot), die CCM-Simulation (schwarz), sowie die
GCM-Simulation (blau) für den Zeitraum 1970–2091; außerdem für ERA-
Interim (grün) im Zeitraum 1979–2016.
5.4. Abwärtskoppeln von Wellen
Neben der eben beschriebenen zonal gemittelten STC kann die Stratosphäre auch durch das
Abwärtskoppeln atmosphärischer Wellen einen Einfluss auf die Troposphäre ausüben. Die-
ses Abwärtskoppeln von Wellen (engl. downward wave coupling, DWC) findet statt, wenn
der Zonalwind in der LS stark ist. Perlwitz und Harnik (2004) nutzen einen Index um festzu-
stellen ob ein reflektierendes Ereignis stattfindet. Der Index wird gebildet aus der Differenz
des über die Breiten von 58◦–74◦ gemittelten zonal gemittelten Zonalwindes u :
U(2− 10) ≡ u(2 hPa)− u(10 hPa).
Mithilfe dieses Indexes kann bestimmt werden, ob abwärts reflektierende Ereignisse statt-
finden. Dieser DWC-Index ist in Abbildung 5.11 für die Nordhemisphäre (a) und die Süd-
hemisphäre (b) für den Zeitraum 1970–2091 in verschiedenen Simulationen gezeigt. Nega-
tive Werte deuten auf abwärts koppelnde Wellen, also einen reflektiven Zustand hin. In der
Nordhemisphäre variiert der DWC-Index stark um Null, die interannuale Variabilität ist sehr
stark. DWC-Ereignisse finden in einigen Wintern statt. Der Großteil der nordhemisphäri-
schen Winter ist jedoch nicht reflektiv. Zwischen den verschiedenen Simulationen sind keine
deutlichen Unterschiede in der Reflektivität erkennbar.
Der Winter der Südhemisphäre ist immer reflektiv (Abbildung 5.11b), der DWC-Index
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schwankt um Minus 10. ERA-Interim zeigt für den Zeitraum 1979 bis 2013 einen negati-
ven Trend mit stärker reflektierenden Ereignissen in den späten 1990er Jahren. Die EMAC-
Simulationen zeigen in diesem Zeitraum ebenfalls einen Abwärtstrend, der jedoch zum Teil
von der starken interannualen Variabilität überdeckt wird. Die EMAC-Simulationen zeigen
ab etwa den 2010er Jahren einen Aufwärtstrend im DWC-Index mit weniger stark reflektie-
renden Ereignissen ab etwa 2030.
Der DWC-Index ist ein Indikator für die Stärke der vertikalen Windscherung, diese scheint
in den jeweiligen Wintermonaten durch die Art der Berücksichtigung von Ozon im Modell
nicht signifikant beeinflusst zu sein.
5.5. Einfluss auf den Strahlstrom der mittleren
Breiten
Die Verschiebung des troposphärischen Jets wird sowohl von Temperaturänderungen in der
polaren unteren Stratosphäre als auch in der tropischen oberen Troposphäre beeinflusst. Der
jeweilige Einfluss von GHGs und ODSs auf den troposphärischen Jet kann mit Hilfe der in
Kapitel 3.6.4 beschriebenen Methode von Gerber und Son (2014) unterschieden werden. Sie
beschreiben, wie der Einfluss sich ändernder ODSs und GHGs auf den Strahlstrom der mitt-
leren Breiten mithilfe von polaren und tropischen Temperaturänderungen unterschieden wer-
den kann. Laut Gerber und Son (2014) sind arktische Temperaturänderungen in der LS allein
auf ODS-Änderungen und Temperaturänderungen in der tropischen oberen Troposphäre al-
lein durch GHG-Änderungen beeinflusst. Sie gehen von einem linearen Zusammenhang der
tropischen und polaren Temperaturänderungen auf die Position des Strahlstroms aus.
Die Abbildung 5.12 zeigt die entsprechenden Regressionskoeffizienten und Temperatur-
trends für den Zeitraum 2010 bis 2091 für die CCM-Simulation, die GCM-Simulation sowie
für das Ensemblemittel der SWIFT-Simulationen. Die Abbildung 5.12 a) zeigt die Regres-
sionskoeffizienten für die Polarregion (blau) sowie die Tropen (rot). Bei interaktiver und
SWIFT-Chemie üben Polarregion und Tropen einen ähnlich starken Einfluss auf den Strahl-
strom der mittleren Breiten aus. In der GCM-Simulation überwiegt der Einfluss der Polregion
deutlich. In der Vergangenheit gab es über dem Pol eine Abkühlung und in den Tropen eine
Erwärmung. Diese Trends führen insgesamt zu einer Verstärkung der meridionalen Tempe-
raturgradienten und einer Polwärtsverschiebung des troposphärischen Strahlstroms. Für die
Zukunft wird bei allen Simulationen eine Temperaturerhöhung in den Tropen simuliert, wel-
che durch steigende Treibhausgaskonzentrationen verursacht wird. Am Pol gibt es bei den
MECCA- und SWIFT-Simulationen eine leichte Erwärmung, bei der GCM-Simulation je-
doch eine leichte Abkühlung. Der Jet verschiebt sich in allen Simulationen in der Zukunft
leicht in Richtung Pol. Gerber und Son (2014) haben unterschiedliche RCP-Szenarien unter-
sucht und festgestellt, dass es beim RCP4.5-Szenario kaum eine Veränderung in der Lage des
troposphärischen Strahlstroms gibt, beim stärkeren RCP8.5-Szenario jedoch eine polwärtige
Verschiebung des Jets erfolgt. Die GHG-bedingte Verschiebung in Richtung Pol ist folg-
lich bei stärkeren GHG-Szenarien einflussreicher als die mit der Ozonerholung verbundene
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Abbildung 5.12.: a) Regressionskoeffizienten rpolar (blau) und rtrop (rot), b) Temperatur-
trends [K/ Dekade] in der Polarregion (blau) und den Tropen (rot) für
den Zeitraum 1970–2009, c) Verschiebung des Jet-Maximums [◦/ Dekade]
(grün), sowie die Anteile aus polarer (blau) und tropischer (rot) Tempera-
turänderung für den Zeitraum 1970–2009, d) wie b), aber für die Trends
von 2010–2091, e) wie c), aber für die Jet-Verschiebung im Zeitraum
2010–2091.
äquatorwärtige Verschiebung des Jets. In der hier gezeigten RCP6.0-Simulation überwiegt
ebenfalls der GHG-Effekt.
In der Vergangenheit wird die polare Abkühlung bei den SWIFT-Simulationen im Vergleich
zur CCM-Simulation stets unterschätzt, für die Zukunft sind polare Temperaturtendenzen
in den SWIFT- und CCM-Simulationen ähnlich stark. Dass die SWIFT-Simulationen in der
Südhemisphäre die Stärke der Ozonabnahme im Zeitraum der stärksten ODS-Konzentrati-
onen unterschätzen, wurde in Kapitel 4 gezeigt. Aufgrund der höheren Ozonmischungsver-
hältnisse bei der SWIFT-Simulation im Vergleich zur CCM-Simulationen im Zeitraum der
ODS-Maxima sind die Temperaturen bei den SWIFT-Simulationen in diesem Zeitraum hö-
her als bei der CCM-Simulation, wo aufgrund der geringeren Ozonmischungsverhältnisse
weniger UV-Strahlung absorbiert werden kann.
Gerber und Son (2014) nutzen für die Ozonerholung (OR) einen längeren Zeitraum als für
die Ozonzerstörung (OD) mit der Begründung, dass die OR länger andauert als die OD. Dies
ist zwar im Hinblick auf die OD eine sinnvolle Einteilung, die Effekte von ODS- und GHG-
Konzentrationen auf die Totalozonsäule variieren aber im 21. Jh. in verschiedenen Perioden
durch die unterschiedliche Stärke des jeweiligen Effektes (z. B. Langematz et al., 2014).
Unterschiedliche Effekte beider Änderungen sind auch für den Einfluss auf den troposphä-
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Abbildung 5.13.: Wie 5.12, aber für den Zukunftszeitraum 2010-2051.
rischen Jet denkbar. Eine Einteilung in Ozonerholung mit mäßigem Klimawandel von 2010
bis 2051 und eine Ozonüberholung mit starken Klimawandel von 2052 bis 2091 zeigt tat-
sächlich Unterschiede in diesen beiden Perioden.
Abbildung 5.13 zeigt den Zeitraum von 2010 bis 2051, in dem die GHG-Erhöhung noch
nicht so stark, die Ozonerholung aber bereits stark ausgeprägt ist. In diesem Zeitraum erfolgt
eine äquatorwärtige Verlagerung des Jets (Abbildung 5.13 c), die durch eine Abkühlung der
polaren Breiten und damit durch ODS-Abnahme verursacht wird. Abbildung 5.13 e) zeigt,
dass die Jet-Verschiebung bei den SWIFT-Simulationen sehr variabel und im Ensemblemittel
sehr klein, aber ebenfalls in Richtung Äquator gerichtet ist. Für den Zeitraum der Vergan-
genheit, in dem eine starke Abkühlung der polaren unteren Stratosphäre infolge der hohen
ODS-Konzentrationen stattfindet, wird bei den SWIFT-Simulationen deutlich, dass alle die
Abkühlung in der unteren, polaren Stratosphäre unterschätzen (Abbildungen 5.13-5.14). Der
Effekt der Ozonerholung ist in diesem Zeitraum also stärker als der GHG-Effekt.
Im Zeitraum von 2052 bis 2091 (Abbildung 5.14) sind die ODS-Konzentrationen zumeist
wieder auf 1980er Niveau zurück gegangen und starke chemische Ozonzerstörung in der LS
im Frühling findet nur noch vereinzelt statt. Die GHG-Konzentration in der Atmosphäre hat
jedoch stark zugenommen und somit ist zu erwarten, dass der ODS-Effekt in diesem Zeit-
raum gering ist und der GHG-Effekt die Verschiebung des troposphärischen Jets dominiert.
Abbildung 5.14 e) zeigt, dass diese Erwartung erfüllt wird, der Jet wird polwärts verschoben.
Der Einfluss der tropischen Temperaturen ist hier weitaus stärker als der ODS-Effekt. Die
Temperaturtrends der Tropen überwiegen hier mit durchweg mehr als 5 K pro Dekade den
Abkühlungstrend in der polaren LS, welche bei der CCM-Simulation am stärksten sind, aber
selbst dort schwächer sind als 5 K pro Dekade.
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Abbildung 5.14.: Wie 5.12, aber für den Zukunftszeitraum 2052–2091.
Es wurde gezeigt, dass für den Zeitraum 2010–2051 eine äquatorwärtige Verschiebung des
Jets, bedingt durch den ODS-Effekt, modelliert wird. Für den Zeitraum von 2052–2091 über-
wiegt jedoch der GHG-Effekt, und es wird eine polwärtige Jet-Verschiebung projiziert. Die
schwache polwärtige Verschiebung des troposphärischen Jets im Zeitraum 2010 bis 2019
(Abbildung 5.12) setzt sich also zusammen aus einer, durch die Ozonerholung bedingten
äquatorwärtigen Verschiebung des Jets (Abbildung 5.13), gefolgt von einer starken Verschie-
bung des Jets in Richtung Pol, die durch eine starke Erwärmung der tropischen oberen Tro-
posphäre verursacht ist (Abbildung 5.14).
Mithilfe des Ensembles der SWIFT-Simulationen, der CCM-Simulation und der GCM-Si-
mulation konnte gezeigt werden, dass der Einfluss der internen Variabilität auf verschie-
dene Eigenschaften von SSWs stärker ist als Effekte des anthropogenen Klimawandels im
RCP6.0-Szenario. Die Art der Berücksichtigung stratosphärischer Ozonfelder hat ebenfalls
einen zu vernachlässigenden Einfluss auf SSWs. Die Ozonverteilungen im Polarwirbel der
Südhemisphäre verändern sich von einer bimodalen Verteilung in der Vergangenheit hin zu
einer stärkeren Gleichverteilung. Die GCM-Simulation zeigte zwar passende Mittelwerte, im
Polarwirbel aber eine zu schmale Verteilung der Ozonmischungsverhältnisse. Die SWIFT-
Simulationen konnten trotz der Überschätzung des mittleren Ozonmischungsverhältnisses in
der Südhemisphäre für die Vergangenheit eine, im Vergleich zur CCM-Simulation, konsis-
tentere breitere Ozonverteilung zeigen als die GCM-Simulation. Das Abwärtskoppeln der
NAM-Anomalien bei Schwachwirbelereignissen wird bei den SWIFT-Simulationen im Ver-
gleich zur CCM-Simulation besser getroffen als bei der GCM-Simulation. Einen Einfluss
auf die Frequenz von Stark- und Schwachwirbelereignissen, sowie das Auftreten von DWC-
Ereignissen durch die Unterschiede der Berücksichtigung des Ozons konnte nicht nachge-
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wiesen werden. Des weiteren wurde gezeigt, dass sich der Einfluss von ODS- und GHG-
Änderungen auf den troposphärischen Jet in der ersten und zweiten Hälfte des 21. Jh. un-
terscheidet. So überwiegt in der ersten Hälfte des 21. Jh. die ODS-bedingte äquatorwärtige





Ozons auf die Troposphäre und die
Vorhersagbarkeit
In vielen Studien wurde gezeigt, dass zonale Anomalien des Ozonfeldes, die zeitliche Mitte-
lung des Ozons, sowie die Rückkopplung von Ozonmischungsverhältnissen an die Strahlung
einen merklichen Einfluss auf die Stärke der STC und des troposphärischen Signals haben
können. Die in dieser Arbeit verwendeten Modellkonfigurationen erlauben es zu untersuchen
inwiefern eine dynamisch konsistente Simulation der polaren Ozonkonzentration hierzu bei-
trägt.
Gillett et al. (2009) haben gezeigt, dass zonale Asymmetrien des Ozonfeldes in der Stra-
tosphäre Temperatur- und Geopotentialanomalien hervorrufen. Die Berücksichtigung von
zonalen Anomalien im Ozonfeld sei demnach wesentlich für die korrekte Simulationen zu-
künftiger Trends von Stratosphärentemperaturen (Gillett et al., 2009). Dass Unterschiede in
der Berücksichtigung der Chemie einen Einfluss auf die Troposphäre ausüben, zeigen Haase
und Matthes (2019). Sie finden, dass die stratosphärische Variabilität bei Simulationen mit
interaktiver Chemie besser repräsentiert und die saisonale Verteilung der SSWs realistischer
ist. Auch der Bodeneinfluss der STC nach SSWs ist stärker und hält länger an, wenn die
Ozonchemie interaktiv berücksichtigt wird.
Für die Simulationen mit SWIFT ergeben sich daraus folgende Fragestellungen:
Können die, durch zonale Anomalien des Ozonfeldes hervorgerufenen, Unterschiede der
Temperatur- und Geopotentialfelder in der Stratosphäre durch EMAC mit SWIFT-Chemie
reproduziert werden? Welchen Einfluss haben die interne Variabilität und die Art der Be-
rücksichtigung stratosphärischen Ozons auf das Auftreten von SSWs und deren Einfluss auf
die Troposphäre?
6.1. Der Einfluss zonaler Anomalien im Ozonfeld
Abbildung 6.1 zeigt die Unterschiede der Temperatur und des zonal gemittelten Zonalwin-
des zwischen zwei RCP8.5-Simulationen mit EMAC. Hier werden zum einen eine CCM-
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Abbildung 6.1.: Polarkappenmittel (links: 65◦–90◦ S), rechts: 65◦–90◦N) und längjähriges
Monatsmittel (1970–2009) der zonalen Standardabweichung des Ozonmi-
schungsverhältnisses der CCM-Simulation [ppmv] (oben), Differenz der
Temperatur [K] zwischen der CCM- und der GCM-Simulation (mitte), Dif-
ferenz der Geopotentiellen Höhe [gpm] zwischen der CCM- und der GCM-
Simulation (unten). Für die Simulationen mit RCP8.5-Szenario.
Simulation und zum anderen eine GCM-Simulation, die auf den in der CCM-Simulation be-
rechneten Feldern der strahlungsrelevanten Gase basiert, analysiert. Beide Simulationen wur-
den von B. Ayarzagüena in einem früheren Projekt mit EMAC 1.10 in T42L39-Auflösung
durchgeführt. Die in dieser Arbeit analysierte CCM-Simulation im RCP6.0-Szenario wur-
de ebenfalls mit EMAC 1.10 erstellt. Die hier gezeigten transienten SWIFT-Simulationen
im RCP6.0-Szenario wurden jedoch mit einer neueren Modellversion, nämlich EMAC 2.53
durchgeführt, um die in der Zwischenzeit stattgefundenen Verbesserungen im Modellsys-
tem nutzen zu können. Die Unterschiede in der Modellklimatologie zwischen der RCP6.0-
CCM-Simulation und der RCP6.0-SWIFT-Simulation erschweren es jedoch den Effekt un-
terschiedlicher Ozonfelder auf Temperatur- und Geopotentialfelder zu untersuchen, da diese
Felder sich bereits aufgrund der unterschiedlichen Modellversionen unterscheiden.
Aus diesem Grund werden in diesem Abschnitt zunächst die CCM- und die GCM-Simulation
mit RCP8.5-Szenario, die mit EMAC 1.10 erstellt wurden, miteinander verglichen. Danach
werden die mit EMAC 2.53 erstellten SWIFT- und GCM-Simulationen im RCP6.0-Szenario
miteinander verglichen. Alle Simulationen werden für den Zeitraum 1970–2009 analysiert.
Abbildung 6.1 zeigt nun den Effekt der zonalen Anomalien im Ozon (ZAO) auf Temperatur
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und Geopotentielle Höhe in den RCP8.5-Simulationen. Wie bei Gillett et al. (2009) ist in
der Antarktis das Maximum der ZAO im Südfrühling zu finden, und ein zweites Maximum
am Ende des Südsommers, bzw. am Anfang des Südherbstes. In den EMAC-Simulationen
werden die Maxima in der Südhemisphäre jedoch etwas früher simuliert als bei Gillett et al.
(2009). Während das erste Maximum bei Gillett et al. (2009) im November zu finden ist, liegt
es in den EMAC-Simulationen bereits im Oktober. Das zweite Maximum liegt bei Gillett
et al. (2009) im April, in den EMAC-Simulationen jedoch bereits im Februar. In der Arktis
ist die Übereinstimmung besser. Sowohl bei Gillett et al. (2009) als auch in den EMAC-
Simulationen sind die stärksten ZAO in der Arktis im November zu finden. Beim Vergleich
mit den Analysen von Gillett et al. (2009) ist zu beachten, dass sie Zeitscheibensimulationen
mit dem Modell CMAM für das Jahr 1990 analysieren, welche jeweils 40 Jahre umfassen.
Die SWIFT-Simulationen sind hingegen transiente Simulationen im RCP8.5-Szenario, die
für den Zeitraum 1970 bis 2009 ausgewertet werden. Unterschiede in der Saisonalität der
ZAO können somit auf Unterschiede in der Chlorkonzentration, der Nichtberücksichtigung
interner und externer Klimamoden in den Zeitscheibensimulationen und Unterschieden in
Chemie oder Dynamik der Modelle zurückzuführen sein. Da der Transport einen starken
Einfluss auf die ZAO hat, kann vermutet werden, dass die Unterschiede in der Verteilung
der ZAO auf Unterschiede im Transport der verschiedenen Modelle zurückzuführen sind.
SPARC (2010) zeigen, dass der Polarwirbel in der LS in der Antarktis in EMAC zu schwach
und damit zu durchlässig ist für die Einmischung von extrapolarer Luft. Für CMAM haben
SPARC (2010) jedoch eine gute Transportbarriere in der LS gefunden.
Die Abbildung 6.1 c) zeigt für August bis Dezember abwärts wandernde negative Tempe-
raturanomalien unterhalb positiver Temperaturanomalien. Selbiges zeigen auch Gillett et al.
(2009) und assoziieren die negativen Temperaturanomalien mit einer Verzögerung der Um-
kehr zur Sommerzirkulation und Verstärkung des Polarwirbels im November und Dezember.
Dies spiegelt sich auch in den Geopotentialanomalien wieder (siehe Abbildung 6.1 e). Wie
bei Gillett et al. (2009) sind in der Arktis im November in der Region oberhalb der stärksten
ZAO positive Temperatur- und Geopotentialanomalien zu sehen.
Da SWIFT nur aktiv ist, wenn der Polarwirbel existiert, ist zu erwarten, dass nur in diesem
Zeitraum Unterschiede zwischen den Simulationen mit SWIFT und dem GCM-Lauf auf-
treten. SWIFT deckt nur einen geringen Teil der Variabilität ab, die eine volle interaktive
Chemie simuliert (siehe Abbildung 4.5). Im Polarwirbel im Frühling sind zwar große Un-
terschiede in den Ozonmischungsverhältnissen zwischen CCM und GCM zu sehen, jedoch
befinden sich dort nicht die größten Unterschiede, die durch azonale Strukturen im Ozonfeld
verursacht werden. In der unteren Stratosphäre sind größere ZAO in den mittleren und niede-
ren Breiten zu sehen. Es wäre daher zu erwarten, dass SWIFT im Vergleich zu einer GCM-
Simulation zumindest für die durch polare ZAO verursachten Anomalien qualitativ ähnliche
Ergenisse zeigt wie beim Vergleich der CCM- mit der GCM-Simulation, die Anomalien je-
doch geringere Amplituden aufweisen. Die Anomalien in Abbildung 6.2 zeigen, dass diese
Erwartung nicht erfüllt wird. Während bei Gillett et al. (2009) und beim Vergleich von CCM-
und GCM-Simulation mit RCP8.5-Szenario (Abbildung 6.1) im Zeitraum, in dem Ozon in
der Polarregion chemisch abgebaut wird, in der LS negative Anomalien auftreten und das
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Abbildung 6.2.: Wie Abbildung 6.1, aber für den Vergleich von SWIFT-Ensemble- und
GCM-Simulation mit RCP6.0-Szenario.
Tiefdruckgebiet über dem Pol verstärkt wird, ist beim Vergleich der SWIFT-Simulationen
mit der GCM-Simulation das Gegenteil zu sehen. Wird SWIFT genutzt, werden in der LS
höhere Temperaturen und ein schwächeres Tiefdruckgebiet simuliert als beim GCM. Dies
hängt vermutlich mit dem in Kapitel 4.2.5 beschriebenen Ozonbias im Polarwirbel zusam-
men. Da in den SWIFT-Simulationen in der Antarktis höhere Ozonmischungsverhältnisse
simuliert werden als in der GCM-Simulation, ist die Temperatur und damit auch die Geopo-
tentielle Höhe in den SWIFT-Simulationen im Vergleich zur GCM-Simulation erhöht. Die
von Gillett et al. (2009) beschriebenen Effekte auf die Dynamik in der Nordhemisphäre kann
SWIFT nicht wiedergeben, da diese Effekte durch transportbedingte Effekte im Spätherbst
zurückzuführen sind, die bei Nutzung von EMAC mit polarem SWIFT nicht berücksichtigt
werden können. Durch die Stärke des heterogenen Ozonabbaus im Polarwirbel und den da-
durch hervorgerufenen markanten Unterschied der Ozonkonzentration im Polarwirbel zur
Ozonkonzentration außerhalb des Polarwirbels wurde am Anfang dieser Arbeit angenom-
men, dass dieser Unterschied einen wichtigen Beitrag zur ZAO und der Rückkopplung zur
Dynamik darstellt. Diese Annahme konnte hier nicht bestätigt werden. Dies kann daran lie-
gen, dass der Einfluss des Unterschiedes zwischen Ozon im Wirbel gegenüber dem Ozon
außerhalb des Wirbels nicht so groß ist wie angenommen. Möglicherweise ist dieser Unter-
schied im Ozonfeld in den vorliegenden SWIFT-Simulationen aber auch nicht groß genug.
Dies kann hervorgerufen sein durch entweder zu geringen chemischen Ozonabbau oder zu
starken Transport von Ozon in den Polarwirbel in den SWIFT-Simulationen.
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6.2. Der Einfluss der Stratosphäre auf die Oberfläche
SWIFT in seiner gegenwärtigen Konfiguration ist demnach nicht geeignet um die von Gillett
et al. (2009) beschriebenen Effekte der zonalen Ozonanomalien auf die Modellklimatolo-
gie in der gesamten Stratosphäre zu beschreiben. Möglicherweise könnten die ZAO-Effekte
durch einen stärkeren Gesamtozonabbau bei SWIFT konsistenter ausfallen. Die Stärke der
dynamisch bedingten ZAO in der mittleren bis oberen Stratosphäre im Jahresverlauf lassen
aber eher darauf schließen, dass ZAO-Effekte außerhalb des Polarwirbels im Winter und
Frühling sich stärker auf die Modellklimatologie auswirken als die vom polaren SWIFT si-
mulierten ZAO.
6.2. Der Einfluss der Stratosphäre auf die Oberfläche
Über die zonal gemittelte Kopplung von Strato- und Troposphäre kann sich das NAM-Signal
auf das AO-Signal am Boden auswirken (Baldwin und Dunkerton, 2001). Dass die Art und
Weise wie Ozon im Modell berücksichtigt wird, einen Einfluss auf diesen Effekt in Model-
len hat, zeigen Haase und Matthes (2019). Sie finden, dass das NAO-Signal stärker ist und
länger anhält, wenn Ozon interaktiv berechnet wird.
In Abbildung 6.3 sind Komposite der Bodendruckanomalien nach SSWs in verschiedenen
Simulationen gezeigt (Vgl. auch Haase und Matthes (2019), Abbildung 9). Die Abbildungen
6.3 a) und e) zeigen die Bodendruckanomalien der CCM- , b) und f) der GCM-Simulation, c)
und g) des Ensembles der SWIFT-Simulationen und d) und h) von ERA-Interim. Die Mittel
für 0–30 Tage nach dem SSW sind von a) bis d), für 31–60 Tage nach dem SSW in e) bis h)
dargestellt.
Für das Mittel bis 30 Tage nach dem SSW ist für alle Simulationen ein deutliches NAO
negativ-Signal mit positiven Druckanomalien über dem Pol und negativen Anomalien über
dem Nordatlantik zu sehen. Allein bei der CCM-Simulation (Abbildung 6.3) und bei der
SWIFT-Simulation (Abbildung 6.3 g) ist im Zeitraum 31 bis 60 Tage nach dem SSW ein
statistisch signifikantes Signal von 95 % über dem Pol zu erkennen. Dieses Signal ist beim
SWIFT-Ensemble zwar schwächer, hier sind aber mehr Ereignisse in das Mittel eingeflossen
als bei der CCM-Simulation. Die GCM-Simulation zeigt zwar für das Mittel 31 bis 60 Tage
nach dem SSW ebenfalls ein starkes Signal über dem Pol, dieses ist jedoch kleinflächiger
und weniger signifikant. Das Signal über dem Atlantik und Europa, dass beim CCM auch
lange nach dem SSW noch signifikant ist, ist bei GCM-Simulation und SWIFT-Simulationen
zwar vorhanden, jedoch nicht signifikant.
Das, je nach Simulation, positive oder negative Signal im Nordpazifik ist wahrscheinlich
ein Sampling-Effekt, das heißt bedingt durch die geringe Anzahl der berücksichtigten Ereig-
nisse bedingt. Dieses Signal ist möglicherweise auf die Pazifische Dekadische Oszillation,
einer dekadischen Schwankung der Meeresoberflächentemperaturen im Nordpazifik (Man-
tua et al., 1997), zurückzuführen und ist nicht durch den stratosphärischen Einfluss auf den
Bodendruck nach SSWs begründet. Keines dieser Signale ist statistisch signifikant und im
Komposit des SWIFT-Ensembles, welches eine vergleichsweise hohe Anzahl an Ereignissen
enthält, ist dieses Signal nicht vorhanden, obwohl es in Kompositen einzelner Ensemblesi-
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Abbildung 6.3.: Komposite der Bodendruckanomalien [hPa] 0 bis 30 Tage nach einer SSW
(obere Reihe) und 31 bis 60 Tage nach einem SSW für die CCM-Simulation
(a und e), die GCM-Simulation (b und f), das Ensemble der SWIFT-
Simulationen (c und g), jeweils im Zeitraum 1970–2009, sowie ERA-
Interim Reanalysen (d und h) im Zeitraum 1970–2009. Einfach schraffierte
Anomalien sind zu 90 %, doppelt Schraffierte zu 95 % statistisch signifikant
verschieden gegenüber Kompositen aus zufällig gewählten zentralen Daten.
mulationen sichtbar ist (nicht gezeigt). Auf eine Interpretation der pazifischen Signale wurde
hier daher verzichtet.
Es wurde gezeigt, dass die SWIFT-Simulationen in der Lage sind die von Haase und Matthes
(2019) gezeigte längere Andauer des NAO-negativ-artigen-Signals nach SSWs im Vergleich
zur GCM-Simulation zu reproduzieren.
6.3. Schlussfolgerung
In diesem Kapitel wurde gezeigt, dass SWIFT einige Aspekte der Stratosphären-Tropo-
sphärenkopplung, die auf polare Ozonanomalien zurückzuführen sind, darstellen kann. Es
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ist aber nicht möglich alle in der Literatur gezeigten Unterschiede zwischen CCM- und
GCM-Simulationen mit den SWIFT-Simulationen im Vergleich zu einer GCM-Simulation
zu reproduzieren. Dies liegt darin begründet, dass SWIFT nur einen kleinen Teil der zonalen
Variabilität des Ozonfeldes darstellen kann. Der verlängernde Effekt, den interaktive Chemie
auf das NAO-ähnliche Signal nach SSWs haben kann, wurde von SWIFT aber gut wieder-
geben. Bei Ereignissen, in denen ZAO im Polarwirbel wichtig sind, kann SWIFT durchaus





In dieser Arbeit wurde dokumentiert, wie die schnelle stratosphärische Ozonchemie SWIFT
in das globale Klima-Chemiemodell EMAC eingebaut wurde. Hierfür wurde ein Submodel
für das Interface MESSy geschrieben, über das SWIFT mit den anderen Modellkomponenten
gekoppelt ist. Die polare SWIFT-Chemie wird hierbei allein auf den Polarwirbel angewendet,
außerhalb des Polarwirbels wird eine zonal und monatlich gemittelte Klimatologie genutzt.
Im Folgenden werden die in dieser Arbeit untersuchten Fragestellungen, sortiert nach dem
Kapitel, in welchem sie untersucht wurden, beantwortet.
Kapitel 3:
Wie wurde die schnelle Ozonchemie in das Modell EMAC integriert, welche Anpassungen
und Verbesserungen wurden vorgenommen?
Die Implementierung von SWIFT in EMAC wurde mit einem neuen Submodell verwirklicht,
über welches die für SWIFT nötigen Variablen Ozon, Temperatur, Potentielle Vortizität und
solarer Zenitwinkel an SWIFT übergeben werden können. SWIFT berechnet daraus eine po-
larwirbelgemittelte chemische Ozonänderungsrate, die innerhalb des Polarwirbels auf das
transportierte Ozonfeld addiert wird.
Wie kann das neue Modellsystem für multidekadische Klimawandelszenarien genutzt wer-
den?
Zur Nutzung von SWIFT für multi-dekadische Simulationen wurde eine zeitlich variie-
rende Klimatologie für die jährliche Initialisierung von SWIFT erstellt, die es ermöglicht,
dass SWIFT auch bei Simulationen der Zukunft mit passenden Mischungsverhältnissen für
die relevanten Spurenstoffe startet. Mit diesem Setup wurde ein Ensemble von 10 SWIFT-
Simulationen mit dem RCP6.0-Szenario erstellt.
Kapitel 4:
Ist die schnelle interaktive SWIFT-Chemie in EMAC in der Lage die chemische Entwicklung
innerhalb des Polarwirbels im Vergleich zur CCM-Simulation wiederzugeben?
Es wurde mithilfe von Simulationen mit vorgeschriebener Dynamik gezeigt, dass EMAC mit
SWIFT im Vergleich zur CCM-Simulation und zur ERA-Interim-Reanalyse eine realistische
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Klimatologie des Temperatur- und des Zonalwindfeldes simuliert. Außerdem sind die O3-,
HCl-, ClONO2- und HNO3-Mischungsverhältnisse und die chemische Ozonänderungsra-
te der SWIFT-Simulation in Größenordnung und Verlauf gut mit denen der entsprechenden
CCM-Simulation vergleichbar. SWIFT kann trotz seiner Einfachheit die wichtigsten chemi-
schen Prozesse im Polarwirbel wiedergeben. Die Simulationen mit vorgeschriebener Dyna-
mik haben gezeigt, dass der von SWIFT simulierte Ozonabbau stark von der Ozonklimato-
logie abhängt, mit der SWIFT am Winteranfang initialisiert wird.
Kann EMAC mit polarer SWIFT-Chemie den Klimazustand der jüngsten Vergangenheit und
der Zukunft im Vergleich zu einer Simulation mit voller interaktiver Chemie realistisch wie-
dergeben?
Die SWIFT-Simulationen können die Stärke des südhemisphärischen Ozonabbaus in den
1990er Jahren und die Tiefe des Ozonlochs in dieser Periode nicht wiedergeben. Als mög-
liche Gründe wurden das Fehlen der Breitenabhängigkeit des heterogenen Ozonabbaus bei
SWIFT und ein Einmischen klimatologischer, und deswegen möglicherweise zu hoher, Ozon-
mischungsverhältnisse in den Polarwirbel diskutiert. Weiterhin wird die Lage des Ozonlochs
in der Südhemisphäre in den Simulationen mit SWIFT zu Zeiten hoher dynamischer Va-
riabilität schlecht getroffen. Den Anstieg des Ozons im 21. Jahrhundert und die geänderte
Verteilung der polaren Ozonfelder ist in den SWIFT-Simulationen gut wiedergeben.
Kapitel 5:
Welchen Einfluss üben stratosphärisches Ozon und die interne Variabilität auf SSWs im Hin-
blick auf den Klimawandel aus?
Ein Einfluss der Berücksichtigung des Ozons auf die Anzahl, die saisonale Verteilung und
die Dauer von Stratosphärenerwärmungen ist nicht zu erkennen. Die interne Variabilität hat
hier einen größeren Einfluss als die Unterschiede bei der Kopplung von Chemie, Strahlung
und Dynamik.
Auch auf die Anzahl von Stark -und Schwachwirbelereignissen hat die Behandlung des Oz-
ons im Modell scheinbar keinen Einfluss. Hier sind die Unterschiede der Ensemblemitglieder
der SWIFT-Simulationen ebenfalls größer als die Unterschiede zu der CCM- und der GCM-
Simulation.
Wird die Stratosphären-Troposphärenkopplung durch Unterschiede in der Berücksichtigung
des Ozons beeinflusst?
Die zonal gemittelte STC, die sich mithilfe von NAM-Anomalien beschreiben lässt, ist in
den SWIFT-Simulationen besser wiedergegeben als in der GCM-Simulation. Die SWIFT-
Simulationen zeigen ein deutliches Abwärtswandern der NAM-Anomalien vor Schwachwir-
belereignissen und ein langes Anhalten der Anomalien am Boden nach dem Ereignis. Das
Abwärtswandern ist bei der GCM-Simulation weniger deutlich ausgeprägt und die Boden-
anomalien halten nicht so lange an wie bei CCM-Simulation und SWIFT-Simulationen. Die
kurze Andauer des Bodensignals der GCM-Simulation kann aber auch durch interne Varia-
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bilität verursacht sein. Auf das Auftreten von DWC-Ereignissen hat die Berücksichtigung
des Ozonfeldes scheinbar keinen Einfluss.
Wie beeinflussen ODS- und GHG-Änderungen die Lage des Jets der mittleren Breiten in der
Südhemisphäre in verschiedenen Perioden des 21. Jahrhunderts?
Der Einfluss der südhemisphärischen, stratosphärischen Abkühlung durch die Ozonabnahme
auf die Position des troposphärischen Strahlstroms wird bei der GCM-Simulation und den
SWIFT-Simulationen unterschätzt. Dass SWIFT diesen polaren stratosphärischen Einfluss
der Auskühlung durch chemischen Ozonabbau nicht wiedergeben kann, liegt wahrscheinlich
an den zu hohen Ozonmischungsverhältnissen im Bereich des südhemisphärischen Polar-
wirbels. Außerdem konnte gezeigt werden, dass die vorhergesagte polwärtige Verschiebung
des troposphärischen Jets im 21. Jahrhundert in einen ODS-Effekt, mit äquatorwärtiger Jet-
Verschiebung in der 1. Hälfte des Jahrhunderts, und einen GHG-Effekt, mit polwärtiger Jet-
Verschiebung in der 2. Hälfte des Jahrhundert, unterteilt werden kann. Der Vergleich mit der
GCM-Simulation hat gezeigt, dass die Stärke der Jet-Verschiebungen bei vorgeschriebenen
Ozonfeldern unterschätzt wird.
Kapitel 6:
Können die, durch zonale Anomalien des Ozonfeldes hervorgerufenen, Unterschiede der
Temperatur- und Geopotentialfelder in der Stratosphäre in den SWIFT-Simulationen repro-
duziert werden?
Die Simulationen mit polarem SWIFT können nicht alle Effekte der globalen Anomalien
des Ozonfeldes auf die Modellklimatologie wiedergeben. So wird der Effekt von ZAO auf
die Temperatur- und Geopotentialfelder in den SWIFT-Simulationen nicht simuliert. Da die-
ser Einfluss von ZAO vor allem durch transportbedingte zonale Anomalien außerhalb des
Polarwirbels hervorgerufenen wird, kann er in den Simulationen mit polarem SWIFT nicht
wiedergegeben werden.
Welchen Einfluss haben die interne Variabilität und die Art der Berücksichtigung stratosphä-
rischen Ozons auf das Auftreten von SSWs und deren Einfluss auf die Troposphäre?
Die Kopplung der Stratosphäre mit der Troposphäre und der Effekt auf das Bodendruck-
feld ist nach SSWs verstärkt. Diese Kopplung ist in den SWIFT-Simulationen stärker als
in der GCM-Simulation. Es kann vermutet werden, dass ein Teil dieses Effektes über die
Chemie-Strahlung-Dynamik-Rückkopplung in der polaren Stratosphäre mitigiert wird, da




Es wurde gezeigt, dass EMAC mit polarem SWIFT in der Lage ist einige Effekte der Rück-
kopplungen zwischen Chemie, Strahlung und Dynamik und deren Einfluss auf die Strato-
sphären-Troposphärenkopplung wiederzugeben. Es ist aber auch deutlich geworden, dass
das Modellsystem EMAC mit SWIFT Verbesserungsmöglichkeiten zulässt. Die größten Ver-
besserungen im Modellsystem können meines Erachtens durch die Nutzung einer extrapo-
laren Chemie anstelle der zonal und monatlich gemittelten Ozonklimatologie außerhalb des
Polarwirbels erreicht werden. Wird außerhalb des Polarwirbels eine Ozonchemie genutzt,
könnten globale Quellen und Senken für Ozon berücksichtigt werden. Es wäre dann mög-
lich auch außerhalb des Polarwirbels das Ozonfeld zu transportieren, so dass auch hier zonale
Anomalien im Ozonfeld existieren würden. Das würde bewirken, dass die durch Rückkopp-
lungen zwischen Chemie, Strahlung und Dynamik verstärkten Effekte der Stratosphären-
Troposphärenkopplung außerhalb des Polarwirbels im Modell simuliert werden könnten.
Somit könnte EMAC mit globalem SWIFT als adäquater Ersatz für ein CCM mit voller
interaktiver Chemie für dekadische und multidekadische Simulationen genutzt werden und
zur Verbesserung von Vorhersagen beitragen. Der Transport von Ozon in den Polarwirbel
über die Brewer-Dobson-Zirkulation oder durch Einmischen an einem schwachen Polarwir-
belrand würden mit einem dynamisch konsistenten extrapolaren Ozonfeld erfolgen, nicht
mit zonal und monatlichen Werten eines gleitenden Mittels. Der Einfluss des Transports
auf das polare Ozonfeld wäre bei Verwendung eines chemisch und dynamisch konsistenten
Ozonfeldes außerhalb des Polarwirbels ebenfalls realistischer. Das könnte auch den Ozon-
bias im südhemisphärischen Polarwirbel verringern. Um zusätzlich die Breitenabhängigkeit
der chemischen Ozonzerstörung zu berücksichtigen, könnte man die Fitparameter für das
Gleichungssystem in SWIFT in Abhängigkeit der Lage im Polarwirbel berechnen. Eine wei-
tere Verbesserung für das polare Ozonfeld könnte durch die Behebung der zu schwachen
Polarwirbelgrenze in der Südhemisphäre erreicht werden. Auch durch die Ausweitung der
polaren SWIFT-Chemie auf niedrigere Höhen und die Berücksichtigung des Einflusses vul-
kanischer Eruptionen auf die heterogene Ozonchemie im Polarwirbel kann eine realistischere
Repräsentation der polaren Ozonchemie erreicht werden.
Des weiteren kann EMAC mit SWIFT ohne größeren Rechenzeitaufwand mit einem interak-
tivem Ozeanmodell genutzt werden. Damit hätte man mit einem gekoppelten Atmosphäre-
Ozean-Klima-Chemiemodell ein sehr mächtiges Werkzeug um nicht nur die Rückkopplun-
gen zwischen Chemie, Strahlung und Dynamik in der Atmosphäre zu berücksichtigen, son-
dern auch die Rückkopplungen zwischen Atmosphäre und Ozean realistisch wiederzugeben.
Dabei könnten wegen des geringen Rechenzeitaufwandes des Modellsystems auch Ensem-
blesimulationen durchgeführt werden.
Mit der schnellen Ozonchemie SWIFT in einem globalen Zirkulationsmodell ist es mit ei-
nigen Verbesserungen und Erweiterungen möglich die Effekte von stratosphärischen Ozo-
nänderungen und Treibhausgasänderungen auf den Zustand der Atmosphäre unter Berück-
sichtigung der Wechselwirkungen zwischen Chemie, Strahlung und Dynamik zu untersu-
chen. Da der Rechenzeitaufwand bei Nutzung von SWIFT deutlich geringer ist als bei ei-
nem konventionellen CCM, können mit dem Modellsystem auch Ensemblesimulationen
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durchgeführt und somit der Einfluss der internen Variabilität berücksichtigt werden. Da-
mit kann SWIFT vor allem in dekadischen Vorhersagesystemen, die sowohl durch Start- als
auch Randbedingungen beeinflusst werden, zu einer Verbesserung der Repräsentation der
Stratosphären-Troposphärenkopplung und damit der Vorhersagen führen. In dieser Arbeit
wurde der Grundstein für diese Entwicklung gelegt und aufgezeigt, welche Verbesserungen
noch nötig sind um mit SWIFT in EMAC alle uns bekannten Aspekte der Stratosphären-
Troposphärenkopplung unter Berücksichtigung der Chemie-Strahlung-Dynamik-Rückkopp-
lung zu untersuchen und womöglich neue Aspekte der Kopplung unter Berücksichtigung der
internen Variabilität zu entdecken.
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A.1. Zum Vergleich der klimatologischen Ozonfelder



































































































Abbildung A.1.: Langjähriges Jahreszeitenmittel des Ozonmischungsverhältnisses [ppmv]
von 1970-2009 für die SWIFT-Simulation (Farbe) und die CCM-Simulation
(Kontur) für das Mittel über die Monate a) Dezember bis Februar und b) Ju-
ni, Juli und August.
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Abbildung A.2.: Standardabweichungen des Ozonmischungsverhältnisses [ppmv] vom zo-
nalen Mittel von 1970-2009 in a) und c) die CCM-Simulationen und b) und
d) die SWIFT-Simulation für a) und b) März und c) und d) Oktober.
iv
A.2. Zum Vergleich von SL- und parametrisiertem Transport
A.2. Zum Vergleich von SL- und parametrisiertem
Transport
Die folgenden Abbildungen werden in Kapitel 4.2.3 erwähnt.
v
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Abbildung A.3.: Längjähriges Monatsmittel des Ozonmischungsverhältnisses [ppmv] (Farbe
und dicke schwarze Kontur) von 2005-2016 der SWIFT-Simulation mit SL-
Transport, sowie Anomalien gegenüber der GCM-Simulation (gestrichel-
te schwarze Kontur) [ppmv]. Zu 95% statistisch signifikante Unterschiede
sind weiß konturiert.
vi
A.2. Zum Vergleich von SL- und parametrisiertem Transport
Abbildung A.4.: Wie A.3, aber für die Simulation mit parametrisiertem Transport.
vii
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Abbildung A.5.: Wie A.3, aber für die Temperatur [K].
viii
A.2. Zum Vergleich von SL- und parametrisiertem Transport
Abbildung A.6.: Wie A.4, aber für die Temperatur [K].
ix
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Abbildung A.7.: Wie A.3, aber für den zonalen Wind [m/s].
x
A.2. Zum Vergleich von SL- und parametrisiertem Transport
Abbildung A.8.: Wie A.4, aber für den zonalen Wind [m/s].
xi
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Abbildung A.9.: Monatsmittel der Totalozonsäule [DU] für die CCM-Simulation von 2005-
2016. Die blaue Kontur zeigt 220 DU.
xii
A.2. Zum Vergleich von SL- und parametrisiertem Transport
Abbildung A.10.: Wirbelfläche [106km2] in 70 hPa des Mittels über die Jahre 2005 bis
2016 für die SWIFT-Simulation mit SL-Transport (links oben, schwarz),
und mit parametrisiertem Transport (rechts oben, grün), sowie die CCM-
Simulation (links unten, blau), sowie bei ERA-Interim.
xiii
Anhang A. Ergänzungen zur Validierung
Abbildung A.11.: Langjähriges Tagesmittel und Standardabweichung (Std) der Polarwir-
belfläche [106km2] für den Zeitraum 1970-2091 für die Nordhemisphäre
(oben) und die Südhemisphäre (unten) für die CCM-Simulation (Mittel:
schwarz, Std: grau), die SWIFT-Simulation (Mittel: rot, Std: hellrot) so-
wie die GCM-Simulation (Mittel: blau, Std: hellblau). Wo die Standard-
abweichungen überlappen, sind die Begrenzungen der jeweiligen darunter
liegendene Bereich als Konturen überzeichnet.
xiv
A.2. Zum Vergleich von SL- und parametrisiertem Transport
(a)
(b)
Abbildung A.12.: Tägliche Ozonänderungsrate [ppmv/Tag] durch chemische Änderungen
(blau, durchgezogen) und die Summe aus chemischen und dynamischen
Änderungen (blau, gepunktet) und das Mischungsverhältnis des aktiven
Chlors ClOx [ppbv] für das Wirbelmittel in der Nordhemisphäre in 50 hPa
für a) die SWIFT-Simulation mit SL-Transport und b) mit parametrisier-
tem Transport.
xv
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A.3. Zum Ozonbias im Polarwirbel der
Südhemisphäre
Die folgenden Abbildungen werden in Kapitel 4.2.5 erwähnt.
Abbildung A.13.: Klimatologische monatliche Differenz des Ozonfeldes der GCM-
Simulation und der CCM-Simulation [ppmv] (Farbe) und Monatsmittel
des Ozonmischungsverhältnisses der CCM-Simulation [ppmv] (Kontur)
in 74 hPa in der Südhemisphäre für die Monate Juni bis November im
Zeitraum 1970-2009.
Abbildung A.14.: Wie Abbildung A.13, aber für die Monate Dezember bis Mai in der Nord-
hemisphäre.
xvi
A.4. Zur Variabilität der Totalozonsäule
A.4. Zur Variabilität der Totalozonsäule
Die folgende Abbildung wird in Kapitel 4.3.1 diskutiert.
Abbildung A.15.: Tages- und Wirbelmittel der Partialozonsäule [DU] zwischen 74 und 22
hPa von Juli bis November 2002 der SWIFT-Simulation (blau) und der
CCM-Simulation (grün).
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A.5. Tuning
Für eine realistische Modellierung langer Perioden mit einem Klimamodell muss die Strah-
lungsbilanz am Oberrand der Atmosphäre (engl. top of atmosphere - TOA) ausgeglichen
sein. Die Differenz aus kurz- und langwelliger Strahlung soll hier 2 W m−2 nicht überschrei-
ten (Mauritsen et al., 2012). Ziel ist es, dass der eingehende kurzwellige und der ausgehende
langwellige Strahlungsfluss der Modelle den gemessenen Werten entsprechen. Dafür kön-
nen verschiedene Parameter der Wolken- und der Konvektionsparametrisierung verändert
werden. Diese Parameter der Wolken- und der Konvektionsparametrisierung sollen aber laut
Mauritsen et al. (2012) gewisse Werte nicht unter-, bzw. überschreiten. Diese Grenzwerte
sind für den jeweiligen Parameter in der dritten Zeile in Klammern angegeben.
In der Konvektionsparametrisierung CONVECT können folgende Parameter beeinflusst wer-
den: cmfctop, der konvektive Wolkenmassenfluss, cprcon, die konvektive Umwand-
lungsrate von Wolkenwasser zu Regen, entrpen, die Einmischungsrate für Umgebungs-
luft (engl. entrainment rate) für hochreichende Konvektion. In der Wolkenparametrisierung
CLOUDOPT werden hier folgende Parameter verändert: zasic, der Asymmetriefaktor für
Wolken, zinhomi und zinhoml, der Wolkeninhomogenitätsfaktor jeweils für Eis und für
flüssige Wolkentröpchen. Der Parameter zinpar, der zur Änderung von zinhoml genutzt
werden kann, wurde hier nicht verändert und hat den Wert 0.96.
Tabelle A.1 zeigt die durchgeführten Modellexperimente mit verschiedenen Einstellungen
der Parameter der Wolken- und der Konvektionsparametrisierung. Die Ergebnisse wurden
als globales Jahresmittel ausgerechnet. Die besten Ergebnisse konnten mit den Einstellun-


















































































































































































































































































































































































































































































































































































































































































































Tabelle A.1.: Tuningparameter für die Submodule convect und cloudopt, sowie Ergebnisse
der Testsimulationen. Fett: geänderte Parameter. Rot: außerhalb des erforderli-
chen Bereiches.
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Abbildung A.16.: Komposite des NAM für a) und c) Schwachwirbelereignisse, sowie
b) und d) Starkwirbelereignisse für die Kontrollsimulation der SWIFT-
Simulationen für die Vergangenheit 1970-2009 (a und b) und die Zukunft
2052-2091 (c und d).
xx
A.6. Ergänzungen zu Stark- und Schwachwirbelereignissen
(a) (b)
(c) (d)




Abbildung A.18.: Wie Abbildung A.16, aber für das 3. Ensemblemitglied der SWIFT-
Simulationen.
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(a) (b)
(c) (d)




Abbildung A.20.: Wie Abbildung A.16, aber für das 5. Ensemblemitglied der SWIFT-
Simulationen.
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A.6. Ergänzungen zu Stark- und Schwachwirbelereignissen
(a) (b)
(c) (d)




Abbildung A.22.: Wie Abbildung A.16, aber für das 7. Ensemblemitglied der SWIFT-
Simulationen.
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(a) (b)
(c) (d)




Abbildung A.24.: Wie Abbildung A.16, aber für das 9. Ensemblemitglied der SWIFT-
Simulationen.
xxiv
A.6. Ergänzungen zu Stark- und Schwachwirbelereignissen
(a) (b)
(c) (d)




Abbildung A.26.: Wie Abbildung A.16, aber für die CCM-Simulationen.
xxv
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(a) (b)
(c) (d)
Abbildung A.27.: Wie Abbildung A.16, aber für die GCM-Simulationen.
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