Abstract: This paper considers the ability of large-scale (involving 145 fundamental variables) time-series models, estimated based on dynamic factor analysis and Bayesian shrinkage, to forecast real house price growth rates of the four US census regions and the aggregate US economy. Besides, the standard Minnesota prior, we also use additional priors that constrain the sum of coefficients of the VAR models. We compare one-to twenty four-months-ahead forecasts of the large-scale models over an out-of-sample horizon of 1995:1-2009:3, based on an insample of 1968:2-1994:12, relative to a random walk model, a small-scale VAR model comprising of just the five real house price growth rates, and a medium-scale VAR model containing 36 of the 145 fundamental variables besides the 5 real house price growth rates. In addition to the forecast comparison exercise across small-, medium-and large-scale models, we also look at the ability of the "optimal" model (i.e., the model that produces the minimum average mean squared forecast error (MSFE)) for a specific region, in predicting ex ante real house prices (in levels) over the period of 2009:4 till 2012:2. Factor-based models (classical or Bayesian) performs the best for the North East, Mid-West, West census regions and the aggregate US economy, and equally as well to a small-scale VAR for the South region. The "optimal" factor models also tend to predict the downward trend in the data when we conduct an ex ante forecasting exercise. Our results highlight the importance of information content in large number of fundamentals in predicting house prices accurately.
Introduction
This paper considers the ability of large-scale time-series models, which involve over hundred variables covering different sectors of the economy, estimated based on dynamic factor analysis and Bayesian shrinkage, to forecast real house price growth rates of the four US census regions and the aggregate US economy.
1 Specifically, we look at the forecasting performance of (Bayesian) Factor-Augmented Vector Autoregressive ((B)FAVAR) and large-scale Bayesian Vector Autoregressive (BVAR) models estimated based on a monthly dataset of 145 variables (excluding the five house prices) covering the period of 1968:2 till 2009:3. We compare one-to * Department of Economics, University of Pretoria, Pretoria, 0002, South Africa. Email: rangan.gupta@up.ac.za. I acknowledge Marta Banbura for providing me with the computer codes used in estimating the econometric models used in this paper. twenty four-months-ahead forecasts of the large-scale models over an out-of-sample horizon of 1995:1-2009:3, based on an in-sample of 1968:2-1994:12, relative to a random walk model, a small-scale VAR model comprising of just the five real house price growth rates, and a mediumscale VAR model containing 36 of the 145 fundamental variables (suggested by the literature discussed below) besides the 5 real house price growth rates. Note that, monthly house price data from the National Association of Realtors (NAR) only start in 1968:1, hence, the starting point of the sample is driven by the availability of house price data, even though the remaining 145 macro variables are available from 1960:1. Since, we use the large data set compiled by Gupta et al., (2011a) , the end-point coincides with their study. The starting point of the out-ofsample horizon coincides with the period when house prices across the US witnessed marked differences in growth rates Strauss 2007, 2009; Gupta et al., 2011a) . In addition to forecast comparison across small-, medium-and large-scale models, we also look at the ability of the "optimal" model (i.e., the model that produces the minimum average mean squared error (MSFE) for the one-to twenty four-months-ahead forecasts) for a specific region, in predicting ex ante real house prices (in levels) over the period of 2009:4 till 2012:2 (the last available observation from the NAR database on monthly regional and US house prices).
2
At this stage three pertinent questions arise: First, why should one be interested in forecasting house prices? Second, what is the motivation behind using large datasets for this purpose? And finally, why is it important to look at both national and regional house prices? As far as the importance of forecasting house prices are concerned, a strong motivation can be found in Leamer (2007) , who argues that "Housing is the Business Cycle" (p. 149). He performs a battery of empirical analyses on the business cycle, which he calls the consumer cycle because of the importance of residential investment and durable consumption spending in explaining the onset of recessions. Excluding the most recent Great Recession that he did not consider, residential investment and durable consumption experienced significant problems before the beginning of eight of the ten post World War II recessions. Leamer (2007) argues that the characteristic of the housing market make it a crucial factor in explaining recessions. Intuitively, during a boom period, developers overbuild the supply of new housing. The size of the excess building, which depends on the strength and length of the boom, will help to determine the length of the next recession. Good monetary policy requires action before the overbuilding goes too far and necessitates central bank intervention early in the boom period, when political pressure probably weighs against monetary policy restraint. That is, understanding and forecasting movements in the housing market plays a critical role for monetary policy authorities.
Further, more recently, several authors argue that asset prices help forecast both inflation 2 Factor models require the use of stationary data, hence, we forecast real house price growth rates, rather than real house prices in levels. Though, BVAR models does not necessarily require stationary data in its estimation process as stationarity or non-stationarity of a variable can be handled through appropriate prior specification, for the sake of appropriate comparison with the factor models and the classical small-scale VAR and random walk models, we also use real house price growth rates in the medium-and large-scale BVAR models. In addition, given that the house price for the aggregate US economy is obtained from a weighted combination of the house prices of the four regions, one is likely to detect high degree of multicollinearity if one uses all the five house prices together in levels in a classical VAR. This problem of high correlation of the four census regions house prices with that of the US economy is reduced (at least by 25 percent) by using the real house price growth rates instead of their corresponding levels. Thus, allowing us to use the growth rates of the five prices together in a small-scale VAR. Note that, besides the fact that factor models need the data to be stationary, these models are also difficult to interpret, since the factors are latent. Specifically, the factors are some combination of the different variables in the data set.
and output (Forni et al., 2003; Stock and Watson, 2003; Das, 2008, 2010; Das et al., 2009 , 2011 and Gupta and Hartley, 2011 . Since homes imbed much individual wealth, house price movements may provide important signals for consumption, output, and inflation. That is, housing market adjustments play an important role in the business cycle (Vargas-Silva, 2008a; Iacoviello and Neri, 2010) , not only because housing investment proves a volatile component of demand (Bernanke and Gertler, 1995) , but also because house price changes generate important wealth effects on consumption (International Monetary Fund, 2000) and investment (Topel and Rosen, 1988) . Leamer (2007) states an even stronger case, as we noted above, arguing that housing is the business cycle. In sum, models that forecast real house prices can give policy makers and other stake holders an idea about the future direction of the economy, and hence, can provide important information for designing better and more-appropriate policies. Leamer (2007) notes that the housing market predicted 8 of the 10 post World War II recessions. If he wrote his paper today, the analysis probably would argue that the housing market predict ted 9 of the 11 post World War II recessions. In other words, the housing sector acts as a leading indicator for the real sector of the economy. The recent world-wide credit crunch began with the burst of the house-price bubble, which, in turn, led the real sector of the world's economy toward an economic slump. A large number of economic variables affect house prices (Cho, 1996; Abraham and Hendershott, 1996; Johnes and Hyclak, 1999; Rapach and Strauss, 2007 and Vargas-Silva, 2008b . For instance, income, interest rates, construction costs, labor market variables, stock prices, industrial production, consumer confidence index, and so on act as potential predictors. In light of this, Strauss (2007, 2009 ) consider forecasting house prices in the Federal Reserve's Eighth District states and 20 largest (most populous) US states respectively, using datasets that have between 25 to 25 economic variables based on an autoregressive distributed lag (ARDL) framework. Interestingly, when the authors use various methods to combine the individual ARDL model forecasts, it results in better forecast of real house price growth relative to benchmark autoregressive models (which contains only lagged information of house prices) and individual ARDL models (which contains lagged information of a specific predictor over and above lagged values of house prices). Given the difficulty in determining a priori the particular variables that prove the most important in forecasting real house price, and the fact that forecast combinations always produce better forecasts, studies by Das et al., (2010) , Gupta and Kabundi (2010a) and Gupta et al., (2011a, b) suggest using instead, not only large data sets (over a hundred variables) that exhausts all the sectors of the economy, but also using the information simultaneously based on FAVARs and large-scale BVARs. These studies, irrespective of whether carried out for the nine-census divisions (Das et al., 2010 ), at the national-level (Gupta and Kabundi, 2010; Gupta et al., 2011a) or at the state-level (Gupta et al., 2011b) concludes that, in general, models containing large-scale information outperforms not only atheoretical (VAR) models that contains only the house prices, but also small-scale VAR and theoretically-structured (Dynamic Stochastic General Equilibrium) models that include data on a handful of fundamentals over and above the house prices.
3 Hence our decision to use simultaneous information of 145 monthly macroeconomic (national and regional) fundamentals is wellwarranted, and allows us to capture the behavior of the different sectors of the economy and its possible impact on the housing sector. Further, as we show below in the results section, the large-scale models that contains all the 145 fundamentals, besides the five real house price growth rates, also consistently outperform the corresponding medium-scale models based on 36 of the 145 fundamentals, whereby this subset of 36 variables comes from the list of predictors suggested by Strauss (2007, 2009). 4 Finally, the decision to look at not only the aggregate US economy, but also the four US census regions, emanates from two reasons: First, as pointed out by Carlino and DeFina (1998, 1999) , Vargas-Silva (2008a,b) , Gupta and Kabundi (2010b) , Gupta et al., (2012, forthcoming) , economic conditions prevailing at a specific point of time do not necessarily match across the regions, hence, it is less likely, that a specific model that forecasts the best at the national level, might not do the same for a specific region. And second, just as at the national level, movements in real housing prices at the regional level can provide important information regarding the regional business cycle as well as can assist in to predicting shifts in housing construction and employment activity between regions due to changes in relative regional house price. That is, regions with rising relative housing prices will attract construction and employment resources from regions with falling relative house prices. Developers and builders can benefit from good information on the future movements in house prices.
Our paper contributes to this literature of forecasting national and regional US house prices using large-scale models in the following ways: (i) Unlike most of the existing studies, with the exceptions of Das et al., (2010) and Gupta and Kabundi (2010a) , we provide forecasts at monthly frequencies. This is of paramount importance, given that there exists ample evidence that house prices serve as a leading indicator for the economy, and, hence forecasts of house prices at higher frequencies can provide early indication to the direction the economy might be headed; (ii) Note that, unlike Das et al., (2010) and Gupta and Kabundi (2010a) , whose sample periods cover the monthly period of 1991 till mid-2005, 5 our analysis covers a much longer sample, and more importantly, the recent sub-prime crisis, thus allowing us to look at the forecasting performances of these models over periods of drastic and prolonged changes in the trends of house prices. As can be seen from the left panel of Figure 2 , real house prices essentially had a sharp positive trend over the period of 1990 till the mid-2005; (iii) While, Gupta and Kabundi (2010a) used Bayesian and principal component regressions which did not allow for lags of the variables (both predictors and the national house price), and hence, suffer from possible problems of endogeneity, Das et al., (2010) used small-scale (B)VARs, (B)FAVARs and large-scale BVARs to solve this problem in forecasting house prices of the nine census regions. The latter study used the standard Minnesota Bayesian prior (discussed in great detail in Section 2) in estimating the Bayesian models. In the current paper, we however, go beyond the usage of the basic Minnesota-prior, 6 by estimating our Bayesian models using additional priors that constrain the sum of coefficients of the VAR models. Note that, the Bayesian versions of our factor model also use the priors on the sum of coefficients, besides the standard Minnesota prior. This is important, since as indicated in the literature on Bayesian forecasting (Sims, 1992; Sims and Zha, 1998; Robertson and Tallman, 1999 , Banbura et al., 2010 , Bloor and Matheson, 2010 , and as we show too, one can obtain improvement in forecasting performances by imposing priors on the sum of coefficients, over and above the standard Minnesota-type priors; and (iv) Finally, we highlight that using a large-scale model based on a data set that exhausts all possible information about the structure of the economy, tends to produce better house price forecasts relative to a medium-scale model based on a subset of variables used in the literature thus far. We organize the rest of the paper as follows: Section 2 specifies the various time-series models estimated and used for forecasting. Section 3 discusses the data, while Section 4 presents the results. Finally, Section 5 concludes. Litterman (1986) proposes the Minnesota prior, where the researcher assumes that all equations approximate the random walk with drift. Formally,
VAR, FAVAR, BFAVAR, and Large-Scale BVAR Specifications and Estimation
This essentially implies shrinking the diagonal and off-diagonal coefficients of 1 A toward one and zero, respectively, as well as the diagonal and off-diagonal coefficients ( 2 ,..., p AA ) all toward zero. Further, the Minnesota prior also assumes that the own lags better explain the variability of a given variable than the lags of the other variables in each equations of the VAR model, and that the more recent lags provide more useful information than more distant lags.
The prior imposes the following moments for the prior distribution of the coefficients:
We assume that 1 ,..., p AA are independent and normally distributed coefficients. We also assume that the covariance matrix of the residuals is diagonal, fixed, and known. Formally, Y= å, where 22 1 ( ,..., ). To incorporate possible correlation among the residual of the different variables, we must address Litterman's (1986) assumption of fixed and diagonal covariance matrix. For this purpose, following Kadiyala and Karlsson (1997) and Sims and Zha (1998) , we impose a normal prior distribution on the coefficients and an inverted Wishart prior distribution on the covariance matrix of the residuals, alternatively called the inverse-Wishart prior. Imposing these conditions requires that 1 = J , which we assume. Due to the common practice of specifying a VAR in first differences, Doan et al. (1984) propose another modification of the Minnesota prior by incorporating the sums of coefficients prior. Consider the VAR in equation (1) in its error-correction form as follows:
The sums-of-coefficients prior impose the restrictions that ( ) We com pute point f orecasts using the posteri or m ean of the parameters. We wri te 
We report results for MSFE relative to the benchmark, that is
Notice that a number smaller than one implies that the VAR model with overall tightness l performs better than naïve prior model. We evaluate the forecast performance of the VARs for the five house price growth rates included in all VAR specifications, namely small (containing only five house price growth rates), medium (containing thirty-six other variables besides the five house price growth rates) and large (containing all the one hundred and forty-five variables, besides the five house price growth rates), over the period going from T 0 =1968:2 until T 1 =2009:3 and for forecast horizons up to two years (H=24). The order of the VAR is set to p = 2 (chosen by the unanimity of the Akaike information criterion, final prediction error criterion and the sequential modified likelihood-ratio test statistic) and parameters are estimated using all the available observations up to time T (recursive scheme).
We follow Banbura et al. (2010) in choosing l and t . De Mol et al. (2008) argue that the overall tightness governed by l should reflect the size of the system --as the number of variables increases, the parameters should shrink to avoid overfitting. To select the values for l and t , we use the following algorithm: (i) Select n* (n* < n) variables as benchmarks to evaluate the in-sample fit, which in our case, are the five growth rates of real house prices; (ii)
Evaluate the in-sample fit with these n* variables of the OLS-estimated VAR model; (iii) Set t proportional to l as 10 tl = , tl = and 100 tl = matching Banbura et al. (2010); and (iv) Choose l (and, hence, t ) to execute the same in-sample fit as the benchmark VAR based on the n* variables. Specifically, for a desired Fit, we choose l as follows:
where 0 (,) (,) 2 2 , 1 |, 10
lm i MSFE equals the one-stepahead mean squared error evaluated using the training sample, which, in our case, equals 1968:2 to 1994:12, and t = 1, ..,. 0 T -1, where 0 T equals the beginning of the sample period and p is the order of the VAR. Thus, 
Finally, once the priors are specified, we estimate the BVAR model using Theil's (1971) mixed estimation technique. Essentially, the method involves supplementing the data with prior information on the distribution of the coefficients. The number of observations and degrees of freedom increase by one in an artificial way, for each restriction imposed on the parameter estimates. The loss of degrees of freedom due to over-parameterization associated with a classical VAR model, therefore, does not arise in the BVARs.
FAVAR and BFAVAR:
8 This paper also uses the Dynamic Factor Model (DFM) to extract common components between macroeconomic series and then uses these common components to forecast real house prices growth rates of the four US census regions and the aggregate US, adding the extracted factors to the 5-variable VAR model to create a FAVAR in the process. We choose four factors based on the cumulative variance share, under which, the fifth eigenvalue fell below the threshold of 5 percent. The Alessi et al., (2010) test for selecting the optimal number of factors also yielded 4 factors. 9 The factors are obtained recursively at each point T in the out-of-sample period. Furthermore, we estimate idiosyncratic component (see below) with AR(p) processes as suggested by Boivin and Ng (2005) .
The DFM expresses individual times series as the sum of two unobserved components: a common component driven by a small number of common factors and an idiosyncratic component for each variable. The DFM extracts the few factors that explain the co-movement of the US economy. Forni et al. (2005) demonstrate that for a small number of factors relative to the number of variables and a heterogeneous panel, we can recover the factors from present and past observations. Suppose that X t equals a 1 n´ covariance stationary vector standardized to possess a mean zero and a variance equal to one, obtained from the original 1 n´ vector of I(1) and I(0) variables t Y . Under DFM, we write t X as the sum of two orthogonal components as follows:
where t P equals a 1 r´ vector of static factors, l equals an nŕ matrix of factor loadings, and t x equals a 1 n´ vector of idiosyncratic components. In a DFM, t P and t x are mutually orthogonal stationary process, while, tt P = cl equals the common component. Since dynamic common factors are latent, we must estimate them. We note that the estimation technique used matters for factor forecasts. This paper adopts the Stock and Watson (2002b) method, which employs the static principal component approach (PCA) on t X . The factor estimates, therefore, equal the first principal components of t X , (i.e.,ˆt t PX ¢ =L , whereL equals the nŕ matrix of the eigenvectors corresponding to the r largest eigenvalues of the sample covariance matrixŜ ).
For forecasting purposes, we use a 5-variable VAR augmented by extracted common factors using the Stock and Watson (2002a) 
where h equals the forecasting horizon andˆ() L F equal lag polynomials, which we estimate with and without restrictions. As Boivin and Ng (2005) clearly note, VAR models are special cases of equation (15). With the known factors and parameters, the FAVAR approach should produce smaller mean squared errors. In practice, however, one does not observe the factors and we must estimate them. Moreover, the forecasting equation should reflect a correct specification. We consider the following DFM specifications: -FAVAR: includes the growth rates of real house prices of the four census regions and the overall US economy and the 3 common static factors; and -BFAVAR: the FAVAR specification with Bayesian restrictions on lags of the real house price growth rates based on the alternative types of priors outlined above in Subsection 2.1.
Data
While the small-scale VAR only include the real house price growth rates of the four US census regions and the aggregate US economy, the (B)FAVARs and the large-scale BVARs and the DF model also include the 145 monthly national and regional series. On the other hand, the mediumscale BVARs include 36 of the 145 variables, along the lines of Strauss (2007, 2009 ). Non-seasonally adjusted median house price data and seasonally-adjusted home sales on existing single-family housing come from the National Association of Realtors (NAR). The house price data series are seasonally adjusted using the X-12-ARIMA filter developed by the Census Bureau. For the remaining 140 seasonally adjusted national and regional variables, we collected the data from various sources such as the Conference Board, the Global Insight database, the FREDII database of the St. Louis Federal Reserve Bank and the US Census Bureau. The right panel of Figure 2 plots the real house price growth rates of four census regions and the aggregate US economy over the period of 1968:2-2012:2. We transformed all data to induce stationarity for the FAVAR-type models before extracting the three factors. We can use non-stationary data, however, with the BVARs. Sims et al. (1990) indicate that with the Bayesian approach entirely based on the likelihood function, the associated inferences do not require special treatment for non-stationarity, since the likelihood function exhibits the same Gaussian shape regardless of the presence of non-stationarity. Following Banbura et al., (2010) for the variables in the panel that are characterized by meanreversion, however, we set a white-noise prior (i.e., b i = 0); otherwise, we impose the random walk prior (i.e., b i = 1). Note that when considering the medium-and large-scale BVAR models based on 36 or 145 other variables, given that the system defined by equation (1) contains both I(1) and I(0) variables, we use the random-walk prior or white-noise prior accordingly. Appendix A lists these variables as well as the transformations used prior to analyzing the data.
The real activity group consists of variables such as industrial production, capacity utilization, retail sales, real personal consumption, real personal income, new orders, inventories, new housing starts (national and regional), housing sales (national and regional), employment, average working hours, and so on. The price and inflation group consists of variables such as the consumer price index, the producer price index, real housing prices (national and regional), the personal consumption expenditure deflator, average hourly earnings, exchange rates, and so on. The monetary sector group consists of variables such as monetary aggregates, various interest rates, credit outstanding, and so on.
Estimation and Results
In this section, following the existing literature on forecasting house prices that involves Bayesian models, we first select the optimal model for forecasting each of the five real house price growth rates, using the minimum average mean squared error (MSFE) across the one-, two-, … , and twenty-four-months-ahead out-of-sample forecasts. Then second, we consider ex ante out-of-sample forecasts. Twelve models are estimated for each of the 5 real house price growth rates. They are: the random-walk (RW) model; small-scale VAR model (VAR) comprising just the five house prices; a Factor-Augmented VAR (FAVAR) model containing the four factors and the five house price growth rates; four Bayesian versions of the FAVAR model, i.e., one based on the Minnesota prior (BFAVAR1) and three based on the priors on the sum of coefficients, i.e., BFAVAR2 (τ=10λ), BFAVAR3 (τ=λ) and BFAVAR4 (τ=100λ); and four large-scale BVAR models, based on 148 variables using the Minnesota prior (LBVAR1) and the three alternative priors on the sum of coefficients, namely, LBVAR2 (τ=10λ), LBVAR3 (τ=λ) and LBVAR4 (τ=100λ). The in-sample covers the period of 1968:2-1994:12 and the out-of-sample period of 1995:1-2009:3 is used to produce one-to twenty-four-months-ahead forecasts, with the first two initial months feeding the lags. We re-estimate the models each month over the out-of-sample forecast horizon in order to update the estimate of the coefficients, before producing the one-, two-, …, and twenty-four-months-ahead forecasts. We implemented this iterative estimation and the forecast procedure for 219 months, with the first forecast beginning in 1990:1. This produced a total of 171 one-, 171 two-, …, and 171 twenty-four-months-ahead forecasts. We calculate the MSFE for the 171 one-, two-, …, and twelve-month-ahead forecasts for the five house price growth rates across all of the different specifications. We then examine the average of the MSFE statistic relative to the MSFE of the RW model for one-, two-, …, and twenty-four-monthsahead forecasts over 1995:1 to 2009:3. We select the model that produces the lowest average relative MSFE values as the 'optimal' specification for a specific real house price growth rate.
One-to Twenty-four-Months-Ahead Forecast Accuracy:
Tables 1 to 5 report the average of the one-, two-, …, and twenty-four-months-ahead MSFEs across the five real house price growth rate series, respectively. The benchmark for all forecast evaluations is the random-walk (RW) with drift model forecast MSFEs. Thus, the 0.4835 entry for the BFAVAR2 model in Table 1 means that the BFAVAR2 model experienced a forecast MSFE of only 48.35 percent of the forecast MSFE for the RW model. First, we consider the best performing model based on the average MSFE across the one-, two-, …, and twenty-fourmonths-ahead forecasts. Two different specifications prove optimal across the five real house price growth rates. One, the BFAVAR3 (τ=λ) model with λ = 0.0538 prove optimal for the West and the overall US economy. While, the BFAVAR2 (τ=10λ) model with λ = 0.0698 and the classical FAVAR (λ= non-applicable) model produces on average the lowest relative MSFEs for the North East and the Mid-West regions respectively. The small-scale VAR model, which only includes the five real house price growth rates perform the best on average for the South Region. However, it is important to note that the forecasting gain for the South census region in using the VAR model over the BFAVAR2 is virtually negligible, with the former having a smaller relative MSFE only at the fourth decimal-place in comparison with the relative MSFE of the latter model. These results appear as the bold numbers in the Average column in Tables 1 to 5 . So, barring the case of the South region (by a negligible margin), there are clear gains in incorporating information on a large number of fundamentals in forecasting house price growth rates for the census regions and the aggregate US economy. In general, there exists at least one large-scale model (factor-based or Bayesian shrinkage-based) that tends to outperform or do as well as a model that only incorporates simultaneous information on the five house prices. Also note that, as with the earlier studies by Das et al., (2010) and Gupta et al., (2011a, b) , FAVARtype models tend to perform better than large-scale BVAR models, suggesting that comovements in a large information set captured through a few set of factors, are better suited in forecasting house prices, than using the entire information set. Further, the use of the priors on the sum of coefficients, especially for the FAVAR models, provide forecasting gains over the standard Minnesota prior -a result in line with the existing literature on Bayesian forecasting. Finally, all the models, small-scale or large-scale, however, always outperform the RW model, not only on average but also over each of the twenty-four-months-ahead forecast horizons. Figure 3 plots the out-of-sample log-level forecasts and actual log-values from April 2009 through February 2012, using the best forecasting model for each real house price growth rates. We used the average MSFEs reported in Tables 1 to 5 to select the best models. Note that the ex ante level forecast for a specific period was obtained from the ex ante growth rate forecast for that period by using the forecasted level value of the previous period. For the ex ante level forecast of 2009:4, we used the actual level value for 2009:3.
Comparing Ex Ante Forecasts with the Actual Series over 2009:4-2012:2
As can be seen from Figure 3 , 10 barring the South census region for which the small-scale VAR is the optimal model, all the optimal factor models (FAVAR for the Mid-West, BFAVAR2 for the North East and BVFAVAR 3 for the West and the aggregate US) tend to predict the downward trend in the data, but not so much the quite fluctuating real house prices during this period. The small-scale VAR for the South, however, fails to even pick the downward trend and continues to predict an upward trend throughout the forecast period. Interestingly, when we use the BFAVAR2 model, which performs virtually as well as the small-scale VAR model for this region, to predict ex ante, the model, just like the "optimal" factor models for the other regions, is successful in predicting the downward trend. This result goes a long way again highlighting the role of information content in large number of fundamentals in forecasting house prices. Understandably, this finding suggests that to predict the trend of the data ex ante, one requires information on fundamentals (summarized by the factors), beyond just information on the growth rates of house prices (contained in the small-scale VAR). This is more so when we do not feed in additional information into the model by estimating it recursively over the forecast horizon.
Conclusion
This paper considers the ability of large-scale (involving 145 fundamental variables) time-series models, estimated based on dynamic factor analysis and Bayesian shrinkage, to forecast real house price growth rates of the four US census regions and the aggregate US economy. We compare one-to twenty four-months-ahead forecasts of the large-scale models over an out-ofsample horizon of 1995:1-2009:3, based on an in-sample of 1968:2-1994:12, relative to a random walk model, a small-scale VAR model comprising of just the five real house price growth rates, and a medium-scale VAR model containing 36 of the 145 fundamental variables (suggested by the literature) besides the 5 real house price growth rates. In addition to the forecast comparison exercise across small-, medium-and large-scale models, we also look at the 10 We ensure that the forecasted values and the actual values in all the figures start from the same point by replacing the actual values for 2009:3 in the forecasted series. ability of the "optimal" model (i.e., the model that produces the minimum average mean squared forecast error (MSFE) for the one-to twenty four-months-ahead forecasts) for a specific region, in predicting ex ante real house prices (in levels) over the period of 2009:4 till 2012:2. When estimating the Bayesian medium-and large-scale VARs and the Bayesian variants of the factor models, we go beyond the existing literature on forecasting house prices that use medium-and large-scale models mainly based on the basic Minnesota-prior, by estimating our Bayesian models using additional priors that constrain the sum of coefficients of the VAR models. This is an important contribution to the literature on forecasting house prices with large-scale models, since as indicated by earlier studies on Bayesian forecasting one can obtain improvement in forecasting performances by imposing priors on the sum of coefficients, over and above the standard Minnesota-type priors. Further, unlike most of the existing studies, we provide forecasts at monthly frequencies. This is of paramount importance, given that there exists ample evidence that house prices serve as a leading indicator for the economy, and, hence forecasts of house prices at higher frequencies can provide early indication to the the direction the economy might be headed.
We draw the following conclusions: (i) All the models, small-scale or large-scale, however, always outperform the RW model, not only on average but also over each of the twenty-four-months-ahead forecast horizons; (ii) Barring the census region of the South, for which the small-scale VAR model produces the minimum average MSFE for one-to twentyfour-months-ahead, factor-based models (classical or Bayesian) performs the best for the other three census regions and the aggregate US economy, highlighting the importance of information on large number of macroeconomic fundamentals; (iii) In fact, even for the South region, the forecasting gain from using the VAR model over a factor model is virtually negligible (obtained only at the fourth decimal-place of the average MSFE); (iv) As with the existing literature on Bayesian forecasting, the use of the priors on the sum of coefficients, especially for the FAVAR models, provide forecasting gains over the standard Minnesota prior; (v) When we conduct an ex ante forecasting exercise in predicting the real house prices in levels using the best forecasting models for each of the regions and the overall US economy, we find that, except for the South census region, all the optimal models tend to predict the downward trend in the data; (vi) Interestingly, when we use the factor model, which performs virtually as well as the small-scale VAR model for the South region, the model is successful in predicting the downward trend in the real house price; (vii) Thus overall, based on both the recursive forecasting and the ex ante prediction exercises, our results highlight the importance of information content in large number of fundamentals (or in other words the blessing of dimensionality) in predicting house prices accurately, and; (viii) Finally, given that ex ante forecasts based on the large-scale models only correctly predicts the trend in the data, but not so much the fluctuations, suggest the need to use (parametric) non-linear and non-parametric models in predicting ex ante turning points in house prices as an area of future research. This line of thinking is vindicated by the recent work of Balcilar et al., (forthcoming) , where the authors used parametric non-linear and non-parametric models in predicting ex ante turning points in taxable sales and gross gaming revenues for the state of Nevada. Also note that, Kim and Bhattacharya (2009) had indicated that house prices in the four census regions and the aggregate US economy are characterized by non-linear data generating processes. 
