Introduction
In the study of polynomials on Banach spaces in [4] , Benítez, Sarantopoulos and Tonge introduced the concept of a linear polarization constant. For any positive integer d and any Banach space X, the dth linear polarization constant for X is c d (X) defined by
If R d is endowed with the standard inner product then it was conjectured in [4] [2] , where it was also observed that this lead to a lower bound for X for the R d case too. Using these ideas, for the R d case, [7] and [11] gave better bounds, culminating in [16] , where it was shown that X (u 1 , . . . , u d ) 1/2 d−2 for all u 1 , . . . , u d . Using an averaging argument, the recent article [6] gives the improved lower bound
Using a geometric approach, for the R d case, [13] gives an interesting lower bound X (u 1 , . . . , u d ) det( u i , u j )-also see [12] for some older results. Ball's solution of the complex plank problem in [3] , where he proved the existence of an [8] for additional details about root systems and the connection with finite reflection groups. 
The root systems are built by combining orthogonal collections of 11 basic root systems corresponding to the 11 possible, basic finite reflection groups-see [8] . So Theorem 3 proves X (u 1 , . . . , u d ) 1 only for those u 1 , . . . , u d which can be constructed from orthogonal unions of a finite number of irreducible root systems, but it does provide the exact value of X (u 1 , . . . , u d ) in these cases. Further, u 1 , . . . , u d lead to non-trivial root systems only if they are linearly dependent and as seen in Theorem 1 the linearly dependent case is important and not well understood. The proof of Theorem 3 uses an integral relation conjectured by Macdonald-see [5] .
Using Lagrange multipliers, a maximizing x in the definition of
Taking the dot product of this relation with x and noting that |x| 2 = d, we obtain λ = 1 and hence
Taking the dot product of this relation with u i , we obtain
Hence all maximizers are also solutions of (3). It is certainly possible (if u 1 , . . . , u d are linearly dependent) that solutions of (3) may not satisfy (2) . However, if x satisfies (3) then
for some vector z which is orthogonal to all the u i . Now the choice of z does not affect x, u i , so clearly if |x| 2 = d then the maximizer should have no component perpendicular to the u i . So the maximizers x ∈ R d are to be found amongst the solutions of (3) 
then (2) and (3) may be written as x = d j =1 y j u j and Ay = y −1 where y −1 is to be taken componentwise. Also note that
The following proposition will be useful in the proof of our results and is of interest on its own. For any
will be called a quadrant of R d . For any d × d matrix A 0, we define, respectively, the hollow and the solid ellipsoids
the maximizer is unique and is the solution of Ay
In view of this proposition and our work just before that, Conjecture 1 is equivalent to the following conjecture.
Conjecture 4. For every
and equality occurs iff A = I . [9] ; [10] has other interesting properties of the solutions of Ay = y −1 .
It is clear that Y(I
We state theorems equivalent to Theorems 1 and 2; these are the theorems we will prove. The continuity of X follows from the following observation. Suppose X and U are compact metric spaces and f : X × U → R is a continuous function. Define F : U → R with F (u) = sup x∈X f (x, u); then F is continuous as shown next.
Suppose u k is a sequence in U converging to u in U . From the compactness of X, there are x k and x in X so that F (u k ) = f (x k , u k ) and F (u) = f (x, u). Hence f (x, u k ) f (x k , u k ); using this and the definitions we have
Next, suppose u k n is a subsequence such that lim sup k→∞ F (u k ) = lim n→∞ F (u k n ). Further, let x k n ∈ X so that F (u k n ) = f (x k n , u k n ). From the compactness of X, there is a subsequence x k n l which is convergent to some point x * . Then 
Proposition 6. Suppose B(t) is a continuously differentiable matrix for all t in an open interval

Proof. Let B(t) = (b ij (t)) and define the map
where 
Further, since we used the AM-GM inequality, the inequality is a strict inequality unless 
then there is a non-zero v ∈ Q so that Av = 0. Pick any z ∈ Q ∩ E all of whose components are non-zero and let w = z + σ v for some σ > 0. Then
i can be made as large as we wish by increasing σ . Hence we must have Q ∩ ker A = (0) so E ∩ Q must be bounded. Then from compactness, the supremum is attained. Clearly the maximum is positive and is attained on the boundary of Q ∩ E but not on the boundary of Q because 
(t)y(t).
Now B(t)y(t) = y(t) −1 implies y(t) T B(t)y(t) = d. Differentiating this with respect to t we obtain 0 = 2y (t) T B(t)y(t) + y(t) T B (t)y(t) which implies that 2y (t) T B(t)y(t) = −y(t) T (A − I )y(t).
Hence, using the AM-GM inequality
Since Y(A) > 1 so f (0) > 1; then using (5) 
Proof of Theorem 3
We will use the notation a k ∼ b k to mean that lim k→∞ a k /b k = 1. Define the function P (x) on R n by P (x) := 
Now, using polar coordinates,
Hence (6) implies
From Stirling's formula, for large m one has m! ∼ √ 2π m m+1/2 e −m . Hence, for large γ , Since the ellipsoid y T Ay = d is unbounded in the quadrants containing the kernel of A, one conjectures that the optimal y would lean away from ker A; hence one may consider taking θ (0) to be an element of the kernel of A.
