We propose and analyze a mixed formulation for the Brinkman-Forchheimer equations for unsteady flows. Our approach is based on the introduction of a pseudostress tensor related to the velocity gradient, leading to a mixed formulation where the pseudostress tensor and the velocity are the main unknowns of the system. We establish existence and uniqueness of a solution to the weak formulation in a Banach space setting, employing classical results on nonlinear monotone operators and a regularization technique. We then present well-posedness and error analysis for semidiscrete continuous-in-time and fully discrete finite element approximations on simplicial grids with spatial discretization based on the Raviart-Thomas spaces of degree k for the pseudostress tensor and discontinuous piecewise polynomial elements of degree k for the velocity and backward Euler time discretization. We provide several numerical results to confirm the theoretical rates of convergence and illustrate the performance and flexibility of the method for a range of model parameters.
Introduction
The flow of fluids through porous media at higher Reynolds numbers has a wide range of applications, including processes arising in chemical, petroleum, and environmental engineering. Subsurface applications include groundwater remediation and oil and gas extraction, where fast flow may occur in fractured or vuggy aquifers or reservoirs, as well as near injection and production wells. Darcy's law, which is widely used to model flow in porous media, becomes unreliable for Reynolds numbers greater than one. The Forchheimer model [14] accounts for faster flows by including a nonlinear inertial term. It can be obtained mathematically by averaging the Navier-Stokes equations [29] . There have been a number of numerical studies for the Forchheimer model, see, e.g., [16, 19, 24, 25, 28] . Another extension to Darcy's law is the Brinkman model [5] , which describes Stokes flow through array of obstacles and can be applied for flows through highly porous media. An advantage of the Brinkman model is that it has two parameters related to the fluid viscosity and the medium permeability, respectively, and varying them allows for modeling flows ranging from the Stokes to the Darcy regime. Because of this, the Brinkman equations have been often used to model coupled Stokes and Darcy flows [4, 20, 23, 32] .
The Brinkman-Forchheimer model, see, e.g., [9, 12, 21, 22, 26] , combines the advantages of the two models and it has been used for fast flows in highly porous media. In [26] , the authors prove continuous element method, confirming the theoretical sub-optimal rates of convergence and suggesting optimal rates of convergence. In addition, we present computational experiments illustrating the behavior of the method for a range of parameter values, as well as its flexibility to handle spatially varying parameters.
Preliminaries
Let Ω ⊂ R n , n ∈ {2, 3}, denote a domain with Lipschitz boundary Γ. For s ≥ 0 and p ∈ [1, +∞], we denote by L p (Ω) and W s,p (Ω) the usual Lebesgue and Sobolev spaces endowed with the norms · L p (Ω) and · s,p;Ω , respectively. Note that W 0,p (Ω) = L p (Ω). If p = 2, we write H s (Ω) in place of W s,2 (Ω), and denote the corresponding Lebesgue and Sobolev norms by · 0,Ω and · s,Ω , respectively, and the seminorm by | · | s,Ω . By M and M we will denote the corresponding vectorial and tensorial counterparts of a generic scalar functional space M. Moreover, given a separable Banach space V endowed with the norm · V , we let L p (0, T ; V) be the space of classes of functions f : (0, T ) → V that are Bochner measurable and such that f L p (0,T ;V) < ∞, with
In turn, for any vector field v := (v i ) i=1,n , we set the gradient and divergence operators, as
In addition, for any tensor fields τ = (τ ij ) i,j=1,n and ζ = (ζ ij ) i,j=1,n , we let divτ be the divergence operator div acting along the rows of τ , and define the transpose, the trace, the tensor inner product, and the deviatoric tensor, respectively, as When no confusion arises, | · | will denote the Euclidean norm in R n or R n×n . Additionally, we introduce the Hilbert space
equipped with the usual norm τ 2 div;Ω := τ 2 0,Ω + divτ 2 0,Ω . In addition, in the sequel we will make use of the well-known Young's inequality, for a, b ≥ 0, 1/p + 1/q = 1, and δ > 0,
(1.1)
Finally, we end this section by mentioning that, throughout the rest of the paper, we employ 0 to denote a generic null vector (or tensor), and use C and c, with or without subscripts, bars, tildes or hats, to denote generic constants independent of the discretization parameters, which may take different values at different places.
The continuous formulation
In this section we introduce the model problem and derive the corresponding weak formulation.
The model problem
In this work we are interested in approximating the solution of the unsteady Brinkman-Forchheimer equations (see for instance [9, 12, 21, 22] ). More precisely, given the body force term f and a suitable initial data u 0 , the aforementioned system of equations is given by where the unknowns are the velocity field u and the scalar pressure p. In addition, the constant ν > 0 is the Brinkman coefficient, α > 0 is the Darcy coefficient, F > 0 is the Forchheimer coefficient and p ∈ [3, 4] is a given number. Next, in order to derive our weak formulation, we first rewrite (2.1) as an equivalent first-order set of equations. To that end we introduce the pseudostress tensor σ := ν ∇u − p I as a new unknown. Applying the trace operator to the above equation and utilizing the incompressibility condition div u = 0 in Ω × (0, T ], we find that (2.1) can be rewritten, equivalently, as the set of equations with unknowns σ and u, given by
Notice that the third equation in (2.2) has allowed us to eliminate the pressure p from the system and provides a formula for its approximation through a post-processing procedure, whereas the last equation takes care of the requirement that (p, 1) Ω = 0.
The variational formulation
In this section we derive our mixed variational formulation for the system (2.2). To that end, we begin by multiplying the first equation of (2.2) by a tensor τ , living in a suitable space, say X, which will be described next, integrating by parts, using the identity σ d : τ = σ d : τ d and the Dirichlet boundary condition u = 0 on Γ × (0, T ], to obtain
In turn, the second equation of (2.2) is imposed weakly as follows
4)
where M is a suitable space which together with X is described below. We first note that the first term in the left-hand side in (2.3) is well defined if σ, τ ∈ L 2 (Ω). In turn, if u, v ∈ L p (Ω), with p ∈ [3, 4] , then the first, third and fourth terms in the left-hand side in (2.4) are clearly well defined, which forces both divσ and divτ to live in L q (Ω), with 1/p + 1/q = 1. According to this, we introduce the Banach space
equipped with the norm τ 2 divq;Ω := τ 2 0,Ω + divτ 2 L q (Ω) . Notice that H(div; Ω) ⊂ H(div q ; Ω). In this way, we deduce that the equations (2.3)-(2.4) make sense if we choose the spaces X := H(div q ; Ω) and M := L p (Ω), with their respective norms: · X := · divq;Ω and · M := · L p (Ω) . Now, for convenience of the subsequent analysis and similarly as in [7] (see also [10, 15] ) we consider the decomposition:
that is, R I is a topological supplement for X 0 . More precisely, each τ ∈ X can be decomposed uniquely as:
Then, noticing that τ d = τ d 0 and divτ = divτ 0 and employing the last equation of (2.2), we deduce that both σ and τ can be considered hereafter in X 0 . Hence, the weak form associated with the Brinkman-Forchheimer equation (2.2) reads: given f ∈ W 1,1 (0, T ; L 2 (Ω)) and
5)
where the operators A : X 0 → X 0 , B : X 0 → M , C : M → M , and the functional G ∈ M are defined as follows:
and
In addition, the operator E : M → M is given by: 3 Well-posedness of the model
In this section we establish the solvability of (2.5). To that end we first collect some previous results that will be used in the forthcoming analysis.
Preliminaries
Let us now discuss the stability properties of the operators involved. We begin by observing that the operators A, B, E and the functional G are linear. In turn, from (2.6), (2.7) and (2.8), employing Hölder's and Cauchy-Schwarz inequalities, there hold
,Ω ∀ u, v ∈ M, which implies that B, G are bounded and continuous, and E is bounded, continuous and monotone.
Next, we summarize some properties of the operators A and C. Proof. From the definition of A and C (cf. (2.6)), and employing Cauchy-Schwarz and Hölder's inequalities, for all σ, τ ∈ X 0 and for all u, v ∈ M, we deduce the following bounds:
which imply that the operators are bounded and non-negative, and C is coercive. In addition, since A is linear, its continuity and monotonicity follows from (3.1). In turn, from the definition of C (cf.
(2.6)), it follows that
Proceeding analogously to [17, Proposition 5 .3], we deduce from (3.3) that there exists c p > 0, depending only on |Ω| and p, such that
concluding the continuity of C. Finally, thanks to [17, Lemma 5.1], there exist C p > 0, depending only on |Ω| and p, such that
which, together with the definition (2.6) of C, yields
Therefore, C is monotone, which completes the proof. Now, we state the inf-sup condition associated with the operator B. Since the operator C is coercive, this result is not necessary to prove the well-posedness of the problem but it will be useful to obtain the stability bound. 
Proof. For the case p = 4 and q = 4/3 we refer the reader to [7, Lemma 3.4] , which proof can be easily extended to the case p ∈ [3, 4] and 1/p + 1/q = 1. We omit further details.
In addition, a key result that we will use to establish the existence of a solution to (2.5) is the following theorem [30, Theorem IV.6.1(b)]. Theorem 3.3 Let the linear, symmetric and monotone operator N be given for the real vector space E to its algebraic dual E * , and let E b be the Hilbert space which is the dual of E with the seminorm
Assume M is monotone and Rg(N + M) = E b . Then, for each u 0 ∈ D and for each f ∈
We end this section recalling, for later use, that there exists a positive constant C d , such that
We remark here that the case q = 4/3 of (3.7) is stated in [7, Lemma 3.2] which proof can be easily extended to the general case q ∈ (1, 2).
The resolvent system
In this section we focus on proving the hypotheses of Theorem 3.3 to prove the well-posedness of (2.5).
To that end, we denote by M 2 the closure of the space M with respect to the norm and inner product induced by the operator E (cf. (2.8)), that is,
Notice that M 2 = L 2 (Ω) ⊃ M. To verify the range condition in Theorem 3.3, let us consider the resolvent system associated with (2.5). Find (σ, u) ∈ X 0 × M such that:
Next, in order to prove the well-posedness of (3.8), we introduce an operator that will be used to regularize the problem. Let R σ : X 0 → X 0 be defined by
The operator R σ is bounded, continuous, and monotone.
Proof. From the definition of R σ (cf. (3.9)), and employing Hölder's inequality, we deduce the following bounds:
which imply that R σ is bounded and non-negative. In turn, using again the definition of R σ , we get
Employing [17, Lemma 5.4] , we obtain
which implies the continuity of R σ . Finally, proceeding analogously to [17, Proposition 5.2] , there exist a positive constant C > 0 such that
Therefore R σ is monotone which concludes the proof. Now, a solution to (3.8) is established by taking a limit of the regularized solutions as the regularization parameter goes to zero. Proof. We proceed similarly to [2, Lemma 4.6 ] (see also [31] ). For > 0, consider a regularization of (3.8) defined by:
Note that
From Lemmas 3.1 and 3.4, we have that J is a bounded, continuous, and monotone operator. Moreover, using the second bounds in (3.1), (3.2) and (3.10), and inequality (3.7), we also have
Thus, a straightforward application of the Browder-Minty theorem [27, Theorem 10 .49] establishes the existence of a solution (σ , u ) ∈ X 0 × M of (3.11).
On the other hand, from the first inequality in (3.12) and (3.11), we have
Then, employing Young's inequality with p = q = 2 and δ = 1 (cf. (1.1)), we deduce that
which implies that σ d 0,Ω and u M are bounded independently of . In turn, recalling that div(X 0 ) = M , and employing the second equation in (3.11) and (3.13), we get
which combined with (3.13) and (3.7) implies that σ X is also bounded independently of .
Since X 0 and M are reflexive Banach spaces, as → 0 we can extract weakly convergent sub-
Moreover, from (3.11) we find that
(3.14)
Since C is monotone and continuous so then is a type M operator (cf. [30, Lemma II.2.1]), which together with (3.14) yields C(u) = ζ. Hence, σ and u solve (3.8) concluding the proof.
We end this section establishing a suitable initial condition result, which is necessary to apply Theorem 3.3 to our context.
Then, there exists σ 0 ∈ X 0 such that
Proof. Given u 0 ∈ M ∩ H and define σ 0 := ν ∇u 0 , it follows that 1 ν σ d 0 = ∇u 0 , divσ 0 = ν ∆u 0 , and tr (σ 0 ) = 0 in Ω. (3.17) Notice that σ 0 ∈ H 0 (div; Ω) ⊂ X 0 , with H 0 (div; Ω) := H(div; Ω) ∩ X 0 . Next, integrating by parts the first equation in (3.17) and proceeding similarly to (2.3), we obtain
Hence, given u 0 ∈ M ∩ H (cf. (3.15)), taking σ 0 ∈ X 0 satisfying (3.17), and after minor algebraic manipulation we deduce that
which together with the additional regularity of u 0 , and the continuous injection of
Thus, G 0 ∈ M 2 so then (3.16) holds, completing the proof.
Remark 3.1
The assumption on the initial condition u 0 in (3.15) is not necessary for all the results that follow but we shall assume it from now on for simplicity. A similar assumption to u 0 is also made in [12, eq. (2.
2)]. Note also that (σ 0 , u 0 ) satisfying (3.16) is not unique.
The main result
Now, we establish the main result of this section. We begin by recalling the definition of the operators A, B, C, and E (cf. (2.6), (2.8)), and defining the operators
and the spaces,
where M 2 = L 2 (Ω) and M 2 = L 2 (Ω). Then, we can state the well-posedness of problem (2.5).
Proof. We begin by noting that N is linear, symmetric and monotone. In addition, since both A and C are monotone, then M is monotone. On the other hand, from Lemma 3.5 we know that for
, from a straightforward application of Lemma 3.6 we are able to find σ 0 ∈ X 0 such that (σ 0 , u 0 ) ∈ D. Therefore, applying Theorem 3.3 to our context, we conclude the existence of a solution (σ, u) to (2.5), with u ∈ W 1,∞ (0, T ; L 2 (Ω)) and
Now, assume that the solution of (2.5) is not unique. Let (σ i , u i ), with i ∈ {1, 2}, be two solutions corresponding to the same data. Then, taking (2.5) 
which together with the monotonicity bounds (3.1) and (3.5), implies
Integrating in time from 0 to t ∈ (0, T ], and using u 1 (0) = u 2 (0), we obtain
Next, from the second row of (2.5), we get
which together with the property div(X 0 ) = M allow us to deduce that divσ 1 (t) = divσ 2 (t) for all t ∈ (0, T ]. Employing the inequality (3.7), we conclude that σ 1 (t) = σ 2 (t) for all t ∈ (0, T ], and therefore (2.5) has a unique solution.
We conclude this section with stability bounds for the solution of (2.5).
Theorem 3.8 For the solution of (2.5), assuming sufficient regularity of the data, there exists a positive constant C F only depending on |Ω|, ν, α, F, β, such that
Moreover, there exists a positive constant C G defined below in (3.29) , such that
with
23)
where σ(0) is such that (3.16) holds.
Proof. We begin with choosing (τ , v) = (σ, u) in (2.5) to get
Next, we use the coercivity bounds in (3.1)-(3.2), and Cauchy-Schwarz and Young's inequalities with p = q = 2 (cf. (1.1)), to obtain
In turn, from the inf-sup condition of B (cf. (3.6)), the first equation of (2.5), and the continuity bound of A (cf. (3.1)), we deduce that
and then
which combined with (3.24) and choosing δ = 1/α, yields
Notice that, in order to simplify the stability bound, we have neglected the term u p M in the left-hand side of (3.24). Integrating (3.25) from 0 to t ∈ (0, T ], we obtain
with C 1 > 0 depending only on ν, α, and β.
On the other hand, from the second equation of (2.5), we have the identity
Then, employing the property div(X 0 ) = M in combination with (3.2) and using similar arguments to (3.26), we deduce
with C 2 > 0 depending on |Ω|, ν, F, α, and β. Next, in order to bound the last term in (3.27), we differentiate in time the first equation of (2.5), choose (τ , v) = (σ, ∂ t u), and employ Cauchy-Schwarz and Young's inequalities with p = q = 2 and δ = 1 (cf. (1.1)), to obtain
Integrating from 0 to t ∈ (0, T ], we get
which, combined with (3.26) and (3.7), implies (3.20) . In addition, (3.28) implies (3.22) with
concluding the proof. .20) can be derived alternatively without the use of the inf-sup condition of B, but in that case the expression of (3.21) will be more complicated. We also note that (3.22) will be employed in the next section to deal with the nonlinear term associated to the operator C (cf. (2.6)), which is necessary to obtain the corresponding error estimate.
Semidiscrete continuous-in-time approximation
In this section we introduce and analyze the semidiscrete continuous-in-time approximation of (2.5). We analyze its solvability by employing the strategy developed in Section 3. Finally, we perform error analysis and obtain rates of convergence of our discrete scheme.
Existence and uniqueness of a solution
Let T h be a shape-regular triangulation of Ω consisting of triangles (when n = 2) or tetrahedra K (when n = 3) of diameter h K , and define the mesh-size h := max h K : K ∈ T h . Then, for each K ∈ T h , we let RT k (K) be the local Raviart-Thomas element of order k ≥ 0, i.e.,
where x := (x 1 , . . . , x n ) t is a generic vector of R n and P k (K) is the space of polynomials defined on K of degree ≤ k. The finite element subspaces on Ω are defined as
The semidiscrete continuous-in-time problem associated with (2.5) reads: for t ∈ (0, T ], find (σ h (t),
As initial condition we take (σ h (0), u h (0)) to be a suitable approximations of (σ(0), u(0)), the solution of (3.18), that is, we chose (σ h (0), u h (0)) solving
with G 0 ∈ M 2 being the right-hand side of (3.18) . This choice is necessary to guarantee that the discrete initial data is compatible in the sense of Lemma 3.6, which is needed for the application of Theorem 3.3. Notice that the well-posedness of problem (4.2) follows from similar arguments to the proof of Lemma 3.5.
Next, we recall for later use the discrete inf-sup condition associated to the operator B. 
Proof. For the case p = 4 and q = 4/3 we refer the reader to [7, Lemma 4.4] , which proof can be easily extended to the case p ∈ [3, 4] and 1/p + 1/q = 1. We omit further details.
We can establish the following well-posedness result.
Moreover, assuming sufficient regularity of the data, there exist a positive constant C F depending only on |Ω|, ν, α, F, β, such that
4)
and with C G defined in (3.29), there holds
5)
where F and G are defined in (3.21) and (3.23), respectively.
Proof. From the fact that X 0,h ⊂ X 0 , M h ⊂ M, and div(X 0,h ) = M h , considering (σ h (0), u h (0)) satisfying (4.2), and employing the discrete inf-sup condition of B (cf. (4.3) ), the proof is identical to the proofs of Theorems 3.7 and 3.8.
Error analysis
We proceed with establishing rates of convergence. Let e σ = σ − σ h and e u = u − u h . As usual, we shall then decompose these errors into
is the vector version of the usual orthogonal projector with respect to L 2 -inner product, satisfying:
and, given s ≥ 2 n/(n + 2), Π k h : H s → X h is the Raviart-Thomas interpolation operator, where 
Subtracting the discrete problem (4.1) from the continuous one (2.5), we obtain the following error system:
(4.10)
We now establish the main result of this section.
be the unique solutions of the continuous and semidiscrete problems (2.5) and (4.1), respectively. Assume that σ ∈ X 0 ∩ H s . Then there exist C, C > 0 depending only on |Ω|, ν, α, F, β, p, and data, such that Proof. We first note that σ ∈ X 0 ∩ H s (cf. (4.8)), so Π k h (σ) is well-defined. Then, adding and subtracting suitable terms in (4.10) with (τ h , v h ) = (η σ , η u ) ∈ X 0,h × M h , and employing the lower bounds of A and C (cf. (3.1), (3.5)), we deduce
(4.13)
Notice that div(η σ ) ∈ M h . Then, from the projection properties (4.7)-(4.9), the last three terms in (4.13) are zero. In addition, using the continuity bounds of A and C (cf. 
with m = p − 2 ∈ [1, 2], we deduce that the right-hand side of (4.13) is bounded as follows:
where C(p, q) := 2 2q(p−2)+q/p−1 F c q p /(q (p C p ) q/p ). Thus, combining (4.13) with (4.15), we obtain
(4.16)
Then, integrating (4.16) from 0 to t ∈ (0, T ] and recalling that u L ∞ (0,T ;M) is bounded by data (cf.
(3.22)), we find that with C 2 > 0 depending only on |Ω|, ν, α, F, β, and data.
Next, in order to bound the last term in (4.19), we subtract the continuous and discrete initial condition problems (3.18) and (4.2), to obtain the error system:
Then, using similar arguments above (cf. (4.16)), allow us to get
with C 0 > 0 depending only on |Ω|, ν, F, α. Thus, combining (4.20) with (4.19) , and using the error decompositions (4.6), yields
which implies (4.11).
On the other hand, in order to obtain (4.12), we need to bound the norm div(η σ ) L q (Ω) . To that end, from the second equation of (4.10) we have the identity
where the last two terms are zero thanks to the projection properties (4.7)-(4.9), which together with the continuity bound of C (cf. (3.4)) and the fact that div(X 0 ) = M , implies
Then, taking square in the above inequality, integrating from 0 to t ∈ (0, T ], recalling that both u L ∞ (0,T ;M) and u h L ∞ (0,T ;M) are bounded by data (cf. (3.22), (4.5)), and employing (4.21), we deduce that 
(4.23) where C d := min 1, C d /2. Next, in order to bound the first term in the right-hand side of (4.23), we differentiate in time the first equation of (4.10), and choose (τ h , v h ) = (η σ , ∂ t η u ) in (4.10), to find that
where the last three terms are zero thanks to the projection properties (4.7)-(4.9). Thus, employing Cauchy-Schwarz, Hölder and Young's inequalities, the continuity bound of C (cf. (3.4) ), (4.14) , and the fact that ∂ t η u M ≤ ch −n(p−2)/(2p) ∂ t η u 0,Ω , with η u ∈ M h , which follows from the global inverse inequality [13, Corollary 1.141], we obtain
with C 4 > 0 depending on |Ω|, ν, α, F. Thus, integrating from 0 to t ∈ (0, T ], we find in particular that 
with C 5 > 0 depending only on |Ω|, ν, α, F, β, and data. Thus, using the error decomposition (4.6) in combination with (4.24), we obtain (4.12) and complete the proof. (4.3) ), but in that case the expression in the right-hand side of (4.11)-(4.12) will be more complicated. We also note that in the steady state case of (2.2) the error estimate (4.12) does not include the term h −n(p−2)/(2p) because the global inverse inequality is not necessary to bound div(η σ ) L q (Ω) . Now, in order to obtain theoretical rates of convergence for the discrete scheme (4.1), we recall the approximation properties of the subspaces involved (see [10, Section 5.5 ] and [7, Section 4.2.1]). Note that each one of them is named after the unknown to which it is applied later on.
(AP σ h ) For each l ∈ (0, k + 1] and for each τ ∈ H l (Ω) ∩ X 0 with divτ ∈ W l,q (Ω), there holds
(AP u h ) For each l ∈ [0, k + 1] and for each v ∈ W l,p (Ω), there holds
It follows that there exist positive constants C(∂ t σ), C(σ) and C(u), depending on the extra regularity assumptions for σ and u, respectively, and whose explicit expressions are obtained from the right-hand side of the foregoing approximation properties, such that
Then, we establish the theoretical rate of convergence of the discrete scheme (4.1). Notice that, at least sub-optimal rates of convergences of order O(h l q/2 ) and O(h l q/2−n(p−2)/(2p) ) are confirmed.
be the unique solutions of the continuous and semidiscrete problems (2.5) and (4.1), respectively. Assume further that there exists l ∈ (0, k + 1], such that σ ∈ H l (Ω), divσ ∈ W l,q (Ω) and u ∈ W l,p (Ω), with p ∈ [3, 4] and 1/p + 1/q = 1. Then, there exist C 1 (σ, u), C 2 (σ, u) > 0 depending only on C(∂ t σ), C(σ), C(u), |Ω|, ν, α, F, β, p, and data, such that
Proof. It suffices to apply Theorem 4.3 and the approximation properties of the discrete subspaces. We omit further details.
Computing other variables of interest
In this section we introduce suitable approximations for other variables of interest, such that the pressure p and the velocity gradient Gu := ∇u, both written in terms of the solution of the semidiscrete continuous-in-time problem (4.1). In fact, observing that at the continuous level there hold p = − 1 n tr (σ) and Gu = 1 ν σ d , provided the discrete solution (σ h , u h ) ∈ X 0,h × M h of problem (4.1), we propose the following approximations for the aforementioned variables:
Then, we define the corresponding errors e p = p − p h and e Gu = Gu − Gu h . The following result, whose proof follows directly from Theorem 4.4, establishes the corresponding approximation result for this post-processing procedure. 25) . Then, there exist C 1 (σ, u), C 2 (σ, u) > 0 depending only on C(∂ t σ), C(σ), C(u), |Ω|, ν, α, F, β, p, and data, such that e Gu L 2 (0,T ;L 2 (Ω)) ≤ C 1 (σ, u) h l q/2 + h l + h l p/2 and e p L 2 (0,T ;L 2 (Ω)) ≤ C 2 (σ, u) h −n(p−2)/(2p) h l q/2 + h l + h l p/2 .
Fully discrete approximation
In this section we introduce and analyze a fully discrete approximation of (2.5) (cf. (4.1)). To that end, for the time discretization we employ the backward Euler method. Let ∆ t be the time step, T = N ∆ t, and let t n = n ∆ t, n = 0, . . . , N . Let d t u n := (∆ t) −1 (u n − u n−1 ) be the first order (backward) discrete time derivative, where u n := u(t n ). Then the fully discrete method reads: given
Moreover, given a separable Banach space V endowed with the norm · V , we introduce the discretein-time norms
Next, we state the main results for method (5.1).
2) and f n ∈ L 2 (Ω), n = 1, . . . , N , there exists a unique solution (σ n h , u n h ) ∈ X 0,h × M h to (5.1). Moreover, assuming sufficient regularity of the data, there exists a constant CF > 0 depending only on |Ω|, ν, α, F, β, such that Proof. First, we note that at each time step the well-posedness of the fully discrete problem (5.1), with n = 1, . . . , N , follows from similar arguments to the proof of Lemma 3.5.
The proof of (5.2) and (5.3) follows the structure of the proof of Theorem 3.8. We choose (τ h , v h ) = (σ n h , u n h ) in (5.1) and use the identity In turn, from the discrete inf-sup condition of B (cf. (4.3) ), the first equation of (5.1), and the continuity bound of A (cf. (3.1)), we deduce that
which combined with (5.5) and choosing δ = 1/α, yields
Notice that, in order to simplify the stability bound, we have neglected the term u n h p M in the lefthand side of (5.5). Thus, summing up over the time index n = 1, . . . , N in (5.6) and multiplying by ∆ t, we get
On the other hand, from the second equation of (5.1), we have the identity
Then, employing the property div(X 0 ) = M in combination with (3.2) and using similar arguments to (5.7), we deduce the analogous estimate of (3.27), that is with C 2 > 0 depending on |Ω|, ν, F, α, and β. Next, in order to bound the last term in (5.8), we apply some algebraic manipulation in (5.1), choose (τ h , v h ) = (σ n h , d t u n h ), and employ (5.4), Cauchy-Schwarz and Young's inequalities, to obtain
Thus, combining (5.9) with (5.10), summing up over the time index n = 1, . . . , N and multiplying by ∆ t, we get Now, we proceed with establishing rates of convergence for the fully discrete scheme (5.1). To that end, we subtract the fully discrete problem (5.1) from the continuous counterparts (2.5) at each time step n = 1, . . . , N , to obtain the following error system:
where r n denotes the difference between the time derivative and its discrete analog, that is r n (u) = d t u n − ∂ t u(t n ).
In addition, we recall from [6, Lemma 4 ] that for sufficiently smooth u, there holds ∆ t N n=1 r n (u) 2 0,Ω ≤ C(∂ tt u) (∆ t) 2 , with C(∂ tt u) := C ∂ tt u 2 L 2 (0,T ;L 2 (Ω)) . Consequently, and similarly to Corollary 4.5 we establishes the corresponding approximation result for the post-processed variables.
Corollary 5.3 Let the assumptions of Theorem 4.4 hold. Let p h and Gu h be given by (4.25) at each time step n = 1, . . . , N . Then, there exist C 1 (σ, u), C 2 (σ, u) > 0 depending only on C(∂ tt u), C(σ), C(u), |Ω|, ν, α, F, β, p, and data, such that e Gu 2 (0,T ;L 2 (Ω)) ≤ C 1 (σ, u) h l q/2 + h l + h l p/2 + ∆ t and e p 2 (0,T ;L 2 (Ω)) ≤ C 2 (σ, u) h −n(p−2)/(2p) h l q/2 + h l + h l p/2 + ∆ t .
Numerical results
In this section we present numerical results that illustrate the behavior of the fully discrete method (5.1). Our implementation is based on a FreeFem++ code [18] , in conjunction with the direct linear solver UMFPACK [11] . For spatial discretization we use the Raviart-Thomas spaces RT k − P k with k = 0, 1. We handle the nonlinearity using Newton's method. The iterations are terminated once the relative difference between the coefficient vectors for two consecutive iterates is sufficiently small, i.e.,
where · 2 is the standard 2 -norm in R DOF , with DOF denoting the total number of degrees of freedom defining the finite element subspaces X h and M h , and tol is a fixed tolerance chosen as tol = 1E − 06.
The examples considered in this section are described next. In all of them, and for the sake of simplicity, we choose ν = 1, p = 3, and q = 3/2. In addition, the condition (tr (σ h ), 1) Ω = 0 is implemented using a scalar Lagrange multiplier (adding one row and one column to the matrix system that solves (4.1) for σ h and u h ).
Examples 1 and 2 are used to corroborate the rate of convergence in two and three dimensional domains, respectively. The total simulation time for these examples is T = 0.01 s and the time step is ∆ t = 10 −3 s. The time step is sufficiently small, so that the time discretization error does not affect the convergence rates. On the other hand, Examples 3 and 4 are used to analyze the behavior of the method when different Darcy and Forchheimer coefficients are considered in different scenarios. For these cases, the total simulation time and the time step are considered as T = 1 s and ∆ t = 10 −2 s, respectively.
Example 1: Two-dimensional smooth exact solution
In this test we study the convergence for the space discretization using an analytical solution. The domain is the square Ω = (0, 1) 2 . We consider α = 1, F = 10, and the data f is adjusted so that the exact solution is given by the smooth functions u = exp(t) sin(π x) cos(π y) − cos(π x) sin(π y) , p = exp(t) cos(π x) sin π y 2 .
The model problem is then complemented with the appropriate Dirichlet boundary condition and initial data.
In Figure 6 .1 we display the solution obtained with the mixed finite element method using a second order approximation and 627, 360 DOF at time T = 0.01. Note that we are able to compute not only the original unknowns, but also the pressure field and velocity gradient through the formulas in (4.25). 
Example 2: Three-dimensional smooth exact solution
In our second example, we consider the cube domain Ω = (0, 1) 3 . The solution is given by u = exp(t)   sin(π x) cos(π y) cos(π z) −2 cos(π x) sin(π y) cos(π z) cos(π x) cos(π y) sin(π z)   , p = exp(t) (x − 0.5) 3 sin(y + z).
Similarly to the first example, we consider the parameters α = 1, F = 10, and the right-hand side function f is computed from (2.1) using the above solution.
The numerical solution at time T = 0.01 is shown in Figure 6 .2. The convergence history for a set of quasi-uniform mesh refinements using k = 0 is shown in Table 6 
Example 3: Lid-driven cavity flow with different Darcy and Forchheimer coefficients
In our third example, inspired by [22, Section V], we study the behavior of the model for lid-driven cavity flow in the square domain Ω = (0, 1) 2 with different values of the parameters α and F. The body force term is chosen as f = 0, the initial condition is zero, and the boundaries conditions are u = (1, 0) on Γ top , u = 0 on ∂Ω \ Γ top .
In Figure 6 .3 we display the approximated magnitude of the velocity under two scenarios. In the first one we consider fixed α = 1 and different values of F, i.e., F ∈ 1, 10, 100, 1000 , whereas in the second case we take fixed F = 1 and different α ∈ 10, 100, 1000 . The curves corresponding to the values of the first velocity component along the vertical line through the cavity center for the different values of α and F are shown in Figure 6 .4. The results illustrate the ability of the method to handle a wide range of parameters. In addition, we observe a reasonable behavior of the Brinkman-Forchheimer model when varying the parameters. In particular, keeping α fixed and increasing F results in slower flow, since the nonlinear inertial term starts dominating the viscous term in the Stokes flow. Keeping F fixed and increasing α has an even stronger effect of slowing down the flow, since in this case the model approaches Darcy flow with smaller and smaller permeability. We note that the case F = 1, e σ 2 (0,T ;X) e u 2 (0,T ;M) e u ∞ (0,T ;L 2 (Ω)) DOF 
Example 4: Flow through porous media with channel network
In our last example, inspired by [3, Section 5.2.4], we focus on flow through porous media with channel network. We consider the square domain Ω = (−1, 1) 2 with an internal channel network denoted as Ω c , which is described in the first plot of Figure 6 .5. We consider the Brinkman-Forchheimer model (2.2) in the whole domain Ω but with different values of the parameters α and F for the interior and the exterior of the channel, that is, α = 1 in Ω c 1000 in Ω \ Ω c and F = 10 in Ω c 1 in Ω \ Ω c .
The parameter choice corresponds to a high permeability (α = 1) in the channel and increased inertial effect (F = 10), compared to low permeability (α = 1000) in the porous media and reduced inertial effect (F = 1). In addition, the body force term is f = 0, the initial condition is zero, and the boundaries conditions are u · n = 0.2, u · t = 0 on Γ left , σ n = 0 on ∂Ω \ Γ left , which corresponds to inflow on the left boundary and zero stress outflow on the rest of the boundary.
In Figure 6 .5 we display the computed magnitude of the velocity, pseudostress tensor component, and velocity gradient component at times T = 0.01 and T = 1. As expected, we observe faster flow through the channel network, with a significant velocity gradient across the interface between the channel and the porous media. The pseudostress is more diffused, since it includes the pressure field. This example illustrates the ability of the Brinkman-Forchheimer model to handle heterogeneous media using spatially varying parameters. The example is particularly challenging, due to the strong 
