Abstract-At present, an anomaly detection is one of the important problems in many fields. The rapid growth of data volumes requires the availability of a tool for data processing and analysis of a wide variety of data types. The methods for anomaly detection are designed to detect object's deviations from normal behavior. However, it is difficult to select one tool for all types of anomalies due to the increasing computational complexity and the nature of the data. In this paper, an improved optimization approach for a previously known number of clusters, where a weight is assigned to each data point, is proposed. The aim of this article is to show that weighting of each data point improves the clustering solution. The experimental results on three datasets show that the proposed algorithm detects anomalies more accurately. It was compared to the k-means algorithm. The quality of the clustering result was estimated using clustering evaluation metrics. This research shows that the proposed method works better than k-means on the Australia (credit card applications) dataset according to the Purity, Mirkin and F-measure metrics, and on the heart diseases dataset according to F-measure and variation of information metric.
I. INTRODUCTION
The growth in the volumes of collected information and the development of tools and methods for its reliable storage lead to an increase in the relevance of the development of new methods and algorithms for analyzing large and super-large data sets.
For example, in [1] the author affirmed that the identification of regularities in large data sets becomes the main tool for research and obtaining new knowledge in the advanced fields of science in our time. Indeed, the rapid growth in the volume of data intended for processing characterizes not only IT companies and the scientific sphere (including meteorology, genetic research, complex physical simulators, and biology and environmental research), but also a wide range of organizations in various fields. In modern science and technology, a separate direction appeared related to the analysis of large and super-large data sets, known as -Big data‖ [2] .
-The term -Big data‖ applies to information that can't be processed or analyzed using traditional processes or tools.‖ [3] Today, organizations are increasingly experiencing more and more problems associated with large volumes of data [4] . They have access to a wealth of information, but they do not know how to take advantage of these data, because they are in raw form or in an unstructured format. As a result, organizations do not even know there is any valuable information in the data and whether it is worth keeping. Data issues include capture, storage, retrieval, transmission, analysis, and visualization. All these factors together turn into a real information problem of the generation.
Analysis of such data volumes requires the involvement of technologies and tools for implementing high-performance computing.
In recent years, the world community has seen a large volume of data as a data set, characterized by the following main features: volume, velocity, variety, veracity, and value.
At present, the methods of large volume data sets representation and intellectual analysis are successfully developed [5] . There are many approaches to the classification of the main scientific and engineering directions in the solution of various urgent problems in this field.
Anomaly (outlier) detection is a common problem in the analysis of large volumes of data. Anomaly can both represent individual observations, and can be combined into certain groups.
The presence of anomalies in the data set can be associated with the appearance of so-called "shifted" values associated with a systematic error, input errors, data collection errors, etc.
The solution of the anomaly detection problem is not trivial [6, 7] . Another reason is that several methods for anomaly detection require labeling of normal and/or abnormal behaviors that are not easy to archive [8, 9] . In addition, it is not easy to choose a suitable tool for anomaly detection. The assigned tool can be well suited for only one type of anomaly, but not for all [10] . Thus, when the types of anomalies are not known a priori, this is a very realistic assumption, that the selection of method for their detection is not easy.
The effectiveness and accuracy of data analysis methods directly depends on their quality, which in turn depends on the amount of outliers in the data.
Many statistical approaches have been proposed for data analysis, such as analysis of variance, [11, 12] . Cluster analysis can be used to get an idea of the data, generate a hypothesis, detect anomalies, and for classification.
Often, applications are defined in terms of outliers (for example, in cases of fraud, network anomaly detection, etc.), in which case a direct approach is likely to be more effective [13, 14] .
The aim of this paper is to develop an approach for anomalies detection in -Big data‖ based on clustering. The challenge of clustering large amounts of data is associated with computational complexity. The solution of this problem was proposed in [15] . For a known number of clusters, an algorithm for anomaly detection is proposed.
The rest of the paper is organized as follows. Section 2 gives a literature review of existing works. The proposed clustering method is described in Section 3. In Section 4, test datasets and clustering evaluation metrics are presented. The experimental results are given in Section 5, followed by conclusions in Section 6.
II. RELATED WORK
The data mining methods allow extracting previously unknown, understandable and useful knowledge from large volumes of data [16] .
A data point that is different from the remaining data according to some metric often contains useful information about the abnormal system behavior described by the data that is known as outlier. This problem usually occurs in the context of data sets of very high dimensionality.
Outliers are more useful, depending on their diagnosis of data characteristics, which differ significantly from the average behavior. In many applications, such as network intrusion detection, these characteristics can provide a guidance to discover cause-effect relationships of abnormal behavior of the main application.
A new approach for detection of anomalous values was discussed in [17] , which is particularly suited for data sets of very high dimensionality.
Chandola et al. [18] attempt to provide a structured and comprehensive review of research in the field of anomaly detection for discrete sequences.
Furthermore, many of the discussed methods can be applied to continuous sequences or time series.
For example, methods based on Euclidean distance [19, 20] and cross-correlation [21] , window-based methods [20] , and Hidden Markov models [22] .
The authors in [23] seek to provide a comprehensive and structured overview of methods for outlier detection for temporal data. Simulation of temporal data is a complex task because of the dynamic nature and complex evolutionary patterns in the data. In the paper, an organized review of the various methods proposed for detection of anomalous values in temporal data was presented.
The paper [24] is devoted to the problem of outliers detection in distributed environment based on the determination of the outlier density. In particular, in the data set, for each tuple p , its local outlier factor (LOF) is calculated, which represents the degree of the data set as an outlier. A distributed LOF computing method (DLC) for distributed calculation of outliers based on density is proposed. The algorithm first classifies tuples in the grid into two categories: GRID-local tuples and crossgrid tuples. Then the proposed method was presented for outlier detection of these two types of tuples, which can further save network resources. In addition, the effectiveness of the proposed approaches is tested through a series of experiments.
An efficient multi-step outlier-based method to analyze high dimensional voluminous network-wide traffic data for anomaly detection was proposed by Bhuyan et al. [25] The method selects a subset of relevant features that reduces the computational cost of anomaly detection. It can identify both disjoint and overlapping clusters for any dataset. The approach showed good results for DoS, probe and R2L attacks detection in large-scale networkwide traffic data.
A new algorithm employing stochastic differential equation (SDE) models to anomaly detection in stochastic processes was proposed [26] . Authors specify whether there exists an anomaly in the test data. Local polynomial kernel regression was applied to estimate SDE coefficients. The log-likelihood of the model parameters over a sliding window using Girsanov's formula was constructed. The log-likelihood value as an anomaly indicator for making a decision about the presence of anomaly in the test data was used. The method was estimated on real data and used to discriminate speech/non-speech samples. In both simulated and real data, proposed algorithm outperforms other methods.
The k-means algorithm is the most widely used algorithm for data mining applications [6, 27] . It is simple, scalable, easily understood, and can be adopted to work with high-dimensional data [28] [29] [30] . However, the k-means algorithm works on data sets with only numeric attributes, which limits its use in solving clustering problems of categorical data. To solve this problem, the K-modes algorithm was proposed in [31, 32] .
Due to sensitivity of the algorithm to the initial parameters, it is important to ensure K-modes clustering with good initial cluster centers [33] . However, there are still no generally accepted initialization methods for kmeans clustering. In [34] , the initialization of k-means clustering from the point of view of anomaly detection was considered.
III. PROPOSED APPROACH
In this section, the authors propose a clustering method for anomaly detection and describe the details of this algorithm.
Let us denote the following notations: ( The task is to minimize the following function in order to detect anomalies in dataset as follows:
subject to
where 01   is the regularization parameter, which will be determined experimentally, and * r are the centers of the clusters.
The algorithm of the proposed method for anomaly detection is as follows:
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Step 6. Repeat steps 3-5 until the convergence condition is met.
Step 7. Return
In the algorithm, each cluster is represented by its center, and the goal is to find a solution that maximizes the similarity between each point and the cluster center to which it is assigned [35] .
IV. DATASETS AND EVALUATION METRICS
In the paper to evaluate the effectiveness of the proposed method, several experiments were carried out. The experiments were conducted on two data sets taken from the UCI repository [36, 37] , including Australia and Heart datasets. These data sets cover examples of small, medium and large data sets, and they have been used in many research areas.
Australia dataset concerns credit card applications. All names and variables in the file have been replaced with arbitrary symbols to protect the privacy of the data. The data set contains eight categorized and five numerical characteristics (continuous, nominal with small numbers of values, and nominal with larger numbers of values) with 690 instances [37] . The fifteenth attribute contains a class label, i.e. 1 or 2. The number of instances for each of the two classes is 383 (55.5%) for the first class and 307 (44.5%) for the second.
The second data set (Heart) contains information about heart disease and includes 270 instances. It contains 13 features (age, sex, chest pain type, resting blood pressure, etc.). As class labels, the presence (2) or absence (1) of the disease are considered.
In addition, the NSL-KDD dataset of attack signatures [38] was constructed. This data set is based on KDD-99 database on the initiative of the American Association for Defense Advanced Research Projects Agency (DARPA) [39] . To conduct research in the field of intrusion detection, a set of communication data was compiled and covered a wide range of various intrusions simulated in an environment that mimics the US Air Force network. The database contains training (125973 samples) and test (22544 samples) sets. Each instance has 42 attributes and describes different characteristics. Labels are assigned to each instance either as an "attack" type or as "normal" behavior.
All the considered data sets contain two classes. Metrics for clustering methods evaluation took into account compactness and separation factors while working with a complex data set structure. The great importance of these measures indicates the correctness of the division into clusters.
The experiments were focused on comparing the results of clustering the proposed approach and k-means. In situations where records from data sets are already labeled, the authors can compare clusters with "ground truth" class labels.
Assume that the data set N is divided into classes A comparison of the clustering solutions is based on counting the pairs of points. Based on the results, a decision will be made: an abnormal/"normal" behavior. The most well-known clustering distance metrics based on data point pairs are the purity [40, 41] , the Mirkin metric [42] , the partition coefficient [43] , the variation of information [44] , the F-measure [45] and the V-measure [45] . 
A. Purity
The purity of the cluster p C gives the ratio of the dominant class size in the cluster to the cluster size itself [40, 41, 46] . The value of the purity is always in the
. The purity of the entire collection of clusters was evaluated as a weighted sum of the individual cluster purities:
where k  is the initial number of classes, and k is the number of clusters that need to be found. According to this measure, a higher purity value indicates a better clustering solution.
B. Mirkin metric
The Mirkin metric is defined as follows [42] :
Mirkin metric (4) is scaled with the factor 2 1 n in order to restrict its range to the interval [0, 1]. This metric is obviously 0 for identical clusterings, and positive otherwise [47] .
C. F-measure
Another evaluation measure, also known as the -clustering accuracy‖, based on the F value of the cluster p C and the class p C   , that is the harmonic mean of the precision and the recall:
The F-measure of the cluster p C is the maximum F value attained at any class in the entire set of classes 1 ( ,..., )
The F-measure of the entire collection is considered as the sum of the individual cluster specific F-measures, weighted according to cluster size. That is,
The higher the F-measure, the better the clustering solution. This measure has a significant advantage over the purity, because it measures both the homogeneity and the completeness of a clustering solution [41] .
D. Partition coefficient
The partition coefficient (PC) was introduced by Bezdek [43] and is used to compare distributions 
E. Variation of information
This is another information-based clustering measure [44] . It measures the amount of information that the authors gain and lose when going from the clustering C to another clustering C  .
According to [44, 46] variation of information (VI) can be defined as The maximum value of the variation of information is log n , which is achieved when the partitions are as far apart as possible. In this case, it means that one of them places all the documents together in a single cluster while the other places each document in a cluster on its own. The maximum value increases with n because larger data sets contain more information, but if this property is undesirable then one can simply normalize by log n .
In general, the smaller the variation of information, the better the clustering solution. The variation of information is presented as a distance measure for comparing clusterings of the same data set. Therefore, it does not distinguish between hypothesized and target clusterings.
F. V-measure
The V-measure is an entropy-based measure that explicitly measures how successfully the criteria of homogeneity and completeness have been satisfied [41] . 
is equal to 0 when each cluster contains only members of a single class, a perfect homogeneous clustering. In the degenerate case when () HC  is equal to 0, when there is only a single class, the authors define the homogeneity to be 1.
Completeness is symmetric to homogeneity. The completeness can be defined as V-measure of the clustering solution is calculated by finding the harmonic mean of homogeneity and completeness as follows:
Notice that the computation of the homogeneity, the completeness and the V-measure are completely independent from the number of classes, the number of the clusters, the size of the data set and the clustering algorithm used.
V. EXPERIMENTAL RESULTS AND DISCUSSION
To evaluate the performance of the proposed approach, a number of experiments were implemented in Matlab 2016a on a 64-bit Windows-based system with an Intel core (i7), 2.5 GHz processor machine with 8 Gbytes of RAM.
Experimental datasets Australia, Heart and NSL-KDD were used as initial data. The characteristics of the data sets are presented in Table 1 . 760, 301 and 1000 records from the data sets Australia, Heart and NSL-KDD were considered, respectively, based on the results of normalization. In the experiments, the number of clusters is set to be the same as the number of pre-assigned classes in the datasets for all clustering methods. All datasets contain two classes: abnormal ( a C  ) and "normal" ( n C  ). The influence of the regularization parameter on the performance of the proposed algorithm on different data sets was considered. For  , the authors used the values 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 and 0.9.
In addition, the performance of the proposed approach was compared to k-means algorithm. In the algorithm, each cluster is represented by its center, and the goal is to find a solution that maximizes the similarity between each point and the cluster center to which it is assigned [35] .
The results of clustering are shown in Table 2, Table 3,  Table 4 , and Table 5 , which gives a comparative analysis of the methods on the Australia, Heart, and NSL-KDD datasets on six evaluation metrics.
The best results were marked in bold. The evaluation metrics Purity, Mirkin's metric, F-measure, VI, PC, and V-measure were considered.
It can be concluded from Table 2, Table 3 , and Table 4 that  =0.4 and  =0. and Purity and the Mirkin metric, respectively, the best indicators for the Heart dataset were achieved. V-measure does not possess discriminative ability, i.e., its value on various datasets was almost identical for all methods.
From this, it can be concluded that the use of Vmeasure metric is inappropriate to evaluate the results of clustering. Therefore, in the following comparisons it was not considered (see Fig.1, Fig.2 and Fig.3) . The analysis reveals that the proposed approach yields the low quality of clustering by the PC metric in comparison to k-means (Table 5) . So, the results for Purity metric (0.6632), Mirkin's metric (0.4468) and F-measure (0.6778) for the Australia dataset were better than k-means. The best indicators for Heart dataset were F-measure (0.6841) and VI (0.1650), whereas for NSL-KDD -VI (0.1139).
The influence of  value on the evaluation metrics:
Purity, Mirkin's metric, F-measure and VI for the examined data sets (Australia, Heart, NSL-KDD) is more graphically demonstrated in Fig.1, Fig.2 and Fig.3 . Table 6 shows the comparison of our method with kmeans algorithm. Here the authors use relative improvement for comparison: 100% our method another method another method In the Table 6 -+‖ means the result outperforms and ‗‗-‖ means the opposite.
Our approach (on Australia dataset) improves the performance by 29.58%, 8.95% and 0.61% in terms of Purity, Mirkin metric and F-measure, respectively.
As seen from Fig.1 the values of the Purity, F-measure and Mirkin metrics for different  are constant except for the value  =0.9. The worst results are highlighted by magenta and cyan colors for VI and PC metrics, respectively.
For Heart dataset the values of the metrics for the parameter  are constant except for the values  =0.1,  =0.5,  =0.6 and  =0.7 (Fig.2) .
The best result was obtained for the VI measure (marked with magenta color) for  =0.1, and the worst for  = 0.6.
The best result for Purity metric (NSL-KDD dataset) was obtained at  =0.4, while the worst result was obtained for the PC metric with the same value of  (Fig.3.) . The Mirkin (blue line) and Purity (red line)
metrics are approximately constant for all  values.
Our research has shown that the proposed method works better than k-means on the Australia data set according to the Purity (29.58%), Mirkin metric (8.95%) and F-measure (0.61%), on the Heart data set according to F-measure (3.86%) and VI (27.79%), and NSL-KDD for the metric VI (12.59%).
VI. CONCLUSION
In this paper, a new clustering method was proposed to detect abnormal values in Big data.
The aim of the algorithm presented in the paper is to improve the anomaly detection.
This study assigns to each point that determines its relative position in the entire data set. In this research, the weights were assigned to each point (instance) and determine the relative position of this point in the entire data set. The purpose of this paper was to show that weighting improves the clustering solution. The comparison was made using three data sets containing anomalous values. The quality of the clustering result was estimated using six metrics. An important feature of the proposed approach is that it increases the accuracy of The experimental results showed that the proposed algorithm more accurately detects anomalous values compared to k-means algorithm.
Our research has shown that the proposed method works better than k-means on the Australia data set according to the Purity, Mirkin metric and F-measure, on the Heart data set according to F-measure and VI, and NSL-KDD for the metric VI.
It can be concluded that the proposed approach for anomaly detection is of practical importance.
