Databases and data warehouses contain an overwhelming volume of information that users must wade through in order to extract valuable and actionable knowledge to support the decision-making process. This contribution addresses the problem of automatically analyzing large multidimensional tables to get a concise representation of data, identify patterns and provide approximate answers to queries.
INTRODUCTION
In many database and data warehouse applications, users tend to (1) be drowned in data and even in knowledge discovered from data, (2) use more dimensions (variables) than necessary to explain a set of phenomena and check predefined hypotheses, and (3) analyze a generally heterogeneous population of observations/individuals. In order to reduce their memory overload and working space induced by their tendency for over-dimensioning and the inherent heterogeneity and huge volume of data, we propose to use a probabilistic modeling technique, called non-negative multi-way array factorization (NMF), to identify patterns and approximate data and query answers. Such a technique will then be compared to log-linear modeling (LLM).
Many topics have attracted researchers in the area of data warehousing: data warehouse design and multidimensional modeling, materialized view selection, efficient cube computation, query optimization, discovery-driven exploration of cubes, cube reorganization, cube mining, and so on. Recently, there has been an increasing interest for applying/adapting data mining techniques and advanced statistical analysis (e.g., cluster analysis, principal component analysis, log-linear modeling) for knowledge discovery [21, 19, 24, 18] and data compression in data cubes [3, 4, 5, 13] . In [24] , an approach based on log-linear modeling is used to identify exceptions in data cubes by comparing anticipated cell values against actual values. In [4, 5] , log-linear modeling is used for data compression.
Approximate query answering in data warehouses has been used in order to accelerate aggregate computation and query execution at the expense of some information loss. Existing work has been conducted based mainly on sampling [3, 13] , clustering [29] , wavelets [7] or maximum entropy principle [23] . Palpanas et al. [23] propose an approach based on information entropy to (i) detect deviations, and (ii) estimate the original multidimensional data from aggregates for approximate query answering purposes. A wavelet-based approach is used in [7] to approximate query answering, and proves to be more effective than sampling techniques. In a similar spirit, [26] uses the probability density distribution of data in order to propose a compressed representation of data cubes which reduces data storage and leads to approximate answers to aggregate queries. Wavelet based techniques have been used either for progressive evaluation of some specific OLAP queries [2, 7] or as a sampling technique. As in [26] , Vitter et al. [27] use wavelets for compressing sparse data cubes and getting approximate answers of aggregate queries. In [22] , an approach towards the approximation of the answer to OLAP queries and the identification of classification and characteristic rules is proposed using the rough set theory. It allows the user to get an approximate answer to his query either in a restricted mode using a cube lower approximation or in a relaxed mode using cube upper approximation.
The NMF approach was initially developed for analyzing two-dimensional data [20] , and generalizes easily to higher dimensional data [28] . It has been applied to analyze various data such as image, music, text or medical signals (see Section 6 of [15] for further references). To the best of our knowledge, NMF has never been applied to the analysis and exploration of data cubes.
The paper is organized as follows. First, we describe a real-life running example in Section 2 and provide in Section 3 some background about probabilistic modeling using NMF or LLM. Section 4 aims to show the potential of the selected modeling technique for cube approximation, compression and OLAP querying. Section 5 provides a discussion of the two modeling techniques while Section 6 summarizes our findings and future work.
AN ILLUSTRATIVE EXAMPLE
We now introduce the running example that will be used in the sequel to illustrate the use of NMF for cube modeling and approximation. It is based on a study conducted on a sample of 214 Canadian firms listed on the Stock Market and aimed at establishing links between corporate governance practices and other variables such as the shareholding structure [6, 15] . Governance is defined as the means, practices and mechanisms put in place by organizations to ensure that managers are acting in shareholders' interests. Governance practices include, but are not limited to, the size and the composition of the Board of Directors, the number of independent directors and women sitting on the Board as well as the duality between the position of CEO and the position of Chairman of the Board. Based on the collected data, a data warehouse has been constructed with sixteen dimensions and an initial set of fact tables for data cube mining and exploration. Table 1 is a fact table which provides the number of firms according to four dimensions: USSX, Duality, Size, and QI. USSX∈ {Yes, No} indicates whether the firm is listed or not on a US Stock Exchange. Duality ∈ {Yes, No} indicates whether the CEO is also the Chairman of the Board. Size ∈ {1, 2, 3, 4} represents the size of the firms in terms of the log of their assets. The values are 1 (< 2), 2 (≥ 2 and < 3), 3 (≥ 3 and < 4) and 4 (≥ 4). QI expresses the index of corporate governance quality and takes one of the following values (from worst to best quality): Low (< 40%), Medium (≥ 40 and < 70%), and High (≥ 70%). Low Med High  1  0  7  0  4  3  0  No  2  7  21  12  6  12  4  3  11  13  11  4  4  2  4  0  3  1  0  2  0  1  0  1  2  0  0  0  Yes  2  4  12  0  7  10  1  3  4  4  14  5  8  2  4  0  3  7  0  2  1   Table 1 : Data cube for the Governance example.
PROBABILISTIC DATA CUBE MODELS
Consider a n-dimensional data cube X, and assume that the measure in each cell is a frequency xi 1 i 2 ...in ∈ N.
1 Without loss of generality and to simplify notation, we will use n = 3 from now on. The three dimensions are denoted A, B and C, with respective modalities {ai}i=1...I , {bj }j=1...J , and {c k } k=1...K . Each cell x ijk of the 3-dimensional cube X = [x ijk ] therefore contains the count of the number of observations of the three modalities (ai, bj , c k ).
Information contained in a high dimensional data cube may be difficult to access or visualize. For example, it may be hard to identify which dimensions interact, or which parts of the cube display consistent patterns. Probabilistic models such as NMF and log-linear models can discover such interactions and patterns, by finding a concise representation that provides a faithful approximation of the data. The use of a concise model reduces both storage space and processing time, while a good approximation ensures that queries performed on the model return reasonably accurate answers. A probabilistic model assigns a probability P (i, j, k) to the observation of the tuple of modalities (ai, bj , c k ). The fit of the model to the observations is measured by the log-likelihood:
The most flexible, or saturated, model estimates each P (i, j, k) based on the data, i.e., P (i, j, k) = x ijk /N , with N = ijk x ijk . This model essentially reproduces the data without modeling any interesting or systematic effect. In our example, this means that it is not possible to discover that the quality of the governance QI is strongly dependent on the duality. On the other hand, the independence model assumes that all variables are independent:
with Maximum Likelihood estimates: P (i) = jk x ijk /N , (and similarly for j and k). This model is parsimonious (i.e., has a small number of parameters) but too simple (and often unrealistic) since it does not model interactions between variables. In our example, it means that the independence model will ignore the strong interaction between QI and Duality, i.e., it yields similar probability for high governance quality, regardless of the value of Duality.
Useful models usually fall somewhere in between these two extremes: they strike a balance between expressive power (good approximation) and parsimony (few parameters).
Non-negative Multi-way Array Factorization
The model associated with NMF is a mixture of conditionally independent multinomial distributions. It generalizes Probabilistic Latent Semantic Analysis [17] , commonly used for text applications, to more than two dimensions:
where m is a given component and M the number of components. The latter controls the flexibility of the model. More components allow more free parameters and a better approximation of the data, but too much flexibility yields over-training, i.e., a model that over-represents artifacts of the data at the expense of the underlying phenomenon. The parameters W m , H m and A m are the m-th columns of
X, matrices W, H and A are a factorization of cube X. Since they contain probabilities, the factors are also non-negative. The mixture model in Equation 2 is therefore an instance of Non-negative Multi-way array Factorization [28] , a generalization of Non-negative Matrix Factorization [20] . Parameters are estimated by Maximum Likelihood, which is conveniently done using the Expectation-Maximization (EM, [11] ) algorithm. Several alternative algorithms exist for NMF in 2D [12] , but algorithms currently proposed for n > 2 minimize either the Kullback-Leibler divergence (equivalent to Maximum Likelihood, see [14] ) or squared error [28] . The parameter estimation procedure is as follows:
• Initialize mixture weights P (m) and profiles P (i|m), P (j|m), etc. to uniform distributions plus small random perturbation.
• Iterate over t = 0 . . . :
and similarly for P (t+1) (j|m) and P (t+1) (k|m) [15] .
• until the increase in likelihood is smaller than a small threshold (e.g., 10 −6 ).
The main modeling issue is therefore to select the correct number of components. Although the NMF literature often ignores this issue, the probabilistic modeling framework offers tools for selecting the appropriate model complexity. One solution is to rely on information criteria such as AIC [1] or BIC [25] . Defining the (log) likelihood ratio as twice the difference in log-likelihood between the fitted model and the saturated model,
, and df the number of degrees of freedom, i.e., the difference in the number of free parameters between the fitted model and the saturated model, df = IJK − (I + J + K − 2) × M , we have:
The number M of components with the lowest AIC (or BIC) is then selected. As components are represented by profiles along the various dimensions, P (i|m), P (j|m) and P (k|m), each component may select a subset of modalities, by setting other probabilities to zero. One key feature of NMF is its ability to identify dense sub-cubes (expressed by components) inside the original, possibly sparse, data cube. Such a feature can then be exploited to approximate query answers using appropriate components (see Subsection 4.3) or to conduct further analysis on components using, for example, log-linear modeling.
Log-Linear Modeling
As indicated earlier, log-linear modeling has been used in the field of data warehousing for data approximation and outlier detection. The principle of this modeling technique [9] is to decompose the log-probability of given cell value as an additive sum of terms involving all combinations of subsets of dimensions:
where λ is the overall mean (in the log domain) and all other parameters model the effect of a subset of the dimensions, e.g. λ BC jk models the joint effect of observing B = bj and C = c k , regardless of variable A. In order to have an identifiable model, the marginals of the parameters are constrained to zero:
When all terms are present in Equation 4 , this corresponds to the saturated model. The complexity of the model may be controlled by removing some parameters (or setting them to zero), which adds the corresponding degrees of freedom. Of course, as parameters are removed, the model deviates progressively from data. Therefore, selecting the appropriate model is again a compromise between parsimony and approximation. This may conveniently be done using iterative model selection methods such as forward selection or backward elimination. In backward elimination, one starts with a large model, for example the saturated model, and iteratively eliminates interactions (from higher to lower order), as long as the associated increase in G 2 is not significant at a pre-specified level (usually 95%), until none of the remaining interactions may be eliminated. Forward selection proceeds the opposite way by starting with a small model (generally the independence model) and then adding interactions of increasing order. The parameters of the model may be obtained either by directly optimizing the likelihood with a Newton-Raphson algorithm [16] , or by using the Iterative Proportional Fitting (IPF) procedure [10] , a dedicated method for modeling multi-way frequency tables. These techniques may also be used together with information theoretic criteria such as the AIC or BIC (see Equation  3 ). Note that in the context of LLM, AIC seems to be preferred [9] .
The most popular log-linear models are hierarchical models: all lower-order effects within higher-order ones are necessarily included. A common notation for hierarchical loglinear models is therefore to specify only terms with the highest order interaction. For example, {A * B, A * C} denotes the hierarchical model containing A * B and A * C as well as first order terms A, B and C.
Rates of compression and approximation
The goal of probabilistic modeling is to produce an approximation of the data cube that uses as few parameters as possible. We will therefore be interested in measuring the compression rate and the approximation quality for each model. The compression rate is linked to the ratio of the number of free parameters f in the model and the total number of cells in the cube, Nc, and is defined as:
With df the number of degrees of freedom defined above. By definition, the saturated model has a compression rate of 0% since f = Nc. Typical probabilistic models offer a direct way to control the compression rate by tuning the model complexity. For NMF, the compression decreases linearly as the number of components grows. In our three dimensional example, Nc = I ×J ×K and, with M components, f = (I +J +K −2) * M , such that:
In the situation where the components are sparse, i.e., many parameters are zero, 2 an arguably better way to measure the compression offered by the model is to take into account the non-zero parameters only. In such a situation, Equations 5 and 6 are lower bounds that offer a minimum guaranteed compression rate for a model with the given number of components.
The approximation quality may be measured in various ways such as the mean squared error or the mean absolute error. In the context of probabilistic models, it is measured by the log-likelihood (Equation 1) or, equivalently, the deviance G 2 . The deviance offers a "standard" way to measure the approximation quality: perfect approximation yields a deviance of 0 and higher deviance means worse approximation, so it is a good way to compare various models of the same data cube. However, there is to our knowledge no way to offer a guaranteed approximation level a priori for a given data cube and model complexity (i.e., number of components in NMF or number of interactions in LLM). The optimal approximation error depends on the level of noise in the data. In typical situations, the noise level is unknown before modeling, therefore the resulting approximation level can not be guaranteed. Note however that for most probabilistic models, increasing the model complexity will systematically improve the approximation of the data on which the model is estimated. If a given approximation level is required, it is straightforward to increase the model complexity, e.g., by adding components in NMF, until the minimum deviance is reached.
DATA COMPRESSION, APPROXIMATION, AND RETRIEVAL
Besides the Governance data cube described in Section 2, we used two synthetic data sets to illustrate the potential of NMF for data approximation/compression as well as approximate query answering. One of the sets is a simplified version of a dimension . This cube has a relatively small set of dimensions but one of them has a large number of modalities (members). Table 2 summarizes the features of the three data cubes in terms of their dimensionality, the number of members per dimension, the number of records/instances, the number of cube cells as well as the density. The first cube was selected because it represents real data while the other ones were retained for their relatively higher size or dimensionality.
Model Estimation
We illustrate model estimation for both NMF and LLM through the Governance cube.
For NMF, the information criterion AIC identifies three components (see Figure 1) . Therefore, the user can see these components as a way to cluster the initial cube into homogeneous data sets, and hence can focus his analysis on some identified components rather than the whole population (cube). The first component C1 represents only 16% (P (C1) = 0.16) of the observations and corresponds to companies with no duality (i.e., they have distinct CEO and Chairman of the Board), listed in a US stock exchange and, with high governance quality. This component represents what we could call the "virtuous" companies. The second component represents the rest of the companies listed on a US Stock Exchange, for which the governance quality is lower than in component C1. Finally, the last and largest component contains small to moderate-sized companies which are not listed in the US Stock Exchange.
The parsimonious model generated from this cube using LLM is {QI*Size*USSX, QI*Duality}. This means that (i) the link between QI, Size and USSX needs a three-way interaction, expressing the fact that the relationship between governance quality and USSX is not the same in each value of firm size, and (ii) Duality is only involved in a twoway interaction with QI, indicating that the presence or absence of duality in governance quality is the same for all Figure 2 illustrates the well-known trade-off between compression and approximation on the Governance cube. The X-axis is the number of parameters in the model (lower means more compression) while the Y-axis is the likelihood ratio (lower means better approximation). The dotted lines are contours of the AIC. An ideal model with good approximation using few parameters would be in the bottom left corner.
Compression and Approximation
From this figure, one can see that the independence and saturated models are two extremes, and other probabilistic models are positioned in between. Moreover, as the number of NMF components increases, the approximation improves, but the number of parameters grows. One model that reaches a good compromise between compression and approximation is the 3-component model, which has the best AIC of all NMF models. Note that the parsimonious loglinear model reaches a different, and seemingly better (for that cube) compromise.
In order to empirically analyze the trade-off between compression and approximation, we consider our three example cubes and three models (NMF with BIC, NMF with AIC and LLM), and compute for each model the compression rate Rc (Equation 5 ) and the deviance G 2 . Table 3 shows that in the Governance cube, all models compress the data by one half to two-third. The Customer cube compresses well, from 76.4% for LLM to about 95% for NMF. Finally, the Sales cube is harder to compress. Using BIC, the NMF yields a compression rate of only 26% for the third cube, while LLM does not manage to compress the data since there exists a three-way interaction between the three existing dimensions. These experimental results confirm that BIC yields a more parsimonious representation than AIC. This is known from theoretical considerations, as the BIC penalty is larger. However, results also seem to indicate that NMF tends to compress the data more than LLM. This comes of course at the price of a worse approximation, as indicated by G 2 in Table  3 . In all cases, the deviance is much larger for the BICoptimal NMF than for the AIC-optimal NMF and LLM, indicating a worse fit.
These results suggest that NMF and LLM are able to balance the conflicting goals of compression and faithful representation of the data in different ways and to different degrees, with LLM focusing more on good approximation, while NMF produces more compact representations of the data. In the most extreme case presented here, the BICoptimal NMF represents the 2400 cells of the Customer cube using only 109 free parameters. This represents a very large space saving.
The approximation of cubes allows also a better understanding and an easier exploration of data as indicated below.
Approximate Query Answering
In the following, we show how OLAP queries [8] may be answered within the NMF framework using information about the generated components. We consider the following operators: selection (Dice), projection (Slice) and aggregation (Roll-Up). Many other OLAP operators (Rotate, switch, etc.) are concerned primarily with visualization and/or permutations of dimensions and modalities, and therefore do not carry any significant change to the model.
A Roll-up will aggregate values either over all the modalities of one or several dimensions, or over subsets of modal- ities. This is easily implemented on the model by summing over the corresponding probabilistic profile. In addition, when a roll-up is performed over all modalities of a dimension, by definition the sum over the entire probabilistic profile is 1, i.e. k P (k|m) = 1, meaning that this probabilistic profile is simply dropped from the model. An example will clarify this. Without loss of generality, let us assume a three-dimensional cube X = [x ijk ] with corresponding 3D NMF model Px(i, j, k) = m P (m)P (i|m)P (j|m)P (k|m). A roll-up over dimension k will result in a 2-dimensional cube Y = [yij ]. The corresponding NMF model is Py(i, j) = k m P (m)P (i|m)P (j|m)P (k|m) = m P (m)P (i|m)P (j|m). The model estimate for the rolled-up cube Y is therefore obtained "for free" from the model of the original cube X with essentially no additional computation. Note that the resulting model for cube Y is not optimal in the sense that it does not necessarily maximize the likelihood on that cube. However, the resulting estimated counts yij = N.Py(i, j) are exactly the same as what we would obtain by first forming the estimated cube for X using x ijk = N.Px (i, j, k) , and doing a roll-up on that cube. Doing the roll-up on the model lightens the computational requirements. In the example given above, instead of order 4.M.I.J.K operations for constructing the entire cube and I.J.K for the aggregation operation, only 3.M.I.J operations are required.
The Slice and Dice operations are similar in the sense that they select a portion of the cube and differ mainly on the extent of the selection. The availability of a probabilistic model potentially cuts the processing in at least two ways. First, only the necessary cells may be approximated, instead of computing the entire approximate cube and performing the Slice or Dice explicitly on the full cube. Second, during the approximation, it is possible to discard the components that are not relevant to the current query.
As an illustration we will use the NMF model of five components selected by BIC for the Customer cube. Table 4 shows modalities of the Customer cube and its five components C1 to C5. The table shows, for each component, the modalities of each dimension that are "active", i.e. have a 3. Roll-Up1: Number of customers according to Income, Occupation, and Education (a subset of dimensions of the Customer cube).
4. Roll-Up2: Number of customers according to the five dimensions (Status, Income, Child, Occupation and Education) with a roll-up on the Income hierarchy (e.g., three intervals: 1-3, 4-5, and 6-8).
The Slice query is processed using only components C1 and C5-all other are zero for Education=4. The Dice query is also processed using C1 and C5 only and can be executed as follows: (i) restrict the component C1 to the specified values of Education and Child to get C 1 (a 3-dimension component); (ii) compute, into C 5 , the number of customers according to Status, Income, and Occupation for customers with Child ∈ {3, 4, 5}; and (iii) add pairwise the values in C 1 and C 5 to get the approximate answer. For the third query related to a roll-up operation, a three dimensional model is available directly from the original five dimensional NMF by dropping the profiles for Child and Education from the model. All the five components are used, but for three dimensions only.
Finally, the fourth query concerns a roll-up on the hierarchy of the Income dimension. It can be answered by selecting the appropriate components and aggregating data for each interval of Income. In that way, irrelevant components can be ignored for each interval of Income (component C1 for interval 1-3, and C2 to C4 for 4-5 and 6-8). between the result of each query performed on the original data, and the approximation calculated as presented above, directly on the model. We also check whether the model approximates well empty cells in the cube by calculating the approximation error limited to these empty cells (mE0 and ΔE0). Table 5 shows that, the mean absolute error by cell (mE) is the smallest for the Slice query. This situation is explained by the fact that Slice query processing does not need cell aggregation which implies error accumulation. In the Roll-Up2 query, errors are partially accumulated since a partial aggregation is performed while building intervals on Income.
(mE0) and (ΔE0) values are very small, which indicates that zero-cells are generally well-estimated.
DISCUSSION
The present work shows that NMF and LLM display similarities and differences. As NMF and LLM are probabilistic models, they associate a probability to each cell in the data cube. This is very helpful to detect outliers by comparing the observed count in one cell with the expected frequency according to the modeled probability (see [15, 24] ).
Both models break down a complex data analysis problem into a set of smaller sub-problems. In the context of data warehousing, this means that instead of exploring a large multi-dimensional data cube, the user can analyze a few sets of smaller cubes. This reduces distracting and irrelevant elements and eases the extraction of actionable knowledge.
NMF can identify homogeneous dense regions inside a sparse data cube and find relevant modalities within each dimension for each sub-cube. LLM, on the other hand, can identify important correlations between dimensions. While NMF expresses the original data cube as a superposition of several homogeneous sub-cubes, LLM expresses the original data cube as a decomposition into a set of sub-cubes expressing strong associations among dimensions. In both cases, the sub-cubes allow the user to focus on one particular component/association at a time rather than on the population as a whole.
Although both models can handle a variety of multi-way arrays, there are also key differences in the way they use their parameters [15] . In NMF, the number of parameters scales linearly in the number of components, and the scaling factor is the sum of the number of modalities on all dimensions (up to a small constant, e.g., I + J + K − 2 for three dimensions). On the other hand, the number of parameters in LLM depends on lower-order products of the number of modalities in each of the dimensions involved in the retained interactions. As a consequence, LLM is better suited for modeling tables with many dimensions, each with relatively few modalities, like in some data cubes. NMF will get the largest benefits from situations where there are relatively few dimensions, each with large numbers of modalities, such as textual data.
CONCLUSION
In this paper we advocate the use of non-negative multiway array factorization for the approximation, compression and exploration of data cubes. We also compare this technique with log-linear modeling for cube approximation and compression. Both techniques reach a compromise between smaller memory footprint and good approximation. Finally, we show how NMF can handle OLAP query answering by selecting the appropriate components to consider. This is particularly useful for queries involving selection and/or roll-up on dimensions.
Our future work concerns the following topics: (i) improve the efficiency of the model selection and parameter estimation procedures in order to scale up to very large data cubes, (ii) incrementally update an NMF model when a set of aggregate values are added to the data cube such as a new dimension or new members of a dimension (e.g., a new month); and (iii) explore and intensively experiment the potential of NMF for approximating large data sets, and for preprocessing data to get homogeneous and dense sub-cubes that could then be analyzed individually using LLM for example.
