Abstract-In this letter, we propose an asymptotically stable joint-space dynamical system (DS) that captures desired behaviors in joint-space while converging toward a task-space attractor in both position and orientation. To encode joint-space behaviors while meeting the stability criteria, we propose a DS constructed as a linear parameter varying system combining different behavior synergies and provide a method for learning these synergy matrices from demonstrations. Specifically, we use dimensionality reduction to find a low-dimensional embedding space for modulating joint synergies, and then estimate the parameters of the corresponding synergies by solving a convex semidefinite optimization problem that minimizes the joint velocity prediction error from the demonstrations. Our proposed approach is empirically validated on a variety of motions that reach a target in position and orientation, while following a desired joint-space behavior.
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I. INTRODUCTION

R
OBOT motion planning in joint-space has long been a major field of study [1] . For manipulation problems with an objective defined in task-space, we can often find a myriad of joint-space trajectories to achieve the same task-space goal. In many cases, however, certain joint-space trajectories are favored over others; for example, when we expect the robot to follow a desired joint-space behavior or "style", as illustrated in Fig. 1 . In this paper, we will explore the problem of learning a preferred joint-space behavior from previously demonstrated trajectories while still accomplishing a task-space goal, through the Learning from Demonstrations (LfD) paradigm [2] , [3] . Most LfD approaches learn motions either in joint space [4] , [5] task space [6] , [7] via probabilistic models. To ensure that the learnt models reach the desired task-space target, Dynamical System (DS) formulations have been used to ensure stability and convergence [8] , [9] . In many cases, however, one may want to specify a jointspace behavior that the physical robot should follow while simultaneously reaching a task-space objective. For example, learned joint-space behaviors are helpful in playing ping-pong [10] , grasping [11] , and avoiding self-collisions of bi-manual manipulators [12] . For a visual example of a task-space problem in which joint behavior is essential, see Fig. 1 . Moreover, learning a motion in joint space allows us to avoid inverse kinematic (IK) approximations. Task-space motion generators learned from demonstrations all rely on projecting the desired task-space velocity into joint-space via Jacobian Pseudo-Inverse IK approximations and variants thereof [1] . When the main focus is on executing a specific task-space behavior, regardless of a joint-space constraint, this approach is sufficient [13] , [14] . However, for other applications, such an approach yields significant problems [15] . Mainly, when the Jacobian matrix cannot be inverted (i.e., when the robot is near a singularity) its behavior becomes erratic, requiring layers of additional engineering to generate smooth trajectories and ensure the desired task-space behavior. This encapsulates the main source of inaccuracies in tasks that require fast dynamical motions, such as catching/reaching for moving objects [16] , [17] .
Finally, by learning a behavior in joint-space we can inherently reach a task-space target, not only in the Cartesian 3-D space R 3 , but also in the space of orientations SO (3) . Planning or learning the rotational component of motion is a challenging problem. Representing an orientation as a vector in Euclidean space may lead to inaccurate and unstable motions, due to its directional nature and vulnerability to singularities. Several works have proposed tailor-made learning approaches that consider the non-Euclidean geometry of the SO(3) space to generate rotational motion [18] [19] [20] . These approaches, however, require an explicit coupling between position and orientation, that might cause discontinuities in the resulting motion. Such coupling is not necessary if the motion is encoded in joint-space.
Several approaches have tackled the problem of learning joint-space behaviors with task-space objectives. [21] notably attempted to address this problem by learning separate motion policies in task space and the null space of the Jacobian (which would not affect task-space position), and driving the robot with a weighted sum of the two. However, this approach does not seek convergence to the desired task-space target and is still reliant on computing the pseudo-inverse Jacobian. [11] and [12] expand on this approach by projecting task-space constraints into joint space using IK, and then learning a joint-space policy that incorporates both task and joint space constraints, but this similarly relies on IK approximations and does not ensure convergence to an attractor. [22] proposed an approach with similar properties to our desiderata, where two concurrent DS, one in task-space and one in joint-space, are modulated by enforcing kinematic coherence constraints to avoid singularities. The resulting DS avoids singularities through generalization of the pseudo-inverse approximations. However, because the two DS have their own unique attractors, the non-linear interaction between them imposed by the kinematic constraints does not ensure that the combined DS has a unique attractor. This gives rise to spurious attractors or cycles, and thus requires careful tuning to avoid them.
In this work, we seek to devise an augmented Joint-space Task-oriented Dynamical System (JT-DS) that not only incorporates task-space attractors, but also avoids the problems generated by pseudo-inverse approximations. To approximate this DS, we further propose an algorithm to learn a set of behavior synergies, each of which corresponds to a different stable behavior in joint space, and modulate the use of these synergies throughout joint-space using a learned Linear Parameter Varying (LPV) system. We determine the scheduling parameters for the LPV by finding a lower-dimensional embedding of the joint space, which accounts for the variation in the demonstrated motions. We then learn a policy in embedding space for combining our behavior synergies to accurately reconstruct the demonstrated trajectories. Hence, our dynamical system: 1) computes a motion in joint-space that provably and asymptotically converges to a task-space target. 2) is formulated such that joint-space behaviors can be learned from demonstrations as synergies. 3) can transit through kinematic singularities. The most similar approach to our proposed DS is the Jacobian transpose (JT) control method [23] . The JT control is an IK method that yields a dynamical system in joint space which converges stably over time to a desired end-effector target, without the need for pseudo-inverse computations. It shares some of our approach's advantages: fast computation and provable task-space stability. However, despite some previous work designing velocity adjustments by hand [24] , this is, to the best of our knowledge the first work to employ a JT system to learn behaviors from demonstrations. Furthermore, by formulating our LPV system on a latent embedding (via dimensionality reduction schemes), we are able to discover meaningful local behavior synergy regions, while being robust to outliers, noise and redundancies that might arise from raw demonstrations. This leads to a compelling improvement in generalization of the demonstrated behavior, as opposed to learning the LPV system solely in joint space. This paper is organized as follows. Section II formalizes the problem. The proposed dynamical system is introduced in Section III. In Section IV, a probabilistic model is introduced to approximate the parameters of the dynamical system. In addition, a convex optimization problem is formalized to estimate these parameters. In Section V we provide a thorough validation of our proposed DS and learning approach. We finalize with a discussion in Section VI.
II. PROBLEM STATEMENT
Consider a robotic system with d task-space dimensions and m degrees of freedom. The system is directed via a joint-position or joint-velocity controller. We are further provided with a set of N demonstrated joint-space trajectories D = {{q t,n ,q t,n } t=1,...,T n } n =1,...,N , where T n is the number of the sample points of the nth demonstration. We refer to the system's joint-space position as q = q 1 . . . q m T ∈ R m , and to its task-space target as x ∈ R d . 1 The kinematics of the robot are assumed to be known, hence, the robot's forward kinematics are indicated by x = H(q) and its Jacobian is J(q) = dx dq ∈ R d×m . We wish to formulate a DSq = f (q) which satisfies the following two criteria:
I) The DS must be asymptotically stable 2 with respect to a fixed task-space target x * . This can be expressed by ensuring that the following Lyapunov function
is stable; i.e.,V (q) < 0 ∀q ∈ Q and
can be thought of as a metric for the task-space distance-to-go. II) The DS should encapsulate the desired joint-space behaviors such that the following metric is minimized
whereq d are the "true" velocities from the demonstrations, and f (·) is the motion generation policy. The error metric (2) is advantageous in that it mimics the magnitude and direction of the demonstrated motions. This makes the reproduced motion visually most similar to the human definition of "joint motion style" [25] .
III. AUGMENTED JOINT-SPACE TASK-ORIENTED DYNAMICAL SYSTEM
To achieve the two criteria presented in (1) and (2), we propose the following DS, which we refer to as the augmented Joint-space Task-oriented DS (JT-DS):
where A(q) ∈ R m ×m is constructed using the LPV system paradigm [16] , [26] . of which encodes a "local joint-space behavior synergy" that shapes the motion in joint-space. Specifically, the "local synergy matrices" A k are joint-space transformations that bias the resulting motion to use particular joints. By modulating each local synergy in time as well as space through the activation functions θ k (·) we can generate the desired non-linear jointspace behaviors. Note that in the LPV paradigm θ k (·) can be a function of time t, "joint-posture" q, an external signal d(t) or a lower-dimensional representation of the joint posture φ(q). Because we seek a time-invariant controller and know that "jointpostures" can be accurately represented in a lower-dimensional space, in this work we chose to parametrize θ k (·) with φ(q). Before proving that (3) satisfies all of the criteria, one can intuitively understand the control law as follows: (H(q) − x * ) denotes the task-space error wrt. the target 3 . We derive the taskspace velocity of a proportional controller minimizing that error by multiplying by −1. Then, by multiplying this task-space velocity by the transposed Jacobian J T (q), it is transformed into a joint-space velocity vector correlated with the error (similar to Jacobian transpose control [23] , [27] ), see Fig. 2 . The positive definite matrix A(q) warps the resulting joint-space velocity; Fig. 3 illustrates the effects of A(q) on the generated motion. Thus the controller can be thought of as a proportional controller in joint space. Lastly, we refer to A(q) as the joint augmentation matrix as it augments the outputted joint velocities. Proposition 1. The DS in (3) accomplishes criteria (I) if ∀k ∈ {1, . . . , K} the following constraints are met.
Proof: See Appendix A. Criterion (II) (i.e., encoding specific joint-space behaviors) is achieved by embedding the desired joint-space behavior in the matrices A k (q) ∀k ∈ {1, . . . , K}. We describe in the next section an approach to automatically learn the number of matrices K, their values and their corresponding activation functions θ k (·) from demonstrated data. 
IV. LEARNING JOINT-SPACE TASK-ORIENTED DYNAMICAL
SYSTEMS IN SYNERGY SPACE The behavior of the JT-DS algorithm can be best understood through the lens of synergy control [28] . In robotic synergy control, a robot's movements can be decomposed into a small number of synergies: principal components of the joint-space that are sufficient to accurately recreate the desired robotic behaviors. In our case, the synergies are represented by the matrices A 1 , A 2 , . . . , A k , and A(q) represents the resulting motion constructed from a superposition of different synergies (through (3)).
A central question arises: how do we modulate the synergies in different regions to yield our desired behavior? First, we assume that our desired behavior can be efficiently described 4 using a sub-manifold of the joint-space, called the embedding space. We would like to define the robot's policy in embedding space such that in different regions of the space, we will prioritize different synergies. We are thus left with three problems: (I) finding an underlying synergy-space Z in which the behavior can be accurately controlled (defined by a mapping φ : Q → Z), (II) finding a policy for modulating the synergies in different regions of the synergy space (defined by θ k (φ(q)) ∀k ∈ {1, . . . , K}), and (III) finding parameters for the synergies themselves (defined by A k ∀k ∈ {1, . . . , K}). Our choice of parameters must also obey the constraints laid out in (4) . We thus propose the following 3-step learning procedure:
I) We first construct our embedding, which provides us a lower-dimensional manifold through which to control the robot, by projecting the demonstration data (i.e., collections of joint positions q ∈ R m ) into a lowerdimensional embedding φ(q) ∈ R p≤m . In Section V we evaluated Principal Component Analysis (PCA) [29] or Kernel PCA (KPCA) with RBF kernel [30] . II) We then jointly estimate the optimal number K of "local synergy regions" and the parameters of the scalar functions that determine the activation parameters θ k (φ(q)) for weighting these synergies, by fitting a Gaussian Mixture Model (GMM) on the projected joint positions φ(q) seen in the demonstrations. III) Once the local synergy regions have been found (described by each of the Gaussian distributions θ k (φ(q))), we compute the corresponding joint synergy matrices A k ∀k ∈ {1, . . . , K} for each region by formulating a convex optimization problem that finds the optimal set of A k 's that minimize the overall velocity error with respect to the demonstrations (2).
A. Embedding Joint Configurations in Low-Dim. Space
The search for a lower-dimensional embedding of the joint space stems from the desire to identify a simplified coordinate system in which each principal component corresponds to an important source of variation in the demonstrated trajectories, and which is thus suitable for parameterizing the demonstrated behavior. Motor control studies have postulated that human arm motions like reaching or following straight/curved line trajectories, rather than utilizing the full joint space |q|, are the result of compromising between planning a straight line in the task space and a straight line in the joint space [31] , [32] . This suggests that human arm motion in general tends to move on a plane, and thus can be represented in such a lower-dimensional space.
In this work, we assume that configurations that are nearby in joint-space should exhibit similar behaviors, and thus it is natural that we choose a low-dimensional embedding that preserves the variance in our demonstrations. To this end, we construct a single global embedding φ(q) by training dimensionality reduction techniques on the demonstrated trajectories. The learned embedding φ(·) maps a joint configuration q ∈ R m into a lowerdimensional configuration z ∈ R p , where p < m. For example, if the shoulder and arm joints are coupled throughout the motion, and φ(q) were a matrix multiplication (i.e., φ(q) = A p × q for A p ∈ R p×m ), it could map the "shoulder" and "arm" components of q into a single "shoulder-arm" component in φ(q).
B. Discovering Local Behavior Synergies
The next step is identifying the regions of space in which to activate different synergies. Given the set of projected joint position trajectories D = {{φ(q t,n )} t=1,...,T n } n =1,...,N where φ(q t,n ) is the lower-dimensional embedding of q t,n , t is the time-step and N is the number of demonstrations, we seek to learn a set of regions of distinct local synergies, each defined by their corresponding activation function θ k (φ(q)). Moreover, we would like for θ k (φ(q)) to have the following properties: (i) θ k (φ(·)) > 0 and (ii) K k =1 θ k (φ(q)) = 1. Such activation functions, also known as scheduling parameters for LPV systems, have been modeled in previous work as probability distributions [16] , [17] . Intuitively, we search for a probabilistic model that "explains" the variance in the demonstrated trajectories, and treat each cluster as expressing a local behavior, which the synergy will then approximate. In this work, we adopt this approach and use a GMM to estimate the joint distribution over the projected joint positions 5 
, where π k are the prior probabilities and {μ k , Σ k } are the mean and covariance matrices that parametrize the k-th multivariate Gaussian distribution. Each distribution represents a local region of projected joint positions φ(q), and will be used to construct the activation functions θ k of the kth synergy matrix. We define θ k (φ(q)) as p(k|φ(q)):
which is the probability of the projected joint-position φ(q) belonging to the k-th local synergy region. Therefore, each synergy region is associated with a Gaussian component of the GMM, cumulatively describing all the synergy regions of the dynamical system. We use the standard Expectation Maximization (EM) training algorithm to estimate the parameters of the GMM [33] . We follow a model selection approach described in Section V to find the optimal K.
C. Estimating the Synergy Matrices
Given the parameters of θ k (φ(q)) ∀k ∈ {k = 1, . . . , K}, one can construct A(q) as a linear combination of local A k synergy matrices as follows:
Notice the resemblance of (6) to the Nadaraya-Watson kernel estimator [34] , [35] 6 with a Gaussian pdf as its kernel function. Hence (6) can be considered a type of kernel estimator, with the key distinction that the weighting functions θ k (φ(q)) are not determined by individual points (as in the original NadarayaWatson kernel estimator) but by the components of a GMM, similar to the weighting functions derived in Gaussian Mixture Regression (GMR).
Intuitively, each "synergy region" is defined by a Gaussian distribution in the lower-dimensional space. The closer the robot is to a region, the more that region's synergy (A k ) influences the robot's current joint-space motions. Finding the appropriate synergy matrices A k to accurately reproduce the observed demonstrations can be reduced to a semidefinite program with the goal of minimizing (2) . The resulting optimization minimizes the mean squared joint velocity error from (2), resulting in a convex semidefinite optimization with a quadratic objective, as follows:
where f (q t,n ) is calculated by (3) with (6), and x * n is defined as the endpoint of the nth demonstrated trajectory. This optimization is always feasible; the only constraint is that the A k s be independently PSD. 6 The Nadaraya-Watson kernel estimator is used to estimate an unknown regressive function m(x) = E{Y |X }, which takes the general form of m(x) = n i = 1
where K(x, x i ) is a kernel function denoting the distance or similarity of x i to the given location x. [34] , [35] . 
V. EXPERIMENTAL VALIDATION
A. JT-DS Learning Performance Evaluation
To evaluate the proposed JT-DS learning algorithm we collected kinesthetic demonstrations on a 7-DOF KUKA LWR 4+ robot arm, for 7 different tasks (see Table I and Fig. 4 ) which require mimicking the demonstrated joint-space behavior while reaching for a single target in task space: r (1-2) Forward/Backward reaching: We guide the robot in forward and backward reaching motions towards a specific target in task-space with joint-space trajectories mimicking forehand/backhand strokes as shown in Fig. 4(a) .
r (3) (4) (5) Pouring motions: We guide the robot to emulate pouring motions with three different environmental constraints, leading to different joint-space trajectories. The first is without an obstacle in the workspace. The second is with an obstacle in the upper hemisphere of the workspace, where the human is seen folding the elbow and lowering the shoulder of the robot arm to avoid the obstacle. The third instance is with an obstacle in the lower hemisphere, and now the human raises the shoulder to avoid it.
r (6) Footstep-like motion:
We demonstrate a footstep motion which begins with a straight leg, moving through a singularity, and finally bringing the knee up. r (7) Singularity motions: Movement was constrained to the boundary of the workspace by fixing q i = 0 ∀i ∈ {3, . . . , 7}, the second joint was fixed to q 2 ∈ {10
• , 20
• , . . . , 100
• }, and only the first joint was moved by a human. This restricted the motion to a series of arcs of different radii along the robot's motion boundary. The recordings are collected at a rate of 500 Hz. However, our learning approach does not require such a dense representation of the trajectories, hence we down-sample them to 25 Hz. By performing our evaluation on all these datasets, we seek to: I) Verify that the learned behavior synergies are mimicking the demonstrated joint-space behaviors and generalize them to new initial joint configurations.
II) Analyze the role of dimensionality reduction in our proposed approach and further find the method which yields the best trade-off between accuracy and model complexity; i.e., the least number of dimensions p to represent our activation function θ(φ(q)) and the least number of local behavior synergies K. We thus evaluate three learning approaches with different dimensionality reduction algorithms: (1) None, (2) PCA and (3) K-PCA with RBF kernel. We perform 10-fold crossvalidation on all datasets, for each learning approach, with a training/testing ratio of 60%. To evaluate performance, we take the square root of the MSE defined in (2), which we refer to as the joint-velocity RMSE.
Performing such cross-validation in our case is not trivial, as our A(q) formulation has several hyper-parameters: the dimensionality p of our lower-dimensional embedding φ(q) and the number of local behavior synergies K. Moreover, when using K-PCA (with RBF kernel k(q, q ) = exp(− ||q −q || 2 2σ 2 )) we must also find the optimal width σ. Thus, for each fold and each learning approach we find the optimal hyper-parameters p, K and σ (when applicable), as follows:
We choose p such that the projection is capable of explaining 95% of the variance in the data. II) p and σ for K-PCA: The interaction of these two parameters plays a major roll in the resulting projection obtained from K-PCA. Hence, we do a grid search on a log-spaced range of σ rang e = [σ min : σ max ] values, where
This yields a feasible range for σ that is guided by the pairwise Euclidean distances between all points in the dataset. Moreover, K-PCA is not limited to providing a p m, in fact it can generate p ≤ M . This is a nuisance as in our datasets M ≈ 1000. To alleviate this we truncate σ rang e by computing the explained variance of the eigenvectors in feature space for different values of σ ∈ σ rang e . We then remove σ values from σ rang e whose number of optimal eigenvectors p > m and resample it. By doing this procedure, we can ensure that for all values in truncated σ rang e we will obtain p ≤ m. We then choose σ opt by running 10-fold cross-validation for all σ ∈σ rang e . III) K for GMM: We choose the optimal number of components K, by evaluating and selecting the best resulting model using the Bayesian Information Criterion (BIC) [36] . Typically, one chooses the optimal K manually, by visually identifying the point at which the BIC curve produced from K rang e stops changing or plateaus. To automate this process, we devised an approach which selects the optimal K as the one which yields the highest inflection point on the second order derivative of the BIC curve. Once these optimal hyper-parameters are estimated for each fold, we solve for the convex optimization problem in order to find our synergy matrices A's which best minimize the objective function (7) . We then select the initial joint configuration q 0 and target in task-space x * from each training/testing dataset, simulate the joint-space trajectories {q 1 , . . . ,q T }, with our learned A(q), and compute the joint-velocity RMSE between these simulations and the training/testing trajectories, as reported in Table I . We present the mean(std) for the optimal p, K and joint-velocity RMSE on training and testing set, found for every learning scheme over 10 runs. M = N n = 1 T n .
As can be seen, for all datasets there is a significant increase in performance on the testing sets when using either dimensionality reduction (DR) approaches. This suggests that using DR to encode our activation functions θ k in a lower-dimensional space φ(q) yields better generalization capabilities than encoding the behaviors in using the original q. This is most notable for the three pouring motions, where the joint-velocity RMSE testing error for a JT-DS model learned without DR is an order of magnitude higher than with DR. Such an error indicates that the demonstrated joint-behavior was over-fitted on the training set, which is also exhibited in the higher number of K needed to represent the motion without DR. For all datasets, the DR methods provided p < m/2, either comparable or less number of local behaviors synergies K and better RMSE errors on testing sets as opposed to no DR. By finding a lower-dimensional manifold to represent the joint trajectories, we are getting rid of outliers, noise and redundancies that might arise from the raw joint demonstrations. Hence, through DR we are capable of robustly extracting the local behavior synergies from raw demonstrations.
Both PCA and K-PCA yield comparable results, with K-PCA providing a slight improvement on some datasets. This suggests that perhaps a linear DR method might be sufficient for such tasks. However, if we seek to maximize accuracy a non-linear DR method should be employed. One of the drawbacks of K-PCA is its computational complexity for out-of-sample evaluations, which involves computing the kernel function between the new data-point and all the samples M . This is, however, not so taxing for our method as our datasets range in M ≈ 1000 and in previous work [37] we have experimentally found that evaluating <3000 RBF kernel computations (on a 3.4-GHz i7 PC with 8GB RAM)) in a control-loop with 2ms rate is feasible. If one requires extremely fast computation; i.e., a control-loop rate of <2 ms then PCA should be used as opposed to K-PCA.
Implementation Details: The learning pipeline is implemented in MATLAB. We used the Matlab Toolbox for Dimensionality Reduction [38] for implementations of PCA, K-PCA and its out-of-sample extension. The YALMIP framework [39] was used to solve the definite convex optimization problem. Source code for the entire learning pipeline and simulated behavior on multi-DOF robot arms can be found in: https://github.com/epfl-lasa/JT-DS-Learning. For execution of the learnt JT-DS models on a real 7-DOF the KUKA LWR 4+ robot arm, we provide the following code in C++: https://github.com/epfl-lasa/JT-DS-lib. The robot is controlled on the joint position level (linearly interpolating from joint velocities computed from JT-DS) at a rate of 500 Hz. The resultant joint angles are filtered by a critically damped filter to avoid high torques.
B. JT-DS Execution Performance Evaluation
We now seek to elucidate the distinctive properties of our JT-DS model by comparing its performance to a DS-based Cartesian motion generator + IK solver approach for behaviors (5)- (7) . For the Cartesian motion generator we use the SEDS (Stable Estimator of Dynamical Systems) approach [8] which learns an asymptotically stable DS in Cartesian space from demonstrations. We then generate joint trajectories through a damped least square IK solver. From hereon we refer to this approach as SEDS+IK.
1) Following Desired Joint and Task-Based Behaviors:
We compare tracking capabilities of our JT-DS method with those of SEDS+IK for behaviors (5) and (6). In Fig. 5(a) and (b) we can qualitatively see the difference between these two approaches for behavior (5) . The JT-DS algorithm mimicked the joint-space behavior of the demonstration (e.g., folding the elbow, raising the shoulder), successfully avoiding the obstacle while still converging to the desired Cartesian position. Meanwhile, SEDS+IK only learned the demonstrated behavior in task-space; it is incapable of constraining motion in joint-space. This ultimately led to one of its joints colliding with the obstacle. It should be noted that the JT-DS motion did not follow the demonstrations in taskspace very closely (as expected), but did ultimately converge to its target position. For the foot-step behavior (6) JT-DS followed the demonstrations closely, while SEDS became unstable in the singularity (Figs. 6 and 7) . This demonstrates the JT-DS algorithm's ability to move cleanly in and out of singularities.
2) Transiting through singular configurations: One of the main advantages of the proposed DS is its ability to generate 8 . The experiment generated K = 3 Gaussian components. As the first joint is the only joint which was not fixed during the demonstration, the learned augmentation matrices had only one nonzero entry A k (1, 1) = 0 ∀k ∈ {1, 2, 3}. In (a), the end-effector positions for the demonstrations and executed motions are plotted in Cartesian space. The JT-DS trajectory was generated closed-loop, while the SEDS trajectory was generated open-loop (otherwise it would be unstable).
accurate paths in classical singular configurations. To evaluate this we generated behavior (7); i.e., joint-trajectories that transit entirely within a classic kinematic singularity. Fig. 8 shows the demonstrated motions and the motion generated by JT-DS (3). The algorithm never requires the pseudo-inverse of the Jacobian matrix, so the generated motion perfectly follows the demonstrations throughout the workspace boundary. In Fig. 6 we show the learnt singular motion successfully executed on the real robot.
VI. DISCUSSION
In this paper, we have presented a dynamical system in joint space that is provably asymptotically stable in task space to a fixed target while replicating demonstrated joint-space behaviors. The desired motions are fast to compute, and smoothly handle singularities by avoiding the pseudo-inverse Jacobian. We showed the system's ability to learn different joint-space behaviors on a robotic platform.
One of the most important points when validating a learning from demonstration method is to evaluate the system's behavior away from demonstrations. When the current joint configuration is far from any of the local synergy regions, computing the activation parameters θ k (·) becomes numerically infeasible (all the Gaussians in (6) → 0), and so we default to A = 1 K K k =1 A k , which still guarantees that the robot moves towards the target.
Since we learn a lower-dimensional embedding space Z := {φ(q) | q ∈ Q}, which we suggest provides a better representation for the learned joint behaviors, a careful reader might wonder: why not define a motion policy π Z directly in Z-space and then map the learned policy back out into joint space using the inverse embedding φ −1 (z)? The answer is that we would lose any guarantee of stability with respect to a target attractor x * t . By construction, φ maps from a joint-position vector of size d to a low-dimensional vector of size u < d. Thus the inverse φ −1 must be of less than full rank, so the resulting A matrix (derived as in (3)) will also be of less than full rank, and thus no longer positive definite. This means that our controller no longer provably converges to the attractor (since our convergence proof no longer holds). Intuitively, this is because any policy defined in a lower-dimensional space than the actuation space will forfeit certain degrees of freedom, and thus may not be able to span the configuration space. Instead, we use the embedding space to modulate synergies defined in joint space, which we can guarantee will be positive definite and lead us to convergence to the target.
Finally, we are currently working on improving the performance of the proposed DS, by learning its parameters wrt. the kinematic constraints. In this way, we can ensure that the performance of the DS is kinematically feasible for the robot to follow.
APPENDIX A PROVING STABILITY OF THE DYNAMICAL SYSTEM
JT-DS (3) is asymptotically stable with respect to the Lyapunov candidate
That is, 0 ≺ V (q), ∀q = q * and V (q * ) = 0, where q * is any joint configuration such that H(q * ) = x * . The derivative of V wrt. time is:
When J(q) is full-rank, the above inequality can be tightened to dV (q ) dt < 0. Therefore, as q = q * is the largest invariance in R m , JT-DS (3) is stable with respect to a task-space attractor; i.e., lim t→∞ H(q) − x * = 0, and asymptotically stable for all regions in which the end-effector is fully manipulable (J(q) is full rank).
