Abstract-A new grouping strategy for the analysis of two-port arbitrarily shaped -plane devices in rectangular waveguides is presented. The new grouping strategy accelerates a previous method based on the method of moments and the Green's function of an infinite line source placed inside two parallel plates. The computational cost of analyzing several -plane filters of different geometries is reduced by about 50%, while maximum accuracy is maintained, as a result of using the new grouping strategy.
Highly Efficient Grouping Strategy for the Analysis of Two-Port Arbitrarily Shaped I. INTRODUCTION T HE WELL-KNOWN method of moments (MoM) [1] is typically employed for the analysis of antennas and scattering problems in free space [2] , [3] where no boundary conditions are imposed on the corresponding Green's function. However, the MoM can also be applied to the analysis of electromagnetic problems with boundary conditions, such as -plane devices in waveguide technology [4] [5] [6] , which are widely used in telecommunication applications, as can be inferred from several recent publications [7] [8] [9] [10] [11] . To apply the MoM to the analysis of rectangular waveguide -plane devices, the Green's function of an infinite line source between two parallel plates must be used [12] . This Green's function, defined as the summation of a series of guided modes [13] , has been previously used to solve the scattering of single [14] , [15] or multiple [16] , [17] -plane posts in a rectangular waveguide. The convergence rate of the summation of this Green's function has been accelerated, either using the Kummer's transformation [14] , [17] , or by employing particular basis functions in the application of MoM [16] . Recently [18] , the convergence rate of the MoM with the Green's function of a line source between parallel plates has Manuscript received July 28, 2008 been improved by first evaluating the integrals related to the application of MoM, and then summing the resulting terms, instead of first summing the Green's function and then solving the integral equations of MoM, as this was traditionally handled. This new approach simultaneously reduces the computational cost and increases accuracy, as the distributed sources can now be placed along the surface of the scatterer, and no singularity arises because it disappears through integration before the Green's function is summed. In this paper, we significantly improve the numerical efficiency of the technique presented in [18] by grouping the radiation of neighboring MoM contour cells. The idea of grouping the electromagnetic fields produced by certain groups of cells is not new. This technique has been typically employed in the fast multipole method (FMM) [19] [20] [21] [22] and in the multilevel fast multipole algorithm [23] [24] [25] , in both cases providing important efficiency improvements. These methods accelerate the solution of the matrix system provided by the MoM, by using an iterative technique such as conjugate gradients, biconjugate gradients, biconjugate gradients stabilized, and others [22] , [26] [27] [28] [29] . These iterative techniques do not directly solve the matrix system of the MoM, but instead they approximate the solution iteratively through multiple matrix-vector products of the form . Again these products are not computed directly, but they are evaluated more efficiently thanks to a strategy based on three steps, which are: 1) aggregation of the radiation of neighboring cells into a single radiation pattern; 2) translation; and 3) disaggregation of the incoming field into each MoM cell. Those grouping strategies imply a cost reduction of the matrix-vector product from to for the FMM, and for the multilevel fast multipole algorithm, where represents the number of discretization cells considered along the scatterer contours.
Due to this important cost reduction, the FMM and the multilevel fast multipole algorithm are widely used in the analysis of complex and large scattering structures. Recent studies are focused on improving the accuracy by refining several subprocesses of the grouping strategy, e.g., by the anterpolation/interpolation of radiation patterns of groups [30] , [31] , or by using better sets of basis functions in the MoM current expansion [32] , [33] . Other studies try to improve the efficiency by accelerating the convergence of the iterative algorithm used in the matrix system solution [34] [35] [36] or trying to parallelize the computations [37] [38] [39] [40] [41] . Finally, there are other papers that are focused 0018-9480/$25.00 © 2009 IEEE on using these algorithms for analyzing new 2-D or 3-D structures in free space or in free semispaces, as in [42] [43] [44] [45] [46] .
In this paper, we propose a method for analyzing two-port arbitrarily shaped -plane devices in rectangular waveguides. This new method uses the technique proposed in [18] for accelerating the convergence and improving the accuracy of the MoM using the Green's function of a line source among parallel-plate waveguide. The numerical efficiency of this technique is improved here with the use of a new grouping strategy inspired by the FMM.
II. ACCELERATION PROCEDURE
The arbitrarily shaped -plane waveguide devices are analyzed by applying MoM (pulses as basis functions and deltas as test functions, i.e., point matching) [1] , which leads to the following matrix system: (1) Once this matrix system is solved, we obtain a set of coefficients , which can be used to reconstruct the current induced over the scatterers contours due to the excitation . Using the coefficients , it is possible to compute the generalized scattering matrix of the global structure according to the algorithm recently presented in [18] .
The most time-consuming process of the MoM is solving the matrix system. An alternative to directly solving the matrix system, especially with large matrix systems, is the use of an iterative algorithm such as conjugate gradients, biconjugate gradients, biconjugate gradients stabilized, and others [22] , [26] [27] [28] [29] . These algorithms approximate the solution iteratively through multiple matrix-vector products of the form . These matrix products are also time consuming, but we can obtain an accurate approximation for them if we take into account that they represent the field scattered by the whole structure with current distribution at the center of each MoM cell. Using this physical interpretation for the product , we propose a grouping strategy similar to that used in the FMM. The main difference between those techniques and our method is that they are typically applied to open space problems (i.e., antennas) while our method will be applied to -plane devices in a rectangular waveguide (see Fig. 1 ). As in the FMM, we approximate the matrix product with a grouping strategy in the following three independent steps [20] , [21] .
Step 1) First, grouping of neighbor cells with the proper combination of their scattered fields into a single "modal radiation pattern."
Step 2) Next, the "modal radiation pattern" is translated to the reference plane of each target group.
Step 3) Finally, the summation of all the "modal radiation patterns" incident over each target group is evaluated at each one of the cells belonging to that group, and this completes a process which is equivalent to the matrix-vector computation.
In the FMM terminology, the first process is named "aggregation," the second one "translation," and the third and last one "disaggregation." We must adapt this grouping strategy to closed problems in order to achieve an important improvement in the global numerical efficiency.
A. Aggregation
In open space, where the field is expanded into open-space modes that propagate radially, the grouping of the radiation of neighbor cells is based on a 2-D or 3-D proximity criterion. However, inside an -plane device in rectangular waveguide, the geometry is invariant in height ( dimension in Fig. 1 ). Considering that the exciting field is the fundamental mode, which is also invariant along , then all the scattered fields by the -plane structure are also invariant in height ( modes). Therefore, the 3-D structure of Fig. 1 (a) can be reduced to the equivalent 2-D problem of Fig. 1(b) .
In this case, we have to choose another criterion to make groups. Since our field spectrum is a set of guided modes propagating either to the right or to the left , we have to make groups according to their separation along the propagation axis so we apply a 1-D proximity criterion, and group the MoM cells (line sources) into groups, as shown in the example of Fig. 2 . The groups are always ordered from left to right.
As in the FMM, we should now find a way to combine the field scattered by all the cells of the same group. Since the field scattered by a line source inside the parallel plates is expanded as a summation of modes propagating either to the right or left, we must aggregate the total field scattered by all the cells of a group to the right (propagating toward ), and to the left (propagating toward ). We must specify two reference planes, one for the set of modes propagating to the right, and another for the modes propagating to the left (see Fig. 3 ). Let be the group that is being processed, be the position in the axis of the reference plane for left propagating modes, and be for the right propagating modes. Let be the number of cells in the group , and be the weight of the MoM basis function of the th cell belonging to that group. Taking everything into consideration and applying the results of [18] , we can compute the left and right propagating spectra as (2) (3) where identifies the MoM cell and identifies the guided mode, being the higher mode considered for the analysis. The values of and can be found in [18] .
To simplify the expressions, we can put them in matrix form. For that purpose, we define two new matrices of elements (4) (5) Now the left and right propagating spectra of group can be computed in matrix form as (6) (7) where is a vector of size and stores the current weights of the MoM cells of the th group .
B. Translation
In the aggregation step, we have combined the field scattered by all the cells of a group into two spectra, one propagating to the left and another one to the right. The spectra of each group are related to their own reference planes, so to compute the total field incident to a particular group , we must translate all the incoming spectra from other groups to the same reference planes; one for the spectra that come from the left and another for the spectra that come from the right . The translation of a guided modes spectrum from one to another reference plane only requires a phase shift for each mode, and that depends on the distance from one to another reference plane. To translate the right propagating spectrum of group , whose reference plane is , to the left reference plane of group ( must be to the right of ), i.e., to , we just multiply by a diagonal matrix whose elements are (8) Similarly, if we want to translate the left propagating spectrum of group to the right reference plane of group , we must use the diagonal matrix , whose elements are (9) Equations (8) and (9) are identical. Therefore,
and, therefore, we only need to compute left or right translation matrices. Once we have computed the translation matrices, we can write an expression for the total field incident to a particular group coming from the MoM cells of the rest of the groups (11) (12) where and are, respectively, the incoming field spectra from the right and left. The groups are ordered from left to right, so for a particular group , the groups are at the left side of group and the groups are placed at the right side of group , and being the total number of groups.
C. Disaggregation
Once we have computed for each group the incoming spectra from the right and from the left , we must translate each spectrum and evaluate the field at the center of each MoM cell of group . This step is called disaggregation.
The right and left incoming spectra that propagate, respectively, to the left and to the right can be translated and evaluated at the center of the th cell of group in matrix form using (13) (14) where and are matrices of elements of the form
The total field over each cell in group due to the scattering of the rest of the groups is (17) where is a vector of elements. Each element represents the field scattered over the th cell in group by all the cells, except those in group .
Substituting (13) and (14) in (17),
Substituting (11) and (12) in the former equation (19) and finally substituting (6) and (7), we obtain (20)
D. Intra-Group Scattering
Equation (20) provides the field scattered over the cells of group by all the cells of the other groups. To compute the total field incident for these cells, we must still consider the field that comes from the other cells of the same group (21) where is the submatrix of the entire MoM coefficients matrix of (1) that contains the interactions among cells of group . In [18] , there is a complete study of the value of the different parameters involved that have to be used to obtain a good tradeoff between accuracy and efficiency.
Finally, the total field incident over the cells of group is (22) where the entire vector with the field incident to all the cells of the MoM problem is . . .
With the new grouping strategy, we avoid the computation of the whole MoM coefficients matrix since we only compute the interactions among cells of the same group. Besides, we do not compute the matrix product . The computational cost is reduced and the only loss of accuracy comes from the truncation of the Green's function, as in [18] . The new grouping strategy does not add any additional loss of accuracy since we obtain exactly the same vector , but using (22) , instead of computing and multiplying by .
E. Number of Modes
The number of guided modes considered for the aggregation, translation, and disaggregation stages cannot be infinite. The highest order used in all calculations is . The optimum value for depends on the distance between groups. If we call this distance , the criterion that we have chosen is to ensure for each frequency point that the scattered field corresponding to the highest order mode vanishes from one group to another below some threshold value so that (24) Therefore, must be (25) where has been proven to provide a good tradeoff between accuracy and efficiency.
F. Computational Cost
Below we are going to analyze which is the number of operations required for the computation of the matrix product using the new grouping strategy, i.e., (22) . The number of operations needed for filling all the matrices is not considered since this is done only once, while the matrix product is performed several times by the iterative technique (biconjugate gradients stabilized) that solves the MoM matrix system so these matrix products are the most time-consuming process. The number of operations needed to evaluate the matrix product for each step of the grouping strategy is analyzed separately. (e) Wedge bandpass filter from [50] .
Step 1) Aggregation step: the products and must be computed for all the groups (there are groups). For all these products we need operations since , and is the number of MoM cells.
Step 2) Translation step: we need to compute the products for and for . Since and are diagonal matrices of size , those products suppose operations. This must be repeated for all the groups with . In the end, we need operations for this step.
Step 3) Disaggregation step: the products and must be computed for all groups. That means operations for this step.
Step 4) The computational cost of computing the field scattered by cells of the same group over themselves supposes operations. Finally, the total number of operations needed with the new grouping strategy to compute the vector is of the order of (26) If the number of MoM cells is much bigger than the number of groups , and groups are placed far away so that is small compared with , we expect a number of operations of the order of . If we do not use the grouping strategy, and compute the entire matrix , and then multiply by vector , this matrix product needs a number of operations of the order of (27) The order in number of operations can, therefore, be reduced up to a factor of provided that is much bigger than and . However, the relation between , , and depends on the particular geometry that we are analyzing since we can not freely chose the number of subgroups as in the FMM, and depends on the separation along the propagation axis of the different groups. The same reduction of the computational time applies to the computer memory needed to store the matrices involved in the calculations when the grouping strategy is used.
This result is especially important since the MoM matrix system of (1) is solved using an iterative technique that does not directly solve the matrix system of (1), but instead approximates the solution iteratively through multiple matrix-vector products of the form . With the new grouping strategy, the cost of these products and the memory needed is reduced by , the number of groups used in the grouping strategy.
Besides, with the new grouping strategy it is not necessary to compute the entire matrix since only the smaller matrices with must be computed.
III. RESULTS The accuracy and efficiency of the new grouping strategy is tested with the analysis of five -plane filters in rectangular waveguide. These filters, whose top view is shown in Fig. 4 , are as follows.
1) Four-cavity -plane coupled cavity filters. The coupling windows present rounded corners (radii mm) due to low cost manufacturing techniques [47] . 2) Six-cavity -plane coupled cavity filters. The coupling windows present rounded corners (radii mm) due to low cost manufacturing techniques [48] .
3) Six-cavity -plane coupled cavity filters. The resonant cavities present rounded corners (radii mm) due to low-cost manufacturing techniques [48] . 4) Bandpass filter with seven round rods [49] . 5) Nine-pole bandpass filter with wedges [50] . The frequency response (reflection coefficient) of these five filters has been computed using the MoM method of [18] accelerated with the new grouping strategy presented here. The biconjugate gradients stabilized method has been used to accelerate the solution of the MoM matrix system of (1). Since the MoM method uses the Green's function of a line source between two parallel plates, only the portions of the metallic surface of the structure that are outside of the parallel-plate waveguide must be segmented using the MoM. This means that only the coupling windows for the first three filters, or the round rods and wedges for the last two filters, must be segmented into MoM cells. The new grouping strategy groups the MoM cells into groups so that those MoM cells that are close together in the propagation direction must be enclosed in the same group for the grouping strategy to be efficient. This means, for instance, that the first filter is analyzed with all MoM cells split into groups, one for each coupling window, and similarly the MoM cells of the fourth filter are grouped into groups, one for each round rod.
The results of the analysis of the five filters are presented in Fig. 5 , where they are compared with other analysis methods [47] [48] [49] [50] . Fig. 5 shows a very good agreement with the results from the literature for the five filters analyzed.
Once the accuracy of the new method is fully proven, we will test the efficiency improvement of the new grouping strategy. For that purpose, we present in Table I Table I show that the time is reduced by a significant factor of 2 or 3, depending on the filter. However, the number of groups varies from five in the first filter to ten in the last filter. As mentioned before, a time reduction of could be expected when the number of MoM cells is much bigger than the number of groups and the number of guided modes . Since and are not selectable, we cannot ensure a time reduction of . In the geometry of the last two filters, there is a much shorter metallic surface for each group so the ratio , i.e., the number of MoM cells per group, is much smaller, and so the last term in (26) is more important than in the case of the three first filters. This results in a smaller time reduction. However, this time reduction becomes especially significant in design processes where many simulations of the structure must be performed in order to obtain the optimal values of the design parameters.
There are other factors that could explain that the time reduction is lower than such as the fact that we have not considered other processes that consume time, such as the computation of  the elements needed to fill the matrices  ,  ,  ,  ,  , , and , or the time spent in reading and writing in memory and disk.
A similar time reduction could have been obtained with a classical segmentation approach [51] , where a generalized matrix of circuit parameters is obtained for each group and then all the matrices are cascaded in order to obtain the global circuit parameters of the problem. However, the segmentation strategy presented here provides much more accurately the field inside the structure since all the currents in all the structure are obtained at the same time, and the field is directly computed from the amplitudes of these currents. With a classical segmentation structure, a complex process must be followed in order to find the modal amplitudes in each intermmediate point of the structure. Next these modal amplitudes are used to expand the field inside each segment of the filter, and small discontinuities usually appear between adjacent segments due to loss of accuracy inherent to the segmentation process.
IV. CONCLUSIONS
A new grouping strategy has been presented in this paper. This new strategy accelerates the MoM method with the Green's function of a line source between two parallel plates presented in [18] . The efficiency improvement of the new grouping strategy is especially important when the MoM matrix system is solved using an iterative technique such as conjugate gradients, biconjugate gradients, biconjugate gradients stabilized, and others since these techniques require multiple matrix-vector products of the MoM coefficients matrix by a vector that iteratively converges to the solution. This matrix product is not solved directly with the new grouping strategy, but is instead solved without loss of accuracy using a more efficient three-step procedure.
The accuracy and efficiency of the new grouping strategy has been tested with the analysis of five -plane filters. The reflection coefficient of these filters has been successfully compared with results from the technical literature, and a significant time reduction of 40%, 50%, or 60% has been obtained depending on the type of filter and the number of MoM cells per group. 
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