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We present two strategies for combining dynamical pruning with the multiconfiguration time-dependent
Hartree method (DP-MCTDH), where dynamical pruning means on-the-fly selection of relevant basis func-
tions. The first strategy prunes the primitive basis that represents the single-particle functions (SPFs). This
is useful for smaller systems that require many primitive basis functions per degree of freedom, as we will
illustrate for NO2. Furthermore, this allows for higher-dimensional mode combination and partially lifts the
sum-of-product-form requirement onto the structure of the Hamiltonian, as we illustrate for nonadiabatic
24-dimensional pyrazine. The second strategy prunes the set of configurations of SPF at each time step. We
show that this strategy yields significant speed-ups with factors between 5 and 50 in computing time, making
it competitive with the multilayer MCTDH method.
Keywords: quantum dynamics, pruning, non-direct-product bases, MCTDH, ML-MCTDH, DVR, projected
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I. INTRODUCTION
The aim of theoretical molecular quantum dynamics
is to describe chemical reactions and molecular dynam-
ics more generally by solving the time-dependent Schrö-
dinger equation (TDSE).1 The standard approach to
solve the TDSE is to expand the wavefunction in a direct
product of one-dimensional basis functions. This trans-
forms the partial differential equation into a linear alge-
bra problem that can be solved efficiently on a computer.
This simple approach works well for lower-dimensional
systems but the exponential scaling with dimension of
the size of the direct-product basis leads to intractable
computational effort for systems with more than five-
atoms.2,3
Therefore, more sophisticated methods are required
to avoid the exponential scaling. For computing
(ro-)vibrational spectra, that is, solving the time-
independent molecular Schrödinger equation (TISE),
several techniques have been developed to circumvent
the exponential scaling, see Ref. 4 for a recent review.
However, circumventing the exponential scaling is easier
in this case because the wavefunctions do not change in
time and their shape is often simpler.
For the TDSE, the multiconfiguration time-dependent
Hartree (MCTDH) method5–7 has had tremendous suc-
cess. It does not eliminate the exponential scaling
but it reduces the base. The method employs a time-
dependent direct-product basis that is evolved variation-
ally at each time-step. These basis functions are called
a)Electronic mail: larsson@pctc.uni-kiel.de
single-particle functions (SPFs). The MCTDH method
allowed for the simulation of 12-dimensional systems.8
It leads to significant reduction of computational effort,
but only for weakly coupled systems (between weakly
coupled groups of modes). Moreover, the direct appli-
cation of the MCTDH Ansatz is still affected by expo-
nential scaling. This was alleviated by so-called “mode
combination”, where a direct-product basis of not one-
but higher-dimensional basis functions are used and vari-
ationally optimized.7,9 With this, even 24-dimensional
problems were tractable already almost 20 years ago.9,10
More recently, the MCTDH Ansatz has been used to
describe higher-dimensional SPFs, leading to the mul-
tilayer MCTDH method (ML-MCTDH).11–14 For model
systems, the treatment of hundreds or even thousands
of degrees of freedom (DOF) is then possible.11,13,15,16
Despite its success, the MCTDH method with mode-
combination and its ML variant have their drawbacks.
Finding optimal combinations of modes or ML-“trees”
is difficult.17–19 Furthermore, the MCTDH approach is
only advantageous if the Hamiltonian is in the form of
a sum of products (SoP) of operators acting on only
one degree of freedom.7 Fitting the Hamiltonian into this
form is possible but adds an additional layer of complex-
ity and approximation:20–26 Fitting the Hamiltonian into
SoP form for higher-dimensional systems is still challeng-
ing. With mode-combination, the Hamiltonian may be
expressed as a sum of products of operators acting on
more DOF.27 Correlation DVR is an alternative but it is
approximate and challenging to use within the context of
ML-MCTDH.12,28–30
Building on previous ideas,31–36 we have recently
proposed an alternative method to implement the
TDSE for higher-dimensional systems.37 We use the
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2standard Ansatz of a time-independent direct-product
basis but employ basis functions that lead to a
sparse representation of the wavefunction. The basis
functions are either coordinate-space-localized discrete-
variable-representation (DVR) functions,1,38 phase-
space-localized projected von Neumann functions,
PvB,35,39–42 or phase-space-localized but momentum-
symmetric projected Weylets, pW.37,43–48 If the wave-
function is expanded in one of these bases, large parts
of the wavefunction coefficient tensor have negligible am-
plitude, i. e. they are sparse and the values are below a
certain threshold. The corresponding terms in the wave-
function expansion can then be dropped, i. e. the basis
is pruned. The time-dependence requires an adaptive
scheme where basis functions are added and removed dur-
ing the propagation of the wavepacket. The three men-
tioned bases can be pruned very efficiently. DVR and pW
turned out to be useful also for higher-dimensional sys-
tems. We showed the efficiency of our approach for up to
six-dimensional systems37 and we believe that this prun-
ing strategy can be an alternative to MCTDH for systems
with intermediate dimensionality. Because the pruning
is not based on exploiting weak correlation, it might be
especially useful for highly-correlated systems. Despite
the tremendous decrease of effort compared to unpruned
dynamics, simple pruning of a direct-product grid will
not suffice for applications with more than about nine or
twelve DOF without further development. This is due to
the exponential increase of the size of the boundary of
the wavefunction in higher dimension.49 Note, however,
that systems with more than twelve DOF can indeed be
treated within this approach if (ro-)vibrational spectra
are of interest.41,42,50–55
Clearly, pruning can be combined with the MCTDH
Ansatz, because, in principle, any direct-product Hilbert
space can be pruned, as long as the representation of the
wavefunction is sufficiently sparse. There are two ways
to use the pruning strategy within (ML-)MCTDH. Both
will be considered in this contribution. The SPFs are nor-
mally described by a so-called primitive direct-product
basis. Thus, the first way to combine pruning with the
MCTDH approach is to prune this primitive basis. This
allows for a straightforward combination of our pruning
methodology from Ref. 37 with the MCTDH method. It
might be useful for SPFs that require many primitive ba-
sis functions. Moreover, pruning the SPF representation
allows for higher-dimensional mode combination, making
MCTDH more favorable for higher-dimensional systems.
Furthermore, higher-dimensional mode coupling relaxes
the requirements regarding the form of the Hamiltonian.
Pruning is particularly useful for complicated and highly
correlated dynamics.
Note that the primitive bases DVR, PvB and pW,37
which we will use for pruning the SPF representation, are
grid-based methods. As an alternative, one could also re-
gard the two-layer version of G-MCTDH56 as a compact
representation of the SPFs.57 G-MCTDH, however, adds
an additional layer of complexity.
The second way is to prune the wavefunction in SPF
representation, i. e. the MCTDH coefficient tensor. Of-
ten, the most time-consuming parts of a MCTDH com-
putation is the handling of the coefficient tensor, and
therefore the savings can be significant. Consequently,
this idea is not new and was first succesfully implemented
by Worth.58 It can be regarded as an alternative to ML-
MCTDH but it can also be combined with the ML-
MCTDH strategy. The earlier cousins of the MCTDH
methods, namely multiconfiguration time-dependent self-
consistent field Ansätze,59–61 might also be considered as
pruned MCTDH methods.58
The work of Worth was extended by Haxton and Mc-
Curdy in the context of electron dynamics.62 The time-
dependent Restricted-Active-Space Self-Consistent-Field
(TD-RASSCF)63–65 methodology and the occupation-
restricted multiple-active-space model (TD-ORMAS)66
may also be viewed as pruned MCTDH methods for
fermions. The former has recently been formulated for
bosonic systems.67
Variational Multiconfigurational Gaussians,
vMCG,68,69 might be considered as a radical way
to prune the SPF space. There, the SPFs are not a
direct-product basis but a selection of time-dependent
Gaussians.56 However, this method is challenging to
implement numerically.69
In the context of computing vibrational levels,
i. e. solving the TISE, one can use the MCTDH Ansatz
within the so-called “improved diagonalization” approach
developed by Meyer et al.70 This approach can be
considered as vibrational Complete-Active-Space Self-
Consistent-Field, vCASSCF71 or as a special case of
vibrational Multi-Configurational Self-Consistent-Field,
vMCSCF.72,73 Pruning the configurational space in
vMCSCF has been thoroughly studied by Rauhut et al.
and Mizukami and Tew,73–76 including a further pertur-
bative treatment.75,77 Recently, also Wodraszka and Car-
rington followed this path and presented an efficient algo-
rithm for the required pruned tensor transformations.78
In all the above methods the SPF space is not pruned
dynamically and the size of the pruned space is not al-
lowed to change. In this contribution, we introduce, for
the first time, dynamic pruning as presented in Ref. 37
for standard time-independent direct-product bases into
MCTDH, called DP-MCTDH. This greatly increases the
effectivity of pruning. By defining a wave amplitude
threshold θ, which determines the accuracy of the prun-
ing, one avoids the need to predetermine the number
of SPFs in each dimension. Essentially, this yields the
MCTDH method with just one parameter. This might be
an alternative to ML-spawning where the parameters in
ML-MCTDH are determined dynamically, and again one
effective parameter is used.19 We compare DP-MCTDH
against conventional MCTDH and ML-MCTDH using
well-established benchmark systems.
After submitting this paper, Wodraszka and Carring-
ton published another article about pruned vCASSCF
(MCTDH with improved diagonalization).79 There, they
3use an adaptive pruning for solving the TISE, similar in
spirit of Ref. 80. They refined their algorithm from Ref.
78 for the pruned matrix-vector product using our ideas
from Ref. 37 and compare their method with ML results.
There are three key differences from the present work.
1) They do not prune the primitive basis, just the coef-
ficient tensor; 2) They do not use mode combination; 3)
In contrast with the present paper, they are not solving
the TDSE. Using adaptive or dynamic pruning for solv-
ing the TDSE is more difficult than using it for the TISE
because the basis has to be adapted at each time-step.
This makes it necessary to develop efficient algorithms
for updating the pruned basis.37 Additionally, the error
of the pruning depends on the wavefunction at previous
times, whereas, for solving the TISE, a pruned bases can
always be refined without the dependence on previous
results. By analyzing reduced densities, we will show
why it is important to use dynamical/adaptive instead
of static pruning.
In the following, we briefly restate the MCTDH the-
ory in Section IIA. Then, we describe the pruning of the
SPF representation and of the coefficients in detail in
Sections II B 1 and IIB 2, respectively. More details re-
garding our implementation are given in Section III. This
is followed by examples in which the primitive basis, is
pruned (Section IVA), the set of configurations of SPFs
is pruned (Section IVB) and where both pruning strate-
gies are combined (Section IVC). The reduced density in
DP-MCTDH is analyzed in Section IVD. We conclude
in Section V.
II. THEORY
A. General MCTDH theory
In MCTDH,5–7 the D-dimensional wavefunction |Ψ(t)〉
is expanded in a direct-product of a so-called single-
particle basis {|ϕ(κ)jk (t)〉}nκjk=1:
|Ψ(t)〉 =
n1∑
j1=1
n2∑
j2=1
· · ·
nD∑
jD=1
Aj1j2...jD (t)
D⊗
κ=1
|ϕ(κ)jk (t)〉, (1)
≡
∑
J
AJ(t)|ΦJ(t)〉, (2)
where we have introduced the multi-index J =
j1j2 . . . jD. Both the coefficient tensor A and the single-
particle functions (SPFs) |ϕ(κ)jk 〉 are time-dependent.
Mathematically, this corresponds to a Tucker decompo-
sition of the full tensor of |Ψ〉 in a primitive basis repre-
sentation (see below).81 In the context of quantum chem-
istry, this form is known as Complete-Active-Space Self-
Consistent-Field, CASSCF.82 Throughout the text, we
use atomic units unless stated otherwise.
Inserting this Ansatz into the time-dependent Schrö-
dinger equation, i∂t|Ψ(t)〉 = Hˆ|Ψ(t)〉 , employing
the Dirac-Frenkel-McLachlan variational principle,83–86
〈δΨ|i∂t − Hˆ|Ψ〉 = 0, and restricting the variations of the
SPFs to satisfy
〈ϕ(κ)i |ϕ(κ)j 〉 != δij and (3)
〈ϕ(κ)i | ∂tϕ(κ)j 〉 != 0 (4)
gives5–7
i∂tAJ =
∑
L
〈ΦJ |Hˆ|ΦL〉AL ≡
∑
L
HJLAL, (5)
i∂t|ϕ(κ)j 〉 = (1ˆ− Pˆ (κ))
nκ∑
k,l=1
[ρ˜
(κ)
jl ]
−1〈Hˆ〉(κ)lk |ϕ(κ)k 〉. (6)
Pˆ (κ) projects onto the space spanned by the SPFs:
Pˆ (κ) =
nκ∑
i,j=1
|φi〉[S−1φ ]ij〈φj |, (7)
with [Sφ]ij = 〈ϕ(κ)i |ϕ(κ)j 〉. Initially, Sφ is a unit matrix
but the limited precision of the numerical solver of the
system of ordinary differential equations (ODE) leads to
spurious nonorthogonalities that need to be taken into
account.7
Introducing the so-called single-hole functions
|Ψ(κ)l 〉 ≡ 〈ϕ(κ)l |Ψ〉, (8)
the so-called mean-field matrix and density matrix can
be written as
〈Hˆ〉(κ)jl = 〈Ψ(κ)j |Hˆ|Ψ(κ)l 〉, (9)
ρ
(κ)
jl = 〈Ψ(κ)j |Ψ(κ)l 〉. (10)
The rank of the nκ×nκ density matrix, ρ(κ), might be
less than nκ and an inversion is not possible. To solve
this issue, the density matrix is regularized using7
ρ˜(κ) = ρ(κ) +  exp(−ρ(κ)/). (11)
Depending on the parameter , this regularization can
decrease the efficiency of the ODE solver for too
low values and can sometimes cause inaccuracies and
instabilities.87 Recently, new formulations that either
“hide” the rank-deficiency88,89 or remove it using a per-
turbative treatment30,90 have been developed.
To solve the equations for the SPFs, Eq. (6), the SPFs
are expanded in a so-called primitive basis {|χ(κ)a 〉}Nκa=1:
|ϕ(κ)i (t)〉 =
Nκ∑
a=1
U
(κ)
ai (t)|χ(κ)a 〉. (12)
The primitive basis is normally a time-independent dis-
crete variable representation (DVR) basis.1,38,91,92 Other
bases like PvB can be used as well. In the latter case, the
primitive basis becomes nonorthogonal and the overlap
4matrix of the primitive basis has to be included in the
equations of motion (EOM) for the matrix U(κ).
The memory-requirement is proportional to DnN +
nD, where n is the geometric mean of the set of the
numbers of SPFs, {nκ}Dκ=1, and N is similarly defined
for the number of primitive basis functions. If we as-
sume that the Hamiltonian, Hˆ, can be decomposed as
a sum of products of one-dimensional operators (see
Section III 1), the computational effort is proportional
to e1DnN2 + e2D2nD+1, where e1 and e2 are some
coefficients.7 Note the exponential scaling with respect
to the number of SPFs. This scaling limits the applica-
bility of MCTDH to D . 12.
If so-called mode combination is employed,7,9 some
degrees of freedom are described by higher-dimensional
single-particle functions. The primitive basis functions,
{|χ(κ)a 〉}Nκa=1, are then multidimensional. This decreases
the dimension of the coefficient tensor A and hence
leads to a reduction in computational effort and stor-
age requirement. However, the effort and storage needed
for the description of the single-particle functions is
increased.93 Nevertheless, if not too many modes are
combined, the overall computational effort and storage
requirement can be reduced. This is because the required
number of multidimensional SPFs is typically less than
the product of the required numbers of one-dimensional
SPFs, especially if highly correlated modes are combined.
Mode combination led to the successful simulation of
24-dimensional pyrazine,9,10 see also Sections IVB and
IVC. In ML-MCTDH,11–13 the multidimensional SPFs
are described recursively using the MCTDH approach it-
self, which corresponds mathematically to a hierarchical
Tucker decomposition.94,95 Finding the best mode com-
bination can be a nontrivial task.17–19
B. Pruning within the MCTDH method
There are several ways to apply pruning to the
MCTDH method and the different strategies can be com-
bined. One can prune the primitive basis used for ex-
panding the SPFs and/or the set of configurations of the
SPF basis, i. e., the coefficient tensor. These pruning
strategies are described in the following.
1. Pruning the primitive basis
The most straightforward application of possibly mul-
tidimensional wavefunction pruning as introduced in Ref.
37 to MCTDH consists in pruning the representation of
the (multidimensional) SPFs, i. e., to prune the expan-
sion in Eq. (12) like
|ϕ(κ)i (t)〉 =
∑
a∈A(κ)i
U
(κ)
ai (t)|χ(κ)a 〉, (13)
where A(κ)i is the subset of employed indices. Because
the shapes of the SPFs change in time, the subsets
should be time-dependent. For mode combination, a
can be a multi-index and the primitive basis functions
|χ(κ)a 〉 can be a Hartree-product of one-dimensional func-
tions. For efficient pruning, a judicious choice of primi-
tive functions is paramount. In Ref. 37 we benchmarked
coordinate-space-localized DVR functions, phase-space-
localized projected von Neumann functions, PvB, and
phase-space-localized momentum-symmetrized projected
Weylets, pW. We found that PvB gives the most compact
representation but exhibits in higher dimensions an un-
favorable computational scaling with respect to the basis
size. The representation in pW is less compact but the
scaling is as good as in the DVR. However, the latter was
found to have a smaller prefactor in the scaling due to the
diagonality of the matrix representation of the potential,
even though the representation is less compact than pW.
In many applications of MCTDH, the propagation of
the SPFs is not the most time-consuming part. How-
ever, this changes if many primitive basis functions in
one (combined) mode are required. This is typically the
case in lower-dimensional systems with photodissociation
or reaction dynamics for at least one or two coordinates.
For larger systems, it may happen if many modes are
combined. By pruning the SPFs, the effort required to
propagate the SPFs is decreased and it becomes possi-
ble to combine more modes to propagate even higher-
dimensional SPFs.
2. Pruning the configurations of single-particle basis
functions
In most applications, the propagation of the coefficient
tensor, A, and the set-up of the mean-field matrices, Eq.
(9), are the most time- and memory-consuming parts. It
is therefore natural to try to prune the configurational
space spanned by the SPFs. This was successfully done
by Worth,58 including a careful analysis of the conse-
quences of pruning. See Section I for further examples
where this approach or variants of it have been used.
Until now, only static pruning conditions have been
used to prune MCTDH for solving the TDSE (see Ref. 79
for adaptively pruned vCASSCF). However, the number
of required configurations that contribute to the wave-
function normally changes (and often increases) during
the propagation. Furthermore, it may happen that previ-
ously important configurations become negligible at later
times. Therefore, static pruning is not the best choice,
although the easiest to implement. Instead, we use our
dynamic pruning method described in Ref. 37; see also
Refs. 36,80,96: At each time-step, all configurations with
a coefficient magnitude larger than a specified wave am-
plitude threshold, θ, get nearest neighbors in configura-
tion space added. All configurations that have magni-
tudes smaller than θ and that have no nearest neighbors
with magnitudes larger than θ are discarded.
5If natural SPFs (natural orbitals), i. e. SPFs or orbitals
that diagonalize the density matrices, Eq. (10),7,97,98 are
used, the SPFs can be ordered by their natural popula-
tion or weight. This provides for a well-defined order of
configuration space. In the context of electronic struc-
ture theory, it was shown that natural orbitals give the
sparsest representation.99
Because our selection of significant configurations is
dynamical, the overall number of required SPFs generally
changes with time. Hence, there is no requirement to
specify the number of SPFs, nκ, in advance. This means
that pruned MCTDH has essentially just one parameter,
the wave amplitude threshold.
Haxton and McCurdy noticed that in an arbitrarily
pruned MCTDHF method, the different variational prin-
ciples are not identical.62 They tried different approaches
to find the best EOM in a reduced configurational space.
Here, we simply follow Worth58 and use the MCTDH
EOM as described in Section IIA without further modi-
fications. To the extent that our dynamic pruning scheme
selects the most important configurations up to a given
threshold θ, the standard MCTDH equations will be suf-
ficient up to that chosen level of accuracy.
III. IMPLEMENTATION
We have implemented the MCTDH and the DP-
MCTDH methods in a new computer code. The basis,
the Hamiltonian and the initial state are set up using the
Python programming language. This is then interfaced
to a compiled code, written in the C++ programming
language. The object-orientation of the two languages
allowed for a simple implementation of the pruned and
unpruned variants of our code without creating signifi-
cant overhead. For the unpruned parts of the code, we
use the Eigen linear algebra library100 that is interfaced
against the Intel R© MKL library.101 The tensor transfor-
mations (see next Section III 1) of both the unpruned and
pruned bases follow Ref. 37. Our (DP-)MCTDH imple-
mentation is as fast or slightly faster than implementa-
tions in the Fortran programming language but currently
not parallelized.
1. Pruned tensor transformation
An efficient implementation of matrix-vector products
or tensor transformations HA as found in Eqs. (5) and
(9) is of pivotal importance. Assuming Hˆ to be decom-
posed in a sum of direct products of one-dimensional op-
erators (SoP),
Hˆ =
g∑
l=1
cl
D⊗
κ=1
hˆ(κ,l), (14)
the tensor transformation scales as gnD+1 instead of
n2D.102–104 By introducing one approximation, this scal-
ing is retained in the pruned case, even if the pruning
is without any structure. We will review this procedure
as introduced in Refs. 37,42 briefly. Assuming a two-
dimensional Hamiltonian like
Hˆ = hˆ(1) ⊗ hˆ(2), (15)
one can write it as
Hˆ = (hˆ(1) ⊗ 1ˆ(2))(1ˆ(1) ⊗ hˆ(2)), (16)
or, in matrix representation,
H = (h(1) ⊗ 1(2))(1(1) ⊗ h(2)) = H(1)H(2). (17)
H might be dense but H(κ) are permuted block-diagonal
matrices of size nD × nD. Each block has a size of n ×
n. Thus, successive multiplication of H(κ) with A takes
nD+1 operations.
Pruning can be introduced by a matrix R that is a
rectangular matrix of size nD × n˜D with ones on the di-
agonal, where n˜ is the size of the pruned one-dimensional
basis. Projection into the pruned subspace then gives
R†HR = R†H(1)H(2)R (18)
≈ [R†H(1)R][R†H(2)R] = H˜(1)H˜(2). (19)
The last approximation is used in our
implementation;37,42 see also Ref. 105, where this
concept was first used for a pruned basis. This type
of approximation is known as the product approxima-
tion in DVR theory.1,105,106 It leads to nonhermitian
matrices42,105 but the error introduced by the approxi-
mation is generally lower than the error introduced by
the pruning.
This approximation reintroduces the favorable scaling
of order n˜D+1. We emphasize that no arrays of size larger
than n˜D are required and that the number of basis func-
tions in each dimension can differ. No scaling with re-
spect to the size of the unpruned tensor is involved. In
practice, no matrix H˜
(κ)
is explicitly stored. However, we
need to permute the vectors between the successive appli-
cation of H˜
(κ)
. This simplifies the algorithm and makes
each operation local in memory.37 By allowing interme-
diate arrays of size larger than n˜D (and thus a slightly
less favorable scaling), the product approximation can be
avoided.78,79 We found the product approximation not to
be severe, see above and Section III 3.
The computation of mean-field and density matrices,
Eqs. (9) and (10), can be done using the same per-
mutation strategy. The density-like matrix D, D(τ)lm =
〈Ψ(τ)l | Ψ¯(τ)m 〉, can be evaluated as A†A¯, where A is the
matricized and permuted pruned coefficient tensor of size(∏
κ6=τ n˜κ
)
× n˜τ . In our implementation, both the ten-
sor and the matricized tensor are stored in memory as
one-dimensional arrays of the same size. The only dif-
ference is the dimension that is represented contiguously
6in memory. No product form is required. More details
are given in Ref. 37. Only a minor adjustment of the
algorithm described in the Appendix of Ref. 37 is needed
to compute density matrices. Here, no approximation is
involved.
2. Pruning the primitive basis
Each SPF typically occupies a slightly different region
in phase space. Therefore, the most compact representa-
tion is obtained by using different subsets A(κ)i for each
single-particle function i in mode κ. However, to ease the
implementation, we use a common subset for all SPFs in
one (combined) mode. It turns out that this still leads
to a compact representation.
After each time-step, we prune the primitive basis
again. Once primitive basis functions have been removed
or added (by setting their coefficient to zero), the SPFs
are no longer orthogonal and Löwdin’s symmetric orthog-
onalization procedure is used to restore orthogonality.107
We have tested different orthogonalization methods and
found no significant instability caused by the orthogonal-
ization. We prefer Löwdin orthogonalization because it
retains the shape of the SPFs as closely as possible.
3. Pruning the configurations of single-particle basis
functions
a. Propagation We closely follow Worth58 and use a
constant mean-field (CMF) propagator.108 The Bulirsch-
Stoer solver109 is used for propagating the SPFs and the
short-iterative Lanczos solver7,110 for propagating the co-
efficient tensor. Both have been taken from the Heidel-
berg package111 and interfaced against our C++ code.
After each time step of the propagator, we transform
to natural SPFs (natural orbitals).7,97,98 Changing the
propagation equations to fulfill the natural orbital re-
quirement turned out to be numerically unstable and re-
quired more time steps,58 even if a variable mean-field
propagator7 is used.
Once we transform the orbitals into the natural orbital
representation, the orbitals are ordered by their occupa-
tion number or natural population. Hence, our dynam-
ical pruning scheme might be too general because near-
est neighbors are added in all directions in configuration
space, regardless of the natural population. An improve-
ment might be considered in the future.
b. Pruning The SPFs are pruned before each trans-
formation into natural orbitals. Our dynamical pruning
does not assume any structure; therefore, our pruned ten-
sor transformation cannot use the algorithms described
in Refs. 58,78 without jeopardizing the favorable scal-
ing of the transformation. We used our implementation
from Ref. 37, which is based on permutations; see Section
III 1. The cost of the additional permutation operations
was negligible in our examples in Ref. 37. It is not neg-
ligible in our examples considered in Sections IVB and
IVC, because few SPFs are required in each dimension
and there are many unit operators in the SoP form of the
considered Hamiltonians. In our original, cyclic permu-
tation scheme, we need to permute the basis in order to
apply the unit operation in dimension τ and afterwards,
permute it again to apply the next operator in dimension
τ − 1. This requires a storage of D vectors of permuta-
tion indices. To avoid unnecessary permutations, we in-
troduce noncyclic permutations and thereby reduce the
computational cost for applying unit operators. This is
implemented in practice by saving all possible permuta-
tions between each dimension, storing (D − 1)(D − 2)/2
additional vectors of the size of the pruned coefficient
tensor. Wodraszka and Carrington also needed to adapt
their algorithm to handle Hamiltonians with many unit
operators.78
We note that our pruned tensor transformation leads
to nonhermitian mean-field matrices; see Section III 1.
Nevertheless, the numerical propagation turned out to be
stable while an explicit symmetrization of the matrices
actually decreased the stability. If a symmetrized pruned
product of type [H˜
(1)
H˜
(2)
+ H˜
(2)
H˜
(1)
]/2 (compare with
Eq. (19)) is used,105 hermiticity is restored but the er-
ror of the product approximation in the matrix-vector
product remains and is only slightly decreased. Hence,
we did not use this symmetrized product. Hermiticity is
attained by increasing the size of the reduced SPF sub-
space.
c. Newly added SPFs Dynamical pruning requires
the removing and adding of SPFs. Removing SPFs is
not difficult but the initial representation of newly added
SPFs can be problematic because they do not contribute
to the wavefunction, at the given timestep. Mendive-
Tapia et al. used a random representation and orthogo-
nalized the SPFs afterwards.19 We prefer to use the first
Krylov vectors obtained by multiplying the uncorrelated
part of the Hamiltonian with the SPFs in that dimension.
We have also tried other Krylov spaces like that gener-
ated by the position operator but found no significant
advantage. The optimal way would be to use the scheme
by Lee and Fischer90 and Manthe,30 but it is computa-
tionally expensive as the scaling is O[(N (κ))2] for each
degree of freedom κ.
All steps involved in the pruning procedure are sum-
marized as a pseudo-code in the Appendix.
IV. EXAMPLES
A. Pruning the primitive basis: NO2
To test the pruning of the primitive basis, we use
the example of NO2 dynamics on the B2 surface112 and
closely follow Ref. 37. This three-dimensional example
has been claimed to exhibit ergodic dynamics. Many (20
in each coordinate) SPFs are needed to correctly describe
7the autocorrelation function. Further, many primitive
functions are needed: We use 250 Fourier Grid Hamil-
tonian functions1,113 in the radial coordinates and 100
Gauss-Legendre-DVR functions in the angular coordi-
nate; see Ref. 37 for further details of our set-up. For
this system, more than 60% of the computing time is
spent on solving the SPF EOM.
We compare the pruning of both coordinate-space-
localized DVR and phase-space-localized PvB. The latter
is formed by a similarity transformation of the DVR ba-
sis. Without pruning, it leads to exactly the same results
(within machine accuracy).37,40,41 We have previously
shown that PvB is not optimal for higher-dimensional
dynamics due to a less favorable scaling.37 Here, no mode
combination is used and the SPFs are one-dimensional.
Therefore, the scaling in higher dimensions does not mat-
ter.
Fig. 1 shows the autocorrelation function
(〈Ψ(0)|Ψ(t)〉 = 〈Ψ(t/2)∗|Ψ(t/2)〉) obtained from
unpruned dynamics (using the DVR basis), and pruned
dynamics using either DVR or PvB. The accuracy of the
CMF propagator was set to 10−6. The computation was
done on a single core of an Intel(R) Core(TM) i7-6700
processor. We used the same wave amplitude threshold,
θ, in all coordinates. Using different thresholds for the
angular and for the radial coordinates would maybe
give an improvement. Note that the values of θ for a
requested accuracy level depend on the dimensionality
and the choice of basis. Better definitions of θ might be
considered in the future. In all of our pruned benchmark
calculations, we simply scanned various values of θ on a
logarithmic scale to find appropriate values. Through-
out, we use a regularization parameter of  = 10−8 (see
Eq. (11)).
The unpruned dynamics (black line) took 296 seconds
runtime. If 40% of the overall basis is used on average
(green line), pruned DVR can accurately reproduce the
unpruned dynamics and 62% of the overall runtime can
be saved (111 s runtime). PvB is less efficient. If 33%
of the overall basis is used (dashed blue line), the au-
tocorrelation function is less accurately reproduced and
only 27% of runtime is saved (216 s runtime). This is a
result of the nondiagonality of the potential matrices in
the PvB representation, see Ref. 37.
B. Pruning the configurations of single-particle basis
functions: Pyrazine
Here, we consider the quadratic vibronic-coupling
model of 24-dimensional (plus an electronic degree of
freedom, DOF) pyrazine.9,10 To simplify the implemen-
tation, we use the so-called single-set mode7 where the
same SPF basis is used for both electronic states. The
SPFs are expanded in Gauss-Hermite-DVRs.1,91,92 In-
cluding the electronic DOF, the coefficient tensor, A, is
nine-dimensional.
The basis parameters and mode combinations are
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FIG. 1. Autocorrelation function of NO2 dynamics without
pruning (black) compared to pruned DVR (green lines) and
pruned PvB (blue lines) dynamics. The percentages denote
the average fraction of the total basis size used for all coordi-
nates. 100% corresponds to a basis size of (256 + 256 + 100).
The times denote the overall runtime and θ denotes the wave
amplitude threshold.
shown in Table I. There, we show two variants for the
number of SPFs, A and B. Variant A corresponds to the
numbers used in Refs. 10,58 whereas variant B corre-
sponds to the “MCTDH-3” variant from Ref. 13. Many
more SPFs are used in variant B. We closely follow Ref. 10
and first use variant A that also allows for a comparison
with Ref. 58 (Section IVB1). The spectrum computed
from the dynamics with variant A is already converged to
a reasonable level but the autocorrelation function is not.
Therefore, we also show results from variant B and later
compare also with ML-MCTDH results (Section IVB2).
Comparing variants A and B provides insights into the
scalability of DP-MCTDH. If the reader is more inter-
ested in the general performance and comparison to ML-
MCTDH, the studies on variant A (Section IVB1) may
be skipped. Finally, we present unrestricted simulations
(no limit regarding the number of SPFs) in Subsection
IVB3.
1. Variant A (fewer SPFs)
For variant A, almost 95% of runtime is spent on rou-
tines where A is involved. Hence, pruning only A, that
8TABLE I. Mode combination and basis parameters of the
(24+1)-dimensional pyrazine example. Two variants for the
number of SPFs are shown, see the text for details.
DOF Combined normal modes Number of SPFs Primitive
variants {A, B} basis size
0 electronic {2,2} 2
1 [ν10a, ν6a] {14,21} [40, 32]
2 [ν1, ν9a, ν8a] {8,12} [20, 12, 8]
3 [ν2, ν6b, ν8b] {6,7} [4, 8, 24]
4 [ν4, ν5, ν3] {6,8} [24, 8, 8]
5 [ν16a, ν12, ν13] {5,7} [24, 20, 4]
6 [ν19b, ν18b] {7,12} [72, 80]
7 [ν18a, ν14, ν19a, ν17a] {5,7} [6, 20, 6, 6]
8 [ν20b, ν16b, ν11, ν7b] {4,5} [6, 32, 6, 4]
is, the SPF space, makes sense. Because the unpruned
propagation is not fully converged with respect to the
number of SPFs, we have limited the maximal number of
SPFs in the pruned dynamics to the number of SPFs in
the unpruned dynamics.
We stress that variant A is not converged with respect
to the number of SPFs, nκ. Compared to variant B,
the autocorrelation function differs. The restricted val-
ues for nκ in variant A lead to a strong dependence of
the dynamics on the choice of the initially unoccupied
SPFs. Depending on their shape, the SPFs and thus the
wavefunction “drift” into different spaces. In particular,
values of the autocorrelation function at the maxima are
sensitive to this choice, whereas the positions of the max-
ima are not. Even minor perturbation of the unoccupied
SPFs have a strong influence on the autocorrelation func-
tion at later times. The sensitivity of the values can be
considered as an indicator of the accuracy. The better
converged variant B is much less sensitive to the choice
of the initial SPFs. There, a perturbation yields almost
no difference in the autocorrelation function for the first
80 fs. For larger times, the difference is less than for vari-
ant A.
Following the implementation in the Heidelberg
MCTDH package,111 we prepare the initially unoccu-
pied SPFs by generating an orthonormal Krylov space
of the operator xˆ: |ϕ(κ)j 〉 = xˆj−1|ϕ(κ)1 〉 for j > 1.
To measure the sensitivity, we compare unpruned dy-
namics with those where the initially unoccupied SPFs
are perturbed by adding higher order Krylov vectors:
|ϕ(κ)j 〉pert. = |ϕ(κ)j 〉 + r|ϕ(κ)j+nκ〉, for j > 1, where r is a
random number in the range [−0.01, 0.01]. This proce-
dure follows a suggestion by Meyer.114 As only initially
unoccupied SPFs are perturbed, this procedure has no in-
fluence on the initial wavefunction. The autocorrelation
function is shown in Fig. 2, where the continuous black
line corresponds to unpruned dynamics and the dashed
red line corresponds to dynamics with perturbed initial
SPFs.
This sensitivity to the choice of the initial SPFs ren-
ders a comparison of accuracy with the pruned dynamics
difficult. In our pruned variant, SPFs that are dynami-
cally added at later time steps, are prepared differently
from the unpruned variant; see Section III 3. Even if the
newly added SPFs were generated by the same proce-
dure, the dynamics would differ because they would not
be generated by the SPFs at t = 0. To make the compar-
ison with our pruned dynamics easier, we propagate until
t = tS and restart the propagation again at t = 0 with
the subset of configurations from t = tS . The SPFs at
t = 0 do not differ for the pruned and unpruned variants.
Note that this still corresponds to pruned dynamics for
all propagation times. It only means that we use a min-
imum pruned set of configurations for t ≤ tS but adding
and removing other configurations is still allowed during
this initial period. We chose tS = 7 fs, well within the
initial decay of the autocorrelation function. At least for
dynamics with lower wave amplitude thresholds, during
the first 7 fs, almost all SPFs are used somewhere in A
such that the number of initial SPFs are the same, com-
pared to unpruned dynamics. The full coefficient tensor
is never required for the pruned dynamics. Hence, this
initialization procedure is negligible with respect to run-
time because, compared to later times, not many config-
urations contribute to the wave function within the first
7 fs.
In general, this procedure increases the stability of the
dynamics. Only a single configuration is occupied at
t = 0 and many other configurations will become im-
portant within the first femtoseconds. Therefore, a dy-
namically pruned dynamics may require short time-steps
during the initial period of propagation. For the pruning
of the coefficient tensor, we use a “configuration-space ra-
dius” of
√
2,80 where 2D2 nearest neighbors are added for
each non-negligible configuration. This further increased
the stability, compared to the radius of 1 used for pruning
DVR,37 that only adds 2D nearest neighbors.
All computations were performed using a single core
of Intel(R) Xeon(R) CPU E5-2650 v2 processors. The
accuracy of the CMF propagator was set to 10−6 and
the accuracy of the propagators for the EOM of A and
of the SPFs were set to 10−7. Like Ref. 58, we propagated
until 80 fs.
Fig. 2 depicts the autocorrelation function for the
pruned and unpruned dynamics (black line). Until ap-
proximately 80 fs, the autocorrelation function can be
well described using pruned dynamics. At later times, the
autocorrelation function is still in good agreement, com-
pared to the difference of unpruned dynamics with and
without perturbed unoccupied SPFs (dashed red line),
see above. In particular, the positions of the maxima
of the autocorrelation function are generally in excellent
agreement with those from the unpruned dynamics. If
4.4% of all possible configurations are used (pale blue
line), the runtime can be reduced from 36 hours to ap-
proximately five hours. However, even if only 19% of the
configuration space is needed (dashed pale green line),
the pruned dynamics takes 72% of the runtime of the dy-
namics without pruning. This is caused by the additional
9overhead of the pruned tensor transformation. In general,
pruning is more favorable if larger numbers of SPFs are
required. Since, on average, only six SPFs in each degree
of freedom are used, pruning cannot be fully efficient.
Even so, a significant decrease in runtime is possible. We
note that our pruned calculations achieve larger speed-
ups than those found in the ML-spawning scheme.19 Fur-
thermore, these timings are much better than those pre-
sented by Worth.58. There, the static pruning led to
larger CPU time even if only 16% of the totally available
configurations are used (compare configuration 24a3 to
24a in Table II in Ref. 58). Worth reported a speed-up
of 4.6 if only 0.5% of configurations are used. We gain a
speed-up of 5.1 if 6.2% of configurations are used and ob-
tain a better converged spectrum, see below (Fig. 3). Of
course, these comparisons have to be taken with care, be-
cause the computations were done on different hardware.
Wodraszka and Carrington used a pruning similar to that
of Worth and developed a new algorithm that should im-
prove performance.78 However, they did not try to solve
the TDSE so no direct comparison can be done.
In many applications, not the autocorrelation function
but the absorption spectrum is of importance. In gen-
eral, this quantity is easier to converge than the autocor-
relation function. We follow Worth58 and compute the
spectrum as
I(ω) ∝ ω
∫ T
0
dt< [〈Ψ(0)|Ψ(t)〉 exp(iωt)
exp(−t/τ) cos(pit/(2T ))] , (20)
with the damping parameter τ = 150 fs, using the
autospec utility of the Heidelberg MCTDH package.111
The shifted and scaled spectra of the autocorrelation
functions of Fig. 2 are shown in Fig. 3. Compared to
the spectrum of the unpruned dynamics with perturbed
unoccupied SPFs, the agreement is excellent. Even us-
ing only 0.7% of the full configuration space (blue line)
gives a qualitatively correct behavior within the uncer-
tainty of the spectrum introduced by the damping of the
autocorrelation function (1 nm at 250 nm; see Ref. 58).
If this accuracy is sufficient, the runtime can be reduced
from 36 hours to 1 hour. Note that the spectrum slightly
differs from that shown in Ref. 58 because we use the
single-set approach and most likely a different accuracy
of the propagator (no accuracy threshold is mentioned
by Worth).
2. Variant B (more SPFs)
We now turn to variant B where more SPFs in each
DOF are used. Now, the sensitivity to the initially un-
occupied SPFs is not severe. The autocorrelation func-
tions for pruned and unpruned dynamics are shown in
Fig. 4. Here, the unpruned MCTDH dynamics was per-
formed with the Heidelberg package111 in order to exploit
shared-memory parallelization (16 threads).115 Since the
speed-up with respect to the number of threads is not
ideal,13 we have estimated the total runtime on a single
core to be 692 hours (see Fig. 4) based on a speed-up
factor of 5.2 for the parallel computation. Until approxi-
mately 80 fs, the autocorrelation function can be well de-
scribed with pruned dynamics using only 0.53% of the to-
tally available configurations (blue curve). The runtime
is then below 10 hours – much less than even the runtime
from unpruned dynamics of variant A! With only 0.75%
of all configurations (dashed-dotted green line), the au-
tocorrelation function is accurately reproduced at almost
all times. The deviation should be compared with that
of the more accurate ML-MCTDH result (gray line); see
next paragraph. The runtime was only about 14 hours,
representing a speed-up of 49. Even if many more con-
figurations are used, e. g. 4%, (dashed pale green line), a
significant speed-up of 7 is obtained.
In Fig. 4, we compare also to a ML-MCTDH calcu-
lation (gray curve). The set-up corresponds to that of
the (largest) “ML-8” configuration in Ref. 13 but we use
a lower accuracy of the propagator (10−6), like we use
in our other simulations. We employ the Heidelberg ML-
MCTDH package116 for this simulation. This calculation
is considered to be more accurate than variant B.13 De-
spite the efficiency of the multilayer method, almost all
of our pruned simulations are faster than the (unpruned)
ML-MCTDH. Only if 4% of the configurations are used
is the pruned dynamics a factor of 2.4 slower than the
ML-8 simulations. A simulation of the “ML-6” configura-
tion from Ref. 13 (not shown) took only 14 hours and 46
minutes but this configuration is less accurate than vari-
ant B and still needs slightly more computing time than
our more accurate pruned dynamics with usage of 0.75%,
that took 13 hours and 54 minutes. Note, however, that
Vendrell and Meyer comment that their ML-tree is not
optimal.13
The results of variants A and B are summarized in
Table II. For evaluating the error, we follow Worth58 and
evaluate the error as
∆AR = ‖I˜A(ω)− I˜R(ω)‖2, I˜X = IX/‖IX‖2, (21)
where R is the reference calculation. The norm is com-
puted by discretizing the spectrum I(ω) on a grid of size
103.
3. No restriction on the number of SPFs
As a final test, we lift the SPF constraint almost com-
pletely by setting the maximum number of SPFs in each
DOF to be 50, not including the electronic DOF. The re-
striction to 50 SPFs was chosen for convenience. Except
for dimension 1, this number does not restrict the prun-
ing. The resulting autocorrelation functions are shown
in Fig. 5. Comparing to the unpruned variant B and
the more accurate “ML-8” variant, it shows that the au-
tocorrelation function can be systematically converged
within our pruning scheme. Notably, the positions of the
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FIG. 2. Autocorrelation function of unpruned pyrazine dynamics compared to dynamics with a pruned coefficient tensor.
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configuration space used. 100% corresponds to a size of 5.6 · 106. The times denote the overall runtime and θ denote the wave
amplitude threshold. The dashed red curve shows unpruned dynamics where the initial and unoccupied SPFs are randomly
perturbed and illustrates the general accuracy of the unpruned dynamics.
maxima of the autocorrelation functions for the pruned
dynamics (continuous blue, dashed(-dotted) green and
dotted yellow lines) are generally different from variant
B (black line) but resemble the more accurate ML-8 vari-
ant (gray line). Only after 120 fs one can notice a more
significant deviation. At these times, even the ML-8 vari-
ant is not converged and one might speculate that our
pruned dynamics are more accurate. To verify this, a
more systematic convergence study would be required.
This is beyond the scope of this work.
Here, all of our pruned simulations need more runtime
than the ML simulation. However, the runtimes are of
similar magnitude while including a substantially larger
configuration space. As discussed above, by constraining
the number of SPFs to a lower limit, faster runtimes may
be obtained if some accuracy is sacrificed.
C. Pruning both the primitive and the SPF basis with
higher-dimensional mode combination: Pyrazine
As a proof of principle, we show that pruning both
the SPF and the primitive basis can be combined. We
show further that pruning the primitive basis allows for
higher-dimensional mode combination. We use again the
pyrazine model (variant A in Table I) but now combine
the modes ν2, ν6b and ν8b together with ν4, ν5 and ν3 us-
ing twelve SPFs. This decreases the dimension of the
coefficient tensor by one but requires propagating six-
dimensional SPFs. Additionally, this increases the over-
all runtime for the unpruned propagation by 60%. The
propagation of the SPFs in this mode is then the domi-
nant part (70% of runtime) of the propagation.
Hence, it makes sense to prune the primitive basis.
We prune only the DVR representation of these six-
dimensional SPFs. Note that the Gauss-Hermite DVR
gives a non-equidistant grid. Nevertheless, our pruning
methodology from Ref. 37 works here. All other SPFs are
propagated without pruning their representation. The
result is shown in Fig. 6. If only 16% of the primitive
basis is used (dashed-dotted green line in Fig. 6), the au-
tocorrelation function can be reproduced accurately and
the runtime can be reduced from 59 hours to 38 hours.
This almost matches the runtime of the unpruned dy-
namics from Section IVB, thus offsetting the unfavorable
mode combination set-up.
If both the primitive basis and the SPF basis are
pruned, the runtime can be decreased to 29 hours while
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FIG. 3. Shifted absorption spectrum of pyrazine using
(DP-)MCTDH with variant A (Table I) for the number of
SPFs in each DOF: unpruned (black line), unpruned with per-
turbed SPFs (red dashed line), pruned with an average usage
of 0.7% (blue, long dashed-dotted line), 4.4% (pale blue, con-
tinuous line), 6.2% (dashed-dotted green line) and 19% (pale
green, dashed line). See Fig. 2 and text for further details.
retaining a reasonable accuracy (dashed pale green line).
Then, solving the SPF EOM again becomes the domi-
nant part of the runtime. The contributions of the parts
of the code dealing with A is then less than 8%.
D. Analysis of the pruned configuration space
We now turn to an analysis of the pruned configuration
space used in Subsection IVB3. It is clear that this nine-
dimensional configuration space cannot be analyzed in
detail everywhere. It is instructive, however, to examine
the diagonal of the two-“particle” reduced density matrix
in configuration space, i. e. we have integrated the ab-
solute square of the wavefunction in configuration space
for all but two combined modes in the pruned subspace.
One “particle” then corresponds to the combined modes
used for setting up the SPFs in the corresponding DOF.
For example, the particle of the DOF 6 would represent
the modes ν19b and ν18b, compare with Table I. Fig. 7
shows two examples of the diagonal of the reduced den-
sity matrix of the underyling wavefunction in Fig. 5 with
1.1% usage (dashed-dotted green curve) at t = 59 fs and
t = 80 fs. Since natural orbitals, ordered by their weight,
are used for the dynamics, a triangle-shaped occupation
of the ordered orbitals is expected. The smaller the or-
bital index, the larger the weight of the corresponding
TABLE II. Comparison of the performance of variants A and
B of DP-MCTDH dynamics of pyrazine with the ML variants
from Ref. 13. The errors are defined according to Eq. (21).
Error 1 uses the ML-8 calculation as a reference whereas error
2 uses the corresponding unpruned calculation as a reference.
〈Ncoeff〉 denotes the (average) number of coefficients used to
describe the configuration tensor.
Set-up 〈Ncoeff〉 runtime [h:m] error 1 error 2
ML-8 1.5 · 105 36:60 -
ML-7 1.1 · 105 27:00 0.005
ML-6 5.1 · 104 14:47 0.015
A: unpruned 5.6 · 106 36:10 0.044 -
A: -"-, perturbed 5.6 · 106 36:10 0.044 0.029
A: θ = 0.006 3.9 · 104 1:09 0.043 0.033
A: θ = 0.001 2.5 · 105 4:54 0.042 0.014
A: θ = 0.0008 3.5 · 105 7:16 0.043 0.012
A: θ = 0.0002 1.1 · 106 26:09 0.045 0.014
B: unpruned 8.3 · 107 692:00 0.011 -
B: θ = 0.001 4.4 · 105 9:54 0.016 0.016
B: θ = 0.0008 6.2 · 105 13:54 0.013 0.011
B: θ = 0.0002 3.3 · 106 87:07 0.010 0.009
orbital. This shape approximately appears in panels (c)
and (d) in Fig. 7. However, the structure is more com-
plex and contains some “islands” in this two-dimensional
space. This is more pronounced in panels (a) and (b),
showing DOF 1 and 6. Because natural orbitals diag-
onalize only the one-particle density matrix, the natu-
ral populations (eigenvalues of the density matrix) are
highly averaged quantities. It is still possible that con-
figurations corresponding to orbitals with small natural
populations may become significant during the dynamics.
Note that the structure of these plots changes during time
and can become more complex for intermediate times, as
can be seen by comparing panels (a) with (b) or (c) with
(d). Furthermore, note that the two-dimensional reduced
densities vastly understate the sparsity of the full nine-
dimensional density. An analysis of the diagonal of the
three-“particle” density matrices forms a similar picture.
Additionally, an analysis of the DP-MCTDH dynamics
with 0.7% usage (dashed-dotted blue curve in Fig. 5)
and of unpruned dynamics of variant A does not signifi-
cantly change the structure presented in Fig. 7. Clearly,
a simple static pruning as used in Ref. 58,78 would be
suboptimal as it would have to be vastly overextended to
describe the structure of this non-direct-product config-
uration space for all simulation times.
V. CONCLUSIONS AND OUTLOOK
We have presented two approaches for dynamical prun-
ing MCTDH (DP-MCTDH). The first method prunes the
primitive basis used to represent the SPFs whereas the
second method prunes the set of configurations in the
SPF space. The former method is useful for dynam-
ics where a large, possibly multi-dimensional primitive
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FIG. 7. Graphical representation of the diagonal of the two-“particle” reduced density matrix in configuration space of pyrazine
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of Fig. 5 with a mean-usage of 1.1%. Each pixel corresponds to one configuration. White pixels correspond to configurations
whose values are below the employed wave amplitude threshold, 0.0008. Lower indices of the SPFs correspond to natural
orbitals with larger populations. Panels (a) and (b) shows the (combined) DOF 1 (modes [ν10a, ν6a]) and 6 ([ν19b,ν18b]); see
Table I. Panels (c) and (d) shows the DOF 2 ([ν1,ν9a,ν8a]) and 7 ([ν18a, ν14, ν19a, ν17a]).
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basis set is required, as in NO2. There, pruning the
primitive bases leads to speed-up factors between two
and three without jeopardizing accuracy. We showed
further that pruning the primitive basis makes higher-
dimensional mode combination feasible, taking the 24-
dimensional nonadiabatic dynamics of pyrazine as an ex-
ample. Note that this partially relaxes the constraint
that the Hamiltonian be of SoP form.
Pruning the space of SPF configurations often allows
for even larger time-savings. We again used pyrazine
dynamics as an example and showed that, while retain-
ing accuracy, pruning leads to speed-ups between 5 and
50. The more SPFs are needed in MCTDH, the larger
the speed-up in DP-MCTDH. Depending on the setup,
the runtime of the DP-MCTDH dynamics is compara-
ble to or even faster than ML-MCTDH. We also showed
that both pruning methods can be combined, again us-
ing pyrazine with higher-dimensional mode combination
as an example.
Pruning the SPF space dynamically introduces an
MCTDH variant, DP-MCTDH, with just one single pa-
rameter, the wave amplitude threshold. By analyzing
the reduced densities, we showed that dynamic instead of
static pruning is crucial for a most effective reduction of
the number of used configurations. The result is a more
powerful alternative to the ML-spawning scheme. Fur-
ther, both pruning strategies might be useful for solving
the TISE as well. There, an adaptive or iterative prun-
ing like it is used in our time-independent simulations80
should, in principle, be more efficient than simple static
pruning, as was recently shown.79 The achievement of ef-
ficiency comparable to ML-MCTDH is promising. Com-
bining pruning strategies with ML-MCTDH, giving DP-
ML-MCTDH, should give an even faster method without
jeopardizing accuracy.
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Appendix: Pseudo-Code of the pruning procedure
After each CMF step, the pruning proceeds as follows:
if prune primitive basis then
• update primitive basis
• set newly added coefficients to zero
• do Löwdin orthogonalization of SPFs
• update data structures for tensor transformation
end if
if prune coefficient tensor A then
• update A
• set newly added coefficients of A to zero
• set new SPFs to Krylov vectors of uncorrelated
Hamiltonian
• do Gram-Schmidt orthogonalization of new SPFs
• transform to natural orbitals
• update data structures for tensor transformation
end if
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