This paper presents the outcome of a study conducted for measuring the forecasting accuracy with varying volume of wind speed data and increase in variables in the forecasting models. It is found that the forecasting accuracy depends on the volume of historical data and number of variables used to develop the model. Also the forecasting accuracy affected by forecasting horizon too. Wind speed and temperature data are found to be most effective in improving forecasting accuracy. The Transfer Function ARIMA model is developed using the historical data
Introduction
As wind farms grow in capacity, the strain they place on the transmission grids also becomes more pronounced because the transmission grid may not be able to transmit all the wind power. Accurate and reliable forecasting systems for wind power are widely recognized as a major contribution for increasing wind penetration. A critical literature review and an up-to-date bibliography on wind forecasting technologies over the world have been carried out in [1] . Various forecasting aspects concerning the wind speed and power have been highlighted. Moreover, a number of studies [2] have assessed the financial benefits of good forecasting and have proven that an advanced forecasting technique is required. An accurate wind forecast can benefit several controls such as economic dispatch, energy transactions, security analysis, unit commitment and generator maintenance scheduling [3~7] .
The technique of ARIMA model is capable of dealing with non -stationary time series data. It uses variable s lag value combing with previous and present random residual item to reflect the variation of variables. It improves the defect of static regression analysis because of which it is more widely used to predict short-term and medium term wind forecasting.
Use of wind energy has been developed significantly throughout the world, in order to get the ideal for a future with electricity without pollution [8] . In a liberalized electricity market, forecasting tools improve the position of wind energy compared with other available forms of generation [9] . The role of wind forecasting is reviewed in [10] , in which focus is made on opportunities to use visualization, warning systems and automation to support control room operations. Critical literature survey review and an up-to-date bibliography on wind forecasting technologies over the world are explored in [11] . Wind speed prediction technology is not an easy task, since it is always site-dependent and the wind values are effected by large scale atmospheric conditions like temperature, altitude and pressure [11] . The average reported error for the wind forecasting is in the order of 10%~20% for a 24 hour horizon [11] . Many of the papers worked with single set of data to develop forecasting model. In addition to this many of the literatures, focus is given on forecasting wind speed of wind sites having high wind speed regime. It is also reported in many of the literatures that forecasting low wind regime sites is not so easier than high wind regime sites because
In this paper ARIMA model and Transfer function ARIMA model are developed to forecast low wind regime site located at Basaveshwara Engineering College, Bagalkot, Karnataka, India using the wind speed and temperature data. The results of ARIMA model and transfer function ARIMA wind speed forecasting show remarkable improvement in the forecasting accuracy. Results are compared for different volume of data for both of the models. It is found that transfer function ARIMA model shows high performance as compared with the ARIMA model.
Wind data representation
The wind site selected for study is located at Basaveshwar Engineering College, Bagalkot, Karnataka, India. The site is equipped with 50m galvanized guyed tubular wind mast, with gin pole monitoring at 50m, 30m and 10m level. The mast is procured under the R and D grant sanctioned by Technical Education Quality Improvement Program (TEQIP) of World Bank. Wind data is recorded using NRG Symphonie Data logger.
In the present work, Five year wind speed and temperature data, from July-2007 to till July-2012 data is used. The data is measured at three different heights i.e., 50m,30m and 10m. NRG Symphonie Data logger records wind speed in meters per second (m/s) and temperature in ºC at an averaging interval of 10 minutes. The wind speed and temperature values are based on 2 second samples. The recorded wind data is retrieved using Symphonie Data Retriever software. The 10min is converted to hourly average data.
Both 10 minutes and hourly wind speed data are used for short forecasting of wind speed. The data from July-2007 to Dec-2011 is used for identification of the model and the data from Jan-2012 to July-2012 is used for measuring the forecasting accuracy. The sample 10min sampled wind speed and temperature data is shown in Figure1 & 2. It is observed that the wind speed shows more chaotic behaviour as compared with the temperature data. Therefore it reveals that wind speed has correlation with temperature. MATLAB program wrote for the TRFU-ARIMA model calculation for different volume of historical wind speed and temperature data namely one year, two year, three year, four year and five year data. 
is a polynomial in B of order r, and n t disturbance process can be represented by an ARIMA model. For the present work only non-seasonal process of the wind speed and temperature is considered. Therefore only non-seasonal difference is taken for the wind speed and temperature data. The transfer function ARIMA model for the present work is given by:
Where, y t is wind speed time series as output, x t is temperature time series as input. Five-year wind speed and temperature data series are used for the above model. Autocorrelation, partial autocorrelation and cross correlation of the wind speed and temperature series are calculated. The original time series are converted to pre-whiten series in order to make them suitable for the transfer function model.
The parameters for building ARIMA model are calculated using program written in MATLAB. Following parameters are calculated and considered for ARIMA model. The parameters (Akaike's Information Criterion AIC, Final Prediction Error FPE, Phi and theta ) of ARIMA models developed using hourly data and 10min data are calculated as shown in table-1. The equation for transfer function -ARIMA model is developed using the parameters given in Table-4 is given in eq. (7). 
where, Y t is the wind speed, X t is the temperature at time interval t, and 1 Ñ is the non seasonal differencing. The process of building transfer function model is given in Figure4. The procedure of building transfer function model involves the steps of model identification, estimate, fitting check and forecasting. In the process of model identification, the pre-whitening process is applied to cancel the pseudo-correlation among variables. Sequentially, the cross correlation function (CCF) among variables is then examined to obtain model. Furthermore, the residual analysis and fitting check is used to check the fitness of selected model. Finally, the feasible model which considers both temperature and wind speed is created to forecast the future wind speed. The process of Transfer function ARIMA model is as shown in the following flowchart.
The first step of the ARIMA (p, d, q) modeling process is to identify some tentative models based on the plots of autocorrelation function (ACF) and partial autocorrelation function (PACF). The parameter values of p, d, and q are denoted by the p th order of autoregressive, the d th order of differencing, and the q th order of the moving average. ACF and PACF plots for the one to five year data are shown below. From ACF and PACF graphs in Figure 5 to 9, it is clear that the wind speed data is non-stationary and has only one significantly high PACF. To reduce the effect of nonstationarity on forecasting, a first order differencing will be done.
Results and discussion

4.1: Using 10min interval data
Wind speed for a period of one month is used as test data for comparison of the forecasted wind speed data. A sample forecasted wind speed data for one day ahead is shown in Figure. 10 using one year data. Table 5 . From table 6 it is clear that after three years data, forecasting error will not vary significantly. Therefore using three year data is sufficient to develop the forecasting model.
Conclusion
Wind speed forecasting is developed using transfer function model, which includes the temperature into univariate ARIMA model to enhance the wind speed forecasting accuracy. The developed model tested and results verified using actual wind data recorded at a site. Wind speed forecasted for different horizon is presented and found that the forecasting accuracy increases with decrease in forecasting horizon. In addition to this forecasting done using different volume of data with hourly wind speed data. It observed that the forecasting accuracy increases with increase in volume of data and forecasting error remains constant after four years data. This effect of volume of historical data limits the use of large memory for storing historical data. The wind speed forecast is helpful in estimating the wind power potential of particular wind site and improves the market value of wind energy compared with other available forms of renewable energy generation.
