Abstract. In this paper we study random induced subgraphs of Cayley graphs of the symmetric group induced by an arbitrary minimal generating set of transpositions. A random induced subgraph of this Cayley graph is obtained by selecting permutations with independent probability, λn. Our main result is that for any minimal generating set of transpositions, for probabilities λn = n!, where ℘(ǫn) is the survival probability of a specific branching process.
Introduction
One central problem arising in parallel computing is to determine an optimal linkage of a given collection of processors. A particular class of processor linkages with point-to-point communication links are static interconnection networks. The latter are widely used for message-passing architectures. A static interconnection network can be represented as a graph. The binary n-cubes, Q n 2 , [1, 27] are a particularly well-studied class of interconnection networks [10, 12, 13, 32] .
Akers et al. [2] recognized the deficiencies of n-cubes as models for interconnection networks and proposed an alternative: the Cayley graph of the permutation group induced by the (n − 1) startranspositions (1 i), which we denote by Γ(S n , P n ). Pak [28] studied minimal decompositions of a particular permutation via star-transpositions and Irving et al. [20] extended his results. The star-graph Γ(S n , P n ) is in many aspects superior to n-cubes [1, 27] . Some properties of star-graphs
In this paper we study a subgraph of the Cayley graph generated by all transpositions, the Cayley graph Γ(S n , T n ), where T n is a minimal generating set of transpositions. Setting T n = P n and T n = B n we can recover the star-and the bubble-sort graph as particular instances. We study structural properties of Γ(S n , T n ) in terms of the random graph obtained by selecting permutations with independent probability. The main result of this paper is Theorem 1. Let λ n = 1+ǫn n−1 , where n − 1 3 +δ ≤ ǫ n < 1 and δ > 0. Let T n be a minimal generating set of transpositions and let Γ n = Γ n (λ n ) denote the random induced subgraph of Γ(S n , T n ), obtained by independently selecting each permutation with probability λ n . Then Γ n has a.s. a unique giant component, C (1) n , whose size is given by
where ℘(ǫ n ) = (1 + o(1))x for ǫ n = ǫ > 0, x > 0 being the unique root of e −(1+ǫ)y = 1 − y and ℘(ǫ n ) = (2 + o(1))ǫ n for 0 < ǫ n = o(1). P 9 Figure 1 . The evolution of the giant component in random induced subgraphs of Γ(S 9 , P 9 ). We display the relative size of the giant component
n | |Γn| as a function of (1 + ǫ)/(n − 1) as data-curve (blue) versus the growth predicted by Theorem 1 (red).
Similar to the case of random induced subgraphs of n-cubes [30] , random induced subgraphs of Γ(S n , T n ) exhibit a giant component for very small vertex selection probabilities. This is insofar interesting as important relations, like for instance, the isoperimetric inequality [14] , do not play a key role.
The paper is organized as follows: after establishing in Section 2 some basic properties of Γ(S n , T n ) and preparing all necessary background, we analyze in Section 3 vertices contained in polynomial size subcomponents. The strategy is similar to that in [30] , where first a specific branching process is embedded (for its first ⌊ 1 4 n 2 3 ⌋ steps) into Γ(S n , T n ). It is its survival probability that provides a lower bound on the probability that a given vertex is contained in a subcomponent of arbitrary, polynomial size. In Section 4 we "sandwich" this bound by showing that there are many vertices in "small" components. Only here we use ǫ < 1. In Section 5 we show that there are many vertex disjoint paths between certain splits of permutations. The a.s. existence of the giant component follows using the ideas of Ajtai et al. [1] . 
Some basic facts
Let S n denote the symmetric group over [n]. We write a permutation π ∈ S n as an n-tuple (x 1 , . . . , x n ). Let T n ⊂ S n be a minimal generating set of transpositions. Plainly, we have for i < j
We consider the Cayley graph Γ(S n , T n ), having vertex set S n and edges (v, v ′ ) where
be the minimal number of T n -transpositions by which v and v ′ differ.
and call B(A, j) and d(A) the ball of radius j around A and the vertex boundary of A in Γ(S n , T n ). If A = {α} we simply write B(α, j).
Let "≤" be the following linear order over Γ(S n , T n )
where id is the identity permutation and < lex denotes the lexicographical order. Any notion of minimal or smallest element in a subset A ∈ S n refers to the linear order ≤ of eq. (2.2).
Let Γ λn (S n , T n ) be the probability space (random graph) consisting of Γ(S n , T n )-subgraphs, Γ n , induced by selecting each Γ(S n , T n )-vertex with independent probability λ n . A property M is a subset of induced subgraphs of Γ(S n , T n ) closed under graph isomorphisms. The terminology "M holds a.s." is equivalent to lim n→∞ Prob(M) = 1. A component of Γ n is a maximal, connected, induced Γ n -subgraph, C n . The largest Γ n -component is denoted by C
n . We write x n ∼ y n if and only if (a) lim n→∞ x n /y n exists and (b) lim n→∞ x n /y n = 1. We furthermore write g(n) = O(f (n)) and g(n) = o(f (n)) for g(n)/f (n) → κ as n → ∞ and g(n)/f (n) → 0 as n → ∞, respectively. A largest component is called giant if it is unique in "size", i.e. any other component, C n , satisfies
Let Z n = n i=1 ξ i be a sum of mutually independent indicator random variables (r.v.), ξ i having values in {0, 1}. Then we have, [9] , for η > 0 and c η = min{− ln(e
n is always assumed to be sufficiently large and ǫ is a positive constant satisfying 0 < ǫ < 1. We write
Let us next recall some basic facts about branching processes, P m = P m (p) [15, 23] . Suppose P m is initiated at ξ. Let (ξ (t) i ), i, t ∈ N count the number of "offspring" of the ith-"individual" of "generation" (t − 1), where the r.v. ξ and ξ (t) i are B m (ℓ, p)-distributed. Let P 0 = P 0 (p) denote the branching process for which ξ is B m (ℓ, p)-and all ξ (t) i are B m−1 (ℓ, p)-distributed. Furthermore, let P P (λ), (λ > 0) denote the branching process in which the individuals generate offsprings according to the poisson distribution, i.e., P(ξ
We consider the family of r.v. (Z i ) i∈N0 :
for t ≥ 1 and interpret Z t as the number of individuals "alive" in generation t. Of particular interest for us will be the limit lim t→∞ P(Z t > 0), i.e. the probability of infinite survival. We write
for the survival probability of P 0 , P m and P P (λ), respectively. 
Components of size at least O(n
We next establish some basic properties of the Cayley graph Γ(S n , T n ):
Lemma 1. Let T n be a minimal generating set of S n consisting of transpositions, then we have (1) T n has cardinality n − 1 and corresponds uniquely to a labeled tree,
Proof. It is straightforward to prove by induction that |T n | = n − 1. We next consider the graph T n over [n], having edge-set T n . Since T n = S n , T n is connected and since T n is independent, T n is a tree. This establishes the mapping
Furthermore, ψ has an inverse; as the edges of a tree over [n] give rise to a maximal independent set of transpositions that generate S n , whence assertion (1). In order to prove (2), we generate the tree T n inductively as follows: we start with vertex 1 and consider its unique minimal element in distance 1, v 1 , and set
, where v i+1 is the unique minimal element contained in T n \ T i , having minimal distance to 1, and s i+1 is its unique T i -neighbor. We then set
This process gives rise to the sequence of trees T 2 ⊂ T 3 ⊂ · · · ⊂ T n and denoting the vertex sets of
To prove (3) we can, without loss of generality, restrict ourselves to the case where we have an arbitrary permutation (x 1 , . . . , x n ) and (y 1 , . . . , y n ), the unique permutation satisfying y vi = i. We proceed by constructing a Γ(S n , T n )-path between these two permutations. Obviously, there exists an unique v j such that n = x vj and in the tree T n there exists a unique path of length at most diam(T n ) ≤ n − 1 connecting v i and v n . Accordingly, there is a Γ(S n , T n )-path of length at most diam(T n ) between (x i ) and a permutation (z i ) such that z vn = n. Our construction in (2) implies
whence we can proceed inductively, moving (n − 1) to the v n−1 th position using the subtree T n−1 . We consequently arrive at
and the proof of the lemma is complete.
In case of star-transpositions, i.e. T n = {(1 j) | 2 ≤ j ≤ n}, we have the following situation:
Lemma 2. Suppose T n is a minimal generating set of transpositions. We select permutations with independent probability λ n = 1+ǫn n−1 , where n
⌋ with probability at least ℘(ǫ n ).
Proof. We construct the subtree T n (v) by means of a branching process [15] within Γ(S n , T n ). Without loss of generality, we may initiate the process at id and assume (for notational convenience) n − 1 2 n 2 3 ∈ N. We shall begin by specifying an appropriate move-set (of transpositions) by which the offspring of the branching process is being generated. To this end, let
Note that N acts trivially on labels v h where h > n − be the first selected l j -neighbor and r x1 ∈ N \ U j . We then set U j (x 1 ) = U j∪ {r x1 } and proceed the selection with the smallest (n − ⌊ 3 4 n 2/3 ⌋ − 1) neighbors contained in N \ U j (x 1 ) instead of those in N \ U j . After all l j neighbors are checked and given that (x 1 , . . . , x s ) have been subsequently selected, we set
The minimality of T n and the fact that each T n -element is used at most once implies that this process generates a tree, i.e. each M j+1 -element is considered only once. Furthermore, in view of
this process can be viewed as a branching process embedded in Γ(S n , T n ). Therefore
and the lemma follows.
By choosing k sufficiently large, we next enlarge the Lemma 2-subtrees via an inductive construction to arbitrary polynomial size. We remark that Lemma 1 is of central importance for the construction of the Lemma 3-subtree, since some T n -generators will be use multiple times.
Lemma 3. Suppose k is arbitrary but fixed and let
+kδ with probability at least
where β k > 0 and ǫ n ≥ n
Proof. Without loss of generality we may assume π = id, µ n , ℓ n ∈ N and set . That is, A m is the "first" (in the sense of the labeling given by the sequence (v 2 , v 3 , . . . , v n )) subset of T n -transpositions that act on labels v i , where i ≤ z n + mµ n − 1 for 1 ≤ m ≤ k. We set w 
According to Lemma 1
Using large deviation inequalities [9] , we conclude that there exists some constant c 1 > 0 such that
We select the smallest element, x (i j) , from the set {x · w
∈ Γ n } and start the branching process of Lemma 2 at x (i j) . As a result, we derive the tree C 2 (x (i j) ) of size ⌊ 1 4 n 2 3 ⌋ with probability at least ℘(ǫ n ). According to Lemma 2, the generation of this tree exclusively involves labels v j where j ≤ z n − 1. Therefore, since any two smallest elements x (i1 j1) and x (i2 j2) differ in at least one of two coordinates with labels v j1 , v j2 for z n < j 1 , j 2 ≤ z n + µ n , we have
Let X 1 be the r.v. counting the number of these new Γ n -subcomponents. In view of eq. (3.9), we obtain
Again, using large deviation inequalities we conclude that there exists some c 1 > 0 such that
or equivalently, since the union of all the C 2 (x (i j) )-subcomponents with T 1 forms a Γ(S n , T n )-subtree, T 2 , we have
We now proceed by induction: Claim: For each 1 ≤ i ≤ k there exists some constant c i > 0 and a Γ(S n , T n )-subtree T i such that
We have already established the induction basis. As for the induction step, let us assume the claim holds for i < k and let C i (α) denote a subcomponent generated by the branching process of Lemma 2 in the i-th step. We consider the T n -transpositions w
at which we initiate the branching process of Lemma 2. The process generates tree subcomponents C i+1 (x α r ) of size ⌊ 1 4 n 2 3 ⌋ with probability ≥ ℘(ǫ n ). Any two of these are mutually disjoint and let ⋆ X i+1 be the r.v. counting their number. We derive setting q n = ⌊
and the claim follows. Therefore each Γ n -vertex is contained in a tree-subcomponent of size at least O(n
, with probability at least ℘(ǫ n )(1 − exp(−c k θ n )) and the lemma is proved.
Vertices in small components
Let Γ n,k denote the set of Γ n -vertices contained in components of size ≥ O(n kδ+ 2 3 ) for some 0 < δ < 1. In this section we prove that |Γ n,k | is a.s. ∼ ℘(ǫ n ) 1+ǫn n−1 n!. In analogy to Lemma 3 of [30] we first observe that the number of vertices, contained in Γ n -components of size < c k n 
With the help of Lemma 4, we proceed by computing the size of Γ n,k .
Lemma 5. Let λ n = 1+ǫn n−1 , where n − 1 3 +δ ≤ ǫ n < 1 and suppose k ∈ N is sufficiently large. Then
Proof. First we prove for any n
By assumption we have
In view of Lemma 4, we derive
Next we prove for n
For this purpose we consider the branching process on a (n − 1)-regular rooted tree T r * where the r.v. ξ * r of the rooted vertex r * is B(n − 1, λ n ) distributed while the r.v. of any other vertex r has the distribution B(n − 2, λ n ). Let C r * denote the component generated by such a branching process. Bollobás et al. [8] showed that
where i = i(n) → ∞ as n → ∞. The key observation is an inequality due to Bollobás et al. [8] , relating this process with the construction of a spanning tree of a Γ n -component at vertex r,
Eq. (4.6) follows immediately from the observation that during the generation of a spanning tree of a component, there are for each vertex at most (n − 2) neighbors, while in T r * there exist exactly (n − 2) neighbors. Suppose now k is sufficiently large, satisfying kδ +
for sufficiently large n, i.e.
(4.7)
This probability can be estimated as follows
where 0 < c(ǫ) < 1. We accordingly derive
where π 0 denotes the survival probability of the branching process on T r * , see Corollary 1. From eq. (4.6) and eq. (4.9) we immediately obtain, taking the expectation
Lemma 4 accordingly implies
whence the lemma.
We established in proof of Lemma 5 the relation
Therefore, relaxing the condition ǫ n < 1, we loose the upper but not the lower bound. That is, we have for probabilities λ n = λ n−1 where λ > 0 Corollary 2. Let λ n = λ n−1 , where 0 < λ and suppose k ∈ N is sufficiently large. Then
n! a.s. .
The main theorem
We show in this section that the unique giant component forms within Γ n,k for two reasons: first, any Γ n,k -vertex is a priori contained in a subcomponent of size ≥ O(n kδ+   2 3 ), limiting the number of ways by which Γ n,k -splits can be chosen and second there are many independent paths connecting large Γ(S n , T n )-subsets. We first prove Lemma 6 according to which Γ n,k is "almost" 2-dense in Γ(S n , T n ).
Lemma 6. Let k ∈ N, λ n = 1+ǫn n−1 where ǫ n ≥ n − 1 3 +δ for some δ > 0 and let furthermore
Then we have for some κ > 0, P(v ∈ A δ ) ≤ exp(−κn δ ) and there exists some 0 < ρ < κ such that
Proof. We consider now the action of the transpositions
We proceed by establishing a lower bound on the cardinality of d (k+1) (v, 2). Since T n is a minimal generating set, any sequence of distinct T n -transpositions is acyclic. Therefore
2 and Z be the r.v. counting the number of vertices contained in the set
, whose subcomponents are the trees constructed in Lemma 3. We immediately
The key observation is the following: the construction of the Lemma 3-subtrees did not involve any labels v zn−1+j+kµn , i.e. any two such subtrees remain vertex-disjoint. Therefore the r.v. Z is a sum of independent indicator r.vs. and Chernoff's large deviation inequality [9] implies
⋆ Consequently, the expected number of vertices contained in A δ is bounded by n! exp(−κn δ ). Now
Markov's inequality P(X > tE(X)) ≤ 1/t, for t > 0, guarantees |A δ | ≤ n! · e −ρn δ a.s. for any 0 < ρ < κ and the lemma follows.
Next we show that there exist many vertex disjoint paths between Γ n,k -splits of sufficiently large size. The proof is analogous to Lemma 7 in [30] . We remark that Lemma 7 does not use an isoperimetric inequality [14] . It only employs a generic estimate of the vertex boundary in Cayley graphs due to Aldous [4, 6] .
Lemma 7. Let (S, T ) be a vertex-split of Γ n,k with the properties
Then there exists some c > 0 such that a.s.
vertex disjoint (independent) paths of length ≤ 3.
Proof. We distinguish the cases |B(S, 2)| ≤ 
In view of eq. (5.2) and Lemma 1, eq. (5.4) implies
According to Lemma 6, a.s. all but ≤ n! e −∆n δ permutations are within distance 2 to some Γ n,kvertex, whence , 1) ). We distinguish the cases
For |d(B(S, 2)) ∩ d(B(T, 1))| ≥ d 2,1 (n − 4)!, we consider the set
Evidently, at most n − 1 elements in d(T ) can be connected to a fixed β 2 , whence
Let T 1 ⊂ T * be some maximal set such that any pair of T 1 -vertices (β 1 , β Proof of Theorem 1. To prove the theorem we employ an argument due to Ajtai et al. [1] originally used for n-cubes and independent edge-selection. We proceed along the lines of [30] and select the Γ(S n , T n )-vertices in two distinct randomizations. Let x 1 , x 2 > 0 such that 1 x1 + 1 x2 = 1. First we select with probability 1+ǫn/x1 n and second with probability ǫn x2·n . The probability of not being chosen in both rounds is given by
whence it suffices to prove that after the second randomization there exists a giant component with the property |C (1) n | ∼ |Γ n,k |.
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