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Abstract
The master’s thesis deals with modeling Value at Risk model adjusted by liquid-
ity. For this purpose we use quantile regression analysis and liquidity proxies.
We find out that Garman-Klass volatility estimator can be very useful in pe-
riod 2000-2008 for the small and mid-size semiconductor companies but not in
period 2008-2015. The NASDAQ composite Garman-Klass volatility is useful
for all semiconductor companies for period 2008-2015. We might conclude that
from the outbreak of the crisis returns of all semiconductor companies might
depend on movement of NASDAQ composite index. We use Amihud and Roll
measures as the liquidity proxies but the results are not persuasive regardless
or size of companies and period we analyzed.
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Diplomová práce se zabývá modelováńım hodnoty v risku upravenou o likvid-
itu. Pro tuto analýzu jsme použili kvantilovou regresi a proměnné indikuj́ıćı
likviditu. Došli jsme k závěru, že Garman-Klass volatility estimator je velmi
užitečný pro malé a středně velké firmy operuj́ıćı na trhu s polovodiči a to v ob-
dob́ı 2000-2007, nikoliv však obdob́ı 2008-2015. NASDAQ composite Garman-
Klass volatility estimator je užitečný pro obdob́ı 2008-2015 pro všechny firmy
bez ohledu na velikost. Předpokladáme, že od začátku krize výnosnost těchto
firem můžeme být ovlivněno pohybem NASDAQ composite index. Výsledky u
proměnných indikuj́ıćı likviditu nejsou přesvědčivé nehledě na velikost firmy či
obdob́ı, kdy jsme tyto proměnné analyzovali.
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analýza
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Topic characteristics The financial crisis unveiled the weakness of many eco-
nomic models financial institutions have been heavily relied on. One of the most
widespread models used in risk management is Value at Risk model (VaR).
Fundamentally, it extracts historical values to interfere and compute at certain
confidence level the risk of loss. It is the backward-looking model and it is
virtually powerless in forecasting the future movement of stock prices. Ad-
ditionally, the assumption of normality of return is not satisfactorily fulfilled
during the upswing and crisis. The classic VaR model captures all risk and
defines it as market risk. Therefore, it does not identify multiply dimensions of
risk. All weaknesses pose the threat on relevant interference from the model.
There are many reasons why we should consider liquidity as an important
parameter in VaR model. Liquidity could affect prices even when fundamental
values remain constant (Amihud et al. 1997) Market efficiency goes hand-in-
hand with the high liquidity (Amihud et al. 1997). Liquidity is variable that
can be priced, e.g. bid-ask spread (Pastor and Stambaugh F. 2003; Acharya and
Pedersen 2005; Sadka 2006). During the crisis, we can observe the vanishing
liquidity as the harbinger of following crisis (Borio 2004). Therefore, not only
liquidity adjusted VaR would solve problems with normality of return but it
also would empower to make better prediction.
As great as it seems, we incur a few problems. Even though the liquidity
can be price by the bid-price spread, it is not directly observable. Furthermore,
both bid and ask prices are not stored and available in financial websites such
as Yahoo Finance or Google Finance. Only broker companies store them for
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their own purposes. The additional problem we may experience lies in the fact
that liquidity transmission into price is still unclear. These problems should be
taken in mind when modeling liquidity adjusted VaR models.
Hypotheses
1. A small companies encounter higher liquidity risk.
2. NASDAQ composite index is lead by big players such as Apple, Google or
Amazon who are focusing on end-users. Therefore, semiconductors firms
are dependent on them.
3. Liquidity proxies are good predictors for future returns.
4. At the time of fast moving IT industry, companies listed in NASDAQ
composite index entails larger liquidity risk than SP index.
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One of the most widespread-used methodologies to measure the risk is the Value
at Risk (VaR) concept. During the financial crisis the general methodologies to
compute VaR reveal their weaknesses. Fundamentally, they extracts historical
values to compute the potential loss at certain confidence level. Hence, it
is a backward-looking model and it is not always useful to forecast the future
movement of stock prices. Additionally, the assumption of normality of returns
is not satisfactorily fulfilled during economic upswings and crises. The general
methodologies to compute VaR capture the market risk but they do not identify
what particular risk has the largest effect. All weaknesses pose the threat on the
inappropriate inference from the models. Hence, we need new methodologies
to compute VaR that can identify particular risks and find solutions to mitigate
these risks.
There are many reasons why we should consider liquidity as an important
parameter used in methodologies to compute VaR. Liquidity could affect share
prices even when companies’ fundamentals remain constant (Amihud et al.
1997). The market efficiency goes hand-in-hand with high liquidity (Amihud
et al. 1997). Liquidity is a variable that can be priced, e.g. bid–ask spread
(Pastor & Stambaugh (2003); Acharya & Pedersen (2005); Sadka (2006)). A
period in which we could observe the vanishing liquidity may predict the follow-
ing crisis (Borio 2004). Hence, methodologies to compute VaR that incorporate
liquidity risk would not only give us a better measure of potential loss but help
us to detect the liquidity risk and its effect. As a result, the Liquidity Adjusted
Value at Risk (LVaR) would be more appropriate and useful than the VaR
However, as useful as LVaR may seem, we face a few problems in constructing
an appropriate model. Even though the liquidity proxies could be constructed
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using various variables, however, not all variables are always available to cal-
culate liquidity proxies. Furthermore, bid and ask prices are not stored and
available on financial websites. Only the broker companies store them for their
own purposes. The additional problem we might experience lies in the fact that
the liquidity transmission into share price is still unclear (Hibbert et al. 2009).
These problems should be taken into consideration while modeling LVaR. On
the contrary, high-frequency trading generates data-sets that give us the great
opportunity to analyze the liquidity pattern and its dynamics during a day.
The big data-sets might help us to satisfy the assumptions of models where the
continuity of time series is required.
The aim of the thesis is to improve the general methodologies to compute
VaR by incorporating liquidity risk and obtain more reliable measurement of
potential loss. As a subject of the analysis we chose stocks of the semiconductor
companies listed on NASDAQ stock exchange market.
The thesis is structured as follows. Section 1 introduces the topic. Section
2 deals with theoretical background for constructing the model for computing
LVaR. Section 3 provides a reader with the literature review pertaining to the
current models for computing LVaR. Section 4 provides data and suggests the




2.1 Value at Risk concept
The models built on the VaR concept has been used for a long time in the risk
management. They give an answer to the question “How much can I potentially
lose in value of a risky asset or portfolio over a specified period for a given level
of probability?”. For instance, if the VaR on an asset is 100 million EUR at a
month, 99 confidence interval, then there is only 1 per cent probability that the
asset will drop more than 100 million EUR. The general VaR concept measures
only market risk. Although, VaR tells us the potential loss based on market
risk, we can not identify which particular risk causes the loss. Hence, the new
methodologies to compute VaR should take into consideration various risks that
can affect a company in a particular industry. Since the collapse of Long Term
Capital Management the risk models built on VaR concept were widely accepted
by financial firms and their application in banks reflects the fear of any liquidity
crisis (Damodaran). They compute the VaR to compare their available capital
and cash reserves with potential losses so that they can protect themselves
against market downturn and avoid putting the firms at risk.
2.1.1 Methods of computing VaR
There are five methodologies to compute the VaR:
1 Variance-covariance method
2 Historical simulation
3 Monte Carlo simulation
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4 Methodologies built on Extreme value theory
5 Quantile regression analysis
Variance-covariance method
The variance-covariance method does not require many types variables to be
calculated. To compute the VaR for an asset or a portfolio we need to define the
confidence interval, the probability distribution of risks, the correlation across
these risks and the effect of these risks on value. It is easy to compute VaR for
an individual asset. However, with an increasing number of assets the model
requires more variables to be calculated. For instance, in a portfolio consisting
of 100 assets we need variances for each asset, covariances of pairs assets in a
portfolio. In total the model requires 49 600 variables to be calculated. Hence,
variance-covariance is not appropriate for a large portfolio with shifting asset
positions.
Introduction of Risk Metrics The first mathematical approach to com-
pute the VaR was develop by Harry Markowitz in his portfolio theory (Damodaran
2006). From then on, variations of measures of the VaR were developed with
different precision. The difficulty of computing variances of many assets causes
limited application of risk models or at least the estimated VaR was not correct.
In 1995 the investment bank J.P. Morgan provided public access to its variances
and covariances across assets they used to assess the risks. The availability of
data contributes to the widespread application of variance-covariance method
to compute VaR in both financial and non-financial firms.
However, Longerstaey (1996) provide the assumptions to consider when
computing the VaR. Firstly, the returns do not have to follow normal distri-
bution but we assume that standardized returns follow normal distribution,
i.e. return divided by the forecasted standard deviation. Molnár (2012) ar-
gue that unlike low frequency data, high-frequency data we might satisfy this
assumption. He also states that it is likely that returns per se do not fol-
low normal distribution but standardized returns might. Secondly, it is not
important how large returns are but how large the standardized returns are.
They implicitly assume that fat tails are present and occurrence of large neg-
ative and positive returns are accompanied by large volatility. However, the
difficulty of calculating probability of large returns and their standard devia-
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tions constrains applying the variance-covariance method to compute the VaR
(Damodaran 2006).
Limitations Since the variances and covariances are based on historical
data, they do not have to be correct for computing the VaR. Variances and
covariances change over time and non-stationarity of these variables is not
uncommon. The history does not have to be a good predictor. Damodaran
(2006) argues that the assumption of the normal distribution might not be
satisfied resulting in underestimation of the true VaR.
Historical simulation
The historical method is the simplest approach based on historical data. The
computation of the VaR is done by taking historical returns in a specific period
and predict returns in the future. This approach implicitly assumes that all
information we need are included in the price changes. It relies on the repetition
of history and take each day with the same weight.
Limitations Despite its popularity the historical approach is sensitive to
errors. As stated above, the approach assumes that history repeats itself. This
strong assumption is inappropriate when we estimate the VaR during boom
or bust periods. The historical approach does not take into consideration the
trend in the data. It takes each return with the same weight but (Baruńık
& Žikeš 2014) state that the negative returns contains more information than
positive returns. Consequently, the negative returns should have the larger
weight than positive returns. Moreover, the market is constantly changing,
stocks are removed and added into exchange markets. The historical approach
does not incorporate relevant changes into the model to compute the VaR.
Monte Carlo simulation
The Monte Carlo simulation allows proficient researchers leveraging their exper-
tise and knowledge by using their subjective judgment. The approach focuses
rather on probability of losses exceeding a certain value than on the whole dis-
tribution. Unlike the other approaches, we specify the probability distribution
of returns of an asset in a portfolio and how they move together. After running
the simulation, we obtain the histogram with values where we can find out the
computed VaR.
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Limitations Since Monte Carlo relies on researchers’ subjective judgment,
the VaR is as good as the researchers’ expertise. Hence, to obtain the accurate
values we need relevant expertise and knowledge in the specified field. Al-
though, running simulations on individual asset or a small portfolio may not
be difficult, for a larger portfolio we need to set the probability distribution for
many assets that is not easy.
Extreme value theory
Other statistical model for analyzing the extreme financial events is Extreme
Value Theory (EVT). It provides the quantification of the stochastic behavior
of a process at unusually large or small level and probability of these events
need to be estimated (Singh et al. 2011). The parametric models built on EVT
capture the extreme tails of the distribution and forecast risks. McNeil & Frey
(2000) suggest the dynamic VaR forecasting method built on EVT. They employ
Generalized Autoregressive Conditional Heteroskedasticity (GARCH) to model
the current market volatility which is further used to compute VaR obtained
from the Peak over Threshold (POT) approach. POT approach applies EVT
whose extreme value distribution is based on the Generalized Pareto Distribu-
tion (Singh et al. 2011).
Limitations GARCH often assumes normality. The risk models are as good
as the GARCH volatility modeling. ? oppose that this approach is subject to two
difficulties. Firstly, it works only for very low probability quantiles. Secondly,
the model is based on the framework of iid variables which is not in line with
the most financial data-sets.
Quantile regression
Instead of modeling the whole distribution quantile regression models the spe-
cific quantile. There are two categories of the quantile regression i) linear
quantile regression and ii) non-linear quantile regression.
Baruńık & Žikeš (2014) introduce modeling VaR framework that quantile re-
gresses future returns on its volatility that is measured by using high frequency
data. They suggest to use realize measure. Moreover, Barndorff-Nielsen &
Stehphard (2002) argue that under ideal circumstances the realized volatil-
ity consistently estimates the quadratic variation of the price process that the
returns are computed from. Baruńık & Žikeš (2014) model is stated as follows:
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qα(rt+1|Ωt) = β0(α) + βv(α)vt,M + βz(α)′zt (2.1)
where
rt is return and vt,M is realized measure
zt is a vector of weakly exogenous variables
β0(α), β1(α), βz(α) are coefficients to be estimated.
Engle & Manganelli (2004) propose non-linear quantile regression model
called Conditional Autoregressive Value at Risk (CAViAR) as follows:








p = q + r + 1 is the dimension of β and
l is a function of a finite number of lagged values of observables.
The autoregressive terms βift−i(β), i = 1, ..., q, ensure that the quantile
changes smoothly over time. The role of l(xt−j) is to link ft(β) to observable
variable that belong to the information set. The CAViAR is based on the simi-
lar idea of capturing dynamics as GARCH models of Engle & Ng (1993), but in
quantile.
While employing the quantile regression we do have to satisfy the strong as-
sumption of normality of returns that other approaches require. Moreover, the
quantile regression allows us to focus on the specific quantile and identify the
risk more precisely. ? argues that the quantile regression is more appropriate
when extreme values are present and it has two advantage:
1 Quantile regression can be used with various distributions, especially
skewed distributions.
2 If the extreme values change, the quantile regression coefficients do not
change their value and standard errors.
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2.1.2 Market Risk
All approaches have their limitations. Apart from the quantile regression that
allows us to add more explanatory variables the common limitation of many
methodology to compute VaR is their focus on the market risk. The firms
operate in specific industries and they are exposed to different risks such as
political risk, regulatory risk, exchange rate risk or liquidity risk. Hence, the
researchers have been extending the general methodologies to compute VaR by
incorporating different risks into the current risk models. In this thesis we will
consider only liquidity risk.
2.2 Liquidity
“Liquidity is an elusive notion. It is easier to recognize than to
define.” (Crockett 2008)
2.2.1 Types of Liquidity
Global liquidity
We can observe the global liquidity surplus in terms of easily available and
cheap credit. It is caused by low short-term interest rate due to post-2000
recession reaction by central banks and great moderation period. Asian and
Arab countries with global savings surplus transfer capital to the US and cause
global imbalances (Gourinchas 2012). As a result of capital inflow to the US,
long-term interest rates decrease. The global liquidity surplus has motivates
market agents to seek for alternative forms of investment with higher yields.
There are a few indicators how to measure global liquidity. A number of
issued credit and money stocks can provide useful information. Before the
financial crisis in period 2002-2007 there was a sharp rise in credit and the
money stock in many countries (Gourinchas 2012). Another indicator is devi-
ations of the money stock and credit to the private sector as a proportion of
the gross domestic product from their long-term trends. According to Merril
Lynch, global US dollar liquidity equals the sum of the US monetary base plus
reserves held in custody by the Federal Reserve for foreigners, mostly Asian
central banks.
Global, market, and funding liquidity are usually positively correlated (Gour-
inchas 2012). At times of ample global liquidity market and funding liquidity
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are at a moderate values. During the liquidity squeeze central banks influence
liquidity conditions by providing liquidity to the market, mainly money and
inter-bank market.
Market/Trading liquidity
Despite of the difficulty to properly define the market liquidity, some researchers
attempted to define it so that we can better understand the concept of the
market liquidity. Kyle (1985) firstly defines the market liquidity with three
dimensions:
1 Tightness refers to low cost to execute a trading position with quoted
investor’s quoted bid-ask prices. In a liquid market the price at which
investors can execute their trading position should not be far from the
average market price.
2 Depth refers to ability of investors to buy or sell with posted bid-ask
spread without affecting the current market prices of an asset.
3 Resiliency refers to the time and speed at which price returns to its
equilibrium from a random shock.
All three dimensions of market liquidity is depicted in Figure 2.1. The right
side represents the buyer’s options and left side represents the seller’s options.
Figure 2.1: Dimensions of market liquidity
Source: Kerry (2008)
Buhl (2004) suggests other definition of market liquidity with similar three
dimensions:
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1 The volume dimension pertains to the size of position of an investor that
can be liquidated or acquired at any time in the market
2 The price dimension refers to price concession or markup relating to size
of any trading position.
3 The time dimension pertains to the speed of liquidation or acquisition of
any trading position.
Regardless of the definition we use all dimensions of liquidity are important
and can change a share price or be harbinger of the following financial crisis
(Borio 2004). We can observe that some dimensions are strongly correlated,
e.g. larger positions take longer time to execute. However, from investors’
perspective above definitions are rather elusive. What is important for investors
is how the liquidity risk is transferred into a share price but Borio (2004) argues
that the liquidity transmission into the share price is unclear.
Due to inaccurate measures that approximate market liquidity through rel-
ative aggregate measures in the case of a lack of order book data, supplement
variables that proxy market liquidity are often used. Based on the first defini-









Ak is ask price
Bk is bid price
NAk is a number of shares sough at ask price
NBk is a number of shares sough at bid price
Ak −Bk represents the degree of tightness
logNAk + logN
B
k represents the degree of depth
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Figure 2.2: The dot line - the quote slope
Source: Hasbrouck & Seppi (2001)
Liquidity premium1 and the market volatility index2 are also widely used
as proxy for market liquidity. MarketAxess Research developed its own index
called The MarketAxess Bid-Ask Spread Index (BASI) and it measures liquid-
ity in the U.S. and European corporate bond markets. BASI demonstrates the
relationship between overall market liquidity and transaction costs by tracking
the spread differential between buy and sell trades of the most actively traded
corporate bonds3. Figure 2.3 shows the co-movement of BASI, VIX index and
S&P500 index. We can clearly indentify that BASI and VIX are positive cor-
1Spreads between alternative assets with different degrees of liquidity
2The ticker symbol for the Chicago Board Options Exchange (CBOE) Volatility Index,
which shows the market’s expectation of 30-day volatility. It is constructed using the implied
volatilities of a wide range of SP 500 index options. This volatility is meant to be forward
looking and is calculated from both calls and puts. The VIX is a widely used measure of
market risk and is often referred to as the ”investor fear gauge.” There are three variations
of volatility indexes: the VIX tracks the SP 500, the VXN tracks the Nasdaq 100 and the
VXD tracks the Dow Jones Industrial Average. (Source: Investopedia)
3The U.S. index is calculated daily using executed trade data from publicly-disseminated
FINRA TRACE data and also incorporates trade data from the MarketAxess trading system.
The European index is calculated using quoted price information available through Trax’s
end-of-day pricing feed, Trax Pricing. The quoted prices from Trax Pricing are also enriched
with traded prices as a means of validating the data (www.marketaxess.com)
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related with each other and negatively correlated with S&P500 index. Since
2009 both BASI and VIX index have been declining with exception of the end
of 2011.
Figure 2.3: BASI/VIX/S&P 500
Source: www.marketaxess.com (accessed April 4, 2015)
Funding Liquidity
Funding liquidity refers to ability of an institution to settle obligations with
immediacy (Drehmann & Kleopatra 2009).
2.2.2 Source of liquidity
A study of the micro-structure of financial markets allows us to identify the
factors that affect liquidity of assets. Amihud et al. (2005) provide the following
determinants:
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Exogenous transaction costs
These costs are incurred directly when buyers/sellers buy/purchase an asset.
It can be brokerage fees, order processing costs or transaction taxes.
Inventory risk
In case sellers can not find buyers they need to hold assets in inventory. While
keeping the assets the prices can change and, hence, a market maker compen-
sates this adverse situation and changes the prices accordingly.
Private information
It is not legal for investors to use insight information prior to its publication for
trading and gain advantage over other investors who do not possess them. How-
ever, investors can obtain private information and adjust the prices of assets
accordingly. Consequently, uninformed traders or noisy traders are in disad-
vantage. Hence, the uninformed traders may protect themselves by adjusting
quoted spreads when trading with the informed traders.
Search friction
Investors can ask prices at which it is difficult to find buyers. They can either
keep searching for sellers willing to trade at the ask price or make concession
and decrease the ask price. By doing the former they can get higher prices
but it takes time to find appropriate buyers. By doing the latter they incur
the opportunity cost of finding better buyers but decrease the time they spend
searching for buyers.
2.2.3 Liquidity costs
As mentioned above, the theoretical concept of liquidity is useful but elusive.
For investors we need the framework that puts the liquidity risk into mone-
tary terms. Stange & Kaserer (2008) propose the following framework that
decomposes the total liquidity cost into three components.
Lt(x) = Tt(x) + PIt(x) +Dt(x) (2.4)
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where
Tt(x) is the direct trading costs for a position x at time t
PIt(x) is the price impact costs of a position x at time t
Dt(x) is the delay costs of a position x at time t
The liquidity cost is defined as percentage of an asset fair value that is
calculated as a midpoint between bid and ask price of the asset, i.e. mid-
price. Direct trading costs are deterministic and pertain to transaction taxes,
brokerage commissions, and exchange fees. The price impact is calculated as
difference between transaction price and mid-price (Stange & Kaserer 2008).
Due to imperfect supply and demand at certain time t, the price impact in-
creases with order size (see Figure 2.4).
Figure 2.4: Price impact increases with order size
Source: Stange & Kaserer (2008)
The delay costs incur when a trading position is not immediately executed.
Delay can be forced or deliberate. Forced delay is caused by the market con-
dition that does not allow investors to execute their trading positions imme-
diately. Deliberate delay is a part of investors’ strategy. For big investors in
certain cases it is better to divide a large position into smaller positions in order
to mitigate the price impact. Additionally, a small trading position is easier
to execute since the searching cost is lower but the sum of direct transaction
costs is higher. This proceeding is called the strategic transaction. On the
contrary, the non-strategic transaction entails execution of a large trade posi-
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tion at once. Due to difficulty of searching for a counter-party a big position
entails the higher searching cost, the price risk, and the larger price impact at
time of the trade execution. However, investors should take into consideration
that strategic or non-strategic transactions entails the trade-off between the
delay costs and the price impact costs. If the additional delay costs exceed the
diminished price impact, investors should follow the non-strategic transaction
and vice versa.
Since the direct trading costs are deterministic and a proper traceable risk
model for measuring the delay costs is lacking the price impact plays a crucial
role in determining the liquidity costs (Stange & Kaserer 2008). Hence, for the
rest of the thesis we will deal with price impact as the main driver of liquidity
costs. We distinguish two types of price impact costs measurement, direct and
indirect.
Direct liquidity cost measures
Essentially, the price impact costs are derived indirectly from market data. One
of widespread means to indirectly measure the price impact costs is to build
the price-volume function based on transaction data. Thanks to availability of
data on markets we focus on direct liquidity measures in detail.
Direct liquidity cost measures utilize available data. We have two variables
that can provide useful information about the price impact costs, i.e. the bid-
ask spread and weighted spread.
The bid-ask spread measures the costs of a round trip transaction, either
buy and sell, or sell and buy. For this reason, only the half spread should be
attributed to a single transaction (Roy 2004). The bid and ask price for a
certain trading position is quoted by the market maker and it is available for
all assets. It is rare to observe the constant bid-ask spread for any asset due
to the constantly changing market conditions. The bid-ask spread is defined in
relative terms as follows:
spreadt =




P askt is ask price
P bidt is bid price
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Pmidt is mid-price =
Paskt −P bidt
2
We distinguish three main drivers of the bid-ask spread:
1 Costs for order processing : market makers incur costs and fees associated
with paperwork. The costs are fixed and thus the cost per order decreases
with increasing transaction volumes.
2 Costs for the existence of asymmetric information: market makers pro-
tect themselves against more informed traders who possess more infor-
mation than market makers. Thus, market makers sustain or increase
spread.
3 Costs for inventory carrying : market makers maintain open positions
and face uncertainty in the financial markets. Based on change of certain
variables spread may increase or decrease.
The bid and ask prices are quoted for almost all assets. However, since
the bid and ask prices are quoted for limited order quantity it is difficult to
extrapolate for other order quantities. For this reason, we employ the weighted
spread that accounts for the increasing liquidity costs with rising order quantity.
The volume weighted spread relative to unit mid price denoted in basis points













, with Ai,t being the ask-price and vi,t the ask-volume of individual
limit order. An order of size x is executed against several limit order until













, with Bi,t being the bid-price and vi,t the ask-volume of individual
limit order
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Pmidt is mid-price and is calculated as
Paskt −P bidt
2
Similarly, the weighted spread is defined as a round-trip for a trading posi-
tion x. By the same token, we can interpret the weighted spread as the relative





Stange & Kaserer (2008) assume that the order book is symmetrical on
average, which allows calculating relative the liquidity costs of a transaction





Subsequently, we calculate the absolute liquidity costs for a transaction




∗WSt(x) ∗ x (2.9)
The weighted spread is ex ante measure of the liquidity costs. The weighted
spread is more precise measure of the liquidity costs than the bid-ask spread
because it allows calculating liquidity costs beyond the limited volume quoted
by a market maker (Stange & Kaserer 2008). However, data for computing the
weighted spread are not always available.
The delay costs and the impact costs
As we defined above, liquidity risk entails the direct trading costs, the delay
costs and the price impact costs. Unlike the direct trading costs, the delay costs
and the price impact costs are uncertain and influence liquidity risk. The most
important driver of liquidity risk are the price impact costs because direct
trading costs are deterministic and we lack a traceable risk model for delay
costs. Therefore we need to distinguish between strategic and non-strategic
transaction. Strategic transactions entail cutting a large transaction position
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and each transaction position xi is executed at a discrete time t
∗
i < ti. At
each time investors face the different price impact costs and the delay costs
since each trading position is executed at different time. Absolute liquidity
risk is calculated as difference between a sum of the present values of realized
transaction positions xi at time ti and the fair value of the trading position x.
L̃t(x1, ..., xn) =
n∑
i=1
qi ∗ P transti (qi) ∗ e
−r(ti−t1) − q ∗ Pmid1 (2.11)
where
qi is order size of a trading position xi
P transti is the transaction price of a trading position xi at time ti
Pmid1 is the mid-price of a trading position xi at time t1
On the contrary, a non-strategic transaction entails executing one large
trading position at once. Thus, the main driver of liquidity risk is price impact
cost and absolute liquidity cost at time t∗ < t is calculated as
L̃t(xi) = q ∗ P transt∗ (q) ∗ e−r(t
∗−t) − q ∗ Pmidt (2.12)
where
q is order size of trading position xi
P transt is transaction price of trading position xi at time t
Pmidt is mid-price of trading position xi at time t
If a trading position is executed immediately, i.e. t∗ = t, investors may elimi-
nate the delay costs. In both formulas we incorporate market risk. Specifically,
at time t∗ < t the market risk entails uncertainty about Pmidt at time t.
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2.2.4 Liquidity premium
Investors face the liquidity cost when trading. Even though liquidity of assets
affect its price, it is difficult to identify absolute value of liquidity premium.
Liquidity premium may change over time based on financial market conditions
or other fundamentals that more or less affect the price of assets. Hence,
investors can use the definition of relative liquidity premium. The relative
liquidity premium compares prices of otherwise two identical securities with
different liquidity (Hibbert et al. 2009). Hence, investors always need to find a
benchmark security to calculate the relative liquidity premium.
Based on asset pricing theory in the frictionless market securities with the
same cash flow have the same price. Frictionless market is rather the ideal con-
cept and researchers apply this strong assumption to simplify models. However,
Amihud et al. (2005) analyze many pricing models and conclude that frictional
costs in the financial market lead to the downward adjustment of prices and the
upward adjustment of returns to compensate investors for bearing illiquidity of
assets.
Hibbert et al. (2009) carry out extensive literature review on the existence
of the liquidity premium. Researchers apply different approaches to identify
liquidity premium (microstructure approach, direct approach, structural model
approach using the Merton model, and regression-based approach). They con-
clude that liquidity premium do exist. Hence, the risk managers both in finan-
cial or non-financial institutions need new risk models that incorporate liquidity
risk.
2.2.5 Liquidity proxies
Hibbert et al. (2009) enlists variables that are most used as the liquidity proxies.
• The bid-ask spread
• The unique roundtrip costs
• return-to-volume measures
• a number of zero-return days
• turnover
• volatility
2. Theoretical Background 20
Bid-ask spread
The bid-ask spread is a standard measure of the aggregate liquidity of assets.
However, the data are not always available for all assets. (Chung & Zhang
2014) provides a list of liquidity measures using the bid-ask spread
1 The CRSP bid-ask spread
2 The TAQ bid-ask spread
3 Roll (1984) estimator
4 Effective tick
5 Gibbs estimator
6 Holden (2009) estimator
7 Lesmond, Orgen, and Trzcinka (1999) estimator
Unique roundtrip costs
The unique roundtrip costs is the alternative way to measure the bid-ask spread.
The concept measures how much does an unique round-trip trade costs. Fun-
damentally, for a given volume and on a given day investors try to buy and sell
asset via one or two dealers. The highest and the lowest prices are collected
within a trade then we compute the ratio Pmax−Pmin
Pmax
. Investors can use Lesmond
et al. (1999) to calculate the unique round-trip costs.
Return-to-volume measures
The most used return-to-volume measures is the so-called Amihud measure and
is calculate as |Rt∗100|
vt
, where Rt is the return and vt is the volume of trading
at time t. The Amihud measure measures the price impact, i.e. aspects of
depth and resilience. During 2009-2013 over one hundred papers published in
the Journal of Finance, the Journal of Financial Economics, and the Review
of Financial Studies use the Amihud measure (Lou & Shu 2014). Goyenko
et al. (2009) develop extended Amihud measure by decomposing the Amihud
measure into liquidity and non-liquidity components.
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Number of zero-return days
This variable measures a number of days on which there is no price change and
it measures the trading intensity. Lesmond et al. (1999) claim that a number
of zero-return days might be a proxy for transaction costs because (1) shares
with high trading costs are more likely to have zero volume days and hence
zero-return days and (2) shares with high trading costs are more likely have
zero-return days even in positive-volume days. However, there might be the
significant discrepancies between counts due to different choice of data sources
Hibbert et al. (2009).
Turnover
Turnover is defined as the total trading volume of an asset over specific pe-
riod divided by overall volume in circulation in that period. It gives investors
information about the percentage of all shares outstanding that are traded.
Consequently, investors have both the absolute and percentage values of the
total trading volume.
Volatility
We have various forms of volatility measures. Investors can use widely avail-
able volatility measures such as VIX index or realized measures calculated from
high-frequency data.4 Investors can calculate other types of estimators such as
(Garman & Klass 1980) volatility estimator or (Meilijson 2011) volatility esti-
mator.
The list of the liquidity proxies we provided is extensive but not exhaustive.
Researchers use different liquidity proxies, however, they revolve around those
we enlist above. They are either extended or slightly changed.
4Oxford-Man Institute of Quantitative Finance provides measures only for a few indices.
Therefore, its use is limited for our analysis.
Chapter 3
Related Work
Liquidity is arguably present and play a significant role in all financial markets.
Bangia et al. (1999) first propose a methodology to transfer the liquidity risk
into VaR model and it deals only with the exogenous liquidity. Their model
was the impetus for further researchers to build more sophisticated models that
incorporate both exogenous and endogenous liquidity risk.
Roy (2004) comprehensively divides current approaches into six groups.
1 Ad-hoc approach (lengthening time horizon)
2 Optimal liquidation approach/transaction cost approach
3 Liquidation Discount Approach
4 Exogenous Liquidity Approach and its extensions
5 Market Size Response Approach
6 Intraday Liquidity Risk (based on high frequency data)
3.1 ad-hoc approach (lengthening time horizon)
Liquidity risk is incorporated in VaR models in an ad-hoc way by adjusting
time horizon based on the characteristics of liquidity of the considered assets
(Roy 2004). Roy (2004) states that if the liquidity risk has an impact on the
price then the general VaR model would be insufficient because the period for its
calculation does not allow for an orderly liquiditation, and therefore, adjusting
the time horizon of the holding period ensures orderly liquidation.
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3.2 optimal liquidation approach/Transaction Cost
Approach
Lawrence & Robinson (1995) match the VaR time horizon with the time in-
vestors believe they could hold and then exit the portfolio. They argue that
taking the same period for all positions while ignoring their size, the level of
market liquidity and the possible hedging is utterly irrelevant and state that
the shorter the holding period the more underestimated the VaR is. They pro-
vide a model of VaR by deriving the optimal execution strategy incorporating
the market risk using a mean-standard deviation approach.
Almgren & Chriss (1998) consider the problem of portfolio liquidation with
the aim of minimizing a combination of volatility risk and transaction costs
arising from permanent and temporary market impact. They devise optimal
execution strategy using mean-variance approach.
Hisata & Yamai (2000) turn the sales period into an endogenous variable.
The model incorporates the mechanism of the market impact caused by the
investor’s own dealings through adjusting VaR according to the level of market
liquidity and the scale of the investor’s position. Fundamentally, they devise the
optimal execution strategy based on level of market liquidity and the investor’s
trading position.
Amongst others who derive the optimal execution strategies are Bertisimas
& Lo (1998) who derive the optimal trading strategies minimizing the expected
cost of execution over an exogenous time horizon
3.3 Liquidation Discount Approach
Jarrow & Subramaniam (1997) measures market impact on liquidity. They
suggest integrating the liquidity risk by modeling the price sensibility to the
liquidated quantity. They derive the optimal execution strategy and determine
the sales schedule to maximize the total sales value but they take sales period
as an exogenous variable. However, it is difficult to implement since it requires
many parameters to estimate (Roy 2004).
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3.4 Exogenous Liquidity Approach and its exten-
sions
Bangia et al. (1999) measure exogenous liquidity and take into considaration
execution costs and adverse selection costs that are translated into the width
of the bid-ask spread. They use a parametric VaR model and incorporate the
mean-variance-estimated worst spread to the price risk of an asset. Since the
quoted spreads are widely available the model could be easily implemented.
However, the market makers are not required to trade positions at the quoted
positions above a certain size, the spread depth or normal market size (Stange
& Kaserer 2009). Therefore, their model can measure liquidity risk for a small
trading position and has problem with measuring liquidity risk for larger trad-
ing positions. They also implicitly assume that price and liquidity cost are
perfectly correlated in bad times. 1 In case the correlation is not perfect,
the model can incorrectly measure the liquidity risk, i.e. it overestimates the
liquidity risk.
Saout (2001) find that the exogenous liquidity comprises half of the market
liquidity and emphasize that the incorporation of the endogenous liquidity into
the liquidity adjusted VaR model is of great importance. To consider the effect
of liquidating large size position, he incorporates weighted average spread into
Bangia et al. (1999) model.
3.5 Market Size Response Approach
Berkowitz (2000) states that unless potential loss arising from the liquidity risk
is quantified, the models of VaR would lack of power to explain the market
risk. The costs would be more important if the market were illiquid. He argues
that elasticity-based measures are most suitable since they incorporate impact
of the seller actions on prices.
1Specifically they presume that 1 per cent tail event in market and liquidity risk are
perfectly correlated.
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3.6 Intraday Liquidity Risk (based on high fre-
quency data)
Expansion of the high-frequency trading allows in-depth inspection of market
microstrure by using minute-data or even second-data. Prices and volalities
in high-frequency data behave somehow differently. It is know that return-
to-standard deviation in high frequency might follow the normal distribution
unlike return-to-standard deviation in daily data (Molnár 2012).
Due to abundance of data researchers managed to model that incorporate
both endogenous and exogenous liquidity into the risk models (Francois-Heude
& Wynendaele (2002), Angelidis & Benos (2005) and Saout (2001)). Angelidis
& Benos (2005) find that their LVaR follow the U-shaped pattern throughout
the day.
Giot & Gramming (2005) model the intraday liqudity risk and generalize
Bangia et al. (1999) approach and avoid the problem of price-liquidity risk
correlation by modeling t-distributed net-returns. They use wighted spread to
measure the liquidity cost of a specific order size as the average spread in the
limit order book weighted by individual-order size (Stange & Kaserer 2009).
They found that liquidity risk follow an L-shape pattern throughout the day.
The above models are applied on data from New York Stock Exchange
(NYSE). However, Ahn et al. (2002) argues that different stock exchange may
be of different microstructure. In Tokyo Stock Exchange (TSE) they argues that
adverse selection and order-processing components exhibit U-shape patterns in-
dependently which neccessarily implies a U-shape pattern in the implied spread.
Unlike TSE, in NYSE the adverse selection component declines and dealer costs
increase over the trading day and implied spread exhibits overall U-shape.
Qi & Ng (2009) and Weiss & Supper (2013) are among the recent authors
investigating intraday liquidity risk.





The semiconductor industry is an indicator of the technological progress. It
positions itself uniquely in the economy and in the global competitive arena.
The semiconductor industry plays a significant role as technology enabler for a
whole electronics value chain. Hence, it is recognized as a key driver for both
electronics industry and for economic growth.1
Figure 4.1: Semiconductor Sales in period 1976-2014
Source: Semiconductor Industry Association industry statistics and author’s adjustment
1http://csanad.hubpages.com/hub/Semiconductor-Industry (accessed on April 15)
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Figure 4.1 shows that the semiconductor industry has been continuously
growing. During its short history beginning from 1970s it has already expe-
rienced 8 major cycles due to loss of competitive advantage, rising costs of
fabrication, rising costs of design, consumer price squeeze,limits to Moore’s
Law, missing technical talents, low returns, high risk or new global competi-
tion (Brown & Linden 2009). The semiconductor industry vastly contributes to
electronics system growth and services that in total represents 10 percent of the
world GDP2. Hence, the industry’s business cycle is highly cyclical. At times
of high incomes, people are willing to purchase more consumer electronics and,
hence, spur the growth of the semiconductor industry. Since the semiconductor
industry is very capital intensive and the lead-time is long, it is not uncommon
that during the boom the companies are not able to produce quickly to meet
demand. On the contrary during the bust the downright can be significant.
The fast-paced business environment puts pressure on the semiconductor
companies to constantly innovate and come up with new solutions. Even the
low sales does not prevent the semiconductor companies from releasing the new
innovative products. Nowadays, especially in the mobile industry the products
have a short life-cycle. For instance, Samsung changes its flagship mobile al-
most every year. On the contrary, Apple used to introduce its flagship smart-
phone every two year. However, the consumers put pressure on the companies
to introduce their mobiles every year. Although the semiconductor industry
functions as an enabler for the whole electronics value chain, it does not gain
significant profit mainly due to the constant price-performance improvement in
the semiconductor industry. The industry value chain downstream that man-
ufactures products for end-users may play more significant role in the whole
industry. These companies are listed on NASDAQ Composite (NASDAQc) in-
dex. Hence, we will empirically test whether NASDAQc index has impact on the
semiconductor companies returns.
The semiconductor companies can be divided based on the types of products
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We focus only on the semiconductor companies listed on NASDAQ stock ex-
change market. There are 106 semiconductor companies with date of initial
public offering ranging from 1983 to 2014. Out of 106 companies, there are
only 26 companies with small market capitalization3, 14 companies with mid-
size market capitalization, and 11 companies with large market capitalization
that have sufficient data for modeling LVaR. We strive to employ the model that
use data that are publicly available. Hence, we obtain the data from publicly
available source Yahoo Finance.
We use 6 sub-samples for our analysis. In period 2000-2007 we have 3
sub-samples - for the large, mid-size, and small semiconductor companies. In
period 2008-2015 we also have 3 sub-samples - for the large, mid-size, and small
semiconductor companies.
4.3 Methodology
Fundamentally, computing VaR is equivalent to finding the conditional quantile
of rt as follows:
Pr(rt < Vt|Ωt−1) = α∗ (4.1)
where
α∗ ∈ (0,1)
Ωt−1 is information set at t-1
Vt is α conditional quantile of Rt
3The small company has the market capitalization smaller than 2 billion USD, mid-
size companies has market capitalization from 2 billion USD to 10 billion USD, and large
companies has the market capitalization above 10 billion USD.
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We employ model for quantile regression proposed by Baruńık & Žikeš
(2014). However, instead of the quadratic variation we apply Garman & Klass
(1980) volatility estimator since the estimator is constructed by using pub-
licly available data. As the explanatory variables we use the liquidity proxies
computed from data publicly available. We suggest the following model for
computing LVaR for a particular asset:
qα(rt+1|Ωt) = β0(α)+β1(α)σ2i,GK+β2(α)σ2N,GK+β3(α)AMt−1+β4(α)RMt−1+εt
(4.2)
and for NASDAQ composite and S&P500 indices we use the following
model:
qα(rt+1|Ωt) = β0(α) + β1(α)σ2i,GK + β2(α)AMt−1 + β3(α)RMt−1 + εt (4.3)
where
σ2i,GK is Garman & Klass (1980) volatility estimator of an asset i
σ2N,GK is Garman & Klass (1980) volatility estimator of NASDAQ composite
α is α-quantile of future returns
Ωt is information set at time t
AMt−1 is lagged Amihud measure
RMt−1 is lagged Roll measure
β0(α), β1(α), βz(α) are coefficients to be estimated
For our purpose, we use Garman & Klass (1980) volatility volatility esti-
mator that is range-based and could be computed from publicly available data.
Garman & Klass (1980) volatility estimator with a jump element is defined as
follows:
σ̂2GK = 0.5(ut − dt)
2 − (2ln2− 1)c2t + J2t (4.4)
where
Ht is the high price at time t
Lt is the low price at time t
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Ct is the close price at time t
ut = Ht −Ot
dt = Lt −Ot
ct = Ct −Ot
J is price jump defined as Jt = Ot − Ct−1
Molnár (2012) tests three range-based volatility estimators and conclude
that the Garman & Klass (1980) volatility estimator is the best suited for the
daily data. Amihud measure is a price impact measure that captures the daily
price response associated with one dollar of trading volume and it represents






ri,t is return of asset i at time t
V OLi,t is trading volume of asset i at time t
The Roll measure is an estimator of the effective spread based on the serial




−Cov(∆Pt,∆Pt−1), if Cov(∆Pt,∆Pt−1) < 0
0, otherwise
Typical quantile is set up at 0.01, 0.025 and 0.05. However, there are
few theories about guidance of choice of the quantile and it is determined
primarily by users of a risk model how they want to interpret the VaR (Linsmeier
& Pearson 1999). For instance, RiskMetrics risk model uses 5 percent for
modeling VaR and Mobil Oil risk model uses 0.3 percent for its model. It is
reasonable for industry where the consequences of risk are severe to precisely
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quantify the risk. Since we are dealing with returns of securities listed on
NASDAQ stock exchange we will apply the same threshold as JP Morgan’s
RiskMetrics, i.e. 5 percent. We quantile regress future returns on Garman &
Klass (1980) volatility and liquidity proxies at 0.05 quantile.
Chapter 5
Result of analysis
In this chapter we provide the reader with the empirical results. In our model
we compute the 5 % LVaRs of the S&P500 index, NASDAQc index, and all semi-
conductor companies estimated by the regression quantiles. The explanatory
variables are represented by Garman & Klass (1980) volatility estimator, Ami-
hud measure, and Roll measure. These variables are liquidity proxies that help
us to adjust the VaR by liquidity risk. We try to elucidate how the liquidity
proxies affect the future returns at 0.05 quantile. The numbers we provide are
aggregates.
5.1 Garman & Klass (1980) volatility estimates
Figure A.1, Figure A.2, Figure A.4, and Figure A.6 show volatility dynamics1 of
the two indices and all semiconductor companies for period 2000-2015. We can
observe that after the burst of the dot-com bubble the volatility of NASDAQc
index and all semiconductor companies were high. Since the dot-com bub-
ble affected mostly technology companies listed on NASDAQ stock exchange,
S&P500 index was not severely affected. In Figure A.1 we can clearly see that
during this period volatility of S&P500 index did not deviate from its stable
level. However, during the financial crisis starting from 2007 we can observe
increasing volatility of both two indices and all semiconductor companies. The
increase was most noticeable in two indices and the small semiconductor com-
panies.
1The volatility is measured by Garman & Klass (1980) volatility estimates
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Period 2000-2007
Table A.1, Table A.3, Table A.5, and Table A.7 report the estimated coefficients
of the quantile regression for two indices and all semiconductor companies at
0.05 quantile for period 2000-2007. The estimated coefficients β1(α) are highly
significant at conventional levels. The estimated coefficient β1(α) for S&P500
is almost 12 times bigger than estimated coefficient for NASDAQc index. In Ta-
ble A.3 we can see that most of estimated coefficients β1(α) are not statistically
significant and, hence it restrains us from using Garman & Klass (1980) volatil-
ity estimates for the large semiconductor companies in our model in period
2000-2007. As for the mid-size and small semiconductor companies Table A.5
and Table A.7 show that most of the estimated coefficients are statistically sig-
nificant at conventional levels. The average of the estimated coefficients β1(α)
for the small semiconductor companies is -0.000004 and for the mid-size semi-
conductor companies is -0.00223. In other words, at 0.05 quantile any change
of Garman & Klass (1980) volatility estimates has bigger effect on the mid-
size semiconductor companies than on the small semiconductor companies for
period 2000-2007.
Period 2008-2015
Table A.2 reports the coefficients the quantile regression for two indices at 0.05
quantile for period 2008-2015. The estimated coefficients β1(α) are still highly
significant at conventional levels. Compared to previous period, the magnitude
of the estimated coefficients increase by up to 78 percent. It means that the
Garman & Klass (1980) volatility estimates have bigger impact in period 2008-
2015 than in period 2000-2007. Table A.3, Table A.5, Table A.7 report the
coefficients of the quantile regression for all semiconductor companies at 0.05
quantile for period 2008-2015. We can not find any evidence supporting the
fact that the Garman & Klass (1980) volatility estimator is a good explanatory
variable for this period.
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5.2 NASDAQ Composite Garman & Klass (1980)
volatility estimates
Period 2000-2007
Table A.4 reports the estimated coefficients the quantile regression for the large
semiconductor companies at 0.05 quantile for period 2000-2007. We can see
that only 6 out of estimated coefficients β2(α) are significant at conventional
levels. The results for the mid-size and small semiconductor companies are
different. Table A.5, Table A.7 report the estimated coefficients of the quantile
regression for the mid-size and small semiconductor companies at 0.05 quantile
for period 2000-2007. We can see that most of estimated coefficients β2(α)
are significant at conventional levels. The average of the estimated coefficients
β2(α) for the mid-size semiconductor companies is -0.0000018 and for the small
semiconductor companies is -0.000004. In other words, at 0.05 quantile any
change of NASDAQ composite Garman & Klass (1980) volatility estimates has
bigger effect on small semiconductor companies than on mid-size semiconductor
companies for period 2000-2007.
Period 2008-2015
Table A.4, Table A.6, and Table A.8 report the estimated coefficients of the
quantile regression for all semiconductor companies at 0.05 quantile for period
2008-2015. We can see that almost all estimated coefficients β2(α) are signif-
icant at conventional levels. The average of coefficients β2(α) is -0.0000033
for the large semiconductor companies, -0.0000058 for the mid-size semicon-
ductor companies, and -0.0000065 for the small semiconductor companies. In
other words, at 0.05 quantile any change of NASDAQ composite Garman &
Klass (1980) volatility estimates has bigger effect on the small semiconductor
companies than on the mid-size and large semiconductor companies for period
2008-2015.
5.3 Amihud measure
Due to its definition, Amihud measure is a very small number. The larger the
volume the smaller the Amihud measure. Hence, the estimated coefficients are
very big.
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Period 2000-2007
Table A.3, Table A.5, and Table A.7 report the estimated coefficients of the
quantile regression for all semiconductor companies at 0.05 quantile for period
2000-2007. The statistical significance of β3(α) low and for this period and we
do not find the conclusive evidence that supports Amihud measure as a good
explanatory variable in our model.
Period 2008-2015
Table A.4, Table A.6, and Table A.8 report the estimated coefficients of the
quantile regression for all semiconductor companies at 0.05 quantile for period
2008-2015. For this period we do not find the conclusive evidence that supports
Amihud measure as a good explanatory variable in our model.
5.4 Roll measure
Period 2000-2007
Table A.3, Table A.5, and Table A.7 report the estimated coefficients of the
quantile regression for all semiconductor companies at 0.05 quantile for period
2000-2007. Most of the estimated coefficients β4(α) are significant at con-
ventional levels for the large semiconductor companies. The average of the
estimated coefficient β4(α) is -0.0167. Hence, we could use Roll measure as a
good explanatory variable in our model for the large semiconductor companies.
However, most of the estimated coefficients β4(α) in our model for the mid-size
and small semiconductor companies are not significant at conventional levels
for period 2000-2007.
Period 2008-2015
Table A.4, Table A.6, and Table A.8 report the estimated coefficients of the
quantile regression for all semiconductor companies at 0.05 quantile for period
2008-2015. In this period we do not possess enough data to estimate coefficients
β4(α) for all semiconductor companies. However, in cases we do have data
most of estimated coefficients β4(α) for the large semiconductor companies are
significant at conventional levels. Hence, Roll measure is a good explanatory
variable for the large semiconductor companies in our model for period period
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2008-2015. On the contrary, most of the estimated coefficients β4(α) for the
mid-size and small semiconductor companies are not significant at conventional
levels. Hence, Roll measure could not be used as a good explanatory variable




The general methodologies to compute VaR require returns to be normally dis-
tributed. Moreover, these methodologies identify overall risk as market risk. To
avoid these limitations, researchers have been trying to precisely compute VaR
by employing new methodologies such as POT that is built on EVT or quantile
regressions. The quantile regression analysis does not require the normality
of returns and allows us adding explanatory variables to identify the potential
sources of risk.
We employ the model proposed by Baruńık & Žikeš (2014) with a little
amendment. Instead of realized measure we use range-based Garman & Klass
(1980) volatility estimates of the particular stock and NASDAQ composite
index. Moreover, we add liquidity proxies to identify risks associated with
liquidity. In our model we quantile regress return on Garman & Klass (1980)
volatility measures, Amihud measure and Roll measure to compute LVaR.
NASDAQc and S&P500 indices are very important for many investors. We
find that Amihud and Roll measures are not good explanatory variable in our
model for computing LVaR in period 2000-2007. On the contrary, Garman &
Klass (1980) volatility estimator is very good explanatory variable in our model
for period 2000-2007 and period 2008-2015.
We observe that both Garman & Klass (1980) volatility estimates of a
particular asset and NASDAQc Garman & Klass (1980) volatility estimates are
good explanatory variables for mid-size and small semiconductor companies in
the period 2000-2007. In period 2008-2015 most of the coefficients of Garman
& Klass (1980) volatility estimates of the particular asset for both mid-size
and small semiconductor companies are not significant at conventional levels .
On the contrary, in period 2008-2015 coefficients of NASDAQc Garman & Klass
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(1980) volatility estimates for all semiconductor companies are significant at
conventional levels. This fact might lead to the conclusion that in this period
the the main source of risk lies in the volatility of the NASDAQc index. In other
words, the Garman & Klass (1980) volatility estimates of particular stock is not
important as NASDAQc Garman & Klass (1980) volatility estimates. The results
of liquidity proxies is not persuasive. In period 2000-2007 Amihud measure do
work for partially for all companies regardless of the size. In period 2008-2015
it is applicable mainly for large semiconductor companies. In period 2000-
2007 Roll measure is applicable for large semiconductors companies but not
for mid-size or small semiconductor companies. In period 2008-2015, if Roll
measure is applicable it is the good explanatory variable in our model for all
semiconductor companies.
Based on results, the small semiconductors do have larger liquidity risk than
the mid-size or larger semiconductor companies.
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