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ABSTRACT
The fast growth of online communities and increasing pop-
ularity of internet-accessing smart devices have signicantly
changed the way people consume and share music. As an
emerging technology to facilitate eective music retrieval on
the move, intelligent recommendation has been recently re-
ceived great attentions in recent years. While a large amount
of eorts have been invested in the eld, the technology is
still in its infancy. One of the major reasons for this stagna-
tion is due to inability of the existing approaches to compre-
hensively take multiple kinds of contextual information into
account. In the paper, we present a novel recommender sys-
tem called Just-for-Me to facilitate eective social music rec-
ommendation by considering users' location related contexts
as well as global music popularity trends. We also develop
an unied recommendation model to integrate the contex-
tual factors as well as music contents simultaneously. Fur-
thermore, pseudo-observations are proposed to overcome the
cold-start and sparsity problems. An extensive experimental
study based on dierent test collections demonstrates that
Just-for-Me system can signicantly improve the recommen-
dation performance at various geo-locations.
Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Query for-
mulation, Search process; H.5.5 [Sound and Music Com-
puting]: Systems
General Terms
Algorithms, Design, Experimentation, Human Factors
Keywords
Music Information Retrieval, Location-Aware, Recommen-
dation, Empirical Study
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1. INTRODUCTION
The growing pervasiveness of online communities and in-
creasing popularity of internet-accessing smart devices have
signicantly changed the way people consume and share mu-
sic. As a result, developing intelligent techniques for music
information retrieval (MIR) attracts a lot research interests
from multimedia and information systems communities [28,
25, 27, 26]. In the recent years, location aware music recom-
mendation system has been gaining in importance due to its
wide range applications. With the technique, user's favorite
songs can be automatically identied and retrieved based on
where the user presents.
The key objective of location-aware music recommender
system is to satisfy users' music information needs based
on user's location with minimum user eorts on providing
feedbacks. Apparently, accurate users' preferences acquisi-
tion is essential to the performance of a music recommender
system. In general, personal music preferences can be inu-
enced by both the global music popularity and the physical
contexts related to where user presents. In the era of Web
2.0, the easy accessibility of the comments from domain ex-
perts, peers, and others via various user-generated content
(UGC) channels (e.g., microblogging service) is exerting an
increasingly impact on user's music preferences. In partic-
ular, how to eectively leverage the power of social media
(e.g., online music popularity trend detection and analysis)
becomes critical to achieve more accurate and reliable per-
formance. On the other hand, smart mobile devices are be-
coming ubiquitous and people increasingly use the handheld
device as a primary platform to access information. When
on the move, the preference on music might be dynamically
inuenced by many factors related to physical environment,
such as local social activities/events or geo-location [14]. For
example, a user in the gym generally is keen on enjoying en-
ergetic music, while she/he prefers peaceful music in library.
Also, online music popularity trend has signicant inuence
on user's music taste and preference. The important ob-
servations suggest that eective contextual information in-
tegration in recommender systems can be very helpful to
enhance system performance.
The existing techniques used in music recommender sys-
tems can be generally classied into three well-accepted cate-
gories: collaborative ltering-based (CF), content-based and
hybrid-based [1]. They aim to provide song recommendation
by modeling user's long-term music preference. Notwith-
standing their great successes, the CF based techniques of-
ten suer from a few problems (e.g., cold-start, sparsity
and scalability) when being applied to real system develop-
ment [22]. Another popular approach when designing music
recommender systems is content-based ltering. Content-
based ltering methods are based on content signature of
music documents. Thus, eective music signature extraction
is very important to content-based music recommendation
system. While music content analysis has been an active re-
search topic for decades [29, 33], the technologies are still in
their infancy and the reported performance is rather poor.
Hybrid-based approaches combine both techniques to over-
come their own limitations [1, 6]. Recently, with the increas-
ing ubiquity of smart phones, intelligent music recommen-
dation based on where user present attracts more and more
attentions from dierent research communities. Very sur-
prisingly, no existing approach takes both location related
context and global popularity trend into account.
Motivated by the above concerns, we develop Just-for-Me
system to facilitate accurate location aware social music rec-
ommendation. Distinguished from the previous approaches
in the domain of context-aware music recommendation, our
approach can eectively combine local context and dynam-
ics of global music popularity to facilitate more accurate
and robust recommendation. Besides, pseudo-observations
are proposed to overcome cold-start and sparsity problems
which become much severer in context-aware recommender
systems. To the best of our knowledge, no similar approach
has been reported in the previous literature. To validate
the performance of the proposed system, we conduct a com-
prehensive set of experimental studies with large music test
collections. Experimental results demonstrate that incorpo-
rating track popularity can improve the performance signif-
icantly. At the same time, a comparative analysis demon-
strates that our proposed framework achieves substantial
improvement in recommendation accuracy and robustness
at various venues (e.g., library and gym).
2. RELATEDWORK
Traditional music recommender systems are developed based
on three major techniques including collaborative ltering
(CF), content-based techniques (CB) and hybrid approaches [1,
14]. The basic idea of CF based systems [22] is to estimate
the similarity between users based on their listening his-
tory in the past and recommend the songs to a user via
inferencing the preference of similar users. CB methods [18]
compute the similarity between songs based on their musical
contents or associated descriptive information and suggest
the songs similar to the ones a targeted user liked in the
past. As discussed in Section 1, both methods suer from
their own limitations. Hybrid methods overcome the lim-
itations by combining both techniques [6]. A few hybrid
music recommender systems have been proposed recently.
One of the good examples is the system developed by Don-
aldson [9]. The system utilizes an item-based collaborative
ltering based on song co-occurrence in playlists and acous-
tic features of music signals in recommendation. More re-
cently, Yoshii et al. [32] develop an extended pLSA model
called three-way aspect model [19] to associate the ratings
and audio features of music tracks with a set of latent vari-
ables.
With the increasing popularity of smart devices, context-
aware music recommender systems (CAMRS) have been re-
ceived great attentions recently and became a very active
research domain [14, 21]. Many existing CAMRS use ei-
ther CF [15, 16, 20, 30] or CB methods [4, 5, 7, 10, 31],
while very few hybrid methods have been developed. The
CAMRS aims to satisfy user's local music needs by taking
various contextual factors into account. One of the typi-
cal examples for recent development in this domain is the
In-car music player developed by Baltrunas et al. [3]. The
system can recommend music to users based on the land-
scapes passed. Kaminskas et al. [4, 5, 12, 13] conduct a
series of studies on retrieving music tracks suited for place
of interests (POI). Rho et al. [20] implement a CAMRS by
associating users' contextual preferences with music emo-
tions. Wang et al. [31] develop a mobile music recommender
system for daily activities. More comprehensive review on
CAMRS can be found in [14, 31]. While a lot of research ef-
forts have been invested in this domain, most of the existing
CAMRS only consider either physical environment-related
(such as location and time) [3, 5, 15] or user-related con-
texts (such as activity and emotional state) [7, 20, 31]. To
the best of our knowledge, no existing CAMRS take the in-
uence of online music social trends on users' local music
preferences into account.
3. JUST-FOR-ME SYSTEM
Just-for-Me system consists of four main components: (1)
music popularity detection and analysis module; (2) user
contextual listening history collection; (3) music content
analysis module; and (4) unied recommendation model.
The music popularity detection and analysis module aims to
detect and analyze the dynamics of music popularity trends
via mining Twitter streaming data. The popularity of music
is then integrated into the unied recommendation model,
which combines users' music tastes, music content as well as
the inuence of contextual factors by using a set of latent
topics. The latent topics can be treated as the intrinsic fac-
tors to explain why users prefer certain piece of music in a
particular location and during a particular time period.
3.1 Unified Recommendation Model
In real life, people's music preference and taste can be
inuenced by many dierent factors. In particular, Fig. 2
shows the relationship between the number of posts in Twit-
ter1 of 845 songs in a month and the number of listeners of
the songs on Last.fm2 during the same period. It is not hard
to observe strong correlation between popularity trends and
users' listening behaviors (the correlation coecient is 0:52),
which demonstrates the eects of music popularity trends
(observed in Twitter). In turn, users' listening behaviors
can aect the popularity trends of music. On the other
hand, for a user, the selection of a song is highly related to
his/her preferences on music content under current context.
Indeed, the interplay of the music popularity, music content,
and users' contextual music preferences is complex and can-
not be eectively represented by using a simple combination
of various factors, such as separately considering each fac-
tor and then combining them together. Thus, we develop
a unied probabilistic generative model to model dierent
aspects in a latent space based on a set of latent topics.
Our model is an extension of the three-way aspect model
used in [32]. The three-way aspect model in [32] only cap-
tures user's long-term music preferences, but it does not
consider user's short-term music needs. We extend it to in-
1http://www.twitter.com/
2http://www.youtube.com/
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2
8
2
9
2
10
2
11
2
12
2
13
2
14
2
15
2
10
2
11
2
12
2
13
2
14
2
15
2
16
2
17
2
18
 
 
N
u
m
b
e
r 
o
f 
L
is
te
n
e
rs
 (
L
a
st
.f
m
)
Tweet Counts
Figure 2: Number of listeners in Last.fm versus the number
of tweets in Twitter of 845 tracks from 13 Dec. 2012 to 13
Jan. 2012. The red line is a tted regression line.
corporate the location context and music popularity. Gener-
ally, users prefer dierent music contents in dierent places.
In our model, the location context is integrated by including
the location information into observation data. Accordingly,
in our model, an observation is represented as a quadruple
(u; l; s; w), which represents a user u 2 U listening to a mu-
sic track s 2 S with the audio content w 2 W at place
l 2 L. W is the corpus of \audio words", which are used to
represent music content. The generation of audio words is
introduced in Section 3.2. The more hours a user u listen to
music content w at place l, the more likely the user prefers
the music with content w at place l. In the model, a set
of latent topics Z is used to associate music content with a
user's music preferences under a certain location context. A
user u listens to a music item s in a place l is considered to
be related with a latent topic z. The graphical representa-
tion of the model is shown in Fig. 3. The generation process
of an observation (u; l; s; w) is: a user u randomly selects a
topic z 2 Z according to his/her interest distribution, then
z in turn \generates" the location l, music track s and au-
dio word w based on their probabilistic distributions over z.
The joint probabilistic distribution of user u, place l, music
track s and audio word w can be expressed as,
Pr(u; l; s; w) =
X
z2Z
Pr(z)Pr(ujz)Pr(ljz)Pr(sjz)Pr(wjz)
(1)
P(l
|z)
U
W
ZP(u) P(z|u)
P(w|z)
L
P(s|z) S
Figure 3: The extended three-way aspect model
For user u, the probability of choosing a music track s at
place l is expressed as
Pr(sju; l) = Pr(u; l; s)
Pr(u; l)
=
Pr(u; l; s)P
s2S Pr(u; l; s)
(2)
The joint probability of Pr(u; l; s) can be obtained by marginal-
izing w in Pr(u; l; s; w), that is
Pr(u; l; s) =
X
w2Ws
Pr(u; l; s; w) (3)
where Ws denotes audio words in the music track s. Com-
bining Eq.1 - Eq.3, Pr(sju; l) can be computed. Music tracks
that best t the music needs of user u at place l are obtained
based on the results.
Next we introduce how to incorporate the music popular-
ity into the model. In general, users have higher chance to
consume current popular music (based on the observation in
Fig. 2). However, dierent users may have dierent degrees
of preferences on dierent contents in current popular mu-
sic. To integrate the eects of music popularity trends into
the modeling of individual user's music preferences in dif-
ferent locations, our model associates the music popularity
with the number of observations n(u; l; s; w), which reects
the preferences of user u on music track s with content w
in location l. Specically, let Pop(s) denote the popularity
score of music track s,
n(u; l; s; w) = n(u; l; s) n(s; w) Pop(s) (4)
where n(u; l; s) is the number of times that the user u has
listened to the music track s at location l; n(s; w) is the fre-
quency of audio word w in music track s; Pop(s) is a real
value and its computation will be described in Eq. 10. Using
this method, the music popularity is associated with user's
preferences on music contents in dierent locations. In the
model, a user's personal preference on the music content of
a popular music track (encoded in n(u; l; s)  n(s; w)) are
strengthened by the popularity of the track (Pop(s)). If a
track contains more audio words appearing in tracks with
higher popularity scores, it has higher chance to be user's
preferred track. Thus, the model aims to recommend tracks
with popular content that ts users' music tastes. In our sys-
tem, the popularity scores of music tracks are computed once
a week. Consequently, the model is updated accordingly so
that it can closely track the dynamics of music popularity
trends.
A set of model parameters need to be estimated and they
include Pr(z), Pr(ljz), Pr(ujz), Pr(sjz) and Pr(wjz). As-
suming each observation (u; l; s; w) occurs independently,
the log-likelihood of the observation data is
L =
X
u;l;s;w
n(u; l; s; w)log(Pr(u; l; s; w)) (5)
The model parameters are estimated by maximizing the
log-likelihood. Our system applies tempered EM (TEM) [11]
algorithm, a simulated-annealing-type variant of EM for avoid-
ing overtting and better generalization. The E-Step and
M-Step are iterated alternately until L converges to a local
maximum.
E-Step
Pr(zju; l; s; w) =
(Pr(z)Pr(ujz)Pr(ljz)Pr(sjz)Pr(wjz))P
z0(Pr(z
0)Pr(ujz0)Pr(ljz0)Pr(sjz0)Pr(wjz0))
M-Step
Pr(ujz) /
X
l;s;w
n(u; l; s; w)Pr(zju; l; s; w) (6)
Pr(ljz) /
X
u;s;w
n(u; l; s; w)Pr(zju; l; s; w) (7)
Pr(sjz) /
X
u;l;w
n(u; l; s; w)Pr(zju; l; s; w) (8)
Pr(wjz) /
X
u;s;l
n(u; l; s; w)Pr(zju; l; s; w) (9)
In TEM, the parameter  works as an inverse computa-
tional temperature in physical systems.  is set to 1 initially
in TEM. When the performance on held-out data deterio-
rates,  decreases with ratio  by using  =   .
3.2 Music Content Analysis
The audio contents of music tracks are represented by bag
of audio words. Three dierent kinds of acoustic features are
extracted to generate audio words, including MFCCs [17],
zero-crossing rate (ZCR) and pitch. The MFCCs are the
coecients representing the short-term power spectrum of
a sound, based on a linear cosine transform of a log power
spectrum on a nonlinear mel scale frequency. The rst 13
MFCCs is used in this study. Pitch is a major auditory at-
tributes of musical tones. A pitch histogram is an array of
128 integer values indexed by MIDI note numbers, repre-
senting the frequency of occurrence of each note in a music
item. The note which has the most frequent occurrence is
considered here. ZCR is the number of zero-crossings of the
waveform within a given frame.
To generate the audio words, each music track is seg-
mented into a sequence of 0.5s frames. For each frame,
MFCCs, ZCR and pitch of every 50ms sub-frame with 50%
overlapping are extracted; and then the mean values of MFCCs,
ZCR and pitch of all the sub-frames in the frame are sepa-
rately normalized and concatenated to form its feature vec-
tor. K-mean clustering method is then used to group frames
into clusters based on their feature vectors. The cluster cen-
ters are used as audio words. Replacing each frame with
the nearest audio word, the music track is represented as a
sequence of audio words.
3.3 Music Popularity Detection and Analysis
Twitter, as the most popular microblogging service, has
millions of users who post what they are doing. By tracking
the posts with music related information from the Twitter
streaming data, the social popularity of music can be esti-
mated. Schedl et al. [23, 24] have successfully used the Twit-
ter streaming to estimate the spatio-temporal popularity of
music artists. In the study, hasttag #nowplaying and #np
are proved to be useful in determining music-related tweets.
Both hashtags are used here to collected tweets by using
Twitter Streaming API. Each collected tweet is then pro-
cessed to check whether it contains music track information
or not. Each track is represented as a tuple (artist name,
track title). By observing the tweets that contain track in-
formation, we found that in most cases, a tweet mentions
only one track (e.g., #Nowplaying Friday I'm in Love- The
Cure). Besides, music-related tweets often contain the fol-
lowing patterns:
1. track title by artist name;
2. track title from artist name;
3. track title - artist name or artist name - track title;
4. track title followed by a hashtag of the artist.
Because we have not identied all the hashtags of artists
in our collection3, only the rst three types of patterns are
used in the checking process. Tracks' popularity scores are
calculated once a week. With the counted number of tweets
for each track in a week, the popularity score of a track is
computed as
Pop(s) = 1:0 + log(N(s) + 1:0) (10)
where N(s) is the number of tweets which mention the
music track s in the week. Notice that some songs will have
much larger Pop(s) comparing with other songs, which may
distort user's music preference by incorporating Pop(s) us-
ing Eq. 4. For example, suppose a song s has a large value of
Pop(s), and a user only listened to it twice. The large value
of Pop(s) will still result in large n(u; l; s; w), which may
bias the music interests of the user. To balance the eect
of music popularity scores, we scale the popularity scores of
tracks into the range of 1 to 5 before using Eq. 44.
3In Twitter, dierent users may use dierent hashtags to
UW
ZP(u) P(z|u) P(w|z)
S
P(s
|z)
Figure 4: Three-way aspect model
4. EXPERIMENTAL CONFIGURATION
This section provides the details about our experimental
congurations. Section 4.1 describes the data collections
used in experiments. After that, Section 4.2 introduces the
experimental methodology and evaluation metrics used.
4.1 Data Collections
To facilitate the experiments, we construct several datasets:
a tweets collection, two music track collections (TC1 and
TC2), and a user collection (UC).
4.1.1 Tweets Collections
We collected the tweets including hashtag #nowplaying or
#np by using Twitter Streaming API from 17 Dec. 2012 to
13 Jan. 2013 (four weeks). The tweets are used to detect the
popularity of tracks in a track list. To construct the track
list, we collected artists from the top 100 artists in each week
from 2008 to January 2013 in the category of all place5 in
Last.fm. Because the data from Last.fm is known to contain
misspellings and mistakes, the list is checked by matching
each artist name in an expert-based database - AllMusic6.
After ltering, the list includes 244 artists. The tracks of
each artist are collected from the MusicBrainz database7
to form the track list. The popularity scores of tracks are
computed based on the crawled Tweets using Eq. 10. For
the top 1000 most popular tracks in each week according to
the calculated popularity, the numbers of their listeners in
the corresponding week in Last.fm are also collected.
4.1.2 Track Collection 1 (TC1)
TC1 consists of 1000 music tracks, which are used for
music recommendation in experiments. To ensure the col-
lection contains enough popular tracks as well as tracks
with low popular scores, TC1 is constructed in the following
way: rstly, based on the computed popularity scores us-
ing Eq. 10, the most popular 500 tracks in the week from 7
Jan. 2014 to 13 Jan. 2013 are selected; then 500 tracks
are sampled from all the tracks of randomly selected 20
artists. The audio contents of these tracks are downloaded
from YouTube.
4.1.3 Track Collection 2 (TC2)
TC2 is mainly used as a training dataset for music classi-
cation (Section 4.2.2). It contains 1028 tracks for 5 venues
used in user study (Section 4.2.2): oce (252), gym (196), li-
represent an artist.
4Several ranges, from 1 to f3,4,5,6,7g, were tested in the
experiments described in Section 4.2.1. The range of 1 to 5
obtains the best performance among the tested ranges.
5http://www.last.fm/charts/artists/top/place/all?limit=100.
6http://www.allmusic.com/ (access: December, 2012).
7http://musicbrainz.org/ (access: December, 2012).
brary (222), canteen (177), transportation (181)8. Tracks in
each category are extracted from the corresponding playlists
in Grooveshark9. Grooveshark includes many playlists, which
are created by users and titled with various contexts. The
playlists have been successfully used for activity classica-
tion [31]. For each venue, we select the top playlists in the
results returned by searching the venue name in Groove-
shark10, and then collect the tracks in the selected playlists.
The corresponding audio tracks are downloaded from YouTube.
4.1.4 User Collection (UC)
To construct the user collection (UC), 10,188 recently ac-
tive users in Last.fm11 are randomly selected. Music listen-
ing records of the users are collected. Last.fm API provides
methods to collect the tracks that users played in the past
periods (e.g., `last week', `last month', `last 3 months', `last
6 months' and `last year' ) and how many times of these
tracks were played in each period. The played tracks of
users are ranked in descending order of played times. To
collect enough records to capture users' recent music pref-
erence, the period of the `last 3 months' is a good choice.
We collected the listened tracks of users in `last 3 months'
and `last week' on each Monday during 17 Dec. 2012 to 14
Jan. 2013. For example, the collected tracks in `last week'
from 17 Dec. 2012 to 14 Jan. 2013 are the tracks the users
played in each week from 10 Dec. 2012 to 7 Jan. 2013. In
experiments, the records of a user played a track for only
once in a period are discarded, as playing a track only once
cannot reect the user's preference on the track.
4.2 Methodology & Evaluation Metrics
To analyze the system comprehensively, we rst study the
eects of music popularity trends on recommendation accu-
racy (Experiment 1). A user study is then conducted to eval-
uate the overall performance (Experiment 2). The following
sections describe the experimental methodology and evalu-
ation metrics of the two experiments. In both experiments,
20 topics are used in the aspect models, and a vocabulary
including 500 audio words is generated12.
4.2.1 Experiment 1
The eect of music popularity on recommendation is stud-
ied by comparing the performance of the three-way aspect
model [32] (shown in Fig. 4) without and with the consid-
eration of popularity, represented as USW and USW P, re-
spectively. In this experiment, TC1 and UC are used. The
played tracks of users in `last 3 months' are used to predict
their music choices in next week. For example, the played
tracks in last 3 months before 17 Dec. 2012 are used to
recommend music to users in the week from 17 Dec. 2012
to 24 Dec. 2012. We evaluate the recommendation perfor-
mance in two disconnected weeks (as in successive weeks,
8Here, canteen refers to a type of food service location, and
transportation refers to public transport, such as bus and
train
9http://grooveshark.com/
10Access in December 2012, when there is only 79 songs for
canteen, we selected other tracks 98 tracks in playlists of
cafeteria.
11http://www.last.fm/community/users/active (access: De-
cember 2012).
12The number of topics and the number of audio words are
empirically selected.
the played tracks of users could be very similar). Speci-
cally, in the four weeks from 17 Dec. 2012 to 13 Jan. 2013,
we use
1. the tracks in `last 3 months' of users before week 1 as
training data to recommend tracks for them in week 1 ;
2. the tracks in `last 3 months' of users before week 3 as
training data to recommend tracks for them in week 3.
The played tracks (ranked in the descending order by played
times) of users in week 1 and week 3 are seen as the ground
truth. To perform the evaluation (P@50 as shown in Sec-
tion 4.2.3), only the users (in UC) who played at least 50
tracks (in TC1) in week 1 and week 3 are selected. Based
on the criterion, 138 users are qualied in UC.
4.2.2 Experiment 2 (User Study)
To validate the eectiveness of Just-for-Me system, a user
study is conducted to compare it with other two competitors
on recommending music tracks at dierent venues.
1. R1: this system recommends tracks randomly. It sim-
ulates the cold start stage of recommender systems.
2. R2: this system uses a contextual post-ltering ap-
proach [2]. Music tracks are rst ranked in descending
order of relevance based on the results of the three-way
aspect model with track popularity (USW P). Then
the most relevant tracks in each venue are recommended
to users for the corresponding venue. Notice that tracks
are classied into dierent venues before recommenda-
tion (described below).
For simplicity of presentation later on, we use R3 to repre-
sent Just-for-Me system. Both R2 and R3 exploit collabo-
rative ltering techniques, users with observations of n(u; s)
and n(u; l; s) are needed to train them, respectively. Next,
we describe the data used for the training of R2 and R3.
Observations for R2. Because tracks in TC1 are used
as test collection, users in UC with enough play records of
tracks in TC1 are selected to train R2. Specically, users
(in UC) who played at least 10 tracks (in TC1) in `the last
3 months' (before 14 Jan. 2012) are used. The requirement
of at least 10 played tracks is to better capture user's music
preferences and exploit the power of collaborative ltering.
Finally, records n(u; s) of 277 users are selected.
Pseudo-observations for R3. Because the records n(u; s)
in UC are lack of location contexts, they cannot be directly
used to train R3, which requires contextual observations
n(u; l; s). Indeed, it is a hard problem to obtain sucient
initial observations (of users or items) in most of context-
aware recommender systems, due to the additional require-
ment of contexts to associate with the user-item observa-
tions. To solve this problem, we propose to use machine
learning methods to infer the context for each user-item ob-
servation. Specically, in our case, a track s is classied
into a venue (location context) l by a trained classier (de-
scribed below), and then all the records associated with s
(e.g., n(u; s)) are converted into observations n(u; l; s) by
relating n(u; s) to the assigned venue l of s by the classi-
er. We call the inferred contextual observations as pseudo-
observations.
In our implementation, the classier is a multi-class SVM
with RBF kernel. It is trained on TC2 (Section 4.1.3) by
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Figure 5: Music classication accuracy in each venue
using LIBSVM [8]. Five-fold cross-validation is adopted, and
the parameters are tuned to obtain the best performance.
Fig. 5 shows the classication accuracy of each venue. The
average classication accuracy over ve venues is 45.96%.
The trained classier is used to classify the music tracks in
TC1.
Subject Data. 10 subjects with dierent culture back-
grounds participated in the user study. They are 6 males
and 4 females from several Asia countries, including China,
India, Singapore and Vietnam. Subjects were asked to listen
to 250 tracks selected from TC1 and label the tracks they
like. The 250 tracks are comprised by randomly selected 50
tracks from each venue based on the classication results of
TC1. This is to guarantee that each venue has roughly equal
number of tracks. The remaining 750 tracks in TC1 are used
to generate the recommended results for the subjects. The
average number of labeled tracks of the 10 subjects is 32.5.
The played times of their labeled tracks are set to 18, which
is the average played times of n(u; s) over all the selected
users in UC. Based on the labeled tracks, we can obtained
the observations n(u; s) and pseudo-observations n(u; l; s)
of the subjects, which are used together with those of the
selected users in UC to train R2 and R3.
4.2.3 Evaluation Metrics
In Experiment 1, the average precisions of top recom-
mended tracks (P@n, n = f10; 20; 30; 40; 50g) are used as
evaluation metrics. Let Rn(ui) represent the track set with
the top n recommended tracks for user ui; Tn(ui) represent
the most played n tracks of the user in week 1 or week 3
(i.e., the ground truth). jUnj is the number of users used in
the experiment. The average precision at n is dened as
P@n =
1
jUnj
X
ui2Un
Rn(ui) \ Tn(ui)
n
(11)
In Experiment 2, human subjects were required to rate the
recommended tracks in a 5-point Likert scale from \strong
dislike"(1 point) to\strong like"(5 point). The higher rating
a subject gives to a song, the subject has stronger interest in
the song. The average ratings of recommended tracks at top
10 and 20 for each venue are used as evaluation metrics. The
average precision is also computed by regarding the track
with rating higher than 3 as a positive recommendation.
5. RESULTS AND ANALYSIS
This section rst presents the observed correlation be-
tween music popularity trends and music listening behav-
iors in Section 5.1, and then analyzes the eects of track
popularity on music recommendation based on the results
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Figure 6: Performance comparison of three recommendation schemes in Experiment 2 (user study)
of Experiment 1 in Section 5.2. Finally, the comparative
results of Just-for-Me system with the two competitors in
Experiment 2 are presented in Section 5.3.
5.1 Effects of Music Popularity Trends
The music-related posts in Twitter provide a lot of infor-
mation about the global popularity trends of music, and the
numbers of listeners of music tracks disclose general users'
listening behaviors. By associating the computed popularity
of music tracks on Twitter with the corresponding numbers
of listeners in Last.fm, the eect of music popularity trends
on users' listening behaviors can be analyzed. With the
collected Twitter streams, the popularity scores of tracks
are computed in each week. The numbers of listeners of
the most popular 1000 tracks in Twitter are crawled from
Last.fm. Fig. 7 shows the numbers of listeners versus the
popularity scores of the top 1000 popular music tracks in
the four weeks from 17 Dec. 2012 to 13 Jan. 2013. Strong
correlation can be observed between the popularity scores
and the numbers of listeners of tracks in the same week.
The average correlation coecient achieves 0.425. The re-
sults demonstrate that the global music popularity trends
exert important inuence on user listening behaviors.
5.2 Effects of Track Popularity
The performance comparison between the three-way as-
pect model without (USW) and with popularity (USW P)
is shown in Table 1. From the table, we can see that with
the consideration of music popularity in the model, the rec-
ommendation accuracy is improved consistently. In USW P,
the co-occurrence of triple (u; s; w) is scaled by the popular-
ity score of the track s to increase the probability of recom-
mending more popular tracks. This is in accord with the
fact that users generally tend to listen to current hot music
tracks. Moreover, the improvements on P@10 and P@20 are
more signicant. It is a nice property as users are usually
more interested in the top results in recommendation. The
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Figure 7: Track popularity using Twitter stream versus the
corresponding number of listeners in Last.fm of 1000 music
tracks from 17 Dec. 2012 to 13 Jan. 2013 (cc refers to
correlation coecient)
results demonstrate that the incorporation of music popular-
ity can improve the performance of music recommendation.
Week 1 Week 3
USW USW P USW USW P
P@10 0.235 0.301 0.302 0.375
P@20 0.345 0.413 0.395 0.463
P@30 0.644 0.684 0.481 0.512
P@40 0.638 0.675 0.578 0.603
P@50 0.740 0.780 0.647 0.680
Table 1: The average recommendation precisions over all
users by using USW and USW P in Experiment 1
5.3 Performances of Competitors
Each recommender system (R1, R2 and R3) generates a
playlist for a subject at a certain venue (u; l). For each (u; l),
the top 20 tracks recommended by each system are collected
and mixed together to form a single playlist Sul. Thus,
subjects do not know that each track is recommended by
which recommender. Each subject u was required to listen
to each track in Sul at the corresponding venue l. Each track
must be played at least one minute before rating (see Sec-
tion 4.2.3). Fig. 6 shows the average and standard deviation
of the ratings and precisions for the top 10 and top 20 rec-
ommended tracks in dierent venues by three recommender
systems. We can observe thatR2 performs signicantly bet-
ter than R1 in most cases, and R3 greatly outperforms the
other two models in all cases. The results verify the eec-
tiveness of integrating the location context and track popu-
larity into recommendation. Notice that the performance of
R3 is obtained based on pseudo-observations. Thus, we can
expect that with more real observations, the performance
of R3 will be much better. Besides, the results also demon-
strate that pseudo-observations can be used to deal with the
cold-start problem in context-aware recommender systems
(CARS). Furthermore, comparing with traditional recom-
mender systems, the requirement of context information in
observations makes the sparsity problem severer in CARS. It
can be expected the proposed pseudo-observations can also
be used to alleviate the sparsity problems in CARS.
6. CONCLUSION
In this paper, we present a novel location-aware music
recommendation system called Just-for-Me, which can eec-
tively integrate music content, location related context and
music popularity trends into a unied probabilistic genera-
tive model. To support music popularity detection, we de-
velop a novel method to analyze Twitter streaming data. We
also demonstrate a strong correlation between music popu-
larity trends and user listening behaviors, with the com-
puted popularities of tracks and their played information
in Last.fm. An experimental study validates the eects of
the consideration of music popularity in recommendation.
The recommendation performance can be greatly improved
by applying the strategies to incorporate music popularity
into music recommender systems. Further, a set of user
studies have been conducted to verify the performance of
the Just-for-Me system. The results show that with eec-
tive integration of various contextual factors, Just-for-Me
achieves a signicant performance improvement at various
geo-locations.
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