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Abstrakt
Tato bakalářská práce zkoumá možnosti analýzy a predikce chování zaměstnanců. K tomuto
účelu využívá neuronových sítí, konkrétně pak dvou typů - vícevrstvé dopředné neuronové
sítě s algoritmem Backpropagation a Kohonenovy sítě. V práci jsou obsaženy experimenty se
skutečnými záznamy činnosti zaměstnanců a jsou také popsána specifika zkoumaných dat.
Na základě experimentů jsou poté vyvedeny závěry o možnostech aplikace neuronových sítí
v rámci této problematiky.
Abstract
This Bachelor’s thesis studies the possibilities of employee’s behavior prediction and analy-
sis. It uses softcomputing techniques, two types of neural networks - Multi-layer feedforward
neural network with the Backpropagation algorithm, and Kohonen selforganizing map. The
experiments performed on real activity records of employees are included. Part of the thesis
is focused on activity records data and their characteristics. As a conclusion some basic in-
formation about the pros and cons of neural networks’ use in the field of employee behavior
prediction and analysis is given.
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Kapitola 1
Úvod
Již od počátků věků je jednou z vysněných schopností lidstva možnost předpovídat budouc-
nost. Jak by asi svět vypadal, kdybychom dokázali spolehlivě předpovědět pohyb protivníka
při míčové hře, hodnotu a druh karty na vrcholu balíčku či vývoj ceny komodity obchodo-
vané na burze. Ve všech zmíněných případech by vedla znalost několika málo okamžiků do
budoucna k zisku. Předpovědět kartu, která nám bude rozdána, lze velmi obtížně, neboť
míchání balíčku a tedy pozice karet jsou založeny silně na náhodě, jedná se o chaotický
systém. Ale i pro podobné případy se snaží věda najít řešení. Získat přibližný vývoj ceny
komodity však již v některých případech dokážeme. Stejně jako v případě hráče míčové hry
lze v chování hráčů na burze vysledovat jisté zákonitosti. A jestliže lze izolovat jednotlivé
opakující se vzorce, lze takové vzorce následně aplikovat na rozhodování o budoucnosti. Zda
koupit či prodat, zda udělat pohyb doleva či doprava.
Na konci takového rozhodnutí je vždy ano či ne. Dvě ostré hodnoty. V průběhu však
do procesu rozhodování vstupují nejasně ohraničené veličiny. Tyto veličiny při standardním
přístupu musíme převádět vždy na jednu z hodnot - pravda nebo nepravda. Je tedy nutné
udělat z volně definovaných hodnot hodnoty jasně nebo také tvrdě ohraničené. Mluvíme
tedy o hard computingu. Již mnoho desetiletí existují v informatice nástroje, jak takový
převod ulehčit nebo se mu na viditelné úrovni zcela vyhnout. Jde o metody soft computingu,
kterým bude tato práce věnována.
Tato bakalářská práce je členěna do několika kapitol. V první části je vyhrazen prostor
pro definici základních pojmů soft computingu. Je zvolena jedna z oblastí soft computingu,
konkrétně neuronové sítě. Dále je zúžen záběr na dva typy neuronových sítí - MLP s al-
goritmem Backpropagation a Kohonenovu samoorganizační síť. Posléze jsou identifikována
data, vztažená k chování zaměstnance a k jeho výkonu. U těchto dat je zkoumána mož-
nost předpovídat pracovní výkon do budoucnosti a na základě takové předpovědi následně
klasifikovat jeho skutečný reálně naměřený výkon, jeho chování
Cílem práce pak je pomocí experimentů získat ucelený pohled na míru vhodnosti užití
výše zmíněných typů neuronových sítí pro analýzu a predikci chování zaměstnanců.
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Kapitola 2
Seznámení s problematikou
Dlouhodobě rozvíjený koncept konvenční informatiky, hard computingu, jako vědy jedniček
a nul, může být chápán jako netvárný, jak již sám název napovídá, tvrdý. Tyto pojmy však
nelze vnímat pouze negativně. Vymezením pouhých dvou možných stavů získáme jistotu
relativní přesnosti, neboť počítáme s tím, že výsledkem může být pouze pravda či nepravda.
Informatika však již dávno přišla na to, že popis reálného světa pomocí pouhých dvou stavů
je velmi obtížný. Pokusy o tvorbu analogových počítačů byly v minulosti zaznamenány,
avšak tento směr prozatím nenašel masivnějšího uplatnění. Jinou cestou, jak se pokusit
lépe vystihnout svět, ve kterém žijeme, je užití softwarových metod.
Zde nastupuje na scénu v raných 90. létech dvacátého století věda jménem soft compu-
ting. Význam klíčového slova soft odlišujícího tento soubor teorií od tradičně vnímaného
modelu hard computingu lze tedy vidět v pojmech jako jsou tolerantní, nepřesný či nejistý.
Za zakladatele tohoto vědního oboru je považován profesor University of California v Ber-
keley Lofti Asker Zadeh, jenž se již v počátcích své vědecké činnosti věnoval studiu fuzzy
množin a fuzzy logiky. To nás přivádí k otázce, co vlastně soft computing zastřešuje. Pod
pojem soft computing zahrnujeme následující oblasti:
• Fuzzy logika
• Neuronové sítě
• Genetické algoritmy
• Pravděpodobnostní usuzování
• Chaotické systémy
Důvody k použití soft computingu namísto konvenčního přístupu jsou následující:
• Vstupy z reálného světa, které jsou využity pro rozhodování, mohou být a také často
jsou zaznamenány nepřesně, chybně či dokonce nejsou zaznamenány vůbec,
• Obtížnost až nemožnost obsáhnout pomocí dvoustavové logiky veškeré možnosti roz-
hodování,
• Narážíme na teoretickou, případně praktickou neznalost, v oblasti daného problému.
Ve zbytku této práce se budu dále věnovat zcela výhradně neuronovým sítím. Obor
soft computingu je velmi široký a nebylo by možné vměstnat do rozsahu této bakalářské
práce poznatky zároveň z více oborů, například také genetických algoritmů. Neuronové sítě
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jako oblast soft computingu jsou samy o sobě značně obsáhlou oblastí a tato práce se i
tak dotkne pouhého zlomku tohoto velmi zajímavého celku. Druhou, nevyužitou, volbou
bylo zaměření na genetické algoritmy. Reálné nasazení genetických algoritmů se odehrává
spíše v oblasti regulace a optimalizace postupů. V souvislosti s predikcí lze nalézt práce,
které obsahují přínos genetických algoritmů. Většinou tomu tak je v případě hybridních
systémů, kdy jsou genetické algoritmy užity v některé z fází učení neuronové sítě. Některé
neuronové sítě samy ze své podstaty principů genetických algoritmů využívají. Stejně tak
je lákavé použití přístupu bez učitele nebo postup s učitelem jistým způsobem zjednodušit
a zautomatizovat. Genetické algoritmy by tedy jistě také poskytly zajímavý nástroj, jak
se vypořádat se zadáním této práce, avšak jak již bylo uvedeno výše, nebyly z důvodu
omezeného rozsahu práce vybrány.
2.1 Neuronové sítě
Neuronové sítě jsou považovány za základní kameny soft computingu. [8] Od počátků jejich
využití našly uplatnění v mnoha oblastech lidského života.
V této sekci práce bude věnován prostor historii a nutnému teoretickému základu pro-
blematiky neuronových sítí obecně.
2.1.1 Historie
Jak již sám název napovídá, nelze hledat původ této oblasti výpočetní techniky nikde jinde
než ve sféře živých organizmů. A nelze se pak také divit, že první průkopníci v oblasti
umělých neuronů byli rozkročeni mezi informační vědou a některou z nauk věnující se
přímo v případě lékařů či zprostředkovaně v případě psychologů nervové soustavě. V první
polovině dvacátého století publikoval Warren Sturgis McCulloch první práci o neuronech
a jejich modelech. V roce 1943 pak spolu s W. Pittsem v práci Logical Calculus of the
Ideas Immanent in Nervous Activity [8] vytvořili první model umělého neuronu, který
je lehce pozměněných podobách využíván dodnes.[9] McCulloch–Pitts (MCP) neuron byl
velmi primitivní a umožňoval zadání binárního vstupu a následně získání binárního výstupu.
Již z toho však vyplynulo, že pomocí spojení takových jednoduchých neuronů do sítě lze
vyjádřit libovolnou booleovskou funkci. V roce 1958 pak Frank Rosenblatt vytvořil první
funkční neuronovou síť a o tři léta později pak na základě těchto znalostí první počítač
schopný učení právě pomocí takové neuronové sítě. Problémem Rosenblattovy neuronové
sítě byla bohužel neschopnost řešit jiné problémy než lineárně separabilní. [9] Tento zádrhel
znamenal, že byl rozvoj neuronových sítí jako prostředku k řešení obtížných problémů na
dlouhá léta silně zabržděn. [7]
Dvě množiny A a B se nazývají lineárně absolutně separabilní v n-rozměrném prostoru,
pokud existuje n+1 reálných čísel w1 až wn takových, že každý bod (x1,. . .,xn) z množiny
A splňuje následující podmínky[5]:
n∑
i=1
wixi >v
a každý bod (x1,. . .,xn) z množiny B splňuje následující podmínky:
n∑
i=1
wixi <v
Problém lineární separability byl vyřešen až o více než jedno desetiletí později. Tímto
okamžikem se neuronové sítě dostaly opět do hledáčku vědců a vývoj mohl dále pokračovat.
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Obrázek 2.1: Lineárně separabilní množiny
Vedle sítí popisovaných v práci Learning Internal Representation by Error Propagation od
autorů Rumelharta, Hintona a Williamse vzniká mnoho rozličných typů neuronových sítí,
namátkou jimi byly Kohonenova síť, Hopfieldova síť, Grosbergova ART síť a další. Právě
výše zmíněná práce poskytovala nástroje k řešení problému lineární separability.
2.1.2 Biologický základ a stavba umělého neuronu
Pro začátek je nutno říci, že neuronová síť tak, jak je definována ve své umělé variantě,
je značně zjednodušenou variantou svého biologického vzoru. Zřejmě ještě poměrně dlouho
bude trvat, než bude vytvořen model neuronové sítě, jež by svou topologií, rozsahem a tedy
i funkcí odpovídala centru lidské nervové soustavy.
Pro zajímavost zde uvedu dva technické údaje o lidském mozku:
• Mozek člověka obsahuje průměrně 100 miliard neuronů
• Každý neuron je vybaven přibližně 7000 synaptických spojení s ostatními neurony [6]
Jak je patrné z porovnání, biologický neuron se skládá z těla - somatu, vstupů - dendritů
a výstupu - axonu. Neuron umělý má stavbu podobnou, avšak funkcí je jednodušší než jeho
živý vzor. Podrobným popisem funkce biologického neuronu se zde nebudu zabývat, neboť
toto není smyslem mé práce. Čtenáři, který by lačnil po hlubší znalosti funkce a stavby
biologického neuronu mohu doporučit publikaci Mirko Novák a kolektiv - Umělé neuronové
sítě, teorie a aplikace, kde je věnováno této problematice prvních více než 100 stran. Na
dalších řádcích se budu věnovat již pouze těm vlastnostem živého neuronu, které pomohou
lépe pochopit funkci a stavbu neuronu umělého.
Z obrázku 2.2 je patrné, že umělý neuron má několik vstupů, dále tělo, které zpracuje
vzruch a výstup, kde lze očekávat reakci na zpracovávaný vzruch. Povrch biologického
neuronu je pokryt dvěma typy membrán - vodivou a nevodivou. Skrze tyto membrány
vstupuje do neuronu vzruch. Vodivá membrána je rozprostřena na výstupu z neuronu.
Nevodivá membrána pak pokrývá samotné tělo neuronu a vstupy. Označení membrány
jako nevodivé neznamená, že by zcela izolovala neuron od svého okolí. Na rozdíl od vodivé,
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Obrázek 2.2: Srovnání biologického a umělého neuronu
která reaguje na elektrické podněty, je nevodivá membrána reaktivní pouze na podněty
chemické. Tímto se dostáváme k důležité vlastnosti, již mají oba typy neuronů společnou.
Reakce se na výstupu objeví až v momentě, kdy dojde k překročení prahu.[10] U umělého
neuronu nelze očekávat, že dojde k přenosu vzruchu do těla neuronu přes tělo. Je nutné,
aby byl reakční práh nastaven v místě spojení výstupu jednoho neuronu se vstupem jiného,
tedy na vstupech. Každý vstup tedy má svůj práh neboli váhu. Tato váha říká, jak je daný
vstup důležitý.
Váhy jsou ve fázi učení sítě měněny a je tak měněno i chování sítě. Jakmile tedy do-
jde k překročení prahu na vstupu, může dojít k samotnému zpracování vzruchu. Samotné
spojení, respektive rozpojení synapsí mezi dvěma neurony, jak jej známe z biologického
světa, je v případě umělého neuronu realizováno jednoduše změnou váhy daného vstupu na
hodnotu 0. Tím je daný vstup vyřazen z procesu tvorby výstupu a spoj je tedy v podstatě
přestane existovat. V těle umělého neuronu po obdržení vstupních hodnot dojde k poměrně
jednoduchému sledu událostí.
• Aktivační funkce - má za úkol shromáždit vahami modifikované vstupy a provést
posun vůči k aktivačnímu prahu
• Přenosová funkce - posléze převede výstup z aktivační funkce do mezí očekávaných
na výstupu neuronu
Ve funkcích ukrytých uvnitř umělého neuronu netřeba hledat žádné složité exempláře
matematických funkcí. Nejčastěji jsou použity tyto funkce:
• Perceptron,
• Binární nebo také skoková,
• Sigmoida,
• Hyperbolický tangens, jinak nazvaná logistická funkce,
• Gausovská.
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2.1.3 Dělení neuronových sítí
V sekci historie jsme narazili na otázku, jak řešit lineárně neseparabilní problémy. Odpovědí
nakonec byla neuronová síť s více vrstvami, jinými slovy byla jiná. Zde uvedu možné dělení
neuronových sítí.
Dle počtu vrstev
• Jednovrstvé - Kohonenova samoorganizační síť, Hopfieldova rekurentní neuronová síť
Obrázek 2.3: Hopfieldova rekurentní síť
• Vícevrstvé - Klasická vícevrstvá síť s algoritmem Backpropagation, ART síť
První vrstva je vrstvou větvící a jejím úkolem je pouze předání vstupů do vrstvy další.
Propojení neuronů je obvykle realizováno tak, že všechny neuron z jedné vrstvy disponují
spojeními na všechny neurony z vrstvy druhé. To se netýká některých speciálních případů
jako například Hopfieldovy rekurentní sítě, u které jsou všechny neurony v jediné vrstvě
vzájemně spojeny.
Dle typu algoritmu učení
• S učitelem - Vícevrstvá síť s algoritmem Backpropagation, RBF síť
Při procesu učení je síti předkládán vzorový výstup a ta se následně snaží adaptovat tak,
aby jej dokázala co nejlépe napodobit.
• Bez učitele - Hopfieldova síť, Kohonenova síť (existují i varianty Kohonenovy mapy
s učitelem)
V tomto případě je síti předložen pouze učící vzorek dat. Jelikož síť neví, jak má očekávaný
výstup vypadat, snaží se najít v předložených datech opakující se vzorce a tedy tímto
způsobem data takříkajíc třídí.
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Obrázek 2.4: Vícevrstvá síť
Dle stylu učení
• Stochastické - Váhy jsou při procesu učení nastavovány náhodně.
• Deterministické - Váhy jsou při procesu učení nastavovány například pomocí algoritmu
Backpropagation.
V rámci této práce dojde opět ke zúžení záběru a dále budou v tomto textu uvažo-
vány pouze dva typy neuronových sítí - Kohonenova samoorganizační síť a vícevrstvá síť
s algoritmem Backpropagation. Je tedy vybrán jeden zástupce z každé skupiny - síť s Bac-
kpropagation algoritmem za vícevrstvé sítě a zároveň sítě s učitelem a Kohonenova síť za
jednovrstvé sítě a zároveň za kategorii sítí bez učitele. Považuji za zajímavé zjistit v této
práci, na kolik je patrný rozdíl mezi těmito dvěma exempláři neuronových sítí.
2.1.4 Fungování neuronové sítě
V tomto momentu již víme, jak vypadá základní stavební kámen umělé neuronové sítě.
Můžeme tedy přistoupit k tomu nejdůležitějšímu, co nám neuronové sítě nabízí - k učení.
V momentě, kdy vytvoříme novou síť, je nám sama o sobě k ničemu. Musíme provést několik
úkonů, aby byla síť schopna plnit svůj účel. Proces učení se skládá ze dvou kroků - aktivace a
adaptace sítě. Pro tyto dva kroky potřebujeme disponovat daty, pomocí kterých síť budeme
učit, tzv. trénovací množinou. Trénovací množina není nic abstraktního. V případě požití
sítě pro rozpoznávání tvarů to bude množina různých tvarů, které očekáváme při běhu
neuronové sítě nad daty mimo trénovací množinu. Jestliže se bude jednat o předpověď
vývoje hodnoty v budoucnosti, budeme vytvářet trénovací množinu z hodnot získaných
v minulosti. Pro případ procesu učení s učitelem budeme potřebovat ještě také vzorová data,
neboli výstup, kterému se má síť přiblížit. Tímto vzorem může být predikovaná hodnota,
výsledné roztřídění do skupin a jiné.
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Aktivační a adaptační fáze - algoritmus Backpropagation
Ve fázi aktivační dojde ke kompletnímu průchodu neuronovou sítí. Tímto průchodem je zís-
kán výstupní vektor. Z odchylky od požadovaného výsledku je vypočítána lokální chyba. Ná-
sleduje adaptační fáze, kdy dochází k postupnému přepočtu vah jednotlivých spojů zpětně,
tedy ve směru od výstupu na vstup. Tímto procesem, kdy se mění váhy vstupů, je docíleno
minimalizace lokální chyby získané v předcházející aktivační fázi. Jakmile je lokální chyba
minimální, dává síť výsledky s vysokou podobností vůči očekávanému výstupu. [4]
Po ukončení adaptační fáze je opět vyvolána fáze aktivační. Po dalším cyklu vždy dojde
k přičtení hodnoty lokální chyby - je získávána chyba globální. Ta se však hodnotí až po
ukončení cyklického střídání aktivační a adaptační fáze na celé trénovací množině. Celý
tento jeden cyklus průchodu trénovací množinou se nazývá epocha. Počet epoch je jedním
z důležitých parametrů při procesu učení. Nízký počet epoch většinou způsobí nízkou tré-
novanost, přehnaně vysoký počet epoch pak může způsobit přetrénovanost sítě a tedy horší
schopnost generalizace.
2.1.5 Vícevrstvá síť s algoritmem Backpropagation
První vybranou sítí je vícevrstvá neuronová síť s algoritmem Backpropagation. V literatuře
bývá také označována jako MLP (Multi layer Perceptron) síť.
Popis MLP sítě Jedná se dopřednou neuronovou síť. Pojem dopředná znamená, že
vstupní hodnota se v rámci sítě pohybuje pouze ve směru ze vstupní na výstupní vrstvu
a ne naopak. Aby se mohla síť učit z chyb, které na konci adaptační fáze vyprodukovala,
využívá právě zpětné šíření chyby pomocí algoritmu Backpropagation. MLP je velmi často
používána právě k predikci časových řad, avšak při dostačujícím počtu skrytých vrstev ji
lze označit za univerzální neuronovou síť, schopnou řešit mnoho rozličných typů problémů.
Učení Učení neuronové sítě bylo popsáno v předchozích odstavcích2.1.4. Zde uvedu již
pouze podstatné vlastnosti, kterými se MLP s Backpropagation vyznačuje. V případech
užití tohoto algoritmu s jedná vždy o použití na sítích s učitelem. Onen algoritmus Bac-
kpropagation se skrývá v adaptační fázi učení.
Ve své podstatě je úkolem adaptační fáze učení a tedy algoritmu Backpropagation najít
globální minimum chybové funkce. Velmi často se pro ilustraci algoritmu fungování Bac-
kpropagation uvádí příklad se ztraceným turistou v horském terénu, který hledá v mlze
záchranu. Bude se tedy pohybovat ve směru svažitého terénu, hledat lokální minima. Pro-
blém může nastat v případě, že aktuální místo výskytu chybně označí za minimum globální,
neboť, jak víme, je v mlze a stejně jako neuronová síť nezná průběh chybové funkce, nezná
ani turista průběh terénu. Jsme tedy v situaci, kdy jsme uvízli v minimu, ale věříme, že
jsme se stále nedostali na hodnotu minima globálního. Pro tyto případy zná věda řešení.
K úniku z globálního minima je často použita metoda simulovaného žíhání. Další odvození a
ani podrobnější popis Backpropagation algoritmu v této práci nebude, protože není úkolem
této práce jej v rámci experimentů nijak modifikovat a sám algoritmus je zevrubně popsán
ve většině bibliografických zdrojů, které jsou neuronovým sítím věnovány. [1]
2.1.6 Kohonenova síť
Druhou vybranou neuronovu sítí je Kohonenova síť. Tato síť je dalším ze samostatných
typů, neboť se její topologie zcela liší 2.5 od zmíněné MLP sítě a vícevrstvých sítí obecně.
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Abychom mohli dále jednoduše pracovat s Kohonenovou sítí, uvedeme si zde názornou
ilustraci toho, jak tato síť vypadá.
Obrázek 2.5: Kohonenova síť
Popis Kohonenovy sítě Je tedy patrné, že Kohonenova síť obsahuje 1an vstupů. Tyto
vstupy tvoří vstupní vrstvu a funkce této vrstvy se nijak neliší od již dříve popsaného
konceptu. Jednoduše dojde k posunu získaných hodnot do množiny druhé vrstvy.
Mnohem zajímavější je druhá vrstva, která je skrytou a zároveň také výstupní vrstvou.
Kohonenova síť bývá v anglické literatuře označována jako self-organizing feature map nebo
také Kohonen map. Pro nás je zde důležité ono slovíčko map. Objasní nám totiž princip
fungování, který je, jak již bylo uvedeno, zcela odlišný od přístupu MLP a mnoha jiných
umělých neuronových sítí.
Tato síť pracuje na principu prohledávání dat z trénovací množiny a identifikaci závis-
lostí. Jedná se tedy o shlukovou analýzu. Sama práce takové sítě spočívá ve dvou krocích.
Krokem prvním je získání nejvhodnějšího neuronu. Výstup takového neuronu odpovídá
ideálně vzorovým datům, která byla vložena na vstup. Jakmile je takový ideální neuron na-
lezen, dojde k úpravě jeho okolí. Tato úprava spočívá v pozměnění vah sousedních neuronů.
Právě tato toto ovlivnění okolí vítěze napomáhá k rozložení a zároveň pokrytí vstupního
prostoru. Váhy tedy prezentují jistou paměť, která uchovává topologické vlastnosti prostoru,
jeho mapu.
Učení Při učení Kohonenovy sítě jsou jednotlivé váhy přepočítávány v každém kroku.
V první fázi dojde k uspořádání plošně rozprostřených neuronů a následně ve fázi druhé již
probíhá vlastní adaptace sítě.
Počáteční inicializace vah je provedena podobně jako u MLP sítě na náhodná čísla
nízkých hodnot. Následně je na vstup sítě přiložen vstup.
Vlastní výpočet spočívá v jednoduchém zjištění euklidovské vzdálenosti jednotlivých
neuronů v druhé vrstvě od vzoru podle následujícího vztahu:
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dj =
N−1∑
i=0
[xi(t)− wij(t)]2, (2.1)
kde dj je měřená vzdálenost mezi dvěma neurony, xi jsou vstupy v závislosti na čase a wij
jsou váhy vstupů.
Jakmile jsou získány po průchodu všemi neurony ve vrstvě jejich vzdálenosti od vzoru,
je jednoduše vybrán neuron s nejnižší zjištěnou vzdáleností. Takový neuron je označen
jako vítězný. Váhy okolí vítězného neuronu jsou modifikovány pomocí sousedské nebo také
adaptační funkce. Adaptační funkce samozřejmě pozmění váhu nejen okolních neuronů, ale
také vítěze samotného.
Váhy okolních neuronů jsou inhibovány, tedy sníženy. Účelem tohoto úkonu je, aby byl
vítězný neuron citlivější na další vstupy, jež budou podobné vstupu, díky kterému se právě
vítězem stal. Samotná sousedská funkce by v ideálním případě byla realizována zvonovitou
funkcí, avšak z důvodu zjednodušení je tato funkce často nahrazována funkcí obdélníkovou.
2.2 Predikce
Z pohledu predikce vývoje časových řad se nabízejí dvě možné cesty. První možností je pre-
dikce trendu. Výstupem takové předpovědi by tedy byla informace, zda bude předpovídaná
časová řada v budoucnu stoupat, či klesat. Při pohledu na data, se kterými má tato práce
operovat, se však jeví znalost budoucího trendu jako nedostačující.
Záměrem této práce je získat informace o minulém chování (zde míněn pracovní výkon)
zaměstnance, predikovat jeho chování v budoucnu a na základě porovnání predikované a
skutečné hodnoty identifikovat neočekávané události typu náhodného poklesu výkonnosti a
podobné.
Z toho plyne, že se volba predikce hodnoty jeví mnohem vhodnější než volba predikce
trendu. Dále, bude-li se v této práci hovořit o predikci chování, půjde vždy o predikci
hodnoty - konkrétně pak času stráveného náplní práce.
Z pohledu matematiky není předpovídání hodnoty nic jiného než snaha aproximovat co
nejpřesněji funkci, která reálnou hodnotu generuje. V reálném světě by se jednalo o nale-
zení složité spojité funkce. Jelikož je taková reálná funkce velmi obtížně řešitelná, musí se
sáhnout k přiblížení se jí - aproximaci. Zkusme si představit model energetické spotřeby hy-
potetického státu a aplikaci, která pomocí soft computingu reguluje energetický tok v jeho
rozvodné síti. Abychom mohli regulovat, musíme předvídat vývoj odběru z takové sítě. Od-
běr bude závislý na velkém množství obtížně předvídatelných proměnných jako například
počasí, kulturní či jiné hromadné akce, které lokálně zvýší či sníží spotřebu, společenská
nálada a mnoho dalších. Funkce, která by dokázala přesně vyčíslit spotřebu je velmi složitá.
[2]
Prvním znakem takové funkce je složitost. Znakem druhým je spojitost. Lidské vnímání
času je spojité. Naopak počítače pracují s jednotlivými hodnotami. Čas je tedy diskreti-
zován. Když mluvíme o predikci časových řad, je čtenáři jasně patrné, že jestliže je takto
upraven čas, musí být diskretizována i zkoumaná proměnná. Již jsme hovořili o tom, že
pro získání validních výstupů z neuronové sítě musíme tuto síť učit. Abychom mohli učit,
potřebujeme trénovací množinu. V tomto případě se nejedná o nic jiného než o vektory
hodnot. Převodu ze surových dat na trénovací vektor se říká vzorkování. Volba správné
granularity vzorků je velmi důležitá. Při příliš jemném rozlišení může trvat učení sítě ne-
úměrně dlouho, avšak lze získat kvalitní výstup. Také narážíme na problém přetrénování
12
sítě, který se projevuje sníženou schopností generalizace nad neznámými daty. V opačném
případě při příliš hrubých datech může být předpověď zatížena velkou chybou. Pro reálné
nasazení neuronové sítě tak, aby se prezentovala odezvou v akceptovatelném čase, je tedy
nutné najít kompromis mezi příliš jemným a příliš hrubým rozlišením, což platí samozřejmě
i délce trénovacího vektoru.
2.3 Aktuální stav problematiky
Poměrně jednoduše lze nalézt velké množství vědeckých prací aplikovaných na predikci
vývoje časových řad. Mnoho z nich má také vazbu na komerční sektor. V naprosté většině
se však jedná o ekonomický software, nejčastěji na makroekonomické úrovni.
Jiná použití lze najít například v meteorologii či energetice. Většinou se tedy jedná
o předpověď budoucího vývoje fyzikální veličiny. Z hlediska analýzy přímo chování člověka
jsou neuronové sítě stále nevyužité. Lze namítnout, že se jedná z pohledu této práce pouze
o predikci časové řady. Absence funkčních řešení v tomto konkrétním oboru analýzy cho-
vání zaměstnanců však nedovoluje bezmyšlenkovitě konstatovat, zda jsou či nejsou závěry
z prací o predikci podobných časových řad aplikovatelné i na analýzu a predikci chování
zaměstnance.
Existuje sice několik prací v oblasti soft computingu, ve kterých jejich autoři aplikovali
různé oblasti soft computingu na chování člověka obecně. Jedná se však o práce zaměřené
na optimalizaci lidských zdrojů (neuronové sítě), optimalizaci dynamiky pracovního týmu
(fuzzy logika). Závěrem tedy v této kapitole lze říci, že jsem prozatím nenarazil na práci,
která by byla zaměřena přímo na analýzu chování lidského jedince pomocí neuronové sítě.
[10]
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Kapitola 3
Predikovaná data
Předmětem této práce bude snaha předpovědět pracovní výkon zaměstnance a na základě
této předpovědi posléze porovnáním se skutečně odvedeným a naměřeným pracovním vý-
konem zjistit, zda je chování zaměstnance v normě, respektive, zda nedošlo k významné
odchylce od očekávaného chování.
Řešení, která by dokázala splnit výše popsaný úkol, jsou již k dispozici. Jsou však
založena na poměrně podrobné kategorizaci sledovaných činností a následném určení prahů
těchto kategorií pro daného zaměstnance. Každý jedinec je však individualita a smyslem
použití umělé inteligence je v tomto případě zjednodušení práce kontrolující osobě.
Při použití neuronových sítí by jediný ručně provedený úkon spočíval v kategorizaci
činností. Identifikace produktivních, neutrálních, neproduktivních a kritických činností je
vztažitelná při reálném nasazení na celá oddělení, mnohdy na všechny zaměstnance společ-
nosti.
Neuronová síť by posléze dokázala identifikovat případné incidenty v chování a ty by
již byly posuzovány kontrolující osobou. Odpadá tedy nutnost ručního nastavení prahů pro
každou pracující individualitu, neboť neuronová síť se sama dokáže adaptovat na libovolného
pracovníka.
3.1 Jak data vypadají
V kapitole 4.4 bylo naznačeno, jak by měl proces predikce dat a jejich následná analýza při-
bližně probíhat. V této kapitole se již podíváme, jak reálná data vypadají. Abychom mohli
dále pokračovat, musíme zde uvést, jaké jsou dostupné mechanizmy získávání informací
o pracovním výkonu zaměstnance.
Na trhu se nachází poměrně široký výběr počítačových programů, které umožňují moni-
toring pracovního výkonu. Pro tuto práci budou zajímavé ty programy, které dokáží měřit
čas strávený v jednotlivých počítačových programech. Nejlépe pak bude vyhovovat program,
který dokáže identifikovat nejen hrubý čas strávený používáním toho či onoho programu,
ale i to jakou dobu byl zaměstnanec v tomto programu z celkově strávené doby aktivní.
Tedy až znalost aktivního času vypovídá nejlépe o tom, jaký je skutečný výkon pracovníka.
Při zaznamenávání pouze aktivního času se také vyhneme problému s překrýváním
jednotlivých monitorovaných činností. Zaměstnanec jednoduše nemůže být v jeden moment
aktivní ve více programech.
Na obrázku 3.1 je znázorněn záznam z monitoringu aktivního času v jednom pracovním
dni. Tento graf je uveden pouze pro názornost, aby bylo patrné, že se jedná o obyčejnou
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Obrázek 3.1: Graf průběhu výkonu zaměstnance
časovou řadu. Podrobněji budou klíčové prvky těchto dat rozebrány v jedné z následují-
cích podkapitol 3.3. Již na první pohled je však jasné, že křivka pracovního výkonu bude
obsahovat opakující se vzorce. Lze identifikovat prodlevu obědové přestávky, kdy zaměst-
nanec nepracuje a jeho výkon spadne až na nulu. V obrázku 3.1 lze také identifikovat
dva propady v dopoledním i odpoledním bloku. Bez znalosti podrobností nelze říci, zda se
jedná o přestávku na svačinu, projev poklesu pracovní morálky nebo projev únavy. Je však
důležité, že se tyto vzorce budou s různě velkými rozdíly opakovat v každý další predikovaný
den. Jde tedy o opakující se vzorce a právě na tyto vzorce by měla zejména Kohonenova
samoorganizační síť dobře reagovat. [3]
3.2 Způsob získání dat pro tuto práci a jejich zpracování
Pro splnění cílů této práce je nutno získat data, která se budou maximálně podobat reálně
naměřeným datům z praktického nasazení některého z monitorovacích programů. Bude však
samozřejmě lépe, když budou experimenty prováděny na ostrých datech.
Abychom dokázali identifikovat oblast, ve které budou nejvhodnější data nalezena, mu-
síme si říci, na jaké skupiny zaměstnanců je výsledný algoritmus s očekáváním úspěchu apli-
kovatelný. První vlastností, kterou vyžaduje, je pevná pracovní doba. Respektive alespoň
shodná napříč jednotlivými pracovními týdny. Druhým požadavkem pak bude standardi-
zovaná pracovní náplň zaměstnance. Jen velmi obtížně by byl predikován pracovní výkon
zaměstnance, jehož pracovní náplň se odvíjí od náhodně se objevujících událostí. Například
pracovní výkon obchodního zástupce by byl obtížně odhadnutelný, neboť každá úspěšně
smluvená schůzka by přerušila námi sledovanou činnost.
Data tedy budou získávána pomocí některého z monitorovacích programů a následně vy-
taženy přímo z databáze. Samozřejmě se bude jednat o prvotně zcela nevhodná data, která
budou muset projít nutnou transformací. Proces přeměny na využitelná data je popsán
v kapitole věnující se tomuto problému 4.1.
3.3 Klíčové prvky dat
Několikrát již bylo zmíněno, že soft computing a neuronové sítě konkrétně jsou velmi často
užívány pro predikci časových řad a byly uvedeny příklady ekonomie a energetiky. Jako
srovnávací příklad k našim časovým řadám lze uvést časovou řadu vývoje ceny komodity
na burze. Obě řady mají několik podobných znaků. Nejdůležitějším společným znakem jsou
pravidelně se opakující časové úseky, kdy je hodnota zkoumané proměnné konstantní:
• Víkendy
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Pracovní týden běžného zaměstnance je rozprostřen do 5-ti pracovních dnů. Ve zbylých
dvou dnech je očekávaný výkon roven nule. Jednoduše proto, že zaměstnanec není v místě
pracoviště přítomen. Stejně tak na burze je obchodování o víkendech zastaveno, nikdo
nenakupuje ani neprodává. Nejsou tedy přítomny faktory, které by ovlivnily vývoj hodnoty
sledované ceny.
• Omezená pracovní doba
Denní pracovní doba při plném pracovním úvazku se v České republice obvykle rovná 8,5
hodinám. I zde lze tedy jednoduše vysledovat, že mimo tuto pracovní dobu bude pracovní
výkon neměnný a sice opět roven nule. Stejně tak burza má své otevírací hodiny, kdy dochází
ke změnám hodnoty sledované ceny. Jediným rozdílem je, že na burze není mimopracovní
hodnota ceny snížena na nulu jako tomu je u pracovního výkonu zaměstnance. Nulová
hodnota je však také konstantní a tedy tento rozdíl není podstatný. Když se podíváme na
situaci na burze se zastaveným obchodováním z druhé strany, můžeme označit i konstantní
”
víkendovou“ cenu jako nulovou. Nelze-li s komoditou momentálně obchodovat a tedy ji
zpeněžit, je její aktuální cena vlastně nulová. Rozdílem však bude to, že hodnoty burzovního
indexu v sobotu či v neděli se jednoduše nemohou vyskytnout. Víkendová cena by mohla
být v datech uvedena, avšak byla by vždy shodná s cenou, kdy se v pátek obchodování
uzavíralo. Zaměstnanec však do práce v sobotu či v neděli přijít může a proto musíme tyto
dny uvažovat.
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Kapitola 4
Práce s daty
Aby bylo možno získat predikovanou hodnotu a tu následně srovnat s hodnotou skutečně
naměřenou, je nutné nejprve správně natrénovat síť pomocí trénovací množiny. V rámci
monitoringu však jsou získána surová data. Ukázka takových dat je v tabulce 4.1.
Začátek Konec Doba trvání [s] Úroveň produktivity
20130430062004 20130430062011 8 1
20130430062012 20130430062014 3 0
20130430062015 20130430062018 4 2
20130430062019 20130430062022 4 1
20130430062023 20130430062033 11 3
20130430062036 20130430062139 64 1
20130430062140 20130430062202 23 0
20130430062203 20130430062206 4 0
20130430062207 20130430062208 2 2
20130430062209 20130430062217 9 0
20130430062246 20130430062308 23 1
20130430062309 20130430062318 10 2
20130430065221 20130430065235 15 1
20130430065236 20130430065236 1 2
Tabulka 4.1: Ukázka namonitorovaných výchozích dat
První dva sloupce tabulky není nutno zevrubněji popisovat. Třetí sloupec identifikuje
dobu, strávenou užíváním daného programu. Při podrobnějším pohledu lze vyčíst, že jed-
notlivé záznamy na sebe částečně navazují a vzájemně se nepřekrývají. Jestliže na sebe
záznamy přesně nenavazují, došlo k situaci, kdy nebyl zaměstnanec po jistou dobu aktivní
v žádné ze sledovaných aplikací. Poslední sloupec pak ukazuje úrovně produktivity, které
byly jednotlivým sledovaným programům přiděleny 3. Hodnoty definují členství v jedné
z následujících kategorií:
• Produktivní - Takováto činnost je od zaměstnance primárně požadována, je defino-
vána v pracovní náplni,
• Neutrální - Není přímo definována jako součást pracovního procesu, avšak je označena
jako neškodná. Není hlavním pracovním nástrojem, ale její užití může přispět ke
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splnění cíle,
• Neproduktivní - Vykazuje-li zaměstnanec činnost z této kategorie, nevěnuje se nijak
své pracovní náplni, ani činnosti, která by hlavní náplň práce podporovala,
• Kritická - Programy umístěné do kategorie kritických zaměstnavatel v pracovní době
zásadně netoleruje.
Průběh aktivního času je v jednotlivých dnech rozdílný. Je však nutno dívat se na
data jednotlivých týdnů. kdy se již dají v rámci stejných dat vysledovat podobnosti. Tyto
podobnosti, například kratší páteční pracovní doba nebo nižší pondělní produktivita práce
jsou právě těmi projevy svébytnosti zaměstnance, na jejichž predikci a analýzu je tato práce
zaměřena.
4.1 Transformace vstupních dat
Prvním důležitým úkolem této práce bude navrhnout postup převodu surových dat na data
použitelná v učícím procesu obou vybraných sítí. Ještě jednou si však shrňme nejdůležitější
vlastnosti, které musíme vzít na vědomí při převodu:
• Data jsou rozprostřena v čase nespojitě
• Data jsou rozprostřena náhodně a po různě dlouhých úsecích
Pro realizaci převodu byl vytvořen parametrizovaný skript v jazyce Python, který se
stará o vzorkování na zadanou jemnost. Druhou funkcí skriptu je posléze převod hodnot
do rozsahu 0 až 1, neboť právě tento rozsah neuronová síť pro svou práci očekává. Vliv
jemnosti předpovídaných dat bude předmětem experimentů a proto je vhodné uchovat data
ve výchozím stavu. To se také blíží reálnému nasazení, kdy by predikční aplikace taktéž
získávala vždy data přímo z databáze.
Úkolem transformačního skriptu tedy bude zařadit jednotlivé, zejména hraniční a pře-
shraniční vzorky, do korektní položky vektoru. Druhým, neméně důležitým úkolem pak
bude doplnění hluchých míst záznamu činností tak, aby ve výsledném vektoru obsahovaly
položky správně nulu. Výstupem pak vždy bude záznam jednoho dne transformovaný do
podoby, kterou již bude možné učit neuronovou síť. Jednotlivé dny pak lze zcela jednoduše
spojovat a vytvářet tak delší vektory pro pokročilejší experimenty.
4.2 Použité knihovny
V oblasti neuronových sítí lze nalézt poměrně velké množství různého volně dostupného
i placeného software, který usnadňuje přístup k tomuto oboru. Z důvodu možné budoucí
aplikace nebylo využito žádného obecně užívaného software. Kandidáti na použití byli vy-
hledáváni mezi C/C++ knihovnami. Ani jedna z knihoven však neobsahovala obě zvolené
varianty neuronových sítí a tak jsou tedy nakonec použity dvě různé - FaNN library a knnl
library. Devízami obou knihoven je jejich možná přenositelnost jak na platformu linux, tak i
na platformu Windows. V průběhu byla z užšího výběru vyřazena knihovna OpenNN z dů-
vodu horší dokumentace zdrojových kódů knihovny a zejména problémům s překladem. Na
poměření rychlosti, kdy autoři FaNN deklarují svoji knihovnu jako významně (až 150krát)
rychlejší než konkurenční knihovny, vůbec nedošlo.
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4.2.1 FaNN library
Fast Artificial Neural Network library je velmi jednoduchá a velmi kvalitně dokumentovaná
knihovna napsána v jazyce C. Obsahuje základy pro použití v C++. Velkým plusem je
přítomnost grafického rozhraní FANN Tool, které však není dílem autorů knihovny samotné.
Pro základní nástin fungování je FANN Tool zcela dostačující, neboť nabízí široké možnosti,
jak pracovat s FaNN knihovnou bez nutnosti naprogramovat byť jediný řádek kódu. FaNN
knihovna obsahuje podporu pro vícevrstvé dopředné sítě.
4.2.2 Knnl
Kohonen Neural Network Library, jak již sám název napovídá, je knihovnou specializovanou
výhradně na Kohonenovu samoorganizační mapu. Knnl je stejně jako FaNN velmi slušně
komentována a obsahuje také předpřipravený demo příklad.
4.3 Použité varianty neuronových sítí
V této kapitole budou blíže rozebrány principy použitých neuronových sítí. Jsou vybrány
ty vlastnosti, které mají určitý vztah ke zpracovávané problematice.
4.3.1 Multi-layer s algoritmem Backpropagation
V rámci použití vícevrstvé sítě s variantou algoritmu Backpropagation je možné a v zájmu
získání kvalitních výstupů také nezbytně nutné zvolit správné parametry neuronové sítě.
V případě vícevrstvé dopředné sítě musíme uvažovat parametry, kterým budou věnovány
následující podkapitoly.
Délka učícího okna
Velikost okna je pro použití neuronové sítě k predikci časových řad zřejmě nejdůležitějším
parametrem. Při volbě délky musíme mít buď znát doménu předpovídaných dat nebo ex-
perimentálně zjistit, jaká hodnota délky učícího okna je pro konkrétní případ vhodná.
Data, se kterými je operováno v této práci, jsou poměrně dobře čitelná. Jednou z je-
jich základních charakteristik je periodické střídání pracovní a nepracovní doby. To se na
časové řadě projevuje tak, že obsahuje poměrně velké množství údajů, které nejsou pro
naši věc zajímavými. Předěly mezi jednotlivými dny by zbytečně zvyšovaly nutnou velikost
klouzavého okna. Proto byla tato hluchá místa nahrazena menším počtem nulových hod-
not. V kapitole věnující se experimentům budou uvedena jednotlivá nahrazení. Obecně bylo
zvoleno následující nastavení:
• Pracovní den začíná nejdříve v 6:00 hodin. Prvních 6 hodin dne tedy bylo nahrazeno
za odpovídající nižší počet nul,
• Pracovní den končí nejpozději v 18:00 hodin. Posledních 6 hodin dne tedy bylo opět
nahrazeno,
• Během víkendu nejsou očekávány vstupy pracovní aktivity zaměstnance. Všechny
nulové hodnoty od 00:00 v sobotu až do 24:00 v neděli byly taktéž nahrazeny.
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Tímto snížením počtu nulových hodnot sice také snížíme celkový počet hodnot v tréno-
vací množině, avšak možnosti získání kvalitního výstupu tímto neutrpí. Budeme moci zvolit
kratší okno, které ale bude obsahovat větší poměr kvalitních dat. Snížená délka okna nám
vynahradí nižší počet hodnot v trénovací množině. Díky možnosti snížit délku trénovacích
vektorů je také možno použít neuronovou síť s nižším počtem neuronů, což obecně vede
k rychlejšímu procesu učení. [9]
Jinou možností, jak se částečně vypořádat s hluchým místem v časové řadě výkonu za-
městnance je použití intervenčních proměnných. Intervenční proměnné jsou dodatečnými
údaji, na základě kterých neuronová síť upravuje svůj výstup. U časové řady výkonu za-
městnance jsou kandidáty pro použití intervenčních proměnných zejména víkendy nebo také
státem uznané svátky, tedy dny pracovního klidu. Tato práce však má za cíl získat kom-
plexní náhled na možnosti a tedy nabízí intervenční proměnné pouze jako námět k dalšímu
výzkumu či k reálnému zpracování aplikace.
Počet neuronů ve vrstvách
Pro potřeby této práce je využívána třívrstvá dopředná síť. Každá z vrstev má napříč
různými experimenty proměnný počet neuronů. Počet neuronů ve vstupní vrstvě je jedno-
značně určen délkou trénovacího okna. Nastavíme tedy počet neuronů ve vstupní vrstvě
právě roven délce trénovacího vektoru tak, aby každá jedna hodnota vstupního vektoru
měla svůj vstupní neuron.
U skryté vrstvy je situace poněkud obtížnější. Literatura [1] [9] nabízí empiricky od-
vozené vztahy, které usnadní volbu počtu neuronů ve vstupních vrstvách. Experimenty
této práce pro zjednodušení užívají vždy počet neuronů ve skryté vrstvě dle následujícího
vztahu:
n =
d
2
− 1, (4.1)
kde n je hledaný počet neuronů a d je délka vstupního vektoru.
Aktivační funkce
Knihovna FaNN nabízí celkem 13 možných aktivačních funkcí. Pro samotné použití také
obsahuje funkcionalitu zjištění optimální přenosové funkce pro zpracovávaná data jak pro
vstupní, tak i pro skryté vrstvy. Provede vždy 2000 epoch pro každou variantu aktiva-
ční funkce a na základě porovnání odchylek stanoví vhodnou variantu. Vzorek 2000 epoch
nemůže být považovaný obecně za dostatečný. Při specifických datech a tedy vyšším nutném
počtu epoch se může jiná než právě programem vybraná varianta aktivační funkce projevit
jako vhodnější. Počet epoch nutných k naučení neuronových sítí v provedených experimen-
tech se však ve většině případů pohyboval do hodnoty 2000. Ve všech experimentech byla
nakonec jako aktivační funkce skryté i výstupní vrstvy použita funkce sigmoidy.
Trénovací algoritmus
Trénovací algoritmus je zvolen stejně jako aktivační funkce s pomocí knihovny FaNN.
Knihovna FaNN obsahuje podporu celkem pěti různých variant učících algoritmů. Jejich
zevrubný popis zle najít v manuálu k této knihovně.
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4.3.2 Kohonen
Vybrat vhodné parametry sítě je stejně jako u MLP sítě zcela zásadní a ani zde tedy
nelze tento proces zanedbat či dokonce zcela vynechat. Následující podkapitoly tedy uvedou
nástin nejmenší nutné množiny parametrů, které je třeba před samotnou prací se sítí zvolit.
Počet neuronů
Počet neuronů dvoudimenzionální samoorganizační sítě určuje, jak dobře je zkoumaná
množina pomocí této sítě pokryta. Jinými slovy je nutné zvolit takové rozměry sítě, aby
nebyly některé hodnoty zanedbány. Nelze však ale říci, že více je univerzálně lépe. S počtem
neuronů roste samozřejmě také nutný čas potřebný k naučení sítě.
Algoritmus ovlivnění okolí vítězného neuronu
Použitá knihovna Knnl využívá dvou variant funkcí, které se starají o adaptaci vah neu-
ronů sousedících s neuronem vítězným. Jsou jimi WTA a WTM - v anglickém originálu
Winner Takes All a Winner Takes the Most. V experimentech této práce byla užita pouze
varianta WTA algoritmu. Při seznamování s knihovnou Knnl bylo zaznamenáno, že použití
WTM algoritmu vede k nárůstu doby potřebné k naučení sítě. Pro srovnání lze nabídnout
následující údaje. Doba potřebná k naučení sítě s algoritmem WTA byla v případě použití
sítě o rozměrech 12 krát 12 neuronů a standardní trénovací množiny přibližně 500 vektorů
každého o délce 50 položek a 500 epoch vždy okolo jedné minuty. Když však byla experi-
mentálně použita varianta WTM, došlo k nárůstu na jednotky minut, v případě, že bylo
nutné provést větší množství epoch, řádově jednotky tisíců, narostla doba zabraná procesem
učení až na jednotky desítek minut.
4.4 Srovnání predikce více hodnot a jediné následující hod-
noty
Obecně lze při predikci zaměstnance použít dva přístup:
• Predikce co nejvíce hodnot následujícího časového úseku. Například predikce celého
následujícího úterý již na přelomu pondělí a úterý, kdy již máme k dispozici všechna
pondělní data.
nebo
• Predikce vždy jedné hodnoty dopředu. Tedy například predikce první půlhodiny po
obědové přestávce za využití již ten den získaných dat.
U prvního přístupu narážíme na horizont předpovědi, kdy dokážeme se slušnou přes-
ností předpovědět pouze jistý počet hodnot. Používáme k předpovědi následujících hodnot
hodnoty aktuálně předpovězené a dochází tedy k akumulaci odchylek.
U druhého možného přístupu získáme predikcí malý objem dat, ale protože máme k dis-
pozici vždy aktuální data až do okamžiku, od kterého předpovídáme, je chyba předpovědi
obecně nižší. Srovnání těchto dvou přístupů naleznete v části 5.1.3.
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Kapitola 5
Experimenty
Tato kapitola obsahuje výstupy z provedených experimentů. Nejprve jsou uvedeny jednotlivé
experimenty, jež se vztahují na vícevrstvou dopřednou síť, poté na Kohonenovu mapu a na
závěr je uvedeno shrnutí výsledků provedených experimentů.
5.1 MLP síť s algoritmem Backpropagation
U tohoto typu sítě jsou zkoumány parametry jemnosti vzorkování časové řady. V návaznosti
na jemnost je poté experimentováno s délkou trénovacího vektoru. Jako poslední je u MLP
sítě porovnán výstup autopredikce a predikce jedné hodnoty.
5.1.1 Závislost výstupu na granularitě dat
Zkoumaná data jsou skriptem převáděna do požadovaných jemností a na základě dané jem-
nosti vzorkování je poté provedeno nastavení jednotlivých experimentů. Vybrané hodnoty
vzorkování jsou 10, 15 a 30 minut. Kratší a delší hodnoty se z hlediska použití pro analýzu
chování zaměstnanců jeví jako nevhodné a jejich zkoumání by bylo spíše experimentálního
charakteru. Při užití kratších a delších vzorků dat již nejsou v rámci časové řady požadované
alespoň minimální výkyvy, data jsou poměrně plochá.
Experiment číslo 1
V tabulce 5.1 je uvedeno nastavení prvního experimentu. Na dvoutýdenní množině dojde
k vytvoření naučené sítě, která je na datech následujícího týdne validována. Požadovaná
přesnost při učení byla 0.0001.
Granularita 10 minut
Převod hluchých nul 3 hodiny = 0
Počet trénovacích vektorů 648
Počet validačních vektorů 252
Délka vektoru 144
Počet předpovídaných hodnot 76 = 1 den
Tabulka 5.1: Nastavení experimentu č. 1
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Den Průměrná chyba [s] Průměrná chyba [%] Akumulovaná chyba[s]
pondělí 221.941 36.99 15715.324
úterý 10.721 1.78 495.345
středa 7.743 1.62 176.741
čtvrtek 53.108 8.85 278.284
pátek 15.743 2.62 322.999
Tabulka 5.2: Výsledky experimentu č. 1
Celková průměrná chyba 62.248 s, respektive 10.37 %.
Obrázek 5.1: Experiment č. 1 - Pondělí Obrázek 5.2: Experiment č. 1 - Úterý
Obrázek 5.3: Experiment č. 1 - Středa Obrázek 5.4: Experiment č. 1 - Čtvrtek
Z tabulky 5.2 a také z obrázku 5.1 je patrné, že síť nedokázala překlenout kombinaci
vysoké kolísavosti pondělních hodnot a přelomu týdne - víkendu. Z toho také plyne ob-
rovská celková chyba pondělí, která také poměrně negativně následně ovlivnila i celkovou
chybu za týden. Jestliže vliv chybné předpovědi odstraníme, dostaneme se na úroveň 95.5%
přesnosti. Chybu 4.5% lze označit za dostačující, neboť představuje na desetiminutovém
vzorku odchylku pouze přibližně necelých 30 sekund.
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Obrázek 5.5: Experiment č. 1 - Pátek
Experiment číslo 2
V tabulce 5.3 je uvedeno nastavení druhého experimentu. Změnou oproti prvnímu experi-
mentu je rozdílná jemnost vzorkování - namísto vzorkování dat po úsecích o délce 10 minut
je vzorkováno po úsecích o délce 15 minut.
Granularita 15 minut
Převod hluchých nul 6 hodin = 0
Počet trénovacích vektorů 441
Počet validačních vektorů 183
Délka vektoru 75
Počet předpovídaných hodnot 50 = 1 den
Tabulka 5.3: Nastavení experimentu č. 2
Den Průměrná chyba [s] Průměrná chyba [%] Akumulovaná chyba[s]
pondělí 39.42 4.38 1971
úterý 25.848 2.87 1292
středa 40.249 4.47 2012
čtvrtek 11.167 1.24 558
pátek 10.858 1.2 543
Tabulka 5.4: Výsledky experimentu č. 2
Celková průměrná chyba predikce je 35.8 s, respektive 3.97 %. Oproti Prvnímu experi-
mentu je zde jasně patrné markantní zlepšení předpovědi. V tabulce 5.4 lze najít poměrně
velké odchylky u prvních tří dnů týdne. Když uvedeme reálné rozdíly, tak si tato síť v rámci
jednotlivých dní nevede vůbec špatně. V případě pondělí a středy se na celkovém objemu
výkonu zmýlila o 472, respektive 321 sekund směrem dolů. Jinými slovy očekávala nižší
výkon než byl skutečně naměřený. V úterý síť naopak očekávala celkový výkon vyšší o 245
sekund. V rámci celého pracovního dne jsou tyto odchylky - 8, 4 a 5 minut - na hranici za-
nedbatelnosti. Reportována by tedy byla spíš změna stereotypu chování než celkový pokles
výkonu.
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Obrázek 5.6: Experiment č. 2 - Pondělí Obrázek 5.7: Experiment č. 2 - Úterý
Obrázek 5.8: Experiment č. 2 - Středa Obrázek 5.9: Experiment č. 2 - Čtvrtek
Z výsledků prvních dvou experimentů lze vyvodit, že se změna vzorkování z desíti
na patnáct minut projevila v lepší přesnosti předpovědi. Obecně však nemůžeme počítat
s tím, že zvolíme-li vzorkování na delší interval, docílíme predikce s vyšší přesností. Od
jisté hodnoty již nebude síť schopna na stávající trénovací množině dosáhnout dostatečné
úrovně trénovanosti. Více viz experiment číslo 3 5.1.2.
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Obrázek 5.10: Experiment č. 2 - Pátek
5.1.2 Závislost výstupu na délce okna
V následujících sekcích bude zkoumán vztah mezi délkou trénovacího vektoru a přesností
získaného výstupu.
Experiment číslo 3
V tabulce 5.5 je uvedeno nastavení třetího experimentu. Vzorkování je shodné s experi-
mentem číslo 2. Odlišná je však délka okna. V případě tohoto třetího experimentu byla síť
učena na vektorech o délce 50 hodnot, což se při zvoleném vzorkování rovná délce jednoho
dne. Tento experiment by měl dokázat nutnost použití okna o délce větší než je právě délka
jednoho dne a tedy v návaznosti také vyšší počet neuronů ve skryté vrstvě.
Granularita 15 minut
Převod hluchých nul 6 hodin = 0
Počet trénovacích vektorů 466
Počet validačních vektorů 208
Délka vektoru 50
Počet předpovídaných hodnot 50 = 1 den
Tabulka 5.5: Nastavení experimentu č. 3
Den Průměrná chyba [s] Průměrná chyba [%] Akumulovaná chyba[s]
pondělí 68.235 7.55 3411
úterý 50.937 5.67 2546
středa 270.13 30.0 13506
čtvrtek 14.51 1.66 725
pátek 11.9 1.32 595
Tabulka 5.6: Výsledky experimentu č. 3
Celková průměrná odchylka 83 sekund respektive 9.23 procenta není v celkovém pohledu
špatným výsledkem. Problémem je však selhání sítě na středečních datech. Síť produkovala
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relativně dobrou předpověď, avšak zpožděnou 5.13, což rezultovalo v poměrně velkou chybu.
Stejně tak je vyšší chyba v pondělní předpovědi. To, že poslední dva dny tohoto týdne
vykazují relativně dobrou přesnost, je způsobeno zřejmě tím, že oba tyto dny jsou co se
týče hodnot kratší a také průběhově nenabízí žádné velké výkyvy.
Obrázek 5.11: Experiment č. 3 - Pondělí Obrázek 5.12: Experiment č. 3 - Úterý
Obrázek 5.13: Experiment č. 3 - Středa Obrázek 5.14: Experiment č. 3 - Čtvrtek
27
Obrázek 5.15: Experiment č. 3 - Pátek
Experiment číslo 4
Tento experiment je zde uveden pro ukázku, co způsobí příliš krátké trénovací okno. Byla
provedena pouze predikce pondělních hodnot.
Granularita 30 minut
Převod hluchých nul 6 hodin = 0
Počet trénovacích vektorů 237
Počet validačních vektorů 99
Délka vektoru 39
Počet předpovídaných hodnot 26 = 1 den
Tabulka 5.7: Nastavení experimentu č. 4
V tomto případě bylo zvoleno násobně delší učení než v ostatních experimentech, avšak
výsledek je i tak nepřesný 5.16. Důvody lze hledat u algoritmu volby počtu neuronů ve
skryté vrstvě sítě. Síť je příliš malá na to, aby se dokázala naučit na požadovanou přesnost
předpovědi. Jak bylo ukázáno v 5.1.1, je vhodné volit délku trénovacího vektoru co nejdelší
možnou. Zde je patrné, že jakkoliv by bylo vhodné dělit den na půlhodinové úseky, nelze tak
činit se sítí této topologie. Stejně tak by bylo nutné významně rozšířit trénovací množinu,
což jde však proti potřebě predikovat chování zaměstnance co nejdříve.
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Obrázek 5.16: Experiment č. 4 - Pondělí
5.1.3 Srovnání výstupu z autopredikce a predikce jedné následující hod-
noty
V experimentu číslo 5 bude provedena postupná predikce tak, jak byla popsána v 4.4. Bu-
dou postupně predikovány hodnoty vždy se znalostí všech hodnot předchozích. Tímto se
tento experiment liší od všech dosavadních. Pro srovnání budou použita data získaná z ex-
perimentu číslo 2. Bude srovnán zejména vývoj chyby autopredikce s chybou dat získaných
v tomto experimentu.
Experiment číslo 5
Granularita 15 minut
Převod hluchých nul 6 hodin = 0
Počet trénovacích vektorů 441
Počet validačních vektorů 183
Délka vektoru 75
Počet předpovídaných hodnot 50 = 1 den
Tabulka 5.8: Nastavení experimentu č. 5
Pro pořádek zde musí být také výsledky predikce po jedné hodnotě. Ty uvádí tabulka
5.9. Při srovnání s výsledky experimentu číslo 5.4 je na tom lépe právě postupná predikce
hodnot. Celková průměrná odchylka při postupné predikci je 29 sekund, tedy 3.22%. Po-
stupná predikce je tedy průměrně o téměř 7 sekund přesnější.
Pro autopredikci je vhodné určit takzvaný horizont předpovědi. Jedná se o bod, od
kterého je již akumulovaná chyba natolik závažná, že je výsledek nepoužitelný. Z obrázku
5.17 bohužel není patrný vývoj chyby. Na použitých datech nelze ukázat, kde leží hranice,
za kterou již model není schopen vytvářet přesné výsledky.
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Den Průměrná chyba [s] Průměrná chyba [%] Akumulovaná chyba[s]
pondělí 60.42 6.71 3021
úterý 20 2.22 991
středa 40 4.44 2009
čtvrtek 14.3 1.55 714
pátek 13.4 1.48 670
Tabulka 5.9: Výsledky experimentu č. 5
Obrázek 5.17: Experiment č. 5 - Vývoj chyby autopredikce
5.2 Kohonenova síť
Tento zvláštní typ sítě se ve své původní podobě k účelům predikce příliš neužívá [6]. Exis-
tují různé varianty samoorganizačních sítí jako například TASOM, GSOM, různé hybridní
systémy nebo kombinace samoorganizačních map s LVQ (Learning Vector Quantization)
algoritmy, kdy se však již nejedná o typ sítě bez učitele.
V této práci je užito základní varianty Kohonenovy mapy. Jednotlivé experimenty budou
zaměřeny na stěžejní parametry a problémy, jež jsou této síti vlastní. Pro účely užití této sítě
k predikci bez učitele je navržen jednoduchý algoritmus. Využívá vlastností, kvůli kterým
byly původně navrženy a sice schopnost identifikace vzorů, rozpoznávání a klasifikace.
Tento jednoduchý algoritmus si neklade za cíl získat výstupy, které by byly zcela použi-
telné v praxi. Jeho přesnost není dostatečná a vyžaduje další vylepšení. První kroky v rámci
experimentů - úprava dat na základě znalostí vztažených k doméně dat, vytvoření tréno-
vací množiny a vytvoření a natrénovaní sítě - se nijak zvlášť neliší od použití MLP sítě.
Algoritmus se skládá z kroků uvedených v odrážkách níže:
1. Poslední známý vektor je upraven tak, že je zkrácen o svoji první hodnotu a na
poslední místo je uložena průměrná hodnota ze všech zbývajících položek vektoru,
2. Upravený vektor je přiložen vstupy naučené sítě,
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3. Je identifikován vítězný neuron, který poskytuje výstup co nejbližší vektoru z bodu 1
tohoto algoritmu,
4. Jako predikovaná hodnota je uložena poslední váha vítězného neuronu,
5. Dočasně do vektoru zařazená průměrná hodnota z bodu 1 je nahrazena váhou získanou
v bodě 4,
6. Vektor je zkrácen na svém začátku a doplněn na poslední pozici do plného počtu
průměrnou hodnotou všech položek vektoru. Navazuje tedy opět bod číslo 1.
Zvolený přístup je velmi jednoduchý. Poskytuje však poměrně dobrý náhled na vlast-
nosti, jakými samoorganizační mapy disponují. Nabízí se možnost lepšího propracování
volby dočasné průměrné hodnoty, kdy by bylo vhodné tuto hodnot alespoň částečně od-
lišit od ostatních hodnot například přičtením náhodně vytvořené složky. Tímto by se bylo
možné vyhnout situaci, která vytane v jednom z dále uvedených experimentů, kdy budou
algoritmem opakovaně voleny shodné neurony a tedy i stejné predikované hodnoty. Stejně
tak způsob hledání neuronu, který poskytne následující predikovanou hodnotu, nechává po-
měrně dost prostoru ke zlepšování. Jednou z možností by mohlo být postupné porovnávání
jednotlivých vah na daných pozicích napříč celou sítí.
5.2.1 Počet neuronů
Počet neuronů obsažených ve vrstvě tohoto typu sítě je podobně jako u MLP sítí v úz-
kém vztahu s délkou trénovacího okna, množstvím dostupných trénovacích dat a v případě
časových řad, jako je touto prací zpracovávaný typ, také jemností vzorkování. Neexistuje
jednoznačný vztah, dle kterého by se daly určit dimenze Kohonenovy sítě. Literatura uvádí,
že se v praxi pohybují rozměry těchto sítí někde mezi velikostí 15 na 15 až 20 na 20 neuronů
[9]. Obecně pak lze říci, že množství neuronů by mělo dokázat rovnoměrně pokrýt celou
množinu zpracovávaných dat. V této práci budou uvažovány pouze dvoudimenzionální čty-
řhranné samoorganizační mapy. Vícedimenzionální, šestihranné a jiné typy nejsou z důvodu
omezeného rozsahu práce rozebírány.
Experiment číslo 6
V tomto experimentu bude provedena počáteční predikce sítě. V druhé části pak bude
zkoumán vztah mezi počtem epoch a získaným výstupem.
Granularita 30 minut
Převod hluchých nul 3 hodiny = 0
Počet trénovacích vektorů 368
Délka vektoru 45
Dimenze sítě 8x8
Počet předpovídaných hodnot 30 = 1 den + 1 celý týden
Tabulka 5.10: Nastavení experimentu č. 6
Obrázek 5.18 znázorňuje pět jednotlivých předpovědí pondělních hodnot s různými hod-
notami počtů epoch. Postupně zleva 100, 200, 300, 500 a 1000 epoch, vždy srovnáno s refe-
renčním dnem. Máme zde k dispozici poměrně málo vzorků. Trénovaná síť se v předpovědi
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nemýlila tak, jak bylo původně očekáváno. I v rámci MLP sítě byla získána obdobná od-
chylka od referenčního řešení. Průměrná odchylka těchto pondělních předpovědí se zastavila
na hodnotě 223 sekund, což se rovná chybě 12.38%. Kohonenova samoorganizační mapa
dokázala správně identifikovat trend v rámci těchto pondělních hodnot, avšak nebyla tré-
novaná natolik, aby obstála ještě lépe.
Obrázek 5.18: Experiment č. 6 - Vliv počtu epoch na kvalitu výstupu
Druhým provedeným výpočtem pak byla předpověď všech hodnot následujícího týdne.
Tato situace je zobrazena na 5.19
I s touto situací se algoritmus vypořádal poměrně slušně. Odchylka je sice patrná,
avšak na obrázku 5.19 není vidět žádné projev velkého selhání předpovědi. Půjde tedy
pouze o volbu správného počtu neuronů a délky učícího procesu. Poté by mohla i takováto
neuronová síť odevzdávat kvalitní výkony.
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Obrázek 5.19: Experiment č. 6 - Predikce celého následujícího týdne
5.2.2 Závislost výstupu na granularitě dat a přetrénování sítě
S nutností identifikovat nejvhodnější hodnotu vzorkování zpracovávaných dat jde ruku
v ruce také problém možného přetrénování sítě. Oproti knihovně FaNN neposkytuje Knnl
žádnou heuristiku, která by dokázala sítě před nebezpečím přetrénování ochránit. Je tedy
zcela na uživateli, aby dokázal najít vhodné parametry jako jsou délka učení, délka tréno-
vacích vektorů a také jemnost vzorkování.
Experiment číslo 7
Oproti prvnímu experimentu na Kohonenově síti došlo ke dvěma významným změnám.
Bylo zjemněno vzorkování dat a také byl o 4 na každé straně zvýšen počet neuronů v síti.
Granularita 15 minut
Převod hluchých nul 6 hodin = 0
Počet trénovacích vektorů 698
Délka vektoru 75
Dimenze sítě 12x12
Počet předpovídaných hodnot 1 celý týden
Tabulka 5.11: Nastavení experimentu č. 7
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Obrázek 5.20: Experiment č. 7 - Srovnání různých délek učení
5.3 Shrnutí výsledků experimentů
První část věnovaná experimentů byla zaměřena na možnosti použití vícevrstvé dopředné
sítě s algoritmem Backpropagation (konkrétní zvolenou variantou byl RPROP, tedy Resi-
lient Backpropagation). Sítě užité v experimentech 5.1.1 až 5.1.3 se vyznačují proměnlivou
úspěšností předpovědí.
V případě potřeby určit vhodnou hodnotu vzorkovací frekvence bylo rozhodováno mezi
třemi hodnotami - 10, 15 a 30 minut. Nejlépe pak dopadla predikce na délce vzorku 15 minut
5.1.1 . I z hlediska praktického použití se na první pohled jedná o vhodně dlouhý časový úsek.
Není ani příliš dlouhý, aby nedokázal postihnout jednotlivé výkyvy ve výkonu zaměstnance,
a ani příliš jemný, aby již nebyl z hlediska manažerského pohledu zajímavý. Neúspěch
třicetiminutového vzorkování 5.1.2 však mohlo částečně způsobit již malé množství neuronů
ve skryté vrstvě (pouhých 18 neuronů) a nebo také malý objem dostupných trénovacích dat.
Délka trénovacího vektoru byla zkoumána v kapitole 5.1.2 . Zejména na obrázku 5.13
je zjevně patrné, že je délka trénovacího vektoru rovná jednomu dni u tohoto typu dat a
takto zvolené topologie sítě nedostatečná. Ve srovnání s výstupem třetího experimentu 5.1.2
lze usoudit, že nižší délka trénovacího vektoru se projevila v neschopnosti sítě vyrovnat se
se specifiky dat výkonu zaměstnance. Proměnlivé a také poměrně dlouhé úseky nulových
hodnot mezi jednotlivými dny (například úterý a středa) působí podobně jako víkend. Právě
kvůli těmto zvláštnostem bylo přistoupeno k úpravě počtu takzvaných hluchých nul, jejichž
shluky byly při zachování poměrů nahrazeny úseky kratšími. K tomu mohlo dojít díky dobré
znalosti zpracovávaných dat a vědomí, že právě tyto úseky nejsou pro analýzu a predikci
chování zaměstnance zajímavé a tudíž jsou zanedbatelné.
Posledním srovnávaným parametrem byl styl predikce. Obě zkoumané možnosti mají
svá pozitiva i negativa. Pro autopredikci mluví jednoduchost a dávkový výpočet, kdy máme
okamžitě k dispozici data předpovězená na delší dobu dopředu. U predikce pouhé jediné
hodnoty do budoucnosti je plusem zvýšená přesnost, viz. kapitola 5.1.3 . Rozdíl však při
vhodném nastavení autopredikce 5.1 není natolik markantní, aby vůči postupné předpovědi
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znevýhodňoval právě autopredikci. Při použití na větším množství zastřených dat by zřejmě
již z podstaty došlo k upřednostnění postupné predikce. Tento způsob predikce lze označit
jako přijatelný pro praxi. Možnost předpovědět například následující půlhodinový vývoj
pracovního výkonu zaměstnance (zde by zcela postačovala hodnota) by dokázala napomoci
identifikovat nežádoucí změny v chování zaměstnance.
Ve druhé části kapitoly experimentů byl uveden nástin použití Kohonenovy sítě pro
predikci časové řady pracovního výkonu zaměstnance. Byl vytvořen jednoduchý algoritmus,
který umožňuje použít tento typ sítě pro účely predikce. Z výsledků experimentů vyplývá,
že vytvořený algoritmus vyžaduje nutná vylepšení, aby bylo možno získat relevantnější
výsledky. Zejména pak problém uváznutí na jednom neuronu při posunu hodnot vektoru
způsobuje negativní zkreslení křivky. Ta obsahuje krátké konstantní úseky v místech, kde
je očekávána změna. Toto chování je způsobeno volbou průměrné hodnoty jako doplněné
položky vektoru. Celková přesnost předpovědi je však vyšší než původně očekávaná.
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Kapitola 6
Závěr
Úkolem této práce bylo zpracování uceleného pohledu na možnosti analýzy a predikce cho-
vání zaměstnanců za využití technik soft computingu. Byla vybrána oblast neuronových
sítí. Pomocí dvou vybraných knihoven jazyka C/C++ bylo provedeno experimentování.
Na základě výstupů z kapitoly experimentů lze říci, že oblast soft computingu a zejména
neuronové sítě jsou vhodným nástrojem schopným úspěšně splnit cíle této práce.
Bylo konstatováno, že analýzou a predikcí pracovního výkonu zaměstnanců pomocí
neuronových sítí se doposud nikdo nezabýval. Toto lze tvrdit na základě podrobného studia
odborné literatury. Právě z důvodu absence zdrojů silně specializovaných informací o této
problematice si dala tato práce za cíl býti základem nikoliv podrobnou rešerší této oblasti.
Z praktického pohledu je práce pomyslně rozdělena na dva problémy, které spolu velmi
úzce souvisí. Jsou jimi data, reprezentující pracovní výkon zaměstnance, a posléze samotná
technická stránka neuronových sítí. Získávání a následným studiem zkoumaných dat byl vě-
nován značný podíl z celkové doby strávené nad touto prací. Byly vytvořeny transformační
mechanizmy, které automatizují nutné předzpracování surových dat. V rámci dvou vybra-
ných typů neuronových sítí byly vybrány dvě knihovny. Pomocí knihovny FaNN byly zpra-
covány všechny experimenty vázané na vícevrstvou dopřednou síť s algoritmem Backpropa-
gation. Z provedených experimentů vyplývá několik doporučení k parametrům neuronové
sítě typu MLP. Experimentálně byla pro daná nastavení zjištěna vhodná délka trénovacího
okna a vhodná vzorkovací frekvence zkoumaných dat. Dále pak také došlo k porovnání
výsledků autopredikce a postupné předpovědi hodnot. Z tohoto testu vyplynula mírná pře-
vaha predikce pouze jedné hodnoty oproti autopredikci delšího časového úseku, kupříkladu
celého dne najednou. Druhou zkoumanou sítí byl typ samoorganizační sítě, jinými slovy
Kohonenovy sítě. Experimenty s touto sítí byly prováděny za využití knihovny Knnl. Je-
likož však nebyl tento typ neuronové sítě stvořen pro použití k predikci časových řad a
ani knihovna Knnl s tímto nepočítá, muselo dojít k lehkým úpravám v rámci zdrojových
textů a zejména byl vytvořen jednoduchý algoritmus aplikace Kohonenovy sítě pro predikci
časové řady pracovního výkonu zaměstnance.
Jako jednu z možností, kam se dále ve výzkumu použitelnosti neuronových sítí pro ana-
lýzu a predikci chování zaměstnanců lze spatřovat intervenčních proměnných. Tyto pro-
měnné by se ve skutečném firemním prostředí postaraly o řešení zvláštních znaků dat
popisujících chování zaměstnanců jako jsou dny pracovního klidu. Zřejmě se tedy jedná
o možnost jak významně posunout predikci směrem k reálnému nasazení. Tato otázka je
tedy ponechána zcela otevřená dalšímu výzkumu.
Hledání nových směrů, jak optimalizovat náklady na řízení zaměstnanců, zcela jistě
povede kroky odpovědných osob stále častěji na pole umělé inteligence. Možnost ušetřit
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náklady na lidské zdroje tak, že by byla vytvořena aplikace v maximální míře zastupující
dohlížející osobu, je již v dnešní době reálná. Na trhu existují softwarové produkty, které
výkon zaměstnance sledují a klasifikují, avšak pouze prostřednictvím jednoduchých statis-
tických funkcí. Použití neuronových sítí v reálném nasazení je často znemožněno různými
faktory (složitým určením parametrů sítě, příliš dlouhou dobou učení apod.). Neuronové
sítě a oblast soft computingu obecně nejsou všeobecně použitelné na problémy moderního
světa, ale zcela jistě jsou oblastí, která má stále co přinést.
”
I cannot articulate enough to express my dislike to people who think that understanding
spoils your experience.. . How would they know?“
Marvin Minsky
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Dodatek A
Obsah CD
A.1 Seznam složek
Knnl
knnl/src Zdrojové soubory knihovny a upraveného demopříkladu
knnl/examples Příklady vstupních dat
knnl/support Podpůrné převodní skripty
FaNN
fann/src Zdrojové soubory knihovny
fann/bin Aplikace FannTOOL
fann/examples Příklady vstupních dat
fann/support Podpůrné převodní skripty
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