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This thesis presents theoretical and experimental investigations of the flow on a
beach, i.e., the swash, due to solitary waves with the objective of understanding
the flow processes that govern complex coastal hydrodynamics.
The bed shear stress is identified as an important quantity and consequently,
a shear plate sensor is developed to make accurate measurements of the bed
shear stress. Its size is designed to be small enough to give spatially local mea-
surements and its bandwidth high enough to resolve time-varying forcing due
to waves. Typically, shear plate sensors are restricted to zero pressure gradient
flows because secondary forces on the edge of the shear plate caused by pres-
sure gradients can introduce large errors. To address this issue, a theory is de-
veloped to analyze the pressure distribution at the edges of the shear plate and
a new methodology is introduced for correcting for the pressure gradient force.
Experimental results are presented that show that this methodology improves
the accuracy of the sensor.
The swash flow created by solitary waves beyond the stillwater shoreline on
a plane, impermeable beach is studied. Measurements of the bed shear stress,
flow velocities, water depths, bed pressure and shoreline motion are presented
for a wide range of incident solitary waves that span different regimes of wave
breaking. The flow evolution due to breaking solitary waves is found to be a
gravity-driven flow that is scaled by the initial velocity of the shoreline, which,
in turn, is shown to be predicted by measurements of wave height near the still-
water shoreline. Experimental results are presented that show how different
wave breaking regimes influence the initial shoreline velocity, the swash flow
evolution, the run-up and the time period of the swash. Time-histories of the
bed shear stress are also presented, but a new normalization for the peak val-
ues of the bed shear stress using the initial shoreline velocity shows the cross-
shore variation of bed shear stress and the influence of different wave breaking
regimes.
The effects of bed friction are found to significantly alter the flow in the lead-
ing edge of the swash, near the moving shoreline. A theory is developed that
considers the leading order dynamical balance in the swash tip, treating it in a
bulk sense. Predictions of the shoreline motion from the theory compare very
well to the measured shoreline motion.
Experiments are also conducted to study the interaction between successive
solitary waves incident on a beach. Two cases are examined: a strongly interact-
ing case and a weakly interacting case. The parameters relevant to predicting
the strength of interaction between the swash of successive solitary waves are
given. Measurements of bed shear stress, bed pressure and velocity are also
used to explain the complex boundary layer dynamics that occur in the interac-
tion of the swash flows due to successive waves.
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The swash, the swash,
ever present and it’s gone again,
a stranger who speaks alone in a crowd.
In the wind under a cloudless grey sky,
it tells stories from its past:
I was ready to collapse
when the curve of identity was lost
to the curls of velocity
in the clouds of lathered milk.
The wave, the wave, again it returns,
to trace its arc back to the ocean again.
It leaves me to wish for the whole once more.
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CHAPTER 1
INTRODUCTION
1.1 Motivation and background
The importance of coasts to humanwell-being cannot be underestimated. Apart
from providing habitable areas (as of 2010, 40% of the population of the U.S.
occupied less than 10% of the landmass that lies adjacent to its coast, NOAA,
2013), they provide access to the sea for transportation, sources of food, and
commerce. However, coastal regions around the world are increasingly at risk
from rising sea levels, higher intensity storm surges that produce extreme wave
conditions (leading to coastal erosion, overtopping and flooding), and unsus-
tainable practices in coastal management (IPCC, 2014). Magnifying these issues
is the fact that migration towards the coast continues as a trend worldwide.
Larger population densities in coastal regions place higher pressures on natu-
ral resources while also increasing the risks to people and infrastructure due
to flooding, sea-level rise and erosion. Higher levels of pollutants are released
into natural systems and energy demands are increased. Lakeshore communi-
ties share many of the same concerns of erosion, damage to infrastructure due
to wave action, and management of healthy lake ecology. Thus, sustainable
management of coastal and lakeshore regions is of increasing importance. This
need calls for further fundamental research into nearshore hydrodynamics to
understand the evolution of coastlines and beaches.
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1.1.1 Waves on a beach and the swash zone
Surface gravity waves occur throughout the ocean and at different scales. This
work is primarily concerned with waves in the nearshore region since this is
where the interaction of the land and the ocean occurs. Svendsen (2006) defines
the nearshore region as: the region between the shoreline and a fictive offshore limit
which is usually defined as the limit where the depth becomes so large that it no longer
influences the waves ... This definition is practical becase the influence of the bottom on
the waves is one of the most important mechanisms in nearshore hydrodynamics.
The nearshore region can take many different forms, but the research pre-
sented here is motivated by waves on a beach and their role as part of a ‘beach
system’ (illustrated in Figure 1.1). The most landward influence of waves on
a beach occurs in what is called the ‘swash zone’. The swash is defined as the
region between the wave run-up and run-down limits. Essentially it is the flow
behind the moving shoreline that climbs and recedes periodically. Although the
swash occupies a relatively narrow extent in the cross-shore direction, it is an
important region for coastal processes such as run-up and overtopping (e.g., Bat-
tjes, 1974; Peregrine, 1983), sediment transport (e.g., Butt and Russell, 2000; El-
frink and Baldock, 2002; Puleo and Butt, 2006; Bakhtyar et al., 2009), beach mor-
phodynamics (e.g., Masselink and Puleo, 2006; Brocchini and Baldock, 2008),
forces on coastal structures (e.g. Fenton and Rienecker, 1982), and mass trans-
port in the nearshore region (Fischer et al., 1979;Winckler et al., 2013). The swash
flow dyanmics are also coupled to the ground-water flow (e.g., Horn, 2006), the
evolution of flow turbulence (e.g., Longo et al., 2002; Sou et al., 2010), and due to
the grouping of waves in the swash, the larger surf zone dynamics (Brocchini,
2006).
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Figure 1.1: From Short (2012): An idealised cross-section of a beach system.
With regards to the sediment transport, fieldmeasurements have shown that
the majority of sediment transport on a beach occurs in the swash zone (Beach
and Sternberg, 1992). The high rate of sediment transport leads to morpholog-
ical changes that determine the long-term evolution of the beach system. It is
established that the bed shear stress plays a key role in the overall mechanics
of sediment transport (Nielsen, 1992, 2002), but a thorough understanding of
how the bed shear stress is distributed in the dynamic and transient swash flow
is still lacking. Thus, because the swash zone is responsible for a high volume
of sediment transport, and sediment transport models often rely on estimates
of the bed shear stress, understanding the distribution of bed shear stresses in
the swash is still a subject of active research. Further, laboratory studies re-
main a key feature of the study of swash flows since numerical solutions using
non-linear shallow water equations face challenges due to the moving shoreline
and wave breaking (Brocchini and Dodd, 2008) and numerical models used to
complement measurements require calibration to the data to be able to predict
flow depths and depth-averaged velocities with accuracy (Barnes et al., 2009;
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O’Donoghue et al., 2010).
The wave conditions relevant to the nearshore region must be shallow wa-
ter waves of finite amplitude, which can be concluded from Svendsen’s useful
definition of the nearshore region. The first theory and analytical solutions of
such types of waves were due to Boussinesq (1872) and Korteweg and de Vries
(1895): solitary waves and cnoidal waves. Solitary waves have been studied
for various applications relating to the nearshore region: the study of integral
properties (e.g., total mass, energy, and impulse) of waves that have reached
their maximum amplitude and will soon break (e.g., Longuet-Higgins, 1974;
Fenton and Rienecker, 1982), the understanding of the relative importance of
terms modeling frequency dispersion and non-linear wave steepening, respec-
tively, in the Boussinesq equations (e.g., Peregrine, 1967; Hammack and Segur,
1978), the study of the influence of viscous effects or transition to turbulence in
the bottom boundary layer on wave propagation (e.g., Keulegan, 1948; Liu et al.,
2006, 2007; Sumer et al., 2010; Seelam et al., 2011), etc. Solitary waves were also
used to study the run-up of tsunamis (e.g., Goring, 1978; Synolakis, 1986; Li,
2000; Synolakis and Bernard, 2006; Madsen and Scha¨ffer, 2010), although there
may be certain shortcomings of using them to model tsunamis at the laboratory
scale (Madsen et al., 2008).
In fact, Madsen et al. (2008) calimed that solitary waves in the laboratorymay
be dynamically similar to wind waves at a beach, but this idea is not a new one.
For example, Munk (1949) stated that: because the energy of the solitary waves is
largely confined within a relatively narrow band about the crest, it seems reasonable to
apply the theory to periodic humping crests of ocean swell. Solitary waves are also
the fastest, most massive and have the highest impulse for all waves of the same
4
Figure 1.2: The cover of Shore & Beach, as part of Wiegel (1990); Galvin
(1990), showing the transformation of long ocean swells into
multiple wave crests that resemble solitary waves.
wave height (Longuet-Higgins, 1974; Fenton and Rienecker, 1982) and so pro-
vide useful upper bounds in the study of wind waves. Although quantitative
evidence from the field for the existence of solitary waves approaching a beach
is still lacking, observerations suggest that waves approaching a beach often
resemble solitary waves (Peregrine, 1983). Wiegel (1990) and Galvin (1990) dis-
cussed some qualitative evidence for soliton fission, for example, when a long
ocean swell is transformed by a reef and under goes fission into multiple wave
crests that resemble solitary waves (see Figure 1.2). This process has also been
studied more formally by Peregrine (1966); Madsen and Mei (1969); Mei (1989);
El et al. (2012) and others, who all conclude that the transformation of a weak or
undular bore on a slope and climbing onto a shelf results in multiple solitons.
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Thus, although solitary waves have also been used as a canonical model to
study the run-up of long waves (Pedersen and Gjevik, 1983; Synolakis, 1987;
Synolakis and Skjelbreia, 1993; Zelt, 1991; Liu et al., 1995; Lin et al., 1999; Li and
Raichlen, 2001, 2002, 2003; Jensen et al., 2003, and others), the swash of solitary
waves, which may be very relevant to the swash on natural beaches, has re-
ceived only limited attention (e.g., Kobayashi and Lawrence, 2004; Sumer et al.,
2011; Pedersen et al., 2013).
1.2 Outline
Chapter 2 describes the design and development of a ‘shear plate sensor’ – a
sensor to measure the bed shear stress of a flow by directly measuring the tan-
gential force exerted by the flow on a small element, i.e., the ‘shear plate’. The
mechanical design of the shear plate sensor is kept as simple as possible to in-
crease its robustness in the complex swash flows, but a new solution is proposed
to the old problem of how to handle flows with pressure gradients. Scaling ar-
guments of the flow in the housing of the sensor underneath the shear plate lead
to a simplified solution of the pressure distribution that is independent of the
flow in mild pressure gradients, where the mildness of the pressure gradients
is also quantified. The solution is tested under solitary waves in a small-scale
laboratory flume. Pujara and Liu (2014) is a journal article based on the work in
this chapter.
Chapter 3 presents the analytical and experimental investigation of the
swash flow due to solitary waves when they climb a plane sloping beach. In
a large-scale flume, where the beach slope is kept constant, ten wave cases are
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examined that range from non-breaking waves to plunging breakers. The goal
of the study is to elucidate how the breaker type, which is a qualitative property
of the wave breaking that can nonetheless be predicted from the incident waves
and beach slope, influences the swash. It is found that the classic solutions for
the collapse of a ‘fully-developed’ bore climbing a beach as the water depth goes
to zero and the ensuing swash flow are more widely applicable than previously
thought. In short, the swash of breaking solitary waves is found to be equiva-
lent to that of a breaking dam on a sloping bed and the flow evolution can be
predicted by a single measurement: The velocity of the shoreline immediately
after collapse of the bore/waveform or the wave height immediately before col-
lapse. The values the peak bed shear stress in the swash also a dependency on
the shoreline velocity following collapse. Finally, with the flow evolution in the
swash known and the bed shear stress near the moving shoreline parameter-
ized, the balance of forces of the fluid near the moving shoreline is considered
and a solution found for the equations of motion. This solution is able to pre-
dict the motion of the shoreline in the initial stages of the swash, including the
deceleration due to friction with the bed. The work from this chapter has been
submitted as two manuscripts to the Journal of Fluid Mechanics, one of which
(Pujara et al., 2015) has already been accepted for publication.
While chapter 3 considers the swash due to a solitary wave climbing a beach
of initially quiescent water, chapter 4 presents an experimental investigation of
the flow due to two successive solitary waves, with a focus on characterization
of the interaction between the successive waves on the beach. Swash-swash
interactions can be classified into different qualitative categories and two inter-
actions that fall into different categories are studied. The change of flow direc-
tion in the boundary layer when a wave approaching a beach encounters the
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residual flow due to the swash of the previous wave is measured and described
using the shear plate sensor and a bed pressure sensor. The reduction of run-up
of the second wave is parameterized in terms of the breaker type of the first
wave. Based on the work in this chapter, a manuscript has been submitted to
the Coastal Engineering journal.
The remainder of this chapter provides an introduction to the theory of soli-
tary waves.
1.3 Solitary waves
The solitary wave is a finite-amplitude elevation wave of permanent form that
travels at a constant phase velocity. It was first observed and documented by
Russell (1845), but it was not until Boussinesq (1872) and Korteweg and de Vries
(1895) that the first equations to describe the dynamics of the solitary wave and
the first analytical solution to the solitary wave became available (see Miles,
1980, for more details). This solution is known as the Boussinesq theory for the
small-amplitude solitary wave, in which tthe free-surface displacement is given
by
η (x, t) = H0sech2 [K0 (x − c0t)] , (1.1)
where,
K0 =
1
h0
￿￿
3
4
￿0
￿
, (1.2a)
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c0 =
￿
gh0 (1 + ￿0). (1.2b)
The wave height, H0, and the stillwater depth, h0, are sufficient to fully de-
scribe the wave and the dimensionless parameter, ￿0 = H0/h0, represents the
non-linearity of the wave. In the Boussinesq theory, terms of O(￿20 ) or higher
are ignored and the theory has been shown to provide results that agree with
experiments up to ￿0 ≈ 0.25 (Dingemans, 1997). The horizontal velocity and the
leading order vertical velocity are given by
u (x, z, t) = U0sech2 [K0 (x − c0t)] , (1.3)
w (x, z, t) = U0
￿
3￿0
￿
z + h0
h0
￿
sech2 [K0 (x − c0t)] tanh [K0 (x − c0t)] , (1.4)
respectively. U0 = ￿0
￿
gh0 is the maximum horizontal velocity and it occurs
under the wave crest. The horizontal velocity is O(￿0)whereas the leading order
vertical velocity isO(￿3/20 ). The pressure in the water column is quasi-hydrostatic
and given by
p (x, z, t) = −ρgz + ρgH0sech2 [K0 (x − c0t)] . (1.5)
Although the wavelength and period of a solitary wave are infinite, follow-
ing Madsen et al. (2008), an effective wavelength and an effective period can be
defined, respectively, as
L0 =
2π
K0
, T0 =
2π
K0c0
. (1.6)
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Grimshaw (1971) provided a higher order theory of solitary waves, where
terms up to O(￿20 ) are included. The Grimshaw theory gives the free-surface
displacement of the solitary wave as
η (x, t) = H0
￿
s2 − 3
4
￿0s2q2 + ￿20
￿
5
8
s2q2 − 101
80
s4q2
￿￿
, (1.7)
where,
s = sech
￿
K0,G
￿
x − c0,Gt￿￿ , (1.8a)
q = tanh
￿
K0,G
￿
x − c0,Gt￿￿ , (1.8b)
K0,G =
1
h0
￿￿
3
4
￿0
￿ ￿
1 − 5
8
￿0 +
71
128
￿20
￿
, (1.8c)
c0,G =
￿
gh0
￿
1 + ￿0 − 120￿
2
0 −
3
70
￿30
￿
. (1.8d)
The horizontal and vertical velocity are given by
u (x, z, t) = U0
s2 − ￿0
−14 s2 + s4 +
￿
z + h0
h0
￿2 ￿3
2
s2 − 9
4
s4
￿
− ￿20
1940 s2 + 15 s4 − 65 s6 +
￿
z + h0
h0
￿2 ￿
−3
2
s2 − 15
4
s4 +
15
2
s6
￿
+
￿
z + h0
h0
￿4 ￿
−3
8
s2 +
45
16
s4 − 45
16
s6
￿ , (1.9)
w (x, z, t) = U0
￿
3￿0
￿
z + h0
h0
￿
q
s2 − ￿0
38 s2 + 2s4 +
￿
z + h0
h0
￿2 ￿1
2
s2 − 3
2
s4
￿
+ ￿20
− 49640 s2 − 1720 s4 − 185 s6 +
￿
z + h0
h0
￿2 ￿
−13
16
s2 − 25
16
s4 +
15
2
s6
￿
+
￿
z + h0
h0
￿4 ￿
− 3
40
s2 +
9
8
s4 − 27
16
s6
￿ , (1.10)
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respectively. The pressure in the water column is given by (Fenton, 1972)
p (x, z, t) = −ρgz + ρgh0￿0
s2 − ￿0
34 s2 − 32 s4 +
￿
z + h0
h0
￿2 ￿
−3
2
s2 +
9
4
s4
￿
+ ￿20
−12 s2 − 1920 s4 + 115 s6 +
￿
z + h0
h0
￿2 ￿3
4
s2 +
39
8
s4 − 33
4
s6
￿
+
￿
z + h0
h0
￿4 ￿3
8
s2 − 45
16
s4 +
45
16
s6
￿ . (1.11)
Note, the leading order solution of Eq. (1.7)-(1.11) reduces to the Boussinesq
solution, Eq. (1.1)-(1.5). Further higher order solutions of the solitary wave
are also available (e.g., Fenton, 1972; Longuet-Higgins and Fenton, 1974) and
Tanaka (1986) gives a fully non-linear solution in integral form.
A Reynolds number associated with the solitary wave can be defined us-
ing the Boussinesq solution, Eq. (1.1)-(1.5). Following Sumer et al. (2010), this
Reynolds number is given by
Re0 =
a0U0
ν
. (1.12)
The lengthscale, a0 = U0/(K0c0), is the half-excursion length for a water par-
ticle and ν is the kinematic viscosity of water.
1.3.1 Generation of solitary waves in the laboratory
Goring (1978) developed a theory for the generation of long waves of perma-
nent form that propogate at a constant phase velocity using a vertical piston-
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type wavemaker. The wavemaker velocity, dξwm/dt, is matched to the depth-
averaged horizontal water particle velocity, u (x, t), since the vertical variation of
horizontal water particle is weak for long waves. This formulation gives
dξwm
dt
= u (ξwm, t) . (1.13)
The above equation is a non-linear differential equation due to the fact
that the horizontal velocity is evaluated at the wavemaker position, ξwm. Eq.
(1.13) is solved numerically with a fourth-order Runge-Kutta algorithm using
u (x, t) = c0η/ (h0 + η), where c0 and η are described by the Boussinesq solution to
the solitary wave (Synolakis, 1990).
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CHAPTER 2
SHEAR PLATE SENSOR
2.1 Introduction
The wall shear stress is an important quantity in any wall-bounded flow and
its measurement has been widely discussed in the literature (e.g., Winter, 1979;
Hanratty and Campbell, 1996). Methods for the measurement of wall shear
stress can be broadly classified into two catagories: direct and indirect (Hari-
tonidis, 1989). Indirect methods rely on correlating flow properties to the shear
stress at the wall using established assumptions of the near-wall flow. Examples
include the Preston tube, the Clauser chart, heat transfer probes, mass transfer
probes etc. On the other hand, direct methods measure the force exerted by the
shear stress of the fluid on a separated section of the wall that is surrounded
by a small gap. Thus, in principle, the direct method does not require any in-
formation regarding the flow, but it faces other challenges that are discussed
below.
The flow in the nearshore region driven by wave action is characterized by
shallow depths, entrained air due to wave breaking, transient behaviour and
boundary layer flow reversals, all of which pose signficant challenges to the use
of indirect methods. Nonetheless, there are examples in the literature that report
measurements of the bed shear stress in this flow environment. Cox et al. (1996),
Cowen et al. (2003), and others have obtained estimates of the bed shear stress
in the nearshore region frommeasurements of phase-averaged velocity profiles,
which were fitted to a logarithmic law of the wall. Sumer et al. (2011, 2013) used
hot-film sensors to measure the bed shear stress under plunging breakers, but
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the direction of the bed shear stress had to be determined from additional veloc-
ity measurements very close to the bed. The calibration of hot-film probes also
makes certain assumptions about the structure of the flow very close to the bed
(Ling, 1963) so that an in situ calibration was needed. For recent developments
on indirect methods, see Fernholz et al. (1996).
Sensors using the direct measurement method, referred to as shear plate sen-
sors in the context of coastal engineering, are more robust to the challenges of
nearshore coastal flows. Shallow depths, presence of air bubbles, flow rever-
sals, etc. are handled more easily and the sensor can also be easily designed
to distinguish the direction of stress. Examples of studies using a shear plate
sensor in oscillatory or wave-driven flow include Riedel and Kamphuis (1973);
Simons et al. (1992, 1994); Rankin and Hires (2000); Mirfenderesk and Young
(2003); Boers (2005); You and Yin (2007) and Seelam et al. (2011). Barnes et al.
(2009) also used a shear plate sensor to measure bed shear stress in a bore driven
swash flow. For a recent survey of the many direct measurement sensors used
in other types of flows, see Kolitawong et al. (2010).
To study the flow of solitary waves in the surf and the swash zones, accu-
rate measurements of the bed shear stress were required. For this purpose, a
new shear plate sensor was designed and built and this chapter describes the
development of that shear plate sensor.
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2.2 Design
2.2.1 General considerations
The compromises and difficulties in the design of shear plate sensors have been
summarized by Winter (1979). Those relevant to the present design are:
1. Transducing small forces or deflections, and the compromise between lo-
cal measurement and having a large enough shear plate area so that the
force on it can be accurately measured.
2. The effect of the necessary gaps around the shear plate.
3. The secondary force due to pressure gradients.
4. The secondary forces due to misalignments.
For the first item on the list, the design compromise is between the size of
the sensor and the desire to measure forces accurately: smaller sensors provide
more local measurements but produce smaller forces that need to be measured.
If the sensor is passive, where the shear force of the fluid ismeasured bymeasur-
ing the deflection rather than an active sensor that measures the force required
to keep the shear plate position constant, the size of the gaps is determined
by the stiffness that provides resistance to shear plate deflection. The size of
the gaps surrounding the shear plate should be as small as possible to cause
minimal disturbance to the flow and to minimize flow circulation through the
sensor but to be large enough so that deflections of the shear plate sensor can be
measured accurately. The third item on the list refers to the force due to a dif-
ference in pressure between the upstream and downstream edges of the shear
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plate. This issue is considered a fundamental limitation of shear plate sensors,
especially in wave-driven flows where pressure gradients are significant. For a
given size of the shear plate top surface, the force due to pressure gradients is
minimized by minimizing the shear plate thickness so that the pressure differ-
ence acts on a smaller area. The fourth item on the list is also important in this
consideration because as dimensions of the sensor and gaps become smaller,
the tolerances in construction also need to decrease so that misalignments are
minimized. Therefore, the designs of the shear plate size, gap size and stiffness
are not independent.
2.2.2 Current design
The current sensor design is motivated by the study of the nearshore region in
small-scale and large-scale laboratory wave flumes, where the range of values
of the bed shear stress can span O
￿
10−1
￿ − O ￿102￿ Pa. The flow is primarily
two-dimensional, varying in the x− (cross-shore) and z− (vertical) directions but
with negligible variation of themean flow in the spanwise (long-shore) direction
of the flume. To obtain a local, phase-resolved measurement of the bed shear
stress, the length of the shear plate in the cross-shore direction needs to be much
smaller than O (1) m, the typical lengthscale of waves in laboratory flumes, and
the time response of the sensor needs to be much faster than O (1) s, the typical
period of waves in laboratory flumes.
To satisfy the various design constraints while also maintaining a design
simple enough to allow manual construction in the machine shop, a configura-
tion that uses an eddy-current proximity probe, which is able to measure small
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Figure 2.1: Schematic of the shear plate sensor design. 1: eddy-current
proximity sensor; 2: target plate; 3: cylindrical links; 4: base
plate; 5: shear plate; 6: external pressure tappings; 7: chamber
pressure tappings; 8: gap; 9: acrylic housing.
deflections with high accuracy, combined with a structural linkage mechanism
that provides stiffness against the shear force of the fluid, was used following
the designs of Simons et al. (1992); Mirfenderesk and Young (2003); Boers (2005)
and Barnes et al. (2009). A schematic for the current shear plate sensor is shown
in Figure 2.1. The shear plate is made of brass (alloy 260) and it is of length 43.0
mm, width 136.0 mm and thickness 0.8 mm, where the length is the dimension
in the streamwise direction. It is rigidly attached to 4 cylindrical brass (also al-
loy 260) links of diameter 1.6 mm and length 62.2 mm. The bottom ends of the
cylindrical links are rigidly clamped to an aluminium base plate of thickness 6.4
mm. Such a configuration creates a parallel linkage mechanism, which provides
stiffness to the shear plate deflections in the horizontal direction and support in
the vertical direction. This type of mechanism also minimizes the tilting of the
shear plate from small deflections in the horizontal direction. The mechanism
is installed into an acrylic housing via bolts through the aluminium base plate
such that the top surface of the shear plate is flush with the top surface of the
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Figure 2.2: Photographs of the shear plate sensor. Top left: parallel linkage
mechanism; top right: acrylic housing; bottom left: side view
of shear plate sensor assembly; bottom right: isometric view of
shear plate sensor assembly.
acrylic housing. The deflection of the shear plate in the horizontal direction
is detected by an eddy-current proximity probe (Lion Precision ECL-202, probe
U8), which measures the distance to a small vertical target plate rigidly attached
to the bottom face of the shear plate. The eddy-current proximity probe has a
range of 2 mm with a resolution of 0.001 mm. There exists a small gap of 1 mm
along the perimeter of the shear plate between the shear plate and the housing
to allow for small deflections. The acrylic housing can in turn be installed into
laboratory flumes with the top surface flush with the flume bottom. Addition-
ally, there are 2 pairs of pressure tappings to enable measurement of pressure
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gradients above the shear plate (external pressure tappings) and underneath the
shear plate (chamber pressure tappings). The external pressure tappings are of
diameter 6.4 mm, located 95.4 mm apart equidistant from the centerline of the
shear plate. The chamber pressure tappings are of diameter 1.2 mm located 45.0
mm apart on the side walls of the chamber under the shear plate. The centre
of the chamber pressure tappings is 1.8 mm below the top surface of the shear
plate. Figure 2.2 shows photographs of the shear plate sensor.
2.3 Calibration
The convert measurements of the shear plate displacement to force under time-
varying loading, it is necessary to know both the static and dynamic response
of the parallel linkage mechanism. To study its response, the mechanism is
modeled as a linear, second-order lumped parameter system of a mass, spring
and dashpot. The equation of motion for this system (e.g., den Hartog, 1956) is
χ¨
ω2n
+ 2c
χ˙
ωn
+ χ =
F
k
, (2.1)
where F is the total force on the shear plate in the x-direction, χ is the deflection
in the x-direction and the dot notation refers to differentiation with respect to
time. For such a system, the natural frequency of oscillation is given by ωn =
√
k/m, where m is the mass of the shear plate, k is the stiffness constant. The
damping ratio is given by c = λ/(2
√
km), where λ is the dashpot constant, and
the damped natural frequency is given by ωd = ωn
√
1 − c2.
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Figure 2.3: Typical data for shear plate sensor stiffness measurement. ◦,
increasing load; ￿, decreasing load; , linear fit.
2.3.1 Static response
Measuring the static response of the system amounts to measuring the stiff-
ness constant, k, of the parallel linkage mechanism under steady loading. The
stiffness constant was measured by applying known forces and recording dis-
placements. Two methods of applying forces were used. The first method used
a weights-and-pulley system and the second method used a spring force meter.
Figure 2.3 shows the data from a typical stiffness measurement. The two meth-
ods were used to measure stiffness many times over the course of the duration
of all the experiments reported in this thesis. The final value of the stiffness con-
stant, k, used in the analysis was derived from performing a linear regression
on all the combined data and the uncertainty was derived from using the boot-
strap method (Efron and Tibshirani, 1993) on the residuals. The result was that
k = 9800 ± 100 Nm-1 at the 95% confidence interval.
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Figure 2.4: The stiffness of a clamped guided beam.
The measured value of the stiffness constant can be compared to the ex-
pected stiffness by analysing the mechanism using simple beam structural me-
chanics since the deflections are small compared to the length of the links. The
links will deflect as clamped guided beams maintaining a right angle to the
shear plate as well as to the base plate (see Figure 2.4). The stiffness of a can-
tilevered beam with one moment-free end is given by 3EI/L3, where E is the
Young’s Modulus of the material, I is the second moment of area of the cross-
section of the beam and L is the length of the beam. A clamped guided beam is
equivalent to two cantilevered beams of half the length each and so a clamped
guided beam has a stiffness four times in magnitude to that of a cantilevered
beam of the same dimensions (see Figure 2.4). The expected stiffness of four
links acting in parallel is given by 48EI/L3. Using the Young’s Modulus for
brass as E = 110 GPa, the second moment of area of the cylindrical links as
I = πD4/64, where the links are of diameter D, the expected stiffness of the four
links acting in parallel is calculated as 9900 N/m. The predicted value and the
measured value agree to within the level of uncertainty.
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Figure 2.5: Power spectral density function of impulse response in air and
in water. The natural frequency is 79 Hz; the reflected portion
of the spectra are not plotted. , water; , air.
The range of the shear plate sensor, calculated by themaximum force applied
in the calibration divided by the area of the top surface of the shear plate, is ±200
Pa. The accuracy of the shear plate sensor due to the combined uncertainty in
the measurement of shear plate displacement (resolution of eddy-current prox-
imity probe) and the uncertainty in the stiffness of the parallel linkage mech-
anism is combined using a root-sum-square combination (Taylor, 1997) to be
±1%.
2.3.2 Dynamic response
To measure the dynamic response of the parallel linkage mechanism, its im-
pulse response was measured in two media: air and water. The shear plate
was given a small impulse by hand with a hammer and the shear plate oscil-
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lations were recorded at a sampling frequency of 500 Hz until they died out.
The power spectral density fuction of the impulse response, S χχ, is plotted in
Figure 2.5 against frequency made dimensionless by the undamped natural fre-
quency. The undamped natural frequency was estimated at 79 Hz using the
measured stiffness, k = 9800 Nm-1, and mass of the shear plate plus the four
links, m = 0.040 kg. The locations of the peaks in Figure 2.5 indicate values of
the damped natural frequencies, which were found to be 69 Hz and 54 Hz for
air and water, respectively and the corresponding damping ratio, c, was found
to be 0.49 and 0.73 for air and water, respectively. Using this information, the
harmonic response of the mechanism can be computed using Eq. (2.1). For wa-
ter, the bandwidth of the shear plate sensor, i.e., the frequency where the output
of the sensor falls to -3 dB of the forcing input was found to be 75 Hz.
2.4 Secondary forces
Apart from the force created by the shear stress of the flow over the top surface
of the shear plate, there are additional, secondary, forces experienced by the
shear plate that may cause an error in the measurement of bed shear stress. The
most significant of these secondary forces is the force due to pressure gradients.
The next section provides a method to account for this force if the streamwise
pressure gradient in the flow is mild enough.
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2.4.1 Correction for the force due to pressure gradients
The force on the shear plate due to a streamwise pressure gradient is illustrated
in Figure 2.6: the streamwise pressure gradient caused by a tilting free-surface
creates, for example, a higher pressure on the upstream edge of the plate com-
pared to the downstream edge. As previously mentioned, the existance of this
secondary force is a severe limitation on the applicability of shear plate sensors
in wave-driven flows, and this force must be accounted for to avoid large er-
rors in measurement of bed shear stress. There have been solutions previously
suggested to avoid this issue. For example, Frei and Thomann (1980) filled the
gaps and chamber with a denser fluid in their sensor, which was designed to
make measurements in wind tunnels. However, this introduces additional sur-
face tension forces, which, in the current design, would change the dynamic re-
sponse of the sensor and significantly reduce its bandwidth. The results would
be similar if the gap is sealed by any kind of elastic membrane. Therefore, to
preserve a fast dynamic response of the shear plate sensor, the gaps and cham-
ber are left open, and in such a case, an estimate for the ratio of the pressure
gradient force to the shear force is given by the expression αlpt/u2τ, where lpt is
the shear plate thickness, α = |(1/ρ) ∂p/∂x| is the magnitude of the kinematic
pressure gradient (or alternatively, the free stream acceleration), and uτ =
￿
τb/ρ
is the friction velocity of the flow. The error due to the pressre gradient force is
negligible if αlpt/u2τ ￿ 1. However, in laboratory wave-driven flows, αlpt/u2τ can
be O (1).
The precise value of the pressure gradient force experienced by the shear
plate is expected to be of lower magnitude than |∂p/∂x|Vsp, where Vsp is the
shear plate volume, as pointed out by Brown and Joubert (1969), Riedel and
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Figure 2.6: Schematic of the forces on the shear plate.
Kamphuis (1973), and others. The constriction of the gaps forces the pressure
gradient to decay through the gaps and in the chamber from its external flow
value. Thus, it is insufficient to measure just the external pressure gradient to
correct for the pressure gradient force; it is also necessary to know the rate of
pressure gradient decay. To account for this decay, we introduce an effective
pressure gradient that acts on the shear plate: let fpg denote the effective fraction
of the external flow pressure gradient felt by the shear plate. From the value
of fpg and measurements of the external flow pressure gradient, the bed shear
stress is obtained by
τb =
1
Asp
￿
F − fpg∂p
∂x
Vsp
￿
, (2.2)
where Asp is the shear plate top surface area. The concept of fpg has been previ-
ously introduced by Coles (1953); Brown and Joubert (1969); Riedel and Kam-
phuis (1973); Allen (1977); Acharya et al. (1985), etc. Some of these studies (e.g.,
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Coles, 1953; Brown and Joubert, 1969; Allen, 1977; Acharya et al., 1985) assume
fpg = 0.5 by the following reasoning: the pressure gradient decays linearly from
its external value at the shear plate top surface to a value of zero at the shear
plate bottom surface and the fluid in the chamber is at the average pressure
of the upstream and downstream gaps. Alternatively, a commonly employed
method to estimate the value of fpg uses measurements of pressure difference at
the shear plate top surface and at some vertical distance below the shear plate
top surface to estimate pressure gradients at those two vertical locations. Then
the value of fpg is calculated assuming a linear decay in pressure gradient be-
tween the two vertical locations. Such a method is employed by Riedel and
Kamphuis (1973); Allen (1977) and Seelam et al. (2011). However, themost likely
scenario is that the value of fpg falls in the range 0.5 < fpg < 1, depending upon
on how constricted the flow through the gaps and chamber is.
In what follows, a simplified analysis for the flow through the gaps and
chamber of the shear plate sensor is presented in order to estimate the value
of fpg. The following assumptions are made: (i) deflections of the shear plate
are ignored since they are small and do not have a large effect on the flow; (ii)
the flow field is assumed to be invariant in the spanwise direction so that only
the two-dimensional flow field is considered; (iii) the value of the external pres-
sure gradient remains constant over the shear plate top surface; (iv) the pres-
sure above the gaps is not modified by local flow perturbations due to a small
flow through the sensor, i.e., the flow through the sensor is essentially forced
by the external flow without any coupling between the external flow and flow
through the sensor. Thus, the boundary conditions for the flow in the chamber
are known and it is implied that the flow velocities in the chamber are small.
This last assumption is required if the shear plate is non-intrusive to the exter-
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nal flow. The flow through the sensor is analyzed by introducing the following
dimensionless quantities:
u˜ = u
Uch
; t˜ =
t
T
; ∇˜ = lg∇; p˜ = p
ραlg
, (2.3)
where Uch is the velocity scale in the sensor chamber, T is the relevant timescale
of the external flow, lg is the size of the gap as defined in Figure 2.6, α =
|(1/ρ) ∂p/∂x| is the magnitude of the kinematic pressure gradient in the external
flow. The chamber flow pressure gradients scale with the external flow pressure
gradient since it is assumed that the external pressure gradient drives the flow
in the chamber. The dimensionless momentum equation is then given by
l2g
νT
∂u˜
∂t˜
+
Uchlg
ν
u˜ ￿ ∇˜u˜ = αl
2
g
νUch
∇˜ p˜ + ∇2u˜. (2.4)
With the intention of linearising the equation, and under the assumption
that the velocities in the chamber are small due to viscous forces in the chamber
flow and mild pressure gradients in the external flow, the order of the chamber
velocity scale is derived by requiring that the viscous term be of the same order
as the pressure gradient term. This gives
Uch = O
αl2g
ν
 . (2.5)
The above is consistent with the intuition for the order of the chamber ve-
locity scale, i.e., Uch = Uch
￿
α, lg, ν
￿
. Using this order of the chamber velocity
scale, the importance of the non-linear term in Eq. (2.4) can be evaluated by the
magnitude of its coefficient, the chamber flow Reynolds number, Rech, given by
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Rech =
αl3g
ν2
. (2.6)
If Rech ￿ 1, the non-linear advective acceleration can be neglected and the
difficulty in determining the value of fpg greatly reduced by taking the diver-
gence of the remaining terms in Eq. (2.4) and invoking continuity to reveal that
the pressure in the chamber follows Laplace’s equation
∇˜2 p˜ = 0. (2.7)
The boundary conditions for Eq. (2.7) are the Dirichlet boundary conditions
above the gaps prescribed by the external pressure gradient and the Neumann
boundary conditions at the walls such that the wall normal pressure gradient
is zero, implying that the pressure gradient in the chamber simply scales with
the external pressure gradient and its decay depends only on the dimensions of
the sensor. The Neumann boundary condition follows directly from the kine-
matic no-flux boundary condition for velocity. Therefore, to calculate the value
of fpg, an aribitrary pressure gradient can be imposed above the shear plate by
imposing different pressures above the upstream and downstream gaps. The
pressure field in the chamber is then obtained via a numerical solution to Eq.
(2.7). From the solution to the pressure field, the vertical variation of the pres-
sure gradient over the thickness of the plate can be calculated and the value of
fpg is simply the average pressure gradient felt by the shear plate divided by
the external pressure gradient imposed above the shear plate. This method for
calculating fpg is extremely convenient since its value is independent of the flow
and therefore only needs to be calculated once for a given sensor design.
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Eq. (2.7) was solved numerically using a second-order accurate finite differ-
ence scheme. Figure 2.7 shows the numerical solution for the pressure, p, for
the dimensions of the shear plate sensor: lg = 1.0 mm, lpl = 43.0 mm, lpt = 0.8
mm, lh = 55.0 mm. The grid size was the same in both x- and z-directions so
that ∆x = ∆z = 0.1 mm, which was ten times smaller than the gap size. A di-
mensionless pressure of 1 was imposed above the left gap and a dimensionless
pressure of 0 above the right gap. The value of fpg calculated from the pressure
field gives fpg = 0.8 to 1 significant figure. Successively refining the grid from
∆x = ∆z = 0.2mm to ∆x = ∆z = 0.05mm showed that the value of fpg did indeed
converge to fpg = 0.8 to 1 significant figure.
The value of fpg will vary with the dimensions of the sensor. There are three
dimensions of the sensor that are important: lg, lpt, lpl. The variations of lh are
considered unimportant provided that lh = O
￿
lpl
￿
. Therefore, from dimensional
considerations,
fpg = fpg
￿
lpt
lg
,
lg
lpl
￿
. (2.8)
The functional relationship in Eq. (2.8) was established by calculating the
values of fpg for different ratios of lpt/lg and lg/lpl, keeping lh/lpl = 1, via nu-
merical solutions to Eq. (2.7). Figure 2.8 shows the results: the variation of fpg
with the shear plate thickness to gap size ratio, lpt/lg, and gap size to shear plate
length ratio, lg/lpl. The value of fpg tends to decrease towards 0.5 as the thick-
ness to gap size ratio is increased, whereas increasing the gap size to shear plate
length ratio, while holding the shear plate thickness to gap size ratio constant,
also reduces the value of fpg. The trends of the results are the same as those
observed by Acharya et al. (1985), who studied the variation of the value of fpg
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Figure 2.7: Numerical solution to Eq. (2.7) for pressure field in sensor
chamber. lg = 1.0 mm, lpl = 43.0 mm, lpt = 0.8 mm, lh = 55.0
mm, ∆x = ∆z = 0.1 mm. p = 1 above left gap, p = 0 above right
gap. Top: entire chamber; bottom: zoomed into top left corner.
30
0 5 10 15 20
0.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
lpt/lg
fpg
 
 
lg/lpl = 0 .005
lg/lpl = 0 .010
lg/lpl = 0 .020
lg/lpl = 0 .040
Figure 2.8: Variation of the value of fpg with lpt/lg and lg/lpl.
experimentally by constructing multiple sensors and making measurements in
fully-developed turbulent boundary layers with variable pressure gradients in
wind tunnel experiments. A direct comparison to their data is not possible be-
cause their shear plate was circular, which introduces variations with anlgular
position.
2.4.2 Misalignments and intrusiveness
Misalignment of the shear plate relative to the rest of the bed can add extra
forces to the shear plate. Small protrusions, recessions and shear plate rotations
can create complex flow patterns that add extra forces (e.g., stagnation points
for streamlines). Such extra forces can be large if the misalignments are large,
but due to their complexity, it is not generally possible to correct for them. Allen
(1977, 1980) and Kolitawong et al. (2010) discuss this matter further. The shear
plate sensor was constructed to minimize these errors by the use of a parallel
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linkage mechanism that minimizes shear plate tilting and by careful construc-
tion so that the top surface of the shear plate is aligned with the surrounding
acrylic housing. Measurements of this alignment using a vertical test dial in-
dicator revealed that the misalignment around the perimeter of the shear plate
was everywhere smaller than 0.2 mm.
There may also be secondary forces on the shear plate due to non-zero cham-
ber velocities and the exchange ofmomentum between the external flow and the
chamber (Brown and Joubert, 1969). The accompanying velocity perturbations
may also disturb the boundary layer flow and alter the local bed shear stress.
Dhawan (1953) argued that the intrusion due to the gaps is small if the gap
size is of the order of the viscous lengthscale, or equivalently, that the Reynolds
number based on the gap size and friction velocity is O (1). This Reynolds num-
ber is defined as
lg+ =
uτlg
ν
. (2.9)
However, Dhawan’s experiments in turbulent boundary layers over gaps
showed that, as an empirical guideline, the local bed shear stress is unaltered
by the presence of the gaps up to lg+ < 100.
2.5 Experimental validation
The shear plate sensor was experimentally validated in two different flow con-
ditions: a flat plate turbulent boundary layer and a laminar boundary layers
under a solitary wave. The first flow is a canonical turbulent flow that has neg-
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ligible pressure gradients whereas the second flow is a typical example of a
flow driven by pressure gradients that remains laminar. To obtain independent
measurements of the bed shear stress, particle image velocimetry (PIV) mea-
surements were made in the flat plate turbulent boundary layer, whereas the
results of PIV measurements and solutions to linearized boundary layer equa-
tions from Park (2009) were used in the solitary wave boundary layer.
In both sets of experiments, flow visualizations were conducted where
coloured dye was used to check whether the shear plate sensor suffered from
large velocities through the gaps. No significant perturbations were observed
and thus the shear plate sensor was concluded to be non-intrusive to the exter-
nal flow.
The validation experiments covered did not cover the full range of bed
shear stress that the shear plate sensor is capable of measuring, but given that
the shear plate sensor was designed for flow environments that are not well-
understood and challenge other measurement techniques, it was not possible
to generate a flow in which high values of bed shear stress measurable by the
shear plate sensor could be verified by independent measurements. Further-
more, given that the dynamics of the shear plate sensor are well-understood,
the experimental validation of the sensor is most crucially required at low val-
ues of bed shear stress, where the sensor is most prone to errors.
2.5.1 Flat plate turbulent boundary layer
Unidirectional flow was established in an 8 m long open channel flume with
glass side walls and an acrylic bed in the DeFrees Hydraulics Laboratory at Cor-
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Figure 2.9: Schematic of the setup of flat plate turbulent boundary layer
experiments.
nell University. Simultaneous measurements of the bed shear stress were made
using the shear plate sensor and using the velocity data from particle image ve-
locimetry (PIV) measurements. The setup of the experiment is shown in Figure
2.9. The shear plate sensor and the PIV field of view (FOV) coincided in the
streamwise direction, allowing for a direct comparison of the bed shear stress,
but were slightly separated in the spanwise direction. Both the shear plate sen-
sor and the PIV FOVwere sufficiently far from the side walls to be unaffected by
the side wall boundary layer. Also at the same streamwise location, but separate
spanwise location, was an acoustic doppler velocimeter (ADV, Nortek Vectrino
with plus firmware), which was used to measure the mean flow velocity. Six
separate tests were conducted at different mean flow velocities. The results are
summarized in Table 2.1.
The FOV was illuminated by a dual-head Spectra Physics Nd:YAG laser op-
erating at 10 Hz for each head, allowing for 10 Hz velocity data. The laser
beams were expanded into a vertical light sheet using a cylindrical lens. The
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Test U Reθ uτ,1 ± 95% CI uτ,2 ± 95% CI
(ms−1) (-) (cm s−1) (cm s−1)
U1 0.33 910 1.72 ±0.01 1.72 ±0.01
U2 0.40 1120 1.97 ±0.01 2.11 ±0.01
U3 0.45 1240 2.19 ±0.01 2.32 ±0.01
U4 0.51 1410 2.42 ±0.01 2.60 ±0.01
U5 0.56 1540 2.65 ±0.01 2.81 ±0.01
U6 0.62 1620 3.11 ±0.01 3.03 ±0.01
Test lg+ τb,1 ± 95 % CI τb,2 ± 95% CI τb,sp ± 95% CI
(-) (Nm−2) (Nm−2) (Nm−2)
U1 17 0.296 ±0.003 0.296 ±0.003 0.28 ±0.01
U2 20 0.388 ±0.004 0.445 ±0.004 0.49 ±0.01
U3 22 0.480 ±0.004 0.538 ±0.005 0.52 ±0.01
U4 24 0.586 ±0.005 0.676 ±0.005 0.64 ±0.01
U5 27 0.702 ±0.005 0.790 ±0.006 0.87 ±0.01
U6 31 0.967 ±0.006 0.918 ±0.006 1.00 ±0.01
Table 2.1: Results of flat plate turbulent boundary layer experiments.
FOVmeasured 4× 3 cm with 4 cm in the horizontal direction to match the shear
plate length of 4.3 cm. The images were taken with a 1600 x 1200 14-bit camera
(Vision Research, Phantom v9.1) fitted with a Nikon 105 mm f/2.8D AF Micro-
Nikkor lens. Images were taken for 200 s, at 20 Hz yielding 4000 images and
the time between images (∆t) ranged from 0.7 ms to 0.4 ms for the six tests with
different mean flow velocities. Image pairs were analyzed using the dynamic
sub-window PIV algorithm outlined in Cowen and Monismith (1997) after the
background image from each image pair was removed. Sub-pixel peak loca-
tion was obtained with the use of the spectral shifting technique given in Liao
and Cowen (2005), which has been shown to reduce peak-locking and improve
accuracy. The final pass of the image analysis was done with 32 x 32 pixels sub-
windows with 50% overlap giving a velocity vector array of 97 × 71 (x × z) for
every image pair. The PIV algorithm produced approximately 90% valid vec-
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tors; the number of valid vectors suffered slightly due to small differences in
illumination intensity between images in each image pair because of the diffi-
culty of achieving identical power output from both laser heads.
The PIV velocity data were decomposed into mean quantities and fluctuat-
ing quantities using the Reynolds decomposition given by
u = ￿u￿ + u￿, (2.10)
where u is the horizontal velocity but could be any flow quantity of interest, ￿u￿
represents its ensemble mean and u￿ is its instantaneous turbulent fluctuation.
For this flow, the ensemble mean is the mean in time and the x-direction since
the flow is steady with negligible variation in the x-direction within the FOV.
The mean horizontal velocity profiles ￿u (z)￿ were thus computed from 194,000
data points at each vertical elevation. The Reynolds stress, given by −ρ￿u￿w￿￿,
was also calculated at each vertical location to give a Reynolds stress profile.
From the mean velocity profile, the momentum thickness of the boundary layer
was calculated by (Pope, 2000)
θ =
￿ ∞
0
￿u￿
U0
￿
1 − ￿u￿
U0
￿
dz, (2.11)
using a numerical integration of the mean velocity profile upto the height of the
FOV. This allowed a calculation of the momentum thickness Reynolds number,
Reθ = U0θ/ν, for each test. In zero pressure gradient turbulent boundary layers,
there exists the well-known law of the wall for the mean velocity profile scaled
by the friction velocity, uτ =
￿
τb/ρ. The law of the wall is usually written as
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u+ =
1
κ
ln (z+) +C, (2.12)
where u+ = u/uτ, z+ = uτz/ν, κ = 0.41 and C = 5.5 (Pope, 2000).
The friction velocity, and hence the bed shear stress, was estimated in two
different ways: (i) by least squares fit of the mean velocity profile to the law
of the wall, denoted as uτ,1; (ii) by linear extrapolation of the Reynolds stress
profile from z/h > 0.075 to z = 0, denoted as uτ,2. The values of uτ,1, uτ,2, and
the corresponding bed shear stress values, τb,1 and τb,2, are given in Table 2.1.
Figure 2.10 shows the mean horizontal velocity profiles normalized with uτ,1.
The law of the wall is also plotted for comparison and shows good agreement
with the data. The data also shows good agreement with the direct numerical
simulation (DNS) dataset of Spalart (1988), for which Reθ = 1410. Figure 2.11
shows the profiles of the Reynolds stress normalized with uτ,2.
The deflection of the shear plate was recorded simultaneously with the PIV
data at 50Hz. To obtain the deflection, the mean position of the shear plate after
the flow was stopped and the fluid returned to rest was subtracted from the
mean position of the shear plate during the flow. The measured deflection was
converted to force using the stiffness and this force was divided by the area of
the shear plate top surface to obtain a mean shear stress. For these experiments,
the streamwise pressure gradients are negligible and there is no need to include
a correction for the force due to pressure gradients. The measurements of bed
shear stress using the shear plate sensor are denoted as τb,sp and given in Table
2.1.
Table 2.1 also gives estimates of the 95% confidence intervals on all mea-
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Figure 2.10: Mean horizontal velocity profiles for flat plate turbulent
boundary layer experiments. ◦, U1 (U = 0.33ms−1, Reθ = 910);
￿, U2 (U = 0.40 ms−1, Reθ = 1120); ￿, U3 (U = 0.45 ms−1,
Reθ = 1240); ×, U4 (U = 0.51ms−1, Reθ = 1410); ￿, U5 (U = 0.56
ms−1, Reθ = 1540); ∗, U6 (U = 0.62 ms−1, Reθ = 1620); ,
Spalart (1988) DNS data; , law of the wall, Eq. (2.12).
surements. Following Moffat (1988), the uncertainty in the measurements was
split into a bias error and a random error. For τb,sp, the estimated 95% confi-
dence intervals were calculated by a root-sum-square combination (e.g., Taylor,
1997) of the 1% bias error found in the calibration and the random error, which
was found by applying the bootstrap technique (Efron and Tibshirani, 1993)
on the mean of the shear plate deflection. The combined error is reported to 1
significant figure. For the PIV results, the major bias error resulting from peak-
locking effects was difficult to estimate quantitatively, but qualitatively, proba-
bility density functions of the particle displacement can show the peak-locking
effect (Liao and Cowen, 2005). These were examined and showed there was
little peak-locking, consistent with the use of the spectral shifting technique for
finding sub-pixel peak location. However, the were several sources of random
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Figure 2.11: Reynolds stress profiles for flat plate turbulent boundary
layer experiments. ◦, U1 (U = 0.33 ms−1, Reθ = 910); ￿, U2
(U = 0.40ms−1, Reθ = 1120); ￿, U3 (U = 0.45ms−1, Reθ = 1240);
×, U4 (U = 0.51 ms−1, Reθ = 1410); ￿, U5 (U = 0.56 ms−1,
Reθ = 1540); ∗, U6 (U = 0.62 ms−1, Reθ = 1620).
error in determining the particle displacement, e.g., camera thermal noise, out
of plane movement of particles, etc. (see Raffel, 2007, for a comprehensive list).
There were also uncertainties in the coefficients of linear regression used to de-
termine uτ,1 and uτ,2 from the mean velocity and Reynolds stress profiles. The
overall random error in uτ,1 and uτ,2 was found by applying the bootstrap tech-
nique on the entire process of finding uτ,1 and uτ,2 from the raw velocity vectors.
The uncertainty was then propagated to τb,1 and τb,2 using the standard root-
sum-square combination. The results, with vertical error bars representing the
estimated 95% confidence intervals, are plotted in Fig. 2.12.
There is good agreement between the direct measurement of bed shear stress
using the shear plate sensor and the indirect measurement of bed shear stress
using PIV velocity data. With the exception of tests U2 and U5, the shear plate
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Figure 2.12: Bed shear stress data for flat plate turbulent boundary layer
experiments. ◦, τb,sp (shear plate sensor data); ￿, τb,1 (law of
the wall fit to mean velocity profile); ￿, τb,2 (extrapolation of
Reynolds stress profile).
sensor data agree to within 10% of the values of shear stress obtained from the
PIV velocity data. Additionally, there may be a bias error in the measurements
of the shear plate sensor caused by the fact that for the low values of the bed
shear stress, the shear plate sensor is more susceptible to small shifts in the zero
position of the shear plate caused by vibration noise from the variable frequency
pumps used to drive the flow in the channel. This error, which is difficult to
quantify, could explain some of the discrepancy between the shear plate sensor
measurements and the bed shear stress values obtained from PIV data. Finally,
Table 2.1 also gives values of the gap size Reynolds number, lg+, for all six tests
calculated using uτ,1 and the values fall below lg+ = 100, Dhawan’s (1953) empir-
ical threshold for good measurement.
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Figure 2.13: Schematic of the setup of solitary wave boundary layer exper-
iments.
2.5.2 Laminar boundary layer under a solitary wave
In the absence of viscosity, a solitary wave is an elevation wave of permanent
form propagating at constant phase velocity, but in the presence of viscosity,
there exist thin boundary layers at the bottom boundary and at the free-surface
that introduce damping to the solitary wave as it propagates in water of con-
stant depth. The bottom boundary layer of the solitary wave was first analyzed
by Keulegan (1948), but Liu and Orfila (2004) recently developed amore general
theory for the bottom boundary layer of transient long waves. Liu et al. (2007)
conducted an experimental study to measure the velocity profiles and bed shear
stress in the bottom boundary layer under solitary waves using PIV and com-
pared their results to the theory of Liu and Orfila (2004) applied specifically to
solitary waves. Two wave cases from Liu et al. (2007) were repeated to compare
the direct bed shear stress measurements from the shear plate sensor to: (i) the
data from Liu et al. (2007); (ii) the theoretical solution to the linearized boundary
layer equations presented in Liu et al. (2007).
Solitary waves were generated in a 15 m wave flume, equipped with a
piston-type wavemaker capable of a stroke of 1.2 m and maximum wavemaker
velocity of 0.25 ms-1, in the DeFrees Hydraulics Laboratory at Cornell Univer-
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sity. The setup of the experiment is shown in Figure 2.13. The stillwater depth
was kept at h0 = 10.0 cm and the shear plate sensor was installed in the flume
with the top surface of the shear plate flush with the rest of the bed of the flume.
The centre of the shear plate was at a distance of 7.1 m from the wavemaker in
its retracted position. There was a plane beach of slope 1:10 installed at the other
end of the flume but the toe of the beach was sufficiently far from the shear plate
so that the waves did not encounter the sloping bottom until they had passed
the shear plate sensor. An acoustic wave gauge (Banner Engineering, S18U; res-
olution ±0.5 mm) was positioned directly above the centre of the shear plate
sensor to record the free-surface displacement. Two pressure gauges (Omega
Engineering, PX26; resolution ±7.5 Pa) were used to record the pressure differ-
ence between the external pressure tappings and the chamber pressure tappings
(see Figure 2.1).
Solitary waves of two different amplitudes were generated. The two wave
cases are denoted as CW1, where the wave height was H0 = 0.83 cm, and CW2,
where the wave height was H0 = 2.00 cm, respectively. Table 2.2 gives further
properties of the solitary waves generated for these experiments. The wave-
lengths of the solitary waves in these experiments were much larger than the
shear plate length and thus the bed shear stress and the streamwise pressure
gradient can be assumed constant over the shear plate. The force due to the
streamwise pressure gradient was expected to be significant. The estimated
values of the ratio of pressure gradient force to shear force, αlpt/u2τ, and the
chamber flow Reynolds number, Rech, are also given in Table 2.2. The char-
acteristic scale for the pressure gradient for solitary waves was derived using
α = (1/ρ) (2ρgH0/L0), which is the average steepness of the solitary wave assum-
ing the pressure is hydrostatic. The assumption of hydrostatic pressure is only
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valid for ￿0 ￿ 1, but still provides a useful way to characterize the pressure gra-
dient. A characteristic bed shear stress value expressed as the friction velocity,
uτ, was also needed and this was obtained from the maximum value of the bed
shear stress using the theoretical solution to in Liu et al. (2007). It can be seen
from the data in Table 2.2 that the pressure gradient force is of the same order
of magnitude as the shear force and Rech > O (1) even for the small wave ampli-
tudes used in these experiments. Thus, it was important to correct for the force
due to pressure gradients, but the solution to the pressure distribution in the
chamber and the calculation of the value of fpg presented in section 2.4.1 may
not be valid. Nonetheless, the constant value of fpg = 0.8was used to correct for
the force due to pressure gradients, as presented below.
Additionally, it was found that the force on the shear plate was very small
and the signal to noise ratio of the data was poor. To increase the signal to noise
ratio of the shear plate sensor for the low values of shear stress in these exper-
iments, each wave case was repeated 40 times and the results were ensemble
averaged. Measurements of the free-surface displacement confirmed that the
repetitions were aligned in phase and highly repeatable. An additional repeti-
tion of each wave was done where an ADV was also installed to measure the
water velocity 2 cm above the bed, which was outside the boundary layer for
both wave cases. It was operated at 40 Hz with a sampling volume of diameter
6 mm and height 7 mm.
Figure 2.14 shows the measurements of free-surface displacement for CW1
and CW2 and the comparison to the Boussinesq and Grimshaw theories. It can
be seen that the data matches the theoretical solutions very well. The difference
between the two theories is not significant so that the different lines are diffi-
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Wave H0 ￿0 L0 T0 Rech αlpt/u2τ
(cm) (-) (m) (s) (-) (-)
CW1 0.83 0.083 2.57 2.49 60 0.6
CW2 2.00 0.200 1.62 1.50 240 1.0
Table 2.2: Properties of solitary waves in solitary wave boundary layer ex-
periments.
cult distinguish. The horizontal and vertical velocities measured with the ADV
are shown in Figure 2.15. Again, the data matches the theories very well. The
pressure gradient at the bed is estimated by dividing the data of the external
pressure difference by the distance separating the external pressure tappings.
This estimated pressure gradient is plotted in Figure 2.16. The bed pressure
from the Grimshaw and Boussinesq theories is numerically differentiated using
a second-order finite difference scheme and also plotted. It can be seen that the
assumption of constant pressure gradient over the shear plate area is a good one
since the estimated pressure gradient matches the theories well. The discrepan-
cies between the Grimshaw theory and Boussinesq theory for CW2 are more
noticable (particularly in vertical velocity and bed pressure gradient) because
the value of ￿0 is higher.
Figure 2.17 showsmeasurements of the bed shear stress using the shear plate
sensor, derived from measurements of the total force on the shear plate using
Eq. (2.2) with fpg = 0.8 as discussed above. The shear plate sensor data show
good agreement with the data of Liu et al. (2007) and with the solution to the lin-
earized boundary layer equations of Liu et al. (2007) even though the magnitude
of the pressure gradient force is comparable to the shear force, αlpt/u2τ = O (1),
and the chamber flow Reynolds number is not small. The most notable discrep-
ancy is in CW2, where the shear plate sensor fails to capture the negative por-
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Figure 2.14: Free-surface displacement, η, for solitary wave boundary
layer experiments. ◦, data; , Boussinesq solution; ,
Grimshaw solution. Top: CW1, H0 = 0.83 cm, ￿0 = 0.083; bot-
tom: CW2, H0 = 2.00 cm, ￿0 = 0.200.
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Figure 2.15: Horizontal and vertical velocities, u,w, for solitary wave
boundary layer experiments. ◦, data; , Boussinesq solu-
tion; , Grimshaw solution. Top: CW1, H0 = 0.83 cm,
￿0 = 0.083; bottom: CW2, H0 = 2.00 cm, ￿0 = 0.200.
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Figure 2.16: Pressure gradient at the bed in kinematic units, α, estimated
using the pressure difference measurement from the external
pressure tappings for solitary wave boundary layer experi-
ments. ◦, data; , Boussinesq solution; , Grimshaw
solution. Top: CW1, H0 = 0.83 cm, ￿0 = 0.083; bottom: CW2,
H0 = 2.00 cm, ￿0 = 0.200.
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tion of the bed shear stress signal that accompanies flow reversal in the bounary
layer behind the wave crest as a result of the adverse pressure gradient. For
CW2, Rech > 100 meaning that there may be a non-negligible flow through
the chamber of the shear plate sensor (though it was too small to observe with
coloured dye tests as described at the start of section 2.5). Measurements of pres-
sure difference in the chamber, plotted in Figure 2.18, show that during the time
when the bed shear stress is expected to be negative, the pressure on the down-
stream chamber wall was higher than the pressure on the upstream chamber
wall. This pressure difference may be indicative of flow velocity in the cham-
ber in the same direction as the external flow suggesting that the chamber flow
was important during the short time under the wave crest and just behind it.
Any such secondary flow through the chamber would affect the local velocity
profile and cause an error in the measurement of bed shear stress, which would
explain why the negative part of the shear stress was not captured. For the ma-
jority of the wave period, the pressure difference in the chamber was too small
to measure leading to good measurement of the bed shear stress signal. Note,
the resolution of the pressure difference measurements has been improved to
±1.2 Pa from ensemble averaging process.
For CW1, it can be seen that the bed shear stress signal is well-captured for
the entire wave period and that measurements of the pressure difference in the
chamber shows very small values. This is in accordance with the lower value of
the chamber flow Reynolds number, Rech < 100, which predicted the chamber
flow to be negligible.
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Figure 2.17: Bed shear stress, τb, for solitary wave boundary layer experi-
ments. ◦, shear plate sensor data; ×, data from Liu et al. (2007);
, bed shear stress from solution to linearized boundary
layer equations in Liu et al. (2007). Top: CW1, H0 = 0.83 cm,
￿0 = 0.083; bottom: CW2, H0 = 2.00 cm, ￿0 = 0.200.
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Figure 2.18: Pressure difference in the shear plate sensor chamber, ∆p, for
solitary wave boundary layer experiments. Negative values
indicate higher pressure on downstream wall. ◦, data. Top:
CW1, H0 = 0.83 cm, ￿0 = 0.083; bottom: CW2, H0 = 2.00 cm,
￿0 = 0.200.
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2.6 Concluding remarks
The design of a shear plate sensor, capable of measuring the local mean bed
shear stress in the range ±200 Pa with an accuracy of ±1% and within a band-
width of 75 Hz, has been described. The design employs the use of an eddy-
current proximity probe that is able to measure small deflections with high ac-
curacy, in combination with a simple parallel-linkage mechanism, which pro-
vides stiffness against shear plate deflection, minimizes shear plate tilting, and
does not require in situ calibration. The size of the shear plate is small com-
pared to the typical horizontal lengthscale of waves and its bandwidth is fast
compared to the typical timescale of waves. The shear plate sensor provides lo-
cal measurements of the bed shear stress. In laminar flow, this is a true local bed
shear stress (unless there are very strong spatial gradients in bed shear stress,
e.g., near a separation point) whereas in turbulent flow, scales of motion much
smaller than the streamwise length of the shear plate are averaged out.
However, the true accuracy of the bed shear stress measurements depend
primarily on the error introduced via the secondary forces on the shear plate,
which are linked to how intrusive the sensor is to the flow being measured.
If the presence of the sensor locally alters the flow in the boundary layer due
to misalignments or flow circulations through the chamber, then the difficulty
in correcting for the secondary forces due to those effects also increases. The
Reynolds number, lg+ (Dhawan, 1953, defined in Eq. 2.9) provides a parameter
to gauge whether the gap size is small enough to ensure the boundary layer and
the bed shear stress is not locally altered by the presence of the gaps. The exper-
iments in a flat plate turbulent boundary layer confirmed Dhawan’s emprical
rule that the sensor will be non-intrusive for lg+ < 100. For applications in the
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nearshore region driven by wave action, however, even if the sensor is designed
to have minimal intrusion on the flow, the accuracy suffers primarily due to the
force due to the streamwise pressure gradients. Analysis of the pressure distri-
bution in the gaps and chamber has allowed a new method to be developed to
correct for this force: the effective fraction of the streamwise pressure gradient
that acts on the shear plate, fpg, can be calculated a priori and independently
of the flow by the solution to Laplace’s equation for the pressure field in the
chamber. This is valid so long as the flow driven by the external pressure gra-
dient is small enough. This flow will be small if either the pressure gradient is
mild enough or the gap size is small enough to constrict the flow. The chamber
flow Reynolds number, Rech (defined in Eq. 2.6), provides a parameter to char-
acterize whether the flow in the chamber is small enough. The experiments in a
laminar boundary layer driven by the pressure gradients due to the passage of
solitary waves suggest that for Rech < 100, the bed shear stress can be accurately
measured using an a priori calculation of fpg.
fpg = 0.8 for the shear plate sensor, which is valid for pressure gradients up
to α = O
￿
10−1
￿
ms-2 using the above empirical guideline. This can be still be a
constraint under surface gravity waves, especially in small-scale flumes where
the magnitude of the bed shear stress is very low and the force due to pres-
sure gradient is large as shown by the test case of the boundary layer under
the larger amplitude solitary wave (CW2 in Table 2.2). However, the design
of the shear plate sensor makes it an especially suitable sensor to measure the
bed shear stress in the nearshore region of a large-scale flume since the pres-
sure gradients are relative mild and the magnitudes of bed shear stresses are
high. Such a flow environment presents severe difficulties for indirect methods
to measure the bed shear stress due to the shallow flow depth often containing
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air bubbles, transient flow that that covers a large range of shear stress values
(that can also change direction), and lack of optical access. Thus, the design of
the shear plate sensor provides an inexpensive and robust way to measure the
bed shear stress directly in the the nearshore region of a large-scale laboratory,
making it a powerful tool to study the flow in that region.
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CHAPTER 3
SWASH OF SOLITARYWAVES
3.1 Introduction
Laboratory investigations of the swash, the flow of water that covers and un-
covers a beach with each incident wave, usually employ regular waves (e.g.,
Cox et al., 1996; Cowen et al., 2003; Sumer et al., 2013) to study multiple swash
events, or a bore (e.g., Yeh and Ghazali, 1988; Yeh et al., 1989; Barnes et al., 2009;
O’Donoghue et al., 2010; Kikkert et al., 2012, 2013) to study an isolated swash
event. However, solitary waves offer unique advantages in a laboratory study
of the swash zone: (i) to the leading order, they do not transform while propa-
gating in a rectangular channel with a flat bed; (ii) they break not unlike regular
waves when climbing a beach where the water depth decreases, but produce a
single, isolated swash event; (iii) varying the wave height of solitary waves (or
alternatively varying the beach slope) allows control over what qualitative type
of breaking occurs; (iv) there exist many studies of the run-up of solitary waves
that can be used substantiate claims from new results. Thus, this chapter de-
scribes an experiments and results of the swash of solitary waves conducted to
determine how a single swash event is influenced by the type of wave breaking
that occurs.
An important component of the sediment transport in swash events is the
variation of the bed shear stress, but because the swash zone is a challenging
environment to make measurements in, fewer studies have focused on mea-
suring the bed shear stress. The most common difficulties are that the flow
depths are very shallow and the water often contains entrained air. Added
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complexities include that the flow is unsteady and almost always turbulent.
Laboratory and field studies typically measure the near-bed velocity to infer
the bed shear stresss (e.g., Cox et al., 1996; Cowen et al., 2003; Raubenheimer,
2004; O’Donoghue et al., 2010; Sou and Yeh, 2011; Kikkert et al., 2012) using as-
sumptions about the boundary layer structure. Relationships between bound-
ary layer velocities and bed shear stress established for steady flows are applied
to the unsteady swash flow, which may give unreliable results (Kikkert et al.,
2009). There have been recent studies that used a shear plate sensor (Barnes
et al., 2009) and a hot-film sensor (Conley and Griffin, 2004; Sumer et al., 2011) to
measure the bed shear stress in the swash zone. They have found that the bed
shear stress in the swash is asymmetric, i.e., that the uprush bed shear stress and
corresponding friction coefficients are larger than the downrush bed shear stress
and corresponding friction coefficients. It was also concluded that a constant
friction coefficient was unable to predict the time evolution of the bed shear
stress. However, although some properties of the boundary layer in the swash
zone are known (Barnes et al., 2009; Sou and Yeh, 2011; Kikkert et al., 2012), ac-
tive research efforts into the role of bed shear stress are ongoing. Thus, the shear
plate sensor described in chapter 2, which is well-suited to directly measure the
bed shear stress in the swash zone, is used in the experiments described in this
chapter.
This chapter begins with a review of the well-established theories that use
the non-linear shallow water equations to describe the climb and swash of a
bore on a beach (Keller et al., 1960; Ho and Meyer, 1962; Shen and Meyer, 1963,
further described below) and the climb of non-breaking solitary waves on a
beach (Synolakis, 1987, and others). A link is established between the approxi-
mate evolution of a bore approaching the shoreline (first proposed byWhitham,
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1958) to the more recent solution to the swash flow described by the breaking
of a dam on a sloping bed (Peregrine and Williams, 2001). The application of
these theories to the swash of breaking solitary waves, and the influence of bed
friction, i.e., the deviations it creates from the idealized solution, forms later sec-
tions of the chapter. The final section of the chapter develops an integral model
for the shoreline during a swash uprush that includes the effects of friction.
3.2 Non-linear shallow water equations
In the constant depth region, neglecting the effects of viscosity, a solitary wave
maintains its form due to a balance between non-linear steepening and fre-
quency dispersion but as the wave climbs a sloping beach, the water depth
reduces and the non-linear effects dominate the effects of frequency disper-
sion. Thus, near the shoreline, the non-linear shallow water equations (NSWE),
which are fully non-linear but neglect wave dispersion, are the appropriate gov-
erning equations. The NSWE are formulated in terms of depth-averaged quan-
tities so that they are one-dimensional. They describe the balance of mass and
momentum, which gives
∂η
∂t
+
∂
∂x
￿
(h + η) u
￿
= 0, (3.1a)
∂u
∂t
+ u
∂u
∂x
+ g
∂η
∂x
= 0, (3.1b)
where g is the gravitational acceleration, u (x, t) is the depth-averaged velocity
in the x-direction and η (x, t) is the free-surface displacement measured from the
stillwater level. (Onshore of the stillwater shoreline, h = 0 and the total water
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depth is given by η). The beach slope has been assumed mild enough so that
sin θ ≈ tan θ = s and cos θ ≈ 1 so the errors from assuming distances, velocities,
etc. in the beach-parallel direction are the same as those in the x-direction are
negligible. See Peregrine (1972) for a full derivation of the NSWE.
TheNSWE can bewritten in characteristic form by introducing the local long
wave celerity, c =
￿
g (h + η) and restricting the beach slope to be a constant,
dh/dx = s. Then, the NSWE can be expressed as
￿
∂
∂t
+ (u + c)
∂
∂x
￿
α = 0, (3.2a)￿
∂
∂t
+ (u − c) ∂
∂x
￿
β = 0, (3.2b)
where the characteristic variables (or Riemann invariants) are given by
α = u + 2c + gst, (3.3a)
β = u − 2c + gst, (3.3b)
which are constants on on positive characteristics defined by dx/dt = u + c and
negative characteristics defined by dx/dt = u − c, respectively.
3.2.1 Bore collapse and the swash solution
The NSWE have been used to study the climb and swash of a bore on a plane
beach, which relates to the climb of breaking waves. A bore is a moving dis-
continuity in the free-surface and depth-averaged velocity in the context of the
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Figure 3.1: Definition sketch: a bore climbing a plane sloping beach.
NSWE. In reality, the jumps in water depth and depth-averaged velocity will
take place over some finite distance (the ‘bore front region’) where the NSWE
are invalid due to strong vertical accelerations, but across the bore front, the
conservation of mass and momentum give (Stoker, 1957)
ub
Ub
= 1 − h
hb
, (3.4a)
2U2b = ghb
￿
1 +
hb
h
￿
, (3.4b)
respectively, where h(x) is the undisturbed water depth, hb = h + η is the flow
depth behind the bore front, ub is the depth-averaged flow velocity behind the
bore front and Ub is the velocity of the bore front, as shown in Figure 3.1. Equa-
tions (3.4), known as the bore relations, imply that while mass and momentum
are conserved across the bore front, energy is dissipated, which is physically
interpreted as the turbulent dissipation from breaking.
If the beach slope, s, in the characteristic variables, Eq. (3.3), is replaced by
dh/dx, it can be shown that the differential relation du + 2dc − gdh/(u + c) = 0
is valid on positive characteristics, dx/dt = u + c. Whitham (1958) applied the
bore relations, Eq. (3.4), to this differential relation valid on positive character-
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istics to obtain an approximate formula for the evolution of the bore (known as
Whitham’s formula),
1
h
dh
dM
=
−4 (M + 1) ￿M − 12￿2 ￿M3 + M2 − M − 12￿
(M − 1) ￿M2 − 12￿ ￿M4 + 3M3 + M2 − 32M − 1￿ , (3.5)
where M = Ub/
￿
ghb is introduced as a bore strength parameter [small value of
(M − 1)means a bore of low strength] and is related to the properties of the bore
via
η
h
= 2
￿
M2 − 1￿ , (3.6a)
ub￿
gh
=
2M
￿
M2 − 1￿
√
2M2 − 1 , (3.6b)
Ub￿
gh
= M
√
2M2 − 1. (3.6c)
Thus, Whitham’s formula is equivalent to specifying that the flow depth and
depth-averaged velocity behind the bore front follow the characteristic rule, i.e.,
ub + 2cb + gst = const., (3.7)
where cb =
￿
ghb. Keller et al. (1960) provided a solution to Whitham’s formula,
h = A
￿
M2 − 12
￿
exp [0.2808 arctan (M + 0.6769) /0.3179]
(M − 1)45 (M − 0.7471)1.180 ￿M2 + 1.354M + 0.5593￿1.173 (M + 2.393)1.673 , (3.8)
where the constant of integration, A, is determined from an initial condition for
the bore strength, M, and the corresponding stillwater depth at the location of
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the bore front, h. The solution, Eq. (3.8), predicts the bore collapse phenomenon:
as the bore front reaches the stillwater shoreline where h = 0, the height of the
bore, η, vanishes and the depth-averaged velocity behind the bore, ub, and the
bore front velocity, Ub, approach the same, finite, limit, Us. This rapid conver-
sion of potential energy to kinetic energy happens very rapidly near the shore-
line. The constant of integration, A, and the velocity limit, Us, both provide a
measure of the energy at the time of bore collapse in units of length and veloc-
ity, respectively, and they are related via Us = 1.763
√
gA (Keller et al., 1960).
Ho and Meyer (1962) showed that not only does Whitham’s formula pro-
vide an accurate approximation of bore evolution as the bore approaches the
stillwater shoreline, but that the development of the bore in the last stages be-
fore it reaches the stillwater shoreline depends only very weakly on the details
of the wave forming the bore. As the bore approaches the shoreline, the ini-
tial conditions are forgotten and the solution is governed by the singularity in
the NSWE as h → 0 (Meyer and Taylor, 1972). Keller et al. (1960) also reached
the same conclusion from their numerical computations. Barker and Whitham
(1980) also showed that Whitham’s formula is accurate when the bore strength
is high by showing that as the bore approaches the shoreline, the velocity of the
bore front, Ub, matches the velocity of the limiting characterisitc that reaches the
shoreline at the same time as the bore front. Thus, Whitham’s formula provides
an accurate prediction of the velocity limit, Us, provided the initial condition for
the bore strength is sufficiently high, i.e., the bore front is sufficiently close to the
stillwater shoreline.
Shen and Meyer (1963) extended the analysis of Ho and Meyer (1962) to the
swash generated by bore collapse and found that the shoreline, which impul-
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sively starts moving at the velocity Us, follows a parabolic path, just as a solid
particle with an initial velocity that is acted on only by the force of gravity. This
shoreline motion is described by
xs = Ust − 12gst
2, (3.9a)
us = Us − gst, (3.9b)
where xs is the shoreline position, us is the shoreline velocity, and t = 0 denotes
the time of bore collapse. Shen and Meyer (1963) also found that the water
surface local to the shoreline to be tangential to the bed and given by η (x, t) →
[xs (t) − x]2/(3t)2 as (xs − x) → 0. Thus, the pressure gradient for the fluid at
the shoreline tip is negligible and the shoreline motion is governed solely by
the force of gravity. Peregrine and Williams (2001) extended Shen and Meyer’s
asymptotic solution by applying their local water depth solution globally to
the entire swash. From the global solution to the water depth, Peregrine and
Williams also obtained the depth-averaged velocity throughout the swash. This
solution is referred to as the swash solution and is given by
η (x, t) =
1
9g
￿
Us − 12gst −
x
t
￿2
, (3.10a)
u (x, t) =
1
3
￿
Us − 2gst + 2 xt
￿
, (3.10b)
where η is used to denote the total water depth in the swash (x > 0) since the
stillwater depth, h, is zero there. The swash solution is an explicit solution to the
NSWE and the only scaling parameter in the swash solution is Us, the velocity
with which the shoreline starts to move. The swash solution is analogous to the
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classic dam-break solution on a horizontal bed, which is given by (e.g., Stoker,
1957)
ηd (xd, td) =
1
9g
￿
2
￿
ghd − xdtd
￿2
, (3.11a)
ud (xd, td) =
2
3
￿￿
ghd +
xd
td
￿
, (3.11b)
where ηd is the water depth, ud is the depth-averaged velocity, and the dam
is located at xd = 0 with an initial water depth of hd behind it. The bed
in front of the dam is initially dry and the dam breaks at td = 0. Pere-
grine and Williams (2001) pointed out that a transformation of the variables
(x, t, u, c, η,Us) =
￿
xd − gst2d/2, td, ud − gstd, cd, ηd, 2
￿
ghd
￿
recovers the swash solu-
tion. Therefore, just as the dam-break solution follows from any set of initial
conditions for which ud +2cd = 2
￿
ghd in xd < 0, the swash solution follows from
any set of initial conditions for which
u + 2c + gst = Us in x < 0. (3.12)
In other words, what is required is that the value of the characteristic vari-
able, α, is the same constant on all incoming positive characteristics, so that
α = Us for (x, t) > (0, 0). Whitham’s formula for bore evolution, Eq. (3.5), pro-
vides exactly this initial condition via bore collapse, cf. Eq. (3.7). Since the
accuracy of Whitham’s forumla increases as the bore approaches the shoreline
and collapses, the swash solution is expected to follow bore collapse. This link
between bore collapse as described by Whitham’s formula and the swash solu-
tion has not been explicitly stated before.
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3.2.2 Solutions for non-breaking solitary waves
The NSWE were also used by Synolakis (1987), who applied the formulation
of Carrier and Greenspan (1958) and Keller and Keller (1964), to study non-
breaking solitary waves moving from a constant depth region onto a plane
beach. Synolakis found a solution to the NSWE for an incident solitary wave
at the toe of the beach under the assumption that the non-linearity, ￿0, is negligi-
ble before thewave starts to climb the slope. In his theory, the run-up, R (defined
in figure 3.2), of non-breaking solitary waves when the slope is mild enough so
that the change in stillwater depth over one wavelength is small (s￿−1/20 ￿ 3.47)
is given by
R
h0
= 2.831s−
1
2 ￿
5
4
0 . (3.13)
Synolakis also provided a breaking criterion based on when the free-surface
first becomes vertical, i.e., when the Jacobian of the non-linear hodographic
transformation used to solve Eq. (3.1) becomes zero. The breaking criterion
was found to be
￿0 > 0.8183s
10
9 , (3.14)
but it was noted that this method would predict breaking (defined as when the
free-surface first becomes vertical) earlier than expected in reality due to neglect
of dispersion in the NSWE. Recently, Madsen and Scha¨ffer (2010) provided a
summary to the analytical solutions to the problem of waves traveling over a
constant depth region and then climbing a plane beach using the NSWE on the
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plane beach and assuming linearized governing equations in the constant depth
region. An incident solitary wave with small non-linearity was presented as a
special case with the same run-up result, but with an additional criterion to
predict breaking during downrush,
￿0 > 0.5139s
10
9 , (3.15)
and a result for the run-down, Rd,
Rd
h0
= −1.125s− 12 ￿ 540 . (3.16)
Downrush breaking has also been referred to as the landward-facing bore in
the downrush by Hibberd and Peregrine (1979) and is referred to herein as the
hydraulic jump in the downrush. The run-down is defined as the largest ver-
tical distance that the shoreline recedes below stillwater shoreline, as shown
in Figure 3.2. The run-down result is for non-breaking waves and Madsen
and Scha¨ffer’s theory predicts downrush breaking to occur before the shoreline
reaches its predicted run-down. The downrush breaking criterion, Eq. (3.15),
is also more stringent than the uprush breaking criterion, Eq. (3.14), so that
waves of small amplitude that may not break during uprush may break during
downrush.
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Figure 3.2: Definition sketch: an incident solitary wave in region of con-
stant depth and a plane sloping beach. R is the run-up, the
maximum vertical excursion of the water up the beach and
Rd is the run-down, the maximum vertical distance the shore-
line recedes below the stillwater shoreline. The beach slope,
s = tan θ.
3.3 Experimental setup
Experiments were conducted in the Large Wave Flume (LWF) at the Hinsdale
Wave Research Laboratory at Oregon State University to study the swash of
solitary waves at a much larger scale than typical laboratory studies. The basic
setup of the problem under consideration is given in Figure 3.2: a solitary wave
is generated in the horizontal bed region where the water depth is constant and
is incident upon a plane beach of constant slope where it creates a swash event.
3.3.1 The large wave flume
The LWF is a flume of length 104m, width 3.7 m and depth 4.6 m deep equipped
with a piston-type wavemaker installed at one end of the flume and a plane
beach of slope 1:12 at the other end. A schematic of the LWF setup is shown in
Figure 3.3. The flume side walls and floor are made of concrete and the plane
beach is made of discrete concrete panels of length 3.7 m, width 3.7 m and thick-
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Figure 3.3: Schematic of the experimental setup in the large wave flume.
ness 0.3 m. These panels are held in place with metal brackets that are bolted to
the side walls. A custom-built test platform replaced one of the concrete pan-
els and housed the instruments to make measurements of the bed shear stress
and near-bed flow quantities. The test platform was made of marine plywood
painted with a water-resistant paint and reinforced with Aluminium beams un-
derneath. Photographs of the test platform are shown in Figure 3.4.
A large water depth in the constant depth region, h0 = 1.72 m, was used to
ensure high Reynolds number swash events relevant to field conditions since it
is known that, in small-scale experiments, swash tongues become laminar and
viscosity and surface tension become important (Mahony and Pritchard, 1980;
Liu et al., 1991; Pedersen et al., 2013). Measurements of free-surface displace-
ment, water particle velocity and dynamic pressure were made in the constant
depth region, at a distance of 21.4 m from the wavemaker, when it was in its
fully retracted position. There were additional measurements of the free-surface
displacement at the toe of the beach and further onshore. The free-surface dis-
placement measurements were made using custom-built resistance-type wave
gauges, which were calibrated by the standard method of lowering systemati-
cally into water and recording the output voltage. The gauges were calibrated
at the start and end of every day and the calibration coefficients used for each
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


Figure 3.4: Photographs of the test platform installed in the large wave
flume. Top: looking down the sloping beach towards the wave-
maker; bottom top view of setup of instruments.
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experimental run were values linearly interpolated in time. This procedure was
followed because it was found that the calibration coefficients were prone to
drift – thought to be a combination of the changing chemical composition of
the water, which changes the resistivity, and changing surface conditions on the
wires, which changes their conductivity (e.g., Dibble and Sollitt, 1989). The wa-
ter particle velocity was measured using an acoustic doppler velocimeter (ADV,
Nortek Vectrino with plus firmware) mounted at a height of z = −1.1 m and the
dynamic pressure was measured using a pressure transducer (Druck PDCR 830;
accuracy 30 Pa) mounted at a height of z = −1.41 m.
3.3.2 Measurements in the swash
Measurements of local bed shear stress, free-surface level, bed pressure and
near-bed velocity were made in the swash measurement zone (see Figures 3.3-
3.4) at nine different locations. The local bed shear stress was measured using
the shear plate sensor. The free-surface elevation was measured using an ultra-
sonic wave gauge (Senix TS-30S1 series; accuracy 1 mm), the bed pressure was
measured using a pressure transducer (Druck PDCR 830; accuracy 30 Pa) that
was installedwith its measurement face flushwith the bed, and the near-bed ve-
locity was measured using a side-looking ADV (also Nortek Vectrino with plus
firmware) mounted with its measurement volume at a height of 2 cm above the
bed. All measurements in the swash measurement zone are collocated in the
cross-shore direction. The ultrasonic wave gauge was installed directly over the
center of the shear plate sensor and the ADVwas installed such that its measure-
ment volume was directly above the pressure transducer. The test platform had
three separate sites for installation of the shear plate sensor and bed pressure
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transducer and the test platform was in turn installed in three separate posi-
tions on the plane beach replacing a different concrete panel each time. Relative
to the stillwater shoreline, the co-ordinates of the measurement locations are
shown to scale in Figure 3.5. Each wave case was regenerated for each measure-
ment location. The data taken at different locations were synchronized using the
start of the wavemaker motion. The incident waves aligned in phase in this way
were found to be very repeatable; the largest time-averaged standard deviation
of separate runs of the same wave was less than 1.5 mm. At locations onshore
of the stillwater shoreline (x > 0 in Fgure 3.5), the ADV was only submerged
in water of sufficient depth for a short duration of time in which the signal to
noise ratio (SNR) was above a threshold value of 15 dB. Thus, the near-bed ve-
locity measurements are only available during the uprush after the swash tip,
carrying entrained air, had passed and during the downrush before the water
depth becomes less than approximately 5 cm. All instruments were recorded at
a rate of 50 Hz using a data acquisition system (National Instruments PXI-6259)
and all instrument positions were recorded using a surveying system (Nikon
NPL-352; resolution 5 mm).
The pressure gradient in the flow direction was estimated via measurements
of the pressure difference between the pressure tappings upstream and down-
stream of the shear plate using a differential pressure transducer (Omega engi-
neering PX409 series; accuracy 2.5 Pa). It was found that the magnitude of the
estimated pressure gradient force on the shear plate reached as high as 25% of
the total force when the shear plate sensor was located offshore of the stillwater
shoreline (locations L1 and L2). Under these circumstances, it is important to
use both terms in Eq. (2.2) to obtain the bed shear stress. At locations onshore
of the stillwater shoreline (locations L3–9), the magnitude of the largest esti-
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mated pressure gradient force only reached 10% of the total force. For breaking
waves, this ratio was even smaller at 5%. However, the pressure gradient mea-
surements were found to be unreliable for breaking waves at locations onshore
of the stillwater shoreline, likely because the pressure difference was very small
and the vibration noise created by the breaking waves caused a disturbance to
the differential pressure sensor that led to drifts in the measurements and shifts
in the zero level. Fortunately, as mentioned above, the highest ratio of the pres-
sure gradient force to the total force on the shear plate sensor in these cases was
5%. Thus, a conservative estimate of the accuracy of the bed shear stress mea-
surements can be considered to be ±5%, but its actual accuracy for the majority
of the swash cycle is closer to the accuracy of the sensor, ±1%. The bed shear
stress measurements suffered from an additional issue related to the large-scale
nature of the facility. The discrete composition of the plane beach meant that
small gaps, protrusions and recessions at the edges of the test platform and
between the test platform and sidewalls were unavoidable. The gaps and re-
cessions were filled with plywood planks and expanding foam and re-levelled.
Thus, at locations close to the edge of the test platform, the shear plate sensor
did not capture the shear stress near the swash tip accurately. Locations L1, L3,
L4 and L6 suffered from this issue and hence flow quantities near the swash tip
at these locations show disrupted signals.
Additionally, the shoreline motion was also tracked using overhead cam-
eras. Two cameras (Panasonic AW-HE60) were mounted above the flume and
recorded the experiments at 59.94 Hz. With the instruments located at loca-
tion L1 (Figure 3.5), the stillwater shoreline and the entire swash was visible to
the cameras. A small LED was installed that was visible in the camera frame,
which turned on to indicate the start of the data acquisition system. In this way,
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Figure 3.5: A diagram that shows , to scale, of the swash measurement
zone. L1, L2, etc. are the measurement locations. The dia-
gram also shows the zone of wave collapse during uprush, the
run-up, R, of all ten wave cases (W1, W2, etc. ), and the zone
where the hydraulic jump occurs, i.e., the run-down limit, Rd,
for all ten wave cases. Numbers in brackets are values for the
x-coordinate.
the data from the camera were synchronized to the rest of the data to within
one data sample (±0.02 s). Regularly spaced markings on the concrete pan-
els were used to remove camera distortion and perspective by mapping these
points from the camera data to their true location, which was known from sur-
vey measurements. The camera data was then interpolated onto a horizontal
plane with a new uniform resolution of 1 pixel/cm. The original resolution of
the camera was higher than 1 pixel/cm in the swash measurement zone so the
accuracy of the shoreline tracking near the shoreline was not limited by camera
resolution. After this image processing, a tracking algorithm was used, which
looked for strong spatial gradients in the middle third (in the spanwise sense) of
the flume, to track the position of the shoreline at each time step. This method
of tracking the position of the shoreline was only successful for the uprush flow.
The receding shoreline was somewhat ambiguous since the water depth grad-
ually decreased to zero on the wetted beach and there was no sharp optical
signature.
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Wave H0 ￿0 L0 T0 U0 a0 Re0
(m) (-) (m) (s) (ms-1) (m)
￿×105￿
W1 0.085 0.050 56.6 13.4 0.20 0.42 0.6
W2 0.128 0.074 46.1 10.8 0.30 0.51 1.1
W3 0.173 0.100 39.6 9.2 0.40 0.58 1.7
W4 0.226 0.131 34.7 7.9 0.51 0.67 2.4
W5 0.261 0.151 32.3 7.3 0.58 0.71 2.9
W6 0.295 0.171 30.4 6.8 0.65 0.75 3.5
W7 0.345 0.199 28.1 6.2 0.74 0.81 4.3
W8 0.410 0.237 25.8 5.6 0.85 0.86 5.2
W9 0.443 0.256 24.8 5.4 0.92 0.88 5.8
W10 0.493 0.286 23.5 5.0 1.00 0.91 6.5
Table 3.1: Properties of incident solitary waves.
3.4 Incident waves
With the water depth kept constant at h0 = 1.72 m throughout the experiments,
solitary waves of ten different wave heights were generated at the wavemaker.
The wave heights were measured at the wave gauge in the constant depth re-
gion and used to calculate the effective wavelength and effective period, Eq.
(1.6). The Reynolds number, Eq. (1.12), was calculated using the ADV mea-
surements in the constant depth region – the velocity scale was the maximum u-
velocity measured by the ADV and the horizontal water particle half-excursion
length was calculated from the u-velocity data of the ADV as
a0 =
1
2
￿ T0/2
−T0/2
udt (3.17)
by numerical integration of the data. All properties of the incident solitary
waves are given in Table 3.1. The incident wave non-linearity, ￿0, and the soli-
tary wave Reynolds number, Re0, span an order of magnitude. The horizontal
72
distance from the wavemaker to the still water shoreline was 58.3 m, which was
roughly equal to the wavelength of the longest wave generated and roughly
twice the wavelength of the shortest wave generated. Since the waves only
travelled small multiples of their wavelength in the flume, wave damping was
negligible.
Figures 3.6-3.8 showmeasurements of the free-surface displacement and ve-
locity in the constant depth region for waves W3, W5, W10. The Boussinesq
and Grimshaw solutions for solitary waves are also plotted for comparison. The
data matches these theoretical solutions very well. The Boussinesq solution pro-
vides a slightly better match for the free-surface displacement, perhaps due to
the fact that the wave-maker trajectory is based on the Boussinesq solution. The
Grimshaw solution provides a better match for the water particle velocities, es-
pecially the vertical velocity.
3.4.1 Wave breaking and the slope parameter
Solitary waves travelling from a region of constant depth onto a sloping beach
can interact with the beach in different ways. The first distinction is whether the
wavewill break or not, and if the wave does break, different regimes of breaking
can be defined analogous to regular waves, e.g., surging, collapsing, plunging,
or spilling as described by Galvin (1972) and classified by Battjes (1974) using
a surf similarity parameter that compared the slope of the beach to the local
steepness of the wave. For solitary waves, Grilli et al. (1994, 1997) studied the
shoaling and breaking numerically by solving the Laplace equation for the ve-
locity potential without further assumptions using a boundary element method.
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Figure 3.6: Free-surface displacement and velocity in the constant depth
region for W3 (NB, H0 = 0.173 m, ￿0 = 0.100): ◦, data; ,
Boussinesq solution; , Grimshaw solution. Top: free-
surface displacement; bottom: velocity.
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Figure 3.7: Free-surface displacement and velocity in the constant depth
region for W5 (SU, H0 = 0.261 m, ￿0 = 0.151): ◦, data; ,
Boussinesq solution; , Grimshaw solution. Top: free-
surface displacement; bottom: velocity.
75
4 5 6 7 8 9
0
0.1
0.2
0.3
0.4
0.5
twm (s)
η
(m
)
4 5 6 7 8 9
0
0.5
1
u
(m
s-
1
)
4 5 6 7 8 9
−0.4
−0.2
0
0.2
0.4
twm (s)
w
(m
s-
1
)
Figure 3.8: Free-surface displacement and velocity in the constant depth
region for W10 (PL, H0 = 0.493 m, ￿0 = 0.286): ◦, data; ,
Boussinesq solution; , Grimshaw solution. Top: free-
surface displacement; bottom: velocity.
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Computations of the free-surface could continue until the wave overturned and
the overturning jet of the breaking wave reconnected with the fluid in front.
Solitary waves were generated in the region of constant depth in their model
using a numerical wavemaker simulating the motion of a physical piston-type
wavemaker. To characterize the type of interaction a solitary wave has with the
plane beach, Grilli et al. (1997) defined a solitary wave slope parameter as the
ratio between the horizontal lengthscale of the wave to the horizontal length of
the slope from the toe to the stillwater shoreline, which gives S 0 = sL/h0. They
chose the lengthscale, L, to be the length between the points that have the maxi-
mum slope on a solitary wave described by the Boussinesq solution. Using their
numerical data for solitary wave breaking, they provided an empirical breaking
criterion in terms of the slope parameter:
S 0 = 1.521
s√
H0/h0
; breaker type =

No breaking, if S 0 > 0.37,
Surging, if 0.3 < S 0 < 0.37,
Plunging, if 0.025 < S 0 < 0.3,
Spilling, if S 0 < 0.025.
(3.18)
The coefficient 1.521 could easily be dropped from Grilli et al.’s definition of
the slope parameter, but has been kept as a useful reminder that its form and its
value to demarcate different regimes of breaking are related to the Boussinesq
solution to solitary waves.
In the incident waves generated in the experiments, two types of breakers
were observed: surging breakers and plunging breakers (see Table 3.2). For
plunging breakers, the overturning crest formed a jet that hit the dry land on-
shore of the stillwater shoreline and for surging breakers, the front face of the
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Wave H0 ￿0 n S 0 Breaker R Rd Ts Ud,L2 Frd,L2
(m) (-) (-) (-) type (m) (m) (s) (ms-1) (-)
W1 0.085 0.050 -0.17 0.57 NB 0.30 0.13 8.5 1.59 1.90
W2 0.128 0.074 -0.15 0.47 NB 0.46 0.17 8.5 1.95 2.31
W3 0.173 0.100 -0.13 0.40 NB 0.61 0.18 7.9 1.99 2.38
W4 0.226 0.131 -0.11 0.35 SU 0.75 0.20 7.8 1.97 2.35
W5 0.261 0.151 -0.11 0.33 SU 0.83 0.20 7.6 2.11 2.52
W6 0.295 0.171 -0.11 0.31 SU 0.90 0.19 7.4 2.21 2.59
W7 0.345 0.199 -0.11 0.28 PL 0.96 0.20 7.4 2.19 2.57
W8 0.410 0.237 -0.11 0.26 PL 1.09 0.21 7.5 2.29 2.72
W9 0.443 0.256 -0.11 0.25 PL 1.16 0.21 7.6 2.41 2.89
W10 0.493 0.286 -0.10 0.24 PL 1.23 0.21 7.7 2.54 2.97
Table 3.2: Integral properties of the climb and swash of solitary waves. NB
is a non-breakingwave, SU is a surging breaker, PL is a plunging
breaker.
wave became very steep as it moved past the stillwater shoreline and then col-
lapsed. Visual observations confirmed that the breaker typematched the predic-
tion of the slope parameter, S 0, defined in Eq. (3.18). Consequently, the results
of the experiments are presented in terms of S 0 so that properties of the swash
can be studied in terms of the breaker type.
The breaking point is defined as the location at which some part of the free-
surface (usually near the wave crest) first becomes vertical; this definition corre-
sponds to the mathematical interpretation of breaking that leads to the theoreti-
cal breaking criteria, Eq. (3.14) and (3.15). According to these criteria, all waves
with ￿0 > 0.0517 would break during uprush, whereas waves up to ￿0 = 0.1
were observed to show no signs of breaking. Whether wave breaking occurred
was decided by whether the surface of the water remained smooth and free of
entrained air during the uprush, which was determined from the images taken
by the overhead camera. The underestimation in the wave amplitude required
78
for breaking in the Synolakis (1987) theory is likely due to the shallow water
approximation that neglects the effects of dispersion, which act against wave
steepening and may locally alter whether the free-surface becomes vertical. The
Synolakis (1987) theory is also restricted to incident solitary waves of low non-
linearity (￿0 ￿ 1) and thus the theory may be inappropriate for the larger am-
plitude solitary waves used in this study.
Since there was no opportunity to observe the waves from the side in the
experiments to gather data on instantaneous wave shape, it was not possible
to locate the breaking points. If the wave broke, the location onshore of the
stillwater shoreline at which the surface of the water was no longer smooth
was identified by the overhead camera data. This location is called the collapse
point, partly to distinguish it from the breaking point, but mainly because of the
rapid process of conversion of potential energy to kinetic energy, analogous to
bore collapse, that followed. The collapse points for all breaking waves, given
in Table 3.3, fall within a narraw region onshore of the stillwater shoreline 0.1 <
x < 0.3m as seen in figure 3.5, which also shows that surging breakers collapsed
further onshore than plunging breakers. The time at which this collapse occured
is called the collapse time and also given in Table 3.3. Figures 3.9 and 3.10 show
measurements of the bed pressure and bed shear stress at location L2 and show
fluctuations at times corresponding to the collapse times. The wave collapsing
process made a large noise and imparted a sudden force on the beach. It is likely
that the fluctuations seen in Figures 3.9 and 3.10 are the result of vibrations of
the beach and the instruments; the consequences of the collapse process on the
flow dynamics are not fully understood. Similar fluctuations at the collapse
times are also observed in the bed shear stress and bed pressure signals at other
locations.
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Wave S 0 Breaker type Collapse location Collapse time
(-) (m) (s)
W1 0.57 NB - -
W2 0.47 NB - -
W3 0.40 NB - -
W4 0.35 SU 0.71 16.9
W5 0.33 SU 0.66 16.7
W6 0.31 SU 0.58 16.3
W7 0.28 PL 0.60 16.0
W8 0.26 PL 0.54 15.6
W9 0.25 PL 0.55 15.3
W10 0.24 PL 0.54 15.1
Table 3.3: Breaking and collapse in the swash of solitary waves. NB is a
non-breaking wave, SU is a surging breaker, PL is a plunging
breaker. Collapse location gives the x-coordinate and the col-
lapse time gives the time, twm, of the collapse points.
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Figure 3.9: Bed pressure, pb, of waves W5–10 at location L2 (x = −1.21 m,
h = 0.10 m). Left panel, from top to bottom: W5–7; right panel,
from top to bottom: W8–10.
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Figure 3.10: Bed shear stress, τb, of waves W5–10 at location L2 (x = −1.21
m, h = 0.10 m). Left panel, from top to bottom: W5–7; right
panel, from top to bottom: W8–10.
3.5 Integral properties of the swash
For any swash event, there are integral properties that can be assigned to it.
These include the run-up, the run-down and the time duration of the swash
(swash period). The initial growth rate of the solitary wave as it moves from a
region of constant depth to a plane sloping beach is also included in this section.
For all cases, the results from the current, and where available previous studies,
are re-scaled and discussed in terms of the solitary wave slope parameter, S 0.
3.5.1 Initial growth of wave height on sloping beach
As a solitary wave climbs the sloping beach, its height grows in a process re-
ferred to as shoaling. The shoaling of a solitary wave on a plane beach has
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been previously studied, but no shoaling laws (theoretical or empirical) exist to
predict the shoaling rate for a wide range of slopes and incident wave heights.
Peregrine (1967) pointed out that as long as the water depth is much larger than
the bottom boundary layer thickness and the celerity of the waveform is much
higher than the velocity of the water so that rotational velocities in the boundary
layer are not carried with the wave, the shoaling process is not influenced by the
viscosity and the value of the offshore water depth, h0, also does not influence
shoaling results. Green’s law, which states that H ∼ h−1/4, is originally a re-
sult from regular, linear, long waves (for a review, see Synolakis and Skjelbreia,
1993). Synolakis (1991) presented a theoretical result that showed that solitary
waves would also evolve according to Green’s law near the toe of the beach
if the incident wave non-linearity at the toe of the beach is negligible. Thus,
Green’s law is only applicable to a limited range of parameters for solitary wave
shoaling. The other known result is the Boussinesq law for shoaling of a solitary
wave, which states that the wave height grows as H ∼ h−1. It was derived by as-
suming that the total energy of the wave is conserved without change of shape
(Boussinesq, 1872), but in laboratory studies, wave steepening distorts the wave
shape. Ippen and Kulin (1954) conducted extensive experiments testing solitary
waves with incident non-linearities spanning the range 0.2 < ￿0 < 0.7 on slopes
in the range 1/43.5 < s < 1/15.4 and found that the shoaling rate decreases as the
slope becomes steeper. Synolakis and Skjelbreia (1993) proposed a ‘two-zone’
evolution of solitary waves based on their own experimental results as well as
those of Camfield and Street (1969); Saeki et al. (1971); Synolakis (1986); Skjel-
breia (1987): a ‘zone of gradual shoaling’ following Green’s law and a ‘zone of
rapid shoaling’ just before wave breaking occurs following Boussinesq’s law. As
they noted, shoaling according to the Boussinesq law just before wave break-
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Figure 3.11: Growth of wave height as a function of local depth: symbols,
wave gauge data; , power law fits, Eq. (3.19).
ing is a purely empirical result since the shape of the wave is changing very
rapidly in this zone. Only data on slopes of s = 1/20 or milder are considered in
their analysis. Hsiao et al. (2008) conducted experiments on a slope of s = 1/60
and found the two zone model to agree qualitatively with their data. Results
of the numerical studies of Grilli et al. (1994) show that on the mildest slope
they considered, s = 1/35, their results agreed qualitatively with the two-zone
model; solitary waves approximately follow Green’s law of shoaling until the
local wave non-linearity becomes H/h ≈ 0.5 and the Boussinesq law just before
breaking. On steeper slopes, they concluded that there was no general law able
to predict the shoaling rate and on very steep slopes, wave height is unchanged
or even decreases as the wave travels up the slope.
The three wave gauges on the slope and the wave gauge at the toe provided
wave height data for 0.47 < h/h0 < 1. The data from repeated waves was aver-
aged and fitted to a power law of the form
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Figure 3.12: Shoaling rate exponent, n, calculated from a power law fit to
data, Eq. (3.19), as a function of incident wave non-linearity,
￿0. Vertical bars show the uncertainty.
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Figure 3.13: Shoaling rate exponent, n, calculated from a power law fit to
data, Eq. (3.19), as a function of slope parameter, S 0. Vertical
bars show the uncertainty. , Grilli et al. (1997) breaking
criterion, Eq. (3.18).
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H ∝ hn, (3.19)
and plotted in Figure 3.11. The exponent of the power law, n, is given in Table
3.2 and plotted in Figure 3.12 as a function of the incident wave non-linearity,
￿0, and in Figure 3.13 as a function of the slope parameter, S 0. The uncertainty
in the exponent, n, is found by applying the bootstrap technique (Efron and
Tibshirani, 1993) to the residuals of the power law fit. The data show that the
breaking waves (W4–10) covering a wide range of incident wave non-linearity,
0.13 < ￿0 < 0.29, and a wide range of breaker types, 0.24 < S 0 < 0.35, the
shoaling rate remains almost constant, −0.12 < n < −0.10. Over the full range
of incident waves, the absolute value of the shoaling exponent decreases with
increasing incident wave height but for this slope, there seems to be a limit
near n = −0.1 for how slowly the wave height grows. For the smallest inci-
dent waves, the shoaling rate is approaching that of Green’s law (n = −0.25).
Thus, the data are consistent with the conclusions drawn in the literature: (i)
the shoaling of a solitary wave is independent of the incident wave height if
the incident wave non-linearity is non-negligible; (ii) when the incident wave
non-linearity is small, the shoaling rate near the toe, before the local wave non-
linearity grows too large, approaches Green’s law. The current experiments do
not show evidence of the two zones of shoaling, although Li and Raichlen (1998)
pointed out that on steeper slopes, the waves tend to break before they have a
chance to evolve due to the effect of the slope.
Figure 3.14 shows that wave fronts are very steep for waves W5-10 at lo-
cation L2 (stillwater depth h = 0.10 m), although the waves still have smooth,
rounded crests. Thus, the power law growth rate, n, derived from the fit to the
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Figure 3.14: Free-surface displacement, η, of waves W5–10 at location L2
(x = −1.21 m, h = 0.10 m). Left panel, from top to bottom:
W5–7; right panel, from top to bottom: W8–10.
wave height data from near the toe of the beach can be extrapolated to loca-
tion L2 to see how well the initial growth rate of wave height predicts the wave
height very close to the breaking point. The wave height at location L2 pre-
dicted in this way is denoted HL2,n and listed in Table 3.4 and compared to the
measured wave height at location L2, HL2. The actual wave height is lower than
predicted suggesting that the growth rate near the stillwater shoreline is slower
than the initial growth rate near the toe of the beach.
3.5.2 Run-up
Most studies of soltiary wave run-up do not consider the effects of bottom fric-
tion, turbulent dissipation or the surface tension and so the variables of inter-
est are reduced to those shown in Figure 3.2. Analytical solutions are avail-
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Wave ￿0 HL2 HL2,n
(-) (m) (m)
W1 0.050 0.119 0.148
W2 0.074 0.158 0.207
W3 0.100 0.205 0.264
W4 0.131 0.262 0.320
W5 0.151 0.274 0.366
W6 0.171 0.328 0.405
W7 0.199 0.386 0.478
W8 0.237 0.460 0.551
W9 0.256 0.522 0.598
W10 0.286 0.556 0.654
Table 3.4: Wave height of solitary waves at location L2 (x = −1.21 m, h =
0.10 m), measurements (HL2) and predictions from growth rate
near the toe of the beach (HL2,n) fitted to Eq. (3.19)
able for the run-up of non-breaking solitary waves, Eq. (3.13) and (3.16), but
only empirical relationships are available for breaking solitary waves (Li and
Raichlen, 2003; Fuhrman and Madsen, 2008; Lo et al., 2013). For periodic waves,
a surf similarity parameter, introduced by Battjes (1974), has been used to pre-
dict run-up. Mei (1989) showed that the form of the surf similarity parameter
for monochromatic waves is consistent with the breaking criterion from the Car-
rier and Greenspan (1958) theory and following this pattern for solitary waves,
Lo et al. (2013) introduced a solitary wave surf parameter, s(H0/h0)−9/10, where
the breaking criterion from Synolakis (1987), Eq. (3.14), is reduced to its funda-
mental form by removing all constants. A similar solitary wave surf parameter,
in which the exponent is −1 instead of −9/10, was introduced by Kobayashi and
Karjadi (1994) and given an explicit form by Fuhrman and Madsen (2008).
Intuitively, for a given offshore water depth and slope of the plane beach,
the highest run-up normalized by the incident wave height, R/H0, should be
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expected to occur for a solitary wave that almost breaks. The reasoning behind
this intuition is that large waves that break far offshore form fully-developed
bores by the time they reach the shoreline and in doing so they lose energy that
would have been converted to potential energy of the run-up. On the other
hand, for non-breaking waves, the higher the incident wave height, the larger
the incoming energy and the larger the run-up is expected to be. So it is rea-
sonable to expect that the dimensionless run-up, R/H0, should be a function of a
breaking criterion. The Grilli et al. (1997) slope parameter, S 0, is a reliable break-
ing criterion for a wide range of incident solitary wave non-linearities. In fact,
the Synolakis (1987) run-up law, Eq. (3.13), can be re-expressed using the slope
parameter to give
R
H0
= 3.49S −
1
2
0 , (3.20)
which is valid for S 0 ￿ 5.28. Fuhrman andMadsen (2008) also identified a form
of S 0 without any constants as a solitary wave run-up parameter.
The run-up of solitary waves in the experiments is given in Table 3.2. The
current data and data from previous laboratory studies of solitary wave run-up,
R/H0, is plotted together against the solitary wave slope parameter, S 0, in Fig-
ure 3.15. It can be seen that the highest run-up is in the vicinity of the breaking
criterion, S 0 = 0.37, confirming that S 0 is a relevant parameter. If the high-
est dimensionless run-up is expected from waves that almost break, the data
suggests that the Grilli et al. (1997) breaking criterion overestimates the incident
wave amplitude and that waves of a slightly lower incident amplitude are likely
to break so that the breaking criterion should be S 0 ≈ 0.4 − 0.5. Given that Grilli
et al.’s numerical model was two-dimensional and solved the inviscid Euler’s
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Figure 3.15: Run-up of solitary waves plotted against the slope parameter:
LO, Lo et al. (2013); LR, Li and Raichlen (2001, 2002); SY, Syno-
lakis (1987); BR, Briggs et al. (1995);HS, Hsiao et al. (2008); CH,
Chang et al. (2009); HW, Hall and Watts (1953); LS, Langsholt
(1981); JN, Jensen et al. (2003); PE, Pedersen et al. (2013); CU,
Current data; , Synolakis (1987) run-up law, Eq. (3.20);
, Grilli et al. (1997) breaking criterion, Eq. (3.18).
equations and thereby did not include effects of spanwise instabilities and vis-
cosity (both of which might be important in the early onset of breaking), it is
reasonable to expect that breaking in laboratory experiments starts to happen
earlier than predicted by the numerical model. The Hsiao et al. (2008) data was
conducted at a slope of s = 1/60 and shows the same trend as the rest of the data
for which the range of slopes spans 1/30 ≤ s ≤ 1. Plotted against the slope pa-
rameter, the data also show that Synolakis’s run-up law, Eq. (3.20), provides an
upper bound for the run-up of non-breaking waves (as might be expected from
a theory that doesn’t consider frictional effects) for values of the slope parame-
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Figure 3.16: Run-down of solitary waves plotted against the slope param-
eter: ◦, data; , Madsen and Scha¨ffer (2010) run-down
law, Eq. (3.21); , Grilli et al. (1997) breaking criterion,
Eq. (3.18); · · · · · ·, S 0 = 0.70 (value of slope parameter that
corresponds to downrush breaking criterion, Eq. (3.15), for
s = 1/12).
ter larger than S 0 ≈ 0.54. The Hall and Watts (1953) data shows higher run-ups
than Eq. (3.20), but it is known that the generation mechanism for their solitary
waves was rudimentary and thus the run-up measurements are of limited ac-
curacy. The current data differs somewhat from previous data since it is taken
at a much larger scale than typical laboaroty measurements. However, it fits
within the scatter of the rest of the data. Even though the parameter introduced
by Lo et al. (2013) also provides a collapse of the data, Figure 3.15 shows that S 0
provides a credible parameterization of the run-up as well as the breaker type
and that the two phenomena are invariably linked.
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3.5.3 Run-down
When the supercritical downrush flow meets the near-quiescent offshore wa-
ter body, a hydraulic jump is created. This hydraulic jump is also referred to as
downrush breaking, due to the similarities it shows to conventional wave break-
ing during uprush. The occurrence of the hydraulic jump was identified by the
overhead cameras and the region where it occurred for all waves is shown in
Figure 3.5. The Madsen and Scha¨ffer (2010) downrush breaking criterion, Eq.
(3.15), predicts that for this slope (s = 1/12), all waves with ￿0 > 0.0325 would
exhibit downrush breaking. All incident waves were above this threshold and
they were all observed to break during downrush creating a hydraulic jump. As
previously mentioned, the run-down result in the Madsen and Scha¨ffer (2010)
theory is for waves that do not break during downrush, and since all waves in
this study showed evidence of a hydraulic jump during downrush, a compari-
son to the theory cannot be made. For waves where a hydraulic jump does oc-
cur, the run-down is defined as the vertical extent below the stillwater shoreline
that the hydraulic jump occurs and this data is given in Table 3.2. Unlike up-
rush breaking, no general downrush breaking criterion in terms of S 0 based on
solutions to fully non-linear potential flow equations exists, but the run-down is
nonetheless plotted against the solitary wave slope parameter, S 0, in Figure 3.16.
The Madsen and Scha¨ffer (2010) run-down result, Eq. (3.16), is re-expressed us-
ing the slope parameter to give
Rd
H0
= −1.39S − 120 , (3.21)
and also plotted in Figure 3.16. Vertical lines demarcate the values for S 0 for
which the wave will break during uprush, the wave will not break during up-
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rush but will create a hydraulic jump during downrush, or the wave will not
break during uprush or downrush. Similar to the run-up, the trend is that the
magnitude of Rd/H0 decreases either side of the value of S 0 where the down-
rush breaking is first predicted to occur for this slope. The effects of friction on
downrush breaking are expected to be larger than those for uprush breaking
because friction is expected to cause a reduced run-up, which causes the down-
rush to begin earlier. Due to the effects of friction, the downrush flow meets
the main water body with less momentum than a frictionless case, causing an
earlier hydraulic jump.
The strength of the hydraulic jump is determined by computing the Froude
number before the hydraulic jump occurs. Figure 3.5 shows that the hydraulic
jumps for all waves occur offshore of location L2. The maximum offshore-
directed velocity measured by the ADV at location L2 is denoted as Ud,L2 and
also listed in Table 3.2. The value of the local water depth when the velocity
reaches Ud,L2 is typically around 7 cm. After the water depth decreases beyond
this point, the ADV is no longer able to make reliable measurements. Ud,L2 is
used as an approximate depth-averaged velocity in the flow at location L2 and
combined with the measurement of the free-surface elevation at that time to es-
timate the maximum Froude number that the flow at location L2 reaches, Frd,L2.
The values for this estimated Froude number are also shown in Table 3.2. It can
be seen that Froude numbers as large as Frd,L2 ≈ 3 are reached for wave W10.
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Figure 3.17: Dimensionless swash period, Ts/T0, plotted against the slope
parameter, S 0.
3.5.4 Swash period
The time duration of the swash is called the swash period and denoted by Ts
herein. It is defined as the time from when the wave collapses in the uprush to
the time when the hydraulic jump forms during downrush. For non-breaking
waves, the swash period is defined as the time fromwhen the shoreline starts to
move in uprush until the hydraulic jump forms in the downrush. Table 3.2 gives
the data of Ts. The ratio of the swash period to the incident wave period is then
Ts/T0 and it is plotted in Figure 3.17. The data shows that as S 0 decreases, i.e.,
as wave breaking becomes more pronounced, the dimensionless swash period
increases. Therefore the swash period does not increase with incident wave
period. For the wave cases that are barely breaking (S 0 ≈ 0.37), Ts/T0 ≈ 1,
whereas for non-breaking waves, Ts/T0 < 1, and for breaking waves, Ts/T0 > 1.
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Figure 3.18: Shoreline position, xs (t), for all waves: W1–3, NB; W4–6, SU;
W7–10, PL.
3.6 Shoreline motion
The tracked shoreline position along the slope, xs (t), for all waves is plotted
in Figure 3.18. A second-order accurate finite difference scheme was used to
obtain the shoreline velocity along the slope, us (t), and plotted in Figures 3.19–
3.20 against the shoreline position. For waves that break, the shoreline motion
tracking begins when it is alreadymoving with a large velocity immediately fol-
lowing the collapse point. During the breaking process, the shoreline position
is undefined as the wave crest curls over the stillwater shoreline. The shore-
line accelerations seen in the initial stages of the surging and plunging breakers
are caused by the steepness of the wave front (a pressure gradient that is fa-
vorable in the onshore direction), which is lost when the collapse is completed.
A similar feature was observed in numerical study of Hibberd and Peregrine
(1979). For the plunging breakers, the collapse point occurs just after the still-
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Figure 3.19: Shoreline velocity, us (t), forW1–5. (W1–3, NB;W4–6, SU;W7–
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Figure 3.20: Shoreline velocity, us (t), for W5–10. (W1–3, NB; W4–6, SU;
W7–10, PL.)
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water shoreline so that the shoreline shows a very short acceleration phase. For
the surging breakers, the collapse point occurs further onshore (see Figure 3.5)
and thus the shoreline acceleration persists slightly longer. For non-breaking
waves, the shoreline accelerates gradually from rest at the stillwater shoreline
and reaches a maximum velocity before a gradual deceleration until the run-up
is reached.
The shoreline velocity of the plunging breakers, e.g., W9 and W10 in Figure
3.20, show a sudden increase near x = 11 m before falling to zero when the run-
up is reached. This feature was also observed by Yeh et al. (1989) and Zhang
and Liu (2008), who called it a ‘mini-collapse’. Zhang and Liu (2008) examined
the velocity field in the vicinity of the mini-collpase and showed that there was
a build up of fluid behind the swash tip due to the effects of bed friction at
the swash tip. The built up fluid resembled a small bore that created a ‘mini-
collapse’ when it caught up to the shoreline.
3.6.1 Swash initiation shoreline velocity for breaking waves
The very steep wave fronts of waves W5–10 in Figure 3.14 show that the waves
have undergone sufficient non-linear steepening to make the use of NSWE, Eq.
(3.1), appropriate. The steep fronts can be treated as bore fronts in the context
of Eq. (3.1) and the wave heights at location L2 as the height of the bores. If
the bore strength is high enough, we expect bore evolution to be governed by
Whitham’s formula, Eq. (3.5), as the bore approaches the stillwater shoreline.
Then, the swash initiation shoreline velocity,Us, is expected to be well-predicted
by the solution to Whitham’s formula, Eq. (3.8), in which the bore height at lo-
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Wave ￿0 HL2 (H/h)L2 ML2 Us,p Us Us,m Uα,(x>0)
(-) (m) (-) (-) (ms-1) (ms-1) (ms-1) (ms-1)
W1 0.050 0.119 1.19 - - - 1.2 -
W2 0.074 0.158 1.58 - - - 1.9 -
W3 0.100 0.205 2.05 - - - 2.7 -
W4 0.131 0.262 2.62 1.25 4.1 3.6 3.7 4.8
W5 0.151 0.274 2.74 1.26 4.2 3.7 4.2 5.0
W6 0.171 0.328 3.28 1.31 4.7 4.1 4.3 5.3
W7 0.199 0.386 3.86 1.36 5.2 5.0 5.3 5.4
W8 0.237 0.460 4.60 1.41 5.7 5.7 5.9 5.5
W9 0.256 0.522 5.22 1.46 6.2 6.2 6.4 5.6
W10 0.286 0.556 5.56 1.49 6.5 6.6 6.8 5.7
Table 3.5: Properties of solitary waves at location L2 (x = −1.21m, h = 0.10
m), measurements (Us) and predictions (Us,p) of the swash ini-
tiation shoreline velocity, and constant value of the characteris-
tic variable, α, as determined from measurements in the swash
(Uα,(x>0)).
cation L2 provides the initial condition. Table 3.5 lists the values of the swash
initiation shoreline velocity: (i) predicted using Whitham’s formula, Us,p; (ii)
measured immediately after collapse, Us; (iii) measured maximum during up-
rush, Us,m.
Figure 3.21 plots these predicted and measured swash initiation shoreline
velocities, made dimensionless by the offshore linear, long wave celerity,
￿
gh0.
There are two sources of uncertainty in the measurement of the shoreline veloc-
ity: the truncation error in the finite difference scheme to calculate the shoreline
velocity from the shoreline position data and the uncertainty in the position of
the shoreline at each datapoint. The uncertainty in the shoreline position domi-
nates in this case and it is propagated to an uncertainty in the shoreline velocity
to give the error bars in the measured swash initiation shoreline velocity (e.g.,
Taylor, 1997). The overall agreement between the predicted and measured val-
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Figure 3.21: Swash intitiation shoreline velocity – comparison of predic-
tions and measurements: ◦, Us,p; ×, Us; ￿, Us,m. Error bars rep-
resent uncertainty in measurement of the shoreline velocity
and are not shown for the maximum measure shoreline ve-
locity, Us,m, for reasons of space.
ues of the swash initiation shoreline velocity verifies the theory of Ho andMeyer
(1962), who showed that the evolution of the bore during collapse is only very
weakly influenced by the details of the bore. However, it can be seen that while
the predicted values for the swash initiation shoreline velocity match the mea-
sured values very well for plunging breakers (0.025 < S 0 < 0.3), the measured
values for the surging breakers (0.3 < S 0 < 0.37) are slightly lower than those
predicted. The source of this discrepancy for surging breakers is likely the fact
that surging breakers do not completely collapse by the time the shoreline starts
to move. A similar agreement in the predicted and measured swash initiation
shoreline velocity was also observed by Yeh et al. (1989), who found that for
undular bores (or weak bores), the swash initiation shoreline velocity predicted
byWhitham’s formula matched the measured value, but it occurred slightly on-
shore of the stillwater shoreline. The description of the collapse of undular bores
98
matches that of the plunging breakers in this study, i.e., the collapse occurred
via overturning of the fluid onto the dry land onshore of the stillwater shore-
line. For fully-developed bores (or strong bores), Yeh et al. (1989) found that the
bore exchanges momentum with the wedge-shaped fluid in front of the bore
and pushes this fluid onshore to initiate the swash. This momentum exchange
causes a lower initial shoreline velocity than predicted by Whitham’s formula.
Such a transition might be expected for solitary waves that form spilling break-
ers.
Figure 3.21 also shows that the swash initiation shoreline velocity for soli-
tary waves that barely break (S 0 ≈ 0.35) is close to the offshore linear, long
wave speed,
￿
gh0. As S 0 decreases towards plunging breakers, Us increases to
around 1.6
￿
gh0, and it may increase further for even larger waves. Overall, the
relationship between Us/
￿
gh0 and S 0 provides a link between the velocity scale
of the swash, i.e., the swash initiation shoreline velocity, and the offshore wa-
ter depth by using S 0 to predict the breaker type. There may be an additional
slope dependency not captured by S 0 since the slope is of primary importance
in determination of increases in wave height during shoaling.
3.7 Swash flow evolution
Given that the bore collapse theory is able to predict the swash initiation shore-
line velocity, it is natural to ask whether the flow evolution in the swash follows
the swash solution, Eq. (3.10), since it was shown that bore collapse provides a
valid initial condition for the swash solution (section 3.2.1). Figure 3.22 and Fig-
ure 3.23 plot the characteristic variable, α, as a function of time for all locations
99
onshore of the stillwater shoreline (x > 0) for a surging breaker, wave W5, and a
plunging breaker, waveW10, respectively. The value of α = u+2c+gsts is calcu-
lated frommeasurements: the free-surface elevation is used to compute the local
long wave celerity, c = √gη, the near-bed velocity, u, is assumed to approximate
the depth-averaged velocity, u, during the mid-swash duration when ADV data
is available (vertical variation of horizontal velocity in the swash is weak, e.g.,
Pedersen et al., 2013), and the collapse point is taken to be (x, t) = (0, 0). Since
α was found not vary appreciably in x for all breaking waves, Figure 3.24 plots
α as a function of time for all breaking waves (W4–10). The data in Figure 3.24
shows that α ≈ const. throughout the swash flow, except near the swash tip,
where the effects of bed friction reduces the depth-averaged velocity locally re-
ducing α, and towards the end of the downrush, where the effects of bed friction
delays the water depth falling to zero increasing α. A constant α is in accordance
with the swash solution, but unlike the swash solution, the data in Figure 3.24
shows that the constant is not necessarily equal to the measured swash initia-
tion shoreline velocity, Us. By taking a time-average of the the values of α in
Figure 3.24 during the mid-swash duration where α ≈ const., the constant value
of α in the swash is calculated. This constant value is called Uα,(x>0) and is listed
in Table 3.5 for all breaking waves (W4–10).
Figures 3.25–3.27 plot the free-surface elevation and the near-bed velocity for
the surging breakers (W4–6) at two separate locations (L5, L8) and compare the
data to the swash solution, Eq. (3.10), which is calculated usingUα,(x>0) instead of
the measured Us. Figures 3.28–3.31 show the same plots for the plunging break-
ers (W7–10) at the same locations (L5, L8). The data match the swash solution
very well, as expected since the value of Uα,(x>0) was determined from the data.
However, the more meaningful result is that the flow evolution in the swash for
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Figure 3.22: The characteristic variable, α, calculated from experimental
data and made dimensionless by the measured swash initia-
tion shoreline velocity, Us, as a function of time for wave W5
(SU, H0 = 0.261 m, ￿0 = 0.151) for locations onshore of the
stillwater shoreline, L3–9.
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Figure 3.23: The characteristic variable, α, calculated from experimental
data and made dimensionless by the measured swash initia-
tion shoreline velocity, Us, as a function of time for wave W10
(PL, H0 = 0.493 m, ￿0 = 0.286) for locations onshore of the
stillwater shoreline, L3–9.
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Figure 3.24: The characteristic variable, α, calculated from experimental
data and made dimensionless by the measured swash initia-
tion shoreline velocity, Us, as a function of time for all break-
ing waves: W4–10.
breaking solitary waves does follow the swash solution, since α ≈ const., but the
constant, which is also the only free-parameter in the swash solution, must be
correctly scaled. Then, important quantities such as the maximum flow depth
and time of flow reversal at a given location can be accurately determined. With
the knowledge that the flow evolution of the swash of breaking solitary waves
follows the swash solution, the following salient features of this flow can be
pointed out. The time of flow reversal does not necessarily occur in phase with
the maximum flow depth – the free-surface starts to decrease while the velocity
is still positive. Flow reversal occurs earlier further down the slope and the lo-
cation where flow reversal occurs climbs the slope stretching and thinning the
swash flow. The free-surface gradient, ∂η/∂x, is positive, or equivalently, the
total fluid particle acceleration is negative, for the majority of the swash. These
features are discussed in more detail in the context of field measurements by
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Figure 3.25: Free-surface elevation, η, and near-bed velocity, u, for W4 (SU,
H0 = 0.226 m, ￿0 = 0.131) at locations L5 (x = 2.42 m), L8
(x = 6.10 m) and comparisons to swash solution, Eq. (3.10),
scaled using Uα,(x>0). Top panel: , η at L5; , η at L8;
, η from swash solution, Eq. (3.10). Bottom panel: , u
at L5; , u at L8; , u from swash solution, Eq. (3.10); ◦,
shoreline velocity, us, at L5; •, shoreline velocity, us, at L8.
Baldock and Hughes (2006).
In Figures 3.26 and 3.27, the hollow and filled circles show the measurement
of velocity of the shoreline at locations L5 and L8, respectively. At location L5,
the shoreline arrives at the time predicted by the swash solution and the fric-
tionless shoreline motion, Eq. (3.9), but the velocity is lower than predicted due
to the effects of bed friction. Consequently, at location L8, the shoreline arrives
at a later time than predicted by the frictionless shoreline motion. In Figures
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Figure 3.26: Free-surface elevation, η, and near-bed velocity, u, for W5 (SU,
H0 = 0.261 m, ￿0 = 0.151) at locations L5 (x = 2.42 m), L8
(x = 6.10 m) and comparisons to swash solution, Eq. (3.10),
scaled using Uα,(x>0). Top panel: , η at L5; , η at L8;
, η from swash solution, Eq. (3.10). Bottom panel: , u
at L5; , u at L8; , u from swash solution, Eq. (3.10); ◦,
shoreline velocity, us, at L5; •, shoreline velocity, us, at L8.
3.29 and 3.31, the shoreline velocity at location L5 and L8 matches, or exceeds
the predicted value from the frictionless motion due to the acceleration of the
shoreline during the wave collapse process.
To compare the various estimates and measurements of the swash initiation
shoreline velocity, Figure 3.32 plots the direct measurement of the initial shore-
line velocity, Us, the prediction of the swash initiation shoreline velocity from
wave height measurements at location L2, Us,p, and the costant value of the
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Figure 3.27: Free-surface elevation, η, and near-bed velocity, u, for W6 (SU,
H0 = 0.295 m, ￿0 = 0.171) at locations L5 (x = 2.42 m), L8
(x = 6.10 m) and comparisons to swash solution, Eq. (3.10),
scaled using Uα,(x>0). Top panel: , η at L5; , η at L8;
, η from swash solution, Eq. (3.10). Bottom panel: , u
at L5; , u at L8; , u from swash solution, Eq. (3.10); ◦,
shoreline velocity, us, at L5; •, shoreline velocity, us, at L8.
characteristic variable, α, determined from measurements in the swash, Uα,(x>0),
against the slope parameter, S 0. As S 0 decreases, i.e., as breaker type moves
from surging to plunging, the relative magnitudes of the three swash initiation
shoreline velocity scales changes from Uα,(x>0) > Us,p > Us to Uα,(x>0) < Us,p < Us,
although the difference between Us and Us,p is not appreciable for the plunging
breakers.
For surging breakers, the corresponding physical interpretation is that the
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Figure 3.28: Free-surface elevation, η, and near-bed velocity, u, for W7 (SU,
H0 = 0.345 m, ￿0 = 0.199) at locations L5 (x = 2.42 m), L8
(x = 6.10 m) and comparisons to swash solution, Eq. (3.10),
scaled using Uα,(x>0). Top panel: , η at L5; , η at L8;
, η from swash solution, Eq. (3.10). Bottom panel: , u
at L5; , u at L8; , u from swash solution, Eq. (3.10); ◦,
shoreline velocity, us, at L5; •, shoreline velocity, us, at L8.
flow in the swash zone is driven by a larger initial energy than that predicted by
bore collapse theory, which in turn is larger than the energy corresponding to
the velocity of the shoreline when it first begins moving the initial energy. The
initial shoreline velocity for surging breakers is lower than that predicted by
bore collapse theory because the theory assumes that the height of the bore col-
lapses to zero, and the conversion between potential energy of the bore to kinetic
energy of the swash is complete, by the time the shoreline starts to move. Due
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Figure 3.29: Free-surface elevation, η, and near-bed velocity, u, for W8 (PL,
H0 = 0.410 m, ￿0 = 0.237) at locations L5 (x = 2.42 m), L8
(x = 6.10 m) and comparisons to swash solution, Eq. (3.10),
scaled using Uα,(x>0). Top panel: , η at L5; , η at L8;
, η from swash solution, Eq. (3.10). Bottom panel: , u
at L5; , u at L8; , u from swash solution, Eq. (3.10); ◦,
shoreline velocity, us, at L5; •, shoreline velocity, us, at L8.
to the kinematics of surging breakers (detailed measurements of velocity and
acceleration fields near the stillwater shoreline for a surging breaker are shown
in Jensen et al., 2003), this transformation is not complete when the shoreline
starts to move. The same idea can be also be interpreted as an ambiguity in the
location and time of collapse, (x, t) = (0, 0), in the context of the bore collapse
theory. The prediction from bore collapse theory, Us,p, may be an underesti-
mate for surging breakers because, as measured at location L2, they may not
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Figure 3.30: Free-surface elevation, η, and near-bed velocity, u, for W10
(PL, H0 = 0.443 m, ￿0 = 0.256) at locations L5 (x = 2.42 m),
L8 (x = 6.10m) and comparisons to swash solution, Eq. (3.10),
scaled using Uα,(x>0). Top panel: , η at L5; , η at L8;
, η from swash solution, Eq. (3.10). Bottom panel: , u
at L5; , u at L8; , u from swash solution, Eq. (3.10); ◦,
shoreline velocity, us, at L5; •, shoreline velocity, us, at L8.
be a good approximation to bores of high strength, i.e., their dynamics are not
the same as a bore of the same height. The milder wave fronts of waves W5–7
compared to waves W8–10 in Figure 3.14 show evidence for this argument. Or
alternatively, for surging breakers, data is required from closer to the stillwater
shoreline than location L2 to use bore collapse theory. For plunging breakers,
Us ≈ Us,p to within the uncertainty of measurement suggesting that bore col-
lapse theory is valid, but Uα,(x>0) < Us. The reason for a swash zone flow that is
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Figure 3.31: Free-surface elevation, η, and near-bed velocity, u, for W10
(PL, H0 = 0.493 m, ￿0 = 0.286) at locations L5 (x = 2.42 m),
L8 (x = 6.10m) and comparisons to swash solution, Eq. (3.10),
scaled using Uα,(x>0). Top panel: , η at L5; , η at L8;
, η from swash solution, Eq. (3.10). Bottom panel: , u
at L5; , u at L8; , u from swash solution, Eq. (3.10); ◦,
shoreline velocity, us, at L5; •, shoreline velocity, us, at L8.
driven by a lower initial energy than that corresponding to the initial shoreline
velocity is likely the loss of energy from the mean flow to turbulent kinetic en-
ergy in the violent breaking process that occurs in plunging breakers. Overall,
for the range of breaker types investigated, the swash zone flow is driven by
an initial energy that corresponds to a swash initiation shoreline velocity in the
range 1.1
￿
gh0 < Uα,(x>0) < 1.4
￿
gh0.
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Figure 3.32: Comparisons of different estimates for the swash intitiation
shoreline velocity: ◦, Us,p, predicted from Whitham’s formula
for bore collapse, Eq. (3.5)–(3.8); ×, Us, measured initial shore-
line velocity; •, Uα,(x>0), constant value of characteristic vari-
able, α, from measurements in the swash.
3.8 Bed shear stress
The time series of the bed shear stress and near-bed velocity in the swash mea-
surement zone for three representative locations (L2, L5 and L8) for three rep-
resentative waves (W3 - non breaking, W5 - surging breaker, W10 - plunging
breaker) are shown in Figures 3.33, 3.34 and 3.35. The sign convention for the
bed shear stress is positive when it is directed onshore and negative when it is
directed offshore. The fluctuations in the bed shear stress, previously discussed
in section 3.4.1, are seen again. The shoreline velocity for eachwave for locations
onshore of the stillwater shoreline (L5, L8) are also plotted. The free-surface ele-
vation and bed pressure for the same waves at the same locations are shown in
Figures 3.36, 3.37 and 3.38. At location L2, none of the waves have reached their
breaking point, but at location L5, all waves that break have fully collapsed.
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Figure 3.33: Bed shear stress and near-bed velocity for waveW3 (NB, H0 =
0.173 m, ￿0 = 0.100): , bed shear stress, τb; , near-bed
velocity, u; ◦, shoreline velocity, us. Locations: L2 (x = −1.21
m); L5 (x = 2.42 m); L8 (x = 6.10 m).
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Figure 3.34: Bed shear stress and near-bed velocity for wave W5 (SU, H0 =
0.261 m, ￿0 = 0.151): , bed shear stress, τb; , near-bed
velocity, u; ◦, shoreline velocity, us. Locations: L2 (x = −1.21
m); L5 (x = 2.42 m); L8 (x = 6.10 m).
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Figure 3.35: Bed shear stress and near-bed velocity for waveW10 (PL, H0 =
0.493 m, ￿0 = 0.286): , bed shear stress, τb; , near-bed
velocity, u; ◦, shoreline velocity, us. Locations: L2 (x = −1.21
m); L5 (x = 2.42 m); L8 (x = 6.10 m).
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Figure 3.36: Free-surface elevation and bed pressure for wave W3 (NB,
H0 = 0.173 m, ￿0 = 0.100): , free-surface elevation, η; ,
bed pressure, pb. Locations: L2 (x = −1.21 m); L5 (x = 2.42 m);
L8 (x = 6.10 m).
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Figure 3.37: Free-surface elevation and bed pressure for wave W5 (SU,
H0 = 0.261 m, ￿0 = 0.151): , free-surface elevation, η; ,
bed pressure, pb. Locations: L2 (x = −1.21 m); L5 (x = 2.42 m);
L8 (x = 6.10 m).
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Figure 3.38: Free-surface elevation and bed pressure for wave W10 (PL,
H0 = 0.493 m, ￿0 = 0.286): , free-surface elevation, η; ,
bed pressure, pb. Locations: L2 (x = −1.21 m); L5 (x = 2.42 m);
L8 (x = 6.10 m).
113
For the swash cycle at a location onshore of wave collapse, the highest bed
shear stress occurs when the swash tip first arrives during uprush, where the
water particle velocity must equal the shoreline velocity (Figures 3.33–3.35). In
the same region, the bed pressure rises faster than the free-surface (Figures 3.36–
3.38) implying large vertical accelerations, although quantitative comparisons
between the bed pressure and the free-surface elevation at the swash tip are not
attempted because the free-surface is somewhat ill-defined at the swash tip due
to a large amount of entrained air that rises to the surface. Furthermore, the
spatial resolution of the free-surface elevation measurement is coarser than the
bed pressure measurement due to the differences in sensor sizes and principles
of operation. The high values of bed shear stress at the swash tip are thought
to be due to the continually developing boundary layer and bore-generated tur-
bulence from the contiuous breaking at the leading edge of the swash. Mea-
surements of the velocity near the swash tip have so far proven difficult due
to the presence of air bubbles, highly unsteady nature of the swash tip and its
fast translational velocity (e.g. O’Donoghue et al., 2010; Kikkert et al., 2012), but
Pedersen et al. (2013) have measured and computed velocity profiles close to a
laminar swash tip in a small-scale laboratory study. Baldock et al. (2014) have
also studied a laminar swash tip by using a highly viscous fluid. They showed
that there is flow convergence at the swash tip as the fluid near the surface trav-
els faster than the fluid near the bed and impinges onto the bed creating high
strain rates that lead to high values of bed shear stress. The impingement of
the fluid onto the bed may also explain why the bed pressure is measured to be
higher than the hydrostatic pressure. Sumer et al. (2011) showed similar trends
for the bed shear stress in the swash of a plunging solitary wave. They used a
hot-film sensor that was 0.5 mm x 0.5 mm. With its small size, they were also
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able to capture some of the turbulent fluctuations of the bed shear stress. In the
swash zone, they showed that the instantaneous bed shear stress at the swash
tip could be twice the mean bed shear stress, which they obtained through en-
semble averaging. Behind the swash tip, the bed shear stress decays rapidly and
the pressure returns to hydrostatic. The low values of the bed shear stress are
in phase with the velocity due to absence of strong pressure gradients, unlike
boundary layers under waves in water of constant depth where the bed shear
stress leads the velocity (e.g., Nielsen, 1992; Liu et al., 2007). The flow in this
part of the swash cycle, the mid-swash duration, is a gravity-driven flow that
follows the evolution predicted by the swash solution, Eq. (3.10).
Towards the end of the downrush, the bed shear stress values are also high
(and directed offshore). The flow velocities during this period are also difficult
to measure due to the very shallow depths, but the velocity data before the flow
depth becomes too shallow show that the flow is accelerated down the slope by
gravity and the magnitude of the bed shear stress increases to slow down the
flow while the flow depth continues to reduce. The bed shear stress reaches a
peak negative value after which it reduces to zero as the water runs out. The
velocity must also reduce to zero as the water runs out and thus at some in-
termediate stage, the offshore-directedvelocity must reach a maximum magni-
tude when there is a temporary balance between the gravitational acceleration
and the bed shear stress (the streamwise velocity gradient and the streamwise
pressure gradient are not expected to be of leading order importance in the mo-
mentum balance). During this period, the bed pressure measurements are also
higher than the free-surface elevation measurements, implying the existence of
vertical accelerations. Though the flow is very shallow, the free-surface must
be rising relative to the bed in the flow direction, i.e., ∂η/∂x < 0, because the
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water depth further onshore of the measurement location reduces to zero ear-
lier than the water depth further offshore of the measurement location. Thus,
locally, there may exist some streamline curvature that would explain the non-
hydrostatic pressure measurements. At location L5, around t ≈ 22 s, there is
a sudden increase in the magnitude of the bed shear stress in the negative di-
rection for all waves plotted in Figures 3.33–3.35. A similar feature is observed
for other locations. Sumer et al. (2011) also identified this feature in their results
and using the ensemble averaging procedure to decompose the bed shear stress
into mean and fluctuating components, concluded that this point was where the
fluctuating component of the bed shear stress was large. Thus, they indicated
that this must be the time when the downrush flow boundary layer becomes
turbulent generating fluctuations in the bed shear stress and causing a sudden
increase in its mean magnitude.
The flow behaviour near the swash tip and towards the end of downrush
is not very well understood, but these are the regions in the swash cycle when
the bed shear stress is most significant. However, in the mid-swash duration,
the flow is well-understood and to attempt to parameterize the bed shear stress
in this part of the flow, a local, time-varying friction coefficient and Reynolds
number can be calculated using the near-bed velocity, free-surface elevation and
the bed shear stress signals. The friction coefficient is defined as
C￿f =
τb
1
2ρu
2
, (3.22)
where the prime refers to the fact that it is a local, time-varying quantity. The
Reynolds number is calculated as
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Re￿ =
uη
ν
, (3.23)
where the local water depth, η, is chosen as the relevant lengthscale and the
prime once again refers to the fact that it is a local, time-varying quantity. These
quantities are plotted in Figures 3.39, 3.40 and 3.41 for location L5 for waves
W3, W5 and W10, respectively. It can be seen that the friction coefficient is not
well-defined around the time when the flow changes from uprush to downrush
and the velocity goes to zero. Furthermore, values for C￿f and Re
￿ are not avail-
able near the swash tip and near the end of downrush where velocity data are
unavailable. During downrush, the data show that for different incident waves,
the values of Re￿ fall within the range 0.5 × 105 < Re￿ < 105 with a correspond-
ing range of 0.005 < C￿f < 0.01. Barnes et al. (2009) investigated the variation
in C￿f with Re
￿ and location within the swash using depth averaged velocities
obtained from a NSWE hydrodynamic model. They found that during uprush,
C￿f tends to decrease with increasing Re
￿, which is the trend for steady flows,
but at locations further up the slope in the swash, the same Re￿ gives a lower
C￿f than at locations further down the slope. During downrush, C
￿
f initially de-
creases with increasing Re￿ and then the trend is reversed during the later stages
of downrush. They also compared their data to the Colebrook-White formula
for steady, turbulent, open-channel flow and found thatC￿f was under-predicted
during uprush and over-predicted during downrush. These results have been
corroborated by the results of O’Donoghue et al. (2010) and Kikkert et al. (2012),
who used a log-law fitting to estimate the bed shear stress from velocity data
obtained from PIV measurements in the swash. The same conclusions can be
drawn from the current data, with the trend of decreasing C￿f with increasing
Re￿ during uprush and a mixed dependence of C￿f on Re
￿ during downrush vis-
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Figure 3.39: Top panel: , free-surface elevation, η; , near-bed ve-
locity, u. Middle panel: local, time-varying Reynolds number,
Re￿. Bottom panel: local, time-varying friction coefficient, C￿f .
Location L5 (x = 2.42 m) for wave W3 (NB, H0 = 0.173 m,
￿0 = 0.100).
ible in Figures 3.39–3.41. Thus, for the data in this study, C￿f is not a universal
function of Re￿, likely because the swash flow is unsteady.
From the point of view of the flow dynamics, it is more important to param-
eterize the maximum magnitudes of bed shear stresses since these occur when
bed friction significantly alters the flow: at the swash tip and at the end of the
downrush. Themaximummagnitude of the bed shear stress during uprush and
downrush at a given location are denoted as τb,u and τb,d, respectively. The sign
convention is retained so that τb,d is a negative quantity referring to the fact that
the downrush stress is offshore-directed. These quantities are shown in figure
3.42. For the breaking waves, W5 and W10, there is an O (6)-fold and O (7)-fold
increase in the maximum uprush bed shear stress across the collapse points, re-
spectively. Sumer et al. (2011) observed similar increase across breaking for their
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Figure 3.40: Top panel: , free-surface elevation, η; , near-bed ve-
locity, u. Middle panel: local, time-varying Reynolds number,
Re￿. Bottom panel: local, time-varying friction coefficient, C￿f .
Location L5 (x = 2.42 m) for wave W5 (SU, H0 = 0.261 m,
￿0 = 0.151).
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Figure 3.41: Top panel: , free-surface elevation, η; , near-bed ve-
locity, u. Middle panel: local, time-varying Reynolds number,
Re￿. Bottom panel: local, time-varying friction coefficient, C￿f .
Location L5 (x = 2.42 m) for wave W10 (PL, H0 = 0.493 m,
￿0 = 0.286).
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Figure 3.42: Maximum magnitudes of the bed shear stress for W3 (NB,
H0 = 0.173 m, ￿0 = 0.100), W5 (SU, H0 = 0.261 m, ￿0 = 0.151)
and W10 (PL, H0 = 0.493 m, ￿0 = 0.286) as a function of dis-
tance from the stillwater shoreline, x.
plungingwave case. This increase is attributed to the effects of breaking and col-
lapse, which produce high-velocity, turbulent flow at the swash tip. However,
the non-breaking wave W3 also shows an O (6)-fold increase in the maximum
uprush bed shear stress across the stillwater shoreline indicating that the swash
tip generates a much higher bed shear stress thanwave-induced boundary layer
even when there is no breaking. There is also an asymmetry in the swash, with
larger values of τb,u than τb,d, which has been previously noted by Barnes et al.
(2009) and others. This asymmetry is less pronounced further up the slope.
To compare the values of themaximummagnitudes of the bed shear stress in
the uprush and downrush for different breaking waves, the maximum magni-
tudes of the uprush and downrush bed shear stress need to be made dimension-
less. The swash initiation shoreline velocity has been identified as the largest
and defining velocity scale of the swash in previous sections and thus it is the
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Figure 3.43: Dimensionless maximum magnitudes of the bed shear stress
for all breaking waves, W4–10, as function of dimensionless
distance from the stillwater shoreline.
appropriate velocity scale to make the maximum magnitudes of the bed shear
stress dimensionless. Thus, a dimensionless measure of the maximum magni-
tudes of the uprush and downrush shear stress at a given location can be defined
as
τb,u
1
2ρU
2
α,(x>0)
, (3.24a)
τb,d
1
2ρU
2
α,(x>0)
, (3.24b)
where the estimate of the swash initiation shoreline velocity obtained frommea-
surements in the swash zone, Uα,(x>0), is used above other measurements and
estimates of the same quantitiy because it is derived from the data. Figure
3.43 shows that the dimensionless maximum magnitudes of bed shear stress
for different incident waves collapse under this normalization giving further
confidence of the importance of this velocity scale in the swash. The maxi-
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mum magnitude for the uprush dimensionless maximum bed shear stress is
τb/(0.5ρU2α,(x>0)) ≈ 0.01, which occurs just after the collapse region. The maxi-
mummagnitude for the downrush dimensionless maximum bed shear stress is
τb/(0.5ρU2α,(x>0)) ≈ 0.002, which occurs just before the hydraulic jump. The asym-
metry of the bed shear stress between the uprush and downrush is also evident
in Figure 3.43.
If different velocity scales are chosen for the uprush and downrush, so that
τb,u is made dimensionless by the measured swash initiation shoreline veloc-
ity, Us, and τb,d is made dimensionless by Ud,L2, the maximum offshore-directed
velocity measured by the ADV at location L2 before the hydraulic jump oc-
curs, the dimensionless maximum bed shear stress for uprush and downrush
have similar magnitudes and similar decreasing trend in the swash for dif-
ferent breaking waves. Figure 3.44 plots these results. Now, the maximum
magnitude for the uprush and downrush dimensionless bed shear stress is
τb,u/(0.5ρU2s ) ≈ τb,d/(0.5ρU2d,L2) ≈ 0.01.
3.9 Integral model of swash tip during uprush
The run-up measurements can be used to calculate a hypothetical initial shore-
line velocity of a frictionless swash that follows the swash solution, Eq. (3.9)–
(3.10) but reaches the same run-up as the measured shoreline. This hypothetical
initial shoreline velocity is given by
￿
2gR. The discrepancy between this ve-
locity and the measured swash initiation shoreline velocity gives the scale of
the energy dissipation in the swash tip. The implied assumptions are that the
energy dissipation is dominantly from friction at the swash tip and the work
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Figure 3.44: Dimensionless maximum magnitudes of the bed shear stress
for all breaking waves, W4–10, as function of dimensionless
distance from the stillwater shoreline. Maximum bed shear
stress in uprush made dimensionless by Us, and maximum
bed shear stress in downrush made dimensionless by Ud,L2.
done by pressure on the swash tip from the frictionless flow behind the swash
tip is negligible. Figure 3.45 shows the comparisons between frictionless shore-
line velocity and the measured shoreline velocity for a surging breaker, W5, and
a plunging breaker, W10. It can be seen that the plunging breaker achieves a
shoreline velocity of roughly 1.4
￿
2gR. Since energy is proportional to velocity
squared, this shows that only just over 50% of the initial energy of the shore-
line is converted to the potential energy of the run-up and the rest is lost to
dissipation. For the surging breaker, the frictionless shoreline velocity gives a
good predictor of the measured shoreline velocity and almost 90% of the initial
energy is converted to potential energy of the run-up.
Svendsen (2006) provided a treatment of friction at the leading edge of the
swash by adding a term to model friction (of the form f u2/h) to the friction-
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Figure 3.45: Comparison of shoreline velocity data to frictionless shoreline
velocity for Waves W5 (SU, H0 = 0.261m, ￿0 = 0.151) and W10
(PL, H0 = 0.493 m, ￿0 = 0.286): symbols, data; , frictionless
shoreline motion, Eq. (3.9).
less dynamics described by Eq. (3.9), while also neglecting the influence of the
flow behind the swash tip. However, the applicability of a frictional term using
a depth-averaged velocity as the water depth goes to zero at the leading edge
of the swash tip is questionable as recently discussed by Antuono et al. (2012).
Therefore, to give due consideration to the all the forces on the swash tip, includ-
ing the force of pressure from behind the swash tip from the frictionless flow,
the ‘Pohlhausen method’, originally employed by Whitham (1955) to model the
tip of a dam-break flow on a horizontal bed, is extended to the swash tip during
uprush. The applicability of this integral method arises from the fact that the
swash tip region is governed by a different dynamical balance than the friction-
less flow behind the swash tip, analogous to a boundary layer in flow over a
flat plate. As a first approximation, the velocity in the swash tip is assumed to
be uniform. In this integral treatment of the swash tip, the bed shear stress is
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Figure 3.46: Definition sketch for analysis of the motion of the swash tip
during uprush. h (x, t) and u (x, t) are the frictionless flow vari-
able known from the swash solution, Eq. 3.10. a (t) is the loca-
tion of the moving shoreline, ξ (t) is the interface between the
swash tip region and the frictionless flow.
constant and modelled using the form KρU2, where U is the bulk velocity of the
swash tip, and the difficulty in modelling the friction as the water depth goes to
zero at the leading edge is avoided. The effects of surface tension at the leading
edge of the swash tip are neglected.
Figure 3.46 shows the swash tip during uprush. The frictionless shoreline
is approached with free-surface tangential to the bed, but the effects of friction
give the swash tip a ‘blunt nose’ and consequently, the shoreline position, a (t), is
behind the frictionless shoreline position, xs (t). ξ (t) is the interface between the
friction-affected swash tip and the frictionless flow, and thus (a− ξ) is the extent
of the swash tip. The momentum balance for the swash tip can be written as
dP
dt
= ρUH
￿
U − dξ
dt
￿
+
1
2
ρgH2 − ρKU2 (a − ξ) − Mgs, (3.25)
where P (t) is the momentum of the swash tip region, M (t) is its mass, U (t) is its
velocity, and H (t) is the water depth at the interface, ξ (t). ρ is the fluid density
and K is a dimensionless constant from the parameterization of the bed shear
stress, K = τb/ρU2. The first term on the right hand side of Eq. (3.25) accounts
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for the flux of momentum across the interface between the swash tip and the
frictionless flow, the second term accounts for the force of the frictionless flow
on the swash tip (the pressure in the frictionless flow is hydrostatic), the third
term models the frictional force, and the last term is due to the gravitational
force. The position of the interface, ξ (t), is an unknown to be solved.
The momentum of the swash tip region can be written as P (t) = M (t)U (t),
since the flow motion in that region is averaged. The mass of the swash tip is
the same as the mass of the frictionless flow, Eq. (3.10), between x = ξ (t) and
x = xs (t). Thus,
M (t) =
xs￿
ξ
ρhdx,
=
ρt
8g
(Us − gst − U)3 . (3.26)
The balance of mass in the swash tip is given by:
dM
dt
= ρH
￿
U − dξ
dt
￿
. (3.27)
Now, substituting dP/dt = M (dU/dt) + U (dM/dt) and Eq. (3.27) into Eq.
(3.25), gives the governing equation for the swash tip,
M
dU
dt
=
1
2
ρgH2 − ρKU2 (a − ξ) − Mgs. (3.28)
Using Eq. (3.10), the depth-averaged velocity and the water depth at the
interface, x = ξ (t), can be found in terms of U to be
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ξ =
3
2
Ut − 1
2
Ust + gst2, (3.29)
H =
1
4g
(Us − U − gst)2 , (3.30)
and these expressions for ξ (U) and H (U) are substituted into the momentum
equation, which is re-expressed in terms of a, da/dt ≡ U, and d2a/dt2 ≡ dU/dt to
give
4t
￿
Us − gst − dadt
￿3 ￿d2a
dt2
+ gs
￿
=
￿
Us − gst − dadt
￿4
− 32Kg
￿
da
dt
￿2
×
￿
a − 3
2
da
dt
t +
1
2
Ust − gst2
￿
. (3.31)
When friction is neglected, i.e., K = 0, the frictionless shoreline motion, Eq.
(3.9), can be recovered from the above governing equation. To make the prob-
lem more tractable in the case where friction is not neglected, i.e., K ￿ 0, the
dimensionless position of the swash tip, α, and the dimensionless time, τ, are
introduced as follows:
α =
Kg
U2s
￿
Ust − 12gst
2 − a
￿
, τ =
Kg
Us
t, (3.32)
where α is proportional to how far the front lags behind the frictionless front, xs.
The form of α and τ are similar to those in Whitham (1955), but modified to suit
the swash uprush. In terms of the dimensionless variables, Us (dα/dτ) = Us −
gst − da/dt and d2α/dτ2 = −s/K − (1/Kg) d2a/dt2. The dimensionless momentum
equation can be derived from Eq. (3.31) as
127
4τα˙3α¨ + α˙4 = 16
￿
1 − α˙ −
￿ s
K
￿
τ
￿2
(3τα˙ − 2α) , (3.33)
where the dot notation represents differentiation with respect to τ, so that α˙ ≡
dα/dτ and α¨ ≡ d2α/dτ2.
Following Whitham (1955), the parameters p = α˙ and τ = f ￿ (p) are intro-
duced to transform the dimensionless momentum equation so that α˙ becomes
the independent variable and τ becomes the dependent variable. Note, the
prime notation denotes differentiation of f . Under this transformation, α =￿
α˙dτ, which with α (0) = 0, leads to α = p f ￿ (p)− f (p) and α¨ = dα˙/dτ = 1/ f ￿￿ (p).
The momentum equation, Eq. (3.33), becomes
4 f ￿p3 + p4 f ￿￿ = 16 f ￿￿
￿
1 − p −
￿ s
K
￿
f ￿
￿2 ￿
f ￿p + 2 f
￿
. (3.34)
At small time, near the initial shoreline position, p = α˙ is small and the
function f (p) can be represented as a Taylor series expansion about p = 0 to
give
f (p) = c0 f (0) + c1 f ￿ (0) p + c2 f ￿￿ (0) p2 + c3 f (3) (0) p3 + c4 f (4) (0) p4 + . . . . (3.35)
From the initial conditions, at τ = 0, α = α˙ = 0 and therefore f (0) = f ￿ (0) = 0.
Furthermore, since α¨ → ∞ at τ = α˙ = 0, f ￿￿ (0) = 0 and f (3) (0) = 0. Thus, the
first term in Taylor series expansion of f (p) is proportional to p4. The coefficient
for the term proportional to p4 can be found by substituting the Taylor series
expansion, Eq. (3.35), into Eq. (3.34). Thus, an explicit solution for the shoreline
motion at small time that includes the leading order effect of friction is given by
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f ￿ (p) =
7
72
p3 + O ￿p4￿ , (3.36)
which can be re-expressed in the original variables to give
da
dt
= Us − gst −
￿
72
7
U2s Kgt
￿1/3
, (3.37)
where the last term represents the correction due to friction. Note, Whitham’s
analytical solution to an equation similar to Eq. (3.34) was possible because
the terms in the square brackets were reduced to (2 − p), which allowed further
approximations to the governing equation, but the presence of an additional
term proportional to f ￿ in Eq. (3.34) does not allow the same analytical approach
to be used. The Taylor series approximate solution for shoreline velocity can be
integrated with the initial condition a (0) = 0 to give the shoreline position as
a (t) = Ust − 12gst
2 − 3
4
t4/3
￿
72
7
U2s Kg
￿1/3
. (3.38)
The Taylor series expansion requires that p = α˙ is small, but the theory is ex-
pected to break down anyway when the position of the interface, ξ, excessively
separates from the leading tip, a (t), and moves back to the origin, i.e., ξ = 0, be-
cause then the swash tip region covers the entire swash. From Eq. (3.29), when
ξ = 0, α˙ = (2/3)
￿
1 − (gst/Us)￿ and da/dt = (1/3)(Us−gst), so that the shoreline ve-
locity is (1/3) of the frictionless shoreline velocity, us. Since we only consider the
uprush, gst/Us < 1 and therefore α˙ < 2/3 while ξ > 0. The Taylor series solution
ignores terms of O ￿p4￿ and higher powers of p, and so we can calculate that the
largest error in α˙ due to truncation of the series, before the theory breaks down,
is less than (2/3)4 ≈ 20%.
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Figure 3.47: Dimensionless shoreline velocity. , frictionless solution,
Eq. (3.9) with s = 1/12; , numerical solution, Eq. (3.33),
with s = 1/12 and K = 0.005; , Taylor series approximate
solution, Eq. (3.37), with s = 1/12 and K = 0.005. Vertical bars
show the bounds for the numerical solution, Eq. (3.33), for
0.0025 < K < 0.01.
The Taylor series solution to shoreline velocity, Eq. (3.37), is used as an ini-
tial condition to numerically solve Eq. (3.33) using a fourth-order Runge-Kutta
algorithm. The full numeical solution, the Taylor series solution and the fric-
tionless shoreline velocity are plotted together in Figure 3.47 for the parame-
ters s = 1/12 and K = 0.005. The time at which ξ = 0 for these parameters is
gt/Us = 4.31 and it can be seen in Figure 3.47 that the deceleration approaches
the frictionless deceleration due to gravity as dimensionless time approaches
gt/Us = 4.31.
From Figures 3.43–3.44, the value of K in the initial stages of the swash is
K = 0.005 for a range of breaking solitary waves, but Figure 3.47 also shows
the sensitive of the theory to the value of K: vertical bars show the numerical
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solution for values of K = 0.0025 and K = 0.01. Changing the value of K by
a factor of two does not drastically alter the results. Thus, using s = 1/12 and
K = 0.005 the shoreline velocity and position of the plungin breakers (W7–10)
are compared to the results of the above theory.
The formulation of the theory assumes that the frictionless part of the flow
follows the swash solution, Eq. (3.10), from t = 0 onwards, but as Peregrine and
Williams (2001) pointed out, the swash solution is not valid near the origin of
(x, t) = (0, 0), where it is singular and shows large vertical accelerations that are
neglected in the governing equations. Therefore, the results of the theory are
only applicable after a small time, say t > t0, when the flow of breaking waves
follows the swash solution (see sketches in Figure 3.48). Therefore, a constant is
added to the shoreline velocity, given in dimensionless form by
(￿Us)
Us
=
￿
72
7
Kgt0
Us
￿1/3
, (3.39)
to compensate for the initial deceleration due to the frictional term during
0 ≤ t ≤ t0. Figure 3.49 plots the data of shoreline velocity of W7–10 made dimen-
sionless by their measured swash initiation shoreline velocity, Us. Figure 3.49
also plots the numerical solution of Eq. (3.33) and the Taylor series approximate
solution, Eq. (3.37), with s = 1/12 and K = 0.005 to match the experiments. Both
the numerical solution and the Taylor series approximate solution have been
vertically shifted up by a constant calculated using Eq. (3.39) with gt0/Us = 0.3
to compare the applicable portion of the theoretical solutions to the data. The
value gt0/Us = 0.3 was chosen as the time after which the shoreline velocity in
the experiments starts decelerating and the flow could be assumed to follow
the swash solution. It can be seen that the theoretical solutions match the data
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Figure 3.48: Sketches of plunging breakers near the stillwater shoreline.
Left: t = 0 is the time the overturning jet hits the land onshore
of the stillwater shoreline; right: the flow away from the shore-
line starts to follow the swash solution, Eq. (3.10), after some
time, t = t0.
remarkably well in the period 0.3 ≤ gt/Us ≤ 3, with the Taylor series approxi-
mate solution showing a slightly better match to the data thereafter suggesting
that the shoreline in the experiments decelerates faster than predicted by the
theory. For s = 1/12 and K = 0.005, the time at which ξ = 0 is gt/Us = 4.31,
but the solutions are shown nonetheless for larger times. In the time range,
4 ≤ gt/Us ≤ 6, the experimental data shows an accelerating behaviour, which
has been linked to a ‘mini-collapse’ caused by a build up of fluid behind the
shoreline as it comes to a halt (see Yeh et al., 1989; Zhang and Liu, 2008) and this
feature is not captured by the theory, of course.
The shoreline position from the experimental data made dimensionless by
U2s/g is plotted in Figure 3.50 with the theoretical solutions of the shoreline po-
sition. Since the overturning jet of the plunging breakers crashed onshore of
the stillwater shoreline, the data for shoreline position do not begin at a = 0.
The average starting position for the plunging breakers is ag/U2s = 0.29 and
the theoretical solutions are also initialized at this value. The theoretical solu-
tions provide an excellent match to the experimental data up to gt/Us = 3, after
which there is some deviation between the data of different waves, the Taylor
series approximate solution and the numerical solution.
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Figure 3.49: Dimensionless shoreline velocity, comparison of experimental
data to theoretical solutions. +, W7 data; ￿, W8 data; ￿, W9
data; ￿, W10 data; , frictionless solution, Eq. (3.9) with
s = 1/12; , numerical solution, Eq. (3.33) with s = 1/12
and K = 0.005; , Taylor series solution, Eq. (3.37) with
s = 1/12 and K = 0.005.
The run-up, R, is presented in Table 3.6 from four sources: (i) experimen-
tal data, R; (ii) predictions of numerical solution to Eq. (3.33), Rnum; (iii) pre-
dictions of the Taylor series approximate solution, RTay; (iv) predictions from
the frictionless solution, Rfrictionless. The Taylor series approximate solution
under-predicts the run-up, whereas the numerical solution over-predicts it, but
both provide a significant improvement to the predictions of the frictionless so-
lution despite the fact that the results of the theory are difficult to interpret at
large times.
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Figure 3.50: Dimensionless shoreline position, comparison of experimen-
tal data to theoretical solutions. +, W7 data; ￿, W8 data; ￿, W9
data; ￿, W10 data; , frictionless solution, Eq. (3.9) with
s = 1/12; , numerical solution, Eq. (3.33) with s = 1/12
and K = 0.005; , Taylor series solution, Eq. (3.37) with
s = 1/12 and K = 0.005.
Wave ￿0 Us R RTay Rnum Rfrictionless
(-) (ms-1) (m) (m) (m) (m)
W7 0.199 5.0 0.96 0.69 1.03 1.27
W8 0.237 5.7 1.09 0.90 1.33 1.66
W9 0.256 6.2 1.16 1.07 1.58 1.96
W10 0.286 6.6 1.23 1.21 1.78 2.22
Table 3.6: Comparison of run-up predictions to data. The value of the fric-
tion coefficient used in the calculations of run-up from the theo-
retical solutions is K = 0.005.
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3.10 Concluding remarks
The shoaling, swash zone flow and run-up of solitary waves were investigated
using large-scale experiments that allowed the study of single swash events at
scales relevant to the field scale and the results compared to known theoretical
results, where available. Ten solitary waves with systematically varying ampli-
tudes that span the range of incident non-linearity 0.05 ≤ ￿0 ≤ 0.3 were used.
This range spans from the longest wavelength solitary wave that would fit in
the wave flume to the largest amplitude wave that can be resonably generated
using a piston-type wavemaker. The generated solitary waves were incident
upon a plane, impermeable beach of slope s = 1/12 to generate swash events
of non-breaking waves, surging breakers and plunging breakers. The variation
of the solitary wave amplitude near the toe of the beach was investigated to
find that wave amplitude increases as the local water depth decreases follow-
ing a power law, where the exponent in the power law decreased in magnitude
for larger amplitude waves, indicating that larger amplitude waves do not sig-
nificantly alter their wave height as they run into shallower water and break.
Smaller amplitude waves show a wave amplitude increase that approaches that
given by Green’s law, consistent with previous results in the literature.
Measurements in the swash zone showed that during uprush, the bed shear
stress is most significant near the swash tip when the flow has a significant
amount of entrained air, and during downrush, near the end of the downrush
when thewater depth is very shallow. For the duration inbetween, the bed shear
stress is low, and the flow of breaking solitarywaves is controlled by gravity and
follows the swash solution, Eq. (3.10). Furthermore, bore collapse as described
byWhitham’s rule, Eq. (3.5), was shown to provide an initial condition compat-
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ible with the swash solution. The controlling scale of the swash, which is also a
measure of the initial energy of the swash, was shown to be the only free param-
eter in the swash solution, the swash initiation shoreline velocity. This velocity
scale was measured or predicted in three different ways: (i) using Whitham’s
rule, Eq. (3.5), and measurements of the height of the solitary wave just before it
breaks; (ii) measurements of the shoreline velocity immediately after wave col-
lapse; (iii) calculation of the characteristic variable, α = u + 2c + gsts, using mea-
surements in the swash. How the kinematics of different breaker types affects
the swash initiation shoreline velocity was investigated and the variation of this
velocity with breaker type was plotted. Further data is necessary to understand
the dependency of the swash initiation shoreline velocity on the breaker type on
different slopes. From an engineering perspective, it would be useful to be able
to predict the defining scale of the swash, Us, based on knowledge of incident
ocean waves, but currently, there are no analytical methods available to do this
(Svendsen, 2006).
A large increase (O (7)-fold) in the maximum magnitude of the uprush bed
shear stress for breaking waves compared to pre-breaking magnitudes was ob-
served, as expected, but a large increase (O (6)-fold) was also observed for non-
breaking waves across the stillwater shoreline. This data suggests that the
mechanism that generates much higher values of the bed shear stress in the
swash zone compared to pre-breaking wave boundary layer is the continu-
ally developing boundary layer in the tip of the swash. For the same reason,
the maximum onshore-directed bed shear stresses observed were significantly
larger than the maximum offshore-directed bed shear stresses. The maximum
onshore- and offshore-directed bed shear stresses in the swash for different
breaker types were collapsed under a new normalization that used the swash
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initiation shoreline velocity. The fact that data from different types of breakers
collapsed under this normalization provides confidence that the swash initia-
tion shoreline velocity is also an important scale for the bed shear stress in the
swash.
The run-up of non-breaking and breaking solitary waves was shown to be
well-parameterized by the solitary wave slope parameter and it was shown that
the maximum dimensionless run-up is R/H0 ≈ 4 and it occurs for waves that
barely break (S 0 ≈ 0.4). The run-down measurements showed that the magni-
tude of the dimensionless run-down, Rd/H0, is also maximum for waves that
barely break during downrush, i.e., they cause the weakest hydraulic jump dur-
ing downrush.
A theory was developed to treat the swash tip and the effects of bed fric-
tion in an integral sense during the swash uprush by extending the ‘Pohlhausen
method’ used by Whitham (1955). The swash tip was modelled as a friction-
affected region of uniform velocity and behind the swash tip, the flow evolution
was given by the frictionless swash solution, Eq. (3.10). The theory was used to
obtain trajectories of the shoreline, which were compared to the data of plung-
ing breakers. The theory demonstrated the ability to capture the leading order
dynamical balance at the moving shoreline during the initial stages of the swash
and also provided predictions of the run-up that agreed well with experimental
data without the need for ad hoc assumptions.
Finally, the total time duration of a swash event can be of importance in the
overall mechanics of the swash zone, particularly so if there are interactions of
swash events (Masselink and Puleo, 2006). The interaction of swash events is
considered in the following chapter.
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CHAPTER 4
SWASH OF TWO SUCCESSIVE SOLITARYWAVES
4.1 Introduction
In chapter 3, the use of solitary waves as an input to the swash offered the ad-
vantage that a single swash event could be studied in isolation. This was a
limitation imposed to avoid the complexities that arise when the swash of one
wave interacts with the swash of the next wave, but the swash zone on natural
beaches is often characterized by the interaction of successive swash events and
this interaction has been identified as an important feature for sediment trans-
port (Puleo and Butt, 2006; Hughes and Moseley, 2007), run-up (Erikson et al.,
2005) and the generation of low frequency waves (Watson et al., 1994; Brocchini
and Baldock, 2008). Thus, the interaction of waves in the swash now considered.
Recent studies (Alsina et al., 2012; Ca´ceres and Alsina, 2012) have shown
the importance of swash-swash interactions – such interactions produce events
that are significant for suspended sediment concentrations and there is a need
to analyse the swash zone on a wave-by-wave basis, rather than looking at data
averaged over manywaves. Along such a line of enquiry, Lo et al. (2013) studied
the run-up of successive solitary waves with varying separation times between
successive wave crests. The focus was on the run-up, but the interactions be-
tween swash events was not explored. Therefore, the experiments presented
in this chapter were conducted: to study the incteraction of swash events from
successive solitary waves, focusing on two specialized cases of two successive
solitary waves that result in two qualitatively different types of swash-swash
interactions.
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Figure 4.1: Schematic of experimental setup. The local stillwater depths at
the near-toe location and nearshore location were h = 1.42 m
and h = 0.1 m, respectively.
4.2 Experimental setup
The experimental setup was essentially the same as described in chapter 3: ex-
periments were conducted in the Large Wave Flume (LWF) at the Hinsdale
Wave Research Laboratory at Oregon State University, which is a flume of
length 104 m, width 3.7 m and depth 4.6 m deep equipped with a piston-type
wavemaker installed at one end of the flume and a plane beach of slope 1:12
at the other end. The water depth was kept constant at h0 = 1.72 m through-
out the experiments. The setup is shown in Figure 4.1. The incident waves
were measured at the ‘offshore location’ that was at a distance of 21.4 m from
the the wave-maker in its fully retracted position. Measurements were made of
the free-surface displacement using a resistance-type wave gauge and the water
particle velocity using an ADV installed at a depth of 1.1 m below the stillwater
free-surface. Further measurements of the free-surface displacement and water
particle velocity (using an ADV installed at a depth of 0.8 m below the stillwater
free-surface) were also made at a location near the toe of the beach, the ‘near-toe
location’, where the local stillwater depth was h = 1.42 m.
To allow the study of the interaction between the downrush of the first wave
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and the uprush of the second wave, additional measurements were made at the
‘nearshore location’, situated at x = −1.21 m (location L2 in chapter 3). The
local stillwater depth at the neashore location was h = 0.10 m. Measurements
were made to study the interaction between the downrush of the first wave and
the uprush of the second wave: the local bed shear stress was measured using
the shear plate sensor, the free-surface elevation was measured directly above
the center of the shear plate sensor using an ultrasonic wave gauge (Senix TS-
30S1 series; accuracy 1 mm), the bed pressure was measured using a pressure
transducer (Druck PDCR 830; accuracy 30 Pa) at the same cross-shore location
but shifted in the long-shore direction from the shear plate, and the near-bed
velocity was measured using a side-looking ADV (Nortek Vectrino with plus
firmware) with its measurement volume centred at a height of 2 cm above the
bed pressure sensor. The instrument setup at the nearshore location was the
same as for location L2, described in chapter 3. The setup of the instruments is
shown in the photographs in Figure 3.4. The near-bed velocity measurements
were not available when the water depth was less than approximately 7 cm be-
cause the ADV failed to make reliable measurements. As before, a minimum
threshold of 15 dB for the signal to noise ratio (SNR) was applied to the ADV
measurements. Apart from the measurements in the swash, the shoreline mo-
tion was also tracked as described in chapter 3.
4.3 Incident waves
Twowave cases, denoted as SW1 and SW2, were used to study the interaction of
swash events. Each wave case consisted of two successive solitary waves and
the letters A and B are used to refer to the first and the second wave, respec-
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Wave H0 ￿0 L0 T0 Tsep/T0 S 0 Breaker R Rd
(m) (-) (m) (s) (-) (-) type (m) (m)
SW1A 0.169 0.098 40.3 9.3 0.96 0.41 NB 0.60 0.17SW1B 0.170 0.098 40.0 9.3 N/A SU 0.48 0.18
W3 0.173 0.100 39.6 9.2 N/A 0.40 NB 0.61 0.18
SW2A 0.334 0.193 28.6 6.3 0.93 0.29 PL 0.96 N/ASW2B 0.331 0.191 28.7 6.4 N/A SU 0.45 0.25
W7 0.345 0.199 28.1 6.2 N/A 0.28 PL 0.96 0.20
Table 4.1: Properties of incident successive solitary waves and measure-
ments of run-up, R, and run-down, Rd. NB is a non-breaking
wave, SU is a surging breaker, PL is a plunging breaker. Tsep
is the separation time between successive wave crests at the off-
shore location.
tively. An additional run of SW2 was conducted and the data from the repeated
runs are plotted together to demonstrate the high degree of repeatability in the
experiments. Table 4.1 gives the properties of the incident waves in the constant
depth region and integral properties of the swash such as values of the run-up
and run-down. The single solitary wave cases W3 and W7 in chapter 3 corre-
spond very closely to the solitary waves in SW1 and SW2, respectively, which
allowed successive solitary wave data to be compared to a single solitary wave
case. The values for the effective wavelength, L0, and the effective period, T0,
are given in Table 4.1 are calculated according to Eq. (1.6) using measurements
of the wave height at the offshore location.
Successive solitary waves were generated by creating a composite wave-
maker trajectory where the trajectory for a single solitary wave was performed
twice successively with no time delay in between so that the separation of wave
crests was approximately T0. Figure 4.2 shows the wavemaker trajectory for
two successive solitary waves compared to the wavemaker trajectory for single
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Figure 4.2: Wavemaker trajectories for incident successive solitary waves.
Top: SW1; Bottom: SW2, data from the repeated run is plotted
in red and shows a very good match to the first run..
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solitary wave. The successive waves were thus generated with identical wave-
maker motion, but a slow evolution led to slightly different wave heights. This
slow evolution of successive waves had negligible influence on the results of
interest - even the shortest wave, SW2A, travelled a horizontal distance of only
approximately twice its own wavelength before reaching the toe of the sloping
beach - and the swashwas essentially driven by two successive identical solitary
waves separated by the wavelength of a single solitary wave (Table 4.1).
At the offshore location, the free-surface displacement of the waveforms
are compared to the Boussinesq solution in Figure 4.3. Wave A in both cases
matches the Boussinesq solution very well, whereas the trailing edge of wave B
shows some discrepancy. In SW1, the raised free-surface near the trailing edge
of wave B is due to the reflection of wave A from the sloping beach, which oc-
curs because of the long wavelengths of the SW1waves compared to the limited
length of the flume.
4.4 SW2 – Strongly interacting case
The key features in the swash of SW2 are depicted in Figure 4.4, including
the wave collapse location, where the wave overturning jet reconnected with
land/water in front of it and the waveform was first seen to disintegrate into
water with air entrained.
The swash zone flow of the first wave follows the swash solution, Eq. 3.10,
like wave W7 of chapter 3, until the arrival of the second wave, SW2B. Figure
4.5 plots the position of the swash tip, xs, of the swash for SW2. For the swash
of the first wave, the swash tip coincides with the shoreline and can be identi-
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Figure 4.3: Free-surface displacement for incident successive solitary
waves. Top: SW1; Bottom: SW2, Data from the repeated run
is plotted in red and shows a very good match to the first run.
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

 



 






 

Figure 4.4: A diagram, to scale, of the swash zone for SW2. Numbers in
brackets show the value of x, the distance along the beach mea-
sured from the stillwater shoreline. Dashed arrows indicate the
extents of ‘outer swash’ and ‘inner swash’ for SW2B.
fied from the overhead camera images, whereas for the second wave, the actual
shoreline was difficult to identify due to the wet surface and the extremely thin-
layered flow. The swash tip for SW2A travels in a very similar trajectory to the
swash tip for wave W7, leading to a very similar run-up (see Table 4.1), but the
swash tip for SW2B follows a very different trajectory. The wavefront of SW2B
collapses at a location further offshore than the collapse of SW2A (Figure 4.4).
As the swash tip for SW2B climbs the slope against the downrush of SW2A,
there is a strong interaction between the two flows and the swash tip of SW2B
is held in space temporarily by the downrush of SW2A and a quasi-stationary
bore occurs at x ≈ 2.42 m and twm ≈ 23 s. The swash tip of SW2B then climbs
further up the beach to reach a run-up that is approximately 45% of the run-
up of SW2A – a significant reduction due to the strong interaction between the
second wave uprush and the first wave downrush. The flow velocity at the lo-
cation of the quasi-stationary bore at x ≈ 2.42 mmust be negative after the bore
collapses at twm ≈ 23 s, making the interaction a ‘strong wave-downrush interac-
tion’ (Hughes and Moseley, 2007; Ca´ceres and Alsina, 2012; Alsina et al., 2012).
The swash flow of SW2B in the region 2.42 < x < 5.40 m is in the ‘inner swash’
according to the Hughes andMoseley (2007) classification since that region does
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Figure 4.5: Shoreline (or swash tip) motion for SW2.
not experience interacting swash events (see Figure 4.4), but it is clear from the
trajectory of the swash tip that the swash flow in this inner swash is weakened
by the interaction further offshore. The hydraulic jump of the downrush of the
combined swash flow occurs offshore of the stillwater shoreline, as shown in
Figure 4.4.
Figure 4.6 plots the free-surface displacement and the horizontal velocity
at the near-toe location (see Figure 4.1). There are two incident waves, with
positive free-surface displacement and positive (onshore-directed) velocity, but
the signal due to the reflection of the waves (negative, offshore-directed veloc-
ity) shows a merged reflected wave with a peak in free-surface displacement at
t ≈ 31 s. This feature is further evidence of the strong interaction between the
swash events, since the reflected wave signal does not show two distinct waves
(cf. Lo et al., 2013).
Figure 4.7 plots the free-surface displacement, η, the bed pressure, pb, the
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Figure 4.6: Free-surface displacement, η, and horizontal velocity, u, at
near-toe location, h = 1.42 m, for SW2. Data from the repeated
run is plotted in red and shows a very good match to the first
run. The hump at twm ≈ 31 s corresponds to the reflected wave
due to the combined swash events of SW2.
near-bed velocity, u, and the bed shear stress, τb, at the measurement location
for SW2. At t1 = 16.3 s, there exist fluctuations in bed pressure and bed shear
stress that are likely due to the collapse of SW2A, as discussed in section 3.4.1.
Time t2 = 19 s is the start of the downrush at the nearshore location as the
velocity and bed shear stress change sign. The wavefront of SW2B arrives at t3 =
22 s, but it is insufficiently steep to break – SW2B collapses further onshore as
shown in Figure 4.4 – and so there is a smooth transition from offshore-directed
flow to onshore-directed flow that is further discussed below. The height of the
SW2B wave crest is larger than the wave crest of SW2A, but the peak near-bed
velocity is lower, due to the raised water elevation in the downrush of SW2A.
Consequently, the peak bed shear stress is lower under the wave crest of SW2B
compared to the wave crest of SW2A at this location. The strong interaction
between SW2B and the downrush of SW2A occurs onshore of the measurement
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Figure 4.7: Data at nearshore location (x = −1.21 m, h = 0.10 m) for SW2.
Top panel: Free-surface displacement, η, and bed pressure, pb;
Middle panel: Near-bed velocity, u; Bottom panel: Bed shear
stress, τb. Data from the repeated run is plotted in red and
shows a very good match to the first run.
location. At the measurement location, the downrush results in a large, negative
bed shear stress due to accelerating flow and decreasing water depth (t4 = 30 s).
Figure 4.8 plots the same data from the nearshore location, but truncated in
time around t3 = 22.0 s to focus on the flow reversal. Vertical accelerations are
important in the steep wavefront of SW2B as seen by the difference between
the bed pressure and the free-surface elevation. Attention is drawn to the in-
stances marked (3a) and (3b) in Figure 4.8, for which sketches of the velocity
profiles and flow patterns are shown in Figure 4.9. At instance (3a), the vertical
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Figure 4.8: Data at nearshore location (x = −1.21 m, h = 0.10 m) around
twm = 22 s for SW2. Top panel: Free-surface displacement, η,
and bed pressure, pb; Middle panel: Near-bed velocity, u; Bot-
tom panel: Bed shear stress, τb. Data from the repeated run is
plotted in red and shows a very good match to the first run.
acceleration must be positive (upward-directed) to cause an increase in the free-
surface steepness and this is accompanied by bed pressure that is higher than
hydrostatic, whereas at instance (3b), the vertical acceleration must be negative
(downward-directed) to cause a decrease in the free-surface steepness and this
is accompanied by bed pressure that is lower than hydrostatic. The bed shear
stress goes to zero at instance (3a) while the near-bed velocity is still offshore-
directed and before the free-surface begins to rise because of the ‘extra’ hori-
zontal pressure gradient due to the non-hydrostatic pressure distribution in the
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Figure 4.9: Sketch of flow patters and velocity profile corresponding to
points (3a) and (3b) in Figure 4.8.
wavefront of SW2B (e.g. Peregrine, 1966). Thus, the bed shear stress leads the
near-bed velocity and the free-surface elevation in phase at instance (3a). At in-
stance (3b), the near-bed velocity and the bed shear stress are both positive and
both become lower in magnitude than behind the wave crest.
4.5 SW1 – Weakly interacting swash events
The key features of the swash of SW1 are depicted in Figure 4.10. As noted in Ta-
ble 4.1, SW1A is a non-breaking wave and closely matches waveW3. The swash
of SW1A is almost complete, i.e., the swash tip for SW1A reaches its run-up and
the downrush of SW1A develops into a hydraulic jump, before the wavefront
of SW1B arrives. The downrush of SW1A induces breaking in the wavefront of
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Figure 4.10: A diagram, to scale, of the swash zone for SW1. Numbers
in brackets show the value of x, the distance along the beach
measured from the stillwater shoreline. Dashed arrows indi-
cate the extents of ‘outer swash’ and ‘inner swash’ for SW1B.
SW1B, which collapses at a location onshore of the hydraulic jump caused by
the downrush of SW1A. The broken bore of SW2B continues to travel against the
downrush of SW1A and creates its own uprush that reaches a run-up 20% lower
than that of SW1A. If the run-up of SW1B is measured from the location of the
hydraulic jump of SW1A, i.e., the run-down limit of the previous wave (as sug-
gested by Baldock et al., 2008), the run-up of SW1B becomes RB = 0.65 m, even
higher, but close to the run-up of SW1A RA = 0.6m. The interaction between the
swash uprush of SW1B and the downrush of SW1A is a ‘weak wave-downrush
interaction’ (Hughes and Moseley, 2007; Ca´ceres and Alsina, 2012; Alsina et al.,
2012) since the velocity continues due to be onshore-directed as the uprush of
SW1B climbs to reach a run-up similar to that of SW1A. The weak interaction is
evidenced in the motion of the swash tips of SW1A and SW1B, plotted in Fig-
ure 4.11, which follow similar trajectories though the swash tip for SW1B forms
offshore of the stillwater shoreline.
Figure 4.12 shows the free-surface displacement and horizontal velocity
from the near-toe location. It can be seen that there are two distinct reflected
waves from the beach that must correspond to reflected components of SW1A
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Figure 4.11: Shoreline (or swash tip) motion for SW1.
and SW1B, respectively. Two separate reflected waveforms further indicates
that the interaction of the successive swash events is weak.
Figure 4.13 plots the free-surface displacement, η, the bed pressure, pb, the
near-bed velocity, u, and the bed shear stress, τb, at the nearshore location for
SW1. The wavefront of SW1A, which has mild steepness consistent with its
classification as a non-breaking wave, is marked at t4 = 16 s. After the passage
of the incident wave, the downrush develops starting at t5 = 20 s and contin-
ues until t6 = 26.2 s when the swash tip of of SW1B arrives. The top panel of
Figure 4.13 shows that the shoreline during downrush has almost reached the
nearshore location at t6 = 26.2 s as the total water depth η + h ≈ 0 (stillwater
depth at the nearshore location is h = 0.1 m). Thus, almost the entire swash of
SW1B is in the ‘inner swash’ (Hughes and Moseley, 2007) since it is free from
interactions of the previous swash event (see Figure 4.10). However, there still
exists a large negative velocity associated with the downrush flow at t6 = 26.2
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Figure 4.12: Free-surface displacement, η, and horizontal velocity, u, at
near-toe location, h = 1.42 m, for SW1. The humps at twm ≈
28.5 s and twm ≈ 37.5 s correspond to reflected waves due to
SW1A and SW1B, respectively.
s and the opposing flow fields create a flow separation at the bed, which is fur-
ther discussed below. In contrast to the data for SW2, the maximum elevation of
the free-surface for SW1B is about the same as SW1A but the peak near-bed ve-
locity is larger for SW1B than SW1A. These differences between SW2 and SW1
are due to the fact that SW1B forms a broken bore by the time it arrives at the
nearshore location, whereas SW2B collapses onshore of the nearshore location.
The breaking process causes a decrease in wave height and an increase in the
water particle velocity.
Figure 4.14 plots the same data from the nearshore location, but truncated
in time around t6 = 26.2 s to focus on the flow separation event. Attention is
drawn to the instances marked (6a) and (6b). Prior to instance (6a), there is a
large negative bed shear stress in the downrush of SW1A as the water depth is
slowly decreasing. There is also a downward tumbling flow in the bore front as
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Figure 4.13: Data at measurement location (x = −1.21 m, h = 0.10 m) for
SW1. Top panel: Free-surface displacement, η, and bed pres-
sure, pb; Middle panel: Near-bed velocity, u; Bottom panel:
Bed shear stress, τb.
seen from the negative vertical velocity, w. The temporal vertical flow acceler-
ation, ∂w/∂t, is negative and the bed pressure has a lower magnitude than the
free-surface elevation, both of which show that this flow is also accompanied by
negative (downward-directed) vertical acceleration of fluid particles and non-
hydrostatic pressure distribution. At the instance (6a), the pressure suddenly
increases, but the bed shear stress still remains negative indicating that the flow
nearest to the bed is still offshore-directed due to the downrush of SW1A, but
the near-bed velocity is positive. Thus, the flow must be flowing in different
directions in the water column. A sketch of the the velocity profiles and flow
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patterns is given in Figure 4.15. Immediately after instance (6a), the bed shear
stress shows a sudden decrease to a larger negative value, which may be due
to boundary layer thinning caused by uprush flow of the bore. Note, that the
location of pressure transducer is not exactly the same as that of the shear plate
(see Figure 3.4), and the bore front is not precisely two-dimensional (the surface
roller of a bore has a three-dimensional structure, Yeh and Mok, 1990). There-
fore, the data shown in Figure 4.14 may be subject to contain small discrepancies
in timing between instruments. At instance (6b), the bed shear stress transitions
from negative to positive and this transition is sudden, suggesting the occur-
rence of bursting. The negative spike in the bed pressure at instance (6b) in-
dicates that the flow separation is accompanied by positive (upward-directed)
vertical acceleration of fluid particles and non-hydrostatic pressure distribution.
The near-bed velocity in the horizontal direction remains onshore-directed. The
velocity profile and flow patterns for instance (6b) are also sketched in Figure
4.15. Immediately behind the bore front, the magnitude of shear stress becomes
much smaller than that of the downrush. As the bore propagates onshore, the
flow separation point must move onshore until the bore of SW1B climbs far
enough to reach dry land. The dominant bed-load sediment transport in the
downrush and the dominant suspended-load sediment transport in the swash
zone are discussed by Jackson et al. (2004); Pritchard (2009); Ca´ceres and Alsina
(2012) and others. These measurements show the quantitative evidence for the
sediment-transport mechanism when there is an interaction of the downrush
of the previous wave with the broken bore of the following wave: the strong
bed shear stress in the downrush of the previous wave mobilizes sediment as
bed-load and the burst-like vertical fluid accelerations associated with the flow
separation point picks up the bed-load sediment into the bore. Sou and Yeh
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Figure 4.14: Data at nearshore location (x = −1.21 m, h = 0.10 m) around
twm = 26.2 s for SW1. Top panel: Free-surface displacement,
η, and bed pressure, pb; Middle panel: Near-bed velocity, u;
Bottom panel: Bed shear stress, τb.
(2011) also discussed this mechanism in their study of the swash of plunging
regular waves using particle image velocimetry (PIV) measurements, but here
it is shown for larger-scale experiments and using the direct measurements of
bed shear stress and bed pressure.
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Figure 4.15: Sketch of flow patters and velocity profile corresponding to
points (6a) and (6b) in Figure 4.14.
4.6 Run-up of two successive solitary waves
Of the two wave cases studied, SW1, for which wave A did not break and had a
higher value of the solitary wave slope parameter, S 0, showed weakly interact-
ing successive swash events. On the other hand, SW2, for which wave A broke
as a plunging breaker and had a lower value of S 0, showed strongly interacting
swash events. The reduction in run-up of wave B compared to that of wave
A provided the most easily visible indication of whether the successive swash
events are weakly interacting or strongly interacting.
It would be useful to link the interaction of waves in the swash to the prop-
erties of the incident waves and the beach slope. We attempt to establish this
link for the swash of two successive solitary waves with wave crests separated
by approximately one wavelength using the breaker type of a single solitary
wave, i.e., the solitary wave slope parameter, S 0. Figure 4.16, from chapter 3,
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Figure 4.16: The swash period of a single solitary wave, Ts, normalized by
effective wave period of incident wave, T0, as a function of
the slope parameter. The arrows show the values of S 0 for the
successive wave cases.
plots the swash period, Ts, defined as the time from wave collapse in uprush
to the occurrence of the hydraulic jump during downrush, normalized by the
incident wave period, T0, as a function of S 0. As the solitary wave slope pa-
rameter decreases, i.e., moving from non-breaking waves to surging breakers to
plunging breakers, the time period of the swash relative to the incident wave
period increases. For non-breaking waves (S 0 > 0.37), Ts/T0 < 1, but for the
plunging breakers in PLY15 (0.025 < S 0 < 0.3), Ts/T0 > 1.2. For SW1 (S 0 = 0.41,
Ts/T0 ≈ 0.85), the interaction between the wavefront of wave B with the swash
of wave A occurs when the swash event of wave A is almost complete, whereas
for SW2 (S 0 = 0.29, Ts/T0 ≈ 1.1), the interaction between wavefront of wave B
and the swash of wave A occurs when there is a strong downrush flow.
Figure 4.17 plots the run-up of wave B normalized by the run-up of wave A,
RB/RA, as a function of the solitary wave slope parameter, S 0. It includes the two
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Figure 4.17: Run-up of second wave normalized by run-up of first wave
for two successive solitary waves with wave crests separated
by 0.9 < Tsep/T0 < 1.1. LO: Lo et al. (2013); CU: current data.
Dashed vertical lines demarcate different zones: Weakly inter-
acting, WI, S 0 > 0.37; Strongly interacting with the majority
of the swash in downrush, SI(D), 0.25 < S 0 < 0.37; Strongly
interacting with the majority of the swash in uprush, SI(U),
S 0 < 0.25.
wave cases from the current study as well as data from Lo et al. (2013), which
includes measurements from of run-up of two successive solitary waves with
wave crests separated by approximately one wavelength on slopes of s = 1/20,
s = 1/10 (small-scale laboratory facilities at DeFrees Hydraulics laboratory at
Cornell University) and s = 1/12 (LWF at Oregon State University). The over-
all description of the interaction between two successive solitary waves on a
plane beach can be distributed into three different zones in terms of the soli-
tary wave slope parameter, S 0: weakly interacting swash events [WI; S 0 > 0.37;
Ts/T0 < 1], where the swash event of the first wave is almost complete and
the water depth is zero in the majority of the swash zone; strongly interacting
swash events [SI(D); 0.25 < S 0 < 0.37; 1 < Ts/T0 < 1.2], where the majority of
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the swash of the first wave is in downrush; strongly interacting swash events
[SI(U); S 0 < 0.25; Ts/T0 > 1.2], where the majority of the swash of the first wave
is in uprush. SW1 is an example of a WI event, whereas SW2 is an example of
a SI(D) event. WI events are most likely when there is a ‘weak wave-downrush
interaction’, whereas SI(D) events are most likely when there is a ‘strong wave-
downrush interaction’. SI(U) events are similar to ‘wave capture’ (Hughes and
Moseley, 2007; Ca´ceres and Alsina, 2012), but the swash tip of the second wave
does not necessarily overtake the swash tip of the first wave. The boundaries
between the zones are defined here somewhat arbitrarily since in reality, there is
a gradual transition between the three types of interactions, but the run-up data
in Figure 4.17, RB/RA, support the description of the three zones. This charac-
terization is limited to the interaction of only two successive solitary waves and
the interaction of a third solitary wave with the swash of the first two might be
different, particularly in strongly interacting swash events since the flow con-
ditions under which the third wave climbs the slope will be different to those
under which the second wave climbs the slope. Here, the conjecture is put for-
ward that for weakly interacting swash events, the third and subsequent waves
would continue to only weakly interact with the previous and following waves.
Thus, for weakly interaction waves, the period of shoreline oscillations would
remain roughly constant, whereas for strongly interacting waves, the shoreline
oscillations will not be periodic but will likely contain a range of timescales, as
previously noted byWatson et al. (1994), Baldock and Holmes (1999) and others.
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4.7 Concluding remarks
The swash of successive solitary waves can be used to study the interaction of
waves in the swash zone. Specifically, two successive solitary waves that are
separated in the constant depth region by approximately one wavelength of a
single solitary wave and their interact on a plane sloping beach were studied.
The overall description of the interaction is linked to the ratio of the period of
the swash to the period of the incoming waves, Ts/T0, and in turn to the breaker
type of the first wave. Ts/T0 has been identified as an important parameter in
the swash zone (Watson et al., 1994; Baldock and Holmes, 1999; Holland and
Puleo, 2001; Masselink and Puleo, 2006; Hughes and Moseley, 2007; Brocchini
and Baldock, 2008, and others), but here, results have been shown for isolated
swash-swash interaction for different regimes of Ts/T0 using successive solitary
waves. Doing so has allowed the link between the swash period, incident wave
period and the breaker type to be indentified.
When the broken bore of the second wave overcomes the downrush of the
first wave, there is a flow separation point at the bed with the near-bed flow
changing direction from moving offshore to onshore in a bursting manner. In
such a flow separation point, measurements of bed shear stress, bed pressure
and near-bed velocity show that the offshore-directed velocity persists close
to the bed even as the velocity further away from the bed becomes onshore-
directed. Thus there exists a shear layer in the velocity profile. Soon after, the
bed shear stress changes sign and the velocity throughout the water column
becomes onshore-directed. The bed pressure experiences a sudden decrease
during the change of sign of bed shear stress that is associated with upward-
directed vertical fluid accelerations. This process provides evidence for a mech-
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anism by which the sediment mobilized in a sheet flow regime during down-
rush is transported into the bore of the following wave and advected into the
swash zone.
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CHAPTER 5
CONCLUSIONS AND FUTUREWORK
5.1 Conclusions
The objectives of the work were to gain a better understanding of the flow of
(solitary) waves on (plane, impermeable) beaches, including the spatiotempo-
ral distribution of bed shear stresses to improve the knowledge of the hydrody-
namic processes occuring in the swash. The work is divded into three separate
parts.
First, the design, development and analysis of the shear plate sensor. Here it
was found that a simple design of a passive shear plate forming the top plate of
a parallel linkage mechanism whose stiffness is known and whose deflections
are measured in order to measure the tangential shear force of a fluid flow leads
to a robust sensor that can be used in the nearshore flow conditions. Shear
plate sensors are usually limited to zero pressure gradient flows due to the extra
force created by streamwise pressure gradients, but with analysis of the flow
within the sensor, a new methology was proposed to correct for this extra force
extending the utility of shear plate sensors. Essentially, depending upon ratio of
the thickness of the shear plate to the width of the gap between the shear plate
and the sensor housing, the shear plate ‘feels’ a fraction of the pressure gradient
that exists in the flow. That fraction is within the range 0.5 < fpg < 1 with an
increase in the thickness-to-gap size ratio resulting in a lower value of fpg.
Second, the swash of solitary waves on a plane sloping beach. Here it was
found that the approximate solution to bore collapse naturally leads to a swash
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flow that is equivalent to the breaking of a dam. Moreover, it was found that
the swash of breaking solitary waves follow this solution, which is completely
determined from the initial shoreline velocity. Thus, this one measurement can
approximately describe the mean flow, neglecting the effects of friction. Since it
is difficult to measure the shoreline velocity at the instance when it impulsively
starts moving, it was shown that measurements of wave (or bore) height very
close to the shoreline can provide a good estimate of the initial shoreline velocity
via the bore collapse solution. The most drastic effects of friction were found
to be confined within the leading edge of the swash tip during uprush and a
simple theoretical model that treats this region in a bulk sense and includes the
effects of friction was developed. This model was found to be able to predict
the shoreline motion during the initial stages of the uprush when friction is
most important.
Third, the swash of successive solitary waves on a plane sloping beach to
study swash-swash interactions. Here it was found that when two identical
solitary waves follow each other, properties of a single wave are able to predict
the nature of the interactions between the two waves in the swash. Measure-
ments in the bottom boundary layer revealed different dynamics depending
upon how strongly the swash events interact and the location within the swash.
5.2 Future work
There are several directions in which this work could be expanded and com-
plemented. For the work in chapter 2, the logical extension is to see how well
the method for correcting of the pressure gradient force works for other sensors
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and other flow conditions, though it was derived without assuming details of
any particular sensor or type of flow. It may be possible to re-interpret data
previously taken.
The motivation for studying the swash of solitary waves was that it could
form a good physical model for wave crests of ocean swells. The next question
would be: what about the troughs? The use of solitary waves meant that there
was no offshore-directed flow associatedwith the incident wave, but as periodic
waves approach the shoreline, the wave trough preceding the wave crest may
play an important role. Transient waves with leading depressions may form
good physical models to study this effect.
Linked to this same line of enquiry is the study of non-linear evolution of
waves propagating into shallower water. For solitary waves, it was shown here
that the wave height close to the shoreline is difficult to predict from knowl-
edge of the wave in the constant depth region, or even knowledge of the initial
growth rate near the toe of the beach. However, the initial growth rate showed
a change either side of S 0 ≈ 0.37, the empirical breaking criterion. Thus, for gen-
eral long transient waves, could the shoaling be described a parameter similar
to the slope parameter, S 0, but one which explicitly contains the effects of dis-
persion, i.e., sµ/￿? Such a slope parameter reduces back to the fundamental form
of S 0, s/
√
￿, for waves under the Boussinesq approximation ￿ = O(µ2). Since the
collapse of wave crests leads to swash events, it would seem important to un-
derstand how wave crests form and evolve in the nearshore. In that case, the
climb of undular (or weak) bores is an important area for further exploration.
The bed shear stress in the downrush may fit a developing flat plate bound-
ary layer model, but this idea has not been explored in this work. The effects of
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bed friction in the boundary layer may be leading order importance in the for-
mation of the hydraulic jump since the water depth is so shallow in this phase
of the swash. To that end, a general empirical downrush breaking criterion in
terms of S 0, based on numerical solutions to the fully non-linear potential equa-
tions, would be useful.
Considering successive swash events, there seem to robust qualitative de-
marcations between different types of interactions, analogous to different types
of breaking of a single wave crest (e.g., surging, plunging, etc. ). If the charac-
teristic variable, α, gives a useful characterization of a single swash event, how
this variable evolves in space and time in successive swash events would be
worth exploring. This would enable building an understanding of the swash on
a wave-by-wave basis. Finally, further experimental investigations of a porous
beach would be useful to understand the likelyhood of fluidization of the bed,
especially in the case of swash-swash interactions.
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APPENDIX A
DATA REPEATABILITY
To check the repeatability of the data, various experimental runs were re-
peated. Figures A.1–A.3 plots the data from the comparison between the first
run and the repeated run of wave cases of each breaker type (non-breaking, NB;
surging breaker; SU, plunging breaker, PL), repeated at different locations on
the beach. Table A.1 lists the repeated experimental runs. The data taken in the
swash was found to be repeatable to a high degree, as seen in the plots below.
When an experimental run is repeated, the initially dry portion of the beach
(x > 0) is not in fact completely dry as it is, for example, at the start of the
experiments, because residual water from the previous run still forms a damp
surface on the beach. Thus, there is a question of whether the beach boundary
conditions for a repeated run are the same as a completely dry beach. However,
in large-scale experiments, the role of surface tension is diminished and thus a
slightly wet beach does not alter the results. This notion was confirmed not only
by the plots of data repeatability, but also by visual observations of the run-up:
a repeated run was observed to reach the same run-up to within a horizontal
distance of ±5 cm, less than 2% of the run-up of wave W1.
Wave Breaker type Repeated location
W3 NB L5
W5 SU L6
W9 PL L8
Table A.1: Repeated experimental runs
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Figure A.1: Comparison of data for repeated runs of for W3 (NB, H0 =
0.173 m, ￿0 = 0.100) at location L5 (x = 2.42 m). Data from the
repeated run is plotted in red and shows a very good match to
the first run.
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Figure A.2: Comparison of data for repeated runs of for W5 (SU, H0 =
0.261 m, ￿0 = 0.151) at location L6 (x = 3.92 m). Data from the
repeated run is plotted in red and shows a very good match to
the first run.
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Figure A.3: Comparison of data for repeated runs of for W9 (PL, H0 =
0.443 m, ￿0 = 0.256) at location L8 (x = 6.10 m). Data from the
repeated run is plotted in red and shows a very good match to
the first run.
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