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That there is a close connection between crude (or suspended) Hopf invariants and the
reduced diagonal map has long been known. In this paper we build on a classical result
of Boardman and Steer (1967) to explore some further relationships in terms of conic
structures. In a related result we show that certain Toda brackets contain crude Hopf
invariants as elements. In particular, using this latter observation, detection of crude Hopf
invariants can be carried out.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
For n  2 let n : X → X∧n be the reduced diagonal map on a space X where X∧n denotes the n-fold smash product
X∧n = X ∧ · · · ∧ X . It is often the case that information about n is of crucial importance in topology. For example, if
X admits a comultiplication map then 2 is null homotopic. More generally, the least n such that n is null homotopic
is a numerical homotopy invariant of X called the weak category of X and serves as a lower bound for the Lusternik–
Schnirelmann category of X .
A space is said to admit a conic structure if it can be written as an iterated mapping cone. In this paper we assume
that X is equipped with a speciﬁed conic structure and seek information about n in terms of the attaching maps of the
conic structure. This leads to factorizations of n in which Hopf invariants occur as composition factors. For example it was
shown by Boardman and Steer [1, Theorem 5.14] that if X has the conic structure on the left below then the homotopy
factorization on the right below is valid
C ΣU
u
X
q
2
X ∧ X
∗ ΣC i X Σ2U λ2(u) ΣC ∧ ΣC
i∧i (1)
where λ2(u) is an appropriately deﬁned Hopf invariant arising from the suspension comultiplication on ΣC . As shown in
[4] induction can be used to extend this result to the case where the map ∗ → X has a conic structures of ﬁnite length.
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C
g
ΣU
u
W
2
q
W ∧ W
B
i1 Cg
i
W Σ2U
GaneaHI(u)
ΣC ∧ Cg
i˜∧i (2)
Namely, let the space W in (2) have the conic structure indicated on the left and suppose that the composite i ◦ i1 is
assumed to be null homotopic. Then i extends to a map i˜ : ΣC → W and the homotopy factorization on the right in (2) is
valid where GaneaHI (see [2, Remark 4.2]) denotes the crude Hopf invariant arising from the cooperator map Cg → ΣC ∨Cg
associated to the mapping cone Cg .
Somewhat more generally we may consider the following situation involving the “conic structure” of a double mapping
cylinder.
ΣU
u
W
2
q
W ∧ W
C
g
f
B i1
A i0
M( f , g) i W := Cu Σ2U
GHI(u)
C f ∧ Cg
i˜0∧˜i1 (3)
Here M( f , g) denotes the double mapping cylinder on the maps f and g , and GHI is the crude Ganea–Hopf invariant
arising from the canonical map ψ :M( f , g) → C f ∨Cg . Assume that i◦ i0 and i◦ i1 are both null homotopic. Then extensions
i˜0 : C f → W and i˜1 : Cg → W respectively exist and the factorization of 2 on the right in (3) is valid.
Each of the factorizations in (1)–(3) above may be deduced from the following factorization result involving Hopf invari-
ants and Toda brackets.
Theorem 1.1. In the homotopy commutative diagram
E
p
ΣU
u
C
c
a
X
assume that a ◦ u is null homotopic and that p is a coretractile ﬁbration (see Deﬁnition 2.1 below), with splitting map σ : ΣΩ X → E
and ﬁber inclusion p : F p → E. Consider the mapping cone sequence of u:
ΣU
u
C
iu1 Cu
q
Σ2U
Let φ : Cu → X be an extension of a and let ip1 : X → Cp denote the canonical inclusion. Then the crude Hopf invariant
cHI(p ,p;σ ) : π(ΣU ,C) → π
(
Σ2U ,Cp
)
is deﬁned (see (11) in Section 3 below), and the diagram
Cu
q
φ
X
ip1
Σ2U
cHI(p ,p;σ )(u)
Cp
(4)
is homotopy commutative. Moreover in this situation the classical Toda bracket {i p1 ,a,u} ⊂ π(Σ2U ,Cp) is well deﬁned and the rela-
tion
cHI(p ,p;σ )(u) ∈
{
ip1 ,a,u
}
holds. In particular if o /∈ {ip1 ,a,u} then cHI(p ,p;σ)(u) 
= o. Here o denotes the homotopy class of the null map.
Theorem 1.1 is proven below in Section 4. The proof we give is conceptual, direct and straightforward. In contrast the
proof of the factorization (1) that is given in [1, Theorem 5.14] occupies two pages and involves intricate homotopies.
Many factorization results may be deduced from the following corollary of Theorem 1.1.
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E
p
ξ
L⇒
E ′
p′
X
x
X ′
ΣU
f
C
c
a
i f1
C f
φ
q Σ
2U
is homotopy commutative and that p and p′ are coretractile ﬁbrations with splittings σ and σ ′ respectively that are compatible. Then,
for a speciﬁc homotopy L as indicated, the diagram
C f
q
φ
X ′
ip
′
1
Σ2U
cHI(p ,p;σ )( f ) Cp
ζL Cp′
is homotopy commutative. Here ζL is the map induced on mapping cones by the homotopy L (see Deﬁnition 2.4). Moreover the relation
ζL ◦ cHI(p ,p;σ )( f ) ∈
{
ip
′
1 , x ◦ a, f
}
is valid.
The next result is typical of those that can be obtained from Corollary 1.2.
Proposition 1.3. Let f : ΣU → C be given. Suppose that ρ : C → FW (C,n) is the structure map for an n-fold fat wedge structure
on C (in the sense of [3, Deﬁnition 2.5]) where
FW (C,n) = {(x1, . . . , xn) ∈ C×n ∣∣ xi = ∗ for at least one i}.
Then the diagram
C f
q
n
(C f )∧n
Σ2U
ρHI( f )
C∧n
(i f1 )
∧n
yields a homotopy factorization of the reduced diagonal map n. Moreover the relation(
i f1
)∧n ◦ ρHI( f ) ∈ {quot, (i f1 )×n ◦ n, f }
is valid where quot : (C f )×n → (C f )∧n denotes the canonical quotient map.
The factorization part of Proposition 1.3 is due to Boardman and Steer [1, Theorem 5.14] when n = 2 and with C a sus-
pension space, and to Iwase [8, Remark 4.3] for n > 2. We note that Iwase’s approach differs from ours in that he uses Ganea
ﬁbrations. Of course the n = 2 case of Proposition 1.3 renders a proof of the factorization (1), by taking the structure map to
be suspension comultiplication (but see also Proposition 5.6 below). We note in fact that Proposition 1.3 requires only that
the space C admit a comultiplication ρ : C → C ∨ C . Hence C need not be necessarily a suspension space, and even if it is,
we recall from [5] that a suspension space can admit non-suspension comultiplications. In this regard our Proposition 1.3 is
more general than [1, Theorem 5.14], and places emphasis on the structure map rather than on the space.
The other factorizations in (2)–(3) above are veriﬁed in Section 5.
The Hopf invariant cHI used in Theorem 1.1 frequently is such that it arises from a given conic structure on the space C ,
as it does for example in the factorizations (1)–(3) above. However one may consider other choices for cHI; this leads to
some additional factorization results given in Section 5 for Hopf invariants of Berstein–Hilton–Ganea kind.
In Section 6 we formulate a factorization result involving matrix Toda brackets (Proposition 6.1). The following simi-
larly stated case is illustrative. The relevant Hopf invariant, denoted MHI, was deﬁned by Marcum [12] and is canonically
associated to any homotopy commutative square.
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U
h
L⇒
o
o
C
f
g
F⇒
⇓ K
B
b
A
a
X
deﬁne the composite of maps
ΣU
u M( f , g) μF X
which represents an element of the matrix Toda bracket{
b
a
,
g
f
, h
}
⊂ π(ΣU , X).
If μF ◦ u is null homotopic then there exists an extension ϕ : Cu → X such that the diagram
Cu
2
q
Cu ∧ Cu ϕ∧ϕ X ∧ X
ia1∧ib1
Σ2U {F }MHI(u) Ca ∧ Cb
is homotopy commutative. Moreover the Toda bracket relation
{F }MHI(u) ∈ {quot, (ia1 ◦μF )(ib1 ◦μF ),u}
is valid where quot : Ca × Cb → Ca ∧ Cb denotes the canonical quotient map.
As we have observed, the Toda bracket relation stated in Theorem 1.1 may be used to deduce nontriviality
of cHI(p ,p;σ)(u) from nontriviality of the Toda bracket {ip1 ,a,u}. If the hypothesis a ◦ u  o is not available then {ip1 ,a,u}
is not deﬁned and computation of cHI(p ,p;σ)(u) seems more diﬃcult. In some cases matrix Toda brackets may instead be
used (see Proposition 4.2 below). We devote Section 7 to one such example (exhibited in Proposition 7.6).
2. Coretractile maps
Deﬁnition 2.1. A map p : E → X is said to be coretractile if there is a splitting map σ : ΣΩ X → E such that p ◦ σ = εX , the
evaluation map on X . Of course, by taking adjoints, this is seen to be just another way of expressing that Ωp admits a
homotopy section. Consider the homotopy pullback
F p
p
E
p
∗
Ψp⇒
X
Fp =
{
(ω, e) ∈ X [0,1] × E ∣∣ω(0) = ∗, ω(1) = p(e)}
Ψp
(
(ω, e), t
)= ω(t), p(ω, e) = e (5)
which deﬁnes the homotopy ﬁber of p. Also let μp : Σ F p → Cp denote the homotopy Thom class of p (as deﬁned in [2,
Deﬁnition 6.1] for instance). Explicitly,
μp
[
(ω, e), t
]= { ip1ω(2t), if 0 t  12[e,2− 2t], if 12  t  1
where ip1 : X → Cp is the inclusion map at parameter t = 1.
Given maps γ : ΣU → F p and ϑ : ΣU → E the conjugate γ ϑ : ΣU → F p is the unique homotopy class satisfying
p ◦
(
γ ϑ
)= −ϑ + p ◦ γ + ϑ.
Of course if π(ΣU , E) is abelian then γ ϑ = γ . Furthermore observe that (γ1 + γ2)ϑ = γ ϑ1 + γ ϑ2 and consequently
μp ◦ Σ
(
(γ1 + γ2)ϑ
)= μp ◦ Σ(γ ϑ1 )+μp ◦ Σ(γ ϑ2 ) (6)
because suspension Σ : π(ΣU , F p) → π(Σ2U ,Σ F p) is a homomorphism.
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p
E
p
X be a coretractile map with splitting σ : ΣΩ X → E. Then any element γ ∈ π(ΣU , E) may
be written uniquely in the form
γ = p ◦ α + σ ◦ Σ
(
β·
)
for some elements α ∈ π(ΣU , F p) and β ∈ π(ΣU , X).
Proof. Note that if such a representation of γ exists then after composing with p we must have β = p ◦ γ . This establishes
the uniqueness and existence of β . Thus β· = Ωp ◦ γ ·. Hence
p ◦ (γ − σ ◦ Σ(β·))= p ◦ γ − p ◦ σ ◦ Σ(Ωp ◦ γ ·)
= p ◦ γ − εX ◦ ΣΩp ◦ Σ
(
γ ·
)
= p ◦ γ − p ◦ εU ◦ Σ
(
γ ·
)
= p ◦ γ − p ◦ γ = o
and so by exactness in the homotopy sequence of p there exists a class α ∈ π(ΣU , F p) such that p ◦ α = γ − σ ◦ Σ(β·).
Since
(p)# : π(ΣU , F p) → π(ΣU , E)
is a monomorphism, α also is unique, as required. 
Lemma 2.3. Let homotopies G and H be given as follows.
ΣU
α
G⇒
E
p
ΣU
β
H⇒
E
p
∗ X ∗ X
Assume that p : E → X is a coretractile map and that α and β are homotopic maps. Then there exists a homotopy K : α ⇒ β such that
H ∼ pK + G where ∼ denotes the relation of track equivalence of homotopies.
Proof. Consider the homotopy pullback square (5) that deﬁnes the homotopy ﬁber of p. By the homotopy pullback property
there are maps ρG , ρH : ΣU → F p such that p ◦ρG = α, p ◦ρH = β , ΨpρG = G and ΨpρH = H . Because p is a coretractile
map, the induced homomorphism (p)# : π(ΣU , F p) → π(ΣU , E) is a monomorphism. Hence we must have ρG  ρH since
α  β . Let L : ρG ⇒ ρH be a homotopy and consider the composite homotopy:
U
ρH
ρG
⇑ L F p
p◦p
o
⇑ Ψp X
By application of the Interchange Law
ΨpρH + oL ∼ (p ◦ p)L + ΨpρG .
This reduces to H ∼ (p ◦ p)L + G since oL ∼ 1o : o ⇒ o : ΣU → X . Here o : F p → X denotes the trivial map and 1o the
constant homotopy ΣU × [0,1] → X to the base point of X . Therefore by deﬁning K := p L the relation H ∼ pK + G is
obtained. 
Deﬁnition 2.4. We deﬁne the mapping cone C f of a map f : C → A by setting
C f :=M
(∗ C f A ).
Thus (for us) mapping cones always have vertices at parameter t = 0. There is a mapping cone sequence
C
f
A
i f1 C f
q
ΣC (7)
where i f is the map (operator) embedding A at parameter t = 1 and q is the canonical quotient map.1
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a ◦ f ⇒ f ′ ◦ c we shall let ζH denote the class induced by the double mapping cylinder functorM as follows:
∗ C
c
f
−H⇒
A
a M
C f
ζH
∗ C ′ f
′
A′ C f ′
For example in this notation the homotopy Thom class occurring in Deﬁnition 2.1 above is given by μp = −ζΨp : Σ F p → Cp .
Lemma 2.5. Consider the following maps induced by the double mapping cylinder functorM
∗ A
1
f
X C f
q
∗ A
f
−D f⇒
∗ M Σ A
ζD f
∗ X i
f
1 C f Ci f1
where D f is the deﬁning homotopy for C f . Then the diagram
C f
q
inc C
i f1
Σ A
−ζD f
is homotopy commutative.
Proof. This result is part of the classical theory of the mapping cone sequence (7). Alternatively, one may apply [11,
Lemma 3.3] as indicated below.
∗
A
f
D f⇒
X
i f1
∗ C f

C f
1
q
Σ A
−ζD f
C f
inc C
i f1
In fact the latter result shows that the square on the right is not only homotopy commutative; it is a homotopy pushout. 
3. The construction of Hopf invariants
Coretractile maps are very closely connected with the construction of Hopf invariants, as we now recall. A basic reference
for the material in this section is [12, Section 1].
Suppose given the homotopy commutative diagram
F p
p
C
x
c
E
p
ΣΩ X
σ
εX
X
(8)
in which p is a coretractile map with splitting map σ . Then the (delicate) Hopf invariant deﬁned by this data is the function
cHI(p ,p;σ ) : π(ΣU ,C) → π(ΣU , F p) (9)
whose value is uniquely speciﬁed by the characterizing equation
p ◦ cHI(p ,p;σ )(u) = c ◦ u − σ ◦ ΣΩx ◦ Σ
(
u·
)
(10)
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cHI(p ,p;σ ) : π(ΣU ,C) → π
(
Σ2U ,Cp
)
(11)
obtained by setting
cHI(p ,p;σ )(u) = μp ◦ Σ
(
cHI(p ,p;σ )(u)
)
. (12)
Note that the equation
q ◦ cHI(p ,p;σ )(u) = Σ(c ◦ u) − Σσ ◦ Σ2Ωx ◦ Σ2
(
u·
)
(13)
is valid as classes Σ2U → Σ E where q : Cp → Σ E is the quotient map.
We remark that it is possible to adopt a “universal example” point of view in regard to the Hopf invariant (9) above.
Namely, by [12, Deﬁnition 1.9] the coretractile map p in diagram (8) gives rise to a deﬁning class θ : ΣΩE → F p uniquely
speciﬁed by the equation p ◦ θ + σ ◦ ΣΩp = εE where εE : ΣΩE → E is the evaluation map on E . Then we have
cHI(p ,p;σ )(u) = θ ◦ ΣΩc ◦ Σ
(
u·
)
(14)
for a given class u : ΣU → C , and in particular
cHI(p ,p;σ )(εC ) = θ ◦ ΣΩc : ΣΩC → F p . (15)
An important property of the Hopf invariants in (9) and (12) is that they are natural in U as expressed in the following
proposition (cf. [12, Deﬁnitions 1.2, 1.3, and 1.17]).
Proposition 3.1. Let u : ΣU → C and g : W → U be given. Then the equations
cHI(p ,p;σ )(u ◦ Σ g) = cHI(p ,p;σ )(u) ◦ Σ g (16)
cHI(p ,p;σ )(u ◦ Σ g) = cHI(p ,p;σ )(u) ◦ Σ2g (17)
are valid.
Proposition 3.2. With reference to diagram (8) let a class u : ΣU → C be given. Suppose that classes α ∈ π(ΣU , F p) and β ∈
π(ΣU , X) exist such that the relation
c ◦ u = p ◦ α + σ ◦ Σ
(
β·
)
holds. Then cHI(p ,p;σ)(u) = α and cHI(p ,p;σ)(u) = μp ◦ Σα.
Note that by Proposition 2.2 such classes α and β always exist.
Proof. By (12) the equation cHI(p ,p;σ)(u) = μp ◦ Σα clearly will hold if we verify that cHI(p ,p;σ)(u)) = α.
Now the hypothesis c ◦ u = p ◦ α + σ ◦ Σ(β·) implies that
p ◦ c ◦ u = p ◦ p ◦ α + p ◦ σ ◦ Σ
(
β·
)= p ◦ σ ◦ Σ(β·)= εX ◦ Σ(β·)= β
since p ◦ p = o. Hence Ωp ◦ Ωc ◦ u· = β· and so
σ ◦ ΣΩx ◦ Σ(u·)= σ ◦ ΣΩp ◦ ΣΩc ◦ Σ(u·)= σ ◦ Σ(β·).
Thus in the characterizing equation for cHI(p ,p;σ)(u) we have
p ◦ cHI(p ,p;σ )(u) = c ◦ u − σ ◦ ΣΩx ◦ Σ
(
u·
)= p ◦ α + σ ◦ Σ(β·)− σ ◦ Σ(β·)= p ◦ α
and consequently the equality cHI(p ,p;σ)(u) = α must hold since
(p)# : π(ΣU , F p) → π(ΣU , E)
is a monomorphism. 
Also we shall need the following naturality property of Hopf invariants.
Proposition 3.3. In the homotopy commutative diagram
Fp
p
x F p′
p′
E
p
ξ
L⇒
E ′
p′
f
c
a x ′ΣU C X X
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are compatible in the sense that the homotopy equation ξ ◦ σ = σ ′ ◦ ΣΩx holds. Then the relations
{ξ ◦ c}HI(p′ ,p′;σ ′)( f ) = x ◦ cHI(p ,p;σ )( f ) (18)
{ξ ◦ c}HI(p′ ,p′;σ ′)( f ) = ζL ◦ cHI(p ,p;σ )( f ) (19)
are valid. Here ζL : Cp → Cp′ denotes the map induced on mapping cones by the homotopy L (see Deﬁnition 2.4 above).
Proof. Using characterizing equations and compatibility of splittings we may write
p′ ◦ {ξ ◦ c}HI(p′ ,p′;σ ′)( f ) = ξ ◦ c ◦ f − σ ′ ◦ ΣΩ(x ◦ a) ◦ Σ
(
f ·
)
= ξ ◦ c ◦ f − ξ ◦ σ ◦ ΣΩa ◦ Σ( f ·)
= ξ ◦ {c ◦ f − σ ◦ ΣΩa ◦ Σ( f ·)}
= ξ ◦ p ◦ cHI(p ,p;σ )( f )
= p′ ◦ x ◦ cHI(p ,p;σ )( f ).
Now (p′ )# : π(ΣU , F p′ ) → π(ΣU , E ′) is a monomorphism by virtue of the fact that p′ is coretractile. From this we con-
clude that {ξ ◦ c}HI(p′ ,p′;σ ′)( f ) = x ◦ cHI(p ,p;σ)( f ) and thus Eq. (18) has been shown to hold. From the deﬁnition of the
crude Hopf invariant we see that
{ξ ◦ c}HI(p′ ,p′;σ ′)( f ) = μp′ ◦ Σ
({ξ ◦ c}HI(p′ ,p′;σ ′)( f ))
= μp′ ◦ Σx ◦ Σ
(
cHI(p ,p;σ )( f )
)
= ζL ◦μp ◦ Σ
(
cHI(p ,p;σ )( f )
)
= ζL ◦ cHI(p ,p;σ )( f )
where the relation μp′ ◦ Σx= ζL ◦μp holds by [13, Lemma 3.11]. Hence Eq. (19) holds also. 
For the next result we consider data as depicted in the following diagrams.
F p
p
F p
p
E
p
ΣΩ X
σ
εX
E
p
ΣΩ X
σ
εX
B
b
c′′
X ΣU
u:=(− f∨g)◦ω
A ∨ B
c′c′′
ab X
ΣU
f
g
A
c′
a
(20)
Here p is to be a coretractile ﬁbration (Deﬁnition 2.1) with homotopy ﬁber F p and splitting σ . Also the homotopy equations
a ◦ f = b ◦ g , p ◦ c′ = a and p ◦ c′′ = b are to hold; but it isn’t assumed that c′ ◦ f = c′′ ◦ g . In (20) the diagram on the right
is to be induced from that on the left. In this situation there are three Hopf invariants, namely c′HI(p ,p;σ) , c′′HI(p ,p;σ) and{c′  c′′}HI(p ,p;σ) . Note that σ ◦ ΣΩa ◦ Σ( f ·) = σ ◦ ΣΩb ◦ Σ(g·); let this class be denoted ϑ .
Proposition 3.4.With reference to data (20) and using the notations just introduced, we have the following relations{
c′  c′′}HI(p ,p;σ )(u) = −c′HI(p ,p;σ )( f )ϑ + c′′HI(p ,p;σ )(g)ϑ (21){
c′  c′′}HI(p ,p;σ )(u) = −α + β (22)
where α is the composite
Σ2U
Σ((c′HI(p ,p;σ )( f ))ϑ )
Σ F p
μp Cp
and β is the composite
Σ2U
Σ((c′′HI(p ,p;σ )(g))ϑ )
Σ F p
μp Cp
Note that if π(ΣU , E) is abelian then α = c′HI(p ,p;σ)( f ) and β = c′′HI(p ,p;σ)(g).
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Ωa ◦ f · = (a ◦ f )· = (b ◦ g)· = Ωb ◦ g·.
Thus the characterizing equation for the Hopf invariant c′ HI is given by
p ◦ c′ HI(p ,p;σ )( f ) = c′ ◦ f − σ ◦ ΣΩa ◦ Σ
(
f ·
)= c′ ◦ f − ϑ.
Similarly p ◦ c′′ HI(p ,p;σ)(g) = c′′ ◦ g − σ ◦ ΣΩb ◦ Σ(g·) = c′′ ◦ g − ϑ . Consequently we have
p ◦
[−c′ HI(p ,p;σ )( f )ϑ + c′′ HI(p ,p;σ )(g)ϑ ]= −p ◦ c′ HI(p ,p;σ )( f )ϑ + p ◦ c′′ HI(p ,p;σ )(g)ϑ
= −[−ϑ + p ◦ c′ HI(p ,p;σ )( f ) + ϑ]− ϑ + p ◦ c′′ HI(p ,p;σ )(g) + ϑ
= −ϑ − p ◦ c′ HI(p ,p;σ )( f ) + ϑ − ϑ + p ◦ c′′ HI(p ,p;σ )(g) + ϑ
= −[p ◦ c′ HI(p ,p;σ )( f ) + ϑ]+ [p ◦ c′′ HI(p ,p;σ )(g) + ϑ]
= −c′ ◦ f + c′′ ◦ g.
Next we note that (a b) ◦ u = o. Taking adjoints we obtain
Ω(a b) ◦ u· = [(a b) ◦ u]· = o.
Hence and by the characterizing equation for {c′  c′′}HI(p ,p;σ) , we have
p ◦
{
c′  c′′}HI(p ,p;σ )(u) = (c′  c′′) ◦ u − σ ◦ ΣΩ(a b) ◦ Σ(u·)
= (c′  c′′) ◦ u
= −c′ ◦ f + c′′ ◦ g.
Since p is coretractile, composition with p is a monomorphism on homotopy groups. Therefore we may conclude that{
c′  c′′}HI(p ,p;σ )(u) = −c′HI(p ,p;σ )( f )ϑ + c′′HI(p ,p;σ )(g)ϑ .
This establishes relation (21).
Passing to the case of the crude Hopf invariant we see that
{
c′  c′′}HI(p ,p;σ )(u) = μp ◦ Σ({c′  c′′}HI(p ,p;σ )(u))
= μp ◦ Σ
(−c′HI(p ,p;σ )( f )ϑ + c′′HI(p ,p;σ )(g)ϑ)
= −μp ◦ Σ
(
c′HI(p ,p;σ )( f )ϑ
)+μp ◦ Σ(c′′HI(p ,p;σ )(g)ϑ )
= −α + β.
This establishes the relation (22). 
4. Proof of Theorem 1.1 and some corollaries
We begin with the proof of Theorem 1.1.
Proof of Theorem 1.1. The relation a ◦ u = o implies the relation Ωa ◦ u· = o under adjunction and hence
p ◦ cHI(p ,p;σ )(u) = c ◦ u
by the characterizing equation (10). Next we select homotopies L : p ◦c ⇒ a and N : φ ◦ iu1 ⇒ a, and set R := −L+N : φ ◦ iu1 ⇒
p ◦ c. This allows us to consider maps that are induced under the double mapping cylinder functorM as given below. Here
Du : o ⇒ iu ◦ u is the deﬁning homotopy for Cu and use of the “ζ operator” notation is as explained in Deﬁnition 2.4.1
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u
−Du⇒
∗ Σ2U
ζDu
∗ C
c
iu1
−R⇒
Cu
φ
M Ciu1
ζR
∗ E p X Cp
∗ ΣU
cHI(u)
∗ Σ2U
Σ(cHI(p ,p;σ )(u))
∗ F p
p
−Ψp⇒
∗ M Σ F p
ζΨp
∗ E p X Cp
Now by hypotheses p is a coretractile map and the homotopy equality
p ◦ cHI(p ,p;σ )(u) = c ◦ u
has been established above. Hence Lemma 2.3 may be applied. By its use we may conclude that there is a cotriad homotopy
(or, in categorical language, a modiﬁcation) from the top one to the bottom one of the two composite cotriad morphisms
on the left above. In consequence (cf. [9, Theorem 4.8]) the maps induced underM are homotopic; that is,
ζR ◦ ζDu = ζΨp ◦ Σ
(
cHI(p ,p;σ )(u)
)
.
Next we observe that
cHI(p ,p;σ )(u) ◦ q = μp ◦ Σ
(
cHI(p ,p;σ )(u)
) ◦ q
= (−ζΨp ) ◦ Σ
(
cHI(p ,p;σ )(u)
) ◦ q
= −[ζΨp ◦ Σ(cHI(p ,p;σ )(u))] ◦ q
= −[ζR ◦ ζDu ] ◦ q
= ζR ◦ (−ζDu ) ◦ q.
By Lemma 2.5 we have (−ζDu ) ◦ q = inc : Cu → Ciu1 . Also the relation
ζR ◦ inc= ip1 ◦ φ : Cu → Cp
follows directly from the deﬁnition of ζR . Consequently the factorization
cHI(p ,p;σ )(u) ◦ q = ip1 ◦ φ
holds.
Lastly, by a standard result on Toda brackets [15, Proposition 1.9] any element λ of π(Σ2U ,Cp) such that λ ◦ q = ip1 ◦ φ
deﬁnes an element of the Toda bracket {ip1 ,a,u}. Thus the factorization just obtained implies in particular that cHI(p ,p;σ)(u)
is an element of {ip1 ,a,u}, as claimed. 
Proof of Corollary 1.2. Since plainly x ◦ a ◦ f = o, we may apply Theorem 1.1 to the following diagram.
E ′
p′
ΣU
f
C
ξ◦c
x◦a
X ′
This yields the equation {ξ ◦ c}HI(p′ ,p′;σ ′)( f ) ◦ q = ip
′
1 ◦ φ. Because splittings are compatible we further have
{ξ ◦ c}HI(p′ ,p′;σ ′)( f ) = ζL ◦ cHI(p ,p;σ )( f )
by Eq. (19). These observations yield the proposition. 
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FW (C,n)
inc
FW (i f1 ,n) FW (C f ,n)
inc
C×n
(i f1 )
×n
(C f )×n
ΣU
f
C
ρ
n
i f1
C f
n
q Σ
2U
The two vertical inclusions are coretractile maps with compatible splittings. We may regard the mapping cone of the
inclusion of the fat wedge into the full product as the smash product. So in this diagram the map induced on mapping
cones is just (i f1 )
∧n : C∧n → (C f )∧n . Thus the result is obtained by application of Corollary 1.2. 
We record the following special case of Corollary 1.2. The spaces E and E ′ that occur are generalized versions of the
n-fold PWD structures studied in [3].
Proposition 4.1. Let a homotopy commutative diagram of form
E
p
ξ
L⇒
B1 ∨ · · · ∨ Bn
σ
inc
q1∨···∨qn
E ′
p′
X1 ∨ · · · ∨ Xn
σ ′
inc
B1 × · · · × Bn q1×···×qn X1 × · · · × Xn
ΣU u C
c
b1···bn
iu1
Cu
x1···xn
q Σ
2U
be given with speciﬁc homotopy L : (q1 × · · · × qn) ◦ p ⇒ p′ ◦ ξ . Then there is a homotopy commutative diagram
Cu
q
n
(Cu)∧n
x1∧···∧xn X1 ∧ · · · ∧ Xn η Cp′/FW (X1, . . . , Xn)
Σ2U
cHI(u)
Cp
ζL
Cp′
quot
where ζL is the map induced on mapping cones by the homotopy L, and η is the quotient map arising from the inclusions
FW (X1, . . . , Xn)
inc X1 × · · · × Xn i
p′
1 Cp′
Here FW (X1, . . . , Xn) denotes the fat-wedge subset of X1 × · · · × Xn.
Proof. We let χ : ΣΩ(B1 × · · · × Bn) → B1 ∨ · · · ∨ Bn be the canonical map deﬁned in [3, Deﬁnition 1.1]. The map p is
coretractile with splitting map σ ◦ χ ; also p′ is coretractile with a similar splitting map. Plainly these splitting maps are
compatible. Applying Corollary 1.2 we obtain the following homotopy commutative diagram.
Cu
q
x1...xn X1 × · · · × Xn
ip
′
1
2
cHI(p ,p;σ◦χ)(u) Cp
ζL Cp′Σ U
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FW (Cu,n)
inc
FW (x1,...,xn) FW (X1, . . . , Xn)
inc
FW (X1, . . . , Xn)
inc
C
n
n
(Cu)×n
quot
x1×···×xn X1 × · · · × Xn
quot
ip
′
1 Cp′
quot
(Cu)∧n
x1∧···∧xn X1 ∧ · · · ∧ Xn η Cp′/FW (X1, . . . , Xn)
Thus η ◦ (x1 ∧ · · · ∧ xn) ◦ n = (quot) ◦ ip
′
1 ◦ (x1 . . .xn). From this observation the homotopy commutative diagram in the
proposition follows at once. 
For another application we return to the situation considered in Proposition 3.4. In diagram (20) we suppose additionally
that a map v : X → V satisfying v ◦ p = o is given. Then an extension v : Cp → V of v to the mapping cone of p exists. Also
let φ :M( f , g) → X be induced by a homotopy a ◦ f ⇒ b ◦ g and let κ :M( f , g) → Σ2U denote the canonical quotient
map. In this way we obtain the following diagram.
E
p
ΣΩ X
σ
εX
X
v
V
ΣU
u:=(− f∨g)◦ω A ∨ B
c′c′′
ab
i0i1 M( f , g)
φ
κ Σ
2U
(23)
By [3, Proposition 4.1] the lower horizontal sequence is a coﬁbration sequence.
Proposition 4.2.With reference to diagram (23), the square
M( f , g)
κ
φ
X
v
Σ2U
−v◦α+v◦β
V
is homotopy commutative where α and β are the classes deﬁned in Proposition 3.4. We note further that in terms of matrix Toda
brackets and box brackets the relation
v ◦ ({c′  c′′}HI(p ,p;σ )(u))= −v ◦ β + v ◦ α ∈ {v , b
a
,
g
f
}
:=
(
ΣU
f
g
B
b
∗
A a X v V
)
holds, with the last equality valid by [7, Proposition 3.2(1)]. In particular, o ∈
{
v , b
a
,
g
f
}
whenever the Hopf invariants
c′HI(p ,p;σ)( f ) and c′′HI(p ,p;σ)(g) vanish.
Proof. We apply Theorem 1.1 to diagram (23). This yields the following homotopy commutative diagram.
M( f , g)
κ
φ
X
ip1
Σ2U {c′c′′}HI(u)
Cp
We have {c′  c′′}HI(p ,p;σ)(u) = −α+β by relation (22). Thus, since v ◦ ip1 = v , the homotopy commutative diagram claimed
in the proposition is obtained.
Lastly, for the general deﬁnition of the matrix Toda bracket we refer to [6, Deﬁnition 5.1]. But in the present situation
the matrix Toda bracket
{
v , a
b
,
f
g
}
coincides with the usual Toda bracket {v,a  b, (− f ∨ g) ◦ ω} due to the presence of
the suspension space ΣU . Hence and by Theorem 1.1, we have
v ◦ (−α + β) ∈ v ◦ {ip1 ,a b,u}⊂ {v,a b,u} = {v , a , f } .b g
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{
v , b
a
,
g
f
}
= −
{
v , a
b
,
f
g
}
by [6, Remark 5.2], and from this the matrix Toda bracket relation stated in the proposi-
tion is readily obtained. 
The proof of the following proposition may be given in a manner similar to those of the above results but we omit
details.
Proposition 4.3. In the diagram
E ′′
p′′
ξ ′′
L′′⇒
E
p
L′⇐
E ′
p′
ξ ′
X ′′ x
′′
X X ′x
′
B
ρ ′′
b
i1 M( f , g)
φ
A
i0
ρ ′ a
ΣU
g f
D⇐
let p′ , p and p′′ denote coretractile ﬁbrations with splittings σ ′ : ΣΩ X ′ → E ′ , σ : ΣΩ X → E and σ ′′ : ΣΩ X ′′ → E ′′ respectively
that are compatible; i.e., the equations ξ ′ ◦ σ ′ = σ ◦ ΣΩx′ and ξ ′′ ◦ σ ′′ = σ ◦ ΣΩx′′ hold up to homotopy. We assume the diagram
is homotopy commutative (with selected homotopies indicated ), except that the relation ξ ′ ◦ ρ ′ ◦ f = ξ ′′ ◦ ρ ′′ ◦ g is not required
to hold. Let v : X → V be a map such that v ◦ p = o and let v : Cp → V be an extension of v. Set ϑ ′ = σ ′ ◦ ΣΩa ◦ Σ( f ·) and
ϑ ′′ = σ ′′ ◦ ΣΩb ◦ Σ(g·). Then the diagram
M( f , g)
κ
φ
X
v
Σ2U
−α+β
V
is homotopy commutative where α is the composite
Σ2U
Σ((ρ ′HI(′p ,p′;σ ′)( f ))
ϑ ′ )
Σ F p′
μp′ Cp′
ζL′ Cp v V
and β is the composite
Σ2U
Σ((ρ ′′HI(′′p ,p′′;σ ′′)(g))
ϑ ′′ )
Σ F p′′
μp′′ Cp′′
ζL′′ Cp v V
5. Hopf invariants of Berstein–Hilton–Ganea kind
Proposition 4.1 is of particular interest when n = 2. This case covers situations involving Hopf invariants of Berstein–
Hilton–Ganea kind (see Deﬁnition 5.1 below). A basic reference for these Hopf invariants is [2]. Among such Hopf invariants
we treat especially the Ganea–Hopf invariant GHI (see Deﬁnition 5.3 below) and use it to derive the factorizations (2) and
(3) given in the Introduction.
Deﬁnition 5.1. Let
cHI(,inc;χ) : π(ΣU ,C) → π(ΣU ,Ω A ∗ ΩB)
and
cHI(,inc;χ) : π(ΣU ,C) → π
(
Σ2U , A ∧ B)
denote the delicate and the crude Hopf invariants respectively associated to the deﬁning data:
Ω A ∗ ΩB
=[−εA ,−εB ]
C
ab
c
A ∨ B
inc
ΣΩ(A × B)χ
ε(A×B)
A × B
We say that c : C → A ∨ B has projection-type (a,b). Such Hopf invariants are said to be of Berstein–Hilton–Ganea kind.
For Hopf invariants of Berstein–Hilton–Ganea kind, Proposition 4.1 takes the following form.
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the diagram
C
iu1
ab
Cu
xy
A × B q0×q1 X × Y
is homotopy commutative then the homotopy factorization
Cu
2
q
Cu ∧ Cu x∧y X ∧ Y
Σ2U
cHI(,inc;χ)(u)
A ∧ B
q0∧q1
is valid.
Proof. By applying Corollary 1.2 to the diagram
A ∨ B
inc
q0∨q1
X ∨ Y
inc
A × B q0×q1 X × Y
ΣU u C
c
ab
iu1
Cu
xy
q Σ
2U
we obtain the following homotopy commutative diagram.
Cu
q
xy
X × Y
quot
Σ2U
cHI(,inc;χ)(u)
A ∧ B q0∧q1 X ∧ Y
Since also the diagram
Cu
2
xy
Cu ∧ Cu
x∧y
X × Y quot X ∧ Y
is commutative the proposition is obtained. 
Deﬁnition 5.3. The Ganea–Hopf invariant
GHI : π(ΣU ,M( f , g))→ π(ΣU ,ΩC f ∗ ΩCg)
and its corresponding crude form
GHI : π(ΣU ,M( f , g))→ π(Σ2U ,C f ∧ Cg)
are canonically associated with a ﬁxed cotriad A C
f g
B . Recall [2, Deﬁnition 4.1] that we write GHI = ψ HI(,inc;χ) and
GHI= ψ HI(,inc;χ) with reference to the following deﬁning data.
ΩC f ∗ ΩCg
=[−εC f ,−εCg ]
M( f , g)
(λ f ◦r)λg
ψ C f ∨ Cg
inc
ΣΩ(C f × Cg)χ
ε(C f ×Cg )
C f × Cg
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denotes parameter reversal in the double mapping cylinder, and ψ is the following map induced by the double mapping
cylinder functorM as indicated below.
A
i1
D f⇐
C
gf
Dg⇒
B
i1 M
M( f , g)
ψ
C f ∗ Cg C f ∨ Cg
For the Ganea–Hopf invariant, Proposition 5.2 reads as follows.
Proposition 5.4. Let u : ΣU →M( f , g) be an arbitrarily given homotopy class. If the diagram
M( f , g) i
u
1
(λ f ◦r)λg
Cu
xy
C f × Cg q0×q1 X × Y
is homotopy commutative then the homotopy factorization
Cu
2
q
Cu ∧ Cu x∧y X ∧ Y
Σ2U
GHI(u)
C f ∧ Cg
q0∧q1
is valid.
With these preliminaries we can now establish the factorization results (2) and (3) stated in the Introduction.
Proof of (3) from the Introduction. Let u : ΣU →M( f , g) be given as in (3). If i ◦ i0 and i ◦ i1 are null homotopic, then
homotopy extensions i˜1 and i˜0 respectively exist as indicated below.
A
i0 M( f , g) λg
i
C g
i˜1
B
i0
i1
M(g, f ) λ f
r
C f
i˜0W M( f , g)
i
W
(24)
Then plainly the diagram
M( f , g) i
(λ f ◦r)λg
W
2
C f × Cg
i˜0×˜i1
W × W
is homotopy commutative. Applying Proposition 5.4 now yields the result. 
Proof of (2) from the Introduction. If A = ∗ in (24) then λg is the identity map, while from the diagram
B
i0
i1
M(g,o) λo
r
ΣC
r
Cg
i
q
ΣC
i˜W
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W
2
q
W ∧ W
Σ2U
GHI(u)
ΣC ∧ Cg
(˜i◦r)∧i
is valid by (3). Lastly it follows from [2, p. 194] that
(r ∧ 1) ◦ GHI(u) = GaneaHI(u)
and so the factorization in diagram (2) is obtained. 
An extended form of the factorization (2) is given by the following proposition.
Proposition 5.5. Assume that W admits a conic structure of length 2 of the form:
C
g
ΣU
u
B
i1 Cg
i
W
(25)
Then an induced homotopy commutative square (deﬁning the class q0)
Cg
q1
i
W
quot
ΣC
q0
W /B
may be formed where q1 is the quotient map in the mapping cone sequence for g. Moreover the homotopy factorization
W
2
q
W ∧ W (quot)∧1 (W /B) ∧ W
Σ2U
GHI(u)
ΣC ∧ Cg
(q0◦r)∧i (26)
is valid. We note that here the crude Ganea–Hopf invariant occurring in (26) has form
GHI : π(ΣU ,Cg) → π
(
Σ2U ,ΣC ∧ Cg
)
and is associated with the map ψ : Cg → ΣC ∨ Cg of Deﬁnition 5.3.
Proof. It is suﬃcient to observe that the square
Cg
i
(r◦q1)1
W
(quot)1
ΣC × Cg
(q0◦r)×i (W /B) × W
is homotopy commutative, and then apply Proposition 5.2. 
Proposition 5.5 has as a special case the following formulation of the original Boardman–Steer factorization result [1,
Theorem 5.14].
Proposition 5.6 (Boardman and Steer). Let
C ΣU
u
∗ iΣC W
H.J. Marcum, N. Oda / Topology and its Applications 158 (2011) 15–37 31be a 2-stage conic structure for W . Then the homotopy factorization
W
2
q
W ∧ W
Σ2U
ωHI(,inc;χ)(u)
ΣC ∧ ΣC
i∧i
is valid. Here ωHI(,inc;χ) : π(ΣU ,ΣC) → π(Σ2U ,ΣC ∧ ΣC) is the crude Hopf invariant arising from the deﬁning data
ΩΣC ∗ ΩΣC
=[−εΣC ,−εΣC ]
ΣC
2
ω
ΣC ∨ ΣC
inc
ΣΩ(ΣC × ΣC)χ
ε(ΣC×ΣC)
ΣC × ΣC
where ω : ΣC → ΣC ∨ ΣC denotes suspension comultiplication.
Proof. In the notation of Proposition 5.5, B = ∗, so the quotient map W → W /B becomes the identity map. Furthermore
q0 : ΣC → W /B is just i : ΣC → W under this identiﬁcation. Thus by Proposition 5.5 the following diagram is homotopy
commutative.
W
2
q
W ∧ W
Σ2U
GHI(u)
ΣC ∧ ΣC
(i◦r)∧i
The remainder of the proof is devoted to verifying that (r∧1)◦GHI(u) becomes ωHI(,inc;χ)(u) in the present circumstances.
The following homotopy commutative diagram may be constructed. Note that on ΣC the map ψ becomes the “backward
pinch map” (r ∨ 1) ◦ω.
ΩΣC ∗ ΩΣC
 ΩΣC ∗ ΩΣC
Ω(r)∗1

ΣC ∨ ΣC ΣΩ(ΣC × ΣC)χ
ΣC
ψ
ω
inc
ΣC ∨ ΣC
r∨1
inc
ΣΩ(ΣC × ΣC)χ
ΣΩ(r×1)
ΣC × ΣC
ΣC × ΣC
r×1
The naturality of Hopf invariants implied by this diagram yields the equality(
Ω(r) ∗ 1) ◦ ψHI(,inc;χ)(u) = ωHI(,inc;χ)(u).
Also the diagram
Σ(ΩΣC ∗ ΩΣC) Σ(Ω(r)∗1)
μ
Σ(ΩΣC ∗ ΩΣC)
μ
ΣC ∧ ΣC r∧1 ΣC ∧ ΣC
is valid for the homotopy Thom class μ. Consequently
(r ∧ 1) ◦ ψ HI(,inc;χ)(u) = (r ∧ 1) ◦μ ◦ Σ
(
ψ HI(,inc;χ)(u)
)
= μ ◦ Σ((Ω(r) ∗ 1) ◦ ψ HI(,inc;χ)(u))
= μ ◦ Σ(ωHI(,inc;χ)(u))
= ωHI(,inc;χ)(u),
as required. 
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Amongst other choices of Hopf invariants relevant to the data in situation (3) of the Introduction are cotriad Hopf
invariants; these have deﬁning classes of the form
cHI : ΣΩM( f , g) → F p
with source some double mapping cylinder M( f , g). In this section we focus on a certain cotriad Hopf invariant, denoted
{F }MHI, that is canonically associated with a homotopy commutative square
C
f
g
F⇒
B
b
A a X
(27)
in which a ﬁxed homotopy F : a ◦ f ⇒ b ◦ g is provided. This Hopf invariant has deﬁning class
{F }MHI : ΣΩM( f , g) → Fa ∗ Fb.
A construction of it was given in [12, §4] using the ﬁberwise join functor. Here, however, we prefer to use an equivalent
formulation of it in terms of the exterior join functor. Actually {F }MHI is a special case of a more general construction
starting with two squares that is described in detail in [13, Section 3].
We begin by brieﬂy reviewing how {F }MHI is constructed using the exterior join functor, denoted  (for which see [10,
Deﬁnition 2.3] for example). Recall that the total space E(ab) of the exterior join of the maps a and b in square (27) is a
double mapping cylinder as given in (29) below, and that the square (27) gives rise to the following data.
Fa ∗ Fb

M( f , g)
μFμF
©F E(ab)
p
X ∨ X
inc
j
ΣΩ(X × X)χ
ε(X×X)
X × X
(28)
Here ©F denotes the map induced by application of the double mapping cylinder functorM as indicated below.
A
1a
f(−F )⇐
C
f
fg
g
Fg⇒
B
b1 M
M( f , g)
©F
A × X A × B
1×b a×1 X × B E(ab)
(29)
Applying [12, Deﬁnition 1.17] a Hopf invariant
{F }MHI := {©F }HI(,p; j◦χ) : π
(
ΣU ,M( f , g))→ π(ΣU , Fa ∗ Fb) (30)
is obtained. It depends only on the track class of the homotopy F . If a class u : ΣU →M( f , g) is given then the equality
 ◦ {F }MHI(u) =©F ◦ u − j1 ◦μF ◦ u − j0 ◦μF ◦ u (31)
speciﬁes the characterizing equation of {F }MHI. Here the wedge factors of the canonical inclusion j : X ∨ X → E(ab) are
denoted by j0 and j1. But we hasten to point out that the notation is such that X is imbedded (somewhat confusingly) in
E(ab) at parameter t = 1 by j0 and at parameter t = 0 by j1. By [10, Corollary 7.4] we have Cpab ∼= Ca ∧ Cb and hence
the crude Hopf invariant for the data (28) takes the form
{F }MHI : π(ΣU ,M( f , g))→ π(Σ2U ,Ca ∧ Cb). (32)
We remark that in order to obtain the crude Hopf invariant of {F }MHI in the form (32), it is essential to use the exterior
join functor formulation of {F }MHI. This is because the crude Hopf invariant of the ﬁberwise join formulation takes values
in π(Σ2U ,Cpa∗b ), not in π(Σ
2U ,Ca ∧ Cb). This observation is a subtle but important point.
With the foregoing description of the Hopf invariant MHI completed, we now formulate a factorization result involving
matrix Toda brackets. For this purpose we ﬁx a diagram
U
h
C
f
g
B
b
A X V
(33)a v
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L : o ⇒ f ◦ h H : o ⇒ v ◦ a F : a ◦ f ⇒ b ◦ g
K : o ⇒ g ◦ h R : o ⇒ v ◦ b (34)
are given. In this setting the matrix Toda brackets{
b
a
,
g
f
, h
}
⊂ π(ΣU , X) and
{
v , b
a
,
g
f
}
⊂ π(ΣC, V )
are well-deﬁned and by [7, Corollary 4.6] the equality
v ◦
{
b
a
,
g
f
, h
}
=
{
v , b
a
,
g
f
}
◦ Σh
holds.
Referring to diagram (33), let the class u : ΣU →M( f , g) be induced by the double mapping cylinder functor M as
indicated below.
∗
−L⇐
U
h
−K⇒
∗
M
ΣU
u
A C
f g
B M( f , g)
Let μF :M( f , g) → X be induced by the homotopy F . Then the composite μF ◦ u : ΣU → X represents an element ξ of
the matrix Toda bracket
{
b
a
,
g
f
, h
}
.
Furthermore let us suppose that v ◦ ξ = o. Then the diagram
ΣU
u
ξ M( f , g)
μF
iu1 Cu
ϕ
X
v
V
can be formed where ϕ is an extension to Cu of v ◦ μF . Also there are extensions μH : Ca → V and μR : Cb → V on
mapping cones induced by the homotopies H and R respectively.
Proposition 6.1. In diagram (33) assume that the relations g ◦ h = o, f ◦ h = o, v ◦ a = o, v ◦ b = o and a ◦ f = b ◦ g, hold. If
o ∈ v ◦
{
b
a
,
g
f
, h
}
, then homotopies exist as in (34) such that the homotopy factorization
Cu
2
q
Cu ∧ Cu ϕ∧ϕ V ∧ V
Σ2U {F }MHI(u) Ca ∧ Cb
μH∧μR
is valid.
Proof. By [10, Theorem 7.3] there is a homotopy pushout square
E(ab) w
pab
Ca ∨ Cb
inc
X × X
ia×ib Ca × Cb1 1
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A × X
o×ib1
o×Db⇐
A × B a×11×b
Da×o⇒
X × B
ia1×o M
E(ab)
w∗ × Cb ∗ × ∗ Ca × ∗ Cb ∨ Ca
T
Ca ∨ Cb
Then the diagram
E(ab)
pab
w Ca ∨ Cb
inc
μH∨μR
V ∨ V
inc
X × X i
a
1×ib1 Ca × Cb μH×μR V × V
ΣU
u M( f , g)
©F
μFμF
iu1 Cu
ϕϕ
q
Σ2U
(35)
is homotopy commutative and the vertical maps are coretractile. These latter have compatible splittings since the following
diagram is homotopy commutative.
ΣΩ(X × X) ΣΩ(i
a
1×ib1)
j◦χ
ΣΩ(Ca × Cb) ΣΩ(μH×μR )
χ
ΣΩ(V × V )
χ
E(ab) w Ca ∨ Cb μH∨μR V × V
Hence Corollary 1.2 applies to the data in diagram (35) and yields the factorization claimed in the proposition. 
7. An example
The purpose of this section is to study the example given in Proposition 7.6 below.
The following proposition is known but a proof is included here for completeness and to ﬁx the orientation used in our
deﬁnition of the Toda bracket.
Proposition 7.1. Let C f denote the mapping cone of a map f : X → Y , with the vertex of C f being taken at parameter t = 0. Then for
the mapping cone sequence of f
X
f
Y
i f1 C f
q
Σ X
Σ f
ΣY
the relations −ιΣ X ∈ {q, i f1 , f } and ιΣY ∈ {Σ f ,q, i f1 } are valid.
Proof. Let D f : o ⇒ i f1 ◦ f , given by D f (x, t) = [x, t] ∈ C f for x ∈ X and 0 t  1, be the deﬁning homotopy of C f . Note that
qD f = DX where
DX : o ⇒ o : X → Σ X, DX (x, t) = [x, t] ∈ Σ X,
is the deﬁning homotopy for the suspension space Σ X . Hence the composite homotopy
X
f
o
Y
i f1
o
⇑ −D f
C f
q
Σ X
⇑ 1o
represents the element −ιΣ X of the Toda bracket {q, i f1 , f }. Here 1o : o ⇒ o denotes the homotopy with constant value the
base point.
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H
([x, t], s)= { [ f (x), s] if 0 s t[ f (x), t] if t  s 1
H
([y], s)= [y, s]
for x ∈ X , y ∈ Y , s, t ∈ [0,1]. Note that Hi f1 = DY , the deﬁning homotopy of the suspension space ΣY . Hence the composite
homotopy
Y
i f1
o
C f
q
o
⇑ 1o
Σ X
Σ f
ΣY
⇑ H
represents the element ιΣY of the Toda bracket {Σ f ,q, i f1 }. 
We follow the notation established in [15] for elements of the homotopy groups of spheres. To ﬁx other notation let
S7
h
S4
ih1
HP2
q1
S8
Σh
S5
(36)
denote the mapping cone sequence of the Hopf ﬁbration h, with HP2 being the quaternionic projective plane. Also let HP∞
denote the inﬁnite dimensional quaternionic projective space. There are canonical inclusions i : S4 → HP∞ and i2 : HP2 →
HP∞ with i = i2 ◦ ih1. As is well known we may identify HP∞ with the classifying space BS3. Hence there is a homotopy
equivalence σ̂ : ΩHP∞ → S3 whose suspension yields a splitting
σ := Σσ̂ : ΣΩHP∞ → S4
of i : S4 → HP∞ as a coretractile map. The composite S7 h S4 i HP∞ may be regarded as a ﬁbration sequence.
There is an isomorphism πk+1HP∞ ∼= πk S3 for k  0. Given α ∈ πk S3 we denote by [α] ∈ πk+1HP∞ the element which
corresponds to α under this isomorphism. Explicitly, [α] = i ◦Σα and consequently if Σβ ∈ πmSk+1 is a suspension element
then the relation [α] ◦ Σβ = [α ◦ β] holds. Furthermore σ̂ ◦ [α]· = α and hence the relation
σ ◦ Σ([α]·)= Σα (37)
is valid. Note that π4HP∞ = Z with generator i = [ι3]. Thus we have i ◦ 2ι4 = [ι3] ◦ 2ι4 = [2ι3].
Proposition 7.2. The relation ih1 ◦ (2ι4) ◦ ν4 = −ih1 ◦ Eν ′ holds in π7HP2 = Z/12.
Proof. In π47 = Z ⊕ Z/4 = {ν4} ⊕ {Eν ′} the relation (2ι4) ◦ ν4 = 4ν4 − Eν ′ holds by [14]. Also we note that 4ν4 = 4h where
h denotes the Hopf ﬁbration. Hence and because ih1 ◦ h = o we have
ih1 ◦ (2ι4) ◦ ν4 = ih1 ◦ (4ν4) − ih1 ◦ Eν ′
= ih1 ◦ (4h) − ih1 ◦ Eν ′
= ih1 ◦ h ◦ (4ι7) − ih1 ◦ Eν ′
= −ih1 ◦ Eν ′
and the proposition is established. 
Proposition 7.2 allows us to consider the following diagram.
S7
h
S4
ih1
ΣΩHP∞
σ
εHP∞
HP2
i2
q1
S8
x
S7
−[ν ′]
−Eν ′
ν4
HP∞
q
HP∞/S4
4
2ι4
[2ι3]
(38)S
36 H.J. Marcum, N. Oda / Topology and its Applications 158 (2011) 15–37We point out that in this diagram it is not asserted that (2ι4) ◦ ν4 = −Eν ′ . However we do have ih1 ◦ (2ι4) ◦ ν4 = −ih1 ◦ Eν ′
by Proposition 7.2; also the relations i ◦ Eν ′ = [ν ′], i ◦ 2ι4 = [2ι3] and q ◦ i2 = x ◦ q1 hold. In fact this latter relation serves
to deﬁne x as an induced map, where the maps q1 and q are canonical quotient maps. By cellularity x is a generator
of π8HP∞/S4.
The next proposition is a consequence of [11, Proposition 4.4].
Proposition 7.3.When S7
h
S4
i
HP∞ is regarded as a ﬁbration, the corresponding homotopy Thom class
μi : S8 → Ci ∼= HP∞/S4
equals −x where x is the class in diagram (38).
Proposition 7.4. Let us consider a homotopy commutative diagram of the following form where u, y and c are arbitrary maps.
S7
h
S4
i
ΣΩHP∞
σ
εHP∞
ΣU u C
c
y HP
∞
q HP
∞/S4
Suppose that classes α ∈ π(ΣU , S7) and β ∈ π(U , S3) exist such that the relation
c ◦ u = h ◦ α + Σβ
holds. Then cHI(h,i;σ)(u) = α and cHI(h,i;σ)(u) = −x ◦ Σα. In particular, if c ◦ u is a suspension class (that is, α = o) then
cHI(h,i;σ)(u) = o.
Proof. By (37) we have the relation Σβ =σ ◦Σ([β]·) and therefore Proposition 3.2 can be applied to obtain cHI(h,i;σ)(u)=α.
Then the equality cHI(h,i;σ)(u) = −x ◦ Σα follows by using Proposition 7.3. 
Proposition 7.5. Let p : HP∞/S4 → S5 be the connecting map in the coﬁbration sequence for the inclusion i : S4 → HP∞ . Then
p ◦
{
q , i[2ι3]
,
−Eν ′
ν4
}
= 4ν5 
= o
and consequently o /∈
{
q , i[2ι3]
,
−Eν ′
ν4
}
.
Proof. That the matrix Toda bracket
{
q , i[2ι3]
,
−Eν ′
ν4
}
is well deﬁned follows from Proposition 7.2. We consider the dia-
gram
S7
ν4
−Eν ′
S4
i
S4
[2ι3]
HP∞
q
HP∞/S4 p S5
By applying [7, Corollary 4.8(2)] we obtain the relation
p ◦
{
q , i[2ι3]
,
−Eν ′
ν4
}
⊂ {p,q, i} ◦ (−E2ν ′)− {p,q, [2ι3]} ◦ ν5.
Since π5HP∞/S4 = 0 by cellularity, the indeterminacy of {p,q, i} is π(ΣHP∞, S5) ◦ Σ i, and the indeterminacy
of {p,q, [2ι3]} is
π
(
ΣHP∞, S5
) ◦ Σ[2ι3] = π(ΣHP∞, S5) ◦ Σ i ◦ (2ι5).
We examine the exact sequence
π(HP2, S5) π8S5
q#1
π5S5
(Σh)#
π(ΣHP2, S5)
(Σ ih1)
#
H.J. Marcum, N. Oda / Topology and its Applications 158 (2011) 15–37 37in which π(HP2, S5) = 0 by [16, Theorem 14.2] and π8S5 = Z/24 by [15]. It follows at once that π(ΣHP2, S5)◦Σ i1 = {24ι5}
and thus
π
(
ΣHP∞, S5
) ◦ Σ i = π(ΣHP∞, S5) ◦ Σ i2 ◦ Σ i1 ⊂ π(ΣHP2, S5) ◦ Σ i1 = {24ι5}.
We conclude that {p,q, i} ◦ (−E2ν ′) and {p,q, [2ι3]} ◦ ν5 must each consist of a single element since E2ν ′ has order 4 and
ν5 has order 8. Note that −ι5 ∈ {p,q, i} by Proposition 7.1, and consequently
−2ι5 ∈ {p,q, i} ◦ 2ι5 ⊂ {p,q, i ◦ 2ι4} =
{
p,q, [2ι3]
}
.
Thus
p ◦
{
q , i[2ι3]
,
−Eν ′
ν4
}
= (−ι5) ◦
(−E2ν ′)− (−2ι5) ◦ ν5 = 4ν5 
= o
since E2ν ′ = 2ν5 by [15, (5.5)]. This establishes the proposition. 
Proposition 7.6. {2ι4}HI(h,i;σ)(ν4) = −4x 
= o in π8(HP∞/S4).
Proof. The relation (2ι4) ◦ ν4 = h ◦ 4ι7 + E(−ν ′) holds (see proof of Proposition 7.2). Hence
{2ι4}HI(h,i;σ )(ν4) = −x ◦ Σ(4ι7) = −4x
by application of Proposition 7.4. Next we apply Proposition 4.2 to the following diagram.
S7
h
S4
i
ΣΩHP∞
σ
εHP∞
S4
i
ι4
HP∞
q
HP∞/S4
S7 ν4
−Eν ′
S4
2ι4 [2ι3]
(39)
This yields the relation
−{ι4}HI(h,i;σ )
(−Eν ′)+ {2ι4}HI(h,i;σ )(ν4) ∈ {q , i[2ι3] , −Eν ′ν4
}
.
Now {ι4}HI(h,i;σ)(−Eν ′) = o by Proposition 7.4 since ι4 ◦ (−Eν ′) is a suspension class. Note also that o /∈
{
q , i[2ι3]
,
−Eν ′
ν4
}
by Proposition 7.5. From these observations we may conclude that {2ι4}HI(h,i;σ)(ν4) 
= o and thus the proposition is estab-
lished. 
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