Abstract-This study proposed a classification method to classify the considered image in the most similar illumination cluster rather than estimating an illumination value. This method categorizes the images based on inherent illumination data of scene and statistical features extracted from illumination histogram of image. It has advantages of high accuracy and flexibility of defining the classes. A trained neural network is taken into account in order to classify the image into predefined groups. Finally, for performance and accuracy evaluation we use misclassification error percentages and Mean Square Error (MSE).
I. INTRODUCTION
The main purpose of any illumination estimation algorithm from any type and class is to estimate an accurate number as illumination. In scene illumination estimation due to large range of illuminant and small varying of light source, performing illumination classification will lead to a better result.
In preference of estimating a number as spectral power distribution of illuminant our approach is classifying the input image in the most likely fixed set of illuminant. The output of such classification system can be used in various applications and algorithms. For example it can be used in color constancy algorithms, in order to have a constant perception of color regardless of illumination changes.
Illumination classification can be applied in color correction application and algorithms. These applications aim to reproduce and improve image colors. For these types of algorithms it is not necessary to have the certain illumination number. As far as the images usually have been taken in some limited illumination conditions, so illumination classification will have better efficiency. It has many more usages like applying in white balance algorithms, image data base retrieval and machine vision.
Moreover, there are several technical limitations in estimating an accurate number as illumination. For example changing the angle between camera and light source will change the amount of received light. Although no change happens in the surrounding illuminant but we will get a different number. On the other hand classification is appropriate for applications like photography when most of the images have been captured in a small set of illuminants like scene illuminant [1] .
Since recovering the exact illumination value is not necessary, our problem will be reduced to:
1-Defining a finite set of illumination classes. 2-Determining the closest class to the given image, in terms of illumination similarities. There are two main types of illumination classification algorithms: pre-calibrated methods and statistical methods. Each has advantages and disadvantages [3] . In this study we are trying to combine them together and make mixed approach to benefit from their strengths and cover their week points. This will be done by using histogram analysis and neural network.
II. LITRATURE
Many different illuminant estimation algorithms have been proposed with the purpose of scene illumination estimation. Some of these algorithms like ''GrayWorld'' founded on strict assumptions. [4] Highly depending on the assumptions and being not flexible are two shortcomings of these well-known types of algorithms which slightly have been compensated by less computational expenses.
Another famous approach is gamut mapping. The fact that, there is a limited set of colors available in a specific range of illumination, is forming the basis of this method. Gamut mapping approach provides better color reproduction than other methods. Being computationally expensive and requiring knowledge about the illuminant range are two of its disadvantages. [3] Gray-world with average R, G, and B 0.071
White-patch with maximum R, G, and B 0.075
Neural network trained on synthetic data 0.059
In an experiment many different methods are compared on the same data set and the results has been published in [5] . Table 1 shows some significant part of that.
III. THE PROPOSED ILLUMINATION CLA-SSIFICATION SYSTEM
In this paper our focus is on the first stage of the color constancy process, illumination estimation.
Types of the images we are working on them are scene images. The most important property of scene images is that they have uniform light. According to this we are going to estimate the scene image illumination. This process can be defined as, distinguishing various illumination condition by applying color information, color temperature and illumination. [6] Figure 1 presents a quick simple overview of system workflow. 
A. Feature Extraction
Since our method is combination of two types of methods so the features we used are chosen from two types. Surrounding Illumination value which is a feature for pre-calibrated type of algorithms indicates the amount of light in the scene. This feature has been measured by using a light meter in the moment of capturing the image. It is carrying lots of useful information about the surround light and it can represent the degree of cloudiness, latitude and altitude.
If we ignore the sensor response error to incoming light then there is a linear relationship between surrounding light and pixel brightness. Based on the assumption of having constant average of reflectance in natural scene [7] , the more light illuminate to the scene will result in brighter image. And based on this in the next section we use surrounding illumination value to define our clusters.
The second group of features have been used, are belong to statistical approaches. Generally, there are many statistical features which can be used like Mean, Mode, Variance and Standard Deviation. Image statistics are able to reflect the type and characteristics of the scene that image is taken from [8] . Before we start to extract the statistical features form image we need to transfer the image color space form RGB to CIE XYZ in which Y represent the luminance [9] . After this transform the Y component of each pixel corresponds for illumination received at that specific pixel.
In Y histogram of image we have the information of each pixel illumination in the range of 0 to 255. Mean feature will show an average of Y component in image and it will be a representation of illumination in the range of 0 to 255. Definitely, a high illumination image (when the illumination feature has a large number) will have a higher average of Y component.
The next extracted feature is mode of illumination number for all pixels. This will show the highest peak in illumination histogram. It can be interpreted as the dominant illumination value in image which reveals what illumination number is the most dominate one.
Undoubtedly, in a high illumination image, the peak will be around the larger values.
The last statistical feature has been extracted is median. It will show the central illumination value which the number of pixels with lesser value is equal to number of pixels with greater value. Hence, we use it to determine the range of varying illumination in a specific image. For example in a high illumination image the median will be a large value. It shows that the illumination values are varying in vicinity of a large value.
B. Defining clusters
In this experiment we define three main classes of illumination: high, ideal and low illumination. Ideal illumination images means the image has been taken under an ideal amount of light received from light source. Low and high illumination images have been captured in not sufficient and extensive illumination from light source respectively. After doing classification in these groups, based on workflow of color constancy algorithms or white balance algorithms (Fig.2) , depends on the image illumination group we can choose the most efficient method in next stage. 
IV. EXPERIMENTAL SE
This experiment is done by using a 3 set taken by Canon 5D. All are sc captured under different illumination percent have been used for training, test and 15 percent for evaluation. F the surrounding illumination value me light meter. These numbers later on h as surrounding illumination value classification. Other three statistical extracted separately and saved in vectors. Figure 4 shows the distributi over all three predefined categories. A cluster covers a wide range of illum 1kLux to 40kLux) putting more sample was necessary. High illumination contains a wide range of illumina behavior of parameters in the ending r same so it was not needed to collect l for this cluster. 
V. RESULTS AND DI
In order to evaluating the cl performance we measured the e MSE. Table 2 shows the a misclassification rate for the prop By reviewing the achieved result neural network response an classification, it is observe misclassifications happened in cluster. Table 3 shows the num sample. Ideal illumination has lo illumination class has the lowe As it can be seen in T misclassifications were low il which mistakenly have categorize Figure 5 shows the area near th and ideal illumination is a dens changes in illumination which is This means there are lots of illumination number near this th histogram properties that misclassification.
By analyzing the misclassified sa it can be realized that they a Having exaggerated attributes of illumination in high illumination clusters leads to better classification in neural network and it reduce the misclassification rate. As we can see in the Fig.4 , there are not many samples in vicinity of ideal and high illumination border since illumination changes in this interval are in the scale of thousands. Sparse distribution of image illumination near the border of ideal and high illumination cluster leads to less misclassification in comparison with other boundary. The only misclassified sample in this category was a sample with surrounding illumination value of 40040 lux which is so close to ideal group. Fig.5 .Distribution of image illuminations over the clusters, thresholding of three categories are done based on [10] Mostly, a kind of intermediate attribute near the boundaries is interpreted as the main reason of higher misclassification in these areas. As a suggested solution, defining more clusters and reducing the range of varying illumination in each cluster can be taken into account.
VI. CONCLUSION
Benefiting from advantages of various illumination classification methods such as flexibility of Neural Network and accuracy of statistical methods are the main reasons for the achieved accuracy rate. In this combination, methods could cover each other's shortcomings. It proves that a small set of statistical 
