A kriging-based optimization approach is proposed for problems with large data sets and high dimensionality. Memory usage is maintained via model centering aided by minimizing the impact of information loss on accuracy of new point prediction using points aggregation techniques. The eight-parameter TEAM problem 22 is revisited in the context of computational efficiency and accuracy.
I. INTRODUCTION
S URROGATE modeling techniques are helpful tools in design optimization, especially when the underlying problem is computationally expensive. This situation frequently arises in the design of electromagnetic devices where timeconsuming finite element simulations may be necessary to ensure accurate performance prediction. Kriging-based methodologies have been shown to be particularly useful and offer good accuracy while reducing the number of required objective function calls. Unfortunately, the complexity of the algorithm increases as applying kriging involves the inversion of a correlation matrix, resulting in O(n^3) computation cost and O(n^2) storage cost. Consequently, the otherwise efficient kriging is often limited to smaller scale problems. Attempts have been made to address this bottle-neck of kriging methods when applied to large data sets, including zooming-in modeling [1] , moving-window kriging [2] , covariance tapering [3] , and fixed rank kriging [4] .
In this paper, points aggregation is proposed. The method locates the most interesting search area for the next infill point, aggregates points outside this area, and finally builds a kriging model for infill point search within the identified center area.
II. CENTER POSITIONING
The objective is to locate a center around which a prescribed number of "interior" points will not be aggregated and where the next infill point will be added inside this region. For an arbitrary location inside the design space a corresponding Criterion c can be introduced based on (1) below, then the location with the maximum Criterion c will be defined as the model center 
where c denotes the center, x i is the location of its i th closest point, k defines the number of closest neighborhood points around c, y i denotes the objective function values of the i th closest neighborhood point, w i is the weight term which has an inverse relationship with the distance from point i to the center c, μ is the mean of y, and v is the calculated probability. (1) is the sum of square roots of Euclidean distances between the hypothetical center c and k nearest points around it. The value of C 1 is a measure of a sample rate within the region; it determines how close a hypothetical center c is in relation to its nearest k points, while the square root deemphasizes the influence of remote points. C 2 is a weighted standard deviation of the objective function values of all the neighborhood points. Finally, C 3 is the weighted mean of the objective function values of all the neighborhood points. Each point is weighted by an exponential function, whose gradient is controlled by the parameter v. The smaller values of v apply less weight on remote points. The C 1 and C 2 terms will encourage exploration of the under-sampled and rough areas, respectively, while C 3 focuses on exploitation of the current optimum region. The probability of exploration and exploitation is controlled by a parameter v, whose value is related to the rootmean-square deviation (RMSD) of the kriging model. Instead of a deterministic mixture of exploration and exploitation terms, a stochastic approach has been applied to eliminate the risk of the criterion function being trapped in a local optimum.
The predictor deviation d in iteration iter is defined as
where x iter is the location of the infill point in the iterth iteration, f (x) is the evaluated objective function at location x and Pred iter−1 (x) is the predicted objective function value at location x in iteration iter − 1.
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where m is the most recent iteration.
To obtain a generalized weight term, an exponentially weighted RMSD is applied in this case in order to put more weight on recent results; the aim is to emphasize the recent prediction error to reflect on the optimization progress. The exponentially weighted RMSD is calculated using the formula
where α is the decay parameter and 0 < α < 1. A larger α will put less weight on past prediction errors and vice versa. When α = 0, RMSD weighted is identical to RM S D. The parameter α is defined by considering the smoothness of the underlying function and the "allowance" for the number of function calls. Generally, a smaller value provides a smoother decay of the parameter v, thus the solver has a better chance to locate the global optimum. Based on our experiments, the algorithm preforms best when α is set within the range of 0.01-0.1.
A generalized weight term that represents the current optimization progress in terms of model prediction deviations may be defined by taking a ratio of the exponentially weighted RMSD and regular RMSD of historical prediction errors
The parameter v can be regarded as a measure of model quality; v often ranges between α and 1+α, and α controls the gradient of the exponential weight function; as model deviation decreases v will gradually approach zero (Fig. 1) .
Regardless of which criterion function is used, this stage involves finding the number of closest neighborhood points k around c and calculating the parameter v; this requires extra computation resources, thus finding the hypothetical center c using exhaustive search is not practical. It may be seen as a global optimization problem with the input c, the output Criterion c , and the objective function Criterion c = (C 1 + C 2 ) or Criterion c = C 3 . Because the center only defines an area for the new infill point, an approximate solution will suffice; here a stochastic sequential global optimization method of simulated annealing has been utilized. It is argued that as the precision of estimating this intermediate optimum is not that important (some inaccuracy may be tolerated), a sequential method has the advantage of higher efficiency and very short computing times over population based methods.
The response surface of a 2-D function is plotted in Fig. 2 , with the red crosses marking the location of existing design points. Fig. 3 
III. OUTSIDE POINTS AGGREGATION
The objective of this step is to aggregate design points further from the model center into a smaller number of nodes (the "knots"), so that the total number of nodes and points in the model can be fitted into the memory. The problem of outside points aggregation involves hierarchical cluster analysis (HCA) [5] and a single variable optimization design. The objective of HCA is to group outsider points into a set of clusters so that the number of clusters is equal to the number of nodes. The value of the node is equal to the weighted mean of aggregated points.
There is rich literature related to cluster analysis, in particular in the field of data science, and many algorithms have been published. The points aggregation can be treated as a k-mean clustering problem where there are significantly more clusters to be identified compared to conventional problems. In this paper we propose a sequential algorithm for weighted points clustering, the pseudo code of which is given below for m = 1: sample size for n = 
where p is the number of points to be considered. The Euclidean distance is weighted by the distance between the cluster's centroid o and the model's center c, while the dissimilarity is weighted too, as a larger distance results in lower correlation and thus information loss due to points aggregation will have a smaller impact on the prediction within the center area. The design space is normalized and each cluster's centroid is weighted by the Gaussian function.
The Gaussian correlation function in the kriging model is used to calculate the weight w; the original function reads
Because the hyperparameter θ needs to be tuned during the model construction, but is unknown when outside points are aggregated, we recommend θ = 2 (based on experience) as this provides a smoother decay in correlation and gives generally good results when the underlying problem is unknown.
The optimization problem is defined asO F(d) = (n − q) 2 , where d is the input variable dissimilarity, n is the number of nodes/clusters generated during the clustering process, q is the number of outside nodes that can be fitted into the memory. The pseudo code provided above shows a basic workflow of the clustering process; to speed up the process, clusters with the minimum value of n − c are kept in memory and a new clustering iteration starts with these existing clusters. The clustering process is terminated when the sum of the number of existing clusters and the number of unclassified points is less than the number of nodes calculated previously.
The following example illustrates outside points aggregation applied to a 2-D problem. Fig. 4(a) shows the clustering without Gaussian weights, while Fig. 4(b) illustrates the clustering with Gaussian weight terms applied. The problem consists of 500 observations, assuming that the memory can build a kriging model up to 250 design points. We specify that 40% of the memory will be used to store the interior points within the model's central area, while the remaining 60% of memory is used to store nodes related to outside points. The 400 points outside the center area are aggregated into 150 nodes.
IV. 2-D EXAMPLE
The point aggregation technique is illustrated in Figs. 5 and 6 by a 2-D example. The kriging model in Fig. 5 is built using 100 design points, while the model in Fig. 6 contains 60 nodes, including 20 points inside the center area and 40 nodes outside, where 62 original points have been aggregated. A slight loss of information has resulted-mainly away from the important region-but, as the size of the correlation matrix depends on the square of the number of points, the memory requirement has been reduced by 64%. The test function is
where c = 4.5, a = 3.5, w = 8.4,
, and f wave [11] .
is an interpolation function of a set of randomly generated points.
V. PRACTICAL EXAMPLE TEAM 22
The superconducting magnetic energy storage device in TEAM problem 22 consists of two superconducting coils. The design objective is to minimize the stray magnetic field while maintaining the stored energy at 180 MJ (see Fig. 7 ), subject to specified quench conditions and geometrical constraints [11] .
The results are summarized in Table I . As reported before, kriging has shown its superiority by dramatically reducing the number of function calls and thus avoiding excessive use of the computationally expensive finite element software. Moreover, points aggregation has capped the number of active points in the design space with the benefit of reducing the memory requirements without sacrificing the accuracy. Finally, the iterations may be allowed to continue to achieve an even better design. The computational overhead associated with the proposed algorithm is very modest and considerable savings in overall simulation times may therefore be achieved.
VI. CONCLUSION
A kriging-based optimization approach for large data sets has been proposed and its efficiency demonstrated using the TEAM 22 problem. The model center positioning algorithm balances exploration and exploitation assisted by a stochastic approach, which eliminates the risk of a criterion function being trapped in a local optimum. It has been found that the size of the correlation matrices can be greatly reduced by applying points aggregation techniques. It is shown that the proposed approach can fit a large set of data into a limited memory and whereas some loss of information about remote points may be experienced this is alleviated by the use of points aggregation incorporating a new weighted clustering algorithm.
