Abstract. This paper concerns with the sensitivity analysis for the multivariate eigenvalue problem (MEP). The concept of a simple multivariate eigenvalue of a matrix is generalized to the MEP and the first-order perturbation expansions of a simple multivariate eigenvalue and the corresponding multivariate eigenvector are presented. The explicit expressions of condition numbers, perturbation upper bounds and backward errors for multivariate eigenpairs are derived.
T ∈ R n x j ∈ R nj , x j 2 = 1, j = 1, 2, . . . , m}.
The multivariate eigenvalue problem (MEP) is to find a pair (Λ, x) such that (1.1) Ax = Λx,
where Λ is called a multivariate eigenvalue, x a multivariate eigenvector, and (Λ, x) a multivariate eigenpair or a solution to MEP (1.1).
MEP arises as a necessary condition to the solution of the maximal correlation problem (MCP):
s.t. x ∈ S,
and finds applications in pattern analysis [10] . For more information about background materials, see [1, 6, 13, 21] .
Several special cases of MEP have been well understood. It is a symmetric eigenvalue problem for a positive definite matrix when m = 1 (see e.g., [3] ). When m = n, the MEP has exactly 2 n solutions which can be explicitly formulated.
Chu and Watterson [1] also discovered that there are precisely m i=1 (2n i ) solutions for a generic matrix A whose n eigenvalues are distinct. Horst [8] proposed an iterative method (named the power method in [1] and the Horst method in [9, 13] ) for computing a solution to the MEP. Detailed convergence analysis for the Horst iteration method are presented in [1] and [9] . Following the innate iterative structure, a SOR-style generalization (P-SOR) has been proposed by Sun [14] as a natural improvement upon the Horst method. The convergence of the P-SOR method has been established in [14] . Recently, several results on the global maximizer of the maximal correlation problem are presented by [5, 18, 19, 20, 21] .
Although, as mentioned above, MEP is a symmetric eigenvalue problem for a positive definite matrix when m = 1, it must be pointed out that the generic case 1 < m < n has essential differences from the classical eigenvalue problem. For example, neither characteristic polynomial nor Schur-type decomposition can be readily employed. This paper deals with the sensitivity analysis for MEP. The rest of this paper is organized as follows. Section 2 establishes the concept of simple multivariate eigenpair and presents first-order expansions. A sufficient and necessary condition for the simple multivariate eigenpairs is examined. In Section 3, following Rice's idea [12] , we introduce the condition numbers for multivariate eigenvalues and eigenvectors and present explicit formulae for them. In Section 4, we derive perturbation bounds for multivariate eigenpair by applying the Brouwer fixed-point theorem. Section 5 deals with backward error of approximate multivariate eigenpair. In Section 6, some simple numerical examples are shown. Finally, we give our concluding remarks in Section 7.
2. First order expansions of simple multivariate eigenpair. The MEP (1.1) can be equivalently written as the following nonlinear system (2.1)
Then the Jacobi matrix at a multivariate eigenpair (Λ, x) is the (n + m) × (n + m) matrix
First we generalize the concept of simple root of a function (see, e.g., [11] ) to the nonlinear system (2.1) as follows.
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To simplify the notation, without loss of generality, we assume that n j > 1, j = 1, 2, . . . , m. For x j ∈ R nj , x j 2 = 1, there exists an orthogonal matrix Q j = x j X j such that
(If n j = 1, we just take
is simple if and only if the matrix A λ −Λ is nonsingular.
Proof. Let Q = diag(Q 1 , . . . , Q m ), and let P ∈ R n×n be a permutation matrix such that P diag(e Consider the perturbation of A
where t is a real parameter and E ∈ R n×n is a symmetric matrix. Partition A(t) as
where
We consider the associated MEP
where Λ(t) = diag(λ 1 (t)I n1 , λ 2 (t)I n2 , . . . , λ m (t)I nm ) and x(t) ∈ S.
Set λ(t) = λ 1 (t) λ 2 (t) . . . λ m (t) T , and λ = λ 1 λ 2 . . . λ m T . First applying the implicit function theory, we prove the following result.
Theorem 2.5. Let E be a real symmetric matrix. Then there exist unique functions x(t) and λ(t) which are analytic in some neighborhood of t 0 = 0 such that
with x(0) = x and Λ(0) = Λ.
Proof. Let
where µ = µ 1 . . . µ m T , Ω = diag(µ 1 I n1 , . . . , µ m I nm ), and y = y 2. F (y, µ, t) and G(y, t) are real analytic functions of the real variables y, µ, and t. 
det
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Applying the implicit function theory establishes our conclusion.
Theorem 2.5 implies that x(t) and λ(t) in (2.6) have expansions of the form
.
The following theorem gives the expressions for the first order derivativesẋ(0) andλ(0). Theorem 2.6. Assume that (Λ, x) is a simple multivariate eigenpair of MEP (1.1). Let P be an orthogonal matrix and Q a permutation matrix such that (2.4) and (2.5) hold. Thenẋ
22 , and the matrices M 12 and M 22 are defined in (2.5).
Proof. Differentiating the first equation in (2.6) with respect to t at t = 0 gives (2.10)
Combining (2.10) with (2.11), we get
Since (Λ, x) is simple, then J(Λ, x) is nonsingular. Thus, we get
From (2.4), we get where
Substituting this into (2.12) yields (2.8) and (2.9).
3. Condition numbers. Although there were earlier references dealing with conditioning, e.g. [17] , the general framework of the conditioning theory was introduced by Rice [12] . Note that the multivariate eigenvalue problem (1.1) is equivalent to the nonlinear system (2.1). Naturally, the condition numbers of multivariate eigenvalue Λ and the corresponding eigenvector x of the MEP (1.1) are defined as follows.
Definition 3.1. Let (λ(t), x(t)) satisfy (2.6). Then the condition number of the multivariate eigenvalue Λ is defined by
and the condition number of the corresponding eigenvector x is defined by
where α 1 , α 2 and ξ are all positive parameters which allow us some flexibility.
For example:
• Taking α 1 = α 2 = ξ = 1, the condition numbers defined by (3.1) and (3.2) are the absolute condition numbers.
• Taking α 1 = λ 2 , α 2 = x 2 , ξ = A 2 , the condition numbers defined by (3.1) and (3.2) are the relative condition numbers.
The following results give explicit expressions for κ(Λ) and κ(x).
Theorem 3.2.
where the matrices Z 12 and M 22 are defined in (2.13) and (2.5), respectively. Proof. From (2.7), (2.8) and (2.9), we see that
Similarly, we get
It is worthy pointing out that both κ(Λ) and κ(x) depend on M −1
22
The following corollary indicates a particular case when the eigenvalue Λ is wellconditioned.
Proof. From (3.3), we have
Although the matrix X j is not unique, both κ(Λ) and κ(x) are independent of choices of X j .
Several remarks on (3.3)-(3.5) are in order.
Remark 3.4. Corollary 3.3 involves the condition X
is orthogonal to all columns of X i implying it must point in the direction of x i . Therefore, A ii x i = µ i x i for some µ i follows. 
Thus, the desired result follows from Corollary 3.3.
Below we outline several cases where Proposition 3.5 is applicable.
1. m = 2, A 11 = I n1 , A 22 = I n2 . For this case, we can take the matrices whose columns are comprised of the left and right singular vectors of A 12 as Q 1 and Q 2 . 2. m = n. For this case, we can take
For this case, we can take the eigenvector matrix of A ii as Q i . 
Accordingly,
If a 55 ≈ a 33 + α 1 , then x is ill-conditioned.
On the other hand, from Proposition 3.5, all multivariate eigenvalues of A are 
The matrix A is symmetric positive definite and has four distinct eigenvalues. Let
Then (Λ, x) is a multivariate eigenpair of A.
Note that
From (2.4), we get
Thus, the absolute condition numbers are κ(x) = √ 2 ε and κ(Λ) = 2 + 4 ε 2 . This means that Λ and x both are ill-conditioned.
Consider the perturbation of A A(t) = A + tE.
Let E ∈ R 4×4 be a Householder transformation such that
Then from (2.8), we havė From (2.9), we havė
Thus,
4. Perturbation bounds. Let (Λ, x) be a simple multivariate eigenpair of the MEP (1.1). Suppose that A is perturbed to A+ ∆A. Consider the following nonlinear system Assume that ∆A satisfies
where λ min (A) denotes the smallest eigenvalue of A. Applying the technique of [14] , we prove the following result.
Theorem 4.1. Assume ∆A satisfies (4.3). Then A + ∆A has a multivariate eigenvalue Λ + ∆Λ = diag(µ 1 I n1 , . . . , µ m I nm ) and a corresponding eigenvector y ∈ S such that
where λ = λ 1 . . . λ m T and µ = µ 1 . . . µ m T .
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Proof. Reformulating the nonlinear system (4.1) as
. . .
By (4.5), we get
Note that the last inequality follows from ∆x 2 + ∆λ 2 ≥ 2 ∆λ ∆x . Hence, 
which has two positive solutions under the condition (4.3). The smaller one, denoted by ξ * , satisfies
We now define a mapping M by
. . . Obviously, D is a bounded closed convex subset of R n+m . From (4.6) and (4.7), we see that M is a continuous mapping which maps D into D. By the Brouwer fixedpoint theorem, the mapping M has a fixed-point ∆x ∆λ ∈ D such that x λ + ∆x ∆λ is a solution of the nonlinear system (4.1). Note that ∆A 2 < λ min (A) implies the perturbed matrix A + ∆A is positive definite. From (4.5), (Λ + ∆λ, x + ∆x) is a multivariate eigenpair of A + ∆A, and the desired conclusion is established.
The inequality (4.4) reveals the relationship between the sensitivity of the multivariate eigenpair (Λ, x) and τ .
Let A 0 = diag(A 11 , A 22 , . . . , A mm ) and the spectral decomposition of A jj be
. . . u , and e
where α = min
Let E = A − A 0 . As a consequence of Theorem 4.1, we get the following result.
Theorem 4.2. Suppose A 0 = diag(A 11 , A 22 , . . . , A mm ) has n distinct eigenvalues. Assume that E = A − A 0 satisfies 
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Then the MEP (1.1) has exactly m j=1 (2n j ) solutions. Furthermore, for any multivariate eigenpair (Ω, y) of A 0 , there exists a multivariate eigenpair (Λ, x) of A such that
We can also prove the following inclusion results concerning multivariate eigenvalues.
Theorem 4.3. Let (Λ, x) be a multivariate eigenpair of (1.1). Then
In particular, if x is a global maximizer of the MCP, then
Proof. Since Ax = Λx, we have that
The inequalities (4.9) are obtained straightforward.
If x is a global maximizer of the MCP (1.2), then the first inequality in (4.10) is already proved by Zhang and Chu [19] . Note that A ii is symmetric, the second inequality in (4.10) follows from (4.9) due to
5. Backward errors. In this section, we deal with the normwise backward errors of approximate multivariate eigenpairs of the MEP (1.1).
Let (Λ,x) be an approximate multivariate eigenpair of (1.1), wherẽ
Consider the following matrix equation about E 0 where E 0 ∈ R n×n is a symmetric matrix.
The normwise backward error of (Λ,x) is defined by
Note that (5.1) can be rewritten as
Applying a result of Sun ([14, Lemma1.4]), we see that the following result holds.
Theorem 5.1. The normwise backward error η(Λ,x) is given by
where r = Ax −Λx. 1 Given x (0) ∈ S; 2 For k = 1, 2, . . ., until convergence; 3
For i = 1, 2, . . . , m;
and
m I nm ) ≥ 0. Then the algorithm can be formulated as
The next result shows that if
) is an approximate multivariate eigenpair of A.
Theorem 5.3. There exists a symmetric matrix E ∈ R n×n such that 
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By Theorem 5.1, there exists a symmetric matrix E ∈ R n×n such that
Recall that, by definition,
Substituting it into (5.2), the desired conclusion is established.
From the definition of M 22 in (2.5), we see that M −1 22 2 = 1/σ min (A λ −Λ). Theorem 3.2 shows that the sensitivity of the eigenvector x depends on σ min (A λ −Λ). From (2.13) and (3.3), loosely speaking, the sensitivity of the eigenvalue Λ is also dependent on σ min (A λ −Λ).
Suppose that (Λ, x) is a simple multivariate eigenpair of A and define
is a multivariate eigenpair of A + H, but not simple}.
Below we prove an interesting property of σ min (A λ −Λ) in connection with E 1 .
where A λ andΛ are defined respectively by (2.2), so (2.3).
Proof. Eckhart-Young theorem [2] and Theorem 2.6 together imply that
where G(x) is defined in (2.2). 
where λ min denotes the eigenvalue of A λ −Λ satisfying |λ min | = σ min (A λ −Λ).
Now consider the matrix equation
with the unknown N ∈ E(n). Let
Then, a simple calculation shows that On the other hand, from (2.13), 6. Numerical examples. In this section, we present test results with the condition numbers and the backward errors of multivariate eigenvalue of A. All computations are carried out using MATLAB 7.4.0 with precision ǫ ≈ 2.2 × 10 −16 . In our experiments, the computed solutions are given by using Horst method. 7. Conclusion and discussion. Sensitivity analysis for a multivariate eigenvalue problem has been performed. The first order perturbation expansions of a simple multivariate eigenvalue and the corresponding eigenvector are presented. The expressions are easy to compute. We also derive explicit expressions for the condition numbers, first-order perturbation upper bounds and backward errors for the multivariate eigenpairs.
