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Abstract
We consider the question of linear instability of an equilibrium of the
Relativistic Vlasov-Maxwell (RVM) System that has a strong magnetic
field. Standard instability results deal with systems where there are fewer
particles with higher energies. In this paper we extend those results to
the class of equilibria for which the number of particles does not depend
monotonically on the energy. Without the standard sign assumptions, the
analysis becomes significantly more involved.
1 Introduction
1.1 The Relativistic Vlasov-Maxwell System
In this paper we consider the linear stability of a super-heated plasma. The
plasma is assumed to have low density, and thus collisions between particles
may be ignored. The behavior of such a system is governed by the Relativistic
Vlasov-Maxwell (RVM) System of Equations
∂tf
± + vˆ · ∇xf± ± (E+Eext + vˆ × (B+Bext)) · ∇vf± = 0, (1.1a)
∂tE = ∇×B− j, ∇ ·E = ρ, ρ =
∫
(f+ − f−) dv, (1.1b)
∂tB = −∇×E, ∇ ·B = 0, j =
∫
vˆ (f+ − f−) dv, (1.1c)
where v is the momentum, vˆ = v/
√
1 + |v|2 is the velocity and all physical
constants (like the speed of light c and the mass of the particles m) are set to
be 1. The superscripts ± indicate the two species – electrons and ions. The
transport equation (1.1a) is called the Vlasov Equation, and it is coupled with
Maxwell’s Equations. E(t, x) and B(t, x) are the electric and magnetic fields,
f±(t, x, v) ≥ 0 are the electron and ion distribution functions, and Eext and
Bext are external electric and magnetic fields. In addition, ρ(x) is the net
charge density at the point x, and j(x) is the current density at the point x.
Particle charges are always +1 or −1. The assumption that all masses are equal
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is physically relevant: It often occurs that interstellar plasma is made up of dust
particles of uniform mass charged positively and negatively.
The subject of this paper is the “purely magnetic” case, where the electric
field is assumed to be negligible compared to the magnetic field, at least on the
typical scale of the system. Together with a certain symmetry assumption on
the two species, this assumption makes certain aspects of the analysis simpler,
while keeping most of the interesting physical aspects. This result is outlined
in Section 9 of [33], though in [33] the authors fail to consider all possible cases,
and, therefore, their proof outline is incomplete.
Our equilibrium is represented in terms of two invariants of the particles –
the energy e and the momentum p. We explore the question of linear instability,
and give concrete criteria for instability in terms of the spectral properties of
certain Schro¨dinger operators acting on periodic functions of x alone, not v.
1.2 The 11
2
Dimensional Case
For simplicity, we take the lowest dimensional system which has a nontrivial
magnetic field and which has many physical applications: The so-called 1 12
dimensional case. In this setting, we have one spatial dimension and a two-
dimensional momentum space. The single spatial variable x corresponds to v1,
and the additional velocity dimension is denoted by v2. We write v = (v1, v2).
It turns out that this dimensional setting is actually quite significant even for
physicists: When one considers a tokamak (which typically has cylindrical sym-
metry), then locally, in a small region, the symmetries that one observes are
precisely those described here.
The notation in the 1 12 dimensional case is as follows: We let f
±(t, x, v)
be the ion and electron distribution functions, E(t, x) = (E1(t, x), E2(t, x), 0)
and B(t, x) = (0, 0, B(t, x)) be the electric and magnetic fields. In addition, we
define the electric and magnetic potentials φ and ψ, which satisfy
∂xφ = −E1 ∂xψ = B. (1.2)
We assume the existence of an equilibrium f0,±(x, v) which is a solution of
RVM. By Jeans’ Theorem (cf [6]) this equilibrium can be represented in the
coordinates
e± = 〈v〉 ± φ0(x) p± = v2 ± ψ0(x)
as f0,±(x, v) = µ±(e±, p±), where φ0 and ψ0 are the electric and magnetic
potentials, satisfying E01 = −∂xφ0 and B0 = ∂xψ0, with E01 and B0 being the
equilibrium electric and magnetic fields. In addition E02 ≡ 0. We note that
the purely magnetic assumption implies that φ0 ≡ 0, and, hence, e+ = e−
can simply be denoted by e. Henceforth it will be understood that µ± are
evaluated at e, p±, so we will simply write µ±(e, p). In this paper, we consider
the “nonmonotone” case; by that we simply mean that
µ±e :=
∂µ±
∂e
≮ 0 (1.3)
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on some subset of the set {µ±(e, p) > 0}. Here, “µ±e ” means “the derivative of
µ± with respect to the first component evaluated at (e, p±).” Similarly, “µ±p ” is
the derivative with respect to the second component. By “monotone”, we mean
that µ±e < 0 on the set {µ± > 0}. Roughly speaking, the coordinates e and p
should be understood to be energy and momentum respectively.
1.3 Main Results
We assume for simplicity that the equilibrium has some given period P . We
define two operators acting on functions of x, whose properties will be rigorously
treated later, as
A01h = −∂2xh−
(∑
±
∫
µ±e dv
)
h+
∑
±
∫
µ±e P±h dv
A02h = −∂2xh−
(∑
±
∫
vˆ2µ
±
p dv
)
h−
∑
±
∫
µ±e vˆ2P±(vˆ2h) dv,
where P± are projection operators onto some subspaces of a certain Hilbert
space, also rigorously defined later. The operators A01 and A02 have as their
domain the space
H2P =
{
h is P periodic on R and h ∈ H2(0, P )}
where H2(0, P ) is the usual Sobolev space of functions on (0, P ) whose first two
derivatives are square integrable. We also define the number l0 as:
l0 =
1
P
∑
±
∫ P
0
∫
vˆ1µ
±
e P± (vˆ1) dv dx.
In order to properly define function spaces that include functions that do not
necessarily decay at infinity, we define a weight w that has the form
w = c(1 + |e|)−α (1.4)
for some α > 2 and c > 0, where e is the particle energy as defined above. We
require µ± ∈ C1 to satisfy
(|µ±e |+ |µ±p |)(e, p) ≤ w(e) (1.5)
so that
∫
(|µ±e |+ |µ±p |) dv is finite. Obviously, we require µ±(e, p) ≥ 0.
As previously mentioned, we assume that the equilibrium is purely magnetic
– that is, we assume that it is arranged in such a way so that there is no electric
field, only a magnetic field – and satisfies a symmetry property that ensures
that ρ0 = 0:
φ0 ≡ 0 and µ+(e, p) = µ−(e,−p) (1.6)
Lin and Strauss prove the existence of such equilibria in the appendix of [34].
The assumption φ0 ≡ 0 is physical: In many physical systems the equilibrium
3
state has negligible electric fields which are only significant on small scales, while
the magnetic field is significant on the typical scale of the system.
In this paper, we denote
neg(F) = {the number of negative eigenvalues (counting multiplicity) of the operator F} .
Similarly, pos(F) denotes the number of positive eigenvalues. Later we will
show that A01 and A02 have discrete spectra. For a real number a, neg(a) is 1 if
a < 0 and 0 otherwise.
Theorem 1. Let f0,±(x, v) = µ±(e, p) be a periodic equilibrium satisfying (1.5)
and (1.6). Assume that the null space of A01 consists of the constant functions
and that l0 6= 0. Then the equilibrium is spectrally unstable if
neg
(A02) > neg (A01)+ neg(−l0).
Theorem 2. Under the additional assumption that the null space of A02 is
trivial, the equilibrium is spectrally unstable if
neg
(A02) 6= neg (A01)+ neg(−l0).
By “spectrally unstable” we mean that the system linearized around the
equilibrium solution µ±(e, p) has a purely growing mode solution of the form(
eλtf±(x, v), eλtE(x), eλtB(x)
)
, λ > 0. (1.7)
The first step in proving these results is linearizing the problem (see §2.2).
We then proceed by integrating Maxwell’s Equations along the particle trajec-
tories. The immediate benefit of this, is that we lose all dependence on the
variable v, and can work, for the remainder of the paper, with functions of
x alone. These calculations appear in §2.4, where operators that are closely
related to A01 and A02 naturally arise.
The integration along the particle paths leads us to three equations in three
unknowns. Moreover, these equations depend upon the exponential growth pa-
rameter λ: finding a growing mode is equivalent to finding a nontrivial solution
to this system for some 0 < λ <∞. For convenience, we write the system as a
matrix of operators, denoted by Mλ. We show that this matrix of operators is
selfadjoint. Our general method for showing that the system has a solution for
some 0 < λ <∞ is to keep track of the spectrum of Mλ as λ varies, and show
that it must cross 0.
However, the matrix operatorMλ has point spectrum extending both to −∞
and to +∞, due to the appearance of both ∂2x and −∂2x. Therefore, to keep track
of the spectrum, in §3 we truncate the matrix operator into a finite-dimensional
mapping that we denote by Mλn, where n is the truncation parameter. A first
obstacle is to show that for fixed n the spectrum of Mλn varies in such a way
that a nontrivial kernel is guaranteed for some 0 < λn < ∞. We do this by
showing thatMλn has a different number of negative eigenvalues for small values
of λ and for large values of λ and then applying the intermediate value theorem.
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The next difficulty lies in showing that the λn’s are uniformly bounded away
from 0 and from +∞ for all n. We show this in Proposition 3.6 and in Lemma
3.8.
In §4 we recover our original problem, by “taking the limit n → ∞.” This
process is tricky in itself, since we must define a proper sense in which finite-
dimensional mappings “tend” to an infinite-dimensional mapping on Hilbert
spaces. This is discussed, in part, in Lemma 3.4 appearing in the preceding
section.
Once we have shown that Mλ has a nontrivial kernel for some 0 < λ <
∞, in §5 we demonstrate that the resulting solution is indeed a solution to
the linearized RVM system. §7 contains many of the technical details used
throughout the paper, whereas in §6 we demonstrate our results in two examples.
The main difficulty of this paper is in the truncation, and in recovering the
original problem from the truncated one. Moreover, the truncation is performed
by means of a spectral projection onto finitely many eigenvalues of M0. How-
ever, the spectrum of Mλ may change quite dramatically at λ = 0, since all
operators only converge strongly as λ → 0, but not in operator norm. There-
fore, an additional difficulty is the need to deal with two varying parameters
simultaneously – the growth parameter λ and the dimension of the truncation
n.
Our result extends the results of [34], and, more specifically, [33], where
Lin and Strauss established a linear stability criterion for equilibrium solutions
that are strictly monotone, that is, the number of particles at a given energy
strictly decreases with the energy. They define a selfadjoint operator L0, acting
on functions of x, with a rather simple spectral structure, and derive stability
conditions based on those spectral properties. Namely, they prove that L0 ≥ 0
implies spectral stability (in [34]), while L0  0 implies that there exists a grow-
ing mode (in [33]). The monotonicity assumption, which we drop in this paper,
proves to be important in [34, 33], as it determines the signs of some of the
operators. This implies that L0 is not relevant to our case. The root cause of
most of the analytical difficulties of our paper is the inability to determine the
signs of any of the operators.
This paper is organized as follows:
1. Introduction.
2. Setup. We present our function spaces and operators.
3. Behavior For Small and Large λ. We “count” eigenvalues for small
and large values of λ.
4. Limit as n → ∞. We retrieve our original system from the finite-
dimensional approximations.
5. Construction of a Growing Mode. We verify that indeed the system
retrieved is the right one.
6. Examples. We give two examples that illustrate our results.
7. The Operators. We discuss the main properties of the operators.
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2 Setup
2.1 The Function Spaces
The function spaces we use throughout this paper are as follows: We denote
by L2P and H
k
P the usual Sobolev spaces of P -periodic functions on R, that are
square integrable on the interval [0, P ], as well as their first k derivatives. In
addition, we denote:
L2P,0 =
{
h(x) ∈ L2P
∣∣∣ ∫ P
0
h dx = 0
}
HkP,0 =
{
h(x) ∈ HkP
∣∣∣ ∫ P
0
h dx = 0
}
L2w =
{
m(x, v)
∣∣∣ m is P -periodic in x, ‖m‖2w :=
∫ P
0
∫
R2
|m|2w dv dx <∞
}
where w is the weight defined in (1.5). We note that L2w is independent of the
choice of sign ±, since w only depends upon e which is independent of ±. In
addition, we use the following notation:
‖ · ‖L2
P
and 〈·, ·〉L2
P
denote the norm and inner product in L2P respectively
‖ · ‖w and 〈·, ·〉w denote the norm and inner product in L2w respectively
2.2 The Basic Equations
In the 1 12 dimensional case the RVM system becomes a system of scalar equa-
tions:
∂tf
± + vˆ1∂xf± ± (E1 + vˆ2B)∂v1f± ± (E2 − vˆ1B)∂v2f± = 0 (2.1a)
∂tE1 = −j1 (2.1b)
∂tE2 + ∂xB = −j2 (2.1c)
∂tB = −∂xE2 (2.1d)
∂xE1 = n0 + ρ (2.1e)
where vˆ = v/ 〈v〉 and 〈v〉 =√1 + |v|2, and
ρ =
∫ (
f+ − f−) dv (2.2a)
ji =
∫
vˆi
(
f+ − f−) dv, i = 1, 2 (2.2b)
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and the external fields are replaced by the constant external radiation n0. From
our definitions (1.2) of the electric and magnetic potentials, we get the second
order ODEs for φ and ψ:
∂2xφ = −∂xE1 = −ρ = −
∫ (
f+ − f−) dv (2.3)
∂2xψ = ∂xB = −j2 − ∂tE2 = −
∫
vˆ2
(
f+ − f−) dv − ∂tE2. (2.4)
The linearized Vlasov equation is(
∂t +D
±) f± = ∓µ±e vˆ1E1 ± µ±p vˆ1B ∓ (µ±e vˆ2 + µ±p )E2, (2.5)
where
D± = vˆ1∂x ±
(
E01 + vˆ2B
0
)
∂v1 ∓ vˆ1B0∂v2 .
It is important to note that the purely magnetic assumption implies that
E01 ≡ 0, but the perturbation E1 need not vanish. Since we are looking for a
(purely) growing mode with exponent λ (see (1.7)), we replace everywhere ∂t
by λ. Thus, our equations for the P -periodic electric and magnetic (perturbed)
potentials φ and ψ become
B = ∂xψ
along with
E2 = −λψ,
which is a result of the integration of (2.1d) and setting the constant of inte-
gration to be 0, and, finally,
E1 = −∂xφ− λb,
where b ∈ R is meant to allow E1 to have a nonzero mean. Replacing ∂t by λ,
the linearized Vlasov equation becomes(
λ+D±
)
f± = ±µ±e vˆ1(∂xφ+ λb)± µ±p vˆ1∂xψ ± λ
(
µ±e vˆ2 + µ
±
p
)
ψ, (2.6)
along with Maxwell’s Equations
− λ∂xφ− λ2b = λE1 = −j1 (2.7a)
− λ2ψ + ∂2xψ = λE2 + ∂xB = −j2 (2.7b)
− ∂2xφ = ∂xE1 = ρ. (2.7c)
We see that in these equations there is only dependence upon derivatives
of the electric potential φ, and never dependence upon φ itself. Therefore,
throughout this paper we let φ ∈ L2P,0. Now we introduce the particle paths
(X±(s;x, v), V ±(s;x, v)) of the equilibrium state, governed by the transport
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operators D±, where −∞ < s < ∞. They satisfy the system of ordinary
differential equations
X˙± = Vˆ ±1 (2.8a)
V˙ ±1 = ±Vˆ ±2 B0(X±) (2.8b)
V˙ ±2 = ∓Vˆ ±1 B0(X±), (2.8c)
where ˙ = ∂/∂s is the derivative along the characteristic curves, and the initial
conditions are (
X±(0, x, v), V ±(0, x, v)
)
= (x, v). (2.9)
When there is no risk of confusion, we abbreviate X± = X±(s) = X±(s;x, v)
and V ± = V ±(s) = (V ±1 (s;x, v), V
±
2 (s;x, v)). Now we rewrite the Vlasov Equa-
tion integrated along the particle paths. Here it is crucial that e± and p±, and
any function of these variables, are constant along the trajectories. This implies
that, µ±e and µ
±
p are constants under s-differentiation. We multiply (2.6) by
eλs and notice that the left hand side becomes the perfect derivative ∂∂s
(
eλsf
)
.
Integrating the right hand side along the particle paths, one has
±
∫ 0
−∞
eλs
(
µ±e Vˆ
±
1 (∂xφ(X
±) + λb) + µ±p Vˆ
±
1 ∂xψ(X
±) + λ
(
µ±e Vˆ
±
2 + µ
±
p
)
ψ(X±)
)
ds
=±
∫ 0
−∞
eλsµ±e
(
Vˆ ±1 ∂xφ(X
±) + λφ(X±)
)
ds∓
∫ 0
−∞
λeλsµ±e φ(X
±) ds
±
∫ 0
−∞
eλsµ±p
(
Vˆ ±1 ∂xψ(X
±) + λψ(X±)
)
ds
±
∫ 0
−∞
λeλsµ±e
(
Vˆ ±1 b+ Vˆ
±
2 ψ(X
±)
)
ds = I + II + III + IV.
Recalling that D+ and D− both reduce to vˆ1∂x when applied to functions
of x alone (and not v), we see that the integrands in terms I and III are
eλsµ±e (Dφ+ λφ) and e
λsµ±e (Dψ + λψ), respectively, evaluated along the ap-
propriate particle paths. Therefore, both integrands become no more than
d
ds
(
eλsµ±e φ
)
and dds
(
eλsµ±e ψ
)
. We conclude that the terms I and III become
±eλsµ±e φ(x) and ±eλsµ±p ψ(x), with no boundary terms due to our decay as-
sumptions. The other terms are kept in integral form as above. Since µ±e are
constant along the trajectories, we may evaluate them at s = 0, and they have
no role in the integration. After dividing both sides by the exponent, we finally
have
f±(x, v) =± µ±e φ(x) ± µ±p ψ(x) (2.10)
∓ µ±e
∫ 0
−∞
λeλs
[
φ(X±(s))− Vˆ ±2 (s)ψ(X±(s))− bVˆ ±1 (s)
]
ds.
We simplify this expression by introducing the operators Qλ± : L2w → L2w,
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defined by:
(Qλ±k) (x, v) = ∫ 0
−∞
λeλsk
(
X±(s;x, v), V ±(s;x, v)
)
ds
where k = k(x, v) : [0, P ]× R2 → R.
Remark 2.1. We note that if h(x) ∈ L2P , then h˜(x, v) := h(x), (x, v) ∈
[0, P ]× R2, is clearly in L2w. Therefore, Qλ± act on functions in L2P as well.
With our definition of Qλ±, (2.10) becomes
f+(x, v) = +µ+e φ(x) + µ
+
p ψ(x) − µ+e Qλ+φ+ µ+e Qλ+(vˆ2ψ) + bµ+e Qλ+vˆ1
f−(x, v) = −µ−e φ(x) − µ−p ψ(x) + µ−e Qλ−φ− µ−e Qλ−(vˆ2ψ)− bµ−e Qλ−vˆ1.
(2.11)
An important quantity which we use frequently, is f+ − f−. We write it
explicitly for future reference:
f+ − f− =
∑
±
(
µ±e φ(x) + µ
±
p ψ(x) − µ±e Qλ±φ+ µ±e Qλ±(vˆ2ψ) + bµ±e Qλ±vˆ1
)
(2.12)
We make the following two useful observations:
1. It holds that ∫
(µ±p + vˆ2µ
±
e ) dv =
∫
∂µ±
∂v2
dv = 0. (2.13)
2. The particle paths preserve volume. That is, for fixed s,
(X±(s;x, v), V ±(s;x, v))→ (x, v) both have Jacobian = 1. (2.14)
Lemma 2.2 (Properties of D±). D± are skew-adjoint operators on L2w. Their
null spaces kerD± consist of all functions g = g(x, v) in L2w that are constant
on each connected component in R × R2 of {e = const and p± = const}. In
particular, kerD± contain all functions of e and of p±.
Proof. We show for the ‘+’ case, and drop the + superscripts. It is straightfor-
ward to verify that De = Dp = 0. Therefore kerD contains all functions of e
and of p. Skew-adjointness is easily seen due to integration by parts, as D is a
first-order differential operator. Derivatives that “hit” w vanish, since w = w(e)
is a function of e.
Definition 2.3. We define P± to be the orthogonal projection operators of L2w
onto kerD±.
Lemma 2.4. The projection operators P± preserve parity with respect to the
variable v1.
9
Proof. Let us demonstrate for P+ and drop the + superscript to simplify nota-
tion. The demonstration for P− is identical. Recall that
D = D+ = vˆ1∂x + vˆ2B
0∂v1 − vˆ1B0∂v2 .
Now, let f = f(x, v1, v2) and letR be the operator that reverses v1: Rh(x, v1, v2) =
h(x,−v1, v2). Then
D(Rf) = −R(vˆ1∂xf)−R(vˆ2B0∂v1f) +R(vˆ1B0∂v2f) = −R(Df)
Therefore f ∈ kerD if and only if Rf ∈ kerD. This implies that one can find
a basis of even and odd functions (in the variable v1) to the space kerD. To
show that if f is even (odd) in v1 then Pf is also even (odd) in v1, we let
g ∈ kerD be, without loss of generality, even or odd. Then it must hold that∫∫
(f − Pf)g w dx dv = 0. In the case that f is even, we change variables
v1 → −v1 to get ±
∫∫
(f − R(Pf))g w dx dv = 0 and, therefore, R(Pf) = Pf .
Here the ± depends on the parity of g. The odd case is treated in the same
way.
Lemma 2.5 (Properties of Qλ±). Let 0 < λ <∞.
1. Qλ± map L2w → L2w with operator norm = 1. Moreover, recalling Remark
2.1, Qλ± are also bounded as operators L2P → L2w.
2. For all m(x, v) ∈ L2w,
∥∥Qλ±m− P±m∥∥w → 0 as λ→ 0.
3. If σ > 0, then
∥∥Qλ± −Qσ±∥∥ = O(|λ − σ|) as λ → σ, where ‖ · ‖ is the
operator norm from L2w to L
2
w.
4. For all m(x, v) ∈ L2w,
∥∥Qλ±m−m∥∥w → 0 as λ→∞.
5. Let v˜ = (−v1, v2) and let n˜(x, v) = n(x, v˜). Then
〈Qλ±m,n〉w = 〈m,Qλ±n˜〉w.
Proof. Let us show for the ‘+’ case, and drop the + indices to simplify notation.
1. We demonstrate showing the two bounds on Qλ using a dual method and
using a direct method; this shows that either method works, and each has
its benefits. Let m,n ∈ L2w.
〈Qλm,n〉
w
=
∫ 0
−∞
λeλs
∫ P
0
∫
(m
√
w) (X(s), V (s))·(n√w)(x, v) dv dx ds ≤ ‖m‖w‖n‖w,
where in the equality we used the fact that w = w(e) is constant along the
trajectories (this is true since e is constant along the trajectories), and the
inequality is simply the Cauchy-Schwarz Inequality. The assertion that
the operator norm is 1 is verified since Qλ1 = 1 (note that 1 ∈ L2w).
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Now, for the L2P bound we let h(x) ∈ L2P and use (2.14) to get
∥∥Qλh∥∥2
w
=
∫ P
0
∫ ∣∣∣∣
∫ 0
−∞
λeλsh(X(s;x, v)) ds
∣∣∣∣
2
w dv dx
≤
∫ P
0
∫ (∫ 0
−∞
∣∣λeλsh(x)∣∣ ds)2 w dv dx (2.15)
=
∫ P
0
∫
w dv |h(x)|2 dx
≤
(
sup
x
∫
w dv
)
‖h‖2L2
P
= C ‖h‖2L2
P
.
2. We let M denote the spectral measure of the selfadjoint operator T =
−iD in the space L2w. We can therefore write, for any m = m(x, v),
m(X(s), V (s)) = esDm = eisTm, so that
Qλm =
∫ 0
−∞
λeλsm(X(s), V (s)) ds =
∫ 0
−∞
λeλs
∫
R
eiαsdM(α)m ds =
∫
R
λ
λ+ iα
dM(α)m.
The projection P can be written as P =M({0}) = ∫
R
χ dM where χ(0) =
1 and χ(α) = 0 for α 6= 0. Thus
∥∥Qλm− Pm∥∥2
w
=
∥∥∥∥
∫ 0
−∞
λeλsm(X(s), V (s)) ds− Pm
∥∥∥∥
2
w
=
∫
R
∣∣∣∣ λλ+ iα − χ(α)
∣∣∣∣2 d ‖M(α)m‖2w
due to the orthogonality of spectral projections. We use the dominated
convergence theorem to finish the proof that, indeed, this expression tends
to 0 as λ→ 0.
3. To show that
∥∥Qλ± −Qσ±∥∥ = O(|λ − σ|) as λ → σ we use the fact that
(x, v)→ (X,V ) has Jacobian= 1:
‖Qλm−Qσm‖w ≤
∫ 0
−∞
∣∣λeλs − σeσs∣∣ ‖m(X(s), V (s))‖w ds
=
∫ 0
−∞
∣∣λeλs − σeσs∣∣ ds‖m‖w
≤ C| lnλ− lnσ| ‖m‖w.
4. With M the same spectral measure as above, we have:
Qλm−m =
∫
R
(
λ
λ+ iα
− 1
)
dM(α)m.
Therefore
‖Qλm−m‖2w ≤
∫
R
∣∣∣∣ λλ+ iα − 1
∣∣∣∣2 d‖M(α)m‖2w → 0
as λ→∞, by the dominated convergence theorem.
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5. 〈Qλm,n〉
w
=
∫ P
0
∫
Qλ(m(x, v)) n(x, v) w dv dx
=
∫ P
0
∫ (∫ 0
−∞
λeλsm(X(s), V (s)) ds
)
n(x, v) w dv dx
=
∫ P
0
∫ ∫ 0
−∞
λeλsm(x, v) n(X(−s), V (−s)) w ds dv dx
=
∫ P
0
∫ (∫ 0
−∞
λeλsn˜(X(s), V (s)) ds
)
m(x, v) w dv dx
=
〈
m,Qλn˜〉
w
,
where for the third equality we used (2.14) and the fact that w is invariant
under D, and for the fourth equality we used the fact that
X(−s;x,−v1, v2) = X(s;x, v1, v2)
−V1(−s;x,−v1, v2) = V1(s;x, v1, v2)
V2(−s;x,−v1, v2) = V2(s;x, v1, v2).
(2.16)
This type of calculation appears often, so it is worthwhile writing in detail.
2.3 The Operators
In addition to the definitions of A01 and A02 in §1.3, we define the following
operators depending on a real parameter 0 < λ < ∞, acting on L2P,0, L2P , L2P ,
with domains H2P,0, H
2
P , L
2
P , respectively:
Aλ1h = −∂2xh−
(∑
±
∫
µ±e dv
)
h+
∑
±
∫
µ±e Qλ±h dv,
Aλ2h = −∂2xh+ λ2h−
(∑
±
∫
vˆ2µ
±
p dv
)
h−
∑
±
∫
µ±e vˆ2Qλ±(vˆ2h) dv,
Bλh =
(∑
±
∫
µ±p dv
)
h+
∑
±
∫
µ±e Qλ±(vˆ2h) dv.
As we have seen in Lemma 2.5, Qλ± → P± strongly as λ→ 0. We also define
the following multiplication operators with domain R and range L2P , depending
on the parameter 0 < λ <∞:
Cλ(b) = b
∑
±
∫
µ±e Qλ± (vˆ1) dv,
Dλ(b) = b
∑
±
∫
vˆ2µ
±
e Qλ± (vˆ1) dv,
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and a constant depending on λ:
lλ =
1
P
∑
±
∫ P
0
∫
vˆ1µ
±
e Qλ± (vˆ1) dv dx,
where, for λ = 0 we define
l0 =
1
P
∑
±
∫ P
0
∫
vˆ1µ
±
e P± (vˆ1) dv dx.
Finally, we derive formulas for the adjoint operators of Bλ, Cλ and Dλ. We
begin with
(Bλ)∗. Let h, k ∈ L2P . To simplify notation in this calculation, we
drop the summation over ±. All calculations work similarly with the proper
definition that includes the ±.
〈Bλh, k〉
L2
P
=
∫ P
0
[(∫
µp dv
)
h(x) +
∫
µeQλ(vˆ2h) dv
]
k(x) dx
=
∫ P
0
[(∫
µp dv
)
h(x) +
∫
µe
(∫ 0
−∞
λeλsVˆ2(s)h(X(s)) ds
)
dv
]
k(x) dx
=
∫ P
0
[(∫
µp dv
)
h(x)k(x) +
∫
µe
(∫ 0
−∞
λeλsvˆ2h(x)k(X(−s)) ds
)
dv
]
dx
=
∫ P
0
[(∫
µp dv
)
k(x) +
∫
µevˆ2
(∫ 0
−∞
λeλsk(X(s)) ds
)
dv
]
h(x) dx
Therefore (with the ±)
(Bλ)∗ k =
(∑
±
∫
µ±p dv
)
k +
∑
±
∫
µ±e vˆ2Qλ±k dv.
The computation of
(Cλ)∗ is much simpler. Let b ∈ R and k ∈ L2P . One has
〈Cλb, k〉
L2
P
= b
∫ P
0
(∑
±
∫
µ±e Qλ± (vˆ1) dv
)
k(x) dx,
and, therefore
(Cλ)∗ k =∑
±
∫ P
0
∫
µ±e Qλ± (vˆ1) k(x) dv dx.
The derivation of
(Dλ)∗ is similar and yields
(Dλ)∗ k =∑
±
∫ P
0
∫
vˆ2µ
±
e Qλ± (vˆ1) k(x) dv dx.
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2.4 The Matrix Operator Mλ
In this section we rewrite Maxwell’s Equations (2.7) in terms of the the un-
knowns φ, ψ and b. The various operators acting on these unknowns are pre-
cisely Aλ1 ,Aλ2 ,Bλ, Cλ and lλ. We show that Maxwell’s Equations reduce to a
simple, selfadjoint matrix operatorMλ, and that there exists a nontrivial solu-
tion to Maxwell’s Equations if and only ifMλ has a nontrivial kernel. Note that
in what follows, the dependence upon f± enters through the right-hand-side of
(2.7).
1. Rewriting Gauss’ Equation (2.7c) as ∂2xφ+ ρ = 0, we substitute (2.12), to
get
0 = ∂2xφ+ ρ = ∂
2
xφ+
∫
(f+ − f−) dv
= ∂2xφ+
∑
±
∫ (
µ±e φ(x) + µ
±
p ψ(x) − µ±e Qλ±φ+ µ±e Qλ±(vˆ2ψ) + bµ±e Qλ±vˆ1
)
dv
= ∂2xφ+
(∑
±
∫
µ±e dv
)
φ(x) −
∑
±
∫
µ±e Qλ±φ dv
+
(∑
±
∫
µ±p dv
)
ψ(x) +
∑
±
∫
µ±e Qλ±(vˆ2ψ) dv + b
∑
±
∫
µ±e Qλ±vˆ1 dv
= −Aλ1φ+ Bλψ + Cλb.
Thus, our first relation is
−Aλ1φ+ Bλψ + Cλb = 0. (2.17)
2. Rewriting the second of Ampe`re’s Equations (2.7b) as ∂2xψ−λ2ψ+ j2 = 0
and repeating the same procedure, we have
0 = ∂2xψ − λ2ψ + j2
= ∂2xψ − λ2ψ +
∑
±
∫
vˆ2
(
µ±e φ(x) + µ
±
p ψ(x) − µ±e Qλ±φ+ µ±e Qλ±(vˆ2ψ) + bµ±e Qλ±vˆ1
)
dv
= ∂2xψ − λ2ψ +
(∑
±
∫
vˆ2µ
±
p dv
)
ψ +
∑
±
∫
vˆ2µ
±
e Qλ±(vˆ2ψ) dv
+
(∑
±
∫
vˆ2µ
±
e dv
)
φ(x) −
∑
±
∫
vˆ2µ
±
e Qλ±φ dv + b
∑
±
∫
vˆ2µ
±
e Qλ±vˆ1 dv
= −Aλ2ψ −
(Bλ)∗ φ+Dλb.
where in the last equality we used (2.13). Our second result is(Bλ)∗ φ+Aλ2ψ −Dλb = 0. (2.18)
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3. Finally we consider the first of Ampe`re’s Equations (2.7a): 0 = λE1+j1 =
−λ∂xφ− λ2b+ j1. Integrating over one period, we get
λ2b =
1
P
∫ P
0
j1 dx.
Plugging in the expression for the particle density f+ − f− as before, we
have
λ2b =
1
P
∫ P
0
j1 dx =
1
P
∫ P
0
∫
vˆ1(f
+ − f−) dv dx
=
1
P
∑
±
∫ P
0
∫
vˆ1
(
µ±e φ(x) + µ
±
p ψ(x) − µ±e Qλ±φ+ µ±e Qλ±(vˆ2ψ) + bµ±e Qλ±vˆ1
)
dv dx
The first two terms vanish since µ is even in v1. Thus we are left with
λ2b =
1
P
∑
±
∫ P
0
∫
vˆ1µ
±
e
(−Qλ±φ+Qλ±(vˆ2ψ) + bQλ±vˆ1) dv dx.
Denoting these three terms I, II, III respectively, we find that
I = − 1
P
∑
±
∫ P
0
∫
vˆ1µ
±
e Qλ±φ dv dx
= − 1
P
∑
±
∫ P
0
∫ ∫ 0
−∞
λeλsvˆ1µ
±
e φ(X
±(s)) ds dv dx
= − 1
P
∑
±
∫ P
0
∫ ∫ 0
−∞
λeλsVˆ ±1 (−s)µ±e φ(x) ds dv dx
=
1
P
∑
±
∫ P
0
∫ ∫ 0
−∞
λeλsVˆ ±1 (s)µ
±
e φ(x) ds dv dx
=
1
P
(Cλ)∗ φ,
where for the third equality we changed variables (x, v)→ (X(−s), V (−s))
and used the facts that this change of variables has Jacobian =1 and that
µ is invariant under D, and for the fourth equality we changed the variable
v → −v and used the change of coordinates prescribed in (2.16). Similarly,
II = − 1
P
(Dλ)∗ ψ,
and, finally,
III = blλ
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by definition. Summarizing, we have(Cλ)∗ φ− (Dλ)∗ ψ − Pb (λ2 − lλ) = 0. (2.19)
Motivated by the three equations (2.17)-(2.19) depending upon the parameter
λ, we define the matrix operator Mλ : L2P × L2P × R→ L2P × L2P × R
Mλ =

 −Aλ1 Bλ Cλ(Bλ)∗ Aλ2 −Dλ(Cλ)∗ − (Dλ)∗ −P (λ2 − lλ)

 .
with domain H2P × H2P × R. Formally, to prove our main theorem, it suffices
to show that Mλ has a nontrivial kernel for some 0 < λ <∞. Accordingly, we
also define
M0 =

 −A01 0 00 A02 0
0 0 Pl0

 .
Remark 2.6. As mentioned before, since φ only matters up to a constant,
we restrict the domain of Mλ and M0 to H2P,0 × H2P × R. Indeed, making
this restriction is important. Letting (φ, ψ, b) = uTtriv = (1, 0, 0) we notice that
Mλutriv = 0 for any λ ≥ 0. However, utriv is a trivial solution that is of no
interest for us, since it would generate a trivial solution (f, E,B) = (0, 0, 0).
Moreover, multiples of utriv are the only trivial solutions. Indeed, whenever
either ψ or b are nonzero, the linearized equations become nontrivial.
3 Behavior for Small and Large λ
This section is the heart of this paper. To show thatMλ has a nontrivial kernel
for some 0 < λ <∞, we wish to show that there is some eigenvalue that crosses
0 as λ increases, starting at 0. To achieve this, we must somehow be able to
keep track of the spectrum. Since we are working on the finite interval [0, P ] we
do not have to worry about a continuous spectrum. However, since Aλ1 and Aλ2
appear with opposite signs in Mλ, we expect to find eigenvalues near −∞ as
well as near +∞. Thus, to facilitate the counting, we truncate the spectrum,
and leave only a finite number of eigenvalues. The following projection is defined
so as to preserve the spectral properties of the two operators appearing along
the diagonal: A01 and A02.
We postpone discussing the properties of the various aforementioned opera-
tors until §7. However, these properties are used throughout this section.
Consider the eigenvalues α1 ≤ α2 ≤ · · · of A01 in ascending order, counting
multiplicity. Let ξi be unit eigenvectors associated to αi chosen to be mutually
orthonormal. We define the projection Pn : L
2
P,0 → Rn to be:
Pnu =
{
〈u, ξi〉L2
P
}n
i=1
, (3.1)
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and, thus, P ∗n : R
n → L2P,0 is given by
P ∗na =
n∑
i=1
aiξi, (3.2)
where a = (a1, a2, . . . , an) ∈ Rn. Hence,
P ∗nPnu =
n∑
i=1
〈u, ξi〉L2
P
ξi (3.3)
is the projection onto the eigenspace associated with the first n eigenvalues of
A01.
Similarly, we define Qn to be the projection operator onto the eigenspace
spanned by the n eigenvectors ζ1, . . . , ζn of the operatorA02 associated to its first
n eigenvalues β1 ≤ β2 ≤ · · · ≤ βn. We are now ready to define the approximate
matrix operator Mλn:
Mλn =

 −PnAλ1P ∗n PnBλQ∗n PnCλQn (Bλ)∗ P ∗n QnAλ2Q∗n −QnDλ(Cλ)∗ P ∗n − (Dλ)∗Q∗n −P (λ2 − lλ)

 . (3.4)
When λ = 0, this definition reduces to
M0n =

 −PnA01P ∗n 0 00 QnA02Q∗n 0
0 0 Pl0

 . (3.5)
Both matrices are finite-dimensional mappings Rn × Rn × R → Rn × Rn × R.
Let us list a few facts which will be useful for us later on:
1. For all λ ≥ 0 and for any n ∈ N, Mλn is selfadjoint.
2. Let Σ(A) denote the spectrum of the operatorA. Then Σ(M0n) ⊆ Σ(M0).
Proof. This is clearly true due to the properties of Pn and Qn, and the
diagonal structure of both matrix operators.
3. There exists some σ∗ < 0 such that [σ∗, 0) ∩ Σ(M0) = ∅.
Proof. Since the spectrum of Mλ is discrete (with no finite accumulation
points) for all λ ≥ 0, there exists some σ0 < 0 that is the greatest negative
eigenvalue of M0. We can choose σ∗ ∈ (σ0, 0) freely.
4. For fixed n > 0,Mλn varies continuously in λ as a mapping Rn×Rn×R→
Rn × Rn × R, for all λ ≥ 0.
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Proof. For λ > 0 this is clear, sinceMλ varies continuously by Lemma 7.4.
Thus we focus on the case λ = 0. Since all norms on Rk are equivalent,
it will suffice to check that Mλn → M0n strongly as λ → 0. Let uT =
(φ, ψ, b) ∈ Rn × Rn × R. We need to show that ‖(Mλn −M0n)u‖ → 0 as
λ→ 0. Since
(Mλn−M0n)u =

 −Pn(Aλ1 −A01)P ∗n PnBλQ∗n PnCλQn (Bλ)∗ P ∗n Qn(Aλ2 −A02)Q∗n −QnDλ(Cλ)∗ P ∗n − (Dλ)∗Q∗n −P (λ2 − lλ + l0)



 φψ
b

 ,
it suffices to show that terms of the form |Pn(Aλ1−A01)P ∗nφ| or |PnBλQ∗nψ|
tend to 0 for fixed n, as λ→ 0. This is clearly true due to the properties
of the various operators discussed in §7.
5. For fixed n > 0, P ∗nPn is bounded both in H
1
P and in H
2
P .
Proof. This follows from the fact that P ∗nPn maps L
2
P into H
2
P and the
closed graph theorem.
Lemma 3.1. For any g ∈ H2P , P ∗nPng → g in H1P and in H2P , as n → ∞.
Similarly, Q∗nQng → g in H1P and in H2P .
Proof. We prove for P ∗nPn; the proof for Q
∗
nQn is similar. Assume that g =∑∞
j=1 gjξj in L
2
P , where ξj are eigenvectors of A01, as defined above. Since
g ∈ H2P = D(A01), we know that A01g ∈ L2P and, therefore, there exist some
βj such that A01g =
∑∞
j=1 βjξj with
∑∞
j=1 |βj |2 < ∞. In fact, by taking the
L2P -inner product of A01g with ξk, we easily see that βk = gkαk, where αk is the
kth eigenvalue of A01.
Using Poincare´’s Inequality (twice) and then the triangle inequality we have∥∥∥∥∥∥
∞∑
j=n
gjξj
∥∥∥∥∥∥
H2
P
≤ C
∥∥∥∥∥∥∂2x
∞∑
j=n
gjξj
∥∥∥∥∥∥
L2
P
≤ C
∥∥∥∥∥∥
(A01 + ∂2x) ∞∑
j=n
gjξj
∥∥∥∥∥∥
L2
P
+ C
∥∥∥∥∥∥A01
∞∑
j=n
gjξj
∥∥∥∥∥∥
L2
P
The first term tends to 0 since A01 + ∂2x is a bounded operator on L2P (see
Lemma 7.2(1)), and, therefore, this term is controlled by C′
∥∥∥∑∞j=n gjξj∥∥∥2
which tends to 0 as n → ∞ since g ∈ L2P . The second term tends to 0 since
A01
∑∞
j=n gjξj =
∑∞
j=n gjαjξj , and, as mentioned above,
∑∞
j=1 |gjαj |2 < ∞.
This shows strong convergence in H2P . The strong convergence in H
1
P is due to
interpolation between L2P and H
2
P .
Corollary 3.2. Considering the restrictions of P ∗nPn to H
1
P , the lemma implies
by the uniform boundedness theorem that
sup
n
‖P ∗nPn‖H1P→H1P <∞. (3.6)
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Lemma 3.3. The operator P ∗nPn can be extended to H
−1
P . The sequence of
extended operators {P ∗nPn}∞n=1 converges strongly to the identity.
Proof. Our basic tool in extending the domain of definition is the canonical
identification of L2P with a subspace of H
−1
P via the scalar product. With that
standard definition at hand, we can now extend P ∗nPn to H
−1
P . For brevity,
denote Jn = P
∗
nPn : L
2
P → H2P . As noted above, the restriction to Jn : H1P →
H1P is bounded. Hence the dual operator J
∗
n : H
−1
P → H−1P is bounded with
the same operator norm (see [26, III-§3.3]). In fact, J∗n is an extension of Jn to
H−1P . Indeed, if g ∈ L2P and f ∈ H1P , and using the
〈
H1P , H
−1
P
〉
paring, one has
〈f, J∗ng〉 = 〈Jnf, g〉 = 〈Jnf, g〉L2
P
= 〈f, Jng〉L2
P
. (3.7)
Finally, we must show that the sequence {J∗n}∞n=1 converges strongly to the
identity in H−1P as n → ∞. In view of (3.6), also supn ‖J∗n‖H−1
P
→H−1
P
< ∞.
Therefore, it suffices to prove that J∗ng → g for g in a dense subset ofH−1P . Since
we already know that strong convergence holds for g ∈ L2P , we are done.
Lemma 3.4. Let uTn = (φn, ψn, bn) ∈ Rn×Rn×R, and suppose that (P ∗nφn, Q∗nψn, bn)→
uT0 = (φ0, ψ0, b0) strongly in L
2
P × L2P × R as n → ∞ with P ∗nφn, Q∗nψn uni-
formly bounded in H2P . Suppose that λn → λ0 ∈ [0,∞) as n → ∞. Then
Mλnn un →Mλ0u0 weakly, in the sense that〈Mλnn un, vn〉Rn×Rn×R → 〈Mλ0u0, v〉L2
P
×L2
P
×R .
for any v ∈ L2P × L2P × R with vn ∈ Rn × Rn × R being the projections of the
two first corrdinates of v and the identity on the third.
Proof. Let us write Mλnn uTn and Mλ0u0 explicitly:
Mλnn un =

 −PnAλn1 P ∗n PnBλnQ∗n PnCλnQn (Bλn)∗ P ∗n QnAλn2 Q∗n −QnDλn(Cλn)∗ P ∗n − (Dλn)∗Q∗n −P (λ2n − lλn)



 φnψn
bn

(3.8)
Mλ0u0 =

 −Aλ01 Bλ0 Cλ0(Bλ0)∗ Aλ02 Dλ0(Cλ0)∗ (Dλ0)∗ −P (λ20 − lλ0)



 φ0ψ0
b0

 . (3.9)
We show the weak convergence term by term, by its location in the matrix.
Let us demonstrate for the first term – the rest are either similar, or simpler.
We want to show that PnAλn1 P ∗nφn → Aλ01 φ0 weakly. Since the sequence
Aλn1 P ∗nφn is uniformly bounded in L2P by assumption, it suffices to test the weak
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continuity by taking g ∈ H2P which is dense in L2P . We have∣∣∣∣〈PnAλn1 P ∗nφn, Png〉
Rn
−
〈
Aλ01 φ0, g
〉
L2
P
∣∣∣∣ =
∣∣∣∣〈P ∗nPnAλn1 P ∗nφn −Aλ01 φ0, g〉L2
P
∣∣∣∣
≤
∣∣∣∣〈P ∗nPn (Aλn1 −Aλ01 )P ∗nφn, g〉L2
P
∣∣∣∣
+
∣∣∣∣〈(P ∗nPn − I)Aλ01 P ∗nφn, g〉L2
P
∣∣∣∣
+
∣∣∣∣〈Aλ01 (P ∗nφn − φ0) , g〉L2
P
∣∣∣∣
= I + II + III.
Terms I and II are treated very similarly:
I =
∣∣∣∣〈P ∗nφn,(Aλn1 −Aλ01 )P ∗nPng〉L2
P
∣∣∣∣ ≤ ‖P ∗nφn‖L2P
∥∥∥(Aλn1 −Aλ01 )P ∗nPng∥∥∥
L2
P
→ 0,
and
II =
∣∣∣∣〈P ∗nφn,Aλ01 (P ∗nPn − I) g〉L2
P
∣∣∣∣ ≤ ‖P ∗nφn‖L2P
∥∥∥Aλ01 (P ∗nPn − I) g∥∥∥
L2
P
→ 0,
since ‖P ∗nφn‖L2
P
is bounded, and since Aλn1 − Aλ01 tends strongly to 0 as an
operator H2P → L2P and P ∗nPn tends strongly to I in H2P by Lemma 3.1. Finally
III =
∣∣∣∣〈P ∗nφn − φ0,Aλ01 g〉L2
P
∣∣∣∣ → 0,
since P ∗nφn → φ0 strongly in L2P by assumption.
Lemma 3.5. For n sufficiently large, M0n has exactly Kn := n − neg(A01) +
neg(A02) + neg(l0) negative eigenvalues.
Proof. Since M0n is diagonal, we may consider each entry along the diagonal
separately. The number of negative eigenvalues of −PnA01P ∗n equals the number
of positive eigenvalues of PnA01P ∗n , namely pos(PnA01P ∗n). Since we assume that
kerA01 = {constants}, and since our domain does not include constant functions,
PnA01P ∗n has no null space. Therefore, pos(PnA01P ∗n) = n−neg(PnA01P ∗n). How-
ever, for n that is sufficiently large neg(PnA01P ∗n) = neg(A01) by our definition of
Pn. Thus, the contribution from the first term on the diagonal is n− neg(A01).
The contribution to the negative spectrum from the next term on the diagonal is
neg(A02) = neg(QnA02Q∗n) for n that is sufficiently large. The contribution from
the last term depends upon the sign of l0 and is denoted by neg(l0). Combining
these observations we get our result.
Proposition 3.6. There exist N ∈ N and λ∗ > 0 such that for any n > N and
for all λ ∈ [0, λ∗], neg(Mλn) ≥ neg(M0n) = Kn.
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Proof. We show the existence of λ∗ andN by contradiction: If they do not exist,
then for any k > 1 there exist nk > k and λ
′
k <
1
k for which neg(M
λ′k
nk) < Knk .
We choose k large enough for Lemma 3.5 to hold, and fix it. Since Mλnk is a
continuous mapping in λ, its spectrum varies continuously with λ. Therefore,
since neg(M0nk) = Knk > neg(M
λ′k
nk), at least one eigenvalue in the negative
part of Σ(Mλn) must cross 0 from left to right as λ varies from 0 to λ′k. Since
there is no spectrum of M0nk on the interval (σ∗, 0), this eigenvalue must also
cross this interval, and, in particular, it must cross σ∗ at some value λk ∈ (0, λ′k).
To summarize this argument, our contradiction asserts that there exist nk →
∞ and λk → 0 for which
Mλknkunk = σ∗unk , (3.10)
where 0 6= uTnk = (φnk , ψnk , bnk) ∈ Rn × Rn × R. To simplify notation we drop
the “k” index and simply write λn instead of λk and n instead of nk. Our plan
is to show that this contradicts the fact that σ∗ is not an eigenvalue of M0,
as follows: First we show that un has some nontrivial limit in an appropriate
space; then we use Lemma 3.4 to show that the operators Mλnn converge (in
the weak sense defined in the statement of that lemma) to M0.
Since P ∗n andQ
∗
n both have trivial kernels, we may normalize the eigenvectors
as follows
‖P ∗nφn‖L2P + ‖Q
∗
nψn‖L2P + |bn| = 1, (3.11)
and, therefore, there exist the two weak limits in L2P and the limit in R, respec-
tively (after extracting a subsequence)
P ∗nφn ⇀ φ, Q
∗
nψn ⇀ ψ, bn → b. (3.12)
Our goal is to show that (φ, ψ, b) is nontrivial, and that
M0

 φψ
b

 = σ∗

 φψ
b

 , (3.13)
thus reaching a contradiction to the fact that σ∗ /∈ ker(M0). Note that we do
not have to worry about showing that (φ, ψ, b) is not a multiple of (1, 0, 0), since
(1, 0, 0) is in the kernel of Mλ for all λ ≥ 0, but σ∗ 6= 0. We begin by showing
that both P ∗nφn and P
∗
nψn are bounded in H
1
P . The first row of (3.10) is
Pn
(
−Aλn1 P ∗nφn + BλnQ∗nψn + Cλnbn
)
= σ∗φn. (3.14)
Write φn =
(
φ1n, φ
2
n, . . . , φ
n
n
)
, and take the inner product in Rn of (3.14) with
φn:
σ∗|φn|2 = φn · Pn
(
−Aλn1 P ∗nφn + BλnQ∗nψn + Cλnbn
)
=
〈
P ∗nφn,−Aλn1 P ∗nφn
〉
L2
P
+ φn · Pn
(BλnQ∗nψn + Cλnbn) = I + II.
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Since 1 ≥ ‖P ∗nφn‖2L2
P
=
∑n
k=1 |φkn|2 = |φn|2, the left hand side of the above
equation is uniformly (in n) bounded. Moreover,
I =
〈
P ∗nφn,−Aλn1 P ∗nφn
〉
L2
P
=
〈
P ∗nφn, ∂
2
xP
∗
nφn
〉
L2
P
+
〈
P ∗nφn,
(∑
±
∫
µ±e dv
)
P ∗nφn −
∑
±
∫
µ±e Qλn± (P ∗nφn) dv
〉
L2
P
= −‖∂xP ∗nφn‖2L2
P
+ I1 + I2
where it is easily seen that
|I1| =
∣∣∣∣∣∣
〈
P ∗nφn,
(∑
±
∫
µ±e dv
)
P ∗nφn
〉
L2
P
∣∣∣∣∣∣ ≤ ‖P ∗nφn‖2L2P
∑
±
sup
x
∫
|µ±e | dv < C <∞
and, as in the proof of Lemma 2.5(1), we have
|I2| =
∣∣∣∣∣
∫ P
0
P ∗nφn
∑
±
∫
µ±e Qλn± (P ∗nφn)dv dx
∣∣∣∣∣
=
∣∣∣∣∣∑±
∫ 0
−∞
λne
λns
∫ P
0
∫
µ±e P
∗
nφn(x) P
∗
nφn(X
±(s)) dv dx ds
∣∣∣∣∣
≤ 2 ‖P ∗nφn‖2w ≤ C ‖P ∗nφn‖2L2
P
< C <∞.
In addition,
|II| = ∣∣φn · Pn (BλnQ∗nψn + Cλnbn)∣∣
=
∣∣∣〈P ∗nφn,BλnQ∗nψn + Cλnbn〉L2
P
∣∣∣
≤ ‖P ∗nφn‖L2
P
(∥∥Bλn∥∥
L2
P
→L2
P
‖Q∗nψn‖L2
P
+
∥∥Cλnbn∥∥L2
P
)
< C <∞.
by Lemma 7.2. Thus ‖∂xP ∗nφn‖L2
P
is bounded uniformly in n in L2P , so that
‖P ∗nφn‖H1
P
is uniformly bounded. Therefore P ∗nφn converges strongly in L
2
P and
weakly in H1P to φ by (3.12). Similarly, we show that Q
∗
mψn is bounded in H
1
P
by considering the second row of (3.10):
Qm
((Bλn)∗ P ∗nφn +Aλn2 P ∗nψn −Dλnbn) = σ∗ψn. (3.15)
The analysis is similar. Hence P ∗nφn and P
∗
nψn have strong limits in L
2
P and
weak limits in H1P , which must be φ and ψ respectively. Due to (3.11) the limit
(P ∗nφn, P
∗
nψn, bn) cannot be trivial: (φ, ψ, b) 6= (0, 0, 0).
It remains to be shown that, in fact, φ and ψ lie in H2P and hence, in the
domain ofM0. Consider again equation 3.14: We rewrite this equation, keeping
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only the Laplacian on the left-hand-side, moving all other terms to the right-
hand-side and applying P ∗n . We get
P ∗nPn∂
2
x (P
∗
nφn) =− P ∗nPn
(∑
±
∫
µ±e dv
)
P ∗nφn + P
∗
nPn
∑
±
∫
µ±e Qλn± (P ∗nφn) dv
− P ∗nPnBλnQ∗nψn − P ∗nPnCλnbn + σ∗P ∗nφn.
The last term may be written as σ∗P ∗nPnP
∗
nφn, so that we may denote the
entire right-hand-side as P ∗nPnhn for brevity. Now, we know that hn ∈ L2P has
a strong limit in L2P , and P
∗
nPn → I strongly in L2P . Therefore, the right-hand-
side converges in L2P . Using Lemma 3.3 and since P
∗
nφn converges weakly in H
1
P
to φ, the left hand side converges weakly in the H−1P sense to ∂
2
xφ. By elliptic
regularity one can bootstrap and deduce that, in fact, φ ∈ H2P .
Finally, using Lemma 3.4, we know that the approximate equations (3.10)
tend (weakly, in the sense of the lemma) to the equations M0u = σ∗u. But
σ∗ /∈ Σ(M0). This contradiction ends the proof.
Proposition 3.7. If the null space of A02 is trivial, then for any n > N and
for all λ ∈ [0, λ∗], neg(Mλn) = neg(M0n) = Kn, where N and λ∗ are as in
Proposition 3.6.
Proof. Using the same contradiction argument as in Proposition 3.6, we can
show that pos(Mλn) ≥ pos(M0n) for small λ and large n. We conclude that an
increase in either the number of negative eigenvalues or positive eigenvalues can
only be due to zero eigenvalues of M0n that move left or right as λ increases.
However, under the assumption that the null space of A02 is trivial, M0n has a
trivial kernel as well, and, therefore both neg(Mλn) and pos(Mλn) must remain
constant (and equal to their values when λ = 0) for small λ and large n.
Lemma 3.8. There exists Λ∗ ≥ Λ (Λ as in Lemma 7.1) such that for every
n ∈ N and for any λ ≥ Λ∗, Mλn has precisely n+ 1 negative eigenvalues.
Proof. Since Mλn : Rn × Rn × R → Rn × Rn × R is symmetric, it has 2n + 1
eigenvalues, all real. Letting ψ ∈ Rn, we have
〈
Mλn

 0ψ
0

 ,

 0ψ
0

〉
R2n+1
=
〈
QnAλ2Q∗nψ, ψ
〉
Rn
=
〈Aλ2 Q∗nψ,Q∗nψ〉L2
P
> 0
(3.16)
for all λ > Λ by Lemma 7.1. This implies that Mλn is positive definite on a
subspace of dimension n, and, therefore it has at least n positive eigenvalues.
Similarly, we now show that there exists a subspace of dimension n+1 on which
Mλn is negative definite: Let (φ, 0, b) ∈ Rn × Rn × R and consider〈
Mλn

 φ0
b

 ,

 φ0
b

〉
R2n+1
= − 〈Aλ1P ∗nφ, P ∗nφ〉L2
P
+ 2
〈Cλb, P ∗nφ〉L2
P
− P (λ2 − lλ)b2.
(3.17)
23
We estimate the middle term as follows:
2
∣∣∣〈Cλb, P ∗nφ〉L2
P
∣∣∣ ≤ 2 ∥∥Cλb∥∥L2
P
‖P ∗nφ‖L2
P
≤
∥∥Cλb∥∥2
L2
P
ǫ2
+ ǫ2 ‖P ∗nφ‖2L2
P
.
Letting ǫ2 = 1λ , we have〈
Mλn

 φ0
b

 ,

 φ0
b

〉
R2n+1
≤ − 〈Aλ1P ∗nφ, P ∗nφ〉L2
P
+
‖P ∗nφ‖2L2
P
λ
− P (λ2 − lλ)b2 + λ∥∥Cλb∥∥2
L2
P
.
Using the fact that Aλ1 > γ > 0, for all λ > Λ (see Lemma 7.1(6)), this
expression is negative for all φ ∈ Rn and b ∈ R, since lλ and Cλ are both
uniformly bounded. Therefore, there exists a Λ∗ > 0 such that for every λ ≥ Λ∗
there exists an n + 1 dimensional subspace on which Mλn is negative definite.
We conclude that
neg
(Mλn) = n+ 1, for all λ > Λ∗. (3.18)
Notice that Λ∗ does not depend upon n.
4 Limit as n→∞
Lemma 4.1. Let λ∗,Λ∗, N be as above. Fix any n > N . Then there exists
λn ∈ [λ∗,Λ∗] such that Mλnn has a nontrivial kernel.
Proof. As we have seen above, λ∗ and Λ∗ do not depend on n. We apply a
simple continuity argument: Mλn is continuous in λ for each (fixed) n in the
sense that if σ > 0, then there exist C, δ > 0 such that
‖Mλn −Mσn‖ ≤ C|λ − σ|
for λ ∈ (0,∞) and |λ − σ| < δ. This follows from Lemma 7.4. By Proposition
3.6, Mλ∗n has at least n− neg
(A01)+ neg (A02)+ neg (l0) negative eigenvalues.
By Lemma 3.8, MΛ∗n has exactly n + 1 negative eigenvalues. Since Mλn is a
finite-dimensional operator, its set of eigenvalues varies continuously with λ.
Thus, if
n− neg (A01)+ neg (A02)+ neg (l0) > n+ 1 (4.1)
then at least one eigenvalue must cross 0 for some λn ∈ (λ∗,Λ∗). In particular,
the λ value for which 0 is a (nontrivial) eigenvalue, has a corresponding (non-
trivial) eigenspace. Unraveling condition (4.1), we get the equivalent criterion:
neg
(A02) > neg (A01)+ neg(−l0) (4.2)
which is precisely the main assumption of Theorem 1. In the context of Theorem
2 one would invoke Proposition 3.7 instead of invoking Proposition 3.6 and get
the criterion
neg
(A02) 6= neg (A01)+ neg(−l0). (4.3)
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Lemma 4.2. There exists 0 < λ0 <∞ and a nontrivial uT0 = (φ0, ψ0, b0) that
is not a multiple of (1, 0, 0) such that
Mλ0u0 = 0. (4.4)
Proof. This proof is very similar to the proof of Proposition 3.6: We have seen
that for all n > N , Mλn has a nontrivial kernel when λ = λn if (4.1) is satisfied.
We show that (4.4) is satisfied weakly, with u0 extracted by some compactness
argument from nontrivial elements in the kernel ofMλnn , denoted by un. As we
have seen in Lemma 4.1, the equation
Mλnn un =

 −PnAλn1 P ∗n PnBλnQ∗n PnCλnQn (Bλn)∗ P ∗n QnAλn2 Q∗n −QnDλn(Cλn)∗ P ∗n − (Dλn)∗Q∗n −P (λ2n − lλn)



 φnψn
bn

 =

 00
0


(4.5)
has a nontrivial solution for all n > N . Here 0 < λ∗ < λn < Λ∗ < ∞. Let us
extract a subsequence λn → λ0. We want to show that the “limiting” equation
Mλ0u0 =

 −Aλ01 Bλ0 Cλ0(Bλ0)∗ Aλ02 −Dλ0(Cλ0)∗ − (Dλ0)∗ −P (λ20 − lλ0)



 φ0ψ0
b0

 =

 00
0

 (4.6)
is satisfied nontrivially. We follow the procedure of Proposition 3.6, showing
that (P ∗nφn, Q
∗
nψn, bn) = u
T
n → uT0 = (φ0, ψ0, b0) 6= (0, 0, 0) in H2P ×H2P × R:
1. We normalize the vectors un as in (3.11):
‖P ∗nφn‖L2P + ‖Q
∗
nψn‖L2P + |bn| = 1. (4.7)
2. We take the inner product of the first row of (4.5) with φn, to obtain the
equation
φn · Pn
(
−Aλn1 P ∗nφn + BλnQ∗nψn + Cλnbn
)
= 0. (4.8)
Showing uniform boundedness of P ∗nφn in H
1
P is identical to the calcula-
tions performed in the lines following (3.14): We show that the L2P norm
of all terms in (4.8) is uniformly bounded in n (except for the Laplacian),
and, therefore, by integrating by parts we obtain the uniform H1P bound.
We conclude that P ∗nφn converges in L
2
P .
3. Using the second row of (4.5) we show that Q∗nψn converges in L
2
P .
4. We bootstrap our convergence problem, showing that, in fact, P ∗nφn con-
verges to φ in H2P , by applying P
∗
n to the first row of (4.5). Similarly, to
show that Q∗nψn → ψ in H2P we apply Q∗n to the second row of (4.5).
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Moreover, since P ∗nφn ∈ H2P,0 all have mean 0, so does φ0. Therefore u0 is not a
multiple of (1, 0, 0). The fact that the terms in the equations (4.5) tend to the
terms in the equations (4.6) weakly follows from Lemma 3.4. This finishes the
proof.
5 Construction of a Growing Mode
We finish the proof of Theorem 1 by verifying that the nontrivial element u0
that we found above satisfies the linearized RVM System. For ease of notation,
we drop the “0” subscript, so that we simply have uT = (φ, ψ, b), and λ. The
equation we verified in the previous section is
Mλu =

 −Aλ1 Bλ Cλ(Bλ)∗ Aλ2 −Dλ(Cλ)∗ − (Dλ)∗ −P (λ2 − lλ)



 φψ
b

 = 0, (5.1)
with u nontrivial and not a multiple of (1, 0, 0), and where 0 < λ < ∞. We
begin by defining f±(x, v):
f±(x, v) = ±µ±e φ(x) ± µ±p ψ(x) ∓ µ±e
[Qλ±φ−Qλ± (vˆ2ψ)− bQλ±vˆ1] . (5.2)
In addition, we define
E1 = −∂xφ− λb E2 = −λψ B = ∂xψ
and
ρ =
∫
(f+ − f−) dv ji =
∫
vˆi(f
+ − f−) dv, i = 1, 2.
Lemma 5.1. Gauss’ Equation (2.7c) holds.
Proof. We use the first row of (5.1).
∂xE1 = −∂2xφ
=
∑
±
{∫
µ±e dv φ−
∫
µ±e Qλ±φ dv +
∫
µ±p dv ψ +
∫
µ±e Qλ±(vˆ2ψ) dv +
∫
µ±e Qλ± (vˆ1) dv b
}
=
∑
±
∫ (
µ±e φ+ µ
±
p ψ − µ±e
[Qλ±φ−Qλ± (vˆ2ψ)− bQλ±vˆ1]) dv
=
∫
(f+ − f−) dv = ρ.
Lemma 5.2. The Linearized Vlasov Equation (2.5) holds.
26
Proof. We recall that the Linearized Vlasov Equation (2.5) is(
∂t +D
±) f± = ∓µ±e vˆ1E1 ± µ±p vˆ1B ∓ (µ±e vˆ2 + µ±p )E2.
We let g ∈ C1c ([0, P ]×R2) be any test function. We show it for the electrons,
f−, and drop all “−” superscripts. Showing that the linearized Vlasov Equation
holds for f+ is identical. We write:
∫ P
0
∫
(Dg)f dv dx =
∫ P
0
∫
(Dg)
(−µeφ(x) − µpψ(x) + µe [Qλφ−Qλ (vˆ2ψ)− bQλvˆ1]) dv dx
= I + II + III + IV + V.
For the terms I and II we use the fact that D is skew-adjoint and that
µ is invariant under D, to “move” the operator D over from g to φ and ψ
respectively. Thus we focus on the terms III, IV, V , where the definition of Qλ
is important, and the fact that (x, v)→ (X,V ) has Jacobian = 1.
III =
∫ P
0
∫
(Dg)µeQλφ dv dx
=
∫ 0
−∞
λeλs
∫ P
0
∫
µe(Dg)(x, v)φ(X(s;x, v)) dv dx ds
=
∫ 0
−∞
λeλs
∫ P
0
∫
µe(Dg)(X(−s), V (−s))φ(x) dv dx ds
=
∫ P
0
∫
µe
∫ 0
−∞
λeλs
(
− d
ds
g(X(−s), V (−s))
)
ds φ(x) dv dx
=
∫ P
0
∫
µe
{
−λg(x, v) +
∫ 0
−∞
λ2eλsg(X(−s), V (−s)) ds
}
φ(x) dv dx
=
∫ P
0
∫ {
−µeλφ(x) + µe
∫ 0
−∞
λ2eλsφ(X(s), V (s)) ds
}
g(x, v) dv dx
= λ
∫ P
0
∫ {−µeφ+ µeQλφ} g dv dx.
Similarly
IV = −λ
∫ P
0
∫ {−µevˆ2ψ + µeQλ(vˆ2ψ)} g dv dx
and
V = −λ
∫ P
0
∫ {−bµevˆ1 + bµeQλvˆ1} g dv dx.
Thus
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∫ P
0
∫
(Dg)f dv dx =
∫ P
0
∫
{µeDφ+ µpDψ} g dv dx
+λ
∫ P
0
∫ {−µeφ+ µeQλφ+ µevˆ2ψ − µeQλ(vˆ2ψ) + bµevˆ1 − bµeQλvˆ1} g dv dx
=
∫ P
0
∫
λ
{−µeφ− µpψ + µe [Qλφ−Qλ (vˆ2ψ)− bQλvˆ1]} g dv dx
+
∫ P
0
∫
{λµpψ + µeDφ+ µpDψ + λµevˆ2ψ + λbµevˆ1} g dv dx
=
∫ P
0
∫
{λ (f + µpψ) + µeDφ+ µpDψ + λµevˆ2ψ + λbµevˆ1} g dv dx
Therefore, weakly, f satisfies the equation
(λ+D)f = −µeDφ− µpDψ − λµpψ − λµevˆ2ψ − λbµevˆ1
= −µevˆ1∂xφ− µpvˆ1∂xψ + µpE2 − λµevˆ2ψ − λbµevˆ1
= µevˆ1E1 − µpvˆ1B + (µp + µevˆ2)E2,
which is precisely (2.5).
Lemma 5.3 (Continuity Equation). The relation ∂xj1 + λρ = 0 holds.
Proof. Integrating the Linearized Vlasov Equation with respect to v, we get∫ (
∂t +D
±) f± dv = ∫ (∓µ±e vˆ1E1 ± µ±p vˆ1B ∓ (µ±e vˆ2 + µ±p )E2) dv = 0,
where we use the facts that µ± is even in v1, and that ∂µ±/∂v2 = µ±e vˆ2 + µ
±
p
is a perfect derivative. Subtracting these two equations, replacing the time
derivative by a factor of λ, and using the fact that D± consist of three terms,
of which only the first is not a vi derivative, we have:
0 =
∑
±
∫ (
λ+D±
)
f± dv = λρ+ ∂x
∑
±
∫
vˆ1f
± dv = λρ+ ∂xj1.
Lemma 5.4. Ampe`re’s Equations (2.7a) and (2.7b) hold.
Proof. We first want to show that
λE1 = −j1. (5.3)
28
Recalling the definition E1 = −∂xφ− λb, we wish to show that
λ2b = −λ∂xφ+ j1. (5.4)
Let us show equality of the derivative with respect to x, and then equality
of the integral with respect to x. Differentiating once, and using the continuity
equation, we get
0 = −∂2xφ+
1
λ
∂xj1
= −∂2xφ− ρ
= −∂2xφ−
∑
±
∫ (
µ±e φ+ µ
±
p ψ − µ±e
[Qλ±φ−Qλ± (vˆ2ψ)− bQλ±vˆ1]) dv
= Aλ1φ− Bλψ − Cλb
which is precisely the first row of (5.1). This verifies that the derivatives are
the same.
Now we turn to the integral of (5.3): Plugging in the the relation λ2b =
1
P
(Cλ)∗ φ− 1P (Dλ)∗ ψ+ lλb (which is obtained from the last row of (5.1)) into
(5.4), it suffices to show
−λ∂xφ+ j1 = 1
P
(Cλ)∗ φ− 1
P
(Dλ)∗ ψ + lλb.
Writing in detail the expressions for j1 and for the operators on the right hand
side, we need to show that
−λ∂xφ+
∑
±
∫
vˆ1
(
µ±e φ+ µ
±
p ψ − µ±e
[Qλ±φ−Qλ± (vˆ2ψ)− bQλ±vˆ1]) dv
=
1
P
∑
±
∫ P
0
∫ [
µ±e Qλ± (vˆ1)φ− vˆ2µ±e Qλ± (vˆ1)ψ + bvˆ1µ±e Qλ± (vˆ1)
]
dv dx.
Since µ is even in v1, we may drop the first two terms in the integral on the left
hand side. Therefore we need to show that
−λ∂xφ =
∑
±
∫
vˆ1µ
±
e
[Qλ±φ−Qλ± (vˆ2ψ)− bQλ± (vˆ1)] dv
+
1
P
∑
±
∫ P
0
∫
µ±e
[Qλ± (vˆ1)φ− vˆ2Qλ± (vˆ1)ψ + bvˆ1Qλ± (vˆ1)] dv dx.
29
Integrating this equation over the period P we get
0 =
∑
±
∫ P
0
∫
vˆ1µ
±
e
[Qλ±φ−Qλ± (vˆ2ψ)− bQλ± (vˆ1)] dv dx
+
∑
±
∫ P
0
∫
µ±e
[Qλ± (vˆ1)φ− vˆ2Qλ± (vˆ1)ψ + bvˆ1Qλ± (vˆ1)] dv dx
=
∑
±
∫ P
0
∫
vˆ1µ
±
e
[Qλ±φ−Qλ± (vˆ2ψ)] dv dx+∑
±
∫ P
0
∫
µ±e
[Qλ± (vˆ1)φ− vˆ2Qλ± (vˆ1)ψ] dv dx
which indeed holds due to the change of variables (x, v) → (X,V ). Therefore,
both the derivatives and the integrals are equal. Hence (2.7a) holds.
Now we turn to show that the equation λE2 + ∂xB = −j2 holds. We again
recall our definitions
E2 = −λψ, B = ∂xψ, j2 =
∫
vˆ2(f
+ − f−) dv,
that imply that we need to show
−λ2ψ + ∂2xψ = −
∫
vˆ2(f
+ − f−) dv
= −
∑
±
∫
vˆ2
(
µ±e φ+ µ
±
p ψ − µ±e
[Qλ±φ−Qλ± (vˆ2ψ)− bQλ±vˆ1]) dv.
But this is precisely the second row of (5.1).
Our proof of Theorem 1 is now complete.
Proof of Theorem 2. The proof of Theorem 2 is identical to the proof of Theo-
rem 1, with the only difference being that in Lemma 4.1 we invoke Proposition
3.7 instead of invoking Proposition 3.6.
6 Examples
6.1 Homogeneous Example
We start with the simple homogeneous case, where there is no x dependence.
This case is so simple, that certain properties of the operators can be calculated
explicitly. In this case e± = 〈v〉 , p± = v2. Hence µ+ = µ−, and we can therefore
drop the ± in this example.
Lemma 6.1. In the homogeneous case,
P [γ(v)h(x)] = γ(v) · 1
P
∫ P
0
h(x) dx.
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Proof. This is straightforward, since D reduces to the simple differential opera-
tor vˆ1∂x in the homogeneous case, since there is equilibrium magnetic field.
Proposition 6.2. 1. Any homogeneous equilibrium that satisfies
(a)
∫
µevˆ
2
1 dv < 0.
(b)
∫
µe dv ≤ 0.
(c)
∫
µevˆ
2
2 dv −
∫
µpvˆ2 dv < 0.
is unstable.
2. There exists such an equilibrium.
Proof. 1. We verify that the above conditions verify the conditions of the
first part of Theorem 1 which would imply that the solution is unstable.
Our plan is to show that the conditions listed in the proposition guarantee
l0 < 0, neg
(A02) ≥ 1, and neg (A01) = 0. Since µ has no x dependence
l0 =
1
P
∫ P
0
∫
µevˆ1P (vˆ1) dv dx =
∫
µevˆ1P (vˆ1) dv =
∫
µevˆ
2
1 dv < 0.
Next, we have A01h = −∂2xh−
(∫
µe dv
)
h+ 1P
∫
µe
∫ P
0
h dx dv, so that
〈A01h, h〉 = ∫ P
0
(h′)2 dx−
(∫
µe dv
)∫ P
0
h2 dx− 1
P
(∫ P
0
h dx
)2 ≥ 0
by Ho¨lder’s Inequality since
∫
µe dv ≤ 0. Thus neg(A01) = 0. As for A02,
we write
A02h = −∂2xh−
(∫
vˆ2µp dv
)
h+
1
P
∫
vˆ22µe dv
∫ P
0
h dx.
Therefore, choosing h ≡ 1, we have
〈A021, 1〉 = −P ∫ vˆ2µp dv + P ∫ vˆ22µe dv < 0,
so that neg(A02) ≥ 1.
This verifies that the conditions imply that neg(A02) ≥ 1 > 0 = neg(A01),
and that l0 < 0. Therefore, by Theorem 1 such an equilibrium is unstable.
2. We construct an explicit example. Let µ(e, p) = α(e) with α(e) = γ(e) +
η(e), where γ(e) = e− 1 on the interval [1, 2) and 0 otherwise, and η(e) =
exp [−(e− 2)2] on [2,∞) and 0 otherwise. Even though α(e) is not smooth,
it can be approximated by a smooth function that will still verify the
calculations below. We verify the conditions of the proposition one by
one:
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(a) We need to verify that
∫
µevˆ
2
1 dv < 0:∫
µevˆ
2
1 dv =
∫
α′ vˆ21 dv =
∫
(γ′ + η′) vˆ21 dv.
We make the change of variables v1v2 → rθ, so that r2 = v21 + v22 =
e2 − 1, to get∫
µevˆ
2
1 dv =
∫ 2π
0
∫ ∞
0
(γ′ + η′)
(r cos θ)2
1 + r2
r dr dθ
=
∫ 2π
0
cos2 θ dθ


∫ √3
0
r3
1 + r2
dr︸ ︷︷ ︸
I
+
∫ ∞
√
3
η′
r3
1 + r2
dr︸ ︷︷ ︸
II


Now:
I =
∫ √3
0
r3
1 + r2
dr ≈ 0.8
II =
∫ ∞
√
3
η′
r3
1 + r2
dr = −
∫ ∞
√
3
2
(√
1 + r2 − 2
)
exp
[
−
(√
1 + r2 − 2
)2] r3
1 + r2
dr ≈ −2.5
which, indeed, verifies the first condition.
(b) We verify that
∫
µe dv ≤ 0.∫
µe dv =
∫
α′ dv
=
∫ 2π
0
dθ
[∫ √3
0
r dr +
∫ ∞
√
3
η′ r dr
]
= 2π
[
3
2
−
∫ ∞
√
3
2
(√
1 + r2 − 2
)
exp
[
−
(√
1 + r2 − 2
)2]
r dr
]
≈ 2π
[
3
2
− 2.9
]
< 0.
(c) We have
∫
µevˆ
2
2 dv −
∫
µpvˆ2 dv =
∫
µevˆ
2
2 dv since µ does not depend
on p. The proof that this integral is negative is identical to the above
proof that
∫
µevˆ
2
1 dv < 0.
Thus our assumptions are all verified. This implies instability.
6.2 Weak Magnetic Field
Proposition 6.3. There exists an inhomogeneous, nonmonotone, purely mag-
netic equilibrium that is unstable.
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Our goal is to construct an explicit purely magnetic equilibrium, for which
we can conclude, using our main result, that it is unstable. Again, we would
like to verify the conditions of Theorem 1:
l0 < 0 and neg
(A02) > neg (A01) .
Therefore, we construct an equilibrium µ±(e, p) for which l0 < 0, neg
(A02) ≥
1 and neg
(A01) = 0. The main idea of the construction is to consider an
equilibrium that is almost monotone. We separate x, v space into the sets S±g
(good) and S±b (bad) where µ
±
e are negative or positive respectively. Then we
show that if S±b are not too big (in measure) we are essentially in the previously-
known monotone situation, and we can easily investigate the properties of the
operators A01 and A02. To choose a magnetic potential we consider the ODE
(2.4) for the magnetic potential, which can be written as
∂2xψ
0 = 2
∫
vˆ2µ
−(〈v〉 , v2 − ψ0(x)) dv (6.1)
using a simple change of variables, similar to the ones demonstrated in the proof
of Lemma 7.2(2), and recalling that µ+(e, p) = µ−(e,−p). For simplicity, we
write (6.1) as
∂2xψ
0 = g(ψ0).
In [34] it is shown that a sufficient condition for the existence of a purely
magnetic equilibrium is the existence of magnetic potential that solves this ODE.
Indeed, there exist periodic solutions. Moreover, assuming that µ−(e, p) is even
in p we readily see that g(0) = 0, and assuming that
∫
vˆ2µ
−
p (〈v〉 , v2) dv > 0 we
see that g′(0) < 0. This implies that the origin is a center and that there exists
ǫ0 > 0 for which there is a family of periodic solutions ψ
0
ǫ (x) with 0 < ǫ < ǫ0
and periods Tψ0ǫ depending upon ǫ, satisfying (6.1), with
1.
∣∣ψ0ǫ ∣∣C1 → 0 as ǫ→ 0,
2. Tψ0ǫ → Pcr as ǫ → 0. Here Pcr is the period associated with the homoge-
neous case ψ0 ≡ 0.
By readjusting the starting point, we may assume that ψ0ǫ obtains its minimum
at 0 and at Tψ0ǫ , that it has a single maximum, obtained at
1
2Tψ0ǫ , that it is
strictly increasing on (0, 12Tψ0ǫ ) and finally that it is symmetric with respect to
1
2Tψ0ǫ . We now show that for ǫ that is small enough, and with an appropriate
choice of particle distribution µ−(e, p), this distribution is linearly unstable. As
discussed above, we are flexible in our choice of particle distribution µ−(e, p),
as long as the following conditions are satisfied:
1. µ−(e, p) is even in p
2.
∫
vˆ2µ
−
p (〈v〉 , v2) dv > 0
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3. supµ−e and |Sb| satisfy the relation
supµ−e <
π2
3P 2cr |Sb|
. (6.2)
where |Sb| is the measure of the set Sb = {µ−e > 0}.
The first and third conditions are clearly easily satisfied with the right choice
of µ−(e, p). As for the second condition: Since p is essentially v2 (they differ
by ψ0ǫ which is a perturbation of 0), the second condition essentially states that∫
pµ−p dv > 0. This is satisfied since µp is an odd function of p.
We now show that A01 is a nonnegative operator: Recall that
A01h = −∂2xh−
(∫
µ−e dv
)
h+
∫
µ−e Ph dv
where P is the projection operator onto kerD. However,
D = vˆ1∂x − vˆ2B0∂v1 + vˆ1B0∂v2 ,
where B0ǫ = ∂xψ
0
ǫ . Thus P and A01 both depend on ǫ. We denote them by
Pǫ and A0,ǫ1 . Let Kǫ = π
2
T 2
ψ0ǫ
be the constant given by Poincare´’s Inequality,
which depends on Tψ0ǫ and thus on ǫ. This constant satisfies
∫ T
ψ0ǫ
0 h
2 dx ≤
K−1ǫ
∫ T
ψ0ǫ
0 (∂xh)
2 dx. Since Tψ0ǫ depends on ǫ continuously, so does Kǫ. We let
K0 =
π2
P 2cr
be the Poincare´ constant associated with the homogeneous case ǫ = 0.
We have the following:
Claim. If (6.2) holds then there exists some ǫ′ > 0 such thatA0,ǫ1 is nonnegative
for all 0 ≤ ǫ < ǫ′.
Proof. We first show for ǫ = 0, and then conclude for small values of ǫ by a
certain continuity argument. For brevity we drop the ǫ. Letting u ∈ H2P,0 not
identically 0, we have:
〈A01u, u〉L2
P
=
∫ P
0
(∂xu)
2 dx−
∑
±
∫∫
S±g
µ±e dv u
2 dx+
∑
±
∫∫
S±g
µ±e P±(u) u dv dx
−
∑
±
∫∫
S±
b
µ±e dv u
2 dx+
∑
±
∫∫
S±
b
µ±e P±(u) u dv dx
= I − II + III − IV + V.
We need to show that this is positive for all u. Since P± are projection operators,
we easily have |III| ≤ |II| and |V | ≤ |IV |. Since II has a ‘good’ sign, we have
that −II + III > 0. Terms IV and V have the ‘wrong’ sign. Using Poincare´’s
inequality we can estimate:
|V | ≤ IV =
∑
±
∫∫
S±
b
µ±e dv u
2 dx ≤
∑
±
(
max
S±
b
µ±e
) ∣∣S±b ∣∣
∫ P
0
u2 dx ≤ K0
3
K−10
∫ P
0
(∂xu)
2 dx =
1
3
I.
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Thus
〈A01u, u〉 ≥ I − IV + V ≥ 13I ≥ K03 ‖u‖2L2P > 0. Finally, since Kǫ varies
continuously with ǫ, we conclude that there must exist an ǫ′ as in the claim.
Next, we turn to the operator A02. Again, one should denote A0,ǫ2 to make
clear the dependence upon ǫ. It is shown in section 4.3 of [34] that for ǫ suf-
ficiently small A0,ǫ2 has a negative eigenvalue if A0,02 has one. The same proof
still holds in our situation.
Our last duty is to show that l0,ǫ = 1T
ψ0ǫ
∫ T
ψ0ǫ
0
∫
vˆ1µ
−
e Pǫ (vˆ1) dv dx is negative.
By Lemma 2.4 P preserves parity with respect to v1. Thus vˆ1Pǫ (vˆ1) > 0. But
since we chose µ−(e, p) to be such that the domain where µ−e > 0 is negligible
compared to the domain where µ−e < 0 (and µ
−
e is bounded by a small positive
number from above), we can clearly pick µ−(e, p) such that l0 < 0.
7 The Operators
For the sake of completeness of this paper, we prove the important properties
of our operators in full detail. These proofs appear in very similar form in
[34, 33]. One significant difference is that we cannot use µe as a weight as it
may vanish, and we therefore use the weight w introduced in the introduction.
Another notable novel part is Lemma 7.1(6) concerning the positivity of Aλ1 for
large values of λ, which has a rather lengthy proof. Most of these lemmas are
consequences of the properties of Qλ± discussed in Lemma 2.5.
Lemma 7.1 (Properties of Aλ1 ,Aλ2 ). Let 0 ≤ λ <∞.
1. Aλ1 is selfadjoint on L2P,0. Aλ2 is selfadjoint on L2P . Their domains are
H2P,0 and H
2
P , respectively, and their spectra are discrete.
2. For all h(x) ∈ H2P,0, ‖Aλ1h−A01h‖L2P → 0 as λ→ 0. The same is true for
Aλ2 with h(x) ∈ H2P .
3. For i = 1, 2 and σ > 0, it holds that ‖Aλi − Aσi ‖ = O(|λ − σ|) as λ → σ,
where ‖ · ‖ is the operator norm from H2P,0 to L2P in the case i = 1, and
from H2P to L
2
P in the case i = 2.
4. For all h(x) ∈ H2P,0, ‖Aλ1h+ ∂2xh‖L2P → 0 as λ→∞.
5. When thought of as acting on H2P (rather than H
2
P,0), the null spaces of
Aλ1 and A01 both contain the constant functions.
6. There exists γ > 0 such that there exists Λ > 0 such that for all λ ≥ Λ,
Aλi > γ > 0, i = 1, 2.
Proof. 1. Note that as mentioned in Remark 2.6 we are only interested in
the action of A01,Aλ1 on L2P,0 and not L2P , but that does not matter for
the purpose of this lemma. We first show that the perturbations of the
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Laplacian in Aλi are bounded operators for i = 1, 2 and all λ ≥ 0. For the
case λ > 0, a typical such perturbation may be estimated as follows:∥∥∥∥∥∑±
∫
µ±e Qλ±h dv
∥∥∥∥∥
L2
P
≤
∑
±
(∫ P
0
∣∣∣∣
∫
µ±e Qλ±h dv
∣∣∣∣2 dx
)1/2
≤
∑
±
(∫ P
0
{∫ ∣∣µ±e ∣∣ dv
}{∫ ∣∣µ±e ∣∣ ∣∣Qλ±h∣∣2 dv
}
dx
)1/2
≤
∑
±
(
sup
x
∫ ∣∣µ±e ∣∣ dv
)(∫ P
0
{∫ ∣∣µ±e ∣∣ ∣∣Qλ±h∣∣2 dv
}
dx
)1/2
≤
∑
±
(
sup
x
∫ ∣∣µ±e ∣∣ dv
)∥∥Qλ±h∥∥w
≤
∑
±
C±
∥∥Qλ±h∥∥w ≤ C ‖h‖L2P
due to the decay assumption (1.5) and to the estimate (2.15). Here, C is
a universal constant, depending only on the equilibrium. The case λ = 0
is even simpler, since the operators Qλ± are replaced by the projection
operators P± which clearly have operator norm = 1.
As for the symmetry: Clearly, −∂2x is symmetric. As for the other terms,
we use the properties of the projections P± and the operators Qλ± to show
symmetry. In the case λ = 0, an example of one of the terms is
∑
±
∫ P
0
∫
µ±e vˆ2P±(vˆ2h) dv k dx =
∑
±
∫ P
0
∫
µ±e
w
vˆ2P±(vˆ2h)w dv k dx
=
∑
±
∫ P
0
∫
µ±e
w
P±(vˆ2h)P±(vˆ2k)w dv dx
which is symmetric. (Note that in this calculation we multiply and divide
by w since the projection operators are defined in L2w). In the case λ > 0,
we use the ‘almost-symmetry’ property of Qλ± proved in Lemma 2.5(5):〈Qλ±m,n〉w = 〈m,Qλ±n˜〉w, which is actually a symmetry property if m
and n are functions of x alone. This is precisely the case here.
The discreteness of the spectrum of Aλi , i = 1, 2, λ ≥ 0, is due to the fact
that −∂2x defined in L2P has discrete spectrum, and all other terms are
bounded symmetric operators in L2P , and, therefore, are relatively compact
perturbations of −∂2x. Thus, according to the Kato-Rellich theorem [26,
V, §4.1], Aλ1 and Aλ2 , λ ≥ 0, are selfadjoint with domains H2P,0 and H2P ,
respectively. Since −∂2x has pure point spectrum, so do the operators Aλi ,
in view of Weyl’s theorem [26, IV, Theorem 5.35].
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2. We calculate
‖Aλ1h−A01h‖L2P =
∥∥∥∥∥∑±
∫
µ±e
(Qλ±h− P±h) dv
∥∥∥∥∥
L2
P
≤ C‖Qλ±h−P±h‖w → 0,
as λ→ 0, by Lemma 2.5(2), and using the fact that |µ±e | are bounded by
w. Here, C =
∑
± supx
(∫ |µ±e | dv). The proof for Aλ2 follows in precisely
the same way.
3. Let h(x) ∈ H2P . Then one has
‖Aλ1h−Aσ1h‖L2P =
∥∥∥∥∥∑±
∫
µ±e
(Qλ±h−Qσ±h) dv
∥∥∥∥∥
L2
P
≤ C
∑
±
‖Qλ±h−Qσ±h‖w ≤ C| lnλ−lnσ| ‖h‖w.
Again, the proof for Aλ2 follows in precisely the same way.
4.
‖Aλ1h+∂2xh‖L2P =
∥∥∥∥∥∑±
∫
µ±e
(Qλ±h− h) dv
∥∥∥∥∥
L2
P
≤ C
∑
±
‖Qλ±h−h‖w → 0
as λ→∞, by Lemma 2.5(4). Here C =∑± supx (∫ |µ±e | dv).
5. This is clearly true by verifying that A011 = Aλ11 = 0 since Qλ1 = 1.
6. The proof for Aλ2 is straightforward: By Lemma 2.5(1), Qλ± both have
operator norm 1. Thus, the only unbounded terms in Aλ2 are −∂2x and λ2,
both positive, and the claim follows.
The proof for Aλ1 is more delicate. Since the following calculations are
quite lengthy, we drop the ±, but the same proof still stands when both
species are considered. We need to show that for λ sufficiently large and
for h ∈ H2P ,
0 ≤ 〈Aλ1h, h〉 = ∫ P
0
(∂xh)
2 dx+
∫ P
0
∫
R2
µe
(Qλh− h)h dv dx. (7.1)
Since the Laplacian on a periodic domain has a certain spectral gap G =
G(P ) > 0, we need to show that∣∣∣∣∣
∫ P
0
∫
R2
µe
(Qλh− h)h dv dx
∣∣∣∣∣ ≤ G. (7.2)
Letting −∞ < β < 0 be some constant to be chosen later, we may write
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the left-hand-side of (7.2) as∣∣∣∣∣
∫ P
0
∫
R2
µe
(Qλh− h)h dv dx
∣∣∣∣∣ ≤
∣∣∣∣∣
∫ β
−∞
λeλs
∫ P
0
∫
R2
µe (h(X(s, x, v)− h(x)) h(x) dv dx ds
∣∣∣∣∣
(7.3)
+
∣∣∣∣∣
∫ 0
β
λeλs
∫ P
0
∫
R2
µe (h(X(s, x, v)− h(x)) h(x) dv dx ds
∣∣∣∣∣
which we denote by I and II respectively. We first analyze the term I:
|I| =
∣∣∣∣∣
∫ β
−∞
λeλs
∫ P
0
∫
R2
µe (h(X(s, x, v)− h(x)) h(x) dv dx ds
∣∣∣∣∣
≤
(∫ β
−∞
λeλs ds
)
sup
−∞<s<β
∣∣∣∣∣
∫ P
0
∫
R2
µe(h(X(s, x, v)) − h(x))h(x) dv dx
∣∣∣∣∣
= e−λ|β| sup
−∞<s<β
∣∣∣∣∣
∫ P
0
∫
R2
µe
(∫ X(s,x,v)
x
∂ξh(ξ) dξ
)
h(x) dv dx
∣∣∣∣∣ .
Now, given s < 0 define
s¯ := max
t<0
{t | X(t, x, v) ∈ {X(s, x, v) +mP, m ∈ Z}} . (7.4)
Then due to the periodicity in the x variable, we can replace s by s¯ in the
last integral, and we therefore have:
|I| ≤ e−λ|β| sup
−∞<s<β
∣∣∣∣∣
∫ P
0
∫
R2
µe
(∫ X(s¯,x,v)
x
∂ξh(ξ) dξ
)
h(x) dv dx
∣∣∣∣∣
≤ e−λ|β|‖h‖L2 sup
−∞<s<β

∫ P
0
(∫
R2
(∫ X(s¯,x,v)
x
|∂ξh(ξ)| dξ
)
dv
(1 + 〈v〉)α
)2
dx

1/2 .
Since |X˙| = |Vˆ1| < 1 we further have that |X(s¯, x, v) − x| ≤ P . We can
therefore finally estimate
|I| ≤ e−λ|β|‖h‖L2 sup
−∞<s<β

∫ P
0

∫
R2
P 1/2
(∫ X(s¯,x,v)
x
|∂ξh(ξ)|2 dξ
)1/2
dv
(1 + 〈v〉)α

2 dx


1/2
≤ e−λ|β|‖h‖L2 sup
−∞<s<β

∫ P
0

∫
R2
P 1/2
(∫ P
0
|∂ξh(ξ)|2 dξ
)1/2
dv
(1 + 〈v〉)α

2 dx


1/2
= Pe−λ|β|‖h‖L2‖∂xh‖L2‖(1 + 〈v〉)−α‖L1 .
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Now we turn to estimating the term II:
|II| =
∣∣∣∣∣
∫ 0
β
λeλs
∫ P
0
∫
R2
µe (h(X(s, x, v)− h(x)) h(x) dv dx ds
∣∣∣∣∣
≤
(∫ 0
−∞
λeλs ds
)
sup
β≤s≤0
∣∣∣∣∣
∫ P
0
∫
R2
|h(X(s, x, v)− h(x)| |h(x)| dv
(1 + 〈v〉)α dx
∣∣∣∣∣
≤ ‖h‖L2 sup
β≤s≤0
(∫ P
0
[∫
R2
|h(X(s, x, v)− h(x)| dv
(1 + 〈v〉)α
]2
dx
)1/2
≤ ‖h‖L2 sup
β≤s≤0

∫ P
0
[∫
R2
∫ X(s,x,v)
x
|∂ξh(ξ)| dξ dv
(1 + 〈v〉)α
]2
dx

1/2 .
We now again use the fact that |X˙| = |Vˆ1| < 1, deducing that |X(s, x, v)−
x| < |s| ≤ |β|. Therefore if |β| ≤ P , we have
II ≤ ‖h‖L2 sup
β≤s≤0

∫ P
0
[∫
R2
∫ X(s,x,v)
x
|∂ξh(ξ)| dξ dv
(1 + 〈v〉)α
]2
dx

1/2
≤ ‖h‖L2 sup
β≤s≤0

∫ P
0

∫
R2
|s|1/2
(∫ X(s,x,v)
x
|∂ξh(ξ)|2 dξ
)1/2
dv
(1 + 〈v〉)α

2 dx


1/2
≤ ‖h‖L2 sup
β≤s≤0

∫ P
0

∫
R2
|s|1/2
(∫ P
0
|∂ξh(ξ)|2 dξ
)1/2
dv
(1 + 〈v〉)α

2 dx


1/2
= P 1/2‖h‖L2‖∂xh‖L2‖(1 + 〈v〉)−α‖L1 |β|1/2.
Combining our estimates for the two terms I and II we have:∣∣∣∣∣
∫ P
0
∫
R2
µe
(Qλh− h)h dv dx
∣∣∣∣∣ ≤ ‖(1 + 〈v〉)−α‖L1‖h‖L2‖∂xh‖L2
(
Pe−λ|β| + P 1/2|β|1/2
)
≤ ‖(1 + 〈v〉)−α‖L1KG
(
Pe−λ|β| + P 1/2|β|1/2
)
where K is the best constant given by Poincare´’s inequality on [0, P ].
Recalling (7.2), we need to choose β and Λ such that
P 1/2e−λ|β| + |β|1/2 ≤ 1‖(1 + 〈v〉)−α‖L1KP 1/2
. (7.5)
This is easily satisfiable by letting |β| = Λ−1/2 and taking Λ sufficiently
large that only depends on P and α. We conclude that for for any 0 <
γ < G, there exists Λ > 0 such that for all λ > Λ, Aλ1 > γ > 0.
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Lemma 7.2 (Properties of Bλ, Cλ,Dλ). Let 0 < λ <∞.
1. Bλ maps L2P → L2P with operator bound independent of λ.
2. For all h(x) ∈ L2P , ‖Bλh‖L2P → 0 as λ→ 0. The same is true for Cλ,Dλ.
3. If σ > 0, then ‖Bλ−Bσ‖ = O(|λ−σ|) as λ→ σ, where ‖ ·‖ is the operator
norm from L2P to L
2
P . The same is true for Cλ,Dλ.
4. For all h(x) ∈ L2P , ‖Bλh‖L2P → 0 as λ→∞. The same is true for Cλ,Dλ.
Proof. 1. Let h, k ∈ L2P .
∣∣∣〈Bλh, k〉L2
P
∣∣∣ ≤ ∑
±
∣∣∣∣∣
∫ P
0
(∫
µ±p dv
)
h(x)k(x) dx
∣∣∣∣∣+∑±
∣∣∣∣∣
∫ P
0
(∫
µ±e Qλ±(vˆ2h) dv
)
k(x) dx
∣∣∣∣∣
= I + II
where
I ≤
∑
±
∫ P
0
∣∣∣∣
(∫
µ±p dv
)
h(x)k(x)
∣∣∣∣ dx ≤∑
±
sup
x
(∫ ∣∣µ±p ∣∣ dv
)
‖h‖L2
P
‖k‖L2
P
≤ C ‖h‖L2
P
‖k‖L2
P
,
and
II ≤
∑
±
{∫ P
0
(∫
µ±e Qλ±(vˆ2h) dv
)2
dx
}1/2{∫ P
0
|k(x)|2 dx
}1/2
≤
∑
±
{∫ P
0
[∫ ∣∣µ±e ∣∣ dv
](∫ ∣∣µ±e ∣∣ ∣∣Qλ±(vˆ2h)∣∣2 dv
)
dx
}1/2
‖k‖L2
P
≤
∑
±
(
sup
x
∫ ∣∣µ±e ∣∣ dv
)∥∥Qλ±(vˆ2h)∥∥w ‖k‖L2P ≤ C ‖vˆ2h‖w ‖k‖L2P ≤ C ‖h‖L2P ‖k‖L2P .
2. To show that Bλ → 0 strongly in L2P we use the fact that Qλ± → P±
strongly as shown in Lemma 2.5. We consider the two terms that make
up Bλ separately. As for the first term of Bλ, ∑± ∫ µ±p (e, p±) dv: Since
µ+p (e, p
+) = −µ−p (e,−p+) one has∫ [
µ+p (e, p
+) + µ−p (e, p
−)
]
dv =
∫ [−µ−p (〈v〉 ,−v2 − ψ0) + µ−p (〈v〉 , v2 − ψ0)] dv.
The change of variables v2 → −v2 applied to µ−p (e,−p+) yields cancella-
tion. Thus the first term of Bλ is 0. (We note that even though this term,
which does not depend upon λ, vanishes, we keep it in this paper, as it
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arrises naturally from Maxwell’s Equations.) The second term is slightly
more involved. As mentioned above, since Qλ± → P± strongly in L2w, we
have that ∑
±
∫
µ±e Qλ±(vˆ2h)dv →
∑
±
∫
µ±e P±(vˆ2h)dv
strongly in L2P as λ→ 0. Therefore, we now show that
∑
±
∫
µ±e P±(vˆ2h)dv =
0. Observe that since E01 ≡ 0, g(x, v) ∈ kerD− if and only if g(x,−v) ∈
kerD+. Therefore P−[g(x, v)] = g(x, v) if and only if P+[g(x,−v)] =
g(x,−v). We conclude that P−[g(x, v)](x,−v) = g(x,−v) = P+[g(x,−v)](x, v).
Hence the second term of Bλh converges to∫ (
µ+e P+[vˆ2h](x, v) + µ−e P−[vˆ2h](x, v)
)
dv =
∫ (
µ+e P−[−vˆ2h](x,−v) + µ−e P−[vˆ2h](x, v)
)
dv
=
∫ (−µ+e P−[vˆ2h](x,−v) + µ−e P−[vˆ2h](x, v)) dv
where in the second equality we used the linearity of P−. Now, we know
that µ+e (e, p
+) = ∂eµ
+(〈v〉 , v2+ψ0) = ∂eµ−(〈v〉 ,−v2−ψ0). Therefore, by
changing variables v → −v in the first integrand we get exact cancellation
once again. Therefore, indeed, Bλ → 0 strongly in L2P .
The fact that ‖Cλ(b)‖L2
P
→ 0 (and similarly for Dλ) holds since (i) as λ→
0, ‖Qλ±m−P±m‖w → 0, as we have seen in Lemma 2.5, (ii) µ is even in v1,
and, finally, (iii) the projection operators P± preserve parity with respect
to the variable v1 by Lemma 2.4. Thus
∑
±
∫
µ±e P±(vˆ1) dv = 0. Combin-
ing these three facts, we get that ‖Cλ(b)‖L2
P
→ ‖b∑± ∫ µ±e P±(vˆ1) dv‖L2P =
0.
3. The proof of this fact is identical to the proof for Aλ1 .
4. By the triangle inequality:
‖Bλh‖L2
P
≤
∥∥∥∥∥h∑±
∫ (
µ±p + vˆ2µ
±
e
)
dv
∥∥∥∥∥
L2
P
+
∥∥∥∥∥∑±
∫
µ±e
(Qλ±(vˆ2h)− vˆ2h) dv
∥∥∥∥∥
L2
P
= I+II
where I vanishes due to (2.13). The term II is controlled as follows:
II ≤
∑
±
(∫ P
0
{∫ ∣∣µ±e (Qλ±(vˆ2h)− vˆ2h)∣∣ dv
}2
dx
)1/2
≤
∑
±
(∫ P
0
{∫ ∣∣µ±e ∣∣ dv ∫ ∣∣µ±e ∣∣ ∣∣Qλ±(vˆ2h)− vˆ2h∣∣2 dv
}
dx
)1/2
≤
∑
±
([
sup
x
∫ ∣∣µ±e ∣∣ dv
] ∫ P
0
{∫ ∣∣µ±e ∣∣ ∣∣Qλ±(vˆ2h)− vˆ2h∣∣2 dv
}
dx
)1/2
≤ C
∑
±
∥∥Qλ±(vˆ2h)− vˆ2h∥∥w → 0
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as λ→∞ by Lemma 2.5.
As for Cλ, we summarize the argument:
∥∥Cλ∥∥
L2
P
=
∥∥∥∥∥∑±
∫
µ±e Qλ±(vˆ1) dv
∥∥∥∥∥
L2
P
→
∥∥∥∥∥∑±
∫
µ±e vˆ1 dv
∥∥∥∥∥
L2
P
= 0
as λ → ∞ by Lemma 2.5 and the fact that µ is even in v1. The same
proof holds for Dλ.
Lemma 7.3 (Properties of lλ). Let 0 < λ <∞.
1. lλ → l0 as λ→ 0.
2. lλ is uniformly bounded in λ.
Proof. 1. This is an immediate consequence of the properties of Qλ±. As we
have demonstrated how to use these properties above, we do not repeat
the proof.
2. This is due to the fact that Qλ± have operator norm = 1, the integrability
properties of µ±e , and the fact that |vˆ1| ≤ 1.
The following lemma lists the important properties ofMλ – all of which are
inherited directly from the properties of the various operators it is made up of,
as listed in Lemma 7.1.
Lemma 7.4 (Properties ofMλ). To simplify notation, we write uT for a generic
element (φ, ψ, b) ∈ H2P ×H2P × R.
1. For all λ ≥ 0,Mλ is selfadjoint on L2P×L2P×R with domain H2P ×H2P×R.
2. For all uT ∈ H2P ×H2P × R, ‖Mλu−M0u‖L2P×L2P×L2P → 0 as λ→ 0.
3. If σ > 0, then ‖Mλ −Mσ‖ → 0 as λ → σ, where ‖ · ‖ is the operator
norm from H2P,0 ×H2P × R to L2P × L2P × L2P .
Proof. 1. This is true due to the structure of Mλ and the selfadjointness of
Aλ1 and Aλ2 for λ ≥ 0.
2. We note that
(Mλ −M0)u =

 −Aλ1 +A01 Bλ Cλ(Bλ)∗ Aλ2 −A02 −Dλ(Cλ)∗ − (Dλ)∗ −P (λ2 − lλ)− Pl0



 φψ
b

 .
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Thus
‖ (Mλ −M0)u‖L2
P
×L2
P
×L2
P
≤ ‖ (−Aλ1 +A01)φ‖ + ‖Bλψ‖+ ‖Cλb‖
+‖ (Bλ)∗ φ‖ + ‖ (Aλ2 −A02)ψ‖+ ‖Dλb‖
+‖ (Cλ)∗ φ‖+ ‖ (Dλ)∗ ψ‖+ ‖ (−P (λ2 − lλ)− Pl0) b‖.
where all norms on the right hand side are in L2P . Since each of the terms
on the right hand side tends to 0 as λ→ 0, we are done.
3. We want to show that ‖Mλ−Mσ‖ → 0 as λ→ σ. This, again, is true by
virtue of the fact that this is true for each of the entries ofMλ separately.
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