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O¨zetc¸e
Bu makalede u¨c¸ boyutlu kafa takibi ic¸in o¨lc¸ekten
bag˘ımsız o¨znitelik do¨nu¨s¸u¨mu¨ne (SIFT) dayalı bir yo¨ntem
o¨nerilmektedir. 3B kafa takibi bir c¸ok bilgisayarla
go¨rme uygulaması ic¸in o¨nemli bir o¨nis¸lemdir. O¨nerilen
yo¨ntemin, du¨zlem dıs¸ı o¨teleme ve do¨nmelere kars¸ı
gu¨rbu¨z oldug˘u belirlenmis¸ aynı zamanda go¨ru¨ntu¨deki
ani deg˘is¸en aydınlanma farklarından da etkilenmedg˘i
go¨zlenmis¸tir. Kafa takibi ile elde edilebilecek do¨nmeye
go¨re du¨zeltilmis¸ bir imge ile yu¨z tanıması, ifade
analizi, dudak okuması gibi problemleri c¸o¨zmek daha
kolay olacaktır. O¨nerdig˘imiz SIFT tabanlı yo¨ntemin
bas¸arısını sentetik ve stereo kamera ile c¸ekilmis¸ gerc¸ek
go¨ru¨ntu¨ler u¨zerinde deneyip var olan dig˘er yo¨ntemlerle
kars¸ılas¸tımasını yaptık.
Abstract
In this paper a new stereo-based 3D head tracking
technique, based on scale-invariant feature transform
(SIFT) features is proposed. A 3D head tracker is very
important preprocessing for many vision applications.
The proposed method is robust to out of plane rotations
and translations and also invariant to sudden changes in
time varying illumination. We present experiments to test
the accuracy of our SIFT based 3D tracker on sequences
of synthetic and real stereo images.
1. Giris¸
Kafa takibi, bir c¸ok bilgisayarla go¨rme uygulaması ic¸in
o¨nemli bir su¨rec¸tir. Eg˘er kafanın u¨c¸ boyutlu uzaydaki
yeri ve durus¸u bilinirse, yu¨z tanıması, ifade analizi, dudak
okuması gibi problemleri, 3B kafa izleyicisi tarafından
olus¸turulan dengelenmis¸ imgeleri kullanarak c¸o¨zmek
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daha muhtemeldir. Kafa takibi uygulamalarından bir
tanesi, arac¸larda su¨ru¨cu¨ ile etkiles¸ime gec¸ebilen akıllı
sistemlerinin u¨retilmesidir. Su¨ru¨cu¨nu¨n kafasını takip
eden o¨zis¸ler bir sistem yardımıyla su¨ru¨cu¨nu¨n dikkatini
yoldan bas¸ka bir yere verdigi durumlar ya da su¨ru¨cu¨nu¨n
dalgın, veya yorgun oldugu durumlar anlas¸ılabilir. Kafa
takibi aynı zamanda gu¨c¸lu¨ bir yer belirteci olarak da
kullanılabilir. Kullanıcını el ve ayaklarının bas¸ka is¸ler ile
mes¸gul oldugu durumlarda kafa pozisyonunun bilinmesi
sisteme farklı bir girdi olarak kullanılabilir. Kafa
takibi, bilgi bu¨felerinde ve uc¸ak kokpitlerinde insan
bilgisayar arayu¨zu¨nu¨n bir parc¸ası olarak kullanılabilir.
Aynı zamanda eller serbest (handsfree) bir arayu¨z olarak
bilgisayar oyunlarında ve engelli bilgisayar kullanıcıları
ic¸in fare vazifesi go¨rebilir.
Gu¨nu¨mu¨zde derinlik tarayıcılarının ya da stereo
kameraların yaygınlas¸masıyla, gerc¸ek zamanlı 3B
verinin elde edilmesi mu¨mku¨n olmaya bas¸lamıs¸tır.
Nesne takibi ic¸in stereo kamera kullanmak, normal
kameralara go¨re oldukc¸a avantajlıdır. Nesne bo¨lu¨tleme
gibi problemler kolaylıkla as¸ılabilir. Stereo kameradan
elde edilen derinlik go¨ru¨ntu¨su¨ aynı zamanda aydınlanma
deg˘is¸ikliklerinden etkilenmedig˘i ic¸in nesne takibi
yo¨ntemlerinin bas¸arımını da arttırmaktadır.
3-B kafa hareketi, katı devinim hareketi olarak
du¨s¸u¨nu¨lebilir ve bu hareketi video su¨resince takip etme
problemi ise c¸akıs¸tırma problemi olarak go¨ru¨lebilir.
Derinlik imgesi kullanılarak elde edilen kafa geometrisi
bir onceki video karesinden elde edilen yu¨zey ile
c¸akıs¸tırılarak, kafanın iki kare arasında ne kadar
o¨telendig˘i ve do¨ndu¨ru¨ldu¨g˘u¨ hesaplanabilir. Do¨ngu¨lu¨
en yakın nokta algorithması (ICP) Besl ve McKay [1]
ve Chen ve Medioni [2] tarafından o¨nerilmis¸tir ve 3B
nesne c¸akıs¸tırması ic¸in yaygın olarak kullanılmaktadır.
Morency [3] ICP algoritmasını Normal Flow Constraint
(NFC) [4] yo¨ntemi ile melezleyerek kafa durus¸u takibi
uygulamasında kullanmıs¸tır.
Bu bildirinin o¨zgu¨n teknik katkısı o¨lc¸ekten
bag˘ımsız o¨znitelik do¨nu¨s¸u¨mu¨nu¨n (SIFT) 3B kafa
takibi probleminde ilk defa kullanılmasını sag˘layan bir
yo¨ntemin o¨nerilmesidir.
2. O¨nerilen Yo¨ntem
Bu makalede 3-B kafa takibi ic¸in do¨ngu¨lu¨ en yakın nokta
(ICP) algoritmasının u¨stu¨ne iyiles¸tirme olarak, o¨lc¸ekten
bag˘ımsız o¨znitelik do¨nu¨s¸u¨mu¨ne dayalı ilis¸kilendirme
fonksiyonu ic¸eren bir yo¨ntem o¨nerilmektedir. ICP
algoritması 3B uzaydaki iki nokta ku¨mesi P ve X’in
birbirine c¸akıs¸tırılmasında kullanılmaktadır. Kafa takibi
uygulaması ic¸in P ve X ku¨meleri, yu¨z ve kafa
u¨zerinde bulunan tu¨m noktaların 3B uzaydaki yerlerini
ic¸ermektedir. ICP algoritması do¨ngu¨lu¨ olarak c¸alıs¸an
iki is¸lem grubundan olus¸ur. Birinci as¸amada iki nokta
ku¨mesi arasındaki noktalar birbirleri ile ilis¸kilendirilir.
I˙kinci as¸amada ise ilis¸kiler as¸ag˘ıdaki maliyet fonksiyonu
kullanılarak o¨teleme t ve do¨nme R u¨zerinden en
ku¨c¸u¨klenir.
e(R, t) =
1
N
∑
i
‖(Rpi + t)− c(pi)‖2, pi ∈ P (1)
Bu denklemdeki N , P ku¨mesindeki nokta sayısını
belirtmektedir. c fonksiyonu P ku¨mesindeki her noktayı
X ku¨mesindeki bir nokta ile ilis¸kilendirir ve s¸u s¸ekilde
tanımlanabilir.
c : P → X|∀pi ∈ P, yi = c(pi) ∈ X (2)
Ancak farklı zamanlarda elde edilmis¸ derinlik
imgeleri kullanılarak elde edilen 3B iki model arasındaki
nokta ilis¸kileri bilinemedig˘i ic¸in c fonksiyonu belirsizdir.
Bu sebeple bilinmeyen c fonksiyonu yerine yaklas¸ık cˆ
fonksiyonu atanır ve denklem 1 deki maliyet fonksiyonu
parc¸alara ayrılarak do¨ngu¨lu¨ olarak c¸o¨zu¨lu¨r. Atanan
cˆ fonksiyonu gerc¸ek ilis¸kileri ne kadar iyi tanımlarsa,
algoritma o kadar c¸abuk yakınsar. ICP algoritması
cˆ fonksiyonunu, P ku¨mesindeki her nokta ic¸in X
ku¨mesindeki en du¨s¸u¨k O¨klid uzaklıg˘ına sahip nokta
nokta olacak sec¸er. Ancak bo¨yle bir es¸leme her zaman
iyi sonuc¸ vermedig˘i gibi, algoritmanın do¨ngu¨sel yapısı
ag˘ır bir hesapsal yu¨k getirmektedir. Bu sebeple bu
makalede c fonksiyonu yerine SIFT [5] o¨zniteliklerini
kullanarak ilis¸kilendirme yapan bir yaklas¸ık cˆ fonksiyonu
kullanılmıs¸tır.
2.1. O¨lc¸ekten Bag˘ımsız O¨znitelik Do¨nu¨s¸u¨mu¨
O¨lc¸ekten bag˘ımsız o¨znitelik do¨nu¨s¸u¨mu¨ (SIFT)
[5] bilgisayarla go¨rme uygulamalarında sıklıkla
kullanılan o¨zis¸ler bir o¨znitelik c¸ıkartma yo¨ntemidir.
Elde edilen o¨znitelikler do¨nme, o¨teleme ve o¨lc¸eg˘e
go¨re deg˘is¸imsizdirler aynı zamanda ilgin do¨nu¨s¸u¨me
ve aydınlatmadaki dog˘rusal ve dog˘rusal olmayan
deg˘is¸imlere kısmi olarak deg˘is¸imsizdirler. Her o¨znitelik
ic¸in atanan 128 boyutlu betimleyici vekto¨r sayesinde bu
o¨znitelik vekto¨rleri birbirleri ile kolaylıkla es¸lenebilir.
O¨zniteliklerin c¸ıkartılması is¸lemi 4 ana bas¸lık altında
toplanabilir. I˙lk as¸amada sistem, o¨lc¸ek uzayı uc¸
noktalarını arayarak olası o¨znitelik noktalarını c¸ıkartır.
O¨lc¸ek uzayı, L(x, y, σ), sisteme girilen imgenin I(x, y),
c¸oklu-Gauss G(x, y, σ) c¸ekirdeg˘i ile evris¸tirilmesiyle
elde edilir.
L(x, y) = G(x, y, σ) ∗ I(x, y) (3)
Kararlı o¨znitelik noktası c¸ıkarımı ic¸in as¸ag˘ıdaki gibi
tanımlanan Gausslar farkı (DoG) fonksiyonu kullanılır.
D(x, y, σ) = (G(x, y, kσ)−G(x, y, σ)) ∗ I(x, y)
= L(x, y, kσ)− L(x, y, σ) (4)
DoG imgeleri hesaplandıktan sonra, D(x, y, σ) da
tanımlanmıs¸ bir piksel u¨st ve alt o¨lc¸ekteki 18 ve
bulundug˘u o¨lc¸ekteki 8 koms¸usuyla kars¸ılas¸tırılır. Eg˘er ki
kars¸ılas¸tırılan noktaların hepsinden bu¨yu¨k ya da ku¨c¸u¨k
deg˘ere sahipse bu nokta aday o¨znitelik noktası olarak
sec¸ilir.
I˙kinci as¸amada, du¨s¸u¨k kars¸ıtlıg˘a sahip ya da kenarlar
u¨zerinde sec¸ilen aday o¨znitelik noktaları, iyi betimleyici
o¨zelliklere sahip olmadıkları ic¸in bu adayların elenmesi
gerekmektedir. Nokta etrafındaki ku¨c¸u¨k bir alandan
alınan uzamsal tu¨revler kullanılarak hazırlanan 2 × 2’lik
bir Hessian matrisinin o¨zdeg˘erlerinin birbirlerine oranına
bakılarak kenar benzeri yerler u¨stu¨nde bulunan aday
o¨znitelik noktaları elenir.
U¨c¸u¨ncu¨ as¸amada belirlenen o¨znitelik noktaları
ic¸in, bulundukları o¨lc¸ekten alınan uzamsal tu¨revler
kullanılarak her bir o¨znitelik noktası ic¸in yo¨nelim
belirlenir. Hesaplanan tu¨revlerden bir yo¨nelim
histogramı olus¸turulur ve en yu¨ksek bir veya bir
kac¸ tepecik o¨znitelik noktası ic¸in yo¨nelim vekto¨ru¨ olarak
atanır. Bo¨ylelikle sec¸ilen o¨znitelik noktası do¨nmelere
kars¸ı deg˘is¸imsiz hale getirilmis¸ olur.
Son as¸amada ise o¨znitelik noktaları ic¸in birer
betimleyici vekto¨r hesaplanır. Bu is¸lem sırasında yine
o¨znitelik noktası etrafındaki 16 × 16 lık bir bo¨lgeden
alınan uzamsal tu¨revler kullanılır. Elde edilen tu¨revler 3.
as¸amada elde edilen yo¨nelim vekto¨ru¨ne go¨re du¨zeltilirler
ve bo¨ylelikle do¨nmelere kars¸ı deg˘is¸imsizlik korunmus¸
olur. S¸ekil 1’deki gibi uzamsal tu¨revlerden 4 ×
4’lu¨k o¨bekler ic¸in, 8 bo¨lmeli histogramlar olus¸turulur.
Histogramdaki her bir bo¨lmedeki deg˘er 128 boyutlu
betimleyici vekto¨ru¨n bir elemanıdır. 128 boyutlu vekto¨r
birim uzunlug˘a getirilerek aydınlanmadaki deg˘is¸imin
etkileri ortadan kaldırılır.
O¨znitelik vekto¨rleri c¸ıkartılıp betimleyici vekto¨rler
tanımlandıktan sonra farklı iki imge arasındaki
es¸les¸tirmeler betimleyici vekto¨rler arasındaki O¨klid
S¸ekil 1. SIFT betimleyici vekto¨rlerinin olus¸turulması.
uzaklıg˘ına bakılarak yapılır. Eg˘er ki O¨klid uzaklıg˘ı
belirli bir es¸ik deg˘erinin altında ise bu iki nokta birbiri
ile es¸lenir. S¸ekil 2 de yu¨z ic¸in hesaplanıp es¸les¸tirilmis¸
noktalar go¨zu¨kmektedir.
S¸ekil 2. SIFT ile es¸les¸tirilen noktalar
2.2. Hizalanmanın hesaplanması
Video su¨resince t ve t − 1 anlarında elde edilen imgeler
ic¸in SIFT o¨znitelik vekto¨rleri c¸ıkartılıp birbirleri ile
es¸lendikten sonra 3B ilis¸ki ku¨mesi C(pi, yi), derinlik
imgesi kullanılarak tanımlayıcı piksellerin ters izdu¨s¸u¨m
matrisi ile geriye c¸atılması ile olus¸turulur. Bo¨ylece
piksellerin du¨nya kordinatlarındaki (x, y, z) yerleri
belirlenmis¸ olur. t ve t − 1 anları arasındaki do¨nme ve
o¨telemeyi hesaplamak ic¸in birim kuaterniyon [6] yo¨ntemi
kullanılır.
P ve Y nokta ku¨meleri 0 ortalamaya sahip olacak
s¸ekilde orijine c¸ekilirler.
µp =
1
N
N∑
i=1
pi, µy =
1
N
N∑
i=1
yi
p′i = pi − µp,y′i = yi − µy,
(5)
Bo¨ylece maliyet fonksiyonundaki t du¨s¸mu¨s¸ olur ve
denklem sadece R u¨zerinden en ku¨c¸u¨klenir.
e(R) =
N∑
i=1
‖Rp′i − y′i‖ (6)
Orijine c¸ekilmis¸ nokta ku¨melerinden 3× 3’lu¨k bir c¸apraz
ilinti matrisi elde edilir.
ζpy =
N∑
i=1
p′i · y′i (7)
3× 3’lu¨k bu matristen denklem 8 de belirtildig˘i gibi 4×
4’lu¨k yeni bir A matrisi elde edilir.
A =
[
trace(ζpy) ∆T
∆ ζpy + ζTpy − trace(ζpy)I3
]
(8)
I3 3×3’lu¨k birim matristir ve ∆, Cij = ζpy− ζTpy olarak
belirlenen anti simetrik matrisin ∆ = [C23 C31 C12]
T
elemanlarından olus¸mus¸ bir kolon vekto¨ru¨du¨r. [6]
da ispatlandıg˘ı gibi A matrisinin o¨zdeg˘erlerinin en
ku¨c¸u¨g˘u¨ne denk du¨s¸en o¨zvekto¨r, P ku¨mesini X’e do¨ndu¨ren
R matrisinin kuaterniyon cinsinden denklig˘ini verir.
Basit trigonometrik fonksiyonlar kullanılarak do¨nmeye
ait R matrisi ya da Euler ac¸ıları elde edilebilir.
3. Deneysel Sonuc¸lar
O¨nerdig˘imiz SIFT o¨znitelik noktalarına dayalı 3B kafa
takibi yo¨ntemini hem sentetik olarak u¨retilmis¸, hem de
gerc¸ek ortamlarda, aydınlanma deg˘is¸imli ve deg˘is¸imsiz
olarak c¸ekilmis¸ videolar u¨zerinde denedik ve sonuc¸larını
literatu¨rde daha o¨nceden bu is¸ ic¸in o¨nerilmis¸ iki dig˘er
yo¨ntem olan NFC [4] ve ICP [3] ile kars¸ılas¸tırdık.
Yo¨ntemleri birbirleri ile kars¸ılas¸tırmak ve nicel sonuc¸lara
varabilmek ic¸in kendi belirledig˘imiz yer dog˘ruluk verileri
kullanarak kamera gu¨ru¨ltu¨su¨ ic¸ermeyen sentetik veriler
yarattık. Sentetik videolarda, kafa x, y ve z eksenlernde
sırasıyla 10cm o¨telendi ve x, y ve z eksenleri etrafında
du¨zlem ic¸i ve dıs¸ı olarak 40◦ ye kadar do¨ndu¨ru¨ldu¨. Tablo
1’de yer dog˘ruluk deg˘erlerine go¨re hesaplanan mutlak
ortalama hata ve hataların deg˘is¸intileri go¨sterilmektedir.
Tablo 1. Kafa takibi sistemlerinin sentetik go¨ru¨ntu¨ler
u¨zerindeki ortalama hata ve deg˘is¸intileri. Ilk 3 satırda
x,y,z eksenlerinde cm cinsinden o¨teleme, 2. 3 satırda
ise x,y,z eksenleri etrafında derece cinsinden do¨nme
go¨sterilmektedir.
NFC ICP SIFT
Ort. Deg˘. Ort. Deg˘. Ort. Deg˘.
X 2.21 1.27 0.84 0.43 1.57 0.59
Y 5.20 11.20 5.31 7.09 1.11 0.27
Z 0.85 0.17 1.71 1.86 0.67 0.08
NFC ICP SIFT
Ort. Deg˘. Ort. Deg˘. Ort. Deg˘.
X 4.42 5.93 5.36 5.36 2.84 3.57
Y 2.52 4.78 28.25 151.93 3.78 4.88
Z 2.56 3.20 17.69 74.10 2.81 4.85
Sentetik videoların yanı sıra sistemi gerc¸ek videolar
u¨zerinde de denedik. Polhemus [7] adlı manyetik, 6
serbestlik derecesine sahip bir takip sistemi kullanarak
yer dog˘ruluk deg˘erleri kaydettik. Tablo 2’de gerc¸ek
video verileri u¨zerinde yapılan denemelerden elde
edilen mutlak ortalama hata ve deg˘is¸intileri go¨ru¨lebilir.
Tablo 2’deki verilere go¨re SIFT yo¨ntemi do¨nme ve
o¨telemelerde dig˘er yo¨ntemlere go¨re daha iyi sonuc¸
vermis¸tir. S¸ekil 3’te ise zamana bag˘lı aydılanma
deg˘is¸iklikleri altında yo¨ntemlerin sonuc¸ları, girdi
imgeleri u¨stu¨ne bindirilerek go¨sterilmektedir.
NFC ICP SIFT
S¸ekil 3. 90, 100, 180, 240, 360. karelerde NFC, ICP ve
SIFT algoritmalarından elde edilen sonuc¸lar. 90 ve 100.
karelerde aydınlanmanın yarattıg˘ı deg˘is¸imler go¨ru¨lebilir.
Tablo 2. Kafa takibi sistemlerinin zamana bag˘lı
aydınlanma deg˘is¸imi altındaki ortalama hata ve
deg˘is¸intileri. Ilk 3 satırda x,y,z eksenlerinde cm
cinsinden o¨teleme, 2. 3 satırda ise x,y,z eksenleri
etrafında derece cinsinden do¨nme go¨sterilmektedir.
NFC ICP SIFT
Ort. Deg˘. Ort. Deg˘. Ort. Deg˘.
X 1.76 2.15 1.45 1.51 1.65 1.65
Y 0.69 0.55 1.16 1.43 0.98 1.23
Z 1.21 1.61 2.62 4.47 1.16 1.44
NFC SIFT ICP
Ort. Deg˘. Ort. Deg˘. Ort. Deg˘.
X 3.82 13.06 5.39 28.59 3.14 8.15
Y 6.03 28.84 10.13 107.33 4.63 19.87
Z 4.23 18.75 4.66 28.98 3.04 6.95
4. Sonuc¸ ve I˙leriki C¸alıs¸malar
Bu makalede do¨ngu¨lu¨ en yakın nokta yo¨ntemine dayalı,
ilis¸kilendirme fonksiyonu olarak ise o¨lc¸ekten bag˘ımsız
o¨znitelik do¨nu¨s¸u¨mu¨nu¨ kullanan bir yo¨ntem o¨nerilmis¸tir.
O¨nerilen bu yo¨ntem ile stereo kamera ile c¸ekilen
videolarda insan kafası 6 serbestlik derecesi ile takip
edilebilmektedir. Yo¨ntemin du¨zlem dıs¸ı o¨teleme ve
do¨nmelere gu¨rbu¨z oldug˘u go¨zlenmis¸, aynı zamanda
go¨ru¨ntu¨deki ani deg˘is¸en aydınlanma farklarından da
etkilenmedig˘i go¨zlenmis¸tir.
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