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Ce  mémoire  porte  sur la  densité  du premier  temps  de  passage  d'un processus 
gaussien et markovien à travers une frontière.  Ce problème est résolu pour quelques cas 
particuliers, mais il n'est pas encore possible pour l'instant de le résoudre de façon ana-
lytique pour une frontière déterministe quelconque. (Di  Nardo et  al., 2001) ont proposé 
une méthode qui utilise  des  fonctions symétriques  pour un ensemble de frontières  qui 
généralisent celles de (Daniels, 1996). C'est ce qui est principalement étudié ici.  De plus, 
deux exemples d'applications en finance sont considérées. Finalement, on regarde aussi 
un exemple de simulations pour comparer cette méthode à celle de (Durbin et Williams, 
1992). 
Mots  clés  : Processus  gaussien  et  markovien,  mouvement brownien,  processus 
d'Ornstein-Uhlenbeck, premier temps de passage. I  TRODUCTIO 
La théorie des processus stochastiques est un sujet important en probabilité. Elle permet 
de modéliser plusieurs phénomènes dans différents domaines. Par exemple, les processus 
stochastiques sont amplement utilisés en finance,  en santé et en ingénierie. 
Une fois  qu'un phénomène est modélisé par un processus stochastique,  il  pourrait être 
pertinent de se  demander à quel moment il va  atteindre pour la première fois un cer-
tain état. C'est ce  qu'on appelle le premier temps de passage.  Bien sûr, il  s'agit d'un 
évènement aléatoire auquel est associé une probabilité.  On s'intéresse alors à la densité 
de probabilité du premier temps de passage afin  d'obtenir, par exemple, la probabilité 
d'un tel évènement sur un horizon donné. 
Ce sujet a  été beaucoup  étudié  au  cours  des  dernières  décennies,  en particulier  dans 
le cas  du mouvement brownien.  La  question est résolue pour quelques cas  précis.  On 
connait par exemple la densité du premier temps de passage d'un mouvement brownien 
standard à  travers une frontière  affine.  Par contre,  si on s'intéresse  à  une classe plus 
large de processus stochastiques, comme les processus à la fois gaussiens et markoviens, 
le problème n'est pas résolu pour une frontière déterministe quelconque. 
Ce  mémoire porte principalement sur la méthode de Di  Nardo, Nobile,  Pirozzi et Ric-
ciardi  (DNPR)  (Di  Nardo et  al. ,  2001)  qui  propose, dans  un premier  temps,  une 
forme exacte de la densité du premier temps de passage pour les processus gaussiens et 
markoviens à une famille de frontières qui généralise les  barrièr s de (Daniels,  1996). 
Après avoir vu quelques  rappels et définitions de base dans  le chapitre  1, le chapitre 
2 traite en détail de la méthode D  PR. Au chapitre 3,  on retrouve deux exemples  en 
finance  où la méthode DNPR peut être utilisée.  Finalement, au chapitre 4 des simula-
tions sont effectuées afin de comparer les  méthodes numériques de  (Di  I  ardo et  al., 2 
2001) et  de (Durbin et Williams, 1992). CHAPITRE I 
RAPPELS 
Pour commencer, introduisons quelques  définitions en lien avec  les  processus à  temps 
continus les plus répandus, soit le mouvement brownien  (et de ses  déclinaisons)  et le 
processus d'Ornstein-Uhlenbeck ainsi que la notion de temps de passage. Enfin, quelques 
propriétés des processus gaussiens et markoviens sont présentées. 
Définition 1.1. Un processus stochastique {W(t) : t 2:  0}  est un mouvement brownien 
standard s'il satisfait les propriétés suivantes  : 
1.  W(O)  = 0 presque sûrement ; 
2.  W(t) est à  accroisement aléatoire et stationnaire,  W(t) - W(s)  "' N(O, t- s), 
t >s> O; 
3.  pour tout t > 0, W(t) "' N(O, t). 
Définition 1.2. Soit {W(t)  : t  2:  0}, un mouvement brownien standard, alors X(t) = 
J.Lt+<7W(t)  est un mouvement brownien avec dérive, où f.L  E IR  et 0' > O.  Les paramètres 
J.L  et  0' correspondent respectivement à la dérive et à la volatilité. 
Définition 1.3. Un mouvement brownien géométrique est le processus aléatoire {X(t) : 
t 2:  0}  défini  par 
X(t) =  X(O) exp [ (J.i- ~
2
) t + <7W(t)] , 
où W(t) est un mouvement brownien standard. 2 
Définition  1.4.  Le processus d 'Ornstein-Uhlenbeck est  le seul processus stochastique 
à être à la  fois gaussien, markovien, stationnaire et  continu en probabilité. Il satisfait 
l'équation différentielle stochastique suivante : 
dX(t) =  -p(X (t)- J.L)dt +  ŒdW(t), 
où W(t)  est  un  mouvement  brownien  standard,  f.L  E  ~ est  l'espérance  asymptotique, 
O"  > 0 est  la  volatilité et p  > 0 représente la  force  de la  réaction  aux perturbations. 
Cette équation différentielle stochastique se résout assez facilement. Sa résolution permet 
d'écrire le processus d'Ornstein-Uhlenbeck sous la forme explicite suivante : 
Il possède les propriétés suivantes : 
E(X (t)) =  f.L, 
()2 
Cov(X(s), X(t)) = 
2
p e-pis-tl , 
E(X (t)IX (O ) = xo) = f.L + (xo- J.L)e-pt, 
()2 
Cov(X(s) , X (t)IX(O) = xo) = 
2
p (e-pis- tl- e-pls+tl) . 
Définition 1.5. Le premier temps de passage d'un processus {X(t)  : t  ~ 0} au niveau 
a est défini comme suit, 
Ta = inf  {  t ~  to  : X (  t) ~ a} , 
si X (to)  < a.  Sinon, 
Ta  =  inf  {  t ~  ta  : X (  t)  :::;  a}. 
Pour calculer  P(Ta  < t) dans  le cas où  X(t) est un mouvement  brownien  standard, regardons le lien avec P(W(t) > a), où a > O. 
P(W(t)  > a)  P(W(t)  > alTa::::;  t)P(Ta  ::::;  t) + P(W(t) > alTa > t)P(Ta > t) 
P(W(t) > alTa::::;  t)P(Ta  ::::;  t). 
3 
Par  symétrie, on peut voir  que  P(W(t)  > alTa  ::::;  t)  =  1/ 2.  En effet,  sachant que  le 
processus est passé par le point a entre 0 et t, la probabilité qu'il  soit supérieur à a en 
t est égale à la probabilité qu'il soit inférieur à a.  Donc, 
P(Ta::::;  t)  2P(W(t) > a) 
2  1
00 
x2  .J2irt  a  e-u  dx. 
Donc,  Ta "' IG(  oo, a2)  pour un mouvement brownien standard.  Pour un mouvement 
brownien avec dérive,  c'est plutôt, Ta,......,  IG  ( ~,a2 ). 
Présentons  maintenant la définition de la loi inverse gaussienne que l'on note IG. 
Définition 1.6.  X "' IG(f..L,  À)  est une variable aléatoire inverse gaussienne si 
1
x  [  À  ] 1/2  (  À(  )2)  P (X ::::;  x) =  - -
3  exp  - y ;  f..L  dy, 
0  21fy  2f..L  y 
où f..L, À > O.  De plus,  cette loi a une espérance de  f..L  et une variance de  f..L3 / À. 
Il n'est pas  toujours pos ible de définir  la densité du premier  temps de passage aussi 
facilement. Par exemple,  cela devient beaucoup plus compliqué lorsqu'il  s'agit du pro-
cessus  d'Ornstein-Uhlenbeck.  Nou  reviendrons sur  le  calcul de  ce  cas  particulier  au 
chapitre 2. 
Le  mouvement  brownien  ainsi que  le  processus  d 'Ornstein-Uhlenbeck  partagent plu-
sieurs  propriétés  au  niveau  de  leur  comportement  dynamique  dont  certaines  se  re-
trouvent dans la définition suivante d'une famille générale de processus. 
Définition 1. 7.  Un processus gaussien et markovien est un processus qui satisfait à la 4 
fois les propriétés d'un processus de Gauss et d'un processus de  Markov.  Un processus 
gaussien et markovien X(t) satisfait les trois propriétés suivantes : 
- Si  h(t) est une fonction non nulle de t, alors Z(t) =  h(t)X (t) est aussi un processus 
gaussien et markovien. 
- Si  f(t)  est  une  fonction non décroissante  de  t,  alors  Z(t) 
processus gaussien et markovien. 
X(f(t))  est aussi  un 
- Il existe une  fonction h(t)  non  nulle et  une fonction f(t)  non décroissante tel que 
X(t) = h(t)W(f(t)), où W(t) est un mouvement brownien standard. 
Les processus gaussiens et markoviens peuvent être caractérisés par trois quantités : 
- m(t) := E[X(t)J ; 
- c(s, t) := E[[X(s)- m(s)][X(t) - m(t)]] =  c(s,()c(),t) = h1(s)h2(t), où s < u < t;  c u,u 
·( )  - hl(t) 
- 7  t  - h2(t). 
Tout processus gaussien et markovien à trajectoire continue peut être défini en fonction 
d'un mouvement brownien standard : 
X (t) = m(t) + h2(t)W(r(t)) 
où W(.) est un mouvement brownien standard (Di  Nardo et  al., 2001). 
La densité de transition de X (t),  f (x, tly, 7),  pour t > T , est une loi  normale avec 
h2(t) 
E[X(t)IX(T) = y]= m(t) + h
2
(
7
) [y - m(T)], 
Var[X(t) IX(  T)  =y] = h2 (t)  [  h1 (t) - ~:~  h1 (  T)] . 
(1.1) 
(1.2) 5 
Par exemple, pour un mouvement brownien standard, on a m(t) = 0, h1(t) = t,  h2(t) = 
1, donc c(s, t) = set 1·(t) = t. Finalement, 
E[X(t)IX(T) =y] =y, 
Var[X(t)IX(T) =y] =t-T. 
Pour le processus d'Ornstein-Uhlenbeck, on a m(t) = J.L+ e- Pt(y- J.L), h1(t) =  _fip(ePt-
e-P t), h2  (  t) =  }rpe-pt, donc c( s, t) =  ~; (  e-p(t- s)  - e-p(t+s)) et r(  t) = e2Pt  - 1. Finale-
ment, pour t > T 
E[X(t)IX(T) =y]= J.L + e-p(t-T)(y- J.L), 
(]"2 
Var[X(t)IX(T) =y]= -(1-e-2p(t-T)). 
2p 
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1 CHAPITRE II 
MÉTHODE DE DNPR 
Dans ce chapitre, nous allons voir deux méthodes pour obtenir la densité de probabilité 
du premier temps de passage. Avec  la première méthode, nous allons obtenir une forme 
explicite lorsque la frontière à atteindre est de la forme S(t) = m(t) +  d1h1(t) +  d2h2(t), 
où d1, d2  E  R  Avec la deuxième méthode,  nous  utiliserons des  fonctions symétriques 
pour obtenir la densité du premier temps de passage lorsque la frontière à atteindre est 
une certaine généralisation des frontières de Daniels. 
2.1  Premier temps de passage (via DNPR) 
De façon un peu plus générale, on  définit  une barrière déterministique S(t),  qui  varie 
dans le temps,  continue  t  différentiable.  On peut ensuite définir  le premier temps de 
passage à cette frontière comme suit  : 
Ts() =  }~1[ {  t : X (t) > S(t)}, 
- 0 
où X(to) = xo < S(to)  et X (t) est un processus gaussien et markovien.  Puis,  la densité 
de probabilité du premier temps de passage est 
ô 
g(S(t), tixo, to)  =  e/ (Ts() ::; t). 
1 
1.  La notation s'inspire fortement de l'article (Di  Nardo et  al., 2001) tout au long du mémoire. 8 
Ensuite, on peut aussi définir la fonction de densité de probabilité avec  contrainte que 
la frontière n'est pas atteinte avant t  comme suit, 
8 
a(  x, tixa, ta) = ax  P(X (t)  ~x;  X(T) < S(T), \h < tiX(ta) =  xa) , 
pour xa < S(ta), x < S(t), pour tout t 2  ta.  On a alors que 
1
S(t)  ft 
-oo  a( x, tixa, ta)dx = 1 - l to  g(S(T), Tixa, ta)dT, 
pour xa  < S(ta). On s'intéresse à trouver une forme générale pour la densité du premier 
temps de passage g(S(t), tixa, ta). Pour commencer, posons 
On a que 
F(S(t),  tl xa, to) 
j (S(t),  tlxa, to) 
7/J(S(t),  ti xa, to) 
P(X (t)  ~  S(t)IX(ta) =  xa), 
8 
8S(t) F(S(t), tlxa, ta), 
8 
-;:;-F(S(t), ti xa, ta).  ut 
P(X (t) > S(t)IX(ta) = xa)  r XJ  f(y, tlxa, ta)dy 
Js(t) 
1- F(S(t), tixa, ta) 
et, d'après  (Portet, 1943), on a aussi 
P(X (t) > S(t)IX(ta) = xa)  = r [  rco  f(y, tiS(T), T)dy l g(S(T), Tixa , ta)dT. 
l to  J  S(t)  J Donc, en combinant, 
1 - F(S(t), tixo, to)  =  ft [ f oo  f(y, tiS(T), T)dyl g(S(T) ,  Tlxo, to)dT 
l to  J  S(t) 
=  ft g(S(T),  TIXo, to)  f oo  f(y, tiS(T), T)dydT 
l to  J  S(t) 
9 
r  g(S(T), Tlxo, to)[1- F(S(t), tiS(T), T) ]dT  (2.1) 
l to 
ft g(S(T) , Tixo , to)dT- ft g(S(T),  Tixo, to)F(S(t), tiS(T), T)dT. 
l to  l to 
On a alors, 
ft g(S(T) ,  Tlxo, to)dT = 1 - F(S(t), tixo, to) +  ft g(S(T), Tlxo, to)F(S(t), tiS(T), T)dT(2.2) 
~  ~ 
Maintenant, en dérivant de chaque côté par rapport à t, on obtient 
g(S(t), tixo, to) 
et donc, 
=  - '1/J(S(t), tixo, to) + 
8
8 1t  g(S(T), Tl xo, to)F(S(t), tiS(T), T)dT, 
t  ta 
=  - '1/J(S(t) , tixo, to) + 
g(S(t),  tixo,  to)~ + r  g(S(T),  Tixo, to) 'I/J(S(t), tiS(T) , T)dT, 
2  l to 
g(S(t), tixo, to)  =  - 2· 1/J(S(t), tixo, to) + 21
0
t g(S(T), Tlxo, to) 'I/J(S(t), tiS(T), T)dT, 
s'écrit sous la forme d'une équation intégrale de Volterra de 2e espèce.  Posons, 
w(S(t), tixo, to)  =  '1/J(S(t), tixo, to) + k(t)f(S(t), tixo, to) + 1·(t)  [1 - F(S(t), tixo, to)], 
où k(t)  et T(t)  sont des fonctions continues sur [to,oo) et où xo < S(to). On a clone, 
g(S(t), tixo, to)  = -2\ll(S(t), tlxo, to) + 21t g(S(T), Tlxo, to)w(S(t), tiS(T) , T)dT.  (2.3) 
to 10 
En effet, 
g(S(t) , tixo, to) 
- 21/J(S(t), tixo, to) + 21t g(S(T), Tixo, to)'l/J(S(t), tiS(T), T)dT 
to 
=  -2[w(S(t), tixo, to) - k(t)f (S(t), tixo, to)  - r(t){1- F(S(t), tixo, to)  }] 
+21t g(S(T) ,Tixo,to) 
to 
x [w(S(t), tiS(T), T) - k(t)f(S(t), tiS(T), T) - r(t){1-F(S(t), tiS(T), T)}]dT 
-2w(S(t), tixo, to) + 21t  g(S(T), Tixo, to)w(S(t), tiS(T), T)dT 
to 
+2k(t) [f(S(t), tixo, to) -1: g(S(T), Tixo, to)f(S(t), tiS(T), T)dT] 
+2r(t) [ {1- F(S(t),tixo,to)} -1:  g(S(T),Tixo,to){1- F(S(t), tiS(T), T)}dT] 
-2W(S(t), tixo, to) + 21t  g(S(T), Tixo, to)W(S(t), tiS(T), T)dT, 
to 
par  (2.1) et sa dérivée par rapport à S(t). Maintenant qu'on a la forme générale (2.3) 
pour g(S(t), tixo, to),  la  densité  du premier  temps  de  passage,  nous  allons  effectuer 
quelques  calculs  pour  obtenir  des  résultats explicites  pour deux  cas  particuliers,  en 
commencant par le cas du mouvement brownien. 
2.1.1  Mouvement  brownien 
D'abord, on sait que les fonctions de densité et de répartition d'un mouvement brownien 
au point S(t) étant donné W (to) = xo sont les suivantes  : 
1  (  1 (S(t) - xo)
2
)  f(S(t), tixo, to)  =  J  exp  -- 2  (  ) 
21r(t - t0)  t - to 
et 
F(S(t), tixo, to) =  ~ [1 + Erf (  S(t) - xo )]· 
2  J 2(t-t0) 11 
Erf est la  fonction d'erreur définie  comme suit : Erf(a)  =  .fi J; e- t
2 dt.  Posons  z  = 
S(t)-xo  donc az =  S'(t)  _  S(t)-xo  Alors 
v'2(t-to)'  at  v'2(t-to)  (2(t-to))3/ 2 .  ' 
'ljJ(S(t), tixa, ta) 
On a donc, 
aF(S(t), tixa, ta) 
at 
1  2  - z2 az  - - e  - 2ft  at 
1  - z2  [  S'(t)  S(t)- xa l 
foe  J2(t-ta)- (2(t -ta))31 2 
1  e - z2  [s'(t) _ S(t)- xa ] 
j'h~  2(t- ta) 
[ 
1  S(t)- xa ]  j(S(t), tixa, ta)  S (t)- 2(t _ta)  . 
[ 
1  S(t)- xa]  w(S(t), tixa, ta)= j(S(t), tixa, ta)  k(t) + S (t) - (  )  +1·(t)[1-F(S(t), tixa, ta)]. 
2 t- ta 
Cette équation  ne  peut  pas  facilement  ' tre résolue  dans  un  cas  gén'ral.  Par  contre, 
si S(t) est  une fonction affine,  et  si  on prend r(t)  =  0  ainsi  que k(t)  =  - S'Jt),  alors 
w(S(t), tiS(T), T)  =O. Dans ce cas, on obtient facilement une solution, 
g(S(t) , tixa, ta)  -2\li(S(t), tixa, ta) 
1  [  1  S(t)- xa ]  -2f(S(t), tixa, ta)2  S (t)- (t _ta) 
=  [  at+ b- xa ]  - j(S(t), tixa, ta)  a - (t _ta) 
[
-ata- b + xa] 
=  - f(S(t), tixa, ta)  (t _ta) 
[
ato + b- xa] 
(t _ta)  f (S(t), tixa, ta) 
[
ato + b- xa ]  1  (  (S(t)  - xo)
2
) 
(t- ta)  V'iif~  exp  - 2(t- ta) 
ato +b- xa  (  (at+b- xa)
2
) 
/'h(t- ta) 3/ 2 exp  - 2(t- ta)  ·  (2.4) 12 
On voit que si a = 0, on retrouve la densité de la loi inverse-gaussienne avec paramètres 
J.L  = oo  et  À  = (b- xo) 2 .  Par contre, si l'on s'intéresse à un premier temps de passage 
à  une frontière qui n'est  pas  affine,  on  réalise  que le problème devient  beaucoup  plus 
complexe. 
La méthode que l'on  vient  de considérer  permet tout  de même de résoudre le cas  du 
processus d'Ornstein-Uhlenbeck pour un certain type de frontière.  C'est ce  que l'on va 
regarder dans la prochaine sous-section. 
2.1.2  Ornstein-Uhlenbeck 
Maintenant, pour le processus d'Ornstein-Uhlenbeck, 
E(X(t)jX(to) = xo) = J.L + (x0 - J.L)e- p(t-to) 
et 
a 2 
Var(X(t)IX(to)  = xo) = 
2
p (1- e- 2p(t- tol). 
Puis, on sait que c'est un processus gaussien, donc 
f (S(t), tixo, to) =  exp  _ _ .:.........:......:....__---;;
2
-....:....__-----'---'-----.:._  1  (  1 [S(t) - J.L- (xo - J.L)e-p(t-to)]2 ) 
/'iifj ~; (l- e- 2p(t-to ))  2  ~P( 1 - e- 2p(t- to)) 
et 
F(S(t) , tixo,  to) =  ~ [1  + Erf ( S(t) - ~- (xo- J.L)e- p(t- to))  ] · 
2  J  a ;  (1 _  e- 2p(t- to )) 
Posons 
S(t)- J.L - (xo- J.L)e-p(t- to) 
z =  ---'---'----;:='=:=~~=====-- Ja: (1 _ e-2p(t-to))  ' 
afin de calculer  'lj;(S(t), tixo, to),  alors 
oz 
at 
S'(t) + p(xo- J.L)e-p(t- to) 
J  a; (1 _ e-2p(t- t0)) 
[S(t) - J.L- (xo _  J.L)e-p(t- tol]a 2e-2p(t-to) 
( 
2  )  3/2  ap  ( 1 _  e-2p(t- t0)) 7/J(S(t), tixo, to) 
Donc, 
a 
at F(S(t), tixo, to) 
1  2  z2  --e- dz 
2,fif 
=  _1_e-z2  [S'(t) +  p(xo- f.L)e-p(t-to) 
/ir  J  ~
2 (1  _  e-2p(t-to)) 
[S(t) _  f.L  _ (xo _  f.L)e-p(t-tol]o-2e-2p(t- to)1 
(a; (1- e-2p(t-to))  / /
2 
= 
1  e-z
2  [s'(t) + p(xo- {t)e- p(t- to) 
V2-ff J  ~;  (1 _ e-2p(t-to)) 
[S(t) _ {L  _  (xo _ f.L)e-p(t-toljo-2e-2p(t-to)l 
(  ap
2 (1  _  e-2p(t-to))) 
f(S(t), tixo, to)  [  S'(t) +  p(xo - {t)e-p(t-to) 
_ p[S(t) _  f.L  _ (xo _  f.L) e-p(t-tol]e-2p(t-to) l 
(1 _  e-2p(t- tol) 
[ 
'  p(xo- f.L)e-p(t- to)  p(S(t)- f.L) 1 
=  f(S(t), tixo, to)  S (t)  + 
1 
_  e-2p(t-to)  - e2p(t-to) _  1 
=  f(S(t), tixo, to)  [S'(t)  +  p(S(t)- f.L) 
+  pe  [(s(t)- f.L)eP(t-to)- (xo- f.L)J  · 
p(t-to)  ·  l 
1 _  e2p(t-to) 
w(S(t), tixo , to)  =  j(S(t), tixo, to)  [S'(t) +  p(S(t)- f.L)+ 
peP(t-to)  [  J  l  (S(t)- f.L)eP(t-to) - (xo- {t)  + k(t) 
1 _  e2p(t-to) 
+r(t)F(S(t), tixo, to). 
13 
Théorème 2.1.  Pour  un  processus  d'Omstein-Uhlenbeck,  soit S(t)  une frontièTe de 
classe C 2[to, oo).  Alors, limr--+t w(S(t), tiS(T) , T)  =  0 et w(S(t), tiS(T), T) = 0 l;jy: to :::; 
T < t  si  et seulement si S(t) =  f.L + Ae-pt + BePt,  k(t) =  -BpeP1 et r(t) =  0, A, B ER 14 
Démonstration. Nécessité. 
Posons 
Comme j (S(t), ti S(T), T) diverge lorsque T --+  t, on doit d'abord avoir que H(t, T, S(T)) 
tend vers 0 lorsque T --+  t, car lim7 -+t w(S(t), tiS(T), T) = 0 par  hypothèse.  Calculons 
cette limite : 
lim H(t, T, S(T)) 
T-+t 
S'(t) + p(S(t) - p,) 
+k(t) + lim {  peP:t~;)  ) [(S(t) - p,)eP(t-T)- (S(T) - p,)]}  T-+t  1-e p -T 
S'(t) + p(S(t) - p,) + k(t) 
+ p ~i-Tt { e-p(t-T) ~  eP(t-T)  [(S(t)- p,)eP(t- T) - (S(T) - p,)]} 
0 
S'(t) + p(S(t) - p,) + k(t) + p0. 
Pour lever l'indétermination, utilisons la règle de l'Hospital : 
lim H(t, T, S(T)) 
T-+t 
S'(t)  p(t-T) + (S(t)  )  p(t-T) 
S'(t) + p(S(t) - p,) + k(t) + p  e  - p,  pe  lt =  T  -pe- p(t- T)  _ peP(t-T) 
S'(t)  p(t-t) +  (S(t)  )  p(t-t) 
S'(t) + p(S(t) - p,) + k(t) +  e  p  - p,  e  - e-p(t-t) _ eP(t-t) 
S'(t) + p(S(t)- p,) + k(t) + S'(t) + p(S(t)- p,) 
-2 
k(t) + S'(t) + p(S(t)- p,) 
2  . 
Comme il  faut  que lim7 --+t H(t,  T, S(T))  = 0,  on doit avoir  k(t) = -S'(t)-i(S(t)-J.i). Par 
conséquent, 
H(t  T S(T)) = S'(t) + p(S(t) - p,)  +  peP (t-T)  [(s(t) - p,)eP(t-T) - (S(T)- u )] 
'  '  2  1 _  e2p(t-T)  ,.... 
-15 
et, encore avec la règle de l'Hospital, on peut voir que 
lim j(t, T, S(T))H(t, T, S(T)) =O. 
T- H 
De plus, puisque 
.  r(t) 
hm r(t)F(S(t), tiS(T), T)  =  - , 
T~t  2 
on doit  donc  aussi  avoir  r(t)  =  O.  Finalement,  pour  trouver  S(t), il  faut  résoudre 
l'équation différentielle suivante : 
2  eP(t-T) 
S'(t) + p(S(t)- f.L) + 
1 ~  e2P(t-T)  [(s(t) - f.L)eP(t-T)- (S(T)- f.L)J  =  o, 
soit encore 
[ 
2  2p(t- T) l 
S'(t) + S(t)  p + 1 ~ee2p(t-T)  =  C. 
Puisque l'équation est linéaire, on va d'abord résoudre le cas où C =O. Alors, la solution 
pour ce cas est 
S(t) =  Ae-J  f(t)dt, 
2  2p(t-r) 
où f =  p + 1 ~:2 p(t  r)  et A est une constante arbitraire.  Mais 
J  j(t)dt  pt+ 2p j  e-2p(t ~T )  - 1 dt 
pt- [ln(e-2 P(t-T) - 1) + 2p(t- T)] 
pt -ln(e-2P(t-T) - 1)-2p(t- T) , 16 
si bien que 
S(t)  A[e-Pt(e-2p(t-T)- l )e2p(t- T)] 
A[e- pt(l - e2p(t-T))] 
Puis, clairement, S(t) =IL est une solution particulière,  donc S(t) =IL + Ae-pt + BePt. 
Finalement, 
k(t) 
Suffisance. 
- S'(t) - p(S(t) - IL) 
2 
- (  - Ape-pt + BpePt) - p(Ae-pt + BePt) 
2 
En partant  avec  les  hypothèses suivantes, S(t) = IL+ Ae-pt + BePt,  k(t) =  - BpePt  et 
r(t) =  O,A,B  E IR,  on a 17 
H(t,T,S(T)) 
==  o. 
Donc, 
w(S(t), t[S(T),  T)  = f(S(t),  t[S(T),  T)  x o  + T(t)F(S(t),  t[S(T) ,  T)  = o, 
car T(t) =O.  0 18 
On peut maintenant trouver la densité g lorsque S(t) =  J-l+Ae-pt+BePt, k(t) =  -BpePt 
et r(t) =  O,A,B  E IR: 
g(S(t), tixo, to)  -21J!(S(t), ti xo, to) 
-2 [f(S(t), tixo, to) x 
(S' (tl + p;S(tl - Ml + 1 ~e:;~~:~to) [  (  S(tl - M  lep(t-to) - (  xo - Ml l) l 
[  (
-Ape-pt + BpePt + p(Ae-pt + BePt) 
-2  f(S(t), tixo, to)  x 
2  + 
peP(t-to)  [(Ae-pt + BePt)eP(t-to)  - (xo - J-l)J) l 
1 _ e2p(t-to) 
-2 [f(S(t), tixo, to)  x  (BpePt+ 
p  [Ae-pto + BePtep(t-to) - (xo - J-l)J)]  e-p(t-to) _ eP (t-to) 
[  (
BePte-p(t-to) _ BePtep(t-to) 
-2  f(S(t), tixo, to)  x p  e-p(t-to)  _ eP(t-to)  + 
Ae-pto + BePtep(t-to)  - (xo  - J-l)) l 
e-p(t-to) _ eP(t-to) 
(
BePto + Ae-pto - (xo- J-l)) 
-2pf(S(t), ti xo, to) x  e-p(t-to) _ eP(t-to)  . 
Dans le cas oü S(t) =  J-l, la densité se simplifie comme suit : 
( 
J-l- xo  )  g(J-l, tixo, to)  = - 2pf(J-l, tixo, to) x  e-p(t-to) _ eP(t-to)  · 
Encore une fois,  dans le cas oü la frontière a une autre forme que celle énoncée dans le 
théorème précédent, une solution analytique est moins évidente. La méthode proposée 
dans la prochaine section permet cependant de résoudre quelques autres cas particuliers. 
2.2  Propriétés de symétrie 
Maintenant, nous allons voir  une méthode qui  utilise  des propriétés de symétrie pour 
trouver  la  densité  du premier  temps  de  passage. Pour  ce  faire, définissons  quelques 19 
propriétés  de symétrie. 
Lemme 2.1.  Soit X(t), un processus gaussien  et markovien avec  (1.1) et (1.2)  comme 
espérance  et variance  conditionnelle respectivement.  On  pose 
A..(  ) _  ( - 2dî(x - u(t)) ) 
'~-'  x, t  - exp  h
2 
( t)  , 
y(t) =  m(t) + d1h1(t) + d2hdt), 
'1/J(x, t)  = 2u(t) - x, 
où d  1 , d2, di, d2 E  lR.  u( t)  est appelé la courbe de symétrie par rapport  à la  fonction de 
symétrie '1/J(x, t) . La courbe de symétrie y(t) < u(t). Alors, 
(2.5)  cp( x, t) 
f(x, tixo, to)  =  cp(  ) ! ('1/J(x, t), ti'I/J(xo, to) , to) 
xo, to 
et 
( 
2[x - u(t)][xo- u(to)]  ) 
rjy(x, t)f('l/J(x, t) , tixo, to)  =  f(x, tixo, to) exp  - hl(t)h
2(to)  _ h
1(to)h
2(t)  .  (2.6) 20 
Démonstration. Commençons par démontrer  (2.5).  D'abord, on pose 
où a E IR, afin de simplifier l'écriture. 
Pour commencer, développons f('lj.J(x, t), tl'l/J(xo, to) , to). 
1  [  1  j('lj.J(x, t) , tl 'l/J(xo, to), to)  =  J 2nV(t) exp  - 2V(t) x 
( 2u(t)- x - m(t)- ~(;~) (2u(t,)-xo- m(to))) ' ] 
1  [  1 
J2nV(t) exp  - 2V(t) x 
( 2 [u(t)- x - ~
2(~?) (u(to)- xo)] 
+x- m(t)- ~ 2(~) (xo- m(to))) ' ] 
1  [  1 
=  J2nV(t) exp  - 2V(t) x 
( +(t)-x- ~(;~) (u(to)- xo>]'  (27a) 
+  [x - m(t)- ~
2(~?) (xo - m(to))r  (2.7b) 
+4[u(t)-x- ~
2(~t;)(u(to)-xo)] x 
[x - m(t)- ~
2(~?) (x0 - m(to))])]  (2.7c) 
En remplaçant u(t)  par m(t) +  dih1 (t) +  d2h2(t)  et en  posant k(t, to)  =  x- m(t)-
~
2(~~) (xo- m(to)), (2.7a) peut s'écrire comme suit  : 
De façon similaire, (2.7c) peut s'écrire comme suit : 21 
Donc, 
f ('lj;(x, t), ti'lf;(xo, to) , to)  1  [  1 
y'2nV(t) exp  - 2V(t) x 
Mais, 
et donc, 
ou encore, 
(  (  )  2  *2  [  h2 (  t)  ] 
2 
4k  t, t0  + 4d1  h1(t)- h
2
(to) h1(to) 
*  [  h2 (  t)  ]  2  - 8d1k(t,to)  h1(t) - h
2
(to) hl(to)  +k(t,to) 
-4k(t, to)2 + 4di k(t, to)  [  h1 (t)- ,:
2(~;) h1 (to) J) J 
1  [  1 
y'2nV(t)  exp  - 2V(t) x 
( 
)2  *2  [  h2  (  t)  ] 
2 
k(t, t0  + 4d1  h1(t)- h
2
(to) h1(to) 
-4d~k(t , to) [h1(t)- ~
2(~;) h l(to)J)  J 
=  f(  l  )  [2dîk(t,to)  _ 2d*2 ( h1(t)  _  h1(t0)) ] 
x, t xo, to  exp  h2(t)  1  h2(t)  h2(to)  . 
qy(xo, to) 
f('lj;(x, t), ti'I/J(xo, to) , to) = f(x, tixo, to)  qy(x, t)  , 
qy(x, t) 
f(x, tixo, to)  =  c/J(  /('If;( x, t), ti 'I/J(xo, to), to). 
xo, to 
Maintenant, démontrons (2.6). D'abord, en développant les  densités  conditionnelles et 22 
en prenant le logarithme de chaque côté, on se  rend compte que démontrer  (2.6)  est 
équivalent à démontrer l'égalité suivante : 
2di(x- u(t))  1  (  h2(t)  )
2 
h2(t)  + 2V(t)  2u(t)- x - m(t)- h2(to) (x0 - m(to))  (2.8a) 
1  (  h2(t)  ) 
2 
=  2V(t)  x - m(t)- h2(to) (xo - m(to)) 
2(x- u(t))(xo- u(to)) 
+  h1(t)h2(to)- h1(to)h2(t) · 
(2.8b) 
Développons (2.8a). 
0 23 
À  l'aide  du lemme  2.1, on  peut démontrer le théorème 2.2  qui permet de  trouver  la 
densité du premier  temps de passage pour certains types  de  barrières  en  utilisant les 
propriétés de symétrie  énoncées. Entre  autres,  ce  théorème donne des  solutions  pour 
le  mouvement brownien et le processus d'Ornstein-Uhlenbeck pour certains  types de 
frontières qui n'étaient pas couvertes dans les sections 2.1.1 et 2.1.2 qui sont en fait des 
généralisations de frontières considérées initialement par les travaux de (Daniels,  1996). 
Théorème  2.2.  Soit, 
S(  ) _  () _ h1(t)h2(to)- h1(to)h2(t) 1 ( ) 
t, to  - u  t  [  (  )  (  )]  n c ,  2 u  to  -y to 
où c > 0, et 
a[x, tly(to), to]  =  f[x, tly(to), to]- c<P[2u(to)- y(to), tolf[x, tl2u(to)- y(to), to].  (2.9) 
Alors, 
u(to) - y(to)  h2(t)  dr(t) 
g[S(t, to), tly(to), to]  =  r(t) _ r(to)  h
2
(to) ~  f[S(t, to) , tly(to), to]  (2.10) 
et 
1
T g[S(t, to), tly(to), to]dt  = 
lo 
lim F[S(t, to) , tly(to), to] + 
t-+T 
( 
2di[u(to)- y(to)]) 
c exp  - h2  (  to)  x 
lim F[S(t, to), ti2u(to) - y(to), to]  (2.11) 
t-+T 
Démonstration.  D'abord, montrons (2.10). On sait que, 
1
S(l,lo)  lt 
a[x, tly(to), to]dx = 1- g[S(T, to), Tly(to), to]dT, 
- oo  ~ 
(2.12) 24 
ce  qui implique que 
Ô  j S(t,to ) 
g[S(t, to), tiy(to), to]  = -!:l  a[x, tiy(to), to]dx.  ut  _00 
Posons 
h2 (t) 
E1(t) := E(X(t)IX(to) =  y(to))  =  m(t) + h
2
(to) [y(to)- m(to)] 
et 
h2(t) 
E2(t)  :=  E(X(t)IX(to) =  2u(to)- y(to))  =  m(t) + h
2
(to) [2u(to)- y(to) - m(to)]. 
On a alors que, 
g[S(t, to), tiy(to), to] 
0 1 S(t,to) 
=  -!:l  a[x, tiy(to), to]dx  ut  _00 
8 
=-ât [F[S(t, to) , tiy(to), to]-
c<f>[2u(to)- y(to), to]F[S(t, to), t12u(to)- y(to) ,  to]] 
[  ( 
1  1  (S(t,to)- E1(t))V
1(t)) 
=  - j[S(t, t0), tiy(to), to]  S (t, to)  - E1 (t)- 2V(t) 
-c<P[2u(to)- y(to), to]f[S(t, to), tl2u(to)- y(to) , to] 
(s'( )  _  E' ( ) _  (S(t, t0)-E2(t))V'(t) )] 
t,  to  2  t  2V(t)  . 
(2.13a) 
(2.13b) 
(2.13c) 
On pose xo  =  2u(to)- y(to), donc 'lj;(xo , to)  =  y(to). Commençons par regarder le terme (2.13b) afin  de la réécrire différemment. 
- c<P[2u(to) - y(to), to]f[S(t, to), tj2u(to)- y(to) , to] 
f('lj;(x, t), tjy(to), to) 
=cf[S(t, to) , tixo,  to]<P[x, t]  f(x, tixo, to) 
f(  '1/J(x, t), ti y( to), to) 
=cf[S(t, to), tixo, to]  f(x, tixo, to)  x 
)  ( 
2(x-u(t))(u(to)- y(to)) )  f (x, tixo, to exp  h1(t)h2<t0 )-hl(to)h2(t) 
f(y(t) , tixo, to) 
25 
( 
2(x- u(t))(u(to)- y(to)) )  (2.14a) 
=cexp  - h1(t)h2(to) - h1(to)h2(t)  x 
f[S(t, to), tixo, to]f('lj;(x, t), tiy(to) , to)  (2.14b) 
f('lj;(x, t), tixo, to) 26 
Maintenant, concentrons nous sur la partie (2.14b), 
f[S( t, ta) ,  tixa, talf(  '1/J(x, t), ti y( ta), ta) 
f('lj;(x , t) , tlxa, ta) 
exp (-l  (S(t,to)-E2(t))
2
)  exp (-l  ('l/l(x,t)-E1  (t))2) 
1  2  V(t)  2  V(t) 
)21rV(t)  exp (-l  ('l/l(x,t)-E2(t))2) 
2  V(t) 
=  J2:V(t) exp (-2: (t)  [(S(t, ta)- E2(t))2 + ('1/J(x, t)- E1(t))2 
- ('1/J(x, t) - E2(t))2]) 
=  J 
1 
exp (-2V
1
() [S(t, ta)2- 2S(t, ta)E2(t) 
21rV(t)  t 
+E1(t/- 2'1/J(x, t)E1(t) + 2'1/J(x, t)E2(t)]) 
=  J 
1 
exp (-2v
1
() [(S(t,ta)-E1(t))2 
21rV(t)  t 
+2(El(t) - E2(t))(S(t, ta)- '1/J(x, t))]) 
J 2:V(t) exp ( - 2: (t)  [(S(t, ta)- E1  (t))
2
]) 
exp ( - 2:(t)  2(El(t) - E2(t))(S(t, ta) - '1/J(x, t))) 
f(S(t, ta) , tiy(ta), ta) 
( 
1  4h2(t)  ) 
exp  - 2V(t) h
2
(ta) (y(ta)- u(ta))(S(t, ta) - '1/J(x, t)) 
=  f(S(t, ta), tiy(ta), ta) 
( 
1  4h2(t) 
exp  - 2V(t) h2(ta) (y(ta)- u(ta)) 
([ u( t)  _  'lj;(x, t)]  _  h1 (  t)h2 (ta) - h1 (  ta)h2 (  t)  ln( c))) 
2(u(ta)- y(ta)) 
f(S(t, ta), tiy(ta), ta) 
( 
1  4h2(t)  ) 
exp  - 2V(t) h
2
(ta) (y( ta)- u(ta))(u(t)- 'lj;(x, t)) - ln(c) 
( 
(u(ta)- y(ta))(x - u(t))) 1 
f(S(  t, ta)' tl  y( ta)' ta) exp  2 hl (  t)h2 (ta)  - hl (  ta)h2 (  t)  ~.  (2.15) Donc, en remplaçant (2.14b) par (2.15), on obtient 
c4>[2u( to) - y( to) , tolf[S(  t, to) , t1 2u( to)  - y( to) ,  to] 
c exp (-2(x - u(  t)) (  u(  to) - y( to))) x  f[S( t, to) , tixo, tolf (y( t) , tiy(to),  to)  = 
hi(t)h2(to)- h1(to)h2(t)  f(y(t) ,  tixo, to) 
( 
2(x - u(t))(u(to)- y(to)) )  cexp  - x 
hi(t)h2(to)- h1(to)h2(t) 
( 
(u(to)- y(to))(x- u(t)) )  1 
f(S(t, to), tiy(to), to) exp  2 hi(t)h2(to)- hl(to)h2(t)  ~ 
27 
f(S(  t, to), ti  y( to) , to).  (2.16) 
Ensuite, on remplace (2.16)  dans (2.13). 
g[S(t, to) , tiy(to),  to] 
[  ( 
1  1  (S(t, to)- E1(t))V
1(t)) 
- f[S(t, t0) , tiy(to),  to]  S (t, to)- E1(t)- 2v(t) 
- c4>[2u(to)- y(to) , to]f[S(t, to) , tl2u(to)- y(to), to] 
( S
1(t, to) _  E~(t) _  (S(t, t0) ;V~t2)(t))V
1
(t)) ] 
( 
1  1  (S(t, to)- E1(t))V
1(t) ) 
=  -f[S(t,t0),tiy(to),to]  S(t,to)-El(t)- 2v(t) 
( 
1  1  (S(t, to)- E2(t))V
1(t) )  +  f[S(t, t0) , tiy(to) ,  to]  S (t, to)- E2(t)- 2v(t) 
=  f[S(t,to),tiy(to),to]  [E~(t) - E~(t)- ((EI(t)~~~it))V
1
(t) ] . 28 
Maintenant, développons les  espérances et  variances. 
g[S(t, to), tiy(to), to]  = 
Puis,  pour (2.11), on intègre de chaque côté de (2.9) par rapport à x de - oo  à S(t, t0), 
i.e. 
J
S(t,to) 
-oo  o:[x, tiy(to), to]dx = 
J
S(t,to) 
-oo  f[x, tiy(to) , to]- c4>[2u(to)- y(to), to]  x f[x, ti2u(to) - y(to), to]dx. Avec  (2.12)  et en faisant tendre t  vers T , on a 
1 - fT g[S(t, to), tiy(to), to]dt  = 
l to 
Donc, 
1
S(t,to) 
lim  f[x , tiy(to),  to]  -
t-+T  _
00 
c<f.l[2u(to)- y(to) , tolf[x, tl2u(to) - y(to) , to]dx 
lim F[S(t, to), tiy(to), to] - c<f>[2u(to) - y(to ), to] 
t-+T 
x lim F[S(t, to) , ti2u(to)- y(to), to]. 
t-+T 
fT g[S(t, to) , tiy(to) , to]dt  = 
l to 
1 - lim F[S(t, to) , tiy(to), t0] +  c<f>[2u(to)- y(to), to] 
t-.-+T 
x lim F[S(t, to) , ti2u(to)- y(to) , to]. 
t---tT 
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D 
Dans le prochain chapitre,  on montrera comment ce  théorème peut être utile  clans le 
contexte d'une option à barrière et en gestion de portefeuille. CHAPITRE III 
EXEiviPLES D'APPLICATIONS 
3.1  Valeur d'une option à barrière 
En finance,  un produit dérivé  est  un instrument financier  dont la  valeur change  en 
fonction du taux ou du prix d'un actif appelé sous-jacent.  C'est un contrat entre deux 
partis,  un acheteur et un vendeur, dont le règlement se fait à une date ultérieure. 
Une option est  un exemple classique de produit dérivé. Dans ce  cas, l'acheteur obtient 
le droit, et non pas l'obligation, d'acheter (call)  ou de vendre (put)  un actif sous-jacent 
à un prix fixé à l'avance ( strike), pendant une période donnée ou à une date déterminée. 
Il existe plusieurs types d'options, par exemple les options américaines et européennes. 
Dans ce chapitre, on va s'intéresser aux options à barrières, plus précisément aux options 
avec  une seule barrière,  i.e. une option qui est «activée»  (ou  «désactivée») si le prix 
atteint une barrière.  Le problème qui nous intéresse ici est de calculer  la  valeur d'une 
telle option. Notons d'abord qu'il existe quatre cas possibles  : 
- Dawn-and-in : Au moment de l'achat, le prix est au-dessus de la barrière et  l'option 
peut être utilisée seulement si le prix descend en dessous de la barrière au moins une 
fois. 
- Up-and-in : Au moment de l'achat, le prix est en  dessous de la barrière et l'option 
peut  être utilisée seulement si le prix monte au-dessus de la  barrière au moins  une 
fois. 32 
- Down-and-out : Au moment de l'achat, le prix est au-dessus de la barrière et l'option 
ne peut pas être utilisée si le prix descend en dessous de la barrière au moins une fois. 
- Up-and-out : Au moment de l'achat, le prix est en dessous de la barrière et  l'option 
ne peut pas être utilisée si le prix monte au-dessus  de la barrière au moins une fois. 
La  valeur de  l'option pour chacun des  cas  peut être déterminée  à  partir d'une seule 
situation, nous allons ainsi nous intéresser uniquement au «Down-and-in call»  (DIC), 
où «call»  signifie que l'on  adopte le point de vue de l'acheteur. 
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Figure 3.1 Prix d'un actif 
La figure 3.1 est un exemple du prix d'un actif, Z(t), qui évolue dans le temps. Si quel-
qu'un achète une option «down-and-in»  sur cet actif au temps 0 avec  comme barrière 
1.5, l'option serait activée, car le prix atteint la barrière un peu avant t  =  0.4 et cette 
personne pourrait  alors exercer son option à profit. En effet, lorsque  la barrière est at-
teinte, l'option agit  comme une option standard  (vanille).  Il  est  connu  que la recette 
à l'échéance d'une option standard à la date T  est  le max(Z(T) - K , 0), où Z(T) est 
le prix de l'actif au temps T  et K  est le prix d'exercice  fixé par l'option. À partir de 
cela, on peut trouver facilement la  valeur de l'option. Par contre, la valeur d'un DIC 33 
est un peu plus difficile à obtenir, car celle-ci varie selon que la frontière est atteinte ou 
non. Donc, pour calculer la valeur d'un DIC, on doit d'abord calculer la probabilité que 
le prix du sous-jacent atteigne la barrière avant le temps T . Pour ce  faire,  nous allons 
utiliser le théorème 2.2. 
3.1.1  Densité du premier  temps de passage 
On suppose  d'abord que le  prix  Z(t) satisfait  la  dynamique  risque-neutre de  Black-
Scholes-Merton, 
dZ(t) =  r Z(t)dt +a  Z(t)dW(t),  (3.1) 
où t  E  [0,  T] , W (t) est un mouvement brownien standard, Z(O ) =  Z  > 0, r  > 0 est  le 
taux d'intérêt et a est le taux de volatilité.  On dénote aussi par J( le prix d'exercice et 
par B  la frontière fixe.  On a que Z > B. 
En fait, l'équation (3.1) se résout facilement et donne 
Z(t) = zè- a
2/2)t+aW(t) 
Donc, calculer  la probabilit '  que Z(t)  =  B  pour au  moins  un  t  sur  (0, T)  revient à 
calculer la probabilité qu'il existe t  E (0, T ) tel que W(t) =  In(B/Z)-;r- a
2
/ 2)t .  Alors,  le 
problème se  résume  à  trouver la densité de  probabilité du  premier  temps de passage 
d'un mouvement brownien standard à une frontière affine. 
On sait que pour un  mouvement brownien standard, h1(t)  = t, h2(t)  = 1 et r(t) = t. 
De plus,  on pose 
-2(r - a 2 /2) ln(B/Z) 
CI  =  2  , 
a 34 
(t) =  ln(B/Z)  _  c1a 
y  a  2(r- a 2/ 2) 
et 
u(t) = ln(B/Z), 
a 
où c1  =  ln(c).  On  a  bien  y(t)  <  u(t) Vt  E  (0, T). Avec  ces  définitions,  on obtient 
l'expression désirée suivante : 
S(t,O)  u ( t) _  -'- [  h_ 1  (:......:t  )_ h2 _, (--' 0  )_-_h _l...:.... (  O..:_)  h _2-'-(  t'-"-)] c _ 1 
2(u(O) - y(O)) 
ln(B/Z) 
2 (Jn(B/Z)  _  [ln(B/Z)  _  cw  ]) 
Œ  Œ  2(r-Œ2  / 2) 
a 
ln(B/Z)  (r- a2 /2)t 
a  a 
Maintenant, à l'aide du théorème 2.2, 
g(S(t,O),tiy(O) ,O )  =  [~~~? =  ;(~;] ~;g~  d:~t) j[S(t,O) ,tiy(O), O] 
c1a 
2(r _ a2/ 2)tf[S(t, 0), tiy(O ), 0] 
a  -2(r - a
2
/2) ln(B/Z)_l_exp  (-~x 
2(r - a 2 /2)t  a 2  V27rt  2t 
(
ln(B/Z) _  (r- a2/2)t _  ln(B/Z) _  cw  )
2
) 
a  a  a  2(r-a2j2) 
ln(Z/B)  1  exp (-~((r - a
2 /2)t+ ln(Z/ B) )
2 ) · 
a  ~  2  a0 
3.1.2  Calcul de la valeur de l'option 
Pour calculer  la  valeur  d'une option  à barrière, on  peut utiliser  le  premier temps de 
passage. En effet, si le premier temps de passage est inférieur à T , i.e.  T8  < T  pour 
Z(t), alors le DIC devient une option standard à partir de ce temps tE (0, T). Donc, la 
valeur du DIC au temps t  (DICt)  est égale à la valeur d'une option standard au temps 
t avec prix de départ Zo  = B , C (  B , t) (car la barrière B  est atteinte en ce  point). Si le 35 
premier temps de passage est après T , la valeur DICT  est nulle.  Plus rigoureusement, 
le prix d'un DIC est donné par 
où l'espérance et les probabilités sont sous la mesure risque-neutre. En utilisant successi-
vement la propri 'té télescopique de l'espérance conditionnelle et la propriété de Markov 
forte de Z(t), on peut écrire la valeur initiale d'un DIC comme suit  : 
Ez0[e_'.T(Z(T)- K)+]{Ta<T}] 
Ez
0[e-rTa]{Ts<T}Ez
0[e_,·(T-Tal(zT - K )+IFT
8
]] 
Ez
0[e-rTa].{Ts <T}EB[e_,·(T- t)(Z(T)t,B - I·()+it =TB]] 
Ez0[e-rTs  {Ts<T}C(B, t)] 
laT e-rtC(B, t)Pz0(TB  E dt) 
laT e-TtC(B, t)g(S(t, 0), tiy(O) , O)dt. 
où Z(T)t,B est une copie indépendante du mouvement brownien géométrique avec valeur 
initiale Z(t) = B et C(B,t) est la valeur d'une option standard, i.e. 
C(B,t)  =  B  [ln(B/K)+(r+(l/ 2)a
2
)(T-t)] 
aJT- t 
_  -r(T- t)N  [ln(B  / K) + (r  - (1/2)a
2
) (T-t)] 
K e  ~  , 
avT- t 
où  N[.]  est la fonction de répartition de la loi normale standard. 
Alors, 36 
DIC  fT { e-rs (BN [ln(B/K) + (r + 1/2a
2)(T- s) ] 
Jo  avT- s 
- K e-r(T-s)N [ln(B/  K ) + (r - 1/2a
2)(T- s)]) 
avT-s 
ln(Z/  B)  (  1 [ln(Z/  B) + (r- 1/2a
2)s])}  x  exp  - - ds. 
V27ra2s3  2  aJs 
On  peut  évaluer  cette  intégrale  analytiquement,  mais  les  calculs  sont  plutôt  labo-
rieux.  Nous  allons  en  voir  les  principales  étapes.  D'abord,  on  pose  x =  ln(Z/B), 
k  =  ln(K / B)  et  p,  = r- (1/2)a2.  Puis,  en  posant c(a)  =  BN [  -k+~~T-s) ]  -
K e-r(T-s)N [  -ru+~ s) J et en utilisant le théorème fondamental du calcul, on obtient 
DIC  fT e- rs max[O, B- Ke-r(T-s)]_ x_ n [x +  p,s] ds 
Jo  aH  aJs 
+  fT e- rs r  Ke-r(T-s)n[d2]VT- sdv- x- n [x +  p,s] ds 
Jo  Jo  aH  aJs 
h+h, 
où d2  =  -k~s)  et n[.]  est la fonction de densité de la loi normale standard. Débutons 
v  -s 
avec h , on posez = k- rT et T* = - z/r, donc B - Ke-r(T-s) > 0 si et seulement si 
0 :::;  T* :::;  T. Nous avons, 
1  0 < T* < T  t  ,  _  ln(B/Z)-(r+l/ 2u
2)T*  _  +  T *  _ ln(B/Z)+(r+l/2u2)T*  orsque  _  _  e  ou e1- uff*  , e2- e1  av  .1  ·, e3 - uff* 
et e4  =  e3 - aff*. Les propriétés suivantes (Berger, 1996) ont été utilisées pour arriver 
à ce résultat : 1 y2 
pour a, (3, 1  quelconques, T > 0 et n[y] =  e-~  , on a 
v21r 
et 
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{T _1_n  [a+  (3s ] ds =  ~  (N  [-lai - sgn(a)(3T ] + e_2013N  [-lai+ sgn(a)(3T ]) . 
la  Vs3  Js  lai  n  1T 
Ensuite, pour la deuxième intégrale, 
1
T  1u .  X  [X+  J-LS]  h  =  e-rs  Ke-
1 (T-s)n[d2]JT- sdv  l'in ~  ds. 
o  o  av s3  avs 
2 
En posant t = ~(T- s), par le théorème de Fubini et le fait que n[-y] = n[y], 
où 
ft  1  n [k - 1·(T-t)- (r- 1/2a
2)(t- s)]  _ x_n [x+  J..LS] ds 
Jo a~  a~  aH  aJs 
1  ( -2tj..Lx-2tJ..L(z+rt)+(z+?·t)
2 +x
2 +J..L
2t
2
)  (-x  lz+ bt l)  --exp  exp  - - - .  a  /2it  2ta2  a  v't  a  v't 
À l'aide de la transformée de Laplace et quelques manipulations, on peut voir que 
e-~  n [z + x +(r-J..L)t] _ 
av't  av't 
(
e-7  n [z  + x + (r- -JL)t] __  1 _n [-z +x- (r - J.-L)t]) ].  t<T *  . 
av't  av't  av't  av't  {  - } 
Il y a maintenant deux cas possibles, T* < 0 < Tou 0 ::::;  T* < T. 38 
CAS A  : T* < 0 < T 
DIC  =  h+I2 
o-
2 Ke-rT 1 T  e -~ [z  + x + (r - jt)t] 
=  0+  --n  dt 
2  0  o-lt  o-lt 
À l'aide de l'identité suivante (Berger, 1996), 
et de quelques manipulations, 
CAS B  : 0 < T* < T 
Dans ce cas, 
En utilisant (3.2), on obtient encore 39 
3.2  Gestion de portefeuille 
3.2.1  Définition du problème 
En théorie du  portefeuille,  une méthode d'optimisation  bien  connue et populaire  est 
la  stratégie  moyenne-variance de Markowitz. Dans ce  modèle,  le  rendement d'un ac-
tif est  une  variable  aléatoire  et un portefeuille  est  une  combinaison linéaire  d'actifs. 
Donc,  le rendement d'un portefeuille est une variable aléatoire. La méthode consiste à 
minimiser  la variance du rendement  du portefeuille à  une échéance  donnée  pour une 
certaine espérance. Dans cette section, on  considère  (D, F,  lP') , où n est  un ensemble 
d'évènements,  F  une filtration  d  dimension m  à  laquelle est  adaptée  un mouvement 
brownien standard  multidimensionnel {W(t), 0  :::;  t  :::;  T} et lP'  est une mesure de pro-
babilité.  Notons que les  m mouvements browniens  unidimensionels sont indépendants. 
On considère un portefeuille avec  m + 1 actifs (de valeur  Zi(t)), dont un sans  risque, 
i.e. pour t 2 0, 
Zo(t) =  zo e f~ r(s)ds, 
où r(t) est le taux d'intérêt. Pour les m autres actifs,  la valeur Zi(t) satisfait l'équation 
différentielle stochastique suivante : 
Z;(t) (~;( t )dt +  t,a,,(t)dW'(t))  (3.3) 
Zi > Ü,  (3.4) 
avec  1-li(t)  le terme de dérive  et aij(t)  le terme de volatilité. On définit ensuite n(t) = 
(  n1 ( t), ... , Km ( t)  )' le portefeuille au temps 0  :::;  t  :::;  T.  Ensuite, x(  t)  est la richesse  de 
l'investisseur au temps t  avec x(O)  = xo > O.  En supposant que le portefeuille est défini 
sur un intervalle continu, autofinancé et qu'il n'y a aucun coût de transaction, x(t)  doit 
satisfaire l'équation différentielle suivante : 
dx(t)  =  [r(t)x(t) + n(t)'b(t)]dt + n(t)'a(t)dW(t),  (3.5) 40 
où b(t)  =  (J..Ll(t)- T(t), ... , J..Lm(t)- T(t))'  (Salminen et Borodin, 2002). 
Définition 3.1.  Un portefeuille  n(.)  est dit  admissible  si n(.)  E  L}-([0, T ],  ~m) et si 
l'équation différentielle (3.5)  a une solution unique (n(.)). 
L'objectif est alors de trouver un portefeuille admissible n( .) tel que E(x(T)) =  aefcJ' r(s)ds , 
où a est connu à l'avance et satisfait a 2 xo.  Le portefeuille optimal est un portefeuille 
qui satisfait ces conditions et qui minimise la variance. 
Soit Î  E IR,  et considérons le portefeuille suivant, 
(3.6) 
où  x1 (t)  est  le  processus de  richesse  correspondant.  Notons que ce  portefeuille  est  le 
plus  efficace  correspondant à  tout a 2  xo  si  Î  =  z~~~e~~.g )  où  (3(t)  =  J~ IB(s)l 2ds, 
B(t) =  O'(t)- 1b(t)  et z > xo. 
En substituant (3.6)  dans (3.5), on obtient 
dx1(t)  =  ([T(t) -IB(t)i2]x1(t) +  Îef~r(s)ds iB (t)1 2 ) dt 
+ (  Îef~  r(s)ds - x1 (t)) B(t)' dW(t). 
Cette équation différentielle possède une solution unique qui est la suivante : 
(3.7) 
où <p(t)  =  ~(3( t ) + J~ B(s)dW(s). On pose W((3(t))  = J~ B(s)dW(s), il  en découle que 
<p(t) =  ~ f3 (t) + W(f3(t)). 
On s'intéresse à la probabilité d'atteindre le montant désiré,  aef~ r(s)ds, avant un certain 
temps T , i.e. 
(3.8) 41 
En remplaçant  (3.7) dans (3.8), on obtient 
T -y(T)  =  inf{O < t  ~ T: <p(t) = L('y)},  (3.9) 
où L('y)  =log ( ·ç_xzo).  On peut donc en déduire que (3.8)  est équivalent à 
T -y(T)  =  inf { 0 < t  ~ T: W(,B(t)) =  L('y)- ~ ,B (t) } ,  (3.10) 
ce  qui revient à calculer la probabilité qu'un mouvement brownien atteigne une droite 
avant T . 
3.2.2  Calcul de la probabilité P(  T -y(T) < T) 
Maintenant, pour le calcul  de P(T-y(T)  < T), utilisons le théorème 2.2.  On commence 
par poser u(,B(t))  =  L('y),  y(,B(t))  =  0 etc= exp(3L('y)).  On a bien u(,B(t)) > y(,B(t)) 
\ft E (0, T). De plus, 
S(,B(t), 0)  =  u(,B(t))  _  h1(,B(t))h2(0)- h1(0)h2(,B(t)) ln(c) 
2[u(O)  - y(O)] 
3 
L(r)- 2
,e(t), 
car il s'agit d'un mouvement brownien. Maintenant, on n'a qu'à utiliser l'équation (2.11) 
P(  T -y(T)  < T)  laT  g(S(,B(t), 0), ,B(t)iy(O), O)dt 
1 - lim F[S(,B(t),O) ,,B(t)iy(O), O] + 
t-tT 
c<P[2u(O)- y(O) ,  O]lim F[S(,B(t), 0), ,B(t)i2u(O)- y(O) , 0] 
t-tT 
1- lim N (L('y)- ~,B(t) ) + 
t-t  T  . 17f(Jj 
ex  (3L(  ))  lim  ( -L('y)- ~ ,B (t) ) 
p  r  t-tT  ~ 
=  ( - L(r )  + ~v7fff)) +  v7fff)  2 
exp(3L('y))N ( - ~- ~v7fff)). 42 
Il est intéressant de noter que lorsque 'Y  tend vers l'infini, positivement ou négativement, 
L('Y)  tend vers 0, ce qui implique que P(T-y(T) < T) tend vers 1. On peut donc conclure, 
que plus on prend 'Y  grand  (négativement ou positivement), plus on a de chance d'at-
teindre notre objectif. Ce résultat montre qu'il n'est pas  utile de regarder seulement la 
probabilité d'atteindre notre objectif, car le risque n'est pas bien pris en compte. CHAPITRE IV 
SIMULATIONS 
Les  méthodes étudiées au chapitre 2 permettent de calculer de façon précise la densité 
du premier temps de passage à travers une certaine frontière. Par contre,  le problème 
n'est  pas  résolu pour toutes  les  frontières. Il est  donc naturel de penser  à développer 
des méthodes d'approximations numériques. 
Deux méthodes seront comparées dans le présent chapitre. D'abord, il sera question de 
la méthode DNPR (Di  N  ar do et  al., 2001), puis de celle de Dm·bin et Williams (Durbin 
et  Williams, 1992).  Notons que toutes  les  simulations dans le présent chapitre ont été 
effectuées avec le logiciel MATLAB. 
4.1  Méthode DNPR 
Cette méthode consiste à discrétiser  (2.3) afin  d'évaluer l'intégrale. Tout  d'abord, afin 
d'alléger la notation, definissons 
g(t) :=  g(S(t), tixo,  to) 
w(t)  :=  w(S(t), tixo, to) 
W(tiT) := w(S(t), t!S(T), T) 
t, to  E T, to < t, 
t, to  E T, to < t, 
t, T E T, t0 < T ~  t. 44 
On pose un pas de discrétisation p > 0 et t = to + kp  (  k E N*).  Donc (  2. 3)  devient 
l
to+kp 
g(to + kp) = -2w(to + kp) + 2  g(T)w(to + kplT)dT. 
to 
(  4.1) 
Pour estimer l'intégrale de (  4.1), on divise le problème en deux cas  possibles,  k pair et 
impair.  Ensuite, la règle de Simpson est utilisée  (Atkinson, 1989). 
1.  CAS k pair (k  =  2n, nE N*) 
On évalue l'intégrale  en posant trois poids,  i, 1  et i à to + jp, to + (j + 1)p et 
to + (j + 2)p respectivement, où j  =  0, 1, ... , k- 2. 
2.  CAS k impair (k =  2n + 1, nE N*) 
On sépare l'intégrale en une somme de deux intégrales, 
1
to+(2n+l)p 
g(T)W(to + kp JT)dT  = 
to  1
to+(2n-2)p 
g(T)W(to + kpJT)dT 
to 
1
to+(2n+l )p 
+  g(T)\IJ(to + kpJT)dT 
to+(2n-2)p 
La première intégrale s'estime de la même façon qu'en 1., puis pour la seconde, on 
utilise la règle ide Simpson.  On pose  des  poids de  i ,  ~ '  ~ et  i  à to + (2n- 2)p, 
to + (2n- 1)p, to + (2n)p et to + (2n + l)p respectivement. 
On évalue donc numériquement g(to + kp)  à l'aide de l'algorithme itératif suivant : 
g(to + p)  =  -21T!(to + p),  (4.2) 
k-1 
g(to + kp)  =  -2\II(to + kp) + 2p .2:::= wk,jg(to + jp)\IJ(to + kplto + jp)  (4.3) 
j=l 
(k  =  2,3, ...  ), 45 
où g(to+kp) représente l'évalution numérique de g(to+kp) et les poids Wk,j  sont définis 
comme suit : 
k pair et j  impair 
k pair et j  pair 
k impair, j  impair et j  ::;  k - 4 
k impair, j  pair et j  ::; k- 4 
k impair et j  =  k - 3 
k impair et j  = k - 2, k - 1 
===?  Wk,j =  4/3 
===?  Wk,j  =  2/3 
===?  Wk,j = 4/3 
===?  Wk,j = 2/3 
===?  Wk,j =  17/24 
===?  Wk,j  =  9/8. 
Le théorème 4.1  de (Di  Nardo et  al., 2001) montre que g(to + kp)  tend vers g(to + kp) 
lorsque p -+  O.  Plus précisement, 
Théorème  4.1.  Soit p le pas  de  discrétisation, tm= to +Np, NE N*, on pose 
6..kp  := g(to + kp)- g(to + kp)  (k = 1, 2, .. . ,N). 
Alors 
(k =1,2, ... ,N) 
pour tout kp  fixe. 
Ainsi, il  est montré que 
où 
et 
w[(wg)kp, 2p/3] =  sup  [gh)w(to + kp[TI)- g(T2)w(to + kph)l 
Tl ,T2 E[to,to+kp] 
h-T21<2p/3 
Voyons maintenant la méthode de Durbin. 
(4.4) 46 
4.2  Méthode de Durbin 
En 1985, Durbin  a  publié une formule explicite pour la  densité du premier  temps de 
passage  d'un processus gaussien  à une frontière  générale  (Durbin, 1985).  Par  contre, 
cette formule n'est  directement calculable que dans certains cas.  Une approximation a 
été suggérée  pour le  cas général, mais c'est seulement  dans un article publié en  1992 
(Durbin et  Williams,  1992)  que  des  bornes  pour l'erreur  de  l'approximation  ont été 
énoncées. Dans ce dernier, on regarde plus précisement le cas du mouvement brownien 
et  pour ce  cas particulier, la  formule publiée  en  1985  devient  une série où  les  termes 
sont des intégrales multiples de dimensions croissantes. C'est sur ce cas que nous allons 
nous concentrer pour la suite. 
Soit W(T) un mouvement brownien standard pour 0  ~ T ~ oo et  a(T) la barrière,  où 
a(O ) > 0, a( T) est dérivable de façon continue sur (0, T) et a( T)jT- a'(  T) > 0 sur (0, T), 
(Durbin, 1985)  a montré que la densité du premier temps de passage au temps T  = test 
p(t) =  b(t)f (t),  0 < t < T, 
où 
.  1 
b(t) =hm - E[] {s w}(a(s) - W(s)) J W(t) = a(t)] 
S-'>t t - 8  ' 
et f (t) est la densité de W(t)  sur la barrière,  i.e. 
1  (  a(t)2 )  f (t) = - - exp -- .  y"5;ii  2t 
De plus,  ]{s,W}  est  une fonction indicatrice  qui est égale  à 1 si  W  n'a pas  croisé  la 
frontière  avant  s.  b(  t)  est  toutefois  difficilement  calculable  dans  la  plupart  des  cas, 
mais  (Durbin et  Williams, 1992)  donnent une forme calculable de p(t)  dans le  cas du 
mouvement brownien : 
k 
p(t) = 2:)  - 1)1-lqj(t) + (  -1)krk(t), 
j=l 
k =1,2, .. . 47 
où 
(4.5) 
(ta  =  t) 
et 
rt r tl ... rt k-l  b(tk) IT k  [a(ti-d- a(ti) - a'(ti- 1)]  x 
la la  la  i=l  ti-l-ti 
(4.6) 
j(tk, ... , t1, t)dtk ... dt1  (ta= t). 
Notons que le terme Tk(t)  est difficilem  nt calculable, car il dépend de b(tk). Par contre, 
(Durbin et Williams, 1992)  montrent que le terme Tk(t)  est inférieur au terme Q k+l (t) 
lorsque la frontière est concave sur tout le domaine. Lorsque la frontière est convexe sur 
tout le domaine, l'erreur maximale est plutôt 
(4.7) 
Dans les deux cas, le terme Tk(t)  est donc négligeable. On approxime alors p(t) par 
k 
Pk(t)  = .2) -1  )j-lqj (t),  k=1,2, ...  (4.8) 
j=l 
On verra plus tard que cette série converge  très rapidement. 
Pour évaluer (4.5), la m'thode d'intégration Monte Carlo a été utilisée. Pour ce qui est 
de la densité conjointe,  on peut utiliser la propriété de Markov, 
k- 1 
f (tk-1, .. . 'tl, t) = I1 j (tilti-l)f (t)  (ta = t),  (4.9) 
i=l 
où 48 
(4.10) 
car ti-l  > k  Il est à noter, qu'il y a une coquille dans l'article de (Durbin et Williams, 
1992).  En effet, le terme f(t) de l'équation (4.9)  est manquant. 
Voyons un exemple pour démontrer la rapidité de la convergence de la série.  On regarde 
la densité du premier temps de passage d'un mouvement brownien standard à la frontière 
a(t) = t + 1 évalué à l'instant t = 1.  On connait  la valeur exacte de cette densité avec 
l'équation (2.4) où l'on pose xo = to  =O. On va estimer cette valeur avec l'algorithme de 
Durbin pour certaines valeurs de k entre 1 et 100. Notons que l'on prend 1000 itérations 
pour évaluer les intégrales multiples  (  4.5)  par Monte Carlo. 
Tableau  4.1 Densité du premier temps de passage à la barrière t + 1 évaluée  à t =  1 
1  Vraie valeur (p(1))  1  0.053990966513188  1 
k  Pk(1)  IP(1)-Pk(1)l, x10 
11 
1  0.053990966505641  0. 75467 4  794878340 
2  0.053990966513106  0.008251732630526 
3  0.053990966513140  0.00480934 7364 798 
4  0.053990966513107  0.008151118668920 
5  0.053990966513113  0.007554373793184 
10  0.053990966512662  0.052618326362719 
20  0.053990966513206  0.001791622405989 
50  0.053990966513090  0.009855311011719 
100  0.053990966513142  0.004583833312921 
Le tableau  4.1 montre qu'après seulement  une itération  10  bonnes décimales  ont été 
obtenues. Après  une autre itération, on obtient deux autres bonnes décimales. Ensuite, 
le gain semble négligeable.  Donc, pour la suite,  k =  2 sera utilisé. Dans  la prochaine 
section, nous allons comparer les deux méthodes. 
4.3  Comparaison des méthodes 
Comme exemple de comparaison, nous allons regarder la densité du premier temps de 
passage à la barrière 11(1.02)t d'un mouvement brownien standard débutant à t0 =  0 et 
xo =  10. Ce qui revient au même que de regarder la densité du premier temps de passage 49 
à la frontière 1100(1.02)t d'un mouvement brownien avec volatilité IJ  =  100 débutant à 
ta  = 0 et xo = 1000. Cette frontière représente alors le montant total d'un placement de 
1100$ à un intérêt de 2%. Cet exemple est intéressant lorqu'on se demande si on devrait 
placer notre argent à risque ou non. 
Pour l'algorithme DNPR, un pas  de discrétisation  de w-3  a été utilisé.  Ce dernier  a 
convergé en 821.89 secondes. 
Pour l'algorithme de Durbin, un pas  de discrétisation de 10- 3  a  aussi été utilisé. De 
plus,  1000 itérations ont été effectuées pour estimer les intégrales (  4.5) par Monte Carlo. 
L'algorithme a convergé en 229.21  secondes, il  est  clone au  moins  3.5  fois plus rapide 
que celui de DNPR. 
Tableau 4.2 Densité elu  premi  r temps de passage à la barrière 11(1.02)t 
t  g(t)  b  rnes de l'erreur  p(t)  bornes  de l'erreur 
(DNPR)  pour DNPR  (Durbin)  pour Durbin 
0.2  0.292912566715552  2.6288x10 -;:,  0.292938862707296  2.6298x l0  l:< 
0.4  0.  359502258825 788  3.5192x 10- 5  0.359540189233436  3.7504x w - 12 
0.6  0.295188993776138  2.8437x w-5  0.295224065456903  4.6277x 1o- 12 
0.8  0.  234  797 5  75683002  2.1671 x 1o- 5  0.234819445975382  5.3853 x 10- 12 
1.0  0.189272086474555  1.8642x w-5  0.189270558163733  6.0706x w - 12 
1.5  0.119893600704894  1.3240x 10- 5  0.119830560314722  7.5803 x l0- 12 
2.0  0. 083321307228794  1.5391 x 10- 5  0.083177705604467  8.9309 x l0- 12 
2.5  0.061661071233042  1.7220x 1o- 5  0.061451630936828  1.0183 x w - n 
3.0  0.047682500258086  1.8851 x 10- 5  0.047368827595750  1.1381 x w - n 
4.0  0.031158118218828  2.1633 x 10- 5  0.030668536640198  1.3673x w - n 
5.0  0.022008707321616  2.3972 x 1o- 5  0.021349123352643  7.9466 x 10- 11 
À la  vue du tableau  4.2, on  remarque  que l'algorithme de Durbin est  beaucoup plus 
précis. Par contre, l'algorithme de Durbin se complexifie beaucoup lorsqu'on cesse d'être 
en  présence  d'un mouvement brownien  tandis  que  la  méthode  DNPR est  tout aussi 
simple pour tout processus gaussien et markovien. CO  CLUSION 
Dans ce mémoire,  la méthode Dl PR a été étudié en profondeur. 
Premièrement, les détails de plusieurs preuves de (Di  Nardo et  al., 2001) ont été faits. 
Les  cas du mouvement brownien et  du processus d'Ornstein-Uhlenbeck ont  été traités 
en exemple pour une frontière de la forme S(t) = m(t) + d1h1 (t) + d2h2(t). Ensuite, une 
méthode basée sur des  propriétés  de symétrie qui permet de résoudre la question pour 
les barrières du type S(t  to) =  u(t)- h1(t)h2(to)-hl(to)h2(t) ln(c)  c > 0 a été vu. 
'  2[u(to)-y(to)]  ' 
Deuxièmement, deux  exemples  où le  théorème  des  propriétés  de  symétrie  peut être 
utilisé ont été étudiés, soit pour calculer la valeur d'une option à barrièr  et en gestion 
de portefeuille. 
Finalement, l'efficacité des algorithmes  de Dl PR et de Dm·bin ont été comparée. 
La  méthode DNPR permet  de calculer  explicitement la  densité du pr mier  temps de 
passage pour certains cas qui  n'avaient pas  été résolus.  Par exemple,  (Daniels,  1996) 
avait proposé une méthode pour le mouvem  nt brownien et un ensemble de frontières. 
Ici, DNPR proposent une formule explicite pour les  processus gaussiens et markoviens 
et un  ensemble de  frontières  qui  généralise  celles  de  Daniels. Il  serait  intéressant  de 
regarder si cette méthode peut se généraliser pour toute frontière. APPENDICE A 
PROGRAMME MATLAB 
Voici les commandes utilisées dans MatLab 7.10.0 pour générer les résultats du chapitre 
4. 
A.l  Méthode DNPR 
D'abord, voyons l'algorithme pour la méthode DNPR. 
Pour commencer, on définit les 3 termes qui définissent un processus gaussien et mai·ko-
vien dans l'article de (Di  ardo et  al., 2001) , h1(t), h2(t) et m(t). Ici, les simulations 
sont effectué s pour un mouvement brownien avec  f.L  =  0 et  rJ =  100. 
functi on  [b] 
b=t ; 
end 
h1 (t) 
function  [b]  = h2(t) 
b=ones(1,length(t))*10000; 
end 
function  [b]  = m(t) 
b=zeros(1,length(t)) ; 
end 54 
Ensuite,  on définit la barrière à atteindre S(t). 
function  [b]  S(t) 
r=0.02; 
obj=1100; 
b=obj * (1  +r) -t; 
end 
Puis, on définit les densités de transition f(x, ti xo,  to), f (S(t), tiS(T), T)  et les fonctions 
w(x, tixo, to) et w(S(t), tiS(T), T). 
function  [b]  =  f(t,xO,tO) 
E=m(t)+(h2(t)/h2(t0))*(x0-m(t0)); 
var=h2(t)*(h1(t)-h2(t)*h1(t0)/h2(t0)); 
b=(1/sqrt(2*pi*var))*exp(-(1/2)*(S(t)-E)-2/(var)); 
end 
function  [b]  = ftau(t,tau) 
E=m(t)+(h2(t)/h2(tau))*(S(tau)-m(tau)); 
var=h2(t)*(h1(t)-h2(t)*h1(tau)/h2(tau)); 
b=(1/sqrt(2*pi*var))*exp(-(1/2)*(S(t)-E)-2/(var)); 
end 
function  [b]  =  Psi(t,xO,tO) 
b=(1100*(1 .02-t)*log(1.02)+(-S(t)+x0)/(t-tO))*f(t,xO,t0)/2; 
end 
function  [b]  = Psitau(t,tau) 
b=(1100*(1 .02-t)*log(1.02)+(-S(t)+S(tau))/(t-tau))*ftau(t,tau)/2; 
end 55 
Maintenant  que  toutes  les  fonctions  nécessaires  sont bien  définies, on peut faire  les 
simulations. 
tic 
p=0 .001;  % pas  de  discrétisation 
T=5;  %  temps  final 
t=[p:p:T]; 
x0=1000; 
tü=O; 
N=T/p; 
k=1:1:N; 
w=zeros(N,N-1); 
%%%%  w 
for  k=2:N 
for  j=1:(k-1) 
if((mod(k,2)==0)  &&  (mod(j,2)==1) ) 
w(k,j)=4/3; 
elseif((mod(k,2)==0)  &&  (mod(j,2)==0)) 
w(k,j)=2/3; 
elseif((mod(k,2)==1)  &&  (mod(j,2)==1)  &&  (j<=k-4)) 
w(k,j)=4/3; 56 
elseif((mod(k,2)==1)  &&  (mod(j,2)==0)  &&  (j<=k-4)) 
w(k,j)=2/3; 
elseif((mod(k,2)==1)  &&  (j==k-3)) 
w(k,j)=17/24; 
elseif((mod(k,2)==1)  &&  (j==k-2)) 
w(k,j)=9/8; 
elseif((mod(k,2)==1)  &&  (j==k-1)) 
w(k,j)=9/8; 
el  se 
w(k,j)=O; 
end 
end 
end 
g=zeros(1,length(t)); 
g(1)=-2*Psi(t(1),x0,t0); 
for k=2:N 
s=O; 
for  j=1: (k-1) 
s=s+  w(k,j)*g(j)*Psitau(tO+k*p,tO+j*p); 
end g(k)=-2*Psi(tO+k*p,xO,t0)+2*p*s; 
end 
toc 
Calcul de la borne maximale. 
M=O; 
for  j=i:N 
for k=(j+i):N 
temp=abs(Psitau(tO+k*p,tO+j*p)); 
if  (temp>M) 
M=temp; 
end 
end 
end 
tau1=0; 
tau2=0; 
sup=O; 
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k=5000;  %%  à  faire varier 
for  i=1:100000 
tau1=k*p*rand(1); 
tau2=tau1+rand(1)*2*p/3; 
if (tau2<(k*p)) 
y=abs(g(ceil(tau1/p))*Psitau(k*p,tau1)-g(ceil(tau2/p))*Psitau(k*p,tau2)); 
if  (y>sup) 
sup=y; 
end 
end 
i=i+1; 
end 
%%  Borne  maximale A.2  Méthode de Durbin 
Création de la fonction pour la borne à atteindre. 
function  [  a  ]  a(t) 
r=0.02; 
obj=11; 
a=obj*(1+r)-t-10; 
end 
Définition des fonctions f(bi c)  et j (t) 
function  [  fs  ]  = fs(b,c) 
fs=(2*pi*b*(1-b/c))-(-1/2)*exp(-.5*(a(b)-a(c)*b/c)-2/(b*(1-b/c))); 
end 
function  [  f  ]  f(t) 
n=length(t); 
f=fs(t(1),t(n))*g; 
if n>=3 
for  i=2: (n-1) 
f=f*fs(t(i),t(i-1)); 
end 
end 
if n==1 
f=(2*pi*t)-(-1/2)*exp(-(.5*(a(t))-2)/t); 
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end 
end 
Définition de qj ( t). 
function  [int]  qi(t,n) 
h=O. 000001; 
ap=(a(t+h)-a(t-h))/(2*h); 
int=(a(t)/t-ap)*f(t); 
end 
function  [int]  q2(t,n) 
h=0.000001; 
apO=(a(t+h)-a(t-h))/(2*h); 
for  i=i:n 
s(1)=t*rand; 
ap(1)=(a(s(1)+h)-max(a(s(1)-h),0))/(2*h); 
q=(a(s(1))/s(1)-ap(1)); 
p=((a(t)-a(s(1)))/(t-s(1))-ap0); 
tot (i)=q*p*f([s,t]); 
%*t-2/2 
end 
int=sum(tot)*t/n; 
end 
fun  ct  ion  [int]  qj(t,j,n) h=.000001; 
ap0=(a(t+h)-a(t-h))/(2*h); 
s=zeros(1,j-1); 
ap=zeros(i ,j-1); 
w=zeros(1,n); 
for  i=1:n 
s(1)=t*rand; 
if  (j>=3) 
for  k=2: (j-1) 
s(k)=s(k-1)*rand; 
end 
end 
h=min(s(j-1), .00001); 
ap(1)=(a(s(1)+h)-a(s(1)-h))/(2*h); 
for  k=2: (j-1) 
ap(k)=(a(s(k)+h)-a(s(k)-h))/(2*h); 
end 
q(i)=(a(s(j-1))/s(j-1)-ap(j-1)); 
p=((a(t)-a(s(1)))/(t-s(1))-ap0); 
for  1=2: (j-1) 
p=p*((a(s(l-1))-a(s(l)))/(s(l-1)-s(l))-ap(l-1)); 
end 
tot(i)=q(i)*p*f([s,t]); 
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end 
int(1)=sum(tot)*t-(j-1)/(factorial(j-1)*n); 
end 
Définition de Pk(t) . 
function  [p]  =  pk(t,k,n) 
if k==1 
p=q1(t ,n); 
elseif k==2 
p=q1(t,n)-q2(t,n); 
el  se 
end 
end 
p=q1(t,n)-q2(t,n); 
for  i=3:k 
p=p+  ((-1)-(i-i))*qj(t,i,n); 
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