Abstract. We study the numerical index of absolute sums of Banach spaces, giving general conditions which imply that the numerical index of the sum is less or equal than the infimum of the numerical indices of the summands and we provide some examples where the equality holds covering the already known case of c 0 -, ℓ 1 -and ℓ∞-sums and giving as a new result the case of E-sums where E has the RNP and n(E) = 1 (in particular for finite-dimensional E with n(E) = 1). We also show that the numerical index of a Banach space Z which contains a dense increasing union of one-complemented subspaces is greater or equal than the limit superior of the numerical indices of those subspaces. Using these results, we give a detailed short proof of the already known fact that the numerical indices of all infinite-dimensional Lp(µ)-spaces coincide.
Introduction
Given a Banach space X, we write B X , S X and X * to denote its closed unit ball, its unit sphere and its topological dual and define Π(X) := (x, x * ) ∈ S X × S X * : x * (x) = 1 , and denote the Banach algebra of all (bounded linear) operators on X by L(X). For an operator T ∈ L(X), its numerical radius is defined as v(T ) := sup{|x * (T x)| : (x, x * ) ∈ Π(X)}, which is a seminorm on L(X) smaller than the operator norm. The numerical index of X is the constant given by n(X) := inf{v(T ) : T ∈ L(X), T = 1} = max{k 0 : k T v(T ) ∀T ∈ L(X)}.
The numerical radius of bounded linear operators on Banach spaces was introduced, independently, by F. Bauer and G. Lumer in the 1960's extending the Hilbert space case from the 1910's. The definition of numerical index appeared for the first time in the 1970 paper [6] , where the authors attributed the authorship of the concept to G. Lumer. Classical references here are the monographs by F. Bonsall and J. Duncan [2, 3] from the 1970's. The reader will find the state-of-the-art on numerical indices in the survey paper [11] and references therein. We refer to all these references for background. Only newer results which are not covered there will be explicitly referenced in this introduction.
Let us present here the context necessary for the paper. First, real and complex Banach spaces do not behave in the same way with respect to numerical indices. In the real case, all values in [0, 1] are possible for the numerical index. In the complex case, 1/ e n(X) 1 and all of these values are possible. There are some classical Banach spaces for which the numerical index has been calculated. For instance, the numerical index of L 1 (µ) is 1, and this property is shared by any of its isometric preduals. In particular, n C(K) = 1 for every compact K. Also, n(Y ) = 1 for every finite-codimensional subspace Y of C [0, 1] . If H is a Hilbert space of dimension greater than one then n(H) = 0 in the real case and n(H) = 1/2 in the complex case. The exact value of the numerical indices of L p (µ) spaces is still unknown when 1 < p < ∞ and p = 2, but it is is known [7, 8] that all infinite-dimensional L p (µ) spaces have the same numerical index, which coincides with the infimum of the numerical indices of finite-dimensional L p (µ) spaces, and the result has been extended to vectorvalued L p spaces [9] . It has been shown very recently [18] that every real L p (µ) space has positive numerical index for p = 2. Some known results about absolute sums of Banach spaces and about vector-valued function spaces are the following. The numerical index of the c 0 -, ℓ 1 -or ℓ ∞ -sum of a family of Banach spaces coincides with the infimum of the numerical indices of the elements of the family, while the numerical index of the ℓ p -sum is only smaller or equal than the infimum. For a Banach space X, it is known that, among others, the following spaces have the same numerical index as X: C(K, X), L 1 (µ, X), L ∞ (µ, X).
Our main goal in this paper is to study the numerical index of absolute sums of Banach spaces. Given a nonempty set Λ and a linear subspace E of R Λ with absolute norm (see Section 2 for the exact definition), we may define the E-sum of a family of Banach spaces indexed in Λ. We give very general conditions on the space E to assure that the numerical index of an E-sum of a family of Banach spaces is smaller or equal than the infimum of the numerical indices of the elements of the family. It covers the already known case of ℓ p -sums (1 p ∞) and also the case when E is a Banach space with a one-unconditional basis. On the other hand, we give a condition on E to get that the numerical index of an E-sum of a family of Banach spaces is equal to the infimum of the numerical indices of the elements of the family. As a consequence, we obtain the already known result for c 0 -, ℓ 1 -and ℓ ∞ -sums with a unified approach and also the case of E-sums when E has the Radon-Nikodým property (RNP in short) and n(E) = 1. In particular, the numerical index of a finite E-sum of Banach spaces is equal to the minimum of the numerical indices of the summands when n(E) = 1.
Besides of the above results, we discuss in Section 3 when the numerical index of a Banach space is smaller than the numerical index of its one-complemented subspaces, and we give examples showing that this is not always the case for unconditional subspaces. We show in Section 4 sufficient conditions on a Köthe space E to ensure that n E(X) n(X) for every Banach space X. These conditions cover the already known cases of E = L p (µ) (1 p ∞) with a unified approach but they also give the case of an order-continuous Köthe space E. In Section 5 it is shown that the numerical index of a Banach space which contains a dense increasing union of one-complemented subspaces is greater or equal than the limit superior of the numerical indices of those subspaces. As a consequence, if a Banach space has a monotone basis, its numerical index is greater or equal than the limit superior of the numerical indices of the ranges of the projections associated to the basis.
Finally, in Section 6 we deduce from the results of the previous sections the already known result [7, 8, 9] that for every positive measure µ such that L p (µ) is infinite-dimensional and every Banach space X, n L p (µ, X) = n ℓ p (X) = inf m∈N n ℓ m p (X) . In our opinion, the abstract vision we are developing in this paper allows to understand better the properties of L p -spaces underlying the proofs: ℓ p -sums are absolute sums, L p -norms are associative, every measure space can be decomposed into parts of finite measure, every finite measure algebra is isomorphic to the union of homogeneous measure algebras (Maharam's theorem) and, finally, the density of simple functions via the conditional expectation projections.
We recall that given a measure space (Ω, Σ, µ) and a Banach space X, L p (µ, X) denotes the Banach space of (equivalent classes of) Bochner-measurable functions from Ω into X. Let us observe that we may suppose that the measure µ is complete since every positive measure and its completion provide the same vector-valued L p -spaces. When Ω has m elements and µ is the counting measure, we write ℓ m p (X). When Ω is an infinite countable set and µ is the counting measure, we write ℓ p (X). We will write X ⊕ p Y to denote the ℓ p -sum of two Banach spaces X and Y .
We finish the introduction with the following result from [2] which allows to calculate numerical radii of operators using a dense subset of the unit sphere and one supporting functional for each of the points of this dense subset, and which we will use along the paper. Lemma 1.1 ([2, Theorem 9.3]). Let X be a Banach space, let Γ be subset of Π(X) such that the projection on the first coordinate is dense in S X . Then
for every T ∈ L(X).
Absolute sums of Banach spaces
Let Λ be a nonempty set and let E be a linear subspace of R Λ . An absolute norm on E is a complete norm · E satisfying
(b) For every λ ∈ Λ, χ {λ} ∈ E with χ {λ} E = 1, where χ {λ} is the characteristic function of the singlet {λ}.
The following results can be deduced from the definition above:
Observe that E is a Banach lattice in the pointwise order (actually, E can be viewed as a Köthe space on the measure space (Λ, P(Λ), ν) where ν is the counting measure on Λ, which is non-necessarily σ-finite, see Section 4). The Köthe dual E ′ of E is the linear subspace of R Λ defined by
The norm · E ′ on E ′ is an absolute norm. Every element (b λ ) ∈ E ′ defines naturally a continuous linear functional on E by the formula
so we have E ′ ⊆ E * and this inclusion is isometric. We say that E is order continuous if 0 x α ↓ 0 and x α ∈ E imply that lim x α = 0 (since E is order complete, this is known to be equivalent to the fact that E does not contain an isomorphic copy of ℓ ∞ , see [16] ). If E is order continuous, the set of those functions with finite support is dense in E and the inclusion E ′ ⊆ E * is surjective (this is shown for Köthe spaces defined on a σ-finite space by using the Radon-Nikodým theorem; in the case we are studying here, the measure spaces are not necessarily σ-finite, but since they are discrete the proof of the fact that E ′ = E * is straightforward).
Given an arbitrary family {X λ : λ ∈ Λ} of Banach spaces, the E-sum of the family is the space
endowed with the complete norm (x λ ) = ( x λ ) E . We will use the name absolute sum when the space E is clear from the context. Write X = λ∈Λ X λ E . For every κ ∈ Λ, we consider the natural inclusion I κ : X κ −→ X given by I κ (x) = x χ {κ} for every x ∈ X κ , which is an isometric embedding, and the natural projection P κ : X −→ X κ given by P κ (x λ ) = x κ for every (x λ ) ∈ X, which is contractive. Clearly, P κ I κ = Id Xκ . We write
and observe that every element in (x * λ ) ∈ X ′ defines naturally a continuous linear functional on X by the formula
so we have X ′ ⊆ X * and this inclusion is isometric.
Examples of absolute sums are c 0 -sums, ℓ p -sums for 1 p ∞, i.e. given a nonempty set Λ, we are considering E = c 0 (Λ) or E = ℓ p (Λ). More examples are the absolute sums produced using a Banach space E with a one-unconditional basis, finite (i.e. E is R m endowed with an absolute norm) or infinite (i.e. E is a Banach space with an one-unconditional basis viewed as a linear subspace of R N via the basis).
Our first main result gives an inequality between the numerical index of an E-sum of Banach spaces and the infimum of the numerical index of the summands, provided that E ′ contains sufficiently many norm-attaining functionals.
Theorem 2.1. Let Λ be a non-empty set and let E be a linear subspace of R Λ endowed with an absolute norm. Suppose there is a dense subset A ⊆ S E such that for every (a λ ) ∈ A, there exists
Then, given an arbitrary family {X λ : λ ∈ Λ} of Banach spaces,
We claim that v(T ) v(S). Indeed, we consider the set A ⊆ S X given by A = (a λ x λ ) : a λ ∈ R + 0 , x λ ∈ S X λ ∀λ ∈ Λ, (a λ ) ∈ A and for every a = (a λ x λ ) ∈ A, we write
The set A is dense in S X and [Υ(a)](a) = 1 for every a ∈ A. It then follows from Lemma 1.1 that
For every a ∈ A, we have
where the last inequality follows from the fact that (x κ , x * κ ) ∈ Π(X κ ). Taking supremum with a ∈ A, we get v(T ) v(S) as desired. Now, we observe that v(S) v(T ) n(X) T n(X) S , and the arbitrariness of S ∈ L(X κ ) gives us that n(X κ ) n(X).
Let us list here the main consequences of the above result.
Let E be a linear subspace of R Λ with an absolute norm. If E is order continuous, the hypotheses of Theorem 2.1 are trivially satisfied (since E * = E ′ ). Again in this case, E ′ is a linear subspace of R Λ with an absolute norm and the hypotheses of Theorem 2.1 are satisfied for E ′ thanks to the Bishop-Phelps theorem (the set of those norm-one elements in E ′ = E * attaining the norm on E ⊂ E ′′ is dense in the unit sphere of E ′ ). Therefore, the following result follows.
Corollary 2.2. Let Λ be a nonempty set and let E be a linear subspace of R Λ with an absolute norm which is order continuous. Then, given an arbitrary family {X λ : λ ∈ Λ} of Banach spaces,
and n
The spaces E = c 0 (Λ) and E = ℓ p (Λ) for 1 p < ∞ are order continuous. For E = ℓ 1 (Λ) we have
. Therefore, the following corollary follows from the above result. It appeared in [19, Proposition 1 and Remark 2.a].
Corollary 2.3. Let Λ be a non-empty set and let {X λ : λ ∈ Λ} be a family of Banach spaces. Let X denote the c 0 -sum or ℓ p -sum of the family (1 p ∞). Then
A particular case of the above corollary is the absolute sums associated to a Banach space with oneunconditional basis (finite or infinite). Related to infinite bases, let us comment that order continuous linear subspaces of R N with absolute norm have one-unconditional basis and, reciprocally, if a Banach space has a one-unconditional basis it can be viewed (via the basis) as an order continuous linear subspace of R N with absolute norm.
Corollary 2.4.
(a) Let E be R m endowed with an absolute norm and let X 1 , . . . , X m be Banach spaces. Then
(b) Let E be a Banach space with a one-unconditional (infinite) basis and let {X j : j ∈ N} be a sequence of Banach spaces. Then
Our goal in the rest of the section is to present some cases in which we may get the reversed inequality to the one given in Theorem 2.1. When both theorems are applied, we get an exact formula for the numerical index of some absolute sums. The more general result we are able to prove is the following.
Theorem 2.5. Let Λ be a non-empty set and let E be a subspace or R Λ endowed with an absolute norm. Suppose that there are a subset A ⊆ S E with conv(A) = B E and a subset B ⊆ S E ′ norming for E such that for every (a λ ) ∈ A and every (b λ ) ∈ B, there is κ ∈ Λ such that
Then, it is clear that conv(A) = B X and that B is norming for X.
Fix T ∈ L(X) and ε > 0, and write T = (T λ ) where
By hypothesis, there is κ ∈ Λ such that
and using the Bishop-Phelps theorem, we may and do suppose that x * κ ∈ S X * κ attains its norm on an element x κ ∈ S Xκ . We also take y *
, which is well-defined since the norm of E is absolute, satisfies Φ(z) z for every z ∈ X κ and that Φ(z) is linear in z. Also, it is clear that Φ(x κ ) = x.
We consider the operator S ∈ L(X κ ) given by
and observe that
which is well-defined since E ′ has absolute norm, and satisfies Ψ(ζ * ) X * 1. We observe that, by (1),
and that
It then follows from (2) that
Letting ε ↓ 0 and considering all T ∈ L(X), we get n(X) inf{n(X λ ) : λ ∈ Λ}.
Let us list the main consequences of the above theorem. The first one gives a formula for the numerical index of ℓ 1 -sums and ℓ ∞ -sums. This result appeared in [19, Proposition 1] . Corollary 2.6. Let Λ be a nonempty set and let {X λ : λ ∈ Λ} be an arbitrary family of Banach spaces. Then
Proof. One inequality was proved in Corollary 2.3. To get the reversed inequality, we just show that Theorem 2.5 is applicable. For E = ℓ 1 (Λ), we consider
Then it is immediate that conv(A) = S E , that B is norming for E and that given a ∈ A and b ∈ B, there is κ ∈ Λ such that a λ b λ = 0 if λ = κ and |a κ b κ | = 1.
For E = ℓ ∞ (Λ), we interchange the roles of the sets above and consider
Now, B is trivially norming for ℓ ∞ (Λ) and conv(A) = B E (indeed, the set of those norm-one functions which have finitely many values is dense in S E by Lebesgue theorem and the fact that a function taking finitely many values belongs to conv(A) is easily proved by induction on the number of values). Finally, it is immediate that given a ∈ A and b ∈ B, there is κ ∈ Λ such that
Remark 2.7. For c 0 -sums the result above is also true but it is not possible to prove it using Theorem 2.5 (it is not possible to find sets A ⊂ S E and B ⊂ S E ′ like there in E = c 0 (Λ) unless it is finite-dimensional). We have to wait until Section 5 to provide a proof.
Next result allows to calculate the numerical index of E-sums of Banach spaces when E has the RNP and n(E) = 1. We will use very recent results of H.-J. Lee and the first and second named authors of this paper [14] .
Corollary 2.8. Let Λ be a non-empty set and let E be a subspace or R Λ endowed with an absolute norm. Suppose E has the RNP and n(E) = 1. Then, given an arbitrary family {X λ : λ ∈ Λ} of Banach spaces,
Proof. Since E has the RNP, it is order continuous (it does not contain ℓ ∞ ) and so E * = E ′ . Then inequality follows from Corollary 2.2. Let us prove the reversed inequality. Let A be the set of denting points of B E and let B be the set of extreme points of B E ′ . It follows from the RNP that conv(A) = B E and Krein-Milman theorem gives that B is norming. It is shown in [14] that, under these hypotheses, given a = (a λ ) ∈ A and b = (b λ ) ∈ B, there is κ ∈ Λ such that
This allows us to use Theorem 2.5 to get the desired inequality.
Remark 2.9. It follows from the proof of the above result that the hypothesis of RNP is not needed in its full generality. Actually, only two facts are needed: that n(E) = 1 and that conv(A) = B E where A is the set of denting points of B E .
Let us particularize here the above result for Banach spaces with one-unconditional basis (finite or infinite).
Corollary 2.10.
(a) Let E be R m endowed with an absolute norm such that n(E) = 1, and let X 1 , . . . , X m be Banach spaces. Then
(b) Let E be a Banach space with one-unconditional basis, having the RNP and such that n(E) = 1.
Then, given an arbitrary sequence {X j : j ∈ N} of Banach spaces,
Let us comment that the proof of Corollary 2.8 in the case of a finite-dimensional space can be done using results of S. Reisner [22] and so, in this case, the very recent reference [14] is not needed.
Numerical index and one-complemented subspaces
One may wonder if there is any general inequality between the numerical index of a Banach space and the numerical indices of its subspaces (or of some kind of subspaces). Since n(C(K)) = 1 and every Banach space contains (isometrically) a C(K)-space as subspace (maybe with dimension one) and it is contained (isometrically) in a C(K) space (Banach-Mazur theorem), it is not possible to get any general inequality. If we restrict ourselves to special kind of subspaces, we may show a positive result. Indeed, item (a) of Corollary 2.4 for m = 2 shows that the numerical index of a Banach space which is the absolute sum of two subspaces is less or equal than the numerical index of the subspaces. Let us comment that in this case the absolute sum can be written in a different form. Indeed, suppose we have a Banach space X and two subspaces Y and Z such that X = Y ⊕ Z and, for every y ∈ Y and z ∈ Z, the norm of y + z only depends on y and z . In such a case, it is known that there exists an absolute norm | · | on R 2 such that Let us comment that the above corollary already appeared in the PhD dissertation (2000) of the first named author and was published (in Spanish) in [17, Proposición 1] . Also, Corollary 2.3 follows from the above corollary since c 0 -sums and ℓ p -sums are associative (i.e. the whole sum is the c 0 -sum or ℓ p -sum of each summand and the sum of the rest of summands). This was the way in which this result was proved in [19] . As a matter of facts, let us comment that the unique associative absolute sums are c 0 -sums and ℓ p -sums [1] , and so Theorem 2.1 does not follow from the already known Corollary 3.1.
It is natural to ask whether it would be possible that the hypothesis of absoluteness in Corollary 3.1 can be weakened to general one-complemented subspaces, but we will show that it is not possible. Moreover, we will show that the numerical index of unconditional sums need not be smaller than the numerical indices of the summands, even for projections associated to a one-unconditional and one-symmetric norms in a three-dimensional space. We recall that a closed subspace Y of a Banach space X is said to be an unconditional summand of X if there exists another closed subspace Z such that X = Y ⊕ Z and y + z = y + θz for every y ∈ Y , z ∈ Z and |θ| = 1. It is also said that X is the unconditional sum of Y and Z. When both Y and Z are one-dimensional, an unconditional sum is actually an absolute sum, but this is not true for higher dimensions.
Example 3.2. Let X be the space R 3 endowed with the norm
Then, the usual basis is one-unconditional and one-symmetric for X, n(X) > 0 but n P 2 (X) = 0 (P 2 is the projection on the subspace of vectors supported on the first two coordinates).
Proof. It is clear that P 2 (X) is isometrically isomorphic to the two-dimensional Hilbert space, so n P 2 (X) = 0. Since X is finite-dimensional, to prove that n(X) > 0 it is enough to show that the unique operator T ∈ L(X) with v(T ) = 0 is T = 0. Let T be an operator with v(T ) = 0 represented by the matrix (a ij ). Consider the following norm-one elements in X and X * : 1, 0 ),
Observe that x * 7
1 and x * 7 (x 7 ) = 1.
we obtain the following restraints on a ij : Therefore, we have that T = 0.
We do not know whether the example given above can be adapted to the complex case. Nevertheless, we are able to show a complex example with one-unconditional (not symmetric) norm. Example 3.3. Let us consider the normed space X to be K 5 (K = R or K = C) endowed with the norm
Then, the usual basis is one-unconditional for X, n(X) = 1 and n P 4 (X) < 1.
Proof. For the real case, it was proved in [22, §3] that X is a so-called CL-space and that P 4 (X) is not. In the finite-dimensional case, this is equivalent to say that n(X) = 1 and n P 4 (X) < 1 (see [11, §3] , for instance). For the complex case, it was shown in [12, Proposition 4.3] that the (natural) complexification of a n-dimensional normed space with absolute norm (i.e. the usual basis of R n is oneunconditional) is a CL-space if and only if the real version is a CL-space. Therefore, X is a (complex) CL-space and P 4 (X) is not. As in the real case, this gives that n(X) = 1 and n P 4 (X) < 1.
Using the continuity of the numerical index with respect to the Banach-Mazur distance for equivalent norms [10] , it is possible to obtain examples as in 3.2 and 3.3 which are uniformly convex and uniformly smooth. (a) Real case: For p 1, we consider X p = (R 3 , · (p) ) where
Then, the usual basis is one-unconditional and one-symmetric for every X p and
where
By the continuity of the numerical index with respect to the Banach-Mazur distance for equivalent norms [10, Proposition 2], one has that
where X is the three-dimensional space constructed in Example 3.2 and H 2 is the twodimensional real Hilbert space. Therefore, for p big enough, the uniformly convex and uniformly smooth space X p satisfies
Let us comment that the spaces X p are actually Lorentz spaces. (b) Complex case: Using the same kind of tricks that the ones given above, it is possible to produce uniformly convex and uniformly smooth versions of Example 3.3. Therefore, there is a 5-dimensional complex uniformly convex and uniformly smooth normed space X with one-unconditional basis such that n(X) > n P 4 (X) .
Köthe-Bochner function spaces
Let (Ω, Σ, µ) be a complete σ-finite measure space. We denote by L 0 (µ) the space of all (equivalent classes modulo equality a.e. of) Σ-measurable locally integrable real-valued functions on Ω. A Köthe function space is a linear subspace E of L 0 (µ) endowed with a complete norm · E and satisfying the following conditions.
(i) If |f | |g| a.e. on Ω, g ∈ E and f ∈ L 0 , then f ∈ E and f E g E . (ii) For every A ∈ Σ with 0 < µ(A) < ∞, the characteristic function χ A belongs to E.
We refer the reader to the classical book by J. Lindenstrauss and L. Tzafriri [16] for more information and background on Köthe function spaces. Let us recall some useful facts about these spaces which we will use in the sequel. First, E is a Banach lattice in the pointwise order. The Köthe dual E ′ of E is the function space defined as
which is again a Köthe space on (Ω, Σ, µ). Every element g ∈ E ′ defines naturally a continuous linear functional on E by the formula
so we have E ′ ⊆ E * and this inclusion is isometric.
Let E be a Köthe space on a complete σ-finite measure space (Ω, Σ, µ) and let X be a real or complex Banach space. A function f : Ω −→ X is said to be simple if f = n i=1 x i χ Ai for some x 1 , . . . , x n ∈ X and some A 1 , . . . , A n ∈ Σ. The function f is said to be strongly measurable if there is a sequence of simple functions {f n } with lim f n (t) − f (t) X = 0 for almost all t ∈ Ω. We write E(X) for the space of those strongly measurable functions f : Ω −→ X such that the function
belongs to E, and we endow E(X) with the norm
Then E(X) is a real or complex (depending on X) Banach space and it is called a Köthe-Bochner function space. We refer the reader to the recent book by P.-K. Lin [15] for background. Let us introduce some notation and recall some useful facts which we will use in the sequel. For an element f ∈ E(X) we write |f | ∈ E for the function |f |(·) = f (·) X , we consider a measurable function f : Ω −→ S X such that f = |f | f a.e. and we observe that f E(X) = |f | E .
We write E ′ (X * , w * ) to denote the space of w * -scalarly measurable functions Φ : Ω −→ X * such that Φ(·) X * ∈ E ′ , which act on E(X) as integral functionals:
For an integral functional Φ ∈ E ′ (X * , w * ), we write |Φ| ∈ E ′ for the function |Φ|(·) = Φ(·) X * and we consider a w * -scalarly measurable function Φ : Ω −→ S X * such that Φ = |Φ| Φ.
Our first result gives an inequality between the numerical index of E(X) and n(X), provided that there are sufficiently many integral functionals.
Theorem 4.1. Let (Ω, Σ, µ) be a complete σ-finite measure space, let E be a Köthe space on (Ω, Σ, µ), and let X be a Banach space. Suppose that there is a dense subset A of S E(X) such that for every
Proof. We take an operator S ∈ L(X) with S = 1, and define T ∈ L(E(X)) by
We claim that T is well-defined and T = 1. Indeed, for f ∈ E(X), T (f ) is strongly measurable and
. This gives T 1. Conversely, we fix A ∈ Σ such that 0 < µ(A) < ∞ and for each x ∈ S X consider f = χ A −1 E x χ A ∈ S E(X) . Then, f = 1 and
By just taking supremum on x ∈ S X , we get T S = 1 as desired.
Next, we consider f ∈ A and observe that
It follows that Φ f (t), f (t) = 1 a.e. and
On the other hand,
Since A is dense in the unit sphere of E(X), it follows from Lemma 1.1 that the above inequality implies that v(T ) v(S). Therefore, n E(X) v(S). In view of the arbitrariness of S ∈ L(X) with S = 1, we get n E(X) n(X), as desired.
The main application of the above theorem concerns order continuous Köthe spaces. We say that a Köthe space E is order continuous if 0 x α ↓ 0 and x α ∈ E imply that lim x α = 0 (this is known to be equivalent to the fact that E does not contain an isomorphic copy of ℓ ∞ ). If E is order continuous, the inclusion E ′ ⊆ E * is surjective (so E * completely identifies with E ′ ) and the set of those simple functions belonging to E(X) is norm-dense in E(X).
Corollary 4.2. Let (Ω, Σ, µ) be a complete σ-finite measure space and let E be an order continuous Köthe space. Then, for every Banach space X, n E(X) n(X).
Proof. We consider A to denote the set of norm-one simple functions belonging to E(X). Consider f ∈ A, which is of the form
where m ∈ N, a j 0, x j ∈ S X , A 1 , . . . , A m ∈ Σ are pairwise disjoint, and |f | = a j χ Aj ∈ S E . Since E is order-continuous, E * = E ′ and so we may find a positive function ϕ ∈ E ′ with ϕ E ′ = 1 such that
Now, for j = 1, . . . , m, we choose x * j ∈ S X * such that x * j (x j ) = 1 and consider Φ f ∈ E ′ (X * , w * ) defined by
Then, we have |Φ| E ′ = ϕ E ′ = 1 and also
Since E is order continuous, A is dense in S E(X) and we may apply Theorem 4.1.
Alternatively, we can prove this corollary by using the deep result of the theory of Köthe-Bochner spaces that for an order continuous Köthe space E and a Banach space X, the whole E(X) * identifies isometrically with E ′ (X * , w * ) (see [15, Theorem 3.2.4] ) and, therefore, for every f ∈ S E(X) there is a norm-one element
Since L p (µ) spaces are order continuous Köthe spaces for 1 p < ∞, as an immediate consequence of Corollary 4.2 we obtain the following corollary. For p = 1 it appeared in [19] and for 1 < p < ∞ it appeared in [9] . Corollary 4.3. Let (Ω, Σ, µ) be a complete σ-finite measure space, 1 p < ∞, and let X be a Banach space. Then n L p (µ, X) n(X).
The Köthe space L ∞ (µ) is not order continuous in the infinite-dimensional case, so Corollary 4.2 does not cover this case. Anyway, we may apply directly Theorem 4.1 to get the corresponding result. The following statement was proved in [20, Theorem 2.3].
Corollary 4.4. Let (Ω, Σ, µ) be a complete σ-finite measure space and let X be a Banach space. Then n L ∞ (µ, X) n(X).
Proof. Since every element of L ∞ (µ, X) has essentially separable range, it is possible to show that the subset A = {x χ A + g χ Ω\A : x ∈ S X , g ∈ B L∞(µ,X) , A ∈ Σ with 0 < µ(A) < ∞} is dense in the unit sphere of L ∞ (µ, X). For every f ∈ A, write f = x χ A + gχ Ω\A , pick x * ∈ S X * such that x * (x) = 1 and observe that the function
, has norm one and Φ f , f = 1. Then, the hypotheses of Theorem 4.1 are satisfied and so n L ∞ (µ, X) n(X).
, it is actually known that n E(X) = n(X) for every Banach space X [19, 20] . It would be interesting to study for which Köthe spaces E the above equality also holds.
Banach spaces with a dense increasing family of one-complemented subspaces
Our goal in this section is to show that the numerical index of a Banach space which contains a dense increasing union of one-complemented subspaces is greater or equal than the limit superior of the numerical indices of those subspaces, and to provide some consequences of this fact. We need some notation. Recall that a directed set (or filtered set ) is a set I endowed with an partial order such that for every i, j ∈ I, there is k ∈ I such that i k and j k.
Theorem 5.1. Let Z be a Banach space, let I be a directed set, and let {Z i : i ∈ I} be an increasing family of one-complemented closed subspaces such that Z = i∈I Z i . Then,
Proof. Let us denote by P i : Z −→ Z i the norm-one projection from Z onto Z i and by J i : Z i −→ Z the natural inclusion. Then,
We fix ε > 0 and take an operator T ∈ L(Z) such that
For each i ∈ I, consider the operator
where the last inequality follows from the fact that P * i (y * ) 1, J i (y) 1 and
Claim. lim i∈I S i = 1. Indeed, on the one hand,
On the other hand, for δ > 0 fixed, we take x ∈ S Z such that T x > 1 − δ/4. Since the family {Z i : i ∈ I} is increasing and its union is dense, we may find i 0 ∈ I such that for i i 0 there are y, z ∈ Z i such that T x − J i (z) < δ/4 and x − J i (y) < δ/4. Then, we have that
and
Since y = J i (y) 1 + δ/4, it follows that
This gives lim i∈I S i = 1, as claimed.
To finish the proof, we just observe that for every i ∈ I, we have that
and, therefore,
The result follows by just taking ε ↓ 0.
The easiest particular case of the above result is to Banach spaces with a monotone basis (i.e. a basis whose basic constant is 1).
Corollary 5.2. Let Z be a Banach space with a monotone basis (e m ) and for each m ∈ N, let X m = span{e k : 1 k m}. Then
It is known, see Section 6, that if X = ℓ p then the inequality above is actually an equality, but we do not know whether the same is true in any other type of spaces. (a) Real case: Let X be the three-dimensional real space given in Example 3.2 such that n(X) > n P 2 (X) = 0, where P 2 (X) is the subspace of X spanned by the two first coordinates. Now, consider the space Z = ℓ 1 (X) and for each m ∈ N, we consider the subspace
Then, we have n(Z) = n(X) > 0 and n(Z m ) = n P 2 (X) = 0 by Corollary 2.6. Observe that each Z m is one-complemented in Z, the sequence {Z m } is increasing and Z = m∈N Z m . But n(Z) > lim sup m→∞ n(Z m ). Let us comment that the space Z has a monotone basis and that the subspaces Z m are actually the range of some of the projections associated to the basis. (b) Complex case: If we use the five-dimensional complex space X of Example 3.3, we can repeat the proof above to get the same kind of example in the complex case.
Let us present here applications of Theorem 5.1. The first one allows to calculate the numerical index of L 1 (µ, X). This result appeared in [19, Theorem 8] .
Corollary 5.5. Let (Ω, Σ, µ) be a complete positive measure space and let X be a Banach space. Then n L 1 (µ, X) = n(X).
Proof. Set Z = L 1 (µ, X). We write I for the family of all finite collections of pairwise disjoint elements of Σ with finite measure, ordered by π 1 π 2 if and only if each element in π 1 is a union of elements in π 2 . Then I is a directed set. For π ∈ I, we write Z π for the subspace of Z consisting of all simple functions supported in the elements of π. Now, for every π ∈ I, the subspace Z π is isometrically isomorphic to ℓ m 1 (X) (m is the number of elements in π, see [5, Lemma II.2.1] for instance), it is onecomplemented by the conditional expectation associated to the partition π and, finally, the density of simple functions on L 1 (µ, X) gives that Z = π∈I Z π . Then, Theorem 5.1 applies and it follows that
where the last equality above follows from Corollary 2.6. To get the reversed inequality, we start by using that there is a family of finite measure spaces {ν j : j ∈ J} such that
(for X = K there is a proof of this fact in [4, p. 501] which obviously extends to any arbitrary space X). Then pick any j ∈ J and use Corollary 2.3 to get that n L 1 (µ, X) n L 1 (ν j , X) . Since ν j is finite, we may now apply Corollary 4.3 to get n L 1 (ν j , X) n(X).
In Section 6 we will use arguments similar to the ones in the above proof (and some more) to get a result on n L p (µ, X) for 1 < p < ∞.
Next application of Theorem 5.1 is to absolute sums of Banach spaces. As a particular case, we will calculate the numerical index of a c 0 -sum of Banach spaces. We need some notation. Given a nonempty set Λ, let I Λ denote the collection of all finite subsets of Λ ordered by inclusion. Given a linear subspace E of R Λ for every A ∈ I Λ we consider E A to be the subspace of E consisting of those elements of E supported in A and observe that E A is a linear subspace of R A with an absolute norm (the restriction of the one in E).
Corollary 5.6. Let Λ be a nonempty set and let E be a linear subspace of R Λ with an absolute norm. Suppose that there is a subset I of I Λ , which is still directed by the inclusion, satisfying that A∈I E A is dense in E and that n(E A ) = 1 for every A ∈ I. Then, given an arbitrary family {X λ : λ ∈ Λ} of Banach spaces,
Proof. We write Z = λ∈Λ X λ E and for each A = {λ 1 , . . . , λ m } ∈ I we write Z A for the Esum of the family {Y λ } where Y λ = X λ for λ ∈ {λ 1 , . . . , λ m } and Y λ = {0} otherwise (we will use the agreement that n({0}) = 1). We observe that each Z A is one-complemented in Z and that Z = A∈I Z A . Therefore, Theorem 5.1 applies and provides that
Now, we take A = {λ 1 , . . . , λ m } ∈ I, observe that E A is isometrically isomorphic to R m endowed with an absolute norm which we denote by E A , and also observe that Z A is isometrically isomorphic to the E A -sum of X λ1 , . . . , X λm . As n( E A ) = n(E A ) = 1 by hypothesis, we may use Corollary 2.10.a to get that
To get the reversed inequality, we will use Theorem 2.1. For this, we write A = A∈I S EA which is dense in S E since A∈I E A is dense in E. For every A = {λ 1 , . . . , λ m } ∈ I and every a = (a λ ) ∈ S EA , we use that E A ≡ E A to write a = (a λ1 , . . . , a λm ) ∈ S EA and consider b = (β 1 , . . . , β m ) ∈ S EA * such that m j=1 β j a λj = 1. Now, we define (b λ ) ∈ E ′ by the formula
This shows that we may use Theorem 2.1 to get
The hypotheses of the above corollary are clearly satisfied by E = c 0 (Λ) and E = ℓ 1 (Λ). For the second space, the thesis already appeared in our Corollary 2.6. We state the result for E = c 0 (Λ). It already appeared in [19, Proposition 1].
Corollary 5.7. Let Λ be a nonempty set and let {X λ : λ ∈ Λ} be an arbitrary family of Banach spaces. Then
Another particular case of Corollary 5.6 appears when we deal with Banach spaces with oneunconditional basis.
Corollary 5.8. let E be a Banach space with a one-unconditional basis, let (j m ) be an increasing sequence of positive integers and let E m be the subspace of E spanned by the j m first coordinates. Suppose n(E m ) = 1 for every m ∈ N. Then, for every sequence {X j : j ∈ N} of Banach spaces,
6. The numerical index of L p -spaces Our goal in this section is to deduce from the results of the previous sections that all infinitedimensional L p (µ) spaces have the same numerical index, independent of the measure µ. Actually, we will give the result for vector-valued spaces. Let us say that all the results in this section are already known: they were proved using particular arguments of the L p spaces in the papers [7, 8, 9] (some of them with additional unnecessary hypotheses on the measure µ). In our opinion, the abstract vision we are developing in this paper allows to understand better the properties of L p -spaces underlying the proofs: ℓ p -sums are absolute sums, L p -norms are associative, every measure space can be decomposed into parts of finite measure, every finite measure algebra is isomorphic to the union of homogeneous measure algebras (Maharam's theorem) and, finally, the density of simple functions via the conditional expectation projections.
Proposition 6.1. [7, 8, 9 ] Let 1 < p < ∞ and let X be any Banach space. 
(Observe that not only Z m is one-complemented in Z but, actually, the natural projection is absolute. In this case, some of the arguments in the proof of Theorem 5.1 are simpler.)
To proof item (b) in Proposition 6.1 we need the following lemma which is well known to experts, but since we have not found any concrete reference in the literature, we include a sketch of its proof for the sake of completeness. We only need the (trivial) decomposition of every measure space into disjoint finite measure spaces and Maharam's result on the decomposition of finite measure algebras into disjoint homogeneous parts. Lemma 6.2. Let (Ω, Σ, µ) be a measure space and 1 < p < ∞ such that the space L p (µ) is infinitedimensional, and let X be any non-null Banach space. Then, there is a σ-finite measure τ and a Banach space Z such that L p (τ, X) = 0,
Proof. It is known that for every measure space (Ω, Σ, µ), there is a family of finite measure spaces {ν j : j ∈ J} such that
Indeed, it is enough to consider a maximal family {A j : j ∈ J} of pairwise disjoint sets of positive finite measure and ν j is just the restriction of µ to A j (for p = 1 and X = K there is a proof of this fact in [4, p. 501 ] which obviously extends to 1 < p < ∞ and arbitrary space X). If for every j ∈ J, L p (ν j ) is finite-dimensional, then L p (µ, X) ≡ ℓ p (Γ, X) for some infinite set Γ, and the result clearly follows by just taking an infinite and countable subset Γ ′ of Γ, L p (τ, X) ≡ ℓ p (Γ ′ , X) and Z = ℓ p (Γ \ Γ ′ , X). Otherwise, pick ν = ν j0 to be one of the finite measures ν j such that L p (ν) is infinite-dimensional and observe that L p (µ, X) ≡ L p (ν, X) ⊕ p Z 1 for some subspace Z 1 of L p (µ, X). Now, ν is a finite positive measure such that L p (ν) is infinite-dimensional and we may use Maharam's theorem [13, Theorems 7 and 8] on measure algebras to deduce (as is done in [13, Chapter 5] for the scalar case) that
ωα , X ℓp for some sets Γ and I (I is a set of ordinals). Since L p (ν, X) is infinite-dimensional and ν is finite, Γ is countably infinite or I is nonempty. If Γ is infinite, just consider a measure τ such that L p (τ, X) ≡ ℓ p (Γ, X) and
and the result clearly follows. Otherwise, I = ∅ and we may take α 0 ∈ I and consider a measure τ such that L p (τ, X) ≡ L p [0, 1] ωα 0 , X and
Then, L p (µ, X) ≡ L p (τ, X) ⊕ p Z and
by the homogeneity of the measure τ (see [13, pp. 122 and 128]). Finally, it is straightforward to check that ℓ p L p (τ, X) ≡ L p (τ, ℓ p (X)) by just using the associativity of the ℓ p -norm.
Proof of Proposition 6.1.b. We use Lemma 6.2 to write L p (µ, X) ≡ L p (τ, X) ⊕ p Z where the measure τ is σ-finite and satisfies that L p (τ, X) ≡ L p (τ, ℓ p (X)). First, we deduce from Corollary 2.3 that n L p (µ, X) n L p (τ, X) . On the other hand, Corollary 4.3 gives us that n L p (τ, ℓ p (X)) n ℓ p (X) . Summarizing, we get n L p (µ, X) n L p (τ, X) = n L p (τ, ℓ p (X)) n ℓ p (X) .
To get the reversed inequality, we argue in the same way that we did in the proof of Corollary 5.5. Let I be the family of all finite collections of pairwise disjoint elements of Σ with finite measure, ordered by π 1 π 2 if and only if each element in π 1 is a union of elements in π 2 . Then I is a directed set. For π ∈ I, we write Z π for the subspace of Z = L p (µ, X) consisting of all simple functions supported in the elements of π. Now, for every π ∈ I, the subspace Z π is isometrically isomorphic to ℓ 
