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Abstract
Linear regressionmodelswith vague concepts extend the classical single equation linear regressionmodels
by admitting observations in form of fuzzy subsets instead of real numbers. They have lately been introduced
(cf. [V. Krätschmer, Induktive Statistik auf Basis unscharfer Meßkonzepte am Beispiel linearer Regression-
smodelle, unpublished postdoctoral thesis, Faculty of Law and Economics of the University of Saarland,
Saarbrücken, 2001; V. Krätschmer, Least squares estimation in linear regression models with vague con-
cepts, Fuzzy Sets and Systems, accepted for publication]) to improve the empirical meaningfulness of the
relationships between the involved items by a more sensitive attention to the problems of data measurement,
in particular, the fundamental problem of adequacy. The parameters of such models are still real numbers,
and a method of estimation can be applied which extends directly the ordinary least squares method. In
another recent contribution (cf. [V. Krätschmer, Strong consistency of least squares estimation in linear
regression models with vague concepts, J. Multivar. Anal., accepted for publication]) strong consistency and√
n-consistency of this generalized least squares estimation have been shown. The aim of the paper is to
complete these results by an investigation of the limit distributions of the estimators. It turns out that the
classical results can be transferred, in some cases even asymptotic normality holds.
© 2006 Elsevier Inc. All rights reserved.
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0. Introduction
The so-called linear regression models with vague concepts (cf. [10,14]) extend the classical
single equation linear regression models. Instead of real numbers the more general setting of the
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fuzzy subsets of R is admitted for the data representation of the involved variables, whereas their
functional relationships remain unchanged, still depending on real-valued parameters. The more
comprehensive approach allows to improve the conceptual quality of the underlying data linked
with the so-called problem of adequacy (cf. [18]).
For the estimation of the vectors of parameters of linear regression models with vague concepts
amethod has been introduced called least squares estimation since it extends directly themethod of
ordinary least squares estimation (cf. [10,14]). Recently, strong consistency and √n-consistency
of this generalized least squares estimation have been proved (cf. [16]). This paper deals with
the limit distributions of the least squares estimators. It is organized as follows. We shall start
by providing the reader with some elements of a probability theory in sample spaces of fuzzy
sets. In particular, several mathematical structures are gathered: topology, metric, -algebra and a
semilinear structure. Afterwards we shall introduce in Section 2 the linear regression models with
vague concepts, and we shall establish the statistical setting for the parameter estimation. Then
we shall present the method to estimate the parameter vectors of the linear regression models
with vague concepts which immediately extends the ordinary least squares method, suggesting to
take over the name. Section 3 is devoted to the statement of our main results. They will be proved
sequentially in Sections 4 and 5.
1. Notations and preliminaries
Throughout this paper the Euclidean norm ‖ · ‖ on Rk is ﬁxed, {e1, . . . , ek} stands for the
standard basis of Rk , and 0 for the zero vector.
The transpose of a vector x or a matrix M will be indicated by x′ and M ′, respectively.
Furthermore, the unit interval [0, 1] will be regarded as a topological subspace of R, endowed
with the induced -algebra B([0, 1]) of Borel subsets. In the following we shall use the notation
L2([0, 1]×S0) for the L2-space over ([0, 1]×S0,B([0, 1])⊗P(S0), 1 ⊗S0), where 1 ⊗S0
indicates the product measure of 1, the Lebesgue–Borel measure on [0, 1], and S0 the uniform
distribution on the euclidean unit sphere S0 := {−1, 1}. The members of L2([0, 1] × S0) are
the equivalence classes 〈f 〉 of real-valued functions f which are 1 ⊗ S0 -integrable of order 2.
L2([0, 1] × S0) is a vector space over R, which is usually equipped with the euclidean scalar
product
(· | ·)2 deﬁned by(〈f 〉 | 〈g〉)2 := ∫ fg d1 ⊗ S0 .
The induced norm ‖ · ‖2 is the well-known L2-norm, and (L2([0, 1]× S0),
(· | ·)2) is a separable
Hilbert space.
As usual in functional analysisL2([0, 1]×S0)n will be endowed with the vector space structure
of the respective direct sum and the scalar product
(· | ·)
n,2 deﬁned by(
(〈f1〉, . . . , 〈fn〉) | (〈g1〉, . . . , 〈gn〉)
)
n,2 :=
n∑
t=1
(〈ft 〉 | 〈gt 〉)2.
The induced norm will be denoted by ‖ · ‖n,2. (L2([0, 1] × S0)n,
(· | ·)
n,2) is also a separable
Hilbert space (cf. [4, p. 257]). L2([0, 1] × S0)n will be associated with the natural projections
Pnt (t ∈ {1, . . . , n}) fromL2([0, 1]×S0)n ontoL2([0, 1]×S0), deﬁned byPnt (〈f1〉, . . . , 〈fn〉) :=
〈ft 〉.
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As an important tool we shall draw on the fuzzy set theory introduced by Zadeh (cf. [24];
for basic concepts see also [3]). By deﬁnition a fuzzy subset A˜ of Rk is the graph of a mapping
A˜ ∈ [0, 1]R
k
called the membership function. Every subset A of Rk may be viewed as a fuzzy
subset ofRk , identifying A with the graph of its indicator mapping 1A. In particular, going over to
one-point sets, vectors are fuzzy subsets too. Each fuzzy subset A˜ of Rk is uniquely determined
by its -cuts [A˜] := −1
A˜
([, 1]) ( ∈]0, 1]) via
A˜(x)= sup{ ∈]0, 1] | x ∈ [A˜]}
= sup{ ∈]0, 1] ∩Q | x ∈ [A˜]} for every x ∈ Rk (sup∅ := 0).
One of the most neglected issues in econometric modelling is that besides randomness we have to
use suitable concepts of measurement for the economic terms involved in the respective models.
It refers to the principle question how to measure items adequately, suggesting to speak of the
problem of adequacy (cf. [18]). Taking for example the item labour forcewe have to ﬁnd indicators
and boundaries which represent in an appropriate way the economic term of labour force. The
widely used so-called labour force concept, e.g. applied by Eurostat (the statistical ofﬁce of the
European Commission), deﬁnes those persons to be employed who work for pay at least one hour
a week. Here, as an example two typical shortcomings can be seen when transforming theoretical
concepts into statistical items: The boundary of one working hour per week is arbitrary. Moreover,
it is very strict and reduces very heterogeneous kinds of employment to a common denominator.
These difﬁculties ofmeasurement are inherited from the quantitative vagueness ofmany economic
terms, preceding any sample survey. In particular, it seems not reasonable to interpret problems of
conceptual conventions as results of random experiments. Then, the classical errors in variables
models are not suitable to take the problem of adequacy into account because they are based on
accepted predetermined statistical items, assuming that the data are not exact measurements due to
randomness. In order to be more realistic regression models should integrate the vague character
of economic terms, which seems to make an extension of the framework of regression models
necessary. Fuzzy sets may be a useful additional tool to make a contribution. Representing the
observations of the variables by fuzzy subsets of R instead of real numbers, the opportunities to
measure economic items are increasing, which might improve the consideration of the problem
of adequacy. Taking up the example of labour force, we can deﬁne a more ﬂexible concept
by turning over to different grades of employment dependent on working hours and amount of
wages. Formally such a concept may be represented by a fuzzy subset of R2, where a high value
of the membership function means that the respective combination of working hours and amount
of wages deﬁnes a state of a high degreed employment. The antipodean extremes are 0 and 1
indicating unemployment and full employment, respectively. Applying the concept to a survey,
we can gather byR all the personswith a grade of employment of at least  according to  ∈]0, 1].
We obtain then a hierarchical classiﬁcation {R |  ∈]0, 1]} of the sample. As an aggregation
of the respondent’s grades of employment, the number of the employed persons from the survey
can be represented by the simultaneous numbers {R |  ∈]0, 1]} of persons in the hierarchical
classes. The simplest way to compress these numbers into a formal expression is the fuzzy subset
x˜ ofRwith -cuts [˜x] = [R1, R]. In general, the borders of the classical measurement theory
may be crossed by admitting data in form of fuzzy sets, using so-called vague concepts (cf. [10]).
Later on we shall introduce regression models which are based on data in form of fuzzy subsets
ofR. In order to extend the classical single equation linear regressionmodels, we have to introduce
a notion of random elements with fuzzy subsets as outcomes. More general, we have to link fuzzy
set theory with probability theory. It is customary to consider the space F nococ(R) which gathers
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all the fuzzy subsets A˜ of R with [A˜] ( ∈]0, 1]) being nonvoid compact intervals. Notice that
it contains the real numbers, interpreted as fuzzy subsets of R. Every fuzzy set A˜ ∈ F nococ(R) may
be equivalently characterized by the so-called support function sA˜ : [0, 1] × S0 → R, which is
deﬁned by sA˜(, x) := sup
y∈[A˜]
yx if  ∈]0, 1], as well as sA˜(0, x) := 0, and which extends the
notion of support functions of compact intervals.
A self-contained and well-founded probability theory with data in form of fuzzy sets has been
developed for the sample space F nococ2(R) which consists of all fuzzy subsets from F
no
coc(R) with
support functions being 1 ⊗S0 -integrable of order 2 (cf. [9,11,13], generalizations in [15]). The
necessary mathematical structures are mostly inherited from L2([0, 1] × S0), using
EF nococ2(R) : F nococ2(R) → L2([0, 1] × S0), A˜ → 〈sA˜〉,
which is injective, and embedsF nococ2(R) intoL2([0, 1]×S0) as a closed convex cone. (cf. [13,12]).
The cone EF nococ2(R)(F
no
coc2(R)) contains the space of real numbers, identifying each real number
z with 〈s{z}〉 deﬁned by s{z}(, x) := zx. It is the only nondegenerated vector subspace of
L2([0, 1] × S0) which is enclosed in EF nococ2(R)(F nococ2(R)). Firstly, we may endow, via EF nococ2(R),
an addition ⊕F and nonnegative scalarmultiplications F on F nococ2(R), i.e. A˜⊕F B˜, F A˜ are
the respective fuzzy subsets from F nococ2(R) with EF nococ2(R)(A˜⊕F B˜) = EF nococ2(R)(A˜)+ EF nococ2(R)(B˜)
and EF nococ2(R)( F A˜) = EF nococ2(R)(A˜) for arbitrary A˜, B˜ ∈ F nococ2(R), 0. Unfortunately, the
attempt to deﬁne negative scalarmultiplications in an analogous way fails because −EF nococ2(R)(A˜)
does not belong to EF nococ2(R)(F
no
coc2(R)) for general A˜ ∈ F nococ2(R). The established negative scalar-
multiplications are deﬁned as follows: for a negative number  the support function sF A˜ of the
fuzzy subset F A˜ is deﬁned by sF A˜(, x) := −sA˜(,−x). The structure {⊕F , F |  ∈ R}
is well-deﬁned and extends the respective operations ⊕,  ( ∈ R) of interval arithmetics, i.e.
[A˜ ⊕F B˜] = [A˜] ⊕ [B˜] and [F A˜] =  [A˜] for all A˜, B˜ ∈ F nococ2(R),  ∈ R,  ∈]0, 1]
(cf. [13]). Obviously the neutral element w.r.t. ⊕F is the fuzzy set whose membership function is
the indicator mapping of {0}. This fuzzy set will be denoted by 0˜.
Furthermore, theL2-norm suggests to deﬁne via EF nococ2(R) a metric 2 on F
no
coc2(R), the so-called
L2-metric. The L2-metric generates the -algebra B(F nococ2(R)) of Borel subsets, which induces
a notion of random elements in F nococ2(R) called random fuzzy sets or fuzzy random variables. It
extends the term of random compact sets, and it has been turned out to be a uniﬁed concept (cf.
[9,13]). A random fuzzy set which has only outcomes in form of real numbers degenerates to an
ordinary real-valued random variable.
There exist a Strong Law of Large Numbers, a Central Limit Theorem and a Glivenko/Cantelli
Theorem for random fuzzy sets simultaneously formulated w.r.t. 2 (cf. [13], generalizations in
[15], see also [11]). These theorems rely on a notion of expected values of random fuzzy sets
induced by the concept of Bochner-integrals of random elements in L2([0, 1] × S0). It can be
shown (cf. [15]) that if Y˜ denotes some random fuzzy set with 2(Y˜ , 0˜) being integrable, then
EF nococ2(R) ◦ Y˜ is Bochner-integrable, and there exists a unique fuzzy subset E˜AY˜ ∈ F nococ2(R) such
that EF nococ2(R)(E˜
AY˜ ) coincideswith the Bochner-integral of EF nococ2(R)◦Y˜ .We shall use convention of
Aumann-integral for E˜AY˜ , since under the above condition of integrability the notion of integral is
identical with thewidely used concept of Aumann-integral introduced in [20] by Puri andRalescu,
that means [E˜AY˜ ] = [−EsY˜ (·)(,−1), EsY˜ (·)(, 1)] for every  ∈]0, 1] (see [15]). This shows
that Aumann-integrals are extensions of expected values of real-valued random variables. If there
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are real numbers ab such that [E˜AY˜ ] = [a, b] for all  ∈]0, 1], then Y˜ degenerates, up to
a null set, to the set-valued mapping [−sY˜ (·)(1,−1), sY˜ (·)(1, 1)] (cf. [10, p. 194]). Moreover,−sY˜ (·)(1,−1) = sY˜ (·)(1, 1) a.s. in the case a = b because sY˜ (·)(1, 1) − sY˜ (·)(1,−1).
Within this paper a random fuzzy set Y˜ over (,F, P )will be said to be integrable respectively
square integrable if 2(Y˜ , 0˜) is P -integrable respectively P -integrable of order 2. For a square
integrable random fuzzy sets, we may use as a dispersion measure V˜arF Y˜ := E2(Y˜ , E˜AY˜ )2,
often calledFréchet-variance. The terminology stems from the fact that theAumann-integral E˜AY˜
minimizes E2(Y˜ , ·)2 (cf. [8]), allowing to draw on Fréchet’s suggestion to deﬁne a dispersion
measure for a random element in any separable metric space (cf. [6]).
In the context of linear regression models we shall deal with observations in the spaces
F nococ2(R)
n (n ∈ N). For a ﬁxed n we can carry over the semilinear structure {⊕F , F |  ∈ R}
to {⊕nF , nF |  ∈ R}, calculating the genuine operations in each component. The addition ⊕nF is
associative, and the identity (ˆ)nF A˜ = nF (ˆnF A˜) holds for , ˆ ∈ R and A˜ ∈ F nococ2(R)n.
Additionally, the law of distributivity  nF (A˜ ⊕nF B˜) = ( nF A˜) ⊕nF ( nF B˜) is satisﬁed,
whereas (+ ˆ) nF A˜ = (nF A˜) ⊕nF (ˆnF A˜) is only guaranteed in the case of ˆ0.
The space F nococ2(R)
n may be embedded into L2([0, 1] × S0)n by the mapping
EF nococ2(R)n : F nococ2(R)n → L2([0, 1] × S0)n,
(A˜1, . . . , A˜n) → (EF nococ2(R)(A˜1), . . . , EF nococ2(R)(A˜n)).
Drawing on the properties of the embedding EF nococ2(R) it is easy to check that EF nococ2(R)n is injective as
well as isomorphic w.r.t. to the structure {⊕nF , nF | 0} and the respective semilinear structure
on L2([0, 1] × S0)n. Furthermore each F nococ2(R)n will be equipped with the metric n,2 induced
by the norm ‖ · ‖n,2 via EF nococ2(R)n . This metric generates the -algebra B(F nococ2(R)n) of Borel-
subsets, and we can extend the concept of random fuzzy sets to an arbitrary F nococ2(R)
n
-valued
mapping (Y˜1, . . . , Y˜n), deﬁning measurability w.r.t. to this -algebra. These random elements will
be called n-dimensional random fuzzy sets. Since 2 is separable, a mapping (Y˜1, . . . , Y˜n) is a
n-dimensional random fuzzy set if and only if the mappings Y˜1, . . . , Y˜n are random fuzzy sets.
A n-dimensional random fuzzy set (Y˜1, . . . , Y˜n) is said to be integrable (square integrable) if
the random fuzzy sets Y˜1, . . . , Y˜n are integrable (square integrable). The Aumann-expected value
of (Y˜1, . . . , Y˜n) is deﬁned by
E˜A(Y˜1, . . . , Y˜n) := (E˜AY˜1, . . . , E˜AY˜n).
2. Linear regression models with vague items and least squares estimation
In classical single equation linear regression models, it is assumed that on average the obser-
vations of the dependent variables are linear combinations of the observations of the explanatory
variables. Now we want to use fuzzy subsets from F nococ2(R) to represent the observations, and the
construction of the single equation linear regression models will be carried over w.r.t. the semi-
linear structure {⊕F , F |  ∈ R}. One can imagine the fuzzy data as results of measurement
based on so-called vague concepts which extend classical concepts of measurement (cf. [10]).
This suggests the name of the announced type of regression models. A model
E˜AY˜t = (1 F x˜t1) ⊕F · · · ⊕F (k F x˜tk) =: X˜nt · F  (t = 1, . . . , n)
is said to be a linear regression model (of size n) with vague concepts, abbreviated: lrvc-model,
where Y˜1, . . . , Y˜n denote integrable random fuzzy sets, called the endogeneous variables, x˜jk
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(t ∈ {1, . . . , n}, j ∈ {1, . . . , k}) are nonstochastic fuzzy subsets from F nococ2(R), named the
exogeneous variables, and  := (1, . . . , k)′ is some unknown vector from Rk , the vector of
parameters.
Obviously, such a kind of model extends directly ordinary single equation linear regression
models. Analogously to regression matrices the exogeneous variables are associated with a map-
ping X˜n from Rk to F nococ2(R)
n
, here deﬁned by
X˜n() := X˜n F  := (X˜n1· F , . . . , X˜nk· F ),
and which describes the expectation of Y˜ n := (Y˜1, . . . , Y˜n) as a function of the parameters. We
shall speak of the parameter-dependent regression function of the regression model in order to
have a term to hand, and to avoid confusion with the usual notion of regression functions to denote
the expectation of the vector of endogeneous variables as a function of the exogeneous ones.
In the next steps we want to establish the statistical setting for the parameter estimation in
lrvc-models, which should extend the framework of single equation linear regression models.
Firstly, we shall deal with the statistical families which should contain the joint distribution of the
endogeneous variables.
Deﬁnition 2.1. A set W consisting of probability measures on B(F nococ2(R)n) is deﬁned to be a
statistical family for the distribution of (Y˜1, . . . , Y˜n) if there exists a unique mapping  from Rk
intoP(W) \ {∅} (P(W) powerset of W) with ⋃
∈Rk
() = W and
P ∈ () ⇔ E˜AP (Y˜1, . . . , Y˜n) = X˜n F 
for all  ∈ Rk and P ∈ W . Here E˜AP (Y˜1, . . . , Y˜n) denotes the Aumann-expected value of
(Y˜1, . . . , Y˜n) if P is its distribution.  is called the parametrization of W.
LetW be a statistical family for the distribution of (Y˜1, . . . , Y˜n)with parametrization. Thenwe
deﬁne the parameter vector  to be identiﬁed if(1)∩(2) = ∅ holds for different 1, 2 ∈ Rk .
Fortunately, identiﬁcation is independent of the chosen statistical family W and parametrization
 because  is identiﬁed if and only if X˜n is injective (cf. [14, Proposition 2.4]). The injectivity of
X˜n extends the classical rank condition for regressionmatrices of single equation linear regression
models.
Unlike the single equation linear regression models the parameter-dependent regression func-
tion X˜n is nonlinear w.r.t. the semilinear structure on F nococ2(R)
n
. But for technical reasons it is
important that it is piecewise linear on the orthants
j=1
k
Rrj , where (r1, . . . , rk) ∈ {0, 1}k, R0 :=
] − ∞, 0], R1 := [0,∞[. More precisely, for every (r1, . . . , rk) ∈ {0, 1}k there exists a unique
linear mappingnr1...rk : Rk → L2([0, 1]×S0)n which coincides with EF nococ2(R)n ◦ X˜n on j=1
k
Rrj
(cf. [14, Lemma 3.1]).
In order to guarantee identiﬁcation of the regression parameters we restrict ourselves to injec-
tive parameter-dependent regression functions. We can gather the following important analytical
properties of X˜n and its inverse function (cf. [14, Propositions 3.2, 3.3]).
Proposition 2.2. Let the parameter-dependent regression function X˜n be injective, and further-
more let X˜−n : X˜n(Rk) → Rk denote its inverse mapping. The set X˜n(Rk) will be endowed with
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the trace of n,2, symbolized by n,2 as well, and the induced topology. Then X˜n is Lipschitzian
w.r.t. ‖ · ‖ as well as n,2 with a positive ﬁnite minimal Lipschitz constant ‖X˜n‖, and X˜−n is
Lipschitzean w.r.t. n,2 as well as ‖ · ‖ with a positive ﬁnite minimal Lipschitz constant ‖X˜−n‖.
In the following step we want to present a method to estimate the parameter vector  on basis
of an observation y˜
n
= (y˜1, . . . , y˜n) of Y˜ n. Our suggestion is an immediate generalization of the
ordinary least squares estimation in single equation linear regression models:
A mapping Bˆ : F nococ2(R)n → Rk is called a least squares estimator of  if it is measurable
w.r.t. B(F nococ2(R)n) as well as the -algebra of Borel-subsets of Rk , and if for every observation
y˜
n
of Y˜ n
n,2(y˜n, X˜
n F Bˆ(y˜n))2 = min∈Rk n,2(y˜n, X˜
n F )2
holds. Together with Bˆ we shall also call the mapping Bˆ(Y˜ n) := Bˆ ◦ Y˜ n a least squares estimator.
Everytime we can ﬁnd a least squares estimator (cf. [14, Corollary 4.4]). Realizations of least
squares estimators may be obtained in the following way: ﬁrstly, all the restrictions of the min-
imization problem to the orthants
j=1
k
Rrj have unique solutions. Secondly, one can choose a
solution of a restricted minimization problem which is even a global minimum (cf. Lemma 4.2,
Corollary 4.4 in [14]; see also Remark 3.3 in [16]). If we are dealing with fuzzy sets of simple
shape the restricted minimization problems are quite easy to handle, e.g. in the case of the very
often used trapezoid fuzzy sets we have ordinary quadratic optimization problems.
3. Statement of the main results
Let (Y˜t )t be a sequence of square integrable random fuzzy sets over some probability space
(˜, F˜, P˜ ) with respective Fréchet-variances V˜arF Y˜t . Additionally, let a subset
{
x˜tj | t ∈ N, j ∈
{1, . . . , k}} of F nococ2(R) be given such that
E˜AY˜t = (1 F x˜t1) ⊕F · · · ⊕F (k F x˜tk) =: X˜nt · F  (t = 1, . . . , n)
is a lrvc-model of size n with vector Y˜n := (Y˜1, . . . , Y˜n) of endogeneous variables and parameter-
dependent regression function X˜n having minimal Lipschitz constant ‖X˜n‖. Furthermore, it is
assumed that the mappings X˜n are injective for n > k, so that respectively an inverse mapping
X˜−n exists on X˜n(Rk) which has a ﬁnite minimal Lipschitz constant ‖X˜−n‖.
The true vector of regression parameters, underlying simultaneously all of these lrvc-models
will be denoted by ∗. It is associated with the set I (∗) := {j ∈ {1, . . . , k} | e′j∗ = 0} and
rj (
∗) := 0 if e′j∗ < 0 as well as rj (∗) := 1 if e′j∗ > 0 for j /∈ I (∗). Write T (∗) shorthand
for {0, 1}k if I (∗) = {1, . . . , k}, and for the set consisting of all (r1, . . . , rk) from {0, 1}k with
rj = rj (∗) for all j ∈ {1, . . . , k} \ I (∗) otherwise.
Let the mapping Un : F nococ2(R)n → (Rk)2
k
(n ∈ N) be deﬁned by Un(y˜
n
) :=(
Unr1...rk (y˜n
)
)
(r1...rk)∈{0,1}k with
e′jUnr1...rk (y˜n) :=
(
EF nococ2(R)n(y˜n) − EF nococ2(R)n(X˜n F ∗) | nr1...rk (ej )
)
n,2
.
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Since the mapping EF nococ2(R)n ◦ Y˜ n is a Bochner-integrable random element in the separable Banach
space (L2([0, 1] × S0)n, ‖ · ‖n,2), it is also Pettis-integrable, and both integrals coincide. This
means
E
(
EF nococ2(R)n ◦ Y˜ n | nr1...rk (ej )
)
n,2
=
(
EF nococ2(R)n(E˜
AY˜ n) | nr1...rk (ej )
)
n,2
.
In particular Un(Y˜ n) := Un ◦ Y˜ n has vanishing vector of expectations, and for the covariance
matrix Un(Y˜ n) we have
Un(Y˜ n) = EUn(Y˜ n)Un(Y˜ n)′.
Asssumptions 3.1. The following assumptions are basic for the investigations.
1. (Y˜t )t is a sequence of square integrable independent random fuzzy sets, and additionally, the
sequence (EF nococ2(R) ◦ Y˜t − EF nococ2(R)(E˜AY˜t ))t consists of identically distributed random elements
of L2([0, 1] × S0).
2. There exists some positive semi-deﬁnite 2kk × 2kk-matrix  such that
(i) lim
n→∞
1
n
Un(Y˜ n) = ,
(ii) r1...rk = limn→∞
1
n
EUnr1...rk ◦ Y˜ n(Unr1...rk ◦ Y˜ n)′ is positive deﬁnite for (r1, . . . , rk) ∈ {0, 1}k .
3. For every (r1, . . . , rk) ∈ {0, 1}k there exists some positive deﬁnite k × k-matrix Kr1...rk such
that
lim
n→∞
1
n
(
nr1...rk (ei) | nr1...rk (ej )
)
n,2 = e′iKr1...rk ej for all i, j ∈ {1, . . . , k}.
Alternatively to assumptions 2, (i), (ii), one may suppose
4. (i) For every (r1, . . . , rk), (rˆ1, . . . , rˆk) ∈ {0, 1}k, , ˆ ∈ Rk and 〈f 〉 ∈ L2([0, 1] × S0) there
exists some kr1...rk rˆ1...rˆk (〈f 〉, , ˆ) ∈ R such that
lim
n→∞
1
n
n∑
t=1
(〈f 〉 | Pnt ◦ nr1...rk ())2(〈f 〉 | Pnt ◦ nrˆ1...rˆk (ˆ))2
= kr1...rk rˆ1...rˆk (〈f 〉, , ˆ).
(ii) The vector subspace W of L2([0, 1] × S0) spanned by the elements EF nococ2(R)( F x˜tj ),
where t ∈ N, j ∈ {1, . . . , k} as well as  ∈ {−1, 1}, is ﬁnite-dimensional and contained
in the linear support of the distribution of EF nococ2(R) ◦ Y˜1 − EF nococ2(R)(E˜AY˜1).
Remarks 3.2.
1. Fixing (r1, . . . rk), (rˆ1, . . . , rˆk) ∈ {0, 1}k then assumption 3.1.3 implies that e′iKr1...rk ej =
e′iKrˆ1...rˆk ej holds for all i, j ∈ {1, . . . , k} with ri = rˆi , rj = rˆj .
[This can be seen easily by nr1...rk (ej ) = nrˆ1...rˆk (ej ) for rj = rˆj .]
2. Assumptions 3.1.1, 3.1.3 and 3.1.4, (i), imply assumption 3.1.2, (i).
[Proof delegated to the appendix]
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3. Assumption 3.1.2, (ii), may be concluded from assumptions 3.1.1, 3.1.3 and 3.1.4.
[Proof can be found in the appendix]
4. Let W be deﬁned as in assumption 3.1.4, (ii). Associating each (a, b) ∈ R2 with the real-
valued mapping f(a,b) on [0, 1] × S0, deﬁned by f(a,b)(,−1) := a and f(a,b)(, 1) := b,
we obtain by (a, b) := 〈f(a,b)〉 an injective vector space homomorphism  from R2 into
L2([0, 1] × S0).
Now let us assume that there are real numbers xtj1xtj2 such that [˜xtj ] = [xtj1, xtj2] for
all  ∈]0, 1] (t ∈ N, j ∈ {1, . . . , k}). Then we may ﬁnd P˜ -integrable R-valued random
variables Y11Y12 over (˜, F˜, P˜ ) and some set A ∈ F˜ , P˜A = 1, such that [Y˜1()] =
[Y11(), Y12()] for ∈ A and  ∈]0, 1] (cf. Section 1). If V denotes the linear support of the
distribution of (EY11 − Y11, Y12 − EY12), then (V) is the linear support of the distribution
of EF nococ2(R) ◦ Y˜1 − EF nococ2(R)(E˜AY˜1).
Furthermore W is a ﬁnite-dimensional vector space spanned by 〈f(−xtj1,xtj2)〉, 〈f(xtj2,−xtj1)〉
(t ∈ N, j ∈ {1, . . . , k}). Hence assumption 3.1.4, (ii), is satisﬁed if and only if the vectors
(−xtj1, xtj2) and (xtj2,−xtj1) belong to V for every t ∈ N and each j ∈ {1, . . . , k}.
For the statement of themain results it is crucial to summarize someorthants
j=1
k
Rrj , dependent
on the true vector of parameters ∗: for (r1, . . . , rk) ∈ T (∗) we deﬁne
Gr1...rk (
∗) :=
{ { ∈ Rk | e′j  ∈ Rrj for all j ∈ I (∗)} : I (∗) = ∅,
Rk : otherwise.
Obviously Rk = ⋃
(r1...rk)∈T (∗)
G(r1...rk)(
∗), and Gr1...rk (∗) is a closed and convex subset of Rk
with
Gr1...rk (
∗) =
{
 ∈ Rk | ∗, ∗ + √
n
∈
j=1
k
Rrj for sufﬁcient large n
}
for (r1, . . . , rk) ∈ T (∗).
By assumption 3.1.2 there exists some 2kk×2kk-matrixwith lim
n→∞
1
n
Un(Y˜ n) = . Through-
out this paper Z denotes a R2kk-valued random variable with normal distribution QZ deﬁned by
the vanishing vector of expectations and covariance matrix . Additionally, 	rˆ1...rˆk stands for the
projection fromR2kk ontoRk , deﬁned by 	rˆ1...rˆk
(
(z
r1...rk
)(r1,...,rk)∈{0,1}k
) := z
rˆ1...rˆk
. As the symbol
of the associated matrix we shall userˆ1...rˆk . Then Zrˆ1...rˆk is a normalR
k
-valued random variable
with vanishing vector of expectations and, due to assumption 3.1.2, positive deﬁnite covariance
matrix rˆ1...rˆk = rˆ1...rˆk′rˆ1...rˆk . Moreover, for (r1 . . . rk), (rˆ1, . . . , rˆk) ∈ {0, 1}k the compo-
nents e′jZr1...rk , e
′
jZrˆ1...rˆk with rj = rˆj are identical almost surely because by assumption 3.1.2
or assumption 3.1.4, (i), in combination with assumptions 3.1.1, 3.1.3
Var(e′jZr1...rk − e′jZrˆ1...rˆk )
= lim
n→∞
1
n
E e′j (Unr1...rk − Unrˆ1...rˆk ) ◦ Y˜n
(
(Unr1...rk − Unrˆ1...rˆk ) ◦ Y˜n
)′
ej = 0.
Throughout this paper X stands for the set gathering all z ∈ R2kk with e′j	r1,...,rk (z) =
e′j	rˆ1,...,rˆk (z) if (r1, . . . , rk), (rˆ1, . . . , rˆk) ∈ {0, 1}k and j ∈ {1, . . . , k} such that rj = rˆj .
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It is a vector subspace of full-QZ-measure, and it will be equipped with the relative topology of
the standard topology on R2kk and the induced Borel--Algebra Borel(X ).
Our main results crucially depend on the mapping
S : X × Rk → R, (z, ) → ′Kr1...rk− 2′	r1...rk (z) for  ∈ Gr1...rk (∗).
It is well deﬁned byRk = ⋃(r1,...,rk)∈T (∗) Gr1...rk (∗), remark 3.2.1 and the deﬁnition of X . Fur-
thermore, (S(·, ))∈Rk is a stochastic process over (X ,Borel(X ),QZ)with continuous paths. The
intention now is to show that for every sequence (Bˆ(Y˜1, . . . , Y˜n))n>k of least squares estimators
the induced sequence
(√
n(Bˆ(Y˜1, . . . , Y˜n)− ∗)
)
n>k
converges in law to a so-called measurable
minimizer of the sample paths of (S(·, ))∈Rk , which is deﬁned to be aRk-valued random variable
over (X ,Borel(X ),QZ) whose realizations minimize the sample paths of (S(·, ))∈Rk QZ-a.s..
First, let us ensure that there exist measurable minimizer.
Lemma 3.3. The mapping S(z, ·)|Gr1...rk (∗) has a unique point of minimum for arbitrary z ∈ X
and (r1, . . . , rk) ∈ T (∗). In particular, there exists a measurable minimizer of the sample paths
of (S(·, ))∈Rk .
The proof is postponed to the Appendix.
The distributions of the measurable minimizers of the sample paths of (S(·, ))∈Rk depend
on the location of the true parameter ∗. In order to describe the distributions of the measurable
minimizers let us introduce for (r1, . . . , rk) ∈ T (∗) andR ⊆ I (∗) the setGRr1...rk (∗) consisting
of all  ∈ Rk with e′j  ∈ Rrj \{0} if j ∈ R and e′j  = 0 if j ∈ I (∗)\R. Obviously Rk =⋃
(r1,...,rk)∈T (∗)
⋃
R⊆I (∗) GRr1...rk (
∗). Furthermore, we also associate each R ⊆ I (∗) with the
number mR ∈ {0, . . . , k} denoting the cardinality of {1, . . . , k}\I (∗) ∪ R. If mR > 0, then we
have an injective vector space homomorphism fromRmR onto { ∈ Rk | e′j  = 0 for j ∈ I (∗)\R}
represented by a k × mR-matrix MR . In the case of mR = 0 the symbol MR will stand for the
square zero-matrix of size k.
The following investigations will show that the measurable minimizers of the sample paths of
(S(·, ))∈Rk are piecewise normally distributed in the following sense.
Lemma 3.4. Let the assumptions 3.1.2, 3.1.3 be valid, and let ˆ denote some measurable mini-
mizer of the sample paths of (S(·, ))∈Rk .Then for arbitrary (r1, . . . , rk) ∈ T (∗) andR ⊆ I (∗)
theRk-valued randomvariableMR(M ′RKr1...rkMR)−1M ′R	r1,...,rk (Z) is normally distributedwith
covariance matrix MR(M ′RKr1...rkMR)−1M ′Rr1,...,rkMR(M ′RKr1...rkMR)−1M ′R and vanishing
vector of expectations. Moreover,
1GRr1 ...rk (
∗) ◦ˆ(Z) ˆ(Z)=1GRr1 ...rk (∗) ◦ˆ(Z)MR(M
′
RKr1...rkMR)
−1M ′R	r1,...,rk (Z) QZ-a.s.
The result of Lemma 3.4 will be proved in the Appendix.
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Remark 3.5. Let us retake notations and assumptions from Lemma 3.4. If ∗ ∈ (R \ {0})k , then
T (∗) consists only of (r1(∗), . . . , rk(∗)), and Lemma 3.4 reads
ˆ(Z) = K−1
r1(
∗)...rk(∗)
	r1(∗)...rk(∗)(Z) QZ-a.s.
Unfortunately, if ∗ /∈ (R \ {0})k , the distribution of the measurable minimizer ˆ(Z) can be
described clearly for k = 1 only. In this case∗ = 0 remains to consider,X = R2, and thematrices
Kr1 ,r1 (r1 ∈ {0, 1}) degenerate to positive real numbers with K0 = K1. In view of assumption
3.1.2, (ii), and Lemma 3.3 it is known from a general result on the unimodality of sample paths of
Gaussian processes (cf. [17, Theorem 3], [5, Theorem 1.1]) that ˆ is unique up to a QZ-null set
if Var(0	0(Z) − 1	1(Z)) = 0 for 0 < 0 < 1. Furthermore, if Var(0	0(Z) − 1	1(Z)) = 0
for some 0 < 0 < 1, then ˆ is unique up to a QZ-null set if and only if 0 = −1.
In the case of Var(−	0(Z)− 	1(Z)) = 0 for some  > 0 special measurable minimizers are
the Rk-valued random variables 1]−∞,0[ ◦ 	0(Z)	0(Z)
K0
and 1]0,∞[ ◦ 	1(Z)	1(Z)
K1
. Otherwise we
obtain by Lemma 3.4
ˆ(Z)= 1{(z1,z2)∈]−∞,0[×R | z1+z2<0} ◦ Z
	0(Z)
K0
+1{(z1,z2)∈R×]0,∞[ | z1+z2>0} ◦ Z
	1(Z)
K1
QZ-a.s.
Now we are ready to state the announced asymptotic property of the least squares estimation.
Theorem 3.6. Let the assumptions 3.1.1–3.1.3 be fulﬁlled, and let a sequence
(Bˆ(Y˜1, . . . , Y˜n))n>k of least squares estimators be given.
If the sample paths of (S(·, ))∈Rk attain their minima at a unique point QZ-a.s., if furthermore
the sequence (n‖X˜−n‖2)n>k is bounded, and if the condition
lim
n→∞
1√
n
max
{
2(˜xtj , 0˜) | t ∈ {1, . . . , n}, j ∈ {1, . . . , k}
} = 0
is satisﬁed, then the sequence (√n(Bˆ(Y˜1, . . . , Y˜n) − ∗))n>k converges in law to an arbi-
trary measurable minimizer of the samples paths of (S(·, ))∈Rk . In particular the sequence(√
n(Bˆ(Y˜1, . . . , Y˜n) − ∗)
)
n>k
converges in law to a Rk-dimensional random variable ˆ which
is piecewise normally distributed as in Lemma 3.4.
The proof can be found in Section 5.
Remark 3.7. Let us illustrate the result of Theorem 3.6 for the case k = 1, retaking the notations
and assumptions. Due to Remark 3.5 the sequence
(√
n(Bˆ(Y˜1, . . . , Y˜n) − ∗)
)
n>k
converges in
law to 1{(z1,z2)∈]−∞,0[×R | z1+z2<0} ◦Z
	0(Z)
K0
+ 1{(z1,z2)∈R×]0,∞[ | z1+z2>0} ◦Z
	1(Z)
K1
if ∗ = 0
and
	r1(Z)
Kr1
if ∗ ∈ Rr1 \ {0}, r1 ∈ {0, 1}.
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Furthermore 0,1,K1,K0 may be speciﬁed by
r =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
lim
n→∞
1
4n
n∑
t=1
Var
(∫ 1
0 sY˜1(·)(,−1)sx˜t1(, 1) d
+ ∫ 10 sY˜1(·)(, 1)sx˜t1(,−1) d) : r = 0,
lim
n→∞
1
4n
n∑
t=1
Var
(∫ 1
0 sY˜1(·)(,−1)sx˜t1(,−1) d
+ ∫ 10 sY˜1(·)(, 1)sx˜t1(, 1) d) : r = 1
and K0 = K1 = lim
n→∞
1
2n
n∑
t=1
∫ 1
0[(sx˜t1(,−1))2 + (sx˜t1(, 1))2] d. These terms simplify to
r =
⎧⎪⎪⎨⎪⎪⎩
lim
n→∞
1
4n
n∑
t=1
Var(xt12 sY˜1(·)(1,−1) − xt11 sY˜1(·)(1, 1)) : r = 0,
lim
n→∞
1
4n
n∑
t=1
Var(xt11 sY˜1(·)(1,−1) − xt12 sY˜1(·)(1, 1)) : r = 1
and K0 = K1 = lim
n→∞
1
2n
∑n
t=1[x2t11 + x2t12] if there exist xt11xt12 (t ∈ N) such that [˜xt1] =
[xt11, xt12] for every  ∈]0, 1]. In this case the direct link with classical results concerning the
limit distributions of ordinary least square estimation becomes clear when Var(sY˜1(·)(1,−1)),−cov(sY˜1(·)(1,−1), sY˜1(·)(1, 1)) and Var(sY˜1(·)(1, 1)) coincide: Then they are identical with
V˜arF (Y˜1), and
0 = 1 = V˜arF (Y˜1) lim
n→∞
1
4n
n∑
t=1
[xt11 + xt12]2.
Under assumption 3.1.1 condition Var(sY˜1(·)(1,−1)) = −cov(sY˜1(·)(1,−1), sY˜1(·)(1, 1)) =
Var(sY˜1(·)(1, 1)) equivalently means that there exists some i.i.d. sequence (εt )t of square
integrable R-valued random variables with Eε1 = 0,Var(ε1) = V˜arF (Y˜1) such that [Y˜t ] =
(∗  [xt11, xt12]) ⊕ {εt } holds P˜ -a.s. for every t ∈ N and each  ∈]0, 1].
If there is some (r1, . . . , rk) ∈ T (∗) such that the
(
S(·, ))∈Rk has the same distribution
as the stochastic process
(
Sr1...rk (·, )
)
∈Rk with sample paths deﬁned by Sr1...rk (z, ) =
′Kr1...rk − 2′	r1...rk (z) we may even achieve asymptotic normality of the least squares
estimators.
Theorem 3.8. Let the assumptions 3.1.1–3.1.3 be fulﬁlled, and let a sequence
(Bˆ(Y˜1, . . . , Y˜n))n>k of least squares estimators be given.
If for some (r1, . . . , rk) ∈ T (∗) the mapping Sr1...rk : X × Rk , deﬁned by S(z, ) →
′Kr1...rk − 2′	r1...rk (z), induces a stochastic process
(
Sr1...rk (·, )
)
∈Rk which is a version of(
S(·, ))∈Rk , if furthermore the sequence (n‖X˜−n‖2)n>k is bounded, and if the condition
lim
n→∞
1√
n
max
{
2(˜xtj , 0˜) | t ∈ {1, . . . , n}, j ∈ {1, . . . , k}
} = 0
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is satisﬁed, then the sequence (√n(Bˆ(Y˜1, . . . , Y˜n) − ∗))n>k converges in law to a centered
normal Rk-valued random variable with covariance matrix K−1r1...rkr1...rkK
−1
r1...rk .
The statement of the theorem will be shown in Section 5.
If ∗ consists only of nonzero components, then (r1(∗), . . . , rk(∗)) is the unique element of
T (∗). So Theorem 3.8 yields immediately asymptotic normality of the least squares estimators.
Corollary 3.9. Let the assumptions 3.1.1–3.1.3 be fulﬁlled, and let a sequence
(Bˆ(Y˜1, . . . , Y˜n))n>k of least squares estimators be given.
If ∗ ∈ (R \ {0})k , if furthermore the sequence (n‖X˜−n‖2)n>k is bounded, and if the condition
lim
n→∞
1√
n
max
{
2(˜xtj , 0˜) | t ∈ {1, . . . , n}, j ∈ {1, . . . , k}
} = 0
is satisﬁed, then the (√n(Bˆ(Y˜1, . . . , Y˜n) − ∗))n>k converges in law to a centered normal
Rk-valued random variable with covariance matrix K−1
r1(
∗)...rk(∗)
r1(∗)...rk(∗)K
−1
r1(
∗)...rk(∗)
.
Imposing an additional assumption on the exogeneous variables, an application of Theorem
3.8 leads to an analogue to Corollary 3.9 for general ∗.
Corollary 3.10. Let the assumptions 3.1.1–3.1.3 be fulﬁlled, and let a sequence
(Bˆ(Y˜1, . . . , Y˜n))n>k of least squares estimators be given.
If lim
n→∞
1
n
‖nr1...rk (ej ) − nrˆ1...rˆk (ej )‖2n,2 = 0 holds for arbitrary (r1, . . . , rk), (rˆ1, . . . , rˆk) ∈
{0, 1}k as well as j ∈ {1, . . . , k}, if furthermore the sequence (n‖X˜−n‖2)n>k is bounded, and if
the condition
lim
n→∞
1√
n
max
{
2(˜xtj , 0˜) | t ∈ {1, . . . , n}, j ∈ {1, . . . , k}
} = 0
is satisﬁed, then the sequence (√n(Bˆ(Y˜1, . . . , Y˜n)−∗))n>k converges in law to a centered normal
Rk-valued random variable with covariance matrix K−1r1...rkr1...rkK
−1
r1...rk , where (r1, . . . , rk) is
any element from T (∗).
The proof is delegated to Section 5.
Remarks 3.11. Let Y˜t = (∗1 F x˜t1) ⊕F · · · ⊕F (∗k F x˜tk) ⊕F ε˜t for t ∈ N, where ε˜t
stands for a square integrable random fuzzy set with E˜Aε˜t = 0˜. Furthermore, let us denote
by Xn−1, X
n
1 (n ∈ N) the n × k-matrices consisting of the elements
∫ 1
0 sx˜tj (,−1) d and∫ 1
0 sx˜tj (, 1) d (t ∈ {1, . . . , n}, j ∈ {1, . . . , k}), respectively. Finally, for n ∈ N the elements
1
n
∑n
t=1
∫ 1
0[sx˜ti (,−1)sx˜tj (,−1)+ sx˜ti (, 1)sx˜tj (, 1)] d (i, j ∈ {1, . . . , k}) constitute a k × k-
matrix say Wn.
(1) Since E˜Aε˜t = 0˜ (t ∈ N) we may ﬁnd some At ∈ F˜, P˜At = 1, and a square inte-
grable R-valued random variable εt over (˜, F˜, P˜ ) with Eεt = 0 and [ε˜t ()] = {εt ()}
for every  ∈ At and  ∈]0, 1] (cf. Section 1). Then V˜arF Y˜t = V arεt for t ∈ N, and
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assumption 3.1.1 implies
EUnr1...rk ◦ Y˜ n(Unrˆ1...rˆk ◦ Y˜ n)′
= V˜ar
F
Y˜1
4
[Xn′−1Xn−1 − Xn
′
−1X
n
1 − Xn
′
1 X
n
−1 + Xn
′
1 X
n
1 ]
for arbitrary (r1, . . . , rk), (rˆ1, . . . , rˆk) ∈ {0, 1}k .
(2) Assumption 3.1.2 together with assumption 3.1.1 read
lim
n→∞
1
n
[Xn′−1Xn−1 − Xn
′
−1X
n
1 − Xn
′
1 X
n
−1 + Xn
′
1 X
n
1 ] = M
for some positive deﬁnite k × k-matrix M .
(3) If lim
n→∞
1
n
‖nr1...rk (ej ) − nrˆ1...rˆk (ej )‖2n,2 = 0 holds for arbitrary (r1, . . . , rk), (rˆ1, . . . , rˆk)
∈ {0, 1}k as well as j ∈ {1, . . . , k}, then
lim
n→∞
1
n
n∑
t=1
∫ 1
0
(sx˜ti (,−1) + sx˜ti (, 1))(sx˜tj (,−1) + sx˜tj (, 1)) d = 0
for all i, j ∈ {1, . . . , k}, and assumption 3.1.3 means lim
n→∞W
n = W for some positive
deﬁnite quadratic k × k-matrix W . Moreover W = 2Kr1...rk for every (r1, . . . , rk) ∈ {0, 1}k .
(4) In the view of remarks (1)–(3) the centered k-dimensional normal distributionwith covariance
matrix V˜arF Y˜1W−1MW−1 is the limit distribution for
(√
n(Bˆ(Y˜1, . . . , Y˜n)− ∗)
)
n>k
if the
assumptions of Corollary 3.10 hold. The covariance matrix simpliﬁes to
V˜arF Y˜14M−1 = V˜arF Y˜12W−1 = V˜arF Y˜1 lim
n→∞
(
1
2n
[Xn′−1Xn−1 + Xn
′
1 X
n
1 ]
)−1
if all exogeneous variables degenerate to intervals. Indeed, in this case
∫ 1
0 sx˜tj (,−1) d =
sx˜tj (1,−1) and
∫ 1
0 sx˜tj (, 1) d = sx˜tj (1, 1) for t ∈ N, j ∈ {1, . . . , k}, and furthermore
Wn = 1
n
[Xn′−1Xn−1 + Xn
′
1 X
n
1 ] for n ∈ N.
Remark 3.12. The statements of Lemma 3.4, Theorems 3.6, 3.8 and Corollaries 3.9, 3.10 remain
valid if we replace assumption 3.1.2 by assumption 3.1.4, and apply then Remarks 3.3.2, 3.2.3.
Remarks 3.13. Since lrvc-models extend classical single equation linear regression models, and
since we have used a generalization of the ordinary least squares estimation, we want to discuss
the assumptions of the results in the view of the classical ones concerning the limit distributions of
ordinary least squares estimators (cf. e.g. [21] (Satz 7.1/2), [1] (Lemma 2.6.1, Corollary 2.6.1)):
for this purpose let us assume that the lrvc-models
E˜AY˜t = (1 F x˜t1) ⊕F · · · ⊕F (k F x˜tk) =: X˜nt · F  (t = 1, . . . , n) (n ∈ N)
degenerate to single equation linear regression models with respective regression matrices Xn
and exogeneous variables xtj (t ∈ {1, . . . , n}, j ∈ {1, . . . , k}).
(1) Assumption 3.1.1 means to suppose a homoscedastic regression model.
1058 V. Krätschmer / Journal of Multivariate Analysis 97 (2006) 1044–1069
(2) If the models are homoscedastic with variance say 2, then assumption 3.1.2 as well as
assumption 3.1.3 mean
lim
n→∞
2
n
Xn
′
Xn = M for some positive deﬁnite k × k-matrix M,
which implies 2 > 0.
(3) If themodels are homoscedastic with positive variance, then assumption 3.1.4, (ii), is satisﬁed
by Remark 3.2.4. Additionally,
n∑
t=1
(〈s{1}〉 | Pnt ◦ nr1...rk ())2(〈s{1}〉 | Pnt ◦ nrˆ1...rˆk (ˆ))2 = ′Xn′Xnˆ
holds for arbitrary (r1, . . . , rk), (rˆ1, . . . , rˆk) ∈ {0, 1}k and , ˆ ∈ Rk . Therefore assumption
3.1.4, (i), changes into the condition
lim
n→∞
1
n
Xn
′
Xn = M for some k × k-matrix M.
(4) It can be concluded from assumption 3.1.3 by routine procedures that (n‖X˜−n‖2)n>k is
bounded.
(5) The condition
lim
n→∞
1√
n
max
{
2(˜xtj , 0˜) | t ∈ {1, . . . , n}, j ∈ {1, . . . , k}
} = 0
may be recognized immediately as
lim
n→∞
1√
n
max
{|xtj | | t ∈ {1, . . . , n}, j ∈ {1, . . . , k}} = 0,
which is an essential assumption of the classical result.
(6) All the functions nr1...rk ((r1, . . . , rk) ∈ {0, 1}k) coincide. Hence
lim
n→∞ ‖
n
r1...rk (ej ) − nrˆ1...rˆk (ej )‖2n,2 = 0
holds for arbitrary (r1, . . . , rk), (rˆ1, . . . , rˆk) ∈ {0, 1}k and j ∈ {1, . . . , k}.
Summarizing the discussion, Theorems 3.6, 3.8 and Corollaries 3.9, 3.10 generalize the above-
mentioned theorem concerning the asymptotic normality of ordinary least squares estimation.
For preparation to show the main results let us introduce the mappings
Sn : F nococ2(R)n × Rk → R,
(y˜
n
, ) → n,2
(
y˜
n
, X˜n F
(
∗ + √
n
))2
− n,2(y˜n, X˜n F ∗)2 (n ∈ N).
We may recognize (Sn(·, ) ◦ Y˜ n)∈Rk as a stochastic process over (˜, F˜, P˜ ) with continuous
paths for every positive integer n. If Bˆ(y˜1, . . . , y˜n)) is a least squares estimate of the vector of
regression parameters, then
√
n(Bˆ(y˜1, . . . , y˜n) − ∗) minimizes the sample path Sn(y˜n, ·). This
suggests to call the stochastic processes (Sn(·, ))∈Rk (n ∈ N) minimum processes. Next we
want to investigate their asymptotic behaviour.
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4. Convergence in law of the minimum processes
In this section we want to show that for every compact subset K ⊆ Rk the sequence((
Sn(·, ) ◦ Y˜ n
)
∈K
)
n
, consisting of the bounded stochastic processes
(
Sn(·, ) ◦ Y˜ n
)
∈K con-
verges in law to the bounded stochastic process
(
S(·, ))∈K . To be more precise let us introduce
for a nonvoid set T the space l∞(T ) gathering all bounded real-valued mappings deﬁned on T .
Usually it is equipped with the supremum-norm ‖ · ‖∞. Now, a ﬁrst observation is that the pro-
cesses
(
Sn(·, ) ◦ Y˜ n
)
∈K (n ∈ N) and
(
S(·, ))∈K may be viewed as mappings into l∞(K).
Furthermore, the mappings SKn (·, ·) : F nococ2(R)n → l∞(K) (n ∈ N), deﬁned by
SKn (·, ·)(A˜) : K → R,  → n,2
(
A˜, X˜n F
(
∗ + √
n
))2
− n,2
(
A˜, X˜n F ∗
)2
are continuous w.r.t. the topologies induced by the metric n,2 and the supremum-norm ‖ · ‖∞
due to Proposition 2.2. Hence SKn (Y˜ n, ·) := SKn (·, ·) ◦ Y˜n is a random element in l∞(K) w.r.t. the
metric induced by ‖ · ‖∞ for each n. Similarly, we may verify
SK(Z, ·) : X → l∞(K), z → S(z, ·)|K
as a random element in l∞(K) too. In this view the aim of this section is to show that the
sequence (SK(Y˜ n, ·))n converges in law to SK(Z, ·). Persuing this aim we may draw on a useful
result concerning the convergence in law of random elements in the spaces l∞(T ) (T nonvoid set)
which can be found in [22, Theorem 18.14] (notice also Theorem 2.12 in [2]).
Proposition 4.1. Let (T , d) be a compact metric space, and let (Vn)n be a sequence of ran-
dom elements in l∞(T ) over some probability space (,F, P ) associated with the sequence((
Vn(·, t)
)
t∈T
)
n
of stochastic processes. Additionally let P ∗ denote the outer P -measure.
Then (Vn)n converges in law to a tight random element V of l∞(T ) with associated stochastic
process
(
V (·, t))
t∈T if and only if both of the following conditions hold:
(1) For every m ∈ N and t1, . . . , tm ∈ T the sequence ((Vn(·, t1), . . . , Vn(·, tm)))n converges in
law in Rm to (V (·, t1), . . . , V (·, tm));
(2) lim
ε→∞ lim supn→∞
P
{
 ∈  | ‖Vn(, ·)‖∞ > ε
} = 0 and for every ε > 0
lim

→0
lim sup
n→∞
P ∗
{
 ∈  | sup
d(t1,t2)<

|Vn(, t1) − Vn(, t2)| > ε
}
= 0.
In the following we shall show that for each nonvoid compact subset K ⊆ Rk the random
element SK(Z, ·) and the sequence (SKn (Y˜ n, ·))n satisfy the conditions (1) and (2) of Proposition
4.1. Let us begin with the condition (1).
Deﬁning the mappings Dn : F nococ2(R)n × Rk → R (n ∈ N) and D : X × Rk → R by
Dn(y˜n
, ) :=
(
EF nococ2(R)n(y˜n) − EF nococ2(R)n(X˜n F ∗) | hn
(
∗ + √
n
)
− hn(∗)
)
n,2
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with hn := EF nococ2(R)n ◦ X˜n and
D(z, ) := ′	r1...rk (z) if  ∈ Gr1...rk (∗),
respectively, we obtain Sn(·, ) ◦ Y˜n = n,2(X˜n F (∗ + √n ), X˜n F ∗)2 − 2Dn(·, ) ◦ Y˜ n for
 ∈ Rk , and S(z, ) = ′Kr1...rk− 2D(z, ) if z ∈ X ,  ∈ Gr1...rk (∗).
Lemma 4.2. Let the notations and assumptions be taken from Section 3, and let  ∈ Rk as well
as (r1, . . . , rk) ∈ T (∗) with  ∈ Gr1...rk (∗). Then assumption 3.1.3 implies
lim
n→∞ n,2
(
X˜n F
(
∗ + √
n
)
, X˜n F ∗
)2
= ′Kr1...rk.
Proof. We have n,2(X˜n F (∗ + √n ), X˜n F ∗)2 = ‖nr1...rk (
√
n
)‖2n,2 for sufﬁcient large
n ∈ N because ∗ and ∗ + √
n
belong to
j=1
k
Rrj for sufﬁcient large n ∈ N. Therefore, the
statement of Lemma 4.2 follows immediately from assumption 3.1.3. 
Lemma 4.2 enables us to use Slutzky’s theorem in order to verify condition (1) of Proposition
4.1. It remains to show that the sequence
(
(Dn(·, 1) ◦ Y˜ n, . . . , Dn(·, m) ◦ Y˜ n)
)
n
converges in
law in Rm to (D(·, 1) ◦Z, . . . ,D(·, m) ◦Z) for every ﬁnite set of points 1, . . . , m in Rk . This
can be done under some additional condition of regularity for the exogeneous variables of the
lrvc-models.
Lemma 4.3. Let the notations of Section 3 be taken. If the assumptions 3.1.1–3.1.3 are satisﬁed,
and if
lim
n→∞
1√
n
max{2(˜xtj , 0˜) | t ∈ {1, . . . , n}, j ∈ {1, . . . , k}} = 0
holds, then for m ∈ N, 1, . . . , m ∈ Rk the sequence
(
(Dn(·, 1) ◦ Y˜ n, . . . , Dn(·, m) ◦ Y˜ n)
)
n
converges in law in Rm to (D(·, 1) ◦ Z, . . . ,D(·, m) ◦ Z).
Proof. Let m ∈ N, 1, . . . , m ∈ Rk . It sufﬁces to prove that the
(∑m
i=1iDn(·, i ) ◦ Y˜ n
)
n
converges in law in R to
m∑
i=1
iD(·, i ) ◦ Z for arbitrary real numbers 1, . . . , m.
Let 1, . . . , m ∈ R. For i there exists some (ri1 , . . . , rik ) ∈ T (∗) with i ∈ Gri1 ,...,rik (∗)
(i ∈ {1, . . . , m}). Let n1 ∈ N such that ∗, ∗ + i√n ∈ j=1
k
Rrij holds for every n ∈ N, nn1
and i ∈ {1, . . . , m}. Then we obtain for n ∈ N, nn1
m∑
i=1
iDn(·, i ) ◦ Y˜n =
1√
n
m∑
i=1
(
Unri1 ...rik
◦ Y˜ n
)′ii
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and, due to E Unri1 ...rik ◦ Y˜ n = 0,
Var
(
m∑
i=1
iDn(·, i ) ◦ Y˜n
)
= 1
n
m∑
i,j=1
i
′
i
E Unri1 ...rik
◦ Y˜ n
(
Unrj1 ...rjk
◦ Y˜ n
)′j j .
Thus we obtain by assumption 3.1.2
(1) lim
n→∞ Var(
m∑
i=1
iDn(·, i ) ◦ Y˜ n) = Var(
m∑
i=1
iD(·, i ) ◦ Z).
For abbreviation set 〈gnt 〉 :=
m∑
i=1
Pnt ◦ nri1 ...rik (ii ) (n ∈ N, t ∈ {1, . . . , n}). Deﬁning
Wnt := 1√
n
(
EF nococ2(R) ◦ Y˜t − EF nococ2(R)(E˜AY˜t ) | 〈gnt 〉
)
2
(n ∈ N, t ∈ {1, . . . , n}),
we obtain for n ∈ N, nn1
m∑
i=1
iDn(·, i ) ◦ Y˜ n =
n∑
t=1
Wnt
due to E˜AY˜ n = X˜n F ∗.
By assumption 3.1.1 we have (Y˜t )t as a sequence of independent square integrable random
fuzzy sets, and additionally the sequence (EF nococ2(R) ◦ Y˜t − EF nococ2(R)(E˜AY˜t ))t consists of identically
distributed centered random elements in L2([0, 1] × S0). Therefore,
(2) {Wnt | n ∈ N, t ∈ {1, . . . , n}} is an independent triangular scheme built up by square
integrable R-valued random variables Wnt with E Wnt = 0 for all n ∈ N, t ∈ {1, . . . , n}.
Moreover, using triangle inequality,
(3) we have
‖〈gnt 〉‖2 
k∑
j=1
m∑
i=1
|e′j (ii )|‖Pnt ◦ nri1 ...rik (ej )‖2
=
k∑
j=1
m∑
i=1
|e′j (ii )|2(˜xtj , 0˜)
 k
m∑
i=1
‖ii‖︸ ︷︷ ︸
=:C1
max
{
2(˜xtj , 0˜) | t ∈ {1, . . . , n}, j ∈ {1, . . . , k}
}
for n, t ∈ N with n t .
Furthermore, assumption 3.1.3 ensures that
(4) there is some positive constant C2 such that 1n
∑n
t=1‖〈gnt 〉‖22= 1n‖
∑m
i=1
n
ri1 ...rik
(ii )‖2n,2
C2 for arbitrary n ∈ N.
Denoting the distribution of Wnt by QWnt (n ∈ N, t ∈ {1, . . . , n}) it remains to prove that
(5) lim
n→∞
n∑
t=1
∫
{x∈R||x|ε}(idR)
2 dQWnt = 0 holds for every ε > 0, where idR denotes the
identity on R.
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The reason is that we may then draw on a version of the central limit theorem which can be
found in [7] ((5.21) and (5.21.6)). In the view of this result we can conclude from the statements
(1),(2),(5) that the sequence (∑mi=1iDn(·, i ) ◦ Y˜ n)n converges in law in R to some normal
random variable with vanishing expected valued and variance Var(
∑m
i=1iD(·, i ) ◦ Z). By the
deﬁnitions of Z and Zri1 ,...,rik , the random variable
m∑
i=1
iD(·, i ) ◦ Z is normally distributed in
this way. Thus, the sequence
( m∑
i=1
iDn(·, i ) ◦ Y˜ n
)
n
converges in law to
m∑
i=1
iD(·, i ) ◦ Z.
Proof of (5). Let ε>0 be given, and letP denote the distribution of EF nococ2(R)◦Y˜1−EF nococ2(R)(E˜AY˜1).
Firstly, applying the Cauchy Schwarz inequality as well as (3), (4), we can observe for n ∈ N, t ∈
{1, . . . , n}
0 
n∑
t=1
∫
{x∈R||x|ε}
(idR)2 dQWnt 
1
n
n∑
t=1
‖〈gnt 〉‖22
∫
An
‖ · ‖22 dP
 C2
∫
An
‖ · ‖22 dP
(
An := {〈f 〉 ∈L2([0, 1] × S0) | ‖〈f 〉‖2C1 1√n max{2(˜xtj , 0˜) | t ∈ {1, . . . , n}, j ∈ {1, . . . , k}}
ε}). Since by assumption 3.1.1 the L2-norm is P -integrable of order 2, and since we have
also supposed that lim
n→∞
1√
n
max{2(˜xtj , 0˜) | t ∈ {1, . . . , n}, j ∈ {1, . . . , k}} = 0 holds, we
may conclude immediately that the sequence (1An‖ · ‖22)n is uniformly integrable w.r.t. P and
converges pointwise to zero. Then statement (5) follows, which completes the proof. 
Now we shall turn over to verify condition (2) of Proposition 4.1 for the sequences (SKn (Y˜n, ·))n
(K nonvoid compact subset of Rk).
Lemma 4.4. Let us retake the notations from Section 3. Additionally, let K be a nonvoid compact
subset of Rk , and let P˜ ∗ denote the outer P˜ -measure. If assumptions 3.1.1, 3.1.3 hold, and if the
sequence
( ‖X˜n‖2
n
)
n
is bounded, then condition (2) of Proposition 4.1 is valid for the sequence
(SKn (Y˜n, ·))n.
Proof. By the secondpart of assumption 3.1.1 there is some2 > 0with2 > V˜arF Y˜1 = V˜arF Y˜t
for all t . Let C be an upper bound of the set {1, supx∈K ‖x‖, ‖X˜
n‖2
n
| n ∈ N}, and let 
, ε > 0 be
ﬁxed. Setting fn(, ˆ) := EF nococ2(R)n(X˜n F (∗ +
√
n
)) − EF nococ2(R)n(X˜n F (∗ +
ˆ√
n
)) for each
pair (, ˆ) ∈ Rk × Rk , we have
Sn(·, ) ◦ Y˜ n − Sn(·, ˆ) ◦ Y˜ n
= ‖fn(, ˆ)‖2n,2 + 2
(
fn(, ˆ) | fn(ˆ, 0)
)
n,2
−2(EF nococ2(R)n ◦ Y˜ n − EF nococ2(R)n(X˜n F ∗) | fn(, ˆ))n,2.
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Firstly, we may conclude from Lemma .2∣∣∣(EF nococ2(R)n(Y˜ n) − EF nococ2(R)n(X˜n F ∗) | fn(, ˆ))n,2∣∣∣

‖− ˆ‖√
n
∑
(r1,...,rk)∈{0,1}k
‖Unr1...rk (Y˜ n)‖
due to E˜AY˜ n = X˜n F ∗. Hence by application of Jensen’s inequality, and then drawing on
assumption 3.1.1 as well as Cauchy–Schwarz inequality, we obtain
E
1√
n
∑
(r1,...,rk)∈{0,1}k
‖Unr1...rk (Y˜ n)‖ 
∑
(r1,...,rk)∈{0,1}k
√
E
1
n
‖Unr1...rk (Y˜ n)‖2

∑
(r1,...,rk)∈{0,1}k
√√√√2
n
k∑
j=1
‖nr1...rk (ej )‖2n,2.
Furthermore,
| ‖fn(, ˆ)‖2n,2 + 2
(
fn(, ˆ)|fn(ˆ, 0)
)
n,2 |C ‖− ˆ‖(‖− ˆ‖ + 2‖ˆ‖)
by the triangle and Cauchy–Schwarz inequality as well as Proposition 2.2. Noticing SKn (Y˜ n, 0) ≡
0, the preliminary considerations imply for ε > C3 by triangle and Markoff’s inequality
P˜ ∗
{
 ∈ ˜ | sup
∈K
|SKn (Y˜ n(), )| > ε
}
 P˜
⎧⎨⎩ ∈ ˜
∣∣∣∣∣∣ 2C√n
∑
(r1,...,rk)∈{0,1}k
‖Unr1...rk (Y˜ n())‖ + C3 > ε
⎫⎬⎭
 2C
ε − C3
∑
(r1,...,rk)∈{0,1}k
√√√√2
n
k∑
j=1
‖nr1...rk (ej )‖2n,2.
Finally, application of assumption 3.1.3 leads to
lim
ε→∞ lim supn→∞
P˜ ∗
{
 ∈ ˜
∣∣∣∣∣sup∈K |SKn (Y˜ n(), )| > ε
}
 lim
ε→∞
2C
ε − C3
∑
(r1,...,rk)∈{0,1}k
√
2 tr(Kr1...rk ) = 0,
where tr(Kr1...rk ) stands for the trace of the matrix Kr1...rk obtained from assumption 3.1.3.
An analogous line of reasoning yields for arbitrary ε > 0
lim

→0
lim sup
n→∞
P˜ ∗
⎧⎨⎩ ∈ ˜
∣∣∣∣∣∣ sup1,2∈K,‖1−2‖<
 |SKn (Y˜ n(), 1) − SKn (Y˜ n(), 2)| > ε
⎫⎬⎭
 lim

→0
2

ε − C
(
+ 2C)
∑
(r1,...,rk)∈{0,1}k
√
2 tr(Kr1...rk ) = 0.
The proof is now complete. 
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Combining the Lemmata 4.2, 4.3, 4.4 we may apply Proposition 4.1, and we obtain the desired
main result of this section.
Proposition 4.5. Let the general notations of Section 3 be given. Additionally let K denote a
nonvoid compact subset ofRk . If the assumptions 3.1.1–3.1.3 are satisﬁed, if ( ‖X˜n‖2
n
)
n
is bounded,
and if
lim
n→∞
1√
n
max{2(˜xtj ), 0˜) | t ∈ {1, . . . , n}, j ∈ {1, . . . , k}} = 0
holds, then the sequence
(
SK(Y˜n, ·)
)
n
converges in law in l∞(K) to SK(Z, ·).
5. Proofs of the main results
Let us retake the notations from Sections 3, 4. Firstly, we want to recall the
√
n-
consistency of the least squares estimation (cf. [16, Theorem 4.2]).
Proposition 5.1. Every sequence
(
Bˆ(Y˜1, . . . , Y˜n)
)
n>k
of least squares estimators is √n-
consistent if the sequences (V˜arF Y˜t )t , ( ‖X˜
n‖2
n
)n>k, (n‖X˜−n‖2)n>k are bounded, and if (Y˜t )t is a
sequence of independent square integrable random fuzzy sets.
Now we are prepared to prove the ﬁrst main result
Proof of Theorem 3.6. Let the assumptions and notations of Theorem 3.6 be given. Drawing on
an argmax theorem by van der Vaart (cf. [22, Corollary 5.58]) together with Propositions 4.5, 5.1,
it remains to prove that the sequence ( ‖X˜
n‖2
n
)n>k is bounded. However, this follows immediately
from assumption 3.1.3 because
∑
(r1,...,rk)∈{0,1}k
sup
‖‖1
‖nr1...rk ()‖n,2 is a Lipschitz constant of X˜n
for every n > k. This may be seen as follows: let , ˆ ∈ Rk , and let 0 ∈
j=1
k
Rrj ∩ j=1
k
Rrˆj
be deﬁned by e′j
0 := 12e′j ( + ˆ) if rj = rˆj and e′j0 := 0 otherwise. It is easy to check that
max{‖− 0‖, ‖0 − ˆ‖}‖− ˆ‖. Then we can conclude by triangle inequality
n,2(X˜
n F , X˜n F ˆ)n,2
(‖nr1,...,rk (− 0)‖n,2 + ‖nrˆ1...rˆk (0 − ˆ)‖n,2). 
Let us now turn to the second main result.
Proof of Theorem 3.8. The mapping Sr1...rk (z, ·) is strictly convex with unique point of mini-
mum ¯(z) := K−1r1...rk	r1...rk (z).
Furthermore, since
(
Sr1...rk (·, )
)
∈Rk is a version of
(
S(·, ))∈Rk , we obtain
E
(
S(·, 1) − S(·, 2)
)2 = E (Sr1...rk (·, 1) − Sr1...rk (·, 2))2 = 0
for different 1, 2. Moreover,
(
S(·, ))∈Rk is a Gaussian stochastic process with continuous
paths that have in addition nonvoid bounded sets of minimizers due to Lemma 3.3. Then we may
apply a quite general result on the unimodality of sample paths of Gaussian processes (cf. [17,
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Theorem 3], [5, Theorem 1.1]) which ensures that the sample paths of (S(·, ))∈Rk have unique
minimal points QZ-a.s.. Thus, by Theorem 3.6 the sequence
(√
n(Bˆ(Y˜1, . . . , Y˜n)− ∗)
)
n>k
con-
verges in law to a measurable minimizer ˆ of the sample paths of
(
S(·, ))∈Rk , which is unique
up to a QZ-null set.
Let us endow the space l∞lb (R
k)of lower bounded real-valuedmappings onRk with the-algebra
A generated by the projections 	 : l∞lb (Rk) → R, f → f () ( ∈ Rk). Then for each nonvoid
at most countable subset G of Rk and every x ∈ R we obtain {f ∈ l∞lb (Rk) | inf∈Gf ()x} =⋂
∈G
	−1 ([x,∞[) ∈ A, which implies that the real-valued mapping G on l∞lb (Rk), deﬁned by
G(f ) := inf∈Gf () − inf∈Qk f (), is A-measurable. In particular inf∈GS(·, ) − inf∈Qk S(·, ) and
inf
∈GSr1...rk (·, ) − inf∈Qk Sr1...rk (·, ) are identically distributed because
(
Sr1...rk (·, )
)
∈Rk is a ver-
sion of
(
S(·, ))∈Rk . Therefore, we may conclude for every nonvoid compact subset K of Rk ,
choosing an arbitrary at most countable dense subset G of K
QZ{z ∈ X | ˆ(z) ∈ K} = QZ
{
z ∈ X | inf
∈GS(z, ) − inf∈Qk S(z, ) = 0
}
= QZ
{
z ∈ X | inf
∈GSr1...rk (z, ) − inf∈Qk Sr1...rk (z, ) = 0
}
= QZ{z ∈ X | ¯(z) ∈ K}.
So we have shown that the distributions of ˆ and ¯ coincide on the compact subsets of Rk ,
therefore they are identical due to tightness. This completes the proof. 
The remaining result is an easy application of Theorem 3.8
Proof of Corollary 3.10. In the view of Theorem 3.8 it sufﬁces to prove that for every pair
(r1, . . . rk), (rˆ1, . . . , rˆk) ∈ T (∗) the following properties are satisﬁed:
(1) ′Kr1...rk = ′Krˆ1...rˆk for each  ∈ Rk;
(2) Var(e′j (	r1...rk (Z) − 	rˆ1...rˆk (Z))) = 0 for all j ∈ {1, . . . , k}.
Let us ﬁx (r1, . . . rk), (rˆ1, . . . , rˆk) ∈ T (∗).
Proof of (1). Let  ∈ Rk . Then due to assumption 3.1.3
|′Kr1...rk− ′Krˆ1...rˆk| = limn→∞
∣∣∣∣1n ‖nr1...rk ()‖2n,2 − 1n‖nrˆ1...rˆk ()‖2n,2
∣∣∣∣
 lim
n→∞
1
n
‖nr1...rk ()−nrˆ1...rˆk ()‖n,2
(‖nr1...rk ()‖n,2+‖nrˆ1...rˆk ()‖n,2).
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Furthermore, using Cauchy–Schwarz inequality,
lim
n→∞
1
n
∣∣∣∣(nr1...rk (ei) − nrˆ1...rˆk (ei) | nr1...rk (ej ) − nrˆ1...rˆk (ej ))n,2
∣∣∣∣
 lim
n→∞
1
n
‖nr1...rk (ei) − nrˆ1...rˆk (ei)‖n,2 ‖nr1...rk (ej ) − nrˆ1...rˆk (ej )‖n,2 = 0
holds for every i, j ∈ {1, . . . , k} by assumption. This implies lim
n→∞
1
n
‖nr1...rk () − nrˆ1...rˆk ()‖2n,2
= 0. Since the sequences ( 1√
n
‖nr1...rk ()‖n,2)n and ( 1√n‖nrˆ1...rˆk ()‖n,2)n are bounded in view of
assumption 3.1.3, we obtain |′Kr1...rk− ′Krˆ1...rˆk| = 0.
Proof of (2). For j ∈ {1, . . . , k} assumption 3.1.2 and the ﬁrst part of assumption 3.1.1 yield
Var(e′j (	r1...rk (Z) − 	rˆ1...rˆk (Z))) = limn→∞
1
n
Var(e′j
(
Unr1...rk ◦ Y˜ n − Unrˆ1...rˆk ◦ Y˜ n)
)
= lim
n→∞
1
n
n∑
t=1
E
(
EF nococ2(R) ◦ Y˜t − EF nococ2(R)(E˜AY˜t )| Pnt ◦ (nr1...rk (ej ) − nrˆ1...rˆk (ej ))
)2
2.
Then, drawing on the second part of assumption 3.1.1, and applying Cauchy–Schwarz inequality,
we obtain
n∑
t=1
E
(
EF nococ2(R) ◦ Y˜t − EF nococ2(R)(E˜AY˜t ) | Pnt ◦ (nr1...rk (ej ) − nrˆ1...rˆk (ej ))
)2
2
 V˜arF (Y˜1)
1
n
‖nr1...rk (ej ) − nrˆ1...rˆk (ej )‖2n,2.
Hence, by assumption Var(e′j (	r1...rk (Z) − 	rˆ1...rˆk (Z))) = 0, which shows statement (2) and
completes the proof. 
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Appendix A
Let us retake notations from Section 3
Proof of Remark 3.2.2. Denoting the distribution of EF nococ2(R) ◦ Y˜1 − EF nococ2(R)(E˜AY˜1) by Q, as-
sumption 3.1.1 yields
E
1
n
(
′Unr1...rk ◦ Y˜ n
)(
ˆ′Un
rˆ1...rˆk
◦ Y˜ n
)
= 1
n
n∑
t=1
∫ (· | Pnt ◦ nr1...rk ())2(· | Pnt ◦ nrˆ1...rˆk (ˆ))2 dQ
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for arbitrary (r1, . . . , rk), (rˆ1, . . . , rˆk) ∈ {0, 1}k, , ˆ ∈ Rk . Then in the view of Cauchy–Schwarz
inequality and the dominated convergence theorem the application of assumptions 3.1.1, 3.1.3
and 3.1.4, (i), leads to the convergence result of assumption 3.1.2, (i). 
Proof of Remark 3.2.3. According to Remark 3.2.2, part (i) of assumption 3.1.2 holds, and it
remains to show part (ii). For this purpose letV denote the orthogonal projection onto the linear
support V of the distribution of EF nococ2(R) ◦ Y˜1 − EF nococ2(R)(E˜AY˜1). It is known that the random
element V ◦ (EF nococ2(R) ◦ Y˜1 − EF nococ2(R)(E˜AY˜1)) is scalarly nondegenerated (cf. [23, Proposition
I.5.2]). Next, letW be as in assumption 3.1.4, (ii); it is enclosed in V by assumption. Furthermore,
letW denote the orthogonal projection from V onto the closure ofW , which isW itself because
W is assumed to be a vector space of ﬁnite dimension say m. Furthermore, choosing an arbitrary
orthonormal basis of W , one may select some isometric isomorphism  between W and Rm
w.r.t. the restriction of the L2-norm and the euclidean norm, respectively. Then assumption 3.1.1
implies
E
1
n
(
′Unr1...rk ◦ Y˜ n
)2 = 1
n
n∑
t=1
 ◦ Pnt ◦ nr1...rk ()′ ◦ Pnt ◦ nr1...rk ()
for arbitrary (r1, . . . , rk) ∈ {0, 1}k,  ∈ Rk , where  stands for the covariance matrix of the
Rm-valued random variable  ◦W ◦V ◦ (EF nococ2(R) ◦ Y˜1 − EF nococ2(R)(E˜AY˜1)). Moreover,  is
positive deﬁnite because the random element V ◦ (EF nococ2(R) ◦ Y˜1 − EF nococ2(R)(E˜AY˜1)) is scalarly
nondegenerated. Therefore, there exists some positive real number C such that ′C′
holds for every  ∈ Rm because all norms on Rm are equivalent. Hence
E
1
n
(
′Unr1...rk ◦ Y˜ n
)2C 1
n
‖nr1...rk ()‖2n,2
for arbitrary (r1, . . . , rk) ∈ {0, 1}k,  ∈ Rk , and assumption 3.1.2, (ii), follows from part (i) and
assumption 3.1.3. 
Proof of Lemma 3.3. The mapping S(z, ·)|Gr1...rk (∗) is continuous, and even strictly convex
since Kr1...rk is positive deﬁnite by assumption 3.1.3. Therefore, S(z, ·)|Gr1...rk (∗) has at most
one point of minimum.
Furthermore, the level sets
(
S(z, ·)|Gr1...rk (∗)
)−1
(] − ∞, t]) (t ∈ R) are bounded due to
S(z, )= (− K−1r1...rk	r1...rk (z))′Kr1...rk (− K−1r1...rk	r1...rk (z))
−	r1...rk (z)′K−1r1...rk	r1...rk (z)
for  ∈ Gr1...rk (∗), thus they are also compact. Then S(z, ·)|Gr1...rk (∗) has a point of minimum.
Hence the sample paths of
(
S(·, ))∈Rk attain their minima, and we may ﬁnd a measurable
minimizer due to a well known application of the measurable selection theorem (cf. [19, Theorem
6.7.22]). 
Proof of Lemma 3.4. Let (r1, . . . , rk) ∈ T (∗) and let R ⊆ I (∗). According to the assump-
tions onZ, theRk-valued random variablesMR(M ′RKr1...rkMR)−1M ′R	r1,...,rk (Z) obviously have
distributions as claimed in the statement. The remainder part of the statement is trivial if mR = 0
because in this case GRr1...rk (
∗) consists only of 0. So let us assume mR > 0, and let H denote
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the preimage of GRr1...rk (
∗) under the vector space homomorphism R represented by MR . It is
an open subset of RmR with GRr1...rk (
∗) = R(H).
Now let z ∈ X such that ˆ(z) minimizes S(z, ·), and is contained in GRr1...rk (∗). Then
there exists some ˆ(z) ∈ H with ˆ(z) = MR ˆ(z), in particular ˆ(z) minimizes the mapping
S(z, ·) ◦ R|H . Since it is inﬁnitely differentiable, we obtain
2M ′RKr1...rkMR ˆ(z) − 2M ′R	r1...rk (z) = Gradˆ(z)S(z, ·) ◦ R = 0,
where Gradˆ(z)S(z, ·) ◦ R denotes the gradient of S(z, ·) ◦ R at ˆ(z).
By assumption 3.1.3 thematrixKr1...rk is positive deﬁnite, therefore,M ′RKr1...rkMR is obviously
nonsingular. Finally,
ˆ(z) = MR ˆ(z) = MR(M ′RKr1...rkMR)−1M ′R	r1...rk (z),
which completes the proof. 
Lemma .2. For ﬁxed n ∈ N and , ˆ ∈ Rk as well as for each realization y˜
n
of Y˜ n :=
(Y˜1, . . . , Y˜n) we obtain∣∣∣∣ (EF nococ2(R)n(y˜n) − EF nococ2(R)n(E˜AY˜ n) | EF nococ2(R)n(X˜n F ) − EF nococ2(R)n(X˜n F ˆ))n,2
∣∣∣∣
‖− ˆ‖
∑
(r1,...,rk)∈{0,1}k
√√√√ k∑
j=1
(
EF nococ2(R)n(y˜n) − EF nococ2(R)n(E˜AY˜ n) | nr1...rk (ej )
)2
n,2
.
The lemma has been proved in [16] (Lemma A.2).
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