Approximate solutions to Mathieu's equation by Wilkinson, Samuel A. et al.
Approximate solutions to Mathieu’s equation
Samuel A. Wilkinson,1 Nicolas Vogt,1 Dmitry S. Golubev,2 and Jared H. Cole1
1Chemical and Quantum Physics, School of Science,
RMIT University, Melbourne, Victoria 3001, Australia
2Low Temperature Laboratory, Department of Applied Physics,
Aalto University School of Science, P.O. Box 13500, FI-00076 Aalto, Finland
(Dated: October 3, 2017)
Mathieu’s equation has many applications throughout theoretical physics. It is especially im-
portant to the theory of Josephson junctions, where it is equivalent to Schro¨dinger’s equation.
Mathieu’s equation can be easily solved numerically, however there exists no closed-form analytic
solution. Here we collect various approximations which appear throughout the physics and math-
ematics literature and examine their accuracy and regimes of applicability. Particular attention is
paid to quantities relevant to the physics of Josephson junctions, but the arguments and notation
are kept general so as to be of use to the broader physics community.
I. INTRODUCTION
Mathieu’s equation,
d2ψ
dz2
+ (a− 2η cos(2z))ψ = 0. (1)
has appeared in theoretical physics in many different con-
texts. Mathieu originally formulated the equation to de-
scribe the vibration modes of an elliptical membrane [1],
but the equation has since been applied to the theory of
quadrupole ion traps [2–4], ultracold atoms [5] and quan-
tum rotor models [6, 7]. This equation has also found
attention as a simplified model of a particle moving in a
periodic potential [8].
Although Mathieu’s equation is easy to solve numeri-
cally, and although exact results are achievable in certain
limits, a general analytic solution of Mathieu’s equation
has not yet been achieved. Instead, there exists through-
out the literature, both on physics and mathematics, a
myriad of approximations and numerical methods which
may be used to extract quantities of interest. It is the
goal of this paper to collect these approximations to-
gether in one place for easy reference, to review them
explicitly and explore their regimes of validity. The fo-
cus is to illustrate and compare the results found in the
vast body of literature on this topic.
This manuscript will focus primarily on applications
of Mathieu’s equation to the physics of Josephson junc-
tions [9–12], however we will keep the notation general as
the results presented herein may be of use across diverse
fields. Josephson junctions are elements in superconduct-
ing circuits, which are of great interest due to potential
applications in quantum technology [9, 13, 14].
A single Josephson junction is governed by the Hamil-
tonian
H = −4EC ∂
2
∂φ2
− EJ cos(φ) (2)
where EC = e
2/2C is the charging energy, C is the
junction capacitance, EJ the Josephson energy and φ is
the phase difference of the superconducting condensate
across the junction. With this Hamiltonian, the time-
independent Scho¨dinger equation becomes[
−4EC ∂
2
∂φ2
− EJ cos(φ)
]
ψ = Eψ. (3)
This reduces to Mathieu’s equation upon making the sub-
stitutions φ/2→ z, E/EC → a, EJ/2EC → η. To main-
tain generality, we will retain the notation of Mathieu’s
equations, but we will bear these substitutions in mind
and make frequent reference to results obtained in the
theory of Josephson junctions.
The focus will be on quantities corresponding to phys-
ical observables in Josephson junctions. We will there-
fore not be concerned with the details of the Mathieu
functions themselves (physically, the wavefunctions of the
Josephson junction array), but primarily on the charac-
teristic value a, the floquet exponent ν, and related quan-
tities depicted in Fig. 1.
Each of these quantities will be discussed in detail
below, but each can be understood loosely as follows:
t = b1 − a0 is the difference between the lowest char-
acteristic value of an odd-parity Mathieu function and
the lowest characteristic value of an even-parity Mathieu
function. Physically it corresponds to the bandwidth of
the lowest energy band of a Josephson junction.
For characteristic values betweem a1 and b1, stable
Mathieu functions do not exist. δ = a1 − b1 represents a
gap in characteristic values of stable Mathieu functions.
Physically, δ corresponds to the band gap in the energy
spectrum of the Josephson junction.
V (ν) = da/dν is a quantity little discussed in the
mathematics literature, but in the physics of Josephson
junctions it is known as the effective voltage [9].
In experiments on Josephson junctions the quantity η
is often a controlled parameter. In fact, if one adopts a
SQUID geometry, EJ , and by extension η, can be tuned
in real time by adjusting the applied magnetic flux [15].
We are therefore primarily interested with how these var-
ious parameters vary with η. In Fig. 1 we have ploted
a(ν) and V (ν) for η = 0 and η = 0.2.
The limits of both strong coupling (η  1) and weak
coupling (η  1) are relatively straightforward. In both
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FIG. 1. The characteristic value a(ν) and its derivative with
respect to the Floquet exponent ν for Mathieu’s equation with
η = 0 (blue) and η = 0.3 (red).
cases the characteristic values can be expressed as asymp-
totic expansions in powers of η or 1/η respectively. Below
we will explore both of these extreme limits of the model,
and investigate the region η ∼ 1 where the approxima-
tions are expected to break down. We will also examine
properties of Mathieu’s equation which may be deduced
from periodicity arguments, as these are expected to be
valid for any value of η.
II. SMALL η
In the limit that η → 0, Mathieu’s equation becomes
d2ψ
dφ2
+ aψ = 0. (4)
This differs from Schro¨dinger’s equation for a particle
moving in free space only in that the co-ordinate φ has
the topology of a circle. In this limit, the eigenvalues
are continuous and do not form separate energy bands
or levels. The Mathieu functions themselves are sim-
ply ± cos(√anz), ± sin(
√
bn+1z) (as can be trivially veri-
fied). By convention we take the sign to be positive. The
characteristic value of the sin solution is denoted bn+1
rather than an by convention and for later convenience,
but it should be interpreted the same way (physically, as
an energy eigenvalue).
For finite η corrections must be added to the sim-
ple cos and sin solutions, however the solutions retain
their periodicity and parity. The finite η generalisations
are referred to as cosine-elliptic or sine-elliptic functions
respectively, and are denoted cen(z, η) and sen+1(z, η).
These can generally not be expressed in closed form.
However, we can obtain many physically relevant quan-
tities without direct reference to these functions.
At η = 0, stable solutions exist for any value of an (or
bm). However, at finite η band gaps appear, and solutions
are only stable when the characteristic value a is an ≤
a ≤ bn+1, where n is an integer and where we have used a
without a subscript to denote an arbitrary characteristic
number which will generally be of fractional order.
Physically, this stability/instability of solutions mani-
fests itself in the form of energy bands, so that the sta-
bility diagram of Mathieu’s equation gives us the band
structure of a Josephson junction. At a given value
of η, the characteristic energy is a periodic function of
the characteristic exponent ν (to be introduced below).
Many quantities of physical interest can be expressed in
terms of the lowest and highest energies in a band, an and
bn+1 respectively. For example, the ground state band-
width is just b1 − a0, and the gap between the ground
and first excited state is a1 − b1.
At small η, the characteristic values can be expanded
in powers of η [16], giving
a0 =− 1
2
η2 +
7
128
η4 − 29
2304
η6 +
68687
18874368
η8 +O(η10)
b1 =1− η − 1
8
η2 +
1
64
η3 − 1
1536
η4 − 11
36864
η5 +
49
589824
η6
− 55
9437184
η7 − 265
113246208
η8 +O(η9).
(5)
The expression for a1 is identical to b1, but with η → −η.
Similar expansions for higher order characteristic values
can be found in section 2.151 of ref. [16].
III. LARGE η
When η  1, z remains close to the minima of cos 2z,
so that when expanded as a Taylor series only the second
order term is relevant. This reduces the Mathieu equa-
tion to the form of Schro¨dinger’s equation for a harmonic
oscillator, so that the Mathieu functions may be approx-
imated by the wavefunctions of a harmonic oscillator
ψHOn (z) = cnHn
(
(2η)1/4z
)
e−
1
2
√
2ηz2 (6)
with energy levels
an = 4
√
η(n+
1
2
)− 2η (7)
where Hn(x) are Hermite polynomials familiar from the
theory of the quantum harmonic oscillator, cn is a nor-
malization constant and the constant shift 2η comes from
the expansion of the cosine. Introducing x = (2η)1/4z
this simplifies to
ψHOn (x) = cnHn (x) e
− 12x2 . (8)
3In this limit, the Mathieu equation can be inter-
preted as the Hamiltonian for a tight-binding model [17].
Following the standard textbook analysis of the tight-
binding model, we can calculate the bandwidth of the
characteristic values of the Mathieu equation via
b1 − a0 = −
∫
dzψ(z)ψ(z − pi)V (z) (9)
where V (z) = −2η(1 + cos(z)) ≈ ηz2 + const. and we
have shifted our integration variable 2z → z. A detailed
calculation of this integral, along with a discussion on the
appropriate approximate wave-functions is given in [18].
The final result is
b1 − a0 = 16
√
2
pi
η3/4e−4
√
η, (10)
or, expressed in the notation relevant to Josephson junc-
tions [9, 19],
t0 = 32
(
EJEC
pi
)1/2(
EJ
2EC
)1/4
exp
[
−
(
8
EJ
EC
)1/2]
.
(11)
The exponential decay of the bandwidth with
√
η justifies
the approximation of the bands as infinitely thin at large
η in the asymptotic expansions of an.
Higher order corrections are given in section 3.43 of
[16], however the corrections are only polynomial in η so
for large η the exponential decay is the dominant feature.
As the bandwidth shrinks exponentially, the character-
istic values an and bn+1 become approximately equal at
large η. We can therefore neglect the difference between
the two and treat the bands as being infinitely thin, cor-
responding to a single energy which for convenience we
will label an. Asymptotic expansions for this value exist
[20], and we find that an to order η
−1 is
an =− 2η + (2 + 4n)√η − 1
4
− 1
2
n− 1
2
n2
+
(
− 1
32
− 3
32
n− 3
32
n2 − 1
16
n3
)
1√
η
+
(
− 11
256
− 3
256
n− 1
16
n2 − 5
256
n4
)
1
η
+O(η−3/2)
(12)
This formula increases in accuracy with η, but decreases
in accuracy with n. Since we are usually interested in the
lowest energy bands a0 and a1, the decrease in accuracy
with n need not concern us.
We can use the asymptotic expansion to calculate the
bandgaps δn = an+1 − an.
δn =4
√
η − 1− n
−
[
3
32
+
3
32
(2n+ 1) +
3n2 + 3n+ 1
16
]
1√
η
−
[
3
256
+
2n+ 1
16
+
5
128
(3n2 + 3n+ 1)
+
5
256
(4n3 + 5n2 + 4n+ 1)
]
1
η
+O(η−3/2).
(13)
For the special case of the gap above the ground state
this simplifies to
δ0 = 4
√
η − 1− 1
4
√
η
− 17
128η
+O(η−3/2) (14)
which is expressed in terms of physical parameters as
δ0
EC
≈ 4
√
EJ/2EC − 1− 1
4
√
2EJ/EC
− 17EC
256EJ
. (15)
If η is large enough that all but the η1/2 terms may be
neglected (physically, EJ  EC), then this corresponds
with Likharev and Zorin’s result [9] based on present-
ing the Mathieu functions in Wannier form in the tight-
binding limit, where they determine that the energy lev-
els are just those of a harmonic oscillator
δn = ~ωp (16)
where ωp is the plasma frequency of the Josephson junc-
tion ωp =
√
8EJEC/~.
Some quantities of physical interest are the matrix el-
ements Anm of the form
Anm =
∫ ∞
−∞
dzψ†n(z)Aψm(z) (17)
for some operator A. In particular, we will be con-
cerned with znm, z
2
nm, cos(z)nm and sin(z)nm. These
can be computed analytically using the harmonic oscil-
lator wavefunctions given in Eq. 8. Beginning with znm
we find
znm =
∫
dzψn(z)
∗zψm(z)
≈ c
∗
1c0
(2η)1/4
∫
dxH∗n(x)Hm(x)xe
−x2 .
(18)
The matrix elements for x = (2η)1/4z are equivalent to
the matrix elements of the position operator for a 1-D
harmonic oscillator - an elementary calculation. Express-
ing the position operator in terms of creation and anni-
hilation operators, we find
znm = 〈n|z|m〉 = η−1/4〈n|(a+ a†)|m〉
= η−1/4(
√
n+ 1δn+1,m +
√
nδn−1,m)
(19)
a result which can be found in the appendix of [9].
By the same method, we can compute the matrix ele-
ment z2nm
z2nm =〈n|z2|m〉 = η−1/2〈n|(a+ a†)2|m〉
=η−1/2
[√
(n+ 1)(n+ 2)δn,m−2 +
√
n(n− 1)δn,m+2
+ 2
(
n+
1
2
)
δn,m
]
.
(20)
4The remaining matrix elements, cos(z)nm and
sin(z)nm, cannot be so neatly expressed in terms of lad-
der operators (rather, each involves an infinite sum of
ladder operators). However, we can conclude that if the
difference between states |n −m| is odd, then cos(z)nm
will be zero, because cos(z) contains only even powers of
the ladder operators a, a†. Similarly, if |n −m| is even,
then sin(z)nm will be zero. To obtain quantitative re-
sults, we can evaluate the matrix elements numerically,
as is discussed in Section V.
IV. FLOQUET THEORY AND THE
CHARACTERISTIC EXPONENT
In physical applications, often the characteristic value
is a desired output of the theory (for example in the
physics of Josephson junctions it corresponds to an en-
ergy eigenvalue). We have seen that at a given value
of η there exist continuous bands of characteristic val-
ues which give stable solutions to Mathieu’s equation.
Therefore, an addition parameter is required to uniquely
determine the characteristic value for a particular η. To
this end we turn to Floquet theory, where we will see
that the Floquet characteristic exponent will provide the
additional parameter we need.
Mathieu’s equation contains periodic coefficients, so
that there will exist Floquet solutions of the form
ψ(z + τ ; a, η) = eiνzuν(z; a, η). (21)
We call uν a Floquet solution with characteristic expo-
nent ν. These solutions are stable only if ν is real. The
corresponding eigenvalues a which lead to real ν form
bands. This is directly analogous to the situation in solid
state physics,in which allowed energy levels are precisely
those which correspond to a real value for the quasi-
momentum k appearing in the Bloch wavefunctions for
electrons in a periodic potential. Drawing out this anal-
ogy, the physical variable in Josephson junctions which
corresponds to ν is called the quasi-charge, q.
We can explicitly include the characteristic exponent
in Mathieu’s equation by noting that
∂2
∂z2
[
eiνzuν(z)
]
=
(
∂
∂z
+ iν
)2
eiνzuν(z). (22)
This allows us to rewrite Mathieu’s equation as(
∂
∂z
+ iν
)2
ψ + (a− 2η cos(2z))ψ = 0. (23)
Stable solutions correspond to real ν.
The following discussion closely follows [21]. The Flo-
quet solutions are periodic, so they can be expanded as
a Fourier series
ψ(z, a) = eiνz
∑
κ∈Z
c2κ(ν; a, η)e
2iκz. (24)
If we insert this expansion into Eq. 1 we obtain a three-
term recursion formula for the coefficients(
(2κ− ν)2 − a) c2κ + η(c2(κ+1) + c2(κ−1)) = 0, ∀κ ∈ Z
(25)
which we will re-write as
c2κ +
η
(
c2(κ+1) + c2(κ−1)
)
(2κ− ν)2 − a = 0, ∀κ ∈ Z. (26)
If we choose a truncated upper limit n ∈ Z then the
recursion relation can be written as a matrix equation
An(ν; a, η)~cn = 0 (27)
where
An(ν; a, η) =

1 ξ2n 0 . . . . . . 0
ξ2n−2 1 ξ2n−2
. . .
0
. . .
. . .
. . .
... ξ2 1 ξ2
ξ0 1 ξ0
ξ−2 1 ξ−2
. . .
. . .
. . .
... 1 ξ−2n+2
0 ξ−2n 1

(28)
and
ξ2κ =
η
(2κ− ν)2 − a (29)
In finite dimensions, finding non-trivial solutions to
An(ν; a, η)~cn = 0 is equivalent to demanding that
detAn(ν; a, η) = 0. For convenience, we will introduce
5the notation ∆(a, ν) = detAn(ν; a, η). We shall now ex-
amine some properties of ∆(a, ν).
Note that (2κ − (ν + 2)) = (2(κ − 1) − ν), so that
ξ2κ(ν + 1) = ξ2(κ+1)(ν). Since κ takes all values from
−∞ to +∞, this gives us ∆(a, ν) = ∆(a, ν + 1), showing
us that ∆(a, ν) is a periodic function in ν with period
1. This means we can restrict our analysis to the strip
0 ≤ ν ≤ 1.
The functions ξ2κ have simple poles at values of a and
ν which satisfy 2κ − ν = ±√a. Apart from these poles,
∆(a, ν) is analytic. We can avoid these poles by con-
structing a function
D(a, ν) =
1
cos(piν)− cos(pi√a) (30)
which has poles at the same values of a and ν as ∆(a, ν).
Now if we choose an appropriate function C(ν), the func-
tion
Θ(a, ν) = ∆(a, ν)− C(ν)D(a, ν) (31)
has no singularities. Because we can confine ourselves
to the strip 0 ≤ ν ≤ 1, we only have one pole to worry
about in ∆(a, ν) and D(a, ν), so finding C(ν) is just the
problem of calculating the constant C corresponding to
the quotient between residuals of ∆(a, ν) and D(a, ν).
If we chose C as to correctly eliminate singularities,
then Θ(a, ν) is an analytic function in the entire complex
plane with no poles. By Liouville’s theorem, it must
therefore be a constant.
In the limit ν → +i∞, all of the ξ2κ functions go to zero
and the matrix A(ν; a, q) is reduced to the identity ma-
trix. In this limit, therefore, ∆(a, ν) = 0. Furthermore,
cos(piν)→∞, and D(a, ν)→ 0. Hence Θ(a, ν) = 1, and
C =
∆(a, ν)− 1
D(a, ν)
. (32)
Because C is a constant, this relation must always hold
for any a and ν. In the case ν = 0, D(a, ν) = 1/(1 −
cos(pi
√
a)). This gives us
C = (∆(a, 0)− 1) (1− cos(pi√a))
=2(∆(a, 0)− 1) sin2
(
pi
√
a
2
)
(33)
For more general values of a and ν, we are seeking cases
where ∆(a, ν) = 0. Hence,
C = cos(pi
√
a)− cos(piν). (34)
Equating these two expressions, we obtain the
Whittaker-Hill formula [22]
sin2
(piν
2
)
= ∆(a, 0) sin2
(
pi
√
a
2
)
(35)
which gives us a relation between the characteristic expo-
nents of the Floquet solutions to Mathieu’s equation and
their corresponding eigenvalues. Some of the literature
uses the equivalent formula
cosh (iνpi) = 1− 2∆(a, 0) sin2
(
pi
√
a
2
)
. (36)
A. Evaluating ∆0
Since ∆0 is the determinant of an infinite matrix, exact
evaluation is not possible except for in the limit η → 0,
in which case ∆0 = 1. To calculate ∆0 numerically, we
must truncate it at some finite cut-off n. We denote the
determinant of the truncated matrix as ∆n. To calculate
the determinant of the full infinite-dimensional matrix
A(0; a, η) we will need to limit n→∞, however for small
η we will be able to obtain a good approximation at read-
ily achievable finite values of n.
A formula for obtaining ∆n in terms of determinants
at smaller truncations in given in [21] as
∆n = (1− αn)∆n−1 − αn(1− αn)∆n−2 + αnα2n−1∆n−3,
(37)
where αn = ξ2nξ2n−2. We take as a starting point ∆<0 =
0, ∆0 = 1 and ∆1 = (1−2α1) (which, as the determinant
of a 3× 3 matrix, can be easily calculated by hand).
Note that ∆n is the determinant of a 2n+ 1× 2n+ 1
matrix. For n = 1 we have
∆1(a, η) = 1− 2ξ0ξ2 = 1− 2η
2
a(a− 4) (38)
and at n = 2
∆2(a, η) = 1− 2ξ0ξ2 − 2ξ2ξ4 + 2ξ0ξ22ξ4 + ξ22ξ24
= 1− 4(a− 8)η
2
a(a2 − 20a+ 64) +
(3a− 32)η4
a(a2 − 20a+ 64)2 .
(39)
TheO(η2) changes when we move from ∆1 to ∆2. This
iterative approach is therefore not the same as expanding
in powers of η, even though a new power of η will appear
at each increment of n. For small η, it is reasonable
to neglect higher powers of η. If we continue to apply
Eq. 37, but discard all terms of order η4 or higher, we
obtain
∆N = 1− 2
N∑
k=1
αk = 1− 2
N∑
k=0
η2
[(2k)2 − a][(2k − 2)2 − a] .
(40)
It should be noted that since ∆n is evaluated at ν = 0,
the value of a entering the equation is always the mini-
mum of the band. Therefore a is strictly negative unless
η = 0, so the above sum does not contain any poles.
V. COMPARISON TO NUMERICAL
SOLUTIONS
Despite the lack of exact analytic results, numerically
solving Mathieu’s equation is quite straight-forward. In
the application of Mathieu’s equation to Josephson junc-
tion arrays we make use of the fact that phase and
charge are canonical conjugate variables, and re-write
6Schro¨dinger’s (Mathieu’s) equation (Eq. 23) in the charge
basis:
∑
n
[−4EC(nˆ− q)2 − EJ2 (|n+ 1〉〈n|+ |n− 1〉〈n|)] |ψm〉
= Em|ψm〉, (41)
where nˆ is the Cooper pair number operator, m labels
the different energy levels and q is the quasicharge (cor-
responding to ν in the generic Mathieu equation nota-
tion). While theoretically the sum over n should run
over n ∈ (−∞,∞), for practical purposes we must trun-
cate at some finite value N . With the correct translation
between Mathieu function and Josephson junction nota-
tion, the discretized Mathieu’s equation is reduced to the
problem of finding the eigenvalues and eigenvectors of the
(2N + 1)× (2N + 1) tridiagonal matrix

(ν +N)2 −η
−η (ν +N − 1)2 −η
. . .
. . .
. . .
−η (ν)2 −η
. . .
. . .
. . .
−η (ν −N + 1)2 −η
−η (ν −N)2

(42)
We solve this eigenvalue equation for each value of ν
separately. The resulting eigenvectors are discrete Math-
ieu’s functions, and the resulting eigenvalues are am(ν).
Other quantities of interest can be obtained from these,
for example the bandwidth b1 − a0 can be obtained nu-
merically as max[a(ν)]−min[a(ν)] (where a(ν) is the con-
tinuous band of characteristic values, of which b1 and a0
are the maximum and minimum values respectively).
Since the numerical results can be calculated to arbi-
trary precision, we use these to test the validity of the
analytic approximations introduced above.
Fig. 2 displays the characteristic values a0 and b1, as
well as the mean value of the lowest band of a(ν) for
small η, giving a direct comparison between the asymp-
totic expansions given in Eq. 5 (valid for small η), Eq. 12
(valid for large η) and numerical calculations (valid to ar-
bitrary precision across all values of η). We see that Eq. 5
is extremely accurate up to η = 1, at which point the ap-
proximate value of a0 begins to diverge significantly from
the numerically calculated value.
In the inset of Fig. 2 we plot the same characteristic
values to higher values of η, and observe the gap between
a0 and b1 shrinking exponentially. Approximating these
two quantities as a single value given by Eq. 12 becomes
more and more accurate at larger values of η.
The exponential suppression of the bandwidth is
demonstrated in Fig. 3, where the natural logarithm of
the numerically calculated value b1 − a0 is compared to
the small η approximation calculated from Eq. 5 and the
tight-binding approximation Eq. 10. The bandwidth is
shown to higher values of η in the inset of Fig. 3, where it
can be seen that Eq. 10 becomes a good approximation
at large η.
Fig. 4 shows the width of the gap between characteris-
tic values which correspond to stable solutions of Math-
ieu’s equation, physically corresponding to the band gap
between the first two energy bands of a Josephson junc-
tion. The approximation a1−b1 = 4√η is common in the
literature on Josephson junctions. This is simply Eq. 14
to lowest order, O(η1/2). Going to the next highest order
(0th order) is trivial, and yields a major improvement to
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results.
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√
η often
quoted in the physics literature is only a good fit for values of
η much larger than those presented here. A first order correc-
tion derived from the asymptotic expansions of [20] produces
a much better fit for intermediate values of η.
the accuracy of the approximation. Eq. 5 and the sur-
rounding text can give us a small η approximation for
a1 − b1 which is very accurate for η . 1.
Finally, Fig. 5 shows which values of a and η corre-
spond to stable solutions of Mathieu’s function. This cor-
responds to the band structure of a Josephson junction.
The characteristic values, bandwidths and bandgaps
plotted in previous figures can be seen together here.
If we wish to make use to the matrix representation in
Eq. 42 to calculate the matrix elements znm numerically,
we must change the basis of our wavefunctions
ψn(z) =
1√
2pi
∑
k
ψkne
ikz (43)
where the superscript k is an index labelling the basis
vector, not a power. inserting this into our definition of
znm in Eq. 18 we obtain
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FIG. 5. Shaded regions between the curves an and bn+1
correspond to stable solutions of Mathieu’s equation. The
stability diagram of Mathieu’s equation is equivalent to the
band diagram of a Josephson junction. Here we can see visu-
ally the exponential suppression of bandwidths with increased
coupling η.
znm =
1
2pi
∫ pi
−pi
dz
∑
k,q
(ψkn)
†e−ikzzeiqzψqm =
1
2pi
∑
k,q
(ψkn)
†ψqm
∫ pi
−pi
dzzei(q−k)z
=
1
2pi
∑
k,q
(ψkn)
†ψqm
2i (sin(pi(k − q))− pi(k − q) cos(pi(k − q)))
(k − q)2
(44)
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FIG. 6. Matrix elements |znm| ans |z2nm| calculated using
the numerical methods of Eqs. 45 and 46 (solid lines) and the
analytic approximations Eqs. 18 and 20 (dashed lines).
except for in the case k = q, in which case the integral
evaluates to 0. Since k − q can only take integer values,
sin(pi(k − q)) = 0 and cos(pi(k − q)) = (−1)k−q. Intro-
ducing variable p = k−q, the above expression simplifies
to
znm =
∑
k,q
(ψkn)
†ψk−pm
i(−1)p
p
. (45)
A similar calculation for z2nm gives
z2nm = 2
∑
k,q
(ψkn)
†ψqm
(−1)p
p2
, (46)
With numerically obtained vectors ψkn, we can calcu-
late the above expressions and compare it to the ex-
pressions we obtained analytically by approximating the
Mathieu functions as wavefunctions of the harmonic os-
cillator, as is done in Fig. 6.
Other matrix elements of interest are cos(z)nm and
sin(z)nm. These can be easily computed numerically us-
ing the representations
cos(z)nm =
1
2
∑
p
〈n| (|p+ 1〉〈p− 1|+ |p− 1〉〈p+ 1|) |m〉
sin(z)nm =
i
2
∑
p
〈n| (|p+ 1〉〈p− 1| − |p− 1〉〈p+ 1|) |m〉.
(47)
VI. EFFECTIVE VOLTAGE
When EC ∼ EJ , it is convenient to describe the
Josephson junction not in terms of discrete charges n or
in terms of the Josephson phase φ, but rather in terms
of the quasicharge q [9] (equivalent to the characteristic
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−0.5
0
0.5
1
ν
V
(ν
)
FIG. 7. Eq. 48 for the effective voltage V (ν) (dashed
lines) compared with numerical calculations (solid lines) for
η = 0, 0.1, 0.5 and 2. It can be seen that the approximation
matches the numerical results extremely well, especially for
large η and for η = 0. Solid lines correspond to the numeri-
cally calculated values, while the dashed lines are calculated
using Eq. 48.
exponent ν of Mathieu’s equation). In this case, the effec-
tive voltage across a junction is dE0/dq, or, in the Math-
ieu equation notation used above, da/dν. Our asymp-
totic formulae above approximate the bands of a as in-
finitely thin in ν, and therefore do not include explicit ν
dependence. Instead, a semi-analytic approach has previ-
ously been employed (as presented in the thesis of Adem
Ergu¨l [23]), where the function form of V (ν) has been
obtain from the relation Eq. 35 and constants have been
chosen so as to reproduce the correct limits as η → 0 and
η →∞. This approach gives us
V (ν) =
4
pi
arcsin
(
sin(ν)√
f + 2
√
f + 1 + cos(ν)
)
, (48)
where f ∼= 1.2η2 is a fitting parameter chosen to give the
correct results in the limits η → 0 and η →∞. (The use
of such a parameter is made necessary due to the diffi-
culty in analytically evaluating the infinite determinant
∆0.) This functional form is a very good approximation
across all values of η, matching numerical calculations
very closely, as can be seen in Fig. 7.
VII. CONCLUSION
Mathieu’s equation appears in many problems within
theoretical physics. In most situations, it is convenient
to simply solve the equation numerically. In some cases,
however, an analytic approximation may be desired. We
have gathered here several analytic approximations for
various quantities relating to Mathieu’s equation and
9compared them to numerical results (which may, in princ-
ple, be evaluated to arbitrary accuracy).
One results of particular interest is that of the gap be-
tween stable solutions of Mathieu’s equation - physically
corresponding to a bandgap. In much of the physics lit-
erature the characteristic values of Mathieu’s equations
are approximated as the eigenvalues of a harmonic oscil-
lator (see, for example [9]). In this paper we have seen
that the harmonic oscillator approximation corresponds
to a first order approximation with respect to the low η
asymptotic expansions of Frenkel and Portugal [20]. Ex-
tending the approximation to second order is trivial - it
merely involves an additive constant - but already yields
a large improvement to the approximation, as can be seen
in Fig. 4.
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