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R E S U M E N
Las carreteras son un tipo de elemento urbanístico utilizado por millo-
nes de personas a diario, y su estado en condiciones óptimas favorece
la disminución de la tasa de accidentes de tráfico. El estado de la su-
perficie del asfalto se ve alterado por un amplio abanico de defectos,
y en concreto, las grietas cobran un interés especial debido a que su
tratamiento en fases tempranas pueden suponer un ahorro en el coste
de reparación y tratamiento del defecto en etapas posteriores, así como
evitar la aparición de defectos derivados de ellas. Por este motivo, el
mantenimiento de los pavimentos juega un papel fundamental tanto
en la seguridad de los usuarios de este tipo de vías, como en términos
económicos. Sin embargo, a pesar de la importancia que tiene, existen
millones de kilómetros que necesitan ser inspeccionados, y esta labor
se realiza en la mayoría de lo casos de forma manual mediante la ins-
pección visual supervisada por expertos, siendo una tarea ineficiente
en el tiempo. Por ello, esta Tesis Doctoral presenta un sistema para la
detección y clasificación automática de defectos de grietas en pavimen-
tos. Para ello, se aplican métodos de procesamiento de imágenes a las
capturas tomadas de la superficie de los asfaltos para la extracción de
características y su posterior optimización y representación a un nue-
vo espacio de atributos interpretables por una persona. Posteriormente
estas características son utilizadas por un ensemble de modelos com-
puesto por varios algoritmos de aprendizaje automático, para realizar
la clasificación de las grietas en sus tipos más comunes: grietas de ti-
po malla o cocodrilo, grietas longitudinales y grietas transversales. De
acuerdo con los experimentos realizados y los resultados obtenidos, el
sistema tiene la capacidad de trabajar en sistemas computacionales de
recursos limitados, siendo susceptible de emplearse con restricciones
de tiempo real, además de proporcionar mejores resultados frente a las
propuestas existentes en la literatura científica. Esto hace posible que
el sistema se pueda colocar en diferentes vehículos no especializados
para la recolección y clasificación de los defectos en el mismo lugar
donde ocurren, aliviando así la tareas llevadas a cabo por los expertos.
A B S T R A C T
Roads are a type of urban element used by millions of people every
day, and the optimal surface condition contributes to the reduction
of the rate of traffic accidents. The condition of the asphalt surface is
affected by a wide range of defects, and particularly, cracks have a spe-
cial interest because their treatment in early stages represent savings
in the repairing costs. As this prevents the appearance of defects deri-
ved from them rather than treating the defects in later stages. For this
reason, pavement maintenance is fundamental in economic terms and
the safety of the users. Millions of kilometers need to be examined,
however, this work is mostly done manually through visual inspection
supervised by experts, which is a time inefficient task. For this reason,
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this Doctoral Thesis presents a system for the automatic detection and
classification of cracking defects in pavements. For this purpose, ima-
ge processing methods are applied to asphalt surface images extracting
features of the cracks, reducing the number of features, and represen-
ting the cracks in a new interpretable space of attributes. These new
attributes are used by an ensemble model composed of different auto-
matic learning algorithms classifying the cracks into their most com-
mon types: mesh or alligator cracks, longitudinal cracks, and transver-
se cracks. According to the experiment results, the proposed system
can work in computer systems with limited resources and could be
used with real-time constraints. Also, the proposed methodology pro-
vides more accurate results compared to the existing proposals in the
scientific literature. These features enable the system to be placed in
non-specialized vehicles collecting and classifying the defects, in the
same place where they occur, and simplifying the tasks carried out by
experts.
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1I N T R O D U C C I Ó N
Tu problema puede ser modesto, pero si desafía tu curiosidad y te
lleva a jugar con tus capacidades inventivas, y si lo resuelves
por tus propios medios, vas a experimentar la tensión
y a disfrutar del triunfo del descubrimiento.
George Pólya 1
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1.1 MOTIVACIÓN
Hoy en día la población tiene numerosos medios de transporte terres-
tre para poder desplazarse dentro de los núcleos urbanos y entre lo-
calidades. En ambos casos, para realizar una comunicación efectiva
entre zonas se suele requerir de caminos y rutas que estén adecuada-
mente dotadas para el uso de los diferentes medios de transportes. Un
ejemplo de este tipo de elementos lo encontramos en las carreteras. De
hecho en lo referente a este tipo de vías, sólo en España [64] en el año
2018, se contaban con 165.624 kilómetros de carreteras. ¿Puede ima-
ginar cuantos millones de kilómetros de este elemento urbanístico se
encuentran a lo largo del mundo?
Nuevamente, en el caso de España, al igual que en muchas zonas del
resto del mundo, la cifra de vehículos que cruzan en condiciones “nor-
males” (siempre que no haya normativas que impidan la circulación como
estados de alarma o riesgo de contaminación ambiental) estos elementos ur-
banísticos es descomunal [65]. Y es que según la organización mundial
de la salud, en el año 2016 el número de vehículos legalmente regis-
trados en circulación a lo largo de todo el mundo era superior a 2, 1
billones. Con tantos vehículos haciendo uso de las carreteras si las con-
diciones del pavimento no son óptimas, esto podría suponer un riesgo
para los conductores y los pasajeros. En concreto, el mal estado de los
pavimentos provoca un efecto sobre la aceleración y la estabilidad de
los vehículos [20]. Y tal y como puede observarse en las conclusiones
del estudio llevado a cabo por Lee et a. [99], la tasa de accidentes de
tráfico es mucho mayor en aquellos casos en los que el pavimento esta
en malas condiciones. Además, en un futuro, con la implantación de
los vehículos autónomos [57] el estado óptimo de las carreteras cobrará
una gran importancia para evitar accidentes inesperados en la toma de
decisiones de estos vehículos.
Por tanto, el mantenimiento de las carreteras es fundamental en la
seguridad [82], pero en términos económicos el impacto también es
considerable. En general, el mantenimiento de las carreteras es un pro-
blema latente a nivel mundial debido a que los recursos económicos de
los que disponen los países para realizar el mantenimiento, son limi-
tados [14, 141]. Recordemos el interrogante del primer párrafo de esta
sección que hacía referencia a la cantidad de kilómetros de carreteras
en el mundo, ¿se imagina llevar a cabo una inspección visual de tantos
tramos de vía por uno o diferentes expertos clasificando y anotando
cada uno de los defecto de forma manual?. Esto sería costoso en tér-
minos temporales y en términos económicos. No obstante nada más
alejado de la realidad, existen estudios actuales [144] que demuestran,
que la adquisición de los datos (ej. imágenes de grietas) se realiza de
forma automática empleando en muchos casos vehículos especializa-
dos [105], incurriendo en un coste de adquisición de dichos vehículos.
Sin embargo, las tareas importantes de detección de los defectos y la
clasificación de los mismos, permanecen en el 99.6% de los casos como
una tarea manual realizada por personas [144] en muchos países.
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Además, el coste del mantenimiento, no recae sólo en la inspección
visual, sino que existen diferentes tipos de defectos, tales como de-
formaciones visco-plásticas que forman por ejemplo baches, grietas y
desgaste de la superficie, en las que todos ellos tienen un tratamiento
de reparación que es diferente al igual que su coste. De entre todos
este tipo de defectos, las grietas han cobrado un interés especial por
las agencias de transporte y por los investigadores [88, 119, 175, 196],
siendo las grietas longitudinales, transversales y en forma de malla o
de piel de cocodrilo (véase un ejemplo de estos tipos en la Figura 1.1), las





Diferentes tipos de grietas en la superficie de la carretera. a) Pavimento sano sin grietas. b)
Grieta transversal. c) Grieta longitudinal. d) Grieta de tipo malla.
• Grietas transversales: Estas grietas son perpendiculares al eje de
abscisas de la imagen (si tomamos la imagen como referencia espa-
cial) y suelen estar causadas por cambios térmicos [158], por des-
prendimientos del terreno, el endurecimiento del aglutinante as-
fáltico [107] o las reflexiones provocadas por otras grietas bajo la
superficie del asfalto.
• Grietas longitudinales: Estas grietas serían paralelas al eje de absci-
sas de la imagen y pueden estar causadas por la fatiga del asfalto
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debido a una continua sobrecarga por los vehículos que circulan
sobre ella [114], o a un área menos densa del compuesto asfáltico
que se encuentra en las uniones entre pavimentos.
• Grietas de tipo malla: Este tipo de grietas, también conocidas como
piel de cocodrilo (debido a su similitud en la textura con la piel de este
animal), son el efecto de la fatiga del asfalto y de una base inesta-
ble del mismo [127]. Esta inestabilidad está provocada cuando las
capas inferiores del asfalto no pueden soportar las capas superfi-
ciales, que a su vez están derivadas de un drenaje ineficiente así
como el efecto de temperaturas extremas como heladas y conge-
lamiento del asfalto [33, 59]. En este tipo de grietas puede ocurrir
que se pierdan partes del pavimento si no se tratan a tiempo y
darían lugar a baches y un deterioro progresivo de la superficie
del asfalto.
En cuanto a las medidas para llevar a cabo la reparación de las grietas
transversales y longitudinales, se distinguen dos tipos, cuando las grie-
tas no son anchas y cuando sí lo son. Cuando la anchura de la grieta
no es excesiva, la reparación consiste en sellar la mismas para evitar
una entrada de humedad y agentes externos que sigan aumentando
su tamaño [44], dejando el asfalto sin fisuras. Por el contrario para las
grietas que son bastante pronunciadas y anchas, la solución consiste
en sustituir la capa de asfalto completamente. Además, en problemas
de desprendimiento del terreno, la solución empleada tiene que tener
en cuenta la topología del mismo y llevar una reparación integral de
toda la zona. En las grietas de tipo malla, debido a su naturaleza, la
solución general suele ser reemplazar toda la superficie afectada con
una nueva capa de asfalto.
En este contexto, la visión por computador [147, 174] junto con las téc-
nicas de aprendizaje automático de la inteligencia artificial [146, 201],
pueden ser un mecanismo útil en la recolección eficiente de las imáge-
nes de las carreteras y su posterior manipulación para la clasificación
en los diferentes tipos de defectos anteriormente detallados. En reali-
dad, estas disciplinas, ya han sido de utilidad en otros campos de la
ingeniería civil para la monitorización e inspección de estructuras [145],
permitiendo automatizar tareas que requerían un gran esfuerzo y con-
sumo de ejecución.
Por ello, se plantea como hipótesis que el uso de métodos de visión
por computador junto con técnicas de aprendizaje automático permiti-
rían obtener una herramienta automática y autónoma que podría em-
plearse en sistemas de recursos limitados y baja capacidad de cómputo
para su utilización masiva en vehículos, evitando así un sobre-coste al
requerido por los medios de reparación, o la necesidad de emplear
vehículos especializados [105] para esta labor. Esto permitiría extraer
de una forma eficaz e invariante en la medida de lo posible a la tex-
tura del pavimento, los defectos en caso de que existan y clasificarlos
en los diferentes tipos mostrados en la Figura 1.1 de forma inmediata,
sustituyendo o asistiendo, cuando sea posible la labor llevada a cabo
por los expertos de forma manual.
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1.2 OBJETIVOS
Una vez se ha establecido la motivación principal, esta Tesis Doctoral
aborda la creación de un “sistema automático para la detección y cla-
sificación de grietas en pavimentos”. Para el desarrollo de este sistema,
se establecen los siguiente objetivos:
• Realizar un sistema que permita realizar un procesamiento de las
imágenes para extraer las características relevantes de los defec-
tos.
• Realizar una clasificación de los diferentes defectos de la banda
viaria en sus tipos más comunes.
Para alcanzar ambos objetivos, se plantean los siguientes objetivos con-
cretos derivados de los dos anteriores:
• Para el primer objetivo centrado en realizar el procesamiento de
las imágenes, se distinguen los siguientes puntos:
– Implementación de métodos basados en visión por compu-
tador que permitan realizar un análisis y extracción de ca-
racterísticas de defectos en pavimentos, cuando los haya.
– Permitir que las implementaciones de los métodos de pro-
cesamiento de imágenes sean explotables y puedan trabajar
en hardware de recursos de cómputo limitados y de forma
inmediata.
– Implementación de métodos de reducción de datos para el
análisis de defectos en pavimentos que permitan minimizar
los datos empleados para la generación y uso de modelos
de clasificación.
• Del mismo modo que sucede en el objetivo anterior y en concor-
dancia con los resultados obtenidos de los objetivos derivados del
mismo, se pueden definir los siguientes puntos para el proceso
de la clasificación:
– Clasificación de los diferentes tipos de defectos en carrete-
ras o pavimentos alquitranados, con especial hincapié en las
grietas y en sus tipos más comunes, los cuales correspon-
den con grietas longitudinales, transversales y grietas de ti-
po malla (véase un ejemplo de estos tipos de grietas de forma
visual en la Figura 1.1).
– Utilización de algoritmos de aprendizaje supervisado orien-
tados a la clasificación que permitan aumentar la tolerancia
a fallos en el proceso de clasificación de defectos.
– Generación modelos de clasificación que sean interpretables
y que sean ejecutables en dispositivos hardware de recursos
limitados.
– Análisis de la utilización de metaclasificadores para aprove-
char sus ventajas en la toma de decisión de la clasificación.
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1.3 ESTRUCTURA DE CAPÍTULOS
Debido a la motivación y a los objetivos explicados en las secciones
anteriores que persigue la presente Tesis Doctoral, este documento se
divide y organiza en los siguientes capítulos, como se muestra en la
Figura 1.2:
Figura 1.2
Esquema general de organización de los capítulos de esta tesis.
El Capítulo “1: Introducción” ha proporcionado la motivación y los ob-
jetivos que pretende alcanzar la presente Tesis Doctoral así como la
sección actual para entender cómo se organiza el presente documento.
El Capítulo “2: Preliminares en procesamiento de imágenes” provee un en-
foque general y descontextualizado de la temática de la tesis, de los
diferentes métodos y algoritmos de procesamiento de imágenes que
pueden ser empleados para tratar con estos elementos. Entre estos al-
goritmos, se destacan métodos para conocer cómo se representan las
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imágenes, cómo mejorar la visualización de las imágenes, y cómo ex-
traer información derivada de las mismas de forma local y global.
El Capítulo “3: Preliminares en aprendizaje automático” al igual que suce-
de en el Capítulo 2 se vuelve a descontextualizar de la temática de la
tesis, proporcionando así una visión general de los diferentes tipos de
algoritmos de aprendizaje automático que existen. Además, los algorit-
mos que han sido empleados por otros autores en la temática propia de
la clasificación de grietas en pavimentos también quedan en su mayo-
ría cubiertos en este capítulo, así como los empleados en la propuesta
de esta Tesis Doctoral. Además, este capítulo proporciona información
de las métricas para el análisis de rendimiento de los modelos de clasi-
ficación, y las diferentes metodologías del diseño de experimentos con
los datos.
En el Capítulo “4: Revisión de propuestas existentes” se reanuda la temá-
tica de la Tesis Doctoral explicada en el Capítulo 1 y se categorizan las
propuestas de los diferentes autores dependiendo de su objetivo, pro-
porcionando una revisión y descripción de los enfoques que utilizan.
Este capítulo se nutre de los conceptos explicados en los capítulos 2 y 3.
El Capítulo “5: Metodología” detalla las ideas principales para alcanzar
los objetivos impuestos en el Capítulo 1 contemplando los métodos
disponibles que existen para el procesamiento de imágenes y de apren-
dizaje automático de los capítulos 2 y 3 respectivamente. Además, se
tienen en cuenta en la proposición de la metodología, aquellas limita-
ciones o vías no analizadas de la literatura científica existente, que se
pueden encontrar resumidas al final del Capítulo 4.
El Capítulo “6: Experimentación y discusión de los resultados” presenta
la experimentación realizada así como los principales resultados de la
aplicación de las propuestas del Capítulo 5 en imágenes reales de cal-
zadas alquitranadas. Además, este capítulo proporciona una compara-
ción con las propuestas presentadas en el Capítulo 4 que más afinidad
comparten con los objetivos de la presente Tesis Doctoral.
El Capítulo “7: Conclusiones y trabajos futuros” presenta las principales
conclusiones obtenidas del desarrollo y los resultados obtenidos de los
capítulos 5 y 6. Además, este capítulo presenta las próximas líneas de
investigación que pueden derivar de la presente Tesis Doctoral, suscep-
tibles de ser analizadas en futuros trabajos.
El Capítulo “8: Conclusions and future works” corresponde con una tra-
ducción en inglés del contenido del Capítulo 7, siguiendo los requisitos
de la normativa impuesta en el RD 99/2011 referente a la memoria de
la Tesis Doctoral, para poder optar a la mención de Doctor Internacional.
Por último se encuentra el listado de toda la bibliografía a la que se
hace referencia a lo largo de toda la memoria, proporcionando la infor-
mación necesaria para que cualquier interesado pueda encontrarlas y
consultarlas.
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I M Á G E N E S
Si queremos que las máquinas piensen, tenemos que enseñarles a ver
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2.1 INTRODUCCIÓN
En este capítulo se muestran todos los mecanismos previos referentes
al procesamiento de imágenes, que el lector del presente documento
necesita conocer para entender completamente la propuesta de esta te-
sis. Pero antes de exponer con detalle los diferentes métodos, detengá-
monos a recordar un momento, muy probablemente la siguiente frase
nos resulte familiar: “Una imagen vale más que mil palabras”. Si bien mu-
cha gente conoce dicha frase, es difícil encontrar el origen de la misma
en palabras de algún personaje célebre, dado que la frase desde sus
orígenes ha ido mutando hasta la que conocemos hoy en día. De he-
cho, en muchas ocasiones se atribuye su origen a Napoleón Bonaparte
o incluso a Leonardo Da Vinci. Esta frase puede considerarse uno de
los principales pilares de varios de los objetivos que persigue del pro-
cesamiento de imágenes.
El procesamiento de imágenes se puede considerar como el conjun-
to de métodos para obtener información de las imágenes o mejorar
la información que obtenemos de las mismas. En realidad, el proce-
samiento de imágenes tiene muchos campos de aplicación tales co-
mo sistemas de seguridad [36, 49], sistemas de extracción de informa-
ción [73, 183], sistemas de ayuda a la toma de decisión en ambientes
clínicos [131, 149], sistemas de conducción automática [26, 35], sistemas
de monitorización de estructuras civiles [55, 174], y casi una infinidad
de ejemplos todos ellos con un nexo en común y evidente, las imáge-
nes.
Todos conocemos qué son las imágenes, de hecho podemos observar la
ilustración de un pájaro que corresponde con una Tángara CarirrojaTÁNGARA





macho en la Figura 2.1[182], y nuestro cerebro es capaz de interpre-
tar y comprender la información visual que representa dicha imagen.
Sin embargo esto nos lleva al siguiente interrogante, ¿qué es para una
computadora una imagen?
Para una computadora, una imagen no es más que un conjunto de bits
almacenados en memoria. En concreto nuestro colorido amigo de la
Figura 2.1 está representado con una imagen en color (en las siguientes
secciones se matiza cómo se representa el color) de 8-bits por cada canal
de color. Esto significa que la información de cada Pixel de la imagen,PIXEL: Procedente
de“picture element”






español se utiliza el
mismo término
acentuado “Píxel”
está representado con un valor entre [0 y 255]. Este rango de valores
representa la profundidad de la imagen, que se puede entender como
la precisión con la que un píxel es capaz de representar la información.
Evidentemente, las imágenes no están limitadas a 8-bits, sino que en la
práctica se emplean profundidades mayores y menores dependiendo
tanto de los sensores utilizados para captar las imágenes, así como de
las necesidades del problema que se desea tratar.
Por lo tanto, los píxeles componen las imágenes, y estas últimas suelen
ser representadas internamente en una computadora por dos estructu-
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Figura 2.1
Imagen de Tángara Carirroja (Piranga ludoviciana) macho.
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La principal diferencia entre la representación matricial (Im) y la re-
presentación vectorial (IVc o IVf), es que en la primera los datos, en
este caso los píxeles (Pi,j), suelen estar organizados en una estructura
multidimensional como se muestra en la Expresión 2.1 donde el tama-
ño está delimitado por el número de filas (f) y columnas (c) para una
imagen en dos dimensiones (2D). Y en la representación vectorial los
píxeles se almacenan en una estructura unidimensional (1D) de dos
formas distintas, representando las columnas primero (IVc) o almace-
nado las filas primero (IVf) como puede observarse en la Expresión 2.2.
En la presente Tesis Doctoral no se emplearán imágenes de más de dos
dimensiones (2D), pero sepa el lector que esto depende del campo de
aplicación y que, por ejemplo, en el campo sanitario lo más usual es
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utilizar imágenes de tres dimensiones (3D).
Hasta este punto, se conoce qué es y qué estructuras representan una
imagen en una computadora, ¿pero los colores que pueden componer
la imagen de la Figura 2.1 u otra cualquiera son siempre los mismos
en una computadora?, ¿Se puede extraer información de las imágenes
más allá de nuestra percepción visual?, ¿Es posible mejorar la calidad
de las imágenes? En los siguientes apartados se detallan diferentes mé-
todos de procesamiento de imágenes que proporcionan la respuesta
a estos interrogantes. No obstante, las siguientes secciones no preten-
den ni mucho menos cubrir todo el abanico posible de métodos de
procesamiento de imágenes, sino presentar y explicar los conceptos y
mecanismos fundamentales necesarios para que el lector pueda com-
prender en su totalidad la presente Tesis Doctoral.
2.2 REPRESENTACIONES DEL COLOR
La representación del color se refiere a qué espacios, modelos de colo-
res o gama de colores van a representar las imágenes en una compu-
tadora, y en definitiva que valores van a tener cada uno de los píxeles
que la componen. Si bien la imagen de la tángara carirroja de la Fi-
gura 2.1 es una de las representaciones más comunes en imágenes (en
concreto una representación en RGB), una misma imagen puede represen-RGB: Del inglés “Red
(R”, “Green (G)”,
“Blue (B)” tarse de diferentes formas [71, 84]. Algunas de estas representaciones
pueden resultar interpretables visualmente y otras que bajo ojos no
expertos darían lugar a imaginar que la cámara, el sensor que ha to-
mado las fotografías, o el propio monitor que muestra las imágenes
está defectuoso. Sin embargo, esta variedad de representaciones, lejos
de ser una cuestión de gustos, es una cuestión de necesidades, que de-
pendiendo del problema a tratar pueden simplificar el procesamiento
requerido por los diferentes métodos. Por ello, las secciones siguientes
muestran algunos de los modelos y espacios de colores más habitua-
les, y cómo obtener sus representaciones desde la que se considera el
estándar (el modelo RGB):
2.2.1 Modelo RGB
El modelo de color RGB [173] está compuesto por tres dimensiones
o canales que corresponden con los colores primarios: Rojo, verde y
azul. Este modelo consigue representar el espectro de colores median-
te la adición de cada una de las dimensiones detalladas anteriormente.
El modelo normalizado, suele ser representado gráficamente median-
te un cubo en el que cada uno de los ejes es una dimensión de color
que toma valores en el rango [0− 1]. Dicho cubo tiene su origen en el
color negro con los valores de mínima intensidad (0, 0, 0), y en la arista
opuesta el color blanco con los valores de máxima intensidad (1, 1, 1).
En la Figura 2.2 a) se muestra un ejemplo de este cubo completo en
un rango de intensidades de [0− 255] que es el usado en el caso de
las imágenes de 8-bits. La Figura 2.2 b) muestra el mismo rango de
valores del cubo pero incluyendo únicamente los píxeles que compo-
nen la tángara carirroja de la Figura 2.1. En realidad, la Figura 2.1 que
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nuestros ojos eran capaces de observar con colores vivos y realistas, no
es más que la adición de los valores de los tres canales como se puede
observar en la Figura 2.3 a), c), e). Como la visualización de los tonos
en un canal monocromático cuesta observarse, se ha facilitado en la
misma figura (b), d) y f)) la representación de las intensidades de cada
canal en escalas de grises (se describirá en la siguiente sección).
Figura 2.2
Cubos de modelo de color RGB. a) Cubo completo; b) Píxeles correspondientes a la
Figura 2.1.
Figura 2.3
Separación de imagen RGB en componentes. a) Canal R; b) Escalas de grises del canal R; c)
Canal G; d) Escalas de grises del canal G; e) Canal B; f) Escalas de grises del canal B.
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2.2.2 Representación en escala de grises
La representación en escalas de grises consiste en la visualización y re-
presentación monocromática de una imagen. A diferencia del modelo
de color RGB, esta representación muestra las intensidades (denomina-
das en ocasiones como brillo) en un único canal [109]. En la Figura 2.3
ya se observó un ejemplo en el que las intensidades de cada canal del
modelo RGB se representaron en escala de grises en el rango [0− 255].
Sin embargo, una imagen en escala de grises no está limitada a repre-
sentar un único canal, recordemos que una imagen en RGB consistía
en un modelo aditivo para representar la imagen final, por lo que es
posible convertir una imagen en RGB a escalas de grises conservando
esta componente aditiva [89] tal y como muestra la Ecuación 2.3:
PGS(i, j) = 0.21 · PCR(i, j) + 0.72 · PCG(i, j) + 0.07 · PCB(i, j) (2.3)
Donde:
PGS(i, j): Píxel en escala de grises.
PCR(i, j): Canal rojo de un píxel de una imagen RGB.
PCG(i, j): Canal verde de un píxel de una imagen RGB.
PCB(i, j): Canal azul de un píxel de una imagen RGB.
La Figura 2.4 muestra el resultado de aplicar la ecuación anterior a la
imagen de la Figura 2.1 en la que cada píxel se encuentra representa-
do únicamente por un canal en el rango [0− 255]. Puede observarse
claramente las diferencias que existen entre la representación en esca-
la de grises de cada uno de los canales individuales mostrados en la
Figura 2.3, donde dependiendo del canal la percepción visual de los
valores del ave eran diferentes entre cada canal y en la Figura 2.4 el
resultado es más cercano a la imagen en color completa.
Figura 2.4
Representación en escala de grises imagen de Tángara Carirroja.
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2.2.3 Espacio de color HSV
El espacio de color HSV [1] al igual que el modelo RGB se representa






tenga tres componentes, el significado de cada una de ellas difiere del
modelo RGB y es más cercano a cómo los humanos percibimos los
colores, describiendo cada componente el matiz o tono del color, en
términos de su pureza y luminosidad. A diferencia del modelo RGB,
este espacio de color no se suele representar como un cubo, sino como
una figura cónica invertida en la que:
• H: Representa en tono del color y corresponde con un ángulo
en una de las circunferencias que forman el cono de este espacio
de color. Sus valores corresponden con un ángulo en el rango
[0◦ − 360◦], tomando los colores primarios rojo, verde y azul del
modelo RGB, los valores [0◦ y 360◦], [120◦] y [240◦] respectiva-
mente.
• S: Representa la saturación o pureza del color, y corresponde con
el radio de la circunferencia de la componente anterior (H). El
valor de la saturación está comprendido en un rango de [0− 1]
correspondiendo el valor máximo a los valores de color puro y a
medida que se decrementa dicho valor el color tiene mezclados
otros tonos.
• V: Representa el valor o luminosidad. Esta componente también
se puede encontrar con el nombre de brightness (B) y corres- BRIGHTNESS: En
español “Brillo”ponde con el eje central del cono, el cual proporciona el valor de
intensidad en la luminosidad del color en el rango [0− 255].
Las componentes H, S y V de este espacio se pueden obtener desde las
imágenes en el espacio RGB mediante las Ecuación 2.5, Ecuación 2.6
y Ecuación 2.7 respectivamente. Nótese que el cálculo de cada com-
ponente se realiza para cada píxel (i, j), y que dicha notación se ha
omitido para simplificar la lectura manteniéndose así en las sucesivas
secciones hasta que se especifique lo contrario.
M = max(PCR ,PCG ,PCB)




60 · PCG−PCBM−m si M = PCR
120+ 60 · PCB−PCRM−m si M = PCG





M si M 6= 0
0 En caso contrario
(2.6)
V =M (2.7)
Donde la mayoría de ecuaciones comparten los siguientes parámetros:
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M: Máximo valor del píxel RGB obtenido con la Ecuación 2.4.
m: Mínimo valor del píxel RGB obtenido con la Ecuación 2.4.
PCR : Canal rojo de un píxel de una imagen RGB.
PCG : Canal verde de un píxel de una imagen RGB.
PCB : Canal azul de un píxel de una imagen RGB.
H: Componente de tono para un píxel.
S: Componente de saturación para un píxel.
V : Componente de brillo para un píxel.
En la Figura 2.5 se puede observar la separación de los diferentes ca-
nales de HSV y su representación en escalas de grises de la tángara ca-
rirroja que se ha usado en las anteriores secciones. Se puede observar
que para el canal V, la representación en escala de gris es exactamen-
te igual que los valores del canal debido a que representan la misma
información.
Figura 2.5
Separación de imagen HSV en componentes. a) Canal Matiz (H); b) Representación en
escalas de grises del canal Matiz (H); c) Canal Saturación (S); d) Representación en escalas
de grises del canal Saturación (S); e) Canal Valor (V); f) Representación en escalas de grises
del canal Valor (V).
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2.2.4 Espacio de color YCbCr
El espacio de color YCbCr [21] es una codificación no lineal del modelo
RGB que se basa en la premisa de representar los colores teniendo en
cuenta la alta capacidad que tiene el ojo humano en cuanto detectar
variaciones de luminosidad separando esta última en una componente
independiente (Y) de los colores y representando la crominancia en el CROMINANCIA:
Información respecto
al color.resto de componentes (Cb y Cr). Este espacio de color se puede consi-
derar como una versión escalada y desplazada de otro espacio de color
llamado YUV [78]. En la práctica este espacio de color es usado para la
transmisión de señales digitales de vídeo [80] (a diferencia de YUV que
está pensado para transmisión analógica) debido a que permite represen-
tar los colores con menos cantidad de información que el formato RGB.
Al igual que el modelo de color RGB y HSV este espacio de color está
definido tal y como se ha comentado antes, por tres componentes:
• Y: Representa la componente de luminancia o luma que corres-
ponde con un canal monocromático compuesto por los valores
de intensidad del brillo de la imagen tomando valores compren-
didos en el rango [16− 235].
• Cb: Representa la crominancia azul que se define como la dife-
rencia entre las tonalidades azules y un valor de referencia como
puede ser la componente de luminancia. Esta componente toma
valores en el rango [16− 240].
• Cr: Representa la crominancia roja que se define como la dife-
rencia entre las tonalidades rojas y un valor de referencia como
puede ser la componente de luminancia. Esta componente toma
los mismos rangos de valores que la crominancia azul [16− 240].
Dada una imagen en formato RGB, la transformación de los canales R,
G y B a las componentes Y, Cb, Cr se llevan a cabo mediante la Ecua-
































PCR : Canal rojo de un píxel de una imagen RGB.
PCG : Canal verde de un píxel de una imagen RGB.
PCB : Canal azul de un píxel de una imagen RGB.
Y: Componente luma del píxel.
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Cb: Componente cromática azul del píxel.
Cr: Componente cromática roja del píxel.
En la Figura 2.6 se puede observar cada uno de los canales del espacio
de color YCbCr y su representación en escalas de grises, para la imagen
de la tángara carirroja que hemos usado en las secciones anteriores.
a)                                                                     b)
c)                                                                     d)
e)                                                                     f)
Figura 2.6
Separación de imagen YCbCr en componentes. a) Componente Luma (Y); b) Representación
en escalas de grises del canal Luma (Y); c) Canal crominancia rojo (Cr); d) Representación
en escalas de grises del canal crominancia rojo (Cr); e) Canal crominancia azul (Cb); f)
Representación en escalas de grises del canal crominancia azul (Cb).
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2.2.5 Espacio de color CIE L*a*b*
El espacio de color CIE L*a*b* [38], también denominado CIELAB o
simplemente Lab, se desarrolló como un intento de representar todos
los colores que es capaz de visualizar el ojo humano. Este espacio de
color al igual que los anteriormente descritos (excepto la representación
en escala de grises) está formado por tres componentes. Como el obje-
tivo de este espacio de color es ser capaz de representar millones de
colores imitando al ojo humano, la relación entre cada una de las com-
ponentes es logarítmica de forma similar a la respuesta del ojo ante los
colores a diferencia del modelo de color RGB, el cual era un modelo
lineal. En realidad a diferencia de la representación en forma de cubo
que tenía el modelo RGB, en este caso la representación suele ser una
esfera cromática en la que cada una de las componentes del modelo
son ortogonales entre sí y representan lo siguiente:
• L: Representa la componente de luminosidad la cual toma va-
lores en el rango [0− 100] donde el valor mínimo representa el
negro y el opuesto el blanco. Esta componente es la que se en-
cuentra como un eje vertical en mitad de la esfera que forma el
modelo.
• a: Esta componente se considera oponente, en el sentido que re-
presenta el grado de rojo y verde que contiene un color, conside-
rando que ambos colores no pueden aparecer al mismo tiempo.
Esta componente tiene dos extremos, un extremo positivo (+a)
que representa el rojo y un extremo negativo que representa el
verde (-a) y aunque en un principio el modelo no considera lí-
mites numéricos en esta componente, en la práctica se suelen
emplear el rango [-128 a 127].
• b: Al igual que la componente anterior, también representan dos
colores oponentes, el azul (-b) y el amarillo (+b). Esta componente
se encuentra representada de forma ortogonal a las dos anterio-
res en la esfera, y al igual que la componente anterior tampoco
tiene límites, pero se suele utilizar el mismo rango de la compo-
nente a.
Del mismo modo que en los modelos anteriores, es posible obtener
una transformación desde los valores de una imagen RGB y obtener
una imagen en el espacio de color Lab, pero esta conversión no es tan
directa como en los casos anteriores. El primer paso para obtener las
componentes L, a, b de este modelo es convertir los valores RGB al es-
pacio de color imaginario CIE XYZ [47, 78] mediante las Ecuación 2.11,
Ecuación 2.12 y Ecuación 2.13 respectivamente para cada componente

































PCR : Canal rojo de un píxel de una imagen RGB.
PCG : Canal verde de un píxel de una imagen RGB.
PCB : Canal azul de un píxel de una imagen RGB.
X: Componente X del modelo CIE XYZ.
Y: Componente Y del modelo CIE XYZ.
Z: Componente Z del modelo CIE XYZ.
Una vez obtenida la representación de un píxel RGB en el modelo CIE
XYZ, es posible obtner las componentes del modelo CIE LAB emplean-
do la Ecuación 2.15, Ecuación 2.16 y Ecuación 2.17 respectivamente




3 sin > 0.008856
(7.787 ·n) + 16116 n 6 0.008856
(2.14)
L =
 116 · Y
1
3 si Y > 0.008856
903.3 · Y si Y 6 0.008856
(2.15)
a = 500 · (f(X) − f(Y)) (2.16)
b = 200 · (f(X) − f(Y)) (2.17)
Donde:
L: Componente de luminosidad del modelo CIE LAB para un píxel.
a: Componente oponente rojo-verde del modelo CIE LAB para un
píxel.
b: Componente oponente azul-amarillo del modelo CIE LAB para
un píxel.
X: Componente X del modelo CIE XYZ.
Y: Componente Y del modelo CIE XYZ.
f(X): Función para el cálculo de las componentes oponentes del
modelo CIE LAB haciendo uso de la componente X del modelo
CIE XYZ empleando la Ecuación 2.14.
f(Y): Función para el cálculo de las componentes oponentes del
modelo CIE LAB haciendo uso de la componente Y del modelo
CIE XYZ empleando la Ecuación 2.14.
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En la Figura 2.7 puede observarse el resultado de la separación de los
canales del modelo CIE LAB para la imagen de la Figura 2.1. Además,
en la parte derecha de la Figura, se puede apreciar la representación
en escala de grises de los valores de cada uno de los canales.
a)                                                                     b)
c)                                                                     d)
e)                                                                    f)
Figura 2.7
Separación de imagen Lab en componentes. a) Canal L; b) Representación en escalas de
grises del canal L; c) Canal a; d) Representación en escalas de grises del canal a; e) Canal b;
f) Representación en escalas de grises del canal b.
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2.3 MÉTODOS DE SEGMENTACIÓN BASADOS EN UMBRALES
Uno de los mecanismos más básicos del procesamiento de imágenes es




mo permite realizar las siguientes tareas entre otras:
• Separar partes de una imagen.
• Eliminar el fondo de una imagen.
• Modificar los valores de una imagen de forma global truncándo-
los a un valor dado.
Existen diferentes enfoques para llevar a cabo las tareas anteriormen-
te citadas, y todas ellas comparten un elemento en común, el uso de
un valor de umbral. Este valor de umbral (th) se puede determinar
manualmente o mediante métodos o algoritmos que lo determine au-
tomáticamente como veremos en las siguientes secciones. Previamente
al comienzo de los diferentes mecanismos de segmentación basado en
valores, hay que indicar que por simplicidad en la visualización de los
resultados, se va a utilizar la imagen monocromática en escala de gri-
ses de la Figura 2.4. Sin embargo, estos métodos no están limitados a
funcionar en imágenes de un único color sino que se pueden emplear
en imágenes de cualquier naturaleza. Por ejemplo, en una imagen en el
espacio de color RGB, tendríamos dos opciones, usar el mismo umbral
para cada canal o emplear umbrales diferentes para cada uno de los
canales.
2.3.1 Segmentación con umbral binaria
El primer enfoque consiste en generar una imagen binaria o bitonal
en la que sólo existen dos valores posibles para cada píxel utilizando
un valor de umbral. De este modo, todos los píxeles de la imagen que
sean iguales o superiores a dicho umbral se ponen a un valor máximo
establecido, y aquellos que no, a un valor mínimo, que generalmente
suele ser igual a 0. La expresión 2.18 muestra el cálculo para cada píxel
de la imagen.
UBx,y =
 maxVal si Px,y > thminVal En caso contrario (2.18)
Donde:
Px,y: Píxel de la imagen para ser analizado.
th: Umbral de corte para segmentar la imagen.
maxVal: Valor máxima de la segmentación.
minVal: Valor mínimo de la segmentación.
UBx,y: Nuevo píxel umbralizado.
La Figura 2.8 muestra un ejemplo de la segmentación de la Figura 2.4
en el que se ha establecido como umbral el valor 80 y como valores
mínimo y máximos 0 y 255 respectivamente.
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Figura 2.8
Resultado de segmentación binaria. a) Imagen Tángara carirroja en escala de grises. b)
Resultado de la segmentación binaria.
2.3.2 Segmentación con umbral truncada
Este enfoque de segmentación es similar al anterior y consiste en mo-
dificar los píxeles de una imagen de forma global mediante un umbral.
En este caso, no existen un valor máximo ni mínimo al que establecer
los píxeles, sino que todos los valores que sean igual o superior que el
umbral definido, se establecen al valor de dicho umbral y los que no,
mantienen su valor original tal y como se detalla en la Expresión 2.19.
UTx,y =
 th si Px,y > thPx,y En caso contrario (2.19)
Donde:
Px,y: Píxel de la imagen para ser analizado.
th: Umbral de corte para segmentar la imagen.
UTx,y: Nuevo píxel truncado.
En la Figura 2.9 se puede observar el efecto de realizar la segmentación
truncada con un valor de umbral de 80, el mismo que en la segmenta-
ción binaria.
Figura 2.9
Resultado de aplicar una segmentación truncada. a) Imagen Tángara carirroja en escala de
grises. b) Resultado de segmentación truncada.
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2.3.3 Segmentación con umbral adaptativa
En la segmentación mediante un umbral adaptativo, a diferencia de los
dos métodos detallados anteriormente, el valor del umbral se calcula
automáticamente en función los píxeles vecinos de uno dado. Además,VECINOS: píxeles
adyacentes en este caso las reglas de decisión al analizar el píxel no están definidas,
siendo posible emplear el comportamiento de la segmentación binaria
o de la segmentación truncada dependiendo del problema que se pre-
tenda solventar. Por ejemplo, en el caso de la segmentación binaria, se
llevaría a cabo con la Expresión 2.20, donde el nuevo parámetro thx,y
corresponde con el valor del umbral calculado dinámicamente.
UAx,y =
 maxVal si Px,y > thx,yminVal En caso contrario (2.20)
Existen dos formas de realizar el cálculo del umbral adaptativo thx,y
(ambas formas se explicarán en detalle en la Sección 2.4):
• Cálculo del umbral basado en la media: En este caso cada píxel
Px,y es evaluado con la media de él mismo y de todos su vecinos
dado un tamaño de vecindad K. El resultado se puede observar
en la Figura 2.10 a) para un tamaño de k igual a 13.
• Cálculo del umbral basado en distribución gaussiana: En este ca-
so cada píxel Px,y es evaluado con la importancia del valor del
propio píxel y de sus vecinos dado un tamaño de vecindad k y ba-
sándose en la forma de una distribución gaussiana centrada en el
píxel analizado. El resultado se puede observar en la Figura 2.10
b) para un tamaño de k igual a 13.
Figura 2.10
Resultado de aplicar una Segmentación binaria adaptativa. a) Imagen Tángara carirroja en
escala de grises. b) Resultado aplicando la media de vecinos. c) Resultado aplicando la
distribución gaussiana.
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2.3.4 Método de Otsu
El método de Otsu [200] se centra en el cálculo de un umbral global
th de forma automática a diferencia de la segmentación adaptativa
en la que el umbral era local a cada píxel. Considerando la imagen en
escala de grises de la Figura 2.4 donde los valores de la imagen quedan
comprendidos en el rango [0,L− 1] (siendo L− 1 = 255 el valor máximo
en escala de grises para una imagen de 8-bit), el método de Otsu divide los
píxeles de la imagen en dos clases C0 = [0, th] y C1 = [th+ 1,L− 1].
Por lo tanto el umbral th queda definido como el valor que minimiza



























σ2t : Es la varianza entre las clases C0 y C1.
Pi: Es la probabilidad de cada valor de gris en la imagen en escala
de grises.
L− 1: Máximo valor en escala de grises.
t: Valor que separa los píxeles en las clases C0 y C1.
Al igual que sucedía con la segmentación adaptativa, a centrase en el
cálculo automático de un umbral, las reglas de decisión al analizar un
píxel no están definidas pudiéndose aplicar una segmentación binaria
o truncada. De esta forma, la Figura 2.11 muestra el resultado de una
segmentación binaria tomando 115 como el valor del umbral calculado
por el método de Otsu.
Figura 2.11
Resultado de aplicar el método de Otsu para la segmentación binaria. a) Imagen Tángara
carirroja en escala de grises. b) Resultado de aplicar el umbral calculado por el método de
Otsu.
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2.4 MÉTODOS DE MEJORA DE LA IMAGEN
¿Alguna vez ha sacado o visto una fotografía en la que había ruido?RUIDO: En imágenes




aparecen a lo largo
de la imagen
¿O alguna vez ha intentado sacar una fotografía de un documento en
el que la iluminación hacía que se proyectasen sombras que ocultasen
parcialmente su contenido? Los interrogantes anteriores son problemas
usuales en el procesamiento de imágenes y se mitigan usando los de-
nominados métodos de mejora. Los métodos de mejora se deben de en-
tender como un conjunto de herramientas que nos permiten analizar y
modificar el contenido de las imágenes para proporcionar una versión
más adecuada de las mismas. Cómo los interrogantes anteriores sólo
son dos ínfimos ejemplos de los problemas que pueden ocurrir, estos
métodos se emplean en diferentes escenarios y con diversos objetivos
entre los que se pueden destacar los siguientes:
• Reducción de ruido.
• Mejora del contraste o la iluminación.
• Enfatizar detalles o incluso eliminar detalles.
• Comprimir la imagen.
Como existen muchos tipos de métodos, el presente documento sólo
describirá algunos, centrándose en aquellos métodos basados en la re-
ducción del ruido de la imagen (ej. difuminado, gaussiano, bilateral) y en
uno de los métodos utilizados para mejorar la iluminación en las imá-
genes (Transformada Logarítmica).
Por lo general, los métodos de mejora basados en reducción de ruido
se suelen llamar filtros debido a que basan su funcionamiento en pe-
queñas matrices aplicadas a nivel local que actúan a modo de máscara
y dependiendo de los valores que la componen, se calcula el nuevo
valor para un píxel en la imagen mejorada tal y como se muestra en
la Figura 2.12. La modificación de dichos filtros es la que define el ob-
jetivo del algoritmo y el tamaño del filtro la densidad de píxeles que
abarca.
Figura 2.12
Esquema general de convolución y filtrado.
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2.4.1 Filtro de difuminado
El filtro de difuminado [28], también conocido como Tfiltro de la me- FILTRO DE
DIFUMINADO: En
inglés “Blur filter”dia o Tfiltro de emborronamiento, se utiliza para reducir el ruido de una
imagen de forma global teniendo en cuenta la importancia del valor de
los vecinos del píxel. De esta forma, en el filtro de difuminado todos
los vecinos tienen el mismo peso en el valor final del filtrado corres-
pondiendo esta metodología a la media aritmética de un píxel y todos
sus adyacentes. El cálculo de esta media al depender del tamaño de
la vecindad (N), se puede expresar con una matriz similar a la que
se mostraba en la Figura 2.12. Esta figura mostraba una matriz consi-
derando los vecinos inmediatos a un píxel (K3x3) con un valor de N
igual a 3. Sin embargo, este filtro se puede generalizar para tamaños
de vecindad mayores tal y como muestra la Expresión 2.22, teniendo









1 . . . 1
N
 (2.22)
Estos filtros se pueden emplear tanto en imágenes monocromáticas
como en imágenes en color teniendo en cuenta cada una de sus com-
ponentes por separado a la hora de aplicar el filtro KNxN. El resultado
de este filtrado con una matriz de vecindad K9x9 aplicada a la Tángara
carirroja de la Figura 2.1 se puede observar en la Figura 2.13, junto a
pequeñas regiones aumentadas para apreciar con detalle el efecto del
filtro.
Figura 2.13
Ejemplo de filtrado de difuminado y detalles.
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2.4.2 Filtro Gaussiano
El filtro gaussiano [197] tiene un funcionamiento similar al filtro de di-
fuminado, pero deja de ser un método lineal. Como su propio nombre
indica en este caso la matriz de vecindad KNxN se construye a través
de una función de distribución gaussiana bidimensional atendiendo
a la Ecuación 2.23, donde σ corresponde con la desviación típica. La
representación de la función de distribución gaussiana para un valor
de σ igual a 3 se puede apreciar en la Figura 2.14 a). De este modo,
los vecinos toman una importancia diferente en el resultado del filtro,








Dado que la función de distribución gaussiana toma valores continuos,
los valores que componen la matriz de vecindad KNxN, se suele apro-
ximar mediante el Triángulo de Pascal [85] el cual se puede apreciarTRIÁNGULO DE
PASCAL: Triángulo de
números en el que
cada fila corresponde
con el desarrollo de
las potencias del
binomio de Newton
desarrollado hasta la profundidad 6 del triángulo en la Figura 2.14 b).
Figura 2.14
Relación triángulo de Pascal y kernel gaussiano.
Teniendo en cuenta lo anterior, una matriz de vecindad KNxN se for-
maría como una multiplicación entre matrices, en la que el primer mul-
tiplicando es una matriz columna compuesta por una fila del triángulo,
multiplicada a su vez por una constante equivalente a uno entre la su-
ma de los elementos de dicha matriz columna, y la segunda parte de
la multiplicación corresponde con una matriz formada por filas del
triángulo de Pascal repetidas N, y de nuevo multiplicada dicha matriz
por la misma constante que en el caso anterior. En la Expresión 2.24

















1 2 12 4 2
1 2 1
 (2.24)
La Figura 2.15 muestra el resultado de aplicar un filtro gaussiano de
tamaño K9x9 a la Figura 2.1, además se han aumentado algunos deta-
lles para que sea posible una comparación visual con el resultado del
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filtro de difuminado anterior. Nótese que en este caso pese a ser am-
bos filtros del mismo tamaño, en el filtrado gaussiano, hay zonas que
se emborronan menos y mantienen algunos de los detalles a diferencia
del filtro de difuminado (véase la Figura 2.13).
Figura 2.15
Ejemplo de filtrado gaussiano y detalles.
2.4.3 Filtro Bilateral
El filtro bilateral [180] se trata de un método no lineal al igual que
ocurría con el filtrado gaussiano detallado en la sección anterior. En
este caso el objetivo de dicho filtro es realizar un suavizado o difumi-
nado de la imagen respetando los bordes (este concepto se explicará en
la Sección 2.5). Además, el filtro bilateral comparte aspectos en común
con el filtrado gaussiano, ya que emplea la misma fórmula de la distri-










I: Corresponde con la imagen que va a ser filtrada.
F(I): Corresponde con la imagen resultante del filtrado bilateral.
K: Corresponde con la matriz de vecindad.
w: Posición de un píxel dentro de la matriz de vecindad.
p: Posición actual del píxel de la imagen I que se desea filtrar.
Ip: Valor del píxel que se va a filtrar (p).
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Iw: Valor del píxel que está dentro de la matriz de vecindad w.
||p−w||: Distancia euclídea entre las posiciones de los píxeles p y
w.
GσK : Parámetro de control de emborronamiento espacial calculado
mediante la Ecuación 2.26.
Gσr : Parámetro de control de rango de amplitud mínimo de los








De forma análoga a los dos filtros anteriores la Figura 2.16 muestra
el resultado del filtrado bilateral, donde se ha vuelto a utilizar la Figu-
ra 2.1 resaltando en ella los mismos detalles que en los casos anteriores
así como el mismo tamaño de la matriz de vecindad K9x9. Se puede
apreciar en resultado cómo los detalles del ala, las plumas y el cerco
de los ojos, en este filtrado permanecen visibles a diferencia de lo que
ocurría en la Figura 2.15 para el filtrado gaussiano y en la Figura 2.13
para el filtro de difuminado.
Figura 2.16
Ejemplo de filtrado bilateral y detalles.
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2.4.4 Transformada logarítmica
La transformada logarítmica [45, 134, 156] es un método que queda fue-
ra de los mecanismos de reducción de ruido anteriormente explicados
y se centra en realizar una rectificación a nivel global de la iluminación
de la imagen con el objetivo de modificar los tonos claros y oscuros
(niveles de intensidad). Al estar centrado en niveles de intensidad, lo
habitual es aplicarlo a imágenes en escalas de grises. Sin embargo, la
transformada logarítmica no se puede aplicar directamente, sino que
es necesario convertir la imagen en su opuesta mediante el negativo. NEGATIVO: Opuesto
de una imagen. Por







Una vez calculado el negativo de la imagen y tal y como el propio
nombre del método indica, se calcula el logaritmo que permite que
el comportamiento del rango dinámico de la iluminación deje de ser
lineal y pase a ser logarítmico como se detalla la Ecuación 2.27.
LT(i, j) = α ·Klog(N(i, j)) +β · (log(N(i, j)) −Klog(N(i, j))) (2.27)
Donde:
LT(i, j): Píxel resultante de aplicar la transformada logarítmica.
N(i, j): Corresponde con el negativo de un píxel en escala de grises
(255− PGS(i, j)).
log(N(i, j)): Logaritmo en base diez del negativo de un píxel de la
imagen en escala de grises.
Klog(N(i, j)): Logaritmo en base diez del resultado del promedio
de los vecinos de un píxel en la posición (i, j) empleando un
tamaño de vecindad de K3x3 idéntico al filtrado de difuminado.
α: Parámetro que configura el sesgo de brillo. Valores cercanos a
0 más peso en tonos oscuros, valores próximos a 1 más peso en
tonos blancos.
β: Parámetro que configura el sesgo de nitidez de la imagen.
En la Figura 2.17 se puede observar el efecto de la transformada lo-
garítmica en el que se han utilizado un valor de α = 0.8 y β = 1
consiguiendo con dichos valores potenciar los tonos claros y mantener
la nitidez de la imagen igual que la original.
Figura 2.17
Ejemplo de transformada logarítmica. a) Imagen en escala de grises. b) Resultado de la
transformada logarítmica.
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2.5 EXTRACCIÓN DE BORDES
Otro de los problemas más comunes en el procesamiento de imágenes
es la extracción o detección de bordes [22, 135, 204]. Pero antes deDETECCIÓN DE
BORDES: En inglés
“Edge Detection” comenzar con los diferentes métodos de procesamiento, es necesario
conocer que es un borde y cuál es la metodología para detectar dichas
características.
Figura 2.18
Detalles del ala de la tángara carirroja en escala de grises.
En lo relativo al procesamiento de imágenes, un borde se define como
un cambio local significativo en la intensidad de la imagen como se
puede observar en la Figura 2.18 correspondiente al ala de la tángara
carirroja, extraída de la imagen en escala de grises de la Figura 2.4.
Estas diferencias entre intensidades se pueden deber a muchos motivos
entre ellos:
• Límite de profundidad de los objetos.
• Cambio de colores en los objetos.
• Sombras entre los objetos.
• Discontinuidad de la texturas de las superficies.
El objetivo de obtener los bordes es conseguir detectar los límites de los
objetos, así como los pequeños segmentos de píxeles que están unidos,
y a partir de ellos poder extraer información de la imagen para calcu-
lar por ejemplo las líneas, o el número de circunferencias que existen
en la imagen. Por otro lado, además de extraer información relativa a
los limites de los objetos, la detección de bordes permite eliminar gran
parte de la información de la imagen manteniendo las características
fundamentales. Pero ¿cómo se lleva a cabo este proceso? y ¿qué méto-
dos existen para realizar la extracción?.
En general los métodos de detección de bordes se pueden dividir en
tres categorías [118], métodos basados en derivadas de primer orden
( ej. método de robert, sobel, prewitt), métodos basados en derivadas de
segundo orden (ej. método laplaciano) y métodos basados en criterios de
optimización (ej. método de Canny).
Los métodos de derivada de primer orden, suelen estar basados en el
cálculo del operador del gradiente descendiente de una función, donde
el gradiente representa la dirección de máxima variación en un punto.
De este modo, los puntos con un valor mayor en el gradiente corres-
ponderían con los bordes. Para el cálculo del gradiente así como su
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∇f(x,y): Vector del gradiente descendente para una función bidi-
mensional.
M: Magnitud del vector ∇f(x,y).
ω: Ángulo del vector ∇f(x,y).
Los métodos de derivada de segundo orden, suelen cuantificar los cam-
bios en una función empleando para ello la segunda derivada de dicha
función. En este caso al calcular la segunda derivada mediante la Ecua-
ción 2.31, un borde queda representado por aquellos puntos donde la










Finalmente, los métodos con criterios de optimización suelen estar ba-
sados en los dos anteriores junto con una serie de directrices y herra-
mientas para descartar o considerar que píxeles se consideran bordes
en una imagen.
Hay que destacar tal y como se ha comentado anteriormente, que los
bordes se consideran un cambio abrupto de intensidad, y por ello las
imágenes que se utilizan para el cálculo de los mismos, suelen ser
imágenes monocromáticas que representen la intensidad en un único
color como la escala de grises o algunos de los canales independien-
tes explicados en la Sección 2.2. Sin embargo, esto no quiere decir que
siempre se empleen imágenes monocromáticas, dado que existen estu-
dios [50, 92, 203] de métodos de detección de bordes aplicados directa-
mente en imágenes en color que no serán cubiertos en la presente Tesis
Doctoral.
De este modo, las siguientes secciones detallan algunos de los métodos
más usuales de la detección de bordes en imágenes monocromáticas
empleando como ejemplo la imagen en escala de grises de la Figura 2.4.
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2.5.1 Método de Robert
El método de Robert [74, 163] se enmarca dentro del grupo de algo-
ritmos de derivada de primer orden, y hace uso del gradiente descen-
dente. Sin embargo, la Ecuación 2.28 que calcula el gradiente de una
función, se puede aproximar mediante diferencias finitas tal y como
muestra la Ecuación 2.32, donde los términos i y j representan coorde-





f(i+ 1, j+ 1),
√
f(i+ 1, j) −
√
f(i, j+ 1) (2.32)
Estas diferencias finitas, se pueden representar mediante un pequeña
matriz de convolución con un funcionamiento similar al detallado en
la sección 2.4. En este caso el operador de Robert se representa con un
filtro Kx para la derivada a lo largo del eje “X”, y un filtro Ky para la
derivada a lo largo del eje “Y” tal y como muestra la Expresión 2.33.
La magnitud del gradiente se calcula mediante una aproximación de
la Ecuación 2.29 en el que la raíz cuadrada se sustituye por la suma
de los términos de la misma en valor absoluto evitando así la carga












En la Figura 2.19 se proporciona el resultado de la magnitud del gra-
diente (a)) que corresponde con las derivadas en los ejes “X” e “Y”
junto con el cálculo del gradiente para cada eje (b) y c)). Además se
observa que los bordes detectados son prácticamente inapreciables.
Figura 2.19
Ejemplo de aplicación del método de Robert. a) Método de Robert en eje X e Y. b) Método de
Robert en el eje X. c) Método de Robert en el eje Y.
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2.5.2 Método de Sobel
El método de Sobel [95, 171] al igual que el método anterior se trata de
un enfoque que hace uso de las derivadas de primer orden para poder
obtener de esta forma los bordes de una imagen. En este método se
vuelve a realizar una aproximación de las derivadas parciales para ca-
da eje, pero a diferencia del método de Robert, la aproximación queda
expresada por la Ecuación 2.34, donde los términos i y j representan
coordenadas de la imagen en términos de filas y columnas.
∂f(x,y)
∂x
= f(i+ 1, j) − ·f(i− 1, j)
∂f(x,y)
∂y
= f(i, j+ 1) − ·f(i, j− 1)
(2.34)
Al igual que ocurría en el método de Robert, la diferencia finita se pue-
de representar en formal de filtros para obtener los bordes en el sentido
del eje “X” (Kx) e “Y”(Ky) como se muestra en la Expresión 2.35.
Kx =
1 0 −12 0 −2
1 0 −1
 Ky =
 1 2 10 0 0
−1 −2 −1
 (2.35)
En la Figura 2.19 se puede observar el resultado de la magnitud del
gradiente (a)) que corresponde con la suma de ambos filtros en valor
absoluto contemplando ambos ejes, junto con el cálculo del gradiente
para cada eje por separado (b) y c)).
Figura 2.20
Ejemplo de aplicación del método de Sobel. a) Método de Sobel en eje X e Y. b) Método de
Sobel en el eje X. c) Método de Sobel en el eje Y.
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2.5.3 Método de Prewitt
El método de Prewitt [126, 191] es el último método de gradiente del
primer orden que se va a explicar en la presente Tesis Doctoral, y com-
parte muchas similitudes con el método de Sobel anteriormente expli-
cado. El cálculo de la magnitud y el gradiente se realiza de la misma
forma que en Sobel, pero la aproximación de la derivada en forma de
matrices difiere respecto a este último. En este caso las matrices que
aproximan el cálculo de las derivadas parciales a lo largo del eje “X”
(Kx) e “Y” (Ky) están representadas en la Expresión 2.36. Se puede ob-
servar la similitud respecto a Sobel ya que el elemento que cambia es
la fila central en Kx y la columna central en Ky.
Kx =
1 0 −11 0 −1
1 0 −1
 Ky =
 1 1 10 0 0
−1 −1 −1
 (2.36)
En la Figura 2.21 se puede apreciar el resultado de la magnitud del
gradiente (a)) contemplando ambos ejes, junto con el cálculo del gra-
diente para cada eje por separado (b) y c)). Nótese que a diferencia del
resultado obtenido por el método de Sobel en la Figura 2.20, existen
pequeños bordes de las plumas del ala correspondientes a la región
mostrada en la Figura 2.18 que no se detectan por el método.
Figura 2.21
Ejemplo de aplicación del método de Prewitt. a) Método de Prewitt en eje X e Y. b) Método
de Prewitt en el eje X. c) Método de Prewitt en el eje Y.
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2.5.4 Método Laplaciano
El método laplaciano [117, 187] se categoriza dentro de los operadores
que hacen uso de las derivadas de segundo orden tal y como muestra
la Ecuación 2.31. Sin embargo, al igual que ocurría con los métodos an-
teriores, es posible discretizar las derivadas de la ecuación anterior con
diferencias finitas en la que cada derivada parcial de segundo orden
queda expresada por la Ecuación 2.37.
∂2f(x,y)
∂x2
= f(i+ 1, j) − 2 · f(i, j) + f(i− 1, j)
∂2f(x,y)
∂y2
= f(i, j+ 1) − 2 · f(i, j) + f(i, j− 1)
(2.37)
En el método laplaciano, las derivadas se pueden representar en forma
de matrices de convolución. Sin embargo, a diferencia de los métodos
de derivadas de primer orden explicados anteriormente, el método la-
placiano no necesita un filtro para recorrer el eje “X” e “Y”, sino que
con un único filtro se pueden obtener los bordes en ambas direcciones,
optimizando así el tiempo de procesamiento necesario para el cálculo
de los bordes. Además, el filtro del método laplaciano se puede repre-
sentar de dos formas distintas, considerando sólo la información de los
bordes en sentido horizontal y vertical (Kn) o considerando además la
información de los ejes diagonales a los dos anteriores (Kdiagonal) tal
y como muestra la Expresión 2.38.
Kn =
0 1 01 −4 1
0 1 0
 Kdiagonal =
1 1 11 −8 1
1 1 1
 (2.38)
En la Figura 2.22 se puede observar el resultado del método laplaciano
para la imagen de la Figura 2.4 haciendo uso de los filtros de la Expre-
sión 2.38. Se puede apreciar que en el resultado considerando el filtro
horizontal y vertical, los bordes son prácticamente inapreciables en la
imagen, siendo éstos un poco más enfatizados en el resultado del fil-
tro diagonal. Sin embargo, se observa que a diferencia de los métodos
como el de Sobel o Prewitt, el método laplaciano, proporciona bordes
menos definidos.
Figura 2.22
Ejemplo de aplicación del Método Laplaciano. a) Método Laplaciano en eje X e Y. b) Método
Laplaciano considerando diagonales.
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2.5.5 Método de Canny
El método de Canny [30, 133] se engloba dentro de los métodos de
detección de bordes basados en criterios de optimización y consiste
básicamente en cuatro pasos:
1. Cálculo del gradiente: El primer paso consiste en emplear el méto-
do de Sobel para realizar el cálculo de la magnitud del gradiente
y su dirección.
2. Supresión de los valores no máximos: El gradiente obtenido contiene
bordes que no tienen un valor máximo proporcionando falsos
bordes. Para resolver este problema, se compara cada píxel y sus
vecinos en la dirección del gradiente y se toma la siguiente regla
de decisión: Si el píxel que se está analizando tiene el valor máximo de
entre todos sus vecinos, se mantiene como borde, en caso contrario, se
descarta como borde.
3. Segmentación basada en umbrales: En este paso se descartan todos
los píxeles que no correspondan con bordes usando dos umbra-
les. Un umbral mínimo (th1) en el que todos los píxeles por deba-
jo del mismo son descartados como bordes, y un umbral máximo
(th2), a partir del cual todos los píxeles serán considerados como
bordes. El resto de píxeles se analizan en el siguiente paso.
4. Proceso de histéresis: El último paso del método consiste en realizar
un seguimiento de cada uno de los bordes de tal forma que si
uno de los píxeles candidatos a bordes entre los valores [th1,th2]
no está conectado a un píxel que se ha considerado como borde
en el paso anterior, se considera como un falso borde y no sería
detectado como tal.
Tal y como se ha detallado en los pasos, los valores de los umbrales th1
y th2 necesitan ajustarse para que el método de Canny proporcione
un resultado adecuado, siendo en ocasiones una tarea difícil encontrar
los valores de ambos umbrales. Como se muestra en la Figura 2.23 la
imagen de la izquierda (a)) muestra un ejemplo del método de Canny
aplicado a la imagen de la Figura 2.4, en el que ambos umbrales se
han establecido a 0, y en la parte derecha (b)) en el que se han ajustado
ambos umbrales, siendo th1 = 19 y th2 = 110.
Figura 2.23
Ejemplo de aplicación del método de Canny. a) Método de Canny con umbral mínimo y
máximo establecidos a 0. b) Método de Canny con umbral mínimo y máximo ajustados.
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2.6 OPERADORES MORFOLÓGICOS
Esta sección aborda los operadores morfológicos que son una serie de
modificadores a nivel local de píxeles que nos permiten manipular la
forma de los objetos en una imagen. Estos operadores se suelen em-
plear en imágenes binarias, como las que observamos en los resulta-
dos de las segmentaciones basadas en umbrales de la Sección 2.3. No
obstante, no se van a aplicar estos operadores a las imágenes de dicha
sección debido a su complejidad en cuando a la forma, sino que se va
a hacer uso del escudo oficial de la titulación del Grado en Ingeniería
Informática [52] de la Universidad de Córdoba al que se le ha aplicado
una segmentación basada en el método de Otsu para obtener la imagen
binaria que comentábamos anteriormente. Tal y como se puede obser-
var en la Figura 2.24, el escudo tiene una forma simple, compuesta por
una corona junto a un núcleo toroidal de ferrita, hilos de lectura y es-
critura y dos ramas simétricas una de laurel y otra de olivo, que nos
ayudará a comprender cada uno de los operadores de las siguientes
secciones.
Figura 2.24
Escudo de titulación de Ingeniería Informática de la Universidad de Córdoba. a) Escudo
con colores originales. b) Resultado del escudo tras segmentar la imagen.
2.6.1 Dilatación y Erosión
Los dos primeros operadores que se contemplan son los de dilatación
y erosión que son considerados los operadores básicos. El primero de
ellos, el operador de dilatación, se centra en expandir la forma de un
objeto siguiendo la Ecuación 2.39:
ϕ(I) = {i+ s|i ∈ I∧ s ∈ K} (2.39)
Donde:
ϕ(I): Resultado del operador de dilatación para la imagen I.
i: Píxel con coordenadas (i, j) de la imagen I.
K: Matriz de vecindad KNxN únicamente compuesta de todos sus
elementos puestos a 1 y aplicada como una máscara sobre la ima-
gen.
s: Píxel de la matriz de vecindad.
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Si se analiza detenidamente la Ecuación 2.39, esta representa la siguien-
te regla de decisión: Si al menos un píxel vecino de KNxN sobre el píxel que
se está analizando i tiene un valor diferente de 0, el píxel analizando (i) se po-
ne al máximo valor (255 para imágenes binarias de 8-bits). En la Figura 2.25
se puede observar cómo todos los elementos que componen el escudo
se han expandido llegando a cerrar partes del núcleo de ferrita con un
valor de vecindad K3x3.
Figura 2.25
Operador de dilatación en escudo de titulación de informática. a) Imagen binaria del
escudo. b) Resultado del operador de dilatación.
El segundo operador básico, es el operador de erosión, y realiza la ope-
ración opuesta al operador de dilatación. En este caso son los píxeles
del fondo, y no los de la forma del objeto, los que se expanden, con-
trayendo así la forma de la figura. La Ecuación 2.40 es la que rige este
comportamiento.
ζ(I) = {i|∀s ∈ K, i+ s ∈ I} (2.40)
Donde:
ζ(I): Resultado del operador de erosión para la imagen I.
i: Píxel con coordenadas (i, j) de la imagen I.
K: Matriz de vecindad KNxN únicamente compuesta de todos sus
elementos puestos a 1 y aplicada como una máscara sobre la ima-
gen.
s: Píxel de la matriz de vecindad.
Nuevamente si analizamos el comportamiento de la Ecuación 2.40, de-
tectaremos que representa la siguiente regla: Si todos los píxeles vecinos
de KNxN sobre el píxel que se está analizando tienen un valor diferente de
255, el píxel analizado (i) se pone al mínimo valor 0. El resultado de erosio-
nar el escudo de la titulación de informática con un valor de vecindad
K3x3, se puede observar en la Figura 2.26 donde todos los elementos
que componen la forma se han visto contraídos, e incluso han desapa-
recido como en el caso de las ramas de laurel y olivo.
2.6.2 Apertura y cierre
Hemos observado como los operadores básicos anteriores conseguían
un objetivo opuesto, y esta oposición de objetivos hacen que surjan los
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Figura 2.26
Operador de erosión en escudo de titulación de informática. a) Imagen binaria del escudo.
b) Resultado del operador de erosión.
operadores de apertura y cierre. Estos operadores lo que persiguen es
aprovechar el objetivo de cada uno de los operadores anteriores com-
binándolos para dar solución a determinados problemas.
La apertura combina los dos operadores anteriores de forma que pri-
mero se realiza una erosión (ζ(I)) y luego se realiza una dilatación
(ϕ(I)). Con esto se consigue realizar una reducción de ruido muy bá-
sica y eliminar aquellos pequeños artefactos que aparecen en una ima-
gen. Como el escudo de la Figura 2.24 no dispone de ruido y sería
muy difícil ver el efecto de este operador, se ha introducido ruido ma-
nualmente en el fondo tal y como se puede observar en la Figura 2.27.
Podemos observar en esta última figura cómo al aplicar el operador de
apertura con un valor de vecindad K3x3, se obtiene un resultado muy
similar a la imagen original sin ruido.
Figura 2.27
Operador de apertura en escudo de titulación de informática. a) Imagen binaria del escudo
con ruido en fondo. b) Resultado del operador de apertura.
Del mismo modo que ocurría con los operadores básico, el operador
de cierre es el opuesto del de apertura, y en este caso se realiza una
dilatación (ϕ(I)) seguida de una erosión (ζ(I)). Mediante la aplicación
de estos dos enfoques, se consigue rellenar los elementos huecos que
puedan aparecer en una figura, pero que a diferencia del simple uso
de la dilatación este operador mantiene en cierta medida el tamaño del
objeto original. Nuevamente se ha utilizado la imagen del escudo de
la titulación de informática y usado un valor de vecindad K3x3 como
en los casos anteriores, pero esta vez se ha introducido ruido de forma
manual dentro de la forma del objeto, como se puede observar en la
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Figura 2.28. Además, en esta misma figura se puede observar cómo
todas las zonas huecas se han rellenado, aunque el núcleo de ferrita se
encuentra ligeramente rellenado.
Figura 2.28
Operador de cierre en escudo de titulación de informática. a) Imagen binaria del escudo
con ruido en escudo. b) Resultado del operador de cierre.
2.7 ANÁLISIS DE INFORMACIÓN GLOBAL
Hasta ahora todos los métodos de procesamiento de imágenes que se
han visto en las secciones anteriores (con la excepción de las representa-
ciones del color, Sección 2.2) se basaban en la modificación de los píxeles
en la imagen y en la extracción de información a nivel local al propio
píxel o considerando los vecinos más cercanos. Sin embargo, existen
métodos que se centran en extraer información del ámbito global de la
imagen. Entre el abanico de dichos métodos este documento se centra-
rá principalmente en dos: Los histogramas y las integrales proyectivas:
2.7.1 Histogramas
El histograma de una imagen [179] es un método que se centra en rea-
lizar un conteo del número de píxeles que tiene un determinado nivel
de intensidad. Aunque el funcionamiento del método es bastante sen-
cillo, a través de dicho conteo se pueden realizar operaciones similares
a las vistas en la sección 2.4 referentes a la mejora del contraste en una
imagen [77, 111, 198]. Formalmente el cálculo del histograma queda
representado por la Ecuación 2.41:
Hist(I) = {H(v)|v = [0, . . . ,L− 1]} H(v) = n(v) (2.41)
Donde:
Hist(I): Resultado del cálculo del histograma para la imagen I.
H(v): Resultado del histograma para el valor de intensidad v.
L− 1: Nivel de intensidad máximo (256 en escala de grises para una
profundidad de 8-bits).
n(v): Función que contabiliza el número de ocurrencias del valor v
en la imagen.
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Aunque es posible emplearlo en imágenes en color, para simplificar
el resultado de la gráfica que se puede obtener del histograma, en la
Figura 2.29 aparece representado el resultado del cálculo del histogra-
ma para la imagen monocromática en escala de grises de la Figura 2.4
que tiene una resolución de 2048x1376 píxeles. Para imágenes con un
número de canales mayor, habría que calcular un histograma separado
para cada canal.
























Resultado del cálculo del histograma
2.7.2 Integrales proyectivas
Las integrales proyectivas [63, 96], también conocidas como proyec-
ciones, se trata de una técnica que extrae información relativa a las
acumulaciones de valores en un ángulo determinado. Estos valores
acumulados, nos permiten detectar en la imagen dónde se encuentra
por ejemplo, los valores máximos y mínimos de intensidad globales en
una imagen. Aunque se pueden emplear a lo largo de cualquier ángu-
lo, normalmente se suelen emplear dos tipos, las integrales proyectivas
horizontales, y las integrales proyectivas verticales, que corresponden
con el sentido paralelo del eje “X” y del eje “Y” respectivamente.
Las integrales proyectivas verticales extraen la información del acumu-
lado de valores de intensidad por columnas en una imagen tal y como




I(i, j);∀j = 0, ...,R− 1 (2.42)
Donde:
Φ(Ij): Resultado del cálculo de la integral proyectiva vertical para
la imagen I.
C: Número máximo de columnas en la Imagen I.
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R: Número máximo de filas en la imagen I.
i: Iterador para las filas.
j: Iterador para las columnas.
De forma análoga podemos deducir que las integrales proyectivas ho-
rizontales es el caso opuesto, obteniendo el acumulado de los valores




I(i, j);∀i = 0, ...,C− 1 (2.43)
Donde:
Θ(Ii): Resultado del cálculo de la integral proyectiva horizontal
para la imagen I.
C: Número máximo de columnas en la Imagen I.
R: Número máximo de filas en la imagen I.
i: Iterador para las filas.
j: Iterador para las columnas.
Del mismo modo que sucedía con el histograma, las integrales pro-
yectivas se pueden emplear en cualquier tipo de imágenes, pero se ha
decidido por simplicidad mostrar en la Figura 2.30 el resultado de las
integrales horizontales y verticales para la Imagen en escala de grises
de la Figura 2.4.
Figura 2.30
Resultado integrales proyectivas verticales y horizontales. a) Integral proyectiva vertical. b)
Integral proyectiva horizontal.
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2.8 RESUMEN DEL CAPÍTULO
Este capítulo ha presentado los conceptos básico del procesamiento de
imágenes partiendo de cómo se almacenan en una computadora las
imágenes, hasta cómo extraer información relevante de las mismas.
En lo referente a los modelos y espacios del color se ha mostrado que
la forma de representar una imagen no es única y no necesariamente
debe de ser siempre en RGB. En realidad, tal y como se ha mostrado
en el resto de secciones, por ejemplo, en la extracción de características,
debido a su simplicidad por procesar un único canal, impera la repre-
sentación en escala de grises.
Respecto a los algoritmos detallados a lo largo del capítulo, su utilidad
depende del ámbito de aplicación, pero como se ha podido observar,
hay métodos como los filtros de mejora que nos ayudan a suavizar las
imágenes para poder por ejemplo extraer bordes de ellas sin que exis-
tan falsos positivos o disminuir el número de píxeles diferentes que
existen en la imagen.
También se ha podido observar que existen métodos como los operado-
res morfológicos que trabajan a un nivel mucho más bajo que la escala
de grises mediante imágenes binarias (en la que sólo se manejan dos tipos
de valores 0 ó 255) modificando la forma de los diferentes objetos de la
imagen, y que es posible obtener dichas imágenes binarias a través de
los métodos de segmentación basados en umbrales de valores.
Además, se ha podido observar la existencia de otros métodos que no
trabajan a nivel local mejorando las imágenes, sino que nos permiten
obtener información estadística del número de píxeles totales que tie-
nen un determinado valor de intensidad (histogramas), o la información
acumulada de intensidades por filas o por columnas de la imagen (co-
mo en el caso de las integrales proyectivas).
Por último, queda aclarar que no todos los métodos expuestos en esta
sección se emplearán en la presente Tesis Doctoral, pero sí que todos
los métodos empleados en ella están incluidos en esta sección (véase la
Sección 5.2). El resto de métodos se han introducido para dotar al lector
de una vista general de las alternativas que existen y que son emplea-
dos por otros autores en la temática de la presente Tesis Doctoral de
detección de defectos en el pavimento como se puede observar en el
Capítulo 4.
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La inteligencia es la capacidad de adaptarse al cambio.
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3.1 INTRODUCCIÓN
¿Alguna vez se ha parado a pensar cómo es posible que cuando ha-
cemos una consulta en un buscador web (ej. google) nos aparezcan los
resultados justamente de lo que estamos buscando? o ¿cómo es posible
que nuestro teléfono se capaz de categorizar automáticamente en tipos
las fotos que realizamos? o incluso, ¿cómo nuestro correo electrónico
es capaz de separar el correo normal del correo que se considera spam?SPAM: Correo no
deseado Todas estas cuestiones y muchas más son problemas cotidianos que pa-
samos desapercibidos y que se delegan a una Inteligencia Artificial.
La inteligencia artificial (IA) no es más que un concepto que se cen-
tra en hacer posible que las máquinas y los dispositivos que solemos
utilizar, lleven a cabo tareas de forma inteligente al nivel que podría
realizarlas un ser humano o incluso mejor. Sin embargo, este concepto
necesita de herramientas para llevarse a la práctica, y uno de los ejes
fundamentales de la inteligencia artificial, es el aprendizaje automático
o aprendizaje de máquina.APRENDIZAJE DE
MÁQUINA: En inglés
“Machine Learning”
El aprendizaje automático engloba a todos aquellos métodos y algorit-
mos que habilitan a una máquina o sistema a realizar tareas de forma
inteligente a través del autoaprendizaje sin la necesidad de haber pro-
gramado previamente dichos sistemas para llevar a cabo esas tareas.
A su vez, tal y como se muestra en la Figura 3.1, en el aprendizaje
automático se distinguen diferentes enfoques. Nótese que existen más
enfoques que no serán introducidos en esta Tesis Doctoral.
Figura 3.1
Clasificación de inteligencia artificial y aprendizaje automático.
El aprendizaje no supervisado [86, 110] consiste en aquellos métodos en
los que el aprendizaje se lleva a cabo de forma autodidacta y sin un
experto detrás que indique el camino a seguir o la etiqueta de la clase
a la que corresponde un dato.
El punto opuesto del aprendizaje no supervisado es el aprendizaje super-
visado [120, 123], en el que un experto categoriza cada uno de los datos
en diferentes clases o tipos, y los métodos tienen que ser capaces de
descubrir las relaciones entre dichos datos para poder diferenciarlos al
igual que haría un experto.
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En el caso del aprendizaje por refuerzo [7, 124] la filosofía es diferente,
centrándose en maximizar el beneficio de un agente (ente que toma las
decisiones) para dar solución a un escenario dado (problema a resolver).
En realidad, se puede ver un símil del funcionamiento de este tipo de
aprendizaje en el juego del ajedrez sin ir más lejos, en el que el agente
correspondería con el algoritmo de inteligencia artificial que debe de
decidir qué acciones realizar y obtener una recompensa asociada a las
mismas e ir aprendiendo mediante la experimentación en vez de la
imitación como en los casos del aprendizaje supervisado o no supervi-
sado, debido a que no existen datos previos.
En lo referente al aprendizaje profundo [46, 112], su filosofía consiste en
una similitud a cómo el cerebro humano es capaz de aprender nue-
vos problemas. Para ello, emplean diferentes niveles de aprendizaje
mediante datos que no existen en el conjunto inicial con los que el al-
goritmo aprende. Su estructura es muy similar a uno de los algoritmos
de aprendizaje supervisado (en concreto las Redes Neuronales, véase la Sec-
ción 3.3.7) y en muchas ocasiones se suele considerar como un subtipo
de estos. No obstante, este tipo de aprendizaje puede ser tanto super-
visado [83] como no supervisado [115], una mezcla de ambos [15] o
incluso estar basados en aprendizaje por refuerzo [12].
Teniendo todo lo anterior en cuenta, sería imposible abarcar toda la
casuística de métodos existentes, y por ello, en las siguientes secciones
se mostrarán diferentes algoritmos de aprendizaje automático prestan-
do especial importancia a los algoritmos no supervisados y haciendo
un mayor énfasis en los algoritmos supervisados debido a que son los
métodos utilizados en la presente tesis. En cuanto a los algoritmos de
aprendizaje profundo se detallará el funcionamiento general necesario
para entender en que se basan las propuestas de otros autores (véase el
Capítulo 4), y el aprendizaje por refuerzo queda fuera del ámbito de la
presente Tesis Doctoral. Por otro lado, de forma adicional dado que los
algoritmos están estrechamente relacionados a los datos, este capítulo
proporciona las herramientas necesarias para llevar a cabo el diseño
de experimentos, así como las métricas utilizadas para evaluar el ren-
dimiento de los algoritmos.
Antes de proseguir y para evitar confusiones en las siguientes seccio-
nes y capítulos, es necesario dejar clara la siguiente terminología em-
pleada a lo largo del documento:
• Clase o etiqueta de clase: Representan los diferentes tipos de ele-
mentos a distinguir de nuestro problema (ej. el tipo de cada una de
las imágenes de la Figura 1.1).
• Patrón o instancia: Elemento compuesto por varios datos que pue-
de estar etiquetado o sin etiquetar.
• Atributos o características: Diferentes datos que definen a cada pa-
trón. Pueden ser nominales o numéricos.
• Modelo: Conjunto de reglas o funciones para realizar la clasifica-
ción de los patrones.
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3.2 ALGORITMOS NO SUPERVISADOS
Los algoritmos y métodos no supervisados son un área del aprendiza-
je automático, que se centran en extraer relaciones existentes entre los
datos, sin que haya un conocimiento experto previo que les guíe en su
proceso de descubrimiento. Debido a esta naturaleza en su funciona-
miento, a continuación se pueden destacar algunos de los problemas a
los que da solución el aprendizaje no supervisado:
• Agrupación de datos [167].
• Extracción de prototipos [132].
• Detección de valores atípicos [90].VALORES ATÍPICOS:
En inglés: “outliers”
• Compresión o disminución del espacio de características [29].
Los tres primeros problemas se pueden resolver mediante los algorit-






pueden emplear estos algoritmos, es más usual utilizar los algoritmos
de compresión no supervisados. Como el objetivo de la presente Tesis
Doctoral no está centrado en el uso de algoritmos de agrupamiento, só-
lo se explicará de forma genérica en qué consiste cada uno de los tipos
sin profundizar en la explicación de algoritmos concretos, y en cuanto
a los algoritmos de compresión sí se detallará con más detenimiento
uno de los métodos más usuales por ser utilizado para su comparación
(véase la Sección 6.5).
3.2.1 Métodos de agrupamiento
Los métodos de agrupamiento se centran en la unión o separación de
los datos basándose en varias estrategias de similitud. Existen diferen-
tes tipos de métodos, pero en general se pueden resumir teniendo en
cuenta su estrategia de unión/separación en tres grupos [148, 152]:
Métodos basados en particiones
El funcionamiento general de este tipo de métodos es realizar K divi-
siones de un conjunto de datos X. Estas divisiones o particiones deben
de cumplir las siguientes reglas:
• Cada instancia debe de ser asignado a una partición ki.
• Cada partición debe de contener al menos un elemento n(ki) > 0,
donde n() representa la cardinalidad de un conjunto de datos.
• Cada partición representa un grupo de instancias del conjunto
de datos original n(X) =
∑
n(Ki).
Para cumplir estas reglas, los métodos de particionado suelen recolo-
car las particiones de forma iterativa. De esta forma, en cada iteración
se refinan los elementos que componen cada partición ki como se pue-
de observar en la Figura 3.2. El criterio de parada de las iteraciones es
diferente para cada algoritmo, pero por lo general suele ser cuando de-
jan de existir nuevas asignaciones de los patrones a cada partición. Hay
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que notar que el número de particiones por lo general es un parámetro
que debe de ser establecido de antemano y que la posición espacial de
cada partición puede pertenecer a uno de los datos que lo componen,
o bien ser por ejemplo, una media de ellos. Algunos de los algorit-
mos que se engloban dentro de esta metodología son K-means [155] o









Ejemplo de reasignación de particiones.
Métodos jerárquicos
En los métodos jerárquicos [150], a diferencia de los métodos particio-
nales, el número de grupos oscila en el rango [1-N] donde N es el
número de instancias que existen en el conjunto de datos con el cual el
algoritmo trabaja. Teniendo en cuenta este rango, se pueden considerar
dos modos de agrupamiento jerárquico: aglomerativos y divisivos.
Los métodos aglomerativos generan un grupo por cada instancia en el
conjunto de datos y realiza agrupamientos basados en la similitud en-
tre parejas de instancias hasta que todas son cubiertas por dos grupos.
El funcionamiento opuesto se denomina agrupamiento divisivo, en el
que se empieza con un único grupo que contiene todos los patrones,
y se divide de forma iterativa utilizando la instancia más alejada del
resto para formar un nuevo grupo.
Cómo se puede observar ambos métodos están basados en distancias,
y con ellas se genera una matriz de proximidad donde las filas y las
columnas de la matriz representan los patrones del conjunto de datos
con el que entrenan los algoritmos. La diagonal de dicha matriz ten-
dría distancia “0” al ser la distancia hasta el propio elemento. Como
métrica de distancia es usual emplear la distancia euclídea, aunque se
puede usar cualquier métrica de distancia para el cálculo. Sin embargo,
la métrica de la distancia sólo proporciona el valor numérico. La defini-
ción de la distancia entre grupos, la proporciona el tipo de enlace que
se emplea para juntar o separar los diferentes grupos en cada iteración.
Estos enlaces se suelen llevar a cabo mediante uno de los tres criterios
siguientes [103]:
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• Enlace simple: donde la distancia entre dos grupos se define como
la distancia más corta entre dos puntos que componen dichos
grupos.
• Enlace promedio: donde la distancia entre dos grupos se define co-
mo la distancia más larga entre dos puntos que componen dichos
grupos.
• Enlace completo: donde la definición de distancia entre grupos co-
rresponde con el promedio de las distancias entre de cada punto
de un grupo con todos los puntos del otro grupo.
Una vez seleccionada la métrica de distancia y el método de enlace,
con cada iteración del algoritmo se construye poco a poco un dendro-
grama que finaliza cuando se hayan agrupado todos los datos. En laDENDROGRAMA:
Representación
gráfica en forma de
árbol que divide
datos en categorías
Figura 3.3 se muestra un ejemplo de método aglomerativo con distan-
cia euclídea y enlace simple.














Ejemplo de agrupamiento jerárquico.
Métodos basados en densidades
Los métodos basados en densidades [166] se centran en detectar agru-
paciones de datos que no son lineales y que por tanto, contienen una
forma arbitraria. Al estar basados en la densidad de los datos, estos
métodos no necesitan conocer de antemano el número de agrupacio-
nes, pero necesitan conocer dos parámetros, el radio de vecindad (R) y
el número mínimo de datos (k) dentro de ese radio de vecindad. Por
tanto, se distinguen tres tipos diferentes de datos tal y como se puede
observar en la Figura 3.4:
• Datos atípicos: son valores que se encuentran fuera de la vecindad,
y no superan el número mínimo k de vecinos dentro de su radio
de vecindad para considerarse como una densidad que confor-
men un nuevo grupo.
• Datos de núcleo: son valores que dentro de su radio de vecindad
superan el número mínimo de vecinos k y por lo tanto forman
parte de un grupo.
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• Datos de borde: son valores que aún teniendo vecinos de un nú-
cleo de densidad dentro de su radio de vecindad R, no superan
el número mínimo para considerarse núcleos, y por tanto se con-
sideran como un borde de la densidad de dichos núcleos.
El número de grupos se determina una vez que se han clasificado todos
los datos en una de las tres categorías anteriores, teniendo en cuenta
que todos los datos núcleos y bordes forman parte del mismo grupo
si son alcanzables desde al menos un punto cualquiera que forme par-
te de ellos teniendo en cuenta el radio R. Algunos de los algoritmos
que se basan en la agrupación mediante densidades son DBSCAN [54],





Tipos de datos en agrupamiento basado en densidades.
3.2.2 Métodos de compresión
Los métodos de compresión de datos se centran en reducir la dimen-
sionalidad de los datos de los que se dispone. Esta reducción puede
ser en la cantidad de datos, usando alguno de los métodos anterio-
res de agrupamiento (agrupamiento particional, jerárquico o basado en den-
sidades) para extraer de esta forma prototipos y eliminar gran parte
de las instancias de una base de datos, o pueden ser una reducción
del número de características que definen a una instancia. A continua-
ción se detallará el funcionamiento de uno de los métodos más exten-
dido para la reducción de datos, el análisis de componentes principales
(PCA) [37, 87, 125, 190], aunque existen otros como la factorización de PCA: Del inglés “
Principal component
analysis”matrices no negativas (NMF) [94], o la descomposición de valores singulares
(SVD) [199].
El análisis de componentes principales [2] es un método que se centra
en la búsqueda de relaciones en los datos que componen una base de
datos. Esta búsqueda permite reducir el número de atributos necesa-
rios para definir a un dato eliminando la información menos relevante
o innecesaria mediante métodos estadísticos y operaciones algebraicas.
El conjunto de operadores estadísticos y algebraicos utilizados en el
análisis de componentes principales se pueden resumir en cuatro pa-
sos:
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• Cálculo de la media y la matriz de covarianzas: El primer paso es el
cálculo de la media de cada una de las características o atributos
de la base de datos. Para ello, los datos se representan mediante
una matriz donde las columnas corresponden con los atributos
y las filas a cada uno de los patrones de nuestra base de datos.
Una vez calculada la media de cada una de las características, la




((X− x̄)T (X− x̄)) (3.1)
Donde:
C: Matriz de covarianzas.
X: Matriz compuesta por cada una de las instancias o patrones
de la base de datos.
x: Vector con la media de las característica.
n: Número de elementos en la base de datos.
• Cálculo de autovalores y autovectores: Una vez se ha calculado la ma-
triz de covarianzas, es posible obtener mediante la Ecuación 3.2,
los autovalores y autovectores.
(C− λ · I) · E = 0 (3.2)
Donde:




• Selección del número de atributos: El siguiente paso es ordenar los
autovalores de forma descendente, y seleccionar el porcentaje de
representación de variabilidad de los datos. En realidad los auto-
valores proporcionan información acumulativa respecto a la va-
riabilidad de los datos que pueden representar los autovectores
asociados a dicho autovalor. Una vez se ha seleccionado cuantos
autovalores proporcionan la variabilidad deseada se construye
una matriz S formada por los autovectores asociadas a los auto-
valores escogidos.
• Generación de los nuevos datos: Una vez que se ha seleccionado
el número de atributos, se puede realizar una conversión de los
datos a un espacio de características reducido (Y) usando la Ecua-
ción 3.3:
Y = X · S (3.3)
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3.3 ALGORITMOS SUPERVISADOS
Otro de los grandes pilares del aprendizaje automático son los méto-
dos supervisados. En general, estos métodos usan los atributos de las
instancias como entradas y los procesan para producir una predicción
a sus salidas de valores discretos o continuos dependiendo del pro-
blema a tratar. Debido a esto, los algoritmos supervisados se dividen
principalmente en dos tipos: métodos de clasificación y métodos de análisis
de regresión.
En los métodos de aprendizaje supervisado orientados a la clasifica-
ción [184], existe un conocimiento experto detrás de los datos que pre-
viamente ha analizado cada una de las instancias que componen la
base de datos y les ha asignado un tipo determinado mediante una eti-
queta. Un ejemplo sencillo de datos etiquetados puede observarse en
la Tabla 3.1, donde se ha determinado en base a experiencias pasadas
qué días se ha podido jugar al baloncesto. En dicha tabla, los atributos
serían cada una de las columnas y la última columna sería la etiqueta
de la clase que correspondería con los posibles valores [sí,no], para pre-
decir si es posible jugar o no. Por otro lado, en este tipo de métodos se
distinguen dos fases como se puede observar en la Figura 3.5: la etapa
de entrenamiento, y la etapa de generalización.
Figura 3.5
Tipos de datos en agrupamiento basado en densidades.
La etapa de entrenamiento emplea datos que han sido etiquetados y se
utilizan sus atributos y su etiqueta de clase como entradas de un al-
goritmo de aprendizaje automático obteniendo las posibles relaciones
entre los datos y la etiqueta de la clase. Una vez el algoritmo ha sido
entrenado con los datos etiquetados, se ha generado un modelo de cla-
sificación que tiene como objetivo ser capaz de etiquetar los datos sin
clasificar tal y como lo haría un experto basándose en el entrenamiento
que ha recibido, correspondiendo dicha fase a la etapa de generalización.
Los métodos de análisis de regresión [181] están orientados a analizar
la relación existentes entre los atributos de los datos y proporcionar
56 preliminares en aprendizaje automático
Tabla 3.1
Base de datos de ejemplo.
cielo clima humedad viento jugar
lluvia calido alta no no
lluvia calido alta si no
nublado calido alta no si
soleado templado alta no si
soleado frio normal no si
soleado frio normal si no
nublado frio normal si si
lluvia templado alta no no
lluvia frio normal no si
soleado templado normal no si
un valor numérico continuo en vez de una etiqueta. En realidad, estos
métodos intentan obtener funciones que sean capaces de predecir un
dato numérico como rectas, curvas, etc. Ejemplos de este tipo de algo-
ritmos son la regresión lineal y la regresión logística entre otros. Este
tipo de métodos no serán cubiertos en detalle en la presente tesis debi-
do a que quedan fuera de los objetivos que persigue la misma, aunque
sí que serán utilizados internamente por algunos métodos de clasifica-
ción como uno de sus pasos y se explicarán los conceptos necesarios
para entender su funcionamiento dentro del contexto de clasificación.
3.3.1 Método de los K vecinos más cercanos
El algoritmo de los K vecinos más cercanos (KNN) [18], se consideraKNN: En inglés “k
nearest neighbor” uno de los métodos más básicos del aprendizaje supervisado. A este
algoritmo le suele acompañar el sobrenombre de perezoso porque a dife-
rencia de lo que se representaba en la Figura 3.5 para los algoritmos de
clasificación supervisados, este no genera un modelo, sino que etique-
ta los nuevos patrones en base a los datos de entrenamiento existentes.
De este modo cada vez que se va a realizar una predicción se vuelven
a explorar todos los datos de entrenamiento.
Los pasos que realiza este algoritmo son los siguientes:
• Selección del número de vecinos k.
• Cálculo de la distancia del nuevo dato a todos los patrones de
entrenamiento.
• Ordenar las distancias de menor a mayor y seleccionar como ve-
cinos el número determinado por el parámetro k.
• Escoger como etiqueta para el nuevo dato la clase de la mayoría
de los k vecinos.
Tal y como puede observarse de los pasos de este algoritmo, el fun-
cionamiento del mismo es muy similar a los métodos no supervisa-
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dos basados en particiones, en concreto al algoritmo de particionado
k-means [155]. Además, en lo referente a la métrica de distancia al igual
que ocurría con los algoritmos no supervisados, se puede emplear la
distancia euclídea u otra diferente dependiendo de las características
del problema a analizar.
3.3.2 Método Naïve Bayes






clasificación probabilístico que se centra en la etiquetación de los datos
mediante la extracción de la información que se conoce de los datos
disponibles en la etapa de entrenamiento. En realidad, la primera parte
de su nombre (Naïve) proviene de las siguientes suposiciones en su
funcionamiento:
• Se consideran que todos los atributos que definen a cada instan-
cia en la base de datos son estadísticamente independientes entre
sí, y que los valores de cada uno no afectan al valor de los demás.
• Se considera que todos los atributos tienen la misma importancia
en la representación de la instancia, no habiendo atributos que
tengan una relevancia mayor que otros.
La segunda parte de su nombre (Bayes) proviene del método empleado
para la extracción de información estadística de los datos, el teorema de
Bayes [106]. Empleando dicho teorema y las suposiciones comentadas
anteriormente, es posible realizar el cálculo de la probabilidad de perte-
nencia a una clase de una instancia nueva no perteneciente al conjunto
de entrenamiento, tal y como se expresa en la Ecuación 3.4.





P(yj|x1...xn): Probabilidad a posteriori de pertenencia a la clase y
dada las características x1...xn .
j: Diferentes valores de la clase y
n: Número de características.
P(yj): Probabilidad del valor j de la clase yj.
P(xi|y): Probabilidad condicionada del atributo xi dado el valor de
la clase yj.
Una vez que se han calculado las probabilidades de pertenencia a cada
clase, la etiqueta definitiva se asigna con el valor de la clase que tiene
una probabilidad mayor. De este modo, y al igual que sucedía con el
método de la sección anterior, no se genera un modelo de clasificación
como tal, sino que se genera una regla de decisión para la clasificación
de un nuevo patrón.
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Se puede observar que si se lleva a cabo el cálculo de las probabilida-
des de la Tabla 3.1 existen probabilidades que son igual a “0”, y que
en la Ecuación 3.4 provocarían un resultado igual a “0” al realizar el
producto. Por ello, se suele emplear el método de corrección laplaciano,
que consiste en añadir un valor mínimo (generalmente “1”) a todas las
características cuando existe alguna probabilidad igual a “0”. En la Ta-
bla 3.2 se puede observar el cálculo de las frecuencias relativas usando
la corrección laplaciana del ejemplo de base de datos mostrada en la
Tabla 3.1 necesarias para aplicar la Ecuación 3.4 y poder predecir la










































3.3.3 Árbol de decisión primero el mejor
El método de clasificación mediante árboles de decisión primero el me-
jor (BFTree) [58, 160] sigue la filosofía de los métodos de divide y vence-BFTREE: Procedente
de su nombre en
inglés “Best-First
tree”
rás [170] para generar un árbol de clasificación. Este método, construye
un modelo basado en particiones binarias con una arquitectura de arri-
ba hacia abajo, donde los nodos del árbol son los atributos que separan
las instancias en las diferentes clases, las ramas son las reglas de deci-
sión para tomar un camino hacia los nodos, y las hojas corresponden
con la clasificación final de los datos.
En este método tal y como su propio nombre indica, cada división del
árbol (y de los patrones de la base de datos) en nodos, se realiza tomando
el atributo que mejor es capaz de dividir los patrones empleando para
ello la métrica de la impureza. La impureza es la que representa cómo
de mezclados se encuentran los datos y por tanto, cómo de deseable es
un atributo para separar los datos en dos clases teniendo en cuenta lo
siguiente:
• El valor de la impureza es mayor cuando los datos se dividen de
forma uniforme entre los atributos.
• La impureza debería ser igual a 0 cuando todos los datos perte-
necen a la misma clases.
Las métricas que se suelen emplear para medir la impureza son el
índice de Gini [25] que se puede calcular con la Ecuación 3.5, y la en-
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n: Corresponde con el número de elementos en la partición.
pi: Es la probabilidad del elemento i de pertenecer a una clase
específica.
Como se ha comentado anteriormente, este método realiza las divisio-
nes de los nodos basándose en la impureza, y construye de este modo
un árbol con particiones binarias. En cada partición, los patrones del
conjunto de entrenamiento son separados en nuevos conjuntos y se
calcula de nuevo la impureza a cada nuevo subconjunto, para realizar
una nueva división hasta que se alcanza un criterio de parada. El crite-
rio de parada para dejar de subdividir un nodo puede ser uno de los
siguientes:
• Mediante un parámetro M que determina el número de patrones
mínimo que se considera en las hojas.
• Cuando la pureza de un nodo es máxima, es decir, cuando todos
los patrones pertenecen a la misma clase.
Una vez se ha construido el árbol de decisión, con el objetivo de sim-
plificar la complejidad del árbol generado y evitar que sobreaprenda
los datos de entrenamiento, es posible reducir su número de ramas
realizando una poda del árbol. Para ello se distingue dos métodos di-
ferentes: la poda a priori y la poda a posteriori.
En el primer tipo se realiza al mismo tiempo que se construye el árbol,
y detiene su crecimiento cuando no hay una asociación estadísticamen-
te significativa entre un atributo y la clase en un nodo particular [53].
Por otro lado, en la poda a posteriori, se deja crecer el árbol completa-
mente y luego se simplifica eliminando partes de las ramas o sustitu-
yéndolas [136].
En la Figura 3.6 se puede observar el modelo resultante en forma de
árbol de clasificación usando el índice de Gini y no considerando poda
del árbol para la base de datos de ejemplo expuesta en la Tabla 3.1.
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Figura 3.6
Modelo de clasificación con método BFTree.
3.3.4 Árbol de decisión C4.5
El árbol de decisión C4.5 [143], al igual que el algoritmo BFTree, se
compone de nodos que dividen el árbol, ramas y nodos hojas que re-
presenten la clase. Sin embargo, a diferencia de los árboles primero el
mejor, C4.5 es un método en el que las ramificaciones en un nodo no
tienen porque ser obligatoriamente binarias, sino que pueden tomar
todos los posibles valores del atributo.
Aunque el funcionamiento sea similar a los árboles primero el mejor,
C4.5 no emplea el índice de gini para realizar la selección del atributo
que se convertirá en un nodo divisorio, sino que utiliza la ganancia de
información (GI) [143] que aporta un atributo al ser seleccionado como












E(C): Entropía del conjunto C.
m: Número de clases.
pi: Frecuencia de la clase i en el conjunto c.
GI(C,A): Ganancia de información de C tras dividir el conjunto
empleando el atributo A.
n: Número de valores para el atributo A en el conjunto C.
pAi : Frecuencia de los valores i del atributo A dentro del conjunto
C.
E(CAi): Entropía del subconjunto de C que tiene los valores i.
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Una vez conocida la métrica que permite realizar la separación de no-
dos, los pasos que sigue este algoritmo para construir el árbol se deta-
llan a continuación:
1. Se calcula para cada atributo la ganancia de información que
aporta.
2. Se selecciona el mejor atributo que corresponde con aquel que
mayor ganancia de información aporta y se crea un nodo cuyas
ramas de decisión son los valores del atributo.
3. Se separan todos los ejemplos basándose en los valores de cada
rama.
4. Si todos los ejemplos pertenecen a la misma clase se genera un
nodo hoja con la etiqueta de la clases en cuestión. En caso contra-
rio se vuelven a repetir los pasos anteriores.
Hay que destacar que C4.5 no puede trabajar con valores continuos y
por lo tanto en los casos en los que los atributos tengan esta caracterís-
tica, el algoritmo discretiza dichos valores en rangos para eliminar así
su característica continua y tratarlo como si fueran variables nomina-
les.
En este algoritmo, al igual que sucedía con los árboles primero el mejor,
se puede realizar tanto una poda a priori como una poda a posterio-
ri. No obstante, las implementaciones más usuales de este algoritmo,
suelen usar una poda a posteriori basadas en reemplazar partes del
árbol mediante una poda pesimista, en la que si el error combinado para
un conjunto de ramas es mayor que el del nodo padre, todas esas sub-
ramas se podan. Dicho error se calcula atendiendo al número mínimo
de instancias por hoja y a un factor de confianza c dado, tal y como

















e: Error estimado para un nodo.
z: Valor derivado del factor de confianza c, obtenido mediante una
distribución normal (Ej. c=25% z=0.69).
N: Número de patrones cubiertos en el nodo hoja.
La Figura 3.7 muestra el modelo generado por el método C4.5 para los
valores de ejemplo de la Tabla 3.1, donde no se ha utilizado poda por
tratarse de un ejemplo sencillo, ya que tal y como se puede observar,
el árbol generado tiene un único nodo (nodo raíz) del cual cuelgan RAÍZ: Primer nodo del
árboldirectamente nodos hojas.
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Figura 3.7
Modelo de clasificación con método C4.5.
3.3.5 Árboles de decisión basados en modelos logísticos
Los árboles de modelos logísticos (LMT) [97], son un tipo de árbol espe-LMT: Del inglés
“Logistic model trees” cial que combina los árboles de inducción (como los vistos anteriormente
junto con modelos de regresión (similares a los métodos de análisis de re-
gresión que se introdujeron en la Sección 3.3). En concreto, la estrategia de
separación entre nodos para dividir los datos es similar al algoritmo
C4.5, y se vuelve a construir un árbol con nodos hojas y bifurcaciones
con ramas. Sin embargo, en este método a diferencia de los algoritmos
anteriores, las hojas no están compuestas por una hoja que representa
la etiqueta de la clase, sino que las hojas son modelos de regresión que
se emplean para decidir la clase a la que corresponde cada uno de los
datos.
El árbol de modelos de regresión logística se construye empleando el
algoritmo LogitBoost [97], el cual es un algoritmo iterativo, en el que el
número de particiones se halla mediante una validación cruzada [176]
(Véase más información sobre la validación cruzada en la Sección 3.6.3). Los
pasos de este método se pueden resumir en los siguientes:
1. El nodo raíz divide los datos en dos grupos empleando el algo-
ritmo LogitBoost.
2. Los hijos del nodo raíz se siguen dividiendo empleando el al-
goritmo LogitBoost hasta que se alcanza uno de los siguientes
criterios de parada:
• Si un nodo contiene menos instancias que el valor de un
parámetro M, se deja de dividir. Generalmente este número
suele ser quince, siendo este valor lo suficientemente grande
para asegurar que los modelos en las hojas tengan suficien-
tes datos para realizar el ajuste.
• Sólo se realiza una división de un nodo en dos nuevos con-
juntos de datos, si cada subconjunto tiene al menos dos da-
tos dentro de cada uno, y sólo si se alcanza una ganancia
de información mínima que se establecía para el algoritmo
C4.5.
• Sólo se realiza una división si un nodo contiene un mínimo
de cinco patrones. Este número viene impuesto por el algo-
ritmo LogitBoost para poder realizar la validación cruzada.
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3. Una vez que se ha construido el árbol, se le aplica una poda a
posteriori empleando para ello la métrica CART [25], eliminando
de esta forma las partes innecesarias del árbol.
En el ejemplo de la base de datos de cuándo jugar al baloncesto de
la Tabla 3.1, todos los atributos son nominales por lo que es necesario
llevar a cabo su transformación a valores numéricos para poder realizar
la regresión logística del algoritmo LogitBoost. Como resultado del
método LMT, no llega a generar un árbol debido a la baja cantidad
de patrones y que no se necesita realizar una división en nodos, dando
lugar a un árbol especial el cual se compone de un único nodo hoja que
contiene las funciones de regresión logística para la clasificación entre
cada uno de los valores de la clase jugar. Estas funciones de regresión
se pueden observar en la Ecuación 3.8:
ClaseNo = −0.56 · (cielo = lluvia) · 1.17+
(humedad = normal) ·−0.92+
(viento = si) · 1.08
ClaseSi = 0.56 · (cielo = lluvia) ·−1.17+
(humedad = normal) · 0.92+
(viento = si) ·−1.08
(3.8)
3.3.6 Poda incremental repetida para la reducción de errores
El método de poda incremental para la reducción de errores (RIP-





tallado anteriormente y pese a que en su nombre incorpora el término
de poda, no tiene como objetivo la construcción de un árbol de decisión,
sino que se trata de un método de inducción de reglas de decisión [98].
Este método al igual que los árboles de decisión de las secciones an-
teriores se basa en la metodología de divide y vencerás realizando par-
ticiones del conjunto de entrenamiento para construir reglas de forma
iterativa. Una peculiaridad de este método a la hora de construir las
reglas, es que se centra en realizar una inducción de reglas desde las
clases menos frecuente (y por tanto la que menos ejemplos contienen) a las
más frecuentes.
El funcionamiento del algoritmo RIPPER, se puede resumir en los si-
guientes pasos:
1. Etapa de búsqueda: Se realiza una búsqueda para encontrar la clase
minoritaria (cuyos ejemplos pasan a ser de la clase positiva y el resto
la clase negativa).
2. Etapa de construcción: Este paso se compone de dos tareas, el cre-
cimiento y la poda que se repiten hasta que se alcanza uno de los
siguientes criterios:
• Que no existan más ejemplos positivos que cubrir con la
regla.
64 preliminares en aprendizaje automático
• Que el error al separar los ejemplos positivos y negativos
sea mayor del 50%.
• Que el valor de la métrica de longitud de la descripción
(DL) [41] sea 64 bits mayor que la longitud de la descripciónDL: Del inglés
“Description Length” más pequeña encontrada hasta el momento.
El crecimiento se encarga de agregar de forma progresiva condi-
ciones a la regla atendiendo al valor que proporciona la ganancia
de información al igual que se llevaba a cabo en la separación de
nodos para el algoritmo C4.5.
La poda se encarga de eliminar de forma inmediata cualquier con-
dición que se haya agregado a la regla atendiendo a métrica de
poda [140] (MP) expresada en la Ecuación 3.9:




p: Corresponde con ejemplos positivos y pertenecientes a la
clase que busca la regla.
n: Corresponde con ejemplos negativos no pertenecientes a la
clase que detalla la regla.
3. Etapa de optimización: En esta etapa se generan dos variantes para
cada regla tomando características de forma aleatoria. La primera
variante se genera realizando una regla completamente nueva y
la segunda agregando atributos a la regla existente. Para este par
de reglas nuevas, se calcula la métrica DL, determinándose cual
regla es más larga de las analizadas, y se selecciona aquella con
el valor mínimo en dicha métrica. Al final de esta etapa, si en el
conjunto de crecimiento queda algún ejemplo positivo, se vuelve
a repetir de nuevo la Etapa de construcción para generar otra regla
que cubra estos ejemplos.
4. Etapa de limpieza: Una vez que se han hallado todas las reglas,
la métrica DL se calcula de nuevo para todas ellas y todas las
reglas que aumentan el valor de esta métrica son eliminadas del
conjunto de reglas. Una vez que se han podado las reglas, ya se
dispone de las instrucciones para la clasificación de los patrones
entre las diferentes clases.
5. Si existen más de dos clases, se vuelve a repetir el proceso des-
de la fase de búsqueda con la siguiente clase minoritaria para
generar nuevas reglas para el resto de clases.
Si aplicamos los pasos del algoritmo a la base de datos de la Tabla 3.1,
se obtendrían las reglas de decisión que muestran a continuación:
(cielo=lluvia)→ ClaseNo
En cualquier otro caso→ ClaseSi
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3.3.7 Redes neuronales
Otro de los algoritmos supervisados que más se suelen emplear en el
aprendizaje automático son las Redes Neuronales Artificiales (ANN) [51, ANN: Del
inglés“Artificial
Neural Networks”138] o simplemente Redes Neuronales (NN). Las redes neuronales in-
tentan simular el comportamiento del cerebro humano para llevar a
cabo los procesos de clasificación. Biológicamente, uno de los elemen-
tos que forman parte del cerebro humano son las neuronas, las cuales
se componen de tres elementos (dendritas, el soma y el axión) tal y como
muestra la Figura 3.8 a). Las dendritas es la parte de la neurona que
reacciona a los impulsos eléctricos y en el soma es donde los impul-
sos son recogidos y tratados por la neurona. Una vez que el soma ha
tratado dichos impulsos, transmite otro impulso por el axión a otras














a)                                                                     b)
Figura 3.8
Representación de una neurona. a) Partes de una neurona del cerebro humano. b)
Representación matemática de una neurona.
En una computadora no tenemos estos elementos biológicos, pero sí
que se puede realizar una adaptación de dicho proceso de funciona-
miento mediante variables de entradas (x1, x2, .., xn), que corresponde-
rían las dendritas, y una función de transferencia que haría la función
del soma (T(S)) tal y como se puede observar en la Figura 3.8 b). Ade-
más, en esta figura podemos observar que existen una series de pesos
(Wi) conectados entre las variables de entradas y la neurona que sir-
ven para representar la importancia de la variable en la neurona. En
la parte de la neurona podemos observar que tenemos una entrada
especial que se denomina bias o sesgo (b) que se trata como un peso
adicional que se añade a la función de suma S y representa el desfase
de los pesos de las variables de entradas cuando vayan a emplearse en
la función de activación o transferencia (T(S)). La función de suma y










S: Función de suma de pesos y entradas a la neurona.
b: Sesgo de la función de suma.
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n: Número de conexiones con la neurona.
Wi: Pesos de las conexiones con la neurona.
Xi: Valor de un atributo de entrada o salida de otra neurona.
T(S): Función de activación basada en sigmoides. Esta función sue-
le ser la más utilizada aunque existen otras [48].
Los elementos anteriores son los que intervienen en una única neuro-
na, pero al igual que el cerebro no está compuesto de una sola neurona,
una red neuronal en una computadora por lo general tampoco lo está
(aunque esto depende de la complejidad del problema y del diseño de la topolo-
gía de la red). Por ello, como se observa en la Figura 3.9, se distinguen
diferentes partes. La capa de entrada que se compone de los valores de
los diferentes atributos de las instancias de la base de datos. Las capas
ocultas que se componen de un número determinado de niveles con un
número específico de neuronas para cada nivel interconectadas entre
sí. Y por último la capa de salida que proporciona el nivel de afinidad

































































Partes principales de una red neuronal.
Tal y como se puede apreciar, la importancia de los pesos Wi y el
sesgo b en la red juegan un rol fundamental, y es por tanto el objeti-
vo del aprendizaje de las redes neuronales. De este modo, los pesos
se inicializarán en una etapa inicial con valores aleatorios usualmen-
te comprendidos en el rango [0-1] y se actualizarán de forma iterativa
(también denominadas épocas) en el proceso de aprendizaje del algoritmo.
En este sentido existen diferentes propuestas para la actualización de
dichos elementos, aunque la más extendida y utilizada es el mecanis-
mo de retropropagación del error [40, 153].
La retropropagación del error consiste en la actualización de los pesos
de la red neuronal de forma iterativa, de tal forma que como se co-
nocen los errores cometidos por la red en las capas de salida porque
los datos están etiquetados, es posible calcular el error empleando la
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Ecuación 3.11 y propagar dicho error por cada una de las neuronas de











E: Es el error cometido.
P: Número de patrones en el conjunto de entrenamiento.
NL: Número de neuronas en la capa de salida.
tj: Valor deseado de activación de la neurona j.
aj: Valor de activación realmente obtenido en la neurona. j
La actualización de los pesos en cada iteración del algoritmo se puede
llevar a cabo mediante la Ecuación 3.12 donde cada peso se actualiza
atendiendo al valor que tenía en la iteración anterior, y al error que
se ha propagado hasta la neurona. Además, se pueden observar dos
parámetros (α, µ) [13] que multiplican a cada uno de los elementos
de la ecuación que modifican la importancia del valor anterior y la
del cambio. El momento (α) controla la influencia del valor anterior del
peso y el ratio de aprendizaje (µ) expresa la importancia que se le va a
aplicar al cambio tras propagar el error.





wj(t): Peso de conexión con una neurona en la iteración o época
actual .
wj(t− 1): Peso de la conexión con la neurona en la época anterior.
α: Valor del momento con un rango entre [0-1].
µ: Valor del factor de aprendizaje con un rango comprendido entre
[0-1].
En la Figura 3.10 se puede observar el resultado de entrenar una red
neuronal, con una capa oculta, una neurona en capa oculta, aplican-
do 100 iteraciones para el ajuste de los pesos, un valor del momento
igual a 0.2 y ratio de aprendizaje igual a 0.3, para el ejemplo de la Ta-
bla 3.1. Nótese, que el uso de una única neurona en capa oculta es poco
usual, pero dado que el ejemplo es tan sencillo, al igual que sucedía
con los árboles de clasificación tan pequeños obtenidos en las seccio-
nes anteriores, no es necesario emplear una arquitectura más compleja
para poder clasificar los ejemplos. Además, como se puede observar en
dicha figura, las variables de entradas se han transformado a valores
binarios.









































Red neuronal entrenada para ejemplo de jugar al baloncesto.
3.3.8 Máquinas de vectores soporte
Las máquinas de vectores soporte (SVM) [72] son un tipo de algoritmoSVM: Del inglés:
“Support Vector
Machine supervisado que se pueden emplear con fines de clasificación o regre-
sión. Su funcionamiento en términos de clasificación se centra en una
metodología discriminatoria entre dos clases. Para una clasificación de
múltiples clases, se suele confrontar una con todas las demás, exten-
diendo así el uso de clasificación de dos clases a múltiples de ellas [34].
Para explicar el funcionamiento de las máquinas vectores soportes, va-
mos a tomar un caso simplificado donde los datos son linealmente
separables como se muestra en la Figura 3.11. En esta figura, se puede
observar un espacio de características de los datos de dos dimensio-
nes (x1, x2) y que los patrones de color rojo y los de color verde son
linealmente separables mediante un hiperplano. Sin embargo, la canti-
dad de valores diferentes que se pueden estimar para los parámetros
W y b con el objetivo de separar estas dos clases son diversos. Por
ello, el primer requisito, es maximizar la distancia entre los hiperpla-
nos WT ·X− b = 1 y WT ·X− b = −1 (siendo X los atributos de entradas
de una instancia de la base de datos) que actúan como bandas separado-
ras entre las clases. El segundo requisito, es conseguir que no existan
datos dentro de la zona entre las bandas, aunque en muchas ocasio-
nes dada la naturaleza de los datos se vuelve una tarea complicada y
se suelen añadir dos variables de tal forma que se permita asumir un
cierto error (E) y parametrizar la importancia de esos errores C per-
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mitiendo así cierta holgura. Por consiguiente, tenemos un problema



























Sujeto a: yi · (WT ·Xi + b) > 1− Ei
(3.13)
Donde:
yi: Clase correspondiente. Recordemos que SVM clasifica en clase
negativa y positiva [-1,1].
WT : Traspuesta del vector de pesos que es necesario hallar.
Xi: Atributos de cada uno de los datos i del conjunto de entrena-
miento.
b: Sesgo que al igual que el vector de pesos W es necesario hallar.
C: Parámetro de regularización del error.
Ei: Error de cada dato, siendo Ei > 0.
N: Número de ejemplos en el conjunto de entrenamiento.
Tal y como se ha expresado la Ecuación 3.13 es lo que se conoce como
problema primal, y existe la posibilidad de realizar el cálculo de una
forma más eficiente transformándolo a un problema de tipo dual [43]
haciendo uso de la función de lagrange y de las condiciones de Kuhn-Tucker,













Sujeto a: 0 6 αi 6 C
(3.14)
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Donde se mantienen el mismo significado de los parámetros y los nue-
vos son:
αi,αj: Multiplicadores de lagrange a estimar.
i, j: Patrones del conjunto de entrenamiento.
A partir de la Ecuación 3.14, y de las derivadas parciales de la función
de lagrange así como de las condiciones de Kuhn-Tucker [43], es posible
obtener los valores de W y de los sesgos b sabiendo que los vectores






b = yi −W
Txi
(3.15)
Una vez hallados los parámetros W y b, basta con emplear la ecuación
del hiperplano WT · x+ b, y reemplazar x por los atributos del dato
que sea desea clasificar, y comprobar el signo del valor que devuelve
dicha ecuación. Recordemos que SVM era un clasificador que discri-
minaba dos clases, con lo que los valores negativos de la ecuación del
hiperplano pertenecen a la clase negativa y los valores positivos a la
clase positiva.
Para el caso de datos que no sean linealmente separables, SVM apli-
ca lo que se denomina el truco del núcleo, que consiste en aplicar al
vector de atributos Xi de la Ecuación 3.13, una función (K(Xi)) supo-
niendo que al transformar y aumentar la dimensionalidad del espacio
de características en uno nuevo, los datos sean separables [121].
A continuación, se puede observar el hiperplano resultante así como
los parámetros W y b de emplear el algoritmo SVM con un núcleo li-
neal para los ejemplos de la Tabla 3.1, donde las variables nominales
han sido previamente transformadas a una codificación binaria para
poder emplear el algoritmo al igual que ocurría con las Redes Neuro-
nales:







3.3 algoritmos supervisados 71
3.3.9 Metaclasificadores: Ensembles de modelos
Los ensembles de modelos también conocidos como metaclasificado-
res, no son un algoritmo o método que generen un modelo de cla-
sificación como se ha visto en las secciones anteriores, sino que ge-
neran un modelo compuesto por modelos basados en un comité de
decisión [202], donde las decisiones de etiquetar un dato en una clase
recae en la decisión de todos los miembros del comité (los modelos in-
dividuales). De este modo, podemos entender un ensemble de modelos
como un moderador y los modelos de los algoritmos de clasificación
que incorpora como los expertos. Por lo tanto, si el moderador lanza
una pregunta (clasificar un nuevo dato) a los expertos, estos utilizando
sus metodologías para hallar la respuesta y sus conocimientos, respon-
den la clase que creen más adecuada. Una vez todos los expertos han
tomado la decisión, el moderador recoge todas las respuestas de los
expertos, las combina, y toma la decisión final. La respuesta en base
a las decisiones de los expertos que puede tomar el moderador suele
estar basada en la mayoría simple de los votos de los expertos, aunque
existen otros mecanismos [202]. Por consiguiente, se puede observar
claramente que la ventaja de los ensembles de modelos recae en la tole-
rancia a fallos, debido a que si algunos de los modelos de clasificación
que componen el ensemble cometen un fallo en su predicción, pero
la mayoría de los otros modelos restantes predicen la etiqueta del dato
correctamente, el ensemble puede proporcionar una respuesta correcta.
Al tratarse los ensembles de una mixtura de modelos, no existe una me-
todología única para construir uno [66, 154], aunque se pueden distin-
guir dos tipos fundamentales, los ensembles heterogéneos y los ensembles
homogéneos:
• Ensembles heterogéneos: Los modelos que lo componen son de di-
ferente naturaleza, por ejemplo modelos basados en redes neu-
ronales y árboles de clasificación, proporcionando así una mayor
diversidad de metodologías en la toma de decisiones individual
de cada modelo.
• Ensembles homogéneos: Todos los modelos que componen el en-
semble son basados en el mismo algoritmo de clasificación. De
este modo, cada modelo se ha entrenado con un mismo algorit-
mo (ej: Naïve Bayes) pero con datos diferentes, proporcionando
así una mayor versatilidad en la clasificación basada en un tipo
de algoritmo.
Tanto si el ensemble que se decida construir es homogéneo como he-
terogéneo, si se basa en el voto de la mayoría y se considera que la
probabilidad de cometer un error o un acierto es independiente para
los diferentes modelos, se puede expresar matemáticamente el rendi-





(m− x)! · x!
· px · (1− p)(m−x) (3.16)
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Donde:
p: Es la probabilidad independiente de uno de los modelos de to-
mar la decisión correcta.
m: Es el número de algoritmos de clasificación que componen el
ensemble.
x: Es el iterador del sumatorio.
La Ecuación 3.16 se puede ver más claramente si se representa de for-
ma gráfica como se muestra en la Figura 3.12, donde se ha variado la
probabilidad p con valores desde “0” hasta “1” en intervalos de “0.1”
en el eje de abscisas y la confianza devuelta por dicha ecuación en el
eje de ordenadas. Se puede observar que a diferencia de los resultados
que puede obtener un único modelo de clasificación cuando la proba-
bilidad de tomar la opción correcta por los modelos que componen el
ensemble es mayor de 0.5 (p > 0.5), la confianza del ensemble es ma-
yor que la de un único modelo, y que por el contrario si es menor, el
ensemble se comporta peor que un modelo de clasificación individual.
Sin embargo, tener en modelos de clasificación un porcentaje de acierto
igual a “0.5” es similar a tirar una moneda al aire en la toma de deci-
siones y generalmente se buscan modelos para componer el ensemble
cuyas probabilidades estén por encima de “0.5”. Además, en la misma
figura se puede observar cómo al aumentar el número de modelos en
el ensemble hace que se alcancen mejores valores de predicción cuan-
do la probabilidad de tomar la elección correcta es menor que en la de
un único modelo justificando así las ventajas de este tipo de enfoque.
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

































Confianza y probabilidad de acierto variando el número de modelos.
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3.4 APRENDIZAJE PROFUNDO




dizaje automático, en el que la idea básica es emplear un procesamien-
to jerárquico utilizando muchas capas de una arquitectura similar a la
redes neuronales (véase la Sección 3.3.7). Sin embargo, a diferencia de
lo que sucede en las redes neuronales, las cuales no son capaces de
manejar un número elevado de características de entrada, y donde las
entradas son características procesadas de un patrón de un problema
en concreto (como el resultado de la extracción de bordes de la Figura 2.23),
en el aprendizaje profundo, los datos se emplean directamente tal cual
se encuentran en el entorno natural del problema sin extraer ningún
tipo de características previas o procesamiento (como la Figura 2.1), sien-
do la red y las capas que la componen las encargadas de extraer estas
características de forma automática.
En este sentido, al necesitar extraer de forma automática las caracte-
rísticas y a diferencia de los algoritmos de aprendizaje automático, el
aprendizaje profundo necesita de una cantidad de datos para reali-
zar su entrenamiento mucho más elevada, siendo un requisito bastan-
te complejo de alcanzar en algunos problemas. Por ello una técnica
bastante usual es aumentar los datos originales de entrada aplicán-
doles rotaciones, y desplazamientos en el caso concreto de las imáge-
nes [3, 162, 168].
Dos de los tipos de arquitecturas de aprendizaje profundo más conoci-
dos que utilizan imágenes como datos de entradas, son las redes neuro-
nales convolucionadas y los auto-codificadores.
3.4.1 Redes neuronales convolucionadas
Las redes neuronales convolucionadas (CNN) [4, 93] suelen ser em- CNN: Del inglés:
“Convolutional Neural
Networks”pleadas para el caso específico de disponer de imágenes como datos
de entrada del modelo. Esta característica las hace diferente de las tra-
dicionales redes neuronales (véase la Sección 3.3.7) debido a que estas
últimas emplean datos procesados para realizar una clasificación (gene-
ralmente un vector de datos), y en las redes neuronales convolucionadas
se suelen utilizar las imágenes sin ningún procesamiento previo. Sin
embargo, aunque los datos de partida sean diferentes, este tipo de ar-
quitectura guarda una estrecha relación con las redes con retropropa-
gación de los errores hacia las entradas, tal y como se puede observar
en la Figura 3.13 donde se muestra un esquema general de las diferen-
tes componentes de este tipo de redes.
Este tipo de redes funciona modelando consecutivamente pequeñas
piezas de información y combinándolas más profundamente en la red.
Las partes de las que se componen estas redes se detallan a continua-
ción:
• La primera parte y de la cual deriva el nombre de este tipo de
redes, es la capa de convolución, la cual se encarga de tomar la
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Figura 3.13
Partes principales de una red neuronal convolucionada.
imagen de entrada y extraer características con un proceso simi-
lar al que se mostraba en la Figura 2.12. En este paso hay que
ajustar tres parámetros:
– Profundidad: Define el número exacto de filtros necesarios
para la operación de convolución.
– Avance: Define la cantidad de píxeles necesarios para desli-
zar la matriz del kernel de convolución sobre la imagen de
entrada.
– Relleno: Define si los bordes de las imágenes y las convolu-
ciones de etapas posteriores a la primera, se rellenan con 0
para aplicar el kernel de convolución.
• La rectificación lineal es una etapa posterior a la convolución que
suele ser aplicada para la eliminación de la linealidad de los ma-
pas de características obtenidos por la convolución. Uno de los
operadores más usuales suele ser la unidad lineal rectificada (Re-
LU) [122] en el que se sustituyen con cero todos los valores nega-RELU: Del inglés:
“Rectified Linear
Unit” tivos del mapa de características de todas las convoluciones.
• La parte de Sub-muestreo se emplea para reducir el tamaño de
los datos de entrada de la siguiente capa de convolución o de la
capa de entrada de una red neuronal totalmente conectada. Una
técnica usual es aplicar un kernel en el que se escoja el valor
máximo de los valores que quedan dentro del kernel.
• Por último una vez que se han obtenido todas las características y
se han reducido, éstas se utilizan como entradas de una red neu-
ronal en la que todas las neuronas están totalmente conectadas
entre sí con un esquema similar al de la Figura 3.9.
3.4.2 Auto-codificadores
Los auto-codificadores [16, 113] son un tipo de redes neuronales pro-AUTO-
CODIFICADORES: En
inglés “autoencoders” fundas que se componen de capas de entradas, capas ocultas y capas
de salida al igual que las redes neuronales tradicionales. Sin embargo,
la principal diferencia erradica en que el número de neuronas en la
capa de salida, es el mismo que el de la capa de entrada, y en vez de
realizar una predicción de valores en la capa de salida, lo que preten-
den es predecir los valores de la capa de entrada como se muestra en
el esquema de la Figura 3.14.
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Figura 3.14
Esquema general de auto-codificador.
El funcionamiento general es similar al de las redes neuronales con
retropropagación del error (véase la Sección 3.3.7):
• Realizar una iteración alimentando las entradas de todas las neu-
ronas que componen la red para calcular su función de activa-
ción.
• Calcular el error entre los valores calculados y las entradas.
• Propagar el error hacia las entradas para actualizar los pesos.
• Repetir los puntos anteriores hasta obtener los pesos satisfacto-
rios en todas las neuronas.
Además, se suele utilizar un número menor de nodos en capa oculta
que en capa de entrada o de salida (ambas son iguales en número) con-
siderándose de esta forma que la última capa oculta de la red es una
representación comprimida de las entradas que toma.
Entre las diferentes metodologías de auto-codificadores se pueden des-
tacar las siguientes:
• Regularización dispersa de Auto-codificadores [81]: En el caso de que
la capa oculta sea mayor que la capa de entrada o la de salida,
se aplica una técnica de regularización para evitar que el auto-
codificador utilice todos los nodos a la vez.
• Regularización mediante eliminación [185]: En este enfoque se toma
los datos de entradas modificados convirtiendo aleatoriamente
algunos de los valores de entrada a “0”.
• Apilamiento de Auto-codificadores [161]: Cuando se añaden otras ca-
pas ocultas, obteniendo varios codificadores apilados y un único
decodificador en la salida.
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3.5 MÉTRICAS DE EVALUACIÓN
Una vez que se ha generado un modelo de clasificación con alguno de
los algoritmos detallados en las secciones anteriores u otros diferentes,
el modelo generado puede ser un clasificador que etiqueta perfecta-
mente cada uno de los patrones que le proporcionamos para predecir-
lo, o por el contrario incurrir en errores etiquetando ciertos patrones
(el caso más habitual). Por ello, es de suma importancia saber cómo se
comporta realmente el algoritmo con los patrones, y dependiendo de
nuestros requisitos, saber si nuestros modelo es o no “aceptable” para
el problema que estemos tratando. Dichos errores y aciertos es lo que





Clase A Clase B
Etiqueta
real
Clase A TP FN
Clase B FP TN
Etiqueta
predicha
Clase A Clase B
Etiqueta
real
Clase A 50 7
Clase B 10 78
Una matriz de confusión o matriz de contingencia [68] está compuesta
de un conteo de los patrones que han sido clasificados correctamente
e incorrectamente y qué etiqueta se le han dado a cada uno de los
patrones. Imaginemos un caso sencillo con dos clases (clase A y clase B)
en las que nuestro modelo etiqueta cada uno de los patrones tal y como
se muestra en la Tabla 3.3. Los elementos que componen la matriz de
confusión en este caso, son los siguientes:
• Falsos positivos (FP): patrones pertenecientes a la clase B que elFP: En inglés “False
positives” modelo ha etiquetado como patrones de la clase A.
• Verdaderos negativos (TN): patrones pertenecientes a la clase B queTN: En inglés “True
negatives” el modelo ha etiquetado correctamente perteneciendo a dicha cla-
se.
• Verdaderos positivos (TP): patrones pertenecientes a la clase A queTP: En inglés “True
positives” el modelo ha etiquetado correctamente perteneciendo a dicha cla-
se.
• Falsos negativos (FN): patrones pertenecientes a la clase A que elFN: En inglés “False
negatives” modelo ha etiquetado como patrones de la clase B.
La Tabla 3.3 muestra en el lado izquierdo el caso general para dos cla-
ses y en la parte derecha un ejemplo con valores numéricos. Para un
problema con un mayor número de clases la matriz se construiría de
forma análoga [177].
Sin embargo, aunque la matriz de confusión muestra toda la informa-
ción relativa a aciertos y fallos por clases de un modelo, es poco útil
cuando queremos proporcionar una información de rendimiento resu-
mida. Por ello, la matriz de confusión se considera el paso precursor
de las métricas de evaluación.
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Las métricas de evaluación permiten obtener una unidad tangible pa-
ra analizar el comportamiento de un modelo y poder comparar los
diferentes algoritmos entre sí, aunque sean de naturaleza distinta (ej.
métodos de inducción de reglas, métodos probabilísticos, etc.). Algunas de las
principales métricas de evaluación se detallan a continuación:
3.5.1 Accuracy
El Accuracy [177] expresa el porcentaje de patrones que el clasificador ACCURACY: En
español “Precisión”ha sido capaz de etiquetar correctamente en las clases correctas de
entre todos los patrones etiquetados. Esta métrica se puede obtener
como la suma de la diagonal de la matriz de confusión dividida entre
el número total de patrones tal y como muestra la Ecuación 3.17.
Accuracy =
TP+ TN
TP+ TN+ FP+ FN
(3.17)
Siguiendo el ejemplo mostrado en la parte derecha de la Tabla 3.3 se
obtendría un valor de 0.8827. Esta métrica al igual que el resto suelen
aparecer representadas en tanto por ciento, con lo que bastaría con
multiplicar el valor por 100.
3.5.2 Tasa de error
Si la métrica anterior contaba el número de patrones bien clasificados
o etiquetados, la tasa de error [108] detalla justo lo contrario, el núme-
ro de patrones mal clasificados. Esta métrica se puede obtener al igual
que la precisión de la matriz de confusión tal y como muestra la Ecua-
ción 3.18. Sin embargo, dado que el error es el complementario de la
precisión, se podría obtener directamente como “1−Accuracy ′′. En el
ejemplo de la Tabla 3.3 obtendríamos un error igual a 0.1172.
Error =
FP+ FN
TP+ TN+ FP+ FN
−→ (1−Accuracy) (3.18)
Tanto el accuracy como el error, son métricas que se utilizan general-
mente para analizar el rendimiento global de un clasificador. Sin em-
bargo, tienen serios inconvenientes cuando las bases de datos que in-
tentamos etiquetar están desbalanceadas. En estos casos carece de DESBALANCEADAS:








sentido utilizar únicamente estas métricas debido a que enmascararían
el rendimiento del clasificador, proporcionando un buen resultado de-
bido a que la clase con más patrones se clasifica casi a la perfección. Por
ello se suelen utilizar dos métricas que informen del rendimiento del
clasificador para cada clase como se puede observar en los siguientes
apartados.
3.5.3 Precision
La Precision [31] indica que porcentaje de los patrones etiquetados co- PRECISION: En
español “Exactitud”.mo una clase realmente corresponden con dicha clase, es decir, expresa
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cómo de exacto es nuestro modelo al clasificar los patrones de una cla-
se. Tomando como referencia la matriz de confusión de la Tabla 3.3
podemos traducir la definición de esta métrica en la Ecuación 3.19 y






Aplicando la Ecuación 3.19 a nuestro ejemplo de la Tabla 3.3, podemos
observar que obtendríamos un valor igual a 0.8333 para la clase A y
un valor de 0.9176 para la clase B y corroborar fácilmente el efecto de
los falsos positivos en ambas clases (nótese que para el cálculo del valor de
la clase B, los elementos FP, TP, FN y TN, de la matriz de confusión estarían
invertidos).
3.5.4 Recall
El Recall [23] corresponde con la proporción de patrones de una cla-RECALL: En español
“Exhaustividad”. se que el modelo ha sido capaz de etiquetar correctamente. La Ecua-





A diferencia de la métrica anterior, se puede deducir del ejemplo que
tenemos en la parte derecha de la Tabla 3.3 que esta métrica penaliza
los falsos negativos en vez de los falsos positivos, proporcionando un
valor de 0.8771 para la clase A y un valor de 0.8863 para la clase B
(nótese que para el cálculo del valor de la clase B, los elementos FP, TP, FN y
TN, de la matriz de confusión estarían invertidos).
3.5.5 F-Score
Hasta este punto se ha observado que se pueden utilizar métricas para
valorar el rendimiento como la precision y el recall que mitigan los pro-
blemas frente al accuracy o el error. Sin embargo, si queremos propor-
cionar toda la información posible, tenemos que emplear dos métricas
en vez de una sola para evaluar la robustez del método respecto a una
clase. En este contexto, existe una métrica llamada F-score [172] queF-SCORE: En español
“Valor F” o “Medida F” permite aunar los resultados de precision y recall en un único valor.
Esta métrica no es tan simple como una media aritmética entre los va-
lores de precision y recall, sino que además de disponer de los valores
de dichas métricas se emplea un parámetro extra denominado α. El
parámetro α permite modificar la importancia que se la va a dar al
valor de precision o al recall, o en otras palabras, hacer más énfasis en
falsos positivos o no.
De este modo, la Ecuación 3.21 detalla cómo calcular el valor de la mé-
trica F-Score de forma general. En el caso de que los falsos positivos
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y los falsos negativos tuvieran la misma importancia (α = 1), la Ecua-
ción 3.22 representaría la media armónica entre la precision y el recall, MEDIA ARMÓNICA:
División del número
total de valores entre
la suma del inverso





que en nuestro ejemplo de la Tabla 3.3 tendría un valor igual a 0, 8547.
Fα − Score = (1+α
2) · precision · recall
(α2 · precision) + recall
(3.21)




Como se ha comentado antes, esta métrica combina los resultados Preci-
sion y Recall ajustando la importancia con el parámetro α. Sin embargo,
no es obligatorio calcular previamente estos valores sino que se puede
expresar el valor del Fα − Score y F1 − Score en términos de la matriz
de confusión de la Tabla 3.3 tal y como muestra la Ecuación 3.23 y
Ecuación 3.24 respectivamente.
Fα − Score =
(1+α2) · TP
(1+α2) · TP+α2 · FP+ FN
(3.23)
F1 − Score =
2 · TP
2 · TP+ FP+ FN
(3.24)
3.5.6 Promedio ponderado de métricas
Como se ha podido observar las métricas anteriormente detalladas es-
tán centradas en proporcionar el rendimiento de un clasificador para
una clase. El problema viene cuando el número de clases es elevado o
simplemente queremos realizar una comparación que recoja a todas las
clases. Además, se puede apreciar que la cantidad de patrones influye
enormemente en el valor de los resultados. Debido a esto el promedio
de los valores obtenidos por cada clase debe de ir ponderado al núme-
ro de patrones de cada clase si se desea obtener un valor general de las







i: Iterador para las clases.
numClass: Número total de clases.
ntotal: Número total de patrones de la base de datos.
Mi: Métrica para la clase i (ej. Recall).
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3.6 TÉCNICAS DE EVALUACIÓN
Tal y como se ha podido ver en las secciones anteriores los datos juegan
un papel fundamental en la generación de los modelos de clasificación
y en las métricas de evaluación, dado que dependen de la cantidad de
aciertos o fallos al etiquetar los mismos. Por ello es esencial emplear
técnicas que nos permitan generar y evaluar los modelos con los datos
que disponemos. Llegados a este punto es necesario explicar que los
datos se pueden utilizar en los siguientes casos [193]:
• Entrenamiento: patrones que se utilizan para la generación de los
modelos de clasificación.
• Validación: patrones que se utilizan para el ajuste de los paráme-
tros de los modelos de clasificación.
• Comprobación (test): patrones que se utilizan para comprobar el
rendimiento de un modelo con datos no vistos anteriormente.
• Predicción: patrones que se utilizan para asignarles una etiqueta
de una de las clases que el modelo es capaz de asignar.
Puesto que no hay una única forma de utilizar los patrones de una base
de datos, los siguientes apartados muestran los enfoques más usuales
que permiten emplear dichos datos para la generación y comprobación
de los diferentes modelos.
3.6.1 Utilización de los datos completos
El primer enfoque es utilizar todos los patrones que tenemos en nues-
tra base de datos para entrenar nuestro modelo. Esta acción en sí no es
usual debido a que en muchas ocasiones la bases de datos empleadas
son difíciles de obtener. Además, existe el inconveniente añadido de
que se necesitaría una base de datos nueva para poder obtener las mé-
tricas de evaluación que analicen la robustez del modelo generado. Lo
que nunca se debe hacer bajo ningún concepto es utilizar los mismos
datos con los que se ha entrenado un modelo para obtener métricas
sobre su rendimiento, dado a que el modelo claramente conoce dichos
patrones y no se obtendrían resultados veraces de cómo se comporta
con nuevos datos.
3.6.2 Método de retención




el que tal y como muestra la Figura 3.15 un porcentaje de los datos
son empleados para entrenar y generar el modelo y los restantes se
emplean para analizar su comportamiento con datos no vistos ante-
riormente por el modelo mediante las métricas de evaluación.
La Figura 3.15 muestra un ejemplo donde el 60% de los datos que
componen la base de datos se emplean para entrenar el modelo, y el
40% restante para analizar su comportamiento. Estos porcentajes no
son fijos, sino que dependiendo de las necesidades y del tamaño de la







Ejemplo de particionado 60%-40%.
base de datos interesará destinar más datos para entrenar o más datos
para analizar.
3.6.3 Método de validación cruzada con iteraciones






jetivo similar al método de retención de separar un porcentaje de los
datos para entrenamiento y otro para test. Sin embargo, existen dife-
rencias al método anterior, dado que se trata de un método iterativo
en el que se generan más de un modelo de clasificación tal y como se
muestra en la Figura 3.16.
Conjunto de datos Partición 1 Partición 2 Partición 3 Partición 4 Partición 5
{ { { { {















































































Ejemplo de validación cruzada con cinco particiones.
Imaginemos que se desea hacer una validación cruzada con cinco parti-
ciones. El primer paso sería dividir el conjunto de datos en cinco partes.
A continuación, se escoge la primera parte como datos para realizar la
fase de test y el resto se utilizan para entrenar y generar el modelo. Tras
la generación de este modelo, se coge otra partición de las cinco que se
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hicieron al principio, y se emplea para una nueva fase de test y el resto
para entrenar y generar un nuevo modelo. Al final se generarán tantos
modelos como particiones se hayan realizado tal y como muestra la
Figura 3.16.
Además, en esta figura se observa un ejemplo en el que se han rea-
lizado cinco particiones (5-fold), pero se podrían haber realizado un
número diferente de ellas. En realidad, en la literatura científica se ha
tomado como un estándar el uso de diez particiones (10-fold) para ba-
ses de datos que tienen un tamaño considerable, y cinco particiones
para bases de datos pequeñas.
3.6.4 Método de validación cruzada dejando uno fuera




K-fold leave one out
(LOOCV)”
considerar como una caso especial del método de validación mediante
k particiones debido a su modo de funcionamiento. Al igual que suce-
día con el método de las k particiones, en este caso se vuelven a realizar
particiones de entrenamiento y de test, pero el tamaño de cada una es
fijo. En concreto el tamaño de la partición de test es de un patrón y el
de entrenamiento de n− 1 patrones donde n es el número de patrones.
En este caso, tal y como muestra la Figura 3.17, se generan siempre un
número de modelos igual al total de patrones existentes en la base de
datos.
Conjunto de datos Partición 1 Partición 2 Partición 3 Partición n
{ { { {

















































Ejemplo de validación cruzada dejando un dato fuera.
La ventaja de este método está en que se tiene un mayor número
de comprobaciones independientes considerándose como una valida-
ción cruzada completa [91]. Sin embargo, el problema es el alto coste
computacional que requiere dado que se generan como se ha comen-
tado anteriormente n modelos, y si estos modelos son computacional-
mente pesados de entrenar y además, se tienen muchos patrones, el
método puede ser inviable en algunas circunstancias.
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3.6.5 Particiones estratificadas
Este enfoque a diferencia de los anteriormente descritos no es un mé-
todo propiamente dicho, sino que es una opción extra a la hora de
particionar los datos [139]. Tanto en el método de retención como en
el de validación cruzada con k particiones, los datos que se reparten
entre el conjunto de entrenamiento y test suelen ser escogidos al azar.
Sin embargo, esto genera un problema cuando tratamos con bases de
datos no balanceadas en las que escoger datos al azar puede hacer
que se seleccionen muy pocos datos o incluso ninguno de las clases
minoritarias, con lo que la robustez del método frente a fallos estaría
comprometida. Para solucionar esto se deben realizar las particiones te-
niendo en cuenta la cantidad de patrones existentes en cada una de las
clases y realizar los conjuntos de entrenamiento y de test manteniendo
una proporción equivalente al conjunto de datos original.
3.7 RESUMEN DEL CAPÍTULO
Este capítulo ha introducido el concepto de inteligencia artificial y ex-
plicado uno de su principales pilares, el aprendizaje automático, mos-
trando un resumen de los diferentes tipos de algoritmos que existen
desde métodos no supervisados básicos hasta etapas más complejas
como los procesos de clasificación.
En lo referente a los algoritmos no supervisados se han introducido las
principales metodologías que existen y se ha podido observar que las
ideas subyacentes de algunos de estos métodos, son la base de funcio-
namiento de métodos supervisados como el algoritmo de los K vecinos
más cercanos (KNN) y que estos métodos pueden ser usados para reali-
zar una selección de prototipos o una reducción del espacio de carac-
terísticas como un paso previo a las tareas de clasificación como es el
caso del análisis de componentes principales.
En cuanto al aprendizaje supervisado se ha podido observar la prin-
cipal diferencia respecto a los métodos que son no supervisados, en-
contrándonos con la necesidad de que cada patrón tiene que estar pre-
viamente etiquetado para lograr conseguir un modelo que sea capaz
de predecir nuevos datos sin etiquetar. De este tipo de algoritmos se
han proporcionado diferentes metodologías, partiendo desde las más
sencillas hasta algunas más complejas como las Redes Neuronales (NN).
Además, se ha detallado el mecanismo principal de los metaclasifica-
dores que en realidad son algoritmos supervisados pero que debido
a su funcionamiento difieren del estándar de la creación de modelos
computacionales para clasificación y que serán analizados en la pre-
sente Tesis Doctoral.
Adicionalmente, se han explicado los conceptos fundamentales de los
algoritmos basados en aprendizaje profundo por ser una tendencia
actual y empleada por otros autores como se puede observar en el Ca-
pítulo 4, fuera del ámbito de la clasificación de patrones.
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Para finalizar se ha detallado cómo se evalúa el rendimiento de los
modelos de clasificación generados, para que pueda existir una com-
paración cuantitativa entre los diferentes métodos, así como el diseño
de experimentos con los patrones disponibles en las bases de datos.
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4.1 INTRODUCCIÓN
Tras observar el abanico de posibilidades de los diferentes métodos
de procesamiento de las imágenes y de los enfoques de la inteligencia
artificial, este capítulo realiza un análisis de las diferentes propuestas
existentes en la literatura científica. También expone como se emplean
algunos de los métodos citados en las secciones anteriores en la temá-
tica de la Tesis Doctoral correspondientes a la detección y clasificación
de grietas en pavimentos.
Realizando una exploración de las propuestas más recientes se puede
observar que el análisis de defectos de las grietas en pavimentos se
divide principalmente en dos tareas:
• Segmentación de grietas: Tarea que se centra en la discriminación
entre las zonas de la imagen que corresponden con el pavimen-
to dañado y las que corresponden con el pavimento sano o en
condiciones óptimas.
• Clasificación de grietas: Tarea que se centra en dividir en diferentes
categorías los defectos de los pavimentos.
De este modo, los autores de la literatura científica han propuesto di-
ferentes metodologías para cada una de estas tareas donde muchos
trabajos se centran únicamente en una de ellas (ej. segmentación de grie-
tas). Por ello, las diferentes propuestas de los autores se dividen en
tres grupos, que cubren las principales metodologías utilizadas para
dar solución a las tareas anteriores.
La primera Sección “4.2: Segmentación de grietas” expone todas aque-
llas propuestas que se han centrado exclusivamente en la tarea de de-
tectar defectos, empleando para ello algoritmos de procesamiento de
imágenes y algoritmos de inteligencia artificial, sin llegar a categorizar
dichos defectos.
La segunda Sección “4.3: Clasificación de grietas mono-modelo” cubre
aquellos trabajos que han realizado un procesamiento de imágenes si-
milar al de la primera tarea, pero que su objetivo final es categorizar
los diferentes tipos de defectos utilizando algoritmos de aprendizaje
automático en los que únicamente se lleva a cabo la clasificación ha-
ciendo uso de un solo modelo.
La tercera Sección “4.4: Clasificación de grietas multi-modelo” detalla
aquellas propuestas que persiguen un objetivo similar a los de la se-
gunda sección, pero en las que los autores se han aventurado a realizar
clasificaciones con múltiples modelos de clasificación.
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4.2 SEGMENTACIÓN DE GRIETAS
La segmentación de grietas es un proceso que ha sido estudiado por
varios autores en la literatura científica [119], los cuales emplean algo-
ritmos de procesamiento de imágenes e incluso algoritmos de aprendi-
zaje automático con el objetivo de obtener una división entre el fondo
del pavimento y la parte que representa el daño. Para ello, suelen em-
plear una imagen binaria donde generalmente las grietas suelen ser los
píxeles de interés y por tanto los valores que están a 1 (en imágenes de
profundidad de 8-bit el valor correspondiente sería 255).
En el contexto del uso de métodos de procesamiento de imágenes,
Wang et al. [188] han propuesto un mecanismo que denominan com-
ponentes potenciales de grietas (PCrCs) para realizar una segmentación PCRCS: En inglés
“Potential Crack
Components”binaria de las grietas transversales y longitudinales. Este mecanismo
se lleva a cabo mediante un filtrado de los niveles de intensidad entre
el pavimento y las grietas, donde se eliminan todas las componentes
que no están conectadas con otras. Una vez han eliminado todas las
componentes inconexas, las grietas quedan definida por los elementos
que no han sido eliminados. Para realizar una distinción entre el pavi-
mento y la grieta, los autores utilizan lo que ellos mismos denominan
métrica de forma (SM) obteniendo así una menor tasa de falsos positivos SM: En inglés “Shape
Metric”que otros métodos basados en aprendizaje automático como se puede
observar en su estudio.
Un enfoque diferente lo encontramos en la propuesta de Amhaz et al. [9]
donde los autores desarrollan un método denominado selección de la
ruta mínima (MPS) que se basa en la suposición de que el trayecto mí- MPS: En inglés:
“Minimal Path
Selection”nimo de una grieta es el que alcanza una función de coste mínimo de
cualquier camino que se pueda encontrar en la imagen. Para ello reali-
zan dos fases, la primera es hallar los píxeles que se consideran como
significativos de inicio y final de los caminos dentro de las grietas y de-
tectar todos los caminos entre pares de puntos y su coste mínimo. La
segunda etapa consiste en el post-procesamiento eliminando aquellos
caminos aislados y con una longitud pequeña que corresponden con






ruido con una forma
mayor de un único
píxel
grieta empleando el nivel de intensidad de los píxeles vecinos de los
caminos hallados.
Otra propuesta de técnicas de procesamiento de imágenes se puede ob-
servar en el trabajo de Lins et al. [104] los cuales persiguen el objetivo
de desarrollar un sistema capaz de trabajar en tiempo real y que sea
capaz de detectar las grietas haciendo uso de un algoritmo de segui-
miento de objetos conocido como filtrado de partículas [189]. Los autores
modifican este algoritmo para poder adaptarlo al seguimiento de píxe-
les de las grietas en el espacio de color RGB (véase la Sección 2.2.1), y
mediante un proceso iterativo se almacena la posición de dichos ele-
mentos para poder reconstruir la grieta y estimar así su longitud.
Adicionalmente a los métodos de procesamiento de imágenes, algunos
autores han empleado junto con ellos algoritmos de aprendizaje auto-
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mático supervisado como es el caso del trabajo de Ai et al. [6]. Estos
autores realizan una segmentación de las grietas empleando dos ma-
pas de probabilidad para determinar si un píxel de la imagen es un
componente de una grieta o no. El primer mapa se genera a partir del
nivel de intensidad de cada píxel, y el segundo mediante la informa-
ción de los vecinos de cada píxel a diferente escalas junto a máquinas
de vectores soporte (véase la Sección 3.3.8).
Otro ejemplo de algoritmo de aprendizaje automático supervisado se
encuentra en el trabajo de Wang et al. [186], donde los autores emplean
un mecanismo de segmentación de la imagen basado en máquinas de
aprendizaje extremas (ELM). El uso de este método les permite reali-ELM: En inglés:
“Extreme Learning
Machine” zar una inicialización y selección de los parámetros de los nodos de
una capa oculta de la red neuronal sin requerir ningún tipo de cono-
cimiento experto y mejorando el tiempo de procesamiento en la etapa
de aprendizaje frente a las redes neuronales tradicionales.
Otros autores se han centrado en usar aquellos métodos de la inteli-
gencia artificial enfocados al aprendizaje profundo, como es el caso
de Cha et al. [32]. Estos autores han propuesto el uso de una red neuro-
nal convolucionada compuesta de ocho capas ocultas las cuales cubren
los pasos de convolución, agrupación, rectificación lineal y activación
Softmax. Aunque a diferencia de otros autores, ellos emplean la redSOFTMAX: Nombre
que se le da a la
función exponencial
normalizada
en grietas de pavimentos de cemento y no realizan una segmentación
binaria, sino que extraen diferentes regiones de interés de la imagen
donde se encuentra localizadas las diferentes grietas.
Un enfoque similar del uso de redes neuronales convolucionadas se ob-
serva en el trabajo de Cheng et al. [39] donde emplean una arquitectura
denominada U–NET [151]. En esta red, los nodos de capa oculta seU–NET: Llamada así





encuentran totalmente conectados de tal forma que la mitad de la red
se comporta como un codificador de la información de las variables de
entrada y transformación de los datos, y la otra mitad un decodificador
que obtiene una imagen binaria que representa con valores positivos
aquellos píxeles que corresponden con las grietas.
Una solución alternativa al empleo de redes neuronales convolucio-
nadas ha sido propuesto por Bang et al. [17] quienes emplean una red
residual profunda con transferencia de aprendizaje, compuesta por 152
capas ocultas. De este modo logran realizar la tarea de clasificar a nivel
de píxeles si cada uno de ellos corresponden con una grieta o con el
pavimento sano, al igual que el trabajo de Ai et al. [6].
Además de las propuestas que emplean imágenes visuales bidimen-
sionales, existen autores que han analizado este problema desde un






et al. [192] es un claro ejemplo de ello, donde los autores emplean una
combinación de imágenes visuales junto con la información que les
proporcionan cuatro láseres lineales. Esto permite a los autores obte-
ner una información espacial del pavimento y proporcionar así una
reconstrucción con información de la distancia a los defectos con una
precisión milimétrica.
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4.3 CLASIFICACIÓN DE GRIETAS MONO-MODELO
En la tarea de clasificar los defectos en pavimentos, empleando un
único algoritmo de aprendizaje automático orientado a la clasificación,
se pueden encontrar algunas propuestas actuales en las que no existe
un consenso en el tipo de defectos a analizar. En realidad, las clases
objetivo que persiguen los diferentes autores de la literatura científica
cubren desde problemas sencillos como la etiquetación binaria entre
pavimento sano y pavimento con grietas, hasta la clasificación de dife-
rentes tipos de grietas.
Se pueden encontrar propuestas como el trabajo de Hoang y Nguyen [75]
quienes llevan a cabo un análisis del comportamiento de diferentes al-
goritmos supervisados de clasificación. Su objetivo es descubrir el al-
goritmo más robusto para la discriminación de grietas longitudinales,
transversales, malla y aquellos casos donde el pavimento está sano. Pa-
ra ello emplean una etapa de procesamiento de imagen para obtener
una imagen binaria empleando filtros gaussianos, la segunda deriva-
da de la imagen y el cálculo de las integrales proyectivas. En la etapa
de clasificación llevan a cabo pruebas con redes neuronales artificiales,
máquinas de vectores soporte y un algoritmo denominado Random




clusión de que la mejor forma para clasificar este tipo de grietas se
consigue mediante las máquinas de vectores soporte.
Otros autores que realizan una clasificación empleando un único mode-
lo de clasificación son Ibrahim et al. [79] quienes realizan una compara-
ción entre el algoritmo de los k vecinos más cercanos (véase la Sección 3.3.1)
y su versión difusa, que se trata de un método de otra de las ramas de
la inteligencia artificial, la lógica difusa. La propuesta de estos autores
sólo se centra en la clasificación de grietas longitudinales y transver-
sales realizando un procesamiento de las imágenes para obtener una
imagen binaria empleando umbrales seleccionados de forma manual
para cada grieta. Al obtener la imagen binaria estos autores realizan
una reducción de los atributos de las imágenes a lo que los autores de-
nominan delta_x y delta_y que son la diferencia entre el punto con el
valor máximo en la coordenada de abscisas y el mínimo, para el valor
de delta_x y de forma análoga, empleando la coordenada de ordena-
das, se halla el valor de delta_y.
De forma similar a la propuesta anterior, Ahmadi et al. [5] desarrolla
un sistema con un procesamiento de las imágenes basado en segmen-
tación mediante umbrales de varias etapas, matrices de intensidad y
el modelo de color LAB (véase la Sección 2.2.5) para la eliminación del
ruido y la obtención de la imagen binaria. Tras la obtención de esta ima-
gen, los autores realizan una reducción del espacio de características
utilizando datos procedentes de las matrices de intensidad empleadas
en la obtención de la imagen binaria, e información estadística obte-
nida de esta última. De este modo, los autores consiguen un total de
ocho atributos principales y catorce adicionales para llevar a cabo la
clasificación de grietas transversales y de tipo bloque. En la etapa de
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clasificación se utilizan algoritmos de máquinas de vectores soporte,
árboles de decisión y los k vecinos más cercanos, siendo este último el
que mayor rendimiento proporciona.
Por otro lado se encuentran muy pocas propuestas que se basen en
la clasificación de los defectos de pavimentos utilizando métodos de
aprendizaje profundo, quizás debido a la limitación de estos en cuanto
a la necesidad de una enorme cantidad de datos. Un ejemplo se en-
cuentra en el trabajo de Kim et al. [88], donde los autores los autores
se centran en desarrollar un sistema que sea capaz de distinguir si una
imagen, corresponde con un pavimento sano o por el contrario tiene
defectos. Para ello emplean dos fases, la primera una segmentación
de la imagen original del pavimento mediante el cálculo de regiones
de grietas en cemento (CCR) en el que se realiza una distinción entre elCCR: En inglés:
“Concrete Crack
Regions” pavimento de la imagen y las grietas, asumiendo que las zonas claras
corresponden al pavimento sano y las zonas más oscuras corresponden
a los defectos. Y en la segunda fase correspondiente a la clasificación,
los autores realizan una comparación de entre el método SURF [76] ySURF: En inglés:
“Speeded Up Robust
Features” redes neuronales convolucionadas.
También se pueden encontrar algunas propuestas como el trabajo de
Li et al. [102] donde los autores emplean imágenes de naturaleza di-
ferente a las tradicionales en dos dimensiones al igual que el trabajo
analizado de Xu et al. [192] en la sección anterior. En este caso, Li et
al. emplean un sistema de detección de luz de baja altitud y alcance






una nube de puntos en un espacio tridimensional que son empleados
como los atributos de entradas de diferentes algoritmos de clasifica-
ción entre los que se destacan máquinas de vectores soporte, random
forest, y un método de clasificación basado en la máxima verosimilitud
(MLC) [169]. Con el uso de estos modelos de clasificación llevan a caboMLC: Maximum
Likelihood
Classification una comparativa del comportamiento de los diferentes algoritmos pa-
ra la clasificación de defectos tales como grietas, baches, problemas de
hundimiento y de desgaste del pavimento. Los autores terminan con-
cluyendo que para la naturaleza de los datos que emplean el algoritmo
de clasificación que mejor se comporta es random forest.
Otro ejemplo con datos tridimensionales y el uso de los métodos de
aprendizaje automático basados en aprendizaje profundo ha sido pro-
puesto por Li et al. [100] donde al igual que en el trabajo de Kim et
al. [88] se emplean redes neuronales convolucionadas para detectar
grietas de tipo longitudinales, transversales, de bloque y de malla. Pa-
ra ello los autores utilizan las imágenes 3D obtenidas del sistema Pa-
veVision 3D [105] en las que se dividen las imágenes en regiones de
512× 512 píxeles y son empleadas directamente como entradas de la
red neuronal.
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4.4 CLASIFICACIÓN DE GRIETAS MULTI-MODELO
En la tarea de clasificar las imágenes segmentadas o imágenes bina-
rias en diferentes tipos de grietas, no se encuentran muchos autores
en la literatura científica que hayan realizado propuestas con más de
un modelo de clasificación, aunque los pocos existentes muestran una
metodología muy interesante.
Uno de los trabajos que emplean varios modelos para la clasificación
de las grietas en diferentes tipos, lo encontramos en la propuesta de Li
et al. [101]. En su investigación los autores han desarrollado un sistema
para realizar una clasificación de los defectos en dos tipos, grietas de
tipo malla y grietas lineales en las que los autores identifican dos tipos
diferentes de estas últimas, las grietas longitudinales y las grietas trans-
versales. Para la fase de detección emplean un algoritmo para corregir
la iluminación de la imagen y obtener una segmentación basada en los
valores de intensidad de la misma. Tras obtener la imagen binaria, los
autores realizan un proceso para reducir los datos de la imagen bus-
cando las componentes conectadas más grandes en la imagen binaria
y tomando la componente de área mayor como la representativa del
defecto en al imagen. Tras extraer la región mayor, esta queda definida
por dos atributos, el porcentaje de píxeles que compone la región y el
porcentaje de píxeles respecto al tamaño de la imagen. Estos nuevos
atributos se utilizan para alimentar una red neuronal con propagación
de los errores hacia las entradas (véase la Sección 3.3.7) discriminado
de esta forma en una primera fase aquellos defectos que corresponden
con grietas lineales o de tipo malla. Para la distinción de las grietas
de tipo transversal y tipo longitudinal, los autores emplean una re-
gla de decisión utilizando un tercer parámetro obtenido de la región
que representa el ángulo de inclinación respecto al eje de abscisas. Sin
embargo, estos autores no contemplan que la superficie de la calzada
alquitranada pueda encontrarse libre de grietas, que es el caso más
común. Además, exceptuando la regla de decisión emplean en la dis-
criminación entre grietas transversal y longitudinal un modelo de red
neuronal que es poco interpretable visualmente.
Otro ejemplo de propuestas que emplean dos modelos para la etapa de
la clasificación se encuentra en el trabajo de Cubero-Fernández et al. [42],
donde los autores han desarrollado un sistema que realiza la clasifica-
ción automática del pavimento sano, y del pavimento con grietas longi-
tudinales, transversales y de tipo malla. Para ello emplean algoritmos
de procesamiento de imágenes para corregir la iluminación y extraer
las integrales proyectivas de la imagen binara de las grietas. Mediante
las integrales proyectivas los autores emplean dos algoritmos de clasifi-
cación basados en árboles de inducción, en concreto el algoritmo C4.5
(véase la Sección 3.3.4). De este modo se genera un sistema de clasifica-
ción en dos etapas, empleando un árbol C4.5 para la discriminación
de grietas transversales y pavimento sano, y otro árbol para la clasifi-
cación de grietas longitudinales y pavimento sano. Una vez que se ha
realizado la discriminación en estos dos tipos, la distinción de grietas
de tipo malla se lleva a cabo empleando las salidas de los dos modelos
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anteriores, utilizando una regla de decisión en la que si la salida de los
dos modelos proporcionan como resultado simultáneamente longitudi-
nal y transversal, el resultado es una grieta de tipo malla. Sin embargo,
el uso de los dos modelos de clasificación empleados de forma indi-
vidual, muestran que la tolerancia a fallos no es muy alta obteniendo
unos resultados de exactitud (véase la Sección 3.5) que se encuentran en
torno al 72% y 67% para las grietas de tipo transversal y longitudinal
respectivamente.
4.5 RESUMEN Y ANÁLISIS DEL CAPÍTULO
Una vez revisadas las propuestas de otros autores de la literatura cien-
tífica se puede observar que para la clasificación de grietas en pavi-
mentos, existen dos tareas diferentes, la segmentación de las grietas y
la clasificación de las mismas. Además, se puede observar que en el
caso de la clasificación de las grietas la mayoría de las propuestas reali-
zan una parte de detección previa generando una imagen binaria, que
es el objetivo de la primera tarea.
En lo referente a las propuestas orientadas a detección de las grietas,
los autores emplean diferentes metodologías desde el uso de algorit-
mos de procesamiento de imágenes y algoritmos de aprendizaje auto-
mático, hasta la combinación de ambos. Se pude observar que también
existe un cierto interés en la literatura científica de emplear los mé-
todos de aprendizaje automático para desarrollar esta tarea e incluso
emplear métodos de aprendizaje profundo sin que haya que realizar
un procesamiento de imágenes previo.
En cuanto a la tarea de clasificación se observa que la mayoría de los
autores realizan diversas comparaciones entre algoritmos como máqui-
nas de vectores soporte y redes neuronales y que suelen emplear por
lo general un único modelo de aprendizaje automático para realizar
esta labor, pero no se encuentran muchas propuestas en las que los
algoritmos que se consideran como los mejores para una tarea coinci-
dan en las demás propuestas. Además, algunos autores han intentado
tomar la ventaja de utilizar varios modelos de clasificación de forma
individual o por etapas para realizar una clasificación de los diferentes
tipos de grietas.
Por otro lado, se puede observar en la literatura existente, que el ti-
po de elemento visual que impera en esta temática corresponde con
imágenes en dos dimensiones. Además, algunos autores han intenta-
do reducir el número de características o atributos empleados como
entradas para los diferentes algoritmos de aprendizaje, pero estas ca-
racterísticas están lejos de ser fácilmente interpretables o permitir rea-
lizar una clasificación de más de dos tipos de grietas diferente.
Por lo tanto, se puede considerar que las propuestas actuales que se
encuentran en la literatura actual:
• Generalmente emplean algoritmos como redes neuronales o má-
quinas de vectores soporte que convierten a los clasificadores en
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boles de decisión y métodos basados en reglas de inducción, los
cuales podrían proporcionar unos resultados igualmente acepta-
bles siendo más interpretables.
• No aprovechan la ventaja que podría proporcionar el uso varios
algoritmos de aprendizaje automático supervisado empleados al
mismo tiempo para realizar una toma de decisión en cuanto a la
clasificación de las diferentes grietas, como demuestra la escasez
en el número de trabajos que se han podido encontrar y describir
en la Sección 4.4.
• No se proporciona una reducción del número de atributos que
definen a una grieta que sean interpretables y permitan realizar
una clasificación de varios defectos de forma simultánea.
• Por lo general, no se proporciona información por parte de los au-
tores para considerar que las propuestas puedan ser susceptibles
de trabajar en sistemas computacionales de recursos limitados en
el que se puedan llevar a cabo las tareas de clasificación y detec-
ción de defectos.
Por todo ello, los siguientes capítulos de la tesis se centrarán en pro-
poner una metodología para hacer frente a estos puntos ciegos de la
literatura científica y demostrar su rendimiento analizando los resul-
tados obtenidos de los experimentos llevados a cabo con diferentes
imágenes.
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Toda la ciencia no es más que
un refinamiento del pensamiento cotidiano
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5.1 INTRODUCCIÓN
Este capítulo presenta la metodología propuesta para la realización de
un sistema automático para la detección y clasificación de grietas en pavimen-
tos. Por ello, una vez revisados los principales antecedentes en procesa-
miento de imágenes y aprendizaje automático, así como las propuestas
existentes en la literatura científica en la detección y clasificación de
grietas, se plantea un flujo de ejecución secuencial tal y como se puede
observar en la Figura 5.1. Nótese que este enfoque de funcionamiento
aúna las tareas que se comentaron en la Sección 4.1 para proporcionar
un sistema completo.
Figura 5.1
Esquema general de la metodología propuesta.
Tal y como se observa en el esquema de la figura anterior, se pueden
distinguir dos bloques funcionales, la extracción de características y la
clasificación. La primera de ellas, toma como entrada los datos obteni-
dos desde una cámara (en el caso de un procesamiento in-situ) o imáge-IN-SITU: Que se lleva
a cabo en el mismo
sitio donde se realiza
la acción. En este




nes procedentes de una base de datos (en un procesamiento externo, fuera
del entorno de captura de imágenes) y se manipulan para obtener una serie
de atributos que representen los posibles defectos. En estas imágenes
se contemplan dos requisitos. El primer requisito consiste en que las
imágenes deben de estar representadas en el modelo de color RGB y
de forma matricial, tal y como se contemplaba en la Sección 2.2.1 y en
la Expresión 2.1 respectivamente. El segundo requisito es que la cáma-
ra debe de estar posicionada de forma cenital al pavimento para poder
enfocar correctamente los defectos.
Una vez extraídas las características, éstas serán empleadas a continua-
ción como las entradas del bloque de clasificación que proporcionará
un resultado etiquetando la imagen en uno de los cuatros tipos contem-
plados en la Figura 1.1 al inicio de este documento (véase la Sección 1.1).
Además, se puede observar un bloque intermedio entre la extracción
de características y la clasificación de las grietas, correspondiente a una
etapa cuyo objetivo es la minimización del número de características
de tal forma que se mantenga cierto grado de interpretabilidad de los
datos.
Por consiguiente, las siguientes secciones de este capítulo detallan los
mecanismos empleados en cada uno de los bloques de la Figura 5.1.
5.2 extracción de características 97
5.2 EXTRACCIÓN DE CARACTERÍSTICAS
Considerando que las imágenes son proporcionadas individualmente
en el espacio de color RGB, la primera parte del sistema consiste dotar
al mismo de una serie de mecanismos que se aplican de forma secuen-
cial para obtener una serie de atributos que representen a un defecto
en el caso de que lo haya, sin necesidad de emplear toda la imagen
para ello. Además, la manipulación de las imágenes se debe realizar
en un tiempo prudencial para poder permitir su ejecución en aquellos
casos que se requiera de esta limitación.
Teniendo esto en cuenta, los pasos que ha de seguir el bloque de ex-
tracción de características, se pueden representar en forma de pseudo-
código tal y como se muestra en el Algoritmo 1.
Algoritmo 1: Extracción de características
Datos de entrada: imagenRGB, K, σK, σr, α, β
imagenGS ← Transformación del Color (imagenRGB);
imagenMejorada ←Mejora de la imagen (imagenGS,K, σK, σr, α, β);
imagenBordes ← Detección de bordes (imagenMejorada,K);
imagenModificada←Modificación morfológica (imagenBordes,K);
[Φ,Θ]← Integrales proyectivas (imagenModificada);
Resultado: [Φ,Θ]
Los parámetros de entradas, así como la salidas y el cometido de cada
una de las funciones que se encarga de efectuar el Algoritmo 1 se de-
tallan en las siguientes subsecciones las cuales corresponden con cada
una de las funciones de dicho algoritmo.
5.2.1 Trasformación del espacio de color
Una vez se disponen de las imágenes en formato RGB (denominadas
imagenRGB en el Algoritmo 1) tal y como se puede observar en la Figu-
ra 5.2 a) comienza la cadena de procesamiento del sistema. Si obser-
varnos detenidamente esta figura (la cual corresponde con una grieta cuyo
defecto es de tipo transversal), o las imágenes que se proporcionaban en
la Figura 1.1, se puede detectar que existen elementos cromáticos tales
como variación en la iluminación o elementos del entorno como las
ramas u hojas dentro de los defectos. Este tipo de elementos realmente
carecen de interés para el problema en cuestión que intenta resolver
la presente Tesis Doctoral, y por lo tanto no es necesario que se tenga
en cuenta esta información. Por ello, la información de la imagen se
puede comprimir en un único canal de información empleando una re-
presentación en escala de grises (denominada imagenGS en el Algoritmo 1)
empleando la Ecuación 2.3.
Esta nueva representación tal y como se puede observar en la Figu-
ra 5.2 b), no modifica en exceso la percepción visual de la imagen dada
la naturaleza de las imágenes, puesto que suelen tener por lo general
tonos grises en el pavimento, y permite como se ha comentado antes
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mimetizar la información de los elementos como la iluminación o su-
ciedad con el entorno. Además, puesto que se pretende que el sistema
pueda emplearse en un hardware con recursos computacionales limi-
tados, la utilización de un único canal divide prácticamente entre tres,
el tiempo de procesamiento utilizado en la mayoría de los algoritmos
que serán empleados en las sucesivas secciones.
a) b)
Figura 5.2
Resultado de aplicar una transformación del color a una grieta transversal. a) Imagen de
grieta transversal en RGB. b) Imagen de grieta transversal en escala de grises.
5.2.2 Mejora de la imagen
Este paso del algoritmo toma como entrada la imagen monocromática
en escala de grises tras su conversión desde un modelo RGB de la sec-
ción anterior, y aplica varios filtros de forma consecutiva a la imagen
con el objetivo de mejorar su visualización enfatizando las característi-
cas correspondientes a las grietas.
a) b)
Figura 5.3
Resultado de aplicar la transformada logarítmica a una grieta transversal. a) Negativo de la
imagen de la grieta. b) Resultado de la transformada logarítmica.
5.2 extracción de características 99
Por tanto, como pueden existir variaciones en la iluminación a la hora
de tomar las capturas del asfalto, el primer algoritmo que se utiliza pa-
ra mitigar este efecto enfatizando las zonas oscuras, es la transformada
logarítmica. Para su cálculo, tal y como se detalló en la Sección 2.4.4,
es necesario obtener el negativo de la imagen y luego emplear la Ecua-
ción 2.27 teniendo en cuenta los parámetros, α, β y K que toma como
entrada esta función en el Algoritmo 1. Estos parámetros, son los mis-
mos que se detallaron en la Ecuación 2.27. En la Figura 5.3 a) y b), se
puede observar el cálculo del negativo de la imagen y el resultado de
la transformada logarítmica respectivamente para la grieta transversal
de la Figura 5.2 b). Hay que destacar que para que quede clara su inter-
pretación, el negativo y el logaritmo se han realizado como dos pasos
independientes, pero que para optimizar el tiempo de cómputo em-
pleado por la transformada logarítmica, el negativo se puede calcular
al mismo tiempo que se calcula el valor del logaritmo para un píxel
dado tal y como se detalló en la Ecuación 2.27. Además, puesto que
el cálculo de la imagen en escala de grises de la sección anterior no
implica píxeles vecinos, es posible realizar su cálculo al mismo tiempo
que se calcula el negativo. Sin embargo, no se ha detallado así en la
metodología, para que se puedan entender conceptualmente los pasos
que sigue el método propuesto, aunque si se ha realizado de manera
conjunta en la implementación del sistema.
Una vez se ha llevado a cabo la transformada logarítmica, el resto de
parámetros que se emplean en esta función tal y como se puede obser-
var en el Algoritmo 1, corresponden por su nomenclatura al filtrado
bilateral (Véase la Sección 2.16). El uso de este método de mejora de la
imagen, nos permite realizar un difuminado del fondo de la imagen (el
pavimento) y mantener intactos los bordes (las grietas) tal y como pue-
de observarse en la Figura 5.4 b). Además, como se aprecia en dicha
figura, este método permite eliminar o difuminar la mayoría de los pí-
xeles que pertenecen a la capa asfáltica, los cuáles, no son útiles para
la adquisición de las grietas. De este modo, se evita tener que emplear
para ello métodos de de eliminación de artefactos como emplean las
propuestas de otros autores [9, 101] citadas en el Capítulo 4.
5.2.3 Detección de bordes
Tras obtener la imagenMejorada con los métodos de la sección anterior, és-
ta es usada para detectar los bordes de las grietas y compactar aún más
la información de la imagen. Para ello, y con el objetivo de detectar di-
chos bordes, se emplea el algoritmo de Canny (véase la Sección 2.5.5).
No obstante, el método de Canny necesita dos umbrales (th1, th2) pa-
ra su correcto funcionamiento, y tal y como se puede observar en el
Algoritmo 1 la función de esta parte del procesamiento no recibe nin-
guno de estos parámetros. Esto se debe a que estos parámetros no son
sencillos de ajustar manualmente para cada imagen y además, es po-
sible seleccionar de forma dinámica dichos parámetros sin necesidad
de fijarlos previamente. Para ello se emplea la Ecuación 2.21 correspon-
diente al método de Otsu que permite determinar de forma automática
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a)                                              b)
Figura 5.4
Resultado de aplicar el filtrado bilateral a la imagen devuelta por la transformada
logarítmica. a) Imagen de la transformada logarítmica. b) Imagen filtrada.
un valor de umbral (t) para llevar a cabo la segmentación de una ima-
gen monocromática.
Una vez calculado el umbral mediante el método de Otsu, los valores
de los umbrales de Canny pueden seleccionarse como th1 = 0.5 · t y
th2 = t. De este modo, se puede obtener un resultado similar al de la
Figura 5.5 b) en la que se pueden observar los bordes extraídos tanto
del exterior de las grietas como de su interior.
a)                                              b)
Figura 5.5
Resultado de aplicar el método de Canny a una grieta. a) Imagen procedente del filtrado
bilateral. b) Imagen resultante al aplicar el método de Canny a la imagen del filtrado
bilateral.
5.2.4 Modificación morfológica
Obtenidos todos los bordes de las grietas, se puede observar que exis-
ten algunas partes de ellas que no están rellenas en la Figura 5.6 a). Por
ello, y con el fin de rellenar estos “huecos” al igual que sucedía con el
escudo de informática de la Figura 2.28, en esta parte del Algoritmo 1
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se emplea el operador morfológico de cierre. El efecto de aplicar este
operador se puede observar en la Figura 5.6 b).
a)                                              b)
Figura 5.6
Resultado de aplicar operador morfológico de cierre al resultado de Canny en una grieta
transversal. a) Resultado devuelto por el método de Canny. b) Resultado tras aplicar el
operador morfológico de cierre.
5.2.5 Integrales proyectivas
El último paso que debe de realizar el bloque de extracción de carac-
terísticas mostrado en el Algoritmo 1 es reducir la imagen obtenida
de todos los pasos anteriores (imagenModificada) a una nueva representa-
ción donde se destaque la información global de la imagen. Para ello,
se calculan las integrales proyectivas horizontales y verticales (véase
la sección 2.7.2), las cuales analizan la información de la información


























Integrales proyectivas verticales y horizontales para una grieta transversal.
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Tras el cálculo de las integrales proyectivas, el número de atributos
que originalmente componían una imagen (imagenRGB) N(columnas) ·
N(filas) · 3 (siendo N() el número de elementos y 3 el número de cana-
les), se ha compactado a un número menor pasando a ser igual a
N(columnas) +N(filas). Además tal y como se muestra en el Algorit-
mo 1 la nueva representación ya no corresponde con una imagen, sino
con una estructura compuesta por los elementos de ambas integrales
proyectivas ([Φ,Θ]).
5.3 OPTIMIZACIÓN DE CARACTERÍSTICAS
Mediante el cálculo de las integrales proyectivas del bloque anterior, se
podría llevar a cabo una clasificación de los diferentes tipos de grietas.
Sin embargo, aunque los valores de estas proyecciones como se obser-
va en la Figura 5.8 sean más interpretables que los valores locales de
los píxeles de forma individual, ¿qué se puede interpretar de una ima-
gen que tenga un valor en la proyección horizontal 100 igual a 3200? ¿Y
un valor igual a 4560 en su integral vertical 200?. Evidentemente dada
la definición de las integrales proyectivas la respuesta es clara, debido
a que corresponde con el valor acumulado. No obstante, para definir
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Efecto de las integrales proyectivas para los diferentes tipos de clases analizadas en este
trabajo.
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Debido a esto, y que el número de valores depende del tamaño de la
imagen, se podría considerar realizar una reducción de datos por ejem-
plo mediante el método de análisis de componentes principales detallado en
la Sección 3.2.2. Esto permitiría considerar un número de atributos re-
ducidos manteniendo la variabilidad de los datos. No obstante, este
método es dependiente del tamaño de la imagen y proporciona una
reducción de características diferente dependiendo del tamaño. Para
solucionar esto se podría fijar el número de características, pero nos
encontramos con dos limitaciones. La primera limitación es que para
diferentes tamaños, el fijar un número específico de características no
garantiza la misma variabilidad en los datos. Y segundo y más impor-
tante, es que los datos reducidos generan nuevos atributos dependien-
te de los originales mediante una transformación del espacio en el que
dejan de ser interpretables.
Por ello, es necesario buscar una reducción alternativa que permita la
interpretabilidad de los datos al mismo tiempo que se elimina la com-
ponente de de la localidad del defecto y sea empleable para imágenes
de cualquier tamaño. De este modo, si se observa en la Figura 5.8, se
detecta que en las grietas longitudinales y transversales, existe un valor
máximo acumulado en las integrales proyectivas verticales y horizon-
tales respectivamente. Y en el pavimento sano apenas existen valores
al contrario de lo que sucede en las grietas de tipo malla donde se
encuentran muchos valores altos en ambas proyecciones. Por lo tan-
to, el valor máximo acumulado para ambas integrales es un atributo
fundamental para la interpretación de los defectos (maxV, maxH), aun-
que por sí solos no son suficientes debido a que la existencia de los
valores altos en las grietas de tipo malla podrían acarrear un conflicto.
Por este motivo además de emplear los valores máximos se calculan
la diferencia de los mismos respecto a la media de los valores (dV,dH),
como una medida de magnitud que cuantifique si realmente el valor
máximo es representativo de la información del defecto o si por el con-
trario es muy similar a los valores que están por debajo de él. Con esta
reducción mediante el máximo y su diferencia respecto a la media, el
número de atributos para clasificar una imagen se simplifica a cuatro
([maxV, dV, maxH, dH]).
Con este cuarteto de atributos se ha conseguido la interpretabilidad
de los datos, reducir a un número de atributos inferior respecto a las
integrales proyectivas, y anular el efecto de la posición de los defectos.
No obstante, aún permanece el problema de imágenes de diferente ta-
maño, con lo que es necesario un paso más que consiste en normalizar
los datos al rango [0− 1]. Mediante la normalización, un mismo mode-
lo de clasificación se puede emplear para una imagen de un tamaño
arbitrario sin necesidad de llevar a cabo un entrenamiento de los datos
específico para este nuevo tamaño de imágenes.
Los pasos para el cálculo de los valores máximos y las desviaciones
que debe de seguir este bloque de optimización se detallan en el Algo-
ritmo 2, donde N() corresponde con el número de elementos:
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Algoritmo 2: Optimización de características





for i=1: N(Φ) do
mediaV= mediaV + Φi;
if Φi>maxV then
maxV=Φi;
mediaV = mediaVN(Φ) ;
dV=maxV-mediaV;
for i=1: N(Θ) do
mediaH= mediaH + Θi;
if Θi>maxH then
maxH=Θi;










Cabe destacar que los pasos el Algoritmo 2 están separados del cálculo
de las integrales proyectivas para que conceptualmente se comprenda
el origen de los parámetros reducidos. Sin embargo, el cálculo de los
valores máximos, así como el acumulado de la media, se pueden reali-
zar al mismo tiempo que se calculan las integrales proyectivas, optimi-
zando así el tiempo empleado en su cálculo.
5.4 CLASIFICACIÓN DE GRIETAS
El último bloque del sistema consiste en la clasificación de las grietas
en cada uno de los tipos contemplados en la Figura 1.1. Para realizar
esta tarea, se propone realizar la clasificación mediante un ensemble
de modelos (véase la Sección 3.3.9) dado que es un enfoque que como
se observó en el Capítulo 4 no ha sido muy empleado en esta temática
y puede presentar unos resultados eficaces tal y como lo han sido en
otros ámbitos de la literatura científica [19, 56, 60, 195] fuera de la te-
mática de la presente Tesis Doctoral.
Sin embargo, tal y como se detalló en la Sección 3.3.9, la confianza de
un ensemble de modelos basado en el voto de la mayoría, depende
del número de modelos empleados, y en este trabajo se busca que la
clasificación al igual que la extracción de características que se deta-
llaba en la Sección 5.2, pueda llevarse a cabo en sistemas de recursos
computacionales limitados. Por ello, el número de modelos empleados
importa dado que el número de operaciones (si los modelos tiene alguna
componente de regresión) o consultas de las reglas generadas, lleva aso-
ciado un consumo de recursos.
5.4 clasificación de grietas 105
En este sentido, podría llegarse a la conclusión de que el número mí-
nimo para componer un ensemble de modelos basado en el voto de
la mayoría es dos. Sin embargo, eso daría lugar a conclusión errónea
porque aunque emplear dos modelos sigue la filosofía de los ensem-
bles de usar varios modelos de clasificación, este número, en el voto
de la mayoría es insuficiente debido a que no es posible alcanzar dicha
mayoría en la toma de la decisión. Para visualizar esta justificación de
forma gráfica basta con representar de nuevo la Ecuación 3.16 para el
caso de un único modelo, dos modelos y tres modelos como se observa
en la Figura 5.9. En esta figura, en el comportamiento de la línea dis-
continua azul, que corresponde con dos modelos de clasificación, sólo
se alcanzaría una buena clasificación en el caso ideal de tener mode-
los individuales que sean clasificadores perfectos y sin fallos, y en tal
situación el uso de un ensemble de modelos carecería de sentido. Por
lo tanto, queda justificado que el número mínimo para componer un
ensemble mediante el voto por la mayoría debe de ser necesariamente
tres.
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Confianza del ensemble para un modelo, dos modelos y tres modelos.
Los algoritmos concretos que compondrán el ensemble serán determi-
nados en el siguiente capítulo cuando se determine el comportamiento
de los modelos individuales. De entre los algoritmos que se comproba-
rán se escogerán aquellos que mejores resultados proporcionen indivi-
dualmente. Debido a que tenemos cuatro clases (pavimento sano, grietas
longitudinales, grietas transversales, y grietas de tipo malla) cabe la posibi-
lidad de que los tres modelos escojan clases diferentes entre sí, y por
lo tanto sería imposible tomar una decisión por mayoría. Por ello, en
este caso especial, se escogerá la clase que indique el algoritmo que in-
dividualmente proporciona mejores resultados de clasificación. Para el
resto de casos, se podría realizar la votación mediante una codificación
similar al del Algoritmo 3, donde se considera que las etiquetas de las
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clases que proporcionan los modelos individuales (R_A) son valores
numéricos (0:pavimento sano, 1:grietas longitudinales, 2:grietas transversa-
les, y 3:grietas de tipo malla).
Algoritmo 3: Voto de la mayoría






while i < Num_Clases do
for j=0: Num_Algoritmos do
if R_Aj Igual a i then
Votos_Clasei ← Votos_Clasei + 1;
Num_votos← Votos_Clase0;
i← 1;
while i < Num_Clases do




5.5 RESUMEN DEL CAPÍTULO
Este capítulo ha mostrado la composición de un sistema para la detec-
ción y clasificación de grietas en pavimentos considerando tres tipos
de defectos así como cuando el pavimento está en buenas condiciones
y no tiene ninguna grieta apreciable. Por ello, el sistema propuesto se
divide en tres módulos: extracción de características, optimización de
características y la clasificación de características.
El primer módulo extrae las características mediante algoritmos de pro-
cesamiento de imágenes desde una perspectiva basada en la localidad
de los píxeles hasta la adquisición global de atributos que permitan
realizar una clasificación de los diferentes tipos de imágenes. Durante
los algoritmos de procesamiento de imágenes se ha podido observar
cómo se iba eliminando la información superflua de los posibles defec-
tos y qué métodos o pasos se pueden llevar a cabo al mismo tiempo
con el objetivo de minimizar el tiempo de cómputo.
El segundo módulo ha proporcionado una representación de los atri-
butos que les otorga la característica de interpretabilidad considerando
sólo cuatro valores a diferencia de los que tenía la imagen originalmen-
te o los adquiridos en el primer módulo mediante las integrales proyec-
tivas. Además, esta representación tal y como está definida, permite si
se quisiese, emplear imágenes de cualquier tamaño dado que se elimi-
na la relación espacial de los defectos.
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Por último, en el módulo de clasificación, se ha propuesto un enfo-
que basado en ensembles de modelos considerando sólo tres modelos.
Esto puede permitir aprovechar las ventajas frente a modelos de clasi-
ficación individuales o en múltiples etapas como los que se detallaron
en el Capítulo 4.
De este modo, el siguiente capítulo de la presente Tesis Doctoral (véase
el Capítulo 6), analizará el rendimiento de la metodología propuesta, y
definirá qué modelos concretos componen el ensemble, basándose en
los modelos individuales que mejor se comporten individualmente en
la clasificación de diferentes imágenes.

6E X P E R I M E N TA C I Ó N Y D I S C U S I Ó N D E R E S U LTA D O S
Toda verdad es fácil de comprender una vez que
ha sido descubierta, el problema es descubrirla.
Galileo Galilei 1
índice
6.1 Introducción . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.2 Recursos utilizados . . . . . . . . . . . . . . . . . . . . . . . 110
6.3 Extracción de características . . . . . . . . . . . . . . . . . . 112
6.4 Clasificación de características . . . . . . . . . . . . . . . . . 118
6.5 Clasificación mediante características optimizadas . . . . . 122
6.6 Comparación con propuestas existentes . . . . . . . . . . . 125
1 Galileo Galilei (1564 - 1642) físico y astrónomo italiano considerado uno de los padres
de la revolución científica, así como el inventor del telescopio y descubridor de las leyes
que rigen el movimiento de los péndulos.
110 experimentación y discusión de resultados
6.1 INTRODUCCIÓN
Este capítulo muestra y analiza el rendimiento de las propuestas rea-
lizadas en el capítulo anterior con el objetivo de conseguir un sistema
automático para la detección y clasificación de las grietas en los pavimentos.
De este modo, y dado que el sistema se compone de varias fases o
tareas (véase la Figura 5.1), este capítulo se divide en las siguientes sec-
ciones:
• Recursos utilizados: En esta sección se detalla el hardware de recur-
sos limitados empleado para realizar los experimentos así como
los datos con los que se han llevado a cabo los mismos.
• Extracción de características: En esta sección se comprueba el fun-
cionamiento de los algoritmos de procesamiento de imágenes pa-
ra la extracción de características.
• Clasificación de características: Una vez extraídas las características,
se realizan pruebas de los diferentes algoritmos explicados la Sec-
ción 3.3, y se comparan sus resultados frente a un ensemble de
tres modelos.
• Clasificación mediante características optimizadas: Esta sección se cen-
tra en el análisis de los resultados de la reducción de característi-
cas conseguida mediante el análisis de componentes principales
(véase la Sección 3.2.2) y la reducción propuesta (véase la Sección 5.3)
empleando el mejor modelo obtenido en la sección de clasificación
de características.
• Comparación con propuestas existentes: Esta última sección del capí-
tulo analiza las diferencias existentes de emplear la metodología
propuesta en esta Tesis Doctoral frente a otras propuestas simila-
res en el campo de la clasificación de grietas en los pavimentos.
6.2 RECURSOS UTILIZADOS
Para llevar a cabo el análisis de los experimentos de la metodología
propuesta en el Capítulo 5, se hace uso tanto de un sistema de recur-
sos computacionales limitados, así como de una base de datos.
En cuanto al hardware usado, se ha escogido el SoC NVIDIA JetsonSOC: En inglés:
“System on Chip” Nano [130]. El uso de esta plataforma hardware permite analizar si la
metodología propuesta en el Capítulo 5, la cual se componía de las ta-
reas de procesamiento y clasificación de imágenes, puede aplicarse en
dispositivos de este tipo. Las principales características del SoC Jetson
Nano, son las siguientes:
• Procesador: ARM A57 (cuatro núcleos) [11] a una frecuencia de
1,43 GHz.
• Memoria de acceso aleatorio: 4 GB LPDDR4.
• GPU: Arquitectura NVIDIA Maxwell [129] con 128 núcleos. 4
USB 3.0
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• Tamaño (largo x ancho x alto): 10 cm x 8 cm x 2,9 cm.
• 4 x USB y 2 x conexiones MIPI CSI-2 [116].
En lo referente a la base de datos utilizada, como se ha podido observar
en el Capítulo 4 existen dos tareas, la detección y la clasificación, y los
autores emplean bases de datos para validar sus metodologías. Sin
embargo, en los trabajos de detección, los autores no proporcionan la
etiqueta de clase, y en la tarea de clasificación, los autores no suelen
poner a disposición del público (al menos a fecha de la escritura de este
documento) las bases de datos con las etiquetas de clase, además de
no incorporar todos los tipos de imágenes analizados en esta Tesis
Doctoral. Debido a este motivo, se propone utilizar las siguientes bases
de datos (véase la Tabla 6.1) para analizar la metodología expuesta en el
Capítulo 5:
• Base de datos A: Esta base de datos está compuesta por las imáge-
nes de la propuesta de Cubero-Fernandez et al. [42] (véase la Sec-
ción 4.4), donde sí se proporciona una etiqueta de clase para cada
imagen. Esta base de datos está balanceada, y se compone de
patrones de tipo longitudinal, malla, transversal y superficie sin
defectos como se observa en la Tabla 6.1. Además, las imágenes
tienen una resolución de 320x320, con una iluminación uniforme
de la superficie del asfalto, una anchura de las grietas similar en
todas las imágenes, y una superficie libre de elementos externos
como arena u hojas.
• Base de datos B: La segunda base de datos consiste en la fusión
de la base de datos A junto con una nueva base de datos. Esta
nueva base de datos se compone de 1856 imágenes recolectadas
de diferentes tramos de calzadas alquitranadas de las ciudades
de Córdoba (España) y Oslo (Noruega), y etiquetadas manualmente
por el autor de la presente tesis. Las características más detalladas
de estas nuevas imágenes se listan a continuación:
– Las imágenes de las superficies alquitranadas presentan una
iluminación y tonalidades diferentes del pavimento, con el
objetivo de comprobar la invariabilidad de la metodología
propuesta frente a estas características.
– Se han incorporado grietas con humedad, arena, vegetación
incrustada, o incluso pequeñas ramas y hojas para analizar
el comportamiento del sistema propuesto con elementos del
entorno real.
– En las imágenes que contienen grietas, la anchura y longitud
de las mismas, es aleatorio y no uniforme tal y como se
encuentran en un escenario real.
– En concordancia con las imágenes de la base de datos A, las
imágenes de la nueva base de datos tienen una resolución
de 320x320, proporcionando detalles suficientes para obser-
var los defectos y los elementos del entorno. Además, las
imágenes han sido adquiridas a una altura de aproximada-
mente 1.5 metros de la superficie de pavimento en posición
cenital al mismo.
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– Esta base de datos se encuentra disponible de forma libre a
disposición de la comunidad científica [178].
• Base de datos C: La última base de datos consiste en el aumento
del número de patrones de la base de datos B de forma artificial
empleando métodos de aumento de datos [162] usados normal-
mente en el aprendizaje profundo para la adquisición de patro-
nes (véase la Sección 3.4). En concreto, se han realizado ocho des-
plazamientos de 30 píxeles en cada imagen. Los cuatro primeros
desplazamientos en sentido positivo del eje “X” y los cuatro res-
tantes en sentido positivo del eje “Y”. Esto nos permite analizar el
comportamiento de los clasificadores y la metodología propuesta
con la presencia de una base de muchos patrones, desbalanceada
y defectos localizados espacialmente en posiciones diferentes de
la imagen.
Tabla 6.1
Número de imágenes que componen las diferentes bases de datos utilizadas.
Base Grietas Grietas Grietas Pavimento
de de tipo de tipo de tipo sin Total
Datos Malla Longitudinal Transversal Grietas
A 100 200 200 100 600
B 380 590 558 928 2456
C 3040 4720 4464 7424 19648
6.3 EXTRACCIÓN DE CARACTERÍSTICAS
El primer paso del sistema propuesto tal y como se detalló en el Capítu-
lo 5, consistía en la eliminación de todos los elementos que no aportan
información relevante de las grietas y extraer al mismo tiempo las ca-
racterísticas que definan a las mismas en caso de que existan. Para ello,
como se detalló en el Algoritmo 1, se emplean diferentes métodos de
procesamiento de imágenes algunos de los cuales necesitan de una se-
rie de parámetros para poder realizar su labor. Entre los métodos que
necesitan estos parámetros se destaca la transformada logarítmica, el fil-
trado bilateral y el operador morfológico de cierre.
La selección de los parámetros para estos algoritmos se ha llevado a
cabo de forma empírica mediante prueba y error, empleando aproxima-
damente unas 50 iteraciones hasta determinar la combinación óptima
de los valores. El listado definitivo de cada uno de los parámetros se
encuentra detallado en la siguiente lista:
• Transformada logarítmica: K=3x3, α = 0.9, β = 1.1
• Filtrado bilateral: K=3x3, σK = 35, σr = 16
• Operador de cierre: K=3x3
Con el objetivo de comprobar el tiempo de ejecución y analizar si es
posible ejecutar el método de procesamiento de las grietas in-situ en
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el dispositivo de recursos limitados, se ha obtenido el tiempo medio
de cada uno de los pasos del Algoritmo 1 tal y como se muestra en
la Tabla 6.2, para un sub-conjunto de 200 imágenes de la base de datos
B. Los resultados de la segunda columna en esta tabla, arrojan que el
método propuesto podría procesar cada imagen en 0.0912 segundos, o
lo que es equivalente a una tasa de 10 fps. Además, se puede observar
en la misma columna que el paso que más tiempo consume (marcado en
rojo) es el filtrado bilateral. Sin embargo, tal y como hemos definido es-
te paso del filtrado bilateral en la metodología, es posible optimizar su
tiempo de cómputo aprovechando las características del dispositivo uti-
lizada. Dicha optimización consiste en migrar la ejecución de la CPU,
a la GPU. Realizando este cambio de contexto el método propuesto es
capaz de trabajar a aproximadamente 40 fps.
Tabla 6.2
Resultados de tiempos para la extracción de características en SoC NVIDIA Jetson Nano.
Método Tiempo (s) Tiempooptimizado (s)
Cambio a gris, Negativo, Logaritmo 0.0162 0.0162
Filtrado Bilateral 0.0734 0.0074
Método de Otsu 0.0004 0.0004
Método de Canny 0.0006 0.0006
Operador de cierre 0.0003 0.0003
Integrales proyectivas 0.0003 0.0003
Tiempo total 0.0912 0.0252
En lo referente a los resultados visuales del procesamiento, la Figu-
ra 6.1, la Figura 6.3, la Figura 6.2 y la Figura 6.4 muestran la imagen
final de la extracción de características para las grietas longitudinales,
transversales, pavimento sin defecto y el pavimento con grietas de tipo
malla respectivamente (las integrales proyectivas aunque se pueden repre-
sentar de forma gráfica se han omitido para facilitar la interpretación visual
en diferentes imágenes del mismo tipo).
Se puede observar en la Figura 6.1 y la Figura 6.3 que existen algu-
nos patrones en los que las grietas tienen presencia de vegetación o
de tierra, y que con los pasos del método propuesto esa información
se descarta o se mimetiza con la forma de la grieta. Del mismo modo,
se aprecian pavimentos en los que la capa asfáltica está compuesta de
dos materiales diferentes o colores y que el método no tiene problemas
en detectar las grietas a través de ellos. Además, en las grietas de tipo
malla que aparecen en la Figura 6.4 se observan imágenes con una ilu-
minación diferente entre los diferentes patrones y en algunos casos las
grietas son visualmente poco apreciables, aunque el método es capaz
de obtener las grietas de forma aceptable en estos casos. Sin embargo,
de forma general, se aprecia que se han detectado pequeños artefactos
o elementos que corresponden con el pavimento y no con un defecto,
los cuales como se verá en las secciones siguientes no tienen un gran
impacto en la clasificación, pero que bien se podrían eliminar con pasos
adicionales y su respectivo impacto en la velocidad de procesamiento.
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Imagen real             Resultado detección            Imagen real            Resultado detección
Figura 6.1
Resultados extracción de imagen binaria de varias grietas longitudinales.
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Imagen real             Resultado detección            Imagen real            Resultado detección
Figura 6.2
Resultados extracción de imagen binaria de varios pavimentos sin grietas.
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Imagen real             Resultado detección            Imagen real             Resultado detección
Figura 6.3
Resultados extracción de imagen binaria de varias grietas transversales.
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Imagen real             Resultado detección            Imagen real            Resultado detección
Figura 6.4
Resultados extracción de imagen binaria de varias grietas de tipo malla.
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6.4 CLASIFICACIÓN DE CARACTERÍSTICAS
Una vez extraídas las integrales proyectivas horizontales y verticales
(La optimización de las proyecciones se ha dejado fuera de esta sección y se ob-
servará su efecto en la Sección 6.5) se va a analizar el rendimiento de los
algoritmos explicados en la Sección 3.3. Nótese que tanto los algorit-
mos de redes neuronales (NN) y máquinas de vectores soporte (SVM)
han quedado fuera de esta sección y se verán en la Sección 6.6 debido
a que son métodos empleados por otros autores, y se realizarán las
comparaciones en dicha sección.
Al igual que ocurría en la sección anterior con los algoritmos de pro-
cesamiento de imágenes, en los algoritmo de aprendizaje automático
supervisado (véase la Sección 3.3) también hay que definir de antemano
los parámetros necesarios por cada método, los cuales se detallan a
continuación:
• Árbol de decisión (C4.5): Se selecciona un número mínimo de dos
patrones por cada nodo hoja, así como un factor de confianza
igual al 25% y una poda a posteriori para evitar el aumento de
profundidad innecesario del árbol.
• Árboles de modelos logísticos (LMT): Se ha seleccionado 15 como el
número mínimo de patrones para realizar las regresiones en las
particiones del árbol.
• Poda incremental repetida para la reducción de errores (RIPPER): Se
lleva a cabo la poda de reglas para evitar su crecimiento.
• Método de los K vecinos más cercanos (KNN): Se establece el número
mínimo de vecinos a un valor igual a 1.
• Árboles de decisión primero el mejor (BFTree): Se emplea el índice de
Gini para realizar las particiones y se emplea el mismo número
de patrones en los nodos hojas que C4.5.
Además, para el diseño de los experimentos se ha seguido una metodo-
logía de validación cruzada con 10 particiones estratificadas de acuer-
do a lo detallado en la Sección 3.6.3 y la Sección 3.6.5 respectivamente.
Esta combinación, permite comprobar el efecto del entrenamiento de
los modelos con diferentes patrones de las bases de datos de la Ta-
bla 6.1.
Por otro lado, en lo referente a las métricas usadas para el análisis
del rendimiento de los algoritmos se emplean los valores de Precision y
Recall mostrados en la Ecuación 3.19 y la Ecuación 3.20 respectivamente
(nótese que se utilizan sus nombres en inglés para que no haya confusión con
el nombre de la primera métrica y la explicada en la Sección 3.5.1), tal y como
se observa en la Tabla 6.3, la Tabla 6.4 y la Tabla 6.5 para cada una de
las bases de datos detalladas en la Sección 6.2.
De los resultados obtenidos del cálculo de la Precision y el Recall para la
base de datos A, se puede observar en la Tabla 6.3, que para las grietas
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Tabla 6.3
Resultados para los diferentes clasificadores con la base de datos A.
Grieta Grieta
Datos Método Longitudinal Transversal
Precision Recall Precision Recall
C4.5 95.1 % 94.5 % 96.6 % 96.5 %






































RIPPER 96 % 94.5 % 95.1 % 96 %
KNN 100 % 99.5 % 100 % 99.5 %
Naïve Bayes 96.7 % 97.5 % 83.3 % 100 %
BFTree 93.3 % 95.5 % 96.5 % 93 %
Grieta Pavimento
de tipo Malla sin grietas
Precision Recall Precision Recall
C4.5 93.8 % 92 % 92.7 % 94 %
LMT 94.9 % 97 % 99 % 96 %
RIPPER 91.8 % 91 % 92.3 % 92 %
KNN 100 % 94 % 92.9 % 100 %
Naïve Bayes 81.1 % 100 % 89.3 % 35 %
BFTree 97.1 % 91 % 91.9 % 99 %
de tipo longitudinal los clasificadores más sencillos como KNN y Naï-
ve Bayes obtienen unos resultados bastante elevados. Esto se mantiene
en el caso de KNN para el resto de clases, pero en el caso de Naïve
Bayes dichos valores no se mantienen en ninguna de las dos métricas
y en las imágenes en las que no existen ningún defecto el Recall que
representa la exhaustividad no supera el 35%. El resto de algoritmos
mantienen unos valores siempre por encima del 91%, mostrando en
general los métodos basados en árboles de clasificación unos resulta-
dos ligeramente superiores al algoritmo basado en inducción de reglas
RIPPER.
Para el caso de la base de datos B, como se muestra en la Tabla 6.4, se
aprecia un comportamiento similar en el caso del algoritmo Naïve Ba-
yes, aunque con estos datos el Recall en las grietas de tipo longitudinal
es donde se encuentra su valor más bajo. Además, de forma generaliza-
da se puede observar que los nuevos datos incorporados representan
grietas más complejas que se traduce en una bajada en los porcentajes
de la Precision y el Recall para todos los algoritmos quedándose por
debajo del 90% en las grietas de tipo longitudinal, de tipo malla y en
patrones sin defectos. Este comportamiento bien puede deberse a la
confusión de los modelos generados al etiquetar estos tipos concretos
de grietas y se observa que este efecto perjudica al algoritmo KNN
donde los valores para las grietas longitudinales y de tipo malla son
menores que los de sus competidores basados en árboles de decisión e
inducción de reglas.
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Tabla 6.4
Resultados para los diferentes clasificadores con la base de datos B.
Grieta Grieta
Datos Método Longitudinal Transversal
Precision Recall Precision Recall
C4.5 84.2 % 82.7 % 97.4 % 98.5 %






































RIPPER 85.6 % 82.4 % 97.3 % 98.4 %
KNN 82.3 % 85.1 % 91.9 % 97.2 %
Naïve Bayes 75.9 % 47 % 87.1 % 95.9 %
BFTree 84.5 % 81.2 % 96.3 % 98 %
Grieta Pavimento
de tipo Malla sin grietas
Precision Recall Precision Recall
C4.5 86.7 % 86.8 % 89.8 % 88.5 %
LMT 89.1 % 91 % 91.1 % 86.7 %
RIPPER 80.7 % 89.5 % 89.4 % 89.1 %
KNN 97.3 % 81.8 % 93.9 % 91.2 %
Naïve Bayes 77.7 % 82.6 % 62.5 % 74.3 %
BFTree 88.9 % 87.6 % 88.2 % 89.4 %
Por último, los resultados de la Tabla 6.5 para la base de datos C, mues-
tran como con la presencia de más datos los algoritmos basados en
árboles de clasificación como C4.5 y BFTree superan en términos de
Precision y Recall a KNN en las grietas de tipo longitudinal y transver-
sal respectivamente. Además, se demuestra que al igual que sucedía
con las bases de datos anteriores, el método de Naïve Bayes no se com-
porta de la misma forma que los demás, obteniendo en la mayoría de
los casos valores por debajo del 80% para las dos métricas analizadas.
Una vez analizado el rendimiento de los diferentes algoritmos de clasi-
ficación, tal y como se propuso en la Sección 5.4 la idea no es emplear
dichos modelos de forma individual, sino escoger los tres mejores y
usarlos como los componentes de un ensemble de modelos regido por
el voto de la mayoría. Para ello, en la Tabla 6.6 se expresan de forma
compactada los valores de Precision y Recall para todas las clases en
las diferentes bases de datos, utilizando la Ecuación 3.25 y la métrica
del F-Score (véase la Sección 3.5.5). Además, se han marcado con colores
el primer modelo que tiene el valor de F-Score más alto (color rojo), el
segundo que tiene la métrica más alta (color naranja), y el tercero (color
marrón). Hay que destacar que en esta tabla aunque el mejor modelo
sería KNN para la base de datos A y C, este se ha descartado para su
uso en el ensemble de modelos. Esto se debe a que KNN no genera un
modelo a diferencia de los otros métodos analizados, sino que lleva a
cabo la clasificación realizando comparaciones con todos los datos de
entrenamiento, y a medida que estos crecen, la predicción de un nuevo
dato tarda más tiempo (0.2213 s), siendo un comportamiento poco ade-
cuado para trabajar en un sistema de recursos limitados, y en especial
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Tabla 6.5
Resultados para los diferentes clasificadores con la base de datos C.
Grieta Grieta
Datos Método Longitudinal Transversal
Precision Recall Precision Recall
C4.5 86.7 % 83.6 % 92.7 % 92.2 %










































RIPPER 87.2 % 81.6 % 92.4 % 92.8 %
KNN 86.4 % 80.3 % 90.8 % 96.8 %
Naïve Bayes 70.5 % 45.4 % 86.1 % 95.4 %
BFTree 87.4 % 80.9 % 93.4 % 97.8 %
Grieta Pavimento
de tipo Malla sin grietas
Precision Recall Precision Recall
C4.5 93.2 % 92.3 % 93.8 % 96.6 %
LMT 92.9 % 93 % 93.5 % 96.7 %
RIPPER 92.2 % 92.3 % 93.3 % 96.8 %
KNN 98.2 % 88.9 % 93.7 % 96.4 %
Naïve Bayes 78.4 % 85.9 % 64.1 % 72.4 %
BFTree 92.7 % 92.5 % 91.1 % 91.4 %
bajo las restricciones de tiempo real impuestas anteriormente.
Tras analizar la Tabla 6.6, se detecta que los modelos que siempre están
dentro de los tres primeros puestos para las bases de datos analizadas,
son el método C4.5 y BFTree. Sin embargo, el tercer modelo recae entre
el método LMT y RIPPER, motivo por el cual se deben de analizar dos
ensembles diferentes:
• Ensemble A: Compuesto por los algoritmos C4.5, BFTree y LMT.
• Ensemble B: Compuesto por los algoritmos C4.5, BFTRee y RIP-
PER.
Tabla 6.6














C4.5 94.2 % 89.2 % 91.3 % 0.00819
LMT 94.5 % 90.1 % 90.3 % 0.01334
RIPPER 93.3 % 89.7 % 91.1 % 3.7532·10-4
KNN 98.1 % 89.8 % 91.3 % 0.221362
Naïve Bayes 80.9 % 74.3 % 73.9 % 0.047550
BFTree 94.5 % 89.2 % 90.9 % 2.38703·10-4
Tal y como se puede observar en la Tabla 6.7 en la que se han marca-
do en rojo los valores máximos para cada ensemble, se puede concluir
con certeza que el Ensemble B proporciona una mejor tolerancia a fallos
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en la toma de decisión respecto al Ensemble A. Además, se demuestra
de forma empírica que el uso de varios modelos heterogéneos dentro
de un ensemble (véase la Figura 5.9) proporciona resultados superio-
res comparados a los obtenidos por los modelos individuales de la
Tabla 6.3, Tabla 6.4 y la Tabla 6.5.
Tabla 6.7
Resultados de los diferentes ensembles.
Grieta Grieta
Datos Método Longitudinal Transversal
Precision Recall Precision Recall
Ensemble A 97 % 94.5 % 97.1 % 98%






de tipo Malla sin grietas
Precision Recall Precision Recall
Ensemble A 93.9 % 94% 95.5% 97 %
Ensemble B 97.2% 94% 94.6 % 99%
Grieta Grieta
Datos Método Longitudinal Transversal
Precision Recall Precision Recall
Ensemble A 85.9 % 85.1% 97.6% 98.4 %






de tipo Malla sin grietas
Precision Recall Precision Recall
Ensemble A 89.3% 89.7% 91.4% 89.6 %
Ensemble B 89.2 % 89.7% 91.2 % 90.3%
Grieta Grieta
Datos Método Longitudinal Transversal
Precision Recall Precision Recall
Ensemble A 89 % 85.6 % 94.5 % 97.3%






de tipo Malla sin grietas
Precision Recall Precision Recall
Ensemble A 95.2 % 94.9% 94.1 % 93.3 %
Ensemble B 95.3% 94.9% 94.7% 94.1%
6.5 CLASIFICACIÓN MEDIANTE CARACTERÍSTICAS OPTIMIZADAS
Determinados los modelos de clasificación que forman el ensemble, y
observando las ventajas que este enfoque proporciona sobre los mode-
los individuales, es el momento de reducir la dimensionalidad de los
atributos y dotar de interpretabilidad al modelo (véase la Sección 5.3).
Dado que el ensemble está compuesto de dos algoritmos basados en
árboles de clasificación, y reglas de decisión, es relativamente sencillo
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que una persona que tenga el modelo completo y sea capaz de inter-
pretarlo, pues inconscientemente solemos realizar reglas de asociación
y esquemas de árboles de decisión desde la infancia. Sin embargo, de-
pendiendo del número de atributos de los datos y de lo que estos
representan, la tarea ya no es tan sencilla. Existen por tanto dos des-
ventajas con el ensemble propuesto, y es que no permite realizar una
predicción con imágenes de un tamaño diferente, y aunque las inte-
grales proyectivas reducen el tamaño de la imagen, no proporcionan
atributos fácilmente interpretables si el número de filas y columnas
crece.
Debido a esto, se proponen tres enfoques para reducir los datos tal y
como se detalla a continuación:
• Ensemble PCA: Ensemble empleando el conjunto de característi-
cas reducida que proporciona el análisis de componentes princi-
pales manteniendo un 95% de variabilidad de los datos. El nú-
mero de atributos resultante para este porcentaje de variabilidad
en las diferentes bases de datos es el siguiente:
– Base de datos A: 7 atributos + 1 atributo de clase.
– Base de datos B: 49 atributos + 1 atributo de clase.
– Base de datos C: 46 atributos + 1 atributo de clase.
• Ensemble PCA (4): Ensemble empleando el análisis de compo-
nentes principales seleccionando únicamente las cuatro primeras
componentes principales.
• Ensemble IPMDM: Ensemble empleando la reducción de datos
propuesta en la Sección 5.3.
La Tabla 6.8 muestra el resultado de los anteriores enfoques en el que
se ha marcado en rojo el valor máximo de los valores de Precision y
Recall para cada clase. Como se puede observar generalmente el en-
semble junto con la reducción de datos propuesta en la Sección 5.3 se
comporta casi como un clasificador perfecto sin fallos en la Base de da-
tos A, llegando a serlo para la base de datos C. Y el uso del método de
reducción de atributos basado en componentes principales es capaz de
clasificar sin errores, un tipo en concreto de grietas como las transver-
sales de la base de datos C, pero generalmente se queda como mínimo
a una diferencia de un 1.5%. No obstante, es en la base de datos B don-
de se aprecian las diferencias más significativas entre los tres enfoques,
llegando a haber una diferencia en las grietas de tipo longitudinales en
cuanto a valores de Precision (y de forma similar en cuanto al Recall) de
un 18.5% y un 21.3% respectivamente para el análisis de componentes
principales al 95% de confianza y con cuatro componentes principales
frente a la reducción propuesta en esta Tesis Doctoral.
Por tanto, la reducción propuesta es superior a los resultados que pue-
de proporcionar el análisis de componentes principales, en sus dos
versiones analizadas. Por otro lado, debido a que los atributos emplea-
dos en la reducción se pueden interpretar fácilmente por una perso-
na, los modelos basados en reglas y en árboles, los cuales separan los
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datos mediante los valores de los atributos, también adquieren esta
características. Además, hay que destacar que al reducir las caracterís-
ticas a únicamente cuatro, el ensemble tarda la insignificante cifra de
1.8667 · 10-4s en clasificar un nuevo dato, que unido al tiempo de pro-
cesamiento de las imágenes sigue proporcionando la misma tasa de
imágenes por segundo (aprox. 40 fps).
Tabla 6.8
Resultados del ensemble con diferentes enfoques de reducción de datos.
Grieta Grieta
Datos Método Longitudinal Transversal
Precision Recall Precision Recall
Ensemble PCA 95.8 % 96.5 % 96.5 % 96 %





































) Ensemble IPMDM 99.5% 100% 100% 99.5%
Grieta Pavimento
de tipo Malla sin grietas
Precision Recall Precision Recall
Ensemble PCA 98.2 % 98 % 99.1 % 98 %
Ensemble PCA (4) 98.2 % 99 % 100% 98 %
Ensemble IPMDM 100% 100% 100% 100%
Grieta Grieta
Datos Método Longitudinal Transversal
Precision Recall Precision Recall
Ensemble PCA 78.4 % 79.5 % 96.5 % 95.1 %





































) Ensemble IPMDM 96.9% 94.2% 99.8% 99.8%
Grieta Pavimento
de tipo Malla sin grietas
Precision Recall Precision Recall
Ensemble PCA 91.8 % 88.2 % 86.7 % 89 %
Ensemble PCA (4) 90.6 % 87.9 % 86.7 % 89.4 %
Ensemble IPMDM 92.2% 95.3% 97.5% 97.8%
Grieta Grieta
Datos Método Longitudinal Transversal
Precision Recall Precision Recall
Ensemble PCA 97.9 % 98.4 % 100% 100%









































) Ensemble IPMDM 100% 100% 100% 100%
Grieta Pavimento
de tipo Malla sin grietas
Precision Recall Precision Recall
Ensemble PCA 98.3 % 97.4 % 98.5 % 98.5 %
Ensemble PCA (4) 98.2 % 98.3 % 97.2 % 97.2 %
Ensemble IPMDM 100% 100% 100% 100%
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6.6 COMPARACIÓN CON PROPUESTAS EXISTENTES
Una vez se ha seleccionado el mejor ensemble (compuesto por C4.5, RIP-
PER y BFTree) junto con la reducción de los atributos, queda comparar
sus resultados con las propuestas existentes de otros autores de la lite-
ratura científica (Véase el Capítulo 4). Sin embargo, no todos los autores
se centran en las mismas tareas ni trabajan sobre los mismos tipos de
defectos, y por ello, se ha decidido llevar a cabo la comparativa con las
tres siguientes propuestas de sus respectivos autores:
• Cubero-Fernandez et al. [42]: Estos autores se centran en la clasifi-
cación del mismo tipo de grietas así como proponer una clasifica-
ción multi-modelo.
• Hoang y Nguyen [75]: En el caso de estos autores la clasificación
se realiza únicamente con un único modelo, y los tipos de de-
fectos analizados son los mismos que persigue la presente Tesis
Doctoral.
• Li et al. [101]: En este caso, los autores emplean una metodología
mediante dos modelos en dos etapas o pasos para clasificar los
defectos.
Los resultados con los trabajos de Cubero-Fernandez et al. y Hoang y Ngu-
yen se pueden encontrar en la Tabla 6.9 para las tres bases de datos de
la Tabla 6.1. Se puede observar que para la base de datos A, las diferen-
cias con el ensemble en términos de Precision y Recall para las grietas
longitudinales, transversales y en la clasificación de pavimentos sin de-
fectos, son por lo general mayores al 20% respecto a la propuesta de
Cubero-Fernandez et al., y que los modelos de estos autores únicamente
se aproximan en términos de Precision en las grietas de tipo malla pero
no en valores de Recall. En cuanto al trabajo de Hoang y Nguyen, se
observa que esta diferencia se disminuye, pero que siguen por encima
del 14 % para el caso de la detección de los patrones más comunes, la
superficie sin defectos.
En el caso de la base de datos B, en la que las clases están desbalan-
ceadas, se observa que el ensemble de modelos obtiene el máximo de
los valores en todos los tipos de grietas en las dos métricas analizadas.
La única excepción, se observa en la clase de los pavimentos sin defec-
tos, donde en valores de Recall, el ensemble se encuentra un 0.4% por
debajo de la propuesta de Cubero-Fernandez et al., pero que en térmi-
nos de Precision para el mismo tipo de imágenes el ensemble obtiene
un 16.03% más. En lo referente a la propuesta de Hoang y Nguyen se
observa que aunque se comporta en general un poco mejor que la de
Cubero-Fernandez et al., sigue sin poder competir en resultados con el
ensemble.
En cuanto a los resultados de la base de datos C, tal y como se obser-
va, el ensemble proporciona una salida en la predicción sin errores y
que comparado con las propuestas de Cubero-Fernandez et al. y Hoang y
Nguyen, la mejora en algunos tipos de grietas como las longitudinales
se encuentra en torno al 15% en términos de Precision y al 20% en los
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valores de Recall, y en el resto de grietas no son capaces de superar los
obtenidos por el ensemble propuesto.
Tabla 6.9
Resultados de la comparación con otros autores para las tres bases de datos.
Grieta Grieta
Datos Método Longitudinal Transversal






































et al. [42] 67 % 81.7 % 72 % 81 %
Hoang y
Nguyen [75] 97.5 % 96 % 97 % 96.5 %
Ensemble 99.5% 100% 100% 99.5%
Grieta Pavimento
de tipo Malla sin grietas
Precision Recall Precision Recall
Cubero-Fernandez
et al. [42] 97 % 78.8 % 85 % 80.1 %
Hoang y
Nguyen [75] 91.6 % 98 % 88.7 % 86 %
Ensemble 100% 100% 100% 100%
Grieta Grieta
Datos Método Longitudinal Transversal






































et al. [42] 80.89 % 57.43 % 91.77 % 68.10 %
Hoang y
Nguyen [75] 76.3 % 78.6 % 89.7 % 88.9 %
Ensemble 96.9% 94.2% 99.8% 99.8%
Grieta Pavimento
de tipo Malla sin grietas
Precision Recall Precision Recall
Cubero-Fernandez
et al. [42] 61.28 % 80.11 % 81.47 % 98.2%
Hoang y
Nguyen [75] 90 % 87.4 % 93.7 % 93.5 %
Ensemble 92.2% 95.3% 97.5% 97.8 %
Grieta Grieta
Datos Método Longitudinal Transversal










































et al. [42] 84.8 % 70.6 % 97.1 % 85.5 %
Hoang y
Nguyen [75] 83 % 79.3 % 93 % 91.9 %
Ensemble 100% 100% 100% 100%
Grieta Pavimento
de tipo Malla sin grietas
Precision Recall Precision Recall
Cubero-Fernandez
et al. [42] 72.4 % 84.3 % 88.1 % 97.7 %
Hoang y
Nguyen [75] 95.4 % 92.8 % 91.3 % 95.6 %
Ensemble 100% 100% 100% 100%
Las comparaciones de los resultados con el trabajo de Li et al. [101],
se muestran en la Tabla 6.10. En este caso, los autores no consideran
las imágenes en las que no existen defectos, y por lo tanto se han eli-
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minado dichos patrones de la base de datos para poder realizar la
comparación. Además, al igual que hacen los autores, se realiza una
clasificación en dos etapas, primero en grietas de tipo malla o lineal,
y luego estas últimas en longitudinales y transversales. Debido a esto,
ahora existen dos ensembles (cada uno de ellos compuesto por los mismos
algoritmos y la reducción de atributos seleccionados en las secciones anterio-
res) para la realización de la clasificación en dos pasos. Con esta com-
paración, se pretende analizar la metodología presentada en esta Tesis
Doctoral en un escenario de clasificación por partes, pero empleando
la propuesta del ensemble.
Tabla 6.10
Resultados del ensemble considerando sólo tres tipos de clases para las tres bases de
datos.
Grieta Grieta
Datos Método Paso 1 de tipo Malla de tipo Lineal
Precision Recall Precision Recall


































) Ensemble 100% 100% 100% 100%
Grieta Grieta
Método Paso 2 Longitudinal Transversal
Precision Recall Precision Recall
Li et al. [101] 86.6 % 81 % 82.2 % 87.5 %
Ensemble 99% 100% 100% 99%
Grieta Grieta
Datos Método Paso 1 de tipo Malla de tipo Lineal
Precision Recall Precision Recall



































) Ensemble 95% 94.2% 98.1% 98.3%
Grieta Grieta
Método Paso 2 Longitudinal Transversal
Precision Recall Precision Recall
Li et al. [101] 98 % 94.2 % 94.8 % 98 %
Ensemble 99% 98.8% 98.7% 98.9%
Grieta Grieta
Datos Método Paso 1 de tipo Malla de tipo Lineal
Precision Recall Precision Recall







































Ensemble 100% 100% 100% 100%
Grieta Grieta
Método Paso 2 Longitudinal Transversal
Precision Recall Precision Recall
Li et al. [101] 97.8 % 94.9 % 94.8 % 97.7 %
Ensemble 100% 100% 100% 100%
Tal y como aparece marcado en color rojo en Tabla 6.10, para la base
de datos A, no existirían diferencias entre el ensemble propuesto y la
metodología de Li et al. para la distinción entre grietas de tipo malla
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y lineales, puesto que realizan una clasificación perfecta. Sin embargo,
para el resto de clases y bases de datos, el ensemble siempre obtiene
resultados más altos y en el caso de la base de datos C, se llega a la
clasificación perfecta, cosa que no ocurre con la propuesta de Li et al..
Esto demuestra que aunque se lleve a cabo una clasificación en dos
pasos con diferentes modelos individuales, la combinación de varios
modelos en un ensemble es más tolerante a fallos de clasificación.
7C O N C L U S I O N E S Y T R A B A J O S F U T U R O S
La conclusión final es que sabemos muy poco, y no obstante
es asombroso que sepamos tanto, y más sorprendente aún
que tan poco conocimiento nos dé tanto poder.
Bertrand Russell 1
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7.1 CONCLUSIONES
El principal objetivo que ha guiado la realización de la presente Tesis
Doctoral ha sido el desarrollo de un sistema automático para la detección
y la clasificación de grietas en pavimentos. Para tal fin se distinguieron
una serie de objetivos concretos que guiaban las partes que necesitaba
alcanzar el sistema. Por ello, el sistema propuesto se divide en dos par-
tes de acuerdo a los objetivos marcados, la detección de grietas, y la
clasificación de las grietas.
En cuanto a la detección de las grietas, se puede observar en la meto-
dología expuesta y corroborar con los experimentos que el sistema es
capaz de procesar las imágenes a una tasa aproximada de 40 imágenes
por segundo con una resolución de 320x320. Esta característica lo hace
susceptible de poder trabajar con cámaras a una tasa mayor de 25 fps,
o bien emplear resoluciones mayores si fuera necesario. Además, tal
y como se demuestra con el hardware utilizado para llevar a cabo los
experimentos, no existen impedimentos en emplearse la metodología
propuesta en sistemas heterogéneos de bajo coste y recursos compu-
tacionales limitados, tal y como perseguía uno de los objetivos de la
presente Tesis Doctoral.
En lo referente a la segunda parte del sistema, la cual está centrada
en la clasificación de las imágenes en grietas de tipo malla, grietas
longitudinales y grietas transversales, así como clasificar cuando una
imagen corresponde a un asfalto libre de grietas, se ha propuesto el
uso de un ensemble de modelos. Dicho ensemble está regido por el
voto de la mayoría y compuesto por el número mínimo de métodos
de clasificación para poder realizar este esquema de votación. Por otro
lado, se ha proporcionado una reducción de los atributos que alimen-
tan estos modelos del ensemble, consiguiendo reducir el espacio de
características de entrada a sólo cuatro, siendo éstas invariantes a la
resolución de la imagen y la localidad del defecto en la imagen. Estas
nuevas características “dada su naturaleza” son interpretables, a dife-
rencia de otros enfoques basados únicamente en integrales proyectivas.
Estas características permiten generar un ensemble basado en árboles
de clasificación y reglas de inducción que se comporta casi como un
clasificador sin errores para las tres bases de datos analizadas en este
documento. De este modo, se ha demostrado que un ensemble de mo-
delos junto con la reducción de datos propuesta, se comporta mucho
mejor que los modelos individuales. Considerando los resultados de
todas las bases de datos analizadas, la diferencia mínima y máximas
son de un 2.4% y 12.6% para la métrica de Precision, y un 1% y 16.4%
para la métrica de Recall. Además, este enfoque proporciona unos re-
sultados más precisos que las propuestas de otros autores (basadas en
otros modelos de clasificación individuales o en varios pasos de clasificación),
existiendo diferencias de hasta un 20% en términos de métricas men-
cionadas anteriormente.
Una de las ventajas principales que se pueden deducir del sistema pro-
puesto es su versatilidad, debido a que al estar separado en dos partes,
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es posible utilizar cada una de ellas de forma independiente en sis-
temas distribuidos o incluso sustituir completamente alguna de ellas
para emplear otras metodologías como la extracción de características
basada en aprendizaje profundo, aunque en ese caso habría que anali-
zar su rendimiento en sistemas de baja capacidad de cómputo.
Además de todo lo anterior, para llevar a cabo los experimentos, se ha
creado una base de datos, la cual ha sido etiquetada patrón a patrón
manualmente y que se facilita a la comunidad científica para que pue-
dan hacer un uso sin restricciones de ella, para entrenar otros modelos
diferentes o bien compararse con la metodología propuesta en este do-
cumento.
Por todo ello, se considera que todos los objetivos sin excepción han
sido cumplidos satisfactoriamente con resultados aún mejor de los es-
perados originalmente, y que sin duda el trabajo realizado tiene su
aportación en la literatura científica y plantea nuevas vías que descu-
brir y pasos que mejorar como se detalla en la siguiente sección.
7.2 TRABAJOS FUTUROS
Dada las características del sistema que se ha propuesto así como sus
resultados, se pueden plantear diferentes mejoras así como nuevos
campos de aplicación que permitan aprovechar su versatilidad.
Una de las primeras mejoras que se puede aplicar es la parte de ex-
tracción de características. Tal y como se observó en la Sección 6.3 el
cambio del lugar del procesamiento de CPU a GPU mejoró drástica-
mente la tasa de imágenes por segundos a la que se puede trabajar, y es
posible emplear el mismo enfoque con el resto de métodos siguiendo
esta filosofía para analizar si es posible obtener una velocidad mayor
de procesamiento. Además en esta parte del sistema, en concreto, en
la obtención de la imagen binaria se detectaban pequeños artefactos,
los cuales no tienen un gran impacto en la clasificación, pero que po-
drían eliminarse mediante una paso similar a la propuesta de Amhaz
et al. [9], o bien mediante algún algoritmo de agrupamiento basado en
densidades como los que se introdujeron en la Sección 3.2.1. No obs-
tante, habría que analizar el impacto que tendría en el rendimiento de
la clasificación y el tiempo empleado para eliminarlos.
En lo referente a la clasificación de defectos, sería interesante realizar
un estudio para determinar el grado de deterioro de una grieta, para
decidir en qué casos es necesario realizar un tratamiento preventivo
o una reparación completa, basándose por ejemplo en el ancho de las
grietas en la imagen o detectando su profundidad (mediante visión es-
tereoscópica o sensores de profundidad). Por otro lado, sería interesante
ampliar en investigaciones futuras el número de defectos que puedan
aparecer en la capa del asfalto más allá de las grietas como baches,
degradación de la granulación del asfalto o adición de polución a la
superficie, entre otros [147]. Además, aprovechando la modularidad
que presenta el uso de los ensembles de modelos, podría ser interesan-
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te realizar un análisis de la incorporación de algoritmos basados en
lógica difusa [164, 165] que permitan agregar más información de los
expertos, cuando esta sea imprecisa y basada en intuiciones.
Por último, dada la versatilidad del sistema al poder incorporarse en
diferentes sistemas de computo de recursos limitados similares al uti-
lizado para llevar a cabo los experimentos (NVIDIA Jetson Nano [130]),
se podría emplear para analizar grietas en superficies cementadas co-
mo las calles, o en lugares críticos como túneles o presas, en las que sea
necesario el uso de un sistema aéreo no tripulado de unas dimensiones
reducidas.
8C O N C L U S I O N S A N D F U T U R E W O R K S
The final conclusion is that we know very little, and yet it is astonishing
that we know so much, and still more astonishing that
so little knowledge can give us so much power.
Bertrand Russell 1
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8.1 CONCLUSIONS
This Doctoral Thesis has been guided by the main objective to deve-
lop an Automatic system for pavement crack detection and classification. For
this reason, different specific objectives were recognized to identify the
parts that the system needed to achieve. Therefore, the proposed sys-
tem is divided into two parts according to the objectives, crack detec-
tion, and crack classification.
Regarding crack detection stage, it can be observed in the methodo-
logy and the experiments exposed, that the system can process images
at approximately 40 fps with a resolution of 320x320. The proposed
system is able to work with cameras at a frame rate greater than 25
fps, or use higher resolutions, if necessary. Also, as it is shown by the
hardware used to carry out the experiments, that there are no impedi-
ments to apply the proposed methodology in low-cost heterogeneous
systems with constrained computational resources, as one of the objec-
tives sought in this Doctoral Thesis.
The second task of the system is focused on classifying images into
alligator cracks, longitudinal cracks, and transverse cracks. Besides, it
must be able to determine when an image corresponds to an asphalt
free of cracks. For this task, the use of an ensemble model has been
proposed. This ensemble is guided by majority voting and it is compo-
sed of the minimum number of classification methods to carry out this
voting scheme. Also, a reduction of the attributes that feed the ensem-
ble model has been provided, mapping the space of input features to
only four. These new features are invariant to the resolution of the ima-
ge and the location of the crack in the image. Besides, these attributes
are interpretable unlike other approaches based solely on projective in-
tegrals or principal component analysis. This allows the generation of
an ensemble based on classification trees and induction rules that beha-
ves almost like an error-free classifier for the three databases analyzed.
Thus, it has been demonstrated that the proposed ensemble model and
data reduction obtain more accurate results than any of the individual
models. Analyzing the results of all the databases, the minimum and
maximum differences are 2.4% and 12.6% for the Precision metric, and
1% and 16.4% for the Recall metric. Also, this approach provides better
results than the proposals of other authors (based on single or multi-step
classification models), with differences of up to 20% in terms of the me-
trics above-mentioned.
One of the main advantages that can be deduced from the proposed
system is its versatility because it can be split into two parts. In con-
sequence, it is possible to use each part independently in distributed
systems or even to replace completely some of them to use other metho-
dologies such as feature extraction based on deep learning. However,
in this last case, we would have to analyze its performance in low-
resource systems.
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In addition, to carry out the experiments, a database has been created,
which has been labeled manually pattern by pattern, and which is pro-
vided to the scientific community with unrestricted use. It allows other
experts to use it, to train other different models, or even to compare
themselves with the methodology proposed in this document.
Hence, it is considered that all the objectives without exception have
been satisfactorily completed with even better results than initially ex-
pected. Also, the work carried out has its contribution to the scientific
literature and raises new avenues to be discovered and steps to be im-
proved as detailed in the following section.
8.2 FUTURE WORKS
The features of the system that has been proposed as well as its results
could be improved, and considering its versatility could be applied to
new fields of application.
The first improvement that can be applied is in the feature extraction
part. As detailed in Section 6.3, the change in processing context from
CPU to GPU improved the frame rate. Hence, the same change could
be applied to other methods to analyze if it is possible to obtain a hig-
her frame rate. Also, in this part of the system, small artifacts were
detected in the binary image, which does not have a large impact on
classification, but they could be removed in an additional step similar
to the proposal of Amhaz et al. [9], or by some density-based clustering
algorithm as introduced in Section 3.2.1. However, the impact on clas-
sification performance and the time taken to remove them should be
analyzed.
Another point to analyze is in the classification step. It would be in-
teresting to carry out a study to determine the degree of deterioration
of a crack, to decide in which cases it is necessary a preventive treat-
ment or a complete reparation. This could be based for example on the
width of the cracks in the image or by detecting their depth (by means
of stereoscopic vision or depth sensors). On the other hand, it would be in-
teresting to extend in future investigations the number of defects that
may appear in the asphalt layer beyond the cracks, such as potholes,
ravelling, or addition of pollution to the surface, among others [147].
Also, taking advantage of the modularity presented by the use of an
ensemble model, it could be interesting to carry out an analysis of the
incorporation of algorithms based on fuzzy logic [164, 165] allowing
the addition of more information from experts, when this is imprecise
and based on their intuition.
Finally, given the versatility of the system to be used in different com-
puter systems with constrained resources, like the one used in the ex-
periment section (NVIDIA Jetson Nano [130]), it would be interesting
to use the system in other problems scenarios. For example, the sys-
tem could be used to analyze the cracks in concrete structures such as
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streets, or even in critical places such as tunnels or dams, where the
use of small unmanned aerial systems are necessary.
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[204] Şaban Öztürk and Bayram Akdemir: Comparison of edge detection
algorithms for texture analysis on glass production. Procedia - Social
and Behavioral Sciences, 195:2675–2682, jul 2015. (Citado en la
página 32.)

