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MONOTONE SOBOLEV FUNCTIONS IN PLANAR DOMAINS:
LEVEL SETS AND SMOOTH APPROXIMATION
DIMITRIOS NTALAMPEKOS
Abstract. We prove that almost every level set of a Sobolev function in a
planar domain consists of points, Jordan curves, or homeomorphic copies of
an interval. For monotone Sobolev functions in the plane we have the stronger
conclusion that almost every level set is an embedded 1-dimensional topological
submanifold of the plane. Here monotonicity is in the sense of Lebesgue: the
maximum and minimum of the function in an open set are attained at the
boundary. Our result is an analog of Sard’s theorem, which asserts that for a
C2-smooth function in a planar domain almost every value is a regular value.
As an application we show that monotone Sobolev functions in planar domains
can be approximated uniformly and in the Sobolev norm by smooth monotone
functions.
1. Introduction
The classical theorem of Sard [Sar42] asserts that for a C2-smooth function f
in a planar domain Ω almost every value is a regular value. That is, for almost all
t ∈ R the set f−1(t) does not intersect the critical set of f , and hence, f−1(t) is
an embedded 1-dimensional C2-smooth submanifold of the plane. This theorem is
sharp, in the sense that the C2-smoothness cannot be relaxed to C1-smoothness,
as was shown by Whitney [Whi35].
In fact, Sard’s theorem and some of the other theorems that we quote below have
more general statements that hold for maps defined in subsets of Rn, taking values
in Rm, and having appropriate regularity. In order to facilitate the comparison
to our results, we will only give formulations in the case of real-valued functions
defined in planar domains.
Several generalizations and improvements of Sard’s theorem have been proved
since the original theorem was published. In particular, Dubovitskii [Dub57] proved
that a C1-smooth function f in a planar domain has the property that for a.e. value
t ∈ R the set f−1(t) intersects the critical set in a set of Hausdorff 1-measure zero.
De Pascale [dP01] extended the conclusion of Sard’s theorem to Sobolev functions
of the class W 2,p, where p > 2. For other versions of Sard’s theorem in the setting
of Ho¨lder and Sobolev spaces see [Bat93], [BHS05], [Fig08], [Nor86].
Now, we turn our attention to the structure of the level sets of functions, instead
of discussing the critical set. Theorem 1.6 in [BHS05] states that if f ∈ W 1,ploc (R
2),
then there exists a Borel representative of f such that for a.e. t ∈ R the level set
f−1(t) is equal to Z ∪
⋃
j∈NKj , where H
1(Z) = 0, Kj ⊂ Kj+1, and Kj is contained
in an 1-dimensional C1-smooth submanifold Sj of R
2 for j ∈ N.
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Under increased regularity, Bourgain, Korobkov, and Kristensen [BKK13] proved
that if f ∈ W 2,1(R2) then for a.e. t ∈ R the level set f−1(t) is an 1-dimensional
C1-smooth manifold. We direct the reader to [BKK13] and the references therein
for a more detailed exposition of generalizations of Sard’s theorem.
Our first theorem is the following:
Theorem 1.1. Let Ω ⊂ R2 be an open set and u : Ω→ R be a continuous function
that lies in W 1,ploc (Ω) for some 1 ≤ p ≤ ∞. Then for a.e. t ∈ R the level set u
−1(t)
has locally finite Hausdorff 1-measure and each component of u−1(t) is either a
point, or a Jordan curve, or it is homeomorphic to an interval.
This result generalizes a result of Alberti, Bianchini, and Crippa [ABC13, Theo-
rem 2.5(iv)], who obtained the same conclusion under the weaker assumptions that
u is Lipschitz and compactly supported.
Under no further regularity assumptions, we do not expect in this case the level
sets to be 1-dimensional manifolds. Instead, we pose some topological restriction:
Definition 1.2. Let Ω ⊂ Rn be an open set and f : Ω → R be a continuous
function. We say that f is monotone if for each open set U ⊂⊂ Ω the maximum
and the minimum of f on U are attained on ∂U . That is,
max
U
f = max
∂U
f and min
U
f = min
∂U
f.
Here the notation U ⊂⊂ Ω means that U is compact and is contained in Ω. This
definition can also be extended to real-valued functions defined in a locally compact
metric space X .
Remark 1.3. If f extends continuously to Ω, then we may take U ⊂⊂ Ω in the
above definition.
Monotonicity in Definition 1.2 is in the sense of Lebesgue [Leb07]. There are
other more general notions of monotonicity; e.g. there is a notion of weak mono-
tonicity due to Manfredi [Man94] that agrees with Lebesgue monotonicity for the
spaces W 1,p, p ≥ 2. We now state our main theorem:
Theorem 1.4. Let Ω ⊂ R2 be an open set and u : Ω→ R be a continuous monotone
function that lies in W 1,ploc (Ω) for some 1 ≤ p ≤ ∞. Then for a.e. t ∈ R the level set
u−1(t) has locally finite Hausdorff 1-measure and it is an embedded 1-dimensional
topological submanifold of R2.
Recall that a set J ⊂ R2 is an embedded 1-dimensional sumbanifold of R2 if for
each point x ∈ J there exists an open set U in R2 and a homeomorphism φ : U → R2
such that φ(J) = R. By the classification of 1-manifolds (see Theorem 5.1), each
component of J is homeomorphic to S1 or to R.
Monotone Sobolev functions appear as infimizers of certain energy functionals,
not only in the Euclidean setting, such as A-harmonic functions [HKM93], but
also in metric spaces. For example, they appear as real and imaginary parts of
“uniformizing” quasiconformal mappings into the plane from metric spaces X that
are homeomorphic to the plane; see [Raj17], [RR19]. Our proof is partly topolog-
ical and can be applied also in these settings, leading to the understanding of the
level sets of the “uniformizing” map, which is crucial for proving injectivity prop-
erties. The results in this paper can be used to simplify some of the arguments in
[Raj17]. More specifically, our techniques yield the following result in the metric
space setting.
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Theorem 1.5. Let (X, d) be a metric space homeomorphic to R2 and Ω be an open
subset of X. Suppose that u : Ω → R is a continuous function with the property
that for a.e. t ∈ R the level set u−1(t) has locally finite Hausdorff 1-measure (in the
metric of X). Then for a.e. t ∈ R each component of the level set u−1(t) is either
a point, or a Jordan curve, or it is homeomorphic to an interval.
If, in addition, u is monotone, then for a.e. t ∈ R the level set u−1(t) is an
embedded 1-dimensional topological submanifold of X.
Monotone Sobolev functions enjoy some important further regularity properties.
For example, if f = (u1, . . . , un) : R
n → Rn is continuous and monotone, in the
sense that the coordinate functions ui are, and f ∈ W
1,n
loc (R
n), then f is differ-
entiable a.e. and it has the Luzin property, i.e, it maps null sets to null sets; see
[HM02, Lemma 1.3]. For this reason, the approximation of Sobolev functions u in
the Sobolev norm by locally weakly monotone Sobolev functions un, n ∈ N, has
been established in [HM02, Theorem 1.3]; a property of the approximants un in this
theorem that is important in applications is that the gradient of un vanishes on the
set {u 6= un}. As it is pointed out in that paper, in some cases the approximating
functions cannot be taken to be smooth, not even continuous.
As an application of Theorem 1.4 we give the following approximation theorem:
Theorem 1.6. Let Ω ⊂ R2 be a bounded open set and u : Ω → R be a continuous
monotone function that lies in W 1,p(Ω) for some 1 < p < ∞. Then there exists
α > 0 and a sequence {un}n∈N of monotone functions in Ω such that
(A) un is C
1,α-smooth in Ω, n ∈ N,
(B) un converges uniformly to u in Ω as n→∞,
(C) un converges to u in W
1,p(Ω) as n→∞,
(D) ‖∇un‖Lp(Ω) ≤ ‖∇u‖Lp(Ω), n ∈ N,
(E) un − u ∈ W
1,p
0 (Ω), n ∈ N.
In fact, un may be taken to be p-harmonic on a subset of Ω having measure arbi-
trarily close to full and C∞-smooth, except at a discrete subset of Ω. If p = 2, then
the functions un can be taken to be C
∞-smooth in Ω.
Here, a function f : Ω→ R is C1,α-smooth if it has derivatives of first order that
are locally α-Ho¨lder continuous.
We remark that standard mollification with a smooth kernel does not produce a
monotone function and one has to use the structure of the level sets of the monotone
function in order to construct its approximants. Therefore, Theorem 1.4 provides
us with a powerful tool in this direction.
For our proof we follow the strategy of [IKO11] and [IKO12], where it is proved
that Sobolev homeomorphisms of planar domains can be approximated by C∞-
smooth diffeomorphisms uniformly and in the Sobolev norm. In our proof we
have to deal with further technicalities, not present in the mentioned results for
homeomorphisms, which are related to the fact that our approximants un might
have critical points. In fact, un will be p-harmonic in a large subset of Ω and it is
known that at a critical point a p-harmonic function, p 6= 2, is only expected to be
C1,α-smooth, rather than C∞-smooth.
The main motivation for Theorem 1.6 was to study regularity properties of a
certain type of infimizers that appear in the setting of Sierpin´ski carpets and are
called carpet-harmonic functions ; see [Nta18, Chapter 2]. Namely, these infimizers
are restrictions of monotone Sobolev functions (under some geometric assumptions)
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and the approximation Theorem 1.6 would imply some absolute continuity proper-
ties for these functions. We will not discuss these applications any further in this
paper.
We pose some questions for further study. One of the reasons that we were not
able to prove approximation by smooth functions for all p ∈ (1,∞) in Theorem 1.6
was the presence of critical points of p-harmonic functions.
Question 1.7. Can a p-harmonic function be approximated uniformly and in the
W 1,p norm by C∞-smooth monotone functions near a critical point, when p 6= 2?
A positive answer to this question would imply that we may use smooth functions
in Theorem 1.6. It would be very surprising if this fails. Moreover, what can one
say for higher dimensions?
Question 1.8. Do analogs of Theorems 1.4 and 1.6 hold in higher dimensions?
The smooth approximation of Sobolev homeomorphisms is still open in higher
dimensions ([IKO12, Question 1.1], [Bal01]). Since the coordinate functions of a
homeomorphism are monotone, a first step in studying this problem would be to
study the smooth approximation of monotone Sobolev functions as in the above
question.
The paper is structured as follows. In Section 2 we study the level sets of Sobolev
functions. In particular, in Subsection 2.1 we prove Theorem 1.1 and in Subsection
2.2 we prove Theorem 1.4 and discuss the generalization that gives Theorem 1.5.
In Subsection 2.3 we include some gluing results for monotone functions that are
used in the proof of the approximation Theorem 1.6, but also are of independent
interest. Section 3 contains preliminaries on p-harmonic functions. The approxi-
mation Theorem 1.6 is proved in Section 4. Finally, in Section 5 we include some
quite standard smoothing results for monotone functions that are needed for the
proof of the approximation theorem.
Acknowledgments. The author would like to thank Tadeusz Iwaniec for a moti-
vating discussion and Matthew Romney for his comments on the manuscript.
2. Level sets of Sobolev and monotone functions
Throughout the entire section we assume that u : Ω → R is a non-constant
continuous function on an open set Ω ⊂ R2. We define At = u
−1(t) for t ∈ R,
which can be the empty set. For s < t we define As,t = u
−1((s, t)).
A Jordan arc in a metric space X is the image of the interval [0, 1] under a
homeomorphic embedding φ : [0, 1]→ X . In this case, the set φ((0, 1)) is called an
open Jordan arc. Finally, a Jordan curve is the image of S1 under a homeomorphic
embedding φ : S1 → X .
2.1. Level sets of Sobolev functions. In this subsection we study the level sets
of Sobolev functions and prove Theorem 1.1.
Lemma 2.1. Suppose that u ∈ W 1,p(Ω) for some 1 ≤ p ≤ ∞ and Area(Ω) < ∞.
Then for a.e. t ∈ R the level set At has finite Hausdorff 1-measure.
Proof. This follows from the co-area formula [MSZ03, Theorem 1.1], which is at-
tributed to Federer [Fed69, Section 3.2], and the Lp-integrability of ∇u:∫
H1(u−1(t)) dt =
∫
Ω
|∇u| ≤ ‖∇u‖Lp(Ω) ·Area(Ω)
1/p′ <∞,
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where 1p +
1
p′ = 1. 
Now, we restate and prove Theorem 1.1.
Theorem 2.2. Suppose that u ∈ W 1,ploc (Ω) for some 1 ≤ p ≤ ∞. Then for a.e.
t ∈ R the level set At has locally finite Hausdorff 1-measure and each component E
of At is either a point, or a Jordan curve, or it is homeomorphic to an interval.
Recall that u is assumed to be continuous. If a level set At = u
−1(t) is the empty
set then it has no components so the conclusions of the theorem hold trivially; this
is also true for other statements later in the paper, so we will not mention again
the possibility that the level sets can be empty.
Proof. Main Claim: Consider an open set U with U ⊂⊂ Ω. We restrict u to
a neighborhood of U that is compactly contained in Ω and apply Lemma 2.1. It
follows that for a.e. t ∈ R we have H1(At ∩ U) < ∞. We shall show as our Main
Claim that if we further exclude countably many values t, then each component E0
of At ∩ U is either a point, or a Jordan arc, or a Jordan curve.
Compact exhaustion argument: Assuming that the Main Claim holds for each
such U , we consider an exhaustion of Ω by a nested sequence of open sets {Un}n∈N,
each compactly contained in Ω, such that for a.e. t ∈ R the following holds for the
level set At: H1(At∩Un) <∞ and each component En of At∩Un is either a point,
or a Jordan arc, or a Jordan curve, for all n ∈ N. We let At be such a level set and
fix x0 ∈ At. We will show that the component E of At containing x0 is either a
point, or a Jordan curve, or it is homeomorphic to an interval.
We have x0 ∈ Un for all sufficiently large n. To simplify our notation, we
assume that this holds for all n ∈ N. Let E,En be the component of At, At ∩ Un,
respectively, that contains x0. We have En ⊂ En+1 ⊂ E for each n ∈ N, which
follows from the definition of a connected component (as the largest connected set
containing a given point). By the continuity of u, At is rel. closed in Ω, so En is
compact for all n ∈ N. If E ⊂ Un for some n ∈ N, then En = E and therefore E
itself is either a point, or a Jordan curve, or a Jordan arc by the Main Claim. This
completes the proof in this case.
Suppose now that E is not contained in Un for any n ∈ N. Then En necessarily
intersects ∂Un for each n ∈ N as we see below using the next lemma, which is a
direct consequence of [New51, IV.5, Corollary 1, p. 83].
Lemma 2.3. Suppose that F is a connected component of a compact set A in the
plane. Then for each open set U ⊃ F there exists an open set V with F ⊂ V ⊂⊂ U
and ∂V ∩ A = ∅.
In our case, if En ⊂ Un, then by the preceding lemma there exists an open set
V ⊃ En with V ⊂⊂ Un and ∂V ∩ (At ∩ Un) = ∅. This implies that ∂V ∩ At = ∅.
Then ∂V ∩ E = ∅ and it follows that V ∩ E is both open and closed in E, so
V ∩ E = E by the connectedness of E. Then E = V ∩ E ⊂ Un, which contradicts
our assumption that E 6⊂ Un for all n ∈ N. Therefore, En ∩ ∂Un 6= ∅ for all n ∈ N.
This implies that En cannot be a single point since it also contains x0 ∈ Un, so
En is either a Jordan arc, or a Jordan curve for each n ∈ N, by the Main Claim.
Note that En+1 ) En for all n ∈ N, since En+1 ∩∂Un+1 6= ∅ and ∂Un+1∩∂Un = ∅,
as Un ⊂⊂ Un+1. If En is a Jordan curve, then En+1 can be neither a Jordan
curve, nor a Jordan arc, as it is strictly larger than En (this uses the fundamental
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fact that S1 is not homeomorphic to [0, 1]). Therefore, En is a Jordan arc for all
n ∈ N, and there exist homeomorphisms φn : [0, 1] → En, n ∈ N. Since En (
En+1, these homeomorphisms can be pasted appropriately to obtain a continuous
injective map φ : I →
⋃
n∈NEn =: E , where I ⊂ R is either R or [0,∞) (after a
change of variables). Assume that I = [0,∞); the other case is treated in the same
way. The map φ has the property that φ−1(En) is a compact subinterval of I and
φ−1(En) ( φ
−1(En+1) for n ∈ N. Moreover, φ(I) = E exits all compact subsets of
Ω.
It now remains to show that φ is a homeomorphism and that E =
⋃
n∈NEn,
concluding therefore that E is homeomorphic to an interval as desired. This is
subtle and requires to use the assumption that H1(At ∩ Un) <∞ for all n ∈ N.
We first claim that φ(s) does not accumulate at any point of Ω as s→∞. Assume
for the sake of contradiction that φ(s) converges to a point y0 ∈ Un0 ⊂ Ω along a
subsequence of s→∞, for some n0 ∈ N. Since φ(s) exits all sets Un, we may find
disjoint intervals [an, bn], n ∈ N, such that φ(an)→ y0 as n→∞, φ([an, bn]) ⊂ Un0 ,
and φ(bn) ∈ ∂Un0 for all n ∈ N. It follows that lim infn→∞ diam(φ([an, bn])) ≥
dist(y0, ∂Un0) > 0. Since the diameter is a lower bound for the Hausdorff 1-measure
in connected spaces (see [Sem10, Section 18, p. 18]), we have
H1(At ∩ Un0) ≥
∑
n∈N
H1(φ([an, bn])) ≥
∑
n∈N
diam(φ([an, bn])) =∞,
a contradiction.
This now implies that φ is a homeomorphism of I onto E . Indeed, if φ(sn) = yn ∈
E is a sequence converging to φ(s0) = y0 ∈ E , then yn is contained in a compact
subset of Ω for all n ∈ N and therefore sn, s0 lie in a compact subinterval I0 of I
for all n ∈ N. By the injectivity oh φ, φ|I0 is a homeomorphism, so sn → s0, and
φ−1 is continuous on E , as desired. Another implication of the previous paragraph
is that E \ E is contained in ∂Ω and E = E ∩Ω = E ∩E is rel. closed in Ω and in E.
We will show that E is also rel. open in E and by the connectedness of E we
will have E = E as desired. Let x ∈ E , so x ∈ Un0 for some n0 ∈ N and consider
an open neighborhood V ⊂⊂ Un0 of x. We wish to show that V ∩ E ⊂ E , after
shrinking the neighborhood V if necessary. This will complete the proof that E is
rel. open in E.
If y0 ∈ V ∩E \ E , then arguing as we did for the construction of E and using the
Main Claim, one can construct a set F ⊂ E containing y0 and a homeomorphism
φ′ : I ′ → F , where I ′ = R or I ′ = [0,∞). Moreover, the set F is, by construction,
necessarily disjoint from E . To see this, assume that they intersect at a point
z0 = φ(s0) = φ
′(s′0). Then there exist non-trivial closed intervals I0 ⊂ I and
I ′0 ⊂ I
′ such that φ(I0) is the subarc of E from x0 to z0 and φ′(I ′0) is the subarc of
F from y0 to z0. We choose a large k ∈ N so that φ(I0)∪φ′(I ′0) ⊂ Uk. Then by the
definition of Ek we must have Ek ⊃ φ(I0)∪φ′(I ′0), since the latter is connected and
contains x0. Then we have y0 ∈ φ
′(I ′0) ⊂ Ek ⊂ E , which is a contradiction. Hence,
we have indeed F ∩ E = ∅.
Moreover, as in the construction of E , since E exits all compact subsets of Ω,
the set F must also have this property; see the statement right before Lemma 2.3.
Therefore,
H1(F ∩ Un0) ≥ dist(y0, ∂Un0) ≥ dist(∂V, ∂Un0) =: δ > 0.
Another property of F is that it is rel. closed in Ω, for the same reason as E .
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If V ∩ E \ (E ∪ F) 6= ∅, by repeating the above procedure we may find sets
Fi ⊂ At, i = 1, 2, . . . , N , with the same properties as F =: F1 so that they are
disjoint with each other and with E , and they intersect V . We have
∞ > H1(At ∩ Un0) ≥
N∑
i=1
H1(Fi ∩ Un0) ≥ Nδ.
This implies that we can find only a finite number of such sets Fi. Since the compact
sets Fi ∩V have positive distance from E ∩V , we may find a smaller neighborhood
W ⊂ V of x ∈ E such that W ∩E ⊂ E . This completes the proof that E is rel. open
in E, as desired.
Proof of Main Claim: We will show that for all but countably many t ∈ R for
which H1(At∩U) <∞ we have that each component E0 of At∩U is either a point,
or a Jordan arc, or a Jordan curve.
Suppose that H1(At ∩ U) < ∞ and let E0 be a component of At ∩ U , so
L := H1(E0) < ∞. Since E0 is a continuum, it follows that there exists a 2L-
Lipschitz continuous parametrization γ : [0, 1] → E0 of E0; see [EH43, Theorem
2a] or [RR19, Proposition 5.1]. Hence, E0 is a locally connected, compact set; see
[Wil70, Theorem 9.2, p. 60 and Theorem 27.12, p. 200].
Now, we need the following topological lemma that we prove later:
Lemma 2.4. Let X be a Peano space, i.e., a connected, locally connected, compact
metric space. If X contains more than one points and is not homeomorphic to
[0, 1] or S1, then it must have a junction point x, i.e., there exist three Jordan arcs
A1, A2, A3 ⊂ X that meet at x but otherwise they are disjoint.
By our previous discussion, if H1(At∩U) <∞ then each component E0 of At∩U
is a Peano space. If there is a component E0 of At ∩ U that is not a point or a
Jordan arc or a Jordan curve, then by Lemma 2.4, E0 must have a junction point.
Hence, At ∩ U has a junction point.
A theorem of Moore [Moo28, Theorem 1] (see also [Pom92, Proposition 2.18])
states that there can be no uncountable collection of disjoint compact sets in the
plane such that each set has a junction point. Note that As ∩ At = ∅ for s 6= t.
Hence, for at most countably many t ∈ R the set At ∩U can have a junction point.
Summarizing, for at most countably many t ∈ R for which H1(At ∩U) <∞ the
set At ∩ U has a component E0 that has a junction point and is not a Jordan arc
or a Jordan curve. 
Proof of Lemma 2.4. Suppose that X contains more than one points and is not
homeomorphic to [0, 1]. Then there exist at least three non-cut points x1, x2, x3 ∈
X , i.e., points whose removal does not disconnect X ; see [Why42, Theorems (6.1)
and (6.2), p. 54]. Since X is a Peano space, it is locally path-connected [Wil70,
Theorem 31.4, p. 221]. It follows that each of the spaces X \ {xi}, i = 1, 2, 3,
is connected and locally path-connected. Moreover, a connected, locally path-
connected space is path-connected [Mun75, Theorem 4.3, p. 162]. Hence, we may
find Jordan arcs Jij ⊂ X \ {xk} with endpoints xi and xj , where i, j, k ∈ {1, 2, 3},
are distinct and i < j; see also [Wil70, Corollary 31.6, p. 222].
If two of the arcs Jij intersect at an interior point, i.e., a point different from
x1, x2, x3, then it is straightforward to consider three subarcs A1, A2, A3 of these
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arcs that intersect at one point, but otherwise are disjoint, as required in the state-
ment of the lemma.
If the arcs Jij intersect only at the endpoints, then we can concatenate the three
arcs to obtain a Jordan curve J , i.e., homeomorphic to S1. Suppose now that the
space X is, in addition, not homeomorphic to S1. Then, there must exist a point
x ∈ X \ J . We claim that there exists a Jordan arc Jx that connects x to J and
intersects J at one point. Assuming that claim, one can now define A1 := Jx and
A2, A3 to be subarcs of J that meet at x but otherwise are disjoint.
To prove the claim note that since X is a Peano space, any two points in X can
be joined with a Jordan arc [Wil70, Theorem 31.2, p. 219]. We connect x to any
point y ∈ J with a Jordan arc Jx, parametrized by γ : [0, 1]→ Jx, so that γ(0) = x
and γ(1) = y. If there exists s ∈ (0, 1) such that γ(s) ∈ J then we consider the
smallest such s and we restrict γ to [0, s]. This gives the desired Jordan arc. 
Remark 2.5. In Theorem 2.2 (Theorem 1.4) the assumption that u ∈ W 1,ploc (Ω) is
only used to deduce that almost every level set of u has locally finite Hausdorff 1-
measure; the latter is proved in Lemma 2.1 using the co-area formula. All the other
arguments rely on planar topology. Thus our proof can be generalized to functions
defined on metric spaces homeomorphic to R2 and the first part of Theorem 1.5
follows.
2.2. Level sets of monotone functions. In this subsection we study the level
sets of monotone functions and prove Theorem 1.4. Recall that u : Ω → R is
assumed to be continuous.
Lemma 2.6. If u is monotone in Ω then for each t ∈ R each component E of the
level set At satisfies either of the following:
(i) E exits all compact subsets of Ω, or
(ii) all bounded components of R2 \E intersect ∂Ω and there exists at least one
such component.
In particular,
diam(E) ≥ sup
x∈E
dist(x, ∂Ω) > 0.
Proof. In the proof we will use the following lemma, known as Zoretti’s theorem,
which is in the same spirit as Lemma 2.3.
Lemma 2.7 ([Why58, Corollary 3.11, p. 35]). Let F be a connected component of
a compact set A in the plane. Then for each open set U ⊃ F there exists a Jordan
region V with F ⊂ V , ∂V ⊂ U , and ∂V ∩ A = ∅.
Suppose that a component E of At is compactly contained in Ω. First we will
show that R2 \ E has a bounded component. Suppose that this is not the case.
Then Ĉ \ E is simply connected and contains ∂Ω, so by using the Riemann map-
ping theorem we may find arbitrarily close to E Jordan curves surrounding E and
separating E from ∂Ω. Hence, we may find a Jordan region U ⊂⊂ Ω containing E.
Consider the compact set At∩U . Then E is also a component of At∩U . By Lemma
2.3, we can find a Jordan region V such that E ⊂ V , ∂V ⊂ U , and ∂V ∩ At = ∅.
It follows that V ⊂ U ⊂⊂ Ω. On ∂V we must have u > t or u < t. Without
loss of generality, suppose that we have u > t on ∂V . Then by the monotonicity
of u we have u > t on V ⊃ E, a contradiction. Therefore, R2 \ E has a bounded
component.
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Next, we will show that all bounded components of R2 \ E must intersect ∂Ω.
Suppose that a bounded component U of R2\E does not intersect ∂Ω. Then U ⊂ Ω
and ∂U ⊂ E ⊂⊂ Ω so U ⊂⊂ Ω. Since u = t on ∂U , by the monotonicity of u we
have that u = t on U . Since E is a connected component of At, we must have
U ⊂ E, a contradiction.
Now we prove the claim involving the diameters. If Ω = R2, then E necessarily
satisfies the first alternative, so it escapes to ∞ and diam(E) = ∞. If Ω ( R2,
then for each x ∈ E we may consider the largest ball B(x, r) contained in Ω, where
r = dist(x, ∂Ω). Then E cannot be contained in a ball B(x, r − ε) for any ε > 0
since this would violate both alternatives. Therefore, diam(E) ≥ r−ε for all ε > 0,
which implies that diam(E) ≥ dist(x, ∂Ω), as desired. 
We record an immediate corollary:
Corollary 2.8. If Ω is simply connected, then u is monotone in Ω if and only if
each component of each level set of u exits all compact subsets of Ω.
Proof. Suppose that u is monotone. If Ω is simply connected, then ∂Ω is connected,
so it cannot be separated by a level set At of u. Thus, in Lemma 2.6 only the first
alternative can occur, as desired.
Conversely, suppose that only the first alternative occurs and let U ⊂⊂ Ω. Then
for any x0 ∈ U the component E of the level set At, t = u(x0), that contains x0
has to intersect ∂U . Thus, there exists y0 ∈ ∂U with u(x0) = u(y0). This implies
the monotonicity of u. 
Next, we add the assumption that u lies in a Sobolev space:
Lemma 2.9. Suppose that u is monotone in Ω and lies in W 1,ploc (Ω) for some
1 ≤ p ≤ ∞. Then for a.e. t ∈ R the components of the level set At are rel. open in
At. In other words, if E is a component of At and x ∈ E then there exists an open
neighborhood U of x such that E ∩ U = At ∩ U .
Proof. We consider an exhaustion of Ω by a nested sequence of open sets {Un}n∈N,
each compactly contained in Ω, such that for a.e. t ∈ R we have H1(At ∩ Un) <∞
for all n ∈ N; the existence of such an exhaustion can be justified using Lemma 2.1.
We fix t ∈ R such that At 6= ∅, and consider a component E ⊂ At and x ∈ E.
We claim that for each neighborhood V ⊂⊂ Ω of x there are at most finitely many
components of At intersecting V .
There exists n0 ∈ N such that V ⊂ V ⊂ Un0 . Suppose that F is a component of
At intersecting V . We consider the restriction of u to Un0 , which is still a monotone
function and we let G ⊂ F be a component of the level set At ∩Un0 of u
∣∣Un0 such
that G ∩ V 6= ∅. For a point y ∈ G ∩ V we have
diam(G) ≥ dist(y, ∂Un0)
by Lemma 2.6. Since V ⊂⊂ Un0 , we have dist(y, ∂Un0) ≥ dist(V , ∂Un0) > 0.
Moreover, by the connectedness of G we have H1(G) ≥ diam(G); see [Sem10,
Section 18, p. 18]. Combining these inequalities, we have
H1(F ∩ Un0) ≥ H
1(G) ≥ diam(G) ≥ dist(y, ∂Un0) ≥ dist(V , ∂Un0) > 0.
Since H1(At ∩ Un0) <∞, there can be at most finitely many components F of At
intersecting V .
10 DIMITRIOS NTALAMPEKOS
Since the compact sets V ∩ F and V ∩ E have positive distance, it follows that
if we choose a smaller neighborhood U ⊂ V of x, then we have E ∩ U = At ∩ U as
desired. 
We will also need the following general lemma:
Lemma 2.10. Let (X, d) be a separable metric space and f : X → R be any func-
tion. Then the set of local extremal values of f is at most countable.
Proof. Let E be the set of local maximum values of f . Then, by definition, for
each y ∈ E there exists x ∈ X with f(x) = y and a ball B(x, r) such that for all
z ∈ B(x, r) we have f(z) ≤ y. We can write E =
⋃
n∈NEn, where
En = {y ∈ R : y = f(x) for some x ∈ X and f(z) ≤ y for all z ∈ B(x, 2/n)}.
We will show that En is at most countable for each n ∈ N. Let y1, y2 ∈ En be
distinct, so there exist points x1, x2 ∈ X with f(xi) = yi, i = 1, 2, as in the
definition of En. Then the balls B(x1, 1/n), B(x2, 1/n) are necessarily disjoint.
Indeed, otherwise, we have f(x2) ≤ y1 and f(x1) ≤ y2, so y1 = y2, a contradiction.
Therefore, the set En is in one-to-one correspondence with a collection of disjoint
balls in X . The separability of X implies that there can be at most countably many
such balls. The same proof shows that the set of local minimum values of f is at
most countable. 
Now we have completed the preparation for the proof of Theorem 1.4, restated
below:
Theorem 2.11. Suppose that u is monotone in Ω and lies in W 1,ploc (Ω) for some
1 ≤ p ≤ ∞. Then for a.e. t ∈ R the level set At is an embedded 1-dimensional
topological submanifold of R2 that has locally finite Hausdorff 1-measure.
Proof. By Theorem 2.2 and Lemma 2.9 we conclude that for a.e. t ∈ R the level
set At has locally finite Hausdorff 1-measure, each component E of the level set At
is rel. open in At, and it is either a point, or a Jordan curve, or it is homeomorphic
to an interval. Using Lemma 2.10, we further exclude the countably many local
extremal values t ∈ R of u in Ω. We fix a level set At satisfying all the above.
In particular, At has the property that if x ∈ At then each neighborhood U of x
contains points with y1, y2 with u(y1) > t and u(y2) < t.
Our goal is to prove that every component E of At is either a Jordan curve, or it
is homeomorphic to R. Since each component of At is rel. open in At, it will then
follow that each x ∈ At has a neighborhood U such that U ∩ At is homeomorphic
to an open interval. This shows that At is a 1-manifold. Since there are no wild
arcs in the plane (see Remark 2.12 below), each Jordan arc of At can be mapped to
[0, 1]×{0} with a global homeomorphism of R2. This shows that At is an embedded
submanifold of R2, as desired.
We now focus on proving that every component E of At is either a Jordan curve,
or it is homeomorphic to R
We already know that E is either a point, or a Jordan curve, or it is homeo-
morphic to an interval. If E is a point or it is homeomorphic to the closed interval
[0, 1], then E is compactly contained in Ω, so by Lemma 2.6 the set R2 \ E must
have at least one bounded component. This is a contradiction.
Finally, assume that E is homeomorphic to I = [0,∞) under a map φ : I → E.
Then φ(s) cannot accumulate to any point of Ω as s → ∞. This is because φ is
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a homeomorphism and E is rel. closed in At, and thus in Ω. Let x0 = φ(0) and
consider a ball B(x0, r) ⊂⊂ Ω. Then there exists s0 such that φ(s0) ∈ ∂B(x0, r) and
φ(s) /∈ B(x0, r) for all s ≥ s0. We may straighten φ([0, s0]) to the segment [0, 1]×{0}
with a homeomorphism of R2 (see Remark 2.12 below) and, using that, we can find
a topological ball U ⊂ B(x0, r) containing x0 such that U \E is connected. If U is
sufficiently small, then by Lemma 2.9 we have that U \ At = U \ E, so U \ At is
connected. This implies that u > t or u < t in U \E. This is a contradiction, since
u(x0) = t would then be a local extremal value of u in this case. 
Remark 2.12. In the proof we used the fact that a Jordan arc in R2 can be mapped
to [0, 1] × {0} with a homeomorphism of R2. That is, there are no wild arcs in
the plane. To see this, one can first embed the Jordan arc in a Jordan curve, and
then apply the Schoenflies theorem to straighten the Jordan curve. See also the
discussion in [Thu11].
Remark 2.13. As in Remark 2.5 the proof of Theorem 2.11 (Theorem 1.4) can be
generalized to monotone functions defined on metric spaces homeomorphic to R2.
Indeed, monotonicity is a topological property. This observation yields the second
part of Theorem 1.5.
2.3. Gluing monotone functions. In this section we include some results that
allow us to paste monotone functions in order to obtain a new monotone function.
These results will be useful towards the proof of the approximation Theorem 1.6.
The proofs are elementary but the assumptions of the statements are finely chosen
and cannot be relaxed. Recall that u is continuous in Ω.
Lemma 2.14 (Gluing Lemma). Suppose that u is monotone in Ω and consider
t1, t2 ∈ R with t1 < t2. Let Υ = u
−1((t1, t2)) and consider a continuous function v
on Υ such that
(i) v is monotone in Υ,
(ii) v extends continuously to ∂Υ ∩ Ω and agrees there with u, and
(iii) t1 ≤ v ≤ t2 on Υ.
Then the function u˜ that is equal to u in Ω \Υ and to v in Υ is monotone in Ω.
The proof we give below is elementary but delicate. Note that it is important to
assume that u is monotone in all of Ω, since the function u(x) = |x| on {x ∈ R2 :
1/2 < |x| < 1} does not have a monotone extension in the unit disk. Moreover, (iii)
cannot be relaxed. Indeed, the function u(x) = |x| is monotone in the punctured
unit disk, considered to be the set Ω; however if we set u˜ = u in {x ∈ R2 : 1/2 ≤
|x| < 1} and u˜ = 1 − |x| in {x ∈ R2 : 0 < |x| < 1/2} = u−1((0, 1/2)), then u˜ is not
monotone in Ω.
Proof. Aiming for a contradiction, suppose that u˜ is not monotone in Ω, so, without
loss of generality, there exists an open set U ⊂⊂ Ω and x0 ∈ U such that u˜(x0) =
maxU u˜ > max∂U u˜.
Suppose first that x0 ∈ U ∩Υ, so u˜(x0) = v(x0). Note that U ∩Υ ⊂ Υ∩Ω, so v
is continuous in U ∩Υ ⊂ Υ ∩ Ω by assumption (ii) and monotone in U ∩Υ by (i).
By Remark 1.3 we conclude that there exists y0 ∈ ∂(U ∩Υ) ⊂ (U ∩ ∂Υ)∪ ∂U such
that
u˜(y0) = v(y0) = max
U∩Υ
v ≥ v(x0) = u˜(x0) = max
U
u˜.
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It follows that u˜(y0) = u˜(x0) = maxU u˜ > max∂U u˜. Hence, y0 /∈ ∂U , and we
have y0 ∈ U ∩ ∂Υ. Since ∂Υ ∩ Ω ⊂ At1 ∪ At2 , we have u˜(y0) = u(y0) = t1 or
u˜(y0) = u(y0) = t2.
By the monotonicity of u in Ω, it follows that there exists z0 ∈ ∂U such that
u(z0) = max
U
u ≥ u(y0).
If z0 /∈ Υ, then u˜(z0) = u(z0), so u˜(z0) ≥ u(y0) = u˜(y0). If z0 ∈ Υ, then maxU u =
u(z0) < t2 so on U \ Υ ⊃ U ∩ ∂Υ we necessarily have u ≤ t1. Since y0 ∈ U ∩ ∂Υ,
we have u˜(y0) = u(y0) = t1. Moreover, u˜(z0) = v(z0) and by assumption (iii) we
have u˜(z0) ≥ t1. It follows that u˜(z0) ≥ u˜(y0) also in this case. Therefore,
max
U
u˜ = u˜(y0) ≤ u˜(z0) ≤ max
∂U
(u˜),
which is a contradiction.
It remains to treat the case that x0 ∈ U \ Υ, so u˜(x0) = u(x0) /∈ (t1, t2). If
u(x0) ≤ t1, then max∂U u˜ < u(x0) ≤ t1, so u˜ < t1 on ∂U . By assumption (iii) we
have ∂U ∩Υ = ∅, so u = u˜ on ∂U , and max∂U u = max∂U u˜ < u(x0), where x0 ∈ U .
This contradicts the monotonicity of u in Ω. If u(x0) ≥ t2, by the monotonicity of
u in Ω, there exists z0 ∈ ∂U such that u(z0) = maxU u ≥ u(x0) ≥ t2. This implies
that z0 /∈ Υ, so u˜(z0) = u(z0). Therefore,
max
∂U
u˜ ≥ u˜(z0) = u(z0) ≥ u(x0) = u˜(x0) = max
U
u˜,
which is a contradiction. 
Lemma 2.15. Let {un}n∈N be a sequence of monotone functions in Ω converging
locally uniformly to a function u. Then u is monotone in Ω.
Proof. Let U ⊂⊂ Ω. Then maxU un = max∂U un. Since un → u uniformly in U ,
we have maxU un → maxU u and max∂U un → max∂U u. The claim for the minima
is proved in the same way. 
Corollary 2.16. Suppose that u is monotone in Ω and consider a bi-infinite se-
quence of real numbers {ti}i∈Z, such that ti < ti+1, i ∈ Z, and limi→±∞ ti = ±∞.
In each region Υi := u
−1((ti, ti+1)) consider a function vi such that
(i) vi is monotone in Υi,
(ii) vi extends continuously to ∂Υi ∩ Ω and agrees there with u, and
(iii) ti ≤ vi ≤ ti+1 on Υi.
Then the function u˜ that is equal to u on Ω \
⋃
i∈ZΥi and to vi in Υi, i ∈ Z, is
continuous and monotone in Ω.
Proof. By Lemma 2.14 and induction, one can show that for each n ∈ N the function
u˜n := u · χΩ\⋃|i|≤n Υi +
∑
|i|≤n
vi · χΥi
is continuous and monotone in Ω. The important observation here is that
u−1((tj , tj+1)) = Υj = u˜
−1
n ((tj , tj+1))
for all n ∈ N and |j| > n, by assumption (iii).
If U ⊂⊂ Ω is an open set, then there exists n ∈ N such that
t−n < min
U
u ≤ max
U
u < tn.
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Hence, Υj ∩U = ∅ for |j| > n and u˜m = u˜n = u˜ on U for all m ≥ n. It follows that
{u˜n}n∈N converges locally uniformly in Ω to u˜, and therefore u˜ is continuous and
monotone by Lemma 2.15. 
In order to establish the approximation by C∞-smooth functions in Theorem
1.6, we need to introduce the notion of strict monotonicity and prove some further,
more specialized, gluing lemmas.
Definition 2.17. A continuous function f : Ω → R is called strictly monotone if
it is monotone and for each open set U ⊂⊂ Ω the maximum and minimum of f on
U are not attained at any point of U .
Example 2.18. If a function f is of class C1 and has no critical points in Ω, then it
has no local maxima and minima in Ω so it is strictly monotone.
Lemma 2.19 (Gluing Lemma). Let A, V be open subsets of Ω with V ∩ Ω ⊂ A.
Suppose that the function u is monotone when restricted to Ω \ V and strictly
monotone when restricted to A. Then u is monotone in Ω.
Proof. If the statement fails, there exists an open set U ⊂⊂ Ω such that the maxi-
mum or minimum of u in U is not attained at ∂U , but at an interior point x0 ∈ U .
Without loss of generality, assume that max∂U u < maxU u = u(x0). Note that U
cannot be contained in Ω \ V or in A, by the monotonicity of u there. Hence, U
intersects both V and Ω \A.
If x0 ∈ U ∩ V ⊂ U ∩ A, then u(x0) = maxU u ≥ maxU∩A u and this contradicts
the strict monotonicity of u in A.
If x0 ∈ U \ V ⊂ Ω \ V , then by the monotonicity of u there, there exists
x1 ∈ ∂(U \ V ) such that u(x1) ≥ u(x0) > max∂U u. We necessarily have that
x1 /∈ ∂U . Since ∂(U \ V ) ⊂ ∂U ∪ (U ∩ ∂V ), it follows that x1 ∈ U ∩ ∂V ⊂ U ∩ A.
Then we have u(x1) ≥ u(x0) = maxU u ≥ maxU∩A u. Again, this contradicts the
strict monotonicity of u in A. 
Lemma 2.20. Suppose that J is a connected closed subset of Ω that exits all com-
pact subsets of Ω. If u is monotone in Ω \ J and u is constant in J , then u is
monotone in Ω.
Proof. Assume that u = t in J . Suppose that u is not monotone in Ω, so, without
loss of generality, we can find an open set U ⊂⊂ Ω and a point x0 ∈ U with
u(x0) = maxU u > max∂U u. By the monotonicity of u in Ω\J , we necessarily have
that U intersects both Ω \ J and J , and x0 ∈ J ∩ U . Thus, u(x0) = t = maxU u.
Since J is connected and is not contained in U , we have J ∩ ∂U 6= ∅. Hence, there
exists y0 ∈ ∂U such that u(y0) = t ≤ max∂U u, a contradiction. 
3. Preliminaries on p-harmonic functions
Let Ω ⊂ R2 be an open set. A function u : Ω→ R is called p-harmonic, 1 < p <
∞, if u ∈W 1,ploc (Ω) and
∆pu := div(|∇u|
p−2∇u) = 0
in the sense of distributions. That is,∫
Ω
〈|∇u|p−2∇u,∇φ〉 = 0
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for all φ ∈ C∞c (Ω), i.e., compactly supported smooth functions in Ω.
We mention some standard facts about p-harmonic functions. There exists an
exponent α ∈ (0, 1] such that every p-harmonic function u on Ω lies in C1,αloc (Ω)
[Uc68], [Eva82], [Lew83]. In fact, outside the singular set, i.e., the set where∇u = 0,
the function u is C∞-smooth by elliptic regularity theory; see [GT01, Corollary
8.11, p. 186]. The singular set consists of isolated points, unless u is constant
[Man88, Corollary 1]. Finally, the maximum principle [HKM93, p. 111] implies
that p-harmonic functions are monotone.
Proposition 3.1 (Solution to the Dirichlet Problem). Let Ω ⊂ R2 be a bounded
open set and let u0 ∈ W
1,p(Ω) be given Dirichlet data. There exists a unique
p-harmonic function u ∈W 1,p(Ω) that minimizes the p-harmonic energy
Ep(v) :=
∫
Ω
|∇v|p
among all functions v ∈W 1,p(Ω) with v − u0 ∈ W
1,p
0 (Ω).
See e.g. [HKM93, Chapter 5] for a general approach.
An open Jordan arc J in R2 is C∞-smooth if there exists an open set U ⊃ J and
a C∞-smooth diffeomorphism φ : U → R2 such that φ(J) = R. In this case, the
open set U ⊃ J may be taken to be arbitrarily close to J ; see also the classification
of 1-manifolds in Theorem 5.1.
Let Ω ⊂ R2 be an open set and J ⊂ ∂Ω be a Jordan arc. We say that J is an
essential boundary arc if for each x0 ∈ J there exists a neighborhood U of x0 and
a homeomorphism φ : U → R2 such that φ(J ∩ U) = R = {(s, 0) ∈ R2 : s ∈ R} and
φ(Ω ∩ U) = R2+ = {(s, t) ∈ R
2 : t > 0}.
Lemma 3.2 (Continuous extension). Suppose that u and u0 are as in Proposition
3.1. Assume further that J ⊂ ∂Ω is an essential open Jordan arc. If u0 extends
continuously to Ω ∪ J , then u also extends continuously to Ω ∪ J and u|J = u0|J .
This follows from [HKM93, Theorem 6.27], which implies that each point x0 ∈
J is a regular point for the p-Laplace operator, since ∂Ω is p-thick at x0; see
[Leh08, Lemma 2] for a relevant capacity estimate.
Lemma 3.3 (Comparison). Suppose that u and u0 are as in Proposition 3.1. If
there exists M ∈ R such that u0 ≤M in Ω, then u ≤M in Ω.
To see this, one can take an exhaustion of Ω by regular open sets Ωn (see [HKM93,
Corollary 6.32]) and solve the p-Laplace equation in Ωn with boundary data u0,n
that smoothly approximates in W 1,p(Ωn) the function u0 and satisfies u0,n ≤M +
1/n. The solution un of the p-Laplace equation satisfies un = u0,n on ∂Ωn, and by
the maximum principle [HKM93, p. 111] we have un ≤ M + 1/n in Ωn. Now, by
passing to a limit [HKM93, Theorem 6.12], we obtain a p-harmonic function u˜ ≤M
that necessarily solves the Dirichlet Problem in Ω. Since the solution is unique, we
have u = u˜ ≤M .
Proposition 3.4 (Non-degeneracy up to boundary). Suppose that u is a p-harmonic
function in Ω. Moreover, suppose that J ⊂ ∂Ω is a C∞-smooth essential open Jor-
dan arc on which u extends continuously and is equal to a constant t, and suppose
that u 6= t in a neighborhood of J in Ω. Then |∇u| 6= 0 in a neighborhood of J in
Ω and in fact each point x0 ∈ J has a neighborhood in Ω in which |∇u| is bounded
away from 0.
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This result follows from [LN08, Theorem 2.8] and [AKSZ07, Corollary 6.2].
The first result implies that each x0 ∈ J has a neighborhood B(x0, r) such that
|∇u(x)| ≥ c|u(x)− t|/ dist(x, ∂Ω) for all x ∈ B(x0, r)∩Ω, where c > 0 is a constant
depending on p and on the geometry of J . The second cited result implies that
|u(x) − t|/ dist(x, ∂Ω) ≥ c′ for all x in a possibly smaller ball B(x0, r
′) ∩ Ω, where
c′ > 0 is some constant depending on u.
If J ⊂ ∂Ω is a C∞-smooth essential open Jordan arc, then a function u : Ω→ R
is said to be (C∞-)smooth up to J if there exists an open set U ⊃ J and u extends
to a C∞-smooth function on U . Note that this does not require that u is smooth
in all of Ω. If u is also smooth in Ω, then we write that u is smooth in Ω ∪ J .
Proposition 3.5 (Boundary regularity). Suppose that u is a p-harmonic function
in Ω. Moreover, suppose that J ⊂ ∂Ω is a C∞-smooth essential open Jordan arc
and that u is C∞-smooth when restricted to J . If each x0 ∈ J has a neighborhood
in Ω in which |∇u| is bounded away from 0, then u is C∞-smooth up to the arc J .
This follows from [GT01, Theorem 6.19, p. 111], since under the assumptions the
p-harmonic equation is uniformly elliptic up to each compact subarc of the Jordan
arc J .
Combining Propositions 3.4 and 3.5 we have:
Corollary 3.6. Suppose that u is a p-harmonic function in Ω. Moreover, suppose
that J ⊂ ∂Ω is a C∞-smooth essential open Jordan arc on which u extends contin-
uously and is equal to a constant t, and suppose that u 6= t in a neighborhood of J
in Ω. Then u is C∞-smooth up to the arc J and each point of J has a neighborhood
in Ω ∪ J in which |∇u| is bounded away from 0.
4. Proof of the approximation Theorem
In this section we prove Theorem 1.6. Let us start with an elementary lemma:
Lemma 4.1. Let f : Ω→ R be a continuous function and suppose that {si}i∈Z is a
bi-infinite sequence of real numbers with si < si+1, i ∈ Z, and limi→±∞ si = ±∞.
If each of the level sets f−1(si), i ∈ Z, is an embedded 1-dimensional topological
submanifold of R2, then
(i)
⋃
i∈Z f
−1(si) is also an embedded 1-dimensional topological submanifold,
(ii) ∂f−1((sj , sj+1))∩Ω ⊂ f−1(sj)∪f−1(sj+1) and f−1(sj) ⊂ ∂f−1((sj−1, sj))∪
∂f−1((sj , sj+1)) for all j ∈ Z, and
(iii) if x ∈ f−1(sj) for some j ∈ Z, then there exist disjoint Jordan regions
V+, V− such that the closure of V+ ∪ V− contains a neighborhood of x and
there exists an open Jordan arc J ⊂ ∂V+ ∩ ∂V− ∩ f−1(sj) containing x
such that J is an essential boundary arc of V+ and V−. Moreover, each of
V+, V− is contained in a component of f
−1((sj−1, sj)) ∪ f−1((sj , sj+1)).
Proof. Let x ∈
⋃
i∈Z f
−1(si), so x ∈ f−1(sj) for some j ∈ Z. Then we claim that
there exists a neighborhood V of x such that V ∩
⋃
i∈Z f
−1(si) = V ∩f−1(sj). This
claim trivially implies (i). Note that x has positive distance from f−1(si), for all
i 6= j by the continuity of f . If the claim were not true, then one would be able to
find a sequence xn ∈ f−1(sin), where in are distinct integers with in 6= j, n ∈ N,
such that xn → x as n→ ∞. By continuity f(xn)→ f(x) so sin → sj as n →∞.
This contradicts the assumptions on the sequence {si}i∈Z.
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Part (ii) follows by the continuity of f . Indeed, if xn ∈ f−1((sj , sj+1)) converges
to x ∈ ∂f−1((sj , sj+1)) ∩ Ω, then f(xn) converges to f(x). Note that f(x) cannot
lie in (sj , sj+1), otherwise f(y) ∈ (sj , sj+1) for all y in a neighborhood of x by
continuity, so x would not be a boundary point of f−1((sj , sj+1)). Therefore f(x) =
sj or f(x) = sj+1. For the second claim in (ii) note that f
−1(sj) has empty
interior (as a subset of the plane), since it is a 1-manifold. Therefore for each point
x ∈ f−1(sj) we can find a sequence of points xn converging to x with f(xn) 6= sj ,
so f(xn) ∈ (sj−1, sj) ∪ (sj , sj+1) for all sufficiently large n. The claim follows.
For (iii), let x ∈ f−1(sj). By part (i), we conclude that there exists a neigh-
borhood V of x that does not intersect f−1(si) for any i 6= j. Since f−1(sj) is
an embedded 1-dimensional manifold, after shrinking V if necessary, there exists
a homeomorphism φ : V → R2 such that φ(f−1(sj) ∩ V ) = R; see Remark 2.12.
Consider small Jordan regions V+ ⊂ φ−1(R2+), V− ⊂ φ
−1(R2−) such that the closure
of V+∪V− contains a neighborhood of x. It follows that there exists an open Jordan
arc J ⊂ ∂V+ ∩ ∂V− ∩ f−1(sj) containing x such that J is an essential boundary
arc of V+ and V−. By (ii) we have that x ∈ ∂f
−1((sj−1, sj)) ∪ ∂f
−1((sj , sj+1)).
Hence, V+, V− must intersect the open set f
−1((sj−1, sj)) ∪ f−1((sj , sj+1)). Since
V+ and V− are connected and they do not intersect the boundary of that set (by
the choice of V ), it follows that they are contained in connected components of
f−1((sj−1, sj)) ∪ f−1((sj , sj+1)). 
We let u : Ω → R be a continuous monotone function with u ∈ W 1,p(Ω), as in
the statement of Theorem 1.6. In our proof we will follow the steps of [IKO12]
and [IKO11]. Namely, using Theorem 1.4, we will first partition Ω into disjoint
open subsets Υi and smooth the function u in these subsets by replacing it with
a p-harmonic function. This is the first step below. Next, we have to mollify
the new function along the boundaries of Υi. For this purpose, we partition even
further Ω, so that the boundaries of the regions Υi are contained in regions Ψj.
Following [IKO12], we call this new partition a lens-type partition. In the regions
Ψj we consider another p-harmonic replacement. This completes the second step.
In the third and final step we have to smooth our function along the boundaries of
the regions Ψj , using smoothing results from Section 5. Throughout all steps we
have to ensure that our functions are monotone. This is guaranteed by the gluing
lemmas from Subsection 2.3 that allow us to paste together the various p-harmonic
functions.
4.1. Step 1: Approximation by a piecewise smooth function.
4.1.1. Initial partition of Ω. For fixed δ > 0 we consider a bi-infinite sequence of real
numbers {ti}i∈Z such that ti < ti+1, |ti+1−ti| < δ for i ∈ Z, and limi→±∞ ti = ±∞.
Moreover, we may have that the conclusions of Theorem 2.11 are satisfied for the
level sets Ati ; that is, Ati is an embedded 1-dimensional topological submanifold
of the plane. Note that u−1(ti) or u
−1((ti, ti+1)) will be empty if ti /∈ u(Ω) or
(ti, ti+1) ∩ u(Ω) = ∅, respectively.
4.1.2. Solution of the Dirichlet Problem. In each region Υi = u
−1((ti, ti+1)), using
Proposition 3.1, we solve the Dirichlet Problem with boundary data u and obtain a
function ui ∈ W 1,p(Υi). The function ui is monotone in Υi since it is p-harmonic.
By Lemma 3.3, we have ti ≤ ui ≤ ti+1.
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Moreover, if x0 ∈ ∂Υj ∩ Ω, then x0 ∈ At, where t = tj or t = tj+1 by Lemma
4.1(ii). Part (iii) of the same lemma implies that there exist disjoint Jordan regions
V+, V− such that the closure of V+ ∪ V− contains a neighborhood of x0 and there
exists an open Jordan arc J ⊂ ∂V+ ∩ ∂V− ∩ At containing x0 such that J is an
essential boundary arc of V+ and V−. Moreover, V+ ⊂ Υj and V− ⊂ Υi for some
i ∈ Z. By Lemma 3.2 the functions uj, ui extend continuously to V+ ∪ J , V− ∪ J ,
respectively, and uj
∣∣J = t, ui∣∣J = t. Since V+ ∪ V− contains a neighborhood of
x, we have that uj extends continuously to x0. Hence, uj extends continuously to
each point of ∂Υj ∩ Ω and agrees there with u.
Using Corollary 2.16, we “glue” the functions ui, i ∈ Z, together with u, to
obtain a continuous monotone function uδ on Ω. Note that
uδ − u =
∑
i∈Z
[ui − u]0,
where [ui−u]0 ∈W
1,p
0 (Ω) denotes the extension of ui−u by 0 outside u
−1((ti, ti+1)).
The completeness of W 1,p0 (Ω) implies that uδ−u ∈ W
1,p
0 (Ω). Therefore, by Propo-
sition 3.1 we conclude that
Ep(uδ) ≤ Ep(u) =
∫
Ω
|∇u|p.
If u is not already p-harmonic, which we may assume, then the above inequality is
strict by the uniqueness part of Proposition 3.1.
Since, ti ≤ uδ ≤ ti+1 in Ati,ti+1 , we have
|u− uδ| ≤ |u− ti|+ |ti − uδ| ≤ 2|ti+1 − ti| < 2δ
in Ω and so uδ is uniformly close to u. We also observe here that
u−1δ ((tj , tj+1)) ⊂ Atj ,tj+1 , j ∈ Z,(4.1)
which will be used later. This follows from the decomposition of Ω as
Ω =
⋃
i∈Z
(Ati,ti+1 ∪ Ati)
and the observation that u−1δ ((ti, ti+1)) cannot intersect Atj for any i, j ∈ Z, since
uδ = u = tj on Atj .
Since Ω is bounded, it follows that uδ → u in L
p(Ω) as δ → 0. Moreover,
‖uδ‖W 1,p(Ω) = ‖uδ‖Lp(Ω) + ‖∇uδ‖Lp(Ω) is uniformly bounded as δ → 0. By the
Banach-Alaoglu theorem it follows that, along a sequence of δ → 0, uδ converges
weakly in W 1,p(Ω) to u, which is also the pointwise limit of uδ. Since the limits
are unique, we do not need to pass to a subsequence. Hence, by Fatou’s lemma for
weak convergence
‖∇u‖Lp(Ω) ≤ lim inf
δ→0
‖∇uδ‖Lp(Ω) ≤ lim sup
δ→0
‖∇uδ‖Lp(Ω).
The latter is bounded by Ep(u)
1/p = ‖∇u‖Lp(Ω), hence limδ→0 ‖∇uδ‖Lp(Ω) =
‖∇u‖Lp(Ω). This implies that ∇uδ → ∇u in L
p(Ω), due to the uniform con-
vexity of Lp spaces, when 1 < p < ∞; see for example [Bre11, pp. 95–97] and
[Bre11, Proposition 3.32, p. 78].
We remark that uδ might be constant in some component of a level region
u−1((ti, ti+1)). Summarizing, for each ε > 0 there exists δ0 > 0 such that for
0 < δ < δ0 there exists a monotone function uδ on Ω satisfying the following:
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(A) uδ is p-harmonic in u
−1((ti, ti+1)), i ∈ Z,
(B) supΩ |uδ − u| < ε,
(C) ‖∇uδ −∇u‖Lp(Ω) < ε,
(D) Ep(uδ) < Ep(u), and
(E) uδ − u ∈ W
1,p
0 (Ω).
In the next step, our goal is to approximate in the sense of (B)–(E) the function
v := uδ, for a small fixed δ, by functions that are smooth along the level sets Ati ,
i ∈ Z; note that these are the level sets of the original function u!
4.2. Step 2: Smoothing along the level sets u−1(tj).
4.2.1. Lens-type partition. Note that if a level set v−1(t) is a 1-dimensional mani-
fold, then it cannot intersect any component of
⋃
i∈ZAti,ti+1 where v is constant.
Since v is p-harmonic in
⋃
i∈ZAti,ti+1 , it has at most countably many critical points
in each component of Ati,ti+1 , unless it is constant there; see Section 3. For η > 0
and for each j ∈ Z we consider real numbers t−j , t
+
j with |t
+
j − t
−
j | < η such that
t+j−1 < t
−
j < tj < t
+
j < t
−
j+1, v
−1(t±j ) does not contain any critical points of v,
and the conclusions of Theorem 2.11 hold for the level sets v−1(t±j ). In particu-
lar, the level sets v−1(t±j ) intersect only components of
⋃
i∈ZAti,ti+1 in which v
is non-constant, and therefore the critical points of v form a discrete set within
these components. It follows that each point x ∈ v−1(t±j ) has a neighborhood in⋃
i∈ZAti,ti+1 that does not contain any critical points of v.
In each region Ψj := v
−1((t−j , t
+
j )) we solve the Dirichlet Problem with boundary
data v as in Section 4.1.2 and obtain p-harmonic functions vj with t
−
j ≤ vj ≤ t
+
j
that extend continuously to ∂Ψj ∩Ω and agree there with v. We define a function
vη to be equal to vj in Ψj, j ∈ Z, and equal to v on Ω \
⋃
j∈Z Ψj.
This procedure results in a continuous monotone function vη, by Corollary 2.16,
that approaches v in the uniform norm and also in W 1,p(Ω), as η → 0. Moreover,
we have Ep(vη) < Ep(v) (unless v is p-harmonic in Ω, which we may assume that
is not the case) and vη − v ∈ W
1,p
0 (Ω). That is, (B)–(E) from Section 4.1.2 are
satisfied.
4.2.2. Regularity of the approximation. As far as the regularity of w := vη is con-
cerned, we claim the following:
(a) The function w is p-harmonic in Ψj and in v
−1((t+j , t
−
j+1)), for all j ∈ Z.
Therefore, w is C1,α-smooth in each of these sets and if p = 2, it is actually
C∞-smooth.
(b) Each point x0 ∈ v−1(t
±
j ), j ∈ Z, has a neighborhood V = V+ ∪ V− in
W := Ω \
⋃
i∈Z
v−1({t−i , t
+
i }) =
⋃
i∈Z
(Ψi ∪ v
−1((t+i , t
−
i+1))),
where V+, V− are disjoint Jordan regions contained in connected compo-
nents ofW , V contains a neighborhood of x0, and there exists a C∞-smooth
open Jordan arc J ⊂ ∂V+ ∩ ∂V− ∩ v
−1(t±j ) containing x0 such that J is an
essential boundary arc of V+ and V−. Moreover, inside each one of V+, V−,
|∇w| is either vanishing or bounded below away from 0; in the second case
we have w 6= t±j in the corresponding region. The function w is smooth up
to the boundary arc J in each of V+, V−.
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(c) The function w is C∞-smooth in W , except possibly for a discrete set of
points of W that accumulates at ∂Ω.
For (a) note that, by definition, w is p-harmonic on Ψj , while on v
−1((t+j , t
−
j+1)) ⊂
Ω \
⋃
i∈ZΨi we have w = v (by the definition of w) and v is p-harmonic in
v−1((t+j , t
−
j+1)) = u
−1
δ ((t
+
j , t
−
j+1)) ⊂ u
−1((tj , tj+1)); see (4.1). Therefore, by the
regularity of p-harmonic functions (see Section 3), w is C1,α-smooth in the open
set W and in fact w is C∞-smooth in W , except possibly for the (at most) count-
ably many critical points that are contained in components U of W in which w is
non-constant. The critical points form a discrete subset of such components U of
W , so they could only accumulate in points of ∂U .
Assuming that (b) is true, we will show (c). It suffices to show that the critical
points contained in a component U of W where w is non-constant do not have any
accumulation point in Ω, but they can only accumulate at ∂Ω. Suppose for the
sake of contradiction that the critical points contained in U accumulate at a point
x0 ∈ ∂U ∩Ω. Observe that the values t
±
i , i ∈ Z, form a discrete set of real numbers
with no finite accumulation points, and the level sets v−1(t±i ), i ∈ Z, are embedded
1-dimensional manifolds, as in the setting of Lemma 4.1. By Lemma 4.1(ii) there
exists j ∈ Z such that x0 ∈ v−1({t
−
j , t
+
j }). Consider the Jordan regions V+, V− ⊂ W
as in (b) such that V+ ∪ V− contains a neighborhood of x0. This implies that there
are infinitely many critical points of w in, say, V+, where V+ ⊂ U ; note that at
least one of V+, V− has to be contained in U . Since w is non-constant on U ⊃ V+,
the conclusion of (b) implies that w does not have any critical points in V+, a
contradiction.
Finally we prove (b). Let x0 ∈ v−1(t
−
j ) for some j ∈ N; the argument is the
same if x0 ∈ v−1(t
+
j ). By Lemma 4.1(iii) we conclude that there exist disjoint
Jordan regions V+, V− such that the closure of V+ ∪ V− contains a neighborhood
of x0 and there exists an open Jordan arc J ⊂ ∂V+ ∪ ∂V− ∩ v−1(t
−
j ) containing
x0 that is an essential boundary arc of V+ and V−. Moreover, the last statement
of Lemma 4.1(iii) implies that V+, V− are contained in connected components of
v−1((t+j−1, t
−
j )) ∪ v
−1((t−j , t
+
j )). We will show that |∇w| is vanishing or bounded
below in each of V+, V− (after possibly shrinking them) and that w is smooth up
to the arc J in V+ and V−. We work with V+.
Let U be the component of v−1((t+j−1, t
−
j )) ∪ v
−1((t−j , t
+
j )) containing V+. If w
is constant in U then w is obviously smooth up to the arc J inside V+ and we have
nothing to show. We suppose that w is non-constant in U .
Assume first that V+ ⊂ U is contained in v−1((t
+
j−1, t
−
j )). Then w = v < t
−
j
on V+ by the definition of w. By the choice of t
−
j in Section 4.2.1, each point of
v−1(t−j ) ⊃ J has a neighborhood in
⋃
i∈ZAti,ti+1 that does not contain any critical
points of v. In particular, each point of the arc J has a neighborhood in which v
is non-constant, p-harmonic, and |∇v| is non-zero. It follows that v is smooth in
a neighborhood of J ; see Section 3. Therefore, after shrinking the Jordan region
V+ if necessary, w is smooth in V+ up to the arc J , and each point of J has a
neighborhood in V+ in which |∇w| = |∇v| is bounded away from 0.
Suppose now that V+ ⊂ U is contained in Ψj = v−1((t
−
j , t
+
j )). We have J ⊂
v−1(t−j ), so w = v = t
−
j . Since w is p-harmonic on V+ ⊂ U and non-constant, we
must have w > t−j on V+ by the strong maximum principle [HKM93, p. 111]. Note
that the arc J is C∞-smooth, because J ⊂ v−1(t−j ) and the t
−
j is a regular (i.e.,
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non-critical) value of v by the choice of t−j . Now we are exactly in the setting of
Corollary 3.6, which implies that each point of J has a neighborhood in V+ that
does not contain any critical points of w and |∇w| is bounded away from 0. If we
shrink the Jordan region V+, we may have that these hold in V+. By Corollary 3.6
it also follows that w is smooth up to the boundary in the region V+. The proof of
(b) is completed. 
We have managed to obtain a function w that is smooth along the level sets
u−1(tj), but it is not necessarily smooth along v
−1(t±j ). It has, however, some
smoothness up to v−1(t±j ), as described in (b). In the next subsection we prove
that w can be C∞-smoothed at arbitrarily small neighborhoods of the level sets
v−1(t±j ) so as to complete the proof of Theorem 1.6. For this purpose we utilize
smoothing results from Section 5.
4.3. Step 3: Smoothing along the level sets v−1(t±j ). We fix j ∈ Z and a
component J of v−1(t−j ). Recall that J is a smooth 1-manifold, since t
−
j was chosen
to be a regular value of v, and v is C∞-smooth in a neighborhood of v−1(t−j ). There
are two cases: either J is homeomorphic to R or it is homeomorphic to S1 (see the
classification in Theorem 5.1).
By claim (b) from Subsection 4.2.2, each x0 ∈ J has a neighborhood V = V+∪V−
in Ω\v−1(t−j ), where V+, V− are disjoint Jordan regions, V contains a neighborhood
of x0 and there exists an open arc J0 ⊂ J containing x0 that is contained in the
common boundary of V+ and V−. Moreover, w is C
∞-smooth in V+ ∪ J0 and in
V− ∪ J0, and |∇w| is either vanishing or bounded below away from 0 in each of
V+, V−; in the second case we have w 6= t
−
j in the corresponding set.
Assume first that J is homeomorphic to R. By Theorem 5.1, there exists a
neighborhood U of J in R2 and a diffeomorphism φ : R2 → U such that φ(R) = J .
The previous paragraph implies that there exist connected neighborhoods B˜+ and
B˜− of R in {y > 0} and {y < 0}, respectively, such that w ◦φ is smooth in B˜+ ∪R
and in B˜− ∪ R, and each point of R has a neighborhood in B˜+ ∪ B˜− in which
|∇(w ◦ φ)| is either vanishing or bounded away from 0. Moreover, in each of B˜+
and B˜− the function w ◦ φ is either constant or we have w ◦ φ > t−j or w ◦ φ < t
−
j .
Therefore, there exist disjoint connected open sets B+ = φ−1(B˜+) and B− =
φ−1(B˜−) so that B = B+ ∪B− ∪ J is an open set containing J and w satisfies one
of the following conditions, with the roles of B+,B− possibly reversed:
(i) w = t−j on J , w > t
−
j on B
+, w < t−j on B
−,
(i′) w = t−j on J , w > t
−
j on B
+, w = t−j on B
−,
(i′′) w = t−j on J , w > t
−
j on B
+, w > t−j on B
−,
(i′′′) w = t−j on J , w = t
−
j on B
+, w = t−j on B
−.
Note that (i′′′) immediately implies that w is smooth at each point of J .
If (i) holds, then |∇w| must be non-zero in B+ ∪B−, hence each point of J has
a neighborhood in B+ ∪ B− in which |∇w| is bounded away from 0. We are now
exactly in the setting of the smoothing Lemma 5.2. Thus, there exists a monotone
function w˜ in Ω that is smooth in B, agrees with w outside an arbitrarily small
neighborhood A of J , and is arbitrarily close to w in the uniform and in the Sobolev
norm. In particular, since Ep(w) < Ep(u) (cf. (D) from Subsection 4.1.2) we may
have Ep(w˜) < Ep(u). Finally, we have w˜ − w ∈ W
1,p
0 (Ω) from Lemma 5.2(d) as
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claimed in (E) in the statement of Theorem 1.6. If (i′) or (i′′) holds instead, then
we are in the setting of Lemma 5.3 and obtain the same conclusions.
Now, if J is homeomorphic to S1 we can find connected open sets B+, B− so
that J is their common boundary. In this case, we have the following alternatives:
(i) w = t−j on J , w > t
−
j on B
+, w < t−j on B
−,
(i′) w = t−j on J , w > t
−
j on B
+, w = t−j on B
−,
(i′′′) w = t−j on J , w = t
−
j on B
+, w = t−j on B
−.
We note that the alternative (i′′) of the previous case does not occur here, since it
would violate the monotonicity of w. We can now apply Lemma 5.4 to smooth the
function w near J .
We apply the above smoothing process countably many times in pairwise disjoint,
arbitrarily small neighborhoods of components of v−1(t±j ), j ∈ Z. Since these
components do not accumulate in Ω (see Lemma 4.1(i)), the resulting limiting
function w˜ will be C∞-smooth in Ω, except possibly at a discrete set of points
of Ω (by (a),(c) in Subsection 4.2.2), in which w˜ is C1,α-smooth; if p = 2 then
w˜ is C∞-smooth everywhere. If the neighborhoods of v−1(t±j ), j ∈ Z, where the
smoothing process takes place are arbitrarily small, then w˜ will be p-harmonic on
a subset of Ω having measure arbitrarily close to full. Moreover, by Lemma 2.15,
w˜ is monotone in Ω. Finally, it satisfies the corresponding conditions (B)–(E) from
Subsection 4.1.2. This completes the proof of Theorem 1.6. 
5. Smoothing results
Theorem 5.1. Let J be an embedded 1-dimensional smooth submanifold of R2 that
is connected. Then J is diffeomorphic to X, where X = R × {0} ⊂ R2 or X =
S1 ⊂ R2. Moreover, there exists a neighborhood U of J in R2 and a diffeomorphism
φ : R2 → U such that φ(X) = J .
We direct the reader to [Vir13] for an account on the classification of 1-manifolds.
The last statement of the lemma can be proved in the same way as the existence
of tubular neighborhoods of embedded submanifolds of Rn; see for example [Lee13,
Theorem 6.24, p. 139].
Lemma 5.2 (Smoothing along a line). Let Ω ⊂ R2 be an open set and let J ⊂ Ω be
an embedded 1-dimensional smooth submanifold of R2, homeomorphic to R, such
that J has no accumulation points in Ω; that is, the topological ends of J lie in ∂Ω.
Suppose that J is contained in an open set B ⊂ Ω that it is the common boundary of
two disjoint regions B+ and B− with B = B+∪B−∪J . Moreover, let u ∈ W 1,p(Ω)
be a monotone function with the following properties:
(i) u = 0 on J , u > 0 on B+, u < 0 on B−,
(ii) u is smooth in B+ ∪ J and in B− ∪ J ,
(iii) each point of J has a neighborhood in B+ ∪ B− in which |∇u| is bounded
away from 0.
Then for any open set U ⊂ B with U ⊃ J and each ε > 0 there exists an open set
A ⊂ U containing J and a monotone function u˜ in Ω such that
(a) u˜ agrees with u in Ω \A and is smooth in B,
(b) |u˜− u| < ε in A,
(c) ‖∇u˜−∇u‖Lp(A) < ε, and
(d) u˜− u ∈W 1,p0 (A).
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Proof. By using a diffeomorphism φ defined in a neighborhood of J in B, given
by Theorem 5.1, we may straighten J and assume that J = R = {(x, y) : y = 0},
B = R2, B+ = {(x, y) : y > 0}, B− = {(x, y) : y < 0}. For each ε > 0 we
will construct a smooth function u˜ that agrees with u outside an arbitrarily small
neighborhood A of R, |u˜ − u| < ε in A and ‖∇u˜ − ∇u‖Lq(A) < ε, where q > p
is a fixed exponent (e.g., q = 2p). If the neighborhood A is sufficiently thin,
then u˜ − u ∈ W 1,q0 (A). Pulling back u˜ under the diffeomorphism φ and using
Ho¨lder’s inequality will yield the desired conclusions in Ω. We argue carefully for
the monotonicity of u˜ in the end of the proof.
For the construction of u˜, essentially, we are going to interpolate between the
function u away from R and the “height function” (x, y) 7→ y near R. Several
technicalities arise though, in order to ensure that the new function is monotone.
By assumption (iii), for each x ∈ R there exists a constant m > 0 such that
|∇u| > m in a neighborhood of x in R2 \ R. Since u = 0 on R, we have ux = 0 on
R. Hence, using the smoothness of u in B+ ∪ R and in B− ∪ R we conclude that
for each point x ∈ R there exist constants m,M > 0 such that M > |uy| > m in
a neighborhood of x in R2 \ R. Thus, we may consider positive smooth functions
γ, δ : R → R such that δ(x) > |uy(x, y)| > γ(x) > 0 for all (x, y) lying in a small
neighborhood of R in R2 \ R. By assumptions (i) and (ii), we have uy ≥ 0 in a
neighborhood of R in R2 \ R. Therefore,
δ(x) > uy(x, y) > γ(x) > 0(5.1)
for all (x, y) lying in a neighborhood of R in R2 \ R. By choosing a possibly larger
δ we may also have
δ(x) > |ux(x, y)|(5.2)
in that neighborhood. We let A be a sufficiently small open neighborhood of R in
R2 so that the preceding inequalities hold. Later we will shrink A even further.
For a positive smooth function β : R→ R we define V (β) = {(x, y) : |y| < β(x)}.
Note that we may choose β so that V (β) ⊂ A. By scaling β, we may also have that
|β′| ≤ 1.(5.3)
Moreover, we consider a non-negative smooth function α : R→ R with α(t) = 1 for
t ≥ 1, α(t) = 0 for t ≤ 1/2, and
0 ≤ α′ ≤ 4.(5.4)
We now define s = s(x, y) = |y|/β(x) and
u˜(x, y) = α(s)u(x, y) + (1 − α(s))yγ(x).
This function is smooth, agrees with u outside V (β) (where s ≥ 1), and agrees with
(x, y) 7→ yγ(x) in V (β/2) (where 0 ≤ s < 1/2). We have |u˜−u| ≤ |1−α(s)||u−yγ| ≤
|u|+ |y|γ. By (5.1) in A we have
|u(x, y)| =
∣∣∣∣∫ y
0
uy(x, t)dt
∣∣∣∣ ≤ |y|δ(x).(5.5)
Therefore, |u|+ |y|γ < |y|(γ + δ). If A is so small that it is contained in the open
set {(x, y) : |y| < ε/(γ(x) + δ(x))}, then we have |u˜ − u| < ε in A, which proves
claim (b).
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We now compute the derivatives:
u˜x = −α
′(s)β′(x)s2
u− yγ
|y|
+ α(s)ux + (1− α(s))yγ
′ and
u˜y = α
′(s)s
u − yγ
y
+ α(s)uy + (1− α(s))γ.
By (5.3), (5.4), and (5.5) we have
|u˜x| ≤ 4(γ + δ) + δ + |y||γ
′| and
|u˜y| ≤ 4(γ + δ) + δ + γ
in V (β) ⊂ A. Since the above bounds and (5.1), (5.2) do not depend on A but only
on the function u, if A is sufficiently small, then ‖∇u˜−∇u‖Lq(A) ≤ ‖∇u˜‖Lq(V (β))+
‖∇u‖Lq(V (β)) can be made as small as we wish.
We next prove that u˜ is monotone in R2. Note that u−yγy ≥ 0 on A, since uy > γ.
Therefore,
u˜y ≥ γ > 0.
This implies that ∇u˜ 6= 0 in A, so u˜ does not have any local maximum or minimum
in A, and it is strictly monotone there. On the other hand, u˜ = u outside V (β) ⊂ A,
and therefore u˜ is monotone outside V (β). By the Gluing Lemma 2.19 it follows
that u˜ is monotone in R2.
The argument of the previous paragraph and the use of Lemma 2.19 can be
carried in Ω, after precomposing u˜ with the straightening diffeomorphism φ−1. We
denote the composition, for simplicity, by u˜. So u˜ is a function in Ω that is strictly
monotone in φ−1(A) and can be extended to agree with u in Ω \ φ−1(V (β)); in
particular, u˜ is monotone in Ω \ φ−1(V (β)). If we ensure that φ−1(V (β)) ∩ Ω ⊂
φ−1(A), then Lemma 2.19 can be applied to yield the monotonicity of u˜ in Ω.
The latter can be achieved by shrinking β (and thus the neighborhood V (β)) if
necessary, using the assumption that the topological ends of J lie in ∂Ω and not in
Ω. 
Lemma 5.3. The conclusions of Lemma 5.2 hold if the assumptions (i),(iii) are
replaced by the assumptions
(i′) u = 0 on J , u > 0 on B+, u = 0 on B−, and
(iii′) each point of J has a neighborhood in B+ in which |∇u| is bounded away
from 0,
or if (i) is replaced by the assumption
(i′′) u = 0 on J , u > 0 on B+, u > 0 on B−.
Proof. In the first case, one argues as in the proof of Lemma 5.2, by straightening
the line J to the real line with a diffeomorphism φ. This time we interpolate
between u and the function e−1/y instead of the height function y:
u˜(x, y) =
{
α(s)u(x, y) + (1 − α(s))e−1/yγ(x) y > 0
u y ≤ 0.
Here γ, δ, β, s, α(s) are as in the previous proof, but working only in the upper half
plane, and A, V (β) = {(x, y) : 0 < y < β(x)} are appropriate neighborhoods of R
in the upper half plane {y > 0}. The function u˜ is smooth and the claims (a)–(d)
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from Lemma 5.2 follow as in the previous proof. We only have to argue differently
for the monotonicity of u˜.
We compute for y > 0
u˜y = α
′(s)s
u − e−1/yγ
y
+ α(s)uy + (1− α(s))
e−1/y
y2
γ.
Since uy > γ on A, we have
u−e−1/yγ
y ≥ 0 for all sufficiently small y. In particular
this holds in A if we shrink A. It follows that u˜y > 0 on A. Thus, u˜ is strictly
monotone in A. Moreover, outside V (β) ∩ {y 6= 0} ⊂ A the function u˜ agrees with
u. Summarizing, in the domain Ω˜ = R2 \ R = {y 6= 0} we have V (β) ∩ Ω˜ ⊂ A and
the function u˜ is strictly monotone in A, and monotone in Ω˜ \ V (β). By Lemma
2.19 we have that u˜ is monotone in Ω˜.
Arguing as in the previous proof, we transfer the conclusions to Ω and deduce
that u˜ is monotone in Ω \ J . Note that J is a connected closed subset of Ω. Since
u˜ = 0 in J and J exists all compact subsets of Ω, by Lemma 2.20 we conclude that
u˜ is monotone in Ω. This completes the proof under the assumptions (i′) and (iii′).
Now, we assume that (i′′) holds in the place of (i). After straightening J , we
define
u˜(x, y) =
{
α(s)u(x, y) + (1− α(s))e−1/|y|γ(x) y 6= 0
0 y = 0
This is a smooth function in R2. The conclusions (a)–(d) are again straightforward,
so we only argue for the monotonicity. In V (β) = {(x, y) : 0 < |y| < β(x)} and in
a slightly larger open set A ⊃ V (β) we have u˜y 6= 0. This implies that u˜ is strictly
monotone in A. Using Lemma 2.19, we have that u˜ is monotone in R2 \ R.
We transfer the conclusions to Ω and we obtain a function u˜ that is monotone
in Ω\J . Since J is closed, connected and exits all compact subsets of Ω, and u˜ = 0
on J , by Lemma 2.20 we conclude that u˜ is monotone in Ω. 
Lemma 5.4 (Smoothing along a Jordan curve). Let Ω ⊂ R2 be an open set and
let J ⊂ Ω be an embedded 1-dimensional smooth submanifold of R2, homeomorphic
to S1. Suppose that J is contained in an open set B ⊂ Ω that it is the common
boundary of two disjoint regions B+ and B− with B = B+ ∪ B− ∪ J . Moreover,
let u ∈ W 1,p(Ω) be a monotone function satisfying one of the following triples of
conditions:
(i) u = 0 on J , u > 0 on B+, u < 0 on B−,
(ii) u is smooth in B+ ∪ J and in B− ∪ J ,
(iii) each point of J has a neighborhood in B+ ∪ B− in which |∇u| is bounded
away from 0,
or
(i′) u = 0 on J , u > 0 on B+, u = 0 on B−,
(ii′) u is smooth in B+ ∪ J and in B− ∪ J ,
(iii′) each point of J has a neighborhood in B+ in which |∇u| is bounded away
from 0.
Then for any open set U ⊂ B with U ⊃ J and each ε > 0 there exists an open set
A ⊂ U containing J and a monotone function u˜ in Ω such that
(a) u˜ agrees with u in Ω \A and is smooth in B,
MONOTONE SOBOLEV FUNCTIONS 25
(b) |u˜− u| < ε in A,
(c) ‖∇u˜−∇u‖Lp(A) < ε, and
(d) u˜− u ∈W 1,p0 (A).
Proof. We will only sketch the differences with the proofs of Lemmas 5.2 and 5.3. By
Theorem 5.1 we may map B with a diffeomorphism to a neighborhood of S1. After
shrinking B, we may assume that this neighborhood of S1 is an annulus. Then,
using logarithmic coordinates, we map S1 to R. Let φ denote the composition of
the two maps described. By, precomposing u with φ−1, we can obtain a periodic
function, still denoted by u, in a strip {(x, y) : |y| < c}. We consider a strip
V (β) = {|y| < β} under assumption (i), or V (β) = {0 < y < β} under (i′), where
β is a constant rather than a function, and a strip A ⊃ V (β). We consider the
function u˜ with the same definition as in the proofs of Lemmas 5.2 and 5.3. The
function u˜ is also periodic and smooth, so it gives a function in the original domain
Ω, by extending it to be equal to u outside B. We still denote this function by u˜.
The properties (a)–(d) are straightforward to obtain, upon shrinking the strip A.
We only argue for the monotonicity.
Under the first set of assumptions, and in particular under (i), the function u˜ is
strictly monotone in φ−1(A) and agrees with u outside φ−1(V (β)) ⊂ A. Hence, by
Lemma 2.19, u˜ is monotone in Ω.
Under the second set of assumptions, and in particular under (i′), we can only
conclude that u˜ is monotone in Ω \ J ; see also the proof of Lemma 5.3. However,
now we cannot apply Lemma 2.20, since J does not exit all compact subsets of Ω.
Instead, we are going to use Lemma 2.14. In φ−1(V (β)), which is precompact, by
continuity we have 0 < u˜ < t and 0 < u < t for some t > 0. We set Υ = u−1((0, t)),
so we have φ−1(V (β)) ⊂ Υ. Observe that u˜ is monotone in Υ ⊂ Ω\J and 0 ≤ u˜ ≤ t
in Υ. By Lemma 2.14 we conclude that the function
u˜ = u˜χΥ + uχΩ\Υ
is monotone in Ω. 
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