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We present a statistic for the detection of stochastic gravitational wave backgrounds (SGWBs) using
radiometry with a network of multiple baselines. We also quantitatively compare the sensitivities of
existing baselines and their network to SGWBs. We assess how the measurement accuracy of signal
parameters, e.g., the sky position of a localized source, can improve when using a network of baselines, as
compared to any of the single participating baselines. The search statistic itself is derived from the
likelihood ratio of the cross correlation of the data across all possible baselines in a detector network and
is optimal in Gaussian noise. Specifically, it is the likelihood ratio maximized over the strength of the
SGWB and is called the maximized-likelihood ratio (MLR). One of the main advantages of using the
MLR over past search strategies for inferring the presence or absence of a signal is that the former does
not require the deconvolution of the cross correlation statistic. Therefore, it does not suffer from errors
inherent to the deconvolution procedure and is especially useful for detecting weak sources. In the limit of
a single baseline, it reduces to the detection statistic studied by Ballmer [Classical Quantum Gravity 23,
S179 (2006).] and Mitra et al. [Phys. Rev. D 77, 042002 (2008).]. Unlike past studies, here the MLR
statistic enables us to compare quantitatively the performances of a variety of baselines searching for a
SGWB signal in (simulated) data. Although we use simulated noise and SGWB signals for making these
comparisons, our method can be straightforwardly applied on real data.
DOI: 10.1103/PhysRevD.83.063002 PACS numbers: 95.55.Ym, 04.30.Db, 97.80.d, 98.80.k
I. INTRODUCTION
Just like the discoveries of the cosmic microwave back-
ground and pulsars in the electromagnetic spectrum, a
discovery of unknown sources by Earth-based detectors
such as LIGO and Virgo in the gravitational wave (GW)
spectrum by serendipity is an interesting prospect.
The LIGO Scientific Collaboration and the Virgo
Collaboration are addressing it by searching for both tran-
sient signals, or ‘‘bursts,’’ and long-duration signals in the
data from their detectors. Here, we focus on a subset of the
latter type that can be modeled as a stochastic background.
The search for an isotropic stochastic GW background has
caught significant attention due to its cosmological signifi-
cance. This primordial GW background is a direct probe of
cosmological inflation [1]. However, the astrophysical
background, arising in the nearby Universe [2], e.g., from
an unresolved superposition of GW signals from multiple
sources such as low-mass x-ray binaries or, even, coales-
cing compact objects, is possibly much stronger than the
primordial background and is anisotropic.
A variety of data analysis strategies to search for an
anisotropic GW background have been proposed and imple-
mented in the past [3–8]. These searches are usually
performed in two types of bases in the sky, namely, the pixel
and spherical harmonic bases. Use of the radiometer tech-
nique for searching a GW background was proposed in
Ref. [9] and was implemented in the pixel basis on data
from LIGO’s fourth science run [10]. An elaborate study of
this method, including the maximum-likelihood (ML) esti-
mation of the true anisotropy of GW background by decon-
volving the observed sky map, was presented in Mitra et al.
[11]. Even though the pixel-based search is promising and
simpler to understand, it is not the best basis for probing
sources with angular spreads greater than the angular reso-
lution of the GW radiometer. The spherical harmonic basis is
expected to be better-suited for detecting such sources [12].
Past attempts at probing the GWanisotropy in the spherical
harmonic basis were essentially studies of the periodic
modulation of the observed background in the detector base-
lines. Recently, a general ML formalism was developed to
search for the GW anisotropies in any basis, including the
spherical harmonic basis, using a network of ground-based
GW interferometers [12]. The pixel-based search is a spe-
cific application of this formalism. One of the main goals of
this paper is to perform a thorough comparison of the
expected performances of individual baselines and thewhole
network in detecting an astrophysical stochastic gravita-
tional wave background (SGWB) and in estimating its pa-
rameters. The pixel basis is used for this study.
Even though a pixel-based search is optimal for a local-
ized source, the resolution of the source is limited by the
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length of the radiometer baselines, the orientation of the
detectors, and their individual sensitivities. Probing a
stochastic GW background with energy distributed across
the pixelated sky demands a statistically meaningful inte-
gration of the energies received in every pixel. In order to
accomplish this, we extend the maximized-likelihood ratio
(MLR) statistic for a single baseline to incorporate a net-
work of detectors or, equivalently, multiple baselines. The
rest of the paper is devoted to studying the performance of
individual GW detector baselines and the whole network
by comparing different figures of merit for their perform-
ance, e.g., sensitivity, accuracy in localizing sources, sky
coverage, and faithful extraction from the data of the sky
distribution of a stochastic background.
The paper is organized as follows: In Sec. II, we develop
and study the efficiency of an optimal all-sky search sta-
tistic for anisotropic SGWBs that obviates the solving of
the inverse problem, which may not always be well-posed.
In Sec. III, we compare the performance of a network with
that of its individual baselines using a variety of figures of
merit. In Sec. IV, we conclude by summarizing the impli-
cations of this work on ongoing SGWB searches and by
highlighting future directions in GW radiometry.
II. OPTIMAL SEARCH STATISTIC
A. Statistical properties of the signal and detector noise
In the transverse traceless gauge, the spatial part of the
metric perturbations due to a SGWB can be written as a
superposition of plane waves
habðt; rÞ ¼
Z 1
1
df
Z
S2
d^eAabð^Þ~hAðf; ^Þei2fðtþ^r=cÞ;
(2.1)
where a and b are spatial indices, eAabð^Þ are the compo-
nents of the gravitational wave polarization tensors, and ^
is a unit vector pointing in the direction of wave propaga-
tion. Note that the Einstein summation convention for
repeated indices has been applied to the polarization index
A ¼ fþ;g. Since the GW strain habðt; rÞ is real, the
complex Fourier amplitudes ~hAðf; ^Þ satisfy the reality
condition, ~hAðf; ^Þ ¼ ~hAðf; ^Þ.
The polarization tensors can be defined in terms of the
spherical polar coordinates,  2 ½0;  and  2 ½0; 2,
on the sky. Let as follows
^ ¼ sin cosx^þ sin siny^þ cosz^;
m^ ¼ cos cosx^þ cos siny^ sinz^;
n^ ¼  sinx^þ cosy^;
(2.2)
such that fm^; n^; ^g form a right-handed system of unit
vectors. The axes are defined as follows: For a fixed but
arbitrarily chosen origin of time t ¼ 0, x^ is directed toward
the intersection of the equator and the longitude  ¼ 0,
z^ points at the Celestial North Pole, and y^ is chosen
orthogonal to the previous two axes, forming a right-
handed triad. Then, the polarization tensor components
eAabð^Þ are defined as
eþabð^Þ ¼ m^am^b  n^an^b; eabð^Þ ¼ m^an^b þ n^am^b;
(2.3)
in the aforementioned right-handed orthogonal basis.
Understanding the signal excited in an interferometric
detector by a SGWB is helped by specifying the detector’s
location and orientation in the above orthogonal basis. Let
the Ith GW detector be located at rIðtÞ, and let X^IðtÞ and
Y^IðtÞ be the unit vectors pointing along its arms. These
three detector location and orientation vectors are all time-
dependent due to the Earth’s rotation. Then, the compo-
nents of the Ith detector tensor are given by
dabI ðtÞ ¼ 12½X^aI ðtÞX^bI ðtÞ  Y^aI ðtÞY^bI ðtÞ; (2.4)
and
hIðtÞ ¼ habðt; rIðtÞÞdabI ðtÞ (2.5)
is the strain in it due to the SGWB.
The response of a detector to the polarization component
A of a wave incident from direction ^ is given by the
antenna-pattern function
FAI ð^; tÞ  dabI ðtÞeAabð^Þ; (2.6)
where we assumed the Einstein summation convention
over the repeated indices a and b. Contracting (2.1) with
the detector tensor dI, the GW strain signal in the Ith
detector can be expressed as
hIðtÞ ¼
Z 1
1
df
Z
S2
d^~hAðf; ^ÞFAI ð^; tÞei2f½tþ^rIðtÞ=c;
(2.7)
in terms of the antenna-pattern functions.
The Fourier components of the strain ~hAðf; ^Þ describ-
ing a stochastic GW background are random variables
whose expectation values define the statistical properties
of the background. Without loss of generality, we assume
that these components have zero mean:
h~hAðf; ^Þi ¼ 0; (2.8)
where the angular brackets denote statistical average. In
the presence of a signal, the time series of the Ith detector’s
output xIðtÞ is a sum of the GW signal hIðtÞ and the detector
noise nIðtÞ:
xIðtÞ ¼ hIðtÞ þ nIðtÞ: (2.9)
Statistically, the gravitational wave strain hIðtÞ are uncor-
related with the detector noise, implying that
hhIðtÞnJðt0Þi ¼ 0: (2.10)
DIPONGKAR TALUKDER, SANJIT MITRA, AND SUKANTA BOSE PHYSICAL REVIEW D 83, 063002 (2011)
063002-2
We also assume that the noise is Gaussian with zero mean,
i.e., hnIðtÞi ¼ 0, and is uncorrelated in different detectors,
namely,
hnIðfÞnJðf0Þi ¼ 12ðf f0ÞIJðIÞðfÞ; (2.11)
where ðIÞ is the one-sided noise power spectral density
(PSD) of the Ith detector. The last assumption is not
unreasonable when the detectors are widely separated
across the globe.
B. Cross correlation statistic
Since the targeted source is stochastic, we search for its
GW signal by looking for correlated patterns in the data of
two or more detectors after accounting for time delays and
detector responses consistent with a given sky location.
This is done by cross correlating the data xIðtÞ from the
detectors, taken in pairs, with a sky-position–dependent
time-frequency filter ~Qkðt; fÞ, labeled by the sky-position
index k. The cross correlation statistic combined for the
observation period T for the data x1;2ðtÞ from two detectors
or, equivalently, for a baseline is defined as
Sk ¼ 4tXT
t¼0
Z 1
1
df~x1ðt; fÞ~x2ðt; fÞ ~Qkðt; fÞ; (2.12)
where ~xIðt; fÞ is the short-term Fourier transform of xIðtÞ,
over time interval t, and is defined as in Ref. [11] as
~x Iðt; fÞ :¼
Z tþt=2
tt=2
dt0xIðt0Þe2ift0 : (2.13)
The filter that maximizes the signal-to-noise ratio (SNR)
associated with this statistic is a scalar, square-integrable
function on the sky [11] and, hence, can be resolved
linearly in an appropriate basis, such as a pixel basis or
the spherical harmonic basis. In the former case, k is the
pixel index.
Let an astrophysical GW background be modeled such
that the Fourier components of its GW strain ~hkAðfÞ of
polarization A from the kth sky-position obey
h~hkA ðfÞ~hk0A0 ðf0Þi ¼ AA0ðf f0Þkk0P kðAÞHðfÞ; (2.14)
where P kðAÞ is a dimensionless measure of the signal
strength, and HðfÞ is its two-sided power spectral density,
with units of Hz1 [11]. Here, we assume the signal to be
stochastic and uncorrelated in the two polarizations, differ-
ent frequencies, and different sky locations. In the presence
of a signal in the detector data, the cross correlation
statistic is
Sk ¼ Bkþk0P k
0
ðþÞ þBkk0P k
0
ðÞ þ nk; (2.15)
where the beam function BkA k0 is analogous to the point-
spread function that maps the power in the object (or sky)
plane to that in the image plane. Above nk is the noise in
the kth sky position, and Sk is termed as the dirty map [11].
We define PðAÞ as a vector, with P kðAÞ as its kth component,
and BA as a matrix, with BkA k0 as its ðk; k0Þth element.
C. Detection statistic
To get a single detection statistic, one must combine the
measurements of Sk for all k. When the detector noises are
Gaussian and uncorrelated, an assumption borne out to
sufficient approximation for our purposes, the nk are
Gaussian with a nontrivial covariance matrix, N, deter-
mined by the beam functions. The exact form of N is
discussed below.
If an astrophysical GW background signal, character-
ized by the pixel-strength vector P, is present in the data,
then the probability density function of the radiometer
output S is given by
pðSjPÞ ¼ ð2ÞNpix=2
 expð12fðSB PÞT  N1  ðSB PÞ
þ Tr½lnNgÞ; (2.16)
whereas, in the absence of a signal, it is
pðnÞ ¼ ð2ÞNpix=2 exp½12ðnT  N1  nþ Tr½lnNÞ:
(2.17)
By the Neyman-Pearson criterion, the optimal detection
statistic is the likelihood ratio pðSjPÞ=pðnÞ [13].
For an unpolarized background from a source distributed
across multiple pixels and quantified by the signal-strength
vector P ¼ P ðþÞ ¼ PðÞ, the log-likelihood ratio maxi-
mized over P k P k is
 ¼ S
kðN1Þkk0 ðB  P^Þk0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðB  P^ÞqðN1ÞqrðB  P^Þr
q ¼ SkP^ kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P^ qBqrP^
r
q ; (2.18)
where P^ is the unit vector alongP. The beammatrix for an
unpolarized source is given by
Bpq ¼ Bþpq þBpq; (2.19)
¼ 8ftXT
t¼0
ð^q; tÞð^p; tÞ
 <
Xfu
f¼fl
e2ifð^q^pÞ ~xðtÞ=cGðt; fÞ

; (2.20)
where ð^q; tÞ is the time-varying baseline antenna pat-
tern, and Gðt; fÞ is a measure of the spectral strength of the
source relative to the baseline’s noise PSDs:
ð^; tÞ :¼ Fþ1 ð^; tÞFþ2 ð^; tÞ þ F1 ð^; tÞF2 ð^; tÞ;
Gðt; fÞ :¼ H
2ðfÞ
ð1Þðt; fÞð2Þðt; fÞ :
(2.21)
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In the weak-signal limit, the noise-covariance matrix is
approximately equal to the beam matrix,
Npq  Bpq: (2.22)
Its diagonal elements inform us about the sensitivity of the
network to the different pixels in the sky for a SGWB with
PSD HðfÞ.
The statistic  is the maximized (log-)likelihood ratio
for a single-baseline SGWB search and is the same statistic
introduced in Appendix C of Ref. [12]. Here, it is ex-
pressed specifically in terms of quantities defined in the
pixel basis. It has zero mean and unit variance in the
absence of a signal. When a signal is present in the data
and its parameters are matched exactly by the template’s,
the mean of the statistic is
hi ¼ P
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðB  P^ÞkðN1Þkk0 ðB  P^Þk0
q
: (2.23)
The variance of the statistic remains unchanged. One can
extend this single-baseline statistic to the case of a multi-
baseline network. That statistic arises directly from
maximizing the log-likelihood ratio for a network and is
given by
N ¼
P Nb
I¼1S
k
I ðN1I Þkk0 ðBI  P^Þk
0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP Nb
I¼1ðBI  P^ÞqðN1I ÞqrðBI  P^Þr
q ;
¼
P Nb
I¼1S
I
k P^
kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP Nb
I¼1P^
qBIqrP^
r
q ; (2.24)
where I is the baseline index, and the subscriptN high-
lights that this MLR statistic is for a network of baselines.
The MLR statistic is a detection statistic for SGWBs in
the same manner as the standard matched-filter statistic is
for deterministic GW sources. The latter is also obtained by
maximizing the likelihood ratio with respect to the strength
of the deterministic source. Searching for a signal from a
deterministic source involves maximizing the matched-
filter statistic over a bank of templates defined on the
signal’s parameter space. For SGWBs, as well, the detection
statistic can be the MLR, maximized further with respect to
different SGWB models given by P^, perhaps parametrized
by a smaller number of parameters than the number of
components of P^. This is in contrast to the existing searches
for anisotropic GW backgrounds. Past dirty-map–based
searches precluded the presence of a signal by demonstrat-
ing that the map is consistent with a Gaussian distribution,
up to statistical fluctuations allowed by the number of
independent ‘‘samples’’ on the sky [10]. However, they
did not provide a confidence level for the presence or
absence of a broadband or spatially extended signal. A
better approach is to solve the inverse problem in an or-
thogonal basis, namely, the pixel [11] or spherical harmonic
[12] basis. This yields an estimate of the background,
i.e., a ‘‘clean’’ (deconvolved) map and the corresponding
noise-covariance matrix. However, this approach depends
heavily on how well-posed the inverse problem is and
how accurately it can be implemented numerically.
Consequently, a detection statistic constructed on the de-
convolved data can be affected by similar maladies. To
work well, the inverse problem requires that the network
of interferometers is sufficiently nondegenerate, which is
not always the case. Indeed, the deconvolution procedure
can enhance spatial noise correlations and, sometimes, even
introduce artifacts, thereby adversely affecting parameter
estimation and signal detection by such a procedure.
As we prove here, the detection problem does not re-
quire a well-posed inverse problem and exists even for a
degenerate network. A detection statistic is best defined on
the dirty map, as opposed to the clean map. As an added
advantage, a dirty-map–based statistic is faster to compute,
since it obviates the computational overhead required for
obtaining the clean map. While it is possible to use an
arbitrary sky model, such as the one-dimensional basis P^,
and estimate the strength of the SGWB for that particular
model, the MLR statistic in Eq. (2.18) provides a well-
understood construct that can be maximized over a set of
parameters for selecting the model that best fits the data.
To elaborate further on the way the new statistic works,
let us consider the example of a directed pixel-space
search, which is performed for only one source and as-
sumes that the angular extent of the source is, at most, one
pixel. In the standard radiometer search [11,14], the dirty
map Sk is computed for each pixel k in the sky. The (signal
part of the) dirty map is generally peaked at the source
pixel and has broad structures, including large negative
patches, around it. One way of inferring the presence or
absence of a source in this image requires deconvolving it.
However, as we show later, deconvolution of a relatively
weak source can result in a clean map with significant
errors, especially when the sky is divided into around
3000 pixels or more. (A network resolution of several
square degrees requires a few thousand pixels across the
sky.) Also, computing the noise-covariance matrix can be
numerically challenging. The MLR is a good choice in this
situation, since it combines all the pixel values to provide a
single number for the detection statistic that is simple to
use in drawing inferences on the presence or absence of a
signal in the network data.
If a parametrized model of the background is available,
one can construct the likelihood-ratio statistic from the
dirty map and maximize it over the parameter space. The
maximized-likelihood-ratio statistic can also be used to
perform a more advanced blind search, where no prior
information is available about angular distribution of the
power in the SGWB. For each basis component, one can
assert that only that basis component is present in the signal
and compute the statistic with the corresponding skymodel.
Thus, using the dirty maps of ‘‘point estimate’’ or SNR
obtained by the existing radiometer search, our prescription
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takes one step forward and can provide a map of likelihood
ratios, which is statistically a more robust and meaningful
quantity, given a set of highly correlated observations.
The construction of the MLR statistic on a dirty map is
simple. Equation (2.18) shows that it is the scalar product
of the observed map Sk and a sky-model–dependent
normalized ‘‘template.’’ The template is proportional to
B P, which is the expected signal in the dirty map for a
sky model P^. The inverse of the noise-covariance matrix is
the metric in the pixel space. The sky model can be defined
in a straightforward way. For instance, to search for a point
source localized to a single pixel, one would use a P^ with
all but one component, namely, the component correspond-
ing to that pixel, set to zero. Indeed, B P is simply the
point-spread function of the pixel with the nonzero com-
ponent of P^. Also notice that the inverse of the noise-
covariance matrix, being proportional to the beam matrix,
cancels out algebraically in the expression for the MLR.
Therefore, unlike for deconvolution, for MLR construction
the computation of this matrix is not needed. Otherwise,
the latter procedure would have been computationally
similar to solving the inverse problem, avoiding which is
one of the main motivations for this work.
To complete the discussion, we note that the construc-
tion of a MLR statistic is not limited to dirty maps and can
be implemented for clean maps. A clean map can be
expressed as
~P ¼ P þ nc; (2.25)
where P is the true sky map, and nc is Gaussian noise
with covariance , which is related to the dirty-map noise-
covariance matrix through the relation  ¼ ðBTN1BÞ1.
Therefore, following the same procedure as that for
the dirty map, one can write the MLR statistic for a clean
map as
c ¼
~P  1 Pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P 1 Pp (2.26)
and, thereby, obtain model-based or blind likelihood-ratio
maps.
D. Performance of optimal detection statistic
We numerically study the performance of the optimal
statistic and compare with the existing method. We use the
LIGO 4 km detectors located in Hanford (H1) and
Livingston (L1). Unless otherwise stated, the noise PSDs
of all detectors are taken to be their (smoothed) first-
generation design sensitivities [15,16]. The frequency
band considered here spans 40–1024 Hz, with a bin size
f ¼ 1 Hz. The source PSD is taken to be a constant,
HðfÞ ¼ 1:516 1048=Hz. Note that the spectral index of
the source PSD has a significant effect on the resolution of
the network. Predictions from astrophysical and cosmo-
logical models suggest the nominal range of the spectral
index to be between 3 and 1. The higher the spectral
index, the higher the resolution, and the more computa-
tionally expensive the directed search. We take the spectral
index to be zero here by setting HðfÞ as a constant.
The directed search is performed by dividing the (simu-
lated) strain data from all detectors into segments with a
duration of 192 sec. The noise is taken to be stationary. The
sky is tessellated into 3072 pixels by using the Hierarchical
Equal Area isoLatitude Pixelization [17,18]. The choice of
the signal integration duration is taken to be a sidereal day,
which leads to the azimuthal symmetry of the baseline
sensitivities and sky resolutions. The justification for
choosing the above parameter values can be found, e.g.,
in Mitra. et al. [11].
We first construct simulated data sets of two kinds, one
with only noise and the other with a weak signal from a
‘‘polar-cap’’ source added to that noise. The sky map of the
latter case is shown in the first plot in Fig. 1. We make dirty
maps for these two cases using single-pixel source tem-
plates for each of the 3072 pixels. These maps are essen-
tially the maps of SNR for the directed search, as can be
seen by substituting
P^ k ¼

1 for target pixel;
0 for remaining pixels
(2.27)
into Eq. (2.18) [11]. The dirty maps for both cases look
very similar, and only one of them, namely, the one for the
polar-cap source, is shown in the second plot of Fig. 1.
Not surprisingly, it is also similar to the dirty map pre-
sented in Abbott et al. [10] for real data. Indeed, the MLR
values over the dirty-map pixels appear to follow a normal
FIG. 1 (color online). The P k sky map of a weak polar-cap
GWB source is shown in (a). The dirty (b) and clean (c) maps for
this source were constructed using the radiometer algorithm for
the LIGO H1L1 baseline. The last two maps for this weak source
are visually very similar to those for the noise-only case (which
is not shown here).
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distribution, as shown in Fig. 2. This is consistent with the
distribution presented in Abbott et al. [10]. Following that
reference, we also plot the 1 error envelope around
the Gaussian fit for 400 degrees of freedom and observe
that the tops of every bar in the histogram lie within that
envelope. The important point to note here is that, for both
noise-only and weak-signal (polar-cap) data sets, the dis-
tributions in Fig. 2 are very similar and consistent with a
normal distribution.
If we now pretend that we know the broad shape of the
GWB sky and use the P^ k of the polar-cap signal as our
template for computing the MLR statistic, we find that the
above two cases can be distinguished better: In the noise-
only case, the MLR statistic equals0:023, while with the
weak polar-cap signal it is 1.400, which is significantly
larger than the former, as explained below. To corroborate
this claim, we computed the MLRs on an ensemble of 4000
realizations of noise, with and without the weak polar-cap
signal. In Fig. 3, we show the distribution of the MLR
statistic () for noise-only (top) and weak-signal (bottom)
cases. Clearly, the noise-only  values are normally
distributed with a zero mean, and the weak-signal  values
are normally distributed with a mean of 1:4, where
  1. This experiment confirms that, given our assump-
tions on the detector noise and the signal, the MLR statistic
can considerably enhance the detectability of a weak
diffuse stochastic background, if a reasonable model of
the background is available. This is true even when the
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FIG. 2 (color online). Histograms of the dirty maps for the
noise-only data set (top) and weak polar-cap signal (bottom),
which is depicted in Fig. 1, are shown here. These two histo-
grams are consistent with that of zero-mean Gaussian data (solid
curved line), up to 1 errors: Following Abbott et al. [10], the
1 error boundaries for 400 degrees of freedom have also been
overlaid for a consistency check.
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FIG. 3 (color online). Monte Carlo simulations with 4000
noise realizations were performed to study the performance of
the MLR statistic. The distribution of the MLR statistic obtained
for dirty maps generated from noise-only (top) and weak polar-
cap injection (bottom) are shown. Clearly, the MLR statistic
detects the signal at 1:4 level.
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distribution of the dirty-map pixel values for that source is
close to zero-mean Gaussian.
III. PERFORMANCE OF
MULTIBASELINE RADIOMETERS
In this section, we define a set of figures of merit to
compare the performance of a network of baselines with
that of its individual baselines for a directed search of a
SGWB.
A single figure of merit may not suffice in capturing all
the attributes of a baseline or a network of detectors
benefiting a SGWB search. A certain baseline or network
configuration can have good sensitivity if the detectors are
optimally orientated, but have poor resolution if they are
proximally located. Optimally oriented detectors may be
very sensitive to certain anisotropy modes, but insensitive
to others, making the estimation problem highly degener-
ate. On the other hand, a network of detectors that are
oriented differently may have moderate, yet uniform, sen-
sitivity to all spherical harmonic modes of a SGWB,
thereby mitigating the ill-posedness of the estimation prob-
lem. Such a network, however, will perform worse than
one where all the detectors are aligned similarly in a low-
frequency, all-sky isotropic search. Therefore, the rele-
vance of a figure of merit is determined by the kind of
search one is undertaking. Here, we propose a set of figures
of merit that are relevant to current searches of anisotropic
stochastic background and that are special cases of the
general ML framework presented in Thrane et al. [12].
For the numerical simulation studies below, we use the
same detector characteristics as mentioned in Section II D,
but we now include the Virgo detector (V1) in Cascina,
Italy to construct a three-baseline network. The baselines
and their network are named by concatenating the symbols
for the participating detectors; e.g., the Hanford-
Livingston baseline is termed as H1L1, and the network
of the above three detectors is termed as H1L1V1.
A. Sensitivity
The first figure of merit is the ‘‘sensitivity’’ of a network
and is motivated by a similar quantity defined in Cella et al.
[19] for the all-sky isotropic search. In practice, a greater
sensitivity implies a better confidence level, at which de-
tection can be made or upper limits can be inferred.
We define the single-baseline sensitivity for a directed
search as the expectation value of theMLR in Eq. (2.23) for
a SGWB source with P set to unity,
Sensitivity ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðB  P^ÞkðN1Þkk0 ðB  P^Þk0
q
;
¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P^ kBkk0P^
k0
q
: (3.1)
The sensitivity can be expressed in the spherical harmonic
basis as follows:
Sensitivity ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P lmBlml
0m0P l0m0
q
; (3.2)
where
P lm ¼
Z
d^ P^ ð^ÞYlmð^Þ; (3.3)
B lml0m0 ¼
ZZ
d^d^0Ylmð^ÞBð^; ^0ÞYl0m0 ð^0Þ: (3.4)
Owing to the statistical independence of the baselines,
the multibaseline sensitivity squared is the sum of squares
of the individual baseline sensitivities, as was also noted
for the isotropic-background baseline sensitivities in Cella
et al. [19]:
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FIG. 4 (color online). The sensitivities (top) and their area-
weighted counterparts (bottom) of three different baselines
and their network are plotted as functions of the declination
of a single-pixel SGWB source. The source PSD (HðfÞ ¼
1:516 1048 strain=Hz) is chosen such that it has maximum
SNR ¼ 10 in the H1L1 baseline. (Note that the source parameter
P is set to unity for these plots.) The signal band considered here
is 40–1024 Hz.
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Sensitivity 2N ¼
X
I
Sensitivity2I : (3.5)
For an unpolarized background from a single pixel, say,
labeled k, and with P^ r ¼ rðkÞ, the sensitivity expression
simplifies to
Sensitivity ðkÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BqðkÞðN1ÞqrBrðkÞ
q
¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
BðkÞðkÞ
p
: (3.6)
Unless otherwise mentioned, there is no sum over the
repeated parenthetic indices in this paper.
In the top panel of Fig. 4, we compare the sensitivities of
the baselines and the whole network as a function of
declination. (As noted above, the sensitivities are azimu-
thally symmetric.) For a fair comparison, we also replot
them after weighting them with the cosine of the latitude,
in effect, to assign equal weight to every pixel on the sky. It
is clear that the H1L1 baseline has much better sensitivity
due to the similar orientations of the two detectors. Still,
inclusion of Virgo, which is oriented quite differently
relative to H1 and L1, improves the sensitivities of the
network by10% (which corresponds to an increase in the
observational volume by 30%), especially in the regions
where the H1L1 baseline does not perform well. However,
this network improvement is highly superseded by all other
performance improvements indicated by corresponding
figures of merit introduced in this section.
In Fig. 5, we plot the narrow band (5 Hz) sensitivities at
two locations, namely, the Celestial North Pole (top) and
the equator (bottom). Performance improvement of a net-
work for a narrow band search at high frequencies is better
than the (frequency integrated) broadband search.
B. Sky coverage
In a directional search, the main advantage of a network
lies in the fact that it vastly improves sky coverage, which,
in turn, leads to better parameter estimation, including
localization and sky-map reconstruction considered later
in this section. In this subsection, we illustrate the advan-
tage of using a network of detectors, as compared to using
its individual baselines, to this end.
In general, one radiometer baseline cannot sample the
whole sky uniformly; the measurement errors in some parts
of the sky are much worse than those in the other parts.
Introduction of new baselines with different orientations
improves filling in these ‘‘holes’’ by scanning the sky with
different antenna-pattern functions. In the first three plots
in Fig. 6, we show the standard deviation in measuring the
dirty map by the three individual baselines, namely, H1L1,
H1V1, L1V1, and their network H1L1V1 [20]. The azimu-
thal symmetry mentioned before is explicitly observed
here. The H1L1 baseline has the least deviation at most
declinations, due to the optimal orientations of the H1 and
L1 detectors. Again, H1V1 and L1V1 baselines have low
deviation in the regions where H1L1 does not perform
well. Since the dirty maps from different baselines are
operationally combined with an inverse-noise-variance
weight, the harmonic mean of the variances provides the
effective variance of the combined dirty map. The last plot
in Fig. 6 shows the effective deviation for a network of
detectors. Clearly, the deviation now has smaller spread
and also, by construction (harmonic mean), the deviations
are smaller than those for the individual baselines.
Most importantly, a network also complements the
single-baseline observations in terms of angular resolution.
The beam functions for each radiometer baseline are
highly asymmetric, which means that a given position on
the sky is probed with quite different angular resolutions in
the tangential directions. To illustrate this aspect, the typi-
cal beam functions for the three LIGO-Virgo baselines in
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FIG. 5 (color online). The sensitivities of three single baselines
and their multibaseline network, plotted as functions of the
central frequency of the source band. The source is chosen to
have a constant HðfÞ ¼ 1:516 1048 strain=Hz and a band
width of 5 Hz. The top panel represents the sensitivities at the
celestial poles, and the bottom panel represents those at the
celestial equator.
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the direction of the Virgo cluster are shown in Fig. 7. If we
consider the beam for the H1L1 baseline, the sensitive part
of the beam is similar to a highly eccentric ellipse, suggest-
ing that the angular resolution along the minor axis is much
finer than that along the major axis. The beams for the
baselines in a network involving the Virgo detector provide
better resolution due to the longer baselines: The beams are
finer along the major axis of the H1L1 beam, thus com-
plementing the H1L1 observation, which is a major moti-
vation for using a network. This, in turn, improves the
condition number of the Fisher information matrix, thereby
reducing the numerical errors in the anisotropy estimation
problem at ‘‘high’’ resolution, i.e., near or beyond the
diffraction limited resolution, and significantly improves
source-localization accuracy.
Singular value decomposition of the Fisher information
matrices provides a more quantitative verification of the
above claim. Figure 8 shows the singular values of the
Fisher matrices for the individual baselines and the whole
network. The LIGO baseline has very small singular values
at higher resolutions (dashed curved line), which implies
that estimation of anisotropy at those resolutions is an ill-
defined problem. The network reduces the difference be-
tween high and low singular values and regularizes the
inverse problem at high resolution (solid curved line).
FIG. 6 (color online). The standard deviation of dirty maps
measured by the three LIGO-Virgo baselines and the full net-
work for a constant HðfÞ are plotted here. The aim of this figure
is to show how individual baselines complement each other,
thereby making the ‘‘effective deviation’’ (i.e., the square root of
the harmonic mean of variances of the individual baselines) of
the combined map observed by the network nearly uniform.
Note that the color scale in the network plot has lesser spread
than the individual baselines. The absolute scale of the maps
depends on the normalization of the filter, and only the relative
scale is important here. The azimuthal symmetry is present
because we are considering a whole sidereal day’s observation,
with stationary noise.
FIG. 7 (color online). The beam functions for the three LIGO-Virgo baselines for HðfÞ ¼ constant are shown here. This figure
illustrates that different baselines also complement each other in terms of angular resolution along different tangential sky directions.
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FIG. 8 (color online). Singular values of the Fisher matrices
for individual baselines and the whole network are plotted in this
figure. The LIGO H1L1 baseline (dashed curved line) has very
small singular values at high resolutions; therefore, estimation of
anisotropy at those resolutions is an ill-defined problem. The
network (solid curved line) makes the singular values much
more uniform, thereby regularizing the inverse problem.
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C. Parameter accuracy
An important figure of merit for a directed search is how
well a point source can be localized or its other parameters
be constrained. In a noise-dominated mapping experiment,
it is not easy to identify sources in the observed images. If
there are candidate sources that have been modeled by
other astronomical observations, one can utilize that infor-
mation to detect or constrain parameters of such sources. If
the source was very accurately modeled, the optimal strat-
egy would be to design a specific search focused on that
source. But, in practice, with very limited knowledge of
sources, the optimal strategy would be to vary the parame-
ters within a reasonable range and maximize the log-
likelihood ratio.
One of the main advantages of the MLR statistic is that it
allows estimation of parameters of the source, given a
model. For example, if there is an extended source, such
as a cluster of galaxies, with an angular scale comparable
to the resolution of the radiometer, and there exists a
reasonable model for its mass distribution, one can max-
imize the log-likelihood ratio to find the center of the
cluster [21]. Even for a blind search, this method may
prove to be advantageous to perform a finer search around
the poorly estimated parameters of a potential candidate
source.
In this section, we assess the accuracy with which a
pointlike (single-pixel) source can be located using a net-
work of GW detectors, as compared to its individual base-
lines. The parameter estimation accuracy is deduced from
the elements of the Fisher information matrix [13].
For an unpolarized background from a single pixel,
labeled k, and with P^ r ¼ rðkÞ, the single-baseline detec-
tion statistic follows from Eq. (2.18) to be
ðkÞ ¼
SpðN1ÞpqBqðkÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BrðkÞðN1ÞrsBsðkÞ
q ; (3.7)
which can be interpreted as the inner product of the data, S,
and a unit-norm template B^k. Hence, the match [22] be-
tween the unit-norm templates for the kth and the k0th
pixels is
M ¼ B
p
ðkÞðN1ÞpqBqðk0Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BrðkÞðN1ÞrsBsðkÞ
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Br
0
ðk0ÞðN1Þr0s0Bs
0
ðk0Þ
q ;
¼ BðkÞðk0Þffiffiffiffiffiffiffiffiffiffiffiffiffi
BðkÞðkÞ
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Bðk0Þðk0Þ
q ; (3.8)
where the inner products are all defined in terms of N1.
Define ðkÞ  fk;kg as the pixel coordinates, where
k  cosk, with k andk being the declination and right
ascension of the kth pixel, respectively. Since the match has
a maximum value of unity at k0 ¼ k, one can expandM in a
Taylor series about ðkÞ ¼ 0 and ðkÞ ¼ 0 as
M  1þ 1
2

@2M
@ðk0Þ@
	
ðk0Þ
ðk0Þ¼ðkÞ

ðkÞ
	
ðkÞ;
 1 ðkÞ	ðSNRÞ2ðkÞ


ðkÞ
	
ðkÞ; (3.9)
where ðkÞ	  	ððkÞÞ are the components of the Fisher
information matrix ðkÞ, and ðSNRÞðkÞ is the signal-to-noise
ratio in the kth pixel.
For large SNR, the error variance-covariance matrix
obeys
½1ðkÞ 	  hðkÞ	ðkÞi: (3.10)
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FIG. 9 (color online). The 1 error (top) and area-weighted
1 error (bottom) in the solid angle for locating a source with
three single baselines and the whole network. The network
accuracy is better by about 1 order of magnitude or more at
most of the declinations. Note that an error of 1 sr ’
3282:80635 sq-degrees, and that the error here decreases as
1=SNR2.
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The estimation error in the measurement of the sky-
position solid angle (in steradians) is given by [23]
ðkÞ ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h½cosðkÞ2ih½ðkÞ2i  hcosðkÞðkÞi2
q
:
(3.11)
The Fisher information matrix for multiple baselines is just
the sum of the Fisher matrices for the individual baselines,
½ðkÞ	N ¼
X
I
IðkÞ	; (3.12)
where I is the baseline index, and IðkÞ	 is the Fisher
information matrix of the I th baseline, as given in Eq. (3.9).
Hence, the error variance-covariance matrix for the net-
work is
ð½ðkÞ1N Þ	  hðkÞ	ðkÞiN ; (3.13)
for large SNR. Therefore, the 1 estimation error in solid
angle for locating a pixel source with the multibaseline
network is expressed as
½ðkÞN
¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h½cosðkÞ2iN h½ðkÞ2iN hcosðkÞðkÞi2N
q
:
(3.14)
Note that this error diminishes with SNR as 1=SNR2, i.e.,
localization is more accurate at higher SNR.
We present the source-localization errors for the indi-
vidual LIGO-Virgo baselines and the network in the top
panel of Fig. 9. We also show the corresponding area-
weighted plots obtained by multiplying these errors with
the cosine of the latitudinal angle in the bottom panel of
Fig. 9. The network clearly outperforms individual base-
lines by about 1 order of magnitude or more for almost all
declination angles.
The primary focus of this analysis was to obtain statis-
tics that are based on dirty-map constructs. However, it is
straightforward to extend it to be applicable to clean
maps. Similarly, although we considered broadband sig-
nals, it is possible to easily extend our study to narrow band
signals.
D. Map making
Finally, we compare the quality of sky maps made by the
individual baselines and their network, since they are
among the primary products of anisotropic searches.
Here, we consider two figures of merit, namely, the MLR
statistic and the normalized mean square error (NMSE), for
comparing maps. To compare the dirty maps, we use the
MLR statistic introduced earlier, and, to compare clean
maps, we use both the MLR statistic and the NMSE
(defined below).
For an unpolarized and anisotropic gravitational wave
background, the maximum-likelihood estimators of the
signal-strength vector are given by
~P k ¼ ðB1Þkk0Sk
0
; (3.15)
where Sk are components of the dirty map (2.15), and ~P k
are components of the deconvolved (clean) map. Note
that the clean map, ~P, are the values of P that maximize
the statistic. We extend this single-baseline analysis to a
multibaseline one by simply adding the dirty maps and
beam matrices as SkN ¼
P Nb
I¼1S
k
I and B
k
N k0 ¼P Nb
I¼1B
k
Ik0 . So, the maximum-likelihood estimators for a
multibaseline network are given by
~P k ¼ ðB1N Þkk0Sk
0
N : (3.16)
We simulate the data with signal as [11]
~x1ðt; fÞ~x2ðt; fÞ ¼ h~h1ðt; fÞ~h2ðt; fÞi þ ~n1ðt; fÞ~n2ðt; fÞ;
h~h1ðt; fÞ~h2ðt; f0Þi ¼ ff0HðjfjÞ
X
i
P i
ð^i; t; jfjÞ; (3.17)
whereP i is the injected source strength at the ith pixel, and

 is the direction-dependent overlap reduction function.
We use a conjugate-gradient (CG) method to solve the set
of linear equations (3.15) and (3.16).
The mismatch between two maps, injected and esti-
mated, is measured using the normalized mean square
error,
NMSE :¼ j
~P Pj2
jPj2 : (3.18)
1. Dirty maps and clean maps
We performed numerical comparison of map-making
performance for two types of toy sky patterns—
(i) extended, multideclination sky (Figs. 10 and 11),
FIG. 10 (color online). Toy model of an extended source is
shown in (a). Dirty maps made from simulated data containing
signal from that source are shown in the last three panels for the
three LIGO-Virgo baselines.
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mimicking the (partially masked) image of the sky con-
structed by the WMAP satellite [24], where essentially a
modified galactic structure stands out; and (ii) a relatively
localized source peaked at the north pole (Figs. 12 and 13).
In both cases, the dirty maps from different baselines are
quite distorted compared to the injected maps. (Compare
the last three plots with the first one in Fig. 10 and in
Fig. 12). However, the deconvolution procedure yields
reasonably resolved maps for all the baselines (Figs. 11
and 13), signifying that none of the beam matrices are
completely degenerate. The clean maps from the network
are, however, of better quality, as can be seen from the
corresponding low NMSE. To demonstrate this visually,
we also show the difference between the clean and
injected maps for the respective cases in Figs. 14 and 15.
As expected, the difference maps for the network look less
noisy and uniform across the sky than the individual
baselines.
2. Maximized-likelihood-ratio statistic
We finally compute the MLR statistic introduced in
Section II C as a figure of merit and, also, to demonstrate
how this statistic can be powerful in identifying signal in
noisy maps. The MLR statistic for both dirty and clean
maps for the two types of sources considered here have
been listed in Tables I and II.
It is intriguing to note that, for both dirty and clean
maps, one obtains similar values. This suggests that a
FIG. 11 (color online). Clean maps obtained by the deconvo-
lution of the dirty maps of Fig. 10, using 20 CG iterations, are
shown here.
FIG. 13 (color online). Clean maps obtained by the deconvo-
lution of the dirty maps of Fig. 12, using 20 CG iterations, are
shown here.
FIG. 14 (color online). Difference between the clean maps of
Fig. 11 and the injected map of Fig. 10(a).
FIG. 12 (color online). The toy model of a localized source is
shown in (a). Dirty maps made from simulated data from three
LIGO-Virgo baselines are shown in the last three panels.
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deconvolution effected with only a few tens of conjugate-
gradient basis vectors does not cause a significant amount
of information loss.
To understand the significance of the MLR statistic in
the present context, we perform two more exercises. First,
we study the no-injection case; that is, we make dirty maps
of simulated noise (Fig. 16), deconvolve it (Fig. 17), and
obtain its MLR (Table III). The similarity of the values of
this statistic for the dirty and clean maps proves the uni-
tarity of our deconvolution method. One can see that the
MLR statistic (Table III) is small (  1) in all these cases.
We then introduce a small signal—the same as the ex-
tended (galaxylike) source considered before, but at a
much reduced strength.
Visually, the dirty maps are now weaker (Fig. 18), and
clean maps almost do not show the obvious presence of any
source (Fig. 19), but the MLR statistic (Table IV) provides
a clear and reliable indication of the presence of a signal,
thus proving its usefulness in the search for signal in a
noisy map.
FIG. 15 (color online). Difference between the clean maps of
Fig. 13 and the injected map of Fig. 12(a).
TABLE II. MLR statistic of dirty maps () versus clean maps
(c) for the simulated maps in Figs. 12 and 13.
Baseline  c
H1L1 284.652 284.173
L1V1 39.308 39.377
H1V1 64.129 64.113
H1L1V1 294.419 293.961
TABLE I. MLR statistic of dirty maps () versus clean maps
(c) for the simulated maps in Figs. 10 and 11.
Baseline  c
H1L1 785.555 783.271
L1V1 359.004 358.940
H1V1 315.717 315.662
H1L1V1 919.594 917.600
FIG. 16 (color online). Dirty maps made for simulated noise,
without any injected signals.
FIG. 17 (color online). Clean maps obtained by the deconvo-
lution of the dirty maps of Fig. 16, using 20 CG iterations.
TABLE III. MLR statistic of dirty maps () versus clean maps
(c) for simulated noise (which actually has an extremely weak
signal added) in Figs. 16 and 17.
Baseline  c
H1L1 0.512 0.433
L1V1 1:549 1:542
H1V1 1.105 1.120
H1L1V1 0.208 0.149
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IV. DISCUSSION
The search for an anisotropic stochastic gravitational
wave background plays an important role in present GW
research. In addition to setting interesting upper limits on
astrophysical and cosmological backgrounds, the simplic-
ity of the concomitant analysis reveals invaluable knowl-
edge about the coherent performance of the GW detector
network.
So far, detailed analysis strategies have been developed
to search for anisotropic background in pixel and spherical
harmonic spaces, and a general maximum-likelihood–
based framework has been established to search in any
convenient basis. The spherical harmonic search has been
demonstrated using a network of detectors [12]. In this
paper, for the first time, we numerically implement the
directed radiometer search, including deconvolution, for a
network of detectors. These methods, in the past, were
focused primarily on showing that the observed map is
consistent with Gaussian noise or in estimating sky maps.
The latter required the inversion of the convolution equa-
tion, which itself assumed the network of detectors to be
nondegenerate. Neither of these methods may work in the
presence of excessive noise and weak signal. Most impor-
tantly, a statistically meaningful, all-sky combined statis-
tic, in the form of an optimal ‘‘detection statistic,’’ was
needed in order to make precise statements about the
presence or absence of a given background model in a
map. Here, we proposed a MLR statistic, which yields a
single number when computed on the dirty or the clean
map and can be used as a detection statistic. By computing
the MLR statistic for a couple of toy models of the back-
ground, we observe that the detection statistic is much
larger than the noise-only case, even in the presence of
weak signals that are barely visible in dirty or clean maps.
We corroborated these statements with results obtained
from extensive Monte Carlo simulations of a diffuse back-
ground of known shape in an ensemble of noise realiza-
tions. However, a more detailed study using signals from a
variety of background models is surely worth pursuing in
order to determine how accurate the templates need to be in
order to extract meaningful information from weak
backgrounds.
We also compared the performance of individual base-
lines and the whole network for the directed radiometer
search using different figures of merit. Evaluating the
performance of a network of GW detectors in SGWB
searches is relatively straightforward compared to other
GW signal searches [25–30]. This exercise was useful in
drawing insights about the characteristics of a network that
are particularly helpful in boosting its performance. Our
overall observation, not surprisingly, is that the network
improves performance in mainly three ways, namely, (i) by
increasing the sensitivity by observing each direction a
greater number of times, (ii) by observing the sky more
uniformly, and (iii) by probing each direction on the sky
with additional detectors on the globe. The latter two
enhancements lead to better localization of pointlike
sources. This can be understood via the behavior of the
Fisher information matrix: More detectors reduce its
FIG. 18 (color online). The toy model of a very weak extended
source is shown in (a). Dirty maps made from simulated data
from three LIGO-Virgo baselines are shown in the last three
panels.
FIG. 19 (color online). Clean maps obtained by the deconvo-
lution of the dirty maps of Fig. 18, using 20 CG iterations.
TABLE IV. MLR statistic of dirty maps () versus clean maps
(c) for the simulated maps in Figs. 18 and 19.
Baseline  c
H1L1 98.643 98.670
L1V1 43.520 43.536
H1V1 40.432 40.475
H1L1V1 115.132 115.176
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degeneracy and improve the well-posedness of the inverse
problem. This, in turn, leads to a more accurate production
of clean maps.
Another question worth addressing in the future is about
how closely spaced must the templates be on the parameter
space to maximize the chances of detection with available
computational resources. Indeed, the proposal for tem-
plated searches for SGWB signals is not new to this paper.
For example, it has been addressed earlier in the context of
isotropic searches (see Ref. [31] and the references
therein). Reference [31] also introduced a metric on the
parameter space of those signals, so as to enable an ex-
perimenter to infer what the principle axes are on that
space and how fine a template bank one can afford based
on the computational resources available. A similar study
can be carried out for finding a more optimal spacing of
templates for directed searches than the one used here.
Whereas results presented here were derived for
Gaussian noise, the codes used can be applied to real
data, as well. Indeed, the performance of the proposed
statistic in real data sets from the LIGO and Virgo detectors
can be determined through hardware injections that were
done in the recent science runs, such as the ones described
in Ref. [32], and supplementing them with multiple soft-
ware injections to improve the statistics. The expected
improvement of network sensitivity over individual base-
lines, as demonstrated here, merits the investment required
for extending the current single-baseline analysis efforts
[11,14] to a multibaseline one. This conclusion is strength-
ened by the fact that adding a detector to a baseline can
potentially mitigate the contribution of cross correlated
environmental noise that affects only one of the three
resulting baselines. Including V1, which is on a different
continental plate than the H1L1 baseline, can serve this
purpose. Employing a null-stream statistic [30,33] to com-
plement the detection statistic might also help in discrimi-
nating against such noise.
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APPENDIX: PARAMETER ACCURACY
The match can be rewritten as
M ¼ 1 gðkÞðkÞ; (A1)
where
ðkÞ ¼ ðSNRðkÞÞ2gððkÞÞ; (A2)
g ¼  12

@2M
@ðk0Þ@

ðk0Þ
ðk0 Þ¼ðkÞ¼ gððkÞÞ;
:¼ gðkÞðkÞ gðkÞðkÞ
gðkÞðkÞ gðkÞðkÞ
 !
: (A3)
The components of the above g matrix are obtained from
the derivatives of the beam matrix:
gðkÞðkÞ ¼
1
2½BðkÞðkÞ2

½BðkÞðkÞ

@2
@k0@k
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


@
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
2

; (A4)
gðkÞðkÞ ¼ gðkÞðkÞ
¼ 1
2½BðkÞðkÞ2

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
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


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
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; (A5)
gðkÞðkÞ ¼
1
2½BðkÞðkÞ2

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
@2
@k0@k
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

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2

: (A6)
The estimation error (3.11) is obtained from Eqs. (A2) and
(3.10) by utilizing the fact that the inverse of the determi-
nant of a matrix is the same as the determinant of the
inverse of that matrix.
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