ABSTRACT. Let X be a compact connected orientable CR manifold of dimension greater than five with the action of a connected compact Lie group G. Assuming that the Levi form of X is positive definite near the inverse image Y of 0 by the momentum map and that the tangential Cauchy-Riemann operator has closed range on the reduction Y /G, we prove that there is a canonical Fredholm operator between the space of global G-invariant L 2 CR functions on X and the space of global L 2 CR functions on the reduction Y /G.
INTRODUCTION AND STATEMENT OF THE MAIN RESULTS
The famous geometric quantization conjecture of Guillemin and Sternberg [14] states that for a compact pre-quantizable symplectic manifold admitting a Hamiltonian action of a compact Lie group, the principle of "quantization commutes with reduction" holds. This conjecture was first proved independently by Meinrenken [31] and Vergne [41] for the case where the Lie group is abelian, and then by Meinrenken [32] and TianZhang [39] in the general case, see [26] for a survey. In the case of a non-compact symplectic manifold M with a compact Lie group action G, this question was solved by Ma-Zhang [29] .
In [28] , Ma-Zhang established the asymptotic expansion of the G-invariant Bergman kernel for a positive line bundle L over a compact complex manifold M and by using the asymptotic expansion of G-invariant Bergman kernel, they could establish "quantization commutes with reduction theorem" when the power of the line bundle L is high enough.
In this paper we study the problem of "quantization commutes with reduction" problem for CR manifolds, in particular for Sasaki manifolds. Sasakian geometry is an important, odd-dimensional conterpart of Kähler geometry. For an irregular Sasaki manifold X, it is known that X admits a compact CR torus action G (see [19, Section 3] ) and the study of G-equivariant CR functions on a Sasakian manifold is important in Sasaki geometry. Thus, it is natural to consider "quantization commutes with reduction problems" in Sasaki and CR Geometry. An important difference between CR setting and symplectic setting is that the spaces we considered in CR setting are infinite dimensional. In this paper, we develop a G-invariant complex Fourier integral calculus and by using the G-invariant Szegő kernel asymptotics established in [22] and spectral theory, we establish "quantization commutes with reduction theorem" in CR case (see Theorem 1.4). As applications, we show that "quantization commutes with reduction" on some class of CR manifolds including strongly pseudoconvex CR manifolds and irregular Sasakian manifolds (see Theorem 1.4, Theorem 1.7 and Theorem 1.9).
We now formulate the main results. We refer to Section 2 for some notations and terminology used here. Let (X, T 1,0 X) be a compact orientable CR manifold of dimension 2n + 1, n ≥ 2, where T 1,0 X denotes the CR structure of X. Fix a global non-vanishing real 1-form ω 0 ∈ C ∞ (X, T * X) such that ω 0 , u = 0, for every u ∈ T 1,0 X ⊕ T 0,1 X. The Levi form of X at x ∈ X is the Hermitian quadratic form on T Let HX = {Re u; u ∈ T 1,0 X} and let J : HX → HX be the complex structure map given by J(u + u) = iu − iu, for every u ∈ T 1,0 X. Let G be a d-dimensional connected compact Lie group acting on X: G × X → X. We assume throughout that Assumption 1.1. The Lie group action G preserves ω 0 and J, that is, h * ω 0 = ω 0 on X and h * J = Jh * on HX, for every h ∈ G, where h * and h * denote the pull-back map and push-forward map of G, respectively.
Let g denote the Lie algebra of G. For any ξ ∈ g, we write ξ X to denote the vector field on X induced by ξ, that is, (ξ X u)(x) = It was proved in [22, Section 2.5] that HY G ∼ = HY ∩ JHY and Y G is a strongly pseudoconvex CR manifold of dimension 2n − 2d + 1 with CR structure T 1,0 Y G ∼ = (HY ∩ JHY ) + i(HY ∩ JHY ). Let (1.3) g = Span (ξ X ; ξ ∈ g).
For x ∈ Y , g x ⊂ H x X. Take a global non-vanishing G-invariant vector field T such that T , ω 0 = −1. Fix a G-invariant Hermitian metric g CT X on CT X so that T 1,0 X is orthogonal to T 0,1 X, g is orthogonal to HY ∩ JHY at every point of Y , T, T g = 1 and T is orthogonal to T 1,0 X ⊕ T 0,1 X (see Lemma 2.1). By duality, the G-invariant Hermitian metric g CT X on CT X induces a G-invariant Hermitian metric g CT * X on CT * X. The Ginvariant Hermitian metric · , · g on CT X induces natural Hermitian metrics · , · Y G on CT Y G and CT * Y G . We use ( · , · ) to denote the inner products on L 2 (X) and L 
, where 
where det R x and V eff (x) are given by (3.60) and (3.61) respectively and C ∞ (Y ) G denotes the space of G-invariant smooth functions on Y . Let E :
classical elliptic pseudodifferential operator with principal symbol p E (x, ξ) = |ξ|
In Corollary 4.14, we will show that there exists a C > 0 such that ( σu, σu ) Y G ≤ C u 2 , for every u ∈ H 0 b (X) G ∩ C ∞ (X). Hence, we can extend σ to σ :
by density. We briefly explain the role E in (1.8) (see also Reamrk 1.5 below). To prove our main result Theorem 1.4 we need to show that σ * σ is "microlocally close" to S G , where
is the adjoint of σ. In other words, we want σ * σ to be a complex Fourier integral operator with the same phase, the same order and the same leading symbol as S G . To achieve this target, we need to take E to be a classical elliptic pseudodifferential operator with principal symbol p E (x, ξ) = |ξ| Note that the definition of σ depends on the choice of elliptic pseudodifferential operator E. We actually show that for any classical elliptic pseudodifferential operator E with the same principal symbol p E (x, ξ) = |ξ| Here we use the same notations as in the discussion after Theorem 1.9. More precisely, Ma-Zhang [28] showed that the map
is an isomorphism if m is large enough, where ι K , ι * and f ∈ C ∞ (M) K are defined as in the discussion before (1.8) and
is the orthogonal projection. When we change m 
for m large. Compare (1.10) with our map (1.8), the power m
asymptotic expansion for S G is also a new result. In [22] , Hsiao and Huang obtained an asymptotic expansion for S G under the assumption that ∂ b has closed range.
Assume that ∂ b,Y G has closed range. Then, S Y G maps smooth functions to smooth functions (see [7] and [21, Theorem 1.14]) and hence
be the formal adjoint of σ. We will show in Section 4.2 (see Theorem 4.10, Theorem 4.11, Theorem 4.12, Theorem 4.13 ) that that σ
and Ker (I − R) is a finite dimensional subspace of C ∞ (X). In Section 5, by using spectral theory, we will show that there is a self-adjoint bounded operator √ N + :
where P is the orthogonal projection from L 2 (X) onto Ker (I − R). Let
G , P u = 0 if and only of u ∈ (Ker σ) ⊥ . From (1.11), (1.12) and (1.13), we have 
Let (X, T 1,0 X) be a compact strongly pseudoconvex CR manifold. We say that X is torsion free if there is a non-vanishing global real vector field T ∈ C ∞ (X, T X) such that T preserves the CR structure T 1,0 X, and T , T 1,0 X ⊕ T 0,1 X generate the complex tangent bundle of X. We call T transversal CR Reeb vector filed on X. It was shown in Ornea and Verbitsky [36] that for a (2n + 1)-dimensional smooth manifold X, X is a Sasakian manifold if and only if X is a torsion free strongly pseudoconvex CR manifold. If the flow of T induces a locally free (free) S 1 -action on X, we say X is a quasi-regualr (regular) Sasakian manifold. If X is a quasi-regualr (regular) Sasakian manifold, it was shown in [36] that X is a orbifold line bundle (line bundle) over a compact projective orbifold (manifold). We say that X is an irregular Sasakian manifold if there is an orbit of the flow of T which is non-compact. In this case, the flow of T induces a transversal CR R-action on X. Recently, the subject of Sasakian geometry generated a great deal of interest due to the study of existence of Sasaki-Einstein metrics, and more generally, Sasakian metrics of constant scalar curvature, see for example [11] . Now, let (X, T 1,0 X) be a compact connected torsion free strongly pseudoconvex CR manifold. Fix a transversal CR Reeb vector filed T on X. Assume that X is irregular. Then the flow of T induces a transversal CR R-action η on X. We take ω 0 ∈ C ∞ (X, T * X) to be the global real one form determined by ω 0 , u = 0, for every u ∈ T 1,0 X ⊕ T 0,1 X and ω 0 , T = −1. We assume that (1.15) T is G-invariant.
From (1.15), we see that the R-action η on X induces a R-action η on Y G . Let T be the Reeb vector field on Y G induced by η. It is clear that Y G is also a compact irregular Sasakian manifold and T preserves the CR structure
Since X is strongly pseudoconvex, the Levi form on X induces a G × R-invariant Hermitian metric g CT X on CT X so that T 1,0 X is orthogonal to T 0,1 X, g is orthogonal to HY ∩ JHY at every point of Y , T, T g = 1 and T is orthogonal to T 1,0 X ⊕ T 0,1 X (see the proof of Lemma 2.1). The G-invariant Hermitian metric g CT X on CT X induces natural Hermitian metrics on CT Y G and CT * Y G . For any vector field U we denote by L U its Lie derivative. Consider the operators
and we extend −iL T and −iL T to L 2 spaces by their weak maximal extension,
The following was shown in [19, Section 3] . In order to be self-contained, we will briefly sketch the proof of Theorem 1.
(1.17)
. From the construction of the map σ (see (1.9)), we see that
and hence
for every k ∈ N. From this observation, Theorem 1.4 and the fact that ∂ b,Y G has L 2 closed range (see [30] ), we deduce: Theorem 1.9 (quantization commutes with reduction for irregular Sasakian manifolds). With the same notations and assumptions above, there is a N ∈ N such that the map
is an isomorphism, for every k ≥ N and if
We now apply Theorem 1.4 to complex case. Let (L, h L ) be a holomorphic line bundle over a connected compact complex manifold (M, J) with dim C M = n, where J denotes the complex structure map of T M and h L is a Hermitian fiber metric of L. Let R L be the curvature of L induced by h L . Let K be a d-dimensional connected compact Lie group with Lie algebra k. We assume that K acts holomorphically on (M, J), and that the action lifts to a holomorphic action on L. We assume further that h L is preserved by
R L and letμ : M → k * be the moment map induced by ω.
Assume that 0 ∈ k * is regular and the action of K onμ
, then the analogue of the Marsden-Weinstein reduction holds. More precisely, the complex structure J on M induces a complex structure J K on M 0 :=μ
h L * = 1 be the circle bundle of L and let e iθ be the S 1 -action on X acting on the fiber coordinate of X, where h L * is the Hermitian metric of L * induced by h L . The action K is a CR action on X. For every m ∈ N, put
It is easy to check that for every m ∈ N, 
In fact, from Theorem 1.4, we also get a canonical isomorphisms between [28, (0.27) , Corollary 4.13] if L is positive on X. It should be noticed that in Theorem 1.10, we do not assume that L is positive on M.
PRELIMINARIES
2.1. Standard notations. We shall use the following notations: N = {1, 2, . . .}, N 0 = N ∪ {0}, R is the set of real numbers, R + := {x ∈ R; x ≥ 0}. For a multi-index α = (α 1 , . . . , α n ) ∈ N n 0 , we denote by |α| = α 1 + . . . + α n its norm. For m ∈ N, write α ∈ {1, . . . , m} n if α j ∈ {1, . . . , m}, j = 1, . . . , n. α is strictly increasing if α 1 < α 2 < · · · < α n .
For x = (x 1 , . . . , x n ), we write
Let z = (z 1 , . . . , z n ), z j = x 2j−1 + ix 2j , j = 1, . . . , n, be coordinates of C n . We write
Let M be a smooth orientable paracompact manifold. We let T M and T * M denote the tangent bundle of M and the cotangent bundle of M, respectively. The complexified tangent bundle of M and the complexified cotangent bundle of M will be denoted by CT M and CT * M, respectively. We denote by · , · the pointwise duality between T M and T * M. We extend · , · bilinearly to . Let M, M 1 be smooth orientable paracompact manifolds and let F → M, E → M 1 be vector bundles. We denote by F ⊠ E * the vector bundle over M × M 1 with fiber over (x, y) ∈ M × M 1 consisting of the linear maps from E y to F x . We fix volume forms of M and
, is linear and continuous.
The Schwartz kernel theorem asserts that, conversely, for any linear continuous operator A :
is called the distribution kernel of A. In this paper we will systematically use the correspondence between operators A and their kernels A(·, ·) = A(x, y).
We say that A is properly supported if the restrictions of the two projections (x, y) → x, (x, y) → y to Supp A(x, y) are proper. The following two statements are equivalent for an operator A :
(1) A extends to a linear continuous operator A :
If A satisfies (1) or (2), we say that A is a smoothing operator. Let A, A :
if A − A is a smoothing operator.
CR manifolds.
Let (X, T 1,0 X) be a compact, connected and orientable CR manifold of dimension 2n + 1, n ≥ 2, where T 1,0 X is a CR structure of X, that is, T 1,0 X is a subbundle of rank n of the complexified tangent bundle CT X, satisfying
HX → HX be the complex structure map given by J(u + u) = iu − iu, for every u ∈ T 1,0 X. By complex linear extension of J to CT X, the i-eigenspace of J is T 1,0 X = {V ∈ CHX ; JV = iV } . We shall also write (X, HX, J) to denote a compact CR manifold.
We fix a real non-vanishing 1 form ω 0 ∈ C ∞ (X, T * X) so that ω 0 (x), u = 0, for every u ∈ H x X, for every x ∈ X. Let G be a d-dimensional connected compact Lie group acting on X: G × X → X. We assume throughout that Assumption 1.1 and Assumption 1.3 hold.
The Levi form of X at x ∈ X is the Hermitian quadratic form on T
1,0
x X given by (1.1). Recall that µ −1 (0) is the level set of the momentum map µ given by Definition 1.2. We will use Y to denote µ −1 (0). By Assumption 1.3, Y is a d-codimensional submanifold of X. Recall that g is the space of all vector fields on X induced by g the Lie algebra of G (see (1.3) ).
Take a global non-vanishing G-invariant vector field T such that T , ω 0 = −1.
where on Y , HY := HX ∩ T Y .
Proof. Let U be a G-invariant neighborhood of Y so that the Levi form is positive on U.
and we extend · , · g to CT X so that
It was shown in [22, Lemma 2.4] that for every x ∈ Y , we have
We can check that
From (2.3), (2.4) and (2.2), we deduce that U , V g = 0. Hence, g is orthogonal to HY ∩ JHY at every point of Y . The lemma follows.
Fix a G-invariant Hermitian metric g = g CT X on CT X so that (i)-(iv) in Lemma 2.1 hold. For u, v ∈ CT X we denote by u, v g the inner product given by g CT X and for u ∈ CT X, we write |u| 2 g := u, u g . Denote by T * 1,0 X and T * 0,1 X the dual bundles of T 1,0 X and T 0,1 X, respectively. They can be identified with subbundles of the complexified cotangent bundle CT * X. Define the vector bundle of (0, q)-forms by T * 0,q X := Λ q T * 0,1 X. The Hermitian metric g CT X on CT X induces, by duality, a Hermitian metric on CT * X and also on the bundles of (0, q) forms T * 0,q X, q = 1, 2, . . . , n. We shall also denote the inner product given by these metrics by ·, · g . Note that we have the pointwise orthogonal decompositions:
The metric g CT X induces a Riemannian metric g T X on T X and g T X induces in turn a volume form dv = dv(x) on X and a distance function d on X.
The determinant of the Levi form L with respect to g CT X at a point x ∈ X is defined by
where µ 1 (x), . . . , µ n (x), are the eigenvalues of L x as Hermitian form on T
x X with respect to the inner product · , · g on T 
be the Hilbert space adjoint of ∂ b in the L 2 space with respect to ( · , · ). Let b denote the (Gaffney extension) of the Kohn Laplacian on functions given by
By a result of Gaffney, b is a positive self-adjoint operator (see [27, Proposition 3.
1.2]).
That is, b is self-adjoint and the spectrum of b is contained in R + . We shall write Spec b to denote the spectrum of b . For a Borel set B ⊂ R we denote by E(B) the spectral projection of b corresponding to the set B, where E is the spectral measure of
and let
, be the orthogonal projection with respect to the product ( · , · ) and let (2.12)
denote the distribution kernels of S ≤λ . For λ = 0, we write S := S ≤0 , S(x, y) := S ≤0 (x, y).
Szegő projections on lower energy functions.
The closed range property for ∂ b plays an important role in CR geometry It follows from the works of Boutet de Monvel [6] , Boutet de Monvel-Sjöstrand [7] , Harvey-Lawson [16] , Burns [8] and Kohn [23, 24] that the conditions below are equivalent for a compact strongly pseudoconvex CR manifold X, dim R X 3: (a) X is embeddable in the Euclidean space C N , for N sufficiently large; (b) X bounds a strongly pseudoconvex complex manifold; (c) The tangential Cauchy-Riemann operator
If X is a compact strongly pseudoconvex CR manifold of dimension greater than five, then X satisfies condition (a), by the embedding theorem of Boutet de Monvel [6] . However, there are examples of non-embeddable compact strongly pseudoconvex CR manifolds of dimension three given by Grauert, Andreotti-Siu and Rossi [1, 13, 37] . In fact this happens for arbitrarily small perturbations of the standard CR structure on the unit sphere in C 2 . For these examples the closed range property fails. There are important classes of embeddable compact strongly pseudoconvex threedimensional CR manifolds (for which ∂ b has thus closed range in L 2 ) carrying interesting geometric structures such as
• Sasakian structures [30] .
Let us now consider the case of pseudoconvex CR manifold X. The ∂ b operator has closed range in L 2 in the following cases:
• X = ∂M, where M is a relatively compact pseudoconvex domain in a complex manifold, such that there exists a strictly psh function in a neighborhood of X, cf. [24, p. 543], • X admits a CR embedding into some Euclidean space C N , cf. [2, 35] ,
For boundaries of pseudoconvex domains in C n the closed range property was shown in [3, 24, 38] . Note also that any three-dimensional pseudoconvex and of finite type CR manifold X admits a CR embedding into some C N if ∂ b has L 2 closed range, cf. [10] . If X is a compact strongly pseudoconvex CR manifold and ∂ b has closed range, Boutet de Monvel-Sjöstrand [7] showed that S(x, y) is a Fourier integral operator with complex phase. In particular, S(x, y) is smooth outside the diagonal of X × X and there is a precise description of the singularity on the diagonal x = y, where S(x, x) has a certain asymptotic expansion. Hsiao [18 Theorems 3.21 and 3.22 below are more detailed statements of this result. Since we don't assume closed range property for ∂ b , Theorem 2.2 plays an important role in this work. We only assume that the Levi form is non-degenerate on Y and we will show in Theorem 3.15 and Theorem 3.17 that the G-invariant tangential Cauchy-Riemann ∂ b,G has closed range in L 2 (X) G and we have
for some λ 0 > 0, where dµ(h) is the Haar measure on G with G dµ(h) = 1. From (2.13), we can apply Theorem 2.2 to study S G without any closed range assumption for 
G-INVARIANT SZEGŐ KERNEL ASYMPTOTICS
In this section, we will establish asymptotic expansion for the G-invariant Szegő kernel. From now on, we work with Assumptions 1.1, 1.3 and recall that we work with the assumption that ∂ b,Y G has L 2 closed range. We first estimate the Szegő kernel outside Y . From now on, we will use the same notations as in Section 1 and Section 2. . We have
Hypoelliptic estimates for G-invariant smooth functions away
for all u ∈ C ∞ (X), where C > 0 is a constant independent of u.
3) and since that V (u) = 0 and ω 0 (V ) = 0 on D, we have
where C > 0 is a constant independent of u.
Lemma 3.2. With the notations above, fix
where
Proof. We first prove (3.6). Note that
We have [T,
From this observation and (3.8), we get (3.6).
We now prove (3.7). Let s = 2. We have
From this observation and (3.9), we have
From (3.10) and (3.6), we get (3.7) for s = 2.
Assume that the claim (3.7) holds for s = s 0 for some s 0 ≥ 2. We are going to prove that the claim (3.7) holds for s = s 0 + 1. We have
From this observation and (3.11), we have
From (3.12) and induction assumption, we get the claim (3.7) for s = s 0 + 1. The lemma follows.
Proof. From (3.4), we see that (3.13) holds for s = 1. Assume that (3.13) holds for s = s 0 . We are going to prove that (3.13) holds for s = s 0 + 1. By induction assumption, we only need to assume that P 1 = T and P j ∈ C ∞ (X, CHX), j = 2, 3, . . . , s 0 + 1. From (3.7) and (3.6), we have
From (3.14) and (3.4), we get (3.13).
From Theorem 3.3, we deduce:
For s ∈ Z, let · s denote the standard Sobolev norm of order s on X. From Corollary 3.4, we deduce
We can now prove Theorem 3.6. With the notations above, for every s ∈ N 0 , there exists C s > 0 such that
Proof. We prove (3.16) by induction over s.
where C > 0 is a constant independent of u. Now,
From (3.15), (3.18), (3.17) and some elementary computation, we get (3.16) for s = 0. We now assume that (3.16) holds for s ≤ s 0 , s 0 ∈ N 0 . We are going to prove that (3.16) holds for 19) where C 0 > 0 and C > 0 are constants independent of u. We have
where Z * 2 denotes the adjoint of Z 2 . From (3.15) and (3.20), we see that there exists C > 0 such that
, for every ε > 0. Similarly, from (3.15), there exists C > 0 such that
, for every ε > 0. From (3.21), (3.22) and (3.19), we conclude that (3.16) holds for s = s 0 + 1. The theorem follows.
From Corollary 3.5 and Theorem 3.6, we get
3.2.
Closed range property for G-invariant Kohn Laplacian. We consider
b,G denote the (Gaffney extension) of the G-invariant Kohn Laplacian given by
Recall that we work with the assumption that the Levi form is positive near Y . Let τ, τ 1 ∈ C ∞ (X), τ = 1 near Y , τ 1 = 1 near Supp τ and the Levi form is positive near Supp τ 1 . We will only consider (0, 1)-forms. Since the dimension of X is greater or equal to five, we can repeat Kohn's method (see the proof of [9, Theorem 8.3.5] ) and deduce the following subelliptic estimates: Theorem 3.8. With the notations used above, for every s ∈ N 0 , there is a constant C s > 0 such that
Let χ, χ 1 ∈ C ∞ (X) with χ 1 = 1 near Supp χ and Supp χ 1 Y = ∅. We can repeat the proof of Theorem 3.7 with minor changes and get: Theorem 3.9. With the notations above, for every s ∈ N 0 , there exists C s > 0 such that
From Theorem 3.8, Theorem 3.9 and by using partition of unity, we get Theorem 3.10. With the notations used above, for every s ∈ N 0 , and every γ, γ 1 ∈ C ∞ (X) with γ 1 = 1 near Supp γ, there is a constant C s > 0 such that
G with respect to · s . From Theorem 3.10, we can repeat the technique of elliptic regularization (see the proof of Theorem 8.4.2 in [9] ) and conclude that 
From Theorem 3.11 and some standard argument in functional analysis, we get Theorem 3.12. Recall that we work with the assumption that the Levi form is positive near Y . The operator
b,G be the partial inverse of
b,G be the Szegő projection, i.e., the orthogonal projection onto Ker
b,G with respect to (· , · ). We have
From Theorem 3.11, we obtain Theorem 3.13. We can extend N
G be the orthogonal projection with respect to ( · , · ).
It is not difficult to see that we can extend Q (q)
G is continuous, for every s ∈ Z. We extend N (1)
We need
G and put τ N
(1)
G τ 1 u = 0. From this observation, we deduce that
Fix s ∈ N 0 . From (3.28), (3.31) and Theorem 3.13, we have τ N
where C s > 0 and C s > 0 are constants independent of g. Take s = 1 in (3.33) , from Theorem 3.13 and note that S
G is smoothing, we conclude that τ N
where C > 0 is a constant independent of g. We have proved that for any γ,
Take s = 2 in (3.33) , from Theorem 3.13, (3.34) and note that S
G is smoothing, we conclude that τ N (1)
≤Ĉ g , where C > 0 is a constant independent of g. Continuing in this way, we conclude that for any γ, γ 1 ∈ C ∞ (X) G with Supp γ Supp γ 1 = ∅, we have (3.35) γN
By taking adjoint in (3.35), we deduce that for any γ, γ 1 ∈ C ∞ (X) G with Supp γ Supp γ 1 = ∅, we have (3.36) γN
Theorem 3.13, (3.36) and note that S
we have (3.37) γN
Again, take s = 1 in (3.33) , from Theorem 3.13, (3.37) and note that S
G and τ N
Continuing in this way, we conclude that for any γ,
The theorem follows.
We return to functions case. As before, let S G : 
G has closed range and
In this work, we need
Proof. From (3.39), w have
In view of Theorem 3.14, we see that τ N (1) G τ 1 is smoothing. From this observation and (3.40), the theorem follows.
Let dµ = dµ(h) be the Haar measure on G with G dµ(h) = 1. We also need Theorem 3.17. There is a λ 0 > 0 such that
where S ≤λ is the spectral projection given by (2.11).
Proof. Since
If the claim is not true, we can find a u ∈ H 
G-invariant Szegő kernel asymptotics away
be the distribution kernel of S G . For any subset A of X, put GA := {g • x; x ∈ A}. We have 
By (3.39) and (3.30), we see that S G v j ∈ C ∞ (X), for every j ∈ N. For every j, put u j := S G v j . By (3.16) and Corollary 3.5, it is straightforward to see that for every s ∈ N, there exists C s > 0 such that
From (3.43), we deduce that χS G v ∈ H s (X), for every s ∈ N and
By using partition of unity, we conclude that for every τ ∈ C ∞ (X) G with Supp τ Y = ∅, we have
is continuous, for every s ∈ N and hence (3.46)
where τ 1 ∈ C ∞ (X) G with Supp τ 1 Y = ∅. From (3.45) and (3.46), we conclude that
and hence τ S G τ 1 is smoothing. Since G acts on Y , it is not difficult to see that there is a small neighborhood W of
Moreover, it is straightforward to check that From (3.48), we have
From (3.47), we see that τ S G τ 1 is smoothing. In view of Theorem 3.16 and (3.49), we see that χτ S G (1 − τ 1 ) is smoothing. From this observation and (3.50), we get that χS G is smoothing and hence S G χ is smoothing. The theorem follows.
From Theorem 3.18 and by using partition of unity, we get 
If a and a j have the properties above, we write a ∼
and asymptotic sum in the similar way. As mentioned in Theorem 2.2 (cf. [21, Theorem 1.5]) that for every λ > 0, the spectral projector S ≤λ is a complex Fourier integral operator on the subset where the Levi form is positive definite. We give here a detailed description of the spectral kernel. 
where det L x is the determinant of the Levi form, see (2.6) , and the phase function ϕ satisfies
ϕ(x, y) = −ϕ(y, x).
(3.54)
Moreover, let X ′ := {x ∈ X; the Levi form is non-degenerate at x}. Then, S ≤λ is smoothing away the diagonal on X ′ × X ′ .
The following result describes the phase function in local coordinates (see chapter 8 of part I in [18] ).
Theorem 3.22. With the same notations and assumptions used in Theorem 3.21, for a given point
be an orthonormal frame of T 1,0 X in a neighborhood of p such that the Levi form is diagonal at p, i.e. L x 0 (W j , W s ) = δ j,s µ j , j, s = 1, . . . , n. We take local coordinates x = (x 1 , . . . , x 2n+1 ), z j = x 2j−1 + ix 2j , j = 1, . . . , n, defined on some neighborhood of p such that ω 0 (p) = dx 2n+1 , x(p) = 0, and, for some c j ∈ C, j = 1, . . . , n ,
, for every j = 1, . . . , n, k = 1, . . . , 2n. Set y = (y 1 , . . . , y 2n+1 ), w j = y 2j−1 + iy 2j , j = 1, . . . , n. Then, for ϕ in Theorem 3.21, we have
in some neighbourhood of (0, 0) and
where f is smooth and satisfies f (0, 0) = 0, f (x, y) = f (y, x). Moreover, we can take the phase ϕ so that (3.58) ∂ b,x ϕ(x, y) vanishes to infinite order at x = y.
Furthermore, for any ϕ 1 (x, y) ∈ C ∞ (D × D), if ϕ 1 satisfies (3.54), (3.56), (3.57) and (3.58), then there is a function f (x, y) ∈ C ∞ (D × D) with f (x, x) = 0, for every x ∈ D, such that ϕ(x, y) − f (x, y)ϕ 1 (x, y) vanishes to infinite order at x = y. Fix x ∈ Y , consider the linear map
We denote by λ 1 (x), . . . , λ d (x) the eigenvalues of R x and we define the determinat of R x by (3.60) 
and the phase function Φ satisfies
Moreover, there exists C ≥ 1 such that for all (x, y) ∈ U × U, 
is an open set of 0 ∈ R 2n+1−d and a smooth function γ = (γ 1 , . . . ,
where a j (x) is a smooth function on Y ∩ U, independent of x 1 , . . . , x 2d , x 2n+1 and a j (0) = 0, j = 1, . . . , d,
. . , x 2n ). We have the following.
Theorem 3.24 ([22, Theorem 1.11]). With the notations above, the phase function
Moreover, there exists c > 0 such that
Furthermore, we can take Φ(x ′′ , y ′′ ) so that
. . , n, µ j , j = 1, . . . , n, and b d+1 ∈ R, . . . , b 2n ∈ R are as in (3.69).
THE DISTRIBUTION KERNELS OF σ AND σ * σ
Recall that we work with the assumption that ∂ b,Y G has L 2 closed range. Let ι : Y → X be the natural inclusion and let ι * :
We extend σ to C ∞ (X) by
In view of Theorems 3.18, 3.21 and 3.23, we see that
Hence, (4.2) and (4.3) are well-defined. Let
be the formal adjoint of σ. We will show in Theorem 4.10 that σ * actually maps
In this section, we will study the distribution kernels of σ and σ * σ. We explain briefly that the role E in (4.2). To prove our main result, we need to show that σ * σ is "microlocally close" to S G . In other words, we want σ * σ is a complex Fourier integral operator with the same phase, the same order and the same leading symbol of S G . To achieve this target, we need to take E to be a classical elliptic pseudodifferential operator with principal symbol p E (x, ξ) = |ξ| = (x 1 , . . . , x 2n+1 ) , on Y ∩ U, we have
j=1 a j (y)y d+j satisfies (3.73). Note that a j (x) is a smooth function on Y ∩ U, independent of x 1 , . . . , x 2d , x 2n+1 and a j (0) = 0, j = 1, . . . , d. We may assume that
is an open set of 0 ∈ R 2n+1−2d . From now on, we identify Ω 2 with
. From now on, we identify x ′′ with (0, . . . , 0, x d+1 , . . . , x 2n+1 ) ∈ U,
x ′′ with (0, . . . , 0, x 2d+1 , . . . , x 2n+1 ) ∈ U. Since G acts freely on Y , we take Ω 2 and Ω 3 small enough so that if x, x 1 ∈ Ω 2 × Ω 3 and x = x 1 , then
From now on, we take Φ so that (3.71), (3.72), (3.73) hold. Put
From (3.72) and notice that
, where x ∈ Y , and
and ∂ ∂y d+j Φ * (x, y)
x d+j H j (x, y).
Then,
and
(4.9)
We also write u = (u 1 , . . . , u 2n+1 ) to denote the local coordinates of U. For any smooth function f ∈ C ∞ (U), we write f ∈ C ∞ (U C ) to denote an almost analytic extension of f (see [33, Section 1] ). Let σ be a local coordinate of R. Let (4.10)
We consider the following two systems for j = 1, 2, . . . , 2n − 2d + 1 and j = 1, 2, . .
where u ′′ = (0, . . . , 0, u 2d+1 , . . . , u 2n+1 ), u ′′ = (0, . . . , 0, u d+1 , . . . , u 2n+1 ). From (4.8) and (3.71), we can take Φ 1 and Φ 2 so that for every j = 1, 2, . . . , d,
where x ′′ = (0, . . . , 0, x d+1 , . . . , x 2n , 0), ẙ ′′ = (0, . . . , 0, y d+1 , . . . , y 2n , 0). From (3.65), (3.73) and
it is not difficult to see that
and the matrices of the Hessians
are non-singular. Moreover, from (3.73), we can calculate that
Hence, near (p, p) and σ = 1, we can solve (4.11) and (4.12) and the solutions are unique. Let
be the solutions of (4.11) and (4.12), respectively. From (4.13), it is easy to see that
From (4.16), we see that the value of Φ 1 (x, u ′′ ) + σ Φ 2 ( u ′′ , y) at critical points u ′′ = α(x, y), σ = γ(x, y) is equal to the value of Φ 1 (x, u ′′ ) + σ Φ 2 ( u ′′ , y) at critical points u ′′ = β(x, y), σ = δ(x, y). Put
Then Φ 3 (x, y) is a complex phase function, Im Φ 3 (x, y) ≥ 0. It is easy to check that
From now on, we take U small enough so that the Levi form is positive on U and
is an open neighborhood of 0 ∈ R 2n+1−2d . We need 
and similarly, for anyb 2 
Proof. We consider the kernel
Assume that χ = 1 on some neighborhood of V . Let χ 1 ∈ C ∞ 0 (U) with χ 1 = 1 on some neighborhood of V and Supp χ 1 ⊂ {x ∈ X; χ(x) = 1}. We have
where λ 0 > 0 is a small constant as in Theorem 3.17. If g −1 u / ∈ {x ∈ X; χ(x) = 1}. Since Supp χ 1 ⊂ {x ∈ X; χ(x) = 1} and χ(x) = χ(g • x), for every g ∈ G, for every x ∈ X, we conclude that u / ∈ Supp χ 1 . From this observation and notice that S ≤λ 0 is smoothing away the diagonal on GU (see Theorem 3.21), we deduce that χ 1 S G (1 − χ) is smoothing and hence (4.20)
From (4.18) and (4.20), we get
From Theorem 3.23 and notice that S * G = S G , where S * G is the adjoint of S G with respect to ( · , · ), we can check that on U,
(here we used (4.9))
We apply the complex stationary phase formula of Melin-Sjöstrand [33] to carry out the dv(u ′′ )dσ integration in (4.22) . We obtain
From (4.21), (4.24), we deduce that
It is straightforward to see that there is a classical pseudodifferential operator E of order zero on U such that
By (4.25), we have
. From (4.26) and (4.27), we have proved that for
Similarly, we can repeat the procedure above and deduce that for any
The following two theorems follow from (4.9), (4.17), the proof of (4.25), Theorem 4.1, the complex stationary phase formula of Melin-Sjöstrand [33] and some straightforward computation. We omit the details.
Theorem 4.2. Consider the Fourier integral operators
A(x, y) = ∞ 0 e iΦ(x,y)t a(x, y, t)dt, B(x, y) = ∞ 0 e iΦ(x,y)t b(x, y, t)dt, with symbols a(x, y, t) ∈ S k cl (U × U × R + ) and b(x, y, t) ∈ S ℓ cl (U × U × R + ). Consider χ(x ′′ ) ∈ C ∞ 0 ( Ω 2 × Ω 3 ). Then, we have A(x, u)χ(u ′′ )B(u, y)dv(u ′′ ) ≡ ∞ 0 e iΦ(x,y)t c(x, y, t)dt on U × U, with c(x, y, t) ∈ S k+ℓ−(n− d 2 ) cl (U × U × R + ) where (4.28) c 0 (x, x) = 2 −n− d 2 +1 π n− d 2 +1 |det L x | −1 |det R x | 1 2 a 0 (x, x)b 0 (x, x)χ(x ′′ ), x ∈ Y ∩ U, where det R x is the determinant R x cf. (3.60). Moreover, if there are N 1 , N 2 ∈ N, C > 0, such that for all x 0 ∈ Y ∩ U, |a 0 (x, y)| ≤ C|(x, y) − (x 0 , x 0 )| N 1 , |b 0 (x, y)| ≤ C|(x, y) − (x 0 , x 0 )| N 2 then there exists C > 0 such that for all x 0 ∈ Y ∩ U (4.29) |c 0 (x, y)| ≤ C|(x, y) − (x 0 , x 0 )| N 1 +N 2 .
Theorem 4.3. Consider the Fourier integral operators
then there exists C > 0 such that for all x 0 ∈ Y ∩ U,
We introduce next the following notion. , |α| + |β| ≤ ℓ.
We let G k,ℓ (X) denote the space of all complex Fourier integral operators of G-Szegő type of leading order (k, ℓ) and let G k,ℓ (X) denote the space of all complex Fourier integral operators of G-Szegő type of order (k, ℓ).
In Definition 4.4, the G from the terminology G-Szegő type comes from our group G. Indeed, Definition 4.4 depends on the set Y . Let us explain briefly why we need two definitions G k,ℓ (X) and G k,ℓ (X). Our goal is to study distribution kernel of σ * σ. In Theorem 4.11 below, we will show that C 0 σ * σ is of the same type of S G with the same leading term, where C 0 is a constant. In the terminology introduced in Definition 4.4,
,1 (X). To prove our main result, we need to show that C 0 σ * σ − S G is "microlocally small", and it suffices to prove that for an element H ∈ G n− d 2 ,1 (X), H has good regularity property (see (4.46)). We write H = H 0 + H 1 , where H 0 ∈ G n− 
We also need the following.
Moreover, for every s ∈ N, there exist N s ∈ N and C s > 0 such that
where · s denotes the standard Sobolev norm on X of order s.
it is easy to see that H Ns (x, y) ∈ C s (X × X) and (4.38) follows then. We now prove (4.37). We claim that for every k ∈ N, we have (4.39)
where H * is the adjoint of H. We have 
for every u ∈ C ∞ (X). From (4.40) and (4.41), we get (4.39) for k = 1. Suppose that (4.39) holds for k = k 0 , for some k 0 ∈ N. Hence,
We have (4.43) (H * H)
for every u ∈ C ∞ (X). From (4.43) and (4.42), we get (4.39) for k = k 0 + 1. The claim (4.39) follows.
It is obvious that H * ∈ G k,0 and hence
),0 . From this observation and (4.38), we deduce that for k large, there exists C > 0 such that
From (4.44) and (4.39), we get (4.37).
Proof. By using (3.65), we can integrate by parts with respect to t several times and deduce that H(x, y) ∈ C s (X × X). The calculation is elementary and straightforward and we omit the details.
In the proof of our main result, we need the following.
Proof. From Theorem 4.2, we see that for every N ∈ N, we have
(4.47)
Fix s ∈ N. From Lemma 4.7, we can take N ≫ 1 so that H 1,N (x, y) ∈ C s (X × X) and for every j ∈ N, there exists C j > 0 such that
, by Theorem 4.6, there exist K s ∈ N and C s > 0 such that
We have
From (4.37), (4.50), (4.48) and (4.49), we get (4.46) with N s = NK s . From (4.46), we can repeat the proof of (4.37) and get (4.45).
,1 (X). From (4.45), we can extend I − H to a bounded operator in
by density. In the proof of our main result, we need the following.
4.7]). Hence, for any
Fix p ∈ Y and let x = (x 1 , . . . , x 2n+1 ) be the local coordinates as in the discussion in the beginning of Section 4.1. We will use the same notations as in Section 4. 
. . , n, and µ d+1 , . . . , µ n are the eigenvalues of L Y G ,p . It is not difficult to see that the phase function Φ( x ′′ , y ′′ ) satisfies (4.62). Hence, there is a function f ( 
We can now prove the following. 
Let p ∈ Y and let x = (x 1 , . . . , x 2n+1 ) be the local coordinates as in the discussion in the beginning of Section 4.1. Then, Proof. Note that S G is smoothing away Y (see Theorem 3.18) . From this observation, we get (4.64). Let x 0 , y 0 ∈ Y . Assume that π(x 0 ) = π(y 0 ). Let V 1 be an open set of y 0 with V 1 = g∈G gV 1 and x 0 / ∈ V 1 . We have
where λ 0 > 0 is a small constant as in Theorem 3.17. Since S ≤λ 0 is smoothing away the diagonal near Y , for any open set U 1 of x 0 in X with U 1 ∩ V 1 = ∅, we have
From (4.68) and (4.69), we get (4.65). Fix u = (u 1 , . . . , u 2n+1 ) ∈ Y ∩ U. From (4.64) and (4.65), we only need to show that (4.66) and (4.67) hold near u and we may assume that u = (0, . . . , 0, u 2d+1 , . . . ,
We have by (4.3),
, for every g ∈ G, for every x ∈ X, we conclude that π(u) / ∈ Supp χ 1 . From this observation and (4.59), we get
From (4.70) and (4.71), we get (4.72)
From (4.63), Theorem 3.23 and (4.72), we can check that on W × U, 
be the formal adjoint of σ. From Theorem 4.10, we deduce that 
Hence, we can extend σ to a bounded operator in Since I − R − λ is one to one and
we deduce that
Hence, I − R − λ is onto. Moreover, from (4.51), we see that
is continuous. We get a contradiction. Hence I − R − λ is not one to one and hence λ is an eigenvalue of I − R.
Assume that S ∩ (−∞, −c 0 ] is not a discrete subset of R. We can then find λ j ∈ S ∩ (−∞, −c 0 ], j ∈ N, with λ j = λ k , if j = k, such that λ j → λ ∈ R as j → +∞. Let f j ∈ L 2 (X) with (I − R)f j = λ j f j and f j = 1, j ∈ N. Fix s ∈ N and let N s ∈ N be as in (4.46). We have By Rellich's theorem, we can find a subsequence R Ns f j k , 1 ≤ j 1 < j 2 < . . ., such that R Ns f j k converges to some g in L 2 (X), as k → +∞. From this observation and (5.2), we deduce that f j k converges to some f in L 2 (X), as k → +∞. Since ( f j , f ℓ ) = δ j,ℓ , for every j, ℓ = 1, 2, . . ., we get a contradiction. The theorem follows.
Remark 5.2. It should be notice that from the proof of Lemma 5.1, we can actually show that for every λ ∈ S with λ = 1, λ is an eigenvalue of I − R and the eigenspace of λ is finite dimensional. Note that if 1 is in S, then 1 is the essential spectrum of I − R. Proof. Fix λ ∈ S ∩ (−∞, −c 0 ] and let f ∈ E λ (X). Since (I − R)S G = S G (I − R), we deduce that S G f ∈ E λ (X). If S G f = 0, we have (5.4) ( (I − R)S G f, S G f ) = λ S G f 2 < 0.
But we have (5.5)
From (5.4) and (5.5), we get a contradiction. Hence S G f = 0 and the lemma follows. with the property that for h : S × N → R, h(s, n) = s, we have
that is, (I − R) is unitarily equivalent to the operator of multiplication by h. From now on, we identify L 2 (X) with L 2 (S × N, dµ) and I − R with the operator of multiplication by h(s, n). Let (5.7) P : L 2 (X) → Ker (I − R)
be the orthogonal projection. Since (I − R)S G = S G (I − R) on L 2 (X), we have (5.8)
h(s, n) → 1 (−∞,−c 0 ] (s)h(s, n), (5.9) I = P − + P + + P on L 2 (X).
We notice that Range (P − ) = ⊕ λ∈S∩(−∞,−c 0 ] E λ (X).
Each E λ (X) is finite dimensional, for every λ ∈ S ∩ (−∞, −c 0 ], but Range (P − ) could be infinite dimensional. From Lemma 5.3, (5.8) and (5.11), we deduce Lemma 5.4. We have that (5.12)
and (5.13)
Let N : L 2 (X) → L 2 (X) be the partial inverse of I − R. That is, N is the unique bounded operator in L 2 (X) → L 2 (X) such that N(I − R) + P = I on L 2 (X), (I − R)N + P = I on L 2 (X). 
Proof. From (I − R)S G = S G (I − R), P S G = S G P , (5.14) and (5.16), we have
We get (5.19) . 
