Abstract-Hybrid jump linear systems (HJLS's) were introduced to study the properties of supervisory control systems. In a recent publication, a mean square (MS) stability test was introduced for HJLS's with Moore output maps and i.i.d. inputs. In this paper, a similar test is developed for HJLS's of this type but with Markov inputs. The test requires one to first construct an auxiliary HJLS with equivalent stability properties. Then, a particular matrix, A, is constructed taking into consideration the auxiliary system's structure and associated Markov kernel. Finally, the spectral radius of A is compared against 1 to determine the stability of the original HJLS.
I. INTRODUCTION
The class of hybrid jump linear systems (HJLS's) was recently introduced to study the fundamental properties of discrete-time, stochastic, supervisory hybrid systems [1] . They are excellent models for applications such as fly-bywire aircraft, embedded control systems, biological systems, etc. HJLS's consist of a high-level logical Supervisor (an algorithm) interconnected with a low-level closed-loop system through an analog-to-symbol (A/S) map (see Figure 1) . Specifically, the logical Supervisor is taken to be an IF-THEN-ELSE algorithm represented by a finite state machine (FSM), and the low-level closed-loop system is modeled with a jump linear system. Hybrid jump linear systems share similar features with other hybrid models in the literature. For instance, they can be considered discrete-time piecewise deterministic Markov processes (with no reset maps) [2] , [3] or simplified discrete-time stochastic hybrid systems [4] . They can also be considered autonomous discrete stochastic hybrid automata [3] and, hence, are suitable for formal verification [5] . However, unlike other models, HJLS's represent the dynamics of both the logical Supervisor and the closedloop system in the same analytical framework, stochastic difference equations. This facilitates the study of their joint properties such as, for example, mean square (MS) stability. The stability of HJLS's can be studied using an array of techniques available for switched systems [6] and stochastic hybrid systems [7] . Some of these techniques, however, are either too conservative (see [8] ), do not correctly capture the interaction between the Supervisor and the low-level system, or do not permit one to ascertain strong forms of stability, such as MS stability.
Based on their FSM's output maps, hybrid jump linear systems can be classified as either Moore HJLS's (Moore Fig. 1 . A general hybrid jump linear system. output maps) or Mealy HJLS's (Mealy output maps). Several sufficient MS stability conditions were introduced in [1] , [8] , [9] for various specific subtypes of both Moore and Mealy HJLS's using a variety of techniques. In [1] , for instance, singular values were used to derive a testable sufficient MS stability condition for HJLS's with a particular A/S map (called a performance map). In [8] , a less conservative MS stability test was introduced for HJLS's with performance maps and equipped with a class of FSM's. The test consisted of determining if the infinity norm of a particular matrix was less than 1. The same publication also presented a sufficient condition for stability, based on a spectral radius technique, of discrete-time switched systems under arbitrary switching. In [9] the authors introduced a sufficient MS stability test for Moore HJLS's with i.i.d. inputs. The test, which is less conservative than that in [8] , was derived by adapting a lifting technique borrowed from the literature on Markov jump linear systems (MJLS's) (cf. [10] ).
In this paper, the test in [9] is extended to Moore HJLS's with Markov inputs (Theorem 5.3). To apply the test to such a HJLS, one must first construct a new auxiliary HJLS with equivalent stability properties. Then, a particular matrix, A, is built by taking into consideration both the Markov kernel associated with the state vector of the auxiliary HJLS and the structure of the jump linear closed-loop system. Finally, the spectral radius of A is compared against 1 to determine the stability of the original Moore HJLS.
The presentation is organized as follows: Section II summarizes the hybrid jump linear system formalism. It is also shown that the state process of a HJLS realizes a Markov chain in a particular metric space and the associated Markov kernel is derived. In Section III, this kernel is used to derive FrC14. 3 1-4244-1498-9/07/$25.00 ©2007 IEEE.
an exact formula for the probability distribution associated with a HJLS (Theorem 3.1). This result is later used in Section IV to show that for every Moore HJLS it is always possible to build an auxiliary HJLS (defined also in Section IV) with equivalent MS stability characteristics. Section V derives a sufficient condition for MS stability of auxiliary HJLS's with Markov inputs. This test, which is based on [9, Theorem 3.1], is then extended to Moore HJLS's in Theorem 5.3. Finally, Section VI presents the paper's conclusions.
II. HYBRID JUMP LINEAR SYSTEMS AND THEIR ASSOCIATED MARKOV KERNELS
Consider the HJLS in Figure 1 . It is composed of a finite state machine, an analog-to-symbol map, and a jump linear closed-loop system. Formally, all the signals in the HJLS are stochastic processes defined on the underlying probability space (Ω, F , Pr). The FSM is described by two relations: the state evolution equation and the output map. It has two inputs N (k) and ν(k).
1 N (k), the external input, is assumed to be a homogeneous Markov chain taking values from the finite set I ℓN {0, . . . , ℓ N − 1} with transition probability matrix
where R i , i ∈ ℓ ν , are Borel sets that form a partition of R n , and 1 {x∈A} = 1 A (x) equals 1 if x ∈ A and 0 otherwise. At every k ≥ 0, the FSM's state, z(k), takes values from the finite set Σ S {e 1 , e 2 , . . . , e ℓs }, where
T with a one in the j-th position, j ∈ I ℓS + 1 {1, . . . , ℓ S }. The FSM's state evolution equation is given by
where each of the ℓ N · ℓ ν matrices S η,ν ∈ R ℓS×ℓS , η ∈ I ℓN , ν ∈ I ℓν , is a deterministic matrix containing a single one and ℓ S − 1 zeros in each column. The FSM's output map is
where I ℓO {0, . . . , ℓ O − 1}. The evolution of the jump linear closed-loop system is given by
where x(k) ∈ R n , and x 0 is a second order random vector. The formal definition of a hybrid jump linear system follows.
Definition 2.1: The system described by (1)- (3) is called a hybrid jump linear system. Its state evolution is given by
1 Boldface fonts denote random variables and vectors.
where
T , and F :
(5) The focus of this paper is on Moore HJLS's as defined below.
Definition 2.2:
The HJLS in (1)- (3) is called a Moore
Note from (5) that F is a Borel-measurable function and that y(k) ∈ Y ⊂ R n+ℓS . Hence, it follows from [11, Theorem 2.1] that the stochastic process (y(k), N (k)), k ≥ 0, is a homogeneous Markov chain in Y ×I ℓN , provided that the following holds.
Asumption 2.1: The initial states x 0 , z 0 and the Markov chain
This assumption is fundamental in the analysis that follows and will hold throughout the paper. The Markov kernel associated with (y(k), N (k)), k ≥ 0, can be derived as follows: Let X Y × I ℓN and
, and · and | · | denote the Euclidean norm on R n and the discrete metric, respectively. Note that (X, d X ) is a metric space with Borel algebra, B(X), given by
, where 2 ΣS and 2 I ℓ N represent, respectively, the power sets of Σ S and I ℓN , and ⊗ denotes the direct product of σ-algebras. Next, consider the function
for any ([
Thus, the conditional probability in (6) is not zero only if (F (x, z, i), j) ∈ E for some j ∈ I ℓN , that is,
, or, equivalently,
2 Abusing the notation slightly, ([
z ] , i) ∈ X will sometimes be written as
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Iterating equation (4), it is easy to derive a measurable function g such that y(k) = g(N (k − 1), . . . , N (0), y(0)). Thus, Assumption 2.1 and the Markov property of N (k) imply that
It is easy to show from (7) that P (y,N ) (χ, ·) is a probability measure on B(X) for every χ ∈ X, and that P (y,N ) (·, E) is a bounded measurable function for every E ∈ B(X). Thus, P (y,N ) is a Markov kernel (see [12] ). Moreover, (6) implies that P (y,N ) is the Markov kernel associated with the Markov process (
Hence, P (y,N ) determines the evolution of the distributions of (y(k), N (k)), k ≥ 0, and, consequently, the stability properties of the HJLS. To understand this connection, it is first necessary to compute an exact formula for µ 
III. ON THE PROBABILITY DISTRIBUTIONS OF HJLS'S
Let I denote the set of measurable rectangles B ×C ×D, with B ∈ B(R n ), C ∈ 2 ΣS , and D ∈ 2 I ℓ N . Since I is an algebra and B(X) = σ(I ) (σ(I ) denotes the σ-algebra generated by I ), it is sufficient to determine µ N (0) ), respectively. For every k ≥ 0 and l = 0, . . . , k, s l denotes the index pair (r l , i l ), where r l ∈ I ℓS + 1 and i l ∈ I ℓN . Finally, fix any two such index pairs s l = (r l , i l ) and s l+1 = (r l+1 , i l+1 ), and let E = B × C × D with B ∈ B(R n ), C ∈ 2 ΣS , and D ∈ 2 I ℓ N . Note from (5) and (7) that
The following shorthand notation is used: When C = {e r l+1 } and D = {i l+1 } then p s l ,(C×D) (x) will be written as p s l ,s l+1 (x). The main result of this section follows. Theorem 3.1: Consider the HJLS in (1)- (3) under Assumption 2.1. If µ x 0 = δ x0 (the Dirac measure on x 0 ), then for every B ∈ B(R n ), C ∈ 2 ΣS , D ∈ 2 I ℓ N , and k ≥ 1 the probability distribution of (y(k), N (k)) is given by . Thus, (8) implies that
where the last equality follows from Fubini's Theorem [13] . Integrating over R n and using (9) yields
(e r0 , i 0 ).
Moreover, since 1 B (x 1 ) = δx 1 (B), the expression above can be restated as
which shows that (10) holds for k = 1. To complete the proof, it will be shown next that if (10) holds up to some 46th IEEE CDC, New Orleans, USA, Dec. 12-14, 2007 FrC14.3 fixed k = l, it also holds for k = l + 1. To proceed, observe from (8) that
Thus, under the assumption that (10) holds for k = l, it follows that
For every fixed s l−1 andx l−1 defineμ
is a probability measure over Σ S × I ℓN . Hence, the integral in (13) can be restated in a form similar to the right hand side of (11) . Moreover, after repeating the procedure leading to (12) , the integral in (13) can be simplified as follows:
Finally, substituting this last expression into (13) and rearranging the terms yields
Thus, by induction, (10) holds for all k ≥ 1. 
where the FSM's output map,̟, is given by the bijectioñ
is called an auxiliary HJLS (AHJLS). Note that, as in (5), it is possible to define a measurable functionF such thatỹ(k
Consequently, ifx 0 ,z 0 , and N (k), k ≥ 0 are independent, then (ỹ(k), N (k)), k ≥ 0, is a homogeneous Markov chain over X with Markov kernel, P (ỹ,N ) , given by (see (9))
, with s = (r, i) andŝ = (r,î). Furthermore, as in Theorem 3.1, it can be shown that the probability distribution of (ỹ(k), N (k)), k ≥ 0, is given by
where µ (z,N ) 0 denotes the probability distribution of (z 0 , N (0)), and the vectorsx l are defined recursively as follows:x 0 = x 0 ,x l+1 =Ã̟ (er l ,i l )xl , l = 0, . . . , k − 1. It can now be shown that for every Moore HJLS it is always possible to construct an AHJLS with equivalent MS stability properties. MS stability is defined next (see [1] ).
Definition 4.2:
The HJLS in (1)- (3) is said to be MS stable if, for any fixed initial state y 0 and initial distribution µ N 0 , it follows that E{ x(k) 2 } → 0 as k → ∞. The equivalency result follows. Lemma 4.1: Consider the Moore HJLS given by
Let Assumption 2.1 hold, and assume that the AHJLS in (14)- (15) is such thatÃ̟ (z,i) = A ̟(z) for every z ∈ Σ S and i ∈ I ℓN ;S i,l = S i,l for every i ∈ I ℓN and l ∈ I ℓν ; and y(0) = y(0) with µx 0 = µ FrC14.3
and (17). Note, however, that for every
Moreover, sincex 0 = x 0 =x 0 and A ̟(e l ) =Ã̟ (e l ,i l ) , it follows from (10) and (17) thatx l =x l for every l = 0, . . . , k−1. Hence, µ
2 } → 0 as k → ∞ and vice versa. This conclusion is independent of the initial state y 0 and the initial distribution µ N 0 . Therefore, it follows that the MHJLS in (18) is MS stable if and only if the AHJLS in (14)- (15) 
whereθ(k) is a discrete-time stochastic process taking values from the finite set Σθ {ϕ 1 , . . . , ϕ ℓθ },x(k) ∈ R n , andx 0 is a second order random variable independent fromθ(k),
. . ,θ(k)) and define
. . .
ℓθ ×ℓθ be a matrix of coefficients such that each entry M i,j satisfies, for all k ≥ 0, the condition
Finally, let ⊗ be the Kronecker product and define A Mθ as
where I n 2 is an n 2 × n 2 identity matrix. Then, (19) is MS stable if ρ(A Mθ ), the spectral radius of A Mθ , is less than 1.
This theorem can be used to determine the MS stability of AHJLS's as shown next.
Theorem 5.2: Consider the AHJLS in (14)-(15) under Assumption 2.1 (i.e., assume thatx 0 , z 0 , and N (k), k ≥ 0 are independent). For every set R l in the partition of R n induced by ψ, choose an arbitrary element α l ∈ R l . For every s,ŝ ∈ (I ℓS + 1) × I ℓN letM s,ŝ max {p s,ŝ (α l ) : l ∈ I ℓν }, wherep s,ŝ (·) is defined as in (16). The AHJLS in (14)- (15) is MS stable if ρ(AMθ ) < 1, where
Proof : First observe that in the context of (14), equation (20) can be restated as
where s = (r, i),ŝ = (r,î),
T and sequence of index pairs s l , 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 FrC14.3 l = 0, . . . , k − 1, and note from (15) thatθ(l) = s l if and only ifz(l) = e r l and N (l) = i l . Thus, it follows from Assumption 2.1 that the conditional probability in (22) can be restated as shown in (23) (top of previous page), where the vectorsx l , l = 0, . . . , k, are defined as follows:x 0 = x 0 , x l+1 =Ã s lx l =Ã̟ (er l ,i l )xl . Moreover, it follows from the Markov property of (ỹ(k), N (k)), k ≥ 0, and equations (15) and (16) that
Replacing the last inequality in (22) yields
Clearly, under Assumption 2.1, both the AHJLS in (14)- (15) and the matrixMθ satisfy the conditions of Theorem 5.1. Consequently, if ρ(AMθ ) < 1 then the AHJLS in (14)- (15) is MS stable.
The main result of this paper follows. Observe that if the state feedback through the A/S map is removed, the process (z(k), N (k)), k ≥ 0, becomes a Markov chain with transition probability matrixMθ, and the result in Theorem 5.2 reduces to the well known MS stability condition in [10] . When the feedback is present, (z(k), N (k)), k ≥ 0 behaves as an x(k)-dependent Markov chain with transition probabilities p s,ŝ (x(k)), andMθ becomes a worst-case "transition probability matrix". That is,Mθ collects the largest transition probabilities for the states of (z(k), N (k)) for every value of x(k). Clearly,Mθ is not a stochastic matrix. Moreover, it may have non-zero transition probabilities between states of (z(k), N (k)) that may not be connected for every value of x(k). In that respect the stability condition in Theorem 5.2 is conservative.
VI. CONCLUSIONS
A new sufficient mean square stability condition for Moore hybrid jump linear systems with Markov inputs was introduced. The test extends previous results that were restricted to systems with i.i.d. inputs, thus covering one of the two broadest subclasses of hybrid jump linear systems. Future research should include extending these results to Mealy hybrid jump linear systems and deriving necessary MS stability conditions.
