Abstract. The joint spectral radius is the extension to two or more matrices of the (ordinary) spectral radius ρ(A) = max |λ i (A)| = lim A m 1/m . The extension allows matrix products Π m taken in all orders, so that norms and eigenvalues are difficult to estimate. We show that the limiting process does yield a continuous function of the original matrices-this is their joint spectral radius. Then we describe the construction of wavelets from a dilation equation with coefficients c k . We connect the continuity of those wavelets to the value of the joint spectral radius of two matrices whose entries are formed from the c k .
1. Introduction. The (ordinary) spectral radius of a matrix A is the magnitude of its largest eigenvalue: ρ = ρ(A) = max {|λ| : λ is an eigenvalue of A}. The eigenvalues of A and B are all zero, so that ρ(A) = 0 = ρ(B). In fact A 2 and B 2 are zero matrices, so the product Π m is nonzero only when 52 CHRISTOPHER HEIL AND GILBERT STRANG factors A and B alternate. The key toρ is that ρ(AB) 1/2 = 2 = AB 1/2 . Thereforeρ(A, B), which is between eigenvalues and norms, also equals 2.
The eigenvalues of A and B fail to control the eigenvalues of productsnot to mention the norms of those products. We cannot computeρ from ρ(A) and ρ(B).
The spectral radius is bounded above by norms and below by eigenvalues. For a single matrix we have (for each m) an equality and an inequality:
For two matrices we maximize over products in all orders and we expect two inequalities:
The proof of the first inequality comes from the corresponding result for a single matrix, by considering repetitions Π m Π m · · · Π m of any fixed product. For the second inequality, break any product Π n into pieces of fixed length m with a remainder:
m Π r . For n = mq and r = 0 we have Π n 1/n ≤ (max Π m ) 1/m . The extra factor Π r has no effect in the limit as n → ∞.
The right side of (1.2) approaches equality as m → ∞ by the definition of the joint spectral radius. Whether the left side also approaches equality is much less clear. It is a beautiful theorem of Berger and Wang [BW1] that this does occur:
Thusρ can be approximated from above and from below, by computing the norms and eigenvalues of finitely many matrix products. The convergence as m → ∞ may be quite slow. Examples are given by Colella and Heil [CH1] , [HC] , with a recursive algorithm that significantly reduces the calculation on the norm side. Then by actual computations up to m = 30 factors,
Less than two decimal places of accuracy are achieved after computing 2 31 − 2 matrix products. With 612944 products in the recursive algorithm the estimate isρ ≤ 0.660025.
It is frustrating that this fundamental numberρ, a function only of the entries in A and B, should be so difficult to compute. The same is true in the more highly developed theory of products of random matrices [CKN] . The corresponding number δ is an expected value instead of a maximum, and the only weakness is its resistance to calculation. In our present problem, Lagarias and Wang [LW] conjecture that equality holds on the left side of (1.2) for some finite m. Thus an eigenvalue of a finite product Π m (for unknown and possibly large m) may reveal the exact value of the joint spectral radius.
Little is known aboutρ. From its definition (1.1), we were not even certain thatρ was a continuous function. Certainly each norm Π m 1/m depends continuously on the entries of A and B. This assures us that the limitρ is at least upper-semicontinuous. (It is an infimum of continuous functions, the norms of products.) The Berger-Wang theorem yields the opposite result, thatρ is at the same time lower-semicontinuous. (It is a supremum of continuous functions, the eigenvalues of products.) Eventually we realized, with this essential help from Berger and Wang, that continuity does hold. This is the unique novel result of the present note:
is a continuous function of the matrices A and B.
Allow us to write out the proof in what may be unnecessary detail. We are given matrices A and B and a fixed ε > 0. For sufficiently large m, both inequalities in (1.2) are within ε/2 of equality. Then if A − C and B − D are small enough, each side of (1.2) is within ε/2 of the corresponding inequality for C and D. Thereforeρ(C, D), which is caught in between, is within ε ofρ(A, B).
Wavelets and linear algebra.
A wavelet is a function ψ whose dilates and translates ψ(2 j x − k) form an orthogonal basis for L 2 (R). (More general definitions are possible. There are biorthogonal wavelets and even nonorthogonal wavelets.) We briefly describe the classical construction. The discrete version yields a particularly attractive orthonormal basis for R n . The expansion of a vector in terms of this discrete basis is achieved by a very fast algorithm-the discrete wavelet transform operates in O(n) steps while the discrete Fourier transform requires O(n log n). The expository paper [S] describes analogies and competitions between these transforms. In most of signal processing the standard methods are Fourier-based. In the compression of fingerprint images (the FBI has 25 million to digitize and compare) wavelet bases now seem to be superior.
The joint spectral radius enters in determining the smoothness (the order of Hölder continuity) of wavelets. The matrices A and B contain coefficients from the dilation equation. This has become the starting point for the construction of ψ, and we briefly outline the steps. The next section explains the connection to the joint spectral radius.
First, choose coefficients (c 0 , . . . , c N ). Second, solve the dilation equation for the scaling function ϕ:
Third, construct ψ directly from ϕ and the c k (in reverse order and with alternating signs):
(Other choices of indexing are possible; this gives ϕ and ψ supported in [0, N ]). The properties of ψ clearly depend on the choice of the c k . The condition for "minimal accuracy" is
The condition for orthogonality of the family ψ( Example 2.1. Make the choice c 0 = c 1 = 1. Then the dilation equation (2.1) requires ϕ(x) to be the sum of ϕ(2x) and ϕ(2x − 1). The solution is the box function ϕ = χ [0, 1) . Both the minimal accuracy and orthogonality conditions hold, and ψ(x) = ϕ(2x) − ϕ(2x − 1) generates a wavelet orthonormal basis. This property of ψ was first observed by Haar [H] .
The accuracy and orthogonality conditions (2.3) and (2.4) ensure that equation (2.1) yields a unique, compactly supported, integrable scaling function ϕ. Without these conditions, existence is not guaranteed. (If a compactly supported scaling function does exist then it is unique.) We only consider compact support in this note.
3. The matrix form of the construction. To make the connection with the joint spectral radius, we convert the dilation equation (2.1) into a matrix form. The key fact is that if a compactly supported scaling function ϕ exists then it is supported in the interval [0, N ]. Therefore, the vectorvalued function v defined by
. . .
"captures" all the essential information about ϕ. Assume ϕ is continuous, so that ϕ(0) = 0 = ϕ(N ). Choose x in the interval [0, 1/2], and apply the dilation equation to each of ϕ(x), ϕ(x + 1), . . . , ϕ(x + N − 1). Working through some algebra, we find that these values of ϕ are determined by the values of ϕ(2x), ϕ(2x + 1), . . . , ϕ(2x + N − 1) in a fixed linear manner. In other words, there is a linear transformation T 0 which takes v(2x) to v(x) for each 0 ≤ x ≤ 1/2:
Similarly, there is a T 1 such that
In fact, T 0 and T 1 are the N ×N matrices whose entries are (T 0 ) ij = c 2i−j−1 and (T 1 ) ij = c 2i−j . There is consistency at x = 1/2:
To simplify the notation, let τ x be the fractional part of 2x:
We purposely leave τ (1/2) undefined. If x = k/2 j then it has two possible binary expansions: a "terminating" expansion ending in infinitely many zeros, and another expansion ending in infinitely many ones. We call such points dyadic. Otherwise, x has a unique binary expansion. In any case, the first digit d 1 in the binary expansion x = .d 1 d 2 · · · is unique as long as x = 1/2:
Therefore, except for x = 1/2, we can summarize (3.1) and (3.2) as a single equation:
Because of the consistency (3.3), this formula also applies to x = 1/2: either of the two binary expansions 1/2 = .100 · · · or 1/2 = .011 · · · may be used as long as T d 1 and τ (1/2) are interpreted consistently. Now we use the assumption that ϕ is continuous. Let x < y be dyadic points in [0, 1] . If y is close enough to x then the first few digits in its terminating binary expansion will coincide with the first few digits in the corresponding expansion of x. That is,
The closer y is to x, the larger m will be. Applying (3.4) repeatedly, we obtain (3.7)
Since m → ∞ and v(y) → v(x) as y → x, the products Π m = T d 1 · · · T d m must converge to zero in the limit, at least when applied to vectors of the form v(w) − v(z). To ensure that only vectors of this form are considered, we restrict our attention to the subspace
which is invariant under both T 0 and T 1 . Then all the restricted products (Π m )| W must converge to zero as m → ∞. As Berger and Wang [BW1] observed, this is equivalent toρ < 1 (on W ). We therefore have the following necessary condition for ϕ to be continuous:
. If ϕ is a continuous scaling function then
The subspace W is not as difficult to determine explicitly as it may appear. It is the smallest subspace which contains the vector v(1)−v(0) and is invariant under both T 0 and T 1 . By an appropriate change of basis we can always realize the action of T 0 , T 1 on W as the action of two smaller matrices A, B on R n with n = dim(W ). In this case,ρ(
The arguments leading to Theorem 3.1 did not make use of the accuracy or orthogonality conditions (2.3) or (2.4). Theorem 3.1 therefore applies to completely arbitrary dilation equations. As an implicit corollary, we obtain a necessary condition for ϕ to be continuously differentiable. This follows since ϕ is itself a scaling function for the dilation equation with coefficients doubled to 2c k :
A necessary condition for ϕ ∈ C n follows by repetition. These corollaries are given explicitly in [HC] .
When the minimal accuracy condition (2.3) does hold, the matrices T 0 and T 1 are column stochastic in the sense that each column sums to onealthough the entries need not be nonnegative. Therefore the row vector (1, . . . , 1) is a common left eigenvector for T 0 and T 1 for the eigenvalue 1. The subspace
is therefore invariant under both T 0 and T 1 , and V contains W . We can also work out a converse to Theorem 3.1 in terms of a joint spectral radius. This time we must first construct the vector-valued function v and from it obtain a scaling function ϕ. Our inspiration again comes from applying (3.4) recursively: if x is a dyadic point with terminating binary expansion
Thus v(0) determines v(x) for each dyadic x. To find v(0), solve the eigenvector problem v(0) = T 0 v(0). Our recursion (3.7) amounts to the observation that once the values of ϕ are known at the integers, the dilation equation gives the values at the half-integers, then the quarter-integers, and so forth to all dyadic points. This is a fast recursive algorithm for graphing any scaling function ϕ. Now that the values of v(x) have been constructed for dyadic x, we can fill in the values at intermediate points by taking limits-if this v is continuous on the set of dyadic points. In this case we "unfold" v to get a continuous scaling function ϕ by defining
Here v i (x) is the i th component of v(x). So, the problem is to ensure continuity of v on the dyadics. The argument is similar to the one used for Theorem 3.1. If
with x, y both dyadic then (3.5) holds. If we assume that all the restricted products (Π m )| W converge to zero as m → ∞ then we will have v(y) → v(x) as y → x. But the convergence of all products to zero is equivalent to the assumptionρ < 1. So, we have the following sufficient condition for the existence of a continuous scaling function:
Theorem 3.2. [CH2] . Ifρ(T 0 | W , T 1 | W ) < 1 then the dilation equation yields a continuous scaling function ϕ.
The actual details involved in the proofs of Theorems 3.1 and 3.2 reveal precise bounds for the possible Hölder exponents of ϕ and its derivatives. (The number α ≤ 1 is a Hölder exponent if there exists C α so that |ϕ(x) − ϕ(y)| ≤ C α |x − y| α for all x, y.) In fact, ϕ is Hölder continuous for each exponent α in the range 0 ≤ α < − log 2ρ and not for any α > − log 2ρ . (For our matrices T 0 and T 1 , the joint spectral radiusρ is never below 1/2 so that − log 2ρ ≤ 1.) A condition can also be given for the marginal case α = − log 2ρ . As with Theorem 3.1, Theorem 3.2 implicitly leads to a sufficient condition for ϕ ∈ C n . 4. Historical notes. The joint spectral radius was first described in [RS] , for subsets of normed algebras. The first examples of continuous wavelets were found by Strömberg [St] and Meyer [Me] . The Meyer wavelet is C ∞ , but not compactly supported. Mallat and Meyer later developed multiresolution analysis [Ma] , which results in the wavelet construction outlined in Section 2. Daubechies [D] discovered the first examples of continuous, compactly supported wavelets, including C n wavelets for arbitrarily large n. Later, with Lagarias, she proved that compactly supported wavelets cannot be infinitely differentiable [DL1] .
Daubechies and Lagarias also derived the matrix method for estimating the smoothness of wavelets, on which our discussion in Section 3 is based. In [DL2] , they derived the matrix form (3.1)-(3.1) of the dilation equation and proved that if the coefficients satisfy the minimal accuracy condition (2.3) and ifρ(T 0 | V , T 1 | V ) < 1 then ϕ is continuous with Hölder exponent at least − log 2ρ (T 0 | V , T 1 | V ) − ε. Theorem 3.2 is an extension of this result to arbitrary dilation equations, and Theorem 3.1 is its converse. These two theorems were proved by Colella and Heil [CH2] together with corresponding sharp bounds for the Hölder exponent. Berger and Wang [BW2] independently obtained the same results. Daubechies and Lagarias also derived sufficient conditions for n-times differentiability and used the matrix approach to study the local smoothness of scaling functions and wavelets [DL2] .
Dilation equations play a key role in subdivision or refinement schemes used in computer aided graphics. This is a separate application, using different coefficients c k and different functions ϕ, but there is substantial overlap with wavelet theory. In particular, Micchelli and Prautzsch [MP] published the matrix form of the dilation equation before Daubechies and Lagarias, and they proved a necessary and sufficient condition for continuity of a scaling function [MP] . This condition was not in terms of a joint spectral radius, and did not lead to the Hölder exponent. An excellent survey of subdivision schemes is [CDM] .
