The authors assess whether the complementary learning systems model of the medial temporal lobes (Norman & O'Reilly, 2003 ) is able to account for source recognition receiver operating characteristics (ROCs). The model assumes that recognition reflects the contribution of a hippocampally mediated recollection process and a cortically mediated familiarity process. The hippocampal process is found to produce threshold output functions that lead to U-shaped zROCs, whereas the cortical process produces Gaussian signal detection functions and linear zROCs. The model is consistent with several dual process theories of recognition and is capable of producing the types of zROCs observed in studies of item and source recognition. In addition, the model makes the novel prediction that as the level of feature similarity across items increases, the ability of the hippocampus to encode distinct representations for each stimulus will diminish, and the threshold nature of recollection will break down, leading source zROCs to become more linear. The authors conducted 3 new behavioral source experiments that confirmed the model's prediction. The results demonstrate that the model provides a viable account of item and source recognition performance.
In item recognition tests, subjects are required to determine if items were studied previously or if they are new to the experiment. In contrast, in source recognition tests, subjects are required to determine if items were studied in a specific source or context, such as in List 1 versus List 2 or spoken by Person A versus Person B. Despite the apparent similarity of item and source recognition tests, numerous behavioral and neural studies have indicated that they can be dissociated and that these tests can rely on partially distinct memory processes or types of memory (e.g., Johnson, Hashtroudi, & Lindsay, 1993) .
One theoretical account of these dissociations (e.g., Jacoby, 1991; Yonelinas, 1997; Yonelinas et al., 2002 ) is based on dual process theories of recognition that postulate that recognition memory reflects the contribution of a recollection process that retrieves qualitative information about previous events and a familiarity process that retrieves quantitative memory strength, or recency, information. Because item recognition tests are expected to rely more heavily on familiarity than are source memory tests, it should be possible to observe dissociations between source and item recognition memory.
One of the documented differences between item and source recognition has been in the shape of the receiver operating characteristics (ROCs) observed in these two types of recognition tests. An ROC is a plot of the recognition hit rate against the false alarm rate as a function of response criterion or response confidence. As illustrated in Figures 1A and 1B, item recognition ROCs are curved in probability space and linear in z-space (see Egan, 1975; Murdock, 1974; Yonelinas, 1994 , for earlier discussions of this pattern of results). In contrast, source ROCs are more linear in probability space, and they exhibit a pronounced U-shape when plotted in z-space. In fact U-shaped zROCs are consistently observed in studies of source recognition, associative recognition (e.g., "Was A paired with B?"), as well as plurality-reversed recognition (e.g., "Was A presented as a singular or plural word?"). For example, a review of the ROC studies examining these tasks, ; also see showed that U-shaped zROCs were observed in 52 out of 59 conditions from 17 different studies.
The U-shaped zROCs seen in source and associative memory studies had originally been predicted by a dual process signal detection model (DPSD) of recognition which assumes that recollection reflects a threshold retrieval process and familiarity reflects a Gaussian signal detection process (e.g., Yonelinas, 1994 Yonelinas, , 1997 Yonelinas, , 2001 . Because studied items are expected to be more familiar than nonstudied items, classical signal detection theory is assumed to provide a good description of the familiarity process (see Figure  2 ). The idea is that nonstudied items have some average level of familiarity, but there is item variability such that the nonstudied items form a Gaussian-shaped distribution. Studying an item is assumed to increase its familiarity, and thus the distribution of old items is shifted to the right (i.e., reflecting an increase in familiarity strength). The Gaussian assumption of signal detection theory is directly tested by plotting the ROCs in z-space (Swets, 1964) . If the model is correct, then the empirical zROCs should be linear (i.e., a normalized Gaussian ROC becomes linear).
In contrast, because recollection is assumed to reflect the retrieval of qualitative information about a study event (e.g., when or where the item was studied), it is not expected to occur for every item. That is, recollection can fail in the sense that a subject may not always be able to recollect where or when an item was encountered before. Therefore, recollection is assumed to be best described as a threshold process because signal detection theory does not account for memory failures. Threshold theory assumes that some proportion of the items will be recollected but that others will not be recollected (i.e., the latter items will fall below the recollection strength threshold). Threshold theory does not make assumptions about the specific shape of the recollection strength distributions, but two examples of threshold distributions are plotted in Figure 2 (for similar illustrations, see Macmillan & Creelman, 2005) . As seen in these distributions, some proportion of items fall above a threshold and are recollected, whereas the remaining items fall below threshold. For the latter items, recollection is said to fail in the sense that recollection strength no longer provides any useful information for discriminating between targets and lures (i.e., differences in strength are not detectable below the threshold). Unlike signal detection theory, threshold theory predicts a U-shaped zROC (i.e., sweeping a response criterion from right to left in each of the two threshold models in Figure 2 produces a U-shaped zROC). Threshold theory predicts U-shaped zROCs because items that are not recollected are expected to lead to lower confidence responses than are recollected items. Thus, nonrecollected items will lower performance across the middle of the zROC, which will effectively pull the middle of the function down toward the chance diagonal, creating the U-shape.
The important difference between threshold and signal detection processes, and thus between recollection and familiarity, is not that one is continuous and one is all or none, because both theories assume that memory strength is continuous and both assume that memory strength can vary from item to item. Rather, the difference is that unlike familiarity, recollection strength can fall below a memory threshold, and thus there should be some items for which the subjects simply fail to recollect.
If the dual process model is correct, then the ROCs for item and source ROCs should in general be quite different. That is, under conditions in which familiarity is very useful in discriminating between targets and lures, as in item recognition where some items have been studied and some have not, the zROC should appear relatively linear, whereas under conditions in which familiarity is expected to be less useful and performance relies more on recollection, such as in tests of source memory where all items have been studied and thus are expected to be somewhat familiar, the zROC should appear more U-shaped. As described above, the empirical literature has strongly supported these predictions. There are now other similar models that make comparable predictions (e.g., the variable recollection dual process model, Sherman, Atri, Hasselmo, Stern, & Howard, 2003 ; the some-or-none model, Kelley & Wixted, 2001 ; and the mixture model, DeCarlo, 2002) . Importantly, in all these models there is assumed to be a threshold process that plays a critical role in source recognition tasks and thus leads the source zROCs to become U-shaped.
However, a limitation of all of these models is that they are not computational, and so they provide only limited insight into why or how these threshold or signal detection signals arise. That is, they start by assuming that the memory strength distributions are signal detection or threshold in nature and do not provide a computational explanation for why this would be the case or how these processes might be implemented in the brain. Although some of these models do assume that the recollection process is dependent on the hippocampus, whereas the familiarity process is subserved by medial temporal lobe regions such as the perirhinal cortex (e.g., the DPSD and variable recollection dual process models), beyond these basic ideas the neural substrates of these processes have not been specified. Memory strength distributions for a signal detection familiarity process and a threshold recollection process. Signal detection theory assumes overlapping Gaussian distributions for targets (dark distributions) and lures (light distributions) such that familiarity strength is measured as the distance between the means of the two distributions (dЈ). Threshold theory does not specify the shape of the memory distributions, but two different sets of distributions are presented that are consistent with threshold theory. Threshold theory assumes that some proportion of items are recollected (R) and thus fall above threshold, whereas the remaining items fall below threshold (i.e., recollection fails).
In the current article, we will argue that an existing neurocomputational model of the medial temporal lobes, the complementary learning systems (CLS) model (McClelland, McNaughton, & O'Reilly, 1995; Norman & O'Reilly, 2003) , represents a viable candidate for modeling recollection and familiarity and, specifically, for accounting for the types of ROCs observed in various item and source recognition memory studies. We begin by describing the model in more detail. Second, we describe the types of ROCs that the model naturally produces and argue that it is generally consistent with the existing ROC results. Third, we describe a novel set of predictions that the model makes regarding when source zROCs should be U-shaped and when they should become more linear. Finally, we describe three new source ROC experiments conducted to test the predictions of the model.
The CLS Model and Recognition Memory
Recently, Norman and O'Reilly (2003) tested the CLS model and showed how it can be used to explain a wide range of extant recognition data. The CLS model is designed to incorporate anatomical knowledge about the interconnectivity and activation levels of different regions within the medial temporal lobes, and it posits that recognition memory is subserved by two functionally and anatomically separate but complementary structures. Namely, recollection is dependent on the hippocampus, whereas familiarity is subserved by the medial temporal lobe cortex (MTLC), which includes the perirhinal, entorhinal, and parahippocampal cortices. The hippocampus, they argued, is specialized for the rapid encoding of specific events or episodes while minimizing overlap, and potential confusability, with other events that share similar features. In contrast, the neocortex learns more gradually to form stable, highly overlapping representations of the general environment.
The hippocampal component of the CLS model comprises areas of entorhinal cortex, CA1, CA3, and dentate gyrus. An illustration of the hippocampal component is presented in Figure 3A . Each small square in the illustration represents a unit. A unit in turn represents a group of neurons with an activation value, ranging from zero to one, which signifies the proportion of those neurons that are firing at a given moment. Stimuli are presented to the network via the input layer of the entorhinal cortex. In Figure 3A , each stimulus comprises 24 slots of 10 units. A slot can be thought of as a feature dimension, or stimulus attribute (e.g., category, shape, color), with 1 active unit per slot.
Briefly, the recollective process works as follows: At encoding, a stimulus pattern is presented to the input area of the entorhinal cortex. Activity spreads, via feedforward projections, to area CA3 both directly and indirectly via the dentate gyrus, and to CA1. Hebbian mechanisms of long-term potentiation and long-term depression lead to selective strengthening and weakening of weighted connections between and within hippocampal layers. High levels of inhibition within the hippocampal layers, particularly the dentate gyrus, ensure sparse activation and minimal representational overlap between encoded items. Area CA3 is the primary site of pattern storage and retrieval. During retrieval, a partial cue is presented to the entorhinal cortex, which leads to reactivation of the stored representations in CA3. Recurrent connections within CA3 help the system to retrieve complete representations from partial stimulus cues. Area CA1 requires strong input to become active and thus will generally become active only during retrieval when the input from CA3 is relatively complete. Area CA1 then activates at the output layer of the entorhinal cortex the original stimulus. The overall performance of the system can be assessed by comparing the retrieved pattern at entorhinal cortex output with the original stimulus pattern.
In contrast, the neocortical component of the CLS model supports familiarity-based recognition. The neocortical model, as illustrated in Figure 3A , comprises two layers: an input layer and an MTLC layer. The input layer corresponds to projections from various association areas of the neocortex and is also represented here with 24 feature slots. This structure captures the notion that the different features of the input stimulus are represented in different areas throughout the lower level neocortex. Comparatively low inhibition within the MTLC layer (e.g., compared with that in DG and CA3 layers of the hippocampal model) and slow learning over multiple stimulus presentations leads to the gradual formation of stable, overlapping representations. Familiarity is assessed by measuring the relative sharpness of stimulus representations within the MTLC layer. When a stimulus is first presented to the network, random weightings lead to varying degrees of activation. During learning, lateral inhibition leads to bolstering of the most active units and suppression of less active units, resulting in a sharper overall representation. Despite the slow learning rate, single stimulus presentations still lead to reliable and lasting weight changes. Thus, at time of retrieval, studied items will be associated with a smaller number of more highly active units. For a more thorough description of the CLS model and its underlying principles, the reader is encouraged to see Norman and O'Reilly (2003) and O'Reilly and Munakata (2000) .
What Types of ROCs Are Produced by the CLS Model?
The first step in testing the model's ability to account for recognition was simply to determine the types of ROCs the model would naturally produce. Thus, we conducted several initial simulations with the hippocampal component of the model, followed by several comparable simulations using the neocortical component of the model. The parameters used in the current simulations are outlined in the Appendix. Note that no experimental manipulations were implemented in these initial simulations; they were merely the first steps in determining the general shapes of ROCs produced by the two components of the model. To allow for the simulation of source recognition tasks, each study item was made up of two parts; 18 slots were used to represent item features, and 6 were used to represent source features. To create an item set, we began with a random prototype pattern and then manipulated interitem (feature) overlap by varying the number of prototypical features that were shared between items (we used 20% average overlap to begin with and examined the effects of varying this value in simulations we describe later). In this way, the items were not a selection of entirely random features, but rather they shared some degree of similarity, much as study lists in empirical recognition experiments are constructed of items from the same general class (e.g., all items are words or all items are pictures). From the source slots, the six leftmost units were activated when we wanted to represent "left" and vice versa for "right." The choice of unit position is arbitrary, but this configuration made for easy visual interpretation. . At encoding, activity spreads from the entorhinal cortex to area CA3, both directly and indirectly via the sparsely active dentate gyrus, as well as to area CA1. Patterns are learned through Hebbian weight changes between coactive units, including recurrent connections within CA3. At retrieval, area CA3 pattern-completes from a partial input stimulus and then sends this information to CA1, which converts the representation back to its original pattern at the entorhinal cortex (output). The right panel is an illustration of the MTLC model. A new stimulus will cause varying degrees of activation among MTLC units. As the stimulus is repeated, the representation sharpens, leading to a reliable difference in the overall activation pattern compared with that of novel stimuli. B: Strength distributions generated by the hippocampal and neocortical models (20% feature overlap). The left panel depicts a simulation histogram of left versus right source retrieval distributions produced by the complementary learning systems (CLS) hippocampal model. The right panel depicts simulation histograms produced by the CLS neocortical model. C: Simulation receiver operating characteristics (ROCs; left) and zROCs (right) generated by the hippocampal and neocortical models.
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Each simulation consisted of 500 simulated subjects, each of which studied a list of 10 items from the left source and 10 items from the right source in random order. New items were generated for each list and subject. Different learning rates were explored in order to obtain levels of performance that were comparable with behavioral data (see the Appendix for values). Following Norman & O'Reilly (2003) , we simulated a study-test lag by including 10 interference items at the end of the list that were not tested at retrieval. In addition, we incorporated encoding variability (variability in how well stimuli are encoded at study). For the hippocampal model, a source recognition test was simulated by presenting each study item to the entorhinal input layer and requiring the network to retrieve and activate at the output layer both the item and its correct source. Performance was then measured by using an adaptation of the match-mismatch rule proposed by Norman and O'Reilly (2003) and described by the formula
where match is the summed activation of recollected features (at entorhinal output) that match the item cue (at entorhinal input) and mismatch is the summed activation of mismatching features; 1 numslots represents the total number of feature dimensions (which was always 24). Because source was not included with the item cue, we needed some method of assessing which source was retrieved by the hippocampal model and how well. To do this, we matched the output against ideal left and right source patterns, in turn, and took the higher of the two scores. A left (minus) or right (plus) polarity was then assigned to a final retrieval strength score (combining item and source) according to which source was favored.
The simulations of the neocortical model were conducted in a manner parallel to that used in the hippocampal simulations. However, because the neocortical model does not support recall, we used a "source match" strategy in which we cued the MTLC at test with both the item and source information, first with the left source and then the right. A familiarity score was obtained for each of the left-right presentations, and we took the difference between the two scores. Thus we examined, as a global match, which itemsource combination was more familiar. As discussed earlier, presentation of a stimulus to the neocortical model results in sharpening of its representation in the MTLC layer. Familiarity then can be indexed by the average activation of the "winning" units (i.e., those that overcome inhibition), with greater activation corresponding to higher familiarity strength. Here we took the average activation of the top 10% most active units. This is referred to as the act_win measure (Norman & O'Reilly, 2003) . Alternative measures of familiarity and their biological plausibility are discussed by Norman and O'Reilly (2003) . Figure 3B shows the strength distributions for simulations performed by using the hippocampal and neocortical models. The hippocampal model histogram demonstrates a threshold-like output function. That is, for items studied on the right side (i.e., the light-colored distribution), there is a large peak on the right side of the figure indicating that those items pattern-completed with the right side source information. In addition, there is a large peak centered at zero indicating that there were also items that did not lead to pattern completion with either left or right source information. Thus, consistent with threshold theory, there were two classes of items: items falling above threshold for which there was accurate source recollection and items falling below threshold for which there was essentially zero recollected information. Conversely, for the items studied on the left side (i.e., the dark-colored distribution), there was a peak representing left source pattern completions and a middle peak representing retrieval failures. Notably, even though the hippocampal model failed to retrieve the source information of many studied items, when it did patterncomplete, it tended to be accurate (i.e., there were virtually no items that led to the pattern completion of the wrong source). Although this is not a necessary assumption of all threshold theories, it is quite common (see .
In contrast, the neocortical model produces two overlapping, Gaussian-shaped distributions, consistent with signal detection models of familiarity. So, unlike the hippocampal component, there was no indication that familiarity reflected a threshold process. That is, the familiarity strength signals of the two sources were Gaussian and were simply shifted left or right relative to one another. Note that subsequent simulations showed that when performance was increased the two familiarity distributions moved further apart, but they still retained their Gaussian shape.
To determine the types of ROCs that are produced by the hippocampal and cortical model components, we converted the underlying strength distributions into ROCs by plotting the proportion of targets and lures that exceeded a response criterion that was varied from conservative to liberal (i.e., moved from right to left). The ROC and zROC curves, shown in Figure 3C , indicate that the hippocampus, which is responsible for recollection, produces ROCs that are approximately linear in probability space (left graph) and U-shaped in z-space (right graph). In contrast, the neocortex, which is responsible for familiarity, produces ROCs that are curved in probability space and linear in z-space.
The distinctive patterns of ROCs produced by the hippocampal and neocortical components of the model appeared to be quite robust in the sense that they were consistently observed across various different parameter values and simulation strategies that we explored. For example, we conducted additional simulations without encoding variability and found that although variability tended to reduce performance, it did not fundamentally affect the nature of hippocampal or neocortical ROCs. We also examined several alternative decision rules for the hippocampus. For example, when making the source recognition decision, rather than considering all of the features of the entorhinal output, we conducted simulations in which we considered only those that corresponded to source information. This led to a decrease in overall performance but still produced U-shaped zROCs. We also implemented a source match strategy as we had used with the neocortical model, but it too produced U-shaped zROCs. In contrast, for the neocortical simulations, the source memory zROCs were always linear and symmetrical, as in Figure 2C .
Relating the CLS Model to the Existing Literature
The model simulations showed that the hippocampus consistently produces ROCs that are quite linear in probability space and U-shaped in z-space. In contrast, the neocortex produces inverted U-shaped ROCs that are linear when plotted in z-space. These results are in agreement with various quantitative models that have assumed that recollection reflects a threshold process, whereas familiarity reflects a signal detection process. For example, Yonelinas (1994) argued that the recollection of qualitative information sometimes fails and thus can be measured as a probability, whereas relevant familiarity strength information is available for all items and can be described by classical signal detection theory. Similar assumptions have been made in various other models as well (e.g., Kelley & Wixted, 2001; Sherman et al., 2003) . The current simulations, however, did not "assume" that recollection reflects a threshold process; rather, they showed that the threshold nature of recollection arose naturally, at least in the current simulations, as a byproduct of the structural properties of the hippocampal network. That is, as outlined above, high levels of inhibition within the hippocampal layers, particularly the dentate gyrus, ensure sparse activation and minimal representational overlap in the hippocampus. In addition, area CA1 requires a reasonably high level of activation from area CA3 in order to become active. This will generally happen only when the pattern activated at area CA3 is relatively complete (that is, the original pattern has been reinstated). Thus, only some items will lead to pattern completion, whereas others will fail to pattern-complete (i.e., they will fall below threshold).
The simulations are also consistent with the quantitative models that assume familiarity produces Gaussian strength distributions, consistent with signal detection theory (e.g., Kelley & Wixted, 2001; Sherman et al., 2003; Yonelinas, 1994) . Again however, the CLS model did not assume the strength distributions were Gaussian, as do the quantitative models; rather, it showed that the Gaussian distributions arose naturally from the structural properties of the neocortical network. Slow learning and low inhibition led to largely overlapping representations and thus produced broad Gaussian strength distributions.
One aspect of the simulations that may appear surprising is that the neocortical component of the model was able to support accurate source memory discriminations. By some accounts, source memory tests provide a process-pure measure of recollection (e.g., Glanzer, Kim, Hilford, & Adams, 1999; Slotnick, Klein, Dodson, & Shimamura, 2000) , and as such the current findings would not be expected. However, Norman and O'Reilly (2003) argued that the neocortex could learn new associations, although at a much reduced rate to that seen in the hippocampus. In addition, growing evidence suggests that familiarity can support discrimination in tasks like source recognition, at least in cases in which the item information is treated as a single unit that includes the associated source information (e.g., Diana, Yonelinas, & Ranganath, 2008; Quamme, Yonelinas, & Norman, 2007; Yonelinas, Kroll, Dobbins, & Soltani, 1999) . Importantly, in the current simulations we treated the item and source information as a single unit (i.e., source features were no different from item features), thus one might expect the neocortex to support at least some degree of accurate source recognition.
In sum, the CLS model was found to be in good agreement with current quantitative models of recognition, and thus it can produce the types of ROCs that are observed in tests of source and item recognition. That is, if one assumes that source recognition relies heavily on the hippocampal recollection component of the model, then one expects to see U-shaped zROCs. In contrast, if one expects item recognition to rely most heavily on the MTLC familiarity process, then one expects to see relatively linear zROCs. Although the simulations described above focused on source recognition, we also conducted simulations of item recognition and found comparable results (also see Norman & O'Reilly, 2003) . We emphasize, however, that although the two types of tasks are expected to vary in terms of the relative contribution of recollection and familiarity, we do not expect the item and source tests to be process pure-both processes can contribute to both types of tests. Thus, the observed empirical zROCs are unlikely to be either perfectly linear or exceedingly U-shaped. Rather, one should expect to see a range of functions varying from relatively linear to U-shaped. We also point out that there are other, more subtle aspects of the ROC literature that the model may or may not be able to account for and that we do not directly address here. For example, different variables have been found to influence the degree to which the ROCs are asymmetrical or symmetrical in item and source recognition tasks (see . The current simulations show only that the model can account for the general shape of the ROCs and leave questions about more specific subtleties of the ROC shape for future studies. Note also that we chose not to combine the hippocampal and neocortical components into a single simulation framework as it is unclear at this stage how the two components should realistically combine and interact, although this will no doubt be the subject of future research.
A Novel Prediction of the CLS Model
The Threshold Nature of Hippocampal Recollection Should Break Down Under Conditions of High Feature Overlap
The previous simulations demonstrated that the CLS model is capable of accounting for the types of ROCs seen in the source and item recognition literature. Our next goal was to test a particularly novel prediction concerning what happens in the hippocampus when it is presented with many stimuli that share a large number of their features. In general, the hippocampal component of the model operates as a threshold retrieval process, and thus it provides a viable way of accounting for the U-shaped zROCs seen in source recognition tasks. Importantly, however, Norman and O'Reilly (2003) found that the hippocampal component does not always exhibit this threshold nature. Specifically, they conducted simulations of an item recognition paradigm in which old and new items shared either a low or high percentage of prototypical features (i.e., the items were all very similar to each other or they were very distinct). They found that greatly increasing the feature overlap between items significantly hindered the ability of the hippocampal model to assign distinctive representations to each item, making stimulus representations more prone to interference.
The result was a decline in overall performance, but more importantly, instead of lures reliably failing to trigger a response from the hippocampus, there was now a continuous Gaussian-like pattern of retrieval strengths resulting in overlapping old-new item distributions. In order to verify that this pattern of results was reliably predicted by the model, and specifically apparent within a source memory paradigm, we conducted several simulations in which we directly manipulated the degree of feature overlap. Once we had determined that it was a general prediction of the model, we conducted behavioral studies to directly test it.
Simulating Source Retrieval Across Varying Degrees of Item Feature Overlap
In the current set of simulations, we examined changes in retrieval strength distributions, ROCs, and zROCs as the amount of feature overlap between items was systematically varied. To simulate a low overlap condition, we used an average 20% feature overlap as used in the previous simulations (but applied a higher learning rate to avoid floor performance as overlap was increased). For high overlap, we used 50% feature overlap. We also explored a range of intermediate values and report here on a representative middle-range value of 33%. All other methods of the simulations were the same as those described earlier for the hippocampal component of the model and are described more fully in the Appendix.
Histograms showing retrieval strength distributions at 20%, 33%, and 50% item overlap are presented in Figure 4A . As predicted, at low overlap (20%) the hippocampal model was very effective at attributing the correct source to an item cue. Further, the hippocampus exhibited a threshold-like behavior whereby there was either a total retrieval failure, indicated by the spike in the middle, or a very high strength retrieval, indicated by the spikes at either end. As overlap was increased, the hippocampus began to exhibit a breakdown in threshold retrieval. At 50% overlap, there were relatively few high strength retrievals and few retrieval failures. Instead, two overlapping, Gaussian distributions emerged.
ROCs and zROCs for the low and high overlap simulations are presented in Figure 4B . The plots revealed a pattern consistent with our expectations. At 20% overlap, the zROC exhibited the most curved U-shaped function, with a quadratic coefficient of .52. At 33% overlap and then 50% overlap, the zROCs became more linear, with quadratic coefficients of .35 and .16, respectively.
In addition to the reduction in zROC curvature, the ROCs and zROCs also showed a consistent decline in overall performance as feature overlap was increased. The co-occurrence of these effects was not unexpected since greater overlap theoretically constitutes a more difficult task. However, the question then arises: Are these two effects dissociable or is the variability in zROC curvature really just a by-product of performance level? This issue is further explored in the next set of simulations.
Simulating Source Retrieval With Performance Matched Across Conditions
In the current simulation, we aimed to determine whether the difference in curvature that we saw across the feature overlap manipulation would still be observed under conditions in which we held overall performance constant. To do this, we simply varied the learning rates for the high and low overlap conditions so they led to similar levels of overall performance. That is, the initial learning parameter (.0075) was decreased to .0045 for the low overlap condition and was increased to .0300 for the high overlap condition. The retrieval strength distributions for conditions of low and high feature overlap, presented in Figure 5A , retained the expected effect when matched for performance. While lowering the learning rate for the 20% overlap condition diminished overall performance, the hippocampus still exhibited its threshold nature. Accurate retrieval usually corresponded with high confidence retrievals. Moreover, diminished performance was reflected in an increase in clear retrieval failures (the middle spike) rather than a breakdown in threshold functioning.
Raising the learning rate in the 50% overlap condition improved performance to a level comparable with that of the 20% overlap (with lowered learning) condition, but the distribution still exhibited effects of diminished pattern separation. High strength retrievals disappeared from the distribution and were replaced with more centralized and overlapping, Gaussian-like distributions.
ROCs and zROCs for low and high overlap conditions are presented in Figure 5B . The probability ROCs indicated a very linear function for the low overlap condition as compared with a distinctly curved function for the high overlap condition. The zROCs verify that performance was well-matched across conditions, showing comparable y-axis intercepts. At 20% overlap, the zROC function exhibited a clear U-shape, with a quadratic estimate of .36. At 50% overlap, the zROC function was almost perfectly linear, with a quadratic estimate of .02.
Model Summary
In sum, the hippocampal simulations examining the effects of feature overlap showed that under conditions of very high feature overlap, the model predicts that the threshold nature of the hippocampus will begin to break down, leading source memory zROCs to become less U-shaped than is typically observed.
Source Recognition Experiments: Testing the Feature Overlap Prediction
We conducted three experiments to test the model's predictions concerning the effects of feature overlap on source recognition ROCs. In each experiment, subjects studied items on the left or right side of a computer screen and then were given a recognition memory test in which they indicated if the item had been studied on the left or right. Subjects rated their confidence of each recognition judgment, and these ratings were used to plot ROCs (Yonelinas, 1997) . In Experiment 1, the high and low feature overlap conditions consisted of animal names and random nouns, respectively. In Experiment 2, the high and low overlap conditions reflected pictures of houses and random pictures. In Experiment 3, feature overlap was varied by limiting the presentation duration of the study pictures.
The results of each experiment were analyzed by examining the confidence ROCs in each condition. For illustrative purposes, we present the group ROCs, but we conducted our statistical analyses on the individual subject ROCs. The ROCs were plotted on probability coordinates and z-coordinates. As with the model simulations, the shape of the ROC was assessed by conducting a polynomial regression analysis on the zROC and measuring the quadratic term. We predicted that, in line with the simulation results, the quadratic values would be smaller for the high overlap condition (i.e., showing a less pronounced curve) than for the low overlap condition.
Experiment 1
Source Recollection for High Versus Low Overlap Word Lists
Experiment 1 was our first attempt to construct behaviorally equivalent conditions of comparable high and low feature overlap. To do this, we used words taken from one category (e.g., animals) as our high overlap condition and a list of random nouns (excluding animals) as our low overlap condition. We assumed that the animal names would share more semantic features than the random words, and thus the threshold nature of recollection should be reduced for the animal words compared with that of the random words (i.e., the animal zROC should be more linear than the random zROC).
Method
Subjects.
Thirty undergraduate psychology students at the University of California, Davis (mean age ϭ 20 years) participated in the experiment for course credit.
Materials. Two word lists were compiled to make up low and high overlap conditions. The high overlap list comprised 120 commonly identifiable animal species and subspecies, randomly selected from the Kucera and Francis (1967) word pool, with mean word frequency of 5.68, (SD ϭ 12.45). The low overlap list comprised 120 nonanimal nouns, randomly selected from Kucera and Francis, with comparable word frequency to the high overlap list, 5.77 (SD ϭ 0.20).
Design and procedure. All experiments were performed on a PC-compatible computer. The viewing distance was approximately 0.5 m. At the beginning of the session, subjects were informed that they would be presented with a series of words on a computer screen in which half would be presented on the left and half on the right in random order. They were instructed to try to remember the words and on which side of the screen they were presented. To improve performance, subjects were asked to associate the words from the two sources with two distinctive people.
The low and high overlap words were interspersed in a random presentation order and were presented for 3 s each. Subjects were not informed of the semantic structure of the study list.
Immediately following the study phase, subjects received a source memory test for all of the studied words. The words were presented in random order, one at a time, in the middle of the screen. Subjects were instructed to judge whether they thought the item had been on the left or right of the screen at the time of study. They were instructed to press 1, 2, or 3 on the keyboard if they thought it was on the left: 1 if they were sure it was on the left, 2 if they were less sure, and 3 if they were very unsure. If they thought it was on the right, they were told to respond with keys 4, 5, or 6: 6 if they were sure it was on the right, 5 if they were less sure, and 4 if they were very unsure.
Subjects were told to try to use the entire range of response keys. At test, each word remained on the screen for a maximum of 3 s. If they did not respond in this time, they were presented with the next item. The experimental session took approximately 50 min to complete.
Results
ROCs and zROCs were plotted for each subject as a function of response confidence, and linear and quadratic regressions were fit to each of the individual zROCs to obtain y-intercept and quadratic estimates, respectively. The y-intercept was used as a rough estimate of overall performance and the quadratic as a measure of the curvature of the zROC. A number of subjects performed very close to ceiling, making differences across conditions difficult to detect. As an attempt to diminish ceiling effects and their potential to distort the ROCs , we analyzed only data from subjects with a y-intercept less than 2.5. Additionally, we conducted outlier analyses to eliminate the effect of extreme values that are occasionally found with quadratic coefficients. In all, 8 subjects were excluded for exceedingly high performance, and 2 were excluded as outliers. Finally, quadratic regression can be conducted only with zROCs that have at least 3 points, which eliminated 1 more subject from the analyses.
Average zROCs are presented in Figure 6 . The figure indicates that the overall pattern of results was as expected: The high overlap condition zROC was lower and less U-shaped than that of the low overlap condition. When plotted in probability space (not shown), the ROC for the high overlap condition was lower and more curved than that for the low overlap condition. The average functions, however, sometimes do not provide an accurate reflection of the individual results, so we examined ROCs for each subject and conducted a linearity analysis to derive quadratic estimates on the zROCs for each subject. The quadratic estimates are presented in Figure 6 and show that in the low overlap condition the quadratic was significantly greater than zero, t(18) ϭ 2.547, p ϭ .020, indicating that the zROC was significantly U-shaped. In contrast, in the high overlap condition the quadratic component was not significantly different from zero, t(18) ϭ 0.949, p ϭ .355, indicating that the zROC did not deviate significantly from linear. The figure also suggests that the quadratic for the low overlap condition was larger than that for the high overlap condition; however, the difference failed to reach significance, t(18) ϭ 1.216, p ϭ .12.
As the large error bars in Figure 5 suggest, there was a great deal of variability in the quadratic terms. We examined the results more carefully and found two factors that may have led to this variability. First, high levels of performance in many subjects appeared to lead to ROC points that approached 100%, which produced irregularly shaped zROCs (i.e., neither linear nor continuously curved). Second, in a related study we conducted (Parks & Yonelinas, 2008) , we found that quadratic estimates become difficult to reliably estimate when there are fewer than 100 responses per subject/ condition. The numbers of trials in the current experiment (i.e., 60 responses per subject/condition) may have been too small to support stable quadratic estimates. Both of these potential shortcomings were addressed in the next experiment.
Experiment 2
Source Recollection for High Versus Low Overlap Picture Lists
Experiment 2 examined the effects of feature overlap by contrasting memory for random photographs and photographs of houses. We assumed that the houses would have greater feature overlap (both perceptual and conceptual) than would random pictures, and so the zROCs should be less U-shaped for the house pictures than the random pictures. We increased the number of trials from 60 to 120 items per subject/condition, used a betweensubjects design, and selected presentation durations that were designed to avoid ceiling levels of performance.
Method
Subjects.
Forty-eight undergraduate psychology students (mean age ϭ 20 years) participated in the experiment for course credit.
Materials. Two picture lists were compiled to make up low and high overlap conditions. For the low overlap list, 240 random distinctive pictures were selected from the Web site Webshots. For the high overlap list, 240 pictures of different houses, photographed from the outside, were taken from Webshots.
Design and procedure. Subjects were randomly assigned to either the high (house pictures) or low (random pictures) overlap condition. The instructions and testing procedure were otherwise the same as those used for Experiment 1. At study, pictures were displayed one at a time on the left or right of the screen in a random order. Pilot studies indicated that subjects performed markedly better on the low overlap list. To achieve more comparable performances across the two conditions, high overlap pictures were displayed for 8 s, with a 500-ms interstimulus interval, and low overlap pictures were displayed for 1 s, with a 100-ms interstimulus interval. At test, subjects had an unrestricted response time limit. The experimental session took approximately 50 min to complete.
Results
ROCs and zROCs were plotted as in the previous experiment. As expected, overall performance was lower in Experiment 2 than Experiment 1, and the ROC analysis indicated that there were no outlier subjects. The average zROCs are presented in Figure 6 . Consistent with the findings of Experiment 1, increasing feature overlap led the zROCs to become less U-shaped and the ROCs to become more curved. An analysis of individual subject ROCs confirmed that this difference was reliable. That is, the quadratic coefficients on the zROCs were significantly greater in the low feature overlap condition compared with the high feature overlap condition, t(46) ϭ 4.298, p Ͻ .001. The quadratics were significantly greater than zero in the low overlap condition, t(24) ϭ 10.533, p Ͻ .001; and high overlap condition, t(22) ϭ 4.663, p Ͻ .001, indicating that the zROCs were significantly U-shaped in both conditions.
Despite manipulating the presentation rates at study, overall performance was higher for the low overlap condition than for the high overlap condition. These results are consistent with our first set of simulations, which indicated that feature overlap would decrease performance and lead the zROCs to become less U-shaped. However, our second set of simulations showed that even when overall level of performance was matched the zROC in the high feature overlap condition was less U-shaped than in the low feature overlap condition. To investigate whether this was the case, in the current behavioral experiment we conducted a second analysis in which performance (as indicated by the linear y-intercept of the zROC) was matched by removing the 6 highest performers from the low overlap condition and the 6 lowest performers from the high overlap (houses) condition. The average zROCs and the average quadratic estimates are presented in Figure 6 . Consistent with the earlier simulations, the results indicated that even when overall level of performance is matched, the high feature overlap condition leads to a significant reduction in the U-shape seen in the zROCs, t(34) ϭ 2.939, p Ͻ .005.
Experiment 3
Source Recollection for Short Versus Long Stimulus Sampling Duration
For a final behavioral experiment, we further tested the generalizability of the effects already observed by examining a different manipulation of item overlap. In this experiment, only the random picture list was used, and a high overlap condition was created by severely reducing the stimulus sampling duration (the time the item is on screen) for one list. Our reasoning was that if the duration given to study an item is restricted, the number of features that can be extracted from the item that differentiates it from other items will necessarily be reduced. Consequently, items that are briefly presented will be less distinct from one another than those that are presented for longer durations. Importantly, however, we held the stimulus presentation rate constant-we just manipulated the time in which the study item was on screen. In this way, the short sampling duration was expected to reduce the number of item features that were sampled but to still allow adequate processing time for subjects to encode the source information (left or right side of the screen). Note that we conducted additional simulations with the CLS model in which the stimulus sampling duration was manipulated by leaving out varying numbers of features from the item at study. The results were consistent with the other simulations that showed a breakdown in threshold retrieval, although the effect appeared to be somewhat smaller than that seen with the other simulated manipulations.
Method
Subjects. Seventy undergraduate psychology students (mean age ϭ 20 years) participated in the experiment for course credit.
Materials. Four hundred and eighty distinctive pictures were taken from Webshots; half were randomly assigned to the short sampling condition and half to the long sampling condition. The images followed the same visual layout as Experiment 2.
Design and procedure. Subjects were randomly assigned to either the short or long stimulus sampling duration condition. During study, in the short condition pictures appeared on the screen for a duration of 200 ms followed by a 900-ms interstimulus interval. In the long condition, pictures appeared for 1,100 ms with no interstimulus interval. Pictures were displayed one at a time on the left or right of the screen in a random order. The instructions and testing procedure were otherwise the same as those used for the two previous experiments. At test, subjects had a maximum of 10 s to respond to each item. The experimental session took approximately 40 min to complete.
Results
Individual ROCs and zROCs were plotted as in the previous two experiments, and quadratic regressions were fit to each zROC. Four subjects were excluded from analysis for failing to distribute their responses sufficiently to produce meaningful ROCs, and 4 were excluded as outliers. The average zROCs, presented in Figure 6 , reveal a pattern consistent with the previous two experiments. The zROCs were slightly more U-shaped for the low overlap condition than the high overlap condition, and the ROCs were slightly more curved for the high overlap condition than the low overlap condition. An examination of individual zROCs indicated that the quadratic coefficient (see Figure 6 ) was greater in the low overlap (long duration) condition than in the high overlap (short duration) condition, although the difference fell just short of significance, t(60) ϭ 1.603, p ϭ .057. The quadratics were significantly greater than zero in the low, t(32) ϭ 8.416, p Ͻ .001; and high, t(28) ϭ 8.990, 0.001, feature overlap conditions, indicating that the zROCs were significantly U-shaped in both conditions.
Discussion
Across all three experiments, conditions of low feature overlap produced zROCs that appeared more U-shaped than under conditions of high overlap. Although quadratic estimates did not show significant changes in all experiments, a consistent trend clearly emerged in comparing the results (Figure 6 ). In order to assess the effect of high and low feature overlap across the three experiments, we conducted a combined analysis, which indicated that the low overlap conditions yielded significantly larger quadratic coefficient estimates than did the high overlap conditions, F(1, 142) ϭ 9.64, MSE ϭ 0.058, p Ͻ .005. However, there were no significant differences between the experiments, F(2, 142) ϭ 1.632, MSE ϭ 0.058, p ϭ .199; and there was no evidence of an interaction, F(2, 142) ϭ 0.761, MSE ϭ 0.058, p ϭ .469, showing that the feature overlap effects did not differ appreciably across experiments. Thus the results show a direct relationship between the degree of feature overlap and the curvilinearity of source recognition zROCs, as predicted by the CLS model. The model also predicted that increasing feature overlap would lead to a decrease in overall performance, which was the case in each experiment. Importantly, however, the simulations indicated that the change in shape should also be observed when overall performance is controlled. In Experiment 2, we compared the ROCs for subgroups of subjects in such a way that we matched overall performance levels, and we found that the high feature overlap condition still led to a less U-shaped zROC than did the low feature overlap condition. In addition, in Experiment 3 we manipulated feature overlap by limiting the sampling duration of each study item, and as predicted by the model this led the source zROC to become less U-shaped. Note that our simulations had suggested that this manipulation might lead to a more subtle effect than that observed with the other manipulations. This effect did appear to be slightly reduced in magnitude, but this difference should be interpreted cautiously because we found no significant difference in the magnitude of the effects across the experiments. Because the standard method of assessing linearity (i.e., regression) does not take x-axis variability (i.e., false alarm variability) into account, we verified the quadratic coefficient results by using another method of assessing linearity that does consider false alarm variability. That is, we fit two models to the data by using maximum likelihood estimation, one that predicts only linear zROCs (i.e., the traditional unequal variance signal detection [UVSD] model) and another that predicts U-shaped zROCs (i.e., a UVSD model that included a threshold process [UVSDϩ] ). The traditional UVSD model is nested under the UVSDϩ model, which allowed us to compare the fits of the two models by using the G 2 statistic. The UVSDϩ model fit the data better than the UVSD model in all three experiments: Experiment 1, F(1, 29) ϭ 22.85, MSE ϭ 2.70, p Ͻ .001; Experiment 2, F(1, 46) ϭ 49.17, MSE ϭ 11.81, p Ͻ .001; Experiment 3, F(1, 64) ϭ 80.91, MSE ϭ 12.49, p Ͻ .001, indicating that the zROCs had a significant U-shape and that a simple signal detection model does not provide an adequate account of the reported ROCs.
General Discussion
Quantitative models such as the DPSD (Yonelinas, 1994) prove useful in describing the behavioral regularities of recognition memory but provide limited insight into how the physical structure of the brain might give rise to them. Neurally instantiated computational models offer a logical next step, using known biological constraints to simulate how one or more memory processes might emerge naturally and dynamically from a few simple rules. The CLS model represents an important step toward this end. As we have described, the model consists of two distinct memory components, the hippocampus and the neocortex, that perform complementary learning roles. The hippocampus learns quickly and forms detailed, pattern-separated representations of novel stimuli and associations; this is useful for remembering details of specific events. In contrast, the neocortex learns gradually to form stable, highly overlapping representations; it works to incorporate environmental regularities into an established semantic framework. The current study revealed a rather startling convergence between the quantitative dual process models and the CLS model, and it confirmed that the CLS model provides a powerful neurocomputational model of recollection and familiarity.
The Hippocampus Supports a Threshold Recollection Process, Whereas the Neocortex Supports a SignalDetection-Based Familiarity Process
In our initial set of simulations, we examined the types of strength distributions and ROCs produced by the hippocampal and neocortical components of the CLS model. The hippocampal component, which supports recollection, generally produced threshold strength distributions and thus produced U-shaped zROCs. In contrast, the cortical component of the model, which corresponds to familiarity, produced Gaussian strength distributions and therefore generated linear zROCs.
These results are consistent with various quantitative dual process models that have assumed that recollection reflects a threshold process, whereas familiarity reflects a signal detection process (e.g., Kelley & Wixted, 2001; Sherman et al., 2003; Yonelinas, 1994 Yonelinas, , 1999 Yonelinas, , 2001 . However, unlike the quantitative models that simply assumed that recollection and familiarity reflect threshold and signal detection processes, respectively, the CLS model showed that the threshold and signal detection properties of recollection and familiarity arose naturally as a byproduct of the structural properties of the hippocampal and neocortical networks supporting recognition memory.
To the extent that the CLS model can produce ROCs consistent with those produced by the current quantitative dual process models, it is in good agreement with the existing ROC literature. If source recognition relies more heavily on recollection than familiarity, then the zROCs should be U-shaped, as is almost always observed in source memory tests. In contrast, if item recognition relies heavily on familiarity, then the expected zROCs should be relatively linear, as is typically observed in those tests.
The Threshold Nature of Recollection Breaks Down Under Conditions of High Feature Overlap
Although it is important for new models to account for the existing literature, it is also essential that they move beyond other existing models and produce novel predictions. The CLS model moves beyond the current quantitative models of ROCs by describing the neurocomputational underpinnings of the processes involved in recognition memory. In addition, our second set of simulations indicates that the CLS model accurately predicts a pattern of results that would not have been predicted by the existing models, namely that the threshold nature of recollection should begin to break down under conditions of high feature overlap.
We tested the model's feature overlap prediction in three experiments that manipulated the degree of feature overlap in differ-ent ways, including increasing the number of words from one semantic category (i.e., animal names, Experiment 1), increasing the number of pictures of one type (i.e., house pictures, Experiment 2), and decreasing the opportunity to fully sample the item features of each picture (Experiment 3). The predictions of the model were verified by these experiments: High overlap resulted in source zROCs that were more linear than those found for low overlap conditions, even when overall level of performance was controlled. These differences in the shape of the zROCs support the CLS model's prediction of a shift from threshold to Gaussianlike strength distributions with increasing feature overlap. We note that the breakdown in threshold nature of recollection was never complete in the current studies, in the sense that the zROCs generally retained a U-shape, even in the high feature overlap conditions. In all conditions, except one in the first experiment, the deviation from linearity was significant. So even in the high feature overlap conditions, the hippocampus does not appear to be adequately described by a signal detection process. Future studies will be useful that determine whether it is possible for the hippocampus to produce truly Gaussian strength distributions under conditions of even more extreme levels of feature overlap.
This shift in distributions from threshold toward Gaussian is best understood in terms of a failure of pattern separation. When feature overlap is low, area CA3 is able to encode distinct representations for each item. Consequently, a test item will either cause activation to spread from CA3 to CA1, resulting in a complete and accurate retrieval of source information, or it will fail to lead to pattern completion. However, if a class of items is made extremely similar, the ability of the hippocampus to perform pattern separation can be exceeded. That is, CA3 is no longer able to extract distinctive representations for each study item. Essentially, because all the items are so similar, an item's representation in CA3 can be linked to both of the sources in CA1. Consequently, the hippocampus will rarely fail to produce an output (i.e., decreasing the threshold nature of the strength distributions), and there will be considerable overlap in the memory strengths associated with the targets and lures (i.e., enhancing the Gaussian nature of the strength distributions).
The CLS model goes beyond earlier quantitative models of ROCs in specifying the biological underpinnings of the memory processes. In addition, the feature overlap prediction that we tested was derived directly from the CLS model, and without that model there was little a priori reason to expect that the linearity of the source ROCs would be related to this manipulation. There is nothing inherent in the DPSD (Yonelinas, 1994) , or any of the other quantitative models, that would lead it to predict that increasing feature overlap would affect the shapes of the ROCs. This, of course, is because those models do not specify the nature of the underlying representations or the mechanics that produce the different strength distributions. There are, undoubtedly, different ways in which these quantitative models could be modified to account for the current results. One possibility is to assume that familiarity becomes more useful in supporting source discriminations as feature overlap is increased. However, we are not aware of any empirical evidence to support such a claim. In fact, Norman and O'Reilly (2003) argued that according to the CLS model, the cortical familiarity process relative to recollection actually becomes less, rather than more, useful as feature overlap increases.
Although quantitative models like the DPSD may be able to fit the results post hoc, it is the CLS model that predicted those results.
If the CLS interpretation of the current results is correct, it points to an important boundary condition for the use of earlier quantitative models to derive estimates of recollection and familiarity from ROCs. That is, the curvilinearity of the ROCs in probability space is used indirectly to determine the contribution of familiarity in these models (e.g., Yonelinas, 1994) . If the model were fit to the ROCs observed in the high overlap conditions, the greater degree of curvilinearity in those functions would lead the model to overestimate the contribution of familiarity to performance (and potentially underestimate the contribution of recollection). The model's parameter estimates should therefore be interpreted very cautiously in conditions of high feature overlap, such as the study lists used here that contained hundreds of similar pictures of houses. In situations like this, it would be prudent to include other measures of recollection and familiarity such as remember/know (Tulving, 1985) , process dissociation (Jacoby, 1991) , or structural equation modeling methods (e.g., Quamme, Yonelinas, Widaman, Kroll, & Sauve, 2004; Yonelinas, 2002) and to look for convergence across methods to verify the results of the ROC analysis (see Yonelinas, 2002 , for a discussion of these various methods). Does the CLS model supersede the earlier quantitative models? No. As we see it, the two approaches are complementary in furthering our understanding of the processes involved in recognition memory, and they serve very different functions. Whereas the computational models have the advantage of linking more directly to neurobiology, the simple quantitative models have the advantage of serving as measurement models that can be used to estimate the contribution of different processes to memory. Given the complexity of computational models, they are not particularly useful at providing quantitative measures of ROC shape, nor is it obvious how they can be used to derive estimates of recollection and familiarity.
Alternative Theoretical Approaches
The current results pose rather serious problems for pure signal detection theories of recognition (e.g., Donaldson, 1996; Dunn, 2004; Wixted, 2007) and are in much better agreement with various hybrid models that incorporate both signal detection and threshold mechanisms (DeCarlo, 2002; Kelley & Wixted, 2001; Sherman et al., 2003; Yonelinas, 1994 Yonelinas, , 1997 Yonelinas, , 2001 . In fact, the ROCs observed in the current study join a large body of research that rules against pure signal detection models. If recognition memory judgments are based solely on the Gaussian strength distributions typically assumed by signal detection theory, then the zROCs must be linear. In source recognition tests such as those examined here, as well as in associative recognition and pluralityreversed recognition, the observed zROCs are invariably U-shaped (e.g., see Figures 1 and 5; for reviews, see . Importantly, even if the signal detection models are modified to include separate Gaussian strength measures for recollection and familiarity (Rotello, Macmillan, & Van Tassel, 2004; Wixted, 2007) , they still fail to produce the types of U-shaped zROCs so often reported in source tests. These results have led many memory researchers to argue that it is necessary to move beyond pure signal detection models.
The U-shaped zROCs observed in the current studies are consistent with a number of hybrid quantitative models. In fact, as mentioned previously, they were predicted by the DPSD, the first hybrid model to supplement a familiarity-based signal detection process with a threshold recollection process (Yonelinas, 1994 (Yonelinas, , 1997 (Yonelinas, , 1999 . Other models have also adopted this hybrid approach of incorporating signal detection and threshold theory as well, and in fact, most have made the same assumptions about the nature of recollection and familiarity (e.g., Kelley and Wixted's, 2001, some-or-none model; Sherman et al.'s, 2003 , variable recollection dual process model). These models are therefore in good agreement with the results from the CLS simulations that show that recollection and familiarity, in general, do produce threshold and signal-detection-like strength distributions, respectively. Further, the current simulations show why familiarity and recollection are described well by signal detection and threshold theories: Due to the relatively low inhibition and slow learning rate, the cortex builds highly overlapping representations that in turn lead to highly overlapping Gaussian distributions of targets and lures. In contrast, the representations in the hippocampus are relatively sparse and distinct from one another and therefore can produce threshold strength distributions.
Another dual process hybrid model that is consistent with the observed ROCs is the mixture model (DeCarlo, 2002) . This model is formally almost identical to the dual process models, but its parameters are interpreted in somewhat different ways. It includes an equal variance signal detection retrieval process that best maps onto the cortical familiarity process of the CLS model. The second process is a threshold attentional process, which reflects the assumption that only a proportion of items are attended at encoding and only those items will increase in memory strength. Although a true attention process is unlikely to map directly to the CLS model of the medial temporal lobes, the threshold nature of the attention component in the mixture model suggests that it might be related to the hippocampal component of the CLS model. Thus, the hippocampus may simply fail to encode some proportion of the studied items and, thus, may fail to retrieve any information about these items at a later time. However, the CLS model does not limit the threshold nature of recollection to encoding. Although encoding failure should lead to recollection failure, other factors can also lead to retrieval failure. Most obvious is the degree of interference or feature overlap. The current simulations indicated that the shape of the source ROC was directly influenced by the degree to which items were similar. In these simulations, the encoding was held constant across this manipulation, yet recollection failure became less common as feature overlap increased. Other factors such as delay and test manipulations like response deadline also influence the degree to which recollection succeeds or fails (for a review, see Yonelinas et al., 2002) , and so we believe that treating the threshold component of recognition as arising solely from encoding failure is insufficient.
The fact that recollection appears signal-detection-like under conditions of high feature overlap is also broadly consistent with previous work motivated by the source monitoring framework (Johnson, Hashtroudi, & Lindsay, 1993) . According to that framework, source memory attributions reflect the combined contribution of various aspects of the study event, as well as retrieval and evaluation processes that yield varying degrees of recollection and familiarity. To the extent that source memory decisions reflect the combination of multiple types of information, it should not be surprising that the memory strength functions can appear to be Gaussian. Note that this approach does not explicitly assume that a single type of information is never recollected in a threshold fashion. Thus, the source monitoring framework can account for cases in which the source zROCs are more linear, and the fact that U-shaped zROCs are often found in tests involving a single feature does not necessarily contradict it.
Is feature overlap the only factor that can influence the extent to which source zROCs are U-shaped? Certainly not. There are several other manipulations that influence the shape of the source ROCs, and at least some of them reflect the operation of a very different mechanism. For example, when the familiarity of the two sources differs (e.g., one list is presented more recently than the other), source zROCs become more linear (Yonelinas, 1999) , presumably because differences in familiarity are used to discriminate between items from different lists. In addition, when the item is unitized with its source, or with its paired item in an associative test, source and associative recognition zROCs can become more linear (Diana et al., 2008; Quamme et al., 2007; Yonelinas et al., 1999) . In these cases, the flattening of the zROC is presumably due to the increased usefulness of familiarity for discriminating between items from different sources. Source zROCs may also become more linear when the complexity of the stimuli increases (e.g., Qin, Raye, Johnson, & Mitchell, 2001 ), although it is still unclear whether such an effect might be due to increased usefulness of familiarity or something more similar to the current findings, such as an increase in feature overlap that changes the nature of the recollection strength distributions.
Conclusion
The CLS model of Norman and O'Reilly (2003) was found to provide a viable account for recognition memory ROC results and was able to produce threshold recollection strength distributions and Gaussian familiarity distributions consistent with various quantitative ROC models. In addition, a novel prediction derived from that model, which is that the threshold nature of recollection should begin to break down as feature overlap is increased, was supported in new source recognition experiments. The results provide strong support for the CLS model of recognition memory and demonstrate the power of a combined computationalbehavioral research approach. Note. M ϭ mean initial weight strength; Var ϭ variance of initial weight distribution; Scale ϭ scaling of this projection relative to other projections; % Con ϭ percentage connectivity; EC ϭ entorhinal cortex; DG ϭ dentate gyrus; MTLC ϭ medial temporal lobe cortex.
2002). The mossy fiber pathway was also scaled to zero during retrieval to aid pattern completion (Hasselmo, et al., 2002) .
Learning Rates
We experimented with various learning rates to achieve levels of performance that were comparable with our behavioral data and to match performances across low and high overlap conditions. We were cautious, however, to constrain learning rates to ranges that are biologically plausible. We also allowed hippocampal learning rates to vary within simulation trials to achieve more realistic retrieval strength distributions. Note that, although this is a form of encoding variability (see Norman & O'Reilly, 2003) , it does not translate to a mixture model (DeCarlo, 2002) , because all items and their features are encoded to some degree (however, a learning rate of zero was sometimes possible, but highly improbable). Therefore, the zero strength peak observed in the distributions is not, as the mixture model would suggest, the result of encoding failure but rather a failure of retrieval. TableA3 shows the mean learning rates and ranges (uniformly distributed) used for the three simulation sets.
