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Units of intakeThroughout this report we follow the convention used in the tap water consumptionsurveys (Accent, 2008; MEL Research, 1996; Hopkin & Ellis, 1980) and the majority ofpapers by expressing intakes in l/d, meaning litres per person per day. Similarly, wefollow the National Diet and Nutrition Survey (Bates et al., 2011) and the usualconvention for reference nutrient intakes (Buttriss, 2000) by expressing the intake of
specific chemicals in mg/d (or μg/d) meaning milligrams (or micrograms) per person per day, unless they are specifically quoted on a unit body mass basis, for exampleAcceptable Daily Intakes in mg kg-1d-1 (or μg kg-1d-1).
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Executive summaryExtensive data are available on the concentrations of a wide range of chemicals indrinking water and also on the amount of water consumed by the public. The approachused to set drinking water quality standards and to do risk assessments only uses partof this data. Typically the highest measured concentration is combined with a high endconsumption value to give a deterministic estimate of exposure. This can then becompared with a toxicological based intake that is considered to pose no significant riskover a lifetime's exposure. Such an approach affords a high degree of protection toconsumers. However, it may be useful to know what the statistical distribution ofexposure is likely to be, in order to understand the range of exposure within thepopulation and to make better estimates of extreme exposure percentiles. Probabilisticassessments use the whole distribution for each variable to derive a distribution for theintake of the chemical from which summary statistics may be derived, if required.The main objective of this project was to develop and explore the potential benefits ofprobabilistic approaches to exposure assessment to chemicals by ingestion of tap waterin England and Wales.Several approaches to probabilistic modelling were reviewed to assess their suitabilityfor this purpose: analytical methods, Monte-Carlo simulation, Bayesian networks andMarkov-Chain Monte-Carlo methods. The best method to provide the results requiredfrom the available data was assessed to be Monte-Carlo simulation. The simulationswere implemented using the statistical programming language R, which was thepackage used for the data analysis. Methods of performing the simulations in Excel™were also demonstrated.Data on intakes of tap water by the population was available from drinking waterconsumption surveys (DWCS) in 1978, 1995 and 2008 (referred to here as DWCS1978etc), a survey for the Food Standards Agency (FSA) in 2001 (NDNS 2001) and a surveyof consumption by children under 16 for the DWI in 2011 (DW16 2011). The coverageand level of detail available varied between these. The DWCS 1978 and DWCS 1995surveys included adults and children, whereas DWCS 2008 and NDNS 2001 includedonly adults. The only results available from the DWCS surveys were in the form thefrequencies of different intakes. The results for individual intakes were available fromNDNS 2001 and DW16 2011, which gave other information, such as the age and weightof the individuals. The reports of the DWCS analysed the effects of these factors, but didnot give the data. All the surveys used 7-day diaries to record intake, but with twodifferent methods of assessing the volume consumed. DWCS 1978 and NDNS 2001 usedmeasured or weighed amounts, whereas the others relied on standard vessel volumesand estimates of the proportion filled and drunk.The mean tap water intake by adults appeared to increase from 1.084 l/d in DWCS 1978to 1.275 l/d in DWCS 1995 and to 1.294 l/d in DWCS 2008. The first increase wasstatistically significant, but the second was not. The mean intake in NDNS 2001 was1.103 l/d, which was significantly different from the results for DWCS 1995 and 2008. Itshould be noted that the differences in intake coincide with the different methods used
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to estimate the volumes used by the surveys, so it is possible that the apparent changein intake is an artefact of the method of estimation of consumption. The mean intake byall children in DW16 2011 was 0.551 l/dIntake by adults and children tended to increase with both age and body weight, but thevariability within each weight or age group was very high. The results for males andfemales in different surveys were inconsistent: in DWCS 1978, NDNS 2001 and DW162011, males drank more tap water than females; in the other surveys they drank less. Itis interesting to note that the difference in the results for adults coincides with thedifference in the recording method.Probability distributions were fitted to the water intake data for each survey usingmaximum likelihood estimation. Four distributions were tested: (1) lognormal, (2)normal fitted to the square root of intake (as a continuous analogue of the Poissondistribution), here referred to as normal (square root), (3) Weibull and (4) gamma. Nonegave a consistently better fit than the others; the gamma distribution generally gavegood results and was selected for the simulation. Distributions were fitted to thecomplete populations and to the groups by sex and age or weight where they wereavailable.Data on the concentrations of chemicals in drinking water was available fromcompliance data collected by the water companies and supplied to the DWI. Data setscontaining iron, lead, selenium, sodium and manganese concentrations from 2004 and2010 were used in the study. Additional data sets on lead from some of the interveningyears and less detailed data on lead from 1994 were used to look at the trends inexposure to lead over time. Some data on copper from 2010 was also included. Severaldistributions were fitted to the data using maximum likelihood estimation. In mostcases, the best fit was obtained by the lognormal distribution, with the exception ofselenium, for which the exponential distribution fitted better.The data sets presented two problems: most sets had very long tails containing a fewhigh values and several had a large proportion of small values that were not preciselydetermined, but recorded as below the limit of detection (LoD), for which a value wasgiven. The problem of data below the LoD, known as left-censored data, was dealt withby using a version of maximum likelihood estimation that was designed for censoreddata. The long tails of the distributions could not be fitted by any standard distributions:all of them underestimated the frequency of rare extreme values, which are potentiallyimportant when assessing exposure probabilistically. As the data sets were large (over10,000 values), the method chosen for the simulation was to sample from the originaldata instead of using the fitted distributions for most of the range. The distributionswere used to generate substitute values for those lying below the LoD. The simpleralternatives of substituting 0, LoD/2 or the LoD were also tested.Reference values for intakes of the substances being considered were taken fromauthoritative UK and other sources. There were three types of reference values. (1)Reference Nutrient Intakes (RNIs) for required minerals giving the amount that issufficient for about 97% of the population (or similar measures). These existed for allthe substances other than lead. (2) Safe limits for long-term intake, such as Acceptable
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Daily Intake (ADI) or Provisional Maximum Tolerable Daily Intake (PMTDI), forpotentially harmful substances. These were found for all the substances exceptmanganese. (3) Intakes from sources other than tap water, such as dietary intake.The simulation was written in R with a bespoke user interface and run with everyintake distribution (i.e. the distributions fitted to the full sample in each survey and,where possible, the groups by sex and age or weight) and the 2010 concentration data.Additional runs were carried out using some of the intake distributions with the earliersets of concentration data to explore changes over time. In each iteration of thesimulation, a pair of values was sampled randomly from the appropriate water intakedistribution and concentration data set, as described above, and multiplied to give avalue for chemical intake. Sampling from the two distributions was independent: that is,no correlation between water intake and concentration was considered. Each runconsisted of 100,000 iterations of the simulation, from which summary statistics werederived, including the mean, median, 99th and 99.9th percentile.The results of the simulations have shown that exposure to metals in tap water is highlyvariable. The 99.9th percentile exposure can be up to 45 times the mean and 200 timesthe median. It should be emphasised that the percentiles relate to the chance ofindividual daily exposures, not long-term intake.The method of substitution for values less than the LoD had only moderate effects onthe estimation of the mean and percentiles up to the 75th for those substances with ahigh proportion of samples reported at the LoD (e.g. lead and iron), and smaller effectson the statistics of the other substances. The higher percentiles were unaffected in allcases. For simpler exposure assessments, substitution by either the LoD or LoD/2would probably give acceptable accuracy.Exposure to iron, lead, selenium and manganese predicted by the simulations appear tohave decreased by about 40% between 2004 and 2010 due to falling concentrations intap water. For lead this is part of a long term trend, having previously decreased by 40%between 1994 and 2004. In contrast, the exposure to sodium appears to have increasedslightly.Comparing the predicted exposures with Reference Nutrient Intakes (for requirednutrients) and Acceptable Daily Intakes or other recommended maximum intakes, wefound for adults, using 2010 concentration data, that:
 For iron, selenium, sodium and manganese, the 99.9th percentile exposures weremuch less than the RNIs. In each case, the RNI is much lower than the ADI orsimilar upper limit.
 For copper, the 99.9th percentile exposure slightly exceeded the RNI and theintake from other sources, but the mean was very much smaller than the RNI, sotap water may occasionally make a significant contribution to the requirementfor copper. The 99.9th percentile exposure was less than 10% of the PMTDI.
 For lead, the 99.9th percentile exposure was about 40% of the ADI in the worstcase and the mean exposure was about 1% of the ADI. The ADI is being
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superseded by BMDL values. The mean exposure was about 5% of the BMDL10for nephrotoxity, which lay between the 99th and 99.9th percentiles of exposurein the worst case. The ADI and the BMDL both relate to lifetime exposure, notacute effects, so the mean exposure is the most appropriate comparison.For children under 16, using 2010 concentration data, we found that:
 For iron, the 99.9th percentile of predicted exposure was less than 5% of the RNIin all cases. In the worst case, the 99.9th percentile was less than 5% of thePMTDI.
 For selenium, the 99.9th percentile of predicted exposure was less than 20% ofthe RNI in most cases and less than 50% in the case of the youngest group. Themean exposure was less than 4% of the RNI. Thus, tap water may occasionally,but not persistently, be a significant contributor to nutrient intake. The 99.9thpercentile is 0.01% of the Upper Safe Level in the worst case.
 For sodium, the 99.9th percentile of predicted exposure for the youngest group(worst case) was about 30% of the RNI and the mean was about 3% of the RNI.The intake from other sources normally exceeds the RNI. Therefore, tap watermay occasionally, but not frequently, be a significant contributor to sodiumintake.
 For manganese, the 99.9th percentile of predicted exposure was less than 2% ofthe adequate daily intake for all groups aged 4 years and upwards. For the 0–3years group, the 99.9th percentile was less than 4% of the adequate daily intakefor children aged over 6 months, but 7 times the adequate daily intake for babiesup to 6 months. The data set is insufficient to allow this age group to besimulated separately, but it is possible that the required nutrient intake mayoccasionally be exceeded for babies up to 6 months. However, manganese haslow acute toxicity, and no PMTDI has been set.
 For lead, the 99.9th percentile exposure was less than half of ADI (for lifetimeexposure) for most groups, but exceeded it slightly for the lightest group. Themean exposure was about 3% of the ADI in the worst case and about 1% of theADI for the other groups. The mean exposure was less than 6% of the BMDL01(for long-term exposure) for developmental neurotoxicity in most cases and lessthan 20% in the worst case. The BMDL01 was between the predicted 99th and99.9th percentiles for most groups and between the 95th and 99th percentiles inthe worst case. Thus the probability of persistently exceeding this level isrelatively small.Similar methods could be applied to other substances found in tap water, such asTrihalomethanes (by-products of chlorination). There are significant routes of exposureother than ingestion for these chemicals, notably skin contact and inhalation whenbathing. A more complex model would therefore need to be constructed to adequatelyrepresent exposure to these substances.
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1. Introduction to probabilistic modelling of exposureExtensive data are available on the concentrations of a wide range of chemicals indrinking water and also on the amount of water consumed by the public. The approachused to set drinking water quality standards and to do risk assessments only uses partof this data. Typically the highest measured concentration is combined with a high endconsumption value to give a deterministic estimate of exposure. This can then becompared with a toxicological based intake that is considered to pose no significant riskover a lifetime's exposure. Such an approach affords a high degree of protection toconsumers. However, it may be useful to know what the statistical distribution ofexposure is likely to be, in order to understand the range of exposure within thepopulation and to make better estimates of extreme exposure percentiles. Probabilisticassessments use the whole distribution for each variable to derive a distribution for theintake of the chemical from which summary statistics may be derived, if required.The main objective of this project was to develop and explore the potential benefits ofprobabilistic approaches to exposure assessment to chemicals by ingestion of tap waterin England and Wales.The main sources of water intake data for adults are household surveys. For example,the Drinking Water Survey (Accent, 2008; Marsden, 2010), contains self-recorded dataon the intakes of about 1500 adults from 1000 households in two periods in Spring andSummer 2008. The values are average daily intakes based on seven day diaries,presented as a frequency distribution (histogram), with the intake divided into 0.1 litreintervals. The available survey data are summarised in Section 2: most are onlyavailable as frequency distributions with summary statistics for demographic factors,but the individual (anonymous) records are available for some of the recent surveys.Babies and children under 16 may be more sensitive than adults to some chemicals andtheir generally lower body weight may mean that their intake relative to their weight ishigher than that of adults. During the project, the results of a survey of tap water intakeby children less than 16 years old that was carried out for Defra/DWI in 2011–12became available. (Ipsos MORI, 2012). Similar analyses were conducted using this dataset.Data on chemical concentrations come from the monitoring data supplied by watercompanies in England and Wales to the Drinking Water Inspectorate and consist ofchemical concentrations in samples for from each company. These are considered indetail in Section 4. The number of samples depends on the chemical, ranging from 9,000per year for mercury to 45,000 per year for iron, from the whole country, although forsome substances up to 90% are below the limit of detection.Similar problems have been encountered by other government departments and theirapproaches were reviewed by the Interdepartmental Group on Health Risks fromChemicals into reports. Their findings are summarised in section 1.2.
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Unless otherwise stated, all analyses conducted within the project were carried outusing the statistical programming language R (Crawley, 2007), which is freely available(CRAN, 2012).
1.1 Potential approaches to drinking water exposure assessment
1.1.1 Analytical methodExposure to a chemical contaminant via drinking water is the product of water intakerate and concentration. It is often possible to describe the shape of the frequencydistribution using a mathematical function called a probability density function (pdf).There are many different shapes of pdf representing a wide range in the relationshipbetween a phenomenon and its probability. The integral of the pdf with respect to thevariable (i.e. the cumulative probability of a variable occurring which is less than a givenvalue) is called the cumulative distribution function (CDF), or simply the distributionfunction.If the distributions of concentration and tap water intake could both be represented byparametric distributions, such as normal (Gaussian), lognormal or exponentialdistributions, it would be possible to derive the distribution of exposure from the
convolution product (see Glossary) of the two distributions.To illustrate the complexity of calculating the convolution product, consider first thecase of a few discrete values of intake, e.g. 0.5, 1.0 and 2.0 l/d with probabilities p5, p10and p20, and discrete values of concentration, e.g. 2, 4 and 8 mg/l with probabilities q2,q4 and q8. It is easy to see that there are three combinations of intake and concentrationthat give an exposure of 4 mg/d with a combined probability of p5q8+p10q4+p20q2.Similarly, there are two combinations giving 8 mg/d and so on.With many discrete values, there would be many possible combinations andsummations of many terms. When discrete values are replaced by continuousdistributions, these sums become infinite and are replaced by integrals. In general,these integrals cannot be solved analytically; for example, the product of two normaldistributions is a Bessel function of the second kind, which has no closed form. It wouldbe possible to use numerical integration, but there are few benefits over the methodsdiscussed later to justify the complexity of this approach.In practice, it was found that the data on the concentration of most chemicals could notbe well described across its full range by standard pdfs, so there was no reason topursue this approach.Similar problems would apply to multiplying frequency distributions in the form ofhistograms. Again, begin with a simplified case in which intake is given by a histogramand concentration by discrete measurements. Suppose we consider two intervals forintake: 1.0–1.5 l/d and 1.5–2 l/d. Similarly consider two concentration measurements:2 mg/l and 2.5 mg/l. Multiplying these we get four intervals for exposure: 2.0–3.0, 3.0–4.0, 2.5–3.75 and 3.75–5.0 mg/d. The intervals are of different lengths and overlap, so
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separating exposure into intervals and calculating the frequency in each becomescomplex when the full distribution is included. Replacing the discrete measurements ofconcentration with a histogram for the distribution compounds the problem.
1.1.2 Monte-Carlo simulationMonte-Carlo simulation (MCS) is probably the most widespread approach to stochastic(probabilistic) modelling. It is typically used where it is possible to construct amechanistic model of a process or system, but some of the inputs are known to besubject to natural variability or where there is uncertainty about the true values of someof the inputs or parameters. The calculations are performed iteratively, typicallythousands of times. In each iteration, the values of all the variable or uncertain inputsand parameters are drawn independently from appropriate distributions to producedistributions for the output variables.For the case of exposure via drinking water, the model is very simple: the product ofintake and concentration. A single iteration of the model takes one randomly selectedvalue of intake and one randomly selected value of concentration and multiplies them togive an exposure. MCS would repeat this for a large number of iterations to create avirtual sample from the population.It is important to note that although the selection of each input variable in each iterationis random: the probability of selecting variable values is governed by the shapes of theprobability distributions employed, so some values are more likely to be selected thanothers. The selection of the input probability distributions is usually made by fittingpdfs to observed data.Most of the available tools (see 1.1.3) include a wide range of standard distributions.Some care may be needed when using distributions that can take values over a verywide range to ensure that the values remain reasonable. For example, there is always apossibility of a value sampled from a normal distribution being negative.It is also possible to use the original data as the source and simply draw samples from itat random. The disadvantage is that this will only ever produce values from the discreteset in the data, but it is a reasonable approach if the data set is large.Another approach is to construct an empirical cumulative distribution function (ECDF)from the data. The data points are placed in ascending order and assumed to representequal quantiles (see Glossary) from the distribution.In the ECDF, the points are joined by a series of steps. It is then possible to treat this as adistribution function from which to sample. (Strictly speaking, it is the inverse of theCDF that is used.) However, when using a step function this is equivalent to the previousmethod and it will also only give values that were present in the original data. Somepackages provide a function that will derive arbitrary quantiles from the data,effectively interpolating between the points.
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If the data is available only as a histogram, choosing a representative from each class,such as the central value, would result in only a very limited number of values beingused. An alternative is use uniform random samples from each interval, but this wouldintroduce a bias, especially for a skewed distribution. It is usually preferable to fit adistribution to the histogram.The advantages of MCS are that it can be used with any model, for any inputdistributions and that the model can be constructed using commonly available software,such as Microsoft Excel™ (see 1.1.3). The main disadvantage is the need for repeated,and possibly time consuming, simulations to derive the results, which will vary slightlyeach time the model is run. It is also difficult or impossible to include some features ofprobabilistic modelling, such statistical inference.
1.1.3 Tools for Monte-Carlo simulationA popular approach to MCS is to build the model without uncertainty in a spreadsheet,such as Microsoft Excel™, then use third-party tools, such as @RISK™ (PalisadeCorporation, 2007) and Crystal Ball™, to generate the input distributions, collect theoutput, display it graphically and compute summary statistics. Alternatively, there arefree or open source alternatives for use with Excel, such as Simulación (Varela, 2011)and Monte-Carlito (Auer, 2012).Simulations can also be constructed using specialised tools (e.g. GoldSim™), statisticalprogramming languages (e.g. R), or written in general-purpose programming languages,such as Fortan, C++ or Java. Specialised tools provide comprehensive frameworks forsimulation, simplifying development and providing rich graphics, but are generallyexpensive, which limits the options for distributing models. Statistical languages usuallyinclude the necessary tools, such as random number generators and graphics, but areless suited to non-specialists. Some are commercial (e.g. SPSS and Genstat) and othersare free (R), making widespread distribution possible. Using general-purpose languagesrequires the most effort, because they are not tailored to the problem, but gives greatflexibility. They are probably most suitable when other constraints, for exampleintegration with other systems or delivery as a web application, limit the use ofspecialised tools. Many free and commercial options are available.All of these options are simply tools to achieve the same result. Provided the randomnumber generators are of good quality, the results should be the same, within the limitsof variation arising from the use of random numbers. We have used @RISK, Simulaciónand Monte-Carlito successfully in previous projects, so a simple exposure simulationwas constructed in Excel with each of them to compare the performance and results.Both @RISK and, Simulación are add-on packages containing libraries of probabilitydistributions, methods of selecting the input and output variables, and a user interfaceto control the operation. Although the inputs are normally specified using distributions,it is straightforward to sample from a data set, by generating a random integer between1 and the length of the data and using it as an index in a look up function. Using a
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distribution to substitute for concentration values less than the limit of detection, asdiscussed later, would be a little more complicated, but still feasible. They are similar intheir styles of operation, although @RISK permits more input variables and has moresophisticated graphical output. Conversely, it was easier to access the raw output forfurther processing in Simulación than @RISK, because it was stored in a worksheet.Monte Carlito is simply a set of macros written in Visual Basic for Applications™ ratherthan an add-in. This means that it is limited to the small set of distribution functionsprovided by Excel and the standard graphics are poor. However, it can be fullyintegrated into a spreadsheet without the need for additional packages and the sourcecode is accessible, so it can be tailored to the requirements of a particular application,provided that the terms of the GNU General Public Licence are adhered to.A simple exposure simulation was constructed in Excel consisting of one cell for waterintake drawn from a gamma distribution, one cell for contaminant concentration drawnfrom an exponential distribution and one cell to calculate the product of these twovalues, giving the exposure. The simulation was implemented using @RISK, Monte-Carlito and Simulación. With @RISK and Simulación the intake and contaminantdistributions were defined by selecting the cells and using the plug-in menus to specifythem as inputs with the appropriate distributions. The output was identified byselecting the cell and specifying it as an output using the plug-in menus In Monte-Carlitothe inputs were created using standard Excel formulae that called the RAND() function.Its design required the input and output cells to be placed in a row with vacant spacebelow it to receive the summary statistics. Each simulation was run for 65,000iterations and timed. It required 6 seconds in @RISK, 30 seconds in Monte-Carlito and70 seconds in Simulación. For comparison, the same model implemented in R ran inabout 0.1 seconds (timed over 6,500,000 iterations). The results produced by all theversions were similar, except for an apparent error in the gamma distribution inSimulación. For further details see Appendix A.The tool used for the simulations in this project was R, mainly because it was used forthe analysis of the data, for which Excel was not suitable, and it was convenient to useone tool for both functions. The normal workflow was to convert the data from differentsources into a database in SQLite (SQLite Consortium, 2012), which could be readdirectly by R for both the analysis and the simulation. R also allowed user interfaces tobe written and made it simple to automate the creation of tables and graphics files forinclusion in documents. The final version of the simulation used could have beenachieved in Excel, although the treatment of values less than the LoD would have beenmore difficult to implement. The choice reflects a preference for investing time increating programs to automate repetitive tasks over quicker development, but more‘point-and-click’, ‘cut-and-paste’ interaction. The use of databases rather spreadsheetsto store the data was more efficient when handling large data sets and particularlywhen selecting subsets from them.
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1.1.4 Bayesian networks and related models
Bayesian networksBayesian networks (also known as Bayesian belief networks or causal probabilitynetworks) are a relatively new approach to probabilistic modelling (see e.g. Jensen,1996). In contrast to MCS, probability theory is fundamental to the way the models areconstructed. A Bayesian network (BN) is represented by a network graph in which thenodes (junctions) are the variables and the arrows joining them are causal relationships(Figure 1). Thus an arrow from the Intake node pointing to the Exposure node meansthat Intake has a causal influence on Exposure; Intake is said to be a parent of Exposure.In most cases, each variable has only a finite number of possible values or states.
Figure 1. Simple network model for exposure, depending on intake and
concentration.Every variable has a probability distribution, that is, a probability is assigned to eachpossible value of the variable. A node with no parents is given an initial (or prior)distribution. Any other node is described by a conditional probability table, which givesthe probability of the variable having each of its possible values for every combinationof its parents’ values. The software then calculates the joint probability distribution forthe entire network and displays the distribution for each node (Figure 2). Evidence,such as observations, can be entered for any node in the network, and Bayesianinference is used to update the distributions of all the other nodes. Several softwareimplementations are available, of which two of the most popular are Hugin™ (HuginExpert A/S, Aalborg, Denmark) and Netica™ (Norsys Software Corporation, Vancouver,Canada).
Intake Concentration
Exposure
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Figure 2. Bayesian network model for exposure expanded to show distributions
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skewed in the same direction (Parsons et al., 2005). For a simple model with few nodes,the errors would usually be negligible.A simple exposure model was constructed as an exposure node with two parents: intakeand concentration (see Figure 1 and Appendix A). The exposure was specified by anequation and the two input distributions by distribution functions. Netica thenconverted this to a discrete model, as outlined above. It was able to display a graph ofbeliefs (effectively a histogram) for each node and calculated the mean, but it was notpossible to make accurate estimates of other important summary statistics, such as theupper percentiles, from the exposure histogram. (See Figure 2 for an example using avery coarse discretisation.) Netica was unable to utilise data sets such as the samples ofconcentration sets directly, other than by converting them into histograms, and anychange to the distribution parameters required the discretisation procedure to berepeated. The strengths of the Bayesian network approach – the ability to use inferencefrom effects to causes – were irrelevant for this application. In general, it was not wellsuited to the problem.
Markov Chain Monte-Carlo modelsMarkov Chain Monte-Carlo (MCMC) methods are a class of algorithms for generatingprobability distributions. One application of them has been in a freely available softwarepackage called BUGS (Bayes Using Gibbs Sampler) and now OpenBUGS(http://www.openbugs.info/w/). The program can be used to construct Bayesiannetwork models, but solve them using simulation instead of direct inference. Theadvantage of this approach is that continuous distributions can be used withoutdiscretization and models (such as the product of concentration and intake) arecalculated directly. Some of the features of Bayesian networks, such as inference, areavailable without some of the limitations or the risk of discretization errors. It alsoprovides much of the flexibility of Monte Carlo simulation.OpenBUGS is certainly capable of handling the exposure model: we have previouslyused it for a much more complex risk assessment model (Parsons et al., 2005). A simplemodel was easily created using distributions for intake and concentration. However, theuser interface was not designed for non-specialists. Furthermore, any post processing ofthe results would require exporting the data to other software and the graphicsprovided are very poor. As with Netica, the software is not especially well-suited to thisproblem and its advanced features, such as inference, are not required.
1.2 Approaches reviewed by IGHRCThe UK Interdepartmental Group on Health Risks from Chemicals (IGHRC) haspublished two relevant reviews from which we summarise the salient points.
1.2.1 Guidelines for good exposure assessment practice…This report (IGHRC, 2004) summarised general procedures for exposure assessmentand considered some alternative approaches. The steps employed in exposureassessment were:
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 Problem formulation – defining the purpose, scope and level of detail.
 Data gathering – including literature review, sampling plans, exposuremeasurement and modelling.
 Data analysis – including statistics, identifying gaps and outliers, handling limitsof detection, modelling and quality assurance.
 Exposure characterisation – summarising the estimates and evaluating theirquality.The procedures described used a generic source – pathway – receptor model. Theimportant variables in assessing exposure were magnitude, duration and frequency.Direct exposure measurement may be preferred, when it is possible, but often it isnecessary to use indirect methods, deducing exposure from concentration and intake.The report drew on guidance for the use of descriptive and inferential statistics in dataanalysis (Armitage et al., 2001; WHO, 2000). It considered the derivation of summarymeasures such as means medians percentiles and estimates of variability, or theprovision of simple statistical models. Special care should be used when drawinginferences from data from limited sampling, and when dealing with skeweddistributions where standard summary statistics may be inadequate to fully describethe data. Outliers should only be removed where there is strong evidence that they areerroneous. The presence of data points below the limit of detection should be managedcarefully. If the focus of interest is on the upper extremes of the data set, they may havelittle effect, but they can cause serious difficulties in estimating the mean and standarddeviation. One approach taken by the Food Standards Agency is to give two estimates:one where values below the LoD are assumed equal to 0 and one where they areassumed equal to the LoD. Quality assurance procedures should apply to the overallmanagement and organisation of the data to ensure the reliability and reproducibility ofthe results.The majority of the modelling considered by the report was deterministic. In these casesuncertainty analysis was recommended to consider uncertainty in scenarios,parameters and the model, with sensitivity analysis to examine the impact ofuncertainties on the final exposure assessment. The only approach to probabilistic orstochastic modelling considered was Monte Carlo simulation using spreadsheets withplug-in software. The authors reported no consensus on the best approach of derivingdistributions from data among the three outlined in section 1.1.2.In the context of the current study, it should be noted that the exposure route has beendefined clearly as ingestion of tap water, the effective source is the tap water, as thecause of contamination is outside the scope of the study, and direct exposuremeasurement is absent, so derivation from intake and concentration is required.
1.2.2 Current approaches to exposure modelling…This report (IGHRC, 2010) summarises the approaches taken by three UK regulators:the Environment Agency (EA), the Health and Safety Executive (HSE) and the Food
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Standards Agency (FSA). The EA is concerned with complex, multi-pathway, diffusepollution processes resulting in human exposure through a variety of routes, but lesscommonly by ingestion. For this they use several different models, but all of thosedescribed were deterministic. Exposure assessment within the HSE was largely for theregulation of chemicals, including operator and consumer exposure. Again the mainroutes were dermal and inhalation rather than ingestion. Many of these, especially themodels used for Tier 1 assessments, made worst-case assumptions, such as release ofhigh volumes of hazardous materials within a confined space. As with the EA, themodels considered in the HSE were relatively complex and deterministic.The work of the FSA was much more relevant to the present study, since it wasconcerned with intake by consumers of contaminants or nutrients via food and drink.The FSA defines a five tier approach:1. conservative calculations;2. simple models;3. complex deterministic models;4. stochastic (probabilistic) models;5. measurement.The Tier 4 approach typically combines concentration data from random sampling offood items with consumption data provided by the National Diet and Nutrition Surveyprogramme. An annex to the report summarises the methods used to calculatesummary statistics for the population as a whole. Although it is not explicitly stated, thereport implies that the Tier 4 models are Monte Carlo simulations.
1.3 ConclusionsMonte Carlo Simulation is by far the most common approach to probabilistic exposuremodelling. Of the alternative methods reviewed, the analytical approach was quicklyrejected as unlikely to be tractable and unsuited to data sets that are not described byparametric distributions. The two Bayesian approaches did not match the requirementsof the project: they are strongest when inference is an important requirement or whendata is limited.The main feature of most of the methods reviewed by IGHRC was the complexity of themodels required, rather than the emphasis on the probabilistic aspect. In fact, most ofthe models were deterministic, so the relevance to the present study was generally low.The FSA Tier 4 method is directly comparable with the objectives of the present study.The data sources – the Diet and Nutrition Survey for intake and sampling for chemicals– are analogous to those available for drinking water. It also provides one approach todealing with the issue of concentrations below the limit of detection.
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2. Data sources for tap water intake
2.1 Survey sources from the UKOne of the two requirements for probabilistic exposure assessment via drinking water,in the absence of direct measurements, is suitable data on water intake. The primarysources for the UK are the drinking water or tap water consumption surveys carried outin 1978 (Hopkin & Ellis, 1980), 1995 (MEL Research, 1996) and 2008 (Accent, 2008).Although the titles of the surveys varied, we will refer to these for convenience as DWCS1978, 1995 and 2008. The last of these is the most directly relevant for currentexposure assessments, but differences between surveys, such as the inclusion ofchildren in 1978 and 1995, but not 2008, mean that the earlier surveys may beinformative. Data on water intake by adults aged 19–64 from the National Diet andNutrition Survey (Henderson et al., 2002) carried out for the Food Standards Agency(FSA) and Department of Health (DH) in 2000–01 was also made available during theproject. We will refer to this as NDNS 2001. To avoid repetition, the results of thesurveys are summarised together in Sections 2.6–2.9.During the project, we also received data from a survey of intake by children less than16 years old carried out for Defra/DWI in 2011–12 (Ipsos MORI, 2012), which we referto as DW16 2012.
2.2 Drinking water survey 1978 (DWCS 1978)The first large-scale survey of drinking water consumption was carried out by theWater Research Centre in 1978 (Hopkin & Ellis, 1980). Its objectives includedestimating the volume of tap water consumed by individuals in Great Britain, obtaininginformation on the consumption of other beverages and determining what systematicvariations in consumption habits existed within the population. The survey was carriedout between 18th September and 20th October 1978. It covered a total of 1320households yielding data for 2722 adults, 842 children under 15 years of age and 68babies. It used location sampling from 100 constituencies to obtain a sample thatreflected the demographic breakdown of Great Britain.The only data from this survey available to the project were the tables and histogramsin the report. The distribution of intakes had to be estimated by measuring the height ofthe bars in the printed report. The interval width in the histogram was 0.15 l/d.
2.3 National tap water consumption study 1995 (DWCS 1995)The 1995 survey was commissioned by the DWI and carried out by MEL Research toupdate the results of the previous survey (MEL Research, 1996). It was necessary tomodify the methods to take into account the increased availability of bottled water andthe growth in mixed-water foods such as noodles and rice and pasta. The survey used aface-to-face questionnaire completed by the head of each household, a self-completionquestionnaire completed by each member of the household and a consumption diary
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kept by each member of the household using standard sizes for vessels, rather thanmeasured volumes and diary records of the proportions consumed in broad steps (e.g.25%, 50%, 75%, 100%). The aim was to include 500 households, which were chosen byselecting 10 households from each of 50 local authority areas. The survey wascompleted by 476 households representing 1018 individualsThe only data from this survey available to the project were the tables and histogramsin the report. The distribution of intakes had to be estimated by measuring the height ofthe bars in the published PDF file, which appeared to have been scanned from theoriginal report. The interval width in the histogram was 0.25 l/d.
2.4 National tap water consumption study 2008 (DWCS 2008)The most recent source of intake data available for the project was the national tapwater consumption study (NTWCS) (Accent, 2008; Marsden, 2010), which containedself-recorded data on the intakes of about 1500 adults from 1000 households in twoperiods in Spring and Summer 2008. It recorded average daily intakes based on seven-day diaries using a method similar to DWCS 1995. Wave 1 in March–April contained1527 individuals and Wave 2 in June–July contained 1446 individuals. The surveydesign included the use of the same households in both waves in order to comparespring and summer intakes. Of the households in Wave 1, 555 participated in Wave 2, sothey were not completely independent data sets, but there was no way to identify thiseffect within the data.Accent (2008) gives demographic data and some analyses stratified by thedemographics. Marsden (2010) contains tables giving frequency distributions in 0.1 l/dsteps for both total and unboiled consumption for both waves for the full sample, butnot for sub-groups by factors such as age and sex.
2.5 National diet and nutrition survey 2001 (NDNS 2001)NDNS 2001 (Henderson et al., 2002) is one of a programme of national surveys with theaim of gathering information about the dietary habits and nutritional status of theBritish population. The survey covered the whole of mainland Britain and took placefrom July 2000 to June 2001. The sample consisted of adults aged 19–64 and excludedwomen who were pregnant or breastfeeding at the date of initial contact. The data werecollected using seven-day self-recording diaries and included tap water. Participantswere encouraged to weigh all food and drink before consumption and water added tofood was estimated using a set of standard ‘recipes’. In total, 1724 people completed thediaries.
2.6 Results for the full survey samples or all adultsDWCS 1978 included adults and children. The mean tap water intake for the full samplewas 0.955 l/d. From the data given in the tables, the mean for all adults was 1.084 l/d.DWCS 1995 also included children. The mean tap water intake for the full sample was1.138 l/d. This was reported to be significantly greater than in 1978 using a two-sided t-
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test (p < 0.01). The report noted that the difference may be due to a change in themethod of recording intake. According to the DWCS 2008 report, the mean for adults inDWCS 1995 was 1.275 l/d; we obtained a similar value (1.278) by extracting the data byage group from a graph in the report and excluding children.DWCS 2008 included adults only and found mean intakes of 1.275 l/d in Wave 1 and1.314 l/d and in Wave 2. The difference between the waves was reported not to besignificant, and we found the mean for the complete set was 1.294 l/d. The report didnot state whether the difference between 2008 and 1995 was statistically significant.The test of the difference between 1978 and 1995 in the 1995 report used an estimateof the standard error of the mean of 0.0129 derived from the 1978 data. We estimatedthe equivalent value for the 2008 data to be 0.0121. Using a two-sided t-test as in the1995 report, with either estimate of the standard deviation, the difference was notsignificant (p > 0.25).The NDNS 2001 data included adults aged 19–64 and gave individual intake records forcoffee, tea and non-diluent water (which includes water in other recipes) from 7-daydietary diaries. Daily average water intakes were derived from these records. The meanintake was 1.103 l/d and the standard error of the mean was 0.0140. Using the two-sided t-test, the difference in the means between this survey and DWCS 1995 and 2008was significant (p < 0.01). These two surveys assumed standard vessel sizes and useddiary records of the broad proportions consumed, which may tend to bias the estimatesof drink sizes upwards.
2.7 Analysis by sexAll of the surveys showed some difference in mean intakes by the two sexes, althoughthese differences were not always significant (Table 1). The direction of the differencewas inconsistent: in DWCS 1978 and NDNS, females drank less tap water, whereas inthe other two surveys they drank more. It is interesting, although not necessarilyrelevant, to note that these correspond to different methods of recording intake notedabove. Our analysis of variance in the NDNS data found that the difference wassignificant (p < 0.01).
Table 1. Variation of mean tap water intake by sex for DWCS and NDNS surveys.
Survey Male, l/d Female, l/dDWCS 1978 all 0.980 0.933DWCS 1978 adults 1.127 1.044DWCS 1995 all 1.127 1.149DWCS 2008 adults Wave 1 1.207 1.282DWCS 2008 adults Wave 2 1.303 1.322NDNS adults 1.140 1.073
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2.8 Analysis by ageAlthough the surveys analysed the data by age, they all used different bands. The reporton DWCS 2008 grouped the bands used in 1995 into rough equivalents of those used in2008 to present them in a single table; here we show them separately using the originalbands (Table 2–Table 4). Our analysis of the result from NDNS is included with DWCS2008 using the same age bands (Table 4). The general pattern is consistent: intakegenerally increases with age, levelling off or declining from late middle-age onwards.We found that the effect in NDNS was significant (p < 0.001).
Table 2. Variation of mean daily tap water intake by age in DWCS 1978.
Age Male, l/d Female, l/d1–4 0.477 0.4645–11 0.550 0.53312–17 0.805 0.72518–30 1.006 0.99131–54 1.201 1.09155 and over 1.133 1.027
Table 3. Variation of mean daily tap water intake by age in DWCS 1995.
Age Tap water,
l/d0–5 0.5036–15 0.60316–25 0.97426–35 1.19936–45 1.27746–55 1.49356–64 1.32365 and over 1.382





NDNS, l/d16–24* 1.034 1.120 0.76525–39 1.256 1.315 1.05040–54 1.411 1.441 1.18855+ 1.322 1.447 1.189* The lowest band in NDNS was 19–24
2.9 Other factorsThe DWCS studies had also included socio-economic group and the results weresummarised in DWCS 2008. The section of the table for tap water is reproduced here(Table 5). Different patterns were seen in the different surveys and the differencesbetween groups within each were often small and not all were significant. Our analysis
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of variance of the NDNS data, which used a different classification, found no significanteffect.









l/dA,B 0.881 1.104 1.306 1.371C1 0.932 1.154 1.243 1.327C2 0.957 1.171 1.238 1.313D,E 1.013 1.066 1.354 1.329
The NDNS data also contained the weight and height of the subjects. DWCS 2008reported generally increasing intake with weight (Table 6). The change of weight withage followed the same general pattern as intake, and the mean weight for males isgreater than females, as was the intake in NDNS, so it appeared possible that weight wasthe underlying explanatory variable. When we included weight in the analysis ofvariance, we found no significant effect and no significant interactions with the otherfactors, thus age and sex appear to be the main factors influencing intake. The same wastrue for height.
Table 6. Variation in liquid consumption by weight in DWCS 2008.
Weight,
stone*
Total liquid, l/d Tap water, l/d % Tap water
W1 W2 W1 W2 W1 W2< 9 1.803 1.890 1.200 1.302 67 639 – 11 1.790 1.885 1.221 1.269 68 6711 – 13 2.011 1.964 1.293 1.273 64 6513 – 15 2.097 2.188 1.355 1.426 64 65> 15 2.132 2.123 1.422 1.403 67 66* The questionnaire recorded weigh in stones; 1 stone ≅ 6.350 kg (approximately)
2.10 Intake data for children aged 0–15 yearsThe survey of water intake by children here referred to as DW16 2011 (Ipsos MORI,2012) included 1241 individuals who were aged 0–15 at the start of the survey. Theintakes were recorded by the children or their parents/guardians as a 7-day on-linediary from 13th to 19th May 2011. Volumes were described using standard containersizes (e.g. cup = 200 ml, mug = 275 ml) and the proportion filled and drunk. Therespondents could specify the measured volumes if they were known. Tap water andother sources were recorded separately.The age and sex of the child was recorded for all the participants. Other information thatwas requested, but not always provided, included height, weight and socio-economicgroup. We received the data for all the participants giving the mean daily intake of tap
Final Report: Defra WT1263, DWI 70/2/273
Page 23 of 118
water and total liquid, age, sex, socio-economic group, weight, height and region. Fiveindividuals had zero tap water intakes; of the remaining 1236 the weight was recordedfor 983.Water intake was expected to vary with sex, age and weight. The effects of age and bodyweight were explored using linear regression and all three factors were examined byanalysis of variance.The regression of intake on age had intercept 0.395 l/d and slope 0.020 l d-1year-1, bothof which were significantly different from 0 (p = 0.001), but R2 of only 0.061 due to thevery high scatter in the data. The regression of intake on body weight had 0.352 l/d andslope 0.0066 l d-1kg-1, again both significantly different from 0 (p = 0.001), but R2 of only0.085. We concluded that neither of these was useful for the model.For the analysis of variance, the sample had to be divided into groups by age andweight. The groups used for age were based on the ones used in the main sources ofReference Nutrient Intake (RNI) values (Defra, 2010; Buttriss, 2000): 0–3 years, 4–6years, 7–10 years and 11–15 years. The RNIs usually separate babies younger than 1year from the 1–3 group, but there were insufficient babies in the sample to providereliable results. The weight groups were constructed using the quartiles rounded to thenearest whole number to give roughly equal numbers in each group: <17 kg, 17–26 kg(i.e. ≥17 & <26), 26–41 kg and ≥41 kg. The resulting means and maxima are shown in Table 7. The means were lower than forthe adult population, but consistent with the youngest individuals in NDNS 2001. Theeffects of sex, weight and age were all significant (p = 0.001). As found in DWCS 1978and NDNS, females drank less tap water than males. The effect of weight was moresystematic than that of age, though the intake ranges were still wide and overlapping(Figure 3). There were too few babies under 1 year to model them independently of the0–3 years group, but it may be useful to note that the mean intake for this group was0.432 l/d and the maximum was 0.859 l/d. The mean, minimum and maximum bodyweights for the four weight groups were calculated for use when simulating relativeexposure (Table 8).Note that Ipsos MORI (2012) used a weighting procedure when presenting statistics forthe full set, to take into account differences in the proportions in the population and thesample by age and sex. In this study, we have simply used the data from the sample, asthe differences in the population statistics are generally small and the main interesthere is in the results for specific sub-groups.
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Table 7. Mean and maximum tap water intake for sex, age and weight groups in




intake, l/dAll 0.551 2.620Females 0.511 2.085Males 0.584 2.620Age 0–3 0.540 1.988Age 4–6 0.509 1.249Age 7–10 0.585 2.085Age 11–15 0.562 2.620Weight < 17 kg 0.427 2.085Weight 17–26 kg 0.466 1.839Weight 26–41 kg 0.559 1.952Weight ≥ 41 kg 0.705 2.620
Table 8. Group mean, minimum and maximum weights for individuals in the
DW16 2011 data set.
Group Mean, kg Minimum, kg Maximum, kgWeight < 17 kg 12.95 4.99 16.78Weight 17–26 kg 21.46 17.00 25.85Weight 26–41 kg 32.97 26.00 40.82Weight ≥ 41 kg 53.54 41.28 95.25
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Figure 3. Box-and-whisker plot of the variation in tap water intake with weight
(classified by quartiles) in DW16 2011. * = mean, bar = median, box = inter-
quartile range (IQR), whiskers = median ±1.5×IQR, circles = outliers.
2.11 Comments on the UK surveysAs has already been noted, surveys that use measured volumes appear to produce lowerestimates of intake than those that estimate the amount drunk based on assumedstandard vessel volumes and broad proportions consumed. However, no directcomparison has been made between the two methods. There is thus no single ‘best’survey to use for current intakes, as the most recent one using measurements (NDNS2001) is over a decade old. All the surveys were used in the simulations, to allow theimplications of the different estimates to be considered.All the surveys used sampling methods that were intended to ensure that they wererepresentative of the population, so we will assume that this was the case.With the exception of NDNS 2001, the data available were weekly means of daily intake.The use of weekly means underestimates the variability of daily intake. Some element ofsmoothing is desirable, for example to reduce artefacts due to drinks taken just before
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or just after midnight. If the aim of the study was to look at acute toxicity, the dailyextremes would be more important, but this is not the case with the substances beingconsidered. Although the raw intakes were available for NDNS 2001, the survey used aone week period and was designed to estimate the intake over a week, not the dailyvariability, so the data were averaged for this study to be comparable with the othersurvey results.There survey results provide no data on how the mean daily intake by individuals variesover time, for example whether some are persistently low or high consumers, whichseems likely. For this study, the data points are treated as independent daily intakeevents.
2.12 Other surveys of drinking water intakeA comprehensive search strategy was developed to identify literature reportingdrinking water survey findings. A detailed set of search terms were developed as thebasis for identifying articles and reviews from authoritative sources such as theDrinking Water Inspectorate/Department for Environment Food and Rural Affairs(DWI/Defra), and from peer-reviewed literature, through searches of SCOPUS (includesMedline & Embase) and CSA Illumina (Aqualine, Biological Sciences, EnvironmentAbstracts, Environment Science and Pollution Management, Medline, Risk Abstracts,Toxline, Water Resources Abstracts).The output of these searches was subjected to detailed consideration for relevance tothe project by a risk assessor within Cranfield University’s Institute of Environment andHealth.
2.12.1 Sweden (Westrell et al., 2006)
BackgroundEstimates on drinking water consumption are necessary in risk assessments onmicrobial hazards in drinking water. Although point estimates can be applied in riskassessments it is preferable to use statistical distributions of parameters which accountfor variability and uncertainty in the data. There appear to be large differences inconsumption habits of tap water between countries and for demographic variables suchas age, sex and geographic area.
AimsThe aims of this study were:
 to make a quantitative estimation of drinking water consumption in Sweden; and
 to evaluate potential differences in demographic variables that could impact onwater intake
MethodsData used in the study originated from:
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 National Environmental Health Survey (NMHE99) undertaken in Sweden in1999, relating to the physical health of the Swedish population. Cohort sizerelated to daily water intake was 10,957. Questionnaires were sent out toSwedish people living in 21 countries asking for estimated water intake,separated into cold tap water consumed as drinking water, tap water preparedinto coffee, tea etc. and daily bottled water consumption. Responses could beeither 1 l or more, less than 1 l, or none.
 Data collected from an investigation of a waterborne contaminant outbreak inTranstand in February – March 2002. Questionnaires were sent out and receivedfrom 157 permanent residents in the area of the outbreak, asking whether tapwater had been consumed at home or elsewhere and number of glasses (oneglass being 200 ml) of unboiled tap water normally consumed in one day.
 A small heated tap water and bottled water consumption study in whichquestionnaires on water consumption and consumption patterns were obtainedfrom 75 Swedish residents. The amount of heated tap water consumed withinand outside the home as pure water, or as a base for tea, coffee, chocolate, soupetc. and the amount of bottled water consumed per week (responses of none,0.5 l, 0.5–1.0 l, 1.01–2.0 l, 2.01 l or more) was assessed.
ResultsA lognormal distribution was fitted to the daily direct/cold water intake from the
Transtand survey with µ= –0.299 and σ = 0.570 (the parameters of the normal distribution after the log transform). The average daily consumption of tap water asplain drinking water was 0.86 ± 0.48 l/d and as heated tap water, e.g. in coffee and tea,was 0.94 ± 0.69 l/d, so the mean total tap water intake was 1.8 l/d. Women consumedmore cold tap water than did men (p < 0.001), while men appeared to have a higherconsumption of heated tap water. Cold tap water intake was significantly different
between age groups (p < 0.001) with highest intake in the oldest age group (≥ 70 years). There was also a significant decrease in cold tap water intake with increasing yearlyincome (p < 0.001, correlation coefficient –0.091). The consumption of bottled waterwas very low (mean 0.06 l/d) when compared to other countries.The intake of heated tap water in beverages was less than the amount of tap waterconsumed directly and no difference in the intake of heated tap water between sexes orages were seen (p = 0.773 and 0.180 respectively). A negative correlation was notedbetween increasing yearly income and amounts of tap water consumed in beverages(p < 0.001, correlation coefficient –0.057).
DiscussionThe authors highlight several limitations within the study:
 Use of questionnaires on consumption on a single day (may overestimateintake).
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 Questionnaire based on consumption at home (may be biased by sex, age).
 Employment status may be a stronger determinant of tap water consumptionpatterns than sex.
 Although children (0-9 and 10-19 years) had the lowest consumption, ingestionin terms of body weight will be highest (approximately 3-4 times higher forbabies less than 1 year than the general population).The sample size used in the quantitative analysis was small (157) and the use of a fixedunit of intake (200 ml glass) could have led to errors in estimation.
2.12.2 Germany (Sichert-Hellert et al., 2001)
BackgroundFew studies have been carried out to look specifically at water intake and beverageconsumption in healthy children and adolescents. However, children have a higher bodywater turnover and subsequently, a higher water requirement than adults.
AimsTo use data collated during the continuing DONALD Study (Dortmund Nutritional andAnthropometric Longitudinally Designed Study) to evaluate water intake and beverageconsumption in 2–13y-old subjects.
MethodsWater intake was evaluated and time trends in water intake and beverage consumptionwere assessed on the basis of 3 d weighed dietary records (n= 3736) of 2–13 year oldmales (n= 354) and females (n= 379) enrolled in the DONALD Study.
ResultsTotal water intake increased with age from 1114 g/d in the 2-3-y-olds to 1363 g/d inthe 4–8 year olds and further to 1801 g/d (1676 g/d) in the 9–13 year old boys (girls);33–38% came from food, 49–55% from beverages and 12–13% from fat oxidation. Totalwater intake relative to body weight decreased with age from 77.5 g/kg (boys and girls)to 48.9 g/kg in boys and 42.6 in girls. Milk (9–17%) and mineral water (12–15%) werethe most important sources of total water intake. In the 15 year period a significantincrease in total water intake (+1.7 to +3.2 g MJ−1 y-1) in all three age groups irrespectiveof sex was found. The increase in total water intake was mainly due to an increase inbeverage consumption (+0.32 to +0.47%/y).
DiscussionThe comparison of this data with other surveys points to a low total water intake,especially a low tap water intake, in German children and adolescents and underlinescultural influences on food and drinking habits.The authors highlighted some points that make comparisons between studies difficult:
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 A lack of clear definitions of beverage items.
 Errors due to semi-quantitative measures (cup, can).
 Errors due to measuring total weight (including nutrients) instead of waterintake only.
2.12.3 Germany (Hilbig et al., 2002)
BackgroundDuring the first 4-6 months of life, non-breast fed infants are dependent on tap waterfor the preparation of milk formula. Contaminated tap water (e.g. with metals, orenvironmental pollutants) can become a health risk in sensitive populations such asinfants and young children. However, there is a lack of data on measured water intake innormally nourished healthy infants and children.
AimsTo use individual food and fluid intake measurements from healthy infants, childrenand adolescents in the DONALD (Dortmund Nutritional and AnthropometricLongitudinally Designed) Study, to report on the distribution of individual intakes of tapwater in infants and young children aged 3–36 months.
MethodsIn the DONALD Study, food consumption is assessed by 3-day weighed diet records,with all foods and fluids (including tap and mineral water) being weighed to the nearest1g. Measurements are taken at 3, 6, 9, 12, 18, 24 and 36 months of age. This studyutilised 1962 diet records from 504 subjects between 1990 and 1998 to calculatescenarios for potential tap water contamination.
ResultsTap water intake relative to body weight was significantly higher in formula-fed (FF)infants than in breast-fed (BF) infants under 1year (p<0.0001). The estimated medianintake of lead and nitrate relative to body weight from tap water was higher in FFinfants than in BF infants or mixed fed (MF) young children. The scenarios based onintakes at the median, 95th percentile or maxima show that higher risks for exceedingthe presently existing maxima could be expected in FF infants.
DiscussionThe authors conclude that their study used readily available data to show potential risksto exceed tolerable values for contaminants in drinking water e.g. lead and nitrate.
2.12.4 France (Gofti-Laroche et al., 2001)NB: The article is written in French; the information below was taken from the abstract.
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BackgroundAssessment of risks associated with waterborne pollutants requires a goodcharacterization of the exposure of individuals and populations. This characterizationimplies knowledge of pollutant levels in water and their temporal variability, along withan estimation of drinking water consumption.
MethodsThis work, included within the E.M.I.R.A study which was set up to assess waterborneinfectious risks, describes in details daily drinking water consumption of 544 Frenchvolunteers. Data were collected by self-questionnaires.
ResultsResults differ according to the season. Tap water usage for food follows a normaldistribution (arithmetic mean in winter=1.55 l/d, 95% CI [0.20-2.90]; arithmetic meanin spring=1.78 l/d, [0.13-3.43]). Total drinking water intake follows a lognormaldistribution (geometric mean in winter=1.60 l/d, standard deviation=1.73 l/d;geometric mean in spring=1.92 l/d, standard deviation=1.70 l/d). Tap water intakeamounts to more than 80% of total drinking water consumption, and pure tap water(i.e. not added, modified nor boiled) amounts to 42% of total drinking water.From the information given, the lognormal distribution for total drinking water intakes
have μ = 0.47, σ=0.55 in winter, with a mean of 1.8 l/d, and μ = 0.65, σ=0.53 in spring, with a mean of 2.2 l/d.
2.12.5 USA (USDA, 2011)
Background/AimsThe goals of this study were to describe plain drinking water intake patterns of the U.S.population and determine whether total, tap, and bottled water intakes differ by gender,race/ethnicity, income, and activity level.
MethodsTwenty-four-hour dietary recall data from 16,566 individuals age 2 years and overparticipating in What We Eat In America (WWEIA), the dietary intake component of theNational Health and Nutrition Examination Survey (NHANES), in 2005-2008 wereanalysed. Appropriate sample weights were applied to produce nationallyrepresentative estimates. Differences in the intakes of total plain, tap, and bottled waterintake by gender, race/ethnicity, activity level, and income were identified using t-tests.Regression procedures were used to adjust estimated means for confounding variableswhen testing for differences in daily plain water intake by race/ethnicity, activity level,and income.
ResultsOn any given day, 76% of individuals aged 2 years and over reported consumption ofplain drinking water. The mean intake per person (including both reporters and non-
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reporters) was 3.9 cups (0.924 l). Total plain drinking water intakes do not differ bygender within age group, but tap water intakes are higher for males 12–19 years thanfor females the same age and for females 60+ years than for males the same age(p < 0.001). The majority of plain drinking water is consumed at home. There are somedifferences in intakes by race/ethnicity, income, and activity level. In some age groups,including adults 20+ years, tap water intake is higher for non-Hispanic whites than fornon-Hispanic blacks and Hispanics. Among adults over 20+ years, there is a positiveassociation between bottled water intake and income, though intakes of total plain andtap water do not differ by income. Adults who are physically active drink more plainwater than sedentary adults do.
2.12.6 Canada (Levallois et al., 1998)
BackgroundCanadian average consumption of water used to derive drinking water guidelines isassumed to be 1.5 l/d, which is based on a drinking water survey of 970 Canadians in1977/1978. This figure may not be as relevant to today’s population who consumemore bottled water and carbonated drinks than would have been the case during theperiod of the survey.
AimsTo carry out a pilot study on drinking water consumption in a sample of residents inQuebec City, with specific focus on age, sex and residential area.
MethodsA pilot study on water consumption was carried out in the Québec City region in Apriland May 1996 with 125 people using a 24-h recall plus a 2-day diary. Consumption ofdrinking water via liquid and food was assessed as well as the type of water consumed(tap, bottle or filtered water) and place of consumption (home or away from home). Foreach food and drink selected, the amount of water used in its preparation wascalculated; some foods were considered to be 100% added water (e.g. coffee, tea andnoodles) and soup 50% water.
ResultsMost of the people (56%) were drinking some bottled water or filtered tap water and25% of water intake was away from home. Food consumption was found to be a non-significant source of drinking-water intake. The average water consumption was similarin exclusively tap water consumers and bottled or filtered water consumers (1.5 vs. 1.7l/d, p = 0.29. No significant differences in amounts consumed were found according toage, but older people drank hot beverages and soup more often. Estimated waterconsumption differed significantly between days (p<0.05). Highest estimated levelswere found during recall, however levels also differed significantly between diaryestimates on day 1 and day 2 (p<0.05).
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DiscussionThe authors identified the following weaknesses within the study:
 The present pilot-study was weakened by a low participation rate (14%).Incentive might be necessary to improve participation rate and data collectionmethods must also be simplified.
 A 24-h recall plus a 1-day diary seem sufficient and data on consumption couldbe limited to liquids, soups and cereals.
2.12.7 Other: Netherlands, Australia, Germany, UK (Mons et al., 2007)
BackgroundThis paper presents the findings of a report (Mons et al., 2005) written as part of theMicrorisk (Microbiological risk assessment: a scientific basis for managing drinkingwater safety from source to tap) project. It presents a review of tap water consumptionstudies. Study design was evaluated including factors that may influence consumption.
MethodsRaw consumption data were obtained from 4 countries, collected with different studydesigns. Statistical models were fitted to the data to determine variability in drinkingwater consumption and the impact of study design on outcome and statisticaldistribution.
ResultsFrom the studies evaluated, the mean consumption of cold tap water for the ‘averageconsumer’ was 0.10–1.55 l/d (most studies < 1 l/d), of total tap water 0.955–2.58 l/d(only one study > 1.95 l/d) and of total water 1.14–2.19 l/d. No conclusions could bedrawn regarding the effects of season, age and gender on tap water consumption.Physical activity, yearly income and perceived health status were reported to influencewater consumption.
DiscussionThe authors made several recommendations:
 Estimation of drinking water consumption is higher in questionnaires than indiaries; therefore diaries are the recommended choice for collecting such data. Inaddition, the longer the period of collection, the more representative the data is(3-4 days optimal).
 If diaries can’t be used then 24 hour recall is the method of choice with repetitionon one non-consecutive day to estimate within person variation.
 Large number of respondents should be recruited with collection of data spreadevenly over one or more years to avoid generalisation in time; 2000 adults asminimum sample size is recommended.
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 Water consumption data is best collected as continuous data (grams or litres perday) rather than in discrete units (e.g. cups) for statistical analysis.
 The Poisson distribution performed better than the lognormal distribution withthe datasets, but the Poisson distribution is only suitable for discrete data notcontinuous measurements.
 Non-consumers can form a high proportion of those recruited; it is advised thatstatistical probability distributions are fitted to the total dataset, including non-consumers.
2.12.8 USA (secondary sources: Burmaster, 1998)
BackgroundThe author’s aim was to fit distributions of intake suitable for use in health riskassessments to existing data from a survey conducted in 1978 (Ershow et al., 1993) forpregnant and lactating women.
MethodsThe author used probability plots and maximum likelihood estimation (MLE) to fitlognormal distributions for daily intake of total water and tap water by 3 groups ofwomen (6201 controls, 188 pregnant, and 77 lactating; all 15–49 years of age) in theUnited States. The data were only available as summary statistics and frequencydistributions (histograms): the individual records were not used. He also developedbivariate lognormal distributions for the joint distribution of water ingestion and bodyweight for these 3 groups.
ResultsThe mean tap water intakes and lognormal distribution parameters were:
 Control: 1.157 l/d, μ = –0.0018, σ = 0.593 
 Pregnant: 1.189 l/d, μ = –0.0038, σ = 0.640 
 Lactating: 1.31 l/d, μ = 0.165, σ = 0.492 
ConclusionsThe author recommended the distributions for water intake as fitted by MLE for use inhuman health risk assessments.
CommentDistributions other than the lognormal were not considered.
2.12.9 USA (secondary sources: Roseberry & Burmaster, 1992)
Abstract“We fit lognormal distributions to data collected in a national survey for both totalwater intake and tap water intake by children and adults for these age groups in years:
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0 < age < 1; 1 ≤ age < 11; 11 ≤ age < 20; 20 ≤ age < 65; 65 ≤ age; and all people in the survey taken as a single group. These distributions are suitable for use in public healthrisk assessments.”
CommentWe have not been able to obtain a copy of this paper, but assume that it used data fromthe same survey as the later paper (Burmaster, 1998).
2.12.10 DiscussionThe mean tap water consumption reported by several of these surveys was 1.5–1.8 l/d,which is higher than the amounts found in the British surveys. The use of recall ratherthan diaries has been suggested to cause for the overestimation (Mons et al., 2007). Theuse of fixed volume units rather than measured (or estimated) volumes could also be acause.Several of the surveys reported a trend of consumption increasing with age, as wasfound in Britain. However, there was no consistent effect of sex on intake.The distribution most commonly fitted to the data was the lognormal. However, thisoften appeared to be an a priori decision, not the result of evaluating differentdistributions.
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Table 9. Summary of drinking water consumption papers.
Author (date) Country Participants Method Factors Distribution Mean intake, l/d Westrell et al (2006)Sweden 157 adults and children(10,957 adults andchildren in earliernational survey)
Recall; fixed 200 ml units Sex, age, income Lognormal (μ , σ)Cold water( –0.299, 0.570) Cold: 0.86Heated: 0.94Total: 1.8 Sichert-Hellert et al (2001) Germany 733 children (2-13) DONALD: longitudinal;semi-quantitative records Sex, age, results standardisedby weight None Total: 1.1–1.8 Hilbig(2002) Germany 504 infants (<36months) DONALD; ditto Age, post-natal feeding,results standardised byweight None n/a Laroche et al (2001) France 544 adults Questionnaire Season Lognormal (μ , σ)winter(0.47, 0.55)spring(0.65, 0.53)
TotalWinter: 1.8Spring 2.2
NHANES 2011 USA 16,566 adults andchildren Recall Sex, age, ethnicity, income,activity level None Cold: 0.924 Levallois et al (1998)Canada 125 adults Recall + 2 day diary Age None 1.5 (tap water onlyconsumers)1.7(bottled/filteredwater consumers) Mons et al (2007)NL, Australia,Germany, UK Review of other studies Various; recommends diary Various Poission if usingdiscretemeasures 0.955–2.58. Onlyone result >1.95 Burmaster (1998)USA Women Recall Pregnant, lactacting Lognormal (μ, σ)Control:(-0.0018, 0.593)Pregnant:(-0.0038, 0.640)Lactating:(0.165, 0.492)
Control: 1.157Pregnant: 1.189Lactating: 1.31
Roseberry & Burmaster (1992)USA Adults and children Recall Age Lognormal not available
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3. Modelling tap water intakeAs most of the intake data sets were only available as frequency distributions, thepreferred method of using them in the exposure simulation was by fitting parametricdistributions to them. Of the data initially available, DWCS 2008 had the best resolution,being presented as a table of frequencies of width 0.1 l/d, so the exploratory analyseswere carried out on this set and the methods were subsequently applied to the otherDWCS sets and finally to NDNS 2001, which required a slightly different approachbecause it contained individual records.
3.1 DWCS 2008Some of the analysis of DWCS 1978 had assumed a normal distribution for the intake(Hopkin & Ellis, 1980), but it was immediately clear from the histograms that thisassumption did not hold for the 2008 data, as both total and unboiled intakes werepositively skewed (Figure 4). A review of cold water consumption for microbial riskassessment (Mons et al., 2007) considered data collected from several countries andtested how well several distributions fitted the detailed data sets from the Netherlands,UK, Germany and Australia. An important distinction was made between discrete andcontinuous data sets. Discrete data sets measure the intake in fixed units, such asglasses, whereas continuous ones (e.g. Accent, 2008) use, in principle, precisemeasurements of volume, though often these are estimates based on broad proportionsconsumed (eg 25%, 50%, 75% and 100%) and standard assumptions about vesselvolumes. Some of the data sets showed consumption patterns similar to the unboiledintake in Figure 4, which were usually best fitted by an exponential distribution. Mons
et al. made no recommendation for continuous data sets, but recommended the Poissondistribution for discrete data.None of the British surveys used fixed volumes, so all should be treated as continuousdata. Standard continuous distributions suitable for skewed data include exponential,lognormal, gamma and Weibull (see Glossary). All of these except the Weibulldistribution had been tested by Mons et al. for the discrete data sets and all gave goodresults in some cases. The exponential distribution has its maximum at 0 and decreasesmonotonically, so it is only suitable for data similar to the unboiled intake in Figure 4.As the contaminants of interest in this project are not generally removed by boiling, itwas the total intake that was of interest, so the exponential distribution was notappropriate.In addition to the distributions above, one additional option was considered. If arandom variable has a Poisson distribution, its square root is approximately normallydistributed with variance 0.25 (McCullagh & Nelder, 1989). As the Poisson distributionhad been found to fit discrete data, normal distributions were fitted to the square rootof the intake, which will be referred to here as the normal (square root) or normal (sqrt)distribution.
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Figure 4. Distributions of total and unboiled water consumption from both waves
of DWCS 2008.The fitting functions required the data as sets of points, so it was necessary to generatethem from the frequency tables. In the initial analyses, an appropriate number of pointsfrom each class in the frequency table were generated by sampling from a uniformdistribution over the range of the class. This was intended to introduce someuncertainty into the values, rather than using the midpoint of each class. The data foreach wave in the survey were considered individually and combined, as no significantdifference had been found between the means of the two waves (Accent, 2008). Theparticipants who were included in both waves were therefore represented twice in thecombined set, but there was no information available about the consistency in theintake of the same individual at different dates.The distributions were fitted using maximum likelihood estimation (see Glossary) viathe fitdistr function of the MASS package for R. The number of degrees of freedom was
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constant because each distribution had two parameters: the mean and standarddeviation (possibly transformed) for those related to the normal distribution, shape andrate for the gamma distribution and shape and scale for the Weibull distribution. Foreach, three graphical tests were used: a direct comparison of the density function withthe histogram, a quantile-quantile (Q-Q) plot and a direct comparison of the cumulativedistribution function (CDF – see Glossary) with the empirical cumulative distributionfrom the data. The Q-Q plot shows the value of each quantile of the data against that ofthe fitted distribution; for a perfect fit it would be a straight line of slope 1.The Anderson-Darling (Anderson & Darling, 1952) test for goodness of fit was alsoapplied. This is a non-parametric test based on the empirical distribution function. Itcomputes a test statistic related to the distance between the fitted and empiricalcumulative distribution functions. Compared to the more familiar Kolmogorov-Smirnovtest it gives more weight to the tails of the distribution and is also more appropriatewhen distributions are being fitted to the data. The upper tail, quadratic class version(roughly equivalent to using mean-square errors) for left-truncated data (Chernobai et
al., 2005) was used, provided by the ad2up.test function of the truncgof package for R.The Anderson-Darling tests were repeated five times, because the simulation used inthe Anderson-Darling method resulted in variability in the p value. (Note: since theproject was completed, the truncgof package has been withdrawn from R due topossible incompatibility with recent versions.)In practice, the test was very sensitive and not always informative. The p values couldnot always be calculated and were low even when data were generated artificially fromknown distributions. A cruder comparison was therefore made by calculating theresidual sum of squares (RSS) between the fitted and empirical cumulative distributionfunctions.The results are shown in Table 10 and Figure 5–Figure 8. Note that the best fit is wherelog likelihood is highest (for example –1393 > –1565). The log likelihood is the sum oflog likelihood values for all the points in the data set, so it cannot be directly comparedbetween waves or between a single wave and the combined data because they containdifferent numbers of points. Note also that the log likelihood for the parameters of thenormal (square root) distribution has been corrected for the effect of the square roottransformation (see Appendix B). It was immediately clear from the graphs and the RSSthat the lognormal distribution fitted this data set very poorly. It had a consistentlylower likelihood than the other distributions. The same was found in initial tests withthe other DWCS data, so we rejected it from further consideration, despite its popularitywith some of the sources reviewed above. The other three distributions were allplausible and the normal (square root) was always the best fit, though the differences inthe statistics were relatively small. The RSS reflected the visual assessment better thanthe more formal Anderson-Darling statistic.
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Table 10. Log likelihood and Anderson-Darling test p value for distributions fitted
to total water intake from DWCS 2008.






Wave 1 Lognormal –1565 0–0.02 0.0646Normal (sqrt) –1393 0.07–0.13 0.0078Weibull –1406 0–0.02 0.0124Gamma –1422 0 0.0138Wave 2 Lognormal –1658 0.01–0.03 0.1169Normal (sqrt) –1413 0.05–0.12 0.0077Weibull –1431 0.01–0.03 0.0136Gamma –1464 0 0.0251Combined Lognormal –3155 0–0.02 0.0738Normal (sqrt) –2811 0.05–0.09 0.0078Weibull –2844 0.01–0.02 0.0137Gamma –2861 0 0.0140* Range when test done five times; 0 indicates that a p value of < 2.2×10-16 was returned
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Figure 5. Lognormal distribution fitted to total intake data from DWCS 2008 for
Wave 1, Wave 2 and the combined data. Graphs show the histogram and density
function; quantile-quantile plot; empirical and fitted cumulative distribution
functions.
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Figure 6. Normal distribution fitted to square root of total intake data from DWCS
2008 for Wave 1, Wave 2 and the combined data. Graphs show the histogram and
density function; quantile-quantile plot; empirical and fitted cumulative
distribution functions.
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Figure 7. Gamma distribution fitted to total intake data from DWCS 2008 for Wave
1, Wave 2 and the combined data. Graphs show the histogram and density
function; quantile-quantile plot; empirical and fitted cumulative distribution
functions.
Wave 1 total intake data and fitted Gamma
Mean dai ly intake, l





























Wave 1 total intake data and fitted Gamma

















Wave 2 total intake data and fitted Gamma
Mean dai ly intake, l





























Wave 2 total intake data and fitted Gamma

















Pooled total intake data and fitted Gamma
Mean dai ly intake, l





























Pooled total intake data and fitted Gamma

















Final Report: Defra WT1263, DWI 70/2/273
Page 43 of 118
Figure 8. Weibull distribution fitted to total intake data from DWCS 2008 for
Wave 1, Wave 2 and the combined data. Graphs show the histogram and density
function; quantile-quantile plot; empirical and fitted cumulative distribution
functions.After the initial exploration of the data, an improved method of fitting to the frequencyclasses was used. The fitdistcens function from the fitdistrplus package in R is designedto apply maximum likelihood estimation to ‘censored’ data (see Glossary), including thecase of interval censored data in which only lower and upper bounds on each value areknown. To use this, each frequency class was converted into the appropriate number ofpoints, each given by the bounds on the class value, thus eliminating any priorassumption about the location of the points within the class.Other than the likelihood, the only goodness of fit statistics available using this functionwere the Akaike and Bayes information criteria (AIC and BIC), which are both derivedfrom the likelihood and give no additional information when the number of parametersis the same for all the models being fitted. As the representation of the upper tail of thedistribution is likely to be important for exposure assessment, the 99th percentile of thedistribution was compared with the estimate from the data.The results of fitting the three distributions that gave acceptable results with theprevious method are shown in Table 11 and an example for the total of the two waves is
Wave 1 total intake data and fitted Weibull
Mean dai ly intake, l





























Wave 1 total intake data and fitted Weibull

















Wave 2 total intake data and fitted Weibull
Mean dai ly intake, l





























Wave 2 total intake data and fitted Weibull

















Pooled total intake data and fitted Weibull
Mean dai ly intake, l





























Pooled total intake data and fitted Weibull

















Final Report: Defra WT1263, DWI 70/2/273
Page 44 of 118
shown in Figure 9. Note that the empirical cumulative distribution function is nowplotted with error bars derived from the uncertainty in the data values. This examplefor the total of the two waves illustrates the difficulty of selecting a single statistic tojudge the goodness of fit. The log likelihood for the normal (sqrt) distribution washigher than for the other distributions in each case. (In this case, no correction to thelikelihood value is required: see Appendix B.) In terms of predicting the 99th percentilevalue, the gamma distribution was the best, though the histogram/density plot showsthat its peak was skewed slightly too far to the left. The Q-Q plot showed that theWeibull distribution performed poorly in the tail, which was reflected in consistentunderestimation of the 99th percentile.
Table 11. Log likelihood and 99th percentile for distributions fitted to total water
intake from DWCS 2008 using fitdistcens.







distributionWave 1 Normal (sqrt) -4905 3.25 3.09Weibull -4920 3.25 2.99Gamma -4928 3.25 3.32Wave 2 Normal (sqrt) -4739 3.45 3.28Weibull -4752 3.45 3.17Gamma -4774 3.45 3.57Combined Normal (sqrt) -9647 3.35 3.18Weibull -9675 3.35 3.08Gamma -9705 3.35 3.44
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Figure 9. Normal (square root), gamma and Weibull distributions fitted to total
tap water intake (Wave 1 + Wave 2) from DWCS 2008 using interval method
(error bounds on the empirical CDF computed by fitdistcens in R). Note that the
CDF for the normal (square root) distribution is in transformed units.
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3.2 DWCS 1995As discussed in Section 2.3 the data for DWCS 1995 were derived from the histogram inthe report, so the second method of fitting described above was applied. The normal(square root) distribution fitted slightly better than the others according to the loglikelihood and the Weibull distribution fitted better than the gamma distribution (Table12). The Weibull gave the closest agreement with the 99th percentile, and the gammadistribution gave the worst. However, the Q-Q plot showed that both the normal and theWeibull systematically underestimated the quantiles beyond the 99th percentile, whilethe errors in the gamma distribution in this range were generally smaller.
Table 12. Log likelihood and 99th percentile for distributions fitted to total water









distributionNormal (sqrt) -2314 2.875 2.965Weibull -2316 2.846Gamma -2334 3.200
3.3 DWCS 1978The same method was applied to the data from DWCS 1978. In this case, the gammadistribution fitted best by likelihood, estimation of the 99th percentile and inspection ofthe Q-Q plot (Table 13). The normal (square root) distribution fitted the 99th percentilemore closely than the Weibull distribution.
Table 13. Log likelihood and 99th percentile for distributions fitted to total water









distributionNormal (sqrt) -11614 2.475 2.226Weibull -11677 2.171Gamma -11591 2.346
3.4 NDNS 2001The NDNS 2001 data were supplied as detailed intake records, from which the dailyaverage intake for each individual was calculated. It was, therefore, possible to fit thedistributions directly to the data and to calculate the RSS as a measure of the distancebetween the empirical and fitted cumulative distribution functions. The models werefitted to the whole sample and also to the subsets by age and sex described in Sections
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2.7 and 2.8. The corrected value of the log likelihood for the normal (square root)distribution was used. The Weibull distribution consistently gave the poorest fit asmeasured by the RSS and, in all cases but one, as measured by the likelihood and the99th percentile, so it was rejected. There was usually little visible difference between thedistributions, thought the Weibull distribution generally had a flatter peak than theother two (as in the example shown Figure 10).
Table 14. Log likelihood, 99th percentile and RSS of the CDF for distributions fitted
to total tap water intake from NDNS 2001.









CDFAll Normal (sqrt) -1350 2.855 2.710 0.0221Gamma -1354 2.902 0.0269Females Normal (sqrt) -735 2.721 2.661 0.0189Gamma -737 2.857 0.0227Males Normal (sqrt) -611 2.972 2.760 0.0578Gamma -612 2.947 0.0484Age 19–24 Normal (sqrt) -70 2.168 2.021 0.0438Gamma -68 2.167 0.0715Age 25–39 Normal (sqrt) -484 2.863 2.626 0.0138Gamma -486 2.822 0.0326Age 40–54 Normal (sqrt) -492 2.916 2.804 0.0450Gamma -494 2.986 0.0486Age 55–64 Normal (sqrt) -257 2.848 2.719 0.0577Gamma -255 2.863 0.0647
The likelihoods for the two fitted distributions were similar in all cases (Table 14). Thegamma distribution usually gave the best estimate of the 99th percentile but usuallyhigher RSS. The CDF and the Q–Q plot generally showed very little difference betweenthe two distributions and both fitted the data well over most of the range. Where therewas a difference, the Q–Q plot showed that the gamma distribution fitted better at thehighest intakes.
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Figure 10. Normal (square root), gamma and Weibull distributions fitted to total
tap water intake by all adults from NDNS 2001.
3.5 DW16 2011The normal (square root) and gamma distributions were fitted to the data for thecomplete sample in DW16 2011 and to the groups defined by the sex, age and weightfactors using the methods that were applied to the NDNS 2001 data set (Table 15). Aswith the other data sets, the differences between the two distributions were small.
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Table 15. Log likelihood, 99th percentile and RSS of the CDF for distributions fitted








CDFAll Normal (sqrt) -329 1.704 1.597 0.0167Gamma -332 1.783 0.0123Females Normal (sqrt) -116 1.694 1.477 0.0179Gamma -124 1.661 0.0439Males Normal (sqrt) -204 1.705 1.709 0.0163Gamma -201 1.893 0.0149Age 0–3 Normal (sqrt) -30 1.466 1.366 0.0246Gamma -32 1.558 0.0565Age 4–6 Normal (sqrt) -0.58 1.177 1.224 0.0206Gamma -1.20 1.339 0.0287Age 7–10 Normal (sqrt) -93 1.700 1.629 0.0333Gamma -94 1.799 0.0281Age 11–15 Normal (sqrt) -153 1.910 1.881 0.0140Gamma -156 2.091 0.0540< 17 kg Normal (sqrt) -21 1.527 1.345 0.0362Gamma -21 1.530 0.052617–26 kg Normal (sqrt) -18 1.194 1.317 0.0401Gamma -18 1.429 0.021526–41 kg Normal (sqrt) -65 1.715 1.625 0.0209Gamma -72 1.858 0.0925
≥ 41 kg Normal (sqrt) -122 1.960 1.968 0.0293Gamma -126 2.185 0.1073
3.6 Choice of distribution for simulationThe three distributions that fitted the total tap water intake best were Weibull, gammaand normal fitted to the square root of the intake. Overall, the third of these gave thebest fit, but the gamma distribution had the least tendency to underestimate the upperquantiles. There is no strong theoretical justification for choosing any one of thedistributions. The Weibull and the gamma typically arise in waiting time or failureinterval distributions. The use of the normal distribution for the square root of intakewas motivated by the observation that this approximates a Poisson distribution.However, the assumption of constant variance was relaxed, so this was not in fact thenormal approximation to the Poisson distribution. Furthermore, the Poissondistribution is appropriate for the frequency of independent events of equal probability,so there is little theoretical basis for using it as a model of individual intake, where thelong-term mean intakes may differ between individuals.The choice of distribution was, therefore, largely pragmatic. It was convenient, thoughnot essential to use one distribution and vary the parameters to represent every dataset. On this basis the Weibull distribution was the least suitable, as it gave poor resultswith NDNS 2001.
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In practice, simulation of exposure using either the normal (square root) or the gammadistributions would be similar: the Q-Q plots showed that there was very littledifference in their estimation of the quantiles over most of the range. In general, thenormal (square root) tended to underestimate the highest quantiles more often than thegamma distribution. This means that, compared with the normal distribution, the fittedgamma distribution would tend to predict higher exposure estimates for the same (highpercentile) probability, which is more conservative (precautionary). The other cause fordoubt about the use of the normal distribution is the need to truncate the underlyingdistribution at zero. This would be necessary because it was fitted to the positive squareroot of the data. The positive section of the distribution would then be normalised togive a total probability density of 1.It was concluded that using the gamma distribution in the simulation was preferable.The parameters for all the data sets are given in Table 16.
Table 16. Parameters (shape and rate) of the fitted gamma distributions for all
the tap water intake data sets.
Data set Shape RateDWCS 2008 total 3.44 2.66DWCS 2008 Wave 1 3.64 2.85DWCS 2008 Wave 2 3.25 2.47DWCS 1995 3.03 2.64DWCS 1978 4.24 4.44NDNS 2001 all 3.53 3.20NDNS 2001 males 3.72 3.26NDNS 2001 females 3.41 3.18NDNS age 19–24 2.92 3.81NDNS age 25–39 3.34 3.18NDNS age 40–54 3.99 3.36NDNS age 55–64 4.49 3.78DW16 2001 All 2.08 3.81DW16 2001 Females 2.08 4.08DW16 2001 Males 2.13 3.63DW16 2001 Age 0–3 1.76 3.97DW16 2001 Age 4–6 2.61 5.78DW16 2001 Age 7–10 2.40 4.10DW16 2001 Age 11–15 2.28 3.42DW16 2001 Weight < 17 kg 1.71 3.98DW16 2001 Weight 17–26 kg 2.81 5.65DW16 2001 Weight 26–41 kg 2.03 3.60DW16 2001 Weight ≥ 41 kg 2.37 3.35
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4. Concentration of chemicals in tap waterSets of data on measured concentrations of chemical contaminants in water weresupplied by the DWI. These consisted of the data collected by all the water companies inEngland and Wales for statutory monitoring of water quality and were supplied withtheir permission for use in the project.“More than one-third of the tests were carried out on drinking water drawn fromconsumers’ taps selected at random. For monitoring purposes, company water supplyareas are divided into zones based on population (maximum 100,000). Generally, zonesare sampled at consumers’ taps with the number of required tests being greatest inzones with larger populations. Other sample locations are water treatment works andtreated water (service) reservoirs” (DWI, 2011). The proportion taken from consumers’taps, as reported in other reports in the same set, was similar in the other regions ofEngland and Wales. With the exception of sulphate and chloride, all the parametersconsidered in this study (listed in Table 17) must be monitored at customers’ taps.Most samples are taken after flushing, to determine the quality at the point of supply.However, samples for lead and copper are the first litre drawn during a randomdaytime visit. Consequently samples for lead and copper will reflect any increases dueto domestic plumbing. Concentrations of lead and copper in flushed samples will almostcertainly be lower than in regulatory samples.Given the large number of samples and the randomisation employed, it is assumed herethat the results are representative of supplies to consumers in England and Wales as awhole. There are some local variations, but these are generally smaller than thevariations in the distribution of nitrate shown in Appendix C.The main sets contained the concentrations of ten inorganic determinands for 2010(Table 17), the concentrations of iron, lead selenium, sodium and manganese for 2004,and of lead for the intervening years. In addition, frequency tables for leadconcentration from 1994–96 were taken from printed reports by optical characterrecognition (Hydes et al., 1996; Hydes et al., 1997). From 2004 onwards, each recordgave the value and a flag to indicate whether this was the measured concentration orthe limit of detection (LoD), in which case the concentration was an unknown value upto the LoD. For all the determinands listed in Table 17 the LoD must be no more thanone-tenth of the limit for the concentration prescribed in the Water Supply Regulations(United Kingdom, 2000).
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< LoDSulphate* 250.0 25.0 mg 10,524 48Sodium 200.0 20.0 mg 18,234 7Nitrate 50.0 5.0 mg 24,378 0Iron 200.0 20.0 μg 45,684 17,376Copper 2.0 0.2 mg 13,029 1,322Arsenic 10.0 1.0 μg 12,825 3,958Lead 25.0 2.5 μg 12,667 6,323Selenium 10.0 1.0 μg 12,646 5,428Chloride* 250.0 25.0 mg 10,536 2Manganese 50.0 5.0 μg 41,420 24,775* IndicatorsInitial exploration concentrated on the data for 2010. The project specified that lead,iron and selenium should be modelled, together with one additional determinand to beagreed during the project. Manganese was subsequently added. After examining thedata, it was proposed that the additional substance modelled should be one withdifferent statistical properties from the first three. Iron and lead concentration both hadhighly skewed distributions with the majority of samples very close to zero, but longtails containing sparse results at much higher concentrations. Both had highproportions below the LoD. The distribution of selenium concentration was lessskewed, but still had a high proportion below the LoD.The distribution for copper had a similar shape to those for lead and iron, but manyfewer points below the LoD, so it was used to inform the analyses of lead and iron, butnot selected for full consideration. Arsenic had a similar distribution to selenium, with asimilar proportion below the LoD, so was not considered further. Sodium, chloride andsulphate had less skewed distributions with very few values below the LoD. Sodiumwas, therefore, chosen as a representative of this group.The distribution for nitrate was complicated. At national level it was strongly bimodal,with peaks around 2 mg/l and 30 mg/l. When the data were viewed at company level,many still showed multimodal behaviour, confirming our expectation that exposure willvary with region and water source within each region. Some sources, such as those fromupland catchments, could have consistently low concentrations. Others, such as surfacewaters from draining catchments with a high fraction of arable land, may have highseasonal peak concentrations. Finally, some groundwater sources have persistentlyraised levels of nitrate, particularly those where land has been converted frompermanent grassland to arable farming in the past (which releases a lot of nitrate viaenhanced mineralisation) and where land is intensively managed (including fertilisedgrassland). The type of analysis required to interpret these drivers was beyond thescope of this project. Some examples of the distributions are shown in Appendix C.
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The large number of samples with concentrations below the LoD for some of thedeterminands was one of the main concerns when considering how to use this data inthe simulation of exposure. Although they would have little influence on the upperquantiles, which were likely to be of most interest in the assessment, they amounted toover half the sample in the case of lead and so would affect the median value. The LoDwas not a constant for each determinand: its value varied between and within the watercompanies. In some cases, concentrations were recorded for some samples that werebelow the LoD for others. This meant that points recorded as below the LoD could affectquantiles higher than those suggested by their frequency alone.As noted in Section 1.2.1, several substitution methods are commonly used. The onerecommended by the FSA is to repeat the simulation using two substitutions: 0 andequal to the LoD. Another substitution approach is to use LoD/2. This problem has beenexamined in detail by a working group of the European Food Safety Authority (EFSA,2010). They commented thatDespite its drawbacks, the substitution method is still widely used, mainlywith the justification that it is easy to implement, it is widely understood andthat the upper bound practice leads to conservative estimates for exposureassessment calculations, i.e. over-estimation of the mean and under-estimation of the variability.Clearly substitution by 0 can lead to the converse: under-estimation of the mean andover-estimation of the variability.The EFSA working group considered several parametric methods for fittingdistributions while taking account of points below the LoD and commented:The consensus view is that the maximum likelihood estimation (MLE)method is the best approach from a methodological perspective.They recommend against proceeding with any method if there are than fewer than 50samples or more than 80% are censored, neither of which applies in this case.Otherwise parametric modelling is generally the preferred method, with the option ofthe Kaplan-Meier method (Kaplan & Meier, 1958) if fewer than 50% of the data arecensored and there are multiple LoDs. Kaplan-Meier is a non-parametric method thatessentially constructs empirical distribution functions with uncertainty arising from themultiple LoDs. It is probably better suited to estimating population statistics than to usein simulation.A recent paper dealing with the same issue in environmental monitoring (Gardner,2011) reviewed several earlier papers and constructed examples to test substitutionand MLE approaches. It concluded:
 Perhaps the only justifiable substitution methodology is where doublesubstitution (by zero and then by the LOD value) is used to give an upper andlower bound to a mean value. [The method used by the FSA]
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 Use of MLE is recommended as for providing a better approach and should beseen as essential if there is a need to estimate standard deviation or percentilevalues.On the basis of these and other papers, we proceeded with the use of MLE to attempt tofit distributions to the contaminant data. The method used, as with the interval data forintake, employed the fitdistcens function from the fitdistrplus toolbox for R. Thecensored values are specified as intervals in which the upper bound is the LoD and thelower bound is NA (signifying a missing value). In contrast to the MLE methods used inthe EFSA (2010), this allows multiple LoD values within the data set.EFSA (2010) also considered goodness of fit statistics. The use of the Akaike and Bayesinformation criteria (AIC and BIC) to discriminate between models was suggested.However, as observed above, these are equivalent to using the likelihood when all themodels have the same number of parameters. The report contains only a briefparagraph on formal goodness of fit tests. As was the case with the intake distributions(Section 3.1), these did not prove useful in practice.In addition to the graphical assessment of the fitted distributions, particularly the Q–Qplot, the RSS of the cumulative distribution function was calculated, as was theKullback-Leibler divergence (Kullback & Leibler, 1951), which is a measure of thedistance between two density functions – in this case the empirical and fitted densities.The data for iron and lead contained a few extreme values: the maximum concentrationfor each was over 100 times the 99th percentile. After discussion with the DWI it wasagreed that these were likely to be genuine outliners, not errors in the analysis orrecording, so they were retained in the data sets. Nine values for iron were given as lessthan LoDs which were much greater than required by the regulations. These were foundto be the results of the wrong analysis being used and they were removed from the dataset.
4.1 CopperIt was noted that copper concentration had a similar distribution to lead and iron, butwith only 10% below theLoD, compared with 40% for iron and 50% for lead. Ittherefore provided a useful test for suitable distributions. The distribution of the data isshown in Figure 11 up to the 99th percentile (including the remainder of the tail wouldcompress the scale without conveying additional information). Some summary statisticsare given in Table 18 showing the results of substitution of values below the LoD by 0and by the LoD.Although the shape of the histogram would suggest an exponential distribution, thisgave a very poor fit. The Q–Q plot was a curve lying below the 1:1 line (i.e.overestimating) up to 0.09 mg/l (the 90th percentile) and above the line(underestimating) beyond that point. The comparison of the density function with thehistogram and between the CDFs also showed the poor fit very clearly.
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Figure 11. Histogram of copper concentration in all samples from England and
Wales 2010 (up to 99th percentile).
Table 18. Summary statistics for copper concentration in all samples from




<LoD = LoDMean 0.0415 0.0419Minimum 0.0000 0.0001Maximum 2.7000 2.7000Percentile 25 0.0050 0.0053Percentile 50 0.0130 0.0130Percentile 75 0.0374 0.0374Percentile 90 0.0990 0.0990Percentile 95 0.1700 0.1700Percentile 99 0.4470 0.4470Percentile 99.9 1.0401 1.0401
The only standard parametric distribution that fitted the data was the lognormal
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at the 99th percentile (Table 19, Figure 12). This result was obtained using the MLEmethod for left-censored data. Substitution of LoD values by 0 before fitting thedistribution resulted in underestimation of the lower percentiles and severeoverestimation from the 70th percentile onwards. Conversely, substitution by the LoDcaused underestimation above the 75th percentile and substituting LoD/2 producedsimilar, but less severe underestimation.
Table 19. Summary statistics from a lognormal distribution fitted to data for
copper from England and Wales.
Statistic Value,
mg/lMean 0.0423Min 0.0Max ∞Percentile 25 0.0050Percentile 50 0.0138Percentile 75 0.0379Percentile 90 0.0940Percentile 95 0.1618Percentile 99 0.4485Percentile 99.9 1.4063
Figure 12. Comparison of fitted lognormal with concentration data for copper
from England and Wales 2010 up to 99th percentile.The Kullback-Leibler (KL) divergence proved to be of little help in selecting thedistribution to use. Despite giving a very poor fit, the KL divergence for the exponentialdistribution was 0.918 compared with 1.012 for the lognormal distribution. The loglikelihood for the lognormal distribution was higher (24312 compared with 20709),giving a corresponding difference in the AIC and BIC. The RSS computed for the CDFalso showed a much smaller error for the lognormal (0.0002 compared with 0.057).
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Using the lognormal distribution appeared to give a satisfactory fit to the data, except inthe tail of the distribution and, in particular, to provide a better method of handlingvalues below the LoD in the simulation than fixed substitutions. However, the tail isimportant for exposure assessment, and the use of fitted distributions will be discussedfurther in Section 6. The methods that worked best for copper were applied to the othercontaminants.
4.2 Lead
The permitted concentration of lead in tap water was reduced from 50 μg/l to 25 μg/l on 25th December 2003 and is due to be reduced to 10 μg/l on 25th December 2013. Thedata showed how the actual concentration changed over the period 1994–2010 (Table20, Table 21 and Figure 13). The distribution functions in the figure are lognormaldistributions fitted to the data sets as described below. The distribution slightlyunderestimated the frequency of very rare high values, but these lie beyond the rangeand the resolution of the graph. The substitution used for the LoD in Table 21 had a verylarge effect on the median, due to the high proportion of values below the LoD, and asubstantial effect on the mean.These results show that the concentration of lead has been reduced since 1994 and thatthe chance of exceeding the maximum acceptable concentration has substantiallydecreased. There also seems to have been a reduction between 2004–07 and 2008–10,probably as a result of the introduction of plumbosolvency schemes in order the meetthe tightening standard. It should be noted that all samples are taken in consumers’homes and most of the lead enters the water from lead supply pipes, much of which isowned by the consumer and was probably installed before 1970. Some lead may arisefrom use of non-approved solder and leaching from brass fittings.
Table 20. Proportion of samples where lead concentration was below past,
current and future limits.
Year 10 μg/l 25 μg/l 50 μg/l1994 0.812 0.912* 0.9691995 0.781 0.896* 0.9611996 0.837 0.934* 0.9772004 0.9722 0.9950 0.99842005 0.9804 0.9970 0.99912006 0.9780 0.9966 0.99892007 0.9824 0.9976 0.99932008 0.9887 0.9977 0.99912009 0.9900 0.9977 0.99932010 0.9893 0.9983 0.9992* This value is not available in the reports for 1994–96, so is interpolated between theproportions for 20 and 30. It is likely to be a slight underestimate.
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Table 21. Summary statistics for lead concentration in all samples from England
and Wales 2004, 2010 using two substitutions for values below the LoD.
Year 2004 2004 2010 2010
Substitution <LoD = 0 <LoD = LoD <LoD = 0 <LoD = LoD
Statistic Value, µg/l Value, µg/l Value, µg/l Value, µg/lMean 1.79 2.04 1.01 1.21Minimum 0.0 0.00 0.00 0.02Maximum 1772.20 1772.20 1530.00 1530.00Percentile 25 0.00 0.50 0.00 0.25Percentile 50 0.20 0.70 0.02 0.50Percentile 75 1.53 1.53 0.60 0.80Percentile 90 4.20 4.20 2.00 2.00Percentile 95 6.90 6.90 3.77 3.77Percentile 99 17.51 17.51 10.07 10.07Percentile 99.9 88.51 88.51 40.31 40.31
Figure 13. Change over time in the cumulative distribution functions for the
concentration of lead in tap water (using lognormal distributions fitted to the
data).
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Distributions were fitted to the data sets containing complete sets of sample results(2004–2010) using the MLE method for left-censored data. The exponential distributionwas tested for each set, but a better fit was obtained consistently using the lognormaldistribution. As was the case for copper, some divergence was seen in the tail of thedistribution. For 2008–2010 this began between the 95th and 99th percentiles; for 2004–2007 it began between the 90th and 95th percentiles.As the data for 1994–96 were only available as class frequencies, lognormaldistributions were fitted by applying the method used for the DWCS intake surveys. Theobserved and predicted class frequencies were compared to verify that the results were
acceptable. The parameters are shown in Table 22. It can be seen that μ, which is directly related to the geometric mean, had decreased considerably over time. Thesummary statistics are shown in Table 23.
Table 22 Parameters for the lognormal distributions fitted to lead concentrations.
Year μ σ1994 0.807 1.6981995 1.06 1.621996 0.679 1.6362004 –0.946 1.8612005 –1.129 1.7962006 –1.062 1.8622007 –1.161 1.842008 –1.59 1.7462009 –1.535 1.692010 –1.636 1.76
Table 23. Summary statistics for lognormal distributions fitted to lead
concentration data from England and Wales (μg/l). 
Year 1994 2004 2010Mean 9.47 2.19 0.92Min 0.0 0.0Max ∞ ∞ ∞Percentile 25 0.71 0.11 0.06Percentile 50 2.24 0.39 0.19Percentile 75 7.04 1.36 0.64Percentile 90 19.75 4.22 1.86Percentile 95 36.60 8.29 3.52Percentile 99 116.41 29.47 11.69Percentile 99.9 425.90 122.11 44.83
4.3 IronThe data for iron showed some decrease in concentration between 2004 and 2010(Table 24). The 99th percentile (1 in 100) is now about half of the limit of 200 μg/l 
Final Report: Defra WT1263, DWI 70/2/273
Page 60 of 118
prescribed by the Water Supply Regulations, although the 99.9th percentile (1 in 1000)is about double the limit. The summary statistics are shown using two substitutions forvalues below the LoD: 0 and the LoD. As expected, with 40% of samples below the LoD,the substitution had the biggest effect on the lower quartile and the median; the meanchanged by about 25% and the upper percentiles were unaffected.The distributions were fitted to the data for iron from 2004 and 2010 using the MLEmethod for left-censored data. The lognormal distribution gave good results for 2010 upto the 99th percentile, after which it underestimated significantly. A similar pattern wasfound with the data for 2004, but the fit was poorer throughout the range. The
parameters were μ = 2.281, σ = 1.257 for 2004 and μ = 1.729, σ = 1.32 for 2010, again reflecting the decrease in the mean concentration. The resulting summary statistics areshown in Table 25 for comparison with the data. As expected, the mean and median liebetween the estimates produced using the two methods of LoD substitution.
Table 24. Summary statistics for iron concentration in all samples from England
and Wales 2004, 2010 using two substitutions for values below the LoD.
Year 2004 2004 2010 2010
Substitution <LoD = 0 <LoD = LoD <LoD = 0 <LoD = LoD
Statistic Value, μg/l Value, μg/l Value, μg/l Value, μg/lMean 18.3172 22.7215 12.2258 15.1596Minimum 0.0 0.007 0.0 1.0Maximum 4586.0 4586.0 2260.0 2260.0Percentile 25 0.0 10.0 0.0 4.8Percentile 50 10.0 13.0 4.3 10.0Percentile 75 21.5 21.5 14.0 15.0Percentile 90 42.1 42.1 28.7 28.7Percentile 95 64.0 64.0 45.0 45.0Percentile 99 142.0 142.0 116.0 116.0Percentile 99.9 511.2 511.2 402.8 402.8
Table 25. Summary statistics for lognormal distributions fitted to iron
concentration data from England and Wales (μg/l). 
Year 2004 2010Mean 21.6 13.5Min 0.0 0.0Max ∞ ∞Percentile 25 4.2 2.3Percentile 50 9.8 5.6Percentile 75 22.8 13.7Percentile 90 49.0 30.6Percentile 95 77.4 49.4Percentile 99 182.2 121.5Percentile 99.9 476.0 333.0
Final Report: Defra WT1263, DWI 70/2/273
Page 61 of 118
4.4 SeleniumThe data for selenium showed some decrease in concentration between 2004 and 2010(Table 26). The 99.9th percentile (1 in 1000) is now less than half of the limit of 10 μg/l prescribed by the Water Supply Regulations.
Table 26. Summary statistics for selenium concentration in all samples from
England and Wales 2004, 2010 using two substitutions for values below the LoD.Year 2004 2004 2010 2010Substitution <LoD = 0 <LoD = LoD <LoD = 0 <LoD = LoDStatistic Value, µg/l Value, µg/l Value, µg/l Value, µg/lMean 0.71 0.85 0.41 0.57Minimum 0.0 0.0004 0.0 0.06Maximum 8.80 8.80 7.40 7.40Percentile 25 0.0 0.30 0.00 0.24Percentile 50 0.45 0.56 0.30 0.40Percentile 75 1.00 1.00 0.60 0.80Percentile 90 1.90 1.90 1.00 1.00Percentile 95 2.50 2.50 1.30 1.30Percentile 99 4.15 4.15 2.64 2.64Percentile 99.9 6.48 6.48 4.58 4.58
The distribution was less skewed than those for copper, lead and iron (Figure 14). Inboth 2004 and 2010, over 30% of the values were below the LoD, which was often at or
close to maximum permitted (1 μg/l). The candidate distributions were fitted using the MLE method for left-censored data.Only the exponential distribution gave acceptable results for the 2004 data. Thelognormal distribution fitted this set very poorly: the RSS of the CDF was 0.85 comparedwith 0.06 for the exponential distribution. The lognormal distribution overestimatedseverely (by a factor of up to 4) from the 80th percentile upward. The choice of theexponential distribution would not have been obvious from initial examination of thedata, because the exponential distribution has its mode at zero, whereas the dataappears to have a non-zero mode. However, the data set contains a large proportion ofvalues below the LoD: the three peaks in Figure 14 and many of the lower bars at theleft of the histogram correspond to LoD values from different sets of samples. Thesetherefore represent true values lying between 0 and the LoD, so the mode cannot beestimated reliably from the data. The exponential distribution fitted well in the middleregion, but underestimated slightly beyond the 95th percentile. Its single parameter, therate, was 1.297.The data for 2010 showed some evidence of containing two populations with differentmeans. The lognormal distribution and the exponential distribution both gave similargoodness of fit results with this set. For example the RSS of the CDF was 0.15 for thelognormal distribution and 0.18 for the exponential distribution. The lognormaldistribution overestimated slightly at the higher percentiles, whereas the exponential
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distribution underestimated slightly. To be consistent with 2004, the exponentialdistribution was selected; its rate parameter was 2.111. The summary statistics for bothyears are shown in Table 27. The mean, median and lower quartile (and upper quartilefor 2010) fall in the ranges shown for the two methods of LoD substitution in Table 26.
The difference in distribution between selenium and the metals considered above maybe due to their origins. Selenium in tap water arises mainly from naturally-occurringselenium in the water sources, whereas most copper, and lead enter the water from thesupply pipes, including domestic pipework and fittings, and iron can arise fromtreatment or corrosion of the iron distribution mains.
Table 27. Summary statistics for exponential distributions fitted to selenium
concentration data from England and Wales (μg/l). 
Statistic 2004 2010Mean 0.77 0.47Min 0.0 0.0Max ∞ ∞Percentile 25 0.22 0.14Percentile 50 0.53 0.33Percentile 75 1.07 0.66Percentile 90 1.78 1.09Percentile 95 2.31 1.42Percentile 99 3.55 2.18Percentile 99.9 5.33 3.27
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Figure 14. Histogram of selenium concentration in all samples from England and
Wales 2004 with fitted exponential distribution.
4.5 SodiumSodium is present in some sources of ground water and surface. Some treatmentchemicals contain sodium, and significant quantities may be added by domestic watersofteners. The data for sodium showed a slight increase in concentration between 2004and 2010 (Table 28), but the 99.9th percentile (1 in 1000) is still less than the limit of200 mg/l prescribed by the Water Supply Regulations.The distribution was less skewed than those for copper, lead and iron, with a non-zeromode. As there were very few values below the LoD, this appeared to be a genuinemode, so an exponential distribution would be inappropriate. The distributions werefitted to the data using the MLE method for left-censored data. The best fit was, again,obtained with a lognormal distribution, but the Q–Q plot for both years showedsystematic errors throughout the range and severe underestimation of the percentilesabove the 99th (Figure 15 and Table 29). The parameters of the distribution were
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Table 28. Summary statistics for sodium concentration in all samples from
England and Wales 2004, 2010.
Year 2004 2010Statistic Value, mg/l Value, mg/lMean 18.3 19.6Minimum 0.1 0.1Maximum 257.0 223.0Percentile 25 8.4 9.4Percentile 50 13.6 15.3Percentile 75 25.0 26.2Percentile 90 35.8 37.0Percentile 95 44.0 44.8Percentile 99 64.8 66.0Percentile 99.9 150.1 162.5
Figure 15. Comparison of fitted lognormal with concentration data for sodium
from England and Wales 2010 up to 99.9th percentile.
Table 29. Summary statistics for lognormal distributions fitted to sodium
concentration data from England and Wales (mg/l).
Statistic 2004 2010Mean 18.27 19.62Min 0.0Max ∞ ∞Percentile 25 8.97 9.70Percentile 50 14.34 15.46Percentile 75 22.93 24.63Percentile 90 34.99 37.47Percentile 95 45.05 48.16Percentile 99 72.40 77.13Percentile 99.9 123.20 130.76
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4.6 ManganeseThe data for manganese showed some decrease in concentration between 2004 and2010 (Table 30). In 2010, the 99th percentile (1 in 100) was about one-quarter of the
limit of 50 μg/l prescribed by the Water Supply Regulations and the 99.9th percentile (1in 1000) was below the limit, whereas it was slightly above the limit in 2004. In 2004,manganese was detected above the limit of detection in only about 46% of samples; in2010 this had fallen to 40% although the mean LOD used had been reduced from
2.6 μg/l to 1.7 μg/l. The summary statistics are shown using two substitutions for values below the LoD: 0and the LoD. As the proportion of values below the LoD was very high and the range ofLoDs used was very wide, including a substantial number at the maximum permitted
value of 5.0 μg/l, there were large uncertainties in the lower quartile, median, mean and even the upper quartile. In the data for 2010, this effect extended to the 95th percentile.
Table 30. Summary statistics for manganese concentration in all samples from
England and Wales 2004, 2010 using two substitutions for values below the LoD.
Year 2004 2004 2010 2010
Substitution <LoD = 0 <LoD = LoD <LoD = 0 <LoD = LoD
Statistic Value, μg/l Value, μg/l Value, μg/l Value, μg/lMean 2.03 3.47 1.10 2.12Minimum 0.00 0.00 0.00 0.11Maximum 656.00 656.00 430.00 430.00Percentile 25 0.00 1.15 0.00 1.00Percentile 50 0.00 2.64 0.00 1.80Percentile 75 2.14 4.42 1.20 2.00Percentile 90 5.52 5.52 2.90 3.39Percentile 95 8.70 8.70 4.60 5.00Percentile 99 19.00 19.00 11.90 11.90Percentile 99.9 65.84 65.84 44.29 44.29
The usual distributions were fitted to the data for manganese from 2004 and 2010using the methods described above. In general, the distributions fitted quite poorly andwere difficult to assess due to the presence of values below the LoD with relatively high
LoDs. For 2010, the best fit was obtained using the lognormal distribution with μ = -
0.286 and σ = 1.095. The Weibull distribution appeared to fit the 2004 data slightly better than the lognormal. However, when used to generate random samples, it
consistently produced maxima of about 100 μg/l, one-sixth of the maximum in the data set, whereas the lognormal produced maxima around or above that of the data set. Wedecided to use the lognormal distribution for 2004, to remain consistent with 2010 andwith most of the other determinands. The parameters of the lognormal distribution for
the 2004 were μ = -0.058 and σ = 1.460, reflecting the higher mean concentration at that time. The resulting summary statistics from the distributions are shown in Table 31 for
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comparison with the data. As expected, the mean and median lie between the estimatesproduced using the two methods of LoD substitution.
Table 31. Summary statistics for lognormal distributions fitted to manganese
concentration data from England and Wales (μg/l). 
Year 2004 2010Mean 2.74 1.37Min 0.0 0.0Max ∞ ∞Percentile 25 0.35 0.36Percentile 50 0.94 0.75Percentile 75 2.53 1.57Percentile 90 6.13 3.06Percentile 95 10.42 4.55Percentile 99 28.18 9.60Percentile 99.9 85.95 22.15
4.7 Method of simulationThe preceding sections discussed the results of fitting distributions to the data setsunder consideration. A common problem was large errors in the tail of the distribution,which is the area that is likely to be most important when estimating toxicological risksor the risk of exposure exceeding statutory limits. This part of the data was unaffectedby censoring at the limit of detection. Conversely, some of the sets were severelycensored: up to 50% in the case of lead. Any method of substitution would, therefore,lead to biases in the estimate of statistics for the majority of the population, such as themean or median. Finally, it should be noted that the data for some of the determinandsthat have not been studied in detail, such as nitrate, were multi-modal, so could not befitted by parametric distributions.All of the data sets were large, containing 10,000–50,000 values after excluding thepoints below the LoD, so random sampling from the data offered a good alternative tousing a distribution function, except for the problem of values below the LoD. Themethod chosen for the exposure simulation was the hybrid approach proposed by EFSA(2010): points were sampled from the data, but values below the LoD were substitutedusing the best available distribution. When the sampled value was below the LoD, thedistribution function was used to convert the value to the corresponding probability ofobtaining a value less than or equal to the LoD from the distribution. A random numberbetween zero and that probability was generated and converted back to a concentrationusing the inverse of the distribution function (i.e. the quantile function). Note thatrepeated samples from the same point, if they occurred, would return differentsubstituted values representing the uncertainty in the true value. Some comparisons ofthe exposure simulation were also performed using the approach favoured by the FSAof simulating exposure twice: once using substitution by 0 and the other usingsubstitution by the LoD to give upper and lower bounds. The tables of summary
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statistics for concentration given above showed that that the distributions fitted to thedata usually gave mean, median and lower percentiles in the range produced from thedata using this approach.This method could not be used for lead prior to 2004, because the data were onlyavailable as tables of class frequencies. For these years the fitted lognormaldistributions were used to generate all the samples.
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5. Reference data on exposure to contaminantsA comprehensive search strategy was developed to identify literature relating to dietaryintakes and guidelines for the chemicals being considered within the project. A detailedset of search terms were developed as the basis for identifying relevant data fromauthoritative sources such as the UK Department of Health, and from peer-reviewedliterature, through searches of SCOPUS (includes Medline & Embase) and CSA Illumina(Aqualine, Biological Sciences, Environment Abstracts, Environment Science andPollution Management, Medline, Risk Abstracts, Toxline, Water Resources Abstracts).The output of these searches was subjected to detailed consideration for relevance tothe project by a risk assessor within Cranfield University’s Institute of Environment andHealth.Most of the data on reference values were drawn from three authoritative UK sources(Burmaster, 1998; COT, 2003; Defra, 2010), the World Health Organisation (WHO,1987), The Joint FAO/WHO Expert Committee on Food Additives (JECFA) (FAO, 2012)and the recommendations of the UK Food Standards Agency’s Expert Group on Vitaminsand Minerals (EVM). Additional information for lead came from the European FoodSafety Agency (EFSA, 2010). Data on intakes from sources other than drinking waterwere taken from taken from the National Diet and Nutrition Survey (Bates et al., 2011)and COT (2003). These are summarised in Table 32.The reference values are expressed in several different forms:
ADI (Acceptable Daily Intake): an estimate of the amount of a substance in food ordrinking water, expressed on a body-weight basis, that can be ingested daily over alifetime without appreciable risk (standard human (WHO) = 60 kg). The ADI is listed inunits of mg per kg of body weight.
Benchmark dose (BMD): a dose or concentration that produces a predeterminedchange in response rate of an adverse effect (called the benchmark response or BMR)compared to background.
Benchmark dose limit (BMDL): a statistical lower confidence limit on the dose orconcentration at the BMD. For BMDL01 this is at the 1% response level.
PMTDI (Provisional Maximum Tolerable Daily Intake): the endpoint used forcontaminants with no cumulative properties. Its value represents permissible humanexposure as a result of the natural occurrence of the substance in food and in drinking-water. In the case of trace elements that are both essential nutrients and unavoidableconstituents of food, a range is expressed, the lower value representing the level ofessentiality and the upper value the PMTDI.
PTWI (Provisional Tolerable Weekly Intake): an endpoint used for foodcontaminants such as heavy metals with cumulative properties. Its value representspermissible human weekly exposure to those contaminants unavoidably associatedwith the consumption of otherwise wholesome and nutritious foods.
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RNI (Reference Nutrient Intake): for a vitamin or mineral, the amount of the nutrientthat is sufficient for about 97% of people in the group. If the average intake of the groupis at the RNI, then the risk of deficiency in the group is judged to be very small.However, if the average intake is lower than the RNI then it is possible that some of thegroup will have an intake below their requirement.It is important to note that the RNI differs from the other reference values, in that itrepresents a level of sufficiency for an essential nutrient. The others represent upperlimits of permissible or tolerable exposure. There is a subtler distinction between ADIand PTWI, which are limits of regular exposure to contaminants with cumulativeproperties (e.g. lead) and the PMTDI for non-cumulative minerals, which may also beessential nutrients with RNIs specified (e.g. iron and copper).Of the six substances considered in this study, only lead is not an essential nutrient. Therecommended maxima for lead have recently been reviewed. The previous PTWI (WHO,1987) was equivalent to 3.5 µg kg-1d-1. However, EFSA now states that there is norecommended tolerable intake level as there is no evidence of thresholds for a numberof critical health effects. Using the BMD approach, the 2010 EFSA opinion identified a95th percentile lower confidence limit of the benchmark dose of 1% extra risk(BMDL01) of 0.50 µg kg-1d-1 for developmental neurotoxicity in young children (EFSA,2012). The report also lists cardiovascular effects and nephrotoxicity in adults aspotential critical adverse health effects of lead with BMDL01 for cardiovascular effects of1.5 µg kg-1d-1 and BMDL10 for nephrotoxicity of 0.635 µg kg-1d-1.RNIs are given for iron, copper, sodium and selenium. For manganese, an FSA workinggroup noted that (in the USA) “Insufficient data were available to set a recommendeddietary amount … Adequate intakes were determined as there was insufficientinformation to set RDAs” (FSA, 2002). The report also stated that, “The EU ScientificCommittee for Food (SCF) recommended a safe and adequate dose of 1–10mg/Mn/person/day (SCF, 1993).” The use of the word “adequate” would imply that thisis broadly similar to an RNI, but less precisely defined.PMTDIs are given for copper and iron. There is also an EVM Safe Upper Level for totaldietary intake of copper, which is about one-third of the PMTDI (COT, 2003). Both WHOand EVM give upper safe limits for selenium of similar magnitudes. The ScientificAdvisory Committee on Nutrition reviewed the evidence on the health effects of salt andrecommended that the average intake should be reduced to 6 g/d for adults, but statedthat this was an “achievable population goal” not an optimum level (SACN, 2003). This isequivalent to a sodium intake of 2.4 g/d. FSA (2002) reported that manganese has lowacute toxicity. Although there was some evidence of neurotoxic and other effects ofchronic exposure, the data were inadequate to set maximum safe levels.
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Table 32. Reference intake values and estimated intakes from sources other than




Intake guideline Estimated intake from non-
drinking water sourcesLead Present25 µg/lFrom25/12/201310 µg/l
Young children BMDL01(neurotoxicity): 0.5 µg kg-1d-1Adults BMDL01 (cardio-vascular): 1.5 µg kg-1d-1Adults BMDL10(nephrotoxicity):0.635 µg kg-1d-1(EFSA, 2012)
PreviouslyPTWI for lead (all age groups)of 25 µg/kg bw (WHO, 1987)equivalent to an ADI ofapproximately 3.5 µg kg-1d-1JECFA ADI: 3.6 µg kg-1d-1 (FAO,2012)
Mean intakes, µg kg-1d-1 (COT, 2003)Pre-school (1.5–4.5 years): 0.21–0.25Young people (4–18 years): 0.13–0.15Adults: 0.09–0.10
Iron 200 µg/l RNI, mg/day (Defra, 2010)<1 year: 5.41–3 years: 6.94–6 years: 6.17–10 years: 8.711–14 years (F): 14.811–14 years (M): 11.315–18 years (F): 14.815–18 years (M): 11.319–50 years (F): 14.819–50 years (M): 8.751–64 years (F): 8.751–64 years (M): 8.7JECFA PMTDI: 0.8 mg kg-1d-1(FAO, 2012)
Mean total intake from food sources,mg/day (Bates et al., 2011)Age 4–10 (F): 8.4Age 4–10 (M): 9.1Age 11–18 (F): 8.6Age 11–18 (M): 10.8Age 19–64 (F): 9.8Age 19–64 (M): 12.0Age 65+ (F): 9.5Age 65+ (M): 11.3
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Intake guideline Estimated intake from non-
drinking water sourcesCopper 2 mg/l RNI, mg/day (Buttriss, 2000)0–3 months: 0.24–6 months: 0.37–9 months: 0.39–12 months: 0.31–3 years: 0.44–6 years: 0.67–10 years: 0.711–14 years: 0.815–18 years: 1.0>18 years: 1.2JECFA PMTDI: 0.5 mg kg-1d-1(FAO, 2012)EVM Safe Upper Level =0.16 mg kg-1d-1 for total dietaryintake (COT, 2003)
Mean total intake from food sources,mg/day (Bates et al., 2011)Age 4–10 (F): 0.79Age 4–10 (M): 0.81Age 11–18 (F): 0.86Age 11–18 (M): 1.04Age 19–64 (F): 1.06Age 19–64 (M): 1.27Age 65+ (F): 1.09Age 65+ (M): 1.39
Sodium 200 mg/l RNI, mg/day (Buttriss, 2000)< 1 year: 3001-3 years: 5004-6 years: 7007-10 years: 1200>10 years: 1600Target level <2400 mg/d(SACN, 2003)
Mean total intake from food sources,mg/day (Bates et al., 2011)Age 4-10 (F): 1863Age 4-10 (M): 1989Age 11-18 (F): 2009Age 11-18 (M): 2563Age 19-64 (F): 2029Age 19-64 (M): 2732Age 65+ (F): 1889Age 65+ (M): 2393
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Intake guideline Estimated intake from non-
drinking water sourcesSelenium 10 µg/l RNI, µg/day (WHO, 2001)0-6 months: 67-12 months: 101-3 years: 174-6 years: 227-9 years: 2110-18 years (F): 2610-18 years (M): 3219-65 (F): 2619-65 (M): 3465+ years (F): 2565+ years (M): 33Recommended daily intake ofselenium is about 1 µg/kg bwfor adults.The upper limit of the saferange proposed by the WHO is400 mg/day determined foradults only based onepidemiological data.EVM Safe Upper Level =450 mg/d for totaldietary intake, equivalent to7.5 mg kg-1d-1 for a 60 kg adult(COT, 2003)
Mean total intake from food sourcesµg/day (Bates et al., 2011)Age 4-10 (F): 32.0Age 4-10 (M): 34.0Age 11-18 (F): 35.0Age 11-18 (M): 44.0Age 19-64 (F): 43.0Age 19-64 (M): 54.0Age 65+ (F): 41.0Age 65+ (M): 51.0
Manganese 50 µg/l Adequate daily intakes, mg/d(FSA, 2002)0-6 months: 0.0037-12 months: 0.61-3 years: 1.24-8 years: 1.59-13 years (M): 1.914-18 years (M): 2.29-18 years (F): 1.6>18 years(M) 2.3>18 years(F): 1.8Pregnancy 2.0Lactation: 2.6No maximum found
Median total intake from foodsources (mg/day) (FSA, 2002)6-12 months (M&F): 1.11.5-2.5y (M&F): 1.02.5-3.5y (M&F): 1.13.5-4.5y (M):1.33.5-4.5y (F): 1.14-6y (M):1.684-6y (F):1.447-10y (M):1.927-10y (F):1.7011-14y (M):2.1011-14y (F):1.8115-18y (M):2.415-18y (F):1.9265-74y (M):3.2365-74y (F):2.60
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6. Simulation of exposureThe components needed for the simulation have all been described in the precedingsections. A bespoke program was written in R with a simple user interface using the
RGtk2 package to carry out the simulations and collect the results (Figure 16). Summarystatistics and the CFD were displayed on the screen, with more detailed results loggedto files.
Figure 16. Graphical user interface for the exposure simulation in R.Daily water intake was simulated from gamma distributions fitted to the different setsof survey data. The corresponding chemical concentration in the water consumed wassimulated by sampling from the original concentration data, using the fitteddistributions to substitute for values below the LoD. A simulation with n iterations thenconsisted of sampling n pairs of values, one each from the water intake and chemicalconcentration, and multiplying these to give the exposure. If intake is expressed in l/dand concentration is in mg/l, then the exposure is calculated in mg/cap/d. Summarystatistics, such as the mean and several percentiles were derived from the results. Theremaining question was to choose an appropriate value for n to give reasonably reliableestimates of the summary statistics.The extreme percentiles of a population or simulation are always difficult to estimatereliably. Consider the case of sampling from a large population, where the true value ofthe 99th percentile is P99. If the sample size is 1000, the expected number of points inthe sample exceeding P99 is 10. However, this number has a Poisson distribution, whichalso has a variance of 10 (standard deviation 3.162), so the number of such points inrepeated samples will be highly variable. If the number of points in the sample with
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values greater than P99 (the true 99th percentile) is smaller than 10, then the 10 pointswith the highest values, which define the 99th percentile in the sample, will includepoints with values lower than P99 and will, therefore, underestimate it. Conversely, ifthe sample (with size 1000) contains more than 10 points above P99, then the 99thpercentile will be overestimated. As the sample size increases, the standard deviation ofthe Poisson distribution decreases relative to its mean, so the estimation of the 99thpercentile becomes more accurate.Unfortunately, this analysis does not allow the standard error of the estimates of thepercentiles to be calculated directly for the general case. However, it does help toreinforce the importance of investigating the effect of the number of iterations used inthe simulation. One method that can be used to estimate the errors in statistics derivedfrom samples is ‘bootstrapping’, in which the statistic of interest is calculated for manyrelatively small subsamples of the original sample. However, this is difficult whenconsidering extreme percentiles: to obtain an estimate for the 99.9th percentile, eachsubsample would need over 1000 points. As the results were being produced by asimulation, an alternative was to test the variability of the results using multiplesimulations.The simulation was tested for each determinand with the aim of ensuring that theestimate of the 99th percentile would be reliable and the 99.9th (the 1 in 1000 level)would be reasonably reliable. The tests were performed using one intake distribution,DWCS 2008, because all the distributions were similar. Sets of 1000 runs wereperformed for each to calculate the mean and coefficient of variation (CoV = sd/mean)of the 99th and 99.9th percentiles. The aim was to have a CoV less than 0.1 for the 99.9thpercentile and for the set of estimates of each percentile to have an unskewed (henceunbiased) distribution. It was found that 100,000 iterations were required to achievethis for those contaminants with the most highly skewed distributions (i.e. iron andlead), though 10,000 iterations were sufficient for selenium and sodium (Table 33). Inthe results reported below, 100,000 iterations were used for all the simulations.To produce the results given below, each simulation was run entirely separately fromthe others. For each population group, the tap water intake was simulated for eachsubstance, rather than using one set of intakes for all the substances. Similarly, eachgroup within a survey (e.g. children 0–3 years) was simulated separately from the fullpopulation, so there was a full set of 100,000 iterations for each combination ofpopulation group and substance.
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Percentile Mean CoV ShapeIron 10,000 1000 99 162 0.05 symmetricIron 10,000 1000 99.9 560 0.18 skewedIron 100,000 100 99 162 0.02 symmetricIron 100,000 100 99.9 567 0.06 symmetricLead 10,000 1000 99 14 0.06 symmetricLead 10,000 1000 99.9 61 0.33 skewedLead 100,000 100 99 15 0.02 symmetricLead 100,000 100 99.9 60 0.08 symmetricSelenium 10,000 1000 99 3.87 0.04 symmetricSelenium 10,000 1000 99.9 7.93 0.08 symmetricSodium 10,000 1000 99 120 0.03 symmetricSodium 10,000 1000 99.9 252 0.10 symmetric
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7. Simulation results
7.1 Interpreting the resultsThe model assumes that tap water intake and chemical concentration are independent,so each simulated point is a daily exposure event that is independent of all the others.This is most easily imagined as a set of 100,000 different individuals on a single dayassuming that there is no correlation between the concentrations of chemicals deliveredto individuals. Using this interpretation, the 99th percentile (for example) is an estimateof the exposure that would be exceeded by 1% of the population on a single day.As has already been noted, it is possible that there might be some consumers orhouseholds with persistently high or low consumption, but the data did not permitinvestigating this. Similarly, there might be an effect of location, either through somelocations or households having persistently atypical concentrations of some substances,or short-term changes affecting multiple households. There were some regionalvariations in the median concentrations, particularly for sodium and copper, butinvestigating their effects was beyond the scope of the study. The data did not permitdetailed investigation of the effect of location on the higher values, but superficiallythere seemed to be little effect. For example, there were usually eight samples ondifferent dates from each water supply zone (not necessarily a single household), andthose that had single samples with the highest lead concentrations did not producemore than one extreme value. However, there may be effects that were not evident inthe data. One instance where high concentrations may be linked to specific householdsis in relation to plumbing metals. The sampling method used for these metals willinclude a contribution from the domestic plumbing, so any such contribution will beincluded in the data set.It is extremely unlikely that any individual would consistently exceed the 99thpercentile, for instance, as this would require persistently high concentration and highintake. However, it is conceivable that an individual might exceed the median (or otherpercentile) more frequently than expected, if either the concentration or the intake wastemporally correlated.Different approaches to limits given as intakes relative to weight were used for adultsand children. For adults the ADI or similar measure, where available, was converted to adaily intake using the weight of the lightest individual in the relevant group using thedata from NDNS 2001. For children, when using the DW16 2011 data, because thevariation in weight was greater, all the predicted intakes were converted to two valuesfor intake relative to weight by dividing by the mean and minimum weights for thegroup. The use of the lightest individual represents a worst case for both adults andchildren, but it is particularly extreme for the youngest group. For the group of childrenunder 4 years, the lightest was a baby under 1 year old, weighing 5 kg. This is themedian weight for boys at 6 weeks or girls and 8 weeks, and the 0.4th percentile for boysat 16 weeks or girls at 22 weeks (DH, 2009), so it represents a very small proportion of
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the 0–3 years age group. This child’s tap water intake was 0.673 l/d, which was higherthan the mean for the 0–3 years age group. However, the maximum intake by babiesunder 1 year old was less than half that for the whole group, so it is unlikely that a babywould experience the maximum intake.In reporting the results below, each table shows a fixed precision of 2 or 3 decimalplaces, determined by the smaller values. Larger values are rounded to 2–3 significantfigures within the text.
7.2 Iron
7.2.1 AdultsThe results of simulating exposure to iron are shown in Table 34, and a typicaldistribution up to the 99.9th percentile (1 in 1000) using the most recent data is shownin Figure 17. The distribution of calculated exposure was highly skewed with half the
population receiving less than 7 μg/d (the median exposure), a mean exposure of 
18 μg/d and 1% receiving more than 166 μg/d (the 99th percentile exposure). Byincreasing the resolution of the histogram (reducing the class widths), the mode was
found to be non-zero, at about 1 μg/d. Using the concentration data for 2010, the exposure results reflected the differences inwater consumption between the surveys, so DWCS 2008 had the highest values for themean, median and higher percentiles. The effect of reducing iron concentration wasshown by the comparison between simulations using the 2004 and 2010 concentrationresults with the DWCS 2008 intake data. The mean exposure decreased from 27 µg/d to18 µg/d, the 99th percentile (1 in 100) from 207 µg/d to 166 µg/d and the 99.9th (1 in1000) from 704 µg/d to 533 µg/d. This is less than one-tenth of the RNI for adults(8.7 mg/d; Defra, 2010). The mean exposure via tap water was about 2% of the meanintake of 9.8–12 mg/d from other sources (Bates et al., 2011). Thus, tap water does notgenerally make an important contribution to the required dietary intake of iron. ThePMTDI is 80 mg kg-1d-1 (FAO, 2012) which is equivalent to 3120 mg/d for the lightestindividual, exceeding the predicted 99.9th percentile by a factor of over 6000.
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Table 34. Simulation results for exposure to iron in tap water using 2010
concentration data combined with all intake surveys containing adult
respondents and 2004 concentration data combined with DWCS 2008 intake data.Intake DWCS1978all DWCS1995all DWCS2008adults NDNS2001adults DWCS2008adultsChemical Iron Iron Iron Iron IronUnits µg/d µg/d µg/d µg/d µg/dYear 2010 2010 2010 2010 2004Mean 12.77 15.41 17.75 15.13 26.52Median 5.26 6.04 7.00 5.98 12.04Upper quartile 12.55 14.75 17.10 14.54 27.14Percentile 90 27.54 33.08 37.76 32.37 57.09Percentile 95 44.72 54.30 61.86 53.22 89.63Percentile 99 116.20 146.28 165.87 140.14 207.08Percentile 99.9 399.98 496.85 532.86 462.86 704.28
Figure 17. Simulation results (histogram and CDF) for exposure to iron in tap
water using 2010 concentration data combined with DWCS 2008 intake data.The NDNS 2001 data were used to perform separate simulations by age and sex (Table35). The differences were due to the observed differences in tap water intake:
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increasing noticeably with age and slightly higher in males. The mean, median andupper percentiles for all groups were lower than those found for all adults using DWSC2008.
Table 35. Simulation results for exposure to iron in tap water using 2010
concentration data and NDNS survey for adults by age and sex.Intake NDNS200119–25 NDNS200125–39 NDNS200140–54 NDNS200154–64 NDNS2001females NDNS2001malesChemical Iron Iron Iron Iron Iron IronUnits µg/d µg/d µg/d µg/d µg/d µg/dYear 2010 2010 2010 2010 2010 2010Mean 10.23 14.17 15.96 16.12 14.60 15.26Median 3.99 5.58 6.45 6.56 5.73 6.16Upper quartile 9.86 13.64 15.57 15.53 13.93 14.97Percentile 90 21.93 30.38 34.00 33.79 31.08 33.12Percentile 95 36.48 49.73 55.72 54.47 51.05 53.81Percentile 99 95.88 129.39 151.64 148.04 136.72 136.73Percentile 99.9 368.93 450.46 476.12 564.17 487.83 483.88
The effects of using different methods of substitution for values less than the LoD wasexplored by conducting batches of 10 runs of 100,000 iterations each using foursubstitutions: 0, LoD, LoD/2 and the distribution used to generate the results above(Table 36, Table 37). For each method, the range of values for all the summary statisticsother than the 99.9th percentile was small, as previously found when selecting thenumber of iterations to use. The method of substitution affected all the statistics up tothe 75th percentile; the higher percentiles were consistent across all of the methods.Substituting values below the LoD with 0 and the LoD inevitably gave valuesrespectively below and above those for the other two methods. The range of estimatesof the mean was 15.5–19.58, which is very small compared with the reference values, soany of the methods would be adequate to estimate the mean in practice. Using LoD/2gave very similar results to using the lognormal distribution.
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Table 36. Comparison of simulated exposure to iron in tap water using <LoD
substitution by 0 and LoD. Mean, minimum and maximum of 10 runs with 2010
concentration data combined with DWCS 2008 intakes.
Substitute <LoD = 0 Substitute <LoD = LoD
Mean Min Max Mean Min MaxMean 15.76 15.50 16.19 19.33 19.19 19.58Min 0.00 0.00 0.00 0.07 0.05 0.09Max 4968.71 3484.50 8899.66 5092.62 2704.52 6493.14Percentile 10 0.00 0.00 0.00 2.06 2.04 2.09Percentile 25 0.00 0.00 0.00 4.73 4.68 4.76Percentile 50 4.30 4.20 4.40 10.18 10.13 10.23Percentile 75 16.10 15.89 16.29 19.62 19.50 19.81Percentile 90 37.26 36.84 37.82 37.59 37.05 38.23Percentile 95 61.05 60.28 61.76 60.10 59.02 61.14Percentile 99 163.21 154.99 169.29 160.32 155.69 166.83Percentile 99.9 548.33 471.32 639.05 549.71 496.93 582.43
Table 37. Comparison of simulated exposure to iron in tap water using <LoD
substitution by LoD/2 and lognormal distribution. Mean, minimum and maximum
of 10 runs with 2010 concentration data combined with DWCS 2008 intakes.
Substitute <LoD = LoD/2 Substitute <LoD =
distribution
Mean Min Max Mean Min MaxMean 17.73 17.47 17.95 17.47 17.19 17.72Min 0.03 0.02 0.05 0.02 0.02 0.03Max 4957.95 3277.10 7737.17 4370.06 3481.96 7594.29Percentile 10 1.44 1.42 1.46 1.20 1.18 1.22Percentile 25 3.37 3.31 3.40 2.77 2.74 2.79Percentile 50 7.38 7.32 7.43 6.91 6.86 6.98Percentile 75 16.63 16.42 16.75 16.90 16.76 17.09Percentile 90 37.28 36.93 37.47 37.41 37.06 37.90Percentile 95 61.14 60.45 61.89 61.23 60.61 62.39Percentile 99 162.85 159.82 166.69 163.60 161.63 167.22Percentile 99.9 564.86 514.23 616.94 551.84 518.01 599.57
7.2.2 ChildrenThe results of the simulation of exposure to iron for the whole sample and the sex andage groups are shown in Table 38, which includes the RNI for each age group (Defra,2010). Because Defra (2010) distinguishes babies under 1 year old from the youngestgroup and splits the oldest into males and females, the ranges of RNIs are shown forthese in the table. In each case, the 99.9th percentile of the simulated exposure was lessthan 1/20 of the RNI. The mean total intake from food sources is similar to the RNI(Bates et al., 2011), so, as for adults, the simulation predicted that tap water wasgenerally an insignificant source of intake of iron.
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The results for the four weight groups are shown in Table 39 and relative to the weightsof the mean and minimum weight individuals in Table 40. The PMTDI (FAO, 2012) is
800 μg kg-1d-1; the predicted relative intake for the 99.9th percentile of the <17 kg group
was only 46 μg kg-1d-1 using the weight of the lightest individual.
Table 38. Simulation results for exposure to iron via tap water (µg/d) using 2010
concentration data and intake from DW16 2011 for under-16s by sex and age


























Mean 7.473 6.943 7.942 6.018 6.190 7.920 9.097
Median 2.659 2.506 2.895 2.091 2.310 2.935 3.312
Upper quartile 6.908 6.456 7.400 5.529 5.822 7.448 8.445
Percentile 90 15.962 14.942 17.083 12.995 13.131 16.857 19.321
Percentile 95 26.436 24.733 28.403 21.756 21.875 27.940 32.297
Percentile 99 73.611 68.086 76.471 59.253 58.183 77.367 87.787
Percentile 99.9 280.613 245.815 281.905 209.827 215.869 275.945 336.261
Table 39. Simulation results for exposure to iron via tap water (µg/d) using 2010













≥41 kg Mean 5.867 6.677 7.608 9.580Median 1.992 2.569 2.737 3.552Upper quartile 5.322 6.416 7.143 8.934Percentile 90 12.461 14.305 16.458 20.458Percentile 95 20.978 23.418 27.758 33.923Percentile 99 59.569 63.276 76.300 91.859Percentile 99.9 227.943 207.496 243.615 339.217
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Table 40. Simulation results for exposure to iron via tap water on a body weight
basis (μg kg-1d-1) using 2010 concentration data and intake from DW16 2011 for
under-16s by body weight group.
Mean weight individual Lightest individualWeight group, kg < 17 17-26 26-41 ≥ 41 < 17 17-26 26-41 ≥ 41Mean 0.45 0.31 0.23 0.18 1.18 0.39 0.29 0.23Median 0.15 0.12 0.08 0.07 0.40 0.15 0.11 0.09Upper quartile 0.41 0.30 0.22 0.17 1.07 0.38 0.27 0.22Percentile 90 0.96 0.67 0.50 0.38 2.50 0.84 0.63 0.50Percentile 95 1.62 1.09 0.84 0.63 4.20 1.38 1.07 0.82Percentile 99 4.60 2.95 2.31 1.72 11.94 3.72 2.93 2.23Percentile 99.9 17.60 9.67 7.39 6.34 45.68 12.21 9.37 8.22
7.3 Lead
7.3.1 AdultsThe results of simulating exposure to lead are shown in Table 41, and a typicaldistribution up to the 99.9th percentile (1 in 1000) using the most recent data is shown
in Figure 18. Again, the distribution was highly skewed: the mode was about 0.05 μg/d, 
the median was 0.25 μg/d, the mean was 1.46 μg/d and the 99th percentile was 15 μg/d. 
Table 41. Simulation results for exposure to lead in tap water using 2010
concentration data with all intake surveys containing adult respondents, 2004
concentrations combined with DWCS 2008 intakes and 1994 concentrations
combined with DWCS 1995 intakes.Intake DWCS1978all DWCS1995all DWCS2008adults NDNS2001adults DWCS2008adults DWCS1995allChemical Lead Lead Lead Lead Lead LeadUnits µg/d µg/d µg/d µg/d µg/d µg/dYear 2010 2010 2010 2010 2004 1994Mean 1.04 1.19 1.46 1.16 2.47 4.22Median 0.19 0.22 0.25 0.21 0.52 2.19Upper quartile 0.56 0.66 0.75 0.63 1.78 4.81Percentile 90 1.78 2.14 2.46 2.05 5.24 9.58Percentile 95 3.46 4.20 4.83 3.99 8.99 14.51Percentile 99 10.77 13.49 14.66 12.06 24.83 31.44Percentile 99.9 45.20 52.73 53.50 49.91 127.25 *
* Not shown because the absence of detailed concentration data prevents reliable estimationUsing the concentration data for 2010, the predicted exposures reflected the differencesin water consumption between the surveys, so the DWCS 2008 data yielded the highestvalues for the mean, median and higher percentile exposures. The effect of the decreasein lead concentrations over time was shown by the comparison between simulations
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using the 2004 and 2010 concentration data with the DWCS 2008 intake data. The meanexposure decreased from 2.47 µg/d to 1.46 µg/d, the 99th percentile (1 in 100) from5.24 µg/d to 2.46 µg/d and the 99.9th (1 in 1000) from 127 µg/d to 54 µg/d. Comparedwith 1994, the mean exposure decreased by a factor of 4, the median by a factor of 10and the 99th percentile by a factor of 3. The 99.9th percentile is not shown for 1994because the absence of ‘raw’ data for concentration meant that the simulation used thefitted lognormal distribution, which was likely to underestimate the frequency ofextreme values.Using the lowest body weight found in NDNS 2001 (39 kg), the former ADI for lead
(3.6 μg kg-1d-1; WHO, 1987) is equivalent to an intake of 137 μg/d, which is close to the 99.9th percentile for 2004, but is 2.5 times the 2010 value and about 100 times the meanexposure via tap water. The ADI is the amount of a substance that can be ingested dailyover a lifetime without appreciable risk, whereas high concentrations of lead aresporadic events. Thus the mean exposure is more appropriate for comparison with theADI than the upper percentiles. Using the lower of the BMDL values given for adults(BMDL10 for nephrotoxicity: 0.635 µg kg-1d-1, EFSA, 2012) is equivalent to 25 kg/d forthe lightest adult in the survey. This is about 20 times the predicted mean exposure andlies between the 99th and 99.9th percentiles. Again, the BMDL relates to lifetimeexposure, so the risk is very low indeed.
The mean lead intake from other sources (COT, 2003) is equivalent to 3.9 μg/d for the lightest adult, which is more than double the mean exposure via tap water. The intake
from other sources for a ‘standard’ 60 kg adult is equivalent to 6.0 μg/d, which is greater than the 95th percentile of the exposure via tap water.
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Figure 18. Simulation results (histogram and CDF) for exposure to lead in tap
water using 2010 concentration data combined with DWCS 2008 intake data.Using the NDNS 2001 data analysed by age and sex, the predicted exposure (Table 42)shows the same pattern as for iron. Due to the generally lower tap water intakes foundin that survey, the mean, median and upper percentiles of exposure for all groups arelower than those found using DWCS 2008 intake data. The table includes an estimate ofexposure which is equivalent to the ADI multiplied by the body mass of the lightestindividual. In each case this ADI-equivalent exposure (ADIex) exceeded the 99.9thpercentile simulated exposure by a factor greater than 2.The effect of the different methods of substitution for values less than the LoD wastested and gave a similar pattern of results to those for iron (Table 43, Table 44). All thepercentiles up to the 50th (the median) are strongly influenced by the substitution used.Substituting 0 for the LoD, these percentiles are all very close to 0, the results obtainedusing half the LoD and the values from the distribution are similar, and these are abouthalf those resulting from substituting by the LoD. The effect on the 75th percentile (theupper quartile) is small, and there is no effect on the 90th and higher percentiles. Theeffect on the mean is comparatively small, because it is dominated by relatively few highvalues. On the basis of these results, the use of the half-LoD substitution would appearto be adequate for most purposes, especially as it is normally high intakes that are ofmost concern.
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Table 42. Simulation results for exposure to lead in tap water using 2010
concentration data and NDNS survey for adults by age and sex. Exposure
equivalent to the product of the ADI and the minimum weight for each group
(ADIex) is also shown.Intake NDNS200119–25 NDNS200125–39 NDNS200140–54 NDNS200154–64 NDNS2001females NDNS2001malesChemical Lead Lead Lead Lead Lead LeadUnits µg/d µg/d µg/d µg/d µg/d µg/dYear 2010 2010 2010 2010 2010 2010Mean 0.80 1.10 1.32 1.44 1.19 1.24Median 0.15 0.20 0.23 0.24 0.21 0.22Upper quartile 0.44 0.61 0.71 0.70 0.62 0.66Percentile 90 1.41 1.98 2.26 2.28 2.01 2.18Percentile 95 2.76 3.84 4.34 4.38 3.97 4.21Percentile 99 8.45 11.65 13.21 13.36 12.43 12.44Percentile 99.9 36.35 44.80 55.57 57.05 57.63 50.71ADIex 149.8 154.4 149.1 136.5 136.5 136.5
Table 43. Comparison of simulated exposure to lead in tap water using <LoD
substitution by 0 and LoD. Mean, minimum and maximum of 10 runs with 2010
concentration data combined with DWCS 2008 intakes .
Substitute <LoD = 0 Substitute <LoD = LoD
Mean Min Max Mean Min MaxMean 1.32 1.22 1.44 1.59 1.47 1.73Min 0.00 0.00 0.00 0.00 0.00 0.00Max 3643.95 2158.77 4854.60 3803.76 2559.68 5009.85Percentile 10 0.00 0.00 0.00 0.10 0.10 0.10Percentile 25 0.00 0.00 0.00 0.22 0.22 0.22Percentile 50 0.01 0.00 0.02 0.48 0.48 0.49Percentile 75 0.68 0.67 0.69 1.02 1.01 1.03Percentile 90 2.43 2.38 2.48 2.49 2.46 2.53Percentile 95 4.78 4.71 4.89 4.75 4.67 4.84Percentile 99 14.65 14.16 14.81 14.60 14.28 14.87Percentile 99.9 58.21 51.26 64.44 61.80 54.90 70.06
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Table 44. Comparison of simulated exposure to lead in tap water using <LoD
substitution by LoD/2 and lognormal distribution. Mean, minimum and maximum
of 10 runs with 2010 concentration data combined with DWCS 2008 intakes.
Substitute <LoD = LoD/2 Substitute <LoD =
distribution
Mean Min Max Mean Min MaxMean 1.42 1.34 1.53 1.40 1.28 1.47Min 0.00 0.00 0.00 0.00 0.00 0.00Max 3567.74 2116.81 5834.72 3167.04 1838.29 4623.04Percentile 10 0.07 0.06 0.07 0.04 0.04 0.04Percentile 25 0.14 0.14 0.14 0.10 0.10 0.10Percentile 50 0.31 0.31 0.31 0.25 0.25 0.25Percentile 75 0.77 0.76 0.78 0.75 0.74 0.75Percentile 90 2.43 2.41 2.47 2.43 2.38 2.45Percentile 95 4.76 4.70 4.83 4.77 4.70 4.86Percentile 99 14.61 14.35 14.93 14.68 14.39 15.06Percentile 99.9 58.72 54.62 68.30 58.50 49.20 66.77
7.3.2 ChildrenThe results of the simulation of exposure to lead for the whole sample and the sex andage groups using the concentration data for 2004 and 2010 are shown in Table 45 andTable 46. As for adults, this shows a reduction of about 40% in most of the exposurestatistics and a slightly larger reduction in the 99.9th percentile.
Table 45. Simulation results for exposure to lead via tap water (µg/d) using 2004






















Mean 1.001 0.961 1.086 0.852 0.849 1.075 1.321
Median 0.203 0.187 0.217 0.158 0.173 0.223 0.251
Upper quartile 0.709 0.655 0.767 0.555 0.591 0.758 0.865
Percentile 90 2.172 2.019 2.323 1.742 1.785 2.308 2.626
Percentile 95 3.966 3.706 4.154 3.205 3.162 4.153 4.697
Percentile 99 11.107 10.438 11.367 9.387 8.771 11.960 13.397
Percentile 99.9 48.657 41.438 44.208 39.840 39.036 49.115 71.081
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Table 46. Simulation results for exposure to lead via tap water (µg/d) using 2010






















Mean 0.575 0.553 0.688 0.458 0.510 0.640 0.746
Median 0.098 0.092 0.107 0.077 0.085 0.107 0.123
Upper quartile 0.300 0.284 0.327 0.241 0.258 0.330 0.375
Percentile 90 0.994 0.930 1.088 0.789 0.844 1.073 1.216
Percentile 95 2.001 1.866 2.154 1.585 1.655 2.123 2.442
Percentile 99 6.328 5.853 6.922 5.154 5.244 6.933 7.848
Percentile 99.9 26.987 25.988 28.185 20.672 20.444 30.401 32.308
The results of the simulation for the four weight groups using the concentration data for2010 are shown in Table 47 and relative to the weights of the mean and minimum
weight individuals in Table 48. The former ADI for lead was approximately 3.5 μg kg-1d-1(WHO, 1987). The predicted mean exposure was less than 1% of this for most groups,and less than 3% of it for the extreme case of using the intake distribution for the<17 kg group with the weight of the lightest individual (5 kg). The predicted 99.9thpercentile was less than half the ADI for most groups; in the worst case it exceeded itslightly. Once again it should be emphasized that the ADI relates to long-term intake, sothe mean exposure is the most appropriate comparison.The predicted mean exposure was less than 6% of the BMDL01 (0.5 μg kg-1d-1; EFSA,2010) for most groups and less than 20% in the worst case. The mean exposure in theworst case was substantially less than the estimated intake from other sources, which
was 0.21–0.25 μg kg-1d-1 for ages 1.5–4.5 years and 0.13–0.15 μg kg-1d-1 for ages 4–18years (COT, 2003). These intakes from other sources are close to the predicted 95thpercentile exposure via tap water. The BMDL01 was between the predicted 99th and99.9th percentiles for most groups and between the 95th and 99th percentiles in theworst case. Thus the risk of persistently exceeding this level is very small.
Table 47. Simulation results for exposure to lead via tap water (µg/d) using 2010














Mean 0.440 0.543 0.630 0.816
Median 0.074 0.093 0.100 0.130
Upper quartile 0.232 0.284 0.310 0.397
Percentile 90 0.758 0.923 1.006 1.297
Percentile 95 1.556 1.831 2.025 2.600
Percentile 99 5.086 5.666 6.464 8.213
Percentile 99.9 19.756 25.240 28.090 32.018
Final Report: Defra WT1263, DWI 70/2/273
Page 88 of 118
Table 48. Simulation results for exposure to lead via tap water on a body weight
basis (μg kg-1d-1) using 2010 concentration data and intake from DW16 2011 for
under-16s by body weight group.
Mean weight individual Lightest individualWeight group, kg < 17 17-26 26-41 ≥ 41 < 17 17-26 26-41 ≥ 41Mean 0.03 0.03 0.02 0.02 0.09 0.03 0.02 0.02Median 0.01 0.00 0.00 0.00 0.01 0.01 0.00 0.00Upper quartile 0.02 0.01 0.01 0.01 0.05 0.02 0.01 0.01Percentile 90 0.06 0.04 0.03 0.02 0.15 0.05 0.04 0.03Percentile 95 0.12 0.09 0.06 0.05 0.31 0.11 0.08 0.06Percentile 99 0.39 0.26 0.20 0.15 1.02 0.33 0.25 0.20Percentile 99.9 1.53 1.18 0.85 0.60 3.96 1.48 1.08 0.78
7.4 Selenium
7.4.1 AdultsThe results of simulating exposure to selenium are shown in Table 49, and a typicaldistribution up to the 99.9th percentile (1 in 1000) is shown in Figure 19. Thedistribution was much less skewed than those for iron, lead and copper. The modecould not be distinguished from zero even at high resolutions of the histogram.Exposures appear to have decreased by about one-third since 2004. The RNI for adults
is 25–34 μg/d depending on age and sex (WHO, 2001), which is exceed by the mean intake from other sources (Bates et al., 2011). The predicted mean exposure from tapwater was less than one-fortieth of this, so tap water generally makes a very smallcontribution to the required intake of selenium. The EVM Safe Upper Level is about 10times the RNI (COT, 2003), so the risk from tap water intake is negligible.
Table 49. Simulation results for exposure to selenium in tap water using 2010
concentration data combined with all intake surveys containing adult
respondents and 2004 concentration data combined with DWCS 2008 intake data.Intake DWCS1978all DWCS1995all DWCS2008adults NDNS2001adults DWCS2008adultsChemical Selenium Selenium Selenium Selenium SeleniumUnits µg/d µg/d µg/d µg/d µg/dYear 2010 2010 2010 2010 2004Mean 0.45 0.54 0.61 0.52 1.00Median 0.27 0.31 0.36 0.30 0.54Upper quartile 0.57 0.68 0.78 0.66 1.22Percentile 90 1.03 1.27 1.43 1.21 2.44Percentile 95 1.44 1.80 2.02 1.69 3.56Percentile 99 2.79 3.45 3.93 3.25 6.68Percentile 99.9 5.96 7.18 8.05 6.62 12.51
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Figure 19. Simulation results (histogram and CDF) for exposure to selenium in tap
water using 2010 concentration data combined with DWCS 2008 intake data.Simulations using the NDNS 2001 intake data analysed by age and sex show the samepattern as before resulting from the variations in tap water intake between the groups,all of which were lower for this survey than for DWCS 2008 (Table 50).
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Table 50. Simulation results for exposure to selenium in tap water using 2010
concentration data and NDNS survey data for adults by age and sex.Intake NDNS200119–25 NDNS200125–39 NDNS200140–54 NDNS200154–64 NDNS2001females NDNS2001malesChemical Selenium Selenium Selenium Selenium Selenium SeleniumUnits µg/d µg/d µg/d µg/d µg/d µg/dYear 2010 2010 2010 2010 2010 2010Mean 0.36 0.50 0.56 0.56 0.51 0.54Median 0.21 0.29 0.33 0.34 0.29 0.32Upper quartile 0.46 0.63 0.72 0.72 0.64 0.69Percentile 90 0.85 1.16 1.30 1.29 1.18 1.26Percentile 95 1.21 1.63 1.83 1.79 1.67 1.77Percentile 99 2.35 3.19 3.57 3.46 3.25 3.37Percentile 99.9 4.85 6.87 7.60 7.08 6.97 6.84RNI 26 33
The effect of the different methods of substitution for values less than the LoD wastested and gave similar results (data not shown) to those for iron, but with generallysmaller differences between the methods, especially at the 75th percentile, due to thelower proportion of values below the LoD for selenium.
7.4.2 ChildrenThe results of the simulation of exposure to selenium for the whole sample and the sexand age groups are shown in Table 51, which includes the RNI for each age group (WHO,2001). Ranges of RNIs are shown for the youngest and oldest groups, as explained inSection 7.2.2. The 99.9th percentile of the predicted exposure was consistently less thanone-fifth of the RNI for all but the youngest group, where it was about half of theminimum RNI. The predicted mean intake was about 1/30 of the minimum RNI for theyoungest group. The mean total intake from food sources usually slightly exceeds theRNI (Bates et al., 2011), so drinking water is generally predicted to make a minorcontribution to the required intake, though it may be significant in a few cases.The results for the four weight groups are shown in Table 52 and relative to the weightsof the mean and minimum weight individuals in Table 53. None of the reference datasources give safe intake limits for children, but the EVM safe upper level for adults isequivalent to 7.5 mg kg-1d-1 (COT, 2003); the 99.9th percentile for the lightest groupbased on the weight of the lightest individual was less than 1/10,000 of this.
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Table 51. Simulation results for exposure to selenium via tap water (µg/d) using
2010 concentration data and intake from DW16 2011 for under-16s by sex and






















RNI 6–17 22 21 26–32
Mean 0.259 0.242 0.277 0.210 0.212 0.278 0.317
Median 0.136 0.127 0.146 0.105 0.117 0.151 0.170
Upper quartile 0.319 0.298 0.340 0.253 0.264 0.344 0.390
Percentile 90 0.621 0.580 0.662 0.511 0.502 0.662 0.755
Percentile 95 0.907 0.843 0.966 0.762 0.721 0.955 1.083
Percentile 99 1.780 1.671 1.908 1.541 1.430 1.878 2.190
Percentile 99.9 3.808 3.680 3.988 3.373 2.940 4.081 4.647
Table 52. Simulation results for exposure to selenium via tap water (µg/d) using














Mean 0.202 0.237 0.268 0.333
Median 0.100 0.133 0.138 0.181
Upper quartile 0.246 0.297 0.327 0.414
Percentile 90 0.493 0.557 0.642 0.791
Percentile 95 0.722 0.798 0.943 1.137
Percentile 99 1.453 1.526 1.909 2.276
Percentile 99.9 3.216 3.255 4.132 4.803
Table 53. Simulation results for exposure to selenium via tap water on a body
weight basis (μg kg-1d-1) using 2010 concentration data and intake from DW16
2011 for under-16s by body weight group.
Mean weight individual Lightest individualWeight group, kg < 17 17-26 26-41 ≥ 41 < 17 17-26 26-41 ≥ 41Mean 0.02 0.01 0.01 0.01 0.04 0.01 0.01 0.01Median 0.01 0.01 0.00 0.00 0.02 0.01 0.01 0.00Upper quartile 0.02 0.01 0.01 0.01 0.05 0.02 0.01 0.01Percentile 90 0.04 0.03 0.02 0.01 0.10 0.03 0.02 0.02Percentile 95 0.06 0.04 0.03 0.02 0.14 0.05 0.04 0.03Percentile 99 0.11 0.07 0.06 0.04 0.29 0.09 0.07 0.06Percentile 99.9 0.25 0.15 0.13 0.09 0.64 0.19 0.16 0.12
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7.5 Sodium
7.5.1 AdultsThe results of simulating exposure to sodium are shown in Table 54, and a typicaldistribution up to the 99.9th percentile (1 in 1000) is shown in Figure 20. This figureshows a much less skewed distribution than for the other determinands, with the modeclearly further from 0 as a proportion of the median: it was found to be 6–7 mg/d.Sodium was the only ion for which exposure was calculated to have increased over time,due to the increase in its concentration in tap water. However, the mean exposure viatap water using DWCS intakes was still less than 2% of the RNI for adults (1600 mg/d;Buttriss, 2000), which is exceeded by the mean intake through other sources (Bates et
al., 2011), so tap water generally makes a minor contribution to the intake of sodium.The 99.9th percentile was 16% of the RNI or 10% of the recommended maximum intake(SACN, 2003).
Table 54. Simulation results for exposure to sodium in tap water using 2010
concentration data combined with all intake surveys containing adult
respondents and 2004 concentration data combined with DWCS 2008 intake data.Intake DWCS1978all DWCS1995all DWCS2008adults NDNS2001adults DWCS2008adultsChemical Sodium Sodium Sodium Sodium SodiumUnits mg/d mg/d mg/d mg/d mg/dYear 2010 2010 2010 2010 2004Mean 18.76 22.46 25.42 21.56 23.77Median 13.26 15.24 17.55 14.91 15.93Upper quartile 24.10 28.61 32.42 27.53 30.04Percentile 90 39.34 48.48 54.29 46.01 51.24Percentile 95 51.58 64.24 71.87 60.83 69.16Percentile 99 85.35 112.75 122.41 102.22 117.43Percentile 99.9 185.63 239.01 257.14 220.68 237.83
The analysis by age and sex using the NDNS 2001 intake data showed the same patternas for the other chemicals due to the variations in tap water intake (Table 55). Themean exposure of females was 1% of the mean intake from other sources and that formales was 0.8%. The 99.9th percentile in each case was about 10 times the mean.Different methods of substitution for values less than the LoD were not tested, becausethere were very few such values for sodium.
Final Report: Defra WT1263, DWI 70/2/273
Page 93 of 118
Figure 20. Simulation results (histogram and CDF) for exposure to sodium in tap
water using 2010 concentration data combined with DWCS 2008 intake data.
Table 55. Simulation results for exposure to sodium in tap water using 2010
concentration data and NDNS survey for adults by age and sex.Intake NDNS200119–25 NDNS200125–39 NDNS200140–54 NDNS200154–64 NDNS2001females NDNS2001malesChemical Sodium Sodium Sodium Sodium Sodium SodiumUnits mg/d mg/d mg/d mg/d mg/d mg/dYear 2010 2010 2010 2010 2010 2010Mean 14.94 20.60 23.14 23.20 21.00 22.37Median 10.16 14.18 16.36 16.54 14.51 15.68Upper quartile 19.06 26.16 29.63 29.77 26.96 28.50Percentile 90 32.19 43.87 48.61 48.63 44.67 47.34Percentile 95 43.34 58.67 63.82 63.49 59.57 62.61Percentile 99 73.82 99.88 107.33 104.55 100.29 105.04Percentile 99.9 148.72 218.34 225.53 221.91 210.09 222.99RNI 1600 1600 1600 1600 1600 1600Other sources 2029 2732
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7.5.2 ChildrenThe results of the simulation of exposure to sodium for the whole sample and the sexand age groups are shown in Table 56, which includes the RNI for each age group(Buttriss, 2000). Ranges of RNIs are shown for the youngest and oldest classes, asexplained in Section 7.2.2. The 99.9th percentile of the predicted exposure was aboutone-third of the RNI for the youngest group, decreasing to less than one-tenth for theoldest. The predicted mean intake was less than 1/30 of the RNI for the youngest groupand much less for the other groups. The mean total intake from food sourcesconsistently exceeds the RNI by a substantial margin (Bates et al., 2011), so drinkingwater is generally predicted to be a minor source of sodium. The recommendedmaximum intake of sodium is about 1½ times the RNI, so it is unlikely to be exceeded.The results for the four weight groups are shown in Table 57 and relative to the weightsof the mean and minimum weight individuals in Table 58. None of the reference datasources gave values relative to body weight. As expected, the relative intake was highestfor the lightest group.
Table 56. Simulation results for exposure to sodium via tap water (mg/d) using
2010 concentration data and intake from DW16 2011 for under-16s by sex and






















RNI 300–500 700 1200 1600
Mean 10.753 9.974 11.496 8.694 8.846 11.484 13.159
Median 6.814 6.342 7.392 5.366 5.892 7.533 8.529
Upper quartile 13.504 12.586 14.585 10.938 11.178 14.562 16.592
Percentile 90 23.992 22.384 25.452 19.636 19.227 25.144 28.974
Percentile 95 33.111 30.645 34.988 27.398 26.081 34.213 39.898
Percentile 99 58.803 53.709 61.826 49.702 45.347 60.199 70.089
Percentile 99.9 125.094 114.192 126.317 99.813 102.529 127.330 148.819
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Table 57. Simulation results for exposure to sodium via tap water (mg/d) using














Mean 8.460 9.705 11.087 13.896
Median 5.131 6.529 7.046 9.087
Upper quartile 10.562 12.350 14.008 17.516
Percentile 90 19.268 21.063 24.898 30.775
Percentile 95 27.001 28.395 34.093 41.859
Percentile 99 49.010 48.428 60.108 72.601
Percentile 99.9 105.495 100.713 133.329 145.235
Table 58. Simulation results for exposure to sodium via tap water on a body
weight basis (mg kg-1d-1) using 2010 concentration data and intake from DW16
2011 for under-16s by body weight group.
Mean weight individual Lightest individualWeight group, kg < 17 17-26 26-41 ≥ 41 < 17 17-26 26-41 ≥ 41Mean 0.65 0.45 0.34 0.26 1.70 0.57 0.43 0.34Median 0.40 0.30 0.21 0.17 1.03 0.38 0.27 0.22Upper quartile 0.82 0.58 0.42 0.33 2.12 0.73 0.54 0.42Percentile 90 1.49 0.98 0.76 0.57 3.86 1.24 0.96 0.75Percentile 95 2.09 1.32 1.03 0.78 5.41 1.67 1.31 1.01Percentile 99 3.78 2.26 1.82 1.36 9.82 2.85 2.31 1.76Percentile 99.9 8.15 4.69 4.04 2.71 21.14 5.92 5.13 3.52
7.6 Manganese
7.6.1 AdultsThe results of simulating exposure to manganese are shown in Table 59, and a typicaldistribution up to the 99.9th percentile (1 in 1000) using the most recent data is shownin Figure 21. The distribution of calculated exposure was highly skewed with half the
population receiving less than 0.88 μg/d (the median exposure), a mean exposure of 
1.9 μg/d and 1% receiving more than 16 μg/d (the 99th percentile exposure). Byincreasing the resolution of the histogram (reducing the class widths), the mode was
found to be non-zero, at about 0.2 μg/d. Using the concentration data for 2010, the exposure results reflected the differences inwater consumption between the surveys, so DWCS 2008 had the highest values for themean, median and higher percentiles. The effect of reducing manganese concentrationwas shown by the comparison between simulations using the 2004 and 2010concentration results with the DWCS 2008 intake data. The mean exposure decreased
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from 3.2 µg/d to 1.9 µg/d, the 99th percentile (1 in 100) from 28 µg/d to 16 µg/d andthe 99.9th (1 in 1000) from 103 µg/d to 61 µg/d. These intakes are all very smallcompared with the adequate daily intakes for adults and typical intake via food, which
are both around 2000 μg/d (FSA, 2002). The NDNS 2001 data were used to perform separate simulations by age and sex (Table60). The differences were due to the observed differences in tap water intake:increasing noticeably with age and slightly higher in males. The mean, median andupper percentiles for all groups were lower than those found for all adults using DWCS2008.
Table 59. Simulation results for exposure to manganese in tap water using 2010
concentration data combined with all intake surveys containing adult
respondents and 2004 concentration data combined with DWCS 2008 intake data.Intake DWCS1978all DWCS1995all DWCS2008adults NDNS2001adults DWCS2008adultsChemical Manganese Manganese Manganese Manganese ManganeseUnits µg/d µg/d µg/d µg/d µg/dYear 2010 2010 2010 2010 2004Mean 1.403 1.714 1.913 1.655 3.203Median 0.660 0.762 0.876 0.749 1.250Upper quartile 1.386 1.664 1.882 1.614 3.071Percentile 90 2.827 3.454 3.900 3.341 7.254Percentile 95 4.555 5.598 6.290 5.364 11.742Percentile 99 11.801 15.290 16.075 14.180 27.854Percentile 99.9 43.706 54.967 61.274 55.728 103.084
Table 60. Simulation results for exposure to manganese in tap water using 2010
concentration data and NDNS survey for adults by age and sex.Intake NDNS200119–25 NDNS200125–39 NDNS200140–54 NDNS200154–64 NDNS2001females NDNS2001malesChemical Mn Mn Mn Mn Mn MnUnits µg/d µg/d µg/d µg/d µg/d µg/dYear 2010 2010 2010 2010 2010 2010Mean 1.129 1.536 1.768 1.810 1.601 1.730Median 0.506 0.704 0.815 0.830 0.720 0.779Upper quartile 1.105 1.515 1.735 1.740 1.552 1.669Percentile 90 2.297 3.154 3.555 3.569 3.253 3.451Percentile 95 3.718 5.071 5.767 5.752 5.216 5.551Percentile 99 10.042 13.252 14.963 14.824 13.780 14.951Percentile 99.9 34.522 44.642 54.345 60.698 51.289 56.883
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Figure 21. Simulation results (histogram and CDF) for exposure to manganese in
tap water using 2010 concentration data combined with DWCS 2008 intake data.
7.6.2 ChildrenThe results of the simulation of exposure to manganese for children under 16 using theDW16 2011 intake data are shown in Table 61 for the whole sample and the sex and agegroups. It includes the adequate daily intake for each age group (FSA, 2002). BecauseFSA (2002) uses different age groups and splits the older groups into males andfemales, the ranges of adequate daily intakes are shown for these in the table. Thepredicted 99th percentile for the 0–3 years group exceeded the adequate daily intake of
3 μg/d for babies under 6 months, but not the much higher adequate daily intake of 
600 μg/d (thirty times the predicted 99.9th percentile) for 7–12 months. Based on therecorded weights, the lightest individuals in this group were probably under 6 monthsold. However, as noted in Section 2.10, the maximum intake for babies under 1 year was0.86 l/d, compared with 1.99 l/d for all 0–3 years, so the maximum exposure is likely tobe proportionally lower for babies. It is therefore possible that some babies may receiveor exceed the adequate daily intake on some occasions, but the predicted mean intake isstill much lower than this. The adequate daily intake relates to the requirement formanganese as a nutrient. Manganese has low acute toxicity (FSA, 2002), and the highestpredicted exposures were far less than the “safe and adequate” range of 1–10 mg/dproposed by SCF (1993), though this does not relate specifically to babies. For all theother age groups, the simulated exposure was insignificant compared with the adequate
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daily intake or the intake from food, which is of similar magnitude to the adequate dailyintake.The results for the weight groups are given in Table 62 and relative to weight in Table63, but FSA (2002) gives no upper limits with which to compare them. Given the resultsabove, it is highly unlikely that the intake of most individuals comes close either torequirements or to exceeding safe levels.
Table 61. Simulation results for exposure to manganese via tap water using 2010
concentration data and intake from DW16 2011 for children under 16 by sex and






















Units μg/d μg/d μg/d μg/d μg/d μg/d μg/d
Adequate DI 3–1200 1500 1500–1900 1600–2200
Mean 0.807 0.753 0.878 0.660 0.670 0.859 0.994
Median 0.337 0.314 0.366 0.267 0.290 0.373 0.422
Upper quartile 0.780 0.724 0.834 0.627 0.646 0.842 0.954
Percentile 90 1.673 1.563 1.776 1.363 1.378 1.782 2.026
Percentile 95 2.712 2.531 2.890 2.219 2.217 2.915 3.283
Percentile 99 7.277 6.669 7.671 5.855 5.911 7.700 8.808
Percentile 99.9 29.592 24.313 29.368 22.549 22.119 27.752 34.646
Table 62. Simulation results for exposure to manganese via tap water (μg/d) 
using 2010 concentration data and intake from DW16 2011 for children under 16













Mean 0.642 0.734 0.831 1.025
Median 0.253 0.324 0.346 0.449
Upper quartile 0.609 0.714 0.794 1.012
Percentile 90 1.340 1.491 1.723 2.139
Percentile 95 2.195 2.399 2.803 3.448
Percentile 99 6.086 6.370 7.615 9.004
Percentile 99.9 21.670 22.500 27.832 29.939
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Table 63. Simulation results for exposure to manganese via tap water on a body
weight basis (μg kg-1d-1) using 2010 concentration data and intake from DW16
2011 for children under 16 by body weight group.
Mean weight individual Lightest individualWeight group, kg < 17 17-26 26-41 ≥ 41 < 17 17-26 26-41 ≥ 41Mean 0.05 0.03 0.03 0.02 0.13 0.04 0.03 0.02Median 0.02 0.02 0.01 0.01 0.05 0.02 0.01 0.01Upper quartile 0.05 0.03 0.02 0.02 0.12 0.04 0.03 0.02Percentile 90 0.10 0.07 0.05 0.04 0.27 0.09 0.07 0.05Percentile 95 0.17 0.11 0.09 0.06 0.44 0.14 0.11 0.08Percentile 99 0.47 0.30 0.23 0.17 1.22 0.37 0.29 0.22Percentile 99.9 1.67 1.05 0.84 0.56 4.34 1.32 1.07 0.73
7.7 Copper
7.7.1 AdultsThe concentration distribution for copper was used during the analysis of thedistributions for lead and iron because it had a similar shape but fewer values less thanthe LoD. A smaller set of exposure results is included here for comparison.The results of simulating exposure to copper are shown in Table 64, and a typicaldistribution up to the 99.9th percentile (1 in 1000) is shown in Figure 22. Like those ofthose of iron and lead, the exposure distribution was highly skewed.The 99.9th percentile predicted using the DWCS 2008 intake data (1.8 mg/d) exceedsthe RNI for adults (1.2 mg/d; Buttriss, 2000) by about one-third and also exceeds themean intake from other sources (1.06–1.39 mg/d; Bates et al., 2011). However, becausethe distribution is highly skewed, both the mean (0.054 mg/d) and median(0.015 mg/d) are negligible compared with the RNI and the intake from other sources,and only 10% of exposures are predicted to exceed 10% of the RNI for copper via tapwater. Thus, a tap water may occasionally make a significant contribution to the dietaryrequirement for copper, but it will generally be insignificant.The PMTDI is 0.5 mg kg-1d-1 (FAO, 2012), which is equivalent to 20 mg/d for the lightestperson in the NDNS 2001 data, more than 10 times the predicted 99.9th percentile andalmost 400 times the mean exposure.
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Table 64. Simulation results for exposure to copper in tap water using 2010
concentration data combined with all intake surveys containing adult
respondents.Intake DWCS1978all DWCS1995all DWCS2008adults NDNS2001adultsChemical Copper Copper Copper CopperUnits mg/d mg/d mg/d mg/dYear 2010 2010 2010 2010Mean 0.040 0.048 0.054 0.046Median 0.011 0.013 0.015 0.013Upper quartile 0.034 0.040 0.045 0.038Percentile 90 0.092 0.110 0.124 0.105Percentile 95 0.163 0.198 0.220 0.187Percentile 99 0.461 0.571 0.613 0.519Percentile 99.9 1.293 1.592 1.798 1.610
Figure 22. Simulation results (histogram and CDF) for exposure to copper in tap
water using 2010 concentration data combined with DWCS 2008 intake data.
7.7.2 ChildrenThe results of the simulation of exposure to copper for the whole sample and the sexand age groups are shown in Table 65, which includes the RNI for each age group(Buttriss, 2000). Ranges of RNIs are shown for the youngest and oldest groups, asexplained in Section 7.2.2. As was the case for adults, the 99.9th percentile of the
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predicted exposure was slightly higher than the RNI in each group, though the meanwas lower by a factor of 100. The mean total intake from food sources (Bates et al.,2011) is about the same as the RNI. Therefore, drinking water normally makes aninsignificant contribution to copper intake, but may occasionally be substantial.The results for the four weight groups are shown in Table 66 and relative to the weights
of the mean and minimum weight individuals in Table 67. The PMTDI is 500 μg kg-1d-1
(FAO, 2012) and the EVM Upper Safe Level is 160 μg kg-1d-1 (COT, 2003). The predicted99.9th percentile for the <17 kg group calculated using the weight of the lightest
individual was 128 μg kg-1d-1, four-fifths of the Upper Safe Level for total dietary intake,but only one-quarter of the PMTDI. The corresponding value for the other groups was
25–41 μg kg-1d-1. As noted above, the lightest individual in the <17 kg group is anextreme worst case who would be highly unlikely to have the highest intake, and the99.9th percentile relates to a single exposure event, not persistent exposure. The
predicted mean exposure was always less than 4 μg kg-1d-1.
Table 65. Simulation results for exposure to copper via tap water using 2010
concentration data and intake from DW16 2011 for under-16s by sex and age






















Units mg/d mg/d mg/d mg/d mg/d mg/d mg/d
RNI 0.2–0.4 0.6 0.7 0.8–1.0
Mean 0.023 0.021 0.025 0.018 0.019 0.024 0.028
Median 0.006 0.005 0.006 0.004 0.005 0.006 0.007
Upper quartile 0.018 0.017 0.019 0.014 0.015 0.020 0.022
Percentile 90 0.051 0.047 0.055 0.042 0.043 0.055 0.064
Percentile 95 0.094 0.086 0.101 0.077 0.077 0.099 0.114
Percentile 99 0.267 0.250 0.295 0.228 0.222 0.290 0.330
Percentile 99.9 0.753 0.806 0.858 0.628 0.647 0.865 1.054
Table 66. Simulation results for exposure to copper via tap water (mg/d) using














Mean 0.018 0.021 0.024 0.030
Median 0.004 0.006 0.006 0.008
Upper quartile 0.014 0.017 0.019 0.024
Percentile 90 0.040 0.047 0.053 0.067
Percentile 95 0.074 0.084 0.097 0.123
Percentile 99 0.219 0.237 0.293 0.352
Percentile 99.9 0.640 0.695 0.879 1.021
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Table 67. Simulation results for exposure to copper via tap water on a body
weight basis (μg kg-1d-1) using 2010 concentration data and intake from DW16
2011 for under-16s by body weight group.
Mean weight individual Lightest individualWeight group, kg < 17 17-26 26-41 ≥ 41 < 17 17-26 26-41 ≥ 41Mean 1.39 0.98 0.73 0.56 3.61 1.24 0.92 0.73Median 0.31 0.28 0.18 0.15 0.80 0.35 0.23 0.19Upper quartile 1.08 0.79 0.58 0.45 2.81 1.00 0.73 0.58Percentile 90 3.09 2.19 1.61 1.25 8.02 2.76 2.04 1.62Percentile 95 5.71 3.91 2.94 2.30 14.83 4.94 3.73 2.98Percentile 99 16.91 11.04 8.89 6.57 43.89 13.94 11.27 8.53Percentile 99.9 49.42 32.39 26.66 19.07 128.26 40.88 33.81 24.73
7.8 ConclusionsThis study has shown that probabilistic assessment of exposure via drinking water isreadily feasible using the available data sources. It was possible to estimate informationabout the distribution of exposure, especially the probability of high values, that werenot available from deterministic analyses using summary statistics. This approach can,therefore, give a more complete picture of both typical and extreme intakes.The results of the simulations have shown that exposure to metals in tap water is highlyvariable. The 99.9th percentile exposure can be up to 45 times the mean and 200 timesthe median. It should be emphasised again that percentiles relate to the chance ofindividual daily exposures and the 99.9th percentile should not be interpreted as theregular daily exposure of 1 individual in 1000, which cannot be estimated reliably fromthe available data. The temporal variability in the concentrations measured at eachlocation implies that the regular exposure would be much lower than the highpercentile individual daily exposure.The method of substitution for values less than the LoD had only moderate effects onthe estimation of the mean and percentiles up to the 75th percentile for thesedeterminands with many such values (e.g. lead and iron), and smaller effects on thestatistics of the other determinands. The higher percentiles were unaffected in all cases.For simpler exposure assessments, substitution by either the LoD or LoD/2 wouldprobably give acceptable accuracy.Exposure to iron, lead, selenium and manganese predicted by the simulation appears tohave decreased by about 40% between 2004 and 2010 due to falling concentrations intap water. In particular, exposure to lead has decreased by 30–40%. For lead, thisappears to be part a trend, halving previously decreased by 40% between 1994 and2004. In contrast, the exposure to sodium appears to have increased slightly.Comparing the predicted exposures with Reference Nutrient Intakes (for requirednutrients) and Acceptable Daily Intakes or other recommended maximum intakes, wefound for adults, using 2010 concentration data, that:
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 For iron, selenium, sodium and manganese, the 99.9th percentile exposures weremuch less than the RNIs. In each case, the RNI is much lower than the ADI orsimilar upper limit.
 For copper, the 99.9th percentile exposure slightly exceeded the RNI and theintake from other sources, but the mean was very much smaller than the RNI, sotap water may occasionally make a significant contribution to the requirementfor copper. The 99.9th percentile exposure was less than 10% of the PMTDI.
 For lead, the 99.9th percentile exposure was about 40% of the ADI (for lifetimeexposure) in the worst case and the mean exposure was about 1% of the ADI.The ADI is currently being superseded by BMDL values. The mean exposure wasabout 5% of the BMDL10 for nephrotoxity, which lay between the 99th and 99.9thpercentiles of lead exposure in the worst case. Like the ADI, the BMDL relates tolifetime exposure, not acute effects, so the mean exposure is the mostappropriate comparison.For children under 16, using 2010 concentration data, we found that:
 For iron, the 99.9th percentile of predicted exposure was less than 5% of the RNIin all cases. In the worst case, the 99.9th percentile was less than 5% of thePMTDI.
 For selenium, the 99.9th percentile of predicted exposure was less than 20% ofthe RNI in most cases and less than 50% for the youngest age group. The meanexposure was less than 4% of the RNI. Thus, tap water may occasionally, but notpersistently, be a significant contributor to nutrient intake. The 99.9th percentileis 0.01% of the Upper Safe Level in the worst case.
 For sodium, the 99.9th percentile of predicted exposure for the youngest groupwas about 30% of the RNI and the mean was about 3% of the RNI. Thecorresponding proportions for the other age groups were much smaller. Theintake from other sources normally exceeds the RNI. Therefore, tap water mayoccasionally, but not frequently, be a significant contributor to sodium intake.
 For manganese, the 99.9th percentile of predicted exposure was less than 2% ofthe adequate daily intake for all groups aged 4 years and upwards. For the 0–3years age group, the 99.9th percentile was less than 4% of the adequate dailyintake for children aged over 6 months, but 7 times the adequate daily intake forbabies up to 6 months. The data set is insufficient to allow this age group to besimulated separately, but it is possible that young babies may occasionallyexceed the required nutrient intake. However, manganese has low acute toxicity,and no PMTDI has been set.
 For lead, the 99.9th percentile exposure was less than half of the ADI (for lifetimeexposure) for most groups, but exceeded it slightly for the lightest group. Themean exposure was about 3% of the ADI in the worst case and about 1% of theADI for the other groups. The mean exposure was less than 6% of the BMDL01(for long-term exposure) for developmental neurotoxicity in most cases and lessthan 20% in the worst case. The BMDL01 was between the predicted 99th and
Final Report: Defra WT1263, DWI 70/2/273
Page 104 of 118
99.9th percentiles for most groups and between the 95th and 99th percentiles inthe worst case. Thus the probability of persistently exceeding this level isrelatively small.
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8. Potential for application to Trihalomethanes (THMs)THMs can be formed as a by-product of the use of chlorine to disinfect tap water andhave been associated with potentially harmful effects in humans (WHO, 2004). They aremonitored by the water companies and the Water Supply Regulations specify a
maximum total concentration of 100 μg/l at consumers’ taps for the four regulated THMs: chloroform, bromoform, bromodichloromethane and chlorodibromomethane(United Kingdom, 2000).Simulation of the exposure of consumers to THMs through ingestion of drinking waterwould be possible using the methods that we have developed and applied here formetals. However, a complete exposure assessment would require the consideration oftwo other pathways of exposure – inhalation and dermal exposure – both of which arelikely to occur principally while bathing and showering. These exposure pathwayswould be more complicated to represent than ingestion, which simply uses measuredconcentration data. Dermal exposure would also occur during washing and other taskswhen water is handled. However, the duration and exposed skin area would normallybe less than during showering and bathing, so the exposure is likely to be lesssignificant. There could also be some inhalation exposure whenever water was heatedand vented into the home.Estimating THM exposure via dermal penetration during bathing or showering wouldrequire an estimation of potential THM skin penetration per unit area, which could beused in combination with statistical data for the frequency and duration of baths andbody size (skin surface area). If reasonable assumptions could be made about dermalpenetration, a Monte Carlo simulation model could be constructed along the linesdescribed above, in which penetration over a given bathing time and for a givenfrequency of occurrence could be represented as a function of concentration and skinpenetration rate.Estimation of exposure to THM vapour or aerosols during bathing or showering wouldrequire information on the frequency and duration of the activity, bathroom ventilation,chemical concentration in water, chemical exchange between the dissolved and vapourphases (which will be a function of Henry’s law constant, water temperature and,possibly, droplet size distribution and mass transfer coefficients; see McLachlan et al.,1990), along with air intake rate to the lungs (breathing rate). The construction of sucha model would not be straightforward but would be feasible. Some study data exist toinform model construction (e.g. Jo et al., 1990) and some attempts have already beenmade to estimate exposure deterministically (using reasonable worst caseassumptions). A good review and starting point can be found in Rockett et al. (2010).].The main exposure pathways are illustrated in Figure 23. It is similar to many of themodels reviewed by IGHRC (2010), such as the Contaminated Land ExposureAssessment (CLEA) model from the Environment Agency (EA, 2009). However, many of
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these models are intended only to estimate average daily exposure, so are notprobabilistic.
Figure 23. Potential main pathways of THM exposure. The oral ingestion pathway
within the dashed oval could be modelled using the same methods as the other
substances in this report; the others would require model development.The total exposure (ET) via non-ingestion routes while showering can be calculated asthe sum of exposure via dermal penetration (ED) and exposure via inhalation (EI):
ܧ் = ܧ஽ + ܧூ (1)where all terms are in g/day. Expanding this equation, we get
ܧ் = ܥௐ ܬ஽ܣܦௌ + (ܥ௪ܫ஺ߝܥௗ + ܥ஺ܫ஺ߝ)ܦ௦ (2)where CW is the concentration of the THM under consideration in the dissolved aqueousphase (g/l), JD is the dermal transfer rate (lm-2min-1), A is the skin area of a the personshowering (m2), DS is the daily showering duration (min), IA is the air inhalation rate
(l/min), ε is a dimensionless lung absorption efficiency term (fraction of inhaled THM 
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absorbed into the bloodstream), Cd is the concentration of liquid (aerosol) droplets inthe air (l/l) and CA is the concentration of THM in the air phase (g/l). This is asimplification, assuming, in particular, the concentrations in air and water are constantfor the duration of the bath or shower. A reasonable worst case would be to assume thatthe concentration in the water is not reduced significantly by volatilization, but that theTHMs in the vapour phase are in equilibrium with the dissolved aqueous phasethroughout. Note that the dermal transfer rate will depend on the partitioningproperties of the chemical under consideration, which may be temperature dependent;for example there is evidence in the case of chloroform that it increases withtemperature (Gordon et al., 1998).The air-water partition coefficient (KAW), which is otherwise known as the dimension-less Henry’s law constant, can be defined as
ܭ஺ௐ = ܥ஺/ܥௐ (3)so we can substitute for CA in (2) to get
ܧ் = ܥௐ ܬ஽ܣܦௌ + (ܥ௪ܫ஺ߝܥௗ + ܭ஺ௐ ܥௐ ܫ஺ߝ)ܦ௦ (4)which simplifies to
ܧ் = ܥௐ ܦௌ(ܣܬ஽ + ܫ஺ߝܥௗ + ܫ஺ߝK୅୛ ) (5)
KAW is temperature dependent and this can be described as follows:
ܭ஺ௐ ( ௘ܶ) = ܭ஺ௐ ( ௥ܶ) expቆ୼௎ಲೈோ ቀଵ்ೃ − ଵ்ಶቁቇ (6)where Te is the environmental (shower water) temperature (K), Tr is the referencetemperature at which KAW was derived (K), R is the gas constant and UAW is theenthalpy of phase change (J/mol).Several of the terms in equations 5 and 6 are variable and could be described byprobability density functions. These could be used in a Monte Carlo simulation, in thesame manner as the concentration and intake were used for oral intake. At eachiteration of the simulation, a random value for each uncertain quantity would besampled from its distribution to calculate a single value for ET. This would be repeatedfor a large number of iterations to generate a distribution of exposure values.If the system were not in steady state, the concentration of THMs in the air wouldchange over time. In the case of bathing, this would arise because the THMs were beingvolatilized from a relatively small surface area into a large volume of air. Showering isfurther complicated by the constant introduction of THMs into the system via flowingwater. In both cases, the air space might be ventilated by windows or extractor fans. Theextent to which the water and air are in thermodynamic equilibrium is also uncertain. Itis likely that equilibrium would not be achieved, because of limitations in thevolatilization of THMs imposed by resistance to intermedia diffusion (e.g. Whelan et al.,2009), but this may be difficult to establish from existing data. Representing dynamic
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changes to air concentration would impose additional complexity on the exposuremodel, so it may be simpler initially to assume that equilibrium would be achieved. Thisassumption is conservative: it would probably overestimate the concentration in the air.Deterministic models similar to this were used by Rockett et al. (2010) to obtain singleestimates of exposure during bathing and showering via dermal absorption andinhalation. Most of the terms in the models were linear, but there was a nonlinear effectof shower duration, because they did not assume that the system was in equilibriumthroughout. There was also a nonlinear, but relatively small, response to watertemperature.The key requirement in a probabilistic assessment would be the availability of suitabledata. Concentration data for the four regulated THMs, as for the inorganic substancesconsidered by this report, should be available from routine monitoring. The intake dataused here would permit a straightforward assessment of oral exposure, though it mayoverestimate slightly due to volatilization of the THMs, particularly from hot liquids.
8.1 Example: chloroformA partial example of how a probabilistic might be performed is presented here. Pleasenote that this is intended to be illustrative of the method only and does not represent afully defensible assessment.Most of the earlier calculations by Rockett et al. (2010) were performed for each THM
using the UK maximum permitted concentration for total THMs (100 μg/l) or the WHO 
guideline (300 μg/l) to represent a worst case (Rockett et al., 2010), but this isextremely unlike to occur. Some calculations were also performed using concentrationsderived from data on tap water: for example, the mean concentration of chloroform in
tap water in England and Wales in 2000 was 12.5 μg/l. A probabilistic assessment of exposure to chloroform requires a distribution for its
concentration in tap water. Using the mean concentration given above (12.5 μg/l) and 
taking the maximum permitted total concentration of THMs (100 μg/l) as the 99.9thpercentile, it is possible to obtain the parameters for a hypothetical lognormal
distribution for concentration: μ = 2.230, σ = 0.768 (Figure 24). We simulated oral exposure by using this distribution with the NDNS 2001 tap water
intake distribution (Table 68). The simulated mean intake of chloroform was 14 μg/d, the 99th percentile was 77 μg/d and the 99.9th percentile was 161 μg/d. The TDI for 
chloroform is 15 μg kg-1d-1, or 900 μg/d for a 60 kg adult, so the probability of exceeding this level from tap water intake, based on these assumptions, is negligible. The exposure
is probably lower now, as the mean total THM concentration fell from 40 μg/l in 2000 to 
25 μg/l in 2006 (Rockett et al., 2010).
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Figure 24. Hypothetical PDF for chloroform concentration in tap water, assuming
mean = 12.5 μg/l and 99.9th percentile = 100  μg/l 
Table 68. Simulation results for oral exposure to chloroform in tap water using
the hypothetical concentration distribution for 2000 combined with a tap water
intake distribution from NDNS 2001.
Statistic Value,
μg/d Mean 13.79Median 8.99Upper quartile 16.95Percentile 90 29.70Percentile 95 41.60Percentile 99 76.94Percentile 99.9 160.98
Rockett et al. (2010) calculated that bathing for 30 minutes at a concentration of
12.5 μg/l resulted in an absorbed dose of chloroform via dermal exposure for a typical 
adult of 20.9 μg and that the same duration at 100 μg/l produced an absorbed dose of 
167 μg. If all other variables in the model were kept constant, the relationship between concentration and absorbed dose was linear, so the hypothetical concentrationdistribution described above would be transformed to a lognormal distribution for dose
with a mean of 20.9 μg and 99.9th percentile of 167 μg. They assumed a tolerable daily 
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dose for chloroform of 57 μg kg-1d-1, or 4500 μg/d for a 60 kg adult, so this mean exposure was less than 0.5% of the tolerable daily dose and the hypothetical 99.9thpercentile was less than 4% of the tolerable daily dose.A complete probabilistic assessment would require distributions for other variables,including duration (Rockett et al. (2010) reported that 91% of individuals surveyedstated that they bathed for 30 minutes/day or less), temperature (assumed to be 35°C),wetted surface area and body mass. Clearly, the 9% of individuals who spend more timebathing would tend to have higher exposures, and their model had a linear relationshipbetween absorbed dose and duration. However, it is possible that the internal bodyburden (at least in the epidermis) would approach equilibrium with the concentrationin the water, producing a diminishing marginal response. Higher temperatures couldslightly reduce dermal exposure by reducing the concentration of chloroform in thewater as a consequence of higher volatilization rates, but increase exposure viainhalation. Conversely, there is evidence that the dermal penetration rate increasessubstantially with temperature (Gordon et al., 1998). There would be some negative
correlation between specific exposure (μg/kg) and body mass, because surface area decreases relative to mass as mass increases.Rockett et al. (2010) found four estimates of the dermal transfer rate (JD) forchloroform, some based on experiments, with the largest and smallest differing by afactor of 20. Rather than attempting to infer a distribution from these for simulation, itwould be better to carry out simulations using each value, or the extremes. Theestimates above used the largest estimated value.Similar comparisons can be made for inhalation exposure during bathing andshowering. For bathing, Rockett et al. (2010) found that the inhalation exposure was
51 μg/d at 12.5 μg/l and 404 μg/d at 100 μg/l (the 99th percentile of the hypotheticaldistribution). The latter figure is about 45% of the tolerable daily dose via this route.
For a 15 minute shower the corresponding exposures were 62 μg at 12.5 μg/l and 
495 μg (55% of the tolerable daily dose) at 100 μg/l. Note that all of these values, including the tolerable daily dose, represent the quantity inhaled and do not considerabsorption of the chemical into the bloodstream.As for dermal exposure, a probabilistic assessment of inhalation exposure wouldrequire distributions for several important variables, including duration, flow rate, airvolume, breathing rate and temperature. The estimated exposure levels are greaterrelative to the tolerable dose than for the other routes, so there would be a greaterchance of exceeding the tolerable dose if uncertainty in all the variables was included.To move from the inhaled dose to the absorbed dose, an estimate, with uncertainty, of
the lung efficiency coefficient (ε) would also be needed.  As an illustration of the effect of including other uncertainties in the assessment ofinhalation exposure while bathing, we assumed a normal distribution for duration, with
a mean μ = 20 minutes and a standard deviation σ = 7.69, to give a 90th percentile ofapproximately 30 minutes, as reported by Rockett et al. As the normal distribution is
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not bounded below and could produce negative values, we truncated it at 0 (all negativevalues were set to 0). This distribution was used with the hypothetical distribution forchloroform concentration, while keeping all the other factors constant, in a simulationof 100,000 iterations. As expected, because the mean duration was shorter than 30
minutes, the mean simulated inhaled dose was reduced, to 34 μg/day. The 99.9th
percentile dose was 313 μg/d (Table 69).  
Table 69. Simulation results for inhalation exposure to chloroform in tap water
during bathing based on the model used by Rockett et al. (2010) using the
hypothetical concentration distribution for 2000 (see Figure 24) combined with
an assumed normal distribution for daily bathing duration.
Statistic Value,
μg/d Mean 34Median 23Upper quartile 42Percentile 90 71Percentile 95 96Percentile 99 168Percentile 99.9 313
The results obtained by Rockett et al. (2010) for bromoform and chlorodibromo-methane were very similar to those for chloroform. However, for bromodichloro-methane they found that the inhalation exposure during either bathing or showering,
assuming a concentration of 100 μg/l, could exceed the tolerable daily dose. Therefore, it would be important to establish the true distributions of concentration and other keyvariables in this case.
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9. Glossary
Censored dataCensoring occurs when the value of a measurement is only partially known. Commontypes include
 Left censoring: a measurement lies below a particular value (e.g. a limit ofdetection).
 Right censoring: a measurement lies above a particular value (e.g. the maximumof the scale on an instrument)
 Interval censoring: a measurement lies between two values (e.g. an instrumentwith fixed resolution).
Convolution productThe convolution product of two functions is an integral that expresses the degree ofoverlap of one function as it is shifted over the other. In the case of PDFs of two randomvariables, the convolution product gives the PDF of the product of the variables. Forcontinuous random variables X and Y, with PDFs fx and fy, the product is
௑݂௒(ݑ) = න ௑݂(ݖ) ௒݂(ݑ− ݖ)݀ݖஶ
ିஶThe equivalent for discrete random variables is
௑݂௒(݊) = ෍ ௑݂(݉ ) ௒݂(݊− ݉ )௠ ୀஶ
௠ ୀିஶ
Cumulative distribution function (CDF)The CDF gives the probability that a random variable is less than or equal to a givenvalue. It is the integral of the PDF (q.v.)
Exponential distribution
A continuous probability distribution specified by one parameter, λ (rate). Its CDF is 
ఒ݂(ݔ) = ൜1 − ݁ିఒ௫, ݔ≥ 00, ݔ< 0The PDF has it maximum at 0 and decreases monotonically, tending to 0 at ∞. The mean
is 1/λ. 
Gamma distributionA continuous probability distribution specified by two parameters, k (shape) and β(rate), or k (shape) and θ (scale), where θ = 1/β. The PDF and CDF both depend on theGamma function, and cannot be expressed using elementary functions. The PDF andCDF are zero for x < 0. When k = 1, it is identical to the exponential distribution. When
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k > 1, the PDF is 0 at 0 and is positively skewed (the tail on the right is longer than thetail on the left), with the skew decreasing as k increases.
Likelihood (and log likelihood)The likelihood function of a parameter θ of a distribution with PDF fθ given anobservation x is
ℒ(ߠ|ݔ) = ݌ఏ(ݔ)Informally, it gives the relative probability of different values of θ given the observation.Given a set of observations {xi}, the likelihood is
ℒ(ߠ|{ݔ}) = ෑ ℒ(ߠ|ݔ௜)
௜It is usually more convenient to work with the (natural) logarithm of the likelihood,which transforms the product above into a sum.
Lognormal distributionThe lognormal distribution is the distribution of a continuous variable whose naturallogarithm is normally distributed. It is specified by the parameters of the underlyingnormal distribution, μ (mean) and σ (standard deviation). The PDF tends to 0 at 0 and
∞, and is positively skewed.
Normal distribution (Gaussian distribution)A continuous probability distribution specified by two parameters, μ (mean) and σ
(standard deviation). The PDF is symmetric, not skewed, and tends to 0 at ±∞, forming the shape known in the USA as a bell curve.
Maximum likelihood estimation (MLE)MLE is a method of estimating the parameters of a statistical model given a set ofobservations by maximising the log-likelihood of the parameters given the observeddata. It provides a unified approach to estimation, which is well defined for manydistributions. In most simple cases it is equivalent to least squares regression (LSR), butgeneralises to problems (such as estimating the parameters of distributions), whereLSR is inappropriate.
Positive skewA positively skewed distribution has more of its weight below the mean than above it.Typically, the peak (mode) appears to be toward the left, with a long tail on the right,though this is not always the case. The distributions of chemical concentrations seen inthis report are all strongly positively skewed and most of the intake distributions areslightly positively skewed.
Probability density function (PDF)The PDF gives the relative probabilities of a random variable taking different values. Fora continuous distribution (all the distributions used in this report), the probability of
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the variable taking a value within a given interval is the integral of the PDF (i.e. the areaunder the curve) within that interval. The PDF is the derivative of the CDF (q.v.)
Quantile and percentileQuantiles represent proportions of the population arranged in order of magnitude. Forexample the 0.5 quantile is the middle value in the population and is known as themedian. The 0.25 and 0.75 quantiles are known as the lower and upper quartilerespectively. The most commonly used quantiles are the percentiles; for example the25th and 75th percentiles are the 0.25 and 0.75 quantiles. When estimating a quantilefrom discrete samples the quantile may fall between two points (e.g. in the case of themedian of a sample of 10 points, where it will lie between the fifth and sixth values), inwhich case its value is usually estimated by interpolation.
Quantile-quantile (Q-Q) plotA Q-Q plot is a graphical method of comparing two distributions. A sequence ofquantiles is chosen (for example the integer percentiles) and the value of each quantilefrom the second distribution is plotted against the value of the corresponding quantilefrom the first distribution. It is commonly used to compare a theoretical distributionwith the data to which it was fitted. If the distributions are identical, the points will lieon a 1:1 straight line.
Weibull distributionA continuous probability distribution specified by two parameters, k (shape) and λ(scale). The PDF is
ఒ݂,௞(ݔ) = ൝݇ߣቀݔߣቁ௞ିଵ (݁ି௫/ఒ)ೖ, ݔ≥ 00, ݔ< 0The PDF changes dramatically according to the value of k, but the case that is relevantfor the data sets considered here is when k > 1: the PDF is 0 at 0 and positively skewedfor small values of k (≤3.5). 
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Probabilistic modelling for assessment
of exposure via drinking water
Final Report of Project Defra WT1263 / DWI 70/2/273
Appendix A. Examples of implementations of simple
exposure models using different tools
1. IntroductionSection 1.1 of the report gave an overview of different methods and tools forconstructing an exposure model. This appendix gives a little more detail and shows theresults from each method. The model used is for exposure as the product of intake andconcentration. Intake has a gamma distribution with shape 3.29 and rate 2.54.Concentration has an exponential with mean 2, hence rate 0.5.
2. Monte-Carlo Simulation
2.1 Excel with Monte-CarlitoMonte Carlito (Auer, 2012) is a set of macros written in Visual Basic for Applications™for Microsoft Excel™ released under the GNU General Public Licence. It relies on thenormal functions of Excel to generate random numbers. A screenshot is shown in Figure1. The parameters of the intake distribution are in cells B4 and B5. The formula togenerate the distribution is in B12:
=GAMMAINV(RAND(), $B$4, 1/$B$5)This is the standard method of generating random variates in Excel: the output from theuniform [0, 1] random number generator is passed to the inverse of the CDF for thedistribution – in this case the gamma distribution. Note that the gamma distribution inExcel uses the shape and scale parameters, where the scale is the reciprocal of the rate(1/$B$5).Similarly, the mean for the concentration distribution in in cell B8 and the formula togenerate it is in C12. Excel does not explicitly provide the inverse CFD for theexponential distribution, but it can easily be constructed using the LN function or, as inthis case, from the gamma distribution with shape = 1:
=GAMMAINV(RAND(), 1, $B$8)The formula for the exposure is in D12:
=B12*C12Monte Calito requires all the cells containing the inputs and outputs of the simulation tobe placed in a single row in this way, with the first cell (A12) containing the requirednumber of iterations – in this case 100,000. The minus sign is used to tell the macro to
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minimise the windows while simulating, which speeds up the run, because Excel doesnot have to update the display. The seven rows below row 12 show the summarystatistics from the simulation, which are filled in when the macro is run.The summary statistics did not include the percentiles, so the macro was modified tooutput the results of each iteration to successive rows in a second sheet and to calculateadditional statistics, as shown in Table 1. Monte Carlito can also produce histograms ofeach of the variables using standard Excel graphics (Figure 2).The advantages of Monte Carlito are its simplicity and the fact that it can be modified, aswe did, to add missing features. However, it is limited by relying on the random numbergenerator and distribution functions available in Excel and lacks more advancedfeatures, such as specifying the correlations between variables. A run using 65,000iterations took about 30 seconds.
Figure 1. Simple exposure simulation in Excel with Monte Carlito
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Table 1. Additional statistics from the Monte Carlito simulation
Intake Concentration ExposureMean 1.297857 1.997434 2.598671Std dev 0.718604 2.000617 3.323308Percentile 1 0.214726 0.020115 0.018526Percentile 2.5 0.297611 0.051758 0.047425Percentile 5 0.384023 0.103118 0.09433Percentile 10 0.508657 0.212997 0.197522Percentile 25 0.77249 0.575241 0.565567Percentile 50 1.16605 1.389863 1.491343Percentile 75 1.67877 2.762896 3.345272Percentile 90 2.264586 4.600101 6.25706Percentile 95 2.665252 5.972837 8.871788Percentile 97.5 3.040854 7.394328 11.66553Percentile 99 3.52095 9.216878 15.89718Max 7.63139 24.51418 65.77519
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2.2 Excel with SimulaciónSimulación (Varela, 2011) is an add-in for Excel, which is distributed as freeware in theform of a 600 KB Excel file. Once installed it adds commands to the Add Ins ribbon(Table 1).
Figure 3. The Simulación menu on the Add-Ins ribbon in ExcelThe model (Figure 4) was set up in a very similar way to Monte Carlito, except that theinput distributions used functions provided by Simulación and inserted using the menu,so the intake (B12) and concentration (C12) were
=Simula_Gamma(0,B4,1/B5,"Intake")
=Simula_Exponencial(0,B8,"Concentration")The output (D12) was also identified by use of a function:
=B12*C12+simula_output("Exposure")
Figure 4. Simple exposure simulation in Excel with SimulaciónAlthough the same layout as before was used, this was not required by Simulación: anycells could be used as inputs and outputs, up to maxima of 150 inputs and 20 outputs.The model was run by choosing Run simulation from the menu and setting the numberof iterations, but it was limited to a maximum of 65,000 iterations. The results were
DRAFT Final Report: Defra WT1263, DWI 70/2/273 Appendix A
Page 5 of 14
presented in a separate Excel workbook, which contained pages for the raw results,summary statistics (Table 2), more detailed statistics and sensitivity analysis. The lasttwo contained drop down lists to choose the variable to display. The detailed statisticspage included a histogram for the selected variable (Figure 5), which was very small bydefault, but could be zoomed to make it more readable.Unfortunately, there appeared to be an error in the gamma distribution for intake. Withthe parameters given, the mean should be 1.295 and the standard deviation 0.714. Themean was correct, but the standard deviation was much too large, producing animplausibly high maximum intake, with a consequent effect on the exposure. Furtherinvestigation would be needed to discover whether this was user error or a fault in theprogram.
Table 2. Summary statistics from the Simulación simulation
Name Maximum Minimum Mean Variance Std. Dev. Dev./MeanExposure 210.7916 0.0000 2.6085 41.8223 6.4670 247.92%Concentration 21.2290 0.0001 1.9972 4.0128 2.0032 100.30%Intake 29.2806 0.0000 1.2962 4.2350 2.0579 158.76%
Figure 5. Histogram of concentration from the Simulación simulationTwo important features of Simulación compared with Monte-Carlito are the widerchoice of distributions and the ability to specify correlations between input variables.For this simulation it was slower than Monte Carlito, taking about 70 seconds for 65,000iterations, though we have found it to be quicker than Monte Carlito for other models.
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2.3 Excel with @RISK@RISK™ (Palisade Corporation, 2007) is a commercial add-in for Microsoft Excelproduced by Palisade Corporation. It is a comparatively large package (~100 MB) andprovides a wide range of features, many of which are not available in the freealternatives, including fitting distributions to data. When installed it adds its own ribbonto Excel (Figure 6).
Figure 6. The @RISK ribbon in ExcelSetting up the model was almost identical to Simulación, by using the @RISK ribbon toinsert functions for the input distributions
=RiskGamma(B4,1/B5,RiskShift(0),RiskStatic(1))
=RiskExpon(B8,RiskShift(0),RiskStatic(1))and to collect the output
=RiskOutput()+B12*C12It was run by for 100,000 iterations using the buttons on the ribbon.The initial output shows a histogram and summary statistics for the selected cell (Figure7). The statistics can be replaced by the raw simulation results, and a wide range ofadditional graphs, reports and analyses is available. The graphs are produced directlyby @RISK, which offers more options than standard Excel graphics. Some of thesummary statistics are shown in Table 3 for comparison with the other versions; theresults are very similar to those from Monte Carlito.
Table 3. Selected summary statistics from the @RISK simulation
Intake Concentration ExposureMinimum 0.0216 1.862E-006 2.151E-006Maximum 6.7737 35.131 53.402Mean 1.2953 2.000 2.590Median 1.1667 1.386 1.485Std dev 0.7141 2.001 3.274Skewness 1.1016 2.0258 3.2164Kurtosis 4.8111 9.5485 20.523590th percentile 2.2528 4.605 6.30995th percentile 2.6480 5.991 8.80299th percentile 3.5003 9.210 15.625
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Figure 7. Histogram and summary statistics for concentration from the @RISK
simulationAs expected from a well-established commercial product, @RISK has a much moreextensive set of features and lacks many of the limitations of the free alternatives. It wasalso substantially quicker, taking only 6 seconds for 65,000 iterations.
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2.4 Monte-Carlo Simulation in RWorking in R (Crawley, 2007) uses a completely different approach to Excel. It is aprogramming language, rather than an interactive tool for manipulating data.Commands can either be typed into a console window, in which case they are executedimmediately, or saved in a text file and run as a complete ‘script’.For comparison with the Excel-based methods, a minimal script to create the samesimulation as above and its output are shown in Figure 8, and the resulting histogram inFigure 9. Other than specifying the number of class breaks for the histogram, the defaultoptions for printing and graphics have been used; much better formatting is possiblewith additional programming. Summary statistics are show in Table 4; the results aresimilar to those from Monte Carlito and @RISK.
Figure 8. Minimal simulation of exposure in RClearly, R is more of a tool for specialists than the Excel-based methods. It has manyfeatures (such as specifying correlations between variables) available as librarieswritten by the user community and is essentially limited only be the skill of the user. Itwas two orders of magnitude quicker to run: 6,500,000 iterations took 10 seconds(equivalent to 0.1 seconds for 65,000 iterations).
# Minimal simulation of exposure in R.
# Number of cases to simulate
N = 100000
# Parameters for intake distribution (l/d)
IntakeShape = 3.29
IntakeRate = 2.54
# Parameter for contamination distribution (mg/l)
ConcMean = 2
# Input distributions
concentration = rexp(N, 1/ConcMean)
intake = rgamma(N, IntakeShape, IntakeRate)
# Output: exposure
exposure = concentration * intake
# Print the results without formatting
print (c(mean(exposure), sd(exposure), min(exposure), max(exposure),





2.607007e+00 3.292558e+00 2.157791e-05 6.154171e+01
90% 95% 99%
6.299985e+00 8.810924e+00 1.587904e+01
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Table 4. Selected summary statistics from the simulation in R
Intake Concentration ExposureMinimum 0.03 0.00 0.00Maximum 6.84 21.73 61.54Mean 1.30 2.01 2.61Median 1.17 1.39 1.50Std Dev 0.72 2.01 3.29Skewness 1.12 1.98 3.24Kurtosis 4.93 8.67 20.8290th percentile 2.26 4.62 6.3095th percentile 2.66 6.01 8.8199th percentile 3.52 9.21 15.88
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3. Bayesian models
3.1 Bayesian network in NeticaBayesian networks (also known as Bayesian belief networks or causal probabilitynetworks) are a relatively new approach to probabilistic modelling (see e.g. Jensen,1996). A simple Bayesian network version of the exposure model was constructed inNetica™ (Norsys Software Corporation, Vancouver, Canada), which provides a graphicaluser interface for constructing models. A model consists of several nodes (variables),joined by arrows representing causal relationships. The variables are normallyquantified in the form of probability tables and conditional probability tables.In this case, the model contained three nodes: two ‘parent’ nodes – Intake andConcentration – and one ‘child’ node – Exposure (Figure 10).
Figure 10. Simple network model for exposure, depending on intake and
concentration.The variables in Bayesian networks are normally specified by tables containing theprobability distributions (or conditional probabilities for child nodes). However, in thiscase, equations were used to specify intake and concentration as distributions
p(Intake) = GammaDist(Intake, 3.29, 1/2.54)
p(Concentration)= ExponentialDist(Concentration, 1/2)and exposure as their product
Exposure (Intake, Concentration) = Intake * ConcentrationIn order to use the model, the variables had to be converted to discrete versions bydividing their ranges into small steps, then sampling the distributions to generateprobability tables. It was then ‘compiled’ to calculate the results for Exposure. Thesesteps were largely automatic and performed quickly by the software. The result washistograms for the three variables (Figure 11), which also showed the mean andstandard error. None of the other summary statistics was readily available.Typical uses of a Bayesian network would be to fix the value of one or more inputs tosee the effect on the output, or conversely to fix the output to see the most likelycombination of inputs to give that result (known as inference). These features are of
Intake Concentration
Exposure
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limited use for this model. Changing the parameters of the model for differentpopulations or chemicals required the tables to be re-generated.
Figure 11. Bayesian network model for exposure expanded to show distributions
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3.2 Markov-Chain Monte CarloMarkov Chain Monte-Carlo (MCMC) methods are a class of algorithms for generatingprobability distributions. One application of them has been in a freely available softwarepackage called BUGS (Bayes Using Gibbs Sampler) and now OpenBUGS(http://www.openbugs.info/w/). The program can be used to construct Bayesiannetwork models, but solves them using simulation instead of direct inference. Theadvantage of this approach is that continuous distributions can be used withoutdiscretization and models (such as the product of concentration and intake) arecalculated directly.The same model as above was constructed using OpenBUGS (Figure 12), with the detailsspecified as three equations:
model{
Concentration ~ dexp(0.5)
Intake ~ dgamma(3.29, 2.54)
Exposure <- Intake * Concentration
}
Figure 12. Simple OpenBUGS model of exposure, with details of the Intake
variable displayedSeveral steps using a combination of menus and dialog boxes were needed to preparethe model, which was run for 10,000 iterations, taking about 5 seconds. The summarystatistics are shown in Table 5 and the density graph for exposure in Figure 12. Therewas no obvious way to obtain other statistics or a larger graph from the program. Onestatistic to note is the ‘MC error’. This is an estimate of the error calculated by theprogram, which can be used to decide on the number of iterations needed. In this case itwas small relative to the mean, so the number used was probably more than adequate.
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Table 5. Summary statistics for simple exposure model in OpenBUGS
Intake Concentration ExposureMean 1.298 2.018 2.615Std dev 0.7206 2.008 3.287MC error 0.007424 0.02284 0.035182.5th percentile 0.2973 0.04833 0.045165.0th percentile 0.3919 0.1024 0.0905610.0th percentile 0.5052 0.2069 0.199825.0th percentile 0.7732 0.5957 0.5705Median 1.164 1.424 1.51675.0th percentile 1.685 2.789 3.37590.0th percentile 2.274 4.648 6.31195.0th percentile 2.658 6.077 8.86997.5 percentile 3.046 7.377 11.65
Figure 13. Density graph for exposure from simple model in OpenBUGSRunning the model was quite quick, and MCMC methods are very flexible with manyfeatures that were not required for the exposure simulation. However, the userinterface of OpenBUGS is not easy to learn and use. For example, the dialog box fromwhich the output options were selected had a drop-down list for the variables, but thenames had to be typed into the list before they could be selected. It is clearly a powerfultool for a specialist, but not well-suited to this application.
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Appendix B. Note on the correction of model likelihood
estimates for transformed variables
The main report referred to the need to correct the maximum likelihood value frommodel fitting when the data were transformed. This short note gives a semi-formaloutline of the method used.Assume that X is a random variable (also known as an uncertain quantity) withprobability density function fX. Further assume that g is a transformation that is one-to-one and differentiable, and that Y = g(X) with probability density function fY. It is easilyshown that
௒݂(ݕ) = ௑݂(ݔ)|݃ᇱ(ݔ)|where y = f(x) and g' is the derivative of g (see Kendall et al., 1987, 1.26 for a version ofthis result). If fY is defined by a parameter value α, the log likelihood of that value given the observations y1, …, yn (= f(x1),…, f(xn)) is defined (Kendall & Stuart, 1979, 18.1) as
logℒ௒(ߙ|ݕଵ, … ,ݕ௡) = ෍ log ௒݂(ݕ௜|ߙ)௡
ଵIt follows directly that
logℒ௑(ߙ|ݔ) = logℒ௒(ߙ|ݕ) + ෍ log|݃ᇱ(ݔ௜)|௡








− ݊ log 2
This result assumes that the data values are independent of the parameter value andknown with certainty. This is not the case when using intervals (fitting to histograms)as above, or when the data set is ‘censored’ by the limit of detection as below Thesummation should be taken over the values that are specified without uncertainty, but
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additional correction terms are required for the censored or interval values (Kendall &Stuart, 1979, 32.17). Using constructed data sets with the R function fitdestcens, wefound that no additional corrections were required in either case. In particular, when allof the values were gives as intervals, which was the case for the DWCS intake data, thelikelihood given by fitdestcens was correct without adjustment.
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Appendix C. Distributions of contaminants in tap water samples
Of the 10 substances for which data from 2010 were available, the main reportconsidered six. This appendix shows graphs of the distributions of all 10 substances(Table 1, Figure 1) for England and Wales as a whole, and illustrates the geographicalvariation in nitrate concentration (Figure 2).The distributions are shown in the form of kernel density plots, which are, in effect,smoothed histograms that estimate the probability density function for the datarepresented by the sample. The smoothing function chosen is Gaussian (i.e. the normaldistribution), so a single point would be artificially smoothed to the shape of a normaldistribution. For the large data sets used here, smoothing should create few artefacts,except possibly at the extremes of the distribution.Most of the sets contained some values recorded as less than the limit of detection(LoD), which varied between and within companies. In these graphs, the black curveshows the density derived from all the samples, with points recorded as <LoD shown atthe LoD. The blue curve, where visible, shows the density derived after removing all thesamples recorded as <LoD. The maximum of the concentration axis is the 99th percentilein each case of the set with values less than LoD removed.










< LoDSulphate* 250.0 25.0 mg 10,524 48Sodium† 200.0 20.0 mg 18,234 7Nitrate 50.0 5.0 mg 24,378 0Iron† 200.0 20.0 μg 45,684 17,376Copper† 2.0 0.2 mg 13,029 1,322Arsenic 10.0 1.0 μg 12,825 3,958Lead† 25.0 2.5 μg 12,667 6,323Selenium† 10.0 1.0 μg 12,646 5,428Chloride* 250.0 25.0 mg 10,536 2Manganese† 50.0 5.0 μg 41,420 24,775* Indicators † Considered in main report
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Figure 1. Estimated density functions for concentration in tap
water in England and Wales, 2010
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Figure 1 (continued). Estimated density functions for
concentration in tap water in England and Wales, 2010
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Figure 1 (continued). Estimated density functions for
concentration in tap water in England and Wales, 2010
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Figure 1 (continued). Estimated density functions for
concentration in tap water in England and Wales, 2010
In contrast to the metals considered in the main report, sulphate and nitrate both havestrongly bimodal distributions (distributions with two peaks). Chloride has a smallersecond peak and there is some evidence of one for sodium also. The apparent multiplepeaks for some of the other substances seem to be artefacts of multiple LoDs, thoughthese could be masking patterns in the data. These provide clear evidence of multiple‘populations’ in the data, probably due to geographical variations, such as topography,soil types and land use, and used of different sources, such as ground and surface water.The regional variation in the distribution of nitrate concentration is illustrated below(Figure 2). The data from several companies were grouped into broad regions takinginto account geographical proximity and similarity in the distributions. None of theregions used consisted of a single company.It can be seen that the type of distribution varies widely. In Region A it resembles alognormal distribution, with strong positive skew and a long tail. In Region G this iscombined with a distribution with a mode around 10 mg/l, whereas in Region B there isa second distribution with a mode around 25 mg/l.In the other regions, the mode tends to be in the range 25–30 mg/l, but only Region Ehas a clear single peak. All the other regions appear to contain several differentconcentration populations, possibly as many as four in Region D.
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Figure 2. Estimated density function for nitrate concentration in
tap water in regions of England and Wales, 2010
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Figure 2 (continued) Estimated density function for nitrate
concentration in tap water in regions of England and Wales, 2010
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Figure 2 (continued) Estimated density function for nitrate
concentration in tap water in regions of England and Wales, 2010
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