Strongly Fejér monotone mappings are widely used to solve convex problems by corresponding iterative methods. Here the maximal of such mappings with respect to set inclusion of the images are investigated. These mappings supply restriction zones for the successors of Fejér monotone iterative methods. The basic tool is the representation of the images by intersection of certain balls.
Introduction
Fejér monotone methods are used to solve problems with convex solution sets. The theory of Fejér monotone sequences and mappings has a long history. It started in the 1960s with papers by the Russian mathematician Eremin. His monograph [1] of 1979 contains the first summarized description of such methods in finite dimensional Euclidian vector spaces, with many applications to the iterative solution to convex problems. The universal character of the methods and the weak assumptions which were necessary for proving their convergence created a great interest in completing the theoretical foundations. Nowadays there exist important applications in computerized tomography and in image and signal reconstruction (see e.g. [11] ). and (2) y / ∈ g(y) ∀y ∈ Q\M are fulfilled. Moreover, g is called strongly M -Fejér monotone (in notation: g ∈ F s (M )) if g is α-strongly M -Fejér monotone for some α > 0.
Remark 2.2. If Definition 2.1 is used with the limit value α = 0, then g is said to be regularly M -Fejér monotone (in notation: g ∈ F r (M )). Thus F r (M ) can be regarded as the limit class F 0 (M ) of F α (M ). For regularly Fejér monotone and consequently for all the strongly Fejér monotone mappings g the set M is uniquely determined. Namely, it is the convex and closed set M = M (g) := {x ∈ Q : z − x ≤ y − x ∀y ∈ Q, ∀z ∈ g(y)} which moreover coincides with the fixed point set of g. Incidentally, the classes of strongly Fejér monotone mappings satisfy the hierarchy Observe, that α * is the maximal number for which (1) holds under condition (2) . So we have g ∈ F α * , but g / ∈ F α for α > α * . Now we enlarge the concept of Fejér zones given in [7] to the case of strongly Fejér monotone mappings. The Fejér α-zones of M will supply restriction sets for the images of α-strongly M -Fejér monotone mappings. hold. By the way, in the following y turns out to play an exceptional part in G α Q,M (y) which justifies the notation loop. Besides, we have
Obviously, the mapping G α Q,M generated by the Fejér α-zones of M is defined on Q and has fixed points on M . 
Now we introduce the modified mappingĜ
we obtain in view of (3) the representation
for the Fejér α-zones of M . Obviously, the translation property
holds. Further, observe that from the inverse point of view the Fejér α-zone does not uniquely determine M . So we can look for minimal generating sets M . This aspect is investigated in Section 6. Finally, the sets G α x (y) in (5) can be regarded as the Fejér α-zones of the singletons {x} w.r.t. y ∈ H.
The following two statements are easy consequences of (6). The first is useful to determine outer approximations of Fejér zones.
Finally, knowing the Fejér zones belonging to decompositions of M , we can construct the Fejér zones of M by intersection. 
Ball intersection model of Fejér zones
We use the notation B(x 0 , r) := {x ∈ H : x − x 0 ≤ r} for the ball with midpoint x 0 ∈ H and radius r. We introduce intervals (line-segments) in their closed and open forms, namely
The affine hull of a set L, that means the smallest affine set containing L, is abbreviated by aff L. Besides, ri L and rbd L represent the relative interior and the relative boundary of L (with respect to aff L). First, we prepare a geometric interpretation of the Fejér α-zones G α M (y) by intersection of certain balls (ball intersection model). We consider an arbitrary, but fixed element y ∈ H and introduce for α ≥ 0 and elements x ∈ H the balls
with midpoints
All balls contain y on the boundary. The balls degenerate for x = y to the singleton {y}. The opposite boundary elements of y in the balls are
with midpoints z α m (y, x) and lengths 2 r α m (y, x). In the following, M is supposed to be a fixed convex, closed, nonempty and proper subset of H. It is well-known that the metric projector P M onto M is well-defined. 
hold for all x ∈ M .
P roof. For arbitrary elements x and z in H the relation
is equivalent to
By a transformation, replacing x by x − y and z by z − y, we find that the inequality
or in view of (7) and (8) to
Considering (5) this just proves the first assertion G α x (y) = B α (y, x). According to the above deduction the characterizing inequality for z ∈ G α x (y) is also equivalent to
If we choose now z = z α s (y, P M y) in the left-hand side we obtain, in view of (9) and the immediate consequence y − z α s (y,
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Since the metric projector P M satisfies the inequality
, we get p α s ≥ 0. Hence z α s (y, P M y) fulfils inequality (10) and belongs consequently to G α x (y). Besides, y ∈ G α x (y). As the ball
Thus the lower interval inclusion holds for all x ∈ M . Finally, we get from inequality (10) the estimate 2 y − x ≥ (1 + α) y − z if we apply Schwarz's inequality. But this means by (8) 
. Hence, the upper ball inclusion is also true, even for all x ∈ H. 
Besides, they satisfy the interval ball inclusions
P roof. The representation of G α M (y) by intersection of the given balls uses (6) and Lemma 3.1. Since these balls are convex, closed and bounded, the same holds for the intersection set. Obviously, G α M (y) is nonempty, since the loop y is an element. The set inclusions are simple consequences of Lemma 3.1 and the ball intersection form of
α (y, x) with x ∈ M , and one of the balls is B α (y, P M y). Further, because of (8) and (9) we get the relations
By the interval ball inclusion this is also the diameter of G α M (y). But the result concerning the diameters shows also that the elements of the set
do not belong to G α M (y). Therefore y and z α s (y, P M y) are even on the relative
can be considered as its skeleton. This interval is generated by G α M (y)∩ aff {y, P M y} and connects the loop with its counter point. The set B α (y, P M y) is the ball hull of G α M (y), the so-called Chebyshev ball. If Lemma 3.1 is used with x = P M y, then
arises. The latter is the smallest ball with centre y containing G α M (y). In Section 7 we will show by examples that the interval ball inclusions in Theorem 3.2 are sharp. The examples will illustrate also that the relative interior of the skeleton can belong to the interior, the relative interior or the relative boundary of the Fejér α-zone (compare Examples 7.1, 7.4 and 7.6). 
. This is a contradiction. So taking the parameter α in G α M (y) as an index is in accordance with the above result.
Similarity relations between Fejér zones
First, we define the operator S = S λ y : H → H with fixed y ∈ H and λ > 0 by
This operator is a similarity transformation. S acts as a stretching with ratio λ relative to the centre y. Moreover, S is a so-called affine operator.
Obviously, S is invertible. The inverse turns out to be the central stretching
with ratio 1/λ. The next statement shows that S maps balls onto balls.
Here and in the following we use the convention S L = {Sx : x ∈ L} for sets L.
Lemma 4.1. The operator S translates and stretches balls according to S B(x 0 , r) = B(Sx 0 , λ r).
If C 0 is a convex cone and C(x 0 ) = C 0 + x 0 its translated form, then
Further, it is evident that S is compatible with set operations, for instance we conclude for two sets
Observe that this property is preserved if a whole family of sets participates.
Lemma 4.2. For an arbitrary subset M and an arbitrary family of subsets
Finally, the family {S λ y } λ>0 is a multiplicative group with the product
Ball intersection model for Fejér zones of ...
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For a mapping g : Q → P(Q) we call the affine combination
of I and g a relaxation of g with (real) parameter λ > 0.
Lemma 4.3. For relaxations g λ we get
So a relaxation of a mapping is a stretching of the image sets relative to the original elements.
We start with the observation that the sets G α x (y) = B α (y, x) are, for fixed y and x, mutually similar relative to the parameter α. Comparing two such sets with parameters α and β the reference number
will be decisive. From (7), (8) and the multiplicative rule of central stretchings we obtain, on the one hand, 
and on the other hand, 
such that intervals starting from the loop y and ending on the relative boundary of the zones are also connected by central stretching. In particular, this applies to the skeletons. But this aspect will be more illuminated in [10] .
The Fejér zones form for fixed y / ∈ M in view of Corollary 3.3 a chain with
The similarity properties which have been discussed can be exploited to simplify the proofs. For instance, choose β = 0 and β = 1 in Theorem 4.5, respectively. Then indexing by α means central stretching relative to y with the ratios µ = λ 0 = 1 1+α and µ = λ 1 = 2 1+α depending on wether the starting point is the Fejér 0-zone or 1-zone, respectively. So it suffices to restrict the investigations concerning Fejér α-zones to one of the standard indices α = 0 or α = 1, followed by the hint that the general case arises from the properties of stretching. This would have been possible already in Section 3. But we will practice it from the next section using α = 0. The other case α = 1 will be more convenient for the interval union model of Fejér zones (see [10] ). 
Relations for balls
with x 0 on the boundary and outer and inner normal d, respectively. The following identity is less known but easy to check. It serves to prove some ball relations which are used in Section 6 to reduce the generating set M in the representation (6) of Fejér α-zones.
Lemma 5.1. For all elements u, v in H and for arbitrary µ ∈ R we have
Lemma 5.2. Let x 1 and x 2 be fixed elements of H. Then
P roof. Obviously, the assertion is true for x = x 1 and x = x 2 . So we choose an element x ∈ (x 1 , x 2 ) which has the representation
for some µ ∈ (0, 1). We consider an arbitrary element z of the ball B(x, x 2 − x ). Thus z satisfies z − x ≤ x 2 − x and consequently, replacing x by the above representation,
Now we get in view of Lemma 5.1 the estimates
Hence, we have z ∈ B(x 1 , x 2 − x 1 ). 
Then we have for some µ ∈ [0, 1] the representation x = µ x 1 + ν x 2 with the abbreviation ν = 1 − µ. Exploiting the condition for z and the identity in Lemma 5.1 we can estimate
This shows z ∈ B(x, y − x ).
Proposition 5.4. Let be L ⊂ H and y ∈ H. Then
P roof. The inclusion ⊇ is obvious. So we prove only the reverse inclusion. First, we consider the relation 
66
D. Schott
The next statements refer to the intersection of balls and halfspaces. They are used to describe the Fejér α-zones of rays in Section 7.
Lemma 5.5. Let x 1 , x 2 and y be fixed elements of H. Then
P roof. Let be d = x 1 − x 2 the outer normal of the above halfspace. Then we have for z ∈ H 
holds for all such x. Consequently, Lemma 5.5 supplies for x 1 = x 0 and each
But this means
Correspondingly, we have for elements H(y, d) ∩ l(x 0 , d) denotes the projection of y onto the line l(x 0 , d) , then the length of the interval
is the height of the ballcap in (18) with basic area in H(y, d) . Obviously, we have lim λ→+∞ y λ = y * . Hence, (18) supplies for λ → +∞ the relation
This shows the assertion.
Reduced ball intersection models
Obviously M is not the only set whose elements x can constitute the Fejér α-zones G α M (y) by intersection of correponding sets G α x (y) (compare (6)).
Definition 6.1. The set N in H is said to be a generating set for
The aim is to reduce the ball intersection model in Theorem 3.2 by using only a part of the sets G α x (y). Trivially, M itself is a generating set for G α M (y) (in accordance with the notation in Definition 2.4). A first observation is that N can generally depend on y, but not on α. By the above result the proofs can be restricted to a fixed α. In the following, the case α = 0 is used. The next simple result supplies a tool to construct new generating sets. Remember that M is supposed to be nonempty, convex and closed. Lemma 6.3. Let α ≥ 0 and y ∈ H be given. If N is a generating set for
then L is also a generating set for G α M (y). P roof. By Lemma 6.2 we can choose α = 0. Then we have
Since N is a generating set for G α M (y) and satisfies N ⊆ conv L ⊆ M , Proposition 5.4 leads to the assertion The following concept allows the elimination of further sets G α x (y) in the intersection. Corollary 6.7. Let α ≥ 0 and y ∈ H be given. Then
P roof. It is easy to see that conv M (y) and M s (y) have the same visible part M (y) w.r.t. y as M . Hence, the assertion follows by Theorem 6.6 and Lemma 6.3.
In view of M (y) ⊆ rbd M ⊆ M the set rbd M is a generating set for G α M (y) for all α ≥ 0 and independently on y. A question arises if there are other efficient generating sets N (y) beside M (y) and rbd M . Following Corollary 6.4, we are confronted with the concepts of extremal and exposed elements which is crucial in characterizing convex sets L. An element x ∈ L is called extremal if L \ {x} is also convex. The set of these elements is denoted by ext L. An element x ∈ L is said to be exposed if there exists a supporting hyperplane K of L with L ∩ K = {x}. The set of exposed elements is abbreviated by exp L (see e.g. [2] or [3] ). There are convex sets L without extremal or exposed elements. But ext L and exp L are nonempty if L is additionally compact. The following well-known result shows that in this case the closed convex hull of both ext L and exp L generates already the whole set L (see [3, p. 41 
. It is worth mentioning that ext L is the minimal closed set with the above property. Namely, if L is compact, then for subsets N of L the representation L = conv N is equivalent to ext L ⊆ N (see [3, p. 42] ). Now we turn again to the closed convex set M . The latter result can be improved by combining it with the result in Theorem 6.6. We start with an auxiliary statement. P roof. We suppose M (y) to be compact. As just mentioned, conv M (y) is compact, too. But then Corollary 6.7 and Theorem 6.9 supply
where L = ext conv M (y). In view of Lemma 6.10, this is the assertion.
Observe that M e (y) = ext M ∩ M (y) does not have to be the minimal generating set for G α M (y), not even for sets M with compact visible part M (y). For instance, let M be a ball which does not contain y. Then all boundary elements are extreme and even exposed (see [3, p. 35, p. 90-91] ). Thus M e (y) coincides with the visible part M (y) which is the surface of a ball cap. But, considering Lemma 6.3 for N = M (y), a subset L whose closed convex hull includes this ball cap is already a generating set. So a dense subset L of M e (y) suffices. Now we turn to the question which elements have necessarily to be in the generating set. We start with a modification of Lemma 2.7 which reflects the proper subset relation. 
