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Electronic and thermal properties of nanostructures are determining factors in the performance
of nanowire-based devices. Due to the inherent heterogeneity of nanostructures, the properties of
one may differ dramatically from the average of a population. Pump-probe microscopy is a powerful
tool for measuring spatially-resolved excited state dynamics in individual semiconductors with
high-throughput and no electronic contacts. We use this technique to directly observe photoexcited
carrier recombination, carrier diffusion, and thermal transport in individual silicon nanowires. We
also show significant variation in recombination rates between wires grown at the same time.
The main focus of this work is the incorporation of a low-temperature interface into the pump-
probe microscope, allowing us to directly observe a variety of phenomena which are inaccessible at
room temperature. Shallow energy minima which are thermally masked at room temperature become
active at low temperatures, providing a more detailed picture of the nanostructure’s energetics. We
will be able to observe spatial variations in the structure’s energy landscape and directly measure
phenomena like ballistic transport for the first time. We use this new microscope to observe
temperature-dependent excited state decay and an increase in carrier diffusivity at low temperature
in silicon nanowires. We find that the dynamics do not vary uniformly with temperature over the
whole structure and attribute this to spatially variant populations of deep and shallow traps in the
nanowire.
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More and more, technologies ranging from sensors and computing to energy production and
storage are based on nanostructured semiconductors. The performance of these devices is limited
by the lifetime of excited charge carriers (electrons and holes) or electrical or thermal transport
properties of the nanostructure. Understanding these properties is a critical part of device design.1 In
molecular systems each molecule is identical to every other, and in macroscopic systems bulk material
properties are well-defined. But nanostructures are polydisperse and exist in a peculiar regime
where the properties of an individual structure varies with morphology and may be substantially
different from those of the ensemble. The continued development of nanotechnologies requires an
understanding of particle-to-particle variation, and variations within a single structure. Techniques
which measure ensemble average properties are insufficient for this task so we must move towards
single-particle studies.
There are several methods commonly used to measure electronic properties of individual struc-
tures. Most apply metallic contacts to the structure and measure current through it, then use
models to calculate carrier lifetime or diffusion. This process is not ideal. Making electrical contacts
is slow and permanently modifies the structure. Current is measured between fixed locations on
the structure (where the contacts are) and so there is not much sub-structural spatial resolution.
Ultimately what is needed is a technique with high throughput that is non-destructive, and provides
both sub-structural resolution and a direct measure of the properties of interest (figure 1.1). Pump-
probe microscopy fulfills all four criteria; it has been used to measure excited state lifetime directly
in tens of nanostructures per day in a fully contact-free configuration and with approximately 500
nm spatial and 500 fs temporal resolution.2–12
This project incorporates a low-temperature interface into a pump-probe microscope. Shallow
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Figure 1.1: A technique for characterizing individual nanostructures should be non-destructive, have
high throughput and sub-structural resolution, and provide a direct measurement of charge carrier
lifetime and diffusion.
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energy states which are washed out at room temperature become accessible as the value of kBT
decreases.13–16 Temperature-dependent rate constants can help identify the pathways and impurities
involved in carrier recombination.17–20 In silicon, for example, recombination at deep level traps
such as gold atoms is temperature independent, while shallow state recombination (such as that
at the surface) has a τ ∝ T−1.5 dependence.21 Additionally, novel phenomena can be seen at
low temperatures. Band structures can change, and metal-to-insulator transitions can occur.22–25
Excitons in materials with large dielectic constants have small binding energies and only become
stable when kBT is small.26–28 Ballistic transport of carriers and phonons can also occur and have
been observed in a range of materials, most commonly graphene.29–32 Low-temperature pump-
probe microscopy will let us observe the spatial variations in the energy landscape and impurity
distribution, and as well as behaviors which are impossible to see under normal conditions.
1.2 Pump-Probe Microscopy in Silicon
Pump-probe microscopy is a technique which combines transient absorption (TA) or transient
reflectivity (TR) spectroscopy with optical microscopy to achieve excellent temporal and spatial
resolution. In TA an initial laser pulse, the pump, excites charge carriers (electrons and holes) in
a sample. After some precise amount of time a second pulse, the probe, interrogates the excited
state. The measured intensity of the probe after it interacts with the sample is correlated with
the number of carriers that remain excited. The probe pulse is delayed in time by changing the
distance it must travel to the sample, most commonly by sending it through a set of mirrors on a
computer-controlled translation stage. As the delay between the pump and probe increases, carriers
relax and the signal goes down. Varying the amount of time between the arrival of the two pulses
provides information about the lifetime of the excited state, while varying the wavelengths used
for the pump or probe can help identify precisely which states are populated. By incorporating a
microscope interface into a TA or TR system we can observe excited-state dynamics in a spatially
localized way. To see how the carrier lifetime varies with position we can spatially overlap the
pump and probe at different spots on the sample. If we pump in one location and probe in another
we can measure how quickly carriers move through the structure, or the diffusion coefficient. The
temporal resolution of this technique is fundamentally limited only by the temporal width of the
laser pulses. Some groups use pulses as short as tens of attoseconds, however shorter pulses have a
broader spectrum and pulses with narrower bandwidths that are 100s of femtoseconds are more
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typical.33–36
In silicon nanowires (Si NWs) the pump pulse (425 nm) excites electrons from the valence band
into the conduction band. The presence of excited carriers makes the wire more transparent to the
probe pulse, and more probe light reaches the detector. As the probe is delayed with respect to
the pump, the charge carriers have more time to recombine and the wire becomes more opaque,
reducing the signal. Figure 1.2 shows a diagram of this in silicon.
Recombination in semiconductors occurs through several different processes (figure 1.3). If the
carriers are excited with an energy greater than the band gap of the sample material, as they are in
our experiments, they first relax to the band edge depositing the extra energy into the lattice as
heat. For an electron and hole to recombine, they must have the same momentum. In an indirect
band gap semiconductor such as silicon, the energy minima for electrons and holes have different
momenta; while bulk recombination, in which an electron and hole recombine and release a photon,
can occur, it does so only in negligible amounts. The primary relaxation mechanism in silicon (Si)
is Shockley-Read-Hall (SRH) recombination where carriers interact through mid-gap trap or defect
states either in the bulk or at the surface.37,38 If the population of carriers is high enough, another
process called Auger recombination can become important. In Auger recombination, an electron
recombines with a hole and gives its excess energy to another electron already in the conduction
band. Auger recombination is power dependent and can be turned on and off by adjusting the
number of carriers which are initially excited.39
To see how carrier dynamics vary within a single structure requires sub-micron spatial resolution.
A microscope objective focuses the pump and probe beams to diffraction-limited spots on the sample
which is precisely positioned by a nanopiezo scanning stage. Data from that location is assigned
to a pixel with a corresponding location in an image, then the sample is moved. Essentially, a
pump-probe image is built up pixel-by-pixel, and the data in each pixel is the result of a single TA
experiment done at that specific location. The resolution of this method depends primarily on the
wavelengths and optics used, and we typically achieve a pump-probe resolution of ~500 nm.
1.3 Chapter Overview
Chapter 2 details the design and characterization of the ultrafast, low-temperature microscope. It
discusses practical considerations surrounding cryostat selection and incorporation into a microscope,
the challenges involved in imaging, and characterization of the microscope system. It ends with
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Figure 1.2: When the pump and probe arrive simultaneously (top) carriers are excited and measured
instantly and the wire is at its most transparent to the probe. As the delay increases (middle)
excited carriers recombine and the wire becomes more opaque. After a long enough delay (bottom)
all the carriers are recombined and the wire is in its ground state once again.
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Figure 1.3: Excited carriers first relax to the conduction (CB) or valence (VB) band edge by
depositing their excess energy into the lattice as heat (yellow). Recombination then occurs through
Shockley-Read-Hall, direct band-to-band, surface, or Auger recombination. Traps or defect energy
levels are shown as horizontal lines in the band gap.
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troubleshooting tips intended for anyone configuring a similar system.
The galvanometer scanning system used to control beam position is described in detail in chapter
3, including a discussion of the principles of operation and procedures for alignment. The optics
equations involved in calculating resolution are presented, followed by the mathematics of Affine
transformations.
Chapter 4 demonstrates the use of pump-probe microscopy as a technique for measuring thermal
transport in suspended nanostructures at room temperature. Thermal transport is one of many
properties which is expected to vary with temperature.
Chapter 5 presents results which show that the surface quality of silicon nanowires varies
dramatically, even between wires grown at the same time. Pump-probe microscopy was used to
measure the lifetime of hundreds of NWs, demonstrating the high throughput of the technique.
Initial results from the low-temperature microscope are discussed in chapter 6. We observe that
in silicon nanowires (Si NWs) the carrier lifetime was shorter and carrier diffusion faster at low




Development and Characterization of the Low-Temperature Microscope
2.1 Overview of the Low-Temperature Ultrafast Microscope
This chapter will discuss the design, construction, and operation of our ultrafast, low-temperature
microscope. This is intended primarily as a guide for current and future students who will work with
or install similar systems. Section 2.1 discusses the cryostat itself; how it works, why this model
was selected, and describes the physical system. Section 2.2 details the optics and optical path of
the microscope and the characterization of the microscope is presented in section 2.3. Section 2.4
discusses potential issues with the instrument and troubleshooting steps.
2.1.1 Physical Description of the Cryostat
The cryostat for this microscope must meet four main requirements. First, it must access
temperatures between 300 K and ~10 K, so must use helium as the cryogen and have a heating
element. Second, because helium is expensive, the system should use as little as possible to reach
the desired temperature. Closed-cycle systems which recycle He are ideal for this. Third, while the
cryostat is running the sample should not vibrate or drift significantly. Finally we must be able to
couple light into and out of the sample space; there must be a window through which we can see
the sample. We chose the Advanced Research Systems (ARS) DMX-20-OM, a closed-cycle cryostat
which achieves a base temperature of less than 8 K, has an ultra-low vibration interface, and two
sapphire windows on either side of the sample.
Thermal Properties The DMX-20-OM uses a two-stage cooling system (Figure 2.1) and resistive
heater to control temperature. The first stage is cooled by a Gifford-McMahon refrigeration cycle.
Helium is pressurized to 270 psig by a compressor and then travels to the cryostat expander. As the
name suggests, the expander allows the gas to expand and cool the first stage heat station. The
low-pressure helium is then returned to the compressor completing the cycle. To transfer heat but
not vibration the second stage cold finger is cooled by exchange-gas mediated heat transfer. The
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Figure 2.1: Schematic of the DMX-20-OM ARS closed-cycle cryostat. Pressurized He is sent from
the compressor (not shown) to the expander and low pressure He is returned. The first stage heat
station extends down from the expander into a chamber filled with a helium exchange gas. The
chamber is connected to a cold finger which extends into the sample chamber. The sample holder
screws into the cold finger and its height can be adjusted by hand.
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two stages are mechanically decoupled and moderate pressure (0.6 psig) ultra-high purity helium
(99.999%) fills the space between the two heat stations and transmits heat from the cold finger
to the expander. This system achieves a base temperature at the sample mount of less than 8 K,
however we expect the sample itself to be several degrees warmer than that because of radiant
heat through the window. The temperature of the sample is controlled using a built in closed-loop
resistive heater and temperature controller (Lakeshore Cryonics Model 335). The set point can be
fixed between the base temperature and 350 K.
Helium Usage Helium is used in two ways: in a closed-loop by the compressor, and as an exchange
gas. Because this system is closed-cycle, it can operate for months to years before additional He
needs to be added to the compressor. The He exchange gas is not recycled and new He needs
to be added each time the cryostat is cooled. However, once the cryostat has reached its base
temperature, very little He is lost. If the system is working properly and has not developed any
leaks, one standard tank of helium should last for around 50 cooling-warming cycles.
Coupling Light into the Cryostat Light is coupled into and out of the sample through quartz
windows on either side of the sample chamber. To allow light to pass through, the sample rests on
a transparent sapphire plate in an adjustable copper mount on the cold finger. Sapphire is used
because it conducts heat better than glass, quartz, and other transparent materials.40 The height of
the sample can be adjusted to within 1.5 mm of the outer face of the window, putting it within the
working distance (WD) of any medium to long WD objective.
2.1.2 Practical Considerations Regarding Vibration Isolation, Sample Stability, and
Cryostat Mounting
To achieve high spatial resolution the sample must be stable; i.e. it must not drift on the
timescale of an experiment (minutes). The primary cause of drift is vibration transmitted from the
expander. To minimize these vibrations, the expander is mechanically decoupled from the sample
holder; it is only connected by a rubber bellows which, when extended to between 1.5–2.75 inches,
nominally transmits less than 10 nm of vibration to the sample. The first stage heat station extends
down from the expander through the bellows and into the cryostat’s second stage heat-exchange
chamber. These two stages must not come into contact.
To maintain separation between the first and second stage heat stations the cryostat is mounted
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to the optical table, and the expander is hung from a floor-mounted rack. Figure 2.2 A shows
the expander mounting structure. It is built out of extruded aluminum and rests on the floor on
four retractable wheels; these allow us to move the cryostat when necessary, but retract fully for
excellent stability. The expander is attached to the mount by an aluminum plate resting on two sets
of orthogonal linear bearings (figure 2.2 B). The x and y position of the expander can be adjusted
by hand and the bearings lock in place with friction bolts. The three large vertical bolts which
connect the aluminum plate to the bearings allow the user to change the height and tilt of the
expander by adjusting the nuts.
The expander must be moved either if the two heat stations come into contact, or if the cryostat
is moved. To position the expander, first slide it side to side gently until you can feel where the
heat station contacts the cold finger on both sides. Place the expander about halfway between the
two points of contact. Do the same thing in the other direction (front and back). Align the first
stage heat station to the cold finger by adjusting the tilt of the expander. The goal is to maximize
the distance the expander can travel in both directions. When adjusting the tilt, recall that the
bellows should remain expanded between 1.5–2.75 inches. If the bellows compress too much or not
enough they will be less effective at dampening vibrations and could be damaged. Iterate these
steps until the expander is aligned and the heat stations centered. When adjusting the position of
the expander, please note that there are only a few milimeters of space between the first stage heat
station and the chamber which surrounds it, so move it slowly and carefully to avoid damage. To
confirm that the expander and cryostat are not in contact by turn on the compressor and observe
the bright field image. You should not see vibration in the image, nor feel any if you put your hand
gently on the cryostat sample chamber.
The expander is the most significant source of vibration but not the only one. The cryostat is
tall and has a large moment of inertia which makes it act like a diving board. It can amplify small
vibrations at one end resulting in an unstable system. To reduce this effect, a set of 3D printed
clamps connect the cryostat to a vertical breadboard (figure 2.2 C). An aluminum scaffold and
second clamp (figure 2.2 D and E, respectively) further stabilize the base. Perhaps the least obvious
source of vibration we found was wiring. The temperature controller sits on the expander mounting
rack for convenience, and cables from the controller travel up and into the cryostat. We found
that the vibrations from the expander can travel through the expander mount to the cables and
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Figure 2.2: Mounting system for the cryostat. The cryostat is mounted to the optical table while
the expander hangs from a semi-mobile floor-mounted rack (A). Wheels at the base retract creating
a stable foundation. (B) Two steel plates hold an aluminum cage containing the expander. The
bottom plate is attached to two linear bearings used to move the expander forward and back. The
guide rails are mounted on a second perpendicular set of linear bearings used to move the assembly
left and right. The height and tilt of the top plate and expander can be controlled by adjusting
the nuts on the threaded rods. (D) The base of the cryostat is attached to the table and vertical
breadboard in several locations by an aluminum assembly. A 3D printed clamp connects the top
portion of the cryostat (C) and the sample space (E) to the vertical breadboard providing additional
stability.
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from there to the sample. To prevent this, we wrap the cables around a stool or chair to dampen
vibrations and improve stability.
2.2 Microscope Design
The beam path for our microscope is shown in figure 2.3. The 850 nm output of a mode-locked
Ti:Sapphire laser (Spectra Physics Tsunami, 1 W output, 80 MHz, ~100 fs) is pulse-picked by an
acousto-optic modulator (AOM) (Gooch and Housego, 17389-.93-FOA) to reduce the repetition rate
to 8 MHz and split into two beams by a 90:10 beam splitter. A second AOM (Gooch and Housego
MODEL 23080-X-.85-LTD) driven at 80 kHz by a function generator optically chops the high power
(pump) beam (figure 2.4). The optical chopper introduces significant chirp into the beam, so it is
re-compressed with a negative group velocity dispersion (GVD) mirror compressor (Thorlabs DCMP
175, -175 fs2 per bounce). A beta barium borate (BBO) crystal then frequency doubles the pump
to 425 nm. The low-power probe beam travels along a computer-controlled mechanical delay stage
which allows us to precisely control the pump-probe delay. A galvanometer scanning system controls
the angle of the probe relative to the pump (see section 3.1 for more information), and the pump and
probe beams are recombined by a dichroic beam splitter. They pass through a 4F telescope before
an infinity-corrected reflective objective (Thorlabs LMM-40X-UVV, 40X, 0.50 NA, 7.8 mm WD)
focuses them to diffraction-limited spots on the sample. The reflected probe light is detected by a
balanced photodiode (New Focus 2107) and lock-in amplifier (Stanford Research Systems Model
SR810 DSP). The pump is detected by an avalanche photodiode (APD) (Hamamatsu C12702-04)
and lock-in amplifier (Stanford Research Systems SR510).
Our previous microscopes have used transmission-mode detection. In this mode a condenser lens
collects light after the sample and the light travels to the detector. The cryostat makes this difficult
as the sample space is too small for a condenser to fit inside, and placing the condenser outside
of the sample space would position it too far from the objective to collect a sufficient percentage
of the light. Instead, we implemented a back-scatter detection mode. In this system, each beam
travels through a beam splitter on its way to the objective. 90% of the incoming probe beam is
discarded by BS2 (figure 2.3) and 10% makes it to the sample. Of the probe light that reflects off of
our sample, 90% is transmitted back through the splitter and reaches the detector. While we lose a
significant amount of incoming light, we collect a majority of the photons which actually interacted
with the sample. We typically want very low probe pulse energies at the sample, so the initial loss
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Figure 2.3: Schematic of the pump-probe microscope optical path with back scatter detection. The
repetition rate of the laser is reduced using an AOM pulse picker. The beam is split into pump
and probe lines. The pump is further modulated, compressed, and frequency doubled. The probe
travels through a delay stage and galvo scanning mirrors. When imaging with just the probe a
mechanical chopper wheel is used to modulate the signal. The pump and probe are recombined
and focused by a 40x objective onto a sample inside the cryostat. The objective is mounted on an
xy translation stage. Reflected light travels the reverse beam path until BS2 and BS3 when 90%
of the reflected probe and 10% of the reflected pump are sent into a BPD and APD, respectively.
Signal is amplified by a lock in amplifier and read by a National Instruments data acquisition card.
Brightfield illumination is provided by a liquid light guide positioned below the sample.
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Figure 2.4: The Tsunami outputs an 80 MHz pulse train. A pulse picker (AOM) reduces the
repetition rate to 8 MHz. The pump light is then modulated by a second AOM (optical chopper) to
produce groups of 8 MHz pulses which turn on and off at 80 kHz.
of power is unimportant. We cannot afford to lose so much pump power so the set up is opposite,
with 90% of the pump light reaching the objective and only 10% of the reflected light making it to
the detector.
2.2.1 Imaging and Positioning
For sample imaging we need control over both the coarse positioning (millimeter scale) and fine
positioning (nanometer scale). We use brightfield imaging and coarse positioning to locate a given
field of view.
We need to be able to control the position of the beam on the sample on both a millimeter
and nanometer scale. Each pixel in a pump-probe microscopy image represents a pump-probe
measurement performed at the corresponding location on the sample. The image is built up pixel
by pixel as the beams are raster scanned over the sample. To image this way you must be able to
control the relative position of the beam and sample with better than 50 nm precision. We use
bright field imaging and a coarse or millimeter scale positioning to find a to find the particular
structures of interest on the sample slide (figure 2.5). We also use coarse positioning to compensate
for thermal drift in the cryostat; as the cryostat cools, the metal components shrink causing the
sample to move out of view. To study a structure at a range of temperatures we need to “follow”
that structure as it drifts. Precision positioning is generally accomplished by placing the sample on
a nanopiezo scanning stage. It can be mounted on an xy mechanical translation stage to provide
coarse adjustment. The incorporation of the cryostat presents unique challenges to this system,
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Figure 2.5: Brightfield image (left) and corresponding pump reflection image (right, units in microns).
The region of the brightfield image that is scanned for the pump image is highlighted by the black
box. The field of view of the brightfield is rotated 90 degrees relative to the laser image.
however.
Typically, the beam is held fixed and the sample is scanned underneath. With the cryostat,
moving the sample would require either moving the sample relative to the cryostat (i.e. having a
translation stage within the sample space) or moving the whole cryostat. Moving the sample inside
the cryostat is not possible; while there are nanopiezo stages which are compatible with cryogenic
temperatures, they are prohibitively expensive and our sample space is too small to accommodate
them. Moving the entire cryostat presents challenges of its own. First, the cryostat is too heavy
for the nanopositioning system. Second, moving the cryostat by the several millimeters needed for
coarse positioning could bring the cold finger into contact with the exterior or increase strain in the
bellows, either of which could increase vibrations and cause drift. The solution to this problem is to
move the objective rather than the sample.
We have mounted our objective on a nanoscale positioning system (Queensgate NPS-XY-100,
figure 2.6, 2) using a 3D printed adapter plate we designed (figure 2.6, 1). The nanopiezo stage has
a range of 100 microns in both the x and y directions. Our beam overfills the objective slightly and
is approximately 1 cm in diameter, so moving the objective by 100 microns (1% the beam diameter)
does not significantly change the profile of the focused beam. The nanopiezo stage is mounted to
a Nikon microscope xy coarse positioning stage (figure 2.6, 4) using a 3D printed adapter plate
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Figure 2.6: Objective positioning assembly. The objective (6) is mounted on an optical tube and
mount (right). This is connected by an adapter plate (1) to the Queensgate nanopiezo positioning
system (2), which is mounted by another adapter (3) on a large XY coarse positioning stage (4).
The whole XY translation assembly is mounted via a bracket (5) to a z-axis translation stage which
gives us control over the focal plane.
(figure 2.6, 3). This provides us with several millimeters of translation in both the x and y directions.
Finally, the entire translation stage assembly is mounted onto a z-axis translation stage using a final
3D printed adapter bracket (figure 2.6, 5). This gives us control over the focal plane of the objective.
This system gives us both fine and coarse control over the position in all three axes. Unfortunately,
if the objective is moved by a significant amount (on the order of 100s of microns to millimeters) the
beam must be realigned. Because of this, finding a field of view with several structures of interest
can save time in the long run.
2.3 Instrument Characterization
This section demonstrates the capabilities of this microscope and discusses procedures that
should be used to get optimal performance.
2.3.1 The Objective
This microscope uses a Schwarzschild reflective objective (figure 2.7). Unlike a standard refractive
objective, a reflective objective uses no glass optics and instead focuses light using a set of curved
mirrors. This provides many benefits over refractive objectives - it is lightweight, has no chromatic
aberration over a very large wavelength range, is vacuum compatible, and often has longer working
distances. It does have some drawbacks, though. Reflective objectives transmit less light, can be
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Figure 2.7: Schematic of a Schwarzschild reflective objective. The beam enters the aperture from
the left and is reflected off of a small convex mirror. A larger concave mirror focuses the beam
onto the sample. Some portion of the beam is blocked by the initial mirror. This both reduces the
transmitted power and induces an Airy pattern at the focus.
tricky to align, and have lower numerical apertures than glass objectives. In this section I discuss
the use of the reflective objective in our microscope, its alignment, optical properties, and power
transmission.
Objective Alignment The reflective objective is far more sensitive to alignment issues than
refractive objectives and our standard objective alignment procedure is not precise enough. Even a
small beam misalignment can cause problems focusing, astigmatism, and beam asymmetry. We
developed a new method for alignment which provides repeatably high quality images.
To align the beam correctly you will need a 1” iris to screw into the objective holder, a power
meter, and a reflective surface such as a mirror or reflective sample. Use the probe to do the
alignment rather than the pump. The probe carries the signal, so the microscope is more sensitive
to its alignment. Place an iris before the beam splitter (BS2, figure 2.3) to spatially filter the
probe so it looks circular. This will help improve the precision of your alignment. Screw the 1"
iris into the objective mount so that you can see the probe beam on it with an IR viewer. Place
the reflective surface under the objective so that the beam focuses on that surface. Put the power
meter immediately before the balanced photodiode (BPD) to measure the light that reflects off of
the mirror/sample. Adjust the power meter’s position to maximize the power reading. Make sure
that the light you are measuring is from the objective and not a back reflection from one of the
lenses! Using the IR viewer and the second mirror away from the objective, center the probe beam
on the iris. Remove or open the iris and maximize reflected power by using the mirror immediately
before the objective to adjust the angle of the beam into the objective. Iterate until your power
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reading is maximized and the beam is entered on the iris. If the beam is properly aligned, an
spatially-separated pump-probe (SSPP) image should show a symmetrical Airy pattern.
Depth of Field The focal plane of an objective is not infinitely small. For any objective there is
a distance over which an object will remain in focus, called a depth of field (DoF) – the distance
over which you can move a microscope objective and have an object remain in focus. The ideal DoF




where λ is the wavelength of light, NA is the objective’s numerical aperture, and n is the refractive
index of the material you are focusing through (typically air, n = 1.00). For our objective this
expression gives a DoF of 1.7 µm for 425 nm light and 3.4 µm for 850 nm light.
The DoF expression as written assumes the light is focusing through only one material. In this
microscope the light focuses through air and then a 2 mm thick quartz window (n=1.45). Focusing
through the window distorts the beam and prevents the focus at the sample from being as tight.
To determine the DoF experimentally we collect images of a Si NW with the pump, probe, and
spatially-overlapped pump-probe (SOPP) with the objective at various heights (Figure 2.8). The
size and signal intensity of the NW remains constant over 4 µm, 2-3 µm, and 3 µm for 850 nm light,
425 nm light, and SOPP images, respectively. This tells us that the DoF of this system is 3-4 µm
depending on wavelength. These empirical DoFs are about 20% larger than the predicted value.
Power Transmission Reflective objectives occlude the center of the laser beam resulting in an
intense Airy pattern and a loss of pulse energy. Our objective is specified to obscure the central
22% of the beam by area. Our beam is Gaussian shaped so the central portion of the beam is the
most intense. Obscuring the central 22% of the area results in a reduction in power significantly
larger than 22%. The beam also overfills the objective slightly, further reducing the transmitted
power. We measure the beam power immediately before and after the objective and found that 29%
of the probe and 24% of the pump is transmitted.
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Figure 2.8: Depth of field: pump (left), probe (right) and SOPP (bottom) images of a SiNW
collected by moving the objective in the z axis over 3 µm, 4 µm, and 3 µm, respectively. Over this
range the wire just starts to lose resolution in the final image, indicating the edge of the objective’s
depth of field. Scale bars are 500 nm.
2.3.2 Comparison of Reflection and Transmission Modes
This microscope uses a reflective-mode geometry in which the signal comes from light reflected
off the sample. Our previous experiments on semiconducting nanostructures have been done in a
transmission microscopy mode. Here we compare the two modes directly by measuring the carrier
lifetimes in the same NW with both methods.
Figure 2.9 shows transients collected in both reflective and transmission mode at the same two
locations in a p-i-n Si NW: the p-type region (faster kinetics) and the n-type region (slower kinetics).
The same pump and probe pulse energies were used in both cases. The transients overlay well,
indicating that the free carrier lifetimes are consistent regardless of which mode we use to measure
them. The primary difference is the relative amplitude of the positive-going free carrier signal and
the negative-going thermal signal. The transmission mode is more sensitive to the thermal signal
than the reflective mode. Fortunately, since the thermal signal in Si NWs is significantly longer lived
than the free carrier signal,2 it can be treated as a constant offset and does not change the measured
free carrier lifetime. The carrier lifetime can be determined accurately using either transmission or
reflective microscopy.
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Figure 2.9: Data collected from the p-type (red curves) and n-type (blue curves) regions of a p-i-n
silicon NW in reflection and transmission mode. The lifetimes are the same regardless of the data
collection mode, however the negative-going thermal signal is larger relative to the free carrier signal
in the transmission mode than in reflection.
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2.3.3 Quantifying Drift
An image takes minutes to collect with each pixel typically taking 10s of milliseconds. Good
imaging requires stability on both the short term (vibration) and long term (drift). If the sample
vibrates the signal to noise will be poor, and if it drifts the images will appear smeared or skewed.
Further, transient scans are impossible to collect if the sample drifts on a similar time scale as the
data collection. Lifetimes depend on signal intensity over time, and if the wire drifts out of the laser
spot the signal drops independently of recombination.
It is difficult to quantify the vibration, but we assume that if it is not seen in the real-time bright
field imaging it is at an acceptable level. Quantifying drift is a matter of collecting many images of
an object over a long period of time and measuring how far it moves. To do this we wrote software
in MATLAB which interfaces with our instrument control code. Several images of an isolated object
are collected at set intervals (typically between 30 seconds and 5 minutes apart) for 20 minutes or
more. The field of view should only contain one "bright" object, but it must be large enough that
that object stays in the field over the full 20 minutes. The size and resolution of the image should
be adjusted so that the image itself takes as little time as possible to collect while not distorting the
shape of the object with too-large pixels. The software saves the images and records the time at
which they were taken so the position and time can be correlated later on.
The objects we observe are often oddly shaped and so defining an object’s “position” is not
always straightforward. To determine the position of an object we find its “center of mass.” First,
our MATLAB software discards pixels which are less than 70% of the maximum signal in an image.
To find the “center of mass” of the object (the intensity-weighted average position), MATLAB
multiplies the x and y coordinate of each pixel with that pixel’s intensity. The resulting values are
added together (x and y separately) and divided by the sum of all pixel intensities in the image.
This defines a unique location for the object.
Quantifying the drift is then a matter of measuring how far the center of mass moves over time.
One way to do this would be to calculate a number, such as the farthest distance the object moved
divided by the time it took, or the fastest movement between any two consecutive images. However,
these methods do not give a full picture. Instead, we found it helpful to plot the coordinates of the
center of mass versus time (shown in figure 2.10). This lets us see how quickly the sample moves,
but also if it moves in a consistent direction, if its speed varies, or if there is any pattern to its
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Figure 2.10: Top: Images of a field with only one object in it are collected every few minutes for
over an hour. The background is subtracted to discard noise and leave only the signal from the
object of interest. The intensity weighted average position of the object is found for each image,
indicated by a black circle. Bottom: The intensity weighted average x and y positions are plotted




Spatial resolution of the cryostat microscope depends on how tightly both the pump and probe
beams focus on the sample. The best resolution is achieved then when both beams focus to the
same z-axis plane. The focal length of uncoated glass lenses varies slightly with wavelength, and
standard refractive objectives focus different colors to slightly different focal planes. Achromatic
and apochromatic corrected lenses are available in the visible range, however objectives which are
corrected for both 850 nm and 425 nm, our wavelength of interest, are prohibitively expensive.
Instead we use a reflective microscope objective to avoid any chromatic aberrations.
Figure 2.11 shows a set of pump, probe, SOPP, and SSPP images collected at 0 ps of delay. In all
modes the signal has a full width half maximum (FWHM) of approximately 500 nm, a resolution as
good as, or slightly better than, our other ultrafast microscopes. While the resolution is quite good,
the SSPP image in figure 2.11 shows an intense Airy pattern (upper right). We have observed Airy
patterns in our other microscopes, however they are typically much less intense, perhaps around
than 10% of the maximum signal, whereas here it is around 30%. This may be due in part to the
design of the objective. The intensity of the Airy pattern depends in part on how the beam is
clipped.42 A reflective objective has two focusing mirrors, the smaller of which is held in place by
three spokes which block parts of the beam. The outside edge of the beam is clipped because it
is overfilling the objective, and the center of the beam is occluded by the second focusing mirror.
The beam diffracts around all these edges, resulting in a complex and potentially intense diffraction
pattern on the surface.
2.3.5 Temperature
Temperature in the cryostat is measured by two silicon diode thermometers, one located at the
base of the cold finger and one mounted to the sample holder. They are read electronically by a
temperature controller (Lakeshore Cryonics Model 335) and monitored by the computer.
The cryostat takes several hours to achieve its base temperature of 7-8 K. Figure 2.12 (left) shows
a typical cooling curve for the cryostat. Cooling is slow initially because the two thermocouples
are separated from the expander by a long distance and large amount of copper (thermal mass).
Over about 90 minutes the slope increases and cooling at the sample accelerates. By about 2 hours
the sample reaches what appears to be its base temperature and the temperature curve seems to
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Figure 2.11: Cryostat microscope resolution. Left to right: Pump, probe, SOPP (0 ps), and SSPP
(0 ps) images collected in reflective mode on a SiNW. All images show a spatial resolution of about
500 nm. Scale bar is 250 nm.
flatten out. If you zoom in however (see inset), you can see that the sample will continue to cool
by another degree or so over the next several hours. It is important to wait until this has finished
before collecting data, as the sample is only stable when the temperature is stable. A good practice
is to begin cooling the cryostat at least 8 hours before you intend to collect data.
If higher temperatures are desired a closed-loop resistive heating element is used. It can take
only a few minutes for a particular set point temperature to be reached, however we typically wait
at least 1 hour after changing the set point temperature before collecting data to be sure it has
equilibrated. Once a temperature between 8 K and 60 K has been reached it is stable to within
50 mK (figure 2.12, right). We have not tested the stability of the temperature between 60 K and
room temperature because above 70 K (the boiling point of nitrogen) cryopumping no longer takes
place and the pressure inside the cryostat becomes unstable.
2.4 Troubleshooting
This section provides typical values for vacuum pressure, helium usage, and temperature when
the cryostat is working optimally. It then outlines different problems you may encounter with the
cryostat and some possible solutions.
2.4.1 Typical Values
Vacuum: After turning on the vacuum pump the cryostat should reach 50 mTorr within 5
minutes, 20 mTorr within 10 minutes, and 2 mTorr within an hour.
Helium usage: The pressure in the He tank should change by less than 25 psi per hour while
the cryostat is cooling down. Once the base temperature has been reached the pressure in the He
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Figure 2.12: Temperature profiles of the cryostat measured at the cold finger (A) and the sample
holder (B). Left: The cryostat appears to cool to its base temperature in under 2.5 hours, however
zooming in (inset) shows that it continues to cool for about 8 hours total. Right: The temperature of
the cryostat measured at both locations is stable to within 50 mK at 60, 45, 30, and 8 K. At around
5.5 hours the brightfield illumination was briefly turned on twice, resulting in the two temperature
spikes.
tank should not change appreciably over a 24 hour period.
Temperature: After 2 hours of cooling the temperature should reach approximately 80 K, and
8 K within 2.5 hours. The cryostat will continue to cool by another degree or so over the next
several hours, so start cooling the system the evening before you wish to conduct experiments.
Stability: At room temperature there should be less than 1 µm of drift per hour. At base
temperature there may be up to 2 µm of drift in one hour. If these values are not met, there may
be something wrong with the system. Please see the following sections for tips on troubleshooting.
2.4.2 Vacuum
If the cryostat fails to meet the typical pressures in time, it is likely that there is a leak. Check
the KF flange seals for dust and make sure they are sufficiently tight. The rubber gasket between
the sample space and either top or bottom plate is a common source of leaks, especially if the
sample space has been opened recently. Clean the gasket with a dry lint-free wipe and add a small
amount of vacuum grease if needed before replacing it and the lid.
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Figure 2.13: Temperature of the cryostat fluctuating by more than 0.5 K. This was a result of a
damaged gasket in the expander.
2.4.3 Temperature
Temperature instability can be a result of a helium leak. Check by closing the He tank and
monitoring He pressure for 20 minutes. There should be no measurable change in pressure beyond
an oscillation with temperature. If the temperature looks like figure 2.13 it may be that there is a
faulty seal somewhere in the expander. If this is the case it must be sent back to ARS.
2.4.4 Drift and Vibration
If the cryostat is still cooling, drift may be due to normal shrinking of the copper cold finger. If
the base temperature has been reached and is stable there are a few possibilities. Vibrations from
the expander may be coupled into the cryostat. If the vibrations are strong enough you may be
able to feel them by resting your hand gently on the sample space, or see them in the brightfield.
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The vibrations may be coupled through the first stage heat station coming into contact with the
cryostat. If that is the case, adjusting the position of the expander relative to the cryostat should
solve the issue. It is also possible that the bellows are expanded too much or too little, and not
damping the vibrations sufficiently. Raise or lower the expander as needed to correct that. Check
that the cables connected to the cryostat are not transmitting vibrations and dampen them if they
are. Another common cause of drift is leaking helium. Close the He tank and monitor He pressure.
If it decreases measurably within 20 minutes there is a leak. Check all the connections and check
the bellows for holes or tears.
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CHAPTER 3
The Galvanometer Scanning System
3.1 Motivation
In order to get good overlap of the pump and probe beams, or to scan the probe beam in SSPP
experiments, we need control over the positions of the pump and probe beams relative to each other.
One beam can be positioned relative to another by changing its angle of entry into the objective
lens. In the past we used a scanning mirror system described elsewhere,7 however the scanning
mirrors are slow and somewhat difficult to program. Here we implement a galvanometer scanning
mirror system (galvo) which provides faster scanning times as well as excellent spatial resolution
and positional control.
This chapter describes the galvanometer scanning system used for spatially separated pump probe
imaging in the cryostat microscope. It is intended primarily as a guide for graduate students looking
to use this system or install one of their own. Section 3.2 discusses the optics of a galvanometer
scanning system as well as practical concerns such as computer control of the galvo and alignment
of the system. Section 3.3 describes the registration of the galvo axes to lab coordinates using Affine
transformations.
3.2 Introduction to Galvanometer Scanning
The galvo scanning system is made up of computer-controlled galvanometer scanning mirrors
(Cambridge Technology 6215H), a two-lens 4f style telescope, and a microscope objective (figure
3.1). The computer outputs a voltage which causes the galvo mirrors to deflect by some well-defined
angle, θ. Two lenses, L1 and L2 (with focal lengths f1 and f2, respectively) direct the beam to the
back of the microscope objective. The angle the beam enters the objective determines where the
beam will focus on the sample. The relationship between angle and position can be quantified by
calculation (see section 3.2.2 for more information) or experiment (section 3.2.3).
The relationship between galvo angle and lateral displacement of the beam on the sample
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Figure 3.1: Galvo scanning system scheme. The light enters the galvo mirror and is deflected by an
angle θ proportional to the voltage applied to the mirrors. The beam is then focused by L1 and
collimated by L2 before striking the center of the objective. The angle of entry of the beam and
distances D1 and D3 determine the beam displacement on the sample, ∆x. Distance D2 determines
the collimation.
depends on the focal lengths of L1 and L2, and the distances D1 and D3. Think of the galvo mirrors
as a point source, and the laser beam as a ray (i.e. pretend it has an infinitely small beam diameter).
The center of the objective is the place we want these rays to focus to. When a point source is one
focal length away from a lens, the lens will collimate the light and the rays will travel perpendicular
to the lens axis. Therefore, if L1 is placed a distance f1 from the galvo, the beam will travel parallel
to the table between L1 and L2. Similarly, if L2 is positioned a distance f2 from the objective, the
ray will pass through L2 and be “focused” to the center of the objective.
The distance between the two lenses, D2, is inconsequential if we treat our beam as a ray.
However, the laser beam is not a ray and has a finite beam width; we must collimate the beam
before it enters the objective. For collimation, D2 important and must be equal to f1 + f2. In
effect, D1 and D3 are important for angle and beam position, while D2 is only important for beam
collimation.
3.2.1 Alignment of the Galvos
This section is intended as a practical guide to galvo system alignment. A detailed description
of the mathematics involved is given in 3.2.2.
To begin alignment, measure the distances between components (objective, L1, L2, and galvo)
and mark roughly where each component should go. Install the mounts for L1 and L2 on translation
stages with at least 1 axis collinear with the laser beam. Install the galvo mirrors on a 2 axis
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translation stage. The stages for L1 and the galvonometer should have micrometer actuators since
you will need to be able to move L1 and the galvo by precisely the same distance. Do not install
the lenses themselves yet.
Align the beam from the galvo into the objective. You will need two mirrors (M1 and M2, not
shown in figure 3.1) between the galvo scanner and the first lens. If you only have room for one
mirror, the galvo itself can act as M1. Install two irises on either side of where both lenses will be
placed. Set the voltage of both galvo axes to 0 V; this sets the galvo mirrors to the center of their
travel. Using M1 and M2, align the beam through the irises as carefully as you can. If you are using
the galvo as M1 you will move the beam on the first iris by changing the voltage applied to the two
galvo axes. Once the beam is aligned, record the voltage of both galvo axes as that position is now
their “home” location. Align the beam into the objective using whatever method appropriate for
the particular objective used.
Once your beam is centered on both irises, install L1 and L2 as you normally would. Install
L1 and adjust the height and lateral position to keep the beam centered on the subsequent iris.
Adjust the tilt of L1 carefully to overlap the back reflection. This is particularly important as any
astigmatism will hurt the spatial resolution of the system. Iterate these steps until the beam is
centered on the iris and the back reflection is overlapped. Repeat these steps with L2. Double check
the alignment of the beam into the objective and make adjustments if necessary. If the pump and
probe beams both travel through L1 and L2, make sure they are collinear with each other.
The next step is to check the distances between the galvo and L1. As mentioned above, when D1
is precisely f1, the beam should not change height after L1 regardless of the angle of entry. To check
this distance, send the beam upwards or downwards by setting the galvo mirrors to some non-zero
voltage (or non-neutral if your home position is not 0 V), making sure the beam still passes through
L1. Typically 0.3-0.5 Volts works for this, however it will depend on your particular lens set. Use a
beam block with height markers to measure the height of the beam just as it exits L1 and again
immediately before it enters L2. If the height changes over that distance, use the micrometer on
either the galvo or L1 to change the distance between the two until the beam height between L1
and L2 is constant. D1 is now correct.
Now that D1 is set, if D3 is correct you should be able to set the galvo to any angle and, provided
the beam passes through L1, the beam should hit the center of the objective. To test this use a
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script which sends the galvo to four corners of its travel and observe the beam on the back of the
objective with an IR viewer (and an iris if necessary). Adjust the position of L2 to minimize the
motion of the laser spot on the back of the objective. Once the beam is motionless, the distance
between L2 and the objective is correct.
Now collimate the beam. Collimation is determined by the D2, however because D1 and D3 are
already fixed, you cannot simply move one lens. Rather, you will need to move both L1 and the galvo
by precisely the same amount (this is why it is important to have both on translation stages with
micrometers). Check the collimation of the beam by sending it across the room (CAREFULLY!)
and take note of the current position of L1 on the micrometer. Adjust the position of L1 until the
beam is collimated. Note how far L1 moved and move the galvo by precisely the same amount.
Now all three distances are correct. Double check the alignment of the beam into the objective and
adjust if necessary.
To confirm the alignment of the galvo system image a region of your sample, preferably with
few structures on it. First make sure that your sample is in focus by imaging a region with the
nanopiezo system. Hold the nanopiezo positioning system fixed at a particular location and scan
the region using the galvos covering as wide a field as you can. If the alignment is correct, the field
should look “flat;” that is, the signal from all locations should be roughly equal. If you see a large
variation in signal intensity, particularly over short distances (less than 20 microns), it is likely that
there is either a problem with D1 or D3, or your beam is not properly centered on the back aperture
of the objective.
3.2.2 Calculating Galvanometer Resolution
The lateral displacement of the beam on the sample depends on the angle of deflection of the
galvos and the optics used. Ray optics can approximate the relationship between angle and lateral
displacement, assuming perfect optics and distances. To start, split the optical system up into two
parts - first, the galvo and lens 1, then lens 2 and the objective.
Treat the galvo mirrors as a point source and for the moment treat the laser beam as a single ray.
When L1 is placed precisely one focal length away from the galvo mirrors, the beam between L1 and
L2 will be parallel to the table regardless of its angle of entry into L1. This is convenient because it
means that we can imagine a right angled triangle from the galvo to the center of L1 to the point
where the deflected beam enters L1 (shown in figure 3.2). We can calculate the displacement of the
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Figure 3.2: With the galvo placed f1 away from L1, the height of the image, ∆x′, is determined by
the angle of deflection, θ, and f1.





So if we know θ and have set the distance between the galvanometer mirrors and L1 to be f1, we
can calculate what ∆x′ should be.
Now that we have an expression for ∆x′, we can consider the second section of the optical path
(figure 3.3). We treat ∆x′ like the height of some imaginary object and calculate what its relative
size will be after two lenses (L2 and the objective) using the magnification equation (equation 3.2)
from ray optics. For more on ray optics, the last chapter in Introduction to Modern Optics is
quite useful.43 Bear in mind that the focal length of the objective is often not given and must be
calculated first. Plugging in the fobj , the focal length of L2, and the ∆x′ allows us to calculate ∆x.
∆x′




The best possible resolution of the galvanometer system is based on two things: the minimum
step size of the voltage output of our DAQ card, and the pointing stability of the galvanometer
mirrors. The DAQ card has an analog output channel with a voltage range of +/- 10 V with 16 bit
resolution. This means that the minimum voltage step size is 20V /216 or 3 ∗ 10−4 V, however the
repeatability of the galvo position is only 8 µ radians or 4∗ 10−4 V. The galvos deflect by 0.5 degrees
per Volt, and angle of deflection of the beam (θ) is twice the angle of the mirrors, so the minimum
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Figure 3.3: The distance between the points on the sample, ∆x, is related to the height of the
image, ∆x′, the distance between L2 and the objective, and the focal length of the objective.
angular displacement of the beam is 4 ∗ 10−4 degrees. In our system, f1 = 250 mm, f2 = 500 mm,
and fobj = 5 mm (note that fobj is NOT the same as the working distance!). Using expressions
3.1 and 3.2 we calculate a minimum resolution of 13 nm. This is significantly smaller than the
diffraction limit, meaning our instrument’s resolution is diffraction limited and not limited by the
galvos.
3.2.3 Measuring Galvanometer Resolution
The calculations above provides us with the resolution assuming all the optics and the distances
between them were perfect, however in a lab setting distances may be slightly off or optics may have
imperfections and we need an experimental method for determining the minimum resolution. By
comparing two images of the same object, one collected with the galvos and one with the Queensgate
(Figure 3.4) we get a ratio between distance in microns to distance in Volts of roughly 120 V/µm.
By multiplying the minimum voltage difference the DAQ card is capable of (20/216) by the ratio of
distance to Volts we get a minimum resolution of approximately 40 nm. This is about a factor of 3
larger than what we predicted theoretically.
3.3 Imaging with Galvos: Affine Transformations
There are two ways to collect images. The first way is by moving the objective using the
nanopiezo scanning stage. In this mode, the desired position is sent to the stage in units of microns.
The second way is by scanning the probe beam across the sample using galvo mirrors. The angle of
the galvos is determined by the voltage applied, so the natural units for the galvo images are volts,
not microns. What this means practically is that an image of a particular object taken by scanning
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Figure 3.4: Images collected with the Queensgate stage (left) in units of microns and the galvo
scanning system (right) in units of Volts. We find the ratio of Volts to microns by measuring the
distance between the same two objects in the Queensgate image and the galvo image.
the galvos (i.e. in Voltage space) must be transformed relative to the lab frame (figure 3.5). We
need to convert voltage into position, and we can use Affine transformation matrices to do just that.
In theory we should be able to find the position from the voltage by converting voltage into
angle and then using simple optics equations to find the lateral displacement. However, in practice
this is difficult to do at the sub-micron scale due to e.g. irregularities in the optics, imperfect beam
alignment, or poor calibration of the galvo mirrors. Instead of performing a theoretical calculation
to convert volts to microns, we will image the same object in two ways: with the scanning stage
and with the galvos, and generate an equation which maps the image in Volts onto the image in
microns. This type of equation is called an Affine transform and is often used to convert between
different coordinate systems. I am going to use the term “voltage space” to refer to anything with
units of volts, and “lab space” to refer to images with units of microns.
Converting from one system of coordinates to another often involves multiple transformations
such as rotation, skew, scaling, and translation (Figure 3.6).44 The Affine transform is a 3x3 matrix
which lets us apply all four transformations at once, efficiently converting between lab space and
voltage space. In the next section I will discuss the mathematics of the Affine transform, how to
apply it, and how to determine it.
3.3.1 Mathematical Description
We will assume that all transformations between lab space and voltage space are linear. In
that case there are four possible transformations. 1) Rotation (R), 2) Translation (Txy), 3) Scaling
(M), and 4) Skew (S). Examples of these are shown in Figure 3.6. Mathematically, each one of
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Figure 3.5: Example of the same image collected in two different coordinate systems. An Affine matrix
can be used to define the relationship between lab and voltage space. Multiplying the coordinates of
a given point in lab space by the appropriate Affine matrix, A, yields the corresponding coordinates
in voltage space.
these transformations can be described by its transformation matrix (shown below in equations
3.3 through 3.6) which, when multiplied by
x
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Because the ultimate transformation between voltage space and real space is some combination
of rotation, translation, skew, and scaling, to convert between the two frames we need a matrix
which includes all four processes. This type of matrix is called an Affine transformation, and is
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Figure 3.6: Four transformations applied to the original image (top) result in the images on the











Where A1 is the result of multiplying the rotation, scale, and skew matrices.
A1 = RSMt (3.8)
Because this is a 3X3 matrix we need to temporarily convert our position vector into a 3 element














This gives three equations, two of which give us the relationship between locations in both
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coordinate systems:
ax+ by +m = x′ (3.10)
dx+ ey + n = y′ (3.11)
0 + 0 + 1 = 1 (3.12)
Unfortunately, we do not know the Affine matrix which will let us convert between voltage space
and lab space, so the values of a, b, d, e, m, and n are all unknown. We now have six unknown
variables which we need to solve for and need, therefore, six equations. If we have coordinates for
three points in lab space, and the corresponding three points in voltage space, we can create the
following six expressions:
ax1 + by1 +m = x′1 dx1 + ey1 + n = y′1 (3.13)
ax2 + by2 +m = x′2 dx2 + ey2 + n = y′2 (3.14)
ax3 + by3 +m = x′3 dx3 + ey3 + n = y′3 (3.15)












































Solving these equations provides all the information needed to transform any point from one
space into the other.
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3.3.2 Practical Implementation
It is important that the user knows the location of the probe beam on the sample in microns
rather than Volts. This is for two reasons. First, in our microscopy software all user-facing spatial
information is in units of microns (lab frame) and it is convenient to maintain that convention.
Second, the user should be able to find the same location on the sample in other microscopy modes
(such as SOPP) and in other instruments like the scanning electron microscope (SEM). We therefore
must be able to convert the user’s desired location in microns into a signal for the galvos in volts.
Home written software allows us to find the Affine matrix relating the voltage and lab spaces. For
convenience, we will be finding the Affine matrix, A, which transforms voltage into microns. The
matrix which transforms microns into volts is simply the inverse of A.
To find the Affine matrix we will compare two images of the same object, one collected with
the Queensgate (the reference image) and one collected with the galvos (target image). We run
a search algorithm to find the matrix which best transforms one image into the other. The user
is prompted to select a minimum of four points in the reference image, and the same points (in
the same order) from the target image. An example of this is shown in figure 3.7 A and B. It is
critical that the points not be colinear as that limits the dimensions you can fit. The software saves
the (x,y) values for each point. An Affine matrix is calculated from each set of three corresponding
points (3 from the target image and the corresponding 3 from the reference image) using equations
3.16 and 3.17. All Affine matrices are averaged together to reduce the effect of any error in the
user’s point selection. The averaged Affine is then applied to the target image.
The software takes the user-generated Affine as a first guess, but we would like to find the
optimal solution: the Affine matrix which best transforms the target image into the reference. To
do this our software makes use of MATLAB’s built-in “fminsearch” function. Fminsearch takes a
parameter (A) and a function (F) and computes the result of F(A). It then changes A slightly and
computes the result again, iterating over that process until it finds the minimum value of F(A).
The parameter we provide fminsearch is the Affine matrix, but the function we provide needs to be
something which outputs a value that corresponds to how good the Affine transformation was, a
goodness of fit (GoF) value.
To find GoF we wrote a function which takes an Affine transform and applies it to the region of
interest (ROI) of the target image. The ROI in the transformed image and the reference image are
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Figure 3.7: Process of retrieving the Affine transform between microns and Volts. A) Reference
image collected with the scanning stage. B) Target image collected by galvo scanning mirrors. The
user selects the same points from each image in the corresponding order. Shapes indicate the same
position in the two frames. C) The initial Affine matrix is calculated from the user selected points
and is applied. The user selects an ROI, and the software applies the ROI to both images and
optimizes the Affine transform. The bottom row shows the original reference image (D) with ROI
applied, the transformed target image (E), and the subtraction of the two (F).
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both normalized, then each pixel in the transformed image is subtracted from the corresponding
pixel in the reference image. The absolute value of the subtracted pixels are summed, generating
our GoF parameter. This function is fed into fminsearch which iteratively changes the Affine matrix
until a minimum GoF parameter is found. Typically it is set to iterate at most 2000 times for the
sake of speed. It returns the Affine transform and the transformed target image is displayed for
the user to compare with the reference image. If the images overlay, the Affine transformation is
accepted and written into the configuration file for the galvo scanning system. It will then be used
until the next time the calibration procedure is run.
There are some practical concerns to consider when trying to optimize the Affine. First, the user
selects an object to image and it is best to choose something which is asymmetric, has clearly defined
edges, and several easily recognizable features. This makes the initial selection of corresponding
points more accurate, resulting in a better initial guess for the Affine. It will also ensure that the
Affine optimization does not accidentally result in an image which is flipped, rotated, etc. The
optimization process can take several minutes to an hour to run. Using an ROI with fewer pixels
will take less time to optimize, however it can also lead to less accurate results.
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CHAPTER 4
Imaging Spatial Variations in the Dissipation and Transport of Thermal Energy
within Individual Silicon Nanowires using Ultrafast Microscopy
This chapter is reprinted with permission from Nano Letters 16(1), 2016, 434-439. Copyright
2016, American Chemical Society.2 Some modifications to the formatting have been made.
Thermal management is an important consideration for most nanoelectronic devices, and an
understanding of the thermal conductivity of individual device components is critical for the design
of thermally-efficient systems. However, it can be difficult to directly probe local changes in thermal
conductivity within a nanoscale system. Here, we utilize the time-resolved and diffraction-limited
imaging capabilities of ultrafast pump-probe microscopy to determine, in a contact-free configuration,
the local thermal conductivity in individual Si nanowires (NWs). By suspending single NWs across
microfabricated trenches in a quartz substrate, the properties of the same NW both on and off the
substrate are directly compared. We find the substrate has no effect on the recombination lifetime
or diffusion length of photogenerated charge carriers; however, it significantly impacts the thermal
relaxation properties of the NW. In substrate-supported regions, thermal energy deposited into the
lattice by the ultrafast laser pulse dissipates within ~10 ns through thermal diffusion and coupling
to the substrate. In suspended regions, the thermal energy persists for over 100 ns, and we directly
image the time-resolved spatial motion of the thermal signal. Quantitative analysis of the transient
images permits direct determination of the NW’s local thermal conductivity, which we find to be
a factor of ~4 smaller than in bulk Si. Our results point to the strong potential of pump-probe
microscopy to be used as an all-optical method to quantify the effects of localized environment and
morphology on the thermal transport characteristics of individual nanostructured components.
4.1 Introduction
As the size of electronic components continues to shrink, heat management becomes an increas-
ingly important consideration. Thermal transport and relaxation properties of nanostructures can
significantly impact device performance, so the ability to characterize these properties is crucial to
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the design of devices. Thermal conductivity on the nanometer-to-micron scale is typically studied
with either device-based methods such as resistance thermometry,45–48 alternating current (AC)
heating (3 ω method),49 or with spectroscopic techniques including Raman thermography,50,51
pump-probe spectroscopy coupled with mathematical modeling,52 and various optical modulation
schemes.53,54 Resistance thermometry has been used by several groups to determine the thermal
conductivity of silicon NWs48 and the effects of nanowire diameter,46 doping level,45 and surface
roughness.47 Device-based techniques necessitate not only the fabrication of contacts but also the
adoption of several simplifying assumptions about the thermal and electrical coupling of the wire
to the contacts and the electronic resistance of the system. Measurements are made across large
sections of a structure, providing no information about local variations of thermal conductivity
between the points of contact. Spectroscopic techniques such as Raman thermography can provide
limited spatial resolution and eliminate the need for electrical device fabrication, although thermal
contacts (heat sinks) are still required and dynamical information is not obtained.50,51
As we show below, pump-probe microscopy5–7 provides a straightforward means to characterize
thermal conductivity in individual nanostructures with high spatial resolution and no need for
electrical or thermal contacts. We previously used a spatially-separated pump-probe (SSPP)
microscope configuration, in which charge carriers in the NW are excited in one location and probed
in another, (Figure 4.1) to visualize charge carrier transport in SiNWs and p-i-n junctions.7–9
Here we extend this SSPP microscope to image thermal transport. In this experiment a 425 nm
femtosecond laser pulse focused to a diffraction-limited spot by a microscope objective excites a
spatially-localized, neutral cloud of electrons and holes in a ~400 nm section of a single Si NW.
The photoexcited carriers relax to the conduction and valence band-edges within about 300 fs,10
depositing ~2 eV (per carrier) of their total energy into the lattice. The remaining ~1 eV of energy
is lost as the electrons and holes recombine over hundreds of picoseconds. The two relaxation
processes give rise to an increase in lattice temperature of about 10 K within 500-600 ps after
photoexcitation.55 While the SSPP technique yields detailed images of the free carrier dynamics,
thermal transport takes place on time scales that are significantly longer than the ~2 ns delay
that can be achieved with physical translation stages. Here, we use synchronized acousto-optic
modulators (AOM) to access pump-probe delays that extend out to 100 ns, allowing us to directly
image thermal diffusion.
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We examine intrinsic Si NWs that extend across 5-10 µm wide trenches etched into a quartz
substrate. The effect of the substrate is determined by comparing dynamics in the substrate-
supported and suspended sections of a single NW. Although the substrate does not affect the
free-carrier dynamics, it does have a clear and significant impact on the thermal relaxation properties
of the NW. Sections of the NW that are in direct contact with the quartz slide thermally relax within
~10 ns through coupling to the substrate. Over the trench, however, the thermal excitation persists
for much longer (~100 ns) and, as a result, diffuses further. Spatially overlapped pump-probe (SOPP)
images confirm that in both the supported and suspended sections there is a separation between the
time scales of the electronic dynamics (ps) and thermal relaxation (ns). Quantitative analysis of the
transient images suggests that the thermal conductivity of the NW is about a factor of 4 smaller
than bulk Si, consistent with previous measurements of the thermal conductivity in Si NWs made
using device techniques.46–48 These observations underscore the potential for using pump-probe
microscopy to directly quantify thermal transport in individual nanostructures without complex
mathematical modelling, the need for applying external contacts, or the fabrication of complex
nanodevices. The ability to image the thermal signal has potential benefits for examining interfaces,
devices, and complex nanostructures. Such measurements could provide valuable information both
for managing thermal energy in nanoelectronics and for nanoscale technologies that exploit and
measure thermal energy (e.g. thermoelectrics, thermal sensors).
4.2 Results and Discussion
Silicon NWs were grown with 100 nm Au catalysts using the vapor-liquid-solid (VLS) mechanism,
producing single-crystal wires with a 2-3 nm native oxide (SiOx) shell after exposure to ambient
conditions. The NWs were then dry-transferred from the growth chip to quartz substrates with
trenches patterned by electron-beam lithography and etched by dry reactive ion etching. Because
the length of the NWs (20-30 µm) exceeds the width of the channels (5-10 µm), the wires studied
here span the trench with several microns of the NW supported by the substrate on both ends.
Scanning electron microscopy (SEM) images under tilt show that the suspended section of the NW
is rigid with no visible evidence of sagging (Figure 4.1).
4.2.1 Charge Carrier Recombination
Spatial variations in the electron-hole recombination process taking place on a picosecond time
scale are determined using an SOPP configuration. The NW was excited by a femtosecond pump
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Figure 4.1: Experimental design (Top) Schematic of the experimental setup depicting a Si NW
spanning a trench etched into a quartz substrate. Different sections of the wire are probed by
moving the pump and probe spots along the wire. By adjusting the angle of entry of the probe
beam (red) into the objective, the probe focal point can be spatially overlapped or displaced from
the pump (blue), enabling SOPP or SSPP imaging modes, respectively. (Bottom) SEM image taken
at a 45 degree tilt showing a Si NW spanning a trench and supported on both sides by substrate.
Roughness in the bottom of the trench is caused by the trench fabrication process.
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pulse (425 nm, 2 pJ) focused to a 400 nm near diffraction-limited spot by a microscope objective
(100x, 0.8 NA), generating a charge carrier density of ~5 × 1019 cm−3 in a localized section of
the NW. The photogenerated carrier population was then probed by a second, time-delayed laser
pulse (850 nm, 1.6 pJ) focused by the objective to a spot size of ~600 nm and spatially overlapped
with the pump pulse. The probe beam was collected after the sample, and the pump-induced
change in intensity measured by lock-in detection. SOPP images of the pump-probe signal were
obtained by scanning the overlapped pair of laser pulses across the sample at a series of pump-probe
delays. In addition, the spatiotemporal evolution of the pump-probe signal was visualized using
a complementary SSPP configuration, in which the NW is excited in one location and probed in
another by directing the pump beam into the objective at different angles (Figure 4.1).7
Pump-probe kinetics obtained from locations in suspended and substrate-supported sections
of NW1 are compared in Figure 4.2 A, with the precise locations for the displayed kinetic plots
indicated by the blue circles in the corresponding SEM image.56 Even though the pump and probe
spot sizes exceed the diameter of the NW, the transparency of the quartz substrate ensures that it
does not contribute to the optical response, and consequently the observed transient signal arises
entirely from the NW. For delays shorter than ~300 ps the pump-probe signal is dominated by a
photoinduced transparency (i.e. increase in measured probe intensity) that most likely results from
state filling by the electrons in the conduction band and/or holes in the valence band.57 The decay
of this signal reflects primarily the loss of the photogenerated charge carrier population through
electron-hole recombination. In principle, there are several recombination mechanisms that could
take place, including both surface recombination and bulk recombination by Shockley-Read-Hall
and Auger processes.58 Previous work from our lab established that recombination in the straight
regions of the NW is predominately surface mediated, while a strain-induced mechanism plays a
significant role in the bent sections.9,10 Auger recombination can also contribute, particularly at
higher excitation intensities; however, we observe the signal decay to be independent of laser fluence
for pulse energies below 3 pJ, indicating that Auger recombination is not a dominant mechanism for
the experimental conditions in this study. After ~300 ps, as recombination nears completion, the
photoinduced transparency gives way to a long-lived absorptive contribution. The magnitude of
this absorptive signal varies from NW to NW and is most readily apparent in the data collected
from NW3 (Figure 4.2 B). In earlier publications we attributed this absorptive contribution to
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trapped carriers; however, subsequent experiments and the data presented here suggest that the
signal instead results from a slight increase in the lattice temperature (~10 K) caused by carrier
relaxation and recombination, as will be discussed in detail below.
The SOPP image at ∆t = 0 ps (Figure 4.2 A, bottom) shows a photoinduced transparency
along the length of the NW. The magnitude is largest near the growth catalyst and decreases
monotonically as the excitation is moved further from the tip. Comparison of images collected at a
series of delays demonstrates that the recombination rate is nearly uniform. The absence of any
abrupt features in the images at the edges of the trench, denoted by the dashed lines, indicates that
kinetics are unaffected by the presence (or absence) of the substrate. Transient scans collected in
both the suspended and supported regions of NW1 (Figure 4.2 A, top) support this conclusion as
there is no difference in carrier lifetime.
The absence of any substrate-induced change in recombination dynamics is supported by
experiments on four additional NWs (Figure 4.2B). All of the NWs (with exception of NW2)59
show nearly identical behavior in the suspended sections and the substrate-supported sections. Our
results indicate that the substrate has no effect on the free-carrier recombination time or diffusion
length. This result is unsurprising considering the relatively large (~50-100 nm) diameter of the
NWs, the presence of a native oxide layer, and the high dielectric constant of the semiconductor,
which should mitigate the effect of external electrostatic fields. It is, however, in stark contrast with
recent device-based experiments on suspended p-type SiNWs, where large (60x) increases in carrier
lifetimes and diffusion lengths are observed when compared with NWs that are in direct contact
with the substrate.60 While the suspended and supported wires used in that study were both grown
using similar VLS conditions, the suspended devices were obtained by growing the NWs from one
electrode to the other while supported devices were fabricated using lithographic methods. Based
on our results, it appears that the 60 fold decrease in lifetime is not due to interaction with the
substrate, but rather could reflect differences in the processing methods needed to fabricate the
suspended and supported devices.
4.2.2 Charge Carrier Diffusion and Thermal Transport
Decay of the photoinduced transparency in SOPP experiments on the picosecond time scale
is a result of both free carrier recombination, and diffusion of carriers out of the probe volume.
To examine the effect, if any, of the substrate on the carrier diffusion, we used SSPP imaging to
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Figure 4.2: SOPP images of charge-carrier diffusion and recombination. (A) On the top left is an
SEM image of NW1 with the trench (bottom) and substrate (top) visible. The positions at which
transient scans were collected are highlighted by blue circles. The top right panel shows transient
signals corresponding to the suspended (black) and supported (red) segments of NW1. The lower
portion shows a scanning transmission image (left) and series of SOPP images from NW1 collected
at varying delay times up to 1 ns. The SOPP images are displayed using the normalized color table
with scaling factors denoted in the upper-right corner of each frame. (B) Transient scans were
collected on four additional NWs, NW2-NW5. NW3 has two transients from substrate supported
regions, one from either side of the trench, in addition to one measured in the suspended segment.
All transients and SOPP images were taken with a pump energy of 2 pJ.
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measure the spatiotemporal evolution of photogenerated carriers. Figure 4.3A shows an SEM image
of NW2 suspended over a trench. SSPP images (Figure 4.3B) were collected at various delay times
in the areas highlighted by the white and blue boxes in Figure 4.3A, which correspond to regions
over the trench and substrate, respectively. The images at 0 ps show the spatial extent of the
photoinduced transparency produced by excitation with the pump pulse. As time progresses, this
transparency, which reflects the free carrier contribution to the signal, spreads along the NW axis as
a result of diffusion of the neutral charge cloud, while electron-hole recombination leads to an overall
decrease in the signal. A comparison of the images from the two regions of the wire during the first
133 ps shows they are remarkably similar, indicating that diffusion of the photogenerated carriers
is apparently unaffected by the presence of the substrate. We note that the images displayed in
Figure 4.3 were collected with a higher pump pulse energy (20 pJ) than that used to collect the data
in Figure 4.2, in order to better capture the long-lived thermal signal, which is discussed in more
detail below. The higher pulse energy results in a greater photoinjected carrier density, which in
turn increases the electron-hole recombination rate due to increased Auger recombination. Carrier
diffusion can also depend upon photogenerated carrier density. Using ultrafast transient grating
methods on bulk Si, Dai and co-workers61 observed a decrease in diffusion due to carrier-carrier
scattering for photoexcited carrier densities 1016–1019 cm−3. This initial decrease is followed by
an increase in ambipolar diffusivity at densities above 1019 cm−3 due to band filling, which results
in the occupation of energy levels with greater kinetic energy. Having said this, we observed no
appreciable change in the ambipolar diffusion coefficient (D) when the pump energy is increased
from 2 pJ to 20 pJ, with both pulse energies exhibiting D ~13 cm2/s.
For times beyond 267 ps, the normalized images in Figure 4.3 B are dominated by the negative
absorptive component (i.e. the blue feature), which also spreads along the NW, but at a much slower
rate compared to free carrier diffusion. The rate of the spreading of the signal is not affected by the
presence of the substrate; however, the substrate greatly impacts the lifetime of the negative-going
signal. Whereas the absorptive signal in the substrate-supported section of the NW dissipates within
25 ns, it persists beyond 100 ns in the NW section that is suspended over the trench, suggesting this
long-lived component results from a thermal excitation of the lattice that increases the refractive
index and alters the NW absorption and/or scattering.9,62 Though the spot sizes of the pump
and probe beams are larger than the nanowire diameter, the quartz substrate does not absorb
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Figure 4.3: SSPP imaging of charge-carrier diffusion and thermal diffusion (A) SEM image depicting
NW2 suspended across a trench. Insets: higher-resolution images showing regions where SSPP
images were collected. Blue circles denote the location of the pump excitation. (B) SSPP images
from suspended (left) and substrate-supported (right) NW sections obtained at different time delays
as indicated in the lower left corner of each image. Images at times in the 0–500 ps range are
obtained with mechanical delay stage; longer time delays are achieved with synchronized acousto-
optic modulators that select subsequent pulses from the 80 MHz pulse train. Each image is plotted
on a normalized color table with relative scaling factors in the upper right corner.
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at either the pump or probe wavelengths. Because the substrate is not heated by the laser, it
neither contributes to the thermal signal itself, nor does it lead to indirect heating of the nanowire.
Although coupling to the substrate enhances the dissipation of heat, the similarity in the spatial
extent of this feature in the two NW sections at 500 ps and 12.5 ns implies that the substrate does
not affect the thermal diffusivity.
Previous attempts to image thermal diffusivity were hampered by the slow rate at which thermal
diffusion takes place relative to the ~2 ns maximum delay most mechanical delay stages are capable
of producing.53 Our system overcomes this challenge by utilizing two AOMs, one each for the pump
and probe beams. This setup not only allows us to reduce the repetition rate of the laser but also
to pick individual pump and probe pulses. By selecting non-coincident pump-probe pulse pairs, we
can increase the pump-probe delay in steps of 12.5 ns (corresponding to an 80 MHz laser repetition
rate). Our maximum delay is then limited by the selected repetition rate and, consequently, by the
signal to noise of the experiment.
The spatiotemporal evolution of the thermal signal can be described using a modified version of










where ∆t is the time delay, ∆x is the distance between pump and the probe spots, κth is the rate
constant for thermal dissipation to the environment, and β is a time-dependent full-width-at-half-
maximum (FWHM) of a Gaussian function (see eq. 4.2 below). Eq. 4.1 describes two phenomena.
First, the exponential term containing κth on the right-hand side accounts for the dissipation of heat
to the substrate and ambient air. The majority of the thermal energy is lost on a time scale longer
than 1 ns, and comparison of the images in Figure 4.3B shows that the substrate enhances κth by
a factor of ~10. Second, eq. 4.1 describes thermal diffusion, represented by the time-dependent
normalized Gaussian contained in the brackets. Building on our previous model, the FWHM, β(∆t),
can be expressed as:




where γpu and γpr are the spot sizes of the focused pump (400 nm) and probe (600 nm) beams, ρ is
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the Si mass density (2.329 g/cm3), Cp is the Si specific heat capacity (0.713 J/g·K), and κ is the
thermal conductivity.
The magnitude of κ can be determined by fitting the time-resolved experimental data to eq. 4.1.
As shown in Figure 4.4 A for the suspended section of NW2, the SSPP signal was integrated along
the direction perpendicular to the wire axis, and the resulting axial profiles were fit to a Gaussian
to determine the FWHM at each time point. Our focus here is on spatial evolution that takes place
beyond 1 ns. By this point all of the photogenerated carriers have recombined, and as a consequence
do not contribute to the transient signals. FWHM values (i.e. β(∆t)2 − β(0)2) as function of time
are shown in Figure 4.4 B for the suspended section of NW2. The FWHM increases linearly with
time at delays up to ~50 ns, consistent with eq. 4.2, and from the slope we determine κ to be 33
W/m·K. The value of β2 follows a linear trend up to ~60 ns, after which the slope decreases. This
deviation from linearity may result from the finite trench width. By ~50 ns, the thermal excitation
has reached the edges of the trench, and because the region in contact with the substrate cools
faster than the suspended regions, the FWHM appears smaller than it would otherwise. Only the
linear regime (<60 ns) was used to calculate the thermal conductivity.
Using device-based methods, several groups have determined the thermal conductivity of Si NWs
with similar diameters (56-115 nm) to be in the range of 30-40 W/m·K, in good agreement with our
observations.46,47,51 The thermal conductivity in NWs is significantly smaller than that observed in
bulk Si (156 W/m·K). The 30-40 W/m·K value we observed is remarkably similar to that predicted
by k = Cνg/3(Γ−1bulk + d−1) = 36 W/m·K, where Cνg is the specific heat group velocity product
(1.75 × 109 W/2K), Γbulk is the phonon mean free path in the bulk (250 nm), and d is the NW
diameter.63 This model assumes diffusive scatting of phonons at the NW surface, suggesting that
the smaller thermal conductivity in the NW is a direct consequence of a reduced mean free path of
the phonons. The ability of pump-probe microscopy to measure thermal transport properties within
specific regions of single nanostructures, as well as across multiple nanostructures, could greatly
assist the fundamental understanding of thermal transport in nanomaterials and nanoelectronic
devices as well as the design of advanced thermoelectric devices.
4.3 Conclusion
In summary, we have used pump-probe microscopy to image and quantify thermal diffusivity and
study the influence of the substrate on the photoinduced dynamics of individual Si NWs. By probing
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Figure 4.4: Quantifying thermal diffusivity (A) Axial profiles of the thermal signal in suspended
region of NW2 at 0 (black), 1 (green), 12.5 (light blue), 25 (dark blue), and 100 (violet) ns. A pump
power of 20 pJ per pulse was used to better image the thermal signal. (B) FWHM of the thermal
signal versus pump-probe delay. Line represents a linear fit of the data below 60 ns.
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regions of single NWs in contact with a quartz substrate and suspended above the substrate, we
were able to directly investigate the effect of the substrate on both the photogenerated charge-carrier
dynamics as well as thermal diffusion and relaxation. We found the charge-carrier diffusion constant
and recombination lifetime to be independent of the substrate. The thermal diffusivity was likewise
unaffected by the substrate; however, the thermal signal persisted more than four times longer in
the suspended segment. Our results point to the strong potential of pump-probe microscopy to
quantify the effects of environment and morphology on the carrier dynamics and thermal transport
characteristics of individual nanostructures.
4.4 Experimental
Si NWs were grown with a home-built, hot-wall CVD system using SiH4 (Voltaix) and H2
(Matheson TriGas 5N semiconductor grade) gases. The CVD system consists of a quartz tube
furnace (Lindberg Blue M) with 1 inch diameter bore, fast-responding mass-flow controllers (MKS
Instruments P4B), a pressure control system (MKS Instruments 250E), and vacuum system with
base pressure of ~1× 10−3 Torr. For a typical NW growth, citrate-stabilized ~100 nm Au catalysts
(BBI International) were dispersed on 2 cm x 1 cm Si wafers (University Wafer; p-type Si with
600 nm thermal oxide) that had been functionalized with poly-L-lysine solution (Aldrich). These
growth substrates were inserted into the center of the tube furnace, and the furnace temperature
was ramped to 450◦ C to nucleate NW growth for 5 min using 2.00 sccm SiH4 and 200.0 sccm H2
at 40.0 Torr total reactor pressure. The reactor temperature was then cooled (1◦ C/min) to 420◦
C. After reaching 420 ◦ C, the wires were grown for 2 hours. Trenches were fabricated on quartz
substrates using a combination of electron-beam lithography (EBL), metal evaporation, and deep
reactive ion etching (DRIE). Briefly, lines to define the trenches were drawn using EBL. Following
EBL, the substrate was placed in an electron-beam evaporator (Thermionics VE-100) for deposition
of 50 nm Cr at normal incidence with a rate of ~1 Å/s at a pressure <1x10−7 Torr. The Cr lines
were then used as an etch mask during DRIE (Alcatel AMS 100) to form the trenches. To complete
the substrate fabrication, the Cr was removed using Cr etchant (Transene).
Pump-probe experiments were performed on a home-built microscope described in detail else-
where.7 An 850 nm beam from a mode-locked Ti:Sapphire laser (Spectra Physics, 80 MHz, 100
fs) is split by a 90:10 beam splitter. Two synchronized AOMs (Gooch and Housego) reduce the
repetition rates of both beams to 1.6 MHz. The high-power beam is frequency doubled to 425 in a 1
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mm β-barium borate (BBO) crystal to produce the pump pulse. The low powered beam is used as
the probe and directed through a mechanical delay stage, which can adjust the delay from -200 ps
to 1.2 ns. A set of synchronized AOMs are used to select individual pump and probe pulses. By
changing the repetition rate and timing, these synchronized AOMs let us select subsequent rather
than coincident pump and probe pulses to increase the delay by 12.5 ns steps. The probe passes
through a computer-controlled scanning mirror assembly that controls the angle of incidence of
the beam on the back of the objective. The pump and probe pulse energies then are attenuated
using neutral density filters, and the two beams are recombined at a dichroic beam splitter and
focused by a microscope objective (100x, NA 0.8) to spot sizes that are 400 nm for the pump and
600 nm for the probe. Transmitted light is collected by a condenser lens and detected by a balanced
photodiode. A lock-in amplifier detects pump-induced changes in the probe intensity.
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CHAPTER 5
Probing Intrawire, Interwire, and Diameter-Dependent Variations in Silicon
Nanowire Surface Trap Density with Pump-Probe Microscopy
This chapter is reprinted with permission from Nano Letters 17, 2017, 5956-5961. Copyright
2017, American Chemical Society.3 Some modifications to the formatting have been made.
5.1 Introduction
Surface quality plays a central role in the performance of many emerging semiconductor nanowire
(NW) technologies. Solar cell efficiency and field effect transistor breakdown voltage, for example,
improve as NW surface defect density decreases.58,64,65 Obtaining devices of uniform quality
therefore requires NWs with similarly uniform surface defect densities. Thus, understanding and
controlling the distribution of surface quality across a population of NWs is a key challenge to the
realization and scalability of NW-based device technologies. NW surface quality is typically inferred
from characterization of NW devices made by selecting a single wire from a population of millions,
or determined using ensemble methods (e.g. pump-probe spectroscopy) to measure average carrier
lifetimes.66–69 However, it is generally recognized that not all nanostructures have the same surface
defect densities and electronic properties even when synthesized at the same time, and so accurately
characterizing the heterogeneity in NW samples is challenging. Moreover, most characterization
methods cannot distinguish between intra-wire and inter-wire heterogeneity. Here, we show that
ultrafast microscopy can comprehensively probe NW surface heterogeneity, and we show that the
defect density of silicon NWs is not characterized by a single value but varies by up to 1-2 orders of
magnitude between wires and by a factor of 2-3 within individual wires. We also find that even for
the same growth conditions, surface trap density tends to increase in smaller-diameter NWs. Our
results quantify the intrinsic intra-wire, inter-wire, and diameter-dependent surface heterogeneity in
silicon NWs grown by the vapor-liquid-solid (VLS) mechanism with Au catalysts. These results
highlight the need to passivate the surfaces of NWs that will be used in device applications and
also demonstrate that pump-probe microscopy is a powerful technique to evaluate the quality and
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uniformity NW surfaces with statistical significance.
Electron-hole recombination in Si NWs is a sequential two-step process that involves the trapping
of one charge carrier (electron or hole) by a defect site followed by recombination with the other.37,38
With femtosecond excitation, the number of photogenerated carriers far exceeds the number of
traps, resulting in a steady-state concentration of trapped electrons and/or holes. Under these
conditions, electron-hole recombination becomes pseudo-first order and exhibits single exponential
decay kinetics. Trap sites can either be located within the core of the NW or at the surface, though
in nanostructures surface traps play the dominate role. This gives rise to a recombination rate
(κr) for NWs that scales inversely with the NW diameter (d), i.e. κr = (τ)−1 = 4S/d.69 The
surface recombination velocity (S) is related to the cross-section for carrier capture (σ), the density
of surface trapped carriers (NT ), and the thermal velocity (νth) of the carriers, i.e. S = σνthNT .
Since S is proportional to NT , it is a quantitative metric of surface quality, with larger values
corresponding to lower quality surfaces.
Surface recombination velocity is a common parameter in models and simulations of NW devices
and can be measured using both static and time-resolved methodologies. Steady-state methods such
as scanning photocurrent microscopy (SPCM) and electron beam-induced current (EBIC) microscopy
require the NW be incorporated into a device.64,66–69 Because the experimental observable in these
methods is the device current as a function of excitation position, the recombination velocity is
inferred indirectly from mathematical models and the result is an average of S along the entire length
of the probed segment. Time-resolved optical techniques (e.g. pump-probe spectroscopy) have been
used to measure the charge carrier lifetime of an ensemble of structures, which when combined with
a sample-average diameter yields the recombination velocity according to S = d/4τ .70–72 However,
the structural heterogeneity inherent in nanomaterials results in multiexponential kinetics that
make it difficult to extract a single lifetime. Thus, while S can be calculated from the average
lifetime and average diameter, the resulting value then reflects an average over the entire ensemble,
suppressing information about wire-to-wire variations. The multiexponential kinetics also make
it difficult to disentangle the surface recombination from other mechanisms that might be present
and do not involve the NW surface. In Si NWs, for example, the lifetimes reported by conventional
pump-probe methods are skewed by a strain-enhanced recombination process taking place within
the bent sections of NWs.9–11 This strain-induced mechanism overcomes the surface recombination
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present in straight regions to become the dominant mechanism in the highly curved segments. In an
ensemble pump-probe measurement, these faster kinetic components would be incorrectly assigned
to surface mechanisms, masking the true contribution of the surface.
The question therefore arises: Is the distribution of charge carrier lifetimes in Si NWs attributable
solely to the distribution of NW diameters; or is it due to variations in the surface quality (i.e.
S) either from one structure to the next, or from different locations within the same structure?
To answer this question we measured τ in individual structures with a spatial resolution of ~500
nm using pump-probe microscopy. We then measured the NW diameter (d) at the same location
with scanning electron microscopy (SEM), enabling a direct determination of S on a point-by-point
basis. Our approach differs from ensemble methods in that we obtain direct information about the
distribution of recombination velocities rather than just the average. Our results show that S, and
hence the surface defect density, differs by a factor of 50-100 from wire-to-wire in a single sample
and differs by a factor of ~2-3 within a single NW.
5.2 Results and Discussion
The undoped Si NWs used in this experiment were synthesized by VLS growth with Au catalysts
using conditions previously optimized73–75 to produce NWs with highly uniform diameters and
minimal to no tapering. These growth conditions have been used to encode abrupt dopant transitions
that are relevant to many NW-based technologies; thus, the NWs probed herein are highly relevant
to device applications, such as p-i-n photovoltaic devices,58 that are expected to be sensitive to
heterogeneity in the NW surface quality. For the eight batches of wires in this study, each batch
used a mixture of catalyst sizes resulting in NW diameters that ranged from 25 nm to 120 nm. After
growth, the wires were exposed to ambient conditions and formed a stable native oxide coating which
is 2-3 nm thick and readily apparent in the energy-dispersive x-ray spectroscopy (EDS) elemental
map in Figure 5.1. The NWs were then transferred from the growth substrate onto a quartz slide
with a registry pattern that enabled us to find the same wires in both the optical microscope and the
SEM. Pump-probe microscopy couples transient absorption spectroscopy and optical microscopy to
measure carrier lifetimes of individual structures with diffraction limited spatial resolution. Pump-
probe experiments were done on a home-built system described in detail elsewhere.7,10 Briefly,
a 425 nm pump pulse (2 pJ/pulse, 1.6 MHz repetition rate) is focused to a diffraction limited
spot (400 nm diameter) by a microscope objective (100x, NA 0.8), where it photoexcites carriers
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Figure 5.1: EDS elemental map collected by scanning transmission electron microscopy (STEM)
showing the oxygen counts (blue) in an as-grown Si NW after exposure to ambient conditions. The
orange and white curves show the normalized atomic counts of silicon and oxygen, respectively, in
the NW. The native oxide formed on the surface of the NW is 2-3 nm thick.
(electrons and holes) in a localized region of the NW. This photogenerated carrier population is
then probed by a delayed 850 nm pulse (2 pJ/pulse, optically chopped at 16 KHz) that is also
focused (600 nm diameter) onto the NW. The probe beam passes through the sample and is directed
onto a balanced photodiode where pump-induced changes in the probe intensity (∆I) are measured
using lock-in amplification. A scanning mirror assembly allows precise lateral positioning of the
probe beam relative to the pump on the sample, giving rise to two modes of operation that provide
complementary information about population lifetime and transport dynamics. Carrier lifetimes
are measured in a spatially overlapped pump-probe (SOPP) configuration, while direct imaging of
carrier migration is achieved in a spatially separated pump-probe (SSPP) mode, in which the NW
is excited in one location and probed in another.2,7, 8
A representative SOPP transient for a Si NW (NW1) is shown in Figure 5.2. The transient
contains both positive and negative going contributions to ∆I (Figure 5.2, left). The positive
going signal results from both state-filling and changes in scattering and is proportional to the
photoexcited carrier population.11 As the delay increases, this photoinduced transparency decays,
ultimately giving way to a long-lived absorptive-type signal (negative ∆I) caused by local heating of
the wire as the carriers relax to the band edge and recombine.2,7 The decay in transparency reflects
the reduction of the photoexcited carrier population in the probe spot due to both recombination
and migration of carriers away from the point of excitation.
There are several potential recombination mechanisms, including direct recombination of free
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Figure 5.2: Left: Transient decay curve for NW1 (circles) and fit (solid line). Inset: SEM image of
NW1 and its corresponding diameter. The blue circle shows the position and relative size of the
pump beam (400 nm) where the transient was collected. The transient is fit to obtain a lifetime,
and diameter is measured by SEM. The diameter and lifetime are used in the equation shown to
calculate S. This procedure yields an S=30,000+2,000 cm/s for NW1. Analogous data for 32 NWs
is shown in the Supporting Information. Right: Scatter plot of carrier lifetime and diameter. Each
data point represents a measurement from a distinct NW. The carrier lifetimes generally increases
with diameter, consistent with a predominantly surface-mediated recombination mechanism.
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electrons and holes across the band gap, trap-assisted recombination, and Auger recombination.
Direct recombination is slow in Si due to the momentum mismatch of indirect band gap semi-
conductors. Auger recombination, a three-carrier process, becomes increasingly likely at higher
excitation intensities resulting in a decrease in carrier lifetime with increasing pump energy; however
the measured population lifetimes are independent of pulse energy, indicating that Auger does not
contribute significantly at the laser intensities used here. Thus, recombination is predominately
mediated by defect sites, resulting in first order population kinetics.37,38,76 However, because the
SOPP transients also contain contributions from carrier migration, the observed transients cannot
be fit by a simple single-exponential function. We previously described the spatiotemporal evolution












where ∆t is the pump-probe delay, ∆x is the lateral separation between pump and probe spots
and Ainf is a constant that reflects the long-lived absorptive component of the transient. The spatial
profile along the NW axis is represented by the Gaussian expression in square brackets, whose full
width at half maximum (FWHM) increases with time according to:
β(∆t) =
√
γ2pu + γ2pr + 16 · ln(2) ·D ·∆t (5.2)
where γpu and γpr are the spot sizes of the pump and probe beams, respectively, which were
measured separately and set to 400 nm and 600 nm, respectively. The diffusion coefficient (D)
was treated as a fixed parameter. The value of D was determined by averaging the result of SSPP
imaging experiments performed on 7 NWs (d = 65 nm to 100 nm). D ranged from 5 cm2/s to 16
cm2/s with an average value of 10.5 cm2/s, lower than the bulk value of 18 cm2/s.10 The lifetime,
τ , is determined by a non-linear least squares fit of the SOPP transient to Eq 1 and 2 with τ , A,
and Ainf treated as adjustable parameters. The fit to Eq. 5.1 for NW1 (τ = 54 ps) is depicted as
the solid line in Figure 5.2. When the lifetime is short (less than 50 ps), the magnitude of D has
little impact on the value of τ extracted from the fit. As lifetimes increase, the effect of D on the
shape of the decay also increases. However, even when data is fit using D between 5 cm2/s and 16
cm2/s, the value of τ typically remains within ±7% of the value determined using 10.5 cm2/s.
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Similar lifetime measurements were performed on a collection of 301 NWs. The NWs were grown
under identical conditions in eight separate batches, each of which utilized a mixture of catalyst
particle sizes to generate a distribution of NW diameters ranging from 25 to 120 nm, as measured
by SEM.7,58 All points included in this study showed surfaces of similarly high quality (i.e. free
of obvious defects) when examined by SEM. A scatter plot of τ versus d is shown in Figure 5.2
(right) with one data point per wire. Each growth batch is designated by a different color. The
overlap between batches indicates that even though there is significant spread amongst the NWs,
the ensembles produced by each growth are remarkably similar. In general, τ increases with d,
suggesting that defects within the core of the NW play a minor role in electron-hole recombination
and that the surface defects are what dominate the recombination mechanism.
In the limit that recombination in the core of the NW is negligible, the less than perfect
correlation between τ and d would suggests that there is significant point-to-point variation in
surface quality. Indeed, if all points had the same surface quality (i.e. trap density) they would
exhibit the same value of S = d/4τ regardless of diameter. This is not the case. We measured the
diameter and calculated S for each NW in Figure 5.2. A plot of S versus diameter (Figure 5.3)
shows that the values of S vary by over two orders of magnitude, suggesting there is considerable
variation in surface trap density, even between wires grown at the same time.
The lowest observed values of S correspond to the highest quality surfaces. In general, S
decreases with increasing diameter, implying that larger NWs achieve better surface qualities than
smaller ones. For NWs with diameters less than 45 nm we observe a clear improvement in surface
quality with increasing diameter. However in larger NWs this improvement is more difficult to
discern. The smallest value of S that can be observed is limited by the longest lifetime that can be
reliably measured in the pump-probe experiment, about 650 ps. For longer τ , the decay to baseline
is not observed, leading to a dependency between τ and Ainf which increases the uncertainty in the
lifetime. Of the 301 NWs sampled, eight had lifetimes that exceeded 650 ps (indicated in Figure 5.3
by half-filled points). If these eight points are included, then there is an apparent modest increase in
surface quality with increasing diameter (indicated by shaded region in Figure 5.3). If these points
are excluded, then the continued decrease in S at larger diameters is less certain, and the trend
may level off (dashed line in Figure 5.3).
In addition to exhibiting better surface quality, larger diameter NWs also demonstrate more
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Figure 5.3: Left: Log-log plot of NW diameter versus SRV for 301 Si NWs. Each color represents one
of eight growth batches, and each data point represents a measurement (or average of measurements)
from a distinct NW. The scatter plot shows a two order of magnitude variation in SRV, and
worsening surface quality with decreasing diameter. Dashed line and shaded region are included as
guides for the eye. Lifetimes longer than 650 ps cannot be reliably determined; wires with τ longer
than 650 ps are indicated by half-filled squares. Right: Histograms of SRV values for wires with
diameters from 25-48 nm (top) and 48-120 nm (bottom). NWs with lifetimes longer than 650 ps
are not included (n = 8). All bins have a width of 5,000 cm/s. For the larger diameter NWs, the
distribution narrows indicating more consistent surfaces.
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consistent surface quality compared to smaller NWs. The right hand panel of Figure 5.3 shows
histograms of S values from NWs with diameters smaller than 48 nm (top, n = 146) and those with
diameters 48 nm and larger (bottom, n = 147). The distribution of the larger NWs is narrower,
indicating that their surfaces are more consistent than those of the smaller NWs.
Nanowire growth in the VLS reactor occurs by deposition of crystalline Si from a liquid AuSi
catalyst. As VLS growth proceeds, deposition of amorphous Si or Au along the sides of the crystalline
NW core can also take place. Because sections of the NW that are furthest from the catalyst
experience the longest exposure to the reaction vapor, the degree of side-wall deposition may increase
with increasing distance from the Au catalyst. This situation can give rise to a systematic variation
in the surface quality along the length of NW. Although significant care is taken to reduce side-wall
deposition, the pump-probe measurements randomly sample positions along the entire length of the
NWs, raising the question of inter- versus intra-wire contributions to the variation in S observed
across the entire ensemble.
Steady-state and ensemble measurements cannot observe intra-wire variations, however the
spatial resolution of our microscopy technique allows us to directly probe the intra-wire heterogeneity.
Spatially overlapped pump probe images of a representative Si NW (NW2) at various delays, shown
in Figure 5.4 (middle), indicate that while the right side of the wire has a slightly longer lifetime
than the left, the difference is minimal. The images have all been normalized relative to the signal at
0 ps (the raw image is shown for comparison) to account for any variations in initial signal intensity.
Transients collected along the length of the NW (Figure 5.4, bottom panel) confirm that the carrier
lifetime does not vary significantly along the wire’s length.
Recombination velocities measured in 23 NWs at locations within 10 µm of the catalyst, where
the wire is expected to exhibit the least amorphous Si surface deposition, show little difference in the
spread of S values when compared with the population as a whole (Figure 5.5, left). In addition, we
measured S at 2-6 locations along 5-20 µm segments in each of 40 NWs, 12 of which are indicated
by different colors in Figure 5.5, right. Although S varies somewhat within the individual NWs, the
degree of variation is much smaller than in the population as a whole. This effect can be quantified
by examining the ratio of the largest to the smallest recombination velocities (i.e. Γ = Smax/Smin)
in each wire. The largest Γ observed in an individual NW is 10, with all other NWs exhibiting
values of four or less. This ratio is over an order of magnitude smaller than the value observed in
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Figure 5.4: S variation within individual NWs. Top: SEM of NW2 with a visible gold catalyst
(rightmost tip). Scale bar is 5 µm. We measured S at five locations along the length of the wire,
represented by different colored circles. Positions closest to the catalyst are expected to have the
highest quality surfaces. Middle: SOPP images of NW2 at a series of pump-probe delays, normalized
to the raw signal at zero delay (top panel). Signal decay rate is approximately constant along the
NW length. Bottom: Transients collected at locations highlighted in SEM confirm that free carrier
lifetimes are similar along wire’s length. Transients correspond to the locations on the SEM with
the same color.
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Figure 5.5: Left: S versus diameter showing points measured within 10 µm of the catalyst (red
marker symbols). The heterogeneity in S within 10 µm is similar to that of the population as a
whole (gray). Right: S versus diameter, where individual colors correspond to measurements from
the same NW. The range of S in any individual wire (colored points) is smaller than the overall
range (gray). A NW’s diameter can vary by several nm along its length, resulting in some horizontal
spread in the plot.
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the overall population (Γ=174), suggesting that the variation observed in the population is largely
between different NWs and not different points within the same NW. The observed heterogeneity is
equally large even if all wires examined come from the same small section (4 mm2) of the growth
chip (SI 2): two NWs grown next to each other may have dramatically different surface properties,
yet the intra-wire variation is negligible in comparison. It appears that the surface quality of each
individual NW is determined early on in its growth, perhaps during nucleation, and does not vary
significantly after that point.
The heterogeneity in S implies a similar heterogeneity in the density of surface traps, and though
its origins remain unclear, there are several possibilities. First, the wire-to-wire variation may be
due in part to the presence of NWs with different crystallographic growth directions, each with a
different Si/SiOx interfacial structure and defect density. Because Si NWs grow predominantly in
the <112> direction with only a small subset of the population in the <111>, this effect could be
small.77 Additionally, during NW growth small Au particles break away from the catalyst and are
deposited onto the NW surface. These particles become more prevalent during slow NW growth and
serve as efficient recombination sites, resulting in larger values of S.69,77,78 There is always a small
distribution of growth rates inherent to any VLS grown Si NW population, and even when grown at
the same time, small diameter NWs grow more slowly than larger ones, which could explain the
uptick in S at lower diameters.79 Finally, the amorphous SiOx layer induces strain in the Si NW
core inversely proportional to NW diameter and can lead to increased bulk recombination, faster
lifetimes, and a higher observed S for smaller structures.80–82
5.3 Conclusion
Inconsistencies in NW surface quality can lead to large variations in the performance of NW-based
devices, so the ability to produce large numbers of uniform NW devices requires highly consistent
surfaces and similar S. Utilizing the high spatial resolution of pump-probe microscopy, we have
observed that the value of S varies by two orders of magnitude between Si NWs grown at the same
time but varies by only 2-3 within the same NW. In addition, smaller diameter NWs tend to have
higher values of S than larger diameter NWs, even when grown at the same time on the same growth
substrate. The origin of these trends will require further investigation, but the results highlight
the utility of pump-probe microscopy to comprehensively probe heterogeneity in NW samples and
distinguish between intra-wire, inter-wire, and diameter-dependent effects. Thus, the technique is a
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potentially powerful diagnostic method for development of the surface passivation processes that
will be needed to produce uniform, high-quality NW surfaces for nanotechnology applications.
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5.5 Supporting Information
SI 1: Below are representative data for 32 Si NWs. A scanning electron microscopy (SEM) image
of each NW is shown on the left with a blue circle (500 nm) indicating the precise location where
the corresponding transient curve (shown on the right) was collected. The transients show the data
(black) as well as the fit (red) and its residual (inset). Below the SEM are listed the lifetime (τ)
determined by the fit of the transient, the diameter of the NW (d) measured by SEM, and the






SI 2. Plot shows that the scatter in the data from wires from the same transfer is the same
regardless of where on the chip the wires were taken from. Each colored data set is from an individual
transfer of wires from a small (~2 mm by 2 mm) section of the growth chip. These wires were
all grown in close proximity to one another but show the same amount of variability in SRV as




Temperature-Dependent Carrier Dynamics in Silicon Nanowires Observed by
Low-Temperature Pump-Probe Microscopy
6.1 Introduction
Microscopy is an important tool for understanding the behavior of nanostructures. We often
observe some amount of spatial variation of electron-hole recombination rates within individual
nano-objects. In tapered ZnO nanorods photoexcited carrier recombination is faster in the narrow
tip than in the body.12 An individual silicon NW may have regions which exhibit faster or slower
dynamics due to morphology such as bends,9 intentionally varied doping profiles,8,73,74,77 or a
heterogeneous distribution of impurities.3 Two-dimensional nanomaterials such as few-layer MoS2
and WS2 nano-flakes have carrier recombination dynamics at their edges compared to the interior.83
As a nanostructure cools it is likely that the spatial variation of carrier dynamics will become
more pronounced. As the system cools there are fewer phonons present in the material. Phonons
scatter carriers, so fewer phonons initially increase the carrier mobility and ambipolar diffusion
coefficient. As temperature decreases further (lowering kBT), shallow traps become accessible and
can trap carriers. Diffusion becomes limited by carrier trapping/de-trapping and slows down once
more. At intermediate temperatures the increased mobility could enhance charge-carrier separation
in spatially localized regions of p-i-n junctions or strained Si nanowires. Recombination through
shallow traps is more affected by temperature than recombination through deep traps.17–20
The recombination lifetime is also expected to change with temperature. In materials with
a large dielectric constant, excitons (Coulombically bound electrons and holes) are unstable at
room temperature. At low temperatures excitons are less likely to dissociate and exciton-exciton
recombination can become competitive.27,84 Temperature dependent rates can help determine what
recombination processes are occurring. Combining this with microscopy can give us insight into
where in the structure different trap states dominate.
In this study we observe carrier dynamics in chemical vapor deposition (CVD) grown silicon
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nanowires at various temperatures between 8 K and 300 K in a home-built ultrafast microscope with
a low temperature interface. The lifetime of carriers decreased with decreasing temperature, and
changed more dramatically in some portions of the wire than others. This indicates that different
portions of the wire have different distributions of trap states or impurities. Diffusion increased
with decreasing temperature by a factor of 3.7, a smaller change than models predict over our
temperature range.85 We attribute this discrepancy to laser heating of the NW.
6.2 Results
6.2.1 Effect of Temperature on Spatial Heterogeneity
Spatial variations in electron-hole recombination were observed by SOPP imaging. In this mode,
a femtosecond pump pulse (425 nm, 15 pJ) is focused on the nanowire by a microscope objective
(40x, 0.5 NA), where it excites a spatially localized population of free carriers (photoexcited electrons
and holes). After a well-defined delay the probe pulse (850 nm, 10 pJ) arrives and the pump-induced
change in NW reflectivity is measured by lock-in detection. The reflectivity of the NW is proportional
to the population of free carriers, and at 0 ps of delay this shows up as a large positive going signal.
Over 100s of ps the carriers recombine with one another through predominantly surface-mediated
SRH recombination. While Auger recombination can occur in silicon, it is insignificant at the pulse
energies used here, particularly at low temperatures.2,86 The signal decays as carriers recombine
and diffuse out of the probe spot, and regions with more SRH recombination centers will decay
more quickly.
Figure 6.1 shows SOPP images of NW A collected at 300 K (top), 60 K (middle) and 30 K
(bottom) for a series of pump-probe delays from 0 ps to 532 ps. At all temperatures the NW shows
an initial positive-going signal indicative of the photoinduced free carriers. At room temperature the
carriers decay with roughly the same rate along the length of the nanowire, and the signal persists
beyond 532 ps. At both 60 K and 30 K the signal is negligible by 333 ps indicating a shorter lifetime
than at room temperature. The spatial heterogeneity of the signal also changes with temperature.
At 30 and 60 K the upper portion of the NW decays more quickly than the bottom, while at room
temperature the trend is reversed. Similar trends were seen in NW B (figure 6.5).
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Figure 6.1: SOPP images of NW A collected at 300 K (top row), 60 K (middle), and 30 K (bottom)
and at delays of 0 ps, 133 ps, 333 ps, and 532 ps (left to right). The signal persists beyond 532 K at
room temperature while it decays within 333 ps at 30 K.
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6.2.2 Effect of Temperature on Carrier Diffusion
Signal decay in SOPP images is due to both recombination of carriers and diffusion of carriers
out of the probe spot: either an increase in the recombination rate or an increase in the diffusion
coefficient results in a faster-decaying transient. We now ask, is the temperature dependent decay
rate we observed in figure 6.5 due to temperature dependent recombination dynamics, diffusion,
or both? To answer this, we measure the diffusion coefficient directly by collecting SSPP images
at various delays. In the SSPP mode the pump is fixed at some location on the wire and the
probe is scanned using the galvanometer scanning mirrors. This produces an image of the location
of pump-generated carriers in the nanowire at a particular delay. By repeating this at several
pump-probe delays we can measure how far carriers diffuse within a certain amount of time, and
from that we calculate the diffusion coefficient, D.
Figure 6.2 shows SSPP images for NW A at 8 K and NW B at 300 K. At 0 ps of delay the
signal shows the initial spatial distribution of photoexcited carriers. In NW A the spreading of
carriers along the wire is already evident by 13 ps and by 67 ps is quite pronounced. In contrast,
NW B shows a slower spread; the signal at 133 ps in NW B seems to have spread even less than
that in the 67 ps image from NW A. Due to time constraints we were not able to collect SSPP data
on the same wire at multiple temperatures, however both nanowires (NWs) were grown at the same
time suggesting that their diffusion properties are likely similar.
The signal from the SSPP images is integrated across the width of the wire and plotted against
position, shown for NW A in figure 6.3. Because of the Airy pattern in the pump beam, there are
wings in the image like those seen in the 0 ps SSPP images in figure 6.2. These show up as a bump
or “shoulder” in the integrated signal plot and make it difficult to fit, so here we have discarded
the data in those wings. The remaining data is fit to equation 6.1, a Gaussian expression with a
FWHM of β2 where D is the diffusion coefficient, ∆t is the pump-probe delay, γpu and γpr are the
FWHM of the pump and probe, respectively. D is then calculated from the slope of β2 vs delay,
shown for NW A in figure 6.3.
β(∆t)2 = γ2pu + γ2pr + 16ln(2) ·D ·∆t (6.1)
In NW A we find D = 22 cm2/s at 8 K. This is unusually high - fewer than 10% of the NWs we
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Figure 6.2: SSPP data collected from NW A (left) at 8 K and NW B (right) at 300 K. The positions
of the NWs are indicated by the dashed line. The signal at 8 K (shown from 0 ps at the top to
67 ps at the bottom) spreads much more quickly than at 300 K (shown from 0 ps to 133 ps). The
images were all normalized with the normalization factor listed on the figure.
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Figure 6.3: Left: The integrated signal from SSPP images of NW A at 8 is plotted against position.
Data from the wings created by the Airy pattern have been removed (-0.9 to -1.7 µm and 1 to 1.8
µm). The FWHM is found by fitting the curves to a modified Gaussian expression. Right: Plot of
FWHM(τ)–FWHM(0ps) against delay. A linear fit of the data gives the diffusion coefficient.
have measured (n = 12) have a D larger than 16 cm2/s. By repeating this process for NW B we
find that it has a D = 6 cm2/s at room temperature, a factor of almost 4 less than that of NW A at
8 K. While this is not conclusive, it strongly suggests that diffusion is faster at lower temperatures.
6.2.3 Effect of Temperature on Carrier Lifetime
We have seen a faster diffusion coefficient at low temperatures, however that may not fully
explain the temperature dependent decays shown in figure 6.1. To investigate this we used the
SOPP mode of our microscope but this time held the position constant and scanned the delay stage,
generating a transient decay curve for a particular point on a wire. Figure 6.4 shows transients
collected from NW A at 8 K, 30 K, 45 K, 60 K, and 300 K. The signal decays much more quickly at
low temperatures than at room temperature, consistent with what was seen in the SOPP images in
figure 6.1.
To fit the data we use a fitting function which combines surface recombination (a single
exponential) with diffusion of carriers out of the probe spot (equation 6.2). Briefly, the exponential
first term describes recombination of the carriers at the surface via a Shockley-Read-Hall mechanism,
while the second term describes diffusion of the carriers out of the probe spot. The β term in
equation 6.2 describes the diffusion of carriers and is given by equation 6.1.
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Figure 6.4: Transients from NW A collected at 8 K, 30 K, 45 K, 60 K, and 300 K show the lifetime
increasing with temperature. Thin lines represent the fit. Inset: SOPP image of NW A at 0 ps.






















The low temperature (8-60 K) data was fit with D = 22 cm2/s and the room temperature data
was fit using D = 6 cm2/s. The lifetimes from NW A are listed in table 6.1.
6.3 Discussion
6.3.1 Diffision




where µ is the carrier mobility, kB is the Boltzmann constant, T is the temperature in Kelvin, and
q is the fundamental charge. Based on this expression one may assume that the diffusion coefficient
increases linearly with temperature, however that fails to account for the fact that µ also depends
on temperature. In fact, in bulk silicon the diffusion coefficient has been shown to decrease with
increasing temperature by as much as T−1.5.87–89
Mobility describes the ability of electrons and holes to travel through a material: the farther
a carrier can travel without scattering, the higher the mobility will be.90 Carriers can scatter off
of imperfections in the lattice such as dislocations or vacancies, charged impurities, phonons, or,
in high enough densities, each other. The mobility has a different temperature dependence from
each of these processes, but in general mobility increases at lower temperatures.87,89–94 Considering
phonons this makes sense: at low temperatures there are fewer phonons in the material, therefore
carriers will scatter less and the mobility will be higher. In fact, for single-crystalline, high purity
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intrinsic silicon, phonon scattering is the dominant processes impacting mobility.95 Were acoustic
phonon scattering the only process impacting mobility, the relationship would be µ(T ) ∝ T−1.5,
based on calculations done by Bardeen and Shockley using the deformation potential.85 Empirical
mobility-temperature relationships have been studied in a wide range of semiconductor materials and
under many conditions. While some empirical expressions are quite complex, such as Roulston’s work
on phosphorous-doped silicon,92 Waters and Shaugnessy both found that µn(T ) ∝ T−2.5±0.1.87,93
The fact that the exponent is different from that calculated by Shockley suggests that additional
processes are contributing significantly. At very low temperatures carriers can fall into shallow trap
states, and the process of trapping and de-trapping causes the mobility to decrease again, further
increasing the complexity of the mobility’s temperature relationship.
We would expect to see a dependence of D(T ) ∝ T−1.5 based on the assumptions of the Einstein
relationship (combining the temperature dependence of µ with the Einstein relation (equation 6.3)
gives D(T ) ∝ T−1.5). However, our observed values of D(300 K) = 6 cm2/s and D(8 K) = 22
cm2/s contradict this. If we assume that the value for D(300 K) is correct, then based on the T−1.5
relationship, D(8 K) should be 1381 cm2/s, orders of magnitude different from our observed value
of 22 cm2/s.
One possible explanation for the discrepancy in our measured and calculated values of D is that
the laser heats the sample making it warmer than the 8 K measured at the sample holder. The 425
nm pump laser excites carriers in the NW to about 1.8 eV over the band gap of silicon. The carriers
relax to the band edge within ~500 fs and deposit the excess energy into the lattice as heat.2,10 If
we assume the D(T ) ∝ T−1.5, that our measured values of D are correct, and that the temperature
of the wire is increased by the same amount at room temperature and low temperature, we can
calculate how much the wire’s temperature increased.
(300 + T )−1.5
(8 + T )−1.5 =
6.1
22 (6.4)
Solving for T gives us 200 K. This seems like quite a large increase in NW temperature, however it
is reasonable to expect that a 1 pJ pulse will heat the NW by around 40 K (see section 6.6.1 for
details). Based on the pump energies used here we can estimate that our NW is approximately 150




We see an increase in lifetime with temperature, even after correcting for the increased diffusion
coefficient at low temperatures. Several other groups have seen a similar trend in bulk silicon
either experimentally,87,89,96,97 or through modeling.21,96,98 In bulk intrinsic, n-type, and p-type
silicon at a variety of doping levels and injection levels, the excited carrier lifetime increases with
increasing temperature; however the exact nature of the dependence varies substantially depending
on specific conditions and material properties. Klaasen, for example, found that the lifetime
increased with temperature up to a point and then leveled off or even decreased again.89 Shaugnessy
found a linear dependence of τ on T from 300-600 K which was attributed to thermalized carriers
neutralizing charged impurities, while Schenk calculated τn ∝ T−3/2 assuming a single recombination
center.21,87 Nordlander97 saw evidence of two different recombination centers, E1 and E4, with
different temperature dependencies, τn ∝ T 2.4 and τn ∝ T−0.4, respectively. Arai found that Si
wafers with an oxide layer had lifetimes which increased with temperature but pristine wafers did
not and concluded that shallow traps, like those in the Si/SiOx interface, contribute to temperature
dependent lifetimes while deep traps do not.96,99–101
In silicon NWs recombination takes place through a predominantly surface-based SRH mechanism.





where τn is the electron lifetime, νth is the thermal velocity, and NT is the number of recombination
centers. Both the thermal velocity and capture cross section are temperature dependent. The






where m is the effective mass of the carrier and kB s the Boltzmann constant.
In Si the carrier capture cross section typically increases at lower temperatures,94,102 and has
been seen to vary with a T−1 temperature dependence,103 T−1/2 and T−3 dependences in different
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structures,104 or not at all.105 The particular relationship with temperature depends on the energy
level of the particular impurity or trap site; for example, the cross section of deep level traps, such
as Au in silicon, have little to no temperature dependence at all.96,100,105 The relationship of carrier
lifetime with temperature then depends not only on what recombination processes are occurring,
but also on the energetics of the particular recombination centers involved.
In addition to increased SRH recombination at lower temperatures, it is possible that exciton-
exciton recombination becomes important. Because of Si’s large dielectric constant, the exciton
binding energy is only 15 meV, substantially less than 1 kBT at room temperature (26 meV) and
excitons are not typically observed.26 However, below 170 K excitons in silicon can be stable
and exciton-exciton recombination can occur.84 Exciton-exciton annihilation in Si is quite fast;
Zhang27,28 saw an exciton lifetime of 0.5-1.8 ps. Some of the faster dynamics observed at low
temperatures could be explained by this.
6.3.3 Spatial Heterogeneity
Both NW A and NW B (figures 6.1 and 6.5) have spatially heterogeneous signal intensity
at 0 ps and lifetimes which appear to change along the wire’s length. Spatial heterogeneity in
carrier lifetime is commonly observed in nanostructures at room temperatures,2,3, 5–10,12 and is
often due to variations in doping, morphology, or impurities. At low temperatures one may expect
these inhomogeneities to become more pronounced as energetically shallow defect sites become
thermally accessible and carriers are more easily trapped.13,106 The spatial distribution in NW B
does not appear to be significantly impacted by temperature; however figure 6.1 shows that at room
temperature the upper portion of NW A has a longer lifetime than the lower portion, while at low
temperatures this trend is reversed. Whatever processes govern recombination in the upper portion
of the wire must depend differently on temperature than those in the lower portion of the wire.
The NWs studied here were grown using a gold catalyst. While the conditions were optimized
to minimize incorporation of impurities, some small amount of gold is incorporated into the NW
surface during the growth process. Unlike the more prevalent shallow traps in the Si/SiOx interface,
Au acts as a deep acceptor in silicon.107 Both theoretical calculations and experiment have shown
that as the recombination center gets farther from the band edge, the rate of recombination through
that center depends less strongly on temperature.96,99,100 If one portion of the wire had more Au
sites, its overall lifetime could decrease more slowly with temperature than a region with more
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shallow interface traps. This could be confirmed by measuring the relative concentrations of Au
along the NW length using energy-dispersive X-ray spectroscopy elemental mapping.
6.4 Conclusion and Future Directions
We have used a low-temperature pump-probe microscope to study carrier dynamics in Si NWs
at temperatures as low as 10 K. The carrier lifetime decreases with temperature consistent with a
shallow-trap or surface based recombination mechanism. The dynamics, and their dependence on
temperature, were inconsistent across the length of the NW with one region decaying more quickly at
room temperature and another more quickly at low temperatures. This indicates that recombination
may be dominated by a different distribution of trap states in the two locations. Diffusion at low
temperatures is significantly faster than we have ever measured at room temperature. It is however
still slower than the model would predict. This is likely due to laser heating of the NW. Using a
pump pulse with a wavelength closer to the band gap would reduce the lattice heating and let us
observe faster diffusion, and possibly even ballistic transport.
6.5 Methods
6.5.1 Silicon NW Samples
Un-doped single-crystalline silicon NWs were grown by vapor-liquid-solid (VLS) deposition using
60 nm Au spherical catalysts. This process73–75 has been optimized to yield single-crystalline wires
with nearly uniform diameters which can be used in high performance devices.108 The NWs were
left in ambient conditions to develop a 2-3 nm thick native oxide (SiOx) shell, then dry-transferred
onto a patterned quartz substrate for easy identification.
6.5.2 Pump-Probe Reflectivity Measurements
Pump-probe experiments were performed in the cryostat microscope described in detail in
chapter 2. The 80 MHz output of an 850 nm pulsed laser is reduced to 8 MHz by an AOM (Gooch
and Housego) then split into two beams by a 90-10 beam splitter. The higher power beam (pump)
is further modulated at 80 kHz by an optical chopper which introduces a large chirp. The pump
is recompressed by a chirped mirror compressor and frequency doubled to 425 nm by a BBO
crystal. The lower power beam (probe) travels down a computer-controlled delay stage which lets
us control its arrival time at the sample relative to the pump. The probe then travels through a set
of galvanometer scanning mirrors which will control its position on the sample. Both beams are
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split and 10% of the probe and 90% of the pump are sent to the microscope while the remainder is
discarded. The beams are recombined by a dichroic beam splitter and focused by the microscope
objective to diffraction limited spots on the sample.
The light reflected off the sample travels back through the beam paths to the beam splitters,
and 90% of the probe light and 10% of the pump light which interacted with the sample is directed
to a BPD and APD detector, respectively. The use of two detectors allows us to monitor the pump
and probe simultaneously. The pump-induced change in reflectivity of the probe light is monitored
by lock-in amplification. In this experiment the pump pulse (60 µW, 15 pJ/pulse) excites the NW
generating approximately 1020 cm−3 carriers. The probe (80 µW, 10 pJ/pulse) is reflected off of the
sample with an intensity proportional to the number of free carriers it interacts with. It must be
noted that the powers reaching the sample are at most 1/4 the value measured before the objective
due to the geometry of the reflective objective.
6.5.3 Temperature Dependent Studies
Temperature-dependent data are collected at low temperatures first. The cryostat is first cooled
to its base temperature (7-8 K) and left overnight to make sure it has thermally equilibrated. After
the low temperature data are collected, the sample is brought to each successive temperature by the
temperature controller and allowed to sit there for a minimum of 1 hour before data collection.
6.6 Supplemental Information
6.6.1 Laser Heating of Silicon
The band gap of silicon (direct) is 1.1 eV, and a 425 nm photon has 2.9 eV of energy, meaning
an electron is excited to 1.8 eV above the band gap and that excess is quickly converted to heat.
The ratio of energy that gets converted into heat is 1.8 eV/2.9 eV, or 62%.
The focused pump pulse (diameter of approximately 500 nm) has an area of Apump = π(250
nm)2 = 1.96× 10−9 cm2, and the area of the 60 nm diameter NW illuminated by this pump pulse is
Anw = (500 nm) · (60 nm) = 3× 10−10 cm2. Assuming the illumination is flat, the ratio of energy of
the pump pulse which interacts with the nanowire AND is above the band gap:
0.62 Anw
Apump
= 9.5× 10−2 (6.7)
To calculate the temperature change induced by the pump pulse we need the heat capacity of
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silicon, 1.66 J/cm3K, and volume of the illuminated portion of the NW, Vnw = (500nm)2·π·(30nm)2 =





1.66J = 41K (6.8)
So for each 1 pJ of energy in the pump pulse, a 60 nm wire is heated by about 40 degrees Kelvin.
6.6.2 Additional Figures
Figure 6.5: SOPP images of NW B at 300 K (top), 60 K (middle), and 30 K (bottom) at 0 ps through
532 ps. Similar to NW A the signal decays more quickly at low temperatures: it is completely
gone by 267 ps at 30 K and persists past 333 ps at 300 K. Figures are normalized to the scale bar,
multiplied by the scale factors shown in the bottom left of each image.
87
REFERENCES
[1] E. C. Garnett, M. L. Brongersma, Y. Cui, and M. D. McGehee, “Nanowire solar cells,” Annual
Review of Materials Research, vol. 41, no. 1, pp. 269–295, 2011.
[2] E. E. M. Cating, C. W. Pinion, E. M. Van Goethem, M. M. Gabriel, J. F. Cahoon, and J. M.
Papanikolas, “Imaging spatial variations in the dissipation and transport of thermal energy
within individual silicon nanowires using ultrafast microscopy,” Nano Letters, vol. 16, no. 1,
pp. 434–439, 2016.
[3] E. E. M. Cating, C. W. Pinion, J. D. Christesen, C. A. Christie, E. M. Grumstrup, J. F.
Cahoon, and J. M. Papanikolas, “Probing intrawire, interwire, and diameter-dependent
variations in silicon nanowire surface trap density with pump-probe microscopy,” Nano Letters,
vol. 17, no. 10, pp. 5956–5961, 2017.
[4] E. M. Grumstrup, M. M. Gabriel, E. E. M. Cating, and E. M. Van Goethem, “Pump-probe
microscopy: Visualization and spectroscopy of ultrafast dynamics at the nanoscale,” Chemical
Physics, vol. 458, pp. 30–40, 2015.
[5] B. P. Mehl, J. R. Kirschbrown, R. L. House, and J. M. Papanikolas, “The end is different than
the middle: Spatially dependent dynamics in zno rods observed by femtosecond pump-probe
microscopy,” Journal of Physical Chemistry Letters, vol. 2, p. 1777, 2011.
[6] B. P. Mehl, J. R. Kirschbrown, M. M. Gabriel, R. L. House, and J. M. Papanikolas, “Pump-
probe microscopy: Spatially resolved carrier dynamics in zno rods and the influence of optical
cavity resonator modes,” Journal of Physical Chemistry B, vol. 117, pp. 4390–4398, 2013.
[7] M. M. Gabriel, J. R. Kirschbrown, J. D. Christesen, C. W. Pinion, D. F. Zigler, E. M.
Grumstrup, B. P. Mehl, E. E. M. Cating, J. F. Cahoon, and J. M. Papanikolas, “Direct
imaging of free carrier and trap carrier motion in silicon nanowires by spatially-separated
femtosecond pump-probe microscopy,” Nano Letters, vol. 13, no. 3, pp. 1336–1340, 2013.
[8] M. M. Gabriel, E. M. Grumstrup, J. R. Kirschbrown, C. W. Pinion, J. D. Christesen, D. F.
Zigler, E. E. M. Cating, J. F. Cahoon, and J. M. Papanikolas, “Imaging charge separation and
carrier recombination in nanowire p-i-n junctions using ultrafast microscopy,” Nano Letters,
vol. 14, no. 6, pp. 3079–3087, 2014.
[9] E. M. Grumstrup, M. M. Gabriel, C. W. Pinion, J. K. Parker, J. F. Cahoon, and J. M.
Papanikolas, “Reversible strain-induced electron-hole recombination in silicon nanowires
observed with femtosecond pump-probe microscopy,” Nano Letters, vol. 14, p. 6287, 2014.
[10] E. M. Grumstrup, M. M. Gabriel, E. M. Cating, C. W. Pinion, J. D. Christesen, J. R.
Kirschbrown, E. L. Vallorz, J. F. Cahoon, and J. M. Papanikolas, “Ultrafast carrier dynamics
in individual silicon nanowires: Characterization of diameter-dependent carrier lifetime and
surface recombination with pump-probe microscopy,” Journal of Physical Chemistry C, vol. 118,
no. 16, pp. 8634–8640, 2014.
88
[11] E. M. Grumstrup, E. M. Cating, M. M. Gabriel, C. W. Pinion, J. D. Christesen, J. R.
Kirschbrown, E. L. Vallorz, J. F. Cahoon, and J. M. Papanikolas, “Ultrafast carrier dynamics
of silicon nanowire ensembles: The impact of geometrical heterogeneity on charge carrier
lifetime,” Journal of Physical Chemistry C, vol. 118, no. 16, pp. 8626–8633, 2014.
[12] B. P. Mehl, J. R. Kirschbrown, R. L. House, and J. M. Papanikolas, “The end is different than
the middle: Spatially dependent dynamics in zno rods observed by femtosecond pump-probe
microscopy,” Journal of Physical Chemistry Letters, vol. 2, pp. 1777–1781, 2011.
[13] J. J. Glennon, R. Tang, W. E. Buhro, R. A. Loomis, D. A. Bussian, H. Htoon, and V. I. Klimov,
“Exciton localization and migration in individual cdse quantum wires at low temperatures,”
Physical Review B, vol. 80, no. 8, pp. 081303:1–4, 2009.
[14] M. G. Bawendi, P. J. Carroll, W. L. Wilson, and L. E. Brus, “Luminescence properties of cdse
quantum crystallites: Resonance between interior and surface localized states,” The Journal
of Chemical Physics, vol. 96, no. 2, pp. 946–954, 1992.
[15] K. L. Teo, J. S. Colton, Y. P. Yu, E. R. Weber, M. F. Li, W. Liu, K. Uchida, H. Tokunaga,
N. Akutsu, and K. Matsumoto, “An analysis of temperature dependent photoluminescence
line shapes in ingan,” Applied Physics Letters, vol. 73, no. 12, p. 1697, 1998.
[16] T. B. Hoang, L. V. Titova, H. E. Jackson, L. M. Smith, J. M. Yarrison-Rice, J. L. Lensch, and
L. J. Lauhon, “Temperature dependent photoluminescence of single cds nanowires,” Applied
Physics Letters, vol. 89, no. 12, p. 123123, 2006.
[17] R. L. Milot, G. E. Eperon, H. J. Snaith, M. B. Johnston, and L. M. Herz, “Temperature-
dependent charge-carrier dynamics in ch3nh3pbi3 perovskite thin films,” Advanced Functional
Materials, vol. 25, no. 39, pp. 6218–6227, 2015.
[18] M. Gurioli, A. Vinattieri, M. Colocci, C. Deparis, J. Massies, G. Neu, A. Bosacchi, and
S. Franchi, “Temperature dependence of the radiative and nonradiative recombination time in
gaas/alxga1−xas quantum-well structures,” Physical Review B, vol. 44, no. 7, pp. 3115–3124,
1991.
[19] H. Schlangenotto, H. Maeder, and W. Gerlach, “Temperature dependence of the radiative
recombination coefficient in silicon,” Physica Status Solidi, vol. 21, pp. 357–367, 1974.
[20] S. Ghosh, P. Bhattacharya, E. Stoner, J. Singh, H. Jiang, S. Nuttinck, and
J. Lasker, “Temperature-dependent measurement of auger recombination in self-organized
in0.4ga0.6as/gaas quantum dots,” Applied Physics Letters, vol. 79, no. 6, p. 722, 2001.
[21] A. Schenk, “A model for field and temperature dependence of shockley-read-hall lifetimes in
silicon,” Solid-State Electronics, vol. 35, no. 11, pp. 1585–1596, 1992.
[22] Y. P. Varshni, “Temperature dependence of the energy gap in semiconductors,” Physica,
vol. 34, pp. 149–154, 1967.
[23] M. van Veenendaal, “Ultrafast photoinduced insulator-to-metal transitions in vanadium
dioxide,” Physical Review B, vol. 87, no. 23, p. 235118, 2013.
[24] F. J. Morin, “Oxides which show a metal-to-insulator transition at the neel temperature,”
Physical Review Letters, vol. 3, no. 1, pp. 34–36, 1959.
89
[25] E. F. Rosenbaum, R. F. Milligan, M. A. Paalanen, G. A. Thomas, and R. N. Bhatt, “Metal-
insulator transition in a doped semiconductor,” Physical Review B, vol. 27, no. 12, pp. 7509–
7523, 1983.
[26] M. A. Green, “Intrinsic concentration, effective densities of states, and effective mass in silicon,”
Journal of Applied Physics, vol. 67, no. 6, pp. 2944–2954, 1990.
[27] D. A. Wheeler and J. Z. Zhang, “Exciton dynamics in semiconductor nanocrystals,” Advanced
Materials, vol. 25, no. 831, pp. 2878–2896, 2013.
[28] D. A. Wheeler, J. Huang, R. J. Newhouse, W. Zhang, S. Lee, and J. Z. Zhang, “Ultrafast
exciton dynamics in silicon nanowires,” Physical Chemistry Letters, vol. 3, no. 6, pp. 766–771,
2012.
[29] M. S. Shur and E. F. Eastman, “Ballistic transport in semiconductor at low temperatures
for low-power high-speed logic,” IEEE Transactions on Electron Devices, vol. 26, no. 11,
pp. 1677–1683, 1979.
[30] S. Weingart, C. Bock, U. Kunze, F. Speck, T. Seyller, and L. Ley, “Low-temperature ballistic
transport in nanoscale epitaxial graphene cross junctions,” Applied Physics Letters, vol. 95,
p. 262101, 2009.
[31] X. Du, I. Skachko, A. Barker, and E. Y. Andrei, “Approaching ballistic transport in suspended
graphene,” Nature Nanotechnology, vol. 3, no. 8, pp. 491–495, 2008.
[32] M. Holland, “Analysis of lattice thermal conductivity,” Physical Review, vol. 132, no. 6,
pp. 2461–2471, 1963.
[33] S. R. Jeone and D. M. Neumark, “Attosecond science in atomic, molecular, and condensed
matter physics,” Faraday Discussions, vol. 194, pp. 15–39, 2016.
[34] M. Schultze, K. Ramasesha, C. D. Pemmaraju, S. A. Sato, D. Whitmore, A. Gandman, J. S.
Prell, L. J. Borja, D. Prendergast, K. Yabana, D. M. Neumark, and S. R. Leone, “Attosecond
band-gap dynamics in silicon,” Science, vol. 346, no. 6215, pp. 1348–1351, 2014.
[35] E. Gagnon, A. S. Sandhu, A. Paul, K. Hagen, A. Czasch, T. Jahnke, P. Ranitovic, C. L. Cocke,
B. Walker, M. M. Murnane, and H. C. Kapteyn, “Time-resolved momentum imaging system
for molecular dynamics studies using a tabletop ultrafast extreme-ultraviolet light source,”
Review of Scientific Instruments, vol. 79, p. 063102, 2008.
[36] W. W. Parson, Modern Optical Spectroscopy. Springer-Verlag, 2007.
[37] W. Shockley and W. T. Read, “Statistics of the recombinations of holes and electrons,”
Physical Review, vol. 87, no. 5, pp. 835–842, 1952.
[38] R. N. Hall, “Recombination processes in semiconductors,” Proceedings of the IEEE - Part B:
Electronic and Communication Engineering, vol. 106, no. 17, pp. 923–931, 1959.
[39] M. J. Kerr and A. Cuevas, “General parameterization of auger recombination in crystalline
silicon,” Journal of Applied Physics, vol. 91, no. 4, p. 2473, 2002.
[40] C. T. Lynch, ed., Practical Handbook of Materials Science. CRC Press, Inc., 1989.
[41] K. R. Spring and M. W. Davidson, “Depth of field and depth of focus.”
90
[42] H. Urey, “Spot size, depth-of-focus, and diffraction ring intensity formulas for truncated
gaussian beams,” Applied Optics, vol. 43, no. 3, p. 620, 2004.
[43] G. R. Fowles, Introduction to Modern Optics. Dover Publications, 2 ed., 1989.
[44] R. L. Easton, Fundamentals of Digital Image Processing. 2010.
[45] A. I. Boukai, Y. Bunimovich, J. Tahir-Kheli, J. Yu, W. A. I. Goddard, and J. R. Heath,
“Silicon nanowires as efficient thermoelectric materials,” Nature, vol. 451, pp. 168–171, 2008.
[46] D. Li, Y. Wu, P. Kim, L. Shi, P. Yang, and A. Majumdar, “Thermal conductivity of individual
silicon nanowires,” Applied Physics Letters, vol. 83, no. 14, pp. 2934–2936, 2003.
[47] A. I. Hochbaum, R. Chen, R. D. Delgado, W. Liang, E. C. Garnett, M. Najarian, A. Majumdar,
and P. Yang, “Enhanced thermoelectric performance of rough silicon nanowires,” Nature,
vol. 451, pp. 163–167, 2008.
[48] S. Karg, P. Mensch, B. Gotsmann, H. Schmid, P. Das Kanungo, H. Ghoneim, V. Schmidt,
M. T. Bjork, V. Troncale, and H. J. Riel, “Measurement of thermoelectric properties of single
semiconductor nanowires,” Journal of Electronic Materials, vol. 42, no. 7, pp. 2409–2414,
2013.
[49] D. G. Cahill, “Thermal conductivity measurement from 30 to 750 k: the 3ω method,” Review
of Scientific Instruments, vol. 61, no. 2, pp. 802–808, 1990.
[50] B. Stoib, S. Filser, J. Stotzel, A. Greppmair, N. Petermann, H. Wiggers, G. Schierning,
M. Stutzmann, and M. S. Brandt, “Spatially resolved determination of thermal conductivity
by raman spectroscopy,” Semiconductor Science and Technology, vol. 29, pp. 124005–124017,
2014.
[51] K. F. Murphy, B. Piccione, M. B. Zanjani, J. R. Lukes, and D. S. Gianola, “Strain- and
defect-mediated thermal conductivity in silicon nanowires,” Nano Letters, vol. 14, no. 7,
pp. 3785–3792, 2014.
[52] W. S. Capinski, H. J. Maris, T. Ruf, M. Cardona, K. Ploog, and D. S. Katzer, “Thermal-
conductivity measurements of gaas/alas superlattices using a picosecond optical pump-and-
probe technique,” Physical Review B, vol. 59, no. 12, p. 8105, 1999.
[53] D. H. Hurley, O. B. Wright, O. Matsuda, and S. L. Shinde, “Time resolved imaging of carrier
and thermal transport in silicon,” Journal of Applied Physics, vol. 107, no. 2, p. 023521, 2010.
[54] S. Huxtable, D. G. Cahill, V. Fauconnier, J. O. White, and J. Zhao, “Thermal conductiv-
ity imaging at micrometre-scale resolution for combinatorial studies of materials,” Nature
Materials, vol. 3, no. 5, pp. 298–301, 2004.
[55] Calculated for a pump power of 2 pJ.
[56] We have developed the ability to locate the structures studied in the pump probe microscope
in a SEM, which allows us to correlate the spectroscopic observations with detailed structural
information. In addition to being able to determine the diameter of the NW, we are also able
to observe large-scale defects in the NW, such as extraneous particles, points of uncontrolled
growth and defects in the growth axis (i.e., bends and kinks). For this study, only wire
segments free of visible surface and growth defects and blemishes in the SEM images were
included.
91
[57] K. Yamanouchi, ed., Ultrafast Carriers Dynamics in Silicon: A Joint Experimental and
Theoretical Study, vol. 162 of Ultrafast Phenomena XIX, 2015.
[58] J. D. Christesen, X. Zhang, C. W. Pinion, T. A. Celano, C. J. Flynn, and J. F. Cahoon,
“Design principles for photovoltaic devices based on si nanowires with axial or radial p-n
junctions,” Nano Letters, vol. 12, pp. 6024–6029, 2012.
[59] Nanowires gain an amorphous silicon coating as they are grown, and the section of the
nanowire near the base gets overcoated more than the section near the growth catalyst. It is
possible that NW2 is a segment from the base of the wire which would cause more significant
variation in lifetime along the length of the wire segment than in a portion of wire near the
catalyst tip.
[60] M. Triplett, Y. Yang, F. Leonard, A. Talin, M. S. Islam, and D. Yu, “Long minority carrier
diffusion lengths in bridged silicon nanowires,” Nano Letters, vol. 15, pp. 523–529, 2015.
[61] C. M. Li, T. Sjodin, and H.-L. Dai, “Photoexcited carrier diffusion near a si(111) surface:
Non-negligible consequence of carrier-carrier scattering,” Physical Review B, vol. 56, p. 15252,
1997.
[62] A. J. Sabbah and D. M. Riffe, “Femtosecond pump-probe reflectivity study of silicon carrier
dynamics,” Physical Review B, vol. 66, p. 165217, 2002.
[63] Y. S. Ju, “Phonon heat transport in silicon nanostructures,” Applied Physics Letters, vol. 87,
p. 153106, 2005.
[64] Y. Dan, K. Seo, K. Takei, J. H. Meza, A. Javey, and K. B. Crozier, “Dramatic reduction
of surface recombination by in situ surface passivation of silicon nanowires,” Nano Letters,
vol. 11, no. 6, pp. 2527–2532, 2011.
[65] Y. Dong, X. M. Ding, X. Y. Hou, Y. Li, and X. B. Li, “Sulfer passivation of gaas metal-
semiconductor field-effect transistor,” Applied Physics Letters, vol. 23, no. 23, pp. 3839–3841,
2000.
[66] A. D. Mohite, D. E. Perea, S. Singh, S. A. Dayeh, I. H. Campbell, S. T. Picraux, and H. Htoon,
“Highly efficient charge separation and collection across in situ doped axial vls-grown si
nanowire p-n junctions,” Nano Letters, vol. 12, no. 4, pp. 1965–1971, 2012.
[67] E. Koren, G. Elias, A. Boag, E. R. Hemesath, L. J. Lauhon, and Y. Rosenwaks, “Direct
measurement of individual deep traps in single silicon nanowires,” Nano Letters, vol. 11, no. 6,
pp. 2499–2502, 2011.
[68] A. Soudi, C. Hsu, and y. Gu, “Diameter-dependent surface photovoltage and surface state
density in single semiconductor nanowires,” Nano Letters, vol. 12, no. 10, pp. 5111–5116, 2012.
[69] J. E. Allen, E. R. Hemesath, D. E. Perea, J. L. Lensch-Falk, Z. Y. Li, F. Yin, M. H. Gass,
P. Wang, A. L. Bleloch, R. E. Palmer, and L. J. Lauhon, “High-resolution detection of au
catalyst atoms in si nanowires,” Nature Nanotechnology, vol. 3, no. 3, pp. 168–173, 2008.
[70] S. M. Sze, Physics of Semiconductor Devices. John Wiley and Sons, 2nd ed., 1981.
[71] S. M. Sze, Semiconductor Devices: Physics and Technology. John Wiley and Sons, 1985.
92
[72] D. K. Schroder, “Carrier lifetimes in silicon,” IEEE Transactions on Electron Devices, vol. 44,
no. 1, pp. 160–170, 1997.
[73] J. D. Christesen, C. W. Pinion, E. M. Grumstrup, J. M. Papanikolas, and J. F. Cahoon,
“Synthetically encoding 10 nm morphology in silicon nanowires,” Nano Letters, vol. 13,
pp. 6281–6286, 2013.
[74] J. D. Christesen, C. W. Pinion, X. Zhang, J. R. McBride, and J. F. Cahoon, “Encoding abrupt
and uniform dopant profiles in vls-grown nanowires by suppressing the reservoir effect of the
liquid catalyst,” ACS Nano, vol. 8, pp. 11790–11798, 2014.
[75] C. W. Pinion, D. P. Nenon, J. D. Christesen, and J. F. Cahoon, “Identifying crystallization-
and incorporation-limited regimes during vapor-liquid-solid growth of si nanowires,” ACS
Nano, vol. 8, no. 6, pp. 6081–6088, 2014.
[76] D. E. Aspnes, “Recombination at semiconductor surfaces and interfaces,” Surface Science,
vol. 132, pp. 406–421, 1983.
[77] S. Kim, D. J. Hill, C. W. Pinion, J. D. Christesen, J. R. McBride, and J. F. Cahoon, “Designing
morphology in epitaxial silicon nanowires: The role of gold, surface chemistry, and phosphorus
doping,” ACS Nano, vol. 11, no. 5, pp. 4453–4462, 2017.
[78] T. Kawashima, T. Mizutani, T. Nakagawa, H. Torii, T. Saitoh, K. Homori, and M. Fujii,
“Control of surface migration of gold particles on si nanowires,” Nano Letters, vol. 8, no. 1,
pp. 362–368, 2008.
[79] V. Schmidt, S. Senz, and U. Gösele, “Diameter dependence of the growth velocity of silicon
nanowires synthesized via the vapor-liquid-solid mechanism,” Physical Review B, vol. 4, no. 75,
pp. 045335–045339, 2007.
[80] D. Ferrand and J. Cibert, “Strain in crystalline core-shell nanowires,” European Physical
Journal of Applied Physics, vol. 67, no. 3, p. 30403, 2014.
[81] H. Ohta, T. Watanabe, and I. Ohdomari, “Strain distribution around sio2/si interface in si
nanowires: A molecular dynamics study,” Japanese Journal of Applied Physics, vol. 46, no. 5B,
pp. 3277–3282, 2007.
[82] D. Shiri, Y. Kong, A. Buin, and M. P. Anantram, “Strain induced change of bandgap and
effective mass in silicon nanowires,” Applied Physics Letters, vol. 93, no. 7, p. 073114, 2008.
[83] Unpublished results.
[84] R. B. Hammond and R. N. Silver, “Temperature dependence of the exciton lifetime in
high-purity silicon,” Applied Physics Letters, vol. 36, no. 1, pp. 68–71, 1980.
[85] J. Bardeen and W. Shockley, “Deformation potentials and mobilities in non-polar crystals,”
Physical Review, vol. 80, no. 1, pp. 72–80, 1950.
[86] K. Svantesson and N. Nilsson, “The temperature dependence of the auger recombination
coefficient of undoped silicon,” Journal of Physics C: Solid State Physics, vol. 12, no. 23,
pp. 5111–5120, 1979.
93
[87] J. Batista, A. Mandelis, and D. Shaughnessy, “Temperature dependence of carrier mobility
in si wafers measured by infrared photocarrier radiometry,” Applied Physics Letters, vol. 82,
no. 23, pp. 4077–4079, 2003.
[88] M. Rosling, H. Bleichner, P. Jonsson, and E. Nordlander, “The ambipolar diffusion coefficient
in silicon: Dependence on excess-carrier concentration and temperature,” Journal of Applied
Physics, vol. 76, no. 5, pp. 2855–2859, 1994.
[89] K. D. B. M., “A unified mobility model for device simulation-ii. temperature dependence of
carrier mobility and lifetime,” Solid State Electronics, vol. 35, no. 7, pp. 961–967, 1992.
[90] C. Kittel, Introduction to Solid State Physics. John Wiley & Sons, 8th ed., 2005.
[91] J. M. Dorkel and P. Leturcq, “Carrier mobilities in silicon semi-empirically related to tem-
perature, doping and injection level,” Solid State Electronics, vol. 24, no. 9, pp. 821–825,
1981.
[92] N. D. Arora, J. R. Hauser, and D. J. Roulston, “Electron and hole mobilities in silicon as a
function of concentration and temperature,” IEEE Transactions on Electron Devices, vol. 29,
no. 2, pp. 292–295, 1982.
[93] W. R. L. Ludwig G. W., “Drift conductivity and mobility in silicon,” Physical Review, vol. 101,
no. 6, pp. 1699–1701, 1956.
[94] T. Katsube, K. Kakimoto, and T. Ikoma, “Temperature and energy dependences of capture
cross sections at surface states in si metal-oxide-semiconductor diodes measured by deep level
transient spectroscopy,” Journal of Applied Physics, vol. 52, no. 5, pp. 3504–3508, 1981.
[95] T. T. Mnatsakanov, L. I. Pomortseva, and S. N. Yurkov, “Semiempirical model of carrier
mobility in silicon carbide for analyzing its dependence on temperature and doping level,”
Electronic and Optical Properties of Semiconductors, vol. 35, no. 4, pp. 406–409, 2001.
[96] M. Ichimura, H. Tajiri, T. Ito, and E. Arai, “Temperature dependence of carrier recombination
lifetime in si wafers,” Journal of the Electrochemical Society, vol. 145, no. 9, pp. 3265–3271,
1998.
[97] H. Bleichner, P. Jonsson, N. Keskitalo, and E. Nordlander, “Temperature and injection
dependence of the shockley-read-hall lifetime in electron irradiated n-type silicon,” Journal of
Applied Physics, vol. 79, no. 12, pp. 9142–9148, 1996.
[98] G. K. Wertheim, “Transient recombination of excess carriers in silicon,” Physical Review,
vol. 109, no. 4, pp. 1086–1091, 1958.
[99] H. Deuling, E. Klausmann, and A. Goetzberger, “Interface states in si-sio2 interfaces,” Solid-
State Electronics, vol. 15, no. 3, pp. 559–571, 1972.
[100] R. Passler, “Temperature dependences of the nonradiative multiphonon carrier capture and
ejection properties of deep traps in semiconductors,” Physica Status Solidi, vol. 85, no. 203,
pp. 203–215, 1978.
[101] A. Goetzberger, V. Heine, and E. H. Nicollian, “Surface states in silicon from charges in the
oxide coating,” Applied Physics Letters, vol. 12, no. 3, pp. 95–97, 1968.
94
[102] L. H. Norton P., Braggins T., “Recombination of electrons at ionized donors in silicon at low
temperatures,” Physical Review Letters, vol. 30, no. 11, pp. 488–489, 1973.
[103] R. Brown and S. Rodriguez, “Low-temperature recombination of electrons and donors in
n-type germanium and silicon,” Physical Review, vol. 153, no. 3, pp. 890–900, 1967.
[104] R. S. Levitt and A. Honig, “Low temperature electron trapping lifetimes and extrinsic
photoconductivity in n-type silicon doped with shallow impurities,” Journal of Physics and
Chemistry of Solids, vol. 1961, pp. 269–284, 22.
[105] K. P. H. Lui and F. A. Hegmann, “Fluence- and temperature-dependent studies of carrier
dynamics in radiation-damaged silicon-on-sapphire and amorphous silicon,” Journal of Applied
Physics, vol. 93, no. 11, pp. 9012–9018, 2003.
[106] L. Grenouillet, C. Bru-Chevallier, G. Guillot, P. Gilet, P. Duvaut, C. Vannuffel, A. Million,
and A. Chenevas-Paule, “Evidence of strong carrier localization below 100 k in a gainnas/gaas
single quantum well,” Applied Physics Letters, vol. 76, no. 16, pp. 2241–2243, 2000.
[107] D. V. Lang, H. G. Grimmeiss, E. Meijer, and M. Jaros, “Complex nature of gold-related deep
levels in silicon,” Physical Review B, vol. 22, no. 7, pp. 3917–3934, 1980.
[108] D. J. Hill, T. S. Teitsworth, E. S. Ritchie, J. M. Atkin, and J. F. Cahoon, “Interplay of surface
recombination and diode geometry for the performance of axial p-i-n nanowire solar cells,”
ACS Nano, vol. 12, no. 10, pp. 10554–10563, 2018.
95
