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I. 
Es sei folgendes System inhomogener linearer Differentialgleichungen 
in der sogenannten Cauehyschen Normalform gegeben: 
dx., ( dt = a2J. (t) Xl + a 22 t) X z + ... + a~n (t) X" ~f~ (t) (1) 
Es seien ferner die Koeffizienten ajk (t) und die Funktionen.r. (t) in dem abge-
schlossenen Intervall 0 b stetige Funktionen. Nach Einführung der 
Bezeichnungen 
A (t) =: all (t) a12 (t) ... a l " (t) 
a 21 (t) a22 (t) ... a2" (t) 
l a,,: (t) a:, (t) : : : """ (t) 
kann das Gleichungssystem (1) einfach in der Form 
d 
- X = A (t) X + f(t) 
dt 




geschrieben werden. Zu suchen ist jene Lösung der Matrizen-Differential-
gleichung (2), die die gegebene (beliebige) Anfangsbedingung 
X (0) = X o 
erfüllt. 
3* 
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Im allgp.meinen Falle ist diese Differentialgleichung in geschlossener Form 
nicht lösbar. 
H. 
Stellt aber die Koeffi:;;ientenmatrix A (t) speziell eine Diagonalmatrix dar, 
d. h. ist a i !. (t) = 0, wenn i : k und ist mithin 
A (t) = < au (t), a22 (t), ... , a"" (t», 




x" = A (t) x" 
dt 
iA(r)dr 
Xii = e;' X o 
X,,(O) = Xo 
den gegebenen Anfangswert und 
t t 
iA(r)dr ia,,(r)dr 
eil == < eil 
ia. ... (r)dr 
i'" 






Anhand von (4) läßt sieh auch die inhomogene Gleichung (2), mit dem 
vorgeschriebenen Anfangswert X (0) = X o lösen:1 
X (t) (5) 
IH. 
Im folgenden solle angenommen werden, daß die KoefJi:;ientenmatrix 
A (t) der Gleichung (2) keine Diagonalmatrix ist, doch sei eine j}mlichl.;eits-
transformation [mit der Transformatiollsmatrix H (t)] bekannt, die A (t) in 
1 Aus der Stetigkeit sämtlicher Elemente der :Matrix A (t) im abgeschlossenen Intervall 
o ~ I ~ b folgt, daß 
rqwliir ist, "[,.0 einen Kehrwert besitzt. 
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eine Diagonalmatrix zuiiberfiihren gestattet, d. h. es gehe 
H (t) A (t) H-l (t) D (t) = < dn (t), d2-.l (t), ... , dnn (t) ), 
wobei vorausgesetzt ist, daß sowohl A (t) wie auch D (t) im abgeschlossent'Il 
Interyall I) t b stetige Elemente besitzen. 
In diesem Falle geht die Differentialgleichung (2) in die Form 
d (H (t) x) ~= {H (t) A (t) H-l (t)}(H (t) x) 
dt 
{( :t H (t) I H-l (t)i (H (t) x) -+-
+ (H (t) f (t)) (6) 
über. 
~ach Einführung von 
'd 
H (t) x = Y; lat- H (t») H-l (t) = B (t); H (t) f (t) = 9 (t) 
lautet die Differentialgleiehung (6) ; 
d -d~ Y = D (t) y + B (t) y + 9 (t) . (7) 
Der der Gleichung (2) zugehörigen Anfangsbedingung 
x (0) = X o 
entspricht somit die Bedingung 
y (0) H (0) X (0) = H (0) X o = Yo' (8) 
Zuerst soll die (der Gleichung (7) zugehörige) homogene lineare Differen-
tialgleichung 
d 
dt YII = D (t) YII + B (t) YII; YII (0) = Yo (9) 
gelöst werden. 
Zu diesem Zweck hilden wir folgende Iterationsreihe yon Differential-
gleichungen : 
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d 
- Yh1 = 0 (t) Yh1 YII1 (0) = Yo dt 
d 
dt Yh2 = 0 (t) Yh2 + B (t) YII1 ; Yh2 (0) = Yo 
(10) 
d 
dt Yllm = 0 (t) Yhm + B (t) Yhm-1; Yhm (0) = Yo 
Die Lösung der m-ten (m > 2) Gleichung des Iterationssystems (10) kallli nun 
unter Berücksichtigung der Gleichungen (2) und (!)) in der Form 
(11) 
dargestellt werden,2 d. h. mit 
(12)3 
wird 
Yllm (t) = M", (t) Yo' (13) 
Bei Verwendung der im m-ten Iterationssehritt erhaltenen Näherungs-
lösung (13) für die homogene lineare Differentialgleichung (9) lautet die 
~äherungslösung der inhomogenen linearen Differentialgleichung (7) : 
, 
Ym (t) = Mm (t) {Yo + J M~l (r) 9 (r) dr}. (14) 
o 
2 Aus der Voraussetzung, die Elemente der :Matrix D (t) seien stetig, folgt, daß die 
~latrix 




3 E = < 1, 1, ... ,1) bedeutet die Einheitsmatrix n-ter Ordnung. 
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B (t)) Mm (t) - ~ Mrn (t) = Cu (t) 
dt e21 (t) 
~eil,(t)' e 
e12 (t) ... ejn (t)1 
e2~ (t) : : : e2~ (t) 
en ; (t) : : : en: (t) J 
Gültigkeit hat, wenn e eine gegebene, beliebig kleine positive Zahl ist. 
::\un ist die Folge der Matrizen Mm(t) näher zu untersuchen: 
, 
iO(r).1r 
MI (t) = e" 
7:; 
~~ T~ T;:..... Tl Tl 
J. -! O(r)<I, ) O(r).1, I -) Olr).1, . j O(r)dr + e 0 B("r2)eO • e" B(r1)eO dr1drz \; 
o 0 
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lautet diese Folge 
MI (t) = e:'(') ; 
Mz (t) = e:'(') {E + .i" F (Tl) dTl }; 
o 
I T ~ 
Ma (t) = e:'('){E + J F (Tl) dTl + J F (T:!) J F (Tl) dTI dT2}; 
000 
t I T., 
Mi (t) = e:.(t){E +.1' F (Tl) dT j + J F (Tz),I'"F (Tl) dTI dT2 + 
o 0 0 
+ .( F (Ta) j"F (Tz).f'F (Tl) dT I dTzdT3}; 
o 0 0 
M m (t) = e:'('){E +.( F (Tl) dTI + J F (Tz) J'F (Tl) dT I dTz + 
o 0 0 
-+- (F (Ta) r"F (Tz) ('F (Tl) dTI dTzdra +- ... -
o 0 0 
+ J F (Tm_l ) J''F (Tm-J ... J'F (T2) fF (Tl) dTl dT2 ••• dTm_~ dTm -I}: 
o 0 0 0 
Es ist l(~ieht einzusehen, daß die Matrizenfolge : M
m 
(t) : und damit auch 
die V cktorenfolgen) Yhm (t): und : Ym(t) l im abgeschlossenen Interyall 
o .. I b konvergent sind. 
Die Elemente der Matrix A (t) sind - unserer Voraussetzung gemäß -
1m abgesehJossenen Intervall 0 t ,--- b stetige Funktionen. Ferner nehmen 
wir an, daß auch die Transformationsmatrix H (t), ihre Ableitung und ihr 
Kehrwert H -1 (t) stetige Elemente besitzen. -1 Hieraus folgt auch die Stetigkeit 
der Elemente der Matrizen e.1(I) und B (t). Demzufolge ist eLf (I) im abgeschlosst'-
nen Intervall 0 ,,/ t b regulär, und ebenso sind die Elemente der }Iatrix 
F (t) = e- :'(1) B (t) e:'(I) 
stetig, woraus aber weiter folgt, daß die Elemente an er unserer Matrizen 
beschränkt sind. 
Eine Matrix mit beschränkten Elementen besitzt eine obere Grenze, die 
zugleieh eine obere Schranke aller Elemente darstellt. Im folgenden werden 
4 Wenn die Elemente der ~latrix H (t) stetig sind und H -1 (t) vorhanden ist, besitzt 
auch diese stetige Elemente. 
wir diese obere Grenze die »G-Norm« der Matrix nennen, die folgendermaßen 
definiert wird: 
K ist die G-Norm der Matrix K, wenn für einen beliebigen Einheits-
vektor e die Beziehung 
gilt. Diese G-Norm ist nicht größer als die Quadratwurzel aus der Absolut-
quadratsumme aller Elemente der Matrix :5 
Für die oben definierte G-Norm gelten folgende Beziehungen: 
G (KL) G (K) G (L) , 
G (K L) < G (K) G (L). 
Es sei im abgeschlossenen Intervall 0 ;;;::;; t b 
und somit 
G (F (t)) a~ p = 0). 
ferner 
GCI~F(Tm_l) T:ri=(T"'_2) ... SF(T2nTF(Tl)dTldT2" .dTm_2.dTm_l) 
o 0 0 0 (m 1) ~ . 
Dann ist 
und dieselbe Abschätzung gilt auch für jedes Element der Matrix Mm(t). 
Wenn 'wir noch voraussetzen, daß 
"I n .~ i~ Y(li-
daß ferner im abgeschlossenen Intervall 0 
9 (t) 
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Es sind daher die Matrizenfolge: M
m 
(t) l und somit auch die Vektoren-
folgen: Yhm (t) : sowie 1 y", (t) : im abgeschlossenen Intervall 0 b gleich-
mäßig konvergent. 
Es sei Yh der Grenzwert der Folge: Yhm :. Dann gilt für eine hinreichend 
große Zahl m offenkundig 
also 
wobei Yh die genaue Lösung der Differentialgleichung (9) bedeutet. Nach 
analoger Schlußweise leuchtet ein, daß die genaue Lösung y der Differential-
gleichung (7) mit dem Grenzwert der Folge I Y m ( übereinstimmt. 
Der Fehler zwischen der genauen Lösung Y (t) und der in m-ten Iterations-
schritt erhaltenen Näherung Ym (t) läßt sich folgendermaßen abschätzen: 
Y (t) Ym (t) 
(17) 
vorausgesetzt, daß m genügend groß ist, damit (J) b < m sei. 
Der durch die Formel (14) gewonnene Vektor Ym (t) kann als die Näherung 
(m-1)-ter Ordnung der genauen Lösung Y (t) betrachtet werden, so daß man 
also die lVäherungslösung (m-1)-ter Ordnung der ursprünglichen Differential-
gleichung (2) in der Form 
x (t) ?S X m (t) = H --1 (t) Y m (t) (18) 
darstellen kann. 
\Venn im abgeschlossenen Intervall 0 < t :S: b 
G (H -1 (t» h, 
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, m! m - (I) b 
(19) 
Zum Beweis der Richtigkeit der Näherungsformel (14) ist noch nachzu-
weisen, daß die :Matrix Mm(t) nicht singulär ist, d. h. daß sie einen Kehrwert 
besitzt. Wir schreiben zu diesem Zwecke die Matrix Mm(t) in der Form 
M (t) = e·Wl tP' . m m iO. 
t r T.. t T:l T" 
tPm!~ = E + J F(T1)dil +.r F(i2) fF (il ) dTl dT2 + J F(T3) S F(T2) fF(T1}dTl dT2 dTa 
o 0 0 0 0 0 
+ ... +.f F (Tm_I) f'F(~m_2) .•. fF (1'2) J'F (Tl) di l dTZ ••• dTm _2 dtm_I' 
o 0 0 0 
Da 
M-I (t) - ("" ') -I e-.I.(') 
m - 'l'm 0 ~ 
und e -;1«) nach unseren Voraussetzungen vorhanden ist, bleibt nur zu beweio 
sen, daß tPm:~ nicht singulär ist, d. h. daß 
det (tPm ~) = (j}m -!-- o. 
Es gilt 
und 
M", (0) = tP", ~ = E. 
Setzen wir voraus, daß m genügend groß ist, daß also mit guter Annäherung 
geschrieben werden kann 
so wird 
M m (l) ~ M (t) = e.l(') tP J = 
= e.1('){E + .( F (Tl) dTl 
o 
t 'm-1 T_ T" 
+ J F (Tm_I) J F (Tm_2) ..... fF (1'2) fF (Tl) dTl dT2 ...... dim_2 dTm_1 + ...... } .. 




-~ (tPb) = F (t) tP~, 
dt 
tP~ = E. 
Es muß somit nur nachgewiesen werden. daß 
Es sei6 
; <Pu (t) if>12 (t) 
if>21 (t) l/122 (t) 
if>= 
: if>nl (t) if>"2(t) 
und durch Differentiation der Determinante 
dif> 
dt 
if>; I if>12 ••• if>ln 
if>;1 if>22'" <P2n 
+ 
if>ln (t) 
if>~n (t) ; 
if>"" (t) 
Nach der Entwicklung der Gleichung (20) folgt: 
rpu rp12 ..• rp;" ' 
rp 21 <P 22 ••• rp;" 
if>~l if>~2 ••• if> In 
if>~l if>~2'" if> ~n 
<Pu rp12 •.. <PI" 
<P 21 rp 22 ••• rp 2n 
folglich wird 
Tl 
if>:j = 2' F ik if>kj' 
k=l 
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Setzen wir die in (23) enthaltenen Werte in die Gleichung (22) ein und 







i(F,," F" '~ ... -. F",,)Jr 
cf; = C eo 
wobei die Gleichung (21) die Integrationskonstante festsetzt, somit C = 1 
wird. 
Hieraus und aus der vorausgesetzten Stetigkeit der Elemente der ::\Iatrix 
F (t) folgt, daß <P im ganzen abgeschlossenen Intervall 0 t b yon Null 
yerschipden ist. Damit ist aber auch if> .~ ?,,; if>m :1 nicht singulär. 
Zur Bestimmung der Näherungslösungen (13) und (H) ist die durch 
'Gleichung (12) dargestellte Matrix Mm(t) zu berechnen. Zur praktischen 
Berechnung dieser klat/'ix sei bemerkt, daß sich (13) auch in der Form' 
;schreibcn läßt. Ganz analog gilt 
Yhm (tTl ) = e.l(t,.) if>m ::: .. , Y hm (t Tl _ 1): Yhm (t",l) = e.l(t,.-,) if>m :;::::.~ Yhm (t,,_2) : 
; Yhm (tl) = e;l(t,1if>",:,t Yhm (0) = e.l1t11if>m ~.' Yo' 
Daraus folgt aber 
YI"" (t) = e.l(t) if>nt t e.l(I,,1 if>t" . t.l(/" .. ,) if> 1,,_: ... e.l(/,) if>". 0" Yt). (24) , t 1i n~ 1/,_" rn .tfl_~ • 
\X'ählen wir nun eine Einteilung des Intervalls [0, t] 
-dermaßen, daß die benachbarten (ti' t i __ 1 )- ,Verte genügend nahe zueinander 
zu lii'gen kommen, damit 
sel (8 bedeutet dabei eme he1it·big kleine positiye Zahl). 
7 Siehe z. B. [2}, Seite 1·11. 
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Hierfür gilt 





(t) ~ el(t)) E + f F (1') d1' \ e~(t,,) {E +.r F (1') d-c l e~(tn-l) ) E + 
t rt 111 _1 
(25) 
IV. 
Setzen 'wir schließüch voraus, daß A (t) keine Diagonalmatrix ist, und 
daß auch keine /ihnlichkeitstransformation bekannt sei, durch die A (t) in eine 
Diagonalmatrix transformiert werden kann. 
Es sei aber G (t) eine diagonalisierbare Matrix, die die Matrix A (t) in 
der G·Norm gut annähert, d. h. im abgeschlossenen Intervall 0 < t :< b sei 
G (A (t) - G (t» = G (K (t» möglichst klein, und 
H (t) G (t) H-l (t) = D (t) 
stelle eine Diagonalmatrix dar. 
:Mit diesen Voraussetzungen kann die zu lösende Differentialgleichung (2) 
in der Form 
d 
dt X = G (t) X + K (t) X + f (t); X (0) xo' (26) 
oder nach Multiplikation von links mit der Transformationsmatrix H (t) 
in der Form 
d dt (H (t) x) = {H (t) G (t) H-I (t) } (H (t) x) {H (t) K (t) H-1 (t) 
+ I ~ H (t») H-1 (t)}(H (t) x) + (H (t) f(l)); H (0) x (0) = H (0) X o (27) 
geschrieben werden. 
22~ 
Mit den Bezeichnungen 
H (t) x = y; H (t) G (t) H-1 (t) = D (t); H (0) X o = Yo; 
d 
H (t) K(t) H-l (t) + ldt H (t)) H-1 (t) = B (t); H (t)f(t) = 9 (t); 
lautet die Differentialgleichung (2i) 
d 
dt y = D (t) Y + B (t) y + 9 (t); Y (0) = Yo· (28) 
Diese Differentialgleichung ist formell mit der Gleichung (i) völlig identisch, 
sie läßt sich mithin analog dem (im Teil III) angegebenen Verfahren lösen. 
Betrachten zeir nun eini/5e Sonderfälle: 
a) Die Berechnungen vereinfachen sich, wenn 
H (t) = H (29) 
von der Veränderlichen t unabhängig ist. (Dies ist z. B. der Fall, wenn G (t) 
eine zyklische Matrix ist.) Dann gilt nämlich 
und dementsprechend 
B (t) = H K (t) H-l. (30) 
a1 ) Stellen Hund K (t) noch speziell vertauschbare :Matrizen dar, ·wird 
B (t) == K (t). (31) 
b) Die Berechnung vereinfacht sich auch, wenn e.l(') und B (t) vertausch· 
bare Matrizen sind, da in diesem Falle 
F (t) == B (t). (32) 
b1) Eine noch wesentlichere Vereinfachung folgt aus der Voraussetzung 
F = F (t) == B (t) (33) 
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u. zw. unabhängig von t, denn es gilt dann 
(34 ) 
und die genaue Lösung schreibt sich zu 
Y (t) = e~(1)7 FI { Yo -+- .\! e-~(T)-FT 9 (T) dT } . (35) 
() 
c) Unsere (im Teil III) dargelegte lVlethode ist auch für den Sonderfall 
anwendbar, daß G (t) _ 0, d. h. H (t) . E, B (t) = K (t). Unser Ergebnis ist 
Jann identisch mit dem anhand des Picard-LindelöfschenIterationsverfahrens 
ermittelten. 
d) Betrachten wir schließlich den (für die Anwendungen hesonders 
'wichtigen) Fall, hei dem unahhängig von t -
G (t) = G 
und in der Form 
n 
G ,",' • == """'-:tt ;.'1' u~, V I' (36) 
\'= 1 
darstellhaI' vorausgesetzt ist. j',. sind hierhei die Eigenwerte von G, U,. hzw 
V ~ hezeichnen die rechts· hzw. linksseitigen Eigellvektoren von G ; V ~ U,. 
= b", [3]. 
In diesem Fall kann der nach Formel (12) bestimmte Wert Mm(t) folgen-
dermaßen ermittelt w('rden : 
-+- ~, 2' r(v~lK(T2)Uk")ebr:'!',)T' J (V~,K(Tl)Uk,,)Lb,-:·kJT,dTldT2(UklV;',,)+ ... -







I (VZ"'_l K (Tl) Ul,,,) e(:'k"-:'k,,, ,)T, dTl • " dTm _:! drm I (Uk l V;',.J(. (37) 
(J 
d l ) Dieser letzte Fall sehließt auch den Sonderfall in sich ein, bei dem 




Die vorliegende Arbeit untersucht mit Hilfe der ~Iatrizenrechnung die Lösung von 
Systemen gewöhnlicher linearer Differentialgleichungen mit variablen Koeffizienten. Die 
Lösung ist für gewöhnlich nur dann in geschlossener Form darstellbar, wenn die Koeffizien-
tenmatrix Diagonalform hat. Im allgemeinen Fall läßt sich die Lösung ausschließlich durch 
eine unendliche ~latrizcnreihe darstellen. Verfasser gibt ein Iterationsverfahren an, das als 
Verallgemeinerung der Picard-Lindelöfschen ~Iethode angesehen werden kann. Die ~äherungs­
lösung (m - l)-ter Ordnung wird in einer - auch für die praktische Rechnung zweckmäßiger 
Form - in Gestalt von Summen wiederholter Integrale skalarer Funktionen dargestellt. 
(Siehe Formel (3i).) 
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