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Abstract
We consider a type of stochastic nonlinear beam equation driven by Le´vy noise.
By using a suitable Lyapunov function and applying the Khasminskii test we show the
nonexplosion of the mild solutions. In addition, under some additional assumptions we
prove the exponential stability of the solutions.
1 Introduction and Motivation
The Euler-Bernoulli beam equation
EI
d4u
dx4
= w
as a simplification of linear beam theory was first introduced in 1750 to describe the rela-
tionship between the deflection and applied load. The transversal deflection u of a hinged
extensible beam of length l under an axial force H which satisfies the following form
∂2u
∂t2
+
EI
ρ
∂4u
∂x4
=
(
H
ρ
+
EA
2ρl
∫ l
0
(
∂u
∂x
)2
dx
)
∂2u
∂x2
.(1.1)
was studied by S. Woinowsky-Krieger [31]. See also Eisley [16] and Burgreen [3] for more
details. Chueshov [14] considered a problem of the following form
utt + γut + A
2u+m(‖A
1
2u‖2)Au+ Lu = p(t)
which arises in the nonlinear theory of oscillations of a plate in a supersonic gas flow moving
along an x1-axis described by
∂2u
∂t2
+ γ
∂u
∂t
+△2u+
(
α−
∫
D
|▽u|2dx
)
△u+ ρ
∂u
∂x1
= p(x, t), x ∈ (x1, x2) ⊂ D,
1
where u(x, t) measures the plate deflection at the point x and the moment t, γ > 0, ρ ≥ 0
and function p(x, t) describles the transverse load on the plate. In [23] Patcheu considered
a model of (1.1) with a nonlinear friction force. The existence and uniqueness of global
solutions of a nonlinear version of the Euler-Bernoulli with white noise arising from vibration
of an aeroelastic panels
∂2u
∂t2
−
(
a+ b
∫ l
0
(
∂u
∂x
)2
dx
)
∂2u
∂x2
+ γ
∂4u
∂x4
+ f
(
t, x,
∂u
∂t
,
∂u
∂x
)
+ σ
(
t, x,
∂u
∂t
,
∂u
∂x
)
W˙ (t) = 0(1.2)
has been investigated by Chow and Menaldi in [12]. The first named authour, Maslowski
and Seidler [7] proved the existence of global mild solutions of the following stochastic beam
equations including a white noise type and a nonlinear random damping term in a Hilbert
space H
utt + A
2u+ g(u, ut) +m(‖B
1
2u‖2)Bu = σ(u, ut)W˙ ,(1.3)
where the operators A and B are self-adjoint and D(A) ⊂ D(B).
It is of interest to know whether the theory can be extended to the problems with jump
noise which is in some sense more realistic. In our paper, we consider a stochastic beam
equation in some Hilbert space H with stochastic jump noise perturbations of the form
utt = −A
2u− f(t, u, ut)−m(‖B
1
2u‖2)Bu+
∫
Z
g(t, u, ut, z)N˜(t, dz),(1.4)
where m is a nonnegative function in C1([0,∞)), A,B are self-adjoint operators and N˜
is a compensated Poisson random measure. We will show that under some suitable locally
Lipschitz continuity and linear growth assumptions of the coefficients f andm, the stochastic
beam equation (1.4) has a unique maximal local mild solution u which satisfies
u(t ∧ τn) = e
tAu0 +
∫ t∧τn
0
e(t∧τn−s)AF (s, u(s)) ds+ Iτn(G(u))(t ∧ τn) P-a.s. t ≥ 0,(1.5)
where {τn}n∈N is a sequence of stopping times and Iτn(G(u)) is a process defined by
Iτn(G(u))(t) =
∫ t
0
∫
Z
1[0,τn]e
(t−s)AG(s, u(s−), z)N˜(ds, dz), t ≥ 0.
We also show the nonexplosion of the local maximal solution. The basic method that we
shall use in showing the nonexplosion is the Khasminskii test. For this aim, the essence is
to be able to construct an appropriate Lyapunov function. As we all known the Itoˆ formula
can not be applied to the mild solution directly, a standard method of solving this problem
which was used in [6] is to approximate the equation (1.3) by a sequence of equations with the
operator A replaced by the Yosida approximations An of A. However, since the factorization
2
method used in showing the uniform-Lp-convergence of the Yosida approximating stochastic
convolutions w.r.t. the Wiener noise may not be applicable to our case, in contrast to [6]
we follow the approximating procedure introduced in [27] and [28]. We first derive some
estimates when u is in D(A), where D(A) is the domain of the generator A. In fact, we
can always approximating u by such functions in D(A) and pass the limit as in [28] to get
the desired estimate of Lyapunov function. Moreover, the asymptotic stability and uniform
boundedness of the solution can also be established in the same manner by a suitable choice of
another Lyapunov function. We also show that under some natural conditions all the results
in this paper we’ve achieved for (1.4) can be applied to a wide class of models including the
following problem
∂2u
∂t2
−m
(∫
D
|▽u|2dx
)
△u+ γ△2u+G
(
t, x, u,
∂u
∂t
,▽u
)
=
∫
Z
Π(t, x, u,
∂u
∂t
,▽u, z)N˜(t, du)(1.6)
with either the clamped boundary conditions
u =
∂u
∂n
= 0 on ∂D,(1.7)
or the hinged boundary conditions
u = △u = 0 on ∂D.(1.8)
In the above ∂
∂n
denotes the outer normal derivative.
In light of the results achieved in this paper together with [6], it is straight forward
to extend our problem to Le´vy noise. Moreover, the Feller property of the solution to
the problem (1.4) can also be obtained and this makes it possible to define an invariant
probability measure for the process (1.5). The existence of invariant measure for (1.5), in
contrary to the finite dimensional case e.g. in [1], is still an open problem.
Stochastic PDEs driven by discontinuous noise is a very new subject. So far mainly
problems with Lipschitz coefficients have been investigated, see the recent monograph [24].
A type of stochastic PDEs with monotone and coercive coefficients, which is weaker than the
usual Lipschitz and linear growth assumptions, driven by some discontinuous perturbations
were studied by Gyo¨ngy and Krylov in [18] for the finite-dimensional case and extended
by Gyo¨ngy to infinite-dimensional spaces in [19]. Stochastic reaction diffusion equations
driven by Levy noise have been a subject of a recent paper [9] by one of the authours
and Hausenblas, where also some comments on the existing literature can be found. The
approach of the current paper is different as it does not use any compactness methods but
instead follow a more natural route of contracting maximal local solution and then proving
that its lifespan is equal to infinity. To our best knowledge the present paper is the first one
in which this approach is applied to SPDEs with non-Lipschitz coefficients.
3
2 Main results
Throughout the whole paper we assume that H is a real separable Hilbert space with inner
product 〈·, ·〉 and corresponding norm ‖ · ‖H . By B(H) we denote the Borel σ-field on H , i.e.
the σ-field generated by the family of all open subsets of H . Let B : D(B)→ H, D(B) ⊂ H ,
be a self-adjoint operator. Suppose that A : D(A) → H , where D(A) ⊂ D(B), is a self-
adjoint (unbounded) operator and A ≥ µI for some µ > 0. Moreover, we assume that B ∈
L(D(A), H). Here D(A) is the domain of A endowed with the graph norm ‖x‖D(A) := ‖Ax‖.
Let m be a nonnegative function of class C1. Let (Ω,F ,P) be a probability space with
the filtration F = (Ft)t≥0 satisfying the usual hypotheses and (Z,Z, ν) be a measure space,
where ν is a σ-finite measure. We denote by
N˜((0, t]×B) = N((0, t]×B)− tν(B), t ≥ 0, B ∈ Z,
the compensated Poisson random measure on [0, T ]×Ω×Z with the intensity measure ν(·).
Let BF denote the σ-field of the progressively measurable sets on [0, T ]× Ω, i.e.
BF = {A ⊂ [0, T ]× Ω : ∀ t ∈ [0, T ], A ∩ ([0, t]× Ω) ∈ B([0, t])⊗ Ft}.
Definition 2.1 (Predictability). Let P denote the σ-field on [0,∞)× Ω generated by all
real-valued left-continuous and F-adapted processes.
Let Pˆ denote the σ-field on R+×Ω×Z generated all real-valued functions g : R+×Ω×Z →
R satisfying the following properties
(1) for every t > 0, the mapping Ω × Z ∋ (ω, z) 7→ g(t, ω, z) ∈ R is Z ⊗ Ft/B(R)-
measurable;
(2) for every (ω, z) ∈ Ω× Z, the path R+ ∋ t 7→ g(t, ω, z) ∈ R is left-continuous.
Let (E,B(H)) be a measurable space. We say that an E-valued process g = (g(t))t≥0 is
predictable if the mapping [0,∞)× Ω ∋ (t, ω) 7→ g(t, ω) ∈ E is P/B(E)-measurable.
We say that an E-valued function g : R+ × Ω × Z → E is F-predictable if it is Pˆ/B(E)-
measurable.
In this paper, our main aim is to consider the following stochastic evolution equation
utt = −A
2u− f(t, u, ut)−m(‖B
1
2u‖2)Bu+
∫
Z
g(t, u(t−), ut(t−), z)N˜(t, dz),
u(0) = u0, ut(0) = u1.
(2.1)
Here f : R+ ×D(A)×H ∋ (t, ξ, η) 7→ f(t, ξ, η) ∈ H, is a B(R+)⊗ B(D(A))⊗ B(H)/B(H)-
measurable function and g : R+ × D(A) × H × Z ∋ (t, ξ, η, z) 7→ g(t, ξ, η, z) ∈ H, is a
B(R+) ⊗ B(D(A)) ⊗ B(H) ⊗ Z/B(H)-measurable function. One can transform Equation
(2.5) into the following first order system
du = utdt
dut = −A
2udt− f(u, ut)dt−m(‖B
1
2u‖2)Budt+
∫
Z
g(t, u(t−), ut(t−), z)N˜ (dt, dz).
(2.2)
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Or equivalently, we can rewrite it in the form(
du
dut
)
=
(
0 I
−A2 0
)(
u
ut
)
dt+
(
0
−f(t, u, ut)−m(‖B
1
2u‖)Bu
)
dt
+
(
0∫
Z
g(t, u(t−), ut(t−), z)N˜ (dt, dz)
)
.
Now we introduce a new space H := D(A)×H with the product norm∥∥∥∥
(
x
y
)∥∥∥∥
2
H
:= ‖Ax‖2H + ‖y‖
2
H.
It is easy to see that H is a Hilbert space with norm ‖ · ‖H. We also define functions
F : R+ ×D(A)×H ∋ (t, ξ, η) 7→
(
0
−f(t, ξ, η)−m(‖B
1
2 ξ‖2)Bξ
)
∈ H(2.3)
G : R+ ×D(A)×H × Z ∋ (t, ξ, η, z) 7→
(
0
g(t, ξ, η, z)
)
∈ H.(2.4)
Put
A =
(
0 I
−A2 0
)
, D(A) = D(A2)×H.
Set u = (u, ut)
⊤ and u0 = (u0, u1)
⊤. Then Equation (2.1) allows the following form
du = Audt+ F (t, u(t))dt+
∫
Z
G(t, u(t−), z)N˜(dt, dz), t ≥ 0
u(0) = u0.
(2.5)
Remark 2.1. (1) The operator A generates a C0-unitary group, denoted by e
tA, −∞ < t <
∞, on H, see also Chapter V in [21].
(2) The functions f and g appearing in the equation (2.1) can also be assume to be
random, namely,
f : R+ × Ω×D(A)×H ∋ (t, ξ, η) 7→ f(t, ω, ξ, η) ∈ H,
is a BF ⊗ B(D(A))⊗ B(H)/B(H)-measurable function and
g : R+ × Ω×D(A)×H × Z ∋ (t, ω, ξ, η, z) 7→ g(t, ω, ξ, η, z) ∈ H,
is a P ⊗B(D(A))⊗B(H)⊗Z/B(H)-measurable function. But due to [30], the functions f
and g need to satisfy the following additional property:
if X and Y are two H-valued ca`dla`g processes and τ is a stopping time such that
X1[0,τ) = Y 1[0,τ),
then we have
1[0,τ ]f(·, ·, X) = 1[0,τ ]f(·, ·, Y ) and 1[0,τ ]g(·, ·, X, ·) = 1[0,τ ]g(·, ·, Y, ·).
5
Let M2loc(BF) be the space of all H-valued progressively measurable processes φ : R+ ×
Ω→H such that for all T ≥ 0,
E
∫ T
0
‖φ(t)‖2 dt <∞.
LetM2loc(Pˆ) be the space of all H-valued F-predictable processes ϕ : R+×Ω×Z →H such
that for all T ≥ 0,
E
∫ T
0
∫
Z
‖ϕ(t, z)‖2ν(dz)dt <∞.
Definition 2.2. A strong solution to Equation (2.5) is a D(A)-valued F-adapted stochastic
process (X(t))t≥0 with ca`dla`g paths such that
(1) X(0) = u0 a.s.,
(2) the processes φ, ϕ defined by
φ(t, ω) = F (t, X(t, ω)) (t, ω) ∈ R+ × Ω;
ϕ(t, ω, z) = G(t, X(t−, ω), z) (t, ω, z) ∈ R+ × Ω× Z
belong to the spaces M2loc(BF) and M
2
loc(Pˆ) respectively.
(3) for any t ≥ 0, the equality
X(t) = u0 +
∫ t
0
AX(s) ds+
∫ t
0
F (s,X(s)) ds+
∫ t
0
∫
Z
G(s,X(s−), z)N˜(ds, dz)(2.6)
holds P-a.s.
Remark 2.2. Note that if a process X(t), t ≥ 0 is adapted and has ca`dla`g paths, then the
left-limit process X(t−), t ≥ 0 is left continuous and adapted, hence the process X(t−), t ≥ 0
is predictable. In such a case, the definition 2.2 is reasonable.
Definition 2.3. A mild solution to Equation (2.5) is an H-valued F-adapted stochastic
process (X(t))t≥0 with ca`dla`g paths defined on (Ω,F ,F,P) such that the conditions (1) and
(2) in the definition of 2.2 are satisfied and
for any t ≥ 0, the equality
X(t) = etAu0 +
∫ t
0
e(t−s)AF (s,X(s)) ds+
∫ t
0
∫
Z
e(t−s)AG(s,X(s−), z)N˜(ds, dz)(2.7)
holds P-a.s.
We say that a solution (X(t))t≥0 to the Equation (2.5) is pathwise unique (or up to
distinguishable) if for any other solution (Y (t))t≥0, we have
P(X(t) = Y (t), for all t ≥ 0) = 1.
6
Definition 2.4. We say that X is a mild solution on a closed stochastic interval [0, σ] if the
integral on the right of (2.7) is defined on [0, σ] and it equals to X on [0, σ], P-a.s., namely
X(t) = etAu0 +
∫ t
0
e(t−s)AF (s,X(s)) ds+
∫ t
0
∫
Z
e(t−s)AG(s,X(s−), z)N˜(ds, dz)(2.8)
holds on [0, τ ], P-a.s..
Remark 2.3. Alternatively, we may rewrite (2.8) in the following equivalent form
X(t ∧ τ) = etAu0 +
∫ t∧τ
0
e(t∧τ−s)AF (s,X(s)) ds+ Iτ (G(X))(t ∧ τ) t ≥ 0, P-a.s.,(2.9)
where Iτ (G(X)) is a process defined by
Iτ (G(X))(t) =
∫ t
0
∫
Z
1[0,τ ](s)e
(t−s)AG(s,X(s−), z)N˜(ds, dz), t ≥ 0.
Remark 2.4. According to Colollary 13.7 in the monograph [30] every predictable and right-
continuous martingale is continuous, so if we impose both properties on a process, it turns out
that we are assuming nothing but the continuity of the process. In our definition, the reason
why we need the predictability of the process X is to get the predictability of the integrand
e(t−s)AG(t, X(s), z). But since we assume that the process is ca`dla`g, we can get around this
difficulty by taking the left-limit process.
We first deal with a simple case in which the function F is given by
F : [0,∞)×D(A)×H ∋ (t, ξ, η) 7→
(
0
−f(t, ξ, η)
)
∈ H.(2.10)
In order to show the existence and uniqueness of a mild solution to problem (2.5), we impose
certain growth conditions and global Lipschitz conditions on the functions f and g.
Assumption 2.1. There exist constants Kf and Kg such that for all t ≥ 0 and all x =
(x1, x2)
⊤ ∈ H,
‖f(t, x1, x2)‖
2
H ≤ Kf (1 + ‖x‖
2
H)(2.11) ∫
Z
‖g(t, x1, x2, z)‖
2
Hν(dz) ≤ Kg(1 + ‖x‖
2
H).(2.12)
Assumption 2.2. There exist constant Lf such that for all t ≥ 0 and all x = (x1, x2)⊤ ∈ H,
y = (y1, y2)
⊤ ∈ H,
‖f(t, x1, x2)− f(t, y1, y2)‖H ≤ Lf‖x− y‖H,(2.13)
Assumption 2.3. There exist constant Lg such that for all t ≥ 0 and all x = (x1, x2)⊤ ∈ H,
y = (y1, y2)
⊤ ∈ H,∫
Z
‖g(t, x1, x2, z)− g(t, y1, y2, z)‖
2
Hν(dz) ≤ Lg‖x− y‖
2
H.(2.14)
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Theorem 2.5. Suppose that functions f, g satisfy Assumptions 2.1, 2.2 and 2.3. Then there
exists a unique (up to distinguishable) mild solution of Equation (2.5). In particular, if
u0 ∈ D(A), F (·, u(·)) ∈ M
2
loc(BF ;D(A)) and G(·, u(·)) ∈M
2
loc(Pˆ;D(A)),
then the mild solution coincides with probability 1 with a strong solution at all the points over
R+. More precisely, the mild solution satisfying (2.7) is P-equivalent to the strong solution
satisfying (2.6).
Another generalization is to the situation where the Lipschitz condition (2.13) is released
to be the locally Lipschitz condition below.
Assumption 2.4. Assume that for every R > 0, there exists LR > 0 such that for all t ≥ 0
and for every x = (x1, x2)
⊤, y = (y1, y2)
⊤ ∈ H satisfying ‖x‖H, ‖y‖H ≤ R,
‖f(t, x1, x2)− f(t, y1, y2)‖H ≤ LR‖x− y‖H.(2.15)
Now we shall examine stochastic equation (2.5) of a more general type than the equation
with F defined by (2.10) in the preceding Theorem. Note that the function H ∋ x =
(x1, x2) 7→ m(‖B
1
2x1‖2)Bx1 ∈ H , is locally Lipschitz continuous. Hence if we suppose that f
satisfies Assumption (2.15), then the function F given by (2.3) satisfies the locally Lipschitz
condition as well.
For future reference we specifically state the following important observations.
Remark 2.5. (1) Because of the continuity of the function F (t, x) with respect to the x
variable, since F is integrated with respect to t variable, the equation (2.5) can be rewritten
in the following equivalent form
du = Audt+ F (t, u(t−))dt+
∫
Z
G(t, u(t−), z)N˜(dt, dz), t ≥ 0.
(2) Suppose that X and Y are two ca`dla`g processes and τ is a stopping time. If X and
Y coincide on the open interval [0, τ), i.e.
X(s, ω)1[0,τ)(s) = Y (s, ω)1[0,τ)(s), (s, ω) ∈ R+ × Ω,
then we have
G(s,X(s−), z)1[0,τ ] = G(s, Y (s−), z)1[0,τ ].
This is because, the function G(s,X(s−), z) depends only on the values of X on [0, τ).
However, if G(t, ω, x, z) itself is a stochastic process rather than a deterministic function,
the above fact may no longer hold. In such a case, we require the condition introduced in
Remark 2.1.
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Definition 2.6. A stopping time τ is called accessible if there exists an increasing sequence
{τn}n∈N of stopping times such that τn < τ and limn→∞ τn = τ a.s. We call such sequence
{τn}n∈N the approximating sequence for τ . A local mild solution to (2.5) is an H-valued,
adapted, ca`dla`g local process X = (X(t))0≤t<τ , where τ is an accessible stopping time with
an approximating sequence {τn}n∈N, such that for any n ∈ N and t > 0, the stopped process
Xτnt := X(t ∧ τn), t ≥ 0 satisfies,
X(t ∧ τn) = e
tAu0 +
∫ t∧τn
0
e(t∧τn−s)AF (s,X(s)) ds+ Iτn(G(X))(t ∧ τn) P-a.s. t ≥ 0.(2.16)
where Iτn(G(X)) is a process defined by
Iτn(G(X))(t) =
∫ t
0
∫
Z
1[0,τn](s)e
(t−s)AG(s,X(s−), z)N˜(ds, dz), t ≥ 0.(2.17)
Here we call τ a life span of the local mild solution X.
A local mild solution X = (X(t))0≤t≤τ to equation (2.5) is pathwise unique if for any
other local mild solution X˜ = {X˜0≤t<τ˜} to equation (2.5),
X(t, ω) = X˜(t, ω), (t, ω) ∈ [0, τ ∧ τ˜ )× Ω.
A local mild solution X = (X(t))0≤t<τ is called a maximal mild solution if for any other
local mild solution X˜ = (X˜(t))0≤t<τ˜ satisfying τ˜ ≥ τ a.s. and X˜|[0,τ)×Ω ∼ X, then X˜ = X.
Furthermore, if P(τ < ∞) > 0, the stopping time τ is called an explosion time and if
P(τ = +∞) = 1, the local mild solution X have no explosion and it is called a global mild
solution to Equation (2.5).
Remark 2.6. (1) There is an alternative way to define a local mild solution. We say that
an H-valued ca`dla`g process X defined on an open interval [0, τ) is a local mild solution if
there exists an increasing sequence {τn} of stopping times such that τn ր τ , or in other
words [0, τ) = ∪n[0, τn], and X is a mild solution to problem (2.5) on every closed interval
[0, τn], n ∈ N, see Remark 2.3.
(2) If the Equation (2.5) has the property of uniqueness for local solutions, then the
uniqueness of local maximal solution holds as well.
Theorem 2.7. Suppose that Assumptions 2.1, 2.3 and 2.4 are satisfied. Then there exists
a unique maximal local mild solution to Equation (2.5).
Now we shall apply Khas’minski’s test to show that τ∞ = +∞ a.s. That is u is a unique
global mild solution.
Theorem 2.8. Suppose that Assumptions 2.1, 2.3 and 2.4 are satisfied and u0 is F0-
measurable. Let u be the unique maximal local mild solution to the Equation (2.5) with
life span τ∞. Then τ∞ = +∞ P-a.s.
Now we shall consider the stability of the solution to Equation (2.5). To simplify our
problem, we will impose the following extra assumptions.
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Assumption 2.5. 1). Suppose that function f is given by f(x) = βx1 for some β ≥ 0,
where x = (x1, x2)
⊤ ∈ H;
2). Assumptions (2.1) and (2.4) hold;
3). There exist nonnegative constants Rg and K such that∫
Z
‖g(x, z)‖2Hν(dz) ≤ R
2
g‖x‖
2
H +K.
4). There exists α > 0 such that for all nonnegative real number y
ym(y) ≥ αM(y).
Before starting the main theorem for stability, we establish an auxiliary lemma, the proof
of which can be found in [7].
Lemma 2.9. Define an operator P : H → H by
P :=
(
β2A−2 + 2I βA−2
βI 2I
)
.
Then P is self-adjoint isomorphism of H and satisfies the following
(1) ‖P‖−1L(H)〈Px, x〉H ≤ ‖x‖
2
H ≤ 〈Px, x〉H, x ∈ H;
(2) 〈
(
0
−βx2
)
, Px〉H = −β
2〈x1, x2〉 = −2β‖x2‖
2 x = (x1, x2)
⊤ ∈ H;
(3) 〈Ax, Px〉H = −β‖Ax1‖
2
H + β
2〈x1, x2〉+ β‖x2‖
2.
We define for x = (x1, x2)
⊤ ∈ H
E (x) = E
[
‖x‖2H +M(‖B
1
2x1‖
2
H)
]
.
Theorem 2.10. Suppose that Assumption (2.5) is satisfied and E (u0) < ∞. Let u be the
unique mild global solution to Equation (2.5). Let K be the constant given in Part (3) of
Assumption (2.5). If K = 0, then the solution is exponentially mean-square stable, that is
there exist constants C <∞, λ > 0 such that for all t ≥ 0,
E‖u(t)‖2H ≤ Ce
−λt
E (u0).
If K > 0, then
sup
t≥0
E‖u(t)‖2H <∞.
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3 Stochastic nonlinear beam equations
In this section we will examine that all the results achieved in the preceding section can be
applied to the following problem
∂2u
∂t2
−m
(∫
D
|▽u|2dx
)
△u+ γ△2u+Υ
(
t, x, u,
∂u
∂t
,▽u
)
=
∫
Z
Π(t, x, u,
∂u
∂t
,▽u, z)N˜(t, dz)(3.1)
with the hinged boundary condition
u = △u = 0 on ∂D.(3.2)
Here Υ,Π : [0, T ]×D×R×Rn ×R→ R are Borel functions, m ∈ C1(R+) is a nonnegative
function, γ > 0 and D ⊂ Rn is a bounded domain with a C∞- boundary ∂D.
We shall also make the following standing assumptions on the functions Υ and Π under
considerations.
1. For every n ∈ N, there exist constants LN and L such that for all t ∈ [0, T ], x ∈ D,
c1, c2 ∈ R and for all a1, a2 ∈ R, b1, b2 ∈ Rn satisfying |a1|, |a2| ≤ N and |b1|, |b2| ≤ N ,
|Υ(t, x, a1, b1, c1)−Υ(t, x, a2, b2, c2)| ≤ LN |a1 − a2|+ LN |b1 − b2|+ L|c1 − c2|.(3.3)
2. There exist constant LΥ such that for all t ∈ [0, T ], x ∈ D, a ∈ R, b ∈ Rn and c ∈ R,
|Υ(t, x, a, b, c)|2 ≤ LΥ(1 + |c|
2).(3.4)
3. There exist constant L′ such that for all t ∈ [0, T ], x ∈ D, c1, c2 ∈ R a1, a2 ∈ R and
b1, b2 ∈ Rn,∫
Z
|Π(t, x, a1, b1, c1, z)−Π(t, x, a2, b2, c2, z)|
2ν(dz)
≤ L′|a1 − a2|
2 + L′|b1 − b2|
2 + L′|c1 − c2|
2.(3.5)
4. There exist constant LΠ such that for all t ∈ [0, T ], x ∈ D, a ∈ R, b ∈ Rn and c ∈ R,∫
Z
|Π(t, x, a, b, c, z)|2ν(dz) ≤ LΠ(1 + |c|
2).(3.6)
Let H = L2(D). Let A and B be both the Laplacian with Dirichlet boundary conditions.
That is
Aψ = −∆ψ, ψ ∈ D(A),
D(A) = H2(D) ∩H10(D).
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Then A ≥ µI, for some µ > 0. To see this, since D(A) ⊂ H10 (Ω), on the basis of Poincare´
inequality, we have
〈Aψ, ψ〉L2(D) = −
∫
D
∆ψ · ψdx =
∫
D
|∇ψ|2dx ≥ C|ψ|L2(D), for ψ ∈ D(A).
Note that our results are thus valid also for unbounded domains satisfying Poincare´ inequal-
ity. Let us set
f : [0, T ]×D(A)× L2(D) ∋ (t, ψ, φ) 7→ Υ(t, ·, ψ(·),∇ψ(·), φ(·)) ∈ L2(D)(3.7)
and
g : [0, T ]×D(A)× L2(D) ∋ (t, ψ, φ) 7→ Π(t, ·, ψ(·),∇ψ(·), φ(·)) ∈ L2(D).(3.8)
In such case, one can easily see that equation (3.1) is a particular case of equation (2.1). In
order to make use of the results presented in the preceding section, one also need to verify that
all the assumptions 2.11, 2.12, 2.14 and 2.15 given in the preceding section on the functions
f and g are fulfilled. To prove the local lipschitz continuity of the function f , we first notice
first that D(A) ⊂ H2(D). Hence by the Sobolev embedding theorem, when n = 1, we have
H2(D) →֒ C1(D), so there exists a constant M such that |ψ|L∞(D)+ |∇ψ|L∞(D) ≤M |ψ|H2(D).
Take φi ∈ H and ψi ∈ D(A) ⊂ H
2(D), i = 1, 2 such that |ψi|H2(D) ≤ N . It follows that
|ψ|L∞(D) ≤ MN and |∇ψ|L∞(D) ≤ MN which gives that |ψ(x)| ≤MN and |∇ψ(x)| ≤MN
for almost all x ∈ D. We obtain on the basis of the first assumption 3.3 and the boundedness
assumption of the domain D that
|f(t, ψ1, φ1)− f(t, ψ2, φ2)|L2(D)
=
∫
D
|Υ(t, ψ1(x),∇ψ1(x), φ1(x))−Υ(t, ψ2(x),∇ψ2(x), φ2(x))|
2dx
≤
∫
D
LMN |ψ1(x)− ψ2(x)|
2 + LMN |∇ψ1(x)−∇ψ2(x)|
2(3.9)
+ L|φ1(x)− φ2(x)|
2dx
≤ LMN |D||ψ1 − ψ2|
2
L∞(D) + LMN |D||∇ψ1 −∇ψ2|
2
L∞(D) + L|φ1 − φ2|
2
L2(D)
≤M2|D|LMN |ψ1 − ψ2|
2
H2(D) + L|φ1 − φ2|
2
L2(D),
In particular, if the function Υ doesn’t depend on the third variable, that is f(t, ψ, φ) =
Υ(t, ·, ψ(·), φ(·)). The Sobolev embedding theorem tells us that H2(D) →֒ C(D), for n ≤ 3,
which implies that there exists K such that |ψ|L∞(D) ≤ K|ψ|H2(D). Take φi ∈ H and ψi ∈
D(A) ⊂ H2(D), i = 1, 2 such that |ψi|H2(D) ≤ N . Again, in view of the assumption 3.3, we
infer that
|f(t, ψ1, φ1)− f(t, ψ2, φ2)|L2(D) =
∫
D
|Υ(t, ψ1(x), φ1(x))−Υ(t, ψ2(x), φ2(x))|
2dx
≤
∫
D
LKN |ψ1(x)− ψ2(x)|
2 + L|φ1(x)− φ2(x)|
2dx(3.10)
≤ K2|D|LKN |ψ1 − ψ2|
2
H2(D) + L|φ1 − φ2|
2
L2(D).
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From (3.9) and (3.10), we see that the function f defined by 3.7 is locally Lipschitz
continuous which verifies Assumption 2.15.
For the growth condition 2.11 of f , by making use of Assumption 3.4, it can be easily
achieved as follows
|f(t, ψ, φ)|2L2(D) =
∫
D
|Υ(t, x, ψ(x),∇ψ(x), φ(x))|2dx
≤
∫
D
LΥ(1 + |φ(x)|
2)dx
≤ LΥ|D|(1 + |φ|
2
L2(D))
≤ LΥ|D|(1 + |ψ|
2
H2(D) + |φ|
2
L2(D)).
Let us now show that the global Lipschitz condition (2.2) are satisfied for the function g
defined by (3.8). Take φi ∈ L
2(D) and ψi ∈ D(A). By using Assumption 3.5, an analogous
calculation as verifying the Lipschitz continuity of f before, shows that if n = 1, then
∫
Z
|g(t, ψ1, φ1)− g(t, ψ2, φ2)|
2
L2(D)ν(dz)
=
∫
Z
∫
D
|Π(t, x, ψ1(x),∇ψ1(x), φ1(x))−Π(t, x, ψ2(x),∇ψ2(x), φ(x))|
2dxν(dz)
=
∫
D
∫
Z
|Π(t, x, ψ1(x),∇ψ1(x), φ1(x))−Π(t, x, ψ2(x),∇ψ2(x), φ(x))|
2ν(dz)dx
≤
∫
D
L′|ψ1(x)− ψ2(x)|
2 + L′|∇ψ1(x)−∇ψ2(x)|
2 + L′|φ1(x)− φ2(x)|
2dx
= L′|ψ1 − ψ2|
2
L2(D) + L
′|∇ψ1 −∇ψ2|
2
L2(D) + L
′|φ1 − φ2|
2
L2(D)
≤ L′|D||ψ1 − ψ2|
2
L∞(D) + L
′|D||∇ψ1 −∇ψ2|
2
L∞(D) + L
′|φ1 − φ2|
2
L2(D)
≤ L′|D|M2|ψ1 − ψ2|
2
H2(D) + L
′|φ1 − φ2|
2
L2(D),
and if n ≤ 3 and Π does depends on the third variable, then
∫
Z
|g(t, ψ1, φ1)− g(t, ψ2, φ2)|
2
L2(D)ν(dz)
=
∫
Z
∫
D
|Π(t, x, ψ1(x), φ1(x))− Π(t, x, ψ2(x), φ(x))|
2dxν(dz)
≤
∫
D
L′|ψ1(x)− ψ2(x)|
2 + L′|φ1(x)− φ2(x)|
2dx
= L′|ψ1 − ψ2|
2
L2(D) + L
′|∇ψ1 −∇ψ2|
2
L2(D) + L
′|φ1 − φ2|
2
L2(D)
≤ L′|D|K2|ψ1 − ψ2|
2
H2(D) + L
′|φ1 − φ2|
2
L2(D),
which verifies the global Lipschitz condition (2.2) of the function g. In exactly the same
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manner, we have∫
Z
|g(t, ψ, φ)|2L2(D)ν(dz) =
∫
Z
∫
D
|Π(t, x, ψ(x),∇ψ(x), φ(x))|2dxν(dz)
=
∫
D
∫
Z
|Π(t, x, ψ(x),∇ψ(x), φ(x))|2ν(dz)dx
≤ LΠ
∫
D
(1 + |φ(x)|2)dx
≤ LΠ|D|(1 + |ψ|
2
H2(D) + |φ|
2
L2(D)).
To deal with the Equation (3.1) with the clamped boundary condition
u =
∂u
∂n
= 0 on ∂D,
we define an operator C by
D(C) = {ϕ ∈ H4(D) : ϕ =
∂ϕ
∂n
= 0 on ∂D}
Cϕ = △2ϕ, for ϕ ∈ D(C).
It is easy to observe that the operator C is positive. To see this, take ϕ ∈ D(C). Then the
Green formula tells us that
〈Cϕ, ϕ〉H =
∫
D
△2ϕ · ϕ dx =
∫
D
(△ϕ,△ϕ)dx = ‖△ϕ‖2H ≥ 0.
Further, by Lemma 9.17 in [17] , since D(C) ⊂ H2(D) ∩H20 (D), we have
〈Cϕ, ϕ〉H = ‖△ϕ‖
2
H ≥
1
K
‖u‖2H, φ ∈ D(C),
where the constant K is independent of ϕ. This part also shows that the operator C is
uniformly positive with C ≥ 1
K
. In this case, we set
A = C
1
2 .
Then by the uniqueness of positive square root operator, we find out that A = −△ and
D(A) = {ϕ ∈ H2(D) : ϕ = ∂φ
∂n
= 0 on ∂D}. Since D(A) ⊂ H10 (D), by the Poincare´
inequality, we infer that A ≥ µI, for some µ > 0. Analogously, we define
Bψ = −∆ψ, ψ ∈ D(A),
D(B) = H2(D) ∩H10(D).
By adapting the definitions (3.7), (3.8) of the functions f and g and assumptions (3.3)-(3.6)
of the functions Υ and Π, all the requirements on the functions f and g are fulfilled in the
same way as above.
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4 Proofs
In order to prove Theorem 2.5, we will first establish the following auxiliary Lemma.
Proposition 4.1. Suppose that Z : R+ → H is a progressively measurable process. Let
X(t) = etAZ(t), t ≥ 0 and Y (t) = e−tAZ(t) Then X(t) and Y (t), t ≥ 0 are progressively
measurable processes.
Proof of Proposition 4.1. Define a function α : R+×H ∋ (t, x) 7→ etAx ∈ H. Since etA, t ≥ 0
is a contraction C0-semigroup, so ‖etA‖L(H) ≤ 1 and for every x ∈ H, α(·, x) is continuous.
Also, for every t ≥ 0, α(t, ·) is continuous. Indeed, let us fix x0 ∈ H. Then for every x ∈ A
‖α(t, x)− α(t, x0)‖H = ‖e
tA(x− x0)‖H ≤ ‖x− x0‖H.
Thus α(t, ·) is continuous. This shows that the function α is separably continuous. Since by
the assumption the process Z is progressively measurable, one can see that the mapping
R+ × Ω ∋ (s, ω) 7→ (s, Z(s, ω)) ∈ R+ ×H
is progressively measurable as well. So the composition mapping
R+ × Ω ∋ (s, ω) 7→ (s, Z(s, ω)) 7→ α(s, Z(s, ω)) ∈ H
is progressively measurable, and hence, the process X(t), t ≥ 0 is progressively measurable.
The progressively measurability of process Y (t), t ≥ 0 follows from the above proof with A
replaced by −A.
Proof of Theorem 2.5. Given T ≥ 0, we denote by M2T the set of all H-valued progressively
measurable processes X : R+ × Ω→H such that
‖X‖T := sup
0≤t≤T
(E‖X(t)‖2H)
1
2 <∞.
Then the space M2T endowed with the norm ‖X‖λ := sup0≤t≤T e
−λt(E‖X(t)‖2H)
1
2 , λ > 0, is
a Banach space. Note that the norms ‖ · ‖λ, λ ≥ 0, are equivalent. Let us define a map
ΦT :M2T →M
2
T by
(ΦTX)(t) = e
tAu0 +
∫ t
0
e(t−s)AF (s,X(s)) ds+
∫ t
0
∫
Z
e(t−s)AG(s,X(s), z)N˜(ds, dz).
We shall show that the operator ΦT is a contraction operator on M2T for sufficiently large
values of λ. We first verify that if X ∈M2T , then ΦTX ∈M
2
T .
Claim 1 . The process
∫ t
0
e(t−s)AF (s,X(s)) ds, t ∈ [0, T ], is progressively measurable.
Proof of Claim 1: Since F is B(R+)⊗B(H)/B(H)-measurable and the processX(t), t ∈ [0, T ]
is progressively measurable, so the mapping
[0, T ]× Ω ∋ (t, ω) 7→ (t, X(t, ω)) 7→ F (t, X(t, ω)) ∈ H
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is progressively measurable as well.
By Lemma 4.1 we know that e(−s)AF (s,X(s)) is also progressively measurable. It then
follows from the Fubini Theorem that the integral
∫ t
0
e(−s)AF (s,X(s)) ds is Ft-measurable.
Since the process [0, T ] ∋ t 7→
∫ t
0
e(−s)AF (s,X(s)) ds ∈ H is continuous in t, this together
with the adaptedness assert the progressively measurability of the process
∫ t
0
e(−s)AF (s,X(s)) ds,
t ∈ [0, T ]. Again, by Proposition 4.1, we infer that the process∫ t
0
e(t−s)AF (s,X(s)) ds = etA
∫ t
0
e−sAF (s,X(s)) ds, t ∈ [0, T ],
is also progressively measurable.
Claim 2 . The process
∫ t
0
∫
Z
e(t−s)AG(s,X(s), z)N˜(ds, dz), t ∈ [0, T ] has a progressively
measurable version.
Proof of Claim 2: First of all, we show that the process
∫ t
0
∫
Z
e(t−s)AG(s,X(s), z)N˜(ds, dz),
0 ≤ t ≤ T is F-adapted. Let us fix t ∈ [0, T ]. Since by assumption the process X is
progressively measurable, a similar argument as in the proof of claim 1 shows that the
integrand function e(t−s)AG(s,X(s), z) is progressively measurable. Hence by assumption
2.12, the integral process∫ r
0
∫
Z
1(0,t]e
(t−s)AG(s,X(s), z)N˜(ds, dz), r ∈ [0, T ]
is well defined. Moreover, we know from [32] that this process is none but a martingale.
In particular, for each r ∈ [0, T ], the integral
∫ r
0
∫
Z
1(0,t]e
(t−s)AG(s,X(s), z)N˜(ds, dz) is Fr-
measurable. By taking r = t, we infer that
∫ t
0
∫
Z
1(0,t]e
(t−s)AG(s,X(s), z)N˜(ds, dz) is Ft-
measurable.
Also, notice that the stochastic convolution process
∫ t
0
∫
Z
e(t−s)AG(s,X(s), z)N˜(ds, dz),
t ∈ [0, T ] has a ca`dla`g modification, see [10]. Therefore, we infer that the process∫ t
0
∫
Z
e(t−s)AG(s,X(s), z)N˜(ds, dz), t ∈ [0, T ]
has a progressively measurable version.
In conclusion, the process (ΦTX)(t), t ≥ 0 is progressively measurable. So it remains to
show that ‖ΦTX‖2λ <∞.
First, we find out that
‖ΦTX‖λ ≤ ‖e
·Au0‖λ +
∥∥∥∥
∫ ·
0
e(·−s)AF (s,X(s)) ds
∥∥∥∥
λ
+
∥∥∥∥
∫ ·
0
∫
Z
e(·−s)AG(s,X(s), z)N˜(ds, dz)
∥∥∥∥
λ
= I1 + I2 + I3.
For the first term I1, by the definition of the norm ‖ · ‖λ, we have
I1 = ‖e
·A
u0‖λ = sup
0≤t≤T
e−λt
(
E
∥∥etAu0∥∥2H
) 1
2
≤ ‖u0‖H.
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where we used the fact that etA is a contraction C0-semigroup. Also, by using the Cauchy-
Schwartz inequality and the growth conditions (2.11) and (2.12), for the second term I2, we
obtain
I2 = sup
0≤t≤T
e−λt
(
E
∥∥∥∥
∫ t
0
e(t−s)AF (s,X(s)) ds
∥∥∥∥
2
H
) 1
2
≤ sup
0≤t≤T
e−λtT
1
2
(
E
∫ t
0
‖F (s,X(s))‖2Hds
) 1
2
≤ sup
0≤t≤T
e−λtT
1
2K
1
2
f
(
E
∫ t
0
(1 + ‖X(s)‖2H) ds
) 1
2
≤ TK
1
2
f + sup
0≤t≤T
T
1
2K
1
2
f
(∫ t
0
e−2λ(t−s)ds sup
0≤s≤T
E e−2λs‖X(s)‖2H
) 1
2
≤ TK
1
2
f +
1
2λ
T
1
2K
1
2
f sup
0≤s≤T
e−λs
(
E‖X(s)‖2H
) 1
2 .
In the same way, we have
I3 = sup
0≤t≤T
e−λt
(
E
∥∥∥∥
∫ t
0
∫
Z
e(t−s)AG(s,X(s), z)N˜(ds, dz)
∥∥∥∥
2
H
) 1
2
= sup
0≤t≤T
e−λt
(
E
∫ t
0
∫
Z
‖e(t−s)AG(s,X(s), z)‖2Hν(dz) ds
) 1
2
≤ K
1
2
g sup
0≤t≤T
e−λt
(
E
∫ t
0
(1 + ‖X(s)‖2H) ds
) 1
2
≤ K
1
2
g T
1
2 +K
1
2
g
(∫ t
0
e−2λ(t−s)ds sup
0≤s≤T
E e−2λs‖X(s)‖2H
) 1
2
≤ K
1
2
g T
1
2 +
1
2λ
K
1
2
g ‖X(s)‖λ,
where the second equality follows from the isometry property of Itoˆ integral w.r.t. compen-
sated Poisson random measures and the second inequality follows from the growth condition
(2.12) of the function g. Combining the above three estimates, we get
‖ΦT (X)‖
2
λ ≤ ‖u0‖
2
H + TK
1
2
f +K
1
2
g T
1
2 +
1
2λ
(T
1
2K
1
2
f +K
1
2
g )‖X(s)‖λ <∞,(4.1)
which implies that ΦT (X) ∈ M
2
T .
Now we shall show that ΦT is a contraction provided λ is chosen to be large enough. For
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this we take X1, X2 ∈M2T . Then we obtain the following inequlaity
‖ΦT (X1)− ΦT (X2)‖λ =
∥∥∥ ∫ ·
0
e(·−s)A
(
F (s,X1(s))− F (s,X2(s))
)
ds
+
∫ ·
0
∫
Z
e(·−s)A
(
G(s,X1(s), z)−G(s,X2(s), z)
)
N˜(ds, dz)
∥∥∥2
λ
≤
∥∥∥∥
∫ ·
0
e(·−s)A
(
F (s,X1(s))− F (s,X2(s))
)
ds
∥∥∥∥
λ
(4.2)
+
∥∥∥∥
∫ ·
0
∫
Z
e(·−s)A
(
G(s,X1(s), z)−G(s,X2(s), z)
)
N˜(ds, dz)
∥∥∥∥
λ
= I4 + I5.
Observe first that, similarly to the estimates on I2 before, we have
I4 = sup
0≤t≤T
e−λt
(
E
∥∥∥∥
∫ t
0
e(t−s)A
(
F (s,X1(s))− F (s,X2(s))
)
ds
∥∥∥∥
2
H
) 1
2
≤ T
1
2 sup
0≤t≤T
e−λt
(
E
∫ t
0
∥∥∥e(t−s)A(F (s,X1(s))− F (s,X2(s)))∥∥∥2
H
ds
) 1
2
≤ T
1
2Lf sup
0≤t≤T
e−λt
(
E
∫ t
0
‖X1(s)−X2(s)‖
2
H ds
) 1
2
≤ T
1
2Lf
(∫ T
0
e−2λ(t−s)ds
) 1
2
(
sup
0≤s≤T
Ee−2λs‖X1(s)−X2(s)‖
2
H
) 1
2
≤
T
1
2Lf
2λ
‖X1(s)−X2(s)‖λ,
where we used the Cauchy-Schwartz inequality and the globally Lipschitz condition (2.11) on
f . Also on the basis of the Itoˆ isometry property, see [32], and the global Lipschitz condition
(2.12) on g, we find out that
I5 = sup
0≤t≤T
e−λt
(
E
∥∥∥∥
∫ t
0
∫
Z
e(t−s)A
(
G(s,X1(s), z)−G(s,X2(s), z)
)
N˜(ds, dz)
∥∥∥∥
2
H
) 1
2
= sup
0≤t≤T
e−λt
(
E
∫ t
0
∫
Z
∥∥∥e(t−s)A(G(s,X1(s), z)−G(s,X2(s), z))∥∥∥2
H
ν(dz) ds
) 1
2
≤ E
∫ T
0
(
e−λt
∫ t
0
∫
Z
‖G(s,X1(s), z)−G(s,X2(s), z)‖
2
Hν(dz) ds
)
dt
≤ Lg sup
0≤t≤T
e−λt
(
E
∫ t
0
‖X1(s)−X2(s)‖
2
H ds
) 1
2
≤ Lg
(∫ T
0
e−2λ(t−s)ds
) 1
2
(
sup
0≤s≤T
Ee−2λs‖X1(s)−X2(s)‖
2
H
) 1
2
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≤
Lg
2λ
‖X1(s)−X2(s)‖λ.
By substituting above estimates into the right-side of inequality (4.2), we get that
‖ΦT (X1)− ΦT (X2)‖
2
λ ≤
T
1
2Lf + Lg
2λ
‖X1 −X2‖
2
λ.(4.3)
Therefore, if
T
1
2Lf+Lg
2λ
≤ 1
2
, then ΦT is a strict contraction inM2T . We then apply the Banach
Fixed Point Theorem to infer that ΦT has a unique fixed point in M2T . This implies that
for any 0 < T < ∞, there exists a unique (up to modification) process (u¯(t))0≤t≤T ∈ M2T
such that u¯ = ΦT (u¯) in M2T .
Notice that we can always find a ca`da`g version satisfying (2.3). Indeed, we know that
the uniqueness holds in the sense that if there exists another process v ∈ M2T satisfying
v = ΦTv, then for every t ∈ [0, T ], u¯(t) = v(t), P-a.s. Let N := {X ∈M2T : X = ΦTX}. By
the uniqueness, the set N contains all stochastically equivalent processes of the process u¯.
Among those stochastically equivalent processes in N , we are trying to find a version (u(t))
of (u¯(t)) such that (u(t)) is ca`dla`g and (u(t)) satisfies (2.3). For this, we define
u(t) = (ΦT u¯)(t)
= etAu0 +
∫ t
0
e(t−s)AF (s, u¯(s)) ds+
∫ t
0
∫
Z
e(t−s)AG(s, u¯(s), z)N˜(ds, dz), t ∈ [0, T ],
Note that the process u is, by definition, ca`dla`g, see [10]. Hence, we may define
v(t) = (ΦTu)(t)
= etAu0 +
∫ t
0
e(t−s)AF (s, u(s)) ds+
∫ t
0
∫
Z
e(t−s)AG(s, u(s−), z)N˜(ds, dz), t ∈ [0, T ].
We observe by the definition of two processes u and u¯ that for all t ∈ [0, T ], E‖u(t) −
u¯(t)‖2H = 0. This implies that u is a ca`dla`g version of u¯. From this, we also find out that
E
∫ T
0
‖u(t)− u¯(t)‖2Hdt = 0. It follows form the continuity of functions F (t, x) and G(t, x, z)
in the variable x that for all t ∈ [0, T ],
E‖u(t)− v(t)‖2H ≤2E
∥∥∥∥
∫ t
0
e(t−s)A
(
F (s, u¯(s))− F (s, u(s))
)
ds
∥∥∥∥
2
H
+ 2E
∥∥∥ ∫ t
0
∫
Z
G(s, u¯(s), z)−G(s, u(s−), z)N˜(ds, dz)
∥∥∥2
H
=2E
∥∥∥∥
∫ t
0
e(t−s)A
(
F (s, u¯(s))− F (s, u(s))
)
ds
∥∥∥∥
2
H
+ 2E
∫ t
0
∫
Z
∥∥∥G(s, u¯(s), z)−G(s, u(s), z)∥∥∥2
H
ν(dz) ds = 0.
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Hence, we infer that for all t ∈ [0, T ],
u(t) = v(t)
= etAu0 +
∫ t
0
e(t−s)AF (s, u(s)) ds+
∫ t
0
∫
Z
e(t−s)AG(s, u(s−), z)N˜(ds, dz), P-a.s.,
(4.4)
which shows that u satisfies (2.3). Since both sides of above equality are ca`da`g, the stochas-
tically equivalence becomes P-equivalence. More precisely, we obtain a pathwise uniqueness
ca`dla`g process in M2T such that for all t ∈ [0, T ], the equality (2.3) holds. However, if we
release the ca`dla`g property, the pathwise uniqueness no longer holds and we could only have
stochastically uniqueness instead.
Now the uniqueness feature of a solution on any given priori time interval [0, T ] allows us
to amalgamate them into a solution (u(t))t≥0 to problem (2.5) on the positive real half-line.
Moreover, this solution (u(t))t≥0 to problem (2.5) is unique up to distinguishable.
In other words, for t ≥ 0,
u(t) = etAu0 +
∫ t
0
e(t−s)AF (s, u(s)) ds+
∫ t
0
∫
Z
e(t−s)AG(s, u(s−), z)N˜(ds, dz) P-a.s..(4.5)
Note also that since u ∈M2T , for every T > 0,
E
∫ T
0
‖F (s, u(s))‖2Hds ≤ L
2
fE
∫ T
0
(1 + ‖u(s)‖2H) ds ≤ L
2
fT (1 + ‖u‖
2
T ) <∞;
E
∫ T
0
∫
Z
‖G(s, u(s), z)‖2Hν(dz) ds ≤ L
2
gE
∫ T
0
(1 + ‖u(s)‖2H) ds ≤ L
2
gT (1 + ‖u‖
2
T ) <∞;
which shows that F (·, u(·)) ∈M2loc(BF) and G(·, u(·), z) ∈M
2
loc(Pˆ). In conclusion, Problem
(2.5) has a unique mild solution.
Now let us suppose that u0 ∈ D(A), F (·, u(·)) ∈ M2loc(BF ;D(A)) and G(·, u(·)) ∈
M2loc(Pˆ ;D(A)), where D(A) is endowed with the graph norm. We observe that u(t) ∈ D(A)
for every t ≥ 0. To see this, let us us fix t ≥ 0. Let R(λ,A) = (λI − A)−1, λ > 0, be
the resolvent of A. Since AR(λ,A) = λR(λ,A) − IE, AR(λ,A) is bounded. Hence, since
G(·, u(·)) ∈M2loc(Pˆ ;D(A)), we obtain
R(λ,A)
∫ t
0
∫
Z
Ae(t−s)AG(s, u(s−), z)N˜(ds, dz)
=
∫ t
0
∫
Z
R(λ,A)Ae(t−s)AG(s, u(s−), z)N˜(ds, dz)
= λR(λ,A)
∫ t
0
∫
Z
e(t−s)AG(s, u(s−), z)N˜(ds, dz)
−
∫ t
0
∫
Z
e(t−s)AG(s, u(s−), z)N˜(ds, dz).
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Thus, it follows that
∫ t
0
∫
Z
e(t−s)AG(s, u(s−), z)N˜(ds, dz)
= R(λ,A)
[
λ
∫ t
0
∫
Z
e(t−s)AG(s, u(s−), z)N˜(ds, dz)
−
∫ t
0
∫
Z
Ae(t−s)AG(s, u(s−), z)N˜(ds, dz)
]
.
Since Rng(R(λ,A)) = D(A), we infer that
∫ t
0
∫
Z
e(t−s)AG(s, u(s−), z)N˜(ds, dz) ∈ D(A).
Here Rng denotes the range. In a similar manner, we can show that∫ t
0
e(t−s)AF (s, u(s)) ds ∈ D(A). Hence, u(t) ∈ D(A).
Now we are in a position to show that P-a.s., for all t ≥ 0,
A
∫ t
0
∫
Z
e(t−s)AG(s, u(s−), z)N˜(ds, dz) =
∫ t
0
∫
Z
Ae(t−s)AG(s, u(s−), z)N˜(ds, dz) ,
A
∫ t
0
e(t−s)AF (s, u(s)) ds =
∫ t
0
Ae(t−s)AF (s, u(s)) ds .(4.6)
For this, let us take h ∈ (0, t). Since e
hA−I
h
is a bounded operator, we have the following
E
∥∥∥∥A
∫ t
0
∫
Z
e(t−s)AG(s, u(s−), z)N˜(ds, dz)−
∫ t
0
∫
Z
Ae(t−s)AG(s, u(s−), z)N˜(ds, dz)
∥∥∥∥
2
≤ 2E
∥∥∥∥
(
ehA − I
h
−A
)∫ t
0
∫
Z
e(t−s)AG(s, u(s−), z)N˜(ds, dz)
∥∥∥∥
2
+ 2E
∥∥∥∥
∫ t
0
∫
Z
(
ehA − I
h
−A
)
e(t−s)AG(s, u(s−), z)N˜(ds, dz)
∥∥∥∥
2
= 2E
∥∥∥∥
(
ehA − I
h
−A
)∫ t
0
∫
Z
e(t−s)AG(s, u(s−), z)N˜(ds, dz)
∥∥∥∥
2
+ 2E
∫ t
0
∫
Z
∥∥∥∥
(
ehA − I
h
−A
)
e(t−s)AG(s, u(s), z)
∥∥∥∥
2
ν(dz) ds
:= I(h) + II(h).
Since we showed that
∫ t
0
∫
Z
e(t−s)AG(s, u(s−), z)N˜(ds, dz) ∈ D(A), we infer that the term
I(h) converges to 0 a.s. as h ↓ 0.
It is easy to see that the integrand
∥∥∥∥
(
ehA − I
h
−A
)
e(t−s)AG(s, u(s), z)
∥∥∥∥
2
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is bounded by a function C1|AG(s, u(s), z)|2 which satisfies
E
∫ t
0
∫
Z
|AG(s, u(s), z)|2ν(dz) ds <∞
for every t ≥ 0 by the assumptions. SinceA is the infinitesimal generator of the C0-semigroup
(etA)t≥0, the integrand converges to 0 pointwise on [0, t] × Ω × Z. Therefore, the Lebesgue
Dominated Convergence Theorem on interchanging a limit and an integral is applicable. So
the second term II(h) converges to 0 as h ↓ 0 as well. Therefore, we have
E
∥∥∥∥A
∫ t
0
∫
Z
e(t−s)AG(s, u(s−), z)N˜(ds, dz)−
∫ t
0
∫
Z
Ae(t−s)AG(s, u(s−), z)N˜(ds, dz)
∥∥∥∥
2
= 0,
which gives that for t ≥ 0,
A
∫ t
0
∫
Z
e(t−s)AG(s, u(s−), z)N˜(ds, dz) =
∫ t
0
∫
Z
Ae(t−s)AG(s, u(s−), z)N˜(ds, dz), P-a.s..
Similarly, one can show that for t ≥ 0,
A
∫ t
0
e(t−s)AF (s, u(s)) ds =
∫ t
0
Ae(t−s)AF (s, u(s)) ds, P-a.s..
On the other hand, we have, for every 0 < T <∞,
E
∫ T
0
∫ t
0
‖Ae(t−s)AF (s, u(s))‖2Hdsdt ≤ E
∫ T
0
∫ t
0
‖F (s, u(s))‖2D(A)dsdt <∞.
It follows that for every t ∈ [0, T ],∫ T
0
∫ t
0
‖Ae(t−s)AF (s, u(s))‖2Hdsdt <∞, P-a.s.
Similarly, we also find out that for every 0 < t < T <∞, P-a.s.
E
∫ T
0
∫ t
0
∫
Z
‖Ae(t−s)AG(s, u(s), z)‖2Hν(dz) dsdt
≤ E
∫ T
0
∫ t
0
∫
Z
‖G(s, u(s), z)‖2D(A)ν(dz) dsdt <∞.
Now one can apply the general Fubini’s Theorem and the stochastic Fubini’s theorem to
obtain for every 0 < s < t <∞∫ t
0
∫ s
0
Ae(s−r)AF (r, u(r))drds
=
∫ t
0
∫ t
r
Ae(s−r)AF (r, u(r)) dsdr =
∫ t
0
(
e(t−r)A − I
)
F (r, u(r))dr
=
∫ t
0
e(t−r)AF (r, u(r))dr−
∫ t
0
F (r, u(r))dr ,(4.7)
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and∫ t
0
∫ s
0
∫
Z
Ae(s−r)AG(r, u(r−), z)N˜(dr, dz) ds
=
∫ t
0
∫
Z
(∫ t
r
Ae(s−r)AG(r, u(r−), z) ds
)
N˜(dr, dz)
=
∫ t
0
∫
Z
(∫ t
r
Ae(s−r)Ads
)
G(r, u(r−), z)N˜(dr, dz)
=
∫ t
0
∫
Z
(
e(t−r)A − I
)
G(r, u(r−), z)N˜(dr, dz)
=
∫ t
0
∫
Z
e(t−r)AG(r, u(r−), z)N˜(dr, dz)−
∫ t
0
∫
Z
G(r, u(r−), z)N˜(dr, dz) .(4.8)
In the above we used the fact that since the semigroup etA, t ≥ 0 is strongly continuous,
t 7→ etAx is differentiable for every x ∈ D(A). From what we have proved in the preceding
part, we know that Problem (2.5) has a unique mild solution which satisfies
u(t) = etAu0 +
∫ t
0
e(t−s)AF (s, u(s)) ds+
∫ t
0
∫
Z
e(t−s)AG(s, u(s−), z)N˜(ds, dz) P-a.s. t ≥ 0.
Hence first by (4.6) we conclude that Au is integrable P-a.s. and then by using (4.7) and
(4.8) we obtain
∫ t
0
Au(s) ds =
∫ t
0
AetAu0 +
∫ t
0
∫ s
0
Ae(s−r)AF (r, u(r))dr
+
∫ t
0
∫ s
0
∫
Z
e(s−r)AG(r, u(r−), z)N˜(dr, dz)
= etAu0 − u0 +
∫ t
0
e(t−r)AF (r, u(r))dr−
∫ t
0
F (r, u(r))dr
+
∫ t
0
∫
Z
e(t−r)AG(r, u(r), z)N˜(dr, dz)−
∫ t
0
∫
Z
G(r, u(r−), z)N˜(dr, dz)
= u(t)− u0 −
∫ t
0
F (r, u(r))dr−
∫ t
0
∫
Z
G(r, u(r−), z)N˜(dr, dz)
which shows that the mild solution is also a strong solution.
Conversely, let u be a strong solution. By making use of the Itoˆ formula, see [32], to the
function ψ(s, y) = e(t−s)Ay and process uλ(s) = R(λ,A)u(s), where R(λ,A) is the resolvent
of A, we infer for every t ≥ 0
e(t−s)AR(λ,A)u(s)−R(λ,A)u0
= −
∫ t
0
e(t−s)AAR(λ,A)u(s) ds+
∫ t
0
e(t−s)AR(λ,A)Au(s) ds
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+∫ t
0
e(t−s)AR(λ,A)F (s, u(s)) ds
+
∫ t
0
∫
Z
e(t−s)AR(λ,A)G(s, u(s−), z)N˜(ds, dz), P-a.s.
It follows that for every t ≥ 0
R(λ,A)e(t−s)Au(s) = R(λ,A)
(
u0 +
∫ t
0
e(t−s)AF (s, u(s)) ds
+
∫ t
0
∫
Z
e(t−s)AG(s, u(s−), z)N˜(ds, dz)
)
P-a.s.
Hence we have for every t ≥ 0,
u(t) = etAu0 +
∫ t
0
et−sAF (s, u(s)) ds+
∫ t
0
∫
Z
et−sAG(s, u(s−), z)N˜(ds, dz), P-a.s..
Thus, we infer that u is of the form (2.6). Furthermore, the stochastic equivalence becomes
P-equivalence in view of the ca`dla`g property of the strong solution and the mild solution.
Therefore, mild solution and strong solution are P-equivalent or in other word, uniqueness
of strong solution holds.
In the proof of Theorem 2.5 we will need the following Lemma.
Lemma 4.2. If a function h : H → H is locally Lipschitz on a closed ball B(0, R) ⊂ H,
then the function h˜ : H → H defined by
h˜(x) :=
{
h(x), if ‖x‖H ≤ R,
h( Rx
‖x‖H
), otherwise.
is globally Lipschitz.
Proof of Theorem 2.7. Set f˜(x) = −f(t, ω, x1, x2) − m(‖B
1
2x1‖2)Bx1. Since f˜ is locally
Lipschitz continuous, for every n ∈ N we may define the following mapping
f˜n(x) =
{
f˜(x) if ‖x‖H ≤ n
f˜( nx
‖x‖H
) if ‖x‖H > n,
where x ∈ H. Then f˜n is globally Lipschitz continuous by Lemma 4.2. Set Fn(x) =(
0, f˜n(x)
)⊤
for every x ∈ H. Therefore, by Theorem 2.5 for every n ∈ N there exists a
unique mild solution (Xn(t))t≥0 to Problem (2.5) with F substituted for Fn which is given
by
Xn(t) = e
tAu0 +
∫ t
0
e(t−s)AFn(s,Xn(s)) ds+
∫ t
0
∫
Z
e(t−s)AG(s,Xn(s), z)N˜(ds, dz), t ≥ 0.
(4.9)
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Define a sequence of stopping times {τn}∞n=1 by
τn := inf{t ≥ 0 : ‖Xn(t)‖H > n}.
By the ca`dla`g property of the solution Xn, we know that τn is indeed a stopping time. First
let us note that for every n < m, we have Fn(x) = Fm(x) = F (x) for all ‖x‖H ≤ n. Since
‖Xn(t)‖H ≤ n for all t < τn, so by (4.9) we obtain that on [0, τn)
Xn(t) = e
tAu0 +
∫ t
0
e(t−s)AFn(s,Xn(s)) ds+
∫ t
0
∫
Z
e(t−s)AG(s,Xn(s−), z)N˜(ds, dz)
= etAu0 +
∫ t
0
e(t−s)AF (s,Xn(s)) ds+
∫ t
0
∫
Z
e(t−s)AG(s,Xn(s−), z)N˜ (ds, dz).(4.10)
Set
Φ(Xn) := e
tAu0 +
∫ t
0
e(t−s)AF (s,Xn(s)) ds+
∫ t
0
∫
Z
e(t−s)AG(s,Xn(s−), z)N˜(ds, dz).
Note that
△Φ(Xn)(τn) =
∫
Z
G(τn, Xn(τn−), z)N˜({τn}, dz).
which means that the value of Φ(Xn) at τn depends only on the values of Xn on [0, τn).
Hence we may extend the solution Xn on [0, τn) to Xn on [0, τn] by setting, see Appendix,
Xn(τn) = Φ(Xn)(τn) = e
τnAu0 +
∫ τn
0
e(τn−s)AF (s,Xn(s)) ds+ Iτn(G(Xn))(τn)(4.11)
where
Iτn(G(Xn))(t) =
∫ t
0
∫
Z
1[0,τn]e
(t−s)AG(s,Xn(s−), z)N˜ (ds, dz), t ≥ 0.
In such a case, combining (4.10) together with (4.11), we deduce that the stopped process
X(· ∧ τn) satisfies
Xn(t ∧ τn) = e
(t∧τn)Au0 +
∫ t∧τn
0
e(t∧τn−s)AF (s,Xn(s)) ds+ Iτn(G(Xn))(t ∧ τn), t ≥ 0.
(4.12)
In a similar way, we have
Xm(t ∧ τm) = e
(t∧τn)Au0 +
∫ t∧τn
0
e(t∧τm−s)AF (s,Xm(s)) ds+ Iτn(G(Xm))(t ∧ τn), t ≥ 0.
25
Set τn,m = τn ∧ τm. It follows that ‖Xn(t)‖ ≤ n < m and ‖Xm(t)‖ ≤ m for t ∈ [0, τn,m).
So Fn(s,Xn(s)) = F (s,Xn(s)) and Fm(s,Xm(s)) = F (s,Xm(s)). Therefore, Xn and Xm
both satisfy the same Equation
X(t) = etAu0 +
∫ t
0
e(t−s)AF (s,X(s)) ds+
∫ t
0
∫
Z
e(t−s)AG(s,X(s−), z)N˜(ds, dz), on [0, τn,m).
Hence by the uniqueness of mild solution proved in the theorem 2.5, we have
Xn(t) = Xm(t), on [0, τn,m) a.s.
Since
△Xn(τn,m) =
∫
Z
G(τn,m, Xn(τn,m−), z)N˜ ({τn}, dz),
and the Remark 2.5 tells us that G(s,Xn, z) and G(s,Xm, z) coincide on [0, τn,m], we infer
Xn = Xm on [0, τn,m].
It follows that
τn ≤ τm if n < m.
We will show this assertion by contradiction. Let us fix n < m. Suppose that P(τn > τm) > 0.
Set A = {τn > τm}. By the definition of the stopping time τn, we have ‖Xn(t)‖H ≤ n for
t ∈ [0, τn) and ‖Xm(τm)‖H ≥ m > n. Since Xn coincides with Xm on [0, τn,m], we find
‖Xn(τm)‖H = ‖Xm(τm)‖H > n on A which would contradict the fact that ‖Xn(t)‖H ≤ n for
t ∈ [0, τn). Therefore, we conclude that τn ≤ τm a.s. for n < m. This means that {τn}∞n=1
is an increasing sequence. So the limit limn→∞ τn exists a.s. Let us denote this limit by τ∞.
Let Ω0 = {ω : limn→∞ τn = τ∞}. Note that P(Ω0) = 1.
Now define a local process (Xt)0≤t<τ∞ as follows. If ω /∈ Ω0, set X(t, ω) = 0 for all
0 ≤ t < τ∞. If ω ∈ Ω0, then there exists a number n ∈ N such that t ≤ τn(ω) and we
set X(t, ω) = Xn(t, ω). The process is well defined since Xn(t) exists uniquely on {t ≤ τn}.
Indeed, for every t ∈ R+ by (4.12) we have
Xn(t ∧ τn) = e
(t∧τn)Au0 +
∫ t∧τn
0
e(t∧τn−s)AF (s,Xn(s)) ds+ Iτn(G(Xn))(t ∧ τn)
Since X(t) = Xn(t) for t ≤ τn, we infer that
X(t ∧ τn) = e
(t∧τn)Au0 +
∫ t∧τn
0
e(t∧τn−s)AF (s,X(s)) ds+ Iτn(G(X))(t ∧ τn)
where we used the fact that for all t ≥ 0,
Iτn(G(Xn))(t) =
∫ t
0
∫
Z
1[0,τn](s)e
(t−s)AG(s,Xn(s−), z)N˜ (ds, dz)
=
∫ t
0
∫
Z
1[0,τn](s)e
(t−s)AG(s ∧ τn, Xn(s ∧ τn−), z)N˜ (ds, dz)
=
∫ t
0
∫
Z
1[0,τn](s)e
(t−s)AG(s ∧ τn, X(s ∧ τn−), z)N˜ (ds, dz)
= Iτn(G(X))(t).
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Furthermore, by the definition of the sequence {τn}∞n=1 we obtain
lim
tրτ∞(ω)
‖X(t, ω)‖H = lim
n
‖X(τn(ω), ω)‖H ≥ lim
n
n =∞ a.s..(4.13)
To show that the process X(t), 0 ≤ t < τ∞ is a maximal local mild solution to Problem
(2.5). Let us suppose that X˜ = (X˜(t))0≤t<τ˜ is another local mild solution to Problem (2.5)
such that τ˜ ≥ τ∞ a.s. and X˜|[0,τ∞)×Ω ∼ X . It follows from (4.13) and the P-equivalence of
X and X˜ on [0, τ∞) that
lim
tրτ∞(ω)
‖X˜(t, ω)‖H = lim
tրτ∞(ω)
‖X(t, ω)‖H =∞.(4.14)
In order to get the maximality of X , we need to show that P(τ˜ > τ∞) = 0. To prove this,
assume the contrary, namely P(τ˜ > τ∞) > 0. Since X˜ is a local mild solution, there exists
a sequence {τ˜n} of increasing stopping times such that X˜ is a mild solution on the interval
[0, τ˜n], i.e. the equation (2.16) is satisfied. Define a new family of stopping times by
σn,k := τ˜n ∧ inf{t : ‖X˜(t)‖ > k};
σk := sup σn,k.
Since σn,k ≤ τ˜n, σk ≤ τ˜n. Also, observe that limk σk = τ˜ . Since σk ր τ˜ and P(τ˜ > τ∞) > 0,
there exists a number k such that P(σk > τ∞) > 0. Hence, we have ‖X˜(t, ω)‖H ≤ k for
t ∈ [τ∞(ω), σk(ω)) contradicting the earlier observation (4.14).
Now we continue to show the uniqueness of the solution. Actually, the uniqueness of the
solution has already shown in above construction of solution X . Alternatively, we may prove
it in another way. Let X and Y be two mild solution to Problem (2.5) on the stochastic
intervals [0, τ ] and [0, σ]. respectively. We shall show that X = Y , P-a.s. on [0, τ ∧ σ].
For each n ∈ N, define
σn = inf{t ≥ 0 : ‖Yn(t)‖H > n or ‖X(t)‖H > n} ∧ τ ∧ σ ∧ n.
Then ‖Y (t)‖H ≤ n and ‖X(t)‖H ≤ n on [0, σn). Further, we find out that limn→∞ P(σn <
σ ∧ τ) = 0. Hence we only need to verify that X = Y on [0, σn], P-a.s. Since X(t), t ∈ [0, τ ]
and Y (t), t ∈ [0, σ] are both mild solutions to Problem (2.5), we infer for that
X(t) = etAu0 +
∫ t
0
e(t−s)AF (s,X(s)) ds
+
∫ t
0
∫
Z
e(t−s)AG(s,X(s−), z)N˜(ds, dz) on [0, σn) P-a.s.
Y (t) = etAu0 +
∫ t
0
e(t−s)AF (s, Y (s)) ds
+
∫ t
0
∫
Z
e(t−s)AG(s, Y (s−), z)N˜ (ds, dz) on [0, σn) P-a.s..
27
Therefore, by using the Cauchy-Schwarz and Burkholder-Davis inequalities, see [10], that
E
(
sup
0≤s<σn
∥∥∥X(s)− Y (s)∥∥∥2
H
)
≤ 2E
(
sup
0≤s<σn
∥∥∥∥
∫ s
0
e(s−r)A
(
F (X(r))− F (Y (r))
)
dr
∥∥∥∥
2
H
)
+ 2E
(
sup
0≤s<σn
∥∥∥∥
∫ s
0
∫
Z
e(s−r)A
(
G(r,X(r−), z)−G(r, Y (r−), z)
)
N˜(dr, dz)
∥∥∥∥
2
H
)
≤ 2nL2nE
∫ σn
0
‖X(s)− Y (s)‖2Hds+ 2CLgE
∫ σn
0
‖X(s)− Y (s)‖2Hds
≤ C(n)E
∫ t∧σn
0
sup
0≤u≤σn
‖X(u)− Y (u)‖2Hds,
where C(n) = 2(nLn + CLg). By applying the Gronwall Lemma, we obtain for every t ≥ 0,
E
(
sup
0≤s<σn
∥∥∥X(s)− Y (s)∥∥∥2
H
)
= 0.
This implies that for every X|[0,σn) and Y |[0,σn are indistinguishable. By Remark 2.5, we
infer that X = Y on [0, σn] P-a.s.
We are now in a position to prove the main result. To prove this, we need another certain
auxiliary Lemma known as Khas’minskii’s test.
Lemma 4.3. (Khas’minskii’s test for nonexplosions) Let u(t), 0 ≤ t < τ∞ be a maximal
local mild solution to Equation (2.5) with an approximating sequence {τn}n∈N. Suppose that
there exists a function V : H → R such that
1. V ≥ 0 on H,
2. qR = inf‖x‖H≥R V (x)→ +∞
3. EV (u(t ∧ τn)) ≤ EV (u0) + C
∫ t
0
(
1 + E(V (u(s ∧ τn)))
)
ds for each n ∈ N,
4. EV (u0) <∞.
Then τ∞ = +∞ P-a.s. We call V a Lyapunov function for (2.5).
Proof. Since by assumption we know
EV (u(t ∧ τn)) ≤ EV (u0) + C
∫ t
0
(
1 + E(V (u(s ∧ τn)))
)
ds
So
1 + EV (u(t ∧ τn)) ≤ 1 + EV (u0 + C
∫ t
0
(
1 + E(V (u(s ∧ τn)))
)
ds,
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then apply the Gronwall Lemma to obtain
1 + EV (u(t ∧ τn)) ≤
(
1 + EV (u0)
)
eCt.
Hence we have for each n ∈ N
EV (u(t ∧ τn)) ≤
(
1 + EV (u0)
)
eCt − 1, t ≥ 0.
It then follows that
P({τn < t}) = E1{τn<t} =
∫
Ω
1{τn<t}dP =
∫
Ω
qn
qn
1{τn<t}dP ≤
1
qn
∫
Ω
V (u(t ∧ τn))1{τn<t}dP
≤
1
qn
∫
Ω
V (u(t ∧ τn))dP =
1
qn
EV (u(t ∧ τn)) ≤
1
qn
[(
1 + EV (u0)
)
eCt − 1
]
.
Since EV (u0) < ∞ and qn → ∞ as n → ∞, so limn→∞ P({τn < t}) = 0. Since τn is an
increasing stopping time, the set {τn < t} is decreasing. Thus we infer that for every t ≥ 0,
P({τ∞ < t}) = P({ lim
n→∞
τn < t}) = P
(⋂
n∈N
{τn < t}
)
= lim
n→∞
P({τn < t}) = 0
Hence τ∞ = +∞, P-a.s..
Proof of Theorem 2.8. Let u(t), 0 ≤ t < τ∞, be a maximal local mild solution to problem
(2.5). Define a sequence of stopping times by
τn = inf{t ≥ 0 : ‖u(t)‖H ≥ n}, n ∈ N.
Then in the proof of Theorem 2.7, we showed that {τn}n∈N is an approximating sequence of
the accessible stopping time τ∞. In order to apply the Khas’minskii’s test, we need to find
a Lyapunov function. Define a function V : H → R+ by
V (x) =
1
2
‖x‖2H +
1
2
M(‖B
1
2x1‖
2
H),
where x = (x1, x2)
⊤ ∈ H and M(s) =
∫ s
0
m(r)dr, s ≥ 0. It is clear that for every x ∈ H,
V (x) ≥ 0.
Observe that
qR = inf
‖x‖H≥R
V (x) =
1
2
inf
‖x‖H≥R
‖x‖2H +
1
2
inf
‖x‖H≥R
M(‖B
1
2x1‖
2)
=
1
2
R2 +
1
2
inf
‖x‖H≥R
M(‖B
1
2x1‖
2)
=
1
2
R2 +
1
2
inf
‖x‖H≥R
∫ ‖B 12 x1‖2
0
m(r)dr.
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Taking the limit in this equality as R→∞, we obtain that qR → +∞. Meanwhile, we have
E(V (u0)) =
1
2
E‖u0‖
2
H +
1
2
EM(‖B
1
2u0‖H) <∞.
Thus conditions 1,2,4 in the definition of Lyapunov function are satisfied. It remains to
verify condition 3 from Lemma 4.3, namely,
EV (u(t ∧ τn)) ≤ EV (u0) + C
∫ t
0
(
1 + E(V (u(s ∧ τn)))
)
ds, t ≥ 0.(4.15)
The idea is to prove (4.15) first for global strong solution and then extend to the case when
u is a local mild solution.
Step 1: Inequality (4.15) holds for global strong solutions. Suppose that u is a
global strong solution to Problem (2.5) satisfying
u(t) = u0 +
∫ t
0
[
Au(s) + F (s, u(s), ut(s))
]
ds
+
∫ t
0
∫
Z
G(s, u(s−), z)N˜(ds, dz), P-a.s. t ≥ 0.
Applying the Itoˆ formula, see [32], to the process u(· ∧ τn) and function V (x) =
1
2
‖x‖2H +
1
2
M(‖B
1
2x1‖2H), we obtain for t ≥ 0,
V (u(t ∧ τn))− V (u0) =
∫ t∧τn
0
〈DV (u(s),Au(s) + F (s, u(s)))〉Hds
+
∫ t∧τn
0
∫
Z
[
V (u(s) +G(s, u(s), z))− V (u(s))(4.16)
− 〈DV (u(s)), G(s, u(s), z)〉
]
ν(dz) ds
+
∫ t∧τn
0
∫
Z
[
V
(
u(s−) +G(s, u(s−), z)
)
− V (u(s−))
]
N˜(ds, dz).
Note that for any x = (x1, x2)
⊤ and h = (h1, h2)
⊤,
DV (x)h = 〈x, h〉H +m(‖B
1
2
x1‖2)〈B
1
2x1, B
1
2h1〉
= 〈x, h〉H +m(‖B
1
2x1‖
2
H)〈Bx1, h1〉
= 〈x, h〉H +m(‖B
1
2x1‖
2
H)〈AA
−2Bx1, Ah1〉
= 〈x, h〉H +m(‖B
1
2x1‖
2
H)〈
(
A−2Bx1
0
)
,
(
h1
h2
)
〉H.
Hence for any x = (x1, x2)
⊤ ∈ H,
DV (x) = x+m(‖B
1
2x1‖
2
H)
(
A−2Bx1
0
)
.
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It follows that for x ∈ D(A),
〈DV (x),Ax〉H = 〈x,Ax〉H +m(‖B
1
2x1‖
2
H)〈
(
A−2Bx1
0
)
,Ax〉H
= 〈
(
x1
x2
)
,
(
x2
−A2x1
)
〉H +m(‖B
1
2x1‖
2
H)〈
(
A−2Bx1
0
)
,
(
x2
−A−2x1
)
〉H
= 〈Ax1, Ax2〉H + 〈x2,−A
−2x1〉H +m(‖B
1
2x1‖
2
H)〈AA
−2Bx1, Ax2〉+ 0
= m(‖B
1
2x1‖
2
H)〈Bx1, x2〉H .
Moreover,
〈DV (x), F (x)〉H = 〈x, F (x)〉H +m(‖B
1
2x1‖
2
H)〈
(
A−2Bx1
0
)
, F (x)〉H
= 〈
(
x1
x2
)
,
(
0
−m(‖B
1
2x1‖2H)Bx1 − f(x1, x2)
)
〉H
+m(‖B
1
2x1‖
2
H)〈
(
A−2Bx1
0
)
,
(
0
−m(‖B
1
2x1‖
2
H)Bx1 − f(x1, x2)
)
〉H
= 〈x2,−m(‖B
1
2x1‖
2
H)Bx1 − f(x1, x2)〉H + 0
= −m(‖B
1
2x1‖
2
H)〈x2, Bx1〉H − 〈x2, f(x1, x2)〉H , x ∈ H.
Combining the above equalities, we infer that
〈DV (x),Ax+ F (x)〉H = −〈x2, f(x1, x2)〉H for all x ∈ D(A).
On the other hand, we find
〈DV (x), G(x, z)〉H = 〈x,G(x, z)〉H +m(‖B
1
2x1‖
2
H)〈
(
A−2Bx1
0
)
, G(x, z)〉H
= 〈
(
x1
x2
)
,
(
0
g(x1, x2, z)
)
〉H +m(‖B
1
2x1‖
2
H)〈
(
A−2Bx1
0
)
,
(
0
g(x1, x2, z)
)
〉H
= 〈x2, g(x1, x2, z)〉H .
and
V (x+G(x, z))− V (x)
=
1
2
‖x+G(x, z)‖2H +
1
2
M(‖B
1
2x1‖
2
H)−
1
2
‖x‖2H −
1
2
M(‖B
1
2x1‖
2
H)
=
1
2
‖x‖2H + 〈x,G(x, z)〉H +
1
2
‖G(x, z)‖2H −
1
2
‖x‖2H
= 〈x2, g(x1, x2, z)〉H +
1
2
‖g(x1, x2, z)‖
2
H .
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From these relations we obtain
V (u(t ∧ τn))− V (u0) =
∫ t∧τn
0
〈DV (u(s),Au(s) + F (s, u(s)))〉Hds
+
∫ t∧τn
0
∫
Z
[
V (u(s) +G(s, u(s), z))− V (u(s))
− 〈DV (u(s)), G(s, u(s), z)〉
]
ν(dz) ds
+
∫ t∧τn
0
∫
Z
[
V
(
u(s−) +G(s, u(s−), z)
)
− V (u(s−))
]
N˜(ds, dz)
= −
∫ t∧τn
0
〈ut(s), f(s, u(s), ut(s))〉Hds
+
∫ t∧τn
0
∫
Z
[
〈ut(s), g(s, u(s), ut(s), z)〉H +
1
2
‖g(s, u(s), ut(s), z)‖
2
H
− 〈ut(s), g(u(s), ut(s), z)〉H
]
ν(dz) ds
+
∫ t∧τn
0
∫
Z
[
〈ut(s−), g(s, u(s−), z)〉H +
1
2
‖g(s, u(s−), z)‖2H
]
N˜(ds, dz)
= −
∫ t∧τn
0
〈ut(s), f(s, u(s), ut(s))〉Hds+
1
2
∫ t∧τn
0
∫
Z
‖g(s, u(s), z)‖2Hν(dz) ds
+
∫ t∧τn
0
∫
Z
[
〈ut(s−), g(s, u(s−), z)〉H +
1
2
‖g(s, u(s−), z)‖2H
]
N˜(ds, dz).
Taking expectation to both sides of the above equalities we infer that
EV (u(t ∧ τn)) = EV (u0)− E
∫ t∧τn
0
〈ut(s), f(s, u(s), ut(s))〉Hds
+
1
2
E
∫ t∧τn
0
∫
Z
‖g(s, u(s), z)‖2Hν(dz) ds
= EV (u0)− E
∫ t
0
〈ut(s), f(s, u(s), ut(s))〉H1(0,t∧τn](s) ds
+
1
2
E
∫ t
0
∫
Z
‖g(s, u(s), z)‖2H1(0,t∧τn](s)ν(dz) ds
≤ EV (u0) +
1
2
(1 +Kf )E
∫ t
0
(1 + ‖u(s ∧ τn)‖
2
H) ds
+
1
2
KgE
∫ t∧τn
0
(1 + ‖u(s ∧ τn)‖
2
H) ds
= EV (u0) +
1
2
(1 +Kf +Kg)
∫ t
0
(1 + E‖u(s ∧ τn)‖
2
H) ds, t ≥ 0.
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Above we used the growth conditions (2.11)-(2.12) of functions f and g. Therefore, inequal-
ity (4.15) holds if we set C = 1
2
(1 +Kf +Kg).
Step 2: Inequality (4.15) holds for a local mild solution.
In this case, one of the main obstacles is that the solution u to Problem (2.5) under Assump-
tions 2.1 and 2.4 is a local mild solution, so the lifespan of solution τ∞ may be finite. For
this, we fix n ∈ N and introduce the following functions
f˜(t) = 1[0,τn)(t)f(t, u(t ∧ τn)), t ≥ 0,
g˜(t, z) = 1[0,τn](t)g(t, u(t ∧ τn−), z), t ≥ 0 and z ∈ Z.
Here u(t), 0 ≤ t < τ∞, with τ∞ = limn→∞ τn, is the unique local mild solution of Problem
(2.5) under Assumptions 2.1 and 2.4. Denote
F˜ (t) =
(
0
−f˜ (t)−m(‖B
1
2u(t ∧ τn)‖2H)Bu(t ∧ τn)1[0,τn)(t)
)
and G˜(t, z) =
(
0
g˜(t, z)
)
.
One can see that the process F˜ and G˜ are bounded. So Consider the following linear non-
homogeneous stochastic equation
dv(t) = Av(t)dt+ F˜ (t)dt+
∫
Z
G˜(t, z)N˜(dt, dz), t ≥ 0,
v(0) = u(0).
(4.17)
By Theorem 2.5, there exists a unique global mild solution of this equation which is given
by
v(t) = etAu(0) +
∫ t
0
e(t−s)AF˜ (s) ds+
∫ t
0
∫
Z
e(t−s)AG˜(s, z)N˜(ds, dz), t ≥ 0.(4.18)
Hence the stopped process v(· ∧ τn) satisfies
v(t ∧ τn) = e
(t∧τn)Au(0) +
∫ t∧τn
0
e(t∧τn−s)AF˜ (s) ds+ Iτn(G˜)(t ∧ τn), t ≥ 0,
where as usual
Iτn(G˜)(t) =
∫ t
0
∫
Z
1[0,τn](s)e
(t−s)AG˜(s, z)N˜(ds, dz).
One can observe that
Iτn(G˜)(t) =
∫ t
0
∫
Z
1[0,τn](s)e
(t−s)AG˜(s, z)N˜(ds, dz)
=
∫ t
0
∫
Z
1[0,τn](s)e
(t−s)AG(s, u(s ∧ τn−), z)N˜ (ds, dz)
=
∫ t
0
∫
Z
1[0,τn](s)e
(t−s)AG(s, u(s−), z)N˜(ds, dz)
= Iτn(G(u))(t), t ≥ 0.
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Therefore, on the basis of Lemma 5.1, we find out that for each n ∈ N
v(t ∧ τn) = e
(t∧τn)Au(0) +
∫ t∧τn
0
e(t∧τn−s)AF˜ (s) ds+ Iτn(G˜)(t ∧ τn)
= e(t∧τn)Au(0) +
∫ t∧τn
0
1(0,τn]e
(t∧τn−s)AF˜ (s) ds+ Iτn(G(u))(t ∧ τn)
= e(t∧τn)Au(0) +
∫ t∧τn
0
e(t∧τn−s)A1[0,τn](s)F (s, u(s ∧ τn)) ds+ Iτn(G(u))(t ∧ τn)
= u(t ∧ τn) P-a.s. t ≥ 0.
The second difficulty here is that the Itoˆ formula is only applicable to strong solution. So
our next step is to find a sequence of global strong solutions which converges to the global
mild solution v uniformly. To do this, let us set, with R(m;A) = (mI −A)−1,
um(0) = mR(m;A)u(0);
F˜m(t, ω) = mR(m;A)F˜ (t, ω) for (t, ω) ∈ R+ × Ω;
G˜m(t, ω, z) = mR(m;A)G˜(t, ω, z) for (t, ω, z) ∈ R+ × Ω× Z.
Since A is the infinitesimal generator of a contraction C0-semigroup (etA)t≥0, by the
Hille-Yosida Theorem, ‖R(m;A)‖ ≤ 1
m
, F˜m(t, ω) ∈ D(A), for every (t, ω) ∈ R+ × Ω and
G˜m(t, ω, z) ∈ D(A) for every (t, ω, z) ∈ R+×Ω×Z. Moreover, F˜m(t, ω)→ F˜ (t, ω) pointwise
on R+×Ω and G˜m(t, ω, z)→ G˜(t, ω, z) pointwise on R+×Ω×Z. Next, we note that ‖F˜m‖H
and ‖F˜m − F˜‖H is bounded from above by a function 2‖F‖H belonging to M2loc(P;R), so
the Lebesgue Dominated Convergence Theorem tells us that for every T > 0,
lim
m→∞
E
∫ T
0
‖F˜m(t)− F˜ (t)‖
2
H dt = 0(4.19)
Analogously, we know that ‖G˜m‖H and ‖G˜m − G˜‖H are bounded by functions ‖G‖H and
2‖G‖H, respectively, which are both belonging to M2loc(Pˆ ;R). So again we can apply the
Lebesgue Dominated Convergence Theorem to find out that for all T > 0,
lim
m→∞
E
∫ T
0
∫
Z
|G˜m(t, z)− G˜(t, z)|
2
Hν(dz)dt = 0.(4.20)
Clearly, by the definition, F˜m(t, ω) ∈ D(A), for all (t, ω) ∈ R+ × Ω and G˜m(t, ω, z) ∈ D(A),
for all (t, ω, z) ∈ R+ × Ω × Z. Hence by the boundedness discussed before, we infer F˜m ∈
M2loc(BF ;D(A)) and G˜m ∈M
2
loc(Pˆ;D(A)), m ∈ N.
From Theorem 2.5, it follows that the following Equation
dvm(t) = Avm(t)dt+ F˜m(t)dt+
∫
Z
G˜m(t, z)N˜(dt, dz), t ≥ 0
vm(0) = um(0).
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has a unique global strong solution which satisfies that P-a.s. for all t ≥ 0,
vm(t) = e
tAmum(0) +
∫ t
0
e(t−s)Am F˜m(s) ds+
∫ t
0
∫
Z
e(t−s)AG˜m(s, z)N˜(ds, dz),(4.21)
Note that we can rewrite this global strong solution in the following form
vm(t) = um(0) +
∫ t
0
[
Avm(s) + F˜m(s)
]
ds+
∫ t
0
∫
Z
G˜m(s, z)N˜(ds, dz), t ≥ 0.(4.22)
Let σ be a stopping time. Now we can apply Itoˆ formula, see [32], to the process vm of the
form (4.22) and the function V to get
V (vm(σ))− V (um(0))
=
∫ σ
0
〈DV (vm(s),Avm(s) + F˜m(s))〉Hds
+
∫ σ
0
∫
Z
[
V (vm(s) + G˜m(s, z))− V (vm(s))− 〈DV (vm(s)), G˜m(s, z)〉
]
ν(dz) ds
+
∫ σ
0
∫
Z
[
V
(
vm(s−) + G˜m(s, z)
)
− V (vm(s−))
]
N˜(ds, dz).
(4.23)
We next observe that for every T > 0,
lim
m→∞
E sup
0≤t≤T
‖vm(t)− v(t)‖
2
H = 0.(4.24)
Indeed, from (4.18) and (4.21) we find out that
vm(t)− v(t) =
∫ t
0
e(t−s)A
(
F˜ (s)− F˜m(s)
)
ds
+
∫ t
0
∫
Z
e(t−s)A
(
G˜(s, z)− G˜m(s, z)
)
N˜(ds, dz), t ≥ 0.
Using the Cauchy-Swartz inequality, we obtain
E sup
0≤t≤T
∥∥∥∥
∫ t
0
e(t−s)A
(
F˜ (s)− F˜m(s)
)
ds
∥∥∥∥
2
H
≤ TE sup
0≤t≤T
∫ t
0
∥∥∥e(t−s)A (F˜ (s)− F˜m(s))∥∥∥2
H
ds
≤ TE
∫ T
0
∥∥∥F˜ (s)− F˜m(s)∥∥∥2
H
ds.
The right side of above inequality converges to 0, as m → ∞, as we have already shown
before in (4.19). Therefore, we obtain
lim
m→∞
E sup
0≤t≤T
∥∥∥∥
∫ t
0
e(t−s)A
(
F˜ (s)− F˜m(s)
)
ds
∥∥∥∥
2
H
= 0.
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Meanwhile, we can use the Davis inequality for stochastic convolution processes, see [10], to
deduce that
E sup
0≤t≤T
∥∥∥∥
∫ t
0
∫
Z
e(t−s)A
(
G˜(s, z)− G˜m(s, z)
)
N˜(ds, dz)
∥∥∥∥
2
H
≤ CE
∫ T
0
∫
Z
‖G˜(t, z)− G˜m(t, z)‖
2
Hν(dz)dt.(4.25)
Note that the right side of (4.25) converges to 0 as m→∞ by (4.20). Hence we have
lim
m→∞
E sup
0≤t≤T
∥∥∥∥
∫ t
0
∫
Z
e(t−s)A
(
G˜(s, z)− G˜m(s, z)
)
N˜(ds, dz)
∥∥∥∥
2
H
= 0,
which proves equality (4.24).
Therefore, we conclude that vm(t) converges to v(t) uniformly on any closed interval [0, T ],
0 < T < ∞, P-a.s. Hence, by taking a subsequence if necessary we may assume that
vm(t)→ v(t), uniformly and F˜m(s)→ F˜ (s) and G˜m(s, z)→ G˜(s, z) on [0, σ(ω)], as m→∞,
for almost all ω in Ω.
We introduce the following canonical linear projection mappings
π1 : H ∋
(
x
y
)
7→ x ∈ D(A)
π2 : H ∋
(
x
y
)
7→ y ∈ H.
Calculations similar to those performed in Step 1 yield
〈DV (vm(s),Avm(s) + F˜m(s))〉H
= 〈vm(s),Avm(s) + F˜m(s))〉H
+m(‖B
1
2π1vm(s)‖
2
H)〈
(
A−2Bπ1vm(s)
0
)
,Avm(s) + F˜m(s))〉H
= 〈vm(s),Avm〉H + 〈vm(s), F˜m(s)〉H
+m(‖B
1
2π1vm(s)‖
2
H)〈Bπ1vm(s), π1Avm(s) + π1F˜m(s)〉H
≤ 〈vm(s), F˜m(s)〉H +m(‖B
1
2π1vm(s)‖
2
H)〈Bπ1vm(s), π2vm(s) + π1F˜m(s)〉H , s ≥ 0,
where we used the facts that π1Avm(t) = π2vm(t) for t ∈ [0, T ] and
〈v(s),Av(s)〉H ≤ 0, for all s,
since the operator A is dissipative.
Moreover, since for all appropriate (s, z),
π1G˜m(s, z) = m(m
2I + A2)−1g˜(s, z)
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and
π2G˜m(s, z) = m
2(m2I + A2)−1g˜(s, z),
we infer that
〈DV (vm(s)), G˜m(s, z)〉H
= 〈vm(s), G˜m(s, z)〉H +m(‖B
1
2π1vm(s)‖
2
H)〈
(
A−2Bπ1vm(s)
0
)
, G˜m(s, z)〉H
= 〈vm(s), G˜m(s, z)〉H +m(‖B
1
2π1vm(s)‖
2
H)〈
(
A−2Bπ1vm(s)
0
)
,
(
π1G˜m(s, z)
π1G˜m(s, z)
)
〉H
= 〈vm(s), G˜m(s, z)〉H +m(‖B
1
2π1vm(s)‖
2
H)〈A
−2Bπ1vm(s), π1G˜m(s, z)〉H , s ≥ 0.
(4.26)
Furthermore, we have
V (vm(s) + G˜m(s, z))− V (vm(s))
=
1
2
‖vm(s) + G˜m(s, z)‖
2
H +
1
2
M(‖B
1
2π1(vm(s) + G˜m(s, z))‖
2
H)
−
1
2
‖vm(s)‖
2
H −
1
2
M(‖B
1
2π1vm(s)‖
2
H)
= 〈vm(s), G˜m(s, z)〉H +
1
2
‖G˜m(s, z)‖
2
H +
1
2
M(‖B
1
2π1(vm(s) + G˜m(s, z))‖
2
H)
−
1
2
M(‖B
1
2π1vm(s)‖
2
H).
(4.27)
Hence equality (4.23) becomes
V (vm(σ))− V (um(0))(4.28)
≤
∫ σ
0
[
〈vm(s), F˜m(s)〉H +m(‖B
1
2π1vm(s)‖
2
H)〈Bπ1vm(s), π2vm(s) + π1F˜m(s)〉H
]
ds
+
∫ σ
0
∫
Z
[
V (vm(s) + G˜m(s, z))− V (vm(s))− 〈DV (vm(s)), G˜m(s, z)〉
]
ν(dz) ds
+
∫ σ
0
∫
Z
[
V
(
vm(s−) + G˜m(s, z)
)
− V (vm(s−))
]
N˜(ds, dz).(4.29)
Note that π1F˜ (s, ω) = 0 on R+ × Ω and π1G˜(s, ω, z) = 0 on R+ × Ω × Z. Since the
functions m(·) and M(·) are continuous and the operator B ∈ L(D(A), H), we have P-a.s.
π1vm(s)→ π1v(s),
m(‖B
1
2π1vm(s)‖
2
H)→ m(‖B
1
2π1v(s)‖
2
H),
π2vm(s)→ π2v(s),
Bπ1vm(s)→ Bπ1vm(s),
uniformly on [0, σ(ω)], as m→∞ and
π1G˜m(s, z)→ 0,
M(‖B
1
2π1(vm(s) + G˜m(s, z))‖
2
H)→M(‖B
1
2π1v(s)‖
2
H)
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on [0, σ(ω)] for all most all ω ∈ Ω, as m → ∞. We also notice that for every m ∈ N, the
set {vm(t, ω) : t ∈ [0, T ]} is relatively compact for almost all ω and the sequence {vm}m∈N
converges uniformly to v, P-a.s.. Hence the set {vm(s), s ∈ [0, T ], m ∈ N} is bounded in H,
P-a.s. It follows that
〈vm(s), F˜m(s)〉H ≤ ‖vm(s)‖H‖F˜m(s)‖H ≤ ‖F˜m(s)‖H sup
0≤s≤T
‖vm(s)‖H ≤ C‖F˜ (s)‖H.
Therefore, on the basis of the Lebesgue Dominated convergence theorem, we conclude
that ∫ σ
0
〈vm(s), F˜m(s)〉Hds→
∫ σ
0
〈vm(s), F˜m(s)〉Hds P-a.s.
Analogously, by the continuity of the function m and the fact that B ∈ L(D(A), H), we
infer for some constants C1, C2,
m(‖B
1
2π1vm(s)‖
2
H)〈Bπ1vm(s), π2vm(s) + π1F˜m(s)〉H ≤ C1 + C2‖F˜ (s)‖H.
Moreover, we know that for almost all ω ∈ Ω
m(‖B
1
2π1vm(s)‖
2
H)〈Bπ1vm(s), π2vm(s) + π1F˜m(s)〉H
converges on [0, σ(ω)] as m→∞ to
m(‖B
1
2π1v(s)‖
2
H)〈Bπ1v(s), π2v(s)〉H .
Again, it follows from the Lebesgue Dominated convergence theorem that P-a.s.∫ σ
0
[
m(‖B
1
2π1vm(s)‖
2
H)〈Bπ1vm(s), π2vm(s) + π1F˜m(s)〉H〉H
]
ds
converges as m→∞ to ∫ σ
0
m(‖B
1
2π1v(s)‖
2
H)〈Bπ1v(s), π2v(s) ds.
In conclusion, P-a.s. the first term on the right side of inequality (4.28) converges as m→∞
to ∫ σ
0
[
〈v(s),Av〉H + 〈v(s), F˜ (s)〉H +m(‖B
1
2π1v(s)‖
2
H)〈Bπ1v(s), π2v(s)〉H
]
ds.
Also, we know from (4.26) and (4.27) that as m→∞ for all t ∈ [0, T ], z ∈ Z, P-a.s.
V (vm(s) + G˜m(s, z))− V (vm(s))− 〈DV (vm(s)), G˜m(s, z)〉H →
1
2
‖G˜(s, z)‖2H
V
(
vm(s) + G˜m(s, z)
)
− V (vm(s))→ 〈v(s), G˜(s, z)〉H +
1
2
‖G˜(s, z)‖2H.
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Set X(ω) = {vm(t, ω) : t ∈ [0, T ], m ∈ N}, for ω ∈ Ω. As we have noticed before, X(ω) is
a bounded subset of H for almost all ω ∈ Ω. Since the functions DV and D2V are uniformly
continuous on bounded subsets of H, so supx∈X |DV (x)| < ∞ and supx∈X |D
2V (x)| < ∞,
P-a.s. Hence by the Taylor formula, one have
V (vm(s) + G˜m(s, z))− V (vm(s))− 〈DV (vm(s)), G˜m(s, z)〉H
≤
1
2
‖D2V (vm(s))‖‖G˜m(s, z)‖
2
H
≤
1
2
sup
x∈X
‖D2V (x)‖‖G˜(s, z)‖2H.
We also observe that since G˜ ∈M2loc(Pˆ ;H), for every 0 < T <∞, we have∫ T
0
∫
Z
‖G˜(s, z)‖2ν(dz) ds <∞, P-a.s.
By using above result, along with the Lebesgue Dominated Convergence Theorem, we obtain
that ∫ σ
0
∫
Z
V (vm(s) + G˜m(s, z))− V (vm(s))− 〈DV (vm(s)), G˜m(s, z)〉Hν(dz) ds
converges to ∫ σ
0
∫
Z
1
2
G˜(s, z)ν(dz) ds, P-a.s. as m→∞.
On the other hand, by the Itoˆ isometry property of the stochastic integral, see [32], we have
E
∥∥∥ ∫ σ
0
∫
Z
[
V
(
vm(s−) + G˜m(s, z)
)
− V (vm(s−))
]
N˜(ds, dz)
−
∫ σ
0
∫
Z
[
〈v(s−), G˜(s, z)〉H +
1
2
‖G˜(s, z)‖2H
]
N˜(ds, dz)
∥∥∥2
H
= E
∫ σ
0
∫
Z
∣∣∣∣V (vm(s) + G˜m(s, z))− V (vm(s))− 〈v(s), G˜(s, z)〉H + 12‖G˜(s, z)‖2H
∣∣∣∣
2
ν(dz) ds.
Moreover, we note that the integrand∣∣∣V (vm(s) + G˜m(s, z))− V (vm(s))− 〈v(s), G˜(s, z)〉H + 1
2
‖G˜(s, z)‖2H
∣∣∣2
is bounded by 2 supx∈X ‖DV (x)‖
2‖G˜(s, z)‖2H ≤ C‖G˜(s, z)‖
2
H. Since G ∈ M
2(P;H), for
every 0 < T < ∞, E
∫ T
0
∫
Z
‖G˜(s, z)‖2Hν(dz) ds < ∞. So again, we can apply the Lebesgue
Dominated Converges Theorem to get
lim
m→∞
E
∥∥∥ ∫ σ
0
∫
Z
[
V
(
vm(s−) + G˜m(s, z)
)
− V (vm(s−))
]
N˜(ds, dz)
−
∫ σ
0
∫
Z
[
〈v(s−), G˜(s, z)〉H +
1
2
‖G˜(s, z)‖2H
]
N˜(ds, dz)
∥∥∥2
H
= 0.
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Hence by taking a subsequence, we infer that∫ σ
0
∫
Z
[
V
(
vm(s−) + G˜m(s, z)
)
− V (vm(s−))
]
N˜(ds, dz)
converges P-a.s. to ∫ σ
0
∫
Z
[
〈v(s−), G˜(s, z)〉H +
1
2
‖G˜(s, z)‖2H
]
N˜(ds, dz).
Also, it is not hard to see that
lim
n→∞
V (vm(σ)) =
1
2
lim
n→∞
‖vm(σ)‖
2
H +
1
2
lim
n→∞
M(‖B
1
2π1vm(σ)‖
2
H)
=
1
2
‖v(σ)‖2H +
1
2
M(‖B
1
2π1v(σ)‖
2
H)
= V (v(σ)).(4.30)
From above observation, by letting m→∞ in inequality (4.28), one easily deduces that
V (v(σ))− V (u0)
=
∫ σ
0
[
〈v(s),Av〉H + 〈v(s), F˜ (s)〉H +m(‖B
1
2π1v(s)‖
2
H)〈Bπ1v(s), π1Av(s)〉H
]
ds
+
∫ σ
0
∫
Z
1
2
G˜(s, z)ν(dz) ds
+
∫ σ
0
∫
Z
[
〈v(s−), G˜(s, z)〉H +
1
2
‖G˜(s, z)‖2H
]
N˜(ds, dz)
≤
∫ σ
0
[
〈v(s), F˜ (s)〉H +m(‖B
1
2π1v(s)‖
2
H)〈Bπ1v(s), π1Av(s)〉H
]
ds
+
∫ σ
0
∫
Z
1
2
G˜(s, z)ν(dz) ds
+
∫ σ
0
∫
Z
[
〈v(s−), G˜(s, z)〉H +
1
2
‖G˜(s, z)‖2H
]
N˜(ds, dz), P-a.s.
(4.31)
Therefore, P-a.s.
V (v(σ))− V (u0) ≤
∫ σ
0
[
〈π2v(s), f˜(s)〉H +m(‖B
1
2π1v(s)‖
2
H)〈Bπ1v(s), π1Av(s)〉
]
ds
+
1
2
∫ σ
0
∫
Z
‖g˜(s, z)‖2Hν(dz) ds
+
∫ σ
0
∫
Z
[
〈π2v(s−), g˜(s, z)〉H +
1
2
‖g˜(s, z)‖2H
]
N˜(ds, dz).
Taking expectation to both sides, we have
EV (v(σ)) ≤ EV (u0) + E
∫ σ
0
[
〈π2v(s), f˜(s)〉H +m(‖B
1
2π1v(s)‖
2
H)〈Bπ1v(s), π1Av(s)〉
]
ds
+
1
2
E
∫ σ
0
∫
Z
‖g˜(s, z)‖2Hν(dz) ds.
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Now let us recall that v(t ∧ τn) = u(t ∧ τn), F˜ (t) = 1(0,τn](t)F (t, u(t ∧ τn)) and G˜(t) =
1(0,τn](t)G(t, u(t ∧ τn−), z) for t ≥ 0. Thus by setting σ = t ∧ τn and using the results
achieved in step 1, we infer that
EV (u(t ∧ τn))
≤ EV (u0) + E
∫ t∧τn
0
[
〈π2u(s), π2F˜ (s)〉H +m(‖B
1
2π1u(s)‖
2
H)〈Bπ1u(s), π1Au(s)〉
]
ds
+
1
2
E
∫ σ
0
∫
Z
‖g˜(s, z)‖2Hν(dz) ds
= EV (u0) + E
∫ t∧τn
0
[
−m(‖B
1
2u(s ∧ τn)‖
2
H)〈ut(s), Bu(s ∧ τn)〉1(0,τn](s)
− 〈ut(s), f(u(s ∧ τn)〉H1(0,τn](s) +m(‖B
1
2u(s)‖2H)〈Bu(s), ut(s)〉
]
ds
+
1
2
E
∫ t∧τn
0
∫
Z
‖g(s, u(s ∧ τn−), z)‖
2
H1(0,τn](t)ν(dz) ds
= EV (u0)− E
∫ t∧τn
0
〈ut(s), f(u(s ∧ τn)〉Hds+
1
2
E
∫ t∧τn
0
∫
Z
‖g(s, u(s−), z)‖2Hν(dz) ds
= EV (u0)− E
∫ t
0
〈ut(s), f(u(s))〉H1(0,t∧τn](s) ds
+
1
2
E
∫ t
0
∫
Z
‖g(s, u(s−), z)‖2H1(0,t∧τn](s)ν(dz) ds
≤ EV (u0) +
1
2
(1 +Kf)E
∫ t
0
(1 + ‖u(s ∧ τn)‖
2
H) ds+
1
2
KgE
∫ t∧τn
0
(1 + ‖u(s ∧ τn)‖
2
H) ds
= EV (u0) +
1
2
(1 +Kf +Kg)
∫ t
0
(1 + E‖u(s ∧ τn)‖
2
H) ds.
This finally proves inequality (4.15). In conclusion, we proved that V is indeed a Lyapunov
function and hence we can apply Lemma 4.3 to deduce that τ∞ =∞.
Proof of Theorem 2.10. Define a new Lyapunov function in terms of operator P by
Φ(x) =
1
2
〈Px, x〉H +M(‖B
1
2x1‖
2
H), x ∈ H.
Since m ∈ C1 and P ∈ L(H), we infer that Φ ∈ C2(H). Under Assumptions (2.1) and (2.4),
Theorems 2.7 and 2.8 imply that Equation (2.5) has a unique global mild solution u(t), t ≥ 0
given by (2.16), i.e.
u(t ∧ τn) = e
tAu0 +
∫ t∧τn
0
e(t∧τn−s)AF (s, u(s)) ds+ Iτn(G(u))(t ∧ τn) a.s., t ≥ 0.
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where the process Iτn(G(u)) is defiend by (2.17), i.e.
Iτn(G(u))(t) =
∫ t
0
∫
Z
1(0,τn]e
(t−s)AG(s, u(s−), z)N˜(ds, dz), t ≥ 0
and {τn}n∈N is an accessible sequence and limn→∞ τn = τ∞ = ∞. We have already seen in
the proof of Theorem 2.8 that the idea of getting an estimate for our Lyapunov function
with a mild solution is to approximate the mild solution by a sequence of strong solutions
to which we can apply the Itoˆ formula. We shall examine the new Lyapunov function Φ in
the same way as we did for V . Let n be fixed. We first define functions F˜ and G˜ by the
following formulae
F˜ (t) = 1(0,τn](t)F (u(t ∧ τn))
=
(
0
−f˜(t)−m(‖B
1
2u(t ∧ τn)‖2H)Bu(t ∧ τn)1(0,τn](t)
)
, t ∈ [0, T ],
G˜(t) = 1(0,τn](t)G(t, u(t ∧ τn−), z)
=
(
0
g˜(t, z)
)
, t ∈ [0, T ].
Here f˜(t) = −1(0,τn](t)βu(t∧ τn), t ≥ 0 and g˜(t, z) = 1(0,τn](t)g(t, u(t∧ τn−), z), t ≥ 0. Then
the following Equation
dv(t) = Av(t)dt+ F˜ (t)dt+
∫
Z
G˜(t, z)N˜(dt, dz), t ≥ 0
v(0) = u(0)
(4.32)
has a unique global mild solution which satisfies
v(t) = etAu(0) +
∫ t
0
e(t−s)AF˜ (s) ds+
∫ t
0
∫
Z
e(t−s)AG˜(s, z)N˜(ds, dz), P-a.s., t ≥ 0.(4.33)
Since u is the local mild solution, so u satisfies (2.16), a similar argument used in the proof
of Theorem 2.8 yields that for each n ∈ N
v(t ∧ τn) = u(t ∧ τn) P-a.s. t ≥ 0.
Set
um(0) = mR(m;A)u(0)
F˜m(t, ω) = mR(m;A)F˜ (t, ω) for (t, ω) ∈ R+ × Ω;
G˜m(t, ω, z) = mR(m;A)G˜(t, ω, z) for (t, ω, z) ∈ R+ × Ω× Z.
In exactly the same manner as in the proof of Theorem 2.8 we infer that P-a.s.
lim
m→∞
∫ T
0
‖F˜m(t)− F˜ (t)‖
2
H dt = 0,(4.34)
lim
m→∞
∫ T
0
∫
Z
|G˜m(t, z)− G˜(t, z)|
2
Hν(dz)dt = 0.(4.35)
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Also, we find out that G˜m ∈M2([0, T ]×Ω×Z, Pˆ, λ⊗P× ν;D(A)). By using the Theorem
2.5, one can see that the equation
dvm(t) = Avm(t)dt+ F˜m(t)dt+
∫
Z
G˜m(t, z)N˜(dt, dz)
vm(0) = u(0)
has a unique strong solution vm given by
(4.36) vm(t) = um(0) +
∫ t
0
[
Avm(s) + F˜m(s)
]
ds+
∫ t
0
∫
Z
G˜m(ss, z)N˜(ds, dz) P-a.s., t ≥ 0.
Equivalently, we can also write the solution in the mild form
vm(t) = e
tAu(0) +
∫ t
0
e(t−s)AF˜m(s) ds+
∫ t
0
∫
Z
e(t−s)AG˜m(s, z)N˜(ds, dz), P-a.s., t ≥ 0.
(4.37)
Now applying the Itoˆ Formula, see [32], to function Φ(x)eλt and the strong solution vm yields
Φ(vm(t))e
λt
= Φ(vm(s))e
λs +
∫ t
s
eλr
[
λΦ(vm(r)) + 〈DΦ(vm(r)),Avm(r) + F˜m(r)〉H
]
dr
+
∫ t
s
∫
Z
eλr
[
Φ(vm(r) + G˜m(r, z))− Φ(vm(r))− 〈DΦ(vm(s), G˜m(r, z))〉H
]
ν(dz)dr
+
∫ t
s
∫
Z
eλt
[
Φ(vm(r−) + G˜m(r, z))− Φ(vm(r−))
]
N˜(dr, dz).
(4.38)
We first find the following fact
DΦ(x)h = 〈Ph, x〉H + 2m(‖B
1
2x1‖
2
H)〈B
1
2x1, B
1
2h1〉
= 〈Ph, x〉H + 2m(‖B
1
2x1‖
2
H)〈
(
A−2Bx1
0
)
,
(
h1
h2
)
〉H,
where x = (x1, x2)
⊤, h = (h1, h2)
⊤ and k = (k1, k2)
⊤ are all in H. One can also rewrite the
derivative DΦ as follows
DΦ(x) = Px+ 2m(‖B
1
2x1‖
2
H)
(
A−2Bx1
0
)
x ∈ H.
We adopt the projections π1 and π2 which are defined in the proof of Theorem 2.8.
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Therefore, by using above derivative formula we get for r ∈ [0, T ],
〈DΦ(vm(r)),Avm(r) + F˜m(r)〉H(4.39)
= 〈DΦ(vm(r)),Avm(r)〉H + 〈DΦ(vm(r)), F˜m(r)〉H
= 〈Pvm(r) + 2m(‖B
1
2π1vm(r)‖
2
H)
(
A−2Bπ1vm(r)
0
)
,Avm(r)〉H
+ 〈Pvm(r) + 2m(‖B
1
2π1vm(r)‖
2
H)
(
A−2Bπ1vm(r)
0
)
, F˜m(r)〉H
= 〈Pvm(r),Avm(r)〉H + 2m(‖B
1
2π1vm(r)‖
2
H)〈Bπ1vm(r), π2vm(r)〉H
+ 〈Pvm(r), F˜m(r)(r)〉H + 2m(‖B
1
2π1vm(r)‖
2
H)〈Bπ1vm(r), π1F˜m(r)〉H.
From Lemma 2.9 and the fact that A ≥ µI for some µ > 0, we have
〈Pvm(r),Avm(r)〉H
= −β‖Aπ1vm(r)‖
2
H + β
2〈π1vm(r), π2vm(r)〉+ β‖π2vm(r)‖
2
H
≤ −β‖Aπ1vm(r)‖
2
H + β
2‖π1vm(r)‖H‖π2vm(r)‖H + β‖π2vm(r)‖
2
H
≤ −β‖Aπ1vm(r)‖
2
H +
β2
2
(‖π1vm(r)‖
2
H + ‖π2vm(r)‖
2
H) + β‖π2vm(r)‖
2
H
≤ −β‖Aπ1vm(r)‖
2
H +
β2
2µ2
‖Aπ1vm(r)‖
2
H +
β2
2
‖π2vm(r)‖
2
H + β‖π2vm(r)‖
2
H
=
( β2
2µ2
− β
)
‖Aπ1vm(r)‖
2
H +
(β2
2
+ β
)
‖π2vm(r)‖
2
H , r ≥ 0.
Recall that in the proof of Theorem 2.8 we have shown that for every 0 < T <∞,
lim
m→∞
E sup
0≤t≤T
‖vm(t)− v(t)‖
2
H = 0,(4.40)
So there exists a subsequence, denoted also by {vm(t)}m∈N for simplicity, such that vm(t)→
v(t) uniformly on [s, t] as k →∞ a.s.
Therefore,
lim sup
m→∞
〈Pvm(r),Avm(r)〉H ≤ lim sup
m→∞
(
β2
2µ2
− β
)
‖Aπ1vm(r)‖
2
H +
(
β2
2
+ β
)
‖π2vm(r)‖
2
H
=
(
β2
2µ2
− β
)
‖Aπ1v(r)‖
2
H +
(
β2
2
+ β
)
‖π2v(r)‖
2
H, r ∈ [s, t].
Now by applying Fatou Lemma we infer
lim sup
m→∞
∫ t
s
eλr〈Pvm(r),Avm(r)〉Hdr
≤
∫ t
s
eλr lim sup
m→∞
〈Avm(r), P vm(r)〉H
≤
∫ t
s
[( β2
2µ2
− β
)
‖Aπ1v(r)‖
2
H +
(β2
2
+ β
)
‖π2v(r)‖
2
H
]
dr.
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Further, by above derivative formula of DΦ and definition of Lyapunov function of Φ we
get
〈DΦ(vm(r)), G˜m(r, z)〉H
= 〈Pvm(r), G˜m(r, z)〉H + 2m(‖B
1
2π1vm(r)‖
2
H)〈Bπ1vm(r), π1G˜m(r, z)〉H, r ≥ 0.
and
Φ(vm(r) + G˜m(r, z))− Φ(vm(r))
=
1
2
〈P
(
vm(r) + G˜m(r, z)
)
, vm(r) + G˜m(r, z)〉H +M
(
‖B
1
2π1
(
vm(r) + G˜m(r, z)
)
‖
)
−
1
2
〈Pvm(r), vm(r)〉H −M(‖B
1
2π1vm(r)‖
2
H)
=
1
2
〈Pvm(r), G˜m(r, z)〉H +
1
2
〈PG˜m(r, z), vm(r)〉H
+
1
2
〈PG˜m(r, z), G˜m(r, z)〉H +M(‖B
1
2π1(vm(r) + G˜m(r, z))‖
2
H)
−M(‖B
1
2π1vm(r)‖
2
H)
= 〈Pvm(r), G˜m(r, z)〉H +
1
2
〈PG˜m(r, z), G˜m(r, z)〉H
+M(‖B
1
2π1(vm(r) + G˜m(r, z))‖
2
H)−M(‖B
1
2π1vm(r)‖
2
H), r ≥ 0.
(4.41)
Combining above tow equalities, we find
Φ(vm(r) + G˜m(r, z))− Φ(vm(r))− 〈DΦ(vm(r)), G˜m(r, z)〉H
=
1
2
〈PG˜m(r, z), G˜m(r, z)〉H +M(‖B
1
2π1(vm(r) + G˜m(r, z))‖
2
H)
−M(‖B
1
2π1vm(r)‖
2
H)− 2m(‖B
1
2π1vm(r)‖
2
H)〈Bπ1vm(r), π1G˜m(r, z)〉H,
which converges P-a.s. to
Φ(v(r) + G˜(r, z))− Φ(v(r))− 〈DΦ(v(r)), G˜(r, z)〉H =
1
2
〈PG˜(r, z), G˜(r, z)〉H,
as m→∞, r ≥ 0. Also, we find that
Φ(vm(r) + G˜m(r, z))− Φ(vm(r))
= 〈Pvm(r), G˜m(r, z)〉H +
1
2
〈PG˜m(r, z), G˜m(r, z)〉H
+M(‖B
1
2π1(vm(r) + G˜m(r, z))‖
2
H)−M(‖B
1
2π1vm(r)‖
2
H), r ≥ 0.
This converges P-a.s. to
Φ(v(r) + G˜(r, z))− Φ(v(r)) = 〈Pv(r), G˜(r, z)〉H +
1
2
〈PG˜(r, z), G˜(r, z)〉H,
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as m → ∞, r ≥ 0. On the other hand, since the function Φ is in C2(H), by the Taylor
formula we infer that
Φ(vm(r) + G˜m(r, z))− Φ(vm(r)) ≤ sup
x∈X
‖DΦ(x)‖‖G˜m(r, z)‖H, r ∈ [s, t]
and
Φ(vm(r) + G˜m(r, z))− Φ(vm(r))− 〈DΦ(vm(r)), G˜m(r, z)〉H
≤
1
2
‖D2Φ(vm(r))‖‖G˜m(r, z)‖
2
H
≤
1
2
sup
x∈X
‖D2Φ(x)‖‖G˜m(r, z)‖
2
H,
where we used the uniformly boundedness of {vm}m∈N on [s, t]. Hence it follows from the
Lebesgue Dominated Convergence Theorem that for 0 ≤ s ≤ t ≤ ∞,∫ t
s
∫
Z
eλr
[
Φ(vm(r) + G˜m(r, z))− Φ(vm(r))− 〈DΦ(vm(s), G˜m(r, z))〉H
]
ν(dz)dr
converges P-a.s. to ∫ t
s
∫
Z
eλr
2
〈PG˜(r, z), G˜(r, z)〉Hν(dz)dr.
On the basis of the Itoˆ isometry for stochastic integral w.r.t. compensated Poisson random
measure, we obtain
E
∥∥∥ ∫ t
s
∫
Z
eλt
[
Φ(vm(r−) + G˜m(r, z))− Φ(vm(r−))
]
N˜(dr, dz)
−
∫ t
s
∫
Z
eλt
[
〈Pv(r−), G˜(r, z)〉H +
1
2
〈PG˜(r, z), G˜(r, z)〉H
]
N˜(dr, dz)
∥∥∥2
≤ E
∫ t
s
∫
Z
e2λ
∥∥∥Φ(vm(r) + G˜m(r, z))− Φ(vm(r))− 〈Pv(r), G˜(r, z)〉H
−
1
2
〈PG˜(r, z), G˜(r, z)〉H
∥∥∥2
H
ν(dz)dr.
Note that the integrand on the right side of above equality is dominated by
2 sup
x∈X
‖DΦ(x)‖2‖G˜(s, z)‖2,
where X is a compact set on H. Again, by passing to the limit as m → ∞, the Lebesgue
Dominated Convergence Theorem tells us that the right-side of above equality converges to
0. Hence, by taking a subsequence we infer that∫ t
s
∫
Z
eλt
[
Φ(vm(r−) + G˜m(r−, z))− Φ(vm(r−))
]
N˜(dr, dz)
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converges P-a.s. to∫ t
s
∫
Z
eλt
[
〈Pv(r−), G˜(r−, z)〉H +
1
2
〈PG˜(r−, z), G˜(r−, z)〉H
]
N˜(dr, dz) as m→∞.
Combining all the observations together and letting m→∞ yields that for 0 ≤ s ≤ t <∞,
P-a.s.,
Φ(v(t))eλt ≤ Φ(v(s))eλs +
∫ t
s
eλr
[
λΦ(v(r)) +
( β2
2µ2
− β
)
‖Aπ1v(r)‖
2
H
+
(β2
2
+ β
)
‖π2v(r)‖
2
H + 2m(‖B
1
2πv(r)‖2H)〈Bπ1v(r), π2v(r)〉H
− 〈βπ1v(r) + 2π2v(r), π2F˜ (r)〉H
]
dr +
∫ t
s
∫
Z
eλr‖g˜(r, z)‖2Hνdzdr
+
∫ t+
s
∫
Z
eλr
[
〈βπ1v(r−) + 2π2v(r−), g˜(r, z)〉H + ‖g˜(r, z)‖
2
H
]
N˜(dr, dz).
Recall that for every n ∈ N, v(t ∧ τn) = u(t ∧ τn) P-a.s., by replacing t by t ∧ τn in above
inequality we have, for every 0 ≤ s ≤ t <∞,
Φ(u(t ∧ τn))e
λ(t∧τn)
≤ Φ(u(s)) +
∫ t∧τn
s
eλr
[
λΦ(u(r)) +
( β2
2µ2
− β
)
‖Au(r)‖2H +
(β2
2
+ β
)
‖ut(r)‖
2
H
+ 2m(‖B
1
2u(r)‖2H)〈Bu(r), ut(r)〉H − 〈βu(r) + 2ut(r), βut(r)〉H
−m(‖B
1
2u(r)‖2H)〈βu(r) + 2ut(r), Bu(r)〉H
]
dr
+
∫ t∧τn
s
∫
Z
eλr‖g(r, u(r), z)‖2Hν(dz)dr
+
∫ t∧τn+
s
∫
Z
eλr
[
〈βπ1u(r−) + 2π2u(r−), g(r, u(r), z)〉H + ‖g(r, u(r), z)‖
2
H
]
N˜(dr, dz)
= Φ(u(s)) +
∫ t∧τn
s
eλr
[
λΦ(u(r)) +
( β2
2µ2
− β
)
‖Au(r)‖2H +
(β2
2
− β
)
‖ut(r)‖
2
H
− β2〈u(r), ut(r)〉H −m(‖B
1
2u(r)‖2H)〈βu(r), Bu(r)〉H
]
dr
+
∫ t∧τn
s
∫
Z
eλr‖g(r, u(r), z)‖2Hν(dz)dr
+
∫ t∧τn+
s
∫
Z
eλr
[
〈βπ1u(r−) + 2π2u(r−), g(r, u(r), z)〉H + ‖g˜(r, z)‖
2
H
]
N˜(dr, dz)
≤ Φ(u(s)) +
∫ t∧τn
s
eλr
[
λΦ(u(r)) + (2Cβ2 − β)‖u(r)‖2H
− βm(‖B
1
2u(r)‖2H)‖B
1
2u(r)‖2H
]
dr
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+∫ t∧τn
s
∫
Z
eλr‖g(r, u(r), z)‖2Hνdzdr
+
∫ t∧τn+
s
∫
Z
eλr
[
〈βπ1u(r−) + 2π2u(r−), g(r, u(r), z)〉H + ‖g(r, u(r), z)‖
2
H
]
N˜(dr, dz),
where C = max{ 1
2µ2
, 1
2
}. Now applying part (3) of the Assumption (2.5) and the definition
of the function Φ yields that for 0 ≤ s ≤ t <∞,
Φ(u(t ∧ τn))e
λ(t∧τn)
≤ Φ(u(s)) +
∫ t∧τn
s
eλr
[
λΦ(u(r)) + (2Cβ2 − β)‖u(r)‖2H − βm(‖B
1
2u(r)‖2H)‖B
1
2u(r)‖2H
+R2g‖u(r)‖
2
H +K
]
dr
+
∫ t∧τn
s
∫
Z
eλr
[
〈βπ1u(r−) + 2π2u(r−), g(r, u(r), z)〉H + ‖g(r, u(r), z)‖
2
H
]
N˜(dr, dz)
= Φ(u(s)) +
∫ t∧τn
s
eλr
[λ
2
〈Pu(r), u(r)〉H + λM(‖B
1
2u(r)‖2H) + (R
2
g + 2Cβ
2 − β)‖u(r)‖2H
− βm(‖B
1
2u(r)‖2H)‖B
1
2u(r)‖2H +K
]
dr
+
∫ t∧τn
s
∫
Z
eλr
[
〈βπ1u(r−) + 2π2u(r−), g(r, u(r), z)〉H + ‖g(r, u(r), z)‖
2
H
]
N˜(dr, dz)
≤ Φ(u(s)) +
∫ t∧τn
s
eλr
[(λ
2
‖P‖L(H) +R
2
g + 2Cβ
2 − β
)
‖u(r)‖2H
+
(λ
α
− β
)
m(‖B
1
2u(r)‖2H)‖B
1
2u(r)‖2H +K
]
dr
+
∫ t∧τn
s
∫
Z
eλr
[
〈βπ1u(r−) + 2π2u(r−), g(r, u(r), z)〉H + ‖g(r, u(r), z)‖
2
H
]
N˜(dr, dz),
where in the last inequality we used the following inequality
〈Px, x〉H ≤ ‖Px‖L(H)‖x‖
2
H .
Now let n→∞. Since by Theorem 2.8, τ∞ =∞, we have for 0 ≤ s ≤ t <∞,
Φ(u(t))eλt ≤ Φ(u(s)) +
∫ t
s
eλr
[(λ
2
‖P‖L(H) +R
2
g + 2Cβ
2 − β
)
‖u(r)‖2H
+
(λ
α
− β
)
m(‖B
1
2u(r)‖2H)‖B
1
2u(r)‖2H +K
]
dr
+
∫ t+
s
∫
Z
eλr
[
〈βπ1v(r−) + 2π2v(r−), g˜(r, z)〉H + ‖g˜(r, z)‖
2
H
]
N˜(dr, dz).
Choose λ such that 0 < λ < 2‖P‖−1L(H)(β − 2Cβ
2 −R2g) ∧ αβ. It follows that
λ
2
‖P‖L(H) +R
2
g + 2Cβ
2 − β < 0 and
λ
2
− β < 0.
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Therefore, we infer that for 0 ≤ s ≤ t <∞,
Φ(u(t))eλt ≤Φ(u(s)) +
∫ t
s
eλrKdr(4.42)
+
∫ t
s
∫
Z
eλr
[
〈βπ1v(r−) + 2π2v(r−), g˜(r, z)〉H + ‖g˜(r, z)‖
2
H
]
N˜(dr, dz).
First consider the case when K = 0. Then equality (4.42) becomes,
Φ(u(t))eλt ≤ Φ(u(s)) +
∫ t
s
∫
Z
eλr
[
〈βπ1v(r−)
+ 2π2v(r−), g˜(r, z)〉H + ‖g˜(r, z)‖
2
H
]
N˜(dr, dz), 0 ≤ s ≤ t <∞.(4.43)
Taking conditional expectation with respect to Fs to both sides yields
E
(
Φ(u(t))eλt
∣∣Fs) ≤ E(Φ(u(s))∣∣Fs)+ E(
∫ t
s
∫
Z
eλr
[
〈βπ1v(r−)
+ 2π2v(r−), g˜(r, z)〉H + ‖g˜(r, z)‖
2
H
]
N˜(dr, dz)
∣∣∣Fs)
= Φ(u(s)), 0 ≤ s ≤ t <∞,
where the equality follows from the measurability of Φ(u(s)) with respect to Fs and inde-
pendence of the integrals with respect to Fs. This means that the process Φ(u(t))eλt is a
supermartingale.
Take λ∗ ∈ (0, λ). We observe that for every k = 0, 1, 2 · · · ,
sup
t∈[k,k+1]
eλ
∗tΦ(u(t)) = sup
t∈[k,k+1]
e(λ
∗−λ)teλtΦ(u(t)) ≤ e(λ
∗−λ)k sup
t∈[k,k+1]
eλtΦ(u(t)).
Therefore,
P
{
sup
t∈[k,k+1]
eλ
∗tΦ(u(t)) ≥ EΦ(u(0))
}
≤ P
{
sup
t∈[k,k+1]
eλtΦ(u(t)) ≥ e(λ−λ
∗)k
EΦ(u(0))
}
≤
E
(
eλkΦ(u(k))
)
e(λ−λ∗)kEΦ(u(0))
≤
EΦ(u(0))
e(λ−λ∗)kEΦ(u(0))
= e−(λ−λ
∗)k
By the ratio test, we know that the series
∑∞
k=1 e
−(λ−λ∗)k is convergent. Thus
∞∑
k=1
P
{
sup
t∈[k,k+1]
eλ
∗tΦ(u(t)) ≥ EΦ(u(0))
}
≤
∞∑
k=1
e−(λ−λ
∗)k <∞.
Now by applying Borel-Cantelli Theorem, we have
P
( ∞⋂
j=1
⋃
k≥j
{
sup
t∈[k,k+1]
eλ
∗tΦ(u(t)) ≥ EΦ(u(0))
})
= 0.
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It follows that
P
( ∞⋃
j=1
⋂
k≥j
{
sup
t∈[k,k+1]
eλ
∗tΦ(u(t)) ≥ EΦ(u(0))
})
= 1.
Therefore, there exists j ∈ N such that for every k ≥ j,
sup
t∈[k,k+1]
eλ
∗
Φ(u(t)) ≤ EΦ(u(0)) P-a.s.
Then we can infer that for every t ≥ j
eλ
∗tΦ(u(t)) ≤ EΦ(u(0)) P-a.s..
It then follows that
E‖u(t)‖2H ≤ E〈Pu(t), u(t)〉H
≤ 2E
[1
2
〈Pu(t), u(t)〉H +M
(
‖B
1
2u(t)‖2H
)]
= EΦ(u(r))
≤ 2e−λ
∗t
EΦ(u(0)),
where the first inequality follows from part (1) of Lemma 2.9, the last inequality follows from
above result. Also, note that
EΦ(u(0)) = E
[
1
2
〈Pu(0), u(0)〉H +M(‖B
1
2u(0)‖)
]
= E
[1
2
‖P‖L(H)‖u(0)‖
2
H +M(‖B
1
2u(0)‖)
]
≤
(1
2
‖P‖L(H) + 1
)
E
[
‖u(0)‖2H +M(‖B
1
2u(0)‖)
]
=
(1
2
‖P‖L(H) + 1
)
E (u(0)).(4.44)
Therefore, we conclude that
E‖u(t)‖2H ≤ 2
(1
2
‖P‖L(H) + 1
)
e−λ
∗t
E (u(0)), t ≥ 0.
Set C = ‖P‖L(H) + 2. In conclusion, we find out that
E‖u(t)‖2H ≤ Ce
−λ∗t
E (u(0)), t ≥ 0,
which shows the exponentially mean-square stable of our mild solution.
For the case K 6= 0, first taking expectation to both side of (4.42) and setting s = 0 gives
E
(
Φ(u(t))eλt
)
≤ EΦ(u(s)) +
K
λ
(
eλt − 1
)
, 0 ≤ s ≤ t <∞.
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Thus
EΦ(u(t)) ≤ e−λtEΦ(u(s)) +
K
λ
(
1− e−λt
)
, 0 ≤ s ≤ t <∞.
By the definition of function Φ, we obtain
E
(1
2
〈Pu(t), u(r)〉H
)
+ E(M(‖B
1
2u(r)‖2H)) = EΦ(u(t))
≤ e−λtEΦ(u(0)) +
K
λ
(
1− e−λt
)
, t ≥ 0.
Thus applying the inequality ‖x‖2H ≤ 〈x, Px〉H from Lemma 2.9 gives that
E‖u(t)‖2H ≤ E〈u(t), Pu(t)〉H ≤ 2e
−λt
EΦ(u(0)) +
2K
λ
(
1− e−λt
)
≤ 2e−λtEΦ(u(0)) +
2K
λ
, t ≥ 0.
It then follows from inequality (4.44) that
E‖u(t)‖2H ≤ 2e
−λt
(1
2
‖P‖L(H) + 1
)
E (u(0)) +
2K
λ
, t ≥ 0.
Therefore,
sup
t≥0
E‖u(t)‖2H ≤
(
‖P‖L(H) + 2
)
E (u(0)) +
2K
λ
<∞,
which completes our proof of of Theorem 2.10.
5 Appendix
Let X = (X(t))t≥0 be an H-valued process. Let (etA)t∈R be a contraction C0-group. Let ϕ
be an H-valued process belonging to M2loc(Pˆ ;H). Set
I(t) =
∫ t
0
∫
Z
e(t−s)Aϕ(s, z)N˜(ds, dz), t ≥ 0,
Iτ (t) =
∫ t
0
∫
Z
1[0,τ ](s)e
(t−s)Aϕ(s, z)N˜(ds, dz), t ≥ 0.
By the choice of process ϕ, Proposition 4.1 and the assumption about (etA)t∈R, the stochastic
convolution process I(t), t ≥ 0, is well defined. Also for any stopping time τ , the process
1[0,τ ](t, ω) is predictable. In fact, the predictable σ-field is generated by the family of closed
stochastic intervals {[0, T ] : T is a stopping time}, see [30]. This together with the pre-
dictability of ϕ and Proposition 4.1 implies that integrand of Iτ (t) is predictable. Thus the
stochastic convolution Iτ (t) is well defined as well. Moreover, one can always assume that
the stochastic convolution process I(t), t ≥ 0 is ca`dla`g, see [10]. The following lemma, which
was first implicitely stated in [6] and explicitly the Ph.D thesis [11] of Andrew Caroll, verifies
the definition (2.16) of a local mild solution. The proof below is mainly based on [7] (which
in turn was provided by Martin Ondreja´t).
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Lemma 5.1. For any stopping time τ ,
e(t−t∧τ)AI(t ∧ τ) = Iτ (t)(5.1)
holds for all t ≥ 0, P-a.s.
Proof. We first verify it for deterministic time. Let τ = a. If t < a, then
e(t−t∧a)AI(t ∧ a) = e(t−t)AI(t) = I(t) =
∫ T
0
∫
Z
1[0,t]e
(t−s)Aϕ(s, z)N˜(ds, dz)
=
∫ T
0
∫
Z
1[0,t]1[0,a]e
(t−s)Aϕ(s, z)N˜(ds, dz)
=
∫ t
0
∫
Z
1[0,a]e
(t−s)Aϕ(s ∧ a, z)N˜(ds, dz) = Ia(t),
where we used in the equality the fact that 1[0,a](s)ϕ(s, z) = 1[0,a](s)ϕ(s∧a, z). If t ≥ a, then
e(t−t∧a)AI(t ∧ a) = e(t−a)AI(a) = e(t−a)A
∫ a
0
∫
Z
e(a−s)Aϕ(s, z)N˜(ds, dz)
= e(t−a)A
∫ T
0
∫
Z
1[0,a](s)e
(a−s)Aϕ(s, z)N˜(ds, dz)
+ e(t−a)A
∫ T
0
∫
Z
1(a,t](s)1[0,a](s)e
(a−s)Aϕ(s, z)N˜(ds, dz)
= e(t−a)A
∫ a
0
∫
Z
1[0,a](s)e
(a−s)Aϕ(s, z)N˜(ds, dz)
+ e(t−a)A
∫ t
a
∫
Z
1[0,a](s)e
(a−s)Aϕ(s, z)N˜(ds, dz)
= e(t−a)A
∫ t
0
∫
Z
1[0,a](s)e
(a−s)Aϕ(s ∧ a, z)N˜ (ds, dz)
=
∫ t
0
∫
Z
1[0,a](s)e
(t−s)Aϕ(s, z)N˜(ds, dz) = Ia(t).
Thus equality (5.1) holds for any deterministic time. Now let τ be an arbitrary stopping
time. Define τn := 2
−n([2nτ ] + 1), for each n ∈ N. That is τn =
k+1
2n
if k
2n
≤ τ < k+1
2n
. Then
τn converges down to τ as n → ∞ pointwisely. Note that the equality (5.1) proved above
holds for each deterministic time k2−n. It follows that
e(t−t∧τn)AI(t ∧ τn) =
∞∑
k=0
1{k2−n≤τ<(k+1)2−n}e
(t−t∧(k+1)2−n)AI(t ∧ (k + 1)2−n)
=
∞∑
k=0
1{k2−n≤τ<(k+1)2−n}I(k+1)2−n(t) = Iτn(t).(5.2)
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Since τn converges down to τ , so by the P-a.s. right-continuity of I(t), I(t ∧ τn) converges
pointwise on Ω to I(t ∧ τ) as n→∞ for every t ≥ 0 P-a.s. Also, observe that∥∥e(t−t∧τn)AI(t ∧ τn)− e(t−t∧τ)AI(t ∧ τ)∥∥
≤
∥∥e(t−t∧τn)A(I(t ∧ τn)− I(t ∧ τ))∥∥+ ∥∥(e(t−t∧τn)A − e(t−t∧τ)A) I(t ∧ τ)∥∥
≤ ‖I(t ∧ τn)− I(t ∧ τ)‖+
∥∥(e(t−t∧τn)A − e(t−t∧τ)A) I(t ∧ τ)∥∥ .
converges to 0 as n→∞. Thus we conclude that e(t−t∧τn)AI(t∧τn) converges to e(t−t∧τ)AI(t∧
τ), for each t ≥ 0, P-a.s. For the term Iτn(t), by the isometry we find out that
E‖Iτn(t)− Iτ (t)‖
2 = E
∥∥∥∥
∫ t
0
∫
Z
(
1[0,τn](s)− 1[0,τ ](s)
)
e(t−s)Aϕ(s, z)N˜(ds, dz)
∥∥∥∥
2
= E
∫ t
0
∫
Z
∥∥(1[0,τn](s)− 1[0,τ ](s))e(t−s)Aϕ(s, z)∥∥2 ν(dz) ds.
Recall that that τn ↓ τ as n → ∞. So 1[0,τn] converges to 1[0,τ ] as n → ∞. Obviously, the
integrand is bounded by ‖ϕ(s, z)‖2 for all n. It then follows from dominated convergence
theorem that
lim
n→∞
E‖Iτn(t)− Iτ (t)‖
2 → 0.
Hence we can always find a subsequence which is convergent a.s. Finally, Letting n→∞ in
both sides of (5.2) yields
e(t−t∧τ)AI(t ∧ τ) = Iτ (t)
which completes our proof.
Remark 5.1. Note in particular that if we replace t by t ∧ τ in (5.1), we obtain
I(t ∧ τ) = Iτ (t ∧ τ).
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