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DISTRIBUTION OF THE PERIODIC POINTS OF THE FAREY MAP
BYRON HEERSINK
With an Appendix by Florin P. Boca, Byron Heersink, and Claire Merriman
Abstract. We expand the cross section of the geodesic flow in the tangent bundle of the modular
surface given by Series to produce another section whose return map under the geodesic flow is a
double cover of the natural extension of the Farey map. We use this cross section to extend the
correspondence between the closed geodesics on the modular surface and the periodic points of the
Gauss map to include the periodic points of the Farey map. Then, analogous to work of Pollicott,
we prove an equidistribution result for the periodic points of the Farey map when they are ordered
according to the length of their corresponding closed geodesics.
1. Introduction
The work of Series [31] provided a lucid explanation of the connection, first noticed by Artin [2],
between continued fractions and the geodesics in the modular surface. This relationship gives rise
particularly to a correspondence between the periodic orbits of the Gauss map and the primitive
closed geodesics. Utilizing this connection and the thermodynamic formalism for the Gauss map
due to Mayer [20], Pollicott [29] proved that the periodic points of the Gauss map, i.e., the periodic
continued fractions and equivalently the reduced quadratic irrationals, become equidistributed on
the unit interval with respect to the Gauss measure when ordered according to the length of their
corresponding closed geodesics.
The goal of this paper is expand the work of Series and Pollicott to encompass the Farey map,
which is a slow down of the Gauss map. We first enlarge Series’ cross section of the geodesic
flow in the tangent bundle to the modular surface that, together with its first return map under
the geodesic flow, forms a double cover of the natural extension of the Gauss map, to yield a
cross section forming a double cover of the natural extension of the Farey map. This allows us to
naturally extend the correspondence between closed geodesics and reduced quadratic irrationals to
include the periodic points of the Farey map. We then utilize the work of Pollicott to establish the
equidistribution of the periodic points of the Farey map, and of its natural extension, according to
their invariant measures.
In addition to the equidistribution of the reduced quadratic irrationals, Pollicott [29] proved
the equidistribution of the closed geodesics in the modular surface. The technique he used was to
establish the domain of an appropriate dynamical zeta function constructed from determinants of
the Ruelle-Perron-Frobenius operator of the Gauss map. Similar applications of this idea include
the earlier work of Parry and Pollicott [28] and Parry [27] on the counting and equidistribution of
orbits of Axiom A flows, and the more recent work of Kelmer [15] on the equidistribution of closed
geodesics in the modular surface with a specified linking number, as well as their corresponding
reduced quadratic irrationals. Additional applications involving the distribution of periodic points
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of certain expanding maps of the unit interval include [14, 22]. See also [19] for an account of these
types of results involving more probabilistic methods.
What is interesting about our results is that the Farey map and its natural extension have infinite
invariant measures, which raises some difficulties in proving the equidistribution of periodic points.
We mitigate these difficulties by introducing appropriate weights for the points which counteract
the infinite measures, and formulate our results as the equidistribution of weighted periodic points
according to the finite Lebesgue measure. This, in addition to the use of inducing to obtain the
Gauss map from the Farey map, then allows us to use Pollicott’s analysis of the Ruelle-Perron-
Frobenius operator of the Gauss map to obtain our results. A related equidistribution result for
the periodic points of the Farey map has been independently derived by Pollicott and Urban´ski
as an application of their recent work in conformal graph directed Markov systems [30]. Their
general results can also be applied to other parabolic systems, most notably to counting problems
in Apollonian circle packings (see [17, 24, 26, 25]).
In Section 2, we cover some of the basic properties of continued fractions. We also define
the Gauss and Farey maps and their natural extensions, characterize their periodic points, and
formulate our main equidistribution results. In Section 3, we review the connection between the
modular surface and continued fractions. In particular, we recall Series’ cross section of the geodesic
flow, which we enlarge to yield another section whose return map under the geodesic flow is a
double cover of the Farey map’s natural extension. We then use this new section to extend the
correspondence between closed geodesics in the modular surface and the periodic points of the Gauss
map to those of the Farey map. In Section 4, we prove our main equidistribution result utilizing
the relationship between the periodic points of the Farey and Gauss maps to essentially reduce
the problem to proving the equidistribution of the Gauss periodic points over certain continuous
functions on (0, 1] which are allowed to have a vertical asymptote at 0. We thus adapt Pollicott’s
work on the Ruelle-Perron-Frobenius operator of the Gauss map, being careful to account for a
possible asymptote in a function used to define the operator. The aforementioned results have
appeared in the author’s Ph.D. thesis [10]. The appendix, which is joint with Florin P. Boca and
Claire Merriman, additionally proves a variation of the equidistribution results with explicit error
terms using the ideas of Kallies et al. [12], Boca [3], and Ustinov [33].
2. Continued fractions and the Gauss and Farey maps
2.1. Continued fractions. Throughout this paper, we are concerned with the regular continued
fractions of the form
[a1, a2, . . .] :=
1
a1 +
1
a2 +
.. .
, (aj ∈ N)
and we also make use of the notation
[a0; a1, a2, . . .] := a0 + [a1, a2, . . .]. (a0 ∈ Z, aj ∈ N)
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For a given sequence a = (aj)
∞
j=1 of positive integers, define the nonnegative, coprime integers
pn = pn(a) = pn(a1, . . . , an), qn = qn(a) = qn(a1, . . . , an) by
pn
qn
:= [a1, a2, . . . , an].
Denoting also p0 = p0(a) := 0 and q0 = q0(a) := 1, one can find that for n ≥ 2, pn = anpn−1+ pn−2
and qn = anqn−1 + qn−2, which imply(
an 1
1 0
)(
an−1 1
1 0
)
· · ·
(
a1 1
1 0
)
=
(
qn pn
qn−1 pn−1
)
. (2.1)
This in turn gives pn−1qn − pnqn−1 = (−1)n, and hence pn−1qn−1 −
pn
qn
= (−1)
n
qn−1qn
. Also, for x ≥ 0, we
have
[a1, . . . , an−1, an + x] =
pn + pn−1x
qn + qn−1x
. (2.2)
For j, n ∈ N with j ≤ n, we define the positive coprime integers pj,n = pj,n(a) and qj,n = qj,n(a)
by
pj,n
qj,n
:= [aj , aj+1, . . . , an].
Taking transposes in (2.1) reveals that qn(a1, . . . , an) = qn(an, . . . , a1), which then implies that
qn(a) = a1q2,n(a)+ q3,n(a), and more generally, qj,n(a) = ajqj+1,n(a)+ qj+2,n(a) for j ≤ n−2. This
equality extends to j = n−1, n once we denote qn+1,n = qn+1,n(a) := 1 and qn+2,n = qn+2,n(a) := 0.
Another subtle property of the values qj,n we wish to note is that
n∏
j=1
pj,n
qj,n
=
1
qn
. (2.3)
(See [5, Lemma 2.1, Theorem 3.6] for proof.) Taking transposes in (2.1) furthermore reveals that
qn−1
qn
= [an, an−1, . . . , a1]. (2.4)
Lastly, we define for a finite tuple b = (b1, . . . , bn) ∈ Nn the set
Ib = Jb1, . . . , bnK := {[b1, . . . , bn + t] : t ∈ [0, 1]} = {[a1, a2, . . .] ∈ [0, 1] : aj = bj , j = 1, . . . n},
which is the closed interval between pn+1(b,1)qn+1(b,1) and
pn(b)
qn(b)
. We thus have
m(Ib) =
∣∣∣∣pn+1(b, 1)qn+1(b, 1) −
pn(b, 1)
qn(b, 1)
∣∣∣∣ = 1qn+1(b, 1)qn(b, 1) =
1
qn(b)(qn(b) + qn−1(b))
. (2.5)
Here and throughout this paper, m denotes the Lebesgue measure on [0, 1].
2.2. The Gauss map. The Gauss map G : [0, 1]→ [0, 1] is defined by
G(x) :=

{x
−1} if x 6= 0
0 if x = 0
where {x} = x− ⌊x⌋ denotes the fractional part. This map is invariant with respect to the Gauss
measure ν given by
dν :=
dx
(1 + x) log 2
.
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We define the natural extension G˜ : [0, 1]2 → [0, 1]2 of the Gauss map by
G˜(x, y) :=
(
G(x),
1
⌊x−1⌋+ y
)
which is invariant with respect to the measure ν˜ given by
dν˜ :=
dx dy
(1 + xy)2 log 2
.
The action of G and G˜ on continued fractions is as follows:
G([a1, a2, . . .]) = [a2, a3, . . .];
G˜([a1, a2, . . .], [b1, b2, . . .]) = ([a2, a3, . . .], [a1, b1, b2, . . .]).
In other words, G and G˜ act respectively as the one and two-sided shifts on the continued fraction
expansions of their arguments. From these equalities, it is easy to see that the periodic points of
G are exactly the periodic continued fractions of the form
[a1, . . . , an] := [a1, . . . , an, a1, . . . , an, . . .],
i.e., the reduced quadratic irrationals ω ∈ [0, 1] with conjugate root ω¯ < −1; and the periodic
points of G˜ are of the form
([a1, a2, . . . , an], [an, an−1, . . . , a1]),
where the continued fraction expansion of the second argument is the reverse of that of the first.
Alternatively, the periodic points of G˜ are of the form (ω,−ω¯−1), where ω is a reduced quadratic
irrational. Notice that ω ↔ (ω,−ω¯−1) gives a natural one-to-one correspondence between the
periodic points of G and G˜.
Let QG denote the set of nonzero periodic points of G. To each ω ∈ QG with minimal even
periodic expansion ω = [a1, . . . , a2n], we associate the value
ℓ(ω) := −2
2n∑
j=1
log(Gj(ω)) (2.6)
which is the length of a corresponding geodesic in the modular surface (see Section 3.2). For future
reference, we analogously define, for a given tuple a = (a1, . . . , an) ∈ Nn of any length,
ℓ(a) := −2
n∑
j=1
log(Gj [a1, a2, . . . , an]).
We then let
QG(T ) := {ω ∈ QG : ℓ(ω) ≤ T}. (T > 0)
The result of Pollicott [29, Theorem 3] states that for all f ∈ C([0, 1]), we have
lim
T→∞
1
|QG(T )|
∑
ω∈QG(T )
f(ω) =
∫
[0,1]
f dν; (2.7)
DISTRIBUTION OF THE PERIODIC POINTS OF THE FAREY MAP 5
and it then follows from Kelmer’s result [15, Lemma 17] that for all f ∈ C([0, 1]2),
lim
T→∞
1
|QG(T )|
∑
ω∈QG(T )
f(ω,−ω¯−1) =
∫
[0,1]2
f dν˜. (2.8)
2.3. The Farey map. The main goal of this paper is to formulate and prove results analogous to
(2.7) and (2.8) for the periodic points of the Farey map and its natural extension. The Farey map
F : [0, 1]→ [0, 1] is defined by
F (x) :=


x
1− x if 0 ≤ x ≤
1
2
1− x
x
if 12 < x ≤ 1.
The invariant measure for F that is absolutely continuous with respect to the Lebesgue measure is
the infinite measure µ given by
dµ :=
dx
x
.
The natural extension F˜ : [0, 1]2 → [0, 1]2 of F is defined by
F˜ (x, y) :=


(
x
1− x,
y
1 + y
)
if 0 ≤ x ≤ 12(
1− x
x
,
1
1 + y
)
if 12 < x ≤ 1,
and has infinite invariant measure µ˜ given by
dµ˜ :=
dx dy
(x+ y − xy)2 .
For future reference, we note that µ is the natural projection of µ˜ onto the first coordinate, i.e.,∫
[0,1]2
f(x) dµ˜(x, y) =
∫
[0,1]
f dµ. (f ∈ L1(µ)) (2.9)
The maps F and F˜ act on continued fractions according to
F ([a1, a2, . . .]) =

[a1 − 1, a2, . . .] if a1 ≥ 2[a2, a3, . . .] if a1 = 1;
F˜ ([a1, a2, . . .], [b1, b2, . . .]) =

([a1 − 1, a2, . . .], [b1 + 1, b2, . . .]) if a1 ≥ 2([a2, a3, . . .], [1, b1, b2, . . .]) if a1 = 1.
So, like G and G˜, the Farey map and its extension act as shifts on the continued fraction expansions
of its arguments, though in a slower manner, shifting a 1 in a digit instead of a whole digit at a
time. In fact, F is a slowdown of G as demonstrated by the equality
F ⌊x
−1⌋(x) = G(x). (x 6= 0)
Also, by [4, Theorem 1], G is isomorphic to the induced transformation FA : A → A of the Farey
map on A := [1/2, 1] = {[1, a1, a3, . . .] : aj ∈ N} defined by
FA(x) = F
nA(x)(x), where nA(x) = min{n ∈ N : Fn(x) ∈ A}.
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This can be easily seen from the equality
FA([1, a1, a2, . . .]) = [1, a2, a3, . . .].
Similarly, G˜ can be seen as isomorphic to the induced transformation F˜A˜ : A˜ → A˜ of F˜ on
A˜ = (0, 1] × (1/2, 1] defined by
F˜A˜(x) = F˜
n
A˜
(x)(x), where nA˜(x) = min{n ∈ N : F˜n(x) ∈ A˜}, (2.10)
from the equality
F˜A˜([a1, a2, . . .], [1, b1, b2, . . .]) = ([a2, a3, . . .], [1, a1, b1, b2, . . .]). (2.11)
In Section 3, we see how this relationship between G˜ and F˜ suggests to us how to enlarge the cross
section of Series in a way analogous to how one might enlarge the domain of G˜ to obtain a map
acting like F˜ .
Early studies of the Farey map include [6, 7] in the context of thermodynamics, and [11], where
the natural extension F˜ was also introduced, in examining mediant continued fraction convergents.
See also [4] for more details on the above properties of F and F˜ and their relationships to G and
G˜, in addition to continued fraction applications.
We have the following characterizations of the periodic points of F and F˜ which provide connec-
tions to those of G and G˜.
Proposition 2.1.
(i) A number x ∈ (0, 1] is a periodic point of F if and only if
x = [a1 − k, a2, . . . , an, a1],
for some aj ∈ N and k ∈ {0, . . . , a1 − 1}. In other words, the nonzero periodic points of F
are of the form F k(ω), where ω ∈ QG.
(ii) A point in [0, 1]2\{(0, 0)} is a periodic point of F˜ if and only if it is of the form
F˜ k([a1, a2, . . . , an], [1, an, an−1 . . . , a1]) = ([a1 − k, a2, a3, . . . , an, a1], 1 + k, an, an−1 . . . , a1])
for some aj ∈ N and k ∈ {0, . . . , a1− 1}. Equivalently, the nonzero periodic points of F˜ are
of the form F˜ k(x), where x is a periodic point of the induced map F˜A˜.
The proof of this proposition is elementary, and so is omitted. In short, these characterizations
follow in a straightforward manner from the fact that the intersection of A (A˜ respectively) with
any periodic orbit of F (F˜ respectively) must be a periodic orbit of FA (F˜A˜ respectively).
Notice that, analogous to the periodic points of G and G˜, there is a natural correspondence
[a1 − k, a2, . . . , an, a1]↔ ([a1 − k, a2, . . . , an, a1], [1 + k, an, . . . , a1])
between the periodic points of F and F˜ . We let QF be the set of all nonzero periodic points of F ,
and for a given ω ∈ QF , we let ω˜ ∈ [0, 1] be such that (ω, ω˜) is the periodic point of F˜ corresponding
to ω.
We extend the definition of the length function ℓ on QG to QF by letting
ℓ(F k(ω)) := ℓ(ω)
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for all ω ∈ QG and k ∈ N. We shall see that this definition follows naturally from the correspondence
between the primitive closed geodesics in the modular surface and the periodic points of the Farey
map which we develop in Section 3. Also, define the set
QF (T ) = {ω ∈ QF : ℓ(ω) ≤ T}.
We can now formulate our main theorem. It is best expressed in terms of proving the equidis-
tribution in [0, 1] of the weighted points in QF (T ) as T → ∞. For T > 0, we define the measure
mT on [0, 1] by the equality∫
[0,1]
f dmT :=
∑
ω∈QF (T )
ωf(ω)∑
ω∈QF (T )
ω
. (f ∈ C([0, 1]))
In other words, mT is the sum of the Dirac delta measures over the points ω ∈ QF (T ) with weight
ω, normalized to be a probability measure. Our main result is the following:
Theorem 2.2. For f ∈ C([0, 1]), we have
lim
T→∞
∫
[0,1]
f dmT =
∫ 1
0
f(x) dx.
In other words, the weighted set of periodic points of F given by the measure mT equidistributes
with respect to the Lebesgue measure on [0, 1].
Alternatively, one may view this theorem as saying that the unweighted periodic points of F
equidistribute according to the invariant measure µ. However, one must restrict the functions
over which equidistribution can be tested to those of the form x 7→ xf(x), with f ∈ C([0, 1]).
Additionally, one must maintain the normalizing factor
∑
ω∈QF (T )
ω; because µ has infinite measure,
normalizing by #QF (T ) would yield 0 in the limit. Indeed, we see below that the growth rate of∑
ω∈QF (T )
ω is commensurate with eT . However, the growth of #QF (T ) is given by
#QF (T ) =
1
4ζ(2)
TeT +
1
2ζ(2)
(
γ − 3
2
− ζ
′(2)
ζ(2)
)
eT +O(T 4e3T/4), (T →∞) (2.12)
where ζ is the Riemann zeta function and γ is Euler’s constant. This follows from the fact that
#QF (T ) =
∑
ω∈QG(T )
⌊ω−1⌋
(for each ω = [a1, . . . , an] ∈ QG(T ) there exist a1 = ⌊ω−1⌋ corresponding elements of QF (T )); and
in analyzing the growth of the number of products of the matrices ( 1 10 1 ) and (
1 0
1 1 ) with bounded
trace, Kallies et al. [12] provided an asymptotic expression for the sum on the right, giving the
main term in (2.12). The second term was extracted by Boca [3], who then obtained the error term
O(e(7/8+ǫ)T ). Ustinov [33] later analyzed the error term more carefully, and obtained that shown
in (2.12).
Remark 2.3. Results analogous to Theorem 2.2 formulated for certain maps t : [0, 1]→ [0, 1] that
are uniformly expanding as in, for example, [22], establish the equidistribution of the unweighted
periodic points {ω ∈ [0, 1] : tn(ω) = ω, log((tn)′(ω)) ≤ T} with respect to the absolutely continuous
probability measure of t.
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Similarly, the equidistribution of the periodic points of the Farey map following from [30] is
formulated for the unweighted set Q′F (T ) = {ω ∈ [0, 1] : Fn(ω) = ω, log((Fn)′(ω)) ≤ T}, though
any subset of [0, 1] over which equidistribution is tested must be of finite µ-measure. Specifically,
[30, Theorem 18.1] says that if B ⊆ [0, 1] such that µ(B) <∞ and m(∂B) = 0, then
#(Q′F (T ) ∩B) ∼
6µ(B)
π2
eT . (T →∞)
We obtain the very similar asymptotic formula (4.1) below. The difference in our results stems
primarily the fact that while ℓ(ω) = log((Fn)′(ω)) if n ∈ N is the least element such that Fn(ω) = ω
and F k(ω) is a periodic continued fraction of even period for some k, we have ℓ(ω) = 2 log((Fn)′(ω))
if F k(ω) is a periodic continued fraction of odd period for some k. Thus the periodic points of F
corresponding to odd continued fraction periods are given less weight in our situation (see Section
4.5).
Remark 2.4. If we define Q˜F (T ) to be the set of ω ∈ QF such that Fn(ω) = ω for some n ≤ T ,
then using the fact that F and the tent map t : [0, 1]→ [0, 1], t(x) = min{2x, 2−2x}, are conjugate
via the Minkowski question mark function ? [21, 16], it is straightforward to show that as T →∞,
Q˜F (T ) equidistributes with respect to the measure having distribution function ?. Indeed, ? maps
Q˜(T ) to the periodic points of t of period at most T , which can be easily shown to equidistribute
with respect to the Lebesgue measure. In fact, it is elementary to show that the periodic points
of t of period exactly T (T ∈ N) equidistribute, implying the corresponding equidistribution of the
points Q˜F (T )\
⋃
T ′<T Q˜F (T
′).
Using the correspondence between the periodic points of F and F˜ , we also obtain an analogous
equidistribution result for the periodic points of F˜ as a corollary of Theorem 2.2. Define the function
h : [0, 1]2 → R by h(x, y) = (x+ y − xy)2 and the measure m˜T on [0, 1]2 by∫
[0,1]2
f dm˜T :=
∑
ω∈QF (T )
h(ω, ω˜)f(ω, ω˜)∑
ω∈QF (T )
h(ω, ω˜)
. (f ∈ C([0, 1]2))
We then have the following:
Corollary 2.5. For all f ∈ C([0, 1]2),
lim
T→∞
∫
[0,1]2
f dm˜T =
∫ 1
0
∫ 1
0
f(x, y) dx dy,
that is, the weighted sequence of periodic points of F˜ given by m˜T equidistributes with respect to the
Lebesgue measure on [0, 1]2.
Proof. We begin by following the reasoning of [15, Lemma 17] and showing the asymptotic formula
lim
T→∞
∑
ω∈QF (T )
f(ω, ω˜)∑
ω∈QF (T )
ω
=
∫
[0,1]2
f dµ˜ (2.13)
for appropriate approximating functions f . We first verify (2.13) when f is an indicator function
1Ib×Ib′ , where b = (b1, . . . , bn) and b
′ = (b′1, . . . , b
′
n′) are any tuples and Ib = JbK and Ib′ = Jb
′K are
the sets defined in Section 2.1. First note that if B = b′1 + · · · + b′n′ , then 1Ib×Ib′ ◦ F˜B = 1Ib′′×[0,1],
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where
b′′ = (1, b′n, b
′
n−1, . . . , b
′
2, b
′
1 + b1 − 1, b2, b3, . . . , bn).
Also, since F˜ forms a bijection of {(ω, ω˜) : ω ∈ QF (T )}, we have∑
ω∈QF (T )
1Ib×Ib′ (ω, ω˜) =
∑
ω∈QF (T )
(1Ib×Ib′ ◦ F˜ j)(ω, ω˜)
for any j ∈ Z. Therefore, using Theorem 2.2, the equality (2.9), and the F˜ -invariance of µ˜, we have
lim
T→∞
∑
ω∈QF (T )
1Ib×Ib′ (ω, ω˜)∑
ω∈QF (T )
ω
= lim
T→∞
∑
ω∈QF (T )
(1Ib×Ib′ ◦ F˜B)(ω, ω˜)∑
ω∈QF (T )
ω
= lim
T→∞
∑
ω∈QF (T )
1Ib′′×[0,1](ω, ω˜)∑
ω∈QF (T )
ω
= lim
T→∞
∑
ω∈QF (T )
1Ib′′ (ω)∑
ω∈QF (T )
ω
=
∫
[0,1]
1Ib′′ dµ
=
∫
[0,1]2
1Ib′′×[0,1] dµ˜ =
∫
[0,1]2
1Ib′′×[0,1] ◦ F˜B dµ˜ =
∫
[0,1]2
1Ib×Ib′ dµ˜.
We thus have (2.13) for f of the form 1Ib×Ib′ .
Next, (2.13) can be easily verified when f(x, y) = x. Also, we see in Section 3.2 that the set
{(ω, ω˜) : ω ∈ QF (T )} is symmetric about the line x = y. As a result, (2.13) holds also when
f(x, y) = y.
We now have a sufficient set of approximating functions, so let f ∈ C([0, 1]2). By splitting f into
its positive and negative parts, we may assume without loss of generality that f ≥ 0. For a given
ǫ > 0, there exists a finite linear combination, which we denote by fǫ, of indicator functions of the
form 1Ib×Ib′ such that fǫ ≤ h · f and ∫
[0,1]2
(h · f − fǫ) dµ˜ < ǫ.
This is possible since the sets of the form Ib × Ib′ generate the Borel σ-algebra of [0, 1]2 and∫
[0,1]2
h · f dµ˜ =
∫ 1
0
∫ 1
0
f(x, y) dx dy <∞.
We then have
lim inf
T→∞
∑
ω∈QF (T )
h(ω, ω˜)f(ω, ω˜)∑
ω∈QF (T )
ω
≥ lim
T→∞
∑
ω∈QF (T )
fǫ(ω, ω˜)∑
ω∈QF (T )
ω
=
∫
[0,1]2
fǫ dµ˜
≥
∫
[0,1]2
h · f dµ˜ − ǫ.
Letting ǫ→ 0 yields
lim inf
T→∞
∑
ω∈QF (T )
h(ω, ω˜)f(ω, ω˜)∑
ω∈QF (T )
ω
≥
∫
[0,1]2
h · f dµ˜. (2.14)
Now notice that h(x, y) · f(x, y) ≤ H(x, y) := ‖f‖∞(x+ y) for (x, y) ∈ [0, 1]2. Repeating the above
process used to produce the inequality (2.14), while replacing the function h · f with H − h · f , we
find that
lim inf
T→∞
∑
ω∈QF (T )
(H − h · f)(ω, ω˜)∑
ω∈QF (T )
ω
≥
∫
[0,1]2
(H − h · f) dµ˜.
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Since (2.13) is satisfied when f is replaced by H, we can cancel the H in the above inequality to
get
lim sup
T→∞
∑
ω∈QF (T )
h(ω, ω˜)f(ω, ω˜)∑
ω∈QF (T )
ω
≤
∫ 1
0
∫ 1
0
f(x, y) dx dy,
and thus
lim
T→∞
∑
ω∈QF (T )
h(ω, ω˜)f(ω, ω˜)∑
ω∈QF (T )
ω
=
∫ 1
0
∫ 1
0
f(x, y) dx dy.
Dividing this equality by the same equality, with f replaced by the constant function 1, yields the
result. 
In an analogous manner to Theorem 2.2, one can view Corollary 2.5 as the equidistribution of
the unweighted periodic points of F˜ according to the measure µ˜. As before, one must restrict the
functions over which to test the equidistribution and maintain the normalization
∑
ω∈QF (T )
h(ω, ω˜).
The appendix shows how the analysis of the number of products of ( 1 10 1 ) and (
1 0
1 1 ) with bounded
trace alluded to above can be used to obtain unweighted variations of Theorem 2.2 and Corollary
2.5 which have error terms.
3. Geodesics in the modular surface and the Farey map
3.1. The modular surface and the geodesic flow. Let H = {x + iy : x, y ∈ R, y > 0} denote
the upper half of the complex plane equipped with the hyperbolic metric ds2 = (dx2+dy2)/y2. The
geodesics in H with this metric are vertical lines and the semicircles centered on the real line. The
group PSL2(R) acts isometrically on H by linear fractional transformation. The modular surface
is the quotient space M := PSL2(Z)\H, whose geodesics are naturally projected from those of H.
Let T1H and T1M be the unit tangent bundles of the upper half plane and modular surface,
respectively. Then let gt : T1H → T1H denote the geodesic flow on T1H so that for (z, v) ∈ T1H,
gt(z, v) is the tangent vector obtained by starting at the base point z, and moving a distance t
along the geodesic tangent to the vector (z, v). Let {gt : t ∈ R} also be defined on T1M by natural
projection. Next, define the coordinates (x, y, θ) on T1H (and, locally, on T1M by projection)
corresponding to the vector with base point x + iy and at an angle θ counterclockwise from the
vertical vector. Then the g·-invariant Liouville measure λ given by dλ := dx dy dθ/y
2 is obtained
by importing the Haar measure on PSL2(R) to T1H via the natural identification
γ 7→ γ(i, v0) = (γ(i), γ′(i)v0) : PSL2(R) ∼−→ T1H, (3.1)
where v0 is the upward-pointing vector at i. The measure λ naturally descends to T1M. Note also
that under the above identification, the geodesic flow gt corresponds to right multiplication by(
et/2 0
0 e−t/2
)
.
We can use the alternative coordinates (α, β, t) ∈ R3 on T1H, which correspond to the point
(z, v) ∈ T1H such that α = α(z, v) := limt→−∞ gt(z, v) is the endpoint of the geodesic g(z,v) :=
{gs(z, v) : s ∈ R} approached by (z, v) under the geodesic flow in the backward direction, β =
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β(z, v) := limt→∞ gt(z, v) is the endpoint of g(z,v) approached under the flow in the forward direc-
tion, and t = t(z, v) is such that g−t(z,v)(z, v) is the apex of g(z,v). With respect to these coordinates,
the Liouville measure is
dλ =
dα dβ dt
(β − α)2 .
3.2. The cross section of Series and G˜. The cross section of the geodesic flow considered by
Series [31] is
X = {(z, v) ∈ T1M : 0 < |α(z, v)| ≤ 1, |β(z, v)| ≥ 1, z ∈ iR}.
If β(z, v) 6= ±1, then the geodesic flow returns (z, v) to X. So the first return map P for X defined
by
P (z, v) := gr(z,v)(z, v), where r(z, v) := min{s > 0 : gs(z, v) ∈ X},
is well defined on X∗ := {(z, v) ∈ X : |β(z, v)| > 1}. (Note that X∗ is of full measure in X with
respect to the measure dα dβ/(β − α)2 induced on X by λ.) Using the correspondence between
the continued fraction expansions of α(z, v) and β(z, v) and the cutting sequence of the geodesic
g(z,v), Series proved that G˜ is a factor of P . Specifically, if we parameterize X by the coordinates
(U, V, ǫ) ∈ (0, 1]2 × {±1}, where U = |β|−1, V = |α|, and ǫ = sign(β), and abuse notation by
identifying X with (0, 1]2 × {±1}, then
P (U, V, ǫ) = (G˜(U, V ),−ǫ).
(Here we must also assume that U−1 /∈ Z.) So if we define πX : X → (0, 1]2 by πX(U, V, ǫ) = (U, V ),
then we have the commutative diagram
X∗
πX

P
// X
πX

[0, 1]2
G˜
// [0, 1]2
which expresses G˜ as a factor of P .
The cross section X also allows us to see that there is a one-to-one correspondence between the
closed geodesics in T1M and periodic orbits of the return map P . Indeed, a closed geodesic is
simply the g·-orbit in T1M of one of points in a periodic orbit of P . A given periodic orbit of P is
of the form
{(G˜j([a1, a2, . . . , a2n], [a2n, a2n−1, . . . , a1]),±(−1)j) : j = 1, . . . , 2n}, (3.2)
where 2n is the minimal even period length of [a1, a2, . . . , a2n]. It follows from [31, Section 3.2] that
the length of the geodesic corresponding to the orbit (3.2) is
−2
2n∑
j=1
log(Gj([a1, a2, . . . , a2n])),
which inspired the definition (2.6) in [29]. Here, we wish to note that the closed geodesics corre-
sponding to the orbits
{(G˜j([a1, a2, . . . , a2n], [a2n, a2n−1, . . . , a1]),±(−1)j) : j = 1, . . . , 2n}, and
12 BYRON HEERSINK
{(G˜j([a2n, a2n−1, . . . , a1], [a1, a2, . . . , a2n]),±(−1)j) : j = 1, . . . , 2n}
are permuted by the symmetry (z, v) 7→ (z,−v) on T1M. Indeed, the first orbit corresponds to the
geodesic tangent to the element (z, v) ∈ T1M with
β(z, v) = ±[a1; a2, . . . , a2n] and α(z, v) = ∓[a2n, a2n−1, . . . , a1],
whereas the second orbit corresponds to the geodesic tangent to the element (z′, v′) ∈ T1M such
that z′ ∈ iR,
β(z′, v′) = ±[a2n; a2n−1, . . . , a1], and α(z′, v′) = ∓[a1, a2, . . . , a2n].
Acting by the matrix
(
0 −1
1 0
) ∈ PSL2(Z), we see that this geodesic is the same as that tangent to
(z′′, v′′) ∈ T1H, where z′′ = −(z′)−1,
β(z′′, v′′) = ∓[a2n, a2n−1, . . . , a1], and α(z′, v′) = ±[a1; a2, . . . , a2n].
In other words, we have (z′′, v′′) = (z,−v). Hence the two geodesics are the same length, i.e.,
ℓ([a1, a2, . . . , a2n]) = ℓ([a2n, a2n−1, . . . , a1]). (3.3)
3.3. A new cross section for F˜ . We now seek to find a cross section analogous to X whose
return map under the geodesic flow is a double cover of F˜ . The fact that G˜ is isomorphic to the
induced map (2.10) hints that we should seek to expand the range of the parameter V with respect
to the coordinates (U, V, ǫ), or the range of α with respect to the coordinates (α, β). In fact, we
define our new cross section X¯ by
X¯ := {(z, v) ∈ T1M : α(z, v) 6= 0, |β(z, v)| ≥ 1, z ∈ iR};
so we have just removed the restriction |α| ≤ 1 from the endpoint α of the geodesic determined by
(z, v). One can also see that X¯ is simply all the nonvertical tangent vectors with base point on the
positive imaginary axis. We can parameterize X¯ by the coordinates (U,W, ǫ) ∈ (0, 1]×(0, 1)×{±1},
where W = (1 + |α|)−1, and as before, U¯ = |β|−1 and ǫ = sign(β). (We again abuse notation by
identifying X¯ with (0, 1] × (0, 1) × {±1}.) Our definition of the coordinate W follows from the
equality (2.11), which motivates us to change the second coordinates of our points in X according
to the map
[b1, b2, . . .] 7→ [1, b1, b2, . . .].
Now let P¯ : X¯∗ → X¯ be the first return map
P¯ (z, v) := gr¯(z,v)(z, v), where r¯(z, v) := min{s > 0 : gs(z, v) ∈ X¯},
where X¯∗ = (0, 1)2 × {±1} is the set of points in X¯ on which P¯ is defined. Our main goal of this
section is to prove the following:
Theorem 3.1. The natural extension of the Farey map F˜ is a factor of the return map P¯ . Specif-
ically, we have
P¯ (U,W, ǫ) =

(F˜ (U,W ), ǫ) if 0 < U ≤
1
2
(F˜ (U,W ),−ǫ) if 12 < U < 1
(3.4)
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Farey tessellation
(z, v)
(z′, v′)(z′′, v′′)
α βα− 1 β − 1−1 0 1 2
Figure 1. The case U ≤ 1/2
so that if π¯X¯ : X → [0, 1]2 is defined by π¯X¯(U,W, ǫ) = (U,W ), we have the following commutative
diagram:
X¯∗
π¯X¯

P¯
// X¯
π¯X¯

[0, 1]2
F˜
// [0, 1]2
Also, the first return time function r¯ is given by
r¯(U,W, ǫ) = −1
2
log((1− U)(1 −W )). (3.5)
Proof. To begin, it is helpful to note that the set of base points of the vectors lifted from X¯ to T1H
lie on the PSL2(Z) translates of the positive imaginary axis, which make up the Farey tesselation.
Each of these translates is either a vertical geodesic with integer real part, or a semicircle connecting
rational numbers p/q < p′/q′ satisfying p′q−pq′ = 1. This is easy to see by evaluating limt→0,∞ γ(it)
for γ ∈ PSL2(Z). The important thing to note is that all of the nonvertical translates lie below the
semicircles connecting adjacent integers. Part of the Farey tessellation is depicted in Figures 1 and
2.
Now let (z, v) ∈ X¯∗, which we identify with its coordinates (U,W, ǫ) ∈ (0, 1)2×{±1}, and assume
for simplicity that ǫ = 1. (The argument for ǫ = −1 mirrors the following.) Let U = [a1, a2, . . .]
and W = [b1, b2, . . .], either of which may terminate. We first consider the case when U ∈ (0, 1/2],
and hence a1 ≥ 2. Then the geodesic g(z,v) has endpoints β = β(z, v) = U−1 = [a1; a2, . . .]
and α = α(z, v) = −(V −1 − 1) = −[b1 − 1; b2, . . .]. Since β > 1, the first point in X¯ that
(z, v) encounters under the geodesic flow is the point (z′, v′), where Re(z′) = 1. The matrix(
1 −1
0 1
) ∈ PSL2(Z) identifies (z′, v′) with the point (z′′, v′′), where β(z′′, v′′) = β−1 = [a1−1; a2, . . .]
and α(z′′, v′′) = α− 1 = −[b1; b2, . . .]. (See Figure 1.) The (U,W, ǫ) coordinates of this element are
U ′′ = [a1 − 1, a2, . . .], W ′′ = [b1 + 1, b2, b3, . . .], and ǫ′′ = 1. Thus (3.4) holds for U ∈ (0, 1/2].
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Farey tessellation
(z, v)
(z′, v′)
(z′′, v′′)
α β−1
α−1
−1
β−1
−1 0 1 2
Figure 2. The case U > 1/2
Next, consider the case when U ∈ (1/2, 1), i.e., a1 = 1. As above, the corresponding geodesic
g(z,v) has endpoints β = [a1; a2, . . .] and α = −[b1− 1; b2, . . .]. Similar to the previous case, the first
point in X¯ that (z, v) passes through under the geodesic flow is the point (z′, v′), where Re(z′) = 1.
However, since β(z, v) = [1; a2, . . .] < 2, we must use the matrix
(
0 −1
1 −1
) ∈ PSL2(Z) to identify
(z′, v′) with the point (z′′, v′′) satisfying
β(z′′, v′′) =
−1
β − 1 =
−1
[1; a2, a3, . . .]− 1 = −[a2; a3, a4, . . .] and
α(z′′, v′′) =
−1
α− 1 =
−1
−[b1 − 1; b2, b3, . . .]− 1 = [b1, b2, b3, . . .].
(See Figure 2.) The (U,W, ǫ) coordinates of (z′′, v′′) are U ′′ = [a2, a3, . . .], W
′′ = [1, b1, b2, . . .], and
ǫ′′ = −1, which shows (3.4) for U ∈ (1/2, 1). This proves that F˜ is a factor of P¯ .
We now outline the calculation of the return time function r¯. As above, let (z, v) ∈ X¯∗ with
coordinates (U, V, ǫ) ∈ (0, 1)2 × {±1}, and again assume that ǫ = 1, since the case ǫ = −1 is a
mirror image. Also, let z = iy for y ∈ R, y > 0, and θ ∈ (0, π) be the angle v makes with the
upward-pointing vector in the counterclockwise direction. Then under the identification (3.1), (z, v)
is identified with (
y1/2 0
0 y−1/2
)(
cos θ2 − sin θ2
sin θ2 cos
θ
2
)
.
By the previous part of the proof, r¯(U, V, ǫ) is the constant t > 0 such that the base point of
gt(z, v) = (M(i),M
′(i)v0), where
M =
(
y1/2 0
0 y−1/2
)(
cos θ2 − sin θ2
sin θ2 cos
θ
2
)(
et/2 0
0 e−t/2
)
,
has real part equal to 1. By a straightforward calculation, this implies that
r¯(U, V, ǫ) =
1
2
log
(
y sin(θ/2) cos(θ/2) + cos2(θ/2)
y sin(θ/2) cos(θ/2)− sin2(θ/2)
)
.
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Then, using the fact that U = y−1 tan θ2 and W =
1
1+y tan(θ/2) , one can easily deduce (3.5). 
Remark 3.2. See [1, Section 7] for a different way of relating the Farey map to a cross section of
the geodesic flow in T 1M.
Hence, we can see how a given periodic orbit{
P¯ j([a1, a2, . . . , a2n], [1, a2n, a2n−1, . . . , a1],±1) : j = 1, . . . ,
2n∑
k=1
ak
}
(3.6)
of P¯ naturally includes the periodic orbit (3.2) of P , and so corresponds to the same closed geodesic.
We therefore extend our definition of the length function ℓ to the periodic points of F so that for
all k ∈ N, ℓ(F k([a1, . . . , a2n])) is the length of the closed geodesic given by the g·-orbit of any point
in (3.6), i.e.,
ℓ(F k([a1, . . . , a2n])) = −2
2n∑
j=1
log(Gj([a1, . . . , a2n])).
We note here that if τ = [a1, . . . , a2n] has minimal even period length 2n and k ∈ {0, . . . , a1 − 1},
then defining ω = F k(τ), we have
ℓ(ω˜) = ℓ([1 + k, a2n, a2n−1, . . . , a1]) = ℓ(F
a1−1−k([a1, a2n, a2n−1, . . . , a2]))
= ℓ([a1, a2n, a2n−1, . . . , a2]) = ℓ([a2n, a2n−1, . . . , a1]) = ℓ([a1, a2, . . . , a2n]) = ℓ(ω),
where we used (3.3) for the penultimate equality. This shows that for any T > 0, the set {(ω, ω˜) :
ω ∈ QF (T )} is symmetric about the line x = y, a fact we used in the proof of Corollary 2.5.
To conclude this section, we notice that the measure dα dβ/(β−α)2 on X¯ induced by the Liouville
measure is, in the coordinates (U,W ) (with ǫ fixed as 1 or −1),
−d(U
−1) d(−(W−1 − 1))
(U−1 + (W−1 − 1))2 =
dU dW
(U +W − UW )2 .
Thus the Liouville measure naturally induces the invariant measure µ˜ of F˜ on [0, 1]2.
4. Proof of equidistribution
We now set out to prove Theorem 2.2. The result follows directly from the following asymptotic
formula we aim to show, and which holds for all f ∈ C([0, 1]):
∑
ω∈QF (T )
ωf(ω) ∼
(
3
π2
∫ 1
0
f(x) dx
)
eT . (T →∞) (4.1)
Here and following, we write f(x) ∼ g(x) as x → ∞ to mean that f(x)/g(x) approaches 1 as
x→∞. We also use the notation f(x) = O(g(x)), or equivalenty, f(x)≪ g(x), as x→∞ for when
there exist M,N > 0 such that |f(x)| ≤ Mg(x) for all x ≥ N . The expression f(x) = Oc(g(x)),
or equivalently f(x) ≪c g(x), means the same thing, though in this case the constants M and N
depend on c. In Section 4.1, we reduce the proof of (4.1) to showing a similar asymptotic formula
for sums of certain analytic functions over the periodic points of the Gauss map. From that point
we adapt the work of Pollicott [29] on a Ruelle-Perron-Frobenius operator of the Gauss map. We
introduce this operator in Section 4.2 and establish its nuclearity and analyticity with respect to
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certain parameters in Section 4.3. Then in Section 4.4, we utilize the Fredholm determinants of
the operator to construct a certain η function which is the Laplace transform of an approximation
S˜f to a sum of the form
Sf (T ) :=
∑
ω∈QG(T )
f(ω).
We then calculate the residue of a pole of the η function and apply the Wiener-Ikehara Tauberian
theorem to determine the asymptotic growth rate of S˜f . We conclude the proof in Section 4.5 by
showing that S˜f is in fact asymptotically equivalent to Sf , which uses a fact due to Kelmer [15,
Theorem 3] that the sum of f over the odd periodic continued fractions grows asymptotically slower
than that over the even.
4.1. Reduction to equidistribution of QG(T ). First, let f ∈ C([0, 1]), and assume without
loss of generality that f is real valued and nonnegative. Then let g : [0, 1] → R be defined by
g(x) = xf(x). Notice that for any T > 0, we have
∑
ω∈QF (T )
ωf(ω) =
∑
[a1,...,a2n]∈QG(T )
a1−1∑
k=0
g([a1 − k, a2, . . . , a2n, a1]) =
∑
ω∈QG(T )
⌊ω−1⌋−1∑
k=0
(g ◦ F k)(ω).
So understanding the sum of g over QF (T ) is equivalent to understanding the sum of the function
g¯ : (0, 1] → R defined by
g¯(x) =
⌊x−1⌋−1∑
k=0
(g ◦ F k)(x)
over QG(T ). A straightforward calculation reveals that∫
[0,1]
g¯ dν =
1
log 2
∫ 1
0
f(x) dx.
Thus the asymptotic formula (4.1) is equivalent to
∑
ω∈QG(T )
g¯(ω) ∼
(
3 log 2
π2
∫
[0,1]
g¯ dν
)
eT . (T →∞)
If g¯ had an extension to a function in C([0, 1]), this asymptotic formula would follow from the work
of Pollicott. However, in general, g¯(x) has discontinuities at the points x ∈ {n−1 : n ∈ N, n ≥ 2}
and can grow without bound as x→ 0+, and we must take these facts into account. On the other
hand, the following lemma essentially shows that we can assume that g¯ is an analytic function of
a particular form.
Lemma 4.1. The function g¯(x) =
∑⌊x−1⌋
k=0 (g ◦ F k)(x) can be approximated arbitrarily closely in
L1(ν) from above and below by functions of the form p(x) = p1(x)(1− log x), where p1 is a polyno-
mial.
Proof. By the bounds (2 log 2)−1 ≤ dν/dm ≤ (log 2)−1 on the Radon-Nikodym derivative dν/dm =
((1+x) log 2)−1, it suffices to prove the approximation in the L1 norm with respect to the Lebesgue
measure. It is clear that g¯(x) := g¯(x)1−log x is uniformly bounded on (0, 1], and it is also continuous
except possibly at the points {n−1 : n ∈ N, n ≥ 2}, where there could be jump discontinuities. For
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any ǫ > 0, one can clearly find continuous functions h1,ǫ, h2,ǫ : [0, 1] → R such that h1,ǫ ≤ g¯ ≤ h2,ǫ,
‖h1,ǫ‖∞, ‖h2,ǫ‖∞ ≤ ‖g¯‖∞,∫ 1
0
(g¯(x) − h1,ǫ(x)) dx ≤ ǫ, and
∫ 1
0
(h2,ǫ(x)− g¯(x)) dx ≤ ǫ.
Then by the Stone-Weierstrass theorem, there exist polynomials p1,ǫ, p2,ǫ such that h1,ǫ(x) − ǫ ≤
p1,ǫ(x) ≤ h1,ǫ(x) and h2,ǫ(x) ≤ p2,ǫ(x) ≤ h2,ǫ(x) + ǫ for x ∈ [0, 1]. We then have∫ 1
0
[g¯(x)− p1,ǫ(x)(1 − log x)] dx =
∫ 1
0
(g¯(x)− p1,ǫ(x))(1 − log x) dx
=
∫ 1
0
(g¯(x) − h1,ǫ(x))(1 − log x) dx+
∫ 1
0
(h1,ǫ(x)− p1,ǫ(x))(1 − log x) dx
≤
∫ ǫ
0
2‖g¯‖∞(1− log x) dx+ (1 + log ǫ−1)
∫ 1
ǫ
(g¯(x) − h1,ǫ(x)) dx +
∫ 1
0
(1− log x) dx
≤ 2‖g¯‖∞ǫ(2− log ǫ) + ǫ(1 + log ǫ−1) + 2ǫ.
The last expression above approaches 0 as ǫ→ 0. Thus, we can conclude that g¯(x) can be approx-
imated arbitrarily closely in L1 from below by functions of the desired form. Similarly, using p2,ǫ,
one can show the approximation of g¯(x) by such functions from above. 
By this approximation result, we have reduced the proof to showing that
Sf (T ) =
∑
ω∈QG(T )
f(ω) ∼
(
3 log 2
π2
∫
[0,1]
f dν
)
eT . (T →∞)
for functions f : (0, 1]→ R of the form f(x) = p(x)(1− log x) where p is a polynomial.
4.2. The Ruelle-Perron-Frobenius operator. We now begin following [29], as well as [5] and
[15], in proving the above growth rate by analyzing a Ruelle-Perron-Frobenius operator of the Gauss
map. For r > 0, let Dr = {z ∈ C : |z−1| < r} andDr the closure of Dr, and let a, b ∈ R be any fixed
constants satisfying 1 < a < b < 3/2. The Ruelle-Perron-Frobenius operator we define below acts
on the disk algebra, which we denote by A and view as the set of continuous functions on Da which
are analytic in Da, equipped with the supremum norm ‖ · ‖∞. Let f be a complex-valued function
of the form f(z) = f1(z)(1 − log z), where log z is the principal branch of the logarithm and f1 is
analytic in an open neighborhood of D1 and real valued and positive on [0, 1]. Then f is analytic
in an open neighborhood of D1\{0}, and letting K = ‖f1‖∞(1+π), we have |f(z)| ≤ K(1− log |z|)
for all z ∈ D1\{0}. Then letting χs,ω(z) := z2seωf(z) for s, ω ∈ C (the 2s power coming from the
principle branch of the logarithm), we define the Ruelle-Perron-Frobenius operator Ls,ω : A → A
by
(Ls,ωg)(z) =
∞∑
n=1
g
(
1
z + n
)
χs,ω
(
1
z + n
)
.
Letting also U := {(s, ω) ∈ C2 : Re(s) > (1 + K|ω|)/2}, we see that Ls,ω is a well-defined and
bounded operator for (s, ω) ∈ U (with s = σ + it for σ, t ∈ R) by the calculation
∞∑
n=1
∣∣∣∣g
(
1
z + n
)
χs,ω
(
1
z + n
)∣∣∣∣ ≤ ‖g‖∞
∞∑
n=1
∣∣∣∣ 1(z + n)2s
∣∣∣∣ ∣∣∣eωf((z+n)−1)∣∣∣
18 BYRON HEERSINK
≤ ‖g‖∞
∞∑
n=1
(
e2πt
|z + n|2σ
)(
eK|ω||z + n|K|ω|
)
≤ ‖g‖∞
∞∑
n=1
e2πt+K|ω|
(n− 12)2σ−K|ω|
. (4.2)
4.3. Ls,ω is nuclear of order 0 and analytic. We now closely follow the arguments of Faivre
[5] to show that for (s, ω) ∈ U , Ls,ω is a nuclear operator of order 0, and is analytic in (s, ω). We
begin with nuclearity.
For a given ǫ > 0, we wish to find a sequence {Λj ⊗ ej}∞j=0 ⊆ A∗ ⊗ A such that
Ls,ω =
∞∑
j=0
Λj ⊗ ej , and
∞∑
j=0
‖Λj‖ǫ‖ej‖ǫ∞ <∞,
where Λj ⊗ ej is defined as an operator on A by ((Λj ⊗ ej)g)(z) = (Λjg)ej(z). Assume (s, ω) ∈ U
so that σ > 1+K|ω|2 , fix g ∈ A, and for each n ∈ N let
(Ln,s,ωg)(z) := hg,n,s,ω(z) := g
(
1
z + n
)
χs,ω
(
1
z + n
)
.
It is easy to see that hg,n,s,ω is an analytic function on D3/2, and so for z ∈ Da ⊆ Db,
hg,n,s,ω(z) =
∞∑
j=0
h
(j)
g,n,s,ω(1)
j!
(z − 1)j .
Define the element Λn,j,s,ω ∈ A∗ by
Λn,j,s,ωg :=
h
(j)
g,n,s,ω(1)
j!
=
1
2πi
∫
|ζ−1|=b
hg,n,s,ω(ζ)
(ζ − 1)j+1 dζ;
the latter equality follows from Cauchy’s formula. Also define ej ∈ A by ej(z) = (z − 1)j so that
hg,n,s,ω =
∞∑
j=0
(Λn,j,s,ωg)ej .
By the calculation (4.2), we have
‖hg,n,s,ω‖∞ ≤ ‖g‖∞e
2πt+K|ω|
(n− 12)2σ−K|ω|
,
and therefore
|Λn,j,s,ωg| ≤ ‖hg,n,s,ω‖∞
2π
∫
|ζ−1|=b
1
|ζ − 1|j+1 |dζ| =
‖g‖∞e2πt+K|ω|
bj(n− 12)2σ−K|ω|
.
This implies that
∞∑
n=1
‖Λn,j,s,ω‖ ≤
∞∑
n=1
e2πt+K|ω|
bj(n− 12 )2σ−K|ω|
,
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which is a finite quantity, and we denote its product with bj by κ(s, ω). Hence
Λj,s,ω :=
∞∑
n=1
Λn,j,s,ω
is a well defined element of A∗.
Next, notice that
∞∑
j=0
∞∑
n=1
‖Λn,j,s,ω‖‖ej‖∞ ≤
∞∑
j=0
∞∑
n=1
e2πt+K|ω|
bj(n− 12 )2σ−K|ω|
aj = κ(s, ω)
∞∑
j=0
(a
b
)j
=
κ(s, ω)
1− (a/b) <∞.
As a result, we have
Ls,ω =
∞∑
n=1
Ln,s,ω =
∞∑
n=1
∞∑
j=0
Λn,j,s,ω ⊗ ej =
∞∑
j=0
Λj,s,ω ⊗ ej .
Finally, note that for all ǫ > 0,
∞∑
j=0
‖Λj,s,ω‖ǫ‖ej‖ǫ∞ ≤
∞∑
j=0
κ(s, ω)ǫ
bǫj
aǫj =
κ(s, ω)ǫ
1− (a/b)ǫ <∞.
This completes the proof that Ls,ω is nuclear of order 0.
We now prove the analyticity of Ls,ω, that is, that (s, ω) 7→ Ls,ω is analytic as a map from U to
the order ǫ nuclear operators on A for any ǫ > 0. We only show the proof for the analyticity with
respect to s since the proof for ω is essentially the same. Throughout, we fix (s0, ω0) ∈ U at which
we prove the differentiability of Ls,ω0 with respect to s. Also, let s0 = σ0 + it0 for σ0, t0 ∈ R.
For our first step, we fix n, j ∈ N∪{0} with n ≥ 1, and show that (s, ω) 7→ Λn,j,s,ω is differentiable
(as a map from U to A∗) at (s0, ω0) with respect to s. Define the element Θn,j,s,ω ∈ A∗ by
Θn,j,s,ωg =
1
2πi
∫
|ζ−1|=b
−2hg,n,s,ω(ζ) log(ζ + n)
(ζ − 1)j+1 dζ.
We aim to show that Θn,j,s,ω =
∂
∂sΛn,j,s,ω. For (s, ω0) ∈ U and g ∈ A, we have∣∣∣∣
(
Λn,j,s,ω0 − Λn,j,s0,ω0
s− s0 −Θn,j,s0,ω0
)
g
∣∣∣∣
=
∣∣∣∣∣∣∣
1
2πi
∫
|ζ−1|=b
g((ζ + n)−1)eω0f((ζ+n)
−1)
(ζ − 1)j+1(ζ + n)2s0
(
(ζ + n)−2(s−s0) − 1
s− s0 + 2 log(ζ + n)
)
dζ
∣∣∣∣∣∣∣ . (4.3)
Notice that for a function ψ that is analytic in an open neighborhood N of 0, and for h ∈ C such
that the straight line segment [0, h] connecting 0 and h is in N , we have
|ψ(h) − ψ(0) − hψ′(0)| =
∣∣∣∣∣
∫
[0,h]
ψ(u) du − hψ′(0)
∣∣∣∣∣ =
∣∣∣∣∣
∫
[0,h]
(ψ′(u)− ψ′(0))du
∣∣∣∣∣
=
∣∣∣∣∣
∫
[0,h]
ψ′(u)− ψ′(0)
u
u du
∣∣∣∣∣ ≤
∫
[0,h]
max
u′∈[0,u]
|ψ′′(u′)||u||du|
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≤
(
max
u∈[0,h]
|ψ′′(u)|
)∫ |h|
0
x dx =
|h|2
2
max
u∈[0,h]
|ψ′′(u)|. (4.4)
This implies that∣∣∣∣∣(ζ + n)
−2(s−s0) − 1
s− s0 + 2 log(ζ + n)
∣∣∣∣∣ ≤ |s− s0|2 maxu∈[0,s−s0]
∣∣∣∣4(log(ζ + n))2(ζ + n)2u
∣∣∣∣
≤ 2|s− s0|(π + log(n + 1 + b))2e2π| Im(s−s0)|(n+ 1 + b)2|Re(s−s0)|.
Hence, (4.3) is at most
2(π + log(n+ 1 + b))2e2π(t0+| Im(s−s0)|)+K|ω0|(n+ 1 + b)2|Re(s−s0)|
bj(n− 12)2σ0−K|ω0|
|s− s0|‖g‖∞.
For ease of notation, we let ∆n(s, ω, s0, ω0) > 0 be the constant such that the bound above equals
∆n(s, ω, s0, ω0)b
−j |s− s0|‖g‖∞. Then∥∥∥∥Λn,j,s,ω0 − Λn,j,s0,ω0s− s0 −Θn,j,s0,ω0
∥∥∥∥ ≤ ∆n(s, ω, s0, ω0)bj |s− s0|,
which approaches 0 as s→ s0. This proves that Θn,j,s,ω = ∂∂sΛn,j,s,ω.
Next, notice that
∞∑
n=1
‖Θn,j,s,ω‖ ≤
∞∑
n=1
e2πt+K|ω|2(π + log(n + 1 + b))
bj(n− 12)2σ−K|ω|
,
which is finite for (s, ω) ∈ U ; and hence
Θj,s,ω :=
∞∑
n=1
Θn,j,s,ω
is a well defined element of A∗ for all j ∈ N ∪ {0}. We then have∥∥∥∥Λj,s,ω0 − Λj,s0,ω0s− s0 −Θj,s0,ω0
∥∥∥∥ ≤
∞∑
n=1
∆n(s, ω, s0, ω0)
bj
|s− s0|,
which is finite as long as s is close enough to s0 so that 2σ0 −K|ω0| − 2|Re(s − s0)| > 1. Such s
comprise an open neighborhood of s0 since 2σ0 −K|ω0| > 1. It is thus clear that as s → s0, the
left side above approaches 0. This proves that ∂∂sΛj,s,ω exists and equals Θj,s,ω.
Next fix ǫ > 0. Then notice that
∞∑
j=0
‖Θj,s,ω‖ǫ‖ej‖ǫ ≤
∞∑
j=0
(
∞∑
n=1
e2πt+K|ω|2(π + log(n+ 1 + b))
bj(n− 12)2σ−K|ω|
)ǫ
ajǫ
=
(
∞∑
n=1
e2πt+K|ω|2(π + log(n+ 1 + b))
(n− 12)2σ−K|ω|
)ǫ
1
1− (a/b)ǫ <∞,
for (s, ω) ∈ U , implying that
Θs,ω :=
∞∑
j=0
Θj,s,ω ⊗ ej
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is a nuclear operator of order ǫ. We also have
∞∑
j=0
∥∥∥∥Λj,s,ω0 − Λj,s0,ω0s− s0 −Θj,s0,ω0
∥∥∥∥
ǫ
‖ej‖ǫ ≤
∞∑
j=0
(
∞∑
n=1
∆n(s, ω, s0, ω0)
bj
|s− s0|
)ǫ
ajǫ,
=
|s− s0|ǫ
1− (a/b)ǫ
(
∞∑
n=1
∆n(s, ω, s0, ω0)
)ǫ
,
which again is finite as long as 2σ0 −K|ω0| − 2|Re(s− s0)| > 1, and approaches 0 as s→ s0. This
means that
Ls,ω0 − Ls0,ω0
s− s0 −Θs0,ω0 =
∞∑
j=0
(
Λj,s,ω0 − Λj,s0,ω0
s− s0 −Θj,s0,ω0
)
⊗ ej
approaches 0 in the norm on order ǫ nuclear operators. This completes the proof that (s, ω) 7→ Ls,ω
is analytic with respect to s as a map to the order ǫ nuclear operators (∀ǫ > 0) and ∂∂sLs,ω = Θs,ω.
As mentioned above, one can similarly prove that Ls,ω is analytic with respect to ω as well.
4.4. The η-function. By the work of Grothendieck [8, 9] on the theory of Fredholm determinants
of nuclear operators on Banach spaces, the functions
Z±(s, ω) := det(I ± Ls,ω) =
∏
λs,ω∈spec(Ls,ω)
(1± λs,ω),
where spec(Ls,ω) is the set of eigenvalues of Ls,ω (counted with multiplicity), are well-defined
and analytic on U . Furthermore, the product over the eigenvalues converges absolutely. By [5,
Proposition 3.4.], if Re(s) > 1 or s = 1 + it with t ∈ R\{0}, then the spectral radius of Ls,0 is less
than 1, and hence there is an open neighborhood V of {(s, 0) ∈ C2 : Re(s) ≥ 1, s 6= 1} in U such
that the spectral radius of Ls,ω is less than 1 for all (s, ω) ∈ V. Thus, for (s, ω) ∈ V, Z±(s, ω) 6= 0
and
Z±(s, ω) = exp

 ∑
λs,ω∈σ(Ls,ω)
log(1± λs,ω)

 = exp

 ∑
λs,ω∈σ(Ls,ω)
∞∑
n=1
(−1)n−1
n
(±λs,ω)n


= exp
(
−
∞∑
n=1
(∓1)n
n
Tr(Lns,ω)
)
.
Assuming that Re(s) > 1 and following [20] (see also [5, Theorem 3.3] for a detailed argument
which can readily be applied to our situation), we have
Tr(Lns,ω) =
∞∑
a1,...,an=1
∏n
j=1 χs,ω(G
j([a1, . . . , an]))
1− (−1)n∏nj=1Gj([a1, . . . , an])2 .
It follows that if ζ±(s, ω) := Z±(s+ 1, ω)/Z∓(s, ω), then
ζ+(s, ω) = exp

 ∞∑
n=1
1
n
∞∑
a1,...,an=1
n∏
j=1
χs,ω(G
j([a1, . . . , an]))

 ,
ζ−(s, ω) = exp

 ∞∑
n=1
(−1)n
n
∞∑
a1,...,an=1
n∏
j=1
χs,ω([G
j(a1, . . . , an]))

 ,
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and hence
η(s, ω) :=
1
2
log(ζ+(s, ω)ζ−(s, ω)) =
∞∑
n=1
1
2n
∞∑
a1,...,a2n=1
2n∏
j=1
χs,ω(G
j [a1, . . . , a2n]).
Taking the derivative of η with respect to ω and setting ω = 0 yields the function
ηˆ(s) :=
∞∑
n=1
1
2n
∞∑
a1,...,a2n=1

 2n∑
j=1
f(Gj([a1, . . . , a2n]))

 e−sℓ(a1,...,a2n)
For a given tuple a = (a1, . . . , an) ∈ Nn of any length, we define per(a) be the length of the
minimal period in the periodic continued fraction [a], which is the number of distinct tuples of
length n that one can cyclically permute to obtain a. Then letting n ∈ N be fixed, the term
f([a′])e−sℓ(a
′) corresponding to a given a′ ∈ N2n appears per(a′) times in the sum over a1, . . . , a2n
and j in the definition of ηˆ. So we can combine terms to get
ηˆ(s) =
∞∑
n=1
∑
a∈N2n
per(a)
2n
f([a])e−sℓ(a).
This establishes ηˆ as the Laplace transform∫ ∞
0
e−st dS˜f (t)
of the function
S˜f (T ) =
∞∑
n=1
∑
a∈N2n
ℓ(a)≤T
per(a)
2n
f([a]).
Recall that ηˆ(s) is the ω-derivative of η(s, ω) at ω = 0, and hence ηˆ extends analytically to a
neighborhood of {s ∈ C : Re(s) ≥ 1}\{1}. In this section, we see that s = 1 is a simple pole of ηˆ
and calculate its corresponding residue, which allows us to determine the asymptotic growth rate
of S˜f .
A fact due to Wirsing [34] is that 1 is the maximal eigenvalue of L1,0, and all other eigenvalues
have modulus less than 0.31. By analytic perturbation theory (see [13]), there is a neighborhood
W of (1, 0) such that for (s, ω) ∈ W, the maximal eigenvalue λ1(s, ω) of Ls,ω is analytic in (s, ω)
and the lesser eigenvalues of Ls,ω are of modulus less than 1. So for (s, ω) ∈ V ∩W,
η(s, ω) = −1
2
log(1− λ1(s, ω)2) + Φ(s, ω),
where Φ is analytic in W. Hence, for (s, 0) ∈ V ∩W,
ηˆ(s) =
λ1(s, 0)
1− (λ1(s, 0))2
∂λ1
∂ω
(s, 0) +
∂Φ
∂ω
(s, 0),
which then analytically extends the domain of ηˆ(s) to the set of s ∈ C such that (s, 0) ∈ W and
λ1(s, 0) 6= 1. So if ∂λ1∂s (1, 0) 6= 0, then ηˆ(s) has a simple pole at s = 1 with residue
−∂λ1∂ω (1, 0)
2∂λ1∂s (1, 0)
.
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From the proof of [29, Proposition 2] and [5, Theorem 3.6], it follows that −∂λ1∂s (1, 0) is the entropy
of the Gauss map, which is π
2
6 log 2 ; and [29] also establishes that
∂λ1
∂ω (1, 0) =
∫
[0,1] f dν.
We prove the latter assertion in detail, taking into account the fact that f(z) can have an
asymptote at z = 0. Note first that if ω ∈ R, then it is clear that Tr(Ln1,ω) > 0 for all n ∈ N, and
hence λ1(1, ω) is real and positive. Therefore, λ1(1, ω) can be calculated as the spectral radius of
L1,ω for ω ∈ R. So letting ω ∈ R and following [5, Theorem 3.6], we have
log λ1(1, ω) = lim
n→∞
1
n
log ‖Ln1,ω‖
≥ lim
n→∞
1
n
log

 ∞∑
a1,...,an=1

 n∏
j=1
[aj , . . . , an]
2

 exp

ω n∑
j=1
f([aj , . . . , an])




By the properties (2.3) and (2.5), we have
n∏
j=1
[aj , . . . , an]
2 =
1
q21,n
≥ 1
q1,n(q1,n + q1,n−1)
= m(Ja1, . . . , anK).
This and the concavity of log yield
log λ1(1, ω) ≥ lim
n→∞
1
n
log

 ∞∑
a1,...,an=1
m(Ja1, . . . , anK) exp

ω n∑
j=1
f([aj, . . . , an])




≥ ω lim
n→∞
1
n
n∑
j=1
∞∑
a1,...,an=1
m(Ja1, . . . , anK) · f([aj , . . . , an]).
Next, notice that
f([aj , . . . , an]) =
1
m(Ja1, . . . , anK)
∫
Ja1,...,anK
(f ◦Gj−1) dm+O
(∥∥∥f ′∣∣Jaj ,...,anK
∥∥∥
∞
·m(Jaj, . . . , anK)
)
;
and thus
log λ1(1, ω) ≥ ω lim
n→∞

∫
[0,1]
1
n
n∑
j=1
(f ◦Gj−1) dm+O

 sup
a1,...,an
1
n
n∑
j=1
‖f ′|Jaj ,...,anK‖∞
qj,n(qj,n + qj,n−1)




= ω
∫ 1
0
f dν +O

ω lim
n→∞
1
n
sup
a1,...,an
n∑
j=1
‖f ′|Jaj ,...,anK‖∞
qj,n(qj,n + qj,n−1)

 , (4.5)
where we used the von Neumann ergodic theorem [23] and the ergodicity of G to derive the equality.
We wish to prove that the error term in (4.5) is equal to 0. To do so, note that by the definition
of f , there exists C > 0 such that |f ′(z)| ≤ C|z| for z ∈ D1\{0}, and so ‖f ′|Jaj ,...,anK‖∞ ≤ C(aj + 1).
From Section 2.1, we have the property qj,n = ajqj+1,n + qj+2,n, and as a result,
n∑
j=1
‖f ′|Jaj ,...,anK‖∞
qj,n(qj,n + qj,n−1)
≤
n∑
j=1
2C
qj,n
.
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Now for any a1, . . . , an ∈ N, qj,n ≥ Fn−j+1, where {Fj}∞j=1 is the Fibonacci sequence with F1 =
F2 = 1; and since the Fibonacci sequence grows at an exponential rate, we can say that
sup
n
sup
a1,...,an
n∑
j=1
2C
qj,n
≤
∞∑
j=1
2C
Fj
<∞.
This proves that
lim
n→∞
1
n
sup
a1,...,an
n∑
j=1
‖f ′|Jaj ,...,anK‖∞
qj,n(qj,n + qj,n−1)
= 0,
and hence
log λ1(1, ω)− ω
∫
[0,1]
f dν ≥ 0
for (1, ω) ∈ U . Since U contains an open neighborhood of (1, 0), and thus the above holds for ω in
an open neighborhood of 0, and the expression on the left is equal to 0 when ω = 0, the expression’s
derivative at ω = 0 must vanish. So
∂λ1
∂ω (1, 0)
λ1(1, 0)
−
∫
[0,1]
f dν = 0;
and since λ1(1, 0) = 1, we have
∂λ1
∂ω
(1, 0) =
∫
[0,1]
f dν.
We have therefore established that the function ηˆ(s) has a pole at s = 1 with residue 3 log 2π2
∫ 1
0 f dν.
Then by the Wiener-Ikehara tauberian theorem [18, Section III, Theorem 4.2], we have
S˜f (T ) ∼
(
3 log 2
π2
∫ 1
0
f dν
)
eT . (T →∞)
4.5. Sf (T ) and S˜f (T ) are asymptotically equivalent. We first rewrite the sum defining S˜f (T )
in terms of the periodic points of G. For this we need to distinguish between periodic continued
fractions of even and odd period by defining the sets
QG,even(T ) = {[a] : a ∈ N2n, n ∈ N, per(a) = 2n, ℓ(a) ≤ T},
QG,odd(T ) = {[a] : a ∈ N2n, n ∈ N is odd, per(a) = n, ℓ(a) ≤ T}.
Now let a ∈ N2n, with ℓ(a) ≤ T , be a tuple represented in the sum defining S˜f (T ). Then by the
definition of per(a), a is the concatenation of the tuple (a1, . . . , aper(a)) with itself 2n/per(a) times.
If per(a) is even, let k = 2n/per(a), and if per(a) is odd, let k = n/per(a). Then letting ω = [a],
we have ℓ(a) = kℓ(ω) whether per(a) is even or odd. Thus, to a given tuple a in the sum defining
S˜f (T ), we have associated elements ω ∈ QG and k ∈ N such that ℓ(a) = kℓ(ω). So we can rewrite
S˜f (T ) as follows. First define
S¯f (T ) =
∑
ω∈QG,even(T )
f(ω) +
1
2
∑
ω∈QG,odd(T )
f(ω). (4.6)
We then have
S˜f (T ) =
⌊T/ℓ0⌋∑
k=1
1
k
S¯f (T/k),
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where ℓ0 is the length of the shortest closed geodesic in T1M. Noting that f is real valued and
positive on (0, 1], we see that S¯f (T )≪ S˜f (T )≪ eT as T →∞, and hence
⌊T/ℓ0⌋∑
k=2
S¯f (T/k)≪ TeT/2. (T →∞)
This yields
S¯f (T ) ∼ S˜f (T ) ∼
(
3 log 2
π2
∫ 1
0
f dν
)
eT . (4.7)
To complete the proof, by (4.6) it suffices to establish that∑
ω∈QG,odd(T )
f(ω)≪ eT/2.
To show this, note that
∂
∂ω
(log ζ+(s, ω))
∣∣∣
ω=0
=
∞∑
n=1
∑
a∈Nn
per(a)
n
f([a])e−sℓ(a)
is the Laplace transform of the function
S¯f (T ) =
∞∑
n=1
∑
a∈Nn
ℓ(a)≤T
per(a)
n
f([a]),
and has a simple pole at s = 1, though is otherwise analytic in an open neighborhood of {s ∈ C :
Re(s) ≥ 1}. So by the Wiener-Ikehara Tauberian theorem, S¯f (T )≪ eT . Note also that∑
ω∈QG,odd(T )
f(ω) ≤ S¯
(
T
2
)
,
since if ω = [a1, . . . , an], where n is odd and the minimal period length in the continued fraction
expansion of ω, then ℓ(ω) = 2ℓ(a1, . . . , an) so that the inequalities ℓ(ω) ≤ T and ℓ(a1, . . . , an) ≤ T/2
are equivalent. We thus have ∑
ω∈QG,odd(T )
f(ω)≪ eT/2.
(One can likely adapt the work of Kelmer [15, Theorem 3] to prove a more precise estimate.) This
imples that
Sf (T ) ∼ S¯f (T ) ∼
(
3 log 2
π2
∫ 1
0
f dν
)
eT ,
and therefore the proof of Theorem 2.2 is complete.
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Appendix A. Counting periodic points of the Farey map through a number
theoretical method
The aim of this appendix is to provide a precise estimate of the cardinality of the set
QF˜ (x, y;T ) = {(ω, ω˜) ∈ QF˜ (T ) : ω ≥ x, ω˜ ≥ y}
of periodic points of the natural extension F˜ of the Farey map, of length ℓ(ω) ≤ T and lying in a
region [x, 1] × [y, 1]. The proof relies on arguments from [12, 3, 33].
Theorem A.1. For every x, y ∈ [0, 1], (x, y) 6= (0, 0), and every ǫ > 0 we have
#QF˜ (x, y;T ) = e
T log
(
1
x+ y − xy
)
+Oǫ

( eT/2
x+ y
)3/2+ǫ .
Remark A.2. Since
log
(
1
x+ y − xy
)
=
∫ 1
x
∫ 1
y
du dv
(u+ v − uv)2 ,
Theorem A.1 shows that the unweighted periodic points of F˜ are equidistributed with respect to the
F˜ -invariant measure µ˜. The effective estimate also allows x and y to converge to 0 in a controlled
way as T →∞.
Corollary A.3. The periodic points of the Farey map are equidistributed with respect to the F -
invariant measure µ, that is, for every x ∈ (0, 1],
#{ω ∈ QF (T ) : ℓ(ω) ≤ T, ω ≥ x} = eT log
(
1
x
)
+Oǫ
((eT/2
x
)3/2+ǫ)
.
It is well known that products of positive powers of the matrices A = ( 1 01 1 ) and B = (
1 1
0 1 ) satisfy
Ba1Aa2 · · ·Ba2m−1Aa2m =
(
q2m q2m−1
p2m p2m−1
)
, Ba1Aa2 · · ·Aa2mBa2m+1 =
(
q2m q2m+1
p2m p2m+1
)
, (A.1)
where pk = pk(a1, . . . , a2m+1) and qk = qk(a1, . . . , a2m+1) are defined as in Section 2.1. We refer to
the products of the form on the left as even products, and the right as odd products. We associate
the even product with the element ω = [a1, . . . , a2m] ∈ QG. The fractions p2m/q2m and q2m−1/q2m
provide good approximations for ω and respectively −ω¯−1 as follows:∣∣∣∣ω − p2mq2m
∣∣∣∣ < 1q22m ,
∣∣∣∣(−ω¯−1)− q2m−1q2m
∣∣∣∣ < 1q22m . (A.2)
(These inequalities follow easily from properties (2.2) and (2.4).) Furthermore, the trace q2m+p2m−1
of the even matrix product is very close to eℓ(a1,...,a2m)/2. Using these properties, Ustinov [33] was
able to establish an effective equidistribution result for the periodic points of G˜ according to ν˜ by
counting the number of even products with entries satisfying certain conditions. In particular, if
we let Ψev(α, β;N) be the set of even products in (A.1) such that p2m/q2m ≤ α, q2m−1/q2m ≤ β,
and q2m + p2m−1 ≤ N , which is the set{(
q′ q
p′ p
)
∈ SL2(Z) : 0 ≤ p ≤ q, 0 ≤ p′ ≤ q′, p
′
q′
≤ α, q
q′
≤ β, p+ q′ ≤ N
}
,
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then it follows from [33, Theorem 1] that
Ψev(α, β;N) =
log(1 + αβ)
2ζ(2)
N2 +Oǫ(N
3/2+ǫ), (A.3)
where the error term is independent of α and β. Then if N = eT/2, Ψev(α, β;N) approximates
the number of periodic points (ω,−ω¯−1) of G˜ such that ω ≤ α, −ω¯−1 ≤ β, and ℓ(ω) ≤ T , to
within the error term of Oǫ(N
3/2+ǫ). This error term takes into account imprecisions due to the
small discrepancy between the length of a given point in QG and the trace of its corresponding
matrix product, the approximations (A.2) which can be dealt with by considering only products
with q2m ≥
√
N and including the remaining products in the error term (see [33, pp. 777–778]),
and the overcounting of the periodic points in Ψev(α, β;N) because of the allowance of products
Ba1Aa2 · · ·Ba2m where (a1, . . . , a2m) has a minimal even period of less than 2m (see the process
yielding (4.7) above for how this is mitigated). Hence, we can use this result to estimate the number
of periodic points (ω, ω˜) ∈ QF˜ (x, y;T ) with ω ∈ QG.
To estimate the number of remaining periodic points of QF˜ (x, y;T ), we establish their associa-
tion, analogous to that discussed in the previous paragraph, with the odd products of A and B.
Specifically, we associate the odd product in (A.1) with ω = [a1, a2, . . . , a2m, a1 + a2m+1] ∈ QF .
Then letting ω¯ := ω˜/(1 − ω˜) = [a2m+1, a2m, . . . , a2, a1 + a2m+1], we have the following:∣∣∣∣ω − p2m+1q2m+1
∣∣∣∣ =
∣∣∣∣[a1, . . . , a2m+1 + ω−1]− p2m+1q2m+1
∣∣∣∣ =
∣∣∣∣p2m+1 + ω−1p2mq2m+1 + ω−1q2m −
p2m+1
q2m+1
∣∣∣∣
=
1
q22m+1(ω + q2m/q2m+1)
≤ 1
q22m+1(ω + ω¯)
, (A.4)
∣∣∣∣ω¯ − q2mq2m+1
∣∣∣∣ =
∣∣∣∣[a2m+1, . . . , a1 + ω¯−1]− q2mq2m+1
∣∣∣∣
=
∣∣∣∣ q2m + ω¯−1q2,2mq2m+1 + ω¯−1q2,2m+1 −
q2m
q2m+1
∣∣∣∣ = 1q22m+1(ω¯ + q2,2m+1/q2m+1)
=
1
q22m+1(ω¯ + p2m+1/q2m+1)
≤ 1
q22m+1(ω + ω¯)
. (A.5)
The second bound follows from the equalities
p2m+1(a2m+1, . . . , a1)
q2m+1(a2m+1, . . . , a1)
=
q2m(a1, . . . , a2m+1)
q2m+1(a1, . . . , a2m+1)
,
p2m(a2m+1, . . . , a1)
q2m(a2m+1, . . . , a1)
=
q2,2m(a1, . . . , a2m+1)
q2,2m+1(a1, . . . , a2m+1)
,
p2m+1(a1, . . . , a2m+1) = q2,2m+1(a1, . . . , a2m+1),
all of which can be seen from (2.1). Also, the trace q2m+ p2m+1 of the odd product in (A.1) is very
close to eℓ(a1+a2m+1,a2,...,a2m)/2. One can therefore estimate the number of points (ω, ω˜) ∈ QF˜ (x, y;T )
with ω /∈ QG by the following lemma.
Lemma A.4. For every α, β ∈ [0, 1], (α, β) 6= (0, 0), let SN (α, β) be the cardinality of the set of odd
products in (A.1) satisfying the inequalities p2m+1/q2m+1 ≥ α, q2m/q2m+1 ≥ β, and q2m+ p2m+1 ≤
N , which is the set{(
q q′
p p′
)
∈ SL2(Z) : 0 ≤ p ≤ q, αq′ ≤ p′ ≤ q′, βq′ ≤ q ≤ q′, p′ + q ≤ N
}
.
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Then for ǫ > 0, we have
SN (α, β) =
N2
2ζ(2)
log
(
(1 + α)(1 + β)
2(α+ β)
)
+Oǫ
(( N
α+ β
)3/2+ǫ)
.
Proof. We closely follow the proof of [33, Theorem 2]. We can write
SN (α, β) =
∑
q′≤ N
α+β
Sq′(α, β;N),
where
Sq′(α, β;N) =
∑
(p′,q)∈[αq′,q′]×[βq′,q′]
p′q≡1 (mod q′), p′+q≤N
1
can be expressed, employing a standard estimate relying on the Weil bound for Kloosterman sums
(cf. [33, Lemma 2]), as
Sq′(α, β;N) =
ϕ(q′)
q′2
Area(Ωq′(N,α, β)) +Oǫ(q
′1/2+ǫ),
with
Ωq′(N,α, β) = ([αq
′, q′]× [βq′, q′]) ∩ {(u, v) : u+ v ≤ N}.
Assuming without loss of generality that 0 ≤ β ≤ α ≤ 1, we plainly compute
Area(Ωq′(N,α, β)) =


(1− α)(1 − β)q′2 if q′ ≤ N2
(1− α)(1 − β)q′2 − 12(2q′ −N)2 if N2 ≤ q′ ≤ N1+α
(1−α)q′
2 (2N − (1 + α+ 2β)q′) if N1+α ≤ q′ ≤ N1+β
1
2(N − (α+ β)q′)2 if N1+β ≤ q′ ≤ Nα+β
0 if Nα+β ≤ q′.
Employing in the sequel the estimates∑
n≤X
ϕ(n) =
X2
2ζ(2)
+O(X logX),
∑
n≤X
ϕ(n)
n
=
X
ζ(2)
+O(logX),
∑
n≤X
ϕ(n)
n2
=
logX
ζ(2)
+ C +O
(
logX
X
)
with C =
1
ζ(2)
(
γ − ζ
′(2)
ζ(2)
)
,
where the first two are elementary, while the third one is proved using properties of the Riemann
zeta function and Perron’s formula (see, e.g. [3, Corollary 4] or [32, page 32]), we find that the main
term contributions of terms of the form ϕ(q′)/q′ and ϕ(q′) to SN (α, β) are both ≪ǫ
(
N
α+β
)3/2+ǫ
,
while the contribution of terms of the form ϕ(q′)/q′2 is given by the main term N
2
2ζ(2) log
( (1+α)(1+β)
2(α+β)
)
and an error which is again ≪ǫ
(
N
α+β
)3/2+ǫ
. 
Analogously to Ψev, when N = e
T/2, SN (α, β) estimates the number of periodic points in (ω, ω˜)
of F˜ such that ω ≥ α, ω¯ ≥ β, and ℓ(ω) ≤ T . Errors arise for the same reasons, and can be
dealt with in essentially the same way, as the Ψev approximation. In particular, when analyzing
the error due to the approximations (A.4) and (A.5), one can focus attention on products where
q2m+1 ≥
(
N
α+β
)1/2
and include the remaining products in the error term, analogously to [33, pp.
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777–778]. Additionally, if one chooses to shrink α + β to 0 as N → ∞, one should impose a
restriction α + β ≫ N−1/3+δǫ (δǫ > 8ǫ/(9 + 6ǫ)) to obtain a main term, and also ensure that the
bounds (A.4) and (A.5) are sufficiently small compared to α+ β. Under this condition, the overall
error in the estimate is ≪ǫ
(
N
α+β
)3/2+ǫ
.
We can now complete the proof of Theorem A.1. Assume henceforth that N = eT/2. We first
consider the case where y ≥ 1/2. Then the only points (ω, ω˜) in QF˜ (x, y;T ) are such that ω ∈ QG,
for if ω /∈ QG, then ω˜ < 1/2. So we simply have to estimate #{(ω, ω˜) : ω ∈ QG(T ), ω ≥ x, ω˜ ≥ y}.
For ω = [a1, . . . , an] ∈ QG(T ), ω˜ = [1, an, . . . , a1] = (1 − ω¯−1)−1, and thus ω˜ ≥ y is equivalent to
−ω¯−1 ≤ y−1 − 1. Employing (A.3), we can infer that
#QF˜ (x, y;T ) = Ψev(1, y
−1 − 1;N) −Ψev(x, y−1 − 1;N) +Oǫ(N3/2+ǫ)
=
N2
2ζ(2)
log
(
1 + (y−1 − 1)
1 + x(y−1 − 1)
)
+Oǫ(N
3/2+ǫ)
=
N2
2ζ(2)
log
(
1
x+ y − xy
)
+Oǫ(N
3/2+ǫ).
Assume next that y < 1/2. Then y−1 − 1 > 1; so again employing (A.3), we see that the
contribution to #QF˜ (x, y;T ) of the periodic points (ω, ω˜) with ω ∈ QG is
Ψev(1, 1;N) −Ψev(x, 1;N) +O(N3/2+ǫ) = N
2
2ζ(2)
log
(
2
1 + x
)
+Oǫ(N
3/2+ǫ). (A.6)
On the other hand, since ω˜ ≥ y is equivalent to ω¯ ≥ y/(1− y), the contribution to #QF˜ (x, y;T ) of
the points (ω, ω˜) with ω /∈ QG is, according to Lemma A.4 with α = x and β = y/(1 − y),
SN
(
x,
y
1− y
)
+Oǫ
((
N
α+ β
)3/2+ǫ)
=
N2
2ζ(2)
log
(
(1 + x)(1 + y1−y )
2(x+ y1−y )
)
+Oǫ
((
N
x+ y
)3/2+ǫ)
=
N2
2ζ(2)
log
(
(1 + x)
2(x+ y − xy)
)
+Oǫ
((
N
x+ y
)3/2+ǫ)
. (A.7)
The statement of Theorem A.1 follows by adding the quantities in (A.6) and (A.7). Lastly, we note
that x+ y can shrink to 0 as N →∞ as long as x+ y ≫ N−1/3+δǫ .
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