One of the public health questions of interest from our clinical study was whether malaria caused stunted growth among children. In 2010 alone, there were 174 million estimated cases of malaria in sub-Saharan Africa, with most cases occurring in children under the age of 5 (World Health Organization, 2012) . Stunting, defined as a child's height being two standard deviations below the mean for his/her age, is a key indicator of child development (Mercedes, 2006) . If malaria does cause stunted growth, several intervention strategies can be implemented to mitigate stunted growth, such as distribution of mosquito nets, control of the mosquito population during seasons of high malarial incidence, and surveillance of mosquito populations.
The current body of evidence suggest that there is a strong positive relationship between malaria exposure and stunted growth (Genton et al., 1998; Deen et al., 2002; Nyakeriga et al., 2004; Ehrhardt et al., 2006; Fillol et al., 2009; Deribew et al., 2010; Crookston et al., 2010) . Unfortunately, a fundamental limitation with these prior studies is that they are observational studies and consequently, there is always a concern that important confounders were not controlled for. For example, Fillol et al. (2009) and Deribew et al. (2010) stated that a limitation in their studies was not controlling for diet, specifically a child's intake of micronutrients such as vitamins, zinc, or iron as these micronutrients could impact a child's growth as well as his immune system's ability to fight off a malaria episode. In addition, Ehrhardt et al. (2006) and Crookston et al. (2010) suggested controlling for socioeconomic factors in future studies of malaria and malnutrition because affluent families are more likely to provide mosquito nets and nutritious food to their children compared to impoverished families. Short of a randomized clinical trial, which is unethical in this context, unmeasured confounders are likely present in all the aforementioned studies, because of the practical limitations of accounting for all possible confounders.
1.2. Instrumental variables and sickle cell trait. Instrumental variables (IVs) is an alternative method to estimate the causal effect of an exposure on the outcome when there is unmeasured confounding, provided that a valid instrument is available (Angrist, Imbens, and Rubin, 1996; Hernán and Robins, 2007; Brookhart and Schneeweiss, 2007; Cheng, Qin, and Zhang, 2009; Swanson and Hernán, 2013; Baiocchi, Cheng, and Small, 2014) . A valid instrument is a variable that (A1) is associated with the exposure, (A2) has no direct pathways to the outcome, and (A3) is not associated with any unmeasured confounders after controlling for the unmeasured confounders (See Figure 1 and Section 2.3). If measured covariates are available, like in our data, the plausibility of the instrument satisfying the three core assumptions imsart-aoas ver. 2014/10/16 file: mainText.tex date: November 27, 2014 can be improved by conditioning on the covariates, especially (A3). For our study of analyzing the causal effect of malaria on stunting, we follow a recent approach by Davey Smith and Ebrahim (2003) and especially Kang et al. (2013) where genotypic variations are used as instruments and propose to use the presence of a sickle cell genotype (HbAS) versus carrying the normal hemoglobin type (HbAA) as an instrument. The sickle cell genotype (HbAS) is a condition where a person inherits from one parent a mutated copy of the hemoglobin beta (HBB) gene called the sickle cell gene mutation that bends red blood cells into a sickle (crescent) shape, but inherits a normal copy of the HBB gene from the other parent. The sickle cell trait protects against malaria, but is thought to be otherwise mostly asymptomatic (Aidoo et al., 2002) . Note that we exclude from the analysis people who have two copies of the HBB gene, i.e. people who suffer from sickle cell disease which causes severe symptoms; sickle cell disease (two copies of the HBB gene) is thought to persist despite its evolutionary disadvantage of the sickle cell trait (one copy of the HBB gene) protecting against malaria (May et al., 2007) . We discuss in detail the validity of the sickle cell trait IV in Section 2.3. In addition, we propose to combine the covariates that were already measured for this data in Table 1 to increase the plausibility of our sickle cell trait being a valid instrument.
1.3. Two-stage least squares. The most popular and well-studied among methods that use an IV and measured covariates to estimate causal effects is two-stage least squares (2SLS). 2SLS first estimates, via least squares, the predicted exposure given the instrument and measured covariates and second, regresses the outcome on this predicted exposure and the measured covariates; the 2SLS estimate of the causal effect is the coefficient on the predicted exposure in the second regression. Standard results in econometrics show 2SLS estimators are consistent and efficient under linear single-variable structural equation models with a constant treatment effect . When treatment effects are not constant, Angrist and Imbens (1995) showed that under certain monotonicity assumptions, 2SLS converges to a weighted average of the covariate-specific treatment effects with the weights proportional to the average conditional variance of the expected value of the treatment given the covariates and the instrument.
Despite its attractive estimation properties, 2SLS has some drawbacks in (i) lack of transparency of the population to which the estimate applies, (ii) lack of blinding of the analyst/researcher and (iii) dependence on parametric assumptions. First, with regards to transparency, suppose that there are some values of the covariates for which the instrument is almost always low, some values for which the instrument is almost always high and some values of the covariates for which the instrument takes on both low and high values. Then, the 2SLS estimate will put most of its weight on the causal effect for subjects with the values of the covariates for which the instrument takes on both low and high values, and little weight on subjects with the values of the covariates for which the instrument usually takes on low (or high) values. In our malaria study, this would mean that there might be some villages (a covariate) that are receiving little weight in the 2SLS estimate; consequently, the 2SLS estimate might not be helpful for understanding the effect of malaria on stunting in these villages even though these villages might have contributed many subjects to the analysis. Although the weighting function in 2SLS can be studied, there is nothing in the 2SLS estimation procedure itself that warns us when some values of the covariates are receiving little weight and it is rare to see discussion of the weighting function for 2SLS in empirical papers.
Second, 2SLS lacks blinding with respect to the outcome data when adjusting for covariates. Cochran (1965) , Rubin (2007) and Rosenbaum (2010) argue that the best observational studies resemble randomized experiments. An important feature of the design of randomized experiments is that when designing the study and the planing the analysis, the researcher is blinded to the outcome data. However, in regression based procedures for adjusting for covariates like 2SLS, there is often judgment that needs to be exercised in choosing covariate adjustment models, which require one to look at the outcome data and estimates of causal effects to exercise such judgment. It is difficult even for the most honest researcher to be completely objective in comparing models when the researcher has an a priori hypothesis or expectation about the direction of the causal effect (Rubin and Waterman, 2006) .
Third, 2SLS relies on proper specification of how the measured covariates affect the outcomes. Often, parametric modeling assumptions are made for how the measured confounders affect the outcome. In particular, 2SLS, as usually implemented, relies on the measured confounders having a linear effect on the expected outcome. Section 3 contains simulation evidence about 2SLS that demonstrates its reliance on linear, parametric assumptions.
1.4. Instrumental variables with full matching. Matching is an alternative method to adjust for measured covariates. A matching algorithm groups individuals in the data with different values of the instrument but similar values of the observed covariates, so that within each group, the only difference between the individuals is their values of the instrument (Haviland, Nagin, and Rosenbaum, 2007; Rosenbaum, 2010; Stuart, 2010) . For example, in the malaria data, a matching algorithm seeks to produce matched sets so that in a matched set, individuals are born in the same village and are similar on other measured covariates. The only difference between individuals in a matched set is their instrument values. We can then compare stunting between individuals with high and low values of the instrument within a matched set to assess the effect of malaria on stunting (Baiocchi et al., 2010) .
Matching addresses the drawbacks of 2SLS discussed in the previous section as follows. First, if there are values of covariates for which almost all subjects have a high (or low) value of the IV, then the matching algorithm and associated diagnostics will tell us that matched sets cannot be formed when subjects in the matched sets have certain values of the covariates but different levels of the IV; thus, it will be transparent that for these values of the covariates, the causal effect cannot be estimated without extrapolation. Relatedly, matching allows us to control the weighting of subjects with different values of the covariates to make the weighting transparent, such as weighting the covariates in proportion to their population frequency. Second, matching is blind to the outcome data; a matching algorithm only requires the measured covariates and the instrument values for each individual in the data. Diagnostics can be done and the matching can be adjusted until it is adequate, all without looking at the outcome data. Finally, when estimating the causal effect, matching makes non-parametric inference; it does not use any parametric assumptions model such as linearity and parametric assumptions on the model. Previous work using matching in studying causality is abundant in non-IV settings; see Stuart (2010) for a complete overview. In contrast, work on using matching methods on IV estimation is limited to pair matching (Baiocchi et al., 2010 ) and fixed control matching, i.e. each unit with level 1 of the IV is matched to a fixed number of units with level 0 of the IV (Kang et al. (2013) ). A drawback to these matching methods is that they do not use the full data (Keele and Morgan, 2013; Zubizarreta et al., 2013) . In particular, Kang et al. (2013) studied the same causal effect of interest, malaria on stunting, but with a smaller amount of data, because the statistical methodology was limited to matching with fixed controls. That is, out of the total of 884 individuals available, the matching algorithm dropped 25% of the individuals and the final statistical inference was based only on 660 individuals.
In this paper, we develop an IV full matching approach that uses the full data. Full matching is the most general, flexible, and optimal type of matching (Rosenbaum, 1991; Hansen, 2004; Rosenbaum, 2010) . Specifically, full matching is the generalization of any type of matching, such as pair matching, matching with fixed controls, or matching with variable controls. Full matching is also flexible in that it can incorporate constraints on matched set structures, such as limiting the number of individuals in each matched set, to improve statistical efficiency. Finally, full matching is optimal in the sense that it produces matched sets where within each set, measured covariates between individuals with different instrument values are most similar (Rosenbaum, 1991) .
Under IV estimation with full matching, we derive a randomization-based testing procedure and sensitivity analysis based on the proposed test statistic. We conduct simulation studies to study the performance of 2SLS versus full matching IV estimation, specifically analyzing the robustness of both methods to non-linearity (Section 3). Finally, we apply full matching IV estimation to analyze the causal effect of malaria on stunting and demonstrate the full matching method's transparency in adjusting for covariates.
Methods.
2.1. Notation. To introduce the idea of matching in IV estimation, we introduce the following notation. Let i = 1, . . . , I index the I total matched sets that individuals are matched into. Each matched set i contains n i ≥ 2 subjects who are indexed by j = 1, . . . , n i and there are a total of N = I i=1 n i individuals in the data. Let Z ij denote a binary instrument for subject j in matched set i. In each matched set i, there are m i subjects with imsart-aoas ver. 2014/10/16 file: mainText.tex date: November 27, 2014 Z ij = 1 and n i − m i subjects with Z ij = 0. For instance, in the malaria data, for each ith matched set, there are m i children who inherited the sickle cell trait, HbAS (i.e. Z ij = 1), and n i − m i children who inherited HbAA (i.e. Z ij = 0). Let Z be a random variable that consists of the collection of Z ij 's, Z = (Z 11 , Z 12 , ...., Z I,n I ). Define Ω as the set that contains all possible values z of Z, so z ∈ Ω if z ij is binary and n i j=1 z ij = m i for all I matched sets. Thus, the cardinality of Ω, denoted as |Ω|, is |Ω| =
. Denote Z to be the event that Z ∈ Ω.
For individual j in matched set i, define r 1ij and r 0ij to be the potential outcomes if the individual had instrument value Z ij = 1 and Z ij = 0, respectively. In the malaria data, r 1ij is a binary variable that represents whether the jth child in the ith matched set would be stunted (i.e. 1) or not (i.e. 0) if the child carried the sickle cell trait (i.e. if Z ij = 1). Similarly, r 0ij is a binary variable that represents whether the child would be stunted or not if the child carried no sickle cell trait (i.e. if Z ij = 0). Also, define d 1ij and d 0ij to be the potential exposure values under Z ij = 1 or Z ij = 0, respectively. Again, with the malaria data, d 1ij and d 0ij represent the number of malaria episodes the child would have if she had the sickle cell trait, Z ij = 1, and no sickle cell trait, Z ij = 0, respectively. This potential outcome notation assumes the Stable Unit Treatment Value Assumption that an individual's outcome depends only on her own value of the instrument and not on other people's instrument values (Rubin, 1980) For individual j in matched set i, let R ij be the binary observed outcome and D ij be the observed exposure. The potential outcomes r 1ij , r 0ij , d 1ij , and d 0ij and the observed values R ij , D ij , and Z ij are related as follows:
For individual j in matched set i, let X ij be a vector of observed covariates and u ij be the unobserved covariates. For example, in the malaria data, X ij represents each child's covariates listed in Table 1 while u ij is an unmeasured confounder, like diet, which was mentioned in Section 1.1. We define the set
.., I, j = 1, ..., n i } to be the collection of potential outcomes and all covariates/confounders, observed and unobserved.
2.2. Full matching algorithm. A matching algorithm controls the bias resulting from different observed covariates by creating I matched sets indexed by i, i = 1, . . . , I such that individuals within each matched set have similar covariate values x ij . Each matched set has n i individuals, indexed by j = 1, . . . , n i , of which m i individuals have Z ij = 1 and n i − m i individuals have Z ij = 0. Thus, the only difference between individuals in each matched set is their instrument values, Z ij , since covariate values are similar for each individual within each set. In a full matching algorithm, each matched set i either contains m i = 1 individual with Z ij = 1 and n i − 1 individuals with Z ij = 0 or m i = n i − 1 individuals with Z ij = 1 and 1 individual with Z ij = 0. Rosenbaum ( , 2010 , Hansen (2004) , and Stuart (2010) provide an overview of matching and a discussion on various distance metrics and tools to measure similarity for observed and missing covariates. For the malaria data, Section 4.2 describes how we used propensity score caliper matching with rank-based Mahalanobis distance to measure covariate similarity. Once we obtained the distance matrix, we use an R package available on CRAN called optmatch developed by Hansen and Klopfer (2006) to find the optimal full matching.
2.3. Conditions for sickle cell trait as a valid instrument. We formalize the core assumptions of an instrumental variable as follows (Holland, 1988; Angrist et al., 1996; Yang et al., 2014 ) (see Figure 1 ).
(A1) The instrument must be associated with the exposure, or
The instrument can only affect the outcome if it affects the exposure, or if d 1ij = d 0ij , then r 1ij = r 0ij (exclusion restriction) (A3) The instrument is effectively randomly assigned within a matched set, P (Z ij = 1|F, Z) = m i /n i for each i.
In Figure 1 , (A1) corresponds to there being an association between the instrument and the exposure, (A2) corresponds to that all directed pathways from the instrument to the outcome pass through the exposure and (A3) corresponds to the instrument, conditional on measured variables, being unassociated with unmeasured variables that are associated with both the exposure and the outcome. We now assess the validity of (A1)-(A3) for the sickle cell trait, the instrument for our analysis on the effect of malaria on stunting. For assumption (A1), there is substantial evidence that the sickle cell trait does provide protection against malaria as compared to people with two normal copies of the HBB gene (HbAA) (Aidoo et al., 2002; Williams et al., 2005; May et al., 2007; Cholera et al., 2008; Kreuels et al., 2010) . For assumption (A2), this could be violated if the sickle cell trait had effects on stunting other than through causing malaria, for instance, if the sickle cell trait was pleiotropic (Davey Smith and Ebrahim, 2003) . We can partially test this assumption by examining individuals who carry the sickle cell trait, but who grew up imsart-aoas ver. 2014/10/16 file: mainText.tex date: November 27, 2014 in a region where malaria is not present. That is, if assumption (A2) were violated, heights between individuals with HbAS and HbAA in such a region would be different since there would be a direct arrow between the sickle cell trait and height. Studies among African American children and children from the Dominican Republic and Jamaica for whom the sickle cell trait is common, but there is no malaria in the area, found no evidence that the sickle cell trait affected a child's physical development (Ashcroft et al., 1976; Kramer et al., 1978; Ashcroft et al., 1978; Rehan, 1981) . This supports the validity of assumption (A2). Note, however, that although the results of this test support the validity of (A2), (A2) could still be violated. For example, the sickle cell trait could have a direct effect that interacts with the environment in such a way that the direct effect is only present in Africa, but not in the United States, the Dominican Republic, or Jamaica.
For assumption (A3), this assumption would be questionable in our data if we did not control for any population stratification covariates. Population stratification is a condition where there are subpopulations, some of which are more likely to have the sickle cell trait, and some of which are more likely to be stunted through mechanisms other than malaria (Davey Smith and Ebrahim, 2003) . For example, in Table 1 which provides the baseline characteristics for our data, we observed that the village Tano-Odumasi had more children with HbAA than HbAS. It is possible that there are other confounders besides HbAA that differ between the village Tano-Odumasi and other villages and affect stunting. Hence, assumption (A3) is more plausible if we control for observed variables like village of birth. Specifically, within the framework of full matching, for each matched set i, if the observed variables x ij are similar among all n i individuals, it may be more plausible that the unobserved variable u ij plays no role in the distribution of Z ij among the n i children. If (A3) exactly holds and subjects are exactly matched for X ij , then within each matched set i, Z ij is simply a result of random assignment where Z ij = 1 with probability m i /n i and Z ij = 0 with probability (n i − m i )/n i . In Section D, we discuss a sensitivity analysis that allows for the possibility that even after matching for observed variables, the unobserved variable u ij may still influence the assignment of Z ij in each matched set i, meaning that assumption (A3) is violated.
2.4. Effect ratio. We define the parameter of interest, called the effect ratio
imsart-aoas ver. 2014/10/16 file: mainText.tex date: November 27, 2014
The effect ratio is the change in the outcome caused by the instrument divided by the change in the exposure caused by the instrument. For example, in the malaria data, if the instrument, the sickle cell trait, were to reduce malaria episodes by 0.5 per child and this resulted in a reduction of stunting by 0.05, the effect ratio λ = 0.05/0.5 = 0.1. If interventions that change the average exposure have a linear effect on the average outcome, then the effect ratio measures the change in the average outcome that would result from a one unit change in the average exposure; however, when the effect of the exposure is nonlinear, this interpretation does not hold (Burgess et al., 2014) . Also, when the monotonicity assumption holds where d 1ij ≤ d 0ij and the exposure is binary, then the effect ratio is the average causal effect of the exposure for those subjects whose value of exposure was influenced by the IV (Angrist et al., 1996) . The effect ratio (2) generalizes previous expressions for the effect ratio when n i = 2 (Baiocchi et al., 2010) or n i = k (Kang et al., 2013) . The inferences we develop for the effect ratio allow for non-binary outcomes and exposures, even though our malaria data have binary outcomes and wholenumber exposures.
2.5. Inference for effect ratio. We would like to conduct the following hypothesis test for the effect ratio λ.
For example, if λ 0 = 0, (3) is a test of no effect between the exposure and the outcome. To test the hypothesis in (3), we propose the following test statistic
where
and S(λ 0 ) 2 , the estimator for the variance of the test statistic, V ar{T (λ 0 )|F, Z} Proposition 1 in the Supplementary Materials states that under regularity conditions, the asymptotic null distribution of T (λ 0 )/S(λ 0 ) is standard Normal. This provides a point estimate as well as a confidence interval for the effect ratio. For the point estimate, we find the value of λ that maximizes the p-value, Specifically, setting T (λ)/S(λ) = 0 and solving for λ gives an estimate for the effect ratio,λ
whereZ i. ,R i. , andD i. are averages of the instrument, response, and exposure, respectively, within each matched set. For confidence interval estimation, say 95% confidence interval, we can solve the equation T (λ)/S(λ) = ±1.96 for λ to get the confidence interval for the effect ratio. A closed form solution for the confidence interval is provided in Corollary 1 of the Supplementary Materials.
With regards to the regularity conditions, for our analysis of the malaria data, the regularity conditions, specifically the moment conditions in Proposition 1 of the Supplementary Materials (i.e. V 4 i (λ) is uniformly bounded) are automatically met because the responses are binary (i.e. stunted or not stunted) and the malaria episodes are bounded whole numbers. Hence, Proposition 1 and its subsequent Corollary 1 from the Supplementary Materials are used to compute the point estimate, the p-value, and the confidence intervals for the casual effect of malaria on stunting.
2.6. Sensitivity analysis. Sensitivity analysis attempts to measure the influence of unobserved confounders on the inference on λ. In the case of instrumental variables, a sensitivity analysis quantifies how a violation of assumption (A3) in Section 2.3 would impact the inference on λ . Specifically, under assumption (A3), the instrument is assumed to be free from unmeasured confounders or free after conditioning on observed confounders via matching. The latter implies that the instruments are assigned randomly,
However, as discussed in Section 2.3, even after matching for observed confounders, unmeasured confounders may influence the viability of assumption (A3). For example, with the malaria study, within a matched set i , two children, j and k, may have the same birth weights, be from the same village, and have the same covariate values (x ij = x ik ), but have different probabilities of carrying the HbAS genotype, P (Z ij = 1|F) = P (Z ik = 1|F) due to unmeasured confounders, denoted as u ij and u ik for the jth and kth unit, respectively. Despite our best efforts to minimize the observed differences in covariates and to adhere to assumption (A3) after conditioning on the matched sets, unmeasured confounders such as a child's family's ancestry could still be different between the jth and kth child, and this difference could make the inheritance of the sickle cell trait depart from randomized assignment, violating assumption (A3).
To model this deviation from randomized assignment due to unmeasured confounders, let π ij = P (Z ij = 1|F) and π ik = P (Z ik = 1|F) for each unit j and k in the ith matched set. The odds that unit j will receive Z ij = 1 instead of Z ij = 0 is π ij /(1 − π ij ). Similarly, the odds for unit k is π ik /(1 − π ik ). Suppose the ratio of these odds is bounded by Γ ≥ 1
If unmeasured confounders play no role in the assignment of Z ij , then π ij = π ik and Γ = 1. That is, child j and k have the same probability of receiving Z ij = 1 in matched set i. If there are unmeasured confounders that affect the distribution of Z ij , then π ij = π ik and Γ > 1. For a fixed Γ > 1, we can obtain lower and upper bounds on π ij , which can be used to derive the null distribution of T (0)/S(0) under H 0 : λ = 0 in the presence of unmeasured confounding and be used to compute a range of possible pvalues for the hypothesis H 0 : λ = 0 . The range of p-values indicates the effect of unmeasured confounders on the conclusions reached by the inference on λ. If the range contains α, the significance value, then we cannot reject the null hypothesis at the α level when there is an unmeasured confounder with an effect quantified by Γ. In addition, we can amplify the interpretation of Γ using Rosenbaum and Silber (2009) to get a better understanding of the impact of the unmeasured confounding on the outcome and the instrument (see the Supplementary Materials for the derivation of the sensitivity analysis and the amplification of Γ)
In contrast, matching-based IV estimation puts no constraints on the structure of this relationship. In this section, we study this phenomena in detail through a simulation study. Let the outcome R ij , the exposure D ij , the observed covariates X ij , and the instrument Z ij be generated based on the following model known as structural equations model in econometrics .
where the parameters α, β, κ and ρ are all fixed throughout the simulation. The parameters α and κ are intercepts. The parameter β is the quantity of interest, the effect of the exposure on the outcome, and is also equal to the effect ratio (see Section 1 of Supplementary Materials for details). The parameter π quantifies the strength of the instrument. The function f (·) is a pre-defined function that takes in a vector of observed covariates X ij and produces a scalar value that affects the outcome, R ij . In the simulation, X ij , are five-dimensional vectors or X ij = (X ij1 , . . . , X ij5 ). Also, we consider the following list of functions parametrized by γ ∈ R 5
(a) Linear function:
To generate X ij , we adopt the following scheme. For individuals with Z ij = 0, X ij comes from a five-dimensional multivariate Normal distribution with mean (0, . . . , 0) and an identity covariance matrix. For individuals with Z ij = 1, X ij comes from a five-dimensional multivariate Normal with mean (1, 0, . . . , 0) and identity covariance matrix. The instruments, Z ij , are generated randomly with ratios between Z ij = 1 and Z ij = 0 fixed at 1 to 7, similar to the ratio observed in our malaria data. For each generated data set, we compute the estimate of β using 2SLS and our procedure. 2SLS is based on (i) regressing D ij on Z ij and X ij to obtain the predicted value of D ij , sayD ij , and (ii) regressing R ij onD ij and X ij . We simulate this process 5000 times and compute the estimates of β produced by the two procedures. We measure the performance of the two procedures by computing the median absolute deviation, the absolute bias of the median (i.e. the absolute value of the bias of the median estimate with respect to β), and the Type 1 error rate over 5000 simulations. For each simulation study, we vary the function f (·) and π.
Figures 2 and 3 compare performances between 2SLS and our method when we fix the sample size, but vary the strength of the instrument (i.e. the strength of the effect of the instrument on the treatment) via π. Specifically, we evaluate the strength of the instrument using a popular measure known as the concentration parameter (Bound et al., 1995) . High values of the concentration parameter indicate a strong instrument while low values of it indicate a weak instrument. The concentration parameter is the population value of the first stage partial F statistic for the instruments when the treatment is regressed on the instruments and the measured covariates X ij ; this first stage F statistic is often used to check instrument strength where an F below 10 suggests that the instruments are weak (Stock et al., 2002) . The sample size is fixed at 800 where 100 individuals have Z ij = 1 and 700 individuals have Z ij = 0, similar to the sample size presented in the malaria data. We also vary f (·) based on the functions listed in the previous paragraph. Figure 2 measures the absolute bias of the median for 2SLS and our method. When f (·) is a linear function of the observed covariates x ij , 2SLS does better than our method, which is to be expected since 2SLS works best when the model is linear. However, if f (·) is non-linear, our matching estimator does better than 2SLS and is never substantially worse for all instrument strengths. For example, for quadratic, cubic, exponential, log, and square root functions, our method has lower bias than 2SLS for all strengths of the instrument. For logistic and truncated functions, our method is similar in performance to 2SLS for all strengths of the instrument. In the Supplementary Materials, we also measure the median absolute deviation of 2SLS and our method and we find that the price we pay for lower bias of our method in a slight increase in dispersion compared to 2SLS.
Finally, Figure 3 measures the Type I error rate of 2SLS and our method. Regardless of the function type and the instrument strength, our method retains the nominal 0.05 rate. In fact, even for the linear case where 2SLS is designed to excel, our estimator has the correct Type I error rate for all instrument strengths while 2SLS has higher Type I error for weak instruments. For all the non-linear functions, the Type I error rate for 2SLS remains above the 0.05 line while our estimator maintains the nominal Type I error rate. This provides evidence that our estimator will have the correct 95% coverage for confidence intervals regardless of non-linearity or instrument strength.
In summary, the simulation stud shows promise that our method is generally more robust to assumptions about instrument strength and linearity between the outcome and the covariance than 2SLS at the expense of a small increase in dispersion. The instrument was a binary variable indicating either the HbAS or HbAA genotype. The exposure of interest was the malarial history, which was defined as the total number of malarial episodes during the study. A malaria episode was defined as having a parasite density of more than 500 parasites/µl and a body temperature greater than 38 • C or the mother reported a fever within the last 48 hours. The outcome was whether the child was stunted at the last recorded visit, which occurred when the child was approximately two years old. The difference in episodes of malaria between children with HbAS and HbAA is significant (Risk ratio: 0.82, p-value: 0.02, 95% CI: (0.70, 0.97)), indicating that the sickle cell trait instrument satisfies Assumption (A1) of being associated with the exposure. Table 1 summarizes all the measured confounders in this data. We see that there are a few significant differences between the HbAS and HbAA groups, most notably in birth weight, village of birth, and mosquito protection status. Children with the sickle cell trait (HbAS) tend to have high birth weights and lack any protection against mosquitos compared to HbAA children. Also, children living in the village of Tano-Odumasi tend to inherit HbAA more frequently than HbAS. Any one of these differences can contribute to the violation of IV assumption (A3) in Section 2.3 if we do not control for these differences. For instance, it is possible that children with low birth weights were malnourished at birth, making them more prone to malarial episodes and stunted growth compared to children with high birth imsart-aoas ver. 2014/10/16 file: mainText.tex date: November 27, 2014 weights. We must control for these differences to eliminate this possibility, which we do through full matching.
4.2. Implementation of full matching on data. We conduct full matching on all observed covariates. In particular, we group children with HbAS and without HbAS based on all the observed characteristics in Table 1 as well as match for patterns of missingness. To measure similarity of the observed and missing covariates, we use the rank-based Mahalanobis distance as the distance metric for covariate similarity (Rosenbaum, 2010) . In addition, we compute propensity scores by logistic regression. Here, the propensity score is an instrumental propensity score, which is the probability of having the sickle cell trait given the measured confounders . In addition, children with missing values in their covariates were matched to other children with similar patterns of missing data (Rosenbaum, 2010) . Once covariate similarity was calculated, the matching algorithm optmatch in R (Hansen and Klopfer, 2006) matched children carrying HbAS with children carrying HbAA in a way that within each matched set, their covariates are similar. Figure 4 shows covariate balance before and after full matching using absolute standardized differences. Absolute standardized differences before matching are computed by taking the difference of the means between children with HbAS and HbAA for each covariate, taking the absolute value of it, and normalizing it by the within group standard deviation before matching (the square root of the average of the variances within the groups). Absolute standardized differences after matching are computed by taking the differences of the means between children with HbAS and HbAA within each strata, averaging this difference across strata, taking the absolute value of it, and normalizing it by the same within group standard deviation before matching as before. Before matching, there are differences in birth weight, mosquito protection, and village of residence between children with HbAS and HbAA. After matching, these covariates are balanced. Specifically, the standardized differences for birth weight, village of residence, and mosquito protection, are under 0.1 indicating balance (Normand et al., 2001) . In fact, all the covariates are balanced after matching and the p-values used to test the differences between HbAS and HbAA in Table 1 are no longer significant after matching. Hansen (2004) discusses how the size of matched sets in full matching can be restricted. In the Supplementary Materials, we compare different restrictions on full matching verses unrestricted full matching in terms of balance and efficiency. In short, the analysis reveals that unrestricted full matching creates the most covariate balance by a substantial amount while Absolute standardized differences before and after full matching. Unfilled circles indicate differences before matching and filled circles indicate differences after matching. having a only slight decrease in efficiency compared to other full matching schemes considered and hence, we use unrestricted full matching.
4.3. Estimate of causal effect of malaria on stunting. Table 2 shows the estimates of the causal effect of malaria on stunting from different methods, specifically our method, conventional two stage least squares (2SLS), and multiple regression. Our method computed the estimate by the procedure outlined in Section 2.5. 2SLS computed the estimate by regressing all the measured covariates and the instrument on the exposure and using the prediction from that regression and the measured covariates to obtain the estimated effect. Inference for 2SLS was derived using standard asymptotic Normality arguments . Finally, the multiple regression estimate was derived by regressing the outcome on the exposure and the covariates and the inference on the estimate was based on a standard t test.
We see that the full matching method estimates λ to be 0.22. That is, the risk of stunting among children with the sickle cell trait is estimated to decrease by 0.22 times the average malaria episodes prevented by the sickle cell trait. Furthermore, we reject the hypothesis H 0 : λ = 0, that malaria does not cause stunting, at the 0.05 significance level. The confidence interval λ is (0.044, 1.0). Even the lower limit of this confidence interval of 0.044 means that malaria has a substantial effect on stunting; it would mean that the risk of stunting among children with the sickle cell trait is decreased by 0.044 times the average malaria episodes prevented by the sickle cell trait.
The estimate based on 2SLS is 0.21, similar to our method. However, our method achieves statistical significance but 2SLS does not. Also, multiple regression, which does not control for unmeasured confounders, estimates a much smaller effect of 0.018. Table 3 shows the sensitivity analysis due to unmeasured confounders. Specifically, we measure how sensitive our estimate and the p-value in Table  2 is to violation of assumption (A3) in Section 2.3, even after matching. We see that our results are somewhat sensitive to unmeasured confounders at the 0.05 significance level. If there is an unmeasured confounder that increases the odds of inheriting HbAS over HbAA by 10%, i.e. Γ = 1.1, then imsart-aoas ver. 2014/10/16 file: mainText.tex date: November 27, 2014 Table 3 Sensitivity analysis for instrumental variables with full matching. The range of significance is the range of p-values over the different possible distributions of the unmeasured confounder given a particular value of Γ, which represents the effect of unobserved confounders on the inference of λ. 5. Summary. Overall, in contrast to regression-based IV estimation procedures like 2SLS, our full matching IV method (i) provided a clear way to assess the balance of observed covariates and design the study without looking at the outcome data and (ii) provided a method to quantify the effect of unmeasured confounders on our inference of the causal effect. Our method made it explicitly clear how these covariates were adjusted by stratifying individuals based on similar covariate values. Finally, like in a randomized experiment, our analysis only looked at the outcome data once the balance was acceptable, i.e. once the differences in birth weight, village of residence, and mosquito protection between children with HbAS and HbAA were controlled for. If the balance was unacceptable, then comparing the outcomes between the two groups would not provide reliable causal inference since any differences in the outcome can be attributed to the differences in the covariates. In contrast, conventional 2SLS can only analyze the causal relationship in the presence of outcome data, making the outcome data necessary throughout the entire analysis. Finally, our method is robust to parametric modeling assumptions between the outcome and the covariates with respect to Type I error and point estimate, which cannot be said about 2SLS.
Ehrhardt, S., Burchard, G. D., Mantel, C., Cramer, J. P., Kaiser, S., Kubo, M., OtchSection 2.4 and 2.5 of the main text.
APPENDIX B: EFFECT RATIO AND STRUCTURAL EQUATION MODELS
The effect ratio is related to parameters found in standard structural equation models. To illustrate this, suppose Z ij is the binary instrument, D ij is the endogenous variable, X ij are the exogenous covariates, and R ij is the outcome. The variables Z ij , D ij , X ij and R ij are modeled by a standard single variable structural equation model 
where α, β, γ, κ, π, ρ are parameters of the model. The causal parameter of interest is β, the effect of the endogenous exposure on the outcome. Combining the potential outcomes notation with the structural equations (10) and (11), we have
Then, the effect ratio in (7) turns out to be
Hence, λ = β and the effect ratio can be interpreted as the effect of the endogenous variable on the outcome. Furthermore, because of this equivalence, inferences for the effect ratio provides inference for β.
APPENDIX C: THEORETICAL PROPERTIES OF TEST STATISTIC
Recall the hypothesis of interest from the main manuscript (Section 2.5)
Proposition 1 provides an asymptotic distribution for the test statistic T (λ 0 ) in equation (8) under the null hypothesis H 0 .
Proposition 1. Assume that for every I, (i) n i remains bounded and (ii)
j=1 r 1ij − r 0ij and
remains fixed at r andd = 0, respectively, so thatλ =r/d. In addition, we assume the following moment conditions
Then, under the null hypothesis H 0 : λ =λ, for all t > 0, lim sup
where Φ(·) is the standard normal distribution.
To prove Proposition 1, we require the following two Lemmas. Lemma 1 characterizes the moments of the test statistics in (8). Lemma 2 derives the bias of S(λ 0 ) 2 in estimating the variance of T (λ 0 ). Proof of these Lemmas are in Section H of the Supplementary Materials. Lemma 1. The expected value and the variance of the test statistic in equation (8) are where
Lemma 2. Let µ i,λ 0 = E{V i (λ 0 )|F, Z} and µ λ 0 = E{T (λ 0 )|F, Z}. The bias of (9) in estimating the variance of the test statistic in (8) is
Proof of Proposition 1. We use the same notation adopted in the proof of Lemma 2, mainly µ i,λ , µλ, and v 2 i,λ . In addition, let q i,λ = E{V 2 i (λ)|F, Z}, and vλ = V ar{T (λ)|F, Z}. First,
By the fourth moment condition in (12), we have
q i,λ /I → 0 in probability. Similarly, the same fourth moment condition in (12) and the same reasoning gives T (λ)−µλ → 0 in probability because of the growth of the variance of T (λ) is controlled by the moment condition. Since µλ = 0 for all I under the null hypothesis, we have, by the continuous mapping theorem, T 2 (λ) → 0 in probability. Combining all these convergence results, we get that for > 0 and δ > 0, there exists I * such that
Stated in words, IS 2 (λ) will over-estimate Ivλ with high probability. Second, under the null hypothesis H 0 : λ =λ and from Lemma 1,
Hence, we can rewrite the test statistic as
where the test statistic becomes a sum of independent random variables V i (λ) − µ i,λ with mean zero and variance w 2 i v i,λ . Finally, combining the two facts, under the null H 0 : λ =λ, we have
By conditions specified in Breiman (1992, pg 186) for the central limit theorem with non-identical distributions, the first parenthesis term converges to the standard Normal distribution. From our result about IS 2 λ overestimating Ivλ, the second parenthesis term will be smaller than 1 with high probability. Hence, taking the sup of the entire expression, we obtain lim sup
where Φ() is the standard normal distribution.
Proposition 1 provides a way to estimate the effect ratio, compute pvalues, and calculate confidence intervals. In particular, the estimator for the effect ratio, denoted asλ, is the solution to the equation T (λ)/S(λ) = 0. The 95% confidence interval for the effect ratio is the solution to the equation T (λ)/S(λ) = ±1.96. Corollary 1 presents a solution to the equation T (λ)/S(λ) = q for any value of q. Corollary 1. For any value q, the solution to T (λ)/S(λ) = q is a solution to the quadratic equation A 2 λ 2 + A 1 λ + A 0 = 0 where
Proof. First, we see that T (λ)/S(λ) = q implies T 2 (λ) = q 2 S 2 (λ). This expression can be rewritten as (14)
Rearranging the terms in (14), we get
Second, we can re-express V i (λ) as follows.
Immediately, we also have V i (λ) = G i −λH i . Then, we can rewrite Overall, we can rewrite the equation (14) as
Finally, we pull out the coefficients associated with λ 2 and λ, denoted as A 2 and A 1 , respectively. The remaining term are constants and we denote them as A 0 . All A 2 , A 1 , and A 0 are explicitly written below.
If q = 0 in Corollary 1, there is only one solution to the quadratic equation since
This gives us an explicit formula for the estimator of the effect ratio, denoted asλ.
APPENDIX D: SENSITIVITY ANALYSIS
If unmeasured confounders play no role in the assignment of Z ij , Γ = 1 and π ij = π ik . That is, child j and k have the same probability of receiving Z ij = 1 in matched set i. If there are unmeasured confounders that affect the distribution of Z ij , then π ij = π ik and Γ > 1. By , equation (16) is equivalent to
where u = (u 11 , u 12 , ..., u In I ). Unfortunately, the exact probability of (17) is unknown as it depends on the vector of unobserved confounders, (u 11 , . . . , u I,n I ). However, for a fixed Γ > 1, we can obtain lower and upper bounds on (17). Furthermore, since the inference on the effect ratio λ is derived from the distribution of P (Z = z|F, Z), these bounds can be used to compute a range of possible p-values under the null hypothesis. The range of p-values indicates the effect of unmeasured confounders on the conclusions reached by the inference on λ. If the range contains α, the significance value, then we cannot reject the null hypothesis at the α level when there is an unmeasured confounder with an effect quantified by Γ. Specifically, consider Fisher's sharp null hypothesis, H 0 : r 1ij = r 0ij for all i = 1, . . . , n and j = 1, . . . , n i . Note that this hypothesis implies the hypothesis H 0 : λ = 0. Furthermore, the test statistic in (8) simplifies to
Regardless of the distribution of P (Z|F, Z), we can use the simpler statistic,T (0),
to test the Fisher's sharp null hypothesis. If the responses are binary, equation (18) is the sign-score test statistic for which exact bounds on p-values exist . If the responses are continuous, Gastwirth et al. (2000) and Small et al. (2009) 
The parameter Λ refers to the odds of having one instrument value over another. The parameter ∆ refers to the odds of having one outcome over another. For each Γ, we can use equation (19) and translate the interpretation of Γ as the combined effect an unmeasured confounder must have on the instrument, Λ, and on the outcome, ∆, to change the inference. Figure 5 shows the result of applying the amplification of Γ by looking at the effect by unmeasured confounders on the odds of stunting and odds of inheriting HbAS over HbAA and on the inference. Specifically, the different values of Γ in the sensitivity analysis provides us with range of possible pvalues. By equation (19) in Section D of the Supplementary Materials, each Γ is associated with two other sensitivity parameters ∆, odds of stunting, and Λ, odds of inheriting HbAS over HbAA, and can be presented as a two-dimensional plot with each axis representing ∆ and Λ. For example, the point (∆ = 1.5, Λ = 1.5) on Figure 5 represents an unmeasured confounder that increases the odds of stunting and inheriting HbAS over HbAA by a factor of 1.5 and produces a p-value in between 0.025 and 0.05, which does not contain the significance level of 0.05. Hence, the null hypothesis would still be rejected despite having such an unmeasured confounder. In contrast, if the unmeasured confounder had an effect of (2.0, 2.0) specified on the plot, the null hypothesis would be retained since the p-value contains the significance level of 0.05. Amplification of sensitivity analysis. Each point on the graph represents an effect by an unmeasured confounder on the instrument (HbAS) and on the outcome (stunting) to change the inference, specifically the p-value. Points within the two bold curves correspond to effects by unmeasured confounders that will give us p-values < 0.05 and points outside the two bold curves correspond to effects that will give us p-values > 0.05, thereby retaining our null hypothesis. imsart-aoas ver. 2014/10/16 file: mainText.tex date: November 27, 2014 APPENDIX F: EFFICIENCY F.1. Formula for efficiency. One of the advantages of full matching is its flexibility to accommodate various sizes of matched sets. All things being equal in terms of covariate balance, we would like an estimator of the effect ratio λ that is as efficient as possible. This is particularly the case with full matching where an unconstrained full matching can create large matched sets which reduces efficiency (Hansen, 2004) . However, we can constrain full matching to increase efficiency by restricting matched sets to have a maximum number of controls and/or treated units per matched set (Hansen, 2004) . This section studies statistical efficiency of the estimator for λ under different constraints on full matching.
Sensitivity Analysis to Unmeasured Confounders
To study the efficiency of the effect ratio estimator for different n i and m i , we study a version of the structural equations model introduced in Section B of the Supplementary Materials. Let (R ij , D ij , Z ij ) be i.i.d. observations under the following model.
with the following moment conditions.
The parameters α i , i = 1, . . . , I measure the effect on the outcome from being in matched set i. The parameter β is the effect of interest, the effect of the exposure on the outcome and as discussed in Section B of the Supplementary Materials, the effect ratio, λ. The parameters τ i , i = 1, . . . , I measure the effect on the exposure from being in matched set i. The parameter γ is the effect of the instrument on the exposure. By including α i and τ i , the models (20) and (21) incorporate the matching aspect of IV estimation since each matched set i has effects on R ij and D ij that are unique to that matched set.
Given the models in equation (20) and (21) and the discussion from Section B of the Supplementary Materials, the parameter β can be estimated by the effect ratio estimator discussed in Section C of the Supplementary Materials, specifically equation (15),
Proposition 2 computes the asymptotic variance ofβ to study the efficiency of the effect ratio estimator.
Proposition 2. Suppose we have models (20) and (21) with γ = 0 and the third moment of ij is bounded for all i, j. Define the following variables
Assume that (i) Z ij are fixed, (ii) n i remain bounded for all i, and the following moment conditions are met for J i and H i lim sup
Then, the asymptotic variance of the effect ratio estimator in (15) is
Proof of Proposition 2. First, for all i = 1, . . . , I and j = 1, . . . , n i , we have
Second, for fixed Z ij , we have the following expected values for
For the third moment, for each i, let k 1 , . . . , k n i be non-negative integers and define the multinomial coefficient as follows.
because third moments exist and are bounded for all ij and n i is bounded. Third, based on these moment calculations, it immediately follows that
Then, by Theorem 9.2 in Chapter 9, Section 3 of Breiman (1992) (pg 187), the sum of J i weighted by
Fourth, for H i , we have the following moments
Fifth, by Theorem C in page 27 of Serfling (1980) ,
Finally, combining all these facts together, we can rewrite the effect ratio estimator as follows.
imsart-aoas ver. 2014/10/16 file: mainText.tex date: November 27, 2014 which leads to
Finally, using Slutsky's Theorem, √ I(β − β) converges to a Normal distribution with mean 0 and stated asymptotic variance.
Proposition 2 provides an easy way to compare between different types of full matching methods and their effect on the estimation of the effect ratio. For example, in the simple case of homoscedastic variance, the approximate variance ofλ is
where K is some constant that depends on the variance of R ij and the strength of the instrument. Since K will be identical for all full matched designs, we can simply look at the quantities to the right of K to tweak our full matching algorithm to produce the most efficient estimator.
With regards to the quality of the approximation, the asymptotic variance is a decent approximation to the estimator's variance if the number of matched sets, I, are large or if the instruments are strong. This is demonstrated in Table 4 which is a result of the following simulation study. The variables R ij , D ij and Z ij are generated via the model in (20) and (21) with Z ij assumed to be fixed. We randomly pick α i , τ i , and β. We pick γ to be 1 for the strong instrument case and −0.2 for the weak instrument case. We assume a homoscedastic variance for the error terms where all the σ 2 i,R , σ 2 i,D , and σ i,RD are the same for every i. We compute the effect ratio estimator, repeat this process 1000 times, and compute the simulated variance. The theoretical variance is calculated based on the formula provided in Proposition 2. Table 4 shows us that for strong instruments, the agreement between theoretical formula in Proposition 2 and simulation is quite good for all values of I. On the other hand, for weak instruments, there is substantial deviation between the theoretical variance and the simulated variance until I is above 5000.
F.2. Simulation to approximate efficiency. The prior section offers a formula to compute efficiency of various full matching schemes. However, for the formula to be valid, it requires, among other things, a linear model between the outcome, R ij and the exposure D ij . In our study where stunting, the outcome, is a binary variable and malaria, the exposure, is a whole number, it is unreasonable to assume that R ij is a linear function of D ij .
In such cases, we propose a simulation study to analyze efficiency for different full matching schemes. As an illustration, consider our study with the effect of malaria on stunting. For each matching scheme, we fix Z ij and X ij , which, in turn, fixes the matched sets. For the other variables, D ij and R ij , we assume a Poisson relationship between D ij and Z ij and a logistic relationship between D ij and R ij . In particular, we use the following model
We fix β, the effect of malaria on stunting, to be 0.32 and γ, the strength of the instrument, to be −0.20 based on the estimates in Kang et al. (2013) ; the estimate of γ was based on the risk ratio estimate. We also randomly choose α i and τ i , the intercepts, from Normal distributions with means −1.67 and −0.19, respectively, and variances 0.12 and 0.027, respectively. The mean and the variance for α i is from the intercept term and its corresponding standard error of the logistic regression between R ij and D ij . Similarly, the mean and the variance for τ i is from the intercept term and its corresponding standard error of the Poisson regression between D ij and Z ij . Once all the parameters are set, we sample 884 observations of (R ij , D ij ) (i.e. the sample size of the malaria data set) and compute the effect ratio estimator based on the sample of 884. Note that the effect ratio estimator should be able to estimate β since it doesn't rely on the functional form between stunting (i.e. outcome) and malaria episodes (i.e. exposure). We repeat the simulation 5000 times and compute the median absolute deviation as a robust proxy for variance of the effect ratio estimator. In particular, we restrict the matched set sizes to different values to see their impact on efficiency and standardized bias. The standardized bias is the instrumental propensity score and is calculated as the difference in propensity scores before and after matching normalized by the within group standard deviation before matching (the square root of the average of the variances within the group). We see that unrestricted full matching has the lowest bias among all other full matching schemes. However, full matching with restricted strata size of 9 has the lowest median absolute deviation, albeit by a little in comparison to other matching schemes. Given the large bias reduction by using unrestricted full matching with a small gain in median absolute deviation, we use unrestricted full matching in our main manuscript.
APPENDIX G: EXTENDED SIMULATION
G.1. Strength of instruments. The simulation setup is identical to the one in Section 3 of the main manuscript. We present another aspect of our estimator's performance in relation to 2SLS, specifically the median absolute deviation (MAD). Figure 6 measures the MAD of 2SLS and our method. Our method tends to have a slightly higher MAD than 2SLS. This higher variability of our method is to be expected since our method uses a nonparametric approach whereas 2SLS is a parametric approach. However, as the instrument gets stronger (i.e. high concentration parameter), the gap between the two MADs shrinks quickly.
G.2. Sample size. The simulation result presented here has the identical setup as the one in Section 3 of the main manuscript. However, we fix the strength of the instrument to be very strong, but vary the sample size. We keep the ratio between Z ij = 1 to Z ij = 0 to be 1 to 7, respectively. We compare the performance of 2SLS and our method with respect to bias, variance, and type I error rate as we vary f (·). is a linear function of the observed covariates x ij , 2SLS does better than our method, which is to be expected since 2SLS works best when the model is linear. However, if f (·) is non-linear, our matching estimator does better than 2SLS and is never substantially worse. For example, for quadratic, cubic, exponential, log, and square root functions, our method has lower bias than 2SLS for all sample size. For logistic and truncated functions, our method is similar in performance to 2SLS. Figure 8 measures the median absolute deviation (MAD) of 2SLS and our method. Our method tends to have a slightly higher MAD than 2SLS. This higher variability of our method is to be expected since our method uses a nonparametric approach whereas 2SLS is a parametric approach.
Finally, Figure 9 measures the Type I error rate of 2SLS and our method. Regardless of the function type and and sample size, our method retains the nominal 0.05 rate. In fact, even for the linear case where 2SLS is designed to excel, our estimator has the correct Type I error rate for all sample size while 2SLS has higher Type I error for small sample size. For all the nonlinear functions, the Type I error rate for 2SLS remains above the 0.05 line, with the notable exception of logistic and truncated functions whose 2SLS estimators has similar Type I error as our method. In contrast, our estimator maintains the nominal Type I error rate for all sample sizes. This provides evidence that our estimator will have the correct 95% coverage for confidence intervals regardless of the non-linearity or for different sample size.
APPENDIX H: PROOF TO LEMMAS
Proof of Lemma 1. Let y 0ij,λ 0 = r 0ij −λ 0 d 0ij and y 1ij,λ 0 = r 1ij −λ 0 d 1ij . Then, V i (λ 0 ) becomes
(1 − Z ij )y 0ij,λ 0 By assumption (A3) of IV in the main manuscript, Z ij are independent within each strata. Then, for any i = 1, . . . , I and for j, k = 1, ..., n i where
where the second equality is true because in full matching, m i = 1 and n i = m i − 1 or m i = n i − 1 and n i = 1. Then, the expectation of V i (λ 0 ) and 
