We have developed the Active Data Repository (ADR) 
Introduction
The exploration and analysis of large datasets is playing an increasingly central role in many areas of scientific research. Depending on the application area, datasets may include data produced by scientific simulations, along with measurements obtained from satellites, microscopes, seismic data or tomographic imaging techniques [3, 7] . Applications often use only a subset of all the data available in both the input and output datasets. In many data intensive applications, references to data items can be described by a range query, namely a multi-dimensional bounding box in the underlying multi-dimensional attribute space of the dataset(s). Only the data items whose associated coordinates fall within the multi-dimensional box must be retrieved and processed. Figure 1 shows high-level pseudo-code for the basic processing loop commonly executed in these applications. The processing steps consist of retrieving input and output data items that intersect the range query (steps 1-2 and 4-5), mapping the coordinates of the retrieved input items to the corresponding output items (step 6), and aggregating, in some way, all the retrieved input items mapped to the same output data items (steps [7] [8] . Correctness of the output data values usually does not depend on the order input data items are aggregated. The mapping function, Ma p i e , maps an input item to a set of output items. The computational model allows for an intermediate data structure, referred to as an accumulator, that can be used to hold intermediate results during processing. For example, an accumulator can be used to keep a running sum for an averaging operation.
The aggregation function, Aggregatei e ; a e , aggregates the value of an input item with the intermediate result stored in the accumulator element (a e ). The output dataset from a query is usually much smaller than the input dataset, hence steps 4-8 are called the reduction phase of the processing. Accumulator elements are allocated and initialized (step 3) before the reduction phase. The intermediate results stored in the accumulator are post-processed to produce final results (steps 9-11).
We have developed the Active Data Repository (ADR) [3] , an infrastructure that efficiently supports the processing loop shown in Figure 1 , integrating storage, retrieval, and processing of large multi-dimensional scientific datasets on distributed memory parallel machines with multiple disks attached to each node. ADR differs from highperformance I/O systems [9] in that it allows customization for application specific processing (i.e. the Initialize, Ma p , Aggregate, and Output functions described above), while providing support for common operations such as memory management, data retrieval, and scheduling of processing across a parallel machine. Several extensible database systems have been proposed to provide support for user-defined functions [1, 8] . ADR, however, implements a more restrictive processing structure that mirrors the processing of our target applications. achieved through effective workload partitioning and careful scheduling of the operations to obtain good utilization of the system resources, not by rearranging the algebraic operators in a relational query tree, as is done in relational database systems.
Our earlier work [6] proposed three potential processing strategies for range queries in ADR, and evaluated their relative performance. Our experimental results showed that the relative performance of the strategies changes under varying application characteristics and machine configurations. In this work we investigate approaches to guide and automate the selection of the best strategy for a given application and machine configuration. This paper summarizes our work on analytical models to predict relative performance of the strategies when input data elements are uniformly distributed in the attribute space of the output dataset, restricting the output dataset to be a regular d-dimensional array. A more detailed description of these models can be found in [2, 4] . We present an experimental evaluation of these models for several driving applications [3, 7] .
Query Execution Strategies
In this section we briefly describe three strategies for processing range queries in ADR. More detailed descriptions of these strategies and of ADR in general can be found in [3, 6] .
Query Processing in ADR.
A dataset is partitioned into a set of chunks to achieve high bandwidth data retrieval in ADR. A chunk consists of one or more data items, and is the unit of I/O and communication. Every chunk is associated with a minimum bounding rectangle (MBR) that encompasses the coordinates (in the associated attribute space) of all the data items in the chunk. Chunks are distributed across the disks attached to ADR back-end nodes using a declustering algorithm [5] to achieve I/O parallelism during query processing. Each chunk is assigned to a single disk, and is read and/or written during query processing only by the local processor to which the disk is attached. If a chunk is required for processing by one or more remote processors, it is sent to those processors by the local processor via interprocessor communication.
Processing a query in ADR is accomplished in two steps; query planning and query execution. A plan specifies how parts of the final output are computed and the order the input data chunks are retrieved for processing. Planning is carried out in two steps; tiling and workload partitioning. In the tiling step, if the output dataset (and corresponding accumulator) is too large to fit entirely into the memory, it is partitioned into tiles. Each tile contains a distinct subset of the output chunks, so that the space for the chunks in a tile is less than the amount of memory available for output data. During query processing, each output tile is cached in main memory, and the input chunks that map to the tile are retrieved. In the workload partitioning step, the workload associated with each tile (i.e. aggregation of input items into accumulator chunks) is partitioned across processors, by assigning each processor the responsibility for processing a subset of the input and/or accumulator chunks.
The execution of a query on a back-end processor progresses through four phases for each tile:
1. Initialization. Accumulator chunks in the current tile are allocated space in memory and initialized. If an output chunk is required to initialize an accumulator chunk, it is retrieved by the local processor and is forwarded to the processor that requires it.
2. Local Reduction. Input data chunks on the local disks of each back-end node are retrieved and aggregated into the accumulator chunks allocated in each processor's memory in phase 1.
3. Global Combine. If necessary, results computed in each processor in phase 2 are combined across all processors to compute final results for the accumulator chunks.
4. Output Handling. The final output chunks for the current tile are computed from the corresponding accumulator chunks computed in phase 3.
A query iterates through these phases repeatedly until all tiles have been processed and the entire output dataset has been computed. To reduce query execution time, ADR overlaps disk operations, network operations and processing as much as possible during query processing.
Query Processing Strategies
In the following discussion, we refer to an input/output data chunk stored on one of the disks attached to a processor as a local chunk on that processor. Otherwise, it is a remote chunk. A processor owns an input or output chunk if it is a local input or output chunk. A ghost chunk is a copy of an accumulator chunk allocated in the memory of a processor that does not own the corresponding output chunk.
In the tiling phase, we use a Hilbert space-filling curve [5] to create the tiles. The goal is to minimize the total length of the boundaries of the tiles, by assigning chunks that are spatially close in the multi-dimensional attribute space to the same tile, to reduce the number of input chunks crossing tile boundaries.
Fully Replicated Accumulator (FRA) Strategy. In this scheme each processor performs processing associated with its local input chunks. The output (accumulator) chunks are partitioned into tiles, each of which fits into the available local memory of a single back-end processor. This scheme effectively replicates all of the accumulator chunks in a tile on each processor. During the local reduction phase, each processor generates partial results for the accumulator chunks using only its local input chunks. Ghost chunks are then forwarded to the processors that own the corresponding accumulator chunks during the global combine phase to produce the complete intermediate result.
Sparsely Replicated Accumulator (SRA) Strategy. The FRA strategy replicates each accumulator chunk in every processor, even if no input chunks will be aggregated into the accumulator chunks in some processors. In the SRA strategy, a ghost chunk is allocated only on processors owning at least one input chunk that maps to the corresponding accumulator chunk. This incurs the additional cost of determining on which processors ghost chunks should be allocated.
Distributed Accumulator (DA) Strategy. In this scheme, every processor is responsible for all processing associated with its local output chunks. Tiling is done by selecting, for each processor, local output chunks from that processor until the memory space allocated for the corresponding accumulator chunks in the processor is filled. Since no accumulator chunks are replicated by the DA strategy, no ghost chunks are allocated. Hence, there is no global combine phase in DA. However, communication is introduced in the local reduction phase for input chunks; all the remote input chunks that map to the same output chunk must be forwarded to the processor that owns the output chunk. 
Analytical Cost Models
Our goal is to predict the relative performance of the three strategies without running the (expensive) query planning phase, i.e., without performing tiling and workload partitioning. Predicting the relative performance of the query processing strategies can be accomplished in two steps. First, we must estimate the number of I/O, communication, and computation operations that must be performed for an output tile in each phase. Second, the counts must be used to produce an estimated execution time for each strategy.
The main assumption of the analytical models described in this paper is that the distribution of the input chunks in the output attribute space must be uniform, and the output dataset must be a regular d-dimensional dense array. In the following sections we summarize the methods used to compute the expected number of operations, in terms of the number of chunks, for the FRA strategy as an example. The details of computing the operation counts for the SRA and DA strategies can be found in [2, 4] . Table 1 shows the expected average number of operations per processor for a tile in each phase.
Computing Operation Counts for FRA
The number of tiles and the average number of output chunks in a tile depend on the aggregate system memory that can be effectively utilized by a query processing strategy. Since an output chunk is replicated in all processors for FRA, the effective system memory for FRA is the size of memory, M, on a single processor. Hence, the average number of output chunks per tile, O fra , is M Osize , and the number of tiles, T fra , is O Ofra , where O is the total number of output chunks, and O size is the size of an output chunk. With input chunks mapping to an output chunk, O fra computation operations are performed in the local reduction phase for each tile, and the declustering algorithm that ADR uses (see Section 2) is expected to assign an even share to each processor.
As was discussed in Section 2, an input chunk may intersect more than one output tile. To estimate the number of input chunks per output tile accurately, the number of output tiles an input chunk is expected to intersect has to be computed. Assume that the d-dimensional output grid is partitioned regularly into rectangular tiles and there are O fra output chunks per output tile. Let each output chunk have a minimum bounding rectangle (MBR) of size z i along dimension i = 0; 1; : : : ; d, 1. Then, the extent of the MBR for an output tile in each dimension is x i = z i n i for i = 0; 1; : : : ; d ,1, where n i is the number of output chunks along dimension i of the tile (n i = d p O fra for square tiles.) Also assume that after mapping to the output attribute space, the extent of the MBR of each input chunk is y i along dimensions i = 0; 1; : : : ; d , 1. In the following analysis, d is assumed to be 2, two-dimensional output grid d = 2ed to be two, and y i x i . The extension of the results to more than two dimensions and for y i x i can be found in [2] .
A tile can be implicitly partitioned into subregions R 1 , R 2 , and R 4 as shown in Figure 2 . If the mid-point of the MBR of an input chunk (with extents y 0 and y 1 ) falls into region R k , then the input chunk intersects k adjacent output tiles. Let areaR k be the area of region R k . Since we assume that the distribution of input chunks in the output space is uniform, the ratio of the area of region R k to the total area of the tile can be used to estimate the number of input chunks that fall into that region. Thus, the expected number of output tiles that an input chunk intersects, , can be computed as
The expected number of input chunks that map to an output tile is then I fra = I Tfra , where I is the total number of input chunks, and T fra is the number of tiles.
Estimating Execution Times
After the counts for each operation and each phase of query execution are calculated, the counts must be used to produce estimated execution times to predict the relative performance of the various strategies. We briefly describe our initial approach for estimating the relative execution time of the strategies.
We do not require estimating the absolute execution time of each strategy accurately. Our goal is to estimate the relative performance of the strategies so that the best strategy for an application and machine configuration is chosen, especially when one strategy performs significantly better than the others, and to compute this estimation without much overhead. For this reason, we use a simple method to compute execution times of the strategies. I/O and communication counts per processor in Table 1 
Experimental Results
We present experimental evaluation of the cost models on a 128-node IBM SP multicomputer. Each SP node has 256 MB of memory, and provides 640 MFLOPS peak performance. The nodes are interconnected via a High Performance Switch that provides 110MB/sec peak communication bandwidth per node. Each node has one local disk with 500MB of available scratch space. We allocated 220MB of that space for the input dataset and 50MB for the output dataset. The AIX filesystem uses a main memory file cache, so we used the remaining 230MB on the disk to clean the file cache before each experiment, to obtain reliable performance results.
We have evaluated the cost models using synthetic datasets and for several ADR driving applications. Due to space limitations, we only present evaluation results from some of the experiments for the applications. The full set of experiments is described in [2, 4] . We used synthetic datasets to evaluate the cost models under controlled scenarios, varying several parameters to illustrate cases under which DA performs better than the other two strategies, and others under which SRA performs better. The overall results show that the cost models can estimate the relative performance of the strategies under varying scenarios.
In the application-driven experiments, we used application emulators [10] to generate various scenarios for the application classes that motivated the design of ADR. An application emulator provides a parameterized model of an application class; adjusting the parameter values allows generation of different scenarios within the class and scaling of applications in a controlled way. Table 2 summarizes dataset sizes and characteristics for three application classes: satellite data processing (SAT), analysis of microscopy data with the Virtual Microscope (VM), and water contamination studies (WCS) [3, 7] . The output dataset size was fixed for each application. In this table, denotes the average number of input chunks that map to an output chunk. The average number of output chunks that an input chunk maps to is denoted by . The last column shows the computation time per chunk for the different phases of query execution (see Section 2); I-LR-GC-OH represents the Initialization-Local Reduction-Global Combine-Output Handling phases. The computation times represent the relative computation cost of the different phases within and across the different applications. The LR value denotes the computation cost for each intersecting (input chunk, accumulator chunk) pair. Thus, an input chunk that maps to a larger number of accumulator chunks takes longer to process. In all these applications the output datasets are regular arrays, hence each output dataset is divided into regular multi-dimensional rectangular regions. The distribution of the individual data items and the data chunks in the input dataset for SAT is irregular. This is because of the polar orbit of the satellite [10] ; data chunks near the poles are more elongated on the surface of the earth than those near the equator and there are more overlapping chunks near the poles. The input datasets for WCS and VM are regular dense arrays, partitioned into equal-sized rectangular chunks. We selected the values for the various parameters to represent typical scenarios for these application classes on the SP machine, based on our experience with the complete ADR applications. Assignment of input and output chunks to the disks was done using a Hilbert curve-based declustering algorithm [5] . Figure 3 shows the measured and estimated total execution time for each application. As is seen from the figure, the cost models can successfully predict the relative performance of the strategies for the VM application, which has a uniform distribution of input and output chunks. For the SAT and WCS applications, however, the cost models fail to predict the relative performance of the strategies in some cases. One of the reasons is the load imbalance in computation. There are two main reasons for the load imbalance in these applications. First, the distribution of data elements in the output attribute space is not uniform for SAT. Second, the Hilbert curve-based declustering algorithms do not achieve optimal distribution of the input and output chunks across the processors, causing load imbalance in some cases. Since the cost models assume perfect declustering and a uniform distribution of the computations across the processors, the models may fail to predict the relative computation times of the strategies in those cases. Another reason for the inaccurate estimates is that I/O and communication bandwidths may vary across applications and across different number of processors. We used the I/O and communication bandwidths computed from synthetic datasets for estimating the total execution time of the applications. We observed that there can be a large difference between the bandwidths measured from the synthetic datasets and the bandwidths measured in some of the runs of the WCS application. We plan to further investigate these cases to understand why I/O and communication bandwidths may change by large amounts across different applications and different number of processors, and look into approaches to estimate such changes, to make our cost models more accurate.
Conclusions and Future Work
We have described an approach to guide and automate selection of the best query processing strategy for a given query within the ADR framework. We have presented analytical cost models to predict the relative performance of three query processing strategies for different application scenarios and machine configurations. Our results show that in most cases the cost models are able to predict the relative performance of the strategies, both for synthetic datasets and for our driving applications. However, our cost models can fail when there is a significant computational load imbalance or when there is a large variance in measured I/O and communication costs on the parallel machine, because the current models assume both a computational load balance and fixed, predictable I/O and communication bandwidth from the machine. We plan to further investigate these limitations and devise approaches to accurately model the costs of the query execution strategies for a wider range of applications and machine configurations. 
