We provide a Fundamental Theorem of Asset Pricing and a Superhedging Theorem for a model independent discrete time financial market with proportional transaction costs. We consider a probability-free version of the Robust No Arbitrage condition introduced by Schachermayer in [S04] and show that this is equivalent to the existence of Consistent Price Systems.
problem, for a non exhaustive list, see [BT00, CK96, CPT99, LS97, K99, SSC95, S14].
Nevertheless, the existence of a reference probability has been recently criticized and opened new and interesting challenges in several branches of Mathematical Finance under the name of Knightian Uncertainty. We conduct our study in this framework, in particular we do not fix, a priori, any class of probabilities.
Arbitrage and Consistent Price Systems In this paper we consider a model-independent version of the Robust No Arbitrage condition introduced in [S04] . Whenever this condition holds the broker still have room for proposing a discount on the bid-ask spread without creating with this operation arbitrage opportunities. In this sense the terminology "robustness" of the No Arbitrage condition should be interpreted rather than in the sense of a probability-free setup. The results of [S04] connect the absence of arbitrage to the existence of a price process S with values in the bid-ask spread which is a martingale under a certain risk-neutral probability Q. We call the couple (Q, S) "Consistent Price System" (CPS) and it is said to be strictly consistent if S takes values in the relative interior of the bid-ask spread. Differently from the approach of [S04] we are not defining arbitrage in terms of physical units of assets, but we are choosing a numeràire and evaluating a sure gain in terms of the value process of a certain strategy. Nevertheless we show in Section 3 the analogous equivalence under the name of FTAP:
Robust No Model Independent Arbitrage iff there exists a strictly CPS .
(1)
Only a very short literature is available for these problems under Knightian uncertainty. When a class of (possibly non-dominated) set of priors P is considered, recent results in this direction are given by Bayraktar and Zhang [BZ15] and Bouchard and Nutz [BN16] . In [BN16] a (nondominated) version of No Arbitrage of the second kind (N A 2 (P)) introduced in [R09] is studied.
In [BZ15] the authors considered the generalization to this framework of the concept of No Arbitrage (N A(P)) and No strict Arbitrage (N A s (P)) used in [KS01, KRS02] . In a first version of the paper they considered a market with a single risky asset and by using a strong continuity assumption and a non-dominated version of the martingale selection problem, they were able to show a Fundamental Theorem of Asset Pricing. In the revised version they removed the continuity hypothesis and extended the previous result to the case of a multi-dimensional market. In this paper we are using a different notion of arbitrage and a probability-free setup, so that the two results are not directly comparable but, similarly to their approach, we are considering a modification of the bid-ask spread in order to individuate the set of CPSs. The goal is to explicitly construct an arbitrage opportunity, when the set of CPSs is empty, and this requires to tackle directly the dynamic multi-period problem. To this aim we will make use of the general theory of random sets which have already been considered by Rokhlin in [Ro08] for the probabilistic case. Nevertheless in [Ro08] the author provided an equivalent condition to the existence of CPSs based on random sets. This condition turns out to be also equivalent to Robust No Arbitrage due to the equivalence (1) which was already known from [S04] . Since in this paper we do not have (1) while, on the contrary, it is exactly what we want to show, the extension to the model-free setup of some results of [Ro08] is only partially useful.
Super-hedging Theorem The second part of this paper is devoted to the analysis of the Superhedging problem. Likewise the case of the Fundamental Theorem of Asset Pricing there are very few results in the model-free case. A first important paper on this topic is given by Dolinsky and Soner [DS14] where the case of a discrete time single-asset market is considered with constant proportional transaction costs. By defining a Monge-Kanotorovich optimization problem and exploiting optimal transport techniques the authors succeeded to show that the superhedging price of a path-dependent European option g coincides with the supremum of the expectations of g in the set of proability measure called approximate martingale measures. Roughly speaking a probability measure belongs to this set if for any u ≥ t, the conditional expectation of S u at time t is contained in the interval ((1−k)S t , (1+k)S t ) where the constant k models the proportional transaction costs.
A very recent paper by Bartl, Cheridito, Kupper and Tangpi [BCKT15] consider some extensions of these results to the case of countably many trading dates and d assets with constants k i for i = 1, . . . , d modelling proportional transaction costs. In both cases a version of the Fundamental Theorem of Asset Pricing is derived from the superhedging duality. The continuous time case with a single risky asset is investigated in [DS15] .
In this paper we consider the model-free hedging problem in a d-dimensional discrete time setting with random proportional transaction costs. The value process of a certain admissible strategy H ∈ H is evaluated in terms of units of a specified numéraire. In particular denoting by S j t and S j t the cost of selling and buying a share of asset j at time t, we have that the value process V T (H)
can be written as
where we assume that H 0 = H T +1 = 0. Denote by Q the class of probability measures Q that admits a consistent price system (Q, S) for some S with values in the bid-ask spread. In Section 4 we prove the following equality sup Q∈Q E Q [g] = inf{x ∈ R | ∃H ∈ H s.t. x + V T (H) ≥ g ∀ω ∈ Ω * } =: p(g) (2) for a measurable contingent claim g. The set Ω * ⊆ Ω for which we require the superhedging inequality is given by
and we denominate it the efficient support of the class of consistent price system CPS (See Definition (4.1)). The reason for not considering the whole path space Ω but rather an efficient subset of that is the existence, in the frictionless case, of examples which exhibit a duality gap for the analogous duality (see e.g. [BFM15] and [BNT15] in the context of martingale optimal transport).
The idea of the proof is the following. We first construct an auxiliary S-superhedging problem (see martingale measure with finite support exists and it is specified by the convex combination. In Section 4 we show that by solving the S-superhedging problem we obtain a process S with values in the bid-ask spread and a trading strategy H ∈ H with the following property: denoting by p S (g) the frictionless superhedging price for g, then the initial capital p S (g) allows for superreplicating g on Ω * adopting the strategy H. By exploiting results from the frictionless case we will then get
The rest of the paper is organized as follows: in Section 2 we introduce the framework, in Section 3 we show the Fundamental Theorem of Asset Pricing and in Section 4 we study the Superhedging duality. Proofs of technical results from Section 4 are given in Section 4.1.
Setting and notations
Fix (Ω, B(Ω)) a measurable space, where Ω is Polish, and F := B(Ω) is the Borel sigma-algebra.
Let P = P(Ω) be the set of probability measures on (Ω, F ). We consider a discrete time interval
. . , T } on a finite time horizon T ∈ N and we introduce a (d + 1)-dimensional stochastic process ( S t ) t∈I which is Borel-measurable and which represents the discrete time evolution of the price process of d + 1 assets where the first one serves as a numeràire. With no loss of generality we may therefore assume S 0 t ≡ 1 for any t ∈ I. The setup of Kabanov et al. (for example [KS01, KRS02] ) can be defined also when a reference probability is absent. For any t ∈ I, the cost for exchanging one unit of the asset i for the corresponding value in units of the asset j, at time t, is specified by a Borel-measurable stochastic process λ ij t for i, j = 0, . . . , d. Following the notation of Kabanov and Stricker [KS01] and Schachermayer [S04] , one can also define the matrix Π t = [π ij t ] i,j=0,...,d given by
where any π ij t represents the physical unit of asset i that an agent needs to exchange, at time t, for having one unit of asset j. Clearly λ ii t = 0 and consequently π ii t = 1 for any t ∈ I. A standard assumption is that agents are smart enough to take advantage of favourable exchange between assets so that, for any t ∈ I, for any ω ∈ Ω, one may assume π ij t ≤ π ik t π kj t for any k = 0, . . . , d.
In this paper the asset S 0 serves as a numeràire and the value of any portfolio is calculated in terms of S 0 . This amounts to the choice of π ij t = π i0 t π 0j t in the above setting for any t ∈ I and i = j. We have therefore that the stochastic interval [ 1 π j0 , π 0j ] represents the bid-ask spread of the asset j ∈ {1, . . . , d}.
Notation 2.1. In the following, the bid-ask spread 1 π j0 t , π 0j t will be shortly denoted as [S j t , S j t ] for t = 0, . . . , T and j = 1, . . . , d when it is more convenient.
For any t ∈ I, for any ω ∈ Ω, define
Assumption 2.2. We model non-trivial transaction costs by assuming that int(C t ) = ∅ (efficient friction hypothesis), and we assume that, for every ω fixed, C t (ω) is bounded.
We finally set F S := {F S t } t∈I , where F S t := σ{S u , S u | 0 ≤ u ≤ t} denotes the natural filtration of the processes S and S, and we consider the Universal Filtration F := {F t } t∈I , namely,
Let F := {F t } t∈I . For any 0 ≤ t ≤ T , we denote by L 0 (F t ; V ) the set of F t -measurable functions with values in V ⊆ R d . For technical purposes we will also adopt the following notation:
Notation 2.3. For a random set Ψ in R d (see Definition 5.1 in the Appendix) we denote by Ψ * the (positive) dual of Ψ and for ε > 0 we introduce the ε-dual of Ψ as
which they both preserve the same measurability of Ψ as discussed in the Appendix (see Lemma 5.2 and Proposition 5.4).
Notation 2.4. Throughout the text the following notations will be used: co(·), conv(·), conv(·), lin(·), ri(·), which denote, respectively, the generated cone, the convex hull, the closure of the convex hull, the linear hull and the relative interior of a set. We use the notation R m×n for real matrices of m rows and n columns.
Arbitrage and Consistent Price Systems
Differently from the frictionless case when an agent wants to implement a trading strategy she needs to consider the cost of rebalancing the portfolio after each trade date. The definition of self-financing strategies, goes as follows:
Definition 2.5. Denote by e i with i = 1, . . . d the vector of the canonical base of R d and define K t := co conv e i , π ij t e i − e j | i, j = 1, . . . , d , the so-called solvency cone. Any portfolio in K t can be indeed reduced to the 0 portfolio up to suitable exchanges of assets and up to "throwing away" some money if necessary. The cone of portfolio available at cost 0 at time t, is simply given by −K t and F t := K t ∩ −K t is the set of portfolio which are exchangeable with the zero portfolio.
A self-financing trading strategy H := (H t ) 0≤t≤T +1 is an F-predictable process with H 0 = H T +1 = 0 and H t − H t−1 ∈ −K t−1 for any t = 1, . . . , T meaning that rebalancing the portfolio is obtained at zero cost.
We denote by H the class of self-financing strategies. Since H T +1 = H 0 + T t=0 ξ t with ξ t ∈ −K t any admissible strategy satisfies the following: i) it has no initial endowment (H 0 = 0); ii) at time T any open position must be closed (H T +1 = 0); iii) the portfolio is rebalanced, at zero cost, at any intermediate time.
We consider the value process V t (H) of a certain admissible strategy H ∈ H as the position in the numéraire S 0 at time t after rebalancing. The terminal value is given by
One can easily verify the above formula. If, for instance, at time t the agent switch from a long position to a short one in asset j then she needs to liquidate H j t obtaining H j t S j t and then selling H j t+1 shares of the asset at the same price, yielding (H j t − H j t+1 )S j t which coincides with the second term in (4) since obviously H j t+1 ≤ H j t . If instead she wants only to diminish the amount of shares in the long position, then H j t+1 ≤ H j t and she needs to liquidate the amount H j t − H j t+1 obtaining in return (H j t − H j t+1 )S j t . The remaining cases follow similarly.
Using a similar argument as in Schachermayer [S04] we may introduce, and motivate, the following definition of No Arbitrage, Definition 2.6. We say that a bid-ask process Π has smaller transaction costs than Π if and only if for any ω ∈ Ω, for any t ∈ I 1 π j0 t , π 0j t ⊂ 1 π j0 t , π 0j t for any j = 1, . . . , d.
Observe that clearly V T (H) depends also on Π and, in particular,
smaller transaction costs than Π and H is not the zero strategy. We will omit this dependence when it is clear from the context. condition is not satisfied it is sufficient to have an infinitely small discount to get an arbitrage opportunity on a certain set of events. Since transaction costs are often subject of negotiation it looks quite natural to consider markets that exclude these possibilities.
We lastly need to formulate the definition of the so-called consistent price systems, in this modelfree context.
Definition 2.9. We say that a couple (Q, S) is a consistent price system on [0, T ] if S := (S t ) t∈I is a (d + 1)-dimensional, F-adapted stochastic process with S 0 t ≡ 1, for any t ∈ I and which is a martingale under the measure Q ∈ P(Ω). In addition S j t takes values in the bid ask-spread defined by Π, that is,
with the convention ∞−∞ = −∞. All basic properties of the conditional expectation still hold. In particular for a martingale measure Q for S and for a predictable H,
Model free FTAP
We are now ready to introduce one of our main results. Proof of (⇐). Suppose M Π = ∅, hence there exist S = (S t ) t∈I and Q ∈ P such that S t ∈ int(C t ) for t ∈ I, and S is a Q-martingale. Consider Π a bid-ask process with smaller transaction costs for which, the corresponding C t as in (3), satisfies S t ∈ C t for t ∈ I. Let H ∈ H such that V T (H) ≥ 0.
We note that
where (H • S) T is the usual (discrete time) stochastic integral. Equation (5) is obtained by adding and subtracting S j t in (4) and rearranging terms as follows (recall that Remark 3.2. In the frictionless case it has been shown in [BFM16] that several concepts of arbitrage from the model-free context can be studied within the same framework, by means of the so-called
Arbitrage de la classe S. We decided to choose the Model Independent notion, which is the strongest among this family (hence the weakest no arbitrage condition), and which correspond to S := {Ω}. With similar techniques the analysis could be extended to general classes S.
Before giving the proof of the converse implication we need some preliminary results. This implication will be proven by contraposition, namely, assuming M Π = ∅ we will use an iterative modification of the bid-ask spread in order to capture arbitrage opportunities. This idea is similar in spirit to [BZ15] but different in its implementation. In particular we do not solve first the problem for the one period case and then expanding to the multi-period case but we directly tackle the dynamic case. Note indeed that, when trading have transaction costs, arbitrage strategies might involve different times of execution. at time 1 and 2 respectively. There is an arbitrage opportunity given by the strategy: buy at time 0 and sell at time 2.
For any t ∈ I, for any ω ∈ Ω, define iteratively, the following random sets
Here S 0:t−1 (ω) is a shorthand for the trajectory of the process S up to time t − 1.
The intuition behind this operation is the following. Consider first t = T and observe that S T is simply C T . The random set S T −1 is given by the intersection of the bid-ask spread at time T − 1 and the set of all convex combination of elements with values in the bid ask-spread at time T .
Consider now a probability measure P ∈ P with finite support and suppose P (Σ ω T −1 ) > 0. We note that if P is a martingale measure for some (S T −1 , S T ) ∈ C T −1 × C T then S T −1 needs to be a convex combination of S T . We are therefore excluding from C T −1 those values that cannot represents a conditional expectation of an F T -measurable random vector with values in C T respect to any probability measure with finite support. We first prove some measurability results.
Lemma 3.3. For any t = 0, . . . , T + 1 the random set S t as in (6) is F t -measurable.
Proof. For t = T + 1 the claim is obvious. Suppose now that the claim holds for any s ∈ {t, . . . , T + 1}, we show that
All the p j are F t−1 -measurable random sets being union of two F t−1 -measurable random sets (whose values are singletons), by preservation of measurability through the operations of finite cartesian product, convex hull and closure we have that C t−1 (ω) is also F t−1 -measurable (see Proposition
5.4).
We turn now to the set S t (Σ ω t−1 ). Denote by dom
Define therefore for n ∈ N the multi-functions G n :
Recall indeed that image and counterimage of Borel sets through Borel measurable functions are analytic and that the Universal Filtration contains the class of analytic sets of F t−1 (See for example Theorem III.18 and Theorem III.11 in [DM82] ). Observe now that S t (Σ ω t−1 ) = ∪ n∈N G n . The inclusion ⊇ is obvious. Take now x ∈ S t (Σ ω t−1 ) and a sequence x k → x. We note that x k ∈ ∪ n∈N G n for every k, since this set contains the collection {ϕ n ( ω) | n ∈ N, ω ∈ Σ ω t−1 } which is induced by the Castaing representation of S t . It therefore follows that x ∈ ∪ n∈N G n . We conclude
is F t−1 -measurable since the random sets C t−1 and {G n } n∈N share the same measurability property and the transformations involved in (7) preserve measurability (see Proposition 5.4).
Corollary 3.4. The random sets C t (ω), S t+1 (Σ ω t ) and conv (S t+1 (Σ ω t )) are F t -measurable for any t = 0, . . . , T .
Proof. Measurability of C t follows from the first part of the proof of Lemma 3.3, measurability of S t+1 (Σ ω t ), and therefore of conv (S t+1 (Σ ω t )), follows from (7) and the discussion right before.
Remark 3.5. Note that with no loss of generality we may assume that if S t (ω) = ∅ then int(S t (ω)) = ∅. For t = T this is true since, by construction, S T = C T and int(C T ) = ∅ by Assumption 2.2. If this is true up to time t + 1 then it is true for time t by considering, if needed, a bid-ask spread with smaller transaction costs Π. Indeed, since C t and conv (S t+1 (Σ ω t )) have non empty interior by hypothesis, if the intersection has empty interior it is sufficient to consider an arbitrary small reduction of the bid-ask spread process to obtain S t = ∅. Take for example π 0j t := π 0j t − ε j (ω) and 1/ π j0
More formally we can consider Π with smaller transaction costs as in Definition 2.6, and define the corresponding S t as in (6) and C t as in (3), with bid-ask process Π. Our aim is to show that under the assumption M Π = ∅ (with the original bid-ask process Π), there exists H ∈ H such that V T (H)( Π) > 0 for any ω ∈ Ω. Since we take Π arbitrary the thesis of the FTAP will follow.
Observe first the following Lemma 3.6. Let S t as in (6) with bid-ask process Π and M Π the set of strictly consistent price systems as in Definition 2.9 for the bid-ask process Π. Then,
Proof. We build up a strictly consistent price system iteratively. Fix ω ∈ Ω such that S t (ω) = ∅ for any t = 0, . . . T . By definition of S t we have ri( S t (ω)) = ri( C t (ω)) ∩ ri(conv( S t+1 (Σ ω t ))) (see e.g. Proposition 2.40 and 2.42 in [RW98] ) when the right hand side is non-empty. Note that, from ri( C t (ω)) = int( C t (ω)) ⊂ int(C t (ω)), we can assume this with no loss of generality.
Indeed, if necessary, we can consider anyΠ which satisfies C t (ω) ⊂ int(Ĉ t (ω)) ⊂ int(C t (ω)) for the corresponding setĈ t (ω). Therefore for any y ∈ ri( S t (ω)) = ∅ there exist λ 1 , . . . , λ m > 0 with
Start therefore with an arbitrary x 0 ∈ ri( S 0 ) ⊂ int(C 0 ) which is non-empty from the hypothesis.
Associate to x 0 the real number p(x 0 ) = 1 and set Z 0 = {x 0 }. Suppose a set of finite trajectories Z t := {x 0:t ∈ M at(d × (t + 1))} has been chosen up to time t with associated p(x 0:t ) > 0 summing up to one. By applying the above procedure to x t where x t is the value at time t of a trajectory
x 0:t ∈ Z t , we can construct a new finite set of trajectories
Observe that given the set Z T for any
Thus, Q is a martingale measure for S which by construction lies in the interior of the bid-ask spread Π.
We are now able to complete the proof of Theorem 3.1.
Proof of Theorem 3.1 (⇒). We prove the "only if" part by contraposition through several steps.
Assume M Π = ∅ and let Π a bid-ask spread smaller than Π with C T = ∅.
Step 1: Define first the random time
Observe that τ is a stopping time: for any t ∈ I the set {τ ≤ t} coincides with the set ∪ t u=1 ({ω : S u (ω) = ∅} ∩ {ω : conv( S u+1 (Σ ω u )) = ∅} which belongs to F t from Lemma 3.3 and Corollary 3.4. Observe now that under the assumption M Π = ∅, as a consequence of Lemma 3.6, for any ω there
Straightforward from definition (6), S T (ω) = C T (ω) = ∅ and hence conv( S T (Σ ω T −1 )) = ∅. We can therefore deduce that τ (ω) ≤ T − 1 for any ω ∈ Ω, thus, τ is a finite stopping time.
Since for the rest of the proof we are considering the smaller bid-ask process Π for ease of notation and exposition we omit the superscript · as no confusion arise here. So that we denote S t simply as S t and C t simply as C t for every t ∈ I.
Step 2:
given. For ξ := signH t , we introduce the following processŜ ξ
We introduce also the sets A t and B t as follows:
For an interpretation of these sets see Remark 3.8.
We now show that A t and B t are F t -measurable. The measurability of A t is obvious from τ being a stopping time and the measurability of
where with a slight abuse of notation
Step 3: Consider the sets {A t } t∈I as in Step 2. We show that for any t = 1, . . . T and for any
To see this observe that the random set (S t (Σ ω t−1 ) − C t−1 (ω)) ε (see Notation 2.3) is closed-valued and F t−1 -measurable by Corollary 3.4 and Lemma 5.2. It remains to show that it is non-empty for every ω ∈ A t−1 so that the desired H A t is any measurable selector of this set. For any ω ∈ A t−1 we have S t−1 (ω) = ∅ and therefore, by (6), the random sets C t−1 (ω) and conv S t (Σ ω t−1 ) are closed, convex and disjoint. Hahn-Banach Theorem applies and for every ω
Moreover, for any α > 0, αϕ satisfies the same inequality with lower bound αγ. We thus have the thesis with α = ε/γ.
Let us stress that the value ε in (11) can be arbitrary.
Step 4: We are now ready to construct iteratively an arbitrage opportunity which will satisfy, for an arbitrary δ > 0, the following:
. From (11) the thesis follows. Suppose now we are given a strategy H = (H u ) t u=1 satisfying (12). For any η ∈ Ξ = {x ∈ R d | x i ∈ {−1, 0, 1}} denote the partial order relation on R d given by
with the same slight abuse of notation of Step 2.
Similarly as in (9) 
where (4)). We here show that we can choose a measurable selector H t+1
of ∪ η∈Ξ f η which we extend as H t+1 = 0 on {∪ η∈Ξ f η = ∅}. In Lemma 3.7 we show that for any
satisfy the desired inequality (12) for time t. When V t (H) > 0 and H t+1 = 0 the position is closed with a strictly positive gain.
Regarding measurability we consider the (δ
and we take the intersection with the closed-valued, F t -measurable, random set
By Proposition 5.4 the finite union over η ∈ Ξ is again closed-valued and F t -measurable so that we can extract a measurable selection ϕ. A measurable selector of ∪ η∈Ξ f η is therefore given by the projection on the first d components of ϕ.
Step 5: Let H := (H u ) T u=1 the iterative strategy constructed in Step 4. For every ω ∈ Ω we have τ (ω) ≤ T − 1 and H τ (ω)+1 = 0, that is, the position is opened at time τ . Observe that if there exists t ≥ τ (ω) + 1 such thatŜ ξ t defined in (9) satisfiesŜ ξ t (ω) ∈ S t (ω), then the position can be closed with a strictly positive gain. Indeed with h = 0 we get, from (4) and from (12),
Note that from (10), H u (ω) = 0 for all u ≥ t + 1. Moreover, since S T = C T we obviously have t ≤ T . Thus, the position given by strategy H from Step 4, opened at time τ , can always be closed
Since ω ∈ Ω is arbitrary we have the conclusion. Proof.
For ω ∈ A t consider H A t+1 as in (11) with ε = δ/2 t . The conclusion follows from
(cfr equation (4)).
We now turn to ω ∈ B t . SinceŜ ξ t (ω) / ∈ S t (ω) the position cannot be closed without a loss at time t. We show that nevertheless it is possible to rebalance the portfolio in order to maintain a positive wealth. Consider set of vertices of C t (ω)
From the inductive hypothesis we have:
Moreover, sinceŜ ξ t (ω) as in (9) is a vertex and V t (H) ≤ 0, we thus havê S ξ t (ω) ∈ L(ω). Consider now the set
which is non-empty for ω ∈ B t : since L(ω) ⊆ C t (ω) and L(ω) ∩ S t (ω) = ∅ then by (6) the sets conv(L(ω)) and conv(S t+1 (Σ ω where [·] j denotes the j th component of a vector. We can distinguish two cases:
In case 1. there exists h ∈ F and ε > 0 such that h · (s −Ŝ h t ) ≥ ε for all s ∈ S t+1 (Σ ω t ). Define now
and observe that
In order to retrieve the value Vh t (H) in (17) we need to replaceŜ h t withŜh t . By showing that
and hence the desired inequality. To show the claim let j ∈ {1, . . . , d}. If h j H j
One can easily check that the same is true for 0 < h j ≤ H j t .
Suppose now we are in case 2. Recall thatŜ ξ t ∈ L(ω). For any h ∈ F there exists ε > 0 such that for any s ∈ S t+1 (Σ ω t ),
Similarly as above if h j ≤ 0 then from (15) and α 2 ≤ 1 we get [Ŝ h t ] j ≤ [Ŝh t ] j and, analogously,
Observe now that in case 2., V t−1 (H) + H t ·Ŝh t ≥ δ/2 t−1 and hence
Remark 3.8. The sets A t and B t represents two different actions that must be taken in order to obtain a Model Independent Arbitrage. Note indeed that A t ∩ B t = ∅. Fix ω ∈ Ω and t.
If If ω / ∈ B t then it can be liquidated at this time, since H t+1 = 0 is admissible, and we obtain a strictly positive wealth with zero initial cost by (14). If ω ∈ B t then it is not possible to liquidate the position at this time and we need to keep (or modify) the position and close it at subsequent times. By noting that B T is always the empty set, either because the position is closed before T
we see, by (14), that it is always possible to close the position opened on A u with a positive gain.
On Superhedging
Recall the definition of the class M Π of price systems consistent with the bid-ask spread Π (see Definition 2.9) and the definition of C t in (3). Consider the following
or, in other words, the projection of M Π on the set of probability measures and
namely, the projection of M Π on the set of F-adapted process. For any S ∈ S define also the section of M Π as
The maximal Q S -polar set has been characterized in [BFM16] and denoted as (Ω * (S)) c . In particular Ω * (S) = {ω ∈ Ω | ∃Q ∈ Q S such that Q({ω}) > 0}. We here adapt the definition of Ω * in this market with frictions.
Definition 4.1. Let Q as in (19) . We define the efficient support of the family of consistent price systems M Π as
For convenience of the reader we here recall the expression of the value process of a strategy H from equation (4), namely,
The aim of this section is to prove the following version of the superhedging Theorem:
where Q is defined in (19) and Ω * in Definition 4.1.
Proof of (≤). Assume M Π = ∅ otherwise is trivial. Let S = (S t ) t∈I be a process in S. Take
For any strategy H, and for any S ∈ S, inequality (5)
implies that E Q [V T (H)] ≤ 0 respect to any martingale measure Q for the process S. Since this is true for an arbitrary couple (S, Q) and by recalling that Ω * is the efficient support of the consistent price system (see Definition 4.1) we have
Take now the supremum over Q ∈ Q and then the infimum over x ∈ R in both sides to obtain
as desired.
As usual one implication is easy. In order to prove the opposite we need some preliminary results.
We will construct now an auxiliary superhedging problem which involves a family of processes in S, where S is defined in (20).
Introduce first,
Recall that, starting with S T +1 (ω) := R d , the random set
is F t -measurable for every t = T, . . . , 0, from Lemma 3.3.
Definition 4.3. We call the S-superhedging problem the following backward procedure. For any t = T, . . . , 1, for any y ∈ R, define We have that
Moreover, when finite, F t (·, x) is a minimum.
2. For every ω ∈ Ω the map F t (ω, ·) restricted to D Ft (ω) is continuous.
3. For every ω ∈ Ω, D Ft (ω) is convex.
Items 1 and 2 imply that F t (·, ·) is a Carathéodory map in its effective domain.
Proof. We postpone the proof to Section 4.1.
For any initial value x 0 ∈ R the S-superhedging price F 0 (x 0 ), from Definition 4.3, represents (when finite) the minimum amount of cash needed for superhedging F t (ω, s), for any time t ∈ I, for any ω ∈ Ω and for any s ∈ S t ( ω). This value looks too conservative since it consider many possible values in the bid-ask spread for S t . We nevertheless show the existence ofx 0 ∈ C 0 such that: i) there exists a process (S t ) t∈I with S 0 =x 0 and with values in the bid-ask spread such that the superhedging price of g with no frictions is F 0 (x 0 ). ii) there exist a family of random vectors, provided by the solution of the S-superhedging problem, which compose a self-financing trading strategy satisfying
We prove this in a constructing way. More precisely we need the following step-forward iteration:
suppose that at time t ≥ 1 the random variables S t−1 ∈ L 0 (F t−1 ; R d ) and H t ∈ L 0 (F t−1 ; R d ) with H t (ω) ∈ H t (ω, S t−1 (ω)) for every ω ∈ Ω, are given and define
Lemma 4.5. Suppose X t−1 (ω) < ∞ for any ω ∈ Ω. There exists a random vector S t ∈ L 0 (F t ; C t ) such that, for all ω ∈ Ω,
is an optimal strategy.
We use Lemma 4.5 as a building block for the desired process in i): the next Proposition shows that it is possible to construct a frictionless process whose superhedging price coincides with F 0 (x 0 ).
Proposition 4.6. For every x 0 ∈ C 0 there exists a price process S = (S t ) t∈I such that:
• Let H pred the class of F-predictable process. Then,
where Ω * (S) := {ω ∈ Ω | ∃Q ∈ Q S s.t. Q({ω}) > 0} and Q S is defined in (21).
We now construct, for a given initial value x 0 ∈ C 0 , a strategy H := (H 1 , . . . H T ) whose terminal payoff, considering transaction costs, dominates g. We again first show a one-step iteration.
Recall from Definition 4.3 that H t+1 (·, ·) is the set of optimal strategies for the (conditional)
S-superhedging problem.
Proposition 4.7. There exist a random vector S t ∈ L 0 t (F t ; C t ) and a trading strategy H t+1 ∈ L 0 (F t ; R d ) such that, for every ω ∈ {X t−1 < ∞},
Moreover H t+1 (ω) ∈ H t+1 (ω, S t (ω)) and the following properties are satisfied:
Remark 4.8. With a slight abuse of notation, when X t−1 (ω) = −∞ we intend that there exists a sequence {(y n , H n )} ⊆ R × L 0 (F t ; R d ) with y n → −∞, such that for every n ∈ N the conditions of 
Remark 4.10. Observe that if F 0 (x 0 ) = −∞ then, from (5), the superhedging problem for any frictionless process S = (S t ) t∈I with S 0 = x 0 has solution −∞, from which Q S = ∅.
We can now conclude the proof of Theorem 4.2 as follows:
Proof of (≥) in (23) of Theorem 4.2. Let F 0 (x) be the solution of the superhedging problem in Suppose first that m = ∞. There exists a sequence x n ∈ C 0 such that F 0 (x n ) → ∞. From Proposition 4.6 there exists a sequence of processes S n := (S n t ) t∈I ⊆ S whose (frictionless) superhedging price explode to ∞ and hence the inequality is trivial. If m = −∞ then by Corollary 4.9 and (5) the equality follows again trivially as a degenerate case: Ω * = ∅ (see Remark 4.10). If m is finite then m = sup x∈DF 0 F 0 (x). By Proposition 4.4 F 0 is non-random, continuous and D F0 is a closed subset of a compact set C 0 . Thus m is a maximum and we denote byx 0 a maximizer. By Proposition 4.6 there exists a process S := (S t ) t∈I with S 0 =x 0 whose superhedging price is m,
where the last equality derives from Theorem 1.1 in [BFM15] .
On the other hand by adding a fictitious node t = −1 to the S-superhedging problem in Definition 4.3, with S −1 =x 0 , we have that the minimization
has the obvious solution X −1 = m, with corresponding optimal strategy H 0 = 0. By applying Proposition 4.7 we obtainŜ 0 =x 0 (see also (44)) and H 1 such that
Apply now Corollary 4.9, with x 0 =x 0 , to get the existence of a trading strategy (H t ) t∈I such that (cfr equation (22))
The desired inequality follows from (28) and (29):
Proofs
Remark 4.11. Let us point out two simple facts that we will often use in the following proofs.
First note that if, for some ω ∈ Ω, there exists v ∈ R d and ε > 0 such that v · (s − x) ≥ ε for every s ∈ S t+1 ( ω) and for every ω ∈ Σ ω t then F t (ω, x) = −∞ since for every acceptable couple (y, H) ∈ A t (ω, x) we have (y − αε, H + αv) ∈ A t (ω, x), ∀α > 0.
Second note that if F t (ω, x) = −∞ then there exists a sequence {(y n , H n )} ⊆ A t (ω, x) with y n → −∞. From (5), for any S t with values in the bid-ask spread, the same sequence satisfies
Proof of Proposition 4.4. For t = T the claim is trivial. Suppose it is true for all t + 1 ≤ u ≤ T − 1.
1. We first show that S t+1 takes values in the closure of the effective domain of F t+1 (ω, s). For t = T − 1 there is nothing to show. From (25), any s ∈ S t+1 (ω) is limit of convex combinations of elements in S t+2 (Σ ω t+1 ). Let s n → s. For any n ∈ N, there exist, without loss of generality:
• ω 1 , . . . , ω k(n) with ω i ∈ Σ ω t+1 for every i;
• z 1 , . . . , z k(n) with z i ∈ S t+2 (ω i ) for every i;
• λ 1 , . . . λ k(n) , with 0 < λ i < 1 for every i;
such that s n :=
Consider a frictionless, one-period model, on {z 1 , . . . , z n } with S 0 = s n , S 1 (z i ) = z i for every i. Q({z i }) := λ i define a martingale measure for the process S.
Denote by M(S) the set of martingale measures for S and p S (g) the (frictionless) superhedging price for g(z i ) := F t+2 (ω i , z i ) in the one-period model. From the classical theory
where the last inequality follows from F t+1 being the solution of the (conditional) S-superhedging problem. We thus have that s n ∈ D Ft+1 (ω) for every n and hence s ∈ D Ft+1 (ω).
Observe now that, from the inductive hypothesis, F t+1 is a Carathéodory map in its domain and since S t+1 takes value in D Ft+1 we can apply Corollary 5.11 in the Appendix with u = t + 1,
The measurable map M t from Corollary 5.11 represents, for any ω ∈ Ω the minimum amount of cash needed for superhedging F t+1 (ω, s) for any s ∈ S t+1 ( ω), and hence it correspond to F t (·, x).
3. We first show item 3.
Fix ω ∈ Ω. If D Ft = ∅ there is nothing to show. Denote by
We show that the set C := {x ∈ D Ft (ω) | A(x) = ∅} is convex and D Ft (ω) = C from which the thesis follows. Denote by
Take now x 1 , x 2 ∈ C and recall that, from Hyperplane separation Theorem, A(x i ) = ∅ if and only if x i ∈ ri(Γ). As Γ is a convex set for any 0 ≤ λ ≤ 1, λx 1 + (1 − λ)x 2 ∈ ri(Γ) and hence
We now show that if x ∈ D Ft (ω) then there exists a sequence x k ∈ C such that x k → x. Take
x / ∈ C otherwise is trivial. Note first that x ∈ Γ otherwise by Hyperplane separation Theorem
(see also Remark 4.11).
Take now x ∈ ri(Γ), for every k ∈ N set
clearly x k → x as k → ∞ and again from Hyperplane separation Theorem x k ∈ C.
2. First observe that if there exists x such that F t (ω, x) = +∞ then F t (ω, ·) ≡ +∞ and hence:
Therefore the same holds for the sequence H · (s n − x) − F t+1 (ω n , s n ) with x arbitrary. Thus, F t (ω, x) = +∞.
We may now suppose that F t (ω, ·) < +∞. We first show that F (ω, ·) is upper semi-continuous at
For x ∈ D Ft (ω), Corollary 5.11 in the Appendix implies that there exists an optimal strategy H such that
Observing that H ·(s−x) = H ·(s−x k )+H ·(x k −x) we get, from (30), F t (ω, x k ) ≤ F t (ω, x)+H ·(x k −x). By taking limits in both sides we can conclude that F t (ω, ·) is upper semi-continuous:
The case of x / ∈ D Ft (ω) is similar. Since F t (ω, x) = −∞ there exists a sequence {H n } such that (30) is satisfied with (−n, H n ) replacing (F t (ω, x), H). We analogously obtain F t (ω, x k ) ≤ −n + H n · (x k − x). By taking the limit in k in both sides we get lim sup k→∞ F t (ω, x k ) ≤ −n for any n ∈ N, from which the upper semi-continuity follows.
We now turn to the lower semi-continuity. Let
from the previous step we already have continuity. Suppose therefore x ∈ D Ft (ω) and let H an optimal strategy such that (30) is satisfied.
case a) If the inequality in (30) is actually an equality we have perfect replication and we can infer that for any x ∈ D Ft (ω) we have F t (ω, x) = F t (ω, x) + H · ( x − x). Indeed, observe first that by adding and subtracting H · ( x − x) in (30), which holds with equality by assumption, we obtain
. Suppose now that there exists a cheaper superhedging strategy H z with cost z ∈ R. Namely, (z, H z ) satisfies l := z − F t (ω, x) + H · ( x − x) < 0 and
By subtracting the previous equality we obtain
from which x / ∈ D Ft (ω) (see also Remark 4.11) and thus a contradiction.
and, for all y ∈ R, the set
Note that F t (ω, x) > G t (ω, x) otherwise there is perfect replication and we are back to case a).
Take y ∈ (G t (ω, x), F t (ω, x)) and note that necessarily int(Γ y (x)) = ∅ .
If 0 ∈ int(Γ y (x)) there existsε > 0 such that for every ε ≤ε, B 2ε (0) ⊆ int(Γ y (x)). For any z ∈ B ε (0) of the form z = ( x, 0) with x ∈ R d , we have 0 ∈ int(Γ y ( x)), hence, there is no non-zero
is possible for every s ∈ S t+1 ( ω) and ω ∈ Σ ω t . In particular there is no H ∈ R d such that y + H · (s − x) ≥ F t+1 ( ω, s) for every s ∈ S t+1 ( ω) and ω ∈ Σ ω t . Thus, F t (ω, x) > y. Since the same holds for every x such that x − x < ε with ε arbitrary small, by considering a sequence {x k } ∞ k=1 such that x k → x we have obtained lim inf k→∞ F t (ω, x k ) > y for every y ∈ (G t (ω, x), F t (ω, x)).
By taking the supremum over y we have
If 0 / ∈ int(Γ y (x)) there exists a separator (H, h) ∈ R d × R such that (34) holds but since y ∈ (G t (ω, x), F t (ω, x)) we necessarily have h = 0. Consider now a separatorĤ := (H, 0) with H ∈ R d and denote byĤ ++ ,Ĥ + the positive and non-negative half-spaces associated toĤ. Analogouslŷ
Observe that since Γ y (x) ⊆Ĥ + and 0 ∈ ri(A) from Lemma 4.12, there existsε > 0 such that for every ε ≤ε, we have B 2ε (0) ∩Ĥ ++ ⊆ int(Γ y (x)). As in case a) for every z ∈ B ε (0) ∩Ĥ ++ of the form z = ( x, 0) we have 0 ∈ int(Γ y ( x)). This implies F t (ω, x) > y. In order to conclude observe
It is easy to see that in every neighbourhood of x there exists an elementx for which, replacing
x withx in (37) the inequality is satisfied with a lower bound. Thus x is not in D Ft (ω) (see also Remark 4.11).
We have therefore obtained that if a sequence {x k } ∞ k=1 ⊆ ri(D Ft (ω)) satisfies x k → x then (35) holds and hence, also in case b), the thesis.
Lemma 4.12. LetĤ, x ∈ R d , ω ∈ Ω be given. Let G t (ω, x) and Γ y (x) from (32) and (33) respectively with y ∈ (G t (ω, x), F t (ω, x)). Let A from (36), then 0 ∈ ri(A).
Proof. Suppose by contradiction that there exists r ∈ R d+1 such thatĤ · r = 0 and αr / ∈ A for every α > 0. Note that from r / ∈ A we have dist(r, Γ y (x)) > 0 so that there exists δ > 0 such that
is a cone we can conclude that the segment [0, r] with r ∈ B δ (r) has empty intersection with Γ y (x). Since obviously 0 ∈ ∪ 0≤α≤1 αB δ (r) we can infer that there
which is a contradiction since y ∈ (G t (ω, x), F t (ω, x)).
Remark 4.13. Observe that from the proof of Proposition 4.4 we actually obtained that F t (ω, ·) is upper semi-continuous in the whole space R d and note only on D Ft (ω). Note, moreover, that for showing the lower semi-continuity one could argue that
H k is an optimal strategy associated to F t (ω, x k ), and then take the limit. Nevertheless in order to conclude that F t (ω, ·) is lower semi-continuous we would need, for instance, that the sequence {H k } is bounded, which in general cannot be guaranteed.
Proof of Lemma 4.5. Since S t−1 is given, simply denote by H t the random set H t (·, S t−1 (·)) which is F t−1 -measurable as it coincides with H M u from Corollary 5.11 in the Appendix with u = t,
Note that on {X t−1 = −∞} the claim is trivial by (5) (see also Remark 4.11). Suppose therefore
which is F t−1 -measurable as it can be obtained as ({1} × H t ) * ∩ −({1} × H t ) * (recall Notation
2.3). Define also
which is F t -measurable being composition of the Carathéodory map (ω, x) → (X t−1 (ω)−F t (ω, x), x− S t−1 (ω)) and the measurable random set S t (Σ ω t−1 ) (see also Corollary 3.4). Define finally
Every a ∈ A is of the form a = (X t−1 (ω) − F t (ω, s), s − S t−1 (ω)) for some s ∈ S t (Σ ω t−1 ), and satisfies X t−1 (ω) + H · (s − S t−1 (ω)) = F t (ω, s) for every H ∈ H t . Note now that A is closedvalued and 0 ∈ ri(conv(A)): if this is not the case then A can be strictly separated from {0} and
We now show that we can construct an F t -measurable random vector S t such that the analogous set
). For the same reason X t−1 is the (conditional) frictionless superhedging price.
Taked := d+1 for simplicity of notation. We first extract an F t -measurable collection {a j } 2d 2 j=1 ⊆ A and λ : Ω → R 2d 2 F t -measurable, such that,
and co(conv({a j (ω)} 2d 2 j=1 )) = linA(ω), which implies 0 ∈ ri({a j (ω)} 2d 2 j=1 ) (recall Notation 2.4). By denoting ∆ 2d the simplex in R 2d , define the function L : Ω × Rd ×2d × ∆ 2d → Rd as
L is a Carathéodory map since it does not depend on ω and is continuous in (x 1 , . . . , x 2d , λ).
Denote A 2d the Cartesian product of 2d copies of A and Y 1 := A 2d × ∆ 2d . From Proposition 5.4 in the Appendix, Y 1 is F t -measurable and closed-valued. From the implicit map Theorem (Theorem 5.8 with D(ω) = {0} ⊂ Rd) and from 0 ∈ ri(conv(A)) there exists B 1 := {a 1 1 , . . . , a 1 2d } and λ 1 : Ω → R 2d F t -measurable such that (38) is satisfied.
Note however that we might have dim(B 1 ) < dim(A). We iterate the process as follows. Suppose we are given B 1 , . . . , B k−1 for k ≥ 2. Consider the following closed-valued random set
which is F t -measurable by Proposition 5.4. Our aim is to find a set of vectors B k in A \ D k whose convex combination is in D k . This implies that, together with the vectors in B 1 , . . . , B k−1 , they satisfy (38). Let B 1/n (0) be the open ball of radius 1/n with center in 0. Since A(ω) \ D k is not closed-valued, for any n ∈ N, we define A n (ω) := A(ω) \ (D k + B 1/n (0)) which is closed-valued and measurable from Proposition 5.4 and Lemma 5.9. We define, moreover, Y k n := A 2d n × ∆ 2d which is also F t -measurable and closed-valued. Applying Theorem 5.8 we obtain,
is F t -measurable and there exists a measurable function y n : E k n → Rd ×2d such that y n (ω) ∈ Y k (ω) and L(ω, y n (ω)) ∈ D k (ω) ∀ω ∈ E k n .
Note that for every ω ∈ Ω there exist a finite number of elements whose convex combination belongs to D k or equivalently, there exists n ∈ N such that ω ∈ E k n . We therefore have ∪ n∈N E k n = Ω witĥ E n := ∪ n i=1 E k i increasing in n. Thus y := n∈N y n 1Ê n \Ên−1 is well defined on Ω. By taking B k := {a k 1 , . . . , a k 2d } the first 2d components of y in Rd and λ k the last R 2d component, we have
and hence (38) is satisfied for B 1 , . . . , B k . Since, for every k,
is increasing in k and therefore the procedure ends afterd steps. Note also that, in Rd, 2d elements are sufficient for (38) to hold. Hence we can take, afterd steps, the 2d 2 elements B 1 , . . . , Bd, from the above procedure, with the corresponding vector of coefficients λ in R 2d 2 (which might have some 0 components).
We are only left to construct the random vector S t . Let now s j such that a j (ω) = (
For any j = 1, . . . 2d on {s j ∈ S t } we may simply take s j . If this is not possible s j is obtained as a limit of elements in S t . We can treat both cases simultaneously by defining, for any n ∈ N, X n j a measurable selector of V n j := s j + B 1 n ∩ S t which is defined on {V n j = ∅}.
Note that there might exist 1 ≤ i, j ≤ 2d, n ∈ N such that X n i (ω), X n j (ω) ∈ S t (ω) for the same ω ∈ Ω. By recalling that S t is a convex set, we only need to replace X n i , X n j with a suitable convex combination. Define
with λ from the above procedure. Note finally that since X n j is only defined on {V n j = ∅} we need to take care of well-posedness when constructing S t . ConsiderŜ t an arbitrary measurable selector of S t and set S 1
The desired random vector is thus S t := lim n→∞ S n t .
Proof of Proposition 4.6. Start with S 0 := x 0 and suppose first F 0 (x 0 ) < ∞, which implies F t (ω, ·) < ∞ for any t ∈ I and for any ω ∈ Ω. From (5) if F 0 (x 0 ) = −∞ then the claim is trivial (see also Remark 4.11). Suppose therefore F 0 (x 0 ) > −∞. Let H 1 be an optimal strategy for the S-superhedging problem. From Lemma 4.5 there exists S 1 such that F 0 (x 0 )+ H 1 (ω)·∆S 1 (ω) ≥ F 1 (ω, S 1 (ω)) for every ω ∈ Ω. The random set H 2 (·, S 1 (·)) is F 1 -measurable as it coincides with H M u from Corollary 5.11 in the Appendix with u = 2,
measurable selector. Applying iteratively Lemma 4.5 and Corollary 5.11 we get the inequalities
for some S 1 , . . . , S T , H 1 , . . . H T , and for every ω ∈ A with A := {ω ∈ Ω | F t (ω, S t (ω)) > −∞ ∀t = 0, . . . T }. Note that, by construction, F t (ω, S t (ω)) = −∞ for some t = 0, . . . T if and only if Q({ω}) = 0 for every Q ∈ Q S , so that A = Ω * (S). F 0 (x 0 ) is the cheapest super-hedge from the minimality of F t (·, S t (·)) for t = 0, . . . T . Obviously S belongs to the bid-ask spread since S t ∈ S t for every t.
Suppose now that F 0 (x 0 ) = ∞. Recall that, as in the proof of 4.4, if F s (ω, x) = ∞ for some s ∈ I,
Choose arbitrarily S u ∈ L 0 (F u ; C u ) for u = 0, . . . , t − 1, t + 1, . . . T , we need to define S t .
Fix ω ∈ Ω such that F t−1 (ω, ·) ≡ ∞. For all y ∈ R, consider the set
Observe first that if for a finite set {ω 1 , . . . ω k } ⊆ Σ ω t−1 (or for the empty set) we have 0 / ∈ int(Γ y (S t \ U )) with U := {S t (ω 1 ), . . . S t (ω k )} then there exists (H, h)
If h > 0 then y + H/h · (s − S t−1 ( ω)) ≥ F t ( ω, s) for all such s. From the continuity of F t (ω, ·) (see Proposition 4.4) and from S t being closed and bounded we have that the quantities
are well defined and finite. Observe now that (y + l, H/h) solves the S-superhedging problem of Definition 4.3 which is a contradiction since F t−1 (ω, S t−1 ( ω)) = ∞.
Start with y 1 ∈ R. Since Γ y1 (S t ) ⊆ R d+1 , there exist a finite number of vectors U 1 := {s 1 , . . . , s k1 } ⊆ S t (Σ ω t−1 ) such that Γ y1 (U 1 ) = Γ y1 (S t ). In particular, from the above discussion, if (39) is satisfied for every s ∈ U 1 then h ≤ 0.
For any j = 1, . . . , k 1 , s j = lim n→∞ s n j for some s n j ∈ S t (ω n j ). If s n j eventually belong to S t (ω j ) for some ω j , the sequence s n j can be taken constantly equal to s j since S t (ω j ) is closed. Moreover, with no loss of generality, if s i , s j ∈ S t (Σ ω t−1 ) we may suppose that the corresponding ω i , ω j satisfy S t (ω i ) = S t (ω j ) for i = j. Indeed, by the previous considerations, having s 1 , . . . , s l it is possible to find s l+1 in S t (Σ ω t−1 ) \ {S t (ω 1 ), . . . S t (ω l )} (see the discussion for (40)). If s i ∈ S t (Σ ω t−1 ) \ S t (Σ ω t−1 ) we may suppose that s n i ∈ S t (ω n i ) with ω n i = ω m j for any m = n, j = i.
We are only left to show that such a set H M u is non-empty for every ω ∈ Ω.
Fix ω ∈ Ω. For simplicity of notations we omit the dependence on ω as no confusion arise here. In particular, m = m(ω) and H t+1 (x) = H t+1 (ω, x), F t (x) = F t (ω, x) for every x ∈ R d .
Step 1. Observe that for any H ∈ H t+1 (m) H) would not be optimal. Let {y n } ∞ n=1 ⊆ S t+1 (Σ ω t ) a minimizing sequence with corresponding { ω n } such that y n ∈ S t+1 ( ω n ). By denoting y := lim n→∞ y n and f (y) := lim n→∞ F t+1 ( ω n , y n ), we have that,
In a first step we show that, for any y ∈ conv(Y ), H is still optimal for the (conditional) Ssuperhedging problem with initial value y, that is, H ∈ H t+1 (y).
Take y := n i=1 λ i y i ∈ conv(Y ). The (conditional) S-superhedging price F t (y) must satisfy, in particular, the constraints x + α · (y i − y) ≥ f (y i ) ∀i = 1, . . . , n and hence F t (y) ≥ n i=1 λ i f (y i ). Note however that H satisfies
where the last inequality follows from the fact that (46) holds for every y i with i = 1, . . . , n and hence
We have therefore that H ∈ H t+1 (y).
Step 2 We now prove that for any y 0 , y 1 ∈ R d , for any 0 ≤ λ ≤ 1
and, moreover,
Denote y λ := (1 − λ)y 0 + λy 1 . Let H ∈ H t+1 (y 0 ) ∩ H t+1 (y 1 ). We need to show that H is optimal for the (conditional) S-superhedging problem with initial value y λ . For λ = 0, 1 the claim is trivial.
Note that similarly as in (49), for any 0 ≤ λ ≤ 1, the following holds
Suppose that for some λ ∈ (0, 1) this is not optimal and hence there exists a dominating strategy
Hλ with
From
we get
From (53) and (54) The assertion in (52) follows from the contradiction of (53).
Step 3 We now conclude the proof of the Proposition. As H ∈ H t (ω) is fixed, for simplicity, we can translate H in the origin. Denote by
and define
where with a slight abuse of notation ξ i [0, ∞) is either [0, ∞), (−∞, 0] or {0} according to ξ i being respectively 1,−1 or 0.
Suppose that there is no H ∈ H t+1 (m) that meets the requirement, that is
As H t+1 (m) and R are both closed convex sets in R d , by Hahn Banach Theorem, there exists
Note that ∀i ∈ I u and ∀α ≥ 0 we have that αe i ∈ R where e i is the i th element of the canonical basis of R d . Since sup r∈R η · r is bounded from above we infer that η i ≤ 0 if i ∈ I u . Similarly η i ≥ 0 if i ∈ I d . Any separator η must therefore satisfy
Note moreover that as 0 ∈ R η · H > 0 ∀ H ∈ H t+1 (m). Observe now that η ∈ V * * = V and hence η = α(y − m), for some y ∈ conv(Y ), α > 0. Since 1 α η ∈ V , with no loss of generality assume α = 1. Equations (58) and (59) imply that
Since H ∈ H t+1 (m), from
Step 1, we have H ∈ H t+1 (y). Thus, from Step 2, H ∈ H t+1 (λm + (1 − λ)y) is also true for every 0 ≤ λ ≤ 1. From (61) and (62) there exists λ sufficiently close to 1 such that y λ := (1 − λ)m + λy ∈ C t and, from (52) in Step 2, F t (y λ ) = F t (m) + H(y λ − y 0 ).
Note moreover that, by construction, y, m ∈ conv(S t+1 (Σ ω t )) and hence y λ ∈ conv(S t+1 (Σ ω t ))∩C t = S t . By translating back 0 in H, equation (60) implies that H·(y λ −m) > H·(y λ −m). In combination with (63) and the fact that F t (m) = X t−1 − Y t + H · (m − S t−1 ) from equations (43) and (44), we thus obtain 
which is a contradiction since y λ ∈ S t and Y t is a minimum in (43).
Proof of Corollary 4.9. Note first that if F 0 (x 0 ) < ∞ then F t (ω, ·) < ∞ for any t ∈ I. Applying iteratively Proposition 4.7, there exists a processŜ withŜ 0 = x 0 and a strategy H which satisfy the following inequalities F 0 (x 0 ) + H 1 (ω) · ∆Ŝ 1 (ω) ≥ F 1 (ω,Ŝ 1 (ω)) F 0 (x 0 ) + H 1 (ω) · ∆Ŝ 1 (ω) + H 2 · ∆Ŝ 2 (ω) ≥ F 2 (ω,Ŝ 2 (ω)) . . . Observe now that the measurability of A D implies now those of M u−1 and H M u . Indeed A := Π xn+1 (A D ) is again measurable by the continuity of projections. By taking the infimum of the real random set A the measurability is preserved from Lemma 5.5. As in the classical case, the infimum, when finite, is actually a minimum by repeating (for example) the same arguments as in Proposition 2.1 in [BFM15] . Finally H M u is again F u−1 -measurable by preservation of measurability.
Corollary 5.11. Let 1 ≤ u ≤ T . Let X u−1 be an F u−1 -measurable function and X u : Ω ⇒ R n an F u -measurable multi-function. Suppose that F u (·, ·) is a Carathéodory map on D Fu ⊆ Ω and X u takes values in D Fu . Given a closed valued, F u−1 -measurable, random set of constraints C ⊆ R n , the following multi-function is F u−1 -measurable A C (ω) = (H, y) ∈ C × R | y + H · (x u − X u−1 (ω)) ≥ F u ( ω, x u ) ∀x u ∈ X u ( ω), ω ∈ Σ ω u−1 .
Moreover, denoting with Π x1,...,xn (·) and Π xn+1 (·) the canonical projection on the first n components and on the (n + 1) th component, respectively, we have that 
