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,WHAT IS VARIABLE BANDWIDTH?
KARLHEINZ GRO¨CHENIG AND ANDREAS KLOTZ
Abstract. We propose a new notion of variable bandwidth that is based on
the spectral subspaces of an elliptic operator Apf = − ddx (p(x) ddx )f where p > 0
is a strictly positive function. Denote by cΛ(Ap) the orthogonal projection of Ap
corresponding to the spectrum of Ap in Λ ⊂ R+, the range of this projection is
the space of functions of variable bandwidth with spectral set in Λ.
We will develop the basic theory of these function spaces. First, we derive
(nonuniform) sampling theorems, second, we prove necessary density conditions
in the style of Landau. Roughly, for a spectrum Λ = [0,Ω] the main results say
that, in a neighborhood of x ∈ R, a function of variable bandwidth behaves like
a bandlimited function with local bandwidth (Ω/p(x))1/2.
Although the formulation of the results is deceptively similar to the corre-
sponding results for classical bandlimited functions, the methods of proof are
much more involved. On the one hand, we use the oscillation method from
sampling theory and frame theoretic methods, on the other hand, we need the
precise spectral theory of Sturm-Liouville operators and the scattering theory of
one-dimensional Schro¨dinger operators.
1. Introduction
A function f ∈ L2(R) has bandwidth Ω > 0, if its Fourier transform fˆ(ξ) =∫
R f(x)e
−ixξ dx vanishes outside the interval [−Ω,Ω]. The number Ω is the max-
imal frequency contributing to f and is called the bandwidth of f . According to
Shannon the bandwidth is an information-theoretic quantity and determines how
many samples of a function f are required to determine f completely. Alterna-
tively, the bandwidth indicates how much information can be transmitted through
a communication channel.
In the context of time-frequency analysis it is perfectly plausible to assign dif-
ferent local bandwidths to different segments of a signal. This becomes even more
obvious in the often cited metaphor of music: the highest frequency of musical piece
is time-varying. However, a rigorous definition of variable bandwidth is difficult,
perhaps even elusive, because bandwidth is global by definition and the assignment
of a local bandwidth is in contradiction with the uncertainty principle.
So what is a function of variable bandwidth?
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Before attempting to give a precise definition, we need to single out the distinc-
tive features of bandlimited functions. In our view the essence of bandwidth is
encapsulated in three fundamental theorems about bandlimited functions:
(i) the Shannon-Whittaker-Kotelnikov sampling theorem and its variations,
(ii) the existence of a critical density in the style of Landau’s necessary density
conditions (a Nyquist rate in engineering terms), and
(iii) some inherent analyticity, expressed by a Bernstein-type inequality and
theorems in the style of Paley-Wiener.
Our objective is to introduce a concept of variable bandwidth that shares these
fundamental properties (sampling theorems and density results) with classical band-
limited functions. Our starting point is the well known observation that band-
limited functions are contained in a spectral subspace of the differential operator
−D2 = − d2
dx2
. It is diagonalized by the Fourier transform F and FD2F−1f =
ξ2fˆ(ξ) is simply the operator of multiplication by ξ2. For fixed Ω > 0 the spec-
tral subspace corresponding to the spectral values 0 ≤ ξ2 ≤ Ω is defined by the
spectral projection c[0,Ω](−D2), which is given by fˆ 7→ c[0,Ω](ξ2)fˆ(ξ) in the Fourier
domain. Consequently the spectral subspace c[0,Ω](−D2)L2(R) is identical with the
bandlimited functions of bandwidth Ω1/2.
Our idea is to replace the constant coefficient differential operator −D2 by an
elliptic differential operator in divergence form
(1.1) Ap = −D(p(x)D) ,
with a bandwidth-parametrizing function p > 0. As above, a space of variable
bandwidth is given by a spectral subspace of the differential operator Ap. By
imposing mild assumptions on p and choosing a suitable domain, Ap becomes a
positive, unbounded, self-adjoint operator on L2(R). Its spectral representation
enables us to make the following definition.
Definition 1.1. Let Λ ⊆ R+ be a fixed Borel set with finite Lebesgue measure. A
function is Ap-bandlimited with spectral set Λ, if f ∈ cΛ(Ap)L2(R). The range of
the spectral projection cΛ(Ap)L
2(R) is called the Paley-Wiener space with respect
to Ap and spectral set Λ and will be denoted by PWΛ(Ap). The quantity Ω =
max{λ ∈ Λ} is the bandwidth of PWΛ(Ap). If Λ = [0,Ω], we will often speak of
functions of variable bandwidth Ω.
If p ≡ 1 and Ap = − d2dx2 , then, as argued above, PW[0,Ω](Ap) consists exactly of
the classical bandlimited functions with bandwidth Ω1/2.
Our challenge is to convince the reader that Definition 1.1 is indeed a meaningful
notion of variable bandwidth. We must interpret functions in PWΛ(Ap) as functions
of variable bandwidth and need to relate the parametrizing function p to a local
bandwidth. Furthermore, we need to establish sampling and density theorems for
PWΛ(Ap) that depend to the bandwidth-parametrizing function p. As a guideline,
we would expect that 1/
√
p(x) determines the local bandwidth in a neighborhood
of x and will enter the formulation of the basic results.
First, we show that functions of variable bandwidth admit sampling theorems.
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Theorem 1.2 (Sampling theorem for PWΛ(Ap)). Fix Λ ⊆ R+ compact and set
Ω = max Λ. Assume that 0 < c ≤ p(x) for all x ∈ R. Let X = (xi)i∈Z be an
increasing sequence with limi→±∞ xi = ±∞ and infi(xi+1 − xi) > 0. If
(1.2) δ = sup
i∈Z
xi+1 − xi
infx∈[xi,xi+1]
√
p(x)
<
pi
Ω1/2
,
then there exist A,B > 0 such that, for all f ∈ PWΛ(Ap),
(1.3) A‖f‖22 ≤
∑
i∈Z
|f(xi)|2 ≤ B‖f‖22
Since PWΛ(Ap) is a reproducing kernel Hilbert space, the sampling inequal-
ity (1.3) implies a variety of reconstruction algorithms. Following [12] we will
formulate an iterative algorithm for the reconstruction of f ∈ PWΛ(Ap) from the
samples {f(xi) : i ∈ Z} with geometric convergence.
Theorem 1.2 supports our interpretation that p(x)−1/2 is a measure for the local
bandwidth. If p is constant on an interval I, p|I = p0, then the maximum gap
condition (1.2) reads as xi+1 − xi ≤ δ√p0 < pi(p0/Ω)1/2 for xi ∈ I. This is
precisely the sufficient condition on the maximal gap that arises for bandlimited
functions with bandwidth (Ω/p0)
1/2. In other words, f ∈ PW[0,Ω](Ap) behaves like
a (Ω/p0)
1/2-bandlimited function on I.
We remark that condition (1.2) is almost optimal; the constant pi
Ω1/2
in (1.2) can-
not be improved. However, a weaker, qualitative version of this sampling theorem
with a sufficiently small δ in (1.2) can be derived from Pesenson’s theory of abstract
bandwidth [32, 34].
Our second main result is a necessary density condition for sampling in the style
of Landau [26, 25]. For the formulation we need an adaptation of the Beurling
density to variable bandwidth. As in (1.2) we impose a new measure or distance on
R determined by the bandwidth parametrization p, namely µp(I) =
∫
I
p−1/2(u) du
and define the Beurling density of a set X ⊆ R as
D−p (X) = lim
r→∞
inf
µp(I)=r
{#(X ∩ I) : I ⊂ R closed interval }
r
.
We write Λ1/2 = {ω ∈ R+ : ω2 ∈ Λ} for the square root of a set and |Λ1/2| for its
Lebesgue measure.
Theorem 1.3. Assume that p ∈ C2 and p is eventually constant, i.e., for some
R > 0 we have p(x) = p− for x ≤ −R and p(x) = p+ for x ≥ R. Fix Λ ⊆ R+
with finite (Lebesgue) measure. If X ⊆ R is a separated set such that the sampling
inequality
A‖f‖22 ≤
∑
i∈I
|f(xi)|2 ≤ B‖f‖22
holds for all f ∈ PWΛ(Ap), then D−p (X) ≥ |Λ
1/2|
pi
.
Theorem 1.3 is again consistent with our interpretation of PWΛ(Ap) as a space
of functions with variable bandwidth. If Λ = [0,Ω] and p is constant on an interval
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I, p|I = p0, then µp(I) = |I|/√p0 and we obtain roughly
#(X ∩ I) ≥ |Λ
1/2||I|
pi
√
p0
=
(Ω
p0
)1/2 |I|
pi
.
Comparing with Landau’s classical result for bandlimited function, this is exactly
the minimum number of samples in I required for a bandlimited function with
bandwidth (Ω/p0)
1/2. Again, f ∈ PW[0,Ω](Ap) behaves like a (Ω/p0)1/2-bandlimited
function on I.
The two main theorems demonstrate convincingly that the spectral subspaces
PWΛ(Ap) are indeed appropriate models for spaces of functions with variable band-
width. The values p(x)−1/2 may be taken as a measure for the local bandwidth and
enter significantly in the formulation of sampling and density theorems for these
spaces.
The inherent analycity properties of functions of variable bandwidth (item (iii)
on our wishlist) follow from the theory of abstract bandwidth [32, 34] and will be
discussed in Section 3.
Methods. The formulation of the main theorems looks like a small variation of
the standard theorems for classical bandlimited functions with the parametrizing
function p appearing in the appropriate places. The proofs of the above theorems,
however, require input from two areas, namely the applied harmonic analysis of
sampling theory and the detailed spectral analysis of Sturm-Liouville operators
and Schro¨dinger operators. The methodical input from sampling theory is the
oscillation method from [12] for the proof of Theorem 1.2, whereas the proof of
Theorem 1.3 follows the outline of Nitzan and Olevski [30] in which a (discrete)
frame of reproducing kernels is compared to a continuous resolution of the identity.
The second methodical input is from the theory of Sturm-Liouville problems and
of (one-dimensional) Schro¨dinger operators. To see why we need the extensive
build-up of Sturm-Liouville theory, we recall that much of the theory of classical
bandlimited functions is based on the Fourier transform and the explicit formula
for the reproducing kernel k(x, y) = sin(x−y)
x−y of the standard Paley-Wiener space.
Our main effort is devoted to finding appropriate substitutes for these explicit
expressions. On the one hand, we find these in the spectral theory of Sturm-
Liouville operators. The detailed analysis of the spectral measure of Ap yields a
representation of functions in PWΛ(Ap) as
f(x) =
∫
Λ
F (λ) · Φ(λ, x) dρ(λ) ,
where Φ(λ, x) =
(
Φ1(λ, x),Φ2(λ, x)
)T
is a set of fundamental solutions of −(pΦ′)′ =
λΦ, ρ is the 2 × 2-matrix-valued spectral measure, and F ∈ L2(Λ, dρ). Though
not as explicit as the Fourier transform, this spectral representation of functions of
variable bandwidth will enable us to derive the essential properties of PWΛ(Ap).
For the proof of the density theorem we will switch to an equivalent Schro¨dinger
equation. By applying a Liouville transform, the differential operator −Dp(x)D is
unitarily equivalent to a one-dimensional Schro¨dinger operator Bp = −D2 + q(x)
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where q is an explicit expression depending on the bandwidth parametrization p
(see (6.6) for the precise formula). The advantage of the Schro¨dinger picture is
that we can apply the scattering theory of the Schro¨dinger equation to obtain
asymptotic estimates for the reproducing kernel of PWΛ(Bq). To appreciate the
transition to the Schro¨dinger picture, the reader should at least check the remark
after the proof of Lemma 6.9. 7.
The additional insight emerging from this approach is that sampling sets for
PWΛ(Ap) are obtained from sampling sets for the Paley-Wiener-space of the Schro¨-
dinger operator PWΛ(Bq) (which is defined verbatim as in Definition 1.1) by means
of time-warping with the Liouville transform. Note, however, that the concrete
interpretation of variable bandwidth is lost in the Schro¨dinger picture.
Let us emphasize that at this time we want to focus on the proof of concept and to
convince the reader that Definition 1.1 yields a meaningful and mathematically in-
teresting notion of variable bandwidth. Therefore we develop the theory of variable
bandwidth under rather benign assumptions on the bandwidth parametrization p.
It is clear that on a technical level our results can and should be pushed much
further by using more advanced aspects of Sturm-Liouville theory. Indeed, once
the basic theory is established, we face a host of new, interesting, and non-trivial
questions in sampling theory. See the last section for a look at ongoing work.
As the paper should be accessible for two different communities (applied har-
monic analysis and spectral analysis), we have tried to work on a moderate tech-
nical level. This means in particular that we feel the need to summarize some
well-known parts of the spectral theory to harmonic analysts.
Related work and other notions of variable bandwidth. In the literature
one finds several approaches to variable bandwidth.
1. Time-warping [6, 20, 5, 37, 40]: Given a homeomorphism γ : R → R (a
warping function), a function f possesses variable bandwidth with respect to γ, if
f = g ◦ γ for a bandlimited function g ∈ L2(R) with supp gˆ ⊆ [−Ω,Ω]. The deriva-
tive 1/γ′(γ−1(x)) of the warping function is interpreted as the local bandwidth of f .
Although the sampling theory for time-warped functions is simple, time-warping
is relevant in signal processing, and the estimate of suitable warping functions for
given data is an important problem. Let us mention that time-warping functions
can be understood as spectral subspaces of certain differential operators of order
one (see Appendix B).
2. Aceska and Feichtinger [1, 2] have proposed a concept of variable band-
width based on time-frequency methods, namely the truncation of the short time
Fourier transform by means of a time-varying frequency cut-off. The resulting func-
tion spaces, however, coincide with the standard Bessel-Sobolev potential spaces
endowed with an equivalent norm. Since these spaces do not admit a sampling
theorem (nor a Nyquist density), they are not variable bandwidth spaces in our
sense. The spaces of [1, 2] are rather spaces of locally variable smoothness.
3. Kempf and his collaborators [21, 22, 18] use a procedural concept of vari-
able bandwidth, but (at least in the available literature) shy away from a formal
definition. The parametrization of self-adjoint extensions of a differential operator
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leads to a class of algorithms that reconstruct or interpolate a function from certain
samples. The reconstructed function is said to have variable bandwidth.
4. Abstract Paley-Wiener spaces [32, 34, 45]: Perhaps closest to our approach is
the work of Pesenson and Zayed on abstract bandlimitedness. Given an unbounded,
self-adjoint operator on a Hilbert space H, the spectral subspaces cΛ(A)H are
considered abstract spaces of bandlimited vectors. If A is the Laplace-Beltrami
operator on a manifold, then the corresponding Paley-Wiener spaces are concrete
function spaces and admit sampling theorems. These results are merely qualitative
and so far are not backed up by corresponding density results. Paley-Wiener spaces
on manifolds play an important role in the construction and analysis of Besov spaces
on various manifolds. See [11, 33, 7, 23] for this direction of research.
5. Sampling theory associated with Sturm-Liouville problems [44]: The general-
izations of Kramer’s sampling theorem with Sturm-Liouville theory aim at interpo-
lation formulas and sampling theorems analogous to the cardinal series. However,
the samples are taken on the spectral side and the conditions imposed on the
Sturm-Liouville operator guarantee a discrete spectrum, in contrast to our set-up.
Except for the use of Sturm-Liouville theory, we do not see any connection to our
work.
Organization. The paper is organized as follows: In Section 2 we review the
relevant aspects of the spectral theory of Sturm-Liouville operators. In Section 3
we collect the basic properties of functions of variable bandwidth. Section 4 treats
the toy example of the discontinuous parametrizing function p(x) = p− for x ≤ 0
and p(x) = p+ for x > 0 and p− 6= p+. We will show that the corresponding
Paley-Wiener space consists of functions with different bandwidths 1/
√
p± on the
positive and negative half axis and then prove a Shannon-like sampling theorem
(Thm. 4.1). This example is instructive because all objects (spectral measure,
reproducing kernel) can be computed explicitly. In Section 5 we prove Theorem 1.2
and treat the stable reconstruction of a function of variable bandwidth from a
sampling sequence. The approach is based on [12, 13]. In Section 6 we define
a Beurling density adapted to the sampling geometry of the differential operator
and prove necessary density conditions for stable sampling and interpolation in the
style of Landau. The proof follows the outline of [30], the main technical work is
to control the reproducing kernels and its oscillations, which is done in Section 7.
The appendices contain our remarks on time-warping and the explicit calcula-
tions needed for Section 4. Such material is usually left to the interested reader,
but we prefer to include it, because we have struggled several times to reproduce
our own calculations.
Acknowledgment. We would like to express our special thanks to Gerald
Teschl for many discussions and sharing his knowledge on Sturm-Liouville and
spectral theory.
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2. Spectral Theory of some second order differential operators
In this section we provide the necessary background from the spectral theory
of second order differential operators, in particular, of Sturm-Liouville operators.
Our standard references for the material are [39, 41, 42] and also [9].
We consider differential expressions of Sturm-Liouville type
(2.1) τf = −(pf ′)′ + qf
where p, q are measurable functions satisfying
(2.2) p > 0 a.e., and 1/p, q ∈ L1loc(R) .
The corresponding maximal operator A is defined by the choice of the domain
D(A) = {f ∈ L2(R) : f, pf ′ ∈ ACloc, τf ∈ L2(R)}
Af = τf for f ∈ D(Ap) .
(2.3)
We will always impose the conditions (2.2) and (2.3) without further notice.
For the study of variable bandwidth we will focus on differential expressions in
divergence form,
(2.4) τpf = −(pf ′)′
with the corresponding maximal operator Ap. For the density theorem we will also
consider Schro¨dinger operators
(2.5) τ˜qf = −f ′′ + qf
with corresponding maximal operator Bq. Under mild assumptions Ap and Bq are
unitarily equivalent via the Liouville transform, see Section 6.2.
To cite the necessary results from the literature we need some more terminology
and notation.
A solution φ of (τ − z)φ = 0, z ∈ C, lies left in L2(R), if φ ∈ L2((−∞, c)) for
some c ∈ R, and lies right if φ ∈ L2((c,∞)) for some c ∈ R. If for every z /∈ R
there are two unique (up to a multiplicative constant) solutions of (τ − z)φ = 0
that lie left respectively right in L2(R) (jargon: τ is limit point (LP) at ±∞) , then
the corresponding maximal operator A is self-adjoint [42, 13.18, 13.19]. This is the
only situation we treat in this text.
We cite a simple sufficient condition on p such that the maximal operator Ap
corresponding to τp is self-adjoint.
Proposition 2.1. Let P (x) =
∫ x
0
p(u)−1du. If P /∈ L2(R+) and P /∈ L2(R−), then
Ap is self-adjoint.
For a proof see [42, 13.24](or [41, Thm. 6.3]) in conjunction with [42, 13.8, 13.19].
Remark. Under minimal additional assumptions, one can deduce more information
about the spectrum of Ap. For instance, if there exist constants C1, C2 > 0 such
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that
lim
T→∞
1
T
∫ T
0
∣∣∣1− C1
p(u)
∣∣∣du = 0 and lim
T→∞
1
T
∫ 0
−T
∣∣∣1− C2
p(u)
∣∣∣du = 0 ,
then σ(Ap) = σess(Ap) = [0,∞), cf. [41, Thm. 15.1]. A sufficient condition for
σac(Ap) = σess(Ap) = [0,∞), σsc = ∅ is given in [36, Thm 3.2].
In particular the conditions of Proposition 2.1 are satisfied for eventually constant
functions p, i.e., p satisfies
(MC) p(x) =
{
p− , x < −R
p+ , x > R
for an R > 0. We call this case the model case.
For a self-adjoint realization A of a differential expression τ of Sturm-Liouville
type the functional calculus can be described more explicitly than by the spectral
theorem alone. Our reference for most of the following is mainly [42], and also
[39, 9].
Let ρ be a positive semi-definite 2 × 2 matrix-valued Borel measure (a positive
matrix measure), and L2(R, dρ) the completion of the space of simple C2-valued
functions F,G with respect to the scalar product
(2.6)
∫
R
F (λ) ·G(λ)dρ(λ) =
∫
R
2∑
j,k=1
Fj(λ)Gkλ)dρjk(λ).
Note that the trace µ = Tr ρ is a positive Borel measure and the components ρjk
are absolutely continuous with respect to µ. See [9, XIII.5] for basic properties of
matrix measures.
Theorem 2.2 ([42, 14.1, 14.3], [39, Lem. 9.28], [9, XIII.5]). Assume that τ is a
differential expression of Sturm Liouville type in LP condition at ±∞ and that A
is the corresponding self-adjoint operator.
If Φ(λ, x) =
(
φ1(λ, x), φ2(λ, x)
)
is a fundamental system of solutions of (τ −
λ)φ = 0 that depends continuously on λ, then there exists a 2× 2 matrix measure
ρ, such that the operator
(2.7) FA : L2(R)→ L2(R, dρ); FAf(λ) =
∫
R
f(x) Φ(λ, x)dx
is unitary and diagonalizes A, i.e., FAAFA−1G(λ) = λG(λ) for all G ∈ L2(R, dρ).
The inverse has the form
FA−1G(x) =
∫
R
G(λ) · Φ(λ, x) dρ(λ) .
for G ∈ L2(R, dρ).
If g is a bounded Borel function on R then, for every f ∈ L2(R),
(2.8) g(A)f(x) =
∫
R+0
g(λ)FAf(λ) · Φ(λ, x) dρ(λ) .
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All integrals
∫
R have to be understood as lima→−∞
b→∞
∫ b
a
with convergence in L2.
Note that the spectral projection cΛ(A) is given by cΛ(A)f(x) =
∫
Λ
FAf(λ) ·
Φ(λ, x) dρ(λ).
FA is called the spectral transform (or also a spectral representation of A).
Remarks. 1. It is always possible to choose a fundamental system of solutions
Φ(λ, ·) that depends continuously (even analytically) on λ [42]. The spectral mea-
sure can then be constructed explicitly from the knowledge of such a set of funda-
mental solutions (A− z)φ = 0, see [9, 39, 41, 42]. We will explain some details of
this construction in Appendix A.
2. It can be shown that under mild conditions the measure dρ is absolutely
continuous with respect to Lebesgue measure, see [36, Thm. 3.2].
3. Basic properties of Paley-Wiener functions
In this section we define the Paley-Wiener spaces and describe some of their
elementary properties.
Definition 3.1. Assume that Λ ⊆ R with finite measure and that A is a self-
adjoint realization of a differental expression of Sturm Liouville type. A function
f ∈ L2(R) is in the Paley-Wiener space PWΛ(A) (or Λ-bandlimited with respect
to A), if
(3.1) f = cΛ(A)f .
Definition 3.1 is a special case of Pesenson’s abstract notion of bandwidth [32]
for general self-adjoint operators on a Hilbert space. Subsequently Paley-Wiener
spaces became an important notion in many investigations in analysis, see [15, 34,
45, 23] for some examples. Our main contribution is the detailed investigation of
the Paley-Wiener space associated to the Sturm-Liouville operator Ap = −(pf ′)′
and their interpretation as spaces of variable bandwidth. Our main interest is
the subtle dependence of these spaces on the bandwidth parametrization p and
corresponding sampling results.
Using the spectral theory of Sturm-Liouville operators, the Paley-Wiener spaces
PWΛ(A) possess characterizations similar to the standard spaces of bandlimited
functions.
Proposition 3.2. Assume that Λ ⊆ R+0 with finite measure and that A ≥ 0 is
a self-adjoint realization of a differential expression of Sturm Liouville type with
spectral measure ρ and corresponding spectral transform FA. Then the following
are equivalent:
(i) f ∈ PWΛ(A),
(ii) suppFAf ⊆ Λ,
(iii) there exists a function F ∈ L2(Λ, dρ) such that
(3.2) f(x) =
∫
Λ
F (λ) · Φ(λ, x) dρ(λ) a.e. x ∈ R .
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If the spectral set is an interval, Λ = [0,Ω], then also the following conditions
are equivalent to (i) — (iii):
(iv) Bernstein’s inequality: ‖Akf‖ ≤ Ωk‖f‖ for all k ∈ N.
(v) Analyticity: For all g ∈ L2(R) the function z ∈ C → 〈ezAf, g〉 is an entire
function of exponential type Ω, i.e., for all  > 0
|〈ezAf, g〉| = O(e(Ω+)|=z|) .
Proof. (i) ⇒ (ii), (iii): Since f = cΛ(A)f for f ∈ PWΛ(A), (2.8) implies that
f(x) =
∫
R+0
FAf(λ) ·Φ(λ, x) dρ(λ) = cΛ(A)f(x) =
∫
R+0
cΛ(λ)FAf(λ) ·Φ(λ, x) dρ(λ) .
Since F−1A is unitary and thus one-to-one, this identity implies that FAf(λ) =
cΛ(λ)FAf(λ) for ρ-almost all λ, whence supp FAf ⊆ Λ.
(iii) ⇒ (i) Conversely, if f is represented by (3.2), then cΛ(A)f = f and thus
f ∈ PWΛ(A).
The equivalence (i) ⇔ (iv) follows directly from the spectral theorem for self-
adjoint unbounded operators and was first proved in [32] for an abstract notion of
bandlimitedness. The characterization (i) ⇔ (v) is proved in [34, 45]. See also [15]
for a related characterization of bandwidth. 
Proposition 3.3. Let Λ be a subset of R+0 with finite measure, and A ≥ 0 a
self-adjoint realization of a differential expression of Sturm Liouville type.
(i) Then the Paley-Wiener space PWΛ(A) is a closed subspace of L
2(R). Every
function in PWΛ(A) is continuous.
(ii) If Λ is compact, the Paley-Wiener space PWΛ(A) is a reproducing kernel
Hilbert space; its kernel is
(3.3) kΛ(x, y) = k(x, y) =
∫
Λ
Φ(λ, x) · Φ(λ, y) dρ(λ) ,
and k is the integral kernel of the spectral projection cΛ(A) from L
2(R) onto PWΛ(A).
The kernel k is continuous in x and y.
Proof. We apply the Cauchy-Schwarz inequality for L2(R, dρ) [9, XIII.5.8] to (3.2)
and obtain
(3.4) |f(x)| ≤ ‖F‖L2(Λ,dρ)‖Φ(·, x)‖L2(Λ,dρ) .
Thus the pointwise evaluation f 7→ f(x) is continuous on PWΛ(A) and PWΛ(A) is
a reproducing kernel Hilbert space. Since Φ(λ, x) is continuous in λ, the continuity
of f follows from classical facts about parameter integrals.
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The formula (3.3) for the reproducing kernel is proved in [9, XIII.5.24]. It follows
directly from the identity
PΛ(A)f(x) =
∫
Λ
FAf(λ) · Φ(λ, x)dρ(λ)
=
∫
Λ
∫
R
f(y)Φ(λ, y) · Φ(λ, x)dρ(λ)dy
=
∫
R
f(y) kΩ(x, y) dy ,
after justifying the interchange of the integrals. 
Remark. The compactness condition in (3.3) above can be relaxed in various im-
portant cases. The inequality (3.4) holds if ‖Φ(·, x)‖L2(Λ,dρ) is finite. This is the
case under the following set of conditions: (i) |Λ| < ∞, (ii) the spectral measure
is absolutely continuous with respect to Lebesgue measure, and (iii) the solutions
Φ(·, x) are bounded for every x. In particular this is true for the Schro¨dinger oper-
ator (2.5) with compactly supported potential q. We will use this fact in Section 6
(Proposition 6.8 and Equation (6.14)).
As mentioned in the introduction, a function in PW[0,Ω](Ap) behaves locally
like a function with bandwidth (Ω/p(x))1/2. The next result provides a precise
formulation for this vague idea. Before its statement we recall that a function
f belongs to the Bernstein space BΩ, if its distributional Fourier transforms has
support in [−Ω,Ω]. By the Paley-Wiener theorem for distributions (see, e.g., [35])
f ∈ BΩ, if and only if f can be extended from R to an entire function F of
exponential type Ω, i.e., F |R = f and |F (z)| = O(e(Ω+)|Im z|).
Proposition 3.4. If p(x) = p0 for x in an open interval I, then on I every
f ∈ PW[0,Ω](Ap) coincides with a function in B√Ω/p0 restricted to I.
Proof. Since p|I = p0, the restriction of the differential expression τp to I is just
−p0 d2dx2 and therefore the eigenvalue equation (τp− λ)φ = 0 possesses the solutions
e±i
√
λ/p0x on I. Let Φ˜(λ, x) = (ei
√
λ/p0x, e−i
√
λ/p0x) for all x ∈ R, i.e., Φ˜(λ, ·) is a
fundamental system of (−p0 d2dx2−λ)φ = 0 on R. We may now choose a fundamental
system Φ(λ, ·) of (τp − λ)φ = 0 and a corresponding spectral measure ρ, such that
Φ(λ, x) = Φ˜(λ, x) for x ∈ I. By (3.2) every f ∈ PWΛ(Ap) has a representation
f(x) =
∫ Ω
0
F (λ) · Φ(λ, x) dρ(λ) for some F ∈ L2([0,Ω], dρ). Now set
f˜(x) =
∫ Ω
0
F (λ) · Φ˜(λ, x) dρ(λ) .
Then f(x) = f˜(x) for x ∈ I.
By definition, Φ˜(λ, ·) can be extended to an entire function that satisfies |Φ˜(λ, z)| ≤
2eλ|=z|. Therefore the vector-valued Ho¨lder inequality implies that f˜ also extends
to a function on C obeying the growth estimate
(3.5) |f˜(z)| ≤ ‖F‖L1([0,Ω],dρ)‖Φ(·, z)‖L∞([0,Ω],dρ) ≤ Ce
√
Ω
p0
|=z|
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for z ∈ C. Clearly, the restriction of f˜ to R is bounded, and the parameter integral
z 7→ f˜(z) is analytic in z (use Morera’s theorem). Therefore f˜ belongs to the
Bernstein space B√
Ω/p0
and f˜ |I = f |I , as claimed. 
4. A Toy Example
In this section we assume that Λ = [0,Ω] ⊆ R+ and study the special case
p(x) =
{
p−, x ≤ 0
p+, x > 0 .
Our point is that all formulas are explicit and thus may help build the reader’s
intuition for variable bandwidth.
Using the continuity of solutions φ of the differential equation (τp− z)φ = 0 and
the continuity of p(x)φ′(x) at x = 0, we obtain the linearly independent solutions
φ+(z, x) =

1
2
(
1 +
√
p+
p−
)
ei
√
z/p−x + 1
2
(
1−
√
p+
p−
)
e−i
√
z/p−x, x ≤ 0,
ei
√
z/p+x, x > 0 ,
φ−(z, x) =
e
−i
√
z/p−x, x ≤ 0,
1
2
(
1 +
√
p−
p+
)
e−i
√
z/p+x + 1
2
(
1−
√
p−
p+
)
ei
√
z/p+x, x > 0 ,
by a straightforward calculation. For =z > 0 the solution φ+ lies right in L2(R)
and φ− lies left in L2(R). Note that for real z = λ ∈ R and x ≤ 0 the solution φ+
can be written as
φ+(λ, x) = cos
(√
λ
p−
x
)
+ i
√
p+
p−
sin
(√
λ
p−
x
)
,
and similarly for φ− for x ≥ 0.
We can derive the spectral measure explicitly to be
(4.1) dρ(λ) =
1
pi(
√
p− +
√
p+)2
(√
p− 0
0
√
p+
)
dλ√
λ
.
The details of this computation are sketched in Appendix A.
Using (3.3) and sinc(x) = sinx/x, a straightforward computation leads to the
the reproducing kernel
(4.2)
k(x, y) =

Ω1/2
pi
√
p−
sinc(Ω1/2 x−y√
p−
)−
√
p+−√p−√
p++
√
p−
Ω1/2
pi
√
p−
sinc(Ω1/2 x+y√
p−
) x, y ≤ 0 ,
Ω1/2
pi
√
p+
sinc(Ω1/2 x−y√
p+
) +
√
p+−√p−√
p++
√
p−
Ω1/2
pi
√
p+
sinc(Ω1/2 x+y√
p+
) x, y > 0 ,
2Ω1/2
pi(
√
p++
√
p−)
sinc
(
Ω1/2( x√
p−
− y√
p+
)
)
x ≤ 0, y > 0 ,
2Ω1/2
pi(
√
p++
√
p−)
sinc
(
Ω1/2( x√
p+
− y√
p−
)
)
x > 0, y ≤ 0 .
If p− = p+ = 1 we obtain the sinc kernel, as expected.
Direct inspection of (4.2) suggests a recipe to obtain an orthonormal basis of
PW[0,Ω](Ap). As a result we obtain a sampling formula that is similar to the
cardinal series for bandlimited functions.
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Theorem 4.1. Fix the sampling set {xj = pij
√
p(j)
Ω1/2
: j ∈ Z} and the weights
(4.3) wj =

√
p− , j < 0 ,√
p+ , j > 0 ,
1
2
(
√
p+ +
√
p−) , j = 0 .
Then the set {
√
piwj
Ω1/2
k(xj, ·) : j ∈ Z} forms an orthonormal basis of PW[0,Ω](Ap).
The orthogonal expansion
(4.4) f(x) =
pi
Ω1/2
∑
j∈Z
wjf(xj)k(xj, x)
converges in L2(R) and uniformly for every f ∈ PW[0,Ω](Ap).
Proof. The orthogonality follows directly from 〈k(xi, ·), k(xj, ·)〉 = k(xi, xj) and the
formulas for the reproducing kernel (4.2). For i = j we obtain 〈k(xj, ·), k(xj, ·)〉 =
k(xj, xj) =
Ω1/2
piwj
= Ω
1/2
pi
√
p±
, and thus {
√
piwj
Ω1/2
k(xj, ·) : j ∈ Z} is an orthonormal set.
To prove the completeness of the orthogonal system, assume that f ∈ PWΛ(Ap)
and 〈f, k(xj, ·)〉 = 0 for all j ∈ Z. We have to show that f ≡ 0.
Using the unitarity of FAp , this is equivalent to proving that F = (F1, F2) ∈
L2(Λ, dρ) and 〈F,Φ(·, xj, )〉L2(Λ,dρ) = 0 for all j ∈ Z implies F ≡ 0.
We substitute the fundamental solutions in the inner product and make the
change of variables λ = ω2, dλ/
√
λ = 2dω; then the vanishing of 〈F,Φ(·, xj, )〉 = 0
amounts to the following conditions:∫ Ω1/2
0
(√
p−F1(ω2)+
√
p+F2(ω
2)
)
cos
pijω
Ω1/2
dω+i
√
p+
∫ Ω1/2
0
(
F1(ω
2)−F2(ω2)
)
sin
pijω
Ω1/2
dω = 0, j < 0 ,
∫ Ω1/2
0
(√
p−F1(ω2)+
√
p+F2(ω
2)
)
cos
pijω
Ω1/2
dω+i
√
p−
∫ Ω1/2
0
(
F1(ω
2)−F2(ω2)
)
sin
pijω
Ω1/2
dω = 0, j ≥ 0 ,
If we re-index the first equation (j → −j) we obtain∫ Ω1/2
0
(√
p−F1(ω2)+
√
p+F2(ω
2)
)
cos
pijω
Ω1/2
dω−i√p+
∫ Ω1/2
0
(
F1(ω
2)−F2(ω2)
)
sin
pijω
Ω1/2
dω = 0, j > 0 .
Adding and subtracting the above equations yields∫ Ω1/2
0
(√
p−F1(ω2) +
√
p+F2(ω
2)
)
cos
pijω
Ω1/2
dω = 0, j ≥ 0 ,(4.5) ∫ Ω1/2
0
(
F1(ω
2)− F2(ω2)
)
sin
pijω
Ω1/2
dω = 0, j > 0 .(4.6)
Equation (4.5) describes the Fourier cosine coefficients of the even continuation of
the function ω 7→ √p−F1(ω2) + √p+F2(ω2) to [−Ω1/2,Ω1/2]. Consequently, from
the uniqueness of Fourier cosine series we obtain
√
p−F1(ω2) +
√
p+F2(ω
2) = 0 on
[0,Ω1/2]. Likewise, (4.6) with an odd extension of the integrand, the uniqueness
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theorem for Fourier sine series yields F1(ω
2)− F2(ω2) = 0 on [0,Ω1/2]. Combining
these two results and substituting back we obtain F1 = F2 = 0 on [0,Ω].
We have proved that the set {
√
piwj
Ω1/2
k(xj, ·) : j ∈ Z} is an orthonormal basis of
PWΛ(Ap). Therefore every f ∈ PWΛ(Ap) possesses the orthonormal expansion
f =
∑
j∈Z
piwj
Ω1/2
〈f, k(xj, ·)〉k(xj, ·) = pi
Ω1/2
∑
j∈Z
wjf(xj)k(xj, ·)
with convergence in norm. In a reproducing kernel Hilbert space, the L2-convergence
implies pointwise convergence. Since the family {k(xj, ·) : j ∈ Z} is norm-bounded,
it also implies uniform convergence (see [29, 3.1]). 
Remark. It would be of great interest to construct an orthonormal basis of re-
producing kernels and a corresponding similar sampling theorem for more general
control functions p.
Let us now consider the case p− →∞, p+ = 1. Proceeding formally from (4.2),
the reproducing kernel of PW[0,Ω](Ap) is
k(x, y) =
{
Ω1/2
pi
[sinc(Ω1/2(x− y))− sinc(Ω1/2(x+ y))] , x, y ≥ 0,
0 , else .
We see that every f ∈ PW[0,Ω](Ap) has its support in [0,∞). For a more concrete
interpretation of PW[0,Ω](Ap) let g be the extension of f to an odd function on R.
Then f ∈ PW[0,Ω](Ap) holds, if and only if
f(x) =
∫ ∞
0
f(y)k(x, y) dy =
∫
R
g(y) sinc(Ω1/2(x− y)) dy x ≥ 0 .
This means that f can be interpreted as the restriction of an odd bandlimited
function g with supp gˆ ⊆ [−Ω1/2,Ω1/2] to [0,∞).
Theorem 4.1 then yields the following sampling theorem.
Proposition 4.2. If p(x) = ∞ for x ≤ 0 and p(x) = 1 for x > 0, the following
sampling formula holds for f ∈ PW[0,Ω](Ap)
f(x) =
pi
Ω1/2
∞∑
j=1
f(
pij
Ω1/2
)k(
pij
Ω1/2
, x) =
∞∑
j=1
(−1)jf( pij
Ω1/2
) sin(Ω1/2x)
2pij
(Ω1/2x)2 − (pij)2 .
We do not give a formal proof for the limiting procedure. The corollary follows
directly from the observation that f ∈ PW[0,Ω](Ap), if and only if f is the restriction
of an odd function g with supp gˆ ⊆ [−Ω1/2,Ω1/2] to R+. Thus
f(x) = pi
Ω1/2
∑
j∈Z
f
(
pij
Ω1/2
)
k
(
pij
Ω1/2
, x
)
= pi
Ω1/2
∞∑
j=1
f
(
pij
Ω1/2
)(
sinc
(
Ω1/2(x− pij
Ω1/2
)− sinc (Ω1/2(x+ pij
Ω1/2
)
))
.
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5. Nonuniform Sampling
In this section we assume that Λ ⊆ [0,Ω] ⊂ R+. Based on the method devel-
oped in [12, 13], we derive a sampling theorem and reconstruction procedures for
PWΛ(Ap). All constants and error estimates are explicit and highlight the role of
the parametrizing function p.
Given a set X = {xi : i ∈ Z} ⊆ R, we denote by yi = 12(xi + xi+1), i ∈ Z , the
midpoints of X, and set χi = c[yi−1,yi). Then the functions χi form a partition of
unity. We also set I ′i = [yi−1, xi) and I
′′
i = [xi, yi). Let δ be the maximum gap
between consecutive sampling points weighted by the parametrizing function p,
namely
(5.1) δ = sup
i∈Z
xi+1 − xi
infx∈[xi,xi+1]
√
p(x)
.
We first derive a fundamental inequality for functions in PWΛ(Ap). For the
proof we need Wirtinger’s inequality, see, e.g., [19]. If f, f ′ ∈ L2([a, b]) and either
f(a) = 0 or f(b) = 0, then
(5.2)
∫ b
a
|f(x)|2dx ≤ 4
pi2
(b− a)2
∫ b
a
|f ′(x)|2dx .
Lemma 5.1. Let Λ ⊆ [0,Ω] ⊂ R+ and assume that infx∈R p(x) > 0. If δ is finite,
then for all f ∈ PWΛ(Ap) we have
(5.3)
∥∥∥f −∑
i∈Z
f(xi)χi
∥∥∥2 ≤ δ2Ω
pi2
‖f‖2 .
Consequently, PWΛ(Ap) satisfies a Plancherel-Polya inequality of the form
(5.4)
∑
i∈Z
|f(xi)|2xi+1 − xi−1
2
≤ (1 + δΩ1/2
pi
)2
‖f‖2 , f ∈ PWΛ(Ap) .
Proof. The proof is an adaption of the proof of [12, Thm. 1]. We rewrite the
expression (5.3) as follows:
∥∥∥f −∑
i∈Z
f(xi)χi
∥∥∥2 =∥∥∥∑
i∈Z
(f − f(xi))χi
∥∥∥2 = ∑
i∈Z
∫ yi
yi−1
|f(x)− f(xi)|2dx
=
∑
i∈Z
(∫ xi
yi−1
|f(x)− f(xi)|2dx+
∫ yi
xi
|f(x)− f(xi)|2dx
)
.(5.5)
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By Wirtinger’s inequality (5.2) this can be estimated further as∥∥∥f −∑
i∈Z
f(xi)χi
∥∥∥2 ≤ 4
pi2
∑
i∈Z
[
(xi − yi−1)2
∫ xi
yi−1
|f ′(x)|2dx+ (yi − xi)2
∫ yi
xi
|f ′(x)|2dx
]
≤ 4
pi2
∑
i∈Z
[ (xi − yi−1)2
minx∈I′i p(x)
∫ xi
yi−1
p(x)|f ′(x)|2dx+ (yi − xi)
2
minx∈I′′i p(x)
∫ yi
xi
p(x)|f ′(x)|2dx
]
≤ 4
pi2
sup
i∈Z
max
( (xi − yi−1)2
minx∈I′i p(x)
,
(yi − xi)2
minx∈I′′i p(x)
)∑
i∈Z
∫ yi
yi−1
p(x)|f ′(x)|2dx
=
4
pi2
sup
i∈Z
( (xi − yi−1)2
minx∈I′i p(x)
,
(yi − xi)2
minx∈I′′i p(x)
)∫
R
p(x)|f ′(x)|2dx
≤ 1
pi2
sup
i∈Z
max
(yi − yi−1)2
minx∈[xi−1,xi) p(x)
∫
R
p(x)|f ′(x)|2dx .
As f ∈ PWΛ(Ap) ⊆ D(Ap) we can simplify the last term by using integration by
parts and then apply Bernstein’s inequality (Proposition 3.2 (iv)).
(5.6)
∫
R
p(x)|f ′(x)|2dx = 〈Apf, f〉 ≤ ‖Apf‖‖f‖ ≤ Ω ‖f‖2 .
The decisive modification was to smuggle in the parametrizing function p to obtain∫
p|f ′|2 and then to apply Bernstein’s inequality.
In conclusion we obtain
(5.7)
∥∥∥f −∑
i∈Z
f(xi)χi
∥∥∥2 ≤ 1
pi2
sup
i∈Z
(xi − xi−1)2
minx∈[xi−1,xi) p(x)
Ω ‖f‖2 = δ
2Ω
pi2
‖f‖2
for f ∈ PWΛ(Ap), and (5.4) follows. 
The fundamental inequality implies immediately a sampling theorem for PWΛ(Ap).
Theorem 5.2 (Sampling inequality). Let Λ ⊆ [0,Ω] ⊆ R+0 and assume that
infx∈R p(x) > 0. If
(5.8) δ = sup
i∈Z
xi+1 − xi
infx∈[xi,xi+1]
√
p(x)
<
pi
Ω1/2
,
then, for all f ∈ PWΛ(Ap),
(5.9)
(
1− δΩ
1/2
pi
)2
‖f‖2 ≤
∑
i∈Z
xi+1 − xi−1
2
|f(xi)|2 ≤
(
1 +
δΩ1/2
pi
)2
‖f‖2 .
If, in addition, infi∈Z(xi+1 − xi) = γ > 0 (X is separated), then X is a set of
stable sampling for PWΛ(Ap) with lower bound γ(1− δΩ1/2pi )2. Equivalently, the set
of reproducing kernels {k(x, ·) : x ∈ X} is a frame for PWΛ(Ap).
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Proof. We use the triangle inequality and (5.3) to obtain∑
i∈Z
|f(xi)|2 xi+1 − xi−1
2
= ‖
∑
i∈Z
f(xi)χi‖2
≥
(
‖f‖ − ‖f −
∑
i∈Z
f(xi)χi‖
)2
≥
(
1− δΩ
1/2
pi
)2
‖f‖2 .
The upper bound is already in (5.4). 
Based on the sampling inequality (5.9), one may formulate several algorithms for
the reconstruction of f ∈ PWΛ(Ap) from its samples f(xi), i ∈ Z. On the one hand
one may use the manifold variations of the frame algorithm (iterative, accelerated
iterations, or by means of a dual frame), on the other hand, one may use the
following iterative algorithm from [12]. We set PΛ = cΛ(Ap) for the orthogonal
projection onto PWΛ(Ap).
Theorem 5.3. Let Λ ⊆ [0,Ω] ⊆ R+ and assume that infx∈R p(x) > 0. Assume that
the sampling set X satisfies the maximum gap condition (5.8). Then f ∈ PWΛ(Ap)
can be reconstructed from its sampled values
(
f(xi)
)
i∈Z by the following algorithm.
Initialization: f0 = h0 = PΛ
(∑
i∈Z f(xi)χi
)
.
Iteration: hn+1 = hn − PΛ
(∑
i∈Z hn(xi)χi
)
for n ≥ 0.
Update: fn+1 =
∑n+1
j=0 hj = fn + hn+1 for n ≥ 0.
Then
(5.10) f = lim
n→∞
fn =
∞∑
n=0
hn ,
with the error estimate
(5.11) ‖f − fn‖ ≤
(δΩ1/2
pi
)n+1pi + δΩ1/2
pi − δΩ1/2‖f‖ .
Proof. Define R by Rf = PΛ
(∑
i∈Z f(xi)χi
)
. By the Plancherel-Polya inequal-
ity (5.4) the operator is bounded on PWΛ(Ap). With this notation we have h0 = Rf
and the iteration step is
hn+1 = (I −R)hn = (I −R)n+1h0 = (I −R)n+1Rf .
The sum
∑
hn =
∑∞
n=0(I − R)nRf is just the Neumann series for the inverse of
R applied to Rf . By the fundamental inequality (5.3) and the assumption on δ
the operator norm of I−R on PWΛ(Ap) is bounded by ‖I−R‖ ≤ δΩ1/2/pi. Since
δΩ1/2/pi < 1 by assumption, the Neumann series converges in the operator norm to
R−1 and consequently f =
∑∞
n=0 hn. The error estimate follows from the properties
of geometric series. 
Remarks. (1) If we replace the indicator functions in the reconstruction algorithm
by partitions of unity with higher regularity with respect to Ap then the convergence
rate of the approximations can be increased. The results require an adapted form
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of Wirtinger’s inequality and will be published elsewhere.
(2) The theorem requires only very weak regularity conditions for p, essentially p
should be bounded away from zero.
6. Landau’s necessary density conditions
In this section we state and prove density conditions in the style of Landau for
sampling sequences X ⊂ R, spectral sets Λ ⊆ R+ of finite Lebesgue measure,
and functions in PWΛ(Ap). We find necessary conditions on X in terms of an
appropriately defined version of the Beurling density such that the reproducing
kernels {k(x, ·) : x ∈ X} form either a frame or a Riesz sequence for PWΛ(Ap).
Recall that {k(x, ·) : x ∈ X} is a Riesz sequence for PWΛ(Ap), if there are positive
constants C,D such that for all c ∈ `2(X)
C
∑
x∈X
|cx|2 ≤
∥∥∥∑
x∈X
cxk(x, ·)
∥∥∥2 ≤ D∑
x∈X
|cx|2 .
Equivalently, for all c ∈ `2(X) there exists an f ∈ PWΛ(Ap), such that f(x) =
cx,∀x ∈ X, therefore X is also called a set of interpolation for PWΛ(Ap).
6.1. Beurling density. AssumeX is arelatively separated subset of R, i.e., maxc∈R #(X∩
[c, c+ 1]) = n0 <∞. This property implies that an interval I of length |I| contains
at most (|I|+ 1)n0 points of X. The upper Beurling density of X is defined as
D+(X) = lim
r→∞
sup
|I|=r
{#(X ∩ I) : I ⊂ R closed interval}
r
,
and the lower Beurling density is
D−(X) = lim
r→∞
inf
|I|=r
{#(X ∩ I) : I ⊂ R closed interval}
r
.
Landau’s density conditions for the classical Paley-Wiener space PWΛ = {f ∈
L2(R) : supp fˆ ⊆ Λ} state that a set of stable sampling X for PWΛ satisfies
necessarily D−(X) ≥ |Λ|/(2pi). Similarly, if X is a set of interpolation for PWΛ
then D+(X) ≤ |Λ|/(2pi) [25, 26].
What is the the appropriate notion of density for the Paley-Wiener spaces of
variable bandwidth? Let us assume first that p is piecewise constant, say p(x) = pk
on the interval Ik. According to Proposition 3.4 the function f ∈ PW[0,Ω](Ap)
coincides on Ik with the restriction of a function in the Bernstein space B√Ω/pk to
Ik, so we expect the number of samples in Ik required for the reconstruction in Ik
to be roughly
(6.1)
#(X ∩ Ik)
|Ik| ∼
√
Ω
pk
.
Rewriting (6.1) as #(X∩Ik)|Ik|p−1/2k
∼ Ω1/2, we may interpret |Ik|p−1/2k as a new measure (or
distance function) on R and the quantity in (6.1) as an average number of samples
with respect to this measure.
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We therefore introduce the measure µp by
(6.2) µp(I) =
∫
I
p−1/2(u) du .
Definition 6.1. Assume that p−1/2 ∈ L1loc and that X ⊆ R is µp-separated, i.e.,
inf{µp([x, z]) : x, z ∈ X, x < z} > 0. The upper Ap-Beurling density is defined as
D+p (X) = lim
r→∞
sup
µp(I)=r
{#(X ∩ I) : I ⊂ R closed interval}
r
,
and the lower Ap-Beurling density is
D−p (X) = lim
r→∞
inf
µp(I)=r
{#(X ∩ I) : I ⊂ R closed interval }
r
.
Again, for p ≡ 1 these densities coincide with the standard Beurling densities.
To derive necessary density conditions for sampling and interpolation in PWΛ(Ap),
we restrict our attention to the model case of eventually constant p. From now on
we assume that p satisfies the universal assumption (2.2) and that
p, p′ ∈ ACloc(R) ,
p(x) =
{
p− > 0, if x < −R
p+ > 0, if x > R .
(6.3)
Theorem 6.2 (Necessary density conditions for interpolation). Assume that Λ ⊆
R+ has finite Lebesgue measure and that p satisfies (6.3). If {k(x, ·) : x ∈ X} is a
Riesz sequence for PWΛ(Ap), then
D+p (X) ≤
|Λ1/2|
pi
.
Theorem 6.3 (Necessary density conditions for sampling). Assume that Λ ⊆ R+
has finite Lebesgue measure and that p satisfies (6.3). If {k(x, ·) : x ∈ X} is a
frame for PWΛ(Ap), then
D−p (X) ≥
|Λ1/2|
pi
.
Thus the quantity |Λ
1/2|
pi
is the critical density that separates sets of stable sam-
pling from sets of interpolation.
Remarks. 1. We have seen in the introduction that for p ≡ 1, Ap = − d2dx2 , and
Λ = [0,Ω], the corresponding Paley-Wiener space PW[0,Ω](Ap) is equal to the space
of bandlimited functions {f ∈ L2(R) : supp fˆ ⊆ [−Ω1/2,Ω1/2]}. Then the nec-
essary density condition is D−p (X) = D
−(X) ≥ Ω1/2/pi = |[−Ω1/2,Ω1/2]|/(2pi).
Theorem 6.3 contains Landau’s result as a special case. The difference in formu-
lation comes from the use of a second order differential operator which identifies
positive and negative frequencies with a single spectral value.
2. The assumption (6.3) excludes both the toy example of Section 4 (because
of lacking smoothness) and more general parametrizing functions (when p tends to
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p± at a certain rate). To restrict the length of this paper, we will only treat the
case of eventually constant p and return to weaker assumptions in our future work.
We first compare the maximum gap condition of Section 5 with the Beurling
density.
Proposition 6.4. Let X = {xi : i ∈ Z} ⊆ R be a set with xi < xi+1 for all i and
limi→±∞ xi = ±∞. If
(6.4) sup
i
xi+1 − xi
infx∈[xi;xi+1]
√
p(x)
= η
then D−p (X) ≥ η−1.
Proof. The gap condition (6.4) implies that for all i ∈ Z∫ xi+1
xi
1√
p(x)
dx ≤ xi+1 − xi
infx∈[xi;xi+1]
√
p(x)
≤ η .
Given a bounded, closed interval I ⊆ R, let i0 = min{i ∈ Z : xi ∈ I} and
i1 = max{i ∈ Z : xi ∈ I} the smallest and largest indices of xi ∈ I. Then
I ⊆ [xi0−1, xi1+1] and
µp(I) =
∫
I
1√
p(x)
dx ≤
i1∑
i=i0−1
∫ xi+1
xi
1√
p(x)
dx ≤ η
(
#(X ∩ I) + 2
)
.
Consequently
#(X ∩ I)
µp(I)
≥ 1
η
− 2
µp(I)
,
and after taking a limit we obtain D−p (X) ≥ η−1. 
Proposition 6.4 shows that condition (5.8) is sharp for eventually constant para-
metrizing functions p. If X is defined by x0 = 0 and
xi+1−xi
infx∈[xi,xi+1]
√
p(x)
= δ > pi
Ω1/2− ,
then D−p (X) = (Ω
1/2 − )/pi < Ω1/2/pi and thus cannot be a set of stable sampling
by Theorem 6.3.
The remainder of the paper is devoted to the proof of Theorems 6.2 and 6.3.
We follow the approach of Nitzan and Olevskii [30] who compare a discrete set
of reproducing kernels to a continuous resolution of the identity in the space of
bandlimited functions. Other approaches, such as the original technique of Lan-
dau [26, 25], the technique of Ortega-Cerda` and Pridhnani [31], or the approach
of [16, 14], might be successful as well, but these will require additional features,
such as the existence of a Riesz basis of reproducing kernels.
6.2. Transformation to Schro¨dinger form. In the first step we transform the
problem from the Sturm-Liouville picture to the Schro¨dinger picture. This transfor-
mation enables us to use the scattering theory of the Schro¨dinger operator. First
we describe the unitary transform that sends the operator Ap to a Schro¨dinger
operator.
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Assume p, p′ ∈ ACloc(R), p(x) > 0 for all x ∈ R. Define
(6.5) ζ(x) =
∫ x
0
p−1/2(u) du ,
so that ζ(x) = µp([0, x]) for x > 0 and ζ(x) = −µp([x, 0]) for x < 0.
Proposition 6.5. Define the Liouville transform UL of f ∈ L2(R) by
ULf = (p
1/4f) ◦ ζ−1 .
Then UL is a unitary operator on L
2(R). It transforms the self-adjoint operator Ap
to the self-adjoint Schro¨dinger operator Bq = −D2 + q by conjugation:
Bq = ULApU
∗
L , D(Bq) = ULD(Ap) ,
where the potential q of Bq is
(6.6) q(ζ(x)) = −p(x)1/4[p · (p−1/4)′]′(x) = 1
4
p′′(x)− 1
16
p′(x)2
p(x)
.
In particular, if φ solves (τp − λ)φ = 0, then ULφ solves (τ˜q − λ)ψ = 0.
For a proof see [4, 10] or try a direct computation. The next lemma explains
the translation from the Sturm-Liouville picture to the Schro¨dinger picture in more
detail.
Lemma 6.6. Assume p, p′ ∈ ACloc(R) and p(x) > 0 for all x ∈ R. Then
(i) UL
(
PWΛ(Ap)
)
= PWΛ(Bq).
(ii) D±p (X) = D
±(ζ(X)) .
(iii) Let k be the reproducing kernel for PWΛ(Ap) and h be the reproducing
kernel for PWΛ(Bq). Then
(6.7) h(ζ(x), ·) = p1/4(x)ULk(x, ·) .
(iv) If c ≤ p(x) ≤ C for all x ∈ R, then (k(x, ·))x∈X is a frame (Riesz sequence)
for PWΛ(Ap) if and only if (h(ζ(x), ·))x∈X is a frame (Riesz sequence) for
PWΛ(Bq).
Proof. (i) Let cΛ(Ap) be the spectral projection onto PWΛ(Ap) and f ∈ PWΛ(Ap).
Then
cΛ(Ap)f = f if and only if
(
ULcΛ(Ap)U
∗
L
)
ULf = ULf .
Since by spectral calculus ULcΛ(Ap)U
∗
L = cΛ(Bq), we see that f ∈ PWΛ(Ap) if and
only if ULf ∈ PWΛ(Bq).
(ii) Observe that for every interval [a, b] = ζ([α, β]) = [ζ(α), ζ(β)] we have
#
(
ζ(X) ∩ [a, b])
b− a =
#
(
ζ(X) ∩ ζ([α, β]))
ζ(β)− ζ(α) =
#
(
X ∩ [α, β])
µp([α, β])
.
Taking limits on both sides, we find that D±(ζ(X)) = D±p (X).
(iii) If f ∈ PWΩ(Ap), then ULf ∈ PWΛ(Bq) by (i), and
(6.8) ULf(ζ(x)) = 〈ULf, h(ζ(x), ·)〉 .
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On the other hand
ULf(ζ(x)) = p
1/4(x)f(x) = p1/4(x)〈f, k(x, ·)〉
= p1/4(x)〈ULf, ULk(x, ·)〉 = 〈ULf, p1/4(x)ULk(x, .)〉 .(6.9)
The combination of (6.8) and (6.9) yields (6.7).
(iv) The image of a frame (a Riesz sequence) under an invertible operator is again
a frame (a Riesz sequence). So {k(x, ·) : x ∈ X} is a frame (a Riesz sequence) for
PWΛ(Ap), if and only if {ULk(x, ·) : x ∈ X} is a frame (a Riesz sequence) for
PWΛ(Bq). Since c ≤ p(x) ≤ C, {ULk(x, ·) : x ∈ X} is a frame (a Riesz sequence),
if and only if {p(x)1/4ULk(x, ·) : x ∈ X} is a frame (a Riesz sequence). 
From now on we will work with the Schro¨dinger picture. By a slight abuse of
notation we will denote the reproducing kernel for PWΛ(Bq) again by the symbol
k.
If p is eventually constant, then by (6.6) the potential q has compact support in
some interval [−a, a]. We therefore assume that
(MCq) the potential q is of the form (6.6) for some p satisfying (6.3).
Lemma 6.6,(iii) ,(iv) implies an equivalent formulation of the Theorems 6.2
and 6.3.
Theorem 6.7 (Necessary density conditions in PWΛ(Bq)). Assume that q satis-
fies (MCq). Let k be the reproducing kernel for PWΛ(Bq).
(A) Interpolation: If {k(x, ·) : x ∈ X} is a Riesz sequence in PWΛ(Bq), then
D+(X) ≤ |Λ
1/2|
pi
.
(B) Sampling: If {k(x, ·) : x ∈ X} is a frame for PWΛ(Bq), then
D−(X) ≥ |Λ
1/2|
pi
.
Theorems 6.2 and 6.3 now follow with the translation lemma (Lemma 6.6). The
proof of Theorem 6.7 will be carried out in Section 6.4
6.3. Fundamental Lemmas. Most of the technical work for the proof of Theo-
rem 6.7 is coded in some lemmas on the localization and cancellation properties
of the reproducing kernel for PWΛ(Bq). For the proofs we need information about
the scattering theory of the Schro¨dinger operator.
For the spectral representation of the Schro¨dinger operator we substitute the
spectral parameter and set λ = ω2. Thus if λ is in the spectral set Λ, then ω is in
Λ1/2 = {ω : ω2 ∈ Λ}. This harmless, but convenient change of variables explains
the appearance of the set Λ1/2 in the formulation of the density theorems.
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Proposition 6.8 ([42, 23.2],[41, 17.C]). If q satisfies (MCq), then the eigenfunc-
tion equation (τ˜q − ω2)φ = 0 possesses a system of fundamental solutions of the
form
(6.10) Φ(ω, x) =

(
eiωx +R1(ω)e
−iωx
T (ω)e−iωx
)
, x < −a(
T (ω)eiωx
e−iωx +R2(ω)eiωx
)
, x > a
The scattering matrix
(6.11)
(
T (ω) R1(ω)
R2(ω) T (ω)
)
is unitary for all ω ∈ R+, and the entries T,R1, R2 are holomorphic in ω for
ω ∈ C \ R−0 .
The spectral measure of τ˜q with respect to this fundamental system is given by
the matrix-valued Lebesgue measure
(
dω 0
0 dω
)
= I2dω. Consequently the operator
(6.12) FBqf(ω) =
1√
2pi
∫
R
f(x)Φ(ω, x)dx ,
is unitary on L2(R)and diagonalizes Bq, i.e.,
FBqBqFBq−1G(ω) = ω2G(ω)
for all G ∈ L2(R, I2dω). The inverse of FBq is
(6.13) F−1BqG(x) =
1√
2pi
∫
R+0
G(ω) · Φ(ω, x)dω
for G ∈ L2(R, I2dω).
With this notation the reproducing kernel for PWΛ(Bq) is simply
(6.14) k(x, y) = kΛ(x, y) =
1
2pi
∫
Λ1/2
Φ(ω, x) · Φ(ω, y) dω .
In this case it is obvious that the kernel exists for |Λ| ≤ ∞ (see the remark after
Proposition 3.3).
The following three lemmas describe several properties of the reproducing kernel.
For the space of bandlimited functions {f ∈ L2(R) : supp fˆ ⊆ [−Ω,Ω]} the re-
producing kernel is k(x, y) = sin Ω(x−y)
x−y and the stated estimates below are obvious.
For the Paley-Wiener spaces of variable bandwidth they are highly non-trivial and,
even in the model case (MCq), they require the full power of the scattering the-
ory (Proposition 6.8). The following statements may also be interpreted as subtle
cancellation properties of k.
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Lemma 6.9 (Weak localization). Assume that (MCq) holds and that Λ is a
Borel set in R+0 with finite Lebesgue measure. Let k be the reproducing kernel
for PWΛ(Bq). Then for every  > 0 there is a constant b, such that
(6.15) sup
x∈R
∫
|y−x|>b
|k(x, y)|2dy < 2 .
Lemma 6.10 (Homogenous approximation property). Assume that (MCq) holds
and that Λ is a bounded Borel set in R+0 . Furthermore assume that X is a set of
stable sampling for PWΛ(Bq). Then for every  > 0 there is a constant b, such
that
(6.16) sup
y∈R
∑
x∈X
|x−y|>b
|k(x, y)|2 < 2 .
The proof of these lemmas is deferred to Section 7.
Lemma 6.11. Assume that q satisfies (MCq) with supp q ⊆ [−a, a]. Let I = [α, β]
be a large, closed interval. Then
(6.17)
∣∣∣ 1|I|
∫
I
k(y, y) dy− |Λ
1/2|
pi
∣∣∣ ≤ 2√
pi
‖R1cΛ1/2‖
|I|1/2 +
1
|I|
∫ a
−a
k(y, y)dy+
2a
pi|I| |Λ
1/2| .
As a consequence,
lim
|I|→∞
1
|I|
∫
I
k(y, y) dy =
|Λ1/2|
pi
.
Proof. After substituting the fundamental solutions (6.10) into (6.14), and using
the unitarity of the scattering matrix (6.11), we obtain for y > a
k(y, y) =
1
2pi
∫
Λ1/2
(|T (ω)|2 + |R2(ω)|2︸ ︷︷ ︸
=1
+ 1 + 2<(R2(ω)e2iωy)
)
dω
=
1
pi
(|Λ1/2|+ ∫
Λ1/2
<(R2(ω)e−2iωy) dω
)
.
(6.18)
If y < −a, then similarly
k(y, y) =
1
pi
(|Λ1/2|+ ∫
Λ1/2
<(R1(ω)e−2iωy) dω
)
.
In the following we decompose the given interval I into subintervals
I = [α, β] =
(
I ∩ (−∞,−a)) ∪ (I ∩ [−a, a]) ∪ (I ∩ (a,∞)) = I1 ∪ I2 ∪ I3 .
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Without loss of generality we assume that [−a, a] ⊆ I (If [−a, a] 6⊆ I, then some of
the integrals
∫
Ik
. . . are zero.) Then
1
|I|
∫
I3
k(y, y) dy =
|I3|
pi|I| |Λ
1/2|+ 1
pi|I|
∫
I3
∫
Λ1/2
<(R2(ω)e2iωy) dω dy
=
|I3|
pi|I| |Λ
1/2|+ 1
pi|I|<
(∫
Λ1/2
R2(ω)
∫ β
a
e2iωy dy dω
)
=
|I3|
pi|I| |Λ
1/2|+ 1
pi|I|<
(∫
Λ1/2
R2(ω)e
iω(a+β) sin(ω(β − a))
ω
dω
)
,
and, with the substitution u = ω(β − a),
1
pi|I|
∣∣∣∫
Λ1/2
R2(ω)e
iω(a+β) sin(ω(β − a))
ω
dω
∣∣∣ ≤‖R2cΛ1/2‖
pi|I|
(
(β − a)
∫
(β−a)Λ1/2
sin2 u
u2
du
)1/2
≤‖R2cΛ1/2‖√
pi
|I|−1/2 .
By a similar calculation the contribution of I1 yields
1
|I|
∫
I1
k(y, y) dy =
|I1|
pi|I| |Λ
1/2|+ 1
pi|I|
∫
I1
∫
Λ1/2
<(R1(ω)e−2iωy) dω dy
and
1
pi|I|
∣∣∣∫
I1
∫
Λ1/2
<(R1(ω)e−2iωy) dω dy
∣∣∣ ≤ ‖R1cΛ1/2‖√
pi
|I|−1/2 .
After summing these contributions, we obtain∣∣∣ 1|I|
∫
I
k(y, y) dy − |Λ
1/2|
pi
∣∣∣ ≤ ∣∣∣ 1|I|
∫
I1∪I3
k(y, y) dy − |Λ
1/2|
pi
∣∣∣+ 1|I|∣∣∣
∫
[−a,a]
k(y, y) dy
∣∣∣
≤ 1√
pi|I|1/2
(
‖R1cΛ1/2‖+ ‖R2cΛ1/2‖
)
+
1
|I|
∫ a
−a
|k(y, y)|dy + 2a
pi|I| |Λ
1/2| .(6.19)
As the matrix (6.11) is unitary, |R1(ω)| = |R2(ω)| for all ω ≥ 0, and ‖R1cΛ1/2‖ =
‖R2cΛ1/2‖, and (6.17) follows. 
From (6.18) and the continuity of k we extract a crucial property of the repro-
ducing kernel k.
Corollary 6.12. If q satisfies condition (MCq), then the diagonal of the kernel k
is uniformly bounded:
sup
y∈R
k(y, y) = CRK <∞ .
In the following lemma we gather some facts about frames and Riesz sequences
in a reproducing kernel Hilbert space H.
Lemma 6.13. Let H be a reproducing kernel Hilbert space with kernel k. Assume
that {k(x, ·) : x ∈ X} is a frame for H with canonical dual frame {gx : x ∈ X}.
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Then k and gx satisfy the following inequalities:∑
x∈X
k(x, y)gx(y) = k(y, y)(6.20) ∑
x∈X
|gx(y)|2 ≤ Ck(y, y)(6.21)
sup
x∈X
|〈k(x, ·), gx〉| ≤ 1(6.22)
sup
x∈X
‖gx‖ = C <∞ .(6.23)
If {k(x, ·) : x ∈ X} is a Riesz sequence for a subspace V ⊆ H with biorthogonal
basis {gx : x ∈ X} ⊆ V , then (6.20) is replaced by the inequality
(6.24)
∑
x∈X
k(x, y)gx(y) ≤ k(y, y) .
Instead of (6.23) holds equality |〈k(x, ·), gx〉| = 1 for all x ∈ X.
Proof. The inequality (6.24) follows from∑
x∈X
k(x, y)gx(y) =
∑
x∈X
〈k(x, ·), k(y, ·)〉〈k(y, ·), gx〉
=
〈∑
x∈X
〈k(y, ·), gx〉 k(x, ·), k(y, ·)
〉
= 〈PV k(y, ·), k(y, ·)〉
≤ ‖k(y, ·)‖2 = k(y, y) .
The proof for frames is the same (just omit the projection).
Item (6.21) follows from∑
x∈X
|gx(y)|2 =
∑
x∈X
|〈gx, k(y, ·)〉|2 ≤ C‖k(y, ·)‖2 = Ck(y, y) ,
where C is the upper frame bound for {gx : x ∈ X}.
Item (6.22) is an immediate consequence of the minimal `2-norms of the coeffi-
cients in the canonical frame expansion [8]:
k(x′, ·) =
∑
x∈X
〈k(x′, ·), gx〉k(x, ·) = 1 · k(x′, ·) for every x′ ∈ X ,
so
|〈k(x′, ·), gx′〉|2 ≤
∑
x∈X
|〈k(x′, ·), gx〉|2 ≤ 1 for every x′ ∈ X .
Finally (6.23) is a general fact about frames. 
6.4. Proof of Theorem 6.7. It is easy to see that every set of interpolation for
PWΛ(Bq) must be separated and that every set of stable sampling for PWΛ(Bq)
must be relatively separated.
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(A) Proof of the necessary density conditions for interpolation. Assume that {k(x, ·) : x ∈
X} is a Riesz sequence in PWΛ(Bq) with biorthogonal basis {gx : x ∈ X}. For every
closed, bounded interval I = [α, β] ∈ R let V be the (finite-dimensional) subspace
V = VI = span{k(x, ·) : x ∈ X ∩ I} and PV be the orthogonal projection from
PWΛ(A) onto V . Then {PV gx : x ∈ X ∩ I} ⊆ V is the biorthogonal basis to
{k(x, ·) : x ∈ X ∩ I} and ‖PV gx‖ ≤ ‖gx‖ ≤ C for all x. By (6.24)∑
x∈X∩I
k(x, y)PV gx(y) ≤ k(y, y) .
We now integrate both sides over a suitably enlarged interval Ib = [α − b, β + b]
and obtain
(6.25)
∫
Ib
∑
x∈X∩I
k(x, y)PV gx(y)dy ≤
∫
Ib
k(y, y)dy .
The biorthogonality 〈k(x, ·), PV gx〉 = 〈k(x, ·), gx〉 = 1 for x ∈ X ∩ I implies that∫
Ib
k(x, y)PV gx(y)dx = 1−
∫
R\Ib
k(x, y)PV gx(y)dy .
Now fix  > 0 and let b = b be the weak localization constant of Lemma 6.9. If
x ∈ X ∩ I and y ∈ R \ Ib, then |x− y| > b. Therefore Lemma 6.9 implies that
(6.26)
∣∣∣∫
R\Ib
k(x, y)PV gx(y)dy
∣∣∣2 ≤ ‖PV k(x, ·)‖2 ∫
R\Ib
|k(x, y)|2dy ≤ C22 ,
and consequently∣∣∣ ∑
x∈X∩I
∫
Ib
k(x, y)PV gx(y)dy
∣∣∣ = ∣∣∣ ∑
x∈X∩I
(
1−
∫
R\Ib
k(x, y)PV gx(y)dy
)∣∣∣ ≥ #(X∩I) (1−C) .
Inserting this estimate in the left-hand side of (6.25) yields the lower estimate
1
|I|
∫
Ib
k(y, y)dy ≥ (1− C)#(X ∩ I)|I| ,
whereas Lemma 6.11 leads to the upper estimate
1
|I|
∫
Ib
k(y, y)dy ≤ |Ib||I|
[
|Λ1/2|
pi
+ C ′|Ib|−1/2
]
.
Since |Ib|/|I| = 1 + 2b/|I|, we obtain
#(X ∩ I)
|I| ≤ (1− C)
−1
[
|Λ1/2|
pi
+
C ′
|I|1/2
]
We take the supremum over all intervals with |I| = r and then the limit r →∞,
this yields D+(X) ≤ (1−C)−1 |Λ1/2|
pi
. As  > 0 was arbitrary, we have proved that
D+(X) ≤ |Λ1/2|
pi
. 
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(B) Proof of the necessary density conditions for sampling. We assume that
{k(x, ·) : x ∈ X} is a frame for PWΛ(Bq) with canonical dual frame {gx : x ∈ X}.
Since we will use Lemma 6.10, we first assume that the spectral set Λ is bounded.
Let  > 0 be given. This time we use Lemma 6.13 (6.20) to write k(y, y) =∑
x∈X k(x, y)gx(y) for all y ∈ R and use this expression to estimate the averaged
kernel in Lemma 6.11. By Lemma 6.11 there exists an r0 = r0() such that for all
intervals I = [α, β] of length r > r0( |Λ1/2|
pi
− 
)
|I| ≤
∫
I
k(y, y)dy .
The combination of these facts leads to
(6.27)
( |Λ1/2|
pi
− 
)
|I| ≤
∫
I
k(y, y)dy =
∣∣∣∫
I
∑
x∈X
k(x, y)gx(y)dy
∣∣∣ .
Let b = b be larger than both constants b from Lemmas 6.9 and 6.10 and set
I− = [α + b, β − b] and I+ = [α− b, β + b]. We partition X accordingly and write∑
x∈X
k(x, y)gx(y) =
( ∑
x∈X∩I−
+
∑
x∈X∩(R\I+)
+
∑
x∈X∩(I+\I−)
)
k(x, y)gx(y)
=A1(y) + A2(y) + A3(y)
Estimate of
∫
I
A2. Note that y ∈ I and x ∈ X \ I+ implies that |x − y| > b.
Lemma 6.10 asserts that
∑
x∈X\I+ |k(x, y)|2 < 2. Consequently, using also (6.21),
we obtain ∣∣∣∫
I
A2(y)dy
∣∣∣ ≤ ∫
I
( ∑
x∈X∩(R\I+)
|k(x, y)|2)1/2(∑
x∈X
|gx(y)|2
)1/2
dy
≤ C sup
y∈R
k(y, y)1/2|I| .
Since the diagonal of the kernel k is uniformly bounded by Corollary 6.12, the final
estimate for A2 is
(6.28)
∣∣∣∫
I
A2(y) dy
∣∣∣ ≤ C2|I| .
Estimate of
∫
I
A3. For the third term observe that∫
I
|A3(y)|dy ≤
∑
x∈X∩(I+\I−)
∫
R
|k(x, y)| |gx(y)|dy ≤
∑
x∈X∩(I+\I−)
‖k(x, ·)‖‖gx‖ .(6.29)
Since X is relatively separated with covering constant n0 = maxc∈R #(X ∩ [c, c +
1]), this sum contains at most (|I+ \ I−| + 1)n0 ≤ (2b + 1)n0 terms. Using the
boundedness of the diagonal of k from Corollary 6.12 and of the canonical dual
frame, the final estimate for A3 is
(6.30)
∫
I
|A3(y)| dy ≤ CCRK(2b+ 1)n0 = C3 .
Here C3 is a constant depending on  via b = b, but C3 is independent of I.
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Estimate of
∫
I
A1. Next we estimate |
∫
I
A1(y)dy|. Since
∫
I
=
∫
R−
∫
R\I and
|〈k(x, ·), gx〉| ≤ 1 by Lemma 6.13, we obtain∣∣∣∫
I
k(x, y)gx(y)dy
∣∣∣ ≤ ∣∣∣∫
R
k(x, y)gx(y)dy
∣∣∣+ ∣∣∣∫
R\I
k(x, y)gx(y)dy
∣∣∣(6.31)
≤ 1 +
(∫
R\I
|k(x, y)|2 dy
)1/2
‖gx‖ .(6.32)
From x ∈ X ∩ I− and y ∈ R \ I it follows that |x− y| > b, therefore by Lemma 6.9
a single term contributing to A1 is majorized by∣∣∣∫
I
k(x, y)gx(y)dy
∣∣∣ ≤ 1 + C1 .
This estimate implies∣∣∣∫
I
A1(y)dy
∣∣∣ ≤ ∑
x∈X∩I−
∣∣∣∫
I
k(x, y)gx(y)dy
∣∣∣ ≤ (1 + C1) #(X ∩ I−) .(6.33)
Combining the estimates for A1, A2, A3, we obtain( |Λ1/2|
pi
− 
)
|I| ≤
∣∣∣∫
I
A1(y)dy
∣∣∣+ ∣∣∣∫
I
A2(y)dy
∣∣∣+ ∣∣∣∫
I
A3(y)dy
∣∣∣
≤ (1 + C1)#(X ∩ I) + C2|I|+ C3 .
Therefore
(6.34)
#(X ∩ I)
|I| ≥ (1 + C1)
−1
(
|Λ1/2|
pi
− − C2− C3|I|
)
.
Now take the infimum over |I| = r and let r tend to ∞. Again, since  > 0 is
arbitrary, we conclude that D−(X) ≥ |Λ1/2|
pi
.
So far we have proved the necessary density condition D−(X) ≥ |Λ1/2|
pi
under the
assumption that the spectral set Λ is bounded.
Now let Λ ⊆ R+ be an arbitrary set of finite measure and assume that X is
a set of stable sampling for PWΛ(Bq). Let Ω > 0. Then Λ ∩ [0,Ω] is bounded
and the Paley-Wiener space PWΛ∩[0,Ω](Bq) is a closed subspace of PWΛ(Bq). In
particular, every set of stable sampling for PWΛ(Bq) is a set of stable sampling for
PWΛ∩[0,Ω](Bq). From the main part of the proof we conclude that
D−(X) ≥ |Λ
1/2 ∩ [0,Ω1/2]|
pi
.
Since Ω > 0 was arbitrary, we conclude that D−(X) ≥ |Λ1/2|/pi. Thus this neces-
sary condition holds for arbitrary spectral sets of finite measure. 
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7. Localization and Cancellation Properties of the Reproducing
Kernel
In this section we prove the decisive Lemmas 6.9 and 6.10.
Proof of weak localization — Lemma 6.9. Since |k(x, y)| = |k(y, x)|, we will show
that there exists a b = b such that
∫
|x−y|>b|k(x, y)|2 dx < 2 for all y ∈ R.
We distinguish several cases.
Case I: |y| ≤ a. Since |x− y| ≥ |x| − |y| ≥ |x| − a, it suffices to show that there
is a constant b, such that
∫
|x|>b|k(x, y)|2dx < . We use a compactness argument
for this case.
We first verify that y 7→ k(·, y) is a continuous mapping from [−a, a] to L2(R),
so the set {k(·, y) : |y| ≤ a} is compact in L2(R). Then by the Kolmogorov-Riesz
theorem (e.g.,[17, 43]) there is a constant b such that
‖k(·, y) c|·|>b‖ <  for all y ∈ [−a, a] .
To verify the continuity of y 7→ k(·, y) we use the dual characterization of the norm
as follows:
‖k(·, y)− k(·, y′)‖ = sup{|〈k(·, y)− k(·, y′), f〉| : f ∈ PWΛ(Bq), ‖f‖ ≤ 1}
= sup{|f(y)− f(y′)| : f ∈ PWΛ(Bq), ‖f‖ ≤ 1} ,
Using the representation formula of Lemma 3.2, we obtain
|f(y)− f(y′)| =
∣∣∣∫
Λ1/2
FBqf(ω) · [Φ(ω, y)− Φ(ω, y′)]dω
∣∣∣
≤
∫
Λ1/2
|FBqf(ω)||Φ(ω, y)− Φ(ω, y′)|dω .
An argument of Stolz [38, Thm.6] (see also [36, 3.1]) asserts that Φ is uniformly
bounded on [−a, a]×R+. (Actually, the theorem states the boundedness of Φ(λ, ·),
but the proof verifies boundedness in the spectral variable as well.)
Set CΦ = supx∈R,λ∈R+|Φ(λ, x)| and choose  > 0. Then there is a number u > 0
such that |Λ1/2 \ [0, u]| < ( 
2CΦ
)2
. Since Φ is uniformly continuous on the closure
of [−a, a]×Λ1/2 ∩ [0, u], we can choose δ > 0 such that |Φ(ω, y)−Φ(ω, y′)| <  for
all ω ∈ Λ1/2 ∩ [0, u] and |y − y′| < δ. Then∫
Λ1/2∩[0,u]
|FBqf(ω)||Φ(ω, y)− Φ(ω, y′)|dω ≤ ‖FBqf‖L1(Λ1/2)
≤  CΛ1/2‖FBqf‖L2(Λ1/2) =  CΛ1/2‖f‖L2(R) ,
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because L2(Λ1/2, I2dω) ⊆ L1(Λ1/2, I2dω) and the spectral transform is unitary. On
the other hand∫
Λ1/2\[0,u]
|FBqf(ω)||Φ(ω, y)− Φ(ω, y′)|dω ≤ 2CΦ
∫
Λ1/2\[0,u]
|FBqf(ω)|dω
≤ 2CΦ‖FBqf‖L2(Λ1/2)
(|Λ1/2 \ [0, u]|)1/2
≤ ‖FBqf‖L2(Λ1/2) ,
so we obtain for |y − y′| < δ
|f(y)− f(y′)| < C‖f‖ .
Taking the supremum over all f in the unit ball of PWΛ(Bp) we obtain the desired
continuity of y 7→ k(y, ·).
Case II: y > a. We split the integral into three parts as follows:∫
|x−y|>b
|k(x, y)|2dx =
∫
|x−y|>b
|x|≤a
|k(x, y)|2dx+
∫
|x−y|>b
x>a
|k(x, y)|2dx
+
∫
|x−y|>b
x<−a
|k(x, y)|2dx = A+B + C ,
and estimate each integral separately.
To estimate A, it is sufficient to find a value b0 large enough, such that
(7.1)
∫
|x|≤a
|k(x, y)|2dx <  for all |y| ≥ b0 .
By a straightforward calculation∫
|x|≤a
|k(x, y)|2dx =
∫
|x|≤a
(∫
Λ1/2
Φ(ω, x) · Φ(ω, y)dω
∫
Λ1/2
Φ(µ, x) · Φ(µ, y)dµ
)
dx
=
2∑
i,k=1
∫∫
Λ1/2×Λ1/2
(∫
|x|≤a
Φi(ω, x)Φk(µ, x) dx
)
· Φi(ω, y)Φk(µ, y) dµ dω
=
2∑
i,k=1
∫∫
Λ1/2×Λ1/2
Ψi,k(ω, µ) · Φi(ω, y)Φk(µ, y) dµ dω .
Here the functions Ψi,k are continuous in ω and µ. By (6.10) for |y| ≥ a, the
products Φi(ω, y)Φk(µ, y) are of the form
(7.2) αik(ω, µ)e
±i(ω−µ)y + βik(ω, µ)e±i(ω+µ)y
with smooth coefficients αik, βik. Consequently, we may interpret the map y →∫
|x|≤a |k(x, y)|2 dy as a sum of two-dimensional Fourier transforms of continuous
functions on Λ1/2×Λ1/2. By the Riemann-Lebesgue Lemma limy→∞
∫
|x|≤a |k(x, y)|2 dy =
0 and (7.1) is proved.
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To estimate the term B, we first obtain an explicit expression for k(x, y) in terms
of the scattering coefficients. Since x, y > a, the scattering relations (6.10) yield
Φ(ω, x) · Φ(ω, y) =eiω(x−y)
(
|T (ω)|2 + |R2(ω)|2︸ ︷︷ ︸
=1
+ e−2iω(x−y) +R2(ω)e2iωy +R2(ω)e−2iωx
)
=eiω(x−y) + e−iω(x−y) +R2(ω)eiω(x+y) +R2(ω)e−iω(x+y) .
After integrating the last expression over Λ1/2, we obtain
(7.3)
k(x, y) = F(cΛ1/2)(y−x)+F(cΛ1/2)(x−y)+F(R2 cΛ1/2)(−x−y)+F(R2 cΛ1/2)(x+y) .
Since cΛ1/2 and R2cΛ1/2 are in L
2(R), so are their Fourier transforms. Thus there
exists a constant b1, such that∫
|z|>b1
(
|FcΛ1/2(z)|2 + |F(R2cΛ1/2)(z)|2
)
dz < 2 .
Consequently for x+ y > |y − x| ≥ b1 and |x| ≥ a, we obtain
B =
∫
|y−x|>b1,|x|>a
|k(x, y)|2dx < 2 .
To estimate C, where x < −a and y > a, we use again the unitarity of the scattering
matrix and obtain
(7.4)
Φ(ω, x)·Φ(ω, y) = eiω(x−y)T (ω)+e−iω(x−y)T (ω)+e−iω(x+y)
(
R1(ω)T (ω) + T (ω)R2(ω)
)
︸ ︷︷ ︸
=0
.
Thus the kernel is of the form
(7.5) k(x, y) = F(TcΛ1/2)(y − x) + F(TcΛ1/2)(x− y) ,
and again there exists a b2 such that
∫
|y−x|≥b2 |k(x, y)|2 dx < 2.
By combination of these cases and adjusting the choice of b, b = max(b0, b1, b2),
the statement follows when y > a.
Case III: y < −a. This case is treated in complete analogy to the case y > a
by using the remaining scattering relations (6.10). 
Remark. At this point we must alert the reader to the miracle happening in (7.4).
The unitarity of the scattering matrix implies that the coefficient of eiω(x+y) van-
ishes. If this were not the case, we would have no control over the size of∫
|x−y|≥b2 |k(x, y)|2 dx, and the whole proof would break down. It is this seemingly
little detail that made us favor the Schro¨dinger picture over the Sturm-Liouville
picture.
Proof of the homogenous approximation property — Lemma 6.10. We must show
that there exists b > 0 such that
∑
x∈X:|x−y|>b|k(x, y)|2 < 2 for all y ∈ R. This is
the discrete analogue of Lemma 6.9, and its proof is roughly parallel to the one of
Lemma 6.9.
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Case I: |y| ≤ a. As X is a set of stable sampling, the mapping f 7→ (f(x))
x∈X
is continuous from PWΛ(Bq) to `
2(X), and thus maps compact sets in PWΛ(Bq) to
compact sets in `2(X). Applying this remark to the compact set {k(·, y) : |y| ≤ a}
(as shown in the proof of Lemma 6.9, Case I), we see that the set of samples
{(k(x, y)x∈X : |y| ≤ a} is compact in `2(X).
The version of the Kolmogorov-Riesz theorem for sequences implies that for every
 > 0 there exists a number b = b such that
sup
|y|≤a
∑
x∈X
|x|>b
|k(x, y)|2 <  ,
as claimed.
Case II: y > a.
We split the sum into three parts:∑
x∈X:|x−y|>b
|k(x, y)|2 =
∑
|x−y|>b
|x|≤a
|k(x, y)|2+
∑
|x−y|>b
x>a
|k(x, y)|2+
∑
|x−y|>b
x<−a
|k(x, y)|2 = A+B+C .
Estimate of A. We seek b0 large enough, such that∑
x∈X
|x|≤a
|k(x, y)|2 <  for |y| > b0 > a
As in the proof of the parallel case of Lemma 6.9 we obtain
A =
∑
x∈X
|x|≤a
|k(x, y)|2dx =
2∑
i,k=1
∫∫
Λ1/2×Λ1/2
(∑
x∈X
|x|≤a
Φi(ω, x)Φk(µ, x)
)
Φi(ω, y)Φk(µ, y) dµ dω
=
2∑
i,k=1
∫∫
Λ1/2×Λ1/2
Ψik(ω, µ) Φi(ω, y)Φk(µ, y) dµ dω ,
where we denote the inner sum by Ψik(ω, µ) =
∑
x∈X
|x|≤a
Φi(ω, x)Φk(µ, x). Since X is
relatively separated, #(X∩ [−a, a]) is finite. Furthermore, the set of eigenfunctions
is uniformly bounded on the compact set Λ1/2× [−a, a], therefore Ψik is continuous
and bounded on Λ1/2 × Λ1/2.
Next, as in the proof of Lemma 6.9, the mapping y 7→ ∑x∈X:|x|≤a |k(x, y)|2 is
the two-dimensional Fourier transform of a bounded continuous function, and by
the Riemann-Lebesgue Lemma we obtain limy→∞
∑
x∈X:|x|≤a |k(x, y)|2 = 0. Thus
|A| <  for all y sufficiently large.
Estimate of B and C. For the estimate of B and C we use the formulas for
the kernel (7.3) (for x > a) and (7.5) (for x < −a). In both cases the kernel
is a sum of Fourier transform of the scattering coefficients restricted to Λ1/2, i.e.,
of cΛ1/2 , T cΛ1/2 , R1cΛ1/2 , and R2cΛ1/2 . Since Λ
1/2 is assumed to be bounded, the
function x 7→ k(x, y) is thus the restriction of a classical bandlimited function to
one of the intervals [a,∞) or (−∞,−a].
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We use a local version of the Plancherel-Polya-Theorem from [16, Lemma 1].
We set f ](x) = sup|y−x|≤1 |f(y)| and note that if f ∈ L2(R) is bandlimited with
supp fˆ ⊆ [Ω,Ω], say, then f ] ∈ L2(R). IfX is separated with separation minx,x′∈X |x−
x′| ≥ 1, then
(7.6)
∑
x∈X,|x|≥b
|f(x)|2 ≤
∫
|x|≥b−1
|f ](x)|2 dx .
If X is relatively separated, then this inequality holds with the constant n0 =
maxc∈R #(X∩[c, c+1]) on the right hand side. We now apply (7.6) to the functions
x 7→ FcΛ1/2(x− y) and x 7→ F(R2cΛ1/2)(x+ y) and obtain∑
x∈X,|x−y|>b
x>a
|FcΛ1/2(x−y)|2 ≤ n0
∫
|x−y|≥b−1
|(FcΛ1/2)](x−y)|2 dx = n0
∫
|z|≥b−1
|(FcΛ1/2)](z)|2 dz .
and for y > a also∑
x∈X:|x−y|>b
x>a
|F(R2cΛ1/2)(x− y)|2 ≤ n0
∫
|z|≥b−1
|F(R2cΛ1/2)](z)|2 dz .
Consequently,
B =
∑
|x−y|>b
x>a
|k(x, y)|2 ≤ 4n0
∫
|z|≥b−1
(
|(FcΛ1/2)](z)|2 + |(F(R2cΛ1/2)](z)|2
)
dz <  ,
for b large enough. Likewise, for large b
C =
∑
|x−y|>b
x<−a
|k(x, y)|2 ≤ 4n0
∫
|z|≥b−1
|(F(TcΛ1/2)](z)|2 dz < 
Case III: y < −a. This case is symmetric to Case II and settled with the same
argument. 
8. Summary and Outlook
In this work we have argued that the spectral subspaces of a Sturm-Liouville
operator f 7→ −(pf ′)′ on L2(R) with a positive parametrizing function p may
serve as a model for functions of variable bandwidth. Our results strongly support
the intuition that the quantity p(x)−1/2 is a measure for the local bandwidth of
such a function. This intuition is backed up by sampling theorems (with only
minimal assumptions on p), and by necessary density conditions for sampling and
for interpolation (for the model case of eventually constant p).
Clearly the project of variable bandwidth has a much bigger scope than can be
treated in a single paper. The notion of variable bandwidth requires much more
and deeper investigations and obviously raises a multitude of new questions both
in sampling theory and also about the fine spectral properties of Sturm-Liouville
operators. Let us sketch a few directions (some of which we plan to address in
subsequent publications, and some of which we have no concrete ideas about).
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(a) Clearly the model case of an eventually constant bandwidth parametrization
p is quite restrictive. It seems that a version of Theorem 6.7 can be proved under
the assumption that p is asymptotically constant, i.e., |p(x)−1 − p−1± | = O(|x|−α)
as x → ±∞ for some α > 1. This case, however, requires much more spectral
theory of Sturm Liouville operators, which according to [42] is “decidedly more
complicated”.
(b) In view of the classical results of Beurling [3] one may conjecture that the
density condition D−p (X) > Ω
1/2/pi is sufficient for X to be a set of sampling for
PW[0,Ω](Ap), at least for reasonable p. At this time it is not clear how to replace
the maximum gap condition in Theorem 5.2 by the average density of Beurling,
because the functions in PW[0,Ω](Ap) are no longer entire.
(c) In the special case p(x) = p− for x ≤ 0 and p(x) = p+ for x > 0 we have
found a set of sampling and interpolation, equivalently, an orthonormal basis of
reproducing kernels. Is there a Riesz basis of reproducing kernels in PWΛ(Ap) for
more general parametrizing functions p? This problem is hard even for p ≡ 1 and
disconnected spectral sets Λ. See [24] for a recent breakthrough.
(d) Spectral perturbation theory: How are the Paley-Wiener spaces PWΛ(Ap1)
and PWΛ(Ap2) related when p1 and p2 are close in some sense?
(e) Clearly all questions may be treated in the multivariate setting by considering
a strongly elliptic second order differential operator f → −∇(M∇f) for some
matrix-valued function x → M(x). In this case only the existence of frames of
reproducing kernels is known from the general work of Pesenson and Zayed [32,
34] (by sampling densely enough), but all quantitative questions about necessary
and sufficient conditions for sampling are wide open. Likewise, the connection of
the spectral subspaces to a local bandwidth is far from transparent. In higher
dimensions we expect the geometry associated to elliptic differential operators to
play a more visible and prominent role. In Sections 5 and 6 the explicit metric
d(y, z) = | ∫ z
y
p(x)−1/2dx| played an important role, in higher dimensions analogous
metrics are known as Carnot-Carathe´odory metrics, see, e.g., [27, 28]. We expect
these to appear in the correct definition of a Beurling density and in the formulation
of sampling results.
(f) Computational aspects: the ultimate goal would be the use of variable band-
width for adaptive signal reconstruction. The idea is choose the local bandwidth
according to the local sampling density and then reconstruct a function in a space
of variable bandwidth. Given a nonuniform sampling set X = {xj} and samples
yj = f(xj), we would like to proceed as follows: (i) find a bandwidth parametrizing
function p such that the maximum gap condition (5.8) is satisfied. (ii) Construct a
function in PW[0,Ω](Ap) from the data (X, f(X)) by means of an algorithm based
on Theorem 5.3. This may seem hopeless for general parametrizing functions p,
because any procedure requires the knowledge of the reproducing kernel. The
discussion of Section 4 shows that at least for piecewise constant p the sampling
theory can be made more explicit. Therefore this idea carries some potential for
the numerical realization.
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Appendix A. Computation of the spectral measure
Spectral measure. For the explicit construction of the spectral measure ρ assume
τ is LP at ±∞, and denote the unique solution of (τ − z)φ = 0, z /∈ R, that lie left
(right) in L2(R) by φ−(z, ·) (by φ+(z, ·)). Then the resolvent Rz(A) = (A− z)−1
of the self-adjoint realization A of τ is the integral operator
(A.1)
Rz(A)g(x) =
1
Wp(φ+, φ−)(z)
(
φ+(z, x)
∫ x
−∞
φ−(z, u)g(u) du+φ−(z, x)
∫ ∞
x
φ+(z, u)g(u) du
)
,
where Wp(f, g)(z) = (pf
′ g − f pg′)(z, x) is the generalized Wronski determinant.
Note that Wp(φ+, φ−) is independent of x for the solutions of (τ − z)φ = 0 [42,
13.21],[39, Eq. (9.6)].
Assume that the components of Φ(z, ·) form a fundamental system of solutions
of (τ − z)φ = 0 that depend continuously on z in a complex neighborhood Q of the
interval (α, β) ⊆ R. Then there exist 2× 2 matrices m±(z) for z ∈ Q∩ (C \ σ(A)),
such that the integral kernel rz of the resolvent Rz(A) can be written as
(A.2) rz(x, y) =
{
Φ(z¯, x) ·m+(z)Φ(z, y) , y ≤ x ,
Φ(z¯, x) ·m−(z)Φ(z, y) , y > x .
For an interval (γ, λ] ⊆ (α, β) the spectral measure is given by the Weyl-Titchmarsh-
Kodaira formula
(A.3) ρ
(
(γ, λ]
)
=
1
2pii
lim
δ↘0
lim
↘0
∫ λ+δ
γ+δ
(
m±(t+ i)−m±(t− i))dt .
See e.g [42, 14.5],[9, XII, 5.18] for a proof.
We now compute the spectral measure for Ap studied in Section 4.
Set φ1 = φ+, φ2 = φ− and
a1 =
1
2
(
1 +
√
p+
p−
)
, b1 =
1
2
(
1−
√
p+
p−
)
a2 =
1
2
(
1 +
√
p−
p+
)
, b2 =
1
2
(
1−
√
p−
p+
)
.
Then
Wp(φ1, φ1) = −i
√
z(
√
p+ +
√
p−) .
For y ≤ x the resolvent kernel can be written as
rz(x, y) =
1
Wp(φ1, φ2)
φ1(z, x)φ2(z, y)
=
2∑
j,k=1
m+jkφj(z¯, x))φk(z, y)
If x > 0,
φ1(z, x) =
1
a2
(
φ2(z¯, x)− b2 φ1(z¯, x)
)
,
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so
rz(x, y) =
1
Wp(φ1, φ2) a2
(
− b2 φ1(z¯, x)φ2(z, y) + φ2(z¯, x)φ2(z, y)
)
which yields for the matrix m+
m+(z) =
1
Wp(φ1, φ2) a2
(
0 ∗
0 1
)
By a similar calculation for x < 0,
m+(z¯) =
1
Wp(φ1, φ2) a1
(
1 ∗∗
0 0
)
,
and so
m+(λ+ 0i)−m+(λ− 0i) = i√
λ(
√
p+ +
√
p−)2
(
2
√
p− ∗ ∗ ∗
0 2
√
p+
)
.
Appendix B. Time Warping
We discuss briefly how time-warping is related to our approach with spectral
subspaces. Let p be a parametrizing function with 0 < c ≤ p(x) ≤ C < ∞ and
consider the differential expression f → −ipf ′. By choosing the correct measure
on R and an appropriate domain, we obtain the self-adjoint operator
Bp = −ip ddx , D(Bp) = {f ∈ L2(R,
dx
p(x)
) : Bpf ∈ L2(R, dx
p(x)
)}
on L2(R, dx
p(x)
) with corresponding spectral projections cΛ(Bp) for Λ ⊆ R. Thus
a function f ∈ L2(R, dx/p(x)) is Bp-bandlimited with spectral set Λ, in short
f ∈ PWΛ(Bp), if f = cΛ(Bp)f . In this case bandlimited functions possess the
following explicit description.
Proposition B.1. Set η(x) =
∫ x
0
1
p(t)
dt. Then f ∈ PWΛ(Bp), if and only if there
exists F ∈ L2(R) with suppF ⊆ Λ, such that
(B.1) f(x) =
∫
Λ
F (λ)eiλη
−1(x) dλ =
(F−1F)(η−1(x)) .
Thus f is obtained from the bandlimited function F−1F by time-warping with η−1.
Proof. The proof follows easily, once we have identified the spectral measure and di-
agonalized Bp. The eigenfunctions −ip(x) ddxΦ(λ, x) = λΦ(λ, x) are given explicitly
as
Φ(λ, x) = eiλ
∫ x
0
dt
p(t) = eiλη(x) ,
and the corresponding spectral transform ist given by
Upf(λ) =
∫
R
f(x)Φ(λ, x) dx
p(x)
=
∫
R
f(x)e−iλη(x) dx
p(x)
.
Using the substitution y = η(x), dy = η′(x)dx = dx
p(x)
, we find that
Upf(x) =
∫
R
f(η−1(y))e−iλy dy = F(f ◦ η−1)(λ) .
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It is now easy to verify that Up is unitary from L
2(R, dx
p(x)
) onto L2(R) and that
Up diagonalizes Bp, i.e., UpBpU
∗
pF (λ) = λF (λ). The inverse U
−1
p = U
∗
p : L
2(R) →
L2(R, dx
p(x)
) is then given by
U∗pF (x) =
∫
R
F (λ)Φ(λ, x) dλ =
∫
R
F (λ)eiλη(x) dλ .
or U∗pF = (F−1F ) ◦ η. The spectral projection of Λ is then cΛ(Bp)f = U∗p cΛUpf .
Consequently, every f ∈ PWΛ(Bp) is given by
f(x) =
∫
Λ
F (λ)eiλη(x) dλ = (F−1F )(η(x))
for some F ∈ L2(Λ), as claimed. 
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