ABSTRACT Indoor pedestrian dead reckoning (PDR) extends the location-based service (LBS) to environments, where GPS or beacon signals are degraded or unavailable. A practical PDR system should consider the absence of any infrastructure or prior knowledge of the environment. This paper presents a PDR system based on a pocket-worn smartphone, which tracks a person's location through dead reckoning calculation by using the sensors embedded in smartphones. However, a smartphone-based PDR system faces various challenges, especially the heading drift due to gyroscope bias. In this paper, the gradient descent algorithm (GDA) is improved to reduce the heading drift, by fusing inertial data with only a fraction of magnetometer data that are accurate and usable. There is an 80% probability that the heading error is reduced to less than 4 degrees. Besides, a stride detection method is developed based on thigh angles, and then, a stride length estimation method is implemented in a complementary way. The experiments were conducted along with three types of reference paths, and the experimental results demonstrate that the average position errors along the three paths are 1.62%, 1.00%, and 0.92%, respectively. Despite the inherent sensor noise and complex human locomotion, the smartphone-based PDR system has great potential in pedestrian tracking.
I. INTRODUCTION
In the past decades, smartphones have gradually become indispensable electronic products in people's daily life [1] . Smartphone has a variety of built-in sensors, such as Wi-Fi, GPS, microphone, magnetometer, and inertial sensors (i.e., gyroscope and accelerometer). It is recommended to use their built-in sensors and computational units for pedestrian tracking. With the rapid development of smartphone technology and the growth in the number of smartphone users, smartphone-based navigation systems have proven valuable in many applications [2] . As people spend most of their time indoors (at work or at home), there is a need for an autonomous pedestrian navigation solution that can be applicable to indoor location-based services (LBS). Smartphonebased LBS using global navigation satellite system (GNSS)
The associate editor coordinating the review of this manuscript and approving it for publication was Giancarlo Fortino. have bb3b3een widely used outdoors. Although, to a large extent, the problem of outdoor localization has been solved, there is no clear dominant technology for indoor localization, as the GNSS signals are degraded or denied indoors due to signal attenuation and multipath effects [3] .
Many researches have focused on indoor pedestrian tracking [4] , [5] based on body sensor networks (BSNs) [6] - [9] . Various data sources have been used for this purpose, such as wireless fidelity (Wi-Fi) [10] , Bluetooth low energy (BLE) [11] , ultra-wideband (UWB) [12] , [13] , radio frequency identification (RFID) [14] , geomagnetic field [15] , and inertial data [16] , [17] . Among these schemes, inertial measurement units (IMUs) are preferable due to their self-contained nature. Micro-electro-mechanicalsystems (MEMS)-based IMUs are embedded in most smartphones and tablet devices nowadays, which have many attractive properties such as low cost, small size, and low power consumption. MEMS IMU-based localization is an infrastructure-free technique to track a person's location in indoor environments. Such technique works well in the non-line-of-sight (NLOS) conditions, where the wireless signal-based localization may be greatly affected. However, the conventional strapdown inertial navigation system (SINS) performs position update by numerical integration, which makes that any small error will accumulate over time. This mechanism requires high-accuracy inertial sensors, whereas the smartphone's built-in sensors cannot meet the accuracy requirement. Therefore, the main challenge in developing a smartphone-based SINS is to ensure a sufficient accuracy.
Smartphone-based indoor LBS have gained increasing research attention in the mobile application market [18] . There are many advantages of using smartphone for indoor localization: (1) as a ubiquitous portable electronic device, smartphone provides a promising platform for LBS; (2) it requires no external infrastructure and environmental information (e.g., radio fingerprint map); (3) it accords with people's established habits due to its widespread use in outdoor localization applications. Chen et al. proposed an accurate peer-assisted sound mark localization system based on smartphone, which does not require prior infrastructure or a fingerprint map [19] . However, on the one hand, online localization of landmarks is a difficult task, and the algorithm works well only if the locations of landmarks are determined in advance; on the other hand, sound marks can only be used to perform audio ranging when they are stationary.
Pedestrian dead reckoning (PDR) has become one of the popular techniques for smart device-based localization [20] . When using the low-cost MEMS inertial sensors embedded in smartphones, the error rate of a PDR system is lower than that of a pure SINS. The advantages of PDR technique are the flexible sensor placement and low requirement for sensor accuracy. Several researchers have studied the PDR technique based on handheld smartphones. In our study, smartphone is placed in the front pocket of pedestrian's pants, as illustrated in Fig. 1 , which is the most common location for carrying a phone [21] . This paper aims to develop a novel PDR algorithm for indoor applications, by using the inertial sensors and magnetometer embedded in a standard off-the-shelf smartphone. The feasibility and validity of the smartphone-based PDR algorithm is verified through offline implementation with extensive experiments. 
II. SENSOR CALIBRATION AND INITIAL ALIGNMENT
In this section, we give a brief description of the involved coordinate systems, the sensor error calibration, and the system initial alignment.
A. COORDINATE SYSTEMS
In the developed PDR system, three coordinate systems are established, i.e., a global coordinate system (GCS), a body coordinate system (BCS), and a phone coordinate system (SCS), which are shown in Fig. 2 and defined as follows.
1) The GCS is fixed to the earth's surface with its three axes pointing to the east, north, and up directions respectively, which is usually termed as east-northup (ENU) coordinates; 2) The BCS is fixed to the user's body segment and denoted as X Y Z , with its three axes pointing to the right, forward, and upward directions, respectively; 3) The SCS is fixed to the pocket-worn smartphone and denoted as XYZ , with its three axes parallel to the builtin sensor's axes.
B. SENSOR CALIBRATION
System accuracy can be improved by sensor calibration. The errors of accelerometer and gyroscope can be modeled as
where t is the sampling time,ã t is the measured acceleration, a t is the actual value of acceleration without gravity, and g is the gravitational acceleration; K a is the accelerometer scale factor, b a is the accelerometer bias, and ν a is the accelerometer noise. Similarly,ω t and ω t are the measured and true angular velocities, respectively; K ω , b ω , and ν ω are the scale factor, bias, and noise of the gyroscope, respectively. Moder et al. presented a practical and effective method for sensor calibration without using expensive equipment, and experimental results showed the benefits of using calibrated rather than raw data for PDR [22] . Among the sensor errors, gyroscope bias can be estimated for each trial. Ideally, when a sensor is stationary, the sensed angular velocities should follow a Gaussian distribution with zero mean. However, this distribution is skewed due to sensor bias. For a random trial, the frequency histogram (FH) and normal distribution fitting (NDF) of angular velocities are shown in Fig. 3 . This paper mainly focuses on the magnetometer calibration, which has a significant influence on heading estimation. A calibration method based on 3D ellipsoid fitting is used in this paper. However, as the magnetic field is easily affected by ferromagnetic materials in the surroundings, it is difficult to fully calibrate the magnetometer [23] , [24] . Hence, this paper pays more attention to hard-iron calibration. In the absence of magnetic disturbances, it can be assumed that local magnetic field remains unchanged regardless of the smartphone's orientation. When rotating the smartphone in 3D space, the magnetic field vectors measured by the magnetometer should form a sphere, with a radius equal to the magnitude of local geomagnetic field. In practical applications, due to the hard-and soft-iron errors, the ideal sphere is distorted to an ellipsoid. The errors can be estimated through the ellipsoid equation expressed as
where R is the norm of the local magnetic field;m x ,m y , and m z are the raw magnetometer data in SCS; e x ,e y , and e z are the offset caused by hard-iron distortion; K x , K y , and K z are the scale factors of the magnetometer. Fig. 4 shows the raw magnetometer data and the calibrated data by using the ellipsoid fitting method. It can be found that the center of the ellipsoid deviates from the origin of SCS due to hard-iron biases. After calibration, the formed shape approximates a sphere with sufficient accuracy. In the rest of this paper, the calibrated data are used for further processing.
C. INITIAL ALIGNMENT
As there is no restriction on the position and orientation of the phone in user's pocket, the axes of SCS are rarely parallel to that of GCS in the initial state, and the smartphone's heading is generally not coincident with the actual walking direction. To solve this problem, an initial alignment method is proposed based on multi-sensor fusion. During initial alignment, the pedestrian places a smartphone vertically in the pocket, faces north, and stands still for a while with both feet on the ground, as shown in Fig. 1 and Fig. 2 . 
The initial Euler angles can be calculated as
where φ, θ, and ψ are the roll, pitch, and yaw angles respectively; s and c denote the sine and cosine functions; a x , a y , and a z are the average values of the calibrated acceleration (with gravity); m x , m y , and m z are the average values of the magnetic field density.
Although Euler angles, rotation matrices, and quaternions can equivalently represent an object's attitude, considering the so-called gimbal lock problem, the quaternion is used for attitude representation, which is defined as
where q 0 is the scalar part, and [q 1 q 2 q 3 ] is vector part.
For convenience of description, three types of quaternions are introduced in our study, which are 1) G B q denotes the rotation between BCS and GCS; 2) G S q denotes the rotation between SCS and GCS; 3) B S q denotes the rotation between SCS and BCS. Initial quaternion can be calculated from Euler angles as
In this initial condition, BCS can be designated as GCS, i.e., G B q init ≈ [1 0 0 0]. As pocket-worn smartphone is in a substantially fixed position relative to pedestrian's thigh, the quaternion B S q is assumed unchanged and can be derived as
Then, the thigh rotation from BCS to GCS during walking can be expressed as
where the superscript * denotes complex conjugate. 
III. PEDESTRIAN DEAD RECKONING
In this section, the attitude estimation is discussed first, then the stride detection is described, and finally the stride length calculation is performed to implement the PDR.
A. ATTITUDE ESTIMATION 1) ATTITUDE ESTIMATION ALGORITHM
It is an intuitive way to estimate rotation angles by integrating the angular velocity over time. However, due to the integration operation, measurement error will accumulate and grow without bound. Sensor fusion is a promising way to improve the accuracy of attitude estimation and therefore the system's long-term stability. Many sensor fusion algorithms can be used for this purpose, such as extended Kalman filter (EKF) [25] , complementary filter (CF) [26] , and gradient descent based algorithm (GDA) [27] . To meet the specific requirements of the PDR system presented in our study, this paper proposes an improved data fusion algorithm based on gradient descent method.
Quaternion updating based on GDA has been described in detail by Madgwick et al. [27] . An important assumption in GDA is that magnetometers measure only the earth's magnetic field. However, magnetometer data are easily corrupted by magnetic interference. A segment of raw magnetometer data in indoor environment is shown in Fig. 5 , where the reference value is the earth's magnetic field intensity. As is seen, the magnitude of magnetometer data fluctuates around the reference, and the disturbance of magnetic field is too severe to be ignored. In our study, magnetic interference detection (MID) is conducted to identify the accurate and usable magnetometer data, which are given by
where update mag t represents the detection result of magnetic interference, ''0'' means that the magnetic interference is too great for data fusion, and ''1'' means that the interference is within acceptable limits; S m t is the measured magnetic field vector, and · is the 2-norm of a vector; m Earth is the intensity of the earth's magnetic field provided by the latest World Magnetic Model (WMMv2 2019) [28] ; lim mag is a threshold used to limit the magnetic interference.
The original GDA is improved by reducing the influence of magnetic interference on attitude estimation, as shown in Alg. 1. The improved GDA follows the gradient formulation described in [29] , but introduces a switch strategy for sensor fusion mode, which ensures that the algorithm tends towards the steepest descent direction and improves the accuracy of attitude estimation. When calculating pitch and roll angles, the sensor fusion of accelerometer and gyroscope can provide sufficient accuracy, whereas fusion with magnetometer will affect the estimation accuracy. This switch can be achieved by setting the parameter update mag t to 0, in which case the improved GDA works with no magnetometer data. When estimating heading angle, update mag t is determined by the MID criterion given in (8) , with the magnetometer data into consideration as aiding to PDR. Algorithm 1 Improved GDA Input:ω t ,â t , andm t are the measured angular velocity, acceleration, and magnetic field intensity, respectively; G a and G m are the earth's gravity and magnetic field vectors, respectively; Output:q t is the updated quaternions;
6: else 7: ∇f
∇f (q) ; 10: q t =q t−1 +q t · t; 11:q t = q t q t .
2) ATTITUDE ESTIMATION EVALUATION
In the improved GDA, the sensor fusion mode is switched between with and without a magnetometer according to the specific attitude angles to be estimated. The concerned pitch and yaw angles can be calculated by
where D Earth denotes the earth's magnetic declination, and atan2(y, x) computes the four-quadrant inverse tangent. In (9), the orientation quaternion for calculating pitch angle θ is obtained by fusion of gyroscope and accelerometer, whereas the orientation quaternion for calculating heading angle ψ is obtained by fusion of all three types of sensors. For comparison purpose, the heading angle is estimated by three methods, i.e., the CF method, the original GDA method, and the improved GDA method. The cumulative distribution function (CDF) values of heading errors are calculated for each method, and the results are shown in Fig. 6 . As seen in Fig. 6 , the improved GDA has a 50% probability that the heading error is lower than 1.7 degrees, and an 80% probability of less than 4 degrees. The CF method has a 50% probability that the heading error is greater than 6.9 degrees, while the original GDA method has a 50% probability that the heading error is larger than 97.46 degrees. The results show that the improved GDA achieves higher accuracy than the commonly used heading estimation methods.
B. STRIDE DETECTION 1) GAIT EVENTS AND THIGH ANGLES
Combining biomechanics with pedestrian localization is shown to be a promising way to address the challenges posed by the increase of individual's autonomy using everyday objects [30] . Normally, human gait is periodic and regular, and each cycle has a sequence of ordered gait events and associated gait phases. Fig. 7(a) shows the typical gait phases during normal walking, with the initial contact (IC) specified as the start of a gait cycle. Specifically, a gait cycle can be divided into seven phases: loading response (LR), mid-stance (MST), terminal stance (TST), pre-swing (PSW), initial swing (ISW), mid-swing (MSW), and terminal swing (TSW). Armed with this information, body-worn sensors can be used to achieve gait detection. As gait motion occurs mainly in sagittal plane, gait events can be detected with respect to thigh rotation in this plane.
As shown in Fig. 7(a) , thigh angle γ is defined as the angle that the thigh swings away from vertical. As is seen, the thigh angle γ reflects thigh swing more visibly than the pitch angle θ that defined as the rotation angle around the X -axis of BCS from horizontal, although there exists θ=γ . Fig. 7(b) shows the thigh angles after linear scaling over 300 gait cycles. In general, the sign of angle γ depends on the rotation direction of thigh, as defined in the following. 1) γ = 0 when the thigh is approximately parallel with the vertical axis of GCS; 2) γ > 0 when the thigh rotates counterclockwise (CCW) around the positive X -axis; 3) γ < 0 when the thigh rotates clockwise (CW) around the positive X -axis. A gait cycle is the time interval between two identical and successive events of the ipsilateral lower limb during human locomotion [31] , which is termed a stride and consists of two consecutive steps. As various gait events follow each other continuously and smoothly, any event could be specified as the start of a gait cycle. In our study, a thigh angle-based method is proposed to detect the concerned gait events, and the start of a gait cycle is specified as the event when the thigh angle reaches its positive peak, rather than the IC event. Fig. 7(c) shows the realigned thigh angles after dynamic time warping (DTW) for the same 300 gait cycles. For PDR purpose, the pedestrian's position is updated periodically when the positive peaks are identified.
2) GAIT DETECTION AND STRIDE DELIMITATION
Undoubtedly, gait detection is a prerequisite for PDR. In the literature, acceleration is often used for step detection by using a peak detection method [22] , [32] , which is expected to provide more robust results than angular velocity. In order to suppress the noise and reduce the probability of false gait detection, low-pass filter is often applied to the acceleration signals. A segment of acceleration data containing 11 strides is processed, and the detection results are shown in Fig. 8(a) . As can be seen, the peak points do not differ significantly in time interval and amplitude, and therefore it is difficult to set appropriate thresholds for accurate stride delimitation.
To address the problem of acceleration-based detection method, the proposed thigh angle-based method is adopted to delimit the continuous strides. During the detection process, each thigh angle is compared with both its previous adjacent angle and its subsequent adjacent one, and two thresholds are employed to avoid false peaks due to stand instability. As for normal human walking, there exists a time interval (e.g., at least 0.3 s) between successive peak points. Fig. 8(b) shows the detection result of the proposed algorithm, where all expected peaks of the 11 strides are detected. In addition to positive peaks that function as the onsets of strides, negative peaks are also recorded to facilitate subsequent work. The algorithm of stride detection is summarized in Alg. 2.
Algorithm 2 Stride Detection
Input: γ t is the thigh angle at sample t; SR is the sampling rate; lim p and lim v are thresholds for positive and negative peak detection; Output: (t p , γ p ) is the location of the positive peak (stride event); (t v , γ v ) is the location of the negative valley; (t s , γ s ), (t e , γ e ) are the positions of start and end events of a continuous walk, respectively; 1: j = 2; k = 1; t p (1) = 1; γ p (1) = 0; 2: for t = 2 to end do 3: if ((γ t > γ t−1 ) ∧ (γ t+1 < γ t )) ∧ (γ t > lim p ) then 4: if t − t p (j − 1) > 0.3 · SR then 5: t p (j) = t; γ p (j) = γ t ; j = j + 1; 6: end if 7: if (t b , γ b ) == null then 8: 
end if 10: end if 11 :
end if 16: end if 17 : end for 18: if t p (end) > t v (end) then 19: t e = t p (end); γ e = γ p (end); 20: else 21: t e = t v (end); γ e = γ v (end); 22: end if
To fully evaluate the thigh angle-based stride detection algorithm, the subject was asked to walk freely along a path composed of straight lines and turns. Three performance metrics are employed, i.e., sensitivity score (SS), (10) where TP denotes true positives, FP denotes false positives, and FN denotes false negatives.
SS = TP/(TP + FN ) PS = TP/(TP + FP) FS = 2SS · PS/(SS + PS)
The proposed thigh angle-based method is compared with the commonly used acceleration-based peak detection (PD) and zero-crossing (ZC) methods. The comparison results are listed in Table 1 , which shows that our method has the best overall performance in both short and long path tests.
C. STRIDE LENGTH ESTIMATION
Stride length can be estimated using a gait model. An inverted pendulum model of human gait is commonly used [33] . A nonlinear stride length model was presented in [34] , [35] . A step length model through first-order linear regression of pitch angle was presented in [21] , [36] . This paper presents a simplified model for stride length estimation, as illustrated in Fig. 9 . In this model, segment − → FC is parallel to the vertical direction; O 1 and O 2 are the body's center of mass (COM) at the beginning and end of each stride, θ max and θ min are the maximum (positive peak) and minimum (negative peak) thigh angles, respectively. Thus, the stride length can be calculated by
where SL denotes the stride length, | · | denotes the segment length, and f (θ ) = tan(θ max ) + tan(−θ min ). In some sense, stride length might be related to several anthropometric considerations specific to each pedestrian, such as height, leg length, foot length, knee angle, and thigh angle. As it is difficult to take all individual parameters into consideration, a trade-off is required between computational complexity and efficiency, making the estimation accuracy inevitably affected by modeling errors. Fig. 10 shows the relationship between function f (θ) and stride length SL, where each point represents a stride. Accordingly, the model for stride length estimation can be modified to
where k 1 and b 1 are the model parameters to be estimated, which approximate to 1.94 and 0.23 respectively in our study. An acceleration-based method is proposed in [37] , where the stride length is estimated by
where n is the number of samples in a gait cycle, and k 2 is parameter that need to be adjusted. Inspired by the idea of complementary filtering, the models in (12) and (13) are combined with a relative weight α by
D. LOCATION ESTIMATION
The proposed PDR is a relative positioning solution, which is implemented by propagating pedestrian's position based on the estimated walking distance and direction on a 2D plane. Thus, with known previous position as well as stride length and heading angle of the current stride, the latest position can be calculated by
where P t and P t−1 are the current and previous positions, respectively; P N t and P E t are the displacements in north and east directions of GCS from initial position, respectively. 
IV. EXPERIMENT AND RESULT
In this section, the experimental setup is described first, then the experimental results are presented, and finally some discussions are made on the experimental results.
A. EXPERIMENTAL SETUP
To evaluate the proposed smartphone-based PDR system, experiments were carried out in a typical indoor environment. The iPhone 8 plus from Apple Inc. is used for data collection, which is equipped with a six-DOF IMU and a three-axis magnetometer, with a weight of 202g and dimensions of 158.4 mm × 78.1 mm × 7.5 mm. The experimental data were sampled at a frequency of 50 Hz. The sensed data flow was first stored in the smartphone's memory, and then processed off-line using MATLAB (MathWorks, Natick, MA, USA).
Three types of reference paths were planned, as shown in Fig. 11 . The subjects were asked to place the smartphone in a front pocket of their pants and walk/turn freely along the predefined paths. Before each walking, the pedestrian was instructed to face north and stand still for a short while (e.g., about 5 s), to perform the sensor calibration and initial alignment as discussed in Section II. As only the walking on horizontal plane is considered in this paper, the vertical displacement is assumed to be zero.
B. EXPERIMENTAL RESULTS
To facilitate the analysis of experimental results, the initial position is set to the origin of GCS, and the initial direction is aligned with the X -axis of GCS. As our study focuses on relative indoor localization only, the estimation of absolute initial position is beyond the scope of this paper.
1) STRAIGHT-LINE WALKING PATH
The walking experiment was first carried out along a straightline path (Path 1#) of 37.80 m long. One subject participated in this experiment, and was asked to walk forward (trial 1#) and backward (trial 2#) at a normal pace. Each trial was repeated three times. Fig. 12 shows the walking trajectories estimated by our method, together with a partial enlarged view of the final positions. The detailed experimental results are listed in Table 2 . Statistical analysis of the experimental results shows that the estimated distance is 37.66±0.46 m, and the distance error is −0.14±0.46 m, which means that the average of estimated walking distances is less than the predefined actual distance. The absolute position error is 0.61±0.55 m. As the Path 1# is not a closed trajectory, the relative position error is defined as the ratio of absolute position error to reference distance. Thus, the maximum, minimum, and mean relative position errors are 3.88%, 0.58%, and 1.62% respectively.
2) CLOSED RECTANGULAR WALKING PATH
For a rich data collection, five subjects participated in this experiment, and each subject was requested to walk along a closed rectangular path (Path 2#) once. This path has four turns with a total distance of 92.46 m. During walking, the subjects were not instructed to turn exactly the same shape of the trajectory, but to turn slowly in their own comfortable way. Therefore, the estimated trajectories have no strict right angles at the corners, as shown in Fig. 13(a) . Total number of actual strides is 348 and associated walking distance is 452 m, which indicates that the actual walking distance is shorter than the planned path length. Detailed experimental results are given in Table 3 . As is shown, the absolute position error is 0.91±0.21 m, while the maximum, minimum, and mean relative position errors are 1.26%, 0.64%, and 1.00% respectively. The partial enlarged view of final positions is shown in Fig. 14(a) .
3) CLOSED COMPLEX WALKING PATH
To further evaluate the algorithm, the five subjects were asked to walk along a closed complex path (Path 3#), which is 175.26 m long and includes eight turns. The subjects not only passed through the busiest hallway of the floor, but also approached a power control room, an elevator, and other electro-magnetic interference environments. The estimated trajectories are shown in Fig. 13(b) . Total number of actual strides is 664 and associated walking distance is 858 m. More detailed experimental data are given in Table 4 . As is seen, the absolute position error is 1.57±0.95 m, while the maximum, minimum, and mean relative position errors are 1.60%, 0.06%, and 0.92% respectively. The partial enlarged view of final positions is shown in Fig. 14(b) . 
C. DISCUSSION
As shown in Table 2 , the 1 st walking of trial 1# has a missdetection of stride. This is because the subject made some gait adjustments at the end of walking, trying to arrive at the end point accurately, which makes the final stride too small in magnitude to be detected. Stride miss-detection results in an omission of position update and ultimately a larger position error, i.e., 3.05%. However, pedestrians rarely engage in this behavior during normal walking. The 2 nd walking of trial 2# has a position error as high as 3.88%. As seen in Fig. 12 , heading drift is the main error source, since there exists little distance error, which in turn proves that the stride length model works well for straight-line walking.
According to the experimental results of the closed paths shown in Fig. 13 , it is found that pedestrians barely walked exactly along the predefined path. In other words, pedestrians intended to walk along the path, but the actual walking trajectory could not completely coincide with the path due to the sideways swing of the body, which makes that limited ground truth is available. Therefore, return position error is chosen as a performance metric. Although the results of walking along Path 3# have higher absolute position errors than that of Path 2#, their relative position errors are comparable. This indicates that our indoor positioning algorithm is stable, as the relative position error does not diverge much with the increase of walking distance.
It is difficult to directly compare the performance values from the literature, due to the different experimental setups and performance metrics. Even though, our experimental results are comparable to or better than some of the best results reported in the literature.
1) With external aiding, the position error was bounded within 1-2 m during the walking test in [15] , whereas the estimated trajectories in our study fit better with the ground truth, especially for short-term walking. A relative return position errors of 1.40% was reported in [35] along a rectangular walking trajectory, which was greater than 1.00% obtained in our study. 2) Without external aiding, the average position error of 1.18 m was reported in [18] , whereas our results fit better with the ground truth without notable deviation from the walking trajectory. The relative position errors of straight-line and rectangular trajectories were 1.25% and 0.60% respectively in [36] , with each experiment performed once, whereas the performance values in several of our experiments are comparable to or better than that reported in this literature.
V. CONCLUSION AND FUTURE WORK
This paper implements a self-contained PDR system based on a pocket-worn smartphone, by using the inertial sensor and magnetometer embedded in the smartphone. Three key components are involved in the PDR process, i.e., attitude estimation, stride detection, and stride length estimation. To reduce the heading drift, the original GDA is improved by accounting for the influence of magnetic interference. A thigh angle-based method is proposed for stride detection, which performs better than the commonly used acceleration-based detection method. Finally, a stride length model is proposed in a complementary way by fusing both thigh angle and acceleration. The experimental results highlight the potential use of such system in indoor localization.
In future work, we will consider the fusion of absolute positioning method in indoor environments, which can be imagebased, Wi-Fi-based, Bluetooth-based, etc. Besides, we will consider the online implementation of PDR algorithm by using the mobile computing resources, which involves the evaluation of real-time performance and computational complexity, together with the construction of high-precision map and the power consumption of mobile devices. Her research interests include body sensor networks, pattern recognition, and machine learning.
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