Abstract
Introduction
Domain theory and topology in programming language semantics have been applied to manufacture and study denotational models, e.g. the Scott model of PCF [23] . As is well known, for a sequential language like this, the match of the model with the operational semantics is imprecise: computational adequacy holds but full abstraction fails [21] .
The main achievement of the present work is a reconciliation of a good deal of domain theory and topology with sequential computation. This is accomplished by sidestepping denotational semantics and reformulating domaintheoretic and topological notions directly in terms of programming concepts, interpreted in an operational way.
Regarding domain theory, we replace directed sets by rational chains, which we observe to be equivalent to programs defined on a "vertical natural numbers" type. Many of the classical definitions and theorems go through with this modification. In particular, (1) rational chains have suprema in the contextual order, (2) programs of functional type preserve suprema of rational chains, (3) every element (closed term) of any type is the supremum of a rational chain of finite elements, (4) two programs of functional type are contextually equivalent iff they produce a contextually equivalent result for every finite input. Moreover, we have an SFP-style characterization of finiteness using rational chains of deflations, a Kleene-Kreisel density theorem for total elements, and a number of continuity principles based on finite elements.
Regarding topology, we define open sets of elements via programs with values on a "Sierpinski" type, and compact sets of elements via Sierpinski-valued universalquantification programs. Then (1) the open sets of any type are closed under the formation of finite intersections and rational unions, (2) open sets are "rationally Scott open", (3) compact sets satisfy the "rational Heine-Borel property", (4) total programs with values on certain types are uniformly continuous on compact sets of total elements.
In order to be able to formulate certain specifications of higher-type programs without invoking a denotational semantics, we work with a "data language" for our programming language, which consists of the latter extended with first-order "oracles". The idea is to have a more powerful environment in order to get stronger program specifications. We observe that program equivalence defined by ground data contexts coincides with program equivalence defined by ground program contexts, but the notion of totality changes. (It is worth mentioning that the resulting data language for PCF defines precisely the elements of games models [1, 12] , with the programming language capturing the effective parts of the models; similarly, the resulting data language for PCF extended with parallel-or and Plotkin's existential quantifier defines precisely the elements of the Scott model, again with the programming language capturing the effective part [21, 8] .)
We illustrate the scope and flexibility of the theory by applying our conclusions to prove the correctness of nontrivial programs that manipulate infinite data. We take one such example from [24] . In order to avoid having exact realnumber computation as a prerequisite, as in that reference, we consider modified versions of the program and its specification that retain their essential aspects. We show that the given specification and proof in the Scott model can be directly understood in our operational setting.
Although our development is operational, we never invoke evaluation mechanisms directly. We instead rely on known extensionality, monotonicity, and rational-chain principles for contextual equivalence and order. Moreover, with the exception of the proof of the density theorem, we don't perform syntactic manipulations with terms.
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Related work. The idea that order-theoretic techniques from domain theory can be directly understood in terms of operational semantics goes back to Mason, Smith, Talcot [15] and Sands (see Pitts [19] for references). Already in [15] , one can find, in addition to rational-chain principles, two equivalent formulations of an operational notion of finiteness. One is analogous to our Definition 4.1 but uses directed sets of closed terms rather than rational chains, and the other is analogous to our Theorem 4.8. In addition to redeveloping their formulations in terms of rational chains, here we add a topological characterization (Theorem 4.15).
The idea that topological techniques can be directly understood in terms of operational semantics, and, moreover, are applicable to sequential languages, is due to Escardó [8] .
In particular, we have taken our operational notion of compactness and some material about it from that reference. The main novelty here is a uniform-continuity principle, which plays a crucial role in the sample applications given in Section 7. This is inspired by unpublished work by Andrej Bauer and Escardó on synthetic analysis in (sheaf and realizability) toposes.
The idea of invoking a data language to formulate higher-type program specifications in a sequential operational setting is already developed in [8] and is related to relative realizability [4] and TTE [27] .
Preliminaries
The programming language. We work with a simplytyped λ-calculus with function and finite-product types, fixed-point recursion, and base types Nat for natural numbers and Bool for booleans. We regard this as a programming language under the call-by-name evaluation strategy. In summary, we work with PCF extended with finiteproduct types (see e.g. one of the references [10, 19] ). Other possibilities are briefly discussed in Section 8.
For clarity of exposition, we also include a Sierpinski base type Σ and a vertical-natural-numbers base type ω, although such types can be easily encoded in other existing types if one so desires (e.g. via retractions). We have the following term-formation rules for them:
(M > 0) : Σ are terms. The only value (or canonical form) of type Σ is , and the values of type ω are the terms of the form M + 1. The role of zero is played by divergent computations, and a term (M > 0) can be thought of as a convergence test. The bigstep operational semantics for these constructs is given by the following evaluation rules:
For any type σ, we define ⊥ σ = fix x.x, where fix denotes the fixed-point recursion construct. In what follows, if f : σ → σ is a closed term, we shall write fix f as an abbreviation for fix x.f (x).
Oracles. We also consider the extension of the programming language with the following term-formation rule: (4) If Ω: N → N is any function, computable or not, and N : Nat is a term, then ΩN : Nat is a term. Then the operational semantics is extended by the rule: (iv) If N ⇓ n and Ω(n) = m then ΩN ⇓ m. We think of Ω as an external input or oracle, and of the equation Ω(n) = m as a query with question n and answer m. Of course, the extension of the language with oracles is no longer a programming language. We shall regard it as a data language in Section 6.
Underlying language for Sections 3-5. We take it to be either (1) the programming language introduced above, (2) its extension with oracles, (3) its extension with parallel features, such as parallel-or and Plotkin's existential quantifier, or else (4) its extension with both oracles and parallel features. The conclusions of those sections hold for the four possibilities, at no additional cost. To emphasize that a closed term doesn't include oracles, we refer to it as a program.
Notation for contextual equivalence and (pre)order. We write M = N and M N to denote (ground) contextual equivalence and order of terms of the same type.
Elements of a type. By an element of a type we mean a closed term of that type. We adopt usual set-theoretic notation for the elements of a type in the sense just defined. For example, we write x ∈ σ and f ∈ (σ → τ ) to mean that x is an element of type σ and f is an element of type σ → τ .
The elements of Σ. The elements ⊥ and of Σ are contextually inequivalent and any element of Σ is equivalent to one of them. We think of Σ as a type of results of observations or semidecisions, with as "observable true" and ⊥ as "unobservable false".
The elements of ω. We denote by ∞ the element fix x.x + 1 of ω, and, by an abuse of notation, for n ∈ N we write n to denote the element succ n (⊥) of ω, where succ(x) = x + 1. The elements 0, 1, 2, . . . , n, . . . , ∞ of ω are all contextually inequivalent, and any element of ω is contextually equivalent to one of them. Notice that the equivalences 0 − 1 = 0, (x + 1) − 1 = x, (0 > 0) = ⊥ and (x + 1 > 0) = hold for x ∈ ω. In particular, ∞ − 1 = ∞ and (∞ > 0) = .
Extensionality and monotonicity. Contextual equivalence is a congruence: If f = g and x = y then f (x) = g(y) for any f, g ∈ (σ → τ ) and x, y ∈ σ. Moreover, application is extensional:
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Regarding the contextual order, we have that application is monotone: If f g and x y then f (x) g(y) for any f, g ∈ (σ → τ ) and x, y ∈ σ. Moreover, it is orderextensional:
for all x ∈ σ. Standard congruence, extensionality and monotonicity principles also hold for product types. Additionally, ⊥ σ is the least element of σ.
Rational chains. For any g ∈ (τ → τ ) and any h ∈ (τ → σ), the sequence h(g n (⊥)) is increasing and has h(fix g) as a least upper bound in the contextual order:
A sequence x n of elements of a type σ is called a rational chain if there exist g ∈ (τ → τ ) and h ∈ (τ → σ) with
Proofs. The facts stated in this section are all well known. The extensionality, monotonicity and rational-chain principles follow directly from Milner's construction [16] . Even though full abstraction of the Scott model fails for sequential languages, proofs exploiting computational adequacy are possible [13] (see [18] ). Proofs using game semantics can be found in [1, 12] , and operational proofs can be found in [19, 20] (where an earlier operational proof of the rational-chains principle is attributed to Sands). For a call-by-value untyped language, an operational proof of the rational-chains principle was previously developed in [15] . Regarding the above description of the elements of the vertical-natural-numbers type, a denotational proof using adequacy is easy, and operational proofs are obtained applying [9] or [19] . 
Rational chains and open sets
Proof. n = succ n (⊥) and ∞ = fix succ.
Moreover, this is the "generic rational chain" with "generic lub ∞" in the following sense:
Lemma 3.2. A sequence x n ∈ σ is a rational chain if and only if there exists
x n = l(n), and hence such that n x n = l(∞).
Elements of functional type are "rationally continuous" in the following sense:
Then the definition l (y) = f (l(y)) and the same lemma show that f (x n ) is a rational chain. By two applications of Lemma 3.1,
Proof. Apply the proposition to
If such an element χ U exists then it is unique up to contextual equivalence, and we refer to it as the characteristic function of U .
We say that a sequence of open sets in σ is a rational chain if the corresponding sequence of characteristic functions is rational in the function type (σ → Σ). The following says that the open sets of any type form a "rational topology": 
Proof. Finite intersections: χ
Rational unions:
n Un . However, unless the language has parallel features, the open sets don't form topologies in the usual sense: Proposition 3.7. The following are equivalent. 
For every type, the open sets are closed under the formation of finite unions. 2. There is
gives the desired conclusion.
Moreover, even if parallel features are included, closure under arbitrary unions fails in general (but see [8, Chapter 4] ). The following easy observation says that elements of functional type are continuous in the topological sense:
The following says that the contextual order is the "specialization order" of the topology:
Proof. Ground contexts of type Σ suffice to test the operational preorder -see e.g. [ 
Proof. By monotonicity and rational continuity of χ U .
Finite elements
We develop a number of equivalent formulations of a notion of finiteness. Corollary 4.3 says that an element b is finite iff any attempt to build b as the lub of a rational chain already has b as a building block. The official definition is a bit subtler: Definition 4.1. An element b is called (rationally) finite if for every rational chain x n with b n x n , there is n such that already b x n .
The types of our language are "rationally algebraic" in the following sense:
Theorem 4.2. Every element of any type is the least upper bound of a rational chain of finite elements.
A proof of this will be given later in this section. For the moment, we develop some consequences. (⇐): By Theorem 4.2, there is a rational chain x n of finite elements with b = n x n . By the hypothesis, b = x n for some n, which shows that b is finite.
The following provides a proof method for contextual equivalence based on finite elements:
Proof. (⇒): Contextual equivalence is an applicative congruence. (⇐): By extensionality it suffices to show that f (x) = g(x) for any x ∈ σ. By Theorem 4.2, there is a rational chain b n of finite elements with x = n b n . Hence, by two applications of rational continuity and one of the hypothesis,
Of course, the above holds with contextual equivalence replaced by contextual order. Another consequence of Theorem 4.2 is a third continuity principle: Proof. The hypothesis gives χ U (x), and so there is some finite b x with χ U (b) because is finite. To conclude, use maximality of .
In order to prove Theorem 4.2, we invoke the following concepts (see e.g. [2] ): Definition 4.7.
1. A deflation on a type σ is an element of type (σ → σ) that (i) is below the identity of σ, and (ii) has finite image modulo contextual equivalence. 2. A (rational) SFP structure on a type σ is a rational chain id n of idempotent deflations with n id n = id, the identity of σ. 3. A type is (rationally) SFP if it has an SFP structure. Proceedings of the 20 th Annual Symposium on Logic in Computer Science (LICS'05)
In particular, because id n is idempotent, id n (x) is finite and hence any x ∈ σ is the lub of the rational chain id n (x) and therefore Theorem 4.2 follows.
Proof. (1): Lemma 4.13 below.
(2)(⇒): The inequality b id n (b) holds because id n is a deflation. For the other inequality, we first calculate b = ( n id n )(b) = n id n (b) using Corollary 3.4. Then by finiteness of b, there is n with b id n (b).
(2)(⇐): To show that b is finite, let x i be a rational chain with
by rational continuity of id n . Because id n has finite image, the set {id n (x i ) | i ∈ N} is finite and hence has a maximal element, which is its lub. That is, there is i ∈ N with b id n (x i ). But id n (x i ) x i and hence b x i , as required.
We additionally have the following proposition. 
Item 1 gives:

Corollary 4.11. Every element of any finitary type is finite.
The other two give the following consequence, whose proof uses the fact that for any SFP structure id n on a type σ, if id n (x) = x then id k (x) = x for any k ≥ n. 
To prove Theorem 4.8(1) and Proposition 4.10, we construct, by induction on σ, programs
For the base case, we define
Notice that "x > 0" and "x > 0 ∧ y > 0" are terms of Sierpinski type and hence the "if" symbols that precede them don't have corresponding "else" clauses. For the induction step, we define
Lemma 4.13. The rational chain id
is an SFP structure on σ for every type σ.
Proof. By induction on σ. For the base case, only σ = ω is non-trivial. First show by induction on n that, for every n ∈ N, d ω (n)(y) = min(n, y). Hence d ω (n) is idempotent and below the identity, and has image {0, 1, . . . , n}. 
Proof.
(1) and (3): id n (χ U )(x) = id n (χ U (id n (x))) = χ U (id n (x)), and hence id n (χ U ) is the characteristic function of U (n) . has finite image modulo contextual equivalence.
(4): id n (χ U ) is a rational chain with lub χ U , i.e. χ U (x) = iff id n (χ U )(x) = for some n. The reason is that we implicitly use the fact that a subset of a finite set is finite. In general, however, it is not possible to finitely enumerate the members of a subset of a finite set unless the defining property of the subset is decidable, and here it is only semidecidable. (2) Moreover, this non-constructivity in the theorem is unavoidable. In fact, if we had a constructive procedure for finding χ ↑ b for every finite b, then we would be able to semidecide contextual equivalence for finite el-
. As all elements of finitary PCF are finite, and contextual equivalence is co-semidecidable for finitary PCF, this would give a decision procedure for equivalence, contradicting [14] .
We now develop an operational version of the KleeneKreisel density theorem for total elements [7] . Definition 4.18. An element of ground type is total iff it is maximal. An element f ∈ (σ → τ ) is total iff f (x) ∈ τ is total whenever x ∈ σ is total. An element of type (σ × τ ) is total iff its projections into σ and τ are total.
It is easy to see that any type has a total element. In order to cope with the fact that the only total element of ω, namely ∞, is defined by fixed-point recursion, we need: Proof. Define a term with free variables to be total if every instantiation of its free variables by total elements produces a total element, and then proceed by induction on the formation of x from y 1 , . . . , y n .
Theorem 4.20. Every finite element is below some total element. Hence any inhabited open set has a total element.
Proof. For each type τ and each n ∈ N, define programs
Then F (∞) = fix, F (n) G n and G n is total. Now, given a finite element b of any type, choose a fresh syntactic variable x of type ω, and define a termb from b by replacing all occurrences of fix τ by the term F τ (x). Then b = (λx.b)(∞). Because b is finite, there is some n ∈ N such that already b = (λx.b)(n). We finish this section by considering a continuity principle for two special kinds of functions. For elements x and y of the same type, define x = n y ⇐⇒ id n (x) = id n (y). We refer to the function type (Nat → Nat) as the Baire type and denote it by Baire. (Then the set of total elements of Baire is an operational manifestation of the Baire space of classical topology.) The following is easily proved: Lemma 4.21. For all total s, t ∈ Baire and all n ∈ N, id n (s) t =⇒ s = n t.
Proof. Because id (f (x)) is finite and below f (x), there is δ such that already id (f (
Similarly, we have:
Compact sets
The intuition behind the topological notion of compactness is that a compact set behaves, in many important respects, as if it were a set of finite cardinality -see e.g. [11] . The official topological definition, which is more obscure, says that a subset Q of a topological space is compact iff it satisfies the Heine-Borel property: any collection of open sets that covers Q has a finite subcollection that already covers Q. In order to arrive at an operational notion of compactness, we reformulate this in two stages. 
Definition 5.2. We say that a set Q of elements of a type σ is compact if it satisfies the above equivalent conditions. In this case, for the sake of clarity, we write "∀x ∈ Q. . . . " instead of "∀ Q (λx. . . . )".
Lemma 5.1(2) gives a sense in which a compact set behaves as a set of finite cardinality: it is possible to universally quantify over it in a mechanical fashion. Hence every finite set is compact. Examples of infinite compact sets will be given shortly. By Lemma 5.1 (1) 
Further properties of compact sets that are familiar from classical topology hold for our operational notion [8] :
Proposition 5.4.
For any f ∈ (σ → τ ) and any compact set
The set of all elements of any type σ is compact, but for trivial reasons: p(x) = holds for all x ∈ σ iff it holds for x = ⊥, by monotonicity, and hence the definition ∀ σ (p) = p(⊥) gives a universal quantification program.
Proposition 5.5. The total elements of Nat and Baire don't form compact sets.
Proof. It is easy to construct g ∈ (ω × Nat → Σ) such that g(x, n) = iff x > n for all x ∈ ω and n ∈ N. If the total elements N of Nat did form a compact set, then we would have u ∈ (ω → Σ) defined by u(x) = ∀n ∈ N.g(x, n) that would satisfy u(k) = ⊥ for all k ∈ N and u(∞) = and hence would violate rational continuity. Therefore N is not compact in Nat. If the total elements of Baire formed a compact set, then, considering f ∈ (Baire → Nat) defined by f (s) = s(0), Proposition 5.4(1) would entail that N is compact in Nat, again producing a contradiction.
The above proof relies on a continuity principle rather than on recursion theory. Thus, compactness of N in Nat fails even if the language includes an oracle for the Halting Problem. Taking Lemma 5.1(1) as the formulation of compactness, by Theorem 4.15 and Lemma 4.14, we have:
Proposition 5.6. An open set is compact iff it has finite characteristic. Hence every open set is a rational union of compact open sets.
Armed with the results that we have so far, it is easy to see that if an open set has finite characteristic then it is the upper set of a finite set of finite elements. The simplest nontrivial example of a compact set, which is a manifestation of the "one-point compactification of the discrete space of natural numbers", is given in the following proposition.
We regard function types of the form (Nat → σ) as sequence types and define "head", "tail" and "cons" constructs for sequences as follows:
We also use familiar notations such as 0 n 1 ω as shorthands for evident terms such as λi. if i < n then 0 else 1. Proof. Define, omitting the subscript
where t is some element of N ∞ . More formally, ∀ = fix(F ) where
We must show that, for any given p,
The hypothesis gives p(0 ω ) = . By Proposition 4.5, there is n such that already p(id n (0 ω )) = . But id n (0 ω )(i) = 0 if i < n and id n (0 ω )(i) = ⊥ otherwise. Using this and monotonicity, a routine proof by induction
The result hence follows from the fact that F k (⊥) ∀. (⇒): By rational continuity, the hypothesis implies that F n (⊥)(p) = for some n. A routine, but slightly laborious, proof by induction on k shows that, for all q, if
In order to construct more sophisticated examples of compact sets, we need the techniques of Section 6 below. Before that, we consider some uniform-continuity principles (cf. Propositions 4.22 and 4.23).
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Proof. For any given ∈ N, it is easy to construct a program e ∈ (Baire × Baire → Σ) such that (i) if s, t ∈ Baire are total then s = t ⇒ e(s, t) = , (ii) for all s, t ∈ Baire, e(s, t) = ⇒ s = t. If we define p(x) = e(f (x), f(x)), then, by the hypothesis and (i), ∀ Q (p) = . By Proposition 4.5, ∀ Q (id δ (p)) = for some δ ∈ N, and, by Proposition 4.10, id δ (p)(x) = p(id δ (x)). It follows that e(f (id δ (x)), f(id δ (x))) = for all x ∈ Q. By monotonicity, e(f (x), f(id δ (x))) = , and, by (ii), f (x) = f (id δ (x)), as required.
Theorem 5.9. For f ∈ (σ → Baire) total and Q a compact set of total elements of σ,
Proof. Given ∈ N, first construct δ ∈ N as in Lemma 5.8.
total and Q a compact set of total elements of σ,
The following is used in Section 7 below:
Definition 5.11. For f and Q as in Proposition 5.10, we refer to the least δ ∈ N such that (1) (respectively (2)) holds as the big (respectively small) modulus of uniform continuity of f at Q.
A data language
In an operational setting, one usually adopts the same language to construct programs of a type and to express data of the same type. But consider programs that can accept externally produced streams as inputs. Because such streams are not necessarily definable in the language, it makes sense to consider program equivalence defined by quantification over more liberal "data contexts" and ask whether the same notion of program equivalence is obtained. Definition 6.1. Let P be the programming language introduced in Section 2, perhaps extended with parallel features, but not with oracles, and let D be P extended with oracles. We think of D as a data language for the programming language P. The idea is that the closed terms of P are programs and those of D are (higher-type) data. Accordingly, in this context, the notation x ∈ σ means that x is a closed term of type σ in the data language. Of course, this includes the possibility that x is a program.
The following is folklore and goes back to Milner [16] Proof. For any oracle Ω, id n (Ω) is extensionally equivalent to some program, for both notions of equivalence. Hence for any element x of any type, id n (x) is equivalent to some program. To conclude, apply Proposition 4.4.
On the other hand, the notion of totality changes: Theorem 6.3. There are programs that are total with respect to P but not with respect to D.
This kind of phenomenon is again folklore. There are programs of type e.g. Cantor → Bool, where Cantor def = (Nat → Bool), that, when seen from the point of view of the data language, map programmable total elements to total elements, but diverge at some non-programmable total inputs. The construction uses Kleene trees [5] , and can be found in [8, Chapter 3.11] . This is analogous to the fact that totality with respect to P also disagrees with totality with respect to denotational models. A proof for the Scott model can be found in [22] . For the intriguing relationship between totality in the Scott model with sequential computation, see [17] .
Sample applications
We use the data language D to formulate specifications of programs in the programming language P. As in Section 6, the notation x ∈ σ means that x is a closed term of type σ in D. This is compatible with the notation of Sections 3-5 by taking D as the underlying language for them. Again maintaining compatibility, we take the notions of totality, open set and compact set with respect to D. To indicate that openness or compactness of a set is witnessed by a program rather than just an element of the data language, we say programmably open or compact.
As for the Baire type, we think of the elements of the Cantor type as sequences, and, following topological tradition, in this context we identify the booleans true and false with the numbers 0 and 1 (it doesn't matter in which order). The following is our main tool in this section: But it no longer satisfies the required specification given in Lemma 5.1 (2) . In summary, it is easier to universally quantify over all total elements of the Cantor type than just over the programmable ones, to the extent that the former can be achieved by a program but the latter cannot.
Interestingly, the programmability conclusion of Theorem 7.1 is not invoked for the purposes of this section, because we only apply compactness to get uniform continuity.
The following theorem is due to Berger [6] , with domain-theoretic denotational specification and proof. As discussed in the introduction, the purpose of this section is to illustrate that such specifications and proofs can be directly understood in our operational setting, and, moreover, apply to sequential programming languages. : s) ). The required property is established by induction on the big modulus of uniform continuity of a total element p ∈ (Cantor → Bool) at the set of total elements, using the fact that if p has modulus δ +1 then λs.p(0 :: s) and λs.p(1 :: s) have modulus δ, and that when p has modulus zero, p(⊥) is total and hence p is constant.
This gives rise to universal quantification for booleanvalued rather than Sierpinski-valued predicates:
Corollary 7.5. The function type (Cantor → Nat) has decidable equality for total elements.
Simpson [24] applied Corollary 7.4 to develop surprising sequential programs for computing integration and supremum functionals ([0, 1] → R) → R, with real numbers represented as infinite sequences of digits. The theory developed here copes with that, again allowing a direct operational translation of the original denotational development. For lack of space to introduce the necessary background on real number-computation, we illustrate the main idea by reformulating the development of the supremum functional, with the closed unit interval and the real line replaced by the Cantor and Baire types, and with the natural order of the reals replaced by the lexicographic order on sequences.
The lexicographic order on the total elements of the Baire type is defined by s ≤ t iff whenever s = t, there is n ∈ N with s(n) < t(n) and s(i) = t(i) for all i < n. Proof. Define max(s, t) = if hd(s) == hd(t) then hd(s) :: max(tl(s), tl(t)) else if hd(s) < hd(t) then s else t. The easy details of the correctness proof are omitted. Proof. Let t ∈ Cantor be a programmable total element and define sup(f ) = let h = hd(f (t)) in if ∀ total s ∈ Cantor. hd(f (s)) == h then h :: sup(λs. tl(f (s))) else max(sup(λs.f (0 :: s)), sup(λs.f (1 :: s))), where "let x = . . . in M " stands for "(λx.M )(. . . )".
One shows by induction on n ∈ N that, for every total f ∈ (Cantor → Baire), sup(f ) = n sup{f (s) | s ∈ Cantor is total}. The base case is trivial. For the induction step, one proceeds by a further induction on the small modulus of uniform continuity of hd •f : Cantor → Nat at the total elements of Cantor, crucially appealing to the non-expansiveness condition given by Lemma 7.6(2). One uses the facts that if hd •f has modulus δ + 1 then hd •λs.f (0 :: s) and hd •λs.f (1 :: s) have modulus δ, and that if hd •f has modulus 0 then hd(f (s)) = hd(f (t)) for all total s and t.
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Open problems and further developments
The Tychonoff theorem in classical topology states that a product of arbitrarily many compact spaces is compact. A proof that this holds in a computational setting for countably many compact spaces is developed in [8, Chapter 13] . Moreover, the given implementation is sequential. However, the proposed proof is for the specification of the program interpreted in the Scott model. At the time of writing, we are not able to apply our techniques to derive a correctness proof of the program for an interpretation of the specification in the sequential data language considered here.
Our use of sequence types (Nat → σ) can be easily replaced by lazy lists by applying the bisimulation techniques of [9] to prove the correctness of evident programs that implement the SFP property for lazy lists. There is no difficulty in developing the results of this paper in a call-byvalue setting, and we believe we can also handle recursive types. But computational features such as state and control, and non-determinism and probability seem to pose genuine challenges.
In the presence of probability or of abstract data types for real numbers, types won't be algebraic in general and hence a binary notion of finiteness, analogous to the way-below relation in classical domain theory, needs to be developed.
The avoidance of syntactic manipulations suggests that the theory worked out in this paper could be developed in a general axiomatic framework rather than just term models. In particular, this would make our results available to models that are not constructed from domain-theoretic or topological data, e.g. games models.
