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ABSTRACT:
We study the CP domain walls and the consequent gravitational waves induced by the spontaneous
breaking of the CP symmetry in the complex singlet extension to the Standard Model. We impose
the constraints from the unitarity, stability and the global minimal of the vacuum solutions on the
model parameter space. The CP domain wall profiles and tensions are obtained by numerically
solving the relevant field equations. The explicit CP violation terms are then introduced to the
potential as biased terms to make the domain walls unstable and collapse, The BBN bound on the
magnitude of the energy bias is taken into account. To achieve sufficiently strong gravitational
wave signals, the domain wall tension σ is required to be at least σ/TeV3 ∼ O(103). We find that
the gravitational wave spectrum can be probed in the future SKA and/or DECIGO programs, when
the typical mass scale is at least ∼ O(10) TeV and the explicit CP violation terms are as small
as O(10−29) − O(10−27). The gravitational waves from collapsing domain walls thus provide a
complementarity to the probe of extremely small CP violation at high-energy scale.
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1 Introduction
Topological defects, realized as some non-trivial vacuum objects in the early Universe, can arise
as a result of the spontaneous breaking of symmetries in new physics beyond the Standard Model
(SM) [1–4]. A well-known example is the formation of domain walls which occur when a dis-
crete symmetry is spontaneously broken. Since the discovery of the GW by the LIGO/Virgo col-
laboration [5, 6], it is widely believed that the further probes of various GW signals in different
frequencies can provide an unprecedented window to the new physics beyond the SM. It is likely
that the symmetry breaking patterns in new physics models are associated with non-trivial vacuum
structure, which therefore leads to various topological defects [7–11]. The GWs from different
topological defects during the early evolution of the Universe have been studied in many early lit-
eratures as well as recent ones, such as domain walls [12–19] and cosmic strings [3, 12, 13, 20–27].
Many extensions to the SM involve some high-energy scales ΛNP which are typically much
higher than the electroweak scale of few hundred GeV. Correspondingly, the extended matter fields
may have too large masses which are even beyond the probes of the future high-energy pp colliders,
such as the FCC-hh [28] or SppC [29] with
√
s = 100 TeV. Also, the new fields may mix very
weakly to the SM fields, e.g. the SM Higgs doublet. The joint features of heavy masses and
weak mixing of the new physics sector lead to the nightmare scenario for the search in terrestrial
experiments. Therefore, it is tempting to ask if there are complementary experiments to probe such
a scenario.
In this work, we study the domain wall solutions arising from the complex singlet extension
to the Standard Model (cxSM). This model has been previously studied extensively on the real-
izations of the strongly first-order electroweak phase transitions [30–36]. Besides, it turns out that
the cxSM can naturally provide the sources of CP violation (CPV) in addition to the CPV phase
in the Cabibbo-Kobayashi-Maskawa (CKM) matrix. The cxSM with the spontaneous CP violation
(SCPV) were previously studied in Refs. [34, 37, 38]. One intriguing point of this scenario is that
the extended scalar sector provides no contribution to the two-loop Barr-Zee diagrams for the elec-
tric dipole moments (EDM). Hence the stringent constraints from the EDM measurements [39, 40]
can be avoided [38]. In our study, we focus on the domain wall solutions due to the broken discrete
CP symmetry from the additional complex scalar field S. It was known that the formation of do-
main walls is problematic in cosmology [41], since they can quickly dominate the energy densities
of radiation and matter. However, this problem in cosmology can be avoided if the domain walls
are unstable and hence collapse before they overclose the Universe [42–44]. To achieve this pos-
sibility, one can consider the scenario where the discrete symmetry is approximate and explicitly
broken by the so-called biased terms in the model. Consequently, stochastic GWs would be pro-
duced when the domain walls collapse. By imposing the constraints to the size of the biased terms
in the scalar potential, it is possible to estimate the peak frequencies and the spectra of the GWs.
These GW signatures are completely determined by two parameters of the biased domain wall con-
figurations, namely, the domain wall tension σ and the energy difference ∆V between two shifted
potential minima. It should be noted that the mechanism of GW productions is different from those
arising from the phase transitions [36, 45–50]. The typical peak frequencies of the GWs from the
electroweak phase transition are around∼ O(10−4)−O(10−1) Hz, which will be probed from the
future satellite-based interferometers, such as the LISA [51, 52], Taiji [53], and Tianqin [54] pro-
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grams. We find that the typical peak frequencies of the GWs from the collapsing domain walls can
be as small as∼ O(10−9) Hz, with the energy scale of the cxSM in the range of∼ O(10)−O(100)
TeV. Therefore, one envisions such GW signals to be probed at the future radio telescope of square
kilometer arrays (SKA) [55] and the Japanese space GW antenna (DECIGO) [56] with the latter
having wider range of typical frequencies of ∼ O(0.1)−O(10) Hz.
The rest of the paper is the following. In Sec. 2, we review the setup of the cxSM, and list
the minimal terms required for the SCPV. The additional complex singlet scalar is assumed to
develop a vacuum expectation value (vev). The unitarity, stability, and the global minimal of the
vacuum solutions are imposed to the parameter space of the cxSM. Afterwards, we obtain the
domain wall solutions for the SCPV case by solving the relevant field equations numerically in
Sec. 3. In Sec. 4, we obtain the GW signals by adding the small explicit CPV terms to the cxSM
potential, which play the role of biased terms to collapse the possible domain walls. The size of
the biased terms should be sufficiently large so that the domain walls collapsed before the epoch
of the big-bang nucleosynthesis (BBN). By numerical estimation of the domain wall tension, we
estimate the peak frequencies and the spectrum of the GW signals, and obtain the related signal-to-
noise ratio (SNR) at the future SKA and DECIGO programs. We find that the GW spectrum can be
probed in the future SKA and/or DECIGO programs, when the typical mass scales of the cxSM are
∼ O(10) − O(100) TeV. We summarize our findings in Sec. 5. To facilitate the future studies of
the cxSM, we present the stability condition to the general potential of the cxSM in Appendix A.
2 The complex singlet extension to the SM
The most general scalar potential of the cxSM can be written in the following
V (Φ , S) = µ2|Φ|2 + λ|Φ|4 + δ2
2
|Φ|2|S|2 + b2
2
|S|2 + d2
4
|S|4
+
(δ1
4
|Φ|2S+ δ3
4
|Φ|2S2 + c.c.
)
+
(
a1S+
b1
4
S2 +
c1
6
S3 +
c2
6
S|S|2 + d1
8
S4 +
d3
8
S2|S|2 + c.c.
)
, (2.1)
where Φ is the SU(2)L Higgs doublet that breaks the electroweak symmetry. A global U(1) sym-
metry of S→ eiϕS can be imposed to eliminate all terms with complex coefficients and only leave
the terms in the first line of Eq. (2.1). In the minimal potential with only the terms respecting the
global U(1) symmetry, when the complex singlet scalar S develops a vev, the spontaneous breaking
of the global U(1) symmetry leads to a massless Nambu-Goldstone boson. One can thus include
explicit U(1) symmetry breaking terms of (δ1,3, a1, b1, c1,2, d1,3), which retain the CP symmetry
of S → S∗ in the potential. As pointed out in Ref. [57], to achieve the SCPV in the theory of
one complex scalar field, the global U(1) symmetry must be explicitly broken by at least two U(1)
breaking couplings with different U(1) charges. This is to say one needs to select U(1) symmetry
breaking terms from at least two groups of parameters among the four groups of (δ1, a1, c2), (δ3,
b1, d3), c1 and d1.
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2.1 The mass spectrum with the SCPV
To achieve the SCPV, without the loss of generality, we introduce b1 and d1 terms in addition to
the minimal potential. The SCPV potential we consider is the following
V (Φ ,S) = µ2|Φ|2 + λ|Φ|4 + δ2
2
|Φ|2|S|2 + b2
2
|S|2 + d2
4
|S|4
+
(b1
4
S2 +
d1
8
S4 + c.c.
)
. (2.2)
Generically, (b1 , d1) are complex parameters, while all other parameters are real. To facilitate
the discussion of SCPV, we take the notations of (<b1 ,<d1) for real parameters in the poten-
tial Eq. (2.2) in this section. We shall later incorporate the explicit CP violations as biased terms
for the domain wall collapse by taking complex (b1 , d1).
The scalar fields are defined as Φ = (0, v + h)T /
√
2 and S = (vseiα + S + iA)/
√
2, where
v and vs are the vevs and α is the CP phase. In terms of the vevs and the CP phase, the above
potential becomes
V (v , vs , α) =
1
2
µ2v2 +
λ
4
v4 +
δ2
8
v2v2s +
b2
4
v2s +
d2
16
v4s
+
<b1
4
cos(2α)v2s +
<d1
16
cos(4α)v4s . (2.3)
For the solution with vs 6= 0 and α 6= 0, the minimization conditions are given by
µ2 = −λv2 − δ2
4
v2s , (2.4a)
<b1 = −<d1 cos(2α)v2s , (2.4b)
b2 =
<d1 − d2
2
v2s −
δ2
2
v2 . (2.4c)
The scalar mass spectrum is obtained as the following 3× 3 matrix
M2 =
M2hh M2hS M2hAM2hS M2SS M2SA
M2hA M2SA M2AA
 , (2.5a)
M2hh = 2λv2 , (2.5b)
M2SS =
<d1 + d2
2
cos2 α v2s , (2.5c)
M2hS =
δ2
2
cosαvvs , (2.5d)
M2AA =
<d1 + d2
2
sin2 α v2s , (2.5e)
M2hA =
δ2
2
sinαvvs , (2.5f)
M2SA = −
3<d1 − d2
4
sin 2α v2s . (2.5g)
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In general, one diagonalizes the 3×3 mass spectrum intoRTM2R =M2diag = diag(m21 ,m22 ,m23).
We parametrize the 3× 3 orthogonal matrixR as below
R =
 1 0 00 c3 s3
0 −s3 c3
 ·
 c2 0 s20 1 0
−s2 0 c2
 ·
 c1 s1 0−s1 c1 0
0 0 1

=
 c1c2 s1c2 s2−(c1s2s3 + s1c3) c1c3 − s1s2s3 c2s3
−c1s2c3 + s1s3 −(c1s3 + s1s2c3) c2c3
 , (2.6)
with the short-handed notations of si ≡ sinαi and ci ≡ cosαi. Here, α1 represents the mixings
between two CP-even scalars, while α2 ,3 are two CPV mixing angles. Correspondingly, the gauge
eigenstates of (h , S ,A) are transformed into mass eigenstates of (h1 , h2 , h3) by hS
A
 = R ·
 h1h2
h3
 . (2.7)
Note that the dependence ofR on these angles does not affect the physical results.
Based on the mass mixing conventions in Eq. (2.6), the quartic scalar self couplings are related
to the scalar masses and mixing angles as below
λ =
1
2v2
∑
i
m2iR2i1 , (2.8a)
δ2 =
2
vvs cosα
∑
i
m2iRi1Ri2 , (2.8b)
<d1 = 1
2v2s sinα
∑
i
[ 1
sinα
m2iR2i3 −
1
cosα
m2iRi2Ri3
]
, (2.8c)
d2 =
1
2v2s sinα
∑
i
[ 3
sinα
m2iR2i3 +
1
cosα
m2iRi2Ri3
]
, (2.8d)
tanα =
(∑
i
m2iRi1Ri3
)
/
(∑
i
m2iRi1Ri2
)
. (2.8e)
Two constraints can be obtained for three masses of m1 ,2 ,3 and three mixing angles of α1 ,2 ,3
tan2 α =
M2AA
M2SS
=
(M2hA
M2hS
)2
. (2.9)
In practice, we fix three masses and two mixing angles of α1 ,3 and solve for α2 and the SCPV
mixing angle α numerically by the relation of Eq. (2.9).
We summarize all relevant parameters in two bases below
physical basis : v , vs , m1 ,2 ,3 , α1 ,2 ,3 , α
generic basis : µ2 ,<b1 , b2 , λ , δ2 ,<d1 , d2 . (2.10)
Due to the two constraints for three masses and mixing angles given in Eq. (2.9), there are seven
free parameters in the physical basis. Thus, the number of parameters match in two different basis.
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In practice, we shall use the parameters in the physical basis and convert them into the parameters
in the generic basis by using the relations of Eq. (2.8). We derive the domain wall solutions by
using the parameters in the generic basis.
2.2 The theoretical constraints: unitarity, stability, and the global minimal
Several theoretical constraints should be imposed to the parameter space of the cxSM before we
consider the domain wall solutions.
2.2.1 The perturbative unitarity
The Lee-Quigg-Thacker unitarity bound [58, 59] should be imposed so that the quartic couplings
are not too large. To study the unitarity bound as well as the stability bound, we only need to focus
on the quartic terms in the cxSM potential
V (Φ,S) ∼ λ|Φ|4 + δ2
2
|Φ|2|S|2 + d2
4
|S|4 + <d1
8
(S4 + c.c.)
∼ λ
(1
2
h2 +
1
2
(pi0)2 + pi+pi−
)2
+
δ2
4
(S2 +A2)(
1
2
h2 +
1
2
(pi0)2 + pi+pi−)
+
d2
16
(S2 +A2)2 +
<d1
16
(S4 − 6S2A2 +A4) . (2.11)
By taking the neutral states of |pi+pi−〉, 1√
2
|pi0pi0〉, 1√
2
|hh〉, 1√
2
|SS〉, and 1√
2
|AA〉, as well as |hpi0〉,
|Spi0〉, |hA〉 and |SA〉 the s-wave matrix reads
a+0 =
1
16pi

4λ
√
2λ
√
2λ δ2
2
√
2
δ2
2
√
2√
2λ 3λ λ δ24
δ2
4√
2λ λ 3λ δ24
δ2
4
δ2
2
√
2
δ2
4
δ2
4
3(<d1+d2)
4
−3<d1+d2
4
δ2
2
√
2
δ2
4
δ2
4
−3<d1+d2
4
3(<d1+d2)
4
 , (2.12)
a−0 =
1
16pi
diag(2λ,
δ2
2
,
δ2
2
,
d2 − 3<d1
2
) . (2.13)
Besides, the s-wave matrix among the charged states of |hpi±〉, |pi0pi±〉, |Spi±〉, |Api±〉 is
a± =
1
16pi
diag(2λ , 2λ ,
δ2
2
,
δ2
2
) . (2.14)
The s-wave unitarity conditions are imposed such that |a˜i0| ≤ 1 and |a˜i±| ≤ 1, with a˜i0 being all
eigenvalues of matrices of a±0 and a± above. By using the relations in Eq. (2.8), the perturbative
unitarity condition can impose the unitarity bounds to the Higgs boson masses and mixings.
2.2.2 The stability of the tree-level potential
To study the stability bound to the cxSM potential, we still only need to focus on the quartic terms
in Eq. (2.11)1. In this case, we parameterize two scalar fields as follows
|Φ| = r cos θ S = r sin θeiφ . (2.15)
1The stability condition for the full potential in Eq. (2.1) is listed in Appendix A.
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Thus, the quartic terms of the cxSM potential become
V (r, θ, φ) =
r4
16
[
(<d1 cos(4φ) + d2) sin4 θ + 2δ2 sin2 θ cos2 θ + 4λ cos4 θ
]
=
r4
16
[(<d1y + d2 − 2δ2 + 4λ)x2 + 2(δ2 − 4λ)x+ 4λ]
≡ r
4
16
F (x, y) (2.16)
where x ≡ sin2 θ ∈ [0, 1], y ≡ cos(4φ) ∈ [−1, 1]. The stability is ensured if F (x, y) > 0, ∀x ∈
[0, 1], ∀y ∈ [−1, 1]. Therefore, this should be checked for both the bulk regions inside the boundary
as well as all corners and edges.
At four corners of (x, y) = (0,−1) , (0, 1) , (1,−1) , (1, 1), we have
F (0,±1) = 4λ
F (1,±1) = d2 ±<d1 . (2.17)
Hence, the stability conditions at four corners are
λ > 0 && d2 + <d1 > 0 && d2 −<d1 > 0 . (2.18)
At four edges, we have F (x , y) being
F (0, y) = 4λ
F (1, y) = <d1y + d2
F (x,±1) = (d2 ±<d1 − 2δ2 + 4λ)x2 + 2(δ2 − 4λ)x+ 4λ
(2.19)
Thus we get:
x = 0 : λ > 0 (2.20a)
x = 1 : d2 −<d1 > 0 && d2 + <d1 > 0 (2.20b)
y = ±1 : 2δ2 ≥ d2 ±<d1 + 4λ || δ2 ≤ 4λ || 3δ2 ≥ d2 ±<d1 + 8λ || δ22 < 4λ(d2 ±<d1) ,
(2.20c)
where the first two conditions are the same as those in Eq. (2.18). For the bulk regions inside the
boundaries, since we do not have any extreme point, no condition should be imposed.
In summary, we need to satisfy both the conditions in Eq. (2.18) and Eq. (2.20c).
2.2.3 The global minimum condition
The last constraint involves the cosmological evolution of the cxSM, namely, the vacuum that
realizes the EWSB should be the lowest one comparing to other vacuum configurations. In terms
of the classical fields, there may be three different configurations for the symmetry breaking:
O : h→ 0 , S→ 0 ;
A : h→ 0 , S→ 1√
2
vse
iα ;
B : h→ v , S→ 1√
2
vse
iα , (2.21)
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As the temperature cools down, the symmetry breaking may occur either by one step via O → B,
or by two steps via O → A → B. The one-step symmetry breaking occurs if the configuration-B
is the only possible Higgs potential minimum, and the two-step symmetry breaking occurs if both
configure-A and configuration-B coexist as the Higgs potential minimum. The vacuum configura-
tions of A and B are obtained by solving the following cubic equations
A :
∂V
∂h
∣∣∣
h=0 ,S=vseiα/
√
2
= 0 ,
∂V
∂S
∣∣∣
h=0 ,S=vseiα/
√
2
= 0 , (2.22a)
B :
∂V
∂h
∣∣∣
h=v ,S=vseiα/
√
2
= 0 ,
∂V
∂S
∣∣∣
h=v ,S=vseiα/
√
2
= 0 . (2.22b)
The numerical solutions are then fed into V0(A) and V0(B), and the global minimum condition
V0(B) ≤ V0(A) will be imposed. The joint constraint from all theoretical constraints will be
imposed and displayed below when we discuss the GW signals.
3 The CP domain walls in the cxSM
3.1 The domain wall solution
The CP symmetry is spontaneously broken in the potential in Eq. (2.2) and there are subsequent
domain wall configurations associated with non-trivial CP phases, called the CP domain walls.
There are two degenerate vacua at ±α with α ∈ [−pi/2, pi/2] and the potential has a periodicity of
pi along the direction of α. Now we proceed to obtain the CP domain wall solutions. We work in
the Euclidean basis of
(φh(z) , φS(z) , φA(z)) ≡ (h(z) , S(z) cosα(z) , S(z) sinα(z)) ,
tanα(z) = φA(z)/φS(z) . (3.1)
The energy density for the CP domain wall is given by
ECP(z) =1
2
(∂zφh)
2 +
1
2
(∂zφS)
2 +
1
2
(∂zφA)
2 + V (φh, φZ , φA) , (3.2)
with the coordinate z being the spatial dimension perpendicular to the domain wall plane. The
potential in this basis is
V (φh, φS , φA) =
µ2
2
φ2h +
λ
4
φ4h +
b2 + <b1
4
φ2S +
b2 −<b1
4
φ2A
+
<d1 + d2
16
(φ4S + φ
4
A) +
d2 − 3<d1
8
φ2Sφ
2
A − V0 , (3.3)
with V0 being the potential height at the local minimum
V0 = −λ
4
v4 − cos(4α)<d1 + d2
16
v4s −
δ2
8
v2v2s . (3.4)
Here, we have used the minimization condition of Eq. (2.4) to eliminate the quadratic terms.
The equations of motion (EOM) for ~φ ≡ (φh, φS , φA) is expressed in the compact form of
d2
dz2
~φ = ~∇φV (~φ) , (3.5)
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with V (~φ) given in Eq. (3.3), and the boundary conditions being
~φ(z = −∞) = (v, vs cosα, vs sinα) ,
~φ(z = +∞) = (v, vs cosα,−vs sinα) . (3.6)
The Eq. (3.5) can be treated as the EOMs of a particle rolling between two boundaries in a potential
of U = −V :
d2
dt2
~r = −~∇U ⇒
{
d~v
dt = −~∇U ,
d~r
dt = v .
(3.7)
In one dimension, the solution (φ1D) can be obtained by starting at the minimum of U (maximum
of V )2 and revolving to two boundaries by using Runge-Kutta integration. The initial condition at
the minimum point of U is
φ1D = φ
max
1D ,
dφ1D
dz
=
√
2|∆V | , (3.8)
where φmax1D is the position of the maximum point of V (minimum point ofU ), and ∆V is the energy
difference between the maximum and minimum point of V . When extending to multi-dimension
field space, we adapt the path deformation algorithm in Ref. [60]. We start from an initial guess
of the path linking two local minima, solving the one-dimension problem along the path. With the
one-dimension solution (φ1D) and the path, we then calculate the ‘force’ acting on the ‘particle’
perpendicular to the path
N⊥ =
d2~φ
dφ21D
(
dφ1D
dz
)2
−∇⊥φ V (~φ) , (3.9)
where φ1D is the field coordinate along the path (choose to be from 0 to the length of the path in
field space) and∇⊥φ V (~φ) is perpendicular component of the gradient. The path in the field space is
then deformed according to the above force with two ends fixed until the perpendicular force N⊥
is negligible. After obtaining the solutions in terms of (φh , φS , φA), we convert them back into
the fields of (h , S , α) according to Eq. (3.1).
In Fig. 1, to illustrate the domain wall solution, we display a domain wall profile in the original
basis (h, S, α) and the corresponding energy density ECP(z) for the SCPV cxSM. The input cxSM
parameters are m1 = 125 GeV, m2 = 10 TeV, m3 = 10.1 TeV, vs = 100 TeV, (α1 , α3) =
(10−3 , 10−4). Due to the small mixing angles and small mass difference between m2 and m3,
the constraints in Eq. (2.9) determine that the boundary condition of the CP phase is close to α ≈
±pi/4. By integrating the energy density over the direction perpendicular to the wall, we can obtain
the tension of domain wall as follows
σ ≡
∫ +∞
−∞
dz ECP(z) . (3.10)
2We choose to start at the minimum point, instead of maximum point, of U to avoid the sensitive dependence on the
initial condition at one of the boundary when solving the equation numerically.
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Figure 1. The domain wall profiles of (h(z) , S(z) , α(z)) and the energy density E(z) for the SCPV. The
input cxSM parameters are: m1 = 125 GeV, m2 = 10 TeV, m3 = 10.1 TeV, vs = 100 TeV, (α1 , α3) =
(10−3 , 10−4).
3.2 The biased terms in the cxSM
As described above, stable domain walls lead to cosmological catastrophy as they overclose the
Universe and conflict with the cosmic microwave background (CMB) observed today. A popular
solution is to introduce a small symmetry breaking term, called the biased term, which lifts the
degenerate minima. It makes the walls unstable and annihilate at later times. In general, the
complex (b1 , d1) terms in the above potential Eq. (2.2) lead to the explicit CPV as
VCP(v , vs , α) = −
1
4
(
=b1 sin(2α)v2s +
=d1
4
sin(4α)v4s
)
, (3.11)
with (=b1 ,=d1) being the imaginary parts of complex parameters (b1 , d1), respectively. They
are the biased terms for CP domain wall annihilation in the cxSM we consider. The shift of two
degenerate minima induced by the biased potential is then given by
∆V =
∣∣∣VCP(v, vs, α = 12 cos−1( <b1−<d1v2s ))− VCP(v, vs, α = −12 cos−1( <b1−<d1v2s ))
∣∣∣
=
∣∣∣=b1
2
sin(2α)v2s +
=d1
8
sin(4α)v4s
∣∣∣
α= 1
2
cos−1( <b1−<d1v2s
)
. (3.12)
With the above biased potential, we can then evaluate the GWs from the domain wall collapse.
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4 The GWs from the collapsing domain wall
4.1 The constraints and predictions to the GW signals
The GWs from the domain wall annihilations were studied in Refs. [17, 42–44]. With the biased
term in the scalar potential, and assuming that the Universe was within the radiation dominated era
after the reheating 3, the temperature when the domain walls annihilated is determined by
Tann = 3.41× 10−2 GeVC−1/2ann A−1/2
(g∗(Tann)
10
)−1/4
σˆ−1/2∆Vˆ 1/2 , (4.1)
where we have defined the dimensionless quantities of
σˆ ≡ σ
1 TeV3
, (4.2a)
∆Vˆ ≡ ∆V
1 MeV4
, (4.2b)
for later convenience. Here, we take the area parameter as A ' 0.8 for the Z2 symmetric model.
TheO(1) constant Cann is determined by numerical simulation and is taken to be Cann = 2 below.
The peak frequency of the GWs at the annihilation time of domain walls is proportional to the
annihilation temperature Tann, and is given by
fpeak ' 1.1× 10−7 Hz
(g∗(Tann)
10
)1/2(g∗s(Tann)
10
)−1/3( Tann
1 GeV
)
' 3.75× 10−9 Hz
(g∗(Tann)
10
)1/4(g∗s(Tann)
10
)−1/3
C−1/2ann A−1/2σˆ−1/2∆Vˆ 1/2 . (4.3)
Here, g∗(Tann) and g∗s(Tann) count the relativistic degrees of freedom contributing to the energy
density and the entropy density, and are both 10.75 for 1 MeV . Tann . 100 MeV. The peak
energy density spectrum of the GW is
ΩpeakGW h
2(t0) = 7.2× 10−18 ˜GWA2
(g∗s(Tann)
10
)−4/3( Tann
10−2 GeV
)−4
σˆ2 , (4.4)
with ˜GW ' 0.7±0.4 in the scaling regime [15]. By using the annihilation temperature in Eq. (4.1),
the peak energy density spectrum becomes
ΩpeakGW h
2(t0) = 5.3× 10−20 ˜GWA4C2ann
(g∗s(Tann)
10
)−4/3(g∗(Tann)
10
)
σˆ4∆Vˆ −2 . (4.5)
When the lift of two degenerate vacua is small enough with the approximate discrete symme-
try, large scale domain walls are expected to be formed. The corresponding upper bound to the
energy bias reads [43]
∆V
V0
< 0.795 . (4.6)
In practice, this condition is easily satisfied in the CP domain wall we consider. On the other hand,
the magnitude of the energy bias should be sufficiently large so that the domain walls should have
been collapsed before they took over the energy density in the early Universe. Furthermore, one
3Discussions on the reheating temperature and impacts on the inflation can be found in Ref. [61].
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must also consider whether the walls spoil the standard scenario of BBN when the wall domination
occurs after the time of BBN. The energy constraints at the BBN epoch thus put a stringent con-
straint to the domain wall lifetime such that tann . 0.01 sec. The lower bound on the magnitude of
the energy bias in Eq. (3.12) is converted to
∆V 1/4 & 5.07× 10−4 GeVC1/4annA1/4σˆ1/4 . (4.7)
By combining Eq. (4.3) and Eq. (4.7), we find the lower bound on the peak frequency of the GWs
fpeak & 0.964× 10−9 Hz
(g∗(Tann)
10
)1/4(g∗s(Tann)
10
)−1/3
, (4.8)
which is independent of both the domain wall tension of σ and the energy bias of ∆V , and resides
around the most sensitive frequency of SKA accidentally.
The frequency dependencies of the GW energy spectrum are extrapolated based on the numer-
ical simulation and are given by the following rules [14, 15]
ΩGWh
2(f < fpeak) = Ω
peak
GW h
2(f/fpeak)
3 , (4.9a)
ΩGWh
2(f > fpeak) = Ω
peak
GW h
2(fpeak/f) . (4.9b)
in the scaling regime. We determine the discovery prospects of the GW signals by estimating the
SNR of [62]
SNR =
√
T
∫ fmax
fmin
df
[ΩGW(f)h2
Ωexp(f)h2
]2
, (4.10)
where Ωexp(f)h2 stands for the experimental sensitivity for the proposed GW programs. T is the
mission duration in years for each experiment, and we assume it to be five here. For illustration
below, we take the threshold SNR of 20 for discovery.
In the left panel of Fig. 2, we show the model-independent contours of fpeak and the GW peak
spectrum ΩGW ,peakh2 in the plane of log10(∆Vˆ ) versus log10(σˆ). The BBN lower bound on ∆Vˆ is
denoted by the red solid line, which corresponds to the peak frequency of fpeak ' 0.964×10−9 Hz.
One can see that, once the fpeak is enhanced by one order of magnitude with respect to the BBN
bound, the GW peak spectrum decreases more quickly by about eight orders. Also, along the
direction of decreasing ∆Vˆ and increasing σˆ, the GW peak spectrum enhances quickly until it
hits the BBN bound and exhibits a lower limit on the domain wall tension. From the right panel
of Fig. 2, we can see that the lower limit on the tension is given by the cross point of the BBN
bound and the contour with certain SNR for each GW detector. We find the minimal tension is
σˆ = 7000.9 (2685.3) for SKA (DECIGO) with SNR=20. Above this limit, for any fixed value of
tension, the energy bias ∆Vˆ needs to live in the region between the BBN bound (red curve) and
the contour with certain SNR in order to observe GW signal.
4.2 The future probes of the GWs
We shall evaluate the GW signals in the future probes of SKA and DECIGO. We scan the physical
parameters in the following ranges
10 TeV ≤ vs,m2 ≤ 100 TeV ,m3 = m2 + 100 GeV . (4.11)
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Figure 2. Left: The contours of fpeak and ΩGW,peakh2 in the plane of log10(σˆ) versus log10(∆Vˆ ). Right:
The BBN bound (red) and the contours with SNR=20 (solid) and 100 (dashed) for SKA (blue) and DECIGO
(green) detectors.
Figure 3. The tension log10(σˆ) in the plane of m2 versus vs and the contours for SKA (blue) and DECIGO
(red) with SNR= 20. The grey region has been excluded from the theoretical constraints as presented
in Section 2.2.
In Fig. 3, we show the domain wall tension log10(σˆ) in the plane of m2 versus vs. The grey region
has been excluded by the joint theoretical constraints as discussed in Sec. 2. The blue and red
curves correspond to the minimal tension required by the SKA and DECIGO with SNR = 20,
respectively. Again, the region above the blue (red) curve leads to sufficiently strong GW signals
for the future probes at the SKA (DECIGO) program.
To illustrate the probe of the CPV through GWs in the cxSM, we fix the input parameters as
m1 = 125 GeV ,m2 = 10 TeV ,m3 = 10.1 TeV , vs = 100 TeV ,
α1 = 10
−3 , α3 = 10−4 , (4.12)
and obtain the corresponding domain wall tension as σˆ = 34240. For this benchmark point, based
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Figure 4. Left: The GW spectra with the bounds of energy bias ∆Vˆ for the benchmark point. Right: The
allowed region of =d1 as a function of vs. We fix m2 = 10 TeV and assume =b1 = =d1v2s .
on the BBN bound and the required GW SNR = 20, one can get the limits on the energy bias as
∆Vˆ > 3627.8 (BBN) ,
∆Vˆ < 16812 (SKA ,SNR > 20) ,
∆Vˆ < 107844 (DECIGO ,SNR > 20) . (4.13)
The left panel of Fig. 4 (left) displays the GW spectra with the above bounds of energy bias ∆Vˆ
for this benchmark point. Their peak frequencies all reside around 10−9 Hz. The peak spectrum
is around 10−8(10−10)[10−11] for the BBN bound (SKA) [DECIGO]. To observe GW with SNR>
20, the GW spectra are expected to be lower than the red BBN bound and greater than the blue
(green) curve for SKA (DECIGO). By further varying vs ∈ (10, 100) TeV and assuming that
=b1 = =d1v2s , in the right panel of Fig. 4, we convert the bounds of ∆Vˆ to the detectable region of
the explicit CPV in the cxSM. It turns out that the =d1 as small as 5× 10−29 − 5× 10−28(10−27)
between the red BBN bound and the upper bound from SKA (DECIGO) with SNR > 20 can be
probed.
5 Summary
In this work, we discuss the possible existence of the topological structures arising from the cxSM.
To testify these structures experimentally, we trace to the relic GWs from the annihilations or
decays of these structures.
We consider the spontaneous breaking of the CP symmetry in the cxSM by involving the
complex singlet vev and the CP phase. We impose the constraints from the unitarity, stability
and the global minimal of the vacuum solutions on the parameter space of the cxSM. The joint
theoretical constraints exclude the region of 10 TeV < vs < 40 TeV and 30 TeV < m2 <
100 TeV.
The CP domain wall solutions are then obtained by solving the relevant field equations nu-
merically. The explicit CPV terms are introduced in the potential as biased terms to make the
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domain walls unstable and collapse. We consider the BBN bound on the magnitude of the energy
bias and find that the lower bound on the model-independent peak frequency of the GWs is around
10−9 Hz. By numerical solution of the domain wall tension, we evaluate the peak frequencies
and the spectrum of the GW signals, and obtain the related SNR at the future SKA and DECIGO
programs. To achieve sufficiently strong GW signals, for instance with SNR more than 20, the
domain wall tension is required to be at least σˆ & O(103). Above this minimal tension, the BBN
bound and the certain SNR requirement place a constraint on the probed range of the energy bias
∆Vˆ . We find that the GW spectrum can be probed in the future SKA and/or DECIGO programs,
when the typical mass scale of the cxSM is at least ∼ O(10) TeV and the explicit CPV terms are
as small as O(10−29) − O(10−27). The typical energy scales are beyond the scope of the future
high-energy pp colliders. Due to the singlet nature, the CPV mixing in the SM-like Higgs boson
cannot be searched for via the future EDM experiments. The GWs from collapsing domain walls
thus provide a complementarity to the probe of extremely small CPV at high-energy scale.
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A The Stability of the Potential
In Section 2.2.2, we have considered a simplified case with d3 = δ3 = 0. For completeness, here
we present the stability condition for the full potential in Eq. (2.1). The relevant quartic terms are
V (Φ,S) = λ|Φ|4 + δ2
2
|Φ|2|S|2 + d2
4
|S|4 +
(
d1
8
S4 +
d3
8
S2|S|2 + δ3
4
|Φ|2S2 + c.c.
)
(A.1)
In these terms, Φ only appears as |Φ|2, so the SU(2) is preserved. Then the left DOF is |Φ|2 ≡ h2
and S = S + iA. We parameterized them as
h = r cos θ
S = r sin θ cosφ
A = r sin θ sinφ (A.2)
Then the quartic part of the potential become
V (r, θ, φ) =
r4
16
(
sin4 θ (d1 cos(4φ) + d2 + d3 cos(2φ)) + 2 sin
2 θ cos2 θ(δ2 + δ3 cos(2φ)) + 4λ cos
4 θ
)
=
r4
16
(
x2(2d1y
2 + (d3 − 2δ3)y + 4λ− d1 + d2 − 2δ2) + x(2δ3y + 2(δ2 − 4λ)) + 4λ
)
≡ r
4
16
F (x, y) (A.3)
where x = sin2 θ ∈ [0, 1], y = cos(2φ) ∈ [−1, 1]. The stability is ensured if F (x, y) > 0, ∀x ∈
[0, 1], ∀y ∈ [−1, 1]. In order to achieve that, we need to check first the corners, then the edges, and
last the regions inside the boundaries.
At the four corners ((x, y) = (0,−1), (0, 1), (1,−1), (1, 1)), we have
F (0,−1) = F (0, 1) = 4λ
F (1,−1) = d1 + d2 − d3
F (1, 1) = d1 + d2 + d3 (A.4)
Then the condition are
λ > 0 && d1 + d2 − d3 > 0 && d1 + d2 + d3 > 0 (A.5)
At the four edges (x = 0, x = 1, y = −1, y = 1), we have
F (0, y) = 4λ
F (1, y) = 2d1y
2 + d3y − d1 + d2
F (x,−1) = (d1 + d2 − d3 − 2(δ2 − δ3) + 4λ)x2 + 2(δ2 − δ3 − 4λ)x+ 4λ
F (x, 1) = (d1 + d2 + d3 − 2(δ2 + δ3) + 4λ)x2 + 2(δ2 + δ3 − 4λ)x+ 4λ
(A.6)
Thus we get:
x = 1 : d1 ≤ 0 ||
∣∣∣∣ d34d1
∣∣∣∣ ≥ 1 || d2 − d1 − d238d1 > 0 (A.7)
y = ±1 : d1 + d2 ± d3 − 2(δ2 ± δ3) + 4λ ≤ 0 || δ2 ± δ3 − 4λ ≤ 0
|| 3(δ2 ± δ3)− 8λ ≥ d1 + d2 ± d3 || (δ2 ± δ3)2 < 4(d1 + d2 ± d3)λ (A.8)
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Inside the boundaries, we just need to find the minimum point and make sure it is positive.
From the form of F (x, y) we find that the extreme points are{
x = 0
y = 4λ−δ2δ3
(A.9)x =
8d1(δ2−4λ)−2δ3(d3−2δ3)
8d1(d1−d2+2δ2−4λ)+(d3−2δ3)2
y = −2δ3(d1−d2+δ2)+d3(δ2−4λ)4d1(δ2−4λ)+δ3(2δ3−d3)
(A.10)
The first one is covered when we consider the edges. Then we just need to make sure either the
second extreme point is not inside the boundaries or the value at this point is larger than 0 (no
matter it is maximum or minimum). Thus the final condition is
8d1(δ2 − 4λ)− 2δ3(d3 − 2δ3)
8d1(d1 − d2 + 2δ2 − 4λ) + (d3 − 2δ3)2 ≤ 0 ||
8d1(δ2 − 4λ)− 2δ3(d3 − 2δ3)
8d1(d1 − d2 + 2δ2 − 4λ) + (d3 − 2δ3)2 ≥ 1
||
∣∣∣∣2δ3(d1 − d2 + δ2) + d3(δ2 − 4λ)4d1(δ2 − 4λ) + δ3(2δ3 − d3)
∣∣∣∣ ≥ 1 || 8d21λ+ d1(2δ22 − 8d2λ− δ23) + d2δ23 + d23λ− δ2δ3d38d1(d1 − d2 + 2δ2 − 4λ) + (d3 − 2δ3)2 > 0
(A.11)
In summary, we need to satisfy all the conditions in Eq. (A.5), Eq. (A.7), Eq. (A.8) and Eq. (A.11).
References
[1] H. B. Nielsen and P. Olesen, Vortex Line Models for Dual Strings, Nucl. Phys. B 61 (1973) 45–61.
[2] T. Kibble, Topology of Cosmic Domains and Strings, J. Phys. A 9 (1976) 1387–1398.
[3] M. Hindmarsh and T. Kibble, Cosmic strings, Rept. Prog. Phys. 58 (1995) 477–562,
[hep-ph/9411342].
[4] A. Vilenkin and E. S. Shellard, Cosmic Strings and Other Topological Defects. Cambridge University
Press, 7, 2000.
[5] LIGO SCIENTIFIC, VIRGO collaboration, B. Abbott et al., Observation of Gravitational Waves from
a Binary Black Hole Merger, Phys. Rev. Lett. 116 (2016) 061102, [1602.03837].
[6] LIGO SCIENTIFIC, VIRGO collaboration, B. Abbott et al., GW170817: Observation of Gravitational
Waves from a Binary Neutron Star Inspiral, Phys. Rev. Lett. 119 (2017) 161101, [1710.05832].
[7] R. A. Battye, G. D. Brawn and A. Pilaftsis, Vacuum Topology of the Two Higgs Doublet Model, JHEP
08 (2011) 020, [1106.3482].
[8] G. D. Brawn, Symmetries and topological defects of the two higgs doublet model, 2011.
[9] C. Chatterjee, M. Kurachi and M. Nitta, Topological Defects in the Georgi-Machacek Model, Phys.
Rev. D 97 (2018) 115010, [1801.10469].
[10] M. Eto, M. Kurachi and M. Nitta, Constraints on two Higgs doublet models from domain walls, Phys.
Lett. B 785 (2018) 447–453, [1803.04662].
[11] M. Eto, M. Kurachi and M. Nitta, Non-Abelian strings and domain walls in two Higgs doublet
models, JHEP 08 (2018) 195, [1805.07015].
– 18 –
[12] A. Vilenkin, Cosmic Strings and Domain Walls, Phys. Rept. 121 (1985) 263–315.
[13] T. Vachaspati, A. E. Everett and A. Vilenkin, Radiation From Vacuum Strings and Domain Walls,
Phys. Rev. D 30 (1984) 2046.
[14] T. Hiramatsu, M. Kawasaki and K. Saikawa, Gravitational Waves from Collapsing Domain Walls,
JCAP 1005 (2010) 032, [1002.1555].
[15] T. Hiramatsu, M. Kawasaki and K. Saikawa, On the estimation of gravitational wave spectrum from
cosmic domain walls, JCAP 1402 (2014) 031, [1309.5001].
[16] N. Kitajima and F. Takahashi, Gravitational waves from Higgs domain walls, Phys. Lett. B 745
(2015) 112–117, [1502.03725].
[17] K. Saikawa, A review of gravitational waves from cosmic domain walls, Universe 3 (2017) 40,
[1703.02576].
[18] T. Krajewski, Z. Lalak, M. Lewicki and P. Olszewski, Domain walls in the extensions of the Standard
Model, JCAP 05 (2018) 007, [1709.10100].
[19] R. Zhou, J. Yang and L. Bian, Gravitational Waves from first-order phase transition and domain wall,
JHEP 04 (2020) 071, [2001.04741].
[20] R. Caldwell and B. Allen, Cosmological constraints on cosmic string gravitational radiation, Phys.
Rev. D 45 (1992) 3447–3468.
[21] R. Battye and E. Shellard, Global string radiation, Nucl. Phys. B 423 (1994) 260–304,
[astro-ph/9311017].
[22] R. Battye and E. Shellard, Primordial gravitational waves: A Probe of the very early universe,
astro-ph/9604059.
[23] D. G. Figueroa, M. Hindmarsh and J. Urrestilla, Exact Scale-Invariant Background of Gravitational
Waves from Cosmic Defects, Phys. Rev. Lett. 110 (2013) 101302, [1212.5458].
[24] Y. Cui, M. Lewicki, D. E. Morrissey and J. D. Wells, Cosmic Archaeology with Gravitational Waves
from Cosmic Strings, Phys. Rev. D 97 (2018) 123505, [1711.03104].
[25] Y. Cui, M. Lewicki, D. E. Morrissey and J. D. Wells, Probing the pre-BBN universe with
gravitational waves from cosmic strings, JHEP 01 (2019) 081, [1808.08968].
[26] J. A. Dror, T. Hiramatsu, K. Kohri, H. Murayama and G. White, Testing the Seesaw Mechanism and
Leptogenesis with Gravitational Waves, Phys. Rev. Lett. 124 (2020) 041804, [1908.03227].
[27] C.-F. Chang and Y. Cui, Stochastic Gravitational Wave Background from Global Cosmic Strings,
1910.04781.
[28] FCC collaboration, A. Abada et al., FCC-hh: The Hadron Collider: Future Circular Collider
Conceptual Design Report Volume 3, Eur. Phys. J. ST 228 (2019) 755–1107.
[29] M. Ahmad et al., CEPC-SPPC Preliminary Conceptual Design Report. 1. Physics and Detector, .
[30] V. Barger, P. Langacker, M. McCaskey, M. Ramsey-Musolf and G. Shaughnessy, Complex Singlet
Extension of the Standard Model, Phys. Rev. D79 (2009) 015018, [0811.0393].
[31] M. Jiang, L. Bian, W. Huang and J. Shu, Impact of a complex singlet: Electroweak baryogenesis and
dark matter, Phys. Rev. D93 (2016) 065032, [1502.07574].
[32] C.-W. Chiang, M. J. Ramsey-Musolf and E. Senaha, Standard Model with a Complex Scalar Singlet:
Cosmological Implications and Theoretical Considerations, Phys. Rev. D97 (2018) 015005,
[1707.09960].
– 19 –
[33] W. Cheng and L. Bian, From inflation to cosmological electroweak phase transition with a complex
scalar singlet, Phys. Rev. D98 (2018) 023524, [1801.00662].
[34] B. Grzadkowski and D. Huang, Spontaneous CP -Violating Electroweak Baryogenesis and Dark
Matter from a Complex Singlet Scalar, JHEP 08 (2018) 135, [1807.06987].
[35] S. Kanemura, M. Kikuchi, K. Mawatari, K. Sakurai and K. Yagyu, Full next-to-leading-order
calculations of Higgs boson decay rates in models with non-minimal scalar sectors, 1906.10070.
[36] N. Chen, T. Li, Y. Wu and L. Bian, Discriminate the discrete symmetry through the future e+e−
colliders and gravitational waves, 1911.05579.
[37] N. Darvishi and M. Krawczyk, CP violation in the Standard Model with a complex singlet,
1603.00598.
[38] W. Chao, CP Violation at the Finite Temperature, Phys. Lett. B 796 (2019) 102–106,
[1706.01041].
[39] ACME collaboration, J. Baron et al., Order of Magnitude Smaller Limit on the Electric Dipole
Moment of the Electron, Science 343 (2014) 269–272, [1310.7534].
[40] ACME collaboration, V. Andreev et al., Improved limit on the electric dipole moment of the electron,
Nature 562 (2018) 355–360.
[41] Ya. B. Zeldovich, I. Yu. Kobzarev and L. B. Okun, Cosmological Consequences of the Spontaneous
Breakdown of Discrete Symmetry, Zh. Eksp. Teor. Fiz. 67 (1974) 3–11.
[42] A. Vilenkin, Gravitational Field of Vacuum Domain Walls and Strings, Phys. Rev. D23 (1981)
852–857.
[43] G. B. Gelmini, M. Gleiser and E. W. Kolb, Cosmology of Biased Discrete Symmetry Breaking, Phys.
Rev. D39 (1989) 1558.
[44] S. E. Larsson, S. Sarkar and P. L. White, Evading the cosmological domain wall problem, Phys. Rev.
D55 (1997) 5129–5135, [hep-ph/9608319].
[45] C. Grojean and G. Servant, Gravitational Waves from Phase Transitions at the Electroweak Scale and
Beyond, Phys. Rev. D 75 (2007) 043507, [hep-ph/0607107].
[46] P. S. B. Dev and A. Mazumdar, Probing the Scale of New Physics by Advanced LIGO/VIRGO, Phys.
Rev. D 93 (2016) 104001, [1602.04203].
[47] C. Balazs, A. Fowlie, A. Mazumdar and G. White, Gravitational waves at aLIGO and vacuum
stability with a scalar singlet extension of the Standard Model, Phys. Rev. D 95 (2017) 043505,
[1611.01617].
[48] I. P. Ivanov, Building and testing models with extended Higgs sectors, Prog. Part. Nucl. Phys. 95
(2017) 160–208, [1702.03776].
[49] X. Wang, F. P. Huang and X. Zhang, Gravitational wave and collider signals in complex two-Higgs
doublet model with dynamical CP-violation at finite temperature, Phys. Rev. D 101 (2020) 015015,
[1909.02978].
[50] X. Wang, F. P. Huang and X. Zhang, Phase transition dynamics and gravitational wave spectra of
strong first-order phase transition in supercooled universe, 2003.08892.
[51] P. Amaro-Seoane et al., eLISA/NGO: Astrophysics and cosmology in the gravitational-wave
millihertz regime, GW Notes 6 (2013) 4–110, [1201.3621].
– 20 –
[52] P. Amaro-Seoane et al., Low-frequency gravitational-wave science with eLISA/NGO, Class. Quant.
Grav. 29 (2012) 124016, [1202.0839].
[53] W.-H. Ruan, Z.-K. Guo, R.-G. Cai and Y.-Z. Zhang, Taiji Program: Gravitational-Wave Sources,
1807.09495.
[54] TIANQIN collaboration, J. Luo et al., TianQin: a space-borne gravitational wave detector, Class.
Quant. Grav. 33 (2016) 035010, [1512.02076].
[55] G. Janssen et al., Gravitational wave astronomy with the SKA, PoS AASKA14 (2015) 037,
[1501.00127].
[56] S. Kawamura et al., The Japanese space gravitational wave antenna: DECIGO, Class. Quant. Grav.
28 (2011) 094011.
[57] H. E. Haber and Z. Surujon, A Group-theoretic Condition for Spontaneous CP Violation, Phys. Rev.
D 86 (2012) 075007, [1201.1730].
[58] B. W. Lee, C. Quigg and H. Thacker, The Strength of Weak Interactions at Very High-Energies and
the Higgs Boson Mass, Phys. Rev. Lett. 38 (1977) 883–885.
[59] B. W. Lee, C. Quigg and H. Thacker, Weak Interactions at Very High-Energies: The Role of the Higgs
Boson Mass, Phys. Rev. D 16 (1977) 1519.
[60] C. L. Wainwright, CosmoTransitions: Computing Cosmological Phase Transition Temperatures and
Bubble Profiles with Multiple Fields, Comput. Phys. Commun. 183 (2012) 2006–2013,
[1109.4189].
[61] J.-O. Gong, S. Pi and G. Leung, Probing reheating with primordial spectrum, JCAP 05 (2015) 027,
[1501.03604].
[62] C. Caprini et al., Science with the space-based interferometer eLISA. II: Gravitational waves from
cosmological phase transitions, JCAP 1604 (2016) 001, [1512.06239].
– 21 –
