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Resumo
EDUARDO, Alexandre Carlos, Diagnóstico de Defeitos em Sistemas Mecânicos Rotativos
através da Análise de Correlações e Redes Neurais Artificiais, Campinas: Faculdade
de Engenharia Mecânica, Universidade Estadual de Campinas, 2003. 138p. Tese
(Doutorado)
Este trabalho descreve uma metodologia de diagnóstico de defeitos em sistemas
mecânicos rotativos excitados por desbalanceamento e forças estocásticas tipo ruído
colorido, através da Análise de Correlações baseada na Matriz de Ljapunov e Redes
Neurais Artificiais (RNA’s). Este procedimento de diagnóstico de defeitos utiliza somente
as variáveis de estado medidas, não sendo necessária a medida direta da excitação
estocástica assim como da excitação harmônica. A excitação tipo ruído colorido é
modelada por um sistema dinâmico excitado por um ruído branco. Usando as propriedades
de correlações das variáveis de saída, é possível derivar relações específicas envolvendo os
parâmetros físicos do sistema e as matrizes de correlações das variáveis medidas. O defeito
no sistema rotativo é detectado monitorando a variação dos parâmetros físicos, através da
comparação das funções de correlação teóricas e estimadas. Redes Neurais Artificiais são
usadas como ferramentas para mapear as funções de correlação que envolvem as variáveis
que não podem ser medidas. A análise dos resultados é feita aplicando o método para
sistemas rotativos modelados com seis e quatorze graus de liberdade. Os bons resultados
desses exemplos mostram a viabilidade em estudos futuros nesta área. Também são
apresentados resultados da aplicação do método a uma bancada experimental, constituída
por um rotor vertical.
Palavras Chave
Diagnóstico de defeitos; Análise de Correlações; Equação de Ljapunov; Redes Neurais
Artificiais.
Abstract
EDUARDO, Alexandre Carlos, Fault Diagnosis in rotor systems through Correlation
Analysis and Artificial Neural Networks, Campinas: Faculdade de Engenharia
Mecânica, Universidade Estadual de Campinas, 2003.  138p. Tese (Doutorado)
This work presents a methodology of parameters fault diagnosis in rotating
mechanical systems excited by unbalance and coloured stochastic noise, through the
correlation analysis based on the Ljapunov Matrix and Artificial Neural Network (ANN).
This procedure of parameter fault diagnosis uses only measured state variables. The direct
measurement of the stochastic and harmonic excitation is not necessary.  Coloured noise
stochastic excitation is modeled by a dynamical system excited by white noise. Using the
properties of correlation of the output variables, it is possible to derive specific relations
involving the physical parameters of the system and the correlation matrices of the
measured variables. Faults in the rotor can be detected by monitoring the variation of the
physical parameters through a comparison of theoretical and estimated correlation
functions. Some variables are not measured and the correlation functions involving such
variables cannot be directly estimated. Artificial Neural Network is used as a tool to map
such correlations. The analysis of the results is made by the application of the method to a
rotor system modeled with six and fourteen degrees of freedom. The good results of these
examples show the viability of further studies in this area. Results of measurements made
in a vertical rotor test rig are also presented here.
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parâmetros inerciais do sistema;
P
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O estudo de máquinas rotativas ocupa uma posição destacada no contexto de máquinas e
estruturas em vista da grande quantidade de fenômenos típicos na operação desses equipamentos.
A existência de um componente rotativo apoiado em mancais e transmitindo potência cria uma
família de problemas que são encontrados nas mais diversas máquinas: sejam compressores,
turbinas, bombas, centrífugas, motores, máquinas de grande porte como em uma usina
hidroelétrica, de pequeno porte como em uma broca de dentista, de uso industrial como os
velocíssimos carretéis de uma máquina têxtil ou de uso doméstico como em uma máquina de
lavar roupas, todos são estudados a partir do mesmo formalismo teórico e avaliados
experimentalmente por técnicas de medição semelhantes.
Esses equipamentos muitas vezes são parte integrante de plantas de produção podendo sua
parada imprevista acarretar imensas perdas financeiras. Eles também podem ser oriundos de uma
área de tecnologia estratégica, como no caso das ultracentrífugas, onde qualquer desenvolvimento
deve ser realizado de forma criteriosa. Por outro lado, muitas vezes são equipamentos marcados
por uma vida bastante longa, como é o caso das turbinas Francis utilizadas para geração de
energia, onde suas propriedades dinâmicas mudam com o tempo, devendo as características do
sistema serem identificadas através de medições e avaliadas por um perito. A necessidade de
competência no país para o entendimento dos fenômenos ligados a máquinas rotativas é
indiscutível. No mundo globalizado, o conhecimento, a eficiência e a rapidez no processo de
inovação são elementos decisivos para a competitividade do desenvolvimento tecnológico de
última geração. Sendo assim, torna-se necessário um maior conhecimento para operação e
manutenção de máquinas e equipamentos, o que significa saber modelar, medir, processar sinais
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e diagnosticar os defeitos emergentes. Essas diversidades exigem sofisticações dos projetos de
engenharia, aumentando os requisitos de confiabilidade e segurança dos sistemas projetados, e de
seus elementos. Um bom projeto de máquinas deve prever uma operação segura e confiável.
Dentro deste contexto, aparecem dois órgãos de vital importância em toda indústria, a
produção e a manutenção. É imprescindível que estes órgãos trabalhem intimamente
correlacionados para que se possa atingir um equilíbrio ótimo entre a disponibilidade dos
equipamentos e o custo da atividade da manutenção. Para atingir este equilíbrio, a manutenção
influencia a disponibilidade através da manutenção corretiva, preventiva e preditiva, estando a
última inserida no escopo da linha de pesquisa deste trabalho.
Os avanços e os desenvolvimentos de hardware e software específicos na área de
engenharia permitiram uma demanda bastante considerável de indústrias e setores de pesquisa em
relação à aplicação de procedimentos quantitativos e qualitativos de Manutenção Preditiva das
máquinas. Este tipo de manutenção se diferencia da chamada Manutenção Corretiva e Preventiva,
onde a primeira consiste basicamente em deixar que as máquinas funcionem até que apresentem
algum defeito ou algo próximo disso, para então programar a correção dos problemas. Este
método é o que acarreta maiores custos associados a perdas de produção, devidos às paradas
inesperadas e à impossibilidade de um planejamento eficiente.
A Manutenção Preventiva consiste basicamente na programação de intervenções nas
máquinas com base na estimativa de um período médio de ocorrência de defeitos; esse método
normalmente resulta em substituição de componentes em bom estado, o que ocasiona grandes
desperdícios e como conseqüência, custos de manutenção muitos elevados.
Manutenção Preditiva consiste basicamente em monitorar parâmetros que caracterizem a
condição de operação da máquina de forma a poder detectar, prever a época da provável
ocorrência, e se possível, diagnosticar o tipo de defeito para que se possa planejar a operação de
manutenção na ocasião e na forma mais conveniente. O parâmetro que melhor caracteriza a
condição de operação varia de acordo com o equipamento em questão. Indústrias com grande
diversidade de equipamentos, tais como usinas siderúrgicas, empregam com maior ou menor
freqüência diversas técnicas de monitoramento, porém, nessas usinas, o monitoramento de
vibrações é sempre a técnica mais empregada. A vantagem do monitoramento de vibração para
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diagnóstico de defeitos reside na riqueza de informações, que podem ser extraídas da análise de
vibrações de máquinas rotativas, que constituem a grande maioria do parque de máquinas das
indústrias. Vibração em máquina rotativa é o resultado do desbalanceamento residual nas partes
girantes do equipamento, desalinhamento, forças dinâmicas externas e forças devidas à interação
com fluidos em geral. Evidentemente, um certo nível de vibração deve ser tolerado sem com isto
prejudicar, de forma alguma, a segurança do sistema. Mudanças nas condições de operação do
sistema, tais como: potência, velocidade rotacional, podem variar os níveis de vibração. Uma
outra possibilidade de alteração das condições vibratórias do equipamento em operação seria
aquela em decorrência de mudanças no alinhamento e/ou no comportamento dos mancais e/ou
em quaisquer dos parâmetros construtivos. Na Manutenção Preditiva via monitoramento da
vibração a condição de operação da máquina é avaliada contínua ou periodicamente. A época de
revisão da máquina é determinada quando se prevê que níveis inaceitáveis de vibração serão
atingidos.
Embora as máquinas rotativas sejam usualmente bem construídas e robustas, a
possibilidade de ocorrência de defeitos é inevitável. O monitoramento, identificação e
diagnóstico de defeitos em componentes críticos de equipamentos, bem como a evolução dos
defeitos operacionais, exigem o desenvolvimento e a automatização de metodologias precisas,
robustas, de resposta rápida, com baixo custo operacional.
As metodologias convencionais de diagnóstico de defeitos nem sempre resolvem
particularidades inerentes à natureza do problema. Tem-se, então, de se fazer mudanças e/ou
complementações em suas formulações. Pode-se citar como casos típicos de tais particularidades:
controle da forças de excitação externa aplicadas ao sistema; impossibilidade de medição de
determinadas forças aleatórias, como por exemplo, o contato entre fluido e estrutura em uma
turbina; excitação transmitida de uma máquina para outra.
1.2 Objetivos do Trabalho
O trabalho tem por objetivo no desenvolvimento de uma metodologia de diagnóstico de
defeitos em sistemas mecânicos rotativos excitados por forças estocásticas e harmônicas, onde
somente seja possível o acesso às variáveis de estado do sistema, com ou sem perturbações de
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medidas. É assumido que as medições das excitações estocásticas não sejam possíveis de serem
realizadas.
A metodologia é desenvolvida utilizando a técnica de Análise de Correlações baseada na
Equação Matricial de Ljapunov e Redes Neurais Artificiais. Deve-se ressaltar que a utilização de
uma determinada técnica complementando outra, possibilita um maior conjunto de informações e
riquezas na avaliação final do diagnóstico do problema.
Um outro objetivo deste trabalho é verificar experimentalmente, através de uma bancada
constituída por um rotor vertical, montada no Laboratório de Projeto Mecânico, a metodologia
analítica proposta com alguns casos analisados.
1.3 Métodos de Detecção e Diagnóstico de Defeitos
Ao longo das últimas décadas, a temática envolvendo o problema de detecção e diagnóstico
de defeitos recebeu grande destaque, principalmente pela disponibilidade crescente e o progresso
de ambientes computacionais, que facilitaram as aplicações de uma larga variedade de métodos
para diagnóstico em tempo real. Muitos desses métodos foram desenvolvidos em diferentes áreas,
como na teoria de detecção e diagnóstico de defeitos, processamento de sinais e inteligência
artificial (AI).
Em conseqüência disto, os métodos diferem com respeito ao tipo de conhecimento que eles
são baseados e como este conhecimento é usado para o desenvolvimento do diagnóstico do
sistema sob defeito. Entende-se por defeito no sistema qualquer alteração nas características do
mesmo que produza diminuição de sua eficiência. Quando se detecta um defeito no sistema,
normalmente um sinal de alarme é acionado automaticamente, indicando que a partir daquele
instante, o sistema apresenta defeito. A partir desta indicação, busca-se diagnosticar o problema,
ou seja, localizar o componente do sistema que apresenta defeito. A eficiência dos métodos de
detecção de defeitos é, em geral, tanto melhor quanto maior é o conhecimento sobre a dinâmica
do sistema em estudo.
Esta abordagem foi discutida em 1983 pelo “SAFEPROCESS (Fault Detection,
Supervision and Safety for Technical Processes) Technical Committee”, padronizando algumas
definições no campo de Supervisão, Diagnose e Detecção de Defeitos. Algumas definições
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podem ser encontradas, por exemplo, no “RAM (Reability, Availability and Maintainability)”
-dicionário (1988).
Segundo Isermann e Ballé (1999) atualmente existem dois métodos principais para
detecção de defeitos em sistemas dinâmicos: Método Baseado em Modelo Matemático e Método
Baseado em Conhecimento. O primeiro método contempla relações matemáticas redundantes
(redundância analítica) do sistema dinâmico em estudo. O segundo método ou métodos
heurísticos compõe a classe da inteligência artificial (AI).
Os métodos baseados em modelos matemáticos que descrevem o comportamento dos
sistemas mecânicos têm sido aperfeiçoados constantemente e constituem, por si só, uma grande
linha de pesquisa. Estes modelos são importantes para um melhor conhecimento do sistema,
fornecendo dados qualitativos e quantitativos a respeito do comportamento dinâmico. Através da
observação constante de seu comportamento dinâmico, em conjunto com os conhecimentos do
Modelo Matemático, pode-se avaliar as conseqüências de possíveis mudanças no seu
comportamento (Patton et al., 1989).
Em Algumas condições particulares, como por exemplo, as medições dos sinais em
componentes de turbinas de avião, as técnicas de monitoramento de sistemas fazem uso de um
arranjo redundante de sensores. Para cada variável que pode ser medida, utilizam-se dois ou mais
sensores que fornecerão informação redundante sobre o estado do sistema. Através da leitura dos
sensores e utilizando uma lógica de decisão simples, pode-se concluir se existe um defeito no
sistema (quando todos os sensores se modificam) ou um defeito na instrumentação (quando
apenas um sensor se modifica).
O uso redundante de sensores (redundância de hardware), apesar de muito empregado em
sistemas de alto risco (usinas atômicas, sistemas aeronáuticos, geradores hidroelétricos), carrega
ainda algumas desvantagens. A instrumentação adicional encarece sobremaneira o sistema e nem
sempre se consegue confiabilidade suficiente.
Uma maneira alternativa para se diminuir o custo da instrumentação é fazer uso do Modelo
Matemático do sistema em operação. A partir do modelo do sistema e das variáveis medidas
pode-se construir relações matemáticas redundantes (redundância analítica) e, a partir destas
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relações, montar-se uma lógica de decisão que será utilizada para detectar e localizar um possível
defeito no sistema. A utilização do Modelo Matemático representativo do sistema contribui ainda
para um diagnóstico mais preciso do defeito, uma vez que, além da detecção do instante de
ocorrência do defeito, pode-se localizar fisicamente o local provável do defeito no sistema.
Com a criação em 1991 do primeiro SAFEPROCESS (Fault Detection, Supervision and
Safety for Technical Processes), organizado pela Federação Internacional de Controle
Automático (IFAC - International Federation of Automatic Control), o interesse na área de
detecção de diagnóstico de defeitos aumentou consideravelmente, reunindo diversos
pesquisadores na área de Detecção, Isolação e Diagnóstico de Defeitos, abordando os mais
diversos assuntos nesta temática.
Na literatura, os métodos de Detecção e Diagnóstico de Defeitos baseados em modelos são
conhecidos pela nomenclatura MBFDI (Model Based Fault Detection and Isolation). Não é
objetivo aqui de se fazer uma revisão detalhada de todos os métodos que atualmente estão em
uso. A discussão é restrita a método(s) que possibilitem avaliar, identificar e diagnosticar
prováveis alterações no comportamento dinâmico de uma máquina rotativa excitada por forças
estocásticas.
Segundo Venkat et al. (2003), os métodos de diagnóstico de defeitos podem ser divididos
nas seguintes categorias:















•  Observador de estado;
•  Geradores de Resíduo;
•  Equações de Paridade;
















1.3.1 Métodos de Detecção de Defeitos baseados em Modelos Matemáticos
Os primeiros trabalhos relacionados com o desenvolvimento de métodos de detecção de
defeitos baseados em modelos datam mais ou menos da década de 70. Beard (1971) e Jones
(1973) estudaram o problema de detecção de defeitos em sistemas dinâmicos lineares usando
observadores de estado. A idéia principal nesta abordagem é utilizar um modelo dinâmico (dito
observador) do sistema real que gere sinais que possam ser comparados com os sinais medidos
no sistema real. Desta comparação resulta um sinal de diferença, ou resíduo, que deve ser
idealmente zero, caso não haja defeito no sistema. Quando o sinal do resíduo difere de zero,
existe, a princípio, alguma alteração não prevista no sistema real. Esta alteração pode significar
um defeito no próprio sistema ou na instrumentação do mesmo. Himmelblau (1978) publicou o
primeiro livro sobre métodos de detecção e diagnose de defeitos em processos químicos.
Detecção de defeitos baseada sobre redundância analítica de múltiplos observadores foi mostrada
por Clark (1978). Diferentes considerações sobre o modelo do observador e a forma de gerar os
sinais de resíduo podem ser encontradas em Frank (1980), Phatak e Viswanadhan (1988), Park e
Stein (1988), Tsui (1989), Massoumnia et al. (1989), Guan e Saif (1991), Hou (1992,1994), Huh
e Stein (1994) e Park e Rizzoni (1994a).
A aplicação de observadores de estado como técnica de MBFDI encontra algumas
limitações nos casos reais. Sabe-se que os modelos matemáticos não são exatamente perfeitos,
uma vez que contêm hipóteses simplificadoras. Isto leva a diferenças de comportamento
dinâmico entre o modelo e o sistema real e, desta forma, um sinal de resíduo não nulo deve
existir mesmo na ausência de defeito. Além disso, nas medições reais é inerente a existência de
ruído nos sinais fornecidos pelos sensores.
Estas considerações de aspecto prático levaram à necessidade de se construir geradores de
resíduo através de observadores de estado que fossem menos sensíveis a ruídos de sinal e
incertezas de modelagem ou, em outras palavras, geradores de resíduo robustos (robust residual
generation). Este tema despertou e ainda desperta grande interesse dos pesquisadores, tais como
Watanabe e Himmelblau (1982), Chen e Zang (1991), Márquez e Diduch (1992), Magni et al.
(1992), Saif (1993), Ge (1988, 1989), Patton (1992), Chen e Patton (1999), Tsui (1994), Frank
(1994) e Kinnaert e Peng (1995).
8
Métodos baseados em equação de paridade foram tratados por (Chow e Willsky, 1984), e
então trabalhos subseqüentes  desenvolvidos por Patton e Chen (1991), Gertler (1991), Hofling e
Pfeufer (1994) e o livro de Patton e Chen (1991).
Se o sistema em estudo não pode ser apropriadamente modelado na forma determinística,
ou seja, se o modelo for estocástico, MBFDI pode ser feito através de filtros de Kalman. Neste
caso, o sinal de resíduo para o sistema sem defeito deve ser idealmente um processo do tipo ruído
branco, com média zero, como mostra Naeini (1988), Tanaka (1990,1993), Wagner (1992),
Korbicz (1993) e Nikoukhah (1994).
O uso de métodos de estimação de parâmetros para detecção de defeitos em sistemas
dinâmicos foi abordado por Bakiotis, et al. (1979), Geiger (1982), Filbert e Metzger (1982). O
desenvolvimento de métodos de detecção de defeitos baseados na modelagem, estimação de
parâmetros e estados foi então abordado por Isermann (1984).
Neste sentido, houve interesse em desenvolver métodos de MBFDI que fornecessem um
diagnóstico mais preciso sobre a causa do problema no sistema. Uma conseqüência direta desta
busca foi utilizar algoritmos de estimação de parâmetros em tempo real, para monitorar o sistema
de uma forma mais completa. Os parâmetros estimados podem estar diretamente relacionados aos
parâmetros físicos do sistema (parâmetros construtivos), como por exemplo, rigidez,
amortecimento e massa, ou indiretamente relacionados (parâmetros característicos), como por
exemplo, freqüências naturais e modos de vibrar. É bastante ampla a literatura destinada
especificamente à estimação de parâmetros em sistemas dinâmicos, como mostram Isermann
(1974) e Young (1981). Porém a utilização destas técnicas em MBFDI é relativamente recente.
Basseville et al. (1987, 1993), Chen (1992) e Merrington (1994) utilizaram o modelo auto-
regressivo de médias móveis (ARMA) no monitoramento de parâmetros de sistemas dinâmicos.
Neste caso, o modelo ARMA é ajustado ao sistema sem defeito e seus parâmetros (parâmetros
característicos) são continuamente estimados. Através da estrutura do Modelo Matemático
tenta-se correlacionar as variações dos parâmetros estimados com diferentes tipos de defeitos.
Como esta relação nem sempre é direta, é necessário construir uma relação heurística (causa e
efeito) para diversos tipos de defeito. Com este conjunto de relações é possível identificar qual ou
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quais parâmetros do modelo ARMA são mais sensíveis a variações de determinados parâmetros
físicos.
À medida que o conhecimento sobre o sistema em estudo aumenta, aumenta também a
capacidade de detectar e localizar precisamente um problema qualquer. Se o Modelo Matemático
estiver bem ajustado ao sistema real, pode-se fazer a estimação de parâmetros característicos que
estão diretamente relacionados aos parâmetros físicos do sistema, ou mesmo estimar diretamente
os parâmetros físicos, como feito por Isermann (1991, 1992), Wang (1993), Deibert (1992), Li
(1993), Simani (2000). A estimação direta dos parâmetros físicos fornece, sem dúvida, um
diagnóstico preciso sobre qualquer alteração que possa ocorrer no sistema, porém, é necessário
amplo conhecimento do processo e das variáveis medidas, o que não acontece na grande maioria
das aplicações práticas.
Um importante aspecto desses métodos é de identificar, detectar e diagnosticar um defeito
eminente. Um tipo de defeito pode ser distinguido entre aditivo e multiplicativo.Um defeito
aditivo é evento indesejado que pode se apresentar na entrada e/ou na saída do sistema dinâmico.
Sua atuação geralmente se dá no comportamento dos sinais medidos e/ou observados, após um
processo de filtragem. Um defeito multiplicativo se apresenta quando as mudanças ocorrem nos
parâmetros do modelo do sistema dinâmico, isto é, uma perturbação multiplicativa promoverá
alterações nos valores dos elementos das matrizes de entradas do vetor de estado do Modelo
Matemático do sistema. As diferenças entre defeitos aditivos e multiplicativos são tratados na
metodologia de diagnóstico Gertler (1991) e Hofling (1994).
A estimação de parâmetros como técnica de MBFDI permite, de modo geral, um nível de
análise bastante profundo sobre o defeito no sistema. Entretanto, quando se considera a presença
de ruído no sinal medido, ocorre grande variação nos parâmetros estimados, o que dificulta o
diagnóstico do problema. Uma forma alternativa de MBFDI para sistemas que contém ruídos
aleatórios na forma estacionária é utilizar as funções de correlação de sinal. Sabe-se que, para
sistemas estacionários, as funções de correlação tendem para valores estáveis e constantes. Esta
propriedade pode ser utilizada para estimação de parâmetros e, conseqüente, diagnóstico de
defeitos. A estimação de parâmetros e detecção de defeitos em sistemas dinâmicos estacionários
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utilizando funções de correlação foi estudada por vários pesquisadores tais como, Tse (1975), El-
Sherief (1980), Kubruslky (1983), Pederiva (1992), Cooper (1994) e Chiarello (1998).
  1.3.2 Métodos de Detecção de Defeitos baseados em Conhecimento





A característica principal desses métodos é projetar o sistema de diagnóstico na observação
de determinados eventos e correlacionar estes eventos com as fontes de defeito observadas em
ocasiões anteriores ou adquiridas em tempo de operação (Ayoubi, 1994).
Cada método possui características específicas, ficando a critério do usuário escolher um
método ou combinações de métodos que se adaptem à solução de seu problema particular
Rengaswamya et al. (2001). Neste trabalho será explorada a potencialidade das Redes Neurais.
Um dos grandes temas de pesquisa nas últimas décadas tem sido a busca de representações
matemáticas capazes de reproduzir o comportamento de um sistema linear ou não linear
(Narendra e Parthasarathy, 1990) sendo que uma das principais ferramentas utilizadas atualmente
para tal propósito são as Redes Neurais Artificiais.
Nos últimos anos têm-se utilizado as redes neurais artificiais para representar o
conhecimento e reconhecer padrões de defeitos em sistemas dinâmicos. Arquiteturas de redes
neurais de vários tipos foram utilizadas visando a detecção de defeitos: Hoskins et al. (1988,
1991) utilizam a rede neural multicamada para diagnóstico em processos químicos simples e
complexos, visando mostrar a habilidade de classificação da rede neural na presença de ruído.
Naidu et al. (1990) usam uma rede neural multicamada para detectar defeitos de sensores em
sistemas de controle de processos e comparam com a técnica do erro quadrático de integral finita,
além de mostrarem a habilidade da rede neural em capturar características não-lineares e a
possibilidade de realizar treinamento on-line. Sorsa et al. (1991, 1993) mostram a capacidade de
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uma rede neural no diagnóstico de um reator químico, e estudam as diferentes arquiteturas
(multicamada counterpropagation, funções de base radial e mapas de Kohonen), concluindo que a
arquitetura de uma rede neural multicamada é a mais apropriada. Polycarpou e Hellmicki (1995)
apresentam uma forma automática de projetar um sistema de detecção e acomodação usando
aproximadores on-line via redes neurais (redes multicamadas e funções de base radial). Maki e
Loparo (1997) mostram a utilização de redes neurais multicamadas em fases transitórias dos
sistemas, que dependem do tempo.
Demetriou e Polycarpou (1998), utilizaram uma rede neural multicamada para o
diagnóstico de defeitos incipientes em sistemas dinâmicos. Marcu et al. (1997,1998) propõem
uma rede neural multicamada dinâmica para a geração de resíduos e uma rede neural
multicamada estática para a classificação de defeitos.
No trabalho de Belli et al (1999), foram exploradas as capacidades e habilidades das Redes
Neurais em aproximar processos estocásticos, mapeamento de dados de entrada e saída
determinísticos. Como os processos estocásticos podem ser vistos como funções aleatórias, eles
incluem funções determinísticas como um caso particular, assim a classe de Rede Neural
Estocástica pode ser considerada como uma generalização de redes neurais usualmente
empregadas. Foi formulada matematicamente uma relação entre os parâmetros do processo e os
pesos sinapticos da rede neural a partir das informações das funções de covariâncias dos sinais
medidos. Foram feitas comparações entre as funções de covariâncias teóricas, variando alguns
parâmetros da rede neural. Os autores concluíram que os parâmetros utilizados e o algoritmo
influenciam nos resultados finais obtidos.
Eduardo e Pederiva (2002) abordaram esta temática estendendo a formulação matemática
no processo de monitoramento e detecção de defeitos em sistemas mecânicos, submetidos a
sinais estocásticos. Utilizou-se um modelo de rede neural autoregressivo com média móvel
(ARMA) para fazer o mapeamento das variações das respectivas funções em relação aos defeitos
apresentados. Uma conclusão importante neste trabalho é que os pesos sinapticos da rede tendem
para valores iguais aos dos parâmetros do modelo ARMA.
Pederiva e Eduardo (2002) estudaram a aplicação deste método, considerando o estudo de
detecção de defeitos em um sistema mecânico rotativo com inclusão de forças de
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desbalanceamentos desconhecidas, onde ruídos e incertezas estão presentes. Através da equação
de estado e da definição da função de correlação para sistemas estacionários, obteve-se a Equação
Matricial de Ljapunov que contempla os parâmetros físicos do sistema com as funções de
correlação entre os sinais medidos.
A abordagem sobre o diagnóstico de defeitos em sistemas rotativos através da análise de
correlações e redes neurais foi estudada por Eduardo e Pederiva (2003), que apresentaram uma
metodologia de diagnóstico de defeitos em sistemas mecânicos rotativos excitados por força de
desbalanceamento e ruído colorido. Foram montadas arquiteturas neurais obtidas através da
Equação Matricial de Ljapunov e Redes Neurais, para detectar variações nas variáveis de estado
medidas.
Embora existam várias técnicas de diagnóstico de defeitos usando modelos matemáticos,
ainda há grandes limitações na utilização das mesmas quando se trata de problemas que
envolvam excitações ou ruídos de caráter aleatório. Além disso, é reduzido o número de trabalhos
tratando especificamente desta abordagem. Verificou-se pela pesquisa bibliográfica que muito
ainda precisa ser feito no sentido de aproximar os métodos teóricos (testados em simulações
numéricas) dos métodos mais práticos (usados em equipamentos reais). Esta verificação trouxe
incentivo para desenvolver um metodologia em MBFDI que pudesse ser aplicada no
monitoramento de sistemas mecânicos reais. Antes de qualquer aplicação experimental é
necessário, ou ao menos aconselhável, uma simulação numérica para validar a metodologia
proposta. As simulações numéricas devem ser feitas observando-se as condições encontradas na
prática. A simulação de um sistema mecânico real, por sua vez, deve incluir restrições quanto ao
número de medidas que podem ser feitas e ruídos de medição. É dentro deste contexto que este
trabalho foi desenvolvido. É realizada uma verificação experimental da metodologia proposta.
Neste sentido, este trabalho contribui apresentando uma nova metodologia para
monitoramento e diagnóstico de defeitos de um sistema mecânico rotativo excitado por forças de
desbalanceamento e estocásticas, onde somente seja possível o acesso às variáveis de estado do
sistema, com ou sem perturbações de medidas. É assumido que as medições das excitações de
caráter estocástico não sejam possíveis de serem realizadas.A abordagem baseia-se no emprego
da Equação Matricial de Ljapunov para sistemas lineares estacionários (Melsa e Sage, 1972;
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Pederiva, 1992; Chiarello, 1998) e Redes Neurais Artificiais (Haykin, 1999). Através de
manipulações algébricas chega-se um conjunto de equações que descrevem o comportamento do
sistema envolvendo os parâmetros físicos, juntamente com as funções de correlação entre os
sinais medidos. São determinados os Desvios Quadráticos Médios das diferenças observadas
entre as correlações de cada arquitetura. Para implementação computacional foram usados os
recursos do software Matlab® e Simulink®. A utilização desta metodologia para monitoramento e
diagnóstico de defeitos em máquinas rotativas é uma abordagem relevante e original.
1.4 Divisão do Trabalho
A seguir, apresenta-se um resumo dos capítulos apresentados neste trabalho:
Capítulo 1 - Introdução: Descrevem-se o atual estado da arte, a localização do trabalho
dentro deste contexto e os objetivos principais.
Capítulo 2 - Modelagem Teórica: Descreve-se a modelagem de sistemas mecânicos
excitados estocasticamente. É desenvolvida a Equação Matricial de Ljapunov para sistemas
estacionários.
Capítulo 3 - Desenvolvimento da Metodologia para Diagnóstico de Defeitos:
Descreve-se os conceitos básicos de Redes Neurais Artificiais (RNA’s) e sua aplicação
dentro do contexto do trabalho. É realizada uma confluência com a Equação Matricial de
Ljapunov desenvolvida, com o propósito de desenvolver uma metodologia para
Diagnóstico de Defeitos para sistemas dinâmicos.
Capítulo 4 - Simulações Computacionais: A metodologia de diagnóstico de defeitos
proposta é aplicada analisando dois modelos com configurações geométricas diferentes sob
defeitos individuais e combinados nos parâmetros.
Capítulo 5 - Aquisição de dados e Verificação Experimental: Apresenta-se a bancada
experimental e uma descrição do programa de aquisição de dados, da montagem e do
experimento. Os experimentos foram realizados para a condição normal de funcionamento
e para defeitos nos parâmetros físicos da máquina.
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Capítulo 6 - Conclusões e Sugestões para próximos trabalhos: Apresenta as conclusões
a respeito do trabalho desenvolvido com sugestões para prosseguimento do mesmo.






Neste capítulo apresenta-se um desenvolvimento matemático aplicado para sistemas
dinâmicos lineares excitados por um processo estocástico estacionário. A classe de processos
estocásticos estacionários é caracterizada pelo fato de suas propriedades estatísticas serem
invariantes relativamente a qualquer translação no tempo. Também as propriedades estatísticas
conjuntas para dois instantes diferentes não são funções desses instantes, mas sim da diferença
temporal. Este fato permite que as propriedades estatísticas de processos estacionários sejam
muito mais fáceis de determinar do que as de um processo não estacionário.
É feita uma modelagem matemática de um sistema mecânico rotativo obtendo-se a resposta
do sistema na forma da equação de espaço de estado discretizada no tempo. A princípio,
assume-se que a excitação seja um processo do tipo ruído branco. Esta hipótese é uma
idealização teórica não verificada em sistemas reais. Dessa forma, estende-se, numa segunda
etapa, a análise para processos do tipo ruído colorido como excitação. Essas excitações são
obtidas a partir de um filtro, ou seja, da resposta de um sistema dinâmico excitado por ruído
branco. O sistema filtro é utilizado em condições mais restritivas de medição visando representar
uma condição prática
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2.2 Modelagem Matemática de Sistemas Mecânicos Vibratórios
A resposta dinâmica de estruturas mecânicas tem sido alvo de investigação de um grande
número de pesquisadores. Dentre os objetivos de tal esforço, pode-se destacar a caracterização
das freqüências naturais, modos próprios de vibrar e o estudo da resposta a diferentes excitações.
A compreensão de tais características permite ao pesquisador alterar conscientemente
determinados parâmetros de um dado projeto, tais como dimensões e materiais, de modo a obter
ou modificar características específicas do seu comportamento, com vistas à redução dos custos
de fabricação, aumento da confiabilidade, durabilidade e performance.
A formulação de um modelo matemático que represente de maneira razoável, um sistema
real não é tarefa simples, requer o conhecimento prévio de parâmetros de projeto como
dimensões e dados de materiais. É necessário ainda dispor de um elenco de hipóteses
simplificadoras que viabilizem o modelo numérico sem, contudo, descaracterizar seu
comportamento. Por esta razão, é quase sempre necessária a validação do modelo teórico com o
modelo experimental, seja em escala real ou reduzida. Essa validação será vista em capítulos
posteriores.
Entende-se por modelo matemático a idealização de um sistema real, onde se procura
reproduzir seu comportamento dinâmico através de equações matemáticas. O modelo de um
sistema mecânico tentará reproduzir, pela combinação de parâmetros físicos que representam a
sua massa, rigidez e amortecimento, as relações entre os esforços e o movimento em todos os
seus componentes.
Considera-se um sistema mecânico com N graus de liberdade que possa ser representado
pela seguinte equação diferencial matricial:
( ) ( ) ( ) ( )tSutQtPtM =++ ξξξ !!! (2.1)
onde:
M é uma matriz quadrada de ordem f denominada matriz de massa, onde se encontram os
parâmetros inerciais do sistema;
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P é uma matriz ( f , f ) correspondente às forças proporcionais às velocidades;
Q  é uma matriz ( f , f ) correspondente às forças proporcionais aos deslocamentos;
S  é a matriz ( f , p )  de entradas;
u(t) é um vetor p-dimensional das excitações ou entradas;
( ) ( ) ( )ttt ξξξ ,, !!!  são vetores f correspondentes às acelerações, velocidades e deslocamentos
respectivamente;
2.3 Representação da Equação do Movimento no Espaço de Estados
A equação (2.1) pode ser reescrita como,
( ) ( ) ( )tButAxtx +=! (2.2)





















O vetor x(t) é dito vetor de estados e contém os deslocamentos e velocidades do sistema
A matriz A é denominada matriz de estado do sistema ,
( ) ( )





















































O vetor u(t) é assumido como sendo um processo estocástico do tipo ruído branco, com as
seguintes propriedades,
( ){ } 0=tuε , (2.6)
( ) ( ){ } ( ) ( ) ( )2112121 , tttttRtutu uuuT −δψ==ε (2.7)
onde Ruu é a matriz de correlação do ruído u(t) entre os instantes t1 e t2 , ( )1tuψ  é uma matriz de
intensidade do ruído e δ  é a função delta de Dirac.
A condição imposta ao sinal de entrada é de difícil observação para sistemas reais, dado
que, segundo a equação (2.7) não deve haver correlação entre dois instantes de tempo 1t  e 2t .
Esta condição será modificada em tratamento posterior, permitindo que ( )tu  seja caracterizado
por um processo ruído colorido, ou seja, correlato no tempo.
2.4 Resposta de Sistemas Excitados por Ruído Branco
A solução da equação dinâmica (2.2) é dada por (Melsa e Sage, 1973)
( ) ( ) ( ) ( ) ( ) τττ dButtxtttx t
t∫ Φ+Φ= 0 ,, 00 (2.8)
onde a matriz de transição ( )0, ttΦ  é a solução da equação diferencial homogênea (matriz
fundamental)
( ) ( ) ( )000 ,,, ttAttttt Φ=Φ∂
∂=Φ! (2.9)
com a condição inicial
( ) Itt =Φ 00 , (2.10)
A matriz fundamental possui as seguintes propriedades,
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( ) ( ) ( ) ,,,,,,, 210020112 ttttttttt ∀Φ=ΦΦ (2.11)
( ) ( ) 0001 ,,,, tttttt ∀Φ=Φ− (2.12)
A solução para a matriz fundamental ( )0, ttΦ  é indicada através da função exponencial
matricial,
( ) ( )00, ttAett −=Φ (2.13)











Os vários métodos para calcular esta exponencial são abordados por Moler e Van Loan
(1978).
2.5 Controlabilidade e Observabilidade
Seja o sistema dinâmico linear invariante no tempo representado pelas equações:
( ) ( ) ( )tButAxtx +=! (2.15)
( ) ( )tCxty = (2.16)
      A controlabilidade deste sistema refere-se à influência do vetor de entrada no vetor de estado,
não precisando da equação de saída.
Teorema 1 O sistema (2.15) é dito completamente controlável, se somente se (Ogata, 1994)
[ ]BABAABBQ pp 12 −= (2.17)
20
tiver posto n=Ξ  , ou seja, que contenha n vetores-coluna linearmente independentes.
   
O sistema é dito completamente observável se qualquer estado ( )otx  pode ser determinado
a partir da observação de ( )ty  durante um intervalo de tempo finito, 1ttto ≤≤ . Por conseguinte,
o sistema é completamente observável se toda transição de estado afeta finalmente cada um dos
elementos do vetor de saída. O conceito de observabilidade é útil na solução do problema de
reconstrução de variáveis de estado não-mensuráveis a partir das variáveis mensuráveis, no
menor intervalo possível de tempo.
Teorema 2 Um sistema completamente observável é chamado exatamente observável, se e só se,
as primeiras n linhas da matriz de observação Ω  em (2.18) forem linearmente independentes





























2.6 Discretização da Equação Espaço de Estado no Tempo
Até agora tratou-se somente da análise de sistemas descritos em tempo contínuo.
Entretanto, como já foi salientado, para a utilização de computadores digitais no processamento
de sinais, muitas vezes torna-se necessária a descrição de sistemas de forma discretizada no
tempo.
Considera-se o intervalo de tempo de análise compreendido entre os instantes tk e tk+1, onde
( )tkttk ∆= ,   nk ...1,0= (2.19)
sendo t∆  o tempo de discretização do sinal medido.
O vetor de entradas u(t) em (2.2) é assumido constante no intervalo ( )1, +kk tt  de forma que
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( ) ( ) ( )kututu k == ,   para tk ≤ t < tk+1 (2.20)
A solução do sistema neste intervalo é dada por (2.8)








k ∫ + −++= ∆+ 1 11 (2.21)
Pode-se reescrever a equação (2.22) da seguinte forma (Melsa, 1972),
( ) ( ) ( )kkk tGutFxtx +=+1 (2.22)
e a equação de medidas











No caso em estudo, em que a matriz A do sistema é regular,
( )BIFAG −= −1 (2.26)
Para a obtenção das matrizes F e G em (2.22) necessita-se do cálculo da matriz fundamental
(2.24). Existem diversas formas de se calcular numericamente a exponencial matricial. Diversos
métodos são descritos por Moler e Van Loan (1978).
2.7 Formulação da Equação Matricial de Ljapunov
Melsa e Sage (1972) formularam analiticamente uma equação que relaciona as matrizes de
entrada de um sistema linear com as funções de correlação do sistema. Esta formulação utiliza as
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propriedades de correlações das variáveis de saída, possibilitando derivar relações envolvendo os
parâmetros físicos do sistema com as matrizes de correlações das variáveis medidas.
A principal aplicação da função de autocorrelação é estabelecer a influência dos valores em
um tempo sobre os valores do fenômeno no tempo futuro. Para sinais periódicos a autocorrelação
permanece quando temos um deslocamento no tempo, enquanto que nos processos aleatórios ela
decai a zero.
A função de autocorrelação permite conhecer como é que os valores variam com o tempo e
como é que se inter-relacionam entre si. É, portanto, uma forma alternativa de descrição dos
processos, com grande utilidade na avaliação estatística dos mesmos.
A partir da equação (2.8) calcula-se o valor médio dos dois lados da equação,
( ) ( ){ } ( ) ( ){ } ( ) ( ){ }



















onde ( )0txµ  é a média do processo x(t). Desenvolvendo matematicamente os operadores de
integração e esperança matemática chega-se à seguinte relação,
( ) ( ) ( ) ( ) ( ) ττµτµµ dBttttt u
t
txx ∫ Φ+Φ= 0 ,, 00 (2.28)
Este resultado pode ser considerado também a solução da equação diferencial,
( ) ( ) ( )tBtAt uxx µ+µ=µ! (2.29)
A expressão para a matriz de correlação ( )tRx  pode ser obtida diretamente da definição,
( ) ( ) ( ){ }txtxtR Tx ε= (2.30)
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Diferenciando a equação (2.30) em relação ao tempo e substituindo a equação (2.2), resulta,
( ) ( ) ( ){ } ( ) ( ){ } ( ) ( ){ } ( ) ( ){ }










Usando a definição da equação (2.30) e as definições,
( ) ( ) ( ){ } ( )tRtxtutR TxuTux =ε= (2.32)
resulta em
( ) ( ) ( ) ( ) ( ) TxuuxTxxx BtRtBRAtRtARtR +++=! (2.33)
Das equações (2.33) e (2.9) resulta













Assumindo que não há correlação entre x(t0) e u(t) para 0tt ≥ , a relação anterior fica (Melsa
e Sage, 1972),
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )[ ] ττδψµµτµµ dttttBttttttR uTuuttTuxxu −+Φ+Φ= ∫0 ,, 00 (2.35)
Da relação 2.28 pode-se simplificar a equação (2.35),







Assumindo as funções de correlação e de impulso como sendo simétricas (Melsa e Sage,
1972), obtém-se,




( ) ( ) ( ) ( ) ( )tBttttR TuTxuux ψµµ 2
1+= (2.38)
Substituindo (2.37) e (2.38) em (2.33),
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) TTuxTxuTuTxxx BttttBBtBAtRtARtR µµµµψ ++++=! (2.39)
Usando a condição inicial,
( ) ( ) ( ) ( ) 00000 xxTxxx RtVtttR =+µµ= (2.40)
Derivando a equação (2.40) em relação ao tempo,
( ) ( ) ( ) ( )ttttR TxxTxxx µµ+µµ= !!! (2.41)
Usando a relação da  equação (2.30) para ( )txµ!  nas equações (2.41), (2.40) e (2.39),
( ) ( ) ( ) ( ) τψ TATuTxxx eBtBAtRtARtR ++=! (2.42)
Seja u(t) é um processo aleatório estacionário,
( ) uu t ψ=ψ , constante. (2.43)
Dessa forma, para algum tempo de funcionamento do sistema (estado estacionário), a
resposta x(t) será, então, um processo estacionário também. Com isso, a derivada no tempo da
matriz de correlação em (2.42) é nula, tornando-se a equação:
( ) ( ) τψ TATuTxx eBBAtRtAR −=+ (2.44)
onde uψ  é a matriz de intensidade do processo de excitação u(t). A equação (2.44) é chamada
Equação Matricial de Ljapunov generalizada, que será utilizada posteriormente para o
desenvolvimento dos métodos de diagnóstico de defeitos descritos neste trabalho.
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Expandindo a equação (2.44),
( ) ( )
( ) ( )
( ) ( )



























































Efetuando-se as multiplicações das sub-matrizes, obtém-se 4 equações matriciais:
( ) ( ) 0=τ+τ ξξξξ ii RR !! (2.46)
( ) ( ) ( ) 021 =τ+τ+τ ξξξξξξ TiTii ARARR !!! (2.47)
( ) ( ) ( ) 021 =τ+τ+τ ξξξξξξ iii RRARA !!! (2.48)
( ) ( ) ( ) ( ) iATuuTiTiii eBBARARRARA τ
τ
ψ−=τ+τ+τ+τ ξξξξξξξξ 112121 !!!!!!
(2.49)
As equações (2.47) a (2.49) contemplam relações entre as correlações dos sinais medidos e
os parâmetros físicos do sistema dispostos nas submatrizes 1A  e 2A . Esta característica é bastante
interessante para o propósito da metodologia de diagnóstico de defeitos que será desenvolvida e
aplicada posteriormente.
2.8 Resposta de Sistemas Excitados por Ruído Colorido
A formulação apresentada na seção anterior é válida somente quando o sistema for excitado
por um sinal estocástico do tipo ruído branco. Uma alternativa para se modelar o sistema quando
o mesmo for excitado por um ruído colorido, é utilizar um sistema auxiliar denominado filtro.
Filtros são designados para eliminar componentes de freqüências indesejadas de um sinal. Estas
componentes indesejadas são geralmente conhecidas como ruídos (Miner and Comer, 1992). O
ruído diz-se branco quando a sua densidade espectral de potência média é constante a todas as
freqüências; diz-se colorido no caso contrário. As características do ruído são ainda descritas
através da função densidade de probabilidade da sua amplitude. Diz-se, então, que o ruído segue
uma distribuição Normal (Gaussiana), de Poisson. Para determinar qual tipo de filtro para uma
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aplicação particular é preciso conhecer o espectro do sinal, seus ruídos e componentes de
interferência. O projetista deve então definir a razão desejada entre sinal e ruído de saída, tempo
de resposta, “ripple” e outros parâmetros que sejam significativos para a aplicação. A utilização
de um sistema dinâmico auxiliar foi explorada por Pederiva (1992) na identificação de
parâmetros em sistemas mecânicos com excitação não medida. Neste trabalho, o sistema original
será excitado por um ruído não branco obtido através da filtragem de um sinal do tipo ruído
branco.
A Figura 2.1 ilustra a representação esquemática de um sistema mecânico excitado por
ruído colorido.
Figura 2.1 – Representação esquemática de um sistema mecânico excitado por ruído colorido
Na equação (2.2), se u(t) não é um ruído branco, este pode ser modelado como sendo a
saída de um sistema dinâmico semelhante, na forma da equação (2.2), o qual é excitado por uma
entrada tipo ruído branco. Pela composição desta equação dinâmica com a equação do sistema
sob estudo, obtém-se um modelo aumentado que tem como entrada um ruído brando. Assim
sendo, as relações derivadas até aqui continuam válidas com matrizes A e B diferentes. A seguir
é apresentado detalhadamente este procedimento.
Considerando o sistema dinâmico
( ) ( ) ( )twStRztz *+=! (2.50)























( )tu( )tz ( )tx
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( ) ( )tzHtu u= (2.52)















a partir das equações (2.2), (2.50) e (2.52) para obter-se
( ) ( ) ( )twBtxAtx **** +=! (2.54)



































A representação esquemática da figura 2.1 representa, de forma mais clara a geração do
processo ( )tu  através da saída de um sistema dinâmico, aqui denominado, filtro de forma.
2.9 Representação da Equação Espaço de Estado para Sistemas Excitados por Forças
Estocásticas e Harmônicas
No tratamento desenvolvido nos itens anteriores, considerou-se o sistema mecânico
excitado por forças estocásticas, tanto para entradas do tipo ruído branco como entradas do tipo
ruído colorido. Entretanto, encontram-se para esta classe de sistema algumas particularidades.
Primeiramente encontra-se juntamente com o sinal de entrada, a inevitável excitação pelo
desbalanceamento. Neste ponto necessita-se adaptar a formulação anterior a este novo problema.
Na equação (2.1) que descreve o comportamento dinâmico do sistema pode ser reescrita
acrescentando ao lado da excitação estocástica ( )tu  uma excitação harmônica ( )tn , tal qual,
( ) ( ) ( ) ( ) ( )tHntSutQtPtM +=ξ+ξ+ξ !!! (2.56)
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com,







A matriz ( )2,fH  corresponde à matriz de entrada para o vetor ( )( )1,2tn  do sinal harmônico
com freqüência Ω .
Para esta condição a Figura 2.1 é modificada acrescentando ao lado da excitação estocástica
uma excitação de natureza harmônica, conforme ilustrado abaixo,
Figura 2.2 – Representação esquemática de um sis
(acréscimo da excitaç
Reescrevendo a equação (2.56) na forma de es
       ( ) ( ) (twBtxAtx **** +=!
Em (2.58), as matrizes de entradas são obtidas
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Sendo ( )tw  não correlacionado com ( )tn , ou s




( )tztema mecânico excitado por ruído colorido
ão harmônica)
tado, obtém-se,
) ( )tnE *+ (2.58)























A resposta do sistema dinâmico pode ser composta de uma superposição da resposta à
excitação estocástica ( )txw  e da resposta à excitação harmônica xn(t).
( ) ( ) ( ) ( ) tsinqtqtxtxtxtx wnw Ω+Ω+=+= 21* cos (2.61)
onde q1 e q2  contém os vetores de amplitudes de vibração harmônica do sistema.
A matriz de correlação ( )ixxR τ**  pode ser escrita,
( ) ( ) ( ){ }iTixx txtxR τ+ε=τ ** .** (2.62)
Substituindo a solução da equação espaço de estado (2.58) e (2.61) na equação (2.62)
assumindo a condição de estacionaridade (Yaglom, 1962), tem a seguinte relação,












onde wwψ  é a matriz intensidade do processo de excitação ( )tw .
Expandindo a eq. (2.63),




































































































































































































Fazendo a multiplicação das sub-matrizes, obtém-se a seguinte equação,
( ) ( ) ( ) ( ) ( ) 0121 =++++ TinTizTiTii ERBRARARR τττττ ξξξξξξξξ !!!! (2.66)
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A equação (2.66) contém relações entre as funções de correlações entre os sinais medidos
(deslocamentos e velocidades) e os parâmetros físicos da equação diferencial (Eq. 2.54). Esta
equação contém também correlação entre as forças de desbalanceamento e a saída, podendo ser
desenvolvida e simplificada.
A estrutura interna das matrizes A1 e A2 na equação (2.66) será definida no capítulo 4.
As matrizes de correlação entre as variáveis de desbalanceamento e saída (Eq. 2.63) são
definidas da seguinte forma:
( ) ( ) ( ){ }iTinx txtnR τ+ε=τ ** (2.67)
( ) ( ) ( ){ }iTinx tntxR τ+ε=τ ** (2.68)
Substituindo as equações (2.58), (2.62) em (2.67) e (2.68), manipulando algebricamente,












































Isto significa que sob condições de estacionaridade os valores numéricos das matrizes nxR * e
*nxR  são constantes, dependendo somente das amplitudes 1q e 2q , da velocidade de rotação Ω  e
da defasagem no tempo iτ . Em outras palavras, os termos da eq. (2.66) também são constantes.
A equação (2.66) representa a base para a aproximação proposta e contém relações de
compatibilidade. Pode-se verificar alguma variação nos parâmetros, analisando estas relações. O
desenvolvimento completo de (2.69) e (2.70) encontra-se no Apêndice B.
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Capítulo 3
Desenvolvimento da Metodologia para Diagnóstico de Defeitos
em Sistemas Mecânicos Rotativos
Neste capítulo apresenta-se uma fundamentação teórica sobre o paradigma de Redes
Neurais Artificiais (RNA’s), necessária para o entendimento e aplicação prática da metodologia
proposta neste trabalho para o diagnóstico em sistemas mecânicos rotativos.  A confluência entre
as potencialidades oferecidas pela Equação Matricial de Ljapunov (desenvolvida no capítulo
anterior) com as RNA’s é a base do desenvolvimento da metodologia proposta. As arquiteturas
neurais originadas das equações de compatibilidade mapearão as funções de correlações que não
podem ser estimadas diretamente.
3.1 Introdução
A aplicação de redes neurais artificiais, usualmente denominadas redes neurais, tem sido
motivada, desde os primeiros estudos que datam da década de 40, pelo reconhecimento de que o
cérebro humano processa informações de uma forma inteiramente diferente do computador
digital convencional. Em 1943, McCulloch e Pitts (1943) descreveram um modelo simplificado,
porém poderoso, do neurônio real, o qual se encontra em uso atualmente na maioria dos modelos
de Redes Neurais Artificiais (RNAs). O modelo de McCulloch e Pitts (ou modelo MCP) é
baseado na plausibilidade neurofisiológica de um neurônio desempenhando uma função de soma,
onde os pesos nas conexões entre os neurônios correspondem às sinapses inibidoras e excitadoras
de um neurônio real.
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De acordo com Chena e Lee (2001), entender o funcionamento do cérebro humano sempre
foi um desafio à comunidade científica. Sua agilidade e eficiência constituem o objetivo a ser
alcançado por sistemas da Inteligência Artificial (IA), que baseiam-se na simulação
computacional de aspectos da inteligência humana.
Redes Neurais são concepções em hardware/software baseadas no modelo de como o
cérebro codifica e processa informações, tendo como objetivo básico, simular, em computadores,
o funcionamento do sistema nervoso biológico. O sistema nervoso detecta estímulos externos e
internos, tanto físicos quanto químicos, e desencadeia as respostas musculares e glandulares.
Assim, é responsável pela integração do organismo com o seu meio ambiente. Ele é formado,
basicamente, por células nervosas, que se interconectam de forma específica e precisa, formando
os chamados circuitos neurais. Através desses circuitos, o organismo é capaz de produzir
respostas estereotipadas que constituem os comportamentos fixos e invariantes (por exemplo, os
reflexos), ou então, produzir comportamentos variáveis em maior ou menor grau.
Todo ser vivo dotado de um sistema nervoso é capaz de modificar o seu comportamento em
função de experiências passadas. Como as RNAs são baseadas na estrutura do cérebro
(neurônio), serão mostradas as principais características de um neurônio biológico, para uma
posterior compreensão a respeito do funcionamento das RNAs.
O neurônio biológico é uma célula que pode ser dividida em três seções: o corpo da célula,
os dendritos e o axônio, cada uma com funções específicas, porém complementares (Figura 3.1).
O corpo do neurônio mede apenas alguns milésimos de milímetros e os dendritos
apresentam poucos milímetros de comprimento. O axônio pode ser mais longo. Os dendritos têm
como função receber informações, ou impulsos nervosos, oriundos de outros neurônios, e
conduzí-los até o corpo celular. Ali, a informação é processada e novos impulsos são gerados.
Estes impulsos são transmitidos a outros neurônios, passando pelo axônio e atingindo os
dendritos dos neurônios seguintes.
O ponto de contato entre a terminação axônica de um neurônio e o dentrito de outro é
chamado sinapse. É pelas sinapses que os neurônios se unem funcionalmente, formando as redes
neurais. As sinapses funcionam como válvulas, sendo capazes de controlar a transmissão de
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impulsos, isto é, o fluxo da informação entre os neurônios na rede neural. O efeito das sinapses é
variável. É esta variação que dá ao neurônio a capacidade de adaptação (Haykin, 1999).
Na Figura 3.1 estão ilustrados de forma simplificada, os componentes do neurônio.
Figura 3.1 – Esquema dos componentes de um neurônio
Os sinais oriundos dos neurônios pré-sinápticos são passados para o corpo do neurônio,
onde são comparados com outros sinais recebidos pelo neurônio. Se o percentual em um intervalo
curto de tempo é suficientemente alto, a célula "dispara", produzindo um impulso que é
transmitido para as células seguintes (neurônios pós-sinápticos).
As redes neurais são estruturadas por elementos matemáticos denominados neurônios. Um
neurônio, Figura 3.2, recebe como entrada um sinal(s) ix  multiplicado por um peso(s) jw . Estas
entradas são somadas e tratadas por uma função de ativação f  do neurônio produzindo um sinal
de saída Y , expresso pela equação 3.1 (Haykin ,1999).











Função de Ativação ( )f
Pesos das conexões
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As funções de ativação convertem um domínio infinito para um outro finito, delimitado por
uma faixa de valores pré-determinados. A Figura 3.3(a-d) ilustra, graficamente, quatro funções de










Figura 3.3 Algumas funções de ativação
A função sigmoidal, conhecida também como S-shape, ilustrada na Figura 3.3d, é a função






Onde o parâmetro T determina a suavidade de curva.
Esta família de funções possui comportamento assintótico, significando que para valores
muito grandes ou muitos pequenos de f, elas tendem a um valor constante.
Conforme Haykin (1999), uma rede neural é constituída por diversos neurônios. Para se
formar uma rede neural, diversos neurônios são conectados entre si, sendo que a maneira como os
mesmos são dispostos caracteriza a arquitetura da rede.
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As redes neurais podem ser classificadas quanto à sua estrutura: a) redes de múltiplas
camadas, cujo fluxo de dados segue uma única direção; b) redes recursivas. Quanto ao tipo de
arquiteturas das redes neurais, atualmente as mais usadas são as multicamadas ou Perceptron
multicamada (MLP – Multilayer Perceptron). É uma rede que consiste de uma camada de
entrada, uma ou mais camadas intermediárias e uma camada de saída (Haykin,1999). A Figura
3.4 ilustra um “Perceptron” multicamada, que contempla uma única camada de entrada, uma
camada de neurônios intermediários e uma saída correspondente. As características dessa
estrutura que podem ser retiradas da Figura 3.4 são:
•  Um “Perceptron” multicamadas é uma rede neural com caminhos diretos, ou seja, os
sinais de entrada produzem uma resposta na(s) saída(s) da rede, pois se propagam
somente no sentido direto – não há realimentação na rede.
•  Há conexão total na rede, ou seja, cada neurônio em uma camada é conectado a todos os
neurônios da camada adjacente. A rede poderia apresentar conectividade parcial, sendo
que nesse caso algumas sinapses (conexões) não existiriam.
Figura 3.4 Perceptron multicamada com uma única camada intermediária
O número de neurônios na camada de entrada é determinado pela dimensão do espaço de
observação que é responsável pela geração dos sinais de entrada. O número de neurônios na









Assim, o projeto de um “Perceptron” multicamada requer a preocupação com três
aspectos:
•  A determinação do número de camadas intermediárias.
•  A determinação do número de neurônios em cada uma das camadas intermediárias.
•  A especificação dos pesos ou ponderações em cada sinapse que conecta os neurônios.
O primeiro e o segundo itens estão relacionados com a complexidade da rede neural – o que
está relacionado à complexidade do modelo utilizado.
Após a escolha do tipo e arquitetura da rede a ser utilizada na construção do modelo,
definidos os parâmetros que servirão de entradas à rede e as saídas que se quer obter e coletados
os dados referentes ao fenômeno a ser modelado, pode-se iniciar o processo de treinamento da
rede neural.
Em princípio, deve-se dividir o conjunto de dados em conjunto de treinamento e de testes.
O conjunto de treinamento (também chamado de In Sample) será composto de exemplos que
serão utilizados na fase de treinamento da rede neural. Já o conjunto de teste (Out of Sample) será
composto de exemplos que serão utilizados na tarefa de testar a capacidade de generalização da
rede. Cabe salientar que os exemplos de teste não deverão ter sido utilizados no treinamento da
rede, ou seja, o conjunto de treinamento e o conjunto de teste são formados por exemplos
distintos entre si (Haykin, 1999).
O treinamento consiste na apresentação dos exemplos do conjunto de treinamento ao
sistema. A rede processará os parâmetros de entrada relativos a estes exemplos através da
multiplicação dos mesmos pelos pesos sinápticos e da posterior aplicação destes valores à
funções de ativação dos neurônios, fornecendo então as respostas (saídas da rede) a este estímulo.
Estas saídas da rede deverão ser comparadas como os valores reais dos parâmetros de saída
correspondentes aos exemplos do conjunto de treinamento, e desta comparação será obtido um
valor de erro da fase de treinamento. Procura-se, então, ajustar os valores dos pesos sinápticos,
através de um algoritmo numérico, visando a diminuição do erro de treinamento. Contudo,
deve-se fazer um controle deste ajuste dos pesos, pois além da rede estar sendo treinada, esta não
deverá perder a capacidade de generalização. Deste modo, paralelamente à fase de treinamento,
deve-se apresentar à rede os exemplos do conjunto de teste, obtendo-se, assim, o chamado erro de
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teste, através da comparação das saídas da rede com as respostas desejadas correspondentes aos
exemplos de teste. Monitorando-se os dois valores de erro (de treinamento e de teste), deve-se
procurar chegar a um ponto ótimo, equivalente à minimização de ambos os erros, em que a rede
estará bem treinada e com sua capacidade de generalização mantida.
Deste modo, o objetivo da fase de treinamento é ajustar da melhor maneira possível os
valores dos pesos sinápticos da rede, procurando fazer com que as saídas fornecidas pela rede
estejam bastante próximas dos valores reais de saída correspondentes a cada um dos exemplos
apresentados, sem que se perca sua capacidade de generalização.
Existem diversos algoritmos para se treinar as redes neurais (Haykin, 1999), onde os mais
comumente utilizados o de error backpropagation (retro-propagação do erro) e o de Levenberg-
Marquardt (também abreviado por LM). Ambos diferem entre si na metodologia da correção dos
pesos.
O treinamento usando o algoritmo backpropagation consiste basicamente no seguinte
processo:
•  As entradas dos exemplos do conjunto de treinamento são apresentadas à rede;
•  Estes dados são processados pela rede: em cada camada, através da multiplicação pelos
pesos sinápticos, posterior somatório e aplicação da função de ativação, são fornecidas as
saídas relacionadas às entradas apresentadas;
•  As saídas fornecidas pela rede são comparadas com os valores reais obtidos dos
experimentos e, desta variação, é calculado o erro;
•  Com o valor do erro, o ajuste para os pesos da última camada é calculado. O erro é então
"retro-propagado" na rede, corrigindo os pesos sinápticos das camadas intermediárias,
visando um melhor ajuste da rede neural ao fenômeno a ser modelado.
Este processo iterativo deverá acontecer até que o erro seja aceitável, ou seja, que a rede
tenha aprendido a tarefa a ser realizada.
Após a popularização do algoritmo de “BackPropagation” para treinamento de redes,
diversas pesquisas foram realizadas e métodos foram desenvolvidos com a finalidade de tornar
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sua convergência mais rápida. Assim, técnicas de otimização foram utilizadas para tanto. Um dos
desenvolvimentos realizados neste sentido foi a incorporação do Algoritmo de Marquardt para
mínimos quadrados não lineares no algoritmo de “Backpropagation”.
No presente trabalho, apresenta-se um sistema de diagnóstico de defeitos em máquinas
rotativas baseados em modelo. Este sistema emprega a técnica de inteligência (RNA’s) utilizando
o algoritmo LM, juntamente com a formulação analítica aplicada a processos estocásticos
(Equação Matricial de Ljapunov). O objetivo principal dessa metodologia é diagnosticar defeitos
nos parâmetros físicos (amortecimento, rigidez e desbalanceamento) e condição normal de
operação da máquina.
Através da formulação desenvolvida no capítulo anterior para sistemas dinâmicos lineares
excitados por forças estocásticas, chega-se a uma representação genérica que envolve os
parâmetros físicos do sistema com a equação matricial de correlações entre os sinais medidos do
sistema. A partir destas equações realiza-se operação algébrica de maneira tal que se possa obter
as equações de compatibilidade, onde cada equação apresenta parâmetros relacionados aos
parâmetros físicos mecânico rotativo (mancal e rotor).
A combinação linear das equações de compatibilidade apresenta características
interessantes que possibilitam adaptar relações entre os parâmetros físicos do sistema e matrizes
de correlações na forma da equação (3.1). Dessa maneira, redes neurais artificiais são utilizadas
para mapear as funções de correlações que não podem ser medidas diretamente, quantificando e
avaliando os dados através do Desvio Quadrático Médio entre as saídas das RNA’s.
Este sistema difere dos demais por estudar uma situação particular de excitação de caráter
estocástico ainda pouco abordada, pela inovação em aproveitar as potencialidades oferecidas pela
formulação analítica da Equação Matricial de Ljapunov e Redes Neurais Artificiais.
3.2 Metodologia
A utilização de um sistema híbrido no diagnóstico de defeitos em sistemas rotativos,
quando adequadamente empregado, é um importante fator para a obtenção de sucesso nas
aplicações, em particular no que diz respeito ao tempo gasto no projeto e na consistência dos
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resultados. Apesar da existência de inúmeros pacotes computacionais que utilizam RNAs,
optou-se pela construção de um ambiente de simulação mais flexível e completo, que atendesse a
todos os requisitos relacionados aos tipos de treinamento e testes que se desejava executar, como
também aos métodos de avaliação dos resultados, a fim de produzir aplicações de forma rápida,
eficiente e consistente.
  3.2.1 Fluxograma geral do processo de diagnóstico de defeitos
Na Figura 3.5 tem-se um fluxograma geral do processo de diagnóstico de defeitos
implementado no Matlab & Simulink, possibilitando assim uma maior versatilidade na
manipulação para futuras modificações.
Considera-se, para todos os fins, que o sistema mecânico rotativo em estudo seja excitado
por um processo do tipo ruído branco ou ruído colorido (caso mais abrangente), estacionário e
média zero. A presença de ruídos tanto na entrada ou saída do sistema pode ser incluída, o que
possibilita uma análise posterior mais próxima a uma máquina rotativa real.
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De acordo com a Figura 3.5 o sistema dinâmico é excitado por um ruído branco, média zero
(ou na forma mais geral, ruído colorido). A modelagem do sistema é realizada pela equação de
espaço de estado, onde é usada a  função integradora ODE45 do Matlab para obter as respectivas
respostas discretizadas no tempo. A partir daí as funções de correlação das variáveis medidas
foram implementadas e calculadas via Matlab. A utilização da Equação Matricial de Ljapunov
nas formas (2.63) e (2.66), torna-se necessária para a obtenção das funções de compatibilidade do
modelo. Para isso é importante o conhecimento da estrutura interna das submatrizes 1A  e 2A ,
juntamente com as funções de correlação entre os sinais medidos. À partir das equações de
compatibilidade do sistema, montam-se as arquiteturas neurais para fazer o mapeamento dos
sinais que não podem ser estimados diretamente. O sistema é avaliado nas condições normais
(sem defeito) e com defeito. O Desvio Quadrático Médio entre as funções de correlação
correspondentes às saídas das Redes Neurais é uma forma de avaliação da metodologia para
identificar e diagnosticar um defeito iminente.
A Figura 3.6 ilustra a estrutura da rede neural que será usada para o monitoramento e
diagnóstico de defeitos em sistemas mecânicos rotativos.
Figura 3.6 Estrutura da RNA proposta para Diagnóstico de Defeitos em Sistemas Mecânicos
Rotativos
A arquitetura da rede é muito importante para as capacidades de convergência e
generalização das RNA’s. A escolha de uma arquitetura adequada, nem tão grande e nem tão









habilidade de generalização, deve-se projetar a rede colocando dentro dela o máximo
conhecimento possível sobre o problema (por exemplo, a topologia do espaço de entradas) e
limitar o número de conexões adequadamente.
Existem várias técnicas que tentam encontrar a arquitetura ideal através da diminuição de
neurônios redundantes e do compartilhamento de pesos. Pode-se citar: Hertz et al. (1991),
Refenes e Vithlani (1991), entre outras, porém, nenhuma conseguiu resultados convincentes para
todas as aplicações. Existe também a possibilidade de fazer uma busca no espaço de todas as
arquiteturas possíveis. Para isso, deve-se treinar cada uma das arquiteturas separadamente e então
avaliá-las com uma função erro apropriada que incorpore o desempenho e o número de unidades.
A busca também pode ser feita através de um algoritmo genético, tal que as boas
arquiteturas encontradas em uma triagem sejam mantidas para serem combinadas com boas
arquiteturas de outras triagens (Miller et al., 1989). Contudo, estes tipos de busca se mostram
pouco práticos para aplicações que utilizam grandes RNA’s, para as quais cada treinamento exige
um alto esforço computacional. A arquitetura ideal das RNA’s ainda continua sendo determinada
principalmente pela experimentação e pela experiência e sensibilidade do projetista (Haykin,
1999).
Nos capítulos seguintes serão feitas aplicações desta metodologia para modelos de sistemas














O conhecimento das condições dinâmicas de máquinas hidráulicas tornou-se cada vez mais 
importante nas últimas décadas, devido à tendência de aumento de sua potência específica e de 
seu desempenho. O desenvolvimento de metodologias e programas para simulação do 
comportamento vibracional são hoje em dia indispensáveis na execução do projeto de máquinas 
rotativas. Estes mesmos programas desenvolvidos a princípio com o objetivo de se conhecer o 
comportamento dinâmico de um sistema rotativo em sua fase de projeto, podem também ser 
utilizados de maneira auxiliar no desenvolvimento do programa de diagnose, com o objetivo de 
se predizer a resposta dinâmica de uma máquina na presença de eventuais defeitos. 
 
Neste capítulo apresenta-se a aplicabilidade do Método de Diagnóstico de Defeitos 
desenvolvido nos Capítulos 2 e 3. Serão analisados dois modelos de sistemas dinâmicos rotativos 
com configurações geométricas diferentes para testar a robustez do método proposto. A 
modelagem analítica e identificação dos parâmetros dos sistemas não são o escopo deste trabalho. 
Sendo assim, considera-se a estrutura dos modelos com os respectivos parâmetros físicos do 
sistema na forma geral (2.56). 
 
Em qualquer exemplo estudado, considera-se que os parâmetros sejam constantes e 
qualquer alteração no valor numérico de um parâmetro represente um defeito no sistema. Todas 
as simulações numéricas foram feitas em micro computador utilizando o software Matlab & 
Simulink. 
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4.2 Aplicação 1 
 
 Neste caso será avaliado o método de diagnóstico de defeitos definidos nos capítulos 2 e 3. 
Será utilizado o modelo matemático de um sistema mecânico rotativo com 6 graus de liberdade 
estudado por Pederiva (1992). O modelo constitui-se de um disco acoplado a um motor por um 
eixo flexível. Entre o motor e o disco existe um mancal de massa m1 suspenso elasticamente. Os 
graus de liberdade se traduzem nas translações y1 e z1 do mancal, nas translações y2 e z2 do disco 
e nas rotações ϕ2 e ψ2 do disco. O motor de acionamento é considerado engastado. O disco de 
massa m2 tem momento de inércia transversal I2 e momento polar I2P.  Este modelo possui 
diversos parâmetros conhecidos, o que poderá ajudar na formulação da metodologia empregada 
para o monitoramento de defeitos do sistema. Considera-se também que os efeitos dos momentos 
















 A equação geral de mo
forma geral (2.56) tem o segui
 
 
.1- Sistema rotativo com 6 graus de liberdade 
 
vimento que descreve o comportamento dinâmico do sistema na 
nte vetor de deslocamentos (Pederiva ,1992): 
{ }221221 ϕψ=ξ zzyyT  (4.1) 
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onde as variáveis  representam os deslocamentos no mancal nas direções Y11 z e y I e ZI, 
respectivamente; as variáveis  representam os deslocamentos do disco nas direções Y22 z e y
2
I e 
ZI, respectivamente. As variáveis ϕ  e  2ψ representam rotações do disco em torno dos eixos YI 
e ZI, respectivamente. As matrizes deste sistema têm as seguintes estruturas internas: 
 




































































































=Y  (4.5) 
 







































 Os valores numéricos das variáveis que aparecem nas equações (4.2) a (4.6) são atribuídos 
da seguinte forma ( Pederiva (1992): 
 
Tabela 4.1 - Parâmetros físicos do modelo 1 
Parâmetros Descrição Valores Unidades 
m1 Massa do mancal 15 kg 
m2 Massa do disco 10 kg 
I2 Momento de inércia transversal do disco 0,25 kg.m2 
I2polar Momento de inércia polar do disco 0,50 kg.m2 
L1=L2 Distâncias: motor - mancal e mancal - disco 0,4 m 
K1 Rigidez do mancal na direção YI 90.000 N/m 
K2 Rigidez do mancal na direção ZI 120.000 N/m 
C1 Amortecimento do mancal na direção YI 30.000 kg/s 
C2 Amortecimento do mancal na direção ZI 37.500 kg/s 
Ω Rotação do disco 60 rad/s 
e Excentricidade do centro de massa do disco 0,00001 m 
  
 Supõe-se que a matriz S das entradas em (2.58) possua a seguinte característica 
 
       { }654321 ssssssS T =              (4.7) 
 
sendo si (i = 1,...6) valores constantes. 
 
 Estas variáveis indicam com que intensidade as excitações aleatórias atuam sobre cada 

















 No presente trabalho, não se tem o controle sobre o processo de excitação, presume-se que 
tanto o sistema seja controlável, como que as forças aleatórias sejam capazes de excitar 
suficientemente todas as freqüências de interesse. Assim, a resposta conterá informações sobre 
toda a dinâmica do sistema em estudo. 
 
Para este sistema rotativo específico, as sub-matrizes A1 e A2 na equação (2.68) tem a 
seguinte estrutura interna levando-se em consideração o conhecimento dos valores numéricos dos 



























































































 A Tabela 4.3 apresenta os respectivos parâmetros das sub-matrizes  e  e seus 
significados dentro do contexto do modelo estudado 
1A 2A
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Tabela 4.3 – Parâmetros sob interesse 
Parâmetros Significado 
11k , , ,  44k 11c 44c Parâmetros que envolvem características do mancal.   
12k , , , , k , k  13k 22k 23k 32 33 Parâmetros que envolvem características do eixo.   
p  Parâmetro que envolve característica do disco.   
  
 Substituindo (4.8), (4.9) em (2.68) e efetuando algumas manipulações algébricas, chega-se 
às equações de compatibilidade do sistema mecânico, onde tais equações contemplam os termos 
de correlação entre os sinais medidos e os parâmetros físicos do sistema, 
0***** 111131211 111713121177 =+++++ ξξξξξξξξξξξ bRcRkRkRkRR z&&  (4.10)
 
0**** 22313222278 1211 =Ω++++ ξξξξξξξξξ eRkRkRkRR n&&  (4.11)
 
0***** 3232333131332 121179 =+++++ ξξξξξξξξξξξ bRkRkRkRkRR z&&  (4.12)
 
0**** 44110131244710 161514 =+−++ ξξξξξξξξξξ cRkRkRkRR &&  (4.13)
Onde: 
  e b  são os parâmetros da matriz  B do sistema filtro (Equação 2.57). 1b 3
 
Os índices Rξξij indicam a correlação entre a variável de estado i e a variável de estado j. As 
equações de compatibilidade (4.10) a (4.13) tem diferentes dependências sobre os parâmetros. 
Por exemplo, a Eq.(4.10) é dependente dos parâmetros k11 e c11 dentre outros. Esta equação não é 
sensível ao parâmetro e associado com o desbalanceamento. Esta propriedade é bastante 
interessante, no âmbito de detectar um defeito específico em um componente mecânico 
relacionado com cada equação e parâmetro correspondente. 
 
 As Equações (4.10 a 4.13) representam um somatório das correlações entre os sinais 
medidos juntamente com os parâmetros associados ao mancal e ao disco. Na abordagem feita no 
Cap. 3, mais especificamente na Equação (3.1), a resposta ou saída de uma rede neural é 
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composta pelo somatório entre as entradas e os pesos sinapticos aplicando uma função de 
ativação. A idéia básica do sistema de diagnóstico de defeitos em sistemas mecânicos rotativos 
proposto neste trabalho é fazer a conexão entre estas duas formulações. Esta passagem requer um 
certo grau de conhecimento em relação ao comportamento dos pesos sinapticos da rede neural, 
correspondendo aos parâmetros físicos do sistema e pesos sinapticos (Belli et al., 1999). A partir 
















Onde:     é a função de correlação de saída do sistema; 
ij
Rξξ
   R  é o conjunto de funções de correlação, correspondendo aos dados de entrada; id
idW  é o conjunto de pesos da camada intermediária, sendo composto pelos parâmetros  
físicos do sistema e pesos sinapticos; 
f  é chamada de função de ativação(sigmoidal). 
 
 Os índices R  indicam as correlação entre as variáveis de estado i e a variável  j. ijξξ
Uma topologia bastante usada em anos recentes é composta por três camadas (Haykin, 
1999): uma camada de entrada (entrada(s) da rede); uma camada intermediária; uma camada de 
saída (saída(s) da rede). 
 
Todos os neurônios de cada camada são conectados entre si. Uma representação desta 
arquitetura é realizada pelo mapeamento nas equações (4.10) a (4.13). Representado as mesmas 































































 A Figura 4.2 ilustra a representação da arquitetura neural 1 (Eq. 4.15). A função de 
correlação  é estimada através das correlação entre os sinais medidos dispostos na camada 




















Figura 4.2 - Arquitetura neural para Eq. (4.15) 
 
Estruturalmente, esta rede é composta por três neurônios na camada de entrada 
correspondendo as funções de correlação , e ; uma camada intermediária composta 
pelos pesos sinapticos ; e uma camada de saída correspondendo a função de 
correlação  que não pode ser estimada diretamente. Para arquitetura a 2 da rede neural foram 
usadas as funções , e ; uma camada intermediária composta pelos pesos sinapticos 
; e uma camada de saída correspondendo a função de correlação  que não pode 
ser estimada diretamente. Para a arquitetura 3 foram usadas as funções de correlação e ; 





















correspondendo a função de correlação  que não pode ser estimada diretamente. A 












 Considerando as funções de correlação relacionadas de rotação do disco e do sistema filtro 
não podem ser estimadas, pois não se tem acesso a essas variáveis, o seu efeito nas equações de 
compatibilidade será modelado pela rede neural através do treinamento e nos valores dos pesos 
sinapticos. Com as obtenções das funções de correlação estimadas nas saídas das arquiteturas 
neurais foram determinados os desvios quadráticos médios (MSD) entre as funções de correlação 











Rξξ é a saída da rede; 
i
Rξξ é a saída desejada (sem defeito); 
V é o número de dados de treinamento;  
 
 
Assim, tem-se o interesse em monitorar e diagnosticar o sistema mecânico rotativo 
mediante uma alteração dos parâmetros associados ao mancal , ,  ,  presentes nas 
arquiteturas neurais 1 e 4 (Eq. 4.15 e 4.18), e no desbalanceamento do disco presente na 
arquitetura 2 (Eq. 4.16). A arquitetura 3 (Eq. 4.17) contempla os termos de parâmetros do eixo. 
Em todos os casos que serão estudados estes parâmetros permanecem inalterados. 
11k 11c 44k 44c
 
 Os principais casos estudados que serão abordados abaixo constituem uma ampla variação 
tanto na caracterização da força de excitação, como nas variações e combinações de defeitos 
impostos nos parâmetros físicos do sistema mecânico rotativo. Isto possibilita um maior 
conhecimento do sistema sob condições diversas e da aplicabilidade do método proposto a 
sistemas reais. 
 
 Para o propósito desse trabalho, o defeito simulado no sistema é representado por uma 
alteração no valor numérico de algum parâmetro das matrizes de amortecimento e rigidez do 
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sistema. Em todos os casos estudados, o defeito é representado por uma variação de 20% do valor 
nominal do parâmetro, sendo utilizados 2048 valores discretos de resposta com tempo de 
discretização = 2 ms.  t∆
 
Caso 1: Foi simulado o modelo em estudo na forma da Equação (2.58).O ruído branco, média 
zero foi gerado a partir da função (>>rand) do Matlab. As respostas discretizadas no tempo 
foram obtidas usando a função (ODE45) do Matlab. Na ordem de demonstrar a aplicabilidade da 
metodologia proposta foi simulado o comportamento do sistema rotativo e adicionada uma 
perturbação harmônica não incluída na formulação apresentada no capítulo 2. Esta perturbação é 
aproximadamente 3 vezes a freqüência  de rotação e aplicada nas duas direções do mancal. 
 
 A Equação (2.56) é reescrita na seguinte forma 

















































W é a matriz de intensidade ao lado da nova excitação harmônica ( )ten . 
O objetivo desse estudo é interessante, pois em condições práticas uma máquina em 










































a 4.3 - Distribuição das excitações nas coordenadas físicas do sistema mecânico 
se pela Figura 4.3, que predomina a presença de ruído branco nas coordenada 3 e 6 do 
rática a medição e a determinação das coordenadas angulares 2ψ  e 2ϕ  torna-se um 
aticável devido ao tipo de sensor especial para executar a medição, aumentando ainda 
o de instrumentação. Nas simulações realizadas neste trabalho evitou-se trabalhar com 
elacionadas com essas coordenadas. Esta consideração facilitará a verificação 
l apresentada no capítulo seguinte. 
s tipos de excitações foram estudadas: excitação por desbalanceamento; excitação por 
cásticas; excitação por desbalanceamento juntamente com forças estocásticas. As 
realizadas ao longo deste trabalho caracterizam-se principalmente pela aplicação da 
or desbalanceamento ao lado das forças estocásticas, conforme Equação 2.58. 
estar a viabilidade e a robustez do método proposto, foi estudada a situação em que o 
cânico rotativo apresenta defeitos individuais dos parâmetros físicos. Estes defeitos 
correspondem a uma variação de 20% valor de cada parâmetro. Para cada tipo de 
articular, um parâmetro sofreu alteração e os outros permaneceram constantes. 
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  Na Tabela 4.4 tem-se as condições e os parâmetros físicos sob defeito. 
 
Tabela 4.4 – Condições e parâmetros físicos sob defeitos individuais 
 
Condições Parâmetros sob defeito Parâmetros associados 
1 Rigidez do mancal,   1K 11k  
2 Amortecimento do mancal,   1C 11c  
3 Desbalanceamento do disco, me 2Ω  p  
4 Rigidez do mancal,  2K 44k  
5 Amortecimento do mancal,  2C 44c  
 
 Obtidas as respostas do sistema em condição normal (sem defeito) e condições de defeitos, 
as respectivas funções de correlação entre os sinais medidos foram calculadas. A partir destas 
considerações, foram realizadas simulações com o sistema apresentando uma variação no 
parâmetro  associado a rigidez do mancal na direção (Condição 1 da Tabela 4.3). 11k 1y
 
 Para as estruturas neurais 1 a 4 (Figuras 4.2 a 4.5) foram analisadas várias configurações de 
RNA’s, onde foram testadas alterações quanto ao número de neurônios da camada intermediária. 
O objetivo dessa análise foi determinar a convergência dos pesos sinapticos dando uma solução 
para o problema em um número finito de iterações. 
 
Para estas condições foi implementada uma rede neural usando o algoritmo de Levenberg-
Marquard, ajustada com as seguintes características: 
• Camada intermediária: função de ativação sigmoidal; 
• Taxa de aprendizado ( )γ : 0,001; 
• Incremento da taxa de aprendizado = 1,05; 
• Decremento da taxa de aprendizado = 0,60; 
• Momentum: 0,30; 
• Razão de erros: 1,03; 
• Erro total admissível: 0,001. 
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 A Tabela 4.5 apresenta diversas arquiteturas treinadas com os respectivos números de 
iterações. 
Tabela 4.5 – Arquiteturas estudadas e número de iterações 
No de Iterações 
Arquiteturas Estruturas 
m = 2 m = 3 
1 mx3x1 1600 1680 
2 mx5x1 1500 1597 
3 mx8x1 1105 1393 
4 mx10x1 970 1050 
5 mx12x1 780 970 
6 mx15x1 785 980 
7 mx20x1 785 980 
Onde m representa o número de entradas na camada de entrada da rede; 
 
De acordo com a Tabela 4.4 a convergência da rede (arquitetura 5) para o erro admissível 
apresentou valores menores em relação ao número de iterações realizadas pelo programa 
computacional.  Para esta aplicação escolheu-se a arquitetura com 12 neurônios na camada 
intermediária. 
 
 Na Figura 4.4 tem-se o mapeamento das funções de correlação , , ,  e  
os MSD’s (Eq. 4.19) apresentando uma variação de 20% no parâmetro de rigidez  associado 

























(d) Arq. 4 (Eq. 4.18); 
 
Figura 4.4 – Variação de 20% em  para condição 1 11k
 
 Nota-se pela Figura 4.4(a), correspondendo a Equação 4.15 uma variação significativa no 
Desvio Quadrático Médio (7,72 %) comparando com os outros desvios (b), (c) e (d) que 
apresentaram desvios iguais a zero. Isto ocorreu pelo fato que as outras equações (4.16) a (4.18) 
são insensíveis em relação ao parâmetro k  associado ao mancal. 11
 
 Considerando a Condição 2 da Tabela 4.3, foram realizadas simulações com o sistema 
apresentado uma variação no parâmetro  correspondendo ao parâmetro associado ao 
amortecimento do mancal na direção . Na Figura 4.5 tem-se o mapeamento das funções de 





















(d) Arq. 4 (Eq. 4.18); 
Figura 4.5 – Variação de 20% em c  para condição 2 11
   
 Nota-se na Figura 4.5(a) correspondendo a Equação 4.15, uma variação significativa no 
Desvio Quadrático Médio (16,91%) comparando com os outros desvios (b), (c) e (d) que 
apresentaram desvios iguais a zero. Isto ocorreu pelo fato que as outras equações (4.16) a (4.18) 
são insensíveis em relação ao parâmetro  de amortecimento c  associado ao mancal.  11
 
 A Condição 4 da Tabela 4.3, é simulada com o sistema apresentando uma variação no 
parâmetro  correspondendo a rigidez do mancal na direção . Na Figura 4.6 tem-se o 

























(d) Arq. 4 (Eq. 4.18); 
 
Figura 4.6 – Variação de 20% em  para condição 4 44k
 
 Nota-se na Figura 4.6(d) correspondendo a Equação 4.18, uma variação significativa no 
Desvio Quadrático Médio (6,6%), comparando com os outros desvios (a), (b) e (c) que 
apresentaram desvios iguais a zero . Isto ocorreu pelo fato que as outras equações (4.15) a (4.17) 
são insensíveis em relação ao parâmetro k  associado ao mancal. 44
 
 A Condição 5 da Tabela 4.3, é simulada com o sistema apresentado uma variação no 
parâmetro  associado ao amortecimento do mancal na direção . 44c 1z
 
 Na Figura 4.7 tem-se o mapeamento das funções de correlação e desvios apresentando 























(d) Arq. 4 (Eq. 4.18); 
Figura 4.7 – Variação de 20% em c  para condição 5 44
 
  Nota-se na Figura 4.7(d) correspondendo a Equação 4.18, uma variação significativa no 
Desvio Quadrático Médio (19,84%) comparando com os outros desvios (a), (b) e (c) que 
apresentaram desvios iguais a zero. Isto ocorreu pelo fato que as outras equações (4.15) a (4.17) 
são insensíveis em relação ao parâmetro c  associado ao mancal. 44
 
 A Condição 3 da Tabela 4.3, é simulada com o sistema apresentado uma variação no 
desbalanceamento de massa do disco. 
 
 Na Figura 4.8 tem-se o mapeamento das funções de correlação e desvios apresentando 



























(d) Arq. 4 (Eq. 4.18); 
Figura 4.8 – Variação de 20% no desbalaceamento de massa para condição 3. 
  
 Nota-se que na Figura 4.8(b) correspondendo a Equação 4.16, uma variação significativa no 
Desvio Quadrático Médio (26,2%) comparando com os outros desvios (a), (c) e (d) que 
apresentaram desvios iguais a zero . Isto ocorreu pelo fato que as outras equações (4.15), (4.17) e 
(4.18) são insensíveis em relação ao parâmetro de desbalanceamento do disco. 
 
 O método de diagnóstico de defeitos proposto para as condições de defeitos nos parâmetros 
associados às rigidezes e amortecimentos do mancal e desbalanceamento do disco, mostrou-se 
robusto e sua aplicabilidade bastante promissora. 
 
Caso 2: Neste caso o objetivo é analisar o comportamento do sistema mecânico rotativo 
submetido a uma excitação estocástica do tipo ruído colorido apresentado na seção 2.9. Foram 
analisadas as mesmas condições propostas na Tabela 4.3. 
  
 Conforme apresentado no capítulo 2, o ruído colorido é gerado da filtragem de um ruído 
branco, introduzido na entrada do sistema como fonte de excitação. Nesse sentido algumas 
considerações de ordem prática relacionada ao projeto do filtro devem ser destacadas: 
 
• Escolha do Tipo de Filtro: Foi usado um filtro na forma apresentada no capítulo 2; 
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• Determinação da ordem do Filtro: Neste trabalho foi utilizado um filtro de ordem 2 
(Pederiva, 1992); 
 
• Escolha da(s) freqüência(s) de corte: Neste trabalho as freqüências de corte foram 
escolhidas mediante as freqüências naturais do sistema rotativo. Na Tabela 4.6 tem-se a 
correspondência entre as freqüências naturais e as freqüências de corte utilizadas. Embora 
a medição direta do processo de excitação não seja possível, o seu efeito é modelado 
juntamente com a rede neural. É interessante estudar pequenas alterações na forma desta 
excitação. Neste caso estuda-se a variação da freqüência de corte, atenuando diferentes 
faixas de freqüências. 
 
Tabela 4.6 – Freqüências naturais do sistema mecânico e Freqüências de corte do filtro 
Condições Freq. Natural 
(rad/s) 
Frequência de corte fc (rad/s) 
Treinamento 93 50 
1 99 120 
2 179 185 
3 203 250 
4 348 380 
5 443 600 
 
 A Figura 4.9 apresenta as funções de transferências do sistema rotativo (entrada  e 





Figura 4.9 – Funções de transferência do Sistema rotativo e resposta do filtro para diferentes 
freqüências de corte 
 
  A distribuição das forças de excitação para diferentes freqüências de corte é apresentada 
na Figura 4.10. 
 
Figura 4.10 – Excitação tipo ruído branco, Ruído branco filtrado para diversas freqüências de 
corte. 
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 A análise dos resultados que serão apresentados neste trabalho estão padronizados da 
seguinte maneira: Arquitetura 1 corresponde a Equação 4.15; Arquitetura 2 corresponde a 
Equação 4.16; Arquitetura 3 corresponde a Equação 4.17; Arquitetura 4 corresponde a 
Equação 4.18. 
 
 Nas Figura 4.11, 4.12, 4.13 e 4.14 tem-se, por exemplo, os MSD’s (Eq. 4.19) entre as 
funções de correlação dos sinais medidos para cada arquitetura neural para defeitos individuais 
associados aos parâmetros k  ,  ,  e desbalanceamento do disco, em função da variação da 
freqüência de corte do filtro segundo as condições da Tabela 4.5 .   
11 11c 44k
 
Figura 4.11- MSD’s para as 4 arquiteturas neurais versus freqüência de corte do sistema filtro , 













Figura 4.12- MSD’s para as 4 arquiteturas neurais versus freqüência de corte do sistema filtro , 
Variação 20% em c . 11
 
Figura 4.13- MSD’s para as 4 arquiteturas neurais versus freqüência de corte do sistema filtro , 
Variação 20% em . 44k
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Figura 4.14- MSD’s para as 4 arquiteturas neurais versus freqüência de corte do sistema filtro , 
Variação 20% no desbalanceamento. 
 
 Nota-se pelas Figuras 4.11, 4.12, correspondendo a Arquitetura Neural 1, variações 
significativas nos Desvios Quadráticos Médios (20% e 10%) com os outros desvios das 
Arquiteturas 2, 3 e 4 na ordem de 10-4. Isto ocorreu pelo fato que essas arquiteturas são 
insensíveis em relação aos parâmetros  e  relacionado ao mancal. O mesmo comportamento 
acontece quando acrescenta-se um defeito nos parâmetros  e desbalanceamento relacionados 




Pode-se dizer, portanto, que o Método proposto é robusto para variações estudadas nas 
freqüências de corte, indicando o defeito no sistema rotativo. 
 
Caso 3: Foi estudada a situação em que o sistema mecânico rotativo apresenta defeitos 
combinados nos parâmetros. Estes defeitos combinados correspondem a uma variação de 20% 
dos valores de dois parâmetros físicos, mantendo assim os outros parâmetros constantes. Na 




Tabela 4.7 – Condições e parâmetros físicos sob defeitos combinados 
Condições de 
Defeitos 
Descrição do Defeito 
1 Redução de 20%  e  1K 2K
2 Redução de 20%  e C  1C 2
3 Redução de 20%  e desbalanceamento 1K
4 Redução de 20% desbalanceamento e  2C
  
Nas Figuras 4.15, 4.16, 4.17 e 4.18 tem-se, por exemplo, os MSD’s entre as funções de 
correlação dos sinais medidos para cada arquitetura neural e para as freqüências de corte 
correspondentes para defeitos combinados segundo Tabela 4.7. 
 
Figura 4.15- MSD’s para as 4 arquiteturas neurais versus freqüência de corte do sistema 








Figura 4.16- MSD’s para as 4 arquiteturas neurais versus freqüência de corte do sistema filtro , 
Variação 20% em  e ;  11c 44c
 
Figura 4.17- MSD’s para as 4 arquiteturas neurais versus freqüência de corte do sistema filtro , 
Variação 20% em  e desbalanceamento.  11k
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Figura 4.18- MSD’s para as 4 arquiteturas neurais versus freqüência de corte do sistema filtro , 
Variação 20% em  e desbalanceamento.  44c
 
 De acordo com as Figuras 4.15 e 4.16 nota-se nos MSD’s (12% e 15%) nas arquiteturas 1 e 
4, com os outros desvios na ordem de 10-4 das arquiteturas 2 e 3. Como era esperado, isto ocorreu 
pelo fato que essas arquiteturas são insensíveis em relação aos defeitos combinados nos 
parâmetros ,  e  associados ao mancal. O mesmo comportamento aconteceu nos MSD’s 
ilustrados nas Figuras 4.17 e 4.18 em relação aos defeitos combinados nos parâmetros nos 







 Para as variações estudadas nas freqüências de corte, o método diagnosticou o defeito. É 
interessante destacar que provavelmente, em um caso real, um defeito qualquer em um mancal 
hidrodinâmico levaria a alterações simultâneas nos coeficientes de amortecimento e rigidez do 
mesmo. 
 
Caso 4: Foram acrescidos 4 níveis diferentes de ruído colorido na resposta do sistema.Esta 
condição aproxima-se mais das condições reais do funcionamento de uma máquina rotativa. Um 
outro fator importante que se deve mencionar nesta abordagem, é que todos os parâmetros físicos 
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do sistema foram mantidos constantes. Tabela 4.8 ilustra as 4 condições testadas para diferentes 
porcentagens de ruído colorido acrescido na resposta do sistema. 
 
Tabela 4.8 – Acréscimo de ruído colorido na saída 
 
Condições Porcentagem de ruído colorido na saída 
1 1% do valor RMS do sinal original 
2 2% do valor RMS do sinal original 
3 3% do valor RMS do sinal original 
4 4% do valor RMS do sinal original 
 




Figura 4.19- MSD’s para as 4 arquiteturas neurais versus freqüência de corte do sistema filtro , 









Figura 4.20- MSD’s para as 4 arquiteturas neurais versus freqüência de corte do sistema filtro , 
Acréscimo de 2% de ruído colorido na saída. 
 
 
Figura 4.21- MSD’s para as 4 arquiteturas neurais versus freqüência de corte do sistema filtro , 
Acréscimo de 3% de ruído colorido na saída.  
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Figura 4.22- MSD’s para as 4 arquiteturas neurais versus freqüência de corte do sistema filtro , 
Acréscimo de 4% de ruído colorido na saída. 
  
 De acordo com as Figuras 4.19 a 4.22 nota-se pequenas variações MSD’s em torno de 1% 
praticamente em todas as arquiteturas.  
 
 Assim, para esta condição de acréscimo de ruído colorido na saída, a metodologia mostrou-
se relativamente robusta. A pouca variação dos MSD’s apesar das variações na forma da força de 
excitação e ruídos. 
 
Caso 5: Neste caso a aplicabilidade e a robustez da metodologia apresentada na seção 3.2 é 
testada alterando-se a rotação Ω  do sistema rotativo para as mesmas condições de defeitos 
apresentadas na Tabela 4.3. Na prática esta abordagem torna-se bastante útil, principalmente, 
quando se trata da análise do comportamento dos parâmetros físicos de mancais hidrodinâmicos, 
como por exemplo, a rigidez e amortecimento. Estes parâmetros sofrem variações com a 
mudança de velocidade de rotação, temperatura, viscosidade do filme de óleo. A Tabela 4.9 




Tabela 4.9- Rotações adotadas 








 Nas Figuras 4.23 a 4.26 tem-se os MSD’s com variações de rotações e defeitos individuais 
nos parâmetros associados ao mancal e disco.  
 
Figura 4.23- MSD’s para as 4 arquiteturas neurais versus rotações do sistema rotativo , (a) 










Figura 4.24- MSD’s para as 4 arquiteturas neurais versus rotações do sistema rotativo , (a) 
Variação 20% em c . 11
 
Figura 4.25- MSD’s para as 4 arquiteturas neurais versus rotações do sistema rotativo , (a) 
Variação 20% em . 44k
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Figura 4.26- MSD’s para as 4 arquiteturas neurais versus rotações do sistema rotativo . Variação 
20% no desbalanceamento do disco. 
 
 Nota-se nas Figuras 4.23 a 4.26 variações dos MSD’s nas arquiteturas correspondentes aos 
parâmetros sob defeitos. Uma outra observação importante a ser mencionada é como os Desvios 
Quadráticos Médios se comportam na arquitetura 2. Nota-se uma variação gradativa dos desvios 
para as respectivas rotações, o que já era esperado, pois, o efeito da variação da rotação não foi 
incluído no treinamento da rede. 
 
Caso 6: Neste caso foram realizadas modificações no âmbito de acrescentar em todas as entradas 
das quatro arquiteturas neurais, o termo velocidade. A Tabela 4.10 ilustra na forma seqüencial os 









Tabela 4.10 – Acréscimo de Ω  nas entradas das arquiteturas neurais 
Arquiteturas Condições 
Arq. 1 Acréscimo de Ω  na entrada 
Arq. 2 Acréscimo de 2Ω  na entrada 
Arq. 3 Acréscimo de Ω  na entrada 
Arq. 4 Acréscimo de Ω  na entrada 
 
 Na Figura 4.27 a 4.30 tem-se os MSD’s com variações de rotações mantendo os parâmetros 
constantes.  
 






Figura 4.28- MSD’s para as 4 arquiteturas neurais versus rotações do sistema rotativo , Variação 
20% no parâmetro associado com o mancal. 11k
 
 
Figura 4.29- MSD’s para as 4 arquiteturas neurais versus rotações do sistema rotativo ,              




Figura 4.30- MSD’s para as 4 arquiteturas neurais versus rotações do sistema rotativo ,              
Variação 20% no parâmetro de desbalanceamento. 
 
 Neste caso as redes foram treinadas com a inclusão do efeito da rotação. O método proposto 
mostrou-se robusto, detectando e identificando os defeitos iminentes. 
 
4.3 Aplicação 2 
 
 Será feita uma verificação da robustez do método proposto de diagnóstico de defeitos em 
sistema mecânico rotativo com a presença de três mancais e dois discos, com objetivo de saber 
até que ponto a metodologia é capaz de perceber variações nos parâmetros em planos diferentes 
de análise. 
 
Neste exemplo será utilizado o modelo matemático de um sistema mecânico rotativo com 
14 graus de liberdade sendo que a modelagem completa desse sistema está descrita no    
Apêndice A. O modelo constitui-se de três mancais dispostos horizontalmente, entre os mancais 
têm-se dois discos acoplados por um eixo flexível.  Os graus de liberdade se traduzem nas 
translações  do mancal 1, nas translações  do mancal 2, nas translações  do 11, zy 33 , zy 55 , zy
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mancal 3, nas translações  dos discos 1,2 e  nas rotações 4422 ,,, zyzy 22 ,φθ  do disco 1 e 44 ,φθ  
do disco 2. Considera-se que o sistema mecânico rotativo esteja apoiado sobre base rígida. Para 
os propósitos deste trabalho considera-se que os valores dos parâmetros sejam reais e 
identificados por um método de identificação de parâmetros convencional. As figuras 4.31 e 4.32 



























 As matrizes deste
 







igura 4.32 - Coordenadas Físicas do Sistema Rotativo 
amento é composto por, 
yzyzyy 4444332 φθ  (4.23)
 sistema têm as seguintes estruturas internas: 
























































































































































































 Em (4.26) as constantes a,b,c,d....x estão associadas com os parâmetros físicos do eixo. O 
Apêndice A ilustra todo o desenvolvimento da modelagem deste sistema rotativo composto por 






 Considera-se a equação na forma de variáveis de estado para este sistema igual à 
representação segundo Equação (2.56). 
 
 Supõe-se que a matriz S das entradas possua a seguinte característica, 
 
{ }TssssssssssssssS 1413121110987654321=  (4.27)
 
Sendo  valores constantes. A essas variáveis atribui-se os seguintes valores 
numéricos. 
( 14,1 LiS )





























































































































A definição dos parâmetros dos elementos do sistema, bem como, seus valores numéricos, 
estão colocados nas Tabelas 4.12 e 4.13 (Lalane e Ferraris, 1998). 
 
Tabela 4.12- Propriedades Físicas dos mancais 
 
Propriedades Mancal 1 Mancal 2 Mancal 3 
kyy   (N/m)x10^7 2,63 1,75 1,75 
kyz  (N/m) x10^7 2,63 1,75 1,75 
kzz  (N/m) x10^7 2,63 1,75 1,75 
kzy  (N/m) x10^7 2,63 1,75 1,75 
cyy  (N.s/m) x10^2 2,63 1,75 1,75 
cyz  (N.s/m) x10^2 2,63 1,75 1,75 
czz  (N.s/m) x10^2 2,63 1,75 1,75 
czy  (N.s/m) x10^2 2,63 1,75 1,75 
Massa (Kg) 15 15 15 
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Tabela 4.13- Propriedades Físicas dos discos 
 
Propriedades Disco 1 Disco 2 
m (kg) 4 4 
I (kg.m2) 0,011 0,011 
Ip (kg.m2) 0,022 0,022 
Ω (rad/s) 60 60 
 
 A Tabela 4.14 ilustra as freqüências naturais para este sistema, 
 
Tabela 4.14- Freqüências Naturais do sistema 14 graus de liberdade 
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 Para o propósito desse trabalho, o defeito simulado no sistema é representado por uma 
alteração brusca e permanente no valor numérico de algum parâmetro físico. Em todos os casos 
estudados, o defeito é representado por uma variação de 20% do valor nominal do parâmetro, 
sendo utilizado 2048 valores discretos de resposta com tempo de discretização = 2 ms.  t∆
 
 Foi utilizado um sistema filtro com freqüência de corte de 700 rad/s, levando-se em 
consideração que a maior freqüência natural do sistema é 300 rad/s.  
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 Para esse sistema em particular foram consideradas inacessíveis as coordenadas físicas 
4422 ,,, φθφθ  dos discos e as coordenadas relacionadas com o filtro e suas correspondentes 
funções de correlação.  
 
 Substituindo (4.30), (4.31) em (2.66) e efetuando algumas manipulações algébricas, chega-
se nas seguintes equações de compatibilidade do sistema mecânico rotativo, 
 
( ) 0****** 1151211141211 16151412111515 =+++−+++ ξξξξξξξξξξξξξ bRcRcRkRkRkRR z&&  (4.32)
 
0****** 2162221262221 2172152622211615 =++++++ bRcRcRkRkRkRR zξξξξξξξξξξξξξ &&  (4.33)
 



















0******* 8228887812888785 8228218118887862215 =+++++++ ξξξξξξξξξξξξξξξ bRcRcRkRkRkRkRR z&&  (4.36)
 







































 Na Tabela 4.15 tem-se a correspondência entre as equações de compatibilidade do sistema 
mecânico rotativo, e os parâmetros de interesse relacionados com os componentes mecânicos sob 
defeitos. 
 
Tabela 4.15- Correspondência entre as equações de compatibilidade e os parâmetros de interesse 
relacionados com os componentes mecânicos. 
Equações de 
Compatibilidade 
Parâmetros de interesse 
Componente 
mecânico sob defeito 
4.32 e 4.33 11k ,  ,  e  11c 22k 22c Mancal 1 
4.34 Desbalanceamento Disco 1 
4.35 e 4.36 77k ,  ,  e c  77c 88k 88 Mancal 2 
4.37 Desbalanceamento Disco 2 
4.38 e 4.39 1313k ,  ,  e c  1313c 1414k 1414 Mancal 3 
  
 De acordo com a Tabela 4.15 nota-se que os parâmetros associados aos componentes 
mecânicos estão dispostos em planos diferentes, possibilitando assim uma verificação da robustez 
da metodologia de diagnóstico de defeitos em sistemas apresentando tais particularidades. 
 
 As Figuras 4.33 a 4.36 ilustram as arquiteturas neurais utilizadas para a metodologia de 






































































(b) Eq. (4.35)(a) Eq. (4.34) 
 
Figura 34 - Arquiteturas neurais. (a) relacionadas com o parâmetro associado ao Disco 1; (b) 
relacionadas com os parâmetros associados ao mancal 2; 
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(a) Eq. (4.36) 
 R
M
Figura 35 - Arquiteturas neurais. (a) relacionad
(b) relacionadas com os parâm
 
(a) Eq. (4.3(a) Eq. (4.38) 8) 
M














(b) Eq. (4.37) 
as com os parâmetros associados ao mancal 2;  




















com os parâmetros associados ao mancal 3;  
Para as condições de defeitos individuais e combinados nos parâmetros, a rede neural foi 
implementada e ajustada com os mesmos parâmetros adotados na Aplicação 1.  
 
 A Tabela 4.16 apresenta diversas arquiteturas treinadas com os respectivos números de 
iterações realizadas. 
 
Tabela 4.16 – No de Iterações realizadas de acordo com o número de neurônios da camada de 
entrada da rede. 
 
No de Iterações para 
número de neurônios na 
camada de entrada 
Arquiteturas Estruturas 
m=3 m=4 m=5 m=6 
1 mx5x1 1766 1870 1950 2030 
2 mx8x1 1450 1585 1690 1977 
3 mx12x1 1005 1010 1100 1902 
4 mx15x1 900 870 985 1501 
5 mx18x1 580 610 840 1100 
6 mx20x1 600 633 860 1216 
7 mx25x1 600 640 865 1200 
 
Onde m é o número de neurônios na camada de entrada da rede. 
 
 Com base na Tabela 4.16 escolheu-se a arquitetura 5 (m neurônios na camada de entrada, 
18 neurônios na camada intermediária e um neurônio na camada de saída) para fazer o 
mapeamento dos MSD’s nas saídas das redes.  
 
 Considerou-se um percentual de arbitrário de defeito na ordem de 20% nos parâmetros do 
sistema rotativo. Os casos estudados abaixo correspondem a variações individuais e combinados 
nos parâmetros. A Tabela 4.17 ilustra as condições dos parâmetros sob defeitos individuais. 
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Tabela 4.17 – Parâmetros sob Defeitos individuais 
Condições Parâmetros sob Defeitos individuais 
1 11k  
2 11c  
3 22k  
4 22c  
5 desbalanceamento do disco 1 
6 77k  
7 77c  
8 88k  
9 88c  
10 desbalanceamento do disco 2 
11 1313k  
12 1313c  
13 1414k  
14 1414c  
 
  As Figuras 4.37 a 4.39 ilustram os valores dos MSD’s encontrados seguindo as condições 









Figura 4.37- MSD’s para as 8 arquiteturas neurais (a) Variações individuais de 20% nos 
parâmetros , ; (b) Variações individuais de 20% nos parâmetros , . 11k 11c 22k 22c
 
(a) (b) 
Figura 4.38- MSD’s para as 8 arquiteturas neurais (a) Variações individuais de 20% nos 










Figura 4.39- MSD’s para as 8 arquiteturas neurais (a) Variações individuais de 20% nos parâmetros c  e 




 Conforme Figuras 4.37 a 4.39 nota-se que o método de diagnóstico de defeitos mostrou-se 
robusto, detectando as variações nos parâmetros em planos diferentes de análises. As arquiteturas 
neurais que não continham os parâmetros sob defeitos apresentaram valores dos MSD’s na ordem 
de 10-4, reafirmando assim, os resultados satisfatórios obtidos na Aplicação 1. Dando 
prosseguimento no estudo do comportamento do sistema sob defeitos, tem-se agora a análise do 
sistema submetido a defeitos combinados nos parâmetros. A Tabela 4.18 ilustra as condições e os 
parâmetros sob defeitos combinados. 
 
Tabela 4.18 – Parâmetros sob Defeitos combinados 
Condições Parâmetros sob Defeitos combinados 
1 11k   e   desbalanceamento do disco 2 
2 11c  e  1313k
3 1414c  e   desbalanceamento do disco 1 
4 77c  e k  1414
5 22c  e  88k
6 1313c  e k  22




Figura 4.40- MSD’s para as 8 arquiteturas neurais (a) Variações individuais de 20% nos 
parâmetros , desbalanceamento do disco 2 e c , k ; (b) Variações individuais de 20% nos 







Figura 4.41- MSD’s para as 8 arquiteturas neurais (a) Variações individuais de 20% nos 
parâmetros c , k  e ,  ;  (b) Variações individuais de 20% nos parâmetros ,  e c ,      
. 
22 88 1313c 22k 77k 88c 11
1414k
  
Mesmo fazendo variações simultâneas nos parâmetros o método proposto mostrou-se 
sensíveis a este tipo de abordagem. Os resultados encontrados nestas análises possibilitam sem 
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sombra de dúvida empregar o método com dados reais de uma máquina, o que será abordado no 

























































Aquisição de dados e Verificação Experimental
5.1 Introdução
Neste capítulo pretende-se verificar a robustez e a aplicabilidade da metodologia proposta
nos capítulos 2 e 3 utilizando dados reais de uma máquina rotativa com eixo vertical. A
verificação experimental foi possível graças à disponibilidade de uma bancada de testes, que
apresenta características construtivas que flexibilizam a introdução de defeitos, seja em relação
ao mancal ou em relação ao disco. O modelo estudado na Aplicação 1 (Cap. 4) corresponde a
configuração desta bancada.
Inicia-se com a descrição da bancada de teste e da montagem experimental a ser utilizada
no presente trabalho. A seguir, faz-se uma descrição do sistema de medição e do software
utilizado para aquisição dos dados. São apresentados as formas de excitações empregadas e os
procedimentos de execução dos testes experimentais. Finalmente, serão apresentados os
resultados dos testes da metodologia proposta, submetendo a máquina rotativa a defeitos
individuais e combinados nos parâmetros.
5.2 Descrição da Bancada Experimental
A bancada é composta por um rotor vertical, com três partes distintas, indicadas na Figura
5.1:
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Figura 5.1 – Bancada Experimental
Na superior é fixado axialmente um motor de 4 kw de potência. Na parte intermediária tem-
se um mancal hidrodinâmico. Na extremidade inferior tem-se um disco montado na extremidade
do eixo.
Esta bancada apresenta um conjunto de características importantes, tais como:
•  Possibilidade de variação dos parâmetros de rigidez e amortecimento dos mancais,
mediante a introdução de materiais entre a estrutura do suporte do mancal.
•  Simplicidade de operação, devida à facilidade de fixação de instrumentos sensores e
excitador;
•  Disponibilidade de dispositivos limitadores de deslocamentos que proporciona a




Dana (1987) fez uma análise dinâmica dessa bancada de ensaio, estudando as causas da
variação dos autovalores e autovetores complexos sobre o comportamento do sistema, estimando
as velocidades críticas para o rotor em balanço na tentativa de melhor caracterizar o efeito
giroscópico em máquinas rotativas de eixo vertical.
5.3 Sistema de Medição
O sistema de medição consistiu em posicionar dois sensores de deslocamentos nas duas
direções perpendiculares do mancal e do disco. A Figura 5.2 apresenta a disposição dos sensores
nas respectivas direções do mancal.
Figura 5.2 – Posicionament
A função dos sensores d
movimento do suporte do manca
Os principais equipamento
•  Sensores de deslocamen
0 a 2mm e sensibilidade 
•  Condicionador de sinais 
•  Amplificador de Potência
•  Gerador de ruído da Gen
•  Micro computador (Penti97
o do sensor de deslocamento numa direção específica do mancal
e deslocamentos nas duas direções mancal é a de monitorar o
l durante a operação do sistema
s utilizados no experimento foram:
tos; sem contato, Tipo “Eddy current”, com faixa linear de
5V/mm;
da Bruel&Kjaer
 da Bruel&Kjaer (Modelo 4808);
eral Radio Corporation (Modelo 1381);
um), contendo o software LABVIEW®.
A Figura 5.3 ilustra a montagem experimental utilizada:
Figura 5.3 – Montagem experimental utilizada
5.4 Descrição do Programa de Aquisição de Dados
Para aquisição de dados da parte experimental foi usado o software LABVIEW da National
Instrument, sendo uma ferramenta de programação gráfica específica para construção de sistemas
de aquisição de dados, instrumentação e controle.








Bloco 3 Bloco 4 
Bloco 5 
O Bloco 1 compreende na utilização da função para múltiplas entradas, juntamente com a
definição de alguns parâmetros como número de pontos , razão de amostragem
(1000 samples/sec). O Bloco 2 tem por objetivo gerar o vetor tempo para um número de pontos e
um msdt 2= . No Bloco 3 os sinais são adquiridos para os 4 canais. No Bloco 4 os sinais são
filtrados por um filtro passa-baixa tipo Butterworth com ordem 10, freqüência de corte de 15 Hz
com objetivo de se eliminar ruídos. Essa freqüência de 15 Hz foi escolhida considerando que a
análise concentrou-se na faixa de freqüência correspondente a rotação máxima de 480 rpm.
No Bloco 5 os sinais são salvos e guardados para eventuais análises.
5.5 Natureza da Excitação
  5.5.1 Excitação por desbalanceamento
Na Figura 5.1, a bancada possui um disco com 300mm de diâmetro e 20 mm de espessura
localizado na extremidade do eixo. Esse disco é dotado de 8 furos circularmente espaçados,
conforme ilustra a Figura 5.5.
Figura 5.5 – Posic
Com auxílio de diferentes m
resposta do sistema, simultaneamen
funcionamento. A rotação de regim
máquina, estando situada numa re
obtidos variando o valor do desbalan99
ionamento da massa de desbalanceamento
assas de desbalanceamento, foram adquiridos os sinais da
te pelos quatro sensores, sempre para a mesma rotação de
e, 8 Hz, foi escolhida conforme as condições oferecidas pela
gião segura de funcionamento. Os dados adquiridos foram
ceamento.
  5.5.2 Excitação de natureza aleatória
A excitação de natureza aleatória foi aplicada numa das direções perpendiculares do
mancal intermediário conforme Figura 5.6. A Força foi aplicada através de um excitador da Bruel
& Kjaer tipo 4048 acoplado a uma base independente e alimentado por um gerador de sinal, com
sinal aleatório amplificado.
Figura 5.6
  5.5.3 Excitação por desb
Foram realizados experim
aleatória simultaneamente utiliza
5.6 Procedimentos de execução
Na Figura 5.7 têm-se as 
da metodologia de diagnóstico d
Figura 5.7 – C
Excitaçã
Harmôni
       Rotações100
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alanceamento e por natureza aleatória
entos excitando o sistema por desbalanceamento e por natureza
ndo os mesmos procedimentos citados anteriormente.
 dos testes experimentais
condições de execuções dos testes experimentais para aplicação
e defeitos desenvolvida nos capítulos 2 e 3.










Na Figura 5.7 considera-se a condição normal como sendo a invariância em qualquer um de
seus parâmetros físicos, como por exemplo, a rigidez e desbalanceamento, bem como parâmetros
operacionais, como a rotação de trabalho.
Quanto ao tipo de excitação no sistema têm-se duas condições analisadas:
1. Excitação harmônica devido ao desbalanceamento natural da máquina;
2. Excitação com o shaker (sinal aleatório) e excitação devido ao desbalanceamento
natural;
A condição de defeito na máquina consistiu em analisar o comportamento dos seguintes
parâmetros:
1. Rotação da máquina: Consistiu em analisar a resposta no tempo sob rotações de 5Hz a
8Hz variando de 0,5Hz. A escolha deste intervalo de rotação deve-se ao fato de ser uma
faixa segura de operação;
2. Desbalanceamento: Este teste conforme mencionado no item 5.5.1, consistiu no
acréscimo de massas, nos furos do disco;
3. Amortecimento: Este teste consistiu na introdução de um material (espuma) entre a
estrutura de lâminas que sustenta o mancal. O objetivo aqui foi amortecer mais o sistema,
simulando uma alteração do amortecimento nas duas direções do mancal;
4. Combinações de defeitos.
Para estas condições de defeitos foram realizados testes com defeitos individuais nos
parâmetros físicos e defeitos combinados seguindo a mesma linha de raciocínio do
desenvolvimento da metodologia de diagnóstico de defeitos apresentada no capítulo 3.
5.7 Testes da Metodologia Proposta
Para realização dos testes para aplicação da metodologia desenvolvida para dados reais,
procurou-se seguir os mesmos procedimentos adotados nos capítulos anteriores. Foram obtidas as
correlações entre os sinais medidos nas duas direções do mancal e do disco, a partir estes sinais
102
foram colocados dispostos nas entradas das respectivas arquiteturas neurais conforme ilustrado na
aplicação 1 do Capítulo 4.
A partir das respostas obtidas pela rede neural, obtiveram-se os Desvios Quadráticos
Médios (MSD). Essa análise possibilita quantificar a variação ou variações nas respectivas
arquiteturas neurais, de acordo com o tipo de defeito imposto na máquina.
Quanto à estrutura das redes neurais o número de neurônios da camada intermediária
permaneceu sendo igual a 12.
5.8 Resultados Experimentais
A aplicabilidade e a robustez da metodologia é inicialmente testada submetendo a máquina
rotativa a várias rotações operacionais, conforme mencionado no item 5.6. As respectivas
rotações são ilustradas na Tabela 5.1,








Segundo Tabela 5.1 a primeira condição relacionada com a rotação de 5Hz foi usada na fase
de treinamento da rede. Assim, as outras rotações foram usadas para os respectivos testes.
Na Figura 5.8 tem-se os valores dos MSD’s para a condição da máquina sendo submetida
somente à variação de rotação (segundo seção 5.6). Na Figura 5.9 tem-se os valores do MSD para
as 4 arquiteturas neurais variando a rotação da máquina para simular uma alteração nos
parâmetros do mancal, acrescentou-se uma espuma entre a subestrutura do mancal e do suporte
rígido da máquina (direção 1y ). Este material alterou características tanto de rigidez como de
amortecimento. Entretanto, estes parâmetros estão presentes na mesma arquitetura, causando um
efeito de alteração para a saída da mesma.
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Figura 5.8  –  MSD’s para as 4 arquiteturas neurais (a) Variação de rotação (sem defeito).
Figura 5.9  –  MSD’s para as 4 arquiteturas neurais. Variação de rotação e defeito individual
(acréscimo de espuma na direção 1y  do suporte da máquina).
Observa-se na Figura 5.8 variações dos MSD’s com valores máximos na ordem de 13,52% na
arquitetura 2 relacionada com o parâmetro de velocidade. Nas arquiteturas 1 e 4 houve variações
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na ordem de 3% respectivamente, sendo que estas arquiteturas estão relacionadas com os
parâmetros de rigidez e amortecimento do mancal. De acordo com a Figura 5.9 observa-se um
valor máximo do MSD de 17,26% na arquitetura 1 e valor na ordem de 20% na arquitetura 2. As
arquiteturas 3 e 4 são insensíveis a variação do amortecimento na direção 1y  e rotação do disco.
Na condição do teste de desbalanceamento do disco com 13g, a Figura 5.10 ilustra os
valores dos MSD’s para as 4 arquiteturas neurais. Na Figura 5.11 tem-se os MSD’s para a
máquina girando com rotações variadas e acrescentando espuma na direção do suporte do mancal
(direção 1z ).
Figura 5.10  –  MSD’s para as 4 arquiteturas neurais (a) Variação de rotação e defeito individual
(desbalanceamento de massa 13g).
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Figura 5.11  –  MSD’s para as 4 arquiteturas neurais . Acréscimo de espuma na direção 1z  do
suporte da máquina.
Observa-se com isso que o método proposto conseguiu localizar os defeitos individuais no
sistema rotativo.
Dando prosseguimento, a máquina rotativa foi submetida a variações de defeitos
combinados (duas direções perpendiculares do mancal). As Figuras 5.12 e 5.13 ilustram a
variação de rotação e defeitos combinados.
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Figura 5.12 – MSD’s para as 4 arquiteturas neurais  com variação de rotação e defeitos
combinados.
Figura 5.13 – MSD’s para as 4 arquiteturas neurais  com variação de rotação e defeitos
combinados.
Nestas condições o método mostrou-se robusto, localizando os defeitos iminentes.
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Considerando a máquina rotativa com eixo vertical sendo excitada pelo shaker, onde é
inserido um sinal aleatório oriundo de um gerador de funções (Figura 5.6) tem-se os resultados
para os mesmos casos estudados para o sistema excitado somente por desbalanceamento natural
da máquina.
Nas Figuras 5.14 a 5.19 tem-se os MSD’s para defeitos individuais e combinados com a
máquina girando em rotação variadas e excitada por um sinal aleatório.
Figura 5.14  –  MSD’s para as 4 arquiteturas neurais. Variação de rotação (sem defeito).
 (Excitação com Shaker)
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Figura 5.15  –  MSD’s para as 4 arquiteturas neurais . Variação de rotação e defeito individual
(acréscimo de espuma na direção 1y  do suporte da máquina) (Excitação com Shaker)
Figura 5.16  –  MSD’s para as 4 arquiteturas neurais. Variação de rotação e defeito individual
(desbalanceamento de massa 13g). (Excitação com Shaker)
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Figura 5.17  –  MSD’s para as 4 arquiteturas neurais . Acréscimo de espuma na direção 1z  do
suporte da máquina (Excitação com Shaker).
Figura 5.18 – MSD’s para as 4 arquiteturas neurais com variação de rotação e defeitos
combinados (Excitação com Shaker).
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Figura 5.19 – MSD’s para as 4 arquiteturas neurais com variação de rotação e defeitos
combinados (Excitação com Shaker).
Os resultados obtidos para a condição da máquina (excitação com shaker) foram
satisfatórios, conforme ilustrados nas Figuras 5.14 a 5.19, comprovando mais uma vez a
eficiência e a robustez da metodologia proposta de diagnóstico de defeitos em sistemas rotativos.
Nas Figuras 5.20 e 5.21 tem-se os valores dos MSD’s considerando o treinamento das redes
neurais incluindo os efeitos da rotação,
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Figura 5.20- Variação de rotação (sem defeito),efeito da rotação no treinamento.
Figura 5.21 Variação de rotação com defeitos combinados (Efeito da rotação no treinamento).
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De acordo com a Figura 5.20 para condição da máquina sendo submetida à variação de
rotação (sem defeito) nota-se valores dos MSD’s na ordem de 10-6 em todas as rotações e
arquiteturas neurais. O efeito da rotação no treinamento da rede neural é notório, considerando o
fato que não houve acréscimo de defeitos na máquina. A Figura 5.21 ilustra valores dos MSD’s
para as mesmas condições, acrescentando defeitos combinados na máquina. Nota-se que o efeito
da rotação para este caso, que os valores dos MSD’s nas arquiteturas 1,2 e 4 mantém-se
constantes para todas as rotações.
Nesta abordagem o método proposto foi capaz de localizar e identificar os defeitos na
máquina rotativa submetida às condições semelhantes à Aplicação 1.
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Capítulo 6
Conclusões e Sugestões para Próximos Trabalhos
O presente trabalho apresenta uma contribuição aos métodos de diagnóstico de defeitos em
sistemas mecânicos rotativos. A principal diferença desta proposta em relação às demais
metodologias em MBFDI (Model Based Fault Detection and Isolation) é a utilização da Equação
Matricial de Ljapunov e Redes Neurais Artificiais para monitorar e diagnosticar os parâmetros
físicos do sistema sob defeito. A formulação da Equação Matricial de Ljapunov relaciona as
matrizes de entrada de um sistema linear com as funções de correlação entre os sinais medidos do
sistema. A combinação ou complementação destas duas ferramentas representa procedimentos
poderosos para processar e integrar informações de natureza quantitativa e qualitativa. Os
excelentes resultados encontrados nos vários casos estudados e na verificação experimental,
comprovaram o quanto o método é eficiente e robusto.
Na abordagem investigada partiu-se do pressuposto que o modelo matemático do sistema
mecânico é bem conhecido e está representado na forma de variáveis de estado com excitação
estacionária. Um defeito no sistema foi definido como sendo uma alteração numérica permanente
em um ou mais parâmetros do sistema. O procedimento de diagnóstico de defeitos usa somente
as variáveis de estado medidas, não sendo necessária a medida direta da excitação estocástica. A
excitação tipo ruído colorido é modelada por um sistema dinâmico excitado por um ruído branco.
O mapeamento das funções de correlações que não podem ser estimadas diretamente foi
realizado através de redes neurais multicamadas. O desvio quadrático médio ou MSD (Mean
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Squared Deviation) avaliou a sensibilidade e a robustez das arquiteturas neurais mediante
alterações nos parâmetros físicos do sistema.
As equações que compõem as arquiteturas neurais para o diagnóstico de defeitos separam
claramente os parâmetros físicos e as funções de correlação associadas a cada componente
mecânico sob análise (mancais e disco) em direções distintas.
As equações usadas para a formulação matemática do método de diagnóstico de defeitos
foram avaliadas na Aplicação 1 através do mapeamento das funções de correlações entre os sinais
medidos de um sistema mecânico rotativo de seis graus de liberdade.
Foi estudada a condição em que o sistema é excitado por um ruído branco, média zero,
juntamente com a excitação devido ao desbalanceamento, sendo adicionada uma perturbação de
característica harmônica com aproximadamente 3 vezes o valor da freqüência de rotação da
máquina, aplicada nas duas direções do mancal. Analisando os casos de defeitos individuais nos
parâmetros, a metodologia mostrou-se robusta, localizando e identificando o defeito.
Foi estudado também o caso onde o sistema é excitado por ruído colorido. Este sinal é
obtido através da introdução de um sistema excitado por ruído branco. Nesse sentido alguns
casos foram abordados utilizando o sistema filtro para várias freqüências de corte do mesmo.
Para testar a viabilidade e a robustez do método proposto, foi estudada a situação em que o
sistema mecânico rotativo apresentou defeitos combinados nos parâmetros. Estes defeitos
combinados correspondem a uma variação de 20% valor de cada parâmetro permanecendo os
outros parâmetros constantes. Em todos os casos estudados os valores dos MSD’s tiveram mais
evidências, nas arquiteturas relacionadas com os parâmetros sob defeitos.
Um outro assunto abordado foi quanto à avaliação do comportamento do sistema mecânico
rotativo excitado por ruído colorido, verificando a influência do ruído branco aleatório e
estacionário nos sinais medidos. Foram acrescidos 4 níveis diferentes de ruído branco na resposta
do sistema. A metodologia mostrou-se robusta mesmo acrescentando ruído nas medidas.
Foram abordados os casos em que há variação simultânea da rotação e dos parâmetros. As
variações dos MSD’s na arquitetura relacionada com o termo de velocidade se comportaram num
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aumento gradativo à medida que se aumentava o valor numérico da rotação. Na equação a
contribuição de Ω  é ao quadrado, gerando variações nas saídas treinadas para somente uma
rotação.
Na Aplicação 2 foi feita uma verificação da robustez do método proposto de diagnóstico de
defeitos em sistema mecânico rotativo com a presença de três mancais, com objetivo de saber até
que ponto a metodologia é capaz de perceber variações nos parâmetros de mancais diferentes.  Os
resultados apresentados mostraram grande sensibilidade e robustez do método perante os defeitos
apresentados.
Na verificação experimental, os sinais foram medidos nas duas direções do mancal e do
disco respectivamente. Obtidas as funções de correlações entre os sinais medidos, testou-se a
metodologia analítica colocando como entradas das redes neurais dados reais de uma máquina
rotativa com eixo vertical. Os desvios encontrados para as condições de testes realizados
mostraram que a metodologia continuou sendo robusta, mesmo apresentando desvios em outras
redes.
Um item importante a ser mencionado é que para esta metodologia de diagnóstico de
defeitos não há necessidade de se ter o conhecimento numérico real dos parâmetros do sistema,
mas se conhecermos a estrutura do modelo e aplicarmos condições de contornos apropriadas
certamente se chegará aos objetivos propostos, que é identificar e localizar um determinado tipo
de defeito.
•  Extensões e sugestões para trabalhos futuros
Para o prosseguimento das análises realizadas neste trabalho, sugere-se inicialmente:
1. Aplicação do método analisando o efeito de outros tipos de defeitos, como por
exemplo, desalinhamento, folga mecânica;
2. A técnica de observadores de estado poderá estimar as variáveis de estado que não
podem ser medidas com tanta facilidade, como é o caso das coordenadas angulares
de discos.
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3. Explorar casos onde as estruturas internas das matrizes não sejam tão esparsas;
4. Analisar o efeito de não-linearidades;
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Modelagem do Sistema com 14 Gdl’s
























1. Equação Dinâmica do sistema
[ ] ( ){ } [ ] ( ){ } [ ] ( ){ } ( ){ }tFtqKtqGtqM GGGG =++ !!! (1)
onde
[MG ]: Matriz de massa global;
[GG]: Matriz de amortecimento + Matriz devido ao efeito giroscópico;
[KG]: Matriz de rigidez global;.
{FG}: Vetor de Excitação global;
{q(t)} : Vetor de deslocamentos
{q(t)}T={ y1 , z1 , y2 , θ2 , z2 , φ2 , y3 , z3, y4 , θ4 , z 4 , φ4 , y5. z5 };
1.1 Equação de movimento para elemento 1: Mancal 1
( ) ( ) ( ) ( )tFtqKtqCtqM mmmmmm 111111 =++ !!! (2)
Onde:
1mM : matriz de massa para mancal 1
1mC : matriz de amortecimento para mancal 1
1mK : matriz de rigidez para mancal 1


















































































1.2 Equação de movimento para elemento 2: Eixo de comprimento L1
















































































































1.3 Equação de movimento para elemento 3: Disco Rígido 1
( ) ( ) ( )tFtqGtqM ddddd 11111 =+ !!!! (6)




























































































































































1.4 Equação de movimento para elemento 4: Eixo de comprimento L2

















































































































1.5 Equação de movimento para elemento 5: Mancal  2
( ) ( ) ( ) ( )tFtqKtqCtqM mmmmmm 222222 =++ !!! (10)
Onde:
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2mM : matriz de massa para mancal 2
2mC : matriz de amortecimento para mancal 2
2mK : matriz de rigidez para mancal 2
























































































1.6 Equação de movimento para elemento 6: Eixo de comprimento L3















































































































1.7 Equação de movimento para elemento 7: Disco Rígido 2
( ) ( ) ( )tFtqGtqM ddddd 22222 =+ !!!! (14)





























































































































































1.8 Equação de movimento para elemento 8: Eixo de comprimento L4
















































































































1.9 Equação de movimento para elemento 9: Mancal  3
( ) ( ) ( ) ( )tFtqKtqCtqM mmmmmm 333333 =++ !!! (18)
onde,
3mM : matriz de massa para mancal 3
3mC : matriz de amortecimento para mancal 3
3mK : matriz de rigidez para mancal 3
























































































1.10 Matriz global de Massa
{ }33222222111111 MMImImMMImImMMdiagMG = (20)
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1.13 Força de excitação para o sistema: Excitação Aleatória + Excitação Harmônica







































































































































































Considere um sistema dinâmico rotativo descrito pela seguinte equação diferencial,
( ) ( ) ( ) ( ) ( )tHntSwtQtPtM +=ξ+ξ+ξ !!! (1)
com














A matriz H(f,2) corresponde à matriz de entrada para o vetor n(t)(2,1) do sinal harmônico com
freqüência Ω. Os outros termos da equação (1) são definidos no capítulo 2.
A equação (1) pode ser reformulada e representada como,
       ( ) ( ) ( ) ( )tnEtwBtxAtx ***8 ++=! (3)
       ( ) ( )tCxty ** = (3a)
Com
















As estruturas internas das matrizes A* e B*, assim como as dimensões, permanecem
inalteradas.
Sendo ( )tw  não correlato com ( )tn , ou seja,
       ( ) 0=τ iwnR  , i∀ (5)
A resposta do sistema dinâmico pode ser composta de uma superposição da resposta à
excitação estocástica xw(t) e da resposta à excitação harmônica xn(t).
( ) ( ) ( ) ( ) ( )tsinqtqtxtxtxtx wnw Ω+Ω+=+= 21 cos (6)
onde q1 e q2  contém os vetores de amplitudes de vibração do sistema (dependem das freqüências
naturais do sistema).
A matriz de correlação ( )ixxR τ**  pode ser escrita,
( ) ( ) ( ){ }iTixx txtxR τ+ε=τ **** (7)
Substituindo a solução da equação espaço de estado (3) e (6) na equação (7) assumindo a
condição de estacionaridade, tem a seguinte relação,












onde uuψ  é a matriz intensidade do processo de excitação colorida w(t).
A matriz de correlação ( )inxR τ*  é definida da seguinte maneira,
( ) ( ) ( ){ }iTinx txtnR τ+ε=τ ** (9)
Substituindo (2) e (6) em (9):
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Considerando que não há correlação entre n(t) e w(t)





























( ) ( ){ } ( ){ }
























































































































































( ){ } iitt ττε Ω=+ΩΩ sen2
1sen*cos (16)
( ){ } iitt ττε Ω−=+ΩΩ sen2
1cos*sen (17)
( ){ } iitt ττε Ω=+ΩΩ cos2
1sen*sen (18)




































































































































A matriz de correlação ( )inxR τ*  é definida da seguinte maneira,
( ) ( ) ( ){ }iTinx tntxR τ+ε=τ ** (22)















ttsinqtqtxR coscos 21* (23)
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* qqqqR iiinx "" τΩ+τΩ=τ (24)
