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Abstract
Inspired by E. Witten’s work, N. Reshetikhin and V. Turaev introduced in 1991 important
invariants for 3–manifolds and links in 3–manifolds, the so–called quantum (WRT) SU(2)
invariants. Short after, R. Kirby and P. Melvin defined a modification of these invariants,
called the quantum (WRT) SO(3) invariants. Each of these invariants depends on a root of
unity.
In this thesis, we give a unification of these invariants. Given a rational homology 3–sphere
M and a link L inside, we define the unified invariants ISU(2)M,L and I
SO(3)
M,L , such that the evaluation
of these invariants at a root of unity equals the corresponding quantum (WRT) invariant. In
the SU(2) case, we assume the order of the first homology group of the manifold to be odd.
Therefore, for rational homology 3–spheres, our invariants dominate the whole set of SO(3)
quantum (WRT) invariants and, for manifolds with the order of the first homology group odd,
the whole set of SU(2) quantum (WRT) invariants. We further show, that the unified invariants
have a strong integrality property, i.e. that they lie in modifications of the Habiro ring, which
is a cyclotomic completion of the polynomial ring Z[q].
We also give a complete computation of the quantum (WRT) SO(3) and SU(2) invariants
of lens spaces with a colored unknot inside.
Zusammenfassung
Von E. Wittens Arbeit inspiriert definierten N. Reshetikhin und V. Turaev im Jahre 1991
wichtige Invarianten für 3–Mannigfaltikeiten und Verschlingungen in 3–Mannigfaltigkeiten,
welche heute als (WRT) SU(2) Quanteninvarianten bekannt sind. Wenig später führten R.
Kirby und P. Melvin die (WRT) SO(3) Quanteninvarianten ein, eine Modifikation der SU(2)
Invarianten. Alle diese Invarianten hängen von einer Einheitswurzel ab.
In dieser Dissertation geben wir eine Vereinigung dieser Invarianten an. Sei eine 3–dimensi-
onale rationale HomologiesphäreM und eine Verschlingung L inM gegeben. Wir definieren die
vereinigten Invarianten ISU(2)M,L und I
SO(3)
M,L , so dass die Evaluierung dieser Invarianten an einer
Einheitswurzel mit der entsprechenden (WRT) Quanteninvariante übereinstimmt. Im SU(2)
Fall verlangen wir, dass die Ordnung der ersten Homologiegruppe der 3–Mannigfaltigkeit M
ungerade ist. Somit dominieren unsere Invarianten für rationale Homolgiesphären die Menge
aller (WRT) SO(3) Quanteninvarianten, respektive die Menge aller (WRT) SU(2) Quantenin-
varianten für Mannigfaltigkeiten mit erster Homolgiegruppe von ungerader Ordnung. Weiter
zeigen wir, dass die vereinigten Invarianten eine starke Ganzzahligkeits–Eigenschaft besitzen:
Sie liegen in Modifikationen des Habiro Rings, einem zyklotomischen Abschluss des Polynom-
rings Z[q].
Weiter geben wir eine vollständige Berechnung der (WRT) SO(3) und SU(2) Quantenin-
varianten von Linsenräumen mit einem gefärbten trivialen Knoten darin an.
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Introduction
In 1984, V. Jones [16] discovered the famous Jones polynomial, a strong link invariant which
led to a rapid development of knot theory. Many new link invariants were defined short after,
including the so–called colored Jones polynomial which uses representations of a ribbon Hopf
algebra acting as colors attached to each link component. The whole collection of invariants of
this spirit are called quantum link invariants.
In the 60’ and 70’ of the last century, Likorish [26], Wallace [35] and Kirby [18] showed,
that there is a one–to–one correspondence via surgery between closed oriented 3–manifolds up
to homeomorphisms and knots in the 3–dimensional sphere modulo Kirby–moves. This gives
the possibility to study 3–manifolds using knot theory.
In 1989, E. Witten [36] considered quantum field theory defined by the noncommutative
Chern–Simons action to define (on a physical level of rigor) certain invariants of closed ori-
ented 3–manifolds and links in 3–manifolds. Inspired by this work, N. Reshetikhin and V.
Turaev [33, 34] constructed in 1991 new topological invariants of 3–manifolds and of links in
3–manifolds. The construction goes as follows. Let M be a closed, oriented 3–manifold and
LM its corresponding surgery link. The quantum group Uq(sl2) is a deformation of the Lie
algebra sl2 and has the structure of a ribbon Hopf algebra. One now takes the sum of the
colored Jones polynomial of LM , normalized in an appropriate way, over all colors, i.e over
all finite–dimensional irreducible representations of Uq(sl2). Evaluating at a root of unity ξ
makes the sum finite and well–defined. These invariants are denoted by τM(ξ). Together they
form a sequence of complex numbers parameterized by complex roots of unity and are known
either as the Witten–Reshetikhin–Turaev invariants, short WRT invariants, or as the quantum
invariants of 3–manifolds. Since the irreducible representations of the quantum group Uq(sl2)
correspond to the irreducible representations of the Lie group SU(2), they are sometimes also
called the quantum (WRT) SU(2) invariants.
R. Kirby and P. Melvin [20] defined the SO(3) version of the quantum (WRT) invariants by
summing only over representations of Uq(sl2) of odd dimension and evaluating at roots of unity
of odd order. These invariants are known as the quantum (WRT) SO(3) invariants. They have
very nice properties. For example, A. Beliakova and T. Le [5] showed that they are algebraic
integers, i.e. τSO(3)M (ξ) ∈ Z[ξ] for any closed oriented 3–manifold M and any root of unity ξ (of
odd order). Similar results where also proven for the SU(2) invariants with some restrictions
on either the manifold M or the order of the root of unity ξ (see [12], [3], [11], [28]). The full
integrality result is conjectured and work in progress.
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The integrality results are based on a unification of the quantum (WRT) invariant. For
any integral homology 3–sphere M , K. Habiro [12] constructed a unified invariant JM whose
evaluation at any root of unity coincides with the value of the quantum (WRT) SU(2) invariant
at that root. The unified invariant is an element of a certain cyclotomic completion of a poly-
nomial ring, also known as the Habiro ring. This ring has beautiful properties. For example,
we can think of its elements as analytic functions at roots of unity [12]. Therefore, the unified
invariant belonging to the Habiro ring means that the collection of the quantum (WRT) in-
variants is far from a random collection of algebraic integers: together they form a nice function.
In this thesis, we give a similar unification result for rational homology 3–spheres which in-
cludes Habiro’s result for integral homology 3–spheres. More precisely, for a rational homology
3–sphere M , we define unified invariants ISO(3)M and I
SU(2)
M such that the evaluation at a root
of unity ξ gives the corresponding quantum (WRT) invariant (up to some renormalization). In
the SU(2) case, we assume the order of the first homology group of the manifold to be odd –
the even case turns out to be quite different from the odd case and is part of ongoing research.
Further, new rings, similar to the Habiro ring, are constructed which have the unified invariants
as their elements. We show that these rings have similar properties to those of the Habiro ring.
We also give a complete computation of the quantum (WRT) SO(3) and SU(2) invariants for
lens spaces with a colored unknot inside at all roots of unity.
Additionally to the techniques developed by Habiro, we use deep results coming from number
theory, commutative algebra, quantum group and knot theory. The new techniques developed
in Chapters 3 and 5 about cyclotomic completions of polynomial rings could be of separate
interest for analytic geometry (compare [27]), quantum topology, and representation theory.
Further, even though integrality of the quantum (WRT) invariants does not in general follow
directly from the unification of the quantum (WRT) invariants, it does help proving it and a
conceptual solution of the integrality problem is of primary importance for any attempt of a
categorification of the quantum (WRT) invariants (compare [17]). Our results are also a step
towards the unification of quantum (WRT) g invariants of any semi–simple Lie algebra g (see
[34] for a definition of quantum (WRT) g invariants). K. Habiro and T. Le announced such
unified g invariants for integral homology 3–spheres. We expect that the techniques introduced
here will help to generalize their results to rational homology 3–spheres.
Plan of the thesis
In Chapter 1, we give the definition of the colored Jones polynomial and state that it has a
cyclotomic expansion with integral coefficients. The proof of this integrality result is postponed
to the Appendix. This expansion is used for the definition of the unified invariant (Chapter
4). In Chapter 2, the quantum (WRT) invariants are defined and important facts about (gen-
eralized) Gauss sums are stated. Chapter 3 is devoted to the theory of cyclotomic completions
of polynomial rings. For a given b, we define the rings Rb and Sb and discuss the evaluation
at a root of unity in these rings. In Chapter 4, the unified invariants ISO(3)M and I
SU(2)
M of a
rational homology 3–sphere M are defined and the main results of this thesis, i.e. the invari-
ance of ISO(3)M and I
SU(2)
M and that their evaluation at a root of unity equals the corresponding
quantum (WRT) invariant, are proven. Here we use (technical) results from Chapters 6 and
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7. In Chapter 5, we prepare Chapters 6 and 7 by showing that certain roots appearing in
the unified invariants exist in the rings Rb and Sb. In Chapter 6, we compute the quantum
(WRT) invariants of lens spaces with a colored unknot inside and define the unified invariants
of lens spaces. In Chapter 7, we define a Laplace transform which we use to prove the main
technical result of this thesis, namely that the unified invariant ISO(3)M (respectively I
SU(2)
M ) is
indeed an element of Rb (respectively of Sb), where b is the order of the first homology group
of the rational homology 3–sphere M .
The material of Chapters 1 and 2 is partly taken from [12], [26], [20] and [4]. Chapter 3
includes results of Habiro [12, 14]. The SO(3) case of the results from Chapters 3 to 7 as well
as the Appendix appeared in our joint paper with A. Beliakova and T. Le [4]. The SU(2) case
has not yet been published anywhere else.
1 Colored Jones Polynomial
In this chapter, we first recall some basic concepts of knot theory and quantum groups. We
then define the universal sl2 invariant of knots and links which leads us to the definition of the
colored Jones Polynomial. In the last section, we state a generalization of Habiro’s Theorem
8.2 of [12] about a cyclotomic expansion of the colored Jones polynomial which we need for the
definition of the unified invariant in Chapter 4. The proof of this theorem is postponed to the
Appendix.
Throughout this thesis, we will use the following notation. The n–dimensional sphere will
be denoted by Sn, the n–dimensional disc by Dn and the unit interval [0, 1] ⊂ R by I. The
boundary of a manifold M is denoted by ∂M . Except otherwise stated, a manifold M is always
considered to be closed, oriented and 3–dimensional.
1.1 Links, tangles and bottom tangles
A link L with m components in a manifold M is an equivalence class by ambient isotopy of
smooth embeddings of m disjoint circles S1 into M . A one–component link is called a knot.
The link is oriented when an orientation of the components is chosen.
A (rational) framing of a link is an assignment of a rational number to each component
of the link. It is called integral when all numbers assigned are integral. A link diagram of a
framed link is a generic projection onto the plane as depicted in Figure 1.1, where the framing
is denoted by numbers next to each component.
1
−3
Figure 1.1: A link diagram of a framed link.
The linking number of two components L1 and L2 of an oriented link L is defined as follows.
Each crossing in a link diagram of L between L1 and L2 counts as +1 or −1, see Figure 1.2 for
the sign. The sum of all these numbers divided by 2 is called the linking number lk(L1, L2),
15
16 CHAPTER 1. Colored Jones Polynomial
which is independent of the diagram chosen for L. The linking matrix of a link L with compo-
nents L1, L2, . . . , Ln is a n× n matrix (lij)1≤i,j≤n with the framings of the Li’s on the diagonal
and lij = lk(Li, Lj) for i 6= j.
+1 −1
Figure 1.2: The assignment of +1 and −1 to the crossings.
A tangle T is an equivalence class by ambient isotopy (fixing ∂I3 \ {1
2
}× I × ∂I) of smooth
embeddings of disjoint 1–manifolds into the unit cube I3 in R3 ⊂ S3 with ∂T ⊂ {1
2
} × I × ∂I.
We define ∂−T = T ∩ (I2 × {0}) and ∂+T = T ∩ (I2 × {1}) and call T a (m,n)–tangle if
m = |∂+T | and n = |∂−T |, where |M | denotes the number of connected components of M .
Thus a link is a (0, 0)–tangle.
Figure 1.3: A diagram of an oriented (5, 3)–tangle.
Framing, orientation and diagrams of tangles are defined analogously as for links. See Figure
1.3 for an example of a diagram of an oriented (5, 3)–tangle. Every (oriented) tangle diagram
can be factorized into the elementary diagrams shown in Figure 1.4 using composition ◦ (when
defined) and tensor product ⊗ as defined in Figure 1.5. The oriented tangles can therefore be
considered as the morphisms of a category T with objects x1 ⊗ x2 ⊗ · · · ⊗ xn, xi ∈ {↑, ↓}.
, , ,, ,
Figure 1.4: The fundamental tangles.
In the cube I3, we define the points pi := {12 , i2n+1 , 0} for i = 1, . . . , 2n, on the bottom of the
cube. An n–component bottom tangle T = T1 ⊔ · · · ⊔ Tn is an oriented (0, n)–tangle consisting
1.1. Links, tangles and bottom tangles 17
· · ·
· · ·
· · ·
· · ·
T1 T2◦ =
T1
T2· · ·
· · ·
· · ·
· · ·
· · ·
· · · · · ·
· · · · · ·
T2
· · ·
T1T1 T2 =
· · ·
⊗
Figure 1.5: Composition and tensor product of tangle T1 and tangle T2.
of n arcs Ti homeomorphic to I and the i–th arc Ti starts at point p2i and ends at p2i−1. For
an example, a diagram of the Borromean bottom tangle B is given in Figure 1.6.
Figure 1.6: Borromean bottom tangle B.
The closure cl(T ) of a bottom tangle T is the (0, 0)–tangle obtained by taking the compo-
sition of T with the element · · · . See Figure 1.7 for an example.
Figure 1.7: The closure cl(B) of B.
In [13], Habiro defined a subcategory B of the category of framed, oriented tangles T . The
objects of B are the symbols b⊗n, n ≥ 0, where b :=↓↑. A morphism X of B is a (m,n)–tangle
mapping b⊗m to b⊗n for some m,n ≥ 0. We can compose such a morphism with m–component
bottom tangles to get n–component bottom tangles. Therefore, B acts on the bottom tangles
by composition. The category B is braided: the monoidal structure is given by taking the
tensor product of the tangles, the braiding for the generating object b with itself is given by
ψb,b = .
18 CHAPTER 1. Colored Jones Polynomial
1.2 The quantized enveloping algebra Uh(sl2)
We follow the notation of [12]. We consider h as a free parameter and let
v = exp
h
2
∈ Q[[h]], q = v2 = exp h,
{n} = vn − v−n, {n}! =
n∏
i=1
{i}, [n] = {n}{1} ,
[
n
k
]
=
{n}!
{k}!{n− k}! .
The quantized enveloping algebra Uh := Uh(sl2) is the quantum deformation of the universal
enveloping algebra U(sl2) of the Lie algebra sl2. More precisely, it is the h–adically complete
Q[[h]]–algebra generated by the elements H,E and F satisfying the relations
HE −EH = 2E, HF − FH = −2F, EF − FE = K −K
−1
v − v−1
where K := exp hH
2
. It has a ribbon Hopf algebra structure with comultiplication ∆ : Uh →
Uh⊗ˆUh (where ⊗ˆ denotes the h–adically complete tensor product), counit ǫ : Uh → Q[[h]] and
antipode S : Uh → Uh defined by
∆(H) = H ⊗ 1 + 1⊗H ǫ(H) = 0 S(H) = −H
∆(E) = E ⊗ 1 +K ⊗E ǫ(E) = 0 S(E) = −K−1E
∆(F ) = F ⊗K−1 + 1⊗ F ǫ(F ) = 0 S(H) = −FK.
The universal R–matrix and its inverse are given by
R = D
(∑
n≥0
vn(n−1)/2
(v − v−1)n
[n]!
F n ⊗ En
)
R−1 =
(∑
n≥0
(−1)nv−n(n−1)/2 (v − v
−1)n
[n]!
F n ⊗ En
)
D−1
where
D = exp
(
h
4
H ⊗H
)
.
We will use the Sweedler notation R =
∑
α ⊗ β and R−1 =∑α ⊗ β when we refer to R. As
always, the ribbon element and its inverse can be defined via the R–matrix and the associated
grouplike element κ ∈ Uh satisfies κ = K−1.
By a finite–dimensional representation of Uh, we mean a left Uh–module which is free of finite
rank as a Q[[h]]–module. For each n ≥ 0, there exists exactly one irreducible finite–dimensional
representation Vn of rank n+ 1 up to isomorphism. It corresponds to the (n+ 1)–dimensional
irreducible representation of the Lie algebra sl2.
The structure of Vn is as follows. Let vn0 ∈ Vn denote a highest weight vector of Vn which
is characterized by Evn0 = 0, Hv
n
0 = nv
n
0 and Uhv
n
0 = Vn. Further we define the other basis
elements of Vn by vni :=
F i
[i]!
vn0 for i = 1, . . . , n. Then the action ρVn of Uh on Vn is given by
Hvni = (n− 2i)vni , Fvni = [i+ 1]vni+1, Evni = [n + 1− i]vni−1
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where we understand vni = 0 unless 0 ≤ i ≤ n. It follows that K±1vni = v±(n−2i)vni .
If V is a finite–dimensional representation of Uh, then the quantum trace trVq (x) in V of an
element x ∈ Uh is given by
trVq (x) = tr
V (ρV (K
−1x)) ∈ Q[[h]]
where trV : End(V )→ Q[[h]] denotes the trace in V .
1.3 Universal sl2 invariant
For every ribbon Hopf algebra exists a universal invariant of links and tangles from which
one can recover the operator invariants such as the colored Jones polynomial. Such universal
invariants have been studied by Kauffman, Lawrence, Lee, Ohtsuki, Reshetikhin, Turaev and
many others, see [12], [29], [34] and the references therein. Here we need only the case of bottom
tangles.
Let T = T1 ⊔ T2 ⊔ . . .⊔ Tn be an ordered oriented n–component framed bottom tangle. We
define the universal sl2 invariant JT ∈ U ⊗ˆnh as follows. We choose a diagram for T which is
obtained by composition and tensor product of fundamental tangles (see Figure 1.4). On each
fundamental tangle, we put elements of Uh as shown in Figure 1.8. Now we read off the elements
on the i–th component following its orientation. Writing down these elements from right to left
gives J(Ti). This is the i–th tensorand of the universal invariant JT =
∑
J(T1)⊗J(T2)⊗. . .⊗J(Tn).
Here the sum is taken over all the summands of the R–matrices which appear. The result of
this construction does not depend on the choice of diagram and defines an isotopy invariant of
bottom tangles.
1
1
1
K−1
K−1S′(α) S′(β)
S′(β¯)S′(α¯)
Figure 1.8: Assignment to the fundamental tangles. Here S ′ should be replaced with the
identity map if the string is oriented downward and by S otherwise.
Example 1. For the Borromean tangle B, the assignment of elements of Uh to B are shown
in Figure 1.9. The universal invariant is given by
JB =
∑
S(α6)S(β5)S(α3)S(β1)⊗ α1β4S(α5)S(β2)⊗ α2β3α4β6
where we use the Sweelder notation, i.e. we sum over all αi, βi for i = 1, . . . , 6. Compare also
with [13, Proof of Corollary 9.14] and [12, Proof of Theorem 4.1]. Habiro uses (S ⊗ S)R = R
and R−1 = (1⊗ S−1)R therein.
20 CHAPTER 1. Colored Jones Polynomial
1 1
S(α6)
1
β6
S(β5)α4
α1 S(β2)
S(α5)β4
β3
α2S(β1)
S(α3)
Figure 1.9: The assignments to the Borromean tangle.
1.4 Definition of the colored Jones Polynomial
Let L = L1⊔L2⊔. . .⊔Lm be anm–component framed oriented ordered link with associated pos-
itive integers n1, . . . , nm called the colors associated with L. Remember that the n–dimensional
representation of Uh is denoted by Vn−1. Let further T be a bottom tangle with cl(T ) = L.
The colored Jones polynomial of L with colors n1, . . . , nm is given by
JL(n1, . . . , nm) = (tr
Vn1−1
q ⊗ trVn2−1q ⊗ . . .⊗ trVnm−1q )(JT ).
For every choice of n1, . . . , nm, this is an invariant of framed links (see e.g. [32] and [13, Section
1.2]).
Example 2. Let us calculate JU(n), where U denotes the unknot with zero framing. For
T = , we have cl(T ) = U . We choose for Vn−1 the basis v
n−1
0 ,v
n−1
1 , . . . ,v
n−1
n−1 described in
Section 1.2. Since JT = 1, we have
JU(n) = tr
Vn−1(ρVn−1(K
−1)) = trVn−1


v−n+2 0 . . . . . . 0
0 v−n+4 0 · · · 0
...
. . .
...
0 . . . . . . 0 vn−2


= vn−2 + vn−4 + . . .+ v−n+2 = [n].
We will need the following two important properties of the colored Jones polynomial.
Lemma 3. [20, Lemma 3.27]
If L1 is obtained from L by increasing the framing of the ith component by 1, then
JL1(n1, . . . , nm) = q
(n2i−1)/4JL(n1, . . . , nm).
Lemma 4. [24, Strong integrality Theorem 2.2 and Corollary 2.4]
There exists a number p ∈ Z, depending only on the linking matrix of L, such that
JL(n1, . . . , nm) ∈ q p4Z[q±1]. Further, if all the colors ni are odd, JL(n1, . . . , nm) ∈ Z[q±1].
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1.5 Cyclotomic expansion of the colored Jones polynomial
Let L and L′ have m and l components. Let us color L′ by fixed j = (j1, . . . , jl) and vary the
colors n = (n1, . . . , nm) of L.
For non–negative integers n, k we define
A(n, k) :=
∏k
i=0 (q
n + q−n − qi − q−i)
(1− q) (qk+1; q)k+1
where we use from q–calculus the definition
(x; q)n :=
n∏
j=1
(1− xqj−1).
For k = (k1, . . . , km) let
A(n,k) :=
m∏
j=1
A(nj , kj).
Note that A(n,k) = 0 if kj ≥ nj for some index j. Also
A(n, 0) = q−1JU(n)
2.
The colored Jones polynomial JL⊔L′(n, j), when j is fixed, can be repackaged into the in-
variant CL⊔L′(k, j) as stated in the following theorem.
Theorem 5. Suppose L ⊔ L′ is a link in S3, with L having 0 linking matrix. Suppose the
components of L′ have fixed odd colors j = (j1, · · · jl). Then there are invariants
CL⊔L′(k, j) ∈ (q
k+1; q)k+1
(1− q) Z[q
±1] where k = max{k1, . . . , km} (1.1)
such that for every n = (n1, . . . , nm)
JL⊔L′(n, j)
m∏
i=1
[ni] =
∑
0≤ki≤ni−1
CL⊔L′(k, j) A(n,k). (1.2)
When L′ = ∅, this was proven by K. Habiro, see Theorem 8.2 in [12]. This generalization
can be proved similarly as in [12]. For completeness, we give a proof in the Appendix. Note
that the existence of CL⊔L′(k, j) as rational functions in q satisfying (1.2) is easy to establish.
The difficulty here is to show the integrality of (1.1).
Remark 6. Since A(n,k) = 0 unless k < n, in the sum on the right hand side of (1.2) one
can assume that k runs over the set of all m–tuples k with non–negative integer components.
We will use this fact later.
2 Quantum (WRT) invariant
In this chapter, we describe in Section 2.1 a one–to–one correspondence between 3–dimensional
manifolds up to orientation preserving homeomorphisms and links up to Fenn–Rourke moves.
We then state in Section 2.2 results about generalized Gauss sums and define a variation
therefrom. We use this in Section 2.3 where we give the definition of the quantum (WRT)
invariants and, for rational homology 3–spheres, a renormalization of these invariants. Finally,
we describe the connection between the quantum (WRT) SU(2) and SO(3) invariants.
2.1 Surgery on links in S3
Let K be a knot in S3 and N(K) = K ×D2 its tubular neighbourhood. The knot exterior E
is defined as the closure of S3\N(K).
A 3–manifold M is obtained from S3 by a rational 1–surgery along a framed knot K ⊂ S3
with framing p
q
, when N(K) is removed from S3 and a copy of D2 × S1 is glued back in
using a homeomorphism h : ∂D2 × S1 → ∂E. If q = 1, the 1–surgery is called integral. The
homeomorphism h is completely determined by the image of any meridian m := ∂D2 × {∗} of
∂D2 × S1. To describe this image it is enough to specify a canonical longitude l of ∂E and an
orientation on m and l. The image will then be a simple closed curve on ∂E isotopic to a curve
of the form c = p ·m+ q · l, where p and q are given by the framing of the knot. The canonical
longitude l is, up to isotopy, uniquely defined as the curve homologically trivial in E and with
lk(l, K) = 0. For the orientation on m and l, we choose the standard orientation on S3 which
induces an orientation on E. The two curves m and l are then oriented such that the triple
〈m, l, n〉 is positively oriented. Here n is a normal vector to ∂E pointing inside E, see Figure
2.1.
l m
n
Figure 2.1: Orientation of meridian m and longitude l in ∂E.
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Theorem 7 (Likorish, Wallace). Any closed connected orientable 3–manifoldM can be obtained
from S3 by a collection of integral 1–surgeries.
Proof. See for example [26] or [35].
Therefore any ordered framed link L gives a description of a collection of 1-surgeries and
the manifold obtained in this way will be denoted by M = S3(L). Let L′ be an other link in
S3. Surgery along L transforms (S3, L′) into (M,L′). We use the same notation L′ to denote
the link in S3 and the corresponding one in M .
Example 8. The (b, a) lens space L(b, a) is obtained by surgery along an unknot with rational
framing b
a
. Further we have S3 = S3(U1), where U1 denotes the unknot with framing 1.
In [18], R. Kirby proved a one–to–one correspondence between 3–manifolds up to home-
omorphisms and framed links up to the two so–called Kirby moves. In [9], R. Fenn and C.
Rourke showed that these two moves are equivalent to the one Fenn–Rourke move (see Figure
2.2) and proved the following.
Theorem 9 (Fenn–Rourke). Two framed links in S3 give, by surgery, the same oriented 3–
manifold if and only if they are related by a sequence of Fenn Rourke moves. A Fenn Rourke
move means replacing in the link locally T by T+ or T− as shown in Figure 2.2 where the non–
negative integer m can be chosen arbitrary. The framings j and j± on corresponding components
J and J± (before and after a move) are related by j± = j ± lk(K, J±)2.
· · ·
m strands
T
+1
· · ·
m strands
T+
K −1
· · ·
m strands
K
T−
Figure 2.2: The positive and the negative Fenn–Rourke move.
Proof. See [9].
2.2 Gauss sums
We use the following notation. The greatest common divisor of two integers a and b is denoted
by (a, b). If a does (respectively does not) divide b, we write a | b (respectively a ∤ b).
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Further, for b odd and positive, the Jacobi symbol, denoted by
(
a
b
)
, is defined as follows.
First,
(
a
1
)
= 1. Then for p prime,
(
a
p
)
represents the Legendre symbol, which is defined for all
integers a and all odd primes p by
(
a
p
)
=

0 if a ≡ 0 (mod p)
+1 if a 6≡ 0 (mod p) and for some integer x, a ≡ x2 (mod p)
−1 else.
Finally, if b 6= 1, we put(a
b
)
=
m∏
i=1
(
a
pi
)αi
where b =
m∏
i
pαii for pi prime.
Let er := exp(2πir ) where i denotes the positive primitive 4th root of 1. The generalized
Gauss sum is defined as
G(r, x, y) :=
r−1∑
j=0
exj
2+yj
r .
The values of G(r, x, y) are well known:
Lemma 10. For r, x, y ∈ N we have
G(r, x, y) =
{
0 if (r, x) ∤ y
(r, x) ·G
(
r
(r,x)
, x
(r,x)
, y
(r,x)
)
else
and for (r, x) = 1
G(r, x, y) =

ǫ(r)
(
x
r
)√
re
−x∗ry
2
4
(r+1)2
r if r odd
0
if r ≡ 2 (mod 4) and y even, or
if r ≡ 0 (mod 4) and y odd
ǫ
(
r
2
) (
2x
r/2
)√
2re
−x∗ry
2
4 (
r+2
2 )
3
r if r ≡ 2 (mod 4) and y odd
ǫ(x)
(
r
x
)
(1 + i)
√
re
−x∗ry
2
4
r if r ≡ 0 (mod 4) and y even
where x∗r is defined such that xx∗r ≡ 1 (mod r) and ǫ(x) = 1 if x ≡ 1 (mod 4) and ǫ(x) = i if
x ≡ 3 (mod 4).
Proof. See e.g. [21] or any other text book in basic number theory.
Let R be a unitary ring and f(q;n1, . . . , nm) ∈ R[q±1, n1, n2, . . . , nm]. For each root of unity
ξ of order r, in quantum topology, the following sum plays an important role:∑
ni
ξ,G
f :=
∑
ni∈NG
f(ξ;n1, . . . , nm).
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Here G stands for either the Lie group SU(2) or the Lie group SO(3) and NSU(2) := {n ∈ Z |
0 ≤ n ≤ 2r − 1} and NSO(3) := {n ∈ Z | 0 ≤ n ≤ 2r − 1, n odd}. If G = SO(3), r is always
assumed to be odd.
Let us explain the meaning of the NG’s. Roughly speaking, the set NG corresponds to the
set of irreducible representations of Uq(sl2) where q is a root of unity of order r.
In fact, the quantum invariants (see next Section 2.3) were originally defined by N. Resheti-
khin and V. Turaev in [32, 33] by summing over all irreducible representations of the quantum
group Uq(sl2) where q is chosen to be a root of unity of order r. The quantum group Uq(sl2)
is defined similarly as Uh(sl2) (see Section 1.2) where q stands for exp(h). Similarly as for
Uh(sl2), there exists exactly one free finite–dimensional irreducible representation of Uq(sl2) in
each dimension. In the case when q is chosen to be a primitive rth root of unity, only the
representations of dimension ≤ r are irreducible (see e.g. [20, Theorem 2.13]). Since for every
irreducible representation of Uq(sl2) there is a corresponding irreducible representation of the
Lie group SU(2), the invariant is sometimes also called the quantum (WRT) SU(2) invariant.
Kirby and Melvin showed in [20, Theorem 8.10], that summing over all irreducible repre-
sentations of Uq(sl2) of odd dimension also gives an invariant. Since the Lie group SO(3) is
isomorphic to SU(2)/{±I}, where I stands for the identity matrix, a representation ρn−1 of di-
mension n−1 of SU(2) is a representation of SO(3) if and only if ρn−1(−I) is the identity map.
This is true if and only if n is odd. Therefore it makes sense to call the invariant introduced
by Kirby and Melvin the quantum (WRT) SO(3) invariant.
As already mentioned above, if q is chosen to be a root of unity of order r, the irreducible
representations of Uq(sl2) are actually of dimension ≤ r, and not ≤ 2r − 1 which we use as
upper bound in NG. But summing up to 2r − 1 makes all calculations much simpler and due
to the first symmetry principle of Le [24, Theorem 2.5], summing up to r or up to 2r − 1 does
change the invariant only by some constant factor.
For ξ a root of unity, we define the following variation of the Gauss sum:
γGb (ξ) :=
∑
n
ξ,G
qb
n2−1
4 .
Notice, that for G = SO(3), γSO(3)b (ξ) is well–defined in Z[q] since, for odd n, 4 | n2− 1. In the
case G = SU(2), the Gauss sum is dependent on a 4th root of ξ which we denote by ξ
1
4 .
For an arbitrary primitive rth root of unity ξ, we define the Galois transformation
ϕ : Q(er) → Q(ξ)
er 7→ ξ
which is a ring isomorphism.
Lemma 11. Let ξ be a primitive rth root of unity and b ∈ Z. The following holds.
γ
SO(3)
b (ξ) = ϕ(G(r, b, b))
γ
SU(2)
b (ξ) = ξ
−b
4 ϕ(G(r, b, 0)) + ϕ(G(r, b, b)).
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In particular, γ
SU(2)
b (ξ) is zero for
r
(r,b)
odd, b
(r,b)
≡ 2 (mod 4) and γGb (ξ) is nonzero in all other
cases.
Proof. It is enough to prove the claim at the root of unity er and then apply the Galois
transformation to get the general result.
For G = SO(3), we have r odd and
γ
SO(3)
b (er) =
2r−1∑
n=0
n odd
e
bn
2−1
4
r =
r−1∑
n=0
eb(n
2+n)
r = G(r, b, b)
which is nonzero for all b and odd r.
For G = SU(2), we split the sum into the even and the odd part and get
γ
SU(2)
b (er) =
2r−1∑
n=0
e
bn
2−1
4
r =
r−1∑
n=0
eb(n
2+n)
r + e
− b
4
r
r−1∑
n=0
ebn
2
r = G(r, b, b) + e
− b
4
r G(r, b, 0)
= c ·

ǫ(r′)
(
b′
r′
)
(e
− b
′
4
r′ + e
− b
′
4
(r′+1)2
r′ ) if r
′ odd
G(r′, b′, b′) if r′ ≡ 2 (mod 4)
e
− b
′
4
r′ G(r
′, b′, 0) if r′ ≡ 0 (mod 4)
where c = (r, b) and r′ = r
c
and b′ = b
c
. Therefore, γSU(2)b (er) can only be zero if r
′ odd and
e
− b
′
4
r′ + e
− b
′
4
(r′+1)2
r′ equal zero, i.e. e
− b
′
4
r′(r′+2)
r′ = −1. Since e
r′
4
r′ is a primitive 4th root of unity,
this is true if and only if b′ ≡ 2 (mod 4).
Example 12. For b = 1, we have
γ
SO(3)
1 (er) = G(r, 1, 1) = ǫ(r)
√
re−4∗rr (2.1)
where 4 · 4∗r ≡ 1 (mod r). Further, for the SU(2) case, fixing the 4th root of er as e
1
4
r := e4r,
we get
γ
SU(2)
1 (er) = e
−1
4r G(r, 1, 0) +G(r, 1, 1) = (1 + i)
√
re−14r . (2.2)
2.3 Definition of the quantum (WRT) invariant
Suppose the components of L′ are colored by fixed integers j1, . . . , jl. Let
FGL⊔L′(ξ) :=
∑
ni
ξ,G
{
JL⊔L′(n1, . . . , nm, j1, . . . , jl)
m∏
i=1
[ni]
}
. (2.3)
Example 13. An important special case is when L = U b, the unknot with framing b 6= 0, and
L′ = ∅. Then JUb(n) = qbn
2−1
4 [n]. Applying Lemma 10 we get
FGUb(ξ) =
∑
n
ξ,G
qb
n2−1
4 [n]2 = 2γGb (ξ) evξ
(
(1− q−b∗r)χ(c)
(1− q)(1− q−1)
)
(2.4)
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where χ(c) = 1 if c = 1 and zero otherwise. Another (shorter) way to calculate FGUb(ξ) uses
the Laplace transform method introduced in Section 7, see Equation (7.2). From Formula (2.4)
and Lemma 11 we can see that FGUb(ξ) is non–zero except if G = SU(2),
r
(r,b)
odd, and b
(r,b)
≡ 2
(mod 4).
For a better readability, we omit from now on the index G in all notations. If the depen-
dency on G is not indicated, the notation should be understood in generality, in the sense that
G can be SU(2) or SO(3). Otherwise the Lie group will be indicated as a superscript.
Let M = S3(L) and σ+ (respectively σ−) be the number of positive (respectively negative)
eigenvalues of the linking matrix of L. Further, let L′ be an ordered l–component framed link
colored by fixed integers j1, j2, . . . , jl. We define
τM,L′(ξ) :=
FL⊔L′(ξ)
(FU+1(ξ))σ+ (FU−1(ξ))σ−
(2.5)
where U±1 is the unknot with framing ±1.
Theorem 14 (Reshetikhin–Turaev). Assume the order of the root of unity ξ is odd if G =
SO(3) and arbitrary otherwise. Then τM,L′(ξ) is invariant under orientation preserving home-
omorphisms of M and ambient isotopies of L′ and is called the quantum (WRT) invariant of
the pair (M,L′).
Proof. See [20] and [33, 34].
Example 15. The quantum invariant of the lens space L(b, 1), obtained by surgery along U b,
is
τL(b,1)(ξ) =
FUb(ξ)
FUsn(b)(ξ)
=
γb(ξ)
γsn(b)(ξ)
· (1− ξ
−b∗r)χ(c)
1− ξ− sn(b) (2.6)
where sn(b) is the sign of the integer b. Since S3(U1) = S3, we have τS3(ξ) = 1.
Theorem 16 (Reshetikhin–Turaev, Kirby–Melvin). The quantum invariant satisfies the fol-
lowing properties:
(a) Multiplicativity: τM#N(ξ) = τM (ξ)τN(ξ).
(b) Orientation: τ−M (ξ) = τM(ξ).
(c) Normalization: τS3(ξ) = 1.
Here, M#N is the connected sum of the two manifolds M and N and −M denotes M with
orientation reversed. By z for z ∈ C, we denote the complex conjugate of z.
Proof. We have proven the normalization property in Example 15. For the multiplicativity and
orientation property see [20] and [33, 34].
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2.3.1 Renormalization of quantum (WRT) invariant
Suppose thatM is a rational homology 3–sphere. There is a unique decomposition H1(M ;Z) =⊕
i Z/biZ, where each bi is a prime power. We put b =
∏
bi = |H1(M ;Z)|, the order of the
first homology group H1(M ;Z).
For the rest of this thesis, we allow b to be any number in the SO(3) case but assume b to
be odd in the SU(2) case.
Let the absolute value of an integer x be denoted by |x|. We renormalize the quantum
invariant of the pair (M,L′) as follows:
τ ′M,L′(ξ) :=
τM,L′(ξ)∏
i
τL(|bi|,1)(ξ)
. (2.7)
Notice that due to Example 13, τSO(3)L(b,1) (ξ) is always nonzero and τ
SU(2)
L(b,1) (ξ) is nonzero for b odd
and therefore the renormalization is well–defined.
Let us focus on the special case when the linking matrix of L is diagonal, with b1, b2, . . . , bm
on the diagonal. Assume each bi is a power of a prime up to sign. ThenH1(M,Z) = ⊕mi=1Z/|bi|Z,
and
σ+ = card {i | bi > 0}, σ− = card {i | bi < 0}.
Thus from Definitions (2.5) and (2.7) and Equation (2.6) we have
τ ′M,L′(ξ) =
(
m∏
i=1
τ ′L(bi,1)(ξ)
)
FL⊔L′(ξ)∏m
i=1 FUbi (ξ)
, (2.8)
with
τ ′L(bi,1)(ξ) =
τL(bi,1)(ξ)
τL(|bi|,1)(ξ)
.
For the renormalized quantum invariant, multiplicativity and normalization follows from
Theorem 16, but reversing the orientation of the manifold does not induce complex conjugacy
for the renormalized quantum invariant. For example L(−b, 1) is homeomorphic to L(b, 1) with
orientation reversed. But for b > 0, τ ′L(b,1)(ξ) = 1 but τ
′
L(−b,1)(ξ) 6= 1 (see Section 6 for the
exact calculation). To achieve a better behavior under orientation reversing, we could instead
renormalize the invariant as
τ˜M,L′(ξ) :=
τM,L′(ξ)
m∏
i=1
√
τL(bi,1)#L(−bi,1)(ξ)
.
The disadvantage of this normalization is that to be allowed to take the square root of
τL(bi,1)#L(−bi,1)(ξ) we need to fix a 4th root of ξ. We have this in the SU(2) case but not
in the SO(3) case.
30 CHAPTER 2. Quantum (WRT) invariant
2.3.2 Connection between SU(2) and SO(3) invariant
Theorem 17 (Kirby–Melvin). For ord(ξ) odd, we have
τ
SU(2)
M,L′ (ξ) = τ
SO(3)
M,L′ (ξ) · τSU(2)M,L′ (e3).
Therefore, for ord(ξ) odd, the SO(3) invariant is sometimes stronger than the SU(2) invariant
since τ
SU(2)
M,L′ (e3) is sometimes zero while the SO(3) invariant is not.
Proof. See [20, Corollary 8.9].
Remark 18. In [23], T. Le proved a similar result for arbitrary semi–simple Lie algebras g.
The result for the renormalized quantum invariant follows immediately:
Corollary 19. For ord(ξ) odd, we have
τ
′SU(2)
M,L′ (ξ) = τ
′SO(3)
M,L′ (ξ) · τ ′SU(2)M,L′ (e3).
3 Cyclotomic completions of polynomial
rings
In [14], Habiro develops a theory for cyclotomic completions of polynomial rings. In this chapter,
we first recall some important results about cyclotomic polynomials and inverse limits before
summarizing some of Habiro’s results. We then define the rings Sb and Rb in which the unified
invariants defined in Chapter 4 are going to lie. We also describe the evaluation in these rings.
Most important, we prove that when the evaluation of two elements of the ring Sb coincide at
all roots of unity, the two elements are actually identical in Sb. A similar statement holds in
the ring Rb for roots of unity of odd order.
3.1 On cyclotomic polynomial
Recall that en := exp(2πin ) and denote by Φn(q) the cyclotomic polynomial
Φn(q) =
∏
(j,n)=1
0<j≤n
(q − ejn).
Since qn − 1 = ∏n−1j=0 (q − ejn), collecting together all terms belonging to roots of unity of the
same order, we have
qn − 1 =
∏
d|n
Φd(q).
The degree of Φn(q) ∈ Z[q] is given by the Euler function ϕ(n). Suppose p is a prime and n an
integer. Then (see e.g. [21])
Φn(q
p) =
{
Φnp(q) if p | n
Φnp(q)Φn(q) if p ∤ n.
(3.1)
It follows that Φn(qp) is always divisible by Φnp(q). The ideal of Z[q] generated by Φn(q) and
Φm(q) is well–known, see e.g. [22, Lemma 5.4]:
Lemma 20.
(a) If m
n
6= pe for any prime p and any integer e 6= 0, then (Φn(q)) + (Φm(q)) = (1) in Z[q].
(b) If m
n
= pe for a prime p and some integer e 6= 0, then (Φn(q))+(Φm(q)) = (1) in Z[1/p][q].
Remark 21. Note that in a commutative ring R, (x) + (y) = (1) if and only if x is invertible
in R/(y). Therefore (x) + (y) = (1) implies (xk) + (yl) = (1) for any integers k, l ≥ 1.
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3.2 Inverse limit
Let (I,≤) be a partially ordered set, Ri, i ∈ I, unital commutative rings and for i ≤ j let
fij : Rj → Ri be ring homomorphisms. We call (Ri, fij) an inverse system of rings and ring
homomorphisms if fii is the identity map in Ri and fik = fij ◦ fjk for all i ≤ j ≤ k.
The inverse limit of an inverse system (Ri, fij) is defined to be the ring
lim
←−−−−
i∈I
Ri =
{
(ri) ∈
∏
i∈I
Ri
∣∣∣ ri = fij(rj) for all i ≤ j} .
The following is well–known.
Lemma 22. If the set J ⊂ I is cofinal to I, i.e. for every element i ∈ I exists an element
j ∈ J such that j ≥ i, we have
lim
←−−−−
i∈I
Ri ≃ lim←−−−−
j∈J
Rj.
Proof. Let ϕ : lim
←−−−−
i∈I
Ri → lim←−−−−
j∈J
Rj be the canonical projection. We have to show that ϕ is
injective. Assume ϕ((ri)) = (0). Since J is cofinal to I, for every i ∈ I we can choose ji ∈ J
such that ji ≥ i. But fiji(rji) = ri and rji = 0 for all ji. Therefore we have ri = 0 for all
i ∈ I.
For a ring R and I ⊂ R an ideal, the inverse limit lim
←−−
j
R/Ij is called the I-adic completion of
R. There is a map from this ring to the formal sums of elements of R. Namely, every element
r in lim
←−−
j
R/Ij can be expressed in the form
r =
∑
j≥0
sjij
where sj ∈ R/I and ij ∈ Ij. This decomposition is not unique.
Example 23. The (3)–adic completion of Z corresponds to the 3–adic expansion of Z. For
example, the number 124 corresponds to the element
(rn) = (0, 1, 7, 16, 43, 124, 124, 124, . . .)
in lim
←−−−−−
n∈N
Z/(3n) and as 3–adic number we write it as
124 = 1 + 2 · 3 + 1 · 9 + 1 · 27 + 1 · 81 =
∑
n≥0
sn3
n
where sn =
rn+1−rn
3n
.
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Example 24. In [14], Habiro defined the so–called Habiro ring
Ẑ[q] := lim
←−−n
Z[q]/((q; q)n).
Every element f(q) ∈ Ẑ[q] can be written as an infinite sum
f(q) =
∑
n≥0
fn(q) (1− q)(1− q2)...(1− qn)
with fn(q) ∈ Z[q]. When evaluating f(q) at a root of unity ξ, only a finite number of terms
on the right hand side are not zero, hence the right hand side gives a well–defined value. Since
fn(q) ∈ Z[q], the evaluation of f(q) is an algebraic integer, i.e. lies in Z[ξ].
3.3 Cyclotomic completions of polynomial rings
We now summarize further results of Habiro on cyclotomic completions of polynomial rings
[14]. Let R be a commutative integral domain of characteristic zero and R[q] the polynomial
ring over R. We consider N as a directed set with respect to the divisibility relation. For any
S ⊂ N, the S–cyclotomic completion ring R[q]S is defined as
R[q]S := lim
←−−−−−−
f(q)∈Φ∗S
R[q]
(f(q))
(3.2)
where Φ∗S denotes the multiplicative set in Z[q] generated by ΦS = {Φn(q) | n ∈ S} and directed
with respect to the divisibility relation.
Example 25. Since the sequence (q; q)n, n ∈ N, is cofinal to Φ∗N, Lemma 22 implies
Ẑ[q] ≃ Z[q]N. (3.3)
Note that if S is finite, R[q]S is identified with the (
∏
ΦS)–adic completion of R[q]. In
particular,
R[q]{1} ≃ R[[q − 1]], R[q]{2} ≃ R[[q + 1]].
Two positive integers n, n′ are called adjacent if n′/n = pe with a nonzero e ∈ Z and
a prime p, such that the ring R is p–adically separated, i.e.
⋂∞
n=1(p
n) = 0 in R. A set
of positive integers is R–connected if for any two distinct elements n, n′ there is a sequence
n = n1, n2, . . . , nk−1, nk = n
′ in the set, such that any two consecutive numbers of this se-
quence are adjacent.
Suppose S ′ ⊂ S, then Φ∗S′ ⊂ Φ∗S, hence there is a natural map
ρRS,S′ : R[q]
S → R[q]S′.
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Theorem 26 (Habiro). If S is R–connected, then for any subset S ′ ⊂ S the natural map
ρRS,S′ : R[q]
S →֒ R[q]S′
is an embedding.
Proof. See [14, Theorem 4.1].
3.4 The rings Sb and Rb
For any positive integer b, we define
Rb := lim←−−
k
Z[1/b][q]
((q; q2)k)
and Sb := lim←−−
k
Z[1/b][q]
((q; q)k)
. (3.4)
For every integer a, we put Na := {n ∈ N | (a, n) = 1}. Since the sets Φ∗N and {(q; q)n | n ∈
N}, as well as Φ∗N2 and {(q; q2)n | n ∈ N}, are cofinal we have due to Lemma 22
Rb ≃ Z[1/b][q]N2 and Sb ≃ Z[1/b][q]N.
Remark 27. For b = 1, we have S1 = Ẑ[q]. Further, if p is a prime divisor of b, we have
Rp ⊂ Rb and Sp ⊂ Sb.
3.4.1 Splitting of Sb and Rb
Observe that N is not Z[1/b]–connected for b > 1. In fact, for a prime p one has N = ∐∞j=0 pjNp,
where each pjNp is Z[1/p]–connected.
Suppose p is a prime divisor of b. Let us define
Sp,0b := Z[1/b][q]Np , Sp,0¯b :=
∏
j>0
Z[1/b][q]p
jNp , and Sp,j := Z[1/p][q]pjNp.
Notice that Sp,0p = Sp,0 and Sp,0¯p =
∏
j>0 Sp,j. Further is Sp,ǫp ⊂ Sp,ǫb for ǫ either 0 or 0¯.
Proposition 28. For p a prime divisor of b, we have
Sb ≃ Sp,0b × Sp,0¯b (3.5)
and therefore there are canonical projections
πp0 : Sb → Sp,0b and πp0¯ : Sb → Sp,0¯b .
In particular, for every prime p one has
Sp ≃
∞∏
j=0
Sp,j
and canonical projections πj : Sp → Sp,j.
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Proof. Suppose ni ∈ pjiNp for i = 1, . . . , m, with distinct ji’s. Then ni/ns, with i 6= s, is either
not a power of a prime or a non–zero power of p. Hence by Lemma 20 (and Remark 21), for
any positive integers k1, . . . , km, we have
(Φkini(q)) + (Φ
ks
ns(q)) = (1) in Z[1/b][q].
By the Chinese remainder theorem, we have
Z[1/b][q](∏m
i=1Φ
ki
ni(q)
) ≃ m∏
i=1
Z[1/b][q](
Φkini(q)
) .
Taking the inverse limit, we get (3.5).
We will also use the notation Sb,0 := Z[1/b][q]Nb and as above one can see that we have the
projection π0 : Sb → Sb,0.
A completely similar splitting exists for Rb, where Rp,ǫb , ǫ ∈ {0, 0¯}, are defined analogously
by replacing Np by N2p (only odd numbers coprime to p) as
Rp,0b := Z[1/b][q]N2p and Rp,0¯b :=
∏
j>0
Z[1/b][q]p
jN2p
and the projections πpǫ are defined analogously as above in the Sb case. If 2 | b, then R2,0b
coincides with Rb.
We get the following.
Corollary 29. For any odd divisor p of b, an element x ∈ Rb (or Sb) determines and is totally
determined by the pair (πp0(x), π
p
0¯
(x)). If p = 2 divides b, then for any x ∈ Rb, x = πp0(x).
3.4.2 Further splitting of Sb and Rb
Let {pi | i = 1, . . . , m} be the set of all distinct odd prime divisors of b. For n = (n1, . . . , nm), a
tuple of numbers ni ∈ N, let pn =
∏
i p
ni
i . Let An = p
nNb and On := pnN2b. Then N2 = ∐nOn
and, if b odd, N = ∐nAn. Moreover, for a ∈ On, a′ ∈ On′, we have (Φa(q),Φa′(q)) = (1) in
Z[1/b] if n 6= n′. The same holds for a ∈ An and a′ ∈ An′ . In addition, each On and An is
Z[1/b]–connected. An argument similar to that for Equation (3.5) gives
Rb ≃
∏
n
Z[1/b][q]On and if b odd Sb ≃
∏
n
Z[1/b][q]An .
Proposition 30. For odd b, the natural homomorphism ρN,N2 : Sb → Rb is injective. If 2 | b,
then the natural homomorphism S2,0b →Rb is an isomorphism.
Proof. By Theorem 26 of Habiro, the map
Z[1/b][q]An →֒ Z[1/b][q]On
is an embedding. Taking the inverse limit we get the result. If 2 | b, then S2,0b := Z[1/b][q]N2 ≃
Rb.
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3.5 Evaluation
Let ξ be a root of unity and R be a ring. We define the evaluation map
evξ : R[q] → R[ξ]
q 7→ ξ.
Since for r = ord(ξ)
R[ξ] ≃ R[q]
(Φr(q))
,
the evaluation map evξ can be defined analogously on R[q]S if ξ is a root of unity of order in S.
For a set Ξ of roots of unity whose orders form a subset T ⊂ S, one defines the evaluation
evΞ : R[q]
S →
∏
ζ∈Ξ
R[ζ ].
Theorem 31 (Habiro). If R ⊂ Q, S is R–connected and there exists n ∈ S that is adjacent to
infinitely many elements in T , then evΞ is injective.
Proof. See [14, Theorem 6.1].
For a prime p, while for every f ∈ Sp the evaluation evξ(f) can be defined for every root
of unity ξ, for f ∈ Sp,j the evaluation evξ(f) can only be defined when ξ is a root of unity of
order in pjNp. Actually we have the following.
Lemma 32. Suppose ξ is a root of unity of order r = pjr′, with (r′, p) = 1. Then for any
f ∈ Sp, one has
evξ(f) = evξ(πj(f)).
If i 6= j, then evξ(πi(f)) = 0.
Proof. Note that evξ(f) is the image of f under the projection Sp → Sp/(Φr(q)) = Z[1/p][ξ].
It remains to notice that Sp,i/(Φr(q)) = 0 if i 6= j.
Similarly, if f ∈ Sb and ξ is a root of unity of order coprime with p, then evξ(f) = evξ(πp0(f)).
If the order of ξ is divisible by p, then evξ(f) = evξ(π
p
0¯
(f)). The same holds when f ∈ Rb.
Let T be an infinite set of powers of an odd prime not dividing b and let P be an infinite
set of odd primes not dividing b. As above in Section 3.4.2, let {pi | i = 1, . . . , m} be the set of
all distinct odd prime divisors of b and for n = (n1, . . . , nm), let pn =
∏
i p
ni
i .
Proposition 33. For a given n = (n1, . . . , nm), suppose f, g ∈ Z[1/b][q]On or f, g ∈ Z[1/b][q]An
such that evξ(f) = evξ(g) for any root of unity ξ with ord(ξ) ∈ pnT , then f = g. The same
holds true if pnT is replaced by pnP .
Proof. Since both sets T and P contain infinitely many numbers adjacent to pn, the claims
follows from Theorem 31.
We can infer from this directly the following important result.
Corollary 34. Let p be an odd prime not dividing b and T the set of all integers of the form
pkb′ with k ∈ N and b′ any odd divisor of bn for some n. Any element f(q) ∈ Rb or f(q) ∈ Sb
is totally determined by the values at roots of unity with orders in T .
4 Unified invariant
In [22, 3, 5], T. Le together with A. Beliakova and C. Blanchet defined unified invariants for
rational homology 3–spheres with the restriction that one can only evaluate these invariants at
roots of unity with order coprime to the order of the first homology group of the manifold.
In this chapter, we define unified invariants for the quantum (WRT) SU(2) and SO(3)
invariants of rational homology 3–spheres with links inside, which can be evaluated at any root
of unity. The only restriction which remains is that we assume for the SU(2) case the order of
the first homology group of the rational homology 3–sphere to be odd.
To be more precise, let M be a rational homology 3–sphere with b := |H1(M)| and let
L ⊂M be a framed link with l components. Assume that L is colored by fixed j = (j1, . . . , jl)
with ji odd for all i. The following theorem is the main result of this thesis.
Theorem 35. There exist invariants I
SO(3)
M,L ∈ Rb and, for b odd, IGM,L ∈ Sb, such that
evξ(I
G
M,L) = τ
′G
M,L(ξ) (4.1)
for any root of unity ξ (of odd order if G = SO(3)). Further, the invariants are multiplicative
with respect to the connected sum, i.e. for L ⊂M and L′ ⊂M ′,
IM#M ′,L⊔L′ = IM,L · IM ′,L′.
The rest of this chapter is devoted to the proof of this theorem using technical results that
will be proven later.
The following observation is important. By Corollary 34, there is at most one element
fSO(3)(q) ∈ Rb and, if b odd, at most one element fSU(2)(q) ∈ Sb, such that for every root ξ of
odd order one has
τ ′GM,L(ξ) = evξ
(
fG(q)
)
.
That is, if we can find such an element, it is unique. Therefore, since τ ′G is an invariant of
manifolds with links inside, so must be fG and we put IGM,L′ := f
G(q). It follows directly from
Theorem 16 that this unified invariant must be multiplicative with respect to the connected sum.
We say that M is diagonal if it can be obtained from S3 by surgery along a framed link LM
with diagonal linking matrix where the diagonal entries are of the form ±pk with p = 0, 1 or a
prime.
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To define the unified invariant for a general rational homology 3–sphere M , one first adds to
M lens spaces to get a diagonal manifold M ′, for which the unified invariant IM ′ will be defined
in Section 4.2. Then IM is the quotient of IM ′ by the unified invariants of the lens spaces (see
Section 4.1), which were added. But unlike the simpler case of [22] (where the orders of the
roots of unity are always chosen to be coprime to |H1(M)|), the unified invariant of lens spaces
are not invertible in general. To overcome this difficulty we insert knots in lens spaces and split
the unified invariant into different components.
4.1 Unified invariant of lens spaces
Suppose b, a, d are integers with (b, a) = 1 and b 6= 0. Let M(b, a; d) be the pair of a lens space
L(b, a) and a knot K ⊂ L(b, a), colored by d, as described in Figure 4.1. Among these pairs we
want to single out some whose quantum invariants are invertible.
Kd
b
a
Figure 4.1: The lens space (L(b, a), Kd) is obtained by b/a surgery on the first component of
the link. The second component is the knot K colored by d.
Remark 36. It is known that if the color of a link component is 1, then the component can
be removed from the link without affecting the value of quantum invariants (see [20, Lemma
4.14]). Hence τM(b,a;1) = τL(b,a).
Let p be any prime divisor of b. Due to Corollary 29, to define IM it is enough to fix
I0M = π
p
0(IM) and I
0¯
M = π
p
0¯
(IM).
For ε ∈ {0, 0¯}, let Mε(b, a) := M(b, a; d(ε)), where d(0) := 1 and d(0¯) is the smallest odd
positive integer such that |a|d(0¯) ≡ 1 (mod b). First observe that such d(0¯) always exists.
Indeed, if b is odd, we can achieve this by adding b, otherwise the inverse of any odd number
modulo an even number is again odd. Further observe that if |a| = 1, d(0) = d(0¯) = 1.
Lemma 37. Suppose b = ±pl is a prime power. For ε ∈ {0, 0¯}, there exists an invertible
invariant IεMε(b,a) ∈ Rp,εp such that
τ ′Mε(b,a)(ξ) = evξ
(
IεMε(b,a)
)
where ε = 0 if the order of ξ is not divisible by p (and odd if G = SO(3)), and ε = 0¯ otherwise.
Moreover, if p is odd, then IεMε(b,a) belongs to and is invertible in Sp,εp .
A proof of Lemma 37 will be given in Chapter 6.
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4.2 Unified invariant of diagonal manifolds
Remember the definition given in Section 1.5
A(n, k) =
∏k
i=0 (q
n + q−n − qi − q−i)
(1− q) (qk+1; q)k+1
for non–negative integers n, k.
We need the following main technical result of this thesis.
Theorem 38. Suppose b = ±1 or b = ±pl where p is a prime and l is positive. For any
non–negative integer k, there exists an element QGb,k ∈ Rb such that for every root ξ of order r
(odd, if G = SO(3)), one has ∑
n
ξ,G qb
n2−1
4 A(n, k)
FG
Ub
(ξ)
= evξ(Q
G
b,k).
In addition, if b is odd, QGb,k ∈ Sb.
A proof will be given in Chapter 7.
Let LM⊔L be a framed link in S3 with disjoint sublinks LM and L, withm and l components,
respectively. Assume that L is colored by a fixed j = (j1, . . . , jl) with ji odd for all i. Surgery
along the framed link LM transforms (S3, L) into (M,L). Assume now that LM has diagonal
linking matrix with nonzero entries bi = p
li
i , pi prime or 1, on the diagonal. Then M = S
3(LM)
is a diagonal rational homology 3–sphere. Using (1.2) and Remark 6, taking into account the
framings bi, we have
JLM⊔L(n, j)
m∏
i=1
[ni] =
∑
k≥0
CLM,0⊔L(k, j)
m∏
i=1
qbi
n2i−1
4 A(ni, ki)
where LM,0 denotes the link LM with all framings switched to zero. By the Definition (2.3) of
FGLM⊔L, we get
FGLM⊔L(ξ) =
∑
k≥0
evξ(CLM,0⊔L(k, j))
m∏
i=1
∑
ni
ξ,G
qbi
n2i−1
4 A(ni, ki).
From (2.8) and Theorem 38, we get
τ ′M,L(ξ) = evξ
{
m∏
i=1
IL(bi,1)
∑
k≥0
CLM,0⊔L(k, j)
m∏
i=1
Qbi,ki
}
where the unified invariant of the lens space IL(bi,1) ∈ Rb, with evξ(IL(bi,1)) = τ ′L(bi,1)(ξ), exists
by Lemma 37. Thus if we define
I(M,L) :=
m∏
i=1
IL(bi,1)
∑
k≥0
CLM,0⊔L(k, j)
m∏
i=1
Qbi,ki ,
then (4.1) is satisfied. By Theorem 5, CLM,0⊔L(k, j) is divisible by (q
k+1; q)k+1/(1− q) which is
divisible by (q; q)k where k = max ki. It follows that I
SO(3)
(M,L) ∈ Rb and, if b is odd, IG(M,L) ∈ Sb.
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4.3 Definition of the unified invariant: general case
The general case reduces to the diagonal case by the well–known trick of diagonalization using
lens spaces:
Lemma 39 (Le). For every rational homology sphere M , there are lens spaces L(bi, ai) such
that the connected sum of M and these lens spaces is diagonal. Moreover, each bi is a prime
power divisor of |H1(M,Z)|.
Proof. See [22, Proposition 3.2 (a)].
Suppose (M,L) is an arbitrary pair of a rational homology 3–sphere and a link L in it
colored by odd numbers j1, . . . , jl. Let L(bi, ai) for i = 1, . . . , m be the lens spaces of Lemma
39. To construct the unified invariant of (M,L), we use induction on m. If m = 0, then M is
diagonal and IM,L has been defined in Section 4.2.
Since (M,L)#M(b1, a1; d) becomes diagonal after adding m− 1 lens spaces, the unified in-
variant of (M,L)#M(b1, a1; d) can be defined by induction for any odd integer d. In particular,
one can define IMε where Mε := (M,L)#Mε(b1, a1). Here ε = 0 or ε = 0¯ and b1 is a power of
a prime p dividing b. It follows that the components πpε (I
SO(3)
Mε ) ∈ Rp,εb and πpε (IGMε) ∈ Sp,εb , for
b odd, are defined. By Lemma 37, IεMε(b1,a1) is defined and invertible. We put
IεM,L := I
ε
Mε · (IεMε(b1,a1))−1
and due to our construction IM,L := (I0M,L, I
0¯
M,L) satisfies (4.1). This completes the construction
of IM,L.
Remark 40. The part I0M = π
p
0(IM), when b = p, was defined by T. Le [22] (up to normaliza-
tion), where Le considered the case when the order of the roots of unity is coprime to b. More
precisely, the invariant defined in [22] for M divided by the invariant of #iL(b
ki
i , 1) (which is
invertible in Sb,0, see [22, Subsection 4.1] and Remark 48 below) coincides with π0IM up to
a factor q
1−b
4 by Theorem 35, [22, Theorem 3] and Proposition 33. Nevertheless, we give a
self–contained definition of I0M here.
It remains to prove Lemma 37 (see Chapter 6) and Theorem 38 (see Chapter 7).
5 Roots in Sp
The proof of the main theorem uses the Laplace transform method (see Chapter 7). The aim of
this chapter is to show that the image of the Laplace transform belongs to Rb (respectively Sb
if b odd), i.e. that certain roots of q exist in Rb (respectively Sb). We achieve this by showing
that a certain type of Frobenius endomorphism of Sb,0 is in fact an isomorphism.
5.1 On the module Z[q]/(Φkn(q))
Since cyclotomic completions of polynomial rings are built from modules like Z[q]/(Φkn(q)), we
first consider these modules. Fix n, k ≥ 1. Let
E :=
Z[q]
(Φkn(q))
and G :=
Z[en][x]
(xk)
.
The following is probably well–known.
Proposition 41.
(a) Both E and G are free Z–modules of rank kϕ(n).
(b) The algebra map h : Z[q]→ Z[en][x] defined by
h(q) = en + x
descends to a well–defined algebra homomorphism, also denoted by h, from E to G. More-
over, the algebra homomorphism h : E → G is injective.
Proof. (a) Since Φkn(q) is a monic polynomial in q of degree kϕ(n), it is clear that
E = Z[q]/(Φkn(q))
is a free Z–module of rank kϕ(n). Since G = Z[en] ⊗Z Z[x]/(xk), we see that G is free
over Z of rank kϕ(n).
(b) To prove that h descends to a map E → G, one needs to verify that h(Φkn(q)) = 0. Note
that
h(Φkn(q)) = Φ
k
n(x+ en) =
∏
(j,n)=1
(x+ en − ejn)k.
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When j = 1, the factor is xk, which is 0 in Z[en][x]/(xk). Hence h(Φkn(q)) = 0.
Now we prove that h is injective. Let f(q) ∈ Z[q]. Suppose h(f(q)) = 0, or f(x+ en) = 0
in Z[en][x]/(xk). It follows that f(x + en) is divisible by xk; or that f(x) is divisible by
(x − en)k. Since f is a polynomial with coefficients in Z, it follows that f(x) is divisible
by all Galois conjugates (x− ejn)k with (j, n) = 1. Then f is divisible by Φkn(q). In other
words, f = 0 in E = Z[q]/(Φkn(q)).
5.2 Frobenius maps
5.2.1 A Frobenius homomorphism
We use E and G of the previous section. Suppose b is a positive integer coprime with n. If
ξ is a primitive nth root of 1, i.e. Φn(ξ) = 0, then ξb is also a primitive nth root of 1, i.e.
Φn(ξ
b) = 0. It follows that Φn(qb) is divisible by Φn(q).
Therefore the algebra map Fb : Z[q] → Z[q], defined by Fb(q) = qb, descends to a well–
defined algebra map, also denoted by Fb, from E to E. We want to understand the image
Fb(E).
Proposition 42. The image Fb(E) is a free Z–submodule of E of maximal rank, i.e.
rk(Fb(E)) = rk(E).
Moreover, the index of Fb(E) in E is b
k(k−1)ϕ(n)/2.
Proof. Using Proposition 41 we identify E with its image h(E) in G.
Let F˜b : G → G be the Z–algebra homomorphism defined by F˜b(en) = ebn, F˜b(x) = (x +
en)
b − ebn. Note that F˜b(x) = beb−1n x + O(x2), hence F˜b(xk) = 0. Further, F˜b is a well–defined
algebra homomorphism since F˜b(en + x) = ebn + (x+ en)
b− ebn = (x+ en)b, and F˜b restricted to
E is exactly Fb. Since E is a lattice of maximal rank in G⊗Q, it follows that the index of Fb
is exactly the determinant of F˜b, acting on G⊗Q.
The elements ejnx
l with 0 ≤ l < k and (j, n) = 1 for 0 < j < n or j = 0 form a basis of G.
Note that
F˜b(e
j
nx
l) = blejbn e
(b−1)l
n x
l +O(xl+1).
Since (b, n) = 1, the set ejbn with (j, n) = 1 is the same as the set e
j
n with (j, n) = 1. Let f1 :
G→ G be the Z–linear map defined by f1(ejbn xl) = ejnxl. Since f1 permutes the basis elements,
its determinant is ±1. Let f2 : G → G be the Z–linear map defined by f2(ejnxl) = ejn(e1−bn x)l.
The determinant of f2 is again ±1 because, for any fixed l, f2 restricts to the automorphism of
Z[en] sending a to esna, each of these maps has a well–defined inverse: a 7→ e−sn a. Now
f1f2F˜b(e
j
nx
l) = blejnx
l +O(xl+1)
can be described by an upper triangular matrix with bl’s on the diagonal; its determinant is
equal to bk(k−1)ϕ(n)/2.
From Proposition 42 we see that if b is invertible, then the index is equal to 1, and we have:
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Proposition 43. For k ∈ N and any n coprime with b, the Frobenius homomorphism Fb :
Z[1/b][q]/
(
Φkn(q)
)→ Z[1/b][q]/ (Φkn(q)), defined by Fb(q) = qb, is an isomorphism.
5.2.2 Frobenius endomorphism of Sb,0
For finitely many ni ∈ Nb and ki ∈ N, the Frobenius endomorphism
Fb :
Z[1/b][q](∏
iΦ
ki
ni(q)
) → Z[1/b][q](∏
iΦ
ki
ni(q)
)
sending q to qb, is again well–defined. Taking the inverse limit, we get an algebra endomorphism
Fb : Z[1/b][q]Nb → Z[1/b][q]Nb .
Theorem 44. The Frobenius endomorphism Fb : Z[1/b][q]Nb → Z[1/b][q]Nb, sending q to qb, is
an isomorphism.
Proof. For finitely many ni ∈ Nb and ki ∈ N, consider the natural algebra homomorphism
J :
Z[1/b][q](∏
iΦ
ki
ni(q)
) →∏
i
Z[1/b][q](
Φkini(q)
) .
This map is injective, because in the unique factorization domain Z[1/b][q] one has
(Φn1(q)
k1 . . .Φns(q)
ks) =
s⋂
j=1
Φnj (q)
kj .
Since the Frobenius homomorphism commutes with J and is an isomorphism on the target of
J by Proposition 43, it is an isomorphism on the domain of J . Taking the inverse limit, we get
the claim.
5.3 Existence of bth root of q in Sb,0
We want to show that there exists a bth root of q in Sb,0. First we need the two following
Lemmas.
Lemma 45. Suppose that n and b are coprime positive integers and y ∈ Q[en] with yb = 1.
Then y = ±1. If b is odd then y = 1.
Proof. Let d | b be the order of y, i.e. y is a primitive dth root of 1. Then Q[en] contains y and
hence ed. Since (n, d) = 1, one has Q[en]∩Q[ed] = Q (see e.g. [21, Corollary of IV.3.2]). Hence
if ed ∈ Q[en], then ed ∈ Q and it follows that d = 1 or 2. Thus y = 1 or y = −1. If b is odd,
then y cannot be −1.
Lemma 46. Let b be a positive integer, T ⊂ Nb, and y ∈ Q[q]T satisfying yb = 1. Then y = ±1.
If b is odd then y = 1.
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Proof. It suffices to show that for any n1, n2 . . . nm ∈ T , the ring Q[q]/(Φk1n1 . . .Φkmnm) does not
contains a bth root of 1 except possibly for ±1. Using the Chinese remainder theorem, it is
enough to consider the case where m = 1.
The ring Q[q]/(Φkn(q)) is isomorphic to Q[en][x]/(x
k), by Proposition 41. If
y =
k−1∑
j=0
ajx
j , aj ∈ Q[en]
satisfies yb = 1, then it follows that ab0 = 1. By Lemma 45, we have a0 = ±1. One can easily
see that a1 = · · · = ak−1 = 0. Thus y = ±1.
In contrast with Lemma 46, we have the following.
Proposition 47. For any odd positive b and any subset T ⊂ Nb, the ring Z[1/b][q]T contains
a unique bth root of q, which is invertible in Z[1/b][q]T .
For any even positive b and any subset T ⊂ Nb, the ring Z[1/b][q]T contains two bth roots
of q which are invertible in Z[1/b][q]T ; one is the negative of the other.
Proof. Let us first consider the case T = Nb. Since Fb is an isomorphism by Theorem 44, we
can define a bth root of q by
q1/b := F−1b (q) ∈ Sb,0 .
If y1 and y2 are two bth root of the same element, then their ratio y1/y2 is a bth root of 1. From
Lemma 46 it follows that if b is odd, there is only one bth root of q in Z[1/b][q]Nb , and if b is
even, there are 2 such roots, one is the minus of the other. We will denote them ±q1/b.
Further it is known that q is invertible in Z[q]N (see [14]). Actually, there is an explicit
expression q−1 =
∑
n q
n(q; q)n. Hence q−1 ∈ Z[1/b][q]Nb , since the natural homomorphism from
Z[q]N to Z[1/b][q]Nb maps q to q. In a commutative ring, if x | y and y is invertible, then so is
x. Hence any root of q is invertible.
In the general case of T ⊂ Nb, we use the natural map Z[1/b][q]Nb →֒ Z[1/b][q]T .
Remark 48. By Proposition 47, Sb,0 is isomorphic to the ring ΛNbb := Z[1/b][q1/b]Nb used in
[22].
5.4 Realization of qa
2/b in Sp
We define another Frobenius type algebra homomorphism. The difference of the two types of
Frobenius homomorphisms is in the target spaces of these homomorphisms.
Suppose m is a positive integer. Define the algebra homomorphism
Gm : R[q]
T → R[q]mT by Gm(q) = qm.
Since Φmr(q) always divides Φr(qm), Gm is well–defined.
Throughout this section, let p be a prime or 1. Suppose b = ±pl for an l ∈ N and let a be
an integer. Let Bp,j = Gpj(Sp,0). Note that Bp,j ⊂ Sp,j. If b is odd, by Proposition 47 there
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is a unique bth root of q in Sp,0; we denote it by xb;0. If b is even, by Proposition 47 there are
exactly two bth root of q, namely ±q1/b. We put xb;0 = q1/b.
We define the element zb,a ∈ Sp as follows:
• If b | a, let zb,a := qa2/b ∈ Sp.
• If b = ±pl ∤ a, then zb,a ∈ Sp is defined by specifying its projections πj(zb,a) := zb,a;j ∈ Sp,j
as follows. Suppose a = pse, with (e, p) = 1. Then s < l.
For j > s let zb,a;j := 0.
For 0 ≤ j ≤ s let zb,a;j := [Gpj(xb;0)]a2/pj = [Gpj (xb;0)]e2 p2s−j ∈ Bp,j ⊂ Sp,j.
Similarly, for b = ±pl we define the element xb ∈ Sp as follows:
• We put π0(xb) := xb;0.
• For j < l, πj(xb) := [Gpj(xb;0)]pj .
• If j ≥ l, πj(xb) := qb.
Notice that for c = (b, pj) we have
πj(xb) = zb,c;j. (5.1)
Proposition 49. Suppose ξ is a root of unity of order r = cr′, where c = (r, b). Then
evξ(zb,a) =
{
0 if c ∤ a
(ξc)a
2
1b
′
∗r′ if a = ca1,
where b′∗r′ is the unique element in Z/r
′Z such that b′∗r′(b/c) ≡ 1 (mod r′). Moreover,
evξ(xb) = (ξ
c)b
′
∗r′ .
Proof. Let us compute evξ(zb,a). The case of evξ(xb) follows then from (5.1).
If b | a, then c | a, and the proof is obvious.
Suppose b ∤ a. Let a = pse and c = pi. Then s < l. Recall that zb,a =
∏∞
j=0 zb,a;j. By
Lemma 32,
evξ(zb,a) = evξ(zb,a;i).
If c ∤ a, then i > s. By definition, zb,a;i = 0, hence the statement holds true. The case c | a,
i.e. i ≤ s, remains. Note that ζ = ξc is a primitive root of order r′ and (p, r′) = 1. Since
zb,a;i ∈ Bp,i,
evξ(zb,a;i) ∈ Z[1/p][ζ ].
From the definition of zb,a;i it follows that (zb,a;i)b/c = (qc)a
2/c2 , hence after evaluation we have
[evξ(zb,a;i)]
b/c = (ζ)a
2
1.
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Note also that
[(ξc)a
2
1b
′
∗r′ ]b/c = (ζ)a
2
1.
Using Lemma 45 we conclude evξ(zb,a;i) = (ξc)
a21b
′
∗r′ if b is odd, and evξ(zb,a;i) = (ξc)
a21b
′
∗r′ or
evξ(zb,a;i) = −(ξc)a21b′∗r′ if b is even. Since ev1(q1/b) = 1 and therefore evξ(q1/b) = ξb∗r (and not
−ξb∗r), we get the claim.
6 Unified invariant of lens spaces
The purpose of this chapter is to prove Lemma 37. Recall that M(b, a; d) is the lens space
L(b, a) together with an unknot K colored by d inside (see Figure 4.1). In Section 6.1, we
compute the renormalized quantum invariant of M(b, a; d) for arbitrary d. We then define in
Section 6.2 the unified invariant of M(b, a; d(ǫ)) (see Section 4.1 for the definition of d(ǫ)).
Let us introduce the following notation. For a, b ∈ Z, the Dedekind sum (see e.g. [19]) is
defined by
s(a, b) =
b−1∑
n=0
((n
b
))((an
b
))
where
((x)) =
{
x− ⌊x⌋ − 1
2
if x ∈ R \ Z
0 if x ∈ Z
and ⌊x⌋ denotes the largest integer not greater than x.
For n,m ∈ Z coprime and 0 < |n| < |m|, we define n∗m and m∗n such that
nn∗m +mm∗n = 1, with 0 < sn(n)n∗m < |m|.
Notice that for n = 1, m > 1 we have 1∗m = 1 and m∗1 = 0.
Let r be a fixed integer denoting the order of ξ, a primitive root of unity. If G = SO(3), r
is always assumed to be odd.
When we write ± respectively ∓ in a formula, one can either choose everywhere the upper
or everywhere the lower signs and the formula holds in both cases.
6.1 The quantum invariant of lens spaces with colored un-
knot inside
Proposition 50. Suppose c = (b, r) divides |a|d± 1. Then
τ
′SO(3)
M(b,a;d)(ξ) = (−1)
c+1
2
sn(ab)−1
2
( |a|
c
)(
1− ξ± sn(a)db∗r
1− ξ± sn(b)b∗r
)χ(c)
ξ4∗ru
SO(3)−4∗rb′∗r′
a(±a∗b−sn(a)d)
2
c (6.1)
where
uSO(3) := 12s(1, b)− 12 sn(b)s(a, b) (6.2)
+
1
b
(
a(1− d2) + 2(∓ sn(a)d− sn(b)) + a(a∗b ± sn(a)d)2
) ∈ Z
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and
τ
′SU(2)
M(b,a;d)(ξ) = (−1)
b′+1
2
sn(ab)−1
2
( |a|
|b′|
)(
1− ξ± sn(a)db∗r
1− ξ± sn(b)b∗r
)χ(c)
ξ
uSU(2)
4
−
b′
∗r′
a∗b(sn(a)ad±1)
2(sn(b)b′−1)2
4c (6.3)
where
uSU(2) := 12s(1, b)− 12 sn(b)s(a, b) + 1
b
(a(1− d2)) (6.4)
+
1
b
(2(∓ sn(a)d− sn(b)) + a∗b(sn(a)ad± 1)2(sn(b)b′ − 1)2) ∈ Z
and χ(c) = 1 if c = 1 and is zero otherwise. If c ∤ (sn(a)ad± 1), τ ′GM(b,a;d)(ξ) = 0 .
In particular, it follows that τ ′GL(b,a)(ξ) = 0 if c ∤ |a| ± 1.
Remark 51. ForG = SU(2), the quantum SU(2) invariant ofM(b, a; d) is in general dependent
on a 4th root of ξ (denoted by ξ
1
4 ). Here, we have only calculated the (renormalized) quantum
invariant for a certain 4th root of ξ, namely ξ
1
4 = el4r for ξ = e
l
r where l and r are coprime. For
the definition of the unified invariant of lens spaces in Section 6.2, we will choose d such that
the quantum invariant is independent of the 4th root of ξ.
The rest of this section is devoted to the proof of Proposition 50.
6.1.1 The positive case
To start with, we consider the case when b, a > 0. Since two lens spaces L(b, a1) and L(b, a2)
are homeomorphic if a1 ≡ a2 (mod b), we can assume a < b. Let b/a be given by a continued
fraction
b
a
= mn − 1
mn−1 − 1
mn−2 − . . . 1
m2 − 1
m1
.
We can assume mi ≥ 2 for all i (see [15, Lemma 3.1]).
Representing the b/a–framed unknot in Figure 4.1 by a Hopf chain (as e.g. in Lemma 3.1 of
[5]), M(b, a; d) is obtained by integral surgery along the link LM(b,a;d) in Figure 6.1, where the
mi are the framing coefficients and Kd denotes the unknot with fixed color d and zero framing.
· · ·
Kd
m1 m2 mnmn−1
Figure 6.1: Surgery link LM(b,a;d) of M(b, a; d) with integral framing.
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The colored Jones polynomial of LM(b,a;d) is given by:
JLM(b,a;d)(j1, . . . , jn, d) = [j1] ·
n−1∏
i=1
[jiji+1]
[ji]
· [jnd]
[jn]
(see e.g. [20, Lemma 3.2]). Applying (2.3) and taking the framing into account (let LM(b,a;d),0
denote the link LM(b,a;d) with framing zero everywhere), we get
FGLM(b,a;d),0(ξ) =
∑
ji
ξ,G
n∏
i=1
qmi
j2i −1
4
n−1∏
i=1
[jiji+1] · [jnd][j1] = evξ
(
q−
1
4
Pn
i=1mi
(q
1
2 − q− 12 )n+1
)
· Sn(a, d, ξ)
where
Sn(a, d, ξ) =
∑
ji
ξ,G
q
1
4
P
mij2i (q
1
2
j1−q− 12 j1)(q 12 j1j2−q− 12 j1j2) . . . (q 12 jn−1jn−q− 12 jn−1jn)(q 12 jnd−q− 12 jnd) .
Inserting these formulas into the Definition (2.5) using σ+ = n and σ− = 0 (compare [19, p.
243]) as well as (2.4), we get
τM(b,a;d)(ξ) =
evξ
(
q−
1
4
Pn
i=1mi+
n
2
)
· Sn(a, d, ξ)
(−2)n(γG1 (ξ))n evξ(q
1
2 − q− 12 ) .
We restrict us now to the root of unity er = exp(2πir ). We look at arbitrary primitive roots of
unity in Subsection 6.1.3.
Applying (2.1), (2.2) and the following formula for the Dedekind sum (compare [19, Theorem
1.12])
3n−
∑
i
mi = −12s(a, b) + a + a∗b
b
, (6.5)
we get
τM(b,a;d)(er) = ever
(
q
1
4
(−12s(a,b)+
a+a∗b
b
)
q
1
2 − q− 12
)
· Sn(a, d, er)
(−2)n√rnǫG(r)n , (6.6)
where ǫSO(3)(r) = 1 if r ≡ 1 (mod 4), ǫSO(3)(r) = i if r ≡ 3 (mod 4) and ǫSU(2)(r) = 1 + i.
Finally, for the renormalized version, we have to divide by
τGL(b,1)(er) = ever
(
q
1
4
(−12s(1,b)+ 2
b
)
q
1
2 − q− 12
)
· S1(1, 1, er)
(−2)√rǫG(r) .
This gives
τ ′M(b,a;d)(er) = (−2
√
r ǫG(r))1−n · Sn(a, d, er)
S1(1, 1, er)
· ever
(
q
1
4
(−12s(a,b)+
a+a∗b
b
+12s(1,b)− 2
b
)
)
. (6.7)
We put Sn(d) := Sn(a, d, er). To calculate Sn(d), we need to look separately at the SO(3)
and the SU(2) case.
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The SO(3) case
We follow the arguments of [25]. The τM(b,a;d)(er) can be computed in the same way as the
invariant ξr(L(b, a), A) in [25], after replacing A2 (respectively A) by e2∗rr (respectively e
4∗r
r ).
Using Lemmas 4.11, 4.12 and 4.20 of [25]1 (and replacing er by e4∗rr , cn by c, Nn,1 = p by b,
Nn−1,1 = q by a, Nn,2 = q∗ by a∗b and −Nn−1,2 = p∗ by b∗a), we get
Sn(d) = (−2)n(
√
rǫ(r))n
√
cǫ(c)
(
b
c
r
c
)(a
c
)
(−1) r−12 c−12 (6.8)
·
∑
±
χ±(d)e
−ca4∗rb′∗r′
“
d∓a∗b
c
”2
±2∗rb∗a(d∓a∗b)+4∗ra∗bb∗a
r
where ǫ(x) = 1 if x ≡ 1 (mod 4) and ǫ(x) = i if x ≡ 3 (mod 4). Further, χ±(d) = ±1 if c |
d∓a∗b and is zero otherwise. Since (a, c) = (a, b) = 1 and a(d∓a∗b) = ad∓aa∗b = ad∓(1−bb∗a)
and c | b, we have c | d∓ a∗b if and only if c | ad∓ 1. This implies the last claim of Proposition
50 for G = SO(3).
Note that when c = 1, both χ±(d) are nonzero. If c > 1 and c | (d − a∗b), χ+(d) = 1,
but χ−(d) = 0. Indeed, for c dividing d − a∗b, c | (d + a∗b) if and only if c | a∗b, which is
impossible, because c | b but (b, a∗b) = 1. For the same reason, if c | d + a∗b, then χ+(d) = 0
and χ−(d) = −1.
Inserting (6.8) into (6.7) we get
τ
′SO(3)
M(b,a;d)(er) =
(a
c
)(1− e±db′∗r′r
1− e±b
′
∗r′
r
)χ(c)
e
4∗ru−4∗rb′∗r′
a(d±a∗b)
2
c
r
where
u = −12s(a, b) + 12s(1, b) + 1
b
(a+ a∗b − 2− b∗ab(a∗b ± 2d)) .
Notice that u ∈ Z. Further observe that by using aa∗b + bb∗a = 1, we get
a + a∗b − 2− b∗ab(a∗b ± 2d) = 2(∓d− 1) + a(1− d2) + a(a∗b ± d)2.
Since τM(b,a;d)(ξ) = τM(−b,−a;d)(ξ), this implies the result (6.1) for 0 < a < b and 0 > a > b for
the root of unity er.
The SU(2) case
The way we calculate Sn(d) in the SO(3) case can not be adapted to the SU(2) case. We use
instead a Gauss sum reciprocity formula following the arguments of [15].
We use a well–known result by Cauchy and Kronecker.
Proposition 52 (Gauss sum reciprocity formula in one dimension). For m,n, ψ, ϕ ∈ Z such
that nm is even and ϕ | nψ we have
n−1∑
λ=0
emλ
2
2n e
ψλ
ϕ = (1 + i)
√
n
2m
m−1∑
λ=0
e
−n(λϕ+ψ)2
2mϕ2 .
1There are misprints in Lemma 4.21 of [25]: q∗ ± n should be replaced by q∗ ∓ n for n = 1, 2.
6.1. The quantum invariant of lens spaces with colored unknot inside 51
In particular for n = ϕ even, we have
n−1∑
λ=0
emλ
2+2ψλ
2n = (1 + i)
√
n
2m
m−1∑
λ=0
e
−(nλ+ψ)2
2mn .
Proof. A proof can be found in e.g. [7, Chapter IX, Theorem 1]. For a generalization of this
result see also [15, Propositions 2.3 and 4.3] and [8].
Lemma 53. For a, b > 0, we have
Sn(d) = Cn
2rb−1∑
γ=0
γ≡d (mod 2r)
(
e
−(aγ−1)2
4abr − e−(aγ+1)
2
4abr
)
where
Cn := (−2(1 + i)
√
r)n
1√
b
eb∗a4ar.
Proof. We prove the claim by induction on n. Notice first, that for x, y, z ∈ Z we have
2r−1∑
j=0
ezj
2
r (e
xj
r − e−xjr )(eyjr − e−yjr ) = 2
2r−1∑
j=0
ezj
2
r (e
(y+x)j
r − e(y−x)jr ) (6.9)
by replacing j by −j in −∑2r−1j=0 ezj2r (exjr − e−xjr )e−yjr . Using this and Proposition 52, we have
for n = 1
S1(d) =
2r−1∑
j=0
ebj
2
4r (e
j
2r − e−j2r )(ejd2r − e−jd2r )
= 2
2r−1∑
j=0
ebj
2
4r (e
j(d+1)
2r − ej(d−1)2r )
= 2(1 + i)
√
r
b
b−1∑
j=0
(e
−(2rj+d+1)2
4br − e−(2rj+d−1)
2
4br )
= 2(1 + i)
√
r
b
2rb−1∑
γ=0
γ≡d (mod 2r)
(e
−(γ+1)2
4br − e−(γ−1)
2
4br ).
Now, we set
b˜
a˜
= mn−1 − 1
mn−2 − · · · 1m2− 1m1
.
Notice that b˜ > a˜. Assume the result of the lemma inductively. We have
Sn(d) =
2r−1∑
jn=0
e
mnj2n
4r (e
jnd
2r − e−jnd2r )Sn−1(jn)
=
2r−1∑
jn=0
e
mnj2n
4r (e
jnd
2r − e−jnd2r )Cn−1
2b˜r−1∑
γ=0
γ≡jn (mod 2r)
(e
−(a˜γ−1)2
4a˜b˜r
− e−(a˜γ+1)2
4a˜b˜r
)
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We replace jn by γ everywhere and get
Sn(d) = Cn−1
2b˜r−1∑
γ=0
emnγ
2
4r (e
γd
2r − e−γd2r )(e−a˜
2γ2+2a˜γ−1
4a˜b˜r
− e−a˜2γ2−2a˜γ−1
4a˜b˜r
)
= Cn−1e
−1
4a˜b˜r
2b˜r−1∑
γ=0
e
(b˜mn−a˜)γ2
4b˜r
(eγd2r − e−γd2r )(eγ2b˜r − e
−γ
2b˜r
)
= 2Cn−1e
−1
4a˜b˜r
2b˜r−1∑
γ=0
e
(b˜mn−a˜)γ2
4b˜r
(e
(b˜d+1)γ
2b˜r
− e(b˜d−1)γ
2b˜r
)
= 2Cn−1e
−1
4a˜b˜r
2ar−1∑
γ=0
ebγ
2
4ar(e
(ad+1)γ
2ar − e(ad−1)γ2ar )
using first (6.9) and then b˜ = a and b˜mn − a˜ = b. Applying again Proposition 52 gives
Sn(d) = 2(1 + i)Cn−1e
−1
4a˜b˜r
√
ar
b
b−1∑
λ=0
(e
−(2arλ+ad+1)
4abr − e−(2arλ+ad−1)4abr )
= −2(1 + i)Cn−1e−14a˜b˜r
√
ar
b
2rb−1∑
γ=0
γ≡d (mod 2r−1)
(e
−(aγ−1)
4abr − e−(aγ+1)4abr )
where we put γ = 2rλ+ d. Since
1 = a˜a˜∗b˜ + b˜b˜∗a˜ = a˜∗b˜(amn − b) + b˜∗a˜a = a(b˜∗a˜ + a˜∗b˜mn)− ba˜∗b˜ = aa∗b + bb∗a
and
0 < a(b˜∗a˜ + a˜∗b˜mn) = b˜b˜∗a˜ + b˜a˜∗b˜mn = 1 + a˜∗b˜(b˜mn − a˜) = 1 + a˜∗b˜b < 1 + b˜b = 1 + ab
we have 0 < b˜∗a˜ + a˜∗˜bmn < b and therefore b∗a = −a˜∗b˜ . Therefore
eb˜∗a˜4a˜re
−1
4a˜b˜r
= e
−a˜∗b˜a˜+1
4a˜b˜r
e−1
4a˜b˜r
= e
−a˜∗b˜
4b˜r
= eb∗a4ar
and we get
−2(1 + i)Cn−1e−14a˜b˜r
√
ar
b
= Cn.
For further calculations on Sn(d) we need the following result.
Lemma 54. For x, y ∈ N and b odd with (b, x) = 1 we have
b−1∑
j=0
e−xj
2−yj
b = ǫ(b)
(−x
b
)√
be
(b−1)2
x∗by
2
4
b .
6.1. The quantum invariant of lens spaces with colored unknot inside 53
Proof. This follows from Lemma 10 using e−1b = e
(b−1)
b with (b, (b − 1)x) = (b, x) = 1 and
(b− 1)∗b ≡ −1 (mod b).
Lemma 55. For c = (b, r) and b′ = b
c
, r′ = r
c
we have
Sn(d) = (−2(1 + i)
√
r)n
√
cǫ(b′)
(−ar′
b′
)∑
±
χ(d)e−a∗b−ad
2∓2d
4rb e
−
a∗b(ad±1)
2(b′−1)2(b′
∗r′
b′−1)
4c2
r′b′
where χ(d) =
{
0 if c ∤ ad ± 1
∓1 if c | ad ± 1 .
Proof. We put γ = d+ 2rλ and get
Sn(d) = Cn
∑
±
b−1∑
λ=0
∓e−(aγ±1)24abr .
Notice that (aγ ± 1)2 = a2d2 + 1± 2ad+ 4ar(arλ2 + adλ± λ) and therefore
Sn(d) = Cne
−a2d2−1
4abr
∑
±
b−1∑
λ=0
∓e−arλ2−(ad±1)λb e∓d2br
and
Cne
−a2d2−1
4rab = (−2(1 + i)
√
r)n
1√
b
e−a∗b−ad
2
4rb .
We use [25, Theorem 2.1] as well as Lemma 54 to get
∓
b−1∑
λ=0
e
−arλ2−(ad±1)λ
b e
∓d
2br = ∓e∓d2br · c
b′−1∑
λ=0
c|ad±1
e
−ar′λ2−
(ad±1)
c
λ
b′
= χ(d)ce∓d2brǫ(b
′)
(−ar′
b′
)√
b′e
a∗b(1−b
′b′∗r)( ad±1c )
2 (b′−1)2
4
b′r′
where we used that a∗b ≡ a∗b′ (mod b′), (ar′)∗b′ ≡ a∗b′r′∗b′ (mod b′) and e
r′
∗b′
b′ = e
r′
∗b′
r′
b′r′ = e
1−b′b′
∗r′
b′r′ .
Lemma 55 implies the last claim of Proposition 50 for G = SU(2).
Since(
1− e±4d4rb e±a∗bad(b−1)
2(b∗rb−1)
rb
1− e±1rb e±(b−1)
2(b∗rb−1)
rb
)χ(c)
=
(
1− e±a∗bad(b∗rb−1)−drb
1− e±b∗rr
)χ(c)
=
(
1− e±db∗rr
1− e±b∗rr
)χ(c)
,
inserting the formula of SSU(2)n (d) of Lemma 55 into (6.7), we get
τ
′SU(2)
M(b,a;d)(er) =
( a
b′
)(1− e±db∗rr
1− e±b∗rr
)χ(c)
e
−12s(a,b)+12s(1,b)+ 1
b
(a+a∗b−2)
4r e
−a∗b−ad
2∓2d
4br e
−a∗b(ad±1)
2(b′−1)2(b′
∗r′
b′−1)
4
br .
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Therefore
τ
′SU(2)
M(b,a;d)(er) =
( a
b′
)(1− e±db∗rr
1− e±b∗rr
)χ(c)
e
u
4
−
b′
∗r′
a∗b(ad±1)
2(b′−1)2
4c
r
where u := −12s(a, b)+12s(1, b)+ 1
b
(a(1−d2)+2(∓d−1)+a∗b(ad±1)2(b′−1)2). This implies
(6.3) for 0 < a < b or 0 > a > b at er.
6.1.2 The negative case
To compute τ ′GM(−b,a;d)(er), observe that, since L(b, a) and L(−b, a) are homeomorphic with
opposite orientation, τGM(−b,a;d)(ξ) = τ
G
M(b,−a;d)(ξ) is equal to the complex conjugate of τ
G
M(b,a;d)(ξ)
due to Theorem 16. The ratio
τ ′GM(−b,a;d)(ξ) =
τGM(b,a;d)(ξ)
τGL(b,1)(ξ)
can be computed analogously to the positive case. Using ǫ(c) = (−1) c−12 ǫ(c), we have for
a, b > 0
τ
′SO(3)
M(−b,a,d)(er) = (−1)
c+1
2
(a
c
)(1− e∓db∗rr
1− e±b∗rr
)χ(c)
e
4∗ru˜SO(3)+4∗rb′∗r′
a(d±a∗b)
2
c
r
where
u˜SO(3) = 12s(a, b) + 12s(1, b) +
1
b
(−a− a∗b − 2 + b∗ab(a∗b ± 2d))
= 12s(a, b) + 12s(1, b) +
1
b
(
2(±d− 1)− a(1− d2)− a(a∗b ± d)2
)
and
τ
′SU(2)
M(−b,a:d)(er) = (−1)
b′+1
2
( a
b′
)(1− e∓db∗rr
1− e±b∗rr
)χ(c)
e
u˜SU(2)
4
+
b′
∗r′
a∗b(ad±1)
2(b′−1)2
4c
r
where
u˜SU(2) = 12s(a, b) + 12s(1, b) +
1
b
(−a(1− d2) + 2(±d− 1)− a∗b(ad± 1)2(b′ − 1)2).
Using s(a, b) = s(a,−b) = −s(−a, b), we get the claim of Proposition 50 at er if either a or b is
negative.
6.1.3 Arbitrary primitive roots of unity
To get the result of Proposition 50 for an arbitrary primitive root of unity ξ of order r, notice
that we can regard τ ′G as a map
τ ′G : {ξ 14 ∈ C | ξ = elr, (r, l) = 1} → Q(e4r)
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and notice that for ξ = elr for some l coprime to r, we have the Galois transformation
ϕ : Q(e4r)→ Q(ξ 14 ), e4r 7→ el4r
which is a ring isomorphism and maps er to ξ. Therefore τ ′GM(b,a;d)(ξ) = τ
′G
M(b,a;d)(ϕ(er)) =
ϕ(τ ′GM(b,a;d)(er)) and we get (6.1) and (6.3) in general.
Example. For b > 0, we have
τ
′SO(3)
L(−b,1)(ξ) = (−1)
c+1
2
−χ(c) ξ2∗r(b−3)+b∗rχ(c) and τ ′SU(2)L(−b,1)(ξ) = (−1)
b′−1
2
+χ(c)ξ
b−3
2
+b∗rχ(c).
6.2 Proof of Lemma 37
Since L(−b, a) and L(b,−a) are homeomorphic, we can assume b to be positive, i.e. b = pl for
a prime p. We have to define the unified invariant of Mε(b, a) := M(b, a; d(ε)) where d(0) = 1
and d(0¯) is the smallest odd positive integer such that sn(a)ad(0¯) ≡ 1 (mod b).
Recall from Section 5.3 that we denote the unique positive bth root of q in Sp,0 by q
1
b . For
p 6= 2, we define the unified invariant IGMε(b,a) ∈ Sp by specifying its projections
πjI
SO(3)
Mε(b,a) :=

q3s(1,b)−3 sn(b) s(a,b) if j = 0, ε = 0
(−1) p
j+1
2
sn(a)−1
2
(
|a|
p
)j
q
u′SO(3)
4 if 0 < j < l, ε = 0¯
(−1) p
l+1
2
sn(a)−1
2
(
|a|
p
)l
q
u′SO(3)
4 if j ≥ l, ε = 0¯
where u′SO(3) := uSO(3) − a(a∗b−sn(a)d(0¯))2
b
and uSO(3) is defined in (6.2) and
πjI
SU(2)
Mǫ(b,a) :=

(−1) b+32 sn(a)−12
(
|a|
p
)l
q3s(1,b)−3 sn(b)s(a,b) if j = 0, ǫ = 0
(−1) p
l−j+1
2
sn(a)−1
2
(
|a|
p
)l−j
q
u′SU(2)
4 if 0 < j < l, ε = 0¯
(−1) sn(a)−12 q u′SU(2)4 if j > l, ε = 0¯
where u′SU(2) := uSU(2) − a∗b(sn(a)ad−1)2(sn(b)b′−1)2
b
and uSU(2) is defined in (6.4).
For G = SO(3) and p = 2, only π0I
SO(3)
M(b,a) ∈ S2,0 = R2 is non–zero and it is defined to be
q3s(1,b)−3s(a,b).
The IGMε(b,a) is well–defined due to Lemma 56 below, i.e. all powers of q in I
G
Mε(b,a) are
integers for j > 0 or lie in 1
b
Z for j = 0. Unlike the invariant for arbitrary d, there is no
dependency on the 4th root of q. Further, for b odd (respectively even) IGMε(b,a) is invertible in
Sp,εp (respectively Rp,εp ) since q and q
1
b are invertible in these rings.
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In particular, for odd b = pl, we have IGL(b,1) = 1 and
πjI
SO(3)
L(−b,1) =

q
b−3
2
+ 1
b if j = 0
(−1) p
j+1
2 q
b−3
2 if 0 < j < l, p odd
(−1) p
l+1
2 q
b−3
2 if j ≥ l, p odd
and
πjI
SU(2)
L(−b,1) =

(−1)−b+32 q b−32 + 1b if j = 0
(−1) p
l−j+1
2 q
b−3
2 if 0 < j < l, p odd
q
b−3
2 if j ≥ l, p odd .
It is left to show that for any ξ of order r coprime with p, we have
evξ(I
G
M0(b,a)) = τ
′G
M0(b,a)(ξ)
and, if r = pjk with j > 0, then
evξ(I
G
M 0¯(b,a)) = τ
′G
M 0¯(b,a)(ξ) .
For ε = 0, this follows directly from Propositions 49 and 50 with c = d = 1 using
1− ξ− sn(a)b∗r
1− ξ−b∗r =
{
1 if sn(a) = 1
−ξ− sn(a)b∗r if sn(a) = −1 .
For ε = 0¯, we have c = (pj, b) > 1 and we get the claim by using Proposition 50 and for the
SO(3) case
ξ
a(a∗b−sn(a)d(0¯))
2
b = ξc
a(a∗b−sn(a)d(0¯))
2
bc = ξbb
′
∗r′
a(a∗b−sn(a)d(0¯))
2
bc = ξb
′
∗r′
a(a∗b−sn(a)d(0¯))
2
c , (6.10)
respectively for the SU(2) case
ξ
a∗b(sn(a)ad−1)
2
b
· (b
′−1)2
4 = ξc
a∗b(sn(a)ad−1)
2
bc
· (b
′−1)2
4 = ξbb
′
∗r′
a∗b(sn(a)ad−1)
2
bc
· (b
′−1)2
4 = ξb
′
∗r′
a∗b(sn(a)ad−1)
2
c
· (b
′−1)2
4 ,
(6.11)
where for the second equalities in (6.10) and (6.11) we use c ≡ bb′∗r′ (mod r). For G = SO(3),
notice that due to part (b) of Lemma 56 below, b and c divide a∗b − sn(a)d(0¯) and therefore
all powers of ξ in (6.10) are integers. For G = SU(2), we can see that all powers of ξ in (6.11)
are integers using part (c) of Lemma 56 and the fact that b′ is odd and therefore 4 | (b′−1)2.
The following Lemma is used in the proof of Lemma 37.
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Lemma 56. We have
(a) 3s(1, b)− 3 sn(b) s(a, b) ∈ 1
b
Z,
(b) b | a∗b − sn(a)d(0¯) and therefore u′ ∈ Z,
(c) b | sn(a)ad − 1 and therefore u′ ∈ Z, and
(d) 4 | u′ for d = d(0¯).
Proof. For claim (a), using the identity
12bs(a, b) ≡ (b− 1)(b+ 2)− 4a(b− 1) + 4
∑
j< b
2
⌊
2aj
b
⌋
(mod 8)
(e.g. see [2, Theorem 3.9]), we get
12bs(a, b)− 12bs(1, b) ≡ 4(1− a)(b− 1) + 4
∑
j< b
2
⌊
2aj
b
⌋
−
⌊
2j
b
⌋
(mod 8)
which is divisible by 4 in Z.
Claim (b) follows from the fact that (a, b) = 1 and
a(a∗b − sn(a)d) = 1− sn(a)ad− bb∗a ≡ 0 (mod b),
since d is chosen such that sn(a)ad ≡ 1 (mod b), which also proves the Claim (c). For Claim
(d), notice that for odd d we have
4 | (1− d2) and 4 | 2(sn(a)d− sn(b)).
7 Laplace transform
This chapter is devoted to the proof of Theorem 38 by using Andrew’s identity. Throughout
this chapter, let p be a prime or p = 1 and b = ±pl for some l ∈ N.
7.1 Definition of Laplace transform
The Laplace transform is a Z[q±1]–linear map defined by
Lb : Z[z±1, q±1] → Sp
za 7→ zb,a.
In particular, we put Lb;j := πj ◦ Lb and have Lb;j(za) = zb,a;j ∈ Sp,j.
Further, for any f ∈ Z[z±1, q±1] and n ∈ Z, we define
fˆ := f |z=qn ∈ Z[q±n, q±1] .
Lemma 57. Suppose f ∈ Z[z±1, q±1]. Then for any root of unity ξ of order r (odd for G =
SO(3)), ∑
n
ξ,G
qb
n2−1
4 fˆ = γGb (ξ) evξ(L−b(f)).
Proof. It is sufficient to consider the case f = za. Then, by the same arguments as in the proof
of [5, Lemma 1.3], we have
∑
n
ξ,G
qb
n2−1
4 qna =
{
0 if c ∤ a
(ξc)−a
2
1b
′
∗ γGb (ξ) if a = ca1.
(7.1)
The result follows now from Proposition 49.
7.2 Proof of Theorem 38
Recall that
A(n, k) =
∏k
i=0 (q
n + q−n − qi − q−i)
(1− q) (qk+1; q)k+1 .
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We have to show that there exists an element Qb,k ∈ Rb (respectively Qb,k ∈ Sb if b odd), such
that for every root of unity ξ of order r (odd if G = SO(3)), one has∑
n
ξ,G qb
n2−1
4 A(n, k)
FUb(ξ)
= evξ(Qb,k).
Applying Lemma 57 to FUb(ξ) =
∑
n
ξ,Gqb
n2−1
4 [n]2, we get for c = (b, r)
FUb(ξ) = 2γ
G
b (ξ) evξ
(
(1− x−b)χ(c)
(1− q−1)(1− q)
)
, (7.2)
where, as usual, χ(c) = 1 if c = 1 and zero otherwise. We will prove that for an odd prime p
and any number j ≥ 0, there exists an element Qk(q, xb, j) ∈ Sp,j such that
1
(qk+1; q)k+1
Lb;j
(
k∏
i=0
(z + z−1 − qi − q−i)
)
= 2Qk(q
sn(b), xb, j). (7.3)
If p = 2 we will prove the claim for j = 0 only, since S2,0 ≃ R2.
Remark 58. The case p = ±1 was already done e.g. in [3].
Theorem 38 follows then from Lemma 57 and (7.2) where Qb,k is defined by its projections
πjQb,k :=
1− q−1
(1− x−b)χ(pj) Qk(q
− sn(b), x−b, j).
We split the proof of (7.3) into two parts. In the first part we will show that there exists an
element Qk(q, xb, j) such that Equality (7.3) holds. In the second part we show that Qk(q, xb, j)
lies in Sp,j.
7.2.1 Part 1: Existence of Qk(q, xb, j), b odd case
Assume b = ±pl with p 6= 2. We split the proof into several lemmas.
Lemma 59. For xb;j := πj(xb) and c = (b, p
j),
Lb;j
(
k∏
i=0
(z + z−1 − qi − q−i)
)
= 2 (−1)k+1
[
2k + 1
k
]
Sb;j(k, q)
where
Sb;j(k, q) := 1 +
∞∑
n=1
q(k+1)cn(q−k−1; q)cn
(qk+2; q)cn
(1 + qcn)xn
2
b;j . (7.4)
Observe that for n > k+1
c
, the term (q−k−1; q)cn is zero and therefore the sum in (7.4) is
finite.
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Proof. Since Lb is invariant under z → z−1, one has
Lb
(
k∏
i=0
(z + z−1 − qi − q−i)
)
= −2Lb(z−k(zq−k; q)2k+1),
and the q–binomial theorem (e.g. see [10], II.3) gives
z−k(zq−k; q)2k+1 = (−1)k
k+1∑
i=−k
(−1)i
[
2k + 1
k + i
]
zi. (7.5)
Notice that Lb;j(za) 6= 0 if and only if c | a. Applying Lb;j to the RHS of (7.5), only the terms
with c | i survive and therefore
Lb;j
(
z−k(zq−k; q)2k+1
)
= (−1)k
⌊(k+1)/c⌋∑
n=−⌊k/c⌋
(−1)cn
[
2k + 1
k + cn
]
zb,cn;j.
Separating the case n = 0 and combining positive and negative n, this is equal to
(−1)k
[
2k + 1
k
]
+ (−1)k
⌊(k+1)/c⌋∑
n=1
(−1)cn
([
2k + 1
k + cn
]
+
[
2k + 1
k − cn
])
zb,cn;j
where we use the convention that
[
x
−1
]
is zero for positive x. Further,
[
2k + 1
k + cn
]
+
[
2k + 1
k − cn
]
=
{k + 1}
{2k + 2}
[
2k + 2
k + cn + 1
]
(qcn/2 + q−cn/2)
and
{k + 1}
{2k + 2}
[
2k + 2
k + cn+ 1
] [
2k + 1
k
]−1
= (−1)cnq(k+1)cn+ cn2 (q
−k−1; q)cn
(qk+2; q)cn
.
Using zb,cn;j = (zb,c;j)n
2
= xn
2
b;j , we get the result.
To define Qk(q, xb, j), we will need Andrew’s identity (3.43) of [1]:∑
n≥0
(−1)nαnt−
n(n−1)
2
+sn+Nn (t
−N)n
(tN+1)n
s∏
i=1
(bi)n(ci)n
bni c
n
i (
t
bi
)n(
t
ci
)n
=
(t)N (
q
bscs
)N
( t
bs
)N(
t
cs
)N
∑
ns≥···≥n2≥n1≥0
βn1
tns(t−N)ns(bs)ns(cs)ns
(t−Nbscs)ns
s−1∏
i=1
tni
bnii c
ni
i
(bi)ni(ci)ni
( t
bi
)ni+1(
t
ci
)ni+1
( t
bici
)ni+1−ni
(t)ni+1−ni
.
Here and in what follows we use the notation (a)n := (a; t)n . The special Bailey pair (αn, βn)
is chosen as follows
α0 = 1, αn = (−1)ntn(n−1)2 (1 + tn)
β0 = 1, βn = 0 for n ≥ 1.
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Lemma 60. Sb;j(k, q) is equal to the LHS of Andrew’s identity with the parameters fixed below.
Proof. Since
Sb;j(k, q) = S−b;j(k, q
−1),
it is enough to look at the case b > 0. Define b′ := b
c
and let ω be a b′th primitive root of unity.
For simplicity, put N := k + 1 and t := xb;j . Using the following identities
(qy; q)cn =
c−1∏
l=0
(qy+l; qc)n ,
(qyc; qc)n =
b′−1∏
i=0
(ωity; t)n ,
where the later is true due to tb
′
= xb
′
b;j = q
c for all j, and choosing a cth root of t denoted by
t
1
c , we can see that
Sb;j(k, q) = 1 +
∞∑
n=1
b′−1∏
i=0
c−1∏
l=0
(ωit
−N+l
c )n
(ωit
N+1+l
c )n
(1 + tb
′n)tn
2+b′Nn.
Now we choose the parameters for Andrew’s identity as follows. We put a := c−1
2
, d := b
′−1
2
and m := ⌊N
c
⌋. For l ∈ {1, . . . , c − 1}, there exist unique ul, vl ∈ {0, . . . , c − 1}, such that
ul ≡ N + l (mod c) and vl ≡ N − l (mod c). Note that vl = uc−l. We define Ul := −N+ulc and
Vl :=
−N+vl
c
. Then Ul, Vl ∈ 1cZ but Ul + Vl ∈ Z. We define
bl := t
Ul, cl := t
Vl for l = 1, . . . , a,
ba+i := ω
it−m, ca+i := ω
−it−m for i = 1, . . . , d,
ba+ld+i := ω
itUl, ca+ld+i := ω
−itVl for i = 1, . . . , d and l = 1, . . . , c− 1,
bg+i := −ωit, cg+i := −ω−it for i = 1, . . . , d,
bs−1 := t
−m, cs−1 := t
N+1,
bs → ∞, cs → ∞,
where g = a+ cd and s = (c+ 1) b
′
2
+ 1.
We now calculate the LHS of Andrew’s identity. Using the notation
(ω±1tx)n = (ωt
x)n(ω
−1tx)n
and the identities
lim
c→∞
(c)n
cn
= (−1)ntn(n−1)2 and lim
c→∞
(
t
c
)
n
= 1,
we get
LHS = 1 +
∑
n≥1
tn(n−1+s+N−y) (1 + tn)
(t−N)n
(tN+1)n
·
a∏
l=1
(tUl)n(t
Vl)n
(t1−Ul)n(t1−Vl)n
·
d∏
i=1
(ω±it−m)n
(ω±it1+m)n
·
d∏
i=1
c−1∏
l=1
(ωitUl)n(ω
−itVl)n
(ω−it1−Ul)n(ωit1−Vl)n
·
d∏
i=1
(−ω±it)n
(−ω±i)n ·
(t−m)n(t
N+1)n
(t1+m)n(t−N)n
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where
y :=
a∑
l=1
(Ul + Vl) +
d∑
i=1
c−1∑
l=1
(Ul + Vl)−m(2d+ 1) + 2d+ 1 +N.
Since
∑c−1
l=1 (Ul + Vl) = 2
∑a
l=1(Ul + Vl) = 2(−N +m+ c−12 ) and 2d+ 1 = b′, we have
n− 1 + s+N − y = n+Nb′.
Further,
d∏
i=1
(−ω±it)n
(−ω±i)n =
b′−1∏
i=1
1 + ωitn
1 + ωi
=
1 + tb
′n
1 + tn
and
a∏
l=1
(tUl)n(t
Vl)n
(t1−Ul)n(t1−Vl)n
·
d∏
i=1
(ω±it−m)n
(ω±it1+m)n
·
d∏
i=1
c−1∏
l=1
(ωitUl)n(ω
−itVl)n
(ω−it1−Ul)n(ωit1−Vl)n
· (t
−m)n
(t1+m)n
=
b′−1∏
i=0
c−1∏
l=0
(ωit
−N+l
c )n
(ωit
N+1+l
c )n
.
Taking all the results together, we see that the LHS is equal to Sb;j(k, q).
Let us now calculate the RHS of Andrew’s identity with parameters chosen as above. For
simplicity, we put δj := nj+1 − nj . Then the RHS is given by
RHS = (t)N
∑
ns≥···≥n2≥n1=0
tx · (t−N)ns(bs)ns(cs)ns∏s−1
i=1 (t)δi(t
−Nbscs)ns
· (t
−m)ns−1(t
N+1)ns−1(t
m−N )δs−1
(tm+1)ns(t
−N )ns
·
a∏
l=1
(tUl)nl(t
Vl)nl(t
1−Ul−Vl)δl
(t1−Ul)nl+1(t
1−Vl)nl+1
·
d∏
i=1
(ω±it−m)na+i(t
2m+1)δa+i
(ω±itm+1)na+i+1
(−ω±it)ng+i(t−1)δg+i
(−ω±i)ng+i+1
·
d∏
i=1
c−1∏
l=1
(ωitUl)na+ld+i(ω
−itVl)na+ld+i(t
1−Ul−Vl)δa+ld+i
(ω−it1−Ul)na+ld+i+1(ω
it1−Vl)na+ld+i+1
where
x =
a∑
l=1
(1− Ul − Vl)nl +
d∑
i=1
(2m+ 1)na+i
+
d∑
i=1
c−1∑
l=1
(1− Ul − Vl)na+ld+i −
d∑
i=1
ng+i + (m−N)ns−1 + ns.
For c = 1 or d = 0, we use the convention that empty products are equal to 1 and empty sums
are equal to zero.
Let us now have a closer look at the RHS. Notice that
lim
bs,cs→∞
(bs)ns(cs)ns
(t−Nbscs)ns
= (−1)nstns(ns−1)2 tNns .
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The term (t−1)δg+i is zero unless δg+i ∈ {0, 1}. Therefore, we get
d∏
i=1
(−ω±it)ng+i
(−ω±i)ng+i+1
=
d∏
i=1
(1 + ω±itng+i)1−δg+i .
Due to the term (t−m)ns , we have ns ≤ m and therefore ni ≤ m for all i. Multiplying the
numerator and denominator of each term of the RHS by
a∏
l=1
(t1−Ul+nl+1)m−nl+1(t
1−Vl+nl+1)m−nl+1
d∏
i=1
(ω±itm+1+na+i+1)m−na+i+1
·
d∏
i=1
c−1∏
l=1
(ω−it1−Ul+na+ld+i+1)m−na+ld+i+1(ω
it1−Vl+na+ld+i+1)m−na+ld+i+1
gives in the denominator
∏b′−1
i=0
∏c−1
l=1 (ω
it1−Ul)m ·
∏b′−1
i=1 (ω
itm+1)m. This is equal to
c−1∏
l=1
(tb
′(1−Ul); tb
′
)m · (t
b′(m+1); tb
′
)m
(tm+1; t)m
=
(qN+1; q)cm
(tm+1; t)m
.
Further,
(t)N (t
N+1)ns−1 = (t)N+ns−1 = (t)m(t
m+1)N−m+ns−1 .
The term (t−N+m)δs−1 is zero unless δs−1 ≤ N −m and therefore
(tm+1)N−m+ns−1
(tm+1)ns
= (tm+1+ns)N−m−δs−1 .
Using the above calculations, we get
RHS =
(t; t)2m
(qN+1; q)cm
· Tk(q, t) (7.6)
where
Tk(q, t) :=
∑
ns≥···≥n2≥n1=0
(−1)nstx′ · (t−m)ns−1 · (tm+1+ns)N−m−δs−1 ·
(t−N+m)δs−1∏s−1
i=1 (t)δi
·
a∏
l=1
(t1−Ul−Vl)δl ·
d∏
i=1
(t2m+1)δa+i(t
−1)δg+i ·
d∏
i=1
c−1∏
l=1
(t1−Ul−Vl)δa+ld+i
·
a∏
l=1
(tUl)nl(t
Vl)nl(t
1−Ul+nl+1)m−nl+1(t
1−Vl+nl+1)m−nl+1 ·
d∏
i=1
(1 + ω±itng+i)1−δg+i
·
d∏
i=1
(ω±it−m)na+i(ω
±itm+1+na+i+1)m−na+i+1 ·
d∏
i=1
c−1∏
l=1
(ωitUl)na+ld+i(ω
−itVl)na+ld+i
·
d∏
i=1
c−1∏
l=1
(ω−it1−Ul+na+ld+i+1)m−na+ld+i+1(ω
it1−Vl+na+ld+i+1)m−na+ld+i+1
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and x′ := x+ ns(ns−1)
2
+Nns.
We define the element Qk(q, xb, j) by
Qk(q, xb, j) :=
(
(−1)k+1q− k(k+1)2
) 1+sn(b)
2
(
q(k+1)
2
) 1−sn(b)
2 (xb;j; xb;j)2m
(q; q)N+cm
Tk(q, xb;j).
By Lemmas 59 and 60, Equation (7.6) and the following Lemma 61, we see that this element
satisfies Equation (7.3).
Lemma 61. The following formula holds.
(−1)k+1
[
2k + 1
k
]
(qk+1; q)−1k+1 = (−1)k+1
q−k(k+1)/2
(q; q)k+1
=
q−(k+1)
2
(q−1; q−1)k+1
Proof. This is an easy calculation using
(qk+1; q)k+1 = (−1)k+1q(3k2+5k+2)/4{2k + 1}!{k}! .
7.2.2 Part 1: Existence of Qk(q, xb, j), b even case.
Let b = ±2l. We have to prove Equality (7.3) only for j = 0, i.e. we have to show
1
(qk+1; q)k+1
Lb;0
(
k∏
i=0
(z + z−1 − qi − q−i)
)
= 2Qk(q
sn(b), xb, 0).
The calculation works similarly to the odd case. Note that we have c = 1 here. This case was
already done in [5] and [22]. Since their approaches are slightly different and for the sake of
completeness, we will give the parameters for Andrew’s identity and the formula for Qk(q, xb, 0)
nevertheless.
We put t := xb;0, d := b2 − 1, ω a bth root of unity and choose a primitive square root ν of
ω. Define the parameters of Andrew’s identity by
bi := ω
it−N , ci := ω
−it−N for i = 1, . . . , d,
bd+i := −ν2i−1t, cd+i := −ν−(2i−1)t for i = 1, . . . , d+ 1,
bb := −t−N , cb := −t0 = −1,
bs−1 := t
−N , cs−1 := t
N+1,
bs → ∞, cs → ∞,
where s = b+ 2. Now we can define the element
Qk(q, xb, 0) :=
(
(−1)k+1q− k(k+1)2
) 1+sn(b)
2
(
q(k+1)
2
) 1−sn(b)
2 (xb;0; xb;0)2N
(q; q)2N
1
(−xb;0; xb;0)N Tk(q, xb;0)
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where
Tk(q, t) :=
∑
ns−1≥···≥n1=0
(−1)ns−1tx′′ ·
∏d
i=1(t
2N+1)δi ·
∏d+1
i=1 (t
−1)δd+i · (tN+1)δb∏s−2
i=1 (t)δi
·(t−N)ns−1 · (−tN+1+ns−1)N−ns−1 · (−t−N)nb · (−t)nb−1 · (−tns−1+1)N−ns−1
·
d∏
i=1
(ω±it−N )ni(ω
±itN+1+ni+1)N−ni+1 ·
d+1∏
i=1
(1 + ν±(2i−1)tnd+i)1−δd+i
and x′′ :=
∑d
i=1(2N +1)ni−
∑d+1
i=1 nd+i+
ns−1(ns−1−1)
2
+(N +1)(nb+ns−1). We use the notation
(a; b)−1 :=
1
1−ab−1
.
7.2.3 Part 2: Qk(q, xb, j) ∈ Sp,j .
We have to show that Qk(q, xb, j) ∈ Sp,j, where j ∈ N ∪ {0} if p is odd, and j = 0 for p = 2.
This follows from the next two lemmas.
Lemma 62. For t = xb;j,
Tk(q, t) ∈ Z[q±1, t±1].
Proof. Let us first look at the case b odd and positive. Since for a 6= 0, (ta)n is always divisible
by (t)n, it is easy to see that the denominator of each term of Tk(q, t) divides its numerator.
Therefore we proved that Tk(q, t) ∈ Z[t±1/c, ω]. Since
Sb;j(k, q) =
(t; t)2m
(qN+1; q)cm
· Tk(q, t), (7.7)
there are f0, g0 ∈ Z[q±1, t±1] such that Tk(q, t) = f0g0 . This implies that Tk(q, t) ∈ Z[q±1, t±1]
since f0 and g0 do not depend on ω and the cth root of t.
The proofs for the even and the negative case work analogously.
Lemma 63. For t = xb;j,
(t; t)2m
(q; q)N+cm
1
((−t; t)N)λ ∈ Sp,j
where λ = 1 and j = 0 if p = 2, and λ = 0 and j ∈ N ∪ {0} otherwise.
Proof. Notice that
(q; q)N+cm = (˜q; q)N+cm(q
c; qc)2m
where we use the notation
(˜qa; q)n :=
n−1∏
j=0
c∤(a+j)
(1− qa+j).
We have to show that
(qc; qc)2m
(t; t)2m
· (˜q; q)N+cm · ((−t; t)N)λ
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is invertible in Z[1/p][q] modulo any ideal (f) = (
∏
n Φ
kn
n (q)) where n runs through a subset of
pjNp. Recall that in a commutative ring A, an element a is invertible in A/(d) if and only if
(a) + (d) = (1). If (a) + (d) = (1) and (a) + (e) = (1), we get (a) + (de) = (1). Hence, it is
enough to consider f = Φpjn(q) with (n, p) = 1. For any X ∈ N, we have
(˜q; q)X =
X∏
i = 1
c ∤ i
∏
d|i
Φd(q), (7.8)
(−t; t)X = (t
2; t2)X
(t; t)X
=
X∏
i=1
∏
d|i
Φ2d(t), (7.9)
(qc; qc)X
(t; t)X
=
(tb
′
; tb
′
)X
(t; t)X
=
∏X
i=1
∏
d|ib′ Φd(t)∏X
i=1
∏
d|iΦd(t),
(7.10)
for b′ = b/c. Recall that (Φr(q),Φa(q)) = (1) in Z[1/p][q] if either r/a is not a power of a
prime or a power of p. For r = pjn odd and a such that c ∤ a, one of the conditions is always
satisfied. Hence (7.8) is invertible in Sp,j. If b = c or b′ = 1, (7.9) and (7.10) do not contribute.
For c < b, notice that q is a cnth primitive root of unity in Z[1/p][q]/(Φcn(q)) = Z[1/p][ecn].
Therefore tb
′
= qc is an nth primitive root of unity. Since (n, b′) = 1, t must be a primitive nth
root of unity in Z[1/p][ecn] too, and hence Φn(t) = 0 in that ring. Since for j with (j, p) > 1,
(Φj(t),Φn(t)) = (1) in Z[1/p][t], Φj(t) is invertible in Z[1/p][ecn], and therefore (7.9) and (7.10)
are invertible too.
A Proof of Theorem 5
The appendix is devoted to the proof of Theorem 5, a generalization of the deep integrality
result of Habiro, namely Theorem 8.2 of [12]. The existence of this generalization and some
ideas of the proof were kindly communicated to us by Habiro.
A.1 Reduction to a result on values of the colored Jones
polynomial
We will use the notation of Section 1.2.
Let Vn be the unique (n+ 1)–dimensional irreducible Uh–module. In [12], Habiro defined a
new basis P˜ ′k, k = 0, 1, 2, . . . , for the Grothendieck ring of finite–dimensional Uh(sl2)–modules
with
P˜ ′k :=
v
1
2
k(1−k)
{k}!
k−1∏
i=0
(V1 − v2i+1 − v−2i−1).
Put P˜ ′
k
= {P˜ ′k1, . . . , P˜ ′km}. It follows from Lemma 6.1 of [12] that we will have identity (1.2)
of Theorem 5 if we substitute
CL⊔L′(k, j) = JL⊔L′ (P˜
′
k
, j)
∏
i
(−1)kiqk2i+ki+1 .
Hence, to prove Theorem 5, it is enough to show the following.
Theorem A.1.1. Suppose L⊔L′ is a colored framed link in S3 such that L has 0 linking matrix
and L′ has odd colors. Then for k = max{k1, . . . , km}, we have
JL⊔L′(P˜
′
k
, j) ∈ (q
k+1; q)k+1
1− q Z[q
±1].
In the case L′ = ∅, this statement was proven in [12, Theorem 8.2]. Since our proof
is a modification of the original one, we first sketch Habiro’s original proof for the reader’s
convenience.
A.2 Sketch of the proof of Habiro’s integrality theorem
Corollary 9.13 in [13] states the following.
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Proposition A.2.1. (Habiro) If the linking matrix of a bottom tangle T is zero then T can be
presented as T = WB⊗k, where k ≥ 0 and W ∈ B(3k, n) is obtained by horizontal and vertical
pasting of finitely many copies of 1b, ψb,b, ψ
−1
b,b, and
ηb = , µb = , γ+ = , γ− = .
Let K = vH = e
hH
2 . Habiro introduced the integral version Uq, which is the Z[q, q−1]–
subalgebra of Uh freely spanned by F˜ (i)Kjek for i, k ≥ 0, j ∈ Z, where
F˜ (n) =
F nKn
v
n(n−1)
2 [n]!
and e = (v − v−1)E.
There is a Z/2Z–grading, Uq = U0q ⊕U1q , where U0q (respectively U1q ) is spanned by F˜ (i)K2jek
(respectively F˜ (i)K2j+1ek). We call this the ε–grading and U0q (respectively U1q ) the even (re-
spectively odd) part.
The two–sided ideal Fp in Uq generated by ep induces a filtration on (Uq)⊗n, n ≥ 1, by
Fp((Uq)⊗n) =
n∑
i=1
(Uq)⊗i−1 ⊗ Fp(Uq)⊗ (Uq)⊗n−i ⊂ (Uq)⊗n .
Let (U˜q)⊗˜n be the image of the homomorphism
lim
←−−−
p≥0
(Uq)⊗n
Fp((Uq)⊗n) → U
⊗ˆn
h
where ⊗ˆ is the h–adically completed tensor product. By using F εp(Uεq ) := Fp(Uq) ∩ Uεq one
defines (U˜εq )⊗˜n for ε ∈ {0, 1} in a similar fashion.
By definition (Section 4.2 of [12]), the universal sl2 invariant JT of an n–component bottom
tangle T is an element of U ⊗ˆnh . Theorem 4.1 in [12] states that, in fact, for any bottom tangle
T with zero linking matrix, JT is even, i.e.
JT ∈ (U˜0q )⊗˜n . (A.2.1)
Further, using the fact that JK of a 0–framed bottom knot K (i.e. a 1–component bottom
tangle) belongs to the center of U˜0q , Habiro showed that
JK =
∑
n≥0
(−1)nqn(n+1) (1− q)
(qn+1; q)n+1
JK(P˜
′
n) σn
where
σn =
n∏
i=0
(C2 − (qi + 2 + q−i)) with C = (v − v−1)F˜ (1)K−1e+ vK + v−1K−1
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is the quantum Casimir operator. The σn provide a basis for the even part of the center. From
this, Habiro deduced that JK(P˜ ′n) ∈ (q
n+1;q)n+1
(1−q)
Z[q, q−1].
The case of n–component bottom tangles reduces to the 1–component case by partial trace,
using certain integrality of traces of even element (Lemma 8.5 of [12]) and the fact that JT is
invariant under the adjoint action.
The proof of (A.2.1) uses Proposition A.2.1, which allows us to build any bottom tangle T
with zero linking matrix from simple parts, i.e. T = W (B⊗k).
On the other hand, the construction of the universal invariant JT extends to the braided
functor J : B → ModUh from B to the category of Uh–modules. This means that JW (B⊗k) =
JW (JB⊗k). Therefore, in order to show (A.2.1), we need to check that JB ∈ (U˜0q )⊗˜3 and then
verify that JW maps the even part to itself. The first check can be done by a direct computation
[12, Section 4.3]. The last verification is the content of Corollary 3.2 in [12].
A.3 Strategy of the Proof of Theorem A.1.1
A.3.1 Generalization of Equation (A.2.1)
To prove Theorem A.1.1, we need a generalization of Equation (A.2.1) or Theorem 4.1 in [12]
to tangles with closed components. To state the result, we first introduce two gradings.
Suppose T is an n–component bottom tangle in a cube, homeomorphic to the 3–ballD3. Let
S˜(D3 \ T ) be the Z[q±1/4]–module freely generated by the isotopy classes of framed unoriented
colored links in D3\T , including the empty link. For such a link L ⊂ D3\T withm–components
colored by n1, . . . , nm, we define our new gradings as follows. First provide the components
of L with arbitrary orientations. Let lij be the linking number between the ith component of
T and the jth component of L, and pij be the linking number between the ith and the jth
components of L. For X = T ⊔ L, we put
grε(X) := (ε1, . . . , εn) ∈ (Z/2Z)n where εi :=
∑
j
lijn
′
j (mod 2), and (A.3.1)
grq(L) :=
∑
1≤i,j≤m
pijn
′
in
′
j + 2
∑
1≤j≤m
(pjj + 1)n
′
j (mod 4) where n
′
i := ni − 1.
It is easy to see that the definitions do not depend on the orientation of L.
The meaning of grq(L) is the following: The colored Jones polynomial of L, a priori a
Laurent polynomial of q1/4, is actually a Laurent polynomial of q after dividing by qgrq(L)/4; see
[24] for this result and its generalization to other Lie algebras.
We further extend both gradings to S˜(D3 \ T ) by
grε(q
1/4) = 0, grq(q
1/4) = 1 (mod 4).
Recall that the universal invariant JX can also be defined when X is the union of a bottom
tangle and a colored link (see [13, Section 7.3]). In [13], it is proved that JX is adjoint invariant.
The generalization of Theorem 4.1 of [12] is the following.
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Theorem A.3.1. Suppose X = T ⊔ L where T is a n–component bottom tangle with zero
linking matrix and L is a framed unoriented colored link with grε(X) = (ε1, . . . , εn). Then
JX ∈ qgrq(L)/4
(
U˜ε1q ⊗˜ . . . ⊗˜U˜εnq
)
.
Corollary A.3.2. Suppose L is colored by a tuple of odd numbers, then
JX ∈ (U˜0q )⊗˜n .
Since JX is invariant under the adjoint action, Theorem A.1.1 follows from Corollary A.3.2
by repeating Habiro’s arguments. Hence it remains to prove Theorem A.3.1. In the proof we
will need the notion of a good morphism.
Good morphisms
Let Im ∈ B(m,m) be the identity morphism of b⊗m in the cube C. A framed link L in the
complement C \Im is good if L is geometrically disjoint from all the up arrows of b⊗m, i.e. there
is a plane dividing the cube into two halves, such that all the up arrows are in one half, and all
the down arrows and L are in the other. Equivalently, there is a diagram in which all the up
arrows are above all components of L. The union W of Im and a colored framed good link L is
called a good morphism. If Y is any bottom tangle so that we can compose X = WY , then it
is easy to see that grε(X) does not depend on Y , and we define grε(W ) := grε(X). Also define
grq(W ) := grq(L).
As in the case with L = ∅, the universal invariant extends to a map JW : U⊗mh → U⊗mh .
A.3.2 Proof of Theorem A.3.1
The strategy here is again analogous to the Habiro case. In Proposition A.3.3 we will decompose
X into simple parts: the top is a bottom tangle with zero linking matrix, the next is a good
morphism, and the bottom is a morphism obtained by pasting copies of µb. Since any bottom
tangle with zero linking matrix satisfies Theorem A.3.1 and µb is the product in Uq, which
preserves grε and grq, it remains to show that any good morphism preserves the gradings. This
is done in Proposition A.3.4 below.
Proposition A.3.3. Assume X = T ⊔ L where T is a n–component bottom tangle with zero
linking matrix and L is a link. Then there is a presentation X = W2W1W0 where W0 is a
bottom tangle with zero linking matrix, W1 is a good morphism, and W2 is obtained by pasting
copies of µb.
Proof. Let us first define γ˜± ∈ B(i, i+ 1) for any i ∈ N as follows.
γ˜+ := γ˜− := .
If a copy of µb is directly above ψ
±1
b,b or γ±, one can move µb down by isotopy and represent the
result by pasting copies of ψ±1
b,b and γ˜±. It is easy to see that after the isotopy, γ± gets replaced
by γ˜± and ψ
±1
b,b by two copies of ψ
±1
b,b.
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Using Proposition A.2.1 and reordering the basic morphisms so that the µ’s are at the
bottom, one can see that T admits the following presentation:
T = W2W˜1(B
⊗k)
where B is the Borromean tangle, W2 is obtained by pasting copies of µb and W˜1 is obtained
by pasting copies of ψ±1
b,b, γ˜± and ηb.
Let P be the horizontal plane separating W˜1 from W2. Let P+ (P−) be the upper (respec-
tively lower) half–space. Note that W0 = W˜1(B⊗k) is a bottom tangle with zero linking matrix
lying in P+ and does not have any minimum points. Therefore the pair (P+,W0) is homeo-
morphic to the pair (P+, l trivial arcs). Similarly, W2 does not have any maximum points;
hence L can be isotoped off P− into P+. Since the pair (P+,W0) is homeomorphic to the pair
(P+, l trivial arcs) one can isotope L in P+ to the bottom end points of down arrows. We
obtain the desired presentation.
Proposition A.3.4. For every good morphism W , the operator JW preserves grε and grq in
the following sense. If x ∈ Uε1q ⊗ · · · ⊗ Uεmq , then
JW (x) ∈ qgrq(W )/4
(
Uε′1q ⊗ · · · ⊗ Uε
′
m
q
)
where (ε′1, . . . , ε
′
m) = (ε1, . . . , εm) + grε(W ).
The rest of the appendix is devoted to the proof of Proposition A.3.4.
A.3.3 Proof of Proposition A.3.4
We proceed as follows. Since JX is invariant under cabling and skein relations, and by Lemma
A.3.6 below, both relations preserve our gradings, we consider the quotient of S˜(D3\T ) by these
relations. It is known as a skein module ofD3\T . For T = In, this module has a natural algebra
structure with good morphisms forming a subalgebra. By Lemma A.3.5 (see also Figure A.3.2),
the basis elements Wγ of this subalgebra are labeled by n–tuples γ = (γ1, . . . , γn) ∈ (Z/2Z)n.
It is clear that if the proposition holds for Wγ1 and Wγ2 , then it holds for Wγ1Wγ2 . Hence it
remains to check the claim for Wγ’s. This is done in Corollary A.3.8 for basic good morphisms
corresponding to the γ whose non–zero γj’s are consecutive. Finally, any Wγ can be obtained
by pasting a basic good morphism with a few copies of ψ±
b,b. Since Jψ± preserves gradings
(compare (3.15), (3.16) in [12]), the claim follows from Lemmas A.3.5, A.3.6 and Proposition
A.3.7 below.
Cabling and skein relations
Let us introduce the following relations in S˜(D3 \ T ).
Cabling relations:
(a) Suppose ni = 1 for some i. The first cabling relation is L = L˜ where L˜ is obtained from
L by removing the ith component.
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(b) Suppose ni ≥ 3 for some i. The second cabling relation is L = L′′ − L′ where L′ is the
link L with the color of the ith component switched to ni − 2, and L′′ is obtained from
L by replacing the ith component with two of its parallels, which are colored with ni − 1
and 2.
Skein relations:
(a) The first skein relation is U = q
1
2 + q−
1
2 where U denotes the unknot with framing zero
and color 2.
(b) Let LR, LV and LH be unoriented framed links with color 2 everywhere which are identical
except in a disc where they are as shown in Figure A.3.1. Then the second skein relation
is LR = q
1
4LV + q
− 1
4LH if the two strands in the crossing come from different components
of LR, and LR = ǫ(q
1
4LV − q− 14LH) if the two strands come from the same component of
LR, producing a crossing of sign ǫ = ±1 (i.e. appearing as in Lǫ of Figure A.3.1 if LR is
oriented).
Figure A.3.1: LR LV LH L+ L−
We denote by S(D3 \ T ) the quotient of S˜(D3 \ T ) by these relations. It is known as the
skein module of D3 \ T (compare [30], [31] and [6]). Recall that the ground ring is Z[q±1/4].
Using the cabling relations, we can reduce all colors of L in S(D3\T ) to be 2. Note that the
skein module S(C \ In) has a natural algebra structure, given by putting one cube on top of the
other. Let us denote by An the subalgebra of this skein algebra generated by good morphisms.
For a set γ = (γ1, . . . , γn) ∈ (Z/2Z)n let Wγ be a simple closed curve encircling the end
points of those downward arrows with γi = 1. See Figure A.3.2 for an example.
Figure A.3.2: The element W(1,1,0,1,0).
Similarly to the case of Kauffman bracket skein module [6], one can easily prove the follow-
ing.
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Lemma A.3.5. The algebra An is generated by 2n curves Wγ.
Using linearity, we can extend the definition of JX to X = T ⊔L where L is any element of
S˜(D3 \ T ). It is known that JX is invariant under the cablings and skein relations (Theorem
4.3 of [20]), hence JX is defined for L ∈ S(D3 \ T ). Moreover, we have the following.
Lemma A.3.6. Both gradings grε and grq are preserved under the cabling and skein relations.
Proof. The statement is obvious for the ε–grading. For the q–grading, notice that
grq(L) = 2
∑
1≤i<j≤m
pijn
′
in
′
j +
∑
1≤j≤m
pjjn
′2
j + 2
∑
1≤j≤m
(pjj + 1)n
′
j ,
and therefore grq(L
′′) ≡ grq(L′) ≡ grq(L) (mod 4). This takes care of the cabling relations.
Let us now assume that all colors of L are equal to 2 and therefore
grq(L) = 2
∑
1≤i<j≤m
pij + 3
m∑
i=1
pii + 2m.
The statement is obvious for the first skein relation. For the second skein relation, choose an
arbitrary orientation on L. Let us first assume that the two strands in the crossing depicted in
Figure A.3.1 come from the same component of LR and that the crossing is positive. Then,
LV and LH have one positive self–crossing less, and LV has one link component more than LR.
Therefore
grq(q
1
4LV ) = grq(LR)− 3 + 2 + 1 ≡ grq LR (mod 4) and
grq(q
− 1
4LH) = grq(LR)− 3− 1 ≡ grq LR (mod 4).
It is obvious that this does not depend on the orientation of LR. If the crossing of LR is negative
or the two strands do not belong to the same component of LR, the proof works in a similar
way.
Basic good morphisms
Let Zˆn be Wγ for γ = (1, 1, . . . , 1) ∈ (Z/2Z)n. We will also need the tangle Zn obtained from
Zˆn by removing the last up arrow.
Zˆn =
...
Zn =
...
Let JZn be the universal quantum invariant of Zn, see [12].
Proposition A.3.7. One has a presentation
JZˆn =
∑
z
(n)
i1
⊗
∑
z
(n)
i2
⊗ · · · ⊗
∑
z
(n)
i2n
,
such that z
(n)
i2j−1
z
(n)
i2j
∈ v U1q for every j = 1, . . . , n.
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Corollary A.3.8. JZˆn satisfies Proposition A.3.4.
Proof. Assume x ∈ Uε1q ⊗ · · · ⊗ Uεnq , we have
JZˆn(x) =
∑
z
(n)
i1
x1z
(n)
i2
⊗ · · · ⊗
∑
z
(n)
i2n−1
xnz
(n)
i2n
.
Hence, by Proposition A.3.7 we get
JZˆn(x) ∈ q1/2
(
Uε′1q ⊗ · · · ⊗ Uε
′
n
q
)
, where (ε′1, . . . , ε
′
m) = (ε1, . . . , εn) + (1, 1, . . . , 1).
The claim follows from the fact that grε(Zˆn) = (1, 1, . . . , 1) and grq(L) = 2.
A.4 Proof of Proposition A.3.7
The statement holds true for JZˆ1 = C ⊗ id↑. Now Lemma 7.4 in [13] states that applying ∆
to the ith component of the universal quantum invariant of a tangle is the same as duplicating
the ith component. Using this fact, we represent
JZn+1 = (id
⊗2(n−1)⊗Φ) (JZn) ,
where Φ is defined as follows. For x ∈ Uq with ∆(x) =
∑
x(1) ⊗ x(2), we put
Φ(x) :=
∑
(x),m,n
x(1) ⊗ βmS(βn)⊗ αn x(2)αm
where the R–matrix is given by R =
∑
l αl ⊗ βl. See Figure below for a picture.
∆x
βm
S(βn)
αm
αn
We are left with the computation of the ε–grading of each component of Φ(x).
In Uq, in addition to the ε–grading, there is also the K–grading, defined by |K| = |K−1| =
0, |e| = 1, |F | = −1. In general, the co–product ∆ does not preserve the ε–grading. However,
we have the following.
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Lemma A.4.1. Suppose x ∈ Uq is homogeneous in both ε–grading and K–grading. We have a
presentation
∆(x) =
∑
(x)
x(1) ⊗ x(2)
where each x(1), x(2) is homogeneous with respect to the ε–grading and K–grading. In addition,
grε(x(2)) = grε(x) = grε(x(1)K
−|x(2)|).
Proof. If the statements hold true for x, y ∈ Uq, then they hold true for xy. Therefore, it is
enough to check the statements for the generators e, F˜ (1), and K, for which they follow from
explicit formulas of the co–product.
Lemma A.4.2. Suppose x ∈ Uq is homogeneous in both ε–grading and K–grading. There is a
presentation
Φ(x) =
∑
xi0 ⊗ xi1 ⊗ xi2
such that each xi0 is homogeneous in both ε–grading andK–grading, and grε(xi2) = grε(xi0 xi1) =
grε(x).
Proof. We put D =
∑
D′ ⊗D′′ := v 12H⊗H . Using (see e.g. [12])
R = D
(∑
n
q
1
2
n(n−1)F˜ (n)K−n ⊗ en
)
,
we get
Φ(x) =
∑
(x),n,m
q
1
2
(m(m−1)+n(n−1))x(1) ⊗D′′2emS(D′′1en)⊗D′1F˜ (n)K−nx(2)D′2F˜ (m)K−m
=
∑
(x),n,m
(−1)nq− 12m(m+1)−n(|x(2) |+1)x(1) ⊗ emenK−|x(2)| ⊗ F˜ (n)x(2)F˜ (m)
where we used (id⊗S)D = D−1 and D±1(1 ⊗ x) = (K±|x| ⊗ x)D±1 for homogeneous
x ∈ Uq with respect to the K–grading. Now, the claim follows from Lemma A.4.1.
By induction, using the fact that C ∈ v U1q , Lemma A.4.2 implies Proposition A.3.7.
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