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Abstract
We prove that a category which is symmetric (relaxed) monoidal closed, (small) com-
plete, well-powered and has a small cogenerating family, is (small) cocomplete.
1 Monoidal closed categories
For the notion of (relaxed) symmetric monoidal closed category, I refer to the literature,
for example Mac Lane [1] and [2]. In this section, I recall some facts about this structure
mainly for fixing the notations.
A monoidal category is equiped with a functor ⊗ : C × C //C , and a particular object I,
together with isomorphisms:
X ⊗ (Y ⊗ Z) αX,Y,Z // (X ⊗ Y )⊗ Z
X ⊗ I ρX // X
I ⊗X λX // X
natural in X, Y and Z, and satisfying some axioms [2]. Such a category is said to be
symmetric if there is an isomorphism
X ⊗ Y σX,Y // Y ⊗X
natural in X and Y , satisfying the equation σY,X ◦ σX,Y = 1X⊗Y , λX ◦ σX,I = ρX , and some
more axioms.
A symmetric monoidal category is closed if for each object Y , the functor X 7→ X ⊗ Y has a
right adjoint, which is denoted Z 7→ ZY . In other words there is a bijection
C (X ⊗ Y,Z) '
ΛY // C (X,ZY )
which is natural in X and Z. The co-unit of the adjunction is an arrow ev : ZY ⊗ Y //Z.
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The correspondance (Y, Z) 7→ ZY is actually a bifunctor, i.e. a functor C op×C //C , so that
for any arrow f : Y // Y ′, we have an arrow Zf : ZY ′ //ZY , and for any arrow g : Z //Z ′,
we have an arrow gY : ZY //Z ′Y .
An arrow e : I //X will be called an element of X.(1) For any object X, we have a canonical
isomorphism ιX = ΛX(ρX) : X //XI , and a canonical arrow ηX = ΛX(λX) : I //XX .
To any arrow f : X //ZY corresponds the arrow f : Y //ZX , defined by f = ΛX( ev ◦(f ⊗
1Y ) ◦ σY,X). We call f the swap of f . It is easily checked that f = f . The swap also has the
following easily checked properties:
ιX = ηX
Zf ◦ g = g ◦ f for X f //X ′ g //ZY
gX ◦ f = gY ◦ f for X f //ZY and Z g //Z ′
If we have an element e : I //X, then for any object Y , we have an evaluation at e arrow
eve = ι−1Y ◦ Y e : Y X // Y .
Y X
eve
;;
Y e // Y I
ι−1Y // Y
2 Limits, colimits and ends
The notions of limit, colimit and end are assumed to be known by the reader. Full details
can be found in Mac Lane [2]. Nevertheless, we recall some basic facts because we need to
fix some notations.
Given a diagram d : I //C , a cone over d with vertex X, is a family of arrows (ρi :
X // d(i))i (called edges or canonical projections), one for each object in I , such that for
each arrow θ : i // j of I , the diagram:
d(i)
d(θ)

X
ρihh
ρjww
d(j)
is commutative. Given two cones on d, (ρi : X // d(i))i and (pii : Y // d(i))i, a morphism
from the former to the later is an arrow f : X // Y such that
d(i)
d(θ)

X
ρi
gg
ρj
ww
f // Y
pii
nn
pijppd(j)
is commutative. A limiting cone over d is a cone which is terminal among all cones over d.
Hence, assuming that (pii : Y // d(i))i is a limiting cone in the above diagram, we have one
1Notice that I is not necessarily a terminal object, for example in the category Ab of abelian groups with
usual tensor product, where I is Z and where the terminal object is 0.
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and only arrow f : X // Y such that pii ◦f = ρi for all i. This arrow will be denoted 〈ρi〉i. We
have pii ◦ 〈ρi〉i = ρi and 〈ρi〉i ◦ ϕ = 〈ρi ◦ ϕ〉i, for any ϕ. The object Y itself is denoted lim d.
Actually, lim : CI //C is a functor (which is right adjoint to the diagonal functor ∆ :
C //CI ). Hence for any natural transformation ϕ : d // d′ between two I -diagrams in C ,
we have an arrow limϕ : lim d // lim d′.
The notion of colimit is dual to the notion of limit, i.e. there is a notion of cocone (same as
a cone but with the edges in the opposite direction), and a colimiting cocone of d is initial
among all cocones over d.
Any cocone δ = (δi : d(i) //X)i over d, gives rise to an element in limXd. Indeed, we have
the cone (Xδi : XX //Xd(i))i over Xd, hence the arrow 〈Xδi〉i : XX // limXd, so that the
composition
I
ηX // XX
〈Xδi 〉i // limXd
is the wanted element, that we denote [δ]. Because of this, we have an evaluation arrow
ev[δ] : X limX
d //X, and we have: ev[δ] ◦pii,X = δi where pii,X : limXd //Xd(i) is the canoni-
cal projection. Indeed:
ev[δ] ◦pii,X = ι−1X ◦X [δ] ◦ pii,X
= ι−1X ◦ pii,X ◦ [δ]
= ι−1X ◦ pii,X ◦ 〈Xδi〉i ◦ ηX
= ι−1X ◦Xδi ◦ ηX
= ι−1X ◦ ηX ◦ δi
= δi
An end is a special kind of limit. A bifunctor from C to D is a functor B : C op×C //D , i.e. a
functor of two variables, which is contravariant in the first one and covariant in the second
one. An end of B, denoted
∫
X
B(X,X), is the vertex of a limiting cone over the subdivision
diagram associated to B. This diagram has one object B(X,X) for each object X and one
object B(X,Y ) for each arrow f : X // Y of C , and the two arrows shown below for each
arrow f : X // Y of C :
B(X,X)
B(X,f) &&
B(Y, Y )
B(f,Y )xx
B(X,Y )
Consequently, for each object X of C , we have the edge piX :
(∫
X
B(X,X)
)
//B(X,X) and
the relation B(X, f) ◦ piX = B(f, Y ) ◦ piY , the two members of this equation being actually
the edge targeting the instance of B(X,Y ) associated to f .
Given an object Z of C and a family of arrows gX : Z //B(X,X), one for each object X of
C , such that B(X, f) ◦ gX = B(f, Y ) ◦ gY for each f : X // Y in C , there is one and only one
arrow ϕ : Z //
∫
X
B(X,X) such that piX ◦ ϕ = gX for all X. This arrow is denoted 〈gX〉X ,
where the last X mutes the first one. So, we have the relations piX ◦ 〈gX〉X = gX , and also
〈gX〉X ◦ ϕ = 〈gX ◦ ϕ〉X for any ϕ.
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3 Equivalent diagrams
We say that two diagrams d1, d2;I //C are isomorphic if the two functors d1 and d2 are
isomorphic, i.e. if there exists an isomorphism d1(i) // d2(i) natural in i.
Remark: It is immediate that if d1 is isomorphic to d2 and if d1 has a limit, then d2 also has
a limit with the same vertex.
We say that two diagrams d1 : I1 //C and d2 : I2 //C are equivalent if there is an equiv-
alence of categories Φ : I1 //I2 such that the two diagrams d2 ◦ Φ and d1 are isomorphic.
I1
Φ'

d1 // C
I2
d2
>>
Remark: Let γi : d2(Φ(i)) // d1(i) be an isomorphism natural in i, and let Ψ be an inverse of
Φ up to natural isomorphism, so that we have an isomorphism αj : Φ(Ψ(j)) // j, natural in
j. Then, the composition
d1(Ψ(j))
γ−1Ψ(j) // d2(Φ(Ψ(j)))
d2(αj) // d2(j)
is an isomorphism δj : d1(Ψ(j)) // d2(j) which is natural in j.
Lemma 1 If the diagrams d1 : I1 //C and d2 : I2 //C are equivalent, and if d1 has a
limit, then so does d2 with the same vertex.
Because of the first remark above, we can assume that d1 = d2 ◦ Φ. Let (µi : L // d1(i))i be
a limiting cone on d1. Let λ : j // k be an arrow of I2. We have the commutative diagram:
L
µΨ(j)
{{
µΨ(k)
$$
d1(Ψ(j))
' δj

d1(Ψ(λ))
// d1(Ψ(k))
'δk

d2(j)
d2(λ)
// d2(k)
We want to prove that (δj ◦ µΨ(j) : L // d2(j))j is a limiting cone on d2. Let (νj : X // d2(j))j
be an arbitrary cone on d2, so that we have d2(λ) ◦ νj = νk for all arrows λ : j // k in I2, in
particular for the arrow αk : Φ(Ψ(k)) // k.
For any object i in I1, we have the composition:
X
νΦ(i) // d2(Φ(i))
γi // d1(i)
Because γi is natural in i, these arrows make a cone on d1, so that we have a unique arrow
f : X //L such that µi ◦ f = γi ◦ νΦ(i) for any object i of I1. Hence, for any object k of I2,
we have:
δk ◦ µΨ(k) ◦ f = d2(αk) ◦ γ−1Ψ(k) ◦ γΨ(k) ◦ νΦ(Ψ(k))
= d2(αk) ◦ νΦ(Ψ(k))
= νk
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It remains to prove the uniqueness of f such that δk ◦ µΨ(k) ◦ f = νk. If for all k we have
δk ◦µΨ(k) ◦ f = δk ◦µΨ(k) ◦ g, we also have µΨ(k) ◦ f = µΨ(k) ◦ g because δk is an isomorphism.
So that for any object i of I1, we have µΨ(Φ(i)) ◦ f = µΨ(Φ(i)) ◦ g. But since we also have an
isomorphism βi : Ψ(Φ(i)) // i natural in i, we have d1(βi) ◦ µΨ(Φ(i)) ◦ f = d1(βi) ◦ µΨ(Φ(i)) ◦ g.
i.e. µi ◦ f = µi ◦ g for all i, so that f = g. 2
4 On the existence of ends
Remark: Before proving the lemma below, I feel necessary to recall some facts about how
diagrams are graphically represented. By definition, a diagram in C is a (covariant) functor
d : I //C . When we draw diagrams, we don’t represent the functor d itself but only
its image in C . As an example, consider the categories (where identity arrows are not
represented):
I1 = i
f
((
g
66 j I2 =
k
i
f 55
g )) l
The limit of an I1-diagram d is an equalizer of d(f) and d(g). However, a limit of an I2-
diagram d is an isomorphism • // d(i), even if d(k) = d(l). In order to avoid any confusion
that could be fatal for the correctness of a proof, it is important that for any distinct ob-
jects i and j of I , the objects d(i) and d(j) have separate representations. One can be
tempted to represent them at the same position in the diagram, but clearly this can lead
to a misinterpretation.
Lemma 2 Let F : C //C be a (covariant) endofunctor of a symmetric monoidal closed
complete well-powered category C with a small cogenerating family. Then the end∫
X
XF (X)
exists.
Since C is complete, the product P = ΠG of all objects of the cogenerating family exists
and is a cogenerator. For each object X of C , we consider the limiting cone with vertex MX :
PF (P )
PF (ϕ) $$
PF (ψ)
++
MX
mX
;;
nX ##
PF (X) . . . PF (X)
XF (X)
ϕF (X)
::
ψF (X)
33
where all arrows ϕ,ψ, · · · : X //P intervene. We claim that the arrow mX : MX //PF (P )
is a monomorphism. Indeed, let u, v : Z //MX be two arrows such that mX ◦ u = mX ◦ v.
We have ϕF (X) ◦ nX ◦ u = ϕF (X) ◦ nX ◦ v for all arrows ϕ : X //P . Because Y 7→ Y F (X) is
a right adjoint, it preserves monomorphic families. Hence, we have nX ◦ u = nX ◦ v, which
together with mX ◦ u = mX ◦ v entails u = v.
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We consider the diagram made of all arrows mX and all isomorphisms rX,Y : MX //MY
such that mY ◦ rX,Y = mX . Because C is well-powered, this big diagram is equivalent to a
small one, so that it has a limiting cone (ζX : Γ //MX)X . Then, (piX = nX◦ζX : Γ //XF (X))X
is a cone on the subdivision diagram associated to the bifunctor (X,Y ) 7→ Y F (X). Indeed,
consider the diagram below, where f : X // Y :
PF (P )
PF (ϕ◦f)
,,
PF (ϕ)
!!
MX
mX
99
nX
%%
PF (X)
Γ
ζX
;;
ζY ##
XF (X)
fF (X) &&
(ϕ◦f)F (X) 22
MY
mY
FF
nY %%
Y F (X)
ϕF (X)
88
PF (Y )
Y F (Y )
Y F (f)
88 ϕF (Y ) 44
We must prove that the bottom left hexagon is commutative. By construction, we have
ϕF (X) ◦ Y F (f) ◦ nY ◦ ζY = ϕF (X) ◦ fF (X) ◦ nX ◦ ζX , for all arrows ϕ : Y //P . As previously,
the set of arrows ϕF (X) : Y F (X) //PF (X) is a monomorphic family, so that our diagram is
commutative.
It remains to prove that the cone (piX : Γ //XF (X))X is terminal among the cones over
the subdivision diagram. Let (ξX : U //XF (X))X be an arbitrary cone over this diagram.
Because PF (ϕ) ◦ ξP = ϕF (Y ) ◦ ξY for all ϕ : Y //P , the arrow ξY has a lifting along nY as an
arrow θY : U //MY , and we have mY ◦ θY = ξP .
PF (P )
PF (ϕ)
""
MX
mX
88
nX
&&
Γ
ζX
::
ζY
##
XF (X)
fF (X) &&
MY
mY
FF
nY %%
Y F (X) PF (Y )
U
θY
;;
θX
HH
ξY
//
h
OO
ξP
CC
Y F (Y )
Y F (f)
88 ϕF (Y ) 44
We have mY ◦θY = ξP = mX ◦θX for all X and Y , and if rX,Y : MX //MY is an isomorphism
such that mY ◦ rX,Y = mX , we have rX,Y ◦ θX = θY since mY is a monomorphism.
Consequently, there is a unique arrow h : U //Γ such that ζY ◦ h = θY for all Y , so that we
have piY ◦ h = nY ◦ ζY ◦ h = nY ◦ θY = ξY .
It remains to prove the uniqueness of h such that piY ◦ h = ξY for all Y . Let k : U //Γ be
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such that piY ◦ k = ξY for all Y . We have ϕF (Y ) ◦ nY ◦ ζY ◦ k = ϕF (Y ) ◦ ξY = PF (ϕ) ◦mY ◦ θY ,
so that by definition of MY , we have ζY ◦ k = θY , which proves that k = h. 2
5 Statement and proof of the theorem
Theorem 1 Let C be a (locally small) symmetric (relaxed) monoidal closed well-powered
category, which is (small) complete and has a small cogenerating family. Then, C is (small)
cocomplete.
Proof of the theorem. Let d : I //C be a small diagram in C (i.e. I is a small category).
We have to construct an initial object in the category of cocones over d. This category is
actually a comma-category, precisely the category d/∆, where d : 1 //CI is the swap of
d : I //C 1 (after identification of C with C 1), and where ∆ : C //CI is the diagonal
functor. Since C is complete, so is d/∆, which is also locally small. Hence, by Freyd’s initial
object theorem (see [2]), it is enough to prove that there is a weakly initial cocone on d,
i.e. a cocone from which there is at least one morphism to any other cocone on d, but not
necessarily at most one. It is furthermore immediate that the unique morphism from an
initial object towards a weakly initial object has a retraction.
Given an object X of C , we can consider the diagram Xd in C , which is actually a functor
Xd : I op //C , mapping i to Xd(i) and θ : i // j to Xd(θ);Xd(j) //Xd(i). Since C is small-
complete, we can consider the objects limXd and X limXd of C .
By the lemma above, we can define:
Γ =
∫
X
X limX
d
We shall prove that Γ is the vertex of a weakly initial cocone on d.
Our first task is to define the edges of the cocone with vertex Γ, that must be arrows
γi : d(i) //Γ. We have the arrow pii,X : limXd //Xd(i) which is a canonical projection of
the limiting cone, whose swap is pii,X : d(i) //X limX
d
. Furthermore, for any f : X // Y , we
have the commutative diagram:
X limX
d
f limX
d
**
d(i)
pii,X 55
pii,Y ))
Y limX
d
Y limY
d
Y lim f
d
44
Indeed, we have f limX
d ◦ pii,X = fd(i) ◦ pii,X on the one hand, and Y lim fd ◦ pii,Y =
pii,Y ◦ lim fd = fd(i) ◦ pii,X on the other hand. This ensures that we have the arrow
γi = 〈pii,X〉X : d(i) //Γ.
Now, we must check that for any θ : i // j, we have γj ◦ d(θ) = γi. For any X, we have the
commutative diagram:
d(i)
d(θ)

pii,X
**
X limX
d
d(j) pij,X
44
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Indeed, pij,X ◦ d(θ) = Xd(θ) ◦ pij,X = pii,X . This entails the commutative diagram:
d(i)
d(θ)

〈pii,X〉X
** Γ
d(j) 〈pij,X〉X
44
in view of the fact that 〈pij,X〉X ◦ d(θ) = 〈pij,X ◦ d(θ)〉X .
Now that we have constructed our cocone, we have to prove that it is weakly initial among
all cocones on d. Let (δi : d(i) //D)i be a cocone on d with vertex D. We have δj ◦ d(θ) = δi
for all θ : i // j. We have to construct an arrow ψ : Γ //D, such that ψ ◦ γi = δi for all i.
We have the arrow piD : Γ //DlimD
d
. We also have the element [δ] in limDd. Now, we can
define ψ as the following composition:
Γ piD // DlimDd
ev[δ] // D
We have to check that δi = ψ ◦ γi (for all i):
ψ ◦ γi = ev[δ] ◦piD ◦ 〈pii,X〉X
= ev[δ] ◦pii,D
= δi
This completes the proof of the theorem. 2
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