A complementary metal-oxide semiconductor (CMOS) detector with an active area of 290.8 Â 229.8 mm has been evaluated for X-ray scattering experiments at energies between 20 and 50 keV. Detector calibration and integration procedures are discussed in addition to the determination of the linearity, angular resolution and energy response of the detector in the context of its envisaged use. Data on reference compounds and samples with different crystallinity were collected and analysed with classical Rietveld and pair distribution function refinements. Comparisons with literature and highresolution data from the same beamline demonstrate that the presented detector is suitable for crystallographic and total scattering experiments.
Introduction
Materials engineering and emerging technologies developments have benefitted from the use of synchrotron-based techniques as powerful tools for understanding the interplay between the structure of materials at atomic scales and their macroscopic properties. In particular, synchrotron X-ray powder diffraction (XPD) is extensively used to study the crystal structure as well as the microstructure of materials based on the analysis of the diffracted Bragg peaks. Timeresolved characterization provides crucial information about the functionality of the materials under operation and it requires highly penetrating radiation in addition to fast and efficient detectors.
Moreover, the study of complex materials exhibiting lack of long-range order, nanoscale structures or distorted local arrangements has become relevant since these materials show technologically interesting properties which are related to their degree of structural disorder (Egami & Billinge, 2003; Billinge, 2010) . Total scattering and pair distribution function (PDF) analysis consider not only the Bragg reflections but also the diffuse scattering from a sample in order to look beyond the average structure, permitting an examination of the shortand intermediate-range order. To obtain sufficient resolution in real space it is important to collect data at high momentum transfer values Q (Q ¼ 4 sin =Þ, with enough statistics. For this reason, high-energy photons at synchrotron beamlines together with large detectors are often combined for such purposes.
State-of-the-art direct-conversion single-photon counting detectors like the Pilatus (Kraft et al., 2009) are not ideal for high-energy X-ray detection (>25 keV) as the active layer is made of silicon, leading to low sensitivity. Developments are ongoing to make high-Z direct-conversion photon counting detectors (e.g. Ruat & Ponchut, 2012) , but to date such devices are not available. The large detectors available on the market for high-energy detection almost exclusively make use of heavy scintillation materials [i.e. caesium iodide or gadolinium oxide (gadox)] to provide sufficient sensitivity. The optical photons produced in the scintillation process are collected with CCD-based, A-Si (amorphous silicon) or crystalline silicon CMOS (complementary metal-oxide semiconductor) detectors. CCDs (Labiche et al., 2007) or A-Si (Chupas et al., 2007) are typically being used for area detection XPD and total scattering experiments as well as slower scanning image plate systems. CMOS detectors have, so far, only been tested with low-energy single-crystal (Hasegawa et al., 2009) or small/ wide-angle X-ray scattering studies (Yagi & Inoue, 2007) . Recently, commercial laboratory diffractometers have also been equipped with CMOS systems.
In this work, a large-area CMOS detector is evaluated for X-ray scattering experiments by measuring a series of different standards and samples, using energies in the range 20-50 keV. The linearity, energy response and resolution as a function of the sample-to-detector distance (SDD) are evaluated. Calibration and integration procedures are also discussed. In order to validate the use of this detector for powder diffraction and PDF experiments, samples with completely different crystallinity were studied by Rietveld and PDF methods. For convenience, this article is organized as follows: the 2923 CMOS detector description (x2); experimental setup, detector calibration and performance (x3); and, finally, crystallographic and total scattering performance (x4).
To the best of our knowledge, this is the first time that a CMOS detector has been employed for such purposes. All three detection systems (CCDs, A-Si or CMOS) have their advantages and disadvantages. Summarizing some of the characteristics of CMOS detectors, one can say that they are fast and relatively low cost, they have a small pixel size, and they do not have image lag, even though the scintillator has a decay time. It is impossible to create a ranking between the three systems as their relative utility is highly dependent on the beamline, trade-offs and priorities in the envisaged type of experiments. Systematic efforts have been made to standardize performance comparisons of two-dimensional detectors for synchrotron radiation experiments (Ponchut, 2006) . Such work is, however, beyond the scope of this article. Here we intend to validate the application of the CMOS detector for high-energy scattering experiments.
The 2923 CMOS detector
The Dexela-Perkin Elmer 2923 CMOS pixel detector tested is produced in large quantities and typically used in medical applications, such as tomosynthesis and computed tomography (CT), or industrial CT for detection of defects. The detector is air-cooled and consists of 3888 Â 3072 pixels, where each pixel measures 74.8 mm 2 and is placed on a 75 mm pitch with an active area of 290.8 Â 229.8 mm. The large surface area is achieved by tiling four smaller detectors together. There is a one pixel gap between each tile. The entrance window is made of a 1 mm-thick carbon fibre and low-density foam with a thickness of around 5 mm. The incoming X-rays are converted with a 250 mm-thick columnar CsI scintillator into optical photons. A fibre optic plate placed in between the scintillator and the CMOS sensor protects the sensor from the X-rays. The optical photons are converted into an electric signal by the CMOS chip. The sensor is equipped with amplifiers that can operate in two modes, changing the dynamic range (from 70 to 66 dB) and the sensitivity of the detector. The detector has a full dual cable camera link of 80 MHz capable of reading out all $12 million pixels 26 times per second with a 14 bit ADC resolution, resulting in a maximum frame rate of 26 Hz. The digital size of one full frame is about 24 Mbyte in Tiff format. The pixels can also be binned together as 1 Â 2, 1 Â 4 and 2 Â 4 and the inverse, as well as 2 Â 2 and 4 Â 4. The smaller the number of pixels, the faster the readout will be. In 4 Â 4 binning the detector runs at its maximum speed of 86 Hz.
Experimental setup, detector calibration and performance
The CMOS detector was mounted at the BM01B station at the Swiss-Norwegian beamline (SNBL) at ESRF in Grenoble (van Beek et al., 2011) . This station is equipped with two monochromators [a double-crystal monochromator (DCM) and a channel-cut monochromator (CCM)], a high-resolution powder diffractometer and an EXAFS setup. The two monochromators are mounted behind each other and can be shifted sideways in and out of the beam. The first DCM, normally used for EXAFS, has an energy range from 5 to 80 keV. The second CCM remains at a fixed angle at 24.797 keV and is used in combination with the high-resolution diffraction setup. The CMOS detector is mounted such that the same sample can be measured with both HRPD (highresolution X-ray powder diffraction) and CMOS detection systems without moving it. The CMOS SDD was set at 184, 229, 289, 349 and 409 mm. The experiments were performed with X-ray energies of about 20, 25, 30, 35, 40 and 50 keV. 3.1. Dark current subtraction CMOS sensors generate an image even when there are no X-rays present, a 'dark' image. Each pixel generates $8000 electrons per second of dark current at 313 K, but this value varies from pixel to pixel. It is, therefore, necessary to subtract a dark image from every exposed image (see Fig. 1 ). The dark current is very sensitive to variations in detector temperature occurring as a result of variations of, for instance, the ambient conditions. One can also see the effect of sample environmental cryogenic blowers placed close to the detector on the dark current. In this work, typically five dark and five X-ray exposures were alternated in order to have a valid dark image taken immediately before every exposure. Fit2D (Hammersley, 1998), running in batch mode, was used to average the dark and X-ray exposures and to subtract one from the other.
To streamline beamline operation, one would ideally like to avoid the sequence measurements of dark and exposed images and use an average of many dark images taken prior to an experiment. Active water cooling of the detector could improve the stability with the additional advantage of reducing the mean dark current (Graeve & Weckler, 2001) , thus most probably avoiding the dark-exposure sequence during the experiments.
Angular calibration and integration
When including a two-dimensional detector for diffraction experiments in a beamline many different calibrations have to be performed. The wavelength, SDD and tilt parameters relative to the beam have to be defined. The wavelength and SDD correlate with each other and several procedures exist to reduce the degree of correlation (Hong et al., 2012) . In the combined HRPD-two-dimensional detectors setup this correlation can be totally avoided by measuring a standard with the two different detectors. Firstly, the wavelength is precisely refined with an Si powder standard (NIST SRM640c) on the HRPD setup. Secondly, a sequence of dark and X-ray exposures is taken in exactly the same beamline configuration with the two-dimensional detector. The obtained wavelength is then used to determine the geometrical parameters (the five different SDDs, beam centres and tilts). PyFai software was used to refine the geometrical parameters. In Fig. 2 , a typical calibration window is shown. It is important to note that, for obtaining a precise calibration, diffraction signals over the full surface of the detector have to be used (see Fig. 2 ). At 25 keV, 20 LaB 6 diffraction lines were used. Also note the diffraction on the first (333) harmonic at 75 keV inside the first diffraction peak on the (111) fundamental.
PyFai was also used for radial integration and solid angle and polarization corrections. Comparisons between HRPD and integrated two-dimensional data confirm that this procedure is reliable (see Fig. 3 ). Comparisons of refinements on both data sets, given in x4.4, also confirm this. The higherenergy experiments were performed after the geometrical calibrations at 25 keV. The DCM was used to set the X-ray energy and in PyFai only the wavelength and tilt parameters were refined as the beam centre and SDD remained fixed. This procedure again avoids any correlation between SDD and wavelength.
A library for image acquisition (LIMA) interface (Homs et al., 2011) is currently under development for this detector and testing has started. This will allow easy integration into the beamline data acquisition software as well as on-line data treatment (dark image subtraction and radial integration) with PyFai (Kieffer & Karkoulis, 2013; Kieffer & Wright, 2013) .
Angular resolution
The angular resolution as a function of SDD was characterized by fitting a split Pearson function to every peak in the LaB 6 diffraction pattern (in a 0.3 mm glass capillary) with TOPAS-Academic (Coelho, 2007) and summing the left and right side of the peak width to define the overall FWHM of the composite peak. At the shortest SDD of 184 mm the resolution was also determined for 40 and 50 keV. Characteristic parabolas are found when plotting the resolution Ád/d as a function of Q as shown in Fig. 4 .
Linearity
The linearity of the detector response has been verified by using the 25 keV LaB 6 data at different SDDs. As the SDD decreases the angular resolution also decreases while the diffracted intensities remain the same. Effectively this implies that the same diffracted signal is spread out over more pixels PyFai calibration procedure using the full surface of the detector. Note diffraction from the first harmonic at the bottom of the detector.
Figure 3
Normalized intensities plotted against Q for data collected on LaB 6 using HRPD and the two-dimensional detector at 25 keV.
Figure 4
Detector resolution obtained on LaB 6 powder as a function of Q for different SDDs and X-ray energies.
when the SDD gets shorter. The extracted intensities of the split-Pearson peak fits in TOPAS on the LaB 6 data as a function of distance were plotted against the furthest distance (409 mm) data (see Fig. 5 ). A simple linear regression fit ax + b to the 409 mm data set provides R 2 values between 0.999964 for 349 mm and 0.999807 for 184 mm. The R 2 values for the other distances are in between these two numbers and indicate a satisfactory behaviour in the detector's linearity in the given environment.
Energy response
In order to investigate the energy response of the CMOS detector, XPD data on the LaB 6 standard were collected at different energies ($20, $25, $30, $35, $40 and $50 keV) . The extracted integrated intensity of each Bragg peak of the LaB 6 data, using the same procedure as for the angular resolution assessment, was divided with the extracted intensities from the 50 keV data. Fig. S1 (in supporting material 1 ) indicates that there is, as expected, mainly a scale factor difference between the various data sets. Only at high scattering angles and low energies (20 and 25 keV) does a small deviation start to occur, suggesting that these intensities are somewhat underestimated. This is due to absorption either in the sample or in the entrance window of the detector and can be easily corrected for if needed.
4. Crystallographic and total scattering performance 4.1. Experimental
The standards and samples studied were lanthanum hexaboride (LaB 6 , NIST SRM 660b), microcrystalline nickel powder (Sigma Aldrich 99.99%), AgI (Sigma Aldrich 99,999%), nanocrystalline yttrium-doped ceria (YDC) with a composition of Ce 0.8 Y 0.2 O 1.9 (Nextech Materials Ltd) and an amorphous SiO 2 glass rod (0.7 mm diameter). As a reference for the nanocrystalline YDC study, a microcrystalline CeO 2 powder has also been analysed.
All the powder samples were measured in 0.5 mm-diameter glass capillaries. XPD data of the empty glass capillary were collected under the same experimental conditions. The glass rod was measured without any sample container. The data were collected at two different wavelengths with the Si(111) DCM at $40 keV [just below the absorption Ce K-edge (40.4 keV) in order to reduce fluorescence in ceriumcontaining samples] and at $50 keV. The wavelengths were determined at 0.30988 Å (40.0104 keV) and 0.24720 Å (50.1554 keV) while the Q max values were 20 and 24.5 Å À1 , respectively. Peaks of the third harmonic (at $75, $120 and $150 keV) were also identified at low scattering angles (see also Fig. 2) . The suppression of the harmonic was performed by detuning of the second crystal of the DCM to 65% transmission. The calibration and azimuthal integration procedure of the two-dimensional data were performed as previously described. The SDD was set to 183.8 mm, coming from the first calibration with a known wavelength from the HRPD data set, and was kept fixed during all the measurements. The ESRF synchrotron was run in multi-bunch mode (maximum electron current 200 mA). The beam size was set by slits to 0.4 Â 0.4 mm using unfocused 'parallel' X-rays. The flux on the sample was about 1.2 Â 10 9 photons per second per 200 mA at 20 keV and 2.35 Â 10 8 photons per second per 200 mA at 50 keV, the flux at the other energies lies in between. An ad hoc shielding was placed near the sample in order to reduce the background scattering from the air and a tungsten carbide beamstop was placed between the sample and the detector. Different integration times were achieved by averaging 2-500 images. The high-sensitivity mode of the detector was used for all experiments. The exposure time for each image was adapted to stay within the dynamic range of the detector, between 1 and 5 s depending on the sample. Sequences of five X-ray images and five dark images were collected as described in the previous section.
Rietveld analysis
Rietveld refinements were performed on LaB 6 and Ni data collected on the CMOS detector and the HRPD data set by using the FullProf (Rodriguez-Carvajal, 2001; http://www.iucr. org/__data/assets/pdf_file/0019/21628/cpd26.pdf) program. The crystal structure published by Korsukova et al. (1984) (space group Pm3m with La in the 1a and B in the 6f positions) was used in the refinements for LaB 6 , and for the refinement of the Ni data the structure by Rouquette et al. (2008) (space group Fm " 3 3m with Ni in the 4a position) was used.
Pair distribution function analysis
The pair distribution function G(r) indicates the probability of finding two atoms separated by a distance r, including those pairs that may deviate from the average long-range structure. In contrast to crystallographic methods, the PDF does not need any assumption on the periodicity. The atomic PDF, also called G(r), is defined (Egami & Billinge, 2003) as
where (r) is the atomic pair density, 0 is the average atomic number density and r is the radial distance. It is obtained experimentally by the Fourier sine transformation of the total structure function [S(Q)]:
In order to evaluate the data quality or detect any background problems, the so-called reduced structure function F(Q) is a useful representation since it provides the Q-weighted data. It is defined as
The real-space resolution is directly related to the maximum of the momentum transfer measured, Q max . A key experimental criterion for obtaining the quantitative PDF is to be able to measure the total structure function S(Q) to large values of Q max with sufficient statistics. Q max is defined by the experiment geometry (SDD and size of the detector) and the wavelength of the incident beam. In order to obtain the F(Q) and G(r) functions the processing of the data was performed by the program PDFgetx3 (Juhá s et al., 2013) . Refinements of the structural models for Ni and nano-YDC against G(r) were performed with the program PDFgui (Farrow et al., 2007) .
Results and discussion
4.4.1. Rietveld analysis on LaB 6 . Fig. 6 shows the Rietveld refinement plot of the LaB 6 data collected with the CMOS detector at 0.24720 Å (50.1554 keV). The results are summarized in Table 1 LaB 6 Rietveld refinement on data collected at = 0.24720 Å with the CMOS detector. The inset is an enlarged view of the data at high Q values. The experimental (empty blue circles) and the calculated PDF (solid red line) of nickel data collected at wavelengths of (a) 0.30988 Å and (b) 0.24720 Å . The differences between the calculated and the experimental data are shown below offset (solid green line) in each plot.
developments using neutron or X-ray sources (Chupas et al., 2007 (Chupas et al., , 2003 Juhá s et al., 2013; Neuefeind et al., 2012) . For this case, we have performed conventional Rietveld (in reciprocal space) and PDF (in real space) refinements on data collected at two different wavelengths (0.30988 and 0.24720 Å ) using the CMOS detector. As an independent reference, a powder diffraction pattern collected on the HRPD detector was also analysed by conventional Rietveld refinement, yielding accurate cell parameters and thermal factors.
The results of the analysis are given in Table 2 and the Rietveld refinement plots are presented in Fig. S3 Table 2 reports the Q damp value obtained in the refinements, which represents the Gaussian dampening envelope due to limited Q resolution.
PDF analysis on nanocrystalline yttrium-doped
CeO 2 . As an example of a nanocrystalline material, yttriumdoped ceria with an average crystallite size of about 4 nm (as determined from the Scherrer formula on the HRPD data) was analysed by the PDF method. Nanostructured ceria and doped ceria are technologically relevant materials because of the high ionic conductivity and electrocatalytic properties that make them promising materials for several industrial applications (Bellino et al., 2008; Sun et al., 2012; Zimicz et al., 2013) , and understanding the local and intermediate atomic order is key for interpreting their properties.
The XPD data are shown in Fig. S5 . Fig. 8 shows the pair distribution function with Q max ' 20 Å À1 of the data collected for CeO 2 and nanocrystalline YDC. The PDFs for both samples are rich in well defined features and similar, but the oscillations in the nano-powder are damped with increasing r owing to the finite size of the particles and vanish at $40 Å .
PDF refinements of the nano-YDC data using a fluorite-like structure were performed. The isotropic displacement parameters, cell constant, overall scale factor, particle size and a parameter accounting for correlated motion were allowed to vary. The plot of the fit performed over 1.5-40 Å is shown in Fig. 9(a) . The fluorite structure fits the experimental data Table 2 Summary of the refinement parameters for nickel powder. 
Figure 8
Experimental PDFs for nanocrystalline YDC and microcrystalline CeO 2 . yielding a crystallite size of 4.2 nm, which is in good agreement with the size determined by the Scherrer equation using the HRPD data, and a cell parameter of 5.405 (1) Å . However, the fit shows visible discrepancies at low-and at high-r regions. A series of fits of the PDF from r min (1.5 Å ) to r max were performed, where r max was increased stepwise from 8 to 30 Å . This procedure was performed on both data sets, i.e. CeO 2 and nano-YDC; it has previously been applied for the study of systems exhibiting local or intermediate disorder and aims at investigating the length of disorder in these materials (Masadeh et al., 2007; Gilbert et al., 2004) . The structural parameters were varied while the cluster size was fixed to 4.2 nm (as determined in the first fit over the 1.5-40 Å range) because size determination is highly correlated with other parameters. In Fig. 9 (b) the atomic displacement factors, u iso , of the cations obtained for nano-YDC and CeO 2 are plotted as a function of the r max used in each fit. Two observations can be extracted: first, the atomic displacement parameters of the nano-YDC are larger than those for the CeO 2 . The presence of Y is known to affect the local atomic order, increasing the average atomic displacements in the doped samples with respect to the undoped CeO 2 (Coduri et al., 2012) . Second, while there is no abrupt change in the u iso of the CeO 2 as a function of r, there is an increase of the u iso of cations as r increases. This indicates that the degree of disorder (expressed here by u iso ) depends on r. This is also in agreement with studies in nanostructured materials which demonstrate the presence of greater disorder with respect to the bulk material (Gilbert et al., 2004; Yang et al., 2013) . Nevertheless, in order to understand the role of size and disorder in the structure of these solid solutions, further studies should be performed; these are beyond the scope of the present work. 4.4.4. PDF analysis on amorphous SiO 2 . The final example consists of amorphous silica (SiO 2 ) glass. The three-dimensional network of SiO 4 tetrahedra has been extensively studied as it is important in materials science and geology. Because of the weak scattering properties and the absence of Bragg reflections it is considered as a particularly challenging sample for X-ray diffraction and PDF measurements. It has been used as a probe in the development of several PDF setups (Chupas et al., 2007; Lee et al., 2008; Neuefeind et al., 2012) .
The XPD data are shown in Fig. S7. Fig. 10 shows the G(r) collected at 50 keV with Q max = 24.5 Å À1 . The strongest peak, observed at 1.6 Å , in the G(r) function can be assigned to the Si-O bond distance, and those at 2.6 and 3.1 Å to O-O and Si-Si atomic pairs, respectively. These distances are in good agreement with data reported in the literature (Lee et al., 2008; Meral et al., 2011; Schulmeister & Mader, 2003) . In order to emphasize the importance of collecting data at high Q, the inset in Fig. 10 shows PDFs of amorphous SiO 2 around the first peak, collected at two different wavelengths resulting in Q max = 20 and 24.5 Å
À1
. It can be observed that, as expected, the data collected at Q max 24.5 Å À1 has a better resolution in r space.
Data collection time and in situ capabilities
Important structural information can be gained in industrially relevant materials under their real working conditions using in situ and operando setups. The SNBL is providing several cells and equipment for this purpose. Owing to the dynamic changes in the materials during operation, time resolution is an important parameter to consider. The minimum time to acquire a good quality diffraction pattern depends on several variables: for example, the sample composition (atomic scattering factor), its crystallinity, the incoming X-ray flux and the quality of the detector system.
As an illustrative example of the in situ capabilities of this detector the /! phase transition in silver iodide (Johan et al., 2011) was monitored as a function of temperature and time. 
Figure 11
Background-subtracted XPD data as a function of time (60 s shown here), collected upon heating at a rate of 120 K h À1 .
at a rate of 120 K h À1 (between 417 and 419 K) and a time resolution of 1 s per image. The phase change occurred, in this case, in around 60 s; the plot in Fig. 11 shows that it is possible to monitor kinetics at such high speeds with sufficient sampling.
On the other hand, PDF analysis normally requires longer recording times than conventional XPD analysis. For the examples considered above the quality of the data as a function of time was examined. Fig. 12 shows the F(Q) and G(r) functions collected with different acquisition times for samples with different crystallinity: Ni, nano-YDC and amorphous SiO 2 . In all cases, the signal-to-noise ratio in F(Q) is improved with the acquisition time. This becomes more evident when decreasing the crystallinity from Ni to amorphous SiO 2 . Nevertheless, the G(r) features are already very clear at 1 s for the case of Ni, whereas nano-YDC and amorphous SiO 2 need 5 and 10 s each, respectively, to reach a similar quality. Fig. 13 shows the residuals of fits performed on different G(r) functions as a function of acquisition time for (a) nano-YDC and (b) Ni. These plots indicate that there is no further improvement above 50 and 100 s for the Ni and nano-YDC samples, respectively. Thus, the quality of the data does not improve further for acquisition times longer than 50 and 100 s for these two samples, and it is hence defined by the experimental setup and the nature of the samples.
Conclusions
A large-area CMOS detector has been tested in synchrotron powder diffraction experiments. Rietveld refinements were performed on data from an LaB 6 NIST powder standard collected at different energies. The normalized extracted intensities from the X-ray powder diffraction data are independent of the X-ray energy (between 20 and 50 keV) and in agreement with published data as well as HRPD data collected on the same sample. PDF analysis with a medium real-space resolution (Q max = 20-24.5 Å À1 ) was successfully performed on microcrystalline nickel, nanocrystalline yttriumdoped ceria and amorphous SiO 2 . The capabilities of the detector system for time-resolved experiments have been evaluated by following the /! phase transition in AgI down to 1 s per image. Further developments could come from a better cooling system, reducing dark noise and improving stability to enable easier operational procedures. The current results clearly show that this detector provides exciting opportunities for high-energy and time-resolved X-ray scattering experiments.
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Figure 12
The reduced scattering function F(Q) and the PDF G(r) collected with different acquisition times for (a) Ni, (b) nano-YDC and (c) amorphous SiO 2 .
Figure 13
Residual of the fits, R w , performed with different acquisition time data collected on (a) nano-YDC and (b) Ni samples (fits performed in the range of 1.5-20 Å ).
