Abstract. We investigate time harmonic Maxwell equations in heterogeneous media, where the permeability and the permittivity " are piecewise constant. The associated boundary value problem can be interpreted as a transmission problem. In a very natural way the interfaces can have edges and corners. We give a detailed description of the edge and corner singularities of the electromagnetic elds.
Introduction
Physical objects interacting with electromagnetic waves not only tend to have corners and edges, but are frequently composed of several materials with di erent electric and magnetic properties. The electromagnetic elds then have singularities not only at the exterior corners and edges, but also at the singular points of the interfaces between the di erent materials.
We show how these singularities can be analyzed using the classical Kondrat'ev method 13]. In the paper 8], we studied the singularities at corners and edges of a homogeneous material. Here we continue this investigation of the singularities of solutions of the time-harmonic Maxwell equations by studying the case of piecewise constant coe cients " (electric permittivity) and (magnetic permeability). For the case of two materials separated by a plane, see also A. BonnetBenDhia, C. Hazard, S. Lohrengel 5] .
We try to describe as explicitly as possible the principal parts of all singular functions of the electric and magnetic elds. We show that all the singular functions can be obtained from those of associated transmission problems for the scalar Laplace operator. Thus one can bene t from the many results that are available on this subject, see 10, 16, 15, 19] .
In the case of a homogeneous body 8], the singular functions are generated by those of the Dirichlet and Neumann boundary value problems for the Laplacian. In our heterogeneous case, we also have to consider two problems for the Laplacian. They correspond to the equations for the electrostatic and the magnetostatic potentials. The electrostatic problem is an interface problem for the Laplace operator with exterior Dirichlet boundary conditions and jumps of the normal derivatives at the interfaces determined by the discontinuities of the coe cient " (operator Dir " , see (1.7) and Notation 3.3). For the magnetostatic problem, we have to consider the operator Neu (see (1.8) and Notation 3.3) with Neumann boundary conditions and jumps determined by the discontinuities of the coe cient .
As in the homogeneous case 8], we nd three types of singularities (type 1, 2 and 3). There may be strong singularities that are not even in H 1 . We show that these are of type 1, i.e. gradients of singular functions of the corresponding static problems.
For the singular functions of type 2, there is a di erence to the homogeneous case: In 8], we obtained an explicit formula (a di erential operator, see 8, Lemma 7.5]) that gives the Maxwell singularity in terms of the singularity of the opposite static potential problem. In our heterogeneous case, the exponent of the singularity is still equal to an exponent of the opposite static potential problem. For the angular part of the singular function, however, we nd an additional term, see (5.3) , that involves the solution of an inhomogeneous scalar interface problem. Thus the type 2 singularities of the electric elds have the same exponents as the magnetostatic potentials, but their angular parts contain a term corresponding to an electrostatic eld generated by interface charges depending on the jumps " ] of the index of refraction.
Another important di erence to the homogeneous case is that the regularity for the interface problems can be much lower, even with regular data. Thus, in the homogeneous case, one has at least H 1=2 regularity for Lipschitz domains 6] and H 1 regularity for convex domains 20] . Here, we nd only 0 as a limit for the regularity. Thus for any s > 0 there are examples where the solution is not in H s . If there are only two materials the lower limit of regularity is 1 4 for arbitrary polyhedra and 1 2 for convex domains. For the two-dimensional case (which governs also the edge singularities in dimension 3 ), one has simple formulas in the homogeneous case: They show that the strongest singularity is of type 1 and that the lower limit of regularity is ! if ! 2 (0; 2 ) is the largest opening angle. This holds for both the electric and the magnetic eld.
In the heterogeneous case, due to the di erent behaviors of the coe cients " and , the electric and magnetic elds will have, in general, di erent regularities. As usual their regularity is limited by the leading singularity. If this leading singularity is of type 1, the regularity is s?1 , with s the regularity of the corresponding static problem. If not, the leading singularity is of type 2, and the regularity is the same as the regularity of the opposite static problem. In the two-dimensional homogeneous case, the second possibility never happens, while in the heterogeneous case, there are cases where the leading singularity is not of type 1, but of type 2.
Let us give an example. In a typical case of several dielectric materials (three are su cient) with strongly varying " , but constant , in a convex polygon with 2 largest opening ! , one has H 2+ regularity for the magnetostatic potential, with > 0 any number < ! ? 1 . For the electrostatic potential one may have only H 1+ regularity with any > 0 . Thus the type 1 singularity for the magnetic eld has regularity H 1+ , compared to the H 1+ regularity for the type 2 singularity. It is easy to have < (take three adjacent sectors of opening 4 and " equal to 1 in the exterior sectors and to 100 in the middle sector: then = 0:3333 and = 0:1793 ). In such a situation, the electric eld has only H regularity (type 1) while the magnetic eld has H 1+ regularity. Such a di erence of 1 between these two regularities is the maximum possible. (See also Remark 8.2 for an example where = +1 and is close to 0 .)
In section 1, we recall the regularized variational formulation of Maxwell's equations for heterogeneous materials. We de ne the two associated scalar potential operators Dir " and Neu .
In section 2, we characterize the closure of the subspace of smooth functions in the natural variational spaces associated with the electric and magnetic elds.
In section 3, we give two di erent decompositions of the variational spaces. In the rst case, the regular part is in H 1 on the whole domain, thus has no jumps across the interfaces, whereas in the second case, the regular part has jumps in the components normal to the interfaces. In both cases, the singular parts are gradients.
In section 4, we state the necessary results on scalar interface problems for the Laplacian. In section 5, the three types of Maxwell corner singularities and in section 6, the edge singularities are studied.
Section 7 gives some conclusions about H s regularity in general and in several particular cases. We give in section 8 proofs for the results about minimal edge regularity for the Laplace interface problems on which the Maxwell regularity results are based.
We shall use the following geometric and analytic setting: We assume that is a Lipschitz polyhedron, which means that is a bounded Lipschitz domain with piecewise plane boundary. We also assume that " and are piecewise constant > 0 on , determining a partition P of in a nite set of Lipschitz polyhedra 1 ; : : :; J : on each j , " = " j and = j with " j and j positive constants. We denote by F jk the (open) faces of j . Let F int be the set of the interior faces (contained in ) and F ext the set of the exterior faces (contained in @ ).
In general, we will denote by bold letters the functional spaces for the elds. 
Here E is the electric part and H the magnetic part of the electromagnetic eld. The right hand side J is the current density. The exterior boundary conditions on @ are those of the perfect conductor ( n denotes the unit outer normal on @ ): E n = 0 and H n = 0 on @ :
The natural variational spaces are X N ( ; ") for the electric eld and X T ( ; )
for the magnetic eld according to X N ( ; ") = fu 2 H(curl ; ) \ H(div ; " ; ) j u n = 0 on @ g and X T ( ; ) = fu 2 H(curl ; ) \ H(div ; ; ) j u n = 0 on @ g: Any eld u belonging to one of these spaces is in H(curl ; j ) \ H(div ; j ) for each j and satis es additional jump conditions at the interior interfaces F 2 F int : 
Note that the left hand sides of (2.3) and (2.4) are the bilinear forms of the operators Dir " and Neu respectively and that their right hand sides are the Maxwell bilinear forms, cf (1.5) and (1.6).
Proof. For any j and any v 2 H 2 ( j ) two successive integrations by parts yield:
On each face of @ j , let us denote by v n the normal component v n of v and by v > its tangential component v ? v n n . The tangential parts of the gradient and of the divergence are denoted by grad > and div > . Using that the faces of j are plane and relying in particular on the identity ? curlv n = grad > v n ? @ n v > which holds on each face, we arrive at
If v belongs to PH 2 ( ; P) and is such that for any interface F 2 F int , v n] = 7 0 , we deduce from the above equality that Proof. By the dominated convergence theorem, we obtain immediately that r h , r @ x h and r @ y h tend to h , @ x h and @ y h respectively in L 2 (!) as ! 0 . It remains to prove that h @ r r tends to 0 in L 2 (!) as ! 0 .
The di culty lying in r = 0 , we can assume that h = 0 on r = 1 . With the help of an integration by parts, we obtain 
Thus, setting
we have obtained that X( ) is bounded as ! 0 . Similarly as above, we have X( ) ? 2X ( 2 ) 
Since, for any > 0 , by Hardy's inequality, r ?1+ =2 h belongs to L 2 (!) , for any xed , we can choose n so that kr h@ r (nr)k L 2 (!) is as small as we want.
As a straightforward corollary of the previous lemma, we obtain the corresponding result in R 3 :
Lemma 2.5 Let W = ! I where ! is a plane sector and I an open interval.
Let h belong to H 1 (W) . Then h belongs to the closure in H 1 (W) of the set S(h) de ned by (2.5) where r is still the distance to the vertex in ! . Lemma 2.6 Let j be a polyhedral partition of and let be the skeleton formed by the union of the closed edges of all the j . Then the subspace of H 1 N ( ; ") of the elds which are zero on , is dense in H N ( ; ") , and similarly for the spaces H T ( ; ) .
Proof. Let h 2 H N ( ; ") and " > 0 . The proof of the existence of ah 2 H 1 N ( ; ") such thath = 0 on and kh ?hk PH 1 ( ;P) < " is organized in three steps.
Step g n;F = "v n] F ; such that N R N g = g for all set of traces and jumps which are zero on V 0 . Let C R be the norm of R N .
Step 3. We regularize h 2 in each j by convolution by a regularizing sequence n . For n large enough, the regularized eld h 3 is zero on V 0 and kh 2 ? h 3 k PH 1 ( ;P) < "=4 and k N h 3 k PH 1=2 < "=(4C R ) Settingh = h 3 ? R N N h 3 yields the desired approximation of h . The proof for the other boundary conditions is similar. Now, Theorem 2.1 is clearly a consequence of lemmas 2.2 and 2.6.
Singularities of the variational spaces
In this section we establish continuous decompositions of the spaces X N ( ; ") and X T ( ; ) into a H 1 or PH 1 eld and a gradient. Such a decomposition is well known for the homogeneous Maxwell's equations, i.e. when " and are constant or su ciently regular (e.g. Lipschitz) 3, 4, 12, 2, 17], and was extended to the heterogeneous case by 5] under the assumption of two materials with a plane interface. We prove here two sorts of decompositions in our general framework.
We begin with two lemmas giving the existence of regular vector potentials: Our rst decomposition result yields a \regular" part in H 1 ( ) and a \singular" part in the form of a gradient, which contains in particular all the jumps through the interfaces. We then set w = + grad 1 which belongs to PH 1 ( ; P) . Since Neu 0 2 L 2 ( ) , grad 0 belongs to X T ( ; ) . Thus w also belongs to X T ( ; ) , therefore to H T ( ; ) . The proof for (ii) is similar.
4 Laplace interface singularities
As a synthesis of the thorough treatment of bidimensional interface problems in 18] and of tridimensional monodomain boundary value problems in 9], we brie y present in this section the regularity and splitting results for the Laplace interface operators Dir " and Neu .
The notion of corner and edge is clear for a polyhedron in R 3 . Concerning with its polyhedral partition P , we call corner of ( ; P) any point c which is a corner of (at least) one of the j and edge any segment e which is an edge of one of the j and either disjoint from the other k or contained in one of their edges. Let us give an illustrative example: 1 The general principle governing the properties of the operators Dir " and Neu relies on the knowledge of the exponents attached to each corner and edge of ( ; P) , which are the (here real) numbers such that there exist non-polynomial pseudo-homogeneous solutions of degree to model problems on the cones or sectors ? associated with the corresponding corner or edge.
4.a Corner exponents
If c is one xed corner of ( ; P) , we shall use polar coordinates ( ; #) centered at c and denote by ? c the polyhedral cone which coincides with near c . To each j containing c there corresponds a unique cone ? c;j ? c and we denote by F int;c the set of interior (to ? c ) faces of @? c;j .
We then denote by G c the intersection of ? c with the unit sphere. where Dir " acting in the sector ? e is simply the operator obtained from the corresponding three-dimensional operator by dropping the variable z . Thus the edge exponents are the same as the singularity exponents for two-dimensional interface problems, see 10, 16, 15, 19] . The intersection between ? e and the unit circle being denoted G e , with ( j ) j 1 the spectrum of the positive Laplace-Beltrami operator L Dir ";e associated with the quadratic form ( ; ') 7 ! (@ ; @ ') " on the space L 2 (G e ; ") , we have: and when 2 N , this also relies on the equality for the dimensions of the polynomial spaces dimP 0 (? e ; P) = dimQ (? e ; P) = J e ? I e ; (4.9) where J e is the number of the sectors ? e;j and I e = 0 if e is an internal edge and I e = 1 if not, see 9, Cor. (4.9)].
4.c Regularity and singularities
We rst give a global statement, then provide a description of the singular solutions, which requires the introduction of further notations. where e is a smooth cut-o function equal to 1 in a neighborhood of 0 , d e a smooth function on the closed edge e , which is equivalent to the distance to the endpoints of e and (r e ; e ; z e ) the cylindrical coordinates associated with e .
In order to give a precise statement, we still need weighted Sobolev spaces for the edge singularity coe cients and a smoothing operator, exactly as where z = 0 corresponds to an interior point of e . The change of variable z e 7 !z e is one to one e ! R and for any function de ned on e , we set~ (z e ) = (z e ) . 
Maxwell interface corner singularities
For shortness, we here describe the corner singularities of problem (1.5) (the singularities of problem (1.6) are obtained similarly by exchanging Dir, " and Neu, respectively). We further assume that is simply connected.
We x a corner c of ( ; P) and drop the index c in the notations. (ii) There is no singularity of type 2 for = 0 .
Proof. Since ? is simply connected, the rst assertion is proved exactly as in u 2 X N (?; "); div( "u) 2 H 1 (?); with a cut-o function which is equal to 1 in a neighborhood of the corner c .
We examine the e ect of this condition on the three types of singularities. Table 1 Going back to the primitive Maxwell equations (1.1), we see that for a regular current density J , div("E) and div( H) are regular too, thus only the singularities of types 1 and 2 can occur and they exchange each other between the electric and magnetic elds (here denotes the degree of homogeneity of the generator and is either the degree of E or H and = i! +1 ): Table 2 This table gives the principal parts of the singularities, indeed from (1.5) and (1.6) we see that the operators are not homogeneous and therefore the singularities have an asymptotic expansion 13, 9].
6 Maxwell interface edge singularities
In this section, our aim is to describe shortly the edge singularities of problem (1.5). Fix one edge e of ( ; P) , see x4.b for the associated de nitions (we drop here the index e ). Let 2 C . According to the general rule 9], we search for (non-polynomial) solutions u 2 S N (? R; ") independent of z of the system curl( ?1 curlu) ? " graddiv("u) = f in ? R;
with f independent of z and polynomial in the y variable. The corresponding are the Maxwell (Dirichlet) edge exponents. Let now (v; w) be the decomposition of the eld u in the system of cartesian coordinates (y; z) . Then this system is split into 2 two-dimensional independent problems in the sector ? : If is not a positive integer, as in the previous section, this system (6.4) is reduced to a homogeneous one and the solutions split into singularities of types 1, 2 and 3. As in 8], the singularities of type 2 do not exist (they appear in fact as singularities of the problem (6.2)), while the singularities of type 1 and 3 are obtained like in x5 in relation with the edge exponents of Dir " .
If is a positive integer, as in x4.b, we can check that the spaces of homogeneous polynomials associated with the right hand sides and with the solutions have the 22 same dimension. Thus the Maxwell edge exponents are the 2 C such that the system (6.4) has non-trivial solutions. In view of (4.7), we can state: The singularities in point (ii) of the lemma are, in fact, closely related to the type 2 corner singularities. This is seen from the following result. 
Conclusions 7.a Regularity
Taking advantage of the information about corner and edge exponents and singularities collected in sections 4 to 6 and using Theorems 4.1 of 8] (which also hold in our setting with the natural adaptations due to the interfaces), we are now able to give regularity results.
As always, the regularity depends on the smallest corner and edge exponents.
So, for any edge e in the set E of the edges of ( ; P) , we introduce the smallest exponent attached to Dir The estimates in (ii) and (iii) are generically optimal in the sense that there exist choices of ? and " so that Dir ";e is arbitrarily close to the lower bound.
Similarly, for any corner c in the set C of the corners of ( ; P) , we introduce the smallest exponent attached to Dir " (see x4.a) 
