Abstract
Aerobraking as defined by Jones, 1987 , involves the use of aerodynamic forces acting on a spacecraft surface to decelerate. One proposed application of this technique for a planetary mission would be the placement of a science payload (Tauber et al.,
1993;
Mitcheltree, 1994) on or into the planet surface following a direct entry from a n interplanetary flight. One aerobraking concept, shown conceptually in Fig. 1 , would use a blunt umbrella shaped forebody to provide the aerobraking surface. The spacecraft design for a planetary direct entry approach can be similar. In this mission scenario, the desired payload andor instrumentation package to be delivered to the surface would be placed behind the aerobrake shell to protect it from the intense heat generated during atmospheric entry. The Mars Pathfinder and Mars 98 missions under the NASA Discovery Program are examples of future planned missions utilizing this type of technology.
The accurate prediction of the near wake flow structure associated with blunt aerobrake concepts is an essential part of the design process as payload size and location are often imposed by wake closure. Proper positioning of the payload would be critical to ensure aerodynamic stability of the spacecraft during entry and to avoid thermal damage from localized near wake phenomenon. Although it is generally recognized that convective heating rates in the base region are low (Gnoffo, 1992) , localized increases can occur if the free shear layer that separates from the corner of the aerobraking surface (forebody) impinges on the after body (Gnoffo, 1992; Wells, 1990; Dye, 1993; Hollis, 1996) . The successful design of an aerobraking vehicle therefore requires a n understanding of the physics associated with hypersonic, blunt-body, near-wake flow fields.
It is recognized that wake flows at supersonic and hypersonic speeds have been studied extensively both experimentally and theoretically since the 1950's. An in depth review of early work and discussions of wake characteristics is provided by Berger, 1971 . More recently, Grasso and Pettinelli (1995) have presented an extensive analysis of laminar hypersonic near wake flows.
In general, hypersonic near wake flows are characterized by several features which are schematically identified in Fig. 2 . The inner or near wake flow consists of a recirculating fluid that is separated from the outer wake flow by a viscous shear layer that originates from the forebody boundary layer. A weak separation or "lip" shock may form (Hama, 1966; Grasso and Pettinelli, 1995) as this boundary layer separates from the surface and becomes a free shear layer. The wake shear layer can be both unsteady and turbulent. As the opposing shear layers converge towards the rear stagnation point (in the absence of a solid surface), the flow is turned through a series of recompression waves which eventually coalesce into a recompression shock. Flow outside of the shear layer dividing streamline continues downstream through a neck region; flow inside of the dividing streamline is turned back towards the base due to recompression. The addition of a solid surface (i.e. support sting) will change the flow; but the salient features remain similar (Wells, 1990) .
In 1990, a subgroup of an AGARD fluid dynamics panel (Working Group 18) was formed to address several hypersonic issues, one of which concerned blunt body near wake flow fields. An AGARD Advisory Report edited by Saric et. al. (1996) contains a detailed summary of the working group's activities. One of the stated experimental objectives of the WG-18 subgroup was to characterize real gas effects in the presence of a strongly expanded flow. The wake flow behind a 70 deg blunted cone model was selected by the panel as a test case for investigation and is particularly relevant in light of NASA's new space initiative to Mars.
Experimentally, non-intrusive flow diagnostics such as Planar Laser Induced Fluorescence (PLIF) or Laser Induced Fluorescence (LIF) of NO were to be used to measure rotational temperature in the blunted cone near wake. Surface measurements along the model forebody, base, and support sting were planned to help quantify blunt-body shear layer separation, turning angle, wake establishment/ unsteadiness, and wake closure in the presence of flows exhibiting real gas behavior. The experiments would also serve to help assess and quantify the performance of wind tunnels capable of producing real gas flows. The tests were to be conducted at a common test condition in several of the world's premiere hypervelocity shock tunnels: the piston-driven shock tunnel at DLR-Gottingen (HEG), the Large Energy National Tunnel (LENS), the arc heated hot shot tunnel (F4) located at the Centre du Fauga-Mauzac, and the 42-Inch Shock Tunnel at NASA Ames (deactivated prior to tests). To date, nonintrusive measurements have been attempted at HEG, but with very limited success (Rosenhauer, 1994) . Fortunately, surface measurements made in these facilities have met with greater success and several continuum high enthalpy experimental and computational studies have resulted (Kastell et. al., 1994 (Kastell et. al., , 1995 Holden, 1994; Holden et. al., 1995; Gochberg et. al., 1996) . Blunt body computations from Kurotaki (1996) , as well as from numerous other authors, can be found in a recently published High Enthalpy Flow Workshop held in Tokyo, Japan.
It was recognized within the AGARD WG 18 activity that along with real gas effects, shear layer transition to turbulence would have a first order influence on the near wake flow field, and in particular, the heating associated with reattachment.
Furthermore, the separation of these potential viscous effects from real gas effects would be difficult, if not impossible, to achieve from shock tunnel tests alone (for a given test gas). A brief review of the relevant experimental literature on the subject of shear layer reattachment indicated that the peak heat transfer associated with an impinging transitional shear layer could be much higher than when the separated flow is entirely laminar or turbulent (Baker, 1966) . Unfortunately, most blunt-body computational studies in the literature do not address the issue of shear layer transition, but rather focus on forebody transition from laminar to turbulent flow prior to separation Wtcheltree, 1995; Laurien, 1995) . In an attempt to experimentally identify and separate wake viscous effects and wake flow establishment issues from potential real gas effects observed by Horvath (1994, 1995) , a set of tests (on the same model) was conducted at NASA Langley at Mach 10 and 6 in two conventional low enthalpy blowdown wind tunnels to compliment the high enthalpy, hypervelocity Mach 10 tests conducted by Horvath et. al. a t HEG, LENS, and F4. Experimental and computational results from the LaRC Mach 6 perfect air tests have been documented by Horvath and Hannemann (1996) .
The purpose of the conventional hypersonic tests at Langley was to obtain both flow field and surface measurements for a fully established wake flow (at Mach 6) in a well characterized uniform free-stream. The objective of this paper is to present surface pressure and heat transfer measurements from tests conducted in the NASA LaRC 31-Inch Mach 10 wind tunnel along with comparisons to laminar prediction.
Atmaratus and Tests
Model DescriDtion A photograph and dimensioned sketch of the blunt cone model are shown, Figs. 3 and 4 , respectively. The 6-in. diameter 70" blunted cone forebody was fabricated from Chrome1 rather than stainless steel to avoid the potential effects of extraneous electro-motive forces (EMF'S) resulting from the press fit installation of Chromel-constantan coaxial surface thermocouples into a stainless steel model (Kidd, 1995; Wieting, 1987) . The flat model base and 1.5-in. diameter cylindrical support sting were machined from conventional steel and slotted to accept instrumented ceramic (Macor) inserts. Quality assurance measurements on the model were made to ven€y the accuracy of the surface geometry (k0.002 -in from nominal) and to precisely locate the individual sensors. The forebody was instrumented with 40 Chromel-constantan coaxial surface thermocouples along a single ray while the base and sting ceramic inserts were instrumented with 65 thin film resistance gages as described by Miller (1981) . Coaxial thermocouples were selected for use on the forebody because of their small size, fast response, and durability from particulate damage anticipated during the shock tunnel tests at HEG and NASA Ames.
The uncooled model and support sting were attached to the facility support barrel, Instrumentation. Data Reduction. and Uncertaintv The reservoir pressure pt, 1 was measured with two silicon sensors having a full scale rating of 500 psia or 2500 psia, depending on the operating condition of the tunnel. The reservoir temperature Tt,l was measured with two iron-constantan thermocouples inserted through the wall of the settling chamber. Test section wall static and pitot pressures were monitored and compared to tunnel empty conditions to assess model blockage effects. Differences in pitot pressure of less than 0.6 percent were measured and it was concluded that significant blockage did not exist. The ratio of projected model frontal areato-tunnel cross sectional area for the present test was 0.029.
A 16-bit analog-to-digital acquisition system acquired the data on all channels at a rate of 50 samples per second.
Forebody surface temperature measurements were obtained from commercially available 0.031-in. diameter Chromel-constantan coaxial surface thermocouples that were press fit into the model wall. The model contoured junction was formed at the sensing surface by blending (hghtly sanding) the two materials together. Several thermocouples had a second junction that was used to monitor the backside wall temperature in order to assess conduction effects. A general description of the coaxial thermocouple and its use is outlined by Kidd et. al. (1995) .
The more sensitive thin film resistance gage was used to measure surface temperature in the base and wake regions. Standard mechanical deposition techniques developed at LaRC (Miller, 1981) were used to fabricate the 0.030-in. by 0.040-in. platinum sensing element. Surface temperatures were integrated over time to determine the local heat transfer rate using the computer code developed by Hollis (1995) . Both analytical (Cook, 1970; Kendall-Dixon, 1967) and numerical finitevolume heat transfer models are incorporated into this code. The analytical solutions are derived from one-dimensional, semi-infinite solid heat conduction theory with the assumption of constant substrate (model) thermal properties. When using the analytical option the inferred heating rates are empirically corrected for the effects of variable model thermal properties.
The finite-volume technique, which was used for the present tests, directly accounts for the variable model thermal properties (results from recent laboratory tests to determine substrate thermal properties have been incorporated into the code; Hollis, 1995) . This option also removes the restriction of a semi-infinite wall boundary condition. This was an important consideration for this study as the model was designed and instrumented primarily for impulse facility testing where test times are on the order of milliseconds and the semi-infinite wall assumption is valid. In contrast, test times in the conventional hypersonic wind tunnels at LaRC were several orders of magnitude longer and led to invalidation of this assumption.
For the present study, the uncertainty associated with variable wall thermal properties is believed to be minimal, particularly in the wake region where surface temperature increases of 15 O K or less were measured.
A typical temperature and Ch time history for a thin film sensor located at the stagnation point and along the support sting in the wake region is shown in Figs. 6 a-b. Unlike shock tunnel data where wake flow establishment times must be determined, the local Stanton number remains essentially constant upon reaching the tunnel centerline.
Commercially available 0.064-in. diameter, temperature compensated, piezoresistive pressure transducers were flush mounted with the model surface.
The transducers were statically calibrated with methods traceable to NBS standards over the expected range of pressures and temperatures. The two forebody transducers were rated at 25 psia full scale while the two transducers located on the base and sting were rated at 2 psia FS.
The results from the static calibrations indicated that the combined effects of nonlinearities and hysteresis was less than 1 percent of FS. Daily in-situ tunnel calibrations were performed to monitor the performance of the sensors.
Measured values of Pt,l and T t , l are believed to be accurate to within f 2 percent. Based on previous results (Hollis, 1996) , the heat transfer measurements are believed to be accurate to within f8 percent. Repeatability for the forebody and wake heat transfer measurements was found to be generally better than +1 and 2 percent, respectively.
Prediction Method
The NSHYP code has been developed at DLR for the computation of supersonic and hypersonic flows of a perfect gas or a chemically reacting mixture of perfect gases (see Brenner et al., 1993; Brenner and Prinz, 1992; Riedelbauch and Brenner, 1990) .
Many hypersonic flow fields of interest permit the use of the thin-layer Navier-Stokes equations. However, due to the large recirculation region which develops in the wake of the blunted cone, the basic equations under consideration here are the full unsteady Navier-Stokes equations for a body-fitted coordinate system (6: streamwise; q: circumferential; (: wall normal coordinate), % c% JC Re, ~ radius of the blunted cone. For perfect gas computations the viscosity coefficient, p, and the coefficient of thermal conductivity, K, are calculated from the Sutherland law. The Prandtl number is assumed to be constant and equal to 0.71. The thermodynamic properties of pressure and temperature are calculated from the conservative variables using the thermal and caloric state equation of perfect gas with the ratio of specific heats for diatomic gases ( y = 1.4).
The time discretization is fully implicit in order to avoid stiffness problems introduced by the small mesh increments in the boundary layer. NSHYP was primarily designed for the computation of steady flow fields. Therefore, the time integration was chosen to be of first order accuracy, as only the converged steadystate solutions are of interest. The spatial derivatives of the inviscid fluxes are approximated by a second order upwind Total Variation Diminishing (TVD) formulation according to Yee and Harten (1987) , and the spatial derivatives of the viscous fluxes are discretized by second order central differences.
The TVD flux-difference splitting algorithm involves the solution of locally one-dimensional Riemann problems at the cell interfaces. Here the approximated Riemann solver of Roe (1981) is applied. Introducing a line Gauss-Seidel relaxation results in a linear system of blocktridiagonal matrices which is solved with the Rich tmyer algorithm.
The physical domain considered here is bounded by the body, the inflow and outflow boundary and the line of symmetry. On the 1 body no-slip conditions apply. The temperature Table 1 . At the outflow boundary the conservative variables are extrapolated from the integration domain by assuming that their slope in the x-direction is constant, Le. d U/dt = 0. In order to compute axisymmetric flows with the present 3D code, appropriate symmetry conditions were employed to evaluate the fluxes in circumferential direction.
At the line of symmetry, which for axisymmetric flows 2 2 represent a singularity, the variables were determined by means of a cubic extrapolation. Grid description and sensitivity studies will be deferred to the discussion of the comparisons of measurement with prediction.
Test Conditions
Tests were performed at Mach 10 at a = 0 and rt20 deg in air for nominal reservoir pressures and temperatures shown in Table 1 . The nominal free stream Reynolds numbers based on model diameter for these conditions were 0.25~106, O.5x1O6, and 1~1 0~.
Results and Discussion
The data presented in the subsequent sections are organized and presented in the following manner:
(1) surface heating distributions along the model forebody, base, and support sting are presented in the form of a normalized Stanton number, CwCh, stag where c h , stag corresponds to the measured stagnation point heating on the model forebody unless otherwise noted; (2) As expected, the forebody heating rapidly diminishes as the flow accelerates around the spherical nose and onto the conic section. Heating over the cone section averaged approximately 60 percent of the forebody stagnation point heating level, Figs. 8a, 9a, and loa. As the boundary layer expands and thins as it approaches the forebody shoulder, the rate at which the heating decreases is moderated and then quickly falls off as the boundary layer separates from the base and forms the free shear layer. The expected local heating peak on the model shoulder was not identified due to minimal sensor resolution in this area.
The near wake recirculation region, which is bounded by the free shear layer, displayed characteristic low levels of surface heating. For example, heating on the model base at S/Rn= 3 remained below 1 percent of the forebody stagnation point heating level, Figs. 8b,9b, and lob. The characteristic local peak associated with the shear layer reattachment on the sting is evident further downstream (S/Rn=9) and was 16 and 18 percent of the measured forebody stagnation point heating rate at the low and high Reynolds numbers, respectively. These wake peak heating levels were also measured by Dye (1993) on a similar 70 deg sphere cone tested in the same facility. However, subsequent shock tunnel data (Holden, 1995) obtained on the present blunted cone configuration and corresponding laminar predictions from Moss (1995) imply that peak heating associated with laminar wake shear reattachment is typically 5-6 percent of the forebody stagnation point heating.
One explanation for the differences observed between tests in the 31-Inch Mach 10 Tunnel and LENS is that the relatively higher LaRC wake heating was produced by a non-laminar reattachment process.
The infhence of Reynolds number on normalized base-sting heating distributions is more clearly shown, Fig. l l b , where a small, but measurable spatial displacement and a n increase in magnitude of the heating peak associated with the reattachment process is observed. A factor of 4 increase in Reynolds number produced a forward shift (towards the model base) of the peak from S/Rn = 9.4 to 8.8 with a corresponding 8 percent increase in peak heating. These same trends were noted by Hollis (1996) and Wells (1990) while conducting similar blunt body wake studies in the same Mach 10 wind tunnel. The upstream movement suggests a decrease in the size of the wake recirculation vortex and/or thickening of the shear layer. Although it is recognized that the heating peak generally does not coincide with the actual reattachment point, experimentally obtained surface streamline patterns (not shown) indicate an upstream movement of the attachment point as well.
Berger (1971) discussed several wake flow models that suggest the size of a laminar wake recirculation region should actually increase with increasing Reynolds number. The present Mach 10 wake heating trends imply that wake shear layer transition has occurred prior to reattachmenthecompression. This would confirm speculation by Holden (1995) that differences in measured wake heating levels from a broad range of AGARD WG 18 blunt-body tests could result from differences in the turbulent structure of the shear layer.
Normalized forebody heating distributions, Fig. l . At such extreme angles-of-attack, the location of the forebody stagnation point and the associated subsonic region can become very sensitive to local conditions and subtle changes in angle-of-attack. On the forebody, Fig. 12a , the geometric stagnation point is found on the axis of symmetry located at S/Rn=O. At a= 0 deg, the peak heating point on the model and the geometric stagnation point are coincidental as expected. At angle-of-attack the peak heating point on the model has moved away from the geometric stagnation point to a point on the conical surface.
Computations by Weilmuenster and Hamilton (1986) on a similar 70 deg blunted cone in air at a=20 deg predict this behavior.
At angle-of-attack, the heating on the forebody conical surface (S/Rn=l) increased by 30 percent on the more windside surface (shown a= -20 deg) and decreased by 33 percent on the more leeside surface (shown a = +20 deg ).
At a= -20 deg the ray of thermocouples on the conical surface is perpendicular to the flow with the stagnation heating point lying near S/Rn=l. Away from this general location the heating eventually increases as the flow moves towards and accelerates around the spherical nosecap and the forebody shoulder. The localized heating plateau observed in the present study near S/Rn=l has been reported in the literature. Shimshi (1990) , Reddy and Miller (1986) , Stewart and Chen (1994) , and a Project Viking data report (Faye-Petersen, 1972) contain high angle-of-attack blunted cone experimental heating distribution trends similar to that observed in this study.
Over this same angle-of-attack range the location of peak heating found on the sting in the wake region, Fig. 12b , moved upstream from S/Rn=9.2 at a=O deg to S/Rn=5.7 at a=-20 deg. At the same time the magnitude was increased by over a factor of 2. Additionally, the heating to the model base (where instrumentation packaging would likely be located) was increased by 2.5 times that measured at a=O deg. As anticipated, a= +20 deg presented a leeside flow and reduced the base-sting heating.
Surface Pressure Typical run-to-run repeatability of the pressure coefficient, Cp, is shown, Fig. 13, for the Re,,d=1.0x106 condition where differences of less than 1 and 4 percent were measured on the forebody and base, respectively. As expected, the pressure coefficient is invarient with Reynolds number as shown in Fig. 14. A semi-log axis is utilized because of the large range between coefficients on the forebody and baselsting.
Comtmtational Predictions
Grid Sensitivity The present computational results and those obtained earlier by Horvath and Hannemann (1996) and Hollis (1996) indicate the necessity of grid refinement studies to examine the sensitivity of the wake flow field and associated surface heating to grid spacing and alignment. The topology of the nominal single block grid used in the present computations is shown, Fig. 15 .
In order to investigate the dependence of the solution on grid resolution, four grids containing 771x301, 386x151, 193x76, and 97x38 points in wall tangential and wall normal direction, respectively, were used, The finest grid was first generated using the elliptic grid generator MEGACADS (Ronzheimer et. al. 1994) . For this grid, the distance of the first grid line to the wall normalized to the radius of the forebody was 3~1 0 -~. The remaining three grids were obtained by removing every second grid point in each direction.
The effect of grid refinement on surface heating for Re,,d = 0 . 2 8~1 0~ is summarized in Figs. 16 a-b .
The discussion of grid convergence is restricted to the effect on surface heating distributions as flowfield quantities were not measured. The computed surface heat transfer along the forebody, Fig. 16a , displayed little influence to grid refinement.
Wake heating calculations were more sensitive to grid refinement. The predicted surface heating along the base-sting obtained with the four grid sizes is shown, Fig. 16b . The solution obtained with the 771x301 grid indicated the magnitude of the heating peak associated with the reattaching shear layer was reduced 8 percent relative to predictions with the 386x151 grid and the location was displaced downstream. These findings are similar to grid refinement observations by Hollis (1996) . Particle traces, shown in Figs. 17 a-d, associated with the range of grid densities for Re,,d = O.28x1O6, reveal the complexity of the predicted wake flowfield. These particle traces were obtained by integration of the steady velocity field. AU grid densities appeared to resolve a system of three vortices within the base recirculation region. The computed location of the small vortex found just behind the model shoulder moved closer to the shoulder as grid density was increased. The effect of this movement is illustrated by the trends in heating found at this location (S/Rn=3), Fig. 16b .
In addition to the effects of grid refinement on surface heating, the sensitivity of the base flowfield to model support interference was also computationally investigated. As far as this author is aware, all blunt body predictions in support of the AGARD WG 18 activity have been carried out under the premise of a constant diameter support sting. In actuality, the model and sting were supported in the tunnel by a larger diameter support barrel located approximately 2 model diameters downstream from the model base (see photo Fig. 5) . Speculation persisted that the factor of 3 difference between measurement and laminar predictions (Horvath and Hannemann, 1996) at Mach 6 along the sting could be the result of interference from this support barrel which was not modeled computationally. To address these concerns for the present results, predictions were made which modeled the support hardware more appropriately. The influence of the model support system on predicted sting Stanton number heating distribution is shown, Fig. 18 . The small differences in prediction are believed to be grid related. The extension of the grid to include the support barrel resulted in a n inadvertant shifting of grid points tangential to the wall. Because of the wake grid sensitivity identified earlier, this 'effective' grid alteration may explain the small differences in prediction. It is concluded that large scale interference effects are not present at the measurement stations on the model.
Based on the present grid sensitivity study it has been concluded that converged forebody solutions have been achieved. Utilizing the present grid topology and grid densities, the wake heating solutions remained sensitive to grid refinement. A comprehensive wake grid sensitivity study by Hollis (1996) revealed that because the free shear layer and wake are viscous dominated regions, grid spacing comparable to that found in a n attached wall boundary-layer was required to properly resolve the wake flow field. Equally important, it was found that grid alignment with the flow was a concern. Hollis concluded that lack of resolution in the shear layer along with skewness of the grid lines with respect to the flow direction had the net effect of introducing a form of artificial viscosity into the computations. This ultimately was shown to effect the size and shape of the recirculation region and alter the magnitude of the sting heating. Although not as comprehensive as Hollis, the present grid refinement study did yield the same trends and conclusions. That is, the location of the heating peak found on the sting was displaced futher away from the model base as grid density was increased while the magnitude of the heating decreased 8 percent between the two finest grids. It is recommended that future blunt body wake heating predictions be performed with a grid topology that captures the wake shear layer more appropriately (Hollis, 1996) . = O.25x1O6, O.5x1O6, and 1x106, respectively. Error bars placed on the data of +8 percent are based on an analysis by Hollis (1996) .
ComDarisons to
On the forebody, Figs. 19a, 20a , and 21a, the best agreement was found at the stagnation point (S/Rn=O) and along the cone section prior to the shoulder (1.5< S/Rn <2). The largest disparity between measurement and laminar prediction was consistently on the cone section between S/Rn=0.2 and 1.5. While the predictions were generally within the stated experimental uncertainty for the lowest two Reynolds numbers, Figs. 19a and 20a , the computations underpredicted the Stanton number distribution at the highest Reynolds number case, Fig. 21a (7.7 percent difference at the stagnation point).
At this higher Reynolds number it is possible, although very unlikely, the forebody boundary layer was approaching a transitional state as was the case observed at Mach 6 by Horvath and Hannemann (1996) . Because the numerical grid was fixed for all three Reynolds numbers it could also be argued that the allocation of grid points within the thinner forebody boundary layer at this Reynolds number was inadequate. As the cell Reynolds number at the wall was below one for all three cases and it is believed that this was not a concern.
Spatial resolution of the heat transfer gages in the vicinity of the model shoulder was not sufficient to resolve the local peak in heating observed computationally a t S/Rn=2.04.
The laminar calculations in the near wake indicated that the heating peak associated with reattachment was approximately 50 to 55 percent below the measured values, Figs. 19b, 20b, and 21b . This is consistent with the assumption of a transitionaUturbulent reattaching shear layer, where the magnitude of the heating peak would be larger relative to the laminar counterpart.
The hypersonic wake transition work of Lees (1964) correlated a large range of ground and flight test data in an attempt to predict laminar-turbulent shear layer transition. It was concluded that for a blunt body in hypersonic equilibrium flow the observed transition Reynolds number based on local edge conditions was on the order of lo5 for an edge Mach number of approximately 2.5. In this study, at the origin of the free shear layer where the boundary layer separates from the forebody, the computed edge Mach number was equal to 3.1 and did not vary with Reynolds number. The corresponding predicted edge Reynolds numbers varied from 0 . 2~1 0~ to 0.6~105 . This would suggest the free shear layer transition could indeed occur prior to reattachment.
These findings are consistent with those made by Horvath and Hannemann (1996) a t Mach 6 where intrusive measurements revealed a blunt body turbulent wake shear layer. This trend was also recently documented experimentally by Hollis (1996) who, in the same wind tunnel with a smaller diameter blunted cone model, was able to achieve both laminar and turbulent wake heating measurements. Hollis found the peak sting heating was 8 percent of the forebody stagnation value at the lowest Reynolds number condition (Re,,d = O.08x1O6), implying a laminar reattachment. The heating peak ratio increased to 15 percent at the highest Reynolds number condition, suggesting a transitionaYturbulent shear layer.
For the present study the predicted laminar heating peak found downstream on the sting varied with Reynolds number (not shown) and was 6-8 percent of the predicted forebody stagnation point heating. The corresponding experimental results varied from 16-18 percent.
On the model base, the predicted heating was generally four times that measured. It is assumed the two local heating peaks determined computationally at S/Rn = 2.3 and 2.85 are the result of flow stagnation associated with the predicted vortices located near the shoulder and base-sting juncture, Figs. 17 a-d. Interestingly, these local heating peaks were not measured experimentally in the present study at Mach 10 as they were at Mach 6 (Horvath and Hannemann, 1996) . The lack of the first peak at S/Rn=2.3 may suggest a fundamental difference between experiment and prediction in the separation process found at the vicinity of the model shoulder which would ultimately affect the development of the wake vortex structure downstream. The lack of experimental evidence of the second peak at S/Rn=2.85 suggests that the predicted laminar base-sting juncture vortex: (1) is not present, (2) has undergone significant viscous dissipation due to a turbulent wake structure, or (3) is highly unsteady and its position cannot be determined with the mean heating measurement. Rigorous validation of the complex recirculation patterns predicted near the base-sting juncture were not possible, as low data sampling rates andlor lack of surface instrumentation in the desired locations prevented further analysis. The predicted wake pressures on the model base (S/Rn=3.1) and downstream on the support sting (S/Rn=9.7) are generally low relative to the measurements. At the two lowest Reynolds numbers the predicted model base pressures are just within the experimental uncertainty. Downstream of the reattachment point, the laminar calculations underpredict measurement by 16 and 35 percent at the highest and lowest Reynolds numbers, respectively. As with the heating comparisons, one possible explanation may be that the calculations were performed assuming a laminar wake flow structure. If the wake structure is indeed transitional or turbulent as believed, then higher pressures may result from additional compression from a larger shear layer turning angle (smaller wake vortex) and a more direct impingement of the shear layer on the sting.
Concluding Remarks
The reattachment process of a free shear layer associated with the near wake of a bluntbody was experimentally and computationdly investigated at Mach 10 in air over a freestream Reynolds number range based on body diameter of 0 . 2 5~1 0~ to 1x106 at a = 0 deg and +20 deg. The study was designed to complement previously reported Mach 6 perfect air tests as well as results obtained in several hypervelocity shock tunnels capable of producing real gas effects. The configuration consisted of a 70 deg half angle, spherically blunted cone, with a rounded shoulder, flat base, and a cylindrical afterbody. Surface heating rates were inferred from temperature time histories measured with coaxial surface thermocouples on the model forebody and with thin film resistance gages along the model base and cylindrical after body. Surface pressure was measured by piezoresistive transducers. Perfect gas laminar numerical simulations were provided by a 3-D Navier Stokes code (NSHYP) utilizing a single block grid topology.
The magnitude and position of the peak heating on the sting is sensitive to the state (i.e. laminarhrbulent) of the wake free shear layer. Measured peak heating due to shear layer impingement on the instrumented cylindrical after body was found to be over a factor of 2 higher than laminar predictions and resulted in a localized heating maximum that was 16 percent to 18 percent of the forebody stagnation point heating.
An increase in Reynolds number produced an increase in magnitude and forward movement (towards the base) of the wake heating maximum on the support sting; this behavior is indicative of a turbulent wake structure. These findings are consistent with those for Mach 6 air (Horvath and Hanneman, 1996) where schlieren images, intrusive wake pitot pressure, and hot wire surveys were used to establish the state of the wake free shear layer.
Computationally, it was found that the grid densities examined in this study were more than adequate to yield converged forebody heating solutions. The laminar wake heating predictions could be improved by aligning the grid with the wake free shear layer and reallocating more points within the recirculation region and shear layer.
The present benchmark data set is being used to challenge transition and turbulence models that are appropriate to blunt body wake flow fields. 
