Random sampling can lead to algorithms where the Fourier reconstruction is almost perfect when the underlying spectrum of the signal is sparse or band-limited. Conversely, regular sampling often hampers the Fourier data recovery methods. However, two-dimensional (2D) signals which are band-limited in one spatial dimension can be recovered by designing a regular acquisition grid that minimizes the mixing between the unknown spectrum of the well-sampled signal and aliasing artifacts. This concept can be easily extended to higher dimensions and used to define potential strategies for acquisition-guided Fourier reconstruction. In this paper we derive the wavenumber response of various sampling operators and investigate sampling conditions for optimal Fourier reconstruction using synthetic and real data examples.
INTRODUCTION
The sampling theorem is an interesting topic of chief importance in the physical sciences and engineering. Sampling methods can be classified into two categories, uniform and nonuniform sampling methods. In uniform sampling methods, a signal is sampled periodically at a constant rate. This leads to recovery conditions based on the well-known Nyquist sampling theorem. An overview of uniform sampling and its properties is given by Unser (2000) . For nonuniform sampling methods, a distinction is made between methods that assume known sampling positions, and those where the position at which observations were taken are not precisely known (Vandewalle et al., 2007) . In this paper, we will concentrate on methods with known sampling locations.
Multi-channel sampling is another form of sampling that leads to the so called superresolution reconstruction techniques (Bertero and Boccacci, 2003; Park et al., 2003) . A geophysical example of multi-channel sampling was provided by Ronen (1987) who proposed an algorithm to estimate an alias-free zero-offset section from aliased common offset seismic sections. This algorithm was later developed into inversion to zero-offset (Ronen et al., 1991 (Ronen et al., , 1995 .
Data reconstruction methods based on signal processing concepts have been proposed to reconstruct seismic data. Two important categories are prediction filtering methods, and transform-based methods. Prediction filtering approaches have been proposed by Spitz (1991) ; Porsani (1999) . The frequency-wavenumber (f-k ) equivalence of prediction filtering methods is introduced by Gulunay (2003) . Their techniques are capable of interpolating regularly sampled aliased data. These type of methods have been modified by Naghizadeh and Sacchi (2007) to cope with irregularly sampled data. Transform-based methods map the signal to a new domain and a synthesis of the signal from the transformed domain is used to generate data at un-recorded spatial locations. Transform-based seismic data Fourier reconstruction reconstruction have been proposed by, to cite a few, Bardan (1987) , Darche (1990) , and Trad (2008) . Transform-based methods which operate with Fourier basis have been also adapted for seismic data reconstruction. In this case the seismic signal is represented via a superposition of complex exponentials.
Fourier reconstruction methods rely on two basic assumptions. In general, we assume band-limited signals in the wavenumber domain and/or signals that can be represented by a parsimonious distribution of Fourier coefficients. Examples of the aforementioned assumptions abound in the signal and imaging processing literature. For instance, reconstruction of band-limited signals via Fourier methods have been studied by Strohmer (1997) ; Feuer and Goodwin (2005) ; Eldar (2006) . In the geophysical literature Duijndam et al. (1999) and Schonewille et al. (2003) proposed a band-limited signal reconstruction method for seismic data that depends on two and three spatial dimensions. Methods that used the sparsity assumption to reconstruct data were proposed by Sacchi and Ulrych (1996) and Sacchi et al. (1998) and expanded to the multidimensional case by Zwartjes and Gisolf (2006) and Zwartjes and Sacchi (2007) .
The intention of this paper is to provide an understanding of the importance of sampling at the time of defining a Fourier reconstruction strategy. In particular we investigate different type of samplings and the impact they have on the accuracy of the general form of band-limited Fourier reconstruction introduced by Liu (2004) . The latter, also called Minimum Weighted Norm Interpolation (MWNI) method, permits to retrieve the wavenumber spectrum of desired data from a decimated data. It must be mentioned that this article only investigates the MWNI method. The conclusions arising from our analysis, however, are valid for other reconstruction methods that adopt a simple or sparse spectral representation. This includes the anti-leakage Fourier transform (Xu et al., 2005) , projection onto convex sets (Abma and Kabir, 2006) and other sparsity promoting solutions to the interpolation problem (Sacchi et al., 1998; Hennenfent, 2008) . Also, our general conclusions may apply to methods that use other transforms such as wavelets (Beylkin et al., 1991) , curvelets (Candes, 2006) , seislets (Fomel, 2006) and etc. Reconstruction methods that adopt sparsity promoting strategies are part of the general theory of compressive sensing (Donoho, 2006; Tsaig and Donoho, 2006) . The latter deals with the optimal recovery conditions for signals that admit sparse representation in surrogate domain.
In our paper, random sampling means randomly picked samples from a regular grid of data. A regular grid of data is a requirement for the MWNI method (Liu, 2004) . The latter permits to design an computationally efficient interpolator that heavily relies on spatial fast Fourier transforms (FFT). The anti-leakage Fourier transform reconstruction (Xu et al., 2005) , on the other hand, uses the exact irregular spatial positions and consequently requires operators based on non-uniform discrete Fourier transforms. It must be mentioned that in real practical surveys the pure irregularity of spatial sampling might completely eliminate the alias problem. However, in most of seismic surveys, the spatial sampling operators are near regular and therefore they might suffer from the same problems of regular grids. This paper is organized as follows. First, we review one-dimensional and two-dimensional sampling operators and their frequency or wavenumber responses. We examine the wavenumber domain footprint of the sampling operators and study cases where MWNI can properly reconstruct data from under-sampled observations. We then provide examples of synthetic and real data, highlighting our finding on the relationship between sampling operators and Fourier reconstruction.
SAMPLING THEORY

One-dimensional sampling functions
We start our discussion by considering a discrete signal x of length N x = {x(0), x(1), x(2), . . . , x(N − 1)}.
(
In addition, we will replace N − M arbitrary samples of x by zeros to simulate missing observations. The location of the available samples are indicated by the set H = {h(0), h(1), h(2), . . . , h(M − 1)}. The signal with missing samples is represented via the following expression
The discrete Fourier transform (DFT) of x is defined by
We now we compute the DFT of signal with missing samples
It is easy to show (Appendix) that the DFT of the sampled signal can be represented in vector form as follows
where the symbol * indicates discrete periodic convolution (Oppenheim and Schafer, 1974) and Q denotes the Fourier response of sampling function with elements given by
The sampling function in equation 6 convolves the spectrum of the original signal to yield the spectrum of the signal with missing samples. This equation is fundamental to understanding Fourier reconstruction methods. Let's use examples to study the footprint of the sampling operator in the wavenumber domain. Figure 1 shows sampling functions (left side) and their correspondent frequency responses (right side). In this example we assume that the data has been regularly decimated. The decimation factors are 1, 2, 3, 4 and 5 from top to bottom, respectively. For the decimation factor equal to 1 (no decimation), the wavenumber response of the sampling function has only one impulse at the normalized wavenumber k = 0.0. This means that the DFT vectors X s and X are equal. When the data are decimated by a factor of 2, every other sample is replaces by zeros and the wavenumber response contains two impulses. In other words, the DFT of the sampled data will contain replicas of the DFT of the data prior to decimation. Increasing the decimation factor results in more replications of the original spectrum. It is important to notice that the size of replicated impulses is preserved. If K N denotes the Nyquist wavenumber, the decimation process by an integer factor L of a periodic sequence can also be described as the lateral cyclic rotation of the original wavenumber spectrum by amounts (Gulunay, 2003) . The wavenumber response of a nonuniform sampling operator has a different structure than the uniform one. It has nonzero values for the all of its components inside the fundamental interval of the wavenumber spectrum. Interestingly, it has only one large value which appears at the exact location k = 0. The rest of the components are small. As the number of missing samples increases, more components of the sampling function are dominant. Figure 3 shows 5 random sampling operators with 85% missing samples. As the number of missing samples increases, the amplitude of the impulses in the wavenumber response of the random sampling operator increases.
To continue with the analysis we now examine the case where the data contain gaps. Figure 4 shows the plot of various sampling functions (left side) and their associated wavenumber responses (right side). Similarly, Figure 5 depicts the plot of different sampling functions (left side) for the extrapolation case and their corespondent wavenumber responses (right side). Both cases produce wavenumber responses with a dominant amplitude responses at the negative and positive normalized wavenumbers near k = 0. The spectrum of the data that has undergone this type of sampling will be blurred by the convolution with the wavenumber response of the sampling function. On the other hand, in the regularly sam- pled case the spectrum of the sampled data will exhibit, depending on wavenumber support, organized replicas (alias), which can only be removed when there is no overlap between the spectrum of the signal and the aliased components (band-limited signal). In other words, in order to interpolate the data, such overlaps must be suppressed. (Gulunay, 2003) .
Multidimensional sampling functions
The formulas introduced in the previous section can be easily generalized to multidimensional cases. We will concentrate on the 2D case but bear in mind that a generalization to N-D case is straightforward. Let us consider the lattice u, with size N x × N y represented by
Assume that we arbitrarily reserve M samples of data and set the rest to zero to obtain u s , the signal with missing samples. Let us indicate the location of the available samples by
where, h x and h y indicate the location of the available samples on the axis X and Y , respectively. The DFT of the original data, U, is given by: Now, the DFT of the data with missing samples, U s , is obtained by
where, represents the 2D convolution operator and Q is the 2D Fourier response given by
In this paper the absolute value (or amplitude) of the wavenumber response of the 2D sampling function, Q, is plotted for various sampling scenarios. To start the analysis, Figure  6b shows the wavenumber response of a sampling function with no missing samples ( Figure  6a ). The wavenumber response is a single impulse in the middle of the 2D spectrum. Figure 6c shows a 2D sampling operator that eliminates every other slice of data in the Y direction. Filled circles represent the available samples and crosses show the missing samples. Figure 6d shows the wavenumber response of Figure 6c . The wavenumber response has two impulses located at normalized wavenumbers (k x , ky) = {(0, 0), (0, −0.5)}. Figure  6e shows another 2D decimation function that samples the data in a chessboard pattern. Figure 6f shows the wavenumber response of Figure 6e . In comparison to Figure 6d , the impulse at the normalized wavenumber (0, −0.5) is moved to (−0.5, −0.5).
This is an interesting phenomenon and can be efficiently utilized for data reconstruction purposes. Assume that the original 2D signal in Figure 6b is band-limited in the k x axis in the interval [−0.2, 0.2] and full band in the k y axis. Therefore, in Figure 6d the replication impulse produce by the sampling operator is inside the interval where the signal lives. In Figure 6f , however, the impulse resides outside the region containing the signal. Hence, in the case of Figure 6f one use a band-limiting constraint on the k x axis to remove the sampling artifacts. Conversely, in Figure 6d band-limitation cannot be used to eliminate the sampling artifacts. Figure 7a shows a sampling function which has eliminated two Y slices between each available Y slice. Figure 7c shows another sampling function which also has eliminated two samples between available samples and the available samples are located in all of the Y and X slices. Figures 7b and 7d show the wavenumber responses of the Figures 7a and 7c. In Figure 7d the band-limitation information on the k x axis can be used to eliminate the artifacts. This is not possible in the situation depicted in Figure 7b .
To continue with our analysis, we now examine the case where samples from the grid are randomly eliminated. Figures 8a and 8c show two 2D random sampling operators with 50% and 85% missing samples, respectively. Figures 8b and 8d depict the wavenumber responses of 8a and 8c, respectively. It is interesting that in both wavenumber responses the amplitude of impulses are very small compared to the impulse of the original data located in the center of the plots. Therefore, for randomly sampled multidimensional data with a high percentage of missing samples, the spectral distortion could be minimal. Figure  8e shows a 2D sampling operator for a gap inside the data. The wavenumber response of 2D gap sampling ( Figure 8f ) contains relatively high amplitude impulses only in the vicinity of the main original impulse.
Band-limited Minimum Weighted Norm Interpolation
In the previous section we have reviewed basic concepts in sampling theory. In this section we examine how one can reconstruct seismic data using MWNI for different sampling scenarios. In particular, we will highlight the importance of understanding the interplay between sampling and a given reconstruction algorithm for a successful reconstruction of seismic data. The MWNI method is described in detail in Liu (2004) , Liu and Sacchi (2004) and Trad (2009) . Interpolation of band-limited data with missing samples using the MWNI method is summarized in the following paragraphs.
The observed data d obs is related to the unknown data in the desired grid, d, via the sampling operator G. The desired data can be retrieved by minimizing the following cost function
where .
2
W indicates a weighted norm and G is the sampling matrix which maps desired data samples d = d(x n , f ) to available samples d obs = d(x h , f ) at a given frequency f . Its transpose, G T , fills the position of missing samples with zeros (Liu and Sacchi, 2004) . The norm is expressed as follows For the MWNI method the diagonal matrix is defined as
where K indicates the region of support of the Fourier transform. The pseudoinverse of Υ is defined as:
For the band-limited MWNI, the values of W k are equal to one, while for the MWNI method, their values must be iteratively updated to find an optimal reconstruction. The minimizer of the cost function in expression 12 is given bŷ
where F is the Fourier transform operator in matrix form, α is trade-off parameter, I is the identity matrix, T and H stand for transpose and Hermitian transpose operators, respectively. For further details see Liu (2004) and Liu and Sacchi (2004) . Tables 1 -3 demonstrate the Conjugate Gradients (CG) algorithm used to implement the MWNI method. The symbols and represent the circular convolution and element by element multiplication, respectively.
EXAMPLES Synthetic 1D examples
Random sampling operator
In order to examine the performance of the MWNI method with various sampling operators, a synthetic and real-valued 1D signal with two harmonics was created (Figure 9a ). The data contains 120 samples and the harmonics are at 0.06 and 0.13 normalized wavenumbers with amplitudes equal to one. For our 1D examples, the left panels will show the data in the spatial domain (where we have assumed ∆x = 1) and the right panels will represent their correspondent normalized wavenumber domains. To proceed with the first example, 80 percent of the data was eliminated randomly. The missing samples ( Figure 9c ) were reconstructed using the MWNI method. Figure 9e shows the result of the reconstruction. Since available samples were picked by a random nonuniform sampling operator the reconstruction was successful. This is due to the fact that the wavenumber response for the nonuniform sampling operator has only one high amplitude impulse (Figure 2) . Hence, its convolution with the spectrum of the original data (which is simple as well) will create a simple signal (with impulses at the same location of the impulses of the original spectrum) suitable to be reconstructed using the MWNI method. Figures 9b, 9d , and 9f show the Fourier panels of Figures 9a, 9c , and 9e, respectively.
There is a common misinterpretation pertaining random sampling, which needs to be clarified. One might think that the shortest distance between consecutive samples (or average sampling rate) determines the success of a reconstruction method based on sparsity or MWNI. Figure 10a shows an example of randomly picked samples in which the shortest 
Update and smooth band-limiting function:Υ = abs(X) H end x = IF F T (X) end distance between consecutive samples was forced to be more than 4 samples. The reconstructed data using the MWNI method (Figure 10c) shows that the signal was reconstructed successfully even though we did not have samples with less than 4 samples apart. This reflects the fact that it is the main underlying grid of the sampling operator that determines the success of the MWNI method. Figures 10b and 10d show the Fourier panels of Figures  10a and 10c , respectively.
It is important to mention that for random sampling even relatively high amplitude artifacts can be eliminated using the MWNI method. This is due to the fact that the MWNI algorithm is a non-linear interpolation method which iteratively updates its weighting function in the wavenumber domain by comparing the latest result of the reconstruction to the available samples. Hence, if there were high amplitude artifacts in the spectrum that do not match the available samples, they are eliminated by iterative updating. Unfortunately, artifacts in the spectrum due to regular decimation in the spatial domain will completely match the available samples and therefore, non-linear updating can not eliminate them. Figure 11 shows the relationship between the percentage of available samples and the total reconstruction error for the MWNI method when random sampling is adopted to the original data in Figure 9a . For each percentage of missing samples, 20 different random sampling realizations were performed and the mean of reconstruction error (normalized RMS difference) and its standard deviation were plotted. As the number of available samples decreases, the reconstruction error and its variance increases. 
Regular decimation
For the next example (Figure 12a ), the signal was decimated by a decimation factor of 2 (every other sample). Due to the regularity of the samples, the MWNI method was not able to reconstruct the missing samples (Figure 12c ). While MWNI fails to recover the missing data, one can utilize band-limitation in the Fourier domain for reconstruction purposes. Figure 12e shows the successful reconstruction of the data using the band-limited MWNI method. The band-limiting function in the Fourier domain is designed to eliminate any event out of the normalized frequencies [−0.15, 0.15]. The interval is chosen based on the a priori information regarding the spectrum of the original data. Figures 12b, 12d, and 12f show the Fourier panels of Figures 12a, 12c , and 12e, respectively.
While MWNI with the addition of band-limitation can eliminate high amplitude artifacts caused by regular sampling operators, it will fail to do so if the artifacts are mixed with the original spectrum of the data. Figure 13a show a regularly decimated signal with decimation factor of 6. Figure 13b shows the Fourier panel of Figure 13a . It is evident that parts of the artificial events introduced by the regular sampling operator are interfering with the original spectrum of the data. Figure 13c and 13d show the reconstructed data using the band-limited MWNI method and its Fourier panel, respectively. The reconstructed data are different from the original data due to the presence of high amplitude artifacts in the band selected for reconstruction.
Combination of regular and random sampling operators
A sampling operator can be a combination of regular and random sampling functions. This means that first, a discrete signal is decimated using a regular sampling operator and then the resultant sampled function is sampled using a random sampling operator. Figure  14a shows an example where the available samples have been randomly picked from an already decimated original signal by a factor of 3. Figure 14c shows the reconstructed data using the MWNI method. Since the random sampling operator is applied on the already decimated signal, the MWNI method was able to reconstruct the decimated signal, not the original one. Figure 14e shows the reconstructed data using the MWNI method when Reconstructed data via MWNI. e) Reconstructed data using band-limited MWNI in the normalized frequency interval of [-0.15,0.15] . b), d), and f) are the wavenumber spectra of (a), (c), and (e), respectively. band-limitation is included. Notice that we have simultaneously utilized band-limitation and the minimum weighted norm constraint to remove the effects of both regular and random sampling operators. Figures 14b, 14d, and 14f show the Fourier panels of Figures  14a, 14c , and 14e, respectively. Figure 15a shows an example with a gap inside the data. The reconstructed data using the MWNI method (Figure 15c) shows a successful recovery of the samples in the gap. It is clear that the artifacts caused by the gap in the frequency domain (15b) are all in the vicinity of the main spectrum of the original signal (9b). This was expected since the Fourier response of the gap sampling operator (Figure 4 ) has high value impulses only in the vicinity of the main impulse of the original spectrum. Therefore, as the Fourier panel of the reconstructed data (Figure 15d) shows, the MWNI method was capable of eliminating the artifacts caused by a gap inside the regularly sampled grid of data. 
Gap operator
Synthetic 2D examples
Random sampling
In this section we utilize the MWNI method to reconstruct 2D data. In fact, the 2D MWNI method is carried out in the f-x domain and, therefore, it is implemented as a 1D spatial reconstruction process for each frequency. Figure 16a shows an original synthetic 2D section composed of three linear events. The original data are severely aliased and the band-limited MWNI method can not be used for the frequencies above the normalized frequency 0.12. More than 60 percent of traces are randomly eliminated creating a section with missing traces shown in Figure 16b . Figure 16c shows the reconstructed data using the MWNI method at each frequency. Figures 16d, 16e and 16f show the f-k spectrum of Figures  16a, 16b and 16c , respectively. The random sampling in the spatial domain creates low amplitude artifacts around the spectrum of the original data. This is the behavior expected from the random sampling operator as shown in Figure 2 . In the case of random sampling of traces, the MWNI method is capable of interpolating the missing traces (Figure 16c) . However, there are some isolated high amplitude artifacts left in the f-k spectrum of the reconstructed data.
Regular sampling
The same 2D synthetic section was also decimated by a factor of 2 (Figure 17a ) in order to be reconstructed by the MWNI method. Since the sampling operator was regular, the MWNI method was not able to recover the missing traces (Figure 17b cyclic shifted spectrum with the original one creating the wrapping of the signal in the f-k domain (Gulunay, 2003) . Therefore, since the original spectrum of data was spatially aliased, the resulted replicated spectrum completely mixes with the original spectrum. Applying the MWNI method separately for each frequency can not discriminate between the original and the replicated spectrum. The replicated spectrum is well-separated in the low frequency portion of the data and a band-limiting (low-pass) function can be deployed in the wavenumber axis to eliminate them. However, high frequency spatial data, the bandlimitation is no longer effective. To overcome this problem, Gulunay (2003) introduced an f-k reconstruction method where a mask function is built from low frequencies to eliminate the aliasing artifacts in the high frequencies. 
Gap sampling
Next, we investigate the spatial gap of traces inside a 2D synthetic example ( Figure 18a ). As it was expected and shown in Figure 18c , the gap causes low amplitude repetition of the spectrum in the vicinity of the original spectrum. Figures 18b and 18d show the reconstructed data using the MWNI method in the t-x and f-k domains, respectively. The results show that the MWNI method is a good candidate for reconstruction of a gap inside the data.
3D examples
Synthetic linear events
In order to examine the performance of the MWNI method for multidimensional data, a 3D cube of synthetic data was created. The original data are composed of three dipping planes with slopes (α x , α y ) = {(2.5, 3.75), (1.25, −1.25), (−3.5, −3.0)}. The data set contains 2400 traces in a spatial grid of 40 × 60 and slightly contaminated with random noise. Figure 19a shows a perspective view of the cube containing the synthetic data. The trajectory lines of the three synthetic events can be seen on the boundaries of the cube. In order to get an in-depth view of the data one can pick slices of data in different locations and project them to the sides of the cube. Figure 19b shows a cube of the original data where the top view is the time slice at 0.65 (s), the front view is the 21st slice in the Y direction, and the side view is 17th slice in the X direction. Figure 19c shows the cube with missing traces on which about 95% of traces have been eliminated randomly. Figure 19d shows the reconstructed data using the MWNI method. Despite the large number of missing traces, the reconstruction was successful. Figures 20a, 20b , and 20c show the f-k panels of the front views in Figures 19b, 19c, and 19d , respectively. Figure 21a shows a cube with missing traces which was created from Figure 19b by first decimating every other slice in the X direction and then eliminating 50% of the remaining traces. Overall, in Figure 21a , about 75% of the original traces were eliminated. Figure 21b shows the reconstructed cube using the MWNI method. It is interesting to note that only every other slice in the X direction is successfully reconstructed. This was expected since the original decimation of slices in X direction results in a 2D Fourier response similar to the one shown in Figure 6d . This means that the replicated artifacts in the X direction are as large as the amplitudes in the original spectrum and cannot be removed by the MWNI method. Since the original data was aliased in both spatial directions we could not use the band-limited MWNI method to eliminate the artifacts. Figures 22a and 22b show the f-k panels of the front views in Figures 22a and 22b , respectively.
Synthetic curved events
It is interesting to examine the performance of Fourier reconstruction for non-linear (curved) events. Events with curvatures in the t-x domain do not have a simple or sparse representation in the frequency-wavenumber domain. New representation methods like curvelets (Candes et al., 2005) and seislets (Fomel, 2006) were recently introduced to obtain a sparse and local representation of seismic events. This paper, however, is focused on reconstruction methods based on Fourier transforms. Interested readers are referred to Hennenfent and Herrmann (2008) ; Naghizadeh and Sacchi (2010) for curvelet-based reconstruction and Liu and Fomel (2010) for seislet interpolation. wavenumber in the Y direction (k y ∈ [−0.15, 0.15]). The reconstruction was not successful because the sampling artifacts were inside the band-width used by the inversion. Figure  23e shows the cube of data with missing traces which has been sampled in a chessboard pattern. The sampling operator is equivalent to the one in Figure 6e . Figure 23f shows the reconstruction of the data in Figure Figure 25a shows a perspective view of the cube containing the selected real data with trajectories of the events on the boundaries of the cube. Figure 25b shows slice views of Figure 25a at time 3.5 (s) (top view), X slice 46 (side view), and Y slice 10 (front view). Next 50% of the original traces were eliminated randomly to create a cube with missing traces (Figure 25c ). Figure 25d shows the reconstructed data using the MWNI method. Figures 26a, 26b , and 26c show the f-k panels of the front views in Figures 26b, 26c , and 26d, respectively. Because of the presence of curved events there is some differences between the original data and the reconstructed data. Also, notice that the reconstructed data have been muted above the first arrival. By choosing a proper windowing strategy in the spatial and time directions, one can further reduce the differences between the original and reconstructed data. Figure 27a shows the cube of data from the Gulf of Mexico on which the original traces are decimated by a chessboard pattern. The 2D sampling operator for this example is similar to the one in Figure 6e . Figure 28a shows the f-k spectrum of the front view of Figure 27a . It is clear that regular sampling resulted in an f-k spectrum which is the sum of wrapped (shifted) spectrum with the original spectrum. Also there is a prominent overlap between the original and shifted spectrum. Figure 27b shows the reconstructed data using the MWNI method. Figure 28b shows the f-k spectrum of the front view of Figure 28b . The MWNI method was not able to eliminate the artifacts. Figure 27c shows the reconstructed data using the band-limited MWNI method. The band-limitation was applied in the interval of k y = [−0.2, 0.2] normalized wavenumbers and full-band on k x axis. The band-limitation on the Y direction (common-offset direction) makes sense since one would not expect strong dips as well as sharp changes in this direction. The reconstructed data still contains some leftover artifacts. This could be due to the presence of noise and curvature in the original data. Figure 28c shows the f-k panel of the front view of Figure 28c .
2D spatial regular sampling
CONCLUSIONS
In this paper we examined the effects of random sampling and regular sampling operators on the performance of the MWNI method. The spectrum of sampling operators and their influence on the original spectrum of the data were mathematically derived. The spectrum of the random sampling operators has only one impulse and the rest of its components are a) small. Conversely, for regularly sampled data, depending on the decimation factor, several equally sized impulses will be present in the spectral domain. The latter is responsible for spectral mixing in the form of alias. The spectrum of the sampling operator is cyclicly convolved with the spectrum of original data to give the spectrum of sampled data. Provided that the original data had a simple spectrum, its convolution with the spectrum of the random sampling operator will still create a simple signal with small amplitude artifacts. Therefore, randomly sampled signals are recoverable by assuming simplicity in the Fourier domain. The latter can be in the form of sparsity or via the minimum weighted norm constraint studied in this paper.
The spectrum of the regular sampling operator contains replications and its cyclic convolution with the spectrum of original data will produce unwanted repetitions of the spectrum of original data. Hence, eliminating the artifacts caused by the regular sampling operator using the MWNI method will be impossible unless the original data were bandlimited. For the multidimensional case (more than one spatial dimensions), the success of the band-limited MWNI method will depend on the type of regular sampling operator and band-limited properties of the original data. For a chessboard pattern decimation, the sampling artifacts in the Fourier domain will have the optimal possible separation from the spectrum of original data. This property helps one to use the band-limitation information in one spatial direction to recover the signal in other, aliased, spatial directions. 
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APPENDIX
We call Q the wavenumber response of the sampling operator. It can be proven that X s = X * Q, where * represents the convolution operator. Writing the convolution operator explicitly, we have: 
Now due to the orthogonality of Fourier series, the expression inside the bracket in the last line of (17) is nonzero if n = h(m). This means that expression (17) can be reduced to: 
