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Résumé 
Actuellement, la synthèse au niveau transfert de registres (Register Transfer Level - 
RTL) ou la synthèse logique, représente une étape importante dans le processus de con- 
ception des circuits intégrés numériques. Elle a été intégrée dans un certain nombre 
d'outils de Conception Assisté par Ordinateur (Cornputer-Aided-Design - CAD) tels que 
Synopsys, Cadence, Mentor Graphies, etc. La synthèse au niveau RTL est un processus 
d'optimisation permettant de générer à partir d'une descnption au niveau RTL, une des- 
cription au niveau portes logiques en respectant certaines contraintes telles que la surface 
et la vitesse du circuit. Une description au niveau RTL consiste en un réseau de modules 
combinatoires (réalisant des fonctions élémentaires telles que I 'addition, la multiplication, 
etc.) et d'éléments mémoires ou registres. 
P a n i  les avantages de la synthèse au niveau RTL est qu'elle permet de décrire le cir- 
cuit à haut niveau d'abstraction, ce qui est nécessaire avec l'augmentation de la com- 
plexité des circuits intégrés. Aussi, le circuit généré au niveau pories logiques après la 
synthèse est généralement non redondant, et peut être implanté en plusieurs technologies 
différentes. Enfin, la descnption au niveau RTL est plus facile à lire, à comprendre et à 
analyser par comparaison à une description au niveau portes logiques. 
L'évolution de la technologie des semi-conducteun vers des niveaux d'intégration de 
plus en plus élevés et le progrès dans le développement des outils CAD pour la conception 
des circuits ont rendu le test une tâche de plus en plus complexe et coûteuse. Des techni- 
ques de conception orientée pour la testabilité (Design-For-Testability - DFT) ont été 
développées afin de réduire le coût du test et améliorer la qualité du test du circuit intégré. 
La plupart des techniques DFï proposées dans la littérature utilisent l'analyse de testabi- 
h é  pour estimer la difficulté du test d'un circuit intégré dans le but de le modifier pour le 
rendre facilement testable. La modification du circuit consiste généralement à insérer un 
ensemble de points de test. Cependant, cette modification affecte certains paramètres tels 
que la suface et la vitesse du circuit déjà optimisés durant le processus de la synthèse au 
niveau RTL. D'OU 1' avantage de considérer la testabilité du circuit avant la synthèse. 
L'objectif de cette thèse est de considérer la testabilité d'un circuit à un haut niveau 
d'abstraction, avant la synthèse au niveau RTL. Nous proposons une nouvelle méthode 
d'analyse de testabilité et d'insertion de points de test des circuits intégrés numériques 
décrits au niveau R n  et spécifiés en langage VHDL. Nous supposons la méthode de 
balayage complet (full scan) dans un environnement de test aléatoire intégré (Built-In 
Self-Test -BIST). 
La méthode de balayage complet associée au test aléatoire est devenue la norme dans 
l'industrie des dispositifs à semi-conducteurs. Cependant, la présence des pannes qui 
résistent au test aléatoire limite le succès de cette méthode. Deux solutions sont possibles 
\. 
pour résoudre ce problème. La première solution consiste i modifier les vecteurs de test 
générés par le générateur de vecteurs de test tandis que la deuxième solution consiste a uti- 
liser des techniques DFT pour modifier le circuit en insérant un ensemble de points de test. 
Dans notre méthode, nous nous intéressons a la deuxième solution. C'est à dire, à l'ana- 
lyse de testabilité et à l'insertion de points de test. 
Dans la méthode proposée, la spécification VHDL du circuit est d'abord analysée et 
convertie en un graphe acyclique dirigé (Direct Acyclic Graph - DAG). Les noeuds inter- 
nes du graphe représentent les différentes opérations et les arcs représentent les signaux et 
les variables de la spécification VHDL. Tous les signaux et variables sont convertis au 
niveau bit ou vecteurs de bits. Les noeuds sources (puits) du graphe représentent les 
entrées (sorties) primaires et pseudo-primaires du circuit. Les entréeshonies pseudo-pri- 
maires sont représentées par les registres qui sont synthétisés à partir de la spécification 
VHDL du circuit. Des mesures de testabilité sont ensuite définies et calculées au niveau 
fonctionnel pour les différentes types d'opérations VHDL sans connaître aucun détail de 
leur implantation au niveau portes logiques. Ceci nous permet de réduire les erreurs de 
calcul dues aux problémes de reconvergence dans les circuits décrits au niveau portes logi- 
ques et aussi réduire la complexité de la construction du DAG. Les mesures de testabilité 
consistent à calculer la contrôlabilité et I'observabilité de chaque bit de chaque signal et 
variable. Cenains signaux internes des modules fonctionnels (implantations des opéra- 
tions VHDL telles que l'addition, la comparaison, etc.) sont aussi analysés pour détermi- 
ner leurs contrôlabilité et observabilité. Les signaux internes sont obtenus en décomposant 
les modules fonctionnels en sous-modules fonctionnels élémentaires. 
Les valeurs de contrôlabi lité (d'observabilité) sont propagées à partir des noeuds 
sources (puits) vers les noeuds puits (sources) du DAG afin d'identifier les bits des 
signaux et variables, difficiles à contrôler etlou à observer. Un ensemble points de test est 
inséré dans la spécification VHDL afin d'améliorer la contrôlabilité et/ou I'observabilité 
de ces bits. Pour chaque point de test, on lui associe une étiquette indiquant son chemin 
hiérarchique de sa position au niveau du code VHDL. Au niveau MIDL, chaque point de 
test est défini par une fonction pour le point de contrôle, ou par une procédure pour le 
point d'observation. Un package a été défini incluant toutes les définitions des fonctions et 
procédures utilisées pour l'insertion de points de test au niveau VHDL. Cette insertion 
nous permet d'optimiser simultanément, la logique fonctionnelle du circuit et la logique 
additionnelle des points de test. Enfin, la dernière étape consiste à valider notre méthode 
par des résultats expérimentaux. Des circuits-test (benchmark) décrits au niveau RTL et 
spécifiés en langage VHDL sont utilisés pour montrer l'efficacité de notre méthode en ter- 
mes de surface, vitesse du circuit et testabilité. 
Abstract 
Nowadays, RTL (Register-Transfer-Level) synthesis or logic synthesis has become an 
integral part of a design process of digital circuits. It was integrated into several 
corn puter-Aided-Design (C AD) tools such as Synopsys, Cadence, Mentor Graphi CS, etc. 
RTL synthesis is an optimization process which transfoms an RTL description into a 
netlist of logic gates and registen by satisfying a set of constraints such as area and delay. 
An RTL description consists of an interconnection of combinational blocks (im plernenting 
functions such as addition, multiplication, etc.) and registers. Some advantages of RTL, 
synthesis are that the design specification cm be described at a high level of abstraction 
which is necessary with increasing design complexity, the design cm be easily mapped to 
different technologies, the RTL description is more readable, and the gate level 
combinational circuits i rn plemented by synthesis tools usuall y contain no redundancy. 
The evolution of semiconductor technology at higher level of integration and the 
progress of CAD tools for designing integrated circuits have made testing a difficult and 
very costly task. Design-For Testability @Fi') techniques have been developed as a way 
to reduce the cost and improve the quality of testing of integrated circuits. Most of the 
DFï techniques proposed in the literahire use testability analysis to estimate the difficulty 
of circuit testing and then the circuit is modified in order to make it easy to test. Circuit 
modification generally consists of inserting a set of test points. However, circuit 
modification affects some parameten such as area and delay which are already optimized 
dunng the RTL synthesis process. Thus, the advantage of considering testability of a 
circuit before the synthesis process. 
The objective of this thesis to consider testability at a high level of abstraction, before 
RTL synthesis. We propose a new testability analysis and test point insertion method 
which is applicable at the RT-Level assuming full scan and pseudorandom Built-In Self- 
Test (BIST) environment. Full scan in combination with random patterns is widely 
adopted in the industry due to its ease of implementation. Unfortunately, the presence of 
random pattem resistant faults in many practical circuits poses a senous limitation to its 
success. The solutions to tackle this limitation can be broadly classified as those that 
modify the input patterns or those that modify the circuit-under test. In this paper, we are 
interested in the second class of solutions, circuit modifications, that introduce test points 
to improve the random pattern testability of a circuit. 
The proposed approach is based on the analysis of a design specification given as a 
synthesizable RTL VHDL model. An intermediate representation is first obtained from the 
specification and then transfonned in a Directed Acyclic Graph @AG). The intemal 
nodes of the graph correspond to operations and the edges represent signalshanables in 
the VHDL specification. Al1 signals and variables are converted to bits or vectors of bits. 
The source (sink) nodes of the graph represent the pseudo-pnmary inputs (outputs) and 
primary inputs (outputs). The pseudo-primary inputs/outputs are given by the registen 
that are synthesized from the VHDL specification. 
Using the DAG, Testability Measures (TMs) are defined and computed at a functional 
level rather than the gate level, to reduce or eliminate errors introduced by ignonng 
reconvergent fanout in the gate network, and to reduce the complexity of the graph 
construction. The TMs are the Controllability and the Observability for each bit of each 
signahariable. Some interna1 signals of funaional modules (implementation of VHDL 
operations) are also analyzed to detennine their Controllability and Observability. Intemal 
xii 
si p a l s  are obtained by decomposing functional modules into el ementary functionai sub- 
modules. The Controllability (Observability) values are propagated from the source (sink) 
nodes to the sink (sources) nodes of the graph, in order to identi fy bits of signals/variables 
having too low Controllability or Observability. Based on the computed TM values, test 
point insertion is perfomed on each bit of each signaVvariable that is considered as 
having too low Controllability and/or Observability. Each test point is identified by a 
label, that is the name of the hierarchical path and the line number in the VHûL 
specification. Each test point is inserted at the VHDL level by a function for a control 
point or a procedure for an observation point. A package has been defined to include the 
definitions of these functions and procedures. The test points becorne a pan of the VHDL 
specification, unlike in other existing methods. This allows full use of RTL synthesis 
optimization concurrently on both the functional and the test logic within the design 
constraints such as area and delay. A number of benchmark circuits were used to 
demonstrate the effectiveness and the viability of the proposed method in terms of the 
resulting circuit area, delay, and testability. 
.*. 
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Les techniques modernes de conception assistée par ordinateur (Computer-Aided- 
design - CAD) et le progrès technologique réalise dans le domaine de la physique des 
semi-conducteurs permettent aujourd'hui la réalisation de circuits intégrés numériques 
extrêmement complexes à base de plusieurs centaines de milliers de portes logiques. La 
plupart des circuits de par leur complexité, peuvent être affectés par des défauts qui sont 
dûs: soit à une mauvaise conception. soit à une mauvaise implantation du circuit sur le 
silicium. Ces défauts donnent lieu à des circuits ne fonctionnant pas du tout (cas des pan- 
nes permanentes), ou dans certains cas fonctionnant par moments et ne fonctionnant pas à 
d'autres moments (cas des pannes intermittentes). 
La complexité croissante des circuits intégrés, associée une augmentation du rap- 
port entre le nombre de composants logiques et le nombre de broches, a fait augmenter de 
manière importante la difficulté de tester adéquatement ces circuits. Par conséquent, le test 
des circuits intégrés devient de plus en plus complexe. De nombreuses techniques de test 
ont été développées afin de mettre en évidence les différents types de défauts qui peuvent 
survenir dans un circuit integré. En particulier, le test fonctionnel permettant de mettre en 
évidence tout défaut physique qui modifie la table de vérité du circuit lorsque celui-ci 
apparaint. 
Dans cette thèse, nous proposons une solution originale au problème du test des cir- 
cuits intCgrts (nous nous intdressons au cas des circuits intdgrés numériques). La suite de 
ce chapitre se divise en quatres parties décrivant successivement: la synthèse automatique 
des circuits intdgrés et la formulation du problème que nous voulons rbsoudre (Section 
1.2); les objectifs de la thèse (Section 1.3): la m6thodologie de travail (section i .4) et le 
plan de la thtse (section 1.5). 
1.2 Synthèse automatique et analyse de testabilité 
L'apparition des outils de synthèse automatique des circuits intégrés à très grande 
khelle, a permis de réduire de fqon considérable le temps requis pour réaliser des systè- 
mes de plus en plus complexes. 
La synthèse automatique d'un circuit intégré est un processus permettant de générer à 
partir d'une descnption décrite à un certain niveau d'abstraction, une description structu- 
relle d'une qualité acceptable, voire optimale, en respectant certaines contraintes telles 
que la surface résultante et la vitesse du circuit. Autrement dit, la synthèse automatique 
consiste surtout en un problème d'optimisation. Une descnption du circuit peut être raffi- 
née manuellement, cependant, la qualitd du rbsultat est fortement reliée à l'expérience du 
concepteur et au temps alloué à cette tâche. Dans la littérature. la synthèse automatique. 
est aussi nommde compilation du matériel par analogie avec le logiciei. Elle permet de 
réduire de beaucoup le temps de conception tout en générant des solutions d'une qualité 
supérieure, dans certains cas. à celles obtenues manuellement. 
Les Ctapes principales de la synthèse d'un circuit intégré sont ddcrites dans la figure 
1.1. La synthèse de haut niveau (SHN). appelée aussi synthèse comportementale, consiste 
à transformer une spécification d'un niveau comportemental ii un niveau plus détaillé 
transfert de registres (Register Transfer Level - RTL). Une description au niveau RTL est 
une description dans laquelle le circuit est dkcrit sous forme d'un chemin de données et 
d'un contrôleur. Le chemin de donnees est composé de modules fonctionnels cornbinatoi- 
res et de registres. Les modules fonctionnels dalisent des fonctions telles que l'addition, 
la soustraction, la multiplication, etc. Le contrÔ!eur implant6 sous forme d'une niachine A 
etats finis est utilid pour synchroniser les opérations des modules fonctionnels et Ies 
transferts de données. La synthèse au niveau RTL ou la synthèse logique transforme une 
description au niveau RTL en un réseau optimisé d'éléments combinatoires (portes logi- 
ques) et d'éléments séquentiels (bascules élémentaires). Finalement, dépendamment de la 
technologie utilisée, les gCnérateurs de dessins de masques ou d'outils de placement et 
routage permettent de générer des descriptions au niveau de dessins de masques du circuit 
en vue de sa fabrication. En passant d'une descnption comportementale d'un circuit 
jusqu'à sa fabrication, on traverse differents niveau d'abstraction (voir la figure 1.1). Les 
niveaux comportementaux et RTL sont indépendants de la technologie de fabrication du 
circuit. Ceci constitue un avantage important de l'utilisation des outils de SHN et au 
niveau RTL. En effet, le niveau de descnption du circuit généré après l'étape de la SHN et 
la synthèse au niveau RTL sont indépendants de la technologie avec laquelle le circuit sera 
fabriqué. 
La synthèse au niveau RTL a été intégrée dans un certain nombre d'outils CAD tels 
que Synopsys, Cadence, Mentor Graphics, etc. Actuellement, elle est devenue une étape 
importante dans le processus de conception des circuits integrés. 
Cependant, une conséquence directe de 1'Cvolution de la technologie des semi-con- 
ducteurs et des progrts dans le d6veloppement des outils CAD pour la conception est la 
difficulte d'assurer un test adkquat pour des circuits integrés. En effet, la technologie des 
Niveau d'abstraction 
Synthèse de haut niveau 
RTL transfert de registres 
Comportemental 
1 Synthèse au niveau RTL 
Description au niveau 
comportemental 
Portes logiques Description au niveau portes logiques I 
I 
Synthése des dessins de masques 
Description au niveau 
Dessins de masques dessins de masques 
Figure 1.1 Étapes de la synthèse d'un circuit intCgrC. 
semi-conducteurs a rendu possible I'integration de plusieurs centaines de milliers de por- 
tes dans la même puce [IOl]. Enm temps, le nombre des broches de circuits n'a augmente 
que comme une fonction de la racine carde du nombre de nombre de portes (règle de 
Rent) 1931. Cette situation rend de plus en plus complexe le problème du test des circuits 
intégrés modernes. 
La testabilite d'un circuit est ddterminée par le temps de dtveloppement du test d'un 
produit. Le dCveloppement d'un test pour un circuit integré consiste principalement à 
accomplir les trois tâches suivantes: 
1. La gCnCration des ensembles de vecteurs de test; 
2. L'application de ces ensembles et l'observation de la réponse du circuit; 
3. La comparaison de la réponse reçue avec la réponse attendue (rCponse du bon circuit). 
Les strategies de test présentement disponibles sont essentiellement destinees à 
réduire la cornplexit6 des trois tâches mentionnées ci-haut. En gtnéral. les solutions et les 
techniques de test dCveloppées jusqu'à présent Cmergent principalement de deux visions 
complémentaires: 
1. Développer des techniques de test de plus en plus sophistiquées, sans avoir à changer la 
stmcture du circuit à tester; 
2. Agir sur la structure du circuit pour le rendre plus facile à tester. 
En rddité, ces deux visions ne sont pas contradictoires. Au contraire, tout développe- 
ment dans l'une, peut affecter l'autre. Les techniques de gdneration de vecteurs de test 
avec les outils automatiques de gentration de vecteurs de test (Automatic Test Pattern 
Generation - ATPG) et la génération de vecteurs de test pondCres, par exemples, s'inscn- 
vent dans le cadre de la première vision. Durant plusieurs années, les chercheurs ont mis 
sur pied un ensemble de techniques de gdnération de vecteurs de test qui deviennent 
actuellement des outils importants dans les méthodologies de conception des circuits inté- 
grés modernes. Par ailleurs, avec des niveaux d'intégration de plus en plus élevés, il est 
souvent très difficile de dsoudre les problèmes de test exclusivement avec des techniques 
de génération de vecteurs de test. De nombreux chercheurs ont ainsi proposé d'agir sur la 
structure du circuit lui-même pour en faciliter le test. C'est l'idCe principale des techni- 
ques dites de conception orientke pour la testabilité (Design-For-Testability - Dm). Géné- 
ralement, ces technique se basent sur l'analyse de testabilité du circuit dans le but de le 
modifier pour le rendre facilement testable. 
L'analyse de testabilité est un processus qui quantifie les problèmes de test dans un 
circuit donné. L'idée principale de l'analyse de testabilité est l'utilisation d'un ensemble 
de mesures faciles à calculer. Ceci nous permet, tout en Cvitant la complexité des métho- 
des exactes, d'estimer la difficulté de tester un circuit donné et de localiser les sites et la 
nature du problème de test. L'analyse de la testabilitt! est essentiellement baste sur deux 
notions principales qui reflttent la difficulté de tester une panne [26.53] à savoir: 
1. La contrôlabilité, et 
2. L'observabilité. 
La contrdlabilit6 est une mesure de la difficulté à contrôler un noeud du circuit ii partir 
des entrtes primaires pour faire apparaître (sur ce même noeud) l'effet de la panne. 
L'observabilitC quant à elle est une mesure de la difficulté Zi observer cet effet sur les sor- 
ties primaires. De ce point de vue, la technique DIT peut être considbrée comme une dis- 
cipline destinée B ambliorer la contrôlabilité et l'observabilité. Une de ces techniques est 
l'insertion de points de test. Un point de test consiste en une logique additionnelle ajoutée 
au circuit sous-test permettant d'améliorer la contrôlabilité et I'observabilité d'un noeud 
donné. 
Géneralement. l'analyse de testabilité et l'insertion de points de tes; est souvent con- 
sidérée après la synthèse du circuit au niveau portes logiques, c'est à dire après I'etape de 
la synthèse au niveau RTL. En plus, l'utilisation des outils de synthèse automatique au 
niveau RTL a rendu difficile, voire complexe et moins bénéfique I'analyse de testabilité et 
l'insertion de points de test au niveau portes logiques et cela pour plusieurs raisons: Pre- 
mièrement. une modification du circuit après la synthèse peut ddgrader les performances 
du circuit dejh optirnisees durant le processus de synthèse telles que la surface rCsultante 
et la vitesse du circuit. Deuxièrnment, il suffit de modifier les contraintes d'optimisation 
pour obtenir une autre structure du circuit, qui réalise la même fonction. Par conséquent, 
une autre analyse de testabilité est necessaire. Enfin, la complexité des circuits intégrés au 
niveau portes logiques augmente la complexité d'analyse de testabilité et d'insertion de 
points de test. 
On peut donc dkduire que la description du circuit au niveau portes logiques n'est pas 
toujours une Ctape approprik pour considkrer l'analyse de testabilite et l'insertion de 
points de test d'un circuit integré gCnkrC par les outils de synthèse automatique. En effet, 
considdrer l'analyse de testabilite et l'insertion de points de test avant le processus de syn- 
thèse, permet d'optimiser le circuit avec d'autres contraintes de synthèse. De cette 
manière, l'analyse de testabilite devient une partie de la spécification du circuit avant la 
synthèse et inddpendante de la technologie de fabrication. Ainsi. le but de notre thèse se 
résume: 
Lu proposition d'une nouvelle nidthode d ' a ~ l y s e  de L testabilité et d'insertion de 
points de test a une étape avancée du processus de conception des circuits intégrés, 
avant la synthèse au niveau RTL 
1.3 Objectifs de la thèse 
Les objectifs de cette thèse sont l'analyse de testabilité et l'insertion de points de test 
dans les circuits integrés decrits au niveau RTL et spécifiés en langage VHDL. On sup- 
pose la technique de balayage complet (full scan) dans un environnement de test aléatoire 
intégré (Built-In Self Test - BIST). Le but principal est de gtnérer des circuits au niveau 
portes logiques par les outils de synthèse au niveau RTL, facilement testables dans un 
environnement de test aléatoire avec la méthode BIST en supposant la méthode de 
balayage complet. Un outil logiciel a été dtveloppé en langage C d'une complexité 
d'environ 14,000 lignes de code. 
1.4 Méthodologie de travail 
Afin d'atteindre nos objectifs de notre mdthode. nous avons procédé selon les étapes 
suivantes: 
. Étape 1: Amlyse et conversion de la spCcificc~tion VHDL 
Dans cette Ctape, la spécification VHDL du circuit est analysCe et convertie en un gra- 
phe acyclique dirigé (Direct Acyclic Graph - DAG). Les noeuds internes du graphe 
reprtsentent les opérations (arithmdtiques, logiques, relationnelles et de m s f e n  de 
données), et les arcs du graphe représentent les signaux et les variables qui sont décla- 
rés ou peuvent être induits dans la spécification VHDL. Les noeuds sources (puits) du 
graphe représentent les encrées (sorties) primaires et pseudo-primaires du circuit. Les 
entréedsorties pseudo-primaires sont représentées par les registres qui sont synthttists 
de la spécification VHDL du circuit. Tous les signaux et variables sont converties au 
niveau bit ou vecteur de bits. 
Étape 2: Calcul et propagation des mesures de testabilité 
Des mesures de testabilité sont définies et calculées pour chaque bit de chaque signal1 
variable de la spkification VHDL. Ces mesures consistent à calculer la contrôlabilité à 
O et à 1, et I'observabilitt5 de chaque bit de chaque signal/variable. Ces mesures sont 
calculées au niveau fonctionnel pour les difftrents types d'opérations VHDL (addition, 
comparaison, etc.) sans conndtre aucun detail de leur implantation au niveau portes 
logiques. Ces mesures de testabilité sont aussi calculées pour certains signaux internes 
des modules fonctionnels (implantation des opérations VHDL) dans la spécification 
VHDL. Les valeurs de contrôlabilite (observabilitC) sont propagdes a partir des entrées 
(sorties) pnmaires et pseudo-primaires vers les sorties (entrées) primaires et pseudo- 
primaires afin d'affecter les valeurs de contrôlabilité A O et 1, et de I'observabilité à 
chaque bit des signaux et des variables de la spécification. 
Etape 3: Sélection des points test 
En utilisant les resultats du calcul des mesures de testabilite de l'étape 2, on identifie 
le(s) bit(s) de chaque signaYvaxiable qui sont difficiles à contrôler ou ii observer. À cha- 
que point de test, on associe une etiquette indiquant son chemin hiCrarchique de sa 
position au niveau du code VHDL original. 
$tape 4: Insertion des points de test au niveau du MiDL 
On inshe les points de test sélectionnés durant l'étape 3 dans la spécification VHDL. 
Chaque point de test consiste en un point de contrôle ou d'observation. Il est defini par 
une fonction (point de conudle) ou par une prockdure (point d'observation) en langage 
VHDL synth6tisable. A cet effet, un package a ét6 ddfini incluant toutes les définitions 
des fonctions et procédures utilisées pour l'insertion de points de test au niveau VHDL. 
Des circuits-test spécifiés en langage VHDL synthétisable sont utilisCs pour valider 
notre methode. On utilise les outils de Synopsys pour synthétiser les circuits au niveau 
portes logiques. Certains paramètres sont d o n  notés tels que la surface résultante. la 
vitesse du circuit et la couverture de pannes correspondante à l'application d'une 
skquence de vecteurs de test aléatoires. 
L'originalité de la présente thhse rdside premièrement dans l'analyse de la testabilité 
d'une description au niveau RTL d'un circuit spkcifié en langage VHDL dans un environ- 
nement de test aléatoire et de BIST en supposant la méthode de balayage complet. On 
identifie le(s) bit(s) des signaux et variables de la spécification VHDL qui sont difficiles à 
contrôler et/ou à observer. Des signaux internes des modules fonctionnels (additionneurs, 
comparateurs, etc.) qui ne sont pas accessibles dans la spécification MIDL sont aussi ana- 
lysCs pour determiner leurs contrôlabilité et observabilite. Deuxièrnment, un certain nom- 
bre de points de test décrits en code VHDL synthétisable sont instrés dans la spécification 
originale du circuit afin d'améliorer la testabilitb alCatoire du circuit résultant après la syn- 
thèse. Troisièmment, les points de test sont inclus dans la spécification VHDL originale du 
cimit  indépendamment de la technologie d'implantation. De cette manière, on applique 
toutes les Ctapes de la synthèse au niveau RTL à une spécification VHDL incluant un 
ensemble de points de test. Cela permet en effet, d'optimiser sirnultanement et la logique 
fonctionnelle du circuit original et la logique additionnelle des points de test instrés en 
fonction de toutes les contraintes du concepteur (surface. vitesse du circuit, etc.). En effet. 
les performances du circuit peuvent ne pas changer avec ou sans l'insertion de points de 
test. Enfin. un outil logiciel code en C a Ct6 dbveloppd pour implémenter toutes les étapes 
de notre méthode. 
1.5 Plan de la thèse 
Le reste de la prksente thèse est organise comme suit: 
Le chapitre 2 présente quelques définitions de base et une revue de littérature des 
méthodes qui ont abordé le problème d'analyse de testabilité B haut niveau d'abstrac- 
tion. 
Lx chapitre 3 présente la méthode d'analyse de testabilité et d'insertion de points de 
test dans les circuits décrits au niveau RTL spécifiés en langage VHDL. Cette méthode 
utilise les mesures de testabilité présentées en annexe 1. 
. Le chapitre 4 décrit l'implantation de l'outil logiciel et présente des résultats expéri- 
mentaux où certains exemples illustrent l'insertion de points de test au niveau VHDL. 
Le chapitre 5 conclut la présente thèse en tvoquant les travaux futurs. 
CHAPITRE 2 
Définitions et revue de littérature 
2.1 Introduction 
Nous avons formulé en introduction, la difficultk et la complexite d'analyse de la 
testabilité au niveau de portes logiques, c'est dire. après la synthèse du circuit. Un cer- 
tain nombre de méthodes ont CtC proposées dans la IinCrature considérant l'analyse de 
testabilitk à un haut niveau d'abstraction de la description du circuit dans le but de générer 
des circuits facilement testables. Plusieurs définitions du mot "testable" ont été utilisées 
par les chercheurs dans le domaine de la synthèse [102]. Un circuit qui est évalué avec un 
outil ATPG (séquentiel ou combinatoire) est considéré comme facilement testable lorsque 
le coût de la génération de vecteurs de test est faible (nombre de vecteurs de test faible, 
couverture de pannes élevée, etc.). L'augmentation de la contrôlabilité et de 
l'observabilité des noeuds d'un circuit permettent de rendre le circuit facilement testable 
par les outils ATPG. Une autre manière de générer un circuit facilement testable est de 
synthétiser un circuit qui peut être test6 par la methode BIST. Les methodes proposées 
dans la littérature different l'une de l'autre par l'objectif du test cible ii savoir: la généra- 
tion des circuits facilement testables par les outils ATPG (sequentiel ou combinatoire) ou 
la génération des circuits facilement testables par la methode du BIST [62]. 
Dans le reste de ce chapitre, nous abordons brièvement les notions de base des techni- 
ques de test des circuits intégrés. Par la suite, nous présentons des mkthodes qui ont étC 
proposCes dans la littérature concernant l'analyse de testabilitt et l'insertion de points de 
test h un haut niveau d'abstraction (le niveau RTL et comportemental). 
2.2 Les définitions de base 
Dans cette section, nous introduisons le principe de mod6lisation de panaes ainsi que 
le modéle considéré dans notre méthode. Ensuite, nous introduisons les mesures de 
testabilite approximatives. Ces mesures ont une grande importance dans les techniques de 
géneration de vecteurs de test, ainsi que dans les techniques de DFT. Enfin, nous abordons 
briévement quelques techniques de base de DFï et du BIST. 
2.2.1 La modélisation de pannes 
Les dispositifs semi-conducteurs peuvent être sujets il ditferentes défectuosités. Ces 
défectuosités peuvent être dues à des e m u n  de conception (c.a.d.. spécifications incorn- 
plètes. inconsistantes ou violations des règles de conception) comme elles peuvent être 
dues aussi à des défectuosités de fabrication ou à des défaillances physiques. Les défec- 
tuosités de fabrication ne sont pas directement attribuables il une erreur humaine. elles 
résultent plutôt d'une imperfection dans le processus de fabrication. On peut citer I'exem- 
ple des courts circuits et des circuits ouverts qui sont des défectuositds de fabrication très 
fréquentes. En général, les défectuosités ne permettent pas une modtlisation facile sur 
laquelle on poumit baser le d6veloppement des tests. La mod6lisation par des modèles de 
pannes logiques s'est donc imposée comme un moyen convenable pour faciliter le ddve- 
loppement des tests. En effet, avec un modèle de panne logique, le problème d'analyse des 
défectuosités et des defaillances devient un problème logique plutôt que physique. La 
cornplexit6 de la génCration des vecteurs de test est dors réduite, puisque plusieurs défec- 
tuositts différentes peuvent être modélisées par une même panne. De plus, dans certains 
cas, le même modele peut Etre applicable à plusieurs technologies différentes, rendant 
ainsi le problème du test des circuits integres independant de la technologie. 
En genéral, les modèles de pannes logiques supposent que tous les composants fonc- 
tionnent comtement, autrement dit, ils ne contiennent aucune defectuosité, et que seules 
leurs interconnexions peuvent être affectees. Les pannes typiques affectant les intercon- 
nexions sont les courts circuits et les circuits ouverts. Un coun circuit est formé lorsque se 
connectent des lignes qui ne sont pas suppostes l'être, tandis qu'un circuit ouvert résulte 
d'une connexion brisée. 
Par exemple, dans plusieurs technologies, un court-circuit entre la masse ou l'alimen- 
tation et une ligne quelconque du circuit peut amener la ligne prendre une valeur logique 
fixe. Autrement dit, la ligne est collée à une valeur logique O ou 1. 
Depuis quelques décennies. plusieurs modèles de pannes ont vu le jour. Le modèle 
"collé-à" (stuck-ai) est de loin le plus utilisé malgré ses limites. Pour ce modèle, chaque 
défectuosité se manifeste au niveau de la stmcture, par une ligne "collé4 i ou à 0 .  De 
plus, dans la plupart des approches du test, une seule panne à la fois est supposée être pré- 
sente dans le circuit, lors du developpement du test. Ceci est ghéralement necessaire pour 
éviter une explosion de la complexité de la génération des vecteurs de test. Un test pour un 
circuit donne est considére comme étant bon s'il couvre la majeure partie des pannes 
"collé-à" simples. Dans le présent document, nous considérons le modèle "collé-à" simple 
pour des pannes uniques, car il a été dkmonué suffisant par la pratique. 
2.2.2 Les mesures de testabilité approximatives 
Il existe dans la littérature deux grandes categones de mesures de testabilité: 
1. Les mesures de testabilité déterministes, et 
2. Les mesures de testabilite probabilistes. 
Dans la première catbgorie, nous retrouvons les travaux pionniers de Ruthman [109]. 
Stephenson et Grason [13 11, et Bnuer [24]. Ces travaux ont culmine. peu de temps après, 
par des outils de calcul des mesuns de testabilit6 les plus populaires: SCOAP [53, 541. 
Plus récemment, d'autres méthodes aussi basdes sur SCOAP, ont vu le jour [104,20]. 
La procédure de calcul des nombres SCOAP est basCe sur le rang logique des noeuds 
du circuit. En partant des entrees primaires se dirigeant vers les sorties primaires, les 
contrôlabilitds sont calculCes selon le rang de chaque noeud. Une fois que toutes les 
contrôlabilités sont calculées, la procCdure de calcul des nombres SCOAP commence le 
calcul des observabilités, en partant des sorties primaires pour aller vers les entrées pn- 
maires. Pour de plus amples details sur le calcul des nombres SCOAP, veuillez consulter 
les références spécialisées [53. 541. 
Avec les mesures de testabilite probabilistes, on s'intdresse plutôt à la proportion des 
vecteurs d'entrées qui peuvent détecter une panne. Autrement dit, les mesures de 
testabilité probabilistes, comme leur nom l'indique, donnent une estimation de la probabi- 
lit6 de détection d'une panne. Les techniques de calcul des mesures de testabilité probabi- 
listes que l'on retrouve dans la littérature peuvent être réparties en deux groupes. 
1. Les techniques probabilistes: basées sur l'étude probabiliste du circuit sans considéra- 
tion des vecteurs d'entrde; 
2. Les techniques statistiques: basées sur des simulations logiques d'un ensemble fini de 
vecteurs de test. 
Une Ctude comparative des différentes techniques de calcul des mesures de testabilite 
fut publiée dans [61]. Les techniques statistiques semblent être efficaces si nous assurons 
un nombre de vecteurs de test adequat. Malheureusement, les simulations logiques. 
qu'utilisent les techniques statistiques. sont relativement cotiteuses et chaque vecteur de 
test additionnel contribue h augmenter ces coQts. De plus, la précision de calcul dkpend 
fortement du nombre d'échantillons (vecteurs) utilisés. 
Les techniques probabilistes [44,64, 1 161 furent développées pour les circuits combi- 
natoires. Par exemple. les nombres COP [27, 281, a été une des premières methodes pro- 
posées utilisant la technique probabiliste. 
Les nombres COP consistent principalement en trois nombres qui peuvent être calcu- 
lés pour chaque noeud du circuit. De la même manitre qu'avec la procedure de calcul des 
nombres SCOAP, la procedure de calcul des nombres COP traverse le circuit en partant 
des entrtes primaires vers les sorties primaires pour calculer d'abord les contrôlabilités de 
tous les noeuds du circuit. Pour chaque type de pone, nous possédons une formule qui 
détermine les contrôlabilités de sa sortie en fonction de crlles de ses entrkes. Les 
observabilités sont ensuite calculees en allant vers les entrées primaires à partir des sorties 
primaires. De même, pour chaque type de porte, il existe une formule, qui pour chacune 
des entrées, donne son obsenabilité en fonction de I'observabilité de sa sortie et des 
contrôlabilités des autres entrées (de la même porte). Les valeurs des contrôlabilités 
(observabilités) des entrées (sorties) primaires sont initialisées à 0.5 ( 1 ). 
La précision des mesures de testabilité a fait l'objet de plusieurs publications. Ainsi, 
dans [IO, 881. les auteurs ont montré le caractére approximatif des nombres SCOAP. De 
même pour les mesures probabilistes, des chercheurs [61. 1171 ont montré que la dépen- 
dance est la source d'erreur, car la méthode suppose l'indépendance des entrées d'une 
même porte. Ainsi. en présence des sortances reconvergeantes, ces mesures peuvent corn- 
plètement Cchapper certains sites de problèmes de test. Par contre. ces hypothéses s'avè- 
rent très utiles pour garder la complexité du calcul des mesures COP linéaire en fonction 
du nombre de portes d'un circuit. Les mesures de testabilitb que nous avons défini dans 
notre travail sont basCes sur une methode approximative probabiliste. Elles s'inspirent de 
la mCthode de COP pour definir des mesures de testabilite au niveau R n  sans connaître 
aucun détail de l'implantation au niveau portes de modules fonctionnels (additionneurs. 
comparateurs, etc.) D'où une dduction des erreurs dues au problème de reconvergence 
qui existe dans les réseaux de portes logiques. Cependant, le probleme de reconvergence 
demeure au niveau RTL entre les interconnexions des modules fonctionnels. L'annexe 1 
constitue notre contribution aux mesures de testabilitt probabilistes d6veloppees au 
niveau R n .  
223 Conception orientée pour la testabiiité 
Les techniques de conception onentee pour la testabilitk (Design-For-Testability - 
Dm) sont des techniques qui visent à tenir compte très tôt des problèmes de test durant le 
processus de conception. Avec l'avènement des outils de synthèse, plusieurs techniques 
pour faciliter le test du produit synthétist ont vu le jour. 
Les techniques de DIT qui existent dans la litterature peuvent être divisées en deux 
groupes: 
1. Les techniques structurées, et 
2. Les techniques ad hoc. 
2.23.1 Les techniques de test structurées 
Si nous faisons abstraction des techniques qui visent il pallier aux limites de précision 
des modèles de pannes. les techniques de test structurkes développées récemment sont 
essentiellement destinees aux circuits sequentiels. En effet, l'état de l'an des techniques 
de test des circuits combinatoires est relativement mature [33]. Cependant, ceci n'est pas 
le cas avec les circuits sCquentiels où le problème de test est relie l'existence des Clé- 
ments de mémoire et des lignes de rCtroaction [4]. En effet, pour tester un circuit stquen- 
tiel, nous devons: 
1. Initialiser le circuit en contrSlant les tl6ments de memoire; sans I'initialisation, la 
réponse du circuit ne peut être prédite avec certitude, et 
2. Appliquer une sdquence de plusieurs vecteurs de test. 
Balayage complet. Il y a plus de deux décennies, plusieurs chercheurs [13, 43, 471 ont 
propose de convertir le problème de test des circuits séquentiels en un problème de test 
des circuits combinatoires. L'idte principale sous-jacente ces techniques est de relier les 
élements de mkmoires en forme de registre à décalage (appelde la chaîne de balayage) 
durant le mode test. De cette mani&re, tous les éléments de mémoire deviennent directe- 
ment contrôlables et observables, à travers la chaîne de balayage. 
Ces techniques, connues sous le nom de balayage complet (full scan), sont très répan- 
dues. Actuellement, l'usage de la technique de la chaîne de balayage complet est devenue 
la norme dans l'industrie des dispositifs à semi-conducteurs. 
Balayage partiel. Avec ces techniques, seule une partie des éléments de mémoire est 
sélectionnée pour former une chaîne de balayage. Ainsi, la circuitene ajoutée est reduiie, 
la degradation des performances peut être amélioree en évitant les chemins critiques. et 
finalement le temps d'application de chaque vecteur de test peut être réduit. 
En réalitd, une comparaison des techniques de balayage partiel avec celles du 
balayage complet n'est pas aussi simple. Plusieurs auteurs remettent en cause les bienfaits 
du balayage partiel. En effet, le problème de la génération algorithmique demeure dans ce 
cas, essentiellement séquentiel. Par conséquent, le gain au niveau de la circuiterie, ou au 
niveau du temps d'application, peut facilement être annulé ou même devenir une perte 
nette à cause de la complexité de la ghération algorithmique et de la perte en couverture 
de pannes. 
Un probltme relié au balayage partiel ccnsiste choisir parmi un grand nombre d'dé- 
ments de mémoire d'un circuit, un sous-ensemble qui sera inclus dans une chaîne de 
balayage. Ceci a pour but de garantir un certain niveau de test (exprime souvent en pour- 
centage de pannes détectees) tout en minimisant les inconvenients qui en résultent. Le 
balayage partiel a fait l'objet d'un d s  grand nombre de publications comme en témoigne 
la liste bibliographique ci-jointe [8,9]. 
2.2.3.2 Insertion de points de test 
Une approche Ad Hoc directe pour ameliorer la testabilitt5 est l'insertion de points de 
test. Historiquement, cette approche fut principalement dCveloppée pour des circuits com- 
binatoires [73, 1 12, 1 191. Un point de test consiste en une logique additionnelle ajoutée à 
un noeud du circuit permettant d'améliorer la contrôlabilité et I'observabilité de ce noeud. 
Une formulation du problème d'insertion des points de test consiste à choisir un petit 
ensemble de points (noeuds du circuit) pour insérer des structures logiques additionnelles 
(voir la figure 2. l ) ,  tout en: 
1. Minimisant le nombre de ports d'entrWsortie additionnels; 
2. Minimisant l'augmentation de la surface globale occupée par la circuiterie ajoutée; 
3. Limitant les dégradations de la performance; 
4. Facilitant le developpement du test. 
Notons que les quatre points mentionnes ci-haut ne sont pas nécessairement de même 
priorité. En effet, l'objectif principal de toutes les techniques d'insertion de points de test 
est de garantir avant tout un bon niveau de testabilité (exprime généralement en la couver- 
ture de pannes). Evidernrnent, ceci doit s'effectuer tout en respectant le budget alloué en 
termes de la surface additionnelle permise. de nombre! de ports supplémentaires possibles 
et de la dégradation de performance tolérée. 
Nous pouvons distinguer deux cattgones de points de test, et par conséquent deux 
sortes de circuits logiques additionnels pour résoudre deux sortes de problbmes de test dif- 
ferents. Les deux cattgones sont: 
1. Les points de contrôle qui sont destinCs ii amtliorer la contrôlabilité des noeuds inter- 
nes du circuit et ainsi résoudre ce qu'on appelle le problbme de contrble; 
2. Les points d'observation dont le rôle est d'améliorer l'observabilité des noeuds internes 
du circuit et ainsi régler le problème connu sous le nom de problème d'observabilitk. 




Entrée primaire additionnelle 
L à observer Logique d'observation 
- 
Sortie primaire additionnelle 
Figure 2.1 Les deux car&gories de points de test a) point de contrôle b) 
point d'observation. 
Dans les travaux relies à l'insertion des points de test, nous pouvons distinguer quatre 
notions fondamentales: 
1. La structure des points de test, autrement dit, la forme de la logique utilisée pour 
l'introduction du point de test; 
2. L'emplacement de ces points dans le &eau des portes d'un circuit donné. 
Structure des points de test. L'importance des structures de points de test découle évi- 
demment du fait de vouloir réduire les pénalitds encourues par l'insertion, tout en garan- 
tissant un bon niveau de testabilité. En effet, à chaque insertion de point de test peut 
correspondre une 'kircuiterie ajoutée" et une dtgradation des performances. Parmi les 
structures proposées dans la littérature, nous citons sans €tre exhaustif: 
1. Les points de test classiques: Une porte ET est utiliske pour contr6ler un noeud 0. une 
porte OU pour le contrôler à 1 et une ligne vers l'extérieur pour l'observer (voir la 
figure 2.2); 
2. Les portes XOR; 
Les points de test classiques sont largement utilisés. Cependant, ce genre de points est 
géneralement associt une augmentation de la circuitene ajoutbe et à une degradation non 
négligeables de la vitesse du circuit. De plus, l'insertion d'un point classique coupe une 
ligne en deux parties, la contrôlabilite de la partie reliée la sortie de la porte insérée est 
améliorée, par contre, celle de la panie reliée à l'entrée de la porte demeure aussi mau- 
vaise qu'avant l'insertion. 
1 Point de contrôle à O 
I 
Point de contrôle A 1 
L 
Point d'observation 
- -  -- -- 
Figure 2.2 tcs points de test classiques 
Les portes XOR possèdent des caractCristiques très appréciées comme points de con- 
trôle. En effet. les portes XOR sont de bons régulateurs de contrôlabiiité: quelque soit la 
contrôlabilité d'une ligne, l'insertion d'une porte XOR améliore de façon Cquilibrée ses 
contrôlabilitis à O et à 1. Plus encore, il n'y a pas gtntralement de degradation de 
I'observabilité du cône d'entrée de cette ligne. Par exemple. selon la mesure COP, 
I'observabilité d'une entrée d'une porte XOR est égale à l'observabilitk de sa sortie. 
Séiection des points de test. Le problème de la sélection des points de test est reconnu 
comme Ctant un probkme NPcomplet (pour les circuits avec reconvergences) [63]. Dans 
la littérature, nous pouvons énumCrer trois categories de techniques de selection: 
1. Les techniques de sClection pour simplifier la gtntration algorithmique (56,601; 
2. L'insertion de points de test pour "segmenter" ou "partitionner" un circuit, dans le but 
de faciliter son test pseudo-exhaustif; 
3. L'insertion de points de test pour améliorer le test aléatoire [25,66, 1341. 
Dans la première categone, le but de l'insertion est de faciliter la gCnCration algorith- 
mique. Durant la dernière décennie, plusieurs travaux de cette categorie furent proposés. 
Nous citons ici le travail de Gundlach (561, où l'insertion consiste à trouver un petit 
ensemble de points pour couper les rdtroactions et rdduire les reconvergences. Ainsi, la 
géndration algorithmique est améliorée du moment où les deux facteurs qui influencent sa 
complexité (retroactions et reconvergences) sont elimints. 
La deuxième catégorie englobe toutes les techniques destindes h rendre pratique le 
test exhaustif. 
La dernière catégorie est destinée à améliorer le test aléatoire qui trouve évidemment 
une application directe dans les techniques du test intégré (BIST). Dans cette catégorie, 
nous pouvons distinguer deux grandes sous-catégories: 
1. Les techniques basées sur la simulation de pannes [25.63]; 
2. Les techniques basées sur les mesures de testabilité [119, 132, 1451; 
Dans la première sous-catégorie, nous pouvons citer le travail de Brien et ci' (251. 
Dans leur article, ils ont proposé une heuristique de placement pour eliminer les pannes 
résistantes au test aleatoire. Un second travail dans cette cattgorie fut propos6 par Iyengar 
et Brand [63]. Avec leur heuristique, une simulation de panne est invoquée pour collecter 
des informations sur les problèmes de propagation que rencontrent les pannes résistantes 
au test aléatoire dans un réseau de portes. Lcs points de contrôle sont choisis selon leur 
contribution ii am6liorer la propagation de l'effet de ces pannes. Une deuxième simulation 
est ensuite invoquke pour déterminer l'ensemble des points d'observation. 
Evidemment, ces techniques sont relativement cofiteuses, car elles se basent sur la 
simulation de pannes. De plus, la simulation de pannes est Ctroitement reliCe A la sdquence 
de vecteurs de test utilisee. Bien entendu. ceci limite la précision de ce genre de techni- 
ques. 
Pour tlirniner le recours ii la simulation de pannes. plusieurs auteurs ont proposé des 
méthodes heuristiques basées sur les mesures de testabilite. Cependant, malgré cette 
imprécision. ces techniques ont prouvé leur efficacité et elles sont actuellement largement 
utilisees, particulièrement dans le test des circuits combinatoires. Par exemple, Youssef et 
al. [145] ont proposé des heuristiques de placement qu'ils ont implantées dans un outil de 
conception pour le test aléatoire. Leurs heuristiques sont basdes sur les mesures COP, les 
notions de secteurs de pannes ainsi que la corrélation entre les diffdrents points de test. Un 
ensemble de pannes résistantes au test aléatoire est détermine en premier iieu par le biais 
des mesures COP. Ces pannes sont ensuite regroupés dans des secteurs sous forme de 
cônes, dits secteurs de pannes. L'insertion s'effectue au niveau des sommets de ces sec- 
teurs seulement. Seiss et al. [119] ont propose de leur coté une technique similaire basée 
sur une fonction de coot qui reflète la testabilite aleatoire des circuits combinatoires. 
Récemment, Tamarapalli et Rajski [132] ont publie un article sur une technique d'inser- 
tion de points de test dite multiphase. Dans chaque phase, un sous-ensemble de pannes est 
considéré. Les points de contrôle de chaque phase sont actives par des valeurs fixes. 
2.2.4 Conception pour test intkgré "Built-In Self-Test" 
Avec la conception pour le test intdgré, un circuit. une puce. une plaque ou un sys- 
tème peut se tester (lui-même) sans aucun apport de I'exttrieur. Ceci a pour objectif: 
1. Réduire le besoin d'avoir des dquipements de test coDteux (un million de $ pour un tes- 
teur est un prix courant); 
2. De réduire le volume des données (vecteurs de test) qui doit être manipu16 par les 6qui- 
pements de test; 
3. De réduire la complexite de la genCration et de l'application des ensembles de vecteurs 
de test; 
4. La réutilisation d'un test (test reuse) développé un ou des niveaux d'intégration supé- 
rieurs du système (système, carte, circuit. etc.). 
En ghéral, les approches BIST peuvent être caractéris6es par la nature de la généra- 
tion utilisée et par la forme du test appliqué. Ainsi, on parle de BIST algorithmique versus 
aléatoire et de BIST exhaustif versus non exhaustif. 
Le test exhaustif garantit toujours l û û I  de couverture des pannes "collé-à" simples. 
Les techniques du test exhaustif n'ont besoin ni d'un modèle de pannes, ni d'une simula- 
tion de pannes pour valider les résultats. Cependant, le temps requis pour générer tous les 
vecteurs de test rend cette technique impraticable pour des circuits de grande taille. 
Dans le but de rdduire la complexité des techniques de test exhaustif, de même que 
d'en préserver les avantages. plus spécifiquement 100% (ou présque) de couverture de 
pannes, plusieurs auteurs ont propos6 des approches hybrides dites pseudo-exhaustives. 
Ces techniques consistent g6néralement ii partitionner un circuit donné sous forme de 
sous-blocs. de manière à réduire le nombre des entrées de cônes d'entrée des sorties pri- 
maires. 
Avec le test aléatoire, un ensemble de vecteurs altatoirement genCrCs est utilisé 
comme ensemble de vecteurs de test. A I'oppost des techniques exhaustives, le test aléa- 
toire a l'avantage d'etre réalisable pour des circuits combinatoires ou stquentiels prati- 
ques. Souvent, des circuits trés simples (LFSR', CA*) sont utilisés comme gtnérateurs 
aléatoires. Malheureusement. l'estimation de la couverture de pannes et la qualit6 des tests 
demeurent encore problkmatiques avec les techniques aléatoires. En effet, les séquences 
de vecteurs de test akatoires sont généralement plus longs que ceux obtenus par une géné- 
ration algorithmique. Par consequent. estimer la couverture de pannes par le biais de la 
simulation de pannes, comme nous le faisons habituellement. peut être cofiteux. Dans le 
but de sumonter ce problème, des techniques analytiques furent proposkes dans la littbra- 
ture. Ces techniques ne sont que des approximations et aucune d'entre elles n'est en 
mesure de donner une valeur exacte de la couvemire de pannes. Le deuxitme problème 
qui est probablement le plus important, est d'amener la couverture de pannes ii un niveau 
acceptable. En effet, des études ont montré que la couverture de pannes atteinte n'est sou- 
vent pas acceptable. Les chercheurs ont observé dans plusieurs circuits des pannes diffici- 
les à detecter avec des vecteurs aléatoires. Ce genre de pannes est connu sous le nom de 
pannes rdsistantes au test aléatoire. Un exemple simple de ce type de pannes est la sortie 
collée A O d'une pone ET avec "n" entrées. 
Plusieurs approches furent proposées dans la littérature pour faire face au problème 
des pannes résistantes. Ces approches peuvent être classifiées en trois groupes: 
1. Les techniques basées sur la génération algorithmique; 
2. Les techniques du test pondérk; 
3. Les techniques d'insertion de points de test. 
Avec les techniques basées sur la génération algorithmique, un génhteur algorithmi- 
que est utilisé afin de produire un ensemble de vecteurs de test pour les pannes résistantes 
1. LFSR: de l'anglais Linear Ftedback Shift Rcgistcr 
2. CA: de l'anglais Cellular Automata 
au test aléatoire. Cet ensemble est ensuite stocke dans une memoire ROM ou gtnérC par 
une circuiterie appropriée [6]. Durant la phase du test, les vecteurs de test de cet ensemble 
sont appliquts en premier lieu, suivis d'autres vecteurs genérés déatoirement. Dans 
d'autres techniques de la même catégorie. le gentrateur algorithmique est utilise pour 
gtntrer un test complet, et par la suite, un gtnCrateur pseudo-aleatoire est utilisé pour pro- 
duire un ensemble contenant le test algorithmique dejà géneré [2 1,961. 
Avec les techniques de la deuxième catégorie, I'idte est de générer des vecteurs pon- 
derés pour comger la faiblesse de l'approche aléatoire. La genération des vecteun ponde- 
rés peut se faire en modifiant un LFSR de telle sorte qu'il tient compte du poids & accorder 
A chaque entrbe du circuit sous test. II subsiste cependant certains problèmes lorsqu'un 
seul ensemble de poids uniforme est appliqué. Plusieurs pannes peuvent encore résister 
lorsqu'un noeud conduisant il plusieurs portes nécessite des poids différents (non unifor- 
mes) pour ses sortances. D'où la nécessite de gCnérer des vecteurs ponderés de façon non 
uniforme [77,92, 14 1.901. Malheureusement, certaines structures peuvent résister même 
aux tests pondérés [143]. De plus, il faut générer plusieurs ensembles de poids. Le prin- 
cipe sous-jacent aux techniques utilisant des ensembles de poids multiples est pnncipale- 
ment bas6 sur le partitionnement de l'ensemble des pannes d'un circuit en plusieurs sous- 
ensembles. Chaque sous-ensemble peut être couvert par un seul ensemble de poids. 
D'autres auteurs ont proposé une méthode de panjtionnement indirect, où l'ensemble des 
vecteurs de test algorithmiquement gentré est partitionne, à la place de l'ensemble des 
pannes. Enfin, les techniques de la troisième catégorie consistent à insérer un ensemble de 
points de test afin d'amtliorer la testabilité aléatoire du circuit [63, 95, 136, 1461. ce que 
nous utilisons dans notre méthode. Dans la prochaine section. nous présentons quelques 
techniques de base proposées dans la littCrature concernant l'analyse de testabilité et 
l'insertion de points de test à haut niveau d'abstraction. 
23 Analyse de testabilité à haut niveau d'abstraction 
Un certain nombre de mtchodes ont CtC proposées considerant l'analyse de testabilitb 
et l'insertion de points de test B un haut niveau d'abstraction en I'occumnce le niveau 
comportemental et RTL. L'objectif de ces mCthodes est de générer des circuits facilement 
testables par les outils ATPG ou dans un environnement de BIST. Dans ce qui suit, nous 
décrivons quelques methodes proposées dans la IittCrature considCrant l'analyse de 
testabilité et l'insertion de points de test au niveau comportemental et au niveau RTL. 
2.3.1 Synthèse de haut niveau et l'analyse de testabilité 
Dans cette section nous décrivons quelques méthodes qui ont abordé le problème 
d'analyse de testabilite et d'insertion de points de test durant la synthèse de haut niveau 
(SHN). Tout d'abord, nous décrivons brièvement les étapes principales de la SHN. 
2.3.1.1 Étapes de la synthèse de haut niveau (SHN) 
La SHN permet de transformer une description comportementale en une description 
au niveau RTL en procédant selon les étapes suivantes [129]: 
1. Description de comportement: cette étape consiste il dkrire le componement du cir- 
cuit dans un langage de haut niveau tel que un langage de programmation ADA, un lan- 
gage de description de matCriel VHDL, etc. 
2. Génération de la représentation interne: Un système de synthèse ne peut pas tra- 
vailler directement sur une description textuelle. Tous les systèmes de synthèse passent 
par une représentation interne oh les relations de dependance et d'exclusion entre les 
différentes opérations et données sont degagées. GénCralement, un comportement est 
décrit par deux graphes. Le premier est un graphe de flot de données (Data Flow Graph 
- DFG) qui représente les differentes opérations et les dependances de données entre 
elles. Le deuxième est un graphe de flot de contrôle (Control Flow Graph - CFG) qui 
montre les séquencement des opérations tel que spécifié dans la description comporte- 
mentale du circuit. Ces deux graphes peuvent êtres combinés en un seul graphe pour 
donner un graphe de flot de données et de contrôle (Control Data Flow Graph - CDFG). 
Ordonnancement et docation: L'ordonnancement et l'allocation sont deux ttapes 
importante dans la SHN. L'ordonnancement consiste A trouver le meilleur ordre d'exé- 
cution des opérations, c'est A dire h assigner les opérations à des &tapes de contrôle 
(cycle de la machine) pour exkcuter cette soquence en un temps minimal, sans violer 
les dtpendances en données des opérations. L'Ctape d'allocation consiste gentralement 
à determiner trois assignations. La premihe &tape est l'assignation des opérations aux 
modules fonctionnels. en tenant compte du compromis entre la quantite de mattriel et 
la vitesse d'extcution. La deuxième &tape est l'assignation des variables aux registres, 
en minimisant le nombre de registres alloué. Enfin, la troisiéme Ctape est l'assignation 
des chemins de données B des interconnexions physiques (multiplexeun ou bus), en 
minimisant le nombre d'interconnexions. 
2.3.1.2 Synthèse des circuits facilement testables par les outils ATPG 
Quand l'analyse de testabilité n'est pas considdrée durant les étapes de la SHN, le 
chemin de données (datapath) gbnCr6 contient souvent plusieurs boucles (lignes de 
rétroaction). La source de ces boucles est due principalement aux boucles qui se trouvent 
dans le CDFG et à celles générées durant l'étape d'allocation de ressources. Les boucles 
contribuent d'une manière significative à la difficulté de la génkration sbquentielle des 
vecteurs de test par les outils ATPG [32. 1051. Il a été démontré dans [32] par des résultats 
expérimentaux que l'utilisation de la technique de balayage partiel permet de minimiser le 
nombre de boucles et ainsi rendre le circuit facilement testable par les outils ATPG. 
Certaines mtthodes ont Cté proposees dans la littérature permettant de générer des 
chemins de données facilement testables [74, 761. Ces methodes utilisent les étapes 
d'ordonnancement et d'allocation dans le but de minimiser le nombre de boucle générkes 
dans le chemins de donnees. 
2.3.13 Amélioration de la contrôlabüité et de l'observabilité des registres 
Les techniques traditionnelles d'allocation de registres durant la SHN ont pour objec- 
tif de minimiser le nombre de registres alloués pour stocker toutes les variables du CDFG. 
Ces registres sont facilement contr6lables (observables) s'ils sont assignCs aux entr&s 
(sorties) primaires du circuit gCn6d. 
Dans [103], une m6thode a Cté proposde utilisant l'étape d'allocation des variables du 
CDFG dans le but de maximiser le nombre de registres assignes aux entrées/sorties du 
chemin de données. Malgr6 que cette technique essaie d'allouer le minimum de registres 
et en même temps améliorer la testabilitb du chemin de donnees (ameliorer la 
contrôlabilit6 et l'observabilité des registres), le nombre de registres peut être excessif. 
D'où, une augmentation de la surface rCsultante du chemin de données. Une autre 
méthode proposCe dans [IO61 a utilise l'étape d'ordonnancement dans le but de maximiser 
le nombre de registres assignés aux entrées/sorties primaires du chemin de données. Cette 
methode permet d'obtenir une meilleur optimisation du nombre de registres en la compa- 
rant à la méthode proposée dans [ 1031. 
2.3.1.4 Modification de la description comportementale pour la 
testabili té 
Une description comportementale d'un circuit peut être modifiée dans le but de géné- 
rer un circuit facilement testable. Dans [4 11, la description comportementale est convertie 
en un CFG. Ce dernier est ensuite analysé pour identifier les variables dü CFG qui sont 
difficiles à contrôler et/ou à observer. Les auteurs de cette méthode ont classé les variables 
du CFG en quatre groupes distincts: variables contrôlables, partiellement contrôlables, 
observables et partiellement observables. En se basant sur cette classification, de nouvel- 
les instructions de test sont ajoutées dans la description originale du circuit afin d'amélio- 
rer la contrôlabilité et l'observabilité des variables identifiées comme non contrôlables et 
non observables. Il a été demontré dans cette methode, que la modification de la descrip. 
tion originale peut géntrer des circuits facilement testables au coDt d'une surface de sili- 
cium additionnelle. Une autre mbthode permettant de modifier la description 
comportementale avec le même objectif de gënCrer un circuit facilement testable a 6tC pro- 
posée dans [23]. Dans cette mtthode, la description comportementale est convertie en un 
CDFG. Ce dernier est modifië en ajoutant de nouvelles opérations tout en préservant la 
spécification originale du circuit. Des opérations comme ajouter la valeur zéro à une varia- 
ble du CDFG ou multiplier une variable par la valeur unit&. sont ajoutees entres les diffé- 
rentes opérations du CDFG. L'objectif de cette modification est de minimiser le nombre 
de boucles gCnCrtes dans le chemin de données. 
Une autre technique a ét6 proposée dans [51] permettant de contrôler et d'observer 
localement les entréeslsorties des modules fonctionnels d'un circuit compost de plusieurs 
modules hiérarchiques. Des modes de test globaux et des contraintes de test sont propagés 
à partir du module principal à travers les diffdrents modules fonctionnels dans le but de 
contrôler et d'observer leun entréeslsorties. Dans le cas où les contraintes de propagation 
ne sont pas satisfaites, deux possibilités sont envisageables dans cette technique: la pre- 
mière solution est la modification de 13 description comportementale du module principal. 
La deuxième solution est la modification des modules locaux dans le but de satisfaire les 
contraintes de propagation des modes de test [29]. Il a éte démontre dans cette technique 
que la modification du comportement du circuit peut géntrer des circuits ayant une bonne 
qualité de test au codt d'une augmentation modeste de la surface. 
Enfin, un système de haut niveau appelé "Genesis" a été propos6 dans [87]. Le but de 
ce système est de générer un test d'une manière hiérarchique au niveau des modules fonc- 
tionnels d'un circuit donné. Ce syst8me permet de générer un circuit au niveau RTL (par- 
tie contrôle et chemin de données) où les entrées (sorties) de chaque module fonctionnel 
sont contrôlables (observables) à partir des entrées (sorties) du module principal. Dans 
cette méthode. on associe il chaque opération un environnement de test afin de contrbler 
(observer) ses entrées (sorties) B partir des entrées (sorties) du module principal. Considé- 
rons le DFG de la figure 2.3 où on veut trouver un environnement de test de l'opération 
(*2). Pour cela, nous avons besoin de contr8ler les entrées p et b et observer sa sortie q. 
Soit vl, le vecteur de test dCsiré qui est appliqué & l'entrée p et le vecteur v2 il l'entrée b, 
génCrant B la sortie q le vecteur v3. Si on assigne aux entrées primaires a = (v 1 - v2). b= v2 
et c = O. le vecteur de test désiré vl est justifiable aux entrées de l'opérateur (*2) et la 
réponse v3 est observable la sortie f du module principal. Donc. l'environnement du test 
pour l'opération (*2) est deteminé par les propriétes suivantes: a = (VI  - v2), b = v2 et 
c=. 
Cependant, cette méthode reste limitée en utilisant des propriétés de transparence des 
opérations (ajouter la valeur O à une variable ou multiplier une variable par la valeur 1 )  
dans le DFG. En effet, il n'est pas toujours possible de trouver un environnement de test 
pour une opération dans un DFG. Une amélioration de cette méthode a et6 proposée dans 
[89]. Cette méthode utilise la notion d'environnement de test développé dans [87] dans le 
but d'identifier les signaux internes de la description RTL qui sont difficilement contrôla- 
bles ou observables. Des multiplexeun sont insérés au niveau RTL afin de faciliter la jus- 
tification du test d'une operation donnée. 
Figure 2.3 Exemple d'environnement de test d'une 
opération dans le DFG. 
2.3.2 Synthèse pour le test intégré (BIST) 
Certaines mCthodes ont été proposees dans la littérature pour genérer durant les éta- 
pes de la SHN. des circuits facilement testables dans un environnement de BIST et de test 
aléatoire [79, 1231. Ces méthodes utilisent l'étape d'allocation des unités fonctionnelles et 
des registres dans le but d'orienter la synthèse de générer un chemin de données facile- 
ment testable dans un environnement de BIST. Basées sur des techniques de graphes de 
conflit et de calcul de fonction de co(lt, ces méthodes se concentrent aux problèmes de 
contrôlabilité et d'observabilité des registres. L'évaluation de la testabilitk des unités fonc- 
tionnels n'est point Cvoquée. 
Une autre méthode pennenant de g6nérer partir d'une description comportementale, 
un circuit facilement testable par la mCthode BIST, a été proposée dans [50, 801. Des 
mesures de testabilité ont étC d6veloppées pour estimer la contrôlabilité et I'observabilite 
des signaux internes de la description comportementale dans un contexte de test aléatoire. 
En se basant sur ces mesures de testabilité, des points de test sont ensuite inseds dans la 
description originale du circuit afin d'am6liorer la contrôlabilité et I'observabilité des 
signaux internes. Cependant, chaque point de test nécessite un registre supplCmentaire qui 
sera configud en un genérateur de vecteurs de test ou un analyseur des réponses. D'où 
l'inconvénient majeur de cette methode où la surface additionnelle peut dtre trop significa- 
tive pour des circuits complexes. De plus, l'insertion de points de test au niveau comporte- 
mental est considérée seulement pour le chemin de donndes. Dans la partie de la logique 
de contrôle et l'interface entre le chemin de donnees et la logique de contrôle, l'insertion 
de points de test est purement stmcturelle. c'est a dire considCrant la description du circuit 
après les étapes la SHN. 
2.33 Analyse de testabilité au niveau Ikansfert de Registres (RTL) 
Un ensemble de méthodes a été proposde considérant l'analyse de testabilité au 
niveau RTL, c'est-&-dire avant la synthèse logique. L'objectif principal de la plupart de 
ces méthodes est de générer un circuit facilement testable par les outils ATPG (sbquentiel 
ou combinatoire). 
Une méthode a été proposée dans 1171 considCrant l'analyse de testabilité et I'inser- 
tion de points de test au niveau RTL pour des circuits spécifiés en langage VHDL. Cette 
méthode utilise la méthode de test de balayage partiel. La description VHDL du circuit est 
convertie en une représentation intermediaire appelée, réseaux de Petri temporel étendus 
(ETPN: Extended Time Petri Net) [124]. Chaque noeud du ETPN represente un registre 
ou une unité fonctionnelle. Des mesures de testabilite (contrôlabilité et observabilité) ont 
eté définies et utilisees pour identifier les signaux qui sont difficilement contrôlables et 
observables. Après quoi. des registres sont insérés comme points de test. En effet, 
lorsqu'un bit d'un signal est identifié comme non contrôlable ou non observable, des 
registres sont inserés dans tous les bits de ce signal indépendamment de la valeur de 
contrôlabilit6 et d'observabilité des autres bits de ce meme signal. Par conséquent, une 
augmentation de la surface du circuit en résulte. 
Une autre mCthode appel6 "KT-SCAN", a CtC proposée dans [86]. L'idee de base de 
cette méthode est de transformer le circuit en un circuit combinatoire sans utiliser aucune 
méthode de balayage (complet ou partiel). Dans cette méthode, les auteurs essaient d'utili- 
ser tous les chemins de données possibles entre les paires de registres du circuit au niveau 
RTL. Des multiplexeurs sont utilisbs pour cker ces chemins et ainsi contrôler et observer 
le contenu des registres. Cependant, de nouveaux chemins sont nécessaires à ajouter dans 
le circuit afin de propager le contenu des registres ce qui résulte en une augmentation de la 
surface du circuit. 
Enfin. une méthode d'analyse de testabilité au niveau RTL a et6 proposée dans [16]. 
Les auteurs ont utilisé le langage de description Venlog au niveau RTL pour spécifier le 
circuit et des vecteurs de test fonctionnels pour évaluer la couverture de pannes résultante. 
Entre autres, cette méthode permet aussi d'identifier les signaux internes difficile à contrô- 
ler ou à observer. Pour améliorer la couverture de pannes, des vecteurs additionnels sont 
ajoutés dans la première Ctape. Ensuite, une modification du code Verilog est suggért5e par 
les auteurs pour améliorer la couverture de pannes. Cependant, cette modification du code 
est laissée à la responsabilite du concepteur. 
2.3.4 Conclusion 
Selon les travaux cités jusque là, nous remarquons une diversité des strategies adop 
tées par les m&.hodes propodes dans la litterature pour résoudre le probléme d'analyse de 
testabilité et d'insertion de points de test à un haut niveau d'abstraction (comportemental 
et RTL). Ces méthodes differrnt l'une de l'autre par l'objectif de mkthodologie du test A 
atteindre A savoir: synthèse des circuits facilement testables par les outils ATPG (sequen- 
tiel et combinatoire) ou par la methode BIST. Au niveau comportemental, certaines 
méthodes utilisent l'étape d'allocation de ressources mathielles et celle de l'ordonnance- 
ment des opérations dans le CDFG dans le but de gtnerer des circuits facilement testables 
par les outils ATPG ou la méthode BIST. D'autres mCthodes essaient de modifier la des- 
cription comportementale du circuit avant le processus de SHN. Cependant, comme nous 
l'avons mentionne, la plupart de ces mbthodes proposées se sont concentrées il arndliorer 
seulement la testabilité du chemin de données. Il est supposé dans ces méthodes, que la 
logique de contrôle peut être testée indépendamment du chemin de données. En effet, 
même si le chemin de donnees et la logique de contrôle sont testts individuellement. leurs 
interconnexion en une seule unite n'est pas forcement facilement testable [125]. En plus, 
ces méthodes restent incompatibles avec les outils de synthèse existant dans le marché 
actuel tels que Synopsys, Mentor, Cadence, etc. Au niveau RTL, la plupart des methodes 
se sont concentrés il synthetiser des circuits facilement testables par les outils ATPG 
séquentiel ou combinatoire. Leur objectif est d'obtenir un faible temps CPU, un faible 
nombre de vecteurs de test et une couvemire de pannes maximale au détriment de surface 
et de delai additionnels. Jusqu'à présent, aucune méthode n'a abordé d'une manière systé- 
matique le problème d'insertion de points de test au niveau RTL pour les circuits spécifiés 
en langage VHDL ou en Veriiog. Une methode qui a évoqué ce problème a été proposée 
dans [16]. Dans cette méthode, les auteurs identifient les signaux difficiles contrôler et/ 
ou B observer et laissent les modification du circuit il la responsabilité du concepteur. 
Aussi, le problème de contrôlabilit6 et d'observabilité des signaux internes des modules 
fonctionnels reste un probltme majeur pour toutes les methodes proposées. Contrairement 
ces méthodes, dans notre méthode, nous analysons au niveau R n  les signaux et les 
variables de la spécification VHDL ainsi que certains signaux internes difficiles à contrô- 
ler ou à observer des modules fonctionnels (additionneun, comparateun, etc). Ensuite, 
une modification du code VHDL est effectuée au niveau de ces signaux et variables. Nous 
considerons aussi chaque bit de chaque signai et variable pour l'analyse de testabiiite et 
l'insertion de points de test indtpendamment des autres bits. ce qui n'est pas le cas pour 
les autres méthodes. En effet, cette insertion au niveau bit permet de réduire la surface et 
rend la mtthode plus proche de l'insertion structurelle. Enfin, un ensemble de points de 
test est inclus dans la spécification originale VHDL du circuit. De cette manière, l'outil de 
synthése utilise permet d'optimiser sirnultanement la logique fonctionnelle du circuit ori- 
ginal et la logique des points de test inserés en tenant compte de toutes les contraintes de 
conception savoir, la surface, la vitesse du circuit. la testabilitk, etc. Enfin, notre méthode 
est compatible avec les outils de synthèse existant tels que Synopsys, Mentor Graphies, 
Cadence, etc. 
CHAPITRE 3 
Analyse de testabilité et d'insertion de 
points de test au niveau transfert de 
registres 
3.1 Introduction 
Dans le présent chapitre. qui a fait l'objet d'une publication soumise à "IEEE Tran- 
sactions on Computer-Aided-Design", on propose une nouvelle méthode d'analyse de 
testabilité et d'insertion de points de test dans les circuits intégrés decrits au niveau RTL et 
spécifiés en langage VHDL. Notre méthode utilise les mesures de testabilité développées 
et présentées en l'annexe 1. La méthode de calcul des mesures de testabilite s'inspire de la 
méthode de COP développ6e au niveau portes logiques et adaptt au niveau RTL. En effet. 
l'estimation des mesures de testabilité au niveau RTL permet de réduire les erreurs dues 
aux problèmes de reconvergence dans les rtseaux de portes logiques. Aussi, la methode de 
calcul de COP devient de plus en plus complexe au niveau portes logiques à cause de la 
complexité croissante des circuits integrés. 
Dans ce chapitre, nous montrons comment utiliser ces mesures de testabilité pour gui- 
der le processus d'insertion de points de test au niveau R n  pour les circuits spécifiés en 
langage VHDL. Tout d'abord, la spécification VHDL est convertie en un Graphe Acycli- 
que Dirigé (Directed Acyclic Graph - DAG). Chaque noeud du DAG représente une ope- 
ration VHDL (addition. multiplication. etc.) et les arcs representent les signaux et 
variables de la spécification VHDL. Les Ctapes de construction du DAG sont préseiitées 
en l'annexe 2. Ces mesures de testabilité consistent A calculer la contrôlabilité à O et à 1 et 
I'observabilité de chaque bit de chaque signavvariable ainsi que certains signaux internes 
des modules fonctionnels (additionneun, comparateurs, etc.) dans la spécification VHDL. 
Ces signaux internes sont obtenus en décomposant les modules fonctionnels cn sous- 
modules fonctionnels éMmentaires. En utilisant les resultats du calcul des mesures de 
testabilité. on identifie le(s) bit(s) de chaque signdvariable qui sont difficiles à contrôler 
et/ou à observer. Des points de test sont ensuite insérés au niveau VHDL. Chaque point de 
test consiste en un point de contrôle ou un point d'observation où il est défini par une 
fonction (pour le point de contrôle) ou par une procédure (pour le point d'observation). À 
cet effet. un package a tte défini incluant toutes les définitions des fonctions et procédures. 
Des circuits-test décrits au niveau RTL et spécifiés en langage VHDL synthétisable sont 
utilisés pour montrer l'efficacité de notre méthode en termes de surface, vitesse du circuit 
et de testabilité. D'autres rCsultats expérimentaux sont aussi présentes dans le chapitre 4. 
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ABSTRACT 
This paperproposes a new testabiliîy a ~ l y s i s  and test-point insertion method at the 
Register Transfer Level (RTL), assuming a full scan and a pseudorandom BIST design 
environment. The method is  based on analyzing the RTL synchronous specijication in 
sy nthesirable VHDL A VHDL In temediate Form representation is first obtained from 
the VHDL specijîcation and then converted to a Directed Acyclic Graph that represents 
al1 data dependencies nndflow of controf in the VHDL spec@cation. Testability Mea- 
sures are computed on this graph. The considered TMs are Controfkbiiity and Obsen- 
ability for each bit of each signahariable that is dechred or nuly be implied in the 
VHDL specijication. The calculotion is camWed out ut a functional level rather than the 
gate feue4 to reduce or elimina!e erors introdircod by ignoring reconvergent fanouf in 
the gate network, and to reduce the cornplenty of the DAG construction. Infernal sig- 
nab of FunctiOnaI Modules (implementation of V H m  operatibns), are ako a ~ l y z e d  to 
compute their Conîrolhbility and Observabiliry values. B m d  on the ConirollabiIi~/ 
Observabiüîy values, test-point insertr0on is peifomed to Unprove the testabilïty for each 
bit of emh sig~hariable. This insertion is camed out in the original VaDL specHca- 
tiun a d  thus becmes a patt of it unüke in other existing metho& l'Ris allows full use 
of RTL synthesis optimizolion on bothhfwictional and test logk concurrently within the 
designer consîtaints such as ana and detuy. A nnwnber of benchmark circuits were used 
to show the appkïcubild'y and the effectiveness of our method in tems of the resulting 
testabikl@, atea, and delay. 
3,2,1 Introduction 
VLSI circuit complexity has made testing difficult and more expensive. Increasing 
the testability of a design is one of the important issues in the design cycle. In the put, we 
couid add Design-For-Testability (DFT) circuits manually, after logic synthesis. But 
today's need for a shorter time to market makes this an unfiordable bottleneck. Ignoring 
DFï during the design cycle affects product quality and introduces schedule delays. Most 
industrial digital designs use automated RTL synthesis and we can thus achieve DFï by 
incorporating test and synthesis into a single methodology that is automated as possible. 
Indeed, considering testability during design synthesis can reduce the overall design and 
manufacturing time. Even more important, the testability enhancement at the entry Ievel 
to a synthesis tool makes it independent of the tool and the implementation technology. It 
becomes part of the design specification and may be optimized with the other synthesis 
tasks in tems of area and delay. 
The main objective of Our method is thus to raise the level of abstraction at which 
testability analysis and test-point insertion is performed. We propose a new testability 
analysis and test-point insertion method at the RTL, assuming full scan and pseudorandom 
BIST design environment. Full scan in combination with pseudorandom patterns is widely 
adopted in the industry due to its ease of implementation and fault diagnostic. Unfortu- 
nately, the presence of random pattern resistant faults in many practical circuits poses a 
serious limitation to its success. The solutions to tackle this limitation can be broadly clas- 
sified as those that modifj the input patterns or those that modif'y the circuit-under test. In 
this paper, we are interested in the second class of solutions, circuit modifications, that 
introduce test points to improve the random pattern testability of a circuit. Our goal is to 
anaiyze and modiQ the VHDL R n  description of the circuit, in order to generate an eas- 
ily testable gate-level circuit by a pseudorandom sequence under the BIST environment. 
This is the main advantage and motivation of this work. That is, to apply synthesis compi- 
lation and optimization technology directly to a testable VHDL description. optimizing 
functional and inserted test logic concurrently, rather than introducing testability after the 
VHDL has been compiled to gate-level. The resulting gate-level circuit will be optirnized 
for delay, ana and testability. 
The proposed method uses as the starting point a VHDL specification given at the 
synthesizable RTL. It is analyzed to produce an intermediate representation, called the 
VKDL Intermediate Format (VIF), and transformed into a Directed Acyclic Graph @AG) 
on which testability analysis is performed by computing and propagating Testability Mea- 
sures (TMs) forward and backward through the VHDL statements. The TMs are the Con- 
trollability and the Observability for each bit of each signaUvariable. Some intemal 
signals of Functional Modules (FMs) such as adden, comparators and multiplexers are 
also analyzed to determine their Controllability and the Observability values. The interna1 
signals are obtained by decomposing the FMs into sub-FM blocks. 
These measures are then used to identify bits of signds/variables having too low Con- 
trollability or Observability. Test-point insertion is performed to improve Controllability 
and Observability, again at the RTL. 
Test points at the VHDL RTL are described by a set of synthesizable VHDL functions 
(procedures) which are used to insert Control (Observation) points on bits of signals/vmi- 
ables. The corresponding functiondprocedures are defined in a package which is included 
in the original specification. The definition of these functions/procedures includes the nor- 
mal and the test mode of the specification such that after technology mapping, the result- 
ing gate-level circuit can be executed in both modes. 
The computation of TMs method is purely functional, that is, it does not assume the 
knowledge of a gate-level implementation of the circuit king analyzed. Therefore, it 
allows us to compute testability estimations with a high degree of accuracy for circuits on 
which existing tools fail due the enonnous amount of information contained in a gate- 
level implementation of the circuit. Some benchmark circuits which are random pattern 
resistant are used to show the effectiveness and the viability of the proposed method in 
terms of the resulting testability, area, and delay. 
The paper is organized as follows: Section 3.2.2 gives a summary of previous work in 
the literature. The overall approach is summarized in Section 3.2.3. Section 3.2.4 
describes the DAG constmction, while Section 3.2.5 presents the main formulas of the 
TMs calculations. The test-point insertion method is discussed in Section 3.2.6. Section 
3.2.7 presents the expenmental results, and Section 3.2.8 concludes the paper. 
3.2.2 Previous work 
Recently, several RTL and behavioral level design and synthesis-for-testability 
approaches were proposed to generate easily testable circuits for partial scan, sequentiai 
ATPG, and BIST testing methodology 1621. The proposed approaches include RTL scan 
selection [69, 171, modifications to the behaviorai description of a design to improve the 
testability of the synthesized circuit [4 1,701, and considenng testability during the behav- 
ioral synthesis process [74,76,78,79]. The high-Ievel techniques concentrate on improv- 
ing the testability of datapaths, assuming that the controller can be tested independently 
and that its outgoing control signals to the datapath are hilly controllable in the test mode. 
However, even when both the controller and the datapath are individuaily testable, the 
composite circuit may not be. A method bascd on testability analysis at the behavioral 
level was presented in [50. 801. The authors perform the test-point insertion in die datap 
ath at the behavioral level. However, for the controller and the interface between the data- 
path and the controller. test-point insertion is performed at the structural level. For 
hierarchical designs, a technique has ken developed in 170, 29. 511 to generate top test 
modes and constraints required to realize a module's local test modes. The process of gen- 
erating global test modes may reveal that some constraints cannot be satisfied, in which 
case, either the top level description of an individual module, must be modified to satism 
the constraints. It has been shown that behavioral modification can yield implementation 
with higher test efficiency than the original design with a modest increase in area. A high 
level synthesis system called "Genesis" was proposed in [87] which targets hierarchical 
testability. It synthesizes RTL cont.roller/datapath circuits from a behavioral description in 
such way that the precomputed test sets of al1 the modules and registers are justifiable at 
the system level. In this technique. limited transparency properties of operations (O for 
addition, 1 for multiplication) are used to check the existence of a justification and propa- 
gation path for the operation in the Data-Flow-Graph. An improvement of this method 
was proposed in [W]. It uses hierarchical testability analysis developed in [87] to identify 
signals in the given RTL circuit that are bottlenecks from the hierarchical Controllabilityl 
Observability point of view. It then selectively inserts test multiplexers to render the cir- 
cuit hierarchically testable. The Testability of signals is simply two-valued (testable or not 
testable). 
Some RTL testability anaiysis methods have been proposed to generate easily testable 
circuits for sequential ATPG [81, 82, 861. The main objective of these methods is to 
reduce the ATPG CPU time at the expense of area overhead. In [8 11, an RTL method was 
proposed which enables circuit testing using combinational test patterns. The methodol- 
ogy uses existing paths between registers. going through multiplexers. to load a combina- 
tional test pattern into the circuit FFs without having to use scan FFs. A technique was 
proposed later in [82] that can also use existing paths through functional units. However, 
appropnate constants (identity elements) need to be added to the side inputs of the units to 
create 1-paths[83]. An improvements of this method was proposed recently in 1861. 
Finally. an RTL testability anaiysis method was proposed in 1161. The authors use Verilog 
RTL models and functional venfication patterns to improve the fault coverage of the 
resulting circuit at the gale level. Also. this method provides information about the areas 
in the RTL models with a potential testability improvement by architectural changes or an 
RTL fault coverage improvement by adding more test pattems. However, test-point inser- 
tion at the RTL was not addressed in this method and it was left as the designer's responsi- 
bility. 
3.2.3 The proposed method 
Figure 3.1 depicts the overall structure of Our testability analysis environment which 
can operate as a front-end to an RTL synthesis tool such as Synopsys Design Compiler. In 
the first step, a VHDL analyzer from LEDA [48] is used to produce the VIF representa- 
tion, and to identify al1 registen (full scan is assumed) and sequential VHDL statements'. 
A Directed Acyclic Graph (DAG) is used to store this information by linking the present 
1 .  Note that concumnt staumcnts will bc translateci to their quivalent processes containing sequential 
staternents. 
states of registers with the next suites through the VHDL statements. Al1 integers and enu- 
merated types are converted to bits or bit vector and VHDL operations are modeled by 
their Boolean functional models. The TMs are the Controllability and the Observability of 
each bit of each signaYvariable. TMs are then computed using this DAG by initidizing the 
Controllability of pnmary and pseudo-primary inputs to 0.5 (both O and 1). the Observa- 
bility of primary and pseudo-primary outputs to 1. and by propagating them forward and 
backward through the VHDL statements. 
A method for propagating TMs through VHDL operators was developed. It allows to 
identify hard-to-detect bits of signals/variables of the VHDL specification including inter- 
na1 signals of FMs. This information is used to insert test points, again in the specification 
at the RTL by locally converting the affected signaWvariable to the bit level and back. 
Each test points is described by a synthesizable VHDL functiodprocedure which is 
defined in a package. The Function (procedure) is used to insen a Control (Observation) 
point on a given bit of a signaVvariable in the VHDL &ecification. As a result of the test- 
point insenion, our method again produces a synthesizable RTL VHDL specification 
which can be input to a synthesis tool. This allows designers to optimize their designs for 
difTerent design constraints (e.g., ana and delay) including testability. This is the main 
advantage of Our method to include testability at the VHDL level before RTL synthesis 
unlike in the existing approaches. The algorithm in Figure 3.1 was implemented using the 
C language in about 14,000 code lines. In the following sections, we describe each step in 
Figure 3.1. 
Figure 3.1 Hardware synthcsis with incorporated tcstability analysis and 
test-point insertion. 
3.2.4 Construction of the Directed Acyclic Graph 
As shown in Figure 3.1, a VHDL specification is compiled into its VIF representa- 
tion. and then a DAG is constnicted that represents the flow of information and data 
dependencies. Each intemal node of the DAG corresponds to an operation of the VHDL 
specification such as arithmetic, relational, data transfer and logical operations. The 
source (sink) nodes of the DAG represent the present (next) state and primary inputs (out- 
put~). The present and the next States are given by the registen that could be synthesized 
from the W D L  specification. Edges represent signalslvariables declared by the designer 
in the specification and intermediate signals/variables as defined in Definition 1. 
Note that no hardware sharing is perfomed during the VHDL translation in the DAG. 
That means, each VHDL operation comsponds to a new node in the DAG. Note also that 
the entire VHDL language is supported by the analyzer, however, only the synchronous 
synthesizable consbucts as accepted by commercial RTL synthesis tools (Synopsys, Men- 
tor, ... etc.) are supported by Our method. 
An intermediate signdvariable is an unnamed signdvariable formed by an expres- 
sion which is not a simple signaVvariable name. For example, in the VHDL specification 
shown in Figure 3.2(a), two intermediate signals (S-int 1 and S-int2) and two intemediate 
variabies (V-intl and V-int2) are irnplied as shown in Figure 3.2(b). 
. . .  
Signai A, B, C, D, E, S: intcgcr; S-int 1: (V + D) 
Raccss(A, B, C, Dc E) S-inQ: (V + D) + E 
Variable V : intcgcr; 
btgin Intermediate signals 
V : = ( A + B ) + C ;  
S < = ( V + D ) + E ;  l 
end Pro-; V-intl: (A + B) 
. .. V-inQ: (A + B) + C 
l I intermediate variables 
- -  - - - 
Figure 3.2 Definition of intcrrncdiate signais/variables. 
In the rest of this paper, whenever a signaVvariable is mentioned, it refers to a signai/ 
variable that is declared by the designer in the VHDL specification or to an intemediate 
signdvariable as stated in Definition 1. Below, we summarize the main steps in constnict- 
ing the DAG: 
1. Generate Control and Data Flow Graph (CDFG) for each process of the VHDL specifi- 
cation. 
2. Unroll al1 for. ..loops and expand procedurrslfunctions by adding new nodes to the 
CDFG. 
3. Conven data types to bits. 
4. Translate the resulting CDFG into a DAG. 
5.  Connect DAG graphs of individual process to produce the global DAG. 
3.2.4.1 Generation of CDFG 
Each VHDL process can be transformed into a Control Flow Graph (CFG) to repte- 
sent the control flow of operations. The CFG is a directed graph defined as: 
CFG = ( V, E) , where 
V is a set of nodes corresponding to the different VHDL sequential statements: 
V = V, , ,uV,u  V p  V c ,  where 
Vw is the set of synchronization nodes (wait statements), 
V,  is the set of conditional statement nodes (if, case), 
V, is the set of for. ..loop statement nodes, 
Ve is the set of other nodes (signaVvariable assignments, procedure calls, ...). 
and E is the set of edges representing the flow of control. 
Each node of a CFG is associated with a Data Flow Graph (DFG). Each node of DFG 
represents one operation in the VHDL specification. and an DFG edge represent signals 
and variables connecting the nodes. There is an edge fiom operation Oi to operation oj if 
the result of opration Oi is input to operation Oj. A CFG in which each node is a DFG is 
called a CDFG. 
3.2.43 Loop unrolling and expansion of procedures/fimctions 
For. ..loop suitements are used to repeat a sequence of operations for a constant num- 
ber of times. The result of synthesis would be a replication of the hardware comsponding 
to the statements inside the loop, one for each iteration. Each procedure call is expanded 
in-line. The contents of the procedure are fint copied into the process in place of the call. 
Then, the actual parameters are substituted for the formal parameten of the procedure. 
Functions are expanded in a similar fashion except that a function is expanded imrnedi- 
ately before the expression that calls it. As a result of loop unrolling and expansion of pro- 
cedures/functions. the CDFG is augmented by new nodes. 
3.2.4.3 Data type conversion 
If already not declared as such, al1 VHDL data types are converted into bits. The main 
issue with enumerated types is the encoding of the possible values. By default we can con- 
vert them into bit-vecton whose length is deterrnined by the minimum number of bits 
required to code the number of enumerated values, and the actual code assigned to each 
value corresponds to the binary npresentation of the position in the type declaration 
(starting from zero). 
Integer subtypes are defined using subranges that impose bounds on the possible val- 
ues. They are encoded using bit-vectors whox length is the minimum necessary number 
of bits to hold the defined range. If the range includes negative numbers, it is encoded as a 
2's-complement bit-vector. In general, bits of an integer type value are not directly acces- 
sible and depends on the synthesis tool we use to synthesize the circuit. No assumption is 
made on the location of these bits. Functions for translating integers to bit vectors and 
back are used from the packages provided by the synthesis tool. With Synopsys, we use 
the standard packages of EEE in which functions for type conversions are defined. 
3.2.4.4 Ikanslation of the CDFG into DAG 
The next step is to translate the resulting CDFG into a DAG. Synchronous registers 
are infernd on signals and some variables assigned in a clocked process. However, once 
we separate the present and the next States of registen into separate nodes, we obtain a 
DAG. The source nodes are the primary inputs and present state values of registers and the 
sink nodes are the primary outputs and the next-state values. Pseudo-primary inputs (out- 
puts) comspond to synthesized register outputs (inputs). The algorithm to identify the 
synthesized registers in the VHDL specification is the same as used by most synthesis 
tools. 
Identification of multiplexers 
In this section we give a translation for the VHDL conditional statements ("if' and 
"case"). A new node type is added to the DAG representing the multiplexer operation. In 
fact, each conditional statement ("if' or "case") is translated into a set of multiplexers with 
one output for each signaYvariable assigned within the conditional statement. The condi- 
tion expression translates into a set of nodes which feed the control input of each muiti- 
plexer. The data inputs to each multiplexer are fed from the nodes of the corresponding 
expression being assigned. Thus, to translate each conditional statement to a multiplexer 
operations. we have to find its scope, Le., its corresponding end-statement. 
3.2.4.5 Connecting of processes 
A VHDL specification consists of a set of interacting processes (clocked and 
unclocked). Entity ports and intemal signals (declared in the VHDL architecture) are used 
to communicate betwem the processes. The connection between processes is represented 
as a Directed Graph. However, we have seen that each VHDL process can be tmnsfoxmed 
into a CDFG which is represented as a DAG. Hence, the global VHDL specification is 
also represented as a DAG. We illustrate the overall construction on the following exam- 
ple. 
Example 1: 
Consider the VHDL specification as shown in Figure 3.3, it represents a Moore finite 
state machine with 4 States (SO, S 1, S2. S3) and one output 2. The specification consists of 
two processes (a clocked one and a combinational one). Its DAG is shown in Figure 3.4, 
the primary and pseudo-primary inputs/outputs representing the present and the next reg- 
isten are also indicated there. The signal CURENT-STATE is synthesized as a register 
and thus becomes a pseudo-primary two bit-wide input/output. since it is declared as an 
enumerated data type of 4 possible values. The constants SO. S 1, S2, and S3 are encoded 
as 00, 01, 10, and 11, respectively. Each multiplexer operation corresponds to a condi- 
tional statement. 
3.2.5 Testability computation 
Most previous testability analysis methods are restricted to circuits consisting of logic 
gates only, i.e., complex functional modules must be expanded to a gate-level equivalent. 
In contrast, Our method handles most VHDL operations at the functional level in addition 
to Iogical operations. The following operaton are supported by Our method: n-bit adden, 
n-bit comparaton (<, c=. ... etc.), n-bit multiplies, n-bit subtractors, and general multi- 
ciitity MOORE h - Moort rmchin 
poit(X QXM(: in BTT; 
22 out BIT); 
a; 
urhltcctw* BEHAV of MôôRE Is 
rypc STA7E-WPE K 6 0 ,  S 1. SZ S3); 
signal CURRENTCURRENTSïATE, NEXT-SïATE: STAïE-TYPE; 
w - Roctss to hold combinationai logic 
COMBM: proeadCURRENTCURRENTSTATE, X) 
adn 
case WRRENTCURRPITSTATE u 
whtn SO => 
z c= '0 ' ;  
if X = 'O' lhcn 
NMT,STATE <= SO; 
e k  
NEXT-STATE e S2; 
end if; 
whcn SI => 
z O '1'; 
if X = 'O' ihcn 
NEXT-STATE <= SO; 
e k  
NM?,STATE e= S2; 
end if; 
J.. 
2 c= '1'; 
if X = 'O' then 
r n - s T A T E  <= S2; 
e h  
NEXT-STAE <= S3; 
end if; 
w h  S3 - 
z c: '0'; 
if X = 'O' rhcn 
NEXT-STATE S3; 
clsc 
NEXf-STATE <= S 1 ; 
end if; 
a d  case; 
ead procar CûMBïN; 
- Rocest to hold syndvonous clcmcnts (flip-flops) 
ma: p- 
kgln 
W t until CLOCK = ' 1 ' ; 
CüRREiVï-STATE <= NEXT-STATE; 
codpmce%sSYNQI; 
end BEHAV; 
Figure 3.3 VHDL specification of a Moore machine. 
plexers which are infemd by the conditional statements (if, case). Al1 of these are repre- 
sented functionally, meaning that the Controllability/Observabiliiy propagation through 
hem is computed with a high degree of accuracy. This is not the case with gate-level 
models, because reconvergent fanout in such models may introduce errors in the calcula- 
tions. In Our method we compute a Controllability of zero (Co) and of one (Cl), and 
Observability (O) values on each bit of each signaVvariable and intemal signals of FMs. 
We show next the propagation of Co, CI and O through typicai VHDL operators. 
Figure 3.4 Directed Acyclic Graph (DAG) for T M s  computation in Example 1. 
Definition 2: Combinational Controllability 1141 is the probability that a signal s has 
a specific value. We have two measures. 1-Controllability (Cl(s)) and O-Controllability 
(Co(s)) such that Co(s)= 1 - Ci (s). 
Definiüon 3: Combinational Observability O (1, s) of a line 1 is defined as the prob- 
ability that a signal change on 1 will result in a signal change on an output S. For multiple 
output modules, the Observability of a line must be computed relative to each output and 
the overall Observability O (1) of 1 is given by max, [O (1, s) ] 
33.5.1 Controllability calculations 
In this section, we give the formulas for determining the Controllability of an output 
of some VHDL operators. given the Controllability of the inputs. We show next the Con- 
~ollability formula for an n-bit adder, the other formulas are included in Appendix 1. 
We wish to cornpute the Controllability of the outputs of an n-bit adder. given the 
Controllability of its inputs, assuming that the inputs are independent. When two n-bit 
binary numbers a and b are added, each bit of the sum s is a function of the corresponding 
bits of a and b and of the carry from the next less significant bits. 
The 1-Controllability measures Cl(si) and Cl(ci+]) cm be computed by considering 
the minterms leading to 1 on the respective output: 
C,  (s i )  = a + C, ( c i )  - 2 x (a x Cl ( c i )  ) (3.1) 
cl + = a x C I  (c i )  + C l  (a i )  'Cl (b i )  (3.2) 
where a = Cl (a , )  + C, (b , )  - 2 x  Cl (a i )  x Cl (b i )  (3.3) 
Note that a is the probability that (a i  @ bi)  = 1 and, consequently, Ci(si) is the 
probability that (a i  Q bi @ ci)  = 1 . 
To compute the Controllability of each output of an n-bit adder, we can use a cascade 
of n full adden configured as a ripple-carry adder as shown in Figure 3.5. There is no 
reconvergent fanout in this circuit and al1 inputs are independent, hence the Controllability 
computed on this uee stmcture is exact. To find the Controllability measure Cl ( s i )  at the 
output Si ,  Equaiions (3. I ) ,  (3.2) and (3.3) can be used for each 1 -bit adder, and bit i can be 
evaluated when bits O, 1, . . . , i - 1 have been computed. The calcuiation can be made in 
linear time in tems of the number of inputs. The sarne structure can be used to compute 
the Controllability of a subtractor using 2'stomplement representation of negation. 
Si Sn- I S, 
Figure 3 5  A ripple-carry addcr composed of n full adden 
3.253 Observability calcula tions 
In this section, we give the Observability formula for an n-bit adder. The other formu- 
las can be found in Appendix 1. 
Consider again the n-bit ripplesarry adder shown in Figure 3.5, and let us compute 
the Observability of each input. According to the boolean function of a 1-bit adder, the 
change on any input ai, bi or Ci is always observable at si. It follows that: 
The Observability of an input at level i at the other outputs k ,  k > i ,  depends on the 
propagation of the carry From stage i to these outputs. For instance, to observe ai at sk 
suchthat k = i +  1, ..., n ,  wehavetoset ( b i @ c i )  = 1 and (a,Qb,) = I ,fora11 j 
such that j = i + 1, . . ., k - 1 . Equation (3.5) gives the general formula to compute the 
Observability of each input ai at outputs k , such that k = i + 1, . . . , n . 
l 
k -  1 
O ( a i , s k )  = C l ( c i @ b i ) x  n C I ( a j @ b j )  ( s )  i 0 , -  (3.5) 
j = i + l  1 
The resulting Observability value of input i is the maximum value of Equations (3.4) 
and (3.5). i.e., O ( a i )  = maxi [O (a,, sk) ] . 
Similar formulas can be used to compute the O ( b ,  sk) and O (ci ,  si) (in particu- 
lar for co). 
3.2.6 Test-point insertion 
In this section. we derive a modified VHDL specification from the original one which 
includes a set of test points expressed using synthesizable VHDL functions and proce- 
dures. Functions (procedures) are used to improve the Controllability (Observability) on 
bits of some signals/variables and the intemal signals of FMs. The modified VHDL speci- 
fication describes both the normal and the test modes of the given circuit. An extra pin 
input is added to the circuit's inputs to determine which of the two modes is active. 
Each test point to be inserted corresponds to a new node in the DAG. In Nm, this 
node corresponds to a hinction/procedure to be added to the original VHDL specification. 
Therefore, we have to establish the relationship between the DAG representation and the 
VHDL specification. Each signaihariable candidate for test-point insertion is identified by 
a label, that is the name of the hierarchical path and the line number in the modifîed 
VHDL specification. The internai signal is identified by the line number in which the cor- 
responding FM should have a test point inserted. 
At the VHDL level. control points consist of the logical "OR or "AND operations 
which combine as inputs a given bit of a given signaüvariable and some extra control 
inputs which are added to the circuit inputs. The " O R  ("AND") operation is used to 
increase the 1-Conuollability (O-Controllability) value on the given bit of the given signai/ 
variable. An Observation point consists of a ngister which is assigned to the comspond- 
ing bit of the given signal/variable. 
In the following, we show first how to insert test points on signalslvariables in the 
VHDL specification and next on the internai signals of FMs. The algorithm used for 
selecting test points is presented after this section. 
3.2.6.1 Test points insertion on signaWvariab1es 
In this section, we show how to insert Control and Observation points on bits of sig- 
nals/variables in the VHDL specification. Functions (procedures) are used to insert control 
(observation) points. The functions/procedures are overloaded for different signal types 
and new parameten. The number of pararneters depends on the data type of the corre- 
sponding signal/variable which can be either an integer, array of bits or a single bit. 
Control-point insertion 
Figure 3.6 shows an exarnple of a VHDL specification. It is composed of one 
unclocked process with three sequential signal assignments. Suppose that we want to 
insert three control points on signals Z 1 , Z  and 23 which are declared as three different 
data types. Assume that we want to increase the O-Controllability on single bit Zl, to 
increase the 1-Controllability on bit position 2 of signal 22 and to increase the 1-Control- 
lability on bit position O of signal 23. The modified VHDL specification including the 
required control points is shown in Figure 3.7. To insert a control point, we use the sarne 
name of the function which is called Insert-Cotrol-Point(...) and is defined in Figure 
3.7. For signal 21, which is declared as a single bit (std-logic), we need as function 
parameters the expression assigned to the signal, the type of the control point to insert 
("AND' operation), an extra control input (TEST-IN-1)' and the signai Test-Mode 
which is used to switch from the normal mode to the test mode and vice-versa. The 
"AND" operation combines the output bit of the expression which is assigned to signal 21 
and the control input TESTJN-1 and the signal Test-Mode. Although, the function is 
defined in the architecture, but usually it would be placed in a package. The constant sig- 
nal CONTJYPE declared as an enumerated type is used to select between the control 
point type. 
The same overloaded function name is used to insen a control point on signals 22 and 
Z3. Signal 22 is declared as an array of bits for which we want to increase the 1-Control- 
lability on bit position 2. In this case, we add another parameter, POSITION, that gives the 
position of the bit in the array whose Controllability is to be modified. The corresponding 
function definition is given in Figure 3.7. Now, we want to increase the 1-Controllability 
on bit position O of Signal 23. The corresponding function converts the corresponding sig- 
nal to a bit vector, inserts a control point on bit O and then converts the bit vector back to 
the integer type. In this case, we add a new parameter to the function, S E ,  which is the 
number of bits required to encode signal 23. Note here, we need to translate signal 23 into 
a bit vector and back by using the functions conv~std~logic~vector( ...) and 
conv-integer( ...) which are defined in the standard packages of IEEE Standard. Figure 3.8 
shows the resulting gate-level circuit obtained by Design Compiler. The required Control 
points are included in the gate-level circuit obtained after synthesis. 
Observation-point insertion 
1. This signal cyi comc h m  a nginer which *Il bt inckded in tht scan chah 
Figure 3.9 shows another VHDL example. It consists of one unclocked process with 
two sequential assignment statements. Assume now that we want to increase the Observa- 
bility value on bit position 2 of the assigned variable V. An Observation point is thus 
required on this bit position. An Observation point consists of assigning a register to this 
specific bit position. The modified MIDL specification is shown in Figure 3.10. A proce- 
dure called Insert_Observation-Point(..,) is used to achieve that at the VHDL level. Bit 
2 of V is fint transferred to an intemal signal S. Next. signal S is transfemd to a signal 
SCAN-OUT which is assigned in a clocked process in order to infer a register. Note that 
the same procedure name is again overloaded to observe any bit of any data type signal/ 
variable. Figure 3.1 1 shows the resulting gate-level circuit obtained after synthesis by 
Design Compiler. It is shown that bit 2 of variable V is assigned to a register (D-FF). 
... /... 
entity EXAMPLE is 
pon(A, B : in intcgcr m g c  O to 7; 
C. D : in ad-logic; 
EF : in std-logtc-vcctor(3 downto O); 
21 : out std-logic; 
22 : out std,logic,vcctor(3 downto O); 
23 : out intcgcr range O to 7 
end EXAMPLE; 
architecture RTL of MAMPLE is 
aern 
piorrss(A, 8, C, D, E FI 
btern - inmusc tbc Konmllability on signai Zl 
Z1 c=C xor D; 
- 1nem.w tht l-Conuolli~bility on bit position 2 of si@ 22 
Z 2 e E m d F ;  - Inmase thc I-Conmllability on bit position O of signal 23 
2 3 e A + B ;  
end process; 
end m; 
Figure 3.6 VHDL Example for Controllability test-point insertion. 
. Conml point irisation of 8 s8gNVvrniblt 
. declarccl u m'EGER 
funclinn Iiwrt,Contrd,PoinîI 
SIG-VAR INTEGER; 




TM : ~ -UXi IO  inwn INTGER is  
v d k  V: sid,log~c,vtctor(SR& 1 downto 0); 
vtnibk V,IKT: intcgu. 
.. J... 
adn 
V:= coav~ridJogicE~SIGGVAR, SEEk 
if (COKT-TYPE r ORPûM'l rbm 
VPOSTIION) = OM mi TEST95) œ Wpoution); 
ctrc 
V m O M  = ((sot TM or TEsrJN) rod VrnSrnON); 
end if; 
V J m -  3 C O N v j ~ ) ;  
rawn (vm; 
end lirrn,Carud,Pdnc; 
. -. - 
Figure 3.7 Modificd VHDL specification including t h e  control points. 
Figure 3.8 n ie  resuiting gale-level circuit including Ihe chree Control 
points. 
. ... 
... / ... 
mtity EXAMPLE k 
port (A. B. C : in nd-logic-vmor(3 downto O); 
Z : out sid-logic-vcaor(3 downto O)); 
end EXAMPLE; 
uchitccturc RTL of EXAMPLE k 
btgIn 
pnmrs(U,C) 
variable V : nd,log1c-vcaor(3 downto O); 
agia - lnstrt an Obs#vation point on bit position 2 of assigncd mhblc V 
V:=AandB; 
z <= v xorc; 
end pmrss; 
end m; 
Figure 3.9 W D L  example for Obsmability test-point insertion. 
. . .  
cntity EXAMPLE k 
pon (A. B. c : in nd,Iogic,vcaor(î downto 0); 
Z : out sîd,logic,vedor(3 downto 0); 
U K  : in Bit; - Signal uscd for oôsavation 
SCAN-OUT : om std-logic); 
cndEXAMPLE; 
rrcbitccturr RTL of EXAMPLE b - ObKNation point insertion of a signaVvMnblt 




signal SCAN :out STD-LOGIC ) is 
b%in 
SCAN c= SIG-VAR(POSiTi0N); 
cnd Iwrt~Obscmiion~Point ;  
asin 
p-(& 8, C) 
variable V : ndJogic,veetorI3 downto O); 
w 
V : = A + B ;  - bat an obscrvaûon pini at bit 2 of variable V 
Insen-Obscrvotion-PointW. 2, S); 
z<= v4c; 
c d  p-; 
- This clocked pracess îs uKd io infa rcgistm 
- for observation points 
P- 
w n  
Wpituntil C ï K = ' t ' ;  
SCAN-OUT c= S; 
end pmces; 
end K ï k  
Figure 3.10 Modified VHDL specification including one Observation point. 
3.2.6.2 Test-point insertion on interna1 signals of FMs 
In the previous section. we only analyze the testability of signals/variables that are 
explicitly declared or may be implied in the VHDL specification. These signals/variables 
are used to connect VHDL operators which are mapped to FMs (adders, comparators, 
etc.). As well known, large multi-bit FMs can be difficult to test by random patterns due to 
a low Controllability et/ou Observability on intemal signals. These signals such as carry 
lines inside an adder do not have a direct correspondence in the VHDL specification for 
test-point insertion as we did in the previous examples. In the following, we show how to 
insert test points at the RTL on the intemal signals of FMs. 
Figure 3.11 The rcsuiting gaie-level circuit including one observation point. 
Comparators 
Let's consider as an example, the equality comparator to illustrate how to insert test 
points on intemal signals. An n-bit equality comparator can be decomposed functionally 
into n 1 -bit equaiity comparaton in which the corresponding outputs are ANDed as shown 
in Figure 3.12. It is known that the n-inputs AND operation is difficult to test with random 
testing when the number inputs increases. One solution, is to decompose the n-inputs 
AND operation into a cascaded of (n-1) two-input AND operations as shown in Figure 
3.13. The signals shown as doned lines are considercd as intemal signals. These signals 
are analyzed for testability and may require test points (Conuol or Observation points) on 
hem at the RTL. Here also, we defined a function (procedure) which inserts a given num- 
ber of control (observation) points at some specified intemal signals of an equality com- 
parator. Its use will be illustrated next on an example. 
Figure 3.14 shows a VHDL specification of a 16-bit counter in which a 16-bit equal- 
ity comparator is used in the if expression. We want to insen two conuol points at two dif- 
ferent intemal signals of the comparator. In this example. we want to increase the 1- 
Controllability on both signals. Each internal signal is characterized by a position in the 
equality comparator smcture. For example, the signal Pi as show in Figure 3.13, corre- 
sponds to an i-bit comparator and is assigned the ih position in the comparator structure 
(starting from zero). This information is used as a parameter in the function (procedure) 
used to insert a control (observation) point at a specific intemal signal, Pi. The modified 
VHDL specification including the required control points at positions 5 and 10, is show 
in Figure 3.15. The function called Insert-Control-EqualG..) is used to insen a given 
number of control points at some intemal signals of the equality comparator. To insen 
control points, the corresponding function takes the following parameters: The two oper- 
ands of the cornparison L and R, the number of control points to insert N, the correspond- 
ing positions of the control points represented by the array P, the type of the control points 
(Increasing the 1 -Controllability or the O-Controllability), the required extra control inputs 
as an array Sigarray and the signal Test-Mode. Note that this functions uses the function 
Insert-Control-Point(...) defined previously. These functions are defined in the package 
'Test-Points" which is included in the specification as shown in Figure 3.15. In the same 
manner, we define a procedure called Inse~Observation-QW( ...) used to insert a 
given number of observation points on some intemal signals of the equality comparator. 
We use the same VHDL example (Figure 3.14) and show how to insert two observation 
points at two intemal signals at positions 5 and 10. The modified VHDL specification is 
shown in Figure 3.16. Note that the functionlpmcedun is again overloaded for compara- 
tors operating on other data types. 
We can use a similar method as for the equality comparator to insert test points on 
intemal signals of the other comparator types (<, >, e=, >=). For instance, the logic equa- 
tion of an n-bit less than comparator is given in Equation (10) in Appendix 1 .  This com- 
parator requins an n-inputs OR operation which can be decomposed into a cascaded of 
(n- 1 ) two-input OR operations. 
"1 Z n (An B) 
Figure 3.12 'Ihe smicture of an n-bit equality comparator. 
Figure 3.13 The interna1 signals considered for test-point insertion of an n-bit 
equdity comparator. 
. . .  
entity COMP Is 
pon(lN,COUNT : in STD-LOGIC-VECTOR( 15 downto O); 
CLOCK : in Bit; 
OUT-COUNT : oui std,logic,vccior( 15 downto O) 
1; 
end COMP; 
a ~ i t r r m r c  Illl of COMP k 
! begin 
P- 
a % ~  
wiut until a û C K  = '1'; 
if(W,COUNT="l111111111!11111")ihtn 
oUT,coUm = "000000000000000(r'; 
clse 




Figure 3.14 A VHDL spccification of a idbit counter. 
CLOCK : ia Bit; 
TEST-M-1, TEST-IN-2 : in BOOLEAN; 
Test-Modc : in STD3.OCIC; 
OULCOUrÿr : out ~td,logic,vector( 15 downto O) 
1; 
end COMP; 
ud~ilcaurc RTL, of COMP is 
typ Position-array is  array(1NïEGER range O) of INTEGER; 
type Coni-type-aney is my( iNTEGER range O) of CONTRO1,PûIKT; 
type Sigarray is rrray(liViEGER nnge o) of B WLEAN; 
hnctlon uarlgncd,inscrt,C0nm1~EqrUlLR :UNSlGNED; N:iNTEGER; P:POSïTION,ARRAY; 
CONT-NPE:Cont,TYPE,ARRAY; TEST-IN:SIG,ARRAY;TM : STD,LOGIC ) rcturn BOOLEAN is 
viuiablc V:B WiEAN; 
btsln 
V := (Ui'leh dawnto (P(O)+I+L'right)) = (R'lefi downto (P(O)+I+R'right))); 
For i in (N- 1) downto O loop 
i f ( i  = N - 1 ) k n  
V := V and iInm,Control,Poini((L((P(i) + i'right) downio L'right) = 
R((P(i) + R'right) downto R'right)). CONT,TYPE(i). TEST-IN(i). TM)); 
etse 
V := V and (Inscn,ConmLPoint((u(P(i) + L'right) downto (P(i+l) + 1 +l'right)) = 





tnction Iiiscrt-ContmCEqualLR: STD-LOGIC-VECTOR: N: MTEGER; P: POSITION-ARRAY; 
:ONT-nPE: Coni,rYPErYPEARRAY; TEST-lN: SIG,ARRAY;TM: STD-LOGIC) rcturn BOOLEAN is 
m i n  





w i t  unui aocK = 1 *: 
if (lasen,Conuol,EquIl IN-COUKT. "1 1 Il1 11 1 11 I 11 11 1". 2. ( 10. S),(OR,POiNT, OR-POINT), 
(TE!5TJN,I.1EST,iN-2). Tkst,Mode))) thcn 
OuT,COUNT <= "0000000000000000"; 
clsc 




Figure 3.15 Modified VHDL specification of a 1 &bit counter. Conool point insertion on the 
interna1 signds of an equality cwiparator. 
mtlty COUP b 
p o n ( [ N , C O ~  : in STD1.OGlC,VECTOR( 15 downto O); 
<=U3CK : in Bit; 
OUT,COüNT : out nd Jogic,vcctofl l S downto O); 
SCAN : out S i & ~ a y ( l  downto O) 
1; 
md COMP, 
vEbftccturr RTL of COMP b 
R#rduir Inrcrt,Obstr9rtion,Equril(L R: STDLOGIC,VECïûR: variable V: out BOOLEAN; N: INTEGER; 
P :Position,amy; signal SCAN :out Siguray) is 
variable V0.V 1 :BOOLEAN; 
aoin 
VO := (L(L'1efl downto (P(O)+ 1 +L'right)) = R(R1lch downto (P(OHI+R'right))); 
ForiinOto(N-1)loop 
if(i = N-1) thcn 
VI := (L((P(i)+L'right) downto L'right) = R((P(i)+R'rÎght) downto R'right)); 
SCAN(i) c= VI ; 
VO := VOruid V1; 
elsc 
VI := (L((Pli) + L'right) downto (P(i+l) + I +L'right)) = R((P(I) + R'right) downto (P(i+l) + R'righi + 1))); 
SCAN(i) e VI ; 
VO := VOmd VI; 
end ii; 
md bop; 




variable VAR : BOOLEAN; 
asln 
w i t  untii CiOCK = ' 1 '; 
VAR :=(lN,COUNT="111111111111IIlI~; 
I n ~ , O ~ t i o n , ~ ~ ( I N N C O U N T ,  "1 1 1 1 1 1 I 1 11 1 11 11 1". VAR2.(10,5}.SCAN); 
if (VAR ) h n  
OUT,COUNT <= "000000000000000(r'; 
clsc 




Figure 3.16 Modified VHDL spcification of a Idbit countcr: Observation point insertion 
on the intcmal signals of an quality comparator. 
Adder 
In an adder, the carry out lines (Figure 3.5) are the intemal signals to consider for test- 
point insertion. Test-point insertion inside multiplier FMs is implemented based only on 
the shifi-add smicture. Other implementations of the multiplier are cumntly under inves- 
tigation. 
Multiplexers 
Multiplexen are inferred by conditional statements ("if' and "case") in the VHD 
specification. Figure 3.17(a) shows a VHDL specification containing a "case" statement. 
The comsponding DAG representation is given in Figure 3.17(b). A 4:l multiplexer 
(mux) can be difficult to test when the number of inputs (Le.. the number of cases in the 
"case" statement) increases, as usuaily is the case in VHDL designs. This difficulty cornes 
from the internai signals that are not visible at the VHDL level. Figure 3.18, shows one 
possible representation of a 4: 1 mux by means of 2:1 muxes. The intemal signals are 
shown as dotted lines. As shown in Figure 3.18, test points inserted on the internai signals 
do not have a direct correspondence in the VHDL specification. One solution is to decom- 
pose the large case statement into smaller nested case statements. However. this may be 
difficult and can dramatically change the original MiDL code. Another solution consists 
of using the inputs and the outputs of the 4: 1 mux to improve Controllability and Observ- 
ability values of the intemal signals. This can be increased in different ways. We can 
increase the Observability of the mux output which is visible in the VHDL specification 
(Figure 3.18). We thus insen an Observation point on variable V which is the output of the 
corresponding 4: 1 mux. We use the same VHDL procedure defined previously to insen an 
Observation point (Section 3.2.6). This corresponds to adding the procedure 
1ase~ObservationnPoint( ...) just after the line comsponding to the end "case" state- 
ment in Figure 3.17(a). Note that the proposed algorithm idmtifies each "if' and "case" 
statement and their comsponding end scope (i.e., "end-if' and "end- case" statements). 
The modified VHDL specification including the observation point is show in Figure 
3.19. A clocked process is usd to infer a register on variable V. Note that we can increase 
the Controllability of the control inputs or we can increase the Controllability of data 
inputs by using the function Insert-Control-Point( ...) defined previously (Section 3.2.6). 
. . . 
Signal A. B. C, D. 2: nd-logic; 
Signal Cond: nd-logtc,vccior( l downto O); 
R # m ( A ,  B, C, D) 
Vanable V: std-logic; 
Bcgia 
cnsc Cond is 
when "00" a 
V := A; 
when "01" => 
v := B; 
when "10" 
v := C; 
whcn ahers => 
V := D; 
end case; 
z c= V; 
end Rocan Pl;  
(a) 
DAG representation 
Figure 3.17 DAG npresentation for a "case" statement. 
Inputs of the mux visibIc - in the Rn spccification 
... 
Intanal signals not visible 
in the RTL spcctfication 
Outpur of the mux visible 
in the RTL spccification 
Data tnnsfer operation 
Figure 3.18 in temai signais of a 4: 1 mux. 
3.2.6.3 Test point selection algorithm 
In this section, we present the greedy algorithm used for selecting test points (Control 
and Obsetvation points) 1147, 501. However, any more efficient test-point insertion 
method can be used to select the best locations for insertion. Before we describe the algo- 
rithrn, we give some definitions. 
The Detectability of a fault in a single-bit signal S is defined as follows: 
When S is stuck-at 1, then we have: 
Signal A, B, C, D. Z SCAN: std,Iogic; 
Signal Cond: nd,fogic,vectort 1 downto O); 
-(A* B. C, Dl 
Vmiablc V: std-logic; 
Bc%n 
case Cond is 
w k n  "a)" a 
V := A; 
whai '01" * 
V := B; 
when "10" 
v := C; 
whcn ahcn => 
V := D; 
end we; 
1~n,Obscrvation,Point(V, SCAN); 
z c= v; 
end Roms PI; 
-- This docktd procus is used io infer ngisters for obsavation pouits 
P- 
bcgin 
witit until CLK = ' 1 '; 
SCAN-OUT t- SCAN; 
end pmcas;  
Figure 3.19 Modified VHDL specification with one Obsenation point to enhance 
the Detectability of the interna1 signals of a mux. 
= c, (SI x O ( S )  
We define a VHDL specification as random testable if each bit of signaVvaîable and 
of the intemal signals of FMs has a Detectability value above a given threshold Dth. 
The value of Dth cornes from experience and depends on the desired fauit coverage, 
test length, and circuit complexity. Low detectability below the Dth value indicates poten- 
tial Controllability or Observability problems that may negatively impact the length of the 
test sequence of the resulting circuit. 
The test-point insertion process starts with the calculation of the Detectability value 
of each bit of each signaihariable in the VHDL spification and the intemal signals of 
FMs. Those signals/variables with Detectability values below a Dth value, are candidates 
for test point insertion. Among them we first select those candidate signals/variables that 
have Controllability values below the Controllability threshold. Those nearest to the pri- 
mary or the pseudo-pnmary inputs are selected: this is because control point insertion will 
affect the Controllability values not only of the insenion point, but also of al1 the signalsl 
variables driven by it. Once the insertion is done, the Controllability values are recom- 
puted, and the process is repeated until al1 Controllability values are above the threshold. 
Next, the analysis considers Observability values. Decisions to improve Observabil- 
ity are defemd because a change in Controllability may affect Observability, but a change 
in Observability has no effect on Controllability. If control points are inserted, the Observ- 
ability values are recomputed on ail bits of al1 signals/variables and intemal signals. Those 
with Observability value below the Observability threshold are candidates for observation 
point insertion; among them, the one closest to primary and pseudo-pnmary outputs are 
selected first. Once observation point insertion is done, the Observability values are 
recomputed, and the process is repeated until ail Observability values are above the 
threshold. Note here. that constant signaldvariables are not considered for test-point inser- 
tion candidates since they are optimized and propagated by the synthesis tool. 
In this section. we present the experimental results we obtained on three benchmark 
circuits which are random pattern resistant. Circuits CI and C2 (Table 3.1) are some 
design blocks in an UO chip [94] that wen designed at the RTL and synthesized by Syn- 
opsys tools to the gate-level. Circuit C3 is 32-bit counter. Al1 circuits contain both control 
and data operations. The largest circuit is C2 which consists of about 1200 VHDL lines. 
Each circuit is synthesized to the gate-level before and after the test-point insertion. A ran- 
dom ATPG tool is used to evaluate the fault coverage of the gate level circuit with the full 
scan option before and after the test-point insertion. For each circuit we fix the Detectabil- 
ity threshold value depending on the circuit complexity and the test length, and then deter- 
mine the required test points. For the three considend circuit. we fix the Detectability 
threshold value as 0.001, the Controllability threshold value as 0.01 and the Observability 
threshold value as 0.001. The circuits were synthesized under various area and delay con- 
strainü. The delay is the worst case propagation path in the resulting gate-level circuit. 
Figure 3.20 shows the VHDL specification of circuit Cl which is used to illustrate the 
method. It consists of two processes (a clocked one and a combinational one). A function 
called BIT-CNT-INC( ...) is used in the clocked process and defined in the architecture. 
This function is expanded in line and the for. ..loop statement used inside this function is 
unrolled. The testability analysis of this circuit yields 5 test points (4 Control points and 
one Observation point). The test required points increase the 1-Controllability value of the 
variable TOGGLE at the 7m and the 13' iteration of the for. ..lwp. and the Observability 
value of the variable TOGGLE at the 6h iteration, and the 1-Controllability value of two 
intemal signals of the equality comparator. The latter is used in the "if' condition of the 
unclocked process. The modified VHDL specification is shown in Figure 3.21. We used 
the previously defined functionlproadure as presented in Section 3.2.6. They are defined 
in the package 'Test-Points" which is included in Figure 3.21. Note that for this exarnple, 
the variable TOGGLE is observed through the signal BIT-CNT-REG(l6) which is 
assigned in a clocked process. This is because we cannot use the previously defined proce- 
dure for observation point insertion inside a function. 
Tables 3.2 and Table 3.3 show the results obtained under two different area and delay 
constraints. They are identified as ûptimization 1 (Table 3.2) and Optimization 2 (Table 
3.3). In each case, we performed a fault simulation of 32K random patterns before and 
after the test-point insertion. In Tables 3.2 and 3.3 we show the following quantities: the 
resulting fault coverage after applying 32K random patterns, the number of test points 
(ConuoYObservation points) added to the VHDL specification, the total ceIl area. the 
delay of the critical pah incumd by the test-point insertion, the comsponding percentage 
area, delay and the total number of faults over the number of redundant faults. Note that 
each unit of the total ce11 area corresponds approximately to a two-input-Nand gate. 
Considering the results of Table 3.2 and Table 3.3, we can see that, first, the insertion 
of a small number of test points leads to an increased fault coverage after applying 32K 
random patterns. This indicates that Our rnethod provides good analysis of testability, even 
though it is carried out at the RTL, while the coverage analysis is done at the gate level. 
For exarnple, in the case of C 1 (Figure 3.20), inserting the 5 test points improves the fault 
coverage from 95.48% to 100% (86.98% to 99.76%) for the case of Optimizaîion 1 (Opti- 
mization 2). Similarly, remarkable improvements can be observed for the other two cir- 
cuits. The area overheads range fiom 3% to 10%. However, the delays actually improved 
after test-point insertion for Cl and C2 as shown in Table 3.2, and for C2 as shown in 
Table 3.3. This indicates that the insertion does not necessarily imply an increase in ana 
and delay if carried out at the VHDL source code. The synthesis tml optimizes concumn- 
tely the inserted test points and the functional logic within the design constrain& (delay 
and ma). This is one of the main advantages of inserting testability at the RTL before 
synthesis. Designers have complete control of the overail optimization process and the test 
points remain in an integral part of the RTL specification. 
Note that we cm still obtain an improvement by rnodifying the optimization con- 
straints. Circuit C2 is the highest random pattem resistant circuit for which we obtained 
very good results in terms of delay at the expense of a small increase in ana (approxi- 
mately 3%). The fault coverage increased approximately by 15% for this circuit. Note that 
the circuit required 10 test points inside the intemal signals of some of the equality corn- 
parators used in the VHDL specification. Figure 3.22 shows a portion of the Rn descnp- 
tion of this circuit before and after test-point insertion. 
Another important criterion characterizing random pattem testability of a circuit is 
the test length required to achieve a certain fault coverage. For each of the circuits consid- 
ered, Table 3.4 lis& the test length which is necessary io obtain a certain fault coverage 
before and after test-point insertion. We consider only the consuaints obtained by Optimi- 
zation 1. It can be seen that the test length can be reduced by several orders of magnitude 
with very few test points. Since, the test length is proportional to the time required to per- 
form the self-test, a similar reduction in the test time is achieved. We can notice that for 
C2 which is highly random test resistant, 95% fault coverage is achieved with 19 test 
points. The maximum fault coverage before test-point insertion is less than 80% for 10' 
5 random patterns. while we achieve 95% afler test-point insertion with only 2 x 10 ran- 
dom patterns. 
'hble 3.1 Circuit information 
No. of No. of No. of Flip- Circuit 1 1 inputs 1 avtpulr ( 1 
Table 3.2 Exprimenui results wiih Optirniration 1 
Table 3.3 Experimtntal rcsults with Optirnimion 2 
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Table 3.4 Expcrimcntal mlts: Cornparison of test length with ûptimization 1 
1 1 Before insertion 1 After insertion 1 
1 Circuit I I I 
I ( Test length 1 Max fault covaage 1 Test length 1 Max fault coverage 1 
p- (BIST,UKI 
if (BIST-CiK'evcnt and BIS-CLK = '1') then 
if ( R E S E ï t  '1')  thcn 
BIT-CKT,REG cm m300000000000000"; 
c h  
if(CKT,EN= 't')lhrn 
B ~ ~ ~ C N T - R E G  Bnxm,rncmrr,crur,wi ); 




Figure 3.20 MIDL rpcification of circuit CI kforc modification. 
lf~lnrai~Coatml~EquJ~TT~CKTCKTRU3( 15 damto O).
BlT-CKTMluc 2. (12 6). (ORJûIKT,OR,PO[Nn. 
m-m,3 .m-m,s ) .  T ~ L M O ~ C ) )  thrn 
LASf-Biï-CKT cn '1'; 
clx 





Figure 3.21 The modified VHDL specification of circuit Cl .  
if ~ ~ L G W ( A D D R E S S ~ ~ J ~ E G ( Z ~  dowato 0). 
(ml DECR B 
aaiDEcX& 
wcDEcR& 
noc D m  & 
na DECX & 
na DECR & 
aoi DECR & 
noc DECR & 
PO( DECR & 
nat DECR & 
n u  DECR & 
n a  DECR & 
noi DECR & 
noc DECR & 
n a  DECR & 
n a  DECR & 
n a  DECR & 
noc DECR & 
na DECR & 
no1 DECR & 
n a  DECR & 
noc DECR & 
n a  DECR & 
noc DECR & 
noi DECR & 
noi DECR & 
noi DECR & 
noi DECR & 
noi DECR & 
net DECRI, 4. (24. I R .  12 6). (OR-POIKT, OR,mm OR,PO[KT. 
OR-mW. Crrsr-DJ-O. EST-M-1. TEST,IN,Z 'EST-IN-3). 
fut,Modt)) ihrn 
CLUmO-N-SUB-CLUSTER-ADDRESS cr ' 1 '; 
e l 0  
CtUSTERO-tAST-SUB-CLUm-ADDRESS ~r '0'; 
end if; 
Figure 3.22 A portion of the R n  VHDL description of circuit C2 targeted for R ï L  
modification. (a) Before modification. (b) After modification 
3.2.8 Conclusions 
A new testability analysis and test-point insertion method for RTL VHDL designs 
was proposed. We analyre and rnodifj the VHDL RTL description of the circuit, to gener- 
ate an easily testable gate-level circuit by a random vectors in a BIST environment. We 
identiQ hard-to-detect bits of signals/variables that are explicitly declared or implied in 
the VHDL specification. Test-point insertion is carried out again at RTL. Intemal signals 
of FMs are also andyzed and may be modified at the RTL. Test points are defined using a 
set of VHDL functions and procedures defined in a package. Since the inserted test points 
are included in the original VHDL code, they becorne part of the specification before syn- 
thesis. This allows full use of RTL synthesis tools to optimize both the functional and the 
inserted test logic together within the required design constraints (delay and area). In fact, 
the performances of the gate-level circuit can be the same with or without the insertion of 
test points. Another advantage of Our method when compared to other existing methods 
[SO, 17,411 is that we can affect each bit of each signaYvaxiable regardless its type (inte- 
ger. bit vector, single bit). A number of random-pattern-resistant benchmark circuits were 
used to demonstrate the effectiveness of our method, 
CHAPITRE 4 
Implantation de l'algorithme et résultats 
expérimentaux 
4.1 Introduction 
L'algorithme d'analyse de testabilité et d'insertion de points de test a Cté implante en 
un outil logiciel en utilisant le langage de programmation C. La complexite du logiciel est 
d'environ 14,000 lignes de code. Dans ce chapitre. on décrit les &tapes principales de 
l'algorithme proposé ainsi que quelques exemples de circuits-test pour illustrer son appli- 
cation. Trois exemples de circuits-test ont été déja présentés dans le chapitre 3, section 
3.2.7. 
4.2 Algorithme proposé 
La figure 4.1 &urne les étapes principales de l'algorithme d'analyse de testabilité et 
d'insertion de points de test. Ces &tapes consistent d'abord construire un graphe acycli- 
que dirigé (Directed Acyclic Graph - DAG) 2i partir de la spécification VHDL du circuit. 
Cette dernière est analysCe par un analyseur VHDL afin de génkrer une reprhentation 
intermédiaire appelée le VIF (VHDL Intermediate Format). Le DAG est ensuite utilisé 
pour calculer et propager les mesures de testabilité. Durant cette Ctape, on identifie les bits 
des signaux et des variables difficiles à contrôler etlou à observer. Un algorithme de selec- 
tion de points de test est utilise pour selectionner un ensemble de points de contrôle et 
d'observation. Ces derniers sont ensuite insirés au niveau de la spécification VHDL. 
Enfin, la spécification VHDL résultante est optimisée au niveau portes logiques par l'outil 
de synthèse de Synopsys. Le circuit obtenu au niveau portes logiques devient plus facile- 
ment testable par un ATPG dans un contexte de test aléatoire. Dans les sections suivantes, 
nous allons décrire en details la fonction et l'implantation de chacune des etapes principa- 
les de 1 ' al gori thme proposé. 
péciûation VBDL du d 
VlF: VHDL lactnnediate F o m  
DAG: Dirtctcd Acyclic Graph 
Anrilyseur VRDL 
GCnhtioa de la rrptbcatatlon 
Intcruiddafre VIF 
I 
Coastruction du graphe 
acydiquc dirige @AG) 
mesures de tesî8biIi6 
de points de test * 
Figure 4.1 Btapcs principales de I1dgori<hme d'analyse de 
tesubilit4 et d'insertion de points de test. 
4.2.1 La représentation intermédiaire VIF 
La première Cape de l'algorithme consiste ii analyser la spécification VHDL du cir- 
cuit dans le but de g6nCnr la représentation intermtdiaire VIF. On a utilisé les outils de 
LEDA [48] pour générer la représentation VIF, accessible il partir d'une interface 
procédurale codde en langage C. L'analyseur de VHDL supporte toutes les structures 
VHDL'93 et VHDL'87 du standard IEEE (1076) [137]. Un browser est aussi intégré dans 
les outils de LEDA afin d'examiner la représentation VIF. 
Au niveau conceptuel. la représentation VIF est représentée sous forme d'une stmc- 
nire d'arbre. Chaque noeud de l'arbre possède des attributs qui peuvent être soit une 
valeur primitive (entier, réel, chaîne de caractères, etc.), soit des liaisons simples à 
d'autres noeuds de l'arbre, soit une liste de liaisons ii d'autres noeuds. Les figures 4.2 et 
4.3 montrent un exemple d'une representation VIF d'une spécification VHDL de la 
machine de Moore (la spécification VHDL de la machine de Moore est prksentée dans la 
figure 3.2.3, chapitre 3). À l'aide du browser des outils de LEDA, on peut examiner 
l'organisation de l'information de la représentation VIF ainsi que la manière d'y accdder à 
cette information. Pour y accéder aux instnictions séquentielles d'un processus VHDL, on 
doit d'abord acceder au noeud d'entité de la spécification VHDL puis au noeud d'architec- 
ture. Ce dernier reprtsente l'attribut n u m h  3 du noeud d'entite (la figure 4.2). L'architec- 
ture est composee d'une liste de processus VHDL (deux processus dans cet exemple) 
représentée par l'attribut numéro 7 (la figure 4.2). Chacun des processus est composé 
d'une liste d'instructions séquentielles. Cette dernière est représentée par l'attribut 
numéro 5 dans le noeud de processus (la figure 4.3). 
Pour accéder B I'infonnation contenue dans la représentation VIF, on utilise une inter- 
face proctdurale des outils de LEDA appelée LEDA Procedural Interface (LPI). Cette 
dernière est présentée dans la prochaine section. 
4.23 Interface procédurale 
L'interface procCdurde est un ensemble de type de donndes et de fonctions implantes 
en langage C, nous permettant d'acceder à l'information contenue dans la représentation 
VIF. Un exemple d'application d'un programme en langage C utilisant l'interface 
procédurale est montré dans la figure 4.4. Dans cette exemple, on accéde au noeud d'entité 
et à celui d'architecture de la representation VIF de la figure 4.2. Ensuite, on accède à la 
liste des processus contenus dans le noeud d'architecture. Dans la prochaine section. nous 
allons décrire la structure de donnees utilide pour organiser l'information contenue dans 
la représentation intermédiaire VIF. 
4.23 Implantation de la structure de données 
La figure 4.5 montre l'architecture générale de la structure de données utilisée pour 
organiser l'information contenue dans la représentation intermédiaire VIE La structure 
finale est un DAG dont les noeuds sources (puits) représentent les entrdes (sonies) primai- 
res et pseudo-primaires. Les noeuds internes représentent les opérations VHDL et les arcs 
reprdsentent les signaux et les variables de la spécification VHDL. Tous les signaudvaria- 
bles sont convertis en bit ou vecteurs de bits. Les dktails de toutes les ttapes de consmc- 
tion du DAG sont présentés en l'annexe 2. Le DAG construit est utilisé pour calculer et 
propager les mesures de testabilité à travers les noeuds internes du DAG. Cette dernière 
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Figure 4.3 Extmple d'organisation de la rcpr&entation VIF (suite). 
/*The intent of this program is simply to access to the list of concurrent statements of an archiwm. */ 
/* It a s b  for a Iibrary name, opens it as the working library (WORK), then asks for a library unit */ 
/* name, reads it and gets the list of concurrent statements and puts it in the list L */ 
I* MAIN PROCEDURE */ 
void main(void) ( 
viflibrary Uni t Li bunitNode; /* Pointer to the reaà unit */ 
vifs tatus Status; P Status returned by LPI procedwcs */ 
vifNode N b b ;  /* Nodes of the schema */ 
char LibName(80j ; 
char UnitName[80] ; 
vifList Concurrent-stmJist = NULL; 
P Before macro LPI-START, a al1 IO any LPI routine would be erroneous */ 
LPI-START 
/*Begin of a LPI Session : now, calls to LPI routines are allowcd */ 
/* Open the library LibName as the working Iibrary (WORK) */ 
vi fOpenLi brary Work(Li bName, Status); 
/* Open the library unit UnitName of the working library in the nad mode */ 
~ifOpenlibraryUnit(~~work",UnitName,~ LibUnitNode,Status); 
/* Get the mot node of the library unit (node of type "design-unit") */ 
N = vifGetUnit(LibUnitNode); 
/* Gct the root node of the architecture "architecture-bodyw*/ 
N = vifGet-has-unit@) ; 
/* Get the list of the concurrent statements of the rwt node "architecture,body"*/ 
L = vifGet-has-stm-s(N) ; 
LPI-END l* End of the LPI session. An other session may stan *I 
Figure 4.4 Un exemple d'application de l'interface procédurale. 
Figure 4.5 Structure de donnCcs utilisée pour organiser - 
l'information contenue dans la rcpd&ntation du W. 
4.2.4 Calcul et propagation des mesures de testabilité 
Après la construction du DAG, on procède au calcul de la contrôlabilité et de 
l'observabilitk de chaque bit pour chaque signahariable incluant quelques signaux inter- 
nes des modules fonctionnels (implantation des opérations VHDL tels que l'addition, la 
comparaison, etc.). La détectabilité d'une panne collée il O (collée h 1) dans un bit donné 
est le produit de la contrôlabilitt! ii 1 (contrôlabilit6 h O) de ce bit et de son observabilité. À 
la fin de cette étape, on détermine les bits des signaux et variables où les pannes sont diffi- 
cilement détectables. Une panne est difficilement détectable si sa detectabilité est infé- 
rieure à une certaine valeur appelCe seuil de détectabilitk. De la même manière. on défini 
le seuil de contrôlabilite et le seuil d'observabilité. 
La figure 4.6 décrit la procedure de calcul et de propagation des mesures de 
testabilité. On commence d'abord ii calculer ia contrôlabilité de chaque bit en traversant le 
DAG à partir des noeuds sources jusqu'aux noeuds puits. Pour chaque type de noeud 
interne du DAG (opération VHDL), on a développé une formule qui calcule la 
contrôlabilité à la sortie du noeud en fonction de celles de ses entrées. Les observabilités 
sont ensuite calculées et propagées en traversant le DAG à partir des noeuds puits vers les 
noeuds sources. De même, pour chaque type de noeud du DAG on a développé une for- 
mule, calculant I'observabilité de chacune des entrées du noeud, en fonction de 
I'observabilité de la sortie et des contrôiabilités des autres entrées du même noeud. Toutes 
les formules de calcul de contrôlabilité et d'observabilité sont présentées en l'annexe 1. A 
la fin de la procédure de calcul et de propagation des mesures de testabilité, on détermine 
les bits des signaux et variables où les pannes sont difficilement détectables. D'où la 
nécessité d'améliorer la contrôlabilité et/ou I'observabilité de ces bits en insérant des 
points de test. Dans la prochaine section. on dkcrit l'algorithme de setection de points de 
test. 
En*. Le DAG, seuil de dttcctabilitt. 
Sortie: Liste L des bits des signaux et variables où les pannes sont difficilement détectables. 
Étape 1: Initiaiisation 
. Assigner aux noeuds sources du DAG une contr8labilitC de valeur de 0.5 
(test aléatoire). 
I . Assigner aux noeuds puits du DAG une observabilit~ de videur de 1 .O 
I . Noeuds sources (puits): entrée (sorties) primaires et pseudo-primaires. 
. Noeuds internes: opérations VHDL; arcs: signaux et variables. 
Étape 2: Propager les contrôlabilités à partir des noeuds sources vers les noeuds puits 2 
travers les noeuds internes du DAG. 
l h p e  3: Propager les observabilités il panir des noeuds puits vers les noeuds sources A 
travers les noeuds internes du DAG. 
ktape 4: Calculer la dttectabilitC de chaque type de panne (col16 B O et collé à 1) dans chaque bit 
l pour chaque signal et variable. 
16tape 5: Mettre dans une liste L taus les bis  des signaux ci variables où les pannes sont dificilement 
ddtectables (c'est à dire, la détectabilitt est infdrieure au seuil de dktectabilit€). 
Fin. 
F i g ~ ~ e  4.6 Implantation de la prccédure de calcul et de propagation des 
mesures de testabilitd. 
43.5 Algorithme de sélection de points de test 
L'algorithme de sklection de points de test est inspiré de l'algorithme proposé dans 
1146, 501 et adapté au niveau RTL. La figure 4.7 présente l'implantation de I'algorithme 
de sClection de points de test. L'entrée de I'algorithme est une liste des bits où la 
détectabilité de la panne est infdrieure au seuil de détectabilité. Ces bits nécessitent une 
amChoration de leun contrôlabilité etlou de leurs observabilit6 en introduisant d a  points 
de contrôle et/ou d'observation. On introduit d'abord les points de contr6le pour améliorer 
la contrôlabilité de tous les bits ayant une contrôlabilité inférieure au seuil de 
contrôlabilitC, on recaicule de nouveau les contr8labilités et les observabilitts, puis on 
introduit les points d'observation pour amCliorer l'observabilité des bits ayant une 
observabilitC infCrieure au seuil d'observabilitt. Les points de contr6le (observation) dont 
leurs contrôlabilité (observabilité) est inférieure au seuil de contrôlabilité (d'observabilité) 
sont sélectionnés selon leurs proximitds aux entrtes (sorties) primaires ou pseudo-primai- 
res. En effet, la region d'influence d'un point d'observation est montrée dans la figure 
4.8(a). Un tel point n'affecte que les observabilitds des signaux appartenant à son cône 
d'entrée. Contrairement il un point d'observation, un point de contrôle affecte la 
contrôlabilitt et l'observabilité d'une cenaine région du circuit (1 a figure 4.8(b)). La 
région RI comspond à l'ensemble des signaux dont la contrôlabilité change suite à 
l'insertion d'un point de contrôle en S. alors que la rtgion R2 correspond aux signaux dont 
l'observabilité a été affectée par le changement de contrôlabilité au signai S. 
Il est important de constater qu'un signal difficile à contrôler et/ou à observer et 
appmenant à la région d'influence d'une autre signal S. peut trouver sa contrôlabilité eV 
ou son observabilité améliorée suite il l'insertion d'un point de contrôle ou d'observation 
en S. C'est la raison pour laquelle, on choisit parmi les signaux difficilement contrôlables 
(observables), ceux plus proches aux entrées (sorties) primaires ou pseudo-primaires. 
- 
,~nt~&: Liste L des bits des signaux et variables où les pannes sont difficilement dttcctables. seuil 
de contrôlabilité, seuil d'observabilitt. seuil de dttectabilitt. 
Sortie: Un ensemble de points de contr6le et d'observation il insbnr dans la spécification VHDL. 
Etape 1: Rendre un ClCrnent Ei de L dont la contrôlabilitt u t  intérieure au seuil de contrblabilité. 
le plus proche aux entrées primaires ou pseudo-primaires et instrer un point de contr8le. 
Enlever E, de la liste L. 
$tape 2: Propager l'effet du point de contr8le en  calculant la contr6labiIitb et I'observabilitt de 
de tous les bits. Rtpéter I'ttape 1 jusqu'h ce que tous les bits des signaux et variables aient 
une contrôlabilité supérieure au seuil de contr8labilitC. 
I 
!$tape 3: Mettre dans L tous les bits où la détectabilité est inftrieure au seuil de dttectabilitt. Si L 
est vide alors fin du programme, sinon aller A I'ttape 4. 
Étape 4: Prendre un tltment E, de L dont l'obse~abiiitk est inftrieure au seuil d'obxrvabilitt. 
le plus proche aux sorties primaires ou pseudo-primaires et insérer un point d'observation. 
Enlever Ei de la liste L. 
ktape 5: Propager l'effet du point d'observation en recalculani I'observabilité de tous les bits. 
Rtpéter l'étape 4 jusqu'à ce que tous les bits des signaux et variables aient une observabilité 
supérieure au seuil d'observabilité. 
Fin. 
Figure 4.7 Implantation de I'algorithme de stlection de points de test. 
Figure 4.8 RCgions d'influence d'un point de test. (a) Point 
d'observation. (b) Point de contrôle. 
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4.2.6 Insertion de points de test au niveau VHDL 
Les points de test (points de contrôle et d'observation) ~Clectionnés par l'algorithme 
de sélection de points de test, sont insérés au niveau VHDL. Chaque point de test est 
caractérisé par un ensemble de paramètres qui sont utilisés pour l'insertion au niveau du 
code VHDL tels que: une Ctiquette indiquant le chemin hiCrarchique de la position du 
point de test au niveau du code VHDL; le type du point de test (point de contrôle ou 
d'observation). la position du bit à modifier s'il s'agit d'un signaIfvariable déclaré comme 
un vecteur de bits, etc. Chaque point de contrôle (observation) est défini par une fonction 
(procédure) VHDL. Un package incluant les definitions des fonctions et des procddures 
utilisé pour l'insertion de points de test est défini et présenté en l'annexe 3. 
4.2.7 Complexité de l'algorithme 
La complexité de l'algorithme de I'analyse de testabilitC et d'insertion de points de 
test est déterminée essentiellement par la cornplexit6 du DAG construit. La propagation 
des contrôlabilités (observabilités) nécessite le parcours du DAG en partant des noeuds 
1 ,  Ok 
(a) 
RI: Conublabilit6 affectte 
R2: Obscrvabilit6 affectte 
region d'influence du point d'observation S 
sources (puits) vers les noeuds puits (sources). La cornplexit6 de parcours d'un DAG est 
de O(IV1 + El), dont V et E sont les ensembles de noeuds et d'arcs, respectivement. 
L'algorithme de sClection de points de test nécessite un nombre fini, n, d'itération pour 
determiner les points de test à insérer au niveau VHDL où chaque itération est un parcours 
du DAG. En pratique, selon les trois grands circuits-test présentés dans le chapitre 3, sec- 
tion 3.2.7, la valeur de n est inférieure A 30 et le nombre de noeuds est inférieur A 5000. 
D'où une complexité linéaire de O(n(V + E)). 
Le nombre de noeuds internes du DAG représente le nombre d'opérations VHDL 
dans le spécifications VHDL (addition, soustraction, comparaison, etc.). Le nombre de 
noeuds du DAG constmit pour un circuit décrit au niveau RTL est nbgligeable par rapport 
celui du DAG construit d'un circuit decrit au niveau portes logiques. Dans ce dernier 
cas, un noeud du graphe représente une porte logique. En effet, une description au niveau 
RTL permet d'augmenter la cornplexit6 du circuit qui est possible A traiter avec des res- 
sources informatiques données, en faisant abstraction de l'implantation des opérations 
VHDL au niveau portes logiques. Dans notre méthode, les modules fonctionnels (corres- 
pondant à l'implantation d'une opération VHDL) sont décomposés en sous-modules fonc- 
tionnels Clémentaires dans le but d'y accéder à certains signaux internes difficiles à 
contrôler et/ou à observer. Cette consideration des signaux internes des modules fonction- 
nels, permet d'augmenter la cornplexit6 de l'algorithme au prix d'une bonne qualit6 du 
test aléatoire. Dans les prochaines sections. nous présentons un exemple d'application de 
l'algorithme d'analyse de testabilitt et d'insertion de points de test et quelques rhultats 
expérimen taux. 
43.8 Exemple 
Dans cet exemple, nous allons illustrer l'application des Ctapes de l'algorithme. 
D'autres exemples ont et6 présenté dans le chapitre 3, section 3.2.6. La figure 4.9(a) mon- 
tre un exemple simple d'une spécification VHDL ainsi que le DAG correspondant (la 
figure 4.9(b)). Nous voulons augmenter la contrôlabilité il 1 du bit 1 de la variable V. Cette 
dernière est montde en pointille dans la figure 4.9(b). Un point de contrSle est donc 
nkessaire pour ameliorer la contrôlabilité il 1 du bit 1 de la variable V. Le point de con- 
trôle est caractCrisC par un chemin hierarchique indiquant sa position au niveau VHDL 
telle que indiquee dans la figure 4.9(b). Ce chemin hierarchique consiste en une Ctiquette 
indiquant le nom de l'entitül'architecture. le nom du processus ainsi que l'instruction 
séquentielle où la variable V est utilisée. La figure 4.9(c) montre la spécification VHDL 
modifiée après l'insertion de point de contrôle au niveau du bit 1 de la variable V. Le point 
de contrôle consiste en une fonction VHDL appelCe "Insert-Control-Point( ...)" permet- 
tant d'augmenter la contrôlabilité A 1 du bit 1 de V. Le point de contrôle consiste en une 
opération logique OU combinant comme entrées, le bit 1 de V et un signal supplémentaire 
TEST-IN. Un autre signal supplementaire Test-Mode est utilist pour reconfiguré le cir- 
cuit en mode normal ou en mode test. Toutes les fonctions utilisées pour l'insertion de 
points de contrôle sont ddfinies dans un package nommé "Test-Points" (prdsenté en 
l'annexe 3). Les points d'observation sont d6crits par des procddures VHDL, aussi défi- 
nies dans le package "Test-Points". 
altity mwbwLE h 
port (A, B. C : in nd,logic,veetor(2 downto O); 
: out Rd,logic,vcctor(2 downur O)); 
cDd EXAMIPLE; 
iichltretiuc RTL of EXAMPU b 
atrii 
Pl: pnmg(SB.0  
variable V : std,logic,vcaor(3 downto O); 
bcSln - lnsertr un point de contrôle au bit 1 position 2 variable V assignée. 
V : = A + B ;  
2 <=v+c; 
end pnmss Pl; 
nid RTL; 
Chemin hicnrrhique du point de conuble: 
MAMPLE>RTL->Pl->"V := A + B. 
Comction du DAG 
DT: ansfat & données 
... 1 ... 
use WORK.Tcst,Points.dl; - Dcfiniiion des points de test. Fonction (proddure) pour le point & 
- contrôle (obsmi~ion). Voir Annexe 3. 
cntity EXAMPLE b 
pan (A. B. C : in srd~lopic,v~or(2 downto O); 
Z : out srd-logic-vcctor(2 downto O) 
TESTJN : in nd-Iogic; 
Test-Mode : in Sïü-LOClC -- Test-Mode = 1 (0) : mode test (mode normal) 
1; 
end EXAMPLE; 
srrhiiccturt RTL of EXAMPLE b 
wn 
Pl: proce9(A,B,C, TESTJi, Tat,Male) 
v d l c  V : std,logic,v~o~2 downto O); 
a%n 
- Irircru un point de contrôle au bit 1 de h varille V assignée. 
V := inxn,Conooi,Point((A + 8). OR-POINT. 1, TESTTESTIN. est-Mode); 4- 
2 e V + C ;  
end p- Pl; 
end RTL; 
Figure 4.9 Exemple d'insertion de point de contrôle au niveau VHDL. (a) 
@cification VHDL. (b) Consmiction du DAG. (c) 
Spécification VHDL modifide incluant un point de contr8le. 
4.3 Résultats expérimentaux 
Dans cette section, on présente quelques r6sultats expérimentaux que nous avons 
obtenus sur quelques exemples de circuits-tests. Nous allons d'abord Cvaluer l'efficacité 
de notre mtthode en verifiant la corr6lation entre l'analyse de testabilité et l'insertion de 
points de test au niveau RTL en utilisant la genération de vecteurs de test au niveau portes 
logiques. Ensuite, nous montrerons l'efficacité de considCrer les signaux internes des 
modules fonctionnels pour l'analyse de testabiiitt et l'insertion de points de test. 
Chaque spécification VHDL du circuit-test est synthetisé au niveau portes logiques 
avant et après la l'insertion de points de test. Un ATPG alCatoire est utilisé pour evaluer la 
couverture de pannes avant et après l'insertion de points de test. Les couvertures de pan- 
nes résultantes sont ensuite comparées. Les circuits-tests (voir la table 4.1) [137] ont été 
synthétisés en utilisant les outils de Synopsys. Nous utilisons aussi I'ATPG de Synopsys 
pour évaluer la couverture de pannes dans le contexte du balayage complet et la généra- 
tion aleatoire. Aucun circuits-test considéré (voir la table 4.1) n'est résistant au test aléa- 
toire, c'est à dire, une séquence de vecteurs de test aléatoires est suffisante pour obtenir 
une couverture de pannes maximale. Notons que chaque unité de surface correspond à une 
porte NAND A deux entrées. 
Pour chaque circuit, on fixe les valeur du seuil de détectabilité, de contrôlabilité et 
d'observabilité. Ensuite, on dbtermine le nombre de points de test à insérer au niveau 
VHDL. La table 4.2 présente les résultats de I'évaiuation de la couverture de pannes en 
utilisant deux séquences de 5,000 et 10,000 vecteurs aldatoires. Pour chaque circuit, on 
note la couverture de pannes résultante et le nombre de points de test (nombre de points de 
contrôle vs. le nombre de points d'observation) requis pour atteindrt la couverture de pan- 
nes correspondante. 
Selon les résultats de la table 4.2, on peut remarquer que la couverture de pannes aug- 
mente considtrablement avec l'insertion d'un petit nombre de points de test. Ceci permet 
d'illustrer une bonne estimation de notre méthode d'analyse de testabilitd au niveau RTL 
malgré que la couverture de pannes est tvaluée au niveau portes logiques. Aussi. les résul- 
tats montrent que la couverture augmente en augmentant la longueur de la sequence de 
vecteurs de test ce qui permet de justifier en effet. l'amdlioration de la testabilité aléatoire 
du circuit rCsultant au niveau portes logiques. Notons que pour ces circuits de moyenne 
complexité, la surface et le dtlai du chemin critique sont quasiment les mêmes avants et 
après l'insertion des points de test. D'où l'avantage de considérer l'insertion de points de 
test avant la synth6se au niveau RTL. En effet, les performances du circuit synthétisés 
peuvent ne pas changer avec ou sans l'insertion de points de test. 
Les circuits considerés et montrés dans la table 4.1 ne sont pas rtsistants au test aléa- 
toires et ne requièrent pas une insertion de points de test au niveau des signaux internes 
des modules fonctionnels. Trois grand circuits-tests [94] résistants au test alCatoires ont 
dtt5 utilisés dont les résultats expérimentaux se trouvent dans le chapitre 3, section 3.2.7. 
Nous allons montrer dans ce qui suit. I'efficacitd de l'analyse de testabilite et l'inser- 
tion de points de test au niveau des signaux internes des modules fonctionnels. Ces der- 
nien représentent l'implantation des opérations VHDL (addition, soustraction. 
comparaison. etc.). Chaque module fonctionnel est décomposé en sous-modules fonction- 
nels é1Cmentaires connectes par des signaux internes. Ces derniers sont considérés pour 
l'analyse de testabilité et l'insertion de points de test. La décomposition des diffdrents 
types de modules fonctionnels (additionneurs, comparateur, etc.) a CtC discutée dans le 
chapitn 3. section 3.2.6.2. La figure 4.10(a) montre la spécification VHDL d'un compteur 
de 16 bits. Le DAG correspondant est montre dans la figure 4.10(b). On a inclus seule- 
ment la propagation des contrôlabilités dont les valeurs sont montrées entre parenthèses. 
Le seuil de contrôlabilité est fixC & 0.01. Nous remarquons qu'une faible contrôlabilité est 
obtenue à la sortie du comparateur d'tgaiite qui est de 0.37 x 10''~. 
D'abord, nous n'allons pas considCrer l'analyse de testabilité et l'insertion de points 
de test des signaux internes des modules fonctionnels (qui sont dans cet exemple le com- 
parateur d'6gaiité. le multiplexeur et l'additionneur). Un point de contrôle (augmentation 
de la contrôlabilite A 1 par l'opération OU) est donc nécessaire à la sortie du comparateur 
d'bgalite. La spécification VHDL incluant le point de contrdle est montrée dans la figure 
4.1 1. Toutes les fonctions d'insertion de points de contrôle sont définies dans le package 
"Test-Points", Ce dernier est inclus dans l'annexe 3. 
Ensuite, Nous considerons l'analyse de testabilité et l'insertion de points de test au 
niveau des signaux internes du comparateur. Les signaux internes considérés pour cette 
analyse ont été discutés dans le chapitre 3, section 3.2.6.2. Deux points de contrôle (aug- 
mentation de la contrôlabilité il 1) sont necessaires au niveau de deux signaux internes 
dans notre exemple. La figure 4.12 montre la spécification VHDL modifiée incluant les 
points de contrôle. Une fonction VHDL appelée "Insert-Control-Equal( ...)" est utilisée 
pour décomposer le comparateur en sous-modules afin d'insérer des points de contrôle au 
niveau des signaux internes. La fonction "Insert-Control-Equal( ...)" ainsi que ses paramè- 
tres, sont définies dans le package "Test-Points". De même, on définit une procedure per- 
mettant d'insérer des points d'observation au niveau des signaux internes du comparateur 
d'égalité (pas utilisé dans cet exemple). 
La table 4.3 présente les résultats expérimentaux concernant l'insertion de points de 
contrôle dans le compteur de 16 bits. Les trois spécifications VHDL des figures 4.10(a), 
figure 4.11 et figure 4.12 sont synthdtisks par les outils de Synopsys au niveau de portes 
logiques. Un générateur de vecteurs de test aléatoires est ensuite utilisé pour évaluer la 
couverture de pannes résultante. Chaque spécification VHDL est synthétisée en considé- 
rant deux contraintes di fférentes d'optimisation. Dans chaque cas, on applique une 
séquence pseud<taléatoire de 32,000 vecteurs. Les paramètres suivants sont notés dans la 
table 4.3: couverture de pannes résultante, la sudace résultante, le délai du chemin critique 
et le nombre de pannes totaies vs. le nombre de pannes redondantes. Notons que ce circuit 
résiste au test aléatoire. 
Selon les résultats de la table 4.3, l'insertion de points de contrôle au niveau des 
signaux internes du comparateur permet d'avoir une couverture de panne élevée au coût 
d'une augmentation modeste de la surface et du délai. Aussi, la considération des signaux 
internes pour l'analyse de testabilité permet de minimiser le nombre de pannes redondan- 
tes. . 


























Timcr/counter: 8 bit registm, a mux, 
countcr and cornparator 
Small statc machine of 9 states 
Large state machine of 17 statcs 
Tableau 4.2 Résultats cxpaimcntaux 
Circuit 
C l  
5,000 vecteurs 10,000 vecteurs aldatoires altatoks 1 nb. & points de 
Avant A P ~  Avant AP* conubldnb. de 
M o n  insertion i n d o n  insertion points 
d'observation) 
: in STD-UXi!C-VECTOR(1S downto O); 
: in Bit; 
: in BOOLEAN, 
: in SIP-iDG1C; 
: oul rtd-iogic-vraa(l5 &wn& O) 
- M o n  d'un point de contrôle A I i  raiic du comp.rmair dy tgrlig 
if(ImcriImcriContml-PoinW(iN-COtM7 - '1 11 1 1 11 11 11 11 11 11 OR-POINT. TEST-M. Teai-Modc)) then 
OUT-COUNT <= W)000000000000000"; 
c h  
OUT_COUNT <= LN_COCMT + -1"; 
d* 
-4 Rpra; 
a l R T L s  
Figure 4.11 Spécification VHDL modifide incluant un point de contrôIe 
sans la considération des signaux internes des modules 
fonctionncis. 




waii until C U X K  - ' 1 *; 
if(iN-COüNï ="llllllllllllllll")ihcn 
O U T - c m  <= WW)O(KK10000000000"; 
c h  
OUT_COüW IN-COUKT + 1 "; 
nid if; 
ad Pmror; 









Figure 4.10 (a) spkificatiou VHDL du compteur a 16 bits. 
(b) Calcul et propagation des contrôlabiiitk. 
Figure 4.12 Spenfication W L  modifiée incluant dcux point de 
contrôlc avec la considCration des signaux internes des 
modules fonctionnels. 
Tableau 4.3 Résultas exphmentaux du compteur 16 bits 
CarverniFede Sunrcc miai Nb. de puines Mb de 
P-aW p m a  rcdonduitrr 
SI: signaux internes des modules fonctionnels. 
4.3.1 Conclusion 
On a présente les etapes principales de I'algorithme d'analyse de testabilite et d'inser- 
tion de points de test. La cornplexit6 de l'algorithme est essentiellement déterminée par la 
cornplexit6 de construction du DAG ainsi que son utilisation pour calcutedpropager les 
mesures de testabilitt et la sélection des points de test. On a validé notre mtthode par 
quelques circuits-test en montrant la corr6lation entre I'analyse de testabilite et l'insertion 
de points de test au niveau RTL et la couvemin de pannes au niveau portes logiques. 
D'autres r6sultats expt5rimentaux ont et6 prksentks dans le chapitre 3, section 3.2.7. Enfin, 
on a justifié par l'exemple du compteur de 16 bits, la nécessite de considérer l'analyse de 
testabilite et l'insertion de points de test au niveau des signaux internes des modules fonc- 
tionnels. En effet, I'insenion de points de test ce niveau permet d'augmenter la couver- 
ture de pannes au coQt d'une augmentation modeste de la surface et du délai du circuit 
résultant au niveau portes logiques. Aussi, le nombre de pannes redondantes est minimisé 
ce qui permet d'avoir une bonne qualité de la genération de vecteurs de test. 
CHAPITRE 5 
Conclusion 
Nous avons présenté dans cette thtse une nouvelle méthode d'analyse de testabilité et 
d'insertion de points de test. On a considéré les circuits décrits au niveau RTL et spécifiés 
en langage VHDL en supposant la methode de balayage complet et un environnement de 
test aléatoire et de test intégré (BIST). La même méthode peut être appliquée pour le cas 
des circuits spécifiés en langage Venlog. 
Nous avons développé des mesures de testabilité au niveau RTL afin d'identifier les 
bits des signaux et variables qui sont difficilement contrôlables et/ou observables. Un 
algorithme est ensuite utilisé pour sélectionner un ensemble de points de test. Ces derniers 
sont ensuite insérés dans la spécification VHDL. Au niveau VHDL, chaque point de test 
est défini par une fonction pour le point de contrôle ou une procédure pour le point 
d'observation. Un package a éte defini incluant toutes les définitions des fonctions et pro- 
cédures utilisées pour l'insenion de points de test. Ces points de test sont une partie inté- 
gale de spécification VHDL et deviennent une partie de la spécification. De cette 
manière, l'outil de synthèse peut optimiser simultanément la logique fonctionnelle du cir- 
cuit original et la logique des points de test insérés en tenant compte de toutes les contrain- 
tes de conception savoir, la surface, la vitesse du circuit, la testabilite, etc. D'où 
l'avantage principal de notre methode proposée. 
Nous avons montre5 durant la validation de notre méthode, l'effet de l'insertion de 
points de test au niveau RTL sur la couverture de pannes du circuit au niveau portes logi- 
ques. Nous avons montré par des rdsultats expérimentaux qu'une insertion d'un petit nom- 
bre de points de test permet d'augmenter la couverture de pannes d'une manière 
considérable. Ce qui permet en effet, d'illustrer une bonne estimation des mesures de 
testabilité que nous avons développées. Nous avons aussi démontré qu'une insertion de 
points de test au niveau RTL (avant la synthése logique) n'implique pas n6cessairement 
une augmentation de la surface et/ou du dtlai du chemin critique du circuit après la syn- 
these. 
Nous avons consideré dans notre mCthode l'analyse de testabilite et l'insertion de 
points de test des signaux internes des modules fonctionnels (implantation des optrations 
VHDL) afin d'augmenter la couvemire des pannes. Cependant, cette augmentation de la 
couverture de pannes est obtenue au ddtnment d'une complexité additionnelle qui est due 
à la décomposition des modules fonctionnels en sous-modules fonctionnels élémentaires 
et à l'analyse de testabilité des signaux internes. Nous avons défini une fonction (procé- 
dure) VHDL permettant de décomposer les modules fonctionnels et insérer un ensemble 
de points de contrôle (d'observation) au niveau des signaux internes. 
Nous avons consid6ré dans notre méthode l'analyse de testabilité et l'insertion de 
points de test chaque bit de chaque signahariable indépendamment des autres bits du 
même signal/variable, ce qui n'est pas le cas pour les autres méthodes. En effet, cette 
insertion au niveau bit permet de réduire la surface additionnelle et rend la mtthode plus 
proche de l'insertion stmcturelle. Aussi, notre méthode supporte tous les types de données 
des signaux/variables (entier, vecteur de bits, bit, etc.). L'accès aux bits individuels d'un 
signailvariable déclaré de type entier dépend de l'outil de synthèse utilisC pour la synthèse 
du circuit au niveau portes logiques. En effet, chaque outil de synthèse fournit un ensem- 
ble de fonctions pour convertir les types entier (vecteurs de bits) vers vecteun de bits 
(entier). Avec Synopsys, on utilise les packages standard de IEEE où les fonctions de con- 
version sont définies afin d'accéder au bits d'un signaihariable de type entier. 
Enfin, nous avons developpé un outil logiciel pour implanter notre methode d'une 
complexité de 14,000 lignes en langage C. L'entrée de l'algorithme est une spécification 
VHDL originale et la sortie de I'aigorithme est une spécification modifibe incluant les 
points de test qui est facilement testable au niveau portes logiques dans un environnement 
de test aléatoire. 
On doit admettre que la méthode que nous avons développée dans cette thèse repré- 
sente notre avis une contribution importante dans le domaine de la testabilité des circuits 
intégrés numériques. Cependant, plusieurs amCliorations et extensions sont envisageables 
à noue méthode. Une étape importante de validation de notre méthode est de la comparer 
à une mCthode d'analyse de testabilité et d'insertion de points de test au niveau portes 
logiques. En effet, il serait intéressant de faire une correspondance des bits des signaux/ 
variables du niveau RTL (avant la synthèse logique) au niveau portes logiques (après la 
synthèse logique). De cene manière, on peut vérifier si un bit donné d'un signahariable 
au niveau RTL est difficile A contrôler et/ou à observer, i'est aussi au niveau portes logi- 
ques. Un problème majeure tenir compte est la propagation des constantes durant le pro- 
cessus d'optimisation, cenains points de test insérés au niveau RTL peuvent ne pas êtres 
génkrés au niveau portes logiques après la synthèse. 
Nous avons utilisé dans notre methode un algorithme vorace (greedy) pour la sClec- 
tion de points de test. En effet, n'importe quel algorithme plus efficace [119] peut être uti- 
lisé pour réduire le nombre de points de test requis tout en augmentant la couverture de 
pannes. 
Nous n'avons pas considére dans notre methode l'effet de partage de ressource sur la 
mtthode d'analyse de testabilite et d'insertion de points de test. L'outil de synthèse de 
Synopsys utilise une technique de partage de ressources au niveau de chaque processus 
VHDL. 0 serait intéressant d'explorer la relation entre le partage de ressources et I'ana- 
lyse de testabilité au niveau RTL. 
Enfin. nous voyons comme extension importante de ce projet de recherche est la vCn- 
fication des r&gles de conception pour la testabilité (Design Rule Checking - DRC) au 
niveau RTL. Comme pour le cas de l'insertion de points de test au niveau RTL, on peut 
appliquer la technique du DRC au niveau RTL et ainsi modifier le circuit au niveau RTL 
afin de satisfaire toutes les règles de conception pour la testabilité. 
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Annexes 
Annexe 1. Controllability and Observability 
computation 
1.0 Introduction 
Dans cette annexe nous allons présenter toutes les formules de calcul de mesures de 
testabilité que nous avons développé dans notre méthode d'analyse de testabilité et 
d'insertion de points de test. Ces mesures de testabilité sont définies et calculées au niveau 
fonctionnel pour les différents types d'opérations VKDL sans connaître aucun détail de 
leur implantation au niveau portes logiques. Ceci nous permet de réduire les erreurs de 
calcul dues aux problèmes de reconvergence dans les circuits décrits au niveau portes 
logiques. Ces mesures consistent à calculer la contrôlabilité (observabilité) des sorties 
(entrées) de chaque opération VHDL. Cet annexe présenté en anglais est un rapport tech- 
nique interne. 
1.1 Controllability Calculation 
1.1.1 Controiiability computation for an n-bit adder 
We wish to compute the Controllability on the outputs of an n-bit adder, given the 
ControllabiIity on its inputs, assuming that the inputs are independent. When two n-bit 
binary numbers a and b are added, each bit of the sum s is a function of the corresponding 
bits of a and b and of the carry from the next less signifiant bits. The truth table for the i" 
surn bit si and the (i+l)" cany bit ci+l are shown in Table 1. 
Since C ( c i )  = 1 - C l  ( c i )  ,Co(a i )  = 1 -Cl  (a i )  and 
C, (si) and CI ( c i+  ,) can be rewritten as follows: 
C, (si) = a + CI (c i )  - 2 x ( a  x Cl ( c i )  ) (A.1.1) 
Cl ( c i+  1 )  = a x  CI (c i )  + C I  (a i )  X Cl (b i )  (A. 1.2) 
where a = Cl (a , )  + Cl (b i )  - 2 x C ,  (a,)  x Cl  (b i )  . (A. 1.3) 
Note that a is the probability that (ai  @ b,) = 1 and. consequently, C1(si) is the 
probability that (ai  Q bi @ ci) = 1 . 
To compute the Controllability of each output of an n-bit adder, we can use a cascade 
of n full adders configured as a ripple-carry adder which is reproduced again in Figure 
A. 1.4. There is no monvergent fanout in this circuit and al1 inputs are independent, hence 
the Controllability computed on this tree structure is exact. To find the Controllability 
measure Cl(si) at the output Si, Equations (A. 1. l), (A. 1.2) and (A. 1.3) can be used for each 
1-bit adder, and bit i can be evaluated when bits 0, 1, . . ., i - 1 have been computed. The 
calculation can be made in linear time in tenns of the number of inputs. The same suuc- 
ture cm be used to compute the Controllability of a subtractor using 2's-complement rep- 
rcsentation of negation. 
Figure A.1.4 A rippleîarry adder composed of n full adders 
1.1.2 Controllability of the outputs of an n-bit multiplier 
We wish to compute the Controllability on the outputs of an n-bit multiplier as shown 
in Figure A.1.5. This computation is much more complicated that for an adder due to the 
dependencies between the multiplier blocks. Unlike the adder, the multiplier cannot be 
decomposed into independent blocks. 
1 Multiplier 1 
Figure A.1.5 An n-bit multiplier 
Given the controllability measures of the inputs, the exact controllability measures on 
the outputs can be found by perfoming 22n operations. 
The computation of the probability of occurrence of each number A (O 5 A c 2"-1) 
is based on the controllability rneasure on each input bit. Let us give an example. Suppose 
that n = 2, then for the inputs: 
The probability to have S = 2 is computed as follows: 
This method based on the truth table is exact for an n-bit multiplier with n 5 10. 
However, when n exceeds 10, the memory requirements and the CPU time can become 
ver -  excessive. 
One solution to reduce this complexity is to decompose the multiplier into a number 
of smalier multipliers. For example. an n-bit multiplier can be composed using 4 m-bit 
multipliers (with m = d2) as compactly described in Figure A. 1.6. This method does not 
compute the exact controllability but gives, in our opinion, a good measure of controlla- 
Figure A.1.6 n-bit multiplier corn osed of 4 m-bit multiplier (m = A. 
1.1.3 Controllability of the output of an n-bit comparator 
When two unsigned numben A and B are compared, the relations of interest are (A > 
B), (A >= B), (A = B). (A # B),  (A c= B) and (A c B). We compute the Controllability of 
(A = B) and (A < B), and deduce the Controllability of the other ones, e.g., CI(A > B) = 
Co(A <= B). Let the two n-bit numben to be compared have the form: A = A,, An-2 .. AO 
and B = Bn-l BW2 ... Bo. 
The 1-Controllability of the output of a 1-bit equality comparator is: 
C,(Ai=Bi) = 1-C1(Ai@Bi) (V  i = O ,  ..., n-1) (A. 1.7) 
Therefore the Controllability of the output of an n-bit equality comparator becomes: 
(A. 1.8) 
The logic equation for (A < B) may be written as: 
The other comparator expressions can be derived as follows: 
C l ( A > B )  = 1-C, (ASB)  (A. 1.12) 
1.1.4 Controllabüity of the output of a multiplexer 
Consider a multiplexer of n control inputs (co cl ... c,.~) and 2n possible data inputs, 
(& Ai ... Azn.*) in which each input Ai and the corresponding output consist of m bits. 
The 1-Controllability of the output is taken as the sum of the 1-Controiiabilities of the 
inputs combined with the 1-Controllabilities of the control inputs. The generd formula to 
0 compute the Controllability at the output is as follows: 
2"- 1 
Cl ( S  (k) ) = C, (Ai  (k) ) x Cl (control, Ai ( k )  ) , where (A. 1.14) 
i = O 
k = 0, 1, . . .m - 1 , i = 0, 1, . ... 2" - I . rn is the number of bits of each input and the out- 
put, and Cl (control, Ai ( k )  ) is the 1-Controllability on the control inputs such that data 
input Ai (k)  is selected to the output Si (k) . 
1.1.5 Controllability of a fan-out stem 
A fan-out stem is a point where a dnving signal is connected to more than one combi- 
national or register inputs, these inputs are then the fan-out branches. 
The Controllability of a fan-out branch is equal to the Controllability of its stem. 
1.1.6 Controllability computation for standard logic gates [IS] 
In the following section we give the 1 Controllability and Observability computation 
of standard logic gates. with n inputs Io, 1,, . .., In - , and one output S. 
And gate 
n - l  
'1 ('1 = n Cl (Ii) 




Inverter gate (one input 1) 
Xor gate with two inputs b and Il  
(A. 1.20) 
1.2 Observability calculation 
Combinational Observability O (1, S) of a line 1 is defined as the probability that a 
signal change on this line will result in a signal change on an output S. For multiple output 
modules. the Observability of a line must be computed relative to each output and the 
maximum Observability value over al1 outputs is used. 
1.2.1 Observability computation for an n-bit adder 
Consider again the n-bit ripplesarry adder shown in Figure A. 1.4, and let us compute 
the Observability of each input. According to the truth table of a 1-bit adder, the change on 
any input a,, bi or ci is always observable at Si. It follows that: 
O ( a ,  si) = O ( b ,  si) = O (ci, si) = O (si), i = O, ..., n - 1 (A.l.21) 
The Observability of an input at level i at the other outputs k, k > i ,  depends on the 
propagation of the carry from stage i to these outputs. 
For instance, to observe ai at sk such that k = i +  1, ..., n ,  we have to set 
( b j @ c j )  = 1 and ( a j @ b j )  = 1 , for d l  j such that j = i +  1, ..., k -  1 .  Equation 
(A. 1.22) gives the general formula to compute the Observability of each input ai at outputs 
k ,  such that k = i + 1, ..., n . 
The resulting Observability value of input i is the maximum value of Equations (A. 1.2 1) 
and (A.1.22), Le., 0 ( a j )  = [O(a i ,  s k ) ]  . ( A .  1.23) 
Similar formulas can be used to compute the O (b ,  sk) and O (ci ,  sk) (in particu- 
lar for co). 
1.2.2 Observability of the inputs of an n-bit multiplier 
To compute the Observability of the multiplier, we use the same method used for 
computing the Controllability of the inputs. For an n-bit multiplier with n c= 10, we use 
the corresponding tmth table of the multiplier to compute the observability of each bit 
input. However, when n is over 10. we decompose the multiplier into small blocks as 
shown in Figure A. 1.6 in this Appendix. Then the observability is propagated through the 
multipliers and adders blocks. 
13.3 Observability of the inputs of an n-bit comparator 
Consider a comparator with two inputs A and B of the form A = &-, A,.z .. A(J and B 
= B, Bn-2 ..- BO, and output S. 
Equality comparator (A = B) 
nie Observability of each input Ai or Bi at the output S of the comparaton (A = B) 
and (A # B) is computed using Equation (A. 1.24). The same Equation can be used to 
compute the Observability of Bi by substituting Bi for Ai. 
(A. 1.24) 
Loss than comparator (A < B) 
To compute the observability of inputs of the (A < B) comparator, let A, = An.*An. 
z...Ai+i and A- = w I . . . A i - l .  Define B+ and B- in a similar fashion. The operation of 
this comparator is not commutative and thus different formulas are used to compute the 
Observability of A and B. To observe the input bit Ai, we have to maintain (A ,  = B,) 
and depending on the value of bit Bi we have to inspect the relation between A- and 8- . 
The Observability of Ai is computed using the following Equations: 
O(A,S) = O ( S )  xC1  (A, = B,) x a  for i = 1,2, ..., n - 2 ,  where 
O ( A ,  S) = O (S) x a for i = n - 1 ,  where 
a = C, (A-  2 B - )  xC,(B,) +C,(A- < B - )  x ( 1 - C , ( B , ) ) .  
By the same analysis, we compute the Observability value of the other comparator 
types which are presented next. 
Less than or equal comparator (A <= B) 
The Observability of A, is computed using the following Equations: 
O(Ai,S) = O ( S ) x C , ( A + = B + ) x a  f o r i =  1,2 ,..., n-2,where 
a = Cl(A- S B - )  xCo(Bi)  +Cl(A-  > B - )  x C l ( B i ) ,  
O ( A , S )  = O(S) x C l ( A + = B + )  xCo(Bi)  fori = 0,and 
O(Ai,S) = O(S)  x a  for i = n- 1 ,where 
a = C, (A- S B  - ) x Co ( B i )  + Cl (A- > B- ) x Cl (Bi) . 
Greater than comparator (A > B) 
The Observability of Ai is computed using the following Equations: 
O ( A i , S )  = O ( S ) x C , ( A + = B + ) x a  f o r i =  1 ,2  ,..., n-2 ,where  
a = C , ( A -  S B - )  xCo(Bi)  + C , ( A -  > B -  ) x C , ( B , ) ,  
O (A,, S )  = O (S) x C, (A, = B,) x Co (Bi) for i = 0, and 
O (Ai, S) = O (S) x a for i = n - 1 ,  where 
a = C,  (A- S B  - ) xC,(B,) + C I  (A- >B- ) x C ,  (Bi ) .  
Greater than or equai comparator (A >= B) 
The Observability of Ai is computed using the following Equations: 
O ( A , S )  = O ( S )  x C 1 ( A + = B + ) x a  fori  = 1,2, ... ,n-2.where 
a = C1(A- < B - )  xCo(Bi)  + C I ( A -  Z B  - ) x C I ( B i ) ,  
O ( A ,  S) = O (S) x Cl (A+ = B+) x CI (Bi) for i = O, and 
O ( A ,  S) = O (S) x a for i = n - 1, where 
1.2.4 Obsewability of rnuitiplexer inputs 
Consider again a multiplexer consisting of n control inputs (co and 2" data 
possible inputs, (Ao Al ... Ag.]), in which each input Ai and the output consist of m bits. 
The Observability computation for the data inputs is: 
O (A,  (k)  ) = O ( S  ( k )  ) x C ,  (conirol, Ai ( k )  ) , where Cl (control, Ai (k)  ) is the 1- 
Controllability of the conaol inputs such that Ai (k) is connected to Si (k) , 
k = O, 1, ... m- 1 and i = 0, 1, ..., 2"- 1 .  
The observability of the control inputs is more complicated than of the data inputs. 
For example, consider the case of a 4: 1 multiplexer composed of 4 inputs Ag, Al, A2, A3, 
one output S, and two control inputs cg, cl. For simplicity assume, m = 1. To observe cg, 
we must consider the possible values of c l .  If c l  is O a change on co from O to 1 will 
change the output from & to AI. Therefore, to observe cg at S when cl is O requires 
(Ao @ A , )  = 1 . Similarly, c l  = 1 requires (A2  @ A 3 )  = 1 . The same analysis can be 
used for the control input cl by considering the possible values of CO. The Observability 
formulas for co and cl are thus as follows: 
O ( c O , S )  = O ( S ) X [ ( 1 - C I ( c l ) ) ~ C l ( A 0 @ A I ) +  C 1 ( ~ I ) ~ C l ( A 2 @ A 3 )  1 .  
O ( c , , S )  = 0 ( S ) X [ ( 1 - C I ( ~ o ) ) ~ C I ( A o @ A 2 ) +  C1(co)xCJA,@A3! 1 -  
For a general multiplexer, the observability of a control input ci is computed using the 
following formula: 
where k = O, 1, ... m -  1 .  pj = [ ~ , ( t )  e A j + 2 , ( k ) ]  and 
Cl (control, pj )  is the 1-Controllability of the control inputs such that the inputs A .(k) 
1 
and A ( k )  are mutually exclusive, i.e., f3, = 1 . 
j +  2' 
1.25 O bservability cornputation of a fanout stem [15] 
The observability of a fanout stem, S. is relaied io the observability at each fanout 
branch of the fanout stem. Let n be the nurnber of fanout branches for a fanout stem and 
let O (b , )  be the observability value at the i" branch. Then the observability of the fanout 
stem is computed using the following Equation: 
1.2.6 Observability computation for logic gates [15] 








W S )  = O ( I )  




(A. 1.3 1) 
0 ( I j )  = O (S) with j = O, 1, ... n - 1 (A. 1.32) 
1.3 Conclusion 
Nous avons présenté les formules de calcul de mesures de testabilité au niveau fonctionnel 
des opérations VHDL. Ces mesures sont propagdes à navers le graphe acyclique dirigé 
@AG) afin d'identifier tous les bits des signaux et variables qui sont difficiles à tester. 
Annexe 2. Construction of Directed Acyclic Graph 
2.0 Introduction 
Dans cet annexe qui constitue un rapport technique interne, nous décrivons toutes les 
étapes de construction du graphe acyclique dirigé (Direct Acyclic Graph - DAG). Ce der- 
nier est obtenu à partir de la spécification VHDL du circuit. Les noeuds internes du DAG 
représentent les différentes opérations VHDL et les arcs représentent les signaux et les 
variables de la spécification VHDL. Les noeuds sources (puits) du graphe représentent les 
entrées (sorties) primaires et pseudo-primaires du circuit. Les entrées/sorties pseudo-pri- 
maires sont représentées par des registres qui sont synthdtisés à partir de la spécification 
VHDL du circuit. Le DAG est utilisé pour propager les mesures de testabilité qui sont 
décrites en annexe 1. Un certain nombre d'exemples sont présentés pour illustrer la cons- 
tmction du DAG. 
2.1 DAG construction steps 
The constxuction of the DAG is based on the steps listed below. Next, we describe 
each step in detail. 
1 .Generate Control and Data Flow Graph (CDFG) for each process of the VHDL specifi- 
cation. 
2.Unroll al1 fot..lwps statements by adding new nodes to the CDFG. 
3.Expand procedures/functions by adding new nodes to the CDFG. 
4.Convex-t data types to bits. 
5.Translate the resulting CDFG into a DAG. 
6.Connect DAG graphs of individual process to produce the global DAG. 
2.1.1 Generation of CDFG 
Each VHDL process can be transformed into a Control Fiow Graph (CFG) to repre- 
sent the control flow of operations. The CFG is a directed graph defined as: 
CFG = ( V, E) , where 
V is a set of nodes comsponding to the different VHDL sequential statements: 
V = V,u V , u  V p  V,, where 
V, is the set of synchronization nodes (wait statements), 
Vb is the set of conditional statement nodes (if, case), 
V, is the set of for. ..loop statement nodes, 
V, is the set of other nodes (signaVvariable assignments, procedure calls, ...). 
and E is the set of edges representing the flow of control. 
Each node of a CFG is associated with a Data Row Graph (DFG). Each node of DFG 
represents one operation in the VHDL specification, and DFG edges represent signals and 
variables connecting the nodes. There is an edge from operation oi to operation oj if the 
result of operation Oi is input to operation Oj. A CFG in which each node is a DFG is called 
a CDFG. Figure A.2.1 shows a MIDL specification and its corresponding CDFG. The 
node numbers are indicated as comment (starting with "--"). Node S 1  represents the 
"wait" statement and node S2 comsponds to the conditional "if' statement. Signai assign- 
ment (variable assignments) are represented by nodes S4, S6 and S7 (S3 and S5). Each 
node of CDFG is associated with a Data Flow Graph describing the data dependencies in 
the statement, an example is given in Figure A.2.1 for node S5. 
cntity rr.mple is 
port (A, B. C : in integcr, 
CLK : in bit; 
K : out intega); 
end; 
arcbjtectiiric bchavfor of aslnple is 
signal S : intcgw, 
wn 
P- 
variable V a  intcgcr, 
w 
wait until CLK = '1'; -S 1 
if ( A = 1) then -S2 
VAR := A +B; -S3 
SC= VAR; -S4 
else 
VAR := A - B; -S5 
SC= VAR; -S6 
end if; 




Figure A.2.1 An cxampk of a CDFG generation. 
2.1.2 Loop unrolling 
For. ..loop statements are used to repeat a sequence of operations for a constant num- 
ber of times. The result of synthesis would be a replication of the hardware corresponding 
to the statements inside the loop, one for each iteration. Two sequential statements are 
used only with loops: the next statement, which skips the remainder of the current loop 
iteration, and the exit statement, which teminates the loop. These statements are modeled 
as conditional if-branches. After unrolling the loop, the CDFG is augmented by new 
nodes cornsponding to each iteratian of the loop. 
2.13 Expansion of pmedures/functions 
Each procedure cal1 is expanded in-line. The contents of the procedure are first copied 
into the process in place of the cail. Then, the actual parameters are substituted for the for- 
mal parameters of the procedure. 
Functions are expanded in a simila. fashion except that a function is expanded imme- 
diately bcfore the expression that calls it. Here also, the CDFG is augmented by new 
nodes due to procedures/functions expanding. 
2.1.4 Data type conversion 
If already not declared as such, al1 MIDL data types are convened into bits. The main 
issue with enumerated types is the encoding of the possible values. By default we cm con- 
vert them into bit-vecton whose length is determinecf by the minimum nurnber of bits 
required to code the number of enumerated values, and the actual code assigned to each 
value corresponds to the binary representation of the position in the type declaration 
(startîng from zero). 
Integer subtypes are defined using subranges that impose bounds on the possible val- 
ues. They are encoded using bit-vectors whose length is the minimum necessary number 
of bits to hold the defined range. If the range includes negative numbers. it is encoded as a 
2's-complement bit-vector. In general, bits of an integer type value are not directly acces- 
sible and depends on the synthesis tool we use. No assumption is made on the location of 
these bits. Specific functions translating an integer into bit vector and back are defined and 
exported by packages provided in the synthesis tool environment. In our method, we use 
the standard packages of IEEE in which functions translating an integer to bit-vector and 
back are defined. We use these function in order to access a specific bit of a signahariable 
declared as an integer data type. 
2.1.5 Tkanslation of the CDFG into DAG 
The next step is to translate the resulting CDFG of VHDL process into a DAG. Syn- 
chronous registen are inferred on signals and some variables assigned in a clockeci pro- 
cess. However, once we separate the present and the next states of registen into separate 
nodes, we obtain a DAG. The source nodes are the prirnary inputs and present state values 
of registers and the sink nodes are the prirnary outputs and the next-state values. The pri- 
mary inputs (outputs) of the DAG are ail the input (output) signals of the entity port decla- 
ration, and they comspond to al1 signals that are only nad (assigned) and not assigned 
(read) in the VHDL speci fication. 
Pseudo-primary inputs (outputs) comspond to synthesized register outputs (inputs). 
Identification of synthesized registers 
Registers in a synthesized RTL VHDL specification are infened on some signalsl 
variables used in clocked processes. We thus have to fiat  identiw clocked processes in the 
VHDL specification. In the following. we give some d e s  that determine when registers 
are infemd on signdslvariables: 
Rulel: Ail sigwls that are migned new values within a clocked process are syn- 
thesized as ourpuis of registers. 
Figure A.2.2 gives an illustration of this rule: Signals QI and 42 in the specification 
in Figure A.2.2(a) are synthesized as registers (D-FFs) in Figure A.?.Z(b). In the case of 
unclocked processes. ail signals are synthesized as intemal wires. 
Other registers correspond to some of the variables assigned new values in clocked 
processes. Figure A.2.3 gives an example of a clocked process in which the variable VAR 
in Figure A.2.3(a) is synthesized as a wire in the circuit of Figure A.2.3(b). This is because 
the variable VAR is always the target of an assignment before king read. Therefore, no 
register is required to memorize its value from one clock cycle to the next. This interpreta- 
tion of variables is expressed in the following rule. Like signals. al1 variables assigned 
new values in unclocked processes are synthesked as interna1 wim. 
Rule2: Between tuo synchroniaaüan sîatencrnts, i fa variable is alwcrys the ûuget of 
an assignment before being reo<l, Bis v&le does not infer any register and 1F mapped 
to a wue. 
Begin 
wait untii UK= '1'; S ynthesis 
QI e A a n d B ;  
Q2 o A and C; 
cnd Roccst; 
Practss 
variable VAR: bit; 
Begin 
wait until CLK = '1';  
VAR := A and B; 
Q <= VAR and C; 
end Process; 
Figure A.22 nlusaation of Rule I .  
Synthesis 
h 
Figure A 3 3  Illustration of Rule 2 
Now we give an example in which a variable in a clocked process is synthesized as a 
register, as shown in Figure A.2.4. Between two synchronisation statements, the variable 
VAR in the VHDL specification in Figure A.2.4(a) is read at least once before appearing 
as the target of an assignment. Therefore, a register is needed to store the value of VAR. 
Note that in this example, reading a variable does not nenssarily mean having it in the 
right hand side of an assignment. A "case" expression, an "if' condition or an "in" param- 
eter of a procedure or a function are other ways of reading it. This leads to the following 
rule. 
Rule 3: Between two synehronizan'on statements, ifa v a d l e  is d at leas? once 
before appeating as the target of an ussignmenh th& varùzble Unplies stomge of &ta 
and thus a register is synthesyed 
Figure A.2.4 nlustration of Rule 3. 
Up to now we only considered processes with one wait statement placed as the first or 
as the last statement in the process. The same rules cm be applied to identify registers in 
the case of clocked processes with one wait statement placed anywhere in the process. 
Figure A.2.5 gives an illustration of this case in which the variable X is synthesized as a 
wire, since between two consecutive wait statements, it is always set before being read. 
However, the variable Y infers a register since it is read at least once before being set to a 
new value. Note that signals QI and 42 are spthesized as registers since they are 
assigned new values in the given process (Rule 1). 
Figure A.2.5 Illustration of mle 3 
Finally, Figure A.2.6 shows the case of a process with three wait statements synchro- 
nized on the same ciock signal, CLK. Like clocked processes with one wait statement, the 
same rules can be applied to identify signals and variables that are synthesized as regis- 
ters, Le., between two consecutive synchronization statements we must analyze the use of 
variables. In Figure A.2.6. variable X is synthesized as a wire, because between two con- 
secutive wait statements (w 1 and w2). it is always set before king read. Variable Y is syn- 
thesized as a register. however, because it is read at les t  once before king set (between 
wait statements w2 and w3). Note that in the multiple wait statements, an implicit state 
variable is inferred whose bit-width is determined by the number of bits required to 
encode the number of wait statements in the process. In Figure A.2.6, two registen are 




variable X, Y: bit 
B a n  
QI e x ;  S ynthesis 
wait until CLK = '1'; 
X := A and C; 
42 c= Y and C; 








Variable X, Y: BfT; 
btgin 
wi: wait mffl CLK = '1'; 
X := A and B; 
R c= C or X; 
wir2: m i t  mtii CLK = '1'; 
Sc=CorY; 
Y := A and B; 
w3: wait unfil CLK = '1'; 
Y := A and C; 
Zc=CorY; 
end proccss; 
Figure A2.6 A VHDL prwess with multiple 
wait statement. 
Register idenacation algorithm 
We have seen how registen are infemd on some signals and variables in VHDL 
specifications. In the following, we give the main steps of an algorithm for identifying 
these signals and variables in a clocked process. We assume in the first step that a clocked 
process has been recognized in the VHDL specification. The algorithm will interface the 
intermediare representation (VIF) produced by the VHDL analyzer. Note that this algo- 
rithm is the same as used by most synthesis tools. 
Algorithm 1: identification of registers in VDHL specification 
Input: VHDL speciJkaüon 
begin 
IdenttB al1 clocked process in the VHDL spec#cation 
For al1 clocked processes do / 
For al1 signals assigned in the process do 
infer a rcgister; 
For al1 variables assigned in the prvcess ab { 
if between nvo conrecutive wait statemcnts the varioble is always set bcforc r d  then 
not infer a register; 
cLse 




Idenüfication of muitiplexers 
In this section we give a translation for the VHDL conditional statements ("if' and 
"case"). A new node type is added to the DAG npresenting the multiplexer operation. In 
fact, each conditional statement ("if' or "case") is translated into a set of multiplexen with 
one output for each signdvariable assigned within the conditional statement. The condi- 
tion expression translates into a set of nodes which feed the control input of each multi- 
plexer. The &ta inputs to each multiplexer are fed from the nodes of the comsponding 
expression king assigned. Thus, to translate each conditionai statement to a multiplexer 
operations, we have to find its scope, i.e., its comsponding end-statement. The CDFG 
generated by LEDA tools [48] needs some transformations in order to translate each con- 
ditional statement ("if', "case") to a multiplexer operation. k t  us take an example to 
illustrate this transformation. Figure A.2.7(a) gives a CDFG with three conditional state- 
ments in which the corresponding end-statements of each conditionai statements are not 
included in the original CDFG generated by LEDA tools. 
The new CDFG including the end-statement nodes (shown shaded) of each condi- 
tional branch is given in Figure A.2.7@). For each signal/variable used between an if-con- 
ditional statement and its comsponding end-statement, we associate a multiplexer 
operation. This transformation is implemented in an algorithm. 
Fi re A.2.7 (a An exqple of a CDFG without end-statement nodes. ! g) eexarnple o a modified CDFG includlng the correspondhg end- 
statements 
2.1.6 Comecting of processes 
A VHDL specification consisü of a set of interacting processes (clocked and 
unclocked). Entity pons and intemal signais (declared in the VHDL architecture) are used 
to communicate between the processes. The connection between processes is represented 
as a directed graph. However, we have seen that each VHDL process cm be transformed 
into a CDFG which is represented as a DAG. Hence, the global VHDL specification is 
also represented as a DAG. 
2.1.7 Application 
In this section we give some application examples of constnicting the DAG used for 
TMs computation. Figure A.2.8 gives a VHDL example in which the complete DAG used 
for TMs computation is also presented. in this clocked process, signal SI and K are syn- 
thesized as registen whereas the variable VAR as a wire. Note that signal S 1 will be con- 
sidered as a pseudo-prirnary input/output since it is declared as an intemal signal in the 
VHDL specification. The next example is pnsented in Figure A.2.9. In this example, the 
variable VAR is assigned different expressions in the process and used by mon than one 
signal. In this example, the variable VAR is read before it is used by signal S 1 and thus it 
is synthesized as a register. Thus, the VAR expression to be used by S 1 will be the last one 
taken by VAR when the process execution resumes. However, for signal K. variable VAR 
is assigned before being used by this signal and it is used as a wire for this signal. Figure 
A 2 1 0  illustrates a VHDL specification in which an if-statement is used. The complete 
DAG for T M s  computation is also given in the corresponding Figure A.2.10. Note that for 
conditional statements (if, case, exit and next). a number of multiplexers will be added for 
appropriate signals. As in the example in Figure A.2.10, a mux is associated to signal K 
since its expression to be assigned depends on the condition in the if-statement. Figure 
A.2. I I gives a VHDL example with an unspecified if-statement. Signals and variables that 
are not assigned in al1 conditions of the if-statement will infer sequential loops to retain 
their last values. Figure A.2.12 gives an example of a for. ..loop statement with fixed and 
known bounds. Note that we unroll each loop declared in the VHDL specification and our 
method cm support nested loops. Figure A.2.13 and Figure A.2.14 give the comsponding 
DAG for the next and exit statements respectively. Finally, Figure A.2.15 gives the DAG 
when a procedure is used in the VHDL specification in which a graph is associated to it. 
catie esample k 
pon(A.B,C:iniatcgcrraagcfiwnOlo 1: 
CLIC : ia bit; 
K: in integcr nage h m  O to 1 ); 
end aimpk; 
lrrhftccturc k h v  of example b 
t igna iS1: in imcgcr~fmmOio  1;
ad0 
P m  
variable VAR: in intcger ;auge from O io 1 ;; 
adn 
waituntiIQX='l1; 
VAR := A + B; 




DAG for TMs 
Figure A.2.8 A VHDL example of simple assignmeni 
statements. 
cntlty cxrmplc L 
pon (A, B. C : in intcgcr mgc from O to 1; 
CLK : in bit; 
K : out integer range from O io 1 ); 
end example; 
ucbttectuw khav of  example is 
signai S 1 : intcgcr mgc  from O io 1 : 
bcgin 
P- 
miable VAR: integcr range from O IO I ; 
wn 
wut until CLK = ' 1 '; 
S I  <= VAR +C; 
VAR :=A+B;  
KG VAR - SI; 
V A R F A - 8 ;  
p-; 
end beiuv; 
DAG for TMs 
Figure A2.9 A VHDL example of simple assignment 
s tatements. 
aitlty oumplt b 
pon (A, B, C : in integcr mngc fmm O to 1; 
QX : in bit; 
K :otninlegarangefrOmOto~); 
rod aumplc; 
irrhltcrhire k h i v  alexampie b 
signal S 1 : intcger range h m  I CO O; 
w 
P- 
variable VAR: intega nnge h m  O to 1 ; 
sain 
waituntilQX= '1'; 
I f (A= 1)thcn 
VAR := A + B; 
KG VAR + C; 
clse 
VAR :=A - 0; 




DAG for TMs -
Figure A.2.10 A VHDL example with if-statement. 
Figure A.2.11 A VHDL example with an unspecified if- 
statement. 
cndty ucpm le is 
port (A. B. e: in unsigncd [ I downto O); 
CLK : in bi!; 
K : out umgned (1  downto O)); 
end example; 
architecture behav of crimple is 
I-;i 
wait until C L K =  '1':  
ForIinOto ! l w  
If (A(O = 1'1 Smi 
KR) <I A(I) + BO; 1 a d  il: 
J 
I 
Figure A e 2 e 1 2  A VHDL example with for. ..loop statement. 
: out unsigned ( 1  downto O)); 
end exrimdt: 
begin 
wait until CLK = ' 1'; 
For 1 in O to 1 looq 
next whcn (A(1) = 1 '); 
U(1) <= At11 4 B(1); 
end iwp;  
"LX' 
)AG for TM! -
Fipre A.2.13 A VHDL example with next 
statement. 
p o ~  (A. B, 'C : in unsigned (1 downto O); 
CLK : in bit ; 
: out unsigned (1  downto O)); 
arcbftechin ' W v  of cinmple is 
wn 
&?KY 
wait until CLK = ' 1 '; 
For 1 in O to 1 loop 
exit when (A(1) = ' 1  . 







Figure Ae2mZ4 VHDL exarnple with exit statement. 
Entify exam le is 
pon (A$! : in integcr range O ro 3; 
CLK ; in bjt; 
K : out integer range O to 3); 
end example; 
architecture behav of example is 
procedurc simple~roc(signa1 X. Y: in integer: 
SI al W: out 1ntegcr)is 
va$= VAR: iniega rangc O to 3: 
bc n iRx= i ) i i m  
W < = X + Y ;  
elsc 
W F X - Y ;  
end if; 
end simpie-jwoc; 
R g ~ l  2: integer muge O 10 3; 
simple roc(A.BZ); 
K ~ A :  
end process; 
cnd behav; 
DAG for T M s  
Figure A 3 1 5  VHDL example with a procedure call. 
2.1.8 Conclusion 
Dans cet annexe nous avons présenté les étapes principales de construction du DAG. Ce 
dernier est ensuite utilisé pour propager les mesures de testabilité à travers les opérations 
VHDL. 
Annexe 3. Définition du package incluant les points de 
test 
Dans cet annexe. nous décrivons le package incluant les définitions des points de test 
insérés au niveau VHDL. Chaque point de contrôle (d'observation) est décrit par une 
fonction (procédure) VHDL synthetisable appelée "Insert-Control-Point( ...)" 
(Insen-Observation-Point( ...)). On a aussi inch une fonction (procédure) appelée 
Insert-Control-Equal( ...) (Insert-Observation-Equal( ...)), décrivant l'insertion de points 
de contrôle (observation) au niveau des signaux internes du comparateur d'égalité. 
-- Title : Package of Test Points (Control and Observation points). 
-- Copyright 1996. 
-- Authon : Sarnir Boubezari, PhD student, Ecole polytechnique de 
-- Montréal 
-- Supervisors : Eduard Cerny (Université de Montreal ) and Bozena Kaminska 
-- (Ecole polytechnique) 
- Note : Test Point Insertion project: IogicVison and Ecole 
- polytechnique de Montréal 
Library IEEE; 
use IEEE-std-logic-1 l64.all; 
use EEE.std-Iogic-arith-all; 
use ieee.std-logic-unsigned.al1; 
package Test-Points is 
- Declaration of an enumerated type for the Control point 
- (operations: OR, AND) 
type CONTROL_POINT is (OR-POINT, AND-POINT); 
- Declaration of the positions of control points as an array 
- of integen. This is only used in the modification of 
- functiond modules 
type POSITION-ARRAY is ARRAY(INTEGER range O) of INTEGER; 
- Declaration of an array of control points 
type Cont-TYPE-ARRAY is ARRAY(INTEGER range O) of CONTROL-POINT; 
-- Declaration of an array of signais used as control inputs for 
- test point insertion 
type SIG-ARRAY is ARRAY(INTEGER range O) of BOOLEAN; 
- Function to insen a control point in a signaVvariable 






TM : STD-LOGIC) retum STD_LOGIC-VECTOR; 
- Function to insert a control point in a signaVvariable 
- SIG-VAR declareâ as an INTEGER. 






TM :STD_LOGIC) renim INTEGER; 
- Function to insert a control point in a signaVvariable 





TM :BOOLEAN) retum BOOLEAN; 
-- Functjon to insen a control point in a signahariable 
-- SIG-VAR declared as STD-LOGIC 
function Inseri-Control-Poin t ( 
SIG-VAR :STD_LOGIC; 
TEST-IN :STD,LOGIC; 
TM :STD-LOGIC) renim STD-LOGIC; 






TESTJN :SIG-ARRAY) return BOOLEAN; 
Whinction to insert N control points of type CONT-TYPE at positions 
-- P on the internal signals of the equdity comparator. 
function Insert-Control-Equal( 
L,R :STD,LOGIC-VECTOR; 




TM :BOOLEAN) return BOOLEAN; 
-- Procedure to insen an Observation point in a signal/variable 




signal SCAN :out STD-LOGIC); 
- Procedure to insert an Observation point in a signaVvariable 





signal SCAN :out STD-LOGIC); 
-- Procedure to insert an Observation point in a signdvariable 
- SIG-VAR declared as STD-LOGIC 
Procedure Insert_Observation-Point( 
S IG-VAR : STDLOGIC; 
signal SCAN :out STD-LOGIC); 
-- Procedure to insen an Observation point in a signal/variable 
-- SIG-VAR declared as BOOLEAN 
Procedure 1nsert-û bsewation-Point( 
SIG-VAR : BOOLEAN ; 
signal SCAN :out BOOLEAN); 
- Procedure to insert N Observation points of type CONT-TYPE 
- at positions P on the intemal signals of the equality comparator 
Procedure insert-Observation-Equal( 
L, :STD,LOGIC,VECTOR; 
variable V :out BOOLEAN; 
N :INTEGER; 
P :Position,array ; 
signal SC AN :out Sig-array ); 
end Testestpoints; 
package body TesLPoints is 
- A hinction to insert a control point at a given bit position 
- of a signdvariable SIG-VAR which is declared as an array of bits 
- (Sn>,LOGIC). 
function Insert_Contn>I-Point( 
SIG-VAR :STD_LOGIC-VECïOR; -- The signaVvariable to be modified 
CONT-TYPE :CONTROL-POW, - The type of the control point (AND, OR) 
POSITION :INTEGER; - The position of the bit in SIG-VAR to rnodify 
TEST-IN :STD-LOGIC; - Extra control input used for control insertion 
TM :STD_LOGIC - TM = l(0): Test Mode (Normal mode) 
) return STD-LOGIC-VECTOR is 
variable VAR : std-logic-vector(S1G-VAR'Ieft downto SIG-VAR'right); 
begin 
VAR := SIG-VAR; 
if (CONT-ïWE = OR-POINT) then 
VAR(POSITI0N) := (TM and TEST-IN) or VAR(POSITI0N); 
else 




-- A function to insen a control point at a given bit position 
- of a signaihariable SIG-VAR which is declared as an integer. 
-- The function needs to conven the corresponding signailvariable 
- into a number of bits. This number is specified by the parameter 
- "SIZE". nien we insert a control point of type CONT-TYPE at a 
- given position ''POSITION" and then converts the bit-vector back 
- to the integer type. 
function Insert-Control-Poin t( 
SIG-VAR :INTEGER; - The signaYvariable to be modified 
SIZE :INTEGER; - the number of bits required to encode SIG-VAR 
CONT-TYPE :CONTROL-POINT, - The type of the control point (AND, OR) 
POSITION :INTEGER; - The position of the bit in SIG-VAR to modiQ 
TESTJN :STD_LOGIC - Extra control input used for control insertion 
TM :Sm-LOGIC - TM = ](O): Test Mode (Normal mode) 
) return INTEGER is 
variable VAR: std-logic-vector(S1ZE- 1 downto O); 
variable V : std-logic; 
variable V - W .  integer; 
begin 
VAR := conv~std~logic~vector(SIG~VAR.,SIZE); 
if (CONT-TYPE = OR-POINT) then 
V := (TM and TEST-IN) or VAR(position); 
VAR(POSlTI0N) := V; 
eIse 
V := (not TM or TEST-IN) and VAR(POSITI0N); 
VAR(P0SrnON) := V; 
end if; 
V-INT := CONV-integer(VAR); 
murn (V-INT); 
end Insert_ContrulIPoint; 
- A function to insert a control point at a signavariable 
- SIG-VAR which is declared as BOOLEAN type. 
ftnction Insert-Cont&Point( 
SIG-VAR :BOOLEAN; -- The signdvariable to be modified 
CONTJYPE :CONTROL-POW, - The type of the control point (AND. OR) 
TEST-IN :BOOLEAN; -- Extra control input used for control insertion 
TM :BOOLEAN - 'I'M = l(0): Test Mode (Normal mode) 
) return BOOLEAN is 
variable V : BOOLEAN; 
begin 
V := SIG-VAR; 
if (CONTJYPE = OR-POINT) then 
V := (TN and TEST-IN) or V; 
else 




- A function to insert a conwl point at a signaYvariable 
- SIG-VAR which is declared as STD-LOGIC type. 
function Insert-Control-Point( 
SIG-VAR :STD-LOGIC; - The signallvariable to be modified 
CONT-TYPE :CONTROL-POINT; - The type of the control point (AND. OR) 
TESTJN :STD-LOGIC; - Extra control input used for control insertion 
TM :STD_LOGIC - TM = l(0): Test Mode (Normal mode) 
) return STD,LOGIC is 
variable V : STD-LOGIC; 
besin 
V := SIG-VAR; 
if (CONT-TYPE = ORJOINT) then 
V := (TM and TEST-IN) or V; 
else 




- Function called from the function Insert-Control-Equal() 
- which is used to insert a given number N of control points in 








) return BOOLEAN is 
variable VBOOLEAN; 
begin 
V := (L(L'1eft downto (P(O)+ 1 +L'nght)) = R(RVleft downto (P(O)+1 +R'right))); 
For i in (N-1) downto O loop 
if (i = N-1) then 
V := V and (Insert-Control-Point ((L((P(i) + L'right) downto L'right) = 
R((P(i) + R'right) downto R'right)),CONTJYPE(i), TEST-IN(i),TM)); 
else 
V := V and (Insert-Control-Point ((L((P(i) + L'right) downto (P(i+l) + 1 Wright)) = 





- A function to insert a given number N of control points inside 
- the structure of the equality comparator. 
function Insert-Control-Equal( 
L,R :STD-LOGIC-VECTOR; - The two operands of the equality comparator 
N :IINTEGER; - The number of control points to insert 
P :POSITION-ARRAY; - The positions of the controi points 
CONT-TYPE :Cent-TYPE-ARRAY; - The type of each control point 
TEST-LN : SIG-ARRAY; - The extra control signals used for control insertion 
TM :BOOLEAN -- TM = l(0): Test Mode (Normal mode) 
) retum BOOLEAN is 
constant length: IWEGER := R'length; 
begin 
- A procedure to insert an observation point at a given bit position of 
- a signdvariable SIG-VAR which is dec lad  as an array of bits. 
Procedure Insert-ûbservation-Point( 
SIG-VAR :Sm-LOGIC-VECTOR; -- The signaVvariable to observe 
POSITION :INTEGER; -- The bit position to observe 
signai SCAN :out STD-LOGIC -- The signai in which the SIG-VAR is observed 
) is 
begin 
SCAN <= SIG-VAR(POSITI0N); 
end Insert,Observation-f oint; 
- A procedure to insert an observation point at a given bit position of 
-- a signaUvariable SIG-VAR which is declared as an integer. In this case 
- we need to convert the comsponding signahariable into a number of bits. 
- This number is specified by the parameter "SIZE". 
Procedure Insert-O bservation-Point( 
SIG-VAR :INTEGER; -- The signaVvariable to observe 
SIZE :INTEGER; - The number of bits required to encode SIG-VAR 
POSITION :INTEGER; - The bit position to observe in SIG-VAR 
signal SCAN :out STD-LOGIC - The signal in which the SIG-VAR is observed 
)is 
VARIABLE V: std-logic-vector(SIZE- 1 downto O); 
bel@ 
V := conv~std~~ogic~vector(SIGGVAR, SIZE); 
SCAN <= V(POSITI0N); 
end InsertrtObservation0Point; 
- A procedure to inscrt an observation point at a givcn bit position of 
- a signaVvarîable SIG-VAR which is declared as STD-LOGIC. 
Procedure Insert,Observation,Point( 
SIG-VAR :STD_LOGIC; - The signaVvariable to observe 
signal SCAN :out STD-LOGIC -- The signal in which the SIG-VAR is observed 
) is 
begin 
SCAN c= SIG-VAR; 
end Insert_Observation_Point; 
- A procedure to insert an observation point at a given bit position of 
-- a signaYvariable SIG-VAR which is declared as BOOLEAN 
Procedure Insert-Observation-Point ( 
SIG-VAR :BOOLEAN; -- The signaYvariable to observe 
signal SCAN :out BOOLEAN - The signal in which the SIG-VAR is observed 
) is 
begin 
SCAN <= SIG-VAR; 
end Insert-O bservation-Point; 
- A procedure to insert a given number of observation points inside 
- the structure of the equality comparator. 
Procedure Insec0 bservation-Quai( 
L, R :STDTDLOGKCVECïOR; -The two operand of the equality comparator 
variable V :out BOOLEAN; - V := (L = R) 
N :INTEGER; - The number of observation points to insert 
P :Position-array; - The positions of the observation points 
signal SCAN :out Sigarray - An a m y  of signals used for observation 
) is 
variable V0,V 1 :BOOLEAN; 
begin 
VO := (L(L'left downto (P(O)+I+L'right)) = R(R'left downto (P(O)+ l+R'right))); 
For i in O to (N-1) loop 
if (i =N-1) then 
VI := (L((P(i)+L'right) downto L'right) = R((P(i)+R'right) downto R'right)); 
SCAN(i) <= v 1 ; 
VO := VO and V 1 ; 
el se 
V1 := (L((P(i) + L'right) downto (P(i+l) + 1 +L'right)) = 
R((P(i) + R'right) downto (P(i+l) + R'right + 1))); 
SCAN(i) <= V 1 ; 
VO := VO and V1; 
end if; 
end loop; 
v := VO; 
end Insert-Observation-Eqd; 
end Test-Points; 
