Abstract. We prove a Miyadera-Voigt type perturbation theorem for strong Feller semigroups. Using this result, we prove well-posedness of the semilinear stochastic equation
Introduction
In this article we study the semilinear stochastic equation (1.1) dX(t) = AX(t) + F (X(t)) dt + GdW H (t) on a real, separable Banach space E. Here A generates a strongly continuous semigroup S on E, F is a bounded measurable map from E to E and G ∈ L (H, E).
In fact, we shall consider a more general situation and allow that G maps H into a larger Banach spaceẼ. The driving process W H is an H-cylindrical Wiener process. In order to stress the dependence on the coefficients, we will refer to equation (1.
1) as equation [A, F, G].
We note that since F is merely assumed to be measurable, the notions of existence and uniqueness of solutions to (1.1) have to be understood in a weak sense. If for every initial datum x ∈ E there exists a unique solution to (1.1), then we say that the equation is well-posed. We will make this notion precise in Section 4.
In the case where E is itself a Hilbert space, equation (1.1) has been studied by several authors. In the case where S is compact and G is of trace class, existence of solutions to (1.1) has been proved by Gatarek and Go ldys [12] for continuous F . Afterwards, [11] , they also proved uniqueness of solutions, assuming the strong Feller property and a suitable gradient estimate for the transition group T ou of equation [A, 0, G].
Chojnowska-Michalik and Go ldys [4] extended these results, dropping the assumption that G is of trace class and allowing weakly continuous functions F .
In this article, we generalize these results to general Banach spaces E and arbitrary bounded, measurable functions F . In our main result below, H Qt refers to the Cameron-Martin space of a Gaussian measure µ t which appears in the transition semigroup T ou of equation [A, 0, G]; we recall the definition and further properties of H Qt in Section 3. Theorem 1.1. LetẼ be a real, separable Banach space and H be a separable Hilbert space, A be the generator of a strongly continuous semigroup S onẼ and G ∈ L (H,Ẽ). Moreover, let E be a real, separable Banach space with D(A) ⊂ E ⊂ E with continuous and dense embeddings.
We assume that equation [A, 0, G] is well-posed on E and that for every t > 0 we have S(t)E ⊂ H Qt with (1.2) T 0 S(t) L (E,HQ t ) dt < ∞ for all T > 0. Finally, we assume that S(t) ∈ L (Ẽ, E) for all t > 0, that for x ∈Ẽ the E-valued map t → S(t)x is continuous on (0, ∞) and that for all T > 0 we have
Then, for every bounded, measurable F : E → E, equation [A, F, G] is wellposed. Furthermore, the associated transition semigroup P is strongly Feller and irreducible.
The estimate (1.2) implies that T ou is strongly Feller and satisfies a gradient estimate. This is the natural generalization of the assumptions made in [11, 4] to our more general setting. On the other hand, estimate (1.3) is used in constructing solutions of equation [A, F, G] from solutions of the associated local martingale problem.
These assumptions are satisfied in many important situations, in particular for the one-dimensional heat equation with space-time white noise. Examples are presented in Section 6.
We note that the assertion of existence of solutions for equation (1.1) for bounded, measurable F appears to be new, even in the Hilbert space case. This is due to the fact that G is not assumed to be invertible and hence we cannot invoke Girsanov's theorem to infer the existence of solutions.
Consequently, there is, up to now, no systematic treatment of stochastic equations with arbitrary bounded, measurable drift. However, in the case where E is a Hilbert space, there are several articles about equations with measurable drift under additional assumptions, typically a monotonicity assumption. Let us mention Da Prato and Röckner [6] , where the authors construct solutions as follows. First, they prove well-posedness of the associated Kolmogorov equation on a suitable L 2 -space and then show that the associated semigroup is strongly Feller. Then they construct from these transition probabilities a Markov process in a canonical way which subsequently is shown to have a continuous modification.
A different approach is taken by Bogachev, Da Prato and Röckner in [1, 2] , where uniqueness of solutions is proven by establishing uniqueness for the associated Fokker-Planck equation, rather than for the Kolmogorov equation. Existence of solutions is derived from Girsanov's Theorem in the case where G is invertible but an existence result is missing in the general case.
Finally, let us mention the recent article by Da Prato, Flandoli, Priola and Röckner [5] where the authors, exploiting again Girsanov's theorem, establish pathwise uniqueness (rather than uniqueness in law) for equations with space-time white noise and bounded measurable drift.
The results obtained in this article can also be used to establish existence and uniqueness for equations with unbounded measurable drift under additional assumptions. This will be done elsewhere.
Let us now describe our strategy for the proof of Theorem 1.1, this will also give an overview of this article.
Our main tool for the proof is a perturbation result (Theorem 3.3) for strong Feller semigroups which may be of independent interest. This result is proved in Section 3 and is similar to a perturbation theorem for bi-continuous semigroups due to Farkas [10] . The main novelty is that we do not perturb a semigroup on C b (E), the space of bounded, continuous functions on E, but on B b (E), the space of bounded measurable functions on E. Since the orbits of a bounded measurable function under a transition semigroup in general have no better regularity than some weak measurability, the proof of the perturbation result will be based on integration theory on norming dual pairs [21] . Working on B b (E) instead of C b (E) has two advantages: (i) we can allow perturbations taking values in B b (E) and (ii) we prove the strong Feller property of the perturbed semigroup along the way.
This perturbation result gives us a candidate P for the transition semigroup associated to equation [A, F, G].
The actual proof of Theorem 1.1 will be given in Section 4. We first prove (Theorem 4.5) that the distribution of a solution to (1.1) is uniquely determined by the perturbed semigroup P and the initial distribution of the solution. Thus uniqueness in law holds for (1.1). Using that we know in advance the only possible transition semigroup for the equation, we prove in Theorem 4.6 that well-posedness of [A, F, G] is stable under taking bounded and pointwise limits in F . This allows us to finish the proof of Theorem 1.1 through a monotone class type argument.
Preliminaries
Throughout, (M, d) is a complete, separable metric space. Its Borel σ-algebra is denoted by B(M ) and the spaces of scalar-valued Borel-measurable, bounded Borel-measurable, continuous and bounded continuous functions are denoted by B(M ), B b (M ), C(M ) and C b (M ) respectively. M(M ) refers to the space of complex measures on (M, B(M )) and P(M ) to the subset of all probability measures. The symbol · ∞ denotes the supremum norm and · TV the total variation norm.
If X and Y are a Banach space, we write L (X, Y ) for the bounded linear operators from X to Y . In the case X = Y we write L (X) shorthand for L (X, X). If τ is a locally convex topology on X, then we write L (X, τ ) for the algebra of τ -continuous linear operators on X.
Kernel operators.
Given a kernel k on (M, B(M )), we can define a bounded linear operator T on
An arbitrary operator T ∈ L (B b (M )) is called kernel operator if it is given in this way for some kernel k. In this case, k is uniquely determined by T and called the associated kernel.
It is well-known that T ∈ L (B b (M )) is a kernel operator if and only if T f n converges pointwise to T f whenever (f n ) ⊂ B b (M ) is a bounded sequence which converges pointwise to f ∈ B b (E). Yet another characterization of kernel operators can be given using the weak topology σ :
e. a σ-continuous operator is necessarily bounded. Note that a sequence (f n ) ⊂ B b (M ) converges to f with respect to σ if and only if the sequence is bounded and converges pointwise. We write ⇀ to indicate convergence with respect to σ.
For T ∈ L (B b (M ), σ) we denote its σ-adjoint by T ′ . We note that T ′ is the restriction of the norm adjoint T * to M(M ); in fact, an operator T ∈ L (B b (M )) is a kernel operator if and only if its norm adjoint leaves M(M ) invariant. We also note that T ′ is an element of L (M(M )) and we have
where k is the kernel associated with T . A kernel operator T is called Markovian if its associated kernel is Markovian; it is called a strong Feller
2.2. Very weak integration. Simple examples show that for integration of B b (M ) or M(M )-valued functions, the notion of Bochner integrability and even that of Pettis integrability is often too strong. We will therefore use a weak notion of integrability studied in [21] .
A norming dual pair is a pair (X, Y ) where X is a Banach space and Y is a normclosed subspace of the dual X * which is norming for X, i.e. x = sup{| x, y | : y ∈ Y , y ≤ 1}. We are interested in the situations where
and Y = M(M ) and in the situation where
By [21, Lemma 5.9] , assumptions (1) and (3) in the definition imply that T is exponentially bounded, i.e. there exist constants C ≥ 1 and ω ∈ R such that T (t) ≤ Ce ωt for all t ≥ 0; we will say that T is of type (C, ω). Given exponential boundedness, (3) is equivalent to T (t)f → f pointwise as t ↓ 0, i.e. T is stochastically continuous. This assumption excludes pathological examples such as T (0) = I and T (t) = 0 for all t > 0.
By the results of [21, Section 6] , T is an integrable semigroup. This means that there exists a family
Note that this is equivalent to the statement that
R is called the Laplace transform of T . It was proved in [21] that R is always a pseudo-resolvent, i.e. for λ 1 , λ 2 with Reλ 1 , Reλ 2 > ω we have
−1 for all Reλ > ω, see [15, Proposition A.2.4 ]. This equation is understood in the graph-sense, i.e.
For more information on pseudo-resolvents and multi-valued operators we refer to [15 
The operator L will be called the full generator of T . By [21, Proposition
It follows that L is the full generator in the sense of [9] .
We should mention that, in general, the operator L is indeed multivalued. However, restricting the semigroup to C b (M ), we can associate a single valued generator with T | C b (M) . In the language of norming dual pairs, we replace (
is exactly the derivative with respect to σ of T at 0.
We will also need some properties of the generator of T ′ . As we have noted above, the Laplace transform of
2.4. Cores. Of particular importance for us will be the concept of a core of the full generator. In our case, there are some subtleties due to the fact that we deal with multi-valued operators.
We now extend a well-known result from the theory of strongly continuous semigroups to our more general setting.
We note that if D ⊂ D(L ) is a subspace of B b (M ) which is invariant under the semigroup T , then T leaves the norm closure D invariant. Furthermore, T | D is strongly continuous. This is an easy consequence of the fact that t → T (t)f is Proof. Suppose that there is some (f 0 , g 0 ) ∈ L which does not belong to the σ × σ-closure of D. By the Hahn-Banach theorem, applied in the locally convex space
Multiplying with e −λt for λ large enough and integrating over (0, ∞), it follows that
By the σ-density of D and the σ-continuity of R(λ), this equality remains valid for arbitrary f ∈ B b (M ). Now observe that R(λ)(λf 0 −g 0 ) = f 0 . Using the above equation for f = λf 0 −g 0 , we obtain f 0 , µ = g 0 , ν -a contradiction to (2.3).
Perturbation of Strong Feller semigroups
In our perturbation theorem, we will make the following assumptions:
Hypothesis 3.1. Let T = (T (t)) t≥0 be a strong Feller semigroup with full generator L . We assume that T is of type (C, ω) and denote the Laplace transform of T by
; by slight abuse of notation, we will denote this extension still by BT (t);
Theorem 3.3. Assume Hypothesis 3.1. Then L + B is the full generator of a strong Feller semigroup P = (P(t)) t≥0 which satisfies the integral equation
Here the integral is understood as a M(M )-integral. (4) in Hypothesis 3.1 follows from the boundedness of B and the exponential boundedness of T .
As an example for B, let V ∈ B b (M ) and put
as it is associated with the kernel k, given by k(x, ·) = V (x)δ x (·), where δ x is the Dirac measure in x.
3.1. Proof of the perturbation theorem. Similar to the perturbation result of [10] , and also similar to the proof of the classical Miyadera-Voigt perturbation theorem, the proof of Theorem 3.3 depends on a fixed point argument. We begin by introducing a Banach space X and an operator V : X → X such that the perturbed semigroup P is given as a fixed point of V. 
′ µ is right-continuous in the total variation norm.
Using that the limit of strong Feller operators in the operator norm is again a strong Feller operator, it is easy to see that X([0, t]) is a Banach space for the norm · X defined by
where the integral is understood as a M(M )-integral. The proof that this integral exists is part of the following Lemma 3.6. Under Hypothesis 3.1, V t defines a bounded linear operator from
′ µ is right-continuous with respect to the total variation norm, it is strongly measurable. Hence, there exists a sequence (
′ µ, pointwise in the total variation norm. By (3) in Hypothesis 3.1, BT (r), ν jk is a measurable function of r for all k ∈ N and j = 1, . . . , n k . Since Φ k converges in norm to
′ µ, it follows that for r ∈ (0, s)
proving the claimed measurability.
The results of [21] imply that the
ϕ(r) dr as claimed follows once we prove that V t maps X([0, t]) into itself.
It remains to prove that
This shows that [V t F ](s) is sequentially σ-continuous and hence a kernel operator.
Taking the supremum over f ∈ B b (E) with f ≤ 1, we find
ϕ(r) dr
Clearly,
′ µ is rightcontinuous in the total variation norm. Thus the integrand in the second integral converges pointwise to 0. By dominated convergence, also this second integral converges to 0 and it follows that
From the norm estimate V t ≤ t 0 ϕ(r) dr, we immediately obtain:
Corollary 3.7. V t converges to 0 in the operator norm. In particular, 1 ∈ ρ(V t ) for t small enough.
We now study the interaction of B with the Laplace transform R = (R(λ)) Reλ>ω .
Lemma 3.8. Assume Hypothesis 3.1. Then
(1) For Reλ > max{ω, 0}, we have
where the integral exists as a
We note that ½ (ε,∞) (s)e λε e −λs BT (s)f converges in norm to e −λs BT (s)f as ε → 0, for all s > 0. Furthermore, with c 1 := max{e
Reλ , 1}, we have 
as ε → 0. Using (1) of Hypothesis 3.1, (1) follows.
(2) Let δ > 0 and Reλ > max{ω, 0}. Then, for t > 0, we have
By the representation from (1), we find
Given ε > 0, we see that BR(λ) ≤ ε if we first choose δ small enough such that δ 0 ϕ(t) dt ≤ ε/2 and then Reλ large enough, such that the second term is also less than ε/2.
Indeed, since I − BR(λ) is a bounded operator, both sides have the same domain.
If we choose Reλ large enough such that BR(λ) < 1, then
Proof of Theorem 3.3. First note that for every t 0 > 0 we have T ∈ X([0, t 0 ]). Indeed, conditions (1) and (2) in Definition 3.5 are obvious and (3) holds since
By the definition of X([0, t 0 ]) we have P := (P(t)) t≥0 ⊂ L (B b (E), σ) and P(t) has the strong Feller property for all t > 0. We also note that (3.1) is satisfied for t ≤ t 0 . By Corollary 3.7 we have [V t0 P](t) → 0 in the operator norm as t ↓ 0. Hence, by equation (3.1), P(t)f ⇀ f as t ↓ 0. The proof that P is a semigroup and satisfies (3.1) for all t > 0 is basically algebraic and follows the lines of the proof in [10] .
We now identify the full generator of P. By Lemma 3.8, we may choose λ ∈ R so large that BR(λ) < 1. Let us denote the generator of P by S , i.e. S is the unique multivalued operator such that (λ − S ) −1 = Q(λ) for Reλ > ω, where (Q(λ)) Reλ>ω is the Laplace transform of P.
By (3.1) and Fubini's theorem,
This implies that
3.2. Continuity properties of the perturbed semigroup. It follows immediately from equation (3.1) and Corollary 3.7 that the perturbed semigroup P enjoys the same continuity properties at 0 as T . In many cases, the semigroup T is known to have better continuity properties than the stochastic continuity assumed in Definition 2.1, namely, for every f ∈ C b (M ) we have T (t)f → f , uniformly on the compact subsets of M as t ↓ 0, i.e. T (t)f → f with respect to τ co , the compact-open topology. In fact, in virtually all known cases, for f ∈ C b (M ) the whole orbit t → T (t)f is τ co -continuous. It is thus natural to ask whether in this situation the same is true for the perturbed semigroup P.
Before tackling this question, let us first reformulate the τ co -continuity. The strict topology β 0 (M ) (sometimes also called the mixed topology) is defined as follows.
Let F 0 (M ) be the space of all scalar-valued functions ψ which vanish at infinity, i.e. given ε > 0, there exists a compact set K such that |ψ(x)| ≤ ε for all x ∈ M \ K. For ψ ∈ F 0 (M ), the seminorm p ψ is defined by p ψ (f ) = ψf ∞ . The strict topology β 0 (M ) is the locally convex topology on C b (M ) generated by the seminorms (p ψ ) ψ∈F0 .
It is known that on · ∞ -bounded sets, β For the proof of these facts we refer to [31] , see also [19] for further references.
Proof. To begin with, we note that for t > 0 the operator T (t) is the product of two strong Feller operators and hence is ultra-Feller, i.e. the map x → k t (x, ·) is d to · TV -continuous, where k t is the kernel associated with T (t). This in turn is equivalent to saying that T (t) maps norm-bounded sets into relatively β 0 (M )-compact sets. For Markovian operators, the proof of these facts can be found in [30, Chapter 1, §5]. The proof generalizes easily to general kernel operators.
By [19, Proposition 2.12] , to prove that t → T (t)f is β 0 (M )-continuous for every f ∈ C b (M ), it suffices to prove that for every f ∈ C b (M ) the set {T (t)f : t ∈ [0, 1]} is relatively countably β 0 (M )-compact. Let a sequence (t n ) ⊂ [0, 1] be given. If (t n ) has a subsequence converging to 0, then T (t n )f has the β 0 (M )-accumulation point f , since T (t)f → f with respect to β 0 (M ) by assumption. Now suppose that t n ≥ ε > 0 for all n ∈ N. In this case, we can write T (t n )f = T (ε)T (t n − ε)f . Since {T (t n − ε)f : n ∈ N} is bounded, it is mapped to a relatively β 0 (M )-compact set by the ultra-Feller operator T (ε). Hence also in this case T (t n )f has a β 0 (M )-accumulation point.
Together with Corollary 3.7, we obtain 
, where Df is the Gâtaux derivative of f and C 1 b (E) denotes the space of all bounded, Gâtaux-differentiable functions with bounded Gâtaux derivative.
We now give sufficient conditions on a strong Feller semigroup T , not necessarily the Ornstein-Uhlenbeck semigroup, such that (T , B) satisfies Hypothesis 3.1.
Hypothesis 3.11. Let T be a strong Feller semigroup with full generator L such that
(E) and t > 0; (3) For all x, y ∈ E, the linear functional f → y, DT (t)f (x) is given by a measure µ = µ t,x,y ∈ M(E), i.e. y, DT (t)f (x) = f, µ for all f ∈ B b (E).
Proposition 3.12. Assume Hypothesis 3.11. Then T together with B, defined by (3.5) satisfies Hypothesis 3.1.
Proof. Let us first show that
, it follows that x → Df (x) is scalarly E-measurable whenever f ∈ C 1 b (E). Since F is strongly measurable, there exists a sequence of simple functions F n = Kn k=1 ½ A kn x kn converging pointwise to
for all x ∈ E, proving that Bf is measurable as the pointwise limit of measurable functions.
Consequently, BT (t)f is a well-defined element of B b (E) for all t > 0 and f ∈ B b (E). By Hypothesis 3.11 (3), if f n ⇀ f , then y, DT (t)f n (x) → y, DT f (x) for all x, y ∈ E. Using this with y = F (x), it follows that BT (t)f n ⇀ BT (t)f . This proves that (2) in Hypothesis 3.1 is satisfied.
To prove Hypothesis 3.1 (3), it suffices to show that s → BT (s)f (x) is measurable for all x ∈ E. But this follows immediately from the equation
h since the functions on the right-hand side are measurable in s.
Hypothesis 3.1 (4) follows directly from Hypothesis 3.11 (2) and the boundedness of F .
It remains to prove that D(L ) ⊂ C 1 b (E) and that Hypothesis 3.1 (1) holds. To that end, fix ε > 0. Then
By the above, e λε BT (ε)R(λ) defines an operator in L (B b (E), σ). Concerning the second term, we first note that
Hence, by dominated convergence, it follows that
Consequently, B
ε 0 e −λt T (t)f dt = ε 0 e −λt BT (t)f dt, and from this representation one infers that also B ε 0 e −λt T (t)f dt defines an operator in L (B b (E), σ). The proof is now complete.
For later use we note that the proof of Proposition 3.12 yields for ε > 0
Let us now turn to the Ornstein-Uhlenbeck semigroup. It is well-known that if equation [A, 0, G] is well-posed on E, then for every t > 0 the operator Q t ∈ L (E * , E), defined by
is the covariance operator of a centered Gaussian measure µ t on (E, B(E)), see [28] . Furthermore, the transition semigroup T ou associated with equation [A, 0, G] is given by
where N (m,Q) denotes the Gaussian measure with mean m and covariance Q. Let us now recall some facts about the reproducing kernel Hilbert space H Qt associated to Q t . H Qt is defined as the completion of the range of Q t under the inner product [ · , · ] Qt , defined by
It is well-known that the identity on the range of Q t extends to a continuous injection from H Qt to E, hence H Qt may be viewed as a subspace of E. We also recall that the map φ Qt : Q t x * → ·, x * extends to an isometry from H Qt to L 2 (µ t ). This extension is called the Paley-Wiener map. With slight abuse of notation, we denote the extension also by φ Qt . We will write φ 
This condition also has a control theoretic interpretation, cf. [26] . We now collect some properties of the Ornstein-Uhlenbeck semigroup that will be used in what follows.
Proposition 3.13. Under the assumptions of Theorem 1.1,
(2) S(t) is a compact operator from E to E for all t > 0. (3) T ou satisfies Hypothesis 3.11; (4) T ou is irreducible; 
It follows that t → S(t) L (E,HQ t ) is decreasing and hence measurable. (1) in Hypothesis 3.11 is satisfied. Furthermore, for f ∈ B b (E) and x, y ∈ E we have
This yields that (3) in Hypothesis 3.11 is satisfied. From the above equation we also obtain that (2) in Hypothesis 3.11.
(4) Since H Qs ⊂ H Qt for 0 < s ≤ t, see [24, Proposition 1.3] , it follows that {S(s)x : x ∈ E , 0 < s ≤ t} ⊂ H Qt . Since S is strongly continuous, H Qt is norm-dense in E for all t > 0. It is well-known, see [3, Theorem 3.6.1] , that the support of a Gaussian measure on E is the closure of its reproducing kernel Hilbert space in E, shifted by the mean of the measure. Hence, the support of N (S(t)x,Qt) is S(t)x + H Qt = E. Consequently, every open set U ⊂ E has positive measure with respect to N (S(t)x,Qt) and thus, for every x ∈ E and t > 0 we have
In the rest of this article, L ou denotes the full generator of T ou . By what was done so far, L ou +B generates a strong Feller semigroup P and P| C b (E) has β 0 (E)-continuous orbits. The semigroup P is our candidate for the transition semigroup associated to equation [A, F, G].
However, up to now, it is not even clear whether P is Markovian, which of course is necessary to be a transition semigroup.
Well-posedness
In order to finish the proof of Theorem 1.1, we have to link the semigroup P, generated by L ou + B, to the solutions of equation [A, F, G]. This will be done by considering the associated (local) martingale problems. 
∧ d(x(t), y(t))
The Borel σ-algebra of (C([0, ∞); M ), ρ) will be denoted by B. It is well-known, see [17, Lemma 16.1] , that B = σ(x(s) : s ≥ 0). Here, in slight abuse of notation, we have identified x(s) with the M -valued random variable x → x(s). We shall do so in what follows without further notice. The filtration generated by these coordinate mappings is denoted by B := (B t ) t≥0 , i.e. B t := σ(x(s) : 0 ≤ s ≤ t).
We now recall the following definition, cf. [9, Section 4.3].
is a B-martingale under P. Given a measure µ ∈ P(M ), we say that P solves the martingale problem for (L , µ) if P solves the martingale problem for L and P(x(0) ∈ ·) = µ(·).
We say that uniqueness in law holds for the martingale problem for L , if for all µ ∈ P(M ) whenever P 1 and P 2 are solutions to the martingale problem for (L , µ),
We say that the martingale problem for L is well-posed if for every x ∈ M there exists a unique solution P x ∈ P(C([0, ∞); M ) of the martingale problem for (L , δ x ).
We will also have occasion to consider setsL which do not necessarily consist of bounded functions. Given a subsetL ⊂ C(M ) × B(M ), we sayL is admissible if for all (f, g) ∈L the function g is bounded on compact subsets of M . Note that ifL is admissible, then M f,g is well-defined for all (f, g) ∈L . A measure P solves the local martingale problem forL if M f,g is a local Bmartingale under P for all (f, g) ∈L . The terms 'uniqueness in law' and 'wellposedness' will also be used for local martingale problems with the obvious meaning.
The basic link between strong Feller semigroups and martingale problems is the following result. 
Proof. This result was proved in [9, Theorem 4.4.1] under the more restrictive assumption that there exists a closed subspace L of B b (E) which is in some sense 'large enough' such that L is invariant under T and T | L is a strongly continuous contraction semigroup. We would like to use this result with
is not strongly continuous. However, inspecting the proof in [9] , we see that all that was used about T | L in the proof was that the domain of the generator is (sequentially) · ∞ -dense in L and that the Post-Widder inversion formula
is σ-continuous at 0, it follows, cf. [19] , that both properties are true with the · ∞ -topology replaced with the σ-topology. The reader may check that the proof of [9, Theorem 4.4.1] still works under these weaker assumptions.
As a consequence of Theorem 4.2, we obtain uniqueness in law for the martingale problem for L , cf. In fact, the following lemma shows that it suffices to consider a core for L ou + B.
) solves the martingale problem for L , then P solves the martingale problem for L σ×σ .
Proof. P solves the martingale problem for L if and only if
for all 0 ≤ s < t, A ∈ B s and (f, g) ∈ L . Now fix s, t and A. Define the measure P A by P A (B) := P(B ∩ A) and let µ t be the distribution of x(t) under P A . Then the above equation is equivalent to
We note that the function r → µ r is B b (E)-integrable on (s, t). To see this, note that for h ∈ C b (E) the function r → h, µ r is continuous, which is easy to see by dominated convergence using that x is continuous. By a monotone class argument, it follows that r → h, µ r is measurable for all h ∈ B b (E). This shows that r → µ r is scalarly B b (E)-measurable. Since µ r TV ≤ 1 for all r, it follows that r → µ r is B b (E)-integrable on (s, t), i.e. there exists a measure
σ×σ . Since 0 ≤ s < t and A ∈ B s were arbitrary, it follow that P solves the martingale problem for L σ×σ .
Uniqueness in law.
We now return to our study of equation [A, F, G].
A mild martingale solution of equation [A, F, G] is a tuple ((Ω, Σ, P), F, X, W H ), where (Ω, Σ, P) is a probability space, endowed with the filtration F, W H is an Hcylindrical Wiener process with respect to F and X is a continuous, progressive, E-valued process such that P-a.s.
for all t ≥ 0. For the definition of the stochastic integral and a characterization of stochastic integrability we refer to [28] .
Let us recall the definition of the associated local martingale problem from [20] : We denote by D(A, C 2 ) the vector space of all functions f : E → R of the form
. Note that A denotes the generator of the semigroup onẼ so that A * is the weak * -generator of the adjoint semigroup onẼ
2 ) we put
2 )} and denote the part of Under the assumption that S(t) mapsẼ to E such that
dt < ∞ for all T > 0, i.e. (1.3) holds, it was proved in [20] , that there is a one-to-one correspondence between mild martingale solutions of [A, F, G] and solutions of the local martingale problem forL [ Not every Ornstein-Uhlenbeck processes has a modification with continuous paths, see [16] for an example with unbounded G, i.e.Ẽ = E. In the case whereẼ = E, it seems to be an open question whether an E-valued Ornstein-Uhlenbeck process has a continuous modification. However, to the best of our knowledge, there is no example known of an Ornstein-Uhlenbeck process which does not have a continuous modification but has a transition semigroup which is strongly Feller.
We now prove that for bounded F the only possible transition semigroup for equation [A, F, G] is the one generated by L ou + B. 
Note that for every α we have (
Since u α converges to f with respect to σ, we have proved that (f, g) belongs to the
By Lemma 4.3, P is a solution to the martingale problem for L ou + B. Proof. We denote by P n the transition semigroup of [A, F n , G] and by P the semigroup generated by L ou + B. Note that by Theorem 4.5, the full generator of P n is L ou + B n , where B n is defined by (3.5) with F replaced with F n .
We proceed in several steps.
Step 1 -We prove that for
−1 f with respect to β 0 (E) for all f ∈ B b (E). We again put ϕ(t) := S(t) L (E,HQ t ) . Let us first note that
where we have used that φ Qt is an isometry from H Qt to L 2 (µ t ) in the last step. Hence, by (3.6),
as n → ∞, by dominated convergence. Next note that
where the last term converges to 0 as n → ∞ by the above. Let us put g n := B n R ou (λ)f and g := BR ou (λ)f , so that g n ⇀ g. Let C := sup n F n ∞ . Arguing similar as above, we see that
which converges to 0 as n → ∞ by dominated convergence.
k , where the series converges in operator norm, we see that (I − B n R ou (λ))
In fact, since R ou (λ) is ultra-Feller, cf. [30, Proposition I.5.12] , it follows that the convergence is with respect to β 0 (E). To simplify notation, we write R n (λ) :
for the rest of this proof.
Step 2 -We construct solutions of the martingale problem for L ou + B. Fix x ∈ E and let P n be a solution of the local martingale problem forL [A,Fn,G] with initial distribution δ x .
By [20] , there exists a mild martingale solution ((Ω n , Σ n , P n ), F n , X n , W n H ) of equation [A, F n , G] with distribution P n . Note that we have
P n -almost surely for all t ≥ 0. Since S is immediately compact, the map φ → [t → t 0 S(t − s)φ(s) ds] is compact as an operator from L ∞ ((0, T ); E) to C([0, T ]; E), see [12, Proposition 1] . By the uniform boundedness of F n , the paths of F n (X n (·)) belong to a bounded subset of L ∞ (0, T ; E) almost surely for all n. Hence, there is a compact subset C T of C([0, T ]; E) such that for all n ∈ N we have Y n := · 0 S(· − s)F n (X n (s)) ds ∈ C T , P n -almost surely.
Since equation [A, 0, G] is well-posed, the distribution Q of X n − Y n =: Z n is independent of n, it is the distribution of the solution of [A, 0, G] starting at x. Hence, given ε > 0, there exists a compact set
Note that the set C T + K T,ε is compact. Furthermore,
This proves that the restrictions P [0,T ] n of P n to C([0, T ]; E) are tight. Since T was arbitrary, the measures P n are tight, see [17, Proposition 16.6] .
Passing to a subsequence, we may assume that P n converges weakly to a measure P. We claim that P solves the martingale problem for L ou + B.
To prove this, we proceed as in [20, Lemma 3.9] . Fix 0 ≤ r 1 < r 2 < · · · < r k ≤ s < t, functions h 1 , . . . , h k ∈ C b (E) and f ∈ B b (E) and define for n ∈ N ∪ {∞} the function
where λ > 0 is chosen such that R n (λ)f → R ∞ (λ)f with respect to β 0 (E) for all f ∈ B b (E). This is possible by Step 1.
We claim that Φ n → Φ ∞ with respect to β 0 (C([0, ∞); E)). To see this, first note that by the uniform boundedness of the F n , there exist constants C 1 and C 2 such that R n (λ) ≤ C 2 and λR n (λ) ≤ C 2 . Putting C 3 := k j=1 h j ∞ , it follows that Φ n (x) ≤ (2C 1 + (t − s)C 2 )C 3 for all x ∈ C([0, ∞); E), i.e. Φ n is uniformly bounded. Hence, to prove the β 0 (C([0, ∞); E))-convergence, it suffices to prove uniform convergence on the compact subsets of C([0, ∞); E).
Let C be a compact subset of C([0, ∞); E). By the Arzelà-Ascoli theorem, there exists a compact subset K of E such that x(r) ∈ K for all 0 ≤ r ≤ t, whenever x ∈ C . By Step 1, given ε > 0 we may choose n 0 such that |R n (λ)f (x)−R ∞ (λ)f (x)| ≤ ε for all x ∈ K and n ≥ n 0 . Hence, for n ≥ n 0 and x ∈ C ,
This proves that Φ n → Φ, uniformly on C .
Since P n converges weakly to P, the sequence P n is tight, whence p(Ψ) := sup n |Ψ|dP n is a β 0 (C([0, ∞); E))-continuous seminorm. It follows that
as n → ∞. Thus Φ ∞ , P = lim n→∞ Φ n , P n = 0, since P n solves the martingale problem for L ou + B n .
Since the functions h j and the points r j , as well as the number k were arbitrary, it follows that M R∞(λ)f,λR∞(λ)f −f is a martingale under P. Noting that
it follows that P solves the martingale problem for L ou + B.
Step 3 -P solves the local martingale problem forL [A,F,G] . Note that this step finishes the proof since x ∈ E was arbitrary. By [20, Lemma 3.7] , it suffices to prove that M f,L [A,F,G] f is a local martingale under P for all f of the form f = ψ( ·, x * ), where ψ ∈ C ∞ c (R) and x * ∈ D(A * ). Let such ψ and x * be given and put, similarly as in [13, Proof of Theorem 4.5],
Elementary computations and estimates show that
f n is uniformly bounded on bounded sets and converges pointwise to g := L [A,F,G] f . Since P solves the martingale problem for L ou + B, it follows that for every n ∈ N the process M fn,gn is a martingale under P. Fix N ∈ N and let τ N (x) := inf{t > 0 : x(t) ≥ N }. By optional sampling, also the stopped process M fn,gn τN is a martingale under P.
Similar as in Step 2, fix 0 ≤ r 1 < r 2 < · · · < r k < s, t and functions h 1 , . . . , h k ∈ C b (E). We define
and Φ similarly, replacing f n with f and g n with g. By the above, Φ n is uniformly bounded and converges pointwise to Φ. Hence, by dominated convergence, Φ dP = lim n→∞ Φ n dP = 0 .
It follows that M
f,g τN is a martingale under P. Since τ N ↑ ∞ almost surely, M f,g is a local martingale under P. This finishes the proof.
We are now ready to finish the proof of Theorem 1.1:
Proof of Theorem 1. First consider the situation where F is a bounded Lipschitz continuous function. We fix a probability space (Ω, Σ, P) on which for every x ∈ E a solution X For ψ ∈ Lip b (E, R) and x ∈ E, we have F = ψ ⊗ x ∈ Lip b (E, E) ⊂ H . By [9, Proposition 3.4.2], ψ ⊗ x ∈ H for every ψ ∈ B b (E). Since H is a subspace, cf. [9, Lemma 4.1], any simple function belongs to H . But then also any bounded, measurable function F belongs to H . Hence, [A, F, G] is well-posed for every bounded, measurable function F .
Asymptotic behavior
Given a Markovian transition semigroup T on B b (E), a probability measure µ is called an invariant measure for T if for all t ≥ 0. Put Z(t) := S(t)x + t 0 S(t − s)GdW H (t) and Y (t) := X(t) − Z(t). Then Z is an Ornstein-Uhlenbeck process with transition semigroup T ou . Since T ou is strongly Feller and irreducible the laws µ Z(t) of Z(t) converge weakly to the invariant measure µ ∞ as t → ∞. It follows that the set {µ Z(t) : t ≥ 1} is tight. Consequently, given ε > 0, there exists a compact set K ε such that P(Z(t) ∈ K ε ) ≤ ε for all t ≥ 1.
Concerning Y, we note that P-almost surely for all t ≥ ε > 0. Since F is bounded and S is uniformly exponentially stable, it is easy to see that there is a bounded set B ε such that t ε S(r − ε)F (X(t − s)) dr ∈ B ε ∀ t ≥ ε Hence, S(t) L (E,HQ t ) t − 1 2 −(α+β) and, since α + β < 1 2 , the latter belongs to L 1 loc ([0, ∞)). 6.3. 1-dimensional equation with space-time white noise. We now look in more detail to the stochastic partial differential equation from the previous section in one space dimension with space-time white noise, which is of great importance in applications. For convenience, we set O = (0, 1).
Thus, our stochastic partial differential equation takes the form     
