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Uvod
Super rezolucija postupak je kojim iz jedne ili visˇe slika niske rezolucije dobivamo sliku
vec´e prostorne rezolucije. Motivacija za promatranje problema super rezolucije u podrucˇju
racˇunalnog vida je mnogo. Primjerice, u podrucˇju medicinskih snimki gdje se javljaju
skupi i/ili dugotrajni pregledi koji mogu rezultirati snimkama/slikama slabije kvalitete.
Postupkom super rezolucije moguc´e je povec´ati kvalitetu takvih snimaka/slika te time
olaksˇati dijagnostiku. Nadalje, cˇeste su primjene u podrucˇju satelitskih snimki gdje postoje
fizicˇka ogranicˇenja na prostornu razlucˇivost prikupljenih slika. Super rezolucija opc´enito
se mozˇe koristiti kao postupak predobrade drugih postupaka racˇunalnog vida kao sˇto su
algoritmi prepoznavanja lica, cˇitanja teksta, detekcija i prepoznavanja prometnih znakova
kako bi se povec´ala njihova tocˇnost.
Racˇunalni vid jedno je od standardnih podrucˇja strojnog ucˇenja i umjetne inteligencije,
a bavi se problemima obrade, analize i razumijevanja slika. Mnogi zadaci racˇunalnog vida
dozˇivjeli su znacˇajan napredak pocˇetkom ere dubokog ucˇenja, pa tako i super rezolucija
slika. Duboki konvolucijski modeli sastavni su dio svih state-of-the-art pristupa.
Cilj diplomskog rada je istrazˇiti i ostvariti rjesˇenje super rezolucije uz pomoc´ dubokih
neuronskih mrezˇa i napraviti usporedbu s klasicˇnim pristupima. Svrha ostvarenog rjesˇenja
jest povec´ati broj tocˇnih cˇitanja barkodova aplikacije PDF417 Barcode Scanner tvrtke Mi-
croBlink.
Diplomski rad strukturiran je kroz sˇest poglavlja. U ovom uvodnom dijelu predstav-
ljena je motivacija za istrazˇivanje super razlucˇivosti slika u sˇirem skupu primjera te je zadan
cilj diplomskog rada. U prvom poglavlju opisane su teorijske osnove strojnog ucˇenja s na-
glaskom na duboko ucˇenje, te je dana definicija problema super rezolucije. U drugom po-
glavlju opisan je sˇirok pregled podrucˇja, navedene su glavne motivacije te osnovni principi
u pozadini korisˇtenih pristupa. U trec´em poglavlju opisan je pristup za rjesˇavanje problema
super rezolucije barkodova. U cˇetvrtom poglavlju opisan je postupak generiranja skupa za
ucˇenje kao i pribavljeni skup slika za testiranje, te korisˇtene evaluacijske metrike. U pe-
tom poglavlju dani su detalji arhitekture i ucˇenja modela uz analizu dobivenih rezultata. U
sˇestom, i posljednjem poglavlju dan je zakljucˇak ovog rada.
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Poglavlje 1
Duboko ucˇenje i super rezolucija slika
1.1 Teorija ucˇenja
Jedna ne sasvim formalna definicija strojnog ucˇenja mogla bi glasiti: Strojno ucˇenje je
nacˇin programiranja racˇunala da optimiziraju zadani kriteriji uspjesˇnosti koristec´i primjere
podataka ili prosˇla iskustva. Duboko ucˇenje predstavlja granu strojnog ucˇenja u kojoj su
modeli ucˇenja (umjetne) visˇeslojne neuronske mrezˇe.
Iako postoje mnoge podjele algoritama strojnog ucˇenja spomenut c´emo tek neke. Ob-
zirom na dostupnost dodatnih informacija o primjerima za ucˇenje razlikujemo nadzirano
i nenadzirano ucˇenje. Kod nadziranog ucˇenja zahtjevamo da uz svaki podatak postoji i
vrijednost njegove ciljne varijable. Tipicˇni zadaci nadziranog ucˇenja su klasifikacija i re-
gresija. Kazˇemo da je promatrani algoritam regresijski ako su njegove predikcije nepre-
kidne. Ako su predikcije promatranog algoritma diskretne, odnosno pripadaju unaprijed
poznatom konacˇnom skupu oznaka, tada kazˇemo da se radi o klasifikacijskom algoritmu.
S druge strane nenadzirano ucˇenje podrazumijeva da nam nisu poznate nikakve dodatne
ili povratne informacije o primjerima za ucˇenje, a glavni cilj je otkrivanje strukturne pra-
vilsnoti u podacima. U ovu kategoriju spadaju algoritmi grupiranja, otkrivanja iznimaka,
kompresije podataka i dr.
Navedimo josˇ podjelu klasifikacijskih algoritama na diskriminativne i generativne, ovisno
o tome modelira li algoritam zdruzˇenu vjerojatnost podataka i pripadne ciljne varijable ili
ne. Generativni modeli ucˇe distribuciju pojedinih klasa modelirajuc´i zdruzˇenu vjerojatnost
podataka i pripadne ciljne varijable, te na temelju te vjerojatnosti provode klasifikaciju.
Sˇtovisˇe, generativne modele moguc´e je koristiti za generiranje novih sinteticˇkih podataka
a neke potkategorije i za rekonstrukciju postojec´ih osˇtec´enih podataka. S druge strane
diskriminativni modeli eksplicitno modeliraju aposteriori vjerojatnost ciljne varijable uz
dani (opazˇeni) ulazni podatak, odnosno direktno ucˇe mapiranje ulaznih podataka na ciljne
varijable.
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Korisˇtene oznake:
x skalar
x vektor, slikovni isjecˇak
X matrica, linearni operator
X visˇedimenzionalno polje, tenzor ili slika
θ, θ,Θ slobodni parametri modela
xi,Xi j, Xi jk indeksiranje elemenata vektora, matrice, tenzora
x(i),X (i), X(i) indeksiranje razlicˇitih instanci istog objekta (npr. primjera za ucˇenje)
X slika niske rezolucije
Y slika visoke rezolucije
ppodaci vjerojatnosna distribucija podataka
pmodel vjerojatnosna distribucija modela
Prema [14], svaki algoritam strojnog ucˇenja sastoji se od tri osnovne komponente:
1. Model koji koristimo za ucˇenje s nepoznatim vrijednostima slobodnih parametara.
Model predstavlja klasu moguc´ih hipoteza odredenih slobodnim parametrima. Za
svaki izbor parametara dobivamo jednu hipotezu.
H = {h(x | θ)}θ (1.1)
pri cˇemu smo s H i h oznacˇili model i hipotezu respektivno. Algoritmom ucˇenja
na temelju podataka u prostoru hipoteza trazˇi hipotezu koja je u nekom smislu opti-
malna.
2. Funkcija gubitka, oznacˇimo je s L, mjeri razliku izmedu zˇeljene (ciljne) vrijednosti i
nasˇe aproksimacije obzirom na trenutne parametre modela. Funkcija cilja, oznacˇena
s J, je ocˇekivana vrijednost funkcije gresˇke koju aproksimiramo sumom funkcija
gresˇki po pojedinim primjerima:
J(h | x) = 1
m
m∑
i=1
L(x(i), h(x | θ)) (1.2)
te nam govori koliko dobro hipoteza h uz dane podatke x pogada ciljne vrijednosti.
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3. Optimizacijski postupak kojim trazˇimo parametre modela (u prostoru hipoteza) koji
minimiziraju funkciju cilja. Odnosno trazˇimo optimalnu hipotezu u skladu s defini-
ranom funkcijom cilja:
min
h
J(h | x) = min
θ
1
m
m∑
i=1
L(x(i), h(x | θ)) (1.3)
Ovaj postupak se josˇ naziva i postupak ucˇenja.
U podrucˇju dubokog ucˇenja model je obicˇno duboka neuronska mrezˇa, a postupak
ucˇenja najcˇesˇc´e se provodi (kada je to moguc´e) metodom gradijentnog spusta. Gradi-
jentni spust je iterativna metoda minimizacije funkcije, koja azˇurira parametre modela u
suprotnom smjeru gradijenta funkcije J:
θ(t+1) = θ(t) − η∇θJ(hθ(t) |x) (1.4)
pri cˇemu skalar η kontrolira magnitudu promjene parametara, a naziva se stopa ucˇenja (eng.
learning rate).
1.2 Duboke neuronske mrezˇe
Osnovni model svakog algoritma dubokog ucˇenja je duboka neuronska mrezˇa, a najjed-
nostavniji oblik takve mrezˇe jest unaprijedna neuronska mrezˇa (eng. feedforward neural
network) koju mozˇemo reprezentirati aciklicˇkim usmjerenim grafom koji je stablo s jed-
nim listom za koji postoji tocˇno jedan put od korijena do lista. Sˇtovisˇe, duboke mrezˇe
opc´enito mozˇemo shvatiti kao komputacijske grafove s ulazima i izlazima. Unaprijedna
duboka mrezˇa je tada komputacijski graf s ulazom u korijenu, te izlazom na listu.
Unaprijedna mrezˇa sastoji se od najmanje tri sloja, to su ulazni i izlazni, te jedan ili visˇe
slojeva izmedu, koje nazivamo skriveni slojevi (eng. hidden layer). Tipicˇno se skriveni
sloj sastoji od dvije komponente, afinog modela i nelinearne funkcije koju josˇ nazivamo
aktivacijska funkcija (eng. activation function. Za ulazni vektor x ∈ Rn je tada izlaz
skrivenog sloja zadan s:
f (x;W , b) = g(W Tx + b) (1.5)
pri cˇemu je g nelinearna funkcija, a W ∈ Rn×m i b ∈ Rm parametri mrezˇe. U literaturi se
obicˇno aktivacijska funkcija definira kao realna funkcija jedne varijable a njeno prosˇirenje
na vektore se definira primjenom po koordinatama. Uobicˇajeno je koristiti istu oznaku za
obje funkcije podrazumijevajuc´i prosˇirenje. Tako na primjer mozˇemo definirati funkciju
g : R→ R s:
g(x) := max{0, x} (1.6)
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ukoliko tada imamo x ∈ Rn podrazumijevamo:
g(x) = (max{0,x1}, . . . ,max{0,xn}) ∈ Rn (1.7)
Funkcija g definirana s 1.6 naziva se ReLU ili rectified linear unit. ReLU je opc´e prihvac´ena
aktivacijska funkcija u modernim neurnskim mrezˇama.
Opc´enito mozˇemo imati visˇe skrivenih slojeva f (1), . . . , f (k), s pripadajuc´im parame-
trimaW (1), b(1), . . . ,W (k), b(k). Za dani xulaz ∈ Rn je tada unaprijedna mrezˇa zadana s:
F(xulaz;θ) = f (k)(· · · f (1)(xulaz;W (1), b(1))· · · ;W (k), b(k)) (1.8)
Za primjene u podrucˇju racˇunalnog vida najznacˇajnije su konvolucijske neuronske
mrezˇe koje je opisao LeCun, [37]. Osnova konvolucijskih neuronskih mrezˇa su konvo-
lucijski slojevi. Ime dolazi od matematicˇke operacije konvolucije funkcija. Za funkcije
f , g : R→ R definiramo funkciju h kao:
h(t) :=
∫
f (a)g(t − a)da (1.9)
Funkciju h zovemo konvolucija funkcija f i g, sˇto obicˇno oznacˇavamo zvjezdicom te
pisˇemo:
h(t) = ( f ∗ g)(t) (1.10)
U kontektsu konvolucijskih neuronskih mrezˇa funkciju f zovemo ulaz konvolucije,
a funkciju g jezgra konvolucije, ili krac´e jezgra (eng. kernel). Ako pretpostavimo da
funkcije f i g mogu poprimit samo diskretne vrijednosti, tada mozˇemo definirati diskretnu
konvoluciju hD:
hD(t) = ( f ∗ g) :=
+∞∑
a=−∞
f (a)g(t − a) (1.11)
U primjenama ulaz i jezgra konvolucije su visˇedimenzionalna polja koja se josˇ nazivaju
tenzori (eng. tensor), te sadrzˇe diskretne vrijednosti. Posebice, za primjene u racˇunalnom
vidu tipicˇan primjer ulaznog tenzora je slika za koju zˇelimo primjeniti konvoluciju po dvije
koordinate. Za ulaznu sliku I i pripadnu dvodimenzionalnu jezgru K definiramo konvolu-
ciju:
S(i, j) = (I ∗K)(i, j) :=
∑
m
∑
n
I(m, n)K(i − m, j − n) (1.12)
Izlaz konvolucije naziva se mapa znacˇajki. Gornja definicija analogno se prosˇiruje za
tenzore dimenzije 3 i 4 koji se tipicˇno koriste u primjenama. U konvolucijskom sloju
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obicˇno imamo visˇe konvolucijskih jezgri. Da bi u potpunosti odredili konvolucijski sloj
potrebno je definirati broj i velicˇinu jezgri u sloju, korak konvolucije (eng. stride) i nadopu-
njavanje rubova (eng. padding). Velicˇina jezgre odreduje susjedstvo vrijednosti ulaza koje
utjecˇe na izlaz, korak konvolucije odreduje pomak jezgre, a nadopunjavanje odreduje nacˇin
nadomjesˇtanja nedostajuc´ih vrijednosti. Da bi smanjili rezoluciju izlazne mape znacˇajki u
odnosu na ulaz potrebno je postavit korak s > 1. Ako pak zˇelimo povec´ati rezoluciju
tada postavljamo s < 1, sˇto se postizˇe nadopunjavanjem vrijednosti izmedu postojec´ih,
pri cˇemu takav sloj nazivamo dekonvolucija ili transponirana konvolucija (eng. deconvo-
lution, transposed convolution). Nakon konvolucijskog sloja takoder obicˇno slijedi aktiva-
cijska funkcija. Duboki konvolucijski modeli sasatoje se od jednog ili visˇe konvolucijskih
slojeva.
1.3 Generativni modeli
U pozadini mnogih state-of-the-art metoda super rezolucije nalaze se generativne suparnicˇke
mrezˇe (eng. generative adversarial networks - GAN) koje spadaju u kategoriju generativ-
nih modela, stoga c´emo radi boljeg razumijevanja ovog pristupa promotriti taksonomiju du-
bokih generativnih metoda predlozˇenu u [21], gdje su pod generativnim modelima shavc´eni
svi modeli koji za dani skup primjera za ucˇenje uzorkovanih iz distribucije ppodaci, ucˇe re-
prezentirati aproksimaciju pmodel te distribucije. Spomenuta taksonomija orijentirana je
samo na metode temeljene na principu maksimalne vjerodostojnosti, ili pak metode koje je
moguc´e formulirati u tom obliku, sˇto predstavlja odredenu restrikciju medutim omoguc´uje
laksˇu usporedbu razlicˇitih metoda.
Osnovna ideja metoda baziranih na principu maksimalne vjerodostojnosti jest definirati
model parametriziran nekim parametrima θ koji c´e aproksimirati vjerojatnosnu distribuciju
prirodnih podataka ppodaci . Vjerodostojnost tada definiramo kao vjerojatnost koju model
pridruzˇuje podacima za ucˇenje, a formalno mozˇemo zapisati kao:
m∏
i=1
pmodel(x(i);θ), gdje je m broj primjera za ucˇenje (1.13)
Princip maksimalne vjerodostojnosti tada kazˇe da odaberemo parametre modela θ∗ za
koje c´e vjerodostojnost biti maksimalna, odnosno parametre za koje c´e vjerojatnost poda-
taka za ucˇenje biti najvec´a moguc´a:
θ∗ = arg max
θ
m∏
i=1
pmodel(x(i);θ) (1.14)
Parametar θ∗ zovemo procjeniteljem maksimalne vjerodostojnosti (eng. maximum likeli-
hood estimation - MLE). Cˇesto koristimo logaritam gornjeg izraza jer suma pojednostav-
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ljuje izracˇun gradijenata te u ovom slucˇaju daje numericˇki stabilniji izraz:
θ∗ = arg max
θ
m∑
i=1
log pmodel(x(i);θ) (1.15)
Prema nacˇinu reprezentacije funkcije gustoc´e, razlikujemo modele koji eksplicitno de-
finiraju funkciju gustoc´e, te one koji implicitno zadaju funkciju gustoc´e. Kod modela koji
eksplicitno definiraju funkciju gustoc´e odrediti parametre maksimalne vjerodostojnosti za-
pravo znacˇi uvrstiti definiciju modela u izraz za vjerodostojnost i provesti optimizaciju
pratec´i gradijente uzlazno. Glavni izazov ovog pristupa jest definirati model koji c´e biti
dovoljno slozˇen da obuhvati svu kompleksnost podataka uz uvjet traktabilnosti izraza vje-
rodostojnosti te njegovih gradijenata. Postoje dva pristupa za rjesˇavanje ovog problema.
Jedan pristup podrazumijeva definiranje modela na nacˇin da iz definicije slijedi traktabil-
nost spomenutih izraza, dok drugi pristup obuhvac´a modele koji dozvoljavaju traktabilne
aproksimacije izraza vjerodostojnosti i njegovih gradijenata.
Familija modela koji svojom konstrukcijom garantiraju traktabilnost izraza vjerodos-
tojnosti i njegovih gradijenata omoguc´uje direktnu primjenu optimizacijskog postupka na
izraz vjerodostojnosti, odnosno log-vjerodostojnosti zbog cˇega su ovi modeli uspjesˇni u
generiranju podataka, medutim imaju odredena ogranicˇenja. U ovu familiju spadaju pot-
puno vidljive mrezˇe vjerovanja (eng. Fully visible belief networks ili krac´e FVBNs, [18])
i nelinearna anliza nezavisnih komponenata (eng. Nonlinear independent components
analysis). Potpuno vidljive mrezˇe vjerovanja koristec´i lancˇano pravilo vjerojatnosti fakto-
riziraju zdruzˇenu distribuciju visˇedimenzionalnog vektora u produkt jednodimenzionalnih
distribucija. Krenuvsˇi od distribucije n-dimenzionalnog vektora:
p(x) = p(xn, . . . ,x1)
iz definicije uvjetne vjerojatnosti:
p(x | y) := p(x, y)
p(y)
, uz uvjet p(y) , 0 (1.16)
dobivamo pravilo:
p(x, y) = p(x | y)p(y). (1.17)
Iterativnom primjenom pravila na n-dimenzinalnom vektoru dobivamo:
p(x) = p(xn, . . . ,x1)
= p(xn | xn−1 . . .x1)p(xn−1 . . .x1)
. . .
=
n∏
i=1
p(xi | xi−1 . . .x1)
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Faktorizacija distribucije reprezentirana potpuno vidljivom mrezˇom vjerovanja tada se mozˇe
zapisati kao:
pmodel(x) =
n∏
i=1
pmodel(xi | xi−1 . . .x1) (1.18)
Unutar familije FVBNs moguc´e su restrikcije na broj uvjetnih varijabli koje dopusˇtamo u
faktorizaciji, jednu takvu restrikciju cˇini i tzv. PixelCNN model [65] kojeg c´emo detaljnije
obraditi u 3.2., a familiju josˇ spadaju i NADE [63], MADE [19]. Najvec´i nedostatak po-
tupno vidljivih mrezˇa vjerovanja jest postupak generiranja novih primjera koji traje O(n)
vremena, gdje je n duljina ulaznog vektora. Ako se uzme u obzir da se u primjenama za
racˇunanje uvjetnih vjerojatnosti p(xi | xi−1 . . .x1) uglavnom koriste duboki modeli, tada
ukupno vrijeme generiranja postaje usko grlo za primjene u stvarnom vremenu.
Nadalje, imamo modele koji takoder eksplicitno modeliraju funkciju gustoc´e ali sami
izrazi nisu traktabilni ali dopusˇtaju traktabilne aproksimacije. Spomenute modele moguc´e
je podijeliti u dvije potkategorije. U prvu kategoriju pripadaju modeli koji koriste determi-
nisticˇke aproksimacije, dok drugoj kategoriji pripadaju oni koji koriste stohasticˇke aprok-
simacije. Deterministicˇke aproksimacije uglavnom podrazumijevaju varijacijske metode
cˇija je ideja definirati donju ogradu za log-vjerodostojnost modela koja je traktabilna:
L(x;θ) ≤ log pmodel(x;θ) (1.19)
tada algoritam koji maksimizira donju ogradu L postizˇe log-vjerodostojnost barem jed-
naku L(x;θ). Medutim, ukoliko je donja ograda preslaba tada bez obzira na dostupnost
podataka za ucˇenje i odabranog optimizacijkog algoritma nec´emo uspjeti naucˇiti ppodaci.
Glavni predstavnik ove klase je varijacijski autoenkoder (eng. variational autoencoder -
VAE) [49]. Za razliku od FVBN varijacijski autonkoderi se smatraju puno tezˇima za op-
timizaciju ali zahtjevaju konstanstno vrijeme za generiranje novih primjera. Stohasticˇke
aproksimacije podrazumijevaju Markov chain Monte Carlo metode. U ovom kontekstu,
Markovljev lanac (eng. Markov chain) je slucˇanji proces koji mijenja stanja pri cˇemu vje-
rojatnost slijedec´eg stanja ovisi samo o trenutnom stanju. Odnosno mozˇemo govoriti o
procesu generiranja primjera gdje iterativno uzorkujemo xˆ iz q(xˆ | x). Uz dobro definiran
operator prijelaza q moguc´e je garantirati da c´e xˆ konvergirati prema primjeru iz pmodel(x).
Medutim, nemoguc´e je odrediti kada je uzorkovanje konvergiralo. Glavni predstavnici ovih
metoda su Boltzmannovi strojevi (eng. Boltzmann machines) [15], a glavni nedostatak je
losˇa skalabilnost na visokodimenzionalne prostore poput HD slika, te vrijeme potrebno za
generiranje novih primjera.
S druge strane imamo modele koji ne definiraju funkciju gustoc´e eksplicitno. Ti modeli
obicˇno uzorkuju primjere iz pmodel, te ucˇe poboljsˇavati generiranje usporedujuc´i uzorko-
vane primjere s primjerima iz ppodaci. Ovdje mozˇemo razlikovati metode koje generiraju
nove primere u jednom koraku (GAN) i one koje to cˇine u visˇe koraka poput generativnih
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stohasticˇkih mrezˇa (eng. generative stochastic network - GSN) []. GSN na temelju uzor-
kovanja iz pmodel definiraju operator prijelaza za Markovljev lanac pa stoga imaju slicˇne
probleme kao i ranije spomenuti pristupi.
Preostaju nam modeli koji implicitno reprezentiraju funkciju gustoc´e te generiraju pri-
mjere u jednom koraku, a upravo ovdje pripadaju generativne suparnicˇke mrezˇe (GAN).
Ideja iza GAN-ova je definirati igru za dva natjecatelja. Jednog natjecatelja zovemo ge-
nerator i njegova zadac´a je generirati primjere koji su sˇto je moguc´e slicˇniji primjerima iz
prave distribucije podataka ppodaci. Zadac´a drugog natjecatelja kojeg zovemo diskriminator
je razlikovati primjere koji dolaze iz ppodaci od onih koji dolaze od generatora sˇto je pro-
blem binarne klasifikacije. Dvoje igracˇa reprezentirano je diferencijabilnim funkcijama G
i D koje odgovaraju generatoru i diskriminatoru, a koje ovise o parametrima θg i θd res-
pektivno. Funkcija G mapira skrivenu varijablu z uzorkovanu iz neke unaprijed definirane
distribucije p(z) u prostor podataka, dok funkcija D kao ulaz prima x iz prostora podataka
te daje procjenu vjerojatnosti da ulazni podatak nije umjetno generiran. Distribucija p(z)
predstavlja slucˇajni sˇum omoguc´ujuc´i nam generiranje novih primjera.
Diskriminator ucˇimo da maksimizira vjerojatnost pridruzˇivanja tocˇne oznake pravim
podacima i onim koje mu dolaze od generatora, odnosno maksimiziramo unakrsnu en-
tropiju oznaka i predikcija. Generator istovremeno ucˇimo da minimizira izraz log(1 −
D(G(z))), odnosno da minimizira log-vjerojatnost da je diskriminator dodijelio tocˇnu oz-
naku umjetnim podacima. Drugim rijecˇima, D i G igraju minimax igru za dva igracˇa s
funkcijom vrijednosti V:
min
G
max
D
V(D,G) = min
G
max
D
Ex∼ppodaci(x) log D(x) + Ez∼pz(z) log(1 − D(G(z))) (1.20)
Trazˇimo ekvilibrij igre u sedlu, odnosno Nash-ev ekvilibrij. Ekvilibrij minimax igre nije
lokalni minimum funkcije V , nego njena sedlasta tocˇka sˇto znacˇi da je to tocˇka koja pred-
stavlja lokalni minimum u odnosu na jednog igracˇa, te lokalni maksimum u odnosu na
drugog igracˇa. Ekvivalentno problem mozˇemo izrazit u terminima parametara funkcija D
i G:
min
θg
max
θd
Ex∼ppodaci log D(x;θd) + Ez log(1 − D(G(z;θg);θd)) (1.21)
Kako provoditi ucˇenje? Potrebno je definirati funkcije cilja za generator i diskriminator
koje c´emo oznacˇavati s Jg i Jd respektivno. Navedene funkcije ovise o oba parametra θg
i θd medutim svaki igracˇ smije azˇuirirati samo svoje parametre. U proizvoljnom koraku
uzimamo uzorak pravih podataka x i uzorkujemo z iz p(z). Provodimo dva koraka gradi-
jentnog spusta pri cˇemu jedan azˇurira parametre θd kako bi minimizirao funkciju cilja Jd,
dok drugi azˇurira parametre θg minimizirajuc´i Jg.
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Postoji nekoliko korisˇtenih funkcija cilja, pri cˇemu se razlike ocˇituju u funkciji cilja za
generator, dok je svima zajednicˇka funkcija cilja za diskriminator definirana s:
Jd(θd,θg) = −12 Ex∼ppodaci log D(x;θd) −
1
2
Ez log(1 − D(G(z;θg);θd)) (1.22)
Mozˇemo se pitati kako izgleda optimalni diskriminator za fiksirani generator G:
Jd(θd,θg) = −12
∫
ppodaci(x) log(D(x))dx − 12
∫
pz(z)(1 − D(G(z)))dz
= −1
2
∫
ppodaci(x) log(D(x)) + pG(x) log(1 − D(x))dx
≥ −1
2
∫
max
y
(ppodaci(x) log(y)) + pG(x) log(1 − y))dx
Funkcija pod integralom je oblika a log(y) + b log(1 − y) za neke (a, b) ∈ R2. Uz
pretpostavku da su ppodaci i pmodel = pG pozitivni svugdje imamo (a, b) ∈ R2 \ {(0, 0)}, pa
funkcija y 7→ a log(y) + b log(1 − y) postizˇe maksimum u tocˇki aa+b . Iz cˇega slijedi da je
optimalni diskriminator uz fiksni generator G dan s:
D∗G(x) =
ppodaci(x)
ppodaci(x) + pmodel(x)
(1.23)
Nadalje, optimalni generator je onaj koji uspjesˇno generira primjere koji odgovaraju dis-
tribuciji ppodaci, odnosno vrijedi pmodel = ppodaci. Ako pretpostavimo da je generator op-
timalan tada zbog 1.23 za optimalni diskriminator vrijedi DG(x) = 12 , odnosno optimalni
generator svim primjerima pridruzˇuje vjerojatnost 12 da dolaze iz distribucije pravih poda-
taka ne razlikujuc´i ih.
Preostaje definirati funkciju cilja za generator. U najjednostavnijoj varijanti proma-
tramo igru zbroja nula u kojoj je funkcija cilja generatora definirana s:
Jg(θd,θg) := −Jd(θd,θg) (1.24)
Odnosno generator maksimizira unakrsnu entropiju (u odnosu na parametre θg) koju dis-
kriminator minimizira (u odnosu na θd). Medutim, pokazuje se da ova formulacija u pos-
tupku ucˇenja nije stabilna. Naime, kada diskriminator s velikim vjerojatnostima odbacuje
primjere generatora tada gradijent funkcije Jg tezˇi ka nul-vektoru, sˇto je poznato pod nazi-
vom problem nestajuc´eg gradijenta. Stoga redefiniramo funkciju cilja generatora tako da
zahtjevamo od generatora da maksimizira log-vjerojatnost da je diskriminator napravio po-
gresˇku umjesto da minimizira log-vjerojatnost da je diskriminator tocˇno oznacˇio primjer:
Jg := −12 Ez log D(G(z)) (1.25)
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pri cˇemu podrazumijevamo Jg = Jg(θd,θg), D = D(·;θd), te G = G(·;θg).
Takoder kako bi se poboljsˇala stabilnost ucˇenja GAN-ova javljaju se i druge modifika-
cije. Tako se u [2] predlazˇe varijanta diskriminatora koja uz pretpostavku o Lipshitz glat-
kosti vodi na minimiziranje Wasserstein udaljenosti izmedu distribucije modela pmodel = pG
i distribucije podataka ppodaci. Wasserstein udaljenost poznata i pod nazivaom Earth-Mover
udaljenost izmedu distribucija p i q definirana je s:
W(p, q) := inf
γ∈∏(p,q)E(x,y)∼γ[‖x − y‖] (1.26)
a pripadne funkcije cilja za diskriminator i generator dane su jednadzˇbama:
JWGANd = −Ex∼ppodaci +Ez D(G(z)) (1.27)
JWGANg = −JWGANd (1.28)
U [24] predlazˇu dodatno penalizaciju norme gradijenta diskriminatora kako bi se osigu-
ralo Lipshitz-ovo svojstvo. Gradijent norme evaluirali na interpolaciji izmedu podataka iz
ppodaci i generiranog primjera iz pmodel gdje bi gradijent optimalnog diskriminatora trebao
imat jedinicˇnu normu. Pripadne funkcije cilja uz modifikacije su dane s:
JWGAN−GPd = J
WGAN
d + λEz(‖∇D(αx + (1 − α)G(z))‖ − 1)2 (1.29)
JWGAN−GPg = −Ez D(G(z)) (1.30)
Postoje razne modifikacije bazirane na drugim divergencijama poput Jensen-Shannon di-
vergencije, f -divergencije te maximum mean discrepancy. Sˇiroka usporedba funkcija ci-
ljeva za GAN-ove napravljena je u [43]. Kako GAN-ovi ne reprezentiraju funkciju dis-
tribucije eksplicitno ne mozˇemo direktno izracˇunati pmodel(x), odnosno pG(x) zbog cˇega
ne mozˇemo niti koristiti klasicˇne evaluacijske metrike poput log-vjerodostojnosti na test
skupu. Za evaluaciju se stoga koriste Inception Score (IS) te Fre´chet Inception Distance
(FID). IS se temelji na ideji da bi za dobro generirane primjere trebalo vrijediti da dis-
tribucija klasa evaluiranog prednaucˇenog klasifikatora ima nisku entropiju. FID promatra
udaljenost u prostoru znacˇajki, kao udaljenost izmedu neprekidnih visˇedimenzionalnih Ga-
ussovih distribucija. Autori zakljucˇuju kako ne postoje znacˇajne razlike u rezultatima dobi-
venim korisˇtenjem usporedenih funkcija ciljeva, vec´ glavne razlike proizlaze iz dostupnosti
resursa za pretrazˇivanje hiperparametara.
Zanimaju nas GAN-ovi kod kojih su funkcije G i D reprezentirane dubokim neuron-
skim mrezˇama. Tu mozˇemo navesti DCGAN (deep convolutional GAN) arhitekturu [47]
koja se u literaturi cˇesto spominje kao referentna arhitektura. DCGAN se sastoji od konvo-
lucijskih i dekonvolucijskih slojeva, pri cˇemu se po potrebi koriste koraci vec´i od 1 kako bi
se povec´ala odnosno smanjila rezolucija. Takoder, koristi se normalizacija po grupi u svim
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slojevima osim zadnjeg sloja generatora i prvog sloja diskriminatora kako bi se omoguc´ilo
modelu da naucˇi tocˇno ocˇekivanje i varijancu podataka iz ppodaci.
GAN-ovi imaju puno prednosti u odnosu na ranije spomenute modele. Naime zahtije-
vaju konstantno vrijeme za generiranje primjera za razliku od FVBN, ne koriste Markov-
ljeve lance kao Boltzmannovi strojevi ili GSN, ne zahtijevaju varijacijske ograde kao VAE,
te se smatra da generiraju najprirodnije primjere od svih spomenutih metoda, iako je to su-
bjektivna procjena. Unatocˇ spomenutim prednostima, nedostatak GAN-ova je nestabilnost
ucˇenja sˇto predstavlja otvoren problem za daljnja istrazˇivanja, kao i problem evaluacije
generatora.
1.4 Super rezolucija slika
Problemi rekonstrukcije slika poput super rezolucije, uklanjanja zamuc´enja (eng. deblur-
ring), sˇuma (eng. denoising), dodanih cˇestica ili elemenata (eng. dehazing), te rekonstruk-
cija uklonjenih i osˇtec´enih dijelova (eng. image inpainting), ili pak opc´enito poboljsˇanje
kvalitete slika (eng. image enhancement) u literaturi se cˇesto naziva jednim imenom image-
to-image problemi. Spomenuti problemi su zapravo problemi trazˇenja inverza. Potpuno
opc´enito, na raspolaganju nam je slika X za koju pretpostavljamo da je dobivena iz neke
ciljne slike Y na neki od gore opisanih nacˇina te je zadatak odrediti nepoznatu sliku Y .
Problem super rezolucije, te uklanjanja zamuc´enja i sˇuma mozˇemo opisati jednim mo-
delom:
X = HS(Y ) +N (1.31)
pri cˇemu su H i S operatori degradacije, a N je aditivan sˇum. Ako su operatori H i
S jednaki identiteti I tada se radi o problemu uklanjanja sˇuma, ukoliko je H = I i S
je operator blura tada se radi o problemu uklanjanja zamuc´enja, te u konacˇnici ako je H
operator smanjenja rezolucije i S operator zamuc´enja tada govorimo o problemu super
rezolucije.
U literaturi se spominju i druge formulacije, tako na primjer problem super rezolucije
slika mozˇemo modelirati koristec´i jezgru zamuc´enja Sblur i nepoznati postupak smanjenja
rezolucije ↓:
X = (Y ∗ Sblur) ↓ (1.32)
Super rezolucija je tipicˇan primjer losˇe postavljenog problema (eng. ill-posed problem).
Francuski matematicˇar J. Hadamard uvodi pojam dobro postavljenog problema (eng. well-
posed problem). Prema Hadamardu [48], problem je dobro postavljen ako zadovoljava
sljedec´a svojstva:
1. egzistencijalnost - postoji rjesˇenje problema
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2. jedinstvenost - rjesˇenje problema je jedinstveno
3. stabilnost - male promjene u ulaznih varijablama uzrokuju male promjene u rjesˇenju
Ako problem nije dobro postavljen, kazˇemo da je losˇe postavljen. Problem super rezolucije
je losˇe postavljen problem jer svojstva 2. i 3. opc´enito nisu zadovoljena.
Poglavlje 2
Pregled postojec´ih metoda
Cilj ovog poglavlja je dati sˇirok pregled postojec´ih metoda super rezolucije slika stavljajuc´i
naglasak na metode koje su vazˇne zbog svog povijesnog utjecaja, motiviranja novog po-
gleda na modeliranje problema ili daju najbolje rezultate u vrijeme svog razvijanja. Svrha
ovog poglavlja nije u potpunosti opisati spomenute metode, vec´ istaknuti motivirajuc´e ideje
i principe u pozadini danih pristupa.
Razlog pojave pristupa koje c´emo promatrati u sljedec´im poglavljima jest nadomjestiti
nedostatke interpolacijskih metoda koje predstavljaju efikasan nacˇin povec´anja rezolucije
slika ali uzrokuju zamuc´enje i gubitak detalja.
2.1 Prve metode ucˇenjem
Zbog ranije spomenutih problema interpolacije pocˇetkom 2000-ih javljaju se pristupi [17]
[16] [7] koji problem uvec´avanja slike pokusˇavaju rijesˇiti ucˇenjem. Njihova ideja temelji se
na ucˇenju veze izmedu slika niske i visoke rezolucije. Funkcija koja bi direktno mapirala
slike niske rezolucije u slike visoke rezolucije bila bi suvisˇe kompleksna, a njezino modeli-
ranje suvisˇe zahtjevno za tada poznate metode. Stoga se u prvim pristupima koji su bazirani
na ucˇenju problem pokusˇava rijesˇiti na razini slikovnih isjecˇaka (eng. image patch). Smis-
lenost ucˇenja veze izmedu slikovnih isjecˇaka niske i visoke rezolucije opravdava se op-
servacijom postojanja puno manje varijacije u vrijednostima piksela u slikovnom isjecˇku
uzetom iz prirodne slike u odnosu na slikovni isjecˇak konstruiran nezavisnim slucˇajnim
odabirom vrijednosti piksela. To nam zapravo govori da funkciju koja mapira isjecˇke ni-
ske rezolucije u isjecˇke visoke rezolucije nije potrebno promatrati, odnosno modelirati na
skupu svih moguc´ih slikovnih isjecˇaka nego na skupu slikovnih isjecˇaka koji dolaze iz pri-
rodnih slika. (A to je intuitivno laksˇi problem jer u prostoru svih slika ({0, 1, ..., 255}nm)
prirodne slike cˇine mnogostrukost.)
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Autori u [17][16] koriste bazu od 100000 parova slikovnih isjecˇaka niske i visoke rezo-
lucije za rekonstrukciju trazˇene slike. Ideja je za svaki isjecˇak polazne slikeX niske rezolu-
cije u skupu za ucˇenje pronac´i najslicˇnije isjecˇke niske rezolucije te njima pripadne isjecˇke
visoke rezolucije iskoristiti za rekonstrukciju ciljnog isjecˇka visoke rezolucije. Medutim
autori primjec´uju kako sama slicˇnost nije dovoljna, jer uzima u obzir samo lokalnu in-
formaciju ignorirajuc´i okruzˇenje isjecˇka. Za modeliranje prostorne povezanosti isjecˇaka
koriste Markovljevu mrezˇu, cˇime postizˇu vec´u kompatibilnost preklapajuc´ih isjecˇaka u
ciljnoj slici Y .
Metoda predlozˇena u [7] zasniva se na pretpostavci da parovi slikovnih isjecˇaka ni-
ske i visoke rezolucije u pripadnim prostorima znacˇajki imaju slicˇne lokalne geometrije.
Ovdje je lokalna geometrija karakterizirana nacˇinom na koji je vektor znacˇajki pripadnog
slikovnog isjecˇka moguc´e rekonstruirati koristec´i njegove susjede.
Neka je D = {(x(i),y(i))}mi=1 skup parova slikovnih isjecˇka za ucˇenje, DLR skup slikovnih
isjecˇka niske rezolucije, te DHR skup slikovnih isjecˇka visoke rezolucije. Odnosno, D =
{(x,y)|x ∈ DLR,y ∈ DHR}. Spomenuti ideja oblikovana je u algoritam na sljedec´i nacˇin.
Za svaki slikovni isjecˇak x ulazne slike X niske rezolucije radimo sljedec´e:
• U skupu DLR trazˇimo K najblizˇih susjeda {x(i1), . . .x(iK )} u smislu Euklidske udalje-
nosti
• Trazˇimo parametre w ∈ RK koji minimiziraju gresˇku rekonstrukcije slikovnog isjecˇka
njegovim susjedima:
min
∥∥∥∥∥∥∥x −
K∑
k=1
wkx(ik)
∥∥∥∥∥∥∥
2
(2.1)
uz ogranicˇenje
∑K
k=1 wk = 1
• Koristec´i K pripadnih isjecˇaka visoke rezolucije {y(i1), . . .y(iK )} te pronadene tezˇine
w ∈ RK rekonstruiramo slikovni isjecˇak visoke rezolucije:
y =
K∑
k=1
wky(ik) (2.2)
Nakon rekonstrukcije preklapajuc´i dijelovi slikovnih isjecˇaka se usrednjavaju kako bi
se formirala konacˇna slika visoke rezolucije. Primijetimo kako smo pretpostavku o lokal-
noj geometriji iskoristili u trec´em koraku.
Vazˇno je istaknuti nekoliko bitnih komponenata koje zahtijevaju suptilniju razradu. Re-
prezentacija slikovnih isjecˇaka u prostoru znacˇajki je trivijalna te se svodi na vektorizaciju,
dok bi reprezentacija spomenutih isjecˇaka u pazˇljivo odabranom prostoru znacˇajki mogla
olaksˇati problem rekonstrukcije. Nadalje, za promatrani slikovni isjecˇak rekonstrukcija se
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vrsˇi najblizˇim susjedima u skupu za ucˇenje, sˇto pak namec´e pitanje postojanja optimalnih
susjeda koji bi bolje rekonstruirali dani isjecˇak. U konacˇnici tu je i problem spajanja prekla-
pajuc´ih slikovnih isjecˇaka usrednjavanjem sˇto mozˇe rezultirati zamuc´enim regijama. Ovaj
pristup uvelike motivira metode temeljene na rijetkim reprezentacijama koje pokusˇavaju
rijesˇiti neke od spomenutih problema, a kojima c´emo se baviti u poglavlju 2.2.
2.2 Metode temeljene na rijetkim reprezentacijama
Pristupi iz 2.1. pokazali su da mozˇemo dobro reprezentirati slikovne isjecˇke kao linearne
kombinacije slikovnih isjecˇaka iz skupa za ucˇenje te potom koristec´i dobivene koeficijente
i pripadajuc´e slikovne isjecˇke visoke rezolucije rekonstruirati trazˇeni izlaz. Medutim, kako
bi dobili kvalitetne reprezentacije potrebni su nam veliki skupovi primjera za ucˇenje koji
bi pokrili cjelokupnu domenu sˇto pak uvelike utjecˇe na slozˇenost algoritma jer je potrebno
izvrsˇiti pretragu najblizˇih susjeda nad cijelim skupom. Ideja ovih metoda [71][72][13][46]
je zamijeniti preveliki skup za ucˇenje kompaktnijim skupom unosec´i pretpostavku o rijet-
kim reprezentacijama.
Dakle, cilj nam je pronac´i kompaktnije reprezentacije skupova DLR i DHR u vektorizi-
ranom obliku. Zapravo trazˇimo matrice Dl ∈ Rnl×K i Dh ∈ Rnh×K (tipicˇno K > nl, nh),
cˇiji stupci predstavljaju trazˇene vektore. Spomenute matrice se u literaturi cˇesto nazivaju
rjecˇnicima (eng. dictionaries) dok se pripadni vektori nazivaju atomima (eng. atoms).
Pretpostavka o rijetkim reprezentacijama tada kazˇe da se slikovni isjecˇak visoke rezolucije
y mozˇe prikazati kao rijetka linearna kombinacija atoma u Dh ucˇenog iz skupa primjera.
Odnosno postoji w ∈ RK takav da vrijedi:
y ≈Dhw, uz uvjet ‖w‖0  K (2.3)
gdje smo s ‖·‖0 oznacˇili l0 pseudo-normu koja daje broj nenul komponenata vektora. Da
bi osigurali jedinstvenog rijetkih reprezentacija izmedu prostora niske i visoke rezolucije
potrebno je uvest dodatna ogranicˇenja u postupak ucˇenja rjecˇnika. Pretpostavimo li da smo
konstruirali Dl i Dh, za dani slikovni isjecˇak niske rezolucije x trazˇimo pripadni isjecˇak
visoke rezolucije y na sljedec´i nacˇin.
• Odredujemo rijetku reprezentaciju odx u prostoru znacˇajki niske rezolucije rjesˇavajuc´i
problem minimizacije:
w∗ = arg min
w
‖FDlw − Fx‖22 + λ ‖w‖0 (2.4)
gdje je F operator znacˇajki. Tipicˇno, F je visokopropusni filtar ili je izostavljen,
odnosno F = I . Konstanta λ ∈ R+ kontrolira odnos preciznosti rekonstrukcije i
rijetkosti reprezentacije.
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• Rekonstruiramo isjecˇak visoke rezolucije:
y = Dhw∗
Kako minimizacija λ ‖w‖0 pripada klasi NP-tesˇkih problema, obicˇno se taj izraz zamjenjuje
s relaksiranom varijantom koja koristi l1 normu.
Preostaje problem odredivanja rjecˇnika kojeg c´emo spomenuti u sljedec´em pregledu
pojedinih pristupa kao i druge specificˇnosti vezane uz reprezentaciju u prostoru znacˇajki.
Autori u [71] prosˇiruju (2.4) izrazom koji uvodi ogranicˇenje na rekonstrukciju prekla-
pajuc´ih dijelova slikovnih isjecˇaka u rezultantnoj slici visoke rezolucije pokusˇavajuc´i tako
osigurati kompatibilnost izmedu preklapajuc´ih isjecˇaka, te primjenjuju relaksiranu vari-
jantu s l1 normom. Prosˇireni izraz tada mozˇemo zapisati kao:
arg min
w
∥∥∥∥∥∥[ FDlw − FxPDhw − y¯ ]
∥∥∥∥∥∥2
2
+ λ ‖w‖1
pri cˇemu je P operator projekcije na preklapajuc´i dio izmedu prethodno rekonsturiranog
isjecˇka visoke rezolucije i ciljnog isjecˇka, te je y¯ preklapajuc´i dio prethodno rekonstru-
iranog isjecˇka. Nadalje, ucˇenje rjecˇnika postavljaju kao problem minimizacije u prostoru
niske i visoke rezolucije koji trazˇi vektore koji najbolje rekonstruiraju slikovne isjecˇke iz
skupa za ucˇenje uz pretpostavku rijetkih reprezentacija. Ako s X oznacˇimo matricu cˇiji
stupci predstavljaju vektorizirane slikovne isjecˇke niske rezolucije iz skupa za ucˇenje, te
analogno s Y vektorizirane isjecˇke visoke rezolucije problem mozˇemo postaviti kao:
min
Dl,Z
‖X −DlZ‖2F + λ ‖Z‖1 (2.5)
min
Dh,Z
‖Y −DhZ‖2F + λ ‖Z‖1 (2.6)
Kako bi osigurali podudaranje rijetkih reprezentacija medu prostorima niske i visoke rezo-
lucije autori objedinjuju (2.5) i (2.6) u jedan optimizacijski problem cˇije rjesˇenje su trazˇeni
rjecˇniciDl iDh:
min
Dl,Dh,Z
1
nl
‖X −DlZ‖2F +
1
nh
‖Y −DhZ‖2F + λ(
1
nl
+
1
nh
) ‖Z‖1 (2.7)
pri cˇemu su nl, nh dimenzije slikovnih isjecˇaka niske i visoke rezolucije respektivno.
U [72] autori na danu sliku niske rezolucije X primjenjuju bikubnu interpolaciju kako
bi dobili pocˇetnu verziju Y0 ciljne slike visoke rezolucije Y . Tada je zadac´a odrediti re-
zidual izmedu ciljne slike i dobivene aproksimacije Y − Y0. Na ovaj nacˇin prebacˇen je
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fokus ucˇenja na karakteristicˇne rubove i teksturu koja nedostaje slikama dobivenim bikub-
nom interpolacijom. Na uvecˇanu sliku Y0 autori primjenjuju nekoliko visokopropusnih fil-
tara, ekstrakciju slikovnih isjecˇaka te redukciju njihove dimenzionalnosti koristec´i metodu
glavnih komponenata. Tako dobivaju skup slikovnih isjecˇaka {y(1)0 , . . . ,y(m)0 } cˇiju pripadnu
matricu oznacˇavamo s Y0 ∈ Rnl×m. Za razliku od [71], u ovom radu ucˇenje rjecˇnika odvija
se u dvije odvojene faze. Prvo se modelira problem za prostor niske rezolucije:
min
Dl,Z
‖Y0 −DlZ‖2F + λ ‖Z‖0 (2.8)
rjesˇenje se pronalazi K-SVD algoritmom za rijetke reprezentacije opisanom u [1], a rezultat
su rjecˇnikDl ∈ Rnl×K i matrica koeficijenata Z ∈ RK×m. Sada bi mogli direktno dobitiDh
zahtijevajuc´i podudarnost reprezentacija za pripadne isjecˇke visoke rezolucije:
Dh = arg max
Dh
‖E −DhZ‖2F (2.9)
gdje smo sE oznacˇili matricu slikovnih isjecˇaka iz rezidualne slike Y −Y0. Medutim, tako
direktna rekonstrukcija ne uzima u obzir kompatibilnost preklapajucˇih dijelova isjecˇaka.
Kako se ciljna slika dobiva usrednjavanjem slikovnih isjecˇaka trebalo bi unjeti tu informa-
ciju u postupak ucˇenja rjecˇnika. Definirajmo s Rk operator koji izvlacˇi isjecˇak dimenzije
n × n s dane slike visoke rezolucije iz lokacije k, te neka je Z = [z(1), . . . ,z(m)]. Tada bi
zˇelji da je ciljna slika dobivena kao:
Yˆ = Y0 +
∑
k
RTkRk
−1 ∑
k
RTkDhz
(k)
 (2.10)
pri cˇemu izrazRTkDhz
(k) konstruira isjecˇak visoke rezolucijeDhz(k), pozicionirajuc´i ga u
slici visoke rezolucije, dok izraz
∑
kR
T
kRk predstavlja dijagonalnu matricu koja penalizira
rezultantne vrijednosti slike prema broju doprinosa iz preklapajuc´ih dijelova isjecˇaka. Sada
je prirodno definiratiDh kao problem minimizacije:
Dh = arg min
Dh
∥∥∥Y − Yˆ ∥∥∥2
2
= arg min
Dh
∥∥∥∥∥∥∥Y − Y0 −
∑
k
RTkRk
−1 ∑
k
RTkDhz
(k)

∥∥∥∥∥∥∥
2
2
Na taj nacˇin se provodi ucˇenje rjecˇnika Dl i Dh. U postupku primjene algoritma, za
danu ulaznu sliku niske rezolucije X provodimo isti postupak pretprocesiranja, ekstrakcije
isjecˇaka, te trazˇenje reprezentacije uDl te potom vrsˇimo rekonstrukciju koristec´i dobivene
koeficijente i rjecˇnikDh.
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Autori u [13] dodatno nastoje smanjiti velicˇinu rjecˇnika i vrijeme primjene algoritma
podjelom rjecˇnika u pod-rjecˇnike s manje atoma. Manji pod-rjecˇnici smanjuju vrijeme
trazˇenja rijetkih reprezentacija te tako ubrzavaju algoritam. Ovo nije nuzˇno restrikcija jer
ocˇekujemo da c´e reprezentacija biti rijetka, te da postoji samo manji broj vektora u rjecˇniku
koji su relevantni za promatrani isjecˇak. Takoder, ne koriste parove rjecˇnika za kodiranje
isjecˇaka niske i visoke rezolucije, vec´ svakom danom isjecˇku niske rezolucije adaptivno
dodjeljuju pod-rjecˇnik samo za prostor visoke rezolucije. To je moguc´e uz restrikciju da
nam je poznat operator zamuc´enja S te operator smanjivanjaH .
Pretpostavimo da smo konstruirali S ∈ N pod-rjecˇnika D1, . . . ,DS , te neka je po-
novnoRk operator koji izvlacˇi isjecˇak dimenzije n× n sa slike iz lokacije k. Za proizvoljni
isjecˇak niske rezolucije x ∈ Rnl tada adaptivno odredujemo pripadni pod-rjecˇnikDassign(x),
gdje je assign : Rnl → {1, . . . , S } funkcija koja danom isjecˇku pridruzˇuje pod-rjecˇnik. Da
bi pronasˇli rijetku reprezentaciju koja c´e rekonstruirati isjecˇak visoke rezolucije koristec´i
rjecˇnik Dassign(x), rjesˇavamo optimizacijski problem koji istovremeno zahtijeva rekonstru-
iranje isjecˇka visoke rezolucije rijetkim reprezentacijama i kompatibilnost s opserviranim
isjecˇkom niske rezolucije x a dan je sljedec´im izrazom:
min
z
∥∥∥x −HSDassign(x)z∥∥∥2
2
+ λ ‖z‖1 (2.11)
Koristec´i rjesˇenje z, rekonstruiramo isjecˇak visoke rezolucije y = Dassign(x)z. Ponav-
ljajuc´i postupak za svaki isjecˇak slicˇno kao u [72] rekonstruiramo sliku visoke rezolucije
Y tezˇinski usrednjavajuc´i preklapajuc´e dijelove koristec´i operator izvlacˇenja isjecˇakaRk:
Y =
∑
k
RTkRk
−1 ∑
k
RTkD
assign(x(k))z(k)
 (2.12)
Preostaje pitanje konstrukcije pod-rjecˇnika i definiranja funkcije assign. Ideja je jednos-
tavna, klasteriramo skup primjera isjecˇaka za ucˇenje u S ∈ N kategorija, te ucˇimo zasebno
rjecˇnik za svaku kategoriju. Sada je moguc´e definirati funkciju assign na nacˇin da svakom
isjecˇku pridruzˇi onu kategoriju, odnosno rjecˇnik, do cˇijeg centroida jest najmanje uda-
ljen. Autori u radu primjenjuju sofisticiranije metode za adaptivno dodjeljivanje rjecˇnika,
kao i posebne regularizacijske uvjete koji poboljsˇavaju reprezentabilnost pod-rjecˇnika, te
znatizˇeljnog cˇitatelja upuc´ujemo na originalni cˇlanak [13]. Jedan nedostatak ove metode
je odredivanje optimalnog broja pod-rjecˇnika. Naime, premali broj pod-rjecˇnika produ-
ljuje vrijeme izvrsˇavanja algoritma i smanjuje izrazˇajnost rjecˇnika, dok prevelik broj klasa
smanjuje reprezentativnost rjecˇnika.
Pristupi opisani u ovom poglavlju pokazuju znacˇajniji napredak u odnosu na interpo-
lacijske metode, prvenstveno u pogledu robusnosti na sˇum, sˇto je posljedica rijetkih repre-
zentacija.
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2.3 Metode temeljene na samoreferirajuc´im primjerima
Dosad spomenute metode koriste primjere parova slikovnih isjecˇaka iz unaprijed priprem-
ljenog skupa za ucˇenje kako bi odredile povezanost slika niske i visoke rezolucije. S druge
strane, metode u ovom poglavlju [20][28] ne zahtijevaju takav skup za ucˇenje nego gene-
riraju sliku visoke rezolucije samo na temelju dane slike niske rezolucije bez potrebe za
prethodnim ucˇenjem. Spomenute metode temlje se na opservaciji redundantnosti slikov-
nih isjecˇaka unutar iste prirodne slike. Naime, statisticˇki se pokazuje [20] da u prirodnim
slikama postoji znatan broj malih isjecˇaka (5 × 5, 7 × 7 piksela) koji su medusobno slicˇni,
sˇtovisˇe pokazuje se da takve slicˇnosti postoje i medu isjecˇcima razlicˇitih skala. Ideja ovih
pristupa je iskoristiti te slicˇnosti za generiranje slike visoke rezolucije.
Obzirom na spomenuta dva tipa slicˇnosti, onaj izmedu isjecˇaka istih skala, te izmedu
isjecˇaka razlicˇitih skala mozˇemo promatrati dva pristupa rjesˇavanja problema super rezo-
lucije. Kada imamo isjecˇke istih skala, tada se radi o problemu generiranja slike visoke re-
zolucije iz nekoliko primjera niske rezolucije koji su eventualno malo pomaknuti. Tipicˇno
se taj problem rjesˇava postavljanjem sustava linearnih jednadzˇbi, pri cˇemu svaka od slika
niske rezolucije zadaje nekoliko jednadzˇbi koje postavljaju ogranicˇenja na sliku visoke re-
zolucije. Ukoliko je takvih slika niske rezolucije dovoljno tada postoji rjesˇenje sustava, a
to je trazˇena slika visoke rezolucije. S druge strane, kada imamo slicˇnost izmedu isjecˇaka
razlicˇitih skala, tada ih mozˇemo promatrati kao primjere parova niske i visoke rezolucije iz
kojih je moguc´e ucˇiti povezanost, te se zapravo radi o problemu promatranom u prethod-
nim poglavljima. Metode ovog poglavlja kombiniraju navedena dva pristupa oslanjajuc´i se
na spomenute slicˇnosti isjecˇaka.
Tipicˇan problem super rezolucije iz visˇe slika niske rezolucije pretpostavlja dostupnost
skupa niske rezolucije {X1, . . . ,XK}. Nadalje, pretpostavlja se da je navedeni skup dobiven
iz iste slike visoke rezolucije Y uz eventualno razlicˇite faktore smanjenja sk ili pak jezgre
zamuc´enja Sblur prema modelu:
Xk = (Y ∗ Skblur) ↓sk (2.13)
Tada svaki piksel (i, j) slike Xk postavlja jedno linearno ogranicˇenje na nepoznate vrijed-
nosti slikovnog isjecˇka visoke rezolucije iz kojeg je generiran na temelju jezgre zamuc´enja
i faktora smanjenja:
Xk(i, j) =
∑
(p,q)∈N((i, j);Skblur ,sk)
Y (p, q)Skblur(p − i, q − j) (2.14)
pri cˇemu s N
(
(i, j);Skblur, sk
)
oznacˇavamo skup indeksa koji pripadaju slikovnom isjecˇku
u slici visoke rezolucije iz kojeg je dobivena vrijednost piksela (i, j) u pripadnoj slici niske
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rezolucije. Kao sˇto je ranije spomenuto, ukoliko postoji dovoljan broj nezavisnih jed-
nadzˇbi tada dobivamo sliku visoke rezolucije, a pokazuje se [41] da je ovakav pristup
relativno stabilan za faktor uvec´anja 2. Buduc´i da se bavimo problemom super rezolucije
iz jedne slike niske rezolucije moramo samostalno generirati skup {X1, . . . ,XK}. Autori
u [20] predlazˇu spusˇanje problema na razinu slikovnih isjecˇaka. Dakle, za nepoznati sli-
kovni isjecˇak visoke rezolucije potrebno nam je nekoliko isjecˇaka niske rezolucije koji su
dobiveni zamuc´enjem i smanjenjem rezolucije iz trazˇenog isjecˇka visoke rezolucije. Uz
pretpostavku redundantnosti isjecˇaka unutar iste skale autori za slikovni isjecˇak niske re-
zolucije algoritmom najblizˇih susjeda trazˇe K = 9 najblizˇih isjecˇaka koji cˇine trazˇeni skup
niske rezolucije. Dobiveni skup generira linearna ogranicˇenja na slikovni isjecˇak visoke re-
zolucije kako je opisano ranije, pri cˇemu autori skaliraju jednadzˇbe prema slicˇnosti isjecˇka
koji je generirao jednadzˇbu s polaznim isjecˇkom niske rezolucije.
Prestaje iskoristiti redundantnost izmedu razlicˇitih skala. Autori u [20] predlazˇu sljedec´i
postupak. Neka je kao i ranijeX slika niske rezolucije, te Y trazˇena slika visoke rezolucije
pri cˇemu pretpostavljamo model:
X = (Y ∗ Sblur) ↓s (2.15)
Neka je I0, I1 . . . , In niz slika rastuc´ue rezolucije takvih da vrijedi I0 = X i In = Y . Neka su
S0blur,S
1
blur, . . . ,S
n
blur, te s0, s1, . . . , sn pripadni nizovi jezgri zamuc´enja i faktora smanjenja
takvi da vrijedi:
X = (Il ∗ Slblur) ↓sl (2.16)
Nadalje, neka je I0, I−1 . . . , I−m niz slika padajuc´e rezolucije uz I0 = X, odredenih
prema jednadzˇbi:
I−l = (X ∗ Slblur) ↓sl (2.17)
tako da koristimo jednake jezgre zamuc´enja kao u 2.16 uz pripadne faktore smanjenja. U
primjeni spomenuti niz jezgri zamuc´enja mozˇemo aproksimirati dvodimenzionalnim Gu-
assovim funkcijama pri cˇemu varijance odredujemo sukladno faktorima smanjenja. Dakle,
cilj nam je odrediti nepoznati niz slika I1 . . . , In, gdje nam je dakako najzanimljivija slika
In = Y .
Oznacˇimo s Pl(i, j) slikovni isjecˇak sa slike Il na lokaciji (i, j). Za svaki isjecˇak P0(i, j)
polazne slike I0 = X mozˇemo trazˇiti slicˇne isjecˇke u padajuc´em nizu slika {I−l}ml=1. Neka
je P−l(u, v) jedan takav slicˇni isjecˇak pronaden u slici I−l. Tada on i njemu pripadni isjecˇak
Q0(sl ∗ u, sl ∗ v) u polaznoj slici I0 = X cˇine par niske i visoke rezolucije koji nam daje
informaciju kako bi trebao izgledati isjecˇak P0(i, j) u slici visoke rezolucije Il, stoga autori
predlazˇu kopiranje isjecˇka Q0(sl ∗ u, sl ∗ v) na mjesto isjecˇka Ql(sl ∗ i, sl ∗ j) u slici Il. Za
isjecˇak u slici I0 osnovni korak mozˇemo krac´e opisati:
P0(i, j) pronadi sl.−−−−−−→ P−l(u, v) odredi roditelj−−−−−−−−−→ Q0(sl ∗ u, sl ∗ v) kopiraj−−−−→ Ql(sl ∗ i, sl ∗ j)
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Spajanjem uvjeta dobivenih iz dvaju pristupa autori dolaze do konacˇnog rjesˇenja In =
Y . Primjec´uju kako najvec´e poboljsˇanje dobivaju zahvaljujuc´i primjerima izmedu razlicˇitih
skala dok su primjeri unutar istih skala vazˇni za sprjecˇavanje halucinacija i artefakata koje
mozˇe proizvesti kopiranje isjecˇaka iz razlicˇitih skala.
Autori u [28] primjec´uju da prilikom trazˇenja slicˇnih isjecˇaka u razlicˇitim skalama do-
lazi do velikih gresˇaka kada se uparuju isjecˇci s razlicˇitih ploha unutar slike. Kako bi uzeli
u obzir informaciju o plohi autori dodatno trazˇe transformacijsku matricu koja c´e prebaciti
isjecˇak iz polazne slike u najbolji moguc´i isjecˇak u padajuc´em nizu isjecˇaka. Na taj nacˇin
i dodatno povec´avaju prostor pretrazˇivanja unutar slike X. Ovim pristupom postizˇu uspo-
redive rezultate s tada postojec´im state-of-the-art metodama ucˇenim na parovima niske i
visoke rezolucije.
2.4 Regresijske metode
Metode ovog poglavlja nastoje direktno naucˇiti funkciju koja preslikava isjecˇak niske re-
zolucije x u njemu pripadni isjecˇak visoke rezolucije y, postavljajuc´i tako problem super
rezolucije kao problem regresije na razini isjecˇaka:
y = f (x) (2.18)
Opc´enita prednost regresijskih pristupa u odnosu na ranije spomenute proizlazi iz cˇinjenice
da ne zahtjevaju rjesˇavanje minimizacijskih problema u trenutku primjene algoritma na
nevidenim slikama. Naime, nakon predobrade te eventualno pretrazˇivanja najblizˇih susjeda
potrebno je samo primjeniti funkciju f na dani isjecˇak x kako bi rekonstruirali isjecˇak
visoke rezolucije y pri cˇemu je funkcija f odredena u postupku ucˇenja.
Pristup predlozˇen u [58] (Anchored Neighborhood Regression-ANR) polazi od formu-
lacije problema prema metodama rijetkih reprezentacija, relaksirajuc´i l0 pseudo-normu,
odnosno u primjenama l1 normu u l2 normu:
min
w
‖Dlw − Fx‖22 + λ ‖w‖2 (2.19)
gdje je Dl rjecˇnik niske rezolucije, a F operator izvlacˇenja znacˇajki. Takva reformulacija
daje rjesˇenje minimizacijskog problema 2.19 u zatvorenoj formi:
w = (DlTDl + λI)DlTFx (2.20)
nakon cˇega mozˇemo rekonstruirati isjecˇak visoke rezolucije y primjenom dobivenih koefi-
cijenata u rjecˇniku visoke rezolucijeDh:
y = Dhw (2.21)
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Neka je PG := Dh(DlTDl + λI)DlT tzv. matrica projekcije na prostor visoke rezolucije,
tada vrijedi:
y = PGFx (2.22)
pri cˇemu je vazˇno primijetiti da PG odredujemo u postupku ucˇenja. Time smo dakle rekons-
trukciju isjecˇka y sveli na primjenu operatora izvlacˇenja znacˇajki te mnozˇenje matricom
PG. Ovaj pristup autori nazivaju globalna regresija jer koristi sve atome rjecˇnika. Medutim,
kao sˇto je ranije pokazalo samo manji broj atoma je relevantan, odnosno trebao bi biti rele-
vantan za rekonstrukciju pojedinog isjecˇka stoga autori grupiraju atome rjecˇnika koristec´i
algoritam k-sredina u podrjecˇnike (Nl(i),Nh(i)), koje nazivaju susjedstva. Sada za svaki
par podrjecˇnika odreduju matricu projekcije:
P(i)G = Nh
(i)((Dl(i))TNl(i) + λI)(Nl(i))T (2.23)
U postupku primjene dani isjecˇak niske rezolucije x nakon primjene operatora F algorit-
mom najblizˇeg susjeda obzirom na centroide smjesˇtamo u jedno od susjedstva te primje-
njujemo pripadnu matricu projekcije. Kako sˇto je ranije spomenuto ovakva reformulacija
znacˇajno ubrzava primjenu algoritma.
Autori u [70] ne koriste rjecˇnike nego primjenjuju algoritam k-sredina na cijeli skup
isjecˇaka za ucˇenje. Pretpostavimo da se isjecˇci x(1) . . .x(l) nalaze u i-toj grupi. Oznacˇimo s
U := [Fx(1), . . . ,Fx(l)] ∈ Rn×l matricu pripadnih vektora znacˇajki, te za pripadne isjecˇke
visoke rezolucije V := [Fy(1), . . . ,Fy(l)] ∈ Rm×l. Cilj je naucˇiti m linearnih regresija
koje predvidaju m komponenti vektora znacˇajki za prostor visoke rezolucije. Koeficijente
regresija odredujemo rjesˇavajuc´i:
W ∗ = arg min
W
∥∥∥∥∥∥V −W
[
U
1
]∥∥∥∥∥∥2
2
(2.24)
pri cˇemu je 1 ∈ R1×l. Slicˇno kao prije danom isjecˇku x algoritmom najblizˇeg susjeda
pridruzˇujemo grupu, te potom primjenjujemo naucˇeni regresor:
y = W ∗Fx (2.25)
Nastavno na upravo opisani pristup, autori u [59] predlazˇu modifikaciju ANR pristupa
na nacˇin da umjesto ucˇenih rjecˇnika koristi cijeli skup isjecˇaka za ucˇenje, prijavljujuc´i
state-of-the-art rezultate i najkrac´e vrijeme izvodenja.
Pristup u [51] promatra rekonstrukciju u jednadzˇbi 2.22 kao:
y = Wx (2.26)
gdje je W nepoznata matrica rekonstrukcije. Autori konstatiraju da W ovisi od isjecˇku x
pa bi problem odredivanjaW mogli formulirati kao:
min
W
∑
i
‖y −W (x)x‖22 (2.27)
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medutim, promatraju generalizaciju ovog modela koristec´i γ + 1 ∈ N baznih funkcija:
min
W
∑
i
∥∥∥∥∥∥∥y −
γ∑
j=0
W j(x)φ j(x)
∥∥∥∥∥∥∥
2
2
(2.28)
Za bazne funkcije promatraju identitetu φ j(x) = x, polinomne funkcije φ j(x) = x[ j] :=
(x j1, . . . ,x
j
n), te radial basis function φ j(x) = exp
(‖x−µ j‖2
σ j
)
. Vazˇno je primijetiti kao je
problem josˇ uvijek linearan u parametrima koje trazˇimo. Da bi odrediliW j autori predlazˇu
korisˇtenje slucˇajnih sˇuma, prijavljujuc´i state-of-the-art rezultate.
Metode ovog poglavlja ucˇe funkcije koje direktno mapiraju isjecˇke niske rezolucije u
isjecˇke visoke rezolucije, uklanjajuc´i tako potrebu za rjesˇavanjem rekonstrukcijskih pro-
blema minimizacije prilikom primjene algoritma. Spomenuti modeli su relativno jednos-
tavne, u sljedec´em poglavlju promotrit c´emo slozˇenije modele koji direktno preslikavaju
slike niske rezolucije u slike visoke rezolucije.
2.5 Metode dubokih neuronskih mrezˇa
Motivacija za metode u ovom poglavlju dolazi iz raznih izvora. Neki pristupi su motivirani
ranije spomenutim metodama, te ih nastoje interpretirati u okviru dubokog ucˇenja, dok
su drugi potaknuti uspjehom dubokih arhitektura kao sˇto su ResNet, DenseNet, U-Net u
drugim problemima racˇunalnog vida. Trec´i su pak vodeni posebno osmisˇljenom predobra-
dom ili postobradom, optimizacijskim funkcijama gresˇke i domenskim znanjem. Sukladno
tome, mogli bismo promatrati razne podjele ovih metoda. Oslanjajuc´i se na pregled du-
bokih modela za super rezoluciju slika opisan u [69], promatrat c´emo metode u kontekstu
dviju kategorija: arhitektura dubokih modela te optimizacijskih funkcija gresˇki.
Neka je kao i ranije s X oznacˇena ulazna slika niske rezolucije. Zadatak je odrediti
pripadnu sliku visoke rezolucije Y . Zapravo, htjeli bi smo pronac´i funkciju F, takvu da
vrijedi:
Y = F(X) (2.29)
U ovom poglavlju c´e F biti duboka neuronska mrezˇa odredena parametrima θ. Odnosno:
Y = F(X;θ) (2.30)
pri cˇemu c´e ako nije drugacˇije navedeno θ biti odredeno gradijentnim spustom na temelju
skupa primjera za ucˇenje {(X(i), Y (i))}mi=1.
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Duboke arhitekture
Uobicˇajena praksa je imenovati pristup radi laksˇe komunikacije i referenciranja. Tako na
primjer, prvu primjenu dubokih neuronski mrezˇa na problem super rezolucije slika autori
nazivaju SRCNN [11], sˇto je skrac´enica za super resolution convolutional neural network.
Motivacija za SRCNN dolazi od metoda temeljenih na rijetkim reprezentacijama. Naime,
SRCNN se sastoji od tri konvolucijska sloja, koja intuitivno odgovaraju trima koracima me-
toda rijetkih reprezentacija: izvlacˇenje slikovnih isjecˇaka i znacˇajki, kodiranje u rjecˇniku
niske rezolucije, te dekodiranje u rjecˇniku visoke rezolucije odnosno rekonstrukcija slike
visoke rezolucije. Ulaz za SRCNN je bikubicˇna interpolacija dane slike niske rezolucije
X, zbog cˇega je dovoljan relativno mali broj filtra za dobre rezultate. Sˇtovisˇe, spomenuti
pristup pokazuje superiorne rezultate u odnosu na sve prijasˇnje metode.
Medutim, SRCNN ima mnoge nedostatke. Kao prvo, ulaz za mrezˇu je bikubicˇna in-
terpolacija slike X koja predstavlja aproksimaciju slike visoke rezolucije. S jedne strane,
problem je sˇto takva aproksimacija ne mora biti dobra, a kako se pokazuje u [], dava-
nje pogresˇne pocˇetne procjene degradira konacˇni rezultat, dok s druge strane, bikubicˇna
aproksimacija znacˇi da smo odmah prebacili svu obradu u prostor visoke rezolucije te
tako povec´ali broj operacija u konvolucijama za faktor cˇetiri. Nadalje, namec´e se pita-
nje kompleksnosti SRCNN i upotrebe vec´ih modela. Takoder, SRCNN je samo troslojna
konvolucijska mrezˇa bez domenskog znanja o problemu super rezolucije, nadalje ucˇena
je gradijentnim spustom minimizirajuc´i l2 normu izmedu izlaza mrezˇe i ciljne slike Y za
koju se pokazuje da rezultira zamuc´enim slikama. Ista grupa autora u [10] koristi vec´i
broj primjera za ucˇenje i visˇe filtra prijavljujuc´i bolje rezultate u odnosu na SRCNN iako
zadrzˇavaju pocˇetnu dubinu modela, dajuc´i naslutiti daljnju ekspanziju dubokih modela.
Potaknuti uspjehom 20-slojne mrezˇe za klasifikaciju objekata VGG-net [54] javlja se
VDSR [35]. Osim dublje arhitekture, VDSR uvodi josˇ dvije novosti. Takoder kao u SRCNN
ulaz za mrezˇu je bikubicˇna interpolacija slike niske rezolucije, medutim mrezˇa ne ucˇi direk-
tno mapiranje izmedu danog ulaza i slike visoke rezolucije, vec´ se kao predikcija ocˇekuje
rezidual izmedu ciljne slike visoke rezolucije i bikubicˇne aproksimacije. Autori prijav-
ljuju da te modifikacije ubrzavaju konvergenciju modela i poboljsˇavaju rezultate. Druga
novost se odnosi na korisˇtenje jednog modela za razlicˇite faktore uvec´anja, sˇto se temelji
na opservaciji jake povezanosti izmedu ucˇenih slika razlicˇitih faktora.
Vezano uz ranije spomenutu bikubicˇnu interpolaciju kao ulaz za duboku mrezˇu, autori
[33] kritiziraju takav pristup jer se 16 parametara koji odreduju bikubicˇni filtar ne optimi-
zira, stoga predlazˇu ucˇenje uvec´anja, promatrajuc´i samo uvec´anje faktora dva. Za takvo
uvec´anje moguc´e je podijeliti ciljnu sliku Y visoke rezolucije u 2 × 2 disjunktne isjecˇke u
kojima razlikujemo 4 tipa piksela: A, B, C i D kao sˇto je prikazano tablicom 2.1. Sukladno
takvoj distinkciji predlazˇe se tri nacˇina uvec´anja slike. U prvom nacˇinu ucˇe se 4 konvo-
lucijske mrezˇe koje ne dijele parametre, tako da svaka mrezˇa kao ulaz prima sliku niske
rezolucije X dimenzije H ×W, te kao izlaz daje predikciju iste rezolucije koja je zaduzˇena
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A B
C D
Tablica 2.1: Cˇetiri tipa piksela A, B, C, D u pristupu [33].
za tocˇno jednog od cˇetiri tipa piksela. Oznacˇimo izlaze tih mrezˇa sXA,XB,XC iXD. Tada
sliku Y rekonstruiramo preslagivanjem izlaza cˇetiriju mrezˇa prema formuli:
Yi j =

XAbi/sc,b j/sc mod(i, 2) = 1,mod( j, 2) = 1
XBbi/sc,b j/sc mod(i, 2) = 1,mod( j, 2) = 0
XCbi/sc,b j/sc mod(i, 2) = 0,mod( j, 2) = 1
XDbi/sc,b j/sc mod(i, 2) = 0,mod( j, 2) = 0
(2.31)
za neke l, k ∈ N. Drugi nacˇin koristi samo jednu konvolucijsku mrezˇu koja kao izlaz daje
predikciju iste rezolucije kao X ali dubine 4, pri cˇemu kanali odgovaraju mapama XA,
XB, XC i XD, a rekonstrukcija se provodi kao i prije prema formuli 2.31. Trec´i i ujedno
najbolji pristup je varijanta drugog nacˇina pri cˇemu se dodatno zahtjeva konzistentnost
rekonstrukcija za rotacije od 0, 90, 180 i 270 stupnjeva. Konacˇna slika visoke rezolucije se
dobiva usrednjavanjem predikcija svih rotacija.
S druge strane autori u [12] nastoje ubrzati SRCNN prebacujuc´i komputaciju u prostor
niske rezolucije. Tocˇnije, kao ulaz u mrezˇu uzimaju sliku niske rezolucije, zatim nizom
konvolucija simuliraju SRCNN u prosotru niske rezolucije te kao posljednji sloj koriste
dekonvoluciju za mapiranje u prostor visoke rezolucije.
Primjec´ujuc´i artefakte prouzrocˇene nejednolikim doprinosima veza u dekonvolucijskim
slojevima, te nastavno na ucˇenje uvec´anja [33] autori u [52] predlazˇu ESPCN. ESPCN je
potpuno konvolucijska mrezˇa koja kao posljednji sloj sadrzˇi tzv. pixel shift operator, u
oznaci PS, koji predstavlja generalizaciju pristupa predlozˇenog u [33]. Za ulaznu sliku
X dimenzije H × W × C, te zˇeljeni faktor uvec´anja s, posljednji konvolucijski sloj mora
generirati izlaz X izlaz dimenzije H × W × C · s2. Tada dobivamo sliku visoke rezolucije
primjenom PS operatora na dani izlaz konvolucije:
Yi jk = PS(X izlaz)i, j,k = X izlazbi/sc,b j/sc,k·s·mod( j,s)+k·mod(i,s) (2.32)
cˇija je dimenzija s ·H × s ·W ×C. PS operator je moguc´e koristiti i izmedu konvolucijskih
slojeva za postepeno uvec´anje rezolucije.
S ciljem smanjenja broja parametara i ubrzavanja konvergencije autori u [34] predlazˇu
dijeljenje tezˇina medu konvolucijskim slojevima. Mrezˇa se sastoji od niza klasicˇnih konvo-
lucijskih slojeva nakon cˇega slijedi 16 konvolucijskih slojeva koji dijele tezˇine. Nadalje,
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izlaz iz svake od 16 dijeljenih konvolucija promatra se kao aproksimacija ciljne slike visoke
rezolucija. Konacˇan izlaz mrezˇe definiran je kao tezˇinska suma 16 aproksimacija, pri cˇemu
se koeficijenti sumacije odreduju u postupku ucˇenja. Ovakva topologija olaksˇava protok
gradijenata prilikom ucˇenje te tako ubrzava postupak ucˇenja. Ideju dijeljenja parametara
takoder koriste i [56]. Autori dijele tezˇine rezidualnih blokova slozˇenih u rekurzivnu to-
pologiju. Svaki od rezidualnih blokova sastoji se od dvije konvolucije s nelinarnostima i
rezidualne veze, kao sˇto je predlozˇeno u [26].
Rezidualne veze i njihova uspjesˇna primjena u ResNet [26] arhitekturi za klasifikaciju
objekata motivira konstrukciju SRResNet [38] modela koji se sastoji od 16 rezidualnih blo-
kova, te koristi normalizaciju po grupi (eng. batch normalization) [30] kako bi stabilizirao
postupak ucˇenja i ubrzao konvergenciju. Josˇ jedan model temeljen na rezidualnim vezama
predlozˇen je u [44], a sastoji se od niza konvolucijskih slojeva s pomakom dva koji dodatno
smanjuju rezoluciju, nakon cˇega slijedi niz dekonvolucijskih slojeva koji podizˇu rezoluciju.
Razine istih rezolucije povezane su rezidualnim vezama. Ovakva arhitektura povec´ava re-
ceptivno polje mrezˇe dok rezidualne veze olaksˇavaju protok gradijenata. Trenutni state-
of-the-art model EDSR [40] takoder je baziran na rezidualnim vezama. Medutim donosi
odredene promjene. Za razliku od SRResNet arhitekture EDSR izbacuje normalizaciju po
grupi. Ovaj korak opravdavaju empirijski, dok intuitivno objasˇnjavaju kako je normali-
zacija po grupi pogodna za klasifikacijski problem jer klasifikacija zahtjeva izrazito aps-
traktne reprezentacije koje su neosjetljive na pomake koje uzrokuje takva normalizacija. S
druge strane kod problema super rezolucije ulaz i izlaz mrezˇe su izrazito korelirani pa stoga
i osjetljiviji na velike pomake u unutarnjim reprezentacijama. Nadalje, EDSR uz povec´anje
dubine takoder znacˇajno povec´ava i broj filtra po konovoluciji, iako to uz uklanjanje nor-
malizacije po grupi dodatno usporava konvergenciju modela. Trec´a promjena koju donosi
EDSR odnosi se na korisˇtenje naucˇenog modela uvec´anja faktora dva kao inicijalizacije za
model uvec´anja faktora tri i cˇetiri, sˇto se temelji na opservaciji jake povezanosti problema
uvec´anja za razlicˇite faktore.
Vodeni drugom uspjesˇnom klasifikacijskom arhitekturom DenseNet [27], autori u [61]
predlazˇu SR-DenseNet koja se sastoji od niza gustih blokova (eng. dense blocks). Gusti
blokovi su konstruirani od nekoliko konvolucijskih slojeva pri cˇemu se za ulaz svake od
konvolucija uzima konkatenacija izlaza svih prethodnih konvolucija u bloku. Takve veze
nazivamo preskocˇnim vezama (eng. skip connection). Nakon niza gustih blokova slijedi
bottleneck sloj [55] te dekonvolucija za povec´anje rezolucije. Nastavno na DenseNet autori
u [57] zamjenjuju konvolucije u gustim blokovima reziudalnim blokovima [26], te dodaju
guste veze izmedu razlicˇitih blokova. Rekonstrukciju slike visoke rezolucije rade kombi-
nirajuc´i izlaze svih blokova. Objasˇnjavaju kako intuitivno veze unutar istog bloka odgova-
raju kratkotrajnom pamc´enju dok veze izmedu razlicˇitih blokova odgovaraju dugotrajnom
pamc´enju. Slicˇnu arhitekturu predlazˇu i u [73] gdje na krajevima gustih blokova dodaju
bottleneck sloj za smanjenje broja parametara, te rezidualne veze koje spajaju pocˇetak s
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krajem bloka. Dodatno, blokove povezuju rezidualnim vezama.
Dosad spomenute metode uglavnom nisu unosile domensko znanje i pretpostavke o
problemu super rezolucije. Za razliku od spomenutih, autori u [68] nastoje spojiti pret-
postavke o rijetkim reprezentacijama, odnosno pristupe temeljene na rijetkim reprezenta-
cijama s dubokim neuronskim mrezˇama pod nazivom SCN. Koristec´i notaciju kao u po-
glavlju 2.2. prisjetimo se da slikovni isjecˇak visoke rezolucije y mozˇemo rekonstruirati
koristec´i rjecˇnik visoke rezolucijeDh kao:
y = Dhw (2.33)
pri cˇemu je w rjesˇenje minimizacijskog problema za dani isjecˇak niske rezolucije te pri-
padni rjecˇnikDl:
min
w
‖Dlw − x‖22 + λ ‖w‖0 (2.34)
Autori predlazˇu neuronsku mrezˇu koja za dani isjecˇak niske rezolucije aproksirmira kod
w kao sˇto bi se dobio rjesˇavanjem jednadzˇbe 2.34 uz dani rjecˇnik Dl. Mrezˇa se sastoji
od niza rekurentnih koraka pri cˇemu svaki od koraka popravlja aproksimaciju koda prema
jednadzˇbi:
wk+1 = hθ(V x +Uw) (2.35)
gdje su U , V matrice tezˇina, a hθ funkcija definirana po elementima sa:
[hθ(z)]i := sign(zi)(|zi | −θi)+ za vektor z ∈ Rn, te θi > 0 (2.36)
Autori koriste varijantu iterativnog algoritma spusˇtanja i ogranicˇavanja [22] (eng. itera-
tive shrinkage and thresholding algorithm) temeljenu na gradijentnom spustu kojim se
odreduju U , V , te θ. Takoder u [42] definiraju kaskadnu varijantu CSCN koja koristi
nekoliko SCN modela te daje bolje rezultate.
Kako bi iskoristili vec´ ranije spomenutu povezanost problema super rezolucije slika za
razlicˇite faktore uvec´anja u [36] se predlazˇe LapSRN pristup koji istovremeno ucˇi uvec´anje
za faktore 2, 4, i 8. Faktori 2 i 4 se promatraju kao potproblemi, stoga autori smanjuju ciljnu
sliku Y te uz funkciju gresˇke koja penalizira rekonstrukciju slike za faktor 8 dodaju funkcije
gresˇke koje penaliziraju rekonstrukciju za faktore 2 i 4. Arhitektura mrezˇe sastoji se od
dvije grane: grana za izvlacˇenje znacˇajki i grana za rekonstrukciju. Rekonstrukcijska grana
daje pocˇetnu aproksimaciju uvec´ane slike za faktor 2 dok grana za izvlacˇenje znacˇajki ucˇi
rezidual izmedu aproksimacije i ciljne slike. Ovaj uzorak se ponavlja tri puta dobivajuc´i
tako uvec´anja za faktore 2, 4 i 8.
Metoda ZSSR iz [53] prvi je pokusˇaj povezivanja dubokog ucˇenja i pristupa temeljenih
na samoreferirajuc´im primjerima. Kao u poglavlju 2.3. osim ulazne slike niske rezolucije
X, metoda ne zahtjeva nikakav dodatan skup parova za ucˇenje. ZSSR smanjuju rezolucije
dane slike X, te ucˇi mapiranje izmedu umanjene slike i X. Naucˇeni model zatim primje-
njuju na X kako bi generirali sliku visoke rezolucije Y . Za razliku od velikih skupova
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za ucˇenje unutar jedne slike ne postoje velike varijacije pa autori koriste relativno malu
konvolucijsku mrezˇu. Problem ovog pristupa je velika komputacijska slozˇenost u trenutku
primjene algoritma buduc´i da se upravo tada odvija ucˇenje dubokog modela.
Autori u [62] pokazuju kako struktura dubokih neuronskih mrezˇa na pogodan nacˇin
regularizira rekonsturkcijske probleme slika poput super rezolucije, uklanjanja sˇuma ili
zamuc´enja, takoder ne koristec´i dodatan skup primjera za ucˇenje. Za danu ulaznu sliku
niske rezolucijeX fiksiraju proizvoljno odabrani vektor z te uzimaju duboku konvolucijsku
neuronsku mrezˇu F sa slucˇajno inicijaliziranim tezˇinama trazˇec´i rjesˇenje optimizacijskog
problema:
min
θ
‖H(F(z;θ)) −X‖22 (2.37)
pri cˇemu je H diferencijabilan operator smanjenja. Trazˇenje optimalnog rjesˇenja se pre-
kida kad norma razlike padne ispod unaprijed definiranog praga. Za optimalno rjesˇenje θ∗
rekonstruirana slika visoke rezolucije se tada dobiva kao:
Y = F(z;θ∗) (2.38)
Takva optimizacija je smislena jer autori empirijski pokazuju da izmedu slika razlicˇitih sta-
tisticˇkih karakteristika duboke mrezˇe najbrzˇe konvergiraju za slike iz prirodne distribucije,
dok im za izrazito nekorelirani ulaz poput slucˇajnog sˇuma treba znatno vec´i broj iteracija.
Iako daje zanimljiv uvid u rekonsrukcijske probleme slika spomenuti rad se kvalitetom
samih rekonstrukcija ne mozˇe mjeriti s metodama nadziranog ucˇenja.
Alogoritam iterativne unazadne projekcije (eng. iterative back projection, IBP) [31]
spominje se kao postupak postobrade metoda super rezolucije [60] koji poboljsˇava kvali-
tetu uvec´ane slike. U iterativnom koraku aproksimacija slike visoke rezolucije se smanjuje
a gresˇka izmedu tako dobivene i pocˇetne slike niske rezolucije propagira se za ispravak
aproksimirane slike visoke rezolucije. Autori u [25] predlazˇu duboku mrezˇu koja se sas-
toji od naizmjence poredanih jedinica za dizanje i spusˇtanje rezolucije alternirajuc´i izmedu
niske i visoke rezolucije, simulirajuc´i tako iterativne korake ispravljanja u IBP algoritmu.
Spomenute jedinice sastoje se od konvolucijskih i dekonvolucijskih slojeva te rezidualnih
veza. Ovom metodom autori postizˇu state-of-the-art za faktor uvec´anja 8.
Spomenimo na kraju ovog dijela pregleda metodu [8] baziranu na generativnom modelu
PixelCNN [64], [65] koja generira piksele u slici visoke rezolucije na temelju prethodno
generiranih piksela, pri cˇemu svaki piksel u slici visoke rezolucije ovisi o svim pikselima
lijevo i iznad njega koji su vec´i bili generirani. Specificˇnost ovog pristupa je u autoregresij-
skoj grani koju cˇini PixelCNN, te koja ovom modelu omoguc´uje stabilne rezultate uvec´anja
za velike faktore.
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Optimizacijske funkcije gresˇke
Vec´ina dosad promatranih modela nastavno na SRCNN minimizira l2 normu razlike pre-
dikcije i ciljne slike visoke rezolucije po svim primjerima iz skupa za ucˇenje, odnosno
miniziraju srednju kvadratnu gresˇku (eng. mean squared error - MSE):
min
θ
∑
i
∥∥∥F(X(i);θ) − Y (i)∥∥∥2
2
(2.39)
sˇto mozˇemo promatrati kao regresijski problem, a trazˇeno rjesˇenje je tocˇkovni procjenitelj.
Ako pretpostavimo da postoji Gaussov bijeli sˇum  ∼ N(0, σ2I) koji je nezavisan od ciljne
slike tada prema regresijskom modelu:
Y ≈ F(X;θ) +  (2.40)
imamo probabilisticˇku interpretaciju u kojoj je uvjetna distribucija slike visoke rezolucije
Y uz uvjet slike niske rezolucije X zapravo normalna distribucija (Gaussova) s vektorom
ocˇekivanja F(X;θ) i dijagonalnom kovarijacijskom matricom σ2I:
p(Y |X) = N(Y ; F(X;θ), σ2I) (2.41)
Sada primjenom principa maksimalne vjerodostojnosti trazˇimo MLE procjenitelj kao u
poglavlju 1.3 i pretpostavljenog parametarskog modela 2.41 imamo:
max
θ
ln
∏
i
p(Y (i)|X(i)) = max
θ
∑
i
ln
1√
(2pi)k det(σ2I)
e−
(Y (i)−F(X(i);θ))T(Y (i)−F(X(i);θ))
2σ2
= max
θ
∑
i
− ln
√
(2pi)k det(σ2I) − (Y
(i) − F(X(i);θ))T(Y (i) − F(X(i);θ))
2σ2
= max
θ
−
∑
i
(Y (i) − F(X(i);θ))T(Y (i) − F(X(i);θ))
2σ2
= max
θ
−
∑
i
∥∥∥F(X(i);θ) − Y (i)∥∥∥2
2
2σ2
= min
θ
∑
i
∥∥∥F(X(i);θ) − Y (i)∥∥∥2
2
Pa smo time pokazali da je MSE poseban slucˇaj MLE uz pretpostavljeni Guassov model.
Medutim kao sˇto je ranije spomenuto minimizacija MSE ne daje vizualno zadovoljavajuc´e
rezultate. Kao alternativu, autori u [74] predlazˇu da se pretpostavka o Gaussovom bijelom
sˇumu zamijeni Laplaceovim bijelim sˇumom,  ∼ Laplace(0, b). Slicˇno kao gore pokazuje
se da mozˇemo svesti MLE na minimiziranje srednje apsolutne pogresˇke, odnosno na mini-
miziranje l1 norme razlike izmedu predikcije i ciljne slike Y . Spomenuti autori na temelju
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usporedbe rezultata ovih dvaju formulacija zakljucˇuju da minimizacija srednje apsolutne
gresˇke producira slike koje su osˇtrije u odnosu na minimizaciju MSE.
Pretpostavka o nezavisnom aditivnom sˇumu u slici neovisno o odabranoj distribuciji
ne mora vrijediti, stoga autori [4] predlazˇu trazˇenje mapiranja koje c´e prebaciti slike u
prostor u kojem c´e pretpostavka o sˇumu ipak vrijediti. Za ulaznu sliku niske rezolucije X
odreduju MSE procjenitelj visoke rezolucije YMS E, te im je cilj naucˇiti rezidual R izmedu
procjenitelja ciljne slike Y i YMS E, pri cˇemu od R ocˇekujemo da aproksimira detalje vi-
soke frekvencije izgubljene u MSE procjeni. Vjerojatnost od R uz uvjet X modeliraju
Gibbsovom distribucijom:
p(R|X) = e−‖Φ(X)−Ψ (R)‖2−log Z (2.42)
gdje su Φ, Ψ duboki konvolucijski modeli koji mapiraju slike u prostor znacˇajki, a Z je
funkcija particije. Ψ je obicˇno neki prednaucˇeni model, a Φ odredujemo na temelju skupa
za ucˇenje trazˇec´i rjesˇenje minimizacijskog problema:
θ∗ = arg min
θ
‖Φ(X;θ) − Ψ (R)‖2 (2.43)
Tada za proizvoljnu sliku X odredujemo ciljni rezidual rjesˇavajuc´i:
R∗ = arg min
R
‖Φ(X;θ∗) − Ψ (R)‖2 (2.44)
nakon cˇega sliku visoke rezolucije dobivamo direktno kao Y = YMS E +R. Autori predlazˇu
korisˇtenje VGG-net modela za Ψ , ali tada u jednadzˇbama 2.43 i 2.44 direktno koriste Y .
Ova modifikacija je potrebna jer je VGG-net ucˇen na prirodnim slikama, pa nije jasno da
li bi reprezentacija dobivena za rezidual bila smislena. Dodatno predlazˇu prilagodavanje
modela Φ i Ψ korisˇtenim podacima uz pretpostavljenu distribuciju 2.42 sˇto zahtjeva aprok-
simacije gradijenta funkcije particije. Gresˇku ‖Φ(X;θ) − Ψ (R)‖2 nazivaju perceptualnom
gresˇkom jer penalizira razliku u protosru znacˇajki zahtjevajuc´i jednake reprezentacije koje
su zbog korisˇtenja dubokih modela invarijante na male pomake u polaznim slikama. Dru-
gim rijecˇima, umjesto da zahtjevamo poklapanje rekonstrukcija po pikselima, dozvolja-
vamo male promjene u pikselima zahtjevajuc´i globalno poklapanje sadrzˇaja. Nedostatak
ovog pristupa je sˇto prilikom primjene modela na nevidenoj slici X zahtjeva rjesˇavanje
minimizacijskog problema 2.44 sˇto je vremenski zahtjevno, stoga je u [32] predlozˇena
modifikacija perceptualne gresˇke tako da se koristi ista funkcija za mapiranje u prostor
znacˇajki a dodatno se uvodi model F(·;θ) koji ucˇi super rezoluciju postavljajuc´i problem
minimizacije:
min
θ
‖Ψ (F(X;θ)) − Ψ (Y )‖2 (2.45)
pri cˇemu za preslikavanje Ψ koriste prednaucˇeni VGG-net. Primjena na nevidenoj slici
sada zahtjeva samo prolaz kroz mrezˇu F. Opc´enito se pokazuje da perceptualne funkcije
gresˇke daju vizualno kvalitetnije rezultate u odnosu na direktno minimiziranje MSE.
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Problem super rezolucije mozˇemo pokusˇati rijesˇiti GAN-ovima. Tada je u minimax igri
generator G uvjetovan slikom niske rezolucije X te mora rekonstruiranom slikom visoke
rezolucije G(X) zavarati diskriminator, koji pokusˇava razlikovati G(X) od prirodnih slika
visoke rezolucije Y :
min
G
max
D
EY ∼ppodaci(Y ) log D(Y ) + EX∼ppodaci(X) log(1 − D(G(X))) (2.46)
pri cˇemu je ppodaci(Y ) prirodna distribucija slika visoke rezolucije, a ppodaci(X) prirodna
distribucija slika niske rezolucije. Ekvivalentna formulacija u terminima distribucije gene-
ratora glasi:
min
G
max
D
EY ∼ppodaci(Y ) log D(Y ) + EXˆ∼pmodel(Xˆ) log(1 − D(Xˆ)) (2.47)
gdje je pmodel = pG. Znacˇajan rad koji opisuje primjenu GAN-a na problem super rezo-
lucije je [10]. Autori predlazˇu SRGAN cˇiji je generator ranije opisan model SRResNet.
Funkcija cilja generatora Jg sastoji se od dvije komponente JVGG i JGAN . Prva komponenta
je motivirana perceptulanom gresˇkom opisanom u [32], a penalizira razliku u aktivacijama
prednaucˇene VGG-net mrezˇe za ciljnu sliku visoke rezolucije i danu predikciju generatora:
Ji, jVGG =
1
const
∥∥∥Ψi, j(Y ) − Ψi, j(G(X))∥∥∥2 (2.48)
pri cˇemu je s Ψi, j oznacˇena mapa znacˇajki dobivena iz j-te konvolucije prije i-tog sloja
sazˇimanja. Minimiziranje perceptualne gresˇke pospjesˇuje konvergenciju GAN-a. JGAN je
zapravo tipicˇna funkcija cilja generatora koja se odnosi na log-vjerodostojnost diskrimina-
tora:
JGAN = −E log D(G(X)) (2.49)
Ukupna funkcija cilja dana je s:
Jg = JVGG + λJGAN (2.50)
Funkcija cilja diskriminatora je klasicˇna unakrsna entropija pa je stoga izostavljamo iz dalj-
nih razmatranja. Pristup predlozˇen u [67] nastoji spojiti ideju o povezanosti uvec´anja slike
za razlicˇite faktore s GAN-ovima, primjenjujuc´i JVGG i JGAN u razlicˇitim skalama uvec´anja.
Nadalje, autori u [5] primjenjuju GAN na problem super rezolucije slika zamjenjujuc´i JGAN
s JWGAB Wasserstein varijantom uz penalizaciju gradijenta diskriminatora:
JWGAN = −EY ∼ppodaci(Y ) D(Y ) + EX∼ppodaci(X) D(G(X)) + λEXˆ∼pXˆ
[(∥∥∥∇D(Xˆ)∥∥∥ − 1)2] (2.51)
gdje je distribucija pXˆ dobivena uniformnim uzorkovanjem linija izmedu parova iz ppodaci(Y )
i pG(X). Zanimljivo je da autori dodaju i MSE gresˇku (JMS E) izmedu predikcije i ciljne
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slike prijavljujuc´i bolje rezultate. Nastavno na SRGAN autori u [50] predlazˇu dodavanje
izraza u Jg cˇija c´e minimizacija zahtjevati poklapanje tekstura u ciljnoj slici i predikciji.
Spomenuto postizˇu promatranjem korelacije izmedu aktivacija VGG mrezˇe nad parovima
slikovnih isjecˇaka niske i visoke rezolucije:
Jtekstura =
∑
(Xis jecak ,Yis jecak)
∥∥∥Gram(Ψ (Xis jecak)) −Gram(Ψ (Yis jecak))∥∥∥22 (2.52)
gdje je Gram(W ) := WW T. Autori u [6] sugeriraju kako je za ucˇenje super rezolucije
vazˇno ucˇiti smanjenje rezolucije, stoga predlazˇu GAN s dva generatora i dva diskrimina-
tora. Jedan generator ucˇi super rezoluciju slike, dok drugi ucˇi smanjenje rezolucije. Ana-
logno, jedan od diskriminatora ucˇi razlikovati slike u prostoru visoke rezolucije, dok drugi
to cˇini u prostoru niske rezolucije. Funkcija cilja generatora je tzv. hinge loss varijanta
opisana u [45] definirana s:
JGAN = EY ∼ppodaci(Y )[min(0,−1 + D(Y ))] + EX∼ppodaci(X)[min(0,−1 − D(G(X)))] (2.53)
a dodatno koriste i JMS E. Dosada spomenuti GAN pristupi su zahtijevali parove slika niske
i visoke rezolucije u postupku ucˇenja, bilo za perceptualnu gresˇku JVGG ili za piksel re-
konstrukciju JMS E. To nije ogranicˇavajuc´e jer ako posjedujemo slike visoke rezolucije tada
lako mozˇemo generirati pripadne slike niske rezolucije primjenjujuc´i operator zamuc´enja
i spusˇtanja rezolucije na polazne slike. Odabirom tih operatora uvodimo odredenu pris-
tranost. Pristup predlozˇen [29] ne zahtijeva parove niske i visoke rezolucije vec´ samo dva
skupa podataka, pri cˇemu se jedan skup sastoji od slika niske rezolucije a drugi od slika vi-
soke rezolucije. Zapravo se problem koji autori rjesˇavaju mozˇe postaviti potpuno opc´enito
kao problem ucˇenja preslikavanja iz ishodisˇne domene u ciljnu domenu. Da bi postigli
kvalitetnu rekonstrukciju slike visoke rezolucije uz spomenute domene takoder koriste dva
generatora G i Gs, dva diskriminatora Db i Dt, te nekoliko funkcija cilja: Jsadrza j, Jbo ja,
Jtekstura i Jtv. Generator G mapira slike niske rezolucije u slike visoke rezolucije, a ge-
nerator Gs obratno. Funkcija cilja Jsadrza j motivirana je ranije spomenutim perceptualnim
gresˇkama [4],[32] a definirana je u ishodisˇnoj domeni zahtijevajuc´i da preslikavanje Gs ◦G
uspjesˇno rekonstruira sadrzˇaj polazne slike niske rezolucije:
Jsadrza j =
1
const
‖Ψ (X) − Ψ (Gs(G(X)))‖ (2.54)
pri cˇemu je Ψ prednaucˇeni VGG-net model. Nadalje, da bi osigurali kvalitetnu rekons-
trukciju boja, autori ucˇe diskriminator Db da razlikuje zamuc´enu verziju pravih Y i ge-
neriranih G(X) slika. Zamuc´ene slike dobivaju konvolucijom slike s Gaussovom jezgrom
K(µx, µy, σx, σy). Zapravo zˇelimo da diskriminator naucˇi razlike u svjetlini, kontrastu te
velike razlike u boji bez da pokusˇava razlikovati teksturu i sadrzˇaj. Jbo ja je definirana kao
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tipicˇna funkcija cilja generatora uz dodano zamuc´ivanje:
Jbo ja = −EX∼ppodaci(X) log Db(G(X) ∗ K) (2.55)
pri cˇemu su parametri jezgre K odredeni empirijski. Slicˇno kao za boju, diskriminator
Dt ucˇi razlikovati teksture. Da bi se uklonio utjecaj boje promatra se pripadna siva (eng.
grayscale) slika. Za RGB sliku Y s Gray(Y) oznacˇimo pripadnu sivu sliku. Tada je Jtekstura
definirana s:
Jtekstura = −EX∼ppodaci(X) log Dt(Gray(G(X)) (2.56)
Da bi osigurali prostornu glatkoc´u rekonstruirane slike autor dodaju tzv. total variation
funkciju cilja koja penalizira normu gradijenta rekonstruirane slike G(X):
Jtv =
1
const
∥∥∥∇xG(X) + ∇yG(X)∥∥∥ (2.57)
Konacˇna funkcija cilja generatora dana je linearnom kombinacijom spomenutih funkcija
ciljeva, pri cˇemu su koeficijenti odredeni empirijski. Iako ovaj pristup ne zahtjeva pri-
mjere parova niske i visoke rezolucije vec´ manje nadzirani oblik domena, autori uspjesˇno
rekonstruiraju trazˇene slike visoke rezolucije.
Metode bazirane na GAN-ovima daju vizualno ugodne rezultate, sˇto pokazuju i is-
pitivanja ljudskog misˇljenja [3], ipak nedostaju prave metrike koje bi omoguc´ile sˇiroku
usporedbu pristupa.

Poglavlje 3
Duboke neuronske mrezˇe za super
rezoluciju slika
3.1 Duboki konvolucijski modeli
U ovom poglavlju opisujemo i analiziramo duboke konvolucijske modele za problem super
rezolucije slika barkodova. Polazimo od potpuno konvolucijskih modela poput [11], [12],
[34], [35], [44] razmatrajuc´i poboljsˇanja u dva smjera. Jedan se odnosi na funkciju cilja, a
drugi se odnosi na operaciju uvec´anja rezolucije. Kao referentna arhitektura koristi se [40].
Cilj je odgovoriti na pitanje, koja su poboljsˇanja moguc´a neovisno o korisˇtenoj arhitekturi
sˇto podrazumijeva broj i velicˇinu konvolucijskih slojeva i filtra, rezidualne i preskocˇne
veze.
Spomenuti polazni radovi koriste srednju kvadratnu gresˇku (MSE) kao funkciju cilja.
Kao sˇto je pokazano u poglavlju 2.5. to vodi na regresijski problem uz probabilisticˇku in-
terpretaciju s Gaussovim parametarskim modelom gdje je uvjetna vjerojatnost slike visoke
rezolucije Y uz uvjet dane slike niske rezolucije X dana s:
p(Y |X) = N(Y ; F(X;θ), σ2I) (3.1)
Buduc´i da je kovarijacijska matrica dijagonalna ovdje smo implicitno pretpostavili da su
vrijednosti piksela ciljne slike visoke rezolucije uvjetno nezavisni uz danu sliku niske re-
zolucije, odnosno pretpostavili smo da vrijedi:
p(Y |X) =
∏
i, j
p(Yi, j|X) (3.2)
Alternativa pretpostavci 3.2 je uvjetna zavisnost piksela ciljne slike sˇto zahtijeva za-
davanje uredaja medu lokacijama piksela u slici. Ovim pristupom bave se autori u [8]
koristec´i autoregresijski model PixelCNN [65] za modeliranje uvjetnih zavisnosti. Ako
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ipak pretpostavimo da vrijedi 3.2, i Gaussov parametarski model tada kao sˇto je ranije spo-
menuto izlaz mrezˇe aproksimira vektor ocˇekivanja uz fiksnu kovarijacijsku matricu σ2I ,
pri cˇemu se cˇesto uzima σ = 1. Takav Guassov model je unimodalan. To predstavlja pro-
blem ukoliko je stvarna distribucija multimodalna. Naime, najbolje sˇto mozˇemo prilikom
aprokismacije multimodalne distribucije unimodalnom jest usrednjiti modove. Intuitivno
bi to znacˇilo da ukoliko zˇelimo generirati slike zelenih i crvenih jabuka, koje predstavljaju
dva moda, tada ne zˇelimo generirati slike smedih jabuka sˇto bi bila unimodalna aproksima-
cija spomenutih. Pokusˇaj rjesˇenja tog problema mozˇemo promatrati neku multimodalnu
distribuciju. Kao logicˇni prijedlog namec´e se multinomijalna distribucija. Svakom pikselu
Yi, j ∈ {0, 1, . . . , 255} ciljne slike pridruzˇimo vektor dimenzije 256, pri cˇemu svaka koordi-
nata pridruzˇenog vektora predstavlja vjerojatnost da pripadni piksel ima vrijednost pripad-
nog indeksa. Tada zahtijevamo da je izlazna mapa znacˇajki F(X;θ) dimenzije H×W×256
gdje H × W dimenzija ciljne slike Y . Vjerojatnost da piksel Yi, j ima vrijednost upravo k
modeliramo softmax funkcijom:
p(Yi, j = k|X) = so f tmax(F(X;θ)i, j,:)
:=
exp(F(X;θ)i, j,k)∑256
l=1 exp(F(X;θ)i, j,l)
Predikciju za ciljni piksel Yi, j dobivamo kao indeks najvec´e prediktane vjerojatnosti,
odnosno kao arg max(so f tmax(F(X;θ)i, j,:)). Ukoliko je vrijednost ciljnog piksela Yi, j jed-
naka k, tada bi u idealnom slucˇaju imali so f tmax(F(X;θ)i, j,:) = ek, gdje je ek ∈ R256 vektor
kanonske baze, odnosno vektor koji samo na koordinati k ima 1 a na svim ostalima mjes-
tima 0. Za piksel Yi, j = k oznacˇimo s Y¯ (i, j) ∈ R256 vektor koji ima sve 0 osim na k-tom
mjestu gdje ima 1. Tada imamo:
p(Yi, j|X) =
256∏
k=1
p(Yi, j = k|X)Y¯ (i, j)k (3.3)
Za pripadnu log-vjerodostojnost imamo:
ln p(Y |X) = ln
∏
i, j
p(Yi, j|X)
= ln
∏
i, j
256∏
k=1
p(Yi, j = k|X)Y¯ (i, j)k
=
∑
i, j
256∑
k−1
Y¯ (i, j)k ln p(Yi, j = k|X)
=
∑
i, j
256∑
k−1
Y¯ (i, j)k ln so f tmax(F(X;θ)i, j,:)k
(3.4)
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Maksimizacija log-vjerodostojnosti 3.4 ekvivalentna je minimizaciji unakrsne entropije
po svim pikselime izmedu ciljne anotacije Y¯ i softmax predikcije:
max
θ
ln p(Y |X) = min
θ
−
∑
i, j
256∑
k−1
Y¯ (i, j)k ln so f tmax(F(X;θ)i, j,:)k (3.5)
Upravo zadanu entropiju koristimo kao funkciju gresˇke u kasnijim eksperimentima kod
modela koji modeliraju multinomijalnu distribuciju.
Mogli bi se pitat jesu li zamuc´ene slike dobivene modelom ucˇenim da minimizira
MSE (l2 norma) posljedica unimodalnosti Gaussovog modela. Odgovor nije jednoznacˇan.
Naime, kao argument za afirmativan odgovor mozˇemo prilozˇi gornju analizu. S druge
strane kao empirijski argument protiv mozˇemo promotriti eksperimente koji pokazuju da
modeli ucˇeni da miniziraju l1 normu generiraju osˇtrije slike [74]. Pri cˇemu miniziranje l1
norme vodi na Laplaceov model koji je takoder unimodalan, sˇto pak navodi na zakljucˇak
kako je problem u samoj definiciji Gaussove funkcije.
Spomenuti polazni modeli [11],[12],[34],[35],[44] kao ulaz koriste bikubicˇnu aproksi-
maciju ciljne slike visoke rezolucije ili podizˇu rezolucije koristec´i dekonvolucijske slojeve.
Kao sˇto je ranije argumentirano, bikubicˇna aproksimacija nije pozˇeljna iz dva razlog. Prvi
razlog je prakticˇni i odnosi se na povec´anje vremenske slozˇenosti izvodenja, a drugi je
empirijski te pokazuje da losˇe aproksimacije mogu nasˇkoditi kranjem rezultatu. Preostaju
modeli koji koriste dekonvolucije, odnosno transponirane konvolucije za povec´avanje rezo-
lucije. Problem dekonvolucijskih slojeva su nejednoliki doprinosi ulaznih vrijednosti koji
se dogadaju kada dimenzija jezgre nije djeljiva korakom, te se tada u generiranoj slici jav-
ljaju tzv. checkerboard artefakti [23]. Kao odgovor na ovaj problem javljaju se pristupi koji
nastoje zamijeniti dekonvolucijski sloj [33],[52]. Predlozˇeni PS [52] (pixel shuﬄe) ope-
rator koristi se stoga kao alternativa dekonvolucijskom sloju u mnogim pristupima [38],
[40], [50]. Kao sˇto je ranije opisano, za faktor uvec´anja s ∈ N i ulaznu sliku X rezolucije
H × W × C potrebno je generirati mapu znacˇajki X izlaz dimenzije H × W × C · s2. Tada
primjenom PS operatora na X izlaz dobivamo mapu znacˇajki rezolucije s · H × s · W × C
prema formuli:
Yi jk = PS(X izlaz)i, j,k = X izlazbi/sc,b j/sc,k·s·mod( j,s)+k·mod(i,s) (3.6)
PS operator mozˇemo promatrat kao ”preslikavanje” iz dubine u prostor, buduc´i da se za-
pravo radi o preslagivanju mapa znacˇajki uz smanjenje dubine kanala i povec´anje rezolu-
cije. Kako ovdje ne koristimo konvolucije s korakom vec´im od 1 nemamo niti neravno-
mjernih doprinosa.
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3.2 Generativne suparnicˇke mrezˇe
Generativne suparnicˇke mrezˇe za problem super rezolucije mozˇemo opisati na sljedec´i
nacˇin. Slicˇno kao ranije imamo dva igracˇa koje zovemo generator G i diskriminator D.
Zadac´a generatora je na temelju slika niske rezolucije generirati slike visoke rezolucije koje
su sˇto slicˇnije slikama koje dolaze iz prirodne distribucije ppodaci(Y ) slika visoke rezolucije.
S druge strane diskriminator ima zadac´u razlikovati slike koje dolaze iz dviju distribucija,
ppodaci(Y ) i pG. Spomenuti igracˇi igraju minimax igru:
min
G
max
D
EY ∼ppodaci(Y ) log D(Y ) + EX∼ppodaci(X) log(1 − D(G(X))) (3.7)
Rjesˇenje minimax igre 3.7 je Nashev ekvilibrij. Kao sˇto je pokazano u poglavlju 1.3 uz
optimalni generator G koji je u potpunosti naucˇio generirati slike koje odgovaraju prirod-
noj distribuciji, odnosno vrijedi pG = ppodaci(Y ), optimalni generator svakom primjeru
pridruzˇe vjerojatnost 0.5 da dolazi iz prave distribucije. Drugim rijecˇima ne radi razliku
izmedu pravih slika visoke rezolucije i generatorovih rekonstrukcija. Cilj name je ostvariti
optimalni generator.
Polazne funkcije cilja za diskriminator i generator redom su dane s:
Jd(θd,θg) = −12 EY ∼ppodaci(Y ) log D(Y ;θd)−
1
2
EX∼ppodaci(X) log(1−D(G(X;θg);θd)) (3.8)
Jg(θd,θg) := −12 EX∼ppodaci(X) log D(G(X;θg);θd) (3.9)
pri cˇemu ocˇekivanje aproksimiramo primjerima za ucˇenje:
Jd(θd,θg) = −12
m∑
i=1
1
m
log D(Y (i);θd) − 12
m∑
i=1
1
m
log(1 − D(G(X (i);θg);θd)) (3.10)
Jg(θd,θg) := −12
m∑
i=1
1
m
log D(G(X (i);θg);θd) (3.11)
Kao u [38] koristimo parove niske i visoke rezolucije (X, Y ) kako bi definirali rekons-
trukcijske funkcije cilja koje c´e ubrzati konvergenciju generatora te ustabiliti ucˇenje. Pro-
matramo dvije rekonstrukcijske funkcije cilja: MSE i perceptualnu funkciju cilja predlozˇenu
u [32]. Srednja kvadratna gresˇka (MSE) izmedu slika visoke rezolucije Y i generiranih
slika G(X) definirana je s:
JMS E(θd,θg) =
1
m
m∑
i=1
1
H ·W
∥∥∥Y −G(X;θg)∥∥∥22 (3.12)
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Perceptualna funkcija cilja predlozˇena u [32] bazira se na VGG modelu koji je ucˇen za
problem klasifikacije na ImageNet [9] skupu za ucˇenje. Navedena funkcija cilja promatra
srednju kvadratnu gresˇku mapa znacˇajki ciljne slike Y i generirane slike G(X) dobivenu
iz VGG modela:
JVGG(θd,θg)
m∑
i=1
∥∥∥VGG(Y ) − VGG(G(X;θg))∥∥∥22 (3.13)
JVGG penalizira rekonstrukcijcu sadrzˇaja sˇto je posebno bitno za problem super rezolucije
barkodova, relaksirajuc´i rekonstrukciju po pikselima, dok JMS E zahtijeva preciznu rekons-
trukciju po pikselima. U skladu s promatranima funkcijama testirat c´emo tri varijante
funkcije cilja za generator:
JMS Eg = Jg + JMS E (3.14)
JVGGg = Jg + JVGG (3.15)
JMS E+VGGg = Jg + JMS E + JVGG (3.16)
Kao sˇto i autori opisuju u [38] predikcije generatora nisu uvijek lokalno stabilne. Lo-
kalana nestablinost zapravo podrazumijeva pojavljivanje artefakata koji zauzimaju samo
manja podrucˇja u slici. Takvi artefakti se mogu javiti kod podrucˇja koja nisu cˇesta, od-
nosno dovoljno zastupljena u distribuciji primjera za ucˇenje. Prema [39], krivac za ovaj
problem je i diskriminator koji daje globalnu predikciju za cijelu sliku, klasificirajuc´i je ili
kao pravu ili kao umjetnu, pa ukoliko je slika samo lokalno degradirana mozˇe zavarati dis-
kriminator. Kao rjesˇenje tog problema predlazˇe se PatchGAN [39], koji umjesto globalne
klasifikacije radi lokalno klasifikaciju po slikovnim isjecˇcima (eng. patch). Izlaz diskri-
minatora D(Yˆ ) tada nije procjena vjerojatnosti da ulazna slika Yˆ ∈ RH×W nije umjetno
generirana nego mapa znacˇajki dimenzije h × w (h < H, w < W). Pretpostavimo da je
h = s · H, w = s · W za s ∈ N, odnosno mapa predikcija dobivena je iz ulazne slike uz
faktor smanjenja s. Tada D(Yˆ )i, j odgovara procjeni vjerojatnosti da je isjecˇak s lokacijom
gornjeg lijevog kuta (k · s, l · s) (za neke k, l ∈ {1, . . . , s}) u polaznoj slici isjecˇak is prave
slike, odnosno slike iz prirodne distribucije ppodaci(Y ). Velicˇina isjecˇka ovisi o velicˇinama
konvolucijskih jezgri te broju konvolucijskih slojeva. Sukladno predlozˇenoj reformulaciji
diskriminatora modificiramo funkciju cilja 3.10:
Jd(θd,θg) = − 12
m∑
i=1
1
mhw
h,w∑
k,l=1
log D(Y (i);θd)k,l
− 1
2
m∑
i=1
1
mhw
h,w∑
k,l=1
log(1 − D(G(X (i);θg);θd)k,l)
(3.17)
Arhitekture generatora i diskriminatora motivirane su arhitekturama predlozˇenim u
[38], izbacujuc´i normalizaciju po grupi kao sˇto je predlozˇeno u [40] buduc´i da ne postoji
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problem s konvergencijom mrezˇa. Za povec´anje rezolucije u generatoru koristi se ranije
opisani PS (pixel shuﬄe) operator.
Poglavlje 4
Super rezolucija slika barkodova
4.1 Podatkovni skup
Generirani skup parova niske i visoke rezolucije sastoji se od 94639 primjera generiranih
u programskom okviru za crtanje i renderiranje Processing. Inicijalno se na bijelu poza-
dinu postavlja potpuno crni barkod, cˇime se dobiva binarna slika (crno/bijela) te se potom
primjenjuje niz transformacija. Crni barkod dobiven je koristec´i Java biblioteku iText PDF
za generiranje barkodova prema PDF417 specifikaciji, varirajuc´i dimenzije barkodova i
pravokutnika u barkodovima. Enkodirana informacija predstavlja slucˇajan niz znakova en-
gleskog alfabeta, znamenaka, te interpunkcijskih znakova.
Na binarnu sliku primjenjuju se blage transformacije perspektive i rotacije barkoda.
Zatim slijedi niz transformacija koristec´i GLSL shaders koji zadaju promjene nad svim
pikselima kako bi se rekreirale degradacije nastale prilikom slikanja barkodova kamerom
mobilnog uredaja u stvarnim uvjetima. Prva transformacija dodaje bljesak (eng. glare).
Druga transformacija odnosi se na zamuc´enje koje se rekreira primjenom Gaussove jezgre
zamuc´enja varirajuc´i standardnu devijaciju Gaussove funkcije. Povremeno se varira inten-
zitet zamuc´enja unutar iste slike kako bi se simuliralo neravnomjerno zamuc´enje nastalo
zbog naglih pomaka mobilnog uredaja (eng. motion blure), te situacije u kojima krajevi
barkodova nisu jednako udaljeni od kamere pa je jedan kraj izvan fokusa. U sljedec´em
koraku dodaje se sˇum koji simulira sˇum senzora kamere mobilnog uredaja, te se potom
dodaju varijacije svjetline i kontrasta. U konacˇnici se slika transformira u YCbCr prostor
boja u kojem je informacija o luminaciji izdvojena u zaseban kanal (Y), a informacije o
boji su sadrzˇane u kromatskim kanalima Cb i Cr, te se koristi samo Y kanal.
Slika niske rezolucije dobiva se primjenom bikubnog uzorkovanja uz faktor smanje-
nja 2, dok se pripadan slika visoke rezolucije dobiva primjenom istog niza transformacija
iskljucˇujuc´i zamuc´enje i smanjenje rezolucije. Primjer generirane slike niske rezolucije
prikazan slikom 4.1, a pripadna ciljna slika visoke rezolucije prikazana je slikom 4.2.
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U postupku ucˇenja na sliku niske rezolucije na slucˇajan nacˇin dodaje se svjetlina u
intervalu [0, 5] te se potom slika skalira u interval [−1, 1] sˇto predstavlja ulaz za mrezˇu.
Skup pravih slika barkodova tvrtke MicroBlink sastoji se od 1023 primjera. Na slikama
su vidljivi problemi zamuc´enja, sˇuma, te degradacije barkodova nastale zbog bljeska i niske
rezolucije.
Slika 4.1: Primjer generirane slike barkoda niske rezolucije.
Slika 4.2: Primjer generirane slike barkoda visoke rezolucije.
4.2 Evaluacijske metrike
Osnovne metrike za evaluaciju rekonstrukcijskih problema slika, te posebno i za problem
super rezolucije slika su PSNR (eng. peak-signal-to-noise-ratio) i SSIM (eng. structural
similarity index). Obje metrike definirane su za sivu sliku (eng. grayscale).
Inzˇenjerskim rjecˇnikom, PSNR je omjer izmedu maksimalne moguc´e vrijednosti sig-
nala i sˇuma u rekonstrukciji, izrazˇen u logaritamskoj skali. Za ciljnu sliku Y i njenu aprok-
simaciju Yˆ definiramo PSNR s:
PS NR(Y , Yˆ ) := 10 log10
MAX2I
MS E(Y , Yˆ )
(4.1)
pri cˇemu smo s MAXI oznacˇili maksimalnu moguc´u vrijednost piksela u slici. Ako je
Y ∈ {0, . . . , 255}2 tada je MAXI = 255, a ukoliko je slika skalirana, obicˇno Y ∈ [0, 1]2,
tada imamo MAXI = 1. Iz definicije slijedi da minimizacija MSE direktno maksimizira
PSNR.
4.2. EVALUACIJSKE METRIKE 45
Medutim mnogi autori [38], [50], [66] primjec´uju kako PSNR metrika ne uspjeva uhva-
titi razlike u tekturalnim detaljima, sˇto je posljedica definicije metrike po pikselima koja
ne ukljucˇuje okolinu. Stoga se cˇesto koristi SSIM [66] koji je predlozˇen kao poboljsˇanje
PSNR metrike. Zapravo se kao mjera kvalitete aproksimacije Yˆ za danu ciljnu sliku Y pro-
matra srednja vrijednost SSIM indeksa po slikovnim isjecˇcima. SSIM za slikovne isjecˇke
dimenzije n × n, y iz Y te x iz Yˆ definiran je s:
SSIM(y , x) =
(2µyµx + c1)(2σyx + c2)
(µ2y + µ2x + c1)(σ2yσ2x + c2)
(4.2)
gdje su µy i σy aritmeticˇka sredina i standardna devijacija isjecˇka y respektivno:
µy =
1
n2
n2∑
i=1
yi
σy =
1
n2 − 1
n2∑
i=1
(y − µy)2
uz analogne definicije za isjecˇak x. Nadalje s σyx oznacˇen koeficijent korelacije isjecˇaka y
i x definiran s:
σyx =
1
n2
n2∑
i=1
(y − µy)(x − µx)
Presotaju konstane c1 i c2 koje sluzˇe za numericˇku stabilizaciju izraza, a za koje se tipicˇno
uzima c1 = (0.01 ·MAXI)2 i c2 = (0.03 ·MAXI)2. SSIM mjeri tri komponente kompatibil-
nosti: intenzitet piksela (l), kontrast (c) i strukturu (s). A mozˇemo ih izrazit kao:
l(y,x) =
2µyµx + c1
µ2y + µ
2
x + c1
c(y,x) =
2σyσx + c2
σ2y + σ
2
x + c2
s(y,x) =
σyx + c3
σyσx + c3
gdje je konstanta c3 = c2/2. Tada SSIM mozˇemo izraziti kao umnozˇak navedenih kompo-
nenti:
SSIM(y,x) = l(y,x)c(y,x)s(y,x)
Obicˇno se za evaluciju uzima samo podskup isjecˇaka kako bi se smanjilo vrijeme izvrsˇavanja,
te se promatraju isjecˇci dimenzije 8 × 8 piksela. Vrijednost SSIM indeksa je u rasponu
[−1, 1], pri cˇemu je SSIM indeks jednak 1 ako i samo ako su slike jednake.
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Unatocˇ spomenutim evaluacijskim metrikama kao glavna metrika u ovom radu pro-
matra se broj uspjesˇnih cˇitanja barkodova aplikacije PDF417 Barcode Scanner. Zapravo,
ponajvisˇe nas zanima broj slika barkodova koje su postale cˇitljive nakon primjene razvije-
nog rjesˇenja super rezolucije.
Poglavlje 5
Eksperimenti
5.1 Arhitektura i ucˇenje modela
U ovom poglavlju iznosimo detalje vezane uz arhitekture i ucˇenja modela. Promatramo
dvije konvolucijske arhitekture koje nazivamo ResDeconv i ResSubpixel, opisane slikom
5.2, a sastoje se od konvolucijskih slojeva (Conv) i rezidualnih veza slozˇenih u rezidualne
blokove (RB) [26], te uvec´anja rezolucije u dvije varijante: dekonvolucijski sloj (DConv)
u ResDeconv, te PS operator (PS) u ResSubpixel. Rezidualni blok sastoji se od dva konvo-
lucijska sloja i jedne rezidualne veze kao sˇto je ilustrirano slikom 5.1.
Za spomenute arhitekture promatramo dvije funkcije cilja: srednja kvadratna gresˇka
(MSE) i srednja apsolutna gresˇka (MAP). Time dobivamo cˇetiri varijante modela: Re-
Slika 5.1: Rezidualni blok predlozˇen u [26].
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Slika 5.2: Graf lijevo prikazuje predlozˇenu ResDeconv arhitekturu, dok graf desno prika-
zuje ResSubpixel arhitekturu. Broj uz oznaku sloja oznacˇava broj filtra u sloju. Conv -
konvolucijski sloj, RB - rezidualni blok, DConv - dekonvolucijski sloj, PS - Pixel Shuﬄe
operator.
sDeconvMSE, ResDeconvMAP, ResSubpixelMSE i ResSubpixelMAP. Pri cˇemu su nazivi
dobiveni konkatenacijom naziva arhitekture i korisˇtene funkcije cilja.
Za modeliranje multinomialne distribucije koriste se modificirane ResDeconv i ResSub-
pixel arhitekture postavljajuc´i izlazni broj kanala u zadnjem sloju na 256. Tako dobi-
veni modeli oznacˇeni su s ResDeconvMultinomial i ResSubpixelMultinomial respektivno, a
ucˇenje se provodi minimiziranjem unakrsne entropije izmedu softmax predikcije i prosˇirene
anotacije izrazˇene kanonskim vektorima.
Svi spomenuti modeli ucˇeni su na 1500000 iteracija, uz inicijalnu stopu ucˇenja 0.003,
te smanjenje stope ucˇenja svakih 300000 iteracija za faktor 0.1.
U GAN pristupu promatramo tri modela. Kao generator svih modela odabran je Re-
sSubpixel, dok je arhitektura diskriminatora motivirana [38] [39], te prikazana slikom 5.3.
Funkcija cilja diskriminatora opisana je u poglavlju 3.2., a razlikuje tri funkcije gene-
ratora JMS Eg , J
VGG
g i J
MS E+VGG
g koje odreduju redom tri modela: GAN-MSE, GAN-VGG i
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Slika 5.3: Predlozˇena arhitektura diskriminatora, motivirana arhitekturom [38], te pristu-
pom [39]. Conv - konvolucijski sloj, ReLU - rectified linear unit, BN - normalizacij po
grupi (eng. batch norm). Oznaka S u nazivima konvolucija oznacˇava korak konvolucije
(eng. stride).
GAN-MSE-VGG. Pripadne funkcije cilja dane su s:
JMS Eg = 0.01 · Jg + ·JMS E
JVGGg = 0.001 · Jg + 10−8 · JVGG
JMS E+VGGg = 0.001 · Jg + JMS E + 10−8 · JVGG
pri cˇemu su koeficijeni u sumi empirijski odredeni.
Prvi korak ucˇenja sastoji se od 100000 iteracija generatora uz stopu ucˇenja od 0.003.
U sljedec´em koraku se naizmjence optimiziraju funkcije cilja diskriminatora i generatora,
uz inicijalnu stopu ucˇenje od 0.0001. Kao i ranije stopa ucˇenja se smanjuje svakih 300000
iteracija. Ukoliko je generator nedovoljno naucˇen tada diskriminator lako odbacuje generi-
rane slike te ucˇenje divergira. Uz dovoljno naucˇeni generator potrebno je pazˇljivo odabrati
koeficijente za funkcije Jg, JMS E i JVGG kako nebi samo jedna od funkcija dominirala izra-
zom.
5.2 Rezultati
U ovom poglavlju prezentirani su rezultati evaluacije naucˇenih modela. Promatramo mo-
dele: ResDeconvMSE, ResDeconvMAP, ResSubpixelMSE, ResSubpixelMAP ResDeconv-
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Multinomial, ResSubpixelMultinomial, GAN-MSE, GAN-VGG i GAN-MSE-VGG, kao
sˇto je opisano u poglavlju 5.1.
U tablici 5.1 dana je evaluacija promatranih modela prema PSNR i SSIM metrikama
na 10000 primjera generiranih slika iz skupa za testiranje. Primjetno je da modeli koji
minimiziraju MSE i MAP postizˇu najbolje rezultate prema PSNR metrici, iako mozˇemo
rec´i da su i rezultati GAN-MSE i GAN-MSE-VGG usporedivi sa spomenutima. Nadalje,
i kod SSIM metrike je vidljiv isti odnos medu modelima. Promatramo li modele prema
njihovim arhitekturama ResDeconv i ResSubpixel, tada mozˇemo rec´i da ne postoji znacˇajna
razlika izmedu promatranih arhitektura. Primjer uvec´anih slika barkodova generiranog
skupa dan je slikom 5.4.
Model PSNR SSIM
ResDeconvMSE 23.3829 0.8912
ResSubpixelMSE 23.7304 0.9013
ResDeconvMAP 23.6515 0.9031
ResSubpixelMAP 23.5771 0.9020
ResDeconvMultinomial 20.9385 0.8292
ResSubpixelMultinomial 20.4451 0.8184
GAN-MSE 23.2618 0.9045
GAN-VGG 20.8070 0.8240
GAN-MSE-VGG 23.1526 0.8840
Bikubna interpolacija 17.7694 0.5632
Tablica 5.1: Srednja vrijednost PSNR i SSIM metrikama na 10000 generiranih primjera za
testiranje, po modelima.
U tablici 5.2 dana je evaluacija skupa pravih barkodova tvrtke MicroBlink koristec´i
aplikaciju za cˇitanje barkodova PDF417 Barcode Scanner. Tablica prikazuje broj slika
barkodova koji su postale cˇitljive nakon primjene odgovarajuc´eg modela za super rezo-
luciju barkodova. Skup se sastoji od 1023 primjera, pri cˇemu su u velikom broju slika
prisutne znacˇajne degradacije prouzrocˇene zamuc´enjem, sˇumom i bljeskalicom. Iz tablice
je vidljivo da su modeli potpuno usporedivi, iako mozˇemo izdvojit modele koji modeli-
raju multinomijalnu distribuciju kao nesˇto uspjesˇnije, odnosno posebno ResSubpixelMul-
tinomial. Mozˇemo primjetiti da su rezultati modela koji minimiziraju MSE nesˇto bolje u
odnosu na modele koji minimiziraju MAP, sˇto upucˇuje na to da je PDF417 Barcode Scan-
ner osjetljivi na osˇtre i nagle skokve vrijednosti piksela u slici koji su posljedica MAP
minimizacije. Takoder, kao i ranije u GAN pristupu se pokazuje da je MSE komponenta
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izrazito bitna buduc´i da GAN-VGG model bez te komponente postizˇe najlosˇije rezultate
mjerec´i PSNR i SSIM, ali i uspjesˇan broj cˇitanja na pravim slikama barkodova. U obje
evaluacije vidljiva je superiornost pristupa temeljenih na dubokim mrezˇama u odnosu na
bikubnu interpolaciju.
Model Uspjesˇan broj cˇitanja
ResDeconvMSE 130
ResSubpixelMSE 142
ResDeconvMAP 114
ResSubpixelMAP 129
ResDeconvMultinomial 135
ResSubpixelMultinomial 149
GAN-MSE 131
GAN-VGG 105
GAN-MSE-VGG 133
Bikubna interpolacija 21
Tablica 5.2: Uspjesˇan broj cˇitanja barkodova koji nisu bili cˇitljivi prije primjene odgova-
rajuc´eg modela za super rezolucija slika.
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Slika 5.4: Redom su dane: slika niske rezolucije, ciljna slika visoke rezolucije, slika
uvec´ana bikubnom interpolacijom, te slike dobivene modelima ResSubpixelMSE, ResSub-
pixelMultinomial, GAN-MSE-VGG.
Poglavlje 6
Zakljucˇak
U sklopu ovog diplomskog rada istrazˇeni su pristupi za super rezolucija slika, te je dan sˇirok
pregled podrucˇja koji ukljucˇuje klasicˇne pristupe i pristupe temeljene na dubokim neuron-
skim mrezˇama, s posebnim naglaskom na pristupe bazirane na generativnim suparnicˇkim
mrezˇama (GAN).
Kao konkretan problem super rezolucije promotren je problem super rezolucije slika
barkodova na skupu slika tvrtke Microblink. Kao sˇto je pokazano evaluacijom, taj skup pri-
mjera iznimno je tezˇak zbog znacˇajnog utjecaja degradacijskih procesa kao sˇto su zamuc´enje,
sˇum i bljesak. Nadalje, poseban izazov predstavljaju razlicˇite domene ucˇenja i primjene
modela. Naime, potrebno je ulozˇiti veliki napor kako bi se s jedne strane, vjerno simulirali
degradacijski procesi koji nastaju u raznim situacijama primjene kamere u stvarnim uvje-
tima, te s druge strane pokusˇali razviti pristupi koji su dovoljno robusni na razlike izmedu
domena.
Kao moguc´a poboljsˇanja predlozˇenog rjesˇenja namec´u se dva smjera. U jednom smjeru
mozˇemo iterirati kroz novo generiranje parova niske i visoke rezolucije koji bi bolje simu-
lirali degradacijske postupke koji se javljaju u pravim slikama. Takav pristup zahtijeva
pazˇljivo vizualno analiziranje degradacija koje nisu uspjesˇno naucˇene kako bi se u no-
voj generaciji skupa za ucˇenje nadomjestile upravo te degradacije. Nadalje potrebne su
posebne vjesˇtine i alati kako bi se vjerno imitirali spomenuti procesi. Drugi smjer bi nas-
tojao prebaciti ucˇenje modela u skup pravih slika. To je moguc´e ako su nam dostupna
dva skupa primjera, jedan koji ukljucˇuje samo prave slike niske rezolucije, te drugi koji
sadrzˇi samo prave slike visoke rezolucije. Tada bi mogli koristec´i generativne suparnicˇke
mrezˇe pokusˇati naucˇit model (generator) koji rjesˇava problem super rezolucije. Naravno,
nije dovoljno odvojiti primjere samo po rezoluciji vec´ je potrebno zahtijevati da u skupu vi-
soke rezolucije imamo samo primjere koji ne sadrzˇe degradacije. Takva selekcija primjera
predstavlja izazov buduc´i da nije uvijek jasno je li slika degradirana ili ne.
U ovom radu demonstrirana je superirornost pristupa temeljenih na dubokim neuron-
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skim mrezˇama u odnosu na interpolacijske metode, ali i ogranicˇenja istih u rekonstrukciji
slozˇenih degradacijski postupaka koji se javljaju u svakodnevnoj upotrebi kamere mobil-
nog uredaja.
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Sazˇetak
Racˇunalni vid jedno je od standardnih podrucˇja strojnog ucˇenja i umjetne inteligencije.
Tipicˇni zadaci racˇunalnog vida mogu se svrstati u dohvat, obradu, analizu i razumijevanje
slika. Super rezolucija slika jedan je od postupaka predobrade, kojim se nastoji povec´ati
postojec´a rezolucija slike. Cˇesto se koristi u obradi satelitskih i medicinskih slika, te kao
postupak u razlicˇitim multimedijskim aplikacijama, kako bi se rijesˇili problemi zbog prisut-
nosti sˇuma, zamagljenih i degradiranih podrucˇja. U okviru ovog rada istrazˇeni su pristupi
za rjesˇavanje problema super rezolucije uz sˇirok pregled podrucˇja, te je implementirano
rjesˇenje super rezolucije pomoc´u dubokih neuronskih mrezˇa.

Summary
Computer vision is one of the standard areas of machine learning and artificial intelligence.
Typical computer vision tasks include extraction, processing, analysing and understanding
images. Image super resolution is one of the preprocessing steps by which one wishes to
enlarge existing image resolution. It is often used in satellite and medical images, but also
as processing step in multimedia applications to resolve problems caused by noise, blur,
glare and other image degrading processes. Wide area of super resolution methods have
been examined within this master’s thesis, and an approach based on deep neural networks
was implemented.
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