Forthcoming Papers  by unknown
Artificial Intelligence 140 (2002) 249–252
www.elsevier.com/locate/artint
Forthcoming Papers
J. Lang, P. Liberatore and P. Marquis, Conditional independence in propositional
logic
Independence—the study of what is relevant to a given problem of reasoning—is an important AI
topic. In this paper, we investigate several notions of conditional independence in propositional
logic: Darwiche and Pearl’s conditional independence, and some more restricted forms of it. Many
characterizations and properties of these independence relations are provided. We show them related
to many other notions of independence pointed out so far in the literature (mainly formula-variable
independence, irrelevance and novelty under various forms, separability, interactivity). We identify
the computational complexity of conditional independence and of all these related independence
relations.  2002 Published by Elsevier Science B.V.
Y. Dimopoulos, B. Nebel and F. Toni, On the computational complexity of assumption-
based argumentation for default reasoning
Bondarenko et al. have recently proposed an abstract framework for default reasoning. Besides
capturing most existing formalisms and proving that their standard semantics all coincide, the
framework extends these formalisms by generalising the semantics of admissible and preferred
arguments, originally proposed for logic programming only.
In this paper we analyse the computational complexity of credulous and sceptical reasoning
under the semantics of admissible and preferred arguments for (the propositional variant of) the
instances of the abstract framework capturing theorist, circumscription, logic programming, default
logic, and autoepistemic logic. Although the new semantics have been tacitly assumed to mitigate
the computational hardness of default reasoning under the standard semantics of stable extensions,
we show that in many cases reasoning under the admissibility and preferability semantics is
computationally harder than under the standard semantics. In particular, in the case of autoepistemic
logic, sceptical reasoning under preferred arguments is located at the fourth level of the polynomial
hierarchy, whereas the same form of reasoning under stable extensions is located at the second
level.  2002 Published by Elsevier Science B.V.
R. Aler, D. Borrajo and P. Isasi, Using genetic programming to learn and improve
control knowledge
The purpose of this article is to present a multi-strategy approach to learn heuristics for planning.
This multi-strategy system, called HAMLET-EVOCK, combines a learning algorithm specialized in
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planning (HAMLET) and a genetic programming (GP) based system (EVOCK: Evolution of Control
Knowledge). Both systems are able to learn heuristics for planning on their own, but both of them
have weaknesses. Based on previous experience and some experiments performed in this article, it
is hypothesized that HAMLET handicaps are due to its example-driven operators and not having a
way to evaluate the usefulness of its control knowledge. It is also hypothesized that even if HAMLET
control knowledge is sometimes incorrect, it might be easily correctable. For this purpose, a GP-
based stage is added, because of its complementary biases: GP genetic operators are not example-
driven and it can use a fitness function to evaluate control knowledge. HAMLET and EVOCK are
combined by seeding EVOCK initial population with HAMLET control knowledge. It is also useful
for EVOCK to start from a knowledge-rich population instead of a random one. By adding the GP
stage to HAMLET, the number of solved problems increases from 58 to 85% in the blocks world and
from 50 to 87% in the logistics domain (0 to 38% and 0 to 42% for the hardest instances of problems
considered).  2002 Published by Elsevier Science B.V.
T.Y.T. Chan, Unifying metric approach to the triple parity
The even-odd parity problem is a tough one for neural networks to handle because they assume a
finite dimensional vector space. Typically, the size of the neural network increases as the size of the
problem increases. The triple parity problem is even tougher. In this paper, a method is proposed
for supervised and unsupervised learning to classify bit strings of arbitrary length in terms of their
triple parity. The learner is modeled by two formal concepts, transformation system and stability
optimization. Even though a small set of short examples were used in the training stage, all bit
strings of any length were classified correctly in the online recognition stage. The proposed learner
has successfully learned to devise a way by means of metric calculations to classify bit strings of
any length according to their triple parity. The system was able to acquire the concept of counting,
dividing, and then taking the remainder, by autonomously evolving a set of string-editing rules
along with their appropriate weights to solve the difficult problem.  2002 Published by Elsevier
Science B.V.
M.A. Falappa, G. Kern-Isberner and G.R. Simari, Explanations, belief revision and
defeasible reasoning
We present different constructions for non-prioritized belief revision, that is, belief changes in
which the input sentences are not always accepted. First, we present the concept of explanation in
a deductive way. Second, we define multiple revision operators with respect to sets of sentences
(representing explanations), giving representation theorems. Finally, we relate the formulated
operators with argumentative systems and default reasoning frameworks.  2002 Published by
Elsevier Science B.V.
A. Jøsang, The consensus operator for combining beliefs (Research Note)
The consensus operator provides a method for combining possibly conflicting beliefs within the
Dempster–Shafer belief theory, and represents an alternative to the traditional Dempster’s rule. This
paper describes how the consensus operator can be applied to dogmatic conflicting opinions, i.e.,
when the degree of conflict is very high. It overcomes shortcomings of Dempster’s rule and other
operators that have been proposed for combining possibly conflicting beliefs.  2002 Published by
Elsevier Science B.V.
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P.E. Dunne and T.J.M. Bench-Capon, Coherence in finite argument systems (Research
Note)
Argument Systems provide a rich abstraction within which divers concepts of reasoning, acceptabil-
ity and defeasibility of arguments, etc., may be studied using a unified framework. Two important
concepts of the acceptability of an argument p in such systems are credulous acceptance to cap-
ture the notion that p can be ‘believed’; and sceptical acceptance capturing the idea that if anything
is believed, then p must be. One important aspect affecting the computational complexity of these
problems concerns whether the admissibility of an argument is defined with respect to ‘preferred’
or ‘stable’ semantics. One benefit of so-called ‘coherent’ argument systems being that the preferred
extensions coincide with stable extensions. In this note we consider complexity-theoretic issues re-
garding deciding if finitely presented argument systems modelled as directed graphs are coherent.
Our main result shows that the related decision problem is (p)2 -complete and is obtained solely
via the graph-theoretic representation of an argument system, thus independent of the specific logic
underpinning the reasoning theory.  2002 Published by Elsevier Science B.V.
J. Delgado, Emergence of social conventions in complex networks (Research Note)
The emergence of social conventions in multi-agent systems has been analyzed mainly in settings
where every agent may interact either with every other agent or with nearest neighbours, according
to some regular underlying topology. In this note we argue that these topologies are too simple if
we take into account recent discoveries on real networks. These networks, one of the main examples
being the Internet, are what is called complex, that is, either graphs with the small-world property
or scale-free graphs. In this note we study the efficiency of the emergence of social conventions in
complex networks, that is, how fast conventions are reached. Our main result is that complex graphs
make the system much more efficient than regular graphs with the same average number of links per
node. Furthermore, we find out that scale-free graphs make the system as efficient as fully connected
graphs.  2002 Published by Elsevier Science B.V.
C. Bessière, P. Meseguer, E.C. Freuder and J. Larrosa, On forward checking for non-
binary constraint satisfaction (Research Note)
Solving non-binary constraint satisfaction problems, a crucial challenge today, can be tackled in two
different ways: translating the non-binary problem into an equivalent binary one, or extending binary
search algorithms to solve directly the original problem. The latter option raises some issues when we
want to extend definitions written for the binary case. This paper focuses on the well-known forward
checking algorithm, and shows that it can be generalized to several non-binary versions, all fitting
its binary definition. The classical non-binary version, proposed by Van Hentenryck, is only one of
these generalizations.  2002 Published by Elsevier Science B.V.
S.B. Gillispie and M.D. Perlman, The size distribution for Markov equivalence classes
of acyclic digraph models
Bayesian networks, equivalently graphical Markov models determined by acyclic digraphs or ADGs
(also called directed acyclic graphs or dags), have proved to be both effective and efficient for
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representing complex multivariate dependence structures in terms of local relations. However, model
search and selection is potentially complicated by the many-to-one correspondence between ADGs
and the statistical models that they represent. If the ADGs/models ratio is large, search procedures
based on unique graphical representations of equivalence classes of ADGs could provide substantial
computational efficiency. Hitherto, the value of the ADGs/models ratio has been calculated only
for graphs with n = 5 or fewer vertices. In the present study, a computer program was written to
enumerate the equivalence classes of ADG models and study the distributions of class sizes and
number of edges for graphs up to n= 10 vertices. The ratio of ADGs to numbers of classes appears
to approach an asymptote of about 3.7. Distributions of the classes according to number of edges and
class size were produced which also appear to be approaching asymptotic limits. Imposing a bound
on the maximum number of parents to any vertex causes little change if the bound is sufficiently
large, with four being a possible minimum. The program also includes a new variation of orderly
algorithm for generating undirected graphs.  2002 Published by Elsevier Science B.V.
Multi-Agent Systems (Special Issue edited by Sarit Kraus)
H. Bojinov, A. Casal and T. Hogg, Multiagent control of self-reconfigurable robots
H. Tonino, A. Bos, M. de Weerdt and C. Witteveen, Plan coordination by revision in
collective agent based systems
B.J. Grosz, S. Kraus, D.G. Sullivan and S. Das, The influence of social norms and social
consciousness on intention reconciliation
T. Sandholm and Y. Zhou, Surplus equivalence of leveled commitment contracts
S. Matsubara and M. Yokoo, Defection-free exchange mechanisms based on an entry free
imposition
S. Sen, Believing others: Pros and cons
P. Faratin, C. Sierra and N.R. Jennings, Using similarity criteria to make issue trade-offs in
automated negotiations
T. Eiter and T. Lukasiewicz, Complexity results for structure-based causality
H. Jönsson and B. Söderberg, An information-based neural approach to generic
constraint satisfaction
L. Console, C. Picardi and M. Ribaudo, Process algebras for systems diagnosis
M. Deneker, V.W. Marek and Truszczyn´ski, Uniform semantic treatment of default
autoepisdemic logics
