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Let q be a power of 2, n be a positive integer, and let Fqn
be the ﬁnite ﬁeld with qn elements. In this paper, we consider
the existence of some speciﬁc elements in Fqn . The main results
obtained in this paper are listed as follows:
(1) There is an element ξ in Fqn such that both ξ and ξ + ξ−1 are
primitive elements of Fqn if q = 2s , and n is an odd number
no less than 13 and s > 4.
(2) For q = 2s , and any odd n, there is an element ξ in Fqn such
that ξ is a primitive normal element and ξ +ξ−1 is a primitive
element of Fqn if either n|(q − 1), and n 33, or n  (q − 1),
and n 30, s 6.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let Fq be the ﬁnite ﬁeld with q elements of characteristic p, and F∗q be the multiplicative group
of Fq . For every positive integer n, let Fqn be the extension ﬁeld of Fq of degree n. Then F∗qn is a
cyclic group of order qn − 1. The generators of Fqn are called primitive elements of Fqn [20]. There
are ϕ(qn − 1) primitive elements of Fqn , where ϕ is the Euler phi-function. A primitive polynomial
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P. Wang et al. / Finite Fields and Their Applications 18 (2012) 800–813 801of degree n  1 is a minimal polynomial over Fq of a primitive element of Fqn . Many researchers
are engaged in studying primitive polynomials, such as Cohen, Fan and Han in [7,11,12] and so on.
A normal basis of Fqn regarded as a vector space over Fq is a basis of the form {α,αq, . . . ,αqn−1 }, and
the corresponding element α is called a normal element of Fqn . If α is also a primitive element, then
α is called a primitive normal element.
In 1850, Eisenstein [10] conjectured the following normal basis theorem for ﬁnite ﬁelds, and in
1888, Hensel [17] gave the ﬁrst complete proof of it.
Theorem 1.1 (The normal basis theorem). There is a normal basis for any ﬁnite Galois extension of ﬁnite ﬁelds.
Primitive elements and normal elements over ﬁnite ﬁelds are widely used in many ﬁelds, such as
codes, cryptography and computer algebra, etc. The combination of primitivity and normality was ﬁrst
studied by Carlitz [1]. He proved that there are at most ﬁnitely many pairs (Fqn ,Fq) of ﬁnite ﬁelds
(with Fqn being an extension of Fq) without a primitive and normal element over Fq . Davenport [8]
proved that there exist primitive normal elements over Fq when q is a prime. Lenstra and Schoof [19]
aﬃrmatively settled the existence of primitive normal elements for all ﬁnite ﬁelds F and all ﬁnite
extensions over F.
Theorem 1.2 (Primitive normal basis theorem). (See [19].) For any prime power q and positive integer n, there
is a primitive normal basis in Fqn over Fq.
Coding Theory [21] motivated the study of primitive elements with prescribed trace, see also [6,
17,22,23]. Recall that the (Fqn ,Fq)-trace, denoted by Tr(α), is deﬁned as
Tr(α) := TrFqn |Fq (α) :=
n−1∑
i=0
αq
i
. (1.1)
Cohen [6] proved that if n  3, and (q,n) = (4,3), for every a ∈ Fq , there exists a primitive element
α ∈ Fqn such that Tr(α) = a. Moreover, if n = 2 or (q,n) = (4,3), for every nonzero a ∈ Fq , there exists
a primitive element α ∈ Fqn such that Tr(α) = a.
Considering primitive elements with nonzero trace, some existence results were independently
proved by Jungnickel and Vanstone [18] when n  3: existence was settled for every nonzero a ∈ Fq
whenever n 3, whereas for n = 2 it was shown that there are at most 143 exceptional values for q.
The case of nonzero trace and q = 2 had been handled already by Moreno [22]. Cohen [4,5] settled
the existence of primitive and normal elements α over Fq such that Tr(α) = a, where a ∈ F∗ .
If ξ is a primitive element over Fqn , then ξ−1 is also a primitive element over Fqn . Wan [25]
studied the existence of α satisfying that Fqn = F(α) and the multiplicative group F∗qn is generated by
the line Fq +α. Chou and Cohen [2] resolved completely the question of whether there is a primitive
element ξ ∈ Fqn such that both ξ and ξ−1 have zero trace over Fq . He and Han [16] studied primitive
elements in the form of α + α−1 over ﬁnite ﬁelds. In 2006, Tian and Qi [24] proved that if n > 32,
then there exists a primitive element ξ of Fqn satisfying that ξ and ξ−1 are normal elements of Fqn
over Fq . Dong and Cao [9] settled the following question: if α ∈ F∗qn is a primitive element, for x ∈ F∗qn ,
α + x is still a primitive element.
Let n and k be positive integers such that r = nk + 1 is a prime, not dividing q, and K the unique
subgroup of order k of the multiplicative group of Zr = Z/rZ. For any primitive r-th root β of unity
in Fqnk , the element
α =
∑
βaa∈K
802 P. Wang et al. / Finite Fields and Their Applications 18 (2012) 800–813is called a Gauss period of type (n;k) over Fq . It is easy to see that α ∈ Fqn . It is known that a Gauss
period of type (n;k) over Fq generates a normal basis for Fqn over Fq if and only if gcd(e;n) = 1,
where e denotes the index of q modulo r = nk + 1, see Wassermann [27], Gao et al. [13].
Gauss periods of type (n;2) (i.e., α = β +β−1) over F2 also have other remarkable properties. Gao
and Vanstone [14] proved that they can be exponentiated in O (n2) bit operations. This is faster than
any known algorithm for exponentiation of an arbitrary element in F2n by a factor of log logn. The
orders of Gauss periods of type (n;2) over F2 were also computed for n < 1200 [15]. The experimental
results in their paper show that Gauss periods have high multiplicative order, and in fact are often
primitive elements over F2. This is useful in cryptosystems where a ﬁxed element needs to be raised
to many large powers.
The motivation of the presented paper is to investigate the existence of Gauss periods of type
(n;2). Before we state our results, let us introduce several symbols that will emerge in our results.
U1 =
{
(q,n)
∣∣ there exists ξ ∈ Fqn such that both ξ and ξ + ξ−1 are primitive},
U2 =
{
(q,n)
∣∣ there exists ξ ∈ Fqn such that both ξ and ξ + ξ−1 are primitive and ξ is normal}.
In this paper, the following results are obtained.
(1) Let q = 2s , and n odd. Then one has (q,n) ∈ U1 when s > 4, and n 13.
(2) Let q = 2s , and n odd. Then one has (q,n) ∈ U2 when n|(q − 1), and n 33.
(3) Let q = 2s , and n odd. Then one has (q,n) ∈ U2 when n  (q − 1), and n 30, s 6.
The paper is organized as follows. In Section 2, the relevant knowledge about the estimation of
exponential sums over ﬁnite ﬁelds is introduced, and then in Sections 3 and 4 the main results are
proved.
2. Preliminaries
In this part we will introduce some deﬁnitions and results which will be used in this paper.
Deﬁnition 2.1. Let G be a ﬁnite abelian group (written multiplicatively) of order |G| with identity el-
ement 1G . A character λ of G is a homomorphism from G into the multiplicative group U of complex
numbers of absolute value 1, that is, a mapping from G into U with
λ(g1g2) = λ(g1)λ(g2), for all g1, g2 ∈ G.
We note that λ(g)λ(g−1) = λ(gg−1) = λ(1G) = 1, and so λ(g−1) = λ(g)−1 = λ(g) for every g ∈ G ,
where the bar denotes complex conjugation. With each character λ of G there is associated the con-
jugate character λ deﬁned by λ(g) = λ(g) for all g ∈ G .
In ﬁnite ﬁeld Fq , there are two ﬁnite abelian groups that are of signiﬁcance, namely, the addi-
tive group and the multiplicative group of the ﬁeld. Therefore, we will have to make an important
distinction between the characters pertaining to these two group structures.
Consider ﬁrst the additive group of Fq . Let p be the characteristic of Fq . Then the prime ﬁeld
contained in Fq is Fp , which we identify with Z/(p). Let Tr : Fq → Fp be the absolute trace function
from Fq to Fp . Then the function χ1(x) = exp(2π i Tr(x)/p), for x ∈ Fq is an additive character of Fq .
The character χ1 is called the canonical additive character of Fq . Moreover, every additive character can
be obtained by χc(x) = χ1(cx), (x ∈ Fq) for any c ∈ Fq . Taking c = 0, we obtain the trivial character
χ0. Further, let χ ′ = χ(Trn) denote the lift of χ to Fqn .
Characters of the multiplicative group F∗q of Fq are called multiplicative characters of Fq . Since F∗q
is a cyclic group of order q − 1, its characters can be easily determined: Let g be a ﬁxed primitive
element of Fq , for each j = 0,1, . . . ,q − 2, the function ψ j with
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(
gk
)= e2π i jk/(q−1), for k = 0,1, . . . ,q − 2
deﬁnes a multiplicative character of Fq , and every multiplicative character of Fq is obtained in this
way. No matter what g is, the character ψ0 will always represent the trivial multiplicative character,
which satisﬁes ψ0(c) = 1 for all c ∈ F∗q . It is clear that the group of multiplicative characters of Fq is
cyclic of order q − 1 with identity element ψ0.
For every ξ ∈ F∗q , denote by ordq(ξ) the multiplicative order of ξ in F∗q .
Deﬁnition 2.2. Let r > 1 be a positive integer, and r|(q − 1). The element ξ ∈ F∗q is called an r-free
element if gcd(r, (q − 1)/ordq(ξ)) = 1.
From the deﬁnition above, we know that ξ is a primitive element if and only if ξ is a (q − 1)-free
element.
Lemma 2.3. (See [3].) Let ξ ∈ F∗q , and let r > 1 be a positive integer with r|(q − 1). Then we have
∑
d|r
μ(d)
ϕ(d)
∑
ψd
ψd(ξ) =
{ r
ϕ(r) , if ξ is an r-free element,
0, otherwise,
where μ is the Möbius function, and ϕ is the Euler function. The ﬁrst sum runs over all positive divisors of r,
and the inner sum ranges over all multiplicative characters ψd of order d.
Let σ : ξ → ξq , ξ ∈ Fqn , and g(x) ∈ Fq[x]. Deﬁne the operator “◦” as g(x) ◦ ξ = g(σ )ξ . Obviously,
we have ξ ∈ Fqn ⇔ σ n(ξ) = ξ ⇔ (xn − 1) ◦ ξ = 0. The unique monic polynomial in Fq[x] generating
this annihilator as an ideal is called the polynomial order of ξ , and is denoted by Ordq(ξ). Then we
have ξ ∈ Fqn if and only if Ordq(ξ)|(xn − 1).
Similarly to Deﬁnition 2.1, we have the following deﬁnition.
Deﬁnition 2.4. Let ξ ∈ Fqn , f (x) ∈ Fq[x] with f (x)|(xn − 1), ξ is called an f (x)-free element if
gcd( f (x), (xn − 1)/Ordq(ξ)) = 1.
From the deﬁnition, we get that ξ ∈ Fqn is a normal element over Fq if and only if ξ is an (xn −1)-
free element.
Let Fˆqn denote the set of additive characters of Fqn . For ξ ∈ Fqn , χ ∈ Fˆqn , and f (x) ∈ Fq[x], deﬁne
f (x) 
 χ(ξ) = χ( f (x) ◦ ξ)= χ( f (σ )ξ)=: χ f (ξ).
Obviously, for every χ ∈ Fˆqn , the annihilator of χ in Fq[x] is also the nonzero principal ideal in Fq[x].
Deﬁnition 2.5. Let χ ∈ Fˆqn . Then the annihilator of χ in Fq[x] is an ideal in Fq[x], we deﬁne the
monic generator of the ideal, hence unique, as the polynomial order of χ , and denote it by Ordq(χ).
Lemma 2.6. (See [19].) Let f (x) ∈ Fq[x], and f (x)|(xn − 1), ξ ∈ Fqn , then we have
∑
g| f
μ′(g)
Φq(g)
∑
χg
χg(ξ) =
{
qdeg f
Φq( f )
, if ξ is a f (x)-free element,
0, otherwise,
where μ′ is the Möbius function in Fq[x], and analogously to the Euler function, Φq(g) is deﬁned by Φq(g) =
(Fq[x]/gFq[x])∗ , i.e., the number of invertible elements in the ring Fq[x]/gFq[x], here we use the symbol 
to denote the cardinality of a set. The ﬁrst sum runs over all monic divisors of f (x), and the inner sum ranges
over all additive characters of order g(x). It is clear that there are Φq(g) characters χg of order g(x).
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main results.
Lemma 2.7. (See [6].) Let ψ be a multiplicative character of F∗q and ord(ψ) > 1. Then one has
∣∣∣∣∑
x∈F∗q
ψ
(
x+ x−1)∣∣∣∣ 2q 12 . (2.1)
Lemma 2.8. (See Wan [26].) Let f i(x) be polynomials in Fq[x], 1 i  l. Let D1 be the degree of the squarefree
part of
∏l
i=1 f i(x). Let fl+1(x) be a rational function in Fq(x). For each 1  i  l, let ψi be a multiplicative
character of Fq. Let χ be an additive character of Fq. Deﬁne
S(χ,ψ) =
∑
a∈Fq
ψ1
(
f1(a)
) · · ·ψl( fl(a))χ( fl+1(a)), (2.2)
where the sum is over all a ∈ Fq such that fl+1(a) is deﬁned. Deﬁne the degree of a rational function as
the degree of its numerator minus the degree of its denominator. Let D2 = 0 if deg( fl+1)  0 and D2 =
deg( fl+1)+1 if deg( fl+1) > 0. Let D3 be the degree of the denominator of fl+1(x) and D4 be the degree of the
squarefree part of the
∏l+1
i=1 f i(x). Suppose that χ is non-trivial and fl+1(x) is not of the form r(x)p − r(x)+ c
in Fq(x). Then, we have the estimate
∣∣S(χ,ψ)∣∣ (D1 + D2 + D3 + D4 − 2)√q. (2.3)
Now, let’s introduce some further number-theoretic notations. For an integer N  1, let ω(N) be
the number of distinct prime divisors of N . Analogously, for a monic polynomial g(x) ∈ Fq[x], let
Ωq(g(x)) be the number of distinct monic irreducible divisors of g(x) in Fq[x].
Lemma 2.9. (See [19].) Let N > 1, l > 1 be integers and Λ be a set of primes  l. Set L = Πr∈Λr. Assume that
every prime factor r < l of N is contained in Λ. Then
ω(N) logN − log L
log l
+ (Λ). (2.4)
Let m be a positive integer and pm be the m-th prime. Setting l = pm , Λ be the set of primes no
greater than pm , and (Λ) =m, we have the following inequality instead of (2.4):
ω(N) logN −
∑m
i=1 log pi
log pm
+m. (2.5)
Lemma 2.10. (See [19].) Let q be a prime power and n a positive integer. Let T (x) = xn −1 andΩ = Ωq(T (x)).
Then we have Ω  [n + gcd(n,q − 1)]/2. In particular, Ω  n and Ω = n if and only if n|(q − 1). Moreover
Ω  34n, if q − 1 is not divisible by n.
By Lemmas 2.3 and 2.6, we construct two characteristic polynomials to verify the primitivity and
normality of an element respectively.
Let ξ ∈ Fqn and d be a positive integer. Deﬁne
P (d, ξ) = μ(d)
ϕ(d)
∑
ψ
ψd(ξ), and P (ξ) = ϕ(q
n − 1)
qn − 1
∑
d|(qn−1)
P (d, ξ),d
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Cases of N1(q,n).
Case The partial sum Case The partial sum
1(1). d = 1 and h = 1 N1(1)(q,n) 1(2). d = 1 and h = 1 N1(2)(q,n)
1(3). d = 1 and h = 1 N1(3)(q,n) 1(4). d = 1 and h = 1 N1(4)(q,n)
where μ is the Möbius function, ϕ is the Euler function,
∑
ψd
ranges over all multiplicative characters
of Fqn having order exactly d, and
∑
d|(qn−1) runs over all positive divisors of qn − 1. Obviously from
Lemma 2.3, one has
P (ξ) =
{
1, if ξ is a primitive element,
0, otherwise.
Similarly, let G ∈ Fq[x] be monic and dividing (xn − 1), ξ ∈ Fqn . Deﬁne
R(G, ξ) = μ
′(G)
Φq(G)
∑
χG
χG(ξ), and R(ξ) = Φq(x
n − 1)
qn
∑
G|(xn−1)
R(G, ξ),
where μ′ is the Möbius function,
∑
χG
ranges over all additive characters of Fqn having order exactly
G(x), and
∑
G|(xn−1) runs over all monic divisors of xn − 1 in Fq[x]. Then by Lemma 2.6 we get
R(ξ) =
{
1, if ξ is a normal element,
0, otherwise.
For the sake of brevity, we deﬁne the notations: L = ϕ(qn−1)qn−1 , M = Φq(x
n−1)
qn .
3. The case of (q,n) ∈ U1
Now we present a suﬃcient condition for the existence of element ξ such that both ξ and ξ + ξ−1
are primitive in Fqn ; that is, a suﬃcient condition for the pair of (q,n) such that (q,n) ∈ U1.
Theorem 3.1. Let q = 2s and n be a positive integer, gcd(n,q) = 1, let ω = ω(qn − 1). If q n2 > 22ω , then
(q,n) ∈ U1 .
Proof. Let N1(q,n) denote the number of ξ satisfying that both ξ and ξ + ξ−1 are primitive elements
over Fqn . Then we have N1(q,n) > 0 if and only if (q,n) ∈ U1. According to the deﬁnition of the
characteristic polynomial P (ξ) above, we obtain
N1(q,n) =
∑
ξ∈F∗
qn
P (ξ)P
(
ξ + ξ−1)
= L2
∑
ξ∈F∗
qn
∑
d,h|(qn−1)
P (d, ξ)P
(
h, ξ + ξ−1).
Below we divide the calculation of N1(q,n) into the following four cases (see Table 1) according to
the multiplicative characters ψd and ψh are trivial or not:
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N1(1)(q,n) = L2
∑
ξ∈F∗
qn
P (1, ξ)P
(
1, ξ + ξ−1)= L2(qn − 1)= (ϕ(qn − 1))2
qn − 1 .
Case 1(2). d = 1 and h = 1. In this case, we have
N1(2)(q,n) = L2
∑
ξ∈F∗
qn
∑
1<d|(qn−1)
P (d, ξ)P
(
1, ξ + ξ−1)
=
∑
1<d|(qn−1)
μ(d)
ϕ(d)
∑
ψd
∑
ξ∈F∗
qn
ψd(ξ).
Since ψd is a multiplicative character of order d > 1, we know that
N1(2)(q,n) =
∑
1<d|(qn−1)
μ(d)
ϕ(d)
∑
ψd
∑
ξ∈F∗
qn
ψd(ξ) = 0.
Case 1(3). d = 1 and h = 1. In this case, we have
N1(3)(q,n) = L2
∑
ξ∈F∗
qn
∑
1<h|(qn−1)
P (1, ξ)P
(
h, ξ + ξ−1)
= L2
∑
1<h|(qn−1)
μ(h)
ϕ(h)
∑
ψh
∑
ξ∈F∗
qn
ψh
(
ξ + ξ−1).
Similar to the computing of N1(2)(q,n), one has
∣∣N1(3)(q,n)∣∣ L2 ∑
1<h|(qn−1)
1
ϕ(h)
∑
ψh
∣∣∣∣ ∑
ξ∈F∗
qn
ψh
(
ξ + ξ−1)∣∣∣∣,
since |μ(h)| 1, ∑[h] 1 = 2ω − 1, ∑ψh 1 = ϕ(h) and due to Lemma 2.7, one has
∣∣N1(3)(q,n)∣∣ L2 ∑
1<h|(qn−1)
1
ϕ(h)
∑
ψh
2q
n
2
= 2L2q n2 (2ω − 1).
Case 1(4). d = 1 and h = 1. Now we have
N1(4)(q,n) = L2
∑
ξ∈F∗
qn
∑
1<d,h|(qn−1)
P (d, ξ)P
(
h, ξ + ξ−1)
= L2
∑
1<d,h|(qn−1)
μ(d)μ(h)
ϕ(d)ϕ(h)
∑
ψd,ψh
∑
ξ∈F∗
qn
ψd(ξ)ψh
(
ξ + ξ−1).
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∣∣N1(4)(q,n)∣∣ L2 ∑
1<d,h|(qn−1)
1
ϕ(d)ϕ(h)
∑
ψd,ψh
∣∣∣∣ ∑
ξ∈F∗
qn
ψd(ξ)ψh
(
ξ + ξ−1)∣∣∣∣.
For the exponential sum
∑
ξ∈F∗
qn
ψd(ξ)ψh(ξ + ξ−1) over Fq of characteristic 2, we have the following
transformation:
∑
ξ∈F∗
qn
ψd(ξ)ψh
(
ξ + ξ−1)= ∑
ξ∈F∗
qn
ψd(ξ)ψh
(
ξ2 + 1)ψh(ξ)
=
∑
ξ∈F∗
qn
(ψdψh)(ξ)ψ
2
h (ξ + 1)
=
∑
ξ∈F∗
qn
ψ1(ξ)ψ2(ξ + 1),
where ψ1 = ψdψh , and ψ2 = ψ2h . From a known result regarding Jacobi sums [20], we have∣∣∣∣ ∑
ξ∈F∗
qn
ψd(ξ)ψh
(
ξ + ξ−1)∣∣∣∣=
∣∣∣∣ ∑
ξ∈F∗
qn
ψ1(ξ)ψ2(ξ + 1)
∣∣∣∣ q n2 .
So we have
∣∣N1(4)(q,n)∣∣ L2(2ω − 1)2q n2 .
Since N1(q,n) = N1(1)(q,n) + N1(2)(q,n) + N1(3)(q,n) + N1(4)(q,n), from the above estimations, one
has ∣∣∣∣N1(q,n) − (ϕ(qn − 1))2qn − 1
∣∣∣∣ ∣∣N1(3)(q,n)∣∣+ ∣∣N1(4)(q,n)∣∣
 L2
[
2q
n
2
(
2ω − 1)+ (2ω − 1)2q n2 ].
In order to get N1(q,n) > 0, it is suﬃcient to have
ϕ(qn − 1)2
qn − 1 > L
2[2q n2 (2ω − 1)+ (2ω − 1)2q n2 ],
which is equivalent to:
q
n
2 − 1
q
n
2
> 2
(
2ω − 1)+ (2ω − 1)2. (3.1)
Obviously, a suﬃcient condition for the validity of (3.1) is
q
n
2 > 22ω. (3.2)
In conclusion, if q
n
2 > 22ω , then (q,n) ∈ U1. 
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(q,n) ∈ U1.
s = 1 2 3 4
n 63 32 21 16
By (2.5) we get
ω
(
qn − 1) log(qn − 1) −∑mi=1 log pi
log pm
+m < n logq −
∑m
i=1 log pi
log pm
+m. (3.3)
Now, (3.2) is equivalent to
ω <
n logq
log16
. (3.4)
Thus by (3.3), we know that (3.4) holds true if
n logq
log16
− n logq
log pm
>m −
∑m
i=1 log pi
log pm
. (3.5)
If the left of (3.5) is positive, we have 1log16 − 1log pm > 0, that is m 7. So we can choose a suitable m
with m 7, and prove that most of (q,n) satisfy (3.5). One of our main results is as follows.
Theorem 3.2. Let q = 2s and let n be an odd positive integer. If n 13, and s > 4, then (q,n) ∈ U1 .
Proof. Choose m = 15, then we can get that the left side of (3.5) is positive, so we have
n >
m −
∑m
i=1 log pi
log pm
logq
log16 − logqlog pm
. (3.6)
Since
∑m
i=1 log pi m log pm , we get that the right side of (3.6) is a decreasing function on q. It is
easy to check that when q = 32 and n  13, the inequality (3.6) is true. That is, when q  32 and
n 13, (q,n) ∈ U1. 
Remark 1. When q < 32, that is s < 5, by using the software Mathematica 4.1 we obtain the pairs of
(q,n) such that (q,n) ∈ U1, the result is listed in Table 2.
4. The case of (q,n) ∈ U2
In this section, we present a suﬃcient condition for the existence of element ξ such that both ξ
and ξ + ξ−1 are primitive in Fqn and ξ is again normal in Fqn , that is, a suﬃcient condition for the
pairs of (q,n) such that (q,n) ∈ U2.
Theorem 4.1. Let q = 2s and n be a positive integer with gcd(n,q) = 1, T = xn − 1, Ω = Ωq(T ), Φ(T ) =
Φq(T ), and ω = ω(qn − 1). If q n2 > 22ω+Ω , then (q,n) ∈ U2 .
Proof. Let N2(q,n) denote the number of ξ satisfying that both ξ and ξ + ξ−1 are primitive elements,
and ξ is also a normal element of Fqn . Then we have N2(q,n) > 0 if and only if (q,n) ∈ U2. According
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Cases of N2(q,n).
Case The partial sum Case The partial sum
2(1). d = 1, h = 1, G = 1 N2(1)(q,n) 2(2). d = 1, h = 1, G = 1 N2(2)(q,n)
2(3). d = 1, h = 1, G = 1 N2(3)(q,n) 2(4). d = 1, h = 1 and G = 1 N2(4)(q,n)
2(5). d = 1, h = 1, G = 1 N2(5)(q,n) 2(6). dh = 1, G = 1 N2(6)(q,n)
to the deﬁnition of the characteristic polynomial P (ξ) and R(ξ) above, we get that
N2(q,n) =
∑
ξ∈F∗
qn
P (ξ)P
(
ξ + ξ−1)R(ξ)
= L2M
∑
ξ∈F∗
qn
∑
d,h|(qn−1)
∑
G|T
P (d, ξ)P
(
h, ξ + ξ−1)R(G, ξ).
Similarly to the proof of Theorem 3.1, we divide the calculation of N2(q,n) into the following six
cases (see Table 3):
Case 2(1). When d = 1, h = 1 and G = 1, we have
N2(1)(q,n) = L2M
∑
ξ∈F∗
qn
P (1, ξ)P
(
1, ξ + ξ−1)R(1, ξ)
= L2M
∑
ξ∈F∗
qn
1 = L2M(qn − 1)= (ϕ(qn − 1))2
qn − 1 M.
Case 2(2). When d = 1, h = 1 and G = 1, we have
N2(2)(q,n) = L2M
∑
ξ∈F∗
qn
∑
1<d|(qn−1)
P (d, ξ)P
(
1, ξ + ξ−1)R(1, ξ) = MN1(2)(q,n),
thus N2(2)(q,n) = 0.
Case 2(3). When d = 1, h = 1 and G = 1, we have
N2(3)(q,n) = L2M
∑
ξ∈F∗
qn
∑
1<h|(qn−1)
P (1, ξ)P
(
h, ξ + ξ−1)R(1, ξ) = MN1(3)(q,n),
so |N2(3)(q,n)| 2L2Mq n2 (2ω − 1).
Case 2(4). When d = 1, h = 1 and G = 1, we have
N2(4)(q,n) = L2M
∑
ξ∈F∗
qn
∑
1<d,h|(qn−1)
P (d, ξ)P
(
h, ξ + ξ−1)R(1, ξ) = MN1(4)(q,n),
thus |N2(4)(q,n)| L2M(2ω − 1)2q n2 .
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N2(5)(q,n) = L2M
∑
ξ∈F∗
qn
∑
1<G|T
P (1, ξ)P
(
1, ξ + ξ−1)R(G, ξ)
=
∑
ξ∈F∗
qn
∑
1<G|T
R(G, ξ)
=
∑
1<G|T
μ′(G)
Φ(G)
∑
χG
∑
ξ∈F∗
qn
χG(ξ),
by the properties of additive characters in ﬁnite ﬁelds, for G = 1, we have |∑ξ∈F∗
qn
χG(ξ)| = 1. Since
|μ(G)′| 1, ∑[G] 1 = 2Ω − 1, and ∑χG 1 = Φ(G), one has
∣∣N2(5)(q,n)∣∣ L2M ∑
G|T ,G =1
1
Φ(G)
∑
χG
∣∣∣∣ ∑
ξ∈F∗
qn
χG(ξ)
∣∣∣∣
= L2M(2Ω − 1).
Case 2(6). When dh = 1 and G = 1, we have
N2(6)(q,n) = L2M
∑
ξ∈F∗
qn
∑
1<d,h|(qn−1)
∑
1<G|T
P (d, ξ)P
(
h, ξ + ξ−1)R(G, ξ)
= L2M
∑
1<d,h|(qn−1)
∑
1<G|T
μ(d)μ(h)μ′(G)
ϕ(d)ϕ(h)Φ(G)
∑
ψd
∑
ψh
∑
χG
∑
ξ∈F∗
qn
ψd(ξ)ψh
(
ξ + ξ−1)χG(ξ).
Thus
∣∣N2(6)(q,n)∣∣ L2M ∑
1<d,h|(qn−1)
∑
1<G|T
1
ϕ(d)ϕ(h)Φ(G)
∑
ψd
∑
ψh
∑
χG
∣∣∣∣ ∑
ξ∈F∗
qn
ψd(ξ)ψh
(
ξ + ξ−1)χG(ξ)
∣∣∣∣,
where
∣∣∣∣ ∑
ξ∈F∗
qn
ψd(ξ)ψh
(
ξ + ξ−1)χG(ξ)
∣∣∣∣=
∣∣∣∣ ∑
ξ∈F∗
qn
ψd(ξ)ψh
(
ξ2 + 1)ψ−1h (ξ)χG(ξ)
∣∣∣∣. (4.1)
By Lemma 2.8, we have |∑ξ∈F∗
qn
ψd(ξ)ψh(ξ
2+1)ψ−1h (ξ)χG(ξ)| q
n
2 . Hence, |N2(6)(q,n)| L2M(22ω−
1)(2Ω − 1)q n2 . Since
N2(q,n) = N2(1)(q,n) + N2(2)(q,n) + N2(3)(q,n) + N2(4)(q,n) + N2(5)(q,n) + N2(6)(q,n),
we know that
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∣∣∣∣

∣∣N2(3)(q,n)∣∣+ ∣∣N2(4)(q,n)∣∣+ ∣∣N2(5)(q,n)∣∣+ ∣∣N2(6)(q,n)∣∣
 L2M
[
2q
n
2
(
2ω − 1)+ (2ω − 1)2q n2 + (2Ω − 1)+ (22ω − 1)(2Ω − 1)q n2 ].
If
ϕ(qn − 1)2
qn − 1 M > L
2M
[
2q
n
2
(
2ω − 1)+ (2ω − 1)2q n2 + (2Ω − 1)+ (22ω − 1)(2Ω − 1)q n2 ], (4.2)
then it is obvious that N2(q,n) > 0. It is easily seen that (4.2) is equivalent to
q
n
2 − 2
Ω
q
n
2
> 2
(
2ω − 1)+ (22ω − 1)(2Ω − 1)+ (2ω − 1)2. (4.3)
Obviously, a suﬃcient condition for the validity of (4.3) is
q
n
2 > 22ω+Ω. (4.4)
In conclusion, if q
n
2 > 22ω+Ω , then (q,n) ∈ U2. 
If Ω  an for a nonnegative number a, then by Lemma 2.9, we know that (4.4) holds true if
(
n
log4
− 2n
log pm
)
logq > 2m + na − 2
∑m
i=1 log pi
log pm
, (4.5)
which is equivalent to
(
logq
log4
− 2 logq
log pm
− a
)
n > 2m − 2
∑m
i=1 log pi
log pm
. (4.6)
If the left of (4.5) is positive, we have 1log4 − 2log pm > 0, that is m  7. So on the condition of m  7,
we can choose a suitable m, and prove that most of (q,n) satisfy (4.4).
By Lemma 2.10, we know that Ω is decided by q−1 being divisible by n or not. So we distinguish
the following two cases:
Case a: When n|(q − 1), according to Lemma 2.10, we have Ω = n.
Case b: When n  (q − 1), according to Lemma 2.10, we have Ω  34n.
Firstly, we consider Case a. In this case, we have
Theorem 4.2. Let q = 2s , and n be an odd positive integer with n|(q − 1). If n 33, then (q,n) ∈ U2 .
Proof. Now Ω = n, that is, a = 1. Choose m = 32. Then from (4.5) we have
logq >
1+ (2m − 2
∑m
i=1 log pi
log pm
)/n
1 − 2 . (4.7)log4 log pm
812 P. Wang et al. / Finite Fields and Their Applications 18 (2012) 800–813Table 4
n|(q − 1), (q,n) ∈ U2.
n = 1 3 5 7 9 11 13 15
s 80 30 20 16 13 12 11 10
n = 17 19 21 23 25 27 29 31
s 9 9 9 8 8 8 8 8
Table 5
n  (q − 1), (q,n) ∈ U2.
s = 4 5
n 110 48
By
∑m
i=1 log pi m log pm , and note that the right side of (4.7) is a decreasing function on n. It is easy
to check that when n = 33, q should be bigger than 120. Noticing q is a power of 2, when n 33 and
n|(q − 1), then q is obviously larger than 120. Hence in this case (q,n) ∈ U2. 
Remark 2. When n < 33, we give the range of s such that (2s,n) ∈ U2 in Table 4. Here we just need
to consider the case of n being odd.
Now, let’s consider Case b. For this case, we have the following result.
Theorem 4.3. Let q = 2s and n be odd with n  (q − 1). If n 30 and s 6, then (q,n) ∈ U2 .
Proof. Now Ω = 34n, that is, a = 3/4 in (4.6). Choose m = 40. When q > 10, the left side of (4.6) is
positive. By (4.6) we have
n >
2m − 2
∑m
i=1 log pi
log pm
logq
log4 − 2 logqlog pm − 34
. (4.8)
Obviously the right side of (4.8) is a decreasing function on q. It is clear that when q  64, that is,
s 6, and n 30, the inequality is true. So we have (q,n) ∈ U2 if s 6 and n 30. 
Remark 3. For positivity of the left side of (4.6), s must be bigger than 3. Now we give the range of n
such that (q,n) ∈ U2 when 3 < s < 6 in Table 5.
5. Conclusion remark
In this paper, we just discuss the case of ﬁnite ﬁelds with even characteristic. According to our
results, for large enough q and n, there are always some elements ξ in the ﬁnite ﬁeld Fqn , such that ξ
is primitive (or primitive normal) and meanwhile ξ + ξ−1 is primitive. However, the aforementioned
conclusion also holds for ﬁnite ﬁelds with odd characteristic. By some slightly modiﬁcations, one can
obtain some similar results, to say it more explicitly, one can overcome the diﬃculty of estimating
the related exponential sums by using Wan’s lemma (Lemma 2.8 in this paper) and obtain similar
results in ﬁnite ﬁelds with general characteristic. The reason that we just present here the results in
ﬁnite ﬁelds of characteristic 2 instead of the general ﬁnite ﬁelds, is based on the fact that the ﬁnite
ﬁelds of characteristic 2 have more applicative backgrounds, especially for the application of Gauss
periods.
Furthermore, for q = 2s , and n is even, we can also use the results we obtained above. For example,
let t be odd and n = 2t . Then qn = q′t , where q′ = 2s+1. In order to discuss (q,n) ∈ Ui , i = 1,2, we
just need to consider (q′, t).
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