Abstract. In this paper we study the existence of finite traveling wave solutions in a degenerate cross-diffusion system modeling the growth of bacteria colony. The importance of establishing the existence lies in the fact that the analysis of the stability of the wave front provides partial answers to the intriguing spatial patterns of the colony. There have been very few results on the finite traveling wave solutions of degenerate parabolic system. One reason is that the traditional method often leads to phase plane analysis on higher dimension which is usually a difficult task. Our method in this paper is based on Schauder fixed point theorem and shooting arguments.
1.
Introduction. Bacteria grown on the surface of thin agar plates often develops colonies of various spatial patterns, such as fractal morphogenesis, dense-branching pattern. Recently Kawasaki et al. [9] proposed a degenerate parabolic system with cross diffusion that captures the qualitative features of the growth patterns. The model is ∂b ∂t
with initial conditions b(x, y, 0) = b 0 (x), n(x, y, 0) = n 0 .
Here b represents the bacteria density and n represents the nutrient density. b 0 (x) is usually a compactly supported function and n 0 is a constant. D b and D n are positive constants that represent the diffusivity of bacteria and nutrient respectively. Recently, Maini et al. [12] considered the one-dimensional version of this model with D n = 0. They studied the existence and uniqueness of traveling wave solutions. They found that such solutions exist only for speeds greater than some threshold speed and the wave with the minimum speed has a sharp profile. For speeds greater than this minimum speed the waves are smooth. By considering the special case D n = 0, the authors were able to reduce the problem to a phase-space analysis in R 2 .
In this paper, we consider a more general model and we will not assume D n = 0. The model we will study takes the form
Our method is based on Schauder-fixed point theorem. By fixing n in a properly chosen space V , we investigate the existence of traveling wave solution b. For such a traveling wave b, we can find a traveling wave solutionñ which lies in a compact subset of V . In this way, we may define a continuous mapping T : V → V with T n =ñ. Invoking Schauder-fixed point theorem, we conclude the existence of a traveling wave solution pair (b, n). A key part of the paper is to investigate the existence of finite traveling wave solution for a degenerate cross-diffusion equation. Our method is inspired by a very recent study of a similar problem by Malaguti [10] . We will transform the existence of traveling wave solution b to the solvability of a first-order singular boundary value problem which can be done by typical shooting and comparison argument. For more information on singular ODE, see [1, 6, 8, 10, 11] .
Our main goal is to prove the following theorem.
Theorem 1.1. For q > 1, p ≥ 0, l > 1, there exists a constant velocity v * such that the system admits a traveling wave solution (b(ξ), n(ξ)) where b is a monotone finite traveling wave solution and n is a monotone classical traveling wave solution. Here ξ = x − vt is the usual wave coordinate and by finite traveling wave we mean ξ * = sup{ξ : b(ξ) > 0} < ∞.
In section 2, we simulate the problem in one-dimensional case with special initial data and observe the long time behavior of the solutions. In section 3 we will derive some properties of traveling wave solutions. In section 4 we investigate the existence of finite traveling wave b for a given n. For this part, the result is general and we place no restriction on k. In section 5, we derive the equivalent problem and study the existence of a traveling wave n for the determined finite traveling wave solution b. In section 6 we apply Schauder fixed point theorem to deduce the existence of traveling wave solutions (b, n) where b is of finite type.
2. Numerical Simulation to 1D Problem. In this section we consider the one dimensional problem on [0, 1]:
with Neumann boundary condition and initial data is chosen to be
We numerically simulate the problem on time interval [0, 0.2] and we have the results shown in Figure 1 and 2. The numerical results show that b stays compact supported which is not unusual in degenerate parabolic equations. We calculate the density functions up to t = 9 to see the long time behaviors. The results are shown in Figure 3 and 4. We can see that b tends to a uniform state and n tends to 0 asymptotically. For more information on long time behavior of solutions to such degenerate system, we refer the readers to [4] . 
where (x, t) ∈ R×R + and D is the rescaled non-dimensionalised diffusion coefficient of bacteria.
We denote the spatially uniform steady states by (b, n) = (b s , 0), (0, n s ), where n s and b s are some constants. We may assume that initially the nutrient is uniformly distributed in the plate and there is no bacteria seed. Hence a proper initial steady state is given by
We shall also assume that ∂b ∂x , ∂n ∂x → 0 as x → ±∞, for all t > 0.
Let ξ = x − vt be the wave coordinates in which b and n solve
where ′ denotes the derivative with respect to wave coordinate ξ. Equations (10)-(11) are to be solved subject to the following boundary conditions:
and behind the wave b → b s , n → n s as ξ → −∞.
3.1. Properties of the traveling wave solutions. We derive several useful properties of traveling wave solutions in this subsection.
Property 1. n(ξ) ≡ 1 and b(ξ) ≡ 0 and n(ξ) > 0 for −∞ < ξ < ∞.
Proof. Suppose n(ξ) ≡ 1, then n ′ = n ′′ = 0. From equation (11), we obtain nb = 0. Since n ≡ 0, we must have b ≡ 0. However, this is the trivial solution and not a traveling wave solution that we are seeking.
Suppose that n(ξ) is a traveling wave solution and there exists ξ 0 such that n(ξ 0 ) = 0. Then since n(ξ) is non-negative, we have that n ′ (ξ 0 ) = 0. Moreover, for any given b(ξ), equation (11) can be regarded as a linear second-order ode for n(ξ), which has no singular points for any ξ. Thus the initial value problem has a unique solution in (−∞, ∞). Equation (11) together with the above conditions at ξ 0 form an initial value problem for n, which has the unique solution n(ξ) ≡ 0. However, we must have n(ξ) → 1 as ξ → ∞ for a traveling wave solution. Hence, we conclude that n(ξ) > 0 for all −∞ < ξ < ∞. Proof. To conclude that b s = 1, we integrate equation (10) from −∞ to ξ, we have
On the other hand, integrating equation (11) from −∞ to ξ, we have
Substituting expression (15) into equation (14) and passing ξ to +∞, we have
Therefore b s ≡ 1. From equation (11) , and letting ξ → −∞, we obtain n s b s = 0, n s = 0 follows from the fact that b s = 1.
Finally, integrating equation (11) on the range (−∞, ∞), we obtain
Property 3. If n, b are the traveling wave solutions, then n is monotone increasing and b is monotone decreasing if 0 < b < 1.
Proof. The monotonicity of n follows directly from equation (11) . In fact,
or equivalently
Integrating this inequality from −∞ to ξ, we obtain n ′ e vξ > 0. Hence n ′ > 0 for all ξ.
For a traveling wave solution b(ξ), we prove that
Suppose that b ′ (ξ 0 ) = 0 for some ξ 0 , it follows from equation (10) that
Hence
We may now define
Therefore
On the other hand, from equation (10) we conclude that n p bb ′ is positive and strictly decreasing in (ξ * , ξ 0 ], which contradicts b
we necessarily have b(ξ 1 ) = 0 which again contradicts the fact that n p bb ′ is positive and decreasing in (ξ 1 , ξ 2 ). Hence we conclude that b ′ (ξ) < 0 when 0 < b < 1.
4.
Existence of b for a Given n. The purpose of this section is to study the existence of traveling wave b for any given n. We transform this problem into the solvability of a singular boundary value problem and characterize the behavior of b using the singular equation. Let
Since b is strictly decreasing on (ξ 1 , ξ 2 ), it follows that the inverse of b(ξ), denoted by ξ = ξ(b) is well defined on (0, 1) and takes value in (ξ 1 , ξ 2 ). Therefore we may define
The proof is similar to the proof of property 3 in previous section. Now we are ready to derive the corresponding singular boundary value problem.
4.1. First-order singular boundary vluae problem. Let n(b) ∈ V where V is the closed convex set of the Banach space
where L is a sufficiently large constant and will be chosen later. The reason why we define such a space will become clear in the paper. Differentiating both sides of equation (23) with respect to ξ we have
Therefore u as a function of b satisfies
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Our next step is to derive the boundary condition at 0 and 1.
Proof. If ξ 2 = +∞, i.e., b is a classical traveling wave, it follows that
If ξ 2 < +∞, i.e., b is a finite traveling wave solution. Owing to the invariant property of a traveling wave solution under translation, we may assume that it vanishes at ξ = 0. This allows b to become singular near ξ = 0. As is well known([?]), at such a regular singular point, one expects that as
Substituting this expression into
where the derivative is with respect to ξ, we obtain
Equating the dominated terms at ξ = 0 we have
From the definition of u, we have
u(1 − ) = 0 follows from the definition.
Therefore u solves the following singular boundary value problem:
subject to
We shall now consider the solvability of the following singular problem. Problem P 1 . Find a pair (v, u) with v > 0 such that
(35) Here n(b) ∈ V where V is as defined before.
Existence of a critical velocity.
In this section we show that P 1 is solvable with a unique negative solution u = u(b) if and only if v ≥ v * for some positive v * which depends on the choice of n(b).
We first prove the following lemma
such that φ(0 + ) = 0 and φ(b) < 0 for b ∈ (0, 1). Then P 1 is solvable and the solution
Proof. The proof is based on shooting argument and some comparison techniques.
First, for a fixed constant
, we consider the following initial value problem:
, and let u represent the unique solution of it. We first claim that u(b) < 0 on (0, b 0 ). Suppose otherwise there is a b
Since lim
hence there exists a constant c > 0 such that
which is clearly absurd. In view of the arguments above, we have proved that u is well defined in (0, b 0 ). Now we may define (0, b α ) to be the maximal existence interval for solution u. The aim is to show that b α = 1 for some α ∈ [φ(b 0 ), 0). Let u 1 and u 2 be two distinct solutions corresponding to initial value α 1 and α 2 respectively. Suppose for definiteness that
We now claim that if the |α| is sufficiently small, then 
there exists a sufficiently small constant M > 0 and λ < 2M such that
for all −λ < u < 0 and b 0 ≤ b < b 0 + λ. Let α > −λ and define
which solves the following initial problem:
We have
we deduce that
We apply a similar comparison argument as before to conclude
Now we let α * = inf {α ∈ (φ(b 0 ), 0) : b α < 1}, then b α * = 1, therefore the corresponding solution u is defined and negative on (0, 1) and u > φ in (0, 1) and u(0 + ) = 0. This completes the proof.
We are now in position to prove the following solvability result for Problem P 1 .
Theorem 4.3. There exists v * > 0, such that for all v > v * , Problem P 1 has a unique negative solution.
Proof. We first show P 1 is solvable for v sufficiently large. To this aim, we let
which is well defined. Let
for all b ∈ (0, 1). Hence φ(b) satisfies condition of Lemma 4.2. Therefore P 1 is solvable for every v > 2 √ c. We now show that P 1 is not solvable for v = 0. Otherwise, let u solves
Therefore, if u(1 − ) = 0, we have
which implies u(0 + ) < 0, a contradiction. We now let v * = inf{v : P 1 is solvable} which is well defined and v * > 0 based on the observation above. We prove that for every v > v * , P 1 is solvable. Given v > v * , takev such that P 1 is solvable withv < v and the unique solutionū forv. Sincē
henceū satisfies condition of Lemma 4.2. Therefore, we conclude the solvability of P 1 for v.
Finally we prove that P 1 admits at most one solution. Suppose for contradiction that u 1 and u 2 are two distinct solutions of P 1 . For definiteness, we assume
Hence if
This completes the proof.
4.3.
Finite traveling wave at v * . The main goal of this section is to show that b is a finite traveling wave at the minimum wave speed. We will also show that b is a classical traveling wave if v > v * . The idea is to characterize the type of b by the value of u ′ (0 + ).
Proof. We first show that if u ′ (b * ) = 0 for some sufficiently small b * then u ′′ (b * ) > 0. To this aim, we write
it follows that
Therefore we conclude that there exists 0 <b < b * such that
Case 1: u ′′ (b) > 0 on (0,b). In this case u ′ (0 + ) < 0 exists and it follows from 
Therefore by equation (24) we have
On the other hand, if u ′ (0
This implies that b is a finite traveling wave solution. Proof. Note that for v sufficiently large, there exists λ > 0 such that
We claim that 
Hence ξ 2 = +∞ which implies that b is a classical traveling wave solution. We applied the fact that l ≥ 1 here. Now our goal is to show that when v = v * , b is a finite traveling wave solution. In view of Lemma 4.5, we shall show that when v = v * , the solution of
The trick is to construct a converging sequence of solutions which satisfy this property. To show this, we define a continuous function g n (b) on [0, 1] as:
It holds that g n ≤ g n+1 . We consider the following problem: To find a function u n : (0, 1) → R − and v n > 0 such that
We emphasize here that v n is also an unknown of the problem. We shall prove the following theorem.
Theorem 4.7. There exists a unique solution u n : (0, 1) → R − and v n of the problem. u is of class C 1 .
Proof. The problem is equivalent to
Note that the solution of this equivalent problem is of 
We can show that there exists a unique v n such that u n (1 − ) = 0.
We now examine several properties of u n . Some of them will be applied in the proof of the next lemma. The proof is all the similar shooting and comparison argument. We shall briefly show the proof of the second one.
which is a contradiction. Now we will prove that v n determined in the theorem above has the following properties.
Lemma 4.9. {v n } is monotone increasing and lim n→+∞ v n = v * .
Proof. First we show that {v n } is monotone increasing. Suppose ∃v n > v n+1 for some n. Then,
We also have
, therefore in this neighborhood
. This is a contradiction with u n (1
We now prove that v n ≤ v * . Suppose ∃ v n > v * , then
where we have applied the fact that u ′ > −v * for all b ∈ (0, 1). We also have
Hence u n (b) < u(b) < 0 is a right neighborhood of 1 n+2 . For every b in this neighborhood, we have
Hence we conclude that
which contradicts with u n (1
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Note that we may define u(b) = lim n→+∞ u n (b), we have
Hence u solves
Moreover, we have u(0 + ) = 0 and u(1
Applying monotone convergence theorem to {u n } we can show that u solves
Therefore u ′ (0) = −v * . This shows that the traveling wave at minimum wave speed v * is of finite type.
We conclude this section with a few properties of the negative solution u. In fact, if m = M > 0, then
a contradiction. Here we applied the fact that lim sup b→1 −
Then for any given m 0 ∈ (m, M ) there exists a sequence {b n } which converges to 1 such that
Hence,
therefore we may assume u ′ (b n ) < 0 for every n. On the other hand,
A contradiction to previous statement that
i.e., there exists u
Using this lemma, we can further show that Lemma 4.11. For the solution u of Problem P 1 , there exists
Proof. We only need to show that it is impossible to find negative constantsC 1 ,C 2 such that u(b)
for b sufficiently close to 1. A contradiction to Lemma 4.10.
Or we have
A contradiction to Lemma 4.10 again.
In fact, we can improve this result in the next lemma.
Lemma 4.12. There exists
Proof. Suppose that there existsb
for C 2 sufficiently large so that 5. The Equivalent Problem. We have shown that for any n ∈ V , there exists a v * which depends on the choice of n such that b is a finite traveling wave, we may assume that b(ξ) = 0 for ξ ≥ 0.
(58) We shall simplify the problem by reducing it to a system in the interval ξ < 0 only. Note that n satisfies n ′′ + vn ′ = 0 for ξ ≥ 0.
(59) We have the following lemma:
has a unique bounded solution that satisfies lim ξ→+∞ n(ξ) = 1.
Proof. We consider the following ODE system:
A phase plane analysis shows that every trajectory can intersect the n − axis at most once. Hence p ′ changes sign at most once, and consequently n(+∞) exists. Let n(+∞) = c, a direct integration shows that
In view of this lemma, we may reformulate the problem into: As before, we define
and
we can transform problem P 2 into the following equivalent problem: Problem P 3 . Find (v, u, n) that solves
Remark 1. The first equality in equation (72) is equivalent to the first equality of equation (65).
6. A fixed point. Give n(b) ∈ V , let (v, u) be the unique solution of Problem P 1 such that u ′ (0 + ) = −v, i.e., the corresponding b is a finite traveling wave. Consider the following:
We shall show that Problem P 4 admits a unique solution that is also in V . To prove this fact, we begin with the following local existence result.
Lemma 6.1. (81) has a local solution. Here n * = lim b→0 n(b).
Proof. Take This shows the operator defined above is a compact operator. Therefore it has a fixed point in E, i.e., it has a local solution.
To establish the existence and uniqueness of solution to P 4 , we shall also need to following lemmas:
Thus if we let
We have I(δ 1 ) = 0. On the other hand,
This ends the proof of the lemma. 
which is clearly a contradiction to (83).
In view of the above Lemmas, we have established the following theorem 
Suppose that β < 1, matching the leading singular terms in the equation above, we have β − 1 = q(β − α), or β = αq − 1 q − 1 .
